Digital Quantum Simulation with Rydberg Atoms
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We discuss in detail the implementation of an open-system quantum simulator with Rydberg states of neutral atoms held in an optical lattice. Our scheme allows one to realize both coherent as well as dissipative dynamics of complex spin models involving many-body interactions and constraints.

I. INTRODUCTION

Simulating the evolution of many-body quantum systems on classical computers is a complex task, which is believed to be intrinsically beyond the capabilities of classical computation. While in the classical case the number of degrees of freedom scales linearly with the particle number the computational complexity in treating interacting many-particle quantum systems increases drastically due to an exponential growth of the Hilbert space dimension. One way to overcome this difficulty is to mimic the behavior of the quantum system of interest in an analogue physical system whose degrees of freedom are well accessible and controllable. Initializing this system in a desired quantum state and measuring its properties after a given time is then effectively equivalent to having performed a simulation of the quantum evolution. Such quantum simulators are currently developed for several physical platforms (see [4] for a recent overview), ranging from atomic systems [5–8], trapped ions [9–12], implementations based on nuclear magnetic resonance [13, 14], to photonic devices [15, 16].

One paradigmatic system for the simulation of many-body quantum physics is gases of ultracold alkali atoms trapped in optical lattices, where the underlying Hamiltonian parameters such as the hopping rate or onsite interaction strength energies of atoms can be controlled and tuned externally (see Fig. 1c). Since the first observation of a Mott-insulator to superfluid quantum phase transition enormous progress has been made in controlling these systems [17], including, very recently, the demonstration of single-site addressability [18, 19].

Analogue quantum simulators are often purpose built, i.e., they are particularly well-suited for simulating specific classes of many-body quantum systems. While the afore-mentioned ultracold atoms in optical lattices typically realize bosonic or fermionic Hubbard-type Hamiltonians with short-range interactions, trapped ions for instance naturally offer the possibility to study interacting spin models. In general, it is difficult to use analogue quantum simulators for the study of many-body systems with interactions, that differ considerably from the natural, physically present (one- and two-body) interactions underlying the quantum simulator. For the simulation of exotic models involving certain constraints and higher-order interactions, these terms are usually created perturbatively. This is typically associated by fine tuning problems, small effective energy scales and hence slow dynamics [20].

These problems can be overcome by switching to a circuit based model in a digital, which is sketched in Fig. 1d. Here, the state of the system is encoded in qubits. The Hamiltonian time evolution is effectively created by a sequences of quantum gates which act on these qubits, i.e., concatenating certain elementary gates will amount to the action of an effective time-evolution operator whose structure can be tailored with great flexibility. It has
been shown that, provided a universal set of quantum gates is available, such digital quantum simulator can be used to simulate the dynamics of any many-body Hamiltonian with short-range interactions efficiently. Furthermore, it is possible to also efficiently simulate general (Markovian) dissipative dynamics, by including dissipative reset operations on ancillary qubits. Hereby, the engineering of a controlled coupling of the system to an artificially tailored environment offers the possibility of realizing dynamics for the dissipative preparation of entangled states and quantum phases, and closely related, quantum computation based on dissipation. Recently, we have developed a physical implementation of an open-system quantum simulator based on neutral atoms arranged in an optical lattice. Alternative methods for the simulation of spin systems have recently been discussed: the ground state cooling for the toric code and a non-abelian topological phase using a single code and a non-abelian topological phase using a single atom moving through the lattice and interacting via two-qubit gates with the system spins has been proposed. This method requires after an initial measurement procedure a second correction step, which removes the entropy from the system. In addition, the simulation of the coherent time evolution and the preparation of thermal states for the toric code using a stroboscopic method has been discussed by Herdman et al. On the experimental side minimal instances of spin plaquette models have recently been implemented with trapped ions and photons. In this work we review and extend such simulation architecture combining the coherent time evolution as well as dissipative terms for interacting spin systems, and in addition provide novel results on the simulation of lattice fermions. The central building block of our simulator is a mesoscopic Rydberg gate which relies on electromagnetically induced transparency (EIT) and the strong and long-ranged interaction of neutral atoms excited to Rydberg states. We furthermore show that by including optical pumping on ancillary atoms as a dissipative ingredient enables the implementation of open-system many-body dynamics. This dissipative dynamics can be used to perform efficient ground state cooling for a large class of spin models. In general one can expect that the cooling of any frustration-free Hamiltonian can be achieved.

II. SIMULATION OF COHERENT DYNAMICS

A. Setup and general scheme

In the specific setup we have in mind ultracold atoms are trapped in a deep optical lattice in a Mott-insulator state with a single atom per site. These atoms are used to encode the qubits of our digital simulator in different electronic ground states. The spacing between the lattice sites can be on the order of up to a few micrometers. Experimentally, lattices which grant single site laser addressability have been demonstrated in Refs. As sketched in Fig. the temporal evolution in a digital quantum simulator is achieved by concatenating quantum gates. In practice such gates are realized by carefully timed laser pulses and their interplay with state dependent interactions of the trapped atoms. The general aim is to simulate Hamiltonians of the form

$$H = \sum_k h_k.$$  \hfill (1)

Here the $h_k$ are quasi-local Hamiltonians that govern the interaction of degrees of freedom located in the vicinity of the $k$-th lattice site. An appropriate sequence of gates will thus implement the time-evolution operator

$$U(\tau) = \exp \left[ -i\tau/\hbar \sum_k h_k \right].$$  \hfill (2)

Note that the simulation time $\tau$ is in general different from the real-time $t$. While the idea is simple the practical implementation of such a scheme bears difficulties. Owe to the finite range of physical interactions, gate operations that can be efficiently implemented are usually quasi-local. The time-evolution operator $U(\tau)$, however, contains highly non-local terms which in case of non-commuting $h_k$ cannot simply be decomposed into products of local ones. In practice one therefore tries to approximate $U(\tau)$ by a sequence of quasi-local gates. Such approximation scheme is provided by the Suzuki-Trotter decomposition. Here one approximately implements the global time-evolution operator over a time.
Non-commutativity of terms $h_k$ leads to errors, which are bounded and can be controlled by the length of the time-step and reduced by choosing more sophisticated expansion schemes that are a generalization of eq. (3) (see, e.g., Ref. [34]).

While in theory any universal set of quantum gates allows the efficient approximation of arbitrary unitaries and therefore the dynamics of arbitrary Hamiltonians with short-range interactions, the experimental realizability strongly demands for an implementation of the quantum gate is shown in Fig. 2. This key requirement is met by a mesoscopic Rydberg gate which is detailed in the next subsection. It allows the implementation of an entangling multi-qubit gate on a microsecond timescale and with only three laser pulses, independently on the number of atoms involved in the multi-qubit gate. It therefore promises the flexibility, speed and robustness that is necessary for an efficient digital implementation of quantum spin models with exotic interactions.

### B. The mesoscopic Rydberg gate

The purpose of this section is to review the basic properties of the mesoscopic Rydberg gate presented in [31], which constitutes the central building block of our envisioned digital quantum simulator. The mechanism underlying the gate operation makes use of a two-photon interference phenomenon known as Electromagnetically Induced Transparency (EIT) [33]. The general setup for the implementation of the quantum gate is shown in Fig. 2.

We consider a single control atom and $N$ ensemble atoms. Laser excitations induce a Rydberg interaction between control and ensemble atoms, leading to the realization of a mesoscopic quantum gate.

For our setup we assume single-site addressability as it has recently been demonstrated by several experimental groups [19, 20, 32, 33]. The logical (qubit) states of the control atom are two hyperfine ground states denoted by $|0\rangle$ and $|1\rangle$. The logical states of the ensemble atoms are named $|A\rangle$ and $|B\rangle$. In spite of the different labeling it is in practice not necessary to distinguish between the control and the ensemble atoms - an example for this will be given in Sec. II C 1.

The mesoscopic Rydberg gate uses state-dependent interactions between Rydberg atoms [36–38] to realize a Controlled-NOT$^N$ (CNOT$^N$) gate, which is defined by

$$ G = |0\rangle\langle 0|_c \otimes \prod_{i=1}^N |1\rangle_{c_i} + |1\rangle\langle 1|_c \otimes \prod_{i=1}^N \sigma^z_i, $$

(4)

where – depending on the state of the control qubit – the state of all $N$ target qubits is left unchanged or flipped. Here, $\sigma^z_i |A\rangle_i = |B\rangle_i$ and $\sigma^z_i |B\rangle_i = |A\rangle_i$.

To illustrate the underlying mechanism we introduce additional internal levels in both control and ensemble atoms which will be used to physically implement the gate operation (see Fig. 3): The control atom has an auxiliary Rydberg state $|r\rangle$ that can be coupled to the hyperfine state $|1\rangle$ by a laser. In the ensemble atoms we employ two additional levels. First, there is a coupling characterized by a time-dependent Rabi frequency $\Omega_p(t)$ between the hyperfine ground states $|A\rangle$ and $|B\rangle$ and an intermediate non-Rydberg $|P\rangle$ level, which still has a low principle quantum number such that interactions with the $|r\rangle$ level of the control atom are negligible. Furthermore, we make use of a Rydberg state $|R\rangle$ in each ensemble atom that is coupled to the intermediate $|P\rangle$ state with a laser of Rabi frequency $\Omega_c$. The external laser fields are chosen such that there is a large detuning $\Delta$ from the $|P\rangle$ level, such that this state is only virtually populated. However, the hyperfine ground states and the Rydberg state are in two-photon resonance.

With this setup the gate operation is performed by a sequence of three laser pulses that is depicted in Fig. 4.
We start by applying a $\pi$ pulse on the control atom which transforms its qubit state $\alpha|0\rangle + \beta|1\rangle$ to $\alpha|0\rangle + i\beta|r\rangle$. In the next step we perform a conditional adiabatic Raman transfer in the ensemble atoms from $|A\rangle$ to $|B\rangle$ via the intermediate $|P\rangle$ state. To this end we apply a smoothly varying pulse profile $\Omega_p(t)$, which is chosen such that it realizes an effective $\pi$-pulse between $|A\rangle$ and $|B\rangle$. Finally, a second $\pi$-pulse is applied to the control atom.

In the following we study the consequences of this pulse sequence on the ensemble atoms in the two cases in which the control atom is in $|0\rangle$ or $|r\rangle$, respectively. The full dynamics then follows by taking the superposition according to the coefficients $\alpha$ and $\beta$. Let us for simplicity first assume that the ensemble atoms do not interact with each other; consequences of non-vanishing interactions will be discussed later. Then, the dynamics of the ensemble atoms reduces to the product of the independent evolution of a single ensemble atom. For a large detuning $\Delta$ we may adiabatically eliminate the $|P\rangle$ level and obtain the effective Hamiltonian

$$H_{\text{eff}} = \frac{\hbar \Omega^2}{4\Delta} \left[ x^2 |+\rangle \langle +| + (1 + V)|R\rangle \langle R| + x \left( |+\rangle \langle R| + \text{h.c.} \right) \right] \quad (5)$$

Here, $|+\rangle = (|A\rangle + |B\rangle)/\sqrt{2}$ is the symmetric superposition of the two hyperfine ground states and $x = \sqrt{2\Omega_p}/\Omega_c$ defines the relative strength of the probe laser $\Omega_p$ to the coupling laser $\Omega_c$. Note that the second laser pulse (Raman transfer) $\Omega_c$ and therefore also $x$ are time-dependent functions. The interaction term $V$ is in fact state-dependent and accounts for the state of the control atom: In an ideal situation we have $V = 0$ for the control atom in $|0\rangle$ (see Fig. 3a) while for the control atom in $|r\rangle$ (see Fig. 3b) we have a dominant Rydberg interaction, i.e., $V = \infty$. The antisymmetric state $|\rangle = (|A\rangle - |B\rangle)/\sqrt{2}$ is a zero energy eigenstate of the Hamiltonian. This dark state will thus be unaffected by the dynamics.

Let us now look at the situation in which the control atom is in state $|0\rangle$ (Fig. 3a) and all ensemble atoms are in $|A\rangle$: Here the first and the last $\pi$-pulse shown in Fig. 4 have no effect. We have $V = 0$ and we find that Hamiltonian $\mathcal{H}$ possesses in addition to $|\rangle$ a second zero energy dark state,

$$|d\rangle = (1 + x^2)^{-1/2}|+\rangle - x|R\rangle], \quad (6)$$

which for $t = 0$ corresponds to the $|+\rangle$ state. The only non-zero eigenstate has the energy $E_2 = h\Omega^2/4\Delta$ and is thus energetically separated from the dark state manifold. During the Raman pulse (see Fig. 4) the system will adiabatically follow the zero energy dark states for weak coupling lasers with $x \ll 1$ and smooth laser pulse shapes $\Omega_p(t)$. Thus it will follow the dark state $|d\rangle = (1/\sqrt{2}) (-|\rangle + |d\rangle)$ which starts and ends in $|A\rangle$. The ensemble is hence effectively transparent for the Raman laser. Imperfections of this adiabatic passage arise from Landau-Zener transitions to the non-zero energy eigenstate $|\rangle$.

In the case of the control atom starting in $|1\rangle$ the first $\pi$-pulse will effectuate a transfer to the Rydberg state $|r\rangle$ and the strong interaction between the Rydberg levels $V$ will change the outcome of the Raman laser sequence. For the sake of simplicity we assume $V = \infty$. Here the Rydberg levels of the ensemble atoms will not take part in the dynamics as they are far off-resonant (see Fig. 3b). The time evolution of the ensemble atoms follows the Hamiltonian $H = \hbar \Omega_c^2/(4\Delta) x^2 |+\rangle \langle +|$. Then, by choosing the pulse shape of $\Omega_p(t)$ such that $\int x^2(t) dt = \pi$ the system will undergo the transformation (or Raman transfer)

$$|\rangle \rightarrow |\rangle \quad , \quad |+\rangle \rightarrow -|+\rangle. \quad (7)$$

Expressing this transformation in the original states $|A\rangle$ and $|B\rangle$ results in

$$|A\rangle \rightarrow -|B\rangle \quad , \quad |B\rangle \rightarrow -|A\rangle, \quad (8)$$

which is the desired operation up to a trivial phase factor, which can be corrected by choosing suitable phases of the laser fields. Finally, the second $\pi$-pulse de-excites the control atom.

Combining the two scenarios outlined above establishes a way to control a NOT operation on the qubit states of the ensemble atoms conditioned on the state of the control atom, effectively realizing the CNOT$^N$ gate. In the next subsections we will make extensive use of this gate when implementing digital quantum simulation schemes for spin models (with many-body interactions).

Before we proceed, however, we want to briefly discuss issues relevant to the experimental implementation. First of all, we have neglected in our considerations the interaction among ensemble atoms. This is in general unjustified since the ensemble atoms are in the course of the gate sequence excited to Rydberg states which strongly interact. In a situation in which the control atom is initially in $|1\rangle$ and hence is excited to a Rydberg state this does not constitute a major problem since the Rydberg state of the ensemble atoms is shifted far out of resonance and therefore is not excited. In the opposite situation (control atom in state $|0\rangle$) the ensemble-ensemble interaction is however expected to modify the working of the gate considerably. Indeed, one finds that in this case the state of the ensemble atoms can no longer be described by a tensor product of dark states $|\rangle$. Instead one finds that the initial state, e.g. $|A^N\rangle$ is written as a sum of
dark and "grey" states which acquire a dynamical phase shift (with respect to the dark states) that in the limit of infinite ensemble-ensemble interaction is proportional to \( N \max_\text{max} |x^2(t)| \). In order to keep the fidelity of the gate high this shift has to be kept small. This means the higher the number of qubits that are to be entangled, the smaller the ratio \( x = \sqrt{2 \Omega_p / \Omega_c} \). However, at the same time the Raman transfer has to be carried out at a time much shorter than the lifetime of the atomic Rydberg states, that is typically on the order of 50 \( \mu s \). This requires a very strong coupling and also strong Raman lasers. One can show that the gate as presented here can implement an entangling operation on a timescale of \( \sim 1 \mu s \). In Ref. 31 we have explicitly shown that fidelities \( > 99\% \) can be achieved for \( N = 3 \) ensemble atoms located at a distance \( \sim 2 \mu m \) from the control atom. The main limitation to the fidelity is given by the available laser power. In order to achieve high fidelities also for a larger number of ensemble atoms one has to ensure \( \sqrt{N x} \ll 1 \). This choice suppresses deteriorating effects caused by the interaction among ensemble atoms excited to Rydberg states [39, 40]. Further consequence that arises from gate imperfections on the desired quantum simulation are analyzed towards the end of Sec. IIC.1

C. Digital simulation of spins and fermions

In the following, we will use the mesoscopic Rydberg gate as building block for the digital quantum simulation of spin Hamiltonians. We will at first discuss Kitaev’s toric code whose Hamiltonian contains many-body interaction. Despite the seemingly complicated structure this model is rather simple to implement as its Hamiltonian contains no non-commuting parts. The second example concerns the two-dimensional Heisenberg model and as a third example we discuss the digital simulation of lattice fermions. The latter can be mapped onto an effective spin Hamiltonian with six-body interaction terms.

1. Kitaev’s toric code

In Kitaev’s toric code model, spins are located on the links of a two-dimensional square lattice and interact via four-body interactions [41]. This model is paradigmatic for a whole class of so-called stabilizer codes [42, 43]. Its Hamiltonian is given by

\[
H = -E_0 \left( \sum_i A_p^{(i)} + \sum_j B_s^{(j)} \right),
\]

with the “plaquette terms” \( A_p^{(i)} = \sigma_z \sigma_x \sigma_z \sigma_x \sigma_z \sigma_x \) being the product of four Pauli spin matrices and “star” terms \( B_s^{(j)} = \sigma_z \sigma_x \sigma_z \sigma_x \sigma_z \) defined in an analogous manner, see Fig. 5. In this notation the index \( j \) labels the plaquettes/stars and the four \( \sigma \)-operators act on the spins located at the corners of the corresponding square (see Fig. 5). Besides its initially envisioned use as a quantum memory, this model has recently received considerable attention in the context of quantum simulation [27, 29, 44]. The operators \( A_p \) and \( B_s \) are stabilizer operators with eigenvalues \( \pm 1 \). The model can be solved exactly, as all plaquette and star terms of the Hamiltonian mutually commute. The global ground state \( |\psi\rangle \) is at the same time the ground state of each of the operators \( A_p \) and \( B_s \):

\[
A_p |\psi\rangle = |\psi\rangle \\
B_s |\psi\rangle = |\psi\rangle
\]

for all plaquettes and stars, respectively. For periodic boundary conditions on a torus the stabilizers satisfy the relations \( \prod_p A_p = 1 \) and \( \prod_s B_s = 1 \). For a system of \( N \) atoms there are \( N - 2 \) independent stabilizers. Consequently, the ground state manifold of the system will be four-fold degenerate. For an experimentally more accessible situation of flat two-dimensional lattice structures, the number of holes in the 2D lattice determines the ground state degeneracy.

Excitations of the toric code Hamiltonian can be of two types: violations of the stabilizer constraints of either \( A_p \) operators (“magnetic charges”) or \( B_s \) terms (“electric charges”). They have an energy gap of \( 4E_0 \) as every violation will affect two stars or plaquettes, respectively. In the following we will illustrate these excitations for the magnetic charges, but due to the symmetry of the Hamiltonian the situation is identical for the electric charges.

Flipping a single spin will create two magnetic charges located on adjacent plaquettes, see Fig. 6. By flipping a different spin on one of the adjacent plaquettes the excitations are effectively moved. The excitations are no longer quasi-local, but must be described by a string operator involving the path along which the charge has been moved. By flipping several spins we also may move a magnetic charge around an electric charge; due to the non-commutativity of \( \sigma_x \) and \( \sigma_z \) the state will eventually pick up a phase of \( \pi \). This behavior shows that the quasiparticles describing magnetic or electric charges neither are bosonic nor fermionic character as in both cases one would expect to recover the identity once the particle had been returned to its initial position. Hence, one calls such
particles with exotic statistics “anyons” related to their potential to pick up “any” phase under particle exchange. While the realizations of systems exhibiting anyonic excitations is interesting in itself, the anyon dynamics has direct consequences on the ground state cooling discussed in Sec. III.A.

$$U = \exp(-iH\tau/\hbar) = \prod_{ps} \exp(iE_0A_p\tau/\hbar)\exp(iE_0B_s\tau/\hbar),$$

and we need to focus only on the case of a single plaquette or star. The extension to the entire lattice then follows naturally from iterating over all plaquettes and stars. Note that it is possible to parallelize many of these operations by partitioning the system into a few sublattices of piecewise independent atoms. During each timestep of the digital simulation we want the dynamics of the plaquette to be governed by the time evolution operator $U_p = \exp(iE_0A_p\tau/\hbar)$. In the regime of single site addressability, selecting a single plaquette is achieved by focusing the laser pulses which are required for the gate only on the atoms participating in the dynamics of this plaquette. In Ref. 24 a simulation scheme was suggested where additional ancillary “control” atoms were used to effectively mediate four-body interactions between the four plaquette spins. Here, we propose an alternative approach which works without ancillary atoms. Instead one of the four plaquette atoms (as shown in Fig. 5) will take the role of the control atom $c$. This situation requires a focussing of the Raman and control lasers exclusively on the remaining three atoms of the plaquette. This can either be achieved by an appropriate shaping of these laser beams or alternatively by addressing the three atoms sequentially between the excitation and de-excitation of the control atom. We can then decompose $U_p$ as

$$U_p = GU_c^z(\phi)G, \quad (12)$$

where $G$ describes the mesoscopic Rydberg gate,

$$G = \langle 0|0\rangle_c \otimes 1_i + \langle 1|1\rangle_c \otimes \sigma_i^x \quad (13)$$

and the single qubit rotation $U_c^z(\phi) = \exp(i\phi\sigma_c^z)$ imprints a phase of $\phi = E_0\tau/\hbar$ onto the control atom. The simulation of the star terms $B_s$ follows analogously by performing global $\pi/2$ rotation that interchange $\sigma^x$ and $\sigma^z$. More intuitively, the gate sequence that creates the effective time-evolution under the Hamiltonian $-E A_p$ works as follows: The essential step is to realize that the interaction ‘sees’ only whether a plaquette state has a positive or negative eigenvalue with respect to the operator $A_p$. The actual configuration of the spins is not important. In the first step of the gate sequence 12 the information of the state of three plaquette atoms is mapped on the control atom. Now the control atom is manipulated, i.e. a state-dependent rotation is carried out and the initial mapping is reversed. The timescale of this process is essentially set by the speed of the mesoscopic Rydberg gate as single qubit rotations can be carried out quickly and reliably. Using experimentally realistic parameters, we find an effective interaction strength that can be on the order of several hundred kHz 26.

Let us now briefly investigate the effects of imperfections on the quantum simulator. As mentioned above, a possible error source is the residual Rydberg interaction between the ensemble atoms during the mesoscopic gate, see Ref. 31 for a detailed discussion. In the presence of such a coherent error we can write the mesoscopic gate as

$$G' = |0\rangle_c \otimes \exp(i\phi Q) + |1\rangle_c \otimes \sigma_i^x. \quad (14)$$

Here, we have factored out the dependence on the imprinted phase $\phi$ to allow for a consistent expansion. The perfect gate $G$ then follows in the limit $Q \to 0$, with the Hermitian operator $Q$ acting on the entire plaquette except for the control atom. Expanding $U_p = G'U_c^z(\phi)G'$ up to first order in $\phi$ we obtain

$$U_p' = 1 + 2i\phi Q|0\rangle_c + i\phi A_p + O(\phi^2), \quad (15)$$

which corresponds to the coherent dynamics under the modified Hamiltonian $H' = H + (1_c - \sigma_i^z)Q$. Consequently, imperfections can be naturally integrated into the framework of this digital simulator with incoherent errors leading essentially to a finite temperature for the simulated system 43.

2. Heisenberg model

Let us now discuss a scheme for the simulation of coherent dynamics according to the Heisenberg Hamiltonian

$$H = -\frac{1}{2} \sum_{i,j} (J_x\sigma_i^x\sigma_j^x + J_y\sigma_i^y\sigma_j^y + J_z\sigma_i^z\sigma_j^z) + h \sum_i \sigma_i^z \quad (16)$$

Here, $J_x (J_y, J_z)$ denotes the coupling strength of $x$-type ($y$-, $z$-type) spin-spin interactions between neighbouring spins, and $h$ denotes the strength of a single particle.
term playing the role of an effective magnetic field in z-direction acting on all spins. In contrast to the toric code Hamiltonian discussed above, here not all terms in the Hamiltonian commute. Thus the coherent time evolution has to be realized in a Trotter expansion with small time steps to keep Trotter errors from non-commuting terms small.

Simulation of the dynamics due to the magnetic field term for a small time step \( \tau \) is straightforward as 
\[
\exp(-i\hbar \tau \sum_i \sigma_i^z) \quad \text{can be implemented by a global rotation of all spins, realized e.g. by a corresponding AC Stark shift applied to all atoms.}
\]
The pairwise interaction terms can be built up from two-atom Rydberg gates \( G \) and single-qubit rotations as follows. A small time step \( \exp(iJ_x \tau \sigma_i^x \sigma_j^x/2) \equiv \exp(i\theta \sigma_i^x \sigma_j^x/2) \) of pairwise \( x \)-type interactions between neighbouring spins \( i \) and \( j \) can be written as
\[
\exp(i\theta \sigma_i^x \sigma_j^x/2) = \exp(-i\pi \sigma_i^x \sigma_j^x/4) \exp(i\theta \sigma_i^x \sigma_j^x/2) \exp(i\pi \sigma_i^x \sigma_j^x/2) \\
= \exp(-i\pi \sigma_i^x \sigma_j^x/4) \exp(i\theta \sigma_i^x \sigma_j^x/2) \\
= \exp(-i\theta \sigma_i^x (1 - \sigma_j^x)/2) \exp(i\pi \sigma_i^x \sigma_j^x/4) \\
= \exp(-i\pi \sigma_i^x \sigma_j^x/4) \exp(i\theta \sigma_i^x \sigma_j^x/2) \\
|0\rangle\langle 0|_i \otimes 1_j + |1\rangle\langle 1|_i \otimes \exp(-i\theta \sigma_i^x/2) \exp(i\pi \sigma_i^x \sigma_j^x/4) \\
(17)
\]
Up to single-qubit rotations, this corresponds to an entangling two-qubit Rydberg gate (term in square brackets), where atom \( i \) takes the role of the control qubit, and atom \( j \) undergoes a conditional spin flip. For \( \theta = \pi \) this spin flip takes place with unit probability and the operation reduces to the gate \( 11 \) discussed above. To minimize Trotter errors in the simulation, small values \( \theta \ll 1 \) are required. This can be readily achieved by adjusting the pulse length of the second pulse in the pulse sequence of the gate. For shorter times and/or smaller intensities of this pulse, the Raman transfer between logical states \( |A\rangle_j \) and \( |B\rangle_j \), of the target atom corresponds to only a partial population transfer, and thereby directly realizes the entangling operation in the last line of \( 17 \). The implementation of \( y \) and \( z \) interaction terms in \( 16 \) can be done by combining the described procedure with single-qubit rotations on both atoms. We note that for a fixed set of parameters in the Hamiltonian \( 10 \) it can be beneficial to seek shorter decompositions of the evolution operator on each pair of sites to reduce the simulation cost in terms of the required two-qubit entangling gates. Note that in contrast to previous proposals for the quantum simulation of the Heisenberg model with cold atoms \( 46, 47 \), the discussed implementation with Rydberg atoms can achieve energy scales up to \( J_x \sim 100 \text{KHz} \), which are limited by the available laser power and not by the microscopic coupling constants.

3. Fermi-Hubbard model in two dimensions

The Heisenberg model can also be seen as the limiting case of a more general Hamiltonian that also involves the motion of the particles, which is the fermionic version of the Hubbard model \( 48 \). Currently, there is great interest in the quantum simulation of the Fermi-Hubbard model in two-dimensional systems because of the expected relations to high-temperature superconductivity. Most approaches are centered around an analog simulation using ultracold fermionic atoms in optical lattices \( 7, 8 \), but the experimental requirements for reaching the temperature regime of magnetic ordering or even the regime of \( d \)-wave superfluidity remain very challenging. Here, we outline a different approach where lattice fermions are mapped on a spin Hamiltonian with many-body interactions that can be implemented using our digital quantum simulator \( 19 \).

The Hamiltonian describing the single-band Fermi-Hubbard model for spin 1/2 particles on a square lattice is given by
\[
H = -t \sum_{<ij>\sigma} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\]
where \( c_{i\sigma}^\dagger \) creates a fermion at site \( i \) with spin \( \sigma \) and \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) is the corresponding number operator. The parameter \( t \) describes a hopping of the fermions to adjacent sites, while \( U \) accounts for the interactions of two fermions on the same lattice site. The Heisenberg model discussed above follows in the limit \( U \to \infty \) at half filling.

Since we are dealing with fermionic particles, the digital quantum simulator needs to incorporate fermionic statistics. So far, we have discussed how to create a universal quantum simulator for spin interactions. While spin 1/2 particles have the correct fermionic anticommutator \( \{\sigma_i^-, \sigma_j^+\} = 1 \) on-site, they have bosonic statistics \( [\sigma_i^-, \sigma_j^+] = 0 \) off-site. To overcome this, one has to apply a Jordan-Wigner transformation, which has the form
\[
c_i = \frac{i^{-1}}{j=1} \sigma_j^z \sigma_i^- \\
c_i^\dagger = i^{-1} \sigma_j^z \sigma_i^+ \\
c_i^\dagger c_i = -\frac{1}{2}(1 - \sigma_i^z).
\]
Here, we have to introduce an enumeration of the sites of the two-dimensional lattice. This can be done, e.g., by starting in the lower left corner, moving to the lower right corner, go up one site, move to the left, and so on until the entire lattice has been scanned over. Then, the presence of a fermion on site \( i \) corresponds to the presence of a down spin. Conversely, an empty site in the fermionic picture translates into a spin up particle. Note that for spin 1/2 fermions, one has to replace each fermion by two spin 1/2 particles to encode all four possible combinations on each site.
Let us now look at how the operators in the Fermi-Hubbard Hamiltonian transform. Clearly, the on-site interaction results in interactions of the form $(1 - \sigma_{i,j}^\pm)(1 - \sigma_{i,k}^\pm)$. On the other hand, the hopping terms become

$$c_{i\sigma}^\dagger c_{i+k\sigma} = \sigma_{i\sigma}^x S_{i,k}^x \sigma_{i+k\sigma}^x + \sigma_{i\sigma}^y S_{i,k}^y \sigma_{i+k\sigma}^y. \quad (22)$$

with the string operator $S_{i,k}^\pm = \otimes_{j=i+1}^{i+k-1} \sigma_{j\sigma}^\mp$ acting on the sites between $i$ and $i + k$. If we consider hopping in the horizontal direction, we see that within our enumeration scheme the string operators drop out and the resulting spin operators remain local. However, this is not true in the vertical direction. There, we are left with non-vanishing string operators that run across the entire width of the lattice and consequently describe a highly nonlocal interaction.

This obstacle can be overcome by introducing auxiliary degrees of freedom as shown in Ref. 50. Such degrees of freedom are constituted by a fermion field $d_i$ that is prepared in the ground state of the Hamiltonian

$$H_{\text{aux}} = -V \sum_{i,j,\sigma} P_{i,j}^\dagger P_{j+1,\sigma} + H_c(\phi)G_{i,j,\sigma}H^\dagger(\phi)P_{i,j,\sigma} \quad (23)$$

with the mutually commuting projectors $P_{i,j}^\dagger = (d_{i\sigma} + d_{i\sigma}^d)(d_{j\sigma} - d_{j\sigma}^d)$ and $(i', j')$ partitioning the lattice into directed graphs, see Fig. 4. The ground state of $H_{\text{aux}}$ is given by the condition $P_{i,j}^\dagger = 1$ for all $i', j'$. By replacing the vertical hoppings in the Fermi-Hubbard Hamiltonians by

$$c_{i\sigma}^\dagger c_{i+k\sigma} \mapsto c_{i\sigma}^\dagger c_{i+k\sigma} P_{i',j'}^\dagger \quad (24)$$

it is possible to turn them into local spin operators when the Jordan-Wigner transformation is applied. The price one has to pay for this decoupling is that the resulting Hamiltonian contains six-body interactions 50. Including all degrees of freedom, the Hamiltonian is of the form

$$H = -t \sum_{i,j,\sigma} \left( \sigma_{i,j,\sigma}^x \sigma_{i+1,j,\sigma}^x + \sigma_{i,j,\sigma}^y \sigma_{i+1,j,\sigma}^y \right)\sigma_{i,j+1,\sigma}^x + t \sum_{i,j,\sigma} \left( \sigma_{i+1,j,\sigma}^x \sigma_{i,j+1,\sigma}^x + \sigma_{i,j,\sigma}^y \sigma_{i,j+1,\sigma}^y \right)\sigma_{i,j+1,\sigma}^x + t \sum_{i,j,\sigma} \frac{1}{4} \left( 1 - \sigma_{i,j,\sigma}^z \right) \left( 1 - \sigma_{i,j+1,\sigma}^z \right)

+ V \sum_{i,j,\sigma} \sigma_{i,j,\sigma}^z \sigma_{i+1,j+1,\sigma}^z \sigma_{i,j+1,\sigma}^z \sigma_{i+1,j,\sigma}^z

+ V \sum_{i,j,\sigma} \sigma_{i,j,\sigma}^z \left( \sigma_{i+1,j+1,\sigma}^x \sigma_{i,j+1,\sigma}^x + \sigma_{i,j+1,\sigma}^y \sigma_{i+1,j,\sigma}^y \right) + V \sum_{i,j,\sigma} \sigma_{i,j,\sigma}^z \sigma_{i+1,j,\sigma}^x \sigma_{i,j+1,\sigma}^x

+ V \sum_{i,j,\sigma} \sigma_{i,j,\sigma}^z \sigma_{i+1,j,\sigma}^x \sigma_{i,j+1,\sigma}^y \sigma_{i+1,j,\sigma}^x

+ \sigma_{i,j,\sigma}^y \sigma_{i+1,j,\sigma}^x \sigma_{i,j+1,\sigma}^x \sigma_{i+1,j,\sigma}^y

+ \sigma_{i,j,\sigma}^y \sigma_{i+1,j,\sigma}^x \sigma_{i,j+1,\sigma}^y \sigma_{i+1,j,\sigma}^y

$$

where we have moved to a two-dimensional notation for the lattice.

For an experimental realization one needs to implement four spin 1/2 particles on every site of the original fermionic model. This could be realized either by stacking up the square lattice in four layers or by being able to address all particles per site individually, e.g., by choosing different hyperfine states. Note that the six-body interactions can again be mapped on the familiar $\prod_n \sigma_i^n$ form by applying local $\pi/2$ rotations on the spins involving $\sigma_i^z$. As an example, let us demonstrate the digital simulation of the Fermion hopping term

$$-t(c_{1,1\uparrow} c_{2,1\uparrow}^\dagger + \text{h.c.})$$

which transform into

$$h_{1,2} = -t \left( \sigma_{1,1,\uparrow}^x \sigma_{2,1,\uparrow}^x + \sigma_{1,1,\uparrow}^y \sigma_{2,1,\uparrow}^y \right) \sigma_{1,1,\uparrow}^z \sigma_{2,1,\uparrow}^z$$

$$= -t \sigma_{1,1,\uparrow}^x \sigma_{2,1,\uparrow}^x + t \sigma_{1,1,\uparrow}^y \sigma_{2,1,\uparrow}^y$$

$$= h_1 + h_2. \quad (26)$$

The two terms $h_1$ and $h_2$ can be implemented sequentially according to the Suzuki-Trotter formula Eq. 4. The time-evolution according to $h_1$ can be simulated by the gate sequence $U_1 = U_H^{\dagger} \prod_{i,j} \sigma_{i,j}^x \prod_{i,j} \sigma_{i,j}^y \prod_{i,j} \sigma_{i,j}^z$ where $U_H$ is the Hadamard gate, which interchanges $\sigma_x$ and $\sigma_y$ and the phase shift $\phi = t \tau / h$ relates the duration of each timestep $\tau$ to the coupling constant $t$. The term $h_2$ can be implemented analogously, by including local gates interchanging $\sigma_x$ and $\sigma_y$ on the sites $1,1,\uparrow$ and $2,1,\uparrow$.

While the experimental requirements for the implementations of non-commuting three-body and six-body
interaction terms is certainly challenging, this example illustrates the principle power of a digital quantum simulator. By using specially tailored many-body gates it might be possible to group several terms of the Hamiltonian together and thus reduce the number of required gate operations.

III. COOLING INTO MANY-BODY GROUND STATES

So far, we have discussed the coherent simulation of spin and fermion lattice models. What we have left aside is the preparation of the initial state for this simulated dynamics. Typically, one is not interested in dynamics of arbitrary initial states, but rather in the behavior of a certain class of states, often those with low energy with respect to the simulated Hamiltonian. One possibility would be to adiabatically follow the ground state from an experimentally accessible initial state; for example, in analog simulation of lattice models with cold atoms, the system is first cooled to quantum degeneracy, with the lattice being ramped up adiabatically afterwards. Here, we follow a different route: we engineer the interaction terms with a dissipative environment in such a way that the resulting dynamics cools the system into the many-body ground state of the Hamiltonian of interest [24–28, 51]. With such a dissipative element the dynamics is no longer unitary, but can be described by a quantum master equation allowing optical pumping into the ground state of the Hamiltonian of interest. Note that this Hamiltonian does not necessarily correspond to the Hamiltonian of states of the Hamiltonian of interest. In fact, we will study the case of purely dissipative dynamics with \( H = 0 \) in the following.

A. Kitaev’s toric code

Let us focus again on the toric code whose coherent simulation was already discussed Sec. [II C 1]. In contrast to the implementation of the coherent dynamics we will no longer use one of the atoms of each plaquette or star as the control particle. Instead, we add control atoms to the interstitial spaces of our lattice as shown in Fig. 8. In our cooling scheme these control atoms will be optically pumped, and therefore provide the coupling to the dissipative environment needed for our quantum state preparation.

As demonstrated in Sec. [II C 1]the global ground state of the toric code is at the same time the ground state of each plaquette or star. Kitaev’s toric code falls into the class of frustration-free Hamiltonians, where the energy of each term can be minimized independently. We can therefore perform the cooling to the ground state of each plaquette or star. As in the coherent case we first focus on the case of a single plaquette \( A_p \). Here the local Hamiltonian is given by \( h_p = -E_0 A_p \) with the spectrum of \( A_p \) constituted by two eightfold degenerate sectors with eigenvalues \(+1\) and \(-1\). It is therefore convenient to denote the states by \([\pm 1, \lambda]\), where \(\pm 1\) refers to the eigenvalue of \( A_p \) and \(\lambda\) labels the different states within the degenerate manifold. The preparation of the ground state sector can be achieved by pumping the plaquette into any superposition or mixture of \(+1\) eigenstates. This is realized by choosing a four-body quantum jump operator of the form

\[
c_p = \frac{1}{2} \sigma_i^z (1 - A_p),
\]

where \(\sigma_i^z\) acts on an arbitrary spin \(i\) of the four plaquette spins. To understand the action of this jump operator, we follow a different route: we engineer the interaction terms so that they will be adiabatically controlled by the dissipative environment.

Let us focus again on the toric code whose coherent simulation was already discussed Sec. [II C 1]. In contrast to the implementation of the coherent dynamics we will no longer use one of the atoms of each plaquette or star as the control particle. Instead, we add control atoms to the interstitial spaces of our lattice as shown in Fig. 8. In our cooling scheme these control atoms will be optically pumped, and therefore provide the coupling to the dissipative environment needed for our quantum state preparation.

As demonstrated in Sec. [II C 1] the global ground state of the toric code is at the same time the ground state of each plaquette or star. Kitaev’s toric code falls into the class of frustration-free Hamiltonians, where the energy of each term can be minimized independently. We can therefore perform the cooling to the ground state of each plaquette or star. As in the coherent case we first focus on the case of a single plaquette \( A_p \). Here the local Hamiltonian is given by \( h_p = -E_0 A_p \) with the spectrum of \( A_p \) constituted by two eightfold degenerate sectors with eigenvalues \(+1\) and \(-1\). It is therefore convenient to denote the states by \([\pm 1, \lambda]\), where \(\pm 1\) refers to the eigenvalue of \( A_p \) and \(\lambda\) labels the different states within the degenerate manifold. The preparation of the ground state sector can be achieved by pumping the plaquette into any superposition or mixture of \(+1\) eigenstates. This is realized by choosing a four-body quantum jump operator of the form

\[
c_p = \frac{1}{2} \sigma_i^z (1 - A_p),
\]

where \(\sigma_i^z\) acts on an arbitrary spin \(i\) of the four plaquette spins. To understand the action of this jump operator,
it is instructive to split it into two parts. First, the “interrogation” part $1/2(1 - A_p)$ checks whether the system is already in the correct eigenstate. Applied to any $+1$ eigenstate $(A_p = +1)$ the jump operator vanishes and the ground state manifold is left unchanged. However, for $A_p = -1$ the second “pump” part $\sigma^z_i$ flips the sign of $A_p$ and consequently transforms any state $|-1, \lambda\rangle$ of the excited state manifold directly to the corresponding state $|1, \lambda\rangle$ in the ground state manifold.

The implementation of this jump operator in terms of a gate sequence essentially follows this picture. The auxiliary control atom is initially prepared in the state $|0\rangle_c$. Then, the many-body eigenstate of $A_p = \pm 1$ is mapped onto the control atom by the gate sequence

$$S = R_y^c(\pi/2)^{-1}GR_y^c(\pi/2),$$  \hspace{1cm} (29)

where $R_y^c(\pi/2) = \exp(-i\pi \sigma^y_C/4)$ is a local $\pi/2$ rotation acting on the control atom and $G$ is the mesoscopic Rydberg gate $[4]$. The mapping $S$ can be described as

$$|0\rangle_c |+1, \lambda\rangle \mapsto |0\rangle_c |+1, \lambda\rangle \hspace{1cm} (30)$$
$$|0\rangle_c |-1, \lambda\rangle \mapsto |1\rangle_c |-1, \lambda\rangle \hspace{1cm} (31)$$

After this mapping we can therefore conditionally manipulate the many-body states of the plaquette by a conditional operation based on the state of the control atom. We perform a controlled spin flip onto one of the four system spins, given by

$$U^z_c(\theta) = |0\rangle\langle 0| \otimes 1 + |1\rangle\langle 1| \otimes \exp(i\theta \sigma^z_c).$$  \hspace{1cm} (32)

Here, the angle $\theta$ controls the probability with which a spin flip from the $-1$ to the $+1$ eigenspace is realized (see below). The two-qubit gate $U^z_c(\theta)$ can be implemented based on the mesoscopic Rydberg gate. Finally, we reverse the mapping by applying the inverse gate sequence $S^{-1}(= S)$. Then, we find that the control atom remains in the $|1\rangle$ state every time $U^z_c$ induces a spin flip, i.e. in general it remains entangled with the four plaquette spins. Consequently, before using the control atom for the next cooling step, optical pumping to the $|0\rangle$ state is required to reinitialize the control atom in $|0\rangle$ such that it factors out from the dynamics of the plaquette spins. It is this dissipative element that provides the necessary ingredient that allows one to remove entropy from the system. For $\theta \ll 1$ we can perform an expansion of the dynamical map describing the evolution of the density operator $\rho$, i.e.,

$$\frac{d}{dt}\rho = \gamma \left( c_p \rho c_p^\dagger + \frac{i}{2} \{ c_p^\dagger c_p, \rho \} \right) + O(\theta^3) \hspace{1cm} (33)$$

with the jump operators $c_p$ given in Eq. [26] and the cooling rate $\gamma = \theta^2/t$. As demonstrated before, this discussion can be generalized to the entire lattice system, with the jump operators for the site terms $B_s$ being given by $c_s = \sigma^z_s(1 - B_s)/2$. The cooling process can then be understood in the anyon picture as follows: Each spin flip incoherently moves an anyon to an adjacent plaquette or site, see Fig. [3] and whenever two anyons of the same type meet, they are annihilated and their energy is removed from the system. For larger values of $\theta$ the dynamics is given by a discrete version of the quantum master equation with the cooling being even more efficient. As can be seen from Fig. [9] the most efficient preparation of the ground state occurs for $\theta = \pi$. For this value of $\theta$, a dissipative move of an anyon to an adjacent plaquette takes place with unit probability.

B. Frustration-free Hamiltonians

The above analysis for ground state cooling of the toric code can be extended to a large class of interesting models. In general, one can design jump operators, where any ground state of a frustration free Hamiltonian is the unique dark state. With a suitable choice, one would expect the cooling of any initial state into the ground state of the frustration free Hamiltonian in analogy to the toric code discussed above. An example for a spin liquid phase at the Roskhar-Kivelson point has been discussed in [28]. An important question for the experimental realization is the efficiency of such ground state cooling: within quantum information theory, the efficient cooling requires that the time evolution of an arbitrary initial state approaches the ground state exponentially with a characteristic cooling rate, which scales polynomially in the system size. So far it has been demonstrated that an important subclass of frustration free Hamiltonians, namely stabilizer states, can be cooled efficiently [24, 51]. However, it remains an open question whether the ground state of a general frustration free Hamiltonian
can be prepared efficiently with dissipative techniques. The toric code discussed above represents an example of a stabilizer state, which exhibits abelian topological order. However, a stabilizer formulation can also be derived for large classes of states exhibiting non-abelian topological order; an important example are the string net condensates. As a consequence, the dissipative ground state cooling illustrated for the toric code above allows one also to efficiently prepare ground states with highly non-abelian topological order. These can serve as the building block for a topological quantum computer.

IV. CONCLUSION AND OUTLOOK

In this work we aimed at discussing the implementation of a digital quantum simulation architecture using Rydberg atoms in optical lattices. Our goal was furthermore to outline schemes for the simulation of coherent and dissipative dynamics corresponding to (many-body) spin models. Recently, these concepts for the digital simulation of open-system dynamics have been extended to systems of trapped ions. In a remarkable experiment, a combination of single- and multi-qubit (entangling) gates and optical pumping has been used to simulate coherent four-body spin interactions and dissipative four-qubit stabilizer pumping, thereby demonstrating in a minimal system of one plaquette the elementary building blocks required for future large-scale simulations of Kitaev’s toric code and related models. While the underlying physical interactions of this trapped ions simulator naturally differ from the van-der-Waals interaction between Rydberg atoms, the current experiments demonstrate the experimental feasibility of the digital approach to quantum simulation of open-system dynamics in interacting many-body systems. Furthermore, they clearly illustrate the generic effect of how errors in the employed gates, as discussed in Sec. I C 1, affect the actual simulated dynamics, and suggest that, ultimately, in future large-scale fault-tolerant quantum simulation quantum error correction techniques might have to be incorporated.

For the Rydberg simulator architecture described in the present work, in principle all individual building blocks have been experimentally demonstrated individually: The first entangling Rydberg gates have been recently realized in the laboratory for two atoms held in optical tweezers. Important next steps will be to improve these Rydberg entangling operations and to incorporate them in larger optical trap arrays and / or optical lattices, where Mott insulator states involving many lattice sites can be prepared with high accuracy and single-site addressability has become available. In combination with the development of efficient multi-atom entangling Rydberg gates as the one reviewed here, this appears to be a promising route towards large-scale quantum simulations of many-body spin models, which lie beyond the cope of classical simulation capabilities.
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