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Abstract We study the geometry of complete immersed surfaces in $\mathbb{R}^3$ with constant anisotropic mean curvature (CAMC). Assuming that the anisotropic functional is uniformly elliptic, we prove that: (1) planes and CAMC cylinders are the only complete surfaces with CAMC whose Gauss map image is contained in a closed hemisphere of $S^2$; (2) Any complete surface with non-zero CAMC and whose Gaussian curvature does not change sign is either a CAMC cylinder or the Wulff shape, up to a homothety of $\mathbb{R}^3$; and (3) if the Wulff shape $W$ of the anisotropic functional is invariant with respect to three linearly independent reflections in $\mathbb{R}^3$, then any properly embedded surface of non-zero CAMC, finite topology and at most one end is homothetic to $W$.

1. Introduction

Let $F : S^2 \to \mathbb{R}$ be a smooth positive function on the unit 2-sphere. Then, $F$ defines the following functional on the space of immersed oriented surfaces in $\mathbb{R}^3$:

\begin{equation}
F(\Sigma) = \int_{\Sigma} F(N) \, d\Sigma,
\end{equation}

where $N : \Sigma \to S^2$ is the unit normal of $\Sigma$ and $d\Sigma$ denotes its area element. When $F = 1$, (1.1) is the area functional. The Euler-Lagrange equation associated to (1.1) is uniformly elliptic when $F$ satisfies the convexity condition

\begin{equation}
\nabla^2 F + F \langle \cdot, \cdot \rangle_{S^2} > 0,
\end{equation}

where $\nabla^2 F$ is the intrinsic Hessian of $F$ in $S^2$, $\langle \cdot, \cdot \rangle_{S^2}$ is the Riemannian metric of $S^2$, and $> 0$ means that the symmetric bilinear form given in (1.2) is positive definite.

The ellipticity condition (1.2) will be assumed from now on. It is equivalent to the fact that the map $\eta : S^2 \to \mathbb{R}^3$ given by

\begin{equation}
\eta(p) = \nabla F(p) + F(p)p
\end{equation}

is a diffeomorphism onto a smooth, compact, strictly convex sphere $W \subset \mathbb{R}^3$; here $\nabla F$ denotes the gradient of $F$ in $S^2$. The ovaloid $W$ is called the Wulff shape associated to $F$. The exterior unit normal of $W$ is given by $\eta^{-1} : W \to S^2$. If $F = 1$, then $W$ is the unit sphere of $\mathbb{R}^3$.

The critical points of (1.1), with or without a volume constraint, have been deeply studied; they admit a geometric characterization that we explain next.

For any immersed oriented surface $\Sigma$ in $\mathbb{R}^3$ with Gauss map $N$, we can define the anisotropic Gauss map of $\Sigma$ as the map

\begin{equation}
\nu : \Sigma \to W, \quad \nu = \eta \circ N,
\end{equation}
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that sends each \( p \in \Sigma \) to the unique point \( \nu(p) \in \mathcal{W} \) with its same oriented tangent plane. Then, given \( p \in \Sigma \), the anisotropic mean curvature \( H \) of \( \Sigma \) at \( p \) is the trace of the endomorphism \( A_p := -d\nu_p \). When \( F = 1 \), the anisotropic mean curvature of \( \Sigma \) is twice its usual mean curvature (since we are using the trace, and not one half of it).

The Wulff shape \( \mathcal{W} \) has constant anisotropic mean curvature equal to \(-2\) with respect to its exterior unit normal. The anisotropic mean curvature of \( \mathcal{W} \) with respect to its interior unit normal is not, in general, constant. Planes have vanishing anisotropic mean curvature, for any orientation.

With these definitions in mind, the following geometric equivalence holds: the anisotropic minimal surfaces (i.e. the immersed surfaces in \( \mathbb{R}^3 \) with vanishing anisotropic mean curvature) are exactly the critical points of the functional (1.1). Analogously, the surfaces with constant anisotropic mean curvature (CAMC) \( H_0 \neq 0 \) are the critical points of (1.1) under a fixed volume constraint; equivalently, they are the critical points of

\[
\mathcal{F}_0(\Sigma) = \int_{\Sigma} \left( F(N) + \frac{1}{3} H_0(\psi, N) \right) \, d\Sigma,
\]

where \( \psi \) denotes a parametrization of \( \Sigma \) with Gauss map \( N \).

The class of CAMC surfaces has been widely studied, specially from the viewpoint of measure theory and convex analysis. The case of anisotropic minimal surfaces has also received some classical contributions from a more geometric viewpoint, see e.g. [11, 22, 23, 24]. The geometry of surfaces with non-zero CAMC has been recently studied in more detail in many works; see, e.g., [5, 6, 13, 15, 16, 17, 18, 26, 27, 28, 29, 30, 31, 34] and references therein.

Some of these previous works have provided a good understanding of the basic geometry of compact (without boundary) CAMC surfaces. For instance, there exist anisotropic extensions of the classical theorems of CMC surface theory by Barbosa-do Carmo [3], Alexandrov [1] and Hopf [20, 21], that classify, respectively, the compact surfaces with CAMC that are stable (Palmer, [34]), embedded (He-Li-Ma-Ge, [15]) or have genus zero (Koiso-Palmer, [29]; see also Gálvez-Mira [12]).

In contrast, the global geometry of complete immersed CAMC surfaces is quite less understood, and many classical theorems of CMC surface theory still do not have an anisotropic analogue. Our objective in this paper is to give an extension to the anisotropic setting of three of these classical theorems, namely (see [19, 25, 33]):

**Theorem A (Hoffman-Osserman-Schoen)** Planes and cylinders are the only complete surfaces with constant mean curvature in \( \mathbb{R}^3 \) whose Gauss map image lies in a closed hemisphere of \( S^2 \).

**Theorem B (Klotz-Osserman).** Spheres and cylinders are the only complete surfaces with non-zero constant mean curvature in \( \mathbb{R}^3 \) whose Gaussian curvature does not change sign.

**Theorem C (Meeks).** Spheres are the only properly embedded surfaces in \( \mathbb{R}^3 \) with non-zero constant mean curvature, finite topology and at most one end.

In this paper we will prove Theorems A and B for any \( F \) (subject to (1.2)), and Theorem C for choices of \( F \) that are symmetric with respect to three linearly independent directions. We next explain our results in more detail, and give an outline of the paper. Recall that, in all that follows, \( F \) is a positive smooth function on \( S^2 \) that satisfies the ellipticity condition (1.2).

In Section 2 we study complete surfaces with CAMC and bounded second fundamental form. First, we will prove a compactness theorem for this type of surfaces (Theorem 2.1), based on
elliptic theory. Then, we will give a general curvature estimate, by proving that there exists a uniform a priori estimate on the norm of the second fundamental form of any complete surface with non-zero CAMC whose Gauss map image omits an open set of $S^2$; see Theorem 2.3. For that, we will use Theorem 2.1 and a rescaling argument. The proofs are inspired in previous work by the first two authors with A. Bueno on complete surfaces in $\mathbb{R}^3$ of prescribed mean curvature (not necessarily constant); see [4].

In Section 3, which contains the core result of the paper, we will study complete multigraphs of CAMC. Here, following the standard terminology, we will say that an immersed surface $\Sigma$ in $\mathbb{R}^3$ is a multigraph if there exists a plane $P \subset \mathbb{R}^3$ such that $\Sigma$ is locally a graph over $P$ around each point of $\Sigma$. Equivalently, the Gauss map image of $\Sigma$ lies in an open hemisphere of $S^2$. Obviously, every graph is a multigraph. Our main result in Section 3 is Theorem 3.1, namely:

Any complete multigraph with constant anisotropic mean curvature is a plane.

This result can be seen as a kind of general Bernstein-type theorem for CAMC surfaces. For anisotropic minimal surfaces, this is a theorem by Jenkins [22]. It was proved by Koiso-Palmer in [26] in the particular case when (1.1) is close to the area functional in a suitable sense, for complete stable CAMC surfaces (not necessarily multigraphs).

The proof of Theorem 3.1 differs completely from the approaches by Jenkins, Koiso-Palmer and Hoffman-Osserman-Schoen. Instead, it relies on ideas developed by Hauswirth, Rosenberg and Spruck [14], and by Espinar and Rosenberg [9] (see also [32]), in the study of complete surfaces of constant mean curvature in homogeneous three-manifolds (see [7, 10] for more information on this theory).

For the proof of Theorem 3.1, we will use the following construction (see also [13]). Given a unit vector $v_0 \in S^2$, let $W_0$ denote the set of points of the Wulff shape $W$ whose unit normal is orthogonal to $v_0$. Then, the flat cylinder $C_{v_0} = \{ p + \lambda v_0 \in \mathbb{R}^3 : p \in W_0, \lambda \in \mathbb{R} \}$ is smooth and has CAMC equal to $-1$, with respect to its exterior unit normal; it will be called a CAMC cylinder.

As a consequence of Theorem 3.1 we will extend Theorems A and B above to the general anisotropic case, and prove:

1. Any complete immersed CAMC surface whose Gauss map image is contained in a closed hemisphere of $S^2$ is a plane or a CAMC cylinder. (Corollary 3.5).

2. Any complete immersed surface with non-zero CAMC, and whose Gaussian curvature does not change sign, is a CAMC cylinder or the Wulff shape, up to homotheties. (Theorem 3.6).

In Section 4 we will study properly embedded surfaces of non-zero CAMC. We will start by proving some height estimates for graphs of non-zero CAMC and planar boundary (Lemma 4.1, Lemma 4.2 and Theorem 4.3). Then, we will derive geometric consequences of these estimates and of Meeks’ separation lemma, in the case that the Wulff shape $W$ is invariant with respect to some Euclidean reflection. Our final result, Theorem 4.8, will characterize the Wulff shape (up to homothety) as the only properly embedded surface in $\mathbb{R}^3$ with non-zero CAMC, finite topology and at most one end, assuming that $W$ is symmetric with respect to three linearly independent planes of $\mathbb{R}^3$. This gives a wide extension of Meeks’ result (Theorem C in the introduction) to
2. CAMC surfaces with bounded second fundamental form

In all that follows, we let $F$ be a smooth positive function on $S^2$ that satisfies the uniform ellipticity condition (1.2), and we let $W \subset \mathbb{R}^3$ denote its associated Wulff shape, which is an ovaloid in $\mathbb{R}^3$. Whenever we write CAMC, it is understood that we mean CAMC with respect to the function $F$. Unless otherwise stated, by a surface in $\mathbb{R}^3$ we mean an immersed one, i.e., not necessarily embedded.

Let $\Sigma$ be an oriented surface in $\mathbb{R}^3$, and let $\nu : \Sigma \to W$ denote its anisotropic Gauss map, defined in (1.4). For each $p \in \Sigma$, the endomorphism $A_p := -d\nu_p$ can be described in terms of the (Euclidean) Weingarten endomorphism $S = -dN$ of $\Sigma$, and of the differential $\tilde{S} := d\tilde{\eta}^{-1}$ of the outer unit normal $\eta^{-1} : W \to \mathbb{S}^2$ of $W$, as
\begin{equation}
A_p = (S_{\nu(p)})^{-1} \circ S_p.
\end{equation}

Note that $A$ agrees with the Weingarten endomorphism of $\Sigma$ when $F \equiv 1$, since in that case $W = \mathbb{S}^2 \subset \mathbb{R}^3$ and $S = Id.$ Also, note that if for $\Sigma = W$ we choose the orientation given by its outward pointing unit normal $N = \eta^{-1}$, then $\nu(p) = p$ and $A_p = -Id$ for every $p \in W$.

Although $A$ is not self-adjoint, it is diagonalizable, and its eigenvalues $\lambda_1, \lambda_2$ are called the anisotropic principal curvatures of $\Sigma$. We have $H = \lambda_1 + \lambda_2$, where $H$ is the anisotropic mean curvature of $\Sigma$.

The anisotropic mean curvature behaves with respect to ambient homotheties as follows: if $\psi : \Sigma \to \mathbb{R}^3$ is an immersed surface with anisotropic mean curvature $H$ with respect to its unit normal $N$, and we consider the homothety $\Phi_c$ of ratio $c \in \mathbb{R} - \{0\}$, then the immersion $\tilde{\psi} := \Phi_c \circ \psi$ has anisotropic mean curvature $\tilde{H} = \frac{1}{c}H$ with respect to the unit normal $\tilde{N}$ of $\tilde{\psi}$ given by $\tilde{N}(p) = N(p)$ for all $p \in \Sigma$. In particular, we will always be able to assume that, up to ambient homothety, a surface with non-zero CAMC has $H = -2$, i.e. the value of the constant anisotropic mean curvature of the Wulff shape for its exterior unit normal. Observe that, by the previous comments, the image of the Wulff shape with respect to the antipodal map of $\mathbb{R}^3$ has CAMC equal to 2 with respect to its interior unit normal.

Let $u(x, y)$ be a smooth function whose graph $z = u(x, y)$ has anisotropic mean curvature $H(x, y)$ with respect to its upwards-pointing unit normal, given by
\[
N = \frac{1}{\sqrt{1+p^2+q^2}}(-p, -q, 1), \quad p = u_x, q = u_y.
\]

Then, we can write
\[
S(\partial_x) = -N_x = a_{11}\partial_x + a_{21}\partial_y, \quad S(\partial_y) = -N_y = a_{12}\partial_x + a_{22}\partial_y,
\]
where
\[
\begin{pmatrix}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{pmatrix} = \frac{1}{(1+p^2+q^2)^{3/2}} \begin{pmatrix} 1 + q^2 & -pq \\ -pq & 1 + p^2 \end{pmatrix} \begin{pmatrix} u_{xx} & u_{xy} \\ u_{xy} & u_{yy} \end{pmatrix}.
\]

Besides, since $N$ only depends on $(p, q)$, we have that the inverse of the endomorphism $S$ defined before (2.1), at a point $N(x, y)$, can be written as
\[
S^{-1}_{N(x,y)}(\partial_x) = b_{11}\partial_x + b_{21}\partial_y, \quad S^{-1}_{N(x,y)}(\partial_y) = b_{12}\partial_x + b_{22}\partial_y,
\]
where, by (1.3), the functions \( b_{ij} \) only depend on \( p, q \) and the derivatives up to second order of the function \( F : S^2 \to \mathbb{R} \). In this way, we have from (2.1) that the graph \( z = u(x, y) \) has CAMC \( H(x, y) = H_0 \) if and only if \( u \) satisfies a certain quasilinear elliptic PDE of the form

\[
a(u_{xx}, u_{yy}) + b(u_{xx}, u_{xy}, u_{yy}) + c(u_{xx}, u_{xy}, u_{yy}) = H_0,
\]

(2.2)

where the coefficients \( a, b, c \in C^\infty(\mathbb{R}^2) \) are completely determined by \( F \); here, the ellipticity of (2.2) comes from (1.2), as explained in the introduction. This allows to use elliptic theory in order to prove the following compactness result:

**Theorem 2.1.** Let \( \Sigma_n \) be a sequence of complete CAMC surfaces (possibly with boundary, \( \partial \Sigma_n \)) in \( \mathbb{R}^3 \) with respect to \( F \), choose points \( p_n \in \Sigma_n \) for each \( n \), and assume that the following conditions hold:

(i) There exists a sequence of positive numbers \( \{r_n\} \) with \( r_n \to \infty \) such that the geodesic disks \( D(p_n, r_n) \subset \Sigma_n \) centered at \( p_n \) and of radius \( r_n \) are contained in the interior of \( \Sigma_n \), i.e., \( d(p_n, \partial \Sigma_n) \geq r_n \).

(ii) \( \{p_n\} \to p_0 \) for some \( p_0 \in \mathbb{R}^3 \).

(iii) There exists \( C > 0 \) such that \( |\sigma_n(x)| \leq C \) for all \( n \in \mathbb{N} \) and all \( x \in \Sigma_n \), where \( |\sigma_n| \) denotes the norm of the second fundamental form of \( \Sigma_n \).

(iv) \( H_n \to H_0 \in \mathbb{R} \), where \( H_n \) is the (constant) anisotropic mean curvature of \( \Sigma_n \).

Then, for any \( k \geq 2 \), there exists a subsequence of \( \{\Sigma_n\} \) that converges uniformly on compact sets in the \( C^k \) topology to a complete immersed surface without boundary in \( \mathbb{R}^3 \), possibly non-connected, passing through \( p_0 \), with bounded second fundamental form, and with constant anisotropic mean curvature equal to \( H_0 \).

**Proof.** By a well-known result about immersed surfaces with bounded second fundamental form in Riemannian 3-manifolds (see e.g. Proposition 2.3 in [35]), it follows from (i) and (iii) that there exist positive constants \( \delta, \mu > 0 \) that only depend on \( C \) (and not on \( H_n \) or \( \Sigma_n \)) such that for any \( n \) sufficiently large, the following properties hold:

(1) An open neighborhood of \( p_n \in \Sigma_n \) is the graph of a function \( v_n \) defined on the Euclidean disk \( D_{2\delta} \subset T_{p_n} \Sigma_n \) centered at the origin, and of radius \( 2\delta \).

(2) The \( C^2 \) norm of the function \( v_n \) in \( D_{2\delta} \) is at most \( \mu/2 \).

By passing to a subsequence if necessary, we may assume that the Gauss map images in \( S^2 \) of the points \( p_n \) converge to a unit vector \( N_0 \in S^2 \). Thus, after a change of Euclidean coordinates \( (x, y, z) \) so that \( p_0 \) corresponds to the origin and \( N_0 = (0, 0, 1) \), we have that, for \( n \) sufficiently large:

(1) An open neighborhood \( D_n \) of \( p_n \in \Sigma_n \) can be seen as the graph of a function \( u_n \) defined on the disk \( B_\delta = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 < \delta^2 \} \).

(2) The \( C^2 \) norm of the function \( u_n \) in \( B_\delta \) is at most \( \mu \).

Moreover, by (2.2), we see that the functions \( u_n \) are solutions to the linear PDE \( L_n u_n = H_n \), where

\[
L_n u = a_n(x, y) u_{xx} + b_n(x, y) u_{xy} + c_n(x, y) u_{yy}
\]

and we are denoting \( a_n(x, y) := a((u_n)(x, y), (u_n)(y), (x, y)) \), etc.

By the second condition above, each function \( u_n \) lies in \( C^{1,\alpha}(B_\delta) \). So, in particular, all the functions \( a_n, b_n, c_n \) are bounded in the \( C^{0,\alpha}(B_\delta) \) norm. It follows then by the classical Schauder
bounded by a limit of the functions $u$ it also passes through a subsequence of for $n$ sufficiently large.

Therefore, the coefficients $a_n, b_n, c_n$ of the linear equation $L_n u_n = H_n$ are uniformly bounded in the $C^{1,\alpha}(B_{\delta'})$ norm. By iterating this process, we obtain for each $\delta' \in (0, \delta)$ the existence of a positive constant $C'' = C''(\delta')$ such that

$$\|u_n\|_{C^{2,\alpha}(B_{\delta'})} \leq C'' ,$$

for $n$ sufficiently large.

Once here, a standard application of the Arzelà-Ascoli theorem shows that there exists a subsequence of $\{u_n\}$ that converges on the disk $B_{\delta'}$ with respect to the $C^k$ topology to a solution $u$ to (2.2). That is, the graph $\Sigma_u$ of the function $u(x, y)$ has CAMC equal to $H_0$. By construction, it also passes through $p_0$ and, since $k \geq 2$, the norm of the second fundamental form of $\Sigma_u$ is bounded by $C$.

Consider now some point $(x_0, y_0) \in B_{\delta'}$ and let $q \in \Sigma_u$ be its image via $u(x, y)$. Since $u$ is a limit of the functions $u_n$, the points $q_n = (x_0, y_0, u_n(x_0, y_0)) \in \Sigma_n$ converge to $q$. Therefore, after passing to a subsequence if necessary, we can assume that the first statement of Theorem 2.1 holds. Thus, by repeating the above argument, but this time with respect to the points $q_n$ and $q$ we obtain an immersed surface $\Sigma$ with CAMC $H_0$ that extends $\Sigma_u$ and is well defined as a graph over the disk of radius $\delta'$ centered at the origin of the tangent plane $T_q \Sigma$.

Once here, we may use again the first condition of Theorem 2.1 and a standard diagonal process to show that $\Sigma$ can be extended to be a complete surface with CAMC $H_0$, that contains $p$ and whose norm of the second fundamental form is bounded by $C$. Moreover, by construction, such surface is a limit in the $C^k$ topology on compact sets of the sequence $\{\Sigma_n\}$, as we wished to show. □

**Remark 2.2.** Let $\kappa_1, \kappa_2$ denote the principal curvatures of an immersed surface $\Sigma$ in $\mathbb{R}^3$, and let $\lambda_1, \lambda_2$ denote its anisotropic principal curvatures. Then, it is easy to see that the function $\kappa_1^2 + \kappa_2^2$ is bounded on $\Sigma$ if and only if $\lambda_1^2 + \lambda_2^2$ is bounded. Indeed, this is an immediate consequence of (2.1), since the endomorphism $S := d r^{-1}$ appearing there is (up to sign) the Weingarten endomorphism of an ovaloid of $\mathbb{R}^3$ (specifically, of the Wulff shape $W$).

As a result, the condition (iii) in Theorem 2.1 can be replaced by the existence of a constant $d > 0$ such that the norms of the anisotropic Weingarten endomorphism $A_n$ of $\Sigma_n$ satisfy $\|(A_n)_x\| \leq d$ for every $n \in \mathbb{N}$ and every $x \in \Sigma_n$.

In 1961, H.B. Jenkins proved in [22] that any complete anisotropic minimal surface whose Gauss map image omits a spherical disk of $S^2$ must be a plane. We will next use Jenkins’ theorem to prove that if the Gauss map image of a complete surface $\Sigma$ with CAMC omits a spherical disk, then $\Sigma$ has bounded second fundamental form. As a matter of fact, we will prove the following more general estimate:

**Theorem 2.3.** Let $h, \rho, d$ be positive constants. Then, there exists a constant $C = C(h, \rho, d)$ such that the following assertion holds:

Let $\Sigma$ be a complete surface in $\mathbb{R}^3$, possibly with boundary, and with CAMC equal to $H \in \mathbb{R}$. Assume:

(i) $|H| \leq h$.
(ii) The Gauss map image $N(\Sigma) \subset S^2$ of $\Sigma$ omits a spherical disk of radius $\rho$. 
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Then, for any \( p \in \Sigma \) with \( d_\Sigma (p, \partial \Sigma) \geq d \) it holds
\[
|\sigma_\Sigma (p)| \leq C.
\]
Here, \( d_\Sigma \) and \(|\sigma_\Sigma|\) denote, respectively, the intrinsic distance in \( \Sigma \) and the norm of the second fundamental form of \( \Sigma \).

**Proof.** We proceed arguing by contradiction. If the statement of Theorem 2.3 was not true, there would exist a sequence of complete immersed surfaces \( f_n : \Sigma_n \to \mathbb{R}^3 \), possibly with boundary, with CAMC of values \( H_n \), which satisfy properties (i), (ii) above, and points \( p_n \in \Sigma_n \) such that
\[
d_\Sigma (p_n, \partial \Sigma_n) \geq d \text{ and } |\sigma_{\Sigma_n}(p_n)| > n.
\]
Take \( c_n \in S^2 \) such that the Gauss map image of \( f_n \) omits the geodesic disk of \( S^2 \) centered at \( c_n \) and of radius \( \rho \). By compactness of \( S^2 \), the sequence \( \{c_n\} \) has some accumulation point \( c_0 \in S^2 \).

So, passing to a subsequence if necessary, we may assume that the Gauss map image of all the immersions \( f_n \) omit the same geodesic disk of \( S^2 \) centered at \( c_0 \) and of radius \( \rho / 2 \).

Let \( D_n = D_{\Sigma_n}(p_n, d/2) \) denote the intrinsic compact metric disk in \( \Sigma_n \) centered at \( p_n \) and of radius \( d/2 \); note that \( D_n \) is at a positive distance from \( \partial \Sigma_n \). Let \( q_n \) denote the maximum in \( D_n \) of the function
\[
h_n(q) = |\sigma_{\Sigma_n}(q)| d_{\Sigma_n}(q, \partial D_n), \quad q \in D_n.
\]
Since \( h_n \) vanishes on \( \partial D_n \), it is clear that \( q_n \) lies in the interior of \( D_n \). Consider now \( \lambda_n = |\sigma_{\Sigma_n}(q_n)| \) and \( r_n = d_{\Sigma_n}(q_n, \partial D_n) \). Then,
\[
\lambda_n r_n = |\sigma_{\Sigma_n}(q_n)| d_{\Sigma_n}(q_n, \partial \Sigma_n) = h_n(q_n) \geq h_n(p_n) > n \frac{d}{2}.
\]
In particular, \( \{\lambda_n\} \to \infty \) as \( n \to \infty \). Let us also observe that, if we denote \( \hat{D}_n = D_{\Sigma_n}(q_n, r_n/2) \subset D_n \), then for any \( z_n \in \hat{D}_n \) it holds
\[
d_{\Sigma_n}(q_n, \partial D_n) \leq 2d_{\Sigma_n}(z_n, \partial D_n). \tag{2.4}
\]
Consider next the immersions \( g_n : \hat{D}_n \to \mathbb{R}^3 \) given by restricting to the disks \( \hat{D}_n \subset \Sigma_n \) the immersions \( \lambda_n f_n \). Then, we obtain from (2.4) the following estimate for the norm of the second fundamental form \( \hat{\sigma}_n \) of \( g_n \), at any point \( z_n \in \hat{D}_n \):
\[
|\hat{\sigma}_n(z_n)| = \frac{|\sigma_{\Sigma_n}(z_n)|}{\lambda_n} = \frac{h_n(z_n)}{\lambda_n d_{\Sigma_n}(z_n, \partial D_n)} \leq \frac{h_n(q_n)}{\lambda_n d_{\Sigma_n}(z_n, \partial D_n)} = \frac{d_{\Sigma_n}(q_n, \partial D_n)}{d_{\Sigma_n}(z_n, \partial D_n)} \leq 2.
\]
This shows that the norms of the second fundamental forms of the immersions \( g_n \) are uniformly bounded, and moreover, that \( |\hat{\sigma}_n(q_n)| = 1 \). Also, note that by (2.3), the radii of the disks \( \hat{D}_n \) with respect to the metric induced by \( g_n \) diverge to infinity.

Up to a translation, we can assume that \( g_n(q_n) \) is the origin of \( \mathbb{R}^3 \). Also, up to taking a subsequence, we may assume that the Gauss map images of \( g_n \) at \( q_n \) converge to some unit vector \( N_0 \in S^2 \). Let us choose canonical Euclidean coordinates \((x, y, z)\) so that \( N_0 = (0, 0, 1) \).

Once here, we will use a similar argument to the one of Theorem 2.1 in order to prove that a subsequence of the immersions \( g_n : \hat{D}_n \to \mathbb{R}^3 \) converges uniformly on compact sets to a complete immersion with vanishing anisotropic mean curvature.

First, from [35, Proposition 2.3] and arguing as in Theorem 2.1, we obtain the existence of positive constants \( \delta_0, \mu \) (that do not depend on \( n \)) with the property that for any \( n \) large enough, a neighborhood in \( g_n(\hat{D}_n) \) of the origin is given by the graph \( z = u_n(x, y) \) of a function \( u_n \) defined on the disk \( B_{\delta_0} \subset \mathbb{R}^2 \) centered at the origin and of radius \( \delta_0 \), with \( \|u_n\|_{C^2(B_{\delta_0})} \leq \mu \).
Since the immersions $g_n$ have CAMC of value $H_n/\lambda_n$ and $|H_n| \leq h$, it follows that their anisotropic mean curvatures converge to zero. In this way, we can repeat the argument of Theorem 2.1 to deduce that the functions $u_n$ converge in the $C^2(B_{\delta_0})$-topology (with $0 < \delta_0 < \delta_0$) to a smooth function $u_0$ whose graph $\Sigma_0$ has zero anisotropic mean curvature. Moreover, $\Sigma_0$ can be globally extended to a complete minimal anisotropic surface $\Sigma$ that, by construction, is a limit in the $C^2$-topology on compact sets of the sequence $\{g_n(\hat{D}_n)\}$.

Since the norm of the second fundamental form of $g_n(\hat{D}_n)$ is equal to 1 at the origin for all $n$, the same happens to $\Sigma$. On the other hand, the Gauss map image of $\Sigma$ omits the geodesic disk centered at $c_0$ and of radius $r/2$, since this happens for all immersions $g_n$. This implies by Jenkins’ theorem [22] that $\Sigma$ must be a plane. But this contradicts that the norm of the second fundamental form of $\Sigma$ at the origin is equal to 1. This contradiction proves Theorem 2.3. \[\square\]

3. Characterization of planes, cylinders and Wulff shapes

The present section will be mostly devoted to prove the following key result:

**Theorem 3.1.** Any complete multigraph with constant anisotropic mean curvature is a plane.

**Proof.** By Jenkins’ theorem [22], a complete multigraph with zero anisotropic mean curvature is a plane. So, to prove Theorem 3.1 it suffices to check that there are no complete multigraphs with non-zero CAMC.

We will argue by contradiction. So, from now on, $\Sigma$ will denote a complete multigraph with CAMC of value $H_0 \neq 0$. Up to a homothety of $\mathbb{R}^3$, we will assume $H_0 = -1$. Moreover, we will fix Euclidean coordinates $(x, y, z)$ in $\mathbb{R}^3$ so that $\Sigma$ is a multigraph with respect to the $z = 0$ plane, and so that the third coordinate $N_3$ of the unit normal $N$ to $\Sigma$ is negative at every point. We will let $\pi: \mathbb{R}^3 \rightarrow \mathbb{R}^2$ denote the vertical projection in $\mathbb{R}^3$.

For any given point $p \in \Sigma$, since $\Sigma$ is a multigraph, there exists a neighborhood $U \subset \Sigma$ of $p$ that is the graph $z = u(x, y)$ of a function $u$ defined on the disk $B(\pi(p), r)$ of $\mathbb{R}^2$ centered at $\pi(p)$ and of some radius $r > 0$. This radius $r$ cannot be larger than $2d_W$, where $d_W$ is the diameter of the Wulff shape. Indeed, if $r > 2d_W$, let $u_m \in \mathbb{R}$ be the maximum value of $u$ on the closed disk $\overline{B}(\pi(p), 2d_W)$. Note that the dilation of ratio 2 of the Wulff shape transforms $W$ into a surface with CAMC $-1$, that we will denote by $2W$. In this way, we can translate $2W$ in $\mathbb{R}^3$ so that it is placed over $\overline{B}(\pi(p), 2d_W)$, at a height greater than $u_m$, and then translate $2W$ downwards until reaching a first (interior) contact point with $U$; this contradicts the maximum principle.

In the next paragraphs, we fix some notation that will be used in the rest of the proof.

Given any $p \in \Sigma$, we will denote by $r_0 = r_0(p) \in (0, 2d_W]$ the largest value of the radius $r$ for which the function $u$ above can be extended to the open disk $B(\pi(p), r_0)$. We will also let $q_0 \in \partial B(\pi(p), r_0)$ be a point for which the function $u$ cannot be extended to a neighborhood of $q_0$.

By Theorem 2.3, we have that the norm of the second fundamental form of $\Sigma$ is uniformly bounded. Therefore, there exists some $\delta > 0$, that will be considered fixed from now on, with the following property: any $p \in \Sigma$ has a neighborhood $U_p \subset \Sigma$ that is a graph over the disk $B_p(\delta) \subset T_p\Sigma$ centered at the origin and of radius $\delta$ of its tangent plane at $p$ (see [35, Proposition 2.3]). Let $U^{\nu}_p$ be the vertical translation of the neighborhood $U_p$ that takes $p$ to $(\pi(p), 0)$, i.e. $U^{\nu}_p = U_p - (0, 0, p_3)$, where $p = (p_1, p_2, p_3)$.
Finally, given a point \( q \in \mathbb{R}^2 \) and a cylinder \( C \) with CAMC \(-1\) that passes through \((q, 0)\), we will let \( C_q \) be the neighborhood of \((q, 0)\) in \( C \) that is a graph over the disk centered at the origin and of radius \( \delta \) of \( T_{(q,0)}C \).

With these notations and comments in mind, we will start by proving the following claim:

**Assertion 3.2.** Let \( p \in \Sigma \) so that \( \Sigma \) can be seen locally around \( p \) as a graph \( z = u(x, y) \) over a disk \( B(\pi(p), r_0) \subset \mathbb{R}^2 \), and so that there exists \( q_0 \in \partial B(\pi(p), r_0) \) for which \( u \) cannot be extended to a neighborhood of \( q_0 \).

Then, for any sequence \( \{q_n\} \subset B(\pi(p), r_0) \) converging to \( q_0 \), it holds that the translated graphs \( U^u_{(q_n, u(q_n))} \) converge in the \( C^2 \)-topology to the neighborhood \( C_{q_0} \) of \((q_0, 0)\) of a cylinder \( C \) with CAMC equal to \(-1\) with respect to its exterior unit normal \( N_C \), that passes through \((q_0, 0)\), and such that \( N_C(q_0, 0) \) is collinear with the horizontal vector \((\pi(p) - q_0, 0)\).

**Proof.** Let \( N_3 \) denote the third coordinate of the unit normal \( N \) of \( \Sigma \). First of all, let us see that \( \{N_3(p_n)\} \to 0 \), where \( p_n := (q_n, u(q_n)) \). Indeed, if this was not the case, there would exist a subsequence \( \{q_n\} \to q_0 \) with \( \{N_3(p_n)\} \to N_0 \in [-1, 0) \). Since \( U_{p_n} \) is a graph over a disk in \( T_{p_n} \Sigma \) of fixed radius \( \delta > 0 \), and \( N_0 \neq 0 \), then for \( n \) sufficiently large there exists a fixed \( \varepsilon > 0 \) and a neighborhood \( V_{p_n} \subset \Sigma \) of \( p_n \) that can be seen as a vertical graph over \( B(q_1, \varepsilon) \subset \mathbb{R}^2 \). This contradicts the fact that \( u \) cannot be extended to a neighborhood of \( q_0 \), choosing \( q_n \) sufficiently close to \( q_0 \). Thus, \( \{N_3(p_n)\} \to 0 \).

Take now a subsequence of \( \{q_n\} \) so that \( \{N'(p_n)\} \) converges to some unit vector \( v_0 \in \mathbb{S}^2 \); this subsequence exists by compactness of \( \mathbb{S}^2 \). Since \( \{N_3(p_n)\} \to 0 \), \( v_0 \) is a horizontal vector. In these conditions, using the ideas in the proof of Theorem 2.1, it is clear that, up to a subsequence, \( U_{p_n}^u \) converges in the \( C^2 \)-topology to a (non-complete) surface \( S \) with CAMC equal to \(-1\), that is a graph over its tangent plane at \((q_0, 0)\), and whose unit normal at that point is \( v_0 \). But once here we can note that the third coordinate of the unit normal of \( S \) is non-positive (since it is a limit of vertical graphs), and vanishes at \((q_0, 0)\). By a standard application of the maximum principle, we deduce then that this third coordinate vanishes identically on \( S \) (see e.g. [26]). In this way, \( S \) is contained in a cylinder \( C = \Gamma \times \mathbb{R} \) with CAMC equal to \(-1\), and whose exterior unit normal at \((q_0, 0)\) is \( v_0 \). Thus, \( S \subset C \); as a matter of fact, \( S = C_{q_0} \), where here \( C_{q_0} \) denotes the \( \delta \)-neighborhood of \((q_0, 0)\) in \( C \), as explained prior to the statement of Assertion 3.2.

Let us next show that \( v_0 \) is collinear with \((\pi(p) - q_0, 0)\). Consider the planes \( Q := \{v_0\}^\perp \) and \( P := \{(\pi(p) - q_0, 0)\}^\perp \), and assume that \( P \neq Q \). Then, since the cylinder \( C = \Gamma \times \mathbb{R} \) is tangent to \( Q \) at \((q_0, 0)\), any open arc of the base curve \( \Gamma \subset \mathbb{R}^2 \) that contains \( q_0 \) intersects \( B(\pi(p), r_0) \).

Let \( a_0 \in B(\pi(p), r_0) \) so that \((a_0, 0) \in C_{q_0} \). Then, by the convergence of \( U_{p_n}^u \) to \( C_{q_0} \), there exist \( b_n \in U_{p_n}^u \) with \( \{b_n\} \to (a_0, 0) \) and so that \((\pi(b_n), u(\pi(b_n))) \) lies in the graph of \( u \). Note that the tangent planes to \( b_n \in U_{p_n}^u \) become vertical. Hence, \( |\text{grad } u(\pi(b_n))| \to \infty \), which is impossible since \( \{\pi(b_n)\} \to a_0 \) and \( u \) is well defined around \( a_0 \). This contradiction proves \( P = Q \). Note that by uniqueness of the limit, the convergence of the \( U_{p_n}^u \) to \( C_{q_0} \) we have just proved is global, i.e. the whole sequence converges and not just a subsequence of it. This finishes the proof of Assertion 3.2.

It should be noted that there are two cylinders \( C = \Gamma \times \mathbb{R} \) that satisfy the conditions stated in Assertion 3.2; they have opposite unit normals at \((q_0, 0)\), and differ by a translation in \( \mathbb{R}^3 \). The next assertion is helpful in determining which of these two cylinders appears in the limit process described in Assertion 3.2.
Assertion 3.3. In the conditions of Assertion 3.2, let $\gamma_0(t) = (1 - t)q_0 + t\pi(p)$, $t \in (0, 1]$, join $q_0$ and $\pi(p)$. Then, the function $u_0(t) = u(\gamma_0(t))$ satisfies that $\lim_{t \to 0} u_0(t) = \infty$ (resp. $-\infty$) if $\gamma_0(t)$ lies locally in the convex (resp. concave) side of $\Gamma$ at $q_0$.

Proof. The function $u_0(t)$ is strictly monotonic for $t$ close to 0, since by Assertion 3.2, the unit tangent vector to the curve $(\gamma_0(t), u(\gamma_0(t)))$ has limit $(0, 0, \pm 1)$ as $t \to 0$.

Let $h_0 := \lim_{t \to 0} u_0(t) \in \mathbb{R} \cup \{-\infty, \infty\}$. In case $h_0 \in \mathbb{R}$, the length of the curve $(\gamma_0(t), u(\gamma_0(t)))$ is finite, by the previous monotonicity property of $u_0(t)$. Thus, by completeness of $\Sigma$, we have $(q_0, h_0) \in \Sigma$, and moreover, the tangent plane to $\Sigma$ at this point $(q_0, h_0)$ is a vertical plane, again by Assertion 3.2. This is impossible, since $\Sigma$ is a multigraph.

Thus, $h_0 = \pm \infty$. Finally, since the unit normal to $\Sigma$ points downwards (i.e. $N_3 < 0$), we deduce that if $\lim_{t \to 0} u_0(t) = \infty$ (resp. $-\infty$) then the (horizontal) limit unit normal of $\Sigma$ along $(\gamma_0(t), u(\gamma_0(t)))$ points in the direction of the vector $(q_0 - \pi(p), 0)$ (resp. $(\pi(p) - q_0, 0)$). This proves Assertion 3.3, taking into account that the limit cylinder $\Gamma \times \mathbb{R}$ is oriented with respect to its outer unit normal. \[\square\]

For the next assertion, let $\Gamma(s)$ be an arc-length parametrization of $\Gamma$, with $\Gamma(0) = q_0$. Then, the neighborhood $C_{q_0} \subset \Gamma \times \mathbb{R}$ of the point $(q_0, 0)$, projects to an open arc $\pi(C_{q_0})$ of $\Gamma$ that contains $\Gamma([-\delta, \delta])$. We then define the subset of $\mathbb{R}^2$

\[
O_\varepsilon = \{ \Gamma(s) + t n_\Gamma(s) : s \in [-\delta, \delta], t \in (0, \varepsilon) \},
\]

where $n_\Gamma(s)$ is the unit normal of $\Gamma(s)$ that, for $s = 0$, points in the direction $\pi(p) - q_0$.

Recall that $u(x, y)$ is defined on $B(\pi(p), r_0)$ and cannot be extended across $q_0 \in \partial B(\pi(p), r_0)$. With the previous definitions in mind, we will next prove an extension property of $u$ outside $B(\pi(p), r_0)$.

Assertion 3.4. In the above conditions, the graph $u(x, y)$ extends smoothly to $B(\pi(p), r_0) \cup O_\varepsilon$ for some $\varepsilon > 0$. Moreover this extension satisfies that $u(q)$ diverges to $\pm \infty$ when $q \in O_\varepsilon$ approaches $\Gamma$.

Proof. Given $t_0 \in (0, 1]$, let us define the open set $\Sigma_{t_0} \subset \Sigma$ given by

\[
\Sigma_{t_0} = \bigcup_{0 < t < t_0} U_{(\gamma(t), u(\gamma(t)))},
\]

which is a connected neighborhood of the curve $\{(\gamma(t), u(\gamma(t))) : 0 < t < t_0\} \subset \Sigma$.

For each $s \in [-\delta, \delta]$, let $P(s)$ be the vertical plane normal to $\Gamma$ that passes through $\Gamma(s)$. Recall that we proved in Assertion 3.2 that

\[
U_{(\gamma(t), u(\gamma(t)))} \longrightarrow C_{q_0} \subset \Gamma \times \mathbb{R}, \quad \text{when } t \to 0,
\]

in the $C^2$ topology. In particular, this shows that the projection $\pi(\Sigma_{t_0}) \subset \mathbb{R}^2$ of $\Sigma_{t_0}$ in (3.2) contains some open set $O_\varepsilon$ as in (3.1). Also, it shows that there is some $t_0 > 0$ such that $P(s)$ intersects $\Sigma_{t_0}$ transversely for all $s \in [-\delta, \delta]$. Observe that all points in $\Sigma_{t_0} \cap P(0)$ lie in the curve $(\gamma(t), u(\gamma(t)))$, and in particular $\Sigma_{t_0} \cap P(0)$ is a connected graphical curve. In the same way, by transversality and the definition of $\Sigma_{t_0}$, it follows that there is some $t_0 > 0$ and some $\varepsilon > 0$ such that for each $s \in [-\delta, \delta]$, $\Sigma_{t_0} \cap P(s)$ is a unique curve, given as a graph over a segment in $\mathbb{R}^2$ of the form $\Gamma(s) + tn(s)$, where $t$ varies in an interval $I_s$ that contains $(0, \varepsilon)$.

These properties show that $\Sigma_{t_0}$ is a graph when restricted to $\{ q \in \Sigma_{t_0} : \pi(q) \in O_\varepsilon \}$. In particular, this proves that $u$ can be extended as a graph to $B(\pi(p), r_0) \cup O_\varepsilon$. 
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Let us next prove that there exists some \( t_0 > 0 \) such that \( \Sigma_{t_0} \) does not intersect \( \Gamma \times \mathbb{R} \). To this respect, note that by Assertions 3.2 and 3.3, and the definition of \( \Sigma_{t_0} \), the curve \( \Sigma_{t_0} \cap P(s) \) is asymptotic to the cylinder \( \Gamma \times \mathbb{R} \) at infinity, but in principle it could intersect it.

In order to prove that \( \Sigma_{t_0} \) does not intersect \( \Gamma \times \mathbb{R} \) we suppose next, arguing by contradiction, that there is some \( s_0 \in (0, \delta \) for which the curve \( \Sigma_{t_0} \cap P(s_0) \) crosses the cylinder \( \Gamma \times \mathbb{R} \) (the argument for \( s_0 \in [\delta, 0) \) is analogous). Then, since \( \Sigma \) is a multigraph, the curve \( \Sigma_{t_0} \cap P(s_1) \) also crosses \( \Gamma \times \mathbb{R} \) for any \( s_1 < s_0 \) sufficiently close to \( s_0 \).

This shows that there are two possible situations. Either \( \Sigma_{t_0} \cap P(s) \) never intersects \( \Gamma \times \mathbb{R} \), or else at the smallest value of \( s \in (0, \delta \) for which \( \Sigma_{t_0} \cap P(s) \) intersects \( \Gamma \times \mathbb{R} \), it happens that \( \Sigma_{t_0} \cap P(s) \) does not cross \( \Gamma \times \mathbb{R} \). But this second situation is impossible, since in that case, for \( p_0 \in \Sigma_{t_0} \cap P(s) \cap (\Gamma \times \mathbb{R}) \), the tangent plane of \( \Sigma \) at \( p_0 \) would be vertical, what contradicts that \( \Sigma \) is a multigraph.

Consequently, \( \Sigma_{t_0} \) does not intersect \( \Gamma \times \mathbb{R} \) for some \( t_0 > 0 \). This fact together with the asymptotic convergence of each curve \( \Sigma_{t_0} \cap P(s) \) to the cylinder \( \Gamma \times \mathbb{R} \) proves the asymptotic behavior in the statement, and completes the proof of Assertion 3.4. \( \square \)

We next make a continuation argument. Recall that the point \( p \) was arbitrarily chosen on \( \Sigma \). Thus, by choosing \( p \in \Sigma \) so that its projection \( \pi(p) \) lies sufficiently close to \( \Gamma(\delta/2) \) and inside the half-line \( \{\Gamma(\delta/2) + \epsilon n_\Gamma(\delta/2) : t > 0\} \), we clearly see that the graph \( u \) could also be extended along \( \Gamma \) to the set

\[
\{\Gamma(s) + t n_\Gamma(s) : s \in [-\delta/2, 3\delta/2], t \in (0, \varepsilon')\},
\]

for some \( \varepsilon' > 0 \). This process can be continued. Specifically, assume that \( \Gamma(s) \) is an injective parametrization of \( \Gamma \) on an interval \((a, b]\), with \( a < 0 < b \) and \( \lim_{s \to a^+} \Gamma(s) = \Gamma(b) \) (recall that \( \Gamma(0) = q_0 \)). Then, by the process above, there exists \( \varepsilon > 0 \) such that the function \( u(x, y) \) can be smoothly extended to the open simply connected set

\[
\{\Gamma(s) + t n_\Gamma(s) : s \in (a, b), t \in (0, \varepsilon)\}.
\]

It is important to observe here that, since \( \Sigma \) is a multigraph (not necessarily a graph), this extension cannot be carried out in a continuous way to the open annulus given by (3.4), but this time with \( s \in (a, b] \). Specifically, the extensions of \( u \) along \( \Gamma \) for positive values of \( s \) and for negative values of \( s \) might not glue together continuously as \( s \) reaches the limit values \( a \) and \( b \).

Up to this moment, the proof has been following closely the related theorem in [14]. From now on, the argument is different.

Recall that, in the arguments above, there are two possible orientations for the limit cylinder \( \Gamma \times \mathbb{R} \), as explained in Assertion 3.2. So, to end up the proof we will distinguish two different cases, depending on the orientation of \( n_\Gamma \) with respect to \( \Gamma \) in the above construction, i.e. depending on whether \( \Sigma \) lies locally on the convex or the concave part of the cylinder \( \Gamma \times \mathbb{R} \) in the previous argument.

**Case 1:** There exists \( p \in \Sigma \) such that, for its corresponding point \( q_0 \in \partial B(\pi(p), r_0) \), the vector \( n_\Gamma(0) \) in (3.1) is the interior unit normal to \( \Gamma \) at \( q_0 \).

In that situation, we know by the previous discussion that \( \Sigma \) is the graph of a function \( u \) over an open set of the form (3.4) in the interior of \( \Gamma \). Let us show that \( \Sigma \) must actually be a graph over the whole region bounded by \( \Gamma \).
For that, let \( \tilde{q}_0 \) be the other point in \( \Gamma \) with tangent line parallel to the tangent line of \( \Gamma \) at \( q_0 \), and let
\[
\Gamma_\lambda := \lambda (\tilde{q}_0 - q_0) + \Gamma, \quad 0 < \lambda \leq 1,
\]
denote the Euclidean translation of \( \Gamma \) with translation vector \( \lambda (\tilde{q}_0 - q_0) \). Let \( \Omega_1 \) denote the planar (open) domain bounded by \( \Gamma \) and \( \Gamma_\lambda \) that contains the open segment from \( q_0 \) to \( q_0 + \lambda (\tilde{q}_0 - q_0) \). Observe that \( \Omega_1 \) coincides with the interior region bounded by \( \Gamma \).

Since \( u \) can be extended to an open subset of \( \Omega_1 \) of the form (3.4), we see that there exists \( \lambda > 0 \) such that \( u \) is well defined in \( \Omega_\lambda \). Let \( \lambda_0 \) be the supremum of the values \( \lambda > 0 \) for which \( u \) is well defined in \( \Omega_\lambda \).

Assume that \( \lambda_0 < 1 \). Then, there would exist some \( q_1 \in \Gamma_{\lambda_0} \) lying in the interior of \( \Gamma \), and such that the restriction of \( u \) to \( \Omega_{\lambda_0} \) cannot be extended across \( q_1 \). Consider next a new point \( p_1 \) of the graph of \( u \) such that \( B(p_1) \subset \Omega_{\lambda_0} \) and \( q_1 \in \partial B(p_1) \), for some \( r_1 > 0 \). Then, by Assertion 3.2 there exists a translation of the cylinder \( \Gamma \times \mathbb{R} \) such that the graph of \( u \) converges asymptotically to it as we approach \( q_1 \). Since the base curve of this translated cylinder cannot cross \( \Omega_{\lambda_0} \) (by Assertion 3.4), we conclude that this cylinder must be equal to \( \Gamma_{\lambda_0} \times \mathbb{R} \). So, by Assertions 3.3 and 3.4, and the extension process described in (3.3), the function \( u \) converges to \( -\infty \) when we approach \( \Gamma_{\lambda_0} \) by points \( q \in \Omega_{\lambda_0} \). But this contradicts the fact that \( u \) is well defined in (3.4), and in particular at the points of \( \Gamma_{\lambda_0} \) that are sufficiently close to \( \Gamma_{\lambda_0} \cap \Gamma \). This contradiction proves that \( \lambda_0 = 1 \), and so \( u \) is well defined as a graph in \( \Omega_1 \), i.e., in the interior region bounded by \( \Gamma \). In particular, as \( \Sigma \) is connected, we see that \( \Sigma \) is the graph of a function \( u \) over \( \Omega_1 \), as claimed. Moreover, \( u \to +\infty \) as we approach \( \partial \Omega_1 = \Gamma \), by the previous discussion.

Let us next prove that this is not possible, by the maximum principle. Let \( 2W \) be the homothety of ratio 2 of the Wulff shape; it has CAMC equal to \(-1\) and, after an adequate translation, its vertical projection is equal to \( 2\Omega_1 \). Let \( 2W^- \) denote the set of points of \( 2W \) whose exterior unit normal does not point upwards; the projection of \( 2W^- \) is again \( 2\Omega_1 \).

Since \( \pi(\Sigma) = \Omega_1 \) and \( u \to +\infty \) as we approach \( \partial \Omega_1 \), it is clear that \( 2W^- \) lies strictly below \( \Sigma \) after an adequate vertical translation. Thus, moving then \( 2W^- \) vertically upwards we will eventually reach an interior first contact point of \( \Sigma \) with \( 2W^- \). This contradicts the maximum principle. Thus, Case 1 above cannot happen.

**Case 2:** For every \( p \in \Sigma \) and every \( q_0 \in \partial B(\pi(p), r_0) \) corresponding to it, the vector \( n_\Gamma(0) \) in (3.1) is the exterior unit normal to \( \Gamma \) at \( q_0 \).

Let us start by recalling our setting. Take \( p \in \Sigma \), let \( u(x, y) \) be the local function that parametrizes a neighborhood of \( p \) as a graph, and let \( r_0 > 0 \) be such that \( u \) is well defined in \( B(\pi(p), r_0) \) but there is some \( q_0 \in \partial B(\pi(p), r_0) \) for which \( u \) cannot be extended to a neighborhood of \( q_0 \). By previous arguments, there exists a closed convex planar curve \( \Gamma_0 \) that contains \( q_0 \) such that \( \Gamma_0 \times \mathbb{R} \) is a cylinder of CAMC \(-1\) with respect to its outer normal, and so that \( u \) can be extended to an exterior neighborhood of \( q_0 \) of the form (3.1); here we use the word exterior to mean that, since in the present case \( n_\Gamma(0) \) in (3.1) is the exterior unit normal to \( \Gamma_0 \) at \( q_0 \), the domain of definition of \( u \) around \( q_0 \) is contained in the exterior of the curve \( \Gamma_0 \). Also, by the extension process described before (3.4), we know that we can extend \( u \) to an exterior neighborhood of \( \Gamma_0 \) \( \backslash \{ q_0 \} \) like the one in (3.4), where here \( \tilde{q}_0 \) denotes again the unique point in \( \Gamma_0 \backslash \{ q_0 \} \) with tangent line parallel to the one at \( q_0 \). We also know, by Assertions 3.3 and 3.4, that \( u \to -\infty \) when we approach any point in \( \Gamma_0 \backslash \{ q_0 \} \).

Let \( 2\Gamma_0 \subset \mathbb{R}^2 \) denote the homothety of ratio 2 of \( \Gamma_0 \), translated so that it is tangent to \( \Gamma_0 \) at \( \tilde{q}_0 \) and contains \( \Gamma_0 \backslash \{ q_0 \} \) in its interior.
Let $H : [0,1] \times S^1 \to \mathbb{R}^2$ be a smooth, one-to-one (homothopy) mapping given by the following properties (see Figure 3.1).

1. For each $t \in [0,1]$, $H_t := H(\cdot,t) : S^1 \to \mathbb{R}^2$ is a regular parametrization of a curve $C_t \subset \mathbb{R}^2$ that is homothetic to $\Gamma_0$, in the sense that $C_t$ differs from $\Gamma_0$ by some homothety of $\mathbb{R}^2$ of ratio $\lambda_t > 0$, followed by some translation of $\mathbb{R}^2$.
2. $H_1(S^1) = 2\Gamma_0$.
3. $H_0(S^1)$ is contained in $B(\pi(p_0), r_0) \cup \{q_0\}$, and it is tangent to $\partial B(\pi(p_0), r_0)$ at $q_0$.

For each $t \in [0,1]$, let $\Omega_t \subset \mathbb{R}^2$ be the compact convex domain bounded by $H_t(S^1)$, and let $S_t \subset \Sigma$ be the connected component of $\Sigma \cap (\Omega_t \times \mathbb{R})$ that contains $p$. Note that $S_{t_2} \subset S_{t_1}$ if $t_2 < t_1$. Our next objective will be to prove that $S_t$ is a graph over some subset of $\Omega_t$, i.e. that $u$ can be extended to $\pi(S_t) \subset \Omega_t$.

To start, let $D_0$ denote the compact region of $\mathbb{R}^2$ bounded by $\Gamma_0$. Note that $\Omega_0 \cap D_0 = \{q_0\}$, and that $\Omega_t \cap D_0 \neq \emptyset$, for all $t \in [0,1]$. By previous discussions, the function $u$ is well defined on $\tilde{\Omega}_0 := \Omega_0 - \{q_0\} = \Omega_0 - D_0$, and it holds that $u(q) \to -\infty$ when $q \in \tilde{\Omega}_0$ approaches $q_0$.

We next analyze how this picture unfolds when we enlarge $\Omega_0$ to $\Omega_t$, for $t > 0$. In order to do so, let $\mathcal{I}$ denote the set of values $t \in [0,1]$ for which:

i) $S_t$ is the graph of (an extension of) $u$ over a subset $\tilde{\Omega}_t \subset \Omega_t$ given as

$$\tilde{\Omega}_t = \Omega_t \setminus (D_0 \cup \ldots \cup D_{m(t)}),$$

for some $m(t) \in \mathbb{N} \cup \{0\}$, where each $D_0 \subset \mathbb{R}^2$ is the compact convex region bounded by some translation of the curve $\Gamma_0$, and all the $D_i \cap \Omega_t$ are pairwise disjoint (recall that $D_0$ is bounded by $\Gamma_0$).

ii) $u(q) \to -\infty$ when $q \in \tilde{\Omega}_t$ approaches $\partial D_0 \cup \ldots \cup \partial D_m$.

Note that in this definition, the disks $D_i$ are not contained in $\Omega_t$; they are only subject to the condition that $D_i \cap \Omega_t$ is non-empty (the intersection could be a single point, as it happens with the case $t = 0$ explained above).

It is obvious by the previous discussion that $0 \in \mathcal{I}$, and in that case $\tilde{\Omega}_0 = \Omega_0 - D_0$. Note that, since $S_{t_2} \subset S_{t_1}$ whenever $t_2 < t_1$, it is also clear that if $t_1 \in \mathcal{I}$ and $t_2 \in [0,t_1]$, then $t_2 \in \mathcal{I}$. 

![Figure 3.1. Definition of the convex curve $H_t(S^1)$ and the compact domain $\Omega_t$.](image-url)
Therefore, $I$ is an interval of the form $[0, a)$ or $[0, a]$ for some $a \in (0, 1]$. Moreover, the same domains $D_i$ appearing in the decomposition (3.5) of $\tilde{\Omega}_{t_2}$ will appear in the decomposition of $\tilde{\Omega}_{t_1}$, if $t_2 < t_1$. In particular, the numbers $m(t)$ are non-decreasing with respect to $t$.

Assume next that $I = [0, a]$, with $a \neq 1$. Hence, there exists $m(a) \in \mathbb{N} \cup \{0\}$ so that $S_a$ is the graph of $u$ over

\begin{equation}
\tilde{\Omega}_a = \Omega_a \setminus (D_0 \cup \ldots \cup D_{m(a)}).
\end{equation}

We want to prove that, for small values $\varepsilon > 0$, $S_{a+\varepsilon}$ is a graph over $\Omega_{a+\varepsilon}$ minus the same domains $D_0, \ldots, D_{m(a)}$. Note that for any such $D_i$ we have that $\partial D_i \cap \partial \Omega_a$ either consists of two points, or $\partial D_i$ and $\partial \Omega_a$ are tangent at one point, and in that second situation they have opposite interior unit normals. Indeed, if their interior unit normals agreed at the intersection point, we would have $D_i \subset \Omega_a$ (it is impossible that $\Omega_a$ is contained in $D_i$, as we are in Case 2). But this condition implies that $D_i \subset \Omega_1$, and so $D_i \cap D_0 \neq \emptyset$, since two translations of $\Gamma_0$ do not fit inside $2\Gamma_0$ without having an intersection point. And since $D_i \subset \Omega_a$, we have then that $D_i \cap D_0 \cap \Omega_a \neq \emptyset$, which is a contradiction.

So, once we have clarified the structure of each $\partial D_i \cap \partial \Omega_a$, the arguments of the first part of this proof show that $u$ can be extended to a small exterior tubular neighborhood of each curve $\partial D_i$, around their intersection points with $\partial \Omega_a$ (at most two points, for each such $D_i$). Note that we can choose such exterior tubular neighborhoods so small that they do not overlap each other (see Fig. 3.2). It is also clear that we can continue $u$ smoothly across the points in $\partial \Omega_a$ that do not lie in $\partial D_i$ for any $i$, since at those points $u$ is well defined. Therefore, for small values $\varepsilon > 0$, the domains $D_i$ are mutually disjoint inside $\Omega_{a+\varepsilon}$, and $S_{a+\varepsilon}$ is a graph over $\Omega_{a+\varepsilon} \setminus (D_0 \cup \ldots \cup D_{m(a)})$. In particular, this shows that there is some $\varepsilon > 0$ such that $[0, a + \varepsilon) \subset I$.

![Figure 3.2. Decomposition of the domain $\tilde{\Omega}_{a+\varepsilon}$.](image)

Assume next that $I = [0, a)$, with $0 < a \leq 1$. It is then clear that $S_a$ is a graph, since if two distinct points $p_1, p_2 \in S_a$ satisfied $\pi(p_1) = \pi(p_2)$, and, since $\Sigma$ is a multigraph, there would exist $\tilde{p}_1, \tilde{p}_2 \in S_0$ with $0 < b < a$ such that $\pi(\tilde{p}_1) = \pi(\tilde{p}_2)$, and this would contradict that $b \in I$.

We will next show that the domain of $S_a$ is of the form explained in i), ii) above, what will prove that $a \in I$. More specifically, we will prove that the domains $D_i$ appearing in the definition of $\tilde{\Omega}_a$ in (3.5) are the union of the domains $D_i$ which appear in the decomposition of $\tilde{\Omega}_b$, for all $b < a$ (we will show that there is only a finite number of such domains), and of a finite number of new domains bounded by translations of $\Gamma_0$ that are tangent to $\partial \Omega_a$ on its concave side.
Given $b < a$, let us write
\begin{equation}
\tilde{\Omega}_b = \Omega_b \setminus (D_1 \cup \ldots \cup D_{m(b)}),
\end{equation}
with $m(b) \in \mathbb{N} \cup \{0\}$. It was explained previously that, for any $t \in (b, a)$, the domains $D_i$ appearing in (3.7) also appear in the decomposition (3.5) of $\tilde{\Omega}_t$ for that value $t$. In particular, all these $D_i \cap \Omega_t$ are disjoint, for all $t \in (b, a)$. Let us show that the domains $D_i \cap \Omega_a$ are also disjoint.

Assume first of all that all disks $D_i \neq D_0$ have points outside $\Omega_a$ (note that $D_0$ has points outside $\Omega_a$ except if $a = 1$, in which case $D_0$ is tangent to $\Omega_1$ at $\tilde{q}_0$). In that case, again by the extension process in (3.3), the graph $u$ can be extended locally around any point in $\partial \Omega_a$ that belongs to some of the curves $\partial D_i$ to an exterior neighborhood of the point, so that $u \to -\infty$ as it approaches $\partial D_i$. In particular, all the $D_i \cap \Omega_a$ (including $D_0$) are disjoint.

Assume next that the previous condition does not hold, i.e. there is some $D_j \neq D_0$ that is contained in $\Omega_a$. Note that $D_j \cap D_0 \neq \emptyset$ since, again, two translated copies of $\Gamma_0$ that lie inside the compact region $\Omega_1$ bounded by $2\Gamma_0$ cannot be disjoint. Thus, $D_j \cap D_0$ is either one point at which $\partial D_j$ and $\partial D_0$ are externally tangent, or $\partial D_j \cap \partial D_0$ is a pair of points. In both cases, $\partial D_j \cap \partial D_0$ lies in $\partial \Omega_a$, since $D_j \cap D_0 \cap \Omega_a$ is empty, for all $t < a$.

The case that $D_j \cap D_0$ is a single point in $\partial \Omega_a$ is impossible, due to the fact that, because $D_0$ and $D_j$ would be externally tangent at that point in this situation, this would force $D_0$ to lie in the exterior region of $\Omega_a$, and this is a contradiction with $D_0 \cap \Omega_a \neq \emptyset$ for $t < a$.

On the other hand, if $\partial D_j \cap \partial D_0$ consists of two points in $\partial \Omega_a$, we would have that $\partial D_j \subset \Omega_a$ intersects $\partial \Omega_a$ tangentially at two different points, and this is impossible unless $D_j = \Omega_a$, which cannot happen since $D_j \cap D_0 \cap \Omega_a$ is empty for $t < a$.

This contradiction shows that the domains $D_i \cap \Omega_a$ are disjoint.

Consider next the map $t \mapsto m(t)$, which we know is non-decreasing. Let us show next that $m(t)$ is bounded as $t \to a^-$, i.e. that the total number of disks $D_i$ appearing in (3.7) for all values $b \in (0, a)$ is finite.

Arguing by contradiction, assume that there exists a strictly increasing sequence $\{t_n\}_n$ converging to $a$, and domains $D_{m(t_n)}$ (which arise in the decomposition of $\tilde{\Omega}_n$), each of them bounded by a translation $\Gamma_{t_n}$ of $\Gamma_0$, and all of them pairwise disjoint inside $\Omega_a$ (by the argument above). We also can suppose that the $\Gamma_{t_n}$ are tangent to $\partial \Omega_a$ on its concave side, and that $D_{m(t_n)} \cap \partial \Omega_a$ is a compact arc $J_n \subset \partial \Omega_a$, with endpoints $\{q_1^n, q_2^n\}$. These arcs are disjoint, and of arbitrary small length, taking $n$ sufficiently large. In particular there exists an accumulation point $q^* \in \partial \Omega_a - \bigcup_{n \in \mathbb{N}} J_n$ of the sequence of pairs $\{q_1^n, q_2^n\}_n$.

Let $v^* \in \mathbb{R}^2$ denote the inner unit normal of $\partial \Omega_a$ at $q^*$, and consider the curve $\gamma^* : (0, 1] \to \mathbb{R}^2$ given by $\gamma^*(s) = q^* + sv^*$, (see Figure 3.3). Note that $u$ is well defined along $\gamma^*$, for small values $s > 0$.

In this situation, we can repeat the arguments of Assertions 3.2, 3.3 and 3.4, and prove that there exists a cylinder $\Gamma^* \times \mathbb{R}$, where $\Gamma^*$ is a translation of $\Gamma_0$, such that $\Gamma^* \times \mathbb{R}$ is tangent to $\partial \Omega_a$ at $q^*$, on its concave side, and for which $u$ can be extended at $q^*$ to an exterior tubular neighborhood of $\Gamma^*$ around $q^*$, so that $u \to -\infty$ as $q$ approaches $\Gamma^*$ from its concave side. This shows, in particular, that $u(q)$ is well defined for any $q \in \Omega_a$ sufficiently close to $q^*$, what contradicts that $q^*$ is an accumulation point of $\{q_1^n, q_2^n\}_n$.

This contradiction proves that the total number of disks $D_i$ appearing in (3.7) for all $b < a$ is a finite number $m$. Recall that we already showed that all the $D_i \cap \Omega_a$ are disjoint, and that every $D_i$, with the possible exception of $D_0$, intersects the exterior of $\Omega_a$. 

Then, again by the extension process in (3.3), the graph $u$ can be extended locally around any point in $\partial \Omega_a$ that belongs to some of the curves $\partial D_i$ to an exterior neighborhood of the point, so that $u \to -\infty$ as it approaches $\partial D_i$. 

Consider next a point $q_1 \in \partial \Omega_a$ that does not lie in any of the compact disks $D_i$ for any $b < a$. Then, either $u$ extends smoothly across $q_1$ or, by Assertion 3.2 there is some translation $\Gamma'$ of $\Gamma_0$ such that $\Gamma'$ is tangent to $\partial \Omega_a$ at $q_1$ on its concave side. Moreover, $u \to -\infty$ as we approach $q_1$, by Assertion 3.3. Call $D'$ to the compact domain bounded by this curve $\Gamma'$.

We claim that two domains $D'_1$ and $D'_2$ constructed in this form cannot intersect inside $\Omega_a$. This follows again directly by the fact that we can extend the function $u$ along the exterior neighborhoods of $\partial D'_i$, $i = 1, 2$, with $u \to -\infty$ along each $\partial D'_i$. Since $\partial \Omega_a$ is compact, there is then a finite number $k \geq 0$ of domains $D'$ obtained in this form.

Finally, all of this proves that $u$ can be extended to 

$$\tilde{\Omega}_a := \Omega_a \setminus (D_1 \cup \cdots \cup D_m \cup D'_1 \cup \cdots \cup D'_k)$$

and properties i) and ii) above hold for this extension. In other words, $a \in I$. Therefore, finally, $I = [0, 1]$.

All of this shows that $S_1$ is the graph of some function $u(x, y)$ defined on the domain

$$\tilde{\Omega}_1 = \Omega_1 \setminus (D_1 \cup \cdots \cup D_m), \quad m \in \mathbb{N}.$$ 

Moreover, $S_1$ is bounded from above, since $u(q)$ converges to $-\infty$ as $q$ approaches $\partial D_i$, $i = 1, \ldots, m$.

In this way, we argue as in Case 1; we consider a translation of $2W$ whose projection agrees with the compact region bounded by $2\Gamma_0$ and lies above $S_1$. Then, translating $2W$ vertically downwards, we find a first contact point $p_0 \in S_1 \cap 2W$. The point $p_0$ cannot lie in $\partial S_1$, since in that case $\pi(p_0)$ would be a point of $2\Gamma_0$, and the points of $2W$ whose projections lie in $2\Gamma_0$ have horizontal unit normal. Thus, $p_0$ is an interior point, and this contradicts the maximum principle.

This final contradiction shows that the complete multigraph $\Sigma$ with CAMC $-1$ cannot exist. This finally completes the proof of Theorem 3.1.

As a direct consequence of Theorem 3.1, we obtain the desired extension to the anisotropic setting of the Hoffman-Osserman-Schoen theorem (Theorem A in the introduction):
Corollary 3.5. Let Σ be a complete CAMC surface whose Gauss map image is contained in a closed hemisphere of $S^2$. Then Σ is a plane or a CAMC cylinder.

Proof. By choosing suitable Euclidean coordinates $(x, y, z)$, we can assume that the third coordinate $N_3$ of the Gauss map $N$ of Σ satisfies $N_3 \leq 0$. In these conditions, it is well known that either $N_3 < 0$ everywhere, or else $N_3$ vanishes identically on Σ; see [26]. In the first case, we deduce from Theorem 3.1 that Σ is a plane. In the second case, Σ is trivially a CAMC cylinder. □

As an interesting consequence of Theorem 3.1, we can deduce the anisotropic extension of the Klotz-Osserman theorem (Theorem B in the introduction).

Theorem 3.6. Let Σ be a complete surface with non-zero CAMC, and whose Gaussian curvature does not change sign. Then Σ is a CAMC cylinder or the Wulff shape, up to homotheties.

Proof. Assume that the Gaussian curvature $K$ of the immersed surface Σ is non-negative. Then, by Sacksteder classical theorem [36], there are three options:

1. $K$ vanishes identically on Σ.
2. Σ is an embedded surface diffeomorphic to $S^2$.
3. Σ is complete, non-compact, embedded, and the boundary of some convex set of $\mathbb{R}^3$.

In the first case, Σ is a CAMC cylinder. In the second case, Σ is the Wulff shape, by [29] (see also [15]). In the third case, the Gauss map image of Σ lies in a closed hemisphere of $S^2$ (by convexity). So, by Corollary 3.5, Σ is again a CAMC cylinder.

Assume now that $K \leq 0$ at every point. Up to ambient homothety, we can assume that the anisotropic mean curvature $H$ of Σ is $H = -1$. Let $p \in \Sigma$, and $\{e_1, e_2\}$ be an orthonormal basis of $T_p \Sigma$ given by principal directions, i.e. the (Euclidean) Weingarten endomorphism of Σ at $p$ is written as

$$S_p(e_i) = k_i e_i, \quad i = 1, 2,$$

where $k_1, k_2$ are the (Euclidean) principal curvatures of Σ at $p$. The anisotropic mean curvature of Σ is given by the trace of (2.1), and so we have

$$-1 = H(p) = a_{11} k_1 + a_{22} k_2,$$

where $a_{ii} = \langle (S_{e_i(p)})^{-1}(e_i), e_i \rangle > 0$, $i = 1, 2$. Since $k_1 k_2 \leq 0$, we may assume that $k_1 \leq 0 \leq k_2$. Then, if we let $m$ denote the minimum value of the two (positive) principal curvatures of the Wulff shape $W$, we have

$$-1 = H(p) \geq a_{11} k_1 \geq \frac{1}{m} k_1.$$

In this way, at every $p \in \Sigma$, the principal curvatures $k_1, k_2$ satisfy $k_1 \leq -m < 0 \leq k_2$. Once here, since Σ is complete and the supremum of $k_1$ is negative, we conclude from [37, The principal curvature theorem] that Σ is a cylinder. This completes the proof. □

4. Height estimates and properly embedded CAMC surfaces

In this section we will derive some further consequences of Theorem 3.1, applied to the study of CAMC surfaces properly embedded in $\mathbb{R}^3$. We start with the following height estimate for compact graphs of CAMC and planar boundary.
Lemma 4.1. Given $H_0 \neq 0$, there exists a constant $C(H_0) > 0$ such that the following assertion holds:

Let $P \subset \mathbb{R}^3$ be any plane, and $\Sigma$ be any immersed compact surface in $\mathbb{R}^3$ with $\partial \Sigma \subset P$, so that $\Sigma$ has CAMC $H_0$, and is a multigraph over $P$ (i.e. no tangent plane of $\Sigma$ is orthogonal to $P$). Then, the distance of any point of $\Sigma$ to $P$ is at most $C(H_0)$.

Proof. Arguing by contradiction, assume that there exists a sequence of oriented multigraphs $\Sigma_n$ with CAMC $H_0$ over planes $P_n \subset \mathbb{R}^3$, with $\partial \Sigma_n \subset P_n$, and points $q_n \in \Sigma_n$ whose distance to $P_n$ is greater than $n$.

Let $v_n \in S^2$ be the normal vector to $P_n$ such that $\langle N_n, v_n \rangle > 0$, where $N_n$ is the unit normal of $\Sigma_n$. In particular, the unit normal of $\Sigma_n$ at any $p_n \in \Sigma_n$ that lies at a maximum distance from $P_n$ is equal to $v_n$. Up to suitable translations, we can assume that $p_n$ is the origin of $\mathbb{R}^3$, for every $n$. Also, up to a subsequence, we will assume that $\{v_n\}$ converges to some $v_0 \in S^2$.

By Theorem 2.3 for the choice $d = 1$, we obtain the existence of a constant $C > 0$ such that the norm of the second fundamental form of $\Sigma_n$ is bounded by $C$ for any $n$ and any point of $\Sigma_n$ whose distance to $\partial \Sigma_n$ is greater than 1. In this way, since the distance of $p_n$ to $\partial \Sigma_n$ diverges to $\infty$, it follows from Theorem 2.1 that a subsequence of the $\{\Sigma_n\}$ converges in the $C^2$ topology to a complete, possibly not connected, surface $\Sigma_0$ with CAMC $H_0$, that passes through the origin, with unit normal equal to $v_0$ at that point.

Since $\langle N_0, v_0 \rangle > 0$, we deduce that $\langle N_0, v_0 \rangle > 0$, where $N_0$ is the unit normal of $\Sigma_0$. It follows then from Corollary 3.5 that $\Sigma_0$ is a cylinder, and so $\langle N_0, v_0 \rangle$ vanishes identically. This contradicts that $N_0 = v_0$ at the origin. □

To obtain a general height estimate for non-compact graphs with planar boundary, we will next adapt to the CAMC case a result by Meeks (cf. [33, Lemma 2.4]) for the isotropic (CMC) case. We will only sketch the proof, following a slightly simplified version of Meeks’ proof appearing in [2, Theorem 4] or [8, Theorem 6.2].

Lemma 4.2. Let $P \subset \mathbb{R}^3$ be a plane and $\Omega \subset P$ a closed (not necessarily bounded) domain. Let $\Sigma \subset \mathbb{R}^3$ be a normal graph over $\Omega$ of some function $u$, so that $\Sigma$ has CAMC $H_0 \neq 0$, and $u = 0$ on $\partial \Omega \subset P$. Let $d_{W}$ be the extrinsic diameter of the Wulff shape $\mathcal{W}$, denote $d_0 = 2\sqrt{3} d_{W}$, and let $P_t$ denote the two parallel planes to $P$ at a distance $t > 0$.

Then, for any $t > d_0/|H_0|$, the extrinsic diameter of each connected component of $\Sigma \cap P_t$ is at most $d_0/|H_0|$. In particular, all connected components of $\Sigma \cap P_t$ are compact for $t > d_0/|H_0|$.

Proof. Up to ambient homothety, we will assume that the CAMC of $\Sigma$ is $H_0 = -2$. Let us also remember that the Wulff shape $\mathcal{W}$ has CAMC equal to $-2$ for the choice of its exterior unit normal. Also, since $\mathcal{W}$ is a compact set of diameter $d_{W}$, it is contained in some closed ball of $\mathbb{R}^3$ of diameter $\sqrt{3} d_{W}$.

Take now Euclidean coordinates $(x, y, z)$ in $\mathbb{R}^3$ so that the plane $P$ is the $z = 0$ plane. Thus, $\Sigma$ is given as a graph $z = u(x, y)$ over $\Omega \subset \mathbb{R}^2$, with $u = 0$ on $\partial \Omega$.

Assume that there exists $p_1 \in \Omega$ so that $u(p_1) > 0$. Then, we can translate $\mathcal{W}$ horizontally so that its lowest point projects vertically to $p_1$, and then move $\mathcal{W}$ vertically upwards until it is placed above the graph of $u$ over the compact set $\Omega \cap B_R$, where $B_R \subset \mathbb{R}^2$ is a disk centered at $p_1$ and of radius $R > d_{W}$. Once here, we can translate $\mathcal{W}$ vertically downwards until it reaches a first contact point with $\Sigma$. Then, the unit normal $N : \Sigma \to S^2$ of $\Sigma$ must point upwards, since otherwise we would have $\mathcal{W} = \Sigma$, a contradiction. A similar argument proves that if $u(p_2) < 0$
for some \( p_2 \in \Sigma \), then \( N \) points downwards. Thus, \( u \) cannot change sign, and we can assume without loss of generality that \( u \geq 0 \) and that \( N \) points upwards.

Choose now any \( t \in \mathbb{R} \) with \( t > d_0/|H_0| \), which by our initial normalization \( H_0 = -2 \) means \( t > \sqrt{3} d_W \). We will suppose that the plane \( z = t \) intersects \( \Sigma \) transversally (this happens for almost every \( t \), by Sard’s theorem), and assume by contradiction that there exists a connected component of \( \Sigma \cap \{ z = t \} \) with diameter greater than \( \sqrt{3} d_W \). Take a simple arc \( \Gamma \subset \Omega \) so that the maximum Euclidean distance between its endpoints \( p_1, p_2 \in \mathbb{R}^2 \) is greater than \( \sqrt{3} d_W \), with \( u(p) \geq t \) for all \( p \in \Gamma \). We may choose \( \Gamma \) so that the Euclidean distance between \( p_1 \) and \( p_2 \) is not smaller than the distance between any other two points of \( \Gamma \). Up to an isometric change of coordinates in \( \mathbb{R}^3 \) given by a rotation around the \( z \)-axis and a horizontal translation, we may take \( p_1 = (-x_0, 0), p_2 = (x_0, 0) \), with \( x_0 > \sqrt{3} d_W/2 \).

In this way, the rectangular surface (with boundary) \( S := \Gamma \times [0, t] \) is contained in
\[
U = \{(x, y, z) \in \mathbb{R}^3 : (x, y) \in \Omega, \ 0 < z < u(x, y) \}.
\]
In fact, \( S \) divides the solid region
\[
R = \{(x, y, z) \in \mathbb{R}^3 : |x| \leq x_0, \ 0 \leq z \leq t \}
\]
into two connected components \( R_1, R_2 \).

Once here, we can place \( \mathcal{W} \) inside the interior of \( R_1 \), and then move it continuously towards \( R_2 \) without leaving the interior of \( R \). Let us only consider the piece of \( \mathcal{W} \) that passes through \( S \) into the inside of \( R_2 \) by means of this continuous translation process. It is clear that this piece of surface cannot touch \( \Sigma \), by the maximum principle, since otherwise \( \Sigma = \mathcal{W} \), which is impossible. Hence, \( \mathcal{W} \) completely passes through \( S \) by this translation process, until it ends up being contained in \( R_2 \cap U \). But once there, we could move \( \mathcal{W} \) vertically upwards until reaching a first contact point with \( \Sigma \), what gives again a contradiction with the maximum principle. \( \square \)

As a direct consequence of the previous two lemmas, we have:

**Theorem 4.3.** For any \( H_0 \neq 0 \) there exist a constant \( D(H_0) > 0 \) so that the following assertion holds:

Let \( P \subset \mathbb{R}^3 \) be any plane, and \( \Omega \subset P \) any closed (not necessarily bounded) domain. Let \( \Sigma \subset \mathbb{R}^3 \) be a normal graph over \( \Omega \) of some function \( u \), so that \( \Sigma \) has CAMC \( H_0 \neq 0 \), and \( u = 0 \) on \( \partial \Omega \subset P \). Then, the distance of any point of \( \Sigma \) to \( P \) is at most \( D(H_0) \).

Let \( s : \mathbb{R}^3 \to \mathbb{R}^3 \) denote a symmetry with respect to some plane \( P_0 \). If the Wulff shape \( \mathcal{W} \) is symmetric with respect to \( P_0 \), then any surface \( \Sigma \) with anisotropic Gauss map \( \nu : \Sigma \to \mathcal{W} \) satisfies that
\[
s(\nu(p)) = \hat{\nu}(s(p)), \quad \forall p \in \Sigma,
\]
where \( \hat{\nu} : s(\Sigma) \to \mathcal{W} \) denotes the anisotropic Gauss map of the symmetric surface \( s(\Sigma) \). In particular, if \( \Sigma \) has CAMC, then \( s(\Sigma) \) has the same CAMC, and we can apply the Alexandrov reflection technique with respect to planes parallel to \( P_0 \). In this way we have:

**Corollary 4.4.** Assume that the Wulff shape \( \mathcal{W} \) is symmetric with respect to some plane \( P_0 \). Then there exists some constant \( E(H_0) > 0 \) such that the following assertion holds:

For any compact embedded surface \( \Sigma \) with CAMC \( H_0 \) and boundary contained in a plane \( P \) parallel to \( P_0 \), it holds that the distance of any point of \( \Sigma \) to \( P \) is at most \( E(H_0) \).
Proof. This is a direct consequence of the Alexandrov reflection principle. Indeed, by using such argument it follows that if $h$ denotes the maximum distance of a point of $\Sigma$ to $P$, then the set of points of $\Sigma$ that are at a distance at least $h/2$ from $P$ has to be a graph with respect to the direction of $\mathbb{R}^3$ orthogonal to $P$. So, the result follows from Lemma 4.1, taking $E(H_0) = 2C(H_0)$. □

The next result was proved by Meeks [33] for CMC surfaces, i.e., for the case where the Wulff shape $W$ is the round sphere. The proof of Theorem 4.5 is the same as Meeks’, bearing in mind that $W$ is contained in a closed ball of diameter $\sqrt{3}d_W$, and taking into account the behavior of the anisotropic mean curvature with respect to ambient homotheties explained in Section 2.

**Theorem 4.5** (Meeks’ separation lemma). Let $\Sigma$ be a properly embedded surface in $\mathbb{R}^3$ with CAMC $H_0 \neq 0$, and diffeomorphic to a closed disk minus an interior point (in particular, $\partial \Sigma$ is non-empty and compact).

Let $P_1$, $P_2$ be two parallel planes separated by a distance greater than

$$d_0 := \frac{2\sqrt{3}d_W}{|H_0|},$$

where $d_W$ denotes the diameter of the Wulff shape. Let $P_1^\pm$, $P_2^\pm$ denote the two connected components of the complement in $\mathbb{R}^3$ of the open slab between $P_1$ and $P_2$. Then, all connected components of either $\Sigma \cap P_1^\pm$ or $\Sigma \cap P_2^\pm$ are compact.

A geometric consequence of Corollary 4.4 and Theorem 4.5 is:

**Proposition 4.6.** Assume that the Wulff shape $W$ is symmetric with respect to some plane $P_0$, and let $\Sigma$ be a properly embedded surface in $\mathbb{R}^3$ with CAMC $H_0 \neq 0$ that is diffeomorphic to a closed disk minus an interior point. Then, $\Sigma$ lies entirely in a half-space of $\mathbb{R}^3$ whose boundary is a plane $P$ parallel to $P_0$.

Proof. Let $P_1$, $P_2$ be two planes parallel to $P_0$, separated by a distance greater than the constant $d_0$ in (4.1), and so that $\partial \Sigma$ lies in the open slab determined by them. Then, Theorem 4.5 shows that, up to a relabelling of the planes $P_i$, all connected components of $\Sigma \cap P_2^\pm$ are compact (there might be an infinite number of such components). Once there, Corollary 4.4 shows that any such connected component lies at a distance at most $E = E(H_0)$ from $P_2$. This proves Proposition 4.6, taking $P$ parallel to $P_2$ and contained in $P_2^\pm$, at a distance $E(H_0)$ from $P_2$. □

Proposition 4.6 has a stronger form in the case that $\partial \Sigma = \emptyset$. Recall that a surface $\Sigma$ is said to have finite topology if it is diffeomorphic to a compact surface (without boundary) $\Sigma$ with a finite number of points removed, $e_1, \ldots, e_m \in \Sigma$. The points $e_i$ will be called the ends of the surface $\Sigma$. In this way, we have:

**Theorem 4.7.** Assume that the Wulff shape $W$ is symmetric with respect to some plane $P_0$. Then, there exists a constant $G(H_0) > 0$ such that if $\Sigma$ is a properly embedded surface in $\mathbb{R}^3$ with CAMC $H_0 \neq 0$, finite topology and only one end, then $\Sigma$ lies in an open slab of $\mathbb{R}^3$ of width at most $G(H_0)$, and whose boundary is the union of two parallel planes parallel to $P_0$.

Proof. Let $P$ be a plane parallel to $P_0$ that intersects $\Sigma$, and $(x, y, z)$ be Euclidean coordinates in $\mathbb{R}^3$ so that $P$ corresponds to the plane $z = 0$.

Take $R > E(H_0)$, where $E(H_0)$ is the constant given by Corollary 4.4. Then, if we choose $P_1 = \{z = R\}$ and $P_2 = \{z = R + d_0\}$ (with $d_0$ given by (4.1)), and observe that there exist
points of $\Sigma$ at a distance $R > E(H_0)$ from $P_i$, we deduce from Theorem 4.5 and Corollary 4.4 that all connected components of $\Sigma \cap \{z \geq R + d_0\}$ are compact. Thus, $\Sigma \subset \{z < 2R + d_0\}$.

Analogously, we can prove $\Sigma \subset \{z > -(2R + d_0)\}$, what completes the proof. \hfill \Box

Theorem 4.7 also shows that if the Wulff shape $W$ has two linearly independent planes of symmetry, then any properly embedded surface $\Sigma$ in the conditions of the theorem must be contained in a solid cylinder of $\mathbb{R}^3$. In the case where $W$ has three linearly independent planes of symmetry we obtain a specially interesting consequence, which generalizes Meeks’ Theorem C in the introduction:

**Theorem 4.8.** Assume that the Wulff shape $W$ is symmetric with respect to three planes $P_1, P_2, P_3 \subset \mathbb{R}^3$ with linearly independent normal vectors. Then $W$ is, up to homothety, the only properly embedded surface in $\mathbb{R}^3$ with non-zero CAMC, finite topology and at most one end.

**Proof.** Let $\Sigma$ be a surface in the conditions of the theorem. Then, using Theorem 4.7 for each plane $P_i, i = 1, 2, 3$, we see that $\Sigma$ lies in a bounded set of $\mathbb{R}^3$. Since $\Sigma$ is proper, it must then be compact. Now, the Alexandrov-type theorem for CAMC surfaces (see [15]) proves that $\Sigma$ is, up to homothety, the Wulff shape $W$. \hfill \Box
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