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Abstract

In this paper, an automatic data clustering approach is presented using some concepts of the graph theory. Some Cluster Validity Index (CVI) is mentioned, and DB Index is defined as the objective function of meta-heuristic algorithms. Six Finite Element meshes are decomposed containing two- and three-dimensional types that comprise simple and complex meshes. Six meta-heuristic algorithms are utilized to determine the optimal number of clusters and minimize the decomposition problem. Finally, corresponding statistical results are compared.
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1 Introduction

Nowadays, the computational cost of numerical methods is increased, especially in dealing with real-size and practical problems. Hence, additional computational methods are used to improve the performance of the primary numerical approach. For instance, intelligent algorithms such as meta-heuristics are utilized to enhance the accuracy and efficiency of the numerical approaches [1–5] and/or parallel processing concepts have been applied widely to the finite element method in order to solve large-scale problems such as plastic analysis of structures, fracture mechanics, electrical networks, and fluid structures [6, 7].

There are various methods to prepare a finite element method (FEM) problem for parallel processing. One of the most efficient of them is to decompose the problem domain (is called mesh in the FEM) into various sub-domains and analyze each of them by an individual processor. While a parallel approach is employed, the time to complete the analysis will be the time due to the longest sub-task. Therefore, it is vital to define each sub-domain in optimal condition in which the size of each of them is approximately equal.

The act of partitioning or decomposing an unlabeled data set into groups of similar objects means clustering [8]. Recently, Clustering concepts and methods widely are utilized in various research fields such as extended finite element method, shrinkage cracking, event recognition, satellite image classification, fuzzy optimization, black spot identification, cellular structures, and many other efforts.

In the 1980s, the initial efforts to the partitioning of the FEM meshes are made. Farhat [9] proposed a simple automatic domain decomposer of FEM meshes, and after a while, Farhat and Lesoinne [10] presented an automatic partitioning of unstructured type of meshes in FEM. In 1993, a simple and adaptive subdomain generation method for parallel finite element analysis was developed by Khan and Topping [11]. Kaveh and Roosta [12] employed graph theory concepts for optimal domain decomposition.

Gradually, by combining graph theory concepts such as \textit{k}-median and \textit{p}-median of a graph with the domain decomposition problem, the Artificial Intelligent (AI) approaches such as meta-heuristic algorithms are employed to optimize it. Kaveh et al. [13–16], Beitollahi et al. [17], Christofides and Beasley [18], Osman and Christofides [19], Kariv and Hakimi [20], and Estivill-Castro and Torres-Velázquez [21] are some of the scientists that utilized AI approaches as well as graph theory concepts in this manner.
Data Clustering methods can be Hierarchical or Partitional [22, 23] in each of which there is a wealth of subtypes and different methods for obtaining the clusters. In the first category, the output is a tree showing a sequence of clustering, with each cluster being a partition of the data set [24]. Hierarchical methods are divided into agglomerative (bottom-up) or divisive (top-down). Agglomerative methods start with each element as a separate cluster and merge them in successively larger clusters. Nevertheless, division types initiate with the whole set and proceed to divide it into successively clusters.

Although there are many advantages in hierarchical clustering techniques, such as independency of the initial conditions, however, the main drawback of them is they are static; that is, data points assigned to a cluster cannot travel to another cluster. Furthermore, it is possible for them to fail to separate overlapping clusters due to the absence of information about the global shape or size of the clusters [24].

On the other hand, partitional clustering techniques try to decompose the data set into a set of disjoint clusters directly. They attempt to optimize specific criteria, such as the square-error function. The partitional clustering problem has been developed by various fields of science, such as statistics (multivariate analysis) [25], graph theory [26], expectation-maximization methods [27], artificial neural networks [28–30], evolutionary computing [31, 32], and so on.

Enormous effort has been dedicated in the past few years to the complex data sets clustering. However, not tremendous research has been reported to determine the optimal number of clusters at the same time. Most of the well-known clustering methods, especially based on evolutionary algorithms, accept the number of classes as an input instead of calculating the same on the process. Notwithstanding, in many practical cases, there is no appropriate number of groups in a data set, or it is impossible to approximate it.

In this paper, an automatic data set clustering method is presented. The introduced method is employed firstly, to obtain the optimal number of the clusters and secondly, to divide data into related groups. The considered problems in this study are two- and three- dimensional FEM meshes, which are decomposed into the optimal number of clusters. For this aim, the automatic clustering is stated as an optimization problem, and it is solved utilizing six meta-heuristic methods. The Particles Swarm Optimization (PSO) [33], and Genetic Algorithm (GA) [34] as well-known meta-heuristic algorithms, Grey Wolf Optimizer (GWO) [35], Sine Cosine Algorithm (SCA) [36] as the high used meta-heuristic algorithms and, Black Holes Mechanics Optimization (BHMO) [37], and Enriched Firefly Algorithm (EFA) [38] as newly developed meta-heuristic algorithms constitute the set of methods which are utilized to solve the proposed problem.

The rest of the current study is organized as follows. The basic definition of the graph theory and the k-median problem of a graph are outlined in Section 2. Section 3 is dedicated to automatic clustering concepts. The FEM examples are discussed in Section 4. Finally, Section 5 concludes the results of the study and recommends some suggestions for future directions.

2 Basic definitions of the graph theory
A set \( N(G) \) of nodes and a set \( E(G) \) of edges together with a relation of incidence which associate two distinct nodes with each edge, known as its ends, constitute a simple graph \( G \). If two nodes of a graph are the end nodes of an edge then they are called adjacent. An incident edge with a node is one which contains it in its end nodes [39].

A subgraph \( G_i \) of a graph \( G \) is a graph for which \( N(G) \subseteq N(G_i) \) and \( E(G) \subseteq E(G_i) \), and each edge of \( G \) contains the same ends of \( G \). A path of a graph is a finite sequence \( \Pi = \{n_0, e_1, n_1, e_2, \ldots, e_p, n_p\} \) whose terms are alternately distinct nodes \( n_i \) and distinct edges \( e_i \) for \( 1 \leq i \leq p \) and \( n_{i+1} \) and \( n_i \) are two ends of \( e_i \).

A tree \( T \) of a graph \( G \) is a subgraph that contains no cycle (a cycle is a closed path). A spanning tree is a tree containing all the nodes of a graph \( G \). A Shortest Route Tree (SRT) rooted from a specified node \( n_0 \) (is called starting node) is a spanning tree for which the distance between every node \( n_j \) of \( T \) and \( n_0 \) is minimum. The distance between two nodes is taken as the number of edges in the shortest path between these nodes [39].

A clique graph \( G \) of a FEM mesh contains its nodes in one-to-one correspondence with the elements of the considered FEM mesh, and two nodes of \( G \) are connected by an edge if the corresponding elements have at least one common node [39].

The k-median problem of a graph \( G \) is to find a set \( S \) of \( k \) nodes that minimize the distance sum of the shortest paths from all the nodes to their closest node \( n_k \). In other words, the k-median problem aims to decompose or to partition a node-set into \( k \) subsets. The k-median problem of graph \( G \) can be stated as an optimization problem in which the objective function can be defined as Eq. (1.)
\[ \sigma_0(N_i) = \sum_{j \in N_i} v_j d(N_i, j), \]  

where \( \sigma_0(N_i) \) is the out-transmission of nodes \( N_i \), \( N_i \) is the median node number, and \( v_j \) is the weight of node \( j \). Also, \( d(N_i, j) \) is defined as Eq. (2):

\[ d(N_i, j) = \min[d(i', j) : (i' \in N_i)], \]  

where \( i' \) is the node of \( N_i \), which minimizes the value for Eq. (2).

There are various algorithms to optimize the \( k \)-median problem of a graph \( G \). The flowchart of an algorithm in which the introduced concepts are used is illustrated in Fig. 1.

It can be possible to define a FEM mesh as a graph and to decompose it into \( k \) subdomains that each subdomain can be considered as a super element, and its corresponding stiffness matrix can be created in a partitioning form using Eq. (3):

\[
\begin{bmatrix}
  k_{ii} & k_{ib} \\
  k_{bi} & k_{bb}
\end{bmatrix}
\begin{bmatrix}
  d_i \\
  d_b
\end{bmatrix}
= \begin{bmatrix}
  F_i \\
  F_b
\end{bmatrix},
\]

where \( i \) and \( b \) denote the interior and boundary nodes, respectively. Also, \( k, d, \) and \( F \) are stiffness matrix, displacement, and the force vector.

A boundary node is one that is part of more than one subdomain. On the other hand, an interior node is defined as a node that is part of only one subdomain. The corresponding stiffness matrices, displacement, and force vectors used in Eq. (3) can be calculated using Eqs. (4)–(10).

The vector \( F_i \) (force vector of interior nodes) can be defined using static condensation.

\[ [F_i] = [k_{ii}][d_i] + [k_{ib}][d_b], \]  

or

\[ [d_i] = [k_{ii}]^{-1}[F_i - [k_{ib}][d_b]]. \]  

Substituting Eq. (5) in the second part of Eq. (3) leads to Eq. (6).

\[ [F_i] = [k_{ii}][k_{ii}]^{-1}([F_i] - [k_{ib}][d_b]) + [k_{ib}][d_b], \]

or

\[ [k_{ii}][k_{ii}]^{-1}([F_i] - [k_{ib}][d_b]) = [F_b], \]

\[ [k_{ii}][k_{ii}]^{-1}([k_{ii}] - [k_{ib}]) = [k_{ib}]. \]  

Eq. (8) denotes the condensed super element stiffness matrix, and the corresponding modified force vector can be defined as Eq. (9).

\[ [k_{ii}][k_{ii}]^{-1}([F_i] - [F^*]) = [F^*_b]. \]

Therefore,

\[ [F^*] = [k^*][d_b]. \]

Eq. (10) can be used to assemble structural stiffness matrix, displacement, and the force vector.

### 3 Automatic clustering

A pattern is a physical or abstract structure of objects which is distinguished from others by a common set of attributes called features, which together represent a pattern [40]. Let \( P = \{P_1, P_2, \ldots, P_n\} \) be a set of \( n \) data points or patterns, each of them containing \( d \) features in \( d \)-dimensional problem space. Also, these data points can be represented by a profile data matrix \( X_{n \times d} \); the \( i \)th row vector \( X_i \) characterizes the \( i \)th object from the set \( P \), and each element \( X_{ij} \) in \( X_i \) corresponds with \( j \)th real-value feature.
(j = 1, 2, ..., d) of the ith pattern (i = 1, 2, ..., n). A part-
tional clustering technique attempts to obtain a partition 
\( C = \{C_1, C_2, \ldots, C_k\} \) of k classes, such that the similarity of the patterns in each cluster is maximum and patterns from different clusters differ as far as possible [8].

The partitions must maintain three properties.
1. Each cluster should have at least one pattern assigned.
2. Two different clusters should have no pattern in common.
3. Each pattern should definitely be attached to a cluster.

There are various ways for data partitioning, each of them maintaining all of the properties as mentioned above. Therefore, an objective function must be defined to obtain optimal clustering. Hence, the problem turns out to be one of getting a partition \( C' \) of optimal or near-optimal adequacy, as compared to all other feasible solutions \( C = \{C_1, C_2, \ldots, C^{\text{feasible}}\} \), where \( C^{\text{feasible}} \) is the number of feasible partitions and can be defined as Eq. (11).

\[
N(n,k) = \frac{1}{k!} \sum_{i=1}^{k} (-1)^i \binom{k}{i} (k-i)^n
\] (11)

Therefore, the current problem can be defined as an optimization one, as stated as Eq. (12).

Optimize \( f(X_{\text{eq},k}, C) \),

where \( C \) is a single partition from the set \( C \), and \( f \) is a statistical-mathematical function which quantifies the fitness of a partition based on the distance measure of the patterns. It has been shown that the current problem is NP-hard when the number of clusters exceeds 3 [41].

As introduced previously and according to the Eq. (12), defining a proper objective function or \textit{Similarity Measure} [8] plays a crucial role in the clustering procedure. One of the most well-received approaches to evaluate the similarity between patterns amounts is the use of distance criteria. The most popular distance criterion is the Euclidean distance that is stated for two \( d \)-dimensional patterns \( X_i \) and \( X_j \) as Eq. (13).

\[
d(\bar{X}_i, \bar{X}_j) = \sqrt{\sum_{p=1}^{d}(X_{i,p} - X_{j,p})^2} = \| \bar{X}_i - \bar{X}_j \|
\] (13)

The Euclidean distance is a particular case of the Minkowski metric when \( \alpha = 1 \). The Minkowski metric can be defined as Eq. (14).

\[
d^\alpha(\bar{X}_i, \bar{X}_j) = \left( \sum_{p=1}^{d}(X_{i,p} - X_{j,p})^\alpha \right)^{\frac{1}{\alpha}} = \| \bar{X}_i - \bar{X}_j \|^\alpha
\] (14)

Also, when \( \alpha = 1 \), the distance is known as the Manhattan distance. Many other distance criteria can be found in mathematical or clustering references, such as [8].

For automatizing the clustering procedure, a Cluster Validity Index (CVI) must be defined. Ordinarily, a CVI serves two aims. Firstly, to determine the number of clusters, and secondly, to obtain the corresponding best partition. Hence, a CVI should take care of the two aspects of partitioning [23].

1. Cohesion: the patterns in a cluster should be as similar as possible to each other.
2. Separation: clusters should be well separated.

There are some well-known and robust CIVs, such as Dunn’s index [41], the Calinski-Harabasz index [42], the DB index [43], the Pahlavanzadeh-Shojaei et al. index (PBM) index [44], and the CS measure [45]. In the current study, the DB Index is employed and described as follows.

The DB Index is a function of the ratio of the sum within-cluster scatter to between-cluster separation. It utilizes either the clusters or their sample means. The within \( i \)th cluster scatter and the between the \( i \)th, and \( j \)th cluster distance can be defined as Eqs. (15) and (16), respectively.

\[
S_{i,j} = \left[ \frac{1}{N_i} \sum_{X \in C_i} \| \bar{X} - \bar{m}_i \|^{\frac{2}{\alpha}} \right]^{\frac{\alpha}{2}}
\] (15)

\[
d_{q,t} = \left[ \sum_{p=1}^{d} (m_{q,p} - m_{t,p})^2 \right]^{\frac{1}{2}} = \| \bar{m}_q - \bar{m}_t \|
\] (16)

where \( m_i \) is the \( i \)th cluster center, \( q, t \geq 1 \), is an integer and can be independently selected. Also, \( N_i \) is the number of elements in the \( i \)th cluster \( C_i \). If Eq. (17) states the \( R_{i,j} \), and then the DB Index can be defined as Eq. (18).

\[
R_{i,j} = \max_{j \neq k, i} \left\{ \frac{S_{i,j} + S_{j,i}}{d_{q,t}} \right\}
\] (17)

\[
DB(k) = \frac{1}{k} \sum_{i=1}^{k} R_{i,j}
\] (18)

The smallest \( DB(k) \) index indicates a valid optimal partition [8].

4 FEM examples
In this section, six FEM meshes, including two- and three-
dimensional types, are decomposed to the optimum number of clusters employing introduced concepts and utilizing six meta-heuristic methods. The Particles Swarm Optimization (PSO) [33], and Genetic Algorithm (GA) [34]
as well-known meta-heuristic algorithms, Grey Wolf Optimizer (GWO) [35], Sine Cosine Algorithm (SCA) [36] as high-cited meta-heuristic algorithms and, Black Holes Mechanics Optimization (BHMO) [37], and Enriched Firefly Algorithm (EFA) [38] as newly developed meta-heuristic algorithms constitute the set of methods which are utilized to solve the current problem.

In each example, firstly, the FEM meshes are considered as a graph considering their corresponding element connectivity. Then, the proposed concepts are employed to obtain the optimum number of clusters and their relevant cost. Finally, the results of the algorithms are compared. In each case, the total number of function evaluations (NFE) is equal to 200000, and each problem is solved 50 times. For each example, the corresponding complete data to its mesh will be made available on request.

4.1 2D mechanical lever with corner crack
The first example is a two-dimensional mechanical lever model with a corner crack, as illustrated in Fig. 2. The corresponding mesh contains 501 nodes and 801 CST elements. The model is decomposed using meta-heuristic algorithms, and the final results are reported in Table 1.

The comparison between the utilized algorithm is shown in Fig. 3. Also, the decomposed meshes obtained by different methods are illustrated in Figs. 4 to 6.
4.2 2D simple beam with non-central notch

The second example is a two-dimensional simple supported beam containing an initial notch near the left support, as shown in Fig. 7. The corresponding mesh comprises 584 nodes and 1056 CST elements. The statistical results are reported in Table 2.

The comparison between the utilized algorithm is shown in Fig. 8. Since all methods calculated the same number of clusters of the problems, the final corresponding decomposed meshes with them are very similar. Hence, only the final result of the EFA algorithm is shown in Fig. 9. Other outcomes will be available on request.

4.3 3D arc

The current example contains a three-dimensional arc, as shown in Fig. 10. The corresponding mesh comprises 468 nodes and 1445 tetrahedral elements. The statistical results are reported in Table 3.

The comparison between the utilized algorithm is shown in Fig. 11. Also, the decomposed meshes obtained by different methods are illustrated in Figs. 12 and 13.

4.4 3D mechanical motor

Example 4 contains a three-dimensional mechanical motor, as illustrated in Fig. 14. The corresponding mesh contains 5726 nodes and 2860 tetrahedral elements. The statistical results are reported in Table 4.
The comparison between the utilized algorithm is shown in Fig. 15. Also, the decomposed meshes obtained by different methods are illustrated in Figs. 16–19.

4.5 3D mechanical piece
Example 5 contains a three-dimensional mechanical piece, as illustrated in Fig. 20. The corresponding mesh contains 15506 nodes and 12700 tetrahedral elements. The statistical results are reported in Table 5.

The comparison between the utilized algorithm is shown in Fig. 21. Also, the decomposed meshes obtained by different methods are illustrated in Figs. 22–25.

4.6 3D plate with Two Holes
The last example contains a three-dimensional plate with two holes, as illustrated in Fig. 26. The corresponding mesh comprises 898 nodes and 2688 tetrahedral elements. The statistical results are reported in Table 6.
The comparison between the utilized algorithm is shown in Fig. 27. Also, the decomposed meshes obtained by different methods are illustrated in Figs. 28–30.

| Table 5 Statistical Results of Example 5 |
|-----------------------------------------|
| Best         | PSO | GA  | SCA  | GWO  | BHMO | EFA  |
| Average      | 34.57 | 25.89 | 26.47 | 27.94 | 21.99 | **18.92** |
| Std.         | 1.45E-14 | 1.08E-14 | 1.81E-14 | 1.81E-14 | 3.61E-15 | 1.08E-14 |
| Cluster No. (k) | 6   | 2   | 4    | 7    | 2    | 2    |
| Time Ratio (%) | 22.75 | 49.97 | 5.77 | 6.40 | **3.67** | 11.44 |

Fig. 15 The comparison between meta-heuristic algorithms (Example 4)

Fig. 16 The decomposed mesh into 2 clusters of Example 4 by the PSO algorithm

Fig. 17 The decomposed mesh into 3 clusters of Example 4 by the EFA algorithm

Fig. 18 The decomposed mesh into 8 clusters of Example 4 by the SCA algorithm

Fig. 19 The decomposed mesh into 9 clusters of Example 4 by the GWO algorithm

Fig. 20 The 3D mechanical piece; 3D and top views

Fig. 21 The comparison between meta-heuristic algorithms (Example 5)
5 Conclusions

This paper has introduced an automatic data clustering technique in which some concepts of the graph theory are employed. In the presented method, a Cluster Validity Index (CVI) is used that is called DB Index. This CVI aids the algorithm to determine the number of clusters automatically in the optimization problem. Therefore, either the number of clusters or the decomposed set members will be...
optimized. In order to evaluate the proposed method, two- and three-dimensional FEM meshes are considered. They have been decomposed into the sub-meshes utilizing six meta-heuristic algorithms. The set of examples comprises simple and more complicated FEM meshes. As reported in detail, the performance of the algorithms is approximately equal in simple problems such as the simple beam or mechanical lever. By increasing the complexity of the meshes, either due to geometry or type and number of elements, the performance of two newly developed algorithms, i.e., Enriched Firefly Algorithm (EFA) and Black Holes Mechanics Optimization (BHMO), is improving as well as their consumed time is decreasing. It may be due to graph-theoretical concepts that are employed in the principal procedure of these two algorithms.

For future works, it may be appropriate to develop a new objective function for domain decomposition based on FEM computations such as stress calculated stress fields in the domain. Also, it can be possible to utilize the adaptive version of algorithms to reduce the number of analyses and joint the proposed technique to the parallel processing codes to develop a general analysis program.
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