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Abstract

In applications such as wireless communication, it is important to study the statistical properties of $L_2$, the minimal arc distance between a random point (e.g., a cellphone user) uniformly distributed on a sphere to a set of pre-defined seeds (e.g., wireless towers) on that sphere. In this study, we first derive the distribution (CDF) and density (PDF) functions of the arc distance between a selected vertex of a spherical triangle to a random point uniformly distributed within this triangle. Next, using computational techniques based on spherical Voronoi diagram and triangular partition of Voronoi cells, we derive moments of $L_2$ and $\cos L_2$. These results are verified by extensive Monte Carlo simulations.
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1. Introduction

A Voronoi diagram, also known as Thiessen polygon or Dirichlet tessellation, is a powerful tool in conducting research related to the partition of a space \cite{1}. Given a set of pre-specified points (called seeds or sites), a Voronoi diagram
divides the space into regions (called Voronoi cells) according to the nearest-neighbor rule, such that each region contains exactly one seed and the interior points of the regions are closer to this seed than any others [2] [3].

Voronoi diagrams can be constructed efficiently [4], and it has wide applications in various disciplines, including forestry, chemistry, transportation, and statistics [5] [6] [7] [8]. In particular, it has been used by mathematicians and statisticians to model stochastic foam geometries [9], estimating Shannon entropy of multidimensional probability [10], approximating resampling-based distributions [11], etc.

In this study, we focus on the following application of Voronoi diagram in wireless communications. As we know, wireless signal strength depends critically on the distance between a user’s device (e.g., cell phone) and the nearest base station. In order to study the distribution and moments of this minimal distance, we need to decompose the whole region covered by wireless signal into Voronoi cells [12] [13] of which the seeds are base stations. Because a Voronoi cell is a convex polygon composed of several triangles intersecting at the seed, it suffices to study the stochastic properties of the distance between a selected vertex (the seed) of a triangle and a random interior point. Several research teams, including us, have study this problem on $\mathbb{R}^2$ thoroughly under the assumption that the random point follows a uniform distribution on the triangle [14] [15] [16] [13]. In particular, we derived the closed-form cumulative distribution function (CDF), probability density function (PDF), and the first two moments of this random distance [13].

There are various generalizations of Voronoi diagram that serve better for certain applications [17], including higher order diagrams, weighted Voronoi diagrams, and the case in which the seeds are replaced by line segments [18] [12] [19] [20]. Another large class of generalizations are Voronoi diagrams defined on non-Euclidean geometric spaces, e.g., Laguerre planes or spheres [21] [22] [23]. The latter case (spherical Voronoi diagram, illustrated in Figure 1) is especially important in practice, not least because the Earth is approximated spherical. Again take the wireless communication problem as an example, if the base
stations to be modeled occupy a relatively large area, using the spherical Voronoi diagram defined on $S^2$ would be more accurate than the planar Voronoi diagram. There are similar problems in large-scale forest ecology, vehicle distribution management, and biomolecular structure modeling, that can benefit from using the spherical rather than planar Voronoi diagram.

The distance between random points on $S^2$ have been studied by a few researchers, including the generation and test of uniformity on the sphere [24], minimization of the summation of Euclidean distances of $n$ random points [25], and random spherical packing [26, 27]. However, no prior studies have systematically studied the stochastic properties of $L_0(\Delta PBC)$, the random spherical distance (a.k.a. arc distance) between a given vertex $P$ to a random point $Q$ which is uniformly distributed on the spherical triangle $\Delta PBC$.

In this study, we first study the stochastic properties of $L_0(\Delta PBC)$ in detail, and extend these results to the case in which the spherical triangle $\Delta PBC$ is replaced by an arbitrary convex spherical polygon. Next, we use these results and techniques based on spherical Voronoi diagram to derive the distribution of $L_2(P_1, \ldots, P_m)$, which is the minimal arc distance between a uniformly distributed random point on $S^2$ to $\{P_1, \ldots, P_m\}$, a collection of pre-specified sites on the same sphere.

This manuscript is organized as follows. In Section 2 we provide useful preliminary results about spherical triangles. Detailed derivations of the CDF and PDF of $L_0(\Delta PBC)$, as well as their generalizations to convex spherical polygons (dubbed as $L_1(\Gamma, P)$, where $\Gamma$ is a convex spherical polygon and $P$ is an arbitrary internal seed), are given in Sections 3.1 and 3.2. The CDF and PDF of $L_2(P_1, \ldots, P_m)$ is derived in Section 3.3. The close-form expression of first four moments of $L_0(\Delta PBC)$ is provided in Section 4. To further demonstrate the utility of the CDF and PDF derived in Section 3 we derive the exact formula for several moments of $\cos(L_0(\Delta PBC))$ in Appendix B. These quantities are useful in spherical cluster analysis and data mining [28, 29, 30, 31].
Figure 1: An illustration of spherical Voronoi diagram and spherical triangles. (a) Given a set of seeds, the spherical Voronoi diagram is a partition of a sphere into convex spherical polygons, such that the points within each polygon has the shortest spherical (angular) distance to the interior seed than all exterior seeds. A combination of triangulation and mid-point bisector inspector is employed to form these honeycomb-like, asymmetric, mesh-like shapes. (b) Due to the non-Euclidean nature of $S^2$, a “straight line” (geodesic) on $S^2$ is a great circle, and the spherical triangle is a triangular shaped area enclosed by three great circles. The spherical distance between two points such as $A_1$ and $A_2$ is measured by the arc-length of the great circle passing through these two points. Spherical geometry and trigonometry is fundamentally different from planar geometry/trigonometry. For instance, the sum of the interior angles of a spherical triangle exceeds 180 degrees [32].

2. Useful geometric properties of spherical triangles

Throughout this manuscript, we denote the sphere in $\mathbb{R}^3$ centered at the origin (denoted by $O$) with radius $R$ by $S^2_R := \{x \in \mathbb{R}^2 : |x| = R\}$. Let $A$ and $B$ be two distinct and non-opposing points on $S^2_R$, e.g., $A \neq \pm B$, they define a great circle, i.e., geodesic on $S^2_R$. We denote the smallest arc of a great circle with endpoints $A$ and $B$ by $L_{AB}$; $\angle AOB$ measured in radians by $\varphi_{AB}$. We also denote the area of the spherical cap by $A_{\text{cap}}$ and the half-of-top angle of this spherical cap by $\theta$ (see Fig. 2(a)). The area of a spherical sector, as shown in Fig. 2(b) is denoted by $A_{\text{fan}}$, its top angle is denoted by $\alpha$. Formal definitions of these concepts can be found in Appendix A.
Figure 2: The three sub-figures illustrate the cap, fan and triangle on a sphere. (a) A spherical cap is the region of a sphere cut off by a plane. If the plane passes through the center of the sphere, the cap is a called a hemisphere. We could use a second plane to cut the cap, which will result in a spherical segment. (b) A spherical fan on the sphere is part of a spherical cap generated by further partitions, using great circles passing through the apex or the pole of spherical cap. (c) A triangle from a sphere can be formed using 3 points on a sphere, connected by the great circles. In this paper, we consider the inner triangles instead of the outer triangles. The sum of the angles of a inner spherical triangle is between $\pi$ and $3\pi$ times the radius.

Area of spherical triangle. Let $\alpha_P, \alpha_B, \alpha_C$ be the three interior angles of triangle $\Delta PBC$, as shown in Fig. 2(c). It is well known that the area of $\Delta PBC$ is

$$A_\Delta = R^2 (\alpha_P + \alpha_B + \alpha_C - \pi) = R^2 E$$  \hspace{1cm} (1)$$

Here $\alpha_P, \alpha_B, \text{ and } \alpha_C$ represent angles between great circles. The spherical angle $\angle APB = \alpha$ can be calculated with the following Equation

$$\alpha = \arccos \left( \frac{(\overrightarrow{OA} \times \overrightarrow{OP})^0 \cdot (\overrightarrow{OB} \times \overrightarrow{OP})^0}{|\overrightarrow{OA} \times \overrightarrow{OP}||\overrightarrow{OB} \times \overrightarrow{OP}|} \right)$$  \hspace{1cm} (2)$$

Here $\overrightarrow{v}^0$ represents the unit direction of vector $v \in \mathbb{R}^3$, namely, $\overrightarrow{v}^0 := \frac{v}{|v|}$.

The calculation for $\alpha_B$ and $\alpha_C$ are similar. $E$ is called the spherical excess, $0 \leq E \leq 2\pi$, with $E = 0$ being the degenerate case in which all three points locate on one great circle.

Altitude of spherical triangle. An important concept used in our derivation is the altitude of a spherical triangle, which is a generalization of the altitude of a planar triangle [13]. For spherical triangle $\Delta PBC$, the length $h_{BC}$ (or $h$) of
the altitude to base edge \(BC\) is the length of arc \(PM\), as shown in Fig. 2(c), which can be calculated as

\[
h = R \angle POM = R \arcsin(\overrightarrow{n} \cdot \overrightarrow{OP})
\]

where \(\overrightarrow{n}\) is the unit normal direction of the plane defined by points \(O, B\) and \(C\): \(\overrightarrow{n} := (\overrightarrow{OB} \times \overrightarrow{OC})^0\); \(h\) is the shortest distance from vertex \(P\) to the greatest circle defined by \(B\) and \(C\). In addition, the intersection \(M\) can be calculated by the following equation

\[
\overrightarrow{OM} = R(\overrightarrow{OP} + t \overrightarrow{n}),
\]

where \(t = -(\overrightarrow{n} \cdot \overrightarrow{OP})\).

3. Distribution of the Minimal Arc Distance

In this section, we will derive the distribution of \(L_2(P_1, \ldots, P_m)\), the minimal arc distance between a random point \(Q\) to a pre-specified set of sites \(\{P_1, \ldots, P_m\}\) on a sphere.

3.1. Distribution of \(L_0(\Delta PBC)\)

Recall that \(\Delta PBC\) is an arbitrary spherical triangle, and \(L_0(\Delta PBC)\) represents the arc distance between \(P\) to a random point \(Q\) uniformly distributed in \(\Delta PBC\). Without loss of generality, we may choose \(B\) and \(C\) such that that \(L_{PB} \leq L_{PC}\). In [16], Ahmadi and Pan classified every spherical triangle \(\Delta PBC\) into two cases based on whether the altitude from \(P\) to the arc \(BC\) is inside (e.g., Fig. 3(a)) or outside (e.g., Fig. 3(b)) of the triangle.

We find that these two cases based on the altitude can be unified into a single graph (Fig. 3(c)) as follows: based on the altitude, a reflection of arc \(PB\) about the altitude is drawn. The outside and the inside arcs are denoted by \(\overrightarrow{PB_1}\) and \(\overrightarrow{PB_2}\), respectively. Then for the inside-altitude case, \(B\) coincides with \(B_1\), while for the outside-altitude case, \(B\) coincides with \(B_2\). The above procedure is illustrated in Fig. 3(c).

The altitude length \(h\) can be calculated with Equation (3). \(F_{L_0}(r)\), the CDF of \(L_0\) can be represented as \(F_{L_0}(r) = S(r)/\Omega\), where \(\Omega\) is the area of the
Figure 3: $\Delta PBC$ can be classified into two classes based on the location of the altitude $PM$: (a) The inside-altitude case, $PM \subset \Delta PBC$; (b) the outside-altitude case, $PM \not\subset \Delta PBC$. By reflecting arc $PB$ about the altitude $PM$, we can unify these two cases, which is illustrated in (c).

spherical triangle $\Delta PBC$ and $S(r) := |B_r(P) \cap \Delta PBC|$ \[15\], where $B_r(P)$ is a spherical cap centered at $P$ with radius $r$. By construction, $B_r(P) \cap \Delta PBC$ contains those points in $\Delta PBC$ with arc distance to $P$ less or equal to $r$. The following four cases need to be considered.

Case 1. When $0 < r \leq h$, $B_r(P) \cap \Delta PBC$ is a sector, centered at $P$, with two cut points on $\overparen{PB_1}$ and $\overparen{PC}$, as shown in Fig.4(a). Using Equation (A.3), its area is

$$S(r) = \alpha_P(1 - \cos r)R^2,$$

where $\alpha_P$ is $\angle BPC$.

Case 2. When $h < r \leq L_{PB}$, $B_r(P) \cap \Delta PBC$ consists of a spherical triangle, $\Delta PD_1D_2$ (mid), and two sectors, (both centered at $P$, one has cut points on $\overparen{PB_1}$ and $\overparen{PD_1}$, the other cuts on $\overparen{PD_2}$ and $\overparen{PC}$), as shown in Fig.4(b) With Equations (A.3) and (1), we have

$$S(r) = \{ \alpha_1(1 - \cos r) + \eta[(\pi/2 + \alpha_r + \beta_r - \pi) + (\alpha_2 - \alpha_r)(1 - \cos r)] \} R^2.$$  

Here $\alpha_r = \angle MPD_2$, $\beta_r = \angle PD_2M$, and their values depend on $r$. $\alpha_1 = \angle CPB_2$ and $\alpha_2 = \angle MPB_2$ do not depend on $r$. $\eta := LB_{B2}/L_{MB2}$, thus $\eta = 0$ if $B = B_2$, $\eta = 2$ if $B = B_1$. 
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Figure 4: The CDF/PDF of $r_0(\Delta PBC)$ depends on how the spherical fan originated from $P$ with radius $r$ intersects with $\Delta PBC$. By construction, every point $P$ in this fan satisfies $L_{PQ} \leq r$, therefore $P(r_0 \leq r)$ is the ratio between the area of the intersection and the area of the triangle. This intersection can be classified as follows: (a) case 1: $0 < r_0 \leq h$, the intersection is a sector. (b) case 2: $h < r_0 \leq L_{PB}$, it contains a spherical triangle and two sectors. (c) case 3: $L_{PB} < r_0 \leq L_{PC}$, it contains a spherical triangle and a sector. (d) case 4: $r_0 > L_{PC}$, it is a spherical triangle.

$\alpha_r$ and $\beta_r$ can be represented in one integrative Equation [6] for both inside-
altitude and outside-altitude cases

\begin{align}
\alpha_r &= \cos^{-1}[(\overrightarrow{OM} \times \overrightarrow{OP})^0 \cdot (\overrightarrow{OD_2} \times \overrightarrow{OP})^0]\\
&= \arccos\left(\frac{\tan h}{\tan r}\right). \tag{7}
\end{align}

\begin{align}
\beta_r &= \cos^{-1}[(\overrightarrow{OP} \times \overrightarrow{OD_2})^0 \cdot (\overrightarrow{OM} \times \overrightarrow{OD_2})^0]\\
&= \arcsin\left(\frac{\sin h}{\sin r}\right). \tag{8}
\end{align}

Case 3. When \( L_{PB} < r \leq L_{PC} \), \( B_r(P) \cap \Delta PBC \) includes a spherical triangle \( \Delta PBD_2 \) and a sector centered at \( P \) with cut points on \( PD_2 \) and \( PC \), as shown in Fig.4(c). With Equations (A.3) and (1), we have

\begin{equation}
S(r) = [(\alpha_P - \omega_r + \alpha_B + \beta_r - \pi) + \omega_r(1 - \cos r)]R^2, \tag{11}
\end{equation}

where \( \alpha_B = \angle PBC \). \( \omega_r = \angle D_2PC \), depending on the distance \( r \), can be calculated as

\begin{equation}
\omega_r = \cos^{-1}[(\overrightarrow{OC} \times \overrightarrow{OP})^0 \cdot (\overrightarrow{OD_2} \times \overrightarrow{OP})^0] = \angle MPC - \alpha_r. \tag{12}
\end{equation}

Case 4. When \( r > L_{PC} \), \( B_r(P) \cap \Delta PBC \) is the spherical triangle \( \Delta PBC \) as shown in Fig.4(d). Thus we have

\begin{equation}
S(r) = \Omega. \tag{13}
\end{equation}

After simplifications, \( S(r) \) can be represented as

\begin{equation}
S(r) = \begin{cases}
0, & r \leq 0 \\
\alpha_P g_r R^2, & 0 < r \leq h \\
(\alpha_1 g_r + \eta[(\alpha_r + \beta_r - \pi/2) + (\alpha_2 - \alpha_r)g_r])R^2, & h < r \leq L_{PB} \\
((\alpha_P + \alpha_B + \beta_r - \pi - \omega_r \cos r)R^2, & L_{PB} < r \leq L_{PC} \\
\Omega, & r > L_{PC}
\end{cases} \tag{14}
\end{equation}

where \( g_r = 1 - \cos r \). Apparently \( r \geq 0 \) in reality; we include a case for \( r \leq 0 \) in the above formula so that the domain of the CDF of \( r_0 \) can be extended to \( \mathbb{R} \).

Again, the CDF of \( L_0(\Delta PBC) \) is \( F_{L_0}(r) = \frac{S(r)}{\Omega} \); hence its PDF is \( f_{L_0}(r) := \frac{S'(r)}{\Omega} \).
given in the following equation

\[
F_{L_0}(r) = \begin{cases} 
0, & r \leq 0 \text{ or } r > L_{PC} \\
\frac{1}{n} \alpha_0 \sin r R^2, & 0 < r \leq h \\
\frac{1}{n} (\alpha_1 \sin r + \eta [\alpha'_r \cos r + \beta'_r + (\alpha_2 - \alpha_0) \sin r]) R^2, & h < r \leq L_{PB} \\
\frac{1}{n} [\beta'_r - \omega'_r \cos r + \omega_r \sin r] R^2, & L_{PB} < r \leq L_{PC}
\end{cases}
\] (15)

Here \( \alpha'_r, \beta'_r, \) and \( \omega'_r \) are the derivatives of \( \alpha_0, \beta_0, \) and \( \omega_0 \) w.r.t. \( r_0 \), respectively. When \( h \leq r \leq L_{PC} \),

\[
\alpha'_r = \frac{\partial \alpha'_r}{\partial r} = \frac{\tan h}{\sin r \cos r \sqrt{\tan^2 r - \tan^2 h}},
\] (16)

\[
\beta'_r = \frac{\partial \beta'_r}{\partial r} = -\frac{\sin h \cos r}{\sin r \sqrt{\sin^2 r - \sin^2 h}},
\] (17)

\[
\omega'_r = -\alpha'_r.
\] (18)

3.2. Extension to Convex Spherical Polygons

In real world applications, researchers may be interested in the distribution of arc distance between a pre-specified internal point \( P \) to a point \( Q \) that is uniformly distributed in a spherical polygon \( \Gamma \). If \( \Gamma \) is convex, it can be decomposed into a combination of spherical triangles pivoting at \( P \) as shown in Fig. 5, so we can extend the results we obtained in the previous section to this case.

To avoid confusion, we use \( L_1 \) instead of \( L_0 \) to represent the random arc distance \( L_{PQ} \). The CDF of \( L_1 \) can be calculated based on the formulas in subsection 3.1.

A convex spherical polygon \( \Gamma \) with \( n \) edges can be segmented as \( n \) spherical triangles pivoting at an internal \( P \). An illustration is given in Fig. 5 where \( \Gamma \) is a spherical heptagon with vertices \( B_1, B_2, \ldots, B_7 \) that is decomposed into seven spherical triangles: \( \Delta P B_1 B_2, \ldots, \Delta P B_7 B_1 \).

Based on construction, for \( L_1(\Gamma, P) \) defined for a spherical polygon \( \Gamma \) with \( n \) vertices \( B_1, B_2, \ldots, B_n \) and an internal point \( P \), its CDF and PDF are

\[
F_{L_1}(r) = P(L_{PQ} \leq r) = \frac{1}{|\Gamma|} \sum_{i=1}^{n} S_i(r), \quad f_{L_1}(r) = \frac{1}{|\Gamma|} \sum_{i=1}^{n} S'_i(r).
\] (19)
A convex spherical polygon $\Gamma$ can be decomposed into a set of adjacent spherical triangles pivoting at a pre-specified internal point $P$. In Fig. 5, the spherical cap centered at $P$ represents a subset of $\Gamma$ in which every point $Q$ satisfies $L_{PQ} \leq r$, where $r$ is the arc radius of this spherical cap. Apparently, this spherical cap is the disjoint union of spherical fans pertaining to the member triangles. Consequently, the statistical properties of $L_1 = L_{PQ}$, the arc distance between $P$ and a random point $Q$ in $\Gamma$, can be derived from the properties of $r_0$, which is the random arc distance between $Q$ to a pre-selected vertex $P$ of a spherical triangle.

$$S_i(r) = \frac{1}{\Delta PB_i B_{i+1}} \sum_{Q \in \Delta PB_i B_{i+1}} L_{PQ} \leq r$$ for $i = 1, 2, \ldots, n - 1$, and $S_n(r) = |BP_n B_1|$. These values, as well as their derivatives, can be computed by Equations (14) and (15). Of note, $S_i(r) = |\Delta PB_i B_{i+1}| \cdot P(L_{PQ} \leq r | Q \in \Delta PB_i B_{i+1})$, therefore $F_{L_1}(r) = \sum_{i=1}^{n} \frac{|\Delta PB_i B_{i+1}|}{|B_i B_{i+1}|} \cdot P(L_{PQ} \leq r | Q \in \Delta PB_i B_{i+1})$, which is a weighted summation of conditional probabilities.

**3.3. Distribution of the Minimal Arc Distance $L_2(P_1, \ldots, P_m)$**

Let $\{P_1, P_2, \ldots, P_m\}$ be a pre-specified set of points on a sphere and $Q$ be a random point that is uniformly distributed on this sphere. Let $L_2 :=$
\[ \min_{j=1}^{m} L_{P_j Q} \] be the minimal arc length between \( Q \) and \( \{P_1, P_2, \ldots, P_m\} \). To derive the distribution of \( L_2 \), we first partition the sphere into \( \{\Gamma_j\}_{j=1}^{m} \), the spherical Voronoi diagram with seeds \( \{P_1, P_2, \ldots, P_m\} \). By construction, each cell \( \Gamma_j \) in this diagram is a spherical polygon such that every point in \( \Gamma_j \) is closer to \( P_j \) (the seed of \( \Gamma_j \)) than any other seed in terms of arc distance. Consequently, if \( Q \in \Gamma_j \), \( L_2 = L_{P_j Q} \). This property is illustrated in Fig.6.

Figure 6: A spherical Voronoi diagram is a partition of sphere that consists of adjacent and disjoint spherical polygons (\( \{\Gamma_1, \ldots, \Gamma_m\} \)) based on pre-specified seeds \( \{P_1, \ldots, P_m\} \). For each point \( Q \in \Gamma_j \), its arc distance to \( P_j \) (the seed of \( \Gamma_j \)) is the shortest among all seeds. Circles in the figure represent points that have the same arc distance to a given seed. The intersections of these circles can be used to determine the boundaries between adjacent cells.

Once the Voronoi diagram is constructed, the distribution of \( L_2 \) can be derived in this way. First, we use Equation (19) to obtain the distribution of \( L_2 \) conditional on \( Q \in \Gamma_j \). As a reminder, it depends on partition \( \Gamma_j \) into disjoint spherical triangles \( \Delta P_j B_{i,j} B_{i+1,j} \), for \( i = 1, 2, \ldots, n_j \). The unconditional distribution of \( L_2 \) can then be obtained by taking the weighted summation of
these conditional distributions over all spherical triangles. The final result is presented as follows.

\[ F_{L_2}(r) = \frac{m}{4\pi R^2} \sum_{j=1}^{m} \sum_{i=1}^{n_j} S_{i,j}(r). \]

Here \( S_{i,j}(r) = |B_i(P) \cap \Delta P_j B_{i,j} B_{i+1,j}| \) is the intersection of a spherical ball and the spherical triangle \( \Delta P_j B_{i,j} B_{i+1,j} \subset \Gamma_j \). It is easy to see that

\[ S_{i,j}(r) = |\Delta P_j B_{i,j} B_{i+1,j}| \cdot P(L_P Q \leq r | Q \in \Delta P_j B_{i,j} B_{i+1,j}), \]

\[ \sum_{i=1}^{n_j} S_{i,j}(r) = |\Gamma_j| \cdot F_{L_1}(r | Q \in \Gamma_j). \]

4. Moments

With the density functions derived in the previous section (Equations (15), (19), and (20)), we are now ready to compute the \( k \)th moments of \( L_0, L_1, \) and \( L_3 \).

For a given spherical triangle \( \Delta PBC \), we have

\[ E(L_0^k(\Delta PBC)) = \int_{-\infty}^{\infty} r_0^k f_{L_0}(r_0)dr_0 := \frac{R^2}{\Omega} (\text{Term}_1 + \text{Term}_2 + \text{Term}_3). \]

\[ \text{Term}_1 = \int_{\theta_0}^{\theta_0 + \alpha_P \sin r_0} \theta_0^k d\theta_0. \]

\[ \text{Term}_2 = \int_{L_{PB}}^{L_{PC}} r_0^k \left( \alpha_1 \sin r_0 + \eta(\alpha'_{r_0} \cos r_0 + \beta'_{r_0} + (\alpha_2 - \alpha_{r_0}) \sin r_0) \right)dr_0. \]

\[ \text{Term}_3 = \int_{L_{BP}}^{L_{PC}} r_0^k \left( \beta'_{r_0} - \omega_{r_0} \cos r_0 - \omega_{r_0} \sin r_0 \right)dr_0. \]

Here \( \alpha'_{r_0} \) and \( \beta'_{r_0} \) are sophisticated functions of \( r_0 \) defined by Equations (16) and (17). To the best of our knowledge, Equation (21) does not permit an analytic solution. In practice, it can be calculated with a suitable numerical integration method. In our implementation, this integral is computed by Gaussian quadrature [33].

As we mentioned in Section 3.2, moments of \( L_1 \) for a given convex spherical polygon \( \Gamma \) can be computed by first divide \( \Gamma \) into disjoint spherical triangles \( \Delta PB_i B_{i+1} \) (see Figure 5), evaluate the moments of the corresponding \( L_0 \) in
each triangle (by Equation (21)), and then take the weighted summation of these conditional moments. In summary, we have

\[
E(L^k_1(\Gamma)) = \frac{1}{|\Gamma|} \sum_{j=1}^{m} |\Delta PB_i B_{i+1}| \cdot E(L^k_0(\Delta PB_i B_{i+1})).
\]  

(22)

Likewise, the moments of \(L_2\) for a given set of seeds \(\{P_1, \ldots, P_m\}\) can be obtained by first partition the sphere into \(m\) Voronoi cells \(\Gamma_j\), and then take the weighted summation of the conditional moments of the corresponding \(L_1\) within each \(\Gamma_j\).

\[
E(L^k_2(\{P_1, \ldots, P_m\})) = \frac{1}{4\pi R^2} \sum_{j=1}^{m} |\Gamma_j| \cdot E(L^k_1(\Gamma_j)) = \frac{1}{4\pi R^2} \sum_{j=1}^{m} \sum_{i=1}^{n} |\Delta PB_{i,j} B_{i+1,j}| \cdot E(L^k_0(\Delta PB_{i,j} B_{i+1,j})).
\]  

(23)

Using similar techniques, we are able to derive several moments of cosine similarities \(\cos(L^a_k)\), for \(a = 0, 1, 2\) and \(k = 1, 2, 4, 6\). These results are provided in Appendix Appendix B.

5. Numerical experiment

We conduct three sets of Monte Carlo experiments to verify the theoretical results derived in Section 4. In each simulation, we first generate \(m = 100\) random seeds \(\{P_1, \ldots, P_m\}\) on a unit sphere based on the algorithm defined in [34] which is numerically stable and more accurate than many popular spherical sampling method at generating points near the north and south poles. Technical details about these three simulations are provided as follows.

- **Sim1:** All \(m = 100\) seeds are generated based on the uniform distribution on the unit sphere. This is one of the most commonly used model in applications such as wireless communications.

- **Sim2:** First, we sample 100 seeds on the sphere uniformly. For the first 75 of them, we reflect those in the lower hemisphere through the xy-plane to ensure that all of them are in the upper hemisphere. It can be shown
easily that these processed seeds are uniformly distributed on the upper hemisphere. Similarly, we use reflection to ensure the rest 25 are uniformly distributed on the lower hemisphere. We created this scenarios to mimic an unbalanced case in which the sites are denser in a subset of the sphere.

- Sim3: Using the acceptance-rejection method, we generate 50 seeds that are uniformly distributed on the North end region, and another 50 seeds uniformly distributed on the South end region. Here the North end region is defined as \( \{(x, y, z) \in S^1| z \geq 0.9\} \), which is the spherical cap near the north pole with height \( h = 0.9 \). The South end region is defined in a similar way: \( \{(x, y, z) \in S^1| z \leq -0.9\} \). We use this scenario to illustrate an extremely unbalanced case in which all seeds are concentrated on two relatively small and disjoint regions of the sphere.

![Sim1](image1.png) ![Sim2](image2.png) ![Sim3](image3.png)

Figure 7: Three distributions of seeds used in simulations. (a) In Sim1, all \( m = 100 \) seeds are uniformly generated on the surface of the sphere. (b) In Sim2, the majority of the seeds (75 of them) are uniformly distributed on the upper hemisphere of the sphere, while the rest (25 of them) are uniformly distributed on the lower hemisphere. (c) In Sim3, half of the sites are uniformly generated on the North end region, while others are uniformly generated on the South end region.

In each case, once the seeds are generated, we uniformly sample 10,000 points (Qs) on the sphere and compute \( L_2 := \min_{j=1}^{m} L_{P_jQ} \), the shortest arc distance between Q and the nearest seed. We then compute the empirical moments of \( L_2 \) and \( \cos L_2 \) and compare them with their theoretical counterparts derived in Section 4.
To evaluate the discrepancy between the theoretical and empirical results, we use the Absolute Relative Error (ARE) defined as follows

$$\text{ARE}(m) = \frac{\hat{m} - m}{m}.$$  \hspace{1cm} (24)

Here $\hat{m}$ is one of the sample moments reported in Table 1 and $m$ is its corresponding oracle moment computed by our theoretical derivations. To further minimize the impact of random variations in those Monte Carlo experiments, all experiments are repeated for 100 times, and the mean, maximum, and standard deviation of the ARE reported in Table 1 are computed from these 100 repetitions, each consists of 10,000 randomly sampled $Q$ on the unit sphere.

From Table 1, we find that the theoretical and empirical moments of $L_2$ and $\cos(L_2)$ match well in most of the cases. Specifically, the mean AREs for lower order moments of $L_2$ across different scenarios stay lower than 0.01; for higher order moments the mean AREs are all lower than 0.02. The max AREs for moments of $L_2$ are a little higher, but most of them are still lower than 0.05, except the 4th order moments of $L_2$ in Sim2 (0.064).

Estimated moments of cosine similarity have somewhat lower but acceptable accuracy. With a few exceptions, most of $E\cos^k L_2$ have mean and max ARE lower than 0.05. We believe the inflated ARE of these moments is largely due to the fact that the theoretical formulae of $E\cos^k L_2$ involves dozens of terms (e.g., Equation (B.16)), so the total numerical error, which is the sum of errors in all terms, becomes larger than that of $E(L_2^k)$.

Of note, the standard deviations of AREs are relatively low across all scenarios and moments: for most of the cases, STD($\text{ARE}$) $\leq 0.01$. It implies that the reported accuracy is stable across 100 repetitions.

6. Conclusion & Discussion

In this paper, we first derive the CDF and PDF of $L_0(\Delta PBC)$, the arc distance between $P$, a vertex of the spherical triangle $\Delta PBC$, to a uniformly distributed random interior point $Q$. Using a technique based on polygon decomposition, we are able to extend these results to cases in which the spherical
| Measurement | $E(L_2)$ | $E(L_2^2)$ | $E(L_4^2)$ | $E(\cos^2 L_2)$ | $E(\cos^4 L_2)$ |
|-------------|---------|-------------|-------------|-----------------|------------------|
| Sim1        | 0.176   | 0.039       | 0.010       | 0.003           | 0.962            |
| Prop Method |         |             |             | 0.926           | 0.893            |
| Mean MC     | 0.175   | 0.039       | 0.010       | 0.003           | 0.960            |
|             |         |             |             | 0.960           | 0.845            |
| Mean ARE    | 0.005   | 0.009       | 0.013       | 0.017           | 0.019            |
| Max ARE     | 0.014   | 0.026       | 0.038       | 0.050           | 0.027            |
| STD ARE     | 0.003   | 0.006       | 0.009       | 0.012           | 0.002            |
|             |         |             |             | 0.004           | 0.006            |
| Sim2        | 0.194   | 0.050       | 0.016       | 0.006           | 0.952            |
| Prop Method |         |             |             | 0.908           | 0.870            |
| Mean MC     | 0.195   | 0.050       | 0.016       | 0.006           | 0.980            |
|             |         |             |             | 0.958           | 0.938            |
| Mean ARE    | 0.005   | 0.009       | 0.014       | 0.020           | 0.029            |
| Max ARE     | 0.020   | 0.035       | 0.045       | 0.064           | 0.043            |
| STD ARE     | 0.004   | 0.007       | 0.010       | 0.015           | 0.004            |
|             |         |             |             | 0.007           | 0.010            |
| Sim3        | 0.380   | 0.208       | 0.133       | 0.091           | 0.820            |
| Prop Method |         |             |             | 0.704           | 0.625            |
| Mean MC     | 0.378   | 0.206       | 0.132       | 0.090           | 0.807            |
|             |         |             |             | 0.684           | 0.601            |
| Mean ARE    | 0.006   | 0.008       | 0.009       | 0.011           | 0.016            |
| Max ARE     | 0.013   | 0.017       | 0.018       | 0.019           | 0.024            |
| STD ARE     | 0.005   | 0.007       | 0.007       | 0.008           | 0.005            |

Table 1: Simulation results show that our proposed theoretical results matches well with the empirical estimation for moments of $L_2$ and $\cos L_2$ in all three scenarios. The mean AREs for lower order moments of $L_2$ across different scenarios stay lower than 0.01; for higher order moments the mean AREs are all lower than 0.02. The max AREs for moments of $L_2$ are a little higher, but most of them are still lower than 0.05, except the 4th order moments of $L_2$ in Sim2 (0.064). The estimation for $\cos L_2$ is less accurate, but still have low mean and max ARE for lower order moments. Most of the estimation for $\cos L_2$ have mean and max ARE lower than 0.05. In addition, the accuracy of the estimations is stable across different scenarios, with standard deviation of ARE $\leq$ 0.01 in most cases.
triangle is replaced by a convex spherical polygon \((L_1(\Gamma))\). Using methods developed for spherical Voronoi diagrams and integration techniques, we are able to compute arbitrary moments of \(L_2(\{P_1, \ldots, P_m\})\), the shortest arc distance from a uniformly distributed random point \(Q\) to a set of pre-defined seeds \(\{P_1, \ldots, P_m\}\) on a sphere. Finally, we compute moments for \(L_2\) and \(\cos L_2\), which are both widely used in various applications.

We conduct Monte Carlo simulations to validate our theoretical results. By and large, the theoretical and the empirical results are consistent. However, higher order moments for both \(L_2\) and \(\cos L_2\) have larger AREs than the lower moments. This is not beyond our expectation, since larger samples are required in order to obtain estimates of similar quality for higher order moments \([35]\).

Note that the assumption of convexity of spherical polygon in deriving the CDF and PDF of \(L_1\) is made out of convenience, not necessity. We believe the CDF/PDF of \(L_{PQ}\), for \(Q\) uniformly distributed in an arbitrary spherical triangle \(\Delta\) of which \(P \notin \Delta\), can be derived based on techniques we deployed in this study. Since it is always possible to divide a non-convex spherical polygon into disjoint spherical triangles (not necessarily pivoting at a pre-specified interior point \(P\) if it is not convex), we can aggregate the CDF/PDF with exterior point \(P\) to obtain the desired formula for a non-convex polygon. Furthermore, every smooth geometric object \(O\) on \(S^2\) can be approximated by spherical polygons therefore a disjoint union of spherical triangles \(\Delta_j\). Therefore, the distribution of the arc distance between an arbitrary pre-specified point \(P \in S^2\) and \(Q\) uniformly distributed on \(O\) can be approximated by our method. How to achieve the best accuracy of the said approximation with a fixed number of spherical triangles/polygons, therefore attain the best trade-off between computational cost and accuracy, is an interesting research topic that warrants a future study.

We think our work has tangible practical impact in many applications. The statistical distribution of the minimal distance between random points and a pre-specified seeds (sites) is used in wireless communications, forest ecology, etc. Most existing studies in this field are based on the Voronoi diagram in \(\mathbb{R}^2\). For large-scale studies, it may be necessary to model the domain as a
sphere because the curvature of earth may become non-negligible. Our results has potential to significantly improve the accuracy of the results under these scenarios.

Last but not least, many intermediate results (e.g., the distribution of $L_0$ and $L_1$) and mathematical techniques (e.g., the partition of the spherical triangles and their classifications) we developed in this study may help other researchers study similar problems in the future.
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Appendix A. Definitions of useful geometric concepts of spherical triangles

\[ L_{AB} = R \varphi_{AB} \]  
(A.1)

The area of the spherical cap, as shown in Fig. 2(a), is

\[ A_{\text{cap}} = 2 \pi R^2 (1 - \cos \theta) \]  
(A.2)

The area of the spherical sector, as shown in Fig. 2(b), is

\[ A_{\text{fan}} = \alpha R^2 (1 - \cos \theta) \]  
(A.3)

Appendix B. Moments of Cosine Similarity

With the PDF of \( L_2 \) provided in Equation (15), we can calculate the mathematical expectation of \( \cos^2 L_2 \) as follows.

\[
E(\cos^2(r)) = \int_{-\infty}^{\infty} \cos^2(r) f(r) dr \\
= \frac{1}{\Omega} \left( \int_{0}^{h} \cos^2(r) \cdot \alpha_P \sin r dr \\
+ \int_{h}^{LPB} \cos^2(r) \cdot \{ \alpha_1 \sin r + \eta [\beta'_r \cos r + (\alpha_2 - \alpha_r) \sin r] \} dr \\
+ \int_{hPB}^{LPC} \cos^2(r) \cdot [\beta'_r + \omega'_r \cos r - \omega_r \sin r] dr \right) \\
= \frac{1}{\Omega} (\text{Term}_1 + \text{Term}_2 + \text{Term}_3).  
\]  
(B.1)

The first two terms in the above equation are derived as follows.

\[
\text{Term}_1 = \int_{0}^{h} \cos^2(r) \cdot \alpha_P \sin r dr = -\frac{1}{3} \alpha_P \cdot \cos^3(r)|_0^h \\
= -\frac{1}{3} \alpha_P \cdot (\cos^3(h) - 1) = \frac{1}{3} \alpha_P (1 - \cos^3(h)).  
\]  
(B.2)
Term_2 = \int_{h}^{L_{PB}} \cos^2(r) \cdot \left( \alpha_1 \sin r + \eta_1(\alpha_1' \cos r + \beta_1' + (\alpha_2 - \alpha_1) \sin r) \right) dr
\nonumber
= \int_{h}^{L_{PB}} \cos^2(r) \cdot \alpha_1 \sin r dr + \eta I_\eta
\nonumber
= \frac{1}{3} \alpha_1 \left[ \cos^3(h) - \cos^3(h_{PB}) \right] + \eta I_\eta. \quad \text{(B.3)}

Here

\nonumber
I_\eta = \int_{h}^{L_{PB}} \cos^2(r)[\alpha_1 \cos r + \beta_1 + (\alpha_2 - \alpha_1) \sin r] dr
\nonumber
= \int_{h}^{L_{PB}} \left( \cos^3 r \alpha_1' \cos r - \cos^2 r \sin r \alpha_1 \right) dr + \int_{h}^{L_{PB}} \cos^2 r \beta_1' dr
\nonumber
+ \int_{h}^{L_{PB}} \alpha_2 \cos^2 r dr = I_{\eta,1} + I_{\eta,2} + I_{\eta,3}, \quad \text{(B.4)}

where

\nonumber
I_{\eta,1} = \int_{h}^{L_{PB}} \left( \cos^3 r \alpha_1' \cos r - \cos^2 r \sin r \alpha_1 \right) dr
\nonumber
= \frac{1}{3} \alpha_1 \cos^3 r_{h_{PB}} + \frac{2}{3} \int_{h}^{L_{PB}} \cos^3 r \alpha_1' dr
\nonumber
= \frac{1}{3} \left[ \arccos \frac{\tan h}{\tan L_{PB}} \cos^3 L_{PB} - 0 \right] + \frac{2}{3} \int_{h}^{L_{PB}} \frac{\tan h \cos^2 r}{\sin r \sqrt{\tan^2 r - \tan^2 h}} dr
\nonumber
= \frac{1}{3} \arccos \frac{\tan h}{\tan L_{PB}} \cos^3 L_{PB} + \frac{2}{3} \cdot I_{\eta,1p}. \quad \text{(B.5)}

\nonumber
I_{\eta,1p} = \int_{h}^{L_{PB}} \frac{\tan h \cos^2 r}{\sin r \sqrt{\tan^2 r - \tan^2 h}} dr
\nonumber
= \tan h \left( \int_{h}^{L_{PB}} \frac{1}{\sin r \sqrt{\tan^2 r - \tan^2 h}} dr - \int_{h}^{L_{PB}} \frac{\sin r}{\sqrt{\tan^2 r - \tan^2 h}} dr \right)
\nonumber
= \frac{1}{2} \arctan \frac{2 \tan h \sqrt{\tan^2 r - \tan^2 h} + 1}{\tan^2 r - \tan^2 h} \left|_{h_{PB}}^{L_{PB}} \right.
\nonumber
- \frac{\sqrt{\tan^2 r - \tan^2 h}}{\tan h(1 + \tan^2 h) \sqrt{1 + \tan^2 r}} \left|_{h}^{L_{PB}} \right.
\nonumber
= \frac{1}{2} \arctan \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h} \sqrt{\tan^2 L_{PB} + 1}}{\tan^4 L_{PB} - \tan^4 h \tan^4 L_{PB} + 1}
\nonumber
- \frac{\tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{(1 + \tan^2 h) \sqrt{1 + \tan^2 L_{PB}}}. \quad \text{(B.6)}

Note that the following two technical results are needed in deriving the above
integral. Let $u = \tan r$, $a = \tan h$, we have

$$
\int \frac{1}{\sin r \sqrt{\tan^2 r - \tan^2 h}} \, dr = \int \frac{1}{u \sqrt{u^2 - a^2 \sqrt{1 + u^2}}} \, du
$$

$$
= \frac{\sqrt{-a^2}}{2a^2} \ln \frac{\sqrt{u^2 + 1} - 1}{\sqrt{a^2 - \sqrt{u^2 - a^2}}} - \ln(\sqrt{-a^2})
+ \frac{\sqrt{u^2 + 1} - 1}{\sqrt{a^2 - \sqrt{u^2 - a^2}}} - \frac{a^2(\sqrt{u^2 + 1} - 1)}{\sqrt{a^2 - \sqrt{u^2 - a^2}}} + \frac{\sqrt{-a^2}(\sqrt{u^2 + 1} - 1)^2}{\sqrt{a^2 - \sqrt{u^2 - a^2}}} \right)
= \frac{i}{2a} \ln \frac{u^2 - u^2 a^2 - 2a^2 + i \cdot 2a \sqrt{u^2 - a^2 \sqrt{u^2 + 1}}}{u^2(a^2 + 1)^2}
= \frac{1}{2a} \arctan \frac{2a \sqrt{u^2 - a^2 \sqrt{u^2 + 1}}}{u^2 - u^2 a^2 - 2a^2} + \text{Const},
\text{Const} := \begin{cases} 
\frac{1}{2a} \ln (a^2 + 1), & u^2 - u^2 a^2 - 2a^2 > 0, \\
\frac{1}{2a} \ln (a^2 + 1) - \frac{1}{2a}, & u^2 - u^2 a^2 - 2a^2 < 0.
\end{cases}
$$

Note that only the first term of the results in Equation (B.7) depends on variable $u := \tan r$, so the choice of Const is irrelevant in computing the corresponding definite integral used in Equation (B.6).

Again let $u = \tan^2 r$, $b = \tan^2 h$, we have

$$
\int \frac{\sin r}{\sqrt{\tan^2 r - \tan^2 h}} \, dr = \int \frac{1}{2\sqrt{u - b(1 + u)^3/2}} \, du
$$

$$
= \frac{\sqrt{u - b}}{(b + 1)\sqrt{u + 1}} = \frac{\sqrt{\tan^2 r - \tan^2 h}}{(1 + \tan^2 h)\sqrt{1 + \tan^2 r}}.
$$

The rest two terms, $I_{\eta,2}, I_{\eta,3}$ are provided as follows.

$$
I_{\eta,2} = \int_h^{L_{PB}} \cos^2 r \beta_r' \, dr = \int_h^{L_{PB}} \frac{\sin h \cos^3 r}{\sin r \sqrt{\sin^2 r - \sin^2 h}} \, dr
= -(\arctan \frac{\sqrt{\sin^2 r - \sin^2 h}}{\sin h} - \sin h \sqrt{\sin^2 r - \sin^2 h})|_{L_{PB}}^{L_{PB}}
= \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h} - \arctan \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h}.
$$

$$
I_{\eta,3} = \int_h^{L_{PB}} \alpha_2 \cos^2 r \sin r \, dr = -\frac{1}{3} \alpha_2 \cos^3 r |_{L_{PB}}^{L_{PB}}
= \frac{1}{3} \alpha_2 (\cos^3 h - \cos^3 L_{PB}).
$$

(B.10)
In summary, we have

\[ I_\eta = I_{\eta,1} + I_{\eta,2} + I_{\eta,3} \]

\[ = \frac{1}{3} \arccos \frac{\tan h}{\tan L_{PB}} \cos^3 L_{PB} - \frac{1}{3} \arctan \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h \sqrt{\tan^2 L_{PB}} + 1}}{\tan^2 L_{PB} - \tan^2 L_{PB} \tan^2 h - 2 \tan^2 h} \]

\[- \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{3(1 + \tan^2 h) \sqrt{1 + \tan^2 L_{PB}}} \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h} \]

\[- \arctan \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h} + \frac{1}{3} \alpha_2 (\cos^3 h - \cos^3 L_{PB}). \]

(B.11)

Term 3 is derived as follows.

Term_3 = \int_{L_{PB}}^{L_{PC}} \cos^3 (r) \cdot [\beta'_r + \omega'_r \cos r - \omega_r \sin r] dr

\[ = - \int_{L_{PB}}^{L_{PC}} \frac{\sin h \cos^3 r}{\sin r \sqrt{\sin^2 r - \sin^2 h}} dr + \frac{1}{3} \omega_r \cos^3 r \bigg|_{L_{PB}}^{L_{PC}} - \frac{2}{3} \int_{L_{PB}}^{L_{PC}} \omega'_r \cos^3 r dr \]

\[ = \sin h \sqrt{\sin^2 L_{PC} - \sin^2 h} - \arctan \frac{\sqrt{\sin^2 L_{PC} - \sin^2 h}}{\sin h} \]

\[- \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h} + \arctan \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h} + \frac{1}{3} \left[ \cos^3 L_{PB} \arccos \frac{\tan h}{\tan L_{PB}} - \cos^3 L_{PC} \arccos \frac{\tan h}{\tan L_{PC}} \right] \]

\[ + \frac{2}{3} \int_{L_{PB}}^{L_{PC}} \cos^3 \alpha'_r dr \]

\[ = \sin h \sqrt{\sin^2 L_{PC} - \sin^2 h} - \arctan \frac{\sqrt{\sin^2 L_{PC} - \sin^2 h}}{\sin h} \]

\[- \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h} + \arctan \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h} + \frac{1}{3} \cos^3 L_{PB} \arccos \frac{\tan h}{\tan L_{PB}} - \frac{1}{3} \cos^3 L_{PC} \arccos \frac{\tan h}{\tan L_{PC}} + \frac{2}{3} \text{Term_4}. \]

(B.12)

Using Equation (B.6), we have

\[ \text{Term}_4 = \int_{L_{PB}}^{L_{PC}} \cos^3 (r) \alpha'_r dr = \int_{L_{PB}}^{L_{PC}} \frac{\tan h \cos^2 r}{\sin r \sqrt{\tan^2 r - \tan^2 h}} dr \]

\[ = \frac{1}{2} \arctan \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h \sqrt{\tan^2 L_{PB}} + 1}}{\tan^2 L_{PB} - \tan^2 L_{PB} \tan^2 h - 2 \tan^2 h} \]

\[- \frac{1}{2} \arctan \frac{2 \tan h \sqrt{\tan^2 L_{PC} - \tan^2 h \sqrt{\tan^2 L_{PC}} + 1}}{\tan^2 L_{PC} - \tan^2 L_{PC} \tan^2 h - 2 \tan^2 h} \]

\[- \frac{\tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{1 + \tan^2 h} + \frac{\tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{1 + \tan^2 L_{PC}} \]

(B.13)

\[ \sqrt{1 + \tan^2 L_{PC}} \quad \sqrt{1 + \tan^2 L_{PB}} \]
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In summary, we have

\[
E(\cos^2(\tau)) = \frac{1}{\Omega} (\text{Term}_1 + \text{Term}_2 + \text{Term}_3)
\]

\[
= \frac{1}{3} \alpha_P (1 - \cos^3(h)) + \frac{1}{3} \alpha_1 [\cos^3(h) - \cos^3(h_{PB})] + \eta I_n
\]

\[
+ \sin h \sqrt{\sin^2 L_{PC} - \sin^2 h} - \text{arctan} \left( \frac{\sqrt{\sin^2 L_{PC} - \sin^2 h}}{\sin h} \right)
\]

\[
- \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h} + \text{arctan} \left( \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h} \right)
\]

\[
+ \frac{1}{3} \cos^3 L_{PB} \text{ arccos} \frac{\tan h}{\tan L_{PB}} - \frac{1}{3} \cos^3 L_{PC} \text{ arccos} \frac{\tan h}{\tan L_{PC}} + \frac{2}{3} \text{Term}_4
\]

\[
= \frac{1}{3} \alpha_P (1 - \cos^3(h)) + \frac{1}{3} \alpha_1 [\cos^3(h) - \cos^3(h_{PB})]
\]

\[
+ \left( \frac{1}{3} \text{ arccos} \frac{\tan h}{\tan L_{PB}} - \cos^3 L_{PB} \right)
\]

\[
- \frac{1}{3} \text{ arccot} \left( \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h} \sqrt{\tan^2 L_{PB} + 1}}{\tan^2 L_{PB} - \tan^2 L_{PB} \tan^2 h - 2 \tan^2 h} \right)
\]

\[
- \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{3(1 + \tan^2 h) \sqrt{1 + \tan^2 L_{PB}}} + \sin h \sqrt{\sin^2 L_{PB} - \sin^2 h}
\]

\[
- \text{arctan} \left( \frac{\sqrt{\sin^2 L_{PB} - \sin^2 h}}{\sin h} \right) + \frac{1}{3} \alpha_2 (\cos^3 h - \cos^3 L_{PB})
\]

\[
+ \sin h \sqrt{\sin^2 L_{PC} - \sin^2 h} - \text{arctan} \left( \frac{\sqrt{\sin^2 L_{PC} - \sin^2 h}}{\sin h} \right)
\]

\[
- \frac{1}{3} \cos^3 L_{PB} \text{ arccos} \frac{\tan h}{\tan L_{PB}} - \frac{1}{3} \cos^3 L_{PC} \text{ arccos} \frac{\tan h}{\tan L_{PC}}
\]

\[
+ \frac{1}{3} \text{ arccot} \left( \frac{2 \tan h \sqrt{\tan^2 L_{PC} - \tan^2 L_{PC} \tan^2 h - 2 \tan^2 h}}{\tan^2 L_{PC} - \tan^2 L_{PC} \tan^2 h - 2 \tan^2 h} \right)
\]

\[
- \frac{2 \tan h \sqrt{\tan^2 L_{PC} - \tan^2 L_{PC}}}{3(1 + \tan^2 h) \sqrt{1 + \tan^2 L_{PB}}} + \frac{2 \tan h \sqrt{\tan^2 L_{PB} - \tan^2 h}}{3(1 + \tan^2 h) \sqrt{1 + \tan^2 L_{PB}}}
\]

(B.14)
Similarly, we derive the expectation of \( \cos^4 r \) and \( \cos^6 r \) as follows.

\[
E(\cos^4 L_2) = \int_{-\infty}^{+\infty} \cos^4 r \cdot f(r) \, dr 
\]

\[
= \frac{1}{15} \left( \int_{0}^{h} \cos^4 r \cdot \alpha \sin r \, dr + \int_{L_{PB}}^{L_{PC}} \cos^4 r \cdot \left( \alpha_1 \sin r + \eta \left[ \alpha' \cos r + \beta' + (\alpha_2 - \alpha_r) \sin r \right] \right) \, dr \right) 
\]

\[
= \frac{1}{15} \left( \frac{1}{2} \left( \epsilon \cos^5 (L_{PC}) - (\epsilon \cos^5 (L_{PB}) + \cos^5 h + \alpha_p) \right) 
+ \frac{4\eta - 6}{5} \arctan \left( \frac{\sqrt{\cos^2 h - \cos^2 (L_{PB})}}{\sin h} \right) + \frac{6}{5} \arctan \left( \frac{\sqrt{\cos^2 h - \cos^2 (L_{PC})}}{\sin h} \right) 
+ \frac{4\eta - 6}{15} \sin h \left( \sin^2 (L_{PC}) - 2 \cos^2 h - 4 \right) \sqrt{\cos^2 h - \cos^2 (L_{PC})} 
+ \frac{2}{5} \sin h \left( \sin^2 (L_{PC}) - 2 \cos^2 h - 4 \right) \sqrt{\cos^2 h - \cos^2 (L_{PC})} 
+ \left( \eta - 1 \right) \arcsin \left( \frac{\sin h}{\sin (L_{PB})} \right) + \arcsin \left( \frac{\sin h}{\sin (L_{PC})} \right) - \eta \arcsin \left( \frac{\sin h}{\sin h} \right) 
- \frac{1}{5} \left( \cos^5 (L_{PC}) \right) \arccos \left( \frac{\tan h}{\tan (L_{PC})} \right) - (1 + \eta) \cos^5 (L_{PB}) \arccos \left( \frac{\tan h}{\tan (L_{PB})} \right) 
- \frac{\eta - 1}{3} \sin h \sqrt{\sin (L_{PB}) - \sin h} \left( \sin (L_{PB}) + \sin h \right) \left( \sin^2 (L_{PB}) + 2 \sin^2 h - 6 \right) 
- \frac{1}{3} \sin h \sqrt{\sin (L_{PC}) - \sin h} \left( \sin (L_{PC}) + \sin h \right) \left( \sin^2 (L_{PC}) + 2 \sin^2 h - 6 \right) \right) 
\]

(B.15)
\[ E(\cos^2 r) = \int_{-1}^{1} \cos^2 r \cdot f(r) \, dr \]
\[ = \frac{1}{12} \int_{L_{PB}}^{L_{PC}} \cos^2 r \cdot \cos^2 \theta \, dr + \int_{L_{PC}}^{L_{PB}} \cos^2 r \cdot \cos^2 \theta \, dr \]
\[ = \frac{1}{12} \int_{L_{PB}}^{L_{PC}} \cos^2 r \cdot \cos^2 \theta \, dr + \int_{L_{PC}}^{L_{PB}} \cos^2 r \cdot \cos^2 \theta \, dr \]
\[ = \frac{1}{12} \left( \cos^2 \theta \right) \left( \int_{L_{PB}}^{L_{PC}} \cos^2 r \, dr \right) + \cos^2 \theta \left( \int_{L_{PC}}^{L_{PB}} \cos^2 r \, dr \right) \]
\[ = \frac{1}{12} \left( \cos^2 \theta \right) \left( \int_{L_{PB}}^{L_{PC}} \cos^2 r \, dr \right) + \cos^2 \theta \left( \int_{L_{PC}}^{L_{PB}} \cos^2 r \, dr \right) \]

(B.16)