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Abstract
Square-root Lasso problems have already be shown to be robust regression problems. Furthermore, square-root regression problems with structured sparsity also plays an important role in statistics and machine learning. In this paper, we focus on the numerical computation of large-scale linearly constrained sparse group square-root Lasso problems. In order to overcome the difficulty that there are two nonsmooth terms in the objective function, we propose a dual semismooth Newton (SSN) based augmented Lagrangian method (ALM) for it. That is, we apply the ALM to the dual problem with the subproblem solved by the SSN method. To apply the SSN method, the positive definiteness of the generalized Jacobian is very important. Hence we characterize the equivalence of its positive definiteness and the constraint nondegeneracy condition of the corresponding primal problem. In numerical implementation, we fully employ the second order sparsity so that the Newton direction can be efficiently obtained. Numerical experiments demonstrate the efficiency of the proposed algorithm.
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1 Introduction

In this paper, we consider the following linearly constrained sparse group square-root Lasso (cssLasso) problem

$$\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\| + \lambda_1 \sum_{j=1}^J \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1 \mid B_E x - c_E = 0, \ B_I x - c_I \in \mathcal{R}_+^{m_I} \right\}, \tag{1}$$

where $A : \mathbb{R}^n \to \mathbb{R}^m$, $B_E : \mathbb{R}^n \to \mathbb{R}^{m_E}$ and $B_I : \mathbb{R}^n \to \mathbb{R}^{m_I}$ are given linear mappings whose adjoints are denoted as $A^*$, $B_E^*$ and $B_I^*$, respectively, $b \in \mathbb{R}^m$, $c_E \in \mathbb{R}^{m_E}$ and $c_I \in \mathbb{R}^{m_I}$ are given vectors, $\omega_j > 0$ ($j = 1, 2, \ldots, J$) is a weight parameter, $G_j$ ($j = 1, 2, \ldots, J$) is an index set which contains the indices in the $j$th group, $x = (x_{G_1}; x_{G_2}; \ldots; x_{G_J})$, $\lambda_1, \lambda_2 \geq 0$ are regularization parameters, and $\mathcal{R}_+^{m_I}$ denotes an $m_I$-dimensional positive orthonormal cone. And $\| \cdot \|$ and $\| \cdot \|_1$ denote the $l_2$ norm and $l_1$ norm, respectively. Throughout the paper, we assume that $\bigcup_{j=1}^J G_j = \{1, 2, \ldots, n\}$ and $G_i \cap G_j = \emptyset$ for $1 \leq i < j \leq n$.

In statistics and machine learning, the Lasso model

$$\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Ax - b\|^2 + \lambda \|x\|_1 \right\}, \tag{2}$$

where $\lambda > 0$ is a regularization parameter, performs both variable selection and regularization in order to enhance the prediction accuracy and interpretability of the resulting statistical model. It was originally introduced in geophysics literature by Santosa and Symes [32], and later was independently rediscovered and popularized by Tibshirani [37]. Yuan and Lin [40] proposed the group Lasso model

$$\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Ax - b\|^2 + \lambda \sum_{j=1}^J \omega_j \|x_{G_j}\| \right\},$$

which is more suitable for variable selection and it can be regarded as an extension of the Lasso for selecting groups of variables. The problem of selecting grouped variables arises naturally in many practical situations with the multifactor analysis-of-variance problem. Friedman, Hastie, and Tibshirani [11] considered a model with a more general penalty that blends the Lasso ($l_1$ norm) with the group Lasso ($l_2$ norm). This penalty yields solutions that are sparse at both the group and individual feature levels. This is the so called sparse group Lasso model as below

$$\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Ax - b\|^2 + \lambda_1 \sum_{j=1}^J \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1 \right\}. \tag{3}$$

Although the Lasso model (2) is an attractive estimator, it relies on knowing the standard deviation $\varsigma$ of the noise. Estimation of $\varsigma$ is nontrivial when $n$ is large, particularly when $n \gg m$. In view of this flaw, Belloni, Chernozhukov and Wang [3] proposed the square-root Lasso model

$$\min_{x \in \mathbb{R}^n} \{ \|Ax - b\| + \lambda_1 \|x\|_1 \}. \tag{4}$$

In contrast to the Lasso estimator (2), the square-root Lasso estimator (4) is independent of $\varsigma$. It has also been proved that the square-root Lasso estimator achieves the near-oracle rates of convergence under suitable design conditions. In addition, there are other aspects of significance for the square-root Lasso. The scaled Lasso proposed by Sun and Zhang [36] is
essentially equivalent to the square-root Lasso (4). But the scaled Lasso is computationally expensive. Xu, Caramanis and Mannor [38] pointed out that the square-root Lasso (4) is equivalent to a robust linear regression problem subject to an uncertainty set. It deserves mentioning that Stucky and van de Geer [34] established the sharp oracle property of the square-root Lasso. Motivated by the wide applicability of group selection methods, Bunea, Lederer, and She [5] studied the group version of the square-root Lasso

\[
\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\| + \lambda \sum_{j=1}^{J} \omega_j \|x_{G_j}\| \right\}.
\]

(5)

They also showed that the group square-root Lasso estimator adapts to the unknown sparsity of the regression vector, and has the same optimal estimation and prediction accuracy as the group Lasso estimators, under the same minimal conditions on the model.

Meanwhile, in [1, 2, 12, 15, 20, 33] and so on, the constrained Lasso was considered, which takes the following form

\[
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \|Ax - b\|^2 + \lambda \|x\|_1 \left| \begin{array}{c}
B_E x - c_E = 0, 
B_I x - c_I \in \mathbb{R}^{m_I}_+.
\end{array} \right. \right\}.
\]

It extends the widely-used Lasso to handle linear constraints allowing the user to incorporate prior information into the model.

In an almost parallel pattern, we consider the cssLasso (1), which may strike an effective compromise between the square-root Lasso and the group square-root Lasso, yielding sparseness at the group and individual predictor levels. It deserves mentioning that Chu, Toh and Zhang [7] recently considered the square-root regression problems without any constraints. Yang and Xu [39] characterize the equivalence of the cssLasso (1) and the robust regression problem under a specially chosen uncertainty set. That is, they provide an interpretation of the cssLasso from a robustness perspective.

In recent years, great progress has been made in the computation of the Lasso type problems. Li et al. [17] proposed a semismooth Newton augmented Lagrangian method (SSN-ALM) to solve the Lasso problem (2). Since problem (2) is piecewise linear-quadratic, by the conclusion in Sun’s PhD thesis [35] the subdifferential of the corresponding Lagrangian function \( T_I \) is piecewise polyhedral, then by Robinson’s work [27], the calmness condition holds for \( T_I^{-1} \), which is equivalent to the metric subregularity condition holds for \( T_I \) according to [9, Theorem 3 H.3]. So based on the conclusion presented by Luque [21], the arbitrarily linear convergence rate can be guaranteed. In fact, the paper [17] goes beyond the Lasso model. The authors proved that \( T_I \) is metrically subregular under the second order sufficient condition of the dual problem for a relatively more generalized model problem. Zhang et al. [43] also adopted an efficient Hessian based algorithm for solving large-scale sparse group Lasso problems (3), which is essentially the SSN-ALM. Based on the local error bound condition established in [42, Theorem 1], they presented the metric subregularity condition for the primal problem. So the arbitrarily linear convergence rate can be guaranteed if applying the ALM on the dual problem.

As for the computation of the group square-root Lasso (5) and the more generalized cssLasso (1), it is more challenging mainly because the loss function is also nonsmooth in addition to the regularizer. We have to deal with the structured problem with two nonsmooth terms in computation. Although the primal alternating direction method of multipliers (pADMM) is adopted in [18], the efficiency of the pADMM is still not satisfying especially for some large-scale real data problems. So it is necessary to redesign an efficient algorithm.
for the cssLasso problem (1). Since the ALM is an ideal approach for the Lasso type problems, it is certainly a competitive candidate for the square-root Lasso type problems. Besides, when applying the ALM, we need to solve the subproblems as accurately and efficiently as possible. The SSN method is usually an ideal approach to solve the subproblems since the sparse structure of the generalized Jacobian can be fully employed to greatly reduce the computational cost. But we must guarantee that the Jacobian of the subproblem is positive definite before using the SSN method. The positive definiteness of the Jacobian is not usually obvious, so we need to employ other equivalent conditions to characterize it. That is, we hope to prove the equivalence of the primal nondegeneracy condition and the positive definiteness of the Jacobian of the subproblem.

The remaining parts of this paper are organized as follows. In Sect. 2, we introduce some basic knowledge about the proximal mapping and the error bound condition, which plays a key role in the analysis of the convergence rate of our algorithm. In Sect. 3, we describe the detailed structures of several generalized Jacobians. In Sect. 4, we present the details of the algorithm. In Sect. 5, we present some theoretical results which include the characterization of the equivalent conditions, the strong semismoothness of the involved function and the convergence results. In Sect. 6, we discuss the numerical issues about how to efficiently solve the Newton direction. In Sect. 7, we present the numerical results to demonstrate the efficiency of our algorithm. Finally, we give some concluding remarks in Sect. 8.

1.1 Additional Notations

Let $\mathcal{X}$ and $\mathcal{Y}$ be two real finite dimensional Euclidean spaces which are equipped with the inner product $\langle \cdot, \cdot \rangle$. We denote $x \circ y$ as the Hadamard product of two given vectors $x, y \in \mathcal{X}$. For a given vector $x$, $\text{supp}(x)$ denotes the support of $x$, i.e., the set of indices such that $x_i \neq 0$. $|x|$ denotes the element-wise absolute value of the vector $x$. For any convex function $p : S \subseteq \mathcal{X} \rightarrow (-\infty, \infty]$, its conjugate function is denoted by $p^*$, i.e., $p^*(x) = \sup_y \{\langle x, y \rangle - p(y)\}$. For a given closed convex set $C$ and a vector $x$, we denote the distance from $x$ to $C$ by $\text{dist}(x, C) := \inf_{y \in C} \|x - y\|$ and the Euclidean projection of $x$ onto $C$ by $\Pi_C(x) := \arg\min_{y \in C} \|x - y\|$, the interior of $C$ is defined as $\text{int}(C)$ and its boundary as $\partial(C)$. The set $T_C(z)$ denotes the tangent cone to the set $C$ at the point $z$, and $\text{lin}(C) := C \cap (-C)$ denotes the lineality space of $C$. For any set-valued mapping $F : \mathcal{X} \rightrightarrows \mathcal{Y}$, $\text{gph} F$ denotes the graph of $F$, i.e., $\text{gph} F := \{(x, y) \in \mathcal{X} \times \mathcal{Y} \mid y \in F(x)\}$. In addition to $\mathcal{R}^{m \times 1}$, we use $\mathcal{R}^{-m \times 1}$ to denote an $m_1$-dimensional negative orthant cone. We use $\mathcal{R}^{m \times 1}_+$ and $\mathcal{R}^{-m \times 1}_-$ to denote two sets whose elements are $m_1$-dimensional vectors with all their entries positive and negative, respectively. We also use $S^{m \times 1}$ to denote $m_1$-dimensional symmetric matrix space. Let $A \in \mathcal{R}^{n \times m}$, then $A_{i,:}$ denotes the $i$th row of the matrix $A$. For $k > 0, 0_k, 1_k \in \mathcal{R}^k$ denote the vectors of all zeros and ones, respectively. For $\lambda > 0$ and $r$ a positive integer, we define $B^{\lambda}_{q,r} := \{x \in \mathcal{R}^r \mid \|x\|_q \leq \lambda\}$, where $q = 1, 2, \infty$.

2 Preliminaries

In this section, we discuss some properties of the convex composite optimization problem. It is very important for the local convergence rate of the proposed algorithm in this paper.
Given a closed proper convex function \( f : \mathcal{X} \to (-\infty, +\infty] \), the proximal mapping \( \text{Prox}_f(\cdot) \) associated with \( f \) is defined by

\[
\text{Prox}_f(x) := \arg\min_{u \in \mathcal{X}} \left\{ f(x) + \frac{1}{2} \| u - x \|^2 \right\}, \quad \forall x \in \mathcal{X}.
\]

For any \( x \in \text{dom}(f) \), by Moreau’s Theorem (see, e.g., Theorem 31.5 of [30]), we have \( \text{Prox}_{tf}(x) + t \text{Prox}_{f^*}(x/t) = x \) with a given parameter \( t > 0 \). The epigraph of \( f \) is defined as the set

\[
\text{epi} f := \left\{ (x, c) \in \text{dom}(f) \times \mathbb{R} \mid f(x) \leq c \right\}.
\]

Let \( T : \mathcal{X} \rightrightarrows \mathcal{Y} \) be a multifunction. It is called a monotone operator if

\[
\langle x - x', w - w' \rangle \geq 0, \quad \text{whenever } w \in T(x), \ w' \in T(x').
\]

The monotone operator is said to be maximal monotone if, in addition, the graph \( \text{gph} T := \left\{ (x, y) \in \mathcal{X} \times \mathcal{Y} \mid y \in T(x) \right\} \) is not properly contained in the graph of any other monotone operator \( T' : \mathcal{X} \to \mathcal{Y} \).

In the work [28], Rockafellar studied a fundamental proximal point algorithm to solve \( 0 \in T(x) \), with \( T \) being a maximal monotone operator. That is, for an arbitrary initial point \( x^0 \), a sequence \( \{x^k\} \) is generated by the following rule

\[
x^{k+1} \approx (I + \sigma_k T)^{-1}(x^k).
\]

For the sake of later convenience, we also present the definition of the error bound condition, which is essentially important for establishing the local convergence rate of the proximal point algorithm in [28].

**Definition 1** Let \( F : \mathcal{X} \rightrightarrows \mathcal{Y} \) be a multifunction and \( y \) satisfy \( F^{-1}(y) \neq \emptyset \). If there exists \( \varepsilon > 0 \) such that

\[
\text{dist}(x, F^{-1}(y)) \leq \kappa \text{dist}(y, F(x)), \quad \forall x \in \mathcal{X} \text{ such that } \text{dist}(y, F(x)) \leq \varepsilon,
\]

is valid, then \( F \) is said to satisfy the error bound condition at the point \( y \) with modulus \( \kappa \).

For the convenience of the statement, we denote \( h(x) = \| x \| \) and \( p(x) = p_1(x) + p_2(x) \), where \( p_1(x) = \lambda_1 \sum_{j=1}^{J} \omega_j \| x_{G_j} \|\), \( p_2(x) = \lambda_2 \| x \|_1 \), then we can write problem (1) in the following form

\[
\min_{x \in \mathbb{R}^n} \left\{ h(Ax - b) + p(x) \mid B_E x - c_E = 0, \ B_I x - c_I \in \mathbb{R}^{m_I}_+ \right\}.
\]

By introducing slack variables \( y \) and \( z \), we can write problem (7) in an equivalent form

\[
(P) \max_{(x, y, z) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m_I}} \left\{ -(h(y) + p(x)) \mid Ax - y = b, \ B_E x - c_E = 0, \ B_I x - c_I + z = 0, \ z \in \mathbb{R}^{m_I}_- \right\}.
\]
The dual of \((P)\) takes the following form
\[
(D) \quad \min_{u, v \in \mathbb{R}^m, \sigma \in \mathbb{R}, v_E \in \mathbb{R}^{m_E}, v_I \in \mathbb{R}^{m_I}} \left\{ h^*(w) + p^*(s) + \langle b, u \rangle + \langle c_E, v_E \rangle + \langle c_I, v_I \rangle \right\} \\
\mathcal{A}^* u + B_E^* v_E + B_I^* v_I + s = 0, -u + w = 0, v_I - \hat{v}_I = 0, \hat{v}_I \in \mathbb{R}^{m_I}_-. \]

The Lagrangian function for the dual problem \((D)\) is
\[
l(u, v_E, v_I, \hat{v}_I, w, s; x, y, z) = h^*(w) + p^*(s) + \langle b, u \rangle + \langle c_E, v_E \rangle + \langle c_I, v_I \rangle - \langle x, \mathcal{A}^* u + B_E^* v_E + B_I^* v_I + s \rangle - \langle y, -u + w \rangle - \langle z, v_I - \hat{v}_I \rangle + \delta_{\mathbb{R}^{m_I}_+}(\hat{v}_I).
\]

The KKT condition associated with the dual problem \((D)\) is given as follows
\[
\mathcal{A} x - y = b, \mathcal{B}_E x - c_E = 0, \mathcal{B}_I x - c_I + z = 0, \\
\mathcal{A}^* u + B_E^* v_E + B_I^* v_I + s = 0, -u + w = 0, v_I - \hat{v}_I = 0, \\
0 \in \partial h^*(w) - y, 0 \in \partial p^*(s) - x, 0 \in \partial \delta_{\mathbb{R}^{m_I}_+}(\hat{v}_I) + z.
\]

Throughout the paper we assume the following condition holds.

**Assumption 1** In problem \((P)\), for the optimal solution point \((\check{x}, \check{y}, \check{z})\), \(\check{y} \neq 0.1\)

For the problem we consider in this paper, we define a function \(f : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m_I} \to \mathbb{R}\) as below
\[
f(x, y, z) := h(y) + p(x) + \delta_{\{0\}}(\mathcal{A} x - y - b) + \delta_{\{0\}}(\mathcal{B}_E x - c_E) + \delta_{\{0\}}(\mathcal{B}_I x - c_I + z),
\]
then we can define the operators \(\mathcal{T}_f\) and \(\mathcal{T}_I\) related to the closed proper convex function \(f\) in \((P)\) and the convex-concave function \(l\) in \((8)\), respectively by
\[
\mathcal{T}_f(x, y, z) := \partial f(x, y, z), \mathcal{T}_I(u, v_E, v_I, \hat{v}_I, w, s, x, y, z) := \left\{ (u', v'_E, v'_I, \hat{v}'_I, w', s', x', y', z') \mid (u', v'_E, v'_I, \hat{v}'_I, w', s', x', y', z') \in \partial l(u, v_E, v_I, \hat{v}_I, w, s, x, y, z) \right\},
\]
with their inverses given by
\[
\mathcal{T}_f^{-1}(x', y', z') := \partial f^*(x', y', z'), \mathcal{T}_I^{-1}(u', v'_E, v'_I, \hat{v}'_I, w', s', x', y', z') := \left\{ (u, v_E, v_I, \hat{v}_I, w, s, x, y, z) \mid (u', v'_E, v'_I, \hat{v}'_I, w', s', x', y', z') \in \partial l(u, v_E, v_I, \hat{v}_I, w, s, x, y, z) \right\}.
\]

Note that \(\mathcal{T}_f\) is a maximal monotone operator in \(\mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m_I}\) (see e.g., [23, 24]) and \(\mathcal{T}_I\) is also a maximal monotone operator in \(\mathbb{R}^m \times \mathbb{R}^{m_E} \times \mathbb{R}^{m_I} \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^{m_I}\) due to Corollary 37.5.2 of [30].

### 3 The Generalized Jacobians of Prox\(_{\sigma h}\)(\(\cdot\)), Prox\(_{\sigma p}\)(\(\cdot\)) and PI\(_{\mathbb{R}^{m_I}_+}\)(\(\cdot\))

For the convenience of the subsequent statement, given \(\sigma > 0\), we need to characterize the structures of the Clarke generalized Jacobians of Prox\(_{\sigma h}\)(\(\cdot\)), Prox\(_{\sigma p}\)(\(\cdot\)) and PI\(_{\mathbb{R}^{m_I}_+}\)(\(\cdot\)), respectively.

---

1 The assumption \(\mathcal{A} \check{x} - b = \check{y} \neq 0\) is reasonable, since this is equivalent to the requirement that no overfitting occurs.
Furthermore, for any $u \in \mathcal{R}_m$,

$$
\Pi_{B_2^\sigma} (u_h) = \begin{cases}
\frac{\sigma u_h}{\|u_h\|}, & \text{if } \|u_h\| > \sigma, \\
 u_h, & \text{otherwise}.
\end{cases}
$$

Then

$$
\text{Prox}_{\sigma} (u_h) = u_h - \Pi_{B_2^\sigma} (u_h).
$$

We can calculate

$$
\partial \Pi_{B_2^\sigma} (u_h) = \begin{cases}
\left\{ \frac{\sigma}{\|u_h\|} (I - \frac{u_h u_h^T}{\|u_h\|^2}) \right\}, & \text{if } \|u_h\| > \sigma, \\
\left\{ I - \frac{t}{\sigma^2} u_h u_h^T \right\}_{0 \leq t \leq 1}, & \text{if } \|u_h\| = \sigma, \\
\{I\}, & \text{if } \|u_h\| < \sigma.
\end{cases}
$$

Hence the Clarke generalized Jacobian of $\text{Prox}_{\sigma} (\cdot)$ at $u_h$ is

$$
\partial \text{Prox}_{\sigma} (u_h) = I - \partial \Pi_{B_2^\sigma} (u_h).
$$

- $\text{Prox}_{\sigma}$:

In [43], Zhang et al. have characterized the so-called surrogate generalized Jacobian of $\text{Prox}_{\sigma} (\cdot)$. In order to make the paper self-contained, we also describe it here.

We define a linear operator $\mathcal{P} := (\mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_J) : \mathcal{R}^n \to \mathcal{R}^n$, where $\mathcal{P}_j : \mathcal{R}^n \to \mathcal{R}[G_j]$ is defined by $\mathcal{P}_j x := x_{G_j}$, $j = 1, \ldots, J$. We also define $B_2 := B_2^\sigma \times B_2^\sigma \times \cdots \times B_2^\sigma$, where $\lambda_{1,j} > 0$ ($j = 1, \ldots, J$) are given parameters. For any $u \in \mathcal{R}^n$, by Proposition 2.1 in [43], whose proof is based on Theorem 1 of [41], we have

$$
\text{Prox}_{\sigma} (u_h) = v - \Pi_{B_2^2} (v),
$$

where

$$
v = \text{Prox}_{\sigma} (u_h) = u_h - \Pi_{B_{\infty,0}^\sigma} (u_h) = \text{sign} (u_h) \circ \max (|u_h| - \sigma \lambda_2, 0),
$$

and

$$
\Pi_{B_2^\sigma} (v) := \begin{pmatrix}
\Pi_{\mathcal{P}_1^\sigma} (\mathcal{P}_1 v) \\
\vdots \\
\Pi_{\mathcal{P}_J^\sigma} (\mathcal{P}_J v)
\end{pmatrix}.
$$

Furthermore, for any $u \in \mathcal{R}^n$ we are ready to define an alternative for the Clarke generalized Jacobian of $\text{Prox}_{\sigma} (u_h)$ as below

$$
\hat{\text{Prox}}_{\sigma} (u_h) := \left\{ (I - \mathcal{P}^* \Sigma \mathcal{P}) \Theta \right\}_{\Sigma = \text{Diag} (\Sigma_1, \ldots, \Sigma_J), \Sigma_j \in \partial \Pi_{B_{2,[G_j]}^\sigma} (\mathcal{P}_j v), j = 1, \ldots, J, v = \text{Prox}_{\sigma} (u_h), \Theta \in \partial \text{Prox}_{\sigma} (u_h)}.
$$

where

$$
\Sigma_j = \begin{cases}
\left\{ \frac{\sigma \lambda_{1,j}}{\|\mathcal{P}_j v\|} (I - \frac{\mathcal{P}_j v (\mathcal{P}_j v)^T}{\|\mathcal{P}_j v\|^2}) \right\}, & \text{if } \|\mathcal{P}_j v\| > \sigma \lambda_{1,j}, \\
\left\{ I - \frac{t}{(\sigma \lambda_{1,j})^2} (\mathcal{P}_j v (\mathcal{P}_j v)^T) \right\}_{0 \leq t \leq 1}, & \text{if } \|\mathcal{P}_j v\| = \sigma \lambda_{1,j}, \\
\{I\}, & \text{if } \|\mathcal{P}_j v\| < \sigma \lambda_{1,j},
\end{cases}
$$

$\Sigma$
and \( \Theta = \text{Diag}(\theta) \) with
\[
\theta_i \in \begin{cases} 
0, & \text{if } |(u_\rho)_i| < \sigma \lambda_2, \\
[0, 1], & \text{if } |(u_\rho)_i| = \sigma \lambda_2, \\
1, & \text{if } |(u_\rho)_i| > \sigma \lambda_2. 
\end{cases}
\]

(13)

In [43, Theorem 3.1], Zhang et al. have proved that for any \( M \in \hat{\text{Prox}}_{\sigma \rho}(u_\rho) \), \( M \) is symmetric and positive semidefinite.

- \( \Pi_{\mathcal{R}^m_{+}}(\cdot) \):
  
  For any \( u_r \in \mathcal{R}^m_{+} \),
  \[
  \Pi_{\mathcal{R}^m_{+}}(u_r) = \frac{1}{2}(u_r + |u_r|).
  \]

Then the Clarke generalized Jacobian of \( \Pi_{\mathcal{R}^m_{+}}(\cdot) \) can be described as
\[
\partial \Pi_{\mathcal{R}^m_{+}}(u_r) = \begin{cases} 
V \in \mathcal{S}^m_{+} & V = \text{Diag}(\tilde{v}), (\tilde{v})_i \in \begin{cases} 
\{1\}, & \text{if } (u_r)_i > 0, \\
[0, 1], & \text{if } (u_r)_i = 0, \\
\{0\}, & \text{if } (u_r)_i < 0. 
\end{cases}
\end{cases}
\]

(14)

4 The SSN-ALM for the Dual Problem (D)

In this section, we give a brief introduction of the SSN-ALM for the dual problem (D). For a given \( \sigma > 0 \), the augmented Lagrangian function associated with the dual problem (D) is defined by
\[
L_\sigma(u, v_E, v_I, w, s; x, y, z) := h^*(w) + p^*(s) + \langle b, u \rangle + \langle c_E, v_E \rangle + \langle c_I, v_I \rangle
+ \frac{\sigma}{2}A^*u + B_E^*v_E + B_I^*v_I + s - \sigma^{-1}x^2 + \frac{\sigma}{2}\|w - u - \sigma^{-1}y\|^2
+ \frac{1}{2\sigma}\|\Pi_{\mathcal{R}^m_{+}}(\sigma v_I - z)\|^2 - \frac{1}{2\sigma}(\|x\|^2 + \|y\|^2 + \|z\|^2).
\]

Algorithm SSN-ALM: Let \( \sigma_0 > 0 \) be a given parameter. Select an initial point \((u^0, v_{E}^0, v_{I}^0, w^0, s^0, x^0, y^0, z^0) \in \mathcal{R}^m \times \mathcal{R}^m_E \times \mathcal{R}^m_{I} \times \mathcal{R}^m_E \times \mathcal{R}^n \times \mathcal{R}^n \times \mathcal{R}^m \times \mathcal{R}^m_{I} \). For \( k = 0, 1, \ldots \), iterate the following steps.

Step 1. Apply Algorithm SSN to compute
\[
(u^{k+1}, v_{E}^{k+1}, v_{I}^{k+1}, w^{k+1}, s^{k+1}) \approx \arg\min_{u, v_E, v_I, w, s} \left\{ \Phi_k(u, v_E, v_I, w, s) \right\}.
\]

(15)

Step 2. Compute
\[
\begin{cases} 
\ x^{k+1} = x^k - \sigma_k(A^*u^{k+1} + B_E^*v_{E}^{k+1} + B_I^*v_{I}^{k+1} + s^{k+1}), \\
\ y^{k+1} = y^k - \sigma_k(u^{k+1} - u^{k+1}), \\
\ z^{k+1} = -\Pi_{\mathcal{R}^m_{+}}(\sigma_k v_{I}^{k+1} - z^k).
\end{cases}
\]

Update \( \sigma_{k+1} = \rho \sigma_k \) for some \( \rho \geq 1 \).
For each inner subproblem of the ALM, the SSN method will be applied to obtain an inexact solution.

In the following we go to the details of how to solve the subproblem (15). For simplicity, we omit the superscript or subscript \( k \). Given \((x, y, z) \in \mathcal{R}^n \times \mathcal{R}^m \times \mathcal{R}^{m_l} \) and \( \sigma > 0 \), for any \((u, v_E, v_I) \in \mathcal{R}^m \times \mathcal{R}^{m_E} \times \mathcal{R}^{m_I} \), we define

\[
\psi(u, v_E, v_I) := \inf_{w \in \mathcal{R}^n, s \in \mathcal{R}^m} \Phi(u, v_E, v_I, w, s) = \lambda^*(\text{Prox}_{\lambda^*/\sigma}(\sigma^{-1}y + u))
\]

\[
+ \frac{1}{2\sigma} \left\| \text{Prox}_{\lambda^*}(y + \sigma u) \right\|^2 + p^*(\text{Prox}_{p^*/\sigma}(\sigma^{-1}x - A^*u - B_E^*v_E - B_I^*v_I))
\]

\[
+ \frac{1}{2\sigma} \left\| \text{Prox}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) \right\|^2 + \frac{1}{2\sigma} \left\| \Pi_{R^{m_l}}(\sigma v_I - z) \right\|^2
\]

\[
+ (b, u) + \langle c_E, v_E \rangle + \langle c_I, v_I \rangle - \frac{1}{2\sigma} (\|x\|^2 + \|y\|^2 + \|z\|^2).
\]

By [31, Theorem 2.26], \( \psi \) is a continuously differentiable function with its gradient being Lipschitz continuous. We need to compute the solution \((\tilde{u}, \tilde{v}_E, \tilde{v}_I) \) of the following nonlinear system of equations

\[
\nabla \psi(u, v_E, v_I) = \begin{pmatrix}
\text{Prox}_{\lambda^*}(y + \sigma u) - A\text{Prox}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) + b \\
-B_E\text{Prox}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) + c_E \\
-B_I\text{Prox}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) + \Pi_{R^{m_l}}(\sigma v_I - z) + c_I
\end{pmatrix}
\]

\[
= 0.
\]

Then we can obtain that \( \tilde{s} = \text{Prox}_{p^*/\sigma}(\sigma^{-1}x - A^*\tilde{u} - B_E^*\tilde{v}_E - B_I^*\tilde{v}_I) \) and \( \tilde{w} = \text{Prox}_{h^*/\sigma}(\sigma^{-1}y + \tilde{u}) \). Since \( \text{Prox}_{\lambda^*}(\cdot) \) and \( \text{Prox}_{\lambda^*}(\cdot) \) are both Lipschitz continuous functions, we define

\[
\hat{\nabla}^2 \psi(u, v_E, v_I) := \sigma \begin{pmatrix}
\hat{\text{Prox}}_{\lambda^*}(y + \sigma u) & 0 \\
0 & \hat{\Pi}_{R^{m_l}}(\sigma v_I - z)
\end{pmatrix}
\]

\[
+ \sigma \begin{pmatrix}
A \\
B_E \\
B_I
\end{pmatrix} \hat{\text{Prox}}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) \begin{pmatrix}
A^* B_E^* B_I^*
\end{pmatrix},
\]

where \( \hat{\text{Prox}}_{\lambda^*}(y + \sigma u), \hat{\Pi}_{R^{m_l}}(\sigma v_I - z) \) and \( \hat{\text{Prox}}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) \) are the generalized Jacobians of \( \text{Prox}_{\lambda^*}(\cdot), \Pi_{R^{m_l}}(\cdot) \) and \( \text{Prox}_{\lambda^*}(\cdot) \) at \( y + \sigma u, \sigma v_I - z \) and \( x - \sigma(A^*u + B_E^*v_E + B_I^*v_I) \), respectively. It is known from [13] that

\[
\hat{\nabla}^2 \psi(u, v_E, v_I)(d) = \hat{\nabla}^2 \psi(u, v_E, v_I)(d), \quad \forall d := \begin{pmatrix}
d_1 \\
d_2 \\
d_3
\end{pmatrix} \in \mathcal{R}^{m + m_E + m_I},
\]

where \( \hat{\nabla}^2 \psi(u, v_E, v_I) \) is the generalized Hessian of \( \psi \) at \((u, v_E, v_I) \). Let \( V_1, V_2, V_3 \in \hat{\text{Prox}}_{\lambda^*}(y + \sigma u), \hat{\text{Prox}}_{\lambda^*}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I)) \) and \( V_3 \in \hat{\Pi}_{R^{m_l}}(\sigma v_I - z) \). Then we define

\[
H := \sigma \begin{pmatrix}
V_1 & 0 \\
0 & V_2
\end{pmatrix} + \sigma \begin{pmatrix}
A \\
B_E \\
B_I
\end{pmatrix} V_2 \begin{pmatrix}
A^* B_E^* B_I^*
\end{pmatrix} \in \hat{\nabla}^2 \psi(u, v_E, v_I).
\]
If we can guarantee the positive definiteness of the generalized Jacobian, then we can apply the SSN method to get an approximate solution of $(\bar{u}, \bar{v}_E, \bar{v}_I)$. We discuss this topic in Sect. 5.

Now we present the detailed algorithm of the SSN as below.

Algorithm SSN: Given $(x, y, z) \in \mathcal{R}^n \times \mathcal{R}^m \times \mathcal{R}^{m_I}, \sigma > 0, \mu \in (0, \frac{1}{2}), \eta \in (0, 1), \tau \in (0, 1], v_1, v_2 \in (0, 1), \text{ and } \delta \in (0, 1), \text{ choose } (u^0, v_{E}^0, v_{I}^0, w^0, s^0) \in \mathcal{R}^n \times \mathcal{R}^m \times \mathcal{R}^{m_I} \times \mathcal{R}^m \times \mathcal{R}^n. \text{ Set } j = 0 \text{ and iterate the following steps.}

Step 1. Choose $H_j$ in the form of (16) with $V_1 = \partial \text{Prox}_{\sigma h}(y + \sigma u^j), V_2 = \partial \text{Prox}_{\sigma f}(x - \sigma (A^* u^j + B_E^* v_{E}^j + B_I^* v_{I}^j))$ and $V_3 \in \partial \Pi_{\mathcal{R}^{m_I}}(\sigma v_{I}^j - z)$. Find the exact solution $(\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j)$ or apply the preconditioned conjugate gradient (PCG) method to find an approximate solution $(\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j)$ to

$$(H_j + \varepsilon_j I)(\Delta u, \Delta v_{E}, \Delta v_{I}) = -\nabla \varphi(u^j, v_{E}^j, v_{I}^j),$$

such that

$$||H_j(\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j) + \nabla \varphi(u^j, v_{E}^j, v_{I}^j)|| \leq \eta_j := \min(\eta, ||\nabla \varphi(u^j, v_{E}^j, v_{I}^j)||^{1+\tau}),$$

where $\varepsilon_j := v_1 \min \left\{v_2, ||\nabla \varphi(u^j, v_{E}^j, v_{I}^j)||\right\}$.

Step 2. Set $\alpha_j = \delta^{m_j}$, where $m_j$ is the first nonnegative integer $m$ for which

$$\varphi((u^j, v_{E}^j, v_{I}^j) + \delta^m (\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j)) \leq \varphi(u^j, v_{E}^j, v_{I}^j) + \mu \delta^m \langle \nabla \varphi(u^j), (\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j) \rangle.$$

Step 3. Set $(u^{j+1}, v_{E}^{j+1}, v_{I}^{j+1}) = (u^j, v_{E}^j, v_{I}^j) + \alpha_j (\Delta u^j, \Delta v_{E}^j, \Delta v_{I}^j)$.

5 Theoretical Results

In this section we shall present some theoretical results related to the SSN-ALM. Firstly, we must guarantee that the generalized Jacobian is positive definite when using the SSN method. However, the positive definiteness of the generalized Jacobian is very essential, so we shall establish an equivalent condition to characterize the positive definiteness of $\partial^2 \varphi(\bar{u}, \bar{v}_E, \bar{v}_I)$. Secondly, we analyze the strong semismoothness of the involved function in the inner problem and the local convergence rate of the SSN method in Subsection 5.2. Thirdly, we need to analyze the global convergence and local convergence rate of the ALM in Subsection 5.3.

5.1 Constraint Nondegeneracy and the Positive Definiteness of the Generalized Jacobian

By introducing a variable $\eta \in \mathcal{R}$, the primal problem $(P)$ can be reformulated as

$$(P^{'}) \max_{x \in \mathcal{R}^n, y \in \mathcal{R}^m, z \in \mathcal{R}^{m_I}, \eta \in \mathcal{R}} \left\{ - (h(y) + \eta) | A x - y = b, B_E x - c_E = 0, 
B_I x - c_I + z = 0, z \in \mathcal{R}^{m_I}_+, (x, \eta) \in \text{epi} p \right\}.$$
The dual of problem \((P')\) is
\[
(D') \min_{u, w \in \mathbb{R}^n, s \in \mathbb{R}^n, v_E \in \mathbb{R}^m, v_I, \hat{v}_I \in \mathbb{R}^m, \xi \in \mathbb{R}} \begin{vmatrix} h^*(w) + \xi + \langle b, u \rangle + \langle c_E, v_E \rangle + \langle c_I, v_I \rangle \end{vmatrix} \mathcal{A}^* u + B_E^* v_E + B_I^* v_I + s = 0, -u + w = 0, v_I - \hat{v}_I = 0, \hat{v}_I \in \mathbb{R}^m, (s, \xi) \in \text{epi} p^* \}
\]

We say that \((x', y', z', \eta')\) is a feasible solution to problem \((P')\) if
\[
(x', y', z', \eta') \in \mathcal{F}_P := \begin{vmatrix} (x, y, z, \eta) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R} \end{vmatrix} A x - y = b, B_E x - c_E = 0, B_I x - c_I + z = 0, z \in \mathbb{R}^m, (x, \eta) \in \text{epi} p, \}
\]
and \((u', v'_E, v'_I, \hat{v}'_I, w', s', \xi')\) is a feasible solution to problem \((D')\) if
\[
(u', v'_E, v'_I, \hat{v}'_I, w', s', \xi') \in \mathcal{F}_D := \begin{vmatrix} (u, v_E, v_I, \hat{v}_I, w, s, \xi) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R} ^m \times \mathbb{R} \end{vmatrix} w \in \text{dom} h^*, \mathcal{A}^* u + B_E^* v_E + B_I^* v_I + s = 0, -u + w = 0, v_I - \hat{v}_I = 0, \hat{v}_I \in \mathbb{R}^m, (s, \xi) \in \text{epi} p^* \}
\]

In order to guarantee the existence of the primal and dual solutions, we assume the following two conditions hold.

**Assumption 2** Problem \((P')\) satisfies the condition:
\[
\exists (x^0, y^0, z^0, \eta^0) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}, \text{ such that } \mathcal{A} x^0 - y^0 = b, B_E x^0 - c_E = 0, B_I x^0 - c_I + z^0 = 0, z^0 \in \mathbb{R}^m, (x^0, \eta^0) \in \text{int} (\text{epi} p).
\]

**Assumption 3** Problem \((D')\) satisfies the condition:
\[
\exists (u^0, v^0_E, v^0_I, \hat{v}^0_I, w^0, s^0, \xi^0) \in \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}, \text{ such that } w^0 \in \text{int} (\text{dom} h^*), \mathcal{A}^* u^0 + B_E^* v^0_E + B_I^* v^0_I + s^0 = 0, -u^0 + w^0 = 0, \hat{v}^0_I - \hat{v}^0_I = 0, \hat{v}^0_I \in \mathbb{R}^m, (s^0, \xi^0) \in \text{int} (\text{epi} p^*).
\]

The constraint nondegeneracy condition plays an important role in the optimization theory. As for its definition for the general problem, one may refer to [4]. Since Assumption 1 holds, the constraint nondegeneracy condition for problem \((P')\) at the primal solution \((\bar{x}, \bar{y}, \bar{z}, \bar{\eta})\) takes the following form
\[
\begin{pmatrix} A & -I & 0 & 0 \\ B_E & 0 & 0 & 0 \\ B_I & 0 & I & 0 \\ 0 & 0 & I & 0 \\ I & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} R^n \\ R^m \\ R^m \\ R^m \\ \mathbb{R} \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ 0 \\ \text{lin}(T_{\mathbb{R}^m}(\bar{z})) \\ \text{lin}(T_{\text{epi} p}(\bar{x}, \bar{\eta})) \end{pmatrix} = \begin{pmatrix} R^m \\ R^m \\ R^m \\ R^m \end{pmatrix} \}
\]

For any \(z \in \mathbb{R}^m\),
\[
T_{\mathbb{R}^m}(z) = \left\{ \hat{d} \in \mathbb{R}^m \mid \hat{d}_i \leq 0, \text{ if } z_i = 0; \hat{d}_i \in \mathbb{R}, \text{ if } z_i < 0 \right\}
\]
with its lineality space as
\[
\text{lin}(T_{R_{m_j}}(z)) = \left\{ \hat{d} \in R^{m_j} \mid \hat{d}_i = 0, \text{ if } z_i = 0; \hat{d}_i \in R, \text{ if } z_i < 0 \right\}.
\]

For any \((x, \eta) \in R^n \times R^m\),
\[
T_{epi_p}(x, \eta) = \begin{cases} R^n \times R, & \text{if } (x, \eta) \in \text{int(epi} p), \\ \text{epi} p, & \text{if } (x, \eta) = (0, 0), \\ \{(d x, d \eta) \in R^n \times R \mid p'(x; d x) - d \eta \leq 0\}, & \text{if } (x, \eta) \in \partial(epi p) \setminus \{(0, 0)\}, \end{cases}
\]
where \(p'(x; d x)\) is the directional derivative of \(p\) at \(x\) in the direction \(d x\). The lineality space of \(T_{epi_p}(x, \eta)\) is
\[
\text{lin}(T_{epi_p}(x, \eta)) = T_{epi_p}(x, \eta) \cap -T_{epi_p}(x, \eta)
\]
\[
= \begin{cases} R^n \times R, & \text{if } (x, \eta) \in \text{int(epi} p), \\ \{(0, 0)\}, & \text{if } (x, \eta) = (0, 0), \\ \{(dx, d \eta) \in R^n \times R \mid p'(x; d x) \leq d \eta \leq -p'(x; -d x)\}, & \text{if } (x, \eta) \in \partial(epi p) \setminus \{(0, 0)\}. \end{cases}
\]

Since \(p(x) = \lambda_1 \sum_{j=1}^{J} \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1\), we have that
\[
p'(x; d x) = \lambda_1 \left( \sum_{j: x_{G_j} \neq 0} \omega_j \left( \frac{x_{G_j}}{\|x_{G_j}\|} \right)^T (dx)_{G_j} + \sum_{j: x_{G_j} = 0} \omega_j \| (dx)_{G_j} \| \right) + \lambda_2 \left( \sum_{i: x_i \neq 0} \text{sign}(x_i) (dx)_i + \sum_{i: x_i = 0} |(dx)_i| \right).
\]

Therefore, we can describe the lineality space of \(T_{epi_p}(x, \eta)\) as
\[
\text{lin}(T_{epi_p}(x, \eta))
\]
\[
= \begin{cases} R^n \times R, & \text{if } (x, \eta) \in \text{int(epi} p), \\ \{(0, 0)\}, & \text{if } (x, \eta) = (0, 0), \\ \{(dx, d \eta) \in R^n \times R \mid p'(x; d x) = -p'(x; -d x) = d \eta, (dx)_i = 0 \text{ if } x_i = 0\}, & \text{if } (x, \eta) \in \partial(epi p) \setminus \{(0, 0)\}. \end{cases}
\]

We only need to consider the solution point at which the constraint is active, i.e., \((\tilde{x}, \tilde{\eta}) \in \partial(epi p) \setminus \{(0, 0)\}\), since if it is not active, the tangent cone is the whole space and the nondegeneracy condition holds automatically. We define a linear subspace \(T_{lin}(\tilde{x}) \subseteq R^n\) by
\[
T_{lin}(\tilde{x}) = \left\{ dx \in R^n \mid (dx)_i = 0 \text{ if } \tilde{x}_i = 0 \right\}.
\]

Then we establish the following result which gives a simplified form of (17).

**Proposition 1**: The nondegeneracy condition (17) for problem \((P')\) holds at \((\tilde{x}, \tilde{y}, \tilde{z}, \tilde{\eta})\) if and only if
\[
B_E T_{lin}(\tilde{x}) = R^{m_E}, \quad B_I T_{lin}(\tilde{x}) + \text{lin}(T_{R_{m_j}}(\tilde{z})) = R^{m_I}.
\]
We can see that the equality (21) holds automatically. From (22)–(24), we have
\[
\begin{pmatrix}
\mathcal{A} - I & 0 \\
B_E & 0 & 0 \\
B_I & 0 & I \\
0 & 0 & I \\
I & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\mathcal{R}^n \\
\mathcal{R}^m \\
\mathcal{R}^{m_I} \\
\mathcal{R}^m \\
\mathcal{R}^n
\end{pmatrix}
+ \begin{pmatrix}
\mathcal{U} \mathcal{V}_2^0 \\
\mathcal{U} \mathcal{V}_3^0
\end{pmatrix}
= \begin{pmatrix}
\mathcal{R}^m \\
\mathcal{R}^m_E \\
\mathcal{R}^{m_I} \\
\mathcal{R}^m \\
\mathcal{R}^n
\end{pmatrix}.
\tag{20}
\]

The condition (20) holds at \((\bar{x}, \bar{y}, \bar{z}, \bar{\eta})\) if and only if for any \(y \in \mathcal{R}^m, y_E \in \mathcal{R}^{m_E}, y_I, \hat{y}_I \in \mathcal{R}^{m_I}\) and \(x \in \mathcal{R}^n\), there exist \(h \in \mathcal{R}^n, h_y \in \mathcal{R}^m\) and \(h_I \in \mathcal{R}^{m_I}\) such that
\[
\begin{align*}
\mathcal{A}h - h_y &= y, \\
B_Eh &= y_E, \\
B_Ih + h_I &= y_I,
\end{align*}
\tag{21}
\begin{align*}
\left(\begin{array}{c}
\hat{y}_I \\
\bar{x}
\end{array}\right) &= \left(\begin{array}{c}
h_I \\
h
\end{array}\right) + \left(\begin{array}{c}
\text{lin}T_{\mathcal{R}_I} \bar{z} \\
T_{\mathcal{R}_I}(\bar{x})
\end{array}\right).
\tag{24}
\end{align*}
\]

We can see that the equality (21) holds automatically. From (22)–(24), we have
\[
B_E(x + T_{\mathcal{R}_I}(\bar{x})) = \mathcal{R}^{m_E},
\]
\[
B_I(x + T_{\mathcal{R}_I}(\bar{x})) + (\hat{y}_I + \text{lin}T_{\mathcal{R}_I}(\bar{z})) = \mathcal{R}^{m_I},
\]
which in turn is equivalent to (19).

Based on Assumption 1, \(\partial\text{Prox}_{\sigma h}(\bar{y} + \sigma \bar{u})\) is a singleton set \(\{V_1\}\) with \(V_1\) positive definite. Then we define an element \(\tilde{H} \in \tilde{\mathcal{S}}^2 \psi(\bar{u}, \bar{v}_E, \bar{y}_I)\) with
\[
\tilde{H} := \sigma \begin{pmatrix}
V_1 & 0 \\
0 & V_3
\end{pmatrix} + \sigma \begin{pmatrix}
A & B_E^* & B_I^*
\end{pmatrix} V_2^0 \begin{pmatrix}
A^* & B_E^* & B_I^*
\end{pmatrix},
\tag{25}
\]
where
\[
V_2^0 := (I_n - \mathcal{P}^* \Sigma \mathcal{P})\Theta,
\tag{26}
\]
here
\[
\Sigma = \text{Diag}(\Sigma_1, \ldots, \Sigma_J), \quad j = 1, \ldots, J,
\]
\[
\Sigma_j = \begin{cases}
\frac{\sigma \lambda_{i,j}}{\|P_j v\|^2} (I - \frac{P_j v}{\|P_j v\|^2}^T), & \text{if } \|P_j v\| > \sigma \lambda_{i,j}, \\
I, & \text{if } \|P_j v\| \leq \sigma \lambda_{i,j},
\end{cases}
\]
with \(v = \text{Prox}_{\sigma \rho_2}(\bar{x} - \sigma (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I)), \quad \Theta = \text{Diag}(\Theta)\) with
\[
\theta_i = \begin{cases}
1, & \text{if } |(\bar{x} - \sigma (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I))_i| > \sigma \lambda_2, \\
0, & \text{if } |(\bar{x} - \sigma (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I))_i| \leq \sigma \lambda_2,
\end{cases}
\]
and
\[
V_3^0 := \text{Diag}(\bar{v}_3), \quad (\bar{v}_3)_i = \begin{cases}
1, & \text{if } (\sigma \bar{v}_I - \bar{z})_i > 0, \\
0, & \text{if } (\sigma \bar{v}_I - \bar{z})_i \leq 0.
\end{cases}
\tag{27}
\]

Now we present the result of equivalence.

**Theorem 1** For problems (P') and (D'), the following conditions are equivalent:
(i) The primal constraint nondegeneracy condition (19) of the primal problem \(P'\) holds at \((\bar{x}, \bar{y}, \bar{z}, \bar{\eta})\).

(ii) The elements of \(\hat{\partial}^2 \varphi(\bar{u}, \bar{v}_E, \bar{v}_I)\) are all positive definite.

(iii) \(\hat{H}\) is positive definite.

Proof “(i)⇒(ii)”: For any \(V_2 \in \partial \text{Prox}_{\sigma} \bar{u} (\bar{x} - \sigma(A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I))\), \(V_3 \in \partial \Pi_{\mathcal{R}^m_m} (\sigma \bar{v}_I - \bar{z})\) and \(d_1 \in \mathcal{R}^m, d_2 \in \mathcal{R}^{m_E}, d_3 \in \mathcal{R}^{m_I}, d = \begin{pmatrix} d_1 \\ d_2 \\ d_3 \end{pmatrix}\), we assume

\[
0 = \langle d, Hd \rangle = \langle d_1, V_1d_1 \rangle + \langle d_3, V_3d_3 \rangle + \langle A^*d_1 + B_E^*d_2 + B_I^*d_3, V_2(A^*d_1 + B_E^*d_2 + B_I^*d_3) \rangle \\
g \geq \langle d_1, V_1d_1 \rangle + \langle V_2d_3d_3 + \langle V_2(A^*d_1 + B_E^*d_2 + B_I^*d_3), V_2(A^*d_1 + B_E^*d_2 + B_I^*d_3) \rangle \geq 0, \tag{28}\]

where \(H\) is defined in (16). The first inequality in (28) holds because all the eigenvalues of \(V_2\) and \(V_3\) are less than or equal to one.

Since \(V_1\) is positive definite and \(V_2, V_3\) are positive semidefinite, we have \(d_1 = 0, V_3d_3 = 0\) and \(V_2(B_E^*d_2 + B_I^*d_3) = 0\). Due to the structure of \(\partial \Pi_{\mathcal{R}^m_m} (\sigma \bar{v}_I - \bar{z})\), we can see that \(V_3d_3 = 0\) implies

\[(d_3)_i = 0, \text{ if } \langle \sigma \bar{v}_I - \bar{z} \rangle_i > 0.\]

According to the complementarity condition in (9),

\[\text{if } \bar{z}_i < 0, \text{ then } \langle \bar{v}_I \rangle_i = 0, \text{ thus } \langle \sigma \bar{v}_I - \bar{z} \rangle_i > 0.\]

That is,

\[\text{if } \bar{z}_i < 0, \text{ then } (d_3)_i = 0.\]

Therefore, for any \(\hat{d} \in \text{lin}(T_{\mathcal{R}^m_m} (\bar{z}))\),

\[\langle d_3, \hat{d} \rangle = \sum_{i: \bar{z}_i = 0} (d_3)_i \hat{d}_i + \sum_{i: \bar{z}_i < 0} (d_3)_i \hat{d}_i = 0. \tag{29}\]

That is,

\[d_3 \in [\text{lin}(T_{\mathcal{R}^m_m} (\bar{z}))]^\perp.\]

Let us denote the index set

\[\mathcal{E}_j := G_j \cap \text{supp}(\bar{v}) = \{i \in G_j | \theta_i = 1\}, \tag{30}\]

where \(\bar{v} = \text{Prox}_{\sigma} \bar{u} (\bar{x} - \sigma(A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I))\), \(\theta_i\) is defined in (13).

If \(\bar{x}_i \neq 0\), then from

\[-(A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I) = \bar{s} = \text{Prox}_{\sigma} \bar{u} (\sigma^{-1} \bar{x} - (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I)) = \Pi_{B_{E,n}^* + B_2} (\sigma^{-1} \bar{x} - (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I)),\]

we have

\[\|\sigma^{-1} \bar{x} - (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I)\| > \lambda_1, \text{ and } \|\sigma^{-1} \bar{x} - (A^* \bar{u} + B_E^* \bar{v}_E + B_I^* \bar{v}_I)\| > \lambda_2.\]

That is, \(i \in \mathcal{E}_j\). So \((V_2)^\top (B_E^*d_2 + B_I^*d_3)^\top = 0\), where \(\mathcal{T} := \{i \mid \bar{x}_i \neq 0\}\), implies \((B_E^*d_2 + B_I^*d_3)^\top = 0\) by the structure of the generalized Jacobian \(\hat{\partial} \text{Prox}_{\sigma} (\cdot)\) in (12).
If $\tilde{x}_i = 0$, by (18) we obtain that $\hat{d}(dx)_i = 0$.

Hence,
\[
\begin{pmatrix} d_2 \\ d_3 \end{pmatrix} \cdot \begin{pmatrix} \mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3 \\ \mathcal{B}_I \end{pmatrix} = \langle \mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3, dx \rangle = \sum_{i: \tilde{x}_i \neq 0} (\mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3)_i (dx)_i + \sum_{i: \tilde{x}_i = 0} (\mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3)_i (dx)_i = 0. \tag{31}
\]

From the nondegeneracy condition (19), there exist $dx \in T^{\text{lin}}(\tilde{x})$ and $\hat{d} \in \mathcal{R}^n$ such that $\mathcal{B}_E dx = d_2$ and $\mathcal{B}_I dx + \hat{d} = d_3$. Therefore, in combination with (29) and (31), we have
\[
\begin{pmatrix} d_2 \\ d_3 \end{pmatrix} \cdot \begin{pmatrix} \mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3 \\ \mathcal{B}_I \end{pmatrix} = \langle \mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3, dx \rangle = \begin{pmatrix} \mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3 \\ \mathcal{B}_I \end{pmatrix} \cdot \begin{pmatrix} dx \\ \hat{d} \end{pmatrix} = 0.
\]

Now we have proved that the elements of the generalized Jacobian $\delta^2 \varphi(\tilde{u}, \tilde{v}_E, \tilde{v}_I)$ are all positive definite.

“(ii) ⇒ (iii)”: This is obvious.

“(iii) ⇒ (i)”: For this result, we prove it by contradiction. We assume that (19) does not hold.

Then for $d = \begin{pmatrix} d_1 \\ d_2 \\ d_3 \end{pmatrix}$ with $d_1 \in \mathcal{R}^m$, $d_2 \in \mathcal{R}^m_E$, $d_3 \in \mathcal{R}^m_I$, we can find
\[
0 \neq d_2 \in [\mathcal{B}_E T^{\text{lin}}(\tilde{x})]^\perp,
\]
and
\[
0 \neq d_3 \in [\mathcal{B}_I T^{\text{lin}}(\tilde{x})]^\perp \cap [\text{lin}(T_{\mathcal{R}^m_I}(\tilde{z}))]^\perp.
\]

Since $d_2 \in [\mathcal{B}_E T^{\text{lin}}(\tilde{x})]^\perp$, then for any $dx \in T^{\text{lin}}(\tilde{x})$,
\[
\langle d_2, \mathcal{B}_E dx \rangle = \langle \mathcal{B}_E^* d_2, dx \rangle = 0,
\]
i.e.,
\[
\mathcal{B}_E^* d_2 \in [T^{\text{lin}}(\tilde{x})]^\perp = \{ \tilde{d} \in \mathcal{R}^n \mid \tilde{d}_i = 0 \text{ if } \tilde{x}_i \neq 0 \}. \tag{32}
\]

We may only consider the $j$th group. It is discussed in two cases. (i). $\tilde{x}_{G_j} \neq 0$: if $\tilde{x}_i \neq 0$ for some $i \in G_j$, then $(\mathcal{B}_E^* d_2)_i = 0$ by (32); if $\tilde{x}_i = 0$ for some $i \in G_j$, then from (11) we have $(\text{Prox}_{\sigma p_2}(\tilde{x} - \sigma (A^* \tilde{u} + B_E^* \tilde{v}_E + B_I^* \tilde{v}_I)))_i = 0$, therefore $\tilde{\theta}_i = 0$ by (13). Hence, according to (12), we have $(V_0^0)_{G_j G_j} (\mathcal{B}_E^* d_2)_{G_j} = 0$. (ii). $\tilde{x}_{G_j} = 0$: from (10), we can obtain $\text{Prox}_{\sigma p_2}(\tilde{x} - \sigma (A^* \tilde{u} + B_E^* \tilde{v}_E + B_I^* \tilde{v}_I))_{G_j} = 0$. By (12), we also have $(V_0^0)_{G_j G_j} (\mathcal{B}_E^* d_2)_{G_j} = 0$. From the two cases, we can find $V_0^0 \in \delta \text{Prox}_{\sigma p}(\tilde{x} - \sigma (A^* \tilde{u} + B_E^* \tilde{v}_E + B_I^* \tilde{v}_I))$ such that $V_0^0 (\mathcal{B}_E^* d_2) = 0$. In the same way, we can get $V_0^0 (\mathcal{B}_I^* d_3) = 0$. Therefore, $V_0^0 (\mathcal{B}_E^* d_2 + \mathcal{B}_I^* d_3) = 0$. Meanwhile,
\[
d_3 \in [\text{lin}(T_{\mathcal{R}^m_I}(\tilde{z}))]^\perp := \{ \tilde{d} \in \mathcal{R}^m_I \mid \tilde{d}_i \in \mathcal{R}, \text{ if } \tilde{z}_i = 0; \tilde{d}_i = 0, \text{ if } \tilde{z}_i < 0 \}. \tag{33}
\]

If $\tilde{z}_i = 0$, then $(\sigma \tilde{v}_I - \tilde{z})_i \leq 0$. In combination with (14) and (33), we can deduce $V_3^0 d_3 = 0$. 

\hspace{1cm} Springer
In summary, we have found a $d \neq 0$ such that $\langle d, \hat{H}d \rangle = 0$, which contradicts the positive definiteness of $\hat{H}$. Hence, the primal constraint nondegeneracy condition (19) holds.

5.2 Local Convergence Rate of the SSN

In this subsection, we analyze the local convergence rate of the SSN. But before that, we need to consider the strong semismoothness of $\nabla \phi$. For the definitions of semismoothness and $\gamma$-order semismoothness, one may see the following.

**Definition 2** (semismoothness) [16, 26] Let $O \subseteq \mathbb{R}^n$ be an open set, $K : O \subseteq \mathbb{R}^n \Rightarrow \mathbb{R}^{n \times m}$ be a nonempty and compact valued, upper-semicontinuous set-valued mapping, and $F : O \rightarrow \mathbb{R}^n$ be a locally Lipschitz continuous function. $F$ is said to be semismooth at $x \in O$ with respect to the multifunction $K$ if $F$ is directionally differentiable at $x$ and for any $V \in K(x + \Delta x)$ with $\Delta x \rightarrow 0$,

$$F(x + \Delta x) - F(x) - V\Delta x = o(\|\Delta x\|).$$

Let $\gamma$ be a positive constant. $F$ is said to be $\gamma$-order (strongly, if $\gamma = 1$) semismooth at $x$ with respect to $K$ if $F$ is directionally differentiable at $x$ and for any $V \in K(x + \Delta x)$ with $\Delta x \rightarrow 0$,

$$F(x + \Delta x) - F(x) - V\Delta x = O(\|\Delta x\|^{1+\gamma}).$$

In the following, we present the following result about the semismoothness of $\nabla \phi$.

**Proposition 2** $\nabla \phi$ is strongly semismooth.

**Proof** Based on Proposition 7.4.7 in [10], we have $\Pi_{\mathbb{R}_{+}^{m}}(\cdot)$ is strongly semismooth since it is piecewise affine. By [6, Proposition 4.3], the projection operator onto the second order cone is strongly semismooth. Then the strong semismoothness of the proximal operator $\text{Prox}_{\sigma h}(\cdot)$ follows from [22, Theorem 4]. In [43, Theorem 3.1], Zhang et al. have proved that $\text{Prox}_{\sigma p}(\cdot)$ is strongly semismooth. Finally, by Theorem 7.4.4 in [10], we can easily prove the conclusion and we omit the details.

Since the strong semismoothness of $\nabla \phi$ has been proved, based on this property we can obtain the local convergence rate of the SSN method.

**Theorem 2** Let $\{(u^j, v_E^j, v_I^j, w^j, s^j)\}$ be the infinite sequence generated by Algorithm SSN. Then $\{(u^j, v_E^j, v_I^j, w^j, s^j)\}$ converges to the unique optimal solution $(\tilde{u}, \tilde{v}_E, \tilde{v}_I, \tilde{w}, \tilde{s})$ to problem (15) and

$$\|(u^{j+1}, v_E^{j+1}, v_I^{j+1}, w^{j+1}, s^{j+1}) - (\tilde{u}, \tilde{v}_E, \tilde{v}_I, \tilde{w}, \tilde{s})\| = O(\|(u^j, v_E^j, v_I^j, w^j, s^j) - (\tilde{u}, \tilde{v}_E, \tilde{v}_I, \tilde{w}, \tilde{s})\|^{1+\tau}).$$

5.3 Convergence analysis of the ALM

In this subsection, we adapt the results developed in [21, 28, 29] to establish the convergence theory of the ALM for problem (D).
Notably, the inner subproblem (15) has no closed-form solution, so we consider how to solve it approximately with the following stopping criteria introduced in [28, 29].

\[(A)\varphi_k(u^{k+1}, v_{E}^{k+1}, v_I^{k+1}) - \inf_{u, v_E, v_I} \varphi_k(u, v_E, v_I) \leq \varepsilon_k^2/(2\sigma_k), \varepsilon_k \geq 0, \sum_{k=1}^{+\infty} \varepsilon_k < +\infty,\]

\[(B)\varphi_k(u^{k+1}, v_{E}^{k+1}, v_I^{k+1}) - \inf_{u, v_E, v_I} \varphi_k(u, v_E, v_I) \leq \delta_k^2/(2\sigma_k)(\|x^{k+1} - x^k\|^2 + \|y^{k+1} - y^k\|^2 + \|z^{k+1} - z^k\|^2) + \|z^{k+1} - z^k\|^2, \delta_k \geq 0, \sum_{k=1}^{+\infty} \delta_k < +\infty,\]

\[(B')\|\nabla \varphi_k(u^{k+1}, v_{E}^{k+1}, v_I^{k+1})\| \leq \delta'_k/(2\sigma_k)(\|x^{k+1} - x^k\|^2 + \|y^{k+1} - y^k\|^2 + \|z^{k+1} - z^k\|^2), \delta'_k \leq 0, \delta'_k \rightarrow 0.\]

Then the global convergence of Algorithm SSN-ALM follows from [28, Theorem 1] and [29, Theorem 4] without much difficulty.

**Theorem 3** Suppose \(\inf(D) < +\infty\), and let Algorithm SSN-ALM be executed with the stopping criterion (A). If Assumption 3 holds, then the sequence \((x^k, y^k, z^k)\) generated by the algorithm is bounded and \((x^k, y^k, z^k)\) converges to \((\bar{x}, \bar{y}, \bar{z})\), where \((\bar{x}, \bar{y}, \bar{z})\) is some optimal solution to (P), and \((u^k, v_{E}^k, v_I^k, w^k, s^k)\) is asymptotically minimizing for (D) with \(\inf(P) = \max(D)\).

If \((x^k, y^k, z^k)\) is bounded and (P) satisfies Assumption 2, then the sequence \((u^k, v_{E}^k, v_I^k, w^k, s^k)\) is also bounded, and all of its accumulation points of the sequence \((u^k, v_{E}^k, v_I^k, w^k, s^k)\) are optimal solutions to (D).

Next, we state the local convergence rate of Algorithm SSN-ALM.

**Theorem 4** Suppose \(\inf(D) < +\infty\), and let Algorithm SSN-ALM be executed with the stopping criteria (A) and (B). Suppose Assumptions 1, 2, and 3 hold. Suppose that \(T_f\) satisfies the error bound condition (6) for the origin with modulus \(a_f\). Let \(\{x^k, y^k, z^k, u^k, v_{E}^k, v_I^k, w^k, s^k\}\) be an infinite sequence generated by Algorithm SSN-ALM with the stopping criteria (A) and (B'). Then, the sequence \((x^k, y^k, z^k)\) converges to \((\bar{x}, \bar{y}, \bar{z}) \in \Omega\), where \(\Omega\) is the solution set to problem (P), and for all \(k\) sufficiently large,

\[
dist((x^{k+1}, y^{k+1}, z^{k+1}), \Omega) \leq \theta_k \dist((x^k, y^k, z^k), \Omega),
\]

where \(\theta_k = (a_f(a_f^2 + \sigma_k^2)^{-1/2} + 2\delta_k)(1 - \delta_k)^{-1} \rightarrow \theta_{\infty} = a_f(a_f^2 + \sigma_{\infty}^2)^{-1/2} < 1\), as \(k \rightarrow +\infty\). Moreover, if the nondegeneracy condition (19) holds, the sequence \((u^k, v_{E}^k, v_I^k, w^k, s^k)\) converges to the unique optimal solution to problem (D).

Moreover, if \(T_I\) satisfies the error bound condition (6) for the origin with modulus \(a_I\) and the stopping criterion (B') is also used, then for all \(k\) sufficiently large,

\[
\|(u^{k+1}, v_{E}^{k+1}, v_I^{k+1}, w^{k+1}, s^{k+1}) - (\bar{u}, \bar{v}_E, \bar{v}_I, \bar{w}, \bar{s})\| \leq \theta'_k \|(x^{k+1}, y^{k+1}, z^{k+1}) - (x^k, y^k, z^k)\|,
\]

where \(\theta'_k = a_I(1 + \delta'_k)/\sigma_k\) with the limit \(\lim_{k \rightarrow \infty} \theta'_k = a_I/\sigma_{\infty}\).

**6 Numerical Issues for Solving the Subproblem (15)**

The key part of Algorithm SSN-ALM is how to efficiently solve the subproblem (15). The most important thing to solve this subproblem is how to efficiently solve the linear system to
obtain the Newton direction. Denote $\widetilde{H} := \sigma^{-1}\hat{H}$, then the linear system has the following form

$$
\widetilde{H}d = \begin{pmatrix} V_1^0 & 0 \\ 0 & V_3^0 \end{pmatrix} + NV_2^0NT \quad d = -\sigma^{-1}\nabla\phi(u, v_E, v_I),
$$

(34)

where $N \in R^{\tilde{m} \times n}$ ($\tilde{m} := m + m_E + m_I$) denotes the matrix representation of the linear operator $\begin{pmatrix} A \\ B_E \\ B_I \end{pmatrix}d = \begin{pmatrix} d_1 \\ d_2 \\ d_3 \end{pmatrix} \in R^{\tilde{m}}$. $V_1^0 = I_m - W_1^0$, here

$$
W_1^0 = \begin{cases} \frac{\sigma}{\|y + \sigma u\|^2}(I_m - \frac{(y + \sigma u)(y + \sigma u)^T}{\|y + \sigma u\|^2}), & \text{if } \|y + \sigma u\| > \sigma, \\
I_m, & \text{if } \|y + \sigma u\| \leq \sigma,
\end{cases}
$$

$V_2^0$ and $V_3^0$ are defined the same as (26) and (27).

In [43, Section 4.3], Zhang et al. once described the special structure similar to $NV_2^0NT$. For completeness, we also state the details here. Note that

$$
\supp(\text{diag}(P_j^*P_j\Theta)) = \mathcal{Z}_j,
$$

where $\mathcal{Z}_j$ is the index set defined in (30) that corresponds to the non-zero elements of $v = \text{Prox}_{\sigma p_2}(x - \sigma(A^*u + B_E^*v_E + B_I^*v_I))$ in the $j$th group. The diagonal matrix $P_j^*P_j\Theta$ is expected to contain only a few ones on the diagonal so that the computational cost of $N(P_j^*P_j\Theta)^{NT}$ can be greatly reduced. Denote $\mathcal{Z}_r := \{j | \|P_jv\| > \sigma\lambda_{1,j}, j = 1, \ldots, J\}$.

Let $N_j \in R^{\tilde{m} \times |\mathcal{Z}_j|}$ be the sub-matrix of $N$ with those columns in $\mathcal{Z}_j$ and $s_j := (P_j^*P_j v)z_j \in R^{|\mathcal{Z}_j|}$ be the sub-vector of $P_j^*v$ restricted to $\mathcal{Z}_j$. Then we have

$$
NV_2^0NT = N(I_n - P_j^*P_j\Theta)^{NT}
$$

$$
= \sum_{j \in \mathcal{Z}_r} \left(1 - \frac{\sigma\lambda_{1,j}}{\|P_jv\|^2}\right)N_jP_j^*P_j\Theta^{NT} + \frac{\sigma\lambda_{1,j}}{\|P_jv\|^3}N(P_j^*P_j v)(P_j^*P_j v)^T N^{T}
$$

$$
= \sum_{j \in \mathcal{Z}_r} \left(1 - \frac{\sigma\lambda_{1,j}}{\|P_jv\|^2}\right)N_jN_j^{T} + \frac{\sigma\lambda_{1,j}}{\|P_jv\|^3}(N_j s_j)(N_j s_j)^T.
$$

If we let $r := \sum_{j \in \mathcal{Z}_r} |\mathcal{Z}_j|$, $r_2 := |\mathcal{Z}_r|$, $D = [B \ C] \in R^{\tilde{m} \times (r+r_2)}$ with $B_j := \sqrt{(1 - \frac{\sigma\lambda_{1,j}}{\|P_jv\|^2})}N_j \in R^{\tilde{m} \times |\mathcal{Z}_j|}$, $B := [B_j]_{j \in \mathcal{Z}_r} \in R^{\tilde{m} \times r}$, $c_j := \sqrt{\frac{\lambda_{1,j}}{\|P_jv\|^3}}(N_j s_j) \in \tilde{m}$ and $C := [c_j]_{j \in \mathcal{Z}_r} \in R^{\tilde{m} \times r_2}$, then

$$
NV_2^0NT = DD^T.
$$

(35)

For $V_1^0$, we only analyze the case of $\|y + \sigma u\| > 1$, which is relatively most complicated. That is,

$$
V_1^0 = \left(1 - \frac{\sigma}{\|y + \sigma u\|}\right)I_m - \sigma\frac{(y + \sigma u)(y + \sigma u)^T}{\|y + \sigma u\|^3}.
$$

(36)

Combining (35) and (36), the coefficient matrix of (34) has the form

$$
\widetilde{H} = \begin{pmatrix} (1 - \frac{\sigma}{\|y + \sigma u\|})I_m - \sigma\frac{(y + \sigma u)(y + \sigma u)^T}{\|y + \sigma u\|^3} & 0 \\ 0 & V_3^0 \end{pmatrix} + DD^T.
$$
Due to the sparse structure, the number $r + r_2$ may be much smaller than $\hat{m}$. Therefore, by exploiting the second order sparsity the total computational costs of using the sparse Cholesky factorization to solve the linear system (34) are significantly reduced from $O(\hat{m}^3)$ to $O(\hat{m}(r + r_2)^2)$. But if the dimension of the problem is very large, we tend to apply the PCG method instead of the sparse Cholesky factorization method because it is more efficient in practical computation. When using the PCG method, we adopt a diagonal preconditioner.

7 Numerical Experiments

In this section, we compare the performances of our proposed algorithm with a popular ADMM solver SCS on the cssLasso problems. The basic code is written in Matlab, but the key subroutines in C are incorporated via the Mex files. We implement the algorithm in MATLAB R2019a. All runs are performed on a NoteBook (i7-10710u 4.7G with 16 GB RAM).

In our experiments, we measure the quality of the computed solution by the relative primal infeasibility $R_P$ and dual infeasibility $R_D$, and the relative complementarity condition $R_C$ as follows

$R_P = \frac{\|Ax - y - b\| + \|B_E x - c_E\| + \|B_I x - c_I + z\|}{1 + \|b\| + \|c_E\| + \|c_I\|}$

$R_D = \frac{\|A^* u + B_E^* v_E + B_I^* v_I + s\| + \|w - u\|}{1 + \|u\| + \|v_E\| + \|v_I\| + \|s\| + \|w\|}$

$R_C = \frac{\|w - \text{Prox}_{h^*}(w + y)\| + \|s - \text{Prox}_{p^*}(s + x)\| + \|v_I - \Pi_{R^+}(B_I x - c_I + v_I)\|}{1 + \|w\| + \|s\| + \|v_I\|}$

We stop the algorithm when

$\eta_{kkt} := \max\{R_P, R_D, R_C\} < \text{Tol}$

with $\text{Tol} = 10^{-6}$ as the default. We also stop the algorithm if it reaches the maximum iteration number 200. In addition, we also use the relative gap $R_G$ as a measurement, which is defined as

$R_G := \frac{|\text{pobj} - \text{dobj}|}{1 + |\text{pobj}| + |\text{dobj}|}$

where $\text{pobj}$ and $\text{dobj}$ denote the primal and dual objective values, respectively. We compare our algorithm with the software SCS. SCS aims to solve the linear and quadratic conic optimization problems, which is based on an operator splitting method, the ADMM [25]. We set $\text{eps\_abs} = 10^{-6}, \text{eps\_rel} = 10^{-6}$ and $\text{eps\_infeas} = 10^{-6}$, and the default maximum iteration number is 10000. We list

$\eta_{kkt} := \max\{R_P, R_D\}$

in the tables. The weights $\omega_j = \sqrt{|G_j|}$, $\forall j = 1, 2, \ldots, J$. We test the problems with two different sets of regularization parameters:

$(S_1) \quad \lambda_1 = 0.5\gamma \|A^* b\|_{\infty}, \quad \lambda_2 = 0.5\gamma \|A^* b\|_{\infty};$

$(S_2) \quad \lambda_1 = 0.8\gamma \|A^* b\|_{\infty}, \quad \lambda_2 = 0.2\gamma \|A^* b\|_{\infty},$

where the parameter $\gamma$ is chosen to produce a reasonable number of nonzero elements in the resulting solution $x$. Let $\hat{x}$ be the vector obtained by sorting $x$ such that $|\hat{x}_1| \geq |\hat{x}_2| \geq$
\[
\cdot \geq |\hat{x}_n|.
\]
In our numerical experiments, we define the number of nonzero elements as the minimal \( k \) satisfying
\[
\sum_{i=1}^{k} |\hat{x}_i| \geq 0.9999 \|x\|_1.
\]

### 7.1 The Description of the Computed Problems

In the numerical experiments, we focus on three classes of special problems.

(I) The general constrained problem. The general constrained problem has the following form

\[
\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\| + \lambda_1 \sum_{j=1}^{J} \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1 \mid B_E x = 0, \ l_b \leq x \leq u_b \right\}. 
\]

where \( A \in \mathbb{R}^{m \times n}, B_E \in \mathbb{R}^{m_E \times n} \) with the \( i \)th row \((B_E)_{i,:} := [0_{k_i}^T 0_{k_i}^T \ldots 1_{k_i}^T 0_{k_i}^T \ldots 1_{k_i}^T]^T\) here \( 0 < k_i < n \) is a given parameter, \( l_b = 0_n \) and \( u_b = 1_n \). As for the details for the equality constraint and inequality constraint, one may see [12].

(II) The reparameterization problem. The equality constrained problem has the following form

\[
\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\| + \lambda_1 \sum_{j=1}^{J} \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1 \mid B_E x = 0 \right\},
\]

where \( A \in \mathbb{R}^{m \times n} \) and \( B_E \in \mathbb{R}^{m_E \times n} \). Note that \( B_E \) is generated in the same way as that in the first class of problem.

(III) The sum-to-zero constraint problem. The problem is as follows

\[
\min_{x \in \mathbb{R}^n} \left\{ \|Ax - b\| + \lambda_1 \sum_{j=1}^{J} \omega_j \|x_{G_j}\| + \lambda_2 \|x\|_1 \mid \sum_{i} x_i = 0 \right\},
\]

where \( A \in \mathbb{R}^{m \times n} \). This type of constraint on the Lasso has been considered in [1, 20, 33] for the analysis of compositional data.

### 7.2 Numerical Results on the Synthetic Data Problems

In this subsection, we compare the the numerical performances between the SSN-ALM and SCS on the synthetic data problems. For the synthetic data problems, we only focus on the problem (37). The data matrix \( A \) is generated randomly as an \( m \times n \) matrix of normally distributed random numbers. Subsequently, the response vector \( b \) is generated as \( b = Ax + \varepsilon \), where \( \varepsilon \) is normally distributed random noise. The number of the groups \( J \) can be chosen manually, and the group sizes \( \{|G_j| \mid j = 1, 2, \ldots, J\} \) are determined such that each \( |G_j| \)
Table 1 The performances of the SSN-ALM and SCS on the synthetic datasets for the problem (37) with the parameter setting ($S_1$)

| pbname (m, n, m E, m I) | $\lambda_1$ | $\lambda_2$ | nnz | $\eta_{kkt}$ | $p_{obj}$ | Iter | Time |
|-------------------------|-------------|-------------|-----|-------------|---------|------|------|
| J                       |             |             |     |             |         |      |      |
| rand1                   | 6.638$\times$3 | 6.638$\times$3 | 461 | 9.6$\times$1.6$\times$4 | 1.8989+1$\times$1.8989+1 | 18(86)$\times$1425 | 02$\times$08 |
| (100,10000,24,24); 1000 | 6.638$\times$4 | 6.638$\times$4 | 461 | 9.9$\times$1.5$\times$4 | 1.8989+0$\times$1.8989+0 | 21(95)$\times$7800 | 03$\times$35 |
| rand2                   | 9.458$\times$2 | 9.458$\times$2 | 395 | 9.2$\times$9.6$\times$2 | 2.3883+3$\times$2.3885+3 | 17(90)$\times$10000 | 1:17$\times$2:45:27 |
| (100,1000000,24,24); 100000 | 9.458$\times$3 | 9.458$\times$3 | 395 | 9.7$\times$8.0$\times$2 | 2.3883+2$\times$2.3958+2 | 21(106)$\times$10000 | 1:46$\times$3:01:16 |
| rand3                   | 1.706$\times$1 | 1.706$\times$1 | 361 | 5.5$\times$7$\times$1 | 7.0709+3$\times$7.0709+3 | 17(94)$\times$10000 | 3:16$\times$2:14:36 |
| (100,3000000,24,24); 300000 | 1.706$\times$2 | 1.706$\times$2 | 361 | 5.7$\times$7$\times$1 | 7.0709+2$\times$7.0709+2 | 22(117)$\times$10000 | 12:57$\times$12:57 |

In this table, “a” = SSN-ALM, “b” = SCS
Table 2 The performances of the SSN-ALM and SCS on the synthetic datasets for the problem (37) with the parameter setting ($S_2$)

| pname (m, n, m E, m I) | $\lambda_1$ | $\lambda_2$ | nnz | $\eta_{kkt}$ | pobj | Iter | Time |
|------------------------|-------------|-------------|------|-----------|------|------|------|
| J                      |             |             |      |           |      |      |      |
| rand1                  | 1.062−2     | 2.655−3     | 1218 | 7.2−7|9.6−5 | 1.3001+1|1.3001+1 | 18(79)|2175 | 04|11 |
| (100,100000,24,24);    | 1.062−3     | 2.655−4     | 1220 | 5.0−7|3.0−4 | 1.3001+0|1.3001+0 | 21(91)|8250 | 04|38 |
| 1000                   | 1.062−4     | 2.655−5     | 1229 | 8.4−7|2.3−4 | 1.3001−1|1.3024−1 | 27(117)|10000 | 07|44 |
| rand2                  | 1.513−1     | 3.783−2     | 1424 | 8.8−7|4.4−2 | 1.7556+3|1.7557+3 | 19(88)|10000 | 1:50|2:36:57 |
| (100,10000000,24,24); | 1.513−2     | 3.783−3     | 1424 | 7.9−7|6.3−2 | 1.7556+2|1.7563+2 | 21(101)|10,000 | 2:33|2:56:48 |
| 100000                 | 1.513−3     | 3.783−4     | 1424 | 9.6−7|1.2−1 | 1.7556+1|1.7697+1 | 38(175)|10000 | 4:01|2:51:42 |
| rand3                  | 2.730−1     | 6.826−2     | 1491 | 8.8−7|1− | 5.2644+3|− | 16(82)|− | 11:21|− |
| (100,30000000,24,24); | 2.730−2     | 6.826−3     | 1492 | 5.8−7|1− | 5.2644+2|− | 21(101)|− | 14:28|− |
| 300000                 | 2.730−3     | 6.826−4     | 1490 | 7.8−7|1− | 5.2644+1|− | 36(164)|− | 18:46|− |

In this table, “$a$” = SSN-ALM, “$b$” = SCS
Table 3: The performances of the SSN-ALM and SCS on the UCI datasets for the problem (38) with the parameter setting ($S_1$)

| pbname (m, n, mE, mI) | $\lambda_1$ | $\lambda_2$ | nnz | $\mu_{kkt}$ | $\mu_{obj}$ | Iter | Time |
|-----------------------|-------------|-------------|------|-------------|-------------|------|------|
|                       | a | b | a | b | a | b | a | b |
| E2006.train           | 1.940−1 | 1.940−1 | 191 | 2.7−7|1.4−6 | 5.1631+1|5.1631+1 | 9(19)|550 | 1:33|24:04 |
| (16087,150360,48,0);  | 1.940−2 | 1.940−2 | 4   | 5.6−7|6.7−6 | 4.9086+1|4.9086+1 | 12(43)|700 | 3:12|58:21 |
| 7518                  | 1.940−3 | 1.940−3 | 99  | 6.1−7|2.1−5 | 4.8541+1|4.8541+1 | 17(95)|10000 | 8:13|3:09:05 |
| Triazines.scale.expanded4 | 6.062−2 | 6.062−2 | 1572| 8.6−7|2.3−4 | 7.7276−1|7.7261−1 | 28(149)|10000 | 3:43|57:52 |
| (186,635376,48,0);    | 6.062−3 | 6.062−3 | 1760| 9.9−7|3.2−6 | 3.1007−1|3.1007−1 | 42(201)|10000 | 4:23|1:14:05 |
| 31769                 | 6.062−4 | 6.062−4 | 2026| 9.9−7|4.3−5 | 2.3358−1|2.3361−1 | 45(252)|10000 | 6:09|1:03:34 |
| Pyrim.scale.expanded5 | 2.440−4 | 2.440−4 | 585 | 9.7−7|1.7−5 | 6.5677−2|6.5681−2 | 23(228)|10000 | 48:8:21 |
| (74,201376,48,0);     | 2.440−5 | 2.440−5 | 602 | 6.6−7|1.1−5 | 6.5116−2|6.5121−2 | 27(236)|10000 | 55:8:19 |
| 10069                 | 2.440−6 | 2.440−6 | 831 | 7.4−7|4.1−6 | 6.5060−2|6.5062−2 | 24(161)|10000 | 1:07|8:12 |
| Housing.scale.expanded7 | 5.701+0 | 5.701+0 | 36  | 7.3−7|1.2−4 | 3.7496+2|3.7469+2 | 16(115)|10000 | 35:18:58 |
| (506,77520,48,0);     | 5.701−1 | 5.701−1 | 197 | 4.6−7|5.2−5 | 1.2541+2|1.2541+2 | 12(82)|10000 | 43:19:02 |
| 3876                  | 5.701−2 | 5.701−2 | 799 | 8.9−7|5.1−5 | 5.6577+1|5.6577+1 | 13(87)|3875 | 50:8:35 |

In this table, “a” = SSN-ALM, “b” = SCS
Table 4 The performances of the SSN-ALM and SCS on the UCI datasets for the problem (38) with the parameter setting ($S_2$)

| pbname (m, n, mE, mI) | $\lambda_1$ | $\lambda_2$ | nz | nkk | pobj | Iter | Time |
|------------------------|-------------|-------------|----|-----|------|------|------|
|                        |             |             |    |      |      |      |      |
|                        | $a$ | $b$ | $a$ | $b$ | $a$ | $b$ |
| E2006.train            | 3.103−1     | 7.759−2    | 195| 2.6−7|3.1−6| 5.0849+1|5.0849+1|10(22)|300| 1:45|24:00 |
| (16087,150360,48,0);   | 3.103−2     | 7.759−3    | 5 | 9.2−7|2.7−6| 4.9034+1|4.9034+1|11(39)|550| 2:41|55:12 |
| 7518                   | 3.103−3     | 7.759−4    | 1016| 8.7−7|2.0−5| 4.8317+1|4.8317+1|17(134)|10000|22:27|2:34:55|
| Triazines.scale.expanded4 | 9.700−2     | 2.425−2    | 5550| 9.4−7|1.8−6| 5.9730−1|5.9730−1|35(166)|3900| 4:58|24:00 |
| (186,635376,48,0);    | 9.700−3     | 2.425−3    | 5074| 9.3−7|3.7−6| 2.7626−1|2.7626−1|45(249)|10000| 7:09|1:11:19|
| 31769                  | 9.700−4     | 2.425−4    | 5239| 9.2−7|5.5−5| 2.2967−1|2.2967−1|49(287)|10000| 9:03|1:04:03|
| Pyrim.scale.expanded5  | 3.903−4     | 9.758−5    | 3400| 6.0−7|1.1−5| 6.5421−2|6.5423−2|23(199)|10000| 5:5|8:13 |
| (74,201376,48,0);     | 3.903−5     | 9.758−6    | 3354| 9.7−7|1.2−5| 6.5091−2|6.5094−2|23(167)|10000| 5:7|8:28 |
| 10069                  | 3.903−6     | 9.758−7    | 3154| 4.2−7|3.7−6| 6.5058−2|6.5059−2|28(171)|10000| 1:40|8:25 |
| Housing.scale.expanded7 | 9.121+0     | 2.280+0    | 144 | 9.2−7|1.7−5| 2.9288+2|2.9288+2|14(80)|6425| 22|12:27 |
| (506,77520,48,0);     | 9.121−1     | 2.280−1    | 592 | 2.6−7|3.0−5| 1.0074+2|1.0074+2|11(68)|1875| 3:3|4:27 |
| 3876                   | 9.121−2     | 2.280−2    | 2260| 8.7−7|7.7−6| 4.7892+1|4.7892+1|13(81)|4750| 1:23|9:56 |

In this table, “$a$“ = SSN-ALM, “$b$“ = SCS
Table 5  The performances of the SSN-ALM and SCS on the UCI datasets for the problem (39) with the parameter setting ($S_1$).

| pname (m, n, m E, m I) | $\lambda_1$ | $\lambda_2$ | nnz | $n_{kkt}$ a | $p_{obj}$ a | Iter a | Time a |
|------------------------|-------------|-------------|-----|-------------|------------|--------|--------|
| Housing.scale.expanded | 5.701+0     | 5.701+0     | 24  | 9.3−7|1.4−4 | 3.6552+2|3.6552+2 | 10(69)|10,000 | 18|37:21  |
| (506,77520,1,0);       | 5.701−1     | 5.701−1     | 166 | 5.6−7|5.0−5 | 1.2512+2|1.2512+2 | 13(77)|4100  | 26|15:29  |
| 7752                   | 5.701−2     | 5.701−2     | 797 | 8.9−7|2.0−5 | 5.6501+1|5.6501+1 | 13(77)|3000  | 26|12:59  |
| E2006.test             | 4.733−2     | 4.733−2     | 135 | 9.6−7|1.1−7 | 2.2518+1|2.2518+1 | 10(27)|3325  | 43|3:16   |
| (3308,150358,1,0);     | 4.733−3     | 4.733−3     | 6   | 7.0−7|5.0−6 | 2.1946+1|2.1946+1 | 15(47)|3925  | 50|5:12   |
| 15,036                 | 4.733−4     | 4.733−4     | 1220| 9.7−7|3.4−4 | 1.8991+1|1.9207+1 | 24(428)|10,000 | 2:25|9:20   |
| Pyrim.scale.expanded5  | 2.400−4     | 2.400−4     | 582 | 9.0−7|1.4−5 | 6.5669+2|6.5674+2 | 25(141)|10,000 | 28|11:59  |
| (74,201376,1,0);       | 2.400−5     | 2.400−5     | 592 | 9.5−7|9.5−6 | 6.5115+2|6.5120+2 | 26(147)|10,000 | 29|15:11  |
| 20138                  | 2.400−6     | 2.400−6     | 750 | 8.3−7|3.2−6 | 6.5060+2|6.5062+2 | 28(136)|10,000 | 56|12:36  |
| Triazines.scale.expanded4 | 6.062−2    | 6.062−2     | 1761| 9.9−7|3.0−4 | 7.4522−1|7.4486−1 | 28(140)|10000 | 3:39|1:57:39 |
| (186,635376,1,0);      | 6.062−3     | 6.062−3     | 1827| 9.7−7|3.6−5 | 3.0734−1|3.0733−1 | 41(205)|10000 | 4:30|2:17:26|
| 63538                  | 6.062−4     | 6.062−4     | 2015| 9.2−7|5.2−5 | 2.3333−1|2.3336−1 | 46(241)|10000 | 5:55|1:55:54|

In this table, “a” = SSN-ALM, “b” = SCS
Table 6  The performances of the SSN-ALM and SCS on the UCI datasets for the problem (39) with the parameter setting ($S_2$)

| pname                  | $\lambda_1$ | $\lambda_2$ | nnz | $m_{kkt}$ | $p_{obj}$ | iter | time |
|------------------------|--------------|--------------|-----|-----------|-----------|------|------|
|                        | a | b     | a | b | a | b     | a | b |
| Housing.scale.expanded | 9.121+0 2.280+0 112 | 3.6-7|1.1-5 | 2.8984+2|2.8984+2 | 10(67)|4650 | 14|17:49 |
| (506,77520,1,0);       | 9.121-1 2.280-1 556 | 3.5-7|3.5-5 | 1.0064+2|1.0064+2 | 11(63)|1500 | 19|6:36 |
| 7752                   | 9.121-2 2.280-2 2041 | 9.6-7|4.6-5 | 4.7806+1|4.7806+1 | 13(72)|1525 | 38|6:59 |
| E2006.test             | 7.570-2 1.890-2 184 | 8.8-7|2.0-5 | 2.2358+1|2.2358+1 | 9(24)|10000| 36|9:04 |
| (3308,150358,1,0);     | 7.570-3 1.890-3 12  | 7.3-7|9.5-6 | 2.1938+1|2.1938+1 | 14(48)|10000| 38|8:44 |
| 15036                  | 7.570-4 1.890-4 4137 | 7.4-7|5.4-4 | 1.6988+1|1.7316+1 | 24(411)|10000| 3:02|9:12 |
| Pyrim.scale.expanded5  | 3.903-4 9.758-5 2016 | 7.9-7|7.4-6 | 6.5416-2|6.5418-2 | 24(136)|10000| 29|12:23 |
| (74,201376,1,0);       | 3.903-5 9.758-6 2100 | 5.9-7|9.5-6 | 6.5090-2|6.5093-2 | 23(143)|10000| 40|13:46 |
| 20138                  | 3.903-6 9.758-7 2510 | 9.1-7|3.3-6 | 6.5058-2|6.5059-2 | 21(106)|10000| 1:07|15:21 |
| Triazines.scale.expanded4 | 9.700-2 2.425-2 4486 | 9.9-7|1.2-5 | 5.7917-1|5.7917-1 | 34(175)|10000| 4:37|2:16:41 |
| (186,635376,1,0);      | 9.700-3 2.425-3 4247 | 9.2-7|1.2-5 | 2.7469-1|2.7469-1 | 44(299)|7000  | 6:51|1:1.45:02|
| 63,538                 | 9.700-4 2.425-4 4815 | 9.8-7|5.2-5 | 2.2951-1|2.2954-1 | 47(323)|10000| 8:39|1:53:51 |

In this table, “a” = SSN-ALM, “b” = SCS
is expected to be around the mean value of \( n/J \). In our comparison, we report the problem (pname), the number of samples (\( m \)), features (\( n \)) and nonzero elements (nnz), \( \lambda_1, \lambda_2 \), the relative KKT residual (\( \eta_{kkt} \)), the primal objective value (pobj), the iteration number (iter) (for the SSN-ALM, it also includes the total number of Newton iterations in the bracket) and the running time (time) in the format of “hours:minutes:seconds”. For simplicity, we use “\( s \times 10^{t} \)” to denote a number of the form “\( s \times 10^{t} \)”, e.g., 1.0–3 denotes 1.0 \times 10^{-3}.

We present the numerical results in Tables 1 and 2. The numerical results show that the SSN-ALM can solve all the synthetic problems efficiently and supply highly accurate solutions. In contrast, SCS can only solve a few problems in much more time, and for most problems it cannot supply satisfying solutions within the maximum time. The ADMM type algorithm is itself obviously less efficient than the SSN-ALM. Meanwhile, for SCS, it reformulates our considered problems to linear conic optimization problems. If the number of the groups is very large for the group norm, it brings too many variables and constraints making the problem a much larger one. Furthermore, the reformulation takes considerable amount of time.

### 7.3 Numerical Results on the UCI Data Problems

In this subsection, we also compare the numerical performances between the SSN-ALM and SCS on the UCI data (see [19]) problems. We use the method by [14] to expand the features of these data sets by using polynomial basis functions. The last digit in the names of the data sets, pyrim.scale.expanded5, triazines.scale.expanded4 and housing.scale.expanded7, indicate the order of the polynomial used to expand the features. We focus on the problems (38) and (39). We list the numerical results in Tables 3, 4, 5, 6. From the results, we can see that the SSN-ALM outperforms SCS by a large margin for the UCI data problems. Specifically, we can obtain highly accurate solutions efficiently by the SSN-ALM for all the problems. In contrast, the SCS can hardly supply solutions that meet the accuracy requirement within the maximum time for nearly all the problems.

### 8 Conclusion

In this paper, we have developed a dual SSN based ALM for the large-scale linearly constrained sparse group square-root Lasso problems. In this process, we mainly overcome the difficulty of dealing with two nonsmooth terms. We have established an equivalent condition to characterize the nonsingularity of the generalized Jacobian. And we have also presented the convergence theory of the algorithm. Finally, we have presented the numerical results to demonstrate the efficiency of the proposed algorithm.
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