EFFECTIVITY OF SUPER RESOLUTION CONVOLUTIONAL NEURAL NETWORK FOR THE ENHANCEMENT OF LAND COVER CLASSIFICATION FROM MEDIUM RESOLUTION SATELLITE IMAGES
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ABSTRACT: In the modern world, satellite images play a key role in forest management and degradation monitoring. For a precise quantification of forest land cover changes, availability of spatially fine resolution data is a necessity. Since 1972, NASA’s LANDSAT Satellites are providing terrestrial images covering every corner of the earth, which have been proved to be a highly useful resource for terrestrial change analysis and has been used in numerous other sectors. However, freely accessible satellite images are, generally, of medium to low resolution which is a major hindrance for the precision of the analysis. Hence, we performed a comprehensive study to prove our point that, enhancement of resolution by Super Resolution Convolutional Neural Network (SRCNN) will lessen the chance of misclassification of pixels, even under the established recognition methods. We tested the method on original LANDSAT-7 images of different regions of Sundarbans and their upscaled versions which were produced by bilinear interpolation, bicubic interpolation and SRCNN respectively and it was discovered that SRCNN outperforms the others by a significant amount.

INTRODUCTION: Multiple image upscaling techniques are in use, for quite a few years now. Bicubic interpolation (Keys et al., 1981), Super Resolution Convolutional Neural Network (SRCNN) and Rapid and Accurate Image Super Resolution (RAISR) (Romano et al., 2017) are few to mention. SRCNN and RAISR give the best output with the least loss of information density among the others. The performance of SRCNN is better than RAISR but with the cost of greater computation (Dong et al., 2016). Super resolution has significant applications in regular video information enhancement, surveillance, medical diagnosis, astronomical observation, biometric information identification and so on (Yue et al.,2016).

Traditionally any quality enhancement of Satellite images required hardware upgradation of imaging devices in the satellite. This is still the most reliable technique of image quality enhancement. Quality improvement of original multispectral satellite imagery is possible (Starovoitov et al.). They used a technique for multispectral image fusion and minimized the color composite distortion and resolution of the fused images. Deep networks are effective to study low resolution image recognition (Wang et al.,2016). Large scale satellite images can be processed by using convolutional neural network(CNN) (Wang et al., 2016) and accurate pixel wise classification can be generated (Emmanuel et al.,2017). CNN can also be used for per pixel classification and for improving segmentation (Martin et al., 2016).

Michael et al. used Landsat-7 SLC-off image for forest change detection through pixel and polygon based comparison (Michael et al.,2007). They found that using a remediated product such as the histogram- or segment-based gap-filled images increases the ability to accurately detect change. Liebel et al. showed necessary steps to successfully adapt a CNN- based single-image super resolution approach for multispectral satellite images (Liebel et al.,2016). Multiple approaches, like K-Means clustering algorithm (Babawuro et al.,2013), object-based approach (Vo et al., 2013), or neural network (Mayank et al.,2005) can be used for land cover classification. Torahi et al. quantified the land cover change patterns in Dehdez area demonstrated the potential of multitemporal Landsat and ASTER data in land management and policy decisions (Torahi et al.,2011). Using the approach of post-classification comparison Akhter et al. found that forest cover changed during the 11 years’ period (1989-2000) (Akhter et al.,2006). But the process of classifying the ground features into specific classes introduces thematic errors during the classification process where errors are specifically driven by mixed pixels or spectral confusions. Asner et al. presented an integrated analysis environment to support rapid regional-scale mapping of tropical forests using a variety of common satellite sensors (Asner et al.,2009). They found that management efforts require high-resolution mapping to support policies and forest monitoring efforts. Shohan et al. derived that till 2000 the biomass concentration of
the Sundarbans was increasing continuously, but during 2000-2009 the concentration reduced mostly because of massive deforestation using Landsat satellite images (Shohan et al.,2014). Though satellite images have been used for forest monitoring, low resolution of the images makes the result error-prone.

Using super resolution to enhance images for better detection of forest land covers, is, so far, a unique approach. And to the best of our knowledge, no study has been conducted so far to explicitly analyze the effect of applying Super Resolution Convolutional Neural Network (SRCNN) for an enhanced recognition of classes within an image. The aim of this paper is to test satellite imagery for pixel by pixel recognition using supervised technique and check if any enhancement of classification can be achieved in upscaled images. We’ll test this for two different image upscaling techniques- Bicubic Interpolation and Super Resolution Convolutional Neural Network.

METHOD AND EQUATIONS:

Image Super resolution

Super resolution imaging is a class of techniques that improves the resolution of an image. It can be described as a nonlinear mapping from a low to high dimensional space. High resolution images are necessary for human interpretation and automatic machine detection. Image resolution describes the details of an image. The higher the resolution, the higher the details. The resolution of an image can be classified in different classes- pixel resolution, spatial resolution, spectral resolution, temporal resolution and radiometric resolution. In our study, we have used two super resolution techniques- bicubic and SRCNN.

Bicubic Interpolation

Bicubic interpolation is often chosen over bilinear interpolation when speed is not an issue. Images resembled with bicubic interpolation is less interpolation distortion. Bicubic interpolation considers 16(4x4) pixels where bilinear interpolation takes only 4(2x2) images into account.

Let the function value $f$ and the derivatives $fx, fy$ and $fxy$ be known at four corners $(0,0), (1,0), (0,1), (1,1)$ of a unit square. The interpolation surface then can be described as-

$$p(x, y) = \sum_{i=0}^{3} \sum_{j=0}^{3} a_{ij} x^i y^j$$

$$f(0,0) = p(0,0) = a_{00}$$

$$f(1,0) = p(1,0) = a_{00} + a_{10} + a_{20} + a_{30}$$

$$f(0,1) = p(0,1) = a_{00} + a_{01} + a_{02} + a_{03}$$

$$f(1,1) = p(1,1) = \sum_{i=0}^{3} \sum_{j=0}^{3} a_{ij}$$

The interpolation problem should determine the 16 coefficients. Four equations are derived by matching $p(x,y)$ with the functional values:

Backpropagation Neural Network

A scaled conjugate back propagation algorithm (Møller, 1993) is implemented to train the neural network for classifying the land classes from multispectral Satellite images. An artificial neural network is a mimicry of human perception process that takes place with the systematic activation of the actual biological neurons. A basic neural network comprises of one input layer, one output layer and hidden layers in between them. The nodes of different layers are interconnected. Weight of each node are updated every step according to the state of activation of the neuron decided by an activation function. They are recalibrated in such a way that they can reproduce the output layer. Detail understanding of the working principle of artificial neural network has been discussed elsewhere (YEGNANARAYANA, 2009).
**Super Resolution Convolutional Neural Network**

SRCNN produces expanded images with improved details. It creates a bimodal image with improved foreground and background details and allows sharp discontinuity at the edges. SRCNN consists of three convolutional layers. The filter size of first layer is 9x9, second layer is 3x3 and third layer is 1x1. The first layer generates 64 feature maps, the second layer generates 32 and the final layer generates only the output. The low-resolution image is first upscaled to the desired size using bicubic interpolation. Let us denote this interpolation as $Y$. We will generate a high-resolution image $F(Y)$ from $Y$ by a mapping $F$ which consists of three steps:
1. Patches are extracted from low resolution images and represent them as high dimensional vectors.
2. The high dimensional vectors are non-linearly mapped onto another high dimensional vector.
3. Final high-resolution image is generated by combining the high-resolution patch wise representations.

**Peak Signal-to-noise Ratio**

Image quality assessment is a prior requirement to evaluate the effectiveness of different image processing methods. Peak Signal to Noise Ratio (PSNR) is a commonly used tool to quantify a signal quality with reference to the original signal and have been used in many instances including satellite images (Demirel and Anbarjafari, 2010), CT and MR images (Ali et al., 2008) and others. A handful number of image quality metrics have been developed and tested so far, but reportedly they show no clear advantage over mathematically simple metrics like PSNR (Wang et al., 2002).

For a MxN reference image $f$ and a test image $g$ of the same size and class, PSNR is calculated as –

$$\text{PSNR}(f, g) = 10 \log_{10}\left(\frac{255^2}{\text{MSE}(f, g)}\right)$$

Where $\text{MSE}(f, g)$ (Mean Square Error) is defined as –

$$\text{MSE}(f, g) = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (f_{ij} - g_{ij})^2$$

PSNR corresponds to the mean square error between reference and test image. This MSE is often regarded as the noise induced in the test image due to processing. Thus, a higher value of PSNR means there is limited deviation of quality from the reference image to test image when restored. When the test image and the reference image are identical, MSE is zero, and PSNR becomes infinite.

**Study sample**

One set of LANDSAT 7 ETM+ data are acquired from USGS Earth Explorer achieve, for 6 different spectral bands. The study site is chosen to be the eastern Sundarban (centered at 21º 40' N 90º 2'E). Band 1 to 5 and 7 are used. They are blue, green, red, near infrared, shortwave infrared-1 and 2 respectively. The sample dataset is chosen on the basis of least cloud coverage.

![Figure 0: Band-4 of the six bands used in the study, WRS path 137 row45 (a) LANDSAT 7 ETM+ image Band -4 (Near Infrared), 7th November, 1999.](image)

**Methodology**
Areas, that are well representative of three study classes (deep forest, light forest and river), are chosen from within the study site. All the images are then segmented into 3x3 size patches and then to columns. Each column can act as an input neuron to the classification algorithm. Patch pixels from all six bands are ordered and fed to a feed forward back propagation neural network as the training dataset. About 25000 neurons were fed from each classes where each neuron has 24 nodes. Hereafter, Super Resolution Convolution network and bicubic interpolation methods are implemented to upscale the test images. Then the previously trained network was assigned to detect classes in the test images. For the demonstration purpose, we segmented the image into three classes- Deep Forest (ash color), Light Forest (white), River (black).

Figure 1: (a) Original image. Blue, Red, Green, NIR, SWIR-1 and 2 bands are used in the study. NIR band is presented here. (b) detection of classes from original image (c) detection of classes from 3 times upscaled image (SRCNN) (d) detection of classes from 3 times upscaled image (bicubic interpolation) (e) detection of classes from
Fig 2. Variation of Peak Signal to Noise Ratio for LANDSAT 7 ETM+ Bands 1-6 and 7 with the change of degree of image upscaling for SRCNN and Bicubic interpolation method. Any nth step corresponds to a 3 times up-sampling.
of image and each PSNR corresponds to the PSNR with reference to the \((n-1)\)th step image.

**RESULT AND DISCUSSION:**

Does an up-scaled image perform better in regards of classification problem? To address this question we arranged an experiment in the following way- A classifier is trained with a fixed set of training data and then it is assigned the task of classifying features in a set of original satellite images along with the images that are scaled up to different degree in the shade of Bicubic Interpolation and SRCNN techniques. It is to be mentioned that, before feeding to the network input layer, each image is pooled by 2x2 pixel\(^2\) areas to ensure the local features for each class to be trained. Exactly in the same way, in the case of testing the image for feature detection, 2x2 pooling is performed in the test images as well. The pooled area is replaced by the classifier with pixels of single value. This is how information is lost in the flow. And when the features in the test images are one or two pixels across, they may be pooled with nearby large features. Thus, when the pooled pixels are fed to the network, they are on a high vulnerability of getting misclassified. When an image is scaled up by some technique, any single pixel is replaced by a population of relevant pixels. Now the quality of up-scaling technique comes to play their crucial role. In case of traditional super-resolution techniques, like, Bilinear and bicubic interpolations, any pixel is populated by a calculated gradient. This is why the output becomes blurry and the blurry gradient of pixels can only represent a feature by chance and they go incorrectly classified. To be precise, these techniques have no inherent tendency to preserve a feature in the image which is the main shortcoming as their use for enhancement of feature classification. Again, if sharpening task is done on the images, they get contaminated with unnecessary noise which again hampers the quality of feature detection. However, super resolution convolution network is a deep network, developed by dong et al., learns the mapping between low and high-resolution images very efficiently and their performance is excellent in terms of preserving the features in the upscaled images. Thus, we hypothesized that images upscaled by this technique will perform better in extracting the tiniest features that go misclassified otherwise. Figure 1 is a representation of one of our test results. Figure 1(a) is the image data of one of the six LANDSAT-7 bands (band 4) we used in our study. Figure 1(b) is the output of our classifier that derived it from the original set of images. Figure 1(d) was derived by the classifier, but now on a three times up-scaled image. Upscaling in the test image of figure 1(b) was performed in Bicubic interpolation technique. Classes of figure 1(b) was detected from a 3 times up-scaled image again, but now, done by the SRCNN technique. It is clearly seen that the feature extraction in figure 1(b) and 1(d) fails to correctly classify the tiny features, like, very narrow rivers branches. However, they were far more correctly classified when the upscaling is performed in SRCNN (fig1(c)). Now figure 1(e) and 1(f) demonstrated the most interesting feature of our study. It shows at about27th times upscaling, very similar and detailed features could be extracted from both bicubic and SRCNN images.

The bands used in the study are tested for Peak signal-to-noise ratio to assure the restoration quality. At first the test sample area (375x516 pixels) from original images are collected from USGS website are upscaled to 645x888 pixel using two fundamentally different image upsampling approaches- Bicubic Interpolation and SRCNN. Now Peak signal to noise ratio is calculated for each band of the two groups of up-scaled image set. In this study, for any \(n\)th order up-scaled image the PSNR is calculated with respect to the image derived by \((n-1)\)th order of SRCNN upscaled image. We derived the bicubic and SRCNN image for 3, 9 and 27 times of the original image and calculated the PSNR for each of them. The calculated PSNR are presented in figure 3. Figure 3 shows an interesting trend for PSNR. It seems obvious that both for Bicubic interpolation and Super Resolution Convolutional Neural network, PSNR rises with the derived image size. For any step presented in figure 3, the derived image size is 3\(^{\text{\#}}\) of the original image. Thus, PSNR maintains a power relationship with image size. This relationship holds true for all the bands observed. It is further observed that, PSNR is observed higher in case of SRCNN processed images than their corresponding bicubic ones. This observation is important, and holds a key for the validity of hypothesis we are proving in this paper. Figure 3 shows again that the quality gap between SRCNN and bicubic interpolation decreases with up-scaled image size. And for about 27\(^{\text{\#}}\) times increase of original image, results from both technique almost agrees with each other. These reminds us of a saturation of image quality at these points.

**CONCLUSION:**

From our study, we can draw several interesting conclusive remarks-

Firstly, we hypothesized that performance of image classification algorithms would be better if they were applied to an upscaled image instead of their original versions. From our study, it was discovered that, the quality of image upsampling algorithms is equally important in that case. And scaled up images that are derived from high performance super resolution algorithms like SRCNN, in fact, validated our hypothesis. Satellite images, that were scaled up by SRCNN, showed very promising result. After using SRCNN, very tiny features in the satellite image were correctly classified which were misclassified under general conditions. Hence in
our concerned problem, SRCNN outperformed bicubic interpolation method very clearly. It was also discovered that, most features were revealed at a moderate level of image upscaling by SRCNN. Very high order of upscaling may not be required for practical use. For very high upscaling, SRCNN and bicubic interpolation performs in the similar order. This is a major finding of our study. Again, in this study we observed the variation of peak signal-to-noise ratio with the variation of up-scaled image. It was found that images processed by SRCNN holds better PSNR, and the increase of PSNR with image size has a power relationship. However, at very higher image size the PSNR gets saturated and coincides for both methods.
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