Generation of Synthetic Rat Brain MRI Scans with a 3D Enhanced Alpha Generative Adversarial Network
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Featured Application: The workflow can be used to train other models with other datasets. The trained model can be used to create as many synthetic MRI scans of the rat brain as required for different purposes without the need for further scanning, thus reducing animal suffering and complying with the ethical 3R rule.

Abstract: Translational brain research using Magnetic Resonance Imaging (MRI) is becoming increasingly popular as animal models are an essential part of scientific studies and more ultra-high-field scanners are becoming available. Some disadvantages of MRI are the availability of MRI scanners and the time required for a full scanning session. Privacy laws and the 3Rs ethics rule also make it difficult to create large datasets for training deep learning models. To overcome these challenges, an adaptation of the alpha Generative Adversarial Networks (GANs) architecture was used to test its ability to generate realistic 3D MRI scans of the rat brain in silico. As far as the authors are aware, this was the first time a GAN-based approach was used to generate synthetic MRI data of the rat brain. The generated scans were evaluated using various quantitative metrics, a Turing test, and a segmentation test. The last two tests proved the realism and applicability of the generated scans to real problems. Therefore, by using the proposed new normalisation layer and loss functions, it was possible to improve the realism of the generated rat MRI scans, and it was shown that using the generated data improved the segmentation model more than using the conventional data augmentation.
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1. Introduction

Translational Magnetic Resonance Imaging (MRI) of the brain is becoming increasingly popular, as evidenced by the growing number of “MRI”, “Translational” and “Brain” publications in various research databases such as Scopus and PubMed. Rodents are often used as starting points for various complex studies, e.g., in the field of neuroscience. The ability to obtain multimodal information in the same animal, e.g., anatomy, function, and metabolism, makes MRI a powerful imaging modality for neuroscience research in humans, as it allows non-invasive in vivo studies from disease diagnosis to treatment monitoring, the study of anatomy, functions and metabolism, and has no adverse effects [1,2].

The use of MRI allows a simplified transfer of results from animal models to humans, as the same acquisition scheme can be used to generate datasets in both humans and animals. Although it is known that there are differences between species, and the parameters measured are not identical due to structural and functional differences, some homologies may be significant to allow translation. Therefore, the use of rodents remains essential for studying the brain in physiological or pathological states to develop new brain models or new therapeutic strategies. The development of specific rodent models makes it possible to work under more controlled conditions and goes beyond what is possible in human studies [1–3].
A variety of preclinical studies have already shown the importance of using rodents, e.g., Magalhães (2018); Magalhães et al. (2018, 2019) [4–6] studied the structural and functional modifications of the rat brain induced by the exposure to stress, Boucher et al. (2017) [7] investigated in glioblastoma-bearing mice the possibility of using genetically tailored magnetosomes as MRI probes for molecular imaging of brain tumours, and Vanhoutte et al. (2005) [8] used MRI and mice to detect amyloid plaques for the detection of Alzheimer’s disease in vivo.

Although the use of rodents has many advantages, MRI acquisitions on small animals require special scanners with a high magnetic field and special high-frequency coils to ensure an optimal signal-to-noise ratio and thus high spatial and temporal resolution. However, these types of scanner are becoming more common nowadays [1,2]. The relative lack of appropriate methods and pipelines for data processing, especially considering the unique anatomy, is another limitation that has resulted in a slow increase in the use of MRI to study the rodent brain. The lack of available data impedes the potential innovation of DL algorithms for segmentation and classification of the rodent brain, which could subsequently enable better preclinical studies [4]. The availability of well-trained and tested models for tasks such as segmentation could save several hours of manual segmentation in various works, e.g., [7,9,10].

One of the disadvantages of MRI is the time needed to perform a scan with good resolution and satisfactory data quality. A typical MRI session takes more than 30 min and up to an hour. The availability of scanners is also a problem, as they are not always operational for use or their use is restricted by government regulations. Data protection laws can also lead to a lack of data [11]. For preclinical experiments, the number of scanning sessions must be defined in strict accordance with the 3R ethical rule [12]—Replace, Reduce, Refine—which limits the number of animals scanned and reduces the number of scans available. In addition, the MRI scanner is very expensive and so is each scan. Some efforts have been made to overcome these problems, but the cost per available data ratio remains too high.

Machine learning is on the rise in the field of medical imaging. These techniques can be used to train various machine learning models such as Deep Learning (DL) models to assist specialists in image processing, e.g., segmentation, disease detection, decision support and other tasks. The main limitation is that they usually require a huge amount of data to train properly and perform well.

To mitigate this problem, conventional data augmentation [13] and generative models have been used. These techniques have improved the ability of DL models to achieve the goals for which they were designed, but only slightly, as they do not generate new and realistic data and may even be harmful by creating samples that are anatomically incorrect [14–16]. Conventional data augmentation does not fill all existing gaps in the dataset, and some generative models, for example, AutoEncoder and Variational AutoEncoder (VAE), cannot produce sufficiently realistic scans, and they are characterised by blur and low detail in each structure [17]. To deal with this situation, Goodfellow et al. (2014) [18] introduced a new approach to improve generative models, which is called Generative Adversarial Networks (GANs).

GANs are a type of deep neural architecture with two simultaneously trained networks, one generating the image and the other specialised in discrimination. The first aims to generate fake images from an input vector and to fool the discriminator, which is a classifier that evaluates whether the images generated by the generator are realistic. The discriminator gives a probability of truth each time it receives an image, with higher values corresponding to images that are closer to reality. A probability close to 0.5 is the optimal solution, as this means that the discriminator is not able to distinguish the real images from the fake ones [19,20]. The whole process is illustrated in Figure 1.

Given the results that GANs have achieved in various tasks [21,22], it will be possible to disseminate a larger dataset than the original one without protection restrictions once GANs have the ability to anonymise [23]. Additionally, data augmentation with GANs is
more robust than traditional data augmentation alone. This reduces the number of real magnetic resonance scans needed to train good medical DL models or even improve some existing models. The fact that the entire 3D MRI volume is used exponentially increases the training difficulty, but by using the entire scan, it is possible to save time and resources by reducing the number of samples required.

Figure 1. Representation of the basic Generative Adversarial Networks (GANs) architecture with noise vector (z), generator (G), synthetic data (x′), real data (x) and discriminator (D).

The use of MRI for this study is advantageous from a practical and ethical point of view, as high-resolution images can be obtained in a non-invasive way, reducing animal suffering and allowing them to be observed over a longer period. As far as the authors are aware, the use of GANs in preclinical research is a little addressed topic, but it is necessary, as it is fully in line with the ethical 3R rule by reducing the number of scanning sessions. The use of synthetic data generated with GANs in this work improved a DL model for the segmentation of Grey Matter (GM), White Matter (WM), and CerebroSpinal Fluid (CSF), as can be seen in the Section 3.

2. Materials and Methods

2.1. Sigma Dataset of Rat Brains

An MRI dataset of the Wistar rat brain from the Sigma project was used to test the ability of GANs to produce synthetic scans. A total of 210 scanning sessions were performed using a Bruker (Bruker Corporation, Ettlingen, Germany) preclinical ultra-high field scanner 11.7 Tesla and a 4 × 4 surface coil dedicated to the rat head. A T2-weighted Echo Planar Imaging sequence was implemented to acquire resting-state data, with a spatial resolution of 0.375 mm × 0.375 mm × 0.5 mm over a matrix of 64 × 64 × 40, a TR of 2000 ms, a TE of 17.5 ms, and nine averages. Figure 2 shows slices from three different planes—coronal, sagittal and axial—of a rat brain. The dataset consists of 210 scans with a resolution of 64 × 64 × 40, which have been preprocessed to avoid complex values. For more information on the rat brain sigma dataset, see Barrière et al. (2019) and Magalhães et al. (2018) [3,5].

Figure 2. Example of one Magnetic Resonance Imaging (MRI) scan with resolution of 64 × 64 × 40 from the Sigma rat brain dataset displayed in all three planes—coronal, sagittal and axial planes, respectively.

In this work, a different number of scans and sources—real or synthetic—were used in some steps of the experiment. Therefore, each dataset is formally defined as
\( D_{s}^{N} = (x_i, y_i)_{i=1}^{N} \), where \( s \) indicates whether the scans are synthetic (s) or real (r), \( x \) indicates the scans, \( y \) indicates the respective labels—WM, GM and CSF masks—and \( N \) indicates the number of scans. The original sigma dataset of rat brains is formally defined as \( D_{r}^{210} = (x_i, y_i)_{i=1}^{210} \).

### 2.2. Overall Process Workflow

This work was developed in Python (version 3.7.7, Python Software Foundation), drawing on two important DL frameworks, PyTorch [24] (version 1.7.1+cu101, Facebook AI Research team) and MONAI [25] (version 0.5.0, Project MONAI). The specifications of the workstations are given in Table 1. The code is available at https://github.com/ShadowTwin41/alpha-WGAN-SigmaRat (accessed on 4 January 2022).

**Table 1. Workstation Specifications.**

| Operative System | Ubuntu 18.04.3 LTS (64 bits) |
|------------------|--------------------------------|
| CPU              | Intel Xeon E5-1650 12 Core    |
| GPU              | GPU – NVIDIA P6000            |
|                  | Cuda Parallel-Processing Cores 3840 |
|                  | 24 GB GDDR5X                 |
|                  | FP32 Performance 12 TFLOPS    |
| Primary Memory   | 64 Gb                         |
| Secondary Memory | 2 Disks of 2 TB               |
|                  | 1 Disk of 512 Gb              |

The entire training and evaluation process flow is described in Figure 3. Figure 3A, the Image Resources block, represents the acquisition of the MRI scans and the creation of the dataset. Figure 3B, the Development Environment block, describes the development environment with all frameworks, libraries, and other dependencies for training the models. Figure 3C, the Preprocessing block, corresponds to the preprocessing of the dataset—always working with the whole 3D scan—such as resizing to \( 64 \times 64 \times 64 \) with constant padding of zero values, intensity normalisation between \(-1 \) and \( 1 \), and some conventional data augmentation. Figure 3D, the Deep Learning application block, is the final step where the training and evaluation of the models are done and where the best model is selected.

Some conventional data augmentations such as zooming, rotating, adding Gaussian noise, flipping, shifting, and scaling the intensity were done, as this can fill some gaps in the dataset. The size of the input random vector is an important consideration, as it should be large enough to represent the dataset but not too large to avoid overfitting. Therefore, the sizes 500/1000 were tested.

Eleven models were created, each trained for 200,000 iterations, i.e., 952 epochs, with a batch size of four, but only the two best and the baseline model for comparison are presented in this article. The first model was the baseline based on the Kwon et al. (2019) [26] model, where the generator, discriminator, encoder, and code discriminator networks are identical, and the latent space is of size 1000. The use of this architecture is more computationally intensive than some traditional GANs architectures because it involves four networks instead of just two. However, this choice was justified because...
the $\alpha$-GAN architecture avoids mode collapse and fuzziness by adding a VAE and a code discriminator to the GAN network [26]. The loss functions used in this training process were (1) and (2) for generator/encoder, (3) for code discriminator, and (4) for discriminator with $\lambda_1 = \lambda_2 = 10$—based on the experiments of Kwon et al. (2019) [26]:

$$L_{GD} = -\mathbb{E}_{z_e}[D(G(z_e))] - \mathbb{E}_{z_t}[D(G(z_t))]$$  \hspace{1cm} (1)$$

$$L_{G1} = L_{GD} - \mathbb{E}_{z_e}[C(z_e)] + \lambda_2||x_{real} - G(z_e)||_{L1}$$  \hspace{1cm} (2)$$

$$L_C = \mathbb{E}_{z_t}[C(z_t)] - \mathbb{E}_{z_e}[C(z_e)] + \lambda_1 L_{GP-C}$$  \hspace{1cm} (3)$$

$$L_D = -L_{GD} - 2\mathbb{E}_{x_{real}}[D(x_{real})] + \lambda_1 L_{GP-D}$$  \hspace{1cm} (4)$$

where $L_{GD}$ denotes the feedback from the Discriminator, $D$ denotes the Discriminator, $G$ denotes the Generator, $C$ denotes the Code Discriminator, $z_e$ denotes the latent vector of the encoder, $z_t$ denotes the input random vector, $x_{real}$ denotes a real scan, $L_{GP-D}$ denotes the gradient penalty of Discriminator, $L_{GP-C}$ denotes the gradient penalty of Code Discriminator, $L_1$ denotes the L1 loss function, and $E$ denotes the total distribution. Vertical flipping was the only conventional data augmentation used to train this first model. The Adam optimiser [27] was used with a learning rate of 0.0002, betas of 0.9, 0.999 and eps of $10^{-8}$. This architecture was called $\alpha$-WGAN_ADNI.

The new loss functions and normalisation layer used in this work are described below. The first proposed architecture, based on Sun et al. (2020) [28] is shown in Figure 5 in which Spectral Normalisation (SN) [29] was added after each convolution to stabilise training, especially discriminator training, batch normalisation layers were replaced by instance normalisation layers to avoid some artefacts, and the activation function LeakyReLU was used instead of ReLU to speed up the training and improve the results [30].

This architecture was called $\alpha$-WGANSigmaRat1. The loss functions used to train this model were the same as those used for the $\alpha$-WGAN_ADNI model—except for the generator—for which a new loss function was introduced (5) with $\lambda_1 = \lambda_2 = 10$:

$$L_{G2} = L_{GD} - \mathbb{E}_{z_e}[C(z_e)] + \lambda_1||x_{real} - G(z_e)||_{L1} + \lambda_2||x_{real} - G(z_e)||_{MSE}$$  \hspace{1cm} (5)$$

For this training process, all previously mentioned conventional data augmentations—zoom, rotation, Gaussian noise, flip, translation and scaling intensity—as well as the Adam optimiser and a random vector size of 500 were used.

The last proposed model architecture is shown in Figure 6. The main changes compared to the $\alpha$-WGANSigmaRat1 architecture were the removal of SN after each convolution only in the generator and encoder, since in the original work by Miyato et al. (2018) [29] the SN was created to stabilise discriminator training. The instance normalisation layers were also removed in the discriminator and in the code discriminator to avoid artefacts and reduce computational costs. In the new loss function (6), the L1 loss function was replaced by the Gradient Difference Loss (GDL) [31], which is described in the latest works on super-resolution [31–33]:

$$L_{G3} = L_{GD} - \mathbb{E}_{z_e}[C(z_e)] + \lambda_3||x_{real} - G(z_e)||_{GDL} + \lambda_2||x_{real} - G(z_e)||_{MSE}$$  \hspace{1cm} (6)$$

The loss functions used to train this model were (3) for the code discriminator, (4) for the discriminator and (6) for the generator/encoder with $\lambda_1 = \lambda_2 = 100$ and $\lambda_3 = 0.01$. The chosen values for $\lambda_1$, $\lambda_2$ and $\lambda_3$ proved to be more stable than other values after some experimental tests.

All conventional data augmentations were performed, the size of the input random vector was 500, and a new optimiser was used, AdamW [34] with a learning rate of 0.0002, betas
of 0.9, 0.999, eps of $10^{-8}$ and a weight decay of 0.01. The AdamW is known to have a more stable weight decay than the Adam. This architecture was named α-WGANSigmaRat2.

The difference between the synthesis of rat and human MRI brains is the resolution of the input scans. Here, scans with a resolution of $64 \times 64 \times 40$ were used, but nowadays—with the arrival of better GPUs—it is possible to process scans with higher resolutions, e.g., $256 \times 256 \times 256$. Since an alpha-GAN architecture with new loss functions and a special normalisation (SN) is used, the training can be performed with human MRI scans without much difference, except for the longer runtime.

Figure 3. Overall training and evaluation process workflow, where (A) describes the image resources, (B) the development environment, (C) the pre-processing steps, and (D) the deep learning application.

Figure 4. Overall generation workflow.
Figure 5. $\alpha$-WGANSigmaRat1 architecture. Near each layer, there is a code that explains the result of each convolution, e.g., n256k3s1p1: n256, size of the output channels (in this case 256); k3, kernel size (cubic dimension $3 \times 3 \times 3$); s1, stride ($1 \times 1 \times 1$); p1, padding ($1 \times 1 \times 1$). Please use the virtual version to get a more detailed visualisation.

Figure 6. $\alpha$-WGANSigmaRat2 architecture. Near each layer is displayed a code that explains the result of each convolution, e.g., n256k3s1p1: n256, size of the output channels (in this case 256); k3, kernel size (cubic dimension $3 \times 3 \times 3$); s1, stride ($1 \times 1 \times 1$); p1, padding ($1 \times 1 \times 1$). Please use the virtual version to get a more detailed visualisation.

3. Results

As explained in the Section 2, eleven different models were trained, but only the baseline model for comparison and the two best models are examined and evaluated here, as the other models are not realistic enough.

To select the best metrics to evaluate the different models, various MRI-related articles dealing with 3D scans and GANs were reviewed. The evaluation metrics were then divided into two categories: quantitative—Multi-Scale Structural Similarity Index Measure (MS-SSIM), Mean Absolute Error (MAE), Normalized Cross-Correlation (NCC), Maximum–Mean Discrepancy (MMD) and Dice score—and qualitative—Visual Turing Test performed by experts. The most commonly used metrics for evaluating GANs, e.g., Frechet Inception Distance, Inception Score, and Kernel Inception Distance, were not used due to the complexity of their adaptation to 3D volumes. The mean and standard deviation were calculated for each metric. For MMD, MAE, and NCC metrics, 21,000—the number of scans in dataset *100—comparisons were made between a random real scan and a generated scan; for MS-SSIM, only 2100 comparisons were made for both real and generated data, since the computational power required was much higher than for the other metrics. The MS-SSIM value was calculated under the same conditions as in Kwon et al. (2019) [26], i.e., with a batch size of 8. The MS-SSIM value should be similar to the MS-SSIM value of the real dataset to prove that the distribution is similar. There is no consensus on which metrics should be used to evaluate the best GAN models; however, the use of the quantitative metrics helped to identify the worst models in the first step [35–37].

From Table 2, it can be seen that the new models outperformed the baseline model in all quantitative metrics. The $\alpha$-WGANSigmaRat1 had the best overall quantitative
results, but after a quick analysis of several scans by some specialists and the authors, the \(\alpha\)-WGANSigmaRat2 model seems to produce more realistic scans with less blur and fewer structural anomalies, as shown in Figure 7. Therefore, these two models were used for the Turing test. The \(\alpha\)-WGAN_ADNI model was discarded for the Turing test because it was too easy to distinguish between real and generated scans. This architecture, adapted from [26], was unable to properly learn the distribution of the dataset, and the generated scans contain artefacts, as seen in Figure 7.

Table 2. Quantitative results. For each cell, the first value is the mean and the second is the standard deviation. The best results are in bold for each metric. An up arrow ↑ next to the metric name means that larger values are better, and a down arrow ↓ means the opposite.

| Results | MS-SSIM | NCC ↑ | MAE ↓ | MMD ↓ |
|---------|---------|-------|-------|-------|
| \(\alpha\)-WGAN_ADNI [26] | 0.6860 ±0.0066 | 0.7241 ±0.0071 | 0.0316 ±0.0004 | 779.4653 ±27.2016 |
| \(\alpha\)-WGANSigmaRat1 | 0.8118 ±0.0051 | 0.7887 ±0.0041 | 0.0305 ±0.0004 | 753.1584 ±24.8816 |
| \(\alpha\)-WGANSigmaRat2 | 0.8236 ±0.0056 | 0.7527 ±0.0037 | 0.0325 ±0.0003 | 819.3409 ±20.4437 |

The Turing test was performed by four MRI experts on 50 scans, of which 20 were real and 15 + 15 were generated by each model, \(\alpha\)-WGANSigmaRat1 and \(\alpha\)-WGANSigmaRat2. Only 50 scans were selected because each evaluation is very time consuming. Therefore, it was agreed with the evaluators that 50 scans were a reasonable number. In addition, the experts had to follow some rules, such as: do not open more than one scan at a time; do not change any answer; consider only the original slices—axial plane; do not look at the dataset \(D_r\) while performing the test. Table 3 presents the results of the Turing test and the respective expertise of each expert. The level of expertise was categorised as a function of the amount of time each expert had spent working with MRI scans of rat brains. For each rater, the first three values are the number of failed answers, e.g., \(\alpha\)-WGANSigmaRat1 = 13 means that 13 scans generated by the \(\alpha\)-WGANSigmaRat1 model were misclassified, and the last value is the number of correct answers.

Table 3. Turing test results. The first two rows are the classification results of the scans generated by the \(\alpha\)-WGANSigmaRat1 and \(\alpha\)-WGANSigmaRat2 models, respectively, the third row is the classification results of the real scans, and in the last row are the number of right classifications. Syn are the Synthetic scans. The correct answers are in bold.

| Rater     | 1 High | 2 Low | 3 Medium | 4 Medium |
|-----------|--------|-------|----------|----------|
|           | Real   | Syn   | Real     | Syn      | Real     | Syn     | Real   | Syn   |
| \(\alpha\)-WGANSigmaRat1 | 1 | 14 | 13 | 2 | 2 | 13 | 5 | 10 |
| \(\alpha\)-WGANSigmaRat2 | 0 | 15 | 8 | 7 | 4 | 11 | 8 | 7 |
| Real      | 19 | 1 | 4 | 16 | 17 | 3 | 12 | 8 |
| Right Answers | 48 | 13 | 41 | 29 |
The generated scans were also evaluated in a segmentation task to determine if the synthetic data could improve the results and if it performed better than traditional data augmentation. This test is more important than tricking experts, since synthetic data should be created with a finality, and here, it is the segmentation task. Using a DL model developed by Rodrigues (2018) [38] for GM, WM and CSF segmentation, an experiment was conducted using the following datasets: $D_{r174} = (x_i, y_i)_{i=1}^{174}$; $D_{r87} = (x_i, y_i)_{i=1}^{87}$; $D_{s174} = (x_i, y_i)_{i=1}^{174}$; $D_{s87} = (x_i, y_i)_{i=1}^{87}$; $D_{s261} = (x_i, y_i)_{i=1}^{261}$; $D_{s348} = (x_i, y_i)_{i=1}^{348}$. The number of scans in each dataset is a multiple of 174, since the maximum of labelled real scans—with existing segmentation masks of GM, WM and CSF—is the dataset $D_{r174}$. Only the $\alpha$-WGANSigmaRat2 model was used to generate synthetic scans because the raters involved in the Turing test, especially the first one, indicated that the scans generated with this model were more realistic, had less blur and more detail, and could perform better on the segmentation task than the $\alpha$-WGANSigmaRat1 model. The same 25 real scans were used to test all models, with 80% of the remaining scans used for training and 20% used for validation. The Statistical Parametric Mapping software—SPM12, Welcome Centre for Human Neuroimaging [39]—was used to generate the GM, WM and CSF labels for the
generated scans. SPM12 was unable to synthesise the labels of some synthetic scans, so these were discarded, and new scans were generated, i.e., the SPM12 software was used in a final step to assess the quality of the generated scans before segmentation. Table 4 presents the results of this segmentation task performed on different combinations of the previously mentioned datasets. The Dice score results of the first test are shown, i.e., segmentation using only real scans, such as the one presented by Rodrigues (2018) [38]. The use of the conventional data augmentation with the dataset $D_{r174}$ was also tested, and the results are presented in Table 5, where tests 10 and 11, random mirroring, random rotation by 3 degrees in all three axes, random zooming between 1.0 and 1.1 and a translation range of 4 voxels were used. For test 12, only random mirroring and a translation range of 4 voxels were used. These conventional data augmentation techniques were recommended by the experts who created the original dataset due to the fact that it is very difficult to place all rat heads in the same position between scanning sessions, so some rotation, some brains larger than others and some translation are normal. The mirroring was also recommended by the experts because the rat brain is almost symmetrical.

Table 4. Segmentation of Grey Matter (GM), White Matter (WM), and CerebroSpinal Fluid (CSF) dice score, where r refers to real and s refers to synthetic scans. If two datasets are included in the same test, this means that the test was performed with the union of both datasets. The best results are in bold.

| Tests | Test1 | Test2 | Test3 | Test4 | Test5 | Test6 | Test7 | Test8 | Test9 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Data sets | $D_{r174}$ | $D_{r174}$ | $D_{r174}$ | $D_{r174}$ | $D_{r174}$ | $D_{s87}$ | $D_{s174}$ | $D_{s261}$ | $D_{s348}$ |
| Global | 0.8969 | 0.9138 | 0.9083 | 0.9078 | **0.9141** | 0.8238 | 0.7646 | 0.8979 | 0.8259 |
| GM | 0.9381 | **0.9419** | 0.9384 | 0.9376 | 0.9412 | 0.8863 | 0.8586 | 0.9316 | 0.8863 |
| WM | 0.8969 | 0.9077 | 0.9037 | 0.9014 | **0.9098** | 0.8202 | 0.7262 | 0.8897 | 0.8301 |
| CSF | 0.7468 | **0.8232** | 0.8098 | 0.8170 | 0.8180 | 0.6095 | 0.4418 | 0.7442 | 0.6273 |

Table 5. Results for comparison between data augmentations techniques. The best results are in bold.

| Tests | Test1 | Test2 | Test5 | Test10 | Test11 | Test12 |
|-------|-------|-------|-------|--------|--------|--------|
| Data sets | $D_{r174}$ | $D_{r174}$ | $D_{r174}$ | $D_{r174}$ | $D_{s261}$ | $D_{s348}$ | $D_{s348}$ |
| Global | 0.8969 | 0.9138 | **0.9141** | 0.8183 | 0.8742 | 0.8696 |
| GM | 0.9381 | **0.9419** | 0.9412 | 0.8856 | 0.9214 | 0.9190 |
| WM | 0.8969 | 0.9077 | **0.9098** | 0.7824 | 0.8585 | 0.8501 |
| CSF | 0.7468 | **0.8232** | 0.8180 | 0.6042 | 0.7100 | 0.7018 |

4. Discussion

The initial evaluation of the models was based on the quantitative results of Table 2 to discard the worse models more quickly, e.g., the MS-SSIM value should not be very close to one, as it is important that the model can generate a large variety of scans. Table 2 shows that the $\alpha$-WGANSigmaRat1 model has the second highest MS-SSIM value and the value closest to the real distribution that is higher than the real distribution, which means that the generated scans are more repetitive than the real ones. This is not necessarily a problem, as the value is far from one, but it does not correspond to the real distribution of the sigma dataset of rat brains. This value is even higher for the $\alpha$-WGANSigmaRat2 model, but the generated scans appear to be more realistic after a qualitative visual inspection by the experts. The remaining metrics were too close to each other, so it was necessary to use other tools to further compare these two models.
In the loss function plots of the \( \alpha \)-WGANSigmaRat2 model (Figure 8), it can be seen that the training of the discriminator was very stable and after 60,000 iterations, the training of the generator also stabilised.

![Loss function plots](image)

**Figure 8.** Discriminator (blue) and Generator (orange) loss function plots of the \( \alpha \)-WGANSigmaRat2 model training process.

It is not good practice to compare different generative models using loss function diagrams, as they do not correspond to human perception. These diagrams are only a good tool to check for the presence of mode collapse, which is characterised by the divergence between the discriminator and the generator loss function diagrams, one tending to \(-\infty\) and the other to \(+\infty\). Normally, the training runs until this divergence occurs, but since an \( \alpha \)-GAN architecture with VAE was used, this would never happen or it would require many more iterations, so it was decided to run 200,000 iterations. Comparison of the scans generated after 100,000 and 200,000 training iterations confirmed that the learning process is not directly related to the representation of the loss functions. This can be seen in Figure 9 by the lack of detail in the generated scans after 100,000 training iterations—first row—and a significant improvement after 200,000 training iterations—second row.

![Generated scans](image)

**Figure 9.** Axial slices of a generated scan with the \( \alpha \)-WGANSigmaRat2 model after 100,000 iterations (first row) and after 200,000 iterations (second row) of training. L and R refer to the left and right sides of the brain respectively.

The results presented in Table 3 show that some experts had several difficulties distinguishing between real and fake scans, although some of them had no problems due to their experience with MRI acquisition and the visualisation of rat brains. Rater 1, who was very familiar with the MRIs of rat brains, said that the generated scans looked very grainy, without sufficient anatomical detail, and that the signal distribution outside the skull did not look right. He was the expert best able to distinguish between synthetic and real scans, so his input and comments were very important. Raters 3 and 4 reported some
distortions, some strange blurs and low signal homogeneity. Rater 2 is used to analyse MRI scans from humans but not from rats. This could be the reason why he rejected many responses because they were too homogeneous and symmetrical.

After generating the scans for the final test, a selection was made to ensure that all scans had correct anatomy, i.e., whether the SPM12 software could—or could not—generate the GM, WM, and CSF labels. About half of the randomly generated scans had structural defects, and the SPM software was not able to create the GM, WM and CSF labels correctly. This is the main weakness of this work and should be improved in a future work; however, it can easily be overcome by a quick visual inspection to discard the imperfect scans. It was also tested whether SPM could create the labels of the synthetic data generated by the remaining models. It was found that almost all the scans generated by $\alpha$-WGAN_ADNI had problems in creating the labels, so the proposed methods, i.e., the new loss functions and the normalisation layer were able to improve the quality of the generated scans, as can be seen in Figure 10.

The segmentation results using synthetic data are shown in Table 4. The best results for global and white matter segmentation were obtained when a dataset combining $D_F^{174}$ and $D_S^{348}$ was used, with an improvement in the Dice score of 0.0172 and 0.0129, respectively. For grey matter and CSF segmentation, the use of the $D_F^{174}$ and the $D_S^{87}$ resulted in an improvement of 0.0038 and 0.0764, respectively. The introduction of only 87 synthetic scans—$D_S^{87}$—into the $D_F^{174}$ dataset had a big impact, particularly on CSF segmentation, evidencing that the use of GANs can significantly improve results without the need for more scanning sessions.

The use of the conventional data augmentation was also tested, and the results are shown in Table 5. These tests were conducted to assess the impact of this type of data augmentation in this situation. It was found that in this case, the use of conventional data augmentation is detrimental to the training process. This situation occurred because the data augmentation used affects the quality of the data, e.g., interpolations are used when rotating and zooming, which affected the quality of the scans. In Test 10, where 826 conventional augmented samples were used, it can be seen that results were worse due to the aggressive data augmentation used. In Tests 11 and 12, the results improved when fewer augmented samples with conventional techniques were used. However, the results were worse compared to baseline, so data augmentation with synthetic samples was better in this case. It should be noted that the exclusive use of synthetic data was harmful, so real scans are mandatory.
The results obtained with rats may indicate that this technique can also be used to create synthetic 3D MRI scans of healthy and/or unhealthy humans. The next step is therefore to adapt this work to MRI scans of humans.

5. Conclusions

In this work, improved alpha-GAN architectures were proposed to generate synthetic MRI scans of the rat brain. The new proposed loss functions used to train the generator and the new proposed normalisation layer applied to the discriminator enabled more realistic results on rat MRI data. The use of traditional data augmentation also helped to generate more diverse and realistic scans. Different techniques were used to evaluate the different architectures and strategies. The $\alpha$-WGANSigmaRat1 model performed better than the others in the quantitative metrics. However, with the help of some MRI experts, it was determined that the best qualitative model was $\alpha$-WGANSigmaRat2. The Turing test proved that it is possible to trick experts with moderate or low expertise, but it is very difficult to trick experts who are familiar with the dataset. Unfortunately, it was not possible to use this test to check which model generated the best scans. Brain structure segmentation also improved when synthetic scans were added to the original dataset, with the global Dice score improving from 0.8969 to 0.9141. The improvements in CSF segmentation were even more significant, from 0.7468 to 0.8232. It was also found that using synthetic data generated by the new data augmentation model produced better than traditional data augmentation. The segmentation task proved that this method is capable of improving segmentation tasks and therefore other DL tasks.

This work has shown that it is possible to adapt tools developed mainly for processing human MR images to preclinical research. From a methodological point of view, it was possible to extend methods that work with 2D images to 3D images, and it was shown that it is possible to obtain improved segmentation results by adding synthetic scans to the original dataset. The use of data augmentation techniques in the context of preclinical research is interesting, particularly the ability to create larger datasets without scanning more animals, which contributes to the ethical 3R rule, i.e., the reducing part in particular. It is important to note that the use of GANs for data augmentation is not a substitute for traditional data augmentation but a complement. Both together contribute to increasing the amount of data.
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Abbreviations

The following abbreviations are used in this manuscript:

- CSF: Cerebrospinal Fluid
- DL: Deep Learning
- GAN: Generative Adversarial Networks
- GDL: Gradient Difference Loss
- GM: Grey Matter
- MAE: Mean Absolute Error
- MMD: Maximum–Mean Discrepancy
- MRI: Magnetic Resonance Imaging
- MSE: Mean Squared Error
- MS-SSIM: Multi-Scale Structural Similarity Index Measure
- NCC: Normalised Cross Correlation
- SN: Spectral Normalisation
- VAE: Variational AutoEncoder
- WM: White Matter
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