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Abstract—Diffusion models with continuous stochastic differential equations (SDEs) have shown superior performances in image generation. It can serve as a deep generative prior to solving the inverse problem in magnetic resonance (MR) reconstruction. However, low-frequency regions of k-space data are typically fully sampled in fast MR imaging (fMRI). In contrast, diffusion models are performed throughout the entire image or k-space, inevitably introducing uncertainty in the reconstruction of low-frequency regions. Additionally, existing diffusion models often demand substantial iterations to converge, resulting in time-consuming reconstructions. To address these challenges, we propose a novel SDE tailored specifically for MR reconstruction with the diffusion process in high-frequency space (referred to as HFS-SDE). This approach ensures determinism in the fully sampled low-frequency regions and accelerates the sampling procedure of reverse diffusion. Experiments conducted on the publicly available fastMRI dataset demonstrate that the proposed HFS-SDE method outperforms traditional parallel imaging methods, supervised deep learning, and existing diffusion models in terms of reconstruction accuracy and stability. The fast convergence properties are also confirmed through theoretical and experimental validation. Our code and weights are available at https://github.com/Aboriginer/HFS-SDE.
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I. INTRODUCTION

MAGNETIC resonance imaging (MRI) is a powerful tool of medical imaging but suffers from a long acquisition time. The main strategy for accelerating MR scan is to undersample the k-space data and then reconstruct images based on priors of images and measurements, as in parallel imaging and compressed sensing (CS) [1], [2], [3], [4], [5], [6], [7], [8], [9], [10].

In recent years, deep learning (DL)-based reconstruction methods have grown in popularity and shown great potential to remove aliasing artifacts caused by undersampling [11], [12], [13], [14], [15], [16], [17], [18], [19]. One broad family of DL-based methods is the supervised learning technique. This technique takes measured k-space data and images to be reconstructed as the inputs and outputs of a deep neural network and directly learns the mapping between them. Typical network architectures are based on unrolling that unroll an iterative solution of CS optimization into a network by learning the hyper-parameters and regularizations, e.g., ISTA-Net, ADMM-Net [20], [21], [22], [23]. Supervised learning techniques are usually trained for a specific imaging model or anatomy and show excellent performance in these tasks. However, generalization is one of the major bottlenecks of supervised learning methods. The trained network may show severely degraded reconstruction quality when applied out of distribution.

Another approach of DL-based reconstruction methods is the unsupervised learning technique based on distribution learning. It uses the data distribution predicted by a deep generative model as priors to solve the inverse problem of MR reconstruction. This technique adapts to changes in measurements easily because they are trained without references to measurements. Recently, diffusion models have
shown significant progress and have become the new state-of-the-art (SOTA) deep generative models [24], [25], [26], [27]. Two successful classes of diffusion models, i.e., denoising diffusion probabilistic models (DDPMs) [28] and score matching with Langevin dynamic (SMLD) [29], have gained wide interest and demonstrated remarkable synthesis quality. Song et al. [30] encapsulated these two approaches into a generalized framework of score-based generative models based on continuous stochastic differential equations (SDEs), improving the capabilities of diffusion models. SMLD and DDPM correspond to Variance Exploding (VE) SDE and Variance Preserving (VP) SDE, respectively. Under the framework of score-based SDEs, data distribution is transformed to a tractable distribution (i.e., Gaussian noise distribution) by a forward SDE. This process can be reversed for sample generation based on a reverse-time SDE derived from the forward SDE, given the score function of the marginal probability densities. Score-based SDEs have been adopted to the inverse problem of MR reconstruction and have shown impressive results [31], [32], [33], [34], [35], [36].

However, the existing VE- and VP-SDEs were not proposed specifically for MR reconstruction and may lead to some pitfalls in diffusion model-based MR reconstructions. Conventional VE- and VP-SDEs are not designed specifically for MR reconstruction. In contrast to natural image processing scenarios, MR imaging often acquires fully sampled low-frequency regions in k-space for calibration. Executing VP- and VE-SDE models involves the diffusion process across the entire image domain, which cannot guarantee consistency between the low-frequency regions derived from the reconstructed image and the acquired one, thereby increasing reconstruction uncertainty. Additionally, both VE- and VP-SDE-based diffusion models suffer from slow convergence, requiring thousands of iterations to produce high-quality samples. The resulting long reconstruction time hinders the clinical use of fast MRI imaging based on VP- and VE-SDE diffusion models.

Rethinking MR reconstructions, subspace modeling methods often exhibit more robust and accurate performance compared to full-space modeling methods [37], [38], [39]. What’s more, it is worth noting that the choice of the initial value significantly influences the convergence rate of iterative optimization algorithms. Starting from an optimized subspace often exhibits faster convergence speeds than a random initialized one [40], [41]. These findings inspire us that subspace-based diffusion models may be more suitable for MR reconstruction.

In view of the above considerations, this study introduces a new SDE that specifically targets the diffusion process in high-frequency subspace, referred to as High-Frequency Space Stochastic Differential Equation (HFS-SDE). The primary objective of this approach is to ensure consistency between the reconstructed image and the fully sampled low-frequency k-space data, ultimately enhancing the robustness and accuracy of the reconstruction. Furthermore, its reverse process initiates from a low-frequency subspace accompanied by high-frequency noise, resulting in fewer iterations to convergence compared to existing VP- and VE-SDEs, which initiate from Gaussian noise. Finally, we provide a theoretical discussion that the proposed HFS-SDE exhibits a smaller weak convergence upper bound than the SDE in the full space. Experimental validation in MR reconstruction confirms that HFS-SDE can achieve superior performance and faster convergence speeds.

A. Contributions

1) We propose a new SDE (HFS-SDE) for diffusion model-based MR reconstruction with high stability. When applied to multi-coil MR data, we achieve a 12-fold uniform acceleration in 2D imaging.
2) We have proved theoretically that the HFS-SDE exhibits a smaller weak convergence upper bound compared to the SDE in the full space, as well as validated the accelerated convergence effect of the HFS-SDE in experiments through high-quality reconstructions achieved with only 100 sampling steps.
3) The experiments show that more image details are preserved using HFS-SDE than VE- and VP-SDEs since the diffusion process focuses on high-frequency.

The following sections of the paper are organized as follows: Section II introduces the background, Section III describes the proposed method, and Section IV provides the experimental results. Discussion and conclusion are given in Section V and Section VI.

II. BACKGROUND

A. Problem Formulation

The imaging model of MR reconstruction can be formulated as:

$$\mathbf{y} = \mathbf{A} \mathbf{x} + \mathbf{\epsilon},$$

where $\mathbf{y}$ is the undersampled measurements in the frequency domain (i.e., k-space), $\mathbf{x}$ is the image to be reconstructed, $\mathbf{A}$ denotes the encoding matrix, $\mathbf{A} = \mathbf{M} \cdot \mathbf{F} \cdot \text{csm}$, $\mathbf{M}$ is the undersampling operator, $\mathbf{F}$ denotes the Fourier operator, csm denotes the coil sensitivity, and $\mathbf{\epsilon} \sim \mathcal{N}(0, \sigma^2)$.

For 2D image, $\mathbf{x} \in \mathbb{C}^m$, $\mathbf{y} \in \mathbb{C}^n$ and $\mathbf{A} \in \mathbb{C}^{m \times n}$.

Eq. (1) can be formulated as an optimization problem:

$$\mathbf{x}^* = \arg \min_{\mathbf{x}} \frac{1}{2} \| \mathbf{A} \mathbf{x} - \mathbf{y} \|^2_2 + R(\mathbf{x}),$$

where $R(\mathbf{x})$ is the prior constraint of the MR image.

B. Score-Based SDE

In score-based SDE [30], the diffusion process $\{\mathbf{x}(t)\}_{t=0}^T$ is continuous with a time variable $t \in [0, T]$, and thus can be constructed as the solution of an SDE. The corresponding reverse process can be accurately modeled with a reverse-time SDE of the forward one, extending the capability of diffusion models. The reverse-time SDE can be approximated by training a network to estimate the score of the densities at each time step and then used for sample generation using numerical SDE solvers.

The diffusion process can be described as the solution of the following SDE:

$$d\mathbf{x} = \mathbf{f}(\mathbf{x}, t)dt + g(t)dw,$$
where function \( f \) is the drift function of \( x(t) \) and \( g \) is called the diffusion coefficient. \( w \) is the standard Wiener process. The reverse process is also a diffusion process, modeled by the following reverse-time SDE:

\[
dx = \left[ f(x, t) - g(t)^2 \nabla_x \log p_t(x) \right] dt + g(t) d\tilde{w},
\]

(4)

where \( \nabla_x \log p_t(x) \) is known as the score function, \( \tilde{w} \) is the standard Wiener process when the time goes back to 0 from \( T \).

In order to solve Eq. (4), the score function \( \nabla_x \log p_t(x) \) can be estimated by a neural network \( s_\theta(x(t), t) \) with the loss function of

\[
\theta^* = \arg \min_\theta \mathbb{E}_x \left\{ \lambda(t) \mathbb{E}_{x(0)} \mathbb{E}_{x(t)|x(0)} \left[ \left\| s_\theta(x(t), t) \right\|^2 \right] \right\},
\]

(5)

where \( \lambda(t) \) is a positive weighting function, \( t \) is uniformly sampled over \([0, T]\), \( x(0) \sim p_{\text{data}} \) and \( x(T) \sim p_{\text{noise}} \).

The perturbation kernel \( p_{\text{pert}}(x(t) | x(0)) \) is the perturbation kernel. Once the score model \( s_\theta(x(t), t) \) is trained by Eq. (5), the image can be generated by the reverse diffusion process.

The two most commonly used SDEs are VE-SDE and VP-SDE below in diffusion models.

1) VE-SDE: The forward process of VE-SDE is:

\[
dx = \sqrt{ \frac{d[\sigma^2(t)]}{dt} } dw.
\]

(6)

During the forward diffusion process, VE-SDE adds Gaussian noise with zero mean and gradually increasing variance to the data \( x(0) \). The perturbation kernel \( p_{\text{pert}}(x(t) | x(0)) \) of VE-SDE is:

\[
p_{\text{pert}}(x(t) | x(0)) = \mathcal{N}(x(t); x(0), (\sigma^2(t) - \sigma^2(0))I),
\]

(7)

where \( x(t) \) denotes the perturbed data at the moment \( t \). \( x(0) \sim p_0(x) \). The perturbation kernel indicates the mean of \( x(t) \) is always the same as \( x(0) \). \( \sigma(t) \) is the given coefficient to control the noise level.

2) VP-SDE: The forward process of VP-SDE is:

\[
dx = -\frac{1}{2} \beta(t) x dt + \sqrt{\beta(t)} dw,
\]

(8)

Unlike VE-SDE, VP-SDE gradually attenuates the signal during the forward diffusion process until the mean value reaches 0. The perturbation kernel \( p_{\text{pert}}(x(t) | x(0)) \) of VP-SDE is:

\[
p_{\text{pert}}(x(t) | x(0)) = \mathcal{N}(x(t); x(0)e^{-\int_0^t \beta(s) ds}, I - I e^{-\int_0^t \beta(s) ds}).
\]

(9)

\( \beta(s) \) is the given coefficient to control the noise level.

C. Score-Based SDEs for MRI Reconstruction

Score-based SDEs have been applied for MR reconstruction [32], [33], [42], [43], [44], [45]. Specifically, the stochastic samples from the image distribution can be generated via posterior sampling instead of directly modeling the prior information as in Eq. (2).

Given the undersampled \( k \)-space data \( y \), MR images can be generated through the reverse-time SDE:

\[
dx = \left[ f(x, t) - g(t)^2 \nabla_x \log p_t(x | y) \right] dt + g(t) d\tilde{w},
\]

(10)

where \( x \) is the image to be reconstructed.

Taking VP-SDE as an example, the iterative rule of the reverse-time SDE is

\[
x_i = x_{i+1} + \frac{1}{2} \beta_{i+1} x_{i+1} + \beta_{i+1} s_\theta^*(x_{i+1}, i + 1)
\]

\[+ \sqrt{\beta_{i+1}} z_i, \quad i = 0, 1, \ldots, N - 1,\]

(11)

where \( x_0 \) is considered to be the reconstructed MR image, \( s_\theta^*(x_{i+1}, i + 1) \) is the trained score-based model, \( z_i \sim \mathcal{N}(0, I) \) and \( \{\beta_1, \beta_2, \ldots, \beta_N\} \) are given coefficients to control the noise level. Executing SDE (Eq. (11)) involves diffusion across the entire image domain, which cannot guarantee consistency between the low-frequency regions of the reconstructed image and the deterministic fully sampled low-frequency regions, thereby increasing imaging uncertainty. Additionally, the iterates (Eq. (11)) often require thousands of iterations to converge, resulting in long computational times.

It is worth noting that we have mentioned two types of sampling above. One is undersampling in \( k \)-space to reduce the acquisition time of MRI, indicated by the undersampling operator \( M \). The other is posterior sampling, which refers to sampling from the distribution to obtain reconstructed MR images during the reverse diffusion process.

III. THEORY AND METHODS

This section introduces the proposed HFS-SDE first, then describes how to train the score network and reconstruct MR images according to the reverse-time HFS-SDE. Fig. 1 shows the framework of the HFS-SDE-based MR reconstruction.

A. The High-Frequency Space SDE

To restrict the diffusion process in high-frequency space, we first construct high- and low-frequency operators \( F_h(\cdot) \) and \( F_l(\cdot) \) as follows:

\[
\begin{align*}
F_h(\cdot) &= F^{-1}((I - M_l) \cdot F(\cdot)) \\
F_l(\cdot) &= F^{-1}(M_l \cdot F(\cdot)),
\end{align*}
\]

(12)

where \( M_l \) is the mask to differentiate low- and high-frequency spaces, with value 1 for \( k \)-space center (1D mask with a size of \( n_x \)) and 0 for the rest of the region (high-frequency region). \( I \) denotes all-ones matrix \((I = M_l)\) is shown in Fig. 1 (b).

In an extreme case, \( n_x = 0 \), HFS-SDE is downgraded to VP-SDE, and in this study, we choose \( n_x = 16 \). In the multi-coil scenario,

\[
\begin{align*}
F_h(x) &= \sum_{j=1}^{n} c_{s_j} M_l \cdot F^{-1}((I - M_l) \cdot F(c_{s_j} \cdot x_l)) \\
F_l(x) &= \sum_{j=1}^{n} c_{s_j} M_l \cdot F^{-1}(M_l \cdot F(c_{s_j} \cdot x_l))
\end{align*}
\]

(13)

where \( n \) indicates the number of coils, \( c_{s_j} \) denotes the sensitivity of the \( j \)th coil and \( x \) denotes the MR image. \( F_h \) is the operator that extracts the high-frequency component.
of \( \mathbf{x} \). Specifically, it first transforms the MR image \( \mathbf{x} \) to the frequency domain, followed by applying a high-frequency mask \((\mathbf{1} - \mathbf{M}_l)\), and subsequently transforms back to the image domain. \( \mathcal{F}_l(\mathbf{x}) \) signifies a similar process as \( \mathcal{F}_h(\mathbf{x}) \) except for the low-frequency mask \( \mathbf{M}_l \) is applied in the frequency domain.

Assuming that there are \( N \) noise scales in the forward diffusion process constructed by the following discrete Markov chain,

\[
\mathbf{x}_i = \mathcal{F}_l(\mathbf{x}_{i-1}) + \sqrt{1 - \beta_t} \mathcal{F}_h(\mathbf{x}_{i-1}) + \sqrt{\beta_t} \mathcal{F}_h(\mathbf{z}_{i-1}), \\
i = 1, \cdots, N,
\]

where \( \{\beta_1, \beta_2, \cdots, \beta_N\} \) are given coefficients to control the noise level and \( \mathbf{z}_{i-1} \sim \mathcal{N}(\mathbf{0}, \mathbf{I}) \). As \( \Delta t = \frac{1}{N} \rightarrow 0 \), Eq. (14) converges to the following SDE (detailed in Appendix A):

\[
\text{dx} = -\frac{1}{2} \beta(t) \mathcal{F}_h(\mathbf{x}) \text{d}t + \sqrt{\beta(t)} \mathcal{F}_h \text{d}\mathbf{w}.
\]

By Särkkä, Simo [46] and let \( \beta(t) = \beta_{\text{min}} + t (\beta_{\text{max}} - \beta_{\text{min}}) \) for \( t \in [0, 1] \), the perturbation kernel of HFS-SDE can be derived as

\[
\begin{align*}
p_0(t) &= \mathcal{N}(\mathbf{x}(t); e^{-\frac{1}{2}t^2(\beta_{\text{max}} - \beta_{\text{min}})^2}, \mathbf{I} - e^{-\frac{1}{2}t^2(\beta_{\text{max}} - \beta_{\text{min}})^2} \mathcal{F}_h), \\
&= e^{-\frac{1}{2}t^2(\beta_{\text{max}} - \beta_{\text{min}})^2} \mathcal{F}_h(\mathbf{x}(0)), \\
&= e^{-\frac{1}{2}t^2(\beta_{\text{max}} - \beta_{\text{min}})^2} \mathcal{F}_h(\mathbf{x}(0))
\end{align*}
\]

where the mean \( \mu \) and covariance matrix \( \Sigma \) are exponential functions with the high-frequency operator \( \mathcal{F}_h \) in the exponent. The calculation of the exponential operator requires a spectral decomposition of \( \mathcal{F}_h \). Due to the large dimension of \( \mathcal{F}_h \), the computational complexity of the spectral decomposition is intolerable. Therefore, we proposed an approximate method to calculate it. Let the coefficient before \( \mathcal{F}_h \) to be \( k \). The exponential function with \( \mathcal{F}_h \) can be expanded using Taylor expansion:

\[
e^k \mathcal{F}_h = \prod_{i=0}^{L} e^{k \mathcal{F}_h} = \prod_{i=0}^{L} \left( 1 + \frac{k}{L} \mathcal{F}_h + o\left(\frac{1}{L}\right)\mathcal{F}_h^2 \right). \tag{17}
\]

This function involves massive calculations and is still difficult to implement. Thanks to \( \mathcal{F}_h(\cdot)^2 = \mathcal{F}_h(\cdot) \), we can get

\[
\lim_{L \rightarrow \infty} \prod_{i=0}^{L} \left( 1 + \frac{k}{L} \mathcal{F}_h + o\left(\frac{1}{L}\right)\mathcal{F}_h^2 \right) = (e^k - 1) \mathcal{F}_h + \mathbf{I} \tag{18}
\]

Then the mean \( \mu \) and covariance matrix \( \Sigma \) of the perturbation kernel can be re-expressed as

\[
\begin{align*}
\mu &= \left( e^k - \frac{1}{2} t^2 (\beta_{\text{max}} - \beta_{\text{min}}) - \frac{1}{2} t^2 \beta_{\text{min}} \right) \mathcal{F}_h(\mathbf{x}(0)), \\
\Sigma &= \left( 1 - e^{-\frac{1}{2} t^2 (\beta_{\text{max}} - \beta_{\text{min}}) - \frac{1}{2} t^2 \beta_{\text{min}}} \right) \mathcal{F}_h
\end{align*}
\]

Fig. 1. Illustrate the proposed high-frequency space diffusion model. (a) In the forward process, high-frequency noises with multiple scales are added to the data (first row). The second row shows the k-space corresponding to the perturbed data (no noise is added to the central region of k-space). (b) Demonstrate the steps to acquire high-frequency noise. High-frequency noise is added to the data in the image domain.
B. Estimate Score for HFS-SDE

Once the perturbation kernel is determined, the score model \( s_\theta(x(t), t) \) can be trained by a network. Unlike VE- and VP-SDEs, the network no longer estimates Gaussian noise of the whole image but only predicts the high-frequency part of Gaussian noise (details in Appendix B):

\[
\theta^* = \arg\min_\theta \mathbb{E}_t \{ \lambda(t) \mathbb{E}_{x(0)}[\mathbb{E}_{x(t)}(y)] \mathbb{1}[\|F_h(z)\|^2] \} + \sqrt{(1 - e^{-\frac{1}{2}t^2(\beta_{\text{max}} - \beta_{\text{min}}) - t\beta_{\text{min}}}) \mathbb{E}_h(s_\theta(x(t), t))}^2, \quad t = 1, 2, \ldots
\]

where \( \lambda(t) \) is the positive weighting function and \( z \) is Gaussian noise. Empirically, our network only predicts high-frequency noise, releasing the ability of the network.

C. Reverse HFS-SDE for MR Reconstruction

Based on Eq. (15), the conditional reverse-time HFS-SDE can be deduced as [47]:

\[
dx = \left( -\frac{1}{2} \beta(t) F_h(x) - \beta(t) F_h(\nabla_x \log p_t(x | y)) \right) dt + \sqrt{\beta(t)} F_h(dW). \tag{21}
\]

According to Bayes’ theorem and Eq. (1), \( \nabla_x \log p_t(x(t) | y) \) can be written as:

\[
\nabla_x \log p_t(x(t) | y) = \nabla_x \log p_t(x(t)) + \nabla_x \log p_t(y | x(t)) \\
\approx s_\theta^*(x(t), t) + \nabla_x \log p_t(y | x(t)) \\
\approx s_\theta^*(x(t), t) + \frac{A^H (y - Ax(t))}{\sigma^2}, \tag{22}
\]

where \( \sigma^2 \) is a hyperparameter that requires annealing; the specific settings can be found in our code. HFS-SDE generates samples through the predictor-corrector method from [30]. The framework is illustrated in Fig. 2, and the specific algorithm is presented in Alg. 1. Note that in each step of Predictor-Corrector Sampling, \( x_i \) is generated conditioned on \( y \). Thus, the final reconstruction will align with \( y \).

Compared to the Gaussian noise initialization of VP- or VE-SDE, HFS-SDE model initializes \( x_0 \) using the low-frequency data \( M_y \). Empirically, initializing closer to the image to be reconstructed often accelerates the convergence of the iteration sequence. Next, we will theoretically explain this claim.

We study how the expected value of any suitably smooth statistic of \( x(t) \) in HFS-SDE (Eq. (21)) evolves in time. We can define the following generator:

\[
\mathcal{L} f(x(t)) := \lim_{h \to 0^+} \mathbb{E}[f(x(t + h))] - f(x(t)). \tag{23}
\]

Then, we have

\[
\mathbb{E}[f(x(0))] = e^{-h\mathcal{L}} \mathbb{1} \cdots e^{-h\mathcal{L}} f(x(T)), \tag{24}
\]

where the operator \( e^{t\mathcal{L}} \) is called the Kolmogorov operator for HFS-SDE (Eq. (21)). Given HFS-SDE (Eq. (21)) with an invariant measure \( p_0(x) \), the posterior average is defined as \( \tilde{p} := \int p(x) p_0(x) \). In practice, the discrete form of HFS-SDE (Eq. (21)) is illustrated in the ninth line of Alg. 1. For the discrete samples \( x_i := x(h_i) \), we define a functional \( \psi \) that solves the following Poisson equation:

\[
\mathcal{L} \psi(x_i) = \phi(x_i) - \tilde{\phi} \tag{25}
\]

for some test function \( \phi \).

Assumption 1: \( \psi \) and its up to 3rd-order derivatives, \( D^k \psi \), are bounded by a function \( V \), i.e., \( \| D^k \psi \| \leq C_k V^p_k \) for \( k = (0, 1, 2, 3) \), \( C_k, p_k > 0 \). Furthermore, the expectation of \( \psi \) on \( x_i \) is bounded: \( \sup_{x_i} \mathbb{E}[\psi^p(x_i)] < \infty \), and \( \psi \) is smooth such that \( \sup_{x_i \in (0,1)} \mathbb{E}[\psi^p(x_i)] < \infty \), \( \psi \) is smooth such that \( \sup_{x_i \in (0,1)} \mathbb{E}[\psi^p(x_i)] < \infty \), \( \forall x, z, \text{ and } \| D^k \psi \| \leq C \psi^p(x) + \psi^p(z) \).

Theorem 3.1: Suppose Assumption 1 holds. The discrete HFS-SDE exhibits a smaller weak convergence upper bound compared to the SDE in the full space, which is achieved by replacing the operator \( F_h \) with the identity operator \( I \).

The proof is presented in the Appendix C. Thus, we have theoretically demonstrated the acceleration effect of modeling the diffusion model in high-frequency space.

---

**Algorithm 1 PC Sampling (HFS-SDE)**

**Require:** \( \{\beta_i\}^N_{i=1}, \{\alpha_i\}^N_{i=1}, \text{csm, } y, \lambda_1, \lambda_2, r, N, M, M_y, \text{ csms} = \{\text{csms}_1, \ldots, \text{csms}_n\}, M_y \) \text{ is the undersampling mask}

1. \( x_0 \sim N(\mathbb{F}^{-1}(M_y), F_h) \)
2. for \( i = N - 1 \) to 0 do
3. \( z \sim N(0, I) \)
4. \( g \leftarrow F_h(s_\theta^*(x_{i+1}, i + 1)) \)
5. \( G = \sum_{i=1}^n \text{csms}_i \mathbb{F}^{-1}(F(\text{csms} \cdot x_i) \cdot M_y - y) \)
6. \( \epsilon \leftarrow \frac{1}{\lambda_1 (\|g\|_2^2/\|g\|_2^2)} \)
7. \( x_i \leftarrow x_{i+1} + \frac{\beta_{i+1} F_h(x_i) + \beta_{i+1}(g - \epsilon G) + \sqrt{\beta_{i+1} F_h(z)}}{\sigma^2} \)
8. for \( k \leftarrow 1 \) to \( M \) do
9. \( z \sim N(0, I) \)
10. \( g \leftarrow F_h(s_\theta^*(x_{i-1}, i)) \)
11. \( G = \sum_{i=1}^n \text{csms}_i \mathbb{F}^{-1}(F(\text{csms} \cdot x^k_i) \cdot M_y - y) \)
12. \( \epsilon_1 \leftarrow 2\alpha_i (r \|g\|_2^2/\|g\|_2^2) \)
13. \( \epsilon_2 \leftarrow 2\epsilon_1 \epsilon_1 \)
14. \( x_{ij} \leftarrow x_{ij-1} + \epsilon_1 (g - \epsilon_2 G) + \sqrt{2\epsilon_1 F_h(z)} \)
15. end for
16. \( x_{i,0} \leftarrow x^M_i \)
17. end for
18. return \( x_0 \) \text{ or } \( x_0 = x_0^M \)
IV. EXPERIMENTS

A. Experimental Setup

1) Experimental Data: We conducted experiments on the public fastMRI dataset\(^1\) [48], [49]. For the training dataset, we selected 973 individuals from the fastMRI multi-coil knee dataset and dropped the first six slices from each individual due to poor image quality. A total of 28904 T1- and T2-weighted images were finally involved in the training dataset. We selected two datasets for testing. One was the knee data from 3 individuals selected randomly from the validation dataset, and the other one was the brain data from 1 individual. The first six slices of each individual in the test data were also discarded. We finally got 95 T1-weighted knee images and 10 T2-weighted brain images. We cropped the image size to 320 \(\times\) 320, and normalized the data by its own standard deviation before inputting it into the score network. We estimated the sensitivity maps using ESPIRiT\(^2\) implemented in the BART toolbox [51] with a 24 \(\times\) 24 k-space center region.

2) Parameter Configuration: We compared HFS-SDE with iterative SENSE [4], supervised deep learning method (ISTA-Net [22], DeepCascade [52], VarNet [53]), GAN-based method (CycleGAN) [17], and score-based model (VE-SDE and VP-SDE) [30], with the results of each method tuned to the best. VP-SDE can be regarded as the ablation method of HFS-SDE. In the training phase, ISTA-Net and DeepCascade models were trained for 50 epochs, while CycleGAN was trained for 100 epochs. VE-, VP-, and HFS-SDE models were all trained for 190 epochs. For these SDE-based methods, the noise scale was set to \(N = 1000\). The exponential moving average (EMA) rate was 0.9999 for VP- and HFS-SDE, and 0.999 for VE-SDE. VP-SDE and HFS-SDE controlled the noise level during forward diffusion by setting \(\beta_{\text{max}} = 20\), and \(\beta_{\text{min}} = 0.1\) in Alg. 1, while VE-SDE controlled the noise level in forward diffusion by setting \(\sigma_{\text{max}} = 348\) and \(\sigma_{\text{min}} = 0.1\) [54]. The network used in VE-, VP-, and HFS-SDEs was the U-net architecture improved by Song et al.\((i.e., \text{ddpm}^2\) in the code of score-based SDEs). Since MRI data is complex-valued, it is split into real and imaginary components before being fed into the network, with each component serving as a separate channel for dual-channel real data input.

3) Performance Evaluation: Three quantitative metrics, including normalized mean square error (NMSE), the peak signal-to-noise ratio (PSNR), and structural similarity index (SSIM) [55], were used to measure the reconstruction performance. The smaller NMSE, the larger PSNR and SSIM, indicate a better reconstruction.

B. Experimental Results

This subsection shows the reconstruction results of the above methods in the In-Distribution and Out-of-Distribution cases. In addition, we show the performance of HFS-SDE with a reduced number of reverse samples iterations. Note that all \(x\)-fold uniform sampling in this paper refers to full sampling in the \(k\)-space center while other areas are sampled every \(x\) lines. Specifically, a 10-fold uniform undersampling mask implies that one out of every 10 lines is sampled, and 24 lines are fully sampled in the \(k\)-space center, resulting in an actual acceleration rate of 5.9. Similarly, a 12-fold uniform undersampling indicates sampling one out of every 12 lines, with 22 lines in the \(k\)-space center fully sampled, achieving an actual acceleration rate of 6.8.

1) In-Distribution Experiments: In the In-Distribution experiments, the anatomy of the training and testing datasets are the same. Score-based SDEs are unsupervised learning methods in which only the fully sampled images are used for network training without the paired undersampled data. Therefore, no undersampling pattern is needed for network training in VE-, VP-, and HFS-SDEs. For ISTA-Net, the undersampled masks of training and testing are the same.

The reconstruction results of 10-fold uniform undersampling are shown in Fig. 3. The first row shows the reconstruction results of SENSE, ISTA-Net, DeepCascade, VarNet, CycleGAN, VE-SDE, VP-SDE, and HFS-SDE. The second row displays an enlarged view of the region of interest (ROI). The SENSE reconstruction exhibits noise and aliasing artifacts. Similarly, the reconstructed images by ISTA-Net, DeepCascade, VarNet, and CycleGAN also show aliasing artifacts and blurriness, resulting in the loss of fine structures. Compared to other methods, score-based SDE approaches provide more details. Among these three SDE methods, VE-SDE’s reconstruction results lose some details. On the other hand, VP-SDE loses some fine structures in the images. HFS-SDE excels in quantitative metrics, preserving the most realistic high-frequency details and effectively suppressing artifacts. Fig. 4 shows the reconstruction results using a 12-fold uniform undersampling mask. The reconstruction images produced by SENSE exhibit severe blurring and aliasing artifacts. ISTA-Net, DeepCascade, VarNet, and CycleGAN suffer a significant loss of details. VE-SDE loses some fine details, and VP-SDE introduces artifacts. In contrast, HFS-SDE achieves the best visual results by preserving the most authentic details.

The average quantitative metrics for the knee dataset are presented in Table I. Among all the compared methods, HFS-SDE excels with the best NMSE and PSNR.

---

\(^1\)https://fastmri.org/  
\(^2\)https://github.com/yang-song/score_sde_pytorch

| AF | Method      | NMSE (%) | PSNR (dB) | SSIM (%) |
|---|-------------|----------|-----------|----------|
| 10-fold | SENSE     | 5.04 ± 4.73 | 25.28 ± 3.09 | 52.40 ± 14.00 |
|       | ISTA-Net   | 0.66 ± 0.26 | 33.20 ± 1.97 | 87.29 ± 3.25  |
|       | DeepCascade| 0.75 ± 0.28 | 32.60 ± 1.91 | 86.89 ± 3.18  |
|       | VarNet     | 1.16 ± 0.24 | 31.51 ± 0.85 | 71.17 ± 2.74  |
|       | CycleGAN   | 0.87 ± 0.47 | 32.18 ± 2.03 | 78.89 ± 7.48  |
|       | VE-SDE     | 0.84 ± 0.49 | 31.76 ± 1.87 | 78.23 ± 5.81  |
|       | VP-SDE     | 1.14 ± 1.90 | 32.69 ± 3.14 | 85.47 ± 4.20  |
|       | HFS-SDE    | 0.65 ± 0.26 | 33.28 ± 1.83 | 84.09 ± 4.11  |

| 12-fold | SENSE     | 5.83 ± 4.59 | 24.81 ± 2.82 | 51.22 ± 12.88 |
|         | ISTA-Net   | 1.03 ± 0.63 | 31.47 ± 1.96 | 84.57 ± 3.48  |
|         | DeepCascade| 1.19 ± 0.64 | 30.80 ± 1.87 | 83.98 ± 3.29  |
|         | VarNet     | 1.19 ± 0.21 | 31.56 ± 1.01 | 70.00 ± 1.85  |
|         | CycleGAN   | 1.07 ± 0.50 | 31.19 ± 1.92 | 77.18 ± 7.36  |
|         | VE-SDE     | 1.38 ± 0.90 | 30.31 ± 2.06 | 75.19 ± 5.63  |
|         | VP-SDE     | 1.66 ± 2.44 | 30.92 ± 3.06 | 82.40 ± 4.76  |
|         | HFS-SDE    | 0.97 ± 0.40 | 31.56 ± 1.63 | 80.60 ± 4.32  |
Fig. 3. The reconstruction results of fastMRI multi-coil knee data at uniform undersampling of 10-fold. The first row shows the ground truth and the reconstruction of SENSE, ISTA-Net, DeepCascade, VarNet, cycleGAN, VE-, VP-, and HFS-SDE (ours). The second row shows the enlarged view of the ROI, and the third row shows the error map of the reconstruction. The undersampling mask used for the test is shown in the lower left corner.

Fig. 4. The reconstruction results of fastMRI multi-coil knee data at uniform undersampling of 12-fold. The first row shows the ground truth and the reconstruction of SENSE, ISTA-Net, DeepCascade, VarNet, cycleGAN, VE-, VP-, and HFS-SDE (ours). The second row shows the enlarged view of the ROI, and the third row shows the error map of the reconstruction. The undersampling mask used for the test is shown in the lower left corner.

Fig. 5. Out-of-Distribution results. The reconstruction results of T2-weighted brain data at uniform undersampling of 12-fold. The first row shows the reconstruction results of SENSE, ISTA-Net, DeepCascade, VE-, VP-, and HFS-SDE. The second row shows the error map of the ROI. The undersampling mask is shown in the lower left corner.

2) Out-of-Distribution Experiments: We conducted experiments on T2-weighted brain data using models trained on T1-weighted knee data. The models included SENSE, ISTA-Net, DeepCascade, VE-, VP-, and HFS-SDE. In this scenario, the distribution of the testing data differs from that of the training data. The reconstruction results with a 10-fold uniform undersampling are presented in Fig. 5. ISTA-Net and DeepCascade exhibit a decrease in reconstruction quality, while SDE-based methods maintain high-quality reconstructions. HFS-SDE continues to achieve the best reconstruction results with minimal noise and artifacts. Table II displays the quantitative metrics for the test brain dataset.

Additionally, it is essential to emphasize that due to the disparity in the number of parallel channels between the fastMRI knee dataset and the brain dataset, we refrained from...
TABLE II
OUT-OF-DISTRIBUTION EXPERIMENTS. THE AVERAGE QUANTITATIVE METRICS ON THE fastMRI BRAIN DATASET UNDER 10-FOLD UNIFORM UNDERSAMPLING

| AF    | Methods     | NMSE(%)   | PSNR (dB)   | SSIM(%) |
|-------|-------------|-----------|-------------|---------|
| 10-fold| SENSE       | 14.31 ± 13.36 | 22.13 ± 2.64 | 39.73 ± 14.78 |
|       | ISTA-Net    | 1.65 ± 1.51  | 31.02 ± 1.21  | 85.69 ± 3.59  |
|       | DeepCascade | 2.03 ± 1.75  | 30.03 ± 1.30  | 85.33 ± 3.15  |
|       | VE-SDE      | 2.93 ± 2.69  | 28.75 ± 1.77  | 71.35 ± 9.96  |
|       | VP-SDE      | 1.77 ± 1.01  | 30.16 ± 1.37  | 72.59 ± 8.85  |
|       | HFS-SDE     | 1.43 ± 0.82  | 31.06 ± 0.87  | 79.97 ± 5.14  |

Fig. 6. The quantitative performance-sampling-step diagrams under uniform 10-fold undersampling with sampling steps N = 50, 100, 200, 300, 400, and 500 are presented. Figures (a) and (c) show the NMSE and PSNR metrics for the reconstruction results of fastMRI multi-coil knee data (In-Distribution), while Figures (b) and (d) display the NMSE and PSNR metrics for the reconstruction results of brain data (Out-of-Distribution).

evaluating the generalization of the CycleGAN model when handling data with specific channel counts.

3) Accelerated Sampling: In the above experiments, the noise scale N of VE-, VP-, and HFS-SDEs was set to 1000. This implies that 1000 steps were required in the reverse-time process for sample generation, taking an average of 2.5 minutes to reconstruct a 320 × 320 MR image on an NVIDIA RTX A100 GPU.

To gain further insights into the acceleration performance of HFS-SDE, we conducted quantitative experiments under varying sampling steps. The model was trained on knee data, and the test data included both knee and brain data with 10-fold uniform undersampling. The sampling steps were set to 50, 100, 200, 300, 400, and 500. Fig. 6 shows the performance-sampling-step diagrams using different SDEs. HFS-SDE converges much faster than VP- and VE-SDE, especially when sampling steps are small. It’s worth noting that HFS-SDE achieves relatively low NMSE when the sampling step exceeds 100 on both knee and brain data. Fig. 7 showcases the reconstruction results for sampling steps of 1000, 400, and 100, respectively. When the number of reverse sampling iterations was reduced to 100, VE-SDE suffered a loss of structural information, and VP-SDE’s reconstructed images exhibited severe aliasing artifacts. However, the results of HFS-SDE with N = 100 were visually comparable to those with N = 1000, even though the quantitative metrics were slightly lower than those with N = 1000. When the number of reverse sampling steps was reduced to 400, VE-SDE exhibited a degree of noise, while VP-SDE showed minor aliasing artifacts along the edges. HFS-SDE’s performance remained on par with the results at N = 1000. Additionally, we conducted a time analysis of the reconstruction process for various methods on a single slice, with testing conducted on an NVIDIA RTX A100 GPU. The results are presented in Table III.

For scenarios requiring low noise in reconstruction results, we think N = 400 is an appropriate choice, as the performance of HFS-SDE is comparable to N = 1000, effectively suppressing artifacts and noise. For scenarios where reconstruction time is a priority and minor noise is tolerable, N = 100 is a suitable choice. Although HFS-SDE exhibits slight noise with 100 steps, it still effectively suppresses artifacts and successfully reconstructs structures.

4) Statistical Hypothesis: We conducted a statistical hypothesis test on the fastMRI knee dataset to demonstrate the significance of our experimental results. Among the three metrics, NMSE did not follow a normal distribution, and a paired Wilcoxon Signed Ranks test (Wilcoxon Signed Ranks test) was employed. PSNR and SSIM followed normal distributions and were analyzed using paired samples T-test. The results (shown in Table IV) demonstrate that HFS-SDE exhibits statistical significance in terms of PSNR and SSIM compared to VP-SDE (p-value < 0.05) and in all three metrics compared to VP-SDE (p-value < 0.001).

V. DISCUSSION

In this study, the HFS-SDE was proposed for solving the inverse problem in accelerated MRI based on the diffusion model. We have demonstrated that diffusion in the high-frequency space effectively improves the stability of VP-SDE. Meanwhile, HSF-SDE reduces the time required for reverse sampling and maintains the reconstruction quality by utilizing the low-frequency information of MR images.

A. Extensions of HSF-SDE

The idea of diffusion in high-frequency space can be extended to other SDEs, such as VE- and sub-VP-SDEs. The corresponding forward SDEs are:

\[
\begin{align*}
\frac{d}{dt} \mathcal{F}_h & = \sqrt{\frac{d}{dr} \sigma^2(t)} \mathcal{F}_h dw \\
\frac{d}{dt} \mathcal{F}_h & = -\frac{1}{2} \beta(t) \mathcal{F}_h(x) dr + \sqrt{\beta(t)} \left(1 - e^{-2 \int_0^t \beta(s) ds} \right) \mathcal{F}_h dw.
\end{align*}
\]

Then MR reconstructions using these two SDEs will start from the low-resolution image generated from the k-space center instead of pure Gaussian noise, hence reducing sampling iterations in the reverse process. One major drawback of fast MRI is the loss of details. Diffusion in HFS may help recover high-frequency details on MR images as well.

B. Ablation Studies

We conducted an ablative study on the selection of the center size \(n_l\) in the mask \(M_l\). Specifically, \(n_l = 2, 8, 16, 24,\) and 32 were chosen to train the model of HFS-SDE. The results of the 10- and 12-fold uniform undersampling knee data are presented in Table VI. HFS-SDE achieves similar performance when \(n_l\) is set within the range of 8 to 24, and the optimal performance of HFS-SDE was achieved when
Fig. 7. Accelerated Sampling. Reconstruction was performed on the fastMRI multi-coil knee dataset with a 10-fold uniform undersampling, using 100, 400, and 1000 iterations, respectively. The first row presents the ground truth and the reconstructions of VE-, VP-, and HFS-SDE (our model). The leftmost three columns represent the results of 1000 iterations, the middle three columns represent 400 iterations, and the rightmost three columns represent 100 iterations. The second row displays an enlarged view of the region of interest, indicated by the yellow box in the first row. The third row exhibits the error map of the reconstructions. The undersampling mask used for the test is shown in the lower left corner.

TABLE III

| Method | SENSE | ISTA-Net | DeepCascade | VarNet | CycleGAN | VE-SDE | VP-S | HFS-SDE | HFS-SDE(400) | HFS-SDE(100) |
|--------|-------|----------|-------------|--------|----------|--------|------|---------|-------------|-------------|
| Time (s) | 1.04  | 0.40     | 0.16        | 0.23   | 0.08     | 104.08 | 122.09 | 98.59   | 39.09       | 9.86        |

TABLE IV

The Results of a Statistical Hypothesis Test on the fastMRI Knee Dataset. The $t/z$ represents the $t$- and $z$-variable in the paired samples $t$-Test and Wilcoxon Signed Ranks Test, respectively, with the corresponding *value in the value column. * and *** represent a statistical significance level of 0.05 and 0.001, respectively.

| Method | Metrics | $t/z$ | value | p        |
|--------|---------|-------|-------|----------|
| HFS-VE | NMSE    | 7.86  | 0.000*** |          |
|        | PSNR    | 14.56 | 0.000*** |          |
|        | SSIM    | 21.38 | 0.000*** |          |
| HFS-VP | NMSE    | 0.04  | 0.967  |          |
|        | PSNR    | 2.22  | 0.028*  |          |
|        | SSIM    | -5.66 | 0.000*** |          |

$n_l = 16$. A center size that is too large or too small leads to a degradation of HFS-SDE’s performance. Additionally, a center area that is too small may also affect the performance of accelerated sampling. Therefore, we used $n_l = 16$ in this study.

We also conducted experiments with various random noise initializing seeds (seeds: 1, 10, 50, 100, 500, 1000, 5000, 10000, 50000, and 100000) during the reconstruction process to understand the robustness and reliability of our HFS-SDE. The reconstruction results of fastMRI multi-coil knee data with different random seeds under 10-fold uniform undersampling are presented in Fig. 8. It can be observed that there are no significant differences in the reconstruction results across various random seeds, demonstrating the robustness and reliability of HFS-SDE. And the average quantitative metric on the fastMRI knee dataset under 10-fold uniform undersampling is presented in Table V.

C. Experiment With Gaussian Undersampling Mask

Since the mode of undersampling mask may affect the reconstruction performance, we performed the experiments using a Gaussian undersampling mask with an actual acceleration rate $= 5.9$ on the knee dataset. The reconstruction images are shown in Fig. 9 with quantitative metrics presented in Table VII. Similar conclusions can be drawn from the results using Gaussian undersampling mask, as from Fig. 3, that HFS-SDE still outperforms other methods. The performance of most DL-based methods slightly degrades when using a Gaussian mask relative to a uniform mask, which is consistent with the previous studies [56], [57], [58].

D. Harsh Condition Experiment

We conducted a harsh condition experiment using a simulated phantom with large black and grey areas. The models of SENSE, ISTA-Net, DeepCascade, VE-, VP-, and HFS-SDE trained on the knee data were employed. The distribution of the training data was different from that of the simulated phantom. Fig. 10 illustrates the reconstruction results under 10-fold uniform undersampling. Under such a challenging condition, SENSE, ISTA-Net, and DeepCascade exhibit severe aliasing artifacts. In contrast, the SDE-based models have no

TABLE V

Ablation Studies on Random Seed. The Average Quantitative Metrics on the fastMRI Knee Dataset Under 10-Fold Uniform Undersampling With Different Random Seeds

| Seed | NMSE (%) | PSNR (dB) | SSIM (%) |
|------|----------|-----------|----------|
| 1    | 0.66 ± 0.29 | 33.28 ± 1.82 | **84.12 ± 4.31** |
| 10   | 0.67 ± 0.30 | 33.22 ± 1.85 | 84.10 ± 4.37 |
| 50   | 0.65 ± 0.28 | 33.30 ± 1.83 | 84.10 ± 4.35 |
| 100  | 0.66 ± 0.27 | 33.24 ± 1.75 | 84.08 ± 4.33 |
| 500  | 0.67 ± 0.29 | 33.17 ± 1.83 | 84.06 ± 4.39 |
| 1000 | 0.67 ± 0.30 | 33.21 ± 1.88 | 84.02 ± 4.40 |
| 5000 | **0.65 ± 0.27** | **33.33 ± 1.79** | **84.11 ± 4.38** |
| 10000| 0.66 ± 0.28 | 33.23 ± 1.82 | 84.07 ± 4.33 |
| 50000| 0.66 ± 0.30 | 33.27 ± 1.86 | 84.08 ± 4.44 |
| 100000| 0.67 ± 0.29 | 33.23 ± 1.84 | 84.05 ± 4.44 |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
obvious artifacts. Among all compared methods, HFS-SDE achieves the most outstanding results, preserving the most details (indicated by the red arrows).

$\lambda_2$ is the coefficient in the Corrector algorithm used to control data consistency, which has an impact on the quality of reconstruction. If $\lambda_2$ is not within the appropriate range, the SDE-based models might yield noticeable errors in phantom reconstructions. However, SDE-based models can still effectively reduce artifacts in the region of interest, even with suboptimal parameters. On the other hand, while methods such as ISTA-Net and DeepCascade do not exhibit noticeable errors, their performance in suppressing artifacts is subpar. For specific hyperparameter selection, please refer to our code.

### E. HFS With Multiple Diffusion Processes

Based on the frequency operators, the image is decomposed into high- and low-frequency parts, where different diffusion processes can be applied. VP-SDE can be treated as applying Gaussian noise in both low- and high-frequency. Additionally, we can perform the diffusion process with Rician noise for the low-frequency part and Gaussian noise for the high-frequency part of the image (refer to HFS-Rician). However, HFS-Rician has a degraded performance with $\text{NMSE} = 2.25 \pm 1.56 \%$, $\text{PSNR} = 28.49 \pm 2.38 \text{dB}$, and $\text{SSIM} = 76.11 \pm 6.08 \%$, compared with HFS-SDE. The main reason is adding noise to the low-frequency part results in a compromised consistency.
between the generated samples and the acquired \( k \)-space data. This finding also confirms the motivation of this study.

**F. Data Harmonization**

Data harmonization should be considered when applying the proposed method for the usage of multicenter data deployment. It means data from various sources [59] can be analyzed and compared within a unified framework, thereby alleviating disparities and discrepancies from different data sources [59]. For MR images from multicenter, data differs on noise level, image size, grey intensity, etc, due to the changes in imaging parameters and vendors. In our study, we adopted an image preprocessing procedure to enhance data harmonization. Firstly, we performed image resampling to obtain a consistent image size, facilitating comparisons and analysis in subsequent steps. Subsequently, we normalized the image intensity using the standard deviation normalization method. This standardization process ensured consistent scales and ranges for the input data during model training and evaluation. Although the fast-MRI dataset employed in this study is a single-center dataset, we believe this procedure also works for multi-center data to improve the reproducibility and generalization of reconstruction methods.

**G. Limitations**

There exist several U-Net architectures to estimate the score function in the diffusion model, with different skip connections, residual blocks, etc. The choice of the U-Net architecture affects the performance of the diffusion model. In this study, we just used the ddpm provided by Song et al. [30] and did not test other network architectures since our study aims to demonstrate the advantage of diffusion in high-frequency space. For a fair comparison, all three SDE-based reconstruction methods used the same network architecture in the experiments. A more complicated network may further improve the performance of the proposed method. The test dataset is small in this study. Although we have shown the advantages of HSF-SDE on this test dataset, testing the performance of HSF-SDE on a larger dataset is still needed and will be investigated in our future work.

**VI. Conclusion**

A new SDE was proposed for fast MR reconstruction that restricts the diffusion process in high-frequency space. It ensures determinism in the fully sampled low-frequency regions and accelerates the sampling procedure of reverse diffusion. Our experiments have demonstrated that HFS-SDE reconstruction method outperforms the parallel imaging, supervised deep learning, and existing VE- and VP-SDE-based methods in terms of reconstruction accuracy.

**Appendix**

**A. The Forward Diffusion Process of HFS-SDE**

This section presents the detailed derivation of the forward diffusion process for HFS-SDE. Assuming that there are \( N \)

---

**TABLE VII**

| Method     | NMSE (%) | PSNR (dB) | SSIM (%) |
|------------|----------|-----------|----------|
| SENSE      | 4.64 ± 3.94 | 25.51 ± 2.68 | 56.39 ± 12.86 |
| ISTA-Net   | 0.76 ± 0.37 | 32.69 ± 2.00 | 86.89 ± 3.12   |
| DeepCascade| 0.91 ± 0.35 | 31.82 ± 1.85  | 86.10 ± 3.02  |
| CycleGAN   | 1.42 ± 0.52 | 29.87 ± 1.68  | 75.34 ± 7.01  |
| VE-SDE     | 0.94 ± 0.49 | 31.82 ± 1.87  | 78.64 ± 5.53  |
| VP-SDE     | 2.07 ± 4.64 | 31.36 ± 3.69  | 81.31 ± 6.90  |
| HFS-SDE    | 0.70 ± 0.28 | 32.98 ± 1.86  | 83.80 ± 4.01  |
noise scales in the forward diffusion process, the following discrete Markov chain constructs the forward diffusion process,
\[
x_i = F_t(x_{i-1}) + \sqrt{1 - \beta_t} F_h(x_{i-1}) + \sqrt{\beta_t} F_h(z_{i-1}), \quad i = 1, \ldots, N, \tag{27}
\]
where \(\{\beta_1, \beta_2, \ldots, \beta_N\}\) are given coefficients to control the noise level and \(z_{i-1} \sim N(0, I)\). By introducing auxiliary variables \(\tilde{\beta}_i = N\beta_i\), Eq. (27) can be rewritten as
\[
x_i = F_t(x_{i-1}) + \sqrt{1 - \tilde{\beta}_i} F_h(x_{i-1}) + \sqrt{\tilde{\beta}_i} F_h(z_{i-1}), \quad i = 1, \ldots, N. \tag{28}
\]

When \(N \to \infty\) and \(t \in [0, 1]\), \(\{\tilde{\beta}_i\}^N_{i=1}\) can be written as \(\{\tilde{\beta}(t)\}^N_{i=1}\), \(\{z(t)\}^N_{i=1}\) become \(\{z(t)\}^1_{i=0}\) and \(\{z(t)\}^N_{i=1}\) become a continuous process \(\{x(t)\}^1_{i=0}\). Let \(\Delta t = \frac{1}{N} \to 0\),
\[
x(t + \Delta t) = F_t(x(t)) + \sqrt{1 - \beta(t + \Delta t) \Delta t F_h(x(t))} + \sqrt{\beta(t + \Delta t) \Delta t F_h(z(t))}
\]
\[
\approx F_t(x(t)) + F_h(x(t)) - \frac{1}{2} \beta(t + \Delta t) \Delta t F_h(x(t)) + \sqrt{\beta(t + \Delta t) \Delta t F_h(z(t))}
\]
\[
\approx x(t) - \frac{1}{2} \beta(t) \Delta t F_h(x(t)) + \sqrt{\beta(t) \Delta t F_h(z(t))}. \tag{29}
\]

Eq. (29) converges to
\[
dx = -\frac{1}{2} \beta(t) F_h(x) dx + \sqrt{\beta(t) F_h} dw. \tag{30}
\]

### B. Estimate Score for HFS-SDE

The score model \(s_{\theta}(x(t), t)\) can be trained via score matching to estimate score function log \(p_{0}(x(t) | x(0))\):
\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{x(t)} \{\lambda(t) \mathbb{E}_{x(0)|x(t)} \mathbb{E}_{x(0)|x(t)} \{\mathbb{E}_{x(0)} \{s_{\theta}(x(t), t) - \nabla x(t) \log p_{0}(x(t) | x(0))\}_2^2\}\}_1^2\}
\]
\[
= \mathbb{E}_{x(t)} \{\mathbb{E}_{x(0)|x(t)} \mathbb{E}_{x(0)|x(t)} \{\mathbb{E}_{x(0)} \{s_{\theta}(x(t), t) - \nabla x(t) \log p_{0}(x(t) | x(0))\}_2^2\}\}_1^2\}
\]
\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{x(t)} \{\lambda(t) \mathbb{E}_{x(0)|x(t)} \mathbb{E}_{x(0)|x(t)} \{\mathbb{E}_{x(0)} \{s_{\theta}(x(t), t) - \nabla x(t) \log p_{0}(x(t) | x(0))\}_2^2\}\}_1^2\}, \tag{31}
\]
where \(\lambda(t)\) is the positive weighting function. By Eq. (19), Eq. (31) can be rewritten as:
\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{x(t)} \{\lambda(t) \mathbb{E}_{x(0)|x(t)} \mathbb{E}_{x(0)|x(t)} \{\mathbb{E}_{x(0)} \{s_{\theta}(x(t), t) - \nabla x(t) \log p_{0}(x(t) | x(0))\}_2^2\}\}_1^2\}, \tag{32}
\]
where \(z \sim N(0, I)\). Since \(\mathcal{F}_h(z_{i-1})^1 = \mathcal{F}_h(\cdot)\), we finally trained the network with following loss:
\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{x(t)} \{\lambda(t) \mathbb{E}_{x(0)|x(t)} \mathbb{E}_{x(0)|x(t)} \{\mathbb{E}_{x(0)} \{s_{\theta}(x(t), t) - \nabla x(t) \log p_{0}(x(t) | x(0))\}_2^2\}\}_1^2\}, \tag{33}
\]

### C. Proof for Theorem 3.1

Firstly, the generator for HFS-SDE (21) is expressed as:
\[
\mathcal{L}_{\text{high}} f(x(t)) = -\frac{1}{2} \beta(t) F_h(x(t) + 2 \nabla x \log p_{1}(x(t) | y))
\]
\[
- \beta(t) F_h \mathcal{F}_h^* : \nabla \nabla^* f(x(t)), \tag{34}
\]
where \(a \cdot b := a^* b\) and \(A : B := \text{tr}(A^* B)\). The generator for the full space version of (21) takes the form:
\[
\mathcal{L}_{\text{full}} f(x(t)) = -\frac{1}{2} \beta(t) (x(t) + 2 \nabla x \log p_{1}(x(t) | y))
\]
\[
- \beta(t) \mathcal{I} : \nabla \nabla^* f(x(t)). \tag{35}
\]

Following [60], the weak convergence of discrete HFS-SDE and its full space version is bounded by
\[
\mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \phi(x_i) - \phi\right] = \frac{1}{Nh} \left(\mathbb{E}[(\psi(x_0) - \psi(x_T))] - \sum_{k=2}^{K} \sum_{i=1}^{N} \mathbb{E}[L_i \psi(x_{N-i})]\right)
\]
\[
+ O\left(h^K\right) \tag{36}
\]
where \(L_i\) denotes \(\mathcal{L}_{\text{high}}\) or \(\mathcal{L}_{\text{full}}\). Due to \(\|\mathcal{L}_{\text{high}}\| \leq \|\mathcal{L}_{\text{full}}\|\), the upper bound of the second term on the right-hand side of the discrete HFS-SDE equation is smaller than that of its full-space version. Therefore, HFS-SDE exhibits a smaller weak convergence upper bound than its full-space version.
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