A Methodology for Assembling Future Weather Files Including Heatwaves for Building Thermal Simulations from the European Coordinated Regional Downscaling Experiment (EURO-CORDEX) Climate Data
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Abstract: With increasing mean and extreme temperatures due to climate change, it becomes necessary to use—not only future typical conditions—but future heatwaves in building thermal simulations as well. Future typical weather files are widespread, but few researchers have put together methodologies to reproduce future extreme conditions. Furthermore, climate uncertainties need to be considered and it is often difficult due to the lack of data accessibility. In this article, we propose a methodology to re-assemble future weather files—ready-to-use for building simulations—using data from the European Coordinated Regional Downscaling Experiment (EURO-CORDEX) dynamically downscaled regional climate multi-year projections. It is the first time that this database is used to assemble weather files for building simulations because of its recent availability. Two types of future weather files are produced: typical weather years (TWY) and heatwave events (HWE). Combined together, they can be used to fully assess building resilience to overheating in future climate conditions. A case study building in Paris is modelled to compare the impact of the different weather files on the indoor operative temperature of the building. The results confirm that it is better to use multiple types of future weather files, climate models, and or scenarios to fully grasp climate projection uncertainties.
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1. Introduction

Using future climate data for building energy simulation has been of interest to the research community for the past twenty years. However, building practitioners, nowadays, continue to use climate data based on historical weather datasets. Considering warming temperatures as a result of climate change in the near future, using only historical datasets for building thermal simulations will soon be outdated. In fact, global mean temperature has already increased by around +1.5 °C–2 °C compared to pre-industrial conditions [1]. The use of historical typical weather years becomes
questionable, as heatwaves have already proven to happen more often. Unfortunately, it is expected that their frequency and duration will only intensify towards the end of this century [2–5]. In recent years, heatwaves had adverse effects on the population, especially in cities exacerbated with the urban heat island (UHI) effect. In Europe, the well-known deadly 2003 heatwave was responsible for 15,000 extra-mortalities [6–8].

Future heatwaves will cause different problems in buildings, depending on local construction practices. In countries where buildings are equipped with air-conditioning, there is a high risk of increased energy related cooling consumption and power shortages during future heatwaves. Furthermore, in countries where air-conditioning has not penetrated yet, it might become common during this century, due to population increase, income growth, increase in comfort requirements, technological improvements, diminution of purchase costs, the UHI effect, the “fear of heatwaves”, and climate change [9,10]. A vivid illustration of this is in China, for which air-conditioning penetration in households was about 1% in 1990, and was almost at 100% in 2010 [10]. According to the International Energy Agency, cooling equivalent emissions were around 600 MtCO$_2$ in 1990; they have more than doubled in 2020, and the global energy demand from air conditioners is expected to triple by 2050 [11]. In Australia, even though households are equipped with air-conditioning, heatwaves have accounted for more deaths than all other natural hazards [12]. Given the increased cooling peak demand during heatwaves, the grid capacity is at risk and power shortages have happened in the past—and might occur again in the future [13–15]. In Europe, air conditioning has penetrated only 8% of households, but this number is growing fast: the number of units has doubled between 1996 and 2005 [9,10].

France has a temperate climate and, historically, buildings have included in their designs solutions to withstand cold winter temperatures. In the last fifty years, national building regulations have placed emphasis on high insulation and low airtightness to reduce heating needs and energy consumption. With the recent effects of climate change, the situation has already changed, as more French buildings tend to overheat during summers. Without appropriate mitigation and adaptation measures to climate change, people in buildings might be at risk in the near future [16–19]. Therefore, assessing the impact of warming temperatures on interior building conditions becomes a key challenge.

Countries have started to consider the already tangible effects of warming temperatures in their building regulations by using the most recent weather observations available for building weather files. In the U.S., the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) is updating its climatic design conditions for Heating, Ventilation and Air Conditioning (HVAC) systems with the most recent climate observations (“2017”, years 1990 to 2014) [20]. In the UK, the Chartered Institution of Building Services Engineers (CIBSE) provides typical reference years (TRY) with months selected from recent years as well (1984 to 2013). Additionally, design summer years are provided for overheating assessments. For instance in London, three design summer years (DSY) were selected from a moderate warm summer (1989), a short very intense warm spell (2003), and a long intense warm spell (1976) for three sites, considering, as well, the UHI effects [21]. Furthermore, the UK is, to date, the only country that provides, at a national level, future climate data from their UK Climate Projections 2009 (UKCP09) weather generator, available for overheating analysis of “buildings with long services life”. In France, the typical reference year for the new Environmental Regulation (RE2020, starting in 2021) is made from weather observations from 2000 to 2018 [22]. For the last twenty years, the thermal regulation for buildings in France has been to ensure summertime indoor thermal comfort, with a mandatory overheating assessment on hot days for every new building (for which, in most cases, air conditioning was not needed in residential buildings). The next regulation will enforce this test with a month-long sequence containing observations of the 2003 heatwave. At present, overheating analyses are not systematic in most countries, even though they will most likely become more than necessary in the future. Robust weather files, possibly integrating future typical or extreme climate conditions, could be useful for the overheating assessment of buildings built today. Not accounting for future conditions at the design stage of buildings might result in future, recurring overheating periods
or peak cooling demands—which could have been prevented if buildings resilience to future warmer temperatures had been considered beforehand [23].

Consequently, there is a practical need for robust input future weather files for building energy modelling, considering climate change data are to be used by both researchers and building practitioners. However, in absence of a standardized approach or national regulations, there is a lack of knowledge about the tools and methods associated with reconstructing a future weather file from climate data. Which future scenario to choose? Which climate model? Which downscaling method? The uncertainties related to future climate projections and data are often not well known or understood by building practitioners. With the increase in the frequency of extreme temperatures [3,24], not only future typical weather files are needed, but future weather files, including consecutive hot days in the extremes of the distribution, such as extreme hot years or years containing heatwaves. These future weather files should help building practitioners at the design stage of the building to assess its capability to maintain or not maintain safe indoor temperatures under future climate without the use of air conditioning. In countries where air conditioning is already a common practice, these weather files could help to better size cooling systems.

This article proposes a methodology for assembling future climate data in order to provide ready-to-use future weather files for thermal building simulations from European Coordinated Regional Downscaling Experiment (EURO-CORDEX) multi-year climate datasets. A literature review on future climate data available today is first introduced (Section 2). Then, the methodology to convert the data into ready-to-use future weather files for building thermal simulations is detailed for both future typical weather years (TWY) and heatwave events (HWE) (Section 3). Finally, an example of the use of these future weather files to analyse indoor temperatures of a building case study in Paris is presented, using several climate models to consider uncertainties (Section 4).

2. State-of-the-Art Future Climate Data Available

2.1. Global Climate Models (GCMs)

The most sophisticated tool available today to represent climate simulations are coupled atmosphere–ocean general circulation models. These general circulation models, or global models, are driven by large-scale climatic forcings, such as the input of solar radiation, the concentration of greenhouse gases (outputs of the Representative Concentration Pathways, RCP), the distribution of oceans and continents, the presence of large continental surfaces such as mountains, etc. These models are spatially divided into a grid in which interactions between each cell of the grid are represented by physical equations. GCMs cover the entire globe, and their spatial resolution is quite coarse: At the time of the Intergovernmental Panel on Climate Change (IPCC) First Assessment Report (FAR), in 1990, their resolution was about 500 km, it has been about 100 km since the IPCC Fourth Assessment Report (AR4) in 2007. The representation of the relief, coastal, and ground occupation is sparse and, therefore, the resolution of these models is too high to be used for building thermal simulations. The full methodology of how climate change predictions are produced was summarized in [25]. Since the resolution of these models is too coarse, the climate community has undertaken data “downscaling” in order to realize local impact studies. According to Ouzeau, two distinct downscaling methods exist: statistical downscaling and dynamical downscaling [26]. An exhaustive and comprehensive review comparing the two methods was made by [27]. The two methods are presented in Sections 2.1 and 2.2.

Uncertainties in Global Climate Models

There are various uncertainties in global climate models. According to work of the authors Hawkins and Sutton, uncertainties can be sorted into three main categories [28,29):

- The uncertainties related to the internal climate variability: these are natural fluctuations of climate from one year to another, or what is commonly called meteorology. For instance, from one
year to the next, the weather can be abnormally cold even though the tendency over ten years is a warming temperature.

- The uncertainties related to the climate model that is used from one climate model to another; predictions can vary greatly because the assumptions in the climate models can vary, or some climate aspects may be better represented in one model than another.
- The uncertainties related to the scenario that is considered: this is the uncertainty related to societal development, adaptation, and mitigation policies for climate change.

They compared model projections over the historical period 1955–2000 with observations and showed that the observations lay within the uncertainty range (Figure 1). They also showed that with time, the uncertainty in temperature predictions becomes increasingly higher. At the end of the century, depending on the natural variability of climate, on the climate model, and on the socio-economic scenario considered the average global temperature, it is expected to increase from $+1.2 \, ^\circ C$ to $+4 \, ^\circ C$. Furthermore, depending on the time-period, the uncertainties from the three categories are not always the same. At the beginning of the century, the uncertainty related to the internal climate variability is high in comparison to the other uncertainties, but should become less significant with time. In the middle of the century, the uncertainty related to the climate model is the most significant; whereas, towards the end of the century, the uncertainty related to the scenario is the most important one, even though the uncertainty related to the climate model is still quite significant. In the article, the authors also mention that the period around 2050 is when temperature predictions will be best when compared with other periods during the century [28,29].

![Figure 1. Uncertainty in average temperature decadal projections during the 21st century from global climate models (GCMs), part of the CMIP3 project: uncertainty related to the climate internal variability (orange), model uncertainty (blue), and scenario uncertainty (green). Projections are calculated compared to the period 1971–2000. Historical uncertainty (grey), models average historical (white), observations (black). Reprint with permission [29]; 2020, Springer Nature.](image-url)

### 2.2. Statistical Downscaling

#### 2.2.1. The Morphing Method

Beyond several statistical downscaling methods, the one most widely used for building simulations is the morphing method, developed by Belcher et al. in the United Kingdom [30]. This method was used by the CIBSE in 2008, who produced future morphed typical weather test reference years (TRY) and design summer years (DSY), two weather files ready to be used for building simulations. The principle is that from an existing weather file under present day climate (for instance, a typical weather file), a morphing equation is applied to each variable $x_{0h}$. Three types of possible equations «shift», «stretch», or a combination of shift and stretch are used to calculate each future climate variable
The climate change aspect, issued from one or several GCMs, is integrated through $\Delta x_m$ and $\alpha_m$, which are respectively the monthly average and monthly average daily range of the climate variable. In the equation shift and stretch, $x_{0m}$ is the monthly mean value of the climate variable.

Morphing equation “shift”:

$$x_h = x_{0h} + \Delta x_m$$  \hspace{1cm} (1)

Morphing equation “stretch”:

$$x_h = \alpha_m \times x_{0h}$$  \hspace{1cm} (2)

Morphing equation “shift and stretch”:

$$x_h = x_{0h} + \Delta x_m + \alpha_m \times (x_{ih} - x_{0m})$$  \hspace{1cm} (3)

The equation shift is used for variables who evolve with an absolute change in average, such as the atmospheric pressure. The stretch equation is used to represent a coefficient change in the average or in the variance, such as the wind speed. It is also used if the climate variable needs to be set to zero (for instance the solar radiation during the night). Finally, the equation shift and stretch combination is used to represent both a change in average and standard deviation. For example, it was used for the dry-bulb temperature to represent a change in average, minimal and maximal temperatures. The morphing equations for most climate variables are described in [30].

The morphing method has been implemented in the Climate Change World Weather Generator (CCWWeatherGen), an online free Excel tool created by the Sustainable Energy Research Group from the University of Southampton. The tool allows to convert a reference weather climate file to a future climate change weather file, both in Energy Plus Weather (EPW) format. This format was specifically chosen to make the data easily available for building simulations. The methodology of the CCWWeatherGen was described in [31]. The tool is based on data generated by the GCM HadCM3, following the A2 socio-economic scenario. The authors chose to use GCM data in order to increase the tool’s accessibility to a large number of countries. The HadCM3 climate model was compared to 29 other climate models and was chosen because, at the time, it was the only model that had all necessary climate variables for morphing and recreating a ready-to-use weather file [32]. The tool allows users to recreate future weather files on three future periods: 2011–2040, 2041–2070, and 2071–2100. The details of the morphing equations for each variable used by the generator were described in the technical reference manual for the CCWWeatherGen [33]. Some of these equations have been revised in [31]. Even though the tool is very practical to generate future weather files, it has a number of drawbacks and uncertainties detailed in Section 2.2.3.

The morphing method has also been implemented in the Weather File Module of the WeatherShift commercial tool, developed by Arup and Argos Analytics. They used future climate data from 14 GCMs used for the IPCC Fifth Assessment Report (AR5), and it is possible to access future climate data on three future periods: 2026–2045, 2056–2075, and 2081–2100 from the reference period 1976–2005 under the scenarios RCP 4.5 and 8.5. The morphing method is applied to eight climate variables from typical weather files: the mean, maximum, and minimum daily temperatures, the relative humidity, the daily total solar irradiance, the wind speed, the atmospheric pressure, and the precipitations. Cumulative distribution functions (CDF) are created via interpolation between the monthly means from each climate model [34]. This method allows for consideration of the uncertainty related to each climate model and the user can select the percentile value of the CDF when selecting the future weather file. Moazami et al. compared future climate predictions from the CCWWeatherGen and WeatherShift [35], and concluded that WeatherShift presents a major drawback by modifying only a few climate variables beyond those having an important impact on buildings, such as the global solar radiation. However, WeatherShift allows for comparing outputs from different climate models and, therefore, assessing climate model uncertainties, which the CCWWeatherGen cannot [36].
2.2.2. Stochastic Weather Generators

Weather Generators can also be used to recreate future stochastic weather files. For instance, the software Meteonorm also proposes ready-to-use future climate weather files, under three IPCC future scenarios (B1, A1B, and A2 from AR4) and for several ten-year future periods from 2010 until 2100. It is based on a stochastic method, which consists of applying statistics to a set of climate data observations. The future generated climate data are an “average” of data issued from the 18 climate models used during the AR4. Only three climate variables are modified during the generation of future weather files: the temperature, the solar radiation, and the precipitations [37].

Similar to the morphing method, climate change projections are integrated in a monthly average and applied to the present data. In England, a weather generator (WG) was developed along with the UK Climate Projections 2009 (UKCP09). This generator is a stochastic model, allowing it to produce future probabilistic years and future extreme years at an exceptional grid of 2 km [38]. Future years can be generated for thirty-year periods every ten years, from 2010 until 2100, under three future emission scenarios (high, medium, low). Data were calibrated against observations and eleven RCM projections, allowing to reproduce future probabilistic projections through a vast number of future weather files. These projections are used today in the UK for studying indoor conditions in buildings under climate change [39].

2.2.3. Uncertainties in Statistical Downscaling

Uncertainties related to the spatial scale lay in the statistical downscaling method. GCMs data are from a 100 km grid; whereas, the spatial scale of the observed weather data used to reconstitute the future EPW is much smaller. Uncertainties related to the time factor also need to be considered, since climate change variations are integrated through monthly averages. Information is hidden in these monthly averages, such as daily variations and temperature extreme events (e.g., heatwaves). Jentsch et al. compared morphed data from the GCM HadCM3 and dynamically downscaled data from the RCM HadRM3, which was generated from the GCM HadCM3. They concluded that, despite a good correlation in the average variations, the morphed data could not accurately represent climate extremes such as heatwaves or cold spells [31]. The authors of the morphing method also mention uncertainties in the equations themselves, since climate variables vary independently from each other. Other uncertainties are the uncertainties related to the climate model and to the scenario chosen. While the WeatherShift tool allows to both select through CDF a percentage (%) of future predictions beyond the climate models, and to choose between two future socio-economic scenarios, the CCWWeatherGen only predicts future climate data based on one climate model (HadCM3) and one future socio-economic scenario (A2, equivalent to RCP 8.5). Therefore, to this latter, neither uncertainties related to the scenario nor to the climate model can be assessed. The CCWWeatherGen has been widely used in recent building simulation studies because it is free to access and easy-to-use. Unfortunately, none of these studies mentioned the impact of the uncertainties on their results. Moreover, some authors directly applied the morphing technique to multiple GCMs for building simulations; thus, considering model uncertainties [40,41]. However, systematically considering model uncertainties for building simulations is not yet a practice in the building research community. Despite the uncertainties related to this method, statistically downscaled future weather files are the ones largely used by the building research community, as they are the easiest and most available methods.

2.3. Dynamical Downscaling (Regional Climate Models)

Regional climate models (RCMs) are climate models issued from global climate models with a smaller spatial resolution (10 to 50 km). They are “dynamically downscaled” by the climate research community. Since only a specific part of the world is represented in a RCM (usually a continent or a portion of a continent), the grid has a higher spatial resolution, allowing better representation of local climate effects. The regional climate models use meteorological boundary conditions (temperature,
water vapour and cloud variables, wind speed, etc.) from global climate models. Each RCM is downscaled from one GCM, but the same RCM can be downscaled from other GCMs as well, resulting in various GCM-RCM combinations. RCMs allow simulations of climate phenomena that happen on a smaller scale, such as the state of the atmosphere (precipitations, storms, etc.), the physical representation of the complex land topography and coastline, the surface vegetation distribution, the inland bodies of water, the land occupation including urban settlements, etc. Oceanic characteristics are not modelled (they are boundary conditions); the RCMs only model the atmosphere and the vegetation. RCMs also have a refined time resolution, allowing them to better represent extreme events. Using RCMs is necessary for local adaptation studies. Regional climate modelling originated in the late 1980s and the European community has been very active in RCM development. RCMs allow to represent extreme events, both spatially and temporally. Giorgi compared the total precipitation above the 95th percentile over the Alpine region in Europe projections of a GCM, a RCM and observations (Figure 2). He could conclude that it is obvious that RCMs allow to represent with a greater accuracy both the spatial and temporal complexity of the observed extreme precipitations. Moreover, RCMs have proven to well represent spatially other extreme events, such as heatwaves [4,42–44].

![Image](image_url)

**Figure 2.** Fraction of total precipitation above the 95th percentile (R95) over the Alpine region. Units are in percent of total precipitation and the simulation period is 1975–2004. OBS = observations, RCM = regional climate model, GCM = global climate model; Adapted from [45].

2.3.1. EURO-CORDEX Climate Data

Several projects initiated by the World Climate Research Program (WCRP) allowed to improve the accuracy of regional climate models. As inconsistencies were noticed along regional climate models, these projects allowed to establish a common simulation protocol among climate laboratories. The model’s resolution was improved to ~25 km through the PRUDENCE & ENSEMBLES projects [1,2]. Today, a resolution of an unprecedented resolution of ~12 km is available for the models that are part of the European Coordinated Regional Downscaling Experiment (EURO-CORDEX) [46]. EURO-CORDEX is today the main reference framework for regional downscaling research [47]. Its main goals are to evaluate and improve the different RCMs via a better understanding of regional and local climate phenomena and uncertainties and to foster communication and knowledge exchange among the climate community. The project also aims to generate and maintain a consistent database of downscaled multi-year projections over regions worldwide that can be used for adaptation studies in various sectors, such as agriculture, fire risk, air quality, or heat stress [45]. These data can be used by the building sector and this article will show a demonstration of this. A large amount of RCM data is available on the CORDEX project platform [48]. The platform is updated regularly, and new climate data are uploaded often. CORDEX domains are available for all parts of the globe (Figure 3). EURO-CORDEX projections are available for Europe, on a grid resolution of 12.5 km; CORDEX projections are available at a 25 km grid resolution in the Middle East and in North Africa and about 50 km in the rest of the world. Data are available at the multi-year format on different time scales: monthly, daily, every six hours and three hours, during the historical period from 1976 to 2005 and for the future period, from 2006 to
2100. Depending on the model, data are available for the RCP 4.5 and or RCP 8.5 scenarios. At the three-hour time step, all necessary climate data to reconstruct a weather file for building simulations are available. At larger time steps, more climatic variables are available. The detail of the available climate data is described in [49]. For some models and climate variables, some bias-adjusted data are available. However, a large part of the data available on the platform has not been bias-adjusted.

![CORDEX Framework](image)

_Figure 3._ Representation of the Coordinated Regional Downscaling Experiment (CORDEX) Framework. Reprint with permission [45]; 2020, John Wiley and Sons.

The main inconvenience of these data is that—as of the date of this article—most of them are only available every 3 h. For building simulations, interpolations need to be made to downscale to the 1 h format, which increases the complexity of the process. For some climate variables, data are not instantaneous but averages, which makes it difficult to reconstruct a weather file at the 1 h time step. However, hourly data have been recently uploaded on the platform, so there are good chances that data at that time step will be available in the future. For each climate variable, one file is available in Network Common Data Form (NetCDF) format on the entire spatial grid of the RCM. Therefore, formatting and storage are required in the process of reconstructing future weather files ready to be used in building simulations. The advantage of the CORDEX project is that it provides a lot of data from different models and different scenarios for everywhere in the world, allowing impact studies considering models and scenarios uncertainties. Moreover, future climate data are available on a multi-year format from 2005 until 2100; therefore, extremes of the distribution on different timescales can be investigated. EURO-CORDEX multi-year projections are also available on the French DRIAS platform [3], dedicated to adaptation studies. However, data on this platform are daily averages, which do not fit the time-step required for dynamic building simulations. According to Moazami et al., who conducted a review on scientific papers assessing the impact of climate change on building performances, only 10% of the articles reviewed used dynamical downscaling [50]. This might be because regional climate data have only very recently become easily accessible. Indeed, only a few articles use RCM data for building thermal simulations [51].

### 2.3.2. Uncertainties in Regional Climate Models

According to Giorgi, in the last generations of GCMs the range of temperature difference between the models remains fairly high, from 1.5 °C to 4.5 °C which is in accordance with Hawkins et Sutton [45]. These differences are due to the hypothesis laying behind the models, such as their representation of different climate feedbacks (sea ice albedo, water vapour, and cloud–climate). Model uncertainty increases when downscaling from global scale to regional scale, and the regional temperatures from
various models can vary from 3 °C up to 10 °C, with the highest differences found in northern high latitude regions. In an older article, Giorgi assessed the uncertainty from GCM and RCM separately of temperature and precipitations in Europe, both in summer and winter (Figure 4). Regarding the summer temperature, he showed that the highest uncertainties were the one related to the scenario and the GCM, followed by the uncertainty related to the RCM. Only a small part of the uncertainty was related to the internal climate variability. By summing the uncertainty related to RCM and GCM, it appears that the model uncertainty becomes higher than the uncertainty due to the scenario. In order to assess the impact of these uncertainties on the results, it is necessary to conduct simulations with climate predictions from various climate models and socio-economic scenarios. According to Giorgio, for impact assessment studies, it is necessary to use well-designed scenario-GCM_RCM matrices to fully assess the uncertainties associated with regional and local climate change information [45]. Since numerous climate data are available on the CORDEX platform, it is possible to assess the climate data uncertainty by using multiple future climate files for building simulations. In the literature, most authors are generally using one climate model to assess future temperatures, sometimes with two socio-economic scenarios under different future periods. This can be explained by the fact that up until very recent years, future climate data from regional climate models were hard to find. To the authors’ knowledge, only few researchers have considered regional climate model uncertainties by comparing the temperature outputs from three climate models and their impact on building thermal simulations [50].

Figure 4. Relative contribution to the uncertainty in the simulation of climate change over Europe originating from various sources: RCMs (8 models), internal variability of GCMs, GCMs (4 models), scenarios (2 used). T is the temperature and P is the precipitation. DJF is winter and JJA is summer. The highlighted column is the summer temperature. Reprint with permission [52]; 2020, EDP Sciences.

2.3.3. Data Bias in Regional Climate Data

The bias is the difference between the projected values from the model and the observations. The raw outputs from the regional climate models are not bias adjusted and, therefore, need to be post processed to consider bias correction. Bias-adjusted values of different climate variables are not expected to match exactly with the observations, as they do not represent day-to-day evolution of the weather. However, using the raw output data from climate models during the historical period and during the future period allows comparisons, not in absolute values, but in relative values. In articles from authors using data from regional climate models for building thermal simulations, sometimes the question of the bias is not addressed; therefore, it is hard to know if it was considered or not. Thus, when using regional climate data, one should be aware if the data were bias-adjusted or not. Different techniques exist to correct the model bias, commonly called “bias-adjustment” methods. Usually, by comparing the raw-data output during the reference period with the measurements, it is possible to calculate a correction factor. This correction factor itself is applied both to the historical climate (historical-bias-adjusted) and to the future climate (future-bias-adjusted). The bias-adjustment
methods allow correcting all the climate variables distribution functions; they not only correct the average values, but also the extremes of the distribution curve by comparing them to observations. Some methods are the distribution-based scaling method (used by the Swedish Meteorological Hydrological Institute, SMHI), the quantile mapping method (used by the Norwegian Meteorological Institute (METNO) or the cumulative distribution function method (used by the Pierre Simon Laplace Institute (IPSL)). The main assumption is that the correction factor (difference between the model predictions and the reality) does not change with the changing climate and, therefore, the bias will be the same in the future. However, it is not known if the model bias will change in the future or not, adding a supplementary uncertainty.

2.4. Comparison of the Downscaling Methods

This section has described the two different downscaling methods that exist, and Table 1 presents the main advantages and disadvantages of each method.

Table 1. Advantages and disadvantages of downscaling methods [16,31,50,53].

| Advantages                                                                 | Statistical (Morphing, Stochastic) | Dynamical (Regional Climate Models) |
|---------------------------------------------------------------------------|------------------------------------|-------------------------------------|
| Advantages                                                                 | Simple method                      | Physically consistent datasets across different weather variables |
| Low computational power                                                  | Energy Plus Weather (EPW) files (future typical years) ready to use for building simulations | Extreme events (such as heatwaves) are well represented |
| Disadvantages                                                             | Climate change is only represented through monthly averages | High storage capacity needed |
| Lack of physical consistency between weather variables                   | Future extreme events are not represented | All data needed to reconstruct a weather file not available at the hourly format yet on the CORDEX platform (3 h time-step data available) |
| Future extreme events are not represented                                | Models and scenarios used depend on the tool, which makes it difficult to assess uncertainties | Formatting and interpolations are required to reconstruct an EPW file (time-consuming and requires some knowledge) |
| Analogies to present-day climate, assumptions that future weather patterns will be similar to present-day observations | Most data on the CORDEX platform are not bias-adjusted |

2.5. Future Weather Files Containing Temperature Extremes

Most authors using future climate data to assess the impact of climate change on building thermal simulations are using future typical weather years. In fact, this underestimates climate change effects, since temperature extremes are increasing faster than temperature means [54], which has been proven recently with multiple heatwave occurrences [55]. On a risk point of view, it is crucial to evaluate indoor building conditions under future hot temperatures, when the population is most at risk. Assessing the resilience of buildings to future climate with future weather files containing warm years, extreme hot years, or heatwaves, is a very recent practice. According to Moazami et al., out of 34% of the authors who have used extreme conditions, half of the papers are from the United Kingdom, where future extreme weather files are available at a national level from the stochastic Weather Generator [50]. Therefore, if future data containing extremes were available at the national level in France, there is a chance that these would be highly used in climate change impact studies for building simulations.

Despite the lack of future weather files containing temperatures extremes, some authors have been using recorded hot years or heatwave observed data to assess the resilience of the building to hot external temperatures [56–58]. Others have developed methodologies to reconstitute future weather files containing temperature extremes, such as Nik, who used data from regional climate models to reconstitute future extreme hot years, selected from a centile of the dry-bulb temperature [59].
Ramon et al. suggested the use of future multi-year datasets to assess the resilience in extreme weather conditions, and recreated several typical and extreme year methods for comparison [60]. In the UK, Liu used the UKCP09 British weather generator to generate future probabilistic hot summer years and, more recently, future hot event probabilistic years [61,62]. Jentsch et al. developed near-extreme summer reference years (SRY) for the United Kingdom, adapting the UK design reference years (DSY) by adding the solar radiation and cloud cover in the selection process to better represent typical outdoor conditions for buildings overheating (high temperature, high solar radiation, and low cloud cover) [63,64].

To the authors’ knowledge, reconstituting weather files containing future heatwaves to assess the resilience of buildings during a hot event has only been done by [62]. However, stochastic data are not available in France. Many authors have characterised the occurrence, frequency, and duration of future heatwaves in the climate research community; however, little of this research has been used by the building research community. In France, the National Center for Meteorological Research (CNRM) and IPSL laboratories are conducting research on future climate data and are particularly active in future climate data research. Lemonsu et al. characterised and identified future heatwaves from different Representative Concentration Pathway (RCP) scenarios, and climate models under both historical and future scenarios, and used these future heatwaves to assess different mitigation and adaptation scenarios at the urban level [65,66], but not at the building scale. More recently, Ouzneau et al. developed a method to detect future heatwaves from a climatological point of view from a EURO-CORDEX dataset [67]. In this study, we used this method to detect future heatwaves in EURO-CORDEX ensemble multi-year projections to build future climate files containing heatwaves to be used by building practitioners. Since the projections are available for many locations worldwide, this methodology can be used for other countries than France using the CORDEX data for outside of Europe.

2.6. Uncertainties Propagation from Climate Projections to Future Weather Files

In the climate community, it is advised to do impact assessments with several climate models, if not all, to quantify uncertainties. However, in the building community, many articles display results for one climate model and assess the effects of climate change in absolute future temperatures. Most authors do not mention model biases and only a few consider uncertainties by comparing several climate models and socio-economic scenarios [68]. Figure 5 summarizes the different methods and tools used to reconstruct future weather files from multi-years climate projections, and the uncertainties propagation along the modelling chain.

Figure 5. Uncertainty propagation along the modelling chain from multi-years climate projections to future weather files. IPCC: Intergovernmental Panel on Climate Change.
3. Methodology for Assembling Future Weather Files

In this section, we describe the methodology proposed to assemble future weather files from the CORDEX climate multi-year projections. Two future weather files are provided: future typical years (TWY) and future heatwave events (HWE). Figure 6 displays a summary on the reconstruction of the future weather files.

![Figure 6. Methodology for assembling future weather files from CORDEX climate data.](image)

3.1. Climate Data Download and Extraction from the CORDEX Platform

It is possible to access the CORDEX simulations from different entry points, through the Earth System Grid Federation (ESGF). We used the one from the IPSL laboratory: ESGF-NODE.IPSL.UPMC.FR [69]. We analysed which models could provide the necessary climate variables to reconstruct a weather file for at least one future RCP scenario (dry-bulb temperature, absolute or relative humidity, solar radiation, cloud cover, atmospheric pressure, and wind speed). In November 2019, data for these six weather variables were available every three hours for the regional climate models presented on Table 2. Data from six models were uploaded in 2018 and for five additional models in 2019. Some data are available on the hourly time-step, but not for all of the six necessary weather variables. The data are available under the NetCDF4 format, largely used by the climate community. Each file contains all the grid of one CORDEX domain (Figure 3). We downloaded data for the Europe domain on a 0.11° grid, in rotative coordinates (equivalent to a 12.5 km grid). The architecture of the NetCDF4 files is explained in the CORDEX Archive Design document [70]. We extracted the data for Paris, our case-study city, through a Python code, allowing to find the closest data point on the grid to a given set of latitude and longitude.
Table 2. Climate models for which the six climate variables (dry-bulb temperature, specific humidity, atmospheric pressure, global horizontal radiation, cloud cover, and wind speed) are available on the CORDEX platform [69] at the 3-h time step on the Europe domain (12.5 km grid) for historical and future periods. The table was updated on 6 November 2019.

| Institution | Driving GCM | CMIP5 Ensemble Member | RCM_VersionID | Date Uploaded on the CORDEX Platform | GCM_RCM Combination Short-Name |
|-------------|--------------|-----------------------|---------------|-------------------------------------|---------------------------------|
| SMHI (1)    | CNRM-CERFACS-CNRM-CM5 | rl1p1               | RCA4_v1       | 2018-02-26                           | CNRM_RCA                        |
| CNRM (2)    | CNRM-CERFACS-CNRM-CM5 | rl1p1               | ALADIN63_v2   | 2019-04-19                           | CNRM_ALADIN                     |
| SMHI        | NorESM1-M    | rl1p1               | RCA4_v1       | 2018-08-20                           | NorESM_RCA                      |
| SMHI        | MPI-M-MPI-ESM-LR (5) | rl1p1               | RCA4_v1       | 2018-02-26                           | MPI_RCA                         |
| GERICS (3)  | MPI-M-MPI-ESM-LR | rl1p1               | REMC2015_v1   | 2019-09-25                           | MPI_REMO                        |
| ITCP (4)    | MPI-M-MPI-ESM-LR | rl1p1               | RegCM4-6_v1   | 2019-05-02                           | MPI_RegCM                       |
| SMHI        | ICHEC-EC-EARTH | rl2ipl1             | RCA4_v1       | 2018-02-26                           | EC-EARTH_RCA                    |
| SMHI        | IPSL-IPSL-CMSA-MR | rl1p1               | RCA4_v1       | 2018-02-26                           | IPSE_RCA                        |
| SMHI        | MOHC-HadGEM2-ES | rl1p1               | RCA4_v1       | 2018-02-26                           | HadGEM_RCA                      |
| SMHI        | MOHC-HadGEM2-ES | rl1p1               | ALADIN63_v1   | 2019-10-04                           | HadGEM_ALADIN                   |
| SMHI        | MOHC-HadGEM2-ES | rl1p1               | RegCM4-6_v1   | 2019-05-02                           | HadGEM_RegCM                    |

(1) Swedish Meteorological Hydrological Institute (SMHI); (2) National Centre for Meteorological Research (CNRM); (3) Climate Service Center Germany (GERICS); (4) International Center for Theoretical Physics (ITCP).

3.2. Analysis of Climate Data Available on the CORDEX Platform

We analysed the temperatures over the historical and future periods 1976–2005 and 2041–2070; considering a thirty-year period is standard in climatology to eliminate the uncertainty related to the internal climate variability. This historical period is mostly used in the literature and the least reference period available on the platform. In the literature, even though there are slight differences among tools and methods, it is generally accepted that the 21st century can be divided in three future periods: The short-future (2011–2040), medium-future (2041–2070), and long-future (2071–2100).

In France, since the lifetime of a building is between 50 and 100 years, we considered 2041–2070 as a key period during the building operation. Since most research papers, both in the climate and in the building research community, have put more emphasis on studying the short- and long-term future, we found it interesting to study an intermediate period. Moreover, while the effects of climate change will become more predominant, with more intense and long heatwaves in the second part of the century, their uncertainty will increase as well [5]. We considered it important to study the second part of the century, while focusing on the first part to reduce uncertainty.

We compared dry-bulb temperature predictions from 11 climate models and the two socio-economic scenarios RCP 4.5 and 8.5. The statistical distribution of the monthly average temperatures of July and August over the historical and future periods is presented on Figure 7. Each boxplot represents July and August monthly temperatures over 30 years (sixty data points per boxplot) from one climate model. For each climate model, one boxplot is displayed for the reference period, and one or two boxplots for the future, depending on data’s availability. Maximum and minimum monthly mean temperature values are at the whiskers as long as they are within the 1.5 interquartile range (IQR) of the upper quartile and lower quartile respectively, otherwise, they are outliers, displayed as black diamonds. The green triangles represent the average temperatures. Temperature predictions vary greatly from one climate model to another: Comparing the lowest temperatures median to the highest for the RCP 8.5, there is a difference of 7 °C along with the models. As data from Figure 7 were not bias-adjusted, it is preferred to compare the future predictions to the historical predictions from one climate model and quantify the temperature increase rather than absolute values. This is also recommended as a preferred method by climatologists to minimize the model biases [71]. For this purpose, for each model, the average temperature increase between the historical period and the future period for the scenario RCP 8.5 over the thirty years is written. Models can be distinguished in two groups: the ones with the lowest increase in average (from +1.4 °C to
+2.3 °C) and the ones with a higher increase, (from +2.8 °C to +3.4 °C). These groups are formed from the GCMS and not the RCMs, as all RCMs downscaled from CNRM and Max Planck Institute Earth System Model (MPI-M-MPI-ESM-LR, MPI used from here) are in the first group, whereas the models downscaled from the Hadley Centre Global Environment Model (MOHC-HadGEM2-ES, HadGEM used from here) are in the second group. The RCM probably makes a difference in the extremes of the temperature distributions, which are not shown here since Figure 7 only displays monthly averages. The higher absolute temperatures (over both the historical and future periods) are from any GCM with the RCM Regional Climate Model RegCM4, or from any RCM with the GCM HadGEM, which is confirmed, since the temperatures from the combination HadGEM_RegCM4 are the highest. Finally, temperature values differ more along the climate models than between the two RCP scenarios, which confirms the uncertainty related to climate models is higher than the one related to the concentration pathways for the considered future period 2041–2070. We pursue the analysis with the Rossby Centre regional Atmospheric climate model (RCA) downscaled from 3 GCMS under the future RCP 8.5 scenario: HadGEM_RCA (8/11 model in absolute future average temperatures and high mean temperature increase of 2.8 °C between historical and future period), IPSL_RCA (7/11 model in absolute future average temperatures and highest mean temperature increase of 3.3 °C between historical and future period) [72] and MPI_RCA (2/11 model in absolute future average temperature, and average mean temperature increase of 2.2 °C between the historical and future period).

In order to investigate temperature extremes as well, we analysed the temperature every three hours over the historical and future (scenario RCP 8.5) periods for the three climate models (Figure 8) curve, consisting of temperatures for the months of July and August, every three hours, over thirty years (14,880 data points). Bias-adjusted data are plotted for comparison with the raw-output climate data. On the CORDEX platform, in 2019, bias-adjusted data were available on a 3 h time step for the climate variables dry-bulb temperature, global horizontal radiation, and wind speed. They were bias-adjusted by the IPSL laboratory with the method described in [73]. Since bias-adjusted data are

![Figure 7. Statistical distribution of monthly average summer (June, July, August, and September) temperatures in Paris over the reference period 1976–2005 and the future period 2041–2070, under the socio-economic scenarios Representative Concentration Pathways (RCP) 4.5 and RCP 8.5 from different climate models (downscaled RCM identified as GCM_RCM).](image-url)
not available for the other necessary climate variables to reconstruct a future weather file, for the rest of the analysis we used the raw-output climate data. Additional bias-adjusted climate data will be uploaded on the CORDEX platform according to the EURO-CORDEX guidelines [74]. From Figure 8, for all models, bias-adjusted temperatures are warmer than the raw-climate output, except for the warmest temperatures of the model HadGEM_RCA (model with the highest absolute temperature values). IPSL_RCA bias-adjusted temperatures are closer to their respective raw-output temperatures than MPI_RCA, both during the historical and future periods, which suggests an underestimation of temperatures by this model during the July and August months. HadGEM_RCA bias-adjusted temperatures are close to the raw-output until 20 °C, but for higher temperatures, the difference increases and bias-adjusted temperatures are finally lower than the raw-output. At 50% of the distribution, during the historical period, all bias-adjusted temperatures are about 20.0 °C whereas the raw-outputs temperatures are about 17.7 °C, 18.4 °C and 19.7 °C for MPI_RCA, IPSL_RCA, and HadGEM_RCA, respectively. It was expected that all bias-adjusted temperatures over the historical period would be similar since they are the raw-outputs temperatures corrected with the historical observations. During the future period, at the 50% centile of the distribution, the bias-adjusted temperatures are higher, for all models, than the raw-output temperatures (22.3 °C, 23.0 °C and 22.2 °C for MPI_RCA, IPSL_RCA, and HadGEM_RCA, respectively versus 20.0 °C, 21.4 °C, and 22.0 °C). Regarding the end of the distribution tail, at the 95% centile (Figure 8 bottom), the bias-adjusted temperatures during the future period are higher for the models MPI_RCA and IPSL_RCA (32.7 °C and 33.1 °C versus 30.4 °C and 32.5 °C, respectively) but lower for the model HadGEM_RCA (31.8 °C versus 33.9 °C). In all cases, temperature differences along models are smaller for the bias-adjusted data than the raw-output ones, suggesting that using bias-adjusted data reduces model uncertainty. However, using bias-adjusted data also increases uncertainties since most methods assume that the bias correction factor will not change with time, which is, in fact, not known. At the end of the distribution tail (1) for all models, and over both the historical and future periods, raw-output and bias-adjusted temperatures are sensitively very close.

**Figure 8.** Comparison of temperatures, data every 3 h over the historical and future periods, for the three climate models, raw outputs vs. bias-adjusted. Top: All data points, Bottom: Zoom over the 0.95 to 1 centile.

Since all climate variables (needed to reconstruct future weather files) are not bias-adjusted on the CORDEX platform, we will use the raw climate data. This way, we can quantify for each model the temperature increase by the difference between the future and historical temperatures.
Table 3 summarizes the temperature increase for each model at the 0.5 centile and at the end of the distribution tail (0.95 and 0.99) between the historical and future periods (2041–2070) for the three climate models. The increase at the 0.5 centile is in accordance with the findings of [75], which predict, in France, a mean increase of +2.1 °C in the near future and of +4.5 °C in the long-term future. The end of the distribution tail increase is as important as the medium one, since it is when extreme events happen. Heatwaves will be found during these temperatures, and the temperature at a high percentile is also the one used for the design-day of cooling systems. Depending on the standards, methods to choose the design-day differ, and the percentile can be between 0.90, 0.95, and 0.99 [76,77]. They usually analyse datasets with hourly data points; the one we considered has data points every three hours, at 12 am, 3 pm, and 6 pm; therefore, the temperature peak might be missed. From Table 3, it is noticeable that the temperature extremes have a higher increase than the temperature median, and for each model. Moreover, the uncertainty among the three climate models is lowest at the very end of the distribution tail (0.99).

Table 3. Temperature increase for the three climate models for the 0.5, 0.95, and 0.99 centiles of the temperature distribution between the future and historical periods relative to each analysed climate model.

| Centile       | MPI_RCA | IPSL_RCA | HadGEM_RCA | Uncertainty of Temperature Increase |
|---------------|---------|----------|------------|-------------------------------------|
| 0.5 centile (7440 h) | +2.3 °C | +3.0 °C  | +2.3 °C  | 23%                                 |
| 0.95 centile (744 h)   | +3.5 °C | +4.1 °C  | +2.9 °C  | 29%                                 |
| 0.99 centile (149 h)   | +4.7 °C | +4.5 °C  | +3.8 °C  | 15%                                 |

3.3. Data Interpolation and Formatting

The data of each climate variable were first interpolated to the 1 h time-step, a typical standard for weather files for building simulations. The dry-bulb temperature, given in Kelvin was converted into Celsius (−273.15), the cloud cover, given in percentage, was converted into tenths; the specific humidity, given in kg/kg, was multiplied by thousands to convert to g/kg. Polynomial regressions were used for the dry-bulb temperature and the global solar radiation and linear regressions for the other weather variables. With the software EnergyPlus, different time–steps than one hour are possible; however, with the graphical interface DesignBuilder, only 1 h time–step weather files can be used. While using EnergyPlus, if a smaller time–step than 1 h is chosen, the internal EnergyPlus weather convertor linearly interpolates the weather variables to the smaller time–step. Six weather variables available every three hours were used, but others needed to be recalculated. Table 4 displays the data available from the NetCDF4 file and the data needed to reconstruct a weather file in the EPW format, typical for building simulations. We calculated the relative humidity and the dew-point temperature using the dry-bulb temperature, the specific humidity, and the atmospheric pressure (Equations (1)–(3)). We used the cloud cover used to calculate the direct normal radiation and the horizontal infrared radiation intensity (Equations (4)–(16)). The direct normal radiation could not be calculated using a standard solar model from the global horizontal radiation because values were given as an average every three hours, and were not a data point for this parameter, as well as for the cloud cover. We calculated the diffuse horizontal radiation from the global horizontal and the direct normal raditions. No future climate data exist on wind direction since it is not predictable in the long-term. Since the data is missing, we used the wind direction from an existing EPW file based on observations. Equations used to re-calculate the missing variables are detailed in this section.

In Equation (4), \( T \) the dry-bulb temperature (°C) was used to calculate \( V_p \), the saturated vapor pressure (hPa). In Equation (5) the water vapour pressure \( V_P \) is calculated from \( A_p \), the atmospheric pressure (Pa), \( x \) the water content (g/kg), and \( \varepsilon = 0.62198 \). Both expressions are taken from the norm NF EN ISO 15927-1 [78]. From [79], the specific humidity is almost equal to the water content so the
water content was assumed equal to the specific humidity. Knowing the water vapour pressure $V_P$ and the saturated vapor pressure $V_P^s$, the relative humidity $RH$ (%) could be calculated (Equation (6)).

$$
T > 0 : V_P^s = 6.105 \times e^{17.27T/237.3} \quad T < 0 : V_P^s = 6.105 \times e^{21.87T/265.5}
$$

$$
VP = \frac{x \times \frac{AP}{100}}{\varepsilon + x}
$$

$$
RH = \frac{VP}{V_P^s}
$$

**Table 4.** Climate variable conversions from NetCDF4 files to EPW weather files for building thermal simulations. EURO-CORDEX = European Coordinated Regional Downscaling Experiment.

| Climate Variable from EURO-CORDEX Every 3 h | Data Point Type | Interpolation Method to the Hourly Time-Step | Climate Variable Needed for the EPW File (Department of Energy, 2017) | Equations Used to Calculate the Missing Climate Variable |
|---------------------------------------------|-----------------|---------------------------------------------|--------------------------------------------------------------------|--------------------------------------------------------|
| Dry-bulb temperature (K)                    | Data point *    | Polynomial order $(n - 1)$ with $n$ the number of points per day | Dry-bulb Temperature (°C)                                          | -                                                      |
| Specific Humidity (kg/kg)                  | Data point *    | Linear                                      | Relative Humidity (%), Dew-Point Temperature (°C)                  | Equations (1)–(3)                                       |
| Atmospheric Pressure                        | Data point *    | Linear                                      | Atmospheric Pressure (Pa)                                          | -                                                      |
| Cloud cover (%)                             | Average **      | Linear                                      | Direct Normal Radiation (W/m²)                                    | Equations (4)–(14) and (17)–(18)                      |
| Global Horizontal Radiation (W/m²)         | Average **      | Polynomial order $(n - 1)$ with $n$ the number of points per day | Diffuse Horizontal Radiation (W/m²)                                | Equations (15)–(16)                                    |
| Wind Speed (m/s)                            | Data point *    | Linear                                      | Wind Speed (m/s)                                                  | -                                                      |
| No climate variable                         | No data         | Wind Direction (deg)                        |                                                                    | -                                                      |

* Data point: Data available at 00 am, 03 am, 06 am, 09 am, 12 pm, 3 pm, 6 pm, 9 pm every day. ** Average: The data are averages from 0–3 am at the point 01.30 am, from 3–6 am at the point 04.30 am, etc., and at points 07.30 am, 10.30 am, 1.30 pm, 4.30 pm, 7.30 pm, and 10.30 pm every day.

Average data for the global horizontal radiation (GHR) were available every three hours. First, we set the GHR data points to zero when the sun was down, which was not systematically the case since data points are average (there could be a data point at 07.30 am, as an average from 06 am to 09 am, even if the sun was in reality down.) We then interpolated the data to the 30 min time-step and fit a polynomial through the existing data points, and the first and last zero data points each day (to recreate sunrise and sunset). Finally, we kept only the data points every hour to ensure consistency with the other climate data. We used the method introduced by [80] and then re-used by [51] to calculate the direct normal radiation while using the cloud cover data. The methodology used is described in the following.

We first discretised the extra-terrestrial spectral distribution of the solar radiation outside the atmosphere $i_0(\lambda)$ into 78 data points at 78 wavelengths ($\lambda$) from 115 nanometres (nm) to 5000 nm, so that each data point is an average of the spectral radiation between two consecutives $\lambda$. Then for each data point, we included the effects of the attenuation by the air mass and the turbidity, so $i_0(\lambda)$ became $i(\lambda)$ (Equation (7)).

$$
i(\lambda) = i_0(\lambda) e^{-(\alpha_r + \alpha_d) z_t m}
$$

We then calculated, for each wave length, $\alpha_r$ the coefficient of absorption for molecular scatter (Equation (8)) and $\alpha_d$ the coefficient of absorption for particular scatter (Equation (9)) and $m$ the optical air mass (Equation (10)) from Young [81]. In Equation (9), the turbidity coefficients $\beta$ were taken from Taesler and Andersson [80]. In Equation (10), $z_t$ the zenith angle in radians was calculated from...
Equation (11) with \( h \) the sun height in degrees. The sun height was calculated using the Python PV-Lib module.

\[
\alpha_r = 0.00816 \times \lambda^{-4} \tag{8}
\]

\[
\alpha_d = \beta \times \lambda^{-1.3} \tag{9}
\]

\[
m(z_t) = \frac{1.002432 \times \cos^2(z_t) + 0.148386 \times \cos(z_t) + 0.0096467}{\cos^3(z_t) + 0.149864 \times \cos^2(z_t) + 0.0102963 \times \cos(z_t) + 0.000303978} \tag{10}
\]

\[
z_t = (h - 90) \times \frac{\pi}{180} \tag{11}
\]

For each hour, we calculated the sum \( S \) of the attenuated radiation between two consecutive wavelengths (Equation (12)).

\[
S = \sum_{n=1}^{78} \left( \frac{i(\lambda)_n + i(\lambda)_{n+1}}{2} \right) \times e^{-(\alpha_r + \alpha_d)\times m} \times (\lambda_{n+1} - \lambda) \tag{12}
\]

We added the effects of the cloud cover (CC) (Equation (13)).

\[
S_1 = S \times (1 - CC) \tag{13}
\]

We adjusted with the correction factor \( k \), accounting for the variation during the year of the distance between the Earth and the sun (Equations (14) and (15)) with \( N_d \) the number of days per year and \( w_n = \frac{2\pi}{366} \)

\[
S_2 = k \times S_1 \tag{14}
\]

\[
k = \frac{1}{1353} \times (1353 + 45.326 \times \cos(w_n) \times N_d + 0.88018 \times \cos(2w_n) \times N_d - 0.00461 \times \cos(3w_n) \times N_d + 1.8037 \times \sin(w_n) \times N_d + 0.097462 \times \sin(2w_n) \times N_d + 0.18412 \times \sin(3w_n) \times N_d + 0.00461 \times \cos(3w_n) \times N_d) \tag{15}
\]

We calculated \( F \), the water vapour present in the atmosphere (Equation (16)) from \( m \) (Equation (10)) and \( VP \) (Equation (5)) that we subtracted from \( S_2 \) in Equation (17) to finally calculate the direct normal radiation \( DNR \).

\[
F = 70 + 2.8 \times m \times VP \tag{16}
\]

\[
DNR = S_2 - F \tag{17}
\]

We calculated the diffuse horizontal radiation \( DHR \) as the subtraction of the direct horizontal radiation \( DN' R \) (Equation (18)) from the global horizontal radiation \( GHR \) (Equation (19)).

\[
DN' R = DNR \times \sin(h) \tag{18}
\]

\[
DHR = GHR - DN' R \tag{19}
\]

Finally, the horizontal infrared radiation intensity \( LWR \) was calculated by the EnergyPlus Weather Convertor (Equation (20)). The formula for the sky emissivity \( \varepsilon_{sky} \) is given in Equation (21), calculated from the cloud cover CC in tenths and the dew-point temperature and \( T_{dp} \), calculated from the EnergyPlus Weather Convertor. \( TK \) is the dry-bulb temperature in Kelvin and \( \sigma \) is the Stefan-Boltzmann constant \( (5.6697 \times 10^{-8}) \).

\[
LWR = \varepsilon_{sky} \times \sigma \times TK^4 \tag{20}
\]

\[
\varepsilon_{sky} = \left( 0.787 + 0.764 \times \ln \left( \frac{T_{dp}}{273} \right) \right) \times \left( 1 + 0.0244 \times CC - 0.0035 \times CC^2 + 0.00028 \times CC^3 \right) \tag{21}
\]
3.4. Assembling Future Weather Files

3.4.1. Future Typical Year (TWY)

For building simulations, typical years are commonly used. A typical year is composed of 12 months issued from different years over a period of time (between 10 and 30 years). The selected months are the statistically most “typical” over the period. The selection process is explained in this section. Each country has its own method to reproduce typical years. The EPW format typical year format differs from the IWEC format or from the Typical Meteorological Year (TMY) format [27]. The main difference among the methods is the importance given to each climate parameter in the selection process. We used the methodology of the standard NF EN ISO 15927-4 [82] as it was used in France to reconstitute the typical year used for the French Thermal Regulation RT-2012. This method considers four climate parameters to select the most statistically common months among the years: The dry-bulb temperature, the relative humidity, the global horizontal radiation of equivalent first order, and the wind speed of second order. We created a Python code to automate the process to select the typical months. For selecting each month $mo$, the method is as follows: for each climate parameter $p$ of first order, we sorted a series of daily averages in ascending order over the 30 year period, which allows to calculate the distribution function $\Phi$ (Equation (22)) over 30 years. $\Phi$ has 900 data points ($N = 900$) for months of 30 days. $L(i)$ is the rank in the series of the daily averages for the 30 years.

$$\Phi(p, mo, i) = \frac{L(i)}{N+1}$$  (22)

Secondly, we sort a series of daily averages also in ascending order for each year to calculate the distribution function $\psi$ (Equation (23)) for each year $y$. $J(i)$ is the rank in the series of the daily averages for each year. $\psi$ has 30 data points ($n = 30$) for a month of 30 days.

$$\psi(p, y, mo, i) = \frac{J(i)}{n+1}$$  (23)

The representation of the distribution functions $\Phi$ and $\psi$ and the dry-bulb temperature classified in ascending order in January over the period 2041–2070 is presented on Table 5. We then compare the two distribution functions $\Phi$ and $\psi$ for each year and for each month and calculate for each day $i$ of the month $n$ the difference $\psi - \Phi$ and then sum these absolute values for the considered month (Equation (24)), it is the Finkelstein-Schafer statistic ($FS$). We repeat this calculation for each month $mo$ of each year $y$ and for each climate parameter $p$ of order 1.

$$FS(p, y, mo) = \sum_{i=1}^{n} |\psi(p, y, mo, i) - \Phi(p, mo, i)|$$  (24)

| $L(i)$ | $\Phi(p, mo, i)$ | Series of Daily Averages of the Climate Variable Classified in Ascending Order (Year 2041 to 2070) | $\psi(p, y, mo, i)$ | Series of Daily Averages of the Climate Variable Classified in Ascending Order ($y = 2041$) |
|-------|-----------------|------------------------------------------|-----------------|------------------------------------------|
| 1     | 0.0010          | 7.75                                    | 0.03            | -0.99                                    |
| 2     | 0.0021          | 7.53                                    | 0.06            | -0.48                                    |
| 3     | 0.0032          | 7.52                                    | 0.09            | -0.01                                    |

The final step allows to select the most typical months. We classified the $FS$ in ascending order and for each month of each year for each climate parameter of first order, we attributed a rank. Then we summed the ranks of the three climate variables of first order (temperature, humidity, solar radiation).
and classified them by ascending order. For each month, the three lowest sums equivalent to three years are considered the three most typical years. The last climate variable, the wind speed, allows to determine which of these three pre-selected years is the most representative year. We sorted in ascending order the difference between the monthly average wind speed of each year with the monthly average wind speed of the 30 years. Finally, for each month, within the three pre-selected years, we selected the year with the lowest wind speed difference as being the typical year for this month. We repeated this process for each month, allowing to detect the twelve most typical months among the 30 years of data. We interpolated linearly for each climate variable of each month the eight last hours of the previous month and the next first eight hours of the following month.

We used this method to reassemble typical years for the three regional climate models HadGEM_RCA, IPSL_RCA and MPI_RCA over the historical (1976–2005) and future periods (2041–2070). To compare with the French weather file used by the Buildings Thermal Regulation (RT-2012) reconstructed with the same method from observations during the period 1994–2008, we also reassembled the typical years of these three models over the period 1991–2005 (closest period possible with the platform data availability for the historical multi-year projections). The hourly-extended temperatures distribution of the three model typical years in Paris over the historical (1991–2005) and future (2041–2070) periods are shown on Figure 9.

![Hourly temperatures distribution during a typical summer in Paris](image)

**Figure 9.** Hourly temperature distributions during a typical summer in Paris from three regional climate models (raw-outputs) and during the historical (1991–2005) and future (2041–2070) periods, scenario RCP 8.5.

During the historical period, the typical year summer hourly temperatures projected by the models MPI_RCA4 and IPSL_RCA4 over the historical period are lower than the observations (RT-2012) and the temperatures predicted by HadGEM_RCA4 are higher over the historical period 1994–2008. This can be explained by the fact that on Figure 9 we are analysing the raw-output data. These results are in line with the ones presented on Figure 8 since the bias-adjusted temperatures for the first two models are actually warmer and for HadGEM_RCA4 they are lower for the summer temperatures.

During the future period, the temperatures projected by the model MPI_RCA4 over the period 2041–2070 are really close to the data from RT-2012 (also expected from Figure 8). Since bias-adjusted future temperatures for the model IPSL_RCA are warmer than the raw outputs but colder for the model HadGEM_RCA, we can expect the future “real” summer temperatures to lay in between these two model projections (full blue and orange lines on Figure 9). Regarding the end of the distribution tail, the observed maximal temperatures during the historical typical year (RT-2012) were about 32 °C, they are projected to be around 40 °C during the future typical year.
3.4.2. Future Heatwave Event (HWE)

There is no consensus around the world over the definition of a heatwave. Numerous authors are studying the occurrence and intensity of future heatwaves and are using different indicators to identify them. Some authors detect heatwaves based on their impact on the population; others only consider the meteorological aspect, which is usually characterised as an extreme event on the temperature distribution over a reference period. In the United States, Robinson defined a heatwave based on daily minima and maxima temperature thresholds, calculated for each state based on body’s reaction to temperature and humidity [83]. In Switzerland, Fischer and Schär detected a heatwave when the daily maximal temperature is above the 90th percentile of the temperature distribution over a reference period during at least five days. They characterise heatwaves by their amplitude (maximal temperature of the hottest yearly heatwave event), duration and frequency (number of heatwaves per year) [4]. In Australia, Nairn and Fawcett developed excess heat factor indices to detect heatwaves, based on three-days moving average of the daily mean temperature above the 95th percentile of the temperature distribution and on the previous 30 days daily mean temperature average to consider the population adaptation to the heatwave [84,85]. Perkins and Alexander defined two criteria, based on fifteen days moving average around the daily minimal and maximal temperatures [86]. Liu et al. have used percentiles correlated with mortality data after heatwaves in the UK [62]. Depending on the goal (building design, building resilience, population protection), heatwaves detection can be based on daily temperature maxima, minima or averages.

In France, a new method to detect heatwaves was recently adapted to a EURO-CORDEX dataset [67]. They used the basis of the operational method of heatwaves detection in France since 2006 that they updated to be suitable to any time series and to any spatial scale. The method was initially used for cold spells detections but has been adapted for heatwaves. The method is based on three percentile thresholds Spic, Sdeb, and Sint, which have been calculated based on mortality data due to historical heatwaves. They were originally absolute thresholds, and have been redefined as percentiles of the daily mean temperature distribution over several years in effort to make the method accessible to any dataset. Spic represents the threshold beyond which a heatwave event is detected (99.5 percentile of the temperature distribution over the historical period). Sdeb defines the beginning and the end of the heatwave (97.5 percentile) and Sint is the interruption threshold, used to merge two consecutive heatwave events without a significant drop in temperature (95 percentile). This method has been validated with the SAFRAN thermal indicator, previously used to detect French heatwaves by Ouzeau et al. in [26]. The method allows to characterise the heatwaves in term of maximal temperature, duration, and global intensity. A graphical representation of the heatwave detection is presented on Figure 10. We used this method to detect heatwaves in the 30 years temperatures series over the historical period 1976–2005 and the future period 2041–2070 (RCP 8.5) for the three selected climate models. On Figure 11, the famous bubble chart representation for heatwaves [67] is used to compare the heatwaves identified by the different climate models over the two periods. The 2003 heatwave (observations from the station Paris-Montsouris) is also shown in order to compare future and historical heatwaves with a well-known intense exceptional historical heatwave. The size of each bubble is characterised by its intensity. The intensity is the sum for each heatwave day of the positive difference between the daily mean temperature and the threshold Sdeb, divided by the difference between the Spic and Sdeb thresholds [87].

We detected heatwaves for both the raw-output and bias-adjusted temperatures for comparison. From Table 6, for the bias-adjusted data, we found the Spic, Sdeb, and Sint thresholds very similar; therefore, we used the thresholds median of the three models like in [67]. The thresholds are higher for the city of Paris than for the rest of France. For the raw-output, the thresholds differ greatly along the models (up to 3 °C difference) so we used each model threshold for heatwaves detection. Using thresholds specific to each dataset provided a consistent detection of the future heatwaves compared to the ones detected with the bias-adjusted temperatures (Figure 11). Since all the weather
variables are not available bias-adjusted, we use the raw-output data to build the future heatwave weather files.

Figure 10. Heatwave detection from [67]. The Spic threshold is used for heatwave detection, the Sdeb threshold defines the heatwave duration, the Sint threshold ends the heatwave. Global intensity: read area of the plot in degree hours.

Figure 11. Heatwaves detected in Paris during the historical (1976–2005) and future (2041–2070 RCP 8.5) periods for the three RCMs for both raw-output and bias-adjusted temperatures. The 2003 heatwave (observations) is also displayed for comparison.

In comparison to historical heatwaves, future heatwaves are longer, more severe and with higher intensity. Depending on the model, they are times 3 to 4.5 more heatwaves in the future than the historical period. The models MPI_RCA, IPSL_RCA, and HadGEM projections are 42, 55, and 57 heatwaves during the future period, so at least and up to two per year in average. We found four future heatwaves more intense than the 2003 with the climate model MPI_RCA, seven with IPSL_RCA and six with HadGEM_RCA, suggesting one every 4.3 to 7.5 years between 2041 and 2070. We also found heatwaves in the future typical weather files reassembled from the model IPSL_RCA and...
HadGEM_RCA, they are coloured in grey on Figure 11. Two heatwaves are found in the future typical year from IPSL_RCA, they are of lower intensity than in 2003. However, it is worth noticing that two consecutives heatwaves, one in July and one in August are found in the future typical year. In the future typical year from HadGEM_RCA, the heatwave found is the one with the highest maxima, and with a similar intensity than 2003. In fact, it occurs in the month of June of a particular warm year. This month was ranked fourth in temperature. Even though the month had very warm extreme temperatures, it also had colder temperatures, which allowed to rank it as typical. Once the other variables (humidity, solar radiation, and wind) were also considered, according to the standard ISO 15927-4, the month was ranked first and became a typical month. The difference in magnitude of the heatwaves found in the future typical years from the three climate models (zero HWE for MPI_RCA, two short HWE for IPSL_RCA, and one very high HWE for HadGEM_RCA) confirms the complementarity of the methodology in quantifying future HWE and not only re-assembling TWY.

| Location | Data Type     | Climate Model(s) | Sint (95) | Sdeb (97.5) | Spic (99.5) |
|----------|---------------|------------------|-----------|-------------|-------------|
| Paris    | Raw-output    | MPI_RCA          | 20.76     | 22.27       | 25.40       |
| Paris    | Raw-output    | IPSL_RCA         | 21.19     | 22.97       | 25.88       |
| Paris    | Raw-output    | HadGEM_RCA       | 23.44     | 25.22       | 27.85       |
| Paris    | Raw-output    | Median of the 3 models | 21.19 (2.68) | 22.97 (2.95) | 25.88 (2.45) |
| Paris    | Bias-adjusted | Median of the 3 models | 22.9 (0.15) | 24.39 (0.14) | 27.48 (0.38) |
| France [67] | Bias-adjusted | Median of 11 models | 20.67 (0.10) | 22.03 (0.16) | 24.27 (0.20) |

We will analyse the building response to three different heatwaves, one from each model, highlighted in dotted-black on Figure 11. The heatwave from the MPI model is of similar intensity than the 2003 heatwave, but longer (one month) and with lower maxima. The heatwave from the IPSL model is a future “mega-heatwave” since it is very intense, long and with high maxima. The heatwave from the HadGEM model is the heatwave found in the future typical year: it is relatively short (twelve days), of similar intensity than in 2003 but with higher maxima.

After the 2003 heatwave in France, the Sanitary Watch Institute (INVS) established meteorological bio-indicators (IBM) to identify heatwaves and alert the population at the beginning of the heatwaves through a Heat Health Watch Warning System. The term bio indicates that the indicator is linked to a high mortality if it is above the thresholds, since the thresholds were calculated based on historical mortality data in pilot French cities. IBM is the couple (IBM_{min}, IBM_{max}) where IBM_{min} is the three-days moving daily minimal temperature and IBM_{max} the three-days moving daily maximal temperature. A heatwave is defined when the IBM couple (IBM_{min} and IBM_{max}) is above the thresholds during at least three days [88]. Sx and Sn are the thresholds for maximum and minimum temperatures, respectively; in Paris they are about 31 °C and 21 °C, and they are different for every French department. They are adjusted yearly to consider the population adaptation evolution to heat. In Figure 12, we show the IBM_{min} and IBM_{max} values for the three chosen heatwaves, and compared with the 2003 heatwave. We used the raw-output data as they are the only available to re-assemble the future weather files. The analysis could be improved by using the bias-adjusted data. However, during the selected HWE, the absolute temperature difference between the raw-output and bias-adjusted is relatively small as shown on Figure 11.

The HWE from the three models have IBM_{min} and IBM_{max} above their thresholds until day 14, except MPI_RCA under IBM_{min} from day 7. Moreover, for HadGEM_RCA and IPSL_RCA, the IBM_{min} and IBM_{max} are more intense than in 2003. A period when IBM_{min} is above Sn, combined to IBM_{max} above Sx, usually relates to an intense prolonged heat period because the population cannot properly rest during the night because of the heat, which was the case in 2003. For these HWE, they are more intense than 2003 for around two weeks, but after the heat event is prolonged for two additional weeks even if the IBMs are lower. During the historical climate, no heatwave a month long was ever recorded in Paris neither in France; therefore, the effects of the building response on the occupants on such a
long period are not known. Indeed, the capacity of current naturally ventilated French buildings to protect the occupants from heat related health risk can be severely defeated by month-long heatwaves.

---

**Figure 12.** IBM\(_{\text{min}}\) and IBM\(_{\text{max}}\) values for the 3 future heatwaves in Paris compared to 2003.

Important parameters to characterise buildings overheating are the other climate parameters, mainly the direct solar radiation for the solar heat gains, the wind speed for the natural ventilation potential and the relative humidity for comfort. In Figure 13, these parameters are shown for the three future heatwaves. The heatwave modelled by MPI\(_{\text{RCA}}\) has a high direct radiation but a cloudy week (between days 17 and 24) during which it is also quite humid. The building indoors will have less solar heat gains but a higher humidity, which could increase discomfort. The heatwave from the model IPSL\(_{\text{RCA}}\) is sunny and with a moderate relative humidity. The HadGEM\(_{\text{RCA}}\) heatwave is sunny and dry with the humidity decreasing from the beginning until it reaches a minimal of 40\% during the night and 20\% during the day. All heatwaves exhibit wind speeds between 2 and 4 m/s.

---

**Figure 13.** Direct normal solar radiation, relative humidity and wind speed for the three future heatwaves in Paris.

In this section, we presented two methods to build future weather files from the EURO-CORDEX future climate data. The TWY method is standard and already used by many building practitioners.
The HWE method is new and can be used for assessing building resilience to overheating under future heatwaves. As the method is percentile based, it allows to be used worldwide on any climate dataset. The French detection based on mortality thresholds is a supplementary indication of how often the heatwave alert would start according to the Heat Health Watch Warning System (HHWWS) included in the French National Heatwave Plan (NHP), if the adaptive capacities of organizations, populations and building infrastructure remained unchanged.

4. Using Future Weather Files for Building Simulations

In this section, we show an example of the use of TWY and HWE future weather files for building simulations for one building case study. We modelled a flat located on the top floor of a collective residential building with the graphic interface Design Builder v5.4 and the software EnergyPlus v8.6. The flat is composed of a 120 m² living space fully glazed on the North and South facades, with a 50 m² non-conditioned veranda oriented South and a 0.6 m width glazed cavity zone on the North façade, modelled as three distinct thermal zones (Figure 14).

![Figure 14. Representation of the apartment case study in Design Builder.](image)

The verandas and glazed cavities allow reducing the winter heating needs, while act as buffer zones and enhance natural cross-ventilation during the summer. On each façade, one out of two windows can be opened. All windows operate with the same schedule: If the operative temperature in the zone reaches 20 °C, the windows are opened. We chose a low set point to enhance nocturnal natural ventilation. Windows are never opened when the exterior air is warmer than the interior. The ventilation is modelled with the Airflow Network of EnergyPlus. The South façade is equipped with light-coloured external shutters and a 1 m overhang. The shutters are used when the solar radiation on the incoming window is superior to 120 W/m². The exterior walls are made of 20 cm concrete with 14 cm external insulation, and the ceiling is made of 20 cm concrete with 15 cm insulation. The floor and the East wall were modelled adiabatic as they are in contact with adjacent apartments. All windows are double-glazing, except the exterior window of the veranda which is a single glazing. The apartment is occupied by five people with one person always present. The averaged heat produced by the individuals is 81 W, with a vesture of 0.3 clo during the summer. Future predictions of electric equipment in the next decades in France were used to calculate future internal gains, which correspond to 2.7 W/m² and 0.7 W/m² for the equipment and lights when the apartment is fully occupied [89].

The operative temperature of the living space during the historical and future TWY for the three RCMs is shown on Figure 15. For each model, we can quantify the temperature increase between the two TWY. For instance, at 50% of the hours from all the TWY, the temperature increase is of +0.8 °C, +1.2 and +1.5 for the models MPI_RCA, IPSL_RCA and HadGEM_RCA, respectively. At 95%, during hot summer temperatures of the typical years, the increase is of +1.8 °C, 3.2 °C and 3.5 °C, respectively. As for the exterior temperatures, the increase is superior for the hot temperatures. It is possible to conclude (considering model uncertainties) that the increase varies along these ranges.
During the heatwaves from the model IPSL_RCA and HadGEM_RCA, temperatures are often above the well-known simple threshold to assess building overheating at 28 °C. During the heatwave pics, even the night-time temperatures exceed 28 °C. The heatwave from HadGEM_RCA corresponds to the future typical month of June from that model, for which, even though typical, future operative temperatures during that month are very high. Temperatures decrease rapidly after the June HWE, however the summer of that HWE contains other heatwaves that hit successively the building, explaining the high temperatures later in August. During the long HWE from IPSL_RCA, it seems that after the most intense part of the heatwave (beginning of July), the building operative temperature return to acceptable levels even during the rest of the heatwave period. This can be explained by the fact that the bioclimatic building design greatly reduces the summer overheating thanks to the buffer spaces and an ideal use of the external shutters and of windows opening for night ventilation, even though we know that behavioural adaptations are not always optimized during overheating periods. Furthermore, vulnerable people have fewer possibilities to adapt, which results in increased building overheating; hence, thermal heat discomfort or heat stress is reached faster for these people most at risk. With a less favourable building design, operative temperatures could be much higher during future long HWE.
For the heatwave from the model MPI, temperatures rarely exceed 28 °C, which could be explained by the low solar gains during a period and lower external air temperatures compared to the other HWE. However, since the humidity is higher, the discomfort threshold will be lower. A comfort indicator including humidity should be used to analyse these indoor conditions. Even though we analysed some of the most intense heatwaves found over the future period 2041–2070, these would be “typical” heatwaves by the end of the century [67]. This analysis focused on indoor overheating but additional simulations were conducted to have an idea of the future heating and cooling energy needs and peak power. The living space of the flat was conditioned, with the external windows of the glazed cavity and of the veranda opened (to not overheat), and appropriate solar shading was used on the south glazed façade. For this building case study, the heating needs were divided by around two for all models when comparing the typical future and historical years. The cooling needs (really low during the historical year) were multiplied by a factor 3 to 4 for the future typical year depending on the climate model. The sum of heating and cooling needs was increased by a factor 1.2 to 1.5. The sizing of the heating systems could be reduced a little but not significantly, in contrast the cooling systems should be designed slightly larger. Surprisingly, the cooling demand did not peak extremely high during the future heatwaves (twice the sizing compared to the historical period); however, the cooling needs were 1.5 to 2.5 higher than the cooling needs for the future typical year (4 to 10 times higher than for the historical period).

5. Discussion

We proposed a methodology to reassemble future weather files for building simulations from EURO-CORDEX data. The method allows to detect future heatwaves from a multi-years dataset based on outdoor temperature thresholds and additional morbidity thresholds (IBMs). A very intense heatwave was found in the re-composed future typical year from one climate model, which might question the weighting of weather variables in the reconstruction method for future typical years, especially for free-running buildings sensitive to external temperature. Nik has proposed a method to reconstruct both future typical years and future extreme years, using only the dry-bulb temperature to select the months [59]. Using a similar approach would even out the probability to discover a very intense heatwave in the future typical year; however, the future typical year could have particularly low solar radiation, high wind speed or particularly high or low humidity, three important weather parameters that might underestimate future overheating risks or cooling loads in buildings. Our method is flexible and allows to choose heatwaves based on the analysis of other weather variables as well.

Most authors who re-assembled or used future typical years have used them to quantify the future building energy demand [59,90]. In that case, statistical downscaled climate data such as the one derived from the morphing methods can easily be used for such assessments. Authors have used future typical or future extreme years to estimate the peak load of air-conditioning systems [50,91,92]. In contrast, authors who analysed the future thermal indoor environment of buildings usually did not use future typical or extreme years, but either historical observations of heatwaves in order to recreate indoor hot conditions [93]. Our method is new since it allows to analyse buildings indoor conditions with future heatwaves.

Only a few researchers have correlated warm indoor temperatures during heatwaves and buildings resilience to heat related morbidity risk, most research being about outdoor temperatures. Liu et al. used the UKCP09 weather generator to generate 3000 future probabilistic weather files and selected the ones containing heatwaves based on three different threshold criteria for England to conduct building thermal simulations. They finally could define future “deadly” heatwaves based on morbidity assessment of future indoor temperatures using morbidity thresholds from historical observations and considering peoples adaptation to heat. They also calculated that the indoor threshold for building resilience against deadly heatwaves could be increased as much as +4 °C by 2080, considering both building and occupant adaptations [62]. We could use a similar approach for further study, using the
IBM thresholds, built from historical morbidity data in France, to select the heatwaves that would have a strong impact on the indoor environment. This could already be observed from Figures 12 and 16, since only the two heatwaves from the models HadGEM_RCA and IPSL_RCA were above both the IBM_{max} and IBM_{min} thresholds, and resulted in stronger indoor operative temperatures than for the heatwave MPI_RCA, which was below the IBM_{min} threshold. An indicator to detect heatwaves on minimal daily temperatures (IBM_{min} thresholds) is often not used by researchers even though it is well known that elevated night-temperatures have a strong impact on morbidity during heatwaves since people might be prevented from sleep and rest. A relative threshold of 95% percentile of the minimum temperature was used by [94] to find hot night hours and to calculate a hot night degree index, leading to an estimation of the intensity of nocturnal thermal stress. Guo et al. used a daily minimal temperature absolute threshold of 26.7°C, using the same one as Robinson [83,95]. The heatwaves detection method we used is based on relative thresholds, which allows the replicability of the method in another climate. Furthermore, to evaluate people’s ability to withstand elevated indoor thermal stress, appropriate discomfort or heat stress indicators need to be used; this will be the work of future research. An indicator considering not only the dry-bulb temperature, but also humidity conditions, solar radiation, and wind speed should be used, such as the Wet-bulb Globe Temperature (WBGT). However, this indicator has limitations, since it was used for healthy military workers, and in the case of building morbidity, people the most at risk are vulnerable, so the thresholds will most likely be lower.

Because of the difficulty to find future climate data, only a few authors have used several RCMs for building simulation. As a result of the recently available CORDEX data, multi-ensemble assessments will probably become a common practice in the building community. Climate uncertainties (in both the RCP scenario and the climate model) can be used to help stakeholders to assess risk. Coley et al. compared changes in internal temperatures for three future probabilistic years (10%, 50%, and 90%) and observed that depending on the selected future climate the scale of the adaptations needed would be very different. They pointed out that the risk assessment is left to building designers and that the design approach will be conditioned by the designer’s approach to risk. Furthermore, they suggest one approach: Using median future projections for designing buildings, leaving opportunity to behavioural adaptation under warmer than expected temperatures [96].

The indicator used to detect heatwaves in this paper was made in the context of the Extremoscope project, which was mandated by the French ministry of ecology as part of their national adaptation plan and for urban heat island monitoring. Future heatwaves have been used to evaluate the cities resilience to climate change [97], but little work has been done to evaluate the buildings resilience to future heatwaves, this work wishes to be a stepping-stone. In France, future TWY and HWE could be used at national level for risk assessment of buildings resilience to climate change and their capacity to protect the occupants under future heatwaves.

Limitations of this work include the fact that for the moment, as bias-adjusted data are not available for all weather variables necessary to reconstruct future weather files ready-to-use for building simulations, only comparative impact assessments can be done. This is the current practice of the building community, and it is sufficient to provide guidelines for buildings adaptation to climate change. However, it might be limited for the design or risk analyses, which require absolute thresholds. Furthermore, urban effects are not included in these weather files; it is a topic that will be investigated further. Future research directions include the use of these weather files for building risk assessment under future heatwaves, and the choice of appropriate indicators to assess the building resilience. Additionally, these weather files have been made to assist in the design stage of the building to guide building practitioners in the implementation of passive cooling strategies in cases where air-conditioning can be limited. The investigation of various strategies for building adaptation and mitigation to climate change is currently under research [98]. Other areas of work would be to optimise the building design, not only in terms of thermal comfort and energy consumption [99,100], but also considering life-cycle analysis of building materials, cost of the various strategies, and policy
6. Conclusions

In this paper, we first described the different methods that are used by the building community to re-assemble or re-create future climate data. The literature review highlighted a need to produce future weather files containing hot temperature extremes, such as heatwaves. We proposed a methodology for assembling ready-to-use future weather files for building simulations. We presented both future typical weather year (TWY) and heatwave event (HWE) weather files, allowing to assess the building’s indoor conditions under future typical conditions and future heatwaves. We used the climate multi-year projections from the EURO-CORDEX project, very recently available on a 12.5 km spatial resolution. For the first time, a methodology was presented to use these climate data for building simulations. The methodology allowed to interpolate the climate data from datasets every three hours to every hour and calculate missing data to reconstitute future ready-to-use weather files. We reassembled historical and future typical weather files (TWY) and future heatwave events (HWE) based on a climate criterion and additional morbidity data, and differentiated them, not only in terms of dry-bulb temperature, but also relative humidity, direct solar radiation, and wind speed. We modelled a building case-study located in Paris with the software EnergyPlus and used these new future weather files to analyse potential building overheating and building resilience to future heatwaves by comparing future to historical climate projections. Finally, we considered the uncertainties related to the climate models by using three models (one RCM downscaled from three GCMs) to calculate the building’s indoor conditions. Because of the method chosen to reconstruct future typical weather files, future HWE may or may not already be included in future TWY. This highlighted the need of the additional method proposed to detect future HWE. As of today, the use of these future climate data is limited to relative comparisons, since bias-adjusted data are not available for all climate variables needed to reassemble future weather files for building simulations. This is the current practice in building simulations with future weather files, and if data were bias-adjusted, an analysis in relative values would be more straightforward. Various bias-adjustment methods exist and it is also possible to use one. However, if raw-output temperatures are close to the bias-adjusted ones, such as for the selected HWE, even the raw-output data allow an analysis in absolute values. The analysis with the future HWE enhanced the need to assess future indoor extreme conditions, or serious overheating and heat stress could occur if appropriate adaptation strategies were not taken. Heatwaves will only increase in duration, intensity, and severity towards the end of the century, which coincides with the lifetime of a building built today. This proposed methodology is addressed to both researchers and building practitioners who are looking for future weather files to analyse the required adaptations of building and energy systems to climate change towards the end of the century.
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