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ABSTRACT Analytical model based fault diagnosis method is seldom adopted for heating, ventilating and air conditioning (HVAC) systems as it is rather difficult to establish and verify an explicit model for HVAC systems. On the other hand, a flexible graphically based software called TRNSYS has been widely accepted in the design and optimization of HVAC systems recently. It makes sense to use TRNSYS to establish and verify an analytical model for fault diagnosis of HVAC systems. In this paper, a TRNSYS model of a HVAC system in multi-zone buildings is firstly established on the basis of practical data. Then, a state-space model of HVAC system is given according to the thermal-mass balance and air flow balance equations, and the consistency between the TRNSYS model and the state-space model is demonstrated. Also, some typical faults in the HVAC system are considered and the consistency between the two models under the faulty cases is verified again. Further, the effects of the faults on energy consumption is analyzed. The results show that some faults such as pipe scaling can significantly increase energy consumption while having no obvious change in room temperature. Based on the established models, some promising and challenging research directions for fault diagnosis of HVAC systems are finally discussed.

INDEX TERMS Fault diagnosis, state space model, HVAC system, faults effect analysis.

I. INTRODUCTION

According to the International Energy Agency (IEA), the energy consumption of buildings in most countries currently accounts for about 40% of their total energy consumption [1], where 40%-50% is consumed by heating, ventilating and air conditioning (HVAC) systems [2]. Therefore, it is of great significance for global energy conservation and emission reduction to cut down the energy consumption of HVAC systems. The performance degradation of components during the long-term operation of HVAC systems generally lead to the occurrence of different kinds of faults, especially some soft faults such as stuck valve, pipe scaling, sensor drift, etc. They do not affect the comfort directly in the early stage because of the closed-loop control and cannot be found for quite a long time, which thus result in a great waste of energy. It is reported by the U.S. department of energy (DOE) that, due to system performance degradation, fault as well as inadequate maintenance, the U.S. commercial buildings waste about 15%-30% of the building energy consumption with an annual economic loss of about 20-40 billion dollars. If the faults can be detected and some remedies can be applied promptly, 5%-20% of total energy consumption of commercial buildings can be saved [3]. Further, if fault diagnosis technique is popularized in HVAC system, energy consumption can be saved up to 10%-40%. Therefore, the research on fault diagnosis of HVAC systems has been received consistent attentions by both industry and academia in the past few decades [4].

Fault diagnosis methods can be roughly divided into three categories: qualitative analysis, data-driven and analytical model, which have been more or less applied to HVAC systems [4]–[6]. By describing the characteristics and rules of systems through prior knowledge or expert experience, the qualitative analysis method detects the occurrence of faults and infers the causes of faults [5]–[6]. It is the most widely used method for fault diagnosis of HVAC systems in practice. In [7], some expert knowledge of fresh air temperature and pressure control for air handling unit (AHU) under 4 kinds of working conditions was described as 20 rules for fault diagnosis. Recently, in [8], some fuzzy logic expert systems were proposed to overcome the uncertainty of
building systems. However, the qualitative method needs to make different rules for different buildings, which lacks of generality. In addition, for a large-scale building, the increase of rules leads to matching conflict, combination explosion and other problems, which generally result in a very poor fault diagnosis performance [4]. By analyzing and processing off-line historical data and on-line running data, the data-driven fault diagnosis method can extract some hidden fault features to diagnosis faults. It is the most popular research method for fault diagnosis of HVAC systems. Some typical methods such as autoregressive model, principal component analysis (PCA), BP neural network, support vector machine (SVM) have been studied successively [9]–[11]. However, the data-driven method requires a large amount of historical data, especially the data about faults, to achieve fault diagnosis and identification, which results in more research on data-driven based fault diagnosis but less application in the actual building system. By using the mathematical model of the system as well as the measurable inputs and outputs, a residual signal generated by the analytical model can reflect the inconsistency between the expected behavior and the practical running behavior of systems to diagnosis faults. If the established mathematical model is accurate, the analytical model method is superior to any other qualitative and quantitative counterparts [4]. In [12], based on the thermodynamics law, a reduced-order model of AHU was established, which was further transformed into some diagnostic rules. The experimental results show that the proposed method was more effective than the classical expert system method. In [13], by the use of the subspace identification method, a linear model of variable air volume (VAV) was established, which provided a better fault diagnosis results than the data-driven method in [9]. However, the analytical model method is the least one of the three methods used in fault diagnosis research of HVAC systems, and most existing analytical model works focus on the subsystems of HVAC such as AHU and VAV. The main reason lies in that HVAC systems are generally composed of mechanical and electrical systems including cold and heat source systems, air handling systems, terminal devices as well as multi-sensor monitoring systems, which are distributed in the different areas. Therefore, it is rather difficult to analyze and establish an explicit model for HVAC systems, which becomes the main bottleneck of the research and application of analytical model based fault diagnosis method in HVAC systems.

Further, the HVAC system is a typical interconnected system as different subsystems are related to each other. In this type of interconnected system, once a fault in some subsystem occurs, it may spread throughout the whole HVAC system.

It is difficult to locate and isolate these kinds of hidden and transmissible faults by using the existing qualitative analysis and date-driven fault diagnosis methods. The analytical model method has the potential to deal with the difficulty as it explores the internal mechanism of HVAC systems, and therefore deserves further investigation [14], [15]. Although some analytical models were established for different HVAC subsystems in some literatures [16], [17], they were not integrated as a whole system. In addition, these works mainly focused on the issues of control and optimization of energy consumption. Recently, in [18], a distributed fault diagnosis method was developed to detect sensor fault based on a HVAC heating system model, which, however, didn’t take some key factors such as air supply into consideration. More importantly, the above established models were not verified by practical data. In fact, the lack of effective method to verify the accuracy of established model of HVAC system is also a main reason for the least application of analytical model based fault diagnosis in HVAC systems.

On the other hand, a flexible graphically based software called TRNSYS (Transient System Simulation Program), owing to its powerful simulative function, has been widely accepted in the simulation analysis of energy consumption of building and HVAC system recently [19], [20]. It is developed and improved by the solar energy laboratory of the University of Wisconsin and some other research institutes in U.S. and Europe. TRNSYS provides various excellent and factual building energy simulators [21], and thus has been widely used for simulation of HVAC systems. A large number of works have demonstrated the accuracy of TRNSYS. For example, in [22], a TRNSYS model was established for a multi-zone building HVAC system in an energy station in Iowa, USA, the accuracy of the TRNSYS model was verified by practical data. In [23], a public library HVAC model was established with TRNSYS, which was also consistent with practice data. The accuracy of TRNSYS may attribute to the fact that the modules provided by TRNSYS are developed by the authoritative departments such as the Thermal Energy Systems Specialists of the United States in a long time. Besides, the software adopts Component Object Method (COM) technology so that it can reproduce the HVAC system to a large extent [24]. In view of this, many existing TRNSYS modeling work carry out follow-up work directly without verification [25], [26]. In [25], TRNSYS was used to analyze the effects of an intelligent planning strategy on energy demand and cost of residential air conditioning system. Indeed, TRNSYS has been widely used in the design and optimization of HVAC systems [25], [27]–[29]. However, it can be noted from the literature that no work on TRNSYS model of HVAC systems for fault diagnosis has been reported. In view of the reliability and accuracy of TRNSYS in modeling and simulation of HVAC systems, it makes sense that using TRNSYS to verify the mathematical model of HVAC system under different faulty cases can break through the bottleneck of the research and application of analytical model based fault diagnosis method in HVAC systems, which motivates this work.

This paper develops a TRNSYS model and a mathematical mechanism model for a HVAC system in a building in Shanghai. Specifically, this paper provides the following contributions: 1) A TRNSYS model for a multi-zone building HVAC system is established based on practical data in Shanghai such as weather data, wall structures data and
double-layer insulating glass parameters etc.; 2) With the aid of the thermal-mass balance and air flow balance equations, a state-space model of the HVAC system is provided, and the consistency between the two models is verified; 3) Some typical faults occurred in actuators, sensors and plants are established, and the consistency of TRNSYS and state-space model of HVAC systems under the faulty cases is also verified; 4) The effects of several faults on system energy consumption are analyzed, which show that some faults such as pipe performance degradation caused by scaling can significantly increase energy consumption while having no obvious change in room temperature.

The organization of the paper is as follows: Section 2 introduces how to use TRNSYS to build a multi-zone building HVAC systems model; Section 3 deduces and establishes the state-space model of HVAC systems and verifies its accuracy; Section 4 establishes some typical fault models of HVAC systems; Section 5 analyzes the effects of typical faults on energy consumption of HVAC systems; Section 6 gives the summary and prospect.
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**FIGURE 5.** TRNSYS model of HVAC systems.

The temperature control strategy of VAV based HVAC system is to adjust the room temperature by changing the water and air volume while keeping the outlet air temperature of cooling coil unchanged [13], [30]. Our work also adopts this widely-used temperature control strategy. Specifically, a PI controller is used in AHU to control the water flow through the cooling coil to stabilize the air outlet temperature of the cooling coil at 16 °C. PI controllers are also used in VAV boxes to control the air flow of each room to stabilize the room temperature at setting points. The operating temperatures (such as cooling coil inlet water temperature, cooling coil outlet water temperature, cooling coil outlet air temperature, etc.) are set based on industry standards and given in Appendix B.

Based on the above structure and control strategy, an enclosure model of one AHU, 4 VAV and 4 rooms is established in TRNSYS, as shown in Fig. 5. In the TRNSYS-HVAC library, there is no specialized ducting system module. Generally, the connection line acts as the ducting system, as shown in the red and blue lines in Fig. 5. The involved 12 modules are also summarized in Appendix B.

Fig. 6 shows the indoor temperature from the beginning of May to the end of September, that is, from the 2920th hour to 6525th hour in the whole year. Fig. 7 shows the 24-hour temperature changes of the 4 rooms starting at 2930th hour.

![Graph showing indoor temperature from May to September](image)

**FIGURE 6.** Indoor temperature from the 2920th hour (early May) to the 6525th hour (late September).

It can be seen that the HVAC system can stabilize the temperatures of the 4 rooms at the setting value 25 °C.

![Graph showing temperature changes of 4 rooms](image)

**FIGURE 7.** The temperatures of the 4 rooms in one day starting at the 2930th hour.

of AHU and VAV box. AHU is mainly composed of return fan, air valve, cooling coil, water valve, air supply fan and various sensors. VAV is mainly composed of air valve and VAV controller. The temperature control strategy of VAV based HVAC system is to adjust the room temperature by changing the water and air volume while keeping the outlet air temperature of cooling coil unchanged [13], [30]. Our work also adopts this widely-used temperature control strategy. Specifically, a PI controller is used in AHU to control the water flow through the cooling coil to stabilize the air outlet temperature of the cooling coil at 16 °C. PI controllers are also used in VAV boxes to control the air flow of each room to stabilize the room temperature at setting points. The operating temperatures (such as cooling coil inlet water temperature, cooling coil outlet water temperature, cooling coil outlet air temperature, etc.) are set based on industry standards and given in Appendix B.

Based on the above structure and control strategy, an enclosure model of one AHU, 4 VAV and 4 rooms is established in TRNSYS, as shown in Fig. 5. In the TRNSYS-HVAC library, there is no specialized ducting system module. Generally, the connection line acts as the ducting system, as shown in the red and blue lines in Fig. 5. The involved 12 modules are also summarized in Appendix B.

Fig. 6 shows the indoor temperature from the beginning of May to the end of September, that is, from the 2920th hour to 6525th hour in the whole year. Fig. 7 shows the 24-hour temperature changes of the 4 rooms starting at 2930th hour.
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**FIGURE 6.** Indoor temperature from the 2920th hour (early May) to the 6525th hour (late September).

It can be seen that the HVAC system can stabilize the temperatures of the 4 rooms at the setting value 25 °C.
In addition, the temperature slightly increased at the 2936th hour because of the start of work at 8:00am. At the 2946th hour, the temperature dropped because of closing the office at 6:00pm. Fig. 6 and Fig. 7 are in accordance with the practical situation, which demonstrate the rationality and accuracy of the established TRNSYS model.

III. A STATE-SPACE MODEL OF HVAC SYSTEMS

In this section, based on the TRNSYS model of HVAC systems established in Section 2, the physical models of different subsystems are given based on the analysis of their mechanisms, and then are integrated into a state-space form. It can be seen from Figs. 4-5 that several subsystems affect room temperature, including cooling coils with water as the cooling source, valves, fans, and air diverting and mixing system, and multi-zone building. Their mathematical models are given in succession as follows.

A. MATHEMATICAL MODEL OF COOLING COIL WITH WATER AS THE COOLING SOURCE

The module of the cooling coil with water as the cooling source in TRNSYS is Type508. After setting the inlet and outlet water temperature, the module controls the air temperature after the coil by controlling the water flow through the coil. Based on the thermal-mass balance equation [31], the air temperature after cooling can be expressed as:

\[ \hat{T}_O = \left[ f_w \cdot c_w \cdot (T_{wi} - T_{wo}) + f_a \cdot c_a \cdot (T_{ai} - T_O) \right] / C_E. \]  

(1)

where \( T_{O}(°C) \) is the air outlet temperature of the cooling coil. \( f_a(kg/h) \) the water flow of cooling coil. \( c_w(J/kg \cdot °C) \) the specific heat capacity of water. \( T_{wo}(°C) \) the water inlet temperature of cooling coil. \( T_{wo}(°C) \) the water outlet temperature of cooling coil. \( f_a(kg/h) \) the air flow of cooling coil. \( c_a(J/kg \cdot °C) \) the specific heat capacity of air. \( T_{ai}(°C) \) the air inlet temperature of cooling coil. \( T_O(°C) \) the air outlet temperature of cooling coil. \( C_E(J/°C) \) the heat capacity of the cooling coil.

B. MATHEMATICAL MODEL OF AIR DIVERTING AND XIMING SYSTEM

The module of the air diverting system in TRNSYS is Type646. In this module, the air diverting system consists of air pipes and air valves, which distributes the cooled air into four rooms. For the air diverting system, according to the air flow balance equation, one can obtain:

\[ f_i = \eta_i / (\eta_A + \eta_B + \eta_C + \eta_D) \cdot f_a. \]  

(2)

where \( f_i(kg/h) \) denotes the air flow of room \( i \in \{A, B, C, D\} \), \( \eta _i \) denotes the open position of air valve in room \( i \), which is responsible for controlling the air flow into room \( i \). The air valve open position is controlled by the PI controller. The reference control signals output by these PI controllers are related to the set room temperature and the actual room temperature. If the air valve is fully open, it means that the reference control signal is 1. If the air valve is closed, it means that the reference control signal is 0. The total air flow through the cooling coil \( f_a \) and the maximum air flow of the fan \( f_{am} \) are such that:

\[ f_a = (\eta_A + \eta_B + \eta_C + \eta_D) f_{am} / 4. \]  

(3)

By substituting (3) into (2), it can be deduced that the maximum air flow of each room is \( f_{am} / 4 \). The relationship between the air flow and the maximum air flow of each room is described as:

\[ f_i = \eta_i \cdot f_{am} / f_{ui}, \]  

(4)

where \( f_{am}(kg/h) \) is the maximum air flow of room \( i \). \( u_i \) the control signal of air valve in room \( i \).

The module of the air mixing system in TRNSYS is Type648, which can mix the air from each room and send it to the air recirculation system. When the air pressure in the room is stable, the mixed air flow is equal to the sum of the air flow of four rooms. The temperature of the mixed air can be obtained according to thermal-mass balance equation:

\[ T_r = T_A \cdot f_A + T_B \cdot f_B + T_C \cdot f_C + T_D \cdot f_D / f_a. \]  

(5)

where \( T_r(°C) \) denotes the mixed air temperature. \( T_i(°C) \) the room temperature in room \( i \).

The air recirculation system can be built in TRNSYS with the above mentioned type646 and type648, or with the calculator provided by TRNSYS. The function of the air recirculation system is to exhaust part of the air from the air mixing system to the outside and then to blow in some fresh air. According to the air flow balance, the return air flow after exhausting can be obtained as:

\[ f_r = \eta_r / (\eta_r + \eta_m) \cdot f_a. \]  

(6)

where \( f_r(kg/h) \) is the recirculating air flow after exhaust. \( \eta_m \) the open position of the exhaust air valve. \( \eta_r \) the open position of the recirculating air valve.

Under the condition of constant pressure, the air flow after mixing the return air and fresh air, equals to the air flow before entering the cooling coil, and thus equals to the total air flow \( f_a \). Then the equation of fresh air flow is:

\[ f_N = f_a - f_r. \]  

(7)

where \( f_N(kg/h) \) denote the fresh air flow. According to thermal-mass balance equation, the air temperature before entering the cooling coil can be described as:

\[ T_{ai} = \frac{T_r \cdot f_r + T_N \cdot f_N}{f_r + f_N}, \]  

(8)

where \( T_N(°C) \) is the fresh air temperature. Substituting (2) - (7) into (8) yields:

\[ T_{ai} = \frac{\eta_A \cdot T_A \cdot f_A + T_B \cdot f_B + T_C \cdot f_C + T_D \cdot f_D}{(\eta_r + \eta_m) \cdot (\eta_A + \eta_B + \eta_C + \eta_D) + \eta_r + \eta_m} \cdot T_N. \]  

(9)
From (9), it can be seen that the heat air temperature before entering the cooling coil is related to the opening of each valve, the temperature of each room, the outdoor temperature and the air outlet temperature of cooling coil at the last moment.

C. MATHEMATICAL MODEL OF THE MULTI-ZONE BUILDING
The enclosure of the multi-zone building is established by TRNBuild which is read by the module type 508. Besides the heat exchange between HVAC and multi-zone building, many other factors such as personnel and equipment, heat transfer between rooms, outdoor temperature and sunlight should also be considered in the physical modeling of multi-zone building. For Rooms A and B located in the north side of the building, the heat generated by the sunlight intensity can be ignored. According to thermal-mass balance equation [31]-[33], the temperature of Room A can be expressed as:

$$\dot{T}_A = [(K_w \cdot S_{nwA} + K_o \cdot S_{soA})(T_C - T_A) + (K_w \cdot S_{nwB} + K_o \cdot S_{soB})(T_B - T_A)] + (K_w \cdot S_{nwA} + K_w \cdot S_{ewA} + K_o \cdot S_{soA}) (T_N - T_A) + W - f_A \cdot c_d (T_A - T_O)]/C_A. \quad (10)$$

where $K_w (W/m^2°C)$ denote the heat transfer coefficient of the wall, $K_o (W/m^2°C)$ the heat transfer coefficient of the window, $S_{jwi}(m^2)$ the area of wall in direction $ji$ of room $i$, with $e, s, w, n$ representing four directions of east, south, west, north respectively. $S_{jwo}(m^2)$ the area of window in direction $j$ of room $i$. $W(W)$ the heating power of people and equipment in the room. $C_i (J/F°C)$ the heat capacity of room $i$. Similarly, one can obtain the model of temperature of Room B:

$$\dot{T}_B = [(K_w \cdot S_{nwB} + K_o \cdot S_{soB})(T_D - T_B) + (K_w \cdot S_{nwB} + K_o \cdot S_{soB})(T_A - T_B)] + (K_w \cdot S_{nwB} + K_w \cdot S_{ewB} + K_o \cdot S_{soB}) (T_N - T_B) + W - f_B \cdot c_d (T_B - T_O)]/C_B. \quad (11)$$

For Rooms C and D located in the south of the building, the heat generated by the sunlight intensity shall be considered, and the room temperature can be expressed as:

$$\dot{T}_C = [(K_w \cdot S_{nwC} + K_o \cdot S_{soC})(T_A - T_C) + (K_w \cdot S_{nwC} + K_o \cdot S_{soC})(T_D - T_C)] + (K_w \cdot S_{nwC} + K_w \cdot S_{ewC} + K_o \cdot S_{soC}) (T_N - T_C) + W - f_C \cdot c_d (T_C - T_O) + TSI \cdot S_{soC}] / C_C. \quad (12)$$

$$\dot{T}_D = [(K_w \cdot S_{nwD} + K_o \cdot S_{soD})(T_R - T_D) + (K_w \cdot S_{nwD} + K_o \cdot S_{soB})(T_C - T_D)] + (K_w \cdot S_{nwD} + K_w \cdot S_{ewD} + K_o \cdot S_{soD}) (T_N - T_D) + W - f_D \cdot c_d (T_D - T_O) + TSI \cdot S_{soD}] / C_D. \quad (13)$$

Different from Rooms A and B, the solar light coefficient $TSI$ is introduced in (12)-(13) to represent the solar light effect.

D. THE STATE-SPACE MODEL OF HVAC SYSTEM
Next, we integrate the above mathematical models. Substituting (8) into (1) yields:

$$\dot{X} = [A_1 \quad A_2 \quad A_3 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0] X$$

$$+ B \begin{bmatrix} u_A \\ u_B \\ u_C \\ u_D \\ u_w \end{bmatrix} + F_1 \begin{bmatrix} E_1 \\ E_2 \\ E_3 \\ E_4 \end{bmatrix} T_N + F_2 \begin{bmatrix} F_1 \\ F_2 \end{bmatrix} \begin{bmatrix} T \end{bmatrix} + F_3 \begin{bmatrix} G_3 \\ G_4 \end{bmatrix} \begin{bmatrix} TSI \end{bmatrix} + F_4 \begin{bmatrix} 0 \end{bmatrix} / T + \begin{bmatrix} 0 \end{bmatrix}. \quad (15)$$

$$Y = X, \quad (16)$$

where the measurement equation (16) indicates that each state variable is measured by the corresponding temperature sensor, the specific formula in (15) is shown in Appendix C. Equation (15) provides a mathematical description of the TRNSYS model established above.

It can be seen from the appendix that $A_{51}$-$A_{55}$ in the state transition matrix contains the control variable $u$, while $B_{1}$-$B_{4}$ in control matrix contains the state variable $X$, which means that (15) is a nonlinear (bilinear) system, that is, the HVAC system is typical nonlinear system. Next, the accuracy of the state-space model (15)-(16) is verified by comparing the simulation results of MATLAB and TRNSYS. Because the simulation step of TRNSYS is 0.01 hours, that is 36 seconds, the simulation step in MATLAB is also set to 36 seconds. The weather and lighting parameters in July 17th in Shanghai are chosen. The temperatures of the 4 rooms provided by MATLAB are shown in Fig. 8, where the abscissa 4755 means the 4755th hour of the whole year. It can be seen that all
FIGURE 8. MATLAB simulation results of temperature of the four rooms on July 17.

FIGURE 9. Comparison of simulation results between MATLAB and TRNSYS.

IV. MODELING OF TYPICAL FAULTS IN HVAC SYSTEMS

According to the location, the faults in HVAC systems can be classified into four types: actuator faults, equipment faults, sensor faults and controller faults, in which stuck actuator, pipe scaling and sensor faults are common and typical faults [34], [35].

A. STUCK ACTUATOR

In HVAC systems, actuators mainly refer to various air valves, water valves, fans and pumps. Stuck actuators are usually caused by foreign matters in the pipes or control system fault. No matter where the actuator is stuck during operation, the room temperature is greatly affected. The kind of fault is generally modelled as:

\[
\eta = \begin{cases} 
R & t \geq T \\
u & t < T ,
\end{cases}
\]  

where \( \eta \) is the open position of the actuator, \( R \) the fixed value where the actuator is stuck, \( u \) the control signal received by the actuator, \( t \) the running time of the system, \( T \) the time when the fault occurs. Consider such a fault occurs in Room C, the control signal \( u_c \) in the state-space model (15) is replaced by (17). In the TRNSYS simulation, the open position of air valve should be set as the fixed value R. Assume that the air valve of Room C is stuck at 80% open position (namely, \( R = 0.8 \)), the MATLAB and TRNSYS simulation results of the 4 rooms under this faulty case are shown in Figs. 10-11. It can be seen that the air valve stuck in one

Remark 1: Only a single-floor, 4-zone HVAC system is studied in our work for the convenience of description and analysis. The work can be extended to some large-scale building since the single-floor, 4-zone HVAC system includes most of typical features of large buildings. For example, the connection of rooms with other rooms and atmospheric environment, the heat dissipation of personnel and equipment, and the solar light coefficient. When extending our modelling work to a multi-zone building, it is only necessary to change some parameters of walls and window as well as other parameters mentioned above according the original formula, and combine the formulas of each room together.

Remark 2: There are some limitations of the developed simulator. For example, chiller, as an important unit of HVAC system, was not fully investigated in both TRNSYS model and state space model. There are many kinds of chillers, and different chillers have different operation principles. Instead of modeling according to the specific chiller, we directly set the chilled water temperature at the given value. The TRNSYS and mechanism modelling of typical chillers deserve further investigation.

FIGURE 10. The temperatures of the 4 rooms with the stuck value fault (TRNSYS results).

FIGURE 11. The temperatures of the 4 rooms with the stuck value fault (MATLAB results).
room significantly change the temperature of the corresponding room, while causing little impact on the other three rooms. Furthermore, the comparison between MATLAB and TRNSYS on the temperature of Room C is depicted in Fig. 12. It can be observed that the state-space model provides a close result to that of the TRNSYS. The room temperature is lower than 25 °C all day because the air valve stuck at 80% opening position leads to more cold air flow. The temperature in off hour is at about 20 °C and the temperature in working hour rises to nearly 24 °C, which is due to the generated heat and the higher outdoor temperature in working hours.

B. PIPE Scaling

In HVAC systems, due to the corrosion of water pipes and impurities from the waters, pipe scaling is one of the most common faults of HVAC systems. For the pipe and pump system with the pump working at rated speed, pipe scaling will increase the pipe resistance coefficient and thus lead to a decrease of the flow. The similar phenomenon occurs in the fan and duct system.

\[
O = \begin{cases} 
(1 - V)O_{\text{max}} & t \geq T \\
O_{\text{max}} & t < T,
\end{cases}
\]

(18)

where \((1 - V)\) denotes the pipeline transportation efficiency with \(V\) denoting performance degradation. \(O\) the actual flow rate of the pipeline system. \(O_{\text{max}}\) the design flow rate of the pipeline system. Consider such a fault occurs in the water pipe, then \(B_2\) in the state-space model (15) is replaced by (18). In the TRNSYS simulation, the value of the cooling coil is multiplied by \((1 - V)\). Assume that the performance of water pipe is degraded by 10% caused by scaling (namely, \(V = 0.1\)), the comparison of the two models on the temperature of Room C is depicted in Fig.13. It can be seen that the outputs of the two models is almost identical and the effect of 10% performance degradation of water pipe on the temperature of Room C can be ignored. The other three rooms have similar results, which are not shown here due to space limitation.

Further assume that a more serious pipe scaling leads 75% performance degradation of water pipe (namely, \(V = 0.75\)). It can be seen from Figs. 14-15 that a serious pipe scaling affects the temperature of all four rooms. The temperature of rooms facing south is obviously different from the one of rooms facing north after 4765th hour. Fig. 16 depicts the temperature of Room C provided by MATLAB and TRNSYS. As can be observed, the two models have a similar temperature trend with slight difference. In the daytime, the temperature gradually increases to nearly 26 °C with the increase of outdoor temperature as the cooling capacity of cooling coil fails to keep up with the demand. In the night, the temperature drops below 25 °C and then returned to 25 °C in a period of time as the heat generated by system and the

\[O = \begin{cases} 
(1 - V)O_{\text{max}} & t \geq T \\
O_{\text{max}} & t < T,
\end{cases}
\]
light intensity are decreased. The serious pipe scaling causes a serious performance degradation of cooling coils, which makes the outdoor weather temperature have a great impact on the air supply temperature. The slight difference comes from that the TRNSYS uses the practical weather data while the MATLAB uses a similar sinusoidal signals.

It can be concluded from Figs. 13-16 that whether the performance degradation of pipe affecting room temperature depends on the fault size. Taking the water pipe scaling as an example, if the pipe scaling degree is low, the pump increases the operating power to ensure sufficient water supply. If the pipe scaling degree is high, it has a significant impact on room temperature even the pump works at maximum power. The same is true for other faults causing pipe performance degradation.

C. SENSOR FAULTS

Sensor faults mainly refers to the bias, drift, precision degradation, and complete failure, which are usually caused by the long time use, extreme environment and other reasons. The sensor bias fault leads to a fixed bias between the measured value and the actual value. This fault can be described as:

$$Y_{out} = \begin{cases} X_{in} + P & t \geq T \\ X_{in} & t < T, \end{cases}$$  \hspace{1cm} (19)

where $Y_{out}$ is the measured value of the sensor, $X_{in}$ the real value, $P$ a fixed bias when the sensor has a bias fault.

If such a fault occurs in Room C, in the MATLAB simulation, $X_{in}$ in (19) is replaced by the right of the equation in the line where $y_c$ is in (16), and $Y_{out}$ in (19) is replaced by $y_c$ in (16). In the TRNSYS simulation, the temperature output of Room C is increased by $P$. Assuming that the measured value of the sensor is 1 °C higher than the real value (namely, $P = 1$). As can be seen in Fig. 17-18, the fixed bias fault of a single room temperature sensor affects the corresponding room temperature, while the effect on the other three rooms can be ignored. Further, the temperature of Room C from MATLAB and TRNSYS is compared. The initial value setting of the room in MATLAB is the same as that in TRNSYS. As can be seen in Fig. 19, the temperature of the room is reduced by 1 °C relative to the normal situation after the occurrence of the fault.

Further, assuming that a bias fault occurs in the cooling coil temperature sensor with $P = 2$. The comparison between MATLAB and TRNSYS on the temperature of Room C is shown in Fig. 20. As can be observed, the fault also has no effect on room temperature although the air temperature of the cooling coil reduced by 2 °C. This is because the air valve can compensate the temperature rise by reducing opening. The other three rooms have a similar result. which are not shown here due to space limitation.
It can be concluded that, no matter how small the bias fault of room temperature is, it always affects the corresponding room temperature. However, whether the temperature sensor bias fault of the cooling coil affecting the room temperature depends on the fault size. Fig. 20 depicts the room temperature under the case of a small temperature sensor bias of the cooling coil. As can be observed, the room temperature remains at 25°C.

The sensor drift fault causes a gradually increasing bias between the measured value and the real value. The fault can be described as:

$$Y_{out} = \begin{cases} X_{in} + Q(t - T) & t \geq T \\ X_{in} & t < T \end{cases}$$

(20)

where $Q$ denote the rate of difference. This fault will not affect the room temperature at the beginning, but its effect will gradually increase over time. After a period of time, the effect is similar to the sensor bias fault, which is not shown here for analysis.

The precision degradation of sensor is represented in an increase of the standard error of sensor measurement. This kind of fault can be described as:

$$Y_{out} = \begin{cases} X_{in} + N & t \geq T \\ X_{in} & t < T \end{cases}$$

(21)

where $N$ is a zero mean normal distribution. The fault generally leads to a dynamic change of room temperature while the average value of room temperature remains normal.

The complete failure of sensor causes sensor measurement remaining at a fixed value no matter how the real value changes. The fault can be described as:

$$Y_{out} = \begin{cases} S & t \geq T \\ X_{in} & t < T \end{cases}$$

(22)

where $S$ denote the fixed value when the sensor fails completely. If this kind of fault occurs in a room with a fixed value $S$ smaller than the setting one, the VAV system in the corresponding room will be shut down. If $S$ is larger than the setting value, the open position of the air valve keeps stable, and the effect on the room temperature is basically the same as Figs. 10-12.

V. ANALYSIS OF THE EFFECTS OF FAULTS ON ENERGY CONSUMPTION

A. ENERGY CONSUMPTION OF FANS AND PUMPS

Fan and water pump are the main energy consumption equipment of HVAC systems. In order to analyze the effects of faults on energy consumption, the power of fan is firstly given as follows [36], [37]:

$$P_f = \frac{Q_f \cdot P_a}{3600 \cdot \eta_f \cdot \eta_m},$$

(23)

where $P_f$ (W) is the power of the fan. $Q_f$ (m³/h) the air flow provided by the fan. $P_a$ (Pa) the total pressure of the fan. $\eta_f$ the total pressure efficiency of the fan. $\eta_m$ the transmission efficiency of the fan. Without considering the static pressure of the fan, the total pressure of the fan is equal to the dynamic pressure of the fan. According to the formula of dynamic pressure, the total pressure can be described as follows [37]:

$$P_a = \frac{1}{2} \rho_a v_f^2,$$

(24)

where $\rho_a$ (kg/m³) denotes the air density. $v_f$ (m/s) the wind speed. Substituting (23) into (24) yields:

$$P_f = \frac{S_f v_f^2 \cdot \rho_a}{2 \cdot \eta_f \cdot \eta_m},$$

(25)

where $S_f$ (m²) is the swept area of fan blades.

The power of pump can be obtained as [36], [37]:

$$P_w = \frac{\rho_w \cdot g \cdot Q_w \cdot H \cdot \eta_w}{\eta_w \cdot \eta_n},$$

(26)

where $P_w$ (W) is the power of water pump. $\rho_w$ (kg/m³) the water density. $g$ (m/s²) the gravitational acceleration. $Q_w$ (m³/s) the water flow. $H$ (m) the lift of water pump. $\eta_w$ the efficiency of water pump. $\eta_n$ the power conversion coefficient of water pump. The water lift of pump can be obtained as:

$$H = \frac{p_2 - p_1}{\rho_w \cdot g} + \frac{v_2^2 - v_1^2}{2g} + z_2 - z_1,$$

(27)

where $p_1$ (Pa) denote the liquid pressure at the pump inlet. $p_2$ (Pa) the liquid pressure at the pump outlet. $v_1$ (m/s) the water flow at the pump inlet. $v_2$ (m/s) the water flow at the pump outlet. $z_1$ (m) the horizontal height of the pipe inlet. $z_2$ (m) the horizontal height of the pipe outlet. Substituting (27) into (26) yields:

$$P_w = \frac{\rho_w \cdot g \cdot S_m \cdot \eta_w \cdot \eta_n}{\eta_w \cdot \eta_m} \cdot \left[\left(\frac{p_2 - p_1}{\rho_w \cdot g} + z_2 - z_1 - \frac{v_1^2}{2g}\right) v_2 + \frac{v_2^3}{2g}\right],$$

(28)

where $S_m$ (m²) is the swept area of pump motor blades.

B. THE EFFECTS OF FAULTS ON ENERGY CONSUMPTION

Generally speaking, the faults that have a significant impact on room temperature are easy to be found, while the faults that have no significant impact on room temperature are easy to be ignored. Given this, the effects of faults on energy consumption are analyzed in this section from the perspective
of whether they have significant impacts on room temperature. The energy consumptions of fan and water pump are calculated according to (25) and (28) and some modules of TRNSYS.

We first consider the faults which have obvious effects on room temperature. To this end, choose the faults of air valve stuck with $R = 0.8$ in Section 4.1 and pipe scaling with $V = 0.75$ in Section 4.2. Figs. 21-22 depict the energy consumptions of fan and water pump respectively. By calculation, the air valve stuck leads to 1.21 times of fan energy consumption and 2.25 times of pump energy consumption when compared with the fault free case. The pipe scaling with $V = 0.75$ leads to 2.58 times of fan energy consumption and 12.43 times of pump energy consumption when compared with the fault free case. As can be observed, the pipe scaling has a huge effect on energy consumption of fan and pump, while the air valve stuck has a relatively small effect. The reason lies in that the pipe scaling with $V = 0.75$ affects the whole system while the air valve stuck in one room only affects the air and water supply systems of the corresponding room. The reason for the increase of energy consumption of the water pump with air valve fault is that the fan always in full open state and cannot reduce the water flow to the cooling coil to the set temperature. The air flow is increased by making the air valve at a larger open position to compensate the decrease of cooling load.

Next, we consider the faults that have little effect on room temperature. Remember that the pipe scaling which causes limited performance degradation and some temperature sensor bias fault don’t change the room temperature. Therefore, we choose the following four faulty cases:

- Case I. The water pipe scaling with $V = 0.1$;
- Case II. The water pipe scaling with $V = 0.67$;
- Case III. Both water pipe scaling and air pipe scaling with $V = 0.1$;
- Case IV. Cooling coil temperature sensor bias with $P = 2$.

A comparison of the temperature of Room C among the fault free case and the above four faulty cases is shown in Fig. 23 (For the results of Case IV, please see Fig. 20). It can be seen that the room temperatures in the four faulty cases are almost the same, where they all remain at a given 25 °C.

Figs. 24-25 depict the fan energy consumption and water pump under the fault free case and the four faulty cases. As can be observed, the water pipe scaling with $V = 0.1$ doesn’t increase the fan energy consumption while the water pipe scaling with $V = 0.67$ leads an obvious increase of the fan energy consumption. The reason lies in that the performance of the water pipe in case II is greatly degraded and the air outlet temperature cannot reach to the set value even the
water pump operates at full load, which further make the fan to increases the air flow to meet the cooling load required by the room. Fig. 24 also shows that both water pipe scaling and air pipe scaling with \( V = 0.1 \) causes the energy consumption of the fan to increase all day.

By calculation, water pipe scaling with \( V = 0.67 \) causes the energy consumption of the fan to be 1.15 times when compared with fault-free case. Both water pipe scaling and air pipe scaling with \( V = 0.1 \) causes the energy consumption of the fan to be 1.01 times when compared with fault-free case. Cooling coil temperature sensor bias with \( P = 2 \) unexpectedly leads to a decrease in energy consumption of fan, which is caused by a decrease in the cooling coil outlet temperature.

It can be seen in Fig. 25 that four kinds of faults increase the energy consumption of water pump. Water pipe scaling with \( V = 0.67 \) causes the pump energy consumption to be stable during working hours because the pump is running at full load. Cooling coil temperature sensor bias with \( P = 2 \) also increases the energy consumption of the water pump, as the fault makes the outlet air temperature of the cooling coil lower than the set temperature by increasing the water flow.

By calculation, the water pipe scaling with \( V = 0.1 \) causes the energy consumption of water pump to be 1.40 times when compared with fault-free case. The serial water pipe scaling with \( V = 0.67 \) causes the energy consumption of water pump to be 10.58 times when compared with fault-free case. Both water pipe scaling and air pipe scaling with \( V = 0.1 \) causes the energy consumption of water pump to be 1.97 times. Cooling coil temperature sensor bias with \( P = 2 \) causes the energy consumption of water pump to be 2.79 times.

It can be concluded that the faults which do not affect the room temperature generally result in a great waste of energy consumption. As they are often ignored, some more intelligent fault diagnosis and fault tolerant controls deserve further investigation.

VI. CONCLUSION
A state-space model of HVAC systems is established in this paper based on thermal-mass balance and air flow balance equations. In order to verify the accuracy of the model, a multi-zone building HVAC model is built by TRNSYS based on the practical data. Furthermore, several kinds of typical faults in HVAC systems are investigated and the consistency between TRNSYS and state-space model under the faulty cases are also verified. By analyzing and verifying the effects of several typical faults on the energy consumption of the system, it is shown that moderate pipe scaling and several kinds of sensor faults may have no obvious effect on the room temperature, but significantly increase the energy consumption.

The paper provides a foundation for the ongoing and upcoming research on fault diagnosis of HVAC systems including but not limited to the following:

1) TINY FAULT DETECTION AND LOCATION OF HVAC SYSTEMS
As shown by the simulation results, there are many tiny faults that do not change the room temperature. This kind of hidden faults are the main causes of the waste of building energy consumption, so it is of great practical demand to detect and locate such faults in time. Furthermore, fault propagation and the nonlinearity of HVAC systems add difficulties in diagnosis this kind of faults. The model-based fault diagnosis technique is the most promising approach to tackle this problem as the operation mechanism of HVAC system can be explored to get more fault features.

2) DISTRIBUTED AND SCALABLE FAULT DIAGNOSIS
Different subsystems of HVAC, such as cold and heat sources, AHU and terminals are distributed in different areas of the building, which puts forward a high demand for communication and computing resources for the conventional centralized monitoring approach, especially for commercial and public tall buildings. Therefore, there is an urgent requirement for distributed fault diagnosis techniques. Further, it is notable that only four rooms are considered in this paper. Actually, in a large-scale building, it seems impossible to use the centralized model-based fault diagnosis for monitoring the entire building system even a global model can be established. Exploiting the distributed topology of the building system, every fault diagnosis agent can be designed to monitor a single building zone and to execute the fault isolation process locally, while taking into account faults that affect part of the building system [39]. Therefore, the distributed fault diagnosis method should be scalable in the case that the building topology evolves, similar to a plug-and-play approach [40].

3) COOPERATIVE FAULT-TOLERANT CONTROL WITH ENERGY CONSUMPTION CONSTRAINT
Researchers found that even when the building operators were given clear guidance on the fault and the impact associated with it, it was difficult to get their attention to respond to that fault. There are many reasons for that, including lack of incentives to make building operations more efficient, a culture that only tries to address problems or react to “fires” when an occupant makes a complaint and the whole issue of...
split incentives (owners who are not occupants of the building) [4]. In this way, a large number of soft faults are ignored and a large amount of energy consumption is wasted. In view of the difficulty of human nature change and the demand of building energy saving, it is significant to automatically cooperate each subsystem of HVAC to restore performance and maintain the normal energy consumption level once the fault is detected, that is to say, the study of cooperative fault tolerant control of HVAC systems with energy consumption constraint makes a great deal of sense.

APPENDIX A
Details about the building are summarized in Tab 1.

TABLE 1. Some building parameters.

| Item                        | Value(single room) |
|-----------------------------|-------------------|
| Initial temperature of the room | 25°C              |
| Infiltration                | 0.6h              |
| Heating and Cooling and Comfort | Off (Air conditioning model has been built by ourselves) |
| Gains(Persons)              | ISO 7730-3:4*15*USE (Light office with 15 people) |
| Gains(Computer)             | 140W PC with monitor*15*USE |
| Gains(Artificial Lighting)  | 17W/160W*2*6*USE |
| Gains(USE)                  | Weekly plan. Monday to Friday are working days. Saturday and Sunday are rest days. Working hours are 8:00-18:00. The output of USE is 1 in working hours of working days, otherwise 0. |
| Humidity                    | Simple humidity model |
| Ventilation                 | Input mode (Temperature and flow) |
| Length of room              | 7m                |
| Width of room               | 6m                |
| Height of room              | 3.5m              |
| Walls                       | Default concrete wall |
| Windows                     | Double glass      |
| Window wall area ratio      | 0.2               |

APPENDIX B
The involved 12 modules are summarized in Tab 2.

APPENDIX C
The specific formula in (15) is as follows:

\[
A_{11} = [-K_w(S_{swA} + S_{ewA} + S_{nwA} + S_{wWA}) - K_o(S_{soA} + S_{noA} + S_{woA})]/C_A,
A_{12} = [K_w(S_{swA} + K_oS_{soA})]/C_A,
A_{13} = [K_w(S_{swA} + K_oS_{soA})]/C_A,
A_{21} = [K_w(S_{swB} + K_oS_{soB})]/C_B,
A_{22} = [-K_w(S_{swB} + S_{ewB} + S_{nwB} + S_{wWB}) - K_o(S_{soB} + S_{noB} + S_{woB})]/C_B,
A_{24} = [K_w(S_{swB} + K_oS_{soB})]/C_B,
A_{31} = [K_w(S_{swC} + K_oS_{soC})]/C_C,
A_{33} = [-K_w(S_{swC} + S_{ewC} + S_{nwC} + S_{wWC}) - K_o(S_{soC} + S_{noC} + S_{woC})]/C_C,
A_{34} = [K_w(S_{swC} + K_oS_{soC})]/C_C,
A_{42} = [K_w(S_{nwD} + K_oS_{noD})]/C_D,
A_{43} = [K_w(S_{wwD} + K_oS_{woD})]/C_D,
A_{44} = [-K_w(S_{swD} + S_{ewD} + S_{nwD} + S_{wWD}) - K_o(S_{soD} + S_{noD} + S_{woD})]/C_D,
A_{51} = f_a c_a \eta_r u_A/[(\eta_r + \eta_{mo})(u_A + u_B + u_C + u_D)C_E],
A_{52} = f_a c_a \eta_r u_A/[(\eta_r + \eta_{mo})(u_A + u_B + u_C + u_D)C_E],
A_{53} = f_a c_a \eta_r u_C/[(\eta_r + \eta_{mo})(u_A + u_B + u_C + u_D)C_E],
A_{54} = f_a c_a \eta_r u_D/[(\eta_r + \eta_{mo})(u_A + u_B + u_C + u_D)C_E],
A_{55} = -f_a c_a \eta_r /C_E, B = diag(B_1, \ldots, B_5),
B_1 = f_A n t a \eta_r (T_A - T_D)/C_A,
B_2 = f_B n t a \eta_r (T_B - T_D)/C_B,
B_3 = f_C n t a \eta_r (T_C - T_D)/C_C,
B_4 = f_D n t a \eta_r (T_D - T_D)/C_D,
B_5 = f_{ww} n t a \eta_r (T_{wW} - T_{wW})/C_E,
E_1 = [K_w(S_{swA} + S_{wWA}) + K_o(S_{soA} + S_{wWA})]/C_A,
E_2 = [K_w(S_{swB} + S_{wWB}) + K_o(S_{soB} + S_{wWB})]/C_B,
E_3 = [K_w(S_{swC} + S_{wWC}) + K_o(S_{soC} + S_{wWC})]/C_C,
E_4 = [K_w(S_{swD} + S_{wWD}) + K_o(S_{soD} + S_{wWD})]/C_D,
E_5 = f_a c_a \eta_{mo}/(\eta_r + \eta_{mo}), F_1 = 1/C_A,
\]
\[ F_2 = 1/C_B, \quad F_3 = 1/C_C, \quad F_4 = 1/C_D, \]
\[ G_3 = 1/C_C, \quad G_4 = 1/C_D. \]

REFERENCES

[1] K. T. Papakostas and T. Stilini, “Effects of climate change on the energy required for the treatment of ventilation fresh air in HVAC systems the case of Athens and Thessaloniki,” *Procedia Environ. Sci.*, vol. 38, pp. 852–859, Jan. 2017.

[2] IEA Website. Accessed: Jun. 7, 2019. [Online]. Available: http://ec.europa.eu/eurostat/web/energy/data/main-tables

[3] Energy Impact of Commercial Building Controls and Performance Diagnostics: Market Characterization, Energy Impact of Building Faults and Energy Saving Potential, TIAI LLC, U.S. Dept. Energy, Washington, DC, USA, 2005.

[4] W. Kim and S. Katipamula, “A review of fault detection and diagnostics methods for building systems,” *Sci. Technol. Built Environ.*, vol. 24, no. 1, pp. 3–21, Jan. 2018.

[5] Z. Mao, Y. Zhan, G. Tao, B. Jiang, and X.-G. Yan, “Sensor fault detection for rail vehicle suspension systems with disturbances and stochastic noises,” *IEEE Trans. Veh. Technol.*, vol. 66, no. 6, pp. 4691–4705, Jun. 2017.

[6] Y. Wang, P. He, H. Li, X. Sun, W. Wei, Z. Wei, and Y. Li, “Stabilization for networked control system with time-delay and packet loss in both S–C side and C–A side,” *IEEE Access*, vol. 8, pp. 2513–2523, 2020.

[7] J. Schein, S. T. Busby, N. S. Castro, and J. M. House, “A rule-based fault detection method for air handling units,” *Energy Buildings*, vol. 38, no. 12, pp. 1485–1492, Dec. 2006.

[8] A. Capozzoli, F. Lauro, and I. Khan, “Fault detection analysis using data mining techniques for a cluster of smart office buildings,” *Expert Syst. Appl.*, vol. 42, pp. 4328–4324, 2015.

[9] Z. Du, X. Jin, and L. Wu, “Fault detection and diagnosis based on improved PCA with IAA method in VAV systems,” *Building Environ.*, vol. 42, no. 9, pp. 3221–3232, Sep. 2007.

[10] Z. Du, B. Fan, X. Jin, and J. Chi, “Fault detection and diagnosis for buildings and HVAC systems using combined neural networks and subtractive clustering analysis,” *Building Environ.*, vol. 73, pp. 1–11, Mar. 2014.

[11] F. Zhou, S. Yang, H. Fujita, D. Chen, and C. Wen, “Deep learning fault diagnosis method based on global optimization GAN for unbalanced data,” *Knowl.-based Syst.*, vol. 187, pp. 1–19, 2020.

[12] G. Provan, “Generating reduced-order diagnosis models for HVAC systems,” in *Proc. Int. Workshop Princ. Diagnosis*, Munarn College, 2011, pp. 4–7.

[13] H. Shahnazari, P. Mhaskar, J. M. House, and T. I. Salsbury, “Heating, ventilation and air conditioning systems: Fault detection and isolation and safe parking,” *Comput. Chem. Eng.*, vol. 108, pp. 139–151, Jan. 2018.

[14] Y. Yan, P. B. Luh, and K. R. Pattipati, “Fault diagnosis of HVAC air-handling systems considering fault propagation impacts among components,” *IEEE Trans. Autom. Sci. Eng.*, vol. 14, no. 2, pp. 705–717, Apr. 2017.

[15] B. Sun, P. B. Luh, Q.-S. Jia, Z. O'Neill, and F. Song, “Building energy doctors: An SPC and Kalman filter-based method for system-level fault detection in HVAC systems,” *IEEE Trans. Autom. Sci. Eng.*, vol. 11, no. 1, pp. 215–229, Jan. 2014.

[16] Z. Afroz, G. Shafiullah, T. Urmee, and G. Higgins, “Modeling techniques used in building HVAC control systems: A review,” *Renew. Sustain. Energy Rev.*, vol. 83, pp. 64–84, Mar. 2018.

[17] H. S. Asad, R. K. K. Yuen, J. Liu, and J. Wang, “Adaptive modeling for reliability in optimal control of complex HVAC systems,” *Building Simul.*, vol. 12, no. 6, pp. 1095–1106, Dec. 2019.

[18] V. Reppa, P. Papadopoulos, M. M. Polycarpou, and C. G. Panayiotou, “A distributed architecture for HVAC sensor fault detection and isolation,” *IEEE Trans. Control Syst. Technol.*, vol. 23, no. 4, pp. 1523–1537, Jul. 2015.

[19] D. B. Crawley, J. W. Hand, M. Kimmert, and B. T. Griffith, “Contrasting the capabilities of building energy performance simulation programs,” *Building Environ.*, vol. 43, no. 4, pp. 661–673, Apr. 2008.

[20] Z. Yang and B. Becerik-Gerber, “Coupling occupancy information with HVAC energy simulation: A systematic review of simulation programs,” in *Proc. Workshop Princ. Adv. Distrib. Simulation*, Dec. 2014, pp. 3212–3223.

[21] Chinese Mainland Region Transys Official Website. Accessed: Jul. 3, 2020. [Online]. Available: http://www.trnsys.com.cn/index

AIBING QIU received the Ph.D. degree in control theory and control engineering from the Nanjing University of Aeronautics and Astronautics, Nanjing, China, in 2010. He is currently a Professor with the School of Electrical Engineering, Nantong University. His research interests include fault diagnosis, fault tolerant control and their applications to the smart building, and the smart grid.
ZE YAN received the B.Eng. degree in electrical engineering and automation from the Jincheng College, Nanjing University of Aeronautics and Astronautics, Nanjing, China, in 2018. He is currently pursuing the M.S. degree in control theory and control engineering with Nantong University. His research interests include model based fault diagnosis and fault tolerant control for HVAC systems.

QIANGWEI DENG received the B.Eng. degree in electrical engineering and automation from Jincheng College, Nanjing University of Aeronautics and Astronautics, Nanjing, China, in 2017. She is currently pursuing the M.S. degree in control theory and control engineering with Nantong University. Her research interests include fault diagnosis and fault tolerant control for distributed interconnected systems.

JIANLAN LIU received the M.S. degree in communication and information system from the College of Communication and Information Technology, Nanjing University of Posts and Telecommunications, Nanjing, China, in 2006. She is currently a Lecturer with the School of Electronic Information Engineering, Nantong Vocational University. Her research interest includes information processing for smart building.

LIANGLIANG SHANG received the Ph.D. degree in control theory and control engineering from Northeastern University, Shenyang, China, in 2016. He is currently a Lecturer with the School of Electrical Engineering, Nantong University. His research interests include complex industrial process modeling, fault detection, and diagnosis.

JINGSONG WU received the B.Eng. degree in building electricity and intelligence from Nantong University, Nanjing, China, in 2020, where he is currently pursuing the M.S. degree in control theory and control engineering. His research interests include fault detection and diagnosis.

* * *