Universal Slope Sets for Upward Planar Drawings

Michael A. Bekos¹ · Emilio Di Giacomo² · Walter Didimo² · Giuseppe Liotta² · Fabrizio Montecchiani²

Received: 30 January 2020 / Accepted: 20 April 2022 / Published online: 9 May 2022
© The Author(s) 2022, corrected publication 2022

Abstract
We study universal sets of slopes for computing upward planar drawings of planar st-graphs. We first consider a subfamily of planar st-graphs, called bitonic st-graphs. We prove that every set S of Δ slopes containing the horizontal slope is universal for 1-bend upward planar drawings of bitonic st-graphs with maximum vertex degree Δ, i.e., every such digraph admits a 1-bend upward planar drawing whose edge segments use only slopes in S. This result is worst-case optimal in terms of number of slopes, and, for a suitable choice of S, it gives rise to drawings with worst-case optimal angular resolution. We then prove that every such set S can be used to construct 2-bend upward planar drawings of n-vertex planar st-graphs with at most 4n − 9 bends in total.
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1 Introduction

Let $G$ be a graph with maximum vertex degree $\Delta$. The $k$-bend planar slope number of $G$ is the minimum number of slopes for the edge segments needed to construct a $k$-bend planar drawing of $G$, i.e., a planar drawing where each edge is a polyline with at most $k \geq 0$ bends. Since no more than two edge segments incident to the same vertex can use the same slope, $\lceil \Delta/2 \rceil$ is a trivial lower bound for the $k$-bend planar slope number of $G$, irrespectively of $k$. Besides their theoretical interest, $k$-bend planar drawings with small slope number form a natural extension of two well-established graph drawing models: The orthogonal [5, 23, 25, 44] and the octilinear drawing models [2, 3, 6, 40], both having several applications, such as in VLSI and floor-planning [38, 45], and in metro-maps and map-schematization [15, 30, 41, 43], respectively. Orthogonal drawings use only two slopes for the edge segments (the horizontal one and the vertical one), while octilinear drawings use no more than four slopes (the horizontal, the vertical, and the two diagonal slopes). Consequently, they are limited to graphs with $\Delta \leq 4$ and $\Delta \leq 8$, respectively.

These two drawing models have been generalized to graphs with arbitrary maximum vertex degree $\Delta$ in [21, 22]. Concerning planar graphs, Keszegh, Pach and Pálvölgyi [33] prove that every such a graph admits a 2-bend planar drawing using a set of $\lceil \Delta/2 \rceil$ equispaced slopes. (Intuitively, a set of slopes is equispaced if the angles formed by pairs of adjacent edges using consecutive slopes in this set are all the same; see also Sect. 2 for a formal definition.) As a witness of the tight connection between the two problems, the result by Keszegh et al. is built upon an older result for orthogonal drawings of degree-4 planar graphs by Biedl and Kant [5]. In the same paper, Keszegh et al. also study the 1-bend planar slope number and show an upper bound of $2\Delta$ and a lower bound of $\frac{3}{4}(\Delta - 1)$ for this parameter. The upper bound has been progressively improved. Initially, Durocher and Mondal [24] establish $\frac{7}{3}\Delta$ and $\Delta$ as upper bounds for the 1-bend planar slope number of 2-trees and of planar 3-trees, respectively. Later, the upper bound for general planar graphs has been set to $\frac{3}{2}(\Delta - 1)$ by Knauer and Walczak [36] and subsequently to $\Delta - 1$ by Angelini et al. [1]. Angelini et al. actually prove a stronger result: Given any set $S$ of $\Delta - 1$ slopes, every planar graph with maximum vertex degree $\Delta$ admits a 1-bend planar drawing whose edge segments use only slopes in $S$. Any such slope set is hence called universal for 1-bend planar drawings. This result simultaneously establishes the best-known upper bound on the 1-bend planar slope number of planar graphs and the best-known lower bound on the angular resolution of 1-bend planar drawings, i.e., on the minimum angle between any two edge segments incident to the same vertex. The second implication follows from the fact that if the slopes in $S$ are equispaced, the resulting drawings have angular resolution of at least $\frac{\pi}{3-1}$. For the case $k = 0$, the best-known upper bound is $2^{\mathcal{O}(\Delta)}$, while the corresponding best-known lower bound is $3\Delta - 6$ [33]. The large gap between these bounds on the (0-bend) planar slope number motivated an array of results for subclasses of planar graphs, namely improved upper bounds (which are polynomial in $\Delta$) have been proved for nested pseudo-trees [8], planar partial 3-trees [17, 31], partial 2-trees [39], outerplanar graphs [37], while the planar slope number of planar graphs of maximum degree three is four [18].
In this paper we study slope sets that are universal for $k$-bend upward planar drawings of directed graphs (or digraphs for short). A drawing of a digraph $G$ is upward if every oriented edge $(u, v)$ is drawn as a $y$-monotone non-decreasing curve from $u$ to $v$, while it is strictly upward, if $(u, v)$ is a $y$-monotone increasing curve. It is known that $G$ admits an upward planar drawing if and only if it is a subgraph of a planar st-graph [16, 32]. Since such drawings are common for representing planar digraphs, they have been extensively studied in the literature (see, e.g., [4, 9, 20, 25, 29]). A preliminary result for this setting is due to Di Giacomo et al. [19], who prove that every series-parallel digraph (a subclass of the directed partial 2-trees) with maximum vertex degree $\Delta$ admits a 1-bend (not necessarily strictly) upward planar drawing that uses at most $\Delta$ slopes, and this bound on the number of slopes is worst-case optimal. Notably, their construction gives rise to drawings with optimal angular resolution $\frac{\pi}{\Delta}$ (but it uses a predefined set of slopes). For the case $k = 0$, Czyzowicz [12] and Czyzowicz et al. [13] study 0-bend strictly upward drawings of posets with few slopes. Moreover, Klawitter and Mchedlidze [34] and Klawitter and Zink [35] have recently investigated the complexity of testing for the existence of a 0-bend upward planar drawing with the minimum number of slopes.

**Contribution** The focus of this paper is on the $k$-bend upward planar slope number of planar st-graphs, for the cases $k = 1$ and $k = 2$. A key ingredient of the presented techniques is a linear ordering of the vertices of a planar digraph introduced by Gronemann [27], called bitonic st-ordering (formally defined in Sect. 2), which is a special type of an st-ordering. Our contribution is twofold and can be summarized as follows.

- We show that any set $S$ of $\Delta$ slopes containing the horizontal slope is universal for 1-bend upward planar drawings of degree-$\Delta$ planar digraphs having a bitonic st-ordering. Such graphs represent a notable subclass of planar st-graphs; for instance, they are exactly the graphs admitting a so-called upward planar L-drawing [7], and they have been used to obtain the best-known upper bound on the number of total bends for 1-bend upward planar drawings [27]. Furthermore, we remark that the size of $S$ is worst-case optimal [19] and, if the slopes of $S$ are chosen to be equispaced, the angular resolution of the resulting drawing is at least $\frac{\pi}{\Delta}$ (that is, optimal); see Fig. 1a for an illustration.
We then extend our construction to all planar st-graphs by using two bends on a restricted number of edges. More precisely, we show that, given a set $S$ of $\Delta$ slopes containing the horizontal slope, every $n$-vertex upward planar digraph with maximum vertex degree $\Delta$ has a 2-bend upward planar drawing that uses only slopes in $S$ and has at most $4n - 9$ bends in total (that is, linearly many edges have less than two bends); see Fig. 1b for an illustration.

We note that, in the literature, the strictly upward planar and non-strictly upward planar models are usually not distinguished, because if a digraph admits an upward drawing, then it also admits a strictly upward drawing. However, our drawing technique makes use of the horizontal slope and hence leads to upward drawings that are not strict. On the positive side, it is always possible to make these drawings strictly upward by increasing the number of slopes by only one unit (see Corollaries 2 and 3).

**Comparison with Previous Work** Before entering into the technical details of our contribution, it is worth remarking some important differences and similarities with previous work. Angelini et al. [1] prove that any given set of $\Delta - 1$ slopes is universal for 1-bend planar drawings of undirected graphs. One of the key intuitions in [1] lies in the fact that, in an incremental construction of the drawing, there exists a set of horizontal edges whose removal disconnects the drawing into two pieces. This set of edges can be used to modify the horizontal distance of the vertices along the drawing boundary, which in turn makes it possible to use any given set of slopes to draw the edges attached to such vertices. This intuition is exploited also in our work, in particular, Lemmas 3 and 4 mirror Lemmas 1 and 2 in [1], although they require adjusted proofs to deal with the upward setting. Besides this very useful tool borrowed from [1], our layout algorithm requires additional new ingredients, such as an enriched set of geometric invariants, the notion of upward canonical ordering and suitable augmentation techniques that yield such an ordering, the introduction of “fake” slopes to deal with those dummy edges added to augment the graph. Notably, this last idea of augmenting the graph and using “fake” slopes to draw the inserted edges avoids the usage of more complex data structures, such as SPQR-trees, which are instead used in [1], thus resulting in a simpler and more elegant algorithm.

Another paper linked to ours is the one of Keszegh et al. [33]. Recall that, among other results, they prove that planar graphs admit 2-bend planar drawings with $\lceil \Delta/2 \rceil$ equispaced slopes. In particular, their technique draws the vertices incrementally following an st-ordering (see Sect. 2 for definitions) computed on the undirected planar graph in input. Since each vertex is drawn above its predecessors in the ordering, the technique has the potential to produce upward drawings. However, the main objective of the technique in [33] is to minimize the number of slopes and consequently, some edges are not drawn as y-monotone curves. Nevertheless, it is not difficult to see that a simple adjustment would solve this issue, essentially providing $\Delta$ slopes to be used rather than $\lceil \Delta/2 \rceil$. Thus, the algorithm in [33] yields 2-bend upward planar drawings of planar st-graphs using at most $\Delta$ slopes. On the other hand, the algorithm that we propose has two main advantages: (i) it computes drawings with $4n - 9$ bends in total, whereas the technique of Keszegh et al. may lead to drawings with $5n - 11$ bends,
and (ii) it can use any set of $\Delta$ slopes with the horizontal one, whereas the technique of Keszegh et al. uses a fixed set of $\Delta$ slopes.

**Paper Structure** Section 2 contains basic definitions and notation. In Sect. 3 and in Sect. 4, we study universal slope sets for 1-bend and 2-bend upward planar drawings, respectively. Conclusions and open problems are in Sect. 5.

## 2 Preliminaries

We assume familiarity with basic graph-theoretic notions; for standard definitions, we point the reader to [28]. In this section, we give preliminary notions and notation that are used throughout this paper.

### 2.1 Drawings and Embeddings

We only consider *simple* graphs, i.e., graphs with neither loops nor multiple edges. A **directed graph** (or **digraph** for short) is a graph whose edges are oriented. A **drawing** $\Gamma$ of a graph $G$ is a mapping of the vertices of $G$ to distinct points of the plane, and of the edges of $G$ to Jordan arcs connecting their corresponding endpoints but not passing through any other vertex. A drawing is **planar** if no two edges intersect, except possibly at a common endpoint. A **planar graph** is a graph that admits a planar drawing. A planar drawing subdivides the plane into topologically connected regions, called **faces**. The infinite region is called the **outer face**; any other face is an **inner face**. A **planar embedding** of a planar graph is an equivalence class of topologically equivalent (i.e., isotopic) planar drawings of $G$. A planar embedding of a connected planar graph can be described by the clockwise circular order of the edges around each vertex together with the choice of the outer face. A planar graph with a given planar embedding is a **plane graph**. A plane graph is **maximal** (or **triangulated**) if the boundary of each face contains exactly three vertices.

An **upward drawing** of a digraph $G$ is a drawing such that each edge of $G$ is drawn as a curve monotonically non-decreasing in the $y$-direction from its source to its target. A drawing is **strictly upward** if its edges are monotonically increasing. It is easy to see that if a digraph admits an upward drawing, then it also admits a strictly upward drawing. A digraph is **upward planar** if it admits a drawing that is both upward and planar.

A plane acyclic digraph $G$ with a single source $s$ and a single sink $t$, such that $s$ and $t$ belong to the boundary of the outer face and the edge $(s,t)$ belongs to $G$, is called a **planar st-graph** [16] (note that, other works do not explicitly require the edge $(s,t)$ to be part of $G$; see, e.g., [27]). It is well-known that a digraph is upward planar if and only if it is a subgraph of a planar st-graph [16].

The **slope** of a line $\ell$ is commonly defined as the angle $\alpha$ by which a horizontal line must be rotated counter-clockwise in order to make it overlap with $\ell$. If $\alpha = 0$, we say that the slope of $\ell$ is **horizontal**. The slope of a segment is the slope of the line.

---

1 Note that, formally, for a straight line $\ell$, the angle that a horizontal line needs to be rotated counter-clockwise in order to make it overlap with $\ell$ is the **angle of incline** of $\ell$, while its **slope** $s$ is the tangent of $s$. 
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containing it. Let \( S = \{\alpha_1, \ldots, \alpha_h\} \) be a set of \( h \) slopes such that \( \alpha_i < \alpha_{i+1} \). The slope set \( S \) is equispaced if \( \alpha_{i+1} - \alpha_i = \frac{\pi}{h} \), for \( i = 1, \ldots, h-1 \).

Consider a \( k\)-bend planar drawing \( \Gamma \) of a graph \( G \), i.e., a planar drawing in which every edge is mapped to a polyline containing at most \( k+1 \) segments. For a vertex \( v \) in \( \Gamma \) each line through \( v \) and having slope \( \alpha \) defines two different rays that emanate from \( v \). We say that these two rays have slope \( \alpha \). If \( \alpha \) is horizontal, these rays are called left horizontal ray and right horizontal ray. Otherwise, one of them is the top and the other one is the bottom ray of \( v \). We say that a ray \( r_v \) of a vertex \( v \) is free if there is no edge incident to \( v \) through \( r_v \) in \( \Gamma \). We also say that \( r_v \) is outer if it is free and the first face encountered when moving from \( v \) along \( r_v \) is the outer face of \( \Gamma \) (note that, in general, there might exist several faces intersecting \( r_v \)).

The slope number of a \( k\)-bend drawing \( \Gamma \) is the number of distinct slopes used for the edge segments of \( \Gamma \). The \( k\)-bend upward planar slope number of an upward planar digraph \( G \) is the minimum slope number over all \( k\)-bend upward planar drawings of \( G \).

### 2.2 Orderings

An \( st\)-ordering of an \( n\)-vertex planar \( st\)-graph \( G = (V, E) \) is a linear ordering \( \sigma = (u_1, v_2, \ldots, v_n) \) of \( V \) such that for each edge \((u, v) \in E\), vertex \( u \) precedes vertex \( v \) in \( \sigma \), that is \( \sigma(u) < \sigma(v) \). In particular, any \( st\)-ordering of \( G \) is a linear extension of the partial order defined by the edges of \( G \), and therefore it holds that \( s = v_1 \) and \( t = v_n \). Every planar \( st\)-graph has an \( st\)-ordering, which can be computed in \( O(n) \) time (see, e.g., [11]). If \( u \) and \( v \) are two adjacent vertices of \( G \) such that \( \sigma(u) < \sigma(v) \), we say that \( v \) is a successor of \( u \), and \( u \) is a predecessor of \( v \).

Let \( e \) be an outgoing edge of a vertex \( u \) of \( G \), let \( e' \) and \( e'' \) be the next edges incident to \( u \) going counter-clockwise and clockwise around \( u \) from \( e \), respectively (the circular order of the edges around \( u \) is defined by the planar embedding of \( G \)). We say that \( e \) is the leftmost outgoing edge of \( u \) if either \( e \) and \( e' \) are both edges of the outer face or \( e' \) is an incoming edge. Similarly, \( e \) is the rightmost outgoing edge of \( u \) if either \( e \) and \( e'' \) are both edges of the outer face or \( e'' \) is an incoming edge. Also, observe that if \( u \) has only one outgoing edge, then such an edge is both leftmost and rightmost. Denote by \( S(u) = (u_1, u_2, \ldots, u_q) \) the sequence of successors of \( u \) such that, in the planar embedding of \( G \), we have that: (i) edge \((u, u_1)\) is the leftmost outgoing edge of \( u \), and (ii) edge \((u, u_i)\) precedes \((u, u_{i+1})\) (for \( i = 1, \ldots, q-1 \)) scanning the edges around \( u \) clockwise. The sequence \( S(u) \) is bitonic if there exists an integer \( 1 \leq h \leq q \) such that \( \sigma(u_1) < \cdots < \sigma(u_{h-1}) < \sigma(u_h) > \sigma(u_{h+1}) > \cdots > \sigma(u_q) \); see Fig. 2a for an illustration. Notice that when \( h = 1 \) or \( h = q \), \( S(u) \) is actually a monotonic decreasing or increasing sequence (which is a special case of a bitonic sequence). A bitonic \( st\)-ordering of \( G \) is an \( st\)-ordering such that, for every vertex \( u \in V \), \( S(u) \) is bitonic [26]. A planar \( st\)-graph \( G \) is a bitonic \( st\)-graph if it admits a bitonic \( st\)-ordering. Deciding whether \( G \) is bitonic can be done in linear time in both cases when we assume that a planar embedding is given as part of the input [27] and when we do not have such information and hence we search over all possible planar embeddings of \( G \) [7].

---

*This angle. However, for simplicity reasons, and similarly as in previous papers (see, e.g., [17, 21, 22]), we refer to the angle of incline of \( \ell \) as its slope.*
A sequence of successors \( S(u) \) of a vertex \( u \) forms a forbidden configuration if there exist two indices \( i \) and \( j \), with \( i < j \), such that \( \sigma(u_i) > \sigma(u_{i+1}) \) and \( \sigma(u_j) < \sigma(u_{j+1}) \), i.e., there is a path from \( u_{i+1} \) to \( u_i \) and a path from \( u_j \) to \( u_{j+1} \); see Fig. 2b. If \( G \) is not bitonic, every \( st \)-ordering \( \sigma \) of \( G \) contains a forbidden configuration [27].

Let \( G = (V, E) \) be an \( n \)-vertex triangulated plane graph with vertices \( u, v, \) and \( w \) on the boundary of the outer face. A canonical ordering [14] of \( G \) is a linear ordering \( \chi = (v_1, v_2, \ldots, v_n) \) of \( V \), such that \( u = v_1, v = v_2, w = v_n \), and for every \( 3 \leq i \leq n \):

**C1:** The subgraph \( G_i \) induced by \( v_1, v_2, \ldots, v_i \) is 2-connected and internally triangulated, while the boundary of its outer face \( C_i \) is a simple cycle containing \((v_1, v_2)\);

**C2:** If \( i + 1 \leq n, v_{i+1} \) belongs to \( C_{i+1} \) and its neighbors in \( G_i \) form a subpath of the path obtained by removing \((v_1, v_2)\) from \( C_i \).

Computing a canonical ordering \( \chi \) of \( G \) can be done in \( O(n) \) time [14]. When \( G \) is a digraph, a canonical ordering \( \chi \) of \( G \) is called an upward canonical ordering if for every edge \((u, v)\) of \( G \), vertex \( u \) precedes vertex \( v \) in \( \chi \). It is worth observing that \( \chi \) is a special \( st \)-ordering of \( G \) and hence a particular linear extension of the partial order defined by the edges of \( G \).

### 3 1-Bend Upward Planar Drawings

**Overview** In this section, we first describe a constructive algorithm to compute 1-bend upward planar drawings of bitonic \( st \)-graphs with maximum vertex degree \( \Delta \) using any set of \( \Delta \) slopes that includes the horizontal one (Theorem 1). The section is concluded by discussing some interesting implications of this result (Corollaries 1 and 2, and Theorem 2).

An overview of our strategy to prove Theorem 1 is as follows. We first define a suitable augmentation technique for the input graph \( G \), which leads to a triangulated planar \( st \)-graph \( \widehat{G} \) having an upward canonical ordering \( \chi \) (Lemmas 1 and 2). We then describe a layout algorithm that takes \( \widehat{G} \) as input and computes the desired drawing. The algorithm incrementally adds a vertex per step according to \( \chi \), while maintaining a set of geometric invariants that guarantee the desired properties of the drawing (Lemmas 3–7).

The Augmentation Technique Let \( G = (V, E) \) be an \( n \)-vertex planar \( st \)-graph with a bitonic \( st \)-ordering \( \sigma = (v_1, v_2, \ldots, v_n) \); see, e.g., Fig. 3a. We describe how to “transform” \( \sigma \) into an upward canonical ordering of a suitable supergraph \( \widehat{G} \) of \( G \).
Fig. 3  a A planar st-graph G with a bitonic st-ordering σ = (v1, . . . , v8), b a canonical augmentation G′ of G with an st-ordering χ = (vL, vR, v1, . . . , v8), and c a planar st-graph ˆG obtained by triangulating G′, such that χ is an upward canonical ordering of ˆG.

We start from a result by Gronemann [27], whose properties are summarized in the following lemma; for an illustration refer to Fig. 3b.

Lemma 1 (Gronemann [27]) Let G = (V, E) be an n-vertex planar st-graph that admits a bitonic st-ordering σ = (v1, v2, . . . , vn). It is possible to compute in O(n) time a planar st-graph G′ = (V′, E′) where V′ = V ∪ {vL, vR}, E′ is a superset of E that includes edge (vL, vR), and there exists an st-ordering χ = (vL, vR, v1, v2, . . . , vn) of G′ such that:

(i) vertices vL and vR are on the boundary of the outer face of G′, and
(ii) every vertex of G with less than two predecessors in σ has exactly two predecessors in χ.

We call G′ a canonical augmentation of G. Observe that G′ always contains the edges (vL, v1) and (vR, v1) because of Property (ii) of Lemma 1. We proceed by inserting the edge (vL, v8), which is required according to our definition of planar st-graph; this addition is always possible because vL and v8 are both on the boundary of the outer face. The next lemma shows that any planar st-graph obtained by triangulating G′ admits an upward canonical ordering; for an illustration refer to Fig. 3c. We anticipate that, in order to construct a drawing of G, we will use a different set of “fake” slopes for the edges inserted by the triangulation procedure; such edges will be anyway removed at the end of the construction.

Lemma 2 Let G′ be a canonical augmentation of an n-vertex bitonic st-graph G and let χ = (vL, vR, v1, v2, . . . , vn) be an st-ordering of G′. Every triangulated planar st-graph ˆG obtained by adding only edges to G′ has the following properties:

(a) graph ˆG has no parallel edges, and
(b) ordering χ is an upward canonical ordering.

Proof Concerning Property (a), suppose for a contradiction that ˆG has two parallel edges e1 and e2 connecting u with v. Let C be the 2-cycle formed by e1 and e2 and let Vc be the set of vertices distinct from u and v that are inside the topological region
bounded by \( C \) in the embedding of \( \hat{G} \). Without loss of generality, we shall assume that \( \hat{C} \) contains no further edge connecting \( u \) and \( v \). Set \( V_C \) is not empty, as otherwise \( \hat{C} \) would be a non-triangular face of \( \hat{G} \) contradicting either the fact that \( G' \) is simple or the fact that \( \hat{G} \) is obtained by triangulating \( G' \). Let \( w \) be the vertex with the lowest number in \( \chi \) among those in \( V_C \). Since \( \hat{G} \) is planar (in particular \( e_1 \) and \( e_2 \) are not crossed) and has a single source, it contains a directed path from \( u \) to every vertex in \( V_C \). Hence, \( \hat{G} \) has an edge from \( u \) to \( w \). Also, by assumption, there is no vertex \( z \) in \( V_C \) such that \( \chi(z) < \chi(w) \), which implies that either \( u \) is the only predecessor of \( w \) in \( \chi \), or \( u \) and \( v \) are the only two predecessors of \( w \) in \( \chi \). The first case contradicts Property (ii) of Lemma 1. The second case implies the existence of a sink inside \( C \), which contradicts the fact that \( G' \) (and hence \( \hat{G} \)) is an \( st \)-graph. It follows that graph \( \hat{G} \) has no parallel edges.

Concerning Property (b), we first observe that if \( \chi \) is a canonical ordering of \( \hat{G} \), then \( \chi \) is actually an upward canonical ordering because it is also an \( st \)-ordering. To see that \( \chi \) is a canonical ordering, observe first that vertices \( v_L, v_R \) and \( v_d \) are on the boundary of the outer face of \( \hat{G} \) by construction. In the following, we prove that \( \chi \) satisfies Conditions C.1 and C.2 of canonical ordering.

Denote by \( \hat{G}_i \) the subgraph of \( \hat{G} \) induced by \( v_L, v_R, v_1, \ldots, v_i \) and let \( \hat{C}_i \) be the boundary of its outer face. We first prove by induction on \( i \) that \( \hat{G}_i \) is 2-connected (for \( i = 1, 2, \ldots, n \)). In the base case \( i = 1 \), graph \( \hat{G}_1 \) is a 3-cycle and therefore it is 2-connected. In the case \( i > 1 \), graph \( \hat{G}_{i-1} \) is 2-connected by induction and \( v_i \) has at least two predecessors in \( \hat{G}_{i-1} \) by Property (ii) of Lemma 1, thus \( \hat{G}_i \) is 2-connected. We now prove that for each \( i = 1, 2, \ldots, n \), graph \( \hat{G}_i \) is internally triangulated, which concludes the proof of Condition C.1 of canonical ordering. Suppose, for a contradiction, that there exists an inner face \( f \) of \( \hat{G}_i \) that is not a triangle. Since \( \hat{G} \) is triangulated, there exists a vertex \( v_j \), with \( j > i \), that is embedded inside \( f \) in \( \hat{G}_j \). We show that this is not possible. Namely, since \( \chi \) is an \( st \)-ordering, there is no directed path from \( v_j \) to any vertex of \( f \). On the other hand, either \( v_j = v_n \) holds or there is a directed path from \( v_j \) to \( v_n \). Both cases contradict the fact that \( v_n \) belongs to the boundary of the outer face of \( \hat{G} \).

It remains to prove Condition C.2. Since we already proved that \( \hat{G}_i \) is triangulated, it suffices to show that \( v_i \) belongs to \( \hat{C}_i \), for \( i = 2, \ldots, n \). By the planarity of \( \hat{G}_i \), there is a face \( f \) in \( \hat{G}_{i-1} \) such that all the neighbors of \( v_i \) in \( \hat{G}_{i-1} \) belong to the boundary of \( f \). Such a face is the outer face of \( \hat{G}_i \). Indeed, if \( f \) were an inner face, then \( v_i \) would be embedded inside \( f \) in \( \hat{G}_i \) and, as we proved above, this is not possible. \( \square \)

**The Layout Algorithm** Let \( G \) be an \( n \)-vertex bitonic \( st \)-graph with maximum vertex degree \( \Delta \); see Fig. 3a. We show that any set \( S \) of \( \Delta \) slopes that contains the horizontal slope can be used to construct a 1-bend upward planar drawing of \( G \). The algorithm first computes a triangulated canonical augmentation \( \hat{G} \) of \( G \); see Fig. 3b, c. An edge is *dummy* if it belongs to \( \hat{G} \) but not to \( G \) and it is *real* otherwise. By Lemma 2, graph \( \hat{G} \) admits an upward canonical ordering \( \chi = (v_L, v_R, v_1, v_2, \ldots, v_n) \), where \( \chi \) is an \( st \)-ordering such that each vertex distinct from \( v_L \) and \( v_R \) has at least two predecessors. Let \( S = \{\rho_1, \ldots, \rho_\Delta\} \) be any set of \( \Delta \) slopes, which we call *real slopes*. Let \( \rho^* \) be the smallest angle between any two slopes in \( S \) and let \( \Delta^* \) be the maximum number of
dummy edges incident to a vertex of \( \hat{G} \). For each slope \( \rho_i \) (\( 1 \leq i \leq \Delta \)), we introduce \( \Delta^* \) dummy slopes \( \delta^i_1, \ldots, \delta^i_{\Delta^*} \) such that:

\[
\delta^i_j = \rho_i + j \cdot \frac{\Delta^*}{\Delta^* + 1}, \quad \text{for } j = 1, 2, \ldots, \Delta^*.
\]

It follows that there are \( \Delta^* \) dummy slopes between any two consecutive real slopes. A ray emanating from a vertex is called real or dummy if its slope is real or dummy, respectively. We will use the real slopes to represent the real edges and the dummy slopes for the dummy edges of \( \hat{G} \).

Let \( \hat{G}_i \) be the subgraph of \( \hat{G} \) induced by \( v_L, v_R, v_1, v_2, \ldots, v_i \). Note that \( \hat{G}_2 \) contains a path \( P \) that is either the (non-oriented) path \( \langle v_L, v_1, v_2, v_R \rangle \) or the (non-oriented) path \( \langle v_L, v_2, v_1, v_R \rangle \). In both cases, we denote by \( \hat{G}_i \) the digraph obtained from \( \hat{G}_i \) by removing all the edges of \( \hat{G}_2 \) that are not part of \( P \). The algorithm constructs a drawing \( \hat{\Gamma}_i \) of \( \hat{G}_i \) by incrementally adding the vertices according to \( \chi \), similarly as in the shift-method by de Fraysseix et al. [14] (the details about the actual construction will be given soon). Let \( \hat{C}_i \) be the boundary of the outer face of \( \hat{G}_i \), and let \( \hat{P}_i \) be the path obtained by removing \( (v_L, v_R) \) from \( \hat{C}_i \). For a vertex \( v \) of \( \hat{P}_i \), we denote by \( m^r(v, i) \) and by \( m^d(v, i) \) the number of real or dummy edges incident to \( v \) that are not in \( \hat{G}_i \), respectively. We also denote by \( \hat{\rho}^r_j(v, i) \) (resp. \( \hat{\rho}^d_j(v, i) \)) the \( j \)-th outer real top ray in \( \hat{\Gamma}_i \) encountered in clockwise (resp. counterclockwise) order around \( v \) starting from the left (resp. right) horizontal ray. For dummy top rays, we define analogously \( \hat{\eta}^r_j(v, i) \) and \( \hat{\eta}^d_j(v, i) \). Drawing \( \hat{\Gamma}_i \), for \( i = 2, 4, \ldots, n - 1 \), will satisfy the following invariants:

1.1: \( \hat{\Gamma}_i \) is a 1-bend upward planar drawing whose real edges use only slopes in \( S \).
1.2: For every \( j = 2, \ldots, i \), each edge of \( \hat{P}_j \) contains a horizontal segment.
1.3: Every vertex \( v \) of \( \hat{P}_i \) has at least \( m^r(v, i) \) outer real top rays; see Fig. 4a.
1.4: Every vertex \( v \) of \( \hat{P}_i \) has at least \( m^d(v, i) \) outer dummy top rays between \( \hat{\eta}^r_1(v, i) \) and \( \hat{\rho}^r_1(v, i) \) including \( \hat{\eta}^r_1(v, i) \), and at least \( m^d(v, i) \) outer dummy top rays between \( \hat{\eta}^d_1(v, i) \) and \( \hat{\rho}^d_1(v, i) \) including \( \hat{\eta}^d_1(v, i) \); see Fig. 4b.
1.5: For every \( j = 2, \ldots, i \), let \( \ell \) be any horizontal line and let \( p \) and \( p' \) be any two intersection points between \( \ell \) and the polyline representing \( \hat{P}_j \) in \( \hat{\Gamma}_j \). Walking along \( \ell \) from left to right, \( p \) and \( p' \) are encountered in the same order as when walking along \( \hat{P}_j \) from \( v_L \) to \( v_R \); see Fig. 4b.
For $i = n$, the final drawing $\hat{\Gamma}_n$, obtained after the addition of the last vertex $v_n$ to $\hat{\Gamma}_{n-1}$, will only satisfy Invariant I.1.

The next two lemmas state important properties of any 1-bend upward planar drawing satisfying Invariants I.1–I.5.

**Lemma 3** Let $\hat{\Gamma}_i$ be a drawing of $\hat{\Gamma}_i$ that satisfies Invariants I.1–I.5. Let $(u, v)$ be any edge of $\hat{\Gamma}_i$ such that $u$ is encountered before $v$ along $\hat{\Gamma}_i$ when going from $v_L$ to $v_R$, and let $\lambda$ be a positive number. There exists a drawing $\hat{\Gamma}_i$ of $\hat{\Gamma}_i$ that satisfies Invariants I.1–I.5 and such that:

(i) the horizontal distance between $u$ and $v$ is increased by $\lambda$, and

(ii) the horizontal distance between any two other consecutive vertices along $\hat{\Gamma}_i$ is the same as in $\hat{\Gamma}_i$.

**Proof** We prove by induction on $i$ that there exists a cut $(L_i(u, v), R_i(u, v))$ in $\hat{\Gamma}_i$ with the following two properties; see Fig. 5a for an illustration: (P.1) the vertices of the subpath of $\hat{\Gamma}_i$ from $v_L$ to $u$ belong to $L_i(u, v)$, while the vertices of the subpath of $\hat{\Gamma}_i$ from $v$ to $v_R$ belong to $R_i(u, v)$, and (P.2) every edge that crosses the cut has a horizontal segment.

When $i = 2$, Property (P.1) clearly holds and (P.2) follows from Invariant I.2. Assume that Properties (P.1) and (P.2) hold for $\hat{\Gamma}_{i-1}$ by induction ($i > 2$). Let $u_1, u_2, \ldots, u_q$ be the neighbors of $v_i$ in $\hat{\Gamma}_{i-1}$; observe that $\hat{\Gamma}_i$ is obtained from $\hat{\Gamma}_{i-1}$ by replacing the subpath $\langle u_1, u_2, \ldots, u_q \rangle$ with $\langle u_1, v_i, u_q \rangle$. Consider an edge $(u, v)$ of $\hat{\Gamma}_i$. If $(u, v)$ also belongs to $\hat{\Gamma}_{i-1}$, then $\langle u_1, u_2, \ldots, u_q \rangle$ all belong to either $L_{i-1}(u, v)$ or to $R_{i-1}(u, v)$, say to $L_{i-1}(u, v)$; see also Fig. 5b. This implies that the cut $(L_i(u, v), R_i(u, v))$ with $L_i(u, v) = L_{i-1}(u, v) \cup \{v_i\}$ and $R_i(u, v) = R_{i-1}(u, v)$ satisfies Property (P.1), while (P.2) holds by induction (because the edges that cross the cut are the same as in $\hat{\Gamma}_{i-1}$). If $(u, v)$ does not belong to $\hat{\Gamma}_{i-1}$, then $(u, v)$ is either $(u_1, v_i)$ or $(v_i, u_q)$; see Fig. 5c. Suppose it is $(u_1, v_i)$ (the other case is similar). Consider the cut $(L_{i-1}(u_1, u_2), R_{i-1}(u_1, u_2))$. The cut $(L_i(u, v), R_i(u, v))$ with $L_i(u, v) = L_{i-1}(u_1, u_2)$ and $R_i(u, v) = R_{i-1}(u_1, u_2) \cup \{v_i\}$ satisfies Property (P.1). On the other hand, there is a face of $\hat{\Gamma}_i$ that contains both $(u_1, u_2)$ and $(u_1, v_i)$. Thus there exists a cut that is crossed by the edges that cross the cut $(L_{i-1}(u_1, u_2), R_{i-1}(u_1, u_2))$ and by edge $(u_1, v_i)$. The edges in the first set have a horizontal segment by induction, while edge $(u_1, v_i)$ contains a horizontal segment by Invariant I.2. Hence (P.2) holds.
We construct the drawing $\hat{\Gamma}^\prime_i$ from $\hat{\Gamma}_i$ by increasing the length of the edges that cross the cut $(L_i(u, v), R_i(u, v))$ by $\lambda$ units. In other words, we increase by $\lambda$ units the $x$-coordinate of all vertices in $R_i(u, v)$ without changing the $y$-coordinate of any vertex. It is immediate to verify that $\hat{\Gamma}^\prime_i$ is a 1-bend upward drawing whose real edges use only slopes in $S$ and that $\hat{\Gamma}^\prime_i$ satisfies Invariants I.2–I.4.

In order to show that Invariant I.1 holds for $\hat{\Gamma}^\prime_i$, it remains to prove that $\hat{\Gamma}^\prime_i$ is planar, that is, the operation of translating the subdrawing induced by $R_i(u, v)$ does not violate planarity. Suppose for a contradiction that $\hat{\Gamma}^\prime_i$ is not planar. Then there exist two non-adjacent edges $e_L$ and $e_R$ of $\hat{\Pi}_i$ that intersect in a point $p$. Since $e_L$ and $e_R$ did not cross in $\hat{\Gamma}_i$, point $p$ belongs to only one of the two edges in $\hat{\Gamma}_i$, say $e_L$, and there exists a point $p'$ of $e_R$ in $\hat{\Gamma}_i$ that has been translated to $p$ when transforming $\hat{\Gamma}_i$ into $\hat{\Gamma}^\prime_i$. This means that $p'$ is encountered before $p$ when walking from left to right along the horizontal line $\ell$ passing through $p$ and $p'$. Since $p'$ has been translated and $p$ has not, point $p'$ belongs to the subpath of $\hat{\Pi}_i$ that goes from $v$ to $v_R$, while $p$ belongs to the subpath of $\hat{\Pi}_i$ from $v_L$ to $v$. In other words, when walking along $\hat{\Pi}_i$ from $v_L$ to $v_R$, $p$ is encountered before $p'$. But this contradicts Invariant I.5 for $\hat{\Gamma}_i$, which means that $\hat{\Gamma}^\prime_i$ is in fact planar.

We finally prove that Invariant I.5 holds for $\hat{\Gamma}^\prime_i$. Let $\ell$ be any horizontal line and let $p$ and $p'$ be any two intersection points between $\ell$ and the polyline representing $\hat{\Pi}_i$ in $\hat{\Gamma}_i$, with $p$ to the left of $p'$ along $\ell$. If, in $\hat{\Gamma}^\prime_i$, the order of $p$ and $p'$ along $\ell$ is reversed or $p$ and $p'$ coincide, then $p$ has been translated while $p'$ has been not. On the other hand, since Invariant I.5 holds for $\hat{\Gamma}_i$, $p$ precedes $p'$ when walking along $\hat{\Pi}_i$ from $v_L$ to $v_R$ and therefore if $p$ is translated, $p'$ is also translated. Thus, Invariant I.5 holds for $\hat{\Gamma}^\prime_i$. This completes the proof of the lemma.

**Lemma 4** Let $\hat{\Gamma}_i$ be a drawing of $\hat{G}_i^{-}$ that satisfies Invariants I.1–I.5. Let $u$ be a vertex of $\hat{\Pi}_i$, and let $t_u$ be any outer top ray of $u$ that crosses an edge of $\hat{G}_i^{-}$ in $\hat{\Gamma}_i$. There exists a drawing $\hat{\Gamma}^\prime_i$ of $\hat{G}_i^{-}$ that satisfies Invariants I.1–I.5 in which $t_u$ does not cross any edge of $\hat{G}_i^{-}$.

**Proof** The ray $t_u$ can cross the subpath of $\hat{\Pi}_i$ from $v_L$ to $u$ and/or the subpath of $\hat{\Pi}_i$ from $u$ to $v_R$. Let $v$ and $w$ be the vertices that are encountered before and after $u$ along $\hat{\Pi}_i$ when going from $v_L$ to $v_R$, respectively. To remove the crossing(s) it is sufficient to apply Lemma 3 to $(v, u)$ and/or to $(u, w)$ for a sufficiently large $\lambda$; see Fig. 6a, b for an illustration. □
Fig. 7  a, b Application of Lemma 3 to guarantee that all the intersection points along $\ell$ appear in the desired order, in the extreme case in which the initial order of the intersection points is reversed with respect to the desired order.

We now describe our drawing algorithm starting with the computation of $\widehat{\mathcal{T}}_2$. Recall that $\widehat{\mathcal{T}}_2$ is either the path $\langle v_L, v_1, v_2, v_R \rangle$ or the path $\langle v_L, v_2, v_1, v_R \rangle$. We draw such a path along a horizontal segment. Clearly, drawing $\widehat{\mathcal{T}}_2$ satisfies Invariants I.1, I.2, and I.5. Since $m'(v_L, 2) = m'(v_R, 2) = 0$, Invariant I.3 trivially holds for $v_L$ and $v_R$ in $\widehat{\mathcal{T}}_2$. Vertices $v_1$ and $v_2$ are connected by a real edge in $\widehat{\mathcal{T}}_2$ and therefore each of them has at most $\Delta - 1$ real incident edges that are not in $\widehat{G}_2$. Since there are $\Delta - 1$ real top rays and they are all outer, Invariant I.3 holds also for $v_1$ and $v_2$ in $\widehat{\mathcal{T}}_2$. Finally, Invariant I.4 holds because all dummy top rays are outer. Hence, we can conclude that drawing $\widehat{\mathcal{T}}_2$ satisfies Invariants I.1–I.5. We can summarize this discussion as follows.

**Observation 1** Drawing $\widehat{\mathcal{T}}_2$ satisfies Invariants I.1–I.5.

Assume now that we have constructed drawing $\widehat{\mathcal{T}}_{i-1}$ of $\widehat{G}_{i-1}$ satisfying Invariants I.1–I.5 for some $3 \leq i < n$. Let $u_1, \ldots, u_q$ be the neighbors of the next vertex $v_i$ along $\widehat{\mathcal{T}}_{i-1}$. Let $t_1$ be either $\hat{\rho}_1(u_1, i - 1)$, if $(u_1, v_i)$ is real, or $\hat{\eta}_1(u_1, i - 1)$, if $(u_1, v_i)$ is dummy. Symmetrically, let $t_q$ be either $\hat{\rho}_1(u_q, i - 1)$, if $(u_q, v_i)$ is real, or $\hat{\eta}_1(u_q, i - 1)$, if $(u_q, v_i)$ is dummy. Let $t_j$ (for $1 < j < q$) be any outer real (resp. dummy) top ray emanating from $u_j$, if $(u_j, v_i)$ is real (resp. dummy). By Invariants I.3 and I.4 all such top rays exist and by Lemma 4 we can assume that none of them crosses $\widehat{\mathcal{T}}_{i-1}$.

Let $\ell$ be a horizontal line above the topmost point of $\widehat{\mathcal{T}}_{i-1}$. For $j = 1, 2, \ldots, q$, let $p_j$ be the intersection point of $t_j$ and $\ell$. We can assume that, for $j = 1, 2, \ldots, q - 1$, point $p_j$ is to the left of $p_{j+1}$. If this is not the case, we can increase the distance between $u_j$ and $u_{j+1}$ so to guarantee that $p_j$ and $p_{j+1}$ appear in the desired order along $\ell$; this can be done by applying Lemma 3 to each edge $(u_j, u_{j+1})$ for a suitable choice of $\lambda$; see Fig. 7a, b for an illustration and also Fig. 8a, b for a complete running example.

We will place $v_i$ above $\ell$ using $q - 2$ bottom rays $b_2, b_3, \ldots, b_{q-1}$ of $v_i$ for the segments of the edges $(u_j, v_i)$ ($j = 2, 3, \ldots, q - 1$) incident to $v_i$ such that: (i) $b_j$ ($1 < j < q$) is real (resp. dummy) if $(u_j, v_i)$ is real (resp. dummy), and (ii) $b_j$ precedes $b_{j+1}$ in the counterclockwise order around $v_i$ starting from $b_2$.

This choice is possible for the real rays because $v_i$ has $\Delta - 1$ real bottom rays and it has at least one incident real edge not in $\widehat{G}_i$ (otherwise it would be a sink of $G$, which is not possible because $i < n$). Concerning the dummy rays, we have at most $\Delta^*$ dummy edges incident to $v_i$ and $\Delta^*$ dummy bottom rays between any two consecutive real rays.
Algorithmica (2022) 84:2556–2580 2569

Fig. 8 Addition of vertex $v_i$. a, b Application of Lemma 3 to guarantee that all the intersection points along $\ell$ appear in the desired order. c Placing $v_i$ on a point $p$ based on the ray $t_1$. d Application of Lemma 3 to translate each intersection point $p_j$ to the corresponding point $p_j'$. e Drawing of the edges incident to $v_i$

Consider the ray $t_1$ and choose a point $p$ to the right of $t_1$ and above $\ell$ such that placing $v_i$ on $p$ guarantees that the following relationship holds

$$\min_{j=1..q-2} \left\{ x(p'_{j+1}) - x(p'_j) \right\} > x(p_q) - x(p_1),$$

where $p'_1 = p_1$ and $p'_2, p'_3, \ldots, p'_{q-1}$ are the intersection points of the rays $b_2, b_3, \ldots, b_{q-1}$ with the line $\ell$; refer to Fig. 8c for an illustration.

Note that for a sufficiently large $y$-coordinate, point $p$ can always be found. We now apply Lemma 3 to each of the edges $(u_1, v_i), (u_2, v_i), \ldots, (u_{q-2}, v_i)$, in this order, choosing $\lambda \geq 0$ so that each $p_j$ is translated to $p'_j$ (for $j = 2, 3, \ldots, q - 1$). We finally apply again the same procedure to $(u_{q-1}, v_i)$ so that the intersection point between $t_q$ and the horizontal line $\ell_H$ passing through $v_i$ is to the right of $v_i$; see Fig. 8d. After this translation procedure, we can draw the edge $(u_1, v_i)$ (resp. $(u_{q-1}, v_i)$) with a bend at the intersection point between $t_1$ (resp. $t_q$) and $\ell_H$ and therefore using the slope of $t_1$ (resp. $t_q$) and the horizontal slope; see Fig. 8e. The edges $(u_j, v_i)$, for $j = 2, 3, \ldots, q - 1$, are drawn with a bend point at $p_j = p'_j$ and therefore using the slopes of $t_j$ and $b_j$.

In the following lemma, we formally prove that the obtained drawing $\hat{\Gamma}_i$ satisfies Invariants I.1–I.5.

**Lemma 5** For $i = 3, 4, \ldots, n - 1$, drawing $\hat{\Gamma}_i$ satisfies Invariants I.1–I.5.

**Proof** The proof is by induction on $i \geq 3$. By Observation 1, drawing $\hat{\Gamma}_{i-1}$ satisfies Invariants I.1–I.5 when $i = 3$. By induction we assume that, for some $3 < i < n - 1$, drawing $\hat{\Gamma}_{i-1}$ satisfies Invariants I.1–I.5 and in the following we prove that drawing $\hat{\Gamma}_i$ satisfies Invariants I.1–I.5, as well.

**Invariant I.1:** By construction, each edge $(u_j, v_i)$ ($j = 1, 2, \ldots, q$) is drawn as a chain of at most two segments that use real and dummy slopes. In particular, if $(u_j, v_i)$ is real, then it uses real slopes, i.e., slopes in $S$. By the choice of $\ell$, the bend point of $(u_j, v_i)$ has $y$-coordinate strictly greater than that of
Invariant I.2: The invariant holds for \( \hat{P}_{i-1} \). The only edges of \( \hat{P}_i \) that are not in \( \hat{P}_{i-1} \) are \((u_1, v_i)\) and \((u_q, v_i)\). For both these edges the segment incident to \( v_i \) is horizontal by construction.

Invariant I.3: For each vertex of \( \hat{P}_i \) distinct from \( u_1, u_q \) and \( v_i \), Invariant I.3 holds by induction. Invariant I.3 also holds for \( v_i \) because \( m^r(v_i, i) \leq \Delta - 1 \) (as otherwise \( v_i \) would be a source of \( G \), which is not possible because \( i > 1 \)) and all the real top rays of \( v_i \), which are \( \Delta - 1 \), are outer. Consider now vertex \( u_1 \) (a symmetric argument applies to \( u_q \)). If \((u_1, v_i)\) is real, then \( m^r(u_1, i) = m^r(u_1, i - 1) - 1 \); in this case \( t_1 = \rho_1(u_1, i - 1) \) and therefore all the other \( m^r(u_1, i - 1) - 1 \) outer real top rays of \( u_1 \) in \( \hat{P}_{i-1} \) remain outer in \( \hat{P}_i \). If \((u_1, v_i)\) is dummy, then \( m^r(u_1, i) = m^r(u_1, i - 1) \); in this case \( t_1 = \eta_1(u_1, i - 1) \) and therefore all the \( m^r(u_1, i - 1) \) outer real top rays of \( u_1 \) in \( \hat{P}_{i-1} \) remain outer in \( \hat{P}_i \).

Invariant I.4: For each vertex of \( \hat{P}_i \) distinct from \( u_1, u_q \) and \( v_i \), Invariant I.4 holds by induction. Invariant I.4 also holds for \( v_i \) because \( m^d(v_i, i) \leq \Delta^* \) and there are \( \Delta^* \) dummy top rays between \( \eta_1(v_i, i) \) and \( \rho_1(v_i, i) \) including \( \eta_1(v_i, i) \) (all the top rays of \( v_i \) are outer). Analogously, there are \( \Delta^* \) outer dummy top rays between \( \eta_1(v_i, i) \) and \( \rho_1(v_i, i) \) including \( \eta_1(v_i, i) \). Consider now \( u_1 \) (a symmetric argument applies to \( u_q \)). If \((u_1, v_i)\) is real, then \( m^d(u_1, i) = m^d(u_1, i - 1) \); in this case \( t_1 = \rho_1(u_1, i - 1) \) and there are \( \Delta^* \) outer dummy top rays between \( \eta_1(u_1, i) \) and \( \rho_1(u_1, i) \) including \( \eta_1(u_1, i) \) (namely, all those between \( t_1 = \rho_1(u_1, i - 1) \) and \( \rho_2(u_1, i - 1) \)). If \((u_1, v_i)\) is dummy, then \( m^d(u_1, i) = m^d(u_1, i - 1) - 1 \); in this case \( t_1 = \eta_1(u_1, i - 1) \) and therefore all the other \( m^d(u_1, i - 1) - 1 \) outer dummy top rays of \( u_1 \), which by induction were between \( \eta_1(u_1, i - 1) \) and \( \rho_1(u_1, i - 1) \), remain outer in \( \hat{P}_i \).

Invariant I.5: Notice that the various applications of Lemma 3 to \( \hat{P}_{i-1} \) preserve Invariant I.5. Let \( p \) and \( p' \) be any two intersection points between a horizontal line \( \ell \) and the polyline representing \( \hat{P}_i \) in \( \hat{P}_i \), with \( p \) to the left of \( p' \) along \( \ell \). If \( p \) and \( p' \) belong to \( \hat{P}_{i-1} \), Invariant I.5 holds by induction. If both \( p \) and \( p' \) belong to the path \( (u_1, v_i, u_q) \), Invariant I.5 holds by construction. If \( p \) belongs to \( \hat{P}_{i-1} \) and \( p' \) belongs to \( (u_1, v_i, u_q) \), then \( p \) belongs to the subpath of \( \hat{P}_{i-1} \) that goes from \( v_L \) to \( u_1 \) because the subpath from \( u_q \) to \( v_R \) is completely to the right of \( t_q \), hence Invariant I.5 holds also in this case. If \( p \) belongs to \( (u_1, v_i, u_q) \) and \( p' \) belongs to \( \hat{P}_{i-1} \), the proof is symmetric. \( \Box \)
We now describe how to add the last vertex $v_n$ to the drawing $\hat{\Gamma}_{n-1}$ such that the obtained drawing is a 1-bend upward planar drawing $\hat{\Gamma}_n$ of $\hat{G}_n$ that uses only slopes in $S$ (recall that $G$ is a subgraph of $\hat{G}_n$).

**Lemma 6** Graph $G$ admits a 1-bend upward planar drawing $\Gamma$ using only slopes in $S$.

**Proof** By Lemma 5, drawing $\hat{\Gamma}_{n-1}$ satisfies Invariants I.1–I.5. We explain how to add the last vertex $v_n$ to obtain a drawing that satisfies Invariant I.1. Let $u_1, \ldots, u_q$ be the predecessors of $v_n$ on $\hat{P}_{n-1}$. Notice that, in this case $u_1 = v_L$ and $u_q = v_R$. Vertex $v_n$ is added to the drawing similarly to all the other vertices added in the previous steps of the algorithm. The only difference is that the number of real incoming edges incident to $v_n$ in $\hat{\Gamma}_{n-1}$ can be up to $\Delta$. If this is the case, since the real bottom rays are $\Delta - 1$, they are not enough to draw all the real edges incident to $v_n$. Let $h$ be the smallest index such that $(u_h, v_n)$ is a real edge. We ignore all the dummy edges $(u_j, v_n)$, for $j = 1, 2, \ldots, h - 1$, and apply the construction used in the previous steps considering only $u_0, u_h+1, \ldots, u_q$ as predecessors of $v_n$ (notice that such predecessors are at least two because $v_n$ has at least two incident real edges). By ignoring these dummy edges, the segment of the real edge $(u_h, v_n)$ incident to $v_n$ will be drawn using the left horizontal slope. Denote by $\hat{\Gamma}_n$ the resulting drawing. As in the proof of Lemma 5, we can prove that Invariant I.1 holds for $\hat{\Gamma}_n$ and therefore $\hat{\Gamma}_n$ is a 1-bend upward planar drawing whose real edges use only slopes in $S$. The drawing $\Gamma$ of $G$ is obtained from $\hat{\Gamma}_n$ by removing all its dummy edges and the two dummy vertices $v_L$ and $v_R$. □

The next lemma establishes an upper bound for the time complexity of our algorithm. Similar ideas are used in [10], where a linear-time implementation of the algorithm by de Fraysseix et al. [14] is presented. On the other hand, differently from the result by de Fraysseix et al., the coordinates of the vertices of $\Gamma$ may not be whole numbers and may be superpolynomial. To cope with the potential need for real numbers we adopt the real RAM model of computation, which is a standard model frequently used in computational geometry. To properly account for the cost of operations on large numbers we express the time complexity of our algorithm as a function of $n$ and of the maximum number of bits $b_\Gamma$ required to store the coordinates of a vertex\(^2\).

**Lemma 7** Drawing $\Gamma$ can be computed in $O(n b_\Gamma)$ time.

**Proof** We first show that a straightforward implementation of our algorithm requires $O(n^2)$ operations and hence $O(n^2 b_\Gamma)$ time complexity. Indeed, a bitonic $st$-ordering $\sigma$ of $G$ can be computed in $O(n)$ time in both the fixed [27] and the variable [7] embedding setting. The same time complexity suffices to compute a canonical augmentation $G'$ of $G$ by Lemma 1. A triangulated planar $st$-graph $\hat{G}$ can be obtained in $O(n)$ time by augmenting $G'$ as follows. For every non-triangular face $f$ of $G'$, let $t_f$ be the (unique) sink in $f$. For each vertex $u$ of face $f$ different from $t_f$ we add the edge $(u, t_f)$ inside $f$, unless this edge already belongs to the boundary of $f$.

\(^2\) It is worth observing the same consideration applies to the drawing algorithm in [1], whose time complexity is in fact $O(n b_\Gamma)$ rather than $O(n)$ (as incorrectly stated in [1]).
Clearly, the newly-added edges do not violate planarity and each face of the resulting digraph is triangular. By construction, for any edge \((u, v)\) added to triangulate \(G'\) there exists a directed path from \(u\) to \(v\) in \(G'\). Thus edge \((u, v)\) does not create any directed cycle and \(\hat{G}\) has a single source (namely, vertex \(v_L\)) and a single sink (namely, vertex \(v_n\)) that are the same as in \(G'\). Therefore, the triangulated digraph \(\hat{G}\) is a planar \(st\)-graph. The construction of \(\hat{G}_i\) from \(\hat{G}_{i-1}\), for \(i = 3, 4, \ldots, n\), requires \(O(\deg(v_i))\) applications of Lemma 3, where \(\deg(v_i)\) is the degree of \(v_i\) in \(\hat{G}_{i-1}\). Since a straightforward implementation of the technique of Lemma 3 takes \(O(n b_{\Gamma})\) time, and since \(\sum_{i=3}^{n} O(\deg(v_i)) = O(n)\), the overall time complexity would be \(O(n^2 b_{\Gamma})\).

To reduce the number of operations to linear, the algorithm can be implemented to work in two phases. In the first phase, the exact coordinates of the vertices are not computed, but we only store information on the edges to reconstruct these coordinates in the second phase. More precisely, in the first phase, we consider each vertex \(v_i\) according to \(\chi\) and assign to each edge \(e = (u, v)\) that is in \(\hat{G}_i\) but not in \(\hat{G}_{i-1}\) two pairs of numbers \((s(e, u), l(e, u))\) and \((s(e, v), l(e, v))\). For each \(i = 2, 3, \ldots, n\), we aim at guaranteeing the following properties once vertex \(v_i\) has been considered:

P.1: \(s(e, u)\) (resp. \(s(e, v)\)) represents the slope of the segment of \(e\) incident to \(u\) (resp. \(v\)) in \(\hat{P}_i\).

P.2: \(l(e, u)\) (resp. \(l(e, v)\)) represents the length of the segment of \(e\) incident to \(u\) (resp. \(v\)) in \(\hat{P}_i\) if at least one of the following two conditions apply: (a) \(e\) is on the boundary of \(\hat{P}_i\), or (b) \(s(e, u) \neq 0\) (resp. \(s(e, v) \neq 0\)), i.e., the segment does not use the horizontal slope.

For each edge \(e = (u, v)\) in \(\hat{P}_2\), we set \(s(e, u) = s(e, v) = 0\) and \(l(e, u) = l(e, v) = 1\). It is immediate to verify that Properties P.1 and P.2 hold. Assume, by induction, that Properties P.1 and P.2 hold once vertex \(v_{i-1}\) has been considered and let \(v_i\) be the next vertex, for some \(i > 2\). Let \(u_1, u_2, \ldots, u_q\) be the neighbors of \(v_i\) along \(\hat{P}_{i-1}\). Consider any edge \(e_j = (u_j, v_i)\), for \(j = 1, \ldots, q\). We choose the slopes for the two segments of \(e_j\) as explained above and set \(s(e_j, u_j)\) and \(s(e_j, v_i)\) accordingly (the choice of the slopes can be done in \(O(1)\) time). In order to compute \(l(e_j, u_j)\) and \(l(e_j, v_i)\), it is sufficient to calculate the positions of \(u_1, u_2, \ldots, u_q\) relative to \(u_j\). This can be done in \(O(\deg(v_i) b_{\Gamma})\) time, because, by Properties P.1 and P.2, we know both the slope and the length of each edge segment along \(\hat{P}_{i-1}\) from \(u_1\) to \(u_q\). We can then calculate, again in \(O(\deg(v_i) b_{\Gamma})\) time, the (relative coordinates of) the intersection points \(p_1, p_2, \ldots, p_q\). Afterwards, we may need to (repeatedly) apply Lemma 3. Note that the application of this lemma does not modify the slope of any edge segment, and thus it preserves Property P.1 for all the edges of \(\hat{P}_{i-1}\). Instead, it changes the length of some horizontal segments. However, all the involved horizontal segments do not belong to \(\hat{P}_i\). Finally, in order to set \(l(e_j, u_j)\) and \(l(e_j, v_i)\), it suffices to know the values of \(\lambda\) used in all the applications of Lemma 3, which can be computed by only looking at the intersection points \(p_1, p_2, \ldots, p_q\). It follows that Properties P.1 and P.2 hold.

Once \(v_n\) has been considered, we have information on all the edges of \(\hat{P}_n = \hat{P}\). In particular, by Properties P.1 and P.2, we know the slope and the length in \(\hat{P}\) of all the edges that do not contain any horizontal segment. These edges form a tree rooted at \(v_n\).

\[3\] In fact, this tree is one of the three trees obtained by a Schnyder decomposition [42].
Fig. 9  a A graph that requires $\Delta$ slopes and angular resolution at most $\frac{\pi}{\Delta}$ in every 1-bend upward planar drawing. b Illustration for the proof of Theorem 2

$v_n$ spanning the graph obtained by removing $v_L$ and $v_R$ from $\hat{G}$. To see this, observe that, for $j = 1, 2, \ldots, n - 1$, each vertex $v_j$ has been connected exactly once to a vertex $v_z$, with $j < z$, with an edge that does not contain any horizontal segment, as otherwise $v_j$ would belong to the outer face of $\hat{F}$. Hence, $v_z$ is the (only) parent of $v_j$ in the spanning tree. Furthermore, vertex $v_n$ is incident to at least one of these edges since it has degree at least three and exactly two of its edges contain a horizontal segment. Therefore, an assignment of valid coordinates to the vertices of $G$ can be obtained through a pre-order visit of this spanning tree (recall that for all the edges of the spanning tree we know the slope and length of its two segments). Finally, all edges that contain a horizontal segment (including those that are incident to $v_L$ and $v_R$) can be drawn as we know the slopes of both segments and the $y$-coordinate of the bend point.

\[\square\]

Lemmas 6 and 7 are summarized by Theorem 1.

**Theorem 1** Let $S$ be any set of $\Delta \geq 2$ slopes including the horizontal slope and let $G$ be an $n$-vertex bitonic planar $st$-graph with maximum vertex degree $\Delta$. Graph $G$ has a 1-bend upward planar drawing $\Gamma$ using only slopes in $S$, which can be computed in $O(n b_{\Gamma})$ time.

**Implications and Extensions** We now discuss some consequences of Theorem 1. We start with Corollary 1, which follows from Theorem 1 and from a result in [19].

**Corollary 1** Every bitonic $st$-graph with maximum vertex degree $\Delta \geq 2$ has 1-bend upward planar slope number at most $\Delta$, which is worst-case optimal.

**Proof** Every bitonic $st$-graph has 1-bend upward planar slope number at most $\Delta$ by Theorem 1. Also, for every $\Delta \geq 2$ there is a bitonic $st$-graph (shown in Fig. 9a) that requires at least $\Delta$ slopes in any 1-bend upward planar drawing [19]. \[\square\]

If $S$ is equispaced, Theorem 1 implies a lower bound of $\frac{\pi}{\Delta}$ on the angular resolution of the computed drawing, which is worst-case optimal [19]. Furthermore, we observe that an upward drawing constructed by the algorithm of Theorem 1 can be transformed into a strictly upward drawing that uses $\Delta + 1$ slopes rather than $\Delta$. It suffices to
replace every horizontal segment oriented from its leftmost (rightmost) endpoint to its rightmost (leftmost) one with a segment having slope $\varepsilon (-\varepsilon)$, for a sufficiently small value of $\varepsilon > 0$. Thus, the next corollary follows.

**Corollary 2** Every bitonic st-graph with maximum vertex degree $\Delta \geq 2$ has 1-bend strictly upward planar slope number at most $\Delta + 1$.

Finally, Theorem 1 can be extended to planar st-graphs with $\Delta \leq 3$, as any such digraph can be made bitonic by only rerouting the edge $(s, t)$.

**Theorem 2** Every planar st-graph with maximum vertex degree 3 has 1-bend upward planar slope number at most 3.

**Proof** Let $G$ be a planar st-graph with maximum vertex degree 3. By Theorem 1, if $G$ has a bitonic st-ordering, then the statement follows. If $G$ is not bitonic, it contains a forbidden configuration (see Sect. 2). Recall that a forbidden configuration consists of at least three outgoing edges incident to the same vertex. Since the only vertex of $G$ with three outgoing edges is the source vertex $s$ of $G$, it follows that $G$ contains exactly one forbidden configuration, which involves $s$ and the edge $(s, t)$. We can remove this forbidden configuration by mirroring the embedding of the subgraph obtained by removing $(s, t)$ from $G$ (see Fig. 9b for an illustration). \qed

### 4 2-Bend Upward Planar Drawings

We now extend the result of Theorem 1 to non-bitonic planar st-graphs. Let $G$ be an $n$-vertex non-bitonic planar st-graph. It is known that all forbidden configurations of $G$ can be eliminated in linear time by subdividing at most $n - 3$ edges of $G$ [27]. Let $G_b$ be the resulting bitonic st-graph, called a bitonic subdivision of $G$. Let $(u, d, v)$ be a directed path of $G_b$ obtained by subdividing the edge $(u, v)$ of $G$ with the dummy vertex $d$. We call $(u, d)$ the lower stub, and $(d, v)$ the upper stub of $(u, v)$. We prove the existence of an augmentation technique similar to that of Lemma 1, but with an additional property on the upper stubs. Note that a direct application of the algorithm of Theorem 1 to the graph in output from the next lemma would lead to a 3-bend drawing of $G$ (by interpreting subdivision vertices as bends). Hence, the challenge will be to derive a drawing with at most 2 bends per edge (and $4n - 9$ bends in total).

**Lemma 8** Let $G = (V, E)$ be an $n$-vertex planar st-graph that is not bitonic. Let $G_b = (V_b, E_b)$ be an $N$-vertex bitonic subdivision of $G$, with a bitonic st-ordering $\sigma = (v_1, v_2, \ldots, v_N)$. It is possible to compute in $O(n)$ time a planar st-graph $G' = (V', E')$ where $V' = V_b \cup \{v_L, v_R\}$, $E'$ is a superset of $E_b$ that includes edge $(v_L, v_R)$, and there exists an st-ordering $\chi = (v_L, v_R, v_1, v_2, \ldots, v_N)$ of $G'$ such that:

(i) vertices $v_L$ and $v_R$ are on the boundary of the outer face of $G'$, and
(ii) every vertex of $G_b$ with less than two predecessors in $\sigma$ has exactly two predecessors in $\chi$, and
(iii) every vertex of $G'$ is such that neither its leftmost nor its rightmost incoming edge is an upper stub.
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Fig. 10 Addition of dummy edges to guarantee Properties (ii) and (iii) of Lemma 8. Illustration of the cases in which a $v_i$ has a single predecessor, and b $v_i$ has a leftmost incoming edge that is an upper stub (the squared vertex is a dummy vertex)

Proof We construct $G'$ together with its embedding by adding a vertex per step according to $\chi$. We start with the 3-cycle whose edges are $(v_L, v_R)$, $(v_L, v_1)$, and $(v_R, v_1)$ embedded so that, starting from the outer face, the edge $(v_L, v_R)$ is the first edge in the clockwise circular order of the edges around $v_R$. Let $G_j'$ be the plane digraph induced by $v_L, v_R, v_1, \ldots, v_i$. The neighbors of $v_i$ that are in $G_{i-1}'$ all belong to the boundary of the outer face (because $\sigma$ is an st-ordering of $G_b$). Thus $v_i$ can be planarly connected to its neighbors in $G_{i-1}'$. In order to guarantee Properties (i) and (ii) we may add dummy edges connecting $v_i$ to some vertex of the outer face of $G_{i-1}'$ that is not adjacent to $v_i$ in $G_b$.

Suppose first that $v_i$ has only one predecessor $u$ in $\chi$. We claim that all the edges connecting $u$ to vertices that are after $v_i$ in $\chi$ appear consecutively either in clockwise or in counterclockwise order around $u$ starting from $(u, v_i)$ in the embedding of $G_b$. If this were not the case, then there would exist two vertices $v_j$ and $v_h$, with $i < j$ and $i < h$, such that $v_j$ precedes $v_i$ and $v_h$ follows $v_i$ in the circular order around $u$. But this would imply that the vertices $v_j, v_i$ and $v_h$ form a forbidden configuration for $G_b$, which would contradict the fact that $G_b$ is bitonic. If all these edges appear after $v_i$ in clockwise (resp. counterclockwise) order, then we can add the edge $(v_i, w)$, where $w$ is the vertex preceding (resp. following) $u$ when walking clockwise along the boundary of $G_{i-1}'$; see Fig. 10a for an illustration.

Suppose now that $v_i$ has more than one predecessor in $\chi$, but its leftmost (resp. rightmost) incoming edge $(u, v_i)$ is an upper stub. This means that $u$ is a dummy vertex and therefore it has no successor in $\sigma'$ other than $v_i$. Then we can add the edge $(v_i, w)$, where $w$ is the vertex preceding (resp. following) $u$ when walking clockwise along the boundary of $G_{i-1}'$; see Fig. 10b for an illustration. Since $G'$ has $O(n)$ vertices and edges, the above procedure can be implemented to run in $O(n)$ time as claimed, which completes the proof of this lemma.

We are now ready to prove the main theorem of this section.

Theorem 3 Let $S$ be any set of $\Delta \geq 2$ slopes including the horizontal slope and let $G$ be an $n$-vertex planar st-graph with maximum vertex degree $\Delta$. Graph $G$ has a 2-bend upward planar drawing $\Gamma$ using only slopes in $S$, which has at most $4n - 9$ bends in total and which can be computed in $O(n \, b_{\Gamma})$ time.

Proof We compute a triangulated canonical augmentation $\hat{G}$ of $G$ by applying Lemma 8 and by triangulating the resulting digraph. By Lemma 2, graph $\hat{G}$ has
Fig. 11 Illustration for the proof of Theorem 3: Vertices $u_2$ and $u_3$ correspond to dummy vertices; thus, the edges $(u_2, v_i)$ and $(u_3, v_i)$ are drawn bendless.

an upward canonical ordering $\chi$. As already mentioned, a direct application of the algorithm of Theorem 1 to $\hat{G}$ would lead to a 3-bend drawing of $G$ (by interpreting subdivision vertices as bends). We explain how to modify it in order to construct a drawing $\hat{\Gamma}$ of $\hat{G}$ with at most 2 bends per edge and $4n - 9$ bends in total.

Let $v_i$ the next vertex to be added according to $\chi$ and let $u_1, u_2, \ldots, u_q$ its neighbors in $\hat{P}_{i-1}$. Suppose that $u_j$ is a dummy vertex and that $(u_j, v_i)$ is an upper stub. To save one bend along the edge subdivided by $u_j$, we draw $(u_j, v_i)$ without bends. By Property (iii) of Lemma 8, we have that $1 < j < q$. The ray $t_j$ used to draw the segment of $(u_j, v_i)$ incident to $u_j$ can be any outer real top ray; we choose the ray with the same slope as the real bottom ray $b_j$ used to draw the segment of $(u_j, v_i)$ incident to $v_i$; see Fig. 11. This is possible because all real top rays of $u_j$ are outer (since $(u_j, v_i)$ is the only real outgoing edge of $u_j$). Hence, edge $(u_j, v_i)$ has no bends.

The drawing $\Gamma$ of $G$ is obtained from $\hat{\Gamma}$ by removing dummy edges and by replacing dummy vertices (except $v_L$ and $v_R$, which are removed) with bends. Since the upper stubs of subdivided edges have zero bends, each edge of $\Gamma$ has at most 2 bends. Since, in the worst case, each edge in $\Gamma$ can have at least one bend, the total number of bends is upper bounded by the total number of edges of $G$ (which is at most $3n - 6$) plus the corresponding number of edges with exactly two bends (which is at most $n - 3$). Hence, in total $\Gamma$ has at most $4n - 9$ bends, as desired.

To complete the proof, we remark that, by Lemma 8, graph $\hat{G}$ can be computed in $O(n)$ time and the modified drawing algorithm still runs in time $(n b_{\Gamma})$. Hence, the proof of the theorem follows. $\square$

A planar $st$-graph with a source or a sink of degree $\Delta$ requires at least $\Delta - 1$ slopes in any upward planar drawing; thus the gap with Theorem 3 is one unit. Similarly to Theorem 1, Theorem 3 implies a lower bound of $\frac{\pi}{\Delta}$ on the angular resolution of $\Gamma$; an upper bound of $\frac{\pi}{\Delta - 1}$ can be proven with the same digraph used for the lower bound on the slope number.

The next theorem extends the result of Theorem 3 to every upward planar graph using one additional slope.

**Theorem 4** Let $S$ be any set of $\Delta + 1$ slopes including the horizontal slope and let $G$ be an upward planar graph with maximum vertex degree $\Delta \geq 2$. Graph $G$ has a 2-bend upward planar drawing using only slopes in $S$.

**Proof** Since $G$ is upward planar, it is possible to augment $G$ with dummy edges to a planar $st$-graph $G_{st}$; see, e.g., [16]. Let $\Delta_{st}$ be the maximum vertex degree of $G_{st}$. $\square$

Springer
If we apply the algorithm of Theorem 3 to $G_{st}$, we obtain a 2-bend upward planar drawing using any set of $\Delta_{st}$ slopes including the horizontal one. However, it is not immediate to augment $G$ so that $\Delta_{st} \leq \Delta + 1$. On the other hand, the algorithm can be applied so to draw the dummy edges of $G_{st}$ using dummy slopes. In this case we should take into account the fact that a vertex $v$ that is a source (resp. a sink) in $G$ and not in $G_{st}$ may have $\Delta$ outgoing (resp. incoming) real edges. To cope with this issue it suffices to use any set of $\Delta + 1$ real slopes that includes the horizontal one.

Similarly to Corollary 2, we can observe that any non-strictly upward drawing obtained by applying either Theorem 3 or Theorem 4 can be made strict by replacing the horizontal segments with nearly horizontal ones of the same slope. Hence, we conclude with the following corollary.

**Corollary 3** The 2-bend strictly upward planar slope number of an upward planar graph $G$ with maximum vertex degree $\Delta \geq 2$ is at most $\Delta + 1$ if $G$ is a planar $st$-graph, and it is at most $\Delta + 2$ otherwise.

## 5 Conclusions and Open Problems

In this paper we extended the study of universal sets of slopes to upward planar drawings, and presented the first constructive technique that works for all planar $st$-graphs. One of the main ingredients of our algorithms was the recently introduced bitonic $st$-ordering. Using this new approach, we proved that any set $S$ of $\Delta$ slopes containing the horizontal is universal for 1-bend upward planar drawings of planar $st$-graphs admitting such an ordering. This result implies a tight bound for the 1-bend upward planar slope number of bitonic $st$-graphs and gives rise to drawings with worst-case optimal angular resolution. We then extended the technique to prove that any such $S$ is universal for 2-bend upward planar drawings of planar $st$-graphs.

Our research gives rise to interesting questions, among them:

- Our technique exploits the existence of a bitonic $st$-ordering in order to augment the input graph to an $st$-planar triangulation that admits an upward canonical ordering. The upward canonical ordering is then utilized to compute the 1-bend upward planar drawing. A natural question is hence whether the existence of a bitonic $st$-ordering is a necessary condition to obtain an upward canonical ordering or it is only a sufficient condition.
- More in general, the most intriguing question is whether every planar $st$-graph can be drawn with at most one bend per edge (or with at most two bends per edge and less than $4n - 9$ bends in total) and $\Delta$ slopes.
- Moreover, it remains open whether the 2-bend upward planar slope number of planar $st$-graphs is $\Delta$ or $\Delta - 1$.
- Our drawing technique produces drawings with large area, possibly super-polynomial; it would be interesting to derive lower bounds for the area requirement of 1-bend upward planar drawings with few slopes and good angular resolution.
- Finally, the study of the 0-bend upward planar slope number of upward planar digraphs is also a challenging research direction.
Acknowledgements  We gratefully thank the anonymous reviewers for their valuable comments.

Funding  Open access funding provided by Università degli Studi di Perugia within the CRUI-CARE Agreement.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Angelini, P., Bekos, M.A., Liotta, G., Montecchiani, F.: Universal slope sets for 1-bend planar drawings. Algorithmica 81(6), 2527–2556 (2019). https://doi.org/10.1007/s00453-018-00542-9
2. Bekos, M.A., Gronemann, M., Kaufmann, M., Krug, R.: Planar octilinear drawings with one bend per edge. J. Graph Algorithms Appl. 19(2), 657–680 (2015). https://doi.org/10.7155/jgaa.00369
3. Bekos, M.A., Kaufmann, M., Krug, R.: On the total number of bends for planar octilinear drawings. J. Graph Algorithms Appl. 21(4), 709–730 (2017). https://doi.org/10.7155/jgaa.00436
4. Bertolazzi, P., Di Battista, G., Mannino, C., Tamassia, R.: Optimal upward planarity testing of single-source digraphs. SIAM J. Comput. 27(1), 132–169 (1998). https://doi.org/10.1137/S0097539794279626
5. Biedl, T.C., Kant, G.: A better heuristic for orthogonal graph drawings. Comput. Geom. 9(3), 159–180 (1998). https://doi.org/10.1016/S0925-7721(97)00026-6
6. Bodlaender, H.L., Tel, G.: A note on rectilinearity and angular resolution. J. Graph Algorithms Appl. 8, 89–94 (2004). https://doi.org/10.7155/jgaa.00083
7. Chaplick, S., Chimani, M., Cornelsen, S., Da Lozzo, G., Nöllenburg, M., Patrignani, M., Tollis, I.G., Wolff, A.: Planar L-drawings of directed graphs. In: Frati, F., Ma, K. (eds.) Graph Drawing and Network Visualization, GD 2017. LNCS, vol. 10692, pp. 465–478. Springer, Berlin (2017). https://doi.org/10.1007/978-3-319-73915-1_36
8. Chaplick, S., Da Lozzo, G., Di Giacomo, E., Liotta, G., Montecchiani, F.: Planar drawings with few slopes of Halin graphs and nested pseudotrees. In: Algorithms and Data Structures, WADS 2021. LNCS, vol. 12808, pp. 271–285. Springer, Berlin (2021)
9. Chimani, M., Zeranski, R.: Upward planarity testing in practice: SAT formulations and comparative study. ACM J. Exp. Algorithmics 20:1.2.1.1–2.1.27 (2015). https://doi.org/10.1145/2699875
10. Chrobak, M., Payne, T.H.: A linear-time algorithm for drawing a planar graph on a grid. Inf. Process. Lett. 54(4), 241–246 (1995). https://doi.org/10.1016/0020-0190(95)90020-D
11. Corman, T.H., Leiserson, C.E., Rivest, R.L., Stein, C.: Introduction to Algorithms, 3rd edn. MIT Press, Cambridge (2009)
12. Czyzowicz, J.: Lattice diagrams with few slopes. J. Comb. Theory Ser. A 56(1), 96–108 (1991). https://doi.org/10.1016/0097-3165(91)90025-C
13. Czyzowicz, J., Pelc, A., Rival, I.: Drawing orders with few slopes. Discrete Math. 82(3), 233–250 (1990). https://doi.org/10.1016/0012-365X(90)90201-R
14. de Fraysseix, H., Pach, J., Pollack, R.: How to draw a planar graph on a grid. Combinatorica 10(1), 41–51 (1990). https://doi.org/10.1007/BF02122694
15. Delling, D., Gemsa, A., Nöllenburg, M., Pajor, T., Rutter, I.: On d-regular schematization of embedded paths. Comput. Geom. 47(3), 381–406 (2014). https://doi.org/10.1016/j.comgeo.2013.10.002
16. Di Battista, G., Tamassia, R.: Algorithms for plane representations of acyclic digraphs. Theor. Comput. Sci. 61, 175–198 (1988). https://doi.org/10.1016/0304-3975(88)90123-5
17. Di Giacomo, E., Liotta, G., Montecchiani, F.: Drawing outer 1-planar graphs with few slopes. J. Graph Algorithms Appl. 19(2), 707–741 (2015). https://doi.org/10.7155/jgaa.00376
18. Di Giacomo, E., Liotta, G., Montecchiani, F.: Drawing subcubic planar graphs with four slopes and optimal angular resolution. Theor. Comput. Sci. 714, 51–73 (2018). https://doi.org/10.1016/j.tcs.2017.12.004

19. Di Giacomo, E., Liotta, G., Montecchiani, F.: 1-Bend upward planar slope number of SP-digraphs. Comput. Geom. 90, 101628 (2020)

20. Didimo, W.: Upward graph drawing. In: Kao, M.-Y. (ed.) Encyclopedia of Algorithms. Springer, Berlin (2015). https://doi.org/10.1007/978-3-642-27848-8_653-1

21. Dujmović, V., Eppstein, D., Suderman, M., Wood, D.R.: Drawings of planar graphs with few slopes and segments. Comput. Geom. 38(3), 194–212 (2007). https://doi.org/10.1016/j.comgeo.2006.08.002

22. Dujmović, V., Suderman, M., Wood, D.R.: Graph drawings with few slopes. Comput. Geom. 38(3), 181–193 (2007). https://doi.org/10.1016/j.comgeo.2006.08.002

23. Duncan, C., Goodrich, M.T.: Planar orthogonal and polyline drawing algorithms. In: Tamassia, R. (ed.) Handbook on Graph Drawing and Visualization. Chapman and Hall/CRC, London (2013)

24. Durocher, S., Mondal, D.: On balanced +contact representations. In: Wismath, S.K., Wolff, A. (eds.) Graph Drawing, GD 2013, LNCS, vol. 8242, pp. 143–154. Springer, Berlin (2013). https://doi.org/10.1007/978-3-319-03841-4_13

25. Garg, A., Tamassia, R.: On the computational complexity of upward and rectilinear planarity testing. SIAM J. Comput. 31(2), 601–625 (2001). https://doi.org/10.1137/S0097539794277123

26. Gronemann, M.: Bitonic st-orderings of biconnected planar graphs. In: Graph Drawing, GD 2014, LNCS, vol. 8871, pp. 162–173. Springer, Berlin (2014)

27. Gronemann, M.: Bitonic st-orderings for upward planar graphs. In: Hu, Y., Nölleung, M. (eds.) Graph Drawing and Network Visualization, GD 2016, LNCS, vol. 9801, pp. 222–235. Springer, Berlin (2016). https://doi.org/10.1007/978-3-319-50106-2_18

28. Harary, F.: Graph Theory. Addison-Wesley, Reading (1972)

29. Healy, P., Nikolov, N.S.: Hierarchical drawing algorithms. In: Tamassia, R. (ed.) Handbook on Graph Drawing and Visualization. Chapman and Hall/CRC, London (2013)

30. Hong, S., Merrick, D., do Nascimento, H.A.D.: Automatic visualisation of metro maps. J. Vis. Lang. Comput. 17(3), 203–224 (2006). https://doi.org/10.1016/j.jvlc.2005.09.001

31. Jelínek, V., Jelínková, E., Kratochvíl, J., Lidický, B., Tesar, M., Vyskocil, T.: The planar slope number of planar partial 3-trees of bounded degree. Graphs Comb. 29(4), 981–1005 (2013). https://doi.org/10.1007/s00373-012-1157-z

32. Kelly, D.: Fundamentals of planar ordered sets. Discrete Math. 63(2–3), 197–216 (1987). https://doi.org/10.1016/0012-365X(87)90008-2

33. Keszegh, B., Pach, J., Pálvölgyi, D.: Drawing planar graphs of bounded degree with few slopes. SIAM J. Discrete Math. 27(2), 1171–1183 (2013). https://doi.org/10.1137/100815001

34. Klawitter, J., Mchedlidze, T.: Upward planar drawings with two slopes. CoRR (2021). arxiv.org/abs/2106.02839

35. Klawitter, J., Zink, J.: Upward planar drawings with three and more slopes, vol. 12868, pp. 149–165 (2021). https://doi.org/10.1007/978-3-030-92931-2_11

36. Knauer, K., Walczak, B.: Graph drawings with one bend and few slopes. In: Latin American Theoretical INformatics, LATIN 2016, LNCS, vol. 9644, pp. 549–561. Springer, Berlin (2016). https://doi.org/10.1007/978-3-662-49529-2_41

37. Knauer, K.B., Micek, P., Walczak, B.: Outerplanar graph drawings with few slopes. Comput. Geom. 47(5), 614–624 (2014). https://doi.org/10.1016/j.comgeo.2014.01.003

38. Leiserson, C.E.: Area-efficient graph layouts (for VLSI). In: Symposium on Foundations of Computer Science, FOCS 1980, pp. 270–281. IEEE (1980). https://doi.org/10.1109/SFCS.1980.13

39. Lenhart, W., Liotta, G., Mondal, D., Nishat, R.I.: Planar and plane slope number of partial 2-trees. In: Wismath, S.K., Wolff, A. (eds.) Graph Drawing and Network Visualization, GD 2013, LNCS, vol. 8242, pp. 412–423. Springer, Berlin (2013). https://doi.org/10.1007/978-3-319-03841-4_36

40. Nölleung, M.: Automated drawings of metro maps. Technical Report 2005-25, Fakultät für Informatik, Universität Karlsruhe (2005)

41. Nölleung, M., Wolff, A.: Drawing and labeling high-quality metro maps by mixed-integer programming. IEEE Trans. Vis. Comput. Graph. 17(5), 626–641 (2011). https://doi.org/10.1109/TVCG.2010.81

42. Schnyder, W.: Embedding planar graphs on the grid. In: Johnson, D.S. (ed.) Symposium on Discrete Algorithms, SODA 1990, pp. 138–148. SIAM (1990)
43. Stott, J.M., Rodgers, P., Martinez-Ovando, J.C., Walker, S.G.: Automatic metro map layout using multicriteria optimization. IEEE Trans. Vis. Comput. Graph. 17(1), 101–114 (2011). https://doi.org/10.1109/TVCG.2010.24
44. Tamassia, R.: On embedding a graph in the grid with the minimum number of bends. SIAM J. Comput. 16(3), 421–444 (1987). https://doi.org/10.1137/0216030
45. Valiant, L.G.: Universality considerations in VLSI circuits. IEEE Trans. Comput. 30(2), 135–140 (1981). https://doi.org/10.1109/TC.1981.6312176

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.