Stability conditions for the explicit integration of projection based nonlinear reduced-order and hyper reduced structural mechanics finite element models
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Projection-based nonlinear model order reduction methods can be used to reduce simulation times for the solution of many PDE-constrained problems. It has been observed in literature that such nonlinear reduced-order models (ROMs) based on Galerkin projection sometimes exhibit much larger stable time step sizes than their unreduced counterparts. This work provides a detailed theoretical analysis of this phenomenon for structural mechanics. We first show that many desirable system matrix properties are preserved by the Galerkin projection. Next, we prove that the eigenvalues of the linearized Galerkin reduced-order system separate the eigenvalues of the linearized original system. Assuming non-negative Rayleigh damping and a time integration using the popular central difference method, we further prove that the theoretical linear stability time step of the ROM is in fact always larger than or equal to the critical time step of its corresponding full-order model. We also give mathematical expressions for computing the stable time step size. Finally, we show that under certain conditions this increase in the stability time step even extends to some hyper-reduction methods. The findings can be used to compute numerical stability time step sizes for the integration of nonlinear ROMs in structural mechanics, and to speed up simulations by permitting the use of larger time steps.

1. INTRODUCTION

Projection-based nonlinear model order reduction methods can be used to reduce the simulation times of many problems described by partial differential equations (PDEs). While still an area of active research, such methods have already been applied to a wide range of problems. The speed-ups achievable by nonlinear model order reduction methods are known to be related to a number of different phenomena. Both implicit and explicit time integration methods benefit from hyper reduction procedures such as the Discrete Empirical Interpolation Method (DEIM), or the Energy Conserving Sampling and Weighting (ECSW) method. These methods are all associated with reducing the number of costly nonlinear function evaluations during the online simulations. The reduction of the dimension of the linear system of equations allows for a further speed-up in the case of implicit time integration schemes. This is not the case for explicit methods, where the integration is performed using only information already available from previous time steps. However, it has been observed in literature that explicitly integrated reduced-order models can in fact benefit from considerable speed-ups due to larger stability time step sizes. This seems to have been initially reported by [1–3], and later by [4–6]. No detailed mathematical explanation or reasoning for this interesting phenomenon has been given in literature yet. The most closely related analysis for the case of modal truncation is given by [1]. This work offers a rigorous analysis of the numerical stability of explicitly integrated nonlinear reduced-order models equipped with a Galerkin projection. It is proven, for the first time as far as the authors are aware, that the stability time step of Galerkin ROMs with non-negative Rayleigh damping and a semi-orthogonal or M-orthogonal 1 reduced basis, is in fact always larger than or equal to the equivalent stability time step of the corresponding full-order model for the central difference method, under conventional linear stability theory assumptions. That is, the reduced-order model inherits conditional stability as a property of the explicit time integration scheme, but the time step size necessary to stabilize the central difference time integration method is not smaller (and often larger) than the stability time step of the original problem. We show that this is fundamentally due to particular eigenvalue separation properties that arise naturally from the truncation of the reduced basis. We also give mathematical proofs that this phenomenon extends to some, but not all hyper reduced systems. For instance, DEIM is shown to be inherently less stable as it does not guarantee symmetry, positive definiteness or eigenvalue interlacing of the system matrices. By contrast, ECSW preserves symmetry and positive semi-definiteness, but not necessarily eigenvalue interlacing. Finally, we analyze the influence of the exact modal content of the reduced-order basis (ROB) V on the system eigenvalues and the stability time step.

The implication is that reduced-order models are naturally more stable numerically than their full-dimensional

1 where M is a diagonal, positive matrix
counterparts. This means that larger – or at least equal size – time steps can be used in the online phase of the solution of a dynamical reduced or hyper reduced model. We nevertheless also emphasize that overly large time steps for highly nonlinear problems may violate linear stability theory assumptions. Numerical stability is not to be confused with consistency. While reduced-order modelling can be beneficial for numerical stability of explicit integration methods, it typically introduces consistency errors that may negatively affect convergence.

Notation.
Matrices or matrix valued functions are denoted using bold capital letters. Vectors or vector valued functions are written in lower-case letters, also in bold. The spectral norm of a matrix \( A \) is denoted by \( \| A \|_\text{spectral} \) or \( \| A \|_2 \), its Frobenius norm is written as \( \| A \|_F \). Time derivatives are denoted using Newton’s notation, where \( \dot{\mathbf{x}} = \mathbf{x} \). In line with most mathematical literature and to enable a better understanding, we denote the (real) eigenvalues \( \lambda_i \) and singular values \( \sigma_i \) of a matrix arranged in increasing order throughout this work. Notice that this is contrary to the decreasing order convention which is widely used in data analysis and nonlinear model order reduction.

2. NUMERICAL INTEGRATION OF THE EQUATIONS OF MOTION

The semi-discrete form of the nonlinear equations of motion describing a general structural dynamics problem can be written as

\[
\mathbf{M}(\dot{\mathbf{x}}, \mathbf{x}, t) \ddot{\mathbf{x}} + \mathbf{C}(\dot{\mathbf{x}}, \mathbf{x}, t) \dot{\mathbf{x}} + \mathbf{K}(\dot{\mathbf{x}}, \mathbf{x}, t) \mathbf{x} = \mathbf{f}_{\text{ext}}(\dot{\mathbf{x}}, \mathbf{x}, t),
\]

where \( \mathbf{x} \in \mathbb{R}^m \) is the vector of nodal displacements of the spatial discretization, \( \mathbf{M} \in \mathbb{R}^{m \times m} \) denotes the mass matrix, \( \mathbf{C} \in \mathbb{R}^{m \times m} \) is the damping matrix, and \( \mathbf{K} \in \mathbb{R}^{m \times m} \) is the nonlinear stiffness matrix. \( \mathbf{f}_{\text{ext}} \in \mathbb{R}^m \) denotes the externally applied loads. The time integration of these equations can be performed either using implicit or using explicit methods.

Implicit integration methods solve the system of equations (1), ensuring equilibrium at discrete time instants using an iterative method (e.g., the Newton-Raphson algorithm). Implicit methods are unconditionally stable and do not impose any stability limits on the time step size, under linear stability theory assumptions. However, the convergence of this iterative procedure at every time step can be an issue when dealing with highly nonlinear phenomena such as contact. The accuracy of the linearization becomes poor in the presence of large time steps or highly nonlinear terms, thus violating linear stability theory assumptions. It is therefore generally very difficult to solve highly nonlinear problems using large time steps. Moreover, implicit methods require the inversion of the linearized stiffness matrix \( \mathbf{K} \) to solve for \( \mathbf{x} \). This is a costly operation, but for many cases the effort for the inversion is offset by the possibility to use large time steps. Examples include the Newmark beta method [7], or the Houbolt and Bathe methods [8].

Explicit methods do not actually solve a system of equations. Using a diagonal lumped mass matrix, the updated nodal displacements and velocities at time \( t_n \) only depend on previously computed quantities [9]. The updates can therefore be computed directly, avoiding costly convergence iterations and stiffness matrix inversions. In fact, the global damping or stiffness matrices are usually never assembled as a whole, saving memory. Instead, the term \( \mathbf{C}(\dot{\mathbf{x}}, \mathbf{x}, t) \dot{\mathbf{x}} + \mathbf{K}(\dot{\mathbf{x}}, \mathbf{x}, t) \mathbf{x} \) is often replaced by a vector of nonlinear \textit{internal forces} \( \mathbf{f}_{\text{int}}(\dot{\mathbf{x}}, \mathbf{x}, t) \), comprising nonlinear contributions from contact, plasticity or external loads. However, explicit integration schemes, such as the central difference method, are only conditionally stable and typically require small time steps. Explicit methods are often used for the simulation of highly nonlinear phenomena with large deformations, such as impact and crush analysis, or natural disaster simulation. The focus of this work is the numerical stability of explicit methods.

2.1. Central difference method

The central difference method is still the most popular explicit time integration scheme for structural mechanics problems. It is second-order accurate and both simple to understand and to implement efficiently in practice. It is part of many widely used finite element solvers such as LS-DYNA [10] and Abaqus/explicit [11]. This is why it serves as an example for the stability analysis of reduced-order systems throughout the remainder of this paper.

Algorithm 1 provides an overview of a typical numerical implementation for the integration of the equations of motion (1). The following analysis is furthermore restricted to Lagrangian meshes. For the sake of simplicity (but without loss of generality), we further assume a constant time step size \( \Delta t = t_{n+1} - t_n \), where \( t \) is the time, and the superscript \((\cdot)^n\) is used to denote quantities at the \( n \)-th discretization point in time. In practice, the time step size \( \Delta t \) may of course be adjusted during a simulation (cf. [9]). Recalling equation (1), the central
difference method computes the velocities \( \dot{x} \) at time \( t^{n+1/2} \) as
\[
\dot{x}^{n+1/2} = \frac{x^{n+1} - x^n}{\Delta t}, \quad \text{with} \quad t^{n+1/2} = t^n + \frac{\Delta t}{2}.
\] (2)

The corresponding formula for the acceleration terms \( \ddot{x} \) at time \( t^n \) is given by
\[
\ddot{x} = \frac{x^{n+1/2} - x^{n-1/2}}{\Delta t^2} = \frac{x^{n+1} - 2x^n + x^{n-1}}{\Delta t^2}.
\] (3)

Notice that there is a half time step lag between the velocities and the displacements and accelerations. While this version of the central difference scheme is very popular [9, 10], slight modifications thereof are also possible (cf. [5, 8]). The accelerations are related to the forces by the mass matrix \( M \) such that
\[
M^n(\dot{x}^{n-1/2}, x^n, t^n)x^n = f_{\text{node}}(x^{n-1/2}, x^n, t^n),
\] (4)
where \( f_{\text{node}} \) is the vector of nodal forces acting on every degree of freedom (DoF) of the assembled system. \( f_{\text{node}} \) comprises contributions from internal and external forces. Recalling equation (1), it can be written as
\[
f_{\text{node}}(\dot{x}^{n-1/2}, x^n, t^n) = f_{\text{ext}}(\dot{x}^{n-1/2}, x^n, t^n) - C^n(\dot{x}^{n-1/2}, x^n, t^n)x^{n-1/2} - K^n(\dot{x}^{n-1/2}, x^n, t^n)x^n.
\] (5)

The procedure for the numerical integration of (1) using the central difference scheme is summarized in algorithm 1.

**Algorithm 1** Central difference integration scheme \((\cdot)^n \rightarrow (\cdot)^{n+1}\), adapted from [9, 12]

**Input:** Previous displacements \( x^n \) and velocities \( \dot{x}^{n-1/2} \), nodal forces \( f_{\text{node}}^n \), mass matrix \( M^n \), time \( t^n \), time step size \( \Delta t \). If \( n = 0 \), then use the initial conditions \( \dot{x}^0 \) instead of \( \dot{x}^{n-1/2} \).

**Output:** Updated displacements \( x^{n+1} \), velocities \( \dot{x}^{n+1/2} \), time \( t^{n+1} \).

1: Accelerations update: \( \ddot{x}^n \leftarrow (M^n)^{-1}f_{\text{node}}^n \)
2: Velocity update: \( \dot{x}^{n+1/2} \leftarrow \dot{x}^{n-1/2} + \Delta t\ddot{x}^n \)
3: Displacements update: \( x^{n+1} \leftarrow x^n + \Delta t\dot{x}^{n+1/2} \)
4: Time update: \( t^n \leftarrow t^n + \Delta t; \quad n \leftarrow n + 1 \)

Due to the velocity time lag of \( \Delta t/2 \), the discrete form of the equations of motion discretized by the central difference method is [9, p. 400]
\[
M^n\ddot{x}^n + C^n\dot{x}^{n-1/2} + K^n x^n = f_{\text{ext}}^n.
\] (6)

For the purpose of this study, we assume that it is known how the nodal forces \( f_{\text{node}} \) are computed from the elemental contributions, contact forces, and externally applied loads. Any matrices that depend on \((\dot{x}, x, t)\) are typically linearized at specific points in time (cf. section 3.2, though not necessarily at every time step. The mass matrix \( M \) can be assumed as constant for some applications, if it is not configuration dependent and no artificial dynamic mass scaling is used.

### 3. LINEAR STABILITY THEORY

There are various ways of defining stability, and the stability analysis of nonlinear dynamical systems is in general a challenging problem. Throughout this work, we employ a notion of stability as described in [9], which originates from the works of Lyapunov [13].

**Definition.** Consider the semi-discrete form of a dynamical system described by some arbitrary evolution equation. Let \( x^0 \) be a vector of initial conditions, and let \( \delta \) be a perturbation vector, with \( 0 < \|\delta\|_2 \leq \varepsilon \). Let further \( x_A(t) \) denote the solution of the system with the initial conditions \( x_A(t = 0) = x^0 \), and let \( x_B(t) \) denote the solution of the perturbed system, with \( x_B(t = 0) = x^0 + \delta \). The solution is then called stable if
\[
\|x_A(t) - x_B(t)\|_2 \leq C\varepsilon \quad \forall t > 0
\] (7)
for some \( C > 0 \). A more detailed explanation of this notion of stability can be found in [9].

Physically, the above definition means that points that are close to each other stay close to each other as time passes. Notice that some physical systems exhibit instabilities that violate this principle, such as bifurcation points. The following sections provide an overview of how the numerical stability of time integration methods can be assessed.
3.1. Stability of time integration methods for linear systems

Provided that a physical system is stable, one can derive conditions under which different time integration schemes are also stable. In line with definition 3, a numerical solution is called stable, if small perturbations $\delta$ of the initial conditions do not lead to divergent behaviour of the solutions as time passes, i.e. for all time instants $n$ and initial conditions $x^0 = x^0_A$ (cf. [9])

$$\|x_A^n - x_B^n\|_2 \leq C\varepsilon \quad \text{such that } \|\delta\|_2 \leq \varepsilon.$$  

(8)

The stability of time integrators is usually assessed for linear systems, using Dahlquist’s test equation [14]

$$\dot{y}(t) = \alpha y(t) \quad \text{with } \alpha \in \mathbb{C},$$  

(9)

which has the trivial solution $y(t) = e^{\alpha t}$. Depending on the time integration scheme, different stability regions arise. For the simple example of the explicit forward Euler method, $\dot{y}(t)$ is approximated by

$$\dot{y}^n = \frac{y^{n+1} - y^n}{\Delta t}.$$  

(10)

Inserting (10) into (9) yields

$$y^{n+1} = (1 + \alpha \Delta t)y^n.$$  

(11)

It can be shown that the above scheme remains stable as long as $|1 + \alpha \Delta t| \leq 1$, which is only possible for $\text{Re}(\alpha) < 1$. The product of the characteristic value $\alpha$ of the equation and the time step $\Delta t$ is often denoted as $z$. The stability region of the explicit Euler method is a circle in the complex $z$ plane, i.e. there is a constraint on how large the time step $\Delta t$ can be selected in order to ensure stability. This observation leads to the two following definitions which are important for the remainder of this paper.

Definition. (Conditional stability)
A time integration scheme that ensures numerical stability of the solution of a (stable) linear system only when the time step size $\Delta t$ fulfils a stability condition $\Delta t \leq \Delta t_{\text{crit}}$ is called conditionally stable. The problem dependent upper bound on the admissible time step size $\Delta t_{\text{crit}}$ is called the critical time step.

Definition. (Unconditional stability)
A time integration scheme is called unconditionally stable if it ensures numerical stability of the solution of a (stable) linear system regardless of the chosen time step size $\Delta t$.

Notice that numerical stability is only defined for stable systems. If the physical system of interest does not fulfil the stability condition 3, the stability of numerical methods applied to such a problem cannot be assessed. Even if the integration method itself is considered as stable, condition (8) will still be violated [9]. However, the analysis of highly nonlinear and dynamical phenomena such as impact, automotive crash, or natural disasters is of great practical interest. The popular assumption (or hope) in these cases is that numerically stable methods will at least “behave well” when applied to unstable systems [9, p. 392].

The following sections briefly detail how the stability condition for the explicit central difference method in the context of explicit FEM is derived, and how the critical time step size can be estimated at low computational costs.

3.2. Linearization of nonlinear systems

The above definitions of conditional and unconditional stability, as well as the analysis of the stability region of the explicit Euler method, were restricted to linear systems. The nonlinear equations of motion (1) are therefore linearized around certain points in time before linear stability theory can be applied. This need not necessarily be done at every time step. However, highly nonlinear problems – e.g. involving contact – require more frequent linearizations. As long as the periods between linearizations are small enough, the application of linear stability methods to nonlinear problems is usually deemed acceptable.

The need to repeatedly linearize the equations during the integration has important consequences:

• otherwise unconditionally stable methods may not use arbitrarily large time steps, because they could otherwise become unstable and yield incorrect results. This is the case, for example, when unconditionally stable implicit time integration schemes are used in the presence of contact nonlinearities, e.g. impact simulation.
• the critical time step size for conditionally stable methods may be somewhat smaller than the one predicted under linear stability theory assumptions. A safety factor is often used in practice to account for such phenomena.

In the following we denote the linearized mass, damping and stiffness matrices as $M, C, K$. The semi-discrete form of the linearized equations around an arbitrary point then read

$$M\ddot{x} + C\dot{x} + Kx = f_{ext}(\bar{x}, x, t).$$  \hspace{1cm} (12)

### 3.3. Amplification matrix notation and modal equations

For linear (or linearized) problems, the numerical stability of integration methods is often evaluated by analyzing the eigenvalues of the so-called amplification matrix. Consider the unreduced equations of motion (1), discretized in time by a central difference scheme (6). Inserting (2) and (3) into the linearized equation of motion for $t = t^n$ yields

$$\begin{align*}
\frac{M}{\Delta t^2} x^{n+1} + \left( K - \frac{2M}{\Delta t^2} + \frac{C}{\Delta t} \right) x^n + \left( K - \frac{2M}{\Delta t^2} + \frac{C}{\Delta t} \right) x^{n-1} &= f^n_{ext} \\
\iff x^{n+1} &= \Delta t^2 M^{-1} \left[ f^n_{ext} - \left( K - \frac{2M}{\Delta t^2} + \frac{C}{\Delta t} \right) x^n + \left( K - \frac{2M}{\Delta t^2} + \frac{C}{\Delta t} \right) x^{n-1} \right].
\end{align*}$$

Let $y$ denote an auxiliary state variable such that

$$y^n = \begin{bmatrix} x^n \\ x^{n-1} \end{bmatrix}. \hspace{1cm} (16)$$

Then we can express $y^{n+1}$ as

$$y^{n+1} = \begin{bmatrix} x^{n+1} \\ x^n \end{bmatrix} = \begin{bmatrix} 2I - \Delta t^2 M^{-1} K - \Delta t M^{-1} C - I & \Delta t M^{-1} C - I \\ \Delta t M^{-1} C - I & 0 \end{bmatrix} y^n + \begin{bmatrix} \Delta t^2 M^{-1} f^n_{ext} \\ 0 \end{bmatrix}. \hspace{1cm} (17)$$

The matrix $A \in \mathbb{R}^{2m \times 2m}$ is called the amplification matrix. Any errors in $y^n$ remain bounded for $n \to \infty$ if

$$\|A\|_2 = \rho(A) = \max_{\lambda_i} |\lambda_i| \leq 1, \hspace{1cm} (19)$$

under the additional condition that any eigenvalue $\lambda_i^A$ of $A$ which has an absolute magnitude $|\lambda_i| = 1$ may not have an algebraic multiplicity larger than 1 [8]. As $A$ is generally not symmetric, its eigenvalues $\lambda_i^A$ are complex numbers and the stability region can be visualized as a circle with unit radius, centered at the origin of the complex plane.

It is computationally very expensive (nevertheless possible) to evaluate the eigenvalues of the above amplification matrix $A$ numerically. There are more efficient ways of estimating or bounding its eigenvalues by exploiting the block structure. A very common alternative, however, is to use the modal equations to analyze stability. Let $\mu_i, v_i, 1 \leq i \leq m$ denote the $m$ eigenpairs of the matrix $M^{-1}K$. Since the $v_i$ are linearly independent, it is possible to express the displacements and their derivatives using a linear combination thereof. This corresponds to a basis change \(^2\).

$$x(t) = \sum_{i=1}^{m} \tilde{x}_i(t)v_i; \hspace{0.5cm} \dot{x}(t) = \sum_{i=1}^{m} \ddot{x}_i(t)v_i; \hspace{0.5cm} \ddot{x}(t) = \sum_{i=1}^{m} \dddot{x}_i(t)v_i. \hspace{1cm} (20)$$

\(^2\) Notice the similarity to projection based MOR methods, where $x$ is only approximated using a truncated sum from 1 to $k < m$ (cf. section 5).
Assuming Rayleigh damping, i.e. \( C = a_1M + a_2K \), the modal form of the equations (1) can be written as [9, p. 400]

\[
\ddot{x} + (a_1 + a_2\mu_j)\dot{x} + \mu_j x = v_j^T f_{\text{ext}}, \quad j \in \{1, 2, \ldots, m\}.
\]

(21)

\[
\iff \ddot{x} + 2\xi_j\sqrt{\mu_j} \dot{x} + \mu_j x = v_j^T f_{\text{ext}} \quad \text{with} \quad \xi_j = \frac{a_1}{2\sqrt{\mu_j}} + \frac{a_2\sqrt{\mu_j}}{2}
\]

(22)

The above is obtained by exploiting the orthogonality properties of \( v_i \) with respect to \( M \) and \( K \) [9, p. 393]

\[
v_j^T M v_i = \delta_{i,j}, \quad v_j^T K v_i = \mu_j^2 \delta_{i,j} \quad \text{(no summation)},
\]

(23)

where \( \delta_{i,j} \) is the Kronecker symbol, which equals 1 for \( i = j \), and is zero otherwise. The modal equations (21) are uncoupled. Applying the central difference scheme for the time integration yields the following discrete representation [9, p. 400].

\[
\frac{1}{\Delta t^2} \ddot{x}_{n+1} + \left( \mu_j + 2 \xi_j\sqrt{\mu_j} \frac{1}{\Delta t} - 2 \frac{1}{\Delta t^2} \right) \dot{x}_n + \left( \frac{1}{\Delta t^2} - 2 \xi_j\sqrt{\mu_j} \frac{1}{\Delta t} \right) x_n = v_j^T f_{\text{ext}}
\]

(24)

The above can be put into the same form as (17), yielding the amplification matrix \( A_j \). Defining \( \tilde{y}^n = \begin{bmatrix} \tilde{x}^n \\ \tilde{x}^{n-1} \end{bmatrix} \),

\[
\tilde{y}^n + 1 = \begin{bmatrix} \tilde{x}^{n+1} \\ \tilde{x}^n \end{bmatrix} = \begin{bmatrix} 2 - 2\xi_j\sqrt{\mu_j} \frac{\Delta t}{1} - \Delta t^2 \mu_j & 2\xi_j\sqrt{\mu_j} \frac{\Delta t}{1} - 1 \\ 2\xi_j\sqrt{\mu_j} \frac{\Delta t}{1} & 0 \end{bmatrix} \begin{bmatrix} \tilde{x}^n \\ \tilde{x}^{n-1} \end{bmatrix} + \begin{bmatrix} v_j^T f_{\text{ext}} \\ 0 \end{bmatrix}.
\]

(25)

As only solutions with \( \Delta t > 0 \) are relevant, the critical value \( \| A_j \|_2 = \max \left( \left| \lambda_1^{A_j} \right|, \left| \lambda_2^{A_j} \right| \right) = 1 \) is obtained for [9, p. 401]

\[
\Delta t_{\text{crit},j} = 2 \sqrt{\frac{1}{\mu_j}} \left( \sqrt{\xi_j^2 + 1} - \xi_j \right)
\]

(26)

and any values \( 0 < \Delta t < \min_j \Delta t_{\text{crit},j} \) will fulfill the stability conditions for all modal equations. A more in-depth step-by-step derivation of the above condition can be obtained by applying the \( z \)-transform and the Routh-Hurwitz criterion [9, 15, 16].

Notice that the computation of \( \Delta t_{\text{crit}} \) requires the knowledge of the largest eigenvalue \( \mu_m \) of the matrix \( M^{-1}K \). It is therefore not necessary to compute all eigenvalues, and highly efficient methods can be used instead of a full eigendecomposition. These include Lanczos or Arnoldi iterations, or randomized methods [17]. However, the direct computation of \( \mu_m \) would require the assembly of the full stiffness matrix \( K \), which is a costly operation that is usually not performed in most explicit FEM solvers. Instead, it is possible to derive computationally cheap – albeit somewhat conservative – bounds on \( \mu_m \) and \( \Delta t_{\text{crit}} \) by computing eigenvalues at the element level.

The underlying theory is detailed in the next section.

### 3.4. Rayleigh-Ritz quotient and eigenvalue separation property

The Rayleigh quotient of a symmetric matrix \( A \in \mathbb{R}^{m \times m} \) and a nonzero vector \( x \in \mathbb{R}^m \) is defined by [18, pp. 230ff.]

\[
R_A(A, x) = \frac{x^T Ax}{x^T x}.
\]

(27)

If \( x \) is an eigenvector of \( A \), the Rayleigh quotient simplifies to its corresponding eigenvalue. The Rayleigh quotient is bounded as follows (notice that \( A \) is real and symmetric and therefore automatically Hermitian, with only real eigenvalues).

**Theorem.** Let \( A \in \mathbb{R}^{m \times m} \) be a symmetric matrix, and let \( \lambda_i \) denote the \( i \)-th eigenvalue of \( A \) in increasing order. Then

\[
\lambda_1 \leq \frac{x^T Ax}{x^T x} \leq \lambda_m.
\]

(28)
A proof of this theorem is given in [18, pp. 230ff.]. An important consequence for finite element methods is the Rayleigh nesting theorem. The following version is due to [9]. A proof is given in [19].

**Theorem.** (Rayleigh-Fried-Belytschko)

Let \( \lambda_i \) denote the eigenvalues of the generalized eigenvalue problem \( Ax = \lambda Bx \) in increasing order, where \( A \in \mathbb{R}^{m \times m} \) and \( B \in \mathbb{R}^{m \times m} \) are both symmetric, and constructed from real symmetric matrices \( A_e \) and \( B_e \) by

\[
A = \sum_e L_e^T A_e L_e \quad B = \sum_e L_e^T B_e L_e,
\]

where \( L_e \in \mathbb{R}^{m \times m} \) are the element connectivity matrices (cf. [9]). The eigenvalues \( \bar{\lambda}_i \) of the system constrained by \( g^T x = a, \ g \in \mathbb{R}^m \) are then nested by the eigenvalues of the unconstrained system, i.e.

\[
\lambda_1 \leq \bar{\lambda}_1 \leq \lambda_2 \leq \bar{\lambda}_2 \leq \cdots \leq \lambda_n.
\]

A consequence of the nesting theorem is the element eigenvalue inequality, which bounds the maximum system eigenvalue by the maximum element eigenvalue. The element eigenvalue inequality can be written as [9, p.403]

\[
|\lambda_{\text{max}}| \leq |\lambda_{E\text{max}}|,
\]

where \( \lambda_{\text{max}} \) is the largest eigenvalue of the symmetric generalized eigenvalue problem \( Ax = \lambda Bx \), and \( \lambda_{E\text{max}}^e = \max_{e,i} \lambda_i^e \) is the largest eigenvalue of any element in the assembly. The element with the largest eigenvalue has the index \( e = E \). In this context, we also refer to the work of Fried [20].

Theorem 3.4 can be applied to analyze the stability of integration methods for the equations of motion (1). The matrices \( A \) and \( B \) in theorem 3.4 then correspond to the system mass and stiffness matrices \( M \) and \( K \). Conversely, \( A_e \) and \( B_e \) correspond to the element mass and stiffness matrices \( M_e \) and \( K_e \). This means that one can bound the largest eigenvalue of the generalized eigenvalue problem \( Kx = \lambda Mx \), i.e. the largest eigenvalue of \( M^{-1}K \), by the largest eigenvalue of the element eigenvalue problems \( K_e x^e = \lambda^e M_e x^e \). The advantage is that the element eigenvalues can be calculated (or approximated) at very low computational costs. Moreover, the assembly or storage of the stiffness matrix can be omitted. The critical time step is then approximated using the largest eigenvalue of the critical element \( e \). Consider a system consisting of simple 2-node rod element in uniaxial strain, a diagonal mass matrix, and no damping. Combining equation (26) and theorem 3.4, the critical time step for the central difference method can be bounded by [9, p. 404]

\[
\Delta t \leq \frac{2}{\sqrt{\lambda_{\text{max}}} \lambda_{\text{max}}} \leq \frac{2}{\max_{e,i} \lambda_i^e} = \min_e \frac{l_e}{c_e},
\]

where \( \lambda_{\text{max}} = \omega_{\text{max}}^2 \) and \( \lambda_{E\text{max}}^e = 4 e^2 l_e^2 \),

\( l_e \) is the length of the rod element \( e \), and \( c_e \) is the corresponding wave speed, which depends on material parameters such as the density or the Young’s modulus. Condition (32) is also referred to as the Courant-Friedrichs-Lewy (CFL) condition [21]. Although the bounds obtained by the eigenvalue inequality are conservative, they are often used in explicit FEM solvers as they avoid the assembly of the full stiffness matrix \( K \). The condition (32) is also referred to as the Courant-Friedrichs-Lewy (CFL) condition [21]. Although the bounds obtained by the eigenvalue inequality are conservative, they are often used in explicit FEM solvers as they avoid the assembly of the full stiffness matrix \( K \), and the computation of even just a single eigenvalue of the system eigenvalue problem \( Kx = \lambda Mx \) can be too computationally intensive when the system is very large [9, p. 403]. It is also possible to use the even simpler 1D approximation using the edge length and the wave speed of the critical element. An additional safety factor is often included to account for any errors introduced by this approximation, as well as the usage of linear stability theory [10].

### 4. FURTHER EIGENVALUE THEOREMS FOR HERMITIAN MATRICES

This section presents a couple of important eigenvalue theorems for real symmetric (Hermitian) matrices which will become important for the stability analysis of the reduced and hyper reduced systems in sections 5 and 6.

#### 4.1. Courant-Fischer theorem and Weyl’s inequality

The Courant-Fischer theorem, also commonly referred to as *min-max principle* [22, p. 58], is closely related to theorem 3.4. Proofs of both of the following theorems can be found in [18, pp. 230ff.] and [22, pp. 57ff.], or in the original works of Fischer [23] and Courant [24]. We briefly highlight the most important results for this work.
Theorem. (Magnus)
Let \( A \in \mathbb{R}^{m \times m} \) be a symmetric matrix, and let \( \lambda_i \) denote the \( i \)-th eigenvalue of \( A \) in increasing order. Let further \( B \in \mathbb{R}^{m \times (k-1)} \) and \( C \in \mathbb{R}^{m \times (m-k)} \) be arbitrary real matrices. Then

\[
\min_{B^T B = I, B^T x = 0} \frac{x^T A x}{x^T x} \leq \lambda_k \quad \text{and} \quad \max_{C^T C = I, C^T x = 0} \frac{x^T A x}{x^T x} \geq \lambda_k
\]  

(33)

Theorem. (Courant-Fischer)
Let \( A \in \mathbb{R}^{m \times m} \) be a symmetric matrix, and let \( \lambda_i \) denote the \( i \)-th eigenvalue of \( A \) in increasing order. Then, the eigenvalues may also be defined as

\[
\lambda_k = \max_{B^T B = I, B^T x = 0} \min_{x^T x = 0} \frac{x^T A x}{x^T x} = \min_{C^T C = I, C^T x = 0} \max_{x^T x = 0} \frac{x^T A x}{x^T x}
\]

(34)

where \( B \in \mathbb{R}^{m \times (k-1)} \) and \( C \in \mathbb{R}^{m \times (m-k)} \) are real matrices.

An interesting consequence of the Courant-Fischer theorem is the existence of lower and upper bounds on the eigenvalues of the sum of two symmetric real (or Hermitian) matrices. This is summarized in Weyl’s inequality theorem [22, pp. 62ff.], initially described in [25].

Theorem. (Weyl)
Let \( A \in \mathbb{R}^{m \times m} \) and \( B \in \mathbb{R}^{m \times m} \) both be symmetric and real-valued (or Hermitian), and let \( \lambda_i^A \) denote the \( i \)-th eigenvalue of \( A \), and \( \lambda_i^B \) the \( i \)-th eigenvalue of \( B \), in increasing order. Let further \( \lambda_i^{A+B} \) be the \( i \)-th eigenvalue of \( A + B \). Then, for \( 1 \leq j \leq m - i + 1 \leq m \) and \( 1 \leq l \leq i \), the following inequalities hold [26]

\[
\lambda_{i-l+1}^A + \lambda_l^B \leq \lambda_{i+1}^{A+B} \leq \lambda_{i+l-1}^A + \lambda_{m-j+1}^B,
\]

(35)

and thus (for \( 1 \leq i \leq m \))

\[
\lambda_i^A + \lambda_i^B \leq \lambda_i^{A+B} \leq \lambda_i^A + \lambda_m^B \quad \text{and} \quad \lambda_i^A + \lambda_i^B \leq \lambda_{i+l}^{A+B} \leq \lambda_m^A + \lambda_l^B.
\]

(36)

For further bounds of the eigenvalues and singular values of the sum or the product of Hermitian matrices, we refer to [22, chapter III], and [26–29].

4.2. Cauchy interlacing theorem and Poincaré separation theorem

Theorem. (Cauchy)
Let \( V \in \mathbb{R}^{m \times (m-1)} \) be a semi-orthogonal matrix with orthonormal columns. Let further \( A \in \mathbb{R}^{m \times m} \) be a symmetric matrix, and let \( \lambda_i \) denote the \( i \)-th eigenvalue of \( A \) in increasing order. Denoting the \( i \)-th eigenvalue of \( V^T A V \) by \( \tilde{\lambda}_i \), again in increasing order, the following chain of inequalities holds.

\[
\lambda_1 \leq \tilde{\lambda}_1 \leq \lambda_2 \leq \cdots \leq \lambda_{m-1} \leq \tilde{\lambda}_{m-1} \leq \lambda_m
\]

(37)

This version of the Cauchy interlacing theorem is given in [30, p.72], along with a brief proof. Notice the resemblance to the Rayleigh nesting theorem (theorem 3.4).

Theorem. (Poincaré)
Let \( V \in \mathbb{R}^{m \times k}, k \leq m \), be a real semi-orthogonal matrix with orthonormal column vectors, and let \( A \in \mathbb{R}^{m \times m} \) be a real symmetric matrix. Then the eigenvalues of the transformed matrix \( V^T A V \) separate the eigenvalues of \( A \) such that

\[
\lambda_i \leq \tilde{\lambda}_i \leq \lambda_{m-k+i}; \quad i \leq k,
\]

(38)

where \( \lambda_i \) denotes the \( i \)-th eigenvalue of \( A \), and \( \tilde{\lambda}_i \) is the \( i \)-th eigenvalue of \( V^T A V \).

A proof of this theorem is given in [18, p. 236]. It is closely related to the Cauchy interlacing theorem. An important corollary for principal submatrices of \( A \) is also given by [18].

Corollary. The Poincaré theorem extends to the case where \( V = W \in \mathbb{R}^{m \times m} \) is an idempotent symmetric \( m \times m \) matrix of rank \( k \leq m \). The idempotent property is defined as \( WW = W \). Let \( A \in \mathbb{R}^{m \times m} \) again be a symmetric matrix, with \( \lambda_i \) being its \( i \)-th eigenvalue, in increasing order. Then, the \( k \) nonzero eigenvalues \( \tilde{\lambda}_i \) of the matrix \( WAW \) satisfy the separation property

\[
\lambda_i \leq \tilde{\lambda}_i \leq \lambda_{m-k+i}.
\]

(39)

The remaining \( m - k \) eigenvalues of \( WAW \) are zero. A proof of this corollary is given in [18, p. 237].
Corollary. Let \( A \in \mathbb{R}^{m \times m} \) be a real symmetric matrix, and let \( A_k = \mathbb{R}^{k \times k} \), \( k \leq m \) be a principal submatrix of \( A \). This means that \( A_k \) is obtained by removing any set of \((m - k)\) rows of \( A \), as well as the same \( m - k \) columns. Then, denoting the \( i \)-th eigenvalue of \( A \) by \( \lambda_i \), and the \( i \)-th eigenvalue of \( A_k \) by \( \tilde{\lambda}_i \),

\[
\lambda_i \leq \tilde{\lambda}_i \leq \lambda_{m-k+i}; \quad i \leq k.
\]

(40)

Proof. In line with [18], we can let \( V \in \mathbb{R}^{m \times k} \) be a truncated identity matrix \( V = \begin{pmatrix} I_k & 0 \end{pmatrix} \), or any row permutation thereof. Then \( V^T A V \) is a principal submatrix of \( A \), and theorem 4.2 applies.

The above corollary is a generalized version of the eigenvalue separation property described by Bathe [8, pp. 63ff]. A consequence of this property is that the characteristic polynomials of \( A \) are identical to its eigenvalues \( \lambda_i \). However, the following are true:

\[
\big| \lambda_X \big| = \| \lambda v_X \|_2 = \| X v_X \|_2 = \left( v_X^T X^T X v_X \right)^{1/2} \leq \left( \| X^T X \|_2 \right)^{1/2} \left( v_X^T v_X \right)^{1/2} = \left( \| X^T X \|_2 \right)^{1/2}.
\]

(42)

A version of this proof was initially given by M. Argerami [31]

Therefore the largest eigenvalue (in absolute magnitude) of \( X = V^T A U \) is always smaller than or equal to its largest singular value. The maximum singular value of \( V^T A U \) is, in turn, bounded by the largest eigenvalue of \( A \) (theorem 4.3). Hence the largest eigenvalue of \( A \) will always be larger than the largest absolute value of any eigenvalue of \( V^T A U \).

\[ \text{Corollary. Notice that the above theorem also covers the transform of a symmetric real matrix } \mathbf{A} \in \mathbb{R}^{m \times m} \rightarrow \mathbf{V}^T \mathbf{A} \mathbf{U}, \text{ where } \mathbf{V} \in \mathbb{R}^{m \times r} \text{ and } \mathbf{U} \in \mathbb{R}^{m \times r} \text{ have orthonormal columns such that } \mathbf{V}^T \mathbf{V} = \mathbf{I}_r = \mathbf{U}^T \mathbf{U}. \]

Proof. \( V^T A U \) is square, but for \( U \neq V \) it is usually not symmetric and the singular values of \( V^T A U \) are in general not identical to its eigenvalues. However, the following are true:

- as \( A \) is symmetric, its singular values \( \sigma_i \) are identical to its eigenvalues \( \lambda_i \). This is because the singular values of \( A \) are the square roots of the eigenvalues of \( A^T A = AA \).
- The maximum singular value of any arbitrary matrix \( B \) is always larger than or equal to its largest eigenvalue (in absolute value). To show this property, recall that the spectral norm of a matrix is equal to its largest singular value, i.e. \( \sigma_m = \| A^T A \|_2 \). Then, for any eigenvalue \( \lambda_X \) and corresponding eigenvector \( v_X \) of the matrix \( X = V^T A U \),

\[
|\lambda_X| = \| \lambda v_X \|_2 = \| X v_X \|_2 = \left( v_X^T X^T X v_X \right)^{1/2} \leq \left( \| X^T X \|_2 \right)^{1/2} \left( v_X^T v_X \right)^{1/2} = \left( \| X^T X \|_2 \right)^{1/2}.
\]

(42)

A version of this proof was initially given by M. Argerami [31]

Therefore the largest eigenvalue (in absolute magnitude) of \( X = V^T A U \) is always smaller than or equal to its largest singular value. The maximum singular value of \( V^T A U \) is, in turn, bounded by the largest eigenvalue of \( A \) (theorem 4.3). Hence the largest eigenvalue of \( A \) will always be larger than the largest absolute value of any eigenvalue of \( V^T A U \).

5. NUMERICAL STABILITY ANALYSIS OF GALERKIN REDUCED-ORDER MODELS

Having established the relationship of numerical stability to the eigenvalues of the system matrix \( M^{-1}K \), this section extends the stability analysis to reduced-order models without hyper reduction. It is proved, for the first time that the authors are aware, that a Galerkin projection generally increases the critical time step limit and therefore enables the use of larger time steps within the reduced-order model.

\[ \text{Corollary. Notice that the above theorem also covers the transform of a symmetric real matrix } \mathbf{A} \in \mathbb{R}^{m \times m} \rightarrow \mathbf{V}^T \mathbf{A} \mathbf{U}, \text{ where } \mathbf{V} \in \mathbb{R}^{m \times r} \text{ and } \mathbf{U} \in \mathbb{R}^{m \times r} \text{ have orthonormal columns such that } \mathbf{V}^T \mathbf{V} = \mathbf{I}_r = \mathbf{U}^T \mathbf{U}. \]

Proof. \( V^T A U \) is square, but for \( U \neq V \) it is usually not symmetric and the singular values of \( V^T A U \) are in general not identical to its eigenvalues. However, the following are true:

- as \( A \) is symmetric, its singular values \( \sigma_i \) are identical to its eigenvalues \( \lambda_i \). This is because the singular values of \( A \) are the square roots of the eigenvalues of \( A^T A = AA \).
- The maximum singular value of any arbitrary matrix \( B \) is always larger than or equal to its largest eigenvalue (in absolute value). To show this property, recall that the spectral norm of a matrix is equal to its largest singular value, i.e. \( \sigma_m = \| A^T A \|_2 \). Then, for any eigenvalue \( \lambda_X \) and corresponding eigenvector \( v_X \) of the matrix \( X = V^T A U \),

\[
|\lambda_X| = \| \lambda v_X \|_2 = \| X v_X \|_2 = \left( v_X^T X^T X v_X \right)^{1/2} \leq \left( \| X^T X \|_2 \right)^{1/2} \left( v_X^T v_X \right)^{1/2} = \left( \| X^T X \|_2 \right)^{1/2}.
\]

(42)

A version of this proof was initially given by M. Argerami [31]

Therefore the largest eigenvalue (in absolute magnitude) of \( X = V^T A U \) is always smaller than or equal to its largest singular value. The maximum singular value of \( V^T A U \) is, in turn, bounded by the largest eigenvalue of \( A \) (theorem 4.3). Hence the largest eigenvalue of \( A \) will always be larger than the largest absolute value of any eigenvalue of \( V^T A U \).

\[ \text{Corollary. Notice that the above theorem also covers the transform of a symmetric real matrix } \mathbf{A} \in \mathbb{R}^{m \times m} \rightarrow \mathbf{V}^T \mathbf{A} \mathbf{U}, \text{ where } \mathbf{V} \in \mathbb{R}^{m \times r} \text{ and } \mathbf{U} \in \mathbb{R}^{m \times r} \text{ have orthonormal columns such that } \mathbf{V}^T \mathbf{V} = \mathbf{I}_r = \mathbf{U}^T \mathbf{U}. \]

Proof. \( V^T A U \) is square, but for \( U \neq V \) it is usually not symmetric and the singular values of \( V^T A U \) are in general not identical to its eigenvalues. However, the following are true:

- as \( A \) is symmetric, its singular values \( \sigma_i \) are identical to its eigenvalues \( \lambda_i \). This is because the singular values of \( A \) are the square roots of the eigenvalues of \( A^T A = AA \).
- The maximum singular value of any arbitrary matrix \( B \) is always larger than or equal to its largest eigenvalue (in absolute value). To show this property, recall that the spectral norm of a matrix is equal to its largest singular value, i.e. \( \sigma_m = \| A^T A \|_2 \). Then, for any eigenvalue \( \lambda_X \) and corresponding eigenvector \( v_X \) of the matrix \( X = V^T A U \),

\[
|\lambda_X| = \| \lambda v_X \|_2 = \| X v_X \|_2 = \left( v_X^T X^T X v_X \right)^{1/2} \leq \left( \| X^T X \|_2 \right)^{1/2} \left( v_X^T v_X \right)^{1/2} = \left( \| X^T X \|_2 \right)^{1/2}.
\]

(42)

A version of this proof was initially given by M. Argerami [31]

Therefore the largest eigenvalue (in absolute magnitude) of \( X = V^T A U \) is always smaller than or equal to its largest singular value. The maximum singular value of \( V^T A U \) is, in turn, bounded by the largest eigenvalue of \( A \) (theorem 4.3). Hence the largest eigenvalue of \( A \) will always be larger than the largest absolute value of any eigenvalue of \( V^T A U \).

3 Let \( A = Q \Lambda Q^{-1} \) be the eigendecomposition of \( A \), where the diagonal entries of \( A \) are the eigenvalues of \( A \). Then, \( AA = QAQ^{-1}QAQ^{-1} = QA^2Q^{-1} \).
5.1. Motivation

As pointed out in the introduction, it has been observed by many authors that reduced-order models using Galerkin projections and proper orthogonal decomposition (POD) tend to have better stability properties for explicit time integration methods than the original full-order model (FOM), enabling the choice of larger time steps to speed up the simulation [1–6]. The use of larger time steps can be associated with significant speed-up factors that would otherwise be impossible without hyper reduction when explicit time integration is used [5]. For the analysis of the dynamic impact of a circular Taylor-type bar, Farhat et al. [5] report a speed-up factor of 118 of the explicitly integrated reduced-order model, compared to the corresponding FOM simulation. This was largely due to much larger critical time step sizes. While this overcomes one of the major drawbacks of explicit integration methods, the reasons for this phenomenon are still largely unknown, and it lacks thorough mathematical analysis. Taylor et al. [4] state that the larger critical time step size is likely due to the fact that the higher frequencies of the accelerations are filtered out by the projection onto the ROB. Farhat et al. [5] and Krysl et al. [2] give explanations with similar reasoning. This section aims to back these explanations with rigorous mathematical analysis, and to provide a better understanding of the numerical stability of projection-based reduced-order methods.

Finally, although not the subject of this paper, we would like to emphasize that similar phenomena can be observed for many problems which are described using more “global” shape functions or modes. One example is Isogeometric Analysis [32], where recent research has found that the interior isogeometric elements of a structure benefit from larger critical time steps due to an increase in the size of the basis function support [33].

5.2. Galerkin projections and reduced-order form of the equations of motion

The projection-based ROMs in this work make use of a reduced basis matrix \( V \in \mathbb{R}^{m \times k} \), where \( k \) is much smaller than \( m \). The orthonormal columns of \( V \) contain “empirical modes” which are often obtained from a truncated singular value decomposition (SVD) of a snapshot matrix [34]. The snapshot compression is equivalently referred to as Proper Orthogonal Decomposition (POD). In structural mechanics, the snapshots correspond to observed deformation states collected from a number of a priori training simulations. The high-dimensional variable \( x \in \mathbb{R}^m \) can then be approximated using the relation

\[
x(t) = x^0 + V \ddot{x}(t),
\]

where \( x^0 \in \mathbb{R}^m \) is the vector of initial displacements, and \( \ddot{x} \in \mathbb{R}^k \) is the vector of the reduced DoFs. \( \ddot{x} \) is equivalently referred to as the vector of reduced coordinates, or the projection of \( x \) onto the columns of \( V \). For the sake of simplicity, we restrict the following analysis to global subspace approximations. The extension to local ROBs [35] can be carried out analogously. Without loss of generality, we further assume \( x^0 = 0 \), which simplifies (43) to \( x(t) = V \ddot{x}(t) \). Inserting (43) into (1) then yields

\[
M(\ddot{x}, x, t) \ V \dddot{x} + C(\dot{x}, x, t) \ V \ddot{x} + K(\ddot{x}, x, t) \ V \dddot{x} = f_{\text{ext}}(\ddot{x}, x, t).
\]

This describes an overdetermined system with \( m \) equations and \( k \ll m \) DoFs, giving rise to a residual vector \( r \in \mathbb{R}^m \). The subsequent Galerkin projection enforces the residual to be orthogonal to the space spanned by the columns of \( V \) [36] by solving \( V^T r(\ddot{x}, \ddot{x}, t) = 0 \), i.e.

\[
V^T M(\ddot{x}, x, t) \ V \dddot{x} + V^T C(\dot{x}, x, t) \ V \ddot{x} + V^T K(\ddot{x}, x, t) \ V \dddot{x} = V^T f_{\text{ext}}(\ddot{x}, x, t)
\]

In the following, we again focus on the linearized form of the equations (section 3.2). The linearized reduced-order equations then have a form which is strikingly similar to (12).

\[
V^T M \ddot{x} + V^T C \dot{x} + V^T K x = V^T f_{\text{ext}}.
\]

As is typical for explicit FEM, we assume a lumped (diagonal) positive mass matrix, as well as symmetric and positive semi-definite damping and stiffness matrices. The columns of \( V \) form an orthonormal basis. This implies \( V^T V = I \). The reduced basis \( V \) is also often normalized to \( M \) in practice. In this case the relationship \( V^T M V = I \) holds. We adopt this convention throughout the remainder of this paper, and will furthermore assume a constant mass matrix \( M \) hereafter. \( V_M = M^{-1/2} V \) is used to denote the \( M \)-orthonormalized version.
of $\mathbf{V}$\textsuperscript{4}. The reduced equations can then be written as

$$\begin{align*}
\mathbf{I}_M \ddot{x} + \mathbf{V}_M^T \mathbf{C}_M \dot{x} + \mathbf{V}_M^T \mathbf{K}_M \mathbf{x} &= \mathbf{V}_M^T \mathbf{f}_{\text{ext}}.
\end{align*}$$

(47)

We refer to Farhat et al.\textsuperscript{[5]} for details regarding the treatment of rotational DoFs as opposed to displacement DoFs, which is particularly important for models with configuration dependent mass matrices.

5.3. Properties of the reduced system matrices

In fact, one can argue that the structure of the equations (46) and (47) is so similar to (12) that one can simply carry out the stability analysis analogously to the FOM. In order to do this, however, it is important to ensure that crucial properties of the system matrices are preserved in the reduced-order equations. These are above all the symmetry and positive definiteness of $\mathbf{M}_r$, $\mathbf{C}_r$, and $\mathbf{K}_r$. It turns out that the above Galerkin projection does indeed preserve these properties, both if $\mathbf{V}$ with $\mathbf{V}^T \mathbf{V} = \mathbf{I}$, or if $\mathbf{V}_M$ with $\mathbf{V}_M^T \mathbf{M} \mathbf{V}_M = \mathbf{I}$ are used as a reduced basis. The proofs are presented in the following.

**Theorem.** (Symmetry of $\mathbf{V}^T \mathbf{A} \mathbf{V}$)

Let $\mathbf{V} \in \mathbb{R}^{m \times k}, k \leq m$ be a real semi-orthogonal matrix with orthonormal column vectors, and let $\mathbf{A} \in \mathbb{R}^{m \times m}$ be a real symmetric matrix. Then, $\mathbf{V}^T \mathbf{A} \mathbf{V}$ is also a real symmetric matrix, and the transform $\mathbf{A} \rightarrow \mathbf{V}^T \mathbf{A} \mathbf{V}$ thus preserves symmetry.

**Proof.** Let $\mathbf{B} = \mathbf{V}^T \mathbf{A} \mathbf{V}$. Then the entries of $\mathbf{B}$ are given by

$$B_{i,j} = \sum_{p=1}^{m} (\mathbf{V}^T \mathbf{A})_{i,p} V_{p,j} = \sum_{p=1}^{m} \left( \sum_{q=1}^{m} V_{q,i} A_{q,p} \right) V_{p,j} = \sum_{p=1}^{m} \sum_{q=1}^{m} V_{p,j} V_{q,i} A_{q,p}.$$

(48)

Conversely, the entries $B_{j,i}$ are given by (using the associative property of matrix multiplication)

$$B_{j,i} = \sum_{p=1}^{m} V_{p,j} (\mathbf{A} \mathbf{V})_{p,i} = \sum_{p=1}^{m} V_{p,j} \left( \sum_{q=1}^{m} A_{p,q} V_{q,i} \right) = \sum_{p=1}^{m} \sum_{q=1}^{m} V_{p,j} V_{q,i} A_{p,q}.$$

(49)

Because of the symmetry of $\mathbf{A}$, we have $A_{p,q} = A_{q,p}$, and therefore $B_{i,j} = B_{j,i}$. $\mathbf{B} = \mathbf{V}^T \mathbf{A} \mathbf{V}$ is hence symmetric.

**Corollary.** Theorem 5.3 also holds for any other real (or complex) $m \times k$ matrix $\mathbf{V}$, under otherwise identical assumptions. This is true because no particular property of $\mathbf{V}$ is exploited in proof of theorem 5.3. The associative property of matrix multiplication and the symmetry of $\mathbf{A}$ are sufficient for the proof. In particular, it follows that theorem 5.3 is also true if $\mathbf{V}_M \in \mathbb{R}^{m \times k}$ is used instead of $\mathbf{V}$, where $\mathbf{V}_M$ is an $\mathbf{M}$-orthonormal matrix (with $\mathbf{M}$ diagonal and positive definite), i.e., $\mathbf{V}_M^T \mathbf{M} \mathbf{V}_M = \mathbf{I}_{k \times k}$.

**Theorem.** (Real eigenvalues)

Let $\mathbf{V} \in \mathbb{R}^{m \times k}, k \leq m$ be a real semi-orthogonal matrix with orthonormal column vectors, and let $\mathbf{A} \in \mathbb{R}^{m \times m}$ be a real symmetric matrix. Then, the eigenvalues of $\mathbf{V}^T \mathbf{A} \mathbf{V}$ are all real.

**Proof.** Since $\mathbf{A}$ is symmetric, theorem 5.3 ensures that $\mathbf{V}^T \mathbf{A} \mathbf{V}$ is also symmetric. As every symmetric matrix is also a Hermitian matrix, and Hermitian matrices only have real eigenvalues, the eigenvalues of $\mathbf{A}$ and $\mathbf{V}^T \mathbf{A} \mathbf{V}$ must also be real.

**Theorem.** (Extension of the Poincaré separation theorem to $\mathbf{M}$-orthonormal matrices)

The Poincaré separation theorem (theorem 4.2) can be extended for the case where an $\mathbf{M}$-orthonormal matrix $\mathbf{V}_M \in \mathbb{R}^{m \times k}$ is used instead of $\mathbf{V}$, with $\mathbf{M}$ positive diagonal and $\mathbf{V}_M^T \mathbf{M} \mathbf{V}_M = \mathbf{I}_{k \times k}$, under otherwise identical assumptions. The eigenvalues of $\mathbf{V}_M^T \mathbf{A} \mathbf{V}_M$ then separate the eigenvalues of the matrix $\mathbf{M}^{-1} \mathbf{A}$, such that

$$\lambda_i \leq \tilde{\lambda}_i \leq \lambda_{m-k+i},$$

(50)

where $\mathbf{A} \in \mathbb{R}^{m \times m}$ is symmetric, $\lambda_i$ is the $i$-th eigenvalue of $\mathbf{M}^{-1} \mathbf{A}$, and $\tilde{\lambda}_i$ is the $i$-th eigenvalue of $\mathbf{V}_M^T \mathbf{A} \mathbf{V}_M$, in increasing order.

\textsuperscript{4} For every $\mathbf{M}$-orthonormal basis $\mathbf{V}_M$, there is an orthonormal matrix $\mathbf{V} = \mathbf{M}^{-1/2} \mathbf{V}_M$, as $\mathbf{I} = \mathbf{V}_M^T \mathbf{M} \mathbf{V}_M = \mathbf{V}_M^T \mathbf{M}^{-1/2} \mathbf{M} \mathbf{M}^{-1/2} \mathbf{V} = \mathbf{V}_M^T \mathbf{V}$.  

Preliminary version
Proof. To prove this point, let us denote $V$ as the “standard form” of a semi-orthogonal matrix with $V^TV = I_{k\times k}$. Conversely, $V_M$ is used to denote its corresponding $M$-orthonormalized form with $V_M^TMV_M = I_{k\times k}$. Here, $M$ is a diagonal and positive definite mass matrix. Therefore, the entries of $V_M$ must satisfy

$$V_M^TMV_M = V_M^TM^{1/2}M^{1/2}V_M = (M^{1/2}V_M)^T M^{1/2}V_M = I,$$  
(51)

which is fulfilled for $V_M = M^{-1/2}V$. The matrix $V_M^TAV_M$, with $A$ real and symmetric, can therefore be written as

$$V_M^TAV_M = (M^{-1/2}V)^T A M^{-1/2}V = V^T M^{-1/2} A M^{-1/2}V$$  
(52)

Now $M^{-1/2}AM^{-1/2}$ is symmetric, and its eigenvalues are identical to the ones of $M^{-1}A$. This can be shown by as follows: First of all, consider two arbitrary square matrices $B \in \mathbb{R}^{m \times m}$ and $C \in \mathbb{R}^{m \times m}$. Then, the matrix $BC$ has the same eigenvalues as the matrix $CB$, although in general $BC \neq CB$. Denoting the $i$-th eigenvalue of $BC$ with $\theta_i$, and the corresponding $i$-th eigenvector of $BC$ with $v_i$, this follows readily from the eigenproblem

$$\theta_i v_i = BC v_i,$$  
(53)

where we at first consider the case $\theta_i \neq 0$. Pre-multiplying this equation with $C$ yields

$$\theta_i Cv_i = CBC v_i,$$  
(54)

i.e. the vector $Cv_i$ is an eigenvector for the same eigenvalue $\theta_i$. This means that $\theta_i$ is an eigenvalue of both $BC$ and $CB$. In the case of $\theta_i = 0$, we have

$$\text{det}(BC) = 0 = \text{det}(B) \text{det}(C) = \text{det}(CB).$$  
(55)

Hence 0 must also be an eigenvalue of $BC$. Since the above is true for all eigenvalues (all $i$), the eigenvalues of $BC$ and $CB$ must be identical. This important result has been described in [37, pp. 41-43].

Now let $\mu_i$ be the $i$-th eigenvalue of $M^{-1}A$, and let $\tilde{\mu}_i$ be the $i$-th eigenvalue of $M^{-1/2}AM^{-1/2}$, in increasing order. The matrix $M^{-1/2}AM^{-1/2}$ can be equivalently be written in the form $(M^{-1/2}A)M^{-1/2}$. Applying the above result then means that the eigenvalues of $(M^{-1/2}A)M^{-1/2}$ are identical to the eigenvalues of $M^{-1/2}(M^{-1/2}A) = M^{-1}A$. This automatically implies that the eigenvalues of $M^{-1/2}AM^{-1/2}$ and $M^{-1}A$ are the same, and thus $\mu_i = \tilde{\mu}_i$. It can be shown that the eigenvalues are the same as those of $AM^{-1}$ by the same reasoning.

Let $G = M^{-1/2}AM^{-1/2}$. Equation (52) then reads

$$V_M^TAV_M = (M^{-1/2}V)^T A M^{-1/2}V = V^T M^{-1/2} A M^{-1/2}V = V^T GV,$$  
(56)

where $G$ is a symmetric matrix (corollary to theorem 5.3) with the same eigenvalue spectrum as $M^{-1}A$. As $V$ is semi-orthogonal, the Poincaré separation theorem (theorem 4.2) now ensures that the eigenvalues of $V^T GV$ separate the eigenvalues of $G$, and therefore also the eigenvalues of $M^{-1}A$:

$$\mu_i \leq \tilde{\mu}_i \leq \mu_{m-k+i},$$  
(57)

where $\mu_i$ is the $i$-th eigenvalue of $M^{-1}A$, and $\tilde{\mu}_i$ is the $i$-th eigenvalue of $V_M^T AV_M$, in increasing order. \qed

**Theorem. (Positive-semidefiniteness)**

Let $V \in \mathbb{R}^{m \times k}$, $k \leq m$, be a real semi-orthogonal matrix with orthonormal column vectors, and let $A \in \mathbb{R}^{m \times m}$ be a symmetric positive semi-definite matrix. Then, $V^T AV$ is also a symmetric positive semi-definite matrix. In addition to the symmetry-preserving property proved in theorem 5.3, the transform $A \rightarrow V^T AV$ thus also preserves positive semi-definiteness.

Proof. By theorem 5.3, all eigenvalues of $A$ and $A \rightarrow V^T AV$ are real-valued. The eigenvalues $\lambda_i$ of $A$ further satisfy $\lambda_i \geq 0$ due to the positive semi-definite property of $A$. Let us now denote $\lambda_i$ in increasing order, with $\lambda_m$ as the largest and $\lambda_1$ as the smallest eigenvalue of $A$. The $k$ eigenvalues of $A \rightarrow V^T AV$ are analogously denoted in increasing order as $\tilde{\lambda}_i$.

The Poincaré separation theorem (theorem 4.2) then yields $\lambda_m \geq \tilde{\lambda}_k$, and in particular $\tilde{\lambda}_1 \geq \lambda_1$. This means that

$$\min_i \tilde{\lambda}_i \geq \min_i \lambda_i \geq 0,$$  
(58)

and therefore all eigenvalues of $V^T AV$ are also greater than or equal to zero. This immediately implies positive-semidefiniteness of the matrix $V^T AV$. \qed
Corollary. Analogous to theorem 5.3, the transform \( A \rightarrow V^T A V \) also preserves positive definiteness if \( A \) is symmetric and positive definite, under otherwise identical assumptions.

Corollary. If \( V_M \in \mathbb{R}^{m \times k} \) is an \( M \)-orthonormal matrix with \( M \) positive and diagonal, \( V_M^T M V_M = I_{k \times k} \), and otherwise the same assumptions as above, then the matrix \( V_M^T A V_M \) is positive (semi-)definite if \( M^{-1}A \) is positive (semi-)definite.

Proof. In line with the proof of theorem 5.3, let us again denote \( V \) as the “standard form” of a semi-orthogonal matrix with \( V^T V = I_{k \times k} \). \( V_M = M^{-1/2} \) is used to denote its corresponding \( M \)-orthonormalized form with \( V_M^T M V_M = I_{k \times k} \). Then, \( V_M^T A V_M \) can be written as (cf. equation (52))

\[
V_M^T A V_M = V^T M^{-1/2} A M^{-1/2} V.
\]

As shown within the proof of theorem 5.3, the eigenvalues of \( M^{-1/2} A M^{-1/2} \) are identical to those of \( M^{-1}A \). If \( M^{-1}A \) is positive (semi-)definite, theorem 5.3 and the subsequent corollary then ensure positive (semi-)definiteness of \( V_M^T A V_M \).

Theorem 5.3 and the above corollaries also follow from Sylvester’s Law of Inertia [38], as in [39, p. 448].

Corollary. Notice that \( M^{-1}A \) is also positive (semi-)definite, as it is the product of two Hermitian matrices, both of which are positive (semi-)definite and thus have eigenvalues \( > 0 \) \( \geq 0 \). Then \( M^{-1}A \) has real eigenvalues and the number of positive (non-negative) eigenvalues is the same as the number of positive (non-negative) eigenvalues in \( M \) or \( K \). This observation is formulated and proven in [40, p. 109].

The above theorems ensure that the eigenvalues of any symmetric matrix \( A \) do not change to the extremes if the matrix is transformed to its reduced counterpart \( V^T A V \) or \( V_M^T A V_M \). The transform preserves symmetry and positive (semi-)definiteness, and important eigenvalue separation properties exist. The theorems were generalized to the case where an \( M \)-orthonormal matrix \( V_M \) is used instead of \( V \), where \( M \) is a positive diagonal matrix such as the mass matrix. Returning to equations (12) and (46), these find the following important implications:

- symmetry and positive definiteness of \( V^T M V \) as well as \( V_M^T M V_M \), as \( M \) is symmetric and positive definite.

- symmetry and positive semi-definiteness of \( V^T K V \) as well as \( V_M^T K V_M \), as \( K \) is symmetric and positive semi-definite. \( x^T K x \geq 0 \) can be interpreted as the energy required to deform a structure by some vector \( x \) against a force \( Kx \). Negative energies would not be physically sensible. Notice that the positive definiteness of the transformed mass matrix can be similarly interpreted in terms of the energy required to accelerate (deform) the structure against its inertia.

- symmetry, positive semi-definiteness and eigenvalue separation properties for \( M^{-1}K \) and \( M^{-1}K \), when \( V_M \) is used as a reduced basis. This is due to the fact that the eigenvalues of \( M^{-1}K \) are the same as those of \( M^{-1}K \), because \( V_M^T K V_M \) is used instead of \( K \). More specifically, the eigenvalue separation property ensures that the largest eigenvalue of \( V^T M^{-1/2} K M^{-1/2} V \) is no greater than the largest eigenvalue of \( M^{-1}K \).

5.4. Stability time step of the reduced-order system

Having established that the Galerkin projection preserves the above matrix properties, it is possible to carry out the stability analysis analogously to section 3.3. For the central difference scheme, the discrete version of the reduced equations of motion (47) reads

\[
\begin{align*}
\frac{V_M^T M V_M x^n}{m} + \frac{V_M^T C V_M x^{n-1/2}}{c_r} + \frac{V_M^T K V_M x^n}{k_r} &= V_M^T f_{\text{ext}}.
\end{align*}
\]

Here, we have again assumed that the reduced basis \( V_M = M^{-1/2} V \) has \( M \)-orthonormal columns such that \( V_M^T V_M = I \). Further, \( M \) is a diagonal and positive mass matrix, and \( V \) has orthonormal columns. Again assuming Rayleigh damping, \( C \) can be written as \( C = a_1 M + a_2 K \), with \( a_1 \geq 0, a_2 \geq 0 \). Then the transformation \( C \rightarrow V_M^T C V_M \) preserves the coefficients \( a_1, a_2 \), as

\[
V_M^T C V_M = V_M^T (a_1 M + a_2 K) V_M = a_1 V_M^T M V_M + a_2 V_M^T K V_M = a_1 I + a_2 V_M^T K V_M.
\]
However, the Rayleigh damping coefficients $\xi_j$ of the FOM and $\tilde{\xi}_j$ of the ROM will in general be different, since
\[
\xi_j = \frac{a_1}{2\sqrt{\mu_j^{FOM}}} + \frac{a_2\sqrt{\mu_j^{FOM}}}{2}; \quad \tilde{\xi}_j = \frac{a_1}{2\sqrt{\mu_j^{ROM}}} + \frac{a_2\sqrt{\mu_j^{ROM}}}{2},
\]
where $\mu_j^{FOM}$ is the $j$-th eigenvalue of $M^{-1}K$, and $\mu_j^{ROM}$ is the $j$-th eigenvalue of $M^{-1}K = V_M^T K V_M$, which is equal to the $j$-th eigenvalue of $V^T M^{-1/2} M^{-1/2} V$. By the same analysis as in section 3.3, the critical time step of the reduced-order system can be obtained as
\[
\Delta t_{crit,j} = \frac{2}{\sqrt{\mu_j^{ROM}}} \left( \sqrt{\xi_j^2 + 1} - \tilde{\xi}_j \right). \tag{62}
\]

Due to the Poincaré separation theorem and the eigenvalue separation property of $V^T M^{-1/2} M^{-1/2} V$ with respect to $M^{-1}K$, each eigenvalue of $V^T M^{-1/2} M^{-1/2} V$ (now in decreasing order) is smaller than or equal to the corresponding eigenvalue of $M^{-1}K$, i.e. $\mu_j^{FOM} \geq \mu_j^{ROM}$, $1 \leq j \leq k$. In the absence of damping ($\tilde{\xi}_j = 0; \quad 1 \leq j \leq k$), it is therefore obvious that the critical time step size of the ROM cannot exceed the critical time step size of the FOM. The critical time step is furthermore associated with $\mu_j^{FOM}$ ($j$ in decreasing order) of $M^{-1}K$, or with $\mu_j^{ROM}$ of $V^T M^{-1/2} M^{-1/2} V$, so that computationally efficient methods for computing only the largest eigenvalue can be used.

The analysis is more involved if damping is present. The minimum critical time step $\Delta t_{crit} = \min_j \frac{2}{\sqrt{\mu_j^{ROM}}} \left( \sqrt{\xi_j^2 + 1} - \tilde{\xi}_j \right)$ can then be written as a function of $\mu_j^{ROM}$, $a_1$ and $a_2$:
\[
\Delta t_{crit} = \min_j \frac{2}{\sqrt{\mu_j^{ROM}}} \left( \left( \frac{a_1}{2\sqrt{\mu_j^{ROM}}} + \frac{a_2\sqrt{\mu_j^{ROM}}}{2} \right)^2 + 1 - \frac{a_1}{2\sqrt{\mu_j^{ROM}}} - \frac{a_2\sqrt{\mu_j^{ROM}}}{2} \right) \tag{63}
\]
In practice, it is important to know for which $j$ the value of $\Delta t_{crit,j}$ is minimal. If $j = 1$, then the critical time step is associated with the largest eigenvalue $\mu_1^{ROM}$ of $V^T M^{-1/2} M^{-1/2} V$. Introducing $x = \sqrt{\mu_j^{ROM}}$, we thus seek the minimum of the function
\[
g(x) = \frac{2}{x} \left( \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} - \frac{a_1}{2x} - \frac{a_2x}{2} \right) = \frac{2}{x} \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} - \frac{a_1}{2x} - a_2. \tag{64}
\]
The influence of damping causes $g(x)$ – and thus the critical time step – to drop below the corresponding curve of the undamped problem. Unfortunately $g(x)$ exhibits a large amount of numerical noise and can only be accurately visualized using extended precision arithmetic (figure 1). The derivative $\frac{d}{dx} g(x) = g'(x)$ for $x \geq 0, a_1 \geq 0, a_2 \geq 0$ is given by
\[
g'(x) = \frac{2}{x} \left( \left( \frac{a_1}{2x} + \frac{a_2x}{2} \right) \left( \frac{a_1}{2x} + \frac{a_2x}{2} \right) \right) + \frac{1}{x} \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} + \frac{a_1}{x^2}
\]
\[
\iff g'(x) = \frac{2}{x^3} \left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1 \left( - \frac{a_1^2}{2x} - \frac{a_1a_2x}{2} - a_1 \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} \right) \tag{66}
\]
We now prove that $g'(x) \leq 0 \; \forall x$, and thus the function $g(x)$ is monotonically decreasing. In order for $g'(x)$ to be negative, the factor in brackets needs to become negative, i.e.
\[
- \frac{a_1^2}{2x} - \frac{a_1a_2x}{2} - x + a_1 \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} \leq 0.
\]
Rearranging yields
\[
a_1 \sqrt{\left( \frac{a_1}{2x} + \frac{a_2x}{2} \right)^2 + 1} \leq \frac{a_1^2}{2x} + \frac{a_1a_2x}{2} + x. \tag{68}
\]
Relationship between the critical time step and the corresponding eigenvalue
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FIG. 1: Critical time step of the ROM for the $j$-th mode, depending on $x = \sqrt{\mu_{jROM}}$, plotted using MATLAB.

Taking the square $(\cdot)^2$ on both sides, we obtain

$$a_1^2 + \frac{a_1^2}{4x^2} + \frac{a_1^2}{4} + \frac{a_1^2}{2} \leq \frac{a_1^2}{4x^2} + \frac{a_1^2}{4} + \frac{a_1^2}{2} + \frac{a_1^2}{4x^2} + \frac{a_1^2}{2} + \frac{a_1^2}{2} + \frac{a_1^2}{2} + \frac{a_1^2}{2} + \frac{a_1^2}{2} + x^2$$

$$\iff 0 \leq a_1 a_2 x^2 + x^2,$$

which is always fulfilled since $x \geq 0, a_1 \geq 0, a_2 \geq 0$. Hence $g(x)$ is monotonically decreasing. The limit for $x \to \infty$ is

$$\lim_{x \to \infty} g(x) = \lim_{x \to \infty} \frac{2}{x} \sqrt{\frac{a_1}{2x} + \frac{a_2 x}{2}} + 1 - \frac{a_1}{x^2} - a_2 = \lim_{x \to \infty} \sqrt{\frac{a_1^2}{4x^2} + \frac{a_1 a_2}{x^2} + \frac{a_1^2}{4x^2} + 1} - a_2 = 0$$

Eq. (71)

The limit for $x \to 0, x \geq 0$ is

$$\lim_{x \to 0} g(x) = \frac{2}{a_1}.$$ (72)

As $g(x)$ is monotonically decreasing, it suffices to compute the largest eigenvalue of the system in order to compute the critical time step even if damping is present. $\Delta_{crit}^{ROM}$ is given by

$$\Delta_{crit}^{ROM} = \min_j \frac{2}{\mu_{jROM}} \left( \sqrt{\xi_j^2 + 1 - \xi_j} \right) = \frac{2}{\mu_{jROM}} \left( \sqrt{\left( \frac{a_1}{2 \sqrt{\mu_{jROM}} \mu_{max}} + a_2 \sqrt{\mu_{max}} \mu_{max} \right)^2 + 1} - \frac{a_1}{2 \sqrt{\mu_{jROM}} \mu_{max}} - a_2 \sqrt{\mu_{jROM}} \mu_{max} \right),$$

where $\mu_{max}$ is the largest eigenvalue of $V^T M^{-1/2} K M^{-1/2} V$. Conversely, the critical time step of the FOM can be computed as

$$\Delta_{crit}^{FOM} = \min_j \frac{2}{\mu_{jFOM}} \left( \sqrt{\xi_j^2 + 1 - \xi_j} \right) = \frac{2}{\mu_{jFOM}} \left( \sqrt{\left( \frac{a_1}{2 \sqrt{\mu_{jFOM}} \mu_{max}} + a_2 \sqrt{\mu_{max}} \mu_{max} \right)^2 + 1} - \frac{a_1}{2 \sqrt{\mu_{jFOM}} \mu_{max}} - a_2 \sqrt{\mu_{jFOM}} \mu_{max} \right),$$

where $\mu_{max}$ is the largest eigenvalue of $M^{-1} K$. Due to the monotonicity property, larger eigenvalues require smaller time steps. The Poincaré separation theorem ensures, as pointed out in the previous sections, that the largest eigenvalue belonging to the ROM matrix $V^T M^{-1/2} K M^{-1/2} V$ cannot be any larger than the largest eigenvalue of the FOM matrix $M^{-1} K$. Consequently, the critical stability time step of the ROM can also be no smaller than that of the FOM.

5.5. Galerkin reduced-order model stability theorem

The findings of the previous sections can be summarized in a central theorem detailing the computation of the critical stability time step of Galerkin reduced-order models.
Theorem. (Central difference method stability time step for Galerkin ROMs)

Let the FOM be a linearized system of the form (46), where \( \mathbf{M} \in \mathbb{R}^{m \times m} \) is positive and diagonal, and \( \mathbf{K} \in \mathbb{R}^{m \times m} \) is positive semi-definite and symmetric, and \( \mathbf{C} = a_1 \mathbf{M} + a_2 \mathbf{K} \) is also symmetric and positive semi-definite.

Let further \( \mathbf{V}_M \in \mathbb{R}^{m \times k} \) \( k < m \) be a reduced basis with \( \mathbf{M} \)-orthonormal columns, such that \( \mathbf{V}_M^T \mathbf{M} \mathbf{V}_M = \mathbf{I} \), \( \mathbf{V}_M = \mathbf{M}^{-1/2} \mathbf{V} \), and \( \mathbf{V}^T \mathbf{V} = \mathbf{I} \). Let the ROM be the Galerkin reduced-order model corresponding to the FOM, with reduced basis \( \mathbf{V}_M \). The equations of motion of the linearized Galerkin ROM are then given by (47). Then, applying the explicit central difference scheme (section 2.1) to integrate both the FOM and the ROM,

- the critical time step of the ROM \( \Delta t_{\text{ROM}} \) cannot be any smaller than the critical stability time step of the FOM \( \Delta t_{\text{FOM}} \)

\[
\Delta t_{\text{ROM}} \geq \Delta t_{\text{FOM}}.
\]

- the critical time step of the ROM is given by

\[
\Delta t_{\text{crit},k} = \frac{2}{\sqrt{\mu_k^{\text{ROM}}}} \left( \sqrt{\xi_k^2 + 1} - \xi_k \right), \quad \xi_k = \frac{a_1}{2 \sqrt{\mu_k^{\text{ROM}}}} + \frac{a_2 \sqrt{\mu_k^{\text{ROM}}}}{2},
\]

where \( \mu_k^{\text{ROM}} \) is the largest eigenvalue of the matrix \( \mathbf{V}^T \mathbf{M}^{-1/2} \mathbf{K} \mathbf{M}^{-1/2} \mathbf{V} \).

The above statements hold regardless of the exact modal content of \( \mathbf{V} \), and also regardless of whether \( \mathbf{V} \) was obtained from an SVD of displacements, accelerations, or other snapshots.

Numerical experiments indicate that the above theorem can possibly be extended to damping matrices other than classical Rayleigh damping.

6. STABILITY TIME STEP OF HYPER REDUCED MODELS

The previous sections have established that Galerkin reduced-order models with an \( \mathbf{M} \)-orthonormal reduced basis \( \mathbf{V}_M \) do not compromise numerical stability of the equations of motion. Instead, by the eigenvalue separation property, the eigenvalues of the reduced systems usually allow for larger stability time step sizes than in the full model. However, this property alone is often not satisfactory enough to produce large speed-ups. An additional hyper reduction procedure is therefore typically employed to reduce the number of nonlinear function evaluations in the model [5]. Different hyper reduction methods are examined in the following to assess their theoretical effects on numerical stability.

6.1. Gappy POD and collocation methods

A simple collocation approach to hyper reduction of nonlinear mechanical systems stems directly from the Gappy POD method, which was first developed by Everson et al. [41] in the context of graphical image reconstruction from gappy data. Consider the overdetermined system of equations (44), where \( \mathbf{x} \) was approximated by \( \mathbf{V} \mathbf{x} \) (notice that we do not require an \( \mathbf{M} \)-orthonormal reduced basis here). Instead of restricting the residual to be orthogonal to the space spanned by the columns of \( \mathbf{V} \), the collocation approach requires the residual to be exactly zero at specific collocation DoFs \( i \in \mathcal{I}, |\mathcal{I}| = k \). We briefly examine two such approaches.

a. Naive collocation

The most simple collocation method simply requires \( \mathbf{P}^T \mathbf{r} (\tilde{x}, \tilde{x}, t) = 0 \), where \( \mathbf{P} \in \mathbb{R}^{m \times k} \) is a truncated permutation matrix, and \( \mathbf{P}^T \) collects the \( i \in \mathcal{I} \) collocation rows of \( \mathbf{r} \). The collocation rows are also referred to as collocation points, or in the context of DEIM, as the DEIM “magic” points. They are typically computed using greedy algorithms [42]. The linearized system then fulfills

\[
\mathbf{P}^T \mathbf{r} (\tilde{x}, \tilde{x}, t) = 0 \iff \mathbf{P}^T (\mathbf{M} \mathbf{V} \tilde{x} + \mathbf{C} \mathbf{V} \tilde{x} + \mathbf{K} \mathbf{V} \tilde{x} - \mathbf{f}_{\text{ext}}) = 0.
\]

Here, we do not yet require that \( \mathbf{V} \) be orthonormal to \( \mathbf{M} \); the following analysis holds for any reduced basis with orthogonal columns. The sparsity properties of \( \mathbf{M}, \mathbf{C} \) and \( \mathbf{K} \) then imply that only a reduced subset \( \mathcal{J}, \mathcal{I} \subset \mathcal{J} \) of the original DoFs need to be evaluated in order to compute \( \mathbf{P}^T \mathbf{r} \). In particular,

- only \( \mathbf{P} \mathbf{P}^T \mathbf{V} \mathbf{\tilde{x}} \) must be evaluated to correctly approximate the acceleration term \( \mathbf{P}^T \mathbf{M} \mathbf{V} \mathbf{\tilde{x}} \). The full vector of accelerations \( \mathbf{V} \mathbf{\tilde{x}} \) therefore only needs to be evaluated at the collocation rows.
• similarly, only $Y^T V \ddot{x}$ must be evaluated to correctly approximate the damping force term, and only $Z^T V \ddot{x}$ need to be computed to approximate the forces pertaining to $K$.

In a FEM context, the collocation points, as well as the rows selected by $Y^T$ and $Z^T$ constitute the so-called reduced mesh. It includes the nodes pertaining to the collocation points, all nodes of the adjacent elements, and any other nodes that directly influence the collocation points through contact or other phenomena. However, this approach does not generally preserve symmetry or positive (semi-) definiteness. The transformed system matrices of

$$P^T M \ddot{x} + P^T C V \dot{x} + P^T K V \dot{x} - P^T f_{\text{ext}} = 0$$

(78)

$$\iff P^T M P^{+} V \ddot{x} + P^T C Y Y^T V \dot{x} + P^T K Z Z^T V \dot{x} - P^T f_{\text{ext}} = 0$$

(79)

do not admit the application of the Poincaré separation theorem or any symmetry theorems. Hyper reduced systems based on such collocation methods can therefore generally be expected to be less stable than the FOM. We later found that this is also in line with [43], where it is shown that collocation-based methods do not preserve symmetry and therefore destroy the Lagrangian (or Hamiltonian) structure of the problem. A version of a simple collocation-based hyper reduced central difference scheme is listed below. Variants of this method have also been studied for the application in automotive crash simulation [44].

---

**Algorithm 2** Central difference scheme for the hyper reduced equations, using simple collocation (cf. algorithm 1)

---

**Input:** Previous vector of reduced displacements $\tilde{x}^{n}$ and velocities $\dot{\tilde{x}}^{n-1/2}$, nodal forces at the collocation points $P^T f^\mathrm{node}_{n}$, mass matrix $M^n$, time $t^n$, time step size $\Delta t$.

**Output:** Updated vector of reduced displacements $\tilde{x}^{n+1}$, reduced velocities $\dot{\tilde{x}}^{n+1/2}$, time $t^{n+1}$.

1. **Accelerations update:**
   
   $P^T \ddot{\tilde{x}}^n \leftarrow P^T (M^n)^{-1} P^T f^\mathrm{node}_{n} ^n$ 

2. **Velocity update:**
   
   $P^T \ddot{x}^{n-1/2} \leftarrow P^T C Y Y^T V \ddot{x}^{n-1/2} - P^T K Z Z^T V \dot{x}^{n} + P^T f^\mathrm{ext}_{n}$

3. **Reduced displacements update:**
   
   $P^T V \ddot{x}^{n+1} \leftarrow P^T V \ddot{x}^{n} + \Delta t P^T \dot{x}^{n+1/2}$

4. **Reduced velocity update:**
   
   $\dot{\tilde{x}}^{n+1/2} \leftarrow (\ddot{x}^{n+1} - \ddot{x}^{n}) / \Delta t$

5. **Time update:**
   
   $t^{n} \leftarrow t^n + \Delta t; \quad n \leftarrow n + 1$

---

Alternatively, the reduced velocities can also be computed in line 2 via $P^T V \ddot{x}^{n+1/2} \leftarrow P^T \ddot{x}^{n} + \Delta t P^T \dot{x}^{n}$. Similar to the DEIM and GNAT methods, it is further possible to include more than $k$ collocation points and determine the optimum solution in the space spanned by $V$ using a linear least squares solver. This typically produces more robust results [45]. It also gives rise to an online-stage error estimator, as the residual will no longer be equal to 0 for $P \in \mathbb{R}^{m \times p}, p > k$.

b. **Projected collocation** The projected collocation method (cf. [46]) requires the projection of certain rows of the residual vector onto the reduced basis to be zero, i.e.

$$ (P^T V)^T P^T r \left( \dot{\tilde{x}}, \ddot{\tilde{x}}, t \right) = 0 \iff V^T P P^T \left( M \ddot{x} + C V \dot{x} + K V x - f_{\text{ext}} \right) = 0 $$

(80)

if $V$, with $V^T V$, is used as a reduced basis. In the case that $V_M = M^{-1/2} V$ is used as a reduced basis, the equation is

$$ (P^T V_M)^T P^T r \left( \dot{\tilde{x}}, \ddot{\tilde{x}}, t \right) = 0 \iff V_M^T P P^T \left( M_M \ddot{x} + C V_M \dot{x} + K V_M x - f_{\text{ext}} \right) = 0. $$

(81)

As for naïve collocation, the sparsity properties of $M$, $C$, and $K$ allow for evaluating only a reduced subset of the full-dimensional DoFs in order to correctly compute the products. Using the same notation as above yields the hyper reduced system equations

$$ V^T P P^T M \ddot{x} + V^T P P^T C V \dot{x} + V^T P P^T K V \dot{x} - V^T P P^T f_{\text{ext}} = 0 $$

(82)

$$ \iff V^T P P^T M_{m} \ddot{x} + V^T P P^T C_{m} \ddot{x} + V^T P P^T K_{m} \ddot{x} - V^T P P^T f_{\text{ext}} = 0, $$

(83)

when $V$ is used as a reduced basis. When $V_M$ is used, the hyper reduced equations are described by

$$ V^T P P^T M_{m} \ddot{x} + V^T M^{-1/2} P P^T C_{m} Y Y^T M^{-1/2} \ddot{x} + V^T M^{-1/2} P P^T K_{m} Z Z^T M^{-1/2} \ddot{x} - V^T M^{-1/2} P P^T f_{\text{ext}} = 0, $$

(84)
Interestingly, $M_{\tau}$ inherits the symmetry and positive definiteness of $M$ in either case. This is due to the fact that $PP^T$ is a symmetric, diagonal, idempotent matrix (corollary 4.2), since $(PP^T)(PP^T) = PP^T$. However, $C_{\tau}$ and $K_{\tau}$ do not in general inherit these properties, as $P \neq Y$ and $P \neq Z$, unless the collocation points constitute the entire mesh, in which case this method converges to the Galerkin ROM. The general stability properties and eigenvalue interlacing of the ROM are therefore not guaranteed to be preserved in this hyper reduced-order model (HROM). This is in agreement with [43], where it is shown that collocation-based methods generally do not preserve symmetry and destroy the Lagrangian structure.

We emphasize that collocation approaches can nevertheless yield satisfactory results and a high accuracy for certain problems, even though they do not preserve stability for all models. In particular, they tend to avoid over-fitting of the training simulations, which is often observed for the DEIM and GNAT methods [46, p. 98].

### 6.2. Discrete Empirical Interpolation Methods

The main difference of the Discrete Empirical Interpolation Method (DEIM) [42] and the Gauss-Newton with Approximated Tensors (GNAT) method [45, 47] compared to collocation based approaches is the approximation of the nonlinear terms using a separate reduced basis. For instance, approximating the entire nodal force vector using the DEIM yields [48]

$$f_{\text{node}}(\dot{x}, \ddot{x}, t) \approx U f_{\text{node}}(\dot{x}, \ddot{x}, t),$$  \hspace{1cm} (85)

where $U \in \mathbb{R}^{m \times k_{\text{DEIM}}}$ is a reduced basis for the nodal forces, and $f_{\text{node}}(\dot{x}, \ddot{x}, t) \in \mathbb{R}^{k_{\text{DEIM}}}$ is the vector of reduced nodal forces. The original DEIM algorithm then computes the reduced nodal forces in the online phase such that

$$P^T U f_{\text{node}}(\dot{x}, \ddot{x}, t) = P^T f_{\text{node}}(V\dot{x}, V\ddot{x}, t) \iff f_{\text{node}}(\dot{x}, \ddot{x}, t) = (P^T U)^{-1} P^T f_{\text{node}}(V\dot{x}, V\ddot{x}, t)$$  \hspace{1cm} (86)

$$f_{\text{node}} \approx U (P^T U)^{-1} P^T f_{\text{node}}(V\dot{x}, V\ddot{x}, t).$$  \hspace{1cm} (87)

Here, we do not yet require that $V$ be orthonormal to $M$; the following analysis holds for any reduced basis with orthogonal columns. $P \in \mathbb{R}^{n \times k_{\text{DEIM}}}$ again denotes a restriction matrix. Notice that DEIM or GNAT are often only applied to the nonlinear components of the nodal forces, but they can be analogously applied to the entire residual as well. Projecting the residual once again on the reduced basis $V$ yields

$$V^T (MV\ddot{x} - U (P^T U)^{-1} P^T f_{\text{node}}(V\dot{x}, V\ddot{x}, t)) = 0.$$  \hspace{1cm} (88)

Inserting $f_{\text{node}} = f_{\text{ext}} - CV\dot{x} - KV\ddot{x}$ yields the following system of hyper reduced equations

$$V^T MV\ddot{x} + V^T U (P^T U)^{-1} P^T CV\dot{x} + V^T U (P^T U)^{-1} P^T KV\ddot{x} - V^T U (P^T U)^{-1} P^T f_{\text{ext}} = 0.$$  \hspace{1cm} (89)

Introducing the same reduced mesh notation with the restriction matrices $Y$ and $Z$ as in equation (78) gives the following final representation

$$V^T MV\ddot{x} + V^T U (P^T U)^{-1} P^T CY^T V\dot{x} + V^T U (P^T U)^{-1} P^T KZZ^T V\ddot{x} - V^T U (P^T U)^{-1} P^T f_{\text{ext}} = 0.$$  \hspace{1cm} (90)

or equivalently if $V_M$ is used as a reduced basis:

$$\ddot{x} + V^T M^{-1/2} U (P^T U)^{-1} P^T CYY^T M^{-1/2} V\dot{x} + V^T M^{-1/2} U (P^T U)^{-1} P^T KZZ^T M^{-1/2} V\ddot{x} - V^T M^{-1/2} U (P^T U)^{-1} P^T f_{\text{ext}} = 0.$$  \hspace{1cm} (91)

The GNAT method can be seen as a generalization of DEIM, in which the restriction matrix $P^T \in \mathbb{R}^{n \times p}$ may select more than $k_{\text{DEIM}}$ rows (i.e. $p \geq k_{\text{DEIM}}$) [46]. The equations are then solved in a least squares sense, typically yielding more robust approximations. The GNAT-generalized form of (90) is

$$V^T MV\ddot{x} + V^T U (P^T U)^\dagger P^T CYY^T V\dot{x} + V^T U (P^T U)^\dagger P^T KZZ^T V\ddot{x} - V^T U (P^T U)^\dagger P^T f_{\text{ext}} = 0,$$  \hspace{1cm} (92)

where $(\cdot)^\dagger$ denotes the Moore-Penrose pseudoinverse. Equation (91) can be written analogously when an $M$-orthonormal reduced basis is used for GNAT.

As for the collocation methods, no general statement about the symmetry or eigenvalues of the hyper reduced system matrices can be inferred. $V^T M V$ preserves symmetry and positive definiteness; however the hyper
reduced damping and stiffness matrices do not enjoy general symmetry or eigenvalue interlacing properties. This indicates that the DEIM method may be prone to inherent instability, and cannot generally be expected to have larger stability time steps than the FOM. In fact, several authors have reported instabilities of DEIM-type hyper-reduced models, or observed that DEIM may produce non-symmetric stiffness matrices [5, 49–52]. These instabilities are problem-dependent and also partly owing to the fact that the focus in the conception of the DEIM and GNAT methods was primarily on accuracy and not numerical stability [5].

As for collocation methods, we later found that it is shown in [43] that DEIM and GNAT destroy symmetry and the Lagrangian structure of the problem. Carlberg et al. also describe further approaches to preserve Lagrangian structure in the presence of hyper reduction using reduced basis sparsification and matrix gappy POD, with applications to structural dynamics [43].

### 6.3. ECSW hyper reduction method

The ECSW method was developed for the reduction of second-order nonlinear dynamical systems in the context of structural dynamics FEM models [5, 53]. The concept is related to the quadrature method for computer graphics initially described by [54]. It is different to the aforementioned hyper reduction methods in that it does not directly approximate any nonlinear force terms using a gappy completion approach. Instead, it approximates directly the associated projected force vectors, which can be interpreted physically as an energy. As DEIM, it is typically only applied to the nonlinear terms which are unaffordable to compute on the FOM dimension. For the stability analysis, consider the application of ECSW to the entire vector of nodal forces $\mathbf{f}_{\text{node}} \in \mathbb{R}^m$ with an $\mathbf{M}$-orthonormal reduced basis $\mathbf{V}_M = \mathbf{M}^{-1/2} \mathbf{V}$

$$
\mathbf{V}_M^T \mathbf{M} \mathbf{V}_M \ddot{\mathbf{x}} - \mathbf{V}_M^T \mathbf{f}_{\text{node}} \left( \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{V}_M \mathbf{x}, t \right) = 0
$$

(93)

$$
\ddot{\mathbf{x}} - \mathbf{V}_M^T \mathbf{f}_{\text{node}} \left( \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{V}_M \mathbf{x}, t \right) = 0.
$$

(94)

The ECSW method reduces the number of nonlinear function evaluations by introducing element weighting factors in the nodal force assembly process at the element level. It approximates the projection of the nonlinear forces onto $\mathbf{V}$ by

$$
\mathbf{V}_M^T \mathbf{f}_{\text{node}} \left( \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{V}_M \mathbf{x}, t \right) = \mathbf{V}_M^T \sum_{e \in \Omega} \mathbf{L}_e^T \mathbf{f}_e \left( \mathbf{L}_e \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{L}_e \mathbf{V}_M \mathbf{x}, t \right) \approx \mathbf{V}_M^T \sum_{e \in \Omega} \xi_e^* \mathbf{L}_e^T \mathbf{f}_e \left( \mathbf{L}_e \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{L}_e \mathbf{V}_M \mathbf{x}, t \right).
$$

(95)

Here, the sum denotes a summation over all elements $e$ within the FE mesh $\Omega$, and $\mathbf{L}_e \in \mathbb{R}^{m_e \times m}$ is the element connectivity matrix which ensures correct assembly of the nodal forces for each index (cf. 3.4). $m_e$ is the number of DoFs in the element $e$, $\xi_e \geq 0$ is the non-negative weighting factor introduced by the ECSW method. The goal of the ECSW training stage is to select the $\xi_e^*$ such that a high approximation accuracy is achieved and as many of the $\xi_e$ as possible will be zero. This is equivalent to a minimization problem using the zero norm [5]. The benefit from this approximation is that the element contributions with zero weighting factors can be elegantly omitted from the sum, giving rise to the approximation

$$
\mathbf{V}_M^T \mathbf{f}_{\text{node}} \left( \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{V}_M \mathbf{x}, t \right) \approx \mathbf{V}_M^T \sum_{e \in \Omega_{\text{RM}}} \xi_e^* \mathbf{L}_e^T \mathbf{f}_e \left( \mathbf{L}_e \mathbf{V}_M \ddot{\mathbf{x}}, \mathbf{L}_e \mathbf{V}_M \mathbf{x}, t \right),
$$

(96)

where $\Omega_{\text{RM}}$ is the reduced mesh which only includes the elements with $\xi_e > 0$. Exploiting $\mathbf{f}_{\text{node}} = \mathbf{f}_{\text{ext}} - \mathbf{C} \mathbf{V}_M \ddot{\mathbf{x}} - \mathbf{K} \mathbf{V}_M \ddot{\mathbf{x}}$, the stiffness and damping matrices can be reduced in a similar manner. Using ECSW, the linearized hyper reduced equations hence become

$$
\mathbf{I}_M \ddot{\mathbf{x}} + \mathbf{V}_M^T \left( \sum_{e \in \Omega_{\text{RM}}} \xi_e^* \mathbf{L}_e^T \mathbf{C}_e \mathbf{L}_e \right) \mathbf{V}_M \ddot{\mathbf{x}} + \mathbf{V}_M^T \left( \sum_{e \in \Omega_{\text{RM}}} \xi_e^* \mathbf{L}_e^T \mathbf{K}_e \mathbf{L}_e \right) \mathbf{V}_M \ddot{\mathbf{x}} - \mathbf{V}_M^T \mathbf{f}_{\text{ext}} = 0.
$$

(97)

$\mathbf{M}_r = \mathbf{I} = \mathbf{V}_M^T \mathbf{M} \mathbf{V}_M$ naturally preserves symmetry and positive definiteness of $\mathbf{M}$. Further, the terms

$$
\sum_{e \in \Omega_{\text{RM}}} \xi_e^* \mathbf{L}_e^T \mathbf{C}_e \mathbf{L}_e \quad \text{and} \quad \sum_{e \in \Omega_{\text{RM}}} \xi_e^* \mathbf{L}_e^T \mathbf{K}_e \mathbf{L}_e
$$

constitute sums of symmetric and positive semi-definite matrices, with positive weighting factors $\xi_e^*$. The sums are therefore also symmetric and positive semi-definite. By the analysis in section 5, both $\mathbf{C}_r$ and $\mathbf{K}_r$ therefore
preserve the symmetry and positive semi-definiteness of $C$ and $K$. These are important properties for the stability and physical meaningfulness of the ECSW hyper reduction method. By the same analysis as in section 5, the stability time step for the central difference time integration scheme and the ECSW hyper reduced model is determined by (theorem 5.5)

$$
\Delta t_{\text{crit},k} = \frac{2}{\sqrt{\tilde{\mu}_k^{\text{HROM}}}} \left(\sqrt{\tilde{\xi}_k^2 + 1} - \tilde{\xi}_k\right), \quad \tilde{\xi}_k = \frac{a_1}{2\sqrt{\tilde{\mu}_k^{\text{HROM}}}} + \frac{a_2 \sqrt{\tilde{\mu}_k^{\text{HROM}}}}{2},
$$

(98)

where $\tilde{\mu}_k^{\text{HROM}}$ is the largest eigenvalue of the matrix $M^{-1}rKr$. Further, $M^{-1}K_r$ is given by

$$
M^{-1}K_r = V^T M^{-1/2} \left( \sum_{e \in \Omega_{\text{RM}}} \xi_e^* L_e^T K_e L_e \right) M^{-1/2} V.
$$

(99)

The analysis of the eigenvalues of $M^{-1}K_r$ for ECSW hyper reduction is somewhat complicated by the contrary influences of two separate phenomena (figure 2). As is known from Poincaré’s eigenvalue separation theorem and section 5, the two-sided multiplication of $V^T (...) V$ tends to reduce the magnitude of the largest eigenvalue. The projection onto the – typically – lower-frequent modes obtained from an SVD of the snapshot matrix tends to reduce the largest eigenvalue even further (cf. section 7 for a short analysis of the influence of the modal content of $V$). However, the approximation of $K \approx \sum_{e \in \Omega_{\text{RM}}} \xi_e^* L_e^T K_e L_e$ can potentially increase the magnitude of the largest eigenvalue for $\xi_e^* > 1$. By theorem 3.4, the largest eigenvalue in absolute magnitude of $M^{-1}K_r$ can be bounded by

$$
|\lambda_{\text{HROM}}| \leq \max_{e} |\lambda_{\text{max}}(M^{-1}\xi_e^* K_e)| = \max_{e} |\xi_e^* \lambda_{\text{FOM}}|.
$$

(100)

Furthermore, it is to be expected that many $\xi_e^* > 1$, in order to compensate for the contribution of the omitted elements.

**FIG. 2:** Opposing influences on the eigenvalues of the ECSW hyper reduced system matrix $M^{-1}K_r$.

### 7. Influence of the Modal Content of the Reduced Basis

The analysis so far has not made any assumptions on the actual content of the reduced basis and is therefore generally valid regardless of which modes are selected or where the truncation occurs. However, it turns out that the content of $V$ or $V_M$ is important for significantly increasing the critical time step beyond that of the FOM. If the basis vectors are selected appropriately, they will be (approximately) orthogonal to the modes with the highest frequency and hence the largest eigenvalues, such that their influence will be removed by projecting onto $V$. A suitable reduced basis therefore filters out the highest frequencies and largest eigenvalues of $M^{-1}K$. Consider the simple example of an oscillating 1D string, e.g. a guitar string, with uniform properties, discretized...
into \( m - 1 \) elements and \( m \) nodes (figure 3). Its mass matrix and stiffness matrices are then given by

\[
M = M \begin{bmatrix}
1/2 \\
1 \\
... \\
1 \\
1/2
\end{bmatrix} \in \mathbb{R}^{m \times m}; \quad K = K \begin{bmatrix}
100 & -1 & -1 \\
-1 & 2 & -1 \\
& ... & ... \\
-1 & 2 & -1 \\
-1 & 2 & 100
\end{bmatrix} \in \mathbb{R}^{m \times m}. \tag{101}
\]

\( x = L \)

\( x = 0 \)

**FIG. 3:** Guitar string model for a discretization using \( m = 8 \) nodes.

Here, the boundary conditions are enforced by adding stiffness at \( K_{1,1} \) and \( K_{m,m} \). The matrix \( M^{-1}K \) is then

\[
M^{-1}K = \frac{K}{M} \begin{bmatrix}
2 & 1 \\
... & ... \\
1 & 2
\end{bmatrix} = \frac{K}{M} \begin{bmatrix}
100 & -1 & -1 \\
-1 & 2 & -1 \\
& ... & ... \\
-1 & 2 & -1 \\
-1 & 2 & 100
\end{bmatrix}. \tag{102}
\]

For a discretization with \( m = 100 \) nodes, a length \( L = 1 \), \( M = 1 \) and \( K = 10 \), figure 4 visualizes the first three and the last three modes (eigenvectors) of \( M^{-1}K \), along with their corresponding eigenvalues. Notice that the most “noisy” mode is the one with the highest frequency and the highest eigenvalue, and it also determines the stability time step for explicit analysis.

Now consider a Galerkin ROM where the reduced basis has captured the dominant system behaviour. Normally this is done from an SVD of collected snapshots; however let us first suppose for the sake of simplicity that the string was excited at relatively low frequencies and that \( V \) therefore contains the 10 first eigenvectors of \( M^{-1}K \). The Galerkin ROM system matrix \( M^{-1}K_r \) then exhibits natural eigenvalue interlacing as discussed in section 5.\(^5\) In addition, the high-frequent modes are mostly orthogonal to the modes in the reduced basis, which is why they are filtered out. Figure 5 visualizes the first three and the last three modes of the Galerkin ROM. Notice that the largest eigenvalue of the ROM is in this case about 2000 times smaller than the largest eigenvalue of the FOM. In the absence of damping, this means that the critical time step of the central difference scheme is \((1/\sqrt{2000})^{-1} \approx 44.72\) times larger (cf. section 5) than that of the FOM.

Next, let us suppose that the system is mainly excited at the very high frequencies, and the snapshots can be well approximated using a linear combination of the 10 last modes of the FOM. If \( V \) contains the 10 last modes of \( M^{-1}K \), eigenvalue interlacing can still be expected; however the modes with the highest eigenvalues will no longer be orthogonal to \( V \). It is therefore to be expected that the largest eigenvalues of the Galerkin ROM are comparable to those of the FOM, and that the critical time step size does not change much. Indeed, this is also

\(^5\) One must be careful not to modify the space spanned by the basis vectors when performing the \( M \)-orthonormalization. We follow the approach of [55]. Notice that for every \( M \)-orthonormal basis \( V_M \) and diagonal positive definite \( M \), there is an orthonormal basis \( V = M^{1/2}V_M \), as \( I = V_M^T M V_M = V^T M^{-1/2} M M^{-1/2} V = V^T V \).
observed in practice (figure 6). A significant increase of the critical time step is therefore strongly dependent on the modal content of $\mathbf{V}$, and hinges on whether the high-frequent contributions are captured by the reduced basis $\mathbf{V}$.

Finally, let us briefly analyze the impact of ECSW hyper-reduction on the stability time step using a simple example with only $m = 5$ nodes. Let us further suppose that only the second oscillation mode was observed during training simulations, and the ECSW algorithm has therefore sampled the second element (figure 7, shown in green).

Due to symmetry considerations, we further assume that the weighting factor of the sampled element, as determined by the ECSW algorithm, is $\xi_2^* = 4$. The reader can verify that, using the same notation as in (101), the FOM system matrix $\mathbf{M}^{-1}\mathbf{K}$ is given by

$$
\mathbf{M}^{-1}\mathbf{K} = \frac{K}{M} \begin{bmatrix}
200 & -2 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-1 & 2 & -1 \\
-2 & -200
\end{bmatrix}. \quad (103)
$$
The hyper reduced system matrix of this example problem is then given by (99)

$$M_r^{-1}K_r = V^TM^{-1/2} (\xi^*_2L_2^T K_2 L_2) M^{-1/2} V = V^T \begin{pmatrix} 4K/M & 0 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 & 0 \\ 0 & -1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix} V \tag{105}$$

Here, $R$ is a symmetric and positive semi-definite matrix with eigenvalues

$$[\lambda^R_1, \lambda^R_2, \lambda^R_3, \lambda^R_4, \lambda^R_5] = [0, 0, 0, 0, 80]. \tag{106}$$

Applying $V^T (\cdot) V$, where in this case we suppose that $V$ contains only the second mode, yields the eigenvalues of the ECSW hyper reduced system. As $V$ contains only one basis vector, the only eigenvalue is

$$\lambda^{HROM} = 20. \tag{107}$$

Conversely, a simple Galerkin projection without hyper reduction would have yielded a largest eigenvalue of $\lambda^{ROM} = 19.9$. The ECSW hyper-reduction scheme benefits from larger stable time step sizes than the FOM if
\( \mathbf{V} \) removes high-frequent contributions, and/or if critical elements are removed by the sampling method so that their contributions need not be evaluated anymore during the online stage. This can be observed in the above example, where the two critical elements at the left and the right boundaries are not part of the reduced mesh any longer. If, however, the critical elements had been included in the reduced mesh (e.g. by sampling element 1 instead of element 2), their contribution would have been amplified by the weighting factor, with an adverse impact on the stable time step unless these high-frequent modes are removed by the projection onto \( \mathbf{V} \).

8. CONCLUSIONS

Conditions for the numerical stability of explicit integration methods for Galerkin ROMs and different hyper reduction methods have been derived. It was proved, for the first time as far as the authors are aware, that Galerkin ROMs with an \( \mathbf{M} \)-orthonormal reduced basis guarantee that the ROM critical time step cannot drop below that of the FOM. Further, a formula was derived which enables the computation of the ROM critical time step in the online simulation of Galerkin ROMs integrated using the central difference method. It was shown that the modal content of the reduced basis also plays an important role in improving the stability, and that the choice of low-frequent basis vectors can significantly improve the numerical stability, as these vectors will likely be (approximately) orthogonal to high-frequent modes with large eigenvalues. Both findings strongly support the understanding of why Galerkin ROMs have often been found to exhibit larger stability time steps. Further, various hyper reduction methods were analyzed for numerical stability. It was found that all analyzed node-based hyper reduction approaches, such as collocation, DEIM, and GNAT, do not generally preserve important symmetry or positive (semi-) definiteness properties of the involved system matrices for second-order nonlinear dynamical systems. It was also found that, as described first by [5, 53], the ECSW hyper reduction method preserves symmetry and positive (semi-) definiteness of the system matrices, which greatly benefits numerical stability. Two opposing mechanisms have been found to impact the critical stability time step of explicitly integrated ECSW hyper reduced models in this work. The first mechanism is the Galerkin projection \( \mathbf{V}^T(\cdot) \mathbf{V} \), which tends to filter out the high-frequent modes through projection, and guarantees eigenvalue interlacing. The second, contrary mechanism is due to the introduction of force weighting factors \( \xi^e \) at the element level, which can potentially reduce the critical stability time step compared to the FOM for \( \xi^e > 1 \). A formula was presented, for the first time as far as the authors are aware, for computing the critical stability time step of ECSW hyper reduced models equipped with a central difference time integration scheme. There is reason to hypothesize that the beneficial contribution of the Galerkin projection often dominates in practice, therefore enabling larger time steps even for hyper reduced models (cf. [5]).

We emphasize that the main focus of this work was numerical stability. Consistency and convergence to the true solution are two other important aspects which need to be satisfied in order to obtain sufficiently accurate results. Both projection-based ROMs and hyper reduction methods introduce new consistency errors in addition to those that may already be present in the original FEM model. It is currently “hoped” that the consistency errors remain small enough if the training simulations are well-chosen. For linear problems, the Lax equivalence theorem (Lax-Richtmyer-theorem) [56] typically ensures that, if a numerical method is stable and the approximation is consistent, then the method is also convergent. Further, we have applied linear stability theory to a nonlinear problem, around a linearization point. This is in line with the equivalent analysis for classical explicit FEM [9], but the linearization may not always remain valid for large time step sizes. This is often observed, for example, in case of contact problems. There are therefore additional problem dependent limits on the maximum admissible time step.
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