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Abstract

Serology testing can identify past infection by quantifying the immune response of an infected individual providing important public health guidance. Individual immune responses are time-dependent, which is reflected in antibody measurements. Moreover, the probability of obtaining a particular measurement from a random sample changes due to changing prevalence (i.e., seroprevalence, or fraction of individuals exhibiting an immune response) of the disease in the population. Taking into account these personal and population-level effects, we develop a mathematical model that suggests a natural adaptive scheme for estimating prevalence as a function of time. We then combine the estimated prevalence with optimal decision theory to develop a time-dependent probabilistic classification scheme that minimizes the error associated with classifying a value as positive (history of infection) or negative (no such history) on a given day since the start of the pandemic. We validate this analysis by using a combination of real-world and synthetic SARS-CoV-2 data and discuss the type of longitudinal studies needed to execute this scheme in real-world settings.
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1. Introduction

Antibody tests are a powerful tool in the study of virus propagation throughout a population. They are useful for estimation of prevalence, the fraction of the population with a history of infection (Bendavid et al., 2021 [3], Burgess et al., 2020 [7], Jacobsen et al., 2010 [14]), thus guiding public health decisions (Caini et al., 2020 [9], Peeling et al., 2020 [22]). Antibody tests can also characterize immune response of an infected or vaccinated individual. Importantly, a classification scheme is needed to interpret raw measurement data and thereby determine whether a sample is deemed positive (a history of infection) or negative (no such history).

A fundamental problem not addressed by traditional classification schemes is the multitude of timescales inherent to antibody kinetics. For example, the antibody levels in an individual vary on a ‘personal timeline’; after an exposure to a virus, titers peak following an initial delay and then slowly decay (Jin et al., 2020 [15], Sethuraman et al., 2020 [25], Zhao et al., 2020 [28]). This behavior is person specific (Aydillo et al., 2021 [2], Dispinseri et al., 2021 [11], Zhang et al., 2020 [27]). Moreover, the number of infected people in the population changes with time (Dong et al., 2020 [12]), which occurs on an ‘absolute timeline’. Traditional methods do not take these effects and their interactions into account, potentially misclassifying many samples due to a static training dataset and subsequent classification boundary. This can lead to inaccurate estimation of prevalence.

To address this problem, we develop a modeling approach that explicitly accounts for the relationship between time-dependent changes in antibody levels due to both individual- and population-level effects. This is done by recognizing that change in prevalence of the disease dictates what fraction of the population start personal timelines on a given day. As these models depend on prevalence, we develop an unbiased estimator for this quantity as a function of time. With this estimate, we construct an optimal classification scheme that minimizes the prevalence weighted average of false positive and false negative errors defined
over time. We demonstrate the effectiveness of this adaptive scheme using a publicly available dataset representing SARS-CoV-2 antibody measurements.

A key challenge in developing time-dependent probability models is that the effects of personal timeline are convolved with those of the absolute timeline. Individual response probabilities are independent of the progress of a pandemic in the population, but the conditional probability of a sample on a given day being positive depends on the prevalence in the population. Prevalence is not known a priori, but this close relation to the conditional probabilities is leveraged to develop an unbiased estimator as a function of time. Interestingly, this estimator does not rely on classification, thereby allowing us to deconvolve prevalence from any test data.

One counterintuitive takeaway from our work is that the classification of samples depends on when it was collected, and any two samples from two different points in time could be classified differently, even if they have the same antibody measurements. Previous works (Patrone and Kearsley, 2021 [21]) foreshadowed that changing prevalence leads to a variation in classification domains. However, we also show that even with fixed prevalence, optimal classification domains can vary.

A limitation of our approach is that we have primarily considered time to be discrete, as epidemiological data is often reported once per day. A continuous analog of these models is possible and discussed in detail in subsection 4.1. Because of reporting constraints, delays in testing, and measurement error in the date of symptom onset, data sometimes has jumps. Changing the size of time discretization can help address these issues. See subsection 3.2 for further discussion.

2. Methods: Theory of Time Dependent Classification

Serology testing measures the quantities of *n* antibody targets in a sample obtained from an individual, with results reported as fluorescence measurements. The value of *n* depends on the assay used, but it is typically of the order of
10 or less. We represent such a measurement as a vector, \( \mathbf{r} = (r_1, r_2, \ldots, r_n) \), where the variables \( r_i \) denote the values of antibody targets \( i, \ i \in \{1, \ldots, n\} \). These measurements fall in a domain \( \Omega \subset \mathbb{R}^n \). Due to the limits of detection for the instruments, \( \Omega \) is typically of the form \([l_1, u_1] \times \cdots \times [l_n, u_n]\), where \( l_i \) and \( u_i \) are lower and upper limits of detection for target \( i \).

A summary of commonly used terms and their description as it pertains to our work is below.

- **Positive samples** are the samples from individuals with a history of infection.
- **Negative samples** are the samples from individuals with no history of infection.
- **Training data** are the measurements for samples with known true classes. These are used to construct conditional probability models.
- **Test data** are the measurements for samples with unknown or hidden true classes. A classification analysis is applied to this data.
- **Prevalence on a given day in the pandemic** is the fraction of individuals in the population that are positive on that day, i.e., the probability that a randomly selected person is positive on that day, given no other information.
- **Type-I error** is the mistaken classification of a negative sample as positive, i.e., false positives.
- **Type-II error** is the mistaken classification of a positive sample as negative, i.e., false negatives.
- **Classification error on a given day in the pandemic** is the prevalence-weighted sum of Type-I and Type-II errors on that day.
2.1. Probability Models

An antibody value \( r \) can arise from a sample whose underlying true class is either positive or negative on a given day \( T \) of a pandemic. We use \( N(r) \) to denote the conditional probability density that a sample yields measurement \( r \) given that the true underlying class is negative. Similarly, \( P(r,T) \) is the conditional probability density that a sample yields measurement \( r \) on day \( T \) of a pandemic given that the true underlying class is positive. Given the aforementioned sources of time dependence, we assume

\[
P : \Omega \times \Omega_T \to \mathbb{R} \quad \text{and} \quad N : \Omega \to \mathbb{R}.
\] (1)

Ideally, \( T = 0 \) is the day of the start of a pandemic, i.e. the first patient’s exposure. It is extremely difficult to quantify this. As a result, in practice the personal and absolute timelines are both expressed in terms of the days since symptom onset. This issue is further considered in subsection 4.3.

The conditional probability density for positive samples depends on time whereas for negative samples it does not. The following example helps clarify why. Consider an \( r \) close to \((u_1, u_2, \cdots, u_n)\) at \( T = 0 \), i.e. a high antibody measurement before a pandemic has begun. The conditional probability \( P \) of someone being infected is zero as there is no virus. It is likely that the value is merely due to nonspecific binding to antibodies for other viruses with a similar structure. On the other hand, if some people in the population are infected, this measurement could have come from an infected individual and thus should be classified as positive.

The positive samples on day \( T \) of a pandemic come from those individuals who have been infected on some day before \( T \). (For now, we set aside the question of antibody levels due to vaccine-induced immunity.) This sample space is thus partitioned into subsets based on how many days ago the individual was infected, i.e. the set of individuals who are infected on day \( t \) of the pandemic, having been infected \( T - t \) days ago, with \( t = 0, 1, \cdots, T \). The law of total
probability implies
\[ P(r, T) = \sum_{t=0}^{T} \text{Prob}(r, T, \text{infected on day } t), \quad (2) \]

where \( \text{Prob}(r, T, \text{infected on day } t) \) is the probability that a measurement \( r \) is obtained on day \( T \) of a pandemic for an individual who was infected on day \( t \) of the pandemic, and is thus on day \( T - t \) of infection in their personal timeline.

Essentially, when measuring on day \( T \) of the pandemic, the whole population can be partitioned into the following subsets of people: people who were never infected, were infected on day 0 of the pandemic, infected on day 1, \ldots , infected on day \( T \). Any randomly collected sample with value \( r \) on day \( T \) must have been collected from an individual from one of these subsets.

By using the multiplication rule (Ross, 2010 [24]) we see that the summand is the product of the probability that the antibody response for day \( T - t \) of the infection is \( r \), and the proportion of positive individuals on day \( T \) of the pandemic that became infected on day \( t \).

\[ P(r, T) = \sum_{t=0}^{T} R(r, T - t) \frac{f(t)}{q(T)}, \quad (3) \]

where \( R(r, T - t) \) is the conditional probability of a sample having antibody measurement \( r \) given that it is a positive sample, with the individual being infected \( T - t \) days ago. 1 The function \( f(t) \) denotes the fraction of the population that becomes infected on day \( t \). The function \( q(T) = \sum_{t=0}^{T} f(t) \) is the prevalence on day \( T \) of a pandemic’s timeline, i.e. the total fraction of the population which was infected on any day up till day \( T \). We note that \( q \) and \( f \) possess the following properties,

\[ f(t), q(T) \in [0,1] \text{ for all } T, t \quad \text{and} \quad q(T_1) \leq q(T_2) \text{ for } T_1 \leq T_2. \quad (4) \]

---

1 An equivalent formulation, which emphasizes the personal antibody response, is given by a simple change of variable,

\[ P(r, T) = \sum_{t=0}^{T} R(r, t) \frac{f(T - t)}{q(T)}, \]
For now, we set aside the question of reinfection. For further discussion, see section 4.4.

We highlight that among those with a history of infection, the people who became infected on day $t$ of the pandemic (which happens with probability $f(t)/q(T)$) are on day $T-t$ in their personal timelines. This means that while measuring antibody levels on day $T$ of the pandemic, if an individual was infected on day $t$, their immune system only has had $T-t$ days to mount a response. They thus generate antibodies as dictated by $R(r,T-t)$. Equation (3) shows that the conditional probability of positives is a discrete convolution of the infected individual’s antibody response on a personal timeline and the progression of the pandemic at the population scale.

In practice, $R$ and $N$ are modeled from training data. It is important to choose a suitable family of probability distributions so that it closely models the disease progression. Once such a form is determined, methods such as maximum likelihood estimates can be used to find the associated parameters. Section 3 illustrates this analysis in practice.

An important modeling constraint about antibody kinetics needs to be considered here. Antibody response by the immune system only mounts after an initial delay. Moreover, the antibody response decays to pre-infection values asymptotically (Borremans, 2020 [5]). Guided by the limiting behavior of the antibody kinetics, the distributions for $R(.,0)$ and $\lim_{t \to \infty} R(.,t)$ should be the same as that of $N(.)$.

The probability $Q(r,T)$ that a sample collected on day $T$ has antibody level $r$ can be found using $P(r,T), N(r)$, and $q(T)$ via law of total probability,

$$Q(r,T) = q(T) \cdot P(r,T) + (1 - q(T)) \cdot N(r).$$

(5)

Using (3) and the fact that distributions of $N(\cdot)$ and $R(\cdot,0)$ are equal, we note for later convenience,

$$Q(r,T) = N(r) + \sum_{t=0}^{T-1} f(t) \cdot (R(r,T-t) - N(r)).$$

(6)

It is important to note that the domain for time, $\Omega_T$ can be taken to be
continuous, i.e. $[0, T]$ and a corresponding model is outlined in subsection 4.1. However, it is not possible to collect data for such a domain. In practice, data is collected and reported every day, leading to our choice of $\Omega_T = \{0, 1, \cdots, T\}$, a discrete set of days. Sometimes data is not available even at this granularity and coarser periods like weeks can be used. We discuss the issues associated with the discretization choice in subsection 3.2.

2.2. Estimation of Time-Dependent Prevalence

We develop a scheme for estimation of time-dependent prevalence based solely on the sample values measured over time. Provided that we have already modeled the probability distributions, this scheme does not require that samples be classified, i.e. prevalence can (and should) be estimated before constructing optimal classification domains.

For an arbitrary partition of the domain $\Omega$ into $D_P$ and $D_N$, we define $Q_P$ at time $T$ by integrating both sides of total probability $Q$ from equation (6) over $D_P$. This yields the total probability mass of $Q$ inside $D_P$,

$$
Q_P(T) = \int_{D_P} Q(r, T) dr = N_P + \sum_{t=0}^{T-1} f(t) (R_P(T-t) - N_P),
$$

where $R_P(T-t) = \int_{D_P} R(r, T-t) dr$ and $N_P = \int_{D_P} N(r) dr$. Note that by assumption, $R_P$ and $N_P$ are calculated exactly. Furthermore, as the distribution for $R(\cdot, 0)$ and $N(\cdot)$ are assumed to be identical, (subsection 2.1), there is no term corresponding to $t = T$ in this sum.

Here, $Q_P(T)$ is approximated by a Monte-Carlo estimate

$$
\hat{Q}_P(T) = \frac{1}{N_s} \sum_{i=1}^{N_s} \mathbb{I}_P(r_i),
$$

where $\mathbb{I}_P$ is the indicator function of $D_P$ and $\{r_1, r_2, \cdots, r_{N_s}\}$ is the set of sample values observed on day $T$ by measuring $N_s$ samples randomly collected from the population. The quantity $N_s$ is typically at least on the order of 100 but may be as large as $O(10000)$ for mass surveillance studies. Notice that $\hat{Q}_P(T)$ is an unbiased estimator of $Q_P(T)$ (Caflisch,1998 [8]).
Using $Q_P(1)$ and equation (7),

\[ f(0) = \frac{Q_P(1) - N_P}{R_P(1) - N_P}, \]  

we obtain the following estimator,

\[ f(0) \approx \hat{f}(0) = \frac{\hat{Q}_P(1) - N_P}{R_P(1) - N_P}. \]  

Observe that due to the realistic assumption made in subsection 2.1, $R_P(0) = N_P$, i.e., it is not possible to distinguish between a positive and a negative sample on the day of the infection. Thus, the number of people infected at the start of a pandemic ($T = 0$) are quantified in terms of their deviation from the negative samples on the next day.

Similarly, by repeated application of (7), (8), and (10), $f(T-1)$ is estimated in terms of the previous time points through the recurrence relation

\[ \hat{f}(T-1) = \beta_P(T) - \sum_{t=0}^{T-2} \hat{f}(t)\alpha_P(T-t). \]  

We set

\[ \beta_P(i) = \frac{\hat{Q}_P(i) - N_P}{R_P(i) - N_P} \quad \text{and} \quad \alpha_P(i) = \frac{R_P(i) - N_P}{R_P(i) - N_P}. \]  

Then, (11) becomes

\[ \hat{f}(T-1) = \beta_P(T) - \sum_{t=0}^{T-2} \hat{f}(t)\alpha_P(T-t). \]  

Note that this recurrence is defined for all $T \in \{1, 2, \cdots \}$. Moreover, provided we use the same domain $D_P$ for all $P$, these equations for all $t$ up to $T-1$ yield the matrix system

\[
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\alpha_P(2) & 1 & 0 & \cdots & 0 \\
\alpha_P(3) & \alpha_P(2) & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\alpha_P(T) & \alpha_P(T-1) & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
\hat{f}(0) \\
\hat{f}(1) \\
\hat{f}(2) \\
\vdots \\
\hat{f}(T-1)
\end{bmatrix}
= 
\begin{bmatrix}
\beta_P(1) \\
\beta_P(2) \\
\vdots \\
\vdots \\
\beta_P(T)
\end{bmatrix}. \]  

(14)
This matrix system is lower triangular and invertible, and the condition number for the matrix may be high depending upon the choice of $dt$. The system itself can still be solved easily through backward substitution without explicit matrix inversion,

\begin{align*}
\hat{f}(0) &= \beta_P(1), \\
\hat{f}(1) &= \beta_P(2) - \alpha_P(2)\beta_P(1), \\
\hat{f}(2) &= \beta_P(3) - \alpha_P(3)\beta_P(1) - \alpha_P(2)\beta_P(2),
\end{align*}

and so on. The prevalence at time $T$ is then estimated as

\[ \hat{q}(T) = \sum_{t=0}^{T} \hat{f}(t). \] (18)

These estimators are unbiased which is proven in the Appendix. Note that this property holds irrespective of the selection of $D_P$. However, the variance of the estimators increases if the probability mass of $D_P$ is too close to 0 or 1, similar to the phenomenon reported in Patrone and Kearsley, 2022 [19]. Therefore, it is prudent in practice to select $D_P$ carefully to obtain rapid convergence. As a rule of thumb, choosing a rectilinear domain $D_P$ containing $30 - 70\%$ of samples is a good starting point.

2.3. Optimal Classification Scheme

We now develop the optimal classification scheme for sample measurements by minimizing an appropriate loss function as detailed below. The aim is to find a sequence of sets $D_P(T)$ and $D_N(T)$ which optimally partition the domain $\Omega$ at time $T$ by minimizing an appropriate loss function. A measurement $r$ is classified as positive or negative on day $T$ based on the subset into which this measurement falls.

We utilize our framework to define Borel probability measures (Billingsley, 2008 [4]) $\mu_P$ and $\mu_N$ which evaluate how much of the probability mass of $P$ and $N$ respectively lies in the set $X \subset \Omega$,

\[ \mu_P(X) = \int_X P(r) \, dr, \] (19)
\[ \mu_N(X) = \int_X N(r) \, dr. \quad (20) \]

We must ensure that the sequence of sets partition \( \Omega \) under \( \mu_P \) and \( \mu_N \). That is,
\[ \mu_P (D_P(T) \cup D_N(T)) = \mu_N (D_P(T) \cup D_N(T)) = 1, \quad (21) \]
\[ \mu_P (D_P(T) \cap D_N(T)) = \mu_N (D_P(T) \cap D_N(T)) = 0. \quad (22) \]

At a fixed time \( T \), if \( q(T) \) is known or can be estimated, we can define a loss function as the sum of prevalence weighted average rates of false positives and false negatives as a function of classification domains,
\[ \mathcal{L}(D_P(T), D_N(T)) = (1 - q(T)) \int_{D_P(T)} N(r) \, dr + q(T) \int_{D_N(T)} P(r, T) \, dr. \quad (23) \]

A loss function associated with \( \Omega_{\tau} \) is then defined as
\[ \mathcal{L}_{\tau}(D_P, D_N) = \sum_{T=0}^{\tau} \mathcal{L}(D_P(T), D_N(T)) \quad (24) \]
where \( D_P(T) \) and \( D_N(T) \) partition the domain \( \Omega \) at time \( T \), and
\[ D_P = \begin{bmatrix} D_P(0) \\ D_P(1) \\ \vdots \\ D_P(\tau) \end{bmatrix}, \quad D_N = \begin{bmatrix} D_N(0) \\ D_N(1) \\ \vdots \\ D_N(\tau) \end{bmatrix}. \quad (25) \]

This pointwise loss function quantifies the total accumulated classification error from the beginning of the pandemic to day \( \tau \). Notice that minimizing this loss function is equivalent to maximizing prevalence-weighted accuracy of classification. We have also penalized the prevalence weighted type-I and type-II errors equally. Other loss functions which penalize false positives more than false negatives or vice-versa can be studied in a similar vein, but are beyond the scope of this work.

We use the pointwise loss function (23) to determine the optimal classification domains \( D_P^*(T) \) and \( D_N^*(T) \) as an application of Patrone and Kearsley,
Intuitively, the optimal domain for positive samples is the set where the prevalence weighted probability of the sample being positive with a value $\mathbf{r}$ is larger than that of it being negative. Assuming the boundary set, i.e. $\{ \mathbf{r} : q(T)P(\mathbf{r}) = (1 - q(T)) N(\mathbf{r}) \}$ has measure zero, the optimal domains are

$$D^*_P(T) = \{ \mathbf{r} : q(T)P(\mathbf{r}, T) > (1 - q(T)) N(\mathbf{r}) \},$$

(26)

$$D^*_N(T) = \{ \mathbf{r} : (1 - q(T)) N(\mathbf{r}) > q(T)P(\mathbf{r}, T) \}.$$  

(27)

Notice that these optimal classification domains depend on time as well as prevalence, thereby linking the classification of an individual’s sample to the progression of the disease in the population.

Now, we employ the pointwise optimality at every $T$ to say that for any $D_P, D_N$,

$$L_\tau(D_P, D_N) = \sum_{T=0}^{\tau} L(D_P(T), D_N(T)) \geq \sum_{T=0}^{\tau} L(D^*_P(T), D^*_N(T)) = L_\tau(D^*_P, D^*_N).$$

(28)

(29)

Thus $D^*_P, D^*_N$ defined below are the vectors of optimal classification sets which partition the domain up to $T = \tau$.

$$D^*_P = \begin{bmatrix} D^*_P(0) \\ D^*_P(1) \\ \vdots \\ D^*_P(\tau) \end{bmatrix}, \quad D^*_N = \begin{bmatrix} D^*_N(0) \\ D^*_N(1) \\ \vdots \\ D^*_N(\tau) \end{bmatrix}.$$  

(30)

3. Results of a Study with COVID Data

As a proof of concept for ideas developed in previous sections, we implement this time-dependent classification scheme on clinical data. We use a publicly available dataset associated with Abela et al., 2021 [1] which provides antibody measurements for PCR positive individuals along with the days since symptom
onset. We use the total SARS-CoV-2 IgG antibody values in MFI-FOE (median fluorescence intensity-fold over empty beads) units (after a transformation discussed below) as our variable $r$ under consideration. We use one-dimensional $r$ to highlight the effect of time dependence, but our analysis is applicable to data of arbitrary dimensions. See Luke et al., 2022 [16] and Patrone et al., 2022 [20] for additional examples of modeling probability densities for multi-dimensional data.

The total SARS-CoV-2 IgG data (in MFI-FOE units) is transformed by using the following logarithmic transform which puts the data on a scale of bits associated with the measurement, \(^2\)

$$Tr(x) = \log_2(x + 2) - 1. \tag{31}$$

Transformed training data for negative individuals is shown as a histogram in Figure 1 and that for positive individuals plotted against the days since symptom onset is shown in Figure 2.

As the training data does not report corresponding days in the absolute timeline, it is used to only model the probability density functions for antibody response $t$ days after infection. We use gamma distributions to model both the positive response with changing time and the negative distribution (Frank, 2009 [13]).

For the negative samples, we use the pre-pandemic measurements from Abela et al., 2021 [1] and assume the density function connected to gamma distribution,

$$N(r) = \frac{r^{a-1}e^{-r/b}}{\Gamma(a) b^a}. \tag{32}$$

where $\Gamma(a)$ is the gamma function evaluated at $a$. \(^3\) Maximum likelihood estimation yields the values of the shape and scale parameters as $a = 17.5825$, $b = \ldots$

---

\(^2\)This transformation converts data into bit scale and maps 0 to 0. Similar transforms such as $Tr_c(x) = \log_2(x + 2^c) - c$ also work.

\(^3\)\(\Gamma(a) = \int_0^\infty x^{a-1}e^{-x} \, dx.\)
Figure 1: The histogram in blue corresponds to transformed training data for the negative samples. The red curve is the probability density function modeled from this data. Refer to equation (32) in the text for more details. Here, ‘Antibody measurement’ is the dimensionless quantity that refers to antibody value transformed using (31).

0.1233. A histogram for the data and the corresponding probability density function are plotted in Figure 1.

The antibody data for positive samples is generally scarce for the first few days after infection. To account for this, we use the fact that the antibody levels for those recently infected individual resembles the antibody levels for the uninfected. We supplement the positive samples with twenty negative samples, for which we fix $t = 0$.

To take the limiting behavior of antibody kinetics into account, we impose the additional realistic restriction that antibody response for a person infected today (i.e. in day 0 of their personal timeline) is identical to $N(r)$. We thus model the scale of the gamma distribution for positive samples as a constant independent of time, equal to the scale for the negative samples ($b(t) = b$), whereas the shape of the gamma distribution depends on $t$ in the following way:

$$a(t) = \frac{\theta_1 t}{1 + (\theta_2 t^2)} + a.$$  \hspace{1cm} (33)

This reflects the known underlying profile in an individual where the antibody levels increase after an infection and then decay slowly over time. The param-
Figure 2: Training data for positive samples obtained from Abela et al., 2021 [1]. The blue circles represent the positive sample values after the transformation from equation (31) at day $t$ in their personal timeline. The contours show the probability density function modeled this data. Refer to equation (34) in the main text for more details. Here, ‘Antibody measurement’ is the dimensionless quantity that refers to antibody value transformed using (31).

Parameters for $R(r, t) = r^a(t) - 1 e^{-r/b} \Gamma(a(t)) b^{a(t)}$, (34)

where $\Gamma(a(t))$ is the gamma function evaluated at $a(t)$, are obtained using maximum likelihood estimates of the training data, with

$$\theta_1 = 2.2251, \quad \theta_2 = 0.0005.$$ (35)

The scatterplot for the data and the contours for probability density function obtained is plotted in Figure 2.

3.1. Prevalence Estimation with Synthetic Data

We next demonstrate the behavior of the estimators for $f$ and $q$, using synthetic data generated from probability models in (32), (34), along with an assumed prevalence. The prevalence is then estimated using the scheme developed in subsection 2.2 and compared with the true values.

Discretization for time is chosen as $dt = 14$ days so that 10 such time periods are 140 days in the absolute timeline. This duration is around 5 months, which
Figure 3: Mean over 1000 synthetic sets of prevalence estimates. The inset shows the underlying true constant $f$, defined by (36). The mean prevalence estimates for various $N_s$ number of samples per time period are plotted with variance errorbars over time: $N_s = 100$ (Green, dotted), $N_s = 1000$ (Black, dotted-dashed), $N_s = 10^4$ (Blue, dashed), $N_s = 10^5$ (Red, solid). The underlying true prevalence is defined by (37) and shown in Magenta.

is of the order of magnitude of the training data and is conducive to observing the variation in antibody levels post infection. 1000 sets of synthetic data are then generated for underlying known $f$ (constant and sinusoidal) over this time. The mean and variance of the prevalence estimates over these multiple sets of synthetic data with $N_s$ sample points in each time interval are discussed below.

For a constant change in prevalence per time period, i.e.

$$f(i) = 0.01, \quad i \in \{0, 1, \cdots, 10\},$$

(36)

with the corresponding true prevalence given by

$$q(i) = 0.01 i + 0.01, \quad i \in \{0, 1, \cdots, 10\},$$

(37)

Figure 3 shows the mean of prevalence estimates over time for various values of $N_s$. The errorbars show the associated variances. As expected, the mean prevalence estimate matches the true underlying prevalence for large enough $N_s$. Due to accumulation of errors over time, the variances for a given $N_s$ increase with time as indicated by the size of the errorbars. The graph of the
Figure 4: Variance over 1000 synthetic sets of prevalence estimates, underlying true constant $f$, defined by (36). The variance of prevalence estimates for various $N_s$ number of samples per time period are plotted: $N_s = 100$ (Green, dotted), $N_s = 1000$ (Black, dotted-dashed), $N_s = 10^4$ (Blue, dashed), $N_s = 10^5$ (Red, solid).

The variances in Figure 4 also demonstrate the uncertainty in $q(T)$ increasing with $T$.

Consider a sinusoidal change in prevalence per time period, i.e.

$$f(0) = 0.01, \quad f(i) = 0.01 \sin \left( \frac{(i-1)\pi}{10} \right), \quad i \in \{1, \cdots, 10\},$$

with the corresponding true prevalence given by

$$q(i) = 0.01 \quad i = 0$$

$$= 0.01 \left( 1 + \sum_{j=1}^{i} \sin \left( \frac{(j-1)\pi}{10} \right) \right) \quad i \in \{1, \cdots, 10\}.$$

This $f$ emulates a wave of infections in a pandemic. Figure 5 displays the unbiasedness of the estimates by using synthetic data from this wave. The variance for the estimates unsurprisingly increases with time (Figure 6); the errors in estimation accumulate over time, demonstrating that the uncertainty in $q(T)$ increasing with $T$. Even so, using a larger number of samples per time period helps decrease this the effect to a certain degree.
Figure 5: Mean over 1000 synthetic sets of prevalence estimates. The inset shows the underlying true sinusoidal $f$, defined by (38). The mean prevalence estimates for various $N_s$ number of samples per time period are plotted with variance errorbars over time: $N_s = 100$ (Green, dotted), $N_s = 1000$ (Black, dotted-dashed), $N_s = 10^4$ (Blue, dashed), $N_s = 10^5$ (Red, solid), True prevalence (Magenta).

Figure 6: Variance over 1000 synthetic sets of prevalence estimates, underlying true sinusoidal $f$, defined by (38). The variance of prevalence estimates for various $N_s$ number of samples per time period are plotted: $N_s = 100$ (Green, dotted), $N_s = 1000$ (Black, dotted-dashed), $N_s = 10^4$ (Blue, dashed), $N_s = 10^5$ (Red, solid).
3.2. Optimal Classification Domains with Synthetic Data

Once the prevalence has been estimated, we calculate the optimal classification domains using the scheme developed in subsection 2.3. We investigate the effect of different underlying pandemic prevalences on these time-dependent classification domains using different known $f$ to demonstrate the behavior of the classification boundary over time.

In Figure 7, we plot the classification domains for the case in which $f(T)$ is an impulse, i.e.,

$$f(0) = 0.01, \quad f(t) = 0, t > 0. \quad (41)$$

This figure illustrates optimal classification domains if a fraction of the population is infected on day 0, but no additional infections occur (i.e., the prevalence is constant). The optimal classification boundary still changes with time due to varying antibody levels associated with the personal timeline of infection. For a fixed day in the absolute timeline, the boundary between the positive and the negative domains is the antibody measurement threshold for classification on that day. Notice that this boundary varies in time, and as a result, the same antibody measurements on different days can be classified differently. We explore the justification and interpretation of this in subsection 4.2.

The steep change in the optimal classification boundary at $t = 0$ also reconciles the extreme example considered earlier. Before a pandemic starts, the boundary between positive and negative samples is set at a high value, as every sample is classified as negative. This boundary quickly falls when we start labeling samples as positive with changing time.

The plot highlights quantitative importance of time dependence. Notice that the difference between the values with the maximum and the minimum between day 10 and 300 are as high as 1.25. When translated to original measurement data, the relative change is even higher. The standard classification scheme that does not take time dependence into account might thus potentially misclassify a large number of samples.

The location of the optimal classification boundary in the case of constant
prevalence as in (41) changes solely due to the changing probability density functions with time. At very small times, the boundary is still at a large antibody value, as there is no way to meaningfully separate the positive samples from the negative samples as seen in Figure 8. However, as time progresses, the optimal boundary is determined by the intersection of prevalence weighted positive and negative probability densities. The shape parameter for the gamma distribution of our model for the positive response also determines the location of the optimal boundary.

Even for different rates of infection $f$, the shape of the classification boundary can be qualitatively similar, i.e. the shape of the optimal boundary over time depends largely on $R(r;t)$ and $N(r)$ as demonstrated in Figure 9. However, different magnitude scales of $f$ for the same type of function have boundaries that are different from each other as demonstrated in Figure 10. The plot shows the classification boundaries for two such $f$. Notice that the higher the prevalence at a given time, the lower the classification boundary at that time.

To gain intuition, one can observe that for the extreme case of zero prevalence for all times (the absence of a pandemic), the classification boundary stays at
Figure 8: Optimal classification partition of the domain $\Omega$ under an impulse given in (41). The black solid line is the prevalence weighted density for the negative samples. The prevalence weighted density for the positive samples at $T = 1$ (red, dotted), $T = 7$ (pink, dashed), $T = 43$ (blue, dashed), $T = 1000$ (green, dotted-dashed). $T = 1$ and $T = 1000$ demonstrate the behavior at the beginning and asymptotically. $T = 7$ and $T = 43$ are chosen as they are the local minima and local maxima of the boundary. Here, ‘Antibody level’ is the dimensionless quantity that refers to antibody value transformed using (31).

Figure 9: Difference in optimal classification boundaries for impulse $f$ from that of constant $f$ (blue, dotted) and from that of wave $f$ (red, dashed). All $f$ have the same scale, 0.001.
Figure 10: Location of optimal classification boundaries for same $f$ scaled to different magnitudes. Scale 0.01 (red, dashed) and 0.001 (blue, solid).

Figure 11: Location of optimal classification boundary with different time discretizations. $dt = 14$ (red, dashed) and $dt = 1$ (blue, solid).
the largest possible $r$. This is because the optimal strategy is to classify every sample as negative irrespective of the measurement value.

Figure 11 highlights the effects of picking different time discretizations. For a 140 day period in the absolute timeline, with

$$f(i) = 0.01, \quad i \in \{0, 1, 2, \ldots, 140\},$$

we show the optimal domain boundaries for $dt = 1$ and $dt = 14$. Notice that $dt = 14$ provides a much coarser and less desirable approximation than $dt = 1$. However, when data is sparse, taking $dt$ to be larger helps obtain a superior prevalence estimate. In practice, therefore, an attempt should be made to balance these opposing effects by gathering as much data as possible.

4. Discussion and Conclusions

4.1. Continuous Time Extension

The time-discretized model described in subsections 2.1 and 2.2 can be viewed as the discretization of a continuous model with $\tilde{f}$ defined on $(−\infty, T]$. The corresponding values of $f(n)$ for the discrete case are

$$f_0 = \int_{-\infty}^{0} \tilde{f}(t) dt, \quad f(n) = \int_{n-1}^{n} \tilde{f}(t) dt,$$

with the prevalence at a given day $N$ being

$$q(N) = \sum_{n=0}^{N} f(n) = \int_{-\infty}^{N} \tilde{f}(t) dt.$$ (44)

Even in the continuous domain, $\tilde{f}$ is the change in prevalence. Similar to (3), conditional probability of positive samples is

$$\tilde{P}(r, T) = \int_{-\infty}^{T} \tilde{R}(r, T - t) \frac{\tilde{f}(t)}{\tilde{q}(T)} dt.$$ (45)

Analogous to the discrete case, one finds

$$\tilde{Q}_P(T) = NP + \int_{-\infty}^{T} (R_P(T - t) - NP) \tilde{f}(t) dt$$

$$= NP + (\tilde{f} 1_{(-\infty,T]} * g)(T).$$ (47)
Here, \( \ast \) denotes continuous convolution, and \( g(t) = R_P(t) - N_P \), meaning
\[
(\tilde{f}_{(-\infty,T]} \ast g)(T) = \tilde{Q}_P(T) - N_P.
\]
Deconvolution provides a natural scheme for estimation of \( \tilde{f} \). Care needs to be taken to explicitly define function spaces for \( \tilde{f} \). Interestingly, this estimate cannot be obtained as a straightforward limit of (11) as \( \Delta t \to 0 \) because in this limit, the denominator tends to zero.

4.2. Interpretation

The essence of the work is that the time-dependent nature of antibody levels in an infected individual as well as the progression of a pandemic both change the day-to-day probabilities of a measurement being positive. As a result, the threshold value for whether a sample is classified as positive changes with time.

This observation implies that time \( T \) and measurement \( r \) are both variables for classification, that is, time itself is elevated to the same standing as measurements \( r \). As we are not surprised that two different \( r \) values on the same day are classified differently, we need not be surprised that a particular \( r \) value on two different days \( T \) can be classified differently. An extreme example mentioned earlier shows that the notion of time dependence is implicitly widely accepted; all samples are classified negative before pandemic begins irrespective of the antibody measurement, which is no longer the case afterwards.

4.3. Modeling Choices

The use of probability models allows one to leverage pre-existing knowledge of kinetic antibody profiles for infected individuals (Ortega et al., 2021 [18], Qu et al., 2020 [23]). As a result, the probability density functions can be modeled beforehand, and the parameters for the same can be adjusted as a pandemic progresses and new training data is collected. This leads to a classification scheme with lower error rate (as defined in subsection 2.3) than a method based on 3\( \sigma \) confidence interval updated sporadically, or other non-probabilistic machine learning models. Explicit probability modeling also circumvents the assumption of Gaussian distribution inherent to the 3\( \sigma \) scheme.
This proposed method is assay and infection agnostic, in the sense that as long as the same assay is used to develop the response probability densities as the data to be classified, the analysis should be valid. Modeling for special circumstances could be an interesting extension. For instance, data concentrated at the limits of detection can be modeled with mixed probability densities involving Dirac delta distribution (Patrone et al., 2022 [20]).

Our analysis can be used even in low prevalence settings, where traditional methods have trouble. The probability densities pertaining to antibody response (R) can be modeled given sufficient training data, even if the local prevalence is low. Notice that the estimate of \( Q_P(T) \) is better with more data points, and that the estimate does not depend on the underlying prevalence. Limited testing capability can however hamper the prevalence estimation. In such a scenario, a sensible choice of \( D_P \) helps achieve the prevalence estimate more quickly as outlined in Patrone and Kearsley, 2022 [19].

4.4. Limitations and Future Work

The effects of vaccine-induced immunity and reinfection could be studied in detail and explicitly considered in the model. Different variants of a disease can generate different antibody response profiles. Moreover, protection provided by natural infection and immunization can decay over time. These considerations are beyond the scope of this manuscript and will be taken into account in future work once more data becomes available.

Our work assumes that the probability models constructed from training data are representative of the distributions underlying testing data. This assumption may not holdtrue. Undersampling of training data can lead to errors in probability models for R and N. Moreover, non-representative sampling leads to error-prone prevalence estimates, (Böttcher et al., 2022 [6], Catala et al., 2021 [10], Wu et al., 2020 [26]). A key problem is determining this uncertainty and propagating it into classification and prevalence. In a time-dependent setting such as ours, this uncertainty can compound over time. Estimation of these uncertainties are beyond the scope of this work, but provide an interesting avenue
We did not use the days since infection as determined by PCR or the days since exposure to set relative time for a few reasons. First, it is extremely difficult to obtain data that accurately captures this information. Moreover, antibodies are formed after an initial delay when the immune system mounts its response against the virus. This delay depends on the class of antibody measured (IgG, IgM, IgA), the virus variant under consideration, the vaccination status, among other factors (Sethuraman et al., 2020 [25], Muecksch et al., 2022 [17], Zhong et al., 2021 [29]), and would be difficult to model effectively without robust longitudinal studies. However, as different individuals display symptoms with different intensities at same antibody levels, days since symptom onset is a highly subjective quantity, and its use is not ideal. More thorough studies can help reduce the modeling error introduced with this choice.

Antibody production in an individual varies with a multitude of factors like age, sex, other diseases, to name a few. These complex effects can be considered explicitly to expand this model in the future.

4.5. Recommendations

Data including the measurements and true classes for a large number of samples along with the true date of infection are not abundant. As a remedy, we recommend undertaking longitudinal studies from the beginning of any pandemic to extract as much information as possible. Moreover, considering the low costs associated with saving numeric datasets, we recommend public health authorities to preserve such de-identified datasets with the highest granularity possible. Such training datasets can help in real time application of optimal estimation and classification schemes.
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Appendix A. Unbiasedness of the Estimators

Lemma Appendix A.1. For all $T \in \mathbb{N}, \hat{Q}_P(T)$ is an unbiased estimator of $Q_P(T)$.

Proof. The indicator for each sample value $r_i$ in (8) is distributed as Bernoulli with the mean $Q_P(T)$. Adding $S$ such i.i.d. distributions and using (8), we say that

$$\hat{Q}_P(T) \sim \frac{1}{S} \text{Binomial}(S, Q_P(T)),$$

as the probability of a randomly selected sample on day $T$ to be in the set $D_P$ is $Q_P(T)$. Therefore,

$$E(\hat{Q}_P(T)) = \frac{1}{S} E(\text{Binomial}(S, Q_P(T))) = Q_P(T).$$

$\square$
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Theorem Appendix A.2. The estimators in equations (15)-(18) are unbiased.

Proof. Taking expectation of both sides for (15),
\[
E(\hat{f}(0)) = E\left(\frac{\hat{Q}_P(1) - N_P}{R_P(1) - N_P}\right) = \frac{E(\hat{Q}_P(1)) - N_P}{R_P(1) - N_P}.
\]
We use Lemma Appendix A.1 to say,
\[
E(\hat{f}(0)) = f(0).
\]
Using induction,
\[
E(\hat{f}(T - 1)) = \frac{Q_P(T) - N_P}{R_P(1) - N_P} - \sum_{t=0}^{T-2} E(\hat{f}(t)) \frac{R_P(T - t) - N_P}{R_P(1) - N_P}
\]
\[
= \frac{Q_P(T) - N_P}{R_P(1) - N_P} - \sum_{t=0}^{T-2} f(t) \frac{R_P(T - t) - N_P}{R_P(1) - N_P}
\]
\[
= f(T - 1)
\]
and
\[
E(\hat{q}(T)) = E\left(\sum_{t=0}^{T} \hat{f}(t)\right) = q(T).
\]

References

[1] Irene A Abela, Chloé Pasin, Magdalena Schwarzmüller, Selina Epp, Michèle E Sickmann, Merle M Schanz, Peter Rusert, Jacqueline Weber, Stefan Schmutz, Annette Audigé, et al. Multifactorial seroprofiling dissects the contribution of pre-existing human coronaviruses responses to SARS-CoV-2 immunity. *Nature Communications*, 12(1):1–18, 2021.

[2] Teresa Aydillo, Alexander Rombauts, Daniel Stadlbauer, Sadaf Aslam, Gabriela Abelenda-Alonso, Alba Escalera, Fatima Amanat, Kajjun Jiang, Florian Krammer, Jordi Carratala, et al. Immunological imprinting of the antibody response in COVID-19 patients. *Nature Communications*, 12(1):1–13, 2021.
[3] Eran Bendavid, Bianca Mulaney, Neeraj Sood, Soleil Shah, Rebecca Bromley-Dulfsano, Cara Lai, Zoe Weissberg, Rodrigo Saavedra-Walker, Jim Tedrow, Andrew Bogan, et al. COVID-19 antibody seroprevalence in Santa Clara county, California. *International Journal of Epidemiology*, 50(2):410–419, 2021.

[4] Patrick Billingsley. *Probability and Measure*. John Wiley & Sons, 2008.

[5] Benny Borremans, Amandine Gamble, KC Prager, Sarah K Helman, Abby M McClain, Caitlin Cox, Van Savage, and James O Lloyd-Smith. Quantifying antibody kinetics and RNA detection during early-phase SARS-CoV-2 infection by time since symptom onset. *Elife*, 9:e60122, 2020.

[6] Lucas Böttcher, Maria R D’Orsogna, and Tom Chou. A statistical model of COVID-19 testing in populations: effects of sampling bias and testing errors. *Philosophical Transactions of the Royal Society A*, 380(2214):20210121, 2022.

[7] Stephen Burgess, Mark J Ponsford, and Dipender Gill. Are we underestimating seroprevalence of SARS-CoV-2?, 2020.

[8] Russel E Caflisch. Monte Carlo and quasi-Monte Carlo methods. *Acta Numerica*, 7:1–49, 1998.

[9] Saverio Caini, Federica Bellerba, Federica Corso, Ángelica Díaz-Basabe, Gioacchino Natoli, John Paget, Federica Facciotti, Simone Pietro De Angelis, Sara Raimondi, Domenico Palli, et al. Meta-analysis of diagnostic performance of serological tests for SARS-CoV-2 antibodies up to 25 April 2020 and public health implications. *Eurosurveillance*, 25(23):2000980, 2020.

[10] Martí Catalá, David Pino, Miquel Marchena, Pablo Palacios, Tomás Ur-diales, Pere-Joan Cardona, Sergio Alonso, David López-Codina, Clara Prats, and Enrique Alvarez-Lacalle. Robust estimation of diagnostic rate and real incidence of COVID-19 for European policymakers. *PLoS One*, 16(1):e0243701, 2021.
[11] Stefania Dispinseri, Massimiliano Secchi, Maria Franca Pirillo, Monica Tolazzi, Martina Borghi, Cristina Brigatti, Maria Laura De Angelis, Marco Baratella, Elena Bazzigaluppi, Giulietta Venturi, et al. Neutralizing antibody responses to SARS-CoV-2 in symptomatic COVID-19 is persistent and critical for survival. *Nature Communications*, 12(1):1–12, 2021.

[12] Ensheng Dong, Hongru Du, and Lauren Gardner. An interactive web-based dashboard to track COVID-19 in real time. *The Lancet Infectious Diseases*, 20(5):533–534, 2020.

[13] Steven A Frank. The common patterns of nature. *Journal of Evolutionary Biology*, 22(8):1563–1585, 2009.

[14] Kathryn H Jacobsen and Steven T Wiersma. Hepatitis A virus seroprevalence by age and world region, 1990 and 2005. *Vaccine*, 28(41):6653–6657, 2010.

[15] Yujiao Jin, Miaochan Wang, Zhongbao Zuo, Chaoming Fan, Fei Ye, Zhaobin Cai, Ying Wang, Huaizhong Cui, Kenu Pan, and Aifang Xu. Diagnostic value and dynamic variance of serum antibody in coronavirus disease 2019. *International Journal of Infectious Diseases*, 94:49–52, 2020.

[16] Rayanne A Luke, Anthony J Kearsley, Nora Pisanic, Yukari C Manabe, David L Thomas, Christopher D Heaney, and Paul N Patrone. Modeling in higher dimensions to improve diagnostic testing accuracy: theory and examples for multiplex saliva-based SARS-CoV-2 antibody assays. *ArXiv*, 2022.

[17] Frauke Muecksch, Helen Wise, Kate Templeton, Becky Batchelor, Maria Squires, Kirsty McCance, Lisa Jarvis, Kristen Malloy, Elizabeth Furrie, Claire Richardson, et al. Longitudinal variation in SARS-CoV-2 antibody levels and emergence of viral variants: a serological analysis. *The Lancet Microbe*, 2022.

30
[18] Natalia Ortega, Marta Ribes, Marta Vidal, Rocío Rubio, Ruth Aguilar, Sarah Williams, Diana Barrios, Selena Alonso, Pablo Hernández-Luis, Robert A Mitchell, et al. Seven-month kinetics of SARS-CoV-2 antibodies and role of pre-existing antibodies to human coronaviruses. *Nature Communications*, 12(1):1–10, 2021.

[19] Paul Patrone and Anthony Kearsley. Minimizing uncertainty in prevalence estimates. *arXiv preprint arXiv:2203.12792*, 2022.

[20] Paul N. Patrone, Prajakta Bedekar, Nora Pisanic, Yukari C. Manabe, David L. Thomas, Christopher D. Heaney, and Anthony J. Kearsley. Optimal decision theory for diagnostic testing: Minimizing indeterminate classes with applications to saliva-based SARS-CoV-2 antibody assays. *Mathematical Biosciences*, 351:108858, 2022.

[21] Paul N Patrone and Anthony J Kearsley. Classification under uncertainty: Data analysis for diagnostic antibody testing. *Mathematical Medicine and Biology: A Journal of the IMA*, 38(3):396–416, 2021.

[22] Rosanna W Peeling, Catherine J Wedderburn, Patricia J Garcia, Debrah Boeras, Noah Fongwen, John Nkengasong, Amadou Sall, Amilcar Tanuri, and David L Heymann. Serology testing in the COVID-19 pandemic response. *The Lancet Infectious Diseases*, 20(9):e245–e249, 2020.

[23] Jiuxin Qu, Chi Wu, Xiaoyong Li, Guobin Zhang, Zhaofang Jiang, Xiaohe Li, Qing Zhu, and Lei Liu. Profile of immunoglobulin G and IgM antibodies against Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). *Clinical Infectious Diseases*, 71(16):2255–2258, 2020.

[24] Sheldon Ross. *A first course in probability*. Pearson, 2010.

[25] Nandini Sethuraman, Sundararaj Stanleyrajan Jeremiah, and Akihide Ryo. Interpreting diagnostic tests for SARS-CoV-2. *JAMA*, 323(22):2249–2251, 2020.
[26] Sean L Wu, Andrew N Mertens, Yoshika S Crider, Anna Nguyen, Nolan N Pokpongkiat, Stephanie Djajadi, Anmol Seth, Michelle S Hsiang, John M Colford, Art Reingold, et al. Substantial underestimation of SARS-CoV-2 infection in the United States. *Nature Communications*, 11(1):1–10, 2020.

[27] Xiaoyong Zhang, Suwen Lu, Hui Li, Yi Wang, Zhen Lu, Zhihong Liu, Qingtao Lai, Yali Ji, Xuan Huang, Yongyin Li, et al. Viral and antibody kinetics of COVID-19 patients with different disease severities in acute and convalescent phases: A 6-month follow-up study. *Virologica Sinica*, 35(6):820–829, 2020.

[28] Juanjuan Zhao, Quan Yuan, Haiyan Wang, Wei Liu, Xuejiao Liao, Yingying Su, Xin Wang, Jing Yuan, Tingdong Li, Jinxiu Li, et al. Antibody responses to SARS-CoV-2 in patients with novel coronavirus disease 2019. *Clinical Infectious Diseases*, 71(16):2027–2034, 2020.

[29] Diana Zhong, Shaoming Xiao, Amanda K Debes, Emily R Egbert, Patrizio Caturegli, Elizabeth Colantuoni, and Aaron M Milstone. Durability of antibody levels after vaccination with mRNA SARS-CoV-2 vaccine in individuals with or without prior infection. *JAMA*, 326(24):2524–2526, 2021.
Highlights

- Personal antibody levels and global disease prevalence depend on time.
- Time dependence as a convolution of dual timeline effects.
- Estimate prevalence using the unbiased estimator, then classify.
- Optimal classification domains change with time.
- Can be applied in a low prevalence setting and for different assays, infections.
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