A small frame and a certificate of its injectivity
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Abstract—We present a complex frame of eleven vectors in 4-space and prove that it defines injective measurements. That is, any rank-one $4 \times 4$ Hermitian matrix is uniquely determined by its values as a Hermitian form on this collection of eleven vectors. This disproves a recent conjecture of Bandeira, Cahill, Mixon, and Nelson. We use algebraic computations and certificates in order to prove injectivity.

A finite-dimensional frame is a collection of vectors $\Phi = (\phi_1, \ldots, \phi_n)$ that span $\mathbb{C}^d$ and define measurements $|\langle \phi_k, x \rangle|^2 = \text{trace}(\phi_k^* x x^*) \in \mathbb{R}_{\geq 0}$ on a signal $x \in \mathbb{C}^d$. The problem of phase retrieval is to recover the rank-one matrix $x x^*$ from these measurements. This relates to low-rank matrix completion and has many imaging-related applications: microscopy, optics, and diffraction imaging, among others.

Phase retrieval is an old problem in signal processing and there are many interesting and important questions on the topic, including how one recovers the matrix $x x^*$ and the stability of this recovery \cite{I}. This paper focusses on the question of when that recovery is possible, i.e., when the measurements $\text{trace}(\phi_k^* x x^*)$ uniquely determine the rank-one matrix $x x^*$.

We say that a frame $\Phi$ defines injective measurements on $\mathbb{C}^d$ if the linear map from $d \times d$ Hermitian matrices to $\mathbb{R}^n$ defined by $Q \mapsto (\phi_1^* Q \phi_1, \ldots, \phi_n^* Q \phi_n)$ is injective on the set of rank-one Hermitian matrices. That is, $\Phi$ defines injective measurements if $x x^* = y y^*$ for any two vectors $x, y \in \mathbb{C}^d$ that have equal measurements $\phi_k^* x x^* \phi_k = \phi_k^* y y^* \phi_k$ for all $k = 1, \ldots, n$.

In the context of finite frame theory, the problem of injective measurements was first studied by Balan, Casazza, and Edidin \cite{I}, who show when $n \geq 4d - 2$ a generic frame defines injective measurements. In the other direction, Heinosaari, Mazzarella and Wolf prove that $n \geq (4 + o(1))d$ is necessary for $\Phi$ to define injective measurements. Specifically \cite[Theorem 6]{I}, they use embedding theorems in homotopy theory to show that one needs $n > 4d - 4 - 2\alpha$ where $\alpha$ is the number of 1’s in the binary expansion of $d - 1$.

Bandeira, Cahill, Mixon, and Nelson \cite{I} conjectured that fewer than $4d - 4$ measurements cannot be injective on $\mathbb{C}^d$, whereas $4d - 4$ generic measurements are injective. Recently, the latter part of this was proved by Conca, Edidin, Hering, and the current author \cite{I}, who show that when $n \geq 4d - 4$ a generic frame $\Phi \in \mathbb{C}^{d \times n}$ defines injective measurements on $\mathbb{C}^d$. They also show that in the case $d = 2^k + 1$ and $n < 4d - 4$, any frame does not define injective measurements.

In this paper, we present a counterexample to the first part of this conjecture in the smallest open case, $d = 4$. In Section II we give a frame consisting of $11 = 4d - 5$ vectors in $\mathbb{C}^4$ and prove that it defines injective measurements on $\mathbb{C}^4$. The example was found via a random search and the proof is computational, using certificates in algebraic and real algebraic geometry. We hope that this will spur the search for more systematic counterexamples that may extend to $d > 4$.

I. Translation to Polynomials

Following the set up of \cite{I}, we translate the injectivity of measurements into a condition on the solutions of a system of polynomial equations.

A useful step is the following reformulation of injectivity by Bandeira et. al. \cite[Lemma 9]{I}. They observe that a frame $\Phi$ defines injective measurements if and only if the linear space $L_\Phi = \{Q \in \mathbb{C}^{d \times d} : \phi_1^* Q \phi_1 = \ldots = \phi_n^* Q \phi_n = 0\}$ does not contain any non-zero Hermitian matrices of rank $\leq 2$. The existence of rank $\leq 2$ Hermitian matrices in $L_\Phi$ can be rephrased as the existence of real roots of a certain system of polynomial equations as follows.

Any $4 \times 4$ Hermitian matrix can be written as $Q = \begin{pmatrix} x_{11} & x_{12} + i y_{12} & x_{13} + i y_{13} & x_{14} + i y_{14} \\ x_{12} - i y_{12} & x_{22} & x_{23} + i y_{23} & x_{24} + i y_{24} \\ x_{13} - i y_{13} & x_{23} - i y_{23} & x_{33} & x_{34} + i y_{34} \\ x_{14} - i y_{14} & x_{24} - i y_{24} & x_{34} - i y_{34} & x_{44} \end{pmatrix}$, where $x_{11}, \ldots, y_{34}$ are real numbers. We will write our polynomial condition for injectivity in the 16 variables $x_{jk}, y_{jk}$. For $1 \leq j, k \leq 4$, let $m_{jk}$ denote the determinant of the $3 \times 3$ matrix obtained by removing the $j$th row and $k$th column from the matrix $Q$. The matrix $Q$ has rank $\leq 2$ when all these minors $m_{jk}$ equal zero.
Given a frame $\Phi = (\phi_1, \ldots, \phi_{11}) \in \mathbb{C}^{4 \times n}$, define the real linear forms $\ell_k = \phi_k^* Q \phi_k$ in the variables $x_{jk}, y_{jk}$ for $1 \leq j \leq k \leq 4$. Rephrasing [4] Lemma 9, a frame $\Phi$ defines injective measurements on $\mathbb{C}^4$ if and only if the system of equations

$$m_{11} = m_{12} = \ldots = m_{44} = \ell_1 = \ldots = \ell_n = 0$$

has no non-zero real solution $(x_{jk}, y_{jk}) \in \mathbb{R}^{16}$.

Note that this system of equations may have non-real complex solutions $(x_{jk}, y_{jk}) \in \mathbb{C}^{16}$, which correspond to non-Hermitian matrices in $\mathbb{C}^{4 \times 4}$. The set of matrices of rank $\leq 2$ is a homogeneous variety of dimension 12 and degree 20 inside of $\mathbb{C}^{4 \times 4}$ [6, Prop. 12.2, Ex. 19.10]. This means that a generic linear space of codimension 11 intersects this variety in 20 complex lines (all passing through the origin). This is the case for the linear space $L_\Phi$ defined by the frame $\Phi$ below, and the twenty lines come in ten complex conjugate pairs.

II. A SMALL INJECTIVE FRAME

The frame $\Phi = (\phi_1, \ldots, \phi_{11})$, consisting of the rows of the matrix

$$\Phi^T = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 9i & -5 - 7i & -6 - 7i \\
1 & -i & -5 - 2i & -1 - 8i \\
1 & -2 + 4i & -4 - 2i & 3 + 8i \\
1 & -3 + i & 1 - 8i & 7 - 6i \\
1 & 3 - 3i & -8 + 7i & -6 - 2i \\
1 & -3 + 5i & 5 + 6i & 2i \\
1 & -3 + 8i & 5 - 5i & -6 - 4i
\end{pmatrix}, \quad (2)$$

defines injective measurements on $\mathbb{C}^4$, and therefore provides a counterexample to Conjecture 2 of [4]. That is, for any $x \in \mathbb{C}^4$, the values $|\langle \phi_k, x \rangle|^2$ for $k = 1, \ldots, 11$ uniquely determine the rank-one matrix $xx^*$. Apart from the coordinate vectors, the vectors of $\Phi$ were chosen to have first coordinate 1 and otherwise found by a random search. This matrix is by no means unique, as further discussed in Section III.

Theorem 1. $\Phi$ in (2) defines injective measurements.

Proof. Using the set-up of Section I, it suffices to show the equations (1) have no non-zero real solution.

Using computer algebra software such as Macaulay2 [7] or Mathematica [8], one can compute a Gröbner basis of the set of polynomials \{m_{11}, \ldots, m_{44}, \ell_1, \ldots, \ell_{11}\} and eliminate all of the variables except two from the system of equations (1). See [9, Ch. 3] for background on Gröbner bases and elimination. The result is a polynomial $f(x_{34}, y_{34}) \in \mathbb{Q}[x_{34}, y_{34}]$ (shown in Figure 1) with the property that $f(x_{34}, y_{34}) = 0$ if and only if the point $(x_{34}, y_{34}) \in \mathbb{C}^2$ can be extended to a solution $(x_1, \ldots, x_{44}, y_{12}, \ldots, y_{11}) \in \mathbb{C}^{16}$ of the system of equations (1). This is the minimal polynomial in $\mathbb{Q}[x_{34}, y_{34}]$ that can be written as

$$f(x_{34}, y_{34}) = \sum_{j,k} p_{jk} m_{jk} + \sum_k q_k \ell_k$$

with polynomials $p_{jk}, q_k \in \mathbb{Q}[x_{34}, y_{34}]$ for $1 \leq j, k \leq 4$.

Such a certificate verifies that $f(x_{34}, y_{34}) = 0$ for all solutions to (1). Unfortunately the polynomial multipliers $p_{jk}, q_k$ involved are too large to reproduce here.

We will examine solutions to (1) via the solutions of $f(x_{34}, y_{34}) = 0$. Like the original system (1), the solution set to $f(x_{34}, y_{34}) = 0$ is invariant under scaling. That is, $f(x_{34}, y_{34}) = 0$ implies that $f(\lambda x_{34}, \lambda y_{34}) = 0$ for all scalars $\lambda \in \mathbb{C}$. In particular, $f(x_{34}, y_{34}) = 0$ has a real solution $(x_{34}, y_{34}) \in \mathbb{R}^2$ with $y_{34} \neq 0$ and only if it has a real solution with $y_{34} = 1$. However, using Sturm sequences [10] §2.2.2, [11, 1], one can verify that the univariate polynomial $f(x_{34}, 1) \in \mathbb{Q}[x_{34}]$ has no real roots. This shows that the system of equations (1) has no real solutions with $y_{34} \neq 0$.

One can also verify that there is no non-zero solution to (1) in $\mathbb{C}^{16}$ with $y_{34} = 0$ as follows. Because the solution set of (1) is invariant under scaling, there is a non-zero solution to (1) if and only if there is a solution with some coordinate equal to 1. This can be checked one coordinate at a time. For example, computing a Gröbner basis of the set of polynomials \( \{x_{12} - 1, y_{34}, m_{11}, \ldots, m_{44}, \ell_1, \ldots, \ell_{11}\} \) reveals that

$$1 = r \cdot (x_{12} - 1) + s \cdot y_{34} + \sum_{j,k} p_{jk} m_{jk} + \sum_k q_k \ell_k$$

for some $r, s, p_{jk}, q_k \in \mathbb{Q}[x_{34}, y_{34}] : 1 \leq j, k \leq 4$. This certifies that there is no solution in $\mathbb{C}^{16}$ to (1) with $x_{12} = 1$ and $y_{34} = 0$. Repeating this process with the other variables in place of $x_{12}$, one can certify that there is no non-zero solution to (1) in $\mathbb{C}^{16}$ with $y_{34} = 0$.

These computations complete the certification that there are no non-zero solutions to the system of equations (1). Thus there are no non-zero Hermitian matrices of rank $\leq 2$ in the linear space $L_\Phi$ and, by [4, Lemma 9], the frame $\Phi$ defines injective measurements.

The code for these computations in both Macaulay2 and Mathematica are available at [http://www4.ncsu.edu/~clvinzan/smallFrame.html](http://www4.ncsu.edu/~clvinzan/smallFrame.html).

\[\square\]
For example, the solution \((x, y, z) \approx (1.95 + 0.28i, 1)\) corresponds to the rank-2 matrix
\[
\begin{pmatrix}
0 & -12.84 - 22.02i & -27.63 - 6.1i & 26.67 + 31.3i \\
30.12 - 34.42i & 2.62 + 0.13i & 1.24 - 1.93i \\
-15.06 - 15.68i & 0.57 - 0.37i & 1.95 + 1.08i
\end{pmatrix}
\]
and its conjugate, \((x, y, z) \approx (1.95 - 0.28i, 1)\), gives
\[
\begin{pmatrix}
0 & 12.84 + 22.02i & 27.63 + 6.1i & -26.67 - 31.3i \\
30.12 + 34.42i & 2.62 - 0.13i & 1.24 + 1.93i \\
-15.06 + 15.68i & 0.57 + 0.37i & 1.95 - 1.08i
\end{pmatrix}
\]
Because the certificates in the proof of Theorem 1 are too large to give here, we now present a much smaller example of the computations involved.

Example 2. Suppose we want to show that there are no points \((x, y, z) \in \mathbb{C}^3\) for which there exists a rank-2 matrix \(Q\) in \(L_2\) with \(Q_{3,4} = x + iy\) and \(Q_{4,3} = x - iy\). As discussed in the proof of Theorem 1, the only solution to \(f(x, y) = 0\) in \(\mathbb{R}^2\) is \((x, y) = (0, 0)\).
a Gröbner basis of \(\{y, z - 1, \ell, m\}\) and see that
\[
1 = \frac{2x}{3} y - \frac{1}{3} m,
\]
which proves that the there is no solution to the equations
\[
y = z - 1 = \ell = m = 0.
\]
Together these show that there is no non-zero solution of \(\ell = m = y = 0\).

Hence the only real solution to \(m = \ell = 0\) is \((x, y, z) = (0, 0, 0)\). Indeed, we see in this small example
that the solution set to \(m = \ell = 0\) is the union of two complex conjugate lines in \(\mathbb{C}^3\), spanned by the rays
\((\pm i\sqrt{2}, 2 \pm i\sqrt{2}, 2)\), whose only real point is the origin.

\section{The set of injective frames}

The example \((2)\) found above is not unique. In fact, the set of injective frames is full dimensional in \(\mathbb{R}^{4 \times 11}\).

As discussed in \cite[Remark 4.4]{5}, the collection of \((U, V) \in \mathbb{R}^{4 \times 11} \times \mathbb{R}^{4 \times 11}\) for which the frame \(U + iV\) does not define injective measurements is a closed semi-algebraic set. Its complement, the set of \((U, V)\) for which the frame \(U + iV\) does define injective measurements, is therefore an open semi-algebraic set in \(\mathbb{R}^{4 \times 11} \times \mathbb{R}^{4 \times 11}\).

To see this, consider the system of equations \((1)\) with the entries of the frame \(\Phi\) playing the role of parameters in the real linear forms \(\ell_k = \phi_k^T Q \phi_k\). If, for a given \(\Phi\) such as \((2)\), the system of equations \((1)\) has no non-zero real solutions, then for any sufficiently small perturbation of \(\Phi\), the perturbed system of equations will also have no non-zero real solutions. Thus the set of injective frames contains a small open ball around \(\Phi\).

For example, we can replace the last vector of \(\Phi\),
\[
\phi_{11} = \begin{pmatrix} 1 & -3 + 8i & 5 - 5i & -6 - 4i \end{pmatrix}^T,
\]
with a parametrized vector
\[
\phi'_{11} = \begin{pmatrix} 1 & -3 + 8i & 5 - 5i & a + bi \end{pmatrix}^T,
\]
to obtain a new frame \(\Phi'_{a,b}\). This adds parameters to the system of equations \((1)\) by replacing \(\ell_{11}\) with
\[
\ell'_{11} = \phi'_{11}^T Q \phi_{11} = (a^2 + b^2)x_{34} + 2ax_{14} - (6a - 16b)x_{24} + 10(a - b)x_{34} - 2by_{14} + (16a + 6b)y_{24} - 10(a + b)y_{14} + x_{11} - 6yx_{13} + 73x_{22} - 110x_{23} + 50x_{33} - 16y_{12} + 10y_{13} + 50y_{23}.
\]

The resulting system of equations has no non-zero real solutions for an open subset of \((a, b) \in \mathbb{R}^2\). In particular, this includes an open ball around the point \((a, b) = (-6, -4)\). These points all correspond to frames that define injective measurements on \(\mathbb{C}^4\).

Computing the exact set of \((a, b) \in \mathbb{R}^2\) for which the new frame \(\Phi'_{a,b}\) is injective is possible in theory but prohibitively time consuming in practice. However, by numerically testing points in a \(0.1 \times 0.1\) grid around the point \((a, b) = (-6, -4)\), we can get rough local picture of the open semi-algebraic set of \((a, b)\) for which the frame \(\Phi'_{a,b}\) defines injective measurements. The result is shown in Figure 3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{frame.png}
\caption{A sampling of injective frames (blue) around \(\Phi\) (red).}
\end{figure}
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