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Abstract

There now exist compact indexes that can efficiently list all the occurrences of a pattern in a dataset consisting of thousands of genomes, or even all the occurrences of all the pattern’s maximal exact matches (MEMs) with respect to the dataset. Unless we are lucky and the pattern is specific to only a few genomes, however, we could be swamped by hundreds of matches — or even hundreds per MEM — only to discover that most or all of the matches are to substrings that occupy the same few columns in a multiple alignment. To address this issue, in this paper we present a simple and compact data index MARIA that stores a multiple alignment such that, given the position of one match of a pattern (or a MEM or other substring of a pattern) and its length, we can quickly list all the distinct columns of the multiple alignment where matches start.

1 Introduction

There now exist compact indexes that can efficiently list all the occurrences of a pattern in a dataset consisting of thousands of genomes, such as the $r$-index [5, 1, 6], or even all the occurrences of all the pattern’s maximal exact matches (MEMs) with respect to the dataset [10]. Unless we are lucky and the pattern is specific to only a few genomes, however, we could be swamped by hundreds of matches — or even hundreds per MEM — only to discover that most or all of the matches are to substrings that occupy the same few columns in a multiple alignment.

As a very small example of this, consider the toy multiple alignment shown in Figure 1. Given the pattern AT, the indexes mentioned above will return all 3 occurrences, even though those all start in column 2 of the multiple alignment; given AT, they will return all 8 occurrences even though those all start in columns 2 and 7. It would be nice to be able to list all the distinct columns quickly, without enumerating the matches. This idea is something like document listing — which has already been applied in metagenomics and pangenomics [3] — but that essentially summarizes the strings (the rows) containing matches, whereas here we are interested in the columns. We refer to reporting only the distinct columns containing matches as aggregation.

We can augment the indexes cited above to support aggregation by adding grammar-compressed differential encodings of longest common prefix (LCP) arrays to find the suffix array (SA) intervals for patterns (see [5] for details) and then query something like augmented grammar-compressed document arrays containing column IDs — but that approach has never been implemented (despite recent work suggesting it is not completely impractical).

Since computing the SA intervals is so daunting, in this paper we propose a workaround. We consider run-length compressing a string $\text{col}$ containing the IDs of the columns where the row suffixes of the multiple alignment start, in their lexicographic order. Although we cannot bound the number of runs $r'$ in $\text{col}$ in terms of, say, the number of runs $r$ in the extended Burrows-Wheeler Transform (eBWT) of the strings in the multiple alignment, we expect $r'$ will be small in practice: intuitively, the eBWT is usually run-length compressible because nearly
all the columns in nearly all multiple alignments are nearly unary, so characters in the same
columns are gathered together in the eBWT and form long runs — and this should make col
compressible too.

We describe a simple index supporting aggregation based on run-length compressed col.
Although our experiments are not yet complete, we are confident enough to call our index a
multiple-alignment r-index with aggregation, or MARIA for short. With MARIA, given the
position of one match of a pattern (or a MEM or other substring of a pattern) and its length,
we can quickly list all the distinct columns of the multiple alignment where matches start. We
are continuing our experiments and, when they are complete, we will consider how column IDs
can be replaced by, for example, vertex IDs in a pangenome graph or marker IDs [8] (in which
case col can stand for “colour”, which is often used to mean a generic classification).

2 Data structure

Given a multiple alignment, we first build the extended Burrows-Wheeler Transform (eBWT) [7]
of the aligned strings and then — considering the rows to be cyclic but terminated by $s, and
ignoring gaps — we annotate each character eBWT[$i] with the row and column of the multiple
alignment where the suffix following eBWT[$i] starts. Figure 2 shows the annotated eBWT for
our example. Notice that, even though the first T in row 1 is in column 3, in the eBWT it is
annotated with a 5 for col because there is a gap in column 4 and so the suffix ACAT$AGA
that follows it starts in column 5. The ?s in col indicate that there is no column of the multiple
alignment containing $s.

For each run in the string col storing the column annotations, we store the run-head (that is,
the distinct entry in that run) and the top and bottom row annotations for that run; we
then discard the eBWT (and will not use any further BWT-based techniques). Figure 3 shows
what we store for our example.

We also store a data structure supporting fast longest common extension (LCE) queries:
given two triples ($i, j$) and ($i’, j’$), it returns the length of the longest common prefix of the
suffixes starting in row $i$ and column $j$ and in row $i’$ and column $j’$ of the multiple alignment,
and indicates which of those suffixes is lexicographically smaller (again considering rows to be
cyclic when necessary). For our example, if ($i, j$) = (0, 7) and ($i’, j’$) = (3, 2), then the LCE
data structure returns (2, $<$), because the suffix AT$GATTAC$ starting in row 0 and column 7 and
the suffix ATTAGAT$G$ starting in row 3 and column 2 have a longest common prefix of length
2 and the former suffix is lexicographically smaller; if ($i, j$) = (3, 4) and ($i’, j’$) = (2, 8) then
the LCE data structure returns (1, $>$). Compact LCE data structures are common in the literature
(see, e.g., [2]) and, although most do not compare the strings by default, it is easy to modify
them to do so. We leave the details for the full version of this paper.

Finally, we store an $O(r’) space data structure — where r’ is again the number of runs in col
— that, given an interval in our string heads of col run-heads, lists the distinct entries in that

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|---|---|---|---|---|---|---|---|---|---|
| 0 | - | G | A | T | T | A | C | A | T |
| 1 | - | G | A | T | - | A | C | A | T |
| 2 | - | G | A | T | - | A | C | A | T |
| 3 | - | G | A | T | T | A | G | A | T |
| 4 | - | G | A | T | T | A | G | A | T | A |

Figure 1: A toy multiple alignment.
interval in constant time per entry listed. Muthukrishnan [9] described the first data structure for this problem and there are now several other options (see, e.g., [4]). Again, we leave the details for the full version of this paper.

In total we use $O(r^4)$ space plus that for the LCE data structure, which is small in practice.

3 Queries

Given the position of one match of a pattern (or a MEM or other substring of a pattern) as a pair $(i, j)$ indicating the row and column of the multiple alignment where the match starts, and the length $\ell$ of the match, we can first use the LCE data structure and binary search

1. to find the entry in heads for the run in col that would contain the column annotation $j$ for the character annotated $(i, j)$ in the eBWT,

2. to find the interval in heads containing entries from the runs in col that would column annotations $j'$ for all the characters annotated $(i', j')$ such that the LCE of $(i, j)$ and $(i', j')$ is at least $\ell$.

We emphasize that MARIA will work whether the values $i$, $j$ and $\ell$ come from a BWT-based data structure or from some completely different source.

Suppose that, for our example, we are given the starting position $(3, 4)$ of an occurrence of the match TA and its length 2. In the first step of the first binary search, we use the LCE data structure to compare $(3, 4)$ to $(4, 2)$ — the $(i', j')$ pair for the bottom row of the col run that starts with annotation $(1, 2)$ and ends with $(4, 2)$, stored in MARIA as the row 2, 1, 4 — and it returns $(0, \succ)$, meaning the suffix starting in row 3 and column 4 (TAGATAGAT) is larger than the one (ATTAGATA$G$) starting in row 4 and column 2. In the second step, we use the LCE data structure to compare $(3, 4)$ to $(4, 8)$ — the $(i', j')$ pair for the bottom row of the col run that starts with the annotation $(1, 8)$ and ends with $(4, 8)$, stored in MARIA as the row 8, 1, 4 — and it returns $(2, \succ)$. We keep going like this, comparing $(3, 4)$ against $(0, 4)$ and receiving $(2, \succ)$ and then against $(0, 3)$ and receiving $(1, \prec)$ and finally against $(4, 4)$ and receiving $(5, \prec)$, and concluding that the annotation $(3, 4)$ is in the col run that starts with annotation $(0, 4)$ and
ends with annotation (4, 4). We admit this is not the most exciting example imaginable, but it is at least manageable.

Once we know the 10th col run (counting from 0) contains the annotation (3, 4), we can use binary search to determine that the range of annotations \((i', j')\) such that the LCE for (3, 4) and \((i', j')\) is at least 2, starts after the first annotation (1, 8) in the 8th col run but at or before the last annotation (4, 8) in that run, and ends before the first (0, 3) in the 11th col run. Therefore, we report the distinct entries between the 8th and 10th runs, which are columns 8, 3 and 4 — which are indeed where occurrences of TA start in the multiple alignment. In this case all the entries in heads[8..10] are unique, but if we repeat the search for (3, 4) with length 1 instead of 2, then we end up reporting only the 3 distinct entries in the range heads[8..11] of length 4.

Assuming the LCE data structure works in \(O(\log n)\) time, where \(n \geq r'\) is total number of cells in the multiple alignment, the binary searches take \(O(\log^2 n)\) time, and then reporting the distinct columns takes \(O(1)\) time per column. We can combine the searches into one and speed that up by pre-computing and storing certain LCE values and keeping data structures supporting range-minimum queries (RMQs), still using \(O(r')\) space plus that for the LCE data structure, but we again leave the details for the full version of this paper. If we find the starting location \((i, j)\) of the match with a BWT-based data structure and it also gives us the lexicographic rank of the suffix starting at row \(i\) and column \(j\), then we can skip the first binary search and replace the second with 2 LCE queries and RMQs, so we use \(O(\log n)\) total time.
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