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Research on dynamic and stochastic vehicle routing problems received increasing interest in the last decade. It considers a novel problem class, aiming at an appropriate handling of dynamic events combined with the incorporation of stochastic information about possible future events. This survey summarises the recent literature in this area. Besides, the classification according to the available stochastic information, a new classification based on the point in time where substantial computational effort for determining decisions or decision policies arises, is introduced. Furthermore, the difference in solution quality is analysed between approaches which consider either purely dynamic or stochastic problems compared to those which consider both, stochastic and dynamic aspects. A graphical representation demonstrates the strength of the reviewed approaches incorporating dynamic and stochastic information. The survey also gives an overview on the intensity of research for the different problem classes and its benefit in recent years. Finally, guidelines and promising directions for further research are presented.
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1. Introduction

In the last years, research interest in vehicle routing has increasingly focused on dynamic and stochastic approaches. The advance of information and communication technologies as well as the growing amount of available data allows to gather relevant information for advanced vehicle routing. A crucial factor for being successful in solving sophisticated vehicle routing problems (VRP) is to offer reliable and flexible solutions. The recent development in telematics, such as the widespread use of positioning services and mobile communication, allows gathering real-time information and exact monitoring of the vehicles. This builds the basis for extensive data collection and real-time decision support in vehicle routing. Additionally, today’s computing capacity allows the application of routing algorithms which provide real-time solutions by incorporating online information and considering possible future events. These advances offer the opportunity to improve solution quality in real-time systems, but they need to be leveraged by efficient optimisation algorithms for solving dynamic and stochastic vehicle routing problems (DSVRP). Goel (2008), Larsen, Madsen, and Solomon (2008) and Ehmke, Steinert, and Mattfeld (2012) demonstrate the development of technological environment and real-time management in vehicle routing.

This survey points out the relevance of using a combination of dynamic and stochastic information in the optimisation of VRPs. The increasing interest in this area results in a fast-growing body of research and multiple applications and settings arising from real-world problems. This leads to an unclear, sometimes confusing terminology and a lack of consistent problem formulations. Furthermore, there are almost no generalisable statements about the benefit of using dynamic and stochastic problem formulations compared to their pure counterparts. The survey considers a complete selection of papers investigating VRPs with dynamic and stochastic aspect starting in the year 2001. For a clear Understanding, the most relevant work on pure dynamic and pure stochastic VRPs is included as well. Besides, a comprehensive overview of research on DSVRPs, the main contribution of this article is a classification and evaluation of the reviewed literature. The broad classification of this article relies on different stochastic parameters as in Gendreau, Laporte, and Sguin (1996). We introduce a novel characterisation based on the optimisation algorithms which distinguishes between methods relying on precomputed decisions and on methods performing online computation. Finally, the difference in solution quality is analysed between approaches considering either purely dynamic or stochastic problems compared to those considering the combination of it.
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This work starts with a summary of VRPs in Section 2, while the further sections examine dynamic VRPs with the focus on a particular stochastic aspect: travel times in Section 3, demand in Section 4, customers in Section 5 and problems with more than one stochastic parameter in Section 6. Finally, the survey is summarised and concluding remarks are given.

2. Vehicle routing problems

The VRP is an extensively studied but still challenging research topic. The categorisation of VRPs based on the information availability and uncertainty is introduced in Schorpp (2010) and utilised in Pillac et al. (2013). This results in static, dynamic, stochastic, and dynamic and stochastic VRPs. Here, the focus is on dynamic and stochastic VRPs, but for the sake of completeness, we give a short summary on dynamic VRPs and stochastic VRPs as well. For the static VRP, the interested reader is referred to an excellent overview of different VRP formulations in Toth and Vigo (2001) and other attractive reviews in Cordeau et al. (2007), Laporte (2007, 2009).

2.1 Dynamic vehicle routing problems

In many applications, not all information about the problem instance is known in advance. In the dynamic VRP (DVRP), also referred to as real-time or online VRP, some input data are revealed during the execution of the plan. The most common dynamic events in VRPs are the arrival of new customer requests but demands, service times and travel times are possible dynamic components as well. The DVRP is extensively studied in the literature, starting with the work of Psaraftis (1988) which demonstrates the differences between static and dynamic VRPs. Larsen and Madsen (2000) present a classification of DVRPs according to the dynamism of the system, whereas Pillac et al. (2013) classify DVRPs regarding the type of dynamic events. Various algorithms handling DVRPs are proposed in the literature and excellent reviews on DVRPs are given in Psaraftis (1995), Larsen and Madsen (2000), Larsen, Madsen, and Solomon (2008), Jaillet and Wagner (2008), Schorpp (2010), Pillac et al. (2013) and Visentini et al. (2014).

Involving dynamic information increases the complexity of the problem and new challenges emerge. The decision whether a new request is accepted or rejected is introduced as service guarantee in Van Hentenryck and Bent (2009) and discussed in Ichoua, Gendreau, and Potvin (2000) and Li, Mirchandani, and Borenstein (2009). Karsten Lund and Rygaard (1996) define the degree of dynamism (DOD) which determines how dynamic a system is according to the number of dynamic request and the number of total requests. Larsen and Madsen (2000) introduced further measurements which additionally consider the time aspect. Another challenge is to set up an appropriate objective function, since attributes such as service level, number of serviced requests, minimisation of response times or revenue maximisation are concerned in contrast to simply considering travel times or distances. Since DVRPs require online decisions, a compromise between reactiveness and decision quality must be found. A highly accepted performance measure for online algorithms is the competitive analysis introduced by Sleator and Tarjan (1985) and further research on this topic is presented in Krumke (2002), Angelelli, Speranza, and Savelsbergh (2007), Jaillet and Wagner (2008). The adjustment of the planned solution according to the plan in execution is another crucial factor and can be performed at certain points in time (event-based or time-driven) with different updating strategies. The relevance of DVRPs in practical use can be pointed out by the variety of software solutions and libraries, such as MJC2, ORTEC2 or ORION3.

2.2 Stochastic vehicle routing problems

In almost all real-world applications, uncertainty is an inherent characteristic of the problem. Usually, information about upcoming events is available through historical data, which can be converted into information models. The processes of data collection, analysis and provision are extensively discussed in Ehmke, Steinert, and Mattfeld (2012). The uncertainty in problem descriptions can be captured in various ways, mainly distinguishing between different formalisation variants, as discussed in Bianchi et al. (2009). A general classification of stochastic combinatorial optimisation problems (SCOP) is given according to the moment in time where uncertain information is revealed. This results in static SCOPs, where decisions are made before the random variables are realised and dynamic SCOPs, where decisions are taken after some random events have happened. The stochastic VRP (SVRP) is basically any VRP where one or more parameters are stochastic, meaning that some future events are random variables with a known probability distribution. A classification according to the stochastic parameters is proposed in Gendreau, Laporte, and Sguin (1996) and various optimisation problems with uncertainty are summarised in Sahinidis (2004). Generally, pure SVRPs have a probability distribution of the random variables available and the optimisation process is performed before they are realised. The planned routes are not changed or updated after the realisation, thus, it is often referred to as a-priori optimisation. One of the most commonly applied approaches to SVRPs is...
stochastic programming (SP) where a general introduction is given in Birge and Louveaux (1997) and SP in the context of transportation and logistics are discussed in Powell and Topaloglu (2003), Powell and Topaloglu (2005).

2.3 Dynamic and stochastic vehicle routing problems

The category of dynamic and stochastic VRPs (DSVRP) has given rise to increasing research interest in the last years. Due to recent advances in information and communication technologies, this novel problem class allows to handle real-world applications in a more accurate manner. The advantage is, that in addition to efficiently handling dynamic events, stochastic knowledge about the revealed data is considered. Flatberg et al. (2005) and Pillac et al. (2013) provide an overview on DSVRPs but with a strong focus on pure DVRPs, whereas Ritzinger and Puchinger (2013) give a review of DSVRPs but with an exclusive focus on various hybrid methods applied to this field. In recent years, the field of anticipatory optimisation, dealing with the future realisation of relevant parameters, has also been connected to dynamic decision-making. A summary of successful methodologies for anticipatory optimisation and dynamic decision-making, categorised regarding different degrees of anticipation, is given in Meisel (2011).

The main contribution of this work is a comprehensive overview and detailed classification on research considering DSVRPs. As already stated, the broad classification is based on the nature of the uncertain information as defined in Gendreau, Laporte, and Sguin (1996). However, the focus is on a further characterisation based on the point in time where substantial computational effort for determining decisions or decision policies actually occurs. This results in two groups:

- The first group, preprocessed decisions, consists of approaches where policies or solutions are computed before the execution of the plan.
- The second group, online decisions, consists of approaches where solutions are computed as soon as a dynamic event occurs.

Both groups consider dynamic systems and are based on some stochastic information. In order to tackle such systems properly, state-dependent decisions must be made, which is often named policy in the literature. The problem settings for both groups are usually modelled as Markov decision process (MDP) or formulated as multi-stage stochastic models. In Figure 1, the difference between the groups is illustrated.

Solution approaches which belong to the first group (preprocessed decisions) determine the values for decision-making, respectively, policies, before the execution of the solution plan. Therefore, possible states need to be constructed in advance and evaluated based on possible dynamic events and stochastic information along a considered time horizon. The first variant is to analyse general policies based on the arising states and decisions beforehand and apply them during the operational process, e.g. always dispatch the nearest available vehicle. The second variant, which is more relevant for this survey, is to value possible states and their decisions before plan execution and use these preprocessed values in the dynamic planning process. Thus, during plan execution, these methods only exploit the precomputed values to make accurate decisions for the current system state. The second group (online decisions) differs in so far as a major part of the computation is made
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Figure 1. Illustration of the two groups: preprocessed and online decisions. The picture shows that preprocessed decision approaches spend most of the computational time processing stochastic information in the planning phase, before the actual execution of the plan. During the plan execution, the current plan is updated based on lookups to the preprocessed information. However, online decision approaches have to compute the results with respect to the dynamic and stochastic information during the operational process. Finally, a dispatching system receives an updated plan and is able to assign the vehicles.
when a dynamic event occurs. Here, a current solution plan is followed during execution and whenever a new event arises, a decision is calculated online with respect to the current system state and the available stochastic information. This procedure is also referred to as rolling horizon procedure or as look-ahead strategy. The solution of such an approach is either a single decision for the current situation or a re-optimised plan. Another possibility is to provide a greedy single decision requiring less computational effort first and run a more intensive re-optimisation later in the background. The choice of the most adequate method to be used for reacting on dynamic events is strongly connected to the DOD and the given reaction time.

3. DVRP with stochastic travel times

Travel times are fundamental data in VRPs, where the importance of accurate travel times for the considered network arises. Static deterministic travel times often exhibit very different characteristics in comparison with the real-world, since fluctuations in traffic density, most notably in urban areas, are not taken into account. In order to overcome this problem, there are the three possibilities to model travel times as time-dependent, stochastic, or stochastic and time-dependent. The latter variant is the combination of stochastic and time-dependent travel times and results in stochastic time-dependent networks, where link travel times are random variables with time-dependent distributions. Hall (1986) first studies the stochastic time-dependent shortest path problem, also called the least expected shortest path or least expected time path where a shortest path, based on estimation of mean and variance travel times, is constructed. The solutions are called a-priori or non-adaptive, since no decisions are updated once the vehicle is en route. Work on this can be found in Hall (1986), Fu and Rilett (1998) and Miller-Hooks and Mahmassani (2000). VRPs applying stochastic and time-dependent travel time are presented, for example, in Fu (2002), Chen, Hsueh, and Chang (2006), Woensel et al. (2008), Nahum and Hadas (2009), Lecluyse, Van Woensel, and Peremans (2009) and Taş et al. (2014). On the contrary, dynamic or adaptive solution approaches recognise the benefits of an adaptive decision-making process and are investigated in this section.

3.1 Preprocessed decision support

In order to handle uncertainty and real-time information about travel times efficiently, travel times are analysed and modelled appropriately and incorporated into the algorithms. Usually, this is modelled as a MDP and it is popular to model the stochastic information about travel times via probabilities of congestion on links. The aim is to calculate an optimal routing policy in advance which can then be applied to the vehicle en route. Note that all the possible decisions are calculated and evaluated before the vehicle starts its route. One shortcoming is the dimension of the problems. So for every possible state regarding time, location and traffic information an optimal routing policy must be determined and stored. The computational effort can be demonstrated by the rather small test networks used in the literature. Interesting work which considers stochastic time-dependent travel times and which performs (optimal) routing decisions in advance is presented in Fu (2001), Miller-Hooks (2001), Kim, Lewis, and White (2005), Gao and Chabini (2006), Gao and Huang (2012) and Güner, Murat, and Chinnam (2012). Recently, Toriello, Haskell, and Poremba (2014) propose an approximated linear programming (ALP) approach for the dynamic TSP with stochastic arc costs. The authors also investigate a rollout policy, where the expected costs at any state biased by the optimal value of the LP relaxation of a shortest Hamiltonian path are considered.

3.2 Online decision-making

Here, the focus is on DVRPs with stochastic and time-dependent travel times where the decisions for adapting the route are not preprocessed but calculated online. In Taniguchi and Shimamoto (2004) and Potvin, Xu, and Benyahia (2006), the routes are updated according to estimated travel times whenever a vehicle arrives a customer location. In the former work, the travel times are obtained by a dynamic traffic simulation based on a macroscopic approach and the results show the benefit of using the reactive algorithm compared to the static counterpart for test scenarios where a link is blocked for an hour at different times. In the latter case, travel times are obtained by a short-term forecast and dynamic perturbation model and a tolerance level, which is an allowed waiting time in the case of lateness, before a reassignment action, is initiated. Results show that a good strategy is to accept lateness in the case of small deviations in travel times, but react on events of a large magnitude. Yan, Lin, and Lai (2013) deal with the planning of courier routes and introduce a time–space network including several arcs associated with travel times and a probability. A stochastic planning model, incorporating unanticipated lateness penalty costs and a stochastic real-time adjustment model, which handles dynamic requests and aims for little route adjustment, are introduced. The results show that the model with route adjustment yields better results. Another essential work is presented by Schilde, Doerner, and Hartl (2014), using stochastic deviations from time-dependent travel speeds which are deduced from historical accident data. The positive effect of using such data instead of average time-dependent travel speeds is tested on different stochastic metaheuristic concepts: dynamic stochastic variable neighbourhood search (DSVNS) which is based
3.3 Conclusion

Due to the problem-specific constraints and the use of different test instances, the algorithms cannot be fairly compared to each other. Nevertheless, each work demonstrates that even though the reduction of operational costs is not extensive, the reliability (i.e. level of customer service) increases considerably when uncertainty in travel times is considered in the solution approach. The stochastic and dynamic approaches are compared to static or myopic counterparts and the improvement regarding the main objective of the problem is illustrated in Figure 2. Note that on the right side, diverse measures are plotted because no consistently presentable parameter is given for the instances. Figure 2 clearly indicates that almost all improvements accumulate between 0 and 10%, letting us conclude this section with the statement that considering uncertainties of travel times in DVRPs allows the computation of more reliable routing plans. This increases customer satisfaction without a negative effect on operational costs.

4. DVRP with stochastic demand

Another intensively studied problem class is the VRP with stochastic demand (VRPSD), where uncertainty in the customer demands is given. The location of the customer is known in advance, but the actual demand is revealed when arriving at the customer location. It occurs that the required demand cannot be met and the vehicle has to return to the depot for replenishment before serving the customer. Therefore, the objective of VRPSD is to minimise the total expected travel costs needed to serve all customer demands. Typical applications for the VRPSD are the supply of gas stations or garbage collection. Usually, an a-priori solution which incorporates stochastic demand information is constructed and the customers are visited according to the plan without any route updates during the operation. Whenever the customer demand is not met, a so-called route failure occurs and a defined recourse actions (e.g. replenishment at the depot) must be applied. Typically, a two-stage approach is applied as proposed in Bertsimas (1992) and Gendreau, Laporte, and Sguin (1996). The most common concepts are chance constraint programming and stochastic programming with recourse. An excellent review on VRPSD is given in
Campbell and Thomas (2008) and recent research on this topic is presented in Mendoza et al. (2010), Erera, Morales, and Savelsbergh (2010) and Juan et al. (2011, 2013). Anticipatory insertion (AI), discussed in Thomas and White III (2004), is another concept for exploiting future information about customer demand.

While a-priori solution approaches are intensively studied, advanced planning technology has also facilitated another approach where routing or replenishment decisions are made dynamically, often called re-optimisation approach. This novel problem class is called DVRP with stochastic demand (DVRPSD). This section presents work on DVRPSDs which implies that VRPSDs are extended with the possibility of route adaption during the plan execution phase whenever new data are revealed. Additionally, the benefit of this novel combination is investigated.

4.1 Preprocessed decision support
A popular method for solving a DVRPSD is to consider all states (e.g. all possible demand realisations) in advance and the value of each state according to its performance. Such an approach performs the evaluation of the states before the vehicle starts the tour and enables an accurate decision-making based on these values during the plan execution phase. From the point of computational effort, it might be very expensive to determine all the predefined values, but it comes with the advantage that dynamic decisions can be provided quite fast. This is usually formulated as a multi-stage stochastic dynamic programming model and with the assumption that states and decisions are discrete and the value evaluation can be done by Bellman’s equation. To overcome the curse of dimensionality, the exact value function can be replaced by an approximation. This formulation can either be implemented as an ALP as in Toriello, Haskell, and Poremba (2014) or as an approximated dynamic programming (ADP) discussed in Powell (2007).

An ADP algorithm is discussed in Zhang et al. (2013) for the single-vehicle DVRPSD based on value function approximation (VFA). An ADP algorithm based on VFA with lookup table representation is developed and then improved by a Q-learning algorithm with bounded lookup tables and efficient maintenance. The algorithms are tested on the instances of Secomandi (2001) and Solomon (1987) and results show that especially for larger instances (up to 60 customers), the computational time could be reduced with the improved algorithm with even slight improvements in solution quality. Another ADP-based approach is presented in Meisel, Suppa, and Mattfeld (2011) where the need of explicit anticipation of customer requests is discussed. The authors consider a single-vehicle approach, where the set of customers is divided into static and dynamic requests and for the latter, either a rejection or acceptance decision is made after its arising. The algorithm is tested on the instances in Solomon (1987) and the results are compared against the distribute waiting time strategy presented in Thomas (2007) and yield better results. To the best of our knowledge, these are the only two approaches for solving the DVRPSD reprocessing and the values for dynamic decisions making in advance.

4.2 Partly online decisions
For the DVRPSD, this additional category is identified consisting of approaches where some of the computational effort is done in advance to guide the online decision-making process. This evolves from the fact that all locations are known in advance and this information can be exploited for precalculations. A common sequential approach is the rollout algorithm (RA), which can be considered as a single iteration of policy iteration starting with a heuristically computed base policy. Based on its performance, an improved policy is obtained by an one-step look-ahead. Thus, decisions for the current state are determined by approximating the cost-to-go via the base policy looking one-step ahead. Bertsekas (2013) provides an extensive survey on RAs and Goodson, Thomas, and Ohlmann (2012) describes rollout policies for general stochastic dynamic programmes.

Secomandi (2000, 2001) provides the first computational results of a re-optimisation policy for the DVRPSD by means of a RA. A one-step algorithm is developed where the cyclic-heuristic introduced in Bertsimas (1992) is used as base policy. Two versions (no-split and split delivery) are analysed and compared to a static rollout approach. Secomandi and Margot (2009) develop an algorithm which determines re-optimisation policies by computing the optimal policy for a restricted set of states (selected by a partitioning and sliding heuristic). Novoa and Storer (2009) extend the work in Secomandi (2001) by implementing different base policies. It is demonstrated that applying a two-step RA yields better results than the one-step RA. However, the best performing base policy is an adapted stochastic set-partitioning-based model (Novoa et al. 2006). Note that these works consider the single-vehicle DVRPSD, whereas Fan, Wang, and Ning (2006) solve the multi-vehicle DVRPSD by decomposing it to single-vehicle problems first and applying the RA of Secomandi (2001) to each of them.
4.3 Online decisions

Online decisions for the DVRPSD are determined either by applying online algorithms or, if computational time allows it, by recomputing the base sequence at predefined states (e.g. an event arises). Early work is presented in Erera and Daganzo (2003) where the service region is divided into two parts and after serving all customers of the first part a single real-decision is made to assign the unserved customers to vehicles considering their remaining capacities. Pillac, Guéret, and Medaglia (2012) propose an event-driven, sampling-based MSA where a pool of scenarios is maintained. The scenarios are realisations of customer demands and are optimised by an adaptive VNS. The selection of the next customer is performed by a consensus function and results are compared to some large instances in Novoa and Storer (2009). Cheung, Hang, and Shi (2005) present a dynamic stochastic drayage problem where the duration of a task (transportation from origin to destination location combined with some intermediary activities) is considered to be uncertain. An adaptive labelling approach within a rolling horizon procedure is developed where virtual routes and labels are used and adapted to approximate the expected future costs. In Thomas (2007), intermediate requests at known locations may arise while the vehicle is en-route and waiting positions for serving these requests best possible are determined by a real-time heuristic, called centre-of-gravity heuristic. A somehow surprising result is presented in Ghiani, Manni, and Thomas (2012) where an AI heuristic is compared to a sample-scenario planning approach (MSA) for the dynamic stochastic TSP. The main contribution is to emphasise that AIs, thus a-priori solutions, generate comparable solutions while needing less computational effort. Even though the MSA shows poor performance, it has to be noted that the MSA is sensitive to the problem structure (e.g. no time windows are given) and to instance data. As for Thomas (2007), it can be deduced that an increase in the DOD has greater impact than an increase in the likelihood of requesting customers. In Goodson, Ohlmann, and Thomas (2013), besides different a-priori-based policies, a dynamic decomposition-based rollout policy is presented to effectively tackle the multi-vehicle case. The customers are re-partitioned at each decision point by executing the fixed-route heuristic from the current state. In a further work, Goodson, Thomas, and Ohlmann (2013) consider preemptive replenishment and present a RA in combination with a sampling-based approach, where a sample average approximation is applied to estimate the expected value of a restocking policy along a fixed route to a set of scenarios. Recently, Zhu et al. (2014) introduce the paired cooperative re-optimisation strategy formulated as a bilevel MDP, which makes use of partial re-optimisation (Secomandi and Margot 2009) and paired-vehicle cooperation (Ak and Erera 2007).

4.4 Conclusion

Research shows the success of adaptive methods for the VRPSD (DVRPSD) compared to non-adaptive approaches. In Figure 3, the best obtained improvements of the algorithms are illustrated regarding the number of customers of the instances. Preprocessed decision approaches yield an average improvement of $0 - 5\%$, whereas RA-based methods obtain up to $10\%$.

Figure 3. Illustration of the benefit on research of DVRPSDs compared to the static counterparts. On the left side, results for preprocessed decision (marked as △) and partly preprocessed decision (marked as ◇) algorithms are shown and on the right side, results for online decision (marked as ◦) algorithms are depicted. The possibility of re-optimisation for the VRPSD yields decent improvements as shown by the results. Research on partly/preprocessed decision procedures is a little bit more explored, but results on online decision methods show slightly better results.
5. DVRP with stochastic customers

Another well-studied problem class is the DVRP with stochastic information about customers (DVRPSC). This problem class mainly arises in an environment, where some customer requests are known in advance, but others are revealed during the day of operation. In contrast to the previous section, combined stochastic information about customer locations and the time of request occurrence are considered. This information is either available for each customer or it is aggregated geographically and/or temporally.

5.1 Preprocessed decision support

Besides myopic and look-ahead policies (also known as rolling horizon planning) and policy function approximation (PFA), a successful policy in operations research and the context of dynamic stochastic problems is VFA. In this context, ADP is a powerful framework for calculating the future impact of a decision and using an approximated value to improve it. This is demonstrated in an excellent tutorial on ADP in the field of transportation and logistics in Powell, Simao, and Bouzaïene-Ayari (2012) and illustrated on different problem classes in Powell (2007). Godfrey and Powell (2002a, 2002b) present an ADP algorithm for a stochastic dynamic resource allocation problem with randomly arising tasks, whereas Spivey and Powell (2004) applied the ADP concept to dynamic assignment problems and Simão et al. (2009) present an ADP for dealing with a large-scale fleet management. Maxwell et al. (2010) and Schmid (2012) demonstrate the successful use of ADP algorithms for the dynamic ambulance relocation and dispatching problem under uncertainty. Other approaches using policies based on VFA are studied in Mes, van der Heijden, and Schuur (2013), Mes, van der Heijden, and Schuur (2010) where a decentralised auction-based approach is considered and the exploit of incorporating historical job information and auction results into the planning process is investigated. Recently, Ulmer, Brinkmann, and Mattfeld (2015) investigate an anticipatory cost-benefit heuristic and an ADP approach for decision-making for courier, express and parcel services yielding better results than the myopic approach. Another research group studies the problem of designing motion strategies for mobile agents, where new customers arise randomly and remain active for a certain amount of time and the objective is to meet as many customers as possible within their active time window. The problem at hand is formulated as a DVRPSC and discussed in Pavone and Frazzoli (2010) and Pavone et al. (2009), Pavone, Frazzoli, and Bullo (2011).

5.2 Online decisions

Based on the growing requirement to handle real-world problems efficiently, research efforts on approaches considering online decisions for the DVRPSC have increased in recent years. The aim is to appropriately react to new events by introducing rules that can be easily computed in real-time. These rules consider future events in the decision-making process by generating scenarios of potential outcomes. A common concept, called sample scenario approach (SSA), is to generate multiple scenarios of future customer requests and include them into the planning process. After selecting the most appropriate solution for the future, the sampled customers are removed, but with the effect that the new solution is well prepared for possible future requests.

Bent and Van Hentenryck (2004) introduce the MSA, an event-driven sampling-based algorithm, where new solutions are generated regarding to a set of scenarios and maintained in the solution pool. The way of deciding which customer has to be visited next is essential for the MSA. Therefore, Van Hentenryck, Bent, and Upfal (2010) present three algorithms sharing the same offline optimisation algorithm and sampling procedure but differing in the way of selecting the next customer at each decision step: the online expectation algorithm, the consensus algorithm and the regret algorithm. Further work is discussed in Bent and Van Hentenryck (2005), where approaches without distribution are presented: a machine learning approach to learn the distribution about requests during execution of the algorithm and a historical data approach, exploiting information.
about past instances and in Bent and Van Hentenryck (2007) where waiting and relocation strategies are investigated. Schilde, Doerner, and Hartl (2011) investigate the potential of using stochastic information about future return trips for the dynamic stochastic DARP applying two SSAs: a DSVNS and a MSA algorithm. It is shown that the incorporation of very near future information in the planning process (short-term sampling) is most beneficial. Another finding is that the DOD has a strong impact on the DSVNS, but the MSA is not affected as strongly. Another short-term SSA is presented in Ghiani et al. (2009), where near future requests are anticipated for a dynamic stochastic pickup-and-delivery problem (PDP). Instead of using a scenario pool, an individual number of samples is determined and applied to the best alternative solutions. Out of them, a distinguished solution is selected based on its expected penalty.

Van Hemert and Poutré (2004) propose an evolutionary algorithm for the DVRPSC, where the samples consist of request occurring in fruitful regions, which are clusters of known customer locations that are likely to require service in near future. Flatberg et al. (2007) introduce an approach similar to the MSA but using a simple similarity score as consensus function. Additionally, the authors show how statistical knowledge of events can be learned automatically from the past, but no results are presented. Hvattum, Løkketangen, and Laporte (2006) formulate a multi-stage stochastic model and implement a dynamic stochastic hedging heuristic because of the problem size which is a time-driven SSA solving each sample scenario with a static algorithm and determining a plan based on common aspects of the generated solutions. Zhang, Smilowitz, and Erera (2011) present a SSA and a capacity reservation approach, both designed as two-stage models within a rolling horizon framework for a multi-resource routing problem. In order to reduce computational effort, a small set of decision epochs is defined and instead of using probabilistic models in the two-stage approach, the sample average over a set of scenarios is optimised.

Besides sampling-based approaches, other concepts like stochastic modelling or stochastic strategies (e.g. waiting strategies) are investigated for the DVRPSC. Yang, Jaillet, and Mahmassani (2004) introduce a rolling horizon-based real-time multi-vehicle truckload PDP and present a MIP formulation for the online problem which is applied at every decision epoch in the online strategy. Another MIP-based RH approach is presented in Kim, Mahmassani, and Jaillet (2004) where dynamic decisions about the acceptance or rejection of requests are made based on an approximation of future vehicle utilisation regarding spatial and temporal information about future requests. Larsen, Madsen, and Solomon (2004) present a rolling horizon approach where geographical and temporal aspects about customer requests are exploited in different strategies to reposition vehicles during idle times. In Ichoua, Gendreau, and Potvin (2006), a PFA algorithm utilises a threshold-based waiting strategy which decides how long a vehicle should wait at its last customer location according to the probability of future requests in this area. Sáez, Cortés, and Núñez (2008) present a hybrid adaptive predictive control approach based on a genetic algorithm where the demand pattern is obtained by a zoning method based on a fuzzy clustering model. Huth and Mattfeld (2011) present an algorithm which allows dynamic truck allocation for the stochastic swap container problem and investigate strategies for anticipating future demand realisation. Results show that the use of a probability distribution is more beneficial than using expected values for anticipating future demands. Ferrucci, Bock, and Gendreau (2013) present a rolling horizon approach for the delivery of newspapers and apply a temporal and spatial clustering of future requests which guides vehicles into request-likely areas (cf. Van Hemert and Poutré 2004). It is claimed that according to the comprised stochastic information of the clustering, solving only one scenario is adequate. Recently, Vonolfen and Affenzeller (2014) present a waiting heuristic which utilises historical request information based on an intensity measure and Albareda-Sambola, Femrnde, and Laporte (2014) introduce an adaptive service policy for a multi-period DVRPSC, where an auxiliary prize collecting VRP is solved at each time period. Additionally, a VNS-based adaptive policy is applied to solve larger instances.

5.3 Conclusion

This section clearly shows that most research has been done on the DVRPSC for both categories. First, the potential of approaches based on VFA and the successful application of ADP algorithms for various problem structures are shown. Nevertheless, the main challenges are an accurate state formulation, the aggregation of data and the generation of scenarios to perform an extensive training phase. All of the presented work is tested on different real-world instances, which makes an objective comparison of the results difficult. However, the benefit of approaches belonging to this section, which is the improvements of considering stochastic information about customers compared to myopic algorithms, is depicted in Figure 4 on the left side. The average improvement of the most successful method for every work is depicted in respect to the instance size (number of customers). Note that the instance size in Simão et al. (2009) is 6000 but has been depicted at 600 for the sake of illustration.

Second, the research on online decision procedures distinguishes between non-sampling and sampling-based approaches. Both methodologies demonstrate the benefit with up to 60% improvement of incorporating stochastic information about future customer requests into the solution algorithms as illustrated in Figure 4 on the right side. Mainly, the algorithms are tested on adapted benchmark instances (Solomon 1987) or self-generated instances and in fact, all papers focus on the comparison of their own myopic and anticipating approaches than comparing the results to other results in the literature. Note, almost all
Figure 4. Illustration of the benefit of work on DVRPSC compared to their myopic counterpart. Sampling-based approaches (marked as △) are mostly examined on different levels of the DOD, and non-sampling-based approaches (marked as ○) are not. The average results of the most successful approaches are depicted.

sampling-based approaches are examined considering different levels of the DOD, except for Larsen, Madsen, and Solomon (2004) who present results for a non-sampling approach regarding the DOD. According to the advance of information and communication technologies, future research for both groups will be performed. However, it is assumed that sampling-based approaches obtain more attention because of the advantage of not depending on an accurate probability distribution.

6. DVRP with multiple stochastic aspects

Almost all research on DSVRPs considers not more than one stochastic aspect. Only little work is performed on investigating the impact of incorporating multiple stochastic aspects, e.g. consideration of stochastic travel times and customers. Based on the assumption that the availability of data will increase in the coming years and even better data analyses and probability models will become possible, knowledge about the impact and benefit of using more stochastic information in DSVRPs is essential. Moreover, research questions on the impact of various stochastic aspects, on the benefit of combinations of stochastic information, on the required level of detail have to be investigated. Furthermore, it has to be examined which settings work best for the various classes of DSVRPs. The small amount of research done so far on exploiting more than one stochastic element for DSVRPs is summarised in this section.

Chang, Wan, and OOI (2009) propose a heuristic solution approach for a just-in-time trucking service with stochastic travel times and service times which belongs to the group of preprocessed decision support. Cortés, Núñez, and Sáez (2008) extend the approach in Sáez, Cortés, and Núñez (2008) which considers stochastic customers, by additionally incorporating expected traffic conditions. The strategy approach is analysed on scenarios with predictable and unpredictable congestion and results show an improvement of 2.1% compared to the myopic approach. In Bent and Van Hentenryck (2003), stochastic information about customers’ service times is considered and the MSA algorithm is applied. The aim is to investigate the behaviour of the MSA algorithm on a less constrained but more stochastic problem. Results show that travel times are reduced while not degrading the service level and it is shown that the MSA is robust when stochastic information is not entirely accurate. Attanasio et al. (2007) present an approach with zoning technology for a same day courier service and introduce a forecast and an allocation module, where reliable near future predictions of travel times and demand are generated and handed to the allocation module which assigns customer requests and relocates idle couriers. Based on Hvattum, Løkketangen, and Laporte (2006), Hvattum, Løkketangen, and Laporte (2007) present a branch-and-regret heuristic (BRH) for the DVRPSC which finds better results regarding the number of vehicles used but not regarding the travelled distance. Furthermore, the performance is investigated when the demand of known customers is uncertain as well. The additional difficulty does not affect the performance of the myopic approach (MDH), while the BRH performs worse when demands are stochastic, but performs better than the MDH but with a smaller gap. The algorithms are also compared to the best results in Bent and Van Hentenryck (2004), and it is shown that the MSA performs better than the BRH. Note that the comparison is not completely fair because the MSA is a event-based algorithm, which means that it is responded immediately to new requests, which is not the case in the time-driven BRH. Schilde (2012) did extensive research on the impact of using stochastic information during
the planning process and demonstrates the effect of incorporating the combination of stochastic aspects (future transports and travel times) into the DSVNS and MSA algorithm. Results show that in contrast to the better performing DSVNS for approaches with a single stochastic aspect, the MSA outperforms the DSVNS when multiple stochastic aspects are considered. It is also shown that the combination leads to a more stable approach, indicating that increasing the amount of stochastic information has a positive effect on the robustness of the results.

Because in this section almost all reported results belong to the group of online decision procedures, and due to space restrictions, a figure about results is omitted. However, to complete this section in Figure 5, the results of all discussed papers are summarised grouped according to the different stochastic aspects. The intensity of research for the different stochastic aspects is demonstrated and an overview of the overall performance of the categories is provided. Additionally, it gives an idea about the chronology of investigation on stochastic and dynamic routing problems. Figure 5 shows that research on DVRPs with stochastic travel times was mainly performed in the last years, whereas investigation on DVRPSD or DVRPSC is more equally distributed over the last decades and research on DVRPs with multiple stochastic aspects is rather scarce in the literature. Regarding the improvements achieved in the different classes, one can see that the benefit of considering dynamic and stochastic aspects in VRPs yields mainly up to 20%, while the problem classes considering stochastic customer information perform very well with improvements up to 60%. Figure 5 clearly shows the benefit of considering dynamic and stochastic aspects in VRPs and should be an encouragement for research in this area in the future.

7. Production and routing interface

A recent trend in this research field is the combination of production and transportation problems and their simultaneously optimisation. The inventory routing problem (IRP) is a combination of vehicle routing and inventory management problems, where a supplier has to deliver products to a set of customers. Solutions for the IRP are obtained by simultaneously optimising vehicle routing, inventory management and delivery scheduling. Coelho, Cordeau, and Laporte (2014) provide a comprehensive literature review on IRPs and classify the problems with respect to their structural variants and the availability of customer demand information. Another problem class is the production routing problem (PRP) which combines the vehicle routing and lot-sizing problem. It is solved by optimising inventory, distribution, routing and production decisions simultaneously and is thus a generalisation of the IRP. An excellent survey on PRPs is given in Adulyasak, Cordeau, and Jans (2015), where different formulations and algorithmic issues and performance for PRPs are discussed. The review from Chen (2010) addresses the problem that for time-sensitive or make-to-order product distribution, the production process and the distribution of the products must be linked and scheduled jointly.

The incorporation of dynamic and stochastic aspects into these problem classes is a completely new research area indicated by the scarce literature available. Nevertheless, Bertazzi et al. (2013) and Coelho, Laporte, and Cordeau (2012) propose solution approaches for the dynamic and stochastic IRPs and Adulyasak, Cordeau, and Jans (2014) introduce a
dynamic and stochastic variant of the PRP. Based on these works, the relevance of considering dynamic and stochastic aspects in PRPs and IRPs can be shown indicating that the combination of dynamic and stochastic aspects with production and transportation problems is a promising direction for future research.

8. Conclusions

Research interest in DSVRPs has increased considerably in the last years and recent technological development has facilitated real-time fleet management. First, it allows obtaining real-time information about the vehicles and their positions, traffic information, and up-to-date information about customer requests and respective demand. Second, novel telematics systems allow for the collection of large amounts of accurate data. The data can then be processed using modern statistics in order to provide useful stochastic information to the underlying optimisation algorithms.

This survey has collected and classified the relevant recent literature on DSVRPs. While existing review articles have either considered the class of DVRPs or the class of SVRPs, we focused on the combination of these two research fields and investigated its benefit. Moreover, a taxonomy of DSVRPs was presented, considering the types of available stochastic information, and their influence on the proposed solution approaches. In addition, a further characterisation is identified respecting the point in time where substantial computational effort for the decision process is performed. Based on the reviewed research, one can conclude that the appropriate handling of dynamic events combined with the incorporation of stochastic information about possible future events typically yields better results compared to myopic or pure a-priori approaches. It should be noted, however, that these approaches are computationally expensive which restricts, e.g. the number of scenarios that can be considered. On the other hand, already with today’s state of the art personal computers, satisfactory results can be obtained within reasonable time. Clearly, technological progress will increase the potential of advanced methods even more.

Since telematics systems will further improve and become commonly used, the quality of the obtained data will increase, thereby allowing to provide more reliable information to optimisation systems. For example, not only information from stochastic models using historical data, but also real-time information about traffic, requests, weather, etc. can be taken into account through machine learning techniques. This will allow treating more complex fleet management problems. On the one hand, problem size can increase and system interactions will become faster, and on the other hand, more complex and manifold data can be gathered, thus allowing for the combination of multiple stochastic aspects.

Further research could focus on gathering more reliable and robust information from the collected data and developing methods to combine several stochastic aspects. Here, the challenge will be to find out how much influence each individual parameter can have and how the interaction between these aspects will look like. Additionally, due to the increasing power and parallelisation of computer processors, the advantages of parallel algorithms could be exploited to deal with huge data and time-consuming methods, such as parameter estimation, sampling methods or background optimisation procedures. In future, research questions considering the impact and limits of using complex stochastic information about multiple types of future events will increasingly gain importance.

Another direction of future research will emerge from the increasing demand for solving rich or multi-attribute VRPs. It can be expected that an increased amount of real-time and stochastic information will become available for such problems as well. Most of the developed methods for more classical dynamic and stochastic vehicle routing variants could be extended, but addressing complex constraints such as three-dimensional packing might require novel approaches.

While the relevance of stochastic and dynamic information for real-world applications has been sufficiently documented, there is a certain research gap with respect to the comparability of results and approaches. More or less all surveyed papers deal with their own real-world application or more precisely with their own artificial data based on real-world applications. Most are not available to other researchers since the data are often ‘confidential’. The papers typically compare one dynamic and stochastic approach (or sometimes a few variants implemented by themselves) with simple static and myopic re-optimisation approaches and show that the more complex methods are somewhat better. But with very few exceptions, it is hard to draw clear conclusions, which of the various alternative approaches surveyed here are the best. Hence, research should also focus on providing general, well documented and publicly available test beds, so that a more sound comparison is possible.
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