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I. INTRODUCTION

Dealing with interference when signals from multiple nodes arrive simultaneously is a major challenge in wireless networks. Recently, many researchers showed a high interest in using network coding techniques like Analog Network Coding (ANC) or more generally Physical Layer Network Coding (PNC) to mitigate the effect of interference and to boost the network throughput [1]–[3].

In a PNC communication scheme, a pair of users A and B (i.e. terminal nodes) first simultaneously transmit their data signals to a relay. The relay then transforms the received overlapped signals into a network-coded message (e.g. does a bit-wise XOR of the messages from each terminal node) and broadcasts the resulting signal. By knowing the reversible network-coding operation carried out by the relay, each terminal node is able to extract the message sent by the other node of its pair by removing its own contribution from the received signal. Thus, two time slots are required for both users A and B to exchange one message. This constitutes an improvement over the traditional relaying scheme where four time slots are needed [3] to achieve the same goal.

On the other hand, in ANC schemes as proposed in [2], a relay simply forwards superimposed signals to users. Signal decoding is carried out at the user level since the linear mapping is naturally done in the physical channel. An ANC scheme can be realized and implemented with ease. However, as the relay does not remove the noise, it is forwarded along with the desired signals. Despite this disadvantage, an ANC scheme – with some extensions to allow multi-user transmission and to exploit the interference present in the network – is preferred since a classic PNC scheme remains significantly more complex. In a PNC scheme, the following supplementary operations would be executed on a relay node: decode the received signals that use different spreading codes, map the resulting signals, apply the appropriate spreading code depending on the destination, and finally forward the signals.

The proposed ANC scheme in this paper can be used for a spread-spectrum communication system using any spread-spectrum code (Gold, Kasami, Walsh, chaotic, ...). The choice of the chaotic signals is attributable to the advantages offered by this class of spreading sequences [4], [5]. Notably, their sensitivity to initial conditions allows chaotic maps to theoretically generate an infinite number of very low cross-correlated signals. These wideband signals have been shown to be well-suited for multi-user spread-spectrum (SS) modulation applications [6]–[8]. In addition, some types of chaotic modulation carry the same advantages as other conventional SS modulations, including mitigation of fading channels [9], [10], jamming resistance, low probability of interception (LPI) [11] and secure communications [12]. Furthermore, many papers demonstrated that chaos-based sequences produce good results compared to that of Gold sequences or other independent and identically distributed sequences, notably reducing multi-user interference and peak-to-average power ratio (PAPR) [4], [5]. Moreover, code synchronization techniques used in traditional SS communication systems to achieve robust synchronization in two distinct phases (i.e. code acquisition and tracking) were recently applied to chaos SS communication systems [8], [13]. In this paper, we assume that this code synchronization technique is adequate to demodulate the transmitted symbols in our system.

In the literature, many chaos-based SS systems with co-
In our network, we consider a two-way wireless system with assigned one distinct spreading sequence. To decode a message systems were proposed where each user in the system is with their associated spreading sequences in order to decode knowledge of the chaotic signal is not mandatory in order to decode the signal. On the other hand, when DCSK is used, sequence at the transmitter to spread the information data like in CSK systems, a chaotic signal is used as a spreading [17] and mutli-carrier DCSK [18]. With coherent receivers, [14]. The most noteworthy systems include Chaos Shift Key-herent and non-coherent receivers are proposed and evaluated [14]. In Section II, we briefly present the chaos-interference, and to increase the throughput of the network. To tackle this challenge, we propose a new design in which each pair of users wishing to communicate in this network via request-to-transmit signal once it is ready to receive the nodes’ signals. This operation forces users to simultaneously transmit their messages. Once the users receive the request-to-transmit signal, they start their transmission phase in the first time slot. In that phase, the $L$ nodes transmit their signals simultaneously to the relay. In the second time slot, or during the broadcasting phase, the relay retransmits the summed received signals to all users in the network. Each user first multiplies the received signal with its local spreading sequence, it then decodes the signal, and finally, it removes its own data in order to recover the data sent by the other member of the pair. These operations are further detailed later in this paper.

**Paper Outline:** The remainder of this paper is organized as follows. In Section III we briefly present the chaos-based spread-spectrum communication system. Section III is dedicated to explaining the design of the proposed ANC-SS scheme. The analytical performance analysis is presented in Section IV where we derive the analytical bit error rate (BER) expressions for an additive white Gaussian noise (AWGN) channel in presence of multi-user interference. Simulation results validating our analytical approach are shown in Section V and finally, some concluding remarks are given.

## II. CSK Communication System

The studied spread-spectrum system uses a CSK modulation in which data information symbols ($s_i = \pm 1$) with period $T_s$ are spread by a chaotic sequence $x_k$. A new chaotic sample (or chip) is generated at time intervals equal to $T_c (x_k = x(kT_c))$. The emitted signal $e(t)$ at the output of a transmitter is:

$$e(t) = \sum_{i=1}^{\beta} \sum_{k=1}^{\infty} s_i x_{i\beta+k} g(t - (i\beta + k)T_c)$$

(1)

where $\beta$ is the spreading factor that is equal to the number of chaotic samples in a symbol duration ($\beta = T_s / T_c$); and $g(t)$ is the pulse shaping filter. A rectangular pulse of unit amplitude on $[0, T_s]$ is used in this paper.

For an AWGN channel, the received signal is:

$$u(t) = e(t) + n(t)$$

(2)

where $n(t)$ is additive white Gaussian noise with zero mean and a power spectral density equal to $N_0 / 2$. In order to demodulate the transmitted bits, the received signal is first multiplied by the local chaotic sequence, and then integrated over a symbol duration $T_s$. Finally, the transmitted bits are estimated by computing the sign of the decision variable at the output of the correlator.

$$D_{s_i} = \text{sign} \left( s_i T_s \sum_{k=1}^{\beta} (x_{i\beta+k})^2 + w_i + s_i E_b^{(i)} + w_i \right)$$

(3)

where $\text{sign}()$ is the sign operator, $E_b^{(i)}$ is the bit energy of the $i^{th}$ bit and $w_i$ is the noise after despreading and integration. For the sake of simplicity, we omit the pulse shaping filter expression and we normalize the time chip $T_c$ to 1.

Throughout the paper, a Bernoulli mapping function is used

$$x_{k+1} = \begin{cases} Gx_k - F & \text{if } x_k \geq 0 \\ Gx_k + F & \text{otherwise} \end{cases}$$

(4)

where $F$ and $G$ are constants. This map is chosen to generate the chaotic sequences because of its implementation efficiency [22]. In addition, chaotic sequences are normalized so that $E[x_k^2] = 1$ and have a zero mean to avoid DC transmission i.e. $E[x_k] = 0$.

Generally, two different approaches have been adopted to use chaotic signals in digital communication systems. Either the real value of a chaotic signal is used to modulate the bits to be transmitted [6] or the chaotic signal is quantized and
used to transmit data [7], [23], [24]. The latter offers better performance than conventional spreading systems. However, that approach leads to a loss of chaotic signal properties [4]. Thus, it is the first approach that is adopted in our paper. Note that our general analysis can nonetheless be adapted to quantized chaotic signals.

III. ANC-SS COMMUNICATION SCHEME

In this section, \(s_A, s_B,\) and \(s_R\) refer to the data of users \(A, B,\) and the mapped data in the relay \(R\) respectively represented by the signals \(e_A, e_B,\) and \(e_R.\) The use of an ANC scheme limits the required number of time slots to two. That represents an improvement in comparison to existing non-network coded schemes or straightforward network coding schemes [3].

In an ANC scheme, \(s_R\) is computed directly from \(s_A + s_B\) which occurs naturally in the physical channel from the superimposition of signals. In this case, the arithmetic sum is considered a form of network coding. In conventional multi-user spread-spectrum systems each user has its own spreading code. In the context of ANC schemes, a key requirement is that each node must have the knowledge of all spreading sequences attributed to users. This coding does not allow exploitation of interference. The main challenge in our paper is to provide a reliable scheme that is easy to implement while mitigating the interference present in the network.

In our proposed scheme, each pair of users \(A\) and \(B\) wishing to communicate with each other must use the same spreading code \(x_{(A,B)}.\) This scheme is illustrated in Fig. 1 and summarized in Table I. This particular design allows the exploitation of interference and users can still extract the information from the other member of the pair. The detailed presentation of our communication scheme along with the relevant mathematical descriptions can be broken down into the following four phases in which two time slots are allocated for the transmission and broadcasting phases respectively:

1) Request-to-transmit phase: In this preliminary phase, the relay broadcasts a signal informing all users to transmit their signals to the relay. This operation allows the synchronization of the transmission taking place in the first time slot.

2) Transmission phase: In this first time slot, the nodes transmit their signals to the relay. Each pair of users which want to communicate between them use the same spreading code. The received signal \(u_N(t)\) at the relay \(R\) is:

\[
u_N(t) = \sum_{i=1}^{\infty} \sum_{k=1}^{\beta} (s_{A,i} + s_{B,i})x_{(A,B),i\beta+k} + \sum_{i=1}^{\infty} \sum_{l\neq m} \sum_{k=1}^{\beta} (s_{l,i} + s_{m,i})x_{(l,m),i\beta+k} + n_N(t)
\]

(5)

where \(s_{l,i}\) is the \(i\)th symbol of user \(l\) spread by the sequence \(x_{(l,m),i\beta+k}\) and \(E = \{ 1, 2, .., L \} \setminus \{ A, B \}.\) In (5), \(u_N(t)\) is the received signal coming from different nodes. The first term in this equation represents the sum of the transmitted signals from the user pair \(A\) and \(B.\) The second term in (5) represents the multi-user interference signal in which each pair of users \(l\) and \(m\) use the same spreading code \(x_{(l,m),i\beta+k},\) and \(n_N(t)\) represents the additive white Gaussian noise of the transmission phase with zero mean and variance equal to \(N_0/2.\)

3) Broadcasting phase: In the second time slot, the relay forwards the received signal \(u_R(t)\) to the different nodes in the network. In our system we assume that the relay just forwards the signal without amplifying it. Furthermore, the amplifying operation can be added to the relay when it is in the presence of a fading channel. This can be done without any modification to our ANC-based design. Thus, the signal broadcast by the relay \(u_R(t)\) is:

\[
u_R(t) = u_N(t) + n_R(t)
\]

(6)

where \(n_R(t)\) is the additive white Gaussian noise of the broadcasting phase with zero mean and variance equal to \(N_0/2.\)

4) Decoding phase: For user \(B\) to be able to extract the information from the other member of the pair, \(A,\) the received signal is first despread using the same spreading code \(x_{(A,B),i\beta+k}\) and then decoded. Lastly, node \(B\) removes its own data from the decoded signal, as detailed in Table II to recover the data originating from node \(A.\)

IV. PERFORMANCE ANALYSIS OF THE ANC-SS SYSTEM

The second objective of this paper is to validate the concept of the proposed scheme. Once the system is explained, the performance of the ANC-SS system over an AWGN channel and in presence of multi-user interference is investigated. As mentioned in Section III in the first phase, users \(A\) and \(B\) transmit their signals which are later forwarded by the relay. In the reception phase, the received signal is the combination of the two transmitted signals from \(A\) and \(B\) along with the additive noise signals \(n_N(t)\) and \(n_R(t),\) and the multi-user interference. The decision variable for a given bit \(i\) transmitted from \(A\) is:

\[
D_{x_{A,i}} = \sum_{k=1}^{\beta} u_R(t)x_{(A,B),i\beta+k}.
\]

(7)
The mean of $D_{sA,i}$ is reduced to the term given in (8) because the elements of the noise components and chaotic signals are independent and both have a zero mean:

$$E[D_{sA,i}] = E_b s_{R,i}$$

where $s_{R,i} = s_{A,i} + s_{B,i} \in \{-2, 0, 2\}$, and $E_b(i) = \frac{\sum_{k=1}^{\beta} x^2(A,B),i,\beta+k}{}$.

The signal given in (7) is decoded after comparing its amplitude to two predetermined thresholds $\gamma_1$ and $\gamma_2$. Based on the model provided in [25], the optimal thresholds in a noise free environment using the values given in (3) are:

$$\begin{align*}
\gamma_1 &= \frac{0-2E_b}{2} = -E_b \\
\gamma_2 &= \frac{2E_b+10}{2} = E_b
\end{align*}$$

(9)

where $E_b = \frac{\sum_{k=1}^{\beta} x^2(A,B),\beta+k}{}$.

In fact, when the received signal amplitude of (7) is grater than $\gamma_2$, we decide that the symbol is 2. Similarly, if the received signal amplitude is lower than $\gamma_1$, we decide that the symbol is $\hat{b}$. Finally, if the signal amplitude is between $\gamma_1$ and $\gamma_2$, it is declared 0. According to Table I, the decoded signal space is $\{-2, 0, 2\}$ with corresponding probabilities of 25%, 50% and 25% respectively.

Finally, the estimated data of user $A$ is computed by subtracting the data symbol $s_B$ from the decoded symbol obtained from the signal given in (7). According to the central limit theorem, multi-user interference follows a Gaussian distribution. Therefore, the BER of $\hat{s}_A$ based on the signal space probabilities is the BER of the decoded signal given as follows:

$$\begin{align*}
\text{BER} &= \frac{1}{2\sqrt{2\pi \sigma_{D_{sA}}^2}} \left( \int_{-\infty}^{\gamma_1} \exp \left( \frac{-(r-2E_b)^2}{2\sigma_{D_{sA}}^2} \right) dr + \int_{\gamma_2}^{\infty} \exp \left( \frac{-(r+2E_b)^2}{2\sigma_{D_{sA}}^2} \right) dr \right) \\
&+ \frac{1}{2\sqrt{2\pi \sigma_{D_{sA}}^2}} \left( \int_{\gamma_1}^{\gamma_2} \exp \left( \frac{-(r+2E_b)^2}{2\sigma_{D_{sA}}^2} \right) dr + \int_{\gamma_2}^{\gamma_1} \exp \left( \frac{-(r-2E_b)^2}{2\sigma_{D_{sA}}^2} \right) dr \right)
\end{align*}$$

(10)

requires the computation of the decision variable variance $\sigma_{D_{sA}}^2$. The development of (7) for a given bit $i$ is:

$$D_{sA,i} = \sum_{i=1}^{k} \beta (s_{A,i} + s_{B,i}) x^2(A,B),i,\beta+k + \sum_{i=1}^{k} \beta n_{N,k} x^2(A,B),i,\beta+k + \sum_{i=1}^{n_{R,k}} x^2(A,B),i,\beta+k$$

(11)

The statistical properties of the decision variable $D_{sA,i}$ are derived for a fixed bit $i$. The variance of the decision variable is:

$$\sigma_{D_{sA,i}}^2 = E \left[ (D_{sA,i})^2 \right] - E \left[ D_{sA,i} \right]^2$$

(12)

Developing (12) gives:

$$\begin{align*}
\sigma_{D_{sA,i}}^2 &= E \left[ \sum_{i=1}^{k} n_{N,k} x^2(A,B),i,\beta+k \right]^2 + E \left[ \sum_{i=1}^{n_{R,k}} x^2(A,B),i,\beta+k \right]^2 \\
&+ E \left[ \sum_{i=1}^{k} n_{N,k} x^2(A,B),i,\beta+k \right]^2 \\
&+ E \left[ \sum_{i=1}^{n_{R,k}} x^2(A,B),i,\beta+k \right]^2
\end{align*}$$

(13)

For a given fixed bit $i$, the first and the second terms in $\sigma_{D_{sA,i}}^2$ are equal since $D_{sA,i}$ is constant. In addition, the spreading sequences and the Gaussian noises are independent and zero mean signals. It follows that the variance of the decision variable is reduced to the variance of the noise terms and the multi-user interference. Therefore, the variance expression becomes:

$$\sigma_{D_{sA,i}}^2 = E \left[ \sum_{i=1}^{k} n_{N,k} x^2(A,B),i,\beta+k \right]^2$$

(14)

The variance of each component in (14) is computed as follows.
Since the noise samples are uncorrelated and independent of the chaotic sequence, and the chaotic samples are themselves independent from each other, the conditional variances of the first and third components are:

\[ E \left[ \sum_{k=1}^{\beta} n_{N,k} x_{(A,B),i\beta+k} \right]^2 = \beta E[x_{(A,B),i\beta+k}^2] N_0/2 \]

\[ = E_b^{(i)} N_0/2 \]  

(15)

where \( E_b^{(i)} = \beta E[x_{(A,B),i\beta+k}^2] \).

Similarly:

\[ E \left[ \sum_{k=1}^{\beta} n_{R,k} x_{(A,B),i\beta+k} \right]^2 = E_b^{(i)} N_0/2. \]  

(16)

Each pair of bits exchanged between \( A \) and \( B \) is spread with the same normalized chaotic sequence. Chaotic sequences are uncorrelated and chaotic samples among a given sequence are independent and normalized with \( E[x_i^2] = 1 \). It follows that the second term of (14) is:

\[ E \left[ \left( s_{l,i} + s_{m,i} \right) x_{(l,m),i\beta+k} x_{(A,B),i\beta+k} \right]^2 = 2E \left[ (x_{(l,m),i\beta+k} x_{(A,B),i\beta+k})^2 \right]. \]

Then, the variance of the multi-user interference signal is:

\[ E \left[ \sum_{l \neq m} \sum_{k=1}^{\beta} (s_{l,i} + s_{m,i}) x_{(l,m),i\beta+k} x_{(A,B),i\beta+k} \right]^2 \]

\[ = E_b^{(i)} (L - 2). \]  

(18)

Finally, the variance of the decision variable is:

\[ \sigma^2_{D_{A,i}} = E_{b}^{(i)} N_0/2 + E_{b}^{(i)} N_0/2 + E_b^{(i)} (L - 2) \]

\[ = E_b^{(i)} (N_0 + L - 2). \]  

(19)

Many papers in the literature apply the Gaussian approach to compute the performance of chaos-based SS communication systems [26], [27]. That approach considers the transmitted bit energy \( E_b^{(i)} \) as constant. Given the non-periodic nature of chaotic sequences, the Gaussian approach leads to inaccurate results for small spreading factors [28]. However, for large spreading factors, this approach can be considered as a good approximation that closely matches the exact performance of chaos-based SS communication systems [25]. In this paper, the Gaussian approach is considered since we are interested in studying our proposed ANC-SS scheme with large spreading factors in order to increase its resistance to multi-user interference. In this case, \( E_b^{(i)} \) can be assumed as constant. Thus our BER expression is given by (10) where the computed variance is from (19).

V. SIMULATION AND DISCUSSION

To evaluate the performance of a multi-user ANC-SS system, we plot the computed BER expressions obtained in (10) against simulation results over an AWGN channel with the presence of multi-user interference. The results shown in Fig. 2 are obtained for different numbers of users \( L \) and spreading factors \( \beta \).

![Fig. 2. Performance of the multi-user ANC-SS scheme. Plain and dashed lines represent analytical and simulation results respectively. \( L \) is the number of users and \( \beta \) is the spreading factor. The BPSK curve is for a single user.](image_url)

From the figure, it is clear that the computed and simulated BER match closely in all studied cases.

The same figure shows the effect of the spreading factor in the presence of multi-user interference. In such systems, it is suitable to operate with a large spreading factor to reduce the multi-user interference. Indeed, a large spreading factor spreads the interference power over a wide bandwidth, reducing its effect on the demodulated useful signal.

Fig. 2 also plots the BER performance for \( L = 2 \) users. In that case, the network does not have any multi-user interference and the performance can be compared to that of a conventional BPSK modulation. It can be seen that the performance of a mono-user BPSK point-to-point system is better than the ANC-SS one. The degradation in performance comes from the noise signal added in the transmission phase. This is a disadvantage of the ANC scheme in which the relay does not remove the noise from the received signal; the noise is forwarded to users along with the signal. On the other hand, as explained and shown in this paper, a multi-user ANC-SS system is easier to implement than its physical layer network coding scheme counterpart.
VI. CONCLUSION

In this paper, we presented a design for a multi-user ANC-SS system. The goal of the proposed ANC scheme is to reduce the number of time slots required to exchange data, while exploiting interference to increase the throughput. A new coding-spreading method is proposed which consists of having each pair of users that want to communicate between each other use the same spreading code. This leads to a reduction in multi-user interference and also improves the performance of the system. The role of the relay is to synchronize transmission during the first phase and to then broadcast the sum of the signals to all users of the network. The coding and decoding operations are entirely done at the user level without any decoding or mapping in the relay. In our paper, chaotic signals were used as spreading sequences for their good correlation properties. The ANC-SS system was first proposed, then we performed a performance analysis under an AWGN channel and in presence of multi-user interference in order to validate the concept. An analytical BER expression of the ANC-SS was computed and its accuracy confirmed with simulation results.
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