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Abstract—Collimated beam ultrasound systems are a technology for imaging inside multi-layered structures such as geothermal wells. These systems work by using a collimated narrow-band ultrasound transmitter that can penetrate through multiple layers of heterogeneous material. A series of measurements can then be made at multiple transmit frequencies. However, commonly used reconstruction algorithms such as Synthetic Aperture Focusing Technique (SAFT) tend to produce poor quality reconstructions for these systems both because they do not model collimated beam systems and they do not jointly reconstruct the multiple frequencies. In this article, we propose a multi-frequency ultrasound model-based iterative reconstruction (UMBIR) algorithm designed for multi-frequency collimated beam ultrasound systems. The combined system targets reflective imaging of heterogeneous, multi-layered structures. For each transmitted frequency band, we introduce a physics-based forward model to accurately account for the propagation of the collimated narrow-band ultrasonic beam through the multi-layered media. We then show how the joint multi-frequency UMBIR reconstruction can be computed by modeling the direct arrival signals, detector noise, and incorporating a spatially varying image prior. Results using both simulated and experimental data indicate that multi-frequency UMBIR reconstruction yields much higher reconstruction quality than either single frequency UMBIR or SAFT.

Index Terms—Non-destructive testing (NDT), ultrasonic imaging, ultrasonic model-based iterative reconstruction (UMBIR), multilayered objects, collimated beams, multi-frequency.

I. INTRODUCTION

WELL-BORE integrity inspection is an important example of non-destructive evaluation (NDE). In practice, well-bores often consist of multi-layered structures. To inspect the integrity of these structures, an ultrasonic device is immersed in a borehole for ultrasound reflection tomography as illustrated in Fig. 1. This imaging scenario occurs when monitoring the structural integrity of oil and geothermal wells that lie behind layers of fluid and steel casing.

While ultrasound imaging is widely used in NDE applications, multi-layered structures present a challenge for ultrasound systems because of the complex propagation and reverberation of the signal through the material.

Fig. 1 illustrates an example of a collimated beam ultrasound system [1], [2], [3], [4] that is designed to image through multi-layered structures. The system consists of a narrow-band collimated beam transmitter combined with an array of receivers. The system can penetrate through heterogeneous layers because the transmitter is collimated and the center frequency is below 100 kHz. However, since the systems are narrow-band, they typically are operated at a few different center frequencies, and then the data from each measurement frequency is processed separately to image the structure.

The most popular methods to reconstruct data from ultrasound systems use a delay-and-sum (DAS) approach because of their low computational complexity. One such approach is the synthetic aperture focusing technique (SAFT), which produces acceptable ultrasound images for simple objects [5]. SAFT has
been applied to single-layer [6], [7] and multi-layered structures [8], [9] but not to collimated beam systems. Multi-layer SAFT combines DAS with techniques such as ray-tracing [10], [11], [12] and root-mean-square velocity [13], [14] to compute the travel time in multi-layered media. However, SAFT and its variations rely on a simple model that often leads to artifacts such as multiple reflections and blur. Methods to counteract these effects include [15] and [16], which use a linear forward model for single-layer structures and a carefully constructed sparse deconvolution approach. Finally, the conventional practice when processing data obtained from multiple transmit frequency bands is to obtain the reconstruction for each band separately and then visualize the results in order to identify structures of interest.

More physically realistic inversion methods from seismology include least-squares reverse time migration (LSRTM) [17], [18], [19] and full wave inversion (FWI) [20]. LSRTM and FWI are iterative methods that seek the best least-squares fit between observed and reconstructed data; a reflectivity image for LSRTM and a velocity image for FWI. These methods have the capability to image complex structures but rely on an iteration using a non-linear forward model, making them computationally expensive and impractical for many imaging applications. Finally, these methods are typically applied separately to data from each frequency band, resulting in a separate image for each band. While these images could be averaged in a post-processing step, the resulting image is not typically consistent with all the bands of data.

In order to reduce the reconstruction artifacts of SAFT while maintaining computational efficiency, model-based iterative reconstruction (MBIR) can be used with a linear propagation model. These methods combine a forward model for the ultrasound measurement system with a prior-model/regularizer for the unknown structure and cast the reconstruction as a maximum a-posteriori estimation problem. In [15], [21], the forward model is designed to handle plane-wave imaging. Recently, the MBIR approach of [22] used a propagation model of the ultrasound through the media and combined all the data from the source-detector pairs to jointly reconstruct a fully 3D image. However, current MBIR approaches have limitations when imaging through heterogeneous materials. In a single-layer structure, the time delay can be easily computed using Snell’s law [22], [23]. However, in structures containing two layers, the time delay no longer has a closed form that can be easily computed using Snell’s law [24]. When the number of layers exceeds two, some techniques such as ray-tracing or marching methods [25], [26], [27] can be used to approximate the computations but these are computationally complex. In summary, no existing regularized MBIR method accounts for multi-frequency collimated beam systems used to image structures which are behind several layers.

In this article, we propose a MBIR algorithm for multi-frequency collimated beam ultrasound systems in order to image structures that are behind multiple layers of materials. Our method, which we refer to as multi-frequency ultrasound model-based iterative reconstruction (UMBIR), can be used to accurately reconstruct heterogeneous structures behind multiple layers of material excited at multiple frequencies. UMBIR does this by combining a novel physics-based forward model that models multi-layered heterogeneous structures while also coherently integrating data from of multiple frequencies to form a single reconstructed cross section. In order to estimate the travel time of the ultrasound signals through multiple media as a part of the forward model, we introduce an efficient binary search-based method. Finally, the maximum a posteriori (MAP) estimate is then computed using iterative coordinate descent (ICD) optimization with a spatially varying prior similar to [23].

The major contributions of this work which extend beyond [22] include:

1) A multi-frequency approach that simultaneously incorporates data from multiple excitation frequencies and produces a single reconstructed image of the targeted structure.

2) A multi-layered forward model that computes the time delay in heterogeneous structures based on a binary search method.

3) An acoustic propagation model that accounts for collimated beam systems.

We note that our work builds on preliminary ideas developed in the context of single band measurements which was presented as a conference article [28]. Using experimental and simulated data, we demonstrate that the proposed multi-layer and multi-frequency UMBIR approach yields more accurate reconstructions with higher spatial resolution and reduced artifacts when compared to both single frequency UMBIR and SAFT.

II. THE UMBIR FORWARD MODEL

In order to image the structure which is separated from the source by multiple layers of known materials, we design a ultrasound model-based iterative reconstruction (UMBIR) approach. Assuming a linear system for simplicity, we seek to reconstruct an image \( x \) using a measurement model of the form

\[
y = Ax + Dg + w, \tag{1}
\]

where \( y \in \mathbb{R}^{MK \times 1} \) is a vector of measurements from \( K \) receivers at \( M \) timepoints, \( A \in \mathbb{R}^{MK \times N} \) is the system matrix, \( x \in \mathbb{R}^{N \times 1} \) is the vectorized version of the desired image with \( N \) total voxels, each of which corresponds to fractional reflectance, \( D \in \mathbb{R}^{MK \times K} \) is a matrix whose columns form a basis for the possible direct arrival signals, \( g \in \mathbb{R}^{K \times 1} \) is a scaling coefficient vector for \( D \), and \( w \) is a Gaussian random vector with distribution \( N(0, \sigma^2 I) \). From (1), we will be able to formulate the reconstruction as the maximum a posteriori estimate of \( x \) and \( g \) given \( y \). More specifically, we will minimize the cost function of (32). However, to do this, we will first need to introduce an acoustic model of propagation through the multi-layered material that we can use to compute the matrices \( A \) and \( D \).

A. Multi-Layer Acoustic Propagation Model

In this section, we introduce a model of the multi-layer acoustic propagation based on an extension of the single-layer model used in [22]. Fig. 2 illustrates the assumed structure of the proposed model, in which the number of layers, their depths, and acoustic velocities are assumed to be known. An acoustic signal is transmitted from location \( r'_0 \), reflected from the voxel, \( v \), and then received by one of \( K \) possible microphones at location \( r'_j \). As the signal propagates outward, it passes through
$L$ different materials each with its own acoustic velocity, $c_{\ell}$, in $\mathbb{R}$, and attenuation coefficient, $\alpha_{\ell}$, in $\mathbb{R}$. Let $T_{j}^{o}(v)$, and $T_{r,j}^{o}(v)$, denote that outgoing and returning propagation time of the beam through each layer of the medium. Notice that both times will be functions of the particular voxel, $v$, and the return time will also be a function of the particular microphone, $j$. Then we model the frequency domain transfer function as

$$G_{j}(v, f) = \lambda(v) \prod_{\ell = 1}^{L} e^{-(c_{\ell} \alpha_{\ell} |f| + 2\pi f)(T_{j}^{o}(v) + T_{r,j}^{o}(v))}$$

(2)

where $j^2 = -1$ and

$$\lambda(v) = \phi_{j}(v) \left( \prod_{\ell = 2}^{L} \frac{2\zeta_{\ell}}{\zeta_{\ell-1} + \zeta_{\ell}} \right) \left( \prod_{\ell = 1}^{L-1} \frac{2\zeta_{\ell}}{\zeta_{\ell} + \zeta_{\ell+1}} \right)$$

(3)

where $\zeta_{\ell}$ in $\frac{ka_{\ell}}{m_{\ell}}$ is the acoustic impedance of the $\ell$th layer and $\phi_{j}(v)$ is the scalar correction due to beam collimation discussed in Section II-C. Note that $\lambda(v)$ in (2) models the effects on the amplitude of the received signal by the beam collimation and impedance mismatch between the layers, which are the formulas defined between parentheses in (3). We can further simplify the expression, but defining two quantities

$$\gamma_{j}(v) = \sum_{i=1}^{L} c_{\ell} \alpha_{\ell} \left[ T_{j}^{o}(v) + T_{r,j}^{o}(v) \right]$$

(4)

$$T_{j}(v) = \sum_{i=1}^{L} \left[ T_{j}^{o}(v) + T_{r,j}^{o}(v) \right] .$$

(5)

In this case, the frequency domain transfer function has the simpler form of

$$G_{j}(v, f) = \lambda(v) e^{-\gamma_{j}(v)|f|+2\pi f T_{j}(v))}.$$  

(6)

In this form, it is clear that $T_{j}(v)$ represents the round-trip group delay to voxel $v$, and $\gamma_{j}(v)$ represents the signal dispersion. From this, the Fourier transform of the received signal given by

$$Y_{j}(v, f) = x(v) \lambda(v) S(f) e^{-(\gamma_{j}(v)|f|+2\pi f T_{j}(v))}$$

(7)

where $S(f)$ is the Fourier transform of the transmitted signal, and $x(v)$ is the reflection coefficient for the voxel $v$. Then in the time-domain the received signal is given by

$$y_{j}(v, t) = x(v) \lambda(v) h(\gamma_{j}(v), t - T_{j}(v)),$$

(8)

where

$$h(\gamma, t) = \mathcal{F}^{-1}\left\{ S(f) e^{-\gamma|f|} \right\}$$

(9)

and $\mathcal{F}^{-1}$ is the inverse Fourier transform.

Thus, the output at each time $t$ and each receiver $j$ can be expressed as an inner product between the input $x(v)$ and a row of the forward model’s system matrix, $A$. This is expressed in the following formula.

$$y_{j}(t) = \sum_{v} [h(\gamma_{j}(v), t - T_{j}(v)) \lambda(v)] x(v)$$

(10)

So from this we see that, for the multi-layer case, we will need to first compute, $T_{j}(v)$, the acoustic travel time of the signal through each layer for each voxel in order to obtain a expression for the received signal. This is the subject of the next section.

**B. Time Delay Computation**

In single-layer structures, the computation of the time delays at the image voxels is straightforward. However, in multilayered structures, the acoustic speed varies with depth, which causes reflections and refractions that result in a complex wave path. In order to compute the received signal of (10), we need to know the time delays for each layer, $T_{\ell}^{o}(v)$ and $T_{r,\ell}^{o}(v)$, which will be dependent on the path of the acoustic signal through the multiple layers of the material. Fig. 2 illustrates the acoustic path as it passes through the layers of the medium. Because each layer has different acoustic velocity, $c_{\ell}$, the signal will be refraacted as it passes between layers. Let $\theta_{\ell}^{o}$ represent the angle of outbound propagation through the $\ell$th material, and let $\theta_{r,\ell}^{o}$ represent the angle of return propagation, as in Fig. 2. Then by Snell’s law, we know that

$$\theta_{\ell}^{o} = \sin^{-1}\left( \sin(\theta_{\ell-1}^{o}) \frac{c_{\ell}}{c_{\ell-1}} \right)$$

(11)

and the return angles are given by

$$\theta_{r,\ell-1}^{o} = \sin^{-1}\left( \sin(\theta_{r,\ell}^{o}) \frac{c_{\ell}}{c_{\ell+1}} \right).$$

(12)

Consequently, if we know $\theta_{1}^{o}$ and $\theta_{L}^{o}$, then we can use the recursions of (11) and (12) to compute the remaining angles. We denote these two functions that represent the result of this calculation as

$$\theta_{\ell}^{o} = f_{\ell}^{o}[\theta_{1}^{o}]$$

$$\theta_{r,\ell}^{o} = f_{r,\ell}^{o}[\theta_{L}^{o}].$$
Let \( \eta_L \) denote the thickness of the \( \ell \)th layer, then we can express the vertical distance that the outbound acoustic signal travels as

\[
Z^t[\theta^t_1] = \sum_{\ell=1}^{L} \eta_L \tan \left( f_1^\ell \left( \theta^t_1 \right) \right)
\]

and the vertical distance that the returning signal travels as

\[
Z^r[\theta^r_1] = \sum_{\ell=1}^{L} \eta_L \tan \left( f_1^\ell \left( \theta^r_1 \right) \right).
\]

As an example, Fig. 3 shows the relationship between \( Z^t(\theta^t_1) \) versus \( \theta^t_1 \) and \( Z^r(\theta^r_1) \) versus \( \theta^r_1 \) in three layer media with parameters as shown in Table I. We note that it is clear from this example, that \( Z^t(\theta^t_1) \) is a monotone increasing function of \( \theta^t_1 \).

Next, for each voxel, \( v \), we must solve for the unknown angles, \( \theta^t_1(v) \), the departure angle of the outbound acoustic signal, and \( \theta^r_1(v) \), the arrival angle of the returning acoustic signal. We can do this by solving the following two equations.

\[
Z_v - Z_o = Z^t \left[ \theta^t_1(v) \right]
\]

\[
Z^r_v - Z_v = Z^r \left[ \theta^r_1(v) \right]
\]

where \( Z_v - Z_o \) is the vertical distance between the transmitter, \( r^t_v \), and the voxel, \( v \); and \( Z^r_v - Z_v \) is the vertical distance between the microphone, \( r^r_j \), and the voxel, \( v \). Since both functions are monotone increasing functions of their arguments, these equations can be easily solved using half interval search as described in [29].

Once the values of \( \theta^t_1 \) and \( \theta^r_1 \) are determined, then the values of the time delay can be computed using the following two equations.

\[
T^t_{\ell}(v) = \eta \sqrt{1 + \tan^2 \left( f_1^\ell \left( \theta^t_1(v) \right) \right)}
\]

\[
T^r_{\ell}(v) = \eta \sqrt{1 + \tan^2 \left( f_1^\ell \left( \theta^r_1(v) \right) \right)}
\]

This provides all the values that are needed to compute the solution to (6).

C. Collimated Beam Modeling

In this section, we develop a model for the collimated beam generated by the acoustic source transducer used in our experiments. In order to accurately model the effects of beam collimation, we use an apodization function inspired by work of [7] as later adapted by [22]. Adapting this approach to better model the collimated beam and defining the angle at the receiver as \( \theta^t_{1,j} = f_1^\ell \left[ \theta^r_{L,j}(v) \right] \) our apodization function is given by

\[
\phi_j(v) = \cos^\beta \left( \theta^t_{1,j}(v) - \theta^t_p \right) \cos^2 \left( \theta^r_{1,j}(v) \right)
\]

where \( \beta \) is a parameter that controls the beam apodization, and \( \theta^t_p \) is the pointing angle of the transmitter as shown in Fig. 2. The reason behind modeling the pointing angle of the transmitter is because in practice, the transmitter is often tilted upward with respect to the axial direction of the microphones array to increase the ultrasonic illumination range and ensure reflection of the transmitted signal to the receivers [19].

D. Single Frequency System Matrix Construction

In this section, we describe how the the matrices, \( A \) and \( D \), are constructed from the multi-layer acoustic model for a single frequency as described in Section II. In the following section, we will describe how these system matrices are combined to form the full system matrix used in the multi-frequency case.

In order to reduce computation, we window our model of the received signal in time by replacing \( h \) of (8) with

\[
\tilde{h}(\gamma_j(v), t) = h(\gamma_j(v), t) \text{rect} \left( \frac{t - \frac{1}{2}}{t_0} \right),
\]

where \( t_0 \) is a constant based on the assumption that \( h(\gamma_j(v), t) \approx 0 \) for \( t > t_0 \) and \( \text{rect}(u) = 1 \) for \( |u| < \frac{\Delta}{2} \) and 0 otherwise. By populating \( A \) and \( D \) with the windowed function, \( \tilde{h} \), we ensure that the matrices are sparse so that computation and memory usage are reduced.

Equation (10) can then be used to populate the entries of the system matrix \( A \). For each voxel, \( v_i \), and receiver location, \( r^r_j \), the following partial column vector is formed

\[
a_i^{k,j} = \begin{bmatrix}
\tilde{h}(\gamma_j(v_i), t_0) \\
\vdots \\
\tilde{h}(\gamma_j(v_i), t_{m-1})
\end{bmatrix}
\]

where \( t_m = m \Delta + T_o \) and \( \Delta \) is the time sampling period. A full column vector of the system matrix, \( A \), is then formed by concatenating the partial columns for each receiver.

\[
A_i = \begin{bmatrix}
a_i^{1,1} \\
\vdots \\
a_i^{1,K}
\end{bmatrix}
\]
And then the full system matrix is formed by concatenating the columns.

\[
A = [A_{s,1}, \ldots, A_{s,N}] \tag{21}
\]

Note that (10) can also be used to populate the entries of the matrix \(D\). However, the group delay and signal dispersion formulas introduced above depend on the voxel \(v\), which is not the case for the direct arrival signals. Hence, we define the time delay from the transmitter, \(r^t_s\), to each receiver, \(r^r_j\), and the direct arrival signal dispersion, respectively, as

\[
\tau_j = \frac{\|r^t_s - r^r_j\|}{c_d}
\]

\[
\tilde{\gamma}_j = \alpha_d c_d \tau_j
\]

where \(\alpha_d\) and \(c_d\) are the attenuation coefficient and acoustic velocity of the material that the transducers are embedded in. The matrix \(D\) is formed from \(K\) columns, one for each detector location \(r^r_j\). We denote the columns of \(D\) as \(d^j\). Then, for the \(k\)th receiver, a partial column vector, \(d^k \in \mathbb{R}^M\), is formed by

\[
d^k = \begin{bmatrix}
\tilde{h}(\tilde{\gamma}_j, t_0) \\
\vdots \\
\tilde{h}(\tilde{\gamma}_j, t_{M-1})
\end{bmatrix}
\tag{22}
\]

These partial vectors can then be concatenated to form the full matrix given by

\[
D = \begin{bmatrix}
d^1 & 0 & \cdots & 0 \\
0 & d^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & d^K
\end{bmatrix}
\tag{23}
\]

E. Multi-Frequency UMBIR

In order to do multi-frequency reconstruction, we must form a system matrix that account for measurements at all frequencies simultaneously. Let \(S\) denote the number of distinct excitation frequencies, and let \(A^s\) and \(D^s\) denote the associated system matrix and direct arrival signal matrix constructed using the methods described in Section II-D, and let \(y^s\) denote the measurements associated measurements. Then we can form the full measurement vector, \(y\), full system matrix, \(A\), and direct arrival signal matrix, \(D\), to be as follows

\[
y = \begin{bmatrix}
y^1 \\
\vdots \\
y^S
\end{bmatrix},
A = \begin{bmatrix}
A^1 \\
\vdots \\
A^S
\end{bmatrix},
D = \begin{bmatrix}
D^1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & D^S
\end{bmatrix}
\tag{24}
\]

III. PRIOR MODEL OF UMBIR

For the prior model, we adopt the q-generalized Gaussian Markov random field (QGGMRF) from [22], [30]. With this design, the prior probability is

\[
p(x) = \frac{1}{z} \exp \left( - \sum_{(s,r) \in C} b_{s,r} \rho(x_s - x_r) \right), \tag{25}
\]

where \(z\) is a normalizing constant, \(C\) is the set of pair-wise cliques,

\[
\rho(\Delta) = \frac{|\Delta|^p}{\rho_0^p} \left( \frac{\Delta}{\rho_0^p} \right)^{\frac{1}{q-1}} \sum_{(s,r) \in C} \left( \frac{\Delta}{\rho_0^p} \right)^{\frac{1}{q-1}}, \tag{26}
\]

\[
\sigma_{s,r} = \sigma_0 \sqrt{d_s v_r}, \tag{27}
\]

\[
v_s = 1 + (\nu - 1) \left( \frac{d_s}{d_{\text{max}}} \right)^a, \tag{28}
\]

where \(\nu > 0, a > 0, d_s\) is the distance from the sensor assembly to pixel \(s\), and \(d_{\text{max}}\) is the max of \(d_s\) over all \(s\). We use \(1 < p < q = 2\) to insure convexity and continuity of first and second derivatives of the prior model. The parameter \(T\) is unit-less and controls the edge threshold. The QGGMRF parameter \(\nu\) is unitless and can be adjusted to amplify reflections at deeper regions if needed. Finally, by taking the negative log of (25), the prior model penalty function is given by

\[
- \log p(x) = \sum_{(s,r) \in C} b_{s,r} \rho(x_s - x_r) + \text{constant}. \tag{29}
\]

IV. MAP ESTIMATION AND THE UMBIR ALGORITHM

In order to perform UMBIR reconstruction, we will need to estimate both the image, \(x\), and the direct arrival signals coefficients, \(g\). Using the MAP formulation, the multi-layer UMBIR reconstruction is then given by

\[
(\hat{x}, \hat{g}) = \arg \min_{(x,g)} \left\{ - \log p(y|x, g) - \log p(x) - \log p(y|g) \right\}. \tag{30}
\]

We will use an improper prior distribution for \(g\) of the form

\[
- \log p(g) = \text{constant}
\]

the prior term for \(x\) is given by (29) above; and the forward model term is given by

\[
- \log p(y|x, g) = \frac{1}{2\sigma^2} \| y - Ax - Dg \|^2 + \text{constant} \tag{31}
\]

where the system matrix, \(A\), and the direct arrival matrix, \(D\), are constructed as described in Section II above.

Putting this together, results in the

\[
(\hat{x}, \hat{g}) = \arg \min_{(x,g)} \left\{ \frac{1}{2\sigma^2} \| y - Ax - Dg \|^2 + \sum_{(s,r) \in C} b_{s,r} \rho(x_s - x_r) \right\}. \tag{32}
\]

In order to compute the MAP estimate (32), we use Iterative Coordinate Descent (ICD) algorithm with the majorization technique for the prior model as described in [29].

V. EXPERIMENTAL RESULTS

In this section, we present results using both synthetic and measured data sets. The synthetic data was generated using the
Fig. 4. Comparison of experimentally measured and simulated apodization functions. A simulated beam profile, \( \phi(v) e^{-\alpha_0 r(v)} \), using the apodization function of (17) for (a) \( \beta = 1 \), (b) \( \beta = 4 \), and (c) \( \beta = 8 \). (d) Experimentally measured beam profile for a collimated source. Notice that the value of \( \beta = 8 \) provides a reasonably accurate approximation to the true beam profile.

### TABLE II
PARAMETER SETTINGS FOR CONCRETE CYLINDER AND GRANITE BLOCK RECONSTRUCTIONS

| Parameter     | CC-KWave | CC-Exp | GB-Exp | Unit |
|---------------|----------|--------|--------|------|
| Num. rows     | 140      | 140    | 110    | -    |
| Num. cols     | 70       | 70     | 124    | -    |
| Recon. resolution | 3        | 3      | 3      | mm   |
| Sampling freq. | 2        | 2      | 5      | MHz  |
| FOV height    | 420      | 420    | 330    | mm   |
| FOV depth     | 210      | 210    | 370    | mm   |
| \( \beta \)   | 8        | 8      | 8      |      |
| \( \alpha_{\text{water}} \) | 2        | 2      | 2      | 1/Hz m |
| \( \alpha_{\text{concrete}} \) | 30       | 30     | 30     | 1/Hz m |
| \( \alpha_{\text{granite}} \) | -        | -      | 88     | 1/Hz m |

| Parameter     | CC-KWave | CC-Exp | GB-Exp | Unit |
|---------------|----------|--------|--------|------|
| Num. iterations | 100      | 100    | 100    | -    |
| \( \sigma \)  | 0.1      | 0.12   | 0.2    | Pascal |
| \( \rho \)    | 1.1      | 1.1    | 1.1    |      |
| \( \psi \)    | 2.0      | 2.0    | 2.0    |      |
| \( T \)       | 0.01     | 1      | 0.001  | -    |
| \( \sigma_0 \) | 2        | 2      | 2      | m\(^{-2}\) |
| \( \nu \)     | 10       | 10     | 5      | -    |
| \( \alpha \)  | 2        | 2      | 3      | -    |

K-Wave simulation package [31]. Both our synthetic and measured data experiments are designed to evaluate the performance of the well-bore integrity inspection system designed at the Los Alamos National Laboratory (LANL) and shown in Fig. 5 and Fig. 9. This system uses a collimated acoustic transmitter along with an array of 15 receiving transducers. More detailed about the designed transducer can be found in [32].

### A. Methods

In order to validate our method, we performed two different experimental studies: The concrete cylinder (CC) experiment and the granite block (GB) experiment. In order to evaluate our method we also generate simulated data that is similar to the CC experiment using the K-Wave software (referred to in the results as CC-KWave). Table II provides all parameters used in our reconstruction experiments for the three cases.

Our forward model can account for the the shape of the collimated beam as discussed in (17). Therefore, we have to pick the value of the \( \beta \) in (17) that best matches the type of profile used in the experimental data. In Fig. 4, we visualize the effects of \( \beta \) on beam spread and compare it with measured data. In Fig. 4(a-c), we plot \( \phi(v) e^{-\alpha_0 r(v)} \) for \( \beta = 1, 4, \) and \( 8 \), where \( \phi(v) \) is the apodization function from (17), \( \alpha_0 \) is the attenuation coefficient in \( m^{-1} \), \( \theta(v) \) is the angle between beam direction and \( v \), and \( r(v) \) is distance from source to \( v \). Increasing \( \beta \) decreases the beam spread and makes it more collimated, with good perceptual fit to the measured data in Fig. 4(d) when \( \beta = 8 \).

### B. Concrete Cylinder Experiment

Fig. 5 illustrates the experimental setup for the concrete cylinder experiment that was performed at LANL [32]. The concrete cylinder is designed to represent a concrete well bore with a central hole that contains the acoustic imaging sensor. Fig. 5(a) shows that on one side of the concrete cylinder there is a notch marked with red paint that is 50 mm deep and subtends an angle of approximately 45°. Fig. 5(c) is a detailed diagram showing the dimensions and positions of all the components. Notice that the acoustic imaging sensor is placed in the center of the cylinder with the receiver array at the top and the acoustic transmitter at the bottom. The blue box in Fig. 5(c) shows the region in which the K-Wave simulation is performed for the generation of synthetic data. Note that UMBIR models all water, Plexiglass, and concrete layers, but the imaging domain (the red box in Fig. 5(c)) is the concrete layer alone.

Fig. 5(b) shows the receiver array along with the collimated transmitter hanging below. This entire assembly is positioned inside the bore hole at the center of the concrete cylinder where it can be rotated by the computer-controlled rotation system. Fig. 5(d) is a diagram showing the position of the transducers in the sensor array. We note that the transmitters and receivers are immersed in water to facilitate acoustic transmission into and out of the concrete. However, there is an vacuum barrier shown as a green line in Fig. 5(c) that is positioned between the transmitter and receivers aiming to block the direct arrival signal.
Fig. 5. (a) Picture of the concrete cylinder. (b) A picture of acoustic imaging sensor removed from cylinder. (c) A cross section of the concrete cylinder with detailed specification of distances. The blue rectangle indicated the computation domain to generate the synthetic data, and the red rectangle indicates the imaging domain. (d) The sensor geometry.

Table III

| Transmit Signal Parameters Used for the Concrete Cylinder Experiment |
|-----------------------------------------------------------------------|
| Excitation Frequency | Duration | Pulse Shape |
|-----------------------|----------|-------------|
| 29 kHz                | 200 µs   | Tukey       |
| 42.4 kHz              | 200 µs   | Tukey       |
| 58 kHz                | 50 µs    | Tukey       |

Table III lists out the transmission parameters at the three different excitation frequencies that were used. The data was collected at 5° increments using a rotational span of 180°, with the sensor assembly facing the middle of the notch at the rotational position of 90°.

1) K-Wave Results: In order to better understand the concrete cylinder experiment, we first perform reconstructions using synthetic data generated with the K-Wave simulation using the parameters shown in Table IV. Table II lists the parameter settings used in K-Wave data reconstructions under CC-KWave, and all simulations are done using a perfectly matched layer (PML) that extends in all directions from the outer boundary of the computational domain. The regions beyond the top, bottom, and back wall are assumed to be air (yellow region) to mimic
Fig. 6. Results using synthetic data generated with K-Wave for concrete cylinder experiment. (a) ground truth with notch and (b) multi-frequency UMBIR reconstruction of K-Wave data with notch; (c) ground truth without notch and (d) multi-frequency UMBIR reconstruction of K-Wave data without notch; (e), (g), and (i) single frequency SAFT reconstructions at 29 kHz, 42 kHz, and 58 kHz without notch; (f), (h), and (j) single frequency UMBIR reconstructions at 29 kHz, 42 kHz, and 58 kHz without notch; The red and green dashed lines indicate the notch and backwall locations, respectively. Notice that the two MF-UMBIR reconstructions of (b) and (d) accurately reconstruct the location of the notch and the back wall.

Fig. 7. Results of reconstructing experimental data collected from concrete cylinder. Column 1 to 3 of figure: Single frequency UMBIR reconstructions at excitation frequencies of 29 kHz, 42.4 kHz, 58 kHz and multi-frequency UMBIR, without and with the notch. Column 4 of figure: Multi-frequency UMBIR reconstruction without and with the notch. Notice that the multi-frequency UMBIR reconstruction results in much better localization and greater accuracy of the back wall location.
Multi-frequency UMBIR panoramic stitched reconstruction of the concrete cylinder at a fixed height of 27 cm obtained at each of 37 views in the range from 0° to 180° and displayed in polar coordinates. The red dashed line shows the location of the wall and notch, which is closely followed by MF-UMBIR reconstructions.

Table IV

| Component                        | Dimensions | Units |
|----------------------------------|------------|-------|
| Computational domain height      | 855        | mm    |
| Computational domain width       | 362        | mm    |
| Pixel pitch in x/y direction     | 3          | mm    |
| Perfectly matched layer (PML) size | 20      | samples |
| Water acoustic speed             | 1.5        | km/s  |
| Plexiglas acoustic speed         | 2.82       | km/s  |
| Concrete acoustic speed          | 2.62       | km/s  |
| Water density                    | 997        | kg/m³ |
| Plexiglas density                | 1180       | kg/m³ |
| Concrete density                 | 1970       | kg/m³ |
| Water attenuation                | 0.75       | Np/m  |
| Plexiglas attenuation            | 0.06       | Np/m  |
| Concrete attenuation             | 0.05       | Np/m  |

Fig. 6 shows a comparison of single frequency UMBIR, multi-frequency UMBIR, and SAFT when reconstructing synthetically generated concrete cylinder data. Fig. 6(a) and (c) show the ground truth used to generate the data with and without the notch, respectively. With the notch, the back wall should be located at a depth of 18.85 cm (shown with a red dotted line), and without the notch it should be located at a depth of 23.85 cm (shown with a green dotted line).

The single frequency SAFT reconstructions in Fig. 6(e), (g), and (i) show multiple reflections from the back wall and other artifacts at each excitation frequency, which leads to uncertainty in the estimated location of the back wall. In contrast, the single frequency UMBIR reconstructions in Fig. 6(f), (h), and (j) show that even single-frequency UMBIR reconstructions provide fewer artifacts and more accurate localization of the back wall than SAFT.

The multi-frequency UMBIR reconstruction with the notch in Fig. 6(b) is a substantial improvement over the single frequency UMBIR reconstructions. The same is true for the multi-frequency UMBIR reconstruction without the notch in Fig. 6(d). This demonstrates that joint processing of low and high excitation frequencies results in substantially better reconstruction quality than single-frequency reconstruction.

Table V gives approximate computation times for 100 iterations of single and multi-frequency UMBIR using an optimized code running on an Intel(R) Core(TM) i7 CPU E5-2603 0 @ 1.80 GHz, 32.00 GB RAM. The table lists out both the time required to compute the system matrices, $A$ and $D$, and the time required to reconstruct one 2D image for the concrete cylinder data set shown in Fig. 6(i) and (j).

Fig. 7 depicts a selection of cross-section reconstruction results using the measured experimental data. The left 3 columns of Fig. 7 show single frequency UMBIR cross-section reconstructions for the excitation frequencies 29 kHz, 42.4 kHz, 58 kHz without and with the notch. Column 4 shows the multi-frequency UMBIR reconstruction without and with the notch. We again note that the back wall without and with the notch are located at 23.85 cm and 18.85 cm, respectively. So from this we see that the joint reconstruction of the multiple frequencies more accurately localizes the back wall.

The panoramic reconstruction view of the concrete cylinder in Fig. 8 provides a more visually intuitive interpretation of the multi-frequency UMBIR reconstruction. The panoramic reconstruction is formed by combining the views from each measured angle (37 equi-spaced angles from 0° to 180°) to form a 2-dimensional horizontal cross-section at a fixed height of 27 cm. In this case, both the back wall with and without the notch is shown as a dotted red line. Notice that the multi-frequency reconstruction localization closely follows its true location. There is some error in capturing the transition along the notch, but the locations are captured accurately over a large range of angles, and there are few reflection artifacts.

Table VI gives transmit signal parameters used for the granite block experiment.

| Excitation Frequency | Duration | Pulse Shape |
|----------------------|----------|-------------|
| 103.38 kHz           | 150 µs   | Tukey       |
| 162.316 kHz          | 50 µs    | Tukey       |
| 220.554 kHz          | 50 µs    | Tukey       |
Fig. 9. Set up for the Granite Block experiment. (a) Top-view photo of the granite block used in the experiment. The two left and right defects are approximately 21 cm away from the center of the borehole. (b) The transmitter/receiver system used in experiment. (c) The dimensions of the granite block and (d) a diagram for a cross-section. The red box indicates the area reconstructed by UMBIR.

Fig. 10. UMBIR and multi-frequency UMBIR reconstruction results using experimentally measured data from the granite block (GB) experiment. Left to right columns correspond to the excitation frequencies 103.38 kHz, 162.316 kHz, 220.554 kHz, and the multi-frequency joint reconstructions, respectively. The first row of reconstruction corresponds to 0° with no defect, and the second row corresponds to 90° with a defect. The red dotted line indicates the location of the defect. Notice that the multi-frequency UMBIR reconstructions shows substantial improvements over single-frequency reconstructions and that it more accurately localizes the position of the defect and then wall.

C. Granite Block Experiment

Fig. 9 illustrates the experimental set up use of the granite block data set described in this section. The granite block has a borehole with a steel casing of 4” inner diameter and 4.5” outer diameter. The casing-cement interface is located at 4.5” from the borehole center, and the cement-granite interface is located at 5.25”. The granite block has induced defects, as can be seen in Fig. 9(a), located at approximately 21 cm from the borehole center.

Before imaging, the borehole was filled with water. Similar to the previous experiment, there is one transmitter and 15 receivers. The transmitter is aligned with the detectors and has a firing angle of 35°. The receiver/transmitter system deployed to the granite block is shown in Fig. 9(b).

Data was collected from 24 azimuth scans uniformly separated with an angle 15° to cover of 360°. Table VI lists out the transmission parameters at the three different excitation frequencies that were used for this experiment. Table II gives the parameter values used in reconstructions of the granite block data. Note that UMBIR models all water, steel, concrete, and granite layers. However, the red box in Fig. 9(d) shows the area (granite) reconstructed using our UMBIR approach.

Fig. 10 shows cross-section reconstructions from the granite block experimental data, at rotational positions 0° and 90°, with the defect in view at 90° and not at 0°. Notice that the multi-frequency UMBIR reconstruction at 0° has a clear reflection from the sidewall around 31 cm (the black dashed line), while the reconstruction 90° has a clear reflection from the defect around 21 cm (the red dashed line).
Fig. 11 shows the multi-frequency UMBIR panoramic stitched reconstruction of the granite block (GB) at a fixed height of 25.8 cm obtained at each of 24 views in the range from 0° to 360° and positioned in polar coordinates. The dashed black square shows the outer edges of the GB, and the red circles indicate the two embedded defects. The defects and side walls are imaged fairly accurately, while the distance from center to each corner is underestimated, likely due to reflection effects in the corners.

VI. USE CASES AND LIMITATIONS

We note that our method is most appropriate for engineered objects in which there is fairly detailed knowledge of the materials, their configuration, and the sampling system. More precisely, we need to have an accurate model of the depth of each layer and the density and acoustic speed in each layer, as well as to know the number and location of transmitters and receivers, the input signal to the system, and the sampling frequency. Subject to these constraints, MF-UMBIR is able to identify accurately the location of significant defects or anomalies in the object.

We also note that the impact of mode conversion from longitudinal to shear waves (and back) on our reconstruction is nonnegligible. In addition, for a solid or partially solid medium an elastic wave propagation model is the gold standard. These unmodeled effects may account for some image artifacts. Although the proposed technique does not attempt to directly model this physics, we use regularization to mitigate their effects. Moreover, our acoustic reconstruction technique provides image quality at par with elastic models at a fraction of the computational cost, which is highly desirable for field-deployed inspection systems.

VII. CONCLUSION

In this article, we proposed a multi-layer, multi-frequency collimated ultrasound model-based iterative reconstruction (UMBIR) algorithm. To do this, we introduced a computationally efficient method for computing an accurate forward model system matrix for multi-layered structures that can typically occur in practical ultrasound imaging scenarios using collimated beam ultrasonic transducers. We also formulated the reconstruction method using MAP reconstruction with space-varying image prior along with model of the direct arrival signal.

We tested our method on both simulated and experimentally measured data using two different scenarios corresponding to a concrete cylinder and a granite block. Both scenarios were designed to represent the imaging of defects in a well-bore.

In all cases, we found that multi-frequency UMBIR reconstructions had substantially better quality than single-frequency UBMIR reconstructions, and that single-frequency UMBIR reconstructions had substantially better quality than SAFT reconstructions. Multi-frequency UMBIR reconstructions had much better localization of image defects. In addition, the multi-frequency UMBIR reconstructions accurately detected the location of defects and object back walls.
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