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Abstract
The final architecture of a complex system reflect preferences of several value chain stakeholders on system attributes, also called “ilities”. Owing to differences in their individual roles and responsibilities, different stakeholders prefer different approaches to architect and decompose a system to optimize their attributes of interest. However, owing to increasing complexity of modern engineering systems, optimizing multiple attributes of complex systems has become challenging; moreover, very few researches have been published in this regard. Thus, to address this gap in available literature, this paper presents a multi-attribute optimization framework for complex system decomposition. The proposed framework primarily optimizes two attributes—system robustness (to the perspective of the stakeholder), and modularity—while system maintainability is considered an optimization constraint. Feasibility of the proposed framework has been demonstrated through a case study, wherein system attributes of three different mechanical clock models having different architectures were optimized.
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1 Introduction

System architecture selection and decomposition is one of the most important processes that determine the success or failure of a system. It is the key responsibility of the system architect to generate the most optimal system architecture and decompose the chosen architecture into a subsystem configuration that optimizes various system attributes. Additionally, this aspect considerably influences downstream design processes. Given the escalating demand for superior system performance, implementation of latest technologies, and increasing pressure to reduce development time as well as lifecycle costs, the front-end system architecting has assumed critical importance.

Designing complex systems requires the participation of several value chain stakeholders who attempt to optimize particular system attributes, which are critical to the success of the system being designed. These attributes include system complexity, performance, modularity, and maintainability. Based on their responsibilities, the stakeholders involved seek to optimize different system attributes. For example, system engineers who are responsible for the overall system design, attempt to reduce the overall complexity of the system to reduce the resources required for the system development. Design engineers, who are responsible for the detailed design, strive to achieve the maximum system performance for their assigned subsystems. Production engineers seek to modularize the system to optimize the assembly sequence and overall productivity. Field engineers responsible for system maintenance, strive to optimize the maintainability as the prime objective for the final deliverable.

However, improving a particular system attribute often affects other system attributes, in a positive or negative manner. For example, a design engineer who seeks to generate a design that achieves the highest system performance might propose an integral system design. The choice of the integral system design might affect the assembly sequence developed...
by the production engineer, making it longer and more complex, resulting in a loss of productivity. Additionally, the integral system design choice influences field engineers because the maintenance time defined by them may increase owing to the system’s integral nature. It is clear that attempts by individual stakeholders to optimize a particular system attributes may affect attributes relevant to other stakeholders. Consequently, a balance among system attributes must be realized to ensure that the system can be designed, launched, operated, and disposed in an optimum manner. If system attributes can be optimized upfront during the architecting and decomposition stages, the overall development effort and associated lifecycle costs can be reduced.

In this study, we propose a multiple system attribute optimization framework that can be implemented during the system architecting and decomposition phases. Feasibility of the proposed framework has been demonstrated by selecting three system attributes—robustness, system modularity, and maintainability. From the traditional engineering design viewpoint, robustness refers to the ability of a system to function normally in the event of uncertainties within the operating environment and system conditions (Phadke 1989). However, in this study, robustness pertains to that of system architecture decomposition considering different stakeholder perspectives (Ahn et al. 2018). Modularity pertains to the ability of a system to be decomposed into distinct subsystems with each subsystem being tightly integrated within itself but loosely connected to other subsystems (Baldwin and Clark 2000). Lastly, maintainability corresponds to a system’s ability to be maintained throughout its lifecycle (Blanchard and Blyler 2016).

The objective of this study is to determine a Pareto optimal set of modular system architecture decompositions that are both robust with regard to different value chain stakeholder perspectives and easy to maintain throughout the system lifecycle. The optimization framework has been demonstrated through a case study, wherein system attributes pertaining to three clock architectures have been optimized. This work contributes to complex system design research by introducing an enabler to optimize and balance different system attributes early during the system architecting phase through various decompositions. Additionally, this research offers several optimized system architecture configurations to support subsequent system design, development, operation, and/or retirement.

Subsequent sections provide a review of existing works and describe the formulation of the proposed multiple system attribute optimization framework. Next, described is the case study performed as part of this research along with a discussion of results obtained. Finally, conclusions drawn and scope for future work have been elucidated.

### 2 Previous work

#### 2.1 System architecture and attributes

The system design process is a set of activities that translate ambiguous customer needs into quantifiable functions and the final architecture that imbeds the identified functions. A typical system design process is a linear process with critical reviews scheduled at major milestones, such as the voice of customer analysis, system concept selection, detailed design, and system ramp-up (Otto and Wood 2001; Ulrich and Eppinger 2016). However, owing to the wide variety of system types, many system design processes are modified to suit the type of system being designed. Examples of such processes include the “Vee” process (Shortell 2015) used in aerospace/defense industries, and the spiral process (Boehm 1988) and Scrum process (Schwaber 2015) used in software industries.

The front-end design phase, also known as the system architecting phase, is one of the most important phases in the system design process. In this phase, different architectural concepts for the final system are generated and the key system functions are mapped to the appropriate segments of the generated system architectures. The final deliverable of the system architecting phase is the final definition of the system architecture involving a clear mapping of the key system functions to the final architecture subsystems. It is well known that the choice of the final system architecture determines the success or failure of a system. However, because many key information points pertaining to the system are unknown during this phase, the system architects need to model the system in an abstract yet informative manner to make informed decisions. To fulfill this requirement, system architecture modeling methods such as the system modeling language (Friedenthal et al. 2015), object process methodology (Dori 2002), and integration definition for function modeling (IDEF 1993) have been developed and used in the industry and academia.

The main purpose of the system architecting process is to conceive and deliver an architecture that performs required functions as well as optimize system attributes related to aforementioned functions. System attributes refer to inherent system properties that determine particular aspects of system lifecycle performance, and they are closely related to system functionality. Some of the key system attributes are the complexity, modularity, flexibility, robustness, reliability and maintainability (Allen et al. 2001). The system complexity is related to the number of system elements, and interconnecting relationships (Braha and Maimon 1998; Dolan and Lewis 2008; Maimon and Braha 1996; Malik 1984). There exist different types of...
system complexities, such as the structural, dynamic, and organizational complexities (Sheard and Mostashari 2009). Modularity can be associated with systems wherein a particular function or specific amount of complexity can be allocated to a chunk or module of concerned systems. Such modules typically comprise several intra-connections along with a small number of inter-connections to other modules (Baldwin and Clark 2000). Systems can be decomposed into different types of modules such as function-based, assembly-based, or maintenance-based modules (Suh et al. 2015).

Flexibility refers to a system’s ability to allow changes to its configuration and adapt to different operating scenarios (Engel et al. 2017; Engel and Reich 2015; Suh et al. 2007). It is often recognized as an active approach to respond to uncertainty. Robustness refers to the ability of a system to perform a required function under changing operating conditions (Phadke 1989). A robust system is designed to perform consistently under uncertain operating conditions without making changes to the system and it is a passive way to address the uncertainty. This is a system attribute central to popular design methodologies, such as six sigma and Taguchi methods. Reliability refers to the degree of system operating consistency (Carmines and Zeller 1979). It is an especially important attribute for a mission critical system, such as production equipment or power grid equipment, whose downtime can result in a significant loss of productivity and shutdown. Maintainability is measure of the degree of field maintenance of a system. Ease of maintenance results in a reduced overall operation cost owing to the reduction in the maintenance time (Blanchard and Blyler 2016). In addition to the abovementioned system attributes, others, such as safety, usability, sustainability, availability, commonality, and affordability exist, and these attributes must be carefully considered and balanced during the system architecting stage.

2.2 System design and optimization

Designing complex system architectures is an arduous task that requires significant resources and participation of several stakeholders. Depending on the system’s nature, there exist several design methodologies, customized to particular system types. Despite several methodologies being available for designing different complex system types, a common task explicitly or implicitly included in most methodologies is system decomposition.

System decomposition is an activity that divides the system into several coherent subsystems. Crawley et al. (2016) reported system decomposition as one of the most important tasks assigned to system architects. System decomposition significantly affects the overall lifecycle performance of a system. Typically, systems are decomposed to improve certain attributes. For example, a system can be decomposed for balanced complexity allocation among subsystems (Sinha and Suh 2018). Additionally, systems can be decomposed to have each subsystem perform a specific function. Alternately, systems can also be decomposed as being assembly friendly (Baldwin and Clark 2000). Another means to decompose a system involves divide it into several subsystems such that it can be flexible to accommodate future modifications in system requirements via addition, replacement, or removal of relevant subsystems (Engel et al. 2017; Engel and Reich 2015; Suh et al. 2007).

Owing to system decomposition activity taking place during the early system architecting stage, system modeling must be performed in an abstract manner with limited information availability. Additionally, the system model must be easy to facilitate system decomposition. A popular system model widely used in academia and industry alike for this purpose is the design structure matrix (DSM), which is a matrix representation of a system (Eppinger and Browning 2012). Since its formal introduction by Steward (1981), DSM has been used to model systems for decomposition and integration problem solving purposes (Browning 2001). It has been widely used to model products (Kasperek et al. 2015; Suh et al. 2015; Tilstra et al. 2012) such as a jet engine (Sosa et al. 2003), an industrial printing system (Suh et al. 2010), a robotic spacecraft (Brady 2002), a helicopter (Eckert et al. 2004), a train bogie (Sinha and Suh 2018), and an electric train static inverter system (Sinha et al. 2020). It is also used to model organizations (Coates et al. 2000; Moon et al. 2015; Sage and Rouse 2009) and processes (Browning 2014; Sacks et al. 2004; Sharon et al. 2011).

A key objective of system decomposition is to divide systems into several subsystems or “modules” to improve system attributes. For example, system decomposition to improve product manufacturing and assembly is focused on improving system modularity (Whitney 2004). Decomposing a system into several modules with redundant features aims to improve system availability (Suh and Kott 2010). Product platform design methodologies focus on decomposing systems into common modules used for all products in the product family as well as variant modules to be used for individual products. This, in turn, enhances system commonality (Meyer and Lehnerd 1997). Additionally, decomposition and embedment of real options in modules to respond to future uncertainties are performed to enhance system flexibility (Suh et al. 2007; Trigeorgis 1996). Several studies in the field of modular system design have been published to this end. Researches concerning modular system design can be classified into modularity metric development and modular system clustering algorithms.

The modularity metric measures the extent to which a particular system decomposition can be modularized. Several metrics have been proposed to this end, and reviews
of past metrics have been reported in several extant studies (Guo and Gershenson 2003; Guo and Gershenson 2004; Holttá-Ottó et al. 2012; Van Eikema Hommes 2008). According to Holttá-Ottó et al. (2012), there exist two modularity-metric types. The first type measures the degree of coupling between modules. These metrics account for connections between elements as well as identify strong and loose couplings. Metrics categorized in the first type include those developed by Martin and Ishii (2002), Holttá-Ottó and de Weck (2007), Guo and Gershenson (2003), and Jung and Simpson (2017) to mention just a few. Metrics of the second type help identify similarities between individual modules by considering commonalities in manufacturing processes, materials, and ease of reuse. Metrics following this approach include those proposed by Newcomb et al. (1998), Gershenson et al. (1999), Siddique et al. (1998), and Mattson and Magleby (2001).

Decomposition of a system into modules requires following a particular set of rules incorporated within clustering algorithms. Several clustering algorithms have been proposed to modularize complex system. Newman and Girvan (2004) proposed a clustering algorithm based on edge removal, whereas the algorithm proposed by Blondel et al. (2008) follows a two-stage approach to divide systems into several clusters. Li et al. (2017) proposed an algorithm utilizing spectral decomposition. The clustering algorithm proposed by Borjesson and Holttá-Ottó (2014) was based on modular-function deployment. Another widely used algorithm, called the Idicula–Gutierrez–Thebeau algorithm (IGTA) (Thebeau 2001) generates modular system using cluster coordination costs. For additional references on clustering algorithms, please refer to Herrmann et al. (2018).

Using above-mentioned modularity metrics and clustering algorithms, several studies concerning modular-system design and optimization have been published. Recent works in this regard include modularization of magnetic resonance imaging scanners (Sanaei et al. 2016) using the IGTA+ algorithm, modularization of an electric train static inverter system considering several design constraints, including the maintenance constraint (Sinha et al. 2020), and modularization of a train bogie system (Sinha and Suh 2018) using the metric proposed by Newman (2018).

### 2.3 Research opportunity

Although several studies have been published concerning system design methodologies to optimize system attributes, there remain unexplored research topics that can potentially contribute towards the advancement of complex system design. Recently, researchers investigating system architecture design and optimization started to explore techniques to optimize and balance multiple system attributes. The driving factor in such research is that although there exist important system attributes that affect system lifecycle performance, they need to be prioritized and balanced depending on the system’s nature and use context. For instance, systems that require future function updates must be designed with function-based modularity as the top priority system attribute. Meanwhile systems that require highly reliable lifecycle performances must be designed with reliability as the top system attribute. Similarly, systems that need to be available and operational when required by customers and/or operators must be designed with the availability as the key system attribute. To reduce the amount of effort involved in system design and development, reduction in system complexity is a key priority owing to its correlation with the effort required for system design (Kim et al. 2017).

Baylis et al. (2018) proposed a Pareto-optimization approach to optimize the commonality and modularity of product family platforms. In addition, Sinha and Suh (2018) introduced an optimization framework to optimize the system modularity and allocation of system complexity to system modules, which was demonstrated by performing a case study of a train bogie system. Sinha et al. (2020) optimized the modularity of an electric train’s static inverter system using two different clustering algorithms, whilst enforcing several design constraints, such as system component’s maintenance interval, system component’s layout, and allocation of heat generating components in different modules. Such frameworks represent an important advancement in system design research as multiple system attribute optimization can be used to obtain a set of system architecture configurations that can fulfill the needs of several value chain stakeholders.

As stated previously, the value chain stakeholders participating in system design have different priorities and preferences regarding various system attributes, owing to their varied roles and responsibilities in the value chain, and it has been demonstrated that the preferred decomposition configuration of a system can be vary depending on the priorities of individual stakeholders (Suh et al. 2015). To address this aspect and optimize the system design, the research presented in this paper introduces a multiple system attributes optimization framework that can accommodate the preferences of different value chain stakeholders. In the subsequent sections, the proposed multiple system attribute optimization framework is described in detail. Definitions of target system attributes, such as robustness (to the perspective of the stakeholder), modularity, and maintainability, are presented, and appropriate metrics for robustness and modularity have been introduced.
3 Formulation of optimization framework

3.1 Definition of system attributes used in proposed optimization framework

The objective of this study is to establish an optimization framework that can generate several system architecture configurations that are optimized for robustness and modularity and subject to maintenance constraints. However, it is important to define each system attribute in terms of the optimization framework context considered in this work.

Robustness, in this study, pertains to that of system architecture decomposition based on different stakeholder perspectives. During the early stages of system design, once the system architecture concept has been decided, the system needs to be decomposed into several subsystems and allocated to different engineering teams for detailed design. Typically, the system is decomposed into function-based subsystems, reflecting the perspective of the design engineers who are responsible for particular system functions. However, this decomposition approach may not be suitable for other value chain stakeholders, such as production engineers, and field service engineers. Production engineers prefer a system decomposition based on the physical interconnections between the components to realize a reduced assembly time, whereas field service engineers aim to group the frequently serviced components into same subsystems to realize ease of maintenance. Such regrouping or re-decomposition may lead to a prolonged design and development period. This situation of a system being decomposed differently to suit the needs of individual stakeholders creates inefficiencies in the system design process.

Consequently, the system design process can be enhanced if a set of system decomposition configurations that change minimally from stakeholder to stakeholder can be generated. For example, if a particular function-based system decomposition configuration involving minimal alterations to the composition of the components in the subsystems can be accepted by the production engineers and field service engineers, the time to rearrange and re-decompose the system will be reduced. In this context, the system decomposition configuration is considered robust to the perspective of different stakeholders. This definition of the system robustness is used throughout this study.

Modularity is defined as the property of a system whereby the system is decomposed into several modules with each module being easily assembled or removed from the system owing to its minimal interface with the rest of the system. This is a desirable attribute for various stakeholders in the value chain, albeit in different contexts. For instance, design engineers prefer function-based modules, in which a specific module performs a particular function for the entire system. Production engineers prefer assembly-based modules for ease of assembly, resulting in an increase in the productivity. Field service engineers prefer maintenance-based modules with components that require frequent service and replacement grouped together for easy disassembly and replacement.

Maintainability pertains to the degree of system maintenance. If the system can be maintained through easy repair and replacement of the consumable and spare components, the degree of maintainability is high. However, if the system is difficult to maintain, requiring a high level of labor and other resources, the system maintainability is low. The maintainability is an important attribute for systems with long lifecycles, in which the post-launch operating and maintenance costs take up the majority of the total system lifecycle cost.

In other words, in this study, the robustness is the degree of changes in the system decomposition configuration from function-based decomposition to other decompositions such as assembly-based and maintenance-based decompositions. The function-based decomposition was chosen as the reference decomposition configuration as function-based system design usually occurs early in the system design process. The modularity of a system is set based on the perspective of production engineers. Here, each module comprises complex intra-connections but minimal inter-connections to other modules, thereby making the system easy to assemble. The system maintainability is built into the optimization framework as a constraint by forcing a set of serviceable components into the same maintenance-specific modules.

3.2 Metrics of system attributes

Quantitatively assessing the system attributes for a system decomposition configuration requires measurable metrics for the corresponding system attributes. In this study, two metrics, one for robustness and the other for modularity were used to optimize the system architecture decomposition. These metrics are referred to from previously published literature.

The metric for robustness is used to measure the difference between the original system decomposition configuration and the configuration changed to suit the need of another stakeholder. A system decomposition configuration is more “robust” to the perspective of different stakeholders if the difference between these two configurations is small. This metric is known as the module diffusion index (MDI). A condensed explanation of the metric is presented in this study. For the detailed derivation, readers are referred to the paper by Ahn et al. (2018). The MDI can be defined as
In particular, when the individual elements of the $i$th module configured for perspective $A$ are diffused to a number of modules for perspective $B$, the MDI value is the exponential function of the module diffusion entropy $S_{AB}^i$. The module diffusion entropy $S$ is based on statistical mechanics, in which the entropy is often interpreted as the degree of uncertainty of the microscopic state of a system (Schwabl 2006). Consequently, $S_{AB}^i$ can be stated as

$$S_{AB}^i = \sum_{k \in T_i} \left( -p_{i,k} \ast \ln \left( p_{i,k} \right) \right)$$

where $T_i$ represents the index set of modules included in perspective $B$ that include at least one component from module $i$ in perspective $A$, and $p_{i,k}$ represents the fraction of components in the $i$th module for perspective $A$ that are contained in the $k$th module for perspective $B$. Figure 1 shows the examples of module diffusion from perspective $A$ to $B$ with the corresponding $S$ and MDI values.

As shown in the figure, the original module in perspective $A$ has ten components. When the module is re-decomposed to satisfy the needs from the perspective of stakeholder $B$, the components in the original module can be diffused differently. Example (a) shows that the modular configuration of perspective $A$ is identical to that of perspective $B$, thereby resulting in an $S_i$ value of zero and MDI value of one. Examples (b) through (d) demonstrate the variation in $S_i$ and MDI values as the components in the original module for perspective $A$ are diffused into different modules in perspective $B$.

The examples shown in Fig. 1 correspond to a single module; however, most complex systems consist of several modules, and the total MDI value for the system must be calculated. For a system composed of $m$ modules, the total MDI value can be calculated as follows:

$$\text{MDI}_{AB}^{\text{tot}} = \sum_{i=1}^{m} \left( \frac{c_i}{N} \cdot \text{MDI}_{AB}^i \right).$$

In the equation, $c_i$ represents the number of components in the $i$th module of perspective $B$ that were present in the original module in perspective $A$, and $N = \sum_{i=1}^{m} c_i$ represents the total number of components in the original module for perspective $A$. Using the MDI, system architects can measure the amount of diffusion of the original modular configuration from one perspective into the modular configurations of other perspectives. A low total MDI value for one perspective with respect to another indicates small resulting difference in system architecture decomposition between two perspectives, thereby indicating the particular decomposition to be robust to stakeholder perspectives. The opposite is true when a high total MDI value is observed.

In terms of the modularity, several modularity metrics have been developed owing to the industrial and academic interest in system modularity. These metrics can be categorized into metrics that measure the degree of coupling between modules and those that measure the similarities between modules (Holtta-Otto et al. 2012). For this study,

\[\text{MDI}_{AB}^i = e^{S_{AB}^i}.\] (1)

\[S_{AB}^i = \sum_{k \in T_i} \left( -p_{i,k} \ast \ln \left( p_{i,k} \right) \right)\] (2)

Fig. 1 Examples of module diffusion from perspective $A$ to $B$ with corresponding $S$ and MDI values (reproduced with permission from Ahn et al. (2018))
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the modularity metric developed by Newman (2018), which is based on the classical graph theory and extensively used in network science is used to measure the degree of system modularity. The formal equation for the modularity metric $Q$ is as follows:

$$Q = \sum_{i=1}^{k} (e_{ii} - a_i^2) = \text{Tr}(e) - \|ee^T\|$$

where

$$e = \begin{bmatrix}
y_{11} & y_{12}/2 & \cdots & y_{1k}/2 \\
y_{21}/2 & y_{22} & \cdots & y_{2k}/2 \\
\vdots & \vdots & \ddots & \vdots \\
y_{k1}/2 & \cdots & \cdots & y_{kk}
\end{bmatrix}$$

and

$$a_i = \sum_{j=1}^{k} e_{ij} = y_{ii} + \left(\sum_{j=1}^{k} y_{ij}\right)/2.$$

Vehicle oil filters, batteries, and printing system toners are some examples of regular-maintenance components. The constraint imposed in this optimization framework is to force these maintenance components into modules by themselves, and then optimize the entire system architecture decomposition configuration for the robustness and modularity.

### 3.3 System model

Once the definitions and metrics of the system attributes have been defined, the next step is to generate a model of the system that can be used for the system attribute optimization. In the system design and development process, the system architecture decomposition and system attribute optimization need to be completed in the early stage, at a time when the detailed design for the system is not yet available or is uncertain at best. Such a situation necessitates a system model that can be constructed with minimal information regarding the system. For such cases, connection-based abstract system models, such as network models or matrix-based models, are widely used. These system models typically require only two information points: a list of the system components and their connective relationships. Because this information can be obtained with relative ease during the early stages of the system design process, the system architects can construct the system model with relative ease and high accuracy. Figure 2 shows a hypothetical system with ten components modeled as both a network and DSM.

In the DSM, the connective relationship shown in the network diagram is represented by the numerical entry “1” in the off-diagonal cells, which represents the existence of the connections between components. For bi-directional connections such as physical connections, the entry is symmetric with respect to the diagonal cells. The empty cells are typically filled with entry “0” for quantitative matrix-based

![System Model (Network)](image)

![System Model (DSM)](image)
analyses. Because the proposed optimization framework uses system attributes metrics that can be easily calculated using the DSM system models, it was employed as the system model for this study.

3.4 Formulation of optimization statement

Based on established metrics and constraints described in preceding sections, an optimization statement can be formulated as follows. Optimization aims at determining system configuration (decision variable) that is robust to different stakeholder perspectives (minimum MDI) as well as modular (maximum $Q$), whilst being subject to engineering constraints. Examples of typical constraints include grouping of system elements into specific modules for maintenance convenience specifying a total number of modules ($N_f$) in the final optimized configuration. The multi-objective optimization problem involves determining an optimum system decomposition $Gr(.)$ that minimizes MDI, whilst maximizing system modularity $Q$. Thus, a typical multi-objective optimization problem can be expressed as:

\[
\begin{align*}
\text{Minimize:} & \quad f_M(Gr(.)) = [\text{MDI}, -Q] \\
\text{s.t.} & \quad g_i(Gr(.)) \leq 0
\end{align*}
\]

The constraint set defined by $g_i(Gr(.)) \leq 0$ in the equation may include a target number of components along with other manufacturing constraints. This grouping constraint is considered a hard constraint using a penalty-function-based methodology. This method follows a modification introduced by Deb (2000) to circumvent the need for a penalty parameter by defining the following objective function (minimization):

\[
\hat{f}_j(\text{gr}) = \begin{cases} 
    f_j(\text{gr}), & \text{if } A \text{ is feasible} \\
    (f_j)_{\max} + \sum_{i=1}^{M} |h_i(\text{gr})|, & \text{otherwise}
\end{cases}
\]

where $(f_j)_{\max}$ represents the worst feasible solution for the $j$th objective and $h_i(.)$ denotes the constraint function value, usually measured in terms of the normalized number of constraint violations. This normalization can be performed by either counting a bound on the maximum number of violations possible or using a large number as the denominator. The second approach is much simpler and has been deemed adequate for the purpose of this research. During multi-objective optimization, objective is augmented using the constraint handling approach. The proposition is that any feasible solution is preferred over a non-feasible one. Non-feasible solutions were compared based on their degree of constraint violation. The method of enforcing hard constraints is always based on a bias for feasible over non-feasible solutions through use of a certain penalty function strategy. There may exist circumstances wherein additional context-specific constraints are imposed to arrive at feasible system decompositions. An equality constraint can be applied to the target number of modules ($N_f$).

The proposed implementation of multi-objective optimization (i.e., minimization) is based on the concept of domination. A solution $Gr_i$ is said to dominate $Gr_j$ if $\forall M \in 1, 2, \ldots, k, f_M(Gr_i) \leq f_M(Gr_j)$, such that $f_M(Gr_i) < f_M(Gr_j)$. Now, from the solution set $P$, a Pareto optimal solution set $P_0$ contains elements that are not dominated. This Pareto optimal set refers to a non-dominated set in the entire search space $S$. A multi-objective optimization algorithm yields a set of solutions not dominated by any solution encountered by it. In this study, we have developed a combinatorial variant of the AMOSA algorithm (Bandyopadhyay et al. 2008) with adaptive cooling schedule to improve its efficiency (Ingber et al. 2012). The next section describes the case study demonstrating the utility of the proposed optimization framework.

4 Case study for clock architecture decomposition

4.1 Overview

Feasibility of the proposed optimization framework was demonstrated through its implementation to actual clock models. The main purpose of a clock is accurate time measurement, and several system architectures have been developed to achieve this purpose. In this study, three clock models, consisting of 40–50 individual components, with different system architectures were selected. The first clock is the verge and foliot clock (VFC), which uses the verge escapement mechanism to power the foliot to measure the time. The second clock is the flying pendulum clock (FPC), which utilizes a flying pendulum escapement mechanism to track the time. The third clock is the Congreve style clock (CSC), which uses a ball rolling down the oscillating path to power the timekeeping mechanism. Figures 3, 4 and 5 show pictures of VFC, FPC, and CSC models, respectively, and the complete function-based decomposition DSM for each clock. These clock models were selected for numerous reasons. First, these clock models have different escapement architectures for the time keeping function, which allows a comparative analysis of the optimization results for different system architectures. Second, the chosen clock models can be decomposed to equal levels of granularity with a comparable number of individual components, thereby allowing a reasonable comparison of the optimization results. Typically, system architects decompose a system down to two levels, dividing the system into 7 ± 2 elements at each
level, resulting in 25–81 elements (Crawley et al. 2016). The decomposed system elements and their interconnecting relationships can be transformed into a DSM model, which in turn, can be optimized for the system attributes. If the said optimization can be performed for proposed clock models, complex systems with equivalent granularity and elements count can be optimized as well, demonstrating the generalization possibility of the framework.
Clock DSMs were constructed using assembly instructions and inspecting final physical assemblies. DSM size corresponds to the number of components used in each clock; 49 x 49 for VFC, 45 x 45 for FPC, and 41 x 41 for CSC. Post construction, all DSMs were manually clustered into six functional modules. This was performed to reflect the perspective of the system design team, responsible for delivering modules that perform specific clock functions. These function-based modular DSMs were used as reference perspectives for calculating MDI values during the optimization process.

Six functional modules were defined, namely, the platform module, structure module, potential energy supply module, power transfer module, power control module, and user interface module. The platform module is a set of components that support the clock assembly. The structure module is a set of components that hold the moving components in place. The potential energy supply module is a set of components that provide energy for the clock motion by providing weight at a high elevation. The power transfer module is a set of gear components that transform the potential energy provided by the potential energy supply module into rotational motion while distributing power throughout the clock. The power control module is a set of components that regulate the timekeeping motion. Finally, the user interface module is a set of components that display the time information to the users.

### 4.2 System attributes in context of optimization

Once the DSMs for the clock models have been achieved and their function-based modular decomposition has been completed, the next task is to define the context of the optimization. The context of the system attributes (robustness, modularity, and maintainability) for this particular optimization can be explained as follows:

**Robustness** The function-based modular decomposition for the clock models is shown in Figs. 3, 4 and 5 and represents the perspective of the system design team, who typically divides and designs the system based on the required functions. When the system components are re-clustered to improve the physical modularity of the system, the resulting modular configuration represents the perspective of the production engineering team, whose primary objective is to improve the productivity of the assembly line by reducing the production time through system modularization. The MDI indicates the degree of diffusion from the original function-based modular configuration to the re-clustered configuration. A low MDI value indicates that the re-clustered modular configuration has a small number of components diffused from the original modular configuration and is more robust than the re-clustered modular configuration with a higher MDI value.

**Modularity** The system modularity, quantified by the modularity metric $Q$, is of considerable interest to the production engineering team. If the system can be clustered into a set of physical modules that are easy to integrate in the final assembly line, the overall productivity can be significantly improved. However, in many instances, the physical modules sought by the production engineering team and the functional modules designed by the system design team are different, requiring an extensive rearrangement of the system components for the final assembly line. This presents a challenge for the production engineering team, who must perform the testing for the individual functions embedded in the function-based modules. Consequently, an optimal assembly-based modular configuration (Max $Q$) that is similar to the original function-based modular configuration designed by the system design team (Min MDI) must be determined throughout the design space by the optimization. In the case study, the original function-based modular configurations of the three clock models were re-clustered to determine the modular configuration with the optimum MDI and $Q$ values.

**Maintainability** The clock models comprise several components. For this case study, these clock components were categorized into components requiring maintenance and those that do not need maintenance throughout the lifecycle of the clock. Moving components subject to frequent service and replacement, such as gears and shafts, were designated as maintenance-requiring components. Other components, such as structural components that may not need any maintenance or replacement, were designated as non-maintenance components. When the maintenance constraint was imposed during the optimization, the maintenance-requiring components clustered into the same module.

### 4.3 Optimization scenarios

After establishing the optimization problem, the next task is to generate several optimization scenarios for analyzing the trend of the optimization results. For the case study, two factors were used to generate the relevant optimization scenarios: enforcement of the maintenance constraint and number of modules in the final modular configuration.

**Maintenance constraint enforcement** Several components in the clock may undergo wear and may need to be serviced and replaced. Figure 6 shows the clock models with the main gears and shaft components highlighted as the maintenance components. The corresponding entries in the clock DSMs are clustered and grouped into a single maintenance module that can be serviced or replaced as a unit to incorporate the maintenance-based perspective of field service engineers, needing to repair and/or replace wearable components promptly and efficiently.

**Number of modules in the final modular configuration ($N_F$)** For this case study, one additional constraint was
imposed to generate the optimization scenarios. During the optimization run, the number of modules allowed in the final clock configuration ($N_F$) was set as an equality constraint. For each clock model, $N_F$ was initially set as five to yield the optimal solution for clocks with a five module configuration. $N_F$ was then increased to six to yield the optimal solution for the given constraint. The optimization run was repeated with $N_F$ increasing up to 15 to analyze the trend of the optimized MDI and $Q$ values with the variation in $N_F$. For each clock model, 22 optimization scenarios were generated and analyzed.

The actual optimization algorithm, as mentioned in a previous section, is based on a simulated annealing algorithm with an adoptive cooling schedule. A heuristic algorithm was used because the DSM-based clustering optimization is discrete in nature. During each optimization run, once a feasible modular configuration is obtained, the MDI is calculated by comparing the newly generated DSM to the original DSM shown in Figs. 3, 4 and 5. The $Q$ value for the new DSM is calculated using Eq. (4). The iteration continues until the best modular configuration is obtained.

### 4.4 Optimization results and discussion

In this study, optimizations were performed for generated scenarios. Figures 7, 8 and 9 depict optimization solutions for VFC, FPC and CSC decomposition under corresponding scenarios without maintenance constraints, both non-dominated and dominated. In all figures, solutions are categorized based on the number of modules contained in final decomposition configurations. Also, the direction of the utopia point (MDI = 1.0, $Q = 1.0$) and Pareto fronts for all three clock architectures have been indicated. Figure 10 shows an example DSM representation of the VFC in the function-based decomposition and Pareto optimal decomposition, marked as “* Pareto-Optimal Decomposition” in Fig. 7. For the Pareto optimal decomposition, number of modules, $Q$ value, and MDI value are listed.

Several interesting trend can be observed in optimization results obtained for the three clock architectures. First, MDI increases with increase in $N_F$ owing to spreading out of elements in the original module to a large number of modules. In all three cases, solutions obtained for optimization for a specific $N_F$ are clustered together, and solutions with small and large $N_F$ values are characterized by low and high MDI values, respectively. This is expected, owing to the nature of the MDI metric. However, the $Q$ trend exhibit a more interesting behavior. As the figure depict, the $Q$ value initially increases, maintains a certain level of modularity, and subsequently decreases with further increase in $N_F$ value and commencement of the number of inter-modular connections outweighing intra-modular connections. Plots depicted in figures indicate existence of a certain region wherein the degree of modularity is maximized, thereby resulting in reduced $N_F$ sensitivity.

Additionally, there exist notable differences between different clock architectures. The VFC exhibits gradual increase in modularity, followed by a “plateau” region, and...
subsequent gradual decline in modularity with increase in $N_F$. For the FPC, modularity increases to a certain maximum value prior to a subsequent rapid decline. The CSC demonstrates a trend similar to that of FPC, albeit with a more gradual modularity decline. This implies that plots depicted in above figures serve as guidelines for establishing the threshold point for $Q$ vs. MDI tradeoff before the overall system modularity rapidly declines.

Solutions that compose the Pareto front for each clock architecture comprise 5–9 modules. However, solutions corresponding to large $N_F$ values, albeit not part of the Pareto front, are also useful. In certain system design and development scenarios, instances requiring the system to be decomposed into a certain number of modules may be encountered owing to constraints imposed by the functional organization, production lines, field service organization, and/or module suppliers. Optimization solutions obtained by imposing a hard constraint on the number of modules can be examined to suit such situations.
Figures 11, 12 and 13 depict optimization solutions for the three above-mentioned clock architectures with maintenance constraint imposed. Additionally, the direction of the utopia point (MDI = 1.0, Q = 1.0) as well as Pareto fronts and Pareto front plots for the said clock architectures without the maintenance constraint, have been illustrated for comparison.

The results for the optimization with the imposed maintenance constraint demonstrated to a trend similar to the optimization results without the maintenance constraint. The MDI values for the equivalent scenarios with and without constraints did not show significant differences. However, notable differences existed between the Q values of the optimization scenarios with and without constraints. In the former case, these values were reduced by 40–50%
because of the forced grouping of the maintainable components into a single module, thereby resulting in feasible design space reduction, which in turn, eliminated possible solutions that may have had better modular configurations compared to selected configurations. Furthermore, for all the three clock models, the number of modules comprising optimum configurations for both system attributes nearly equaled that in the original decomposition. A key issue for system architects involves selecting a suitable system decomposition configuration from acquired Pareto optimal solutions. By observing the Pareto front profile, system architects can perform a trade-off between configurations having a low degree of diffusion (low MDI) combined with a relatively low degree of modularity (low $Q$) and those having an increased level of diffusion (high MDI) with increased level of modularity (high $Q$). This aspect requires performing additional supplementary analyses to determine

Fig. 11 Optimization results for VFC decomposition (with maintenance constraint)

Fig. 12 Optimization results for FPC decomposition (with maintenance constraint)
the degree of influence of each configuration on the remaining value chain stakeholders. System decomposition with a high degree of modularity (high $Q$) may benefit production engineers, field service engineers, and supply chain partners to facilitate their managing of assembly, maintenance, and inventory managing processes with greater ease. However, system decomposition with a low degree of diffusion (low MDI) may benefit system architects and the design engineering team to streamline module design with downstream value chain partners.

An additional investigation of Pareto optimal solutions placed in the “plateau” region of the Pareto front may prove beneficial. Solutions in this region demonstrate a high degree of modularity and are relatively insensitive to the number of modules to which a system can be decomposed. System architects can decide on the degree of module diffusion based on other value chain analyses to select the best system decomposition configuration for their respective needs.

### 4.5 Summary of case study

The proposed optimization framework was successfully demonstrated using three clock models with different architectures. The modular decompositions that optimized the system robustness and modularity were explored using a simulated-annealing-based optimization algorithm. For each clock model, 22 optimization scenarios were generated, using the number of modules in the final configuration and the imposition of the maintenance constraint as hard constraints. The results yielded sets of Pareto optimal modular configurations that were robust and modular to the limitations. The implications and preliminary guidelines for proper system decomposition configuration selection were presented to aid system architects and decision makers.

### 5 Conclusion and future scope

To design complex engineered systems, generating, assessing, and selecting the final system architecture is a significant challenge. It is well known that the system decomposition can have significant impact on the several system level attributes. Because there exist several stakeholders with different perspectives on what system attributes to optimize and how the system needs to be decomposed to optimize their preferred attributes, determining a system architecture decomposition configuration that can be accepted by these different stakeholders requires a more rigorous approach.

This paper proposes a multiple system attribute optimization framework for complex systems, with emphasis on optimizing the system robustness and modularity with a maintainability constraint. The objective was to find a modular decomposition that exhibits minimum variation when different stakeholders re-cluster and decompose the system to optimize their preferred system attributes (robustness), while simultaneously achieving the maximum modularity for efficient system integration. The system maintainability was treated as a constraint, and the system elements with similar maintenance properties were grouped into the same module.

The proposed optimization framework was demonstrated by optimizing the modular decomposition of three clock models.
having different architectures. Using the simulated-annealing-based optimization algorithm, the optimized modular configuration for each optimization scenario was generated. The results indicated that there exist regions or "sweet spots" in which both the system attributes were optimized. It was also noted that although imposing the maintenance constraint did not impact the overall robustness of the final modular configuration, it had a severe negative impact on the modularity.

Implementation of the proposed optimization framework was successfully demonstrated through a case study. The proposed framework can complement several system architecture analysis types and selection methods already in place. Results obtained in this study present opportunities for several future endeavors. In this study, the three system attributes were either optimized or set as constraints, and results obtained can be used as a basis for expanding the optimization framework, thereby encompassing more system attributes. In addition, the impact of assigning different weights to different system attributes can provide valuable information to system architects. Another important research topic may involve comparison of optimization results obtained using different module clustering algorithms. Although this requires significant work and is beyond the scope of this study, it will provide valuable information regarding use of appropriate module clustering algorithms under different situations. Finally, linking the current optimization framework with cost models, such as development, unit (for mass-produced products), and maintenance cost models are expected to add significant value to systems architects and decision makers alike. This can help realize the overall lifecycle cost analysis and optimization, which is of considerable interest to various decision makers within system design, development, sales, and maintenance organizations. These aspects can serve as excellent bases for research in the domain of system architecture and design, thereby contributing to its advancement.
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