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Abstract
We describe the modification of a grammar to take advantage of prosodic information automatically extracted from speech. The work includes (1) the development of an integer “break index” representation of prosodic phrase boundary information, (2) the automatic detection of prosodic phrase breaks using a hidden Markov model on relative duration of phonetic segments, and (3) the integration of the prosodic phrase break information in SRI’s Spoken Language System to rule out alternative parses in otherwise syntactically ambiguous sentences. Initial experiments using ambiguous sentences read by radio announcers achieved good results in both detection and parsing. Automatically detected phrase break indices had a correlation greater than 0.86 with hand-labeled data for speaker-dependent models; and, in a subset of sentences with preposition ambiguities, the number of parses was reduced by 25% with a simple grammar modification.

Introduction
“Prosody,” the suprasegmental information in speech, i.e., information that cannot be localized to a specific sound segment, can mark lexical stress, identify phrasing breaks and provide information useful for semantic interpretation. Although all of these aspects may be useful in spoken language systems, particularly important are prosodic phrase breaks which can provide cues to syntactic structure to help select among competing hypotheses, and thus help to disambiguate otherwise ambiguous sentences. In speech understanding applications, information such as prosody that aids disambiguation, is particularly important, since speech input, as opposed to text, introduces a vast increase in the amount of ambiguity a parser must face. For example, Harrington and Johnstone [7] found that even when all phonemes are correctly identified, the indeterminacy of phoneme sequences when word boundaries are unknown yields in excess of 1000 word string parses for many of their 4 to 10 word sentences. Moreover, these estimates rise dramatically as indeterminacy is introduced in the phoneme sequences: only 2% of the same sentences had fewer than 1,000 parses when phonetically similar phonemes were clustered together (e.g., voiced stops). This indeterminancy vastly increases the work for a parser.

The work reported here focuses on the use of relative duration of phonetic segments in the assignment of syntactic structure, assuming a known word sequence. Specifically, relative duration of phonemes is estimated by a speech recognizer constrained to recognize the correct string of words. These duration values are then used to compute phrase break indices, which are in turn used to rule out alternative parses in otherwise syntactically ambiguous sentences. In this paper, we begin by providing some theoretical background on prosodic phrase breaks, and by describing a numerical representation of phrase breaks for use in speech understanding. Next we describe algorithms for automatic recognition of these break indices from speech for known text, and the modification of a grammar to use these indices in parsing. Finally, we present experimental results based on ambiguous sentences from three speakers, showing that the use of prosodic information can significantly reduce the number of candidate syntactic parses by pruning mismatches between prosody and syntax.

Prosodic Phrase Breaks
In recent years, there have been significant advances in the phonology of prosodic phrases. While this work is not yet explicit enough to provide rules for automatically determining the prosodic phrase boundaries in speech, it is useful as a foundation for our computational models. Several researchers in linguistics have proposed hierarchies of prosodic phrases [9, 12, 10]. Although not all levels of these hierarchies are universally accepted, our data appear to provide evidence for prosodic words as individual words or clitic groups, groupings of prosodic words, intermediate phrases, intonational phrases, groupings of intermediate phrases as in parenthetical phrases, and sentences. Since it is not clear how many of these levels will be useful in speech understanding, we have represented all seven possible types of boundaries, but focus initially on the information in the highest levels, sentences and intonational phrases.

In order to utilize this information in a parser, we developed a numerical representation of this hierarchy
using a sequence of break indices between each word. A
break index encodes the degree of prosodic decoupling
between neighboring words. For example, an index of 0
corresponds to cliticization, and an index of 6 represents
a sentence boundary.\(^1\) We found that these break indices
could be labeled with very high consistency within and
across labelers. We anticipate that the strongest bound-
aries (highest level of the hierarchy) will be both easiest
to detect and most useful in parsing, and will refer to
these boundaries (4-6) as major phrase boundaries.

The acoustic cues to prosodic breaks vary according to
the different levels of the hierarchy. For example, there
are phonological rules that apply across some boundaries
of the hierarchy but not others (e.g., [12, 18]). Inter-

cue marks intermediate and intonational phrase

The typical representation of syntactic structure is not
identical to prosodic phrase structure.\(^2\) There is some
work suggesting methods for predicting rhythmic struc-

The focus on preposition ambiguities was motivated
by the following facts:

1. Prepositions are very frequent: 80-90% of the
sentences in our radio news database, in the
resource management sentences, and in the.

2. Sentences with prepositions are usually syntac-
tically ambiguous.

3. Our perceptual experiments suggest that
prosody could be used effectively in many sen-
tences with preposition ambiguities. We be-
lieve that the techniques developed can be
adapted to more general attachment ambigu-
ities.

Phrase Break Detection
Using a known word sequence as a tightly constrained
grammar, a speech recognizer can be used to provide
time alignments for the phone sequence of a sentence.
We have used the speaker-independent SRI DECI-
PH system [17], which uses phonological rules to generate
busny pronunciation networks that provide a more ac-
curate phonetic transcription and alignment.
In earlier work [11], each phone duration was normalized according to speaker- and phone-dependent means and variances. Raw break features were generated by averaging the normalized duration over the final syllable coda of each word and adding a pause factor. Lexically stressed and non-stressed vowels were separated in the computation of means and variances. Finally, these features were normalized (relative to the observed phone durations in the current sentence) to obtain integer break indices with a range of 0 to 5. These indices had a high correlation with hand-labeled data (0.85) and were successfully used in a parser to reduce the number of syntactic parses by 25% [2]. However, the normalization algorithm required knowledge of the raw break features for the entire sentence, which has the disadvantages that the algorithm is non-causal and may not reflect sentence-internal changes in speaking rate. In addition, the algorithm used the full scale of break indices, so every sentence was constrained to have at least one 0 break index.

A new algorithm, using a hidden Markov model (HMM), was investigated for computing the break indices from the raw break features described above. The algorithm is not strictly causal (in the same sense that the HMM recognizer is not causal - decisions are not made until sometime after a word has been observed), but does not require any ad hoc scaling. We anticipate the time delay associated with HMM prosody decoding to be similar to delays associated with a speech recognizer. In a slight variation from previous work, the raw break indices were computed from the rhyme (vowel nucleus + coda) of the final syllable instead of the coda alone. This change did not have an effect on the correlation with hand labels. A second, more important difference is that the phone duration means are adapted according to a local speaking rate. Local speaking rate is given by the average normalized durations over the last M phones, excluding pauses, where M = 50 was determined experimentally. The mean duration for each phone is adjusted with each new observed phone according to

$$\mu_a = \mu_a + \frac{\sigma r}{N}$$

where r is the speaking rate, N is a feedback coefficient that is equal to 5000 at steady state, but varies at start-up for faster initial adaptation, $\sigma$ is the standard deviation of the phone's duration, unadapted, and $\mu_a$ represents the mean duration for phone $\alpha$.

A fully connected seven-state HMM is used to recognize break indices, given the raw break feature. Each HMM state corresponds to a break index (state number = break index) and the output distribution in each state describes the raw indices observed while in that state. In this work, we investigated the use of Gaussian output distributions of the scalar break feature, but joint use of several features in multivariate output distributions will best utilize the power of the HMM approach. Viterbi decoding was used to obtain the state sequence for an utterance, corresponding to the break index sequence.

The parameters of the break HMM were estimated in two different ways, involving either supervised or unsupervised training. By supervised training, we mean that the hand-labeled break indices are given, so the state sequence is fully observable and simple maximum likelihood estimation (as opposed to the Estimate-Maximize, or forward-backward, algorithm) is used. In unsupervised training, no hand-labeled data is used. Mean output distributions of the states are initialized to values on a scale that increases with the corresponding break index, and the transition probabilities were initialized to be essentially uniform. The forward-backward algorithm was then run, effectively clustering the states, to estimate the final output distribution parameters. A surprising and very encouraging result was that the unsupervised HMM correlated as well with the hand-labeled data as did the HMM with supervised parameter estimates.

**Integration With a Parser**

The question of how best to incorporate prosodic information into a grammar/parser is a vast area of research. The methodology used here is a novel approach, involving automatic modification of the grammar rules to incorporate the break indices as a new grammatical category. We modified an existing, and reasonably large grammar, the grammar used in SRI's spoken language system. The parser used is the Core Language Engine developed at SRI in Cambridge.

Several steps are involved in the grammar modification. The first step is to systematically change all of the rules of the form $A \rightarrow BC$ to the form $A \rightarrow BLinkC$, where $Link$ is a new grammatical category, that of the prosodic break indices. Similarly all rules with more than two right hand side elements need to have $Link$ nodes interleaved at every juncture, e.g., a rule $A \rightarrow BC\,D$ is changed into $A \rightarrow B\,Link_1\,C\,Link_2\,D$.

Next, allowance must be made for empty nodes, denoted $\epsilon$. It is common practice to have rules of the form $NP \rightarrow \epsilon$ and $PP \rightarrow \epsilon$ in order to handle wh-movement and relative clauses. These rules necessitate the incorporation into the modified grammar of a rule $Link \rightarrow \epsilon$; otherwise, the sentence will not parse, because an empty node introduced by the grammar will either not be preceded by a link, or not followed by one.

The introduction of empty links needs to be constrained to avoid the introduction of spurious parses. If the only place the empty NP or PP could go is at the end of the sentence, then the only place the empty $Link$ could go is right before it and no extra ambiguity is introduced. However, if an empty wh-phrase could be posited at a place somewhere other than the end of the sentence, then there is ambiguity as to whether it is preceded or followed by the empty link.

For instance, for the sentence, “What did you see on Saturday?” the parser would find both of the following possibilities:

- What L did L you L see L empty-NP empty-L on L Saturday?
• What L did L you L see empty-L empty-NP L on L Saturday?

Hence the grammar must be made to automatically rule out half of these possibilities. This can be done by constraining every empty link to be followed immediately by an empty wh-phrase, or a constituent containing an empty wh-phrase on its left branch. It is fairly straightforward to incorporate this into the routine that automatically modifies the grammar. The rule that introduces empty links gives them a feature-value pair: empty-link = y. The rules that introduce other empty constituents are modified to add to the constituent the feature-value pair: trace-on-left-branch = y. The links 0 through 6 are given the feature-value pair empty-link = n. The default value for trace-on-left-branch is set to n so that all words in the lexicon have that value. Rules of the form \( A_0 \rightarrow A_1 \text{ Link}_1 \ldots A_n \) are modified to insure that \( A_0 \) and \( A_1 \) have the same value for the feature trace-on-left-branch. Additionally, if Link\(_i\) has empty-link = y then \( A_{i+1} \) must have trace-on-left-branch = y. These modifications, incorporated into the grammar modifying routine, suffice to eliminate the spurious ambiguity.

Additional changes to the grammar were necessary to actually make use of the prosodic break indices. In this initial endeavor, a very conservative change was made after examining the break indices on a set of sentences with preposition ambiguities. The rule \( N \rightarrow N \text{ Link} PP \) was changed to require the value of the link to be between 0 and 2 inclusive for the rule to apply. A similar change was made to the rule \( VP \rightarrow V \text{ Link} PP \), except that the link was required to have the value of either 0 or 1.

**Experimental Results**

We have achieved encouraging results both in detection of break indices and in their use in parsing. The automatic detection algorithm yields break labels having a high correlation with hand-labeled data for the various algorithms described. In addition, when we chose a subset (14) of these sentences exhibiting prepositional phrase attachment ambiguities or preposition/particle ambiguities, we found that the incorporation of the prosodic information in the SRI grammar resulted in a reduction of about 25% in the number of parses, without ruling out any correct parses. For sentences to which the prosodic constraints on the rules actually applied, the decrease in number of parses was about 50%. In many cases the use of prosodic information allowed the parser to correctly identify a unique parse. Below we describe the results in more detail.

**Corpus**

The first corpus we examined consisted of a collection of phonetically ambiguous, structurally different pairs of sentences. The sentence pairs were read by three female professional radio announcers in disambiguating contexts. In order to discourage unnatural exaggerations of any differences between the sentences, the materials were recorded in different sessions with several days in between. In each session only one sentence of each pair occurred. Seven types of structural ambiguity were investigated: parentheticals, apposition, main-main versus main-subordinate clauses, tags, near versus far attachment, left versus right attachment, and particles versus prepositions. Each type of ambiguity was represented by five pairs of sentences.

### Detection Algorithm

In finding break indices for the ambiguous sentence pairs, the seventy sentences were concatenated together as though the speaker read them as a paragraph. Concatenation allowed the algorithm to avoid initialization for every sentence, but since the speaking rate is then tracked across several sentences that were not actually read in connection, there was probably some error associated with estimating the speaking rate factor. The HMM was used to generate break indices, and the results were evaluated according to how highly correlated the automatically generated labels were with the hand-labeled data. The correlation reported here is the average of the sample correlation for each sentence. The experiments yielded good accuracy on the detected break labels, but also some important results on unsupervised training and speaker-independence.

In comparing the supervised and unsupervised parameter estimation approaches for the HMM, we found that both yielded break indices with similar correlation to the hand labeled indices (Table 1). In addition, the indices obtained using the two training approaches were very highly correlated with each other (0.92). This is a very important result, because it suggests that we may be able to automatically estimate models without requiring hand-labeled data. Results for speaker-dependent training on two speakers are summarized in Table 1.

For the moment, we are mainly interested in detecting major phrase breaks (4-6) and not the confusions between these levels, since the parser uses major breaks as constraints on grammar rules. Using supervised parameter estimation, the false rejection/false acceptance rates are 14%/3% for speaker F1A and 21%/6% for speaker F2B. The unsupervised parameter estimation algorithm has a bias towards more false rejections and

| Speaker | SD super. | SD unsup. | SI unsup. |
|---------|-----------|-----------|-----------|
| F1A     | 0.89      | 0.88      | 0.89      |
| F2B     | 0.86      | 0.87      | 0.85      |

Table 1: Average correlation between automatically labeled break indices and hand-labeled break indices, using different methods of training. SD,SI = speaker-(in)dependent; super. = supervised training with hand-labeled data; unsup. = unsupervised training.
fewer false acceptances. The most important confusions were between minor phrase breaks (2, 3) and intonational phrases (4). Since a boundary tone is an important cue to an intonational phrase, we expect performance to improve significantly when intonation is included as a feature.

In the experiments comparing supervised to unsupervised training, speaker-dependent phone means and variances were estimated from the same data used to train the HMM as well as to evaluate the correlation, because of the limited amount of speaker-dependent data available. Though the speaker-dependent experiments were optimistic in that they involved testing on the training data, the results are meaningful in the sense that other speaker-independent experiments showed the parameters were robust with respect to a change in speakers. Using unsupervised training with two speakers to estimate both HMM parameters and duration means and variances for normalization for a different speaker, the correlation of the resulting automatically detected break indices with the hand-labeled indices was close to the speaker-dependent case (Table 1). Also, the speaker-dependent predictions and speaker-independent predictions were highly correlated with each other (0.96). We conclude that, at least for these radio news announcers, the algorithm seems to be somewhat robust with respect to different speakers. Of course, the news announcers had similar reading styles, and the hand-labeled data for two speakers had a correlation of 0.94.

Overall, the HMM provided improvement over the previously reported algorithm, with a correlation of 0.90 compared to 0.86 for six levels. On the other hand, there was a small reduction in the correlation when using seven levels of breaks (0.87) compared to six levels (0.90).

Use in Parsing

A subset of 14 sentences with preposition ambiguities was chosen for evaluating the integration of the break indices in the parser. We evaluated the results by comparing the number of parses obtained with and without the prosodic constraints on the grammar rules, and noted the differences in parse times. On average, the incorporation of prosody resulted in a reduction of about 25% in the number of parses found, with an average increase in parse times of 37%. The fact that parse times increase is due to the way in which prosodic information is incorporated. The parser does a certain amount of work for each word, and the effect of adding break indices to the sentence is essentially to double the number of words that the parser must process. It may be possible to optimize the parser to significantly reduce this overhead.

The sentences were divided into those to which the additional constraints would apply (type ‘a’) and those about which the constraints had nothing to say (type ‘b’). Essentially the constraints block attachment if there is too large a break index between a noun and a following particle. Thus the ‘a’ sentences had more major prosodic breaks at the sites in question than did the ‘b’ sentences.

The results, shown in Tables 2 and 3, indicate that for the ‘a’ sentences the number of parses was reduced, in many cases to a unique parse. The ‘b’ sentences, as expected, showed no change in the number of parses. No correct parses were eliminated through the incorporation of prosodic information.

This corpus was also used in perceptual experiments to determine which types of syntactic structures humans could disambiguate using prosody. It is interesting to note that in many cases, sentences which were automatically disambiguated using the added constraints were also reliably disambiguated by humans. The fact that the perceptual results and parsing results are not more correlated than they are may be due to the fact that humans use other prosodic cues such as prominence, in addition to duration, for disambiguation.

| Sentence | Humans % correct | Number of Parses | Parse Time |
|----------|------------------|------------------|------------|
|          |                  | No Pros. | With Pros. | No Pros. | With Pros. |
| 1a       | 81               | 10       | 4         | 5.3      | 5.3        |
| 2a       | 94               | 10       | 7         | 3.6      | 4.3        |
| 3a       | 94               | 2        | 1         | 2.3      | 2.7        |
| 4a       | 87               | 2        | 1         | 3.2      | 4.7        |
| 5a       | 100              | 2        | 1         | 1.7      | 2.5        |
| 6a       | 56               | 2        | 1         | 2.5      | 2.8        |
| 7a       | 100              | 2        | 1         | 0.8      | 1.3        |
| TOTAL    | 87               | 30       | 16        | 19.4     | 23.5       |

Table 2: Sample of sentences to which the added constraints applied. Parse times are in seconds.

| Sentence | Humans % correct | Number of parses | Parse Time |
|----------|------------------|------------------|------------|
|          |                  | No Pros. | With Pros. | No Pros. | With Pros. |
| 1b       | 61               | 10       | 10        | 5.3      | 7.7        |
| 2b       | 81               | 10       | 10        | 3.6      | 4.0        |
| 3b       | 75               | 2        | 2         | 2.3      | 3.7        |
| 4b       | 94               | 2        | 2         | 3.2      | 5.5        |
| 5b       | 100              | 2        | 2         | 1.6      | 2.9        |
| 6b       | 78               | 2        | 2         | 2.5      | 4.1        |
| 7b       | 100              | 2        | 2         | 0.8      | 1.5        |
| TOTAL    | 84               | 30       | 30        | 19.3     | 29.4       |

Table 3: Sample of sentences to which the added constraints did not apply. Parse times are in seconds.
incorporating prosodic information into a natural language processing system. The break index representation of prosodic phrase levels is a useful formalism which can be fairly reliably detected and can be incorporated into a parser to rule out prosodically inconsistent syntactic hypotheses.

The results reported here represent only a small study of integrating prosody and parsing, and there are many directions in which we hope to extend the work. In detection, integrating duration and intonation cues offers the potential for a significant decrease in the false rejection rate of major phrase boundaries, and previous work by Butzberger on boundary tone detection [4] provides a mechanism for incorporating intonation. As for integration with the parser, investigation of other types of structural ambiguity should lead to similar improvements in the reduction of the number of parses. Finally, we hope to verify and extend these results by considering a larger database of speech and as well as the prosody of nonprofessional speakers. We are already evaluating the techniques on the ATIS database.
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