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Like adiabatic time-dependent density-functional theory (TD-DFT), the Bethe-Salpeter equation (BSE) formalism of many-body perturbation theory, in its static approximation, is “blind” to double (and higher) excitations, which are ubiquitous, for example, in conjugated molecules like polyenes. Here, we apply the spin-flip ansatz (which considers the lowest triplet state as the reference configuration instead of the singlet ground state) to the BSE formalism in order to access, in particular, double excitations. The present scheme is based on a spin-unrestricted version of the \textit{GW} approximation employed to compute the charged excitations and screened Coulomb potential required for the BSE calculations. Dynamical corrections to the static BSE optical excitations are taken into account via an unrestricted generalization of our recently developed (renormalized) perturbative treatment. The performance of the present spin-flip BSE formalism is illustrated by computing excited-state energies of the beryllium atom, the hydrogen molecule at various bond lengths, and cyclobutadiene in its rectangular and square-planar geometries.
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\caption{Schematic representation of the spin-flip BSE formalism.}
\end{figure}

I. INTRODUCTION

Due to the ubiquitous influence of processes involving electronic excited states in physics, chemistry, and biology, their faithful description from first principles has been one of the grand challenges faced by theoretical chemists since the dawn of computational chemistry. Accurately predicting ground- and excited-state energies (hence excitation energies) is particularly valuable in this context, and it has concentrated most of the efforts within the community. An armada of theoretical and computational methods have been developed to this end, each of them being plagued by its own flaws.\textsuperscript{1–12} The fact that none of these methods is successful in every chemical scenario has encouraged chemists to carry on the development of new excited-state methodologies, their main goal being to get the most accurate excitation energies (and properties) at the lowest possible computational cost in the most general context.\textsuperscript{11}

Originally developed in the framework of nuclear physics,\textsuperscript{13} and popularized in condensed-matter physics,\textsuperscript{14–16} one of the new emerging method in the computational chemistry landscape is the Bethe-Salpeter equation (BSE) formalism\textsuperscript{10,13,17–22} from many-body perturbation theory\textsuperscript{23,24} which, based on an underlying \textit{GW} calculation to compute accurate charged excitations (\textit{i.e.}, ionization potentials and electron affinities) and the dynamically-screened Coulomb potential,\textsuperscript{25,26} is able to provide accurate optical (\textit{i.e.}, neutral) excitations for molecular systems at a rather modest computational cost.\textsuperscript{10,22,27–44} Most of BSE implementations rely on the so-called static approximation,\textsuperscript{22,39,41,45} which approximates the dynamical (\textit{i.e.}, frequency-dependent) BSE kernel by its static limit. Like adiabatic time-dependent density-functional theory (TD-DFT),\textsuperscript{46–49} the static BSE formalism is plagued by the lack of double (and higher) excitations, which are, for example, ubiquitous in conjugated molecules like polyenes\textsuperscript{50–57} or the ground state of open-shell molecules.\textsuperscript{58–60} Indeed, both adiabatic TD-DFT\textsuperscript{61–65} and static BSE\textsuperscript{66–70} can only access (singlet and triplet) single excitations with respect to the reference determinant usually taken as the closed-shell singlet ground state. Double excitations are even challenging for state-of-the-art methods,\textsuperscript{11,57,71–73} like the approximate third-order coupled-cluster (CC3) method\textsuperscript{74,75} or equation-of-motion coupled-cluster with singles, doubles and triples (EOM-CCSDT).\textsuperscript{76–79}

One way to access double excitations is via the spin-flip formalism established by Krylov in 2001,\textsuperscript{80–82} with earlier attempts by Bethe,\textsuperscript{83} as well as Shibuya and McKoy.\textsuperscript{84} The idea behind the spin-flip \textit{ansatz} is rather simple: instead of
A. The dynamical screening

The pillar of Green’s function many-body perturbation theory is the (time-ordered) one-body Green’s function, which has poles at the charged excitations (i.e., ionization potentials and electron affinities) of the system. The spin-$\sigma$ component of the one-body Green’s function reads:

\[
G^\sigma(r_1, r_2; \omega) = \sum_i \frac{\phi_{i\sigma}(r_1)\phi_{i\sigma}(r_2)}{\omega - \epsilon_{i\sigma} - i\eta} + \sum_a \frac{\phi_{a\sigma}(r_1)\phi_{a\sigma}(r_2)}{\omega - \epsilon_{a\sigma} + i\eta}
\]

where $\eta$ is a positive infinitesimal. As readily seen in Eq. (1), the Green’s function can be evaluated at different levels of theory depending on the choice of orbitals and energies, $\phi_{\sigma}$ and $\epsilon_{\sigma}$. For example, $G^\sigma_{\text{KF}}$ is the independent-particle Green’s function built with Kohn-Sham (KS) orbitals $\phi_{\sigma}^{\text{KS}}(r)$ and one-electron energies $\epsilon_{\sigma}^{\text{KS}}$. Within self-consistent schemes, these quantities can be replaced by quasiparticle energies and orbitals evaluated within the GW approximation (see below).

Based on the spin-up and spin-down components of $G$ defined in Eq. (1), one can easily compute the non-interacting polarizability (which is a sum over spins)

\[
\chi_0(r_1, r_2; \omega) = -\frac{i}{2\pi} \sum_{\sigma} \int G^\sigma(r_1, r_2; \omega + \omega')G^\sigma(r_1, r_2; \omega')d\omega'
\]

and subsequently the dielectric function

\[
\epsilon(r_1, r_2; \omega) = \delta(r_1 - r_2) - \int \frac{\chi_0(r_1, r_3; \omega)}{|r_2 - r_3|}d\mathbf{r}_3
\]

where $\delta(r)$ is the Dirac delta function. Based on this latter ingredient, one can access the dynamically-screened Coulomb potential

\[
W(r_1, r_2; \omega) = \int \frac{\epsilon^{-1}(r_1, r_3; \omega)}{|r_2 - r_3|}d\mathbf{r}_3
\]

which is naturally spin independent as the bare Coulomb interaction $|r_1 - r_2|^{-1}$ does not depend on spin coordinates.
Within the GW formalism, the dynamical screening is computed at the random-phase approximation (RPA) level by considering only the manifold of the spin-conserved neutral excitations. In the orbital basis, the spectral representation of $W$ is

$$W_{p'q'r's'}(\omega) = (p_{r'}q_{r'}|r_{r's'}\rangle + \sum_m (p_{r'}q_m|r_{r's'}\rangle m) \times \left[ \frac{1}{\omega - \Omega_{m}^{sc,RPA} + i\eta} - \frac{1}{\omega + \Omega_{m}^{sc,RPA} - i\eta} \right]$$

(5)

where the bare two-electron integrals are

$$(p_{r'}q_{r'}|r_{r's'}\rangle) = \int \frac{\phi_{p}(r_{1})\phi_{q}(r_{2})\phi_{r'}(r_{1})\phi_{r}(r_{2})}{|r_{1} - r_{2}|} dr_{1} dr_{2}$$

(6)

and the screened two-electron integrals (or spectral weights) are explicitly given by

$$(p_{r'}q_{r'}|i_{r'a'}\rangle) = \sum_{i_{r'a'}} (p_{r'}q_{r'}|i_{r'a'}\rangle) (X^{sc,RPA} + Y_{m}^{sc,RPA})_{i_{r'a'}}$$

(7)

In Eqs. (5) and (7), the spin-conserved RPA neutral excitations $\Omega_{m}^{sc,RPA}$ and their corresponding eigenvectors, $X^{sc,RPA}$ and $Y_{m}^{sc,RPA}$, are obtained by solving a linear response system of the form

$$\begin{pmatrix} A & B \\ -B & -A \end{pmatrix} \begin{pmatrix} X_{m} \\ Y_{m} \end{pmatrix} = \Omega_{m} \begin{pmatrix} X_{m} \\ Y_{m} \end{pmatrix}$$

(8)

where the expressions of the matrix elements of $A$ and $B$ are specific of the method and of the spin manifold. The spin structure of these matrices, though, is general

$$A^{sc} = \begin{pmatrix} A_{1\uparrow\uparrow} & A_{1\uparrow\downarrow} \\ A_{1\downarrow\uparrow} & A_{1\downarrow\downarrow} \end{pmatrix}$$

$$B^{sc} = \begin{pmatrix} B_{1\uparrow\uparrow} & B_{1\uparrow\downarrow} \\ B_{1\downarrow\uparrow} & B_{1\downarrow\downarrow} \end{pmatrix}$$

$$A^{sf} = \begin{pmatrix} A_{1\uparrow\uparrow} & 0 \\ 0 & A_{1\downarrow\downarrow} \end{pmatrix}$$

$$B^{sf} = \begin{pmatrix} 0 & B_{1\uparrow\downarrow} \\ B_{1\downarrow\uparrow} & 0 \end{pmatrix}$$

(9a, b)

In the absence of instabilities, the linear eigenvalue problem (8) has particle-hole symmetry which means that the eigenvalues are obtained by pairs $\pm \Omega_{m}$. In such a case, $(A - B)^{1/2}$ is positive definite, and Eq. (8) can be recast as a Hermitian problem of half its original dimension

$$(A - B)^{1/2} \cdot (A + B) \cdot (A - B)^{1/2} \cdot Z = \Omega^{2} \cdot Z$$

(10)

where the excitation amplitudes are

$$X + Y = \Omega^{1/2} \cdot (A - B)^{1/2} \cdot Z$$

(11)

Within the Tamm-Dancoff approximation (TDA), the coupling terms between the resonant and anti-resonant parts, $A$ and $-A$, are neglected, which consists in setting $B = 0$. In such a case, Eq. (8) reduces to a straightforward Hermitian problem of the form:

$$A \cdot X_{m} = \Omega_{m} X_{m}$$

(12)

Note that, for spin-flip excitations, it is quite common to enforce the TDA especially when one considers a triplet reference as the first “excited-state” is usually the ground state of the closed-shell system (hence, corresponding to a negative excitation energy).

At the RPA level, the matrix elements of $A$ and $B$ are

$$A^{RPA}_{\sigma_{a'}\sigma_{b'}} = \delta_{ij} \rho_{ab} \delta_{\sigma_{a'}\sigma_{b'}} (\epsilon_{\sigma_{a'}} - \epsilon_{\sigma_{b'}}) + (i_{s} a_{i} | b_{j} \rangle \langle j_{s} b_{j} |)$$

(13a)

$$B^{RPA}_{\sigma_{a'}\sigma_{b'}} = (i_{s} a_{i} | b_{j} \rangle \langle j_{s} b_{j} |)$$

(13b)

from which we obtain the following expressions

$$A^{RPA}_{\sigma_{a'}\sigma_{b'}} = \delta_{ij} \rho_{ab} (\epsilon_{\sigma_{a'}} - \epsilon_{\sigma_{b'}}) + (i_{s} a_{i} | b_{j} \rangle \langle j_{s} b_{j} |)$$

(14a)

$$B^{RPA}_{\sigma_{a'}\sigma_{b'}} = 0$$

(15b)

for the spin-conserved excitations and

$$A^{RPA}_{\sigma_{a'}\sigma_{b'}} = \delta_{ij} \rho_{ab} (\epsilon_{\sigma_{a'}} - \epsilon_{\sigma_{b'}})$$

(15a)

for the spin-flip excitations.

### B. The GW self-energy

Within the acclaimed $GW$ approximation, the exchange-correlation (xc) part of the self-energy

$$\Sigma^{xc,\sigma}(r_{1}, r_{2}; \omega) = \Sigma^{xc}(r_{1}, r_{2}) + \Sigma^{xc}(r_{1}, r_{2}; \omega)$$

$$= \frac{i}{2\pi} \int G^{xc}(r_{1}, r_{2}; \omega + \omega') W(r_{1}, r_{2}; \omega') \delta_{\eta\eta'} d\omega'$$

(16)

is, like the one-body Green’s function, spin-diagonal, and its spectral representation reads

$$\Sigma^{x}(p_{r'q'r}, \omega) = -\sum_{i} (p_{r'i}q_{r'}|i_{r'}q_{r'}\rangle)$$

(17a)

$$\Sigma^{xc}(p_{r'q'r}, \omega) = \sum_{im} (p_{r'i}m|q_{r'm}|m) \frac{\omega - \epsilon_{i_{m}} + \Omega_{m}^{sc,RPA} - i\eta}{\omega - \epsilon_{i_{m}} - \Omega_{m}^{sc,RPA} + i\eta} + \sum_{im} (p_{r'i}m|q_{r'm}|m)$$

(17b)

where the self-energy has been split in its exchange (x) and correlation (c) contributions. The Dyson equation linking the Green’s function and the self-energy holds separately for each spin component

$$[G^{xc}(r_{1}, r_{2}; \omega)]^{-1} = [G^{xc}(r_{1}, r_{2}; \omega)]^{-1} + \Sigma^{xc}(r_{1}, r_{2}; \omega) + \Sigma^{xc}(r_{1}, r_{2}; \omega)$$

(18)
C. Level of self-consistency

This is where GW schemes differ. In its simplest perturbative (i.e., one-shot) version, known as $G_0W_0$, a single iteration is performed, and the quasiparticle energies $\varepsilon^{GW}_{p\sigma}$ are obtained by solving the frequency-dependent quasiparticle equation

$$\omega = \varepsilon^{KS}_{p\sigma} + \Sigma^{xc}_{p\sigma}(\omega) - V^{xc}_{p\sigma}$$

where $\Sigma^{xc}_{p\sigma}(\omega) \equiv \Sigma^{xc}_{p\sigma}(\omega)$ and its offspring quantities have been constructed at the KS level, and

$$V^{xc}_{p\sigma} = \int \phi_{p\sigma}(\mathbf{r})v^{xc}(\mathbf{r})\phi_{p\sigma}(\mathbf{r})d\mathbf{r}$$

Because, from a practical point of view, one is usually interested by the so-called quasiparticle solution (or peak), the quasiparticle equation (19) is often linearized around $\omega = \varepsilon^{KS}_{p\sigma}$, yielding

$$\varepsilon^{GW}_{p\sigma} = \varepsilon^{KS}_{p\sigma} + Z_{p\sigma}[\Sigma^{xc}(\varepsilon^{KS}_{p\sigma}) - V^{xc}_{p\sigma}]$$

where

$$Z_{p\sigma} = \left[1 - \left.\frac{\partial \Sigma^{xc}_{p\sigma}(\omega)}{\partial \omega}\right|_{\omega=\varepsilon^{KS}_{p\sigma}}\right]^{-1}$$

is a renormalization factor (with $0 \leq Z_{p\sigma} \leq 1$) which also represents the spectral weight of the quasiparticle solution. In addition to the principal quasiparticle peak which, in a well-behaved case, contains most of the spectral weight, the frequency-dependent quasiparticle equation (19) generates a finite number of satellite resonances with smaller weights.

Within the “eigenvalue” self-consistent GW scheme known as $\text{ev}GW$, several iterations are performed during which only the one-electron energies entering the definition of the Green’s function [see Eq. (1)] are updated by the quasiparticle energies obtained at the previous iteration (the corresponding orbitals remain evaluated at the KS level).

Finally, within the quasiparticle self-consistent GW (qsGW) scheme, both the one-electron energies and the orbitals are updated until convergence is reached. These are obtained via the diagonalization of an effective Fock matrix which includes explicitly a frequency-independent and Hermitian self-energy defined as

$$\Sigma^{xc}_{p\sigma}(\omega) = \frac{1}{2}\left[\Sigma^{xc}_{p\sigma}\left(\varepsilon^{p\sigma}_{\downarrow}\right) + \Sigma^{xc}_{p\sigma}\left(\varepsilon^{p\sigma}_{\uparrow}\right)\right]$$

III. UNRESTRICTED BETHE-SALPETER EQUATION FORMALISM

Like its TD-DFT cousin, the BSE formalism deals with the calculation of (neutral) optical excitations as measured by absorption spectroscopy. Using the BSE formalism, one can access the spin-conserved and spin-flip excitations. In a nutshell, BSE builds on top of a GW calculation by adding up excitonic effects (i.e., the electron-hole binding energy) to the GW fundamental gap which is itself a corrected version of the KS gap. The purpose of the underlying GW calculation is to provide quasiparticle energies and a dynamically-screened Coulomb potential that are used to build the BSE Hamiltonian from which the vertical excitations of the system are extracted.

A. Static approximation

Within the so-called static approximation of BSE, the Dyson equation that links the generalized four-point susceptibility $L^{\sigma\sigma}(\mathbf{r}_1, \mathbf{r}_2; \mathbf{r}_1', \mathbf{r}_2'; \omega)$ and the BSE kernel $L^{\sigma\sigma}(\mathbf{r}_3, \mathbf{r}_4; \mathbf{r}_3', \mathbf{r}_4'; \omega)$ is

$$L^{\sigma\sigma}(\mathbf{r}_1, \mathbf{r}_2; \mathbf{r}_1', \mathbf{r}_2'; \omega) = L^{\sigma\sigma}_0(\mathbf{r}_1, \mathbf{r}_2; \mathbf{r}_1', \mathbf{r}_2'; \omega) + \int L^{\sigma\sigma}_0(\mathbf{r}_1, \mathbf{r}_4; \mathbf{r}_1', \mathbf{r}_4'; \omega)\Xi^{\sigma\sigma}(\mathbf{r}_3, \mathbf{r}_5; \mathbf{r}_3', \mathbf{r}_5'; \omega)d\mathbf{r}_4d\mathbf{r}_5d\mathbf{r}_6$$

where

$$L^{\sigma\sigma}_0(\mathbf{r}_1, \mathbf{r}_2; \mathbf{r}_1', \mathbf{r}_2'; \omega) = \frac{1}{2\pi} \int G'(\mathbf{r}_1, \mathbf{r}_2'; \omega + \omega')G''(\mathbf{r}_1', \mathbf{r}_2'; \omega')d\omega'$$

is the non-interacting analog of the two-particle correlation function $L$.

Within the GW approximation, the static BSE kernel is

$$L^{\sigma\sigma}_0(\mathbf{r}_3, \mathbf{r}_5; \mathbf{r}_3', \mathbf{r}_5'; \omega) = \frac{\delta(\mathbf{r}_3 - \mathbf{r}_4)\delta(\mathbf{r}_5 - \mathbf{r}_6)}{\left|\varepsilon^{KS}_{p\sigma}(\mathbf{r}_3 - \mathbf{r}_4) - \varepsilon^{KS}_{p\sigma}(\mathbf{r}_5 - \mathbf{r}_6)\right|}$$

where, as usual, we have not considered the higher-order terms in $W$ by neglecting the derivative $\partial W/\partial G$. As readily seen in Eq. (26), the static approximation consists in neglecting the frequency dependence of the dynamically-screened Coulomb potential. In this case, the spin-conserved and spin-flip BSE optical excitations are obtained by solving the usual Casida-like linear response (eigen)problem:

$$\begin{pmatrix} A_{\text{BSE}} & B_{\text{BSE}} \\ -B_{\text{BSE}} & A_{\text{BSE}} \end{pmatrix} \begin{pmatrix} \Xi^{\text{BSE}}_m \\ \Xi^{\text{BSE}}_m \end{pmatrix} = \Omega^{\text{BSE}} \begin{pmatrix} \Xi^{\text{BSE}}_m \\ \Xi^{\text{BSE}}_m \end{pmatrix}$$

Defining the elements of the static screening as $W^{\text{stat}}_{p\sigma q\sigma', \tau \tau'} = W^{\text{stat}}_{p\sigma q\sigma', \tau \tau'}(\omega = 0)$, the general expressions of the BSE matrix elements are

$$A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{BSE}} = A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{RPA}} - \delta_{\tau\sigma'} W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$

$$B_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{BSE}} = B_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{RPA}} - \delta_{\tau\sigma'} W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$

from which we obtain the following expressions for the spin-conserved and spin-flip BSE excitations:

$$A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sc,BSE}} = A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sc,RPA}} - \delta_{\tau\sigma'} W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$

$$B_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sc,BSE}} = B_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sc,RPA}} - \delta_{\tau\sigma'} W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$

$$A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sf,BSE}} = A_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sf,RPA}} - W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$

$$B_{\omega\tau\sigma, \tau\sigma', \tau' \sigma}^{\text{sf,BSE}} = -W^{\text{stat}}_{\omega\tau\sigma, \tau\sigma'}$$
At this stage, it is of particular interest to discuss the form of the spin-flip matrix elements defined in Eqs. (29c) and (29d). As readily seen from Eq. (15a), at the RPA level, the spin-flip excitations are given by the difference of one-electron energies, hence missing out on key exchange and correlation effects. This is also the case at the TD-DFT level when one relies on (semi-)local functionals. This explains why most of spin-flip TD-DFT calculations are performed with global hybrid functionals containing a substantial amount of Hartree-Fock exchange as only the exact exchange integral of the form \((q_{a}q_{b}|r_{\sigma}r_{\sigma'})\) survive spin-symmetry requirements. At the BSE level, these matrix elements are, of course, also present thanks to the contribution of \(W_{\text{stat}}\) as evidenced in Eq. (5) but it also includes correlation effects.

### B. Dynamical correction

In order to go beyond the ubiquitous static approximation of BSE\(^{7,59,67,68,129–131,133,157–162}\) (which is somehow similar to the adiabatic approximation of TD-DFT\(^{50,51,58,64,163}\)), we have recently implemented, following Strinati’s seminal work\(^{15,17,128}\) (see also the work of Romaniello et al.\(^{67}\) and Sangalli et al.\(^{68}\)), a renormalized first-order perturbative correction in order to take into consideration the dynamical nature of the screened Coulomb potential \(W_{\text{stat}}\). This dynamical correction to the static BSE kernel (dubbed as dBSE in the following) does permit to recover additional relaxation effects coming from higher excitations.

Our implementation follows closely the work of Rohlfing and co-workers\(^{129–132}\) in which they computed the dynamical correction in the TDA and plasmon-pole approximation. However, our scheme goes beyond the plasmon-pole approximation as the spectral representation of the dynamically-screened Coulomb potential is computed exactly at the RPA level consistently with the underlying GW calculation:

\[
\tilde{W}_{p_{\sigma}q_{\sigma},r_{\sigma}\sigma'}(\omega) = (p_{\sigma}q_{\sigma}|r_{\sigma\sigma'}) + \sum_{m}(p_{\sigma}q_{\sigma}|m)(r_{\sigma\sigma'}|m) \\
\times \frac{1}{\omega - (\epsilon_{p_{\sigma}}^{GW} - \epsilon_{q_{\sigma}}^{GW}) - \Omega_{m;\text{RPA}}^{\text{sc}} + i\eta} \\
+ \frac{1}{\omega - (\epsilon_{r_{\sigma\sigma'}}^{GW} - \epsilon_{r_{\sigma\sigma'}}^{GW}) - \Omega_{m;\text{RPA}}^{\text{sc}} + i\eta}
\]

The dBSE non-linear response problem is

\[
\begin{pmatrix}
A_{\text{dBSE}}^{\text{RPA}}(\omega) & B_{\text{dBSE}}^{\text{RPA}}(\omega) \\
A_{\text{dBSE}}(\omega) & -B_{\text{dBSE}}(\omega)
\end{pmatrix}
\cdot
\begin{pmatrix}
X_{m;\text{dBSE}}^{\text{RPA}} \\
X_{m;\text{dBSE}}
\end{pmatrix}
= \Omega_{m;\text{dBSE}}^{\text{RPA}}
\]

where the dynamical matrices are generally defined as

\[
A_{\text{dBSE}}^{\text{RPA}}(\omega) = A_{\text{RPA}}^{\text{RPA}} - \delta_{\sigma\sigma'} \tilde{W}_{\sigma\sigma'}(\omega)
\]

\[
A_{\text{dBSE}}(\omega) = A_{\text{dBSE}}(\omega) - \delta_{\sigma\sigma'} \tilde{W}_{\sigma\sigma'}(\omega)
\]

from which one can easily obtained the matrix elements for the spin-conserved and spin-flip manifolds similarly to Eqs. (29a), (29b), (29c), and (29d). Following Rayleigh-Schrödinger perturbation theory, we then decompose the non-linear eigenproblem (31) as a zeroth-order static (\(\text{i.e.},\) linear) reference and a first-order dynamic (\(\text{i.e.},\) non-linear) perturbation such that

\[
\begin{pmatrix}
A_{\text{dBSE}}^{\text{RPA}}(\omega) & B_{\text{dBSE}}^{\text{RPA}}(\omega) \\
-A_{\text{dBSE}}^{\text{RPA}}(-\omega) & -B_{\text{dBSE}}^{\text{RPA}}(-\omega)
\end{pmatrix}
\cdot
\begin{pmatrix}
X_{m;\text{dBSE}}^{\text{RPA}} \\
X_{m;\text{dBSE}}
\end{pmatrix}
= \Omega_{m;\text{dBSE}}^{\text{RPA}}
\]

\[
\begin{pmatrix}
A(0) & B(0) \\
-A(0) & -B(0)
\end{pmatrix}
\cdot
\begin{pmatrix}
X_{m;\text{dBSE}}^{(0)} \\
X_{m;\text{dBSE}}
\end{pmatrix}
= \Omega_{m;\text{dBSE}}^{(0)}
\]

The dBSE excitation energies are then obtained via

\[
\zeta_{m} = \Omega_{m;\text{dBSE}}^{(0)} - \Omega_{m;\text{dBSE}}^{\text{RPA}}
\]

which, unlike the GW case [see Eq. (22)], is not restricted to be between 0 and 1. In most cases, the value of \(\zeta_{m}\) is close to unity which indicates that the perturbative expansion behaves nicely.

### C. Oscillator strengths

Oscillator strengths, \(i.e.\), transition dipole moments from the ground to the corresponding excited state, are key quantities that are linked to experimental intensities and are usually used to probe the quality of excited-state calculations.\(^{164–167}\)

For the spin-conserved transitions, the \(x\) component of the transition dipole moment is

\[
\mu_{x;\text{sc}}^{c} = \sum_{i\alpha r}(i_{\alpha}|x|\phi_{\alpha r})(X_{m;\text{sc}}^{\text{RPA}} + Y_{m;\text{sc}}^{\text{RPA}})_{i\alpha r}
\]

where

\[
(p_{\tau}|x|q_{\sigma}) = \int \phi_{p_{\tau}}(\mathbf{r}) x \phi_{q_{\sigma}}(\mathbf{r}) d\mathbf{r}
\]
are one-electron integrals in the orbital basis. The total oscillator strength in the so-called length gauge is given by

\[
 f_m^{\text{sc}} = \frac{2}{3} \Omega_m \left[ \left( \mu_{x,m}^{\text{sc}} \right)^2 + \left( \mu_{y,m}^{\text{sc}} \right)^2 + \left( \mu_{z,m}^{\text{sc}} \right)^2 \right] \tag{41}
\]

For spin-flip transitions, we have \( f_m^{\text{sf}} = 0 \) as the transition matrix elements \( \langle i_r | x | a_{\sigma'} \rangle \) vanish via integration over the spin coordinate.

D. Spin contamination

One of the key issues of linear response formalism based on unrestricted references is spin contamination or the artificial mixing with configurations of different spin multiplicities. As nicely explained in Ref. 12, there are two sources of spin contamination: i) spin contamination of the reference configuration for which, for example, \( \langle \hat{S}^2 \rangle \) > 2 for high-spin triplets, and ii) spin contamination of the excited states due to spin incompleteness of the CI expansion. The latter issue is an important source of spin contamination in the present context as BSE is limited to single excitations with respect to the reference configuration. Specific schemes have been developed to palliate these shortcomings and we refer the interested reader to Ref. 12 for a detailed discussion on this matter.

In order to monitor closely how contaminated are these states, we compute

\[
 \langle \hat{S}^2 \rangle_m = \langle \hat{S}^2 \rangle_0 + \Delta \langle \hat{S}^2 \rangle_m
\]

where

\[
 \langle \hat{S}^2 \rangle_0 = n_\uparrow^2 - n_\downarrow^2 \left( \frac{n_\downarrow - n_\uparrow}{2} + 1 \right) + n_\downarrow - 1 \sum_p \langle p_\uparrow | p_\downarrow \rangle^2
\]

is the expectation value of \( \hat{S}^2 \) for the reference configuration, the first term corresponding to the exact value of \( \langle \hat{S}^2 \rangle \), and

\[
 \langle p_\sigma | q_{\sigma'} \rangle = \int \phi_{p_\sigma}(\mathbf{r})\phi_{q_{\sigma'}}(\mathbf{r})d\mathbf{r}
\]

are overlap integrals between spin-up and spin-down orbitals.

For a given single excitation \( m \), the explicit expressions of \( \Delta \langle \hat{S}^2 \rangle_m^{\text{sc}} \) and \( \Delta \langle \hat{S}^2 \rangle_m^{\text{sf}} \) can be found in the Appendix of Ref. 97 for spin-conserved and spin-flip excitations, and are functions of the vectors \( \mathbf{X}_m \) and \( \mathbf{Y}_m \) as well as the orbital overlaps defined in Eq. (44).

IV. COMPUTATIONAL DETAILS

All the systems under investigation here have a closed-shell singlet ground state and we consider the lowest triplet state as reference for the spin-flip calculations adopting the unrestricted formalism throughout this work. The \( G_0W_0 \) calculations performed to obtain the screened Coulomb potential and the quasiparticle energies required to compute the BSE neutral excitations are performed using an unrestricted Hartree-Fock (UHF) starting point, and the \( G_0W_0 \) quasiparticle energies are obtained by linearizing the frequency-dependent quasiparticle equation [see Eq. (21)]. Note that the entire set of orbitals and energies is corrected. Further details about our implementation of \( G_0W_0 \) can be found in Refs. 44, 69, 147, 168, and 169.

Here, we do not investigate how the starting orbitals affect the BSE@\( G_0W_0 \) excitation energies. This is left for future work. However, it is worth mentioning that, for the present (small) molecular systems, Hartree-Fock is usually a good starting point, although improvements could certainly be obtained with starting orbitals and energies computed with, for example, optimally-tuned range-separated hybrid (RSH) functionals. Besides, \( G_0W_0 \) and evGW@UHF yield similar quasiparticle energies, while \( G_0W_0 \) allows us to avoid rather laborious iterations as well as the significant additional computational effort of evGW. In the following, all linear response calculations are performed within the TDA to ensure consistency between the spin-conserved and spin-flip results. Finally, the infinitesimal \( \eta \) is set to 100 meV for all calculations.

All the static and dynamic BSE calculations (labeled in the following as SF-BSE and SF-dBSE respectively) are performed with the software QuACN, developed in our group and freely available on github. The standard and extended spin-flip ADC(2) calculations [SF-ADC(2)-s and SF-ADC(2)-x, respectively] as well as the SF-ADC(3) are performed with Q-CHEM 5.2.1. Spin-flip TD-DFT calculations also performed with Q-CHEM 5.2.1) and all spin-flip TD-DFT calculations considering the following the RSH functionals: CAM-B3LYP, BLYP, and BH&HLYP functionals with contains 0%, 20%, and 50% of exact exchange are labeled as SF-TD-BLYP, SF-TD-B3LYP, and SF-TD-BH&HLYP, respectively.

Additionally, we have performed spin-flip TD-DFT calculations considering the following the RSH functionals: CAM-B3LYP, BLYP, LC-\( \omega \)PBE08, and \( \omega \)B97X-D. In the present context, the main difference between these RSHs is their amount of exact exchange at long range: 75% for CAM-B3LYP and 100% for both LC-\( \omega \)PBE08 and \( \omega \)B97X-D. EOM-CCSD excitation energies are computed with Gaussian 09. As a consistency check, we systematically perform SF-CIS calculations with both QuACN and Q-CHEM, and make sure that they yield identical excitation energies. Throughout this work, all spin-flip and spin-conserved calculations are performed with a UHF reference.

V. RESULTS

A. Beryllium atom

As a first example, we consider the simple case of the beryllium atom in a small basis (6-31G) which was considered by Krylov in two of her very first papers on spin-flip methods. It was also considered in later studies thanks to its pedagogical value. Beryllium has a \( ^1S \) ground state with \( 1s^2 \) configuration. The excitation energies corresponding to the first singlet and triplet single excitations \( 2s \rightarrow 2p \) with \( P \) spatial symmetries as well as the first singlet and triplet double excitations
2s² → 2p² with D and P spatial symmetries (respectively) are reported in Table I and depicted in Fig. 1.

On the left side of Fig. 1, we report SF-TD-DFT excitation energies (red lines) obtained with the BLYP, B3LYP, and BH&HLYP functionals, which correspond to an increase of exact exchange from 0% to 50%. As mentioned in Ref. 12, the 3P(1s²2s³2p¹) and the 1P(1s²2s³2p¹) states are degenerate at the SF-TD-BLYP level. Indeed, due to the lack of coupling terms in the spin-flip block of the SD-TD-DFT equations (see Subsec. III A), their excitation energies are given by the energy difference between the 2s and 2p orbitals and both states are strongly spin contaminated. Including exact exchange, like in SF-TD-B3LYP and SF-TD-BH&HLYP, lifts this degeneracy and improves the description of both states. However, the SF-TD-BH&HLYP excitation energy of the 1P(1s²2s³2p¹) state is still off by 1.6 eV as compared to the FCI reference. For the other states, the agreement between SF-TD-BH&HLYP and FCI is significantly improved. Spin-flip TD-DFT calculations performed with CAM-B3LYP and ωB97X-D are only slightly more accurate than their global hybrid counterparts, while SF-TD-LC-oPBE08 yields more significant improvements although it does not reach the accuracy of SF-(d)BSE.

The center part of Fig. 1 shows the SF-(d)BSE results (blue lines) along the SF-CIS excitation energies (purple lines). All of these are computed with 100% of exact exchange with the additional inclusion of correlation in the case of SF-BSE and SF-dBSE thanks to the introduction of static and dynamical screening, respectively. Overall, the SF-CIS and SF-BSE excitation energies are closer to FCI than the SF-TD-DFT ones, except for the lowest triplet state where the SF-TD-BH&HLYP excitation energy is more accurate probably due to error compensation. At the exception of the 1D state, SF-BSE improves over SF-CIS with a rather small contribution from the additional dynamical effects included in the SF-dBSE scheme. Note that the exact exchange seems to spin purified the 3P(1s²2s³2p¹) state while the singlet states at the SF-BSE level are slightly more spin contaminated than their SF-CIS counterparts.

Table I and Fig. 1 also gathers results obtained at the partially self-consistent SF-(d)BSE@evGW and fully self-consistent SF-(d)BSE@qsGW levels. The SF-(d)BSE excitation energies are quite stable with respect to the underlying GW scheme which nicely illustrates that UHF eigenstates are actually an excellent starting point in this particular case.

The right side of Fig. 1 illustrates the performance of the SF-ADC methods. Interestingly, SF-BSE and SF-ADC(2)-s have rather similar accuracies, except again for the 1D state where SF-ADC(2)-s has clearly the edge over SF-BSE. Finally, both SF-ADC(2)-x and SF-ADC(3) yield excitation energies very close to FCI for this simple system with significant improvements for the lowest 3P state and the 1D doubly-excited state. Although the (d)BSE and ADC(2)-s have obvious theoretical similarities, we would like to mention that they are not strictly identical as ADC(2) includes key second-order exchange contributions that are not included at the GW level even in the case of more elaborate schemes like evGW and qsGW.

B. Hydrogen molecule

Our second example deals with the dissociation of the H₂ molecule, which is a prototypical system for testing new electronic structure methods and, specifically, their accuracy in the presence of strong correlation (see, for example, Refs. 189–192, and references therein). The X 1Σ⁺ ground state of H₂ has an electronic configuration (1σg)² configuration. The variation of the excitation energies associated with the three lowest singlet excited states with respect to the elongation of the H–H bond are of particular interest here. The lowest singly excited state B 1Σg+ has a (1σg)(1σu) configuration, while the singly excited state E 1Σg+ and the doubly excited state F 3Σg+ have (1σg)(2σg) and (1σu)² configurations, respectively. Because these latter two excited states interact strongly and form an avoided crossing around R(H–H) = 1.4 Å, they are usually labeled as the EF 1Σg+ state. Note that this avoided crossing is not visible with non-spin-flip methods restricted to single excitations (such as CIS, TD-DFT, and BSE) as these are “blind” to double excitations. Three methods, in their standard and spin-flip versions, are studied here (CIS, TD-BH&HLYP and BSE) and are compared to the reference EOM-CCSD excitation energies (that is equivalent to FCI in the case of H₂). All these calculations are performed with the cc-pVQZ basis.

The top panel of Fig. 2 shows the CIS (dotted lines) and SF-CIS (dashed lines) excitation energies as functions of R(H–H). The EOM-CCSD reference energies are represented by solid lines. We observe that both CIS and SF-CIS poorly describe the B 1Σg+ state in the dissociation limit with an error greater than 1 eV, while CIS, unlike SF-CIS, is much more accurate around the equilibrium geometry. Similar observations can be made for the E 1Σg+ state with a good description at the CIS level for all bond lengths. SF-CIS does not model accurately the E 1Σg+ state before the avoided crossing, but the agreement between SF-CIS and EOM-CCSD is much satisfactory for bond length greater than 1.6 Å. Oppositely, SF-CIS describes better the F 3Σg+ state before the avoided crossing than after, while this state is completely absent at the CIS level. Indeed, as mentioned earlier, CIS is unable to locate any avoided crossing as it cannot access double excitations. At the SF-CIS level, the avoided crossing between the E and F states is qualitatively reproduced and placed at a slightly larger bond length [R(H–H) ≈ 1.5 Å] than at the EOM-CCSD level.

In the central panel of Fig. 2, we report the (SF-)TD-BH&HLYP results. SF-TD-BH&HLYP shows, at best, qualitative agreement with EOM-CCSD, while the TD-BH&HLYP excitation energies of the B and E states are only trustworthy around equilibrium but inaccurate at dissociation. Note that H₂ is a rather challenging system for (SF-)TD-DFT from a general point of view.191,193–195 Similar graphs for (SF-)TD-BLYP and (SF-)TD-B3LYP are reported in the supporting information from which one can draw similar conclusions. Notably, one can see that the E 1Σg+ and F 3Σg+ states crossed without interacting at the SF-TD-BLYP level due to the lack of Hartree-Fock exchange. In the supporting information, we also report the potential energy curves of H₂ obtained with three RSHs (CAM-B3LYP, ωB97X-D, and LC-ωPBE08), which only brought a modest improvement.
TABLE I. Excitation energies (in eV) with respect to the $^1S(1s^22s^2)$ singlet ground state of Be obtained at various methods with the 6-31G basis set. All the spin-flip calculations have been performed with an unrestricted reference. The $\langle S^2 \rangle$ value associated with each state is reported in parenthesis (when available).

| Method                  | $^1S(1s^22s^2)$ | $^3P(1s^22s^22p)$ | $^1P(1s^22s2p)$ | $^3P(1s^22p^2)$ | $^1D(1s^22p^2)$ |
|-------------------------|-----------------|-------------------|-----------------|-----------------|-----------------|
| SF-TD-BLYP              | (0.002)         | 3.210(1.000)      | 3.210(1.000)    | 6.691(1.000)    | 7.598(0.013)    |
| SF-TD-B3LYP             | (0.001)         | 3.332(1.839)      | 4.275(0.164)    | 6.864(1.000)    | 7.762(0.006)    |
| SF-TD-BH&HLYP           | (0.000)         | 2.874(1.981)      | 4.922(0.023)    | 7.112(1.000)    | 8.188(0.002)    |
| SF-TD-CAM-B3LYP         | (0.001)         | 3.186(1.960)      | 4.554(0.043)    | 7.020(1.000)    | 7.933(0.008)    |
| SF-TD-$\omega$B97X-D    | (0.006)         | 3.337(1.867)      | 4.717(0.147)    | 7.076(1.000)    | 8.247(0.040)    |
| SF-TD-LC-$\omega$PBE08  | (0.014)         | 3.434(1.720)      | 5.904(0.287)    | 7.088(1.000)    | 9.471(0.073)    |
| SF-CIS                  | (0.002)         | 2.111(2.000)      | 6.036(0.014)    | 7.480(1.000)    | 8.945(0.006)    |
| SF-BSE@$G_0W_0$         | (0.004)         | 2.399(1.999)      | 6.191(0.023)    | 7.792(1.000)    | 9.373(0.013)    |
| SF-BSE@evGW             | (0.004)         | 2.407(1.999)      | 6.199(0.023)    | 7.788(1.000)    | 9.388(0.013)    |
| SF-BSE@qsGW             | (0.057)         | 2.376(1.963)      | 6.241(0.048)    | 7.668(1.000)    | 9.417(0.004)    |
| SF-dBSE@$G_0W_0$        |                 | 2.363             | 6.263           | 7.824           | 9.424           |
| SF-dBSE@evGW            |                 | 2.369             | 6.273           | 7.820           | 9.441           |
| SF-dBSE@qsGW            |                 | 2.335             | 6.317           | 7.689           | 9.470           |
| SF-ADC(2)-s             |                 | 2.433             | 6.255           | 7.745           | 9.047           |
| SF-ADC(2)-x             |                 | 2.866             | 6.581           | 7.664           | 8.612           |
| SF-ADC(3)               |                 | 2.863             | 6.579           | 7.658           | 8.618           |
| FCI                     | (0.000)         | 2.862(2.000)      | 6.577(0.000)    | 7.669(2.000)    | 8.624(0.000)    |

$^a$ Excitation energies taken from Ref. 12.
$^b$ Excitation energies taken from Ref. 80.

FIG. 1. Excitation energies (in eV) with respect to the $^1S(1s^22s^2)$ singlet ground state of Be obtained with the 6-31G basis at various levels of theory: SF-TD-DFT (red), SF-CIS (purple), SF-BSE (blue), SF-ADC (orange), and FCI (black). All the spin-flip calculations have been performed with an unrestricted reference.

In the bottom panel of Fig. 2, (SF-)BSE excitation energies for the same three singlet states are represented. SF-BSE provides surprisingly accurate excitation energies for the $B^1\Sigma^+_u$ state with errors between 0.05 and 0.3 eV, outperforming in the process the standard BSE formalism. However SF-BSE does not describe well the $E^1\Sigma^+_g$ state with error ranging from half an eV to 1.6 eV. Similar performances are observed at the BSE level around equilibrium with a clear improvement in the dissociation limit. Remarkably, SF-BSE shows a good agreement with EOM-CCSD for the $F^1\Sigma^+_g$ doubly-excited state, resulting in an avoided crossing around $R(\text{H}−\text{H}) = 1.6$ Å. A similar graph comparing (SF-)dBSE and EOM-CCSD excitation energies can be found in the supporting information where
it is shown that dynamical effects do not affect the present conclusions. One would also notice a little “kink” in the potential energy curves of the $1^3S_g$ and $2^3Σ_g^+$ states around $R(H-H) = 1.2$ Å computed at the (d)BSE@G$_0$W$_0$ level. This unfortunate feature is due to the appearance of the symmetry-broken UHF solution and the lack of self-consistent in G$_0$W$_0$. Indeed, $R = 1.2$ Å corresponds to the location of the well-known Coulson-Fischer point.\textsuperscript{196} Note that, as mentioned earlier, all the calculations are performed with a UHF reference even the ones based on a closed-shell singlet reference. If one relies solely on the restricted HF solution, this kink disappears and one obtains smooth potential energy curves (see supporting information).

The right side of Fig. 2 shows the amount of spin contamination as a function of the bond length for SF-CIS (top), SF-TD-BH&HLYP (center), and SF-BSE (bottom). Overall, one can see that $⟨S^2⟩$ behaves similarly for SF-CIS and SF-BSE with a small spin contamination of the $1^3Σ_g^+$ at short bond length. In contrast, the B state is much more spin contaminated at the SF-TD-BH&HLYP level. For all spin-flip methods, the E state is strongly spin contaminated as expected, while the $⟨S^2⟩$ values associated with the F state only deviate significantly from zero for short bond length and around the avoided crossing where it strongly couples with the spin contaminated E state.

C. Cyclobutadiene

Cyclobutadiene (CBD) is an interesting example as the electronic character of its ground state can be tuned via geometrical deformation.\textsuperscript{12,101,102,197–201} In the $D_{2h}$ rectangular geometry of the $1^1A_g$ singlet ground state, the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) are non-degenerate, and the singlet ground state can be safely labeled as single-reference with well-defined doubly-occupied orbitals. However, in the $D_{4h}$ square-planar geometry of the $2^3A_2g$ triplet state, the HOMO and LUMO are strictly degenerate, and the electronic ground state, which is still of singlet nature with $B_{1g}$ spatial symmetry (hence violating Hund’s rule), is strongly multi-reference with singly occupied orbitals (i.e., singlet open-shell state). In this case, single-reference methods notoriously fail. Nonetheless, the lowest triplet state of symmetry $2^3A_2g$ remains of single-reference character and is then a perfect starting point for spin-flip calculations. The $D_{2h}$ and $D_{4h}$ optimized geometries of the $1^1A_g$ and $2^3A_2g$ states of CBD have been extracted from Ref. 102 and have been obtained at the CCSD(T)/cc-pVTZ level. For comparison purposes, EOM-SF-CCSD and SF-ADC excitation energies have been extracted from Refs. 102 and 110, respectively. All of them have been obtained with a UHF reference like the SF-BSE calculations performed here.

Tables II and III report excitation energies (with respect to the singlet ground state) obtained at the $D_{2h}$ and $D_{4h}$ geometries, respectively, for several methods using the spin-flip ansætze. All these results are represented in Fig. 3. For each geometry, three excited states are under investigation: i) the $1^3B_{1g}$, $1^1B_{1g}$, and $2^3A_g$ states of the $D_{2h}$ geometry; ii) the $1^3A_{2g}$, $2^1A_{1g}$, and $1^1B_{2g}$ states of the $D_{4h}$ geometry. It is important to mention that the $2^1A_{1g}$ state of the rectangular geometry has a significant double excitation character,\textsuperscript{57} and is then hardly described by second-order methods [such as CIS(D),\textsuperscript{202,203} ADC(2),\textsuperscript{204,205} CC2,\textsuperscript{206} or EOM-CCSD\textsuperscript{185–187}] and remains a real challenge for third-order methods [as, for example, ADC(3),\textsuperscript{164,205,207} CC3,\textsuperscript{74} or EOM-CCSDT\textsuperscript{76–79}].

Comparing the present SF-BSE@G$_0$W$_0$ results for the rectangular geometry (see Table II) to the most accurate ADC level, i.e., SF-ADC(3), we have a difference in excitation energy of 0.017 eV for the $1^3B_{1g}$ state. This difference grows to 0.572 eV for the $1^3B_{1g}$ state and then shrinks to 0.212 eV for the $2^1A_g$ state. Overall, adding dynamical corrections via the SF-dBSE@G$_0$W$_0$ scheme does not improve the accuracy of the excitation energies [as compared to SF-ADC(3)] with errors of 0.052, 0.393, and 0.293 eV for the $1^3B_{1g}$, $1^1B_{1g}$, and $2^1A_g$ states, respectively.

Now, looking at Table III which gathers the results for the square-planar geometry, we see that, at the SF-BSE@G$_0$W$_0$ level, the first two states are wrongly ordered with the triplet $1^3B_{1g}$ state lower than the singlet $2^1A_g$ state. (The same observation can be made at the SF-TD-B3LYP level.) This is certainly due to the poor Hartree-Fock reference which lacks opposite-spin correlation and this issue could be potentially alleviated by using a better starting point for the GW calculation, as discussed in Sec. IV. Nonetheless, it is pleasing to see that adding the dynamical correction in SF-dBSE@G$_0$W$_0$ not only improves the agreement with SF-ADC(3) but also retrieves the right state ordering. Then, CBD stands as an excellent example for which dynamical corrections are necessary to get the right chemistry at the SF-BSE level. Another interesting feature is the wrong ordering of the $2^1A_{1g}$ and $1^1B_{2g}$ states at the SF-B3LYP, SF-BH&HLYP, and SF-CIS levels which give the former higher in energy than the latter. This issue does not appear at the SF-BSE, SF-ADC, and SF-EOM-SF-CCSD levels. Here again, one does not observe a clear improvement by considering RSHs instead of global hybrids (BH&HLYP seems to perform particularly well in the case of CBD), although it is worth mentioning that RSH-based SF-TD-DFT calculations yield accurate excitation for the double excitation $1^1A_g → 2^1A_g$ in the $D_{2h}$ geometry.

VI. CONCLUSION

In this article, we have presented the extension of the BSE approach of many-body perturbation theory to the spin-flip formalism in order to access double excitations in realistic molecular systems. The present spin-flip calculations rely on a spin-unrestricted version of the GW approximation and the BSE formalism with, on top of this, a dynamical correction to the static BSE optical excitations via an unrestricted generalization of our recently developed renormalized perturbative treatment. Taking the beryllium atom, the dissociation of the hydrogen molecule, and cyclobutadiene in two different geometries as examples, we have shown that the spin-flip BSE formalism can accurately model double excitations and seems to surpass systematically its spin-flip TD-DFT parent. Further
FIG. 2. Excitation energies with respect to the $X^1\Sigma_g^+$ ground state (left) and expectation value of the spin operator $\langle \hat{S}_z \rangle$ (right) of the $B^1\Sigma_u^+$ (red), $E^1\Sigma_g^+$ (black), and $F^1\Sigma_g^+$ (blue) states of $H_2$ obtained with the cc-pVQZ basis at the (SF-)CIS (top), (SF-)TD-BH&HLYP (middle), and (SF-)BSE (bottom) levels of theory. The reference EOM-CCSD excitation energies are represented as solid lines, while the results obtained with and without spin-flip are represented as dashed and dotted lines, respectively. All the spin-conserved and spin-flip calculations have been performed with an unrestricted reference. The raw data are reported in the supporting information.

improvements could be obtained thanks to a better choice of the starting orbitals and their energies and we hope to investigate this in a forthcoming paper. Techniques to alleviate the spin contamination in spin-flip BSE will also be explored in the near future. We hope to these new encouraging results will stimulate new developments around the BSE formalism to further establish it as a valuable \textit{ab initio} alternative to TD-DFT for the study of molecular excited states.
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All the spin-flip calculations have been performed with an unrestricted SF-TD-B3LYP Method 1. SF-TD-CAM-B3LYP Method 1. 

| Method              | \(1^1B_{1g}\) | \(1^1B_{2g}\) | \(2^1A_g\) |
|---------------------|-------------|-------------|-------------|
| SF-TD-B3LYP*        | 1.750       | 2.260       | 4.094       |
| SF-TD-BHAKLYLYP*    | 1.583       | 2.813       | 4.528       |
| SF-TD-CAM-B3LYP     | 1.790       | 2.379       | 4.238       |
| SF-TD-cB97X-D       | 1.771       | 2.379       | 4.212       |
| SF-TD-LC-cPBE08     | 1.941       | 2.464       | 4.428       |
| SF-CIS\(^b\)        | 1.521       | 3.836       | 5.499       |
| EOM-SF-CCSD\(^d\)   | 1.654       | 3.416       | 4.360       |
| EOM-SF-CCSD(dT)\(^c\) | 1.516     | 3.260       | 4.205       |
| EOM-SF-CCSD(dT)\(^c\) | 1.475     | 3.215       | 4.176       |
| SF-ADC(2)-\(s^b\)  | 1.573       | 3.208       | 4.247       |
| SF-ADC(2)-\(x^b\)  | 1.576       | 3.141       | 3.796       |
| SF-ADC(3)\(^b\)     | 1.456       | 3.285       | 4.334       |
| SF-BSE\(\Theta_1W_0^a\) | 1.438       | 2.704       | 4.540       |
| SF-dBSE\(\Theta_1W_0^a\) | 1.403       | 2.883       | 4.621       |

\(^a\) This work.
\(^b\) Values from Ref. 12.
\(^c\) Values from Ref. 102.
\(^d\) Values from Ref. 110.

This work.

TABLE II. Vertical excitation energies (with respect to the singlet \(X^1A_g\) ground state) of the \(1^3B_{1g}, 1^1B_{1g}, \) and \(2^1A_g\) states of CBD at the \(D_{2h}\) rectangular equilibrium geometry of the \(X^1A_g\) ground state. All the spin-flip calculations have been performed with an unrestricted reference and the cc-pVTZ basis set.

| Method              | \(1^3A_{2g}\) | \(2^1A_{1g}\) | \(1^1B_{2g}\) |
|---------------------|-------------|-------------|-------------|
| SF-TD-B3LYP*        | -0.020      | 0.547       | 0.486       |
| SF-TD-BHAKLYLYP*    | 0.048       | 1.465       | 1.282       |
| SF-TD-CAM-B3LYP     | 0.012       | 0.677       | 0.595       |
| SF-TD-cB97X-D       | 0.005       | 0.673       | 0.592       |
| SF-TD-LC-cPBE08     | 0.062       | 0.663       | 0.570       |
| SF-CIS\(^b\)        | 0.317       | 3.125       | 2.650       |
| EOM-SF-CCSD\(^d\)   | 0.369       | 1.824       | 2.143       |
| EOM-SF-CCSD(dT)\(^c\) | 0.163      | 1.530       | 1.921       |
| EOM-SF-CCSD(dT)\(^c\) | 0.098      | 1.456       | 1.853       |
| SF-ADC(2)-\(s^b\)  | 0.266       | 1.664       | 1.910       |
| SF-ADC(2)-\(x^b\)  | 0.217       | 1.123       | 1.799       |
| SF-ADC(3)\(^b\)     | 0.083       | 1.621       | 1.930       |
| SF-BSE\(\Theta_1W_0^a\) | -0.092     | 1.189       | 1.480       |
| SF-dBSE\(\Theta_1W_0^a\) | 0.012       | 1.507       | 1.841       |

\(^a\) This work.
\(^b\) Values from Ref. 12.
\(^c\) Values from Ref. 102.
\(^d\) Values from Ref. 110.
