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We discuss Stueckelberg massive electromagnetism on an arbitrary four-dimensional curved spacetime (gauge invariance of the classical theory and covariant quantization; wave equations for the massive spin-1 field $A_\mu$, for the auxiliary Stueckelberg scalar field $\Phi$ and for the ghost fields $C$ and $C^*$; Ward identities; Hadamard representation of the various Feynman propagators and covariant Taylor series expansions of the corresponding coefficients). This permits us to construct, for a Hadamard quantum state, the expectation value of the renormalized stress-energy tensor associated with the Stueckelberg theory. We provide two alternative but equivalent expressions for this result. The first one is obtained by removing the contribution of the “Stueckelberg ghost” $\Phi$ and only involves state-dependent and geometrical quantities associated with the massive vector field $A_\mu$. The other one involves contributions coming from both the massive vector field and the auxiliary Stueckelberg scalar field, and it has been constructed in such a way that, in the zero-mass limit, the massive vector field contribution reduces smoothly to the result obtained from Maxwell’s theory. As an application of our results, we consider the Casimir effect outside a perfectly conducting medium with a plane boundary. We discuss the results obtained using Stueckelberg but also de Broglie-Proca electromagnetism and we consider the zero-mass limit of the vacuum energy in both theories. We finally compare the de Broglie-Proca and Stueckelberg formalisms and highlight the advantages of the Stueckelberg point of view, even if, in our opinion, the de Broglie-Proca and Stueckelberg approaches of massive electromagnetism are two faces of the same field theory.
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I. INTRODUCTION

It is generally assumed that the electromagnetic interaction is mediated by a massless photon. This seems largely justified (i) by the countless theoretical and practical successes of Maxwell’s theory of electromagnetism and of its extension in the framework of quantum field theory as well as (ii) by the stringent upper limits on the photon mass (see p. 559 of Ref. [1] and references therein) which have been obtained by various terrestrial and extraterrestrial experiments (currently, one of the most reliable results provides for the photon mass $m$ the limit $m \leq 10^{-18}$ eV $\approx 2 \times 10^{-54}$ kg [2]).

Despite this, physicists are seriously considering the possibility of a massive but, of course, ultralight photon and are very interested by the associated non-Maxwellian theories of electromagnetism (for recent reviews on the subject, see Refs. [3, 4]). Indeed, the incredibly small value mentioned above does not necessarily imply that the photon mass is exactly zero, and from a theoretical point of view, massive electromagnetism can be rather easily included in the Standard Model of particle physics. Moreover, in order to test the masslessness of the photon or, more precisely, to impose experimental constraints on its mass, it is necessary to have a good understanding of the various massive non-Maxwellian theories. Among these, two theories are particularly important, and we intend to discuss them at more length in our article:

(i) The most popular one, which is the simplest generalization of Maxwell’s electromagnetism, is mainly due to de Broglie (note that the idea of an ultralight massive photon is already present in de Broglie’s doctoral thesis [5, 6] and has been developed by him in modern terms in a series of works [7–9] where he has considered the theory from a Lagrangian point of view and has explicitly shown the modifications induced by the photon mass for Maxwell’s equations) but is attributed in the literature to its “PhD student” Proca (for the series of his original articles dating from 1930 to 1938 which led him to introduce in Ref. [10] the so-called Proca equation for a massive vector field, see Ref. [11], but note, however, that the main aim of Proca was the description of spin-1/2 particles inspired by the neutrino theory of light due to de Broglie). Here, it is worth pointing out that, due to the mass term, the de Broglie-Proca theory is not a gauge theory, and this has some important consequences when we compare, in the limit $m^2 \to 0$, the results obtained via the de Broglie-Proca theory with those derived from Maxwell’s electromagnetism. It is also important to recall that, in general, it is the de Broglie-Proca theory that is used to impose experimental constraints on the photon mass [2–4].
(ii) The most aesthetically appealing one which, contrary to the de Broglie-Proca theory preserves the local $U(1)$ gauge invariance of Maxwell’s electromagnetism, has been proposed by Stueckelberg (see Refs. [12, 13] for the original articles on the subject and also Ref. [14] for a nice recent review). The construction of such a massive gauge theory can be achieved by coupling appropriately an auxiliary scalar field to the massive spin-1 field. This theory is unitary and renormalizable and can be included in the Standard Model of particle physics [14]. Moreover, it is interesting to note that extensions of the Standard Model based on string theory predict the existence of a hidden sector of particles which could explain the nature of dark matter. Among these exotic particles, there exists in particular a dark photon, the mass of which arises also via the Stueckelberg mechanism (see, e.g., Ref. [15]). This “heavy” photon may be detectable in low energy experiments (see, e.g., Refs [16–19]). It is also worth pointing out that the Stueckelberg procedure is not limited to vector fields. It has been recently extended to “restore” the gauge invariance of various massive field theories (see, e.g., Refs. [20, 21] which discuss the case of massive antisymmetric tensor fields and, e.g., Ref. [22] where massive gravity is considered).

In the two following paragraphs, we shall briefly review these two theories at the classical level.

De Broglie-Proca massive electromagnetism is described by a vector field $A_\mu$, and its action $S = S[A_\mu, g_{\mu\nu}]$, which is directly obtained from the original Maxwell Lagrangian by adding a mass contribution, is given by

$$ S = \int_M d^4x \sqrt{-g} \left[ -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} - \frac{1}{2} m^2 A^\mu A_\mu \right]. \quad (1) $$

Let us note that the de Broglie-Proca theory preserves the $(1)$ gauge invariance of Maxwell’s electromagnetism, has been proposed by Stueckelberg (see Refs. [12, 13] for the original articles on the subject and also Ref. [14] for a nice recent review). The construction of such a massive gauge theory can be achieved by coupling appropriately an auxiliary scalar field to the massive spin-1 field. This theory is unitary and renormalizable and can be included in the Standard Model of particle physics [14]. Moreover, it is interesting to note that extensions of the Standard Model based on string theory predict the existence of a hidden sector of particles which could explain the nature of dark matter. Among these exotic particles, there exists in particular a dark photon, the mass of which arises also via the Stueckelberg mechanism (see, e.g., Ref. [15]). This “heavy” photon may be detectable in low energy experiments (see, e.g., Refs [16–19]). It is also worth pointing out that the Stueckelberg procedure is not limited to vector fields. It has been recently extended to “restore” the gauge invariance of various massive field theories (see, e.g., Refs. [20, 21] which discuss the case of massive antisymmetric tensor fields and, e.g., Ref. [22] where massive gravity is considered).

In the two following paragraphs, we shall briefly review these two theories at the classical level.

De Broglie-Proca massive electromagnetism is described by a vector field $A_\mu$, and its action $S = S[A_\mu, g_{\mu\nu}]$, which is directly obtained from the original Maxwell Lagrangian by adding a mass contribution, is given by

$$ S = \int_M d^4x \sqrt{-g} \left[ -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} - \frac{1}{2} m^2 A^\mu A_\mu \right]. \quad (1) $$

Let us note that the de Broglie-Proca theory is also directly obtained from the de Broglie-Proca action (1) by using the substitution

$$ A_\mu \rightarrow A'_\mu = A_\mu + \frac{1}{m} \nabla_\mu \Phi, \quad (5) $$

is given by

$$ S_{Cl} = \int_M d^4x \sqrt{-g} \left[ -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} - \frac{1}{2} m^2 A^\mu A_\mu \right] + \frac{1}{2} \nabla^\mu A_\mu \nabla_\mu \Phi - \frac{1}{2} \nabla^\mu \Phi \nabla_\mu \Phi - \frac{1}{2} m^2 A^\mu A_\mu - \frac{1}{2} R_{\mu\nu} A^\mu A^\nu. \quad (6b) $$

It should be noted that, at the classical level, the vector field $A_\mu$ and the scalar field $\Phi$ are coupled [see, in Eq. (6b), the last term $-m A^\mu \nabla_\mu \Phi$]. Here, it is important to note that Stueckelberg massive electromagnetism is invariant under the gauge transformation

$$ A_\mu \rightarrow A'_\mu = A_\mu + \nabla_\mu \Lambda, \quad (7a) $$

$$ \Phi \rightarrow \Phi' = \Phi - m \Lambda, \quad (7b) $$

for an arbitrary scalar field $\Lambda$, so the local $U(1)$ gauge symmetry of Maxwell’s electromagnetism remains unbroken for the spin-1 field of the Stueckelberg theory. As a consequence, in order to treat this theory at the quantum level (see below), it is necessary to add to the action (6) a gauge-breaking term and the compensating ghost contribution.

Here, it seems important to highlight some considerations which will play a crucial role in this article. Let us note that the de Broglie-Proca theory can be obtained
from Stueckelberg electromagnetism by taking

\[ \Phi = 0. \]  

(8)

We can therefore consider that the de Broglie-Proca theory is nothing other than the Stueckelberg gauge theory in the particular gauge (8). However, it is worth noting that this is a “bad” choice of gauge leading to some complications. In particular:

(i) Due to the constraint (4a), the Feynman propagator associated with the vector field \( A_\mu \) does not admit a Hadamard representation (see below), and, as a consequence, the quantum states of the de Broglie-Proca theory are not of Hadamard type. This complicates the regularization and renormalization procedures.

(ii) In the limit \( m^2 \to 0 \), singularities occur, and a lot of physical results obtained in the context of the de Broglie-Proca theory do not coincide with the corresponding results obtained with Maxwell’s theory.

In this article, we intend to focus on the Stueckelberg theory at the quantum level, and we shall analyze its energetic content with possible applications to the Casimir effect (in this paper) and to cosmology of the very early universe (in a next paper) in mind. More precisely, we shall develop the formalism permitting us to construct, for a normalized Hadamard quantum state \( |\psi\rangle \) of the Stueckelberg theory, the quantity \( \langle \psi|\tilde{T}_{\mu\nu}|\psi\rangle_{\text{ren}} \), which denotes the renormalized expectation value of the stress-energy-tensor operator. It is well known that such an expectation value is of fundamental importance in quantum field theory in curved spacetime (see, e.g., Refs. [23–27]). Indeed, it permits us to analyze the quantum state \( |\psi\rangle \) without any reference to its particle content, and, moreover, it acts as a source in the semiclassical Einstein equations \( G_{\mu\nu} = 8\pi \langle \psi|\tilde{T}_{\mu\nu}|\psi\rangle_{\text{ren}} \) which govern the back-reaction of the quantum field theory on the spacetime geometry.

Let us recall that the stress-energy tensor \( \tilde{T}_{\mu\nu} \) is an operator quadratic in the quantum fields which is, from the mathematical point of view, an operator-valued distribution. As a consequence, this operator is ill defined and the associated expectation value \( \langle \psi|\tilde{T}_{\mu\nu}|\psi\rangle \) is formally infinite. In order to extract from this expectation value a finite and physically acceptable contribution which could act as the source in the semiclassical Einstein equations, it is necessary to regularize it and then to renormalize all the coupling constants. For a description of the various techniques of regularization and renormalization in the context of quantum field theory in curved spacetime (adiabatic regularization method, dimensional regularization method, \( \zeta \)-function approach, point-splitting methods, \ldots), see Refs. [23–27] and references therein.

In this paper, we shall deal with Stueckelberg electromagnetism by using the so-called Hadamard renormalization procedure (for a rigorous axiomatic presentation of this approach, we refer to the monographs of Wald [26] and Fulling [25]). Here, we just recall that it is an extension of the point-splitting method [23, 28, 29] which has been developed in connection with the Hadamard representation of the Green functions (see, e.g., Refs. [30–42] and, more particularly, Refs. [32, 33, 35, 38, 39] where gauge theories are considered).

Our article is organized as follows. In Sec. II, we review the covariant quantization of Stueckelberg massive electromagnetism on an arbitrary four-dimensional curved spacetime (gauge-breaking action and associated ghost contribution; wave equations for the massive spin-1 field \( A_\mu \), for the auxiliary Stueckelberg scalar field \( \Phi \) and for the ghost fields \( C \) and \( C^* \); Feynman propagators and Ward identities). In Sec. III, we focus on the particular gauge for which the various Feynman propagators and the associated Hadamard Green functions admit Hadamard representation, or, in other words, we consider quantum states of Hadamard type. We also construct the covariant Taylor series expansions of the geometrical and state-dependent coefficients involved in the Hadamard representation of the Green functions. In Sec. IV, we obtain, for a Hadamard quantum state, the renormalized expectation value of the stress-energy-tensor operator, and we discuss carefully its geometrical ambiguities. In fact, we provide two alternative but equivalent expressions for this renormalized expectation value. The first one is obtained by removing the contribution of the auxiliary scalar field \( \Phi \) (here, it plays the role of a kind of ghost field) and only involves state-dependent and geometrical quantities associated with the massive vector field \( A_\mu \). The other one involves contributions coming from both the massive vector field and the auxiliary Stueckelberg scalar field, and it has been constructed in such a way that, in the zero-mass limit, the massive vector field contribution reduces smoothly to the result obtained from Maxwell’s theory. In Sec. V, as an application of our results, we consider in the Minkowski spacetime the Casimir effect outside of a perfectly conducting medium with a plane boundary wall separating it from free space. We discuss the results obtained using Stueckelberg but also de Broglie-Proca electromagnetism, and we consider the zero-mass limit of the vacuum energy in both theories. Finally, in a conclusion (Sec. VI), we provide a step-by-step guide for the reader wishing to use our formalism, we briefly discuss and compare the de Broglie-Proca and Stueckelberg approaches in the light of the results obtained in our paper, and we highlight the advantages of the latter. In a short Appendix, we have gathered some important results which are helpful to do the calculations of Secs. III and IV, and, in particular, (i) we define the geodetic interval \( \sigma(x,x') \), the Van Vleck-Morette determinant \( \Delta(x,x') \) and the bivector of parallel transport \( g_{\mu\nu}(x,x') \) which play a crucial role along our article, and (ii) we discuss the concept of covariant Taylor series expansions.

It should be noted that, in this paper, we consider a four-dimensional curved spacetime \((M, g_{\mu\nu})\) with no
boundary \((\partial M = \emptyset)\), and we use units with \(\hbar = c = G = 1\) and the geometrical conventions of Hawking and Ellis [43] concerning the definitions of the scalar curvature \(R\), the Ricci tensor \(R_{\mu\nu}\) and the Riemann tensor \(R_{\mu\nu\rho\sigma}\) as well as the commutation of covariant derivatives. It is moreover important to note that we provide the covariant Taylor series expansions of the Hadamard coefficients in irreducible form by using the algebraic proprieties of the Riemann tensor (and more particularly the cyclicity relation and its consequences) as well as the Bianchi identity.

II. QUANTIZATION OF STUECKELBERG ELECTROMAGNETISM

In this section, we review the covariant quantization of Stueckelberg electromagnetism on an arbitrary four-dimensional curved spacetime. The gauge-breaking term considered includes an arbitrary gauge parameter \(\xi\) and all the results concerning the wave equations for the massive vector field \(A_\mu\), for the auxiliary scalar field \(\Phi\), for the ghost fields \(C\) and \(C^*\) and for all the associated Feynman propagators as well as the Ward identities are expressed in terms of \(\xi\).

A. Quantum action

At the quantum level, the action defining Stueckelberg massive electromagnetism is given by (see, e.g., Ref. [14])

\[
S[A_\mu, \Phi, C, C^*, g_{\mu\nu}] = S_C[A_\mu, \Phi, g_{\mu\nu}] + S_{C^*}[A_\mu, \Phi, g_{\mu\nu}]
\]

where we have added to the classical action (6) the gauge-breaking term

\[
S_{GB} = \int_M d^4 x \sqrt{-g} \left[ -\frac{1}{2\xi} (\nabla^\mu A_\mu + \xi m \Phi)^2 \right] \quad (10)
\]

and the compensating ghost action

\[
S_{Gh} = \int_M d^4 x \sqrt{-g} \left[ \nabla^\mu C^* \nabla_\mu C + \xi m^2 C^* C \right]. \quad (11)
\]

By collecting the fields in the explicit expression (9), the quantum action can be written in the form

\[
S[A_\mu, \Phi, C, C^*, g_{\mu\nu}] = S_A[A_\mu, g_{\mu\nu}] + S_\Phi[\Phi, g_{\mu\nu}] + S_{Gh}(C, C^*, g_{\mu\nu}), \quad (12)
\]

where

\[
S_A = \int_M d^4 x \sqrt{-g} \left[ -\frac{1}{4} F_{\mu\nu} F_{\mu\nu} - \frac{1}{2} m^2 A^\mu A_\mu - \frac{1}{2\xi} (\nabla^\mu A_\mu)^2 \right] \quad (13a)
\]

\[
\begin{align*}
&= \int_M d^4 x \sqrt{-g} \left[ -\frac{1}{2} \nabla^\mu A^\nu \nabla_\mu A_\nu - \frac{1}{2} R_{\mu\nu\rho\sigma} A^\rho A^\sigma \\
&\quad - \frac{1}{2} m^2 A^\mu A_\mu + \frac{1}{2} \left( 1 - \frac{1}{\xi} \right) (\nabla^\mu A_\mu)^2 \right] \quad (13b)
\end{align*}
\]

and

\[
S_\Phi = \int_M d^4 x \sqrt{-g} \left[ -\frac{1}{2} \nabla^\mu \Phi \nabla_\mu \Phi - \frac{1}{2} \xi m^2 \Phi^2 \right]. \quad (14)
\]

\(S_{Gh}\) remaining unchanged and still given by Eq. (11). It is worth noting that the term \(-mA^\mu \nabla_\mu \Phi\) coupling the fields \(A_\mu\) and \(\Phi\) in the classical action (6b) has disappeared; because spacetime is assumed with no boundary, it is neutralized by the term \(-m\Phi \nabla^\mu A_\mu\) in the gauge-breaking action (10).

The functional derivatives with respect to the fields \(A_\mu\), \(\Phi\), \(C\) and \(C^*\) of the quantum action (9) or (12) will allow us to obtain, in Sec. II B, the wave equations for all the fields and to discuss, in Sec. IV A, the conservation of the stress-energy tensor associated with Stueckelberg electromagnetism. They are given by

\[
\frac{1}{\sqrt{-g}} \frac{\delta S}{\delta A_\mu} = [g^{\mu\nu} \Box - (1 - 1/\xi) \nabla^\mu \nabla^\nu - R_{\mu\nu} - m^2 g^{\mu\nu}] A_\nu \quad (15)
\]

for the vector field \(A_\mu\),

\[
\frac{1}{\sqrt{-g}} \frac{\delta S}{\delta \Phi} = [\Box - \xi m^2] \Phi \quad (16)
\]

for the auxiliary scalar field \(\Phi\), as well as

\[
\frac{1}{\sqrt{-g}} \frac{\delta R S}{\delta C} = - [\Box - \xi m^2] C^* \quad (17)
\]

and

\[
\frac{1}{\sqrt{-g}} \frac{\delta L S}{\delta C^*} = - [\Box - \xi m^2] C \quad (18)
\]

for the ghost fields \(C\) and \(C^*\). It should be noted that, due to the fermionic behavior of the ghost fields, we have introduced in Eq. (17) the right functional derivative and in Eq. (18) the left functional derivative.

B. Wave equations

The extremization of the quantum action (9) or (12) permits us to obtain the wave equations for the fields \(A_\mu\), \(\Phi\), \(C\) and \(C^*\). The vanishing of the functional derivatives (15)–(18) provides

\[
[g^{\mu\nu} \Box - (1 - 1/\xi) \nabla^\mu \nabla^\nu - R_{\mu\nu} - m^2 g^{\mu\nu}] A_\nu = 0 \quad (19)
\]

for the vector field \(A_\mu\),

\[
[\Box - \xi m^2] \Phi = 0 \quad (20)
\]

for the auxiliary scalar field \(\Phi\), as well as

\[
[\Box - \xi m^2] C = 0 \quad \text{and} \quad [\Box - \xi m^2] C^* = 0 \quad (21)
\]

for the ghost fields \(C\) and \(C^*\).
C. Feynman propagators and Ward identities

From now on, we shall assume that the Stueckelberg field theory previously described has been quantized and is in a normalized quantum state \(|\psi\rangle\). The Feynman propagator

\[
G^A_{\mu\nu}(x, x') = i \langle \psi | TA_\mu(x) A_\nu(x') | \psi \rangle
\]  
(22)

associated with the field \(A_\mu\) (here, \(T\) denotes time ordering) is, by definition, a solution of

\[
\left[ g_{\mu\nu} \Box_x - (1 - 1/\xi) \nabla^\nu \nabla_\mu - R^\nu_{\rho\sigma} - m^2 g_{\mu\nu} \right] G^A_{\mu\nu}(x, x') = -g_{\mu\nu} \delta^4(x - x')
\]  
(23)

with \(\delta^4(x - x') = [-g(x)]^{-1/2} \delta^4(x - x')\). Similarly, the Feynman propagator

\[
G^A(x, x') = i \langle \psi | T\Phi(x) \Phi(x') | \psi \rangle
\]  
(24)

associated with the scalar field \(\Phi\) satisfies

\[
\Box_x - \xi m^2 \right) G^A(x, x') = -\delta^4(x, x'),
\]  
(25)

and the Feynman propagator

\[
G^{Gh}(x, x') = i \langle \psi | TC^*(x) C(x') | \psi \rangle
\]  
(26)

associated with the ghost fields \(C\) and \(C^*\) satisfies

\[
\Box_x - \xi m^2 \right) G^{Gh}(x, x') = -\delta^4(x, x').
\]  
(27)

The three propagators are related by two Ward identities. The first one is a nonlocal relation linking the propagators \(G^A_{\mu\nu}(x, x')\) and \(G^{Gh}(x, x')\). It can be obtained by extending the approach of DeWitt and Brehme in Ref. [44] as follows: we take the covariant derivative \(\nabla^\nu\) of Eq. (23) and the covariant derivative \(\nabla_\mu\) of Eq. (27); then, by commuting suitably the various covariant derivatives involved and by using the relation \(\nabla^\nu \delta^4(x, x') = -\nabla_\mu \delta^4(x, x')\), we obtain the formal relation

\[
(1/\xi) \nabla^\nu G^A_{\mu\nu}(x, x') + \nabla_\mu G^{Gh}(x, x') = (1 - 1/\xi) \left( \Box_x - \xi m^2 \right) \left\{ \nabla^\mu \left( R^\rho_{\mu\rho} G^A_{\rho\nu}(x, x') \right) \right\}.
\]  
(28)

It should be noted that the nonlocal term in the right-hand side of this equation is associated with the nonminimal term \((1 - 1/\xi) \nabla^\nu \nabla_\mu\) appearing in the wave equation (23) and includes appropriate boundary conditions. The second Ward identity can be obtained directly from the wave equations (25) and (27) by using arguments of uniqueness. We have

\[
G^A(x, x') - G^{Gh}(x, x') = 0.
\]  
(29)

III. HADAMARD EXPANSIONS OF THE GREEN FUNCTIONS OF STUECKELBERG ELECTROMAGNETISM

From now on, we assume that \(\xi = 1\). (For \(\xi \neq 1\), the various Feynman propagators cannot be represented in the Hadamard form.) For this choice of gauge parameter, the wave equations (23), (25) and (27) for the Feynman propagators \(G^A_{\mu\nu}(x, x')\), \(G^A(x, x')\) and \(G^{Gh}(x, x')\) reduce to

\[
\left[ g_{\mu\nu} \Box_x - R^\nu_{\rho\sigma} - m^2 g_{\mu\nu} \right] G^{A}_{\mu\nu}(x, x') = -g_{\mu\nu} \delta^4(x - x'),
\]  
(30)

\[
\Box_x - m^2 \right) G^{A}(x, x') = -\delta^4(x, x'),
\]  
(31)

and

\[
\Box_x - m^2 \right) G^{Gh}(x, x') = -\delta^4(x, x').
\]  
(32)

As far as the Ward identity (28) is concerned, it takes now the local form

\[
\nabla^\mu G^A_{\mu\nu}(x, x') + \nabla_\nu G^{Gh}(x, x') = 0,
\]  
(33)

while the Ward identity (29) remains unchanged. Because this last relation expresses the equality of the Feynman propagators associated with the auxiliary scalar field and the ghost fields, we shall often use a generic form for these propagators (and for their Hadamard representation discussed below) where the labels \(\Phi\) and \(Gh\) are omitted, and we shall write

\[
G(x, x') = G^A(x, x') = G^{Gh}(x, x').
\]  
(34)

For \(\xi = 1\) the nonminimal term in the wave equation for \(G^A_{\mu\nu}(x, x')\) has disappeared [compare Eq. (30) with Eq. (23)]. As consequence, we can consider a Hadamard representation for this propagator as well as for the propagators \(G^A(x, x')\) and \(G^{Gh}(x, x')\). In other words, we can assume that all fields of Stueckelberg theory are in a normalized quantum state \(|\psi\rangle\) of Hadamard type.

A. Hadamard representation of the Feynman propagators

The Feynman propagator \(G^A_{\mu\nu}(x, x')\) associated with the vector field \(A_\mu\) can now be represented in the Hadamard form

\[
G^A_{\mu\nu}(x, x') = \frac{i}{8\pi^2} \left\{ \frac{\Delta^{1/2}(x, x')}{\sigma(x, x') + i\epsilon} g_{\mu\nu}(x, x') + V^A_{\mu\nu}(x, x') \ln[\sigma(x, x') + i\epsilon] + W^A_{\mu\nu}(x, x') \right\},
\]  
(35)

where the bivectors \(V^A_{\mu\nu}(x, x')\) and \(W^A_{\mu\nu}(x, x')\) are symmetric in the sense that \(V^A_{\mu\nu}(x, x') = V^A_{\nu\mu}(x', x)\) and \(W^A_{\mu\nu}(x, x') = W^A_{\nu\mu}(x', x)\) and are regular for \(x' \to x\). Furthermore, these bivectors have the following expansions

\[
V^A_{\mu\nu}(x, x') = \sum_{n=0}^{+\infty} V^A_{n\mu\nu}(x, x') \sigma^n(x, x'),
\]  
(36a)

\[
W^A_{\mu\nu}(x, x') = \sum_{n=0}^{+\infty} W^A_{n\mu\nu}(x, x') \sigma^n(x, x').
\]  
(36b)
Similarly, the Hadamard expansion of the Feynman propagator $G(x, x')$ associated with the auxiliary scalar field $\Phi$ or the ghost fields is given by

$$G(x, x') = \frac{i}{8\pi^2} \left\{ \frac{\Delta^{1/2}(x, x')}{\sigma(x, x')} + i\epsilon + V(x, x') \ln[\sigma(x, x') + i\epsilon] + W(x, x') \right\},$$

(37)

where the biscalars $V(x, x')$ and $W(x, x')$ are symmetric, i.e., $V(x, x') = V(x', x)$ and $W(x, x') = W(x', x)$, regular for $x' \to x$ and possess expansions of the form

$$V(x, x') = \sum_{n=0}^{+\infty} V_n(x, x') \sigma^n(x, x'),$$

(38a)

and

$$W(x, x') = \sum_{n=0}^{+\infty} W_n(x, x') \sigma^n(x, x').$$

(38b)

In Eqs. (35) and (37), the factor $i\epsilon$ with $\epsilon \to 0_+$ ensures the singular behavior prescribed by the time-ordered product introduced in the definition of the Feynman propagators [see Eqs. (22), (24) and (26)]. The Hadamard coefficients $V_n^{\mu \nu}(x, x')$ and $W_n^{\mu \nu}(x, x')$ introduced in Eq. (36) are also symmetric and regular bivector functions. The coefficients $V_n^{\mu \nu}(x, x')$ satisfy the recursion relations

$$2(n+1)(n+2) V_n^{\mu_1 \nu_1 \mu_2 \nu_2} + 2(n+1) V_n^{\mu_1 \nu_1 \mu_2 \nu_2, \sigma^a}$$

$$-2(n+1) W_n^{\mu_1 \nu_1 \mu_2 \nu_2, \sigma^a}$$

$$+ [g_\mu \square - R_\mu - m^2 g_\mu] V_n^{\mu \nu} = 0$$

(39a)

for $n \in \mathbb{N}$ with the boundary condition

$$-2 V_0^{\mu \nu} + 2 V_0^{\mu \nu, \sigma^a} - 2 V_0^{\mu \nu, \sigma^a}$$

$$+ [g_\mu \square - R_\mu - m^2 g_\mu] (\sigma) = 0,$$

(39b)

while the coefficients $W_n^{\mu \nu}(x, x')$ satisfy the recursion relations

$$2(n+1)(n+2) W_n^{\mu_1 \nu_1 \mu_2 \nu_2} + 2(n+1) W_n^{\mu_1 \nu_1 \mu_2 \nu_2, \sigma^a}$$

$$-2(n+1) W_n^{\mu_1 \nu_1 \mu_2 \nu_2, \sigma^a}$$

$$+ [g_\mu \square - R_\mu - m^2 g_\mu] W_n^{\mu \nu} = 0$$

(40)

for $n \in \mathbb{N}$. It should be noted that from the recursion relations (39) and (40) we can show that

$$[g_\mu \square - R_\mu - m^2 g_\mu] V_{\nu \rho} = 0$$

(41)

and

$$\sigma [g_\mu \square - R_\mu - m^2 g_\mu] W_{\nu \rho} =$$

$$- [g_\mu \square - R_\mu - m^2 g_\mu] (\sigma) + 2 V_n^{\mu \nu, \sigma^a}$$

$$- 2 V_n^{\mu \nu, \sigma^a} + 2 V_n^{\mu \nu, \sigma^a}$$

(42)

These two “wave equations” permit us to prove that the Feynman propagator (35) solves the wave equation (30). Similarly, the Hadamard coefficients $V_n(x, x')$ and $W_n(x, x')$ are also symmetric and regular bivector functions. The coefficients $V_n(x, x')$ satisfy the recursion relations

$$2(n+1)(n+2) V_n + 2(n+1) V_n, \sigma^a$$

$$-2(n+1) W_n \Delta^{-1/2}(\Delta^{1/2})_{\sigma^a}$$

$$+ [\square - m^2] V_n = 0$$

(43a)

for $n \in \mathbb{N}$ with the boundary condition

$$2 V_0 + 2 V_0, \sigma^a - 2 V_0 \Delta^{-1/2}(\Delta^{1/2})_{\sigma^a}$$

$$+ [\square - m^2] W_n = 0$$

(43b)

while the coefficients $W_n(x, x')$ satisfy the recursion relations

$$2(n+1)(n+2) W_n + 2(n+1) W_n, \sigma^a$$

$$-2(n+1) W_n \Delta^{-1/2}(\Delta^{1/2})_{\sigma^a}$$

$$+ 2(2n+3) V_n + 2 V_n, \sigma^a$$

$$- 2 V_n \Delta^{-1/2}(\Delta^{1/2})_{\sigma^a}$$

$$+ [\square - m^2] W_n = 0$$

(44)

for $n \in \mathbb{N}$. It should be also noted that from the recursion relations (43) and (44) we can show that

$$[\square - m^2] V = 0$$

(45)

and

$$\sigma [\square - m^2] W = -[\square - m^2] \Delta^{1/2}$$

$$- 2 V - 2 V, \sigma^a + 2 V \Delta^{-1/2}(\Delta^{1/2})_{\sigma^a}.$$

(46)

These two “wave equations” permit us to prove that the Feynman propagator (37) solves the wave equation (31) or (32).
and
\[ G_{\text{reg}}(x, x') = \frac{i}{8\pi^2} W(x, x'). \] (50b)

Here, it is important to note that, due to the geometrical nature of \( \sigma(x, x') \), \( g_{\mu\nu}(x, x') \), \( \Delta^{1/2}(x, x') \) (see the Appendix) and of \( V^{A}_{\mu\nu}(x, x') \) and \( V(x, x') \) (see Sec. III C), the singular parts (48a) and (50a) are purely geometrical objects. By contrast, the regular parts (48b) and (50b) are state dependent (see Sec. III D).

**B. Hadamard Green functions**

In the context of the regularization of the stress-energy-tensor operator, instead of working with the Feynman propagators, it is more convenient to use the associated so-called Hadamard Green functions. Their representations can be derived from those of the Feynman propagators by using the formal identities
\[ \frac{1}{\sigma + i\epsilon} = \mathcal{P} \frac{1}{\sigma} - i\pi\delta(\sigma) \] (51)

and
\[ \ln(\sigma + i\epsilon) = \ln|\sigma| + i\pi\Theta(-\sigma). \] (52)

Here, \( \mathcal{P} \) is the symbol of the Cauchy principal value, and \( \Theta \) denotes the Heaviside step function. Indeed, these identities permit us to rewrite the expression (35) of the Feynman propagator associated with the massive vector field \( A_\mu \) as
\[ G_{\mu\nu}^A(x, x') = G_{\mu\nu}(x, x') + \frac{i}{2} G^{(1)A}_{\mu\nu}(x, x'), \] (53)

where the average of the retarded and advanced Green functions is represented by
\[ G_{\mu\nu}(x, x') = \frac{1}{8\pi} \left\{ \Delta^{1/2}(x, x') g_{\mu\nu}(x, x') \delta[\sigma(x, x')] - V_{\mu\nu}(x, x') \Theta[-\sigma(x, x')] \right\} \] (54)

and the Hadamard Green function has the representation
\[ G^{(1)A}_{\mu\nu}(x, x') = \frac{1}{4\pi^2} \left\{ \Delta^{1/2}(x, x') \sigma(x, x') - g_{\mu\nu}(x, x') \right\} \] (55)

Similarly, we have for the Feynman propagator (37) associated with the auxiliary scalar field \( \Phi \) or the ghost fields
\[ G(x, x') = G(x, x') + \frac{i}{2} G^{(1)}(x, x'), \] (56)

where
\[ G(x, x') = \frac{1}{8\pi} \left\{ \Delta^{1/2}(x, x') \delta[\sigma(x, x')] - V(x, x') \Theta[-\sigma(x, x')] \right\} \] (57)

and
\[ G^{(1)}(x, x') = \frac{1}{4\pi^2} \left\{ \Delta^{1/2}(x, x') \sigma(x, x') \right\} + V(x, x') \ln|\sigma(x, x')| + W(x, x'). \] (58)

It is important to recall that the Hadamard Green function associated with the massive vector field \( A_\mu \) is defined as the anticommutator
\[ G^{(1)A}_{\mu\nu}(x, x') = \langle \psi | A_\mu(x), A_{\nu'}(x') \rangle |\psi \rangle \] (59)

which is a solution of
\[ [\Box - m^2] G^{(1)A}(x, x') = 0, \] (60)

while the Hadamard Green function associated with the ghost fields is defined as the commutator
\[ G^{(1)Gh}(x, x') = \langle \psi | C^*(x), C(x') \rangle |\psi \rangle \] (61)

and satisfies the wave equation
\[ [\Box - m^2] G^{(1)Gh}(x, x') = 0. \] (62)

It should be noted that the expressions (59), (61) and (63) can be obtained from the definitions (22), (24) and (26) by noting that a Hadamard Green function is twice the imaginary part of the corresponding Feynman propagator [see also Eqs. (53) and (56)]. The transition from (22) to (59) or from (24) to (61) is rather immediate but it is not so obvious to obtain (63) from (26): it is necessary to use the fact that the time-ordered product appearing in Eq. (26) is defined with a minus sign due to the anticommuting nature of the ghost fields [i.e., we have \( T C^*(x) C(x') = \theta(x^0 - x'^0) C^*(x) C(x') - \theta(x'^0 - x^0) C(x') C^*(x) \) and to consider that the ghost field \( C \) is hermitian while the anti-ghost field \( C^* \) is anti-hermitian (see, e.g., Ref. [45]).

The Ward identities (33) and (29) satisfied by the Feynman propagators are also valid for the Hadamard Green functions. We have
\[ \nabla^\mu G^{(1)A}_{\mu\nu}(x, x') + \nabla^\nu G^{(1)Gh}(x, x') = 0 \] (65)

and
\[ G^{(1)A}(x, x') - G^{(1)Gh}(x, x') = 0. \] (66)

Similarly, as it has been previously noted in the case of the Feynman propagators, the Hadamard representation
of the Hadamard Green functions permits us to straightforwardly identify their singular and purely geometrical parts as well as their regular and state-dependent parts (when the coincidence limit \( x' \to x \) is considered). We can write

\[
G^{(1)A}_{\mu\nu'}(x, x') = G^{(1)A}_{\text{sing} \mu\nu'}(x, x') + G^{(1)A}_{\text{reg} \mu\nu'}(x, x')
\]  

(67)

with

\[
G^{(1)A}_{\text{sing} \mu\nu'}(x, x') = \frac{1}{4\pi^2} \left\{ \frac{\Delta^{1/2}(x, x')}{\sigma(x, x')} g_{\mu\nu'}(x, x') + V_{\mu\nu'}(x, x') \ln |\sigma(x, x')| \right\}
\]

(68a)

and

\[
G^{(1)A}_{\text{reg} \mu\nu'}(x, x') = \frac{1}{4\pi^2} W_{\mu\nu'}(x, x')
\]

(68b)

as well as

\[
G^{(1)}(x, x') = G^{(1)}_{\text{sing} \mu\nu'}(x, x') + G^{(1)}_{\text{reg} \mu\nu'}(x, x')
\]

(69)

with

\[
G^{(1)}_{\text{sing} \mu\nu'}(x, x') = \frac{1}{4\pi^2} \left\{ \Delta^{1/2}(x, x') \sigma(x, x') + V(x, x') \ln |\sigma(x, x')| \right\}
\]

(70a)

and

\[
G^{(1)}_{\text{reg} \mu\nu'}(x, x') = \frac{1}{4\pi^2} W(x, x').
\]

(70b)

It should be pointed out that the regular part of the Hadamard Green function given by Eq. (68b) [respectively, by Eq. (70b)] is proportional to that of the Feynman propagator given by Eq. (48b) [respectively, by Eq. (50b)].

\section{C. Geometrical Hadamard coefficients and associated covariant Taylor series expansions}

Formally, the Hadamard coefficients \( V^{A}_{\mu\nu'}(x, x') \) or \( V_{n \mu\nu'}(x, x') \) can be determined uniquely by solving the recursion relations (39) or (43), i.e., by integrating these recursion relations along the unique geodesic joining \( x \) to \( x' \) (it is unique for \( x' \) near \( x \) or more generally for \( x' \) in a convex normal neighborhood of \( x \)). As a consequence, all these coefficients as well as the sums given by Eqs. (36a) and (38a) are of purely geometric nature, i.e., they only depend on the geometry along the geodesic joining \( x \) to \( x' \).

From the point of view of the practical applications considered in this work, it is sufficient to know the expressions of the first two geometrical Hadamard coefficients. Furthermore, their covariant Taylor series expansions are needed up to order \( \sigma^1 \) for \( n = 0 \) and \( \sigma^3 \) for \( n = 1 \). The covariant Taylor series expansions of the bivector coefficients \( V^{A}_{0 \mu\nu'}(x, x') \) and \( V^{A}_{1 \mu\nu'}(x, x') \) are given by [see Eqs. (A.7) and (A.8)]

\[
V^{A}_{0 \mu\nu'} = g_{\nu'} V^{A}_{0 \mu\nu'} = v^{A}_{0 \mu}(\nu)
\]

\[
- \{ (1/2) v^{A}_{0 \mu(\mu)} + v^{A}_{0 \mu(\nu)} \} \sigma^\alpha
\]

\[
+ \frac{1}{2!} \{ v^{A}_{0 \mu(\nu)} + v^{A}_{0 \mu(\alpha)} \} \sigma^\alpha \sigma^\beta + O(\sigma^{3/2})
\]

(71a)

and

\[
V^{A}_{1 \mu\nu'} = g_{\nu'} V^{A}_{1 \mu\nu'} = v^{A}_{1 \mu}(\nu) + O(\sigma^{1/2}).
\]

(71b)

Here, the explicit expressions of the Taylor coefficients can be determined from the recursion relations (39). We have

\[
v^{A}_{0 \mu}(\nu) = (1/2) R_{\mu\nu} + g_{\nu} \{ (1/2) m^2 - (1/12) R \}
\]

(72a)

\[
v^{A}_{0 \mu(\nu)} = (1/6) R_{\mu(\nu),\nu},
\]

(72b)

\[
v^{A}_{0 \mu(\nu)ab} = (1/6) R_{\muab;ab} + (1/12) R_{\muab R_{ab}} + (1/120) R_{ab R_{ab}}
\]

\[
+ (1/720) R_{\muab R_{b} R_{b}},
\]

(72c)

\[
v^{A}_{1 \mu}(\nu) = (1/4) m^2 R_{\mu\nu} - (1/12) \square R_{\mu\nu} R_{\nu},
\]

(73a)

\[
+ (1/8) R_{\muab R_{ab}^p R_{ab}^q} - (1/48) R_{\muab R_{ab}^{pq}},
\]

(72d)

The covariant Taylor series expansions of the biscalar coefficients \( V^{0}_{0}(x, x') \) and \( V^{0}_{1}(x, x') \) are given by [see Eqs. (A.5) and (A.6)]

\[
V^{0}_{0} = v^{0}_{0} - \{ (1/2) v^{0}_{0;\alpha} \} \sigma^\alpha
\]

\[
+ \frac{1}{2!} v^{0}_{\alpha\beta} \sigma^\alpha \sigma^\beta + O(\sigma^{3/2})
\]

(73a)

and

\[
V^{0}_{1} = v^{1}_{0} + O(\sigma^{1/2}).
\]

(73b)

Here, the explicit expressions of the Taylor coefficients can be determined from the recursion relations (43). We have

\[
v^{0}_{0ab} = (1/12) m^2 R_{ab} - (1/40) R_{ab R_{ab}} - (1/120) R_{ab R_{ab}}
\]

\[
+ (1/72) R_{ab R_{ab}} + (1/90) R_{ab R_{ab}^p}
\]

\[
- (1/180) R_{pq R_{ab}^{pq}} - (1/180) R_{ab R_{pq} R_{pq}}
\]

(74a)

\[
v^{1}_{0} = (1/12) m^2 R_{ab} + (1/120) \square R_{ab}
\]

\[
+ (1/288) R_{pq R_{pq} R_{pq}}
\]

\[
+ (1/720) R_{pq R_{pq} R_{pq}}.
\]

(74b)
In order to obtain the expressions of the Taylor coefficients given by Eqs. (72) and (74), we have used some of the properties of $\sigma(x, x')$, $g_{\mu\nu}(x, x')$, $\Delta^{1/2}(x, x')$ mentioned in the Appendix as well as the algebraic properties of the Riemann tensor.

D. State-dependent Hadamard coefficients and associated covariant Taylor series expansions

1. General considerations

Unlike the geometrical Hadamard coefficients, the coefficients $W_{n}^{A}(x, x')$ and $W_{n}(x, x')$ are neither uniquely defined nor purely geometrical. Indeed, the coefficient $W_{0}^{A}(x, x')$ [respectively, $W_{0}(x, x')$] is unrestricted by the recursion relations (42) [respectively, by the recursion relations (46)]. As a consequence, this is also true for all the coefficients $W_{n}^{A}(x, x')$ and $W_{n}(x, x')$ with $n \geq 1$ and for the sums (36b) and (38b). This arbitrariness is in fact very interesting, and it can be used to encode the quantum state dependence of the theory in the coefficients $W_{0}^{A}(x, x')$ and $W_{0}(x, x')$. Once they have been specified, the coefficients $W_{n}^{A}(x, x')$ and $W_{n}(x, x')$ with $n \geq 1$ as well as the bivector $W_{n}^{A}(x, x')$ and the bivector $W_{n}(x, x')$ are uniquely determined.

In the following, instead of working with the state-dependent Hadamard coefficients, we shall consider the sums $W_{n}^{A}(x, x')$ and $W_{n}(x, x')$, and, more precisely, we shall use their covariant Taylor series expansions up to order $\sigma^{3/2}$. We have [see Eqs. (A.7) and (A.8)]

\[
W_{\mu\nu} = g_{\mu}\nu W_{\mu\nu} = s_{\mu\nu} - \{ (1/2) s_{\mu\nu;a} + \alpha_{\mu\nu} \} \sigma^{a} \\
+ \frac{1}{2!} \{ s_{\mu\nu;ab} + \alpha_{\mu\nu;ab} \} \sigma^{a} \sigma^{b} - \frac{1}{3!} \{ (3/2) s_{\mu\nu;abc} \\
- (1/4) s_{\mu\nu;abc} \} \sigma^{a} \sigma^{b} \sigma^{c} + O(\sigma^{2})
\]

(75)

and [see Eqs. (A.5) and (A.6)]

\[
W = w - \{ (1/2) w_{ab} \} \sigma^{a} + \frac{1}{2!} w_{ab} \sigma^{a} \sigma^{b} \\
- \frac{1}{3!} \{ (3/2) w_{abc} - (1/4) w_{abc} \} \sigma^{a} \sigma^{b} \sigma^{c} + O(\sigma^{2}).
\]

(76)

In the expansion (75) we have introduced the notations

\[
s_{\mu\nu;a} = w_{(\mu)\nu;a} \\
a_{\mu\nu} = w_{[\mu] \nu]
\]

for the symmetric part of the Taylor coefficients and

\[
s_{\mu\nu;a} = w_{(\mu)\nu;a} \\
a_{\mu\nu} = w_{[\mu] \nu]
\]

for their antisymmetric part.

It is important to note that, with practical applications in mind, it is interesting to express some of the Taylor coefficients appearing in Eqs. (75) and (76) in terms of the bitensors $W_{\mu\nu}^{A}(x, x')$ and $W(x, x')$. This can be done by inverting these equations. From Eq. (75), we obtain

\[
s_{\mu\nu}(x) = \lim_{x' \to x} W_{\mu\nu}^{A}(x, x'),
\]

(78a)

\[
a_{\mu\nu}(x) = \frac{1}{2} \lim_{x' \to x} \left[ W_{\mu\nu;ab}(x, x') - W_{\mu\nu;ab}(x, x') \right]
\]

(78b)

\[
s_{\mu\nu;ab}(x) = \frac{1}{2} \lim_{x' \to x} \left[ W_{\mu\nu;ab}(x, x') + W_{\mu\nu;ab}(x, x') \right]
\]

(78c)

(Here, the coefficient $a_{\mu\nu;ab}$ is not relevant because it does not appear in the final expressions of the renormalized stress-energy-tensor operator given in Sec. IV C). Similarly, from Eq. (76), we straightforwardly establish that

\[
w(x) = \lim_{x' \to x} W(x, x'),
\]

(79a)

\[
w_{ab}(x) = \lim_{x' \to x} W_{(\mu')(\nu')}(x, x').
\]

(79b)

We shall now rewrite the wave equations (60), (62) and (64) as well as the Ward identity (65) in terms of the Taylor coefficients of $W_{\mu\nu}^{A}(x, x')$ and $W(x, x')$. To achieve the calculations, we shall use extensively the properties of $\sigma(x, x')$, $g_{\mu\nu}(x, x')$, $\Delta^{1/2}(x, x')$ mentioned in the Appendix.

2. Wave equations

By inserting the Hadamard representation (55) of the Green function $G^{(1)}_{\mu\nu}(x, x')$ into the wave equation (60), we obtain a wave equation with source for the state-dependent Hadamard coefficient $W_{\mu\nu}^{A}(x, x')$. We have

\[
g_{\mu\nu} \left( g_{\mu\nu} \Box_{x} - R_{\mu\nu} - m^{2} g_{\mu\nu} \right) W_{\mu\nu}^{A} \\
= -6 V_{1}^{A}_{\mu\rho} - 2 g_{\nu}^{(\mu')} V_{1}^{A}_{\mu\nu;\rho;\sigma} + O(\sigma) \\
= -6 v_{1}(\mu) + (2 v_{1}(\mu);\rho) + 8 v_{1}(\rho) + O(\sigma).
\]

(80)

Here, we have used the expansions of the geometrical Hadamard coefficients given by Eqs. (36a) and (71). By inserting the expansion (75) of $W_{\mu\nu}^{A}(x, x')$ into the left-hand side of Eq. (80), we find the following relations:

\[
s_{\mu\nu}^{\rho} = R^{\rho}_{(\mu)\nu} + m^{2} s_{\mu\nu} - 6 v_{1}(\mu\rho),
\]

(81a)

\[
s_{\mu\rho}^{\nu} = R^{\nu}_{\mu\rho} + m^{2} s_{\rho\nu} - 6 v_{1}(\mu\rho),
\]

(81b)

\[
a_{\mu\nu}^{\rho} = -R^{\rho}_{(\mu)\nu},
\]

(81c)

\[
s_{\rho\nu}^{\rho\nu} = (1/4) \left( \Box s_{\rho\nu} \right) + (1/2) R^{\rho}_{\rho\nu} s_{\rho\nu},
\]

(81d)

\[
- (1/2) R_{(\mu)\rho} s_{\rho\nu} - (1/2) R^{\rho}_{\rho\nu} s_{\rho\nu} + (1/2) s_{\rho\nu},
\]

(82a)

\[
+ (1/2) R^{2} a_{\rho\nu} + R^{\rho}_{(\mu)\rho} a_{\nu} + R^{\rho}_{\rho\nu} a_{\nu},
\]

(82b)

\[
- (1/2) m^{2} s_{\rho\nu} + 2 v_{1}(\mathbf{a}) s_{\rho\nu} + (1/2) R^{\rho}_{\rho\nu} s_{\rho\nu}.
\]

(82c)
Furthermore, by combining Eq. (83d) with Eq. (83a) and Eq. (81c) with Eq. (81b), we also establish that
\[
\begin{align*}
-s_{\mu\nu\rho\sigma}^{\mu\nu} &= 1/(4) \left( \Box s_{\mu\nu} \right)_{;\rho} + (1/2) \frac{\partial^2 s_{\mu\nu}}{\partial \rho} \\
&= 1/(2) R^\rho_{\mu\nu\sigma} s_{\rho\sigma} + (1/2) R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&+ (1/2) \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&+ (1/2) \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} - R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&= (1/2) \frac{\partial^2 s_{\mu\nu}}{\partial \rho} \frac{\partial^2 s_{\mu\nu}}{\partial \rho} - R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&= (81f)
\end{align*}
\]
and
\[
\begin{align*}
s_{\mu\nu\rho\sigma}^{\mu\nu} &= 1/(4) \left( \Box s_{\mu\nu} \right)_{;\rho} + (1/2) \frac{\partial^2 s_{\mu\nu}}{\partial \rho} \\
&= 1/(2) R^\rho_{\mu\nu\sigma} s_{\rho\sigma} + (1/2) R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&+ (1/2) \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} - R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&= (1/2) \frac{\partial^2 s_{\mu\nu}}{\partial \rho} \frac{\partial^2 s_{\mu\nu}}{\partial \rho} - R^\rho_{\mu\nu\sigma} \frac{\partial^2 s_{\rho\sigma}}{\partial \rho} \\
&= (81f)
\end{align*}
\]

**Mutatis mutandis**, by inserting the Hadamard representation (58) of the Green function $G^{(1)}(x, x')$ into the wave equation (62) or (64), we obtain a wave equation with source for the state-dependent Hadamard coefficient $W(x, x')$. We have
\[
\begin{align*}
\left( \Box - m^2 \right) W &= -6 V_1 - 2 V^{10}_{10} \sigma'' + O(\sigma) \\
&= -6 v_1 + 2 v_{1;\alpha} \sigma'' + O(\sigma). \\
&= (82)
\end{align*}
\]

Here, we have used the expansions of the geometrical Hadamard coefficients given by Eqs. (38a) and (73). By inserting the expansion (76) of $W(x, x')$ into the left-hand side of Eq. (82), we find the following relations:
\[
\begin{align*}
w^\rho_\mu &= m^2 w - 6 v_1, \\
&= (83a) \\
w^{\rho}_{\mu\nu} &= \left( 1/4 \right) \left( \Box w \right)_{;\rho} + (1/2) w^\rho_{\mu\nu} \\
&= (1/2) R^\rho_{\mu\nu\sigma} w_{;\sigma} - (1/2) m^2 w_{;\rho} + 2 v_{1;\rho}. \\
&= (83b)
\end{align*}
\]

Furthermore, by combining Eq. (83b) with Eq. (83a), we also establish that
\[
\begin{align*}
w_{\rho\mu\nu} &= \left( 1/4 \right) \left( \Box w \right)_{;\rho} + (1/2) R^\rho_{\mu\nu\sigma} w_{;\sigma} - v_1^A_{;\rho}. \\
&= (83c)
\end{align*}
\]

**3. Ward identities**

The first Ward identity given by Eq. (65) expressed in terms of the Hadamard representation of the Green functions $G^{(1)}(x, x')$ [see Eq. (55)] and $G^{(1)}(x, x')$ [see Eq. (58)] permits us to write a relation between the geometrical Hadamard coefficients $V^A_{\mu\nu}(x, x')$ and $V(x, x')$ as well as another one between the state-dependent Hadamard coefficients $W^A_{\mu\nu}(x, x')$ and $W(x, x')$. We obtain
\[
\begin{align*}
\frac{g^\nu_{\mu'}}{V^A_{\mu\nu} + V_{\mu'}} = 0 \\
&= (84)
\end{align*}
\]

which is an identity between the geometrical Taylor coefficients (72a)–(72d) and (74a)–(74c) and
\[
\begin{align*}
g^\nu_{\mu'} \left( W^A_{\mu\nu} + W_{\mu'} \right) \\
&= -V^A_{1\mu'' \sigma''} + V_{1\sigma} + O(\sigma) \\
&= -\left( v^A_{1;\alpha} - v_{1;\sigma} \right) \sigma'' + O(\sigma). \\
&= (85)
\end{align*}
\]

To establish Eq. (85), we have used the expansions of the geometrical Hadamard coefficients given by Eqs. (36a), (38a), (71) and (73). By inserting the expansions (75) of $W^A_{\mu\nu}(x, x')$ and (76) of $W(x, x')$ into the left-hand side of Eq. (85), we find the following relations:
\[
\begin{align*}
a_{\mu''}^{\nu'} &= \left( 1/2 \right) s_{\mu''}^{\nu'} + (1/2) w^{\nu'}_{\mu''} \\
as_{\mu''}^{\nu'} &= \left( 1/2 \right) s_{\mu''}^{\nu'} + (1/2) R^\rho_{\mu''\sigma} w^{\rho}_{\nu'} + a^\rho_{\nu';\sigma} \\
&+ w_{\nu'} - v^A_{1;\nu'} + v_1 g_{\nu'} \\
&= (86a)
\end{align*}
\]

Furthermore, by combining Eq. (86b) with Eq. (86a), we also establish that
\[
\begin{align*}
as_{\mu''}^{\nu'} &= \left( 1/4 \right) s_{\mu''}^{\nu'} + (1/2) R^\rho_{\mu''\nu} s^{\rho}_{\nu'} + a^\rho_{\nu';\sigma} \\
&- (1/4) w_{\nu'} + w_{\nu'} - v^A_{1;\nu'} + v_1 g_{\nu'} \\
&= (86b)
\end{align*}
\]

Of course, the second Ward identity given by Eq. (66) provides trivially the equality of the Taylor coefficients of the Hadamard coefficients associated with the auxiliary scalar field and the ghost fields. We have
\[
V^\phi = V^G \\
\begin{align*}
&= (87)
\end{align*}
\]

and
\[
W^\phi = W^G. \\
\begin{align*}
&= (88)
\end{align*}
\]

**IV. RENORMALIZED STRESS-ENERGY TENSOR OF STUECKELBERG ELECTROMAGNETISM**

**A. Stress-energy tensor**

The functional derivation of the quantum action of the Stueckelberg theory with respect to the metric tensor $g_{\mu\nu}$ permits us to obtain the associated stress-energy tensor $T_{\mu\nu}$. By definition, we have
\[
T_{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta}{\delta g_{\mu\nu}} S[A_{\mu}, \Phi, C, C^*, g_{\mu\nu}], \\
\begin{align*}
&= (89)
\end{align*}
\]

and its explicit expression can be obtain by using that, in the elementary variation
\[
g_{\mu\nu} \rightarrow g_{\mu\nu} + \delta g_{\mu\nu} \\
\begin{align*}
&= (90)
\end{align*}
\]

of the metric tensor, we have (see, for example, Ref. [46])
\[
\begin{align*}
g_{\mu''}^{\nu''} &= g_{\mu''}^{\nu''} + \delta g_{\mu''}^{\nu''} \\
&= \sqrt{-g} \rightarrow \sqrt{-g} + \delta \sqrt{-g}, \\
\Gamma^p_{\mu\nu} &\rightarrow \Gamma^p_{\mu\nu} + \delta \Gamma^p_{\mu\nu} \\
&= (91a)
\end{align*}
\]

with
\[
\begin{align*}
\delta g_{\mu''}^{\nu''} &= -g_{\mu''}^{\nu''} g_{\sigma''}^{\rho''} \delta g_{\sigma''}, \\
\delta \sqrt{-g} &= \frac{1}{2} \sqrt{-g} \delta g_{\mu''}^{\nu''}, \\
\delta \Gamma^p_{\mu\nu} &= \frac{1}{2} \left( \delta g_{\mu''}^{\nu''} + \delta g_{\mu''}^{\sigma'} \delta g_{\nu''}^{\sigma'} \right). \\
&= (91c)
\end{align*}
\]
The stress-energy tensor derived from the action (9) is given by

\[ T^{\mu\nu} = T_{\text{cl}}^{\mu\nu} + T_{\text{GB}}^{\mu\nu} + T_{\text{Gh}}^{\mu\nu}, \]  

(92)

where the contributions of the classical and gauge-breaking parts take the forms

\[ T_{\text{cl}}^{\mu\nu} = F^\rho_\mu F^\nu_\rho + m^2 A^\mu A^\nu + \nabla^\mu \Phi \nabla^\nu \Phi + 2 m A^{(\mu} \nabla^{\nu)} \Phi - \frac{1}{4} g^{\mu\nu} \left\{ F_{\rho\sigma} F^{\rho\sigma} + 2 m^2 A_\rho A^\rho + 2 \nabla_\rho \Phi \nabla^\rho \Phi + 4 m A_\rho \nabla^\rho \Phi \right\} \]

\[ = \nabla_\rho A^{\mu} \nabla^\nu \Phi - 2 \nabla_\rho A^{(\mu} \nabla^{\nu)} + \nabla^\mu A_\rho \nabla^\nu A^\rho + m^2 A^\mu A^\nu + \nabla^\mu \Phi \nabla^\nu \Phi + 2 m A^{(\mu} \nabla^{\nu)} \Phi - \frac{1}{2} g^{\mu\nu} \left\{ \nabla_\rho A_\sigma \nabla^\rho A^\sigma - \nabla_\rho A_\rho A^\nu + \nabla_\rho \Phi \nabla^\rho \Phi + 2 m A_\rho \nabla^\rho \Phi \right\} \]  

(93a)

and

\[ T_{\text{GB}}^{\mu\nu} = -2 A^{(\mu} \nabla^{\nu)} A_\rho - 2 m A^{(\mu} \nabla^{\nu)} \Phi - \frac{1}{2} g^{\mu\nu} \left\{ \nabla_\rho A^\sigma \nabla^\rho A^\sigma - \nabla_\rho A_\rho A^\nu \right\} + m^2 A^\mu A^\nu \]  

(93b)

while the contribution associated with the ghost fields is given by

\[ T_{\text{Gh}}^{\mu\nu} = -2 \nabla^{(\mu} C^\nu \nabla^{(\nu)} C^\rho + g^{\mu\nu} \left\{ \nabla_\rho C^\sigma \nabla^\rho C^\sigma + m^2 C^\rho \right\}. \]  

(93c)

We can note the existence of terms coupling the fields \( A_\mu \) and \( \Phi \) in the expression of \( T^{\mu\nu}_{\text{cl}} \) [see Eq. (93a)] as well as in the expression of \( T^{\mu\nu}_{\text{GB}} \) [see Eq. (93b)].

We also give an alternative expression for the stress-energy tensor which can be derived from the action (12) or by summing \( T^{\mu\nu}_{\text{cl}} \) and \( T^{\mu\nu}_{\text{GB}} \). This eliminates any coupling between the fields \( A_\mu \) and \( \Phi \) and permits us to straightforwardly infer that the stress-energy tensor has three independent contributions corresponding to the massive vector field \( A_\mu \), the auxiliary scalar field \( \Phi \) and the ghost fields \( C^\mu \) and \( C^\nu \). We can write

\[ T^{\mu\nu} = T_{\text{cl}}^{\mu\nu} + T_{\Phi}^{\mu\nu} + T_{\text{Gh}}^{\mu\nu}, \]  

(94)

with

\[ T_{\Phi}^{\mu\nu} = \nabla^\alpha \Phi \nabla_\alpha (\nabla^\beta \Phi \nabla_\beta A^\mu - 2 A^\mu \nabla^\nu A^\nu + (1/4) g^{\mu\nu} \left\{ F_{\rho\sigma} F^{\rho\sigma} + 2 m^2 A_\rho A^\rho - 4 A_\rho \nabla^\rho \nabla^\alpha \Phi - \frac{1}{2} \left( \nabla_\rho A_\rho \right)^2 \right\} \]  

\[ = \nabla_\rho A^\mu \nabla^\nu A^\rho - 2 \nabla_\rho A^{(\mu} \nabla^{\nu)} A^\rho + \nabla^\mu A_\rho \nabla^\nu A^\rho + m^2 A^\mu A^\nu - 2 A^\mu \nabla^\nu A^\rho - \frac{1}{2} \left( \nabla_\rho A_\rho \right)^2 \]  

(95a)

and

\[ T_{\Phi}^{\mu\nu} = \nabla^\alpha \Phi \nabla_\alpha (\nabla^\beta \Phi \nabla_\beta A^\mu - \frac{1}{2} g^{\mu\nu} \left\{ \nabla_\rho \Phi \nabla^\rho \Phi + m^2 \Phi^2 \right\}, \]  

(95b)

while the contribution associated with the ghost fields remains unchanged [see Eq. (93c)].

By construction, the stress-energy tensor (9) [see also its explicit expressions (92) and (94)] is conserved, i.e.,

\[ \nabla_\nu T^{\mu\nu} = 0. \]  

(96)

Indeed, this property is due to the invariance of the action (9) or (12) under spacetime diffeomorphisms and therefore under the infinitesimal coordinate transformation

\[ x^\mu \rightarrow x^\mu + \epsilon^\mu \quad \text{with} \quad |\epsilon^\mu| \ll 1. \]  

(97)

Under this transformation, the vector, scalar and ghost fields as well as the background metric transform as

\[ A_\mu \rightarrow A_\mu + \delta A_\mu, \]  

(98a)

\[ \Phi \rightarrow \Phi + \delta \Phi, \]  

(98b)

\[ C \rightarrow C + \delta C, \]  

(98c)

\[ C^* \rightarrow C^* + \delta C^*, \]  

(98d)

\[ g^{\mu\nu} ightarrow g^{\mu\nu} + \frac{\delta g^{\mu\nu}}{\delta g^{\mu\nu}}. \]  

(98e)

The variations associated with the field transformations (98) are obtained by Lie derivation with respect to the vector \(-\epsilon^\mu\):

\[ \delta A_\mu = {\mathcal{L}}_\epsilon A_\mu = -\epsilon^\rho \nabla_\rho A_\mu - (\nabla_\mu \epsilon^\rho) A_\rho, \]  

(99a)

\[ \delta \Phi = {\mathcal{L}}_\epsilon \Phi = -\epsilon^\rho \nabla_\rho \Phi, \]  

(99b)

\[ \delta C = {\mathcal{L}}_\epsilon C = -\epsilon^\rho \nabla_\rho C, \]  

(99c)

\[ \delta C^* = {\mathcal{L}}_\epsilon C^* = -\epsilon^\rho \nabla_\rho C^*, \]  

(99d)

\[ \delta g^{\mu\nu} = {\mathcal{L}}_\epsilon g^{\mu\nu} = -\nabla_\mu \epsilon_\nu - \nabla_\nu \epsilon_\mu. \]  

(99e)

The invariance of the action (9) or (12) leads to

\[ \int_{\mathcal{M}} d^4 x \sqrt{-g} \left\{ \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta A_\mu} \delta A_\mu + \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta \Phi} \delta \Phi + \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta C} \delta C + \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta C^*} \delta C^* \right\} \]  

\[ + \frac{1}{2} \left( \frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}} \right) \delta g^{\mu\nu} = 0 \]  

(100)

which implies

\[ \nabla_\nu T^{\mu\nu} = \left[ \nabla^\mu A_\alpha - \nabla_\alpha A^\mu - A^\mu \nabla_\nu \left( \Box A^\nu - R^\rho_\nu A^\rho - m^2 A^\nu \right) \right] \]  

\[ + \nabla^\mu \Phi \left( \Box \Phi - m^2 \Phi \right) - \left( C^* - m^2 C^* \right) \nabla^\mu C - \left[ \nabla^\mu C^* \right] \left( C - m^2 C \right) \]  

(101)

by using Eq. (99) as well as Eqs. (15)–(18). From the wave equations associated with the massive vector field \( A_\mu \) [see Eq. (19)], the auxiliary scalar field \( \Phi \) [see Eq. (20)] and the ghost fields \( C \) and \( C^* \) [see Eq. (21)], we then obtain Eq. (96).
B. Expectation value of the stress-energy tensor

At the quantum level, all the fields involved in the Stueckelberg theory as well as the associated stress-energy tensor [see Eqs. (92) and (94)] are operators. From now on, we shall denote the stress-energy-tensor operator by \( \hat{T}_{\mu\nu} \) and we shall focus on the quantity \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) which denotes its expectation value with respect to the Hadamard quantum state |\( \psi \rangle \) discussed in Sec. III.

The expectation value \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) corresponding to the expression (92) of the stress-energy tensor is decomposed as follows:

\[
\langle \psi | \hat{T}_{\mu\nu} | \psi \rangle = \langle \psi | \hat{T}_{\mu\nu}^{\text{cl}} | \psi \rangle + \langle \psi | \hat{T}_{\mu\nu}^{\text{GB}} | \psi \rangle + \langle \psi | \hat{T}_{\mu\nu}^{\text{Gh}} | \psi \rangle. \tag{102}\]

The three terms in the right-hand side of this equation are explicitly given by

\[
\langle \psi | \hat{T}_{\mu\nu}^{\text{cl}} (x) | \psi \rangle = \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{cl}, \rho\sigma'} (x, x') \left[ G^{(1)A}_{\rho\sigma'} (x, x') \right] + \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{GB}} (x, x') \left[ G^{(1)\Phi} (x, x') \right], \tag{103a}\]

\[
\langle \psi | \hat{T}_{\mu\nu}^{\text{GB}} (x) | \psi \rangle = \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{GBA}, \rho\sigma'} (x, x') \left[ G^{(1)\rho\sigma} (x, x') \right] + \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{GBF}} (x, x') \left[ G^{(1)\Phi} (x, x') \right], \tag{103b}\]

and

\[
\langle \psi | \hat{T}_{\mu\nu}^{\text{Gh}} (x) | \psi \rangle = \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{Gh}} (x, x') \left[ G^{(1)\text{Gh}} (x, x') \right], \tag{103c}\]

where \( \hat{T}_{\mu\nu}^{\text{cl}, \rho\sigma'} \), \( \hat{T}_{\mu\nu}^{\text{cl}} \), \( \hat{T}_{\mu\nu}^{\text{GBA}, \rho\sigma'} \), \( \hat{T}_{\mu\nu}^{\text{GBF}} \) and \( \hat{T}_{\mu\nu}^{\text{Gh}} \) are the differential operators constructed by point splitting from the expressions (93a), (93b) and (93c). We have

\[
\hat{T}_{\mu\nu}^{\text{cl}, \rho\sigma'} = g_{\nu^\alpha} g^{\rho\sigma'} \nabla_\alpha \nabla_\beta + g_{\mu} g_{\rho} g^{\alpha\beta'} \nabla_\alpha \nabla_{\beta'} - 2 g_{\mu} g_{\rho} g^{\alpha\beta'} \nabla_\beta \nabla_{\alpha'} + m^2 g_{\mu} g_{\rho} g^{\alpha\beta'},
\]

\[
- \frac{1}{2} g_{\mu} g_{\rho} \left\{ g^{\alpha\beta'} \nabla_\alpha \nabla_{\beta'} - g^{\alpha\beta'} g^{\rho\sigma'} \nabla_\beta \nabla_{\alpha'} + m^2 g^{\alpha\beta'} \right\}, \tag{104a}\]

\[
\hat{T}_{\mu\nu}^{\text{cl}} = g_{\nu^\alpha} \nabla_\mu \nabla_\alpha - g_{\nu^\alpha} \nabla_\mu \nabla_\alpha - \frac{1}{2} g_{\mu} \left\{ g^{\alpha\beta'} \nabla_\alpha \nabla_{\beta'} \right\}, \tag{104b}\]

\[
\hat{T}_{\mu\nu}^{\text{GBA}, \rho\sigma'} = - 2 g_{\nu^\rho} g_{\mu} g^{\alpha\beta'} \nabla_\alpha \nabla_{\beta'} - \frac{1}{2} g_{\mu} \left\{ - \nabla_\rho \nabla_\sigma' + 2 g^{\rho\sigma'} \nabla_\alpha \nabla_{\sigma'} \right\}, \tag{104c}\]

\[
\hat{T}_{\mu\nu}^{\text{GBF}} = - \frac{1}{2} m^2 g_{\mu\nu} \tag{104d}\]

and

\[
\hat{T}_{\mu\nu}^{\text{Gh}} = - 2 g_{\nu^\rho} \nabla_\mu \nabla_\rho + g_{\mu\nu} \left\{ g^{\alpha\beta'} \nabla_\alpha \nabla_{\beta'} + m^2 \right\}. \tag{104e}\]

It should be noted that we have not included in Eqs. (103a) and (103b) the contributions which can be obtained by point splitting from the terms coupling \( A_\mu \) and \( \Phi \) in Eqs. (93a) and (93b). Such contributions are not present because, due to the absence of coupling between \( A_\mu \) and \( \Phi \) in the quantum action (12), two-point correlation functions involving both \( A_\mu \) and \( \Phi \) vanish identically. It should be noted that the absence of these contributions can be also justified in another way: in the quantum stress-energy-tensor operator (94), any coupling between \( A_\mu \) and \( \Phi \) has disappeared.

Here, some remarks are in order:

(i) When we use the point-splitting method, it is more convenient to define the expectation value \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) from Hadamard Green functions rather than from Feynman propagators. Indeed, this avoids us having to deal with additional singular terms due to the time-ordered product.

(ii) Of course, by the short-distance behavior of the Hadamard Green functions, the expressions (103) as well as the expectation value \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) given in Eq. (102) are divergent and therefore meaningless. In Sec. IV C we will regularize these quantities.

(iii) Even if the formal expression (102) of the expectation value of the stress-energy-tensor operator is divergent, it is interesting to note that

\[
\langle \psi | \hat{T}_{\mu\nu}^{\text{GB}} | \psi \rangle + \langle \psi | \hat{T}_{\mu\nu}^{\text{Gh}} | \psi \rangle = 0. \tag{105}\]

Indeed, from the definitions (103b) and (103c), we can obtain Eq. (105) by using Eqs. (65) and (66) as well as the wave equation (64). It should be noted that, as a consequence of Eq. (105), Eq. (102) reduces to

\[
\langle \psi | \hat{T}_{\mu\nu} | \psi \rangle = \langle \psi | \hat{T}_{\mu\nu}^{\text{cl}} | \psi \rangle. \tag{106}\]

We can also give the alternative expression of the expectation value \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) obtained from Eq. (94). It takes the following form

\[
\langle \psi | \hat{T}_{\mu\nu} | \psi \rangle = \langle \psi | \hat{T}_{\mu\nu}^{\text{A}} | \psi \rangle + \langle \psi | \hat{T}_{\mu\nu}^{\Phi} | \psi \rangle + \langle \psi | \hat{T}_{\mu\nu}^{\text{Gh}} | \psi \rangle, \tag{107}\]

where the contributions associated with the massive vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \) are separated and given by

\[
\langle \psi | \hat{T}_{\mu\nu}^{\text{A}} (x) | \psi \rangle = \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\text{A}, \rho\sigma'} (x, x') \left[ G^{(1)\rho\sigma'} (x, x') \right], \tag{108a}\]

and

\[
\langle \psi | \hat{T}_{\mu\nu}^{\Phi} (x) | \psi \rangle = \frac{1}{2} \lim_{x' \to x} \frac{\partial}{\partial x'} \hat{T}_{\mu\nu}^{\Phi} (x, x') \left[ G^{(1)\Phi} (x, x') \right]. \tag{108b}\]

Here, the differential operators \( \hat{T}_{\mu\nu}^{\text{A}, \rho\sigma'} \) and \( \hat{T}_{\mu\nu}^{\Phi} \) are constructed by point splitting from the expressions (95a) and
We have
\[
\mathcal{T}_{\mu\nu}^{A\rho\sigma} = g_\nu^{\alpha'} g_\rho^{\alpha''} \nabla_\mu \nabla_\alpha' + g_\mu^{\alpha''} g_\sigma^{\alpha'} \nabla_\rho \nabla_\beta'
- 2 g_\mu^{\rho} g_\nu^{\alpha'} g_\beta^{\sigma'} \nabla_\nu \nabla_\alpha' + m^2 g_\mu^{\rho} g_\nu^{\sigma'}
- 2 g_\mu^{\rho} g_\nu^{\sigma'} \nabla_\alpha \nabla_\sigma'
- \frac{1}{2} g_{\mu\nu} \left\{ g_\sigma^{\alpha'} g_\rho^{\beta'} \nabla_\alpha \nabla_\beta' - g_\alpha^{\alpha'} g_\rho^{\sigma'} \nabla_\beta \nabla_\alpha' + m^2 g_\rho^{\rho'} - \nabla_\rho \nabla_\sigma' - 2 g_\rho^{\rho'} \nabla_\alpha \nabla_\sigma' \right\}
\]
(109a)
and
\[
\mathcal{T}_\mu^\Phi = g_\nu^{\nu'} \nabla_\mu \nabla_\nu' - \frac{1}{2} g_{\mu\nu} \left\{ g_\sigma^{\alpha'} \nabla_\alpha \nabla_\beta' + m^2 \right\}.
\]
(109b)

It should be noted that the expressions (102) and (107) of the expectation value \(\langle \psi | \mathcal{T}_{\mu\nu} | \psi \rangle\) are identical because the various differential operators \(\mathcal{T}_{\mu\nu}^{\text{clA}\rho\sigma}, \mathcal{T}_{\mu\nu}^{\text{clB}\rho\sigma}, \mathcal{T}_{\mu\nu}^{\text{GBA}\rho\sigma}, \) and \(\mathcal{T}_{\mu\nu}^{\text{GBH}}\) appearing in (103) and (108) are related by
\[
\mathcal{T}_{\mu\nu}^{A\rho\sigma} = \mathcal{T}_{\mu\nu}^{\text{clA}\rho\sigma} + \mathcal{T}_{\mu\nu}^{\text{GBA}\rho\sigma},
\]
(10a)
\[
\mathcal{T}_\mu^\Phi = \mathcal{T}_\mu^\text{G}\Phi + \mathcal{T}_\mu^\text{GBH}.
\]
(10b)

C. Renormalized stress-energy tensor

1. Definition and conservation

As we have already noted, the expectation value \(\langle \psi | \mathcal{T}_{\mu\nu} | \psi \rangle\) given by Eq. (102) is divergent due to the short-distance behavior of the Green functions or, more precisely, to the singular purely geometrical part of the Hadamard functions given in Eqs. (68a) and (70a) (see the terms in \(1/|\sigma|\) and \(\ln|\sigma|\)). It is possible to construct the renormalized expectation value of the stress-energy-tensor operator with respect to the Hadamard quantum state \(|\psi\rangle\) by using the prescription proposed by Wald in Refs. [26, 30, 31]. In Eqs. (103a)–(103c) we first discard the singular contributions, i.e., we make the replacements
\[
G_{\mu\nu}^{(1)A}(x, x') \rightarrow G_{\text{reg}}^{(1)A}_{\mu\nu}(x, x') = \frac{1}{4\pi^2} W_{\mu\nu}^{A}(x, x'),
\]
(111a)
\[
G_{\mu\nu}^{(1)B}(x, x') \rightarrow G_{\text{reg}}^{(1)B}(x, x') = \frac{1}{4\pi^2} W_{\mu\nu}^{B}(x, x'),
\]
(111b)
\[
G_{\mu\nu}^{(1)Gh}(x, x') \rightarrow G_{\text{reg}}^{(1)Gh}(x, x') = \frac{1}{4\pi^2} W_{\mu\nu}^{Gh}(x, x'),
\]
(111c)
and we add to the result a state-independent tensor \(\mathcal{O}_{\mu\nu}\), which only depends on the mass parameter and on the local geometry and which ensures the conservation of the final expression. In other words, we consider that the renormalized expectation value of the stress-energy-tensor operator is given by
\[
\langle \psi | \mathcal{T}_{\mu\nu}^{A\rho\sigma} | \psi \rangle_{\text{ren}} = \frac{1}{8\pi^2} \left\{ \mathcal{T}_{\mu\nu}^{\text{clA}} [W^A] + \mathcal{T}_{\mu\nu}^{\text{clB}} [W^\Phi] \right\}
+ \frac{1}{8\pi^2} \left\{ \mathcal{T}_{\mu\nu}^{\text{GBA}} [W^A] + \mathcal{T}_{\mu\nu}^{\text{GBB}} [W^\Phi] \right\}
+ \frac{1}{8\pi^2} \mathcal{T}_{\mu\nu}^{\text{GBH}} [W^{Gh}]
+ \mathcal{O}_{\mu\nu}
\]
(112)
with
\[
\mathcal{T}_{\mu\nu}^{\text{clA}} [W^A](x) = \lim_{x' \to x} \mathcal{T}_{\mu\nu}^{\text{clA}}(x, x') [W^A_{\rho\sigma}](x, x'),
\]
(113a)
\[
\mathcal{T}_{\mu\nu}^{\text{clB}} [W^\Phi](x) = \lim_{x' \to x} \mathcal{T}_{\mu\nu}^{\text{clB}}(x, x') [W^\Phi_{\rho\sigma}](x, x'),
\]
(113b)
\[
\mathcal{T}_{\mu\nu}^{\text{GBA}} [W^A](x) = \lim_{x' \to x} \mathcal{T}_{\mu\nu}^{\text{GBA}}(x, x') [W^A_{\rho\sigma}](x, x'),
\]
(113c)
\[
\mathcal{T}_{\mu\nu}^{\text{GBB}} [W^\Phi](x) = \lim_{x' \to x} \mathcal{T}_{\mu\nu}^{\text{GBB}}(x, x') [W^\Phi_{\rho\sigma}](x, x'),
\]
(113d)
and
\[
\mathcal{T}_{\mu\nu}^{\text{GBH}} [W^{Gh}](x) = \lim_{x' \to x} \mathcal{T}_{\mu\nu}^{\text{GBH}}(x, x') [W^{Gh}_{\rho\sigma}](x, x').
\]
(113e)

Here, the differential operators \(\mathcal{T}_{\mu\nu}^{\text{clA}\rho\sigma}, \mathcal{T}_{\mu\nu}^{\text{clB}\rho\sigma}, \mathcal{T}_{\mu\nu}^{\text{GBA}\rho\sigma}, \mathcal{T}_{\mu\nu}^{\text{GBH}}\) and \(\mathcal{T}_{\mu\nu}^{\text{GBH}}\) are given by Eqs. (104a)–(104e). In Eqs. (113a)–(113e), the coincidence limits \(x' \to x\) are obtained from the covariant Taylor series expansions (75) and (76) by using extensively some of the results displayed in the Appendix. The final expressions can be simplified by using the relations (81a), (81b) and (83a) we have previously obtained from the wave equations. We have
\[
\mathcal{T}_{\mu\nu}^{\text{clA}} [W^A] = (1/2) s_{\rho' \mu'} + (1/2) \nabla s_{\mu' \nu'} - s_{\rho' \mu'} + 2 s_{\rho(\mu')\nu'}
- (1/2) g_{\mu' \nu'} \left\{ (1/2) \nabla s_{\rho' \nu'} - (1/2) s_{\rho' \nu'} \right\}
- (1/2) R^\rho_{\rho' \nu'} + s_{\rho'' \nu'} + s_{\rho'' \nu'}
+ 6 v_{\nu'} A_{\mu'} - 3 g_{\nu'} v_{\nu'} A_{\rho'} + \mathcal{O}_{\mu' \nu'}
\]
(114a)
\[
\mathcal{T}_{\mu\nu}^{\text{clB}} [W^\Phi] = (1/2) w_{\rho' \mu'} - w_{\mu' \nu'}
- (1/2) g_{\mu' \nu'} \left\{ (1/2) \nabla w_{\rho' \nu'} - m^2 w_{\rho'} \right\} - 3 g_{\nu'} v_{\nu'}
\]
(114b)
\[
\mathcal{T}_{\mu\nu}^{\text{GBA}} [W^A] = R_{\rho(\mu')\nu'} - a_{\rho'} (\nu') - a_{\rho'} (\mu') - 2 s_{\rho(\mu')\nu'}
- (1/2) g_{\mu' \rho'} \left\{ (1/2) s_{\rho' \rho'} + (1/2) R_{\rho' \rho'} s_{\rho' \rho'}
+ a_{\rho' \rho'} - s_{\rho' \rho'} \right\}
\]
(114c)
\[ T_{\mu\nu}^{GB} [W^\Phi] = -(1/2) g_{\mu\nu} m^2 w^\Phi \]  
(114d)

and

\[ T_{\mu\nu}^{Gh} [W^{Gh}] = -u_{\mu\nu}^{Gh} + 2 w_{\mu\nu}^{Gh} \]
\[ + (1/2) g_{\mu\nu} \Box w^{Gh} + 6 g_{\mu\nu} v_1. \]  
(114e)

Let us now consider the divergence of the terms given by Eqs. (114a)–(114e). By taking into account Eqs. (81) and (83), we obtain

\[
\left( T_{\mu\nu}^{clA} [W^A] + T_{\mu\nu}^{GBA} [W^A] \right)^{\nu\nu} = 6 v_1^{A, \mu} \rho_{\nu\nu} - 2 v_1^{A, \rho_{\mu\nu}}, 
\]  
(115a)

\[
\left( T_{\mu\nu}^{clf} [W^\Phi] + T_{\mu\nu}^{GBf} [W^\Phi] \right)^{\nu\nu} = -2 v_{1,\mu}, \]  
(115b)

and

\[
\left( T_{\mu\nu}^{Gh} [W^{Gh}] \right)^{\nu\nu} = 4 v_{1,\mu}, \]  
(115c)

and we then have

\[
\left( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \right)_{\text{ren}}^{\nu\nu} = \frac{1}{8\pi^2} \left\{ 6 v_1^{A, \mu} - 2 g_{\mu\nu} v_1^{A, \rho} + 2 g_{\mu\nu} v_1 \right\} = 0. \]  
(116)

It is therefore suitable to redefine the purely geometrical tensor \( \Theta_{\mu\nu} \), by

\[
\Theta_{\mu\nu} \rightarrow \Theta_{\mu\nu} - \frac{1}{8\pi^2} \left\{ 6 v_1^{A, \mu} - 2 g_{\mu\nu} v_1^{A, \rho} + 2 g_{\mu\nu} v_1 \right\}, 
\]  
(117)

where the new local tensor \( \Theta_{\mu\nu} \) is assumed to be conserved, i.e.,

\[
\Theta_{\mu\nu}^{\nu\nu} = 0. \]  
(118)

As a consequence, the renormalized expectation value of the stress-energy-tensor operator takes the following form:

\[
\left( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \right)_{\text{ren}} = \frac{1}{8\pi^2} \left\{ T_{\mu\nu}^{clA} [W^A] + T_{\mu\nu}^{GBA} [W^A] \right\} 
\[ - 6 v_1^{A, \mu} + 2 g_{\mu\nu} v_1^{A, \rho} \] 
\[ + \frac{1}{8\pi^2} \left\{ T_{\mu\nu}^{clf} [W^\Phi] + T_{\mu\nu}^{GBf} [W^\Phi] \right\} 
\[ + 2 g_{\mu\nu} v_1 \] 
\[ + \frac{1}{8\pi^2} \left\{ T_{\mu\nu}^{Gh} [W^{Gh}] - 4 g_{\mu\nu} v_1 \right\} \] 
\[ + \Theta_{\mu\nu}, \]  
(119)

where the various state-dependent contributions are given by Eqs. (114a)–(114e).

2. Cancellation of the gauge-breaking and ghost contributions

In Sec. IV B we have mentioned that the formal contributions of the gauge-breaking term \( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \) and the ghost term \( \langle \psi | \hat{T}_{\mu\nu}^{Gh} | \psi \rangle \) cancel each other out [see Eq. (105)]. This still remains valid for the corresponding regularized expectation values up to purely geometrical terms. Indeed, by using the first Ward identity in the form (86) as well as the second Ward identity in the form (88), we obtain

\[
T_{\mu\nu}^{GBA} [W^A] + T_{\mu\nu}^{GBf} [W^\Phi] + T_{\mu\nu}^{Gh} [W^{Gh}] = 2 v_1^{A, \mu} + g_{\mu\nu} \left\{ -(1/2) v_1^{A, \rho} + 3 v_1 \right\}. \]  
(120)

Now, by using this relation in connection with Eqs. (114a) and (114b), we can rewrite the renormalized expectation value of the stress-energy-tensor operator given by Eq. (119) in the form

\[
\left( \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle \right)_{\text{ren}} = 
\frac{1}{8\pi^2} \left\{ (1/2) s^{\rho}_{\mu\nu} + (1/2) \Box s_{\mu\nu} - s^{\rho}_{\rho\mu\nu} \right\} 
\[ - a^{\rho}_{\mu\nu} - a^{\rho}_{\nu\mu\nu} - s^{\rho}_{\mu\nu} + 2 s^{\rho}_{\rho\mu\nu} \] 
\[ - (1/2) \mu_{\rho\tau} - (1/2) s_{\rho\tau} + 2 s_{\rho\mu\nu} \] 
\[ + (1/2) w_{\mu\nu}^{\Phi} - w_{\mu\nu} \] 
\[ - (1/2) g_{\mu\nu} \left\{ (1/2) \Box w_{\rho\tau} - m^2 w_{\rho\tau} \right\} 
\[ + 2 v_1^{A, \mu} - (3/2) g_{\mu\nu} v_1^{A, \rho} - 2 g_{\mu\nu} v_1 \] 
\[ + \Theta_{\mu\nu}. \]  
(121)

This expression only involves state-dependent and geometrical quantities associated with the quantum fields \( A_{\mu} \) and \( \Phi \). We could consider it as our final result, but, in fact, it is very important here to note that, due to the first Ward identity, the decomposition into a part involving the massive vector field and another part involving the auxiliary scalar field is not unique. In the next sections, we shall provide two alternative expressions which, in our opinion, are much more interesting from the physical point of view.

From now, in order to simplify the notations and because this does not lead to any ambiguity, we shall omit the label \( \Phi \) for the Taylor coefficients \( w^\Phi \) and \( w_{\mu\nu}^\Phi \).

3. Substitution of the auxiliary scalar field contribution and final result

It is possible to remove in Eq. (121) any reference to the auxiliary scalar field \( \Phi \). In some sense, it plays the role of a kind of ghost field (the so-called Stueckelberg ghost [47]), but its contribution must be carefully taken into account. By using Eqs. (83a), (86a) and (86b) in the form

\[
m^2 w = w_{\rho}^{\rho} + 6 v_1 \] 
\[ = -(1/2) s_{\rho\tau} - (1/2) R^{\rho\tau} s_{\rho\tau} \] 
\[ + a_{\rho\tau} s_{\rho\tau} + v_1^{A, \rho} + 2 v_1, \]  
(122a)
\[ w_{;\mu\nu} = -s_{,\mu\nu}^\rho \rho_{\mu\nu} + 2 a_{\mu\nu}^\rho \rho_{\mu\nu} \]  
(122b) and

\[ w_{\mu\nu} = -(1/2) s_{,\mu\nu}^\rho \rho_{\mu\nu} - (1/2) R^\rho_{\mu\nu} + (1/2) a_{\mu\nu}^\rho \rho_{\mu\nu} + s_{,\mu\nu}^\rho \rho_{\mu\nu} + v_1^A \rho_{\mu\nu} - g_{\mu\nu} v_1, \]  
(122c)

we obtain

\[ \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle_{\text{ren}} = \frac{1}{8\pi^2} \left\{ (1/2) s^\rho_{\mu\nu} + (1/2) \Box s_{\mu\nu} - s_{\rho(\mu;\nu)}^\rho + (1/2) R^\rho_{\mu\nu} - (1/2) a_{\mu\nu}^\rho - (1/2) a_{\nu\rho}^\mu (1/2) \right\} + \Theta_{\rho\nu}. \]  
(123)

4. Another final expression involving both the vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \)

Even if we are satisfied with our final expression (123), it is worth nothing that it does not reduce, in the limit \( m^2 \to 0 \), to the result obtained from Maxwell's theory. This is not really surprising because it involves implicitly the contribution of the auxiliary scalar field. In fact, by replacing in Eq. (121) the term \( m^2 \omega \) given by Eq. (122a), it is possible to split the renormalized expectation value of the stress-energy-tensor operator in the form

\[ \langle \psi | \hat{T}_{\mu\nu} | \psi \rangle_{\text{ren}} = \hat{T}^A_{\mu\nu} + \hat{T}^\Phi_{\mu\nu} + \Theta_{\mu\nu}, \]  
(125)

where the terms associated with the vector and scalar fields are given by

\[ \hat{T}^A_{\mu\nu} = \frac{1}{8\pi^2} \left\{ (1/2) s^\rho_{\mu\nu} + (1/2) \Box s_{\mu\nu} - s_{\rho(\mu;\nu)}^\rho - a_{\mu\nu}^\rho \rho_{\mu\nu} - a_{\nu\rho}^\mu (1/2) \right\} + \Theta_{\mu\nu}, \]  
(126a)

\[ \hat{T}^\Phi_{\mu\nu} = \frac{1}{8\pi^2} \left\{ (1/2) w_{\mu\nu} - w_{\mu\nu} - (1/4) g_{\mu\nu} w - g_{\mu\nu} v_1 \right\}. \]  
(126b)

The stress-energy tensors \( T^A_{\mu\nu} \) and \( T^\Phi_{\mu\nu} \) are separately conserved (this can be checked from relations obtained in Sec. III D), and, moreover, the expression of \( T^\Phi_{\mu\nu} \) corresponds exactly to the renormalized expectation value of the stress-energy-tensor operator associated with the quantum action (14) for \( \xi = 1 \) (see, e.g., Refs. [35, 36]). As a consequence, it could be rather natural to consider \( T^A_{\mu\nu} \) given by Eq. (126a) as the renormalized expectation value of the stress-energy-tensor operator associated with the massive vector field \( A_\mu \). This physical interpretation is strengthened by noting that, in the limit \( m^2 \to 0 \), \( T^A_{\mu\nu} \) reduces to the result obtained from Maxwell's theory (see Sec. IV D). However, despite this, we are not really satisfied by this artificial way to split the contributions of the vector and scalar fields because, as we have already noted, the first Ward identity allows us to move terms from one contribution to the other. So, we consider that the only nonambiguous result is the one given by Eq. (123).

It is interesting to note that Eq. (125) combined with Eqs. (81b) and (83a) leads to

\[ \langle \tilde{T}_\rho^\rho | \rangle_{\text{ren}} = T^A_{\rho\rho} + T^\Phi_{\rho\rho} + \Theta_{\rho\rho} \]  
(127)

with

\[ T^A_{\rho\rho} = \frac{1}{8\pi^2} \left\{ -s_{\rho\rho}^\sigma - m^2 s_{\rho\rho} - R^\rho_{\rho\sigma} + 2 a_{\rho\rho}^\sigma + 2 s_{\rho\rho}^\sigma - s_{\rho(\mu;\nu)}^\rho - 2 a_{\rho(\mu)\nu}^\rho \right\}, \]  
(128a)

and

\[ T^\Phi_{\rho\rho} = \frac{1}{8\pi^2} \left\{ -(1/2) \Box w - m^2 w + 2 v_1 \right\}. \]  
(128b)

D. Maxwell's theory

Let us now consider the limit \( m^2 \to 0 \) of \( T^A_{\mu\nu} \) given by Eq. (126a). By using Eq. (122a), it reduces to

\[ T^\text{Maxwell} = \frac{1}{8\pi^2} \left\{ (1/2) s^\rho_{\mu\nu} + (1/2) \Box s_{\mu\nu} - s_{\rho(\mu;\nu)}^\rho - a_{\mu\nu}^\rho \rho_{\mu\nu} - a_{\nu\rho}^\mu (1/2) \right\} + \Theta_{\mu\nu}, \]  
(129)

This last expression is nothing other than the renormalized expectation value of the stress-energy-tensor operator associated with Maxwell's electromagnetism (see Eq. (3.41b) of Ref. [39]).
It is interesting to note that Eq. (129) combined with Eq. (81b) leads to
\[
\begin{align*}
g^{\mu\nu} T_{\mu\nu}^{\text{Maxwell}} &= \frac{1}{8\pi^2} \left\{ 2 \upsilon_1^A \rho - 4 \upsilon_1 \right\} \\
&= \frac{1}{8\pi^2} \left\{ -(1/20) \Box R - (5/72) R^2 + (11/45) R_{pq} R^{pq} - (13/360) R_{pqrs} R^{pqrs} \right\}.
\end{align*}
\]
We recover the trace anomaly for Maxwell’s theory.

**E. Ambiguities in the renormalized stress-energy tensor**

1. General expression of the ambiguities

The renormalized expectation value \( \langle \psi | \hat{T}_{\mu\nu}(x) | \psi \rangle_{\text{ren}} \) is unique up to the addition of a geometrical conserved tensor \( \Theta_{\mu\nu} \). In other words, even if it takes perfectly into account the quantum state dependence of the theory, it is ambiguously defined (see, Sec. III of Ref. [31] as well as, e.g., comments in Refs. [25, 26, 41, 48, 49]). As noted by Wald [31], \( \Theta_{\mu\nu} \) is a local conserved tensor of dimension (mass)\(^4\) = (length)\(^{-4}\) which remains finite in the massless limit. As a consequence, it can be constructed by functional derivation with respect to the metric tensor from a geometrical Lagrangian of dimension \( m^4, m^2 R, R^2, R_{pq} R^{pq} \). It should be noted that we could also take into account the term \( R_{pqrs} R^{pqrs} \). But, in fact, we can eliminate this term because, in a four-dimensional background, the Euler number
\[
\chi = \int_M d^4x \sqrt{-g} \left[ R^2 - 4 R_{pq} R^{pq} + R_{pqrs} R^{pqrs} \right]
\]
associated with the quadratic Gauss-Bonnet action is a topological invariant.

The functional derivation of the action terms previously discussed provides the conserved tensors
\[
\begin{align*}
\frac{1}{\sqrt{-g}} \delta \frac{\delta}{\delta g_{\mu\nu}} \int_M d^4x \sqrt{-g} m^4 &= (1/2) m^4 g^{\mu\nu}, \quad (132a) \\
\frac{1}{\sqrt{-g}} \delta \frac{\delta}{\delta g_{\mu\nu}} \int_M d^4x \sqrt{-g} m^2 R &= -m^2 [R^{\mu\nu} - (1/2) R g^{\mu\nu}], \quad (132b) \\
(1) H_{\mu\nu}^\alpha &= \frac{1}{\sqrt{-g}} \delta \frac{\delta}{\delta g_{\mu\nu}} \int_M d^4x \sqrt{-g} R^2 \approx 2 R^{\mu\nu} - 2 R R^{\mu\nu} \\
&+ g^{\mu\nu} [-2 \Box R + (1/2) R^2], \quad (132c) \\
(2) H_{\mu\nu}^\alpha &= \frac{1}{\sqrt{-g}} \delta \frac{\delta}{\delta g_{\mu\nu}} \int_M d^4x \sqrt{-g} R_{pq} R^{pq} \approx R^{\mu\nu} - \Box R^{\mu\nu} - 2 R_{pq} R^{\mu\nu pq} \\
&+ g^{\mu\nu} [-(1/2) \Box R + (1/2) R_{pq} R^{pq}]. \quad (132d)
\end{align*}
\]
The general expression of the local conserved tensor \( \Theta_{\mu\nu} \) can be therefore written in the form
\[
\Theta_{\mu\nu} = \frac{1}{8\pi^2} \left\{ \alpha m^4 g^{\mu\nu} + \beta m^2 [R^{\mu\nu} - (1/2) R g^{\mu\nu}] \\
+ \gamma_1 (1) H_{\mu\nu}^\alpha + \gamma_2 (2) H_{\mu\nu}^\alpha \right\}, \quad (133)
\]
where \( \alpha, \beta, \gamma_1 \) and \( \gamma_2 \) are constants which can be fixed by imposing additional physical conditions on the renormalized expectation value of the stress-energy-operator tensor, these conditions being appropriate to the problem treated.

2. Ambiguities associated with the renormalization mass

So far, in order to simplify the calculations, we have dropped the scale length \( \lambda \) (or, equivalently, the mass scale \( M = 1/\lambda \), i.e., the so-called renormalization mass) that should be introduced in order to make dimensionless the argument of the logarithm in the Hadamard representation of the Green functions. In fact, in Eqs. (35) and (37) it is necessary to make the substitution \( \ln(\sigma(x, x') + i\epsilon) \rightarrow \ln(\sigma(x, x')/\lambda^2 + i\epsilon) \) which leads in Eqs. (55) and (58) to the substitution
\[
\ln |\sigma(x, x')| \rightarrow \ln |\sigma(x, x')/\lambda^2|.
\]
This scale length induces an indeterminacy in the bitensor \( W_{\mu\nu}^A(x, x') \) and \( W(x, x') \) which corresponds to the replacements
\[
\begin{align*}
&\quad W_{\mu\nu}^A(x, x') \rightarrow W_{\mu\nu}^A(x, x') - V_{\mu\nu}^A(x, x') \ln(M^2), \quad (135a) \\
&\quad W^\Phi(x, x') \rightarrow W^\Phi(x, x') - V^\Phi(x, x') \ln(M^2), \quad (135b) \\
&\quad W_{\mu\nu}^G(x, x') \rightarrow W_{\mu\nu}^G(x, x') - V_{\mu\nu}^G(x, x') \ln(M^2). \quad (135c)
\end{align*}
\]
i.e., in terms of the associated Taylor coefficients, to replacements
\[
\begin{align*}
&\quad s_{\mu\nu} \rightarrow s_{\mu\nu} - v_{0\mu\nu} A_\mu \ln(M^2), \quad (136a) \\
&\quad a_\mu a_\nu \rightarrow a_\mu a_\nu - v_{0\mu a\nu} A_\mu \ln(M^2), \quad (136b) \\
&\quad s_{\mu\nu a b} \rightarrow s_{\mu\nu a b} - (v_{0 A\mu\nu a b} + v_{1 A\mu\nu a b}) A_\mu \ln(M^2) \quad (136c)
\end{align*}
\]
for the vector field \( A_\mu \) and
\[
\begin{align*}
&\quad w \rightarrow w - v_0 \ln(M^2), \quad (137a) \\
&\quad w_{a b} \rightarrow w_{a b} - (v_{0 a b} + v_{1 a b}) \ln(M^2) \quad (137b)
\end{align*}
\]
for the scalar field \( \Phi \) or the ghost fields. By substituting Eqs. (135a)–(135c) into the general expression (112) of the renormalized expectation value of the stress-energy-tensor operator, we obtain the general form of the ambiguity associated with the scale length (or with the renormalization mass). It is given by
\[
\Theta_{\mu\nu}(M) = -\frac{\ln(M^2)}{8\pi^2} \left\{ \Theta_{\mu\nu}^{A A} [V^A] + \Theta_{\mu\nu}^{A \Phi} [V^\Phi] \right\} - \frac{\ln(M^2)}{8\pi^2} \Theta_{\mu\nu}^{G A} [V^G] \quad (138)
\]

with
\[\Theta^{\text{cl}}_{\mu\nu} [V^A](x) = \lim_{x' \to x} T^{\text{cl}}_{\mu\nu} \rho A(x, x') [V^A_{\rho A}(x, x')], \]

(139a)
\[\Theta^{\text{cl}}_{\mu\nu} [V^\Phi](x) = \lim_{x' \to x} T^{\text{cl}}_{\mu\nu} \Phi(x, x') [V^\Phi(x, x')], \]

(139b)
\[\Theta^{\text{GB}A}_{\mu\nu} [V^A](x) = \lim_{x' \to x} T^{\text{GB}A}_{\mu\nu} \rho A(x, x') [V^A_{\rho A}(x, x')], \]

(139c)
\[\Theta^{\text{GB}A}_{\mu\nu} [V^\Phi](x) = \lim_{x' \to x} T^{\text{GB}A}_{\mu\nu} \Phi(x, x') [V^\Phi(x, x')], \]

(139d)
\[\Theta^{\text{GB}}_{\mu\nu} [V^{\text{GB}}](x) = \lim_{x' \to x} T^{\text{GB}}_{\mu\nu} \rho A(x, x') [V^{\text{GB}}(x, x')], \]

(139e)
where the differential operators \(T^{\text{cl}}_{\mu\nu} \rho A, T^{\text{cl}}_{\mu\nu} \Phi, T^{\text{GB}A}_{\mu\nu} \rho A, T^{\text{GB}A}_{\mu\nu} \Phi \) and \(T^{\text{GB}}_{\mu\nu} \Phi \) are given in Eqs. (104a)–(104e). It should be noted that \(\Theta^{\text{GB}}_{\mu\nu}(M)\) is a purely geometrical object. This is due to the geometrical nature of the Hadamard coefficients \(V^A_{\mu\nu}(x, x')\) and \(V^{\text{GB}}(x, x')\).

In order to obtain the explicit expression of the stress-energy tensor \(\Theta^{\text{GB}}_{\mu\nu}(M)\), we can repeat the calculations of Sec. IV C by replacing \(W^A_{\mu\nu}\) by \(W^A_{\mu\nu} \rho A \), \(W^\Phi\) by \(V^\Phi\) and \(W^{\text{GB}}\) by \(V^{\text{GB}}\). From Eqs. (114a)–(114e) it is straightforward to obtain explicitly \(\Theta^{\text{GB}A}_{\mu\nu} [V^A], \Theta^{\text{GB}A}_{\mu\nu} [V^\Phi], \Theta^{\text{GB}A}_{\mu\nu} [V^A], \Theta^{\text{GB}A}_{\mu\nu} [V^\Phi]\) and \(\Theta^{\text{GB}}_{\mu\nu} [V^{\text{GB}}]\) by using the replacements (136) and (137). We can then show that
\[\Theta^{\text{GB}}_{\mu\nu} [V^A] + \Theta^{\text{GB}A}_{\mu\nu} [V^A] = 0, \]

(140a)
\[\Theta^{\text{GB}A}_{\mu\nu} [V^\Phi] + \Theta^{\text{GB}}_{\mu\nu} [V^\Phi] = 0 \]

(140b)
and
\[\Theta^{\text{GB}}_{\mu\nu} [V^{\text{GB}}] = 0. \]

(140c)

Equations (140a)–(140c) are similar to Eqs. (115a)–(115c) but now with the right-hand sides vanishing. This is due to the fact that, unlike the wave equations (42) and (46) for \(W^A_{\mu\nu}, W^\Phi\) and \(W^{\text{GB}}\), the wave equations for \(V^A_{\mu\nu}, V^\Phi\) and \(V^{\text{GB}}\) [cf. Eqs. (41) and (45)] have no source terms. As a consequence \(\Theta^{\text{GB}}_{\mu\nu}(M)\) is a conserved geometrical tensor. We can also check that
\[\Theta^{\text{GB}A}_{\mu\nu} [V^A] + \Theta^{\text{GB}A}_{\mu\nu} [V^\Phi] + \Theta^{\text{GB}}_{\mu\nu} [V^{\text{GB}}] = 0. \]

(141)

Equation (141) is similar to Eq. (120) but now with the right-hand side vanishing. This is due to the fact that, unlike the Ward identity (85) linking \(W^A_{\mu\nu}\) and \(W^{\text{GB}}\), the Ward identity (84) linking \(V^A_{\mu\nu}\) and \(V^{\text{GB}}\) has no right-hand side. As a consequence, from Eqs. (138) and (141), we obtain
\[\Theta^{\text{GB}}_{\mu\nu}(M) = -\ln(M^2) \left\{ \Theta^{\text{cl}}_{\mu\nu} [V^A] + \Theta^{\text{cl}}_{\mu\nu} [V^\Phi] \right\}. \]

(142)

The ambiguities associated with the scale length can now be obtained explicitly from the replacements (136) and (137). If we use the form (123) without taking into account the geometrical terms, we obtain
\[\Theta^{\mu\nu}(M) = -\ln(M^2) \left\{ \left(1/2\right) v_0^A \rho A + (1/2) \square v_0^A \right\} \]

\[-\delta A_{\rho \mu (\rho \nu)} + (1/2) R^A_{\rho \nu \mu \sigma} - (1/2) \rho R A_{\rho \nu \mu \sigma} - (1/2) \square v_0^A \left(1/2\right) v_0^A \rho A + (1/2) v_0^A \rho A \]

\[-g_{\mu \nu} \left(1/4\right) \square v_0^A \rho A - (1/2) v_0^A \rho A \square + v_0^A \rho A \right\}. \]

(143)

Similarly, if we use the alternative form (125) where the contributions corresponding to the vector field \(A_{\mu}\) and the auxiliary scalar field \(\Phi\) are highlighted [see Eqs. (126a) and (126b)], we obtain
\[\Theta^{\mu\nu}(M) = \Theta^A_{\mu\nu}(M) + \Theta^\Phi_{\mu\nu}(M) \]

(144)
with
\[\Theta^A_{\mu\nu}(M) = -\ln(M^2) \left\{ \left(1/2\right) v_0^A \rho A + (1/2) \square v_0^A \right\} \]

\[-\delta A_{\rho \mu (\rho \nu)} + (1/2) R^A_{\rho \nu \mu \sigma} - (1/2) \rho R A_{\rho \nu \mu \sigma} - (1/2) \square v_0^A \left(1/2\right) v_0^A \rho A + (1/2) v_0^A \rho A \]

\[-g_{\mu \nu} \left(1/4\right) \square v_0^A \rho A - (1/2) v_0^A \rho A \square + v_0^A \rho A \right\}. \]

(145a)
and
\[\Theta^\Phi_{\mu\nu}(M) = -\ln(M^2) \left\{ \left(1/2\right) v_0^\Phi \rho A - v_0^\rho A \right\} \]

\[-g_{\mu \nu} \left(1/4\right) \square v_0^A + v_1^A \rho A \right\}. \]

(145b)

Now, by using the explicit expressions (72) and (74) of the Taylor coefficients of the purely geometrical Hadamard coefficients, we can show that Eq. (143) reduces to
\[\Theta^{\mu\nu}(M) = -\ln(M^2) \left\{ \left(1/4\right) m^2 R^{\mu \nu} + (1/20) R^{\mu \nu} \rho A + (13/120) \square R^{\mu \nu} + (1/8) R R^{\rho A \rho A} + (2/15) R^{\rho \nu R^{\rho \nu}} + (7/20) R^{(\rho \mu \nu \tau)} - (1/15) R^{R_{\rho \nu R^{\rho \nu}}} + g_{\mu \nu} \left(1/3\right) m^2 R - (1/240) \square R + (1/32) R^2 - (29/240) R^{R \rho R} + (1/60) R^{R \rho R R \rho R} \right\}, \]

(146)
and

\[ \Theta_{\mu\nu}^\phi(M) = -\frac{\ln(M^2)}{8\pi^2} \left\{ -(1/12) m^4 R_{\mu\nu} - (1/60) R_{\mu\nu} \right. \\
+ (1/120) \Box R_{\mu\nu} + (1/72) RR_{\mu\nu} - (1/90) R_{\mu\rho} R_{\nu}^\rho \\
+ (1/180) R_{\rho\rho} R_{\mu\nu}^\rho + (1/180) R_{\mu\rho\nu\rho} R_{\nu} R_{\rho} \right. \\
+ g_{\mu\nu} \left[ -(1/8) m^4 + (1/24) m^2 R + (1/80) \Box R \right. \\
- (1/288) R^2 + (1/720) R_{\rho\rho} R_{\rho\rho} \\
- (1/720) R_{\rho\rho\rho\rho} R_{\rho\rho\rho\rho} \left. \right\}. \]  

(147b)

Of course, it is easy to check that the sum of \( \Theta_{\mu\nu}^A(M) \) and \( \Theta_{\mu\nu}^\phi(M) \) is equal to \( \Theta_{\mu\nu}(M) \).

It is possible to obtain a more compact form for the stress-energy tensors (146), (147a) and (147b) by using the conserved tensors (132a)–(132d). It should be noted that the terms in \( R_{\rho\rho} R_{\mu\rho}^\rho, R_{\mu\rho\nu\rho} R_{\nu} R_{\rho\rho} \) and \( R_{\rho\rho\rho\rho} R_{\rho\rho\rho\rho} \) which are not present in \( (1) H_{\mu\nu} \) and \( (2) H_{\mu\nu} \) can be eliminated by introducing

\[ (3) H_{\mu\nu} = \frac{1}{\sqrt{-g}} \delta_{\mu\nu} \int_M d^4x \sqrt{-g} R_{\rho\rho\rho\rho} R_{\rho\rho\rho\rho}, \]

and by noting that, due to Eq. (131),

\[ (1) H_{\mu\nu} - 4 (2) H_{\mu\nu} + (3) H_{\mu\nu} = 0. \]  

(149)

We then have

\[ \Theta_{\mu\nu}(M) = \frac{\ln(M^2)}{8\pi^2} \left\{ \frac{(3/8)}{m^4} g_{\mu\nu} \right. \\
- (1/4) m^2 [R_{\mu\nu} - (1/2) R g_{\mu\nu}] \\
- (7/240) (1) H_{\mu\nu} + (13/120) (2) H_{\mu\nu} \left. \right\}, \]  

(150)

\[ \Theta_{\mu\nu}^A(M) = \frac{\ln(M^2)}{8\pi^2} \left\{ \frac{(1/4)}{m^4} g_{\mu\nu} \right. \\
- (1/3) m^2 [R_{\mu\nu} - (1/2) R g_{\mu\nu}] \\
- (1/30) (1) H_{\mu\nu} + (1/10) (2) H_{\mu\nu} \left. \right\}. \]  

(151a)

and

\[ \Theta_{\mu\nu}^\phi(M) = \frac{\ln(M^2)}{8\pi^2} \left\{ \frac{(1/8)}{m^4} g_{\mu\nu} \right. \\
+ (1/12) m^2 [R_{\mu\nu} - (1/2) R g_{\mu\nu}] \\
+ (1/240) (1) H_{\mu\nu} + (1/120) (2) H_{\mu\nu} \left. \right\}. \]  

(151b)

As expected, we can note that the ambiguities associated with the scale length (or with the renormalization mass) are of the form (133).

FIG. 1. Geometry of the Casimir effect

V. CASIMIR EFFECT

A. General considerations

In this section, we shall consider the Casimir effect for Stueckelberg massive electromagnetism in the Minkowski spacetime (\( \mathbb{R}^4, \eta_{\mu\nu} \)) with \( \eta_{\mu\nu} = \text{diag}(-1, +1, +1, +1) \). We denote by \( (T, X, Y, Z) \) the coordinates of an event in this spacetime. We shall provide the renormalized vacuum expectation value of the stress-energy-tensor operator outside of a perfectly conducting medium with a plane boundary wall at \( Z = 0 \) separating it from free space (see Fig. 1). It is worth pointing out that this problem has been studied a long time ago by Davies and Toms in the framework of de Broglie-Proca electromagnetism [50]. We shall revisit this problem in order to compare, at the quantum level and in the case of a simple example, de Broglie-Proca and Stueckelberg theories and to discuss their limit for \( m^2 \to 0 \). It should be noted that the Casimir effect in connection with a massive photon has been considered for various geometries (see, e.g., Refs. [51–55]).

From symmetries and physical considerations, we can observe that, outside of the perfectly conducting medium, the renormalized stress-energy tensor takes the form (see Chap. 4 of Ref. [24])

\[ \langle 0 | \hat{T}_{\mu\nu} | 0 \rangle_{\text{ren}} = \frac{1}{3} \langle 0 | \hat{T}_{\rho}^\rho | 0 \rangle_{\text{ren}} \left( \eta_{\mu\nu} - \hat{Z}_\mu \hat{Z}_\nu \right), \]  

(152)

where \( \hat{Z}_\mu \) is the spacelike unit vector orthogonal to the wall. As a consequence, it is sufficient to determine the trace of the renormalized stress-energy tensor. From Eq. (124), we have

\[ \langle 0 | \hat{T}_{\rho}^\rho | 0 \rangle_{\text{ren}} = \frac{1}{8\pi^2} \left\{ -m^2 s_\rho^\rho + s_{\rho\tau}^\rho s_{\tau\rho} + (3/2) m^4 \right\} \right. \]

+ \Theta_{\rho}^\rho. \]  

(153)

The term \( \Theta_{\rho}^\rho \) encodes the usual ambiguities discussed in Sec. IV E. In the Minkowski spacetime it reduces to

\[ \Theta_{\rho}^\rho = \frac{1}{8\pi^2} \left\{ \alpha m^4 \right\}, \]  

(154)
where \( \alpha \) is a constant. From Eq. (153) it is clear that in order to evaluate \( \langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} \), it is sufficient to take the coincidence limit \( x' \to x \) of \( W_{\mu \nu}^A(x, x') \) and \( W_{\mu \nu}^{\text{ab}}(x, x') \) [see Eqs. (78a) and (78c) and note that, in the Minkowski spacetime, the bivector of parallel transport \( g_{\mu \nu}'(x, x') \) is equal to the unit matrix \( \delta_{\mu \nu}'(x, x') \)], where \( W_{\mu \nu}^A(x, x') \) is the regular part of the Feynman propagator \( G_{\mu \nu}^A(x, x') \) corresponding to the geometry of the Casimir effect.

**B. Stress-energy tensor in the Minkowski spacetime**

Let us first consider the vacuum expectation value of the stress-energy-tensor operator in the ordinary Minkowski spacetime (i.e., without the boundary wall). This will permit us to establish some notations and, moreover, to fix the constant \( \alpha \) appearing in Eq. (154).

Due to symmetry considerations, we have

\[
\langle 0 | \hat{T}_{\mu \nu} | 0 \rangle_{\text{ren}} = \frac{1}{4} \langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} \eta_{\mu \nu},
\]

(155)

where \( \langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} \) is still given by Eqs. (153) and (154). Of course, we must have \( \langle 0 | \hat{T}_{\mu \nu} | 0 \rangle_{\text{ren}} = 0 \), and we have therefore

\[
\langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} = 0
\]

(156)

which plays the role of a constraint for \( \alpha \).

In the Minkowski spacetime, the Feynman propagator \( G_{\mu \nu}^A(x, x') \) associated with the vector field \( A_\mu \) satisfies the wave equation (23), i.e.,

\[
[\Box - m^2] G_{\mu \nu}^A(x, x') = -\eta_{\mu \nu} \delta^4(x, x'),
\]

(157)

and its explicit expression is given in terms of a Hankel function of the second kind by (see, e.g., Chap. 27 of Ref. [56])

\[
G_{\mu \nu}^A(x, x') = -\frac{m^2}{8\pi} \frac{1}{Z(x, x')} H_{1}^{(2)}[Z(x, x')] \eta_{\mu \nu}.
\]

(158)

Here, \( Z(x, x') = \sqrt{-2m^2\sigma(x, x') + i\epsilon} \) with \( 2\sigma(x, x') = -(T - T')^2 + (X - X')^2 + (Y - Y')^2 + (Z - Z')^2 \).

We have (see Chap. 9 of Ref. [57])

\[
H_{1}^{(2)}(z) = J_1(z) - iY_1(z),
\]

(159)

where \( J_1(z) \) and \( Y_1(z) \) are the Bessel functions of the first and second kinds. By using the series expansions for \( z \to 0 \) (see Eqs. (9.1.10) and (9.1.11) of Ref. [57])

\[
J_1(z) = \frac{z}{2} \sum_{k=0}^{\infty} \frac{(-z^2/4)^k}{k!(k+1)!}
\]

(160a)

and

\[
Y_1(z) = -\frac{2}{\pi} z + \frac{2}{\pi} \ln \left( \frac{z}{2} \right) J_1(z)
\]

\[
-\frac{z}{2\pi} \sum_{k=0}^{\infty} \left[ \psi(k+1) + \psi(k+2) \right] \frac{(-z^2/4)^k}{k!(k+1)!}
\]

(160b)

[we note that Eq. (160b) is valid for \( |\arg(z)| < \pi \), and we recall that the digamma function \( \psi \) is defined by the recursion relation \( \psi(z+1) = \psi(z) + 1/z \) with \( \psi(1) = -\gamma \), we can provide the Hadamard representation of \( G_{\mu \nu}^A(x, x') \) given by Eq. (158). We can write

\[
-\frac{m^2}{8\pi} \frac{1}{Z(x, x')} H_{1}^{(2)}[Z(x, x')] = \frac{i}{8\pi^2} \left[ \Delta^{1/2}(x, x') \right. \\
\left. + V(x, x') \ln[\sigma(x, x') + i\epsilon] + W(x, x') \right],
\]

(161)

where

\[
\Delta^{1/2}(x, x') = 1,
\]

(162a)

\[
V(x, x') = \sum_{k=0}^{\infty} \frac{V_k}{k!(k+1)!}
\]

(162b)

with

\[
V_k = \frac{(m^2/2)^{k+1}}{k!(k+1)!}
\]

(162c)

and

\[
W(x, x') = \sum_{k=0}^{\infty} \frac{W_k \sigma^k}{k!(k+1)!}
\]

(162d)

with

\[
W_k = \frac{-}{k!(k+1)!} \left[ \psi(k+1) + \psi(k+2) - \ln \left( \frac{m^2}{2} \right) \right].
\]

(162e)

By noting that

\[
W_{\mu \nu}^A(x, x') = W(x, x') \eta_{\mu \nu},
\]

(163)

where \( W(x, x') \) is given by Eqs. (162d) and (162e), we are now able to express \( \langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} \). From Eqs. (78a) and (78c) we have, respectively,

\[
s_{\mu \nu} = m^2 \left[ -1/2 + \gamma + (1/2) \ln(m^2/2) \right] \eta_{\mu \nu}
\]

(164)

and

\[
s_{\mu \nu \alpha \beta} = m^4 \left[ -5/16 + (1/4) \gamma + (1/8) \ln(m^2/2) \right] \eta_{\mu \nu} \eta_{\alpha \beta}.
\]

(165)

Then, from Eq. (153), we obtain

\[
\langle 0 | \hat{T}_{\rho}^\mu | 0 \rangle_{\text{ren}} = \frac{m^4}{8\pi^2} \{ \alpha + 9/4 - 3 \gamma - (3/2) \ln(m^2/2) \},
\]

(166)

and, necessarily, by using Eq. (156), we have the constraint

\[
\alpha = -9/4 + 3 \gamma + (3/2) \ln(m^2/2).
\]

(167)
C. Stress-energy tensor for the Casimir effect

Let us now come back to our initial problem. The Feynman propagator previously considered is modified by the presence of the plane boundary wall. The new Feynman propagator \( G_{\mu \nu}^A(x,x') \) can be constructed by the method of images if we assume, in order to simplify our problem, a perfectly reflecting wall. It should be noted that this particular boundary condition is questionable from the physical point of view. It is logical for the transverse components of the electromagnetic field but much less natural for its longitudinal component. Indeed, for this component, we could also consider perfect transmission instead of complete reflection (see Refs. [50, 51, 58]). We shall now consider that the Feynman propagator is given by

\[
G_{\mu \nu}^A(x,x') = G_{\mu \nu}^A(x,x') - q_\nu G_{\mu \nu}^A(x,\tilde{x}').
\]  

(168)

Here, \( x'^\mu = (T', X', Y', Z') \) and \( \tilde{x}'^{\mu} = (T', X', Y', -Z') \), where \( q_\nu = (1 - 2 \delta_{\mu z}) \). It is important to note that, in Eq. (168), the index \( \nu \) is not summed. Furthermore, we remark that the term \( G_{\mu \nu}^A(x,\tilde{x}') \) which is obtained by replacing \( x' \) by \( \tilde{x}' \) in Eq. (158) as well as its derivatives are regular in the limit \( x \rightarrow x' \).

By following the steps of Sec. V B and using the relation

\[
K_\nu(z) = -(1/2) i \pi e^{-i\nu z} H_\nu^{(2)}(z e^{-i\nu z})
\]  

(169)

which is valid for \(-\pi/2 \leq \arg(z) \leq \pi\) as well as the properties of the modified Bessel functions of the second kind \( K_1, K_2 \) and \( K_3 \) (see Chap. 9 of Ref. [57]), it is easy to show that the Taylor coefficients \( s_{\mu \nu} \) and \( s_{\mu \nu a b} \) involved in \( \langle 0 | \hat{T}_\rho | 0 \rangle_{\text{ren}} \) are now given by

\[
s_{\mu \nu} = m^2 \left[ -1/2 + \gamma + (1/2) \ln(m^2/2) \right] \eta_{\mu \nu}
\]  

\[
-(m/Z) K_1(2mZ) q_\nu \eta_{\mu \nu}
\]  

(170)

and

\[
s_{\mu \nu a b} = m^4 \left[ -5/16 + (1/4) \gamma + (1/8) \ln(m^2/2) \right] \eta_{\mu a} \eta_{\nu b}
\]  

\[-\left[ (m/Z)^2 K_2(2mZ) q_\nu \eta_{\mu b} \left( 2 \eta_3 a \eta_3 b - (1/2) \eta_{a b} \right)
\right]
\]  

\[+(m^3/Z) K_1(2mZ) q_\nu \eta_{\mu a} \eta_3 a \eta_3 b].
\]  

(171)

By inserting Eqs. (170) and (171) in the expression (153) and using the value of \( \alpha \) fixed by Eq. (167), we obtain

\[
\langle 0 | \hat{T}_\rho | 0 \rangle_{\text{ren}} = \frac{3}{8\pi^2} \left\{ \frac{m^2}{Z^2} K_2(2mZ) + \frac{m^3}{Z} K_1(2mZ) \right\},
\]  

(172)

and from Eq. (152) we have

\[
\langle 0 | \hat{T}_\mu \nu | 0 \rangle_{\text{ren}} = \frac{1}{8\pi^2} \left\{ \frac{m^2}{Z^2} K_2(2mZ) + \frac{m^3}{Z} K_1(2mZ) \right\}
\]  

\[\times \left( \eta_{\mu \nu} - \dot{Z}_\mu \dot{Z}_\nu \right).
\]  

(173)

It is very important to note that this result coincides exactly with the result obtained by Davies and Toms in the framework of de Broglie-Proca electromagnetism [50].

In the limit \( m^2 \rightarrow 0 \) and for \( Z \neq 0 \), we obtain

\[
\langle 0 | \hat{T}_\mu \nu | 0 \rangle_{\text{ren}} = \frac{1}{16\pi^2} \frac{1}{Z^4} \left( \eta_{\mu \nu} - \dot{Z}_\mu \dot{Z}_\nu \right).
\]  

(174)

In the massless limit, the vacuum expectation value of the renormalized stress-energy tensor associated with the Stueckelberg theory diverges like \( Z^{-4} \) as the boundary surface is approached. This result contrasts with that obtained from Maxwell’s theory (see also Ref. [50]). Indeed, for this theory, the renormalized stress-energy-tensor operator vanishes identically. In order to extract that result from the Stueckelberg theory, we will now repeat the previous calculations from the expressions (125) and (126) [as well as (127) and (128)] given in Sec. IV C 4, where we have proposed an artificial separation of the contributions associated with the vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \).

D. Separation of the contributions associated with the vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \)

In the Minkowski spacetime, Eqs. (127) and (128) reduce to

\[
\langle 0 | \hat{T}_\rho | 0 \rangle_{\text{ren}} = \mathcal{T}_A \rho + \mathcal{T}_{\Phi} \rho + \Theta \rho
\]  

(175)

with

\[
\mathcal{T}_A \rho = \frac{1}{8\pi^2} \left\{ -s_{\rho \tau} \Theta - m^2 s_{\rho \rho}
\right.
\]  

\[+2 a_{\rho \tau} \Theta + 2 s_{\rho \rho} \Theta + 2 m^4 \}
\]  

(176)

and

\[
\mathcal{T}_{\Phi} \rho = \frac{1}{8\pi^2} \left\{ - (1/2) \Box w - m^2 w + (1/4) m^4 \right\}.
\]  

(177)

The term \( \Theta \rho \) encodes the usual ambiguities discussed in Sec. IV E. We can split it in the form

\[
\Theta \rho = \Theta_A \rho + \Theta_{\Phi} \rho
\]  

(178a)

with

\[
\Theta_A \rho = \frac{1}{8\pi^2} \left\{ \alpha A m^4 \right\}
\]  

(178b)

and

\[
\Theta_{\Phi} \rho = \frac{1}{8\pi^2} \left\{ \alpha \Phi m^4 \right\},
\]  

(178c)

where \( \alpha A \) and \( \alpha \Phi \) are two constants associated, respectively, with the contributions of the vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \). We can then replace Eq. (175) by

\[
\langle 0 | \hat{T}_\rho | 0 \rangle_{\text{ren}} = \langle 0 | \hat{T}_A \rho | 0 \rangle_{\text{ren}} + \langle 0 | \hat{T}_{\Phi} \rho | 0 \rangle_{\text{ren}}
\]  

(179)

with

\[
\langle 0 | \hat{T}_A \rho | 0 \rangle_{\text{ren}} = \mathcal{T}_A \rho + \Theta_A \rho
\]  

(180)
and
\[ \langle 0 | \hat{T}^{\Phi} \rho | 0 \rangle_{\text{ren}} = \mathcal{T}^{\Phi} \rho + G^{\Phi} \rho, \]
(181)
where the contributions associated with the vector field \( A_\mu \) and the auxiliary scalar field \( \Phi \) are separated. At first sight, \( \mathcal{T}^{A} \rho \) seems complicated because it involves Taylor coefficients of orders \( \sigma_{1/2} \) and \( \sigma_1 \) of \( W^{A}_\mu(x,x') \). In fact, its expression can be simplified by replacing the sum \( a_{\rho \tau}^{\rho \tau} + s_{\rho \tau}^{\rho \tau} \) from the relation (86b), and we obtain
\[ \mathcal{T}^{A} \rho = \frac{1}{8\pi^2} \{ -m^2 s_{\rho \rho} + 2m^2 w + (1/2) m^4 \} \]
(182)
which only involves the first Taylor coefficients \( s_{\rho \rho} \) and \( w \) of order \( \sigma_0 \). So, in order to evaluate \( \langle 0 | \hat{T}^{\rho \rho} | 0 \rangle_{\text{ren}} \) given by Eq. (175), it is sufficient to take the coincidence limit \( x' \to x \) of the state-dependent Hadamard coefficients \( W^{A}_\mu(x,x') \) and \( W(x,x') \) associated with the Feynman propagators \( G^{A}_\mu(x,x') \) and \( G^{\Phi}(x,x') \), corresponding to the geometry of the Casimir effect.

At first, we must fix the constants \( \alpha^A \) and \( \alpha^\Phi \) appearing in Eq. (178). This can be achieved by imposing, in the Minkowski spacetime without boundary, the vanishing of \( \langle 0 | \hat{T}^{A}_\rho | 0 \rangle_{\text{ren}} \) given by Eq. (180) and \( \langle 0 | \hat{T}^{\Phi}_\rho | 0 \rangle_{\text{ren}} \) given by Eq. (181). In this spacetime, everything related to the Feynman propagator \( G^{A}_{\mu \nu}(x,x') \) has been already given in Sec. V B, while the Feynman propagator \( G^{\Phi}(x,x') \) associated with the scalar field \( \Phi \) satisfies the wave equation (25) and is explicitly given by
\[ G^\Phi(x,x') = -\frac{m^2}{Z(x,x')} H^{(2)}_1 [Z(x,x')] \]
(183)
By using Eqs. (161) and (162), it is easy to see that this propagator can be represented in the Hadamard form and to obtain
\[ w = m^2 \left[ -1/2 + \gamma + (1/2) \ln(m^2/2) \right]. \]
(184)
We are now able to express \( \langle 0 | \hat{T}^{\rho \rho} | 0 \rangle_{\text{ren}} \). From Eqs. (180), (181), (182), (177) and (178), we obtain
\[ \langle 0 | \hat{T}^{A}_\rho | 0 \rangle_{\text{ren}} = \frac{m^4}{8\pi^2} \left\{ \alpha^A + 3/2 - 2 \gamma - \ln(m^2/2) \right\} \]
(185)
and
\[ \langle 0 | \hat{T}^{\Phi}_\rho | 0 \rangle_{\text{ren}} = \frac{m^4}{8\pi^2} \left\{ \alpha^\Phi + 3/4 - \gamma - (1/2) \ln(m^2/2) \right\}, \]
(186)
and, necessarily, the vanishing of these traces provides the two constraints
\[ \alpha^A = -3/2 + 2 \gamma + \ln(m^2/2) \]
(187a)
and
\[ \alpha^\Phi = -3/4 + \gamma + (1/2) \ln(m^2/2). \]
(187b)

We now come back to the Casimir effect. The two Feynman propagators previously considered are modified by the presence of the plane boundary wall. The new Feynman propagators can be constructed by the method of images. Of course, the propagator of the vector field \( A_\mu \) is still given by Eq. (168), while we have
\[ \tilde{G}^\Phi(x,x') = G^\Phi(x,x') - G^\Phi(x,x') \]
(188)
for the propagator of the scalar field \( \Phi \). In the context of the Casimir effect, Eq. (184) must be replaced by
\[ w = m^2 \left[ -1/2 + \gamma + (1/2) \ln(m^2/2) \right] \]
\[ - (m/Z) K_1(2mZ), \]
(189)
and \( s_{\mu \nu} \) is given by Eq. (170). By inserting Eqs. (170) and (189) in Eqs. (182) and (177) and taking into account the constraints (187a) and (187b), we obtain from Eq. (180)
\[ \langle 0 | \hat{T}^{A}_\rho | 0 \rangle_{\text{ren}} = 0 \]
(190)
and from Eq. (181)
\[ \langle 0 | \hat{T}^{\Phi}_\rho | 0 \rangle_{\text{ren}} = \frac{3}{8\pi^2} \left\{ \frac{m^2}{Z^2} K_2(2mZ) + \frac{m^3}{Z^2} K_1(2mZ) \right\}. \]
(191)
From Eq. (152) we can then see that the vacuum expectation value of the stress-energy-tensor operator associated with the vector field \( A_\mu \) is such that
\[ \langle 0 | \hat{T}^{A}_{\mu \nu} | 0 \rangle_{\text{ren}} = 0, \]
(192)
while the vacuum expectation value of the stress-energy-tensor operator associated with the auxiliary scalar field \( \Phi \) is given by
\[ \langle 0 | \hat{T}^{\Phi}_{\mu \nu} | 0 \rangle_{\text{ren}} = \frac{1}{8\pi^2} \left\{ \frac{m^2}{Z^2} K_2(2mZ) + \frac{m^3}{Z^2} K_1(2mZ) \right\} \times \left( \eta_{\mu \nu} - Z_\mu Z_\nu \right), \]
(193)
Of course, the sum of these two contributions permits us to recover the result (173) of Sec. V C which is also the result obtained by Davies and Toms in the framework of de Broglie-Proca electromagnetism [50]. It is moreover interesting to note that the contribution (192) associated with the vector field \( A_\mu \) and which has been artificially separated from the scalar field contribution (see Sec. IV C 4) vanishes identically for any value of the mass parameter \( m \). This result coincides exactly with that obtained from Maxwell’s theory (see also Ref. [50]).

VI. CONCLUSION

In the context of quantum field theory in curved spacetime and with possible applications to cosmology and to black hole physics in mind, the massive vector field is frequently studied. It should be, however, noted that, in this particular domain, it is its description via the
de Broglie-Proca theory which is mostly considered and that there are very few works dealing with the Stueckelberg point of view (see, e.g., Refs. [59–64], but remark that these papers are restricted to de Sitter and anti-de Sitter spacetimes or to Robertson-Walker backgrounds with spatially flat sections). In this article, in order to fill a void, we have developed the general formalism of the Stueckelberg theory on an arbitrary four-dimensional spacetime (quantum action, Feynman propagators, Ward identities, Hadamard representation of the Green functions), and we have particularly focussed on the aspects linked with the construction, for a Hadamard quantum state, of the expectation value of the renormalized stress-energy tensor. It is important to note that we have given two alternative but equivalent expressions for this result. The first one has been obtained by eliminating from a Ward identity the contribution of the auxiliary scalar field \( \Phi \) (the so-called Stueckelberg ghost [47]) and only involves state-dependent and geometrical quantities associated with the massive vector field \( A_\mu \) [see Eq. (123)]. The other one involves contributions coming from both the massive vector field and the auxiliary Stueckelberg scalar field [see Eqs. (125)–(126)], and it has been constructed artificially in such a way that these two contributions are independently conserved and that, in the zero-mass limit, the massive vector field contribution reduces smoothly to the result obtained from Maxwell’s electromagnetism. It is also important to note that, in Sec. IV E, we have discussed the geometrical ambiguities of the expectation value of the renormalized stress-energy-tensor operator. They are of fundamental importance (see, e.g., in Sec. V, their role in the context of the Casimir effect).

We intend to use our results in the near future in cosmology of the very early universe, but we hope they will be useful for other authors. This is why we shall now provide a step-by-step guide for the reader who is not especially interested by the technical details of our work but who wishes to calculate the expectation value of the renormalized stress-energy tensor from the expression (123), i.e., from the expression where any reference to the Stueckelberg auxiliary scalar field \( \Phi \) has disappeared. We shall describe the calculation from the Feynman propagator as well as from the anticommutator function:

(i) We assume that the Feynman propagator \( G_{\mu \nu}^{(A)}(x, x') \) which is given by Eq. (22) and satisfies the wave equation (30) [or that the anticommutator \( G_{\mu \nu}^{(1)A}(x, x') \) which is given by Eq. (59) and satisfies the wave equation (60)] has been determined in a particular gravitational background and for a Hadamard quantum state. In other words, we consider that the Feynman propagator \( G_{\mu \nu}^{(A)}(x, x') \) can be represented in the Hadamard form (35) [or that the anticommutator \( G_{\mu \nu}^{(1)A}(x, x') \) can be represented in the Hadamard form (55)].

(ii) We need the regular part of the Feynman propagator \( G_{\mu \nu}^{(A)}(x, x') \) [or that of the anticommutator \( G_{\mu \nu}^{(1)A}(x, x') \)] at order \( \sigma \). To extract it, we subtract from the Feynman propagator \( G_{\mu \nu}^{(A)}(x, x') \) its singular part (48a) in order to obtain its regular part (48b) [or we subtract from the anticommutator \( G_{\mu \nu}^{(1)A}(x, x') \) its singular part (68a) in order to obtain its regular part (68b)]. We have then at our disposal the state-dependent Hadamard bivector \( V_{\mu \nu}^{(A)}(x, x') \). Here, it is important to note that we do not need the full expression of the singular part of the Green function considered, but we can truncate it by neglecting the terms vanishing faster than \( \sigma(x, x') \) for \( x' \to x \). As a consequence, we can construct the singular part (48a) [or the singular part (68a)] by using the covariant Taylor series expansion (A.9) of \( \Delta^{1/2} \) up to order \( \sigma^2 \), the covariant Taylor series expansion (71a) of \( V_{\mu \nu}^{(A)} \) up to order \( \sigma^1 \) [see Eqs. (72a)–(72c)] and the covariant Taylor series expansion (71b) of \( V_{\mu \nu}^{(1)A} \) up to order \( \sigma^0 \) [see Eq. (72d)].

(iii) Finally, by using Eqs. (78a)–(78c), we can construct the expectation value of the renormalized stress-energy tensor given by Eq. (123).

It is interesting to note that, in the literature concerning Stueckelberg electromagnetism, some authors only focus on the part of the action associated with the massive vector field \( A_\mu \) and which is given by Eq. (13a) (see, e.g., Refs. [59, 62, 65]). Of course, this is sufficient because they are mainly interested, in the context of canonical quantization, by the determination of the Feynman propagator associated with this field. However, in order to calculate physical quantities, it is necessary to take into account the contribution of the auxiliary scalar field \( \Phi \). It cannot be discarded. This is very clear in the context of the construction of the renormalized stress-energy-tensor operator as we have shown in our article and remains true for any other physical quantity.

To conclude this article, we shall briefly compare the de Broglie-Proca and Stueckelberg formulations of massive electromagnetism and discuss the advantages of the Stueckelberg formulation over the de Broglie-Proca one. It is interesting to note the existence of a nice paper by Pitts [66], where de Broglie-Proca and Stueckelberg approaches of massive electromagnetism are discussed from a philosophical point of view based on the machinery of the Hamiltonian formalism (primary and secondary constraints, Poisson brackets, . . . ). Here, we adopt a more pragmatic point of view. We discuss the two formulations in light of the results obtained in our article. In our opinion:

(i) De Broglie-Proca and Stueckelberg approaches of massive electromagnetism are two faces of the same theory. Indeed, the transition from de Broglie-Proca to Stueckelberg theory is achieved via the...
The Stueckelberg trick (5) which permits us, by introducing an auxiliary scalar field \( \Phi \), to artificially restore Maxwell’s gauge symmetry in massive electromagnetism, but, reciprocally, the transition from Stueckelberg to de Broglie-Proca theory is achieved by imposing the gauge choice \( \Phi = 0 \) [see Eq. (8)]. As a consequence, it is not really surprising to obtain the same result for the renormalized stress-energy-tensor operator associated with the Casimir effect (see Sec. V) when we consider this problem in the framework of the de Broglie-Proca and Stueckelberg formulations of massive electromagnetism. Indeed, we can expect that this remains true for any other quantum quantity.

(ii) However, we can note that with regularization and renormalization in mind, it is much more interesting to work in the framework of the Stueckelberg formulation of massive electromagnetism. Indeed, this permits us to have at our disposal the machinery of the Hadamard formalism which is not the case in the framework of the de Broglie-Proca formulation. Indeed, due to the constraint (4a), the Feynman propagator \( G^A_{\mu\nu}(x,x') \) associated with the vector field \( A_\mu \) cannot be represented in the Hadamard form (35).
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Appendix: Biscalars, bivectors and their covariant Taylor series expansions

Regularization and renormalization of quantum field theories in the Minkowski spacetime are most times based on the representation of Green functions in momentum space, and, in general, this greatly simplifies reasoning and calculations. The use of such a representation is not possible in an arbitrary gravitational background where the lack of symmetries as well as spacetime curvature prevent us from working within the framework of the Fourier transform. As a consequence, regularization and renormalization in curved spacetime are necessarily based on representations of Green functions in coordinate space, and, moreover, they require extensively the concepts of biscalars, bivectors and, more generally, bitensors. Thanks to the work of some mathematicians [67–70] and of DeWitt [23, 44, 56, 71] and coworkers [28, 29], we have at our disposal all the tools necessary to deal with this subject.

In this short Appendix, in order to make a self-consistent paper (i.e., to avoid the reader needing to consult the references mentioned above), we have gathered some important results which are directly related with the representations of Green functions in coordinate space and, more particularly, with the Hadamard representations of the Green functions appearing in Stueckelberg electromagnetism [see Eqs. (35), (37), (55) and (58)] which is the main subject of Sec. III and which plays a crucial role in Sec. IV. In particular, we define the geometric integral \( \sigma(x,x') \), the Van Vleck-Morette determinant \( \Delta(x,x') \) and the bivector of parallel transport from \( x \) to \( x' \) denoted by \( g_{\mu\nu}(x,x') \) (see, e.g., Ref. [44]), and we moreover discuss the concept of covariant Taylor series expansions for biscalars and bivectors.

We first recall that \( 2\sigma(x,x') \) is the square of the geodesic distance between \( x \) and \( x' \) which satisfies

\[
2\sigma = \sigma^{\mu\nu}\sigma_{\mu\nu}. \tag{A.1}
\]

We have \( \sigma(x,x') < 0 \) if \( x \) and \( x' \) are timelike related, \( \sigma(x,x') = 0 \) if \( x \) and \( x' \) are null related and \( \sigma(x,x') > 0 \) if \( x \) and \( x' \) are spacelike related. We furthermore recall that \( \Delta(x,x') \) is given by

\[
\Delta(x,x') = -[-g(x)]^{-1/2}\det(-\sigma_{\mu\nu}(x,x'))[-g(x')]^{-1/2}
\]

and satisfies the partial differential equation

\[
\Box_x \sigma = 4 - 2\Delta^{-1/2}\Delta^{1/2}\rho^{\alpha\beta}\sigma_{\alpha\beta} \tag{A.2}
\]

as well as the boundary condition

\[
\lim_{x' \to x} \Delta(x, x') = 1. \tag{A.3b}
\]

The bivector of parallel transport from \( x \) to \( x' \) is defined by the partial differential equation

\[
g_{\mu\nu',\rho}\sigma^{\rho\nu} = 0 \tag{A.4a}
\]

and the boundary condition

\[
\lim_{x' \to x} g_{\mu\nu'}(x, x') = g_{\mu\nu}(x). \tag{A.4b}
\]

The Hadamard coefficients \( V^A_{\mu\nu}(x, x') \) and \( W^A_{\mu\nu}(x, x') \) introduced in Eq. (36) and which are bivectors involved in the Hadamard representation of the Green functions (35) and (55) or the Hadamard coefficients \( V_n(x, x') \) and \( W_n(x, x') \) introduced in Eq. (38) and which are biscalars involved in the Hadamard representation of the Green functions (37) and (58) cannot in general be determined exactly. They are solutions of the recursion relations (39a), (39b) and (40) or (43a), (43b) and (44), and, following DeWitt [44, 71], we can look for the solutions of these equations in the form of covariant Taylor series expansions for \( x' \) in the neighborhood of \( x \). This is the method we use in Sec. III. The series defining the biscalars \( V_n(x, x') \) and \( W_n(x, x') \) can be written in the form.
\[ T(x, x') = t(x) - t_{a_1}(x) \sigma^{a_1}(x, x') + \frac{1}{2!} t_{a_1 a_2}(x) \sigma^{a_1}(x, x') \sigma^{a_2}(x, x') \]
\[ - \frac{1}{3!} t_{a_1 a_2 a_3}(x) \sigma^{a_1}(x, x') \sigma^{a_2}(x, x') \sigma^{a_3}(x, x') \]
\[ + \frac{1}{4!} t_{a_1 a_2 a_3 a_4}(x) \sigma^{a_1}(x, x') \sigma^{a_2}(x, x') \sigma^{a_3}(x, x') \sigma^{a_4}(x, x') + \cdots. \] (A.5)

By construction, the coefficients \( t_{a_1 \ldots a_p}(x) \) are symmetric in the exchange of the indices \( a_1 \ldots a_p \), i.e., \( t_{a_1 \ldots a_p}(x) = t_{(a_1 \ldots a_p)}(x) \), and, moreover, by requiring the symmetry of \( T(x, x') \) in the exchange of \( x \) and \( x' \), i.e., \( T(x, x') = T(x', x) \), the coefficients \( t(x) \) and \( t_{a_1 \ldots a_p}(x) \) with \( p = 1, 2, \ldots \) are constrained. The symmetry of \( T(x, x') \) permits us to express the odd coefficients of the covariant Taylor series expansion of \( T(x, x') \) in terms of the even ones. We have for the odd coefficients of lowest orders (see, e.g., Ref. [72])
\[ t_{a_1} = (1/2) t_{a_1}, \quad t_{a_1 a_2} = (3/2) t_{(a_1 a_2)}, \quad \] (A.6a)
\[ t_{a_1 a_2 a_3} = (1/4) t_{(a_1 a_2 a_3)}. \quad \] (A.6b)

Similarly, the series defining the bivectors \( V^A_{\mu \nu}(x, x') \) and \( W^A_{\mu \nu}(x, x') \) can be written in the form

\[ T_{\mu \nu}(x, x') = g_{\mu \nu}(x, x') T_{\mu \nu}(x, x') \]
\[ = t_{\mu \nu}(x) - t_{\mu \nu a_1}(x) \sigma^{a_1}(x, x') \]
\[ + \frac{1}{2} t_{\mu \nu a_1 a_2}(x) \sigma^{a_1}(x, x') \sigma^{a_2}(x, x') \]
\[ - \frac{1}{3!} t_{\mu \nu a_1 a_2 a_3}(x) \sigma^{a_1}(x, x') \sigma^{a_2}(x, x') \sigma^{a_3}(x, x') \]
\[ + \cdots. \] (A.7)

By construction, the coefficients \( t_{\mu \nu a_1 \ldots a_p}(x) \) are symmetric in the exchange of indices \( a_1 \ldots a_p \), i.e., \( t_{\mu \nu a_1 \ldots a_p}(x) = t_{\mu \nu(a_1 \ldots a_p)}(x) \), and by requiring the symmetry of \( T_{\mu \nu}(x, x') \) in the exchange of \( x \) and \( x' \), i.e., \( T_{\mu \nu}(x, x') = T_{\nu \mu}(x', x) \), the coefficients \( t_{\mu \nu}(x) \) and \( t_{\mu \nu a_1 \ldots a_p}(x) \) with \( p = 1, 2, \ldots \) are constrained. The symmetry of \( T_{\mu \nu}(x, x') \) permits us to express the coefficients of the covariant Taylor series expansion of \( T_{\mu \nu}(x, x') \) in terms of their symmetric and antisymmetric parts in \( \mu \) and \( \nu \). We have for the coefficients of lowest orders (see, e.g., Refs. [35, 39])
\[ t_{\mu \nu} = t_{(\mu \nu)}, \quad \] (A.8a)
\[ t_{\mu \nu a_1} = (1/2) t_{(\mu \nu); a_1} + t_{|\mu \nu| a_1}, \quad \] (A.8b)
\[ t_{\mu \nu a_1 a_2} = t_{(\mu \nu); a_1 a_2} + t_{|\mu \nu||(a_1 a_2)}, \quad \] (A.8c)
\[ t_{\mu \nu a_1 a_2 a_3} = (3/2) t_{(\mu \nu); (a_1 a_2 a_3)} - (1/4) t_{(\mu \nu); (a_1 a_2 a_3)} + t_{|\mu \nu|a_1 a_2 a_3}. \quad \] (A.8d)

In order to solve the recursion relations (39a), (39b), (40), (43a), (43b) and (44) but also to do most of the calculations in Secs. III and IV and, in particular, to obtain the explicit expression of the renormalized stress-energy-tensor operator, it is necessary to have at our disposal the covariant Taylor series expansions of the biscalars \( \Delta^{1/2}, \Delta^{-1/2} \Delta^{1/2} \mu, \sigma^{\mu} \) and \( \Box \Delta^{1/2} \) and of the bivectors \( \sigma_{\mu \nu} \) and \( g_{\mu \nu} \) but also of some bitensors such as \( \sigma_{\mu \nu}; \bar{\sigma}_{\mu \nu} \), \( g_{\mu \nu}; \bar{g}_{\mu \nu} \). Here, we provide these expansions up to the orders necessary in this article (for higher orders, see Refs. [72, 73]). We have

\[ \Delta^{1/2} = 1 + \frac{1}{12} R_{a_1 a_2} \sigma^{a_1} \sigma^{a_2} - \frac{1}{24} R_{a_1 a_2; a_3} \sigma^{a_1} \sigma^{a_2} \sigma^{a_3} \]
\[ + \left[ \frac{1}{80} R_{a_1 a_2; a_3 a_4} + \frac{1}{360} R_{a_1 a_2} R_{a_3 a_4} + \frac{1}{288} R_{a_1 a_2} R_{a_3 a_4} \right] \sigma^{a_1} \sigma^{a_2} \sigma^{a_3} \sigma^{a_4} \]
\[ - \left[ \frac{1}{360} R_{a_1 a_2; a_3 a_4 a_5} + \frac{1}{360} R_{a_1 a_2} R_{a_3 a_4 a_5} + \frac{1}{288} R_{a_1 a_2} R_{a_3 a_4 a_5} \right] \sigma^{a_1} \sigma^{a_2} \sigma^{a_3} \sigma^{a_4} \sigma^{a_5} + O(\sigma^3), \] \quad (A.9)

\[ \Box \Delta^{1/2} = \frac{5}{6} R \]
\[ - \left[ \frac{1}{360} R_{a_1 a_2} R_{a_3 a_4 a_5} + \frac{1}{120} R_{a_1 a_2} R_{a_3 a_4 a_5} + \frac{1}{288} R_{a_1 a_2} R_{a_3 a_4 a_5} \right] \sigma^{a_1} \sigma^{a_2} \sigma^{a_3} + O(\sigma^2), \] \quad (A.10)
\[ \Delta^{-1/2} \Delta^{1/2} \sigma^{\mu} = \frac{1}{6} R_{\alpha_1 \alpha_2} \sigma^{\alpha_1 \alpha_2} + O(\sigma^{3/2}), \]  
(A.11)

\[ \sigma_{\mu \nu} = g_{\mu \nu} - \frac{1}{3} R_{\mu \alpha_1 \nu \alpha_2} \sigma^{\alpha_1 \alpha_2} + O(\sigma^{3/2}), \]  
(A.12)

\[ g_{\nu}^\prime \sigma_{\mu \nu}^\prime = g_{\mu \nu} - \frac{1}{6} R_{\mu \alpha_1 \nu \alpha_2} \sigma^{\alpha_1 \alpha_2} + O(\sigma^{3/2}), \]  
(A.13)

\[ g_{\nu}^\prime g_{\mu \nu}^\prime; \rho = - \frac{1}{6} R_{\mu \nu} \sigma^{\alpha_1} + \frac{1}{6} R_{\mu \nu} \sigma^{\alpha_1} \sigma^{\alpha_2} + O(\sigma^{3/2}), \]  
(A.14)

\[ g_{\nu}^\prime g_{\mu \nu}^\prime; \rho' = - \frac{1}{2} R_{\mu \nu} \sigma^{\alpha_1} + \frac{1}{3} R_{\mu \nu} \sigma^{\alpha_1} \sigma^{\alpha_2} + O(\sigma^{3/2}) \]  
(A.15)

and

\[ g_{\nu}^\prime \Box g_{\mu \nu}^\prime = \frac{2}{3} R_{\alpha_1 [\mu; \nu]} \sigma^{\alpha_1} + \left[ - \frac{1}{6} R_{\alpha_1 [\mu; \nu] \alpha_2} + \frac{1}{4} R_{\mu \nu} \sigma^{\alpha_1} \right] \sigma^{\alpha_1 \alpha_2} + O(\sigma^{3/2}). \]  
(A.16)
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