Machine learning-based direct solver for one-to-many problems of temporal shaping of electron bunches
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To control the temporal profile of a charged beam to meet requirements of various accelerator applications, a widely-used technique is bunch compression via 4-dipole chicanes that may sometimes have a one-to-many map. Current approaches based on stochastic optimization or supervised learning can be limited because of the one-to-many properties. Here we demonstrate how to construct a direct and real-time solver with the aid of a semi-supervised machine learning method, the conditional generative adversarial network (CGAN), to solve one-to-many problems of temporal shaping. Unlike supervised learning that can only learn one-to-one maps, the CGAN solver can learn the one-to-many dynamics and accurately predict required longitudinal dispersion terms for a chicane to realize desired custom temporal profiles without any priori knowledge. Besides, the CGAN solver can simultaneously give multiple different solutions for a one-to-many problem, which breaks the limitation of stochastic optimization methods of finding one solution instead of many.

I. INTRODUCTION

Much of the interest in advanced applications of particle accelerators such as free-electron lasers (FELs)1, 2, terahertz radiation3, 4 and plasma wakefield accelerators (PWFAs)5 has grown in recent decades. FELs and terahertz radiation are emerging as powerful imaging tools in various fields5–8 like physics, chemistry, biology and material science. PWFAs are potential to provide accelerating gradient of multi-GV/m level for future accelerators that promises beams of higher energy than using conventional radio-frequency-based accelerators for high energy physics and photon science9. To realize these advanced accelerator applications, a critical issue is to provide electron beams of particular temporal shapes to improve performance or quality of the electron or photon beam, namely the temporal shaping of electron beams11–14. In particular, beams of flat-top and cusp-shaped temporal profiles can be used in FELs to obtain high radiation power12–15, and a linearly ramped bunch is required by PWFAs to supply a high transformer ratio of wakefield16.

One typical temporal shaping method is to let an electron bunch with inhomogeneous energy distribution pass through a bunch compressor consisting of several bending magnets to realize various temporal profiles17. For beams with small transverse emittance and large energy spread, the contribution of geometrical terms in the transfer map can be neglected and the dispersion terms will tend to dominate the temporal profile15, 19. Hence, for the initial beam having an inhomogeneous energy chirp, a desired custom temporal profile can be achieved by using an appropriate combination of longitudinal dispersion terms (see details in Methods).

It is noted that in this scenario different combinations of longitudinal dispersion terms may realize the same target profile, i.e. the temporal shaping can sometimes turn to a one-to-many problem. Grid scan20 was first used to solve such a temporal shaping problem to realize a ramped profile with second-order approximation. However, when contributions of the higher-order longitudinal dispersion terms are not negligible, the time cost of grid scan will exponentially grow due to the consideration of higher-order terms. Afterwards, it has been shown21–24 that such one-to-many problems can be solved more efficiently with stochastic optimization methods like genetic algorithm (GA), particle swarm optimization (PSO) and extremum seeking (ES). Recently, an ES method combined with a supervised machine learning (ML) surrogate model was proposed25 that can reduce the tuning time for precise bunch control from hours of manual tuning to the minute level. Although many efforts have been made to explore further improvements in the performance of stochastic optimization methods, the optimization process is still indirect and some challenging problems still remain. One challenge of using these stochastic optimization methods is to avoid being trapped into local optima25–28. In addition, for one-to-many problems that have multiple available solutions, the optimization usually stops when the first solution is found with others missed. The finally obtained results can be highly dependent on the choice of initial solution. To break these limitations, here we propose to construct a direct and real-time solver for one-to-many problems of temporal shaping with the aid of ML.

Over the past decade, great progress has been made in the ML field, leading to a revolutionary change in the way of processing complex and massive data in many areas29–32. Particle accelerators, as a collection of multiple complex physical subsystems, has profited from ML since 1980s33. In recent years, ML has attracted increasing interests of accelerator experts as a powerful tool to re-
veal the complicated correlations between various accelerator parameters [34–41]. Most ML applications in the accelerator field are based on using fast supervised ML surrogate models to predict complex accelerator parameters by learning from the previously existing simulating or experimental data without further simulation or experiment. It is noticed that, however, most supervised ML surrogate models are only powerful to capture the map of one-to-one problems where one feature vector $X$ has only one definite label vector $Y$. When a supervised ML model is trained with data samples of a one-to-many problem that has different labels for the same input feature vector, it tends to output the mean label value of the samples rather than the respective label value of each sample itself. For example, a supervised ML model is able to predict the temporal profile of an electron bunch with known accelerator settings [30]. While for the inverse problem, namely, predicting the accelerator settings for a desired custom temporal profile, the supervised ML methods like multilayer perceptron could fail to give the right answer because multiple solutions possibly exist. To break this limitation, here we introduce another ML method, the generative adversarial networks (GANs) [42], that has potential to handle one-to-many problems [43, 44].

The GANs are emerging techniques of semisupervised ML that have become one of the state-of-the-art techniques to solve difficulties in image synthesis [45], style transfer [46], and image superresolution [47]. Instead of the approach of minimizing mean error in most supervised ML methods, GANs take a different approach to capture the true distribution of the training data, via the competition of a pair of neural networks, called the generator (hereafter referred to as $G$) and discriminator (hereafter referred to as $D$). $G$ is trained to create fake data samples as authentic as possible to fool $D$, and $D$ is trained to distinguish between the fake and real samples. Considering that the generative process in original GANs is only determined by the noise fed to $G$ and is difficult to control, the GANs are extended by Mirza et al. [48] to a conditional framework by making both $G$ and $D$ class-conditional. This extended approach, called conditional GAN (CGAN), allows one to directly see the data generation process by adding an additional label to the input of the generator. The CGAN has proven to be effective to create images with a target class [49, 50].

In this paper, taking problems of temporal profile shaping as examples, we demonstrate for the first time how to construct a CGAN solver to solve one-to-many problems in the particle accelerator field. It is shown that the trained CGAN solver can accurately and quickly predict the required longitudinal dispersion terms to realize desired custom profiles. Three typical profiles, namely the flat-top, cusp-shaped and ramped profiles as well as two non-typical profiles that are too complex to realize with the conventional stochastic optimization methods, are tested and realized with the predictions of the CGAN solver. When multiple solutions exist, the CGAN solver remains effective to give different solutions that can result in the same target profile.

II. RESULTS

Temporal shaping scheme based on CGAN solver. In our temporal shaping scheme (see Fig. 1 and Methods), we consider the third-order approximation of the longitudinal dispersion. The first- to third-order longitudinal dispersion terms, i.e. $R_{56}$, $T_{566}$ and $U_{5666}$, labeled with the corresponding final temporal profile are taken as training data. The generator $G$ is trained as a solver that can produce fake samples of longitudinal dispersion terms to realize new temporal profiles. Meanwhile, the discriminator $D$ is trained to compete with $G$ to force the fake samples generated by $G$ to satisfy the distribution learned from the training data. Thanks to the noise component $p_z$, there is a prospect that the solver can produce different solutions of a one-to-many problem.

In this study, we use an initial electron beam (see Fig. 1) of Gaussian charge-density distribution having an energy chirp up to 5th order, with the same beam parameters as in Ref. 15. Besides, we choose a chicane-type magnetic compressor layout as shown in Fig. 1. Such a layout of chicane is chosen so that the $R_{56}$, $T_{566}$ and $U_{5666}$ of this chicane can be adjusted in a large range by tuning strengths of the magnets with a direct search method [51]. The initial beam is sent to the chicanes that have specific $R_{56}$, $T_{566}$ and $U_{5666}$ values, and the desired custom temporal profiles are expected to be obtained at the exit of the chicanes.

Note that here we only consider a simple chicane and neglect collective effects and beam self-interaction effects such as longitudinal space charge (LSC) and coherent synchrotron radiation (CSR). This, however, does not impact at all our primary goal that is to show proof-of-principle demonstrations of the CGAN solver to solve one-to-many problems of temporal shaping. Nevertheless, this method would be easily transferable to other examples or other settings with these detrimental effects like LSC and CSR taken into account.

| Target Profile | $R_{56}$(mm) | $T_{566}$(mm) | $U_{5666}$(m) | $R^2$ |
|----------------|--------------|--------------|---------------|-------|
| flat-top 1     | -49.9        | -18.2        | -5.00         | 0.8959|
| flat-top 2     | -49.6        | -22.9        | -4.45         | 0.8813|
| cusp-shaped 1  | -61.5        | -32.4        | 11.8          | 0.9494|
| cusp-shaped 2  | -65.6        | 1.63         | -16.0         | 0.9610|
| ramped 1       | -66.5        | 31.8         | 1.33          | 0.9672|
| ramped 2       | -66.8        | 36.9         | 3.16          | 0.9473|

Realization of three typical temporal profiles. To demonstrate the performance of the CGAN solver, three typical temporal profiles that are widely used in advanced accelerator applications are selected as test profiles (Fig. 2(a)), which are flat-top, cusp-shaped and ramped profiles. The three profiles combined with random noises are fed to the trained solver which finally results in multiple...
FIG. 1. Schematic diagram of the CGAN framework in this study. The CGAN is trained with the stochastically generated longitudinal dispersion term data labeled with the final temporal profile. The final temporal profile is obtained by letting the initial beam pass through a chicane having stochastic $R_{56}$, $T_{566}$ and $U_{5666}$. The color of the initial beam from blue to yellow represents the charge-density from low to high. $L$ is the loss function of $D$ that defined as the cross entropy loss between the output of $D$ and the ground truth for a input sample.

FIG. 2. Using the CGAN solver to realize three typical temporal profiles. (a) The three test target temporal profiles. (b) Charge-density and energy distribution of the initial beam same as in Fig. 1. (c) The temporal profiles resulted from the CGAN solver (red solid lines) and the target temporal profiles (black solid lines).

sets of fake $R_{56}$, $T_{566}$ and $U_{5666}$ samples. Two randomly selected fake samples for each test profile are listed in Table 1 and the final temporal profiles resulted from the fake samples are illustrated in Fig. 2(c). For the flat-top profile, horns occur at the head and the tail of the obtained bunch, which cannot be completely eliminated due to the nature of bunch compression with a single chicane compressor. The horns may be further flatten with an additional bunch compressor [52] that is, however, beyond the scope of this study. Nevertheless, the FWHM of the horns is very narrow compared with the flat part of the bunch. For the cusp-shaped and ramped profiles, the temporal profiles resulted from the predictions of the CGAN solver fit well to the target profiles with a determination coefficient close to 1.

The results in Fig. 2(c) indicate that the CGAN solver can predict the longitudinal dispersion terms for the custom desire profiles with high accuracy. Compared to current approaches based on grid scan or stochastic optimization methods, the CGAN solver can be several orders of magnitude faster because once the CGAN is trained, it only needs little time (fractions of one sec-
FIG. 3. Longitudinal phase space distribution and temporal profiles of two different solutions predicted by the CGAN solver. (a) and (b) represent cusp-shaped 1 and cusp-shaped 2 in Table I, respectively.

FIG. 4. The temporal profiles obtained with different methods for two additional complex cases. (a) and (b) represent a double-horn structure and a single-horn structure, respectively. The red and blue lines are temporal profiles resulted from the CGAN solver. The cyan, pink and green lines are the best optimization results obtained with the PSO, GA and ES, respectively. $R^2$ is the determination coefficient.

We have demonstrated for the first time how to construct a CGAN solver for one-to-many problems of temporal shaping. By learning from the stochastically generated data, a trained CGAN solver can quickly and accurately predict multiple available combinations of the dispersion terms up to 3rd order to realize desired custom temporal profiles, without any physical priori knowledge of beam dynamics. The CGAN solver remains effective to realize three widely-used temporal profiles, namely the flat-top, cusp-shaped and ramped profiles, and two other more challenging temporal profiles.

This method can be easily transferable to other similar problems, for instance, photon pulse shaping and transverse phase space manipulation of an electron bunch. We expect that the CGAN solver can serve as a direct and real-time method to solve more one-to-many problems to reduce the simulating or operational time by orders of magnitude.

IV. METHODS

Bunch compression mechanism. In a system of magnetic elements, a transfer map $M$ describes the relation of initial conditions $\zeta_i$ and final conditions $\zeta_f$, which can be symbolically written in the form $\zeta_f = M\zeta_i$. A Taylor map [18, 19] that represents the final conditions as a...
Taylor series of the initial conditions can be described as
\[
\zeta_j^f = \sum_k R_{jk} \zeta_k^0 + \sum_{kl} T_{jk} \zeta_k^l \zeta_l^0 + \sum_{klm} U_{jklm} \zeta_k^l \zeta_l^m + \ldots \tag{1}
\]
where \(R, T\) and \(U\) are the first-, second- and third-order transfer matrices, and \(j, k, l\) and \(m\) are the element indices of the coordinate.

For beams with small transverse emittance and large energy spread, the contribution of geometrical terms can be neglected and the dispersion terms will tend to dominate. A Taylor map that presents the final longitudinal energy spread, the contribution of geometrical terms can be described as
\[
q_{z,f} = q_{z,0} + R_{566} \delta(q_{z,0}) + T_{566} \delta(q_{z,0})^2 + U_{566} \delta(q_{z,0})^3 + \ldots \tag{2}
\]
\[
\delta(q_{z,0}) = h_1 q_{z,0} + h_2 q_{z,0}^2 + h_3 q_{z,0}^3 + \ldots \tag{3}
\]
where \(q_{z,0}\) is the initial longitudinal coordinate with respect to the bunch center, \(R_{566}, T_{566}\) and \(U_{566}\) are the first- and higher-order longitudinal dispersion terms respectively, \(\delta = \Delta E/E_0\) represents the energy deviation relative to the nominal beam energy, and \(h_1, h_2, h_3, \ldots\) are the first- and higher-order energy chirps respectively. From Eq. (2), for the initial beam with a specific \(\delta(q_{z,0})\), a desired custom temporal profile can be achieved at the exit of the bunch compressor by using an appropriate combination of longitudinal dispersion terms.

**Machine learning technique.** The CGAN is used in this study to solve the one-to-many problems of temporal shaping. A CGAN consists of a pair of neural networks, i.e., the generator \(G\) and the discriminator \(D\). The input of \(G\) is the combination of a noise \(p_z\) and a label \(y\), and the output \(G(z|y)\) is a fake sample referred to as \(x_G\). The input of \(D\) is either a real sample \(x_R\) from the training data pool or a fake sample \(x_G\) generated from \(G\) conditioned with its label \(y\), and the output of \(D\) is a scalar \(D(x|y)\), which represents the probability that the input sample comes from the training data rather than generated from \(G\). The training of \(G\) and \(D\) is both evaluated with a value function \(V(G, D)\) that depends on both \(G\) and \(D\). The training of a CGAN can be summarized as
\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim P_{data}(x)} [\log D(x|y)] + \mathbb{E}_{z \sim p_z(z)} [\log(1 - D(G(z|y)))]. \tag{4}
\]

**Data preparation and training.** To obtain the training data for the CGAN, we choose a chicane-type magnetic compressor layout as shown in Fig. [1]. Within an empirically large enough range, 10000 sets of \(R_{566}, T_{566}\) and \(U_{566}\) data samples are stochastically generated. The initial beam is sent to the chicanes that have different stochastic \(R_{566}, T_{566}\) and \(U_{566}\) values, and the temporal profiles at the exit of the chicanes are calculated with an accelerator simulation code Accelerator Toolbox [53]. The final temporal profiles labeled with the corresponding \(R_{566}, T_{566}\) and \(U_{566}\) are treated as training data of the CGAN.

The temporal profile data is converted to a vector of length 200 and then fed to \(D\) combined with the longitudinal dispersion terms. A uniform distribution with dimensionality 100 is defined, from which a noise prior is selected and fed to \(G\). The training of a CGAN is difficult because one has to ensure the balance between \(G\) and \(D\). When the loss of any one of the \(G\) and \(D\) converges quickly to zero, it will cause the training to fail [54]. For this particular case, it is found that the training of \(D\) is much simpler than the training of \(G\). To suppress the training of \(D\), the learning rate of \(D\) is set to be a tenth of the training of \(G\). To further demonstrate the performance of the CGAN solver, three stochastic optimization algorithms, namely the PSO, GA and ES, are tested to realize the two non-typical temporal profiles in Fig. [1] for comparison with the results obtained with the CGAN solver. The optimization function for the three tested stochastic optimization algorithms is minimizing the mean square error with respect to the target profile and the optimized variables are the \(R_{566}, T_{566}\) and \(U_{566}\) of the bunch compressor. All the optimized variables are normalized to a range of [0, 1]. The initial population of the PSO and GA are 100 solutions randomly generated from a uniform distribution within the variable range. The initial setting of ES is 0.5 for each optimized variable. For a fair comparison, the three stochastic optimization algorithms are repeatedly performed for five times and only the best solutions obtained among the repeated optimizations are selected for comparison.
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