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Abstract. In the present paper we analyze the construction of fundamental analytic solutions (FAS) for the generalized Kulish-Sklyanin models (KSM) for vanishing (VBC) and constant boundary conditions (CBC). Using FAS one can reduce the direct and inverse scattering problems for the Lax operator to a Riemann-Hilbert problem (RHP). For VBC we find two FAS Sklyanin models (KSM) for vanishing (VBC) and constant boundary conditions (CBC). Using FAS one can reduce the direct and inverse scattering problems for the Lax operator to a Riemann-Hilbert problem (RHP). For VBC we find two FAS Sklyanin models (KSM) for vanishing (VBC) and constant boundary conditions (CBC). Using FAS one can reduce the direct and inverse scattering problems for the Lax operator to a Riemann-Hilbert problem (RHP).
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1. INTRODUCTION

In 1971 Zakharov and Shabat [68] discovered the integrability of the nonlinear Schrödinger equation (NLS). After the KdV equation, this was the second infinite-dimensional completely integrable system. In addition it found a number of applications in nonlinear optics, in plasma physics importance, hydrodynamics etc. About a year later the same authors discovered the integrability of the NLS equation under constant boundary conditions (CBC) [69]. The two equations look very similar:

\[
\begin{align*}
\text{NLS}_0: & \quad i \frac{\partial q_0}{\partial x} + \frac{\partial^2 q_0}{\partial x^2} + 2|q_0(x,t)|^2 q_0(x,t) = 0; \\
\text{NLS}_1: & \quad i \frac{\partial q_1}{\partial x} + \frac{\partial^2 q_1}{\partial x^2} - 2(|q_1(x,t)|^2 - \rho^2)q_1(x,t) = 0; \\
\lim_{x \to \pm \infty} q_0(x,t) = 0, & \quad \lim_{x \to \pm \infty} q_1(x,t) = \rho e^{i\theta_0},
\end{align*}
\]

but in fact are substantially different. The reasons for this differences is not only in the sign of the nonlinearity. Let us first start with the similarities. Both equations allow Lax representations with very similar Lax operators \( L_0 \) and \( L_1 \) respectively:

\[
\begin{align*}
\text{NLS}_0: & \quad L_0: i \frac{\partial \psi_0}{\partial x} + (Q_0(x,t) - \lambda \sigma_3) \psi_0(x,t,\lambda) = 0, \\
\text{NLS}_1: & \quad L_1: i \frac{\partial \psi_1}{\partial x} + (Q_1(x,t) - \lambda \sigma_3) \psi_1(x,t,\lambda) = 0, \\
Q_0(x,t) = \begin{pmatrix} 0 & q_0 \\
q_0 & 0 \end{pmatrix}, & \quad Q_1(x,t) = \begin{pmatrix} 0 & q_1 \\
-q_1 & 0 \end{pmatrix}.
\end{align*}
\]

Both equations possess an infinite number of integrals of motion \( C_{0,n} \) and \( C_{1,n} \), soliton solutions, hierarchy of Hamiltonian formulations, fundamental analytic solutions (FAS) \( \chi_0^+ (x,\lambda) \) and \( \chi_1^+ (x,\lambda) \) etc.

Let us now briefly mention the differences. The Lax operator \( L_0 \) is not self-adjoint. Its continuous spectrum fills up the real axis of the complex \( \lambda \)-plane. It allows complex valued eigenvalues that go in pairs \( \lambda_{0,j} = \mu_{0,j} \pm iv_{0,j} \). The
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soliton solution of NLS\(_0\) is parametrized by 4 parameters: \(\mu_{0j}\) - the velocity, \(v_{0j}\) - the amplitude, and two additional constants that fix up the initial center of mass position \(x_{0,j}\) and the initial phase \(\phi_{0,j}\). The FAS \(\chi_j^\pm(x, \lambda)\) are analytic functions of \(\lambda\) for \(\lambda \in \mathbb{C}_\pm\) respectively.

At the same time the Lax operator \(L_1\) is self-adjoint. In addition a new constant known as the ‘chemical potential’ \(\rho\) appears which is important for the relevant physical processes. Its continuous spectrum fills up two segments of real axis \((-\infty, -\rho]\) and \([\rho, \infty)\). It allows only real valued eigenvalues \(-\rho \leq \lambda_{1,2} \leq \rho\). The soliton solution of NLS\(_1\) is parametrized by 2 parameters: the eigenvalue \(\lambda_{1,2}\) - the velocity, and an additional constant that fixes up the initial center of mass position \(x_{0,j}\). The most important differences come with the FAS: \(\chi_j^\pm(x, \lambda)\) are analytic functions of \(\lambda\) for \(\lambda\) in the first and second leafs of the Riemannian surface related to \(\sqrt{\lambda^2 - \rho^2}\) respectively, see \([15, 32, 44, 69]\).

Another set of important differences is related to their Hamiltonian structures. The phase space related to NLS\(_0\) is linear. It is also well known that the inverse scattering transform for NLS\(_0\) has the meaning of a generalized Fourier transform \([2, 17, 18, 21, 26, 27, 28, 30, 31, 33, 35, 42, 43]\). For NLS\(_1\) the phase space is a nonlinear one. In addition NLS\(_1\) has a topological integral of motion \(C_{1,0} = \theta_1 - \theta_2\); to each value of this integral there corresponds a sheaf of the phase space of NLS\(_1\). In addition the CBC means that the integrals of motion (say, like the density of the particles or the Hamiltonian) need to be regularized. Additional important differences come up due to the fact that \(\pm \rho\) are endpoints of the continuous spectrum of \(L_1\) at which ‘virtual’ eigenvalues may take place. Anyone can find detailed explanation of these facts in the monograph by Faddeev and Takhtadjan \([15]\).

Our aim here will be to attempt an analysis of these differences for the multi-component NLS (MNLS) equations. It is well known that to each symmetric space \([36]\) one can relate an MNLS \([16]\). The famous Manakov model \([48]\) in which \(q_0\) becomes a two-component vector is related to the space \(SU(3)/SU(2) \times U(1)\). In what follows we will fix up our main attention to the Kulish-Sklyanin model (KSM) which is related to a symmetric space of BD.I-type: \(SO(2n + 1)/SO(2n - 1) \times O(2)\); KSM is obtained with \(n = 3\). Some of these MNLS with CBC have already been studied, see \([1, 5, 7, 11, 46, 53, 54, 55, 56, 62]\). Unfortunately in most of them the authors have imposed constraints on the asymptotic values of the potential \(Q_\pm\) that greatly simplify the spectral analysis of the corresponding Lax operator. Below the only condition that we will impose on the asymptotic operators \(L_\pm\) will be that they have the same spectrum. Such condition are compatible with the integrability of the corresponding equation. We will also limit ourselves with the KSM because it is important from the point of view of applications (describes spin-1 Bose-Einstein condensate (BEC)) and because it leads to nontrivial results.

In fact such analysis has already been done in a slightly different framework, see \([53, 54, 55, 56]\) closer to the one found to describe spin-1 BEC in \([38, 39, 47, 52, 63]\). There the Lax representation is given by \(4 \times 4\) matrices which belong to the algebra \(sp(4)\) and the corresponding model is termed as the matrix NLS:

\[
L \psi \equiv i \frac{\partial \psi}{\partial x} + (\hat{Q}(x, t) - \lambda J) \psi(x, t, \lambda) = 0,
\]

\[
\hat{Q} = \begin{pmatrix}
0 & \hat{q} \\
\hat{p} & 0
\end{pmatrix}, \quad J = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \hat{q} = \begin{pmatrix} q_0 & q_1 \\ q_{-1} & -q_0 \end{pmatrix}, \quad \hat{p} = -\hat{q}^\dagger.
\]

Note that the algebra \(sp(4)\) is isomorphic \(so(5)\) and in fact the Lax operator \(\hat{L}\) is the same operator \(L\) written in the spinor representation of \(so(5)\). The authors of \([1, 53, 54, 55, 56]\) have considered a special class of CBC constrained by the conditions:

\[
\lim_{x \to \pm \infty} \hat{Q} = \hat{Q}_\pm, \quad \hat{Q}_\pm^2 = k_0^2 \mathbb{I}_2.
\]

This constraint, on one side simplifies substantially the construction of the FAS. On the other hand may have put limits on the physical applications, because it may be rather difficult to ensure that the experimental values of \(\hat{Q}_\pm\) satisfy (4).

The paper is organized as follows. In the next Section 2 we outline the main facts about the theory of generalized KSM related to any of the symmetric spaces \(SO(2n + 1)/SO(2n - 1) \times O(2)\) for VBC. In the next Section 3 we analyze the effect of the CBC on the Lax operator. We derive the characteristic polynomials for \(U_\pm\) for generic CBC. These polynomials always have a vanishing eigenvalues \(z_0 = 0\). We consider the nontrivial part of this polynomial and find that it defines a genus 1 curve which we parametrize in terms of the uniformizing variable \(u\) and the Jacobi elliptic functions. Next we construct the FAS of \(L\). To this end we need to find the curves in the fundamental domain on which either \(\text{Im} \: z_j(u) = 0\), or \(\text{Im} \: (z_j(u) \pm z_k(u)) = 0, k \neq j\). These curves define the continuous spectrum of \(L_\pm\) and \(L\). One can also reduce the ISP for \(L\) to a RHP on these curves. Section 4 is for discussions and conclusions.
We start with the Lax representation for the generalized Kulish-Sklyanin model (KSM). We first fix up the class of Lie algebras $g \simeq B_r$ and consider the generalized Zakharov-Shabat systems \[64, 68\] which are of the form:

$$L\psi \equiv i \frac{\partial \psi}{\partial t} + (Q(x,t) - \lambda J)\psi(x,t,\lambda) = 0.$$  
\hspace{1cm} (5)

For KSM we fix up $Q$ to be dual to the basis vector $\bar{e}_1$ in the root system. These choices determine the phase space $\mathcal{M}$ of the relevant NLEE or, in other words, the space of allowed potentials is defined as:

$$\mathcal{M} = \{Q(x,t) = [J,X(x,t)], \quad X(x,t) \in g\},$$  
\hspace{1cm} (6)

i.e. $Q(x,t)$ belongs to the co-adjoint orbit of $\mathcal{O}_j \in g$ passing through $J$. The second Lax operator in the pair for KSM is:

$$M\psi \equiv i \frac{\partial \psi}{\partial t} + V^\dagger(x,t,\lambda)\psi(x,t,\lambda) = 0, \quad V^\dagger(x,t,\lambda) = iQ_1 + V_2(x,t) + \lambda V_1(x,t) - \lambda^2 J, $$  
\hspace{1cm} (7)

where $Q_1(x,t) = \text{ad}_J Q(x,t)$, $V_1(x,t) = Q(x,t)$ and

$$Q(x,t) = \begin{pmatrix} 0 & \bar{q}^T & 0 \\ \bar{p} & 0 & s_0 \bar{q} \\ 0 & s_0 \bar{p}^T & 0 \end{pmatrix}, \quad V_2(x,t) = \frac{1}{2} \text{ad}_J Q(x,t) = \begin{pmatrix} (\bar{q}, \bar{p}) & 0 & 0 \\ 0 & s_0 \bar{q} \bar{p}^T s_0 - \bar{p} \bar{q}^T & 0 \\ 0 & 0 & - (\bar{q}, \bar{p}) \end{pmatrix}. $$  
\hspace{1cm} (8)

In order to get the generalized KSM as the compatibility condition on this Lax pair we have to impose the constraint $Q(x,t) = \tilde{Q}^\dagger(x,t)$, or $\tilde{p}(x,t) = \bar{q}^\dagger(x,t)$:

$$i \frac{\partial \tilde{q}}{\partial t} + \frac{\partial^2 \tilde{q}}{\partial x^2} + 2(\bar{q}^T, \bar{q}) - (\bar{q}^T s_0 \bar{q}) s_0 \bar{q}^* = 0, \quad s_0 = \sum_{k=1}^{2r-1} (-1)^k \tilde{E}_{k,2r-k}. $$  
\hspace{1cm} (9)

where now $E_{kr}$ is a $2r - 1 \times 2r - 1$-matrix with $(E_{kr})_{ij} = \delta_{ij} \delta_k \hat{\nu}$. The well known Kulish-Sklyanin model whose integrability has been known since 1981 \[45\] corresponds to $g \simeq so(5)$; then the vectors $\bar{p} = \bar{q}^\dagger$ are three-component.

For applications of this model to Bose-Einstein condensates and detailed analysis for the inverse spectral transform see \[18, 37, 38, 39, 47, 52, 53, 63\].

The spectral properties of Lax operators and the relevant FAS are well known, see \[18, 22, 23, 24, 25, 29\]. Here we remind the main facts about them.

We will use the Jost solutions which are defined by, see \[18\] and the references therein

$$\lim_{x \to -\infty} \Phi(x,t,\lambda) e^{i\lambda Jx} = \mathbb{I}, \quad \lim_{x \to \infty} \Psi(x,t,\lambda) e^{i\lambda Jx} = \mathbb{I} $$  
\hspace{1cm} (10)

and the scattering matrix $T(\lambda, t) \equiv \Psi^{-1}(x,t,\lambda).$ Due to the special choice of $J$ and to the fact that the Jost solutions and the scattering matrix take values in the group $SO(2r+1)$ we can use the following block-matrix structure of $T(\lambda, t)$ and its inverse $\tilde{T}(\lambda, t)$:

$$T(\lambda, t) = \begin{pmatrix} m^+_1 & -\bar{B}^T & c^+_1 \\ \bar{B}^+ & T_{22} & -s_0 \bar{B}^- \\ c^+_1 & \bar{B}^+ s_0 & m^-_1 \end{pmatrix}, \quad \tilde{T}(\lambda, t) = \begin{pmatrix} m^-_1 & \bar{B}^T & c^-_1 \\ -\bar{B}^+ & \tilde{T}_{22} & s_0 \bar{B}^- \\ c^-_1 & -\bar{B}^+ s_0 & m^+_1 \end{pmatrix},$$  
\hspace{1cm} (11)

where $\bar{B}^\pm(\lambda, t)$ and $\tilde{B}^\pm(\lambda, t)$ are $2r - 1$-component vectors, $T_{22}(\lambda)$ and $\tilde{T}_{22}(\lambda)$ are $2r - 1 \times 2r - 1$ blocks and $m^{\pm}_1(\lambda)$, $c^{\pm}_1(\lambda)$ are scalar functions satisfying $c^+_1 = 1/2(\bar{B}^+ s_0 \bar{B}^-)/m^+_1$.

Let us now introduce $\Phi(x,t,\lambda) = \phi(x,t,\lambda) e^{i\lambda Jx}$ and $\Psi(x,t,\lambda) = \psi(x,t,\lambda) e^{i\lambda Jx}$. Then one can check that $\Psi(x,t,\lambda)$ and $\Phi(x,t,\lambda)$ must satisfy the following Volterra-type equations:

$$\Psi(x,t,\lambda) = \mathbb{I} + i \int_{-\infty}^x dy e^{-i\lambda J(y-x)} Q(y,t)\Psi(y,t,\lambda) e^{i\lambda J(y-x)},$$
$$\Phi(x,t,\lambda) = \mathbb{I} + i \int_{-\infty}^x dy e^{-i\lambda J(y-x)} Q(y,t)\Phi(y,t,\lambda) e^{i\lambda J(y-x)}.$$  
\hspace{1cm} (12)
Note that from the equations (12) there follows that the first column $\Phi(x,t,\lambda)$ and the last column of $\Psi(x,t,\lambda)$ are analytic functions of $\lambda$ for $\text{Im}\lambda > 0$. Likewise the first column $\Psi(x,t,\lambda)$ and the last column of $\Phi(x,t,\lambda)$ are analytic functions of $\lambda$ for $\text{Im}\lambda < 0$. The middle columns of both $\Psi(x,t,\lambda)$ and $\Phi(x,t,\lambda)$ are defined only on the real $\lambda$ axis.

However, following the ideas of Shabat [57, 58, 64] we can introduce the integral equations

\[
\xi_{jk}^+(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^+(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j < k
\]

\[
\xi_{jk}^-(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^-(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j \geq k.
\] (13)

\[
\xi_{jk}^{'+}(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^{'+}(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j \leq k
\]

\[
\xi_{jk}^{'-}(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^{'-}(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j > k.
\] (14)

Both sets of solution $\xi^+(x,t,\lambda)$ and $\xi^{'+}(x,t,\lambda)$ of eqs. (13) and (14) will be an analytic function for $\text{Im}\lambda > 0$.

Similarly we can introduce $\xi^-(x,t,\lambda)$ as the solution of the following integral equations:

\[
\xi_{jk}^-(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^-(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j < k
\]

\[
\xi_{jk}^{'-}(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^{'-}(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j \geq k.
\] (15)

\[
\xi_{jk}^{''-}(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^{''-}(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j \leq k
\]

\[
\xi_{jk}^{'+-}(x,t,\lambda) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \left( Q(y,t) \xi^{'+-}(y,t,\lambda) \right)_{jk} e^{-i\lambda(j-j_k)(x-y)}, \quad \text{for } j > k.
\] (16)

Both sets of solution $\xi^-(x,t,\lambda)$ and $\xi^{'+-}(x,t,\lambda)$ of eqs. (15) and (16) will be an analytic function for $\text{Im}\lambda < 0$.

Now we need to recall that any two fundamental solutions of the operator $L$ must be linearly dependent. In particular $\xi^+(x,t,\lambda)$ and $\xi^{'+-}(x,t,\lambda)$ could be expressed through the Jost solutions. The corresponding coefficients can be found evaluating the asymptotics of $\xi^+(x,t,\lambda)$ and $\xi^{'+-}(x,t,\lambda)$ for $x \to \infty$ and $x \to -\infty$. The results are:

\[
\xi^+(x,t,\lambda) = \phi(x,t,\lambda) S_j^+(t,\lambda), \quad \xi^{'+-}(x,t,\lambda) = \phi(x,t,\lambda) S_j^{'+-}(t,\lambda),
\]

\[
\xi^-(x,t,\lambda) = \psi(x,t,\lambda) T_j^-(t,\lambda) D_j^-(\lambda), \quad \xi^{'+-}(x,t,\lambda) = \psi(x,t,\lambda) T_j^{'+-}(t,\lambda),
\] (17)

where the factors $T_j^-(t,\lambda)$, $D_j^-(\lambda)$ and $S_j^+(t,\lambda)$ are related to the scattering matrix as follows:

\[
T(t,\lambda) = T_j^-(t,\lambda) D_j^+(\lambda) S_j^+(t,\lambda), \quad T_j^{'+-}(t,\lambda) = T_j^+(t,\lambda) D_j^-(\lambda) S_j^-(t,\lambda).
\] (18)

In other words $S_j^+(t,\lambda)$, $T_j^+(t,\lambda)$ are the factors in the Gauss decomposition of $T(t,\lambda)$. They can be expressed through the matrix elements of $T(t,\lambda)$ as follows:

**i**: the factors $S_j^+(t,\lambda)$, $T_j^+(t,\lambda)$ are related to the scattering matrix as follows:

\[
S_j^+(t,\lambda) = \exp \left( \pm \sum_{a \in \Delta_i^+} \tau_a^+ E_{a\pm} \right), \quad T_j^+(t,\lambda) = \exp \left( \pm \sum_{a \in \Delta_i^+} \rho_a^+ E_{a\pm} \right). \quad \text{(19)}
\]

where

\[
\bar{\rho}^\pm(t,\lambda) = \frac{\bar{B}^\pm}{m_1^2}, \quad \bar{\tau}^\pm(t,\lambda) = \frac{\bar{B}^\pm}{m_1}, \quad \text{(20)}
\]

see Appendix C.
ii): $D_J^\pm(\lambda)$ are block-diagonal functions

$$D_J^+ = \begin{pmatrix} m_1^+ & 0 & 0 \\ 0 & m_2^+ & 0 \\ 0 & 0 & 1/m_1^+ \end{pmatrix}, \quad D_J^- = \begin{pmatrix} 1/m_1^- & 0 & 0 \\ 0 & m_2^- & 0 \\ 0 & 0 & m_1^- \end{pmatrix}. \quad (21)$$

analytic for $\lambda \in \mathbb{C}_\pm$ respectively; in addition

$$m_1^+ = T_{22} + \frac{\hat{B}^+ \hat{B}^+}{2m_1^+}, \quad m_2^+ = T_{22} + \frac{\hat{B}^+ \hat{B}^+}{2m_1^+}, \quad m_2^- = T_{22} + \frac{\hat{B}^+ \hat{B}^+}{2m_1^-}. \quad (22)$$

2.1 The direct and inverse scattering problems for $L$

Next we remind that solving the direct and the inverse scattering problem (ISP) for $L$ is reduced to a Riemann-Hilbert problem (RHP) for the fundamental analytic solution (FAS) $\chi^\pm(x,t,\lambda)$. Their construction is based on the generalized Gauss decomposition of $T(\lambda,t)$

$$\chi^\pm(x,t,\lambda) = \phi(x,t,\lambda)S^\pm_J(t,\lambda) = \psi(x,t,\lambda)T^\pm_J(t,\lambda)D_J^\pm(\lambda). \quad (23)$$

Here $S^\pm_J$ and $T^\pm_J$ are upper- and lower-block-triangular matrices, while $D_J^\pm(\lambda)$ are block-diagonal matrices with the same block structure as $T(\lambda,t)$ above. The explicit expressions of these Gauss factors in terms of the matrix elements of $T(\lambda,t)$ are given above by equations (19) and (20).

If $\bar{q}(x,t)$ evolves according to (9) then the scattering matrix and its elements satisfy the following linear evolution equations

$$i d\hat{B}^\pm/dt \pm \lambda^{2k} \hat{B}^\pm(t,\lambda) = 0, \quad i d\bar{B}^\pm/dt \pm \lambda^{2r} \bar{B}^\pm(t,\lambda) = 0, \quad i dm_1^\pm/dt = 0, \quad i dm_2^\pm/dt = 0, \quad (24)$$

so the block-diagonal matrices $D^\pm(\lambda)$ are generating functionals of the integrals of motion. The fact that all $(2r-1)^2$ matrix elements of $m_2^\pm(\lambda)$ for $\lambda \in \mathbb{C}_\pm$ generate integrals of motion reflects the super-integrability of the model and is due to the degeneracy of the dispersion law determined by $\lambda^{2k}$. We remind that $D_J^\pm(\lambda)$ allow analytic extension for $\lambda \in \mathbb{C}_\pm$ and that their zeroes and poles determine the discrete eigenvalues of $L$. We will use also another set of FAS:

$$\chi^{t,\pm}(x,t,\lambda) = \chi^\pm(x,t,\lambda)D_J^\pm(\lambda). \quad (25)$$

The FAS for real $\lambda$ are linearly related

$$\chi^+(x,t,\lambda) = \chi^-(x,t,\lambda)G_J(\lambda,t), \quad G_{0,J}(\lambda,t) = S_J^-(\lambda,t)S_J^+(\lambda,t),$$

$$\chi^{t,\pm}(x,t,\lambda) = \chi^{t,-}(x,t,\lambda)G'_J(\lambda,t), \quad G'_{0,J}(\lambda,t) = T_J^-(\lambda,t)T_J^+(\lambda,t). \quad (26)$$

One can rewrite eq. (26) in an equivalent form for the FAS $\xi^\pm(x,t,\lambda) = \chi^\pm(x,t,\lambda)e^{i\lambda Jt}$ and $\xi^{t,\pm}(x,t,\lambda) = \chi^{t,\pm}(x,t,\lambda)e^{i\lambda Jt}$ which satisfy also the relation

$$\lim_{\lambda \to 0} \xi^\pm(x,t,\lambda) = \mathbb{I}, \quad \lim_{\lambda \to 0} \xi^{t,\pm}(x,t,\lambda) = \mathbb{I}. \quad (27)$$

Then for $\text{Im} \lambda = 0$ these FAS satisfy

$$\xi^+(x,t,\lambda) = \xi^-(x,t,\lambda)G_J(x,\lambda,t), \quad G_J(x,\lambda,t) = e^{-i\lambda Jt-i\lambda^2 Jt}G_{0,J}(\lambda,t)e^{i\lambda Jt+i\lambda^2 Jt},$$

$$\xi^{t,-}(x,t,\lambda) = \xi^{t,+}(x,t,\lambda)G'_J(x,\lambda,t), \quad G'_J(x,\lambda,t) = e^{-i\lambda Jt-i\lambda^2 Jt}G'_{0,J}(\lambda,t)e^{i\lambda Jt+i\lambda^2 Jt}. \quad (28)$$

Obviously the sewing function $G_J(x,\lambda,t)$ is uniquely determined by the Gauss factors of $T(\lambda,t)$. In view of eq. (19) we arrive to the following
Lemma 1. Let the potential \( Q(x,t) \) be such that the Lax operator \( L \) has no discrete eigenvalues. Then as minimal set of scattering data which determines uniquely the scattering matrix \( T(\lambda,t) \) and the corresponding potential \( Q(x,t) \) one can consider either one of the sets \( \mathcal{T}_1, i = 1, 2 \)

\[
\mathcal{T}_1 = \{ \hat{\rho}^+(\lambda,t), \hat{\rho}^-(\lambda,t), \lambda^k \in \mathbb{R} \}, \quad \mathcal{T}_2 = \{ \hat{\xi}^+(\lambda,t), \hat{\xi}^-(\lambda,t), \lambda^k \in \mathbb{R} \}. \quad (29)
\]

Proof. i) From the fact that \( T(\lambda,t) \in SO(2r+1) \) one can derive

\[
\frac{1}{m_1^* m_1} = 1 + (\hat{\rho}^+, \hat{\rho}^-) + \frac{1}{4}(\hat{\rho}^+, \hat{\rho}^0)(\hat{\rho}^-, \hat{\rho}^0) \quad (30)
\]

for \( \lambda \in \mathbb{R} \). Using the analyticity properties of \( m_1^* \) we can recover them from eq. (30) using Cauchy-Plemelj formulae. Given \( \mathcal{T}_1 \) and \( m_1^* \) one easily recovers \( \hat{b}^+(\lambda) \) and \( c_1^+(\lambda) \). In order to recover \( m_1^* \) one again uses their analyticity properties, only now the problem reduces to a RHP for functions on \( SO(2r+1) \). The details will be presented elsewhere.

ii) Given \( \mathcal{T}_2 \) one uniquely recovers the sewing function \( G_J(x,t,\lambda) \). In order to recover the corresponding potential \( Q(x,t) \) one can use the fact that the RHP (28) with canonical normalization has unique regular solution \( \hat{\chi}^\pm(x,t,\lambda) \). Given \( \hat{\chi}^\pm(x,t,\lambda) \) we recover \( Q(x,t) \) via:

\[
Q(x,t) = \lim_{\lambda \to \infty} \lambda \left( J - \hat{\chi}^\pm J\hat{\chi}^\pm(x,t,\lambda) \right) = \lim_{\lambda \to \infty} \lambda \left( J - \hat{\chi}^\prime\pm J\hat{\chi}^\prime\pm(x,t,\lambda) \right). \quad (31)
\]

which is well known. \( \blacksquare \)

As a consequence of the standard reduction \( Q(x,t) = Q^t(x,t) \) (or in components \( p_k = q_k^t \)) we have \( \hat{\rho}^-(\lambda,t) = \hat{\rho}^{+*}(\lambda,t) \) and \( \hat{\xi}^-(\lambda,t) = \hat{\xi}^{+*}(\lambda,t) \).

For the sake of completeness we also write down the Hamiltonian of the generalized KSM (9) for vanishing boundary conditions:

\[
H_{VBC} = \int_{-\infty}^{\infty} dx \left( \frac{\partial \hat{\xi}^+}{\partial x} \cdot \frac{\partial \xi^+}{\partial x} - (\hat{\xi}^+, \hat{\xi}^+)^2 + \frac{1}{2}(\hat{q}^T, s_0 \hat{q}^+)(\hat{q}^T, s_0 \hat{q}^+) \right). \quad (32)
\]

3. KULISH-SKLYANIN MODEL FOR CONSTANT BOUNDARY CONDITIONS

Our aim will be to analyze the properties of the KSM for constant boundary conditions (CBC). Typically CBC for NLS type equations are related with substantial changes on the for and spectrum of the Lax pair. The first of these changes is the reduction on the potential \( Q(x,t) \) which now reads \( Q^t(x,t) = -Q(x,t) \), i.e. \( \hat{p} = -\hat{q}^t \). Another obvious fact is that we can not use as Hamiltonian (32) even if we take into account the new reduction and change the signs correspondingly. Indeed, let the vector \( \hat{q}(x,t) \) and the potential \( Q(x,t) \) for \( x \to \pm \infty \) tend fast enough to

\[
\lim_{x \to \pm \infty} Q(x,t) = Q_{\pm}, \quad Q_{\pm} = \begin{pmatrix} 0 & \hat{q}^T_{\pm} & 0 \\
0 & 0 & s_0 \hat{q}^T_{\pm} \\
0 & \hat{p}^T_{\pm} s_0 & 0 \end{pmatrix}. \quad (33)
\]

Then the integrand in (32) will also tend to a constant for \( x \to \pm \infty \) and the integral will be divergent. Therefore the Hamiltonian, the corresponding KSM and also the \( M \) operator will have to be modified in order to have coherent theory.

We will need also:

\[
U_{\pm}(\lambda) = Q_{\pm} - \lambda J, \quad L_{\pm} \psi_{\pm} = i \frac{\partial \psi_{\pm}}{\partial x} + U_{\pm}(\lambda) \psi_{\pm}(x,t,\lambda) = 0. \quad (34)
\]

We remind also that we will consider mainly the KSM, i.e. the case of 3-component vectors \( \hat{q} \) and \( \hat{p} \). From physical point of view it describes the spin-1 BEC. The cases when these vectors have 5 (spin-2 BEC) or more component lead to similar results for the spectrum of \( L_{\pm} \). It is well known that the integrability properties are preserved provided the asymptotic operators \( L_{\pm} \) have the same spectrum. In particular this means that \( U_{\pm} \) have the same sets of eigenvalues and the same characteristic polynomials.
3.1 The asymptotic operators $L_{\pm}$

The characteristic equation for $L_{\pm} = Q_{\pm} - \lambda J$ takes the form:

$$\det(Q_{\pm} - \lambda J - zI) = -z(z^4 - (\lambda^2 + 2a_2)z^2 + a_4) = 0,$$

where

$$a_2 = p_{1,\pm}q_{1,\pm} + p_{2,\pm}q_{2,\pm} + p_{3,\pm}q_{3,\pm} = (\bar{p} \pm \bar{q}_{\pm}), \quad b_2^2 = (\bar{q}_{\pm}^T s_0 \bar{q}_{\pm})(\bar{p}_{\pm}^T s_0 \bar{p}_{\pm}), \quad a_4 = a_2^2 - b_2^2.$$

The solution of the equation (35) is given by:

$$\Psi = \begin{pmatrix} z_1 \pm \Psi_q \pm \Psi_z \pm \Psi_0 \end{pmatrix}.$$

Thus to each value of the spectral parameter $\lambda$ given by (36) there correspond four different eigenvalues:

$$z_{1,5} = \pm A_1 \sin(u|k|).$$

Then $\lambda$ can be expressed in terms of Jacobi elliptic functions, see Appendix D.

$$\lambda = \pm \frac{A_1 \cn(u|k) \dn(u|k)}{k \sn(u|k)}.$$

Inserting (36) into (35) and simplifying, we find for the roots:

$$z_{2,4} = \pm \frac{A_1}{k \sn(u|k)}.$$

Remark 1. Note that if $\im z_1 > 0$, then $\im z_2 > 0$, which has to be taken into account when ordering the eigenvalues of $J$.

Thus to each value of the spectral parameter $\lambda$ given by (36) there correspond four different eigenvalues:

$$z_{1,5} = \pm A_1 \sin(u|k|), \quad z_{2,4} = \pm \frac{A_1}{k \sn(u|k)}.$$

Let us now calculate the eigenvectors of $L_{\pm}$. First we note that the eigenvector corresponding to the eigenvalue $z_3 = 0$ takes the form:

$$\Psi_3 = (0, p_{1,\pm}q_{2,\pm} + p_{2,\pm}q_{3,\pm}, p_{3,\pm}q_{3,\pm} - p_{1,\pm}q_{1,\pm}, -p_{2,\pm}q_{1,\pm} - p_{3,\pm}q_{2,\pm}, 0)^T.$$

The eigenvector corresponding to the eigenvalue $z_j$ is given by:

$$\Psi_j = c_j \begin{pmatrix} \frac{(2q_{1,\pm}q_{3,\pm} - q_{2,\pm})z_j}{q_{3,\pm} + \lambda z_j + (p_{1,\pm}q_{1,\pm} - p_{2,\pm}q_{2,\pm} - p_{3,\pm}q_{3,\pm})q_{3,\pm} - p_{1,\pm}q_{2,\pm} - q_{2,\pm}^2 - q_{2,\pm}^\pm \lambda z_j + (p_{1,\pm}q_{1,\pm} + p_{3,\pm}q_{3,\pm})q_{2,\pm} + 2p_{2,\pm}q_{1,\pm}q_{3,\pm} - q_{1,\pm}q_{2,\pm}^2 + q_{1,\pm}^\pm \lambda z_j + (p_{3,\pm}q_{3,\pm} - p_{2,\pm}q_{2,\pm} - p_{1,\pm}q_{1,\pm}^\pm q_{1,\pm} - p_{3,\pm}q_{2,\pm}^2 + z_j^\pm + \lambda z_j^\pm - (p_{1,\pm}q_{1,\pm} + p_{2,\pm}q_{2,\pm}^\pm + p_{3,\pm}q_{3,\pm})z_j \end{pmatrix}.$$
Besides we need also to normalize correctly the eigenvectors so that the matrices:

\[
\Psi = (\Psi(z_1), \Psi(z_2), \Psi(0), \Psi(-z_2), \Psi(-z_1)), \quad \hat{\Psi} = \begin{pmatrix} \langle \Psi(-z_1) \rangle \\ \langle \Psi(-z_2) \rangle \\ \langle \Psi(0) \rangle \\ \langle \Psi(z_2) \rangle \\ \langle \Psi(z_1) \rangle \end{pmatrix}
\]

(40)

take values in the group \(SO(5)\), i.e. \(\Psi S_0 \Psi^T S_0 = I_5\) and \(\hat{\Psi} \hat{S}_0 = I_5\). In addition we order the eigenvalues as follows: \(\lambda_1, \lambda_2, 0, \lambda_4, \lambda_5\) so that \(\lambda_5 = -\lambda_1, \lambda_4 = -\lambda_2\). Introduce the notations:

\[
w_{0,\pm} = \Psi_{\pm}, \quad \hat{w}_{0,\pm} = \hat{\Psi}_{\pm},
\]

(41)

where \(\Psi_{\pm}, \hat{\Psi}_{\pm}\) obtained from \(\Psi, \hat{\Psi}\) by replacing \(q_j, p_j\) with \(q_j, \pm, p_j, \pm\). This gives:

\[
w_{0,\pm}^{-1} (Q_{\pm} - \lambda J) w_{0,\pm} = -\mathcal{J}(u), \quad \mathcal{J}(u) = \text{diag}(\lambda_1, \lambda_2, 0, -\lambda_2, -\lambda_1)
\]

(42)

### 3.2 The Jost solutions

Now we can proceed to define the Jost solutions of the Lax operator. To this end we first rewrite the Lax operator into more convenient form:

\[
\hat{L} \equiv i \frac{\partial \Psi}{\partial x} + \hat{Q}_\pm(x,t,u) \Psi(x,t,u) - \mathcal{J}(u) \Psi(x,t,u) = 0, \quad \hat{Q}_\pm(x,t,u) = w_{0,\pm}^{-1} (Q(x,t) - Q_{\pm}) w_{0,\pm}.
\]

(43)

Here we have transformed the asymptotic operators \(L_{\pm}\) into diagonal form and also replaced the spectral parameter \(\lambda\) by the uniformization variable \(u\). The Jost solutions of the operator \(\hat{L}\) are defined by:

\[
\lim_{x \to \pm \infty} \Psi(x,t,u) e^{i \mathcal{J}(u) x} = I, \quad \lim_{x \to \pm \infty} \hat{\Phi}(x,t,u) e^{i \mathcal{J}(u) x} = I.
\]

(44)

The Jost solutions satisfy the following integral equations:

\[
\hat{\Psi}(x,u) = I + i \int_{-\infty}^{\infty} dy \ e^{-i \mathcal{J}(x-y)} \hat{Q}_+(y,u) \hat{\Psi}(y,u) e^{i \mathcal{J}(x-y)}, \quad \hat{\Phi}(x,u) = I + i \int_{-\infty}^{\infty} dy \ e^{-i \mathcal{J}(x-y)} \hat{Q}_-(y,u) \hat{\Phi}(y,u) e^{i \mathcal{J}(x-y)},
\]

(45)

where \(\hat{\Psi}(x,u) = \hat{\Psi}(x,u) e^{i \mathcal{J} x}, \hat{\Phi}(x,u) = \hat{\Phi}(x,u) e^{i \mathcal{J} x}\). In what follows we will need the integral equations (45) in components:

\[
\hat{\Psi}_{jk}(x,u) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \ (\hat{Q}_+(y,u) \hat{\Psi}(y,u))_{jk} e^{-i(z_j - z_k)(x-y)}, \quad \hat{\Phi}_{jk}(x,u) = \delta_{jk} + i \int_{-\infty}^{\infty} dy \ (\hat{Q}_-(y,u) \hat{\Phi}(y,u))_{jk} e^{-i(z_j - z_k)(x-y)},
\]

(46)

where we remind that \(z_j(u)\) are the eigenvalues of \(\mathcal{J}\). It will be easier to use equations (46) in discussing the analyticity properties of fundamental solutions of \(\hat{L}\).

Next we introduce the scattering matrix of the Lax operator and its inverse by:

\[
T(t,u) = \hat{\Psi}(x,u)^{-1} \hat{\Phi}(x,u), \quad T^{-1}(t,u) = \hat{\Phi}(x,u)^{-1} \hat{\Psi}(x,u),
\]

\[
T(t,u) = \begin{pmatrix} m_1^+ & -\hat{b}^+T_{22} & c_1^- \\ \hat{b}^+ & T_{22} & -s_0 \hat{b}^- \\ c_1^+ & \hat{b}^+T_{22}S_0 & m_1^- \end{pmatrix}, \quad T^{-1}(t,u) = \begin{pmatrix} m_1^- & -\hat{b}^-T_{22} & c_1^+ \\ -\hat{b}^+ & s_0 T_{22}S_0 & s_0 \hat{b}^- \\ c_1^- & -\hat{b}^-T_{22}S_0 & m_1^- \end{pmatrix},
\]

(47)

**Remark 2.** In what follows we will impose the following constraints on the potential \(Q(x,t)\):
i): The potential \(Q(x)\) tends fast enough to its limits, i.e.:
\[
\lim_{x \to \infty} x^n (Q(x,t) - Q_{+}) = 0, \quad \lim_{x \to -\infty} x^n (Q(x,t) - Q_{-}) = 0, \quad p = 1, 2, 3, \ldots
\]  

(48)

ii): The potential \(Q(x)\) is such that the operator \(L\) has no discrete eigenvalues. Below we shall show that the discrete eigenvalues of \(L\) are related to the zeroes of the principal minors of the scattering matrix \(T(t, u)\).

iii): Remember that \(z_5 = -z_1, z_4 = -z_3\) and \(z_3 = 0\).

Let us now assume that \(u\) is such that all eigenvalue \(z_j(u)\) as well as \(z_1(u) - z_2(u)\) are real. Then the exponential factors in the integral equations (46) will be oscillating and condition i) will ensure both the convergence of the integrals in the right hand sides of eqs. (46) and the existence of the Jost solutions. In fact all \(u\) for which one can determine the Jost solutions will determine the continuous spectrum of \(L\).

3.3 The FAS of \(L\)

Let us now analyze the analyticity properties of the solutions to the integral equations (46) and let us assume that we have separated the regions \(\mathcal{A}^+\) and \(\mathcal{A}^-\) in the fundamental domain in which we have:
\[
\mathcal{A}^+ : \quad \text{Im} z_1(u) > \text{Im} z_2(u) > 0, \quad \mathcal{A}^- : \quad -\text{Im} z_1(u) > -\text{Im} z_2(u) > 0.
\]

(49)

In the region \(\mathcal{A}^+\) (resp. \(\mathcal{A}^-\)) all exponential factors \(e^{-i(z_1 - z_2)(x-y)}\) in the first of the equations (46) will decrease exponentially. This is due to the condition (49) and to the fact that the integration is over the interval \([0, x]\) where \(x - y < 0\). These facts ensure that the first column of \(\tilde{\Psi}(x, u)\) is analytic for \(u \in \mathcal{A}\). Similarly we can consider the last column of \(\tilde{\Phi}(x, u)\). In this case the exponential factors \(e^{-i(z_1 - z_2)(x-y)}\) in the second of the equations (46) will also decrease exponentially taking into account iii) and the fact that the integration is over the interval \((-\infty, x]\) in which \((x-y)\) is positive.

However, the other columns of \(\tilde{\Psi}(x, u)\) and \(\tilde{\Phi}(x, u)\) will not have analyticity properties for \(u \in \mathcal{A}\), because some of the exponential factors will be increasing and the equations (46) will not have solutions for these values of \(u\).

Nevertheless we are able to construct the fundamental analytic solution (FAS) of \(L\) in the region \(u \in \mathcal{A}^+\) using the idea of Shabat [57, 58, 64]. Indeed, let us introduce \(\chi^+_{\lambda}(x, u)\) and \(\chi^-_{\lambda}(x, u)\) as the solutions of the integral equations:
\[
\chi^+_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_+(y, u) \chi^+_\lambda(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j < k
\]
\[
\chi^+_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_-(y, u) \chi^+_\lambda(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j \geq k
\]
\[
\chi^-_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_+(y, u) \chi^-_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j \leq k
\]
\[
\chi^-_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_-(y, u) \chi^-_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j > k
\]

(50)

Similar we can write down the ‘dual’ equations for \(\chi^-_{\lambda;jk}(x, u)\) in the form:
\[
\chi^-_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_+(y, u) \chi^-_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j > k
\]
\[
\chi^-_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_-(y, u) \chi^-_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j \leq k
\]
\[
\chi^+_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_+(y, u) \chi^+_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j \geq k
\]
\[
\chi^+_{\lambda;jk}(x, u) = \delta_{jk} + i \int_{-\infty}^{x} dy \left( \tilde{Q}_-(y, u) \chi^+_{\lambda}(y, u) \right)_{jk} e^{-i(z_1 - z_2)(x-y)}, \quad \text{for} \quad j < k
\]

(51)

**Theorem 1.** Let us assume that the potential \(Q(x,t)\) satisfies the conditions in Remark 2. Then the solutions \(\chi^+_{\lambda}(x, u)\) and \(\chi^-_{\lambda}(x, u)\) are FAS of the operator \(L\) for \(u \in \mathcal{A}^\pm\) respectively.
Idea of the proof. It is easy to check that all exponential factors in the integral equations (50) are either oscillating (for $j = k$) or exponentially decreasing. Therefore all integrals in the right hand sides of (50) will be convergent. For $k = j$ this is ensured by condition i); for $k \neq j$ this is ensured by exponential factors.

It is well known that any two fundamental solutions of the same operator are linearly related. In other words $\chi_A(y,u)$ is related to both Jost solutions. In order to find out the structure of the relevant factors we need to calculate the limits $\chi_A(y,u)$ for $x \to \pm \infty$. Skipping the details we find:

$$\begin{aligned}
\chi^+_A(y,u) &= \Phi(x,u)S^+_A(t,u), \\
\chi^-_A(y,u) &= \Phi(x,u)T^-_A(t,u)D^-_A(u), \\
\chi^+_A(y,u) &= \Phi(x,u)T^+_A(t,u)D^+_A(u), \\
\chi^-_A(y,u) &= \Phi(x,u)T^-_A(t,u),
\end{aligned} \quad (52)$$

where by 'hat' we have denoted the inverse matrix, i.e. $\hat{D} \equiv D^{-1}$. Evaluating the limits of $\chi_A$ and $\chi^\pm_A$ for $x \to \pm \infty$ we find that the factors $S^\pm_A$ and $T^\pm_A$ must be upper-triangular (resp. lower-triangular) matrices with 1 on the diagonal, while $D^\pm_A$ must be a diagonal matrix. These matrices must be related to the scattering matrix by:

$$T(t,u) = T^-_A D^+ A \hat{S}^- A = T^+_A D^- A \hat{S}^+ A. \quad (53)$$

As for the VBC case we have to apply the Gauss decomposition in order to express the Gauss factors $T^\pm_A$, $D^\pm_A$ and $S^\pm_A$ in terms of the matrix elements of $T(t,u)$, see Appendix B.

The analyticity regions of the FAS constructed above however cover only half of the fundamental rectangle. Along with them we have to consider FAS for which the ordering of Im$z_j$ is different, namely:

$$\mathcal{B}^+ : \quad \text{Im} z_2(u) > \text{Im} z_1(u) > 0, \quad \mathcal{B}^- : \quad -\text{Im} z_2(u) > -\text{Im} z_1(u) > 0. \quad (54)$$

These cases can be treated quite analogously to the previous ones. Indeed, we can apply to the operator $L$ similarity transformation with $S_{\alpha_1}$ where:

$$S_{\alpha_1} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 & 0
\end{pmatrix} \quad (55)$$

which corresponds to the Weyl reflection with respect to the root $e_1$. Applying this reflection to $J$ we obtain $S_{\alpha_1} J = \text{diag} \left( z_2 z_1, 0 - z_1, -z_2 \right)$. Then we can construct the FAS for the transformed operator $S_{\alpha_1}(L)$ whose scattering matrix will be $T'(t,u) = S_{\alpha_1}(T(t,u))$. In order to get the corresponding FAS for our initial operator we need to apply the inverse transformation. But it is easy to check that $S_{\alpha_1}^{-1} = 1$, so $S_{\alpha_1} = S_{\alpha_1}^{-1}$. The final result is that we have two more pairs of FAS $\chi^+_B(y,u)$ and $\chi^-_B(y,u)$ related to the Gauss decompositions of $T'(t,u)$ as follows:

$$\begin{aligned}
\chi^+_B(y,u) &= \Phi(x,u)S^+_B(t,u), \\
\chi^-_B(y,u) &= \Phi(x,u)T^-_B(t,u)D^-_B(u), \\
\chi^+_B(y,u) &= \Phi(x,u)T^+_B(t,u)D^+_B(u), \\
\chi^-_B(y,u) &= \Phi(x,u)T^-_B(t,u),
\end{aligned} \quad (56)$$

where $S^\pm_B(t,u)$, $D^\pm_B(u)$ and $T^\pm_B(t,u)$ are constructed from the scattering matrix $T(t,u)$ as follows: first we apply the Weyl reflection to $T(t,u)$ and find $T'(t,u)$. Then we construct the Gauss decompositions of $T'(t,u)$:

$$T'(t,u) = T^- D^+ S^+ = T^+ D^- S^-. \quad (57)$$

Next we apply the inverse transformation to the Gauss factors and obtain the factors:

$$\begin{aligned}
T^+_B(t,u) &= S_{\alpha_1}(T^+_B(t,u)), \\
D^-_B(u) &= S_{\alpha_1}(D^-_B(u)), \\
S^-_B(t,u) &= S_{\alpha_1}(S^-_B(t,u)), \\
S^+_B(t,u) &= S_{\alpha_1}(S^+_B(t,u)),
\end{aligned} \quad (58)$$

that relate the new FAS to the Jost solutions, see eq. (56).

These construction, unlike for the VBC require that we solve for generic Gauss factors of the scattering matrix $T(t,u)$ or the transformed one $T'(t,u)$. These formulae have been known for long time now, see the Appendix or [21] and the references therein.
3.4 The $t$-dependence of the scattering matrix

In order that the Lax pair remains compatible with the CBC we need to modify the $M$-operator. We take in the form:

$$M\psi = i\frac{\partial \psi}{\partial t} + V^{(1)}(x,t,\lambda)\psi(x,t,\lambda) = 0, \quad V^{(1)}(x,t,\lambda) = iQ_{1x} + V_2(x,t) - V_{2,\pm} + \lambda Q(x,t) - \lambda^2 J,$$

where the additional term is $V_{2,\pm} = \lim_{t\to\pm\infty} V_2(x,t)$.

In order to derive the $t$-dependence of the scattering matrix $T(t,\lambda) \equiv \Phi(t,0,\lambda)$ we need to consider the asymptotic operators $M_{\pm} = i\frac{\partial}{\partial t} + V_{\pm}(\lambda)$ which become:

$$M_{\pm} \psi_{\pm} \equiv i\frac{\partial \psi_{\pm}}{\partial t} + (\lambda Q_{\pm} - \lambda^2 J)\psi_{\pm} = 0,$$

As one could expect the asymptotic operators $M_{\pm}$ commute with $L_{\pm}$: so they are diagonalized by the same matrices $w_{0,\pm}$ introduced above. As a result we find that:

$$i\frac{\partial T}{\partial t} - [\lambda, \mathcal{J}, T(\lambda,t)] = 0.$$
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**FIGURE 1.** The analytic regions on the plane: in cyan: $\text{Im} z_1 > \text{Im} z_2 > 0$; in pink: $-\text{Im} z_1 > -\text{Im} z_2 > 0$; in orange: $-\text{Im} z_2 > -\text{Im} z_1 > 0$; in yellow: $\text{Im} z_2 > \text{Im} z_1 > 0$. The horizontal lines (parallel to the Re $u$ axis) are given by $\text{Im} u = N/2$, where $N = 0, \pm 1, \pm 2, \ldots$

It is easy to check that the Gauss factors of $T(t,u)$ satisfy:

$$i\frac{\partial T_{\pm}^A}{\partial t} - [\lambda, \mathcal{J}, T_{\pm}^A(\lambda,t)] = 0, \quad i\frac{\partial S_{\pm}^A}{\partial t} - [\lambda, \mathcal{J}, S_{\pm}^A(\lambda,t)] = 0, \quad i\frac{\partial D_{\pm}^A}{\partial t} = 0,$$

$$i\frac{\partial T_{\pm}^B}{\partial t} - [\lambda, \mathcal{J}, T_{\pm}^B(\lambda,t)] = 0, \quad i\frac{\partial S_{\pm}^B}{\partial t} - [\lambda, \mathcal{J}, S_{\pm}^B(\lambda,t)] = 0, \quad i\frac{\partial D_{\pm}^B}{\partial t} = 0.$$

In other words $D_{\pm}^A(\lambda)$ and $D_{\pm}^B(\lambda)$ are generating functionals of the integrals of motion for the KSM.

3.5 The inverse scattering problem for CBC

Again we will reduce the inverse scattering problem to a RHP. The important difference between VBC and CBC case is that we have to formulate the RHP on the Riemannian surface of genus 1. Equivalently we can formulate it on the fundamental rectangle on the complex $\lambda$-plane, see Figure 1. Now we have 4 domains of analyticity painted by
functions where the segments applying the dressing method for deriving the soliton solutions for NBC.

The corresponding RHP requires the sewing functions that relate the FAS on both sides of those lines, see Figure 2:

\[
\begin{align*}
\chi^+_A(x,t,u) &= \chi^-_A(x,t,u)G_A(t,u), & G_A &= \hat{S}_A^+ S_A^+(t,u), & u \in l_0 \cup f_0; & u \in w_0 \cup w_1; \\
\chi^+_A(x,t,u) &= \chi^-_A(x,t,u)G_A'(t,u), & G_A' &= \hat{T}_A^+ T_A^-(t,u), & u \in l_0 \cup f_0; & u \in w_0 \cup w_1; \\
\chi^-_B(x,t,u) &= \chi^+_B(x,t,u)G_B(t,u), & G_B &= \hat{S}_B^+ S_B^-(t,u), & u \in l_2 \cup f_2; & u \in v_0 \cup v_1; \\
\chi^+_B(x,t,u) &= \chi^-_B(x,t,u)G_B'(t,u), & G_B' &= \hat{T}_B^+ T_B^-(t,u), & u \in l_2 \cup f_2; & u \in v_0 \cup v_1,
\end{align*}
\]

(63)

and

\[
\begin{align*}
\chi^+_A(x,t,u) &= \chi^-_A(x,t,u)G_{AB}^+(t,u), & G_A &= \hat{S}_A^+ S_A^+(t,u), & u \in l_1 \cup f_3; \\
\chi^-_A(x,t,u) &= \chi^+_A(x,t,u)G_{AB}^+(t,u), & G_A &= \hat{S}_A^+ S_A^+(t,u), & u \in f_1 \cup f_3.
\end{align*}
\]

(64)

where the segments \(l_j, f_j, j = 0, 1, 2, 3\) and \(w_k, v_k, k = 0, 1, 2\) are shown on Figure 2. The \(t\)-dependence of the sewing functions \(G_A(t,u), G_A'(t,u), G_B(t,u), G_B'(t,u), G_{AB}^+(t,u)\) and \(G_{AB}^+(t,u)\) follows from equations (62).

The fact that eigenvalues of the asymptotic operators are expressed in terms of Jacobi elliptic functions has as a consequence that the RHP is formulated on the genus 1 Riemannian surface, or equivalently, on the fundamental rectangular with identified opposite sides.

Of course these conditions are doubly periodic as the Jacobi elliptic functions. They may provide a basis for applying the dressing method for deriving the soliton solutions for NBC.

Note that these results are valid for \((2n+1) \times (2n+1)\) Lax operators whose potentials are compatible with the symmetric spaces \(SO(2n+1)/SO(2n-1) \times O(2)\). Indeed, it is easy to check that the characteristic polynomials of the corresponding asymptotic operators \(L_\pm\) take the form:

\[
\det(Q_\pm - \lambda J - z I) = -z^{2n-3}(z^4 - (\lambda^2 + 2a_2)z^2 + a_4) = 0,
\]

(65)

where \(a_2\) and \(a_4\) are given by:

\[
a_2 = \langle \tilde{p}, \tilde{q} \rangle, \quad b_2^2 = \langle \tilde{q}^T s_0 \tilde{q} \rangle \langle \tilde{p}^T s_0 \tilde{p} \rangle, \quad a_4 = a_2^2 - b_2^2.
\]

(66)

It will be interesting to consider the particular cases, when the Jacobi elliptic functions turn into trigonometric functions or hyperbolic trigonometric functions. These and other related questions will be considered in next publications.
4. DISCUSSION AND CONCLUSION

We demonstrated that Shabat’s method for constructing FAS can be generalized to Lax operators related to BD.I-type symmetric spaces and responsible for the integrability of KSM, which describes spin-1 BEC. The generalized KSM with \(2n-1\) components, \(n > 2\) describe higher spin BEC. For example 5-component KSM describes spin-2 BEC. In fact the treatment of generalized KSM does not change very much the results described above. In fact, from eq. (65) we find that the set of non-vanishing eigenvalues of the operators \(L_\pm\) are the same for any values of \(n \geq 2\). What changes is the number of vanishing eigenvalues which is \(2n-3\). As a result the factors in the Gauss decompositions (53) will be of generalized form containing central block of dimension \((2n-3) \times (2n-3)\), similarly to the form for the vanishing boundary conditions.

Solving the generalized RHP formulated by the equations (63) and (64) does not seem an easy task. Again one may try to apply the Zakharov-Shabat dressing method [65, 66, 67], see also [40]. The corresponding projectors obviously would be rather complicated functions of Jacobi elliptic functions.

We started with potentials satisfying generic CBC and demonstrated that the spectrum of the corresponding Lax operators is on genus-1 Riemannian surface. We can plot it on the complex \(\lambda\)-plane by: a) first plotting it on the fundamental rectangle (see Figure 1 and b) extending it to the whole complex plane using the double periodicity. We can also outline the spectrum of the Lax operators related to the symmetric spaces \(SO(2n+1)/S(O(2n-3) \times O(4))\). The corresponding MNLS will be matrix generalizations of the KSM. The resulting spectrum will be on Riemannian surfaces of higher genus.

On the other hand we could consider quasi-periodic boundary conditions, see [6, 12, 13, 14, 33, 50, 51, 59, 60, 61] and the numerous references therein. There the potential \(Q(x,t)\) is a multi-quasi-periodic function related to a higher genus curve while the continuous spectrum of the Lax operator fills up a set of segments on the real axis in \(\mathbb{C}\). It will be instructive to interrelate these two important classes of boundary conditions.

It may become easier if we consider limiting cases in which Jacobi elliptic functions become trigonometric, or hyper trigonometric functions. Before doing such simplifications however one must be careful. Indeed, the spin-1 BEC reduces to the KSM model after several assumptions for the physical constants (scattering lengths) of the BEC. So there comes up the question: will such simplifications as the one mentioned above involve additional constraints on the experimental parameters of the BEC.

There are additional open problems which could be analyzed. These concern MNLS related to some of the other classes of symmetric spaces (e.g. of C.I or D.III types) with additional Mikhailov-type reductions [19, 20, 34, 49]. The extension of these results to the corresponding CBC cases, along with the treatment of (possibly multiple) branching points will be another nontrivial problem.

The last issue that we would like to mention here concerns the generalized Fourier transforms for systems with CBC. For the scalar case the completeness of the squared solutions was derived by Konotop and Vekslerchik [41]. The difficulties here are concerned with the nonlinearity of the phase space and the proper use of the recursion operators.
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A. On BD.I symmetric spaces

We will start with the basic properties of the simple Lie algebras \(so(2n+1)\) [36]. The root systems of these algebras is known as the \(B_n\)-series in Cartan classification. The sets of simple and positive roots \(\Delta^+\) are as follows:

\[
\alpha_j = e_j - e_{j+1}, \quad j = 1, \ldots, n-1, \quad \alpha_n = e_n, \quad \Delta^+ \equiv \{e_j \pm e_k, \quad 1 \leq j < k \leq n; \quad e_k\}. \quad (67)
\]
For the sake of convenience we have modified the definition of orthogonality. We will say that $X \in so(2n+1)$ if $X + S_0X^T S_0 = 0$, where the matrix $S_0$ is given by:

$$S_0 = \sum_{k=1}^{2n+1} (-1)^k E_{k,2n-k} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & -s_0 & 0 \\ 1 & 0 & 0 \end{pmatrix}$$

(68)

where $s_0$ and $E_{km}$ were defined in (9). With this definition the Cartan subalgebra of $so(2n+1)$ is represented by diagonal matrices and the Cartan-Weyl basis takes the form:

$$H_j = E_{jj} - E_{j,j}, \quad E_{e_j-e_k} = E_{jk} - (-1)^{k+j} E_{k,j}, \quad E_{e_j+e_k} = E_{jk} - (-1)^{k+j} E_{k,j}, \quad E_{e_j} = E_{j,n+1} - (-1)^{n+j} E_{n+1,j},$$

(69)

where $k = 2n + 1 - k$.

It is well known that the KSM is related to the symmetric space $SL(n)/O(2n-1) \times O(2)$; for details about the structure of this and other symmetric spaces see [36].

**B. Gauss decompositions**

The Gauss decompositions mentioned above have natural group-theoretical interpretation and can be generalized to any semi-simple Lie algebra. It is well known that if given group element allows Gauss decompositions then its factors are uniquely determined. Below we write down the explicit expressions for the matrix elements of $T^\pm(\lambda)$, $S^\pm(\lambda)$, $D^\pm(\lambda)$ through the matrix elements of $T(\lambda)$:

$$T^+_{pj}(\lambda) = \frac{1}{m^+_j(\lambda)} \left\{ \begin{array}{ccc} 1, 2, \ldots, j-1, p \end{array} \right\}_{T(\lambda)}^{(j)}, \quad S^+_{jp}(\lambda) = \frac{1}{m^+_j(\lambda)} \left\{ \begin{array}{ccc} 1, 2, \ldots, j-1, j \end{array} \right\}_{T(\lambda)}^{(j)}$$

$$T^-_{pj}(\lambda) = \frac{1}{m^-_{j-1}(\lambda)} \left\{ \begin{array}{ccc} p, j+1, \ldots, n \end{array} \right\}_{T(\lambda)}^{(n-j+1)}, \quad S^-_{jp}(\lambda) = \frac{1}{m^-_{j+1}(\lambda)} \left\{ \begin{array}{ccc} j, j+1, \ldots, n \end{array} \right\}_{T(\lambda)}^{(n-j+1)}$$

(70)

$$D^+(\lambda) = \text{diag}(D_1^+, D_2^+, \ldots, D_n^+), \quad D^-(\lambda) = \text{diag}(D_1^-, D_2^-, \ldots, D_n^-),$$

where $m^+_j(\lambda)$ (resp. $m^-_j(\lambda)$) are the principle upper (resp. principle lower) minors of $T(\lambda)$ of order $j$ and

$$D_j^+(\lambda) = \frac{m^+_j(\lambda)}{m^+_{j-1}(\lambda)}, \quad D_j^-(\lambda) = \frac{m^-_{j+1}(\lambda)}{m^-_{j}(\lambda)}, \quad \left\{ \begin{array}{ccc} i_1, i_2, \ldots, i_k \end{array} \right\}_{T(\lambda)}^{(k)} = \det \begin{vmatrix} T_{i_1,j_1} & T_{i_1,j_2} & \cdots & T_{i_1,j_k} \\ T_{i_2,j_1} & T_{i_2,j_2} & \cdots & T_{i_2,j_k} \\ \vdots & \vdots & \ddots & \vdots \\ T_{i_k,j_1} & T_{i_k,j_2} & \cdots & T_{i_k,j_k} \end{vmatrix}$$

(71)

is the minor of order $k$ of $T(\lambda)$ formed by the rows $i_1, i_2, \ldots, i_k$ and the columns $j_1, j_2, \ldots, j_k$.

From the formulae above we arrive to the following

**Corollary 1.** In order that the group element $T(\lambda) \in SL(n, \mathbb{C})$ allows the first (resp. the second) Gauss decomposition of $T(t, \lambda)$ is necessary and sufficient that all upper- (resp. lower-) principle minors $m^\pm_k(\lambda)$ (resp. $m^-_k(\lambda)$) are not vanishing.

These formulae hold true also if we need to construct the Gauss decomposition of an element of the orthogonal $SO(n)$ group. Here we just note that if $T(\lambda) \in SO(n)$ then

$$S_0(T(\lambda))^T S_0^{-1} = T^{-1}(\lambda).$$

(72)

One can check that if $T(\lambda)$ satisfies (72) then each of the factors $T^\pm(\lambda)$, $S^\pm(\lambda)$ and $D^\pm(\lambda)$ also satisfy (72) and thus belong to the same group $\mathfrak{g}$. In addition we have the following interrelations between the principal minors of $T(\lambda)$:

$$m^+_j(\lambda) = m^-_{n-j}(\lambda), \quad \text{for } SO(n), \quad \text{and} \quad m^+_j(\lambda) = m^+_j(\lambda), \quad \text{for } SP(n).$$

(73)
The Gauss decompositions compatible with a given symmetric space and used in (18) are generalizations of the well known ones. Here we will briefly outline how one can derive the equations (23). First we remember that $T(t,λ) ∈ SO(2n + 1)$ and therefore its inverse $\hat{T}(t,λ) = S_0T^T(t,λ)S_0$, see eq. (11). Let us now use the Cartan-Weyl basis to evaluate $S_j^±(t,λ)$ and $S_j^±(t,λ)$ in (19):

$$S_j^±(t,λ) = \begin{pmatrix} 1 \ 0 \ 0 \ 0 \\ τ^±_S s_0 \ 1 \ 0 \ 0 \\ τ^-_S s_0 \ 1 \ 1 \ 0 \\ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ \end{pmatrix}, \quad T_j^±(t,λ) = \begin{pmatrix} 1 \ 0 \ 0 \ 0 \\ \hat{τ}^-_S s_0 \ 1 \ 0 \ 0 \\ \hat{τ}^+_S s_0 \ 1 \ 1 \ 0 \\ 0 \ 0 \ 1 \ 0 \ 0 \ 1 \ 0 \ \end{pmatrix},$$

(74)

where $c^+_1 = \frac{1}{2}(τ^+_S s_0 τ^+_S)$, $c^-_1 = \frac{1}{2}(\hat{τ}^+_S s_0 \hat{τ}^+_S)$. The first relation in (18) is equivalent to $TS_j^± = T_j^±D_j^±$. From the first column we immediately get $\hat{τ}^-_j = -\hat{b}^- / m^-_1$. Considering the last column of $TS_j^± = T_j^±D_j^±$ we obtain $\hat{τ}^+_j = -\hat{b}^+ / m^+_1$. The expressions for $τ^±_j$ are obtained similarly considering the relations $TT_j^± = S_j^±D_j^±$ and $\hat{T}T_j^± = S_j^±D_j^±$.

### D. On Jacobi elliptic functions

Here we will list some of the basic properties of Jacobi elliptic functions, for more details see [3, 4]. We start with:

$$sn^2(u|k) + cn^2(u|k) = 1, \quad dn^2(u|k) + k^2 sn^2(u|k) = 1.$$  

Their derivatives are given by:

$$\frac{d}{du} sn(u|k) = cn(u|k)dn(u|k), \quad \frac{d}{du} cn(u|k) = -sn(u|k)dn(u|k), \quad \frac{d}{du} dn(u|k) = -k^2 sn(u|k)cn(u|k).$$

One can evaluate them for special values of the argument $u$ as follows:

- $sn(0|k) = 0$, $cn(0|k) = 1$, $dn(0|k) = 1$,
- $sn(K/2|k) = \frac{1}{\sqrt{1+k^2}}$, $cn(K/2|k) = \sqrt{\frac{k'}{1+k}}$, $dn(K/2|k) = \sqrt{k}$,
- $sn(K'|2|k) = i/\sqrt{k}$, $cn(K'|2|k) = \sqrt{\frac{1+k}{k}}$, $dn(iK'|2|k) = \sqrt{1+k}$,
- $sn(iK'|k) = \infty$, $cn(iK'|k) = \infty$, $dn(iK'|k) = \infty$.

where $K$ and $K'$ are the elliptic integrals of first kind:

$$K = \int_0^1 \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}}, \quad K' = \int_0^1 \frac{dt}{\sqrt{(1-t^2)(1-(k')^2t^2)},$$

and $k^2 + (k')^2 = 1$. In addition $sn(-u|k) = -sn(u|k)$, $cn(-u|k) = cn(u|k)$, $dn(-u|k) = dn(u|k)$ and

- $sn(u ± 2K|k) = -sn(u|k)$, $cn(u ± 2K'|k) = sn(u|k)$, $cn(u ± 2K|k) = -cn(u|k)$, $cn(u ± 2K'|k) = -cn(u|k)$;
- $sn(u ± K|k) = \frac{cn(u|k)}{dn(u|k)}$, $sn(u + iK'|k) = \frac{1}{k sn(u|k)}$, $cn(u + K|k) = -k^2 sn(u|k) dn(u|k)$, $dn(u + K|k) = \frac{k'}{dn(u|k)}$.

C. Gauss decompositions for BD.I symmetric spaces
In order to evaluate the imaginary parts of the eigenvalues \( z_k \) we will need also:

\[
\text{sn}(x + iy|k) = \frac{s \cdot d_1 + ic \cdot d \cdot s_1 \cdot c_1}{c_1^2 + k^2 \cdot s^2 \cdot s_1^2}, \\
\text{cn}(x + iy|k) = \frac{c \cdot c_1 - is \cdot d \cdot s_1 \cdot d_1}{c_1^2 + k^2 \cdot s^2 \cdot s_1^2}, \\
\text{dn}(x + iy|k) = \frac{d \cdot c_1 \cdot d_1 - ik^2 \cdot s \cdot c \cdot s_1}{c_1^2 + k^2 \cdot s^2 \cdot s_1^2},
\]

where \( s = \text{sn}(x|k) \), \( c = \text{cn}(x|k) \), \( d = \text{dn}(x|k) \), and \( s_1 = \text{sn}(y|k) \), \( c_1 = \text{cn}(y|k) \) and \( d_1 = \text{dn}(y|k) \).
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