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Abstract— It is observed that high classification performance is achieved for one- and two-dimensional signals by using deep learning methods. In this context, most researchers have tried to classify hyperspectral images by using deep learning methods and classification success over 90% has been achieved for these images. Deep neural networks (DNN) actually consist of two parts: i) Convolutional neural network (CNN) and ii) fully connected neural network (FCNN). While CNN determines the features, FCNN is used in classification. In classification of the hyperspectral images, it is observed that almost all of the researchers used 2D or 3D convolution filters on the spatial data beside spectral data (features). It is convenient to use convolution filters on images or time signals. In hyperspectral images, each pixel is represented by a signature vector which consists of individual features that are independent of each other. Since the order of the features in the vector can be changed, it doesn’t make sense to use convolution filters on these features as on time signals. At the same time, since the hyperspectral images do not have a textural structure, there is no need to use spatial data besides spectral data. In this study, hyperspectral images of Indian pines, Salinas, Pavia centre, Pavia university and Botswana are classified by using only fully connected neural network and the spectral data with one dimensional. An average accuracy of 97.5% is achieved for the test sets of all hyperspectral images.

Index Terms— Deep learning, fully connected neural network, Hyperspectral Image, image classification

I. INTRODUCTION

In hyperspectral images, each pixel contains spectral information obtained in different bands. In this case, a set of spectral images of the investigated geographic area is obtained. In the volumetric image set, the z-axis contains the spectral images. Since the number of spectral bands is more than 100, the number of spectral images in this set is quite large. Therefore, this volumetric image sets are usually large in size (X, Y and Z axis) and also little ground truth data is available for these sets. Researchers use a few ground truth data to label the unknown parts of the region. The large size of the image set increases the computational load and makes it difficult for computers to process these images. Another difficulty in processing these images is that the number of data belonging to the classes is very different. While the number of data for some classes is in the order of 10, the number of data for some classes approaches 10000. This situation adversely affects the training of the networks. Since there is a small number of ground truth data, the number of data belonging to the background is very large and, therefore background data is not used in the classification process. Moreover, since hyperspectral images are acquired from the sky, the effect of water vapor as noise is observed in some spectral bands.

It is observed that taking into account the above difficulties, researchers have proposed many different methods to improve the classification performance of hyperspectral images. The high performance of deep learning methods in recent years has encouraged researchers to use deep learning methods to classify these images [1]. It is observed that hyperspectral images are classified with a success rate of over 95% by using deep learning methods [2–11]. In this context, some researchers have developed complex methods to increase the classification performance by using deep learning methods. [12–18].

In order to increase the classification performance of hyperspectral images, it is observed that the researchers removed some components from the feature vector as they did not contain meaningful information [6, 11 19–23], used spatial information beside the features [24–29], balanced the number of vectors belonging to classes in the training set [2, 6, 8, 14, 16, 18, 29], and tried to use the transfer learning methods [9, 28]. In [6, 11 19–23] studies, the focus has been on improving classification performance by arranging or removing features. In [24–29] studies, spatial data beside spectral data was used and optimum sizes of two- and three-dimensional convolution filters were investigated. This approach naturally increased the computational load. It is observed that the networks are often not properly trained because the number of samples belonging to the classes is very different. This situation also reduces the classification performance. Therefore, the training set is created from the same and few number of samples from each class [2, 6, 8, 14, 16, 18, 29]. In [9, 28] studies, the advantage of transfer learning is used. Because there are so many nodes in these networks, the computational load is very large.

Deep neural networks (DNN) actually consist of two parts: i) Convolutional neural network (CNN) and ii) fully connected neural network (FCNN). While CNN determines the features, FCNN is used in classification. In our previous work [30], it has been proposed to train these two parts separately. For different classification problems, we used the DivFE as a novel structure, and the highest success rates according to the literature were...
obtained with the minimum number of weights. DivFE only determines features. After DivFE, minimum distance network (MDN) is used instead of fully connected neural network as classifier. The DivFE is used to classify 1D signature vectors of the hyperspectral images, but an average of 92% success was observed. Although DivFE gave high performance with a minimum number of weights for different classification problems, high performance could not be achieved by using the DivFE for hyperspectral images. At this point, the approaches increasing the classification performance began to be investigated.

It is observed that spatial information besides features was used. In hyperspectral images, a single pixel is represented by spectral information acquired from different bands. This spectral information is written in vector form (signature). In this case, there is actually no place to apply 2D convolution filters for single pixel. As a result, the researchers tried to use 1D convolution filters on the feature vector. It is observed that using 1D convolution filters on features did not improve classification performance much [2, 3]. Since these vectors consist of features, the elements of the vector can be reordered among themselves. Reordering is not possible for images (2D) containing spatial information and for time-domain signals (1D). Actually, it is not wrong to use 1D filters on feature; however, the positions of these features in the vector relative to each other must be reordered optimum before training. Researchers then preferred to use spatial information beside spectral features to avoid this confusion [24-29]. Thus, convolution filters are used on the spatial axes (X and Y) instead of spectral features. Spatial information is generally used in textural structures. At the same time, it is very difficult to represent textural characteristics in a hyperspectral image at poor resolution. Despite these problems, this approach has increased the classification performance according to the results obtained by using a 1D-CNN. It is observed that while using 2D convolution filters instead of 1D convolution methods has led to a significant increase in classification performance, using 3D convolution filters instead of 2D convolution methods did not cause a significant increase in classification performance [2, 4, 7, 11, 24, 29]. The reason is hidden in the structure of 2D convolution filters. Fig. 1 shows the movement of 2D and 3D convolution filters. 2D convolution filters have a link to all spectral features, and so 2D filters do not move on the spectral features. 3D convolution filters do not have a full connection to the spectral features, and so 3D filters move on the spectral features [17].

The following reasons lead us to use only fully connected neural network and spectral data: (i) It doesn't make sense to use convolution filters on features, (ii) since hyperspectral images do not have a textural structure, there is no need to use spatial data besides spectral data, and (iii) since spectral data is available as features, it is only necessary to determine classifiers. In a recent study [21], it was observed that high performance was achieved by using only an SVM-based classifier instead of CNN. In the [21], the researchers are focused on determining features for pixels in the hyperspectral images. Therefore, we prefer use only fully connected neural network in DNN structure. However, its structure and its training phase introduces a lot of problems, some of which are as follows: (i) FCNN generally fails to converge to optimum solution, (ii) The fully connected layer contains many more nodes than the convolutional layer (high memory need and high time computing), and (iii) it is difficult to find the coarse structure of FCNN. Our proposed approach has been tested in the “Experiment Results” section to classify five different hyperspectral images (Indian pines, Salinas, Pavia center, Pavia university and Botswana). An average accuracy of 97.5% is achieved for the test sets of all hyperspectral images.

The remainder of this paper is organized as follows: Section 2 explains the structure and training of the proposed FCNN, and the preparation of the datasets. Section 3 presents classification performances on the five different hyperspectral images. In Section 4, the methods proposed in the paper are discussed, and finally, our concluding remarks are mentioned.

II. METHODS

In this study, hyperspectral images were classified by using only 1D spectral data as features and a fully connected neural network as a classifier. Moreover, in order to strengthen the training, the dataset is balanced by creating an equal number of samples from each class.

A. Spectral Features for the Hyperspectral Images

Signature vector consists of spectral data. In this study, the size of the vector was not reduced using methods, such as

![Fig. 1. Illustration of 2-D convolution and 3-D convolution [17].](image)
principle component analysis (PCA). The use of spatial data on images with textural structures will increase the classification performances. However, the hyperspectral images do not have textural structures at poor resolution. As shown in Fig. 1, 2D convolution filters have full connection to spectral features. The increase in classification performance is thought to be the result of this situation. For these reasons, we decided to use only spectral data as features. It is observed in the literature that PCA is performed to reduce the size of the signature vector. In the classifier systems, divergence measure which is the ratio of between-class distances to the within-class distances in a feature space is employed to determine the best features [31]. However, while the PCA method uses within-class distances, it ignores between-class distances.

B. Fully Connected Neural Network as a Classifier

Deep neural networks generally consist of two parts: (i) convolutional neural network representing features and (ii) fully connected neural network as classifier. In this study, the features are already known and consist of spectral data. There is no need to determine features using the convolutional neural network. Therefore, in this study, DNNs classifying hyperspectral images only consist of the FCNN. Fig. 2 shows the structure of the proposed neural network. The signature vector of the hyperspectral image is entered into the input layer of the FCNN. The dimension of the signature vector is different for each hyperspectral image examined. An FCNN with 4 hidden layers was used to classify all hyperspectral images. In this study, the batch normalization and ReLU are used between each layer in FCNN. In the output layer, there are as many nodes as the number of classes. The node with the maximum value represents the class for the input signature vector.

C. Preparation of the Training and the Test Sets

For the networks to be trained properly, there must be an equal number of samples for each class of the training set. Unfortunately, it is observed that there are different numbers of samples for each class of the training set. In this case, it is observed that the researchers try to balance the number of samples for each class of the training set. However, it is extremely important to create a training set for the networks to be properly trained. Unfortunately, detailed information about this process could not be observed in the studies. If the augmentation process is applied to the samples before data sets are separated, the similar samples will exist in both the training and test set. This situation unfairly increases the classification performance. Before augmentation process, the test set must be determined. In this study, 20% of the entire data set is allocated to the test set (S_{te}). In this case, an imbalance occurs in the number of samples of the classes in the training set (S_{tr}). Among the classes in the S_{tr}, the class with the highest sample (S_{he}) is found. The number of samples of other classes (excluding S_{he}) are increased to the number of samples of S_{he} by randomly duplicating the samples within themselves of classes.

III. EXPERIMENT RESULTS

All simulations were done on a Linux based workstation by using Python. The CPU had 32 cores which are clocked at 2.7 GHz. In addition, the workstation was equipped with a GTX2080 TI graphics card. In this study, hyperspectral images of Indian pines (InP), Salinas (Sal), Pavia centre (PaC), Pavia university (PaU) and Botswana (Bot) are classified by using only the spectral data with one dimensional and the FCNN. In this study, overall accuracy (OA), and average accuracy (AA) are used as success rate. In this section, the tables 2 and 3 show the averages of 30 experiments with randomly formed training and testing sets.

Table 1 shows success rates obtained by using the 1D-CNN, 2D-CNN and 3D-CNN for five different hyperspectral images. It is observed that while using 2D convolution filters instead of 1D convolution methods has led to a significant increase in classification performance, using 3D convolution filters instead of 2D convolution methods did not cause a significant increase in
classification performance. In the literature, while 1D-CNN, 2D-CNN and 3D-CNN were compared with their proposed methods, different results have been produced for these classical CNNs [2-4, 11, 19, 26, 27, 29]. This is most likely due to the methods used for training and test set creation, training set balancing and the CNN structure. Moreover, it is observed that 99% classification success is achieved by using very complex methods [7, 10, 11, 14, 27].

Table 2 shows the success rates (true positive / the number of sample of a class in the test set) for each class of the Indian pines, Salinas and Botswana images by using the proposed FCNN. In the dataset of the Indian pines, the number of samples in classes alfalfa, com notill, corn notill, corn, grass pasture, grass trees, grass pasture moved, hay windrowed, oats, soybean notill, soybean mintill, soybean clean, wheat, woods, building grass trees and stone steel towers of the whole dataset is 46, 1428, 830, 237, 483, 730, 28, 478, 20, 972, 2455, 593, 205, 1265, 386 and 95 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 1964 (2455×0.8). The number of nodes in the input layer, first, second, third, fourth hidden layers and output layer are 220, 250, 300, 400, 16, respectively.

In the dataset of the Salinas, the number of samples in classes broccolli green weeds 1, broccolli green weeds 2, fallow, fallow rough plow, fallow smooth, stubble, celery, grapes untrained, soli vineyard untrained and vineyard vertical trellis of the whole dataset is 6631, 18649, 2099, 3064, 1345, 5029, 1330, 3682 and 43 respectively. The number of samples in classes asphalt, meadows, gravel, trees, painted metal sheets, bare soil, bitumen, self-blocking bricks and shadows in the whole dataset is 65971, 7598, 3090 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 6631, 1840, 3090, 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set.

Table 3 shows the success rates (true positive / the number of sample of a class in the test set) for each class of the Pavia centre and Pavia university. In the dataset of the Pavia centre, the number of samples in classes water, trees, asphalt, self-blocking bricks, bitumen, tiles, shadows, meadows and bare soil in the whole dataset is 65971, 7598, 3090 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 251 (314×0.8). The number of nodes in the input layer, first, second, third, fourth hidden layers and output layer are 145, 250, 300, 400, 64 and 14, respectively.

| Indian pines | Salinas | Botswana |
|--------------|---------|----------|
| alfalfa 10/10 | broccoli green weeds 1 401/402 | water 54/54 |
| corn notill 260/286 | broccoli green weeds 2 746/746 | hippo grass 21/21 |
| corn 300/331 | fallow smooth 76/76 | soil 51/51 |
| grass pasture 300 | 70/70 | floodplain grasses1 46/46 |
| grass trees 200 | 7268/7300 | floodplain grasses2 48/48 |
| hay 141/146 | 86/86 | reed1 52/52 |
| mintill 95/97 | 96/96 | riparian 45/45 |
| soybean notill 80/80 | 90/90 | shrublands 46/46 |
| soybean clean 111/119 | 90/90 | acacia woodlands 63/63 |
| wheat 36/36 | 44/44 | acacia shrublands 49/50 |
| woods 244/253 | 241/241 | grasslands 60/60 |
| building grass trees 44/44 | 212/212 | short mopane 37/37 |
| stone steel towers 19/19 | 19/19 | mixed mopane 54/54 |
| OA 98.3% | AA 98.3% | OA 98.6% |
| in our study 98.3% | OA 98.3% | AA 98.6% |

Table 3 shows the success rates (true positive / the number of sample of a class in the test set) for each class of the Pavia centre and Pavia university. In the dataset of the Pavia centre, the number of samples in classes water, trees, asphalt, self-blocking bricks, bitumen, tiles, shadows, meadows and bare soil in the whole dataset is 65971, 7598, 3090 2685, 6584, 9248, 7287, 42826 and 2863 respectively. 20% of the whole dataset is reserved for the test set. After the balancing process, the number of samples of each class in the training set is 251 (314×0.8). The number of nodes in the input layer, first, second, third, fourth hidden layers and output layer are 145, 250, 300, 400, 200 and 9, respectively.

In the dataset of the Pavia university, the number of samples in classes asphalt, meadows, gravel, trees, painted metal sheets, bare soil, bitumen, self-blocking bricks and shadows in the whole dataset is 6631, 18649, 2099, 3064, 1345, 5029, 1330, 3682 and 947 respectively. 20% of the whole dataset is reserved for the test set.

Success is achieved by using very complex methods [7, 10, 11, 14, 27].
set. After the balancing process, the number of samples of each class in the training set is 14919 (18649×0.8). The number of nodes in the input layer, first, second, third, fourth hidden layers and output layer are 103, 250, 300, 400, 200 and 9, respectively.

| TABLE 3 | THE SUCCESS RATES FOR THE HYPERSONAL IMAGES BY USING THE FCNN. |
|---|---|
| Pavia center | Pavia University |
| water | asphalt | asphalt | asphalt |
| 13194/13195 | 1274/1327 | 1274/1327 | 1274/1327 |
| trees | asphalt | sand | sand |
| 1499/1320 | 603/818 | 603/818 | 603/818 |
| self-blocking bricks | self-blocking bricks | self-blocking bricks | self-blocking bricks |
| 32/291 | 32/291 | 32/291 | 32/291 |
| bitumen | bitumen | bitumen | bitumen |
| 1281/1317 | 260/266 | 260/266 | 260/266 |
| tiles | tiles | tiles | tiles |
| 1810/1850 | 367/319 | 367/319 | 367/319 |
| meadows | meadows | meadows | meadows |
| 8712/8596 | 175/1520 | 175/1520 | 175/1520 |
| bare soil | bare soil | bare soil | bare soil |
| 373/373 | 57/57 | 57/57 | 57/57 |
| OA | AA | AA | AA |
| 98.2% | 98.3% | 96.9% | 96.4% |

V. Conclusion

In this study, an average accuracy of 97.5% is achieved for five different hyperspectral images. Similar success rates are obtained with the results obtained by using 2D convolution neural networks. In fact, preliminary results validate the accuracy of our hypotheses. In order to increase the classification performances obtained with the FCNN, the coarse structure of the network should be well estimated. Unfortunately, the coarse structure cannot be determined easily because FCNN contains many neurons. It should be noted that a similar structure is used for five different hyperspectral images. In order to increase the classification performance, an optimum structure is not investigated for each different hyperspectral image, and the number of the spectral features are not reduced to determine optimal features.

Because the pixels represent areas of meters in length, the resolution is poor in the hyperspectral images. It is very difficult to represent textural characteristics in a hyperspectral image at this resolution. Actually, the hyperspectral images do not also contain textural features. On the other hand, 2D convolution filters have a link to all spectral features, and so 2D filters do not move on these features. The input of the FCNN have a link to all spectral features, as in 2D-CNN. For this reason, high classification performance has been achieved with 2D-CNNs. Moreover, it is observed that the classification performances obtained with 3D-CNN are lower than those obtained with 2D-CNNs. In both 2D-CNN and 3D-CNNs, the computational load increases because their structures grow.

It is extremely important to make a pre-processing on the data in order to increase the success rate of the hyperspectral images. Generally, two types of studies are observed in the literature: 1) balancing the number of samples of the classes in the training set and 2) the use of the dimension reduction methods (such as PCA) to eliminate unnecessary features. In this study, the number of samples of classes in the training set is balanced to improve the training of the network. This approach resulted in an increase of approximately 6 or 7 points on the success rates. As stated in the method section, after the training and test sets are separated, the number of samples of the classes in the training set should be balanced. When all classes are balanced before separating training and test sets, we achieved average accuracy of 100%. It is observed that data reduction methods, such as PCA, are frequently used. While the PCA method uses within-class distances, it ignores between-class distances. In the classification problems, the divergence value computed over a feature set, points to the effectiveness of the features in terms of being intra-class representative and inter-class discriminative [31]. A high divergence value signifies that a favorable distribution of the feature vectors has been attained. The size of the signature vectors is reduced from 102 to 30 by maximizing the divergence value for the Pavia center image. In this case, the same performance is achieved for the Pavia center image. In FCNN structure, dimension reduction affects only the input layer, whereas in CNN structure, every layer is affected by dimension reduction process. In the next study, we will determine the best features using methods that maximize the divergence value [31].
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