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Abstract

This paper develops novel conformal methods to test whether a new observation was sampled from the same distribution as a reference set. Blending inductive and transductive conformal inference in an innovative way, the described methods can re-weight standard conformal p-values based on dependent side information from known out-of-distribution data in a principled way, and can automatically take advantage of the most powerful model from any collection of one-class and binary classifiers. The solution can be implemented either through sample splitting or via a novel transductive cross-validation+ scheme which may also be useful in other applications of conformal inference, due to tighter guarantees compared to existing cross-validation approaches. After studying false discovery rate control and power within a multiple testing framework with several possible outliers, the proposed solution is shown to outperform standard conformal p-values through simulations as well as applications to image recognition and tabular data.

1 Introduction

1.1 Conformal inference for out-of-distribution testing

This paper considers the problem of testing whether a new observation was randomly sampled from the same unknown distribution as a reference data set [1], allowing for high-dimensional features and avoiding parametric assumptions. This problem—known as novelty detection, testing for outliers, or out-of-distribution testing—arises naturally from many applications in medical diagnostics, security monitoring, fraud detection, and natural language processing, to name a few examples [2]. Different models have been proposed to address this task, ranging from parametric ones [3] to complex machine learning alternatives, including random forests [4], deep neural networks [3], nearest neighbor classifiers [5], and support vector machines [6]. As opposed to classical parametric models, which rely on assumptions that do not always fit the data well, machine learning algorithms are very flexible and can achieve high power in diverse settings, but they are not designed to estimate uncertainty and they typically do not give any guarantees in finite samples. The latter is a significant practical limitation, as uncertainty is often inherent in novelty detection applications and...
needs to be accounted whenever incorrect predictions can have costly consequences. For instance, medical images are sometimes hard to parse even for experienced physicians, as certain malignant features may be difficult to visually tell apart from benign ones. Machine learning algorithms may help streamline those initial screenings, reducing health care costs, but a lack of precise statistical inferences might make practitioners more hesitant to take advantage of these tools. Fortunately, the field of conformal prediction \cite{7, 8} offers promising solutions to this challenge.

Conformal prediction can produce rigorous inferences in finite samples for any machine learning model, assuming only that the data are exchangeable \cite{7, 8}. This assumption is similar to saying the test point is sampled i.i.d. from the same distribution as the reference set, although it is technically weaker. In the context of testing for outliers, conformal inference is useful to obtain a valid p-value for testing the null hypothesis that the new data point is an inlier \cite{9, 10}. The standard procedure for this relies on data splitting and begins by training a one-class classification model \cite{2, 11–13} on a random subset of the reference inliers. The conformal p-value is then intuitively determined by the relative rank of the one-class conformity score (i.e., a measure of similarity between the data point and training inliers) output by the fitted model for the test point among the corresponding scores for the hold-out inliers; e.g., \cite{9}. Although this implicitly assumes only inlier data are available, the same idea can be easily extended to leverage labeled outliers. For example, an appealing solution is to replace the one-class model with a binary classifier trained on all outliers and a subset of inliers \cite{10, 14}, and then proceed as above to rank the binary conformity score (e.g., the estimated probability of being an inlier) for the test point among those for the hold-out inliers. However, as this paper will explain, that is not necessarily an optimal way of leveraging outlier data.

1.2 Labeled outlier data: to use or not to use?

Labeled outliers are often available in real-world applications and may contain valuable information. For example, large financial institutions likely have numerous records of confirmed illicit transactions. Even if these fraudulent activities only account for a relatively small share of all transactions, many of them may share similar patterns that could be useful to help flag future suspicious activities. Similarly, physicians are likely to have CT scans from past patients with rare tumors, although healthy samples may be much more abundant. In both cases, the labeled outliers may be informative about future out-of-distribution samples and thus one should intuitively try to leverage them. At the same time, however, it is unclear whether: (i) the straightforward solution of computing standard conformal p-values based on binary classification scores is optimal, and (ii) the latter is even preferable to the one-class approach that ignores the labeled outliers. The underlying issue is that off-the-shelf one-class classifiers can sometimes be much more powerful at separating outliers than binary classifiers, especially if the data are high-dimensional and involve class imbalance. This phenomenon—visualized in Figure 1 through experiments with real data—motivates our proposal of a novel integrative method for calculating conformal p-values with labeled outlier data that can automatically combine the individual strengths of the two alternative approaches described above, and sometimes even simultaneously outperforms both of them.

It would be premature to anticipate here all details behind Figure 1 and thus those explanations are postponed to Section 3. For the time being, Figure 1 serves three purposes: (i) to highlight some perhaps surprising limitations of the most intuitive approach for incorporating labeled outliers into conformal p-values, (ii) to emphasize these issues cannot be simply resolved by switching to a different machine learning model, and (iii) to preview the novel integrative solution described in this paper. The crucial aspect of Figure 1 is that it compares the performance of integrative
Figure 1: Performance of conformal p-values for out-of-distribution testing with image data, in terms of power under false discovery rate control within a multiple testing setting. The results are shown as a function of the number of labeled inliers and outliers. The oracles are impractical but are useful to approximate the power of standard conformal p-values based on the optimal one-class or binary classifier from a rich machine learning toolbox. The integrative p-values often perform almost as well as those of the best oracle, and can sometimes even outperform both of them.

p-values to those of two imaginary oracles based on standard conformal p-values. These oracles are designed to pick for each setting the best model leading to the highest power over 100 independent experiments, choosing from a rich machine learning toolbox, or collection, of one-class or binary classification algorithms; see Section 5 for details. The oracles are obviously only imaginary, as they require knowing the ground truth, but they are useful benchmarks in simulations because they give us some idea of the highest power practically achievable by standard conformal p-values. By contrast, the proposed integrative method does not enjoy unfair advantages here compared to any other real data application.

The relative strength of integrative conformal p-values partly derives from their ability to leverage outlier data to automatically select the most powerful model from any machine learning toolbox. However, Figure 1 already suggests this is not the only innovation presented in this paper, because the integrative method can sometimes outperform standard conformal p-values even if the latter are based on the best possible model in the available toolbox. Yet, integrative conformal p-values are able to carry out data-driven model selection without losing their theoretical guarantees, and this would already be a valuable contribution by itself. In fact, different machine learning models (e.g., a neural network vs. a random forest, or variations thereof based on diverse hyper-parameters) may exhibit inconsistent relative performances on distinct data sets (this is also demonstrated explicitly in Section 5), and there is no practical way of knowing in advance which one will work best for a particular outlier testing application. This behaviour makes the flexibility of the conformal inference framework look somewhat under-utilized if one has to commit in advance to a fixed model. Further, flexibility without clear guidance tends to be confusing, and it may even involuntarily encourage dangerous “data snooping” heuristics, such as naively trying different models and then picking that leading to the discovery of the largest number of likely out-of-distribution samples, for example. Unlike the aforementioned heuristic, which we will demonstrate empirically to yield severely inflated type-I errors, our solution can select near-optimal models while remaining theoretically valid in finite samples regardless of the size or variety of the toolbox of models considered.
1.3 Outline of this paper

Section 2 contains our main methodological contributions. To begin, Section 2.1 defines useful technical notation and reviews the relevant background on standard conformal p-values based on sample splitting. Then, Section 2.2 introduces the first core idea of our proposed method, which integrates in a principled manner a dependent pair of standard conformal p-values based on one-class classifiers respectively trained on labeled inliers and outliers. Ensuring the finite-sample validity of these integrative p-values requires an innovative conformal calibration technique, which goes beyond the standard recipe based on fixed conformity score functions [8, 9]. Section 2.3 extends the integrative method to take advantage of an entire machine learning toolbox of one-class and binary classifiers, automatically selecting in a data driven way the most promising model that approximately maximizes power. Section 2.4 develops a more sophisticated version of these method based on a novel type of cross-validation, which is more computationally expensive than data splitting but often also more powerful, while remaining provably valid in finite samples.

Sections 3 and 4 study from a more theoretical perspective two interesting aspects of integrative p-values. In Section 3, we consider a multiple testing problem in which many unlabeled data points are available and our goal is to discover which of them are likely outliers [9, 15], controlling the false discovery rate (FDR) [16]. This problem is interesting because integrative conformal p-values for different test points are not independent of one another, and their relatively complicated correlation structure makes it unclear whether powerful FDR control methods such as the prominent Benjamini-Hochberg procedure (BH) [16] remain valid [17]. We show the FDR control results of [9] do not immediately extend to integrative conformal p-values but this challenge can be overcome with the conditional FDR calibration strategy of [18]. The latter method can be hard to implement in general but applies naturally in our context. In Section 4, we compare theoretically the power of integrative conformal p-values under FDR control to that of their standard alternatives, focusing for simplicity on the data splitting implementation based on one-class classifiers. In particular, we prove that integrative p-values can be more powerful if the labeled outliers are sufficiently informative in an appropriate sense. Finally, in Sections 5 and 6, we explore empirically the performance of integrative p-values and compare it to that of standard conformal p-values through extensive numerical experiments with simulated and real data.

1.4 Related work

This paper builds upon prior work on inductive conformal p-values for out-of-distribution testing [9, 10, 19–23], expanding the broader conformal inference literature [7, 8, 24]. Our main innovation consists of allowing the available data to include labeled outliers and leveraging this information in a principled way to improve power by gathering strength from an toolbox of different classification models through an entirely novel calibration method. This solution is inspired by prior work on weighted hypothesis testing [25–35], but it departs from that classical framework as it deals with non-independent side information. Further, this solution also differs from prior approaches based on adaptive sequential tests with side information [36, 37] as it can produce valid inferences for one test point at a time. Two versions of our method are developed: one based on sample splitting [38] and one based on cross-validation+ [39]. The latter is a more sophisticated and parsimonious data hold-out scheme originally developed by [39] for regression and later extended to multi-class classification by [40]. In this paper, we modify their approach to address certain technical challenges arising in our problem, specifically by borrowing previously unrelated ideas.
from transductive conformal inference [41]. Interestingly, we will show that our transductive cross-validation+ can also be useful to guarantee tighter coverage in other types of conformal inference applications, including regression [38, 42–48] and multi-class classification [14, 40, 49–52].

Conformal inference was originally intended to calibrate a pre-trained machine learning model [8], but a few recent works have also proposed algorithms for conformalized model training; e.g., [53, 54]. We similarly move beyond relying on a single pre-trained model, but we study how to perform model selection and hyper-parameter tuning with exact guarantees as opposed to training black-box classifiers. Several other papers have utilized model ensembles to improve the performance of conformal predictors [55–60] or conformal out-of-distribution tests [61], but they took different approaches. Those works focused on aggregating the output of several simpler models and evaluated conformity scores based on out-of-bag predictions, in the fashion of a random forest for example, while we aim to select and tune the best performing model from any given toolbox. Other lines of prior work have developed solutions to strengthen the marginal validity guarantees for conformal inferences, conditioning for example on the hold-out calibration data [9, 62], on the observed features of the test point [63], or on certain protected attributes [64]. Those papers focus on orthogonal issues but they are relevant insofar as their results could in principle be combined with our method to strengthen its theoretical guarantees. We leave it to future research to explore the technical details and performance trade-offs related to that idea.

Finally, there exist other statistical frameworks for obtaining rigorous inferences from the output of complex machine learning models in the context of testing for outliers, including in particular the Neyman-Pearson classification paradigm [65–68]. However, the latter takes a different perspective compared to conformal inference as it focuses on controlling both type-I and type-II errors, and it is typically restricted to specific algorithms [65], assumes large sample sizes [66], or requires other assumptions such as low data dimensions [67] or feature independence [68].

2 Integrative conformal p-values

2.1 Review of standard conformal p-values

Consider a data set containing \( n \) observations, \((X_i, Y_i)\) for \( i \in [n] = \{1, \ldots, n\}\), sampled from an arbitrary and unknown distribution \( P_{X,Y} \). Each \( X_i \in \mathbb{R}^d \) is a vector of \( d \) features for the \( i \)-th individual, whose label is \( Y_i \in \{0,1\}\). In this paper, we refer to individuals with \( Y_i = 0 \) as inliers and to those with \( Y_i = 1 \) as outliers. The problem is to test whether a new observation with features \( X_{n+1} \) is an inlier, in the sense that it was drawn exchangeably from the same distribution \( P_{X|Y=0} \) as \( D_0 = \{i \in [n] : Y_i = 0 \} \). In short, we will refer to this null hypothesis as \( \mathcal{H}_0 : Y_{n+1} = 0 \). Note that the inliers are assumed to be sampled exchangeably with one another (or, for simplicity, one could think of them as i.i.d.), but no assumptions are needed about the exchangeability of the outliers. Yet, it may sometimes be useful to also think of the data with \( Y_i = 1 \) as being approximately exchangeable, including with the test point under the alternative hypothesis \( \mathcal{H}_1 : Y_{n+1} = 1 \), because that explains why leveraging them may help increase power. Formally, our goal is to compute a powerful and marginally valid p-value \( \hat{u}(X_{n+1}) \) that is guaranteed to be super-uniform under \( \mathcal{H}_0 \), i.e., for all \( \alpha \in (0,1) \),

\[
P[\hat{u}(X_{n+1}) \leq \alpha \mid Y_{n+1} = 0] \leq \alpha.
\]
The p-value \( \hat{u}(X_{n+1}) \) is said to be marginally valid because the probability above is taken over \( X_{n+1} \) as well as the labeled inliers indexed by \( D = D_0 \cup D_1 \). Although treating the labeled inliers as random does not lead to the strongest possible guarantees, especially from a multiple testing perspective [9], marginal p-values are undoubtedly useful as a first principled solution for calibrating the output of complex machine learning algorithms. Further, they enable rigorous average control of different type-I errors, including the FDR [9].

Assuming the labeled data contain only inliers, the standard sample-splitting approach randomly partitions \( D_0 \) into two disjoint subsets: \( D_{0}^{\text{train}} \) and \( D_{0}^{\text{cal}} \). The data in \( D_0^{\text{train}} \) are utilized to train a one-class classifier [2, 11], whose purpose is to learn a suitable conformity score function \( \hat{s}_0 : \mathbb{R}^d \to \mathbb{R} \). This function is designed to approximately capture the observed distribution of inliers and thus indirectly highlight possible inliers seen at test time. In particular, a smaller value of \( \hat{s}_0 \) should suggest \( X \) is a likely outlier. Importantly, this model may involve complex machine learning algorithms and does not need to offer any precise guarantees in finite samples. This is where conformal inference comes in: by carefully comparing the score \( \hat{s}_0(X_{n+1}) \) of a new test point to the empirical distribution of \( \hat{s}_0(X_i) \) for the hold-out calibration data indexed by \( i \in D_{0}^{\text{cal}} \), it becomes possible to obtain rigorous statistical inferences about the unknown \( Y_{n+1} \) label. More precisely, a conformal p-value function \( \hat{u}_0 \) is defined such that, for any \( x \in \mathbb{R}^d \),

\[
\hat{u}_0(x) = \frac{|\{i \in \{n + 1\} \cup D_{0}^{\text{cal}} : \hat{s}_0(X_i) \leq \hat{s}_0(x)\}|}{1 + |D_{0}^{\text{cal}}|}.
\]  

(2)

Intuitively, \( \hat{u}_0(X_{n+1}) \) is the normalized rank of \( \hat{s}_0(X_{n+1}) \) among the scores \( \hat{s}_0(X_i) \) for the hold-out data points with indices \( i \in D_{0}^{\text{cal}} \). It follows quite easily from the inlier exchangeability assumption that \( \hat{u}_0(X_{n+1}) \) is a valid conformal p-value for testing \( H_0 : Y_{n+1} = 0 \).

**Proposition 1** (e.g., from [14] or [9]). If the inliers in \( D_{0}^{\text{cal}} \) are exchangeable among themselves and with \( X_{n+1} \), then \( \mathbb{P}\left[\hat{u}_0(X_{n+1}) \leq \alpha \mid Y_{n+1} = 0\right] \leq \alpha \) for all \( \alpha \in (0, 1) \).

As anticipated in the introduction, an important question arises at this point: if some labeled outliers are available, how should they be utilized to increase power? The most intuitive solution is to include them in the training set, which thus becomes \( D_0^{\text{train}} \cup D_1 \), and then fit a binary classification model instead of a one-class classifier. Conformal p-values can then be constructed by applying (2) with conformity scores \( \hat{s}_0(x) \) based on the output of the binary classifier [14]; e.g., the estimated probability of a new sample with features \( X = x \) having label \( Y = 0 \). That approach is technically sound—the output p-value still satisfies (1) under the same inlier exchangeability assumption—and quite appealing in its simplicity, but it does not always work well, as previewed earlier in Figure [1]. This limitation motivates the novel integrative method presented below.

### 2.2 Integrative conformal p-values with data-driven weighting

This section introduces a first version of our integrative method based on a single pair of one-class classifiers separately trained on the labeled inlier and outlier data. This solution will later be extended to automatically take advantage of any number of one-class or binary classifiers. Let us begin by randomly splitting the labeled inliers into \( D_0^{\text{train}} \) and \( D_0^{\text{cal}} \), and the labeled outliers indexed by \( D_1 \) into two disjoint subsets \( D_1^{\text{train}} \) and \( D_1^{\text{cal}} \). The inliers in \( D_0^{\text{train}} \) and \( D_0^{\text{cal}} \) are utilized to compute a preliminary standard conformal p-value \( \hat{u}_0(X_{n+1}) \) for the test point \( X_{n+1} \). In particular, the first one-class classifier is fitted on \( D_0^{\text{train}} \), giving a conformity score function \( \hat{s}_0 \). The function \( \hat{s}_0 \) is
calibrated on \( \{n + 1\} \cup D^\text{cal}_0 \) as usual, yielding \( \hat{u}_0(X_{n+1}) \) via (2). Similarly, the outliers in \( D^\text{train}_1 \) and \( D^\text{cal}_1 \) are utilized to train a score function \( \hat{s}_1 \) and compute a preliminary standard conformal p-value \( \hat{u}_1(X_{n+1}) \) for the opposite null hypothesis that \( Y_{n+1} = 1 \), by applying

\[
\hat{u}_1(x) = \frac{1 + \left| j \in D^\text{cal}_1 : \hat{s}_1(x_j) \leq \hat{s}_1(x) \right|}{1 + |D^\text{cal}_1|}.
\]  

(3)

Note that \( \hat{u}_1(X_{n+1}) \) is not a provably valid conformal p-value for testing whether \( Y_{n+1} = 1 \) unless the outlier data are also exchangeable. However, this additional assumption is not required for any of our formal results. That being said, we will continue to informally call \( \hat{u}_1(X_{n+1}) \) a “conformal p-value” because we find it helpful to think of it as such. In fact, despite being generally dependent on \( \hat{u}_0(X_{n+1}) \) and not exactly valid, \( \hat{u}_1(X_{n+1}) \) should intuitively be useful to strengthen or weaken the evidence against the target null hypothesis. Further, \( \hat{u}_1(X_{n+1}) \) may not be very far from being uniformly distributed in practice if \( Y_{n+1} = 1 \) and the outliers do not experience too much distributional shift [69]. It must then be emphasized that it is reasonable to compare the values of \( \hat{u}_0(X_{n+1}) \) and \( \hat{u}_1(X_{n+1}) \) to one another when weighting the evidence provided by the inlier and outlier data, because both of these statistics are principled measures of statistical confidence. In particular, they are (at least approximately valid) conformal p-values, which can only take values between 0 and 1 and are known to follow (approximately) a uniform distribution under their respective null hypotheses. By contrast, it is not clear at all how one could otherwise directly compare the raw conformity scores \( \hat{s}_0(X_{n+1}) \) and \( \hat{s}_1(X_{n+1}) \) output by different black-box machine learning models trained on different data sets.

Having distilled separate sources of information into \( \hat{u}_0(X_{n+1}) \) and \( \hat{u}_1(X_{n+1}) \), we will integrate the evidence contained in these conformal p-values through a combination function \( \hat{r} \) that returns a scalar statistic. This function could take any form in principle, but for we will focus on the intuitive

\[
\hat{r}(x) = \frac{\hat{u}_0(x)}{\hat{u}_1(x)}.
\]  

(4)

This choice is inspired by the classical strategies for p-value weighting [25, 26], but \( \hat{r}(X_{n+1}) \) cannot be directly treated as a legitimate weighted p-value [30] because \( \hat{u}_0(X_{n+1}) \) is not independent of the data-driven weight \( 1/\hat{u}_1(X_{n+1}) \). Therefore, we need to develop an innovative weighting approach designed to deal with the specific type of dependence arising in our conformal framework. In a nutshell, we will use \( r(x) \) as a score function to re-calibrate a new conformal p-value, in such a way that exchangeability arguments can be applied to prove the validity of the final output. Fortunately, this solution will not introduce any more significant computational burdens.

More precisely, let us go back to the computation of the standard conformal p-value \( \hat{u}_0(X_{n+1}) \) based on the pre-trained score function \( \hat{s}_0 \) and let us also calculate analogous p-values \( \hat{u}_0(X_i) \) by applying (2) after swapping \( X_{n+1} \) with \( X_i \), for all \( i \in D^\text{cal}_0 \). Similarly, we also go back to the computation of the standard conformal p-value \( \hat{u}_1(X_{n+1}) \) based on the pre-trained score function \( \hat{s}_1 \) and calculate analogous p-values \( \hat{u}_1(X_i) \) by applying (3) after swapping \( X_{n+1} \) with \( X_i \), for all \( i \in D^\text{cal}_0 \). Next, we can apply (4) to define \( \hat{r}(X_i) \) for all \( i \in D^\text{cal}_0 \). Finally, the same conformalization strategy as in (2) is deployed to re-calibrate an integrative conformal p-value \( \hat{u}(X_{n+1}) \):

\[
\hat{u}(X_{n+1}) = \frac{1 + |i \in D^\text{cal}_0 : \hat{r}(X_i) \leq \hat{r}(X_{n+1})|}{1 + |D^\text{cal}_0|}.
\]  

(5)
This procedure, summarized in Algorithm 1, provably yields a valid conformal p-value.

**Theorem 1.** If \( X_{n+1} \) is an inlier and is exchangeable with the inliers in \( D_0^{\text{cal}} \) and \( \hat{u}(X_{n+1}) \) is computed by Algorithm 1 then \( P[\hat{u}(X_{n+1}) \leq \alpha \mid Y_{n+1} = 0] \leq \alpha \) for all \( \alpha \in (0, 1) \).

Theorem 1 is a novel result and it does not follow from Proposition 1, although its proof (in Appendix A2 with all other proofs) involves similar exchangeability arguments. The main novelty is that the statistics \( \hat{r}(X_i) \) in (3) do not fit the typical definition of conformity scores because they make use of a combination function \( \hat{r} \) that depends not only on the training data but also on \( D_0^{\text{cal}} \) and \( X_{n+1} \). This solution shares some similarity with transductive conformal inference [41], which can also be utilized to obtain conformal p-values. However, the two approaches are different because we do not look at \( X_{n+1} \) while training the machine-learning models \( \hat{s}_0 \) and \( \hat{s}_1 \), and this makes our method computationally efficient even if the number of test points is very large.

**Algorithm 1 Integrative conformal p-values**

1: **Input:** inlier data \( D_0 \), outlier data \( D_1 \), one-class classifiers \( A_0, A_1 \) and test point \( X_{n+1} \).
2: Randomly split \( D_0 \) into two disjoint subsets, \( D_0^{\text{train}}, D_0^{\text{cal}} \).
3: Randomly split \( D_1 \) into two disjoint subsets, \( D_1^{\text{train}}, D_1^{\text{cal}} \).
4: Train \( A_0 \) on \( D_0^{\text{train}} \) and \( A_1 \) on \( D_1^{\text{train}} \).
5: Calculate conformity scores \( \hat{s}_0(X_i) \) based on \( A_0 \), for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \).
6: Compute standard conformal p-values \( \hat{u}_0(X_i) \) with (2), for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \).
7: Calculate conformity scores \( \hat{s}_1(X_i) \) based on \( A_1 \), for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \cup D_1^{\text{cal}} \).
8: Compute standard conformal p-values \( \hat{u}_1(X_i) \) with (3), for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \).  
9: Combine \( \hat{u}_0(X_i) \) and \( \hat{u}_1(X_i) \) into \( \hat{r}(X_i) \) with (4), for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \).  
10: **Output:** conformal p-value \( \hat{u}(X_{n+1}) \) computed with (5).

### 2.3 Integrative conformal p-values with automatic model selection

This section further develops the above method for computing integrative conformal p-values in order to endow it with automatic model selection and tuning capabilities. This is a useful extension which can significantly boost power without invalidating the theoretical guarantee of Theorem 1. The idea is to train an *toolbox* of different classifiers on \( D_0^{\text{train}} \) and \( D_1^{\text{train}} \), and then to evaluate integrative conformal p-values through (4) and (5) based on the most promising model based on its out-of-sample performance on \( D_1^{\text{cal}} \) or \( D_0^{\text{cal}} \), respectively. For example, one may intuitively want to select the pair of models leading to the smallest (e.g., median) values of the calibration scores \( \hat{s}_0(X_i) \) for \( i \in D_1^{\text{cal}} \) and \( \hat{s}_1(X_i) \) for \( i \in D_0^{\text{cal}} \), although this is of course not the only possible criterion one could follow. Our method can deal with arbitrarily diverse toolbox of models, which may include various families of classifiers (e.g., random forests, neural networks, Bayesian models, etc.) as well as multiple instances of the same model trained with different hyper-parameters. The key to rigorously retain the marginal validity of the output p-values is simply to utilize a model selection criterion that is invariant to the order of the observations in \( \{n+1\} \cup D_0^{\text{cal}} \).

Concretely, for each model trained on \( D_0^{\text{train}} \), we evaluate \( \hat{s}_0(X_i) \) for all \( i \in D_1^{\text{cal}} \) as well as for all \( i \in \{n+1\} \cup D_0^{\text{cal}} \); then, we pick the model that maximizes the median difference in \( \hat{s}_0(X_i) \) across the two aforementioned groups of data points. The intuition is that a powerful \( \hat{s}_0 \) must be able to separate well inliers from outliers, and \( D_1^{\text{cal}} \) contains only outliers while all but possibly one element of \( \{n+1\} \cup D_0^{\text{cal}} \) are inliers. The model trained on \( D_1^{\text{train}} \) is selected similarly, by maximizing the
median difference in \( \hat{s}_1(X_i) \) across the same two groups of observations: \( \mathcal{D}_0^{\text{cal}} \) and \( \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \). Note that this method does not need to be implemented by maximizing the median difference in conformity scores; any alternative criteria may be utilized to identify the most promising model, as long its decision is invariant to permutations of \( \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \). The approach described above was adopted in this paper simply because it is easy to explain and works quite well in practice, but it is unlikely to be optimal. Further, note that that our method is not limited to one-class classifiers. To the contrary, any available labeled outliers can be easily incorporated into the computation of integrative conformal p-values conformity scores \( \hat{s}_0 \) and \( \hat{s}_1 \) based on a binary classifier trained on the combined data set \( \mathcal{D}_0^{\text{train}} \cup \mathcal{D}_1^{\text{train}} \). This flexibility eliminates the dilemma of whether one should rely on one-class or binary classification algorithms in order to obtain the most powerful conformal p-values for a particular data set. The complete methodology described here is outlined in Algorithm 2 and a schematic representation of it is provided in Figure 2. The validity of this approach is formally established in Theorem 2.

**Theorem 2.** If \( X_{n+1} \) is an inlier and is exchangeable with the inliers in \( \mathcal{D}_0^{\text{cal}} \), and \( \hat{u}(X_{n+1}) \) is computed as outlined in Algorithm 2, then \( \mathbb{P}[\hat{u}(X_{n+1}) \leq \alpha | Y_{n+1} = 0] \leq \alpha \) for all \( \alpha \in (0, 1) \).

**Algorithm 2** Integrative conformal p-values with automatic model selection

1: **Input:** inlier data \( \mathcal{D}_0 \), outlier data \( \mathcal{D}_1 \), one-class and binary classifiers \( \{\mathcal{A}_0^m\}_{m \in [M_0]} \), one-class classifiers \( \{\mathcal{A}_1^m\}_{m \in [M_1]} \), and test point \( X_{n+1} \).
2: Randomly split \( \mathcal{D}_0 \) into two subsets, \( \mathcal{D}_0^{\text{train}} \), \( \mathcal{D}_0^{\text{cal}} \).
3: Randomly split \( \mathcal{D}_1 \) into two subsets, \( \mathcal{D}_1^{\text{train}} \), \( \mathcal{D}_1^{\text{cal}} \).
4: For each \( m \in M_0 \), train \( \mathcal{A}_0^m \) on \( \mathcal{D}_0^{\text{train}} \) and, if the model is binary, also on \( \mathcal{D}_0^{\text{train}} \).
5: Calculate scores \( \hat{s}_0^m(X_i) \) based on \( \mathcal{A}_0^m \) for all \( i \in \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \) and for all \( m \in M_0 \).
6: Select the model \( m_0^* \) that maximizes the median difference between the conformity scores \( \hat{s}_0^m(X_i) \) evaluated on \( \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \) and those evaluated on \( \mathcal{D}_1^{\text{cal}} \).
7: For each \( m \in M_1 \), train \( \mathcal{A}_1^m \) on \( \mathcal{D}_1^{\text{train}} \).
8: Calculate scores \( \hat{s}_1^m(X_i) \) based on \( \mathcal{A}_1^m \) for all \( i \in \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \) and \( \mathcal{D}_1^{\text{cal}} \).
9: Select the model \( m_1^* \) that maximizes the median difference between the conformity scores \( \hat{s}_1^m(X_i) \) evaluated on \( \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \) and those evaluated on \( \mathcal{D}_1^{\text{cal}} \).
10: Compute conformal p-values \( \hat{u}_0(X_i) \) with (3) for all \( i \in \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \), using model \( m_0^* \).
11: Compute conformal p-values \( \hat{u}_1(X_i) \) with (3) for all \( i \in \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \), using model \( m_1^* \).
12: Combine \( \hat{u}_0(X_i) \) and \( \hat{u}_1(X_i) \) into \( \hat{u}(X_i) \) with (4) for all \( i \in \{n + 1\} \cup \mathcal{D}_0^{\text{cal}} \).
13: **Output** conformal p-value \( \hat{u}(X_{n+1}) \) computed with (5).

A compelling demonstration of the advantages of integrative conformal p-values arises from a sometimes strange behaviour of one-class classifiers which we highlight here. Recall from Section 2.1 that it is typically assumed a one-class classifier trained on inlier data should produce smaller scores \( \hat{s}_0(X) \) if \( X \) is an outlier. However, this is not always the case; for instance, Figure A3 shows the results of simulations in which a one-class classifier effectively separates outliers from inliers but assigns smaller conformity scores to the latter, resulting in powerless standard conformal p-values. Intuitively, this “inversion” of the conformity scores occurs if the model happens to learn a low-dimensional representation of the data that captures well the distribution of inliers, but results in unusually concentrated (i.e., less extreme) scores for the outliers. Algorithm 2 completely solves this problem because it can automatically decide for the data at hand whether \( \hat{s}_0 \) or \( \hat{s}_1 \) should be transformed into \( -\hat{s}_0 \) or \( -\hat{s}_1 \) prior to computing \( \hat{u}_0 \) and \( \hat{u}_1 \), respectively. This particular type
of tuning will be applied throughout this paper for all integrative conformal p-values based on one-class classifiers.

2.4 Integrative p-values with transductive cross-validation+

Data splitting requires training the machine-learning models only once, which is computationally efficient even if the number of test points is large. However, this approach is not always optimal because it reduces the effective sample size, and it introduces more randomness into the calibration procedure. Intuitively, these issues tend to be more accentuated in applications with fewer labeled data. To overcome the above limitation, we develop here an alternative method for computing integrative conformal p-values that is more computationally expensive but makes a more efficient use of the available data. This solution is inspired by the existing techniques of cross-validation+ [39] and transductive conformal inference [41]. To facilitate the exposition, we begin by focusing on a single pair of one-class classifiers, thus postponing the discussion of automatic model selection.

Given a desired number of folds $K_1 \in [|D_1|]$, we randomly split the labeled outliers in $D_1$ into $K_1$ disjoint subsets: $D_1^1, \ldots, D_1^{K_1}$. For any $j \in D_1$, we define $k_1(j)$ as the fold to which $X_j$ is assigned, and for any $k \in [K_1]$, we let $\hat{s}_k$ denote the conformity score function computed by the one-class classifier trained on the data in $D_1 \setminus D_1^k$. Then, for any possible feature vector $x$, we define the preliminary p-value function $\hat{u}_1(x)$ as follows:

$$\hat{u}_1(x) = \frac{1 + \left| \{j \in D_1 : \hat{s}_1^{k_1(j)}(X_j) \leq \hat{s}_1^{k_1(j)}(x)\} \right|}{1 + |D_1|}.$$  

Note that $\hat{u}_1(X)$ may be seen as an intuitive cross-validation+ [39] version of a standard conformal
p-value \([9]\) for testing whether \(X\) is exchangeable with the outliers in \(D_1\). However, as in Section 2, we do not claim \(\hat{u}_1(X)\) is super-uniform under any hypothesis because we make no explicit assumptions about the exchangeability of the outliers. Instead, we will simply utilize \(\hat{u}_1\) to distill potentially useful side information to reweigh the conformal p-values calibrated with inlier data.

Given a number of folds \(K_0 \in [|D_0|+1]\), which may differ from \(K_1\), we randomly split \(D_0\cup\{n+1\}\) into \(K_0\) disjoint subsets: \(D_0^1, \ldots, D_0^{K_0}\). For any \(j \in D_0 \cup \{n+1\}\), we define \(k_0(j)\) as the fold to which \(X_j\) is assigned, and for any \(k \in [K_0]\), we let \(\hat{s}_0^k\) denote the score function computed by the one-class classifier trained on \(D_0 \setminus D_0^k\). Then, for any feature vector \(x\) and any \(l \in [K_0]\), we define the preliminary p-value function \(\hat{u}_0(x, k)\) as follows:

\[
\hat{u}_0(x; l) = \frac{|j \in \{n+1\} \cup D_0^{cal} : \hat{s}_0^{k_0(j)}(X_j) \leq \hat{s}_0^l(x)|}{1 + |D_0^{cal}|}.
\]

Note that \(\hat{u}_0(X_{n+1}; k_0(n+1))\) may be intuitively seen as a cross-validation+ [39] conformal p-value for testing whether \(X_{n+1}\) is exchangeable with the inliers in \(D_0\). Yet, there is an important difference between our approach, which we call transductive cross-validation+ (TCV+), and the method of [39]: we treat \(X_{n+1}\) as a training data point for \(K_0 - 1\) out of \(K_0\) models, while the original cross-validation+ procedure does not look at the test point at all during training. As it will become clear in the proof of the next theorem, our transductive approach has nice theoretical advantages because it is completely symmetric with respect to the test point and the labeled inliers, although at the cost of being more computationally expensive when many different test points are involved [41].

The information contained in \(\hat{u}_0(X_{n+1}; k_0(n+1))\) and \(\hat{u}_1(X_{n+1})\) must now be combined as to obtain a valid integrative conformal p-value satisfying \([1]\). Our approach is similar to that of Section 2.2. First, we compute the preliminary p-values \(\hat{u}_1(X_i)\) and \(\hat{u}_0(X_i; k_0(i))\) via \([6]\) and \([7]\), respectively, for all \(i \in D_0 \cup \{n+1\}\). Then, for each \(i \in D_0 \cup \{n+1\}\), we combine \(\hat{u}_1(X_i)\) and \(\hat{u}_0(X_i; k_0(i))\) with a function \(\hat{r}\) such as the one defined earlier in \([1]\): \(\hat{r}(X_i) = \hat{u}_0(X_i)/\hat{u}_1(X_i)\). Finally, we output an integrative conformal p-value \(\hat{u}(X_{n+1})\) based on \([1]\). This procedure is outlined in Algorithm 3 and sketched graphically in Figure 3. As long as the machine-learning algorithms utilized to compute the conformity score functions \(s_0\) and \(s_1\) are invariant to permutations of their input data points, \(\hat{u}(X_{n+1})\) is guaranteed to be a valid conformal p-value.

**Theorem 3.** Assume \(X_{n+1}\) is an inlier and is exchangeable with the inliers in \(D_0\), and \(\hat{u}(X_{n+1})\) is computed by Algorithm 3 using machine-learning training algorithms that are invariant to the order of the input data points. Then, \(\mathbb{P} [\hat{u}(X_{n+1}) \leq \alpha \mid Y_{n+1} = 0] \leq \alpha\) for all \(\alpha \in (0, 1)\).
Algorithm 3 Integrative conformal p-values via transductive cross-validation+

1: **Input**: inlier data \( D_0 \), outlier data \( D_1 \), permutation-invariant one-class classifiers \( A_0, A_1 \), test point \( X_{n+1} \), numbers of folds \( K_0 \) and \( K_1 \).
2: Split \( D_1 \) into \( K_1 \) folds, \( D_1^1, \ldots, D_1^{K_1} \).
3: **for** \( k = 1, \ldots, K_1 \) **do**
4: Fit a model \( A_1^k \) by training \( A_1 \) on \( D_1 \setminus D_1^k \); this yields a score function \( \hat{s}_1^k \).
5: **end for**
6: Split \( D_0 \cup \{n+1\} \) into \( K_0 \) folds, \( D_0^1, \ldots, D_0^{K_0} \); let \( k_0(i) \) denote the fold for \( i \).
7: **for** \( k = 1, \ldots, K_0 \) **do**
8: Fit a model \( A_0^k \) by training \( A_0 \) on \( D_0 \setminus D_0^k \); this yields a score function \( \hat{s}_0^k \).
9: **end for**
10: For all \( i \in D_0 \cup \{n+1\} \), compute \( \hat{u}_1(X_i) \) with (6).
11: For all \( i \in D_0 \cup \{n+1\} \), compute \( \hat{u}_0(X_i; k_0(i)) \) with (7).
12: For all \( i \in D_0 \cup \{n+1\} \), compute \( \hat{r}(X_i) = \hat{u}_0(X_i; k_0(i))/\hat{u}_1(X_i) \).
13: **Output**: conformal p-value \( \hat{u}(X_{n+1}) \) computed with (5).

Although Algorithm 3 was introduced assuming the availability of a single pair of one-class classifiers for ease of exposition, TCV+ can accommodate automatic model selection to compute integrative conformal p-values based on a toolbox of different machine-learning algorithms. The key idea is the same as that in Section 2.3: data-driven model selection does not invalidate our integrative conformal p-values as long as the selection criterion is invariant to permutations of the data points indexed by \( D_0 \cup \{n+1\} \). In particular, one can implement Algorithm 3 by training with cross-validation a toolbox of classifiers, as in Algorithm 2, and then compute the integrative p-value based on the most promising pair of machine-learning algorithms. Concretely, the software package accompanying this paper selects the algorithm \( A_0 \) maximizing the median difference in \( \hat{u}_0(X_i) \) across the two groups \( D_1 \) and \( D_0^{cal} \cup \{n+1\} \), and the algorithm \( A_1 \) minimizing the corresponding group median difference in \( \hat{u}_1(X_i) \).

Finally, TCV+ can also be applied to compute conformal p-values if no labeled outliers are available, although without automatic model selection. In that context, a benefit of this approach is that it leads to p-values satisfying the desired super-uniformity property \( [1] \) exactly, while standard cross-validation+ in theory requires an additional conservative correction \( [39] \) which tends to decrease power; see Appendix [A1.1] for details. Further, TCV+ p-values can also be useful beyond the scope of testing for outliers. For example, the same technique can be applied to construct conformal prediction sets for multi-class classification, as explained in Appendix [A1.1].

### 3 FDR control via conditional calibration

#### 3.1 Dependence structure of integrative conformal p-values

Consider now a multiple testing version of our problem with several unlabeled data points, namely \( X_{n+1}, X_{n+2}, \ldots, X_{n+m} \), and suppose the goal is to discover which of them are likely outliers. In this context, a meaningful notion of type-I errors is the FDR \( [16] \), which is especially reasonable if the expected number of outliers in the test set is large. Recall that typical methods for FDR control, including BH, assume the p-values to be independent or positively dependent according to a specific PRDS property \( [17] \). However, the integrative p-values output by Algorithm 1 or Algorithm 2 for
different test points cannot be independent of one another if they share the same calibration data. Standard conformal p-values have been proved to satisfy the PRDS property [9], but the same does not necessarily extend to integrative p-values. The issue is that the combination function \( \hat{r} \) in (5) depends not only on the training data but also on the observations in \( D_0^{\text{cal}} \) and on \( X_{n+1} \). Integrative p-values for different test points are thus based on random conformity score functions that may differ from one another, and this makes their dependence structure more complicated compared to that studied by [9]. Indeed, our simulations will show that pairwise correlations between integrative conformal p-values may be affected by the data distribution, although they similarly tend to decrease as the number of calibration data points increases. Consequently, it remains unclear whether the p-values output by Algorithm 1 can be safely utilized with BH. Similar concerns also apply to the TCV+ p-values output by Algorithm 3.

The numerical experiments presented later in Sections 5 and 6 suggest that BH is quite robust to the dependencies of integrative conformal p-values. While this is reassuring, it may still be useful to present a different approach that can theoretically guarantee FDR control with integrative conformal p-values, without excessive loss of power. The following solution is enabled by [70], which recently proposed a powerful and flexible conditional calibration framework for FDR control under any p-value dependence structure. Conditional FDR calibration can be much more powerful than more drastic approaches, such as the Benjamini-Yekutieli procedure for FDR control under arbitrary dependence [17], but this advantage comes at a cost in practicality. In fact, conditional FDR calibration is more of a versatile theoretical blueprint than a practical algorithm. It can be implemented successfully in specific cases [70], but it is computationally unfeasible in general. Interestingly, however, conditional FDR calibration turns out to be practical and intuitive to implement.
in the case of integrative conformal p-values, especially if the latter are obtained via Algorithm 1.

### 3.2 FDR control with integrative conformal p-values

The general conditional FDR calibration strategy of [70] involves three main steps, which can be recalled intuitively as follows. In the first step, one computes a data-adaptive rejection threshold \( \tau_i \) (as a function of the desired FDR level \( \alpha \)) separately for each test point \( i \in D^{\text{test}} = \{n + 1, \ldots, n + m\} \), in such a way as to ensure \( \tau_i \) only depends on the data through a suitable sufficient statistic \( \Phi_i \). The choice of \( \Phi_i \) is delicate and has to follow two key principles: (1) the p-value for the \( i \)-th test point must be super-uniform conditional on \( \Phi_i \); (2) the total number of rejections obtained by thresholding each p-value \( u(X_i) \) at level \( \tau_i \) should be bound from below by a known function of \( \Phi_i \). Further, to achieve high power, the bound should hold if \( u(X_i) \leq \tau_i \) and be as tight as possible. In the second step, one applies the individual rejection thresholds \( \tau_i \) separately to each p-value \( u(X_i) \) and verifies whether the aforementioned lower-bound constraints on the total number of rejections are satisfied. If all constraints are satisfied, that set of rejections is guaranteed to control the FDR below \( \alpha \). Otherwise, if some constraints are violated, the rejection set must be randomly thinned (or pruned) through a final third step, and this will tend to decrease power.

It must be emphasized that there may be infinitely many different ways of computing the individual thresholds \( \tau_i \) in the first step of the generic FDR calibration recipe described above. In fact, it is generally unclear how to translate this sequence of high-level ideas into a practical algorithm than can be both powerful and computationally feasible for the specific problem at hand. This difficulty makes the specialized conditional FDR calibration method for integrative conformal p-values developed here technically non-trivial. For simplicity, we will focus on controlling the FDR with the p-values output by Algorithm 1 but the same idea is in principle also applicable to Algorithm 2 although at higher computational cost. The three steps of our solution are outlined below and summarized graphically in Figure A1.

**Step 1: Calibration.** For each of the \( m \) test points, \( i \in D^{\text{test}} = \{n + 1, \ldots, n + m\} \), let \( \Phi_i \) be the following collection of random variables: \( \hat{s}_0(X_j) \) and \( \hat{s}_0(X_j) \) for all \( j \in D^{\text{test}} \setminus \{i\} \); \( \hat{s}_1(X_j) \) and \( \hat{s}_1(X_j) \) for all \( j \in D^{\text{cal}}_1 \); and the unordered set of \( \{(\hat{s}_0(X_j), \hat{s}_1(X_j))\} \) for all \( j \in D^{\text{cal}}_0 \cup \{i\} \). In other words, \( \Phi_i \) contains information on all conformity scores calculated by Algorithm 1 up to a random permutation of those involving the test point \( i \) and the labeled calibration inliers in \( D^{\text{cal}}_0 \). In short, one may write \( \Phi_i \) as:

\[
\Phi_i = \left\{ \begin{array}{ll}
\hat{s}_0(X_j), \hat{s}_1(X_j), & \forall j \in D^{\text{test}} \setminus \{i\}, \\
\hat{s}_1(X_j), & \forall j \in D^{\text{cal}}_1, \\
\text{unordered set \{\{(\hat{s}_0(X_j), \hat{s}_1(X_j))\}\} for } j \in D^{\text{cal}}_0 \cup \{i\}.
\end{array} \right\}
\]  

(8)

For each test point \( i \in D^{\text{test}} \), compute a vector of \( m \) random variables \( \tilde{u}_i(X_j) \), for all \( j \in D^{\text{test}} \setminus \{i\} \), by applying Algorithm 1 with \( D^{\text{cal}}_0 \) replaced by \( D^{\text{cal}}_0 \cup \{i\} \). Note that \( \tilde{u}_i(X_j) \) may not be a valid conformal p-value because it is based on a perturbed inlier calibration set, \( D^{\text{cal}}_0 \cup \{i\} \), which may contain an outlier, but it is a reasonable approximation of the valid p-value \( \bar{u}_i(X_j) \) if \( D^{\text{cal}}_0 \) is large. Next, let \( \bar{R}_i \) indicate the number of rejections obtained by applying BH at level \( \alpha \), for some fixed \( \alpha \in (0, 1) \), to the approximate p-values \( \tilde{u}_i(X_{n+1}), \ldots, \tilde{u}_i(X_{i-1}), 0, \tilde{u}_i(X_{i+1}), \tilde{u}_i, \ldots, \tilde{u}_i(X_{n+m}) \).
**Step 2: Preliminary rejection.** Define the preliminary rejection set $\mathcal{R}_+$ as:

$$
\mathcal{R}_+ = \left\{ i \in D_{\text{test}} : \hat{u}(X_i) \leq \frac{\alpha \tilde{R}_i}{m} \right\},
$$

$\tilde{R}_+ = |\mathcal{R}_+|$. This implicitly means the individual rejection thresholds $\tau_i$ are defined as $\tau_i = \alpha \tilde{R}_i / m$. If $\tilde{R}_+ \geq \tilde{R}_i$ for all $i \in \mathcal{R}_+$, then return the final rejection set $\mathcal{R} = \mathcal{R}_+$. Otherwise, proceed to the next step.

**Step 3: Pruning.** Generate independent standard uniform random variables $\epsilon_i$ for each $i \in \mathcal{R}_+$, and define $\mathcal{R}$ as:

$$
\mathcal{R} = \max \{ r : |\mathcal{R}_+ : \epsilon_i \leq r/\tilde{R}_i | \geq r \}.
$$

The pruned rejection set $\mathcal{R}$ is that containing the $\mathcal{R}$ indices $i \in \mathcal{R}_+$ such that $\epsilon_i < R/\tilde{R}_i$.

It is important to emphasize that this conditional FDR calibration algorithm is not computationally expensive. In fact, as it only operates with pre-computed conformity scores, its cost will typically be negligible compared to that of training the underlying machine learning classifiers. Thus, the only meaningful disadvantage of this approach compared to BH is that it may sometimes be less powerful, as our numerical experiments will show. However, it enjoys the benefit of guaranteeing rigorous FDR control without being as conservative as the Benjamini-Yekutieli procedure [17].

**Theorem 4.** Assume $X_i$ is an inlier and is exchangeable with the inliers in $D_{\text{cal}}^0$ for all $i \in D_{\text{test}}$ with $Y_i = 0$. Then, the expected proportion of inliers in the set $\mathcal{R}$ output by the above three-step procedure is smaller than $\alpha m_0 / m$, where $m = |D_{\text{test}}|$ and $m_0$ is the number of inliers in $D_{\text{test}}$.

### 3.3 FDR control with TCV+ integrative conformal p-values

The conditional FDR calibration method described above can also be adapted to deal with the TCV+ integrative p-values computed by Algorithm 3, although at higher computational cost. Our three-step solution is outlined below and summarized graphically in Figure A2.

**Step 1: Calibration.** For each of the $m$ test points, $i \in D_{\text{test}} = \{ n+1, \ldots, n+m \}$, let $\Phi_i$ be the following collection of variables:

$$
\Phi_i = \begin{cases} 
\hat{s}^{(j)}(X_j), & \forall j \in D_1, \\
\text{unordered set } \{ \hat{s}^{(j)}(X_j) \} \text{, for } j \in D^0 \cup \{ i \}, \text{ and for all } j \in [K] \\
\text{unordered set } \{ X_j \} \text{, for } j \in D^0 \cup \{ i \}.
\end{cases}
$$

(9)

For each test point $i \in D_{\text{test}}$, compute a vector of $m$ random variables $\tilde{u}_i(X_j)$, for all $j \in D_{\text{test}} \setminus \{ i \}$, by applying Algorithm 3 with $D_0$ replaced by $D_0 \cup \{ i \}$. It must be highlighted that, in contrast with Section 3.2, now evaluating each $\tilde{u}_i(X_j)$ involves re-fitting $K$ machine-learning models, and is therefore quite expensive. Then, as in Section 3.2, let $R_i$ indicate the number of rejections obtained by applying BH at level $\alpha$, for some fixed $\alpha \in (0, 1)$, to the approximate conformal p-values ($\tilde{u}_i(X_{n+1}), \ldots, \tilde{u}_i(X_{i-1}), 0, \tilde{u}_i(X_{i+1}), \tilde{u}_i, \ldots, \tilde{u}_i(X_{n+m})$).

**Steps 2–3.** Same as the corresponding steps 2–3 in Section 3.2.
Theorem 5 below establishes that this solution rigorously controls the FDR. Note however that the computational cost of this guarantee is now much higher than it was in Section 3.2 for the integrative conformal p-values output by Algorithm 1. In fact, the conditional calibration algorithm needs to re-train a potentially large number of machine learning classifiers in the case of the TCV+ p-values, and therefore this approach may not be very practical when working with large data sets. Fortunately, pairwise correlations between integrative conformal p-values naturally tend to decrease as the number of labeled data points increases, and therefore it is reasonable to expect that BH can be safely relied upon in the limit of large sample sizes.

**Theorem 5.** Assume $X_i$ is exchangeable with the inliers in $D_0$ for all $i \in D_{\text{test}}$ with $Y_i = 0$. Then, the expected proportion of inliers in the set $R$ output by the above three-step procedure is smaller than $\alpha m_0/m$, where $m = |D_{\text{test}}|$ and $m_0$ is the number of inliers in $D_{\text{test}}$.

### 4 Asymptotic power analysis

This section presents an asymptotic power analysis which makes rigorous the intuitive idea that integrative p-values output by Algorithm 1 can be more powerful than standard conformal p-values, as long as the data-driven weights are sufficiently informative. This analysis is inspired by the rich literature on multiple testing with side information [37] and weighted p-values [25–31, 33–35], in which several works have theoretically studied power under FDR with BH. For instance, [25] performs a power analysis for generic p-value weights, and [31, 32] show specific choices of weights can in some cases outperform unweighted procedures. In particular, we focus on an approach similar to that of [31, 32]. As detailed below, our analysis requires a few additional technical assumptions, and it begins from a convenient simplification which allows our conformal inference problem to be directly connected to the classical covariate-assisted multiple testing framework considered by [31, 32]. In particular, we imagine that the ranking of the integrative p-values $\hat{u}(X_i)$ output by Algorithm 1 is the same as that of the statistics $\hat{r}(X_i) = \hat{u}_0(X_i)/\hat{u}_1(X_i)$. This may not always be exactly true, because the definition of the function $\hat{u}_0$ in (2) is such that the values of $\hat{u}_0(X_j)$ for all $j \in D_{0}^{\text{cal}}$ are dependent on the current test point, but it is not unreasonable if both $D_{0}^{\text{cal}}$ and $D_{1}^{\text{cal}}$ are large. The reason why this simplification is convenient is that it allows us to see $\hat{r}(X_i)$ as standard conformal p-value weighted by $1/\hat{u}_1(X_i)$.

Without loss of generality, let us think of the one-class classifier $A_1$ utilized to compute the conformity scores $\hat{s}_1(X_i)$ in Algorithm 1 as learning from the data in $D_{1}^{\text{train}}$ a function that maps $X_i$ to a low-dimensional representation $Z_{1,i}$, for each $i \in D_{\text{test}}$. In the following, we will treat as fixed the training data in $D_{0}^{\text{train}}$ and $D_{1}^{\text{train}}$, as well as the fitted functions $\hat{s}_0$ and $\hat{s}_1$. With this premise, one may then say in the language of weighted multiple testing [31, 32] that $Z_{1,i}$ represents the “side information” associated with the p-value $\hat{u}_0(X_i)$, and $1/\hat{u}_1(X_i)$ is the associated weight computed from $Z_{1,i}$. Despite the analogies in this setup, an important difference remains between our problem and the typical framework of weighted hypothesis testing: in our case the side information in $Z_{1,i}$ is not independent of $\hat{u}_0(X_i)$. Fortunately, the same analysis strategy of [31, 32] can be repurposed to overcome this challenge.

Define $\mathcal{F}$ as the collection of random variables $\{Z_{1,i}\}_{i \in D_{\text{test}}}$, $D_0$, and $D_1$, and let $F_{1,i}(t)$ be the cumulative distribution function of $\hat{u}_0(X_i)$ conditional on $Y_i = 1$ as well as on $\mathcal{F}$. Let also $\delta(t; v) = \{\delta_i(t; v_i) : 1 \leq i \leq m\}$ be a family of rejection rules for $m$ hypotheses with p-values $\hat{u}_0(X_1), \ldots, \hat{u}_0(X_m)$ and generic inverse weights $v = (v_1, \ldots, v_m)$. By definition, these rules are such that the $i$-th null hypotheses is rejected if and only if $p_i/v_i \leq t$, in which case $\delta_i(t; v_i) = 1$. By
applying Theorem 2 from [31], one can show under relatively mild weak dependence conditions \[71\]
that the FDR of \(\delta(t; v)\) can be written in the large-\(m\) limit as

\[
\text{FDR}(\delta(t; v)) = Q(t; v) + o(1),
\]

where

\[
Q(t; v) = \frac{\sum_{i \in D^{\text{test}}} v_i t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}]}{\sum_{i \in D^{\text{test}}} v_i t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}] + \sum_{i \in D^{\text{test}}} F_{1,i}(v_i t | Z_{1,i}) \cdot \mathbb{P}[Y_i = 1 | Z_{1,i}]}. 
\]

Next, define \(\Psi(t; v)\) as the expected number of true discoveries produced by \(\delta(t; v)\):

\[
\Psi(t; v) = \mathbb{E} \left[ \sum_{i \in D^{\text{test}}} Y_i \cdot \delta_i(t; v_i) \right]. \tag{10}
\]

Further, for any \(v = (v_1, \ldots, v_m)\), define the oracle significance threshold \(t_{\text{oracle}}^\alpha(v)\) as the largest possible threshold \(t\) controlling the approximate large-\(m\) FDR \(Q(t; v)\) below a fixed level \(\alpha\):

\[
t_{\text{oracle}}^\alpha(v) = \sup \{ t : Q(t; v) \leq \alpha \}.
\]

Below, the FDR and the power of the oracle rule \(\delta(t_{\text{oracle}}^\alpha(v); v)\) will be compared under two alternative choices of weights: \(v = 1/\hat{u}_1(X_i)\), which corresponds to the integrative method proposed in this paper, and \(v = (1, \ldots, 1)\), which corresponds to standard conformal p-values. For convenience, we sometimes write \(v = 1\) instead of \(v = (1, \ldots, 1)\).

**Theorem 6** (Adapted from [32]). Under Assumptions \[2\] stated below, for any \(\alpha \in (0, 1)\),

\[
\Psi(t_{\text{oracle}}^\alpha(\hat{u}_1); \hat{u}_1) \geq \Psi(t_{\text{oracle}}^\alpha(1); 1). \tag{11}
\]

**Assumption 1.** The inverse weights \(\hat{u}_1(X_i)\), for \(i \in D^{\text{test}}\), satisfy:

\[
\frac{\sum_{i \in D^{\text{test}}} \mathbb{P}[Y_i = 0 | Z_{1,i}]}{\sum_{i \in D^{\text{test}}} \mathbb{P}[Y_i = 0 | Z_{1,i}] \hat{u}_1(X_i)} \cdot \frac{\sum_{i \in D^{\text{test}}} \mathbb{P}[Y_i = 1 | Z_{1,i}]}{\sum_{i \in D^{\text{test}}} \mathbb{P}[Y_i = 1 | Z_{1,i}] \hat{u}_1(X_i)^{-1}} \geq 1. \tag{12}
\]

**Assumption 2.** The cumulative distribution function \(F_{1,i}(t)\) satisfies:

\[
\sum_{i \in D^{\text{test}}} a_i F_{1,i}(t/x_i) \geq \sum_{i \in D^{\text{test}}} a_i F_{1,i} \left( \frac{t \sum_{j=1}^{m} a_j}{\sum_{j=1}^{m} a_j x_j} \right),
\]

for any \(0 \leq a_i \leq 1\), \(\min_{1 \leq i \leq m} \hat{w}_i^{-1} \leq x_i \leq \max_{1 \leq i \leq m} \hat{w}_i^{-1}\), and \(t > 0\), where \(\hat{w}_i^*\) is defined as:

\[
\hat{w}_i^* = \hat{u}_1(X_i) \cdot \frac{\sum_{j \in D^{\text{test}}} \mathbb{P}[Y_j = 0 | Z_j]}{\sum_{j \in D^{\text{test}}} w_j \cdot \mathbb{P}[Y_j = 0 | Z_j]}.
\] \(\tag{13}\)

Assumption \[1\] intuitively says the weights must be “informative”, in the sense that larger values of \(\mathbb{P}[Y_i = 1 | Z_{1,i}]\) should correspond to larger \(\hat{u}_1(X_i)\); similar assumptions were utilized in [32, 72]. Assumption \[2\] is a more technical condition on the shape of the alternative distribution of \(\hat{u}_0(X_i)\) given \(Z_{1,i}\). If these distributions are homogeneous, i.e., \(F_{1,i}(t) = F_{1,n+1}(t)\) for all \(i \in D^{\text{test}},\) it

\[1\]Sufficient conditions for this large-\(m\) approximation are provided in [33] and [31].
reduces to saying that the function $x \to F_1(t/x)$ is convex [32].

The take-away message from Theorem 6 is that tests based on integrative conformal p-values asymptotically dominate those based on unweighted p-values, as long as the weights $1/\hat{u}_1$ are sufficiently informative (Assumption 1) and some regularity conditions hold (Assumption 2). In fact, $t^{\alpha}_{\text{oracle}}(\hat{u}_1)$ and $t^{\alpha}_{\text{oracle}}(1)$ are the most powerful thresholds (approximately) controlling the FDR below $\alpha$, in the two respective cases. However, this result is not fully satisfactory for our purposes because it is not very specific to Algorithm 1. Fortunately, the specific structure of our inverse weights $\hat{u}_1(X_i)$ can be leveraged to recast Assumption 1 into a more easily interpreted form. To this end, assume further that the low-dimensional representation $Z_{1,i}$ of $X_i$ learnt by the machine-learning algorithm $A_1$ is perfectly informative in theory about the true $Y_i$; that is, $\mathbb{P}[Y_i = 1 \mid Z_{1,i}] = Y_i$. This extra assumption does not make our power analysis trivial, as it does not limit how informative the conformal p-value weights $1/\hat{u}_1(X_i)$ might be in practice, but it is useful to simplify the expression in (12) into:

$$\sum_{i \in D_{\text{test}}} (1 - Y_i) \hat{u}_1(X_i) \cdot \sum_{i \in D_{\text{test}}} Y_i \hat{u}_1(X_i)^{-1} \leq 1.$$  

In the large-$m$ limit, assuming different test points $X$ are independent of one another and of the labeled data, the left-hand-side above becomes:

$$\mathbb{E}[\hat{u}_1(X) \mid Y = 0] \cdot \mathbb{E}\left[\frac{1}{\hat{u}_1(X)} \mid Y = 1\right] + o_P(1).$$

Then, as $\hat{u}_1(X)$ is a valid conformal p-value for testing the null hypothesis that $Y = 1$,

$$\mathbb{E}\left[\frac{1}{\hat{u}_1(X)} \mid Y = 1\right] = \frac{1}{n_1 + 1} \sum_{k=1}^{n_1 + 1} \left(\frac{k}{n_1 + 1}\right)^{-1} \approx \log(n_1),$$

if $n_1 = |D_1|$ is sufficiently large. Therefore, in the limit of large $m$ and large $n_1$, Assumption 1 is approximately equivalent to:

$$\mathbb{E}[\hat{u}_1(X) \mid Y = 0] \leq \frac{1}{\log(n_1 + 1)}.$$  \hfill (14)

Combined with Theorem 6, this result suggests the integrative p-values produced by Algorithm 1 tend to be more powerful than standard conformal p-values if the inverse weights $\hat{u}_1(X_i)$ are sufficiently small under the null hypothesis that $Y_i = 0$. This condition matches the intuitive idea that $\hat{u}_1(X_i)$ should be sufficiently “informative” for our integrative method to be beneficial, and it has the desirable property of being empirically verifiable.

## 5 Numerical experiments with synthetic data

### 5.1 Setup

In this section, integrative conformal p-values are computed with Algorithm 2 for synthetic data and their performance is compared to that of standard conformal p-values. The latter are calculated based on two different families of classifiers: one-class classification models (which only
look at the labeled inliers) and binary classification models (which also utilize the labeled outliers). Six different one-class classification models are considered: a support vector machine with four alternative choices of kernel (linear, radial basis function, sigmoid, and polynomial of degree 3), an isolation forest, and a “local outlier factor” nearest neighbor method. These models are taken off-the-shelf, as implemented in the popular Python package scikit-learn [73]. Further, six different binary classification models are considered: a random forest classifier, a K-nearest neighbor classifier, a Gaussian naive Bayes model, a quadratic discriminant analysis model, and a multi-layer perceptron. These models are also applied as implemented in scikit-learn, with default parameters. The integrative method has access to all of the above models and automatically selects on a case-by-case basis the most promising one as detailed in Section 2.3. The performance of our integrative p-values is compared to that of standard conformal p-values, after giving to the latter the unfair advantage of having the best performing model from each family selected by an imaginary oracle. Of course, such oracle would be unavailable in real applications, but it provides an informative and challenging benchmark within the scope of these experiments.

A simpler variation of our integrative conformal method is also considered as an additional benchmark. This utilizes the labeled outlier data only to automatically select the most promising classification model from the available toolbox, as well as to tune any relevant hyper-parameters, but it does not re-weigh the standard conformal p-values. In other words, this ensemble benchmark consists of applying Algorithm 2 with \( \hat{r}(X_i) = \hat{u}_0(X_i) \) instead of \( \hat{r}(X_i) = \hat{u}_0(X_i)/\hat{u}_1(X_i) \), and it may be thought of as a practical and theoretically valid approximation of the aforementioned imaginary oracle. To help emphasize the relative advantages of different families of classification models under different data distributions, the aforementioned ensemble benchmark and the imaginary oracle will be applied separately with the one-class and binary classification models. Finally, note that there is an additional subtle but sometimes practically important difference between the imaginary oracle and the ensemble benchmark. The latter takes as input the raw conformity scores output by a one-class classifier, while the former also has the ability to automatically flip their signs if that increases power, as explained in Section 2.3.

5.2 Split-conformal integrative p-values

We begin the numerical experiments by simulating synthetic data from a model analogous to that utilized by [9]. Each sample \( X_i \in \mathbb{R}^{1000} \) is generated from a multivariate Gaussian mixture model \( P_X^a \), such that \( X_i = \sqrt{a} V_i + W_i \), for some constant \( a \geq 1 \) and appropriate random vectors \( V_i, W_i \in \mathbb{R}^{1000} \). The vector \( V_i \) has independent standard Gaussian components, and each coordinate of \( W_i \) is independent and uniformly distributed on a discrete set \( W \subseteq \mathbb{R}^{1000} \) with cardinality \( |W| = 1000 \). The vectors in \( W \) are sampled independently from the uniform distribution on \( [-3, 3]^{1000} \) prior to the first experiment. The number of labeled inliers and outliers in the simulated data set is varied as a control parameter. All methods are applied to calculate conformal p-values for an independent test set containing 1000 data points, half of which are outliers. Then, the performance of each method is evaluated in terms of the empirical FDR and power obtained by applying to the corresponding p-values BH [16] with Storey’s correction [71, 74], at the nominal 10% level. The results are averaged over 100 independent experiments. Note that all methods are applied using half of the labeled inliers for training and half for calibration. The methods leveraging binary classification models also utilize half of the labeled outliers for training.

Figure 4 shows the empirical power and FDR obtained with conformal p-values computed by different methods, as a function of the sample size and of the fraction of outliers in the data. The
Figure 4: Performance of Storey’s BH applied to conformal p-values computed with different methods, on simulated data. The results are shown as a function of the sample size, for calibration data sets with different proportions of inliers. The horizontal dashed line corresponds to the nominal 10% FDR level.

Figure A4 in Appendix A3 reports on analogous experiments with different sample sizes and proportions of outliers. Figures A5 and A6 show results from the same experiments as in Figures 4 and A4 respectively, with the difference that now possible outliers in the test data are identified by rejecting the null hypotheses for which the conformal p-values are below the fixed threshold 0.1, instead of seeking to control the FDR. Figure A7 visualizes the empirical distribution on test data of conformal p-values computed with the alternative methods, separately for inliers and outliers, under the same experimental setting as in Figure 4. These results indicate all methods considered here produce uniformly distributed p-values for the inliers, as expected, but the integrative method leads to smaller p-values for the outliers.

Figure A8 reports on experiments similar to those in Figure 4 with the difference that now the data are simulated with parameter $a = 1.25$ instead of $a = 0.7$. Under this distribution, the outlier detection problem becomes intrinsically easier and the outliers naturally tend to receive more extreme one-class conformity scores compared to the inliers, as one would typically expect. Consequently, the one-class oracle benchmark is able to achieve much higher power compared to the previous experiments, although its performance does not surpass that of the integrative method.
unless the sample size is very small. Figure A9 compares under the same setting as in Figure A8 the performance of integrative conformal p-values to that of standard conformal p-values based on two alternative one-class classification models, as well as to those based on the most powerful model selected by an imaginary oracle. These results show that distinct models may perform very differently from one another depending on the data at hand, which strengthens the practical motivation for our integrative approach and highlights the unfairness of the oracle advantage.

Figures A10–A11 report on similar experiments with data from a different distribution. For each observation, a feature vector \( X \in \mathbb{R}^{100} \) is sampled from a standard multivariate Gaussian with diagonal covariance. The conditional distribution of the outlier label \( Y \in \{0, 1\} \) given \( X = x \) is binomial with weights \( w_k(x) = z_k(x)/\sum_{k'=0} z_{k'}(x) \), for \( k \in \{0, 1\} \), where \( z_k(x) = \exp(\gamma + x^T \beta_k) \) and each \( \beta_k \in \mathbb{R}^p \) is sampled from an independent Gaussian distribution with mean 0 and variance 3. The intercept \( \gamma \) is determined by an independent Monte Carlo simulation with binary search in order to ensure the desired expected proportion of outliers in the data. Under this setting, binary classification models tend to perform better than one-class models, but the integrative method remains competitive with the oracle binary benchmark throughout a wide range of sample sizes and proportions of labeled outliers.

5.3 Naive model selection yields invalid p-values

A key advantage of integrative conformal p-values is their ability to automatically select in a data-driven way the best performing model from an ensemble of different options. This strength is emphasized here by experiments that demonstrate empirically the invalidity of a naive alternative approach which consists of computing standard conformal p-values separately for each model and then greedily picking the model reporting the largest number of potential outliers in the test set. These simulations are conducted using independent data samples of size 1000 generated from the same Gaussian mixture model as in Section 5.2. Conformity scores are calculated using the same families of one-class and binary classification models as in Section 5.2, with the only difference that now several independent instances of the isolation forest and random forest classifier models are utilized with different random seeds; the number of possible models in each family is thus varied as a control parameter and increased up to 100. Figure 5 compares the performance of integrative conformal p-values to that of the aforementioned naive benchmark based on one-class or binary models, as a function of the number of models considered. In this experiment, possible outliers in the test data are identified by rejecting the null hypotheses for which the conformal p-values are below the fixed threshold 0.1, and the performance is measured in terms of true positive rate and false positive rate (i.e., the probabilities of rejecting the null hypothesis for a true outlier or a true inlier, respectively). The results demonstrate that the integrative method is more powerful and always controls the type-I errors, unlike the naive benchmark.

5.4 Pairwise correlation between integrative conformal p-values

In this section, we investigate empirically the correlation structure of integrative conformal p-values calculated for different test points using the same calibration data. It was discussed in Section 3.1 that integrative p-values may have more complicated dependencies compared to standard conformal p-values [9]; Figure 6 demonstrates this empirically. Synthetic data are generated separately from the same Gaussian mixture and binomial distributions as in Section 5.2 with \( p = 1000 \) features per observation. The sample size is varied as a control parameter. To reduce the computational
Figure 5: Performance of integrative conformal p-values and naive benchmarks on simulated data, as a function of the number of machine learning models considered. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The horizontal dashed line corresponds to the nominal 10% FPR level. Other details are as in Figure 4.

cost of these experiments, the integrative method is applied with a narrower selection of possible one-class classification models compared to Section 5.2: a support vector machine with radial basis function, sigmoid, or third-degree polynomial kernel. Figure 6 shows the average pairwise correlation between the integrative p-values for different test points as a function of the number of inliers in the calibration data set, separately for the two data-generating distributions. These empirical correlations are averaged over 200,000 independent experiments. The results show the correlation between conformal p-values for different test points intuitively decreases as the number of calibration data points $n_0$ increases. However, unlike in the case of standard conformal p-values [9], this relation appears to be data-dependent and the correlation is not exactly equal to $1/n_0$. In particular, integrative conformal p-values appear to experience generally stronger correlations compared to standard conformal p-values. This should not be surprising given that our integrative method extracts more information from the shared calibration data.

Figure 6: Pairwise correlation between integrative conformal p-values for independent test points, on synthetic data from two different distributions. The results are shown as a function of the size of the shared calibration data set. The dotted line indicates the theoretical pairwise correlation between standard one-class classification (OCC) conformal p-values.
5.5 Integrative conformal p-values via TCV+

This section investigates the performance of TCV+ integrative conformal p-values. These experiments are conducted using the same data-generating Gaussian mixture model and the same families of one-class and binary classifiers as in Section 5.2. The performance of integrative conformal p-values calculated via 5-fold TCV+ is compared to that of integrative p-values based on sample splitting, as well as to that of p-values produced by the imaginary oracles described in Section 2.4. The performance of each method is evaluated in terms of FDR and power obtained by applying to the corresponding p-values Storey’s BH, as in Section 2.4. Figure 7 reports the average results of 100 independent experiments, as a function of the sample size and of the fraction of outliers in the labeled data. These results suggest all methods control the FDR, while TCV+ leads to higher power compared to sample splitting, consistently with its higher data parsimony.

![Figure 7: Performance on simulated data of Storey’s BH applied to integrative conformal p-values computed with either TCV+ or sample splitting. To serve as benchmarks, standard conformal p-values based on one-class or binary classification models tuned by an ideal oracle are computed using cross-validation+. Other details are as in Figure 4.](image)

Additional related results are reported in Appendix A3.2.3. In particular, Figure A12 shows results analogous to those in Figure 7, although here the performances of different methods are quantified in terms of true positive rate and false positive rate after thresholding the p-values at the fixed level 0.1. Figures A13 and A14 report on results similar to those in Figures 7 and A12, respectively, from experiments in which the data are generated from the binomial model described in Section 2.4 instead of the Gaussian mixture model.

5.6 FDR control via conditional calibration

This section investigates the performance of conditional calibration for FDR control with integrative conformal p-values. These experiments are based on the same data-generating models and the same families of one-class or binary classifiers as in Section 5.2. Integrative conformal p-values are calibrated via sample splitting as in Section 5.2. Then, we aim to control the FDR over a test set
of size 10, containing 5 inliers and 5 outliers on average, utilizing three alternative methods: BH [16], the Benjamini-Yekutieli procedure [17], and the conditional calibration method described in Section 3. Figure 8 reports on these experiments as a function of the number of labeled data points. All methods empirically control the FDR, and BH appears to be the most powerful one, especially if the sample size is moderate. Conditional calibration can be seen to be often almost as powerful as the BH benchmark, and it typically significantly outperforms the Benjamini-Yekutieli method.

Figure 8: Performance on simulated data of different methods for FDR control with integrative conformal p-values, as a function of the sample size. Other details are as in Figure 4.

### 5.7 Asymptotic power analysis

In this section, we validate empirically the asymptotic power analysis presented in Section 4. For this purpose, independent data samples of size 200 are generated from the same Gaussian mixture model as in Section 5.2. Integrative conformal p-values are obtained as in Section 5.2, with the only difference that now a single model is utilized to compute conformity scores: a one-class support vector machine with radial basis kernel, for different values of the scale parameter. This parameter affects the informativeness of the resulting conformal p-values, which allows us to probe empirically the theoretical relation between power and the “informativeness” ratio $\mathbb{E} [\hat{u}_1(X) \mid Y = 0] / (1/\log(n_1 + 1))$ in (14), where $n_1$ is the size of the outlier calibration set, which is varied from 10 to 50. Figure 9 summarizes the performance in these experiments of integrative conformal p-values, with and without adaptive weighting, as a function of the support vector machine scale parameter. Here, performance is evaluated in terms of the power of BH applied to these p-values at the nominal FDR level 10%. The results show that re-weighting the p-values tends lead to higher power if $\mathbb{E} [\hat{u}_1(X) \mid Y = 0] / (1/\log(n_1 + 1))$ is small, as anticipated in Section 4.
Figure 9: Validation with synthetic data of an asymptotic power analysis for integrative p-values. Top: power of BH applied to integrative and standard conformal p-values, as a function of the scale parameter of the underlying support vector machine. Bottom: average “informativeness” ratio for the p-values calculated taking the outlier distribution as the null.

6 Numerical experiments with real data

6.1 Animal classification from image data

The first real data set we consider is the Animal-10N resource [75], which contains 50,000 images for 10 different animal species: cat, lynx, jaguar, cheetah, wolf, coyote, chimpanzee, orangutan, hamster, and guinea pig. The images of hamsters and guinea pigs are taken to be the inliers, while the other animals are treated as outliers. Our goal is to compute p-value for testing the null hypothesis that a new image is an inlier. To avoid the high computational cost of fitting a complex classification model from scratch, we pre-process the 50,000 raw images with a standard pre-trained ResNet50 [76] deep neural network, available through the Tensorflow [77] Python package. Each image in Animal-10N is thus fed to the ResNet50 model and the predicted values in the final hidden layer of the network are utilized as input features for the subsequent analysis; this gives a vector of 2048 pre-processed features for each image. To further reduce the data dimensions, we proceed with only the top 512 principal components for each image. Note that ResNet50 was trained on over 14 million images in the separate Imagenet [78] data set, which we assume to be independent of Animal-10N. After such pre-processing, the experiments are carried out as in Section 5.1.

A subset of 1000 inliers and 1000 outliers is chosen at random to serve as test set, while the remaining images are randomly assigned to the training and calibration data sets. The training and calibration data sets have the same cardinality and contain equal proportions of inliers; both of the aforementioned quantities are varied as control parameters. Integrative conformal p-values and standard conformal p-values tuned by an imaginary oracle are calculated based on the same six one-class and six binary classification machine learning models as in Section 5.1. The performance of the p-values produced by each method is quantified in terms of the power and FDR obtained by applying BH [16] with Storey’s correction, at the nominal 10% level. All results are averaged over 100 experiments based on independent choices of the training, calibration, and test sets.
Figure 10: Power of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on animal image classification data. Integrative conformal p-values are compared to standard conformal p-values based on six different one-class classification models (a) and six different binary classification models (b). Other details are as in Figure 1.

Figure [1] previewed in Section 1.4 compares the power achieved by the integrative method to that of the ideal oracles which compute standard conformal p-values based on the best-performing machine learning model from each class, as a function of the number of inliers and outliers in the training/calibration data. The results show that standard conformal p-values based on one-class classifiers tend to be relatively more powerful compared to the alternative approaches when the number of labeled outliers is small, and their absolute performance improves when the number of inliers is large, as expected. Further, standard conformal p-values based on binary classifiers perform poorly when the labeled inliers greatly outnumber the outliers, but otherwise they can be preferable to their one-class counterparts. By contrast, integrative conformal p-values are able to gather strength from both approaches: their power is relatively high under all settings considered here, and they sometimes outperform both alternatives. This is remarkable because integrative conformal p-values are at an intrinsic disadvantage compared to the oracle benchmarks because they do not make use of any unrealistic external knowledge about which model will perform best on a given data set. The ability of the integrative method to automatically gather strength from a broad collection of classifiers is especially useful given that standard conformal p-values based on different models may perform very differently from one another, as mentioned previously in Section 5.2 and confirmed here in Figure 10. Note that the FDR is not shown explicitly in Figures 1 and 10 because all methods considered here empirically control it below the nominal level, consistently with the results on synthetic data presented earlier in Section 5.2.
6.2 Other image classification data sets

Additional experiments based on different image classification data sets are carried out following the same setup and pre-processing steps as in Section 6.1. Figure 11 reports on experiments based on a standard flower classification data set available through the Tensorflow Python package [79]. The raw data consist of 3,670 labeled images of five different types of flower: daisies, dandelions, roses, sunflowers, tulips. Our goal is to compute conformal p-values for the null hypothesis that an unlabeled image depicts a rose; other types of flowers are treated as outliers. The results in Figure 11 illustrate that, in this case, one-class classifiers tend to yield more powerful standard conformal p-values than binary classifiers, unless the number of labeled outliers is large. However, Figure A18 in Appendix A3 suggest that the performance of different types of one-class classifiers can vary substantially depending on both the data at hand and the sample size, which makes the self-tuning ability of our integrative approach even more appealing. Figure A16 reports on similar experiments in which integrative conformal p-values are computed via transductive 5-fold cross validation+ instead of sample splitting; these results confirm that cross-validation further increases the power of our approach, as expected, although at the cost of higher computational cost.

![Figure 11](image)

Figure 11: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on flower classification data. Other details are as in Figure I.

Analogous results from similar experiments based on car classification data are reported in Appendix A3. These experiments are based on data obtained by merging the following two data sets: 16,185 images of cars from [80] and 6,899 labeled images of 8 different types of objects (airplane, car, cat, dog, flower, fruit, motorbike and person) from [81]. In our analysis, we pre-process the raw images as in the previous experiments, and then we treat cars as inliers and all other objects as outliers. Figure A17 shows that this outlier detection problem is relatively easy, as integrative conformal p-values and standard conformal p-values based on a one-class classifier achieve almost perfect power. However, standard conformal p-values based on binary classifiers have low power if the number of labeled inliers is small.

6.3 Tabular data

Finally, additional experiments based on tabular data sets are carried out following the same setup as in Section 6.1 without pre-processing. For this purpose, two standard data sets are utilized. The one is available from the UCI machine learning repository [82] and pertains a study of thyroid disease [83]. This data set contains 7,200 labeled observations of 6 real-valued features;
6,666 observations are from healthy patients (inliers) and 534 are patients with thyroid disease (outliers). From these observations, a test set is assembled by randomly picking 267 inliers and 267 outliers. The remaining 6,399 inliers are assigned to the training/calibration set, which also contains a variable number of the remaining outliers. The second data set analyzed in this section is available from OpenML [84] and contains 11,183 observations of 6 real-valued features; 10,923 samples are labeled as “non-calcification” (inlier) and 260 samples are labeled as “calcification” (outlier). From these observations, a test set is assembled by randomly picking 130 inliers and 130 outliers. The training/calibration set contains all remaining inliers and a variable number of the remaining outliers. Integrative conformal p-values, as well as standard conformal p-values tuned by an imaginary oracle, are calculated based on six one-class and six binary classifiers, as in Section 5.1.

The results in Figure 12 show that binary classifiers tend to yield more powerful standard conformal p-values than one-class classifiers, in contrast with the previous sections. However, Figure A18 in Appendix A3 suggest that different binary classifiers can vary in performance substantially from one another, as also noted in the previous sections for one-class classifiers. The general difficulty of knowing a priori which model will work best for a particular data set makes our integrative approach potentially quite useful even though its power is not as high as that of the binary oracle in these experiments.

![Figure 12: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on two medical diagnostics data sets. Other details are as in Figure 1.](image)

7 Discussion

This paper has brought together in a natural way several ideas from quite different fields, including inductive [8] and transductive [41] conformal inference, weighted hypothesis testing [25, 31], and conditional calibration for FDR under dependence [70]. The product is a principled and effective method to compute conformal p-values for out-of-distribution testing, which can leverage the information contained in known outliers to tune and select the most promising model from any imaginable toolbox of black-box classifiers. A key benefit of this approach is that it removes the typical ambiguity around the optimal choice of machine learning model when computing conformal p-values, thereby allowing practitioners to safely take full advantage of the intrinsic flexibility of the conformal inference framework. Further, this work opens several opportunities for future research.

First, we have noted that the transductive cross-validation+ technique described in this paper
may also be of independent interest in other areas of conformal prediction. We believe such approach may bring practical gains in applications such as multi-class classification [40]. In fact, the typical inductive version of cross-validation+ [39] requires an often excessively conservative adjustment to guarantee exact inferences in finite samples, which can only be relaxed asymptotically if the underlying machine-learning models satisfy certain stability properties [85]. By contrast, transductive cross-validation+ is simpler to analyze theoretically and does not require such conservative corrections to achieve exact label-conditional coverage [14, 40]. Although it can be computationally expensive, it may be useful in applications with small sample sizes, for which cross-validation is especially preferable over data splitting. It is also worth noting that transductive cross-validation+ has one important advantage over typical transductive conformal inference techniques [8, 38, 41]: it always evaluates the conformity scores on hold-out data that were not used for training, and thus it may be less susceptible to overfitting in high-dimensional applications. That being said, it is clear that further work is needed to carefully investigate the possible theoretical and empirical benefits of transductive cross-validation+ in multi-class classification and beyond.

Second, our methods could be re-purposed to compute more powerful conformal prediction sets with label-conditional coverage for multi-class classification [14, 40], leveraging the general duality between hypothesis testing and confidence sets. This paper only took a small step in that direction within Appendix [A1.] for lack of space, but the idea is promising because label-conditional coverage is often practically desirable, including in applications involving fairness concerns [64, 86]. Constructing label-conditional prediction sets by inverting our integrative conformal p-values would bring all benefits of automatic model selection and tuning to multi-class classification applications. Third, it may be possible in the future to relax our exchangeability assumptions for the inlier data following an approach similar to that of [87], or to improve the performance of our integrative conformal p-values by leveraging possible covariate shift in the outlier distribution with techniques inspired by [69]. Fourth, conformal inference techniques have recently started to find new applications to very different types of learning problems (e.g., [88–90]) that are not directly related to out-of-distribution testing, but which may also benefit from some of the ideas developed in this paper, including transductive cross-validation+. Finally, this paper may help inspire future research into other multiple testing problems for which conditional FDR calibration [70] can be effectively deployed, adding for example to the recent contributions of [91] in the context of conditional independence testing with knockoffs.
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A1 Additional methodological details

A1.1 TCV+ beyond conformal out-of-distribution testing

The TCV+ method presented in Section 2.4 can be easily extended to compute prediction sets with guaranteed marginal coverage for multi-class classification, as outlined in Algorithm A1. This solution has the advantage of enjoying tighter theoretical coverage ($1 - \alpha$ instead of $1 - 2\alpha$) compared to the traditional inductive cross-validation+ approach of [39] and [40].

**Theorem A1.** If $(X_{n+1}, Y_{n+1})$ is exchangeable with the labeled data in $D$ and $\hat{C}_\alpha(X_{n+1})$ is computed by Algorithm A1, then $\mathbb{P}[Y_{n+1} \in \hat{C}_\alpha(X_{n+1})] \geq 1 - \alpha$ for any $\alpha \in (0, 1)$.

**Algorithm A1** TCV+ prediction sets for multi-class classification

1: **Input**: labeled data set $D$, black-box classifier $A$, test point $X_{n+1}$, number of folds $K$, number of possible classes $C$, confidence level $\alpha \in (0,1)$.
2: **for** $y = 1 \ldots C$ **do**
3: Randomly split $D \cup \{n + 1\}$ into $K$ disjoint folds $D^1, \ldots, D^K$.
4: **for** $k = 1 \ldots K$ **do**
5: Train $A$ on $D \setminus D^k$, pretending $Y_{n+1} = y$.
6: Calculate conformity scores $s^y(X_j; k)$ for all $j \in D^k$ based on $A$; e.g., as in [40].
7: **end for**
8: Let $k(i)$ denote the fold of $X_i$ and calculate

$$\hat{u}(X_{n+1}; y) = \frac{1 + \sum_{i \in D} 1 \left[ s^y(X_i; k(i)) \leq s^y(X_{n+1}; k(n + 1)) \right]}{1 + |D|}.$$ 

Define $\hat{C}_\alpha(X_{n+1}) \subseteq \{1, \ldots, C\}$ as:

$$\hat{C}_\alpha(X_{n+1}) = \{y \in \{1, \ldots, C\} : \hat{u}(X_{n+1}; y) > \alpha\}.$$ 

9: **end for**
10: **Output** A prediction set $\hat{C}_\alpha(X_{n+1})$ for the unknown label $Y_{n+1}$.

The connection between Algorithm 3 and Algorithm A1 becomes clearer if we consider also Algorithm A2, a further extension of Algorithm A1 designed to construct multi-class classification prediction sets with guaranteed label-conditional [8, 40, 50] coverage.
Theorem A2. Fix any possible label \( y \) and suppose \( Y_{n+1} \). If \( (X_{n+1}, Y_{n+1}) \) is exchangeable with the labeled data points \( i \) in \( D \) with \( Y_i = y \), and \( \hat{c}_\alpha(X_{n+1}) \) is computed by Algorithm A1, then
\[
\mathbb{P} \left[ Y_{n+1} \in \hat{c}_\alpha(X_{n+1}) \mid Y_{n+1} = y \right] \geq 1 - \alpha \text{ for any } \alpha \in (0, 1) \text{ and for all possible labels } y. 
\]

Algorithm A2 TCV+ label-conditional prediction sets for multi-class classification

1: **Input**: labeled data set \( D \), black-box classifier \( A \), test point \( X_{n+1} \), number of folds \( K \), number of possible classes \( C \), confidence level \( \alpha \in (0, 1) \).
2: **for** \( y = 1 \ldots C \) **do**
   3: Define \( D_y = \{ i \in D : Y_i = y \} \).
   4: Randomly split \( D_y \cup \{ n + 1 \} \) into \( K \) disjoint folds \( D_y^1, \ldots, D_y^K \).
   5: **for** \( k = 1 \ldots K \) **do**
      6: Train \( A \) on \( D \setminus D_y^k \), pretending that \( Y_{n+1} = y \).
      7: Calculate conformity scores \( s^y(X_j; k) \) for all \( j \in D_y^k \) based on \( A \); e.g., as in [40].
   8: **end for**
   9: Let \( k(i) \) denote the fold of \( X_i \) and calculate
      \[
      \hat{u}(X_{n+1}; y) = \frac{1 + \sum_{i \in D_y} 1 \{ s^y(X_i; k(i)) \leq s^y(X_{n+1}; k(n + 1)) \}}{1 + |D_y|}.
      \]
   10: **end for**
11: **Output** A prediction set \( \hat{c}_\alpha(X_{n+1}) \) for the unknown label \( Y_{n+1} \).

A2 Mathematical proofs

A2.1 Integrative conformal p-values

Proof of Theorem 1. It suffices to show the variables \( R_i = \hat{r}(X_i) \) for \( i \in \{ n + 1 \} \cup D_0^{cal} \) are exchangeable, as that implies the rank of \( R_{n+1} \) is uniformly distributed on \( \{ 1, 2, \ldots, |D_0^{cal}| + 1 \} \), and hence \( \hat{u}(X_{n+1}) \sim \text{Uniform} \left( 1/(|D_0^{cal}| + 1), 2/(|D_0^{cal}| + 1), \ldots, 1 \right) \). To prove the claim, we start by introducing some helpful notation. Let us refer to full data set augmented with the unlabeled test point as \( \mathcal{D} = D_0 \cup D_1 \cup \{ n + 1 \} \), and let \( \sigma \) be any permutation of \( \{ 1, 2, \ldots, n + 1 \} \) that leaves invariant all elements of \( \{ 1, 2, \ldots, n \} \setminus D_0^{cal} \). Then, let \( \sigma(\mathcal{D}) \) denote the shuffled data set induced by \( \sigma \). Imagine a “parallel universe” in which our method is applied to \( \sigma(\mathcal{D}) \), with exactly the same recipe and the same random seeds, and let \( \hat{s}_0' \) and \( \hat{s}_1' \) denote the conformity score functions obtained in that universe. Clearly, \( \hat{s}_0' = \hat{s}_0 \) and \( \hat{s}_1' = \hat{s}_1 \) because these functions are determined by my machine-learning models trained only on subsets of the data in \( \{ 1, 2, \ldots, n \} \setminus D_0^{cal} \), which are not altered by \( \sigma \). Further, note the functions \( \hat{u}_0 \) and \( \hat{u}_1 \) are also identical to the respective counterparts \( \hat{u}_0' \) and \( \hat{u}_1' \) in the parallel universe, because the expression in (2) is invariant to permutations of \( \{ n + 1 \} \cup D_0^{cal} \). This also implies \( \hat{r}' = \hat{r} \). Therefore, the variables \( R_i \), for \( i \in \{ n + 1 \} \cup D_0^{cal} \),
correspond in the parallel universe to variables $R_{\sigma(i)}' = \hat{r}'(X_{\sigma(i)})$ such that

$$\{\hat{r}'(X_{\sigma(i)}')\}_{i \in (n+1) \cup D_0^{\text{cal}}} = \tilde{\sigma}(\{\hat{r}(X_i)\}_{i \in (n+1) \cup D_0^{\text{cal}}}),$$

where $\tilde{\sigma}$ is understood to be the permutation obtained by restricting $\sigma$ on $(n+1) \cup D_0^{\text{cal}}$. The proof is completed by noting the data exchangeability assumption says

$$\{\hat{r}'(X_{\sigma(i)}')\}_{i \in (n+1) \cup D_0^{\text{cal}}} \overset{d}{=} \{\hat{r}(X_i)\}_{i \in (n+1) \cup D_0^{\text{cal}}},$$

and hence

$$\{\hat{r}(X_i)\}_{i \in (n+1) \cup D_0^{\text{cal}}} \overset{d}{=} \tilde{\sigma}(\{\hat{r}(X_i)\}_{i \in (n+1) \cup D_0^{\text{cal}}}).$$

\[\square\]

\textbf{Proof of Theorem 2.} This follows from essentially the same argument as in the proof of Theorem 1. Note that the only difference between Algorithm 2 and Algorithm 1 is the automatic model selection. Hence, it suffices to show that the identity of the selected model is invariant to permutations, and then the rest of the proof follows that of Theorem 1. Note that the model selection is based on the unordered sets of conformity scores $\hat{s}_m^0((n+1) \cup D_0)$ and $\hat{s}_m^0(D_1)$, which implies that the tuning process is invariant to permutations of $(n+1) \cup D_0$ and $m_0' = m_0$. The same argument also yields $m_1' = m_1$.

\[\square\]

\textbf{Proof of Theorem 3.} For simplicity, imagine $D_0 \cup \{n + 1\} = \{1, \ldots, n, n + 1\}$, so that $n = |D_0|$ is the number of inliers. (This slight abuse of notation is allowed because we do not need to explicitly index the labeled outliers in the proof.) Suppose each fold $D_k^0$ has $m = (n + 1)/K$ points. For simplicity, assume $m$ is an integer (this assumption could be relaxed at the cost of heavier notation, as in [39]). Define $R \in \mathbb{R}^{(n+1)}$ such that, for each $i \in \{n + 1\} \cup D_0$,

$$R_i = \hat{r}(X_i; k(i)).$$

Define the comparison matrix $A \in \{0, 1\}^{(n+1) \times (n+1)}$ with entries

$$A_{i,j} = 1 \{R_i > R_j\},$$

and the set of “strange” points, for any fixed $\alpha \in (0, 1)$,

$$\mathcal{S}(A) = \left\{i \in \{1, \ldots, n + 1\} : \sum_{j=1}^{n+1} A_{i,j} \geq (1 - \alpha)(1 + n)\right\}.$$

The proof involves three main steps.
Step 1: The event \( \hat{u}(X_{n+1}) \leq \alpha \) is equivalent to \( n + 1 \in \mathcal{S}(A) \). By definition,

\[
\hat{u}(X_{n+1}) \leq \alpha \iff \sum_{i=1}^{n+1} 1 \left[ \hat{r}(X_i; k(i)) \leq \hat{r}(X_{n+1}; k(n+1)) \right] \leq \alpha(1 + n)
\]

\[
\iff \sum_{i=1}^{n+1} 1 \left[ \hat{r}(X_i; k(i)) > \hat{r}(X_{n+1}; k(n+1)) \right] > (1 - \alpha)(1 + n)
\]

\[
\iff \sum_{i=1}^{n+1} A_{i,n+1} \geq (1 - \alpha)(1 + n).
\]

Step 2: The number of strange points is deterministically bounded from above by \( |\mathcal{S}(A)| \leq \alpha(n + 1) \). Note that one can think of the matrix \( A \) as keeping score of all pairwise games between \( n + 1 \) distinct players in a chess tournament. It is easy to see that any \( j \in \{1, \ldots, n + 1\} \) belongs to the set \( \mathcal{S}(A) \) of strange points if and only if player \( j \) wins against at least \( (1 - \alpha)(n + 1) \) other players. Therefore, only those players \( j \) with the largest \( \alpha(n + 1) \) values of \( R_j \) can be strange, which implies \( |\mathcal{S}(A)| \leq \alpha(n + 1) \).

Step 3: For any permutation \( \sigma \) of \( \mathcal{D}_0 \cup \{n + 1\} = \{1, \ldots, n, n + 1\} \) which does not mix points assigned to different folds, the distribution of the matrix \( A \) satisfies:

\[
A_{\sigma(i)\sigma(j)} \overset{d}{=} A_{i,j}.
\]

First, note that the design of Algorithm 3 ensures permuting the data points indexed by \( \mathcal{D}_0 \cup \{n + 1\} \) does not alter any of the machine-learning models \( \hat{s}_k \) learnt from the labeled outliers, for \( k \in \{1, \ldots, K\} \). Further, the \( \hat{s}_0^k \) are also invariant as long as the permutation \( \sigma \) does not mix together points assigned to different folds, because the training algorithm \( \mathcal{A}_0 \) is assumed to be invariant to the order of its input. In fact, the only effect of permuting the data points in \( \mathcal{D}_0 \cup \{n + 1\} \) with \( \sigma \) is to permute accordingly the preliminary p-values \( \hat{u}_0(X_i; k(i)) \) given by (7), as the latter is an invariant function of \( X_i \). At the same time, the preliminary p-values \( \hat{u}_1(X_i; k(i)) \) given by (6) are permuted similarly, as the latter is also an invariant function of \( X_i \). Therefore, if we let \( R_i' \) indicate the vector of scores \( R_i = \hat{r}(X_i; k(i)) \) computed under a permutation \( \sigma \) of the data points indexed by \( \mathcal{D}_0 \cup \{n + 1\} \), it follows that \( R_i' = R_{\sigma(i)} \) for all \( i \in \mathcal{D}_0 \cup \{n + 1\} \), and therefore \( A'_{i,j} = A'_{\sigma(i),\sigma(j)} \). Finally, by the data exchangeability assumption, under the null hypothesis, \( A_{i,j} \) has the same distribution as \( A'_{i,j} \).

The proof is completed by noting that Steps 2–3 imply that, for all \( i \in \{1, \ldots, n + 1\} \),

\[
\mathbb{P}[n + 1 \in \mathcal{S}(A)] = \mathbb{P}[i \in \mathcal{S}(A)]
\]

\[
= \frac{1}{n + 1} \sum_{j=1}^{n+1} \mathbb{P}[j \in \mathcal{S}(A)]
\]

\[
= \mathbb{E}[|\mathcal{S}(A)|] \frac{n + 1}{n + 1}
\]

\[
\leq \frac{\alpha(n + 1)}{n + 1} = \alpha.
\]

Therefore, by Step 1, \( \mathbb{P}[\hat{u}(X_{n+1}) \leq \alpha \mid Y_{n+1} = 0] \leq \alpha. \)
A2.2 TCV+

Proof of Theorem A1. Given that $Y_{n+1} \notin \hat{C}_\alpha(X_{n+1})$ if and only if $\hat{u}(X_{n+1}; Y_{n+1}) \leq \alpha$, by definition of $\hat{C}_\alpha(X_{n+1})$, it suffices to prove $P[\hat{u}(X_{n+1}; Y_{n+1}) \leq \alpha] \leq \alpha$. This can be shown by proceeding as in the proof of Theorem A. For simplicity, imagine each fold $D_k$ has $m = (n+1)/K$ points and $m$ is an integer (this assumption could be relaxed at the cost of heavier notation, as in [39]). For $y = Y_{n+1}$, define $R \in \mathbb{R}^{(n+1)}$ such that, for each $i \in \{n+1\} \cup D,
R_i = \hat{s}^y(X_i; k(i)).$

Define the comparison matrix $A \in \{0, 1\}^{(n+1) \times (n+1)}$ with entries

$$A_{i,j} = 1 \{R_i > R_j \},$$

and the set of “strange” points, for any fixed $\alpha \in (0, 1),
S(A) = \left\{ i \in \{1, \ldots, n+1 \} : \sum_{j=1}^{n+1} A_{i,j} \geq (1 - \alpha)(1 + n) \right\}.

The event $\hat{u}(X_{n+1}; Y_{n+1}) \leq \alpha$ is equivalent to $n+1 \in S(A)$, and the probability of the latter event can be bounded from above by exactly as in the proof of Theorem A.

Proof of Theorem A2. The proof is similar to that of Theorem A1. Fix any possible label $y$ and condition on the event that $Y_{n+1}$. Given that $Y_{n+1} \notin \hat{C}_\alpha(X_{n+1})$ if and only if $\hat{u}(X_{n+1}; Y_{n+1}) \leq \alpha$, it suffices to prove $P[\hat{u}(X_{n+1}; Y_{n+1}) \leq \alpha | Y_{n+1} = y] \leq \alpha$. This can be shown by proceeding as in the proof of Theorem A. Let $n_y$ denote the cardinality of $D_y$ for any fixed $\alpha \in (0, 1)$, $S(A) = \left\{ i \in \{1, \ldots, n_y + 1 \} : \sum_{j=1}^{n_y+1} A_{i,j} \geq (1 - \alpha)(1 + n_y) \right\}.

The event $\hat{u}(X_{n_y+1}; Y_{n_y+1}) \leq \alpha$ is equivalent to $n_y + 1 \in S(A)$, and the probability of the latter event can be bounded from above by exactly as in the proof of Theorem A, because the test point is exchangeable with the calibration data in $D_y$ conditional on its true label being $y$. □
A2.3 FDR control

Proof of Theorem A3. Note that all the $\tilde{u}_i(X_j)$ are measurable with respect to $\Phi_i$, which implies $\tilde{R}_i$ is also measurable with respect to $\Phi_i$. Further, if a test point $i$ is an inlier, it is easy to see $\hat{u}(X_i)$ is still super-uniform conditional on $\Phi_i$ because $\Phi_i$ is invariant to permutations of $D^{0}_{\text{cal}} \cup \{i\}$. Thus, this result is a special case of Theorem A3, proved below.

**Theorem A3.** Suppose the three-step algorithm described in Section 3.3 is applied with conformal p-values $\hat{u}(X_i)$ that are super uniform under the null hypothesis conditional on $\Phi_i$; i.e., for all $i \in D^{\text{test}}$ such that $Y_i = 0$ and all $\alpha \in (0, 1)$,

$$\mathbb{P}[\hat{u}(X_i) \leq \alpha \mid \Phi_i, Y_i = 0] \leq \alpha.$$ 

Assume also $\tilde{R}_i$ is measurable with respect to $\Phi_i$. Then, the algorithm controls the FDR below $\alpha m_0 / m$.

Proof of Theorem A3. Our proof of Theorem A3 follows the same strategy as [18]; in fact, our method can be seen as a special case of their theory. Nonetheless, it is more convenient and instructive to revisit the full proof from scratch, as opposed to explicitly connecting the details of our method to the general results in [18]. For any $i \in D^{\text{test}}$, define the variable $V_i$ such that $V_i = 1$ if $Y_i = 0$ and the corresponding null hypothesis is falsely rejected, and $V_i = 0$ otherwise. Denote the total number of final rejections as $R = |R|$. Then, the FDR can be written as

$$\text{FDR} = \sum_{i: Y_i = 0} \mathbb{E}\left[\frac{V_i}{R + 1}\right] \leq \alpha \frac{m_0}{m},$$

where the last inequality is proved below.

Let $R^* = R(\hat{u}(X_i) \leftarrow 0)$ denote the hypothetical total number of rejections obtained by fixing $\hat{u}(X_i) = 0$ prior to applying our procedure. If $X_i$ is an inlier, then

$$\mathbb{E}\left[\frac{V_i}{R + 1}\right] = \mathbb{E}\left[\frac{1 \left[i \in R^+\right] \cdot 1 \left[\epsilon_i \leq R / \tilde{R}_i\right]}{R + 1}\right]$$

$$= \mathbb{E}\left[\frac{1 \left[i \in R^+\right] \cdot 1 \left[\epsilon_i \leq R^* / \tilde{R}_i\right]}{R^* + 1}\right]$$

$$= \mathbb{E}\left[\frac{1 \left[i \in R^+\right]}{\tilde{R}_i}\right]$$

$$= \mathbb{E}\left[\mathbb{E}\left[\frac{1 \left[\hat{u}(X_i) \leq \alpha \tilde{R}_i / m\right]}{\tilde{R}_i} \mid \Phi_i\right]\right]$$

$$= \mathbb{E}\left[\frac{1 \left[\hat{u}(X_i) \leq \alpha \tilde{R}_i / m\right]}{\tilde{R}_i} \mid \Phi_i\right] \mathbb{1}_{\frac{1}{\tilde{R}_i}}$$

$$\leq \mathbb{E}\left[\alpha \tilde{R}_i / m \frac{1}{\tilde{R}_i}\right]$$

$$= \frac{\alpha}{m}.$$
Note that $\epsilon_{-i}$ denotes all $\epsilon_j$ variables for $j \in \mathcal{R}_+ \setminus \{i\}$. The inequality above follows from the fact that $\tilde{R}_i$ is measurable with respect to $\Phi_i$ and $\hat{u}(X_i)$ was assumed to be super-uniform conditional on $\Phi_i$. \hfill \Box

Proof of Theorem 5. All $\tilde{u}_i(X_j)$ are measurable with respect to $\Phi_i$, which implies $\tilde{R}_i$ is also measurable with respect to $\Phi_i$. Further, if $X_i$ is an inlier, it is easy to see the original $\hat{u}(X_i)$ computed by Algorithm 3 is still super-uniform conditional on $\Phi_i$ because $\Phi_i$ is invariant to permutations of $\mathcal{D}^0 \cup \{i\}$. Thus, this result is also a special case of Theorem A3. \hfill \Box

A2.4 Asymptotic power analysis

Proof of Theorem 6. This proof follows the same strategy as that of Theorem 2 in [32], but we nonetheless report all details here for completeness. To simplify the notation, we prove the equivalent result with the inverse weights $w = (\hat{u}_1(X_{n+1}), \ldots, \hat{u}_1(X_{n+m}))$ replaced by $\tilde{w}^*$, which is defined as in (13). Note that this constant rescaling of the inverse weights is allowed because the $m$ elements of $\tilde{w}^*$ maintain the same ordering as those of $w$.

Let $\mathcal{F}$ be the collection of random variables $\{Z_{1,i}\}_{i \in \mathcal{D}^0}$, $\mathcal{D}_0$, and $\mathcal{D}_1$. Define $F_{1,i}(t)$ is the cumulative distribution function of $\hat{u}_0(X_i)$ conditional on $Y_i = 1$ and on all the information in $\mathcal{F}$. Then, the expected number of true discoveries obtained by applying $\delta(t; v)$ with a fixed threshold $t$ and inverse weights $v_i$ is:

$$\Psi(t; v) = \mathbb{E} \left[ \sum_{i \in \mathcal{D}^0} \mathbb{P} \left[ Y_i = 1 \mid Z_{1,i} \right] \cdot F_{1,i}(v_i \cdot t) \right], \quad (A15)$$

because

$$\Psi(t; v) = \mathbb{E} \left[ \sum_{i \in \mathcal{D}^0} Y_i \cdot \delta_i(t; v_i) \right]$$

$$= \mathbb{E} \left[ \mathbb{E} \left[ \sum_{i \in \mathcal{D}^0} Y_i \cdot \delta_i(t; v_i) \mid \mathcal{F} \right] \right]$$

$$= \mathbb{E} \left[ \mathbb{E} \left[ \sum_{i \in \mathcal{D}^0} \mathbb{P} \left[ Y_i = 1 \mid \mathcal{F} \right] \cdot \mathbb{P} \left[ \hat{u}_0(X_i) \leq v_i \cdot t \mid Y_i = 1, \mathcal{F} \right] \right] \right]$$

$$= \mathbb{E} \left[ \sum_{i \in \mathcal{D}^0} \mathbb{P} \left[ Y_i = 1 \mid Z_{1,i} \right] \cdot F_{1,i}(v_i \cdot t) \right].$$

First, we prove that if the same threshold $t$ is applied with weights $w$ and with constant unit weights, then $\delta(t; w)$ will have larger power:

$$\Psi(t; w) \geq \Psi(t; 1). \quad (A16)$$
To prove (A16), note that, assuming
\[
\sum_{i \in \mathcal{D}_{test}} a_i F_{1,i}(t/x_i) \geq \sum_{i \in \mathcal{D}_{test}} a_i F_{1,i} \left( \frac{t \sum_{j=1}^{m} a_j}{\sum_{j=1}^{m} a_j x_j} \right),
\]
for any \(0 \leq a_i \leq 1\) and \(\min_{1 \leq i \leq m} \bar{w}_i^{-1} \leq x_i \leq \max_{1 \leq i \leq m} \bar{w}_i^{-1}\), we can prove:
\[
\sum_{i \in \mathcal{D}_{test}} \mathbb{P}[Y_i = 1 | Z_{1,i}] F_{1,i}(\bar{w}_i t) \geq \sum_{i \in \mathcal{D}_{test}} \mathbb{P}[Y_i = 1 | Z_{1,i}] F_{1,i}(t). \tag{A17}
\]

In fact,
\[
\begin{align*}
&= \sum_{i \in \mathcal{D}_{test}} \mathbb{P}[Y_i = 1 | Z_{1,i}] F_{1,i}(t/\bar{w}_i^{-1}) \\
&\geq \sum_{i \in \mathcal{D}_{test}} \mathbb{P}[Y_i = 1 | Z_{1,i}] F_{1,i} \left( \frac{\sum_{j=1}^{m} \mathbb{P}[Y_j = 1 | s_j]}{\sum_{j=1}^{m} \mathbb{P}[Y_j = 1 | \bar{w}_j^{-1}]} \right) \\
&\geq \sum_{i \in \mathcal{D}_{test}} \mathbb{P}[Y_i = 1 | Z_{1,i}] F_{1,i}(t),
\end{align*}
\]
where the last inequality follows from Assumption 1 Combining (A17) with (A15) proves (A16).

Next, we prove that, for any fixed threshold \(t\),
\[
Q(t; \bar{w}) \leq Q(t; 1). \tag{A18}
\]

This is shown easily by recalling the definition of \(\bar{w}\) in (13):
\[
Q(t; \bar{w}) = \frac{\sum_{i \in \mathcal{D}_{test}} \bar{w}_i t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}]}{\sum_{i \in \mathcal{D}_{test}} \bar{w}_i t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}] + \sum_{i \in \mathcal{D}_{test}} F_{1,i}(\bar{w}_i t | Z_{1,i}) \cdot \mathbb{P}[Y_i = 1 | Z_{1,i}]} \\
\leq \frac{\sum_{i \in \mathcal{D}_{test}} t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}] + \sum_{i \in \mathcal{D}_{test}} F_{1,i}(t | Z_{1,i}) \cdot \mathbb{P}[Y_i = 1 | Z_{1,i}]}{\sum_{i \in \mathcal{D}_{test}} t \cdot \mathbb{P}[Y_i = 0 | Z_{1,i}] + \sum_{i \in \mathcal{D}_{test}} F_{1,i}(t | Z_{1,i}) \cdot \mathbb{P}[Y_i = 1 | Z_{1,i}]} = Q(t; 1),
\]
where the inequality follows from (A17).

Now, let us apply (A16) and (A18) setting the generic threshold \(t\) equal to \(t^\alpha_{\text{oracle}}(1) = \sup \{ t : Q(t; (1, \ldots, 1)) \leq \alpha \}\), which gives:
\[
Q(t^\alpha_{\text{oracle}}(1); \bar{w}) \leq Q(t^\alpha_{\text{oracle}}(1); 1) \leq \alpha, \quad \Psi(t^\alpha_{\text{oracle}}(1); \bar{w}) \geq \Psi(t^\alpha_{\text{oracle}}(1); 1).
\]
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The proof is completed by noting that, by definition of $t_{\text{oracle}}^{\alpha}(\tilde{w})$,

\[ Q(t_{\text{oracle}}^{\alpha}(\tilde{w}); \tilde{w}) \leq \alpha, \quad \Psi(t_{\text{oracle}}^{\alpha}(t_{\text{oracle}}^{\alpha}(\tilde{w})); \tilde{w}) \geq \Psi(t_{\text{oracle}}^{\alpha}(1); \tilde{w}). \]
A3 Supplementary figures

A3.1 Method schematics

Figure A2: Graphical representation of the conditional FDR calibration method with integrative TCV+ p-values described in Section 3.3. The red nodes are computationally expensive.
Figure A1: Graphical representation of the conditional FDR calibration method with integrative split-conformal p-values described in Section 3.2. The operations in the green nodes are not computationally expensive because they utilize pre-computed conformity scores.
A3.2 Numerical experiments with synthetic data

A3.2.1 Demonstration of automatic model tuning

Figure A3: Empirical demonstration of the need to adaptively tune the sign of conformity scores calculated by one-class classifiers, as discussed in Section 2.3. Left: the inlier data are generated from the Gaussian mixture model described in Section 5.2, with \( p = 100 \) and \( a = 2 \), while the outlier data are generated with \( a = 1 \). Right: the data are generated from the same model as on the left, swapping the inlier/outlier labels. Top: first two principal components of the data. Bottom: distributions of \( \log(\hat{s}_0(X_i)) \) for inlier and outlier data points \( X_i \).
A3.2.2 Split-conformal integrative p-values

Figure A4: Performance of Storey’s BH applied to conformal p-values computed with different methods, on simulated data. The results are shown as a function of the fraction of outliers in the labeled data, for different sample sizes. Other details are as in Figure 4.

Figure A5: Performance of conformal p-values computed with different methods, on simulated data. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The horizontal dashed line corresponds to the nominal 10% FPR level. Other details are as in Figure 4.
Figure A6: Performance of conformal p-values computed with different methods, on simulated data. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The horizontal dashed line corresponds to the nominal 10% FPR level. Other details are as in Figure A4.

Figure A7: QQ-plot comparing the empirical distribution of conformal p-values, computed with different methods on synthetic data, to the theoretical uniform distribution, separately for true inliers (left) and outliers (right). In the underlying experiments, the labeled sample size is 500 and the proportion of data points which are outliers is 50%. Other details are as in Figure 4.
Figure A8: Performance of Storey’s BH applied to conformal p-values computed with different methods, on simulated data. The data are simulated from a Gaussian mixture model as in Section 5.2 but with parameter $a = 1.25$ instead of $a = 0.7$. Other details are as in Figure 4.

Figure A9: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on simulated data. Integrative conformal p-values without weighting (ensemble method) are compared to standard conformal p-values based on two different one-class classification models (IF and LOF), as well as to those based on the most powerful one-class classification model selected by an imaginary oracle. Other details are as in Figure A8.
Figure A10: Performance of Storey’s BH applied to conformal p-values computed with different methods, on simulated data. The data are simulated from a logistic regression model with random parameters. Other details are as in Figure A4.

Figure A11: Performance of conformal p-values computed with different methods, on simulated data. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The data are simulated from a logistic regression model with random parameters. Other details are as in Figure A5.
A3.2.3 Integrative p-values via TCV+

Figure A12: Performance on simulated data of integrative conformal p-values computed with either TCV+ or sample splitting. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The horizontal dashed line corresponds to the nominal 10% FPR level. Other details are as in Figure 7.

Figure A13: Performance on simulated data of Storey’s BH applied to integrative conformal p-values computed with either TCV+ or sample splitting. The data are simulated from a logistic regression model with random parameters. Other details are as in Figure 7.
Figure A14: Performance on simulated data of integrative conformal p-values computed with either TCV+ or sample splitting. The performance is measured in terms of true positive rate (TPR) and false positive rate (FPR). The horizontal dashed line corresponds to the nominal 10% FPR level. The data are simulated from a logistic regression model with random parameters. Other details are as in Figure A13.
A3.3 Numerical experiments with real data

Figure A15: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on flower image classification data. Integrative conformal p-values are compared to standard conformal p-values based on six different one-class classification models (a) and six different binary classification models (b). Other details are as in Figure 11.

Figure A16: Performance on flower classification data of Storey’s BH applied to integrative conformal p-values computed with either TCV+ or sample splitting. To serve as benchmarks, standard conformal p-values based on one-class or binary classification models tuned by an ideal oracle are computed using cross-validation+. Other details are as in Figure 11.
Figure A17: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on car image classification data. Other details are as in Figure 11.

Figure A18: Performance of Storey’s BH applied to conformal p-values based on different underlying machine-learning models, on two medical diagnostics data sets. Integrative conformal p-values are compared to standard conformal p-values based on six different one-class classification models (a) and six different binary classification models (b). Other details are as in Figure 12.