Pre-hydrodynamic evolution in large and small systems
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I. INTRODUCTION

Describing the behavior of strongly interacting matter under extreme conditions remains a challenge in high-energy physics. A transition from a confined hadronic phase to a deconfined phase, known as the quark-gluon plasma (QGP) \cite{2}, at large densities and/or temperatures is predicted by quantum chromodynamics (QCD) \cite{3,4}, the fundamental theory of strong interactions. The strongly coupled nature of the problem and the sign problem that affects lattice QCD calculations \cite{5}, however, have hindered our ability to obtain an \textit{ab initio} theoretical determination of the complete phase diagram of QCD.

Aiming at shining a light on these questions from the experimental side, a vast program for producing and studying the QGP through relativistic heavy-ion collisions is being developed in facilities such as the Relativistic Heavy-Ion Collider (RHIC) and the Large Hadron Collider (LHC). By colliding pairs of Au and Pb nuclei, this program has produced mounting evidence that the matter formed in such collisions is well described by relativistic viscous hydrodynamics, and has characterized the produced short-lived QGP as an expanding strongly-coupled fluid with a very small shear viscosity to entropy density ratio \cite{6,18}.

In light of these findings, the QGP expansion in the aftermath of a collision is typically modeled within the framework of relativistic viscous hydrodynamics \cite{20,21}. In state-of-the-art simulations of relativistic heavy-ion collisions, hydrodynamics is one of the steps within a multimodel numerical chain that aims at modeling the several physical phenomena understood to take place throughout a collisional event. This approach is usually referred to as \textit{hybrid modeling} \cite{22} and has achieved success in reproducing experimental results for different colliding systems and different center of mass energies.

Some challenges, though, persist. One of them is to properly describe and model how the out-of-equilibrium matter produced immediately after the collision evolves into a state that can be described by hydrodynamics.

In practical simulations, the pre-hydrodynamic evolution has been modeled in various ways. For example, with no transverse expansion of the system until some finite time when hydrodynamics begins \cite{23,25}, with the assumption of a type of zero-interaction free streaming of particles \cite{29,32}, or via classical Yang-Mills theory \cite{33}. In these cases, the question of thermalization is side-stepped, as thermalization is never reached, but is either imposed by hand at the switching to a hydrodynamic description or taken care of within the hydrodynamic evolution, where the system evolves from a far-from-equilibrium state into one that is closer to equilibrium. In other simulations (see, for example, \cite{34}), an evolution toward equilibrium is obtained via a strongly-coupled description in terms of the gauge-gravity duality \cite{35}, or in a weak-coupling approach via effective kinetic theory \cite{36,37}. It is worth noting that, for simplicity, the vast majority of these approaches assume an approximate conformal symmetry during this pre-hydrodynamic evolution. Furthermore, the modeling of the pre-equilibrium phase is also very important when determining the validity of the hydrodynamic description using nonlinear causality constraints \cite{38}.

In a previous work \cite{1}, we have studied different pre-equilibrium models and their effects on several final state observables. We have pointed out that the investigated models all added extra momentum to the system, in comparison to a base scenario in which the period of pre-equilibrium evolution was replaced by hydrodynamic evolution itself.

We have argued that this non-negligible extra momentum is not due to interactions among the constituents of the early-time system, but instead is a consequence of an artificial large pressure that is present at the switch to hydrodynamics due to the widespread assumption of conformal invariance in pre-equilibrium models. This artifact ultimately affects the extraction of transport coefficients from hybrid models and should be taken as a caveat in Bayesian studies.

Another pressing issue in the field regards the validity of the hydrodynamical description for smaller systems. Different experimental collaborations have presented data exhibiting strong signatures of flow in p-Pb and d-Au collisions \cite{12,15}. As reviewed in \cite{18}, the hydrodynamical picture of the QGP is capable of describing not only flow observables but a wide collection of experimental data from such small systems. From the theoretical point of view, different arguments \cite{39,40}, mostly based on the strongly coupled nature of the QGP, support the validity of the hydrodynamical picture in the description of small collision systems.

In this work, we extend our previous study on the effects of pre-equilibrium dynamics on final-state observables to include smaller systems. We study simulated collision events for both p-Pb and Pb-Pb, utilizing a numerical setup inspired by the one used in the Bayesian study by Bernhard \textit{et al.} \cite{41} to obtain maximum a posteriori values for parameters of the initial conditions and hydrodynamics viscosities. We show that, as expected, the effect due to the unphysically large initial pressure, originating from the assumption of conformal symmetry, is enhanced as we move to smaller systems, and appropriately removing it becomes even more important in studies of such systems. We also show that this effect is dependent on the duration of the pre-conformal stage. Finally, we study whether using

\footnote{In fact, the extracted values for this ratio are typically very close to the result $\eta/s = 1/4\pi$, which is valid in a very large class of strongly-coupled gauge theories with holographic duals \cite{19}.}
a subluminal free-streaming model for the pre-equilibrium stage, which effectively breaks conformal symmetry, can alleviate the effects related to the aforementioned artifact.

In the next section, we review the non-physical enhancement of the bulk pressure at the transition to hydrodynamics due to the widespread assumption of conformal evolution in pre-equilibrium dynamics models; in Section III we present our numerical setup. We assume zero chemical potential in this work. Our results are presented in Section IV. This is followed by our conclusions. We use a mostly minus metric signature and natural units \( \hbar = c = k_B = 1 \).

II. (NON)CONFORMAL PRE-EQUILIBRIUM AND THE SWITCH TO HYDRODYNAMICS

We have argued in previous work [1] that the conformal invariance assumed by most initial conditions and pre-equilibrium models [30, 31, 33, 42–45] leads to an artificially large bulk pressure at the time one switches to the hydrodynamic description. This extra pressure significantly modifies the transverse momentum spectra of final state particles, contaminating integrated final state observables and the extraction of transport coefficients from Bayesian analysis. We now review this argument and expand on it, in light of the recent proposition of a subluminal free-streaming period as a pre-equilibrium model [46, 47].

We remind the reader that, at the end of the pre-equilibrium evolution at time \( \tau_{fs} \), the switch to hydrodynamics is performed by ensuring continuity of the entire stress-energy tensor \( T_{\mu\nu} \). The fluid-dynamical variables are defined via Landau matching [48], which determines the fluid’s flow velocity \( u^\mu \) through the eigenvalue problem

\[
T_{\mu\nu} u^\nu \equiv \epsilon u^\mu.
\]

The single time-like eigenvector, \( u^\mu \), is selected and normalized to \( u^\mu u_\mu = 1 \) and its corresponding eigenvalue \( \epsilon \) is identified with the energy density. The energy-momentum tensor can then be decomposed as

\[
T_{\mu\nu} = \epsilon u^\mu u^\nu - [p(\epsilon) + \Pi] \Delta_{\mu\nu} + \pi_{\mu\nu},
\]

where \( p(\epsilon) \) is the thermodynamic pressure, related to the energy density through an equation of state (EOS), \( \Pi \) is the bulk pressure, and \( \pi_{\mu\nu} \) the shear stress tensor,

\[
\pi_{\mu\nu} = \Delta_{\alpha\beta} T_{\alpha\beta},
\]

which is traceless. The projector

\[
\Delta_{\mu\nu} = g_{\mu\nu} - u^\mu u^\nu,
\]

projects out terms transverse to \( u^\mu \), and we define

\[
\Delta_{\mu\nu} = \frac{1}{2} \left( \Delta_{\mu} \Delta_{\nu} + \Delta_{\nu} \Delta_{\mu} \right) - \frac{1}{3} \Delta_{\mu\nu} \Delta_{\alpha\beta}.
\]

Taking the trace of (2), the total pressure may be obtained as

\[
p(\epsilon) + \Pi = \frac{\epsilon - T_{\mu}^{\mu}}{3}.
\]

In the case of a conformal pre-equilibrium model, \( T_{\mu}^{\mu} = 0 \) (regardless of the history of the system or proximity to equilibrium), and

\[
p(\epsilon) + \Pi = \frac{\epsilon}{3}.
\]

That is, at the switching time, the conformal pressure \( \epsilon/3 \) must be matched to the total QCD pressure. Since QCD is not conformal, the difference between the thermodynamic and conformal pressures must be accommodated by an artificial bulk pressure. In Figure [1] we present the ratio between the initial bulk pressure \( \Pi_0 \) and the QCD thermodynamic pressure as a function of temperature, for the range of temperatures typically probed in hybrid simulations of relativistic heavy-ion collisions. It can be seen that this ratio reaches values of order unity, meaning that the nonphysically enhanced initial bulk viscous pressure can have the same order of magnitude as the actual thermodynamic pressure for some cells at the beginning of hydrodynamics.

Recently, it was proposed by Nijs et al. [46 47] to describe the pre-equilibrium dynamics using a free-streaming model with a variable free-streaming velocity that can take subluminal values, effectively breaking conformal invariance. Choosing Milne coordinates with the metric being given by

\[
g_{\mu\nu} = \text{diag}(1, -1, -1, -\tau^2),
\]
and assuming a boost invariant system, the energy-momentum tensor of the QGP along the transverse plane (with respect to the beam axis) can be written as

\[ T^{\mu\nu}(x, y) = \frac{1}{2\pi \tau_{fs}} \int_0^{2\pi} d\phi \, \hat{p}^\mu \hat{p}^\nu \, T(x - v_{fs} \tau_{fs} \cos \phi, y - v_{fs} \tau_{fs} \sin \phi), \]

where \( \tau_{fs} \) is the total free-streaming time of the system and \( \hat{p}^\mu \hat{p}^\nu = \begin{pmatrix} 1 & v_{fs} \cos \phi & v_{fs} \sin \phi & 0 \\ v_{fs} \cos \phi & v_{fs}^2 \cos^2 \phi & v_{fs}^2 \cos \phi \sin \phi & 0 \\ v_{fs} \sin \phi & v_{fs}^2 \cos \phi \sin \phi & v_{fs}^2 \sin^2 \phi & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

such that \( T^{\mu\nu} \) has vanishing \( \eta \) components. \( T(x, y) \) is related to the probability density function of the Boltzmann equation after integrating out the longitudinal degrees of freedom \[29\] and can be identified with an initial density profile, generated, for the example, using TRENTo \[50\].

Note that the trace \( T_{\mu}^{\mu}(x, y) \) is given by

\[ T_{\mu}^{\mu}(x, y) = \frac{(1 - v_{fs}^2)}{2\pi \tau_{fs}} \int_0^{2\pi} d\phi \, T(x - v_{fs} \tau_{fs} \cos \phi, y - v_{fs} \tau_{fs} \sin \phi) \neq 0, \]

indeed breaking conformal invariance. Note, also, that for \( v_{fs} = 1 \), the conformal limit is recovered, with \( T_{\mu}^{\mu} = 0 \).

Using \[11\] for the trace anomaly into \[6\] we obtain the explicit expression

\[ p(\epsilon) + \Pi = \frac{\epsilon}{3} - \frac{(1 - v_{fs}^2)}{6\pi \tau_{fs}} \int_0^{2\pi} d\phi \, T(x - v_{fs} \tau_{fs} \cos \phi, y - v_{fs} \tau_{fs} \sin \phi). \]

Equation \[12\] can be solved numerically to yield the total pressure for non-conformal free-streaming. Some results are presented in Figure 2 for different free-streaming velocities.

We note that, for \( v = 0.85c \), the free-streaming pressure approximates the QCD equation of state for a considerable range of energies. According to the arguments presented in \[11\] and reviewed above, a subluminal free-streaming pre-equilibrium model should result in a smaller artificial bulk pressure, alleviating the contamination of final state observables.
FIG. 2. Total pressure as a function of energy, obtained by numerically solving Eq. (12). Results are presented for different free-streaming velocities.

To explore that possibility, we have incorporated such a free streaming model into a simulation chain inspired by the one used in [46, 47], as we will describe in the next section. We will also use the resulting model to extend our previous analysis to systems of smaller size and to probe how the effects of the conformal approximation change with the duration of the free-streaming period.

III. NUMERICAL MODEL FOR HYBRID DESCRIPTION OF HEAVY-ION COLLISIONS

As mentioned above, hybrid models are the state-of-the-art tool for simulating relativistic heavy-ion collisions. They are most typically comprised of the following components:

- an initial condition generator, which models the initial hard scattering between nuclei [33, 42, 50–59];
- a pre-equilibrium stage, which models matter approach to hydrodynamical behavior [29, 33, 36, 37, 42, 60];
- a relativistic viscous hydrodynamics code, for modeling the hydrodynamical evolution of the QGP [24, 61–67];
- a Cooper-Frye sampler, for converting fluid elements into particles [68–71];
- a hadronic cascade model, for modeling the final evolution of hadron resonances up to the detectors [51, 52, 72–74].

In this work, simulations of collision events are generated using this type of hybrid model. In practice, 2D initial entropy profiles are generated with version 2.0 of TRENTo [50]. They are then free-streamed, with velocity $v_{fs}$, up to a time $\tau_{fs}$, at which the hydrodynamical evolution is performed with the MUSIC code [65–67, 75]. MUSIC performs a boost invariant $2D + 1$ viscous evolution of the system, which ends when the systems reaches a temperature of $T_{switch} = 151$ MeV. Following [41], we have parametrized the shear viscosity to entropy density ratio as,

$$
(\eta/s)(T) = (\eta/s)_{min} + (\eta/s)_{slope} \cdot (T - T_c) \cdot (T/T_c)^{(\eta/s)_{crv}}.
$$

In the expression above, $(\eta/s)_{min}$ represents the minimum value at $T_c$, $(\eta/s)_{slope}$ the slope above $T_c$, and $(\eta/s)_{crv}$ is a curvature parameter. The bulk viscosity to entropy density ratio is parametrized by

$$
(\zeta/s)(T) = \frac{(\zeta/s)_{max}}{1 + \left(\frac{T - (\zeta/s)_{T_0}}{(\zeta/s)_{width}}\right)^2},
$$

which has the form of a Cauchy distribution, with a symmetric peak with maximum value $(\zeta/s)_{max}$, width $(\zeta/s)_{width}$, and center $(\zeta/s)_{T_0}$.

The equation of state used in the hydrodynamical stage is obtained by matching the HotQCD lattice equation of state [49] to a hadron resonance gas composed of the same particle species present in UrQMD [51, 52], using the EOS-maker software [70].
TABLE I. Parameters used for initial conditions generation and transport coefficients for hydrodynamical evolution.

| Initial Condition | QGP Properties |
|-------------------|----------------|
|                  | \((\eta/s)_{\text{min}}\) | 0.11 |
|                  | \((\eta/s)_{\text{slope}}\) | 1.6 (1/GeV) |
|                  | \((\zeta/s)_{\text{crr}}\) | -0.29 |
|                  | \((\zeta/s)_{\text{max}}\) | 0.032 |
|                  | \((\zeta/s)_{\text{width}}\) | 0.024 GeV |
|                  | \((\zeta/s)_{\text{r0}}\) | 175 MeV |
|                  | \(T_{\text{switch}}\) | 151 MeV |

TABLE II. Overall normalization factors used in T\(\text{RE}N\)To for initial condition generation for the different scenarios under study.

| \(v_{fs}\) | \(v_{fs} = 0.85c\) | \(v_{fs} = c\) |
|------------|-------------------|----------------|
| \(\tau_{fs}\) | 0.37 fm/c | 20.0 | 20.0 |
| \(\tau_{fs}\) | 1.2 fm/c | 22.0 | 26.8 |

The final hydrodynamic hypersurface (at constant temperature) is sampled, via the Cooper-Frye formalism with viscous corrections using the FRZOUT code \[41\]. Each hypersurface is repeatedly sampled until at least 5 \(\times\) \(10^5\) particles are acquired. The resulting set of particles is used as input into the afterburner wrapper for the UrQMD hadronic cascade model \[51\] \[52\]. The final set of stable particles is then used for the calculation of observables.

In order to investigate pre-equilibrium dynamics effects in large and small systems, we have simulated minimum-bias events for both Pb-Pb and p-Pb collisions at center of mass energy of 5.02 TeV. We have simulated sets of events for two different values of \(\tau_{fs}\), namely \(\tau_{fs} = 0.37\) fm/c and \(\tau_{fs} = 1.2\) fm/c. To investigate the effectively conformally broken scenario, for both values of \(\tau_{fs}\) we have considered two different values of \(v_{fs}\): \(v_{fs} = c\) and \(v_{fs} = 0.85 c\).

The \(v_{fs} = c\) and \(\tau_{fs} = 0.37\) fm/c scenario matches the maximum a posteriori parameters obtained from the Bayesian analysis performed in \[41\]. All of the other parameters for the \(\text{TRE}N\)To initial conditions and hydrodynamics transport coefficients were extracted from this reference for this base scenario. For the other scenarios, we have adjusted the overall \(\text{TRE}N\)To normalization factor, to obtain agreement across the scenarios in charged-particle multiplicity at the most central class.

The choice of \(v_{fs} = 0.85\) fm/c as the second free-streaming velocity is motivated by the works of \[46\] \[47\] and by the results presented in Fig. 2. While we do not expect the observables extracted from simulations with this velocity to match experimental data, we shall see that this remains a robust choice for probing the consequences of effectively breaking conformal invariance in the pre-equilibrium stage of the hybrid description.

The parameters utilized in this work are summarised in Table I and the normalization factors for the different scenarios are summarised in Table II.

IV. RESULTS AND DISCUSSION

First, we present the resulting charged-particle multiplicity as a function of centrality class for each of the simulated scenarios in Fig. 3, where they are compared to experimental results from the ALICE collaboration \[77\] \[78\]. We obtain comparable results as those obtained by the original Bayesian study \[41\] for the scenarios with \(v_{fs} = c\) and \(\tau_{fs} = 0.37\) fm/c, for both p-Pb and Pb-Pb collisions. We also note that the multiplicity dependence on the choice of \(\tau_{fs}\) and \(v_{fs}\) is considerably larger for the smaller system. The dependence on \(\tau_{fs}\) is also stronger than the one on \(v_{fs}\).

In Figure 4 we compare the ratio \(\Pi/p\) in sample central events at the beginning of the hydrodynamic evolution \((\tau = \tau_{fs})\), for \(v_{fs} = c\) and \(v_{fs} = 0.85 c\) and for both system sizes. Note that for \(v_{fs} = c\) a significantly larger fraction of the p-Pb event has \(\Pi/p \sim \mathcal{O}(1)\), when compared to the Pb-Pb event, suggesting that the effects of the artificial large bulk pressure on the final state observables should be larger on the smaller system. We also remark that for \(v_{fs} = 0.85 c\) these ratios seem to be greatly diminished in most cells, pointing to a reduction of the above-mentioned effect.

To investigate and quantify the effect of the unphysical enhancement of initial bulk viscous pressure in small systems and compare it to the previously observed behavior in large systems, we have calculated several final state observables.
By calculating the so-called Q-vector \[80\] distribution at a certain azimuthal angle one example is the usual anisotropic flow coefficients in the Fourier expansion of the transverse momentum probability significantly reduced in the non-conformal scenario, in comparison to the conformal case. More transverse momentum is artificially added into the system. Note, however, that the magnitude of this effect is in Figures 9 and 10. These results again indicate that the longer the duration of the pre-equilibrium stage, the dependence of the magnitude of the effect with the free-streaming duration.

This is shown in Figures 7 and 8. These effects can be also seen when looking into the mean transverse momentum. Results for the mean transverse momentum spectra for both p-Pb and Pb-Pb simulated events. As can be seen in Figures 5 and 6, the results imply a sizeable change to the transverse momentum spectra amongst the different combinations of \(v_{fs}\) and \(\tau_{fs}\). For both p-Pb and Pb-Pb events, when comparing events with different values of \(\tau_{fs}\) for fixed \(v_{fs}\), one notes that the effect is significantly more pronounced in the conformal case. This can be more clearly visualized by plotting the ratios between spectra with different values of \(\tau_{fs}\) for a fixed value of \(v_{fs}\). This is shown in Figures 7 and 8.

Similarly to what was previously observed in Pb-Pb collisions \[1\], for larger free-streaming time, there is less multiplicity in the low-\(p_T\) range and, gradually, the trend is inverted around the \(p_T\) range 1.5 – 2.0 GeV. This effect is also larger for peripheral events in comparison to more central ones. It grows when \(\tau_{fs}\) is increased, clearly exhibiting the dependence of the magnitude of the effect with the free-streaming duration.

These effects can be also seen when looking into the mean transverse momentum. Results for the mean transverse momentum of charged and some identified particles, in the different scenarios under investigation, are presented in Figures 9 and 10. These results again indicate that the longer the duration of the pre-equilibrium stage, the more transverse momentum is artificially added into the system. Note, however, that the magnitude of this effect is significantly reduced in the non-conformal scenario, in comparison to the conformal case.

These modifications to the transverse momentum spectrum should also contaminate other \(p_T\)-integrated observables. One example is the usual anisotropic flow coefficients in the Fourier expansion of the transverse momentum probability distribution at a certain azimuthal angle \(\phi\),

\[
E \frac{dN}{d^3p} = \frac{1}{2\pi} \frac{\sqrt{m^2 + p_T^2 \cosh(\eta)^2}}{p_T \cosh(\eta)} \frac{dN}{p_T dp_T d\eta} \left[ 1 + \sum_{n=1}^{\infty} v_n(p_T, y) \cos(n(\phi - \Psi_n)) \right].
\]

We have calculated the \(v_2\) observable for the scenarios under investigation, employing the Q-cumulants formalism, thus avoiding event plane calculations. The two-particle flow coefficients are connected to the two-particle correlation function through the relation \[79\] \[80\]

\[
v_n = \sqrt{\langle v_n^2 \rangle} = \sqrt{\langle (\epsilon \cos(\phi_1 - \phi_2))^n \rangle}.
\]

By calculating the so-called Q-vector \[80\]

\[
Q_n = \sum_{i=1}^{M} e^{i n \phi_i},
\]
FIG. 4. Ratio $\Pi/p$ between the bulk pressure $\Pi$ and the thermodynamic pressure $p$ across sample p-Pb and Pb-Pb events.

It is possible to extract the $v_n$ coefficients using the relation

$$v_n \{2\} = \sqrt{\left\langle \frac{|Q_n|^2 - M}{M(M-1)} \right\rangle},$$

where $M$ is the event-by-event multiplicity in the analyzed window. The resulting values for $v_2 \{2\}$ are presented in Figures 11 and 12 for the different scenarios for both p-Pb and Pb-Pb systems.

It can be seen that the $v_{fs} = c$, $\tau_{fs} = 0.37 \text{ fm/c}$ scenario has a reasonable agreement with experimental data for both system sizes. This is expected since we have used the maximum a posteriori parameters obtained in [41] with $v_{fs} = c$, which yield $\tau_{fs} = 0.37 \text{ fm/c}$. Again, the smaller system results are more sensitive to variations of both $\tau_{fs}$ and $v_{fs}$. For both system sizes, at fixed free-streaming velocities, longer free-streaming periods lead to diminishing flow, as a consequence of the changes in the transverse momentum spectra.

It has been argued in [1] that a significant part of the momentum that conformal free streaming models add to the system comes from the above-mentioned unphysical enhancement of the initial bulk viscous pressure at the switch to hydrodynamics. We now compare this effect between large and small systems. To this goal, we have simulated additional sets of events, corresponding to the scenarios under investigation, but ignoring the initial bulk pressure.
at the switch to hydrodynamics, thus effectively removing the artificial bulk pressure that appears in conformal free-streaming models.

In Figures 13 and 14, we present the mean transverse momentum results for charged particles for our original scenarios in comparison to the equivalent scenarios with $\Pi_0 = 0$. It is noticeable that the effect observed originally in $\Pi_0$ is greatly enhanced when one moves to small systems, possibly due to the shorter lifetime of the QGP in such systems. The effect also grows with longer free-streaming durations, as had already been hinted by the larger values of mean transverse momentum noted above (a large fraction of this extra momentum is indeed coming from a such artificial enhancement of the initial bulk viscous pressure).

Finally, it can be noted that the effect diminishes in the non-conformal scenarios: for $v_{fs} = 0.85c$, the differences in $\langle p_T \rangle$ when $\Pi_0$ is set to zero is significantly smaller than in the conformal case, even for p-Pb events. This is an important result: it provides further evidence that the artificial enhancement of the initial pressure indeed contaminates final state observables and it also suggests that effectively breaking the conformal symmetry in free-streaming models, even if crudely via a reduced velocity, can alleviate the contamination of final state observables.

V. CONCLUSIONS

In this work, we have extended our analysis of the effect of pre-equilibrium dynamics on final state observables to smaller system sizes, specifically to p-Pb systems. We have also tested whether a subluminal free-streaming pre-equilibrium model can alleviate the effects of the artificial bulk pressure present in most pre-equilibrium scenarios. We have found that the shorter duration of the hydrodynamical stage within a hybrid model leads to a larger sensibility of final state observables to pre-hydrodynamical physics in smaller systems. All of the effects previously exhibited in Pb-Pb collisions \cite{1} and also in our new set of Pb-Pb collisions are enhanced in p-Pb simulations, making
indeed diminished with the use of a non-conformal pre-equilibrium model. This was done by choosing a free-streaming 

to understand the formation of QGP in such systems.

We have also seen that the issues related to the unphysical enhancement of the initial bulk viscous pressure are 
indeed diminished with the use of a non-conformal pre-equilibrium model. This was done by choosing a free-streaming 

FIG. 6. Transverse momentum spectra for several centrality classes in Pb-Pb events for $v_{fs} = c$ and $v_{fs} = 0.85c$ and for $\tau_{fs} = 0.37 \text{ fm/c}$ and $\tau_{fs} = 1.2 \text{ fm/c}$.

FIG. 7. Transverse momentum spectra ratios: for both $v_{fs} = c$ and $v_{fs} = 0.85c$, we present the ratio between the spectra obtained with $\tau_{fs} = 1.2 \text{ fm/c}$ and $\tau = 0.37 \text{ fm/c}$. Results are presented for several centrality classes p-Pb events.

it clear that the case for moving beyond conformal pre-hydrodynamical frameworks is even more important as we try 
to understand the formation of QGP in such systems.

We have also seen that the issues related to the unphysical enhancement of the initial bulk viscous pressure are 
indeed diminished with the use of a non-conformal pre-equilibrium model. This was done by choosing a free-streaming
FIG. 8. Transverse momentum spectra ratios: for both $v_{fs} = 0.85 \ c$ and $v_{fs} = c$, we present the ratio between the spectra obtained with $\tau_{fs} = 1.2 \ fm/c$ and $\tau = 0.37 \ fm/c$. Results are presented for several centrality classes Pb-Pb events.

FIG. 9. Mean transverse momentum of charged and identified particles for the different scenarios under investigation. Results are presented as a function of charged-particle multiplicity for p-Pb events.

FIG. 10. Mean transverse momentum of charged and identified particles for the different scenarios under investigation. Results are presented as a function of centrality for Pb-Pb events.
velocity smaller than $c$. While this prescription is certainly very simplistic (at best), it nevertheless captures the essence of the effect, by effectively removing conformal invariance. More realistic descriptions of the non-conformal pre-equilibrium phase are needed to fully remove, in a consistent way, the problem discussed in this work.

Our results show that one must still improve the description of the hydrodynamization of QCD matter and its matching to the hydrodynamical regime. Until a more refined microscopic model is available, the artificial enhancement of the bulk pressure at the transition to hydrodynamics should be considered as a caveat in the extraction of transport coefficients from Bayesian studies, especially for small systems.
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