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Abstract—Architecture erosion is a big challenge in modern architectures leading to a deterioration of the quality properties of these systems. Today, no comprehensive approach for regaining architecture consistency in eroded software systems exists and architecture consistency is essentially achieved by repairing the implementation level only. In this paper, we propose a novel approach enabling a joint architecture and implementation repairing for tackling software architecture erosion. By using a holistic view on violation causes and suitable repair actions in combination with learning mechanisms we build up a system specific knowledge-base improving accuracy and efficiency in consolidation of architecture and implementation over time.

Keywords—Software Evolution; Software Architecture Degradation; Machine Learning; Program repair.

I. INTRODUCTION

The term (software) architecture erosion refers to the process of continuous divergence between the intended software architecture of a system and its refinement or implementation [1]. The causes of architecture erosion are manifold, such as changes to the code that are not consistent with the architecture in order to implement bug fixes or additional requirements [2]. The deviation of the implementation of the system from the intended architecture generally leads to a degradation of the quality properties of the system such as maintainability, extensibility, or reuse in the medium term [3]. In the long term, untreated architecture erosion leads to hard-to-maintain systems that must be replaced by new developments [4]. Despite the ubiquity of this problem of (software) architecture erosion, no comprehensive approach to regaining architecture consistency in degraded software systems exists today [5], [6].

The software architecture $A$ of a system can be understood as a set $\Phi$ of predicate logic statements about the structure and behavior of the system. For a given tuple of the architecture $A$ and the corresponding implementation $S$, we have consistency between $A$ and $S$, if and only if the implementation $S$ (where by the set $S$, we mean the set of all artifacts of that implementation) satisfies the predicate logic statements of $\Phi$ (denoted as $S \models \Phi$) and thus conforms to the architecture specification. In an eroded system, the implementation is not architecture conformant ($S \nvDash \Phi$), i.e., there are architecture violations.

If consistency between architecture $A$ and implementation $S$ is now to be regained, either $S$ must be converted into an architecture-compliant implementation $S'$ s.t. $S' \models \Phi$ (Implementation Repairing) or $A$ must be adapted accordingly, i.e., we have to change $\Phi$ to $\Phi'$ s.t. $S \models \Phi'$ (Architecture Repairing). In a previous work, we have already proposed an approach for Implementation Repairing [7]. Now, we introduce a novel approach where we consider inconsistent tuples of $A$ and $S$ and enabling the joint adaptation of $S$ and $A$.

For the adaptation, repair actions are available, e.g., in the form of a set of refactoring. Determining an optimal sequence of repair actions requires an exhaustive search, which, however, must fail for realistic scenarios due to the size of the search space in combination with the computational complexity of architecture conformance [7]. Practicable solutions therefore limit the problem to at least one of the following: reducing the complexity of considered architectural concepts and violations, reducing the considered repair actions, and using heuristic search methods [7].

II. PROPOSED METHODOLOGY

Figure 1 shows possible paths in the transition of an inconsistent tuple of $A$ and $S$ to a consolidated architecture and implementation. Each edge corresponds at least to the execution of a repair action either on the implementation level or on the architecture level. This single modification need not lead to architecture and implementation being consistent with each other again, i.e., on the way to a consolidated architecture and implementation, repair actions may first lead to degradation. Furthermore, it may be more optimal to make changes to both the architecture and the implementation.

This concept shown above is the foundation of our methodology (see Figure 2). The solution approach is based on a managed creativity-experimentation cycle, where the software engineer is even encouraged to just try things out, in the sense of trial and error, but by recording this process, knowledge can be extracted and integrated into a knowledge base ("cloud" in Figure 2).
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Thereby, future recommendations can be improved and it is possible to transfer the recommendations to other systems, s.t. in similar systems in the company proven solutions can be proposed. The generic causes, failure patterns, and repair actions from the system-independent architecture knowledge constitute the baseline. Learning is applied to refine this knowledge. In order to take into account the system-specific decisions and characteristics, system-specific knowledge is built up in particular.

The use of refactorings or the introduction of established patterns, e.g., can lead to the fact that well-established object-oriented metrics have “worse” results [8]. Therefore, it is also essential to generate system-specific knowledge and tune the knowledge base for a concrete system.

The methodology starts with a not consistent tuple of A and S as input. The first step with the Violation & Cause Detection activity aims to inspect A and S and detecting inconsistencies between them. Combinations of multiple architecture violations and properties of the associated implementation fragments generally indicate a deeper problem behind these inconsistencies. To do this, information about individual instances of architectural violations is aggregated to create an overall picture (failure pattern) of the underlying causes of the discrepancies. The output of the Violation & Cause Detection activity is a set of pairs consisting of architectural violations and an underlying cause for those violations. The activity also takes as input the system-specific architecture knowledge with pairs of violations and their cause that have already been detected in the past. From this set of generated pairs, the software engineer selects one that he/she considers plausible and thus determines the input for the next activity.

Based on the identified and validated causes and the violations, it must be decided whether and how the current degradation can be repaired. The Cause & Repair Action Planning activity aims at recommending either the repair of S with respect to Φ or the change of Φ with respect to S based on the identified causes of degradation. To do this, the activity determines a set of pairs consisting of cause and a sequence of repair actions for the selected pair of violations and cause. In addition, the input to this activity is the knowledge base and the sequences of successful repair actions for specific causes already learned there.

In the Repair Action Execution activity, repair actions are now applied in sequence. As a result, new intermediate versions of the repaired system or the repaired architecture are created. Now it is possible to start with the next repair action or to go back one or more steps if the result turns out to be unsatisfactory.

It is possible that going through these activities once may not lead to an optimal result in every case. Thus, the approach explicitly provides, in the sense of backtracking, for re-evaluating decisions made and for the software engineer to retract them, e.g., to choose other repair actions or even other causes. The latter would also lead to the re-execution of the Cause & Repair Action Planning for the now favored cause.

III. CONCLUSION AND FUTURE WORK

We proposed a novel approach for tackling architecture erosion using learning mechanisms and a joint architecture and implementation repairing. As a future work, we plan to implement the sketched approach based on a set of ground truth architectures and to finally evaluate our approach.
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