Compartment model-based nonlinear unmixing for kinetic analysis of dynamic PET images
Yanna Cruz Cavalcanti, Thomas Oberlin, Vinicius Ferraris, Nicolas Dobigeon, Maria Ribeiro, Clovis Tauber

To cite this version:
Yanna Cruz Cavalcanti, Thomas Oberlin, Vinicius Ferraris, Nicolas Dobigeon, Maria Ribeiro, et al.. Compartment model-based nonlinear unmixing for kinetic analysis of dynamic PET images. Medical Image Analysis, 2023, 84, pp.102689. 10.1016/j.media.2022.102689 . hal-03928633

HAL Id: hal-03928633
https://hal.science/hal-03928633
Submitted on 7 Jan 2023

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Compartment Model-based Nonlinear Unmixing for Kinetic Analysis of Dynamic PET Images

Yanna Cruz Cavalcanti\textsuperscript{a,}\textsuperscript{*}, Thomas Oberlin\textsuperscript{b}, Vinicius Ferraris\textsuperscript{a}, Nicolas Dobigeon\textsuperscript{a,c}, Maria Ribeiro\textsuperscript{d}, Clovis Tauber\textsuperscript{d}

\textsuperscript{a}University of Toulouse, IRIT/INP-ENSEEIHT, 31071 Toulouse Cedex 7, France
\textsuperscript{b}ISAE-SUPAERO, University of Toulouse, France
\textsuperscript{c}Institut Universitaire de France (IUF), France
\textsuperscript{d}UMRS Inserm U930 - Université de Tours, 37032 Tours, France

Abstract

When no arterial input function is available, quantification of dynamic PET images requires a previous step devoted to the extraction of a reference time-activity curve (TAC). Factor analysis is often applied for this purpose. This paper introduces a novel approach that conducts a new kind of nonlinear factor analysis relying on a compartment model, and computes the kinetic parameters of specific binding tissues jointly. To this end, it capitalizes on data-driven parametric imaging methods to provide a physical description of the underlying PET data, directly relating the specific binding with the kinetics of the non-specific binding in the corresponding tissues. This characterization is introduced into the factor analysis formulation to yield a novel nonlinear unmixing model designed for PET image analysis. This model also explicitly introduces global kinetic parameters that allow for a direct estimation of a binding potential that represents the ratio at equilibrium of specifically bound radioligand to the concentration of nondisplaceable radioligand in each non-specific binding tissue. The performance of the method is evaluated on
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synthetic and real data to demonstrate its potential interest.

1. Introduction

Dynamic positron emission tomography (PET) is an imaging technique delivering relevant information on physiological dysfunctions preceding appearance of morphological abnormalities such as cancer and dementia. To provide interpretable results, PET images have to pass through a process called quantification (Buvat, 2007). It consists in exploring the variations of the concentration of radiotracers over time, characterized by time-activity curves (TACs), in order to estimate the kinetic parameters that describe the studied process. Most of the quantification techniques that are used in practice require an estimation of reference TACs representing tissues (Blomqvist et al., 1989; Cunningham et al., 1991). In this context, many methods were developed to perform a non-invasive extraction of the global kinetics of a tracer, in particular factor analysis (Barber, 1980; Cavailloles et al., 1984). More recently, deep learning (DL) techniques have been considered to tackle this problem, either with the estimation of macro-parameters with no need for an input function as in Wang et al. (2020), or with the direct quantification of the image as in Polymeri et al. (2020). For the latter case, DL-based methods generally require large training data sets covering a large variety of sample subjects for each possible scan setting and radiotracer. Conversely, unsupervised methods such as the factor analysis proposed in this work fully exploit physically-based models and additional prior knowledge, and their applicability are not constrained by the availability of large labeled data sets.

However, standard factor analysis techniques rely on the assumption that the elementary response of each tissue to tracer distribution is spatially homogeneous. To overcome this limitation, Cavalcanti et al. (2018) introduced a factor analysis model that handled fluctuations in specific binding (SB) kinetics with a spatially indexed variability. The proposed model tried to extract a factor for the blood input function, a factor for each non-specific binding (nSB) tissue...
of the region under study and assigned a spatially varying factor for high-uptake tissues.

Furthermore, the kinetics of the ligand in SB tissues are often related to those in nSB tissues, as considered by the reference tissue input models from the quantification literature (Lammertsma and Hume, 1996). Indeed, when targets are present, the kinetics of the radioligand in a tissue that is non-specific under healthy circumstances will be non-linearly modified, though it is still the same tissue or organ. Therefore, this work proposes to study SB kinetics as an instance of the nSB ones. The main idea is to perform factor analysis on nSB tissues and blood while allowing for non-linearities on each nSB tissue that will describe the SB part present in these regions.

Ideally, these non-linearities should directly provide an interpretable result in terms of quantification, representing different levels of binding. To do so, one resorts to the parametric pharmacokinetic models discussed by Gunn et al. (2001). They are shown to be very useful for providing physiologically meaningful analysis of PET data. Conventional methods used for kinetic parameter estimation often define a region-of-interest (ROI) and then perform estimation based on the ROI average (Lammertsma and Hume, 1996; Berti et al., 2010). These approaches neglect any spatial variations in the tracer kinetics within the ROI, e.g., due to inhomogeneous distribution of the target, existence of sub-regions, partial volume effects (PVE) or tissue heterogeneity. To avoid this homogeneous ROI assumption, some studies performed a voxel-by-voxel estimation of kinetic parameters and, to overcome poor signal-to-noise ratio (SNR), applied additional penalizations to stabilize the estimation (Kamasak et al., 2005; Huang and Zhou, 1998). For instance, Gunn et al. (2002) defined basis functions to model the kinetics of the tracer. The basis functions are pre-computed and an undetermined system of equations is solved to fit to the data with a technique named DEPICT. Since this is an ill-posed problem, an additional sparsity penalization is imposed to the basis coefficients. This sparsity assumption is motivated by the fact that data is expected to be described by a few compartments. Peng et al. (2008) investigated the use
of sparse Bayesian learning for parametric estimation, further allowing the coefficients to be nonnegative, in agreement with reference tissue models.

Nevertheless, these approaches still assume that there is only one kinetic process occurring per voxel whereas, due to the low spatial resolution, the PVE and the biological heterogeneity, the resulting signal is often a mixture of multiple kinetic processes. This is also the rationale behind several factor analysis models proposed in the literature [Paola et al., 1982; Sitek et al., 2000]. To overcome this limitation, Lin et al. (2014) proposed a two-stage algorithm that benefits from prior information provided by parametric imaging models on the physics and physiology of metabolism while introducing partial volume with a linear combination of the different kinetics. The first step consisted in a dictionary-based estimation of the nonlinear kinetics of each considered tissue and the second step computed the tissue fractions and the linear terms of the tissue kinetic models. This model considers that each image voxel is described by a linear mixing of $K$ classes, including blood, and assumes that the blood input function $m_K$ is known. Each tissue factor TAC $m_k(\kappa)$, for $k = 1, \ldots, K - 1$, is described by a three-tissue compartment model [Huang et al., 1980] with kinetic parameters $\kappa$. The final formulation for each voxel can be written as

$$x_n = \sum_{k=1}^{K-1} a_{kn} m_k(\kappa) + a_{Kn} m_K.$$  

A similar approach was also proposed by Chen et al. (2011). Based on the same idea, Klein et al. (2010) tried to describe each factor TAC with an input function-based kinetic model and to jointly estimate this input function as well as the model parameters for each factor.

However, many experimental results indicate that the use of commonly accepted multi-compartment models often leads to considerably biased and high-variance estimates of the pharmacokinetics parameters, due to the high number of parameters to be estimated [Padhani and Husband, 2001; Padhani, 2003; Buckley, 2002]. Moreover, they often oversimplify the kinetics of several tracers, especially in case of tissue heterogeneity [DeLorenzo et al., 2009]. As an attempt at providing a more accurate description of the kinetics of the tracer
while benefiting from the physiological description of parametric imaging, the approach proposed in this paper relies on a parametric nonlinear factor analysis. Differently from the approach followed by Lin et al. (2014), factor TACs from nSB tissues will be directly estimated in the model and, based on the data-driven reference input model by Gunn et al. (2002), will be used as reference tissue TACs for the recovery of the kinetic parameters from SB. The idea of linking factor analysis to compartmental modeling has already been investigated by some works from the PET literature. In particular, Nijran and Barber (1985) proposed to constrain the space of possible solutions of factor analysis with the space of theoretical solutions given by compartmental models. Szabo et al. (1993) used factor analysis to differentiate SB and nSB TACs and determine the number of compartments needed to model the kinetics of [11C] pyrilamine in the brain. El Fakhri et al. (2005, 2009) used a previous factor analysis step to extract the input functions that were used to compute the TACs in each voxel with a two-compartment model. The work proposed in this article goes one step further by jointly conducting factor and kinetic analysis. This paper is organized as follows. Section 2 provides the theory that underlies this work. The proposed nonlinear model and the corresponding unmixing framework are introduced in Section 3. Results from simulations conducted on synthetic and real image are reported in Section 4 and Section 5 respectively. The proposed method, its rationale, some pitfalls and some assets are discussed in Section 6. Section 7 concludes the paper.

2. Background

2.1. Nonlinear mixing models

Let \( x_n \in \mathbb{R}^L \) be the \( n \)th voxel TAC neglecting any measurement noise, where \( L \) is the number of time-frames. Linear mixing models (LMM), which are the basis of factor analysis, assume each TAC to be a linear combination of \( K \) elementary factors \( m_k \in \mathbb{R}^L \) and their respective mixing coefficients \( a_{kn} \) (Bioucas-Dias et al., 2012; Dobigeon et al., 2009). More explicitly, this model
is mathematically expressed as

\[ x_n = \sum_{k=1}^{K} a_{kn} m_k = Ma_n \]  \hspace{1cm} (2)

with \( M = [m_1, \ldots, m_K] \) and \( a_n = [a_{1n}, \ldots, a_{Kn}] \). Moreover, non-negativity constraints are assumed for the factors \( m_k = [m_{1,k}, \ldots, m_{L,k}]^T \), i.e.,

\[ m_{lk} \geq 0 \]  \hspace{1cm} (3)

while factor proportions are constrained to be non-negative and sum to one

\[ a_{k,n} \geq 0 \quad \text{and} \quad \sum_{k=1}^{K} a_{kn} = 1. \]  \hspace{1cm} (4)

When nonlinearities are present, this model is no longer sufficient to describe the behavior of the TACs. To overcome this issue, several nonlinear mixing models and their corresponding unmixing algorithms were proposed, raising a fertile branch of research in hyperspectral imaging for Earth observation (Heylen et al., 2014; Dobigeon et al., 2014b,a). A large family of nonlinear models can be described as (Altmann et al., 2011; Meganem et al., 2014; Eches and Guillaume, 2014)

\[ x_n = Ma_n + \mu(M, a_n, b_n), \]  \hspace{1cm} (5)

where, in addition to the linear contribution in (2), the observed pixel is also composed of an additive nonlinear term \( \mu(\cdot) \) that may depend on the factors matrix \( M \), the factor proportion coefficients \( a_n \) and new additional nonlinearities coefficients \( b_n \). The rationale behind the relation between the nonlinear coefficients and the amount of linear contributions \( a_{kn} \) comes from the fact that a pixel containing more of a given factor is more subjected to nonlinear interactions. In other words, if a material is not present in one pixel, it cannot interact with other materials (Fan et al., 2009).

2.2. Reference tissue input models

Tracer kinetic modelling techniques are used to estimate biologically interpretable parameters by describing the TACs in a ROI with mathematical models. A wide range of techniques model the PET signals based on compartmental analysis of the tracer (Gunn et al., 2001). These approaches
may be divided into two major groups: model-driven methods and data-driven methods (Gunn et al., 2002). Model-driven methods are based on a previously chosen compartmental model, whereas data-driven techniques do not need any a priori decisions about the most appropriate model structure.

In this work, we will be specially interested in the general model based on reference tissues developed by Gunn et al. (2002). It relies on a basis function framework and it does not require any knowledge on the compartment model. Each target voxel TAC is described as

$$x_n(b_n, \alpha) = \left((1 + b_{0n})\delta(t) + \sum_{i=1}^{V} b_{in}e^{-\alpha_i t}\right) * m_R,$$

where $V$ is the total number of tissue compartments in both the target and reference tissues, $t = [t_1, \ldots, t_L]^T$ are the times of acquisition which are assumed to be known, $*$ stands for temporal convolution, $\delta(t)$ is the Dirac impulse function and $e^\theta$ is a point-wise exponentiation. As before, $x_n$ denotes the TAC in the $n$th voxel, while $m_R$ is the reference tissue TAC of the studied ROI, and the new variables $b_n = [b_{1n}, \ldots, b_{Vn}]$ and $\alpha = [\alpha_1, \ldots, \alpha_V]$ describe the kinetics of the tracer. This formulation neglects the blood volume in both target and reference tissues. For models with reversible target tissue kinetics ($\alpha_i > 0$), Gunn et al. (2001) derived a direct relation for the ratio at equilibrium of specifically bound radioligand to that of nondisplaceable radioligand in tissue (see Innis et al. (2007)), denoted $\text{BP}_{\text{ND}}$ and given by

$$\text{BP}_{\text{ND}} = b_{0n} + \sum_{i=1}^{V} \frac{b_{in}}{\alpha_i}.$$

The tracer delivery ratio between the $n$th targeted voxel and the reference region is given by $R_{1n} = 1 + b_{0n}$. The use of 1 in eq (6) is to simplify further equations of the model. The only difference with the usual notation is that (7) express directly the $\text{BP}_{\text{ND}}$ rather than the distribution volume ratio. More details are given in Appendix A.
3. Proposed framework

3.1. Nonlinear PNMM model

The proposed framework combines the model in [9] with the generalization of the linear mixing [1] by associating each reference TAC to a nSB tissue TAC, except for the blood factor TAC $m_K$. This yields the following so-called parametric nonlinear mixing model (PNMM)

$$x_n = \sum_{k=1}^{K-1} a_{kn} \left( m_k + \sum_{i=1}^{V} b_{kin} m_k \ast e^{-\alpha_{ki}t} + b_{k0n} m_k \right) + a_{Kn} m_K$$  (8)

where $b_{kin}$ receives an additional index $k$ since this coefficient is now specific to each reference tissue TAC. This model is expected to be more flexible than the previous ones, since it accounts for possible PVE induced by mixing between tissues and blood, while benefiting from the physical considerations of parametric imaging. It also directly estimates the global kinetics of one tissue, thus not being completely dependent of kinetic parameters. This can offer a more precise quantification as it automatically analyses different nSB tissues separately, accounting implicitly for possible differences in perfusion of such tissues. It may also allow the tissue affected by SB to be identified, through the computation of the BP within each nSB tissue.

Adopting matrix notations consistent with those introduced in Section 2.1, the noise-free image $X \in \mathbb{R}^{L \times N}$ writes

$$X = MA + \sum_{i=0}^{V} Q_i (\tilde{A} \circ B_i)$$  (9)

where $M$ is a $L \times K$ matrix containing the factor TACs, $A$ is a $K \times N$ matrix composed of the factor proportion vectors $a_n = [a_{1n}, \ldots, a_{Kn}]^T$ and $\circ$ is the Hadamard point-wise product. The matrix $\tilde{A}$ denotes the factor proportion matrix while omitting the blood, i.e., composed of vectors $\tilde{a}_n = [a_{1n}, \ldots, a_{K-1,n}]^T$. The kinetic parameters are encoded in the matrices $Q_i$, with $i \in \{0, \ldots, V\}$, depending on $M$ and $\alpha$,

$$Q_i = \begin{bmatrix} m_1 \ast e^{-\alpha_1t} & \cdots & m_{K-1} \ast e^{-\alpha(K-1)t} \end{bmatrix}.$$  (10)
Furthermore, the convolution operator in (10) can be replaced by a product by Toeplitz matrix defined by the vectors $e^{-\alpha_k t}$ (Chen et al., 2011), i.e.,

$$Q_i = \begin{bmatrix} E_{1i} m_1 & \cdots & E_{(K-1)i} m_{K-1} \end{bmatrix}, \quad (11)$$

with

$$E_{ki} = T_p(e^{-\alpha_k t}), \quad (12)$$

where $T_p$ is the operator that transforms a vector into a symmetric Toeplitz matrix whose dimensions are defined by the vector length. Note that, $\forall k \in \{1, \ldots, K-1\}$, $\alpha_{k0} = 0$ and thus $E_{k0} = I_L$ and $Q_0 = [m_1, \ldots, m_{K-1}]$. Also, the matrices of internal coefficients related to the basis functions are given by

$$B_i = \begin{bmatrix} b_{11i} & b_{12i} & \cdots & b_{1Ni} \\ b_{21i} & b_{22i} & \cdots & b_{2Ni} \\ \vdots & \vdots & \ddots & \vdots \\ b_{(K-1)1i} & b_{(K-1)2i} & \cdots & b_{(K-1)Ni} \end{bmatrix}, \quad (13)$$

with $B = \{B_0, \ldots, B_V\}$.

Besides, additional constraints regarding these sets of parameters are assumed. As in (3) and (4), non-negativity is assumed for the factors and corresponding proportions sum to one to reflect physical considerations. Moreover, according to Gunn et al. (2002), to reduce the indeterminacy of the basis elements solution while allowing for a suitable coverage of the kinetic spectrum, the elements of $\alpha_i = [\alpha_{1i}, \ldots, \alpha_{(K-1)i}]$ are assumed to be lower- and upper-bounded by predefined values adjusting the range of expected values. Thus, the kinetic parameter vector $\alpha_i (\forall i \in \{1, \ldots, V\})$ are assumed to belong to the set

$$\alpha_i \in \mathcal{R} = \{ z \in \mathbb{R}^{K-1} : \alpha_{i1}^{\min} \leq z_k \leq \alpha_{i1}^{\max} \}. \quad (14)$$

A similar choice is adopted for the internal weights, i.e.,

$$B_i \in \mathcal{B} = \{ z \in \mathbb{R}^{(K-1) \times N} : b_{i1}^{\min} \leq z_{kn} \leq b_{i1}^{\max} \}. \quad (15)$$

The range of the admissible values for the kinetic parameters defined by the constraints (14) and (15) should be adjusted w.r.t. prior knowledge regarding
the experimental setting, such as the acquisition protocol (e.g., the properties of the radiotracer), the possible pathology under study and the very nature of the analyzed PET images, in particular when they have been post-processed before conducting the proposed nonlinear unmixing. This point has been further discussed in Section 6.

3.2. Corresponding optimization problem

The PNMM and constraints are combined to formulate a constrained optimization problem. A cost function is thereby defined to estimate the matrices $M$, $A$ and $\alpha$ and the set $B$ containing the matrices $B_i$. For the data-fidelity term, we choose the squared Frobenius distance between the dynamic PET image $Y$ and the proposed data modeling $X$ defined by PNMM in $Q$, implicitly assuming Gaussian noise. Since the problem is ill-posed and nonconvex, additional regularizers become essential. In this work, we propose to define penalization functions $\Psi$, $\Phi$ and $\Omega$ to reflect the available prior knowledge on $M$, $A$ and $B_i$, respectively. The optimization problem is then defined as

$$(M^*, A^*, B^*, \alpha^*) \in \arg\min_{M, A, B, \alpha} J(M, A, B, \alpha)$$  \hspace{1cm} (16)$$

with

$$J(M, A, B, \alpha) = \frac{1}{2} \left\| Y - MA - \sum_{i=0} Q_i(\tilde{A} \circ B_i) \right\|^2_F + \beta \Psi(M) + \eta \Phi(A) + \lambda \Omega(B) + \iota_{R^L \times K}(M) + \iota_{\mathcal{A}}(A) + \iota_{R^{V+1}}(\alpha) + \iota_{B^{V+1}}(B)$$  \hspace{1cm} (17)$$

where the parameters $\eta$, $\beta$ and $\lambda$ adjust the regularizations $\Phi(A)$, $\Psi(M)$ and $\Omega(B)$ and $\iota(.)$ denotes the indicator function on the feasible set associated with the parameter constraints. As already proposed by Cavalcanti et al. [2018], the penalizations $\Psi(M)$ and $\Phi(A)$ associated with factor TACs and factor proportions are chosen to promote short distances to rough factor TAC estimates and spatially smooth abundance maps, respectively. The penalization function
for the variable $\mathbf{B}$ is assumed to be separable with respect to (w.r.t.) the tissue compartment, i.e.,
\[
\Omega(\mathbf{B}) = \sum_{i=0}^{V} \Omega_i(\mathbf{B}_i),
\] (18)
where $\Omega_i(\mathbf{B}_i)$ promotes spatial sparsity through a group lasso regularizer defined as (Cavalcanti et al. 2019; Ferraris et al. 2017)
\[
\Omega_i(\mathbf{B}_i) = \|\mathbf{B}_i\|_{2,1} = \sum_{n=1}^{N} \|\mathbf{b}_{in}\|_2.
\] (19)

The choice of these penalization functions, in particular w.r.t. to $\mathbf{B}$, are driven by the applicative scenario that will be considered in the experiments reported in Sections 4 and 5. This choice is further discussed in Section 6.

3.3. Optimization with PALM

As the optimization problem (16) is nonconvex and nonsmooth, the chosen minimization strategy is the proximal alternating linearized minimization (PALM) scheme (Bolte et al. 2013). It consists in iteratively updating each variable $\mathbf{A}, \mathbf{M}, \mathbf{B}$ and $\alpha$ while all the others are fixed, finally converging to a local critical point $\mathbf{A}^*, \mathbf{M}^*, \mathbf{B}^*$ and $\alpha^*$. The resulting unmixing algorithm, whose main steps are described in the following paragraphs, is summarized in Algo. 1. More details regarding each step are reported in Appendix B to Appendix E.

3.3.1. Optimization with respect to $\mathbf{M}$

A direct application of the scheme introduced by Bolte et al. (2013) under the constraints defined by (8) leads to the following updating rule
\[
\mathbf{M} = \mathcal{P}_+(\mathbf{M} - \frac{\gamma}{L_M} \nabla_{\mathbf{M}} \mathcal{J}(\mathbf{M}, \mathbf{A}, \mathbf{B}, \alpha))
\] (20)
where $\mathcal{P}_+ (\cdot)$ is the projector onto the nonnegative set $\{\mathbf{X}|\mathbf{X} \succeq \mathbf{0}_{L_R}\}$. Moreover, $L_{m_k}$ is a bound on the Lipschitz constant of $\nabla_{\mathbf{M}} \mathcal{J}(\mathbf{m}_k, \mathbf{A}_k, \mathbf{W}_k, \mathbf{E}_k)$. 


Algorithm 1: PNMM unmixing: global algorithm

Data: Y

Input: A⁰, M⁰, B₀, α₀

1  A ← A⁰
2  M ← M⁰
3  B ← B⁰
4  α ← α⁰

5 while stopping criterion not satisfied do

6    M ← P⁺ \left( M - \frac{γ}{L_M} \nabla_M J(M, A, B, α) \right)

7    A ← P⁺ \left( A - \frac{γ}{L_A} \nabla_A J(M, A, B, α) \right)

8    for i ← 0 to V do

9        B_i ← \text{prox} \left( \lambda \frac{∥.∥_1}{∥B_i∥_1} \right) \left( \mathcal{P}_B \left( B_i - \frac{γ}{L_B} \nabla_B J(M, A, B, α) \right) \right)

10   for i ← 1 to V do

11      for k ← 1 to K do

12        α_{ki} ← \mathcal{P}_R \left( α_{ki} - \frac{γ}{L_{α_{ki}}} \nabla_α_{ki} J(M, A, B, α) \right)

Result: A, M, B, α
3.3.2. Optimization with respect to A

Similarly to paragraph 3.3.1, the abundance update is defined as the following

\[ A = P_A \left( A - \frac{\gamma}{L_A} \nabla_A J(M, A, B, \alpha) \right) \]  \hspace{1cm} (21)

where \( P_A(\cdot) \) is the projection on the set \( A \) defined by the abundance constraints [4], which can be computed with efficient algorithms (see, e.g., the strategies discussed by Condat [2015]). Likewise, \( L_A \) is the Lipschitz constant of \( \nabla_A J(\tilde{M}, \tilde{A}, Q, \tilde{B}) \).

3.3.3. Optimization with respect to \( B_i \)

The updating rule for the basis function coefficients, under the constraints defined by [15], can be written as

\[ B_i = \text{prox}_{\frac{1}{L_{B_i}} \| \cdot \|_1} \left( P_B \left( B_i - \frac{\gamma}{L_{B_i}} \nabla_{B_i} J(M, A, B, \alpha) \right) \right), \]

where \( P_B \) is the projection into the set \( B \) defined by [15]. Indeed, the proximal map of the sum of an indicator function and the \( \ell_1 \)-norm is exactly the composition of the proximal maps of both individual functions, following the same principle shown by Bolte et al. [2013]. \( L_{B_i} \) is the Lipschitz constant of \( \nabla_{B_i} J(\tilde{A}, B, Q) \).

3.3.4. Optimization with respect to \( \alpha_{ki} \)

Finally, the updating rule for the basis function exponential coefficients, under the constraints in [14], is

\[ \alpha_{ki} = P_R \left( \alpha_{ki} - \frac{\gamma}{L_{\alpha_{ki}}} \nabla_{\alpha_{ki}} J(M, A, B, \alpha) \right). \]  \hspace{1cm} (22)

Also, \( P_R \) is the projection into the set \( R \) defined in [14]. The Lipschitz constant is \( L_{\alpha_{ki}} \).

4. Evaluation on synthetic data

4.1. Synthetic data generation

To illustrate the accuracy of our algorithm, experiments are conducted on one 128×128×64-pixel synthetic image with \( L = 27 \) times of acquisition ranging
from 1 to 15 minutes for a total period of 90 minutes. In this image, each voxel is constructed as a combination of $K = 3$ pure classes representative of the brain, which is the organ of interest in the present work: pure nSB gray matter, pure nSB white matter and pure blood or veins. Moreover, SB TACs are a result of nonlinearities affecting the pure nSB factors and, therefore, they do not represent new factors. The image is generated from the high resolution dynamic PET numerical phantom by Zubal et al. (1994) with TACs extracted from real PET images acquired with the Siemens HRRT and injected with $^{11}$C-PE2I.

In this extraction process, the ROIs of the real PET image were identified by segmenting a magnetic resonance image (MRI) to provide averaged TACs for each different tissue of the brain. The extracted TACs are not corrected for the decay of the isotope. The overall generation process is described in what follows:

- The dynamic PET phantom has been first linearly unmixed using the N-FINDR (Winter, 1999) and SUnSAL (Bioucas-Dias and Figueiredo, 2010) algorithms with an initial number of classes of 4, accounting for SB and nSB gray matter, white matter and blood. The TAC factor for SB gray matter found by N-FINDR is discarded while the other factors are selected to constitute the ground-truth non-specific factor TACs $m_1, ..., m_K$. The 4 factor proportions found by SUnSAL are used to generate 4 binary maps after a thresholding.

- The binary maps of SB and nSB gray matter generated from the SUnSAL output are merged to yield a general gray matter factor proportion. The white matter and blood binary maps are directly used as factor proportions. The final 3 binary maps are shown in the second row of Fig. 3.

- The SB gray matter binary map is used to provide the location of the weight coefficients of nonlinearity in the gray matter. An anomaly binary

---

1The choice of this number $K$ of classes is further discussed in Section 6.
map is generated inside the white matter factor proportion to provide the location of SB in white matter.

- The weights and exponential coefficients describing the nonlinearities are generated from the full reference tissue model by Blomqvist et al. (1989), using equations from Lammertsma and Hume (1996), as reformulated in H"aggstr"om et al. (2016), where the exchange rate between compartments are subject to rate constants $k_j$ with $j = 1, \ldots, 4$ (see Appendix A for more details on the link between these rate constants and the model parameters). More precisely, to identify a relevant range of values for the kinetic parameters, the initial SB TAC has been approximated with the previously mentioned compartment model. Then, these kinetic parameters are slightly perturbed to produce several SB TACs for different regions of the brain, in agreement with the slight variations that could be observed with DEPICT Gunn et al. (2002). Moreover, two overall levels of binding are generated for each tissue by altering the tracer delivery ratios $R_{1n}$ ($n = 1, \ldots, N$) between the tissue of interest and the reference tissue. More precisely, for the SB gray matter, the tracer delivery ratios $R_{1n}$ take values in $\{1, 1.6\}$ according to a spatially coherent pattern, i.e., the same $R_{1n}$ is set to each pixel inside a non-zero uniform area of the binary map. The other parameters are set to $k_2 = 0.4$, $k_3 = 0.15$ and $k_4 = 0.01$ for all non-zero pixels of the binary map. For the SB white matter, similarly the parameters are set to $R_{1n} \in \{1, 1.6\}$, $k_2 = 0.3$, $k_3 = 0.15$ and $k_4 = 0.01$.

- Parameter generation directly yields the exponential coefficients $\alpha_1, \ldots, \alpha_V$, while the computed weights are inserted in place of the non-zero values of the previously defined SB binary maps for the gray and white matters, accordingly. The binding potentials denoted $\text{BP}_{\text{NDG}}$ and $\text{BP}_{\text{NDw}}$ computed following (7) for the gray and white matters, respectively, are shown in Fig. 1.

After the phantom generation process, a PSF defined as a space-invariant and isotropic Gaussian filter with FWHM = 4.4mm is applied to the output
Figure 1: Binding potential maps w.r.t. the nondisplaceable radioligand in tissue. The gray matter binary map represents the striatum, which absorbs $^{11}$C-PE2I even in healthy controls (see Emond et al. (2008)), and the thalamus which was added for a broader area. The white matter binary map is composed by part of the striatum for demonstration purposes and by an artificial circular anomaly.

image. Finally, as proposed by Cavalcanti et al. (2018), the measurements are corrupted by a Gaussian noise with a signal-to-noise ratio (SNR) of 20dB. For illustration purpose, Fig. 2 depicts some resulting noisy TACs associated with gray and white matters. Simulations were conducted with 20 different noise realizations to get statistically reliable performance measures. For sake of fair comparison, the ground-truth for the factor proportions $\mathbf{A}$ (first row of Fig. 3) and the basis function coefficients $\mathbf{B}$ corresponding to nonlinearities are computed by applying the proposed algorithm with fixed factors and exponential coefficients, i.e., by updating only the two variables of interest, in a noise-free image convolved with the PSF. This allows the PVE to be taken into account.

4.2. Compared methods

The proposed PNMM unmixing technique is compared against the basis pursuit method by Gunn et al. (2002), referred to as DEPICT, and the specific binding linear mixing model (SLMM) unmixing we already proposed. Cavalcanti et al. (2018). Their implementations are detailed in what follows.

DEPICT – In this work, DEPICT is implemented with proximal gradient steps for comparison purposes. As proposed by Gunn et al. (2002), basis pursuit denoising is conducted with 30 basis functions logarithmically spaced between
the decay constant (which is 0.034 min$^{-1}$) and 6 min$^{-1}$ and an additional basis function to represent the offset. Note that the decay constant is used as one of the basis functions in the simulated experiment because the image has not been corrected w.r.t. the decay of the isotope in this case (Gunn et al., 2002). The number of basis functions is fixed to 31 as a trade-off between precision and computation time. For comparison purposes, DEPICT is conducted with two different reference TACs: first the gray, then the white matter factors that are defined as described in the following PNMM-unmixing dedicated paragraph (see below).

**SLMM-unmixing** – To appreciate the interest of extracting a physically interpretable quantity, the proposed algorithm is also compared with the previous method introduced by Cavalcanti et al. (2018). This SLMM method considers an additional class dedicated to SB. The penalizations chosen for $M$ and $A$ are the same, as the one for matrix $B$ in SLMM and the set of matrices $B$ in PNMM. Thus, we consider the same regularization parameters (see Table 1) for fair comparisons. The algorithm is stopped when the normalized difference between two consecutive objective function values is below a threshold $\varepsilon$ set to $5 \times 10^{-3}$. The variability dictionary is learned from a predefined high-uptake
region of the image, comprising both SB gray and white matters. Blood, white matter and gray matter factors and their corresponding proportions are initialized as described in the next paragraph dedicated to PNMM (see below). The factor and factor proportion related to SB are initialized with zeros, as is the matrix $B$. We allow the method to run 50 iterations with fixed $M$ so as to improve the initializations of $A$ and $B$, while preventing factors from merging.

PNMM-unmixing — For the proposed algorithm, factor proportions are initialized with the binary maps coming from the generation process. In a real applicative context, this would be equivalent to using an MRI segmentation to produce the maps of tissues. Regarding the initialization of the factors, the TACs from each tissue are organized from the lowest area-under the curve (AUC) TAC to the highest. The first 10% AUC TACs are discarded and we average the TACs whose AUC are the 10% to 20% lowest ones. Then, the basis functions and their corresponding coefficients are computed with an instance of our algorithm, where factors and proportion maps are not updated. As suggested by Gunn et al. (2002), since the image has not been corrected w.r.t. the decay of the isotope, the exponential coefficients are bounded with $\alpha_i^{\text{min}} = d_c$ ($\forall i$), where $d_c = 0.034 \text{ min}^{-1}$ is the decay constant for [11C], and $\alpha_i^{\text{max}} = 6 \text{ min}^{-1}$. Limits are also imposed for the nonlinearity coefficients. Because of the model configuration in PNMM, which uses different inputs for gray and white matters, $b_{0n} = R_{1n} - 1$ is expected to be nonnegative in SB tissues when $n$SB tissues are used as a reference if the blood flow within each tissue is homogeneous in all areas, which is the assumption here. Moreover, following this assumption, the maximum value of $R_{1n}$ is not expected to be higher than 1.7. Thus, the extremal values of the admissible sets are chosen as $b_0^{\text{min}} = 0$ and $b_0^{\text{max}} = 0.7$. The limits for the nonlinearity coefficients can be chosen by analyzing the relations of the known kinetic parameters of the tracer under study and the weights. In the conducted study, it appears sufficient to choose $b_1^{\text{min}} = -0.2$, $b_1^{\text{max}} = 0$, $b_2^{\text{min}} = 0$ and $b_2^{\text{max}} = 0.15$. Table 1 summarizes the sets of admissible values of the kinetic parameters and the regularization parameters.
4.3. Figures-of-merit

4.3.1. Normalized mean squared error

The performance of the method is measured by computing the normalized mean square error (NMSE)

\[ \text{NMSE}(\hat{\theta}) = \frac{\|\hat{\theta} - \theta^*\|_F^2}{\|\theta^*\|_F^2}, \]

where \( \theta^* \) and \( \hat{\theta} \) are the true and estimated latent variables, respectively. This metric is evaluated for the following variables: the factor proportions \( A \), the non-specific factor TACs \( M \), the tracer delivery ratio \( R_1 = [R_{11},\ldots,R_{1N}]^T \), the kinetic parameter \( \alpha \), the overall binding potentials \( \text{BP}_{\text{ND}} \) w.r.t. the nondisplaceable radioligand in tissue as well as the individual potentials \( \text{BP}_{\text{NDG}} \) and \( \text{BP}_{\text{NDW}} \) associated with the gray and white matters, respectively.

4.3.2. Average Mean Absolute Percentage Error

To obtain a measure more robust w.r.t. possible outliers, the mean absolute percentage error (MAPE) is also considered as a figure-of-merit. For a \( d \)-dimensional latent variable \( \theta = [\theta_1,\ldots,\theta_d] \), the average MAPE (aMAPE) is defined as

\[ \text{aMAPE}(\hat{\theta}) = \frac{1}{d} \sum_{i=1}^{d} \left| \frac{\hat{\theta}_i - \theta^*_i}{\theta^*_i + \epsilon} \right|, \]

where \( \epsilon \) is a small positive constant to avoid division by zero.
where $\theta_i^*$ and $\hat{\theta}_i$ are the true and estimated latent variables, respectively. The constant $\epsilon$, chosen as 10% of the maximum value of each analyzed variable, is introduced to prevent numerical instabilities when ground truth values are close to zero. The aMAPE is considered as a performance measure for the estimations of the same quantities of interest as for NMSE.

4.4. Results

Fig. 3 shows, from top to bottom: the ground-truth factor proportion, the initial segmentation and the final SLMM and PNMM results. The first column shows the gray matter, the second column shows the white matter and the third column presents the blood factor proportion. Visual analysis suggests that both SLMM and PNMM techniques are able to include the PVE into the factor proportions, as expected. Note that the SB gray and white matters do not appear on the corresponding SLMM factor proportion, since the algorithm deals with nSB and SB as different tissues.

The estimated nSB gray and white matter factors are displayed in Fig. 4, together with their initialization. Visual comparison suggests that PNMM improves the initial factor estimation with final global TACs that are very close to the ground-truth. Comparatively, the SLMM result for the blood TAC is clearly less accurate.

These results are further confirmed by the quantitative evaluation of Table 2 that shows the NMSE and aMAPE of the variables of interest as estimated during the initialization and after conducting SLMM and PNMM unmixing for the 20 noise realizations. As SLMM is supposed to identify the SB regions with an exclusive factor, it would be quite unfair to crudely interpret that its estimated abundance maps is poor, since this initialization framework is not ideal for SLMM.

The PNMM results for both $A$ and $M$ are remarkably improved. This is a favorable outcome, since it suggests that PNMM is able to improve the results with this initialization setting that can be easily replicated in real image applications.
Figure 3: Factor proportion maps obtained from the synthetic image corresponding to the gray matter, white matter and blood, from left to right. The first 2 columns show transaxial views while the last one shows a sagittal view. All images are in the same scale [0, 1]. Both algorithms are able to take the PVE into account. SB regions are not present in the SLMM maps, as the algorithm deals with SB as a separate TAC.
Figure 4: Factor TACs estimated from the synthetic image. PNMM produces final TACs that are very close to the ground-truth.

Table 2: Mean and standard deviation of both NMSE and aMAPE for $A$, $M$, $R_1$, $\alpha$ and $BP$ as chosen in initialization and after conducting PNMM-unmixing over 20 noise realizations.

|        | NMSE  | aMAPE |
|--------|-------|--------|
| Init.  | PNMM  | SLMM   | Init.  | PNMM  | SLMM   |
| $A$    | 0.236 | 0.101  | 0.421  | 0.179 | 0.108  | 0.468  |
|        | $\pm 1 \times 10^{-5}$ | $\pm 4 \times 10^{-6}$ | $\pm 1 \times 10^{-5}$ | $\pm 3 \times 10^{-33}$ | $\pm 8 \times 10^{-6}$ | $\pm 3 \times 10^{-5}$ |
| $M$    | 0.165 | 0.136  | 0.182  | 0.090 | 0.059  | 0.126  |
|        | $\pm 4 \times 10^{-8}$ | $\pm 5 \times 10^{-7}$ | $\pm 5 \times 10^{-7}$ | $\pm 8 \times 10^{-8}$ | $\pm 7 \times 10^{-7}$ | $\pm 6 \times 10^{-7}$ |
| $R_1$  | 1.304 | 0.601  | $-$    | 0.506 | 0.117  | $-$    |
|        | $\pm 1 \times 10^{-4}$ | $\pm 1 \times 10^{-5}$ | $-$    | $\pm 3 \times 10^{-5}$ | $\pm 3 \times 10^{-5}$ | $-$    |
| $\alpha$ | 0.210 | 0.204  | $-$    | 0.094 | 0.091  | $-$    |
|        | $\pm 6 \times 10^{-10}$ | $\pm 5 \times 10^{-8}$ | $-$    | $\pm 1 \times 10^{-10}$ | $\pm 1 \times 10^{-8}$ | $-$    |
| $BP_{ND}$ | 0.156 | 0.097  | $-$    | 0.072 | 0.052  | $-$    |
|        | $\pm 1 \times 10^{-7}$ | $\pm 8 \times 10^{-8}$ | $-$    | $\pm 1 \times 10^{-7}$ | $\pm 4 \times 10^{-8}$ | $-$    |
| $BP_{NDG}$ | 0.170 | 0.183  | $-$    | 0.068 | 0.079  | $-$    |
|        | $\pm 4 \times 10^{-7}$ | $\pm 6 \times 10^{-7}$ | $-$    | $\pm 4 \times 10^{-7}$ | $\pm 2 \times 10^{-7}$ | $-$    |
| $BP_{NDW}$ | 0.153 | 0.071  | $-$    | 0.088 | 0.039  | $-$    |
|        | $\pm 1 \times 10^{-7}$ | $\pm 2 \times 10^{-7}$ | $-$    | $\pm 2 \times 10^{-7}$ | $\pm 2 \times 10^{-8}$ | $-$    |
Fig. 5 shows the binding potential w.r.t. the nondisplaceable radioligand in tissue $\text{BP}_{ND}$ for the gray matter (left) and white matter (right). The first two rows present the ground-truth and initial $\text{BP}_{ND}$ and the last row presents the PNMM estimation of $\text{BP}_{ND}$ in the PNMM formulation, where there are two $\text{BP}_{ND}$ to be estimated in the same setting: one for the gray matter ($\text{BP}_{NDG}$) and one for the white matter ($\text{BP}_{NDW}$). It is hard to determine by visual comparison whether the binding potential is improved from initialization by the PNMM-unmixing. Table 2 presents the quantitative results of the NMSE and aMAPE for the matrix $R_1$, where the estimated $b_{0n}$ includes the coefficients for both non-specific tissues, and the NMSE and MAPE for the matrix $\text{BP}_{ND}$ with the binding potential in each voxel for each tissue. Quantitative results suggest that $\text{BP}_{NDG}$ is slightly less well estimated by PNMM-unmixing, while $\text{BP}_{NDW}$ is much better estimated by conducting the whole PNMM-unmixing, which is natural since the estimations of the factors and factor proportions are also improved. Moreover, the ratio of delivery of the tracer $R_1$ seems to show a much greater improvement.

Moreover, for comparison, Fig. 6 reports the SLMM results for the factor proportion and the internal variability (left column) and the DEPICT results taking the white matter as reference TAC, denoted by $\text{BP}_{ND_{Ref,W}}$, and the gray matter as reference TAC, denoted by $\text{BP}_{ND_{Ref,G}}$ (right column). SLMM results are not equivalent to the binding potential or any other physical quantity of clinical use. Still, it is possible to see that SB tissues have been identified and the missing regions from gray and white matter factor proportions of Fig. 3 are relocated in the SB factor proportion. The evaluation of $R_1$ and $\text{BP}_{ND}$ cannot be conducted for the DEPICT result, since the ground-truths are not equivalent. Visual inspection suggests that DEPICT is able to correctly locate the SB tissues with similar intensities of $\text{BP}_{ND}$. The gray matter result presents some binding in the white matter tissue, showing the potential bias that could be expected when the whole image is represented by one reference TAC, while considering distinct reference TACs in distinct nSB tissues seems more accurate. Even though the overall result may often be sufficient for clinical applications,
Figure 5: From top to bottom: ground-truth, initial and PNMM estimations of $\text{BP}_{ND}$. The first column corresponds to the gray matter and the second to the white matter. Both the initialization with compartmental modeling and PNMM are able to correctly identify the areas affected by SB but the small differences of precision (as a little noise in the initialization map) are more clearly perceived on numerical comparisons.

given the challenge of interpreting dynamic PET images, they seem to be less accurate than the method herein proposed, in terms of both BP intensities and location. Moreover, DEPICT does not allow the user to differentiate the tissue that is affected, for instance, by an abnormality, while our method may provide this detailed information.

Note that if the factor proportions are initialized and fixed based on an MRI segmentation, PNMM works as a local reference model, where each non-specific tissue of the image is treated as a different ROI and is therefore allowed to have its own reference TAC. This is equivalent of conducting DEPICT in each
segmented tissue, but allowing the global reference TAC to be improved in each step. This setting is also able to provide the tissues affected by SB but does not take into account the PVE.

5. **Evaluation on real data**

5.1. **PET data acquisition**

To assess the performance of the proposed approach on a real dataset, the compared methods have been applied to a dynamic PET image acquired with an Ingenuity TOF Camera from Philips Medical Systems of a stroke subject injected with [18F]DPA-714, seven days after the stroke. The PET acquisition was reconstructed into a $128 \times 128 \times 90$-voxels dynamic PET image with $L = 31$ time-frames. The PET scan image registration time ranged from 10 seconds to 5 minutes over a 59 minutes period. The voxel size was of $2 \times 2 \times 2 \text{ mm}^3$. 
5.2. Compared methods

Factor proportions are initialized with binary maps mainly constituted from a manually labelled MRI segmentation and improved with a K-means for the voxels that were not labelled in the MRI segmentation. Note that other types of initialization that might be useful in such a case include SuperVised Cluster Analysis (SVCA) \cite{Boellaard2008}, an atlas-based segmentation, population-based classes or even K-means also for the tissues with a visual check of the provided final TACs and regions. Factors are initialized as in the synthetic case. The stroke region is identified from the segmentation of this registered MRI image. It is used to define a set of voxels used to learn the spatial variability descriptors for SLMM-unmixing. The nominal SB TAC for SLMM is fixed as the empirical average of the corresponding TACs with AUC comprised between the 10th and 20th percentile. The matrix $B$ is initialized with zeros and, as before, we allow the method to run 50 iterations with fixed $M$.

As the image has been previously corrected w.r.t. the decay of the isotope, the tracer decay cannot be longer included as one of the basis functions, as done in the synthetic case (see Section 4). Instead, a set of 30 values have been generated as logarithmically spaced between 0.206 and 6 min$^{-1}$ (see Appendix F for details). Then, an additional basis function is added to represent the offset.

For PNMM, the basis functions and their corresponding coefficients are initialized as in the synthetic case, with an instance of our algorithm, where factors and proportion maps are not updated. The exponential coefficients are constrained according to \cite{14} with $\alpha_{\min} = 0.05$ min$^{-1}$ and $\alpha_{\max} = 6$ min$^{-1}$. The nonlinearity coefficients are constrained following \cite{15} with $b_{i,\min} = -1$ (since blood flow homogeneity cannot be assumed) and $b_{i,\max} = 1$ ($i = 0, \ldots, V$). Table 1 summarized the choice of the admissible ranges for the kinetic parameters and the values of the model parameters.
5.3. Results

Fig. 7 presents the initial and estimated factor TACs. The initial gray and white matter factor TACs are very similar. SLMM is able to separate the gray and white matter factor TACs but they still present lower AUCs than the blood TAC, which is not expected in reality. This may be because the SB TAC, which is fixed, is very close to the gray matter factor TAC, inducing the gray matter factor to be smaller. On the other hand, PNMM is able to differentiate the gray and white matter factor TACs in both intensity and shape. It is also able to estimate a more realistic blood factor with decreased AUC, which is expected since the blood is supposed to present a peak of concentration at the moment of radiotracer injection and then reduce the concentration over time. This improvement on the tissue TACs is very relevant since it will have a direct impact on subsequent computations of the binding potentials.

Fig. 8 shows a 3D visualization of the initialization and PNMM results corresponding to the different tissues, i.e., from top to bottom, the initialized gray matter factor proportion, the gray matter factor proportion recovered by PNMM, the gray matter binding potential recovered by PNMM, the initialized white matter factor proportion, the white matter factor proportion recovered by PNMM and the white matter binding potential recovered PNMM. The gray and white matter binding potentials as well as factor proportions seem
complementary, i.e., the SB regions missing in the PNMM binding potential for the gray matter can be found in the result for the white matter and the same is valid for the factor proportions. Note that the binding potential $\text{BP}_{ND}$ for each tissue matches the corresponding factor proportion as a consequence of the mathematical formulation of the problem. This result highlights the fact that the algorithm is not only able to correctly locate the region affected by the stroke, but is also able to identify the affected tissues.
Figure 8: From top to bottom: initialized gray matter factor proportion, the gray matter factor proportion recovered by PNMM, the gray matter binding potential recovered by PNMM, the initialized white matter factor proportion, the white matter factor proportion recovered by PNMM and the white matter binding potential recovered by PNMM. From left to right: transaxial, coronal and sagittal views. The gray and white matter factor proportions and \( \text{BP}_{\text{ND}} \) maps recovered by PNMM are complementary.

Fig. 9 shows a 3D visualization of the SB region, i.e., from top to bottom, the
stroke identified by MRI segmentation, the binding potentials $BP_{ND_{r,f,w}}$ and $BP_{ND_{r,f,g}}$ recovered by DEPICT using the initial white and gray matter TAC as references, respectively, and the overall binding potential $BP_{ND_{g+w}}$ recovered by PNMM computed as the weighted sum of $BP_{ND_{g}}$ and $BP_{ND_{w}}$ to provide a comprehensive representation of the stroke region. Visual inspection suggests that DEPICT presents high BP intensities in brain regions not expected to be affected by SB as well as a binding potential that ranges from 0 to 4, higher than the one found by PNMM. This is due to the fact that the AUC from the tissue TACs provided in the initialization step are lower than the ones found by PNMM. Thus the differences have to be mitigated by the binding potential. Conversely, PNMM seems visually more accurate, capturing with precision the stroke region and provides a binding potential that ranges from 0 to 2. This is due to the simultaneous update of the factors, that improves the initialization step, as seen in Fig. This means that, even when providing a poor TAC initialization, the proposed method is able to recover a relevant estimation of the binding potential, while other methods are highly dependent on the quality of the provided tissue TAC.

While DEPICT provides the binding potential for the entire image, the PNMM result is able to provide the SB voxels for each tissue. In addition, by combining the results per tissue, we are able to acquire a complete vision of the binding potential. To summarize, it seems that PNMM is able to locate the SB in the entire image as soon as the results associated with the different tissues are combined. Compared to DEPICT, the PNMM results seem more accurate, partly because exploiting the same reference TAC in DEPICT is expected to bias the analysis.

\textsuperscript{2}The choice of the weighted sum as a summary quantity is further discussed and compared to other choices in Section \textsuperscript{6}.\textsuperscript{30}
Figure 9: From top to bottom: stroke region identified by MRI segmentation, the binding potentials $B_{ND_{ref}}^{W}$ and $B_{ND_{ref}}^{G}$ recovered by DEPICT using the initial white and gray matter TAC as references, respectively, and the binding potential $B_{ND_G+W}$ recovered by PNMM. From left to right: transaxial, coronal and sagittal views. The PNMM result corresponds to the weighted sum of $B_{ND_G}$ and $B_{ND_W}$ and it is actually much more localized in the SB regions than DEPICT.

Finally, Fig. 10 shows the factor proportion $A_{SB}$ and internal variability $B$ estimated by SLMM. The factor proportion presents a soft highlight on the SB area affected by the variability, which is a relevant outcome, especially because this factor proportion was initialized with zeros. However, it also includes part of the nSB gray matter as SB tissue, biasing the TACs. The variability $B$, which is not a physically interpretable quantity, correctly identifies the SB area, which is complementary to the information brought by the corresponding factor.
proportion. Although the result is informative, it is not complete in terms of clinical assessment, in opposition to the other two methods studied.

Figure 10: From top to bottom: stroke identified by MRI segmentation, SB factor proportion estimated by SLMM and internal variability estimated by SLMM. From left to right: transaxial, coronal and sagittal views. SLMM correctly identifies the SB area but the variability map values do not have a physical meaning.

6. Discussion

Combining factor analysis and compartmental modeling – Although compartmental models may appear to be complex, they have been widely advocated in the literature to analyze and interpret dynamic PET data. Similarly, factor analysis is also a very popular technique to extract TACs of reference and input functions that are then processed through those compartmental models. The nonlinear unmixing strategy derived in this paper is nothing more than combining these two widely used processing techniques into a unique framework. By tackling both problems jointly instead of
sequentially, the experiments conducted in Sections 4 and 5 show that this can improve the accuracy of the analysis. Despite the resulting seemingly complex model, it is worth noting that the proposed method does not involve more parameters than those separately estimated by conventional factor analysis followed by compartmental modeling.

Accounting for tissue heterogeneity — One of the main novelty of the PNMM method is its ability to account for differences in tissues properties. For instance, this is of particular interest when evaluating the effects of an intervention or a focal disease, such as the stroke considered in the experiments conducted in Section 5. In this context of brain imaging, the proposed method allows relative changes of the binding potential to be estimated between healthy and unhealthy tissues, in particular when the baseline potential is different between white and gray matters.

Factor analysis vs. PVE correction — The proposed method aims at recovering the ground truth parameters while accounting for PVE. However, per se, it should not be understood as a straight PVE correction approach. This is why the performance of the method has not been assessed with respect to this sole purpose in the experiments conducted in Sections 4 and 5. Besides, one of the main differences with the PVE correction method referred to as Iterative Yang (IY) (Yang et al., 1996; Erlandsson et al., 2012) is that the latter method builds a PVE correction based on anatomical information coming from MRI in addition to the PET data itself. This brings a substantial advantage when quantitative analysis is based on ROIs defined from the MRI data of the subject.

Regularizations and constraints — Due to the ill-posedness of the problem, the proposed factor model is complemented with suitable regularizations (i.e., prior information) to reach sound solutions. In the experiments conducted in Sections 4 and 5, SB is expected to affect a small area of the brain. As a consequence, a spatial sparsity-promoting regularization (i.e., based on the
is considered for the internal coefficients $B$. Of course, in a different applicative context, the proposed approach should be adapted by designing an adequate regularization. For instance, for more diffuse expected SB, this could be a Sobolev norm to promote the spatial smoothness of the coefficients.

Moreover, following the DEPICT method that inspired the proposed compartmental modeling [Gunn et al. (2002)], the kinetic parameters for the synthetic data experiments have been assumed to be bounded with $\alpha_{i}^{\text{min}} = d_{c}$ ($\forall i$), where $d_{c}$ is the decay constant of the tracer. This setting is only recommended for cases where the PET image has not been corrected for the decay of the isotope, which is the case for the synthetic data but not for the real data. Therefore, a different setting was specified for the latter with $\alpha_{i}^{\text{min}}$ set to a value greater than the decay constant. More generally, within an estimation process following clinical trials, it is a common practice to assume that parameters have to satisfy specific constraints associated with a given acquisition protocol associated with particular radiotracer and pathology. In other words, for other tracers, the constraints imposed to the kinetic parameters should be adapted accordingly.

**Number $K$ of classes** – In the experiments conducted in Section 4 and 4.4, the number of classes has been set to $K = 3$, which includes the gray matter, the white matter and the blood. Blood has been considered as a separate class since it is not affected by binding. An additional class associated with cerebrospinal fluid (CSF) could have been included into the proposed model. However, the rationale of the proposed method is rather to focus on the classes that are already considered by the SVCA approach and thus to handle partial volume effects (PVE) within the brain tissue. Moreover, including a CSF class would have increased significantly the complexity of the method with many extra parameters to be estimated, for a modest expected gain. As a consequence, to mitigate the influence of this additional class that could be induced by PVE, in the experiments reported in Section 5 the CSF and null areas have been discarded with a mask covering also...
the neighboring pixels that may have been affected, as in Boellaard et al. (2008).

**Summary visualization of BP<sub>ND</sub>** – The analysis of the binding potentials per tissue offered by PNMM permits an insightful understanding of the effects of SB, as represented in Fig. 8. When a unique visualization is required for multiple tissues, e.g., for an application purpose, multiple maps of binding potential should be combined. In particular, for comparison with DEPICT results in Section 4.4, Fig. 9 depicts the weighted sum of the potentials associated with each tissue since it seems to be the most physically meaningful. Obviously, alternative choices can be adopted, such as the ordinary sum or the maximum. To illustrate, these three possibilities are depicted in Fig. 11. The results appear to be similar in this experiment.

![Figure 11](image-url)

Figure 11: From top to bottom: weighted sum, ordinary sum and maximum as summary quantities of the overall binding potential recovered by PNMM. From left to right: transaxial, coronal and sagittal views.
7. Conclusion

This paper presented a novel technique for dynamic PET analysis that combined nonlinear unmixing and parametric imaging to yield a clinically interpretable result for factor analysis. To this end, this work was based on reference tissue input models with reversible kinetics to produce a physically meaningful nonlinearity affecting the TACs of nSB tissues. Moreover, it considered the mixed kinetics that can be present in each voxel due to partial volume, PSF and biological heterogeneity. The resulting method managed to recover the binding potential related to the different responses of the tissues to tracer kinetics on simulations. It also provided the tissue affected by abnormalities. The potential interest of this novel technique was evaluated on synthetic and real data, showing promising results. Future works should focus on generalizing this model for settings with irreversible kinetics.

Acknowledgments

The authors would like to thank Dr. Simon Stute, formerly with IMIV (UMR U1023 CEA-INSERM-CNRS, Univ. Paris-Saclay, France) and now with CRCINA (UMR U1232 INSERM-CNRS, Univ. Nantes, France) for providing the real TACs used to generate the synthetic images used in Section 4.

Appendix A. Full reference tissue compartment model

The full reference tissue compartment model (FRTM) of Haggström et al. (2016), whose compartmental structure is depicted in Fig. A.12 (Blomqvist et al., 1989; Cunningham et al., 1991; Lammertsma and Hume, 1996), makes use of a region of reference that is supposed to be devoid of the target of the radiotracer. According to this model, the PET signal writes

\[ C_T = R_1 C_R (1 + b_1 e^{-a_1 t} + b_2 e^{-a_2 t}), \]  

(A.1)

where \( R_1 \) is the tracer delivery ratio between the tissue of interest and the reference region. This ratio is defined as \( R_1 = \frac{K_1}{K_1'} = \frac{k_2}{k_2'} \) where \( K_1 \) and \( k_2 \)
(resp. $K'_1$ and $k'_2$) are the rate constants characterizing the exchange between the blood and the non-specific tissue of the target region (resp. the reference region). Moreover, in (A.1), the other model parameters are defined as

$$b_1 = \frac{(k_3 + k_4 - \alpha_1)(\alpha_1 - k_2/R_1)}{\sqrt{(k_2 + k_3 + k_4)^2 - 4k_2k_4}}, \quad (A.2)$$

$$b_2 = \frac{(\alpha_2 - k_3 - k_4)(\alpha_2 - k_2/R_1)}{\sqrt{(k_2 + k_3 + k_4)^2 - 4k_2k_4}}, \quad (A.3)$$

and

$$\alpha_1 = \frac{k_2 + k_3 + k_4 + \sqrt{(k_2 + k_3 + k_4)^2 - 4k_2k_4}}{2}, \quad (A.4)$$

$$\alpha_2 = \frac{k_2 + k_3 + k_4 - \sqrt{(k_2 + k_3 + k_4)^2 - 4k_2k_4}}{2}. \quad (A.5)$$

where $k_3$ and $k_4$ are rate constants associated with the kinetics between the non-specific and specific tissues of the target region. In particular, the binding potential is defined as $BP = \frac{k_3}{k_4}$. Gunn et al. (2001) further developed the binding potential relationship as

$$BP_{ND} = K_1 \frac{k_3}{k_4} \left(1 + \frac{k_3}{k_4} \right) \left( \frac{K'_1}{k'_2} \right)^{-1} - 1, \quad (A.6)$$

where ND is the nondisplaceable radioligand in tissue. This expression can be rewritten as

$$BP_{ND} = R_1 \left(1 + \frac{b_1}{\alpha_1} + \frac{b_2}{\alpha_2} \right) - 1, \quad (A.7)$$

which is the formulation adopted in (7).

It is worth noting that choosing a reference region with no SB is of prime importance to successfully apply this model. Moreover, the distribution volume in the tissue of interest has to equal that in the reference tissue, i.e., $\frac{K_1}{k_2} = \frac{K'_1}{k'_2}$. In the experiments described in Section 4 this model has been leveraged on to simulate realistic SB variations. Conversely the nSB TACs are extracted from a real PET scan and, therefore, are not simulated with this model. Therefore only the parameters $k_j$ ($j = 1, \cdots, 4$) related to SB are used.
Figure A.12: Configuration of the conventional full reference tissue compartment model (see Håggström et al. (2016))
Appendix B. Algo. 1 – Optimization w.r.t. M

For $k = (1, \ldots, K - 1)$, the required gradient is written

$$
\nabla_{m_k} J(m_k, A_k, W_k, E_k) = - (\tilde{Y} - m_k A_k) A_k^T + \sum_{i=0}^{V} (E_{k_i} + E_{k_i}^T) m_k W_{k,i} A_k^T + \frac{1}{2} \sum_{i=0}^{V} \sum_{j=0}^{V} (E_{k_i}^T E_{k_j} + (E_{k_i}^T E_{k_j})^T) (m_k W_{k,j} W_j^T) + \beta (\tilde{M} - \tilde{M}_0)
$$

(B.1)

with $\tilde{Y} = Y - \sum_{j \neq k} (m_j A_j - \sum_{i=0}^{V} E_{j,i} m_j W_{j,i})$ and $W_i = (\tilde{A} \circ B_i)$. The Lipschitz constant is defined as

$$
L_{m_k} = \|A_k A_k^T\| + \sum_{i=0}^{V} \|E_{k_i} + E_{k_i}^T\| \|W_{k,i} A_k^T\| + \beta
$$

(B.2)

where the spectral norm $\|X\| = \sigma_{\text{max}}(X)$ is the largest singular value of $X$ and $\|X\|_\infty = \max_{1 \leq i \leq m} \sum_{j=1}^{n} |x_{ij}|$ is the sum of the absolute values of the matrix row entries.

For $k = K$, the gradient writes

$$
\nabla_{m_K} J(m_K, A_K) = - (\tilde{Y} - m_K A_K) A_K^T + \beta (m_K - m_K^0)
$$

with $\tilde{Y} = Y - \tilde{M} \tilde{A} - \sum_{i=0}^{V} Q_i (\tilde{A} \circ B_i)$. The Lipschitz constant is

$$
L_{m_K} = \|A_K A_K^T\| + \beta.
$$

Appendix C. Algo. 1 – Optimization w.r.t. A

For $\tilde{A}$, the gradient can be computed as

$$
\nabla_{\tilde{A}} J(\tilde{M}, \tilde{A}, Q, B) = - \tilde{M}^T \tilde{Y} - \sum_{j=0}^{V} (Q_j^T \tilde{Y}) \circ B_j + \eta \tilde{A} S S^T
$$

(C.1)
with \( \tilde{Y} = Y - MA - \sum_{i=0}^{V} Q_i (\tilde{A} \circ B_i) \) and \( \tilde{M} = [m_1, \ldots, m_{K-1}] \).

The corresponding Lipschitz constant is defined as

\[
L_{\tilde{A}} = \sum_{i=0}^{V} \left( 2 \| \tilde{M} \|^2 \| B_i \|^2 + \| B_j \| \sum_{j=0}^{V} \| Q_j \|^2 \| B_i \|^2 \right) + \| \tilde{M} \tilde{M} \| + \eta \| SS^T \|. \tag{C.2}
\]

For \( A_K \), the gradient writes

\[
\nabla_{A_K} J(m_K, A_K) = -m_K^T \tilde{Y} + \eta A_K SS^T
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j (\tilde{A} \circ B_j) \). The Lipschitz constant is

\[
L_{A_K} = \| m_K^T m_K \| + \eta \| SS^T \|. \tag{C.3}
\]

Appendix D. Algo. 1 – Optimization with respect to \( B_i \)

The gradient writes

\[
\nabla_{B_i} J(\tilde{A}, B, Q) = -Q_i^T (\tilde{Y} - Q_i (\tilde{A} \circ B_i)) \circ \tilde{A} \tag{D.1}
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j (\tilde{A} \circ B_j) \).

The Lipschitz constant is

\[
L_{B_i} = \| Q_i^T Q_i \| \| \tilde{A} \|^2. \tag{D.2}
\]

Appendix E. Algo. 1 – Optimization with respect to \( \alpha_{ki} \)

The gradient writes

\[
\nabla_{\alpha_{ki}} J(\alpha_{ki}) = W_{k,i} (\tilde{Y}^T (T_p(t) \circ E_{ki})
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j W_j - \sum_{u \neq k} E_{uai} w_{ui} \).

The Lipschitz constant is

\[
L_{\alpha_{ki}} = \| W_{k,i} \| \left( \| -\tilde{Y}^T + \frac{1}{2} W_{k,i} m_k^T E_{ki} \|^2 \right)
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j W_j - \sum_{u \neq k} E_{uai} w_{ui} \).

The Lipschitz constant is

\[
L_{\alpha_{ki}} = \| W_{k,i} \| \left( \| -\tilde{Y}^T + \frac{1}{2} W_{k,i} m_k^T E_{ki} \|^2 \right)
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j W_j - \sum_{u \neq k} E_{uai} w_{ui} \).

The Lipschitz constant is

\[
L_{\alpha_{ki}} = \| W_{k,i} \| \left( \| -\tilde{Y}^T + \frac{1}{2} W_{k,i} m_k^T E_{ki} \|^2 \right)
\]

with \( \tilde{Y} = Y - MA - \sum_{j \neq i} Q_j W_j - \sum_{u \neq k} E_{uai} w_{ui} \).
Table F.3: Parameter values used to generate the basis function for DEPICT for the real data.

| Value | Value | Value | Value | Value | Value | Value | Value | Value |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0.206 | 0.406 | 0.606 | 0.805 | 1.005 | 1.205 | 1.405 | 1.605 | 1.804 |
| 2.004 | 2.204 | 2.404 | 2.604 | 2.803 | 3.003 | 3.203 | 3.403 | 3.603 |
| 3.802 | 4.002 | 4.202 | 4.402 | 4.601 | 4.801 | 5.001 | 5.201 | 5.401 |
| 5.600 | 5.800 | 6.000 |       |       |       |       |       |       |

Appendix F. Choice of basis functions for DEPICT for the real data

During the experiment on real data described in Section 5, the basis functions used by DEPICT have been chosen following the approach initially adopted by Gunn et al. (2002). In that paper, 31 basis functions were generated as logarithmically spaced from the decay constant value to 6 min$^{-1}$. Conversely, in the experiment conducted in Section 5, the image has been already corrected for decay. Thus, the decay constant has been removed, leading to a final set of 30 basis functions. The final values are reported in Table F.3.
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