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Advances in controlling and measuring systems of ultra-cold atoms provided strong motivation to theoretical investigations of quantum dynamics in closed many-body systems. Fundamental questions on quantum dynamics and statistical mechanics are now within experimental reach: How is thermalization achieved in a closed quantum system? How does quantum dynamics cross over to effective classical physics? Can such a thermal or classical fate be evaded? In these lectures, given at the Les Houches Summer School of Physics "Strongly Interacting Quantum Systems Out of Equilibrium", I introduce the students to the novel properties that make ultra-cold atomic systems a unique platform for study of non equilibrium quantum dynamics. I review a selection of recent experimental and theoretical work in which universal features and emergent phenomena in quantum dynamics are highlighted.
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I. INTRODUCTION TO ULTRA-COLD QUANTUM GASES

A lot of the recent work on ultra cold atomic systems is focused on using them as simulators to investigate fundamental problems in condensed matter systems. However it is important to note that many-body systems of ultracold atoms are not one-to-one analogues of known solid state systems. These are independent physical systems that have their own special features, and present new types of challenges, and opportunities. One of the main differences between ensembles of ultracold
atoms and solid state systems is in the experimental tools available for characterizing many-body states. While many traditional techniques of condensed matter physics are not easily available (e.g. transport measurements), there are several tools that are unique to ultracold atoms. This includes time-of-flight expansion technique, interference experiments, molecular association spectroscopy, and many more. In some cases, these tools have been used to obtain unique information about quantum systems. One of the most striking examples is single site resolution in optical lattices [1, 2], which allowed exploration of the superfluid to Mott transition at the unprecedented level. Another example was measurements of the full distribution functions of the contrast of interference fringes in low dimensional condensates, which provided information about high order correlation functions. [3–6]

An area in which ultracold atoms can make unique contributions is understanding non-equilibrium dynamics of quantum many-body systems. Several factors make ultracold atoms ideally suited for the study of dynamical phenomena.

Convenient timescales. Characteristic frequencies of many-body systems of ultracold atoms correspond to kilohertz. System parameters can be modified and properties resulting from this dynamics can be measured at these timescales (or faster). It is useful to contrast this to dynamics of solid state systems, which usually takes place at Giga and Terahertz frequencies, which are extremely difficult for experimental analysis.

Isolation from the environment. Ultra-cold atomic gases are unique in being essentially closed, almost completely decoupled from an external environment. More traditional condensed matter systems by contrast are always strongly coupled to some kind of thermal bath, usually made of the phonons in the crystal. This distinction does not matter much if the systems are at thermal equilibrium because of the equivalence of ensembles. However, it leads to crucial differences in the non equilibrium dynamics of the two systems. While the dynamics in standard materials is generically overdamped and classical in nature, atomic systems can follow coherent quantum dynamics over long time scales. A corollary of this is that it is also much harder for systems of ultra-cold atoms to attain thermal equilibrium. Hence understanding dynamics is important for interpreting experiments even when ultracold atoms are used to explore equilibrium phases.

Rich toolbox. One of the difficulties in studying nonequilibrium dynamics of many-body systems is the difficulty of characterizing complicated transient states. Experimental techniques that have been developed for ultracold atoms recently are well suited to this challenging task. Useful tools include local resolution [1, 2], measurements of quantum noise[7, 8] and interference fringe statistics [3–6].
Before proceeding let me list several fundamental questions that can be addressed with ultra cold atomic systems and that we will touch upon.

*Emergent phenomena in quantum dynamics*— The main theme in the study of complex systems in the last century has been to identify emergent phenomena and understand the universal behavior they exhibit. Examples of successful theories of universal phenomena in equilibrium phases include the Ginsburg- Landau-Wilson theory of broken symmetry phases and critical phenomena, the theory of Fermi liquids, and more recently, the study of quantum hall states, spin liquids and other topological phases. In addition there is a growing understanding of emergent universal phenomena in classical systems out of equilibrium. This includes for example the phenomena of turbulence, coarsening dynamics near phase transitions, the formation of large scale structures such as sand dunes and Raleigh-Bernard cells, dynamics of active matter such as flocking of animals and more. Yet there is very little understanding of non equilibrium many-body phenomena that are inherently quantum in nature. It is an interesting open question whether the dynamics of complex systems can exhibit emergent universal phenomena in which quantum interference and many-body entanglement play an important role.

*Thermalization and prethermalization in closed systems*— Intimately related to establishment of emergent phenomena is the question of thermalization and the approach to equilibrium in closed quantum systems. Cold atomic system are ideal for testing the common belief that generic many-body systems ultimately approach thermal equilibrium. There are however exceptions to this rule. Integrable models, for example, fail to come to thermal equilibrium because the dynamics is constrained by an infinite set of integrals of motion. In general integrable models require extreme fine tuning. Nevertheless systems of ultra-cold atoms in one dimensional confining potentials often realize very-nearly integrable models. The reason for this is that the interactions naturally realize almost pure two body contact interactions. This fact has been used to demonstrate breaking of integrability in the Lieb-Lininger model of one-dimensional bosons with contact interactions[9]. This experiment has motivated a lot of theoretical and numerical investigations to characterize the non thermal steady state that is reached in such cases. The latter is usually characterized using a generalized Gibbs ensemble (GGE) that seeks the equilibrium (maximum entropy) state subject to the infinite number of constraints set by the values of the integrals of motion in the initial state[10].

The systems which realize nearly integrable models usually do include small perturbations that break integrability. It is believed (though not proved) that these perturbations will eventually lead to true thermalization. Hence the (GGE) is considered to be a long lived prethermalized state. An interesting question that we will touch upon concerns the time scale for relaxational dynamics to
take over and lead to true thermal equilibrium.

Absence of thermalization and many-body localization – A body of recent work starting with a theoretical suggestion [11, 12] (and much earlier conjecture by Anderson [13]) points to quantum many-body systems with quenched disorder as providing a generic alternative to thermalization. That is, in contrast to integrable models, lack of thermalization is supposed to be robust to a large class of local perturbations in such closed systems. This phenomenon is known as many-body localization (MBL). Important questions that are beginning to be addressed with ultra-cold atomic systems [14, 15] concern the dynamical behavior in the MBL state and the nature of the transition from MBL to conventional ergodic dynamics. If there is a critical point controlling the transition from a thermalizing to a non-thermalizing state, does it involve singularities in correlation functions similar to those that dominate quantum critical phenomena at equilibrium?

In these lecture notes I focus on universal phenomena in dynamics that can and have been investigated using ultra-cold atomic systems. Of course I cannot cover everything, so I picked some illustrative examples that I find interesting from a fundamental perspective and have also been directly investigated experimentally using ultra-cold atomic systems. In section II I discuss the dynamics of ultra-cold atom interferometers, primarily in one dimension, as case studies of prethermalization and thermalization dynamics. In section III I turn to the dynamics of bosons in optical lattices. I review the theoretical understanding of the quantum phase transition from a superfluid to a Mott insulator and then discuss emergent dynamical phenomena that have been studied in the vicinity of this transition. In particular I will discuss the nature of the Higgs amplitude mode that emerges near the critical point as well as the modes for decay of supercurrents due to the enhanced quantum fluctuations near the Mott transition. In section IV I discuss far from equilibrium dynamics involving a quench of system parameters across the superfluid to Mott insulator phase transition. Section V reviews some of the recent work on quenches in one dimensional dimensional optical lattices. Finally, in section VI I turn to review the recent progress in theoretical understanding of many-body localization as well as recent experiments that investigated this phenomenon. I should note that in these notes I include the very significant recent progress on many-body localization that took place after the lectures were delivered. I have also tried to make each section self-contained so that they can be read independently of each other. However, if the reader is not familiar with the physics of Bosons on optical lattices and the Mott transition it would help to read section III before section IV.
II. DYNAMICS OF ULTRA-COLD ATOM INTERFEROMETERS: QUANTUM PHASE DIFFUSION

Atomic condensates have been used early on as interferometers, utilizing the matter waves for making precision measurements of accelerations. Such experiments constitute a natural and simple example of a dynamical quench experiment, which beside its practical applications raise fundamental questions in non-equilibrium quantum physics. Hence this example will serve here to illustrate several key concepts, which occur frequently in non-equilibrium studies of cold atoms.

An idealized interferometer experiment consists of a macroscopic condensate separated into two wells and prepared with a well-defined relative phase between the wells. When the wells are disconnected the relative phase is expected to evolve in time under the influence of the potential difference between the two wells. Following this evolution the phase is measured directly by releasing the atoms from the trap and observing the interference pattern established after a time of flight.

One method to realize such a preparation protocol was to start with a one condensate in an elongated potential well and raise a radio-frequency induced potential barrier to split the condensate into two one dimensional condensates[16]. A schematic setup of this nature is illustrated in Fig. 1. Alternatively, instead of using two separate wells as the two arms of the interferometer one can use two internal states of the atoms, as done in Ref. [17]. The system is prepared with a condensate in a single internal state, say \(|\uparrow\rangle\). A two photon transition is used to induce a \(\pi/2\) rotation to the state \((|\uparrow\rangle + |\downarrow\rangle)/\sqrt{2}\), this is the analog of the coherent splitting in the double well realization. Thereafter the system is let to evolve freely under the influence of the Hamiltonian with no coupling between the two internal state. Finally the coherence between the two states remaining after a time \(t\) is determined through a Ramsey type measurement. That is, measuring how much of the \(|\uparrow\rangle\) state population is restored following an \(-\pi/2\) rotation of the internal state.

In reality the relative phase is not determined solely by the external potential difference between the two wells (or two internal spin states). The phase field of an interacting condensate should be viewed as a quantum operator with it’s own dynamics. The intrinsic quantum evolution leads to uncertainty in the relative phase, which grows in time and eventually limits the accuracy of the interferometric measurement. Thus even if the condensates are subject to exactly the same potential, the relative phase measured by the interference pattern between them will have a growing random component. The rate and functional form with which this uncertainty grows is a hallmark of the many-body dynamics. Fig. 2 is an example of an experiment performed by the Vienna group [18] that shows the distribution of relative phase determined in repeated measurements after different times from the initial preparation.
FIG. 1: Typical setup for an interferometer measurement. A condensate is split into two decoupled wells such that the relative condensate phase between the wells is initially well defined $\theta = 0$. The two condensates are let to evolve under the influence of the local potentials acting on them for time $t_m$. At time $t_m$ they are released from the trap and their expansion leads to an interference pattern that is observed on a light absorption image.

FIG. 2: (a) Example of fringes from interfering one-dimensional condensates taken at varying times after the condensate had been coherently split [18]. (b) The distribution of relative phase extracted from the interference fringes grows with time. (Reproduced from Ref. [18])

It is interesting to point out the essential difference between the problem we consider here and dephasing of single-particle interference effects as seen, for example, in mesoscopic electron systems. In the latter case the dephasing of a single electron wave-function is a result of the interaction of the single electron with a thermal bath, which consists of the other electrons in the Fermi liquid or of phonons. Because the bath is thermal and the energy of the injected electron is low, the dephasing problem is ultimately recast in terms of linear response theory [19].
By contrast, dynamic splitting of the condensate in the ultracold atom interferometer takes the system far from equilibrium, and the question of phase coherence is then essentially one of quantum dynamics. The system is prepared in an initial state determined by the splitting scheme, which then evolves under the influence of a completely different Hamiltonian, that of the split system. It is the first example we encounter of a quantum quench. Dephasing, from this point of view, is the process that takes the system to a new steady (or quasi-steady) state. In this respect, the ultracold atom interferometer is a useful tool for the study of non equilibrium quantum dynamics. One of our goals is to classify this dynamics into different universality classes.

A. Phase diffusion in the single-mode approximation

Let us start the theoretical discussion from the simplest case of perfect single mode condensates initially coupled by a large Josephson coupling that locks their phases. The Hamiltonian which describes the dynamics of the relative phase $\varphi$ is given in the number-phase representation by

$$H = \frac{1}{2} U n^2 - J \cos \varphi$$

(1)

Here $U$ is the charging energy of the condensate $U = \mu/N$, where $\mu$ is the chemical potential and $N = \langle N_1 \rangle = \langle N_2 \rangle$ the average particle number in the condensate. Alternatively we can express the charging energy using the contact interaction $u$ and the condensate volume $L^d$ as $U = u/L^d$. The relative particle number $n = (N_1 - N_2)/2$ and relative phase $\varphi$ are conjugate operators obeying the commutation relation $[\varphi, n] = i$.

At time $t = 0$ the Josephson coupling $J$ is shut off and the time evolution begins subject to the interaction hamiltonian alone. The system is probed by releasing the atoms from the trap after a time evolution over a time $t$ subject to the Hamiltonian of decoupled wells $J = 0$. The aim is to infer the coherence between the two condensates from the emerging oscillating pattern in the density profile.

Here it is important to note that such information can only be inferred from averaging the density profile (interference fringes) over many repetitions of the experiment. A single time-of-flight image, originating from a pair of macroscopic Bose condensates, exhibits density modulations $\rho(x) \sim A_0 \cos(q_0 x + \varphi)$ of undiminishing intensity $A_0 \propto N$ but with possibly a completely random phase[3, 20, 21]. If the condensates are completely in phase with each other, then $\varphi$ is fixed and the average interference pattern taken over many experimental runs would be the same that seen in a single shot. On the other hand, if the relative phase $\varphi$ is completely undetermined, the average interference pattern would be vanishing. Therefore the correct measure of coherence is the average
interference amplitude remaining after averaging over many shots, which is directly related to the quantum expectation value $\mathcal{A}(t) \sim \langle \cos \varphi \rangle$.

The time evolution of the relative phase subject to the Hamiltonian (1) with $J = 0$ follows the obvious analogy to spreading of a wave-packet of a particle with mass $m = 1/U = L^d/u$, the relative phase fluctuation follows a ballistic evolution

$$\langle \varphi(t)^2 \rangle = \langle \varphi(0)^2 \rangle + \frac{\langle \delta n(0)^2 \rangle u^2}{L^d} t^2$$

This implies a Gaussian decay of the Fringe amplitude with time

$$\mathcal{A}(t) \approx A_0 e^{-t^2/\tau_D^2}$$

with the dephasing time scale $\tau_D = \left( \frac{L^d}{u} \right) / \sqrt{\langle \delta n(0)^2 \rangle} = \frac{(N/\mu)}{\sqrt{\langle \delta n(0)^2 \rangle}}$. Several important insights may already be gleaned from this simple model.

1. Quantum phase diffusion in a true condensate is a finite size effect. Indeed in the proper thermodynamic limit the broken symmetry state with well defined phase is infinitely long lived.

2. Quantum phase diffusion is driven by interaction. Setting $u = 0$ eliminates it.

3. The rate of phase diffusion depends on the initial state. A narrower initial particle number distribution entails longer dephasing time.

The last point implies that the dephasing time $t_D$ depends crucially on the preparation protocol of the interferometer. In one extreme the initial state is prepared with maximal coherence. That is, a state with all particles in a symmetric superposition between the two wells. In the limit of large particle number $N$, we can take this state to have a gaussian relative number distribution between the wells with a variance $\langle \delta n(0)^2 \rangle = N/2$. Accordingly the phase diffusion time in this case is $\tau_D = \sqrt{2N/\mu}$. The

As we’ll see below, such a state can be prepared by a rapid ramp-down of $J$ on a scale faster than the characteristic scale set by the chemical potential $\mu$. We can increase the coherence time by preparing an initial state with a narrower number distribution. Due to the number phase uncertainty relation, we must pay by having a larger initial phase distribution and hence achieve lower accuracy in phase determination at short times. In quantum optics terminology this is called a squeezed state.

The simplest way to achieve squeezing is to split the condensates more slowly. In the slow extreme of adiabatic splitting the system ends up in the ground state with completely undetermined
relative phase (and vanishing number fluctuations). This state is infinitely long lived, but of course useless for phase determination. More generally we can split the condensates on a time scale $\tau_s$. The frequency scale we should compare to in order to assess whether this drive is slow or fast is the instantaneous gap in the system given roughly by the Josephson frequency $\omega_J(t) = \sqrt{U_J(t)}$.

As long as $\omega(t) > 1/\tau_s$ the system to a good approximation remains in the instantaneous ground state and the dynamics is essentially adiabatic. However from some point during the split when $\omega(t) < 1/\tau_s$, the dynamics should rather be viewed as a sudden split. The effective initial state is the ground state of the system at the break-point $\omega(t^*) = 1/\tau_s$.

Using a Harmonic approximation of the junction, $H_{osc} = \frac{\mu}{2N} n^2 + \frac{1}{2} \phi^2$, the number fluctuation in the initial state is easily found to be $\sqrt{\langle \delta n^2 \rangle} \sim \sqrt{\omega(t^*)N/\mu} = \sqrt{N/(\mu\tau_s)}$. We then obtain the phase-diffusion time of the squeezed state $\tau_D = \sqrt{N\tau_s/\mu}$. Because of the squeezing, the minimal phase uncertainty is now $\sqrt{\phi(0)^2} \sim \sqrt{\mu\tau_s/N}$, larger than the uncertainty $1/\sqrt{N}$ in the case of the (fast) maximally coherent split.

The single mode phase diffusion considered in this section was first discussed in the context of Bose condensates by Leggett and Sols[22]. It is however a special case of the more general problem of spontaneous symmetry breaking as discussed originally by Anderson in Ref. [23]. A single mode Hamiltonian emerges as a description of the dynamics of the uniform broken symmetry order parameter. In this case it is the dynamics of the $U(1)$ order parameter, or condensate phase. The dynamics is governed by an effective mass which grows heavier with the system volume. Hence the phase becomes static due to the infinite mass in the thermodynamic limit allowing spontaneous symmetry breaking. In the next section we will see under what conditions the condensate zero mode can indeed be safely separated from the linearly dispersing Goldstone modes. In particular we’ll show how the multi mode dynamics can dominate the dephasing in interferometers composed of low dimensional condensates.

B. Many modes: hydrodynamic theory of phase diffusion in low dimensional systems

The single mode approximation described above is expected to be a reasonable description of bulk three dimensional condensates. In this case internal phase fluctuations, quantum or thermal, are innocuous since they do not destroy the broken symmetry. The mode responsible for restoring the symmetry in a finite system is the uniform mode and therefore only its dynamics has to be considered. However, many interference experiments have been performed with highly elongated, essentially one dimensional condensates[16–18, 24]. In this case zero point fluctuations due to long-wavelength phonons destroy the broken symmetry even in the thermodynamic limit. It is expected
that these phonons will have a crucial impact on the loss of phase coherence.

The model Hamiltonian to consider is a direct generalization of the single mode Hamiltonian considered in the previous section

$$H = H_1 + H_2 - J(t) \int d^d x \cos(\varphi_1 - \varphi_2). \quad (4)$$

Here $H_{1,2}$ are the Hamiltonians of the individual one (or higher) dimensional condensates and the Josephson coupling $J(t)$ now operates along the entire length (or area) of the condensates. As in the single mode case the system is prepared with strong Josephson coupling, which is thereafter rapidly shut off. In the way this scheme is commonly implemented [16, 24] the system actually starts as a one dimensional condensate in a single tube, which is then split into a double tube over a timescale $\tau_s$ slow compared to transverse energy levels in the tube. At the same time $\tau_s$ can be fast compared to the chemical potential of the condensate, leading to preparation of a coherent state of the relative phase[16]. Alternatively $\tau_s$ can be larger than the inverse chemical potential, leading to preparation of a squeezed phase state[24].

We want to track the ensuing dynamics of the relative phase $\varphi_1 - \varphi_2$ following this preparation stage. Again, this is done by releasing the atoms from the trap at fixed times $t$ after the split and inspecting the resulting ”matter wave” interference fringes in the density profile. As in the single mode case interference fringes can be seen even when the two condensates are independent. The correct measure of the coherence between the two condensates is the average of the fringe amplitude over many repeats of the experiment, directly related to the expectation value $A(x, t) \sim \langle \cos[\varphi_1(x, t) - \varphi_2(x, t)] \rangle$. What can be conveniently measured in an experiment is in fact the integral of this quantity over a certain averaging length:

$$A_L(t) = \langle A_L(t) \rangle \equiv \int_{-L/2}^{L/2} dx \langle \cos[\varphi_1(x, t) - \varphi_2(x, t)] \rangle \quad (5)$$

This quantity of course vanishes for independent condensates. It is important to distinguish $A_L(t)$ from the quantities $|A_L(t)|$ and $|A_L(t)|^2$ that would give a non-vanishing value (dependent on $L$) even for independent condensates [3]. Fig. 2 shows an example of interference fringes and the distribution of phases of the quantity $A_L(t)$ measured in repeated experiments.

Here, in computing the time evolution of the average fringe amplitude $A_L(t)$ we will closely follow the analysis of Ref. [25]. There, a detailed theoretical description of the dynamics is obtained by approximating the exact Hamiltonians $H_{1,2}$ by the low energy Harmonic-fluid description of the phase fluctuations (phonons) in the superfluid[26]

$$H_\alpha = \int dx \left[ \rho_s (\nabla \theta_\alpha)^2 + \kappa^{-1} \Pi_\alpha^2 \right]. \quad (6)$$
Here $\theta_\alpha$ is the phase field of the condensate $\alpha = 1$ or 2 and $\Lambda_\alpha$ is the canonical conjugate smooth density field. $\rho_s$ and $\kappa$ are the macroscopic phase stiffness and compressibility of the condensate respectively. These should in general be considered as phenomenological parameters extracted from experiment. However, for weakly interacting Bose gases the compressibility is only weakly renormalized from the bare value given by the inverse contact interaction $\kappa = g^{-1} = \rho/\mu$ while the stiffness is directly related to the average density as $\rho_s = \rho_0/m$. The short range cutoff of this hydrodynamic theory is the healing length of the condensate $\xi_h = 1/\sqrt{4mg\rho_0}$. It will sometimes be convenient, to express quantities in terms of the Luttinger parameter $K = \pi \sqrt{\rho_s\kappa}$ that determines the power-law decay of correlations in 1d.

We note that the anharmonic terms neglected here are irrelevant for the asymptotic low energy response in the ground state, yet they may influence the decoherence dynamics at long times. This will be considered in the next section.

It is convenient to transform to the relative $\varphi = \theta_1 - \theta_2$ and "center of mass" $\theta = (\theta_1 + \theta_2)/2$ phase variables and their respective conjugate momenta $\Pi = \Pi_1 + \Pi_2$ and $n = (\Pi_1 - \Pi_2)/2$. Within the harmonic-fluid description the relative and "center-of mass" coordinates are decoupled. This is not changed by the dynamic Josephson term, which does not involve the "center of mass" modes at all. Since the observable we are interested in (5) involves only the relative phase, we can forget about the center of mass modes at this level of approximation.

After the Josephson coupling is turned off the relative phase evolves under the influence of a purely Harmonic Hamiltonian. In Fourier space the different spatial modes of the relative degrees of freedom are conveniently decoupled and we have

$$H_- = \frac{1}{2} \sum_q \left( 2\kappa^{-1}|\Pi_q|^2 + \frac{1}{2} \rho_sq^2|\varphi_q|^2 \right).$$

Assuming that the initial state is a Gaussian wave-function, the time evolution of the mean fringe amplitude, our proxy for phase coherence, is easily computed from the Harmonic theory

$$A(t) = \rho(e^{i\varphi(x)}) = \rho e^{-\frac{1}{2}\kappa q^2 \sum_q \langle|\varphi_q(t)|^2\rangle} = \rho e^{-g(t)}$$

$$\langle\varphi_q(t)^2\rangle = \langle\varphi_q(0)^2\rangle \cos^2(cqt) + \frac{1}{\langle\varphi_q(0)^2\rangle} \left(\frac{\pi}{qK}\right)^2 \sin^2(cqt).$$

To make further progress we need the form of the initial phase distribution, which depends on the preparation scheme.
1. Fast split scheme

As in the single mode case we begin with a discussion of a fast split. In this case all particles remain in the symmetric superposition between the two wells. Such an initial state is particularly simple to write in the number phase representation if there are many particles per length unit $\xi_h$ that serves as a cutoff to the hydrodynamic theory. This is equivalent to the weak coupling requirement $K >> 1$. In this case the Poisson statistics of the particle number is well approximated with Gaussian statistics with $\langle \Pi_q(0)^2 \rangle \approx \rho$. Accordingly the phase wave-function is Gaussian in this limit and the variance $\langle \varphi_q(0)^2 \rangle \approx 1/2\rho$ should be plugged into (11).

We convert the sum over all $q \neq 0$ in (8) to an integral, while separating out the uniform $q = 0$ component, which leads to a unique contribution. Following a simple change of variables we then have

$$g(t) \approx \frac{t^2}{\tau_L^2} + \frac{S_d}{(2\pi)^d} \int_0^{\mu t} dzz^{-1} \left( \frac{1}{4\rho(\pi)^d} \cos^2 z + \rho(\pi/K)^2(\pi)^{2-d}\frac{\sin^2 z}{z^2} \right)$$

(10)

Where $S_d = \frac{2\pi^{d/2}}{\Gamma(n/2)}$ is the surface area of a unit sphere in $d$ dimensions and $\tau_L = \mu^{-1}\sqrt{\rho L} = \mu^{-1}\sqrt{N}$. The first term in the integrand saturates to a constant at long times. The second term depends crucially on the spatial dimension $d$. The contribution of the zero mode together with the integral over the internal phonons then gives:

$$A(t) \propto A_0 \exp\left[-t^2/\tau_Q^2\right] \times \begin{cases} 
\exp[-t/\tau_Q], & d = 1, \\
(\mu t)^{-\alpha}, & d = 2, \\
\text{const} & d = 3,
\end{cases}$$

(11)

where $\tau_Q = \frac{2}{\rho c}(K/\pi)^2 = (2/\mu)K/\pi^2$.

Let us pause to discuss this result. The contribution of the zero mode is the same in all dimensions. It gives rise to a Gaussian decay on a time scale that diverges in the thermodynamic limit. This is precisely our result obtained in the previous section from the single mode approximation. Now in addition we have included the internal modes at the Gaussian level. In three dimensions we see from (11) that the phase fluctuations do not contribute to the time dependence at long times. This is tantamount to the statement that in three dimensions broken symmetry is dynamically stable in the thermodynamic limit. On the other hand, in $d = 1, 2$ the coherence decays even in the thermodynamic limit due to the internal phonons. This is the dynamical counterpart of the Mermin Wagner theorem, showing how the internal (Gaussian) phase fluctuations dynamically destroy long range order. The decay can be traced back to an infrared divergence of the $q$ integral.
2. Prethermalization in the fast split scheme

The harmonic model we are considering now is the simplest example of an integrable model. The different $q$ modes are decoupled from each other and their occupations are conserved quantities. Hence the model does not in general relax to thermal equilibrium. It is interesting to ask what is the nature of the steady state the system reaches after it has dephased. Approach to such a non-thermal steady state is commonly referred to as prethermalization. The name stems from the expectation that there is a much longer time scale over which the dephased state would finally relax to a true thermal state. Thus the prethermalized state is a long lived quasi-steady state established in the system before the onset of true thermalization. In our case the final relaxation to the thermal state is governed by the enharmonic terms. This analysis is postponed to the next section.

Within the Gaussian approximation, the full information on the steady state is held in the two point correlation function (in the relative phase sector):

$$C(x,t) = \rho^2 \langle e^{i\varphi(x,t)-\varphi(0,t)} \rangle = \rho^2 e^{-\langle \varphi(x,t)^2 \rangle + \langle \varphi(x,t)\varphi(0,t) \rangle}$$

$$= \rho^2 e^{-\frac{1}{4x^2} \sum_q (\langle \varphi_q(t) \rangle^2 \{1-\cos(qx)\})} = e^{-f(x,t)}$$

(12)

This expression is directly analogous to the formula for the fringe amplitude (8). Similarly the important contribution to the integral $f(x,t)$ comes from the second term in (11) leading to, for $d = 1$,

$$f(x,t) \approx \frac{\pi S_d}{K^2} \rho \text{ct} \int_0^\mu dz \frac{\sin^2 z}{z^2} \left[ 1 - \cos \left( \frac{z}{ct} \right) \right] \cos \left( \frac{z}{ct} \right).$$

(13)

This integral exhibits completely different behavior depending on whether the point at the position $x$ and time $t$ is inside or outside the ”light-cone” emanating from the other point which we have set to at $x = 0$ at the time of the split $t = 0$. For $ct < x$ the last cosine term is rapidly oscillating and averages to zero. In this case we have $f(t,x) \approx 2g(t)$ and therefore $C(x,t) \approx A(t)^2$. This agrees with the expectation that for $t < x/c$ there was no time for information to propagate between the two points and therefore the correlation function can be decoupled into the independent expectation values $A(t)$ at the two points.

On the other hand at long times $t \gg x/c$ we make a different change of variables using $\alpha = qx = zx/ct$ as an integration variable to obtain:

$$f(x,t) \approx \frac{\pi S_d}{K^2} \rho x \int_0^{\alpha/\xi_h} d\alpha \frac{\sin^2(\alpha/2)}{\alpha^2} \left[ 1 - \cos \left( \frac{\alpha 2ct}{x} \right) \right].$$

(14)

Now the last cosine term is rapidly oscillating ($ct/x \gg 1$) and we have a time independent result
$f(x,t) \approx (\pi/2K)^2 \rho x$. This implies an exponential decay of the phase correlations in the steady state with a correlation length $\xi_\phi = 4K^2/(\pi^2 \rho)$.

Such steady state behavior mimics the exponential decay of phase correlations in equilibrium at a finite temperature, which is characterized by the correlation length $\xi_\phi^{\text{eq}} = cK/(\pi T) = \mu K^2/(\pi \rho T)$. Thus we can assign an effective temperature $T_{\text{eff}} = \pi \mu/4$ to the prethermalized state by comparing the correlation length in it to the correlation length in thermal equilibrium.

It is important to note that the effective temperature $T_{\text{eff}}$ is completely independent and, in fact, has nothing to do with the real temperature of the condensate prior to the split. The original, thermal degrees of freedom of that condensate are projected following the rapid split onto the symmetric density and phase modes of the split condensate. The state of the relative degrees of freedom, accessible to interference experiments, is a pure state fully determined by the splitting process. Within the harmonic fluid theory the symmetric and anti-symmetric sectors are decoupled, and so within this approximation the temperature of the original condensate does not affect the dynamics.

The prethermalized state reached following a fast split of a one dimensional condensate has been seen in beautiful experiments by Vienna group using atom chips[6, 27]. These results are based on an earlier theoretical proposal by Kitagawa et. al. [28] showing that the prethermalized state can be fully characterized by the distribution of the amplitude of fringes seen in an interference experiment. These experiments confirm the applicability of the harmonic theory in the accessible time-scales.

3. Finite split rate

A dynamic split done on a timescale $\tau_s < \mu^{-1}$ can be treated in complete analogy to our treatment of a single mode. For simplicity we separate the two stages of the dynamics. First we treat the splitting process in which the Josephson coupling is gradually turned off. The outcome of this process provides the initial state for calculating the dynamics at later times under the influence of the hamiltonian of the decoupled tubes. Here we give a brief summary of a detailed calculation along these lines found in [29].

To address the splitting dynamics we expand the Josephson coupling to quadratic order to obtain a time dependent mass term for the relative phase mode $H_J \approx \sum_q \Delta(t)|\varphi_q|^2$. We then assess for each mode separately whether the splitting on a time-scale $\tau_s$ is slow or fast compared with the characteristic frequency $\omega_q = cq$ of this mode. For modes at wave vectors $q > 1/(c\tau_s)$ the split is effectively adiabatic. Therefore these modes end up in the quantum ground state of the final, fully
split Hamiltonian. Modes at lower wave-vectors develop adiabatically only to the point that their frequency is \( \omega_q \sim 1/\tau \) and they remain frozen for the rest of the splitting process.

C. Beyond the Harmonic fluid description of one-dimensional phase diffusion

The harmonic fluid hamiltonian (6) is a fixed point of the renormalization group in a one dimensional system, which describes a stable quantum phase of matter known as a Luttinger liquid [30]. Hence, as long as the macroscopic (fully renormalized) values of \( \kappa \) and \( \rho_s \) are used, the harmonic Hamiltonian provides an asymptotically exact description of the ground state and low energy excitations of the system. The neglected anharmonic terms affect the long distance correlation and low frequency response only through the renormalization of the quadratic coefficients \( \kappa \) and \( \rho_s \) from their bare values.

But in spite of being irrelevant for the linear response of the system in the ground state, the non linear terms can influence the long time dynamics of the interferometer, which starts in a state of finite energy density after the split. As discussed above, the splitting scheme lead to excitation of modes at all wave vectors, which then evolve independently within the quadratic theory (6). Only the non-linear terms can break this integrability through the coupling they induce between modes at different wavectors. Moreover, the non linear terms lead to coupling between the relative and total density fluctuations of the two split condensates. Recall that the relative fluctuations are produced in a pure state by the splitting scheme while the total density fluctuations had already existed in the original single condensate and presumed to be thermal. Thus the non-linear terms give rise, effectively, to coupling with a thermal bath.

1. Self consistent phonon damping

The long time limit of the evolution of the relative phase due to the equilibration with the thermal bath was considered by Burkov et. al in Ref. [31]. The central assumption in this approach is that the relative mode has nearly reached thermal equilibrium with the center of mass modes at a final temperature \( T_f \). We note that the time scale it takes the system to reach this near equilibrium regime is set by different processes[32], on which I will comment later on.

The damped relative phase mode near thermal equilibrium can be described by phenomenological Langevin dynamics

\[
\ddot{\varphi}_k + c^2 k^2 \varphi_k + 2\gamma_k \dot{\varphi}_k = 2 \zeta_k
\] 

(15)
Because the system is near thermal equilibrium the noise satisfies the fluctuation-dissipation theorem with \( \langle \zeta_k(t)\zeta_{-k}(t') \rangle = 2(\mu/\rho)T_\gamma \delta(t-t') \). Eq. (15) is simply a model of damped phonons with \( \gamma_k \) being the width of the phonon peaks in the structure factor. We expect that the final temperature \( T_f \) will be somewhat higher than the initial temperature \( T_i \) of the unsplit condensate because of the energy added to the system in the split process. For a sudden split the added energy density is \( \sim \frac{1}{2}\mu/\xi_h \), i.e. chemical potential per healing length.

The kinematic conditions of linearly dispersing phonons in one dimension lead to divergence of the damping rate \( \gamma_k^0 \) calculated in to one loop order. A finite result is obtained, however, if a damping rate is inserted into the phonon Green’s function at the outset and then calculated self consistently. Such a self consistent calculation, first done by Andreev [33] (see also [31]), gives a non-analytic dependence of \( \gamma_k \) on \( k \):

\[
\gamma_k \approx \frac{1}{2\pi} \sqrt{\muTK} \left| c|k|/\mu \right|^{3/2} \tag{16}
\]

This expression is valid for wave-vectors \( k \) in the linearly dispersing regime, i.e. \( ck \ll \mu \) and for weak interactions so that the Luttinger parameter \( K \gg 1 \).

The solution for \( \varphi_k(t) \) can be formally written in terms of the Green’s function of the damped Harmonic oscillator

\[
\varphi_k(t) = \int_0^t dt_1 G(k, t-t_1)\zeta_k(t_1) \tag{17}
\]

Where

\[
G(t) = \frac{1}{2\pi} \int d\omega e^{i\omega t} \frac{1}{\omega^2 - \epsilon_k + i\omega\gamma_k} = e^{-\gamma_k t/2} \frac{\sin \left( \sqrt{\epsilon_k^2 - (\gamma_k/2)^2} t \right)}{\sqrt{\epsilon_k^2 - (\gamma_k/2)^2}} \tag{18}
\]

Now by plugging in the \( \delta \)-correlated noise near equilibrium we can compute the relative phase fluctuations

\[
\langle \varphi_k(t)^2 \rangle = \frac{2T\mu}{\rho} \gamma_k \int_0^t dt_1 e^{-\gamma_k(t-t_1)} \frac{\sin^2 \left( \sqrt{\epsilon_k^2 - (\gamma_k/2)^2} (t-t_1) \right)}{\epsilon_k^2 - (\gamma_k/2)^2} \\
= \frac{T\mu}{\rho \epsilon_k^2} \left[ 1 - e^{-\gamma_k t} \left( 1 + \frac{\gamma_k}{2\epsilon_k} \sin(2\epsilon_k t) \right) \right] + O \left( \gamma_k/\epsilon_k \right)^2 \tag{19}
\]

Using the result \( \gamma_k = \eta \epsilon_k^{3/2} \) (with \( \eta = \sqrt{T}/(2\pi\mu) \)) from Eq. (16) we find

\[
\langle \varphi(x,t)^2 \rangle \approx \int_0^{\mu} d\epsilon \nu_d(\epsilon) \langle \varphi_\epsilon(t)^2 \rangle \approx \frac{T\mu}{\pi\rho c} \int_0^{\mu} \frac{d\epsilon}{\epsilon^2} \left( 1 - e^{-\eta \epsilon^{3/2} t} \right) \\
\approx \frac{T}{K} \left[ \int_0^{(\eta t)^{-2/3}} \frac{\eta t}{\sqrt{\epsilon}} d\epsilon + \int_{(\eta t)^{-2/3}}^{\infty} \frac{d\epsilon}{\epsilon^2} \right] = \frac{3T}{K} (\eta t)^{2/3}, \tag{20}
\]
where we have used the relation valid for weak interaction \( \pi \rho c/\mu = \pi \sqrt{\kappa \rho_s} = \mathcal{K} \). This result implies decay of phase coherence as

\[
\mathcal{A}(t) = A_0 e^{-(t/t_T)^{2/3}},
\]

with \( t_T = (2\pi \mu/T^2)\mathcal{K} \). \( \mathcal{K} = (\pi/2)\sqrt{\rho/gm} \) is the Luttinger parameter in the weak coupling limit. The non analytic time dependence of the phase coherence stems directly from the non analyticity of the momentum dependent damping rate.

It is interesting to note that the decoherence driven by thermal fluctuations (21), being a stretched exponential, is slower than the dephasing driven by quantum dynamics, which, we have seen, depends exponentially on time. The physical reason behind this somewhat counter intuitive result is that the thermally excited phonons provide a damping mechanism that slows down the unitary phase evolution.

2. Kardar-Parisi-Zhang scaling

The result (21) relies on the scaling of the phonon damping rate \( \gamma_k \propto |k|^{3/2} \) derived using a self consistent diagrammatic approach[33]. Because the approach is not rigorously controlled it would be good to understand the scaling in a different way.

An alternative viewpoint was provided in Ref. [34]. In this paper Kulkarni and Lamacraft suggested a possible connection between the one dimensional condensate dynamics at finite temperature and the Kardar-Parisi-Zhang (KPZ) equation commonly used to describe randomly growing interfaces. If indeed the dynamics belonged to the same universality class it would immediately imply as a consequence the anomalous dynamical scaling obtained in the self consistent calculation.

Following Ref. [34] we illustrate the relation to KPZ dynamics starting from the hydrodynamic equations of the condensate

\[
\begin{align*}
\partial_t \rho + \partial_x (v\rho) &= 0, \\
\partial_t v + v \partial_x v + (g/m) \partial_x \rho &= 0
\end{align*}
\]

These are the Euler and continuity equations with \( v(x,t) \) the velocity field \( \rho(x,t) \) the density and \( g \) the contact interaction. Linearizing these equations with respect to the velocity field and the deviation \( n(x,t) = \rho(x,t) - \rho_0 \) from the average density, leads to a wave-equation describing phonons of the system moving to the right or left at the speed of sound \( \pm c_0 = \sqrt{\rho_0 g/m} \). Note that beyond the linear approximation, the local speed of sound of the fluid depends on the local density \( c_\rho = \sqrt{\rho g/m} = c_0 \sqrt{\rho/\rho_0} \). Now define the ”chiral velocities” as the fluid velocities measured with
respect to the local sound velocity of left and right moving waves: $v_\pm = v \pm c_\rho$. In terms of the chiral velocities the equations of motion can be written as:

$$v_\pm + v_\pm \partial_x v_\pm = \frac{1}{3}(\partial_t + v_\pm \partial_x)v_\mp$$

Kulkarni and Lamacraft pointed to the similarity between these equations and two copies of the, so called, noisy Burgers equation. This would be precisely the situation if we could replace the right hand sides of the equations by fields $\zeta_\pm(x,t)$ providing Gaussian white noise to the left hand sides.

As it stands however, we can think of the left moving modes $v_-$, randomly occupied with the Bose distribution at temperature $T$, as a random force field acting on the right movers and similarly of the right movers as providing the noise to the dynamics of the left moving modes. With this approximation the coupled equations reduce to two effectively independent noisy burgers equations.

The connection between the noisy burgers equation and the KPZ equation is well known. It is easily demonstrated by representing the chiral velocities as spatial derivatives of chiral phases $\varphi_\pm = (1/m)\partial_x \varphi_\pm$, just as the actual velocity is related to the condensate phase $v = (1/m)\partial_x \varphi$. Plugging these relations into the Burgers equations and integrating over $x$ gives $\partial_t \varphi_\pm + (1/m)(\partial_x \varphi_\pm)^2 = \zeta_\pm$.

There is also a dissipative term $D\partial_x^2 \varphi_\pm$ generally present in the KPZ equation. It is absent here because we started from non dissipative Hamiltonian dynamics. Dissipation however would be generated upon coarse graining because of the coupling between high and low wave vector modes induced by the non linearity. Hence in the long wavelength limit we expect the dynamics to be governed by the KPZ equation:

$$\partial_t \varphi_\pm = D\partial_x^2 \varphi_\pm + \frac{\lambda}{2}(\partial_x \varphi_\pm)^2 + \zeta_\pm$$

The height field (here the chiral phases $\varphi_\pm$) is known to obey the dynamic scaling $\langle(\varphi_\pm(x,t) - \varphi_\pm(x,0))^2\rangle \sim t^{2/3}$. Hence also the phase field $\varphi = (\varphi_+ + \varphi_-)/2$ obeys the same scaling, which leads to the stretched exponential decay of the coherence (21).

**D. Discussion and experimental situation**

Above we have arrived at two seemingly conflicting results. The harmonic fluid theory of quantum phase diffusion predicts exponential decay (8) of phase coherence in a long one dimensional system, while the hydrodynamic theory of thermal relaxation predicts a stretched exponential decay (21). Which will be seen in experiments? Direct comparison between the thermal and quantum time scales $t_T$ and $t_Q$ suggests that as long as the temperature of the relevant bath is smaller than the chemical potential then the quantum phase diffusion should dominate. By the time the thermal relaxation sets in the phase system is then essentially dephased.
Moreover, the calculation of the thermal phase relaxation time $t_T$ summarized in the previous section assumes that the process can be described in terms of an effective hydrodynamic theory of a nearly thermalized system. However the system in question is initially very far from equilibrium and, being a one-dimensional system of bosons with short-range interactions, it is very nearly described by an integrable model (Lieb-Liniger model). Clearly the equilibration rate should be proportional to some measure of integrability breaking, which is absent in the expression for $t_T$. Breaking of integrability in an elongated Bose gas with a tight transverse confinement stems from effective three particle interactions mediated by virtual occupation of transverse excited states[35]. Therefore the integrability breaking should be controlled by the ratio $\mu/\omega_\perp$ of the interaction energy (chemical potential) to the transverse confinement frequency.

Recently, Arzamasovs et. al. [32] computed the thermalization rate of a nearly integrable, weakly interacting one dimensional Bose gas, by expanding around the integrable Lieb-Liniger model. Their result can be expressed as

$$\frac{1}{\tau_R} \sim \mu \left( \frac{\mu}{\omega_\perp} \right)^2 \left( \frac{T}{\mu} \right)^7 \frac{1}{K^3}$$

From this it is clear that in the relevant experimental regime of $K \sim 10$ and temperature range $T \lesssim \mu$ the system does not equilibrate. The dynamics should be well described by quantum phase diffusion leading to a prethermalized state.

The first experiments, which measured the dephasing dynamics seemed to contradict this conclusion, reporting initially a stretched exponential decay of the phase coherence[18] with the exponent $2/3$ expected from the thermal dephasing process. However, improved experiments of the same group done with a very similar apparatus found excellent agreement with prethermalization driven by the harmonic fluid dynamics[6] (See Ref. [27] for a detailed reanalysis explaining the problems in the original experiments, which led to the misinterpretation).

III. DYNAMICS OF ULTRA-COLD BOSONS IN OPTICAL LATTICES

The natural regime of ultra-cold Bose gases is that of weak interactions. In this regime, the gas is well described by the dynamics of a non-fluctuating classical field through Gross-Pitaevskii equation. Even in low dimensions, where fluctuation effects are inevitably important at long wavelengths they are hard to observe in small traps. One approach to enhance fluctuation effects and potentially reach novel quantum phases and dynamics is to load the atoms into optical lattice potentials generated by standing waves of laser light.

The lattice has two important effects on the quantum gas. One effect is to increase the effective
mass of the atoms and thereby quench the kinetic energy with respect to the interactions. The second important effect is to break Galilean invariance. This liberates the quantum gas from strong constraints, thus opening the way to realizing alternative quantum phases and new modes of dynamics. In this regard the observation of a quantum phase transition of bosons in an optical lattice from a superfluid to a Mott insulator [36] has been an important milestone in the study of ultra cold atomic systems. This experiment has lead to intense theoretical and experimental work to understand the dynamics of strongly correlated lattice bosons, and later also of fermions.

The superfluid to insulator transition of lattice bosons was first discussed by Giamarchi and Schulz[37] in the context of one dimensional systems and soon after by Fisher et. al. in Ref. [38] for higher dimensional systems. Investigation of this physics with ultra-cold atoms in optical lattices was first proposed by Jaksch et. al. [39]. In most of this section I review the basic theory of the superfluid to Mott insulator transition and describe recent theoretical and experimental work, which advanced our understanding of the universal dynamical response near the critical point. Discussion of far from equilibrium dynamics in this regime is postponed to sections III C and IV. 

A. Mott transition in two and three dimensional lattices

Superfluidity in two and three dimensions is perturbatively stable to introducing a weak lattice potential regardless of the interaction strength and independent of the commensurability of the potential with the particle density. To allow the establishment of an insulating phase it is therefore important to work with a strong lattice potential with wide gaps between the lowest and the second Bloch bands. In this case, if both the temperature and the interaction strength are smaller than the band gap, we can use the well known Bose Hubbard model as a microscopic description of bosons in the lowest Bloch band

\[
H = -J \sum_{\langle ij \rangle} (b_i^\dagger b_j + H.c) + \frac{1}{2} U \sum_i n_i (n_i - 1) - \mu \sum_i n_i
\]  

(26)

The chemical potential \( \mu \) is used to control the average lattice filling \( n \). For simplicity I will not consider here the effects due to the global trap potential. The values of model parameters expressed in terms of the microscopic couplings are given by:

\[
J \approx \sqrt{16/\pi} E_r (V_0/E_r)^{3/4} e^{-2\sqrt{V_0/E_r}}
\]  

(27)

\[
U \approx \sqrt{8/\pi} ka E_r (V_0/E_r)^{3/4}
\]  

(28)

where \( k \) is the wave vector of the lattice, \( a \) the s-wave scattering length corresponding to the two body interaction between atoms and \( E_r = \hbar^2 k^2/2m \) is the recoil energy. For details on the effect
FIG. 3: Zero temperature phase diagram of the Bose Hubbard model. The grey areas are the incompressible Mott phases with integer filling $n$. The horizontal dashed lines (red) correspond to phase transitions occurring at constant commensurate filling; they are described by the relativistic critical theory (32). In contrast, the transitions tuned along the vertical dashed lines (blue) are described by the Gross-Pitaevskii action (29), which also describes the weak interaction regime. The latter can be thought as being near a transition tuned by chemical potential from a vacuum state to the weakly interacting BEC.

of the trap and derivation of the model parameters I refer the reader to Refs. [39, 40]. Where the parameter values are

The fact that there must be a phase transition in the ground state of the model as a function of the relative strength of interaction at integer lattice filling can be established by considering the two extreme limits. First consider the limit of weak interactions. For vanishing interaction strength (and $T = 0$ all the bosons necessarily condense at the bottom of the tight binding band. Weak interactions compared to the band-width, i.e. $Un << 4zJ$ cannot excite particles far from the band bottom. Therefore in this regime the system can be described by an effective continuum action (Gross-Pitaevskii)

$$S_{GP} = \int d^d x dt \left\{ i \psi^* \partial_t \psi - \frac{1}{2m_*} |\nabla \psi|^2 + \mu |\psi|^2 - u |\psi|^4 \right\}$$

(29)

where $m_*$ is the effective mass in the lowest Bloch band, $u = Ua^d$ and $a$ is the lattice constant. Hence the physics in this regime is identical to that of a weakly interacting superfluid in the continuum. The effect of the lattice is only to renormalize parameters.

Consider now the opposite regime of strong interactions or small hopping $J$. In particular let
us start with the extreme limit of decoupled sites (i.e. vanishing hopping $J = 0$). At integer lattice filling $n$ the system of decoupled has a unique ground state where each site is occupied by exactly $n$ bosons. The elementary excitations above this ground state are gapped (with a gap $U$), and consist of particles (sites with $n + 1$ bosons) and holes (sites with $n − 1$ bosons). The gap makes this state robust against introducing a small hopping matrix element $J$. The elementary excitations gain a dispersion with band width $W \sim 2dnJ$. However these excitations remain gapped and retain their $U(1)$ charge quantum number as long as $W < U$.

The gap to charge excitations implies that the zero temperature Mott phase is incompressible. A chemical potential couples with an opposite sign to particle and to hole excitations, decreasing the gap of one species while increasing it for the other. But as long as both excitations remain gapped, the lattice filling cannot change with chemical potential. Thus the compressibility $\kappa = \partial n/\partial \mu = 0$.

From the above consideration one can infer that the Mott phases are established as lobes in the space of chemical potential $\mu$ and hopping $J$, characterized by a constant integer filling (see Fig. 3). Upon changing the chemical potential the upper (or lower) boundary of the phase is reached when either the particle (or hole) excitations condense. The density begins to vary continuously upon further increase (or decrease) of the chemical potential beyond the boundary with the compressible phase. The critical theory, which describes this transition, tuned by the chemical potential, is just the field theory (29) where the Bose field here describes the low energy particle or hole excitations at the upper or lower phase boundary respectively.

The transition can also be tuned by varying the tunneling strength (or the interaction) at a fixed integer density. In this case the particle and hole excitations must condense simultaneously, which enforces particle hole symmetry at the critical point. This in turn implies emergent relativistic (i.e. Lorentz invariant) theory in the vicinity of the quantum phase transition, which in the gapped phase indeed must describe particle and anti-particle excitations of equal mass.

More directly, emergence of Lorentz invariance at the tip of the Mott lobe can be established as follows (see e. g. [41]). We write down a more general theory than (29)

$$ S = \int d^4x dt \{ iK' \psi^* \partial_t \psi + K |\partial_t \psi|^2 - c^2|\nabla \psi|^2 + r(\mu)|\psi|^2 - u|\psi|^4 \} $$

(30)

In general if both $K'$ and $K$ are non vanishing we can neglect $K$ at the critical point as it is it is irrelevant by simple power-counting compared to the $K'$ term. However we now show that $K'$ must vanish at the tip of the Mott lobe leaving us with a relativistic theory. By requiring invariance under the uniform Gauge transformation (i.e. redefinition of the energy):

$$ \psi \rightarrow \psi e^{-i\phi} $$

$$ \mu \rightarrow \mu + \partial_t \phi $$

(31)
FIG. 4: Mexican hat potential that describes the dynamics of the order parameter in the superfluid phase. The longitudinal and transverse fluctuations $\phi_1$ and $\phi_2$ are two independent modes in the effective relativistic description of the critical point (32), the gapless Goldstone mode and the Gapped Higgs excitation. In the Gross-Pitaevskii action (29) by contrast, the same two fluctuations form a canonically conjugate pair and therefore make up a single mode, the Goldstone mode of the superfluid.

we find that $K' = \partial r/\partial \mu$. Thus at the tips of the Mott lobes where $r(\mu)$ reaches a minimum as a function of $\mu$, the coefficient $K'$ must vanish. Although the special transition at the tip may seem highly fine tuned it is actually realized naturally in a uniform system with a fixed (integer) average filling.

B. The Higgs resonance near the superfluid to Mott insulator transition

We now discuss how the existence of a quantum phase transition from a superfluid to a Mott insulator impacts the dynamics of bosons in an optical lattice. As discussed above, near the critical point, where the diverging correlation length far exceeds the lattice spacing, the dynamics is described by an effective relativistic field theory

$$S_{\text{eff}} = \int d^4x dt \left\{ |\partial_t \psi|^2 - c^2 |\nabla \psi|^2 - r|\psi|^2 - \frac{1}{2} u|\psi|^4 \right\}$$

where $c$ is the sound velocity. One of the most interesting consequences of this emergent critical theory is the appearance of a new gapped excitation analogous to the Higgs resonance in particle physics.

The collective mode structure in the superfluid phase near the Mott transition can be under-
stood by considering the classical oscillations of the order parameter field about its equilibrium broken symmetry state. Note that both the critical action (32) valid near the superfluid to Mott transition at integer filling and the Gallilean invariant action (29) of the weakly interacting condensate describe the motion of the order parameter field on a mexican hat potential as illustrated in Fig. 4. Naively it looks like in both cases there are two modes, a soft Goldstone mode corresponding to fluctuations of the order parameter along the degenerate minimum of the potential and a massive fluctuation of the order parameter amplitude. This static picture is misleading. It hides a crucial difference in the dynamics which stems from the different kinetic terms.

In the Gallilean invariant (Gross-Pitaevskii) dynamics the amplitude of the order parameter is proportional to the particle density, i.e. \( \psi \sim \sqrt{\rho} e^{i\varphi} \). Plugging this into the kinetic term of (29) we get \( i\psi^\dagger \dot{\psi} = \rho \dot{\varphi} \). Hence the amplitude and phase mode are in this case a canonical conjugate pair which together make up only one excitation mode, the gapless Goldstone mode (or phonon) of the superfluid. On the other hand, in the relativistic theory the phase and amplitude fluctuations are not canonical conjugates. This is easy to see by expanding in small fluctuations around a classical symmetry breaking solution. We take \( \psi = \psi_0 + \phi_1 + i\phi_2 \), where \( \psi_0 = \sqrt{-r/u} \) is a real classical saddle point solution and the real fields \( \phi_1 \) and \( \phi_2 \) represent fluctuations in the massive and soft directions of the potential. A quadratic expansion of the action (32) in these fluctuation fields gives

\[
S_0 = \int d^dx dt \left( \dot{\phi}_1^2 - c^2 (\nabla \phi_1)^2 + 2r\phi_1^2 \right) + \left( \dot{\phi}_2^2 - c^2 (\nabla \phi_2)^2 \right). \tag{33}
\]

Hence in the relativistic theory (33) \( \phi_1 \) and \( \phi_2 \) represent two independent harmonic modes: a massless Goldstone mode \( \phi_2 \) and a massive amplitude mode \( \phi_1 \) with a mass that vanishes at the critical point. The decoupling between phase and amplitude (at least in the quadratic part of the theory) is possible because near the Mott transition the order parameter amplitude is unrelated to the particle density. Indeed the amplitude vanishes even as we tune the system to the Mott transition at constant particle density.

The order-parameter amplitude mode is closely analogous to the famous Higgs particle in the standard model of particle physics. In the standard model the order parameter is charged under a local Gauge symmetry, therefore the Goldstone mode is replaced, through the Anderson-Higgs mechanism by a massive Gauge boson. What is left of the order parameter dynamics is then only the amplitude fluctuations, which make up the Higgs Boson. In our case because the condensate is Gauge-neutral there is no "Higgs-mechanism", Goldstone modes remain and coexist with the Higgs amplitude mode.

The gapless Goldstone modes provide a decay channel, for example through the coupling \( u\phi_1\phi_2^2 \).
obtained upon expanding the original action to cubic order, which can lead to broadening of the Higgs resonance. This observation naturally raises the question if the amplitude mode is observable as a sharp resonance near the critical point. The answer to this question, which turns out to be interesting and subtle was formulated only recently in Refs.\[42–44\]. The theory was confirmed when the Higgs was first observed in a system of ultra-cold atoms near the superfluid to Mott insulator transition[45]. Below I review the theoretical understanding and the measurement scheme used to detect and characterize the Higgs mode.

As a first attempt to address the questions of decay of the Higgs mode and assess if it is visible as a peak in some linear response measurement we may be tempted to compute the self energy of the longitudinal mode $\phi_1$. To lowest order in the cubic coupling $u\phi_1\phi_2^2$ the Matsubara self energy is given by

$$\Sigma_1(q) = u^2 \int \frac{d^{d+1}k}{(2\pi)^d} \frac{1}{k^2(k+q)^2} \sim \begin{cases} \frac{u^2}{\log q} & d = 3 \\ \frac{1}{q} & d = 2 \end{cases}$$

(34)

In real frequency this implies $\text{Im}\Sigma_1(\omega, q = 0) \sim 1/|\omega|$ in two dimensions. One may worry that the low frequency divergence in the above self energy would wash away or completely mask any peaked response associated with the Higgs mode. But this conclusion is incorrect. As I explain below, the above self energy does not reflect the intrinsic decay of the amplitude mode.

To clarify whether a particular mode would show up as a resonance in a linear response measurement it is important to first specify what is the perturbation the system is responding to. A common probe in some systems with broken symmetry is one that couples directly to the order parameter. We can write a perturbation of this type as $H_{\text{vec}} = \vec{h}(t) \cdot \vec{\psi}$, where $\vec{\psi}$ is a vector (e.g. magnetic) order parameter. In magnetic systems, Neutron scattering acts as a vector probe of this type. In the case of a superfluid we can think of the complex order parameter $\psi = \psi_1 + i\psi_2$ as a two component vector $\vec{\psi} = (\psi_1, \psi_2)$. The component of the external vector field acting parallel to the ordering direction $\vec{\psi}_0$ (longitudinal component) couples to the amplitude fluctuation $\sigma$. Thus the self energy (34), with infra-red divergent spectrum, is related to the linear response of the system to a longitudinal vector probe, i.e. $\text{Im}\Sigma_1(\omega) \sim \chi''(\omega)$. But the vector perturbation is not a natural one to apply in ultra-cold atomic systems because such a perturbation has to violate charge conservation.

A simple and direct scheme to measure dynamical response of ultra-cold atoms involves periodic modulation of the optical lattice potential[46]. For atoms in the lowest Bloch band, described by the Hubbard model (26), the lattice modulation translates to a modulation of the hopping amplitude $J$. Since the lattice modulation does not break the $U(1)$ symmetry this probe can only couple to
scalar terms in the critical action (32). In particular because the lattice strength is the microscopic parameter used to tune the transition, its modulation translates to a modulation of the tuning parameter \( r \), i.e. the perturbation Hamiltonian is \( H_s = \lambda(t)|\psi|^2 \).

In order to describe the response to the scalar probe it is convenient to use the polar representation of the order parameter \( \psi = (\psi_0 + \sigma)e^{i\theta} \). At quadratic order the amplitude and phase fluctuations \( \sigma \) and \( \theta \) play the same role as the longitudinal and transverse fluctuations \( \phi_1 \) and \( \phi_2 \) respectively. The scalar probe \( \lambda \) couples linearly to \( \sigma \) in the same way as the longitudinal probe couples to \( \phi_1 \). However the cubic coupling of the amplitude mode to the phase fluctuations is of the form \( \sigma \partial_\mu \theta \partial^\mu \theta \), i.e. the amplitude fluctuations couples to gradients of the phase and not directly to the phase. Indeed this must be the case by the \( U(1) \) symmetry. The self energy of the scalar amplitude fluctuation is then given by a similar loop diagram as that of the longitudinal fluctuation (34), but the additional gradients now cancel the denominators to give an infrared convergent result \( \Sigma_s(\omega) \sim \omega^3 \).

It is instructive to reconsider the longitudinal susceptibility in the polar representation as well. As before let us assume, without loss of generality, that the broken symmetry order parameter is real. The longitudinal fluctuation of the order parameter can be written directly in the polar representation

\[
\phi_1 = \text{Re}\psi - \psi_0 = (\psi_0 + \sigma)\cos\theta - \psi_0 = \sigma + \frac{1}{2} \psi_0 \theta^2 + O(\sigma \theta^2) \tag{35}
\]

From this expression it is clear that the longitudinal fluctuation is not a pure amplitude fluctuation \( \sigma \); it is contaminated by pairs of Goldstone modes through the \( \theta^2 \) term. A longitudinal probe therefore directly excites this gapless continuum leading to the infrared divergent response we have obtained above. Compared to the longitudinal probe, the more physical scalar probe also gives a cleaner signature of the Higgs amplitude mode [42].

Having shown that the response to a scalar probe is infra-red convergent, I now briefly review what is known about the full line-shape and how the Higgs resonance manifests in it. Of particular interest is the question whether a peak associated to the Higgs resonance appears in the scaling limit. We broaden our discussion a bit and consider the response to the scalar probe on both sides of the critical point. In the Mott side there is only a gapped excitation at \( q = 0 \), which therefore cannot decay and corresponds to a real pole at \( \Delta \equiv (g_c - g)^\nu \). We shall now use \( \Delta \) rather than \( |g - g_c| \) to parameterize the deviation from the critical point on both sides of the transition.

The pertinent question concerning the response in the (ordered) superfluid side of the transition is whether a peak appears also on this side in the scaling limit. If it does then the frequency at the peak must also vanish as \( |g - g_c|^{\nu} \) upon approaching the critical point. Equivalently, the scalar
susceptibility of the superfluid is expected to follow a scaling form \( \chi(\omega, \Delta) \sim \Delta^{D-2/\nu} \Phi(\omega/\Delta) \) with \( \Phi(x) \) a universal scaling function with a peak at \( x = x_p \sim 1 \) (see [43]). Theoretical analyses using Recent numerical results[44, 47, 48] as well as theoretical analysis[43, 49] indeed find such a scaling form. It is important to note, however, that neither method is fully controlled. In particular, the quantum Monte-Carlo simulations performed for this system can give a Matsubara response function, while the analytic continuation to real frequencies requires uncontrolled approximations or otherwise is an exponentially hard problem. Therefore an experimental test of the theoretical and numerical predictions is needed.

An experiment aimed at testing some of the above predictions was reported in Ref. [45] using bosons in a two dimensional optical lattice. Here, the heating rate \( \dot{E} \sim \omega \chi''(\omega) \) due to weak lattice modulations was measured to high accuracy. Typical response spectra and the characteristic mode frequency obtained from them are reproduced here in Fig. 5. Note that these spectra exhibit a sharp edge followed by a continuum rather than a peak. This behavior is associated with the inhomogeneity of the trap. The leading edge stems from the response in the middle of the trap, which is closest to the critical point. The scaling of the leading edge upon approaching the transition from either side of it agrees quantitatively with the numerical predictions. In particular the ratio of excitation frequency in the superfluid to that in the Mott side is found to be \( \omega_p/\Delta \approx 2 \), consistent

FIG. 5: (a) Energy of the Higgs excitation in the superfluid phase \((j/j_c > 1)\) and of the gapped particle-hole excitation in the Mott insulator \((j/j_c < 1)\) measured in Ref. [45] shows softening of the modes on approaching the critical point. (b) Examples of the measured spectra. The Higgs mode is seen as a sharp leading edge rather than a peak because of inhomogenous broadening in the harmonic trap. Figure reproduced from Ref. [45].
with state of the art numerics \cite{44, 48} and markedly different from the mean field prediction \( \omega_p/\Delta = \sqrt{2} \). The conclusion from the theoretical analyses and the experiment is that the Higgs mode in two spatial dimensions is visible and the spectral peak associated with it survives in the scaling limit.

C. Dynamical instability and decay of superflow in an optical lattice

Bosons tend to condense and become superfluid at low temperature. In the last section we have seen that bosons in an optical lattice can lose their superfluid properties at zero temperature through phase quantum transition into the Mott insulating state. I have discussed how this transition manifests in the dynamical linear response of the system at equilibrium. In this section I will discuss the breakdown of superfluidity that occurs due to flow of a super current in the lattice. This is a highly non-equilibrium route for breakdown of superfluidity. In particular I will focus on the interplay between the Mott transition and the critical current in the superfluid phase.

If a superfluid in a Galilean invariant system is carrying a current then this current can be removed by moving to the Galilean frame of the superfluid. Hence without disorder or a lattice potential to break translational symmetry, a state with any magnitude of current is necessarily stable. Here I will focus on the effect of the lattice. In particular I will ask what is the critical current above which superfluidity breaks down in the different regimes and under what conditions this is indeed the critical current is sharply defined.

1. Mean field critical current

Let me start with a mean field description of super-currents. Consider a condensate described by the order parameter \( \psi_i = \sqrt{n_s} e^{i\theta_i} \), where \( i \) is a lattice site. A state with uniform current, say in the \( \hat{x} \) direction, is described by a uniform phase twist, \( \theta_i = px_i \). The super-current density is then

\[
I = \frac{1}{2m_s} \left( \psi_i^* \psi_{i+\hat{x}} - \psi_i^* \psi_{i-\hat{x}} \right) = \frac{n_s}{m_s} \sin(p),
\]

where \( m_s \) is the effective mass of a particle on the lattice, and \( p \equiv \theta_{i+\hat{x}} - \theta_i \) is the phase change across a link in the \( \hat{x} \) direction.

By looking into this expression we can anticipate many of the results that I will discuss in more detail below. In a weakly interacting condensate at \( T = 0 \) the superfluid density is just the total atom density \( n_s = n \), essentially independent of the phase twist \( p \). Then the maximal current that the system can carry is \( I_c = n/m_s \) and it occurs when the phase twists by \( \pi/2 \) over a lattice
constant \( (p_c = \pi/2) \). This result can be understood by considering the single particle dispersion 
\( \epsilon(p) = -m_\pm^{-1} \cos(p) \), where \( p \) is the lattice momentum. A condensate with phase twist \( p \) is obtained 
by condensing the bosons into the state with lattice momentum \( p \). When \( p \) exceeds \( \pi/2 \) the local 
effective mass at that momentum \( m(p)^{-1} = (\partial^2 \epsilon/\partial p^2) \) turns negative. The situation near the Mott 
transition is different. The system there is highly sensitive to increase of the effective mass \( m_\pm \), 
which leads to vanishing of \( n_s \). It would, in the same way, be sensitive to increasing the local mass \( m(p) \). Hence in this regime \( n_s \) is a decreasing function of \( p \) and we reach the critical (maximal) current at a much smaller value of the phase twist \( p_c < \pi/2 \).

To see how the instability occurs in the weakly interacting limit we have to consider the relevant 
equation of motion in this regime, which is the lattice Gross Pitaevskii equation:

\[
\imath \frac{d\psi_i}{dt} = -J \sum_{\delta} \psi_{i+\delta} + U|\psi_i|^2\psi_i
\]  

This mean field description provides an accurate description of the dynamics for \( U \ll Jn \). The idea 
now is to linearize the equation in the fluctuations \( \delta n \) and \( \varphi \) around the uniform current solution 
\( \psi_i = \sqrt{n} + \delta ne^{ipx_i + \varphi} \). For \( p = 0 \) solving these linear equations simply gives the linearly dispersing 
phonons (Bogoliubov modes) of the superfluid. However, beyond the critical value \( p = \pi/2 \) there 
are eigenmodes that take imaginary values, indicating a dynamical instability[50].

It is interesting to convert the critical current for dynamical instability to a critical flow velocity. 
In doing so we get \( v_c = p_c/m_\pm = \frac{\pi}{2}Ja \). This is much larger than Landau’s criterion, which gives 
the much smaller sound velocity, \( v_s = \sqrt{JUna} \) as the maximal stable flow velocity. In terms of the 
collective modes, Landau’s criterion corresponds to the point where the excitation with negative 
momenta turn negative because of the doppler shift. Negative frequencies, unlike imaginary ones, 
do not in by themselves imply an instability. The idea of Landau’s criterion is that if we add 
static impurities to the system, then they will induce scattering that creates pairs of negative and 
positive frequency modes that will lead to decay of the super current. But in a pure lattice system, 
the current will decay only when the dynamical instability is reached. The dynamical instability 
in a weakly interacting lattice condensate has been seen experimentally in Ref. [51].

Let us now turn to the strongly interacting regime, near the Mott transition, where the cor-
relation length \( \xi \gg a \). Here the dynamics is described by the effective continuum relativistic 
action (32). Treating this theory within the mean field approximation, we obtain the saddle-point 
equation of motion

\[
\ddot{\psi} = \nabla^2 \psi + \tilde{r} \psi - |\psi|^2 \psi
\]  

where I have rescaled time and the field: \( t \to ct, \psi \to c^{-1}\sqrt{u} \psi \) and \( \tilde{r} = r/c^2 \). In these units we
can write the correlation length as $\xi = 1/\sqrt{r}$. This equation admits the stationary solutions:

$$\psi(x, z) = \sqrt{r - p^2} e^{ipx}$$  \hspace{1cm} (39)

where $z$ denote the spatial coordinates transverse to $\hat{x}$. From this it is obvious that the solutions disappear and therefore the current carrying states cannot be stable for phase twist $p \geq \sqrt{r} = 1/\xi$.

To find the precise critical twist for a dynamical instability I expand Eq. (38) following Ref. [52] in small fluctuations around the stationary solutions. In the long wavelength limit $q \to 0$ this gives two modes with frequencies:

$$\omega_1^2(q) = 2(r - p^2) + \frac{r + p^2}{r - p^2} q_x^2 + q_\perp^2$$  \hspace{1cm} (40)

$$\omega_2^2(q) = \frac{q_x^2 r - 3p^2}{r - p^2} + q_\perp^2$$  \hspace{1cm} (41)

The first mode $\omega_1$ is the generalization of the amplitude (Higgs) mode to the finite current ($p \neq 0$) situation. It is gapped and has positive frequency unless $p^2 > r$. The second mode $\omega_2$ is the gapless phase (phonon) mode. This mode becomes unstable for $p > p_c = \sqrt{r/3} = 1/(\sqrt{3}\xi)$. We see that the critical momentum vanishes as $1/\xi$ upon approaching the critical current.

The behavior of the critical current near the Mott transition in a three dimensional optical lattice has been investigated in experiment[53]. A current was induced by moving the optical lattice, whereas the main observable was the existence of a sharp peak in the momentum distribution function as measured in a standard time of flight expansion scheme. The critical momentum was the was determined as the flow momentum at which the condensate peak disappeared from the time-of flight absorption image. Fig. 6 reproduced from Ref. [53] shows the measured critical current versus the lattice depth, which is in excellent agreement with the mean field result discussed above.

2. Current decay below the critical current

So far we discussed the breakdown of superfluidity at the critical current within a mean field analysis. This seems to be a good enough approximation to describe experiments in three dimensional lattices [53]. However it is of fundamental interest to ask whether there is a possibility for current to decay, due to fluctuations, even when the flow is slower than the critical flow.

The fact that the flow below the critical current is a stable solution of the classical equation of motion implies that in order to decay, the field configuration must tunnel through a classically forbidden region of phase space. In field theory such tunneling of a macroscopic field configuration out of a meta-stable state was first termed by Coleman as the "Fate of the false vacuum"[54]
FIG. 6: Measured critical momentum (phase twist) as a function of the lattice strength near the superfluid to Mott transition. The red line is the mean field approximation for the critical momentum discussed in this section (Adapted from Ref. [53]).

(see also the erratum [55] as well as the followup paper discussing quantum corrections to the semiclassical theory [56]). In our case, the false vacuum is the state with a twist; it must go over an action barrier corresponding to creation of phase slip or soliton in space-time to unwind the twist. A similar approach was taken earlier to describe the current decay due to thermal activation of phase slips in superconducting wires below the critical current [57, 58].

For now, calculation of the tunneling probability of a multi-dimensional field configuration looks like a formidable problem. However, following Ref. [59] we will simplify it by restricting ourselves to the asymptotic behavior of the decay rate near the classical critical current, i.e. as \( p \to p_c \) from below, where the action barrier is low. I will show that in this regime the pertinent information about the solution can be extracted from a simple scaling ansatz.

To understand how the scaling approach works consider first the toy problem of escape from a metastable state in single particle quantum mechanics (or field theory in \( d = 0 \) dimensions). As usual to facilitate a semiclassical approximation of the tunneling path we rotate the action to imaginary time

\[
S_{0d} = \int d\tau \left[ \dot{\phi}^2 + V(\phi) \right].
\]  

(42)

Here \( V[\phi] \) is the potential, which for a small barrier can generically be written as a cubic function \( V(\phi) = \epsilon \phi^2 - \phi^3 \). The limit \( \epsilon \to 0 \), at which the barrier vanishes and the particle at \( \phi = 0 \) becomes classically unstable, is analogous to reaching the classical critical current in the field theory above. Within the semi-classical theory the decay rate is given by \( \Gamma \sim \Gamma_0 \exp \left[ -\frac{1}{\hbar} S_{sp}(\epsilon) \right] \) where \( S_{sp}(\epsilon) \) is the saddle-point action and \( \Gamma_0 \) is an "attempt-rate" obtained from integrating over the Gaussian
fluctuations around the Saddle-point (see e.g. [60] for a complete pedagogical treatment of this problem).

We now pull the $\epsilon$ dependence out of the action (42) by applying the following rescaling $\phi \rightarrow \phi/\epsilon$ and $\tau \rightarrow \sqrt{\epsilon} \tau$. This leads to the action

$$S_{0d} = \epsilon^{5/2} \int d\tau \left[ \dot{\phi}^2 + \phi^2 - \phi^3 \right]$$

Consequently the decay rate in the semi-classical approximation is given by $\Gamma_0 \exp \left[ -\frac{1}{\hbar} \epsilon^{5/2} \tilde{s}_{sp} \right]$, where $\tilde{s}_{sp}$ is just a number independent of $\epsilon$. In this way we have managed to obtain the parametric dependence on the vanishing barrier height without solving the saddle-point equations. This will be needed only to obtain the number $\tilde{s}_{sp}$. In the case of the toy model this number can be computed exactly because there is an exact solution to the saddle-point equations, while in more interesting situations it can be approximated using a variational ansatz.

Let me now turn to the real situation at hand. The first task is to write down an action, analogous to (42) that can describe the tunneling of the field configuration out of the current carrying state close to the critical current. I start with effective action of the Mott transition in imaginary time, using units such that $c = 1$. Furthermore I rescale all lengths and times with the correlation length, i.e. $x_\alpha \rightarrow x_\alpha/\xi$. In these units

$$S = \int d^{d+1} x \left\{ |\nabla \psi|^2 + r |\psi|^2 + \frac{1}{2} |\psi|^4 \right\}$$

Next, following [59] we express $\psi$ using the fluctuations around the stable current carrying state with phase twist $k$ (note that I am using $k = p\xi$ which describes the twist, or momentum, in units of $1/\xi$ appropriate for the above action)

$$\psi(x, z) = \sqrt{1 - k^2} \left[ 1 + \eta(x, z) \right] e^{ikx + i\phi(x, z)}.$$  

Here the coordinate $x$ is the direction of the current, while $z$ denotes all other coordinates, including imaginary time, transverse to the current. In order to allow possibility for tunneling across the small barrier we must expand the action to cubic order in the fluctuations $\eta$ and $\phi$. The two fluctuations are decoupled at the quadratic level after the transformation

$$\eta \rightarrow \eta - \frac{k}{1 - k^2} \partial_x \eta$$

Now the gapped amplitude fluctuation can be disregarded and we are left with a cubic action that describes the action barrier in terms of the phase mode

$$S = \int d^d z dx \left\{ \frac{1}{2} (\partial_z \phi)^2 + \frac{2}{3} (\partial_x \phi)^2 + \frac{1}{2} (\partial_z^2 \phi)^2 + 2\sqrt{3} \epsilon (\partial_x \phi)^2 - \frac{2}{\sqrt{3}} (\partial_x \phi)^3 \right\}$$
where we have denoted $\epsilon \equiv k_c - k$. After apply the rescaling

$$x \to \frac{x}{2 \cdot 3^{1/4} \sqrt{\epsilon}}, \quad z \to \frac{z}{6\epsilon}, \quad \phi \to \frac{3^{3/4}}{2} \sqrt{\epsilon} \phi$$

we obtain to leading order in $\epsilon$

$$S = \frac{3^{9/4-d}}{2^d} (k_c - k)^{2.5-d} \int d^d z dx \left\{ (\nabla \phi)^2 + (\partial_x^2 \phi)^2 - (\partial_x \phi)^3 \right\}$$

From this we conclude that the current decay rate is

$$\Gamma_d = \Gamma_0 e^{-C_d (k_c - k)^{2.5-d}}$$

where $C_d$ is a number, to be discussed below, that can be obtained with a variational calculation. The physical picture behind this scaling solution is the following. The rescaling was done after identifying natural scales in the action (47) that become singular at the classical critical twist. The natural length in the direction of the current is $x_{\parallel} \sim 1/\sqrt{k_c - k}$ and in the transverse and time direction it is $x_{\perp} \sim 1/(k_c - k)$. Rescaling with these lengths amounts to the postulate that the critical instanton has these spatial extent in the respective directions of space time. In addition the energy barrier scales as $E_{\text{inst}} \sim \epsilon^3$. Putting all this together we see that the instanton action

$$S_{\text{inst}} \sim E_{\text{inst}} \times x_{\parallel} \times x_{\perp} \sim (k_c - k)^{2.5-d}.$$ 

The precise value of the action depends on the detailed shape (functional form) of the instanton, which is encapsulated in the constant $C_d$. These constants have been obtained using a variational calculation in Ref. [59]. The results are $C_1 = 73$ and $C_2 = 67$. In three dimensions the tunneling action appears to diverge as $k \to k_c$, that is, creating critical instanton solutions incurs a diverging action cost whereas in one and two dimensions the cost of the critical instantons vanishes. Therefore in three dimensions the system would actually take the alternative route of creating finite size (non critical instantons) that incur a finite action cost in the limit $k \to k_c$. A variational calculation in three dimensions gives $\Gamma_3 \sim e^{-4.3}[59]$. So, while in lower dimensions the probability for current decay goes to 1 continuously on approaching the critical current in three dimensions it jumps from a small decay probability below the critical current to 1 above it. This explains why the mean field picture worked so well in describing the experiments done in three dimensional optical lattices [53].

**D. The Mott transition in one dimension**

So far our discussion was aimed at lattices in two or higher spatial dimensions. The Mott transition in a one dimensional system is different in several important aspects. Here I give a very brief review of the essential universal features of the one-dimensional problem. For a more detailed
account of the theory and relation to experiments with ultra-cold atoms I refer the reader to recent reviews, such as in Ref. [61].

The arguments given above for the existence of an incompressible Mott phase in higher dimensions relied on having a strong lattice potential. In particular, the extreme limit of decoupled sites makes no sense otherwise. More generally it can be shown that a superfluid in two or higher dimensions is perturbatively stable to the presence of a weak lattice potential, regardless of the commensurability. In one dimension, by contrast, the Mott transition can occur in presence of an arbitrarily weak lattice potential commensurate with the particle density if the repulsive interactions are strong enough.

This can be seen by starting from the universal long wave-length description of a Galilean invariant superfluid, the harmonic fluid theory already encountered in section II

\[
H_0 = \frac{1}{2} \int dx \left[ \kappa^{-1} \left( \frac{1}{\pi} \partial_x \phi \right)^2 + \rho_s (\partial_x \theta)^2 \right].
\]

(51)

Here \( \theta(x) \) is the condensate phase field \( \pi^{-1} \partial_x \phi \) is the smooth density field conjugate to the phase, \([\theta(x), \partial \phi(x')] = i\pi \delta(x - x')\). \( \rho_s = \rho_0/m \) is the superfluid stiffness of a Galilean invariant superfluid and \( \kappa \) is the macroscopic compressibility, which in a weakly interacting gas is simply the inverse interaction constant. The algebraic decay of long distance correlations is fully controlled by the Luttinger parameter \( K = \pi \sqrt{\kappa \rho_s} \).

The full density operator can be written in terms of the operator \( \phi(x) \) as[30]

\[
\rho(x) = (\rho_0 - \pi^{-1} \partial_x \phi) \sum_{m=0}^{\infty} \cos[2m\pi \rho_0 - 2m\phi(x)]
\]

(52)

Accordingly, a commensurate lattice potential \( V(x) = V_0 \cos(2\pi \rho_0 x) \), which couples to the particle density has a non oscillating contribution to the Hamiltonian:

\[
H_{\text{lat}} = \int dx V(x) \rho(x) = V_0 \int dx \cos(2\phi)
\]

(53)

The low energy Hamiltonian is therefore given by the well known Sine-Gordon model. Scaling analysis shows that the lattice potential embodied in the cosine term becomes a relevant perturbation if the interaction is sufficiently strong so that the Luttinger parameter \( K < 2 \). In this case the field \( \phi(x) \) is locked to a minimum of the cosine potential even for arbitrarily small value of \( V_0 \). \( \phi(x) \) can be viewed as the displacement of atoms from a putative lattice arrangement, where a uniform shift of \( \phi \to \phi + \pi \) corresponds to translating all atoms by one lattice constant. Therefore locking of \( \phi \) to 0 or \( \pi \) corresponds to the same Mott state.

It is interesting that the mechanism that drives localization in the regime of weak lattice potential is an interference effect, coherent back-scattering enhanced by interactions.
This is rather different than the mechanism discussed in the case of a strong lattice, which stems from a local gap apparent in the atomic (single site) limit. Nonetheless I emphasize that the long wavelength physics effective near the critical point in one dimension is universal and always described by the sine-gordon mode (53) even when the microscopic physics is modeled by the one band Hubbard model (26). Of course the coefficients of the sine-gordon model, have in general a very complex connection to the parameters of the microscopic model, and usually should be regarded as phenomenological parameters. But the crucial point is that any other non linear terms allowed by the $U(1)$ and lattice translational symmetries are less relevant than the cosine under rescaling than the cosine term in (53).

IV. FAST QUENCH DYNAMICS OF BOSONS IN OPTICAL LATTICES

Here I will concentrate on quantum quenches, in which the system parameters are varied in such a way that dynamically drives the system across a quantum phase transition. There are important theoretical motivations to study such quenches. In many cases the quantum states on the two sides of the transition are conventional in the sense that they have a classical mean field description. That is, they can be represented well by a non-entangled wave function that can be factorized as a direct product of single site wave functions. For example the Mott phase admits such a classical description in terms of the site occupation numbers, whereas the superfluid phase is classical when represented in terms of the condensate phase. But because of the non-trivial commutation relations between the phase and the occupation number, the two representations are not compatible with each other and neither can provide an effective classical description of the time evolution when the system is driven across the phase transition. This makes the dynamics non-trivial and inherently quantum mechanical. Nonetheless thanks to the universality associated with quantum critical points there is hope of gaining theoretical insight into some aspects of the many-body quantum dynamics despite its complexity. In the following sections we will discuss several issues that have been addressed both theoretically, and motivated by experiments with ultra-cold atoms.

A. Collapse and revival of the condensate on quenching to decoupled sites

An extreme example of a quench from a superfluid to a Mott insulator was demonstrated in an early experiment by Greiner et. al. [62] soon after the observation of the superfluid to Mott quantum phase transition. The experimental protocol was as follows: (i) The system was prepared
deep in the superfluid phase. (ii) Starting from the superfluid state, the optical lattice was suddenly ramped up, essentially shutting off the tunneling between sites completely. (iii) The system was probed by releasing the atoms from the trap (and simultaneously shutting down the optical lattice) at varying times after the quench and observing the resulting time of flight image.

The initial state, being a Bose condensate, is expected to exhibit sharp interference peaks at zero momentum and at all other reciprocal lattice vectors. When the system is probed at later times of the evolution the peaks disappear and reappear periodically over a time-period set by the on-site interaction.

The result is easily understood in the extreme case studied in Ref. [62]. Because hopping was turned off in the quench, the final Hamiltonian consists only of the onsite interaction term in decoupled sites:

\[ H_f = \frac{1}{2} U \sum_i n_i(n_i - 1) - \mu n_i \]  

(54)

Furthermore, if the initial state is deep in the superfluid phase then it is well described by a site factorizable state with a coherent state wavefunction \( |z\rangle = \exp(-|z|^2 - zb^\dagger) |0\rangle \) at each lattice site. Solving for the time evolution therefore reduces to a single site problem, with the wave function of the site given by

\[ e^{-iH_f t} |\psi(0)\rangle = e^{-|z|^2} \sum_{n=0}^{\infty} \frac{z^n}{\sqrt{n!}} e^{-i\frac{1}{2}Un(n-1)t + i\mu nt} |n\rangle \]  

(55)

Here \( |n\rangle \) is the state of a site occupied by \( n \) bosons. Recall that \( |z|^2 = \langle n \rangle \). The weight of the sharp peaks in the momentum distribution is proportional to the square-modulus of the condensate order parameter, which is easily computed from the above wave function:

\[ |\langle a_i\rangle|^2 = |z|^2 e^{-4|z|^2 \sin^2(ut/2)}. \]  

(56)

According to this expression the interference peaks decays (or "collapses") on a time scale \( t_C \approx (U|z|)^{-1} = 1/(U\sqrt{\langle n\rangle}) \). They then fully revive at integer multiples of the time \( t_R = 2\pi/U \). The two time scales \( t_C \) and \( t_R \) are widely separated when the site occupation is large, \( |z|^2 \gg 1 \). Only in this case is there a nearly total collapse of the interference peak.

Note that the collapse time, and in fact the whole process, is identical to the single mode phase diffusion calculated in section II A. During the collapse the coherent state \( |z\rangle \) with a well defined phase \( \varphi = \arg(z) \) gradually becomes a superposition of a growing number of coherent states with concomitantly growing phase uncertainty. However, analysis of the problem in the coherent state basis reveals an interesting effect occurring exactly at half the time between revivals, when the
interference peaks are at their lowest. To see the effect consider the "paired" order parameter:

$$|\langle a_i^2 \rangle| = |z|^4 e^{-4|z|^2 \sin^2(Ut)}$$

(57)

We see that at times $t_q = (2q + 1)\pi/U$, with $q$ integer, there are revivals of the pair order parameter $\langle a \rangle$ whereas the condensate $\langle a \rangle$ is fully collapsed. Indeed the wave function at these times is a superposition of precisely two coherent states $|\psi\rangle = (|z\rangle + |-z\rangle)/2$. This state therefore breaks the $U(1)$ symmetry as does the initial state, but has a residual $Z_2$ symmetry associated with phase rotations by $\pi$.

The time of flight image at the times $t_q$, when paired condensate order is established are not expected to exhibit any interference peaks. This special order can be detected however by looking at the noise correlations in the time of flight image[7]. Specifically, it would manifest as sharp peaks in the correlation between fluctuations at $k$ and $-k$.

B. Beyond decoupled sites: Final hamiltonian near the transition

So far I discussed the extreme quench of the superfluid to a lattice of decoupled sites. Now I turn to the more general case in which the lattice strength is suddenly increased but to a point where there is still non negligible tunneling between the sites. One way to approach this problem is to limit ourselves to the vicinity of the critical point, considering quenches in which both the initial and the final Hamiltonians are close to the quantum phase transition. In this regime one might expect the dynamics to be described by the effective field theory (32).

The classical equations of motion implied by this effective theory is the non linear wave equation:

$$\ddot{\phi} = \rho_s \nabla^2 \phi - r\phi - u|\phi|^2 \phi$$

(58)

If we assume, for simplicity that the initial state was a homogenous mean field superfluid then we can drop the spatial derivatives. This is then the equation of motion of a classical particle of mass $m = 1$ moving on the mexican hat potential. The quench amounts to preparing the particle with some value $\phi_0$ larger in modulus than the equilibrium value. In a small quench the new equilibrium value $\phi_0 = \sqrt{-r/u}$ is only slightly smaller than the initial value. The field $\phi$ will undergo nearly harmonic oscillations around the new minimum position. This is precisely the Higgs, or amplitude mode. In the other extreme of a large quench the final Hamiltonian is in the Mott insulating regime so that the new equilibrium field is $\phi_0 = 0$ ($r > 0$).

Within the simple single mode picture there is a "dynamical transition" between the large quench and small quench regime[63]. For fixed initial state the transition occurs when the energy
of the initial (static) field configuration in the new potential is just enough to climb to the top of the Mexican hat. At this point the time of oscillation diverges. However, this singularity may well be a peculiarity of the classical mean field dynamics. Suppose we allow for quantum fluctuations (uncertainty) in the initial field configuration and its conjugate momenta (we’ll see below how this can be done), but evolve each instance of the distribution according to the classical equations of motion. This can be shown to be the leading correction in the semiclassical approximation[64]. In this case only one special instance of zero measure in the entire distribution follows an evolution with a diverging timescales, while generic instances of the ensemble are always off of the critical trajectory.

C. Sudden quench from the Mott insulator to the superfluid side

This model with a single complex field (i.e. O(2) ) describes the the superfluid to Mott insulator transition at commensurate filling. During the quench the tuning parameter of the transition is rapidly changed. If we are in the disordered phase initially then \( \phi(x) \) starts with small quantum fluctuations around that average value \( \phi = 0 \). When the sign of the tuning parameter \( r \) is changed these fluctuations start to grow and we expect eventually develop into a superfluid order parameter. Our discussion of such quenches across symmetry breaking transitions will follow closely a nice recent review by Lamacraft and Moore [65].

Before getting into more details let me make a few general remarks on what we expect from such evolution. Quantum mechanics is certainly crucial in the initial stage of the order parameter growth dynamics when the quench is from a disordered state (e.g. Mott insulator) to an ordered phase. However there is quite general agreement that when the order parameter is already locally formed it’s subsequent dynamics becomes essentially classical. The degree of freedom that grows and becomes an order parameter is intrinsically quantum in that it is composed of non commuting components. However as its expectation value grows the effect of the commutator becomes negligible compared to the expectation values and therefore is irrelevant in determination of correlation functions. Second the coherent degrees of freedom that we denote as order parameter are supplemented by a continuum of ”incoherent degrees of freedom” such as phonons that are also generated in the quench. Due to interaction terms in the action the order parameter rapidly becomes entangled with the phonons then we should no longer discuss superpositions of order parameter configurations. Thus we expect that the order parameter becomes classical both in the single particle sense that commutators are unimportant and in the many-body sense due to absence of superposition states. Rather we expect that the system reverts to effective classical (Langevin)
dynamics in which the "incoherent" degrees of freedom serve as a bath for the order parameter dynamics. The description of the quantum evolution is important however to setup the correct initial state for the later classical coarsening. An interesting question for future investigation is to what extent the classical correlations that emerge in the later dynamics can retain signatures of non-trivial quantum correlations that were present in the initial state.

D. Model system: inverted harmonic oscillators

I will now discuss an effective model, following [66] that illustrates how the order parameter dynamics becomes classical at rather short times after a quantum quench from a disordered phase into the broken symmetry phase. In the initial stages of order parameter growth, while the fluctuations $\phi^2$ are still small it is reasonable to neglect the interaction term. In this case we can decouple the modes in momentum space, where each mode at momentum $q$ is described by an independent quadratic theory.

$$H_0 = \frac{1}{2} \sum_q \left[ |\Pi_q|^2 + (r + q^2)|\phi_q|^2 \right]$$

(59)

When we quench from a positive to a negative value of $r$, a subset of the modes with sufficiently small $q$ are suddenly subject to an inverted harmonic potential and therefore become unstable. Though the fate of these modes is very simple we can use it to illustrate a lot of important concepts. First and foremost we can show precisely how these modes become effectively classical.

**Single mode case**—Let us first concentrate on a single unstable mode described by

$$H = \frac{1}{2}p^2 + \frac{1}{2}\omega^2 x^2$$

(60)

a toy model for the evolution of the uniform $q = 0$ mode which happens to be the most unstable. The Heisenberg evolution of the quantum operators is given by:

$$x(t) = x(0) \coth(|\omega| t) + \frac{p(0)}{|\omega|} \sinh(|\omega| t) \rightarrow \frac{1}{2} e^{|\omega| t} \left( x(0) + \frac{p(0)}{|\omega|} \right)$$

$$p(t) = p(0) \coth(|\omega| t) + x(0)|\omega| \sinh(|\omega| t) \rightarrow \frac{1}{2} e^{|\omega| t} \left( p(0) + |\omega|x(0) \right) = |\omega|x(t)$$

(61)

As a first sign that the dynamics becomes classical we see that in the long time limit the operators become effectively commuting (or more precisely, the non commuting part becomes negligible in the computation of correlations). Using the above expressions we can easily calculate any correlation function at time $t$ in terms of correlations in the initial state. For example the fluctuation of the position is

$$\langle x(t)^2 \rangle = \langle x(0)^2 \rangle \coth^2(|\omega| t) + \langle p(0)^2 \rangle \sinh^2(|\omega| t) \rightarrow \frac{1}{4} \left( \langle x(0)^2 \rangle + \frac{\langle p(0)^2 \rangle}{|\omega|^2} \right) e^{2|\omega| t}$$

(62)
Assuming the initial state is the ground state of a stable harmonic oscillator with real frequency $\omega_0$ then

$$\langle x(t)^2 \rangle = \frac{1}{2\omega_0} \coth^2(|\omega|t) + \frac{\omega_0}{2|\omega|^2} \sinh^2(|\omega|t) \to \frac{1}{8} \left( \frac{1}{\omega_0} + \frac{\omega_0}{|\omega|^2} \right) e^{2|\omega|t} \quad (63)$$

We can interpret this time dependence as the classical evolution $x_c(t) = x_0 e^{i|\omega|t}$, with the initial position $x_0$ being a Gaussian random variable with variance $x_0^2 = \frac{1}{8} \left( \frac{1}{\omega_0} + \frac{\omega_0}{|\omega|^2} \right)$. The momentum at the same late time will be fully determined by the position. This claim can be substantiated by inspecting the Wigner distribution associated with the wave-function at late times.

The Schrödinger wave function in the position representation is given by

$$\psi(x, t) = A(t) \exp \left[ -i \frac{x^2|\omega|}{2} \left( 1 - 2e^{i\theta} e^{-2|\omega|t} \right) \right] \quad (64)$$

where $A(t)$ is a normalization constant and $\theta = \tan^{-1}(\omega_0/|\omega|)$. This can be seen by showing that $\psi(x, t)$ is annihilated by the long time limit of $a(t) = x(t) + ip(t)/\omega_i$. The Wigner distribution associated with the wave-function at late times is

$$f(p, x, t) = \int dx' \psi^* (x + x'/2, t) \psi(x - x'/2, t) e^{-ipx'} = B(t) \exp \left( -\alpha(t)x^2 - \frac{(p - \beta(t)x)^2}{\alpha(t)} \right) \quad (65)$$

where $\alpha(t) = 2|\omega| \sin 2\theta e^{-2|\omega|t}$, $\beta(t) = |\omega|(1 - 2\cos 2\theta e^{-2|\omega|t})$. Because of the decay of $\beta(t)$ the Wigner distribution becomes increasingly squeezed in one direction. Specifically, the $p$ distribution approaches a delta-function $\delta(p - |\omega|x)$, concentrated on the phase space trajectory of a classical particle.

*Many-mode Harmonic model* – We now proceed to discuss the many mode harmonic model given by Eq. (59). In this case each mode is described by a different Harmonic oscillator with a frequency dispersing as $\omega_q = \sqrt{r + q^2}$. We see that only a subset of the modes having $q < \sqrt{|r|}$ become unstable. The scale $r^{-1/2}$ gives a natural length scale for the inhomogeneity of the order parameter immediately after the quench. Because the order parameter at two points removed further than $r^{-1/2}$ grow in random uncorrelated directions, this also sets the distance between topological defects in the order parameter field immediately after the quench. From the simple arguments above we would predict a vortex density of $n_v \sim r$

quantum coarsening To substantiate this point and derive the subsequent evolution we can compute the time dependence of the field correlation function in the harmonic approximation and infer the evolution of the vortex density. This analysis was carried out by Austen Lamacraft [66] in an attempt to explain experiments with spinor condensates rapidly quenched across a quantum phase transition to an easy plane ferromagnetic state [67].
The off-diagonal correlation function

\[ C(x, t) = \langle \phi^*(x, t) \phi(x, t) \rangle = \int \frac{d^d k}{(2\pi)^d} e^{ikx} \langle \phi_k \phi_{-k} \rangle \]  

(66)
can be evaluated directly from Eq. (63), which holds for each \( k \) mode. It is convenient for simplicity to consider the case where we quench from deep in the insulating phase into the ordered phase not too far from the transition. In this case \( r_0 \gg r \) and we get a simple expression:

\[ \langle \phi^*(x, t) \phi(x', t) \rangle \approx \sqrt{r_0^2} \int \frac{d^d k}{(2\pi)^d} e^{ik(x-x')} \frac{\sinh^2 \left( t\sqrt{|r|-k^2} \right)}{|r|-k^2} \]  

(67)

We see that the value of this correlation function is determined to a large extent by causality. First, at \( t = 0 \) two different points \( x \) and \( x' \) are uncorrelated due to the deep disordered initial state we have taken. Furthermore for any value of \( t \) such that \( 2kt > x - x' \), i.e. outside of the forward light-cone, we can close the contour of integration in the upper half plane and since there are no poles in the upper half plane the integral remains precisely zero. The correlations at distances within the light-cone \( x - x' < 2kt \) grow exponentially reflecting the exponential order parameter growth.

From the behavior of the corelation function we can infer the density of topological defects. Note that since we have taken the initial state to be uncorrelated there is an initial large density of topological defects regulated only by a high energy cutoff that starts to fall with time. The density of defects (generic zeroes) in a Gaussian wavefunction is given by the Halperin-Liu-Mazenko formula \( [68] \):

\[ n_v = \frac{1}{2\pi} C''(0)/C(0) = \frac{1}{2\pi C(0)} \int \frac{d^d k}{(2\pi)^d} k^2 \langle \phi_k \phi_{-k} \rangle \]  

(68)

Note that this formula can be understood as the average square wave-vector, weighted by the mode occupation, of the inhomogeneous field. Applying this formula to the correlation function found above we have:

\[ n_v(t) = \sqrt{\frac{|r|}{4\pi t}} \]  

(69)

Of course this type of coarsening does not continue for ever. When \( |\phi|^2 \sim |r|/u \), the non linear term in the action becomes important leading to two effects. First, it stops the exponential growth of the order parameter and second it affects coupling between the modes that leads to dissipation. Given the exponential growth of the order parameter \( (67) \), this occurs at time:

\[ t^* \approx \frac{1}{2\sqrt{|r|}} \log \left( \frac{8\pi^2}{u\sqrt{r_0}} \right) \]  

(70)
This leads to a formula for the topological defect density at the characteristic time $t^*$

$$n_v(t^*) \sim r \log^{-1} \left( \frac{8r^2}{u_s r^i} \right)$$

(71)

which agrees with the anticipated result up to the logarithmic factor.

**Dynamics at later times** – The quadratic approximation has to break down at times longer than $t^*$. First the exponential growth is halted by the non linear terms. Second the coupling between the modes will give rise to effective noise and dissipation that is expected to eventually lead to thermalization. Because the order parameter field is by now essentially classical and moreover coupled to a continuum of phonon modes, the latter stage of the dynamics is expected be described by classical Langevin dynamics. Exactly which model to use from the alphabetical classification of reference [69] is determined by the conservation laws.

### E. Defect density beyond the Gaussian theory – Kibble-Zurek scaling

The fact that the quench takes place in the vicinity of a quantum critical point suggests using the scaling properties of the critical point to make statements valid beyond the Gaussian theory. However, taking the initial state of the sudden quench to be far from the critical point as we did in the previous section is not compatible with such an analysis. Here we discuss an alternative scenario that will be amenable to scaling analysis. The analysis I present below is due to Polkovnikov [70] and is closely related to scaling arguments by Zurek for quench across a classical phase transition[71].

We consider a system with continuous time dependence described by the Hamiltonian

$$H = H_0 + \lambda(t)V$$

(72)

Here $H_0$ denotes the Hamiltonian at the quantum critical point and $V$ is a relevant operator that allows tuning across the critical point.

$$\lambda(t) = \frac{vt^\alpha}{r!}$$

(73)

is the time dependent field that drives the transition. The special case $\alpha = 1$ describes a linear ramp across the transition. On the other hand the limit $\alpha \to \infty$ describes a sudden quench with an amplitude set by the coefficient $v$.

The basic idea behind the Kibble-Zurek scaling analysis is to compare the instantaneous rate of change $R = \dot{\lambda}/\lambda$ to the instantaneous gap $\Delta$. When still far from the critical point the time evolution can be considered as adiabatic as long as $R < \Delta$. As we approach the critical point the
gap vanishes as $\Delta \sim \lambda^{\nu z}$, so eventually the rate of change becomes fast relative to the gap $R > \Delta$. From here the time evolution can be considered as adiabatic until the gap reemerges on the other side of the transition. According to this reasoning the crossover from adiabatic to sudden occurs at the value of $\lambda$ where the equation $\dot{\lambda}/\lambda = \Delta$ or

$$\alpha v^{1/\alpha} \lambda_*^{-1/\alpha} = \lambda_*^{\nu z}$$

(74)

So,

$$\lambda_* = \alpha^{\frac{\nu}{\nu^{\nu z + 1} + 1}} v^{-\frac{1}{\nu^{\nu z + 1} + 1}}$$

(75)

The order parameter configuration (correlations) freeze to the structure they had at the point $\lambda(t_*) = \lambda_*$, so the vortex density is set by the correlation length at his point $n_v = \xi_*^{-2}$. Using the scaling $\xi = 1/\lambda^{\nu}$ we obtain the vortex density:

$$n_v(t_*) \sim v^{\frac{2\nu}{\nu^{\nu z + 1} + 1}}$$

(76)

The Kibble-Zurek arguments involving a crossover from sudden to adiabatic evolution help to illustrate the physics, however we can obtain the same result from more general pure scaling arguments, which will allow further generalization.

First note that the scaling of $\xi_*$ with $v$ can be found if we know the scaling dimension $[v]$ of $v$ since $v \sim 1/\xi^{[v]}$. Now we use $\lambda = vt^\alpha$, so $[v] = [\lambda] - \alpha[t] = \nu^{-1} + \alpha z$. Inverting the relation we have the characteristic scale $\xi_* = v^{-1/\nu^{\nu z + 1} + \alpha z}$, leading to the Kibble-Zurek result for the vortex density. We can generalize this to describe the behavior of any correlation function after the quench. For example a two point equal time correlation function must be proportional to a scaling function

$$\langle \hat{O}(x)\hat{O}(0) \rangle = \frac{1}{\xi_*^{2\eta}} \mathcal{F} \left( \frac{x}{\xi_*} \right)$$

(77)

where $\eta$ is the scaling dimension of the operator $O$ and $\xi_*$ was found above. As an example we can take the order parameter correlations in the one dimensional Ising model $\langle \sigma^z(x,t)\sigma^z(0,t) \rangle$. The scaling dimension of $\sigma^z$ at the Ising critical point is $\eta = 1/8$, $z = 1$ and $\nu = 1$. Moreover since correlations decay exponentially in the disordered phase we expect $\mathcal{F}(y) \sim e^{-y}$ at long distances. Using the the scaling of $\xi_*$ with $v$ we expect the following behavior of correlations at long distances as a function of the ramp rate $v$:

$$\langle \sigma^z(x,t)\sigma^z(0,t) \rangle = v^{\frac{1}{4}(\frac{1}{1+\nu})} \exp \left( -xv^{\frac{1}{1+\nu}} \right)$$

(78)
V. QUENCH DYNAMICS AND EQUILIBRATION IN CLOSED 1D SYSTEMS

In the previous section I discussed a dynamic quench that takes the system across a quantum critical point. The discussion of the quantum dynamics was confined to the behavior of the correlations at short times following the quench. I pointed to reasons why the dynamics becomes classical at long times. The unitary quantum dynamics gives way to a simpler coarse grained description in terms of classical Langevin equations as the system approaches thermal equilibrium.

One dimensional systems could be an exception to this rule for at least the following reasons:

1. Quantum fluctuations in one dimension generally inhibit order parameter growth eliminating one reason for classical behavior.

2. There are integrable one dimensional models that cannot thermalize. Even when integrability is broken, routes to relaxation are more restricted in one-dimension than higher dimensions, therefore one may expect a parametrically long period of time separating the initial simple unitary evolution and eventual thermalization. Such a state is often referred to as a pre-thermalization.

For these reasons significant theoretical efforts have been made in recent years to understand the evolution of correlations following a quench in one dimension. But even in one dimension the problem is very hard and in general intractable. Strictly speaking, the Hilbert space needed for calculation grows exponentially with the system size. The problem is especially acute in one dimension no single dominant mode grows to macroscopic values and dominates the dynamics. On the other hand, we know of an efficient way to simulate quantum ground states in one dimension using Matrix product states or DMRG (see lectures by Uli Schollwöck [72]). This method relies on theorems that guarantee a low entanglement entropy in the ground state. However during quantum dynamics remote parts of the system gradually get more entangled giving rise to growth of entanglement entropy that rapidly inhibits efficient simulation.

A. Growth of entanglement entropy

It is natural to take the initial state in a quantum quench as a ground state of some local Hamiltonian. Such an initial state is characterized by low entanglement entropy, i.e. at most area law up to logarithmic corrections. When this state starts to evolve under the influence of a different Hamiltonian the entanglement entropy will in general grow. The way it grows is important and interesting for several reasons. First, the growth of entanglement entropy limits the ability to
simulate the time evolution using Matrix product state, time dependent DMRG or related methods. Second, if the entanglement entropy is considered from the information theoretic perspective its time evolution measures how fast information propagates between different regions of the system following the quench. Finally, the growth of entanglement entropy can tell us something about the approach to equilibrium and the nature of the long time equilibrium state itself. For instance, does the system approach equilibrium in a finite time scale, independent of the system size? Does the entanglement entropy of a finite sub-system approach the same value expected if it had reached true thermal equilibrium?

The Lieb-Robinson bounds [73] on propagation of correlations also set the limit on the growth of the entanglement entropy to be linear in time [74, 75]. In clean systems, as far as we know this limit is always saturated. The intuitive picture is that the excitations of the system by the quench leads to uniform parametric excitation of quasi-particle pairs (e.g. particle hole pairs) that travel in opposite direction. Since each particle hole pair is in general entangled, the crossing of the interface by one of the partners adds one unit to the entanglement entropy between the two halves of the system. Let us consider only the fastest of those, which travel at the Lieb-Robinson velocity $v_m$. Then the number of “particle-hole” pairs shared between the two halves of the system grows linearly with time, and hence the entropy grows as $S(t) \sim v_m t$.

B. Evolution of correlations following a quench in one-dimension

As mentioned above, the rapid growth of entanglement entropy in the evolution following a quench prohibits direct numerical simulation of generic models in extended systems, at least for long times. Some progress can be made by resorting to exactly solvable models and benchmarking against numerical simulations of short to intermediate time scales. Because of the relevance to recent experiments with ultra-cold atoms in optical lattices (see e.g. [76]), this kind of approach has produced somewhat of an industry. So far, however I believe that it is hard to draw general conclusions from the results. I will therefore make only a brief review of this topic focussing on examples where exactly solvable models can be used to demonstrate a more general rule.
1. Decay of antiferromagnetic order in a spin-$\frac{1}{2}$ chain: gapless final state

A natural model in which to consider the decay of order parameter correlations in one dimension is a quantum spin chain. For example, we want to look at the spin-1/2 xxz chain:

$$H = J \sum_i \left\{ S^x_i S^x_{i+1} + S^y_i S^y_{i+1} + \Delta S^z_i S^z_{i+1} \right\}$$ (79)

Note that the spin model can be thought of as a hard-core boson model with hopping $J/2$ where $b^\dagger_i = S^+_i$. Alternatively this model is mapped exactly through a Jordan Wigner transformation to a model of fermions with hopping $J/2$ and nearest neighbor interaction $\Delta$. The ground state of this model is a $z$-antiferromagnet with gapped excitations for $\Delta > 1$ and a gapless phase with power-law correlations (Luttinger liquid) for $0 \leq \Delta < 1$.

Let us consider a scenario in which a system, prepared with antiferromagnetic order, is quenched to the state with $0 \leq \Delta < 1$. The question we ask concerns the decay of the antiferromagnetic order parameter

$$m(t) = \frac{1}{N} \sum_j (-1)^j \langle S^z_j \rangle$$ (80)

A closely related problem has been addressed directly by a recent experiment using bosons in optical lattices[77] with the boson density in the lattice playing the role of the $S^z$ component of the spin.

Of course the experiment is not described by exactly the model presented above, however both systems have the same long wavelength limit. It is therefore tempting to take a universal approach to this class of problems using the long-wavelength continuum limit, in this case a Luttinger liquid, to describe the evolution following the quench. The general framework for doing this using conformal field theory has been set up by Calabrese and Cardy[78] (see also Ref. [79] for the specific case of a Luttinger liquid).

In the case under study here we can also make a direct calculation within the Harmonic Luttinger liquid framework. In terms of the bosonized fields the order parameter is given by $\cos(2\phi)$. Initially it is concentrated near one of the two degenerate minima. The time evolution of this operator is now in direct correspondence with the decay of phase coherence $\cos(\theta)$ in an interferometer. The result, by duality to the latter problem, is:

$$m_s(t) \sim e^{-t/\tau}$$ (81)

where $\tau = \frac{2}{\pi K \Delta_0}$.
In order to assess the validity of the low energy approach we shall benchmark it against an exactly solvable model \[80, 81\]. Consider for this purpose a quench to a final Hamiltonian with $\Delta = 0$, that is the ”$xx$ model”. The $xx$ model can be mapped through a Jordan-Wigner transformation to a model of free Fermions in which we can calculate the order parameter evolution exactly.

We shall take the initial state to be a charge density wave (of the Fermion density):

$$|\Psi_0\rangle = \prod_{k=-\pi/2}^{\pi/2} \left( u_k + v_k e^{i\pi} c_k \right) |FS\rangle$$

Note that the case $u_k = v_k = 1/\sqrt{2}$ corresponds to a perfect Neel state. A more general state arising from a self-consistent mean field theory of the gapped phase has, in complete analogy with a BCS state:

$$\langle c_{k+\pi}^\dagger c_k \rangle_0 = \frac{\Delta_0}{2\sqrt{\epsilon_k^2 + \Delta_0^2}}$$

where $\epsilon_k = -J \cos k$ is the fermion dispersion. Using the exact Heisenberg evolution of the fermions $c_k(t) = c_k e^{-i t \epsilon_k}$ we can compute the time dependence of the order parameter:

$$m_s(t) = \frac{1}{N} \sum_k e^{i2\epsilon_k t} \langle \psi_0 | c_{k+\pi}^\dagger c_k | \psi_0 \rangle = \frac{1}{\pi} \int_{-J}^0 d\epsilon \frac{\cos(2\epsilon t)}{\sqrt{J^2 - \epsilon^2}} \sqrt{\epsilon^2 + \Delta_0^2}$$

Let us first consider the case of a perfect Neel initial state. In this case the factor $u_k v_k$ is a constant 1/2 and we can do the integral exactly with the result

$$m_s(t) = \frac{1}{2} J_0(2Jt) \xrightarrow{Jt \gg 1} \frac{1}{\sqrt{4\pi Jt}} \cos(2Jt - \pi/4)$$

This result has no trace of the exponential decay implied by the analysis of the CFT in the long wavelength limit. In fact since the Neel state is obtained as an initial state with $\Delta_0 \rightarrow \infty$, the CFT would predict a decay on a vanishing time scale. The source of the discrepancy is that the initial state occupies many high energy modes at the band edges and is therefore far from the range where the low energy theory is expected to hold. The above integral and hence the decay of the staggered moment is dominated by the van-hove singularity at the band edge. We note that an analysis using a linearized spectrum yields $(\Delta t)^{-1} \sin(\Delta t)$, where $\Delta$ is the high frequency cutoff.

For a better comparison to the CFT result we now consider an initial state that is a weak charge density wave characterized by $\Delta_0 \ll J$. This state is much closer to the gapless Luttinger liquid. In this case there are two main contributions to the integral. The first coming from $\epsilon \approx 0$ near the Fermi points, and second from the square-root singularities at $\epsilon = \pm J$. Adding up these two contributions we have:

$$m_s(t) \approx \frac{\Delta_s}{\pi J} K_0(2\Delta_0 t) + \frac{\Delta_0}{2J} J_0(2Jt) \xrightarrow{\Delta_0 t \gg 1} \frac{1}{\sqrt{4\pi Jt}} \left\{ \sqrt{\frac{\Delta_0}{J}} e^{-2\Delta_0 t} + \frac{\Delta_0}{J} \cos(2Jt - \pi/4) \right\}$$

(86)
In addition to the oscillatory decay identical to the one found in the case of a Neel state, we find here a non oscillatory exponential decay, with a time scale $\tau = (2\Delta_0)^{-1}$ in agreement with the CFT result. Comparing the two terms we see however that at times $t > \Delta_0^{-1}\ln(J/\Delta_0)$ the oscillatory decay dominates the order parameter dynamics. Nevertheless, in contrast to the case of a Neel initial state the low energy modes contribute to the dynamics over a parametrically long period of time.

There are a few more comments I wish to make regarding the applicability of low energy theories. First it is interesting to note a symmetry of the dynamics, which allows us to map the dynamics subject to the Hamiltonian with $\Delta > 0$ exactly onto the dynamics subject to the Hamiltonian with $\Delta < 0$. In particular the time evolution of an initial Neel state under the antiferromagnetic Hamiltonian ($\Delta = 1$) is identical to its evolution under the ferromagnetic hamiltonian ($\Delta = -1$). This is in spite of the fact that the low energy description associated with the two hamiltonians are completely different. In the antiferromagnetic interaction the low energy modes are linear in $k$, whereas in the ferromagnet they are quadratic. This result is a corollary of a more general theorem to be proven below concerning the dynamics under the influence of a hamiltonian $H$ versus the dynamics under $-H$.

VI. QUANTUM DYNAMICS IN RANDOM SYSTEMS: MANY-BODY LOCALIZATION

A. Introduction

The quantum dynamics of isolated random systems, such as systems of ultra-cold atoms in a random potential, has attracted a great deal of attention recently as a possible alternative paradigm to thermalization. The conventional wisdom is that closed many-body systems, following unitary time evolution ultimately reach thermal equilibrium. In a quantum system, the process of thermalization involves the entanglement of local degrees of freedom with many distant ones and thereby the loss of any quantum information that may have been stored locally in the initial state. In absence of accessible quantum correlations the long time dynamics of such thermalizing systems is well described by classical hydrodynamics (i.e. slow fluctuations of conserved quantities and order parameter fields).\cite{69, 82} It is of fundamental interest to find systems that defy the conventional paradigm and in which quantum correlations do persist and affect the long time behavior.

Integrable quantum systems, mentioned in the previous section, evade thermalization because their time evolution is constrained by an infinite set of integrals of motion. These are, however, highly fine tuned models. Any small perturbation from the exact integrable Hamiltonian will lead to
eventual thermalization. Indeed, the main theme of the previous section as well as of section II was prethermalization. Namely, on short to intermediate time scale the system reaches a quasi steady state that can be understood based on the integrable models, while the slower processes which lead to thermalization dominate only at parametrically longer time scales. In contrast, it is expected that systems with quenched randomness provide a generic alternative to thermalization. That is, the non thermal behavior would be robust to moderate changes to system coupling constants (disorder, interactions, etc).

The idea that isolated many-body systems subject to sufficiently strong quenched randomness would fail to thermalize was first conjectured by Anderson in his original paper on localization although in calculation he could only address a one particle problem[13]. This idea was revitalized in the last decade when convincing theoretical arguments were given for the stability of anderson localization to moderate interaction between the particles even in highly excited many-body states (i.e. states with non vanishing energy density)[11, 12, 83].

Theoretical studies in the last few years have shown that the many-body localized state can be viewed as a distinct dynamical phase of matter, which exhibits clear universal signatures in dynamics [84–96]. In particular these studies show that, similarly to integrable systems, such localized Hamiltonians are characterized by an infinite set of integrals of motion. In this case they are local only up to possible exponentially decaying tails. However, in contrast to integrable systems, the conservation laws can be slightly modified, but not destroyed by moderate changes in the interaction parameters. The integrals of motion are destroyed, or become fully delocalized, only in a phase transition that marks a singularity in the system dynamics. This localization transition defines a sharp boundary between a macroscopic system dominated by quantum physics even at long times to one that is governed by emergent classical dynamics. Some understanding of the transition is beginning to emerge based on general arguments[97] and novel renormalization group approaches [98? ].

The physics of many-body localization is beginning to be addressed in experiments[14, 99]. In an interesting recent development the breaking of ergodicity due to many-body localization was directly observed for the first time and studied in detail using ultra-cold atoms in an optical lattice[15]. The main focus of this section will be to explain the current experimental effort. I will briefly review the essential theoretical notions needed to understand the experimental developments on many-body localizations. I refer the reader to recent reviews[91, 100] for a more detailed introduction of the theory.
B. Stability of Anderson localization to interactions and the many-body mobility edge

Let me for a start consider the system of weakly interacting fermions discussed by Basko et. al. [11]. As done in that work, I will assume the particles are subject to sufficiently strong disorder so that all of the single particle eigenstates are localized. For example the localizing single particle part of the Hamiltonian could be a tight binding model supplemented by strong on-site disorder.

\[ H = -t \sum_{\langle ij \rangle} c_i^\dagger c_j + \text{H.c.} + \sum_i V_i n_i + \sum_{\langle ij \rangle} U n_i n_j \]  

Without the interaction \( U \) such a system is definitely non ergodic if all the single particle states are localized. In particular, a density fluctuation present in the initial state will not be able to relax to the equilibrium distribution. This is true regardless of the energy of the initial state. The question, as formulated for example in Refs. [11, 12], is whether this non ergodic state is robust to adding weak interactions between the particles.

To elucidate the effect of interactions it is convenient to work with the Fock basis \( |\{n_{\alpha}\}\rangle \) describing occupations of the single particle localized eigenstates \( |\alpha\rangle \) localized around real space positions \( \vec{x}_{\alpha} \).

\[ H = \sum_\alpha \epsilon_\alpha n_\alpha + \sum_{\alpha\beta\gamma\delta} \tilde{U}_{\alpha\beta\gamma\delta} c_\alpha^\dagger c_\beta c_\gamma c_\delta \]  

The non interacting part of the Hamiltonian is represented here by the diagonal first term, where \( \epsilon_\alpha \) are the random energies of the single particle localized states. The short range density-density interaction \( U n_i n_j \), which is diagonal in the original lattice basis, has off diagonal terms in the single particle eigenstate basis which can hop particles between localized states centered at different locations. Note that \( \alpha, \beta, \gamma, \delta \) should be centered within a localization distance \( \xi \) away from each other to have a significant matrix element.

Although it can mediate hopping, the interaction does not necessarily delocalize the particles. At strong disorder the interaction induced hopping often takes a particle to a state that is highly off resonant with the initial state. If the system is at a finite temperature (or energy density) the missing energy for a hop may be obtained by de-exciting, at the same time, a particle hole excitation with the right energy. Hence the particle hole excitations can potentially provide an effective intrinsic bath which can enable incoherent hopping processes just as phonons do when the system is not isolated. The difference from a phonon bath, however, is that the particle hole excitations are themselves localized and therefore have a discrete local spectrum. A crude way to assess whether the particle hole excitations can indeed give rise to incoherent hopping is to compute the putative hopping rate using the Fermi-Golden rule and then verify that the obtained
rate is larger than the level spacing of the putative bath, in which case the particle-holes may be considered as an effective continuum bath. This leads to the following criterion for delocalization valid at low temperatures $T \tilde{U}/\Delta^2_\xi > 1$ where $T$ is the temperature $\Delta_\xi$ is the level spacing within a localization volume. In other words there is a critical temperature $T_c \approx \Delta^2_\xi/\tilde{U}$ below which the system is strictly localized according to this argument.

The above argument is perturbative and one might worry that a higher order process involving a large number of particle-hole excitations may ultimately delocalize the particles. To address this issue, Basko et. al. [11] invoked an approximate mapping to a single particle problem taking the localized Fock states $\{n_\alpha\}$ to be sites in a multi-dimensional random graph containing $2^N$ sites where $N$ is the number of real space sites. The random local energy associated with each site is the energy of the Fock state computed within the non-interacting Hamiltonian (i.e. $E[\{n_\alpha\}] = \sum_\alpha \epsilon_\alpha n_\alpha$). The interaction matrix elements $U_{\alpha\beta\gamma\delta}$ can be viewed as an effective hopping that connects between the sites of the multidimensional lattice. A system in a given (extensive) energy explores only the states of the Fock space lattice that are compatible with that energy. Hence the effective connectivity of the Fock space lattice grows sharply with the energy density. Finally the approximate localization criterion $T_c \approx \Delta^2_\xi/\tilde{U}$ is obtained (for low temperatures) from applying Anderson’s criterion for delocalization [13] to the Fock space lattice with a connectivity set by the temperature (or energy density).

It is important to note the crucial difference between the many-body mobility edge discussed above and the conventional notion of a mobility edge in the single particle spectrum. In a (weakly interacting) system with a single particle mobility edge there will always be a finite density of particles thermally excited above the mobility edge, which will thus contribute to thermally activated transport. This is not the case with a many-body mobility edge. The critical energy corresponding to the many-body mobility edge is generically extensive like almost all the many-body spectrum. Now suppose the system is prepared in a thermal state (say by coupling to an external bath and then decoupling it) with average energy below the many-body mobility edge. Because the energy fluctuations in the thermal ensemble are sub extensive, the probability to find the system with energy above the mobility edge vanishes in the thermodynamic limit. Hence below the critical energy density or critical temperature the response of the system must be strictly insulating.

Before closing this section, we note that a Hamiltonian similar to (88) can also be written for spins \[ H_{\text{spin}} = \sum_i h_i S^z_i + \sum_{ij} J^{\alpha\beta}_{ij} S^\alpha_i S^\beta_j \] (89)

Here the first term describes non-interacting spins subject to a local random magnetic field. The
interaction term can potentially give rise to energy transport. But the same arguments as given for the fermion system imply that the localized state should be stable toward moderate interactions between the spins. Note that the spin Hamiltonian does not have to conserve spin; dipolar interactions for example are not spin symmetric. But localization is still well defined via the absence of energy transport.

C. Numerical studies of the localized phase

Models with bounded spectrum, such as spin chains and lattice fermions, are convenient for doing numerical simulations. It was first pointed out in ref. [101] that in such models the entire many-body spectrum can be localized for sufficiently strong disorder when the mobility edges coming from the bottom and top of the many-body spectrum join in the middle of it. The situation in which the entire spectrum is localized can be viewed as localization at infinite temperature, namely the ensemble in which ever energy eigenstate is equally likely. By tuning the disorder or interaction strength we may drive a many-body localization transition at infinite temperature.

The case of fully localized spectrum is also highly relevant to studies of time evolution following a quench from a simple product state. Most simple initial state are composed mostly of eigenstates in the middle of the spectrum. Hence the change in the long time dynamics will change sharply when the many-body mobility edge closes in the middle of the spectrum.

I start by describing DMRG calculations of the time evolution following a quench in an XXZ model with random field[84, 86]:

\[
H = -J \sum_i \left[ (S_i^+ S_{i+1}^- + \text{H.c.}) + J_z S_i^z S_{i+1}^z \right] + \sum_i h_i S_i^z. \tag{90}
\]

Note, that this model is equivalent, through a Jordan-Wigner transformation to a model of interacting spineless fermions in a random lattice potential with \( J_z \) the interaction strength. The time evolution dictated by this Hamiltonian was calculated starting from a product state of the spins randomly oriented oriented up or down along \( S^z \).

In clean systems, encountered in previous sections such dynamics could only be computed for very short times. The problem was the rapid growth of entanglement entropy that soon prohibited efficient description in terms of matrix product states. In a localized system, however, one might expect that no correlations are formed across the middle partition over distances larger than some (localization) length scale \( \xi \) (Here \( \xi \) is given in units of the lattice constant). If this was true, then the entanglement entropy would be bounded from above by a number of order \( \xi \), thus enabling DMRG calculations to long times.
The numerical calculations, however, found a surprising result\cite{84, 86}. The expected saturation of the entanglement entropy occurred only for \( J_z = 0 \), which corresponds to the special case of Anderson-localization of non-interacting fermions. For any other value of \( J_z \) the entanglement entropy grew as \( S(t) \sim \log t \) at long times. While the entanglement growth is unbounded it is nonetheless rather slow and therefore allows DMRG calculations to be taken to long times. For small value of the interaction \( J_z \), the onset of the logarithmic growth of \( S(t) \) was delayed to a time of order \( \hbar / J_z \). On the other hand the pre factor of the logarithmic growth was roughly independent of interactions. Now the logarithmic growth of the entanglement entropy is understood to be a ubiquitous feature of many-body localization. Below I discuss how it can be understood within a simple theory of this state.

The fact that the entanglement entropy grows in an unbounded way, even if very slowly, immediately raises the question if the system ultimately thermalize. This question was addressed using numerical simulations in Ref. \cite{86}, where it was shown that the entanglement entropy of a finite subsystem with length \( L \) saturates to a constant \( S(L) = s_{\infty} L \). The saturation time is exponentially large in \( L \). Crucially however the saturation value, although it follows a volume law, was found to be significantly lower than the value expected at thermal equilibrium given the system energy.

\subsection*{D. Effective theory of the many-body localized phase}

The simple universal behavior, such as the ubiquitous slow logarithmic growth of the entanglement entropy, seen in numerical simulations of the many-body localized localized state call for a simple effective description of the long time dynamics in this state. In the more familiar context of low energy equilibrium physics the renormalization group provides a conceptual framework to describe the universal features of quantum phases and phase transitions. The idea is that if we are interested only in low energies and in measurements done with low resolution then systems that may be microscopically very different can be described by the same effective theory provided they are in the same phase. In principle these effective theories are obtained as fixed points of the renormalization group: a successive elimination of short wavelength (or high energy) fluctuations and rescaling. The fixed point theory is universal and in most cases simpler than the original microscopic theory. A case in point is Fermi liquid theory which is essentially an integrable theory. Once found to be the correct RG fixed point\cite{102}, or simply postulated by Landau, it I can be used as a powerful phenomenological description of the phase.

It is natural to ask if there is an analogous framework to describe the long time dynamics in the localized phase. The problem is that the quench dynamics involves all energy scales, so one cannot
integrate out high energy modes and focus on the low energies. Indeed, as remarked above, the dynamics is dominated by very high energy eigenstates in the middle of the many-body spectrum. Nonetheless a renormalization group framework can be applied as shown in Refs. [88, 98, 103]. The basic philosophy idea is to integrate out high frequency modes in order to gain a simpler description of the evolution at long times, this is similar to RG schemes applied to classical dynamical systems (see for example [104]). In the quantum context, targeting low frequencies corresponds to focusing on small energy differences between eigenstates rather than on low absolute energies as in the equilibrium scheme. Application of the RG leads to a simple fixed point Hamiltonian that can be used as an effective theory of the MBL state. In generic cases the form of the effective theory can also be postulated based on general arguments and used as a phenomenological description of the state[90, 105].

Before focusing on the effective theory of the localized phase I give a brief qualitative description of the RG scheme. For more details of how exactly it works I refer the reader to Refs. [88, 98, 100, 103] The idea is similar to the real-space strong disorder RG (SDRG) scheme developed by Dasgupta and Ma [106]. Given a Hamiltonian such as (90) we pick out at every step the fastest spins in the chain, namely, those subject to the largest couplings. These couplings give rise to a local gap or frequency scale Ω which is our running high frequency cutoff. If the disorder is strong then neighboring spins would typically be affected by much weaker couplings and therefore are essentially frozen on the time scale 1/Ω. The effective Hamiltonian for the dynamics, coarse grained to longer times, is obtained through a unitary transformation of the Hamiltonian (moving to the rotating frame of the fast spins), which freezes out the fast spins and generates effective weaker couplings between the remaining slow ones nearby. The transformation that decouples the fast spins is found perturbatively in J_{typ}/Ω where J_{typ} is the value of typical couplings on the chain. Because the RG is implemented as a series of unitary transformations, degrees of freedom are not eliminated from the Hilbert space. Instead at every step another local operator is transformed (frozen) into an integral of motion. The fixed point Hamiltonian is therefore finally obtained as a Hamiltonian written entirely in terms of conserved quantities that are perturbatively related to the bare local operators, such as $S^z_i$ in (90).

Thus, lack of thermalization in the MBL state is seen to be the result of infinite number of (quasi) local conservation rules that are revealed in the course of the RG flow. As in the case of integrable models, expectation values of integrals of motion that are constrained by the initial conditions prevent relaxation to a true equilibrium. The important difference of the MBL state from conventional integrable models however is that the effective theory is a stable RG fixed point and
it is therefore robust to moderate changes in the microscopic coupling constants (disorder strength, interaction strength, etc). Hence, in contrast to integrable models, the many-body localized state proves to be a generic alternative to thermalization dynamics.

An effective theory written entirely using integrals of motion was also postulated, based on general arguments, as a phenomenological description of the MBL phase \cite{90, 105}. It is simple to understand how such a theory emerges by considering the weakly interacting fermion model \cite{88}. In this basis it is clear that the occupations of the single particle localized states \( n_\alpha = \sum_{ij} \phi_\alpha^* (x_i) \phi_\alpha (x_j) c_i^\dagger c_j \) are conserved quantities of the non interacting model. Note that these are not strictly local because the single particle wave functions \( \phi_\alpha (x) \) have exponential tails away from their center at \( x_\alpha \).

Starting from the non-interacting system one can derive an effective Hamiltonian perturbatively in \( U \). The off diagonal terms of the interaction \( U \) in the Fock basis are off resonant and hence do not contribute, at lowest order, to the effective Hamiltonian. To first order in \( U \) the diagonal matrix elements of the interaction give rise to an effective interaction \( \sum_{\alpha\beta} V_{\alpha\beta} n_\alpha n_\beta \), where \( V_{\alpha\beta} \sim U e^{-|x_\alpha - x_\beta|/\xi} \). Physically, an interaction between electrons occupying distant localized states is generated due to the exponentially small spatial overlap of the two localized wave functions. Higher orders in perturbation theory renormalize the integrals of motion \( n_\alpha \to \tilde{n}_\alpha \) where \( \tilde{n}_\alpha \) may now contain terms higher than quadratic terms in the fermion operators. High orders in perturbation theory also produce interaction terms involving multiple integrals of motion, such as \( V_{\alpha\beta\gamma} \tilde{n}_\alpha \tilde{n}_\beta \tilde{n}_\gamma \).

Similar considerations apply to the spin model \cite{90} and suggest an effective model of the form\cite{90, 105}

\[
H_{\text{eff}} = \sum_i \tilde{h}_i \tau_i^z + \sum_{i,j} \sum_n \tilde{J}_{ij} \tau_i^z \tilde{B}_{ij} \tau_j^z
\]  

(91)

Here the integrals of motion \( \tau_i^z \) are Pauli operators that are related by a quasi-local unitary transformation to the original Pauli operators \( \sigma_i^z \) of the original spin. Following Ref. \cite{105} we will term the quasi-local \( \tau \) operators l-bits or "logical bits", while the strictly local \( \sigma \) operators will be termed p-bits or "physical bits". The \( \tilde{B}_{ij} \) are general operators including contributions from all possible strings of \( \tau_k^z \) and \( \tau_k^0 \) (unit matrices) extending between sites \( i \) and \( j \). The non-local interactions \( \tilde{J}_{ij} \) fall off exponentially with distance as \( J^z e^{-|x_i-x_j|/\xi} \).

The effective model (91) provides a simple explanation of the logarithmic growth of entanglement entropy with time\cite{89, 105} and, furthermore, allows to predict a host of other intriguing properties of the many-body localized state. The growth of entanglement entropy can be understood as follows. Consider two l-bits from the two sides of a given partition of the system that are separated by a long distance \( r \). In the initial state these l-bits would generally not be in their eigenstates
even if the local p-bits are prepared in a well defined state. Therefore the interaction between the l-bits generates entanglement after a characteristic time of the order of $t = J^{-1}_{ij} \approx J^{-1}_z e^{r/\xi}$. By this time all the l-bits within the interval of length $r$ between the two chosen l-bits will have had a chance to entangle with each other as much as the constraints set by the initial state allow. Hence, the entanglement entropy at this time would grow to $S = s_r$. That is $s_r$ is the average diagonal entropy of single l-bits in the initial state, $s_r = \rho_{\uparrow\uparrow} \log \rho_{\uparrow\uparrow} + \rho_{\downarrow\downarrow} \log \rho_{\downarrow\downarrow}$. Now, inverting the relation between $t$ and $r$ gives $S(t) = s_r \xi \log(J_z t)$. The Von-Neumann entanglement entropy of a finite subsystem of length $L$ saturates to a volume law $S(L) = s_r L$ with a coefficient $s_r$ that depends on the initial state and would generally be lower than the thermal value.

We see that the logarithmic growth of entanglement stems from dephasing of oscillations in presence of a diagonal interaction term that is present only in the case of interacting fermions. Hence this logarithmic growth is a distinguishing feature between a non-interacting Anderson localized state and an interacting MBL state. The entanglement entropy is, however, not readily accessible to experimental probes. It is desirable to identify indications of this physics in quantities that are directly measurable. In particular I will now consider the relaxation dynamics of observables in the many-body localized phase following a quench.

For simplicity I start by considering the relaxation dynamics of the l-bits $\tau_i$ although they are not directly accessible in experiments. I will then generalize to the accessible physical bits $\sigma_i$. The relaxation dynamics of the integrals of motion $\tau_z$ is trivial; being integrals of motion they simply do not decay, i.e. $\langle \tau_z^i(t) \rangle = \langle \tau_z^i(0) \rangle$. What about the non conserved components $\langle \tau_x, \tau_y \rangle$? If there are no interactions then $\langle \tau_x, \tau_y \rangle$ simply precess around the $\tau_z$ axis with random independent frequencies set by the local fields $h_i$. With interactions the time evolution is more complicated because of the generated entanglement. Let us assume the system starts in a product state $|\Psi_0 \rangle = \prod_{j=1}^{L} (A_{1j}^\uparrow |\uparrow_j \rangle + A_{1j}^\downarrow |\downarrow_j \rangle) = \sum_{\tau_1,\ldots,\tau_L} \prod_{j=1}^{L} A_{\tau_j} |\tau \rangle$ (92)

The time dependent state, evolving under the influence of the effective Hamiltonian (91) is

$$\sum_{\{\tau\}} \prod_{j=1}^{L} A_{\tau_j} e^{-iE[\{\tau\}]t} |\tau \rangle$$ (93)

where $E[\{\tau\}] = \sum_i h_i \tau_i + \sum_{i,j} V_{ij} \tau_i \tau_j$ and $\{\tau\}$ is short for the $\{\tau_1, \ldots, \tau_L\}$. The expectation value of the l-bit operator in this state is

$$\langle \tau_z^i(t) \rangle = \sum_{\{\tau\}, \tau_i \neq i} e^{i\omega_0[\{\tau\}]} t(A_i^\dagger)^* A_i^\dagger \prod_{j \neq i} |A_j^\dagger|^2 + \text{c.c.}$$ (94)

where $\omega_0[\{\tau\}] \equiv E[\uparrow_i, \{\tau\}] - E[\downarrow_i, \{\tau\}]$ is the energy change due to flipping spin $i$ given the configuration $\{\tau\}$ of all other spins. The reason this is a sum over all $2^L$ basis states of the chain is that
the spin \( i \) could in principle be entangled with the entire chain. But we know that after evolution time \( t \), the spin can only be significantly entangled with the 2l \( \sim 2\xi \log(J_zt) \) spins nearest to it. Mathematically this is seen from (94) by noting that the phase \( \omega_i(\{\tau\})t \) is essentially unchanged by flipping \( \tau_j \) if \( |x_j - x_i| \gg l(t) \). Hence the phase factor can be taken out of the sums over such remote spins \( \tau_j \) and these sum then simply give 1. We remain with a sum over \( N_\omega(t) = 2^{2l(t)} \) terms oscillating at independent random frequencies. Hence \( \langle \tau_i^x(t) \rangle \) will appear as random noise with a fluctuation amplitude \( \sim 1/\sqrt{N_\omega} \). Because \( N_\omega \) grows with time the noise strength will correspondingly decrease in time as

\[
\left( \langle \tau_i^x(t) \rangle^2 \right)^{1/2} = N_\omega(t)^{-1/2} \sim e^{-\xi \ln 2 \ln(J_zt)} = \left( \frac{1}{J_zt} \right)^{\xi \ln 2} \quad (95)
\]

In practice the system can be prepared with well defined states of the physical bits \( \vec{\sigma} \) rather than the l-bits \( \vec{\tau} \). However, these two sets of operators are perturbatively related so that we may write \( \sigma_i^z = Z\tau_i^z + \ldots \). If we prepare the system with non vanishing expectation value \( \langle \sigma_i^z \rangle_0 \) then a component of this expectation value cannot decay and we expect \( \langle \sigma^z \rangle(t) \) to relax to a non vanishing stationary value at long times \( \sim Z\langle \tau_i^z \rangle_0 \sim |Z|^2 \). The non conserved component of \( \sigma_i^z \) on the other hand, is expected to undergo oscillations at \( 2^{2l(t)} \) independent frequencies just as discussed above for the non-conserved operator \( \tau_i^x \).

To summarize, we expect local physical operators, such as the local density in a fermion system, that are perturbatively related to conserved quantities, to attain a non equilibrium stationary value at long times. Moreover, the same dephasing process that gives rise to the logarithmic growth of entanglement entropy leads to a power-law decay of the temporal noise in these observables. The exponent associated with this power-law decay is non universal (depends on initial state and on disorder strength); it is directly related to the prefactor of the logarithmic growth of entanglement entropy.

Before proceeding we briefly mention other features of the many-body localized phase that can be understood within the effective theories. The first intriguing property is the persistence of quantum coherence in the MBL phase. Suppose we want to use the accessible p-bits as q-bits. We have seen that if we prepare such a q-bit in a state with definite \( \sigma_i^z \) then some memory of the initial state remains forever. On the other hand if we prepare the q-bit to point in the xy plane, then it starts to dephase and entangle with many-other spins. One may worry that the quantum coherence that existed in the initial state (the phase, or the direction, on the xy plane) is lost irreversibly. However, using the effective Hamiltonian (91), it has been shown that the coherence, i.e. the initial state of the q-bit, can be partially retrieved even after infinite time using protocols that address only the accessible p-bit[107, 108].
Another intriguing feature of many-body localization is that there can be more than one many-body localized phase\cite{109}. These can exhibit, for example, broken symmetry and even topological order and protected edge states \cite{108}. Note that these orders occur in high energy states, even where they are not allowed to exist in an equilibrium situation. As an example consider the one dimensional random transverse field Ising model:

$$H = \sum_i h_i \sigma_i^x + \sum_i J_i \sigma_i^x \sigma_{i+1}^x + V \sum_i \sigma_i^x \sigma_{i+1}^x$$  \hspace{1cm} (96)$$

Note that with the added coupling $V$ the model cannot be mapped to free fermions. There are two simple limits to this model that lead to two distinct prototype dynamical phases. The first is the free spin limit where the couplings $J_i$ and $V_i$ are set to zero. In this case $\sigma_i^x$ are clearly integrals of motion and the eigenstates of this system do not break the $Z_2$ symmetry. This "paramagnetic" state persists upon adding moderate interactions $J_i$ and $V_i$ as the integrals of motion $\sigma_i^x$ transform to closely related l-bits $\tau_i^x$. The other simple limit is where $h_i = V_i = 0$. In this case the eigenstates are frozen random spin configurations in the $\sigma^z$ basis, such as $|\uparrow\uparrow, \downarrow\uparrow\uparrow\downarrow\ldots\downarrow\rangle$, which clearly break the $Z_2$ symmetry. For each eigenstate we have $\langle \psi_n | \sigma_i^z | \psi_n \rangle \neq 0$. Again, the integrals of motion do not change qualitatively by adding moderate coupling $h_i$ and $V_i$. This state can be viewed as an eigenstate glass because of the frozen spin order in eigenstates. The two distinct localized phase, eigenstate glass and paramagnet are separated by a dynamical quantum phase transition that can be described using the dynamical renormalization group approach mentioned above\cite{98, 103}.

Note that, while there is spin order in eigenstates, i.e. $\langle \psi_n | \sigma_i^z | \psi_n \rangle \neq 0$, the order vanishes in a thermal average. Hence from the thermodynamic perspective the glass is just a paramagnet. However it is in principle easy to detect the glass order dynamically. Because $\sigma_i^z$ have an overlap with true conserved quantities the autocorrelation function $\langle \sigma_i^z(t)\sigma_i^z(0) \rangle$ must approach a non-vanishing constant at long times. This is true for any initial state including if the system is prepared in a thermal state.

\textbf{E. The many body localization transition}

We have argued above that the many-body localized regime should be viewed as a distinct quantum-dynamical phase of matter, which provides a generic alternative to thermalization dynamics. These two phases must be separated by a dynamical phase transition, which represents a sharp boundary between ergodic dynamics that ultimately becomes classical and dynamics, which is inherently quantum even at long times. Theories of the many-body localization transition are only starting to appear\cite{110} and the picture is far from being complete. Yet there is agreement
FIG. 7: (a) Schematic picture of the system near the many-body localization transition. According to this picture the system is fragmented into incipient insulating and metallic puddles. The ultimate fate of the sample is decided on large scales depending on whether the metallic puddles are sufficiently large and dense to thermalize the intervening insulators. This competition and the resulting scaling near the critical point is described by a renormalization group analysis. (b) One outcome of the RG is the scaling relation between length and time $l_{tr} \sim t^\alpha$, which describes the length over which an energy fluctuation can be transported over a time $t$. Here $\alpha$ is plotted as a function of a microscopic tuning parameter (roughly disorder strength) for a one dimensional system. The continuous vanishing of $\alpha$ at the critical point implies the existence of a sub-diffusive delocalized phase between the insulator and normal thermal fluid.

on some interesting features of the transition, which could be highly relevant to experiments with ultra-cold atoms. In this section I briefly review recent progress in understanding some features of the many-body localization transition in one dimensional systems.

A plausible coarse grained picture of the system close to the MBL transition is shown in Fig. 7(a). Because of fluctuations in the disorder strength some regions (sub-chains containing many local degrees of freedom) may behave locally as insulators whereas others are incipient conductors. Because these regions are finite, they behave as insulators or conductors according to their local properties only if they are observed at some finite time scale. At longer scales, locally insulating regions may be thermalized by larger nearby conducting blocks, or conversely, isolated thermal regions may be absorbed into larger insulators around them. A semi-phenomenological renormal-
ization group scheme that captures the thermalization or absence of thermalization between the different regions at increasing scales has been presented by et. al. [110]. Whether a block is insulating or thermal is assumed to be determined by a single parameter \( g = \Gamma / \Delta \), where \( \Gamma \) is the inverse time for entanglement propagation across the block and \( \Delta \) is the many-body level spacing of the block. The scheme leads to a flow of the distribution of \( g \) with two possible stable fixed points, insulating and thermalizing, in which \( g \) respectively decreases or grows exponentially with the length scale.

One result of the renormalization group study is the relation between the length \( l \) of a cluster (sub-chain) and the time \( \tau \) it takes to transport energy across it \( \tau \sim \tau_0 e^{l_0/l_0} \). In a conventional thermalizing system we expect diffusive transport, which implies \( z = 2 \) (i.e. \( l = \sqrt{D\tau} \)). So, one might expect that the transition to the localized phase can be characterized by how the diffusion constant \( D \) vanishes upon approaching the critical point. But this turns out to be a misguided expectation. Instead, we find that the dynamical exponent \( z \) diverges at the critical point, or as shown in Fig. 7(b), \( \alpha = z^{-1} \) vanishes continuously as the transition is approached. This result implies that the delocalized phase near the critical point exhibits sub-diffusive transport, as also supported by numerical studies of small systems using DMRG and exact diagonalization[95, 96]. At the critical point and in the insulating phase we have \( \tau \sim \tau_0 e^{l_0/l_0} \), where \( l_0 \) and \( \tau_0 \) are microscopic time and length scales respectively (in a weakly interacting fermion system for example, \( l_0 \) could be the single particle localization length).

It is easy to understand the origin of the sub-diffusive behavior even without delving into details of the renormalization group scheme. Let’s assume that the many-body localization transition is controlled by a scale invariant critical point, as the renormalization group points to. As we approach this critical point from the delocalized side there must be a diverging correlation length \( \xi \). At scales below \( \xi \) the system has not yet ”decided” if it is going to be insulating or localized on larger scales, therefore we are likely to find local insulating behavior on this scale. Insulating regions much larger than \( \xi \) have a low probability per-unit length \( p(l) \sim \xi^{-1} e^{-l/\xi} \), but they can occur with high probability in a sufficiently long sample. In a system of length \( L \) Close to the critical point the transport will be dominated by the slowest (a.k.a longest) insulating cluster on the chain. We can estimate the length \( l_m \) of this cluster by requiring the probability \( Lp(l_m) \) to be approximately 1. Thus the longest bottleneck for transport is typically of size \( l_m \approx \xi \ln(L/\xi) \) leading to a transport time

\[
\tau_{tr} \sim \tau_0 e^{l_m/l_0} \approx \tau_0 (L/\xi)^{\xi/l_0}.
\]

(97)

From this expression we can read off the dynamical exponent \( z = \xi/l_0 \), which indeed diverges at
the critical point. Such a phase, dominated by rare slow clusters is called a Griffiths phase [111].

The Griffiths phase terminates at the critical point marking the transition to the many-body localized phase. Interestingly a good scaling variable to characterize this critical point is the entanglement entropy of half the systems[? ]. In a finite system of size $L$, the results indicate a universal crossover from area-law entanglement entropy in the localized phase to fully thermal volume law entanglement in the delocalized phase. At the critical point itself the fluctuations of the half-system entanglement entropy diverge and scale with the volume $L$ (whereas they approach constants at large $L$ on either side of the transition). A corollary of this result is that the Griffiths phase described above is ergodic; it is characterized by a fully thermal volume law entropy with vanishing fluctuations.

F. The experimental situation

Because systems of ultra-cold atoms are almost perfectly isolated from the environment they provide a promising platform to investigate the physics of many body localization. Until recently, experiments have focused on Anderson localization of non interacting particles[112–115]. A typical experiment used a quench scheme to study the expansion of particles in a random potential background[112]. The particles are prepared in a highly confined state induced by a dipole trap, then the cloud is released and expands in a potential created by a random speckle pattern. The interaction between the expanding particles is negligible compared to the large kinetic energy acquired from the initial confined state. A direct signature of localization is obtained by observing the density profile of the expanding cloud at long times, which is a proxy of the single particle wave function $|\psi(x,t)|^2$. Another set of experiments studied the zero temperature quantum phase transition of interacting bosons from a superfluid to a disordered Bose insulator using linear response transport-like measurements[116–118] and using a quantum quench across the transition[119].

The above experiments do not address the generic many-body localization problem. The goal in this case would be to demonstrate a robust non-ergodic state, which exists at finite energy and over a range of interaction strengths. An early experiment to show evidence for MBL measured the global mass transport of interacting fermions on a disordered three dimensional lattice[14]. The relevant signature was apparent immobility of the atomic cloud, which persisted for a range of temperatures. One problem in measuring global transport, however, is that conserved quantities are slowest to equilibrate. Even in a thermalizing system, one may therefore need exceedingly long times to distinguish between slow transport and complete absence thereof. In addition global measurements are potentially sensitive to the inhomogeneity of the trap. For example a localized
weakly interacting region at the wings of the cloud can block or slow down movement of a more mobile core. Some of these issues were overcome in a recent experiment designed to study many-body localization by observing the relaxation of local observables. The experiment was done with a system of interacting Fermions in a quasi-periodic one-dimensional lattice, well described by the following model Hamiltonian:

\[
\hat{H} = -J \sum_{i,\sigma} \left( \hat{c}^\dagger_{i,\sigma} \hat{c}_{i+1,\sigma} + \text{h.c.} \right) + \Delta \sum_{i,\sigma} \cos(2\pi \beta i + \phi) \hat{c}^\dagger_{i,\sigma} \hat{c}_{i,\sigma} + U \sum_i \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}.
\] (98)

Here the magnitude \(\Delta\) of the incommensurate lattice plays the role of effective disorder strength. Although this is not a true random potential the model without interactions exhibits Anderson localization above a critical effective disorder \(\Delta_c = 2J\). The difference between this model and a one-dimensional model with a true random potential is that in the latter all states are localized for arbitrarily weak disorder. Numerical results suggest that the interacting system with sufficiently large effective randomness also exhibits many-body localization with the same universal properties as the generic MBL phase.

The many-body localized state is identified in the experiment and its properties are studied by implementing a quench scheme and observing the consequent relaxation dynamics of observables. Specifically, the system is prepared in a far from equilibrium density wave state as depicted in Fig. 8(a). This initial state then begins to evolve subject to the full Hamiltonian modeled by 98 and we monitor the time dependence of the density wave order. The latter is captured by the normalized imbalance between the number of particles in even sites \(N_e\) and that in odd sites \(N_o\)

\[
\mathcal{I} = \frac{N_e - N_o}{N_e + N_o}.
\] (99)

In an ergodic phase the system would relax to thermal equilibrium corresponding to a high temperature, in which the symmetry between even and odd sites must be restored so that \(\mathcal{I} \to 0\). Instead the experimental time traces show, for a wide regime of interaction and disorder strengths) an initial rapid drop but then saturation of the imbalance to a stationary value different from zero at long times compared to the hopping rate. Examples of such time traces are shown in Fig. 8(b). This result is a direct signature of robust ergodicity breaking; it shows that there is a phase characterized by an infinite set of local conserved quantities, closely related to the local densities.

The phase diagram shown in Fig. 8(c) is constructed after measuring time traces of the imbalance for a wide range of interaction and disorder strengths. The light gray flow lines depict the
postulated RG flow, which controls the localization transitions on this phase diagram. The axis corresponding to $U = 0$ exhibits the non generic critical point of the non-interacting Aubry-Andrey model[120]. On the other hand, for any finite interaction strength the transition is expected to be controlled by the generic fixed point addressed in Ref. [? ]. The interactions also have a noticeable effect on the phase boundary. Moderate interactions have a delocalizing effect which leads to increase of the critical disorder strength. However, the critical disorder strength drops again when the interaction exceeds the single particle band-width.

The behavior at large $U$ has strong dependence on the nature of the initial state, which is controlled in the experiment by changing the strength of interaction $U_i$ in the preparation stage, when the atoms are loaded into the optical lattice. When $U_i$ is large and positive, there are almost no doubly occupied sites in the initial state, while if $U_i$ is large and negative there are many double occupancies . Now, if the interaction effective during time evolution is strong $U \to \pm \infty$, then due to energy conservation doublons present in the initial state cannot decay and new ones cannot form. The bold black phase boundary in Fig. 8(c) corresponds to the doublon free situation corresponding to large positive $U_i$. In this case the dynamics of a state with no doublons can be mapped exactly to the dynamics of non-interacting (spineless) fermions[15], which explains the symmetry . Which explains the symmetry between the $U = 0$ and $U \to \infty$ limits. On the other hand, if there are doublons in the initial state then they become extremely heavy particles (with effective hopping $J_D \sim J^2/U$ at large $U$) which are therefore easy to localize. The corresponding critical disorder is the lower boundary of the striped area in the phase diagram.

The above results have provided evidence for many-body localization but more experiments are needed to substantiate them and to characterize the dynamics in the many-body localized phase and phase transition. One issue that came up in the recent experiment[15] is that on time scales much larger than shown in Fig. 8(b), the imbalance slowly decays due to the slow destruction of MBL by scattering and loss of atoms interacting with the laser light. Recall that many-body localization crucially relies on having a closed system and is therefore very sensitive to the above loss processes that, in effect, open it. It may be interesting to learn about the MBL phase by investigating how susceptible it is to adding such dissipative couplings. This can be particularly useful in studying the many-body localization phase transition. Here an analogy with conventional quantum phase transitions (QPT) can be useful. A QPT is sharply defined only at zero temperature just as the MBL transition exists only for vanishing coupling to a bath. Nonetheless a QPT has a dramatic influence on the physics at finite temperatures, where sufficiently close to the critical point, the temperature provides the only infrared cutoff scale. Similarly we expect the MBL transition to
FIG. 8: (a) Schematic illustration of the initial state for the quench dynamics studied experimentally in Ref. [15]; the system is prepared in a density-wave configuration where every second site is empty. (b) Time evolution of the relative density imbalance between even and odd sites $I = (\langle N_e - N_o \rangle)/(N_e + N_o)$. Relaxation of the imbalance to a non-vanishing stationary value is a direct demonstration of ergodicity breaking from [15]. (c) Experimentally determined phase boundary between the ergodic fluid and the non-ergodic MBL phase. The bold line corresponds to initial state with no (or very few) doublons, while the lower line corresponds to an initial state with many doublons. Panels (b) and (c) are reproduced from Ref. [15].

broaden by the dissipative coupling into a universal crossover controlled by the putative localization critical point. The dissipative coupling provides the only relevant infrared cutoff in this case. Hence by controlling it experiments should be able to access the critical properties, just as temperature dependence of observables reveals the critical properties of quantum phase transitions.

Further experiments are also needed in order to characterize the dynamics in the insulating phase as well as the delocalized Griffiths phase. For example, as discussed in section VI D, the temporal fluctuations of the imbalance about its long time stationary value is expected to be suppressed as a power of the time in the MBL phase due to the correlated oscillations of a growing number of entangled particles[107]. By contrast, in a non interacting localized system the fluctuations, due to independent oscillations of non entangled particles, do not decay in time. Anomalous power-laws are also expected to occur in the frequency dependence of dynamic-response functions due to Griffiths like effects in the insulating regime[103, 121].
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