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Abstract—In this article, a class of continuous-time noncooperative games in networks of double-integrator agents is explored. The existing methods require that agents communicate with their neighbors in real time. In this article, we propose two discrete-time communication schemes based on the designed continuous-time strategy-updating rule for the efficient use of communication resources. First, the property of the designed continuous-time rule is analyzed to ensure that all agents’ strategies can reach the Nash equilibrium (NE). Then, we propose, respectively, periodic and event-triggered communication schemes for the discrete-time interactions among agents. The rule in the periodic case is implemented synchronously. The rule in the event-triggered case is executed asynchronously without Zeno behaviors. All agents in both cases can reach the NE asymptotically by interacting with neighbors at discrete times. Simulations are performed in networks of Cournot competition to illustrate the effectiveness of the proposed methods.

Index Terms—Double-integrator dynamics, event-triggered communication, Nash equilibrium (NE), noncooperative games, periodic communication.

I. INTRODUCTION

IN THE last decade, there has been a growing interest in adopting game theory to characterize the interactions among decision-making agents in distributed control systems [1]. This is partially because of the wide applications of game theory in smart grids [2], communication networks [3], and sensor networks [4]. In these applications, selfish agents aim to maximize/minimize their own objectives, which may be coupled with the objectives of the others. Noncooperative games provide a powerful tool to analyze how an agent does in response to the actions of other agents. By this method, the coordination objective of multiagent systems can be formulated as the Nash equilibrium (NE) which corresponds to the natural emergent behavior resulting from the interactions of selfish agents [5].

Roughly speaking, the dynamics of noncooperative games can be classified into two categories. One relies on the best-response dynamics, which derive from the most natural “game playing,” i.e., each player changes his strategy to minimize his cost, given strategies of other players [6], [7], [8]. The other relies on the gradient dynamics, which are usually suitable for continuous cost functions. From the perspective of optimization, the strategy of each player is updated along the direction of the fastest descent of its cost function.

Based on the gradient dynamics, the studies of continuous-time noncooperative games in the framework of multiagent systems have recently drawn more and more attention. In this framework, the distributed strategy-updating rules (or NE seeking algorithms) based on consensus protocols designed for games with incomplete information are totally different from the methods proposed in Bayesian games [9], [10], [11]. In such a setting, agents are forced to move to NE with the estimation of other agents’ strategies by communicating with neighbors. The corresponding results are more suitable for networked control systems, such as sensor networks [4], [12], communication networks [3], and smart grids [2], [13]. In consideration of the cyber–physical scenarios where the implementation of distributed algorithms among agents is driven both by inherent dynamics and their own interests, some studies have focused on the games among agents with complex dynamics. Distributed NE seeking algorithms were proposed for second-order linear/nonlinear systems [12], [13], [14]. Besides, (generalized) NE seeking algorithms were proposed for agents with multi-integrator dynamics [3], [15]. A network of general linear systems was steered by a distributed feedback algorithm to NE [16]. For agents with nonlinear dynamics, distributed algorithms were designed to seek NE of games [17], [18].

However, it is a basic feature that the continuous-time communications among agents are assumed in the model setup of continuous-time seeking algorithms proposed in all the above-mentioned work. For example, in mobile sensor networks,
agents (e.g., robots or vehicles) are forced by continuous-time
seeking algorithms [3], [15], which require to be implemented
by the continuous communication among agents. Taking the
communication costs into account, the continuous-time mech-
amism is undoubtedly expensive. Furthermore, due to mobile
sensors with limited energy, it is impossible to apply these
algorithms in practical situations where agents communicate
with each other only at discrete-time instants. To the best
of our knowledge, only a few works have been reported
on discrete-time communication schemes for noncoopera-
tive games. Furthermore, few studies have been reported on
the discrete-time interactions in continuous-time NE seek-
ing algorithms. For continuous-time best-response dynamics
proposed in [6], a self-triggered communication scheme was
designed. In [11] and [19], static event-triggered communica-
tion schemes were proposed for differential games. The
comparison between our proposed method and the existing
work is shown in Table I. These observations motivate us to
study the strategy-updating rules with discrete-time commu-
nication schemes to ensure the convergence of all agents’
strategies. The interaction laws among agents are designed to accurately estimate the strategies of others. During the time interval between any two successive
discrete communication times, outdated information is used.
The longer the communication is disconnected, the further
away the estimations could be driven from the real values. It
may happen that agents’ strategies are far away from the NE
of games. In such a case, how to design discrete-time com-
munication schemes to ensure the convergence of all agents’
strategies to the NE is a critical problem to be solved. Thanks
to various node-based and edge-based event-triggered control
methods proposed in multiagent systems [24], [25], [26], [27],
[28], [29], it is possible to solve this problem.

In this article, the discrete-time communication schemes of a
distributed continuous-time strategy-updating rule for agents
modeled by double-integrator systems is studied. Similar to
the existing work, all agents need to agree to implement
the designed algorithm by exchanging information with their
neighbors. Thus, agents can estimate the strategies of others
through local interactions in a distributed way. A summary of
the main contributions is given below.

1) To remove the requisite of the continuous-time com-
munication in the existing distributed NE seeking
algorithms, a periodic communication scheme is first
proposed to realize periodic and synchronous sampling.
Then, for the purpose of saving communication
resources, we design an asynchronously dynamic event-
triggered communication scheme which depends on an
internal variable with its own dynamics. The scheme is
proven to be Zeno-free. And, it is different from the
self-triggered communication [6] and the static event-
triggering schemes [19], [20]. A self-triggered scheme
predicts the next event time to sample new information
based on available information at the current triggering
time. But in the event-triggering scheme, communication
times are determined only by real-time triggering condi-
tions. Furthermore, for a system, the minimum interevent
interval in a designed dynamic event-triggered scheme
is likely to be larger than that in a static event-triggered
scheme [19], [20].

2) Agents with double-integrator dynamics are studied in
noncooperative games. Different from the updating rule
for the predictive strategy formed by the position and the
velocity proposed in [3], the strategy-updating rule given
in this article utilizes each agent’s own real-time strategy
(i.e., positions) and the estimation of strategies of other
agents for forcing itself to update its strategy along the
direction of the subgradient of its cost function.

3) Continuous cost functions are investigated in this arti-
cle, and the assumption on continuously differentiable
cost functions in the related previous works (see [14],
[16], [23], [30] and the references therein) is relaxed.
The proposed strategy-updating rules synthesize subgra-
dient dynamics and differential inclusions to deal with
continuous cost functions.

The remainder of this article is organized as follows. In
Section II, the problem formulation is given and some related
preliminaries are introduced. In Section III, a continuous-time
strategy-updating rule is proposed. The discrete-time com-
munication schemes are designed in Section IV. Simulation
examples are provided in Section V. Finally, conclusions and
future issues are presented in Section VI.

**Notations:** $\mathbb{R}$ denotes the set of real numbers. $\mathbb{R}_{\geq 0}$ is
the set of non-negative real numbers. The set composed of
non-negative integer numbers is denoted by $\mathbb{Z}_{\geq 0}$. $\mathbb{R}^{n}$ is the
$n$-dimensional real vector space. $\mathbb{R}^{n \times m}$ denotes the set of $n \times m$
real matrices. For a vector $x \in \mathbb{R}^{n}$, its Euclidean norm is $\|x\|_2$. Given
matrix $A \in \mathbb{R}^{n \times n}$, its transpose and the spectral norm are
denoted by $A^T$ and $\|A\|_2$, respectively. For matrices $A$ and $B$, $A \otimes B$
denotes their Kronecker product. $A_k$ and $\lambda_n(A)$ are the second
smallest and the largest eigenvalues of matrix $A$, respectively, and they are
denoted simply by $A_{k}$ and $\lambda_n$. Let $\text{col}(x_1, \ldots, x_n) = [x_1^T, \ldots, x_n^T]^T$. $\text{blk}(A_1, \ldots, A_n)$ is the block
diagonal matrix with diagonal elements $A_1, \ldots, A_n$. $I_n$ and $0_n$
are $n$-dimensional column vectors where all elements are 0
and 1, respectively. $I_n$ denotes the $n \times n$ identity matrix. A
zero matrix is denoted by $0$ with appropriate dimensions. A
set-valued map $\mathcal{F}(x) : \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ is the map from a vector
$x \in \mathbb{R}^{n}$ to the collection of all subsets of $\mathbb{R}^{n}$.

## II. Problem Formulation and Preliminaries

### A. Problem Formulation

An $N$-person noncooperative game with $N$ agents is consid-
ered here. Let $G = (\mathcal{I}, \Omega, J)$ denote the game, where
agents are indexed in the set \( I = \{1, \ldots, N\} \), \( \Omega = \Omega_1 \times \cdots \times \Omega_N \subset \mathbb{R}^{Nn} \) with agent \( i \)'s strategy set \( \Omega_i \subset \mathbb{R}^n \), \( i \in I \). 

\( J = (J_1, \ldots, J_N) \), \( J_i(x_i, \ldots) : \Omega_i \times \prod_{j \neq i} \Omega_j \rightarrow \mathbb{R} \)

is agent \( i \)'s cost function relying on its own strategy \( x_i \in \Omega_i \) and the other agents’ strategies denoted by vector \( x_{-i} = \text{col}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N) \). Let \( x = \text{col}(x_1, \ldots, x_N) \in \Omega \), which denotes the strategy profile composed of all agents’ strategies. For the game with incomplete information, agents have to estimate strategies of the others by interactions with their neighbors in a network denoted by \( G = (I, \mathcal{E}) \), which may be undirected or directed. For the detailed concepts of graphs, please refer to [31].

We consider that each agent in the network has the inherent dynamics, modeled by a double-integrator system

\[
\begin{align*}
\dot{x}_i &= v_i \\
\dot{v}_i &= u_i.
\end{align*}
\]

In (1), \( x_i \in \mathbb{R}^n \) is agent \( i \)'s strategy, \( v_i \in \mathbb{R}^n \) is the auxiliary state, and \( u_i \in \mathbb{R}^p \) is the control input. Given the other agents’ strategies \( x_{-i} \), agent \( i \) seeks its strategy to minimize its cost in the game, i.e., \( \min_{x_i \in \Omega_i} J_i(x_i, x_{-i}) \). The double-integrator dynamics (1) can represent several types of physical systems, such as autonomous vehicles in traffic scenarios [32], mobile robots in sensor networks [12] and Euler–Lagrange systems [13].

**Assumption 1:** Let \( \Omega_i = \mathbb{R}^n \). Cost \( J_i(x_i, x_{-i}) \) is a continuous function. And, it is convex in \( x_i \) for every fixed \( x_{-i} \) and for all \( i \in I \).

Under Assumption 1, the \( N \)-person noncooperative game formulated in this article admits an NE [33, Th. 4.4]. The cost function \( J_i \) represents a goal or performance metric of agent \( i \), and it may be nonsmooth in many settings. For example, a piecewise linear price function was studied in the Cournot model [34], the performance of compressing sense is measured by \( l_1 \)-norm in [35], and the congestion costs of flow control are assumed to be piecewise smooth in communication networks [36].

In summary, the problems we need to handle include: 1) the proposal of a continuous-time strategy-updating rule for double-integrator agents with continuous cost functions; 2) the design of discrete-time communication schemes to reduce communication loads; and 3) the analysis of the proposed methods that can ensure the asymptotical convergence of strategies to the unique NE of noncooperative game \( G \).

**Remark 1:** Assumption 1 is more general than that in [23]. Under Assumption 1, it is seen that the strategy-updating rule designed in [23] is a special case corresponding to the rule designed in this article. Moreover, the analysis in [23] is only based on ordinary differential equations and the classical Lyapunov stability theory. There is no further study on the periodic communication scheme in the conference version of this article [23]. Although a part of conclusions in this article is similar to that in [23], the conclusions in this article are applicable to the cases with more general cost functions.

### B. Preliminaries

Here, we introduce some necessary notations and lemmas in noncooperative games, convex analysis, and differential inclusions.

**Definition 1** [33, Definition 3.7]: A pure NE of game \( G \) is a strategy profile \( x^* = \text{col}(x_1^*, \ldots, x_N^*) \in \Omega \) satisfying inequality \( J_i(x_i^*, x_{-i}^*) \leq J_i(x_i^*, x_{-i}^*) \) for any \( x_i \in \Omega_i \) and all \( i \in I \).

The NE is a point at which any agent has no willingness to decrease its cost by changing its strategy unilaterally.

**Lemma 1** [33, Corollary 4.2]: Under Assumption 1, game \( G \) admits a pure NE \( x^* \in \Omega \) satisfying

\[
0_n \in \partial J_i(x_i^*, x_{-i}^*) \quad \forall i \in I
\]

where \( \partial J_i(x_i, x_{-i}) \in \mathbb{R}^n \) is the subdifferential of cost function \( J_i \) at the strategy \( x_i \) for fixed \( x_{-i} \).

The condition (2) is a generalization of \( \nabla J_i(x_i^*, x_{-i}^*) = 0_n \) which denotes the gradient of the smooth function \( J_i(x_i, x_{-i}) \) with respect to \( x_i \) and is widely used in [3], [13], [14], [16], and [33]. Let \( F(x) = \prod_{i=1}^N \partial J_i(x_i, x_{-i}) \).

**Assumption 2:** The map \( F(x) : \Omega \Rightarrow \mathbb{R}^{Nn} \) is Lipschitz continuous with Lipschitz constant \( \theta > 0 \) and is strongly monotone; that is, \( (x - x')^T (d - d') \geq w\|x - x'\|^2, \ w > 0 \ \forall x, x' \in \Omega, \ d \in F(x), \ d' \in F(x') \).

**Definition 2** [37, Th. 6.1.2]: If a function \( f : C \rightarrow \mathbb{R} \) is strongly convex on a convex set \( C \subset \mathbb{R}^n \), there exists a constant \( c > 0 \) such that \( (y - y')^T (d - d') \geq c\|y - y'\|^2 \ \forall d \in \partial f(y), \ d' \in \partial f(y') \), where \( \partial f(y) \) is the subdifferential of \( f(\cdot) \) at \( y \).

**Proposition 1** [38, Proposition 9]: Let \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) be a locally Lipschitz and convex function. Then:

1) \( \partial f(y) \subset \mathbb{R}^n \) is nonempty, convex, compact, and all \( d \in \partial f(y) \) satisfy that \( |d| \leq l \) for some \( l > 0 \);

2) \( \partial f(y) \) is upper semi-continuous at \( y \in \mathbb{R}^n \).

A differential inclusion [39] is considered as follows:

\[
\dot{z} \in F(z), \ z(0) = z_0
\]

where \( F: \mathbb{R}^n \Rightarrow \mathbb{R}^n \) is a set-valued map. A solution of (3) is an absolutely continuous curve \( z : [0, T] \rightarrow \mathbb{R}^n \) that satisfies (3) for almost all \( t \in [0, T] \). The set of equilibria of system (3) is \( E = \{ z \in \mathbb{R}^n \mid 0 \in F(z) \} \). If \( F: \mathbb{R}^n \Rightarrow \mathbb{R}^n \) is upper semicontinuous with nonempty, compact, and convex values, there exists a solution to (3) for any initial condition.

**Lemma 2** [38, Th. 4.1]: Let \( V: \mathbb{R}^n \rightarrow \mathbb{R} \) be a smooth function. Define \( S \subset \mathbb{R}^n \) as a strongly positively invariant set under (3). The set-valued Lie derivative of \( V \) with respect to \( F \) at \( z \) is \( \mathcal{L}_F V = \{ \xi \in \mathbb{R}^n \mid (\mathcal{V}(\xi))^T \nu \ \forall \nu \in F(z) \} \). If \( \max \mathcal{L}_F V \leq 0 \) or \( \mathcal{L}_F V = \emptyset \ \forall \xi \in S \), and the evolutions of (3) are bounded, the solutions of (3) starting from \( S \) converge to the largest weakly positively invariant set \( \mathcal{M} \) contained in \( S \cap \{ z \in \mathbb{R}^n \mid 0 \in \mathcal{L}_F V \} \). When \( \mathcal{M} \) is finite, the limit of every solution exists and is an element of \( \mathcal{M} \).

### III. Distributed Continuous-Time Strategy-Updating Rule

For the game with incomplete information, every agent is assumed to estimate the other agents’ strategies and to regulate the estimation by communicating with its neighbors.

Motivated by the augmented pseudo-gradient dynamics designed in [40], we define an estimation vector of agent \( i \) about all agents’ strategies by \( x_i^e = \text{col}(x_1^e, \ldots, x_N^e) \), where \( x_i^e \) is agent \( i \)'s estimation on the strategy of agent \( j \) and \( x_i^e = x_i \). Denote \( x_i^e_{-i} = \text{col}(x_1^e, \ldots, x_{i-1}^e, x_{i+1}^e, \ldots, x_N^e) \). Let \( a \) and \( k \) be...
positive constants to be designed. A strategy-updating rule is proposed as follows:

\[
\begin{align*}
\dot{x}_i &= v_i \\
\dot{v}_i &= -kv_i - \partial_x J_i(x_i, x'_i) - \frac{\alpha}{k} R_i \sum_{j \in \mathcal{I}} a_{ij}(x'_i - x^i) \\
\dot{x}_i' &= -\alpha S_i \sum_{j \in \mathcal{I}} a_{ij}(x^i - x'_i)
\end{align*}
\]  

(4)

where \(a_{ij}\) is the weight on edge \((i, j) \in \mathcal{E}\) of graph \(\mathcal{G}\) and \(\partial_x J_i(x_i, x'_i)\) represents the subdifferential of \(J_i(x_i, x'_i)\) at \(x_i\) with the estimation vector \(x'_i\).

\[
R_i = \begin{bmatrix}
I_{n \times (i-1)n} & I_n & 0_{n \times (N-i)n}
\end{bmatrix}
\]

and

\[
S_i = \begin{bmatrix}
I_{(i-1)n \times (i-1)n} & 0_{(i-1)n \times n} & 0_{(i-1)n \times (N-i)n} \\
0_{(N-i)n \times (i-1)n} & I_{(N-i)n \times n} & 0_{(N-i)n \times (N-i)n} \\
I_{(N-i)n \times (N-i)n} & & \end{bmatrix}
\]

are selection matrices to select the needed elements, that is, \(x_j = R_i x_i\) and \(x'_j = S_i x_i\), \(J_i(x_i, x'_i)\) is agent \(i\)'s cost determined by its own strategy and the estimation of strategies of other agents. The extra correction term \(R_i \sum_{j \in \mathcal{I}} a_{ij}(x'_i - x^i)\) is instrumental in the agreement of agents' estimation vectors. The strategy \(x_i\) is expected to evolve in the direction of any subgradient of cost function \(J_i\) to the NE. Thus, the dynamics of auxiliary state \(v_i\) can be represented as a differential inclusion. Define \(x = \text{col}(x^1, \ldots, x^N)\). A set-valued map \(\mathcal{F}(x)\) is Lipschitz continuous with Lipschitz constant \(\theta > 0\).

Assumption 3: The set-valued map \(\mathcal{F}(x)\) is Lipschitz continuous with Lipschitz constant \(\theta > 0\). Assumption 2 ensures that noncooperative game \(G\) has a unique NE [41, Th. 2]. The assumptions of Lipschitz continuity and monotonicity of involved maps are also used in [40] and [14]. Assumption 3 is an extension of Assumption 2 from the strategy space \(\Omega\) to its augmented space \(\Omega^N\). The assumption on the strong monotonicity of \(\mathcal{F}(x)\) can hold under that each \(J_i(x_i, x'_i)\) is a convex function. The following analysis mainly focuses on undirected graphs, which are assumed to be connected in the following assumption.

Assumption 4: The undirected communication graph \(\mathcal{G}\) is connected.

Let \(x = \text{col}(x^1, \ldots, x_N)\), \(v = \text{col}(v_1, \ldots, v_N)\), \(x = \text{col}(x^1, \ldots, x_N)\), \(\mathcal{R} = \text{blk}[R_1, \ldots, R_N]\), \(\mathcal{S} = \text{blk}[S_1, \ldots, S_N]\), \(\mathcal{S}x = \text{col}(x^1, \ldots, x_N)\), and \(L = L \otimes I_{Nn}\). A compact form of the designed rule (4) for all agents is given by

\[
\begin{align*}
\dot{x}_i &= v_i \\
\dot{v}_i &= -kv_i - \mathcal{F}(x) - \frac{\alpha}{k} \mathcal{R}Lx \\
\dot{S}x &= -\alpha SLx.
\end{align*}
\]  

(5)

Lemma 3: Suppose that Assumptions 1 and 4 hold. \(x^*\) is the NE of game \(G = (\mathcal{I}, \mathcal{O}, J)\) if and only if \((x^*, 0_{Nn}, 1_N \otimes x^*)\) is the equilibrium of dynamical system (5).

The proof is straightforward. We omit it for the limited space.

Theorem 1: Suppose that Assumptions 1–4 hold. Agents, modeled by (1), update their strategies by the strategy-updating rule (4). Then, all agents' strategies can reach the unique NE of game \(G = (\mathcal{I}, \mathcal{O}, J)\) asymptotically, provided that the parameters \(k\) and \(\alpha\) satisfy that \(k > \max\{2\theta/w, \theta + \sqrt{\theta^2 + \alpha\|\mathcal{R}\|}\}, \|\mathcal{R}\|/\lambda_2\}\) and \(\alpha(\lambda_2 - \|\mathcal{R}\|/k) > \theta + k^2\theta/4\), respectively, where \(\theta\) and \(w\) are defined in Assumption 2, \(\lambda_2\) is the second smallest eigenvalue of the Laplacian matrix \(\mathcal{L}\), \(\mathcal{R} = \text{blk}[R_1, \ldots, R_N]\) and \(L = L \otimes I_{Nn}\).

Proof: Define \(\bar{x} = x - x^*, \bar{v} = v - v^*,\) and \(\tilde{x} = x - 1_N \otimes x^*\). The system (5) can be transformed into

\[
\begin{bmatrix}
\dot{\tilde{x}} \\
\dot{\bar{v}} \\
\dot{\bar{x}}
\end{bmatrix} = \mathcal{F}(\tilde{x}, \bar{v}, \bar{x})
\]  

(6)

where

\[
\mathcal{F}(\tilde{x}, \bar{v}, \bar{x}) = \begin{bmatrix}
-k\bar{v} - \mathcal{F}(x) + \mathcal{F}(x^*) - \frac{\alpha}{k} \mathcal{R}L\tilde{x} \\
-\alpha \mathcal{S}L \tilde{x} \\
0
\end{bmatrix}.
\]

(7)

Recall the definition of \(\mathcal{F}(x)\). It follows from Lemma 1 that \(0_{Nn} \in \mathcal{F}(x^*)\).

Consider a Lyapunov candidate function \(V = (1/2)(\|\bar{v}\|^2 + \|\bar{k}\|^2 + \bar{x}^T S^T \bar{S}\tilde{x})\). The set-valued Lie derivative of \(V\) with respect to \(\mathcal{F}\) is given by

\[
\mathcal{L}_x V = \left\{\xi \in \mathbb{R} : \xi = -k\|\bar{v}\|^2 - 2\bar{v}^T (d - d^*) - \frac{2\alpha}{k} \bar{v}^T \mathcal{R}L\tilde{x}
\right\}.
\]

(8)

Let \(\bar{x}^* = (1/N)1_N \otimes 1_N \tilde{x}\) and \(\bar{x}^* = (1/N)1_N \otimes 1_N \tilde{x}\). Then, \(\tilde{x} \in \mathbb{R}^{Nn}\) can be decomposed into two components. One is in the consensus subspace and the other is in the orthogonal complement of the consensus subspace, that is, \(\tilde{x} = \bar{x} + \bar{x}^*\). Since \(\bar{x}^* = (1/N) \otimes x\) for some \(x \in \mathbb{R}^{n}\), it follows that \(\bar{x}^* = 0_{Nn}\); and \((\bar{x}^*)^T \bar{x}^* \leq 2\|\bar{x}^*\|^2\). From the definitions of \(\bar{x}^*\) and \(\bar{x}^*\), \((\bar{x}^*)^T \bar{x}^* = 0\). Thus, \(\|\bar{x}^*\|^2 = \|\bar{x}^*\|^2 + \|\bar{x}^*\|^2\). Define \(d \in \mathcal{F}(1_N \otimes x)\) for some \(x \in \mathcal{O}\). If \(x^i = x = i \in \mathcal{I}, \partial_x J_i(x_i, x'_i) = \partial_x J_i(x_i, x_i)\). It follows from the definitions of \(\mathcal{F}(x)\) and \(\mathcal{F}(x)\) that \(\mathcal{F}(1_N \otimes x) = \mathcal{F}(x)\). Under Assumptions 2 and 3, it follows that:

\[
-2\bar{v}^T (d - d^*) \\ \\
\leq 2\theta \|\bar{v}\| \|\bar{x}\|^2 + 2\theta \|\bar{v}\| \|\bar{x}\|^2 \\
\leq 2\theta \|\bar{v}\|^2 + \theta \|\bar{x}\|^2 + \theta \|\bar{x}\|^2
\]

(7)

and

\[
-k\bar{v}^T (d - d^*) \\ \\
\leq -k\|\bar{x}\|^2 - k\|\bar{x}\|^2 \\
\leq \theta \|\bar{x}\|^2 + \frac{k^2\theta}{4} \|\bar{x}\|^2
\]

(9)

Thus

\[
\xi \leq - (k\bar{x} - 2\theta) \|\bar{x}\|^2 - \left(\frac{k^2\theta}{4} \|\bar{x}\|^2 - \frac{k^2\theta}{4} \|\bar{x}\|^2\right).
\]
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Since \( \xi \) is arbitrary, it follows that:

\[
\max \mathcal{L}_F V \leq - (k w - \vartheta) \| \dot{x} \|^2 - \left( k - 2 \theta - \frac{\alpha \| R L \|}{k} \right) \| \dot{\nu} \|^2 - \left( \alpha \lambda_2 - \theta - \frac{\alpha \| R L \|}{k} + \frac{\theta k^2 \theta}{4} \right) \| \dot{x}^o \|^2.
\]

If \( k > \max \{ 2 \theta / \nu, \theta + \sqrt{\theta^2 + \alpha \| R L \|}, \| R L \| / \lambda_2 \} \), and \( \alpha (\lambda_2 - \| R L \| / k) > \theta + \frac{k^2 \theta}{4} \), max \( \mathcal{L}_F V < 0 \) with \( \dot{x} \neq 0 \), \( \dot{\nu} \neq 0 \), or \( \dot{x} \neq 0 \nu^o \), max \( \mathcal{L}_F V = 0 \) only if \( \dot{x} = 0 \nu_n \), \( \dot{\nu} = 0 \), and \( \dot{x} = 0 \nu^o_n \), which indicates that all agents' strategies arrive at the NE. Recall that \( V \) is a continuously differentiable, radially unbounded and positive definite function. It follows from system (6) that the origin is the equilibrium point. According to [42, Corollary 4.2 and Th. 4.4], the largest invariant set is given by

\[
M = \left\{ \tilde{x} \in \mathbb{R}^{Nn}, \tilde{\nu} \in \mathbb{R}^{Nn}, \tilde{x} \in \mathbb{R}^{N^2n} | \tilde{x} = 0_{Nn}, \ \tilde{\nu} = 0_{Nn}, \ \tilde{x} = 0_{N^2n} \right\}.
\]

By Lemma 2, any trajectory of (6) starting from an initial condition \((x_0, v_0, \tilde{x}_0)\) converges to the invariant set \( M \). Thus, \((x, v, x)\) converges to the equilibrium \((x^*, 0_{Nn}, 1_N \otimes \dot{x}^*)\) as \( t \rightarrow \infty \). It indicates that all agents' strategies can reach the NE of noncooperative game \( G = (\mathcal{I}, \Omega, J) \).

**Remark 2**: To ensure that each agent estimates the strategies of others accurately, it is necessary to assume the connectivity of the communication graph, which is a global property of the communication graph. In the case that the communication topology is the prior knowledge to agents, parameters \( \alpha \) and \( k \) can be selected to satisfy the conditions in Theorems 1–3. In addition, \( \| R L \| \) only depends on the maximal degree of nodes in the graph, due to the special structure of \( \mathcal{R} \). If the overall communication structure is unknown, the total number of agents is necessary to be known to estimate the algebraic connectivity \( \lambda_2 \) and \( \| R L \| \). The conditions involving the Laplacian matrix of the graph can be relaxed by eigenvalue estimations or adaptive gains, such as the adaptive algorithm proposed in [43].

The above result can be extended to the weight-balanced and strongly connected directed graphs (digraphs). To avoid any confusion, we denote the second smallest eigenvalue of \((1/2)(L + L^T)\) by \( \hat{\lambda}_2 \).

**Corollary 1**: Let \( G \) be a weight-balanced and strongly connected digraph. Under Assumptions 1–3, the strategies of the agents, who have dynamics (1) and update their strategies by the strategy-updating rule (4), can asymptotically reach the unique NE of game \( G = (\mathcal{I}, \Omega, J) \), provided that \( k > \max \{ 2 \theta / \nu, \theta + \sqrt{\theta^2 + \alpha \| R L \|}, \| R L \| / \lambda_2 \} \) and \( \alpha (\hat{\lambda}_2 - \| R L \| / k) > \theta + \frac{\hat{\lambda}_2^2 \theta}{4} \), where \( \theta \) and \( w \) are defined in Assumption 2, \( \hat{\lambda}_2 \) is the second smallest eigenvalue of \((1/2)(L + L^T)\), \( \mathcal{R} = \text{blk} \{ R_1, \ldots, R_N \} \) and \( L = L \otimes I_{Nn} \).

**Proof**: The proof is similar to that for Theorem 1. The difference is the treatment on \((1/2)\tilde{x}^T S \tilde{L} \tilde{x} \) in the Lyapunov function \( V \). For a weight-balanced and strongly connected digraph, the set-valued Lie derivative of \( V \) with respect to \( \mathcal{F} \) is

\[
\mathcal{L}_F V = \left\{ \xi \in \mathbb{R} : \xi = -k \| \dot{\nu} \|^2 - 2\| \dot{x} \|^2 \right\}
\]

The rest analysis is similar to that in the proof of Theorem 1 and is omitted for saving the space.

**IV. DISTRIBUTED STRATEGY-UPDATING RULE WITH DISCRETE-TIME COMMUNICATION**

In this section, discrete-time communication schemes for strategy-updating rule (4) are explored in a reliable and secure communication network. The implementation of strategy-updating rule (4) requires agents to communicate with each other in continuous time, which facilitates the theoretical analysis. Considering the cost and execution mechanism of communication in practical scenarios, we study the strategy-updating rule in discrete-time communication schemes. In this section, communication topologies described by undirected graphs are considered.

Let \( t^i_k | k=1, \ldots, \infty \in \mathbb{R}_+ \), such that \( t^i_k < t^i_{k+1} \), denote the time sequence at which agent \( i \) broadcasts its estimation state \( x^i(t^i_k) \) to its neighbors, for all \( i \in \mathcal{I} \). Before the next time \( t^i_{k+1}, \dot{x}^i(t^i_k) = x^i(t^i_k) \) for \( t \in [t^i_k, t^i_{k+1}) \). Sometimes \( t \) is omitted for simplicity.

For agent \( i \), the strategy-updating rule (4) with discrete-time communication is given by

\[
\dot{x}^i = v_i, \quad \dot{v}_i = -k v_i - \theta_j J_i (x, \dot{x}^i_j) - \alpha \frac{R_i}{k} \sum_{j \in \mathcal{J}} a_{ij} \left( \dot{x}^i - \dot{x}^j \right) - \alpha S_i \sum_{j \in \mathcal{J}} a_{ij} \left( \dot{x}^i - \dot{x}^j \right).
\]

Next, two discrete-time communication schemes are proposed for agents to interact with each other at discrete-time instants. Under these schemes, it is analyzed that all agents' strategies can converge asymptotically to the NE of game \( G = (\mathcal{I}, \Omega, J) \). One is a periodic communication scheme and the other is an event-triggered communication scheme.

**A. Periodic Communication**

In the periodic communication scheme, all agents are equipped with ideal samplers and zero-order holders and communicate with each other synchronously at time period \( \Delta \). In other words, each agent's sensor collects information from neighbors at the sampling time sequence \( t^i_k | k=1, \ldots, \infty \) generated by \( t^i_{k+1} - t^i_k = \Delta \) for all \( i \in \mathcal{I} \). Theorem 2 presents an upper bound on the size of the execution cycle of communications among agents over an undirected graph.

**Theorem 2**: Suppose that Assumptions 1–4 hold. Each agent communicates synchronously with its neighbors over graph \( G \) every \( \Delta \) seconds, starting at zero, where \( \Delta \in (0, \tau) \) and \( \tau \) is the upper bound of communication intervals given by

\[
\tau = \frac{1}{a} \ln \left( 1 + \frac{a \xi}{a + b + b \xi} \right).
\]
In (12), \( \xi^2 = [(\alpha \lambda_2 - \theta)k - \alpha \|RL\| - k^2\theta/4 - \alpha \|L\|/2]/(\alpha \|RL\| + \alpha \|L\| k^2/2) \), \( a = (\theta + 1)/\alpha \), and \( b = \alpha \|S^T SL\| \). Agents, modeled by (1), update their strategies by the strategy-updating rule (11). Then, all agents’ strategies can reach the unique NE of game G asymptotically, provided that parameters \( k \) and \( \alpha \) satisfy that \( k > \max[2\theta/\omega, \theta + \sqrt{\theta^2 + 2\alpha \|RL\| \|L\|/\lambda_2 + \|L\|/\lambda_2}) \) and \( \alpha \lambda_2 - \|RL\|/k - \|L\|/2k > \theta + k^2\theta/4 \), respectively. Here, \( \theta \) and \( w \) are defined in Assumption 2, \( \lambda_2 \) is the second smallest eigenvalue of the Laplacian matrix \( L, R = \text{blk}[R_1, \ldots, R_N] \), and \( L = L \otimes I_{N'} \).

Proof: First, similar to the analysis of Theorem 1, we transfer the equilibrium to the origin. Let \( e_i = \hat{x}(i_j) - x'(t) \forall i \in \mathcal{I} \) and \( e = \text{col}(e_1, \ldots, e_N) \) for \( e = \hat{x} - x \). System (11) can be written in a compact form

\[
\begin{bmatrix}
\dot{\hat{x}}, \dot{\hat{v}}, \dot{S}\hat{x}
\end{bmatrix}^T \in \mathcal{F}_1(\hat{x}, \hat{v}, \hat{x})
\]

where

\[
\mathcal{F}_1(\hat{x}, \hat{v}, \hat{x}) = \begin{bmatrix}
-\dot{\hat{v}} - F(x) + F(x) - \frac{q}{4} |RL| e + \hat{x}
-\alpha \dot{S}L e + \hat{x}
\end{bmatrix}.
\]

Recall the Lyapunov function \( V \) defined in Theorem 1. The set-valued Lie derivative of \( V \) with respect to \( \mathcal{F}_1 \) is given by

\[
\mathcal{L}_{\mathcal{F}_1} V = \{ \xi \in \mathbb{R} : \xi = -k\|\hat{v}\|^2 - 2\hat{v}^T (d - d^*) - \alpha \hat{x}^T L \hat{x}
- \frac{2\alpha}{k} \hat{v}^T RL \hat{x} - \hat{k}^2 (d - d^*) - \alpha \hat{x}^T L e
- \frac{2\alpha}{k} \hat{v}^T RL e, \ x \in F(x), \ d^* \in F(x^*) \}.
\]

Similar to the analysis in Theorem 1, it follows that

\[
\xi \leq -(kw - 2\theta)\|\hat{v}\|^2 - \left(k - 2\theta - \frac{\alpha \|RL\|}{k}\right)\|\hat{v}\|^2
- \left(\alpha \lambda_2 - \theta - \frac{\alpha \|RL\|}{k} - \frac{k^2\theta}{4}\right)\|\hat{x}\|^2
+ \frac{2\alpha}{k} \|RL\| \|\hat{v}\| |e| + \alpha \|L\| \|\hat{x}\| |e|.
\]

By Young’s Inequality, we have that

\[
\frac{2\alpha}{k} \|RL\| \|\hat{v}\| |e| \leq \frac{\alpha \|L\|}{k} (\|\hat{v}\|^2 + \frac{1}{4} \|\hat{x}\|^2).
\]

and

\[
\alpha \|L\| \|\hat{x}\| |e| \leq \frac{\alpha \|R\|}{2k} \|\hat{x}\|^2 + \frac{\alpha k \|L\|}{2} |e|^2.
\]

Substituting (16) and (17) into (15) yields that

\[
\xi \leq -(kw - 2\theta)\|\hat{v}\|^2 - \left(k - 2\theta - \frac{2\alpha \|RL\|}{k}\right)\|\hat{v}\|^2
- \left(\alpha \lambda_2 - \theta - \frac{\alpha \|RL\|}{k} - \frac{k^2\theta}{4}\right)\|\hat{x}\|^2
+ \left(\alpha \|RL\| + \frac{\alpha k \|L\|}{2}\right) |e|^2.
\]

Since \( \xi \) is arbitrary, we have that

\[
\max \mathcal{L}_{\mathcal{F}_1} V \leq -(kw - 2\theta)\|\hat{v}\|^2 - \left(k - 2\theta - \frac{2\alpha \|RL\|}{k}\right)\|\hat{v}\|^2
- \left(\alpha \lambda_2 - \theta - \frac{\alpha \|RL\|}{k} - \frac{k^2\theta}{4}\right)\|\hat{x}\|^2
+ \left(\alpha \|RL\| + \frac{\alpha k \|L\|}{2}\right) |e|^2.
\]

where \( k > \max[2\theta/\omega, \theta + \sqrt{\theta^2 + 2\alpha \|RL\| \|L\|/\lambda_2 + \|L\|/\lambda_2}) \) and \( \alpha \lambda_2 - \|RL\|/k - \|L\|/2k > \theta + k^2\theta/4 \). Let \( \xi^2 = [(\alpha \lambda_2 - \theta)k - \alpha \|RL\| - k^2\theta/4 - \alpha \|L\|/2]/(\alpha \|RL\| + \alpha \|L\| k^2/2) \). If \( |e|^2 < \xi^2 \|\hat{x}\|^2 < \xi^2 \|\hat{x}\|^2, t \in [t_k, t_{k+1}] \), max \( \mathcal{L}_{\mathcal{F}_1} V < 0 \) for all \( t > 0 \). It is clear that each communication time \( t_k \), \( |e| = 0 \). Then, \( e(t) \) grows until next communication time \( t_{k+1} \) when it becomes zero again. The following analysis shows the upper bound of the communication intervals by examining the time period it takes for \( q = |e|/|\hat{x}(t)| \) to evolve from zero to \( \xi \).

\[
\dot{q} = \frac{e^T e}{|e| |\hat{x}|} - \frac{|e| |\hat{x}|}{|\hat{x}|^2} \leq \frac{|e| |\hat{x}|}{|\hat{x}|^2} \leq (1 + q) \frac{|e|}{|\hat{x}|}.
\]

The second inequality follows from the definition of \( q \) and the fact that \( |e| \leq |\hat{x}| \). In addition

\[
\|\hat{x}\| |\hat{v}| + \alpha \|L\| |\hat{x}| |\hat{v}| \leq \alpha \|RL\| |\hat{x}| |\hat{v}| + \alpha \|SL\| |\hat{x}| + \alpha \|SL\| |\hat{x}|.
\]

It follows from the evolution of (11) that \( |\hat{v}|/|\hat{x}| \leq \int_0^t e^{(t-s)F(x)} F(x) + (RL(e + x(s)))/|\alpha |\|SL\| e + x(s)) ds/|t| = 0 \). By the integration mean value theorem, \( |\hat{v}|/|\hat{x}| \leq (1 - e^{-\theta}) \|\hat{x}(s)| + |RL| e + x(s)))/|\alpha |\|SL\| e + x(s)) ds/|t| \) for some fixed \( s \in (0, f) \). It yields that \( |\hat{v}|/|\hat{x}| \leq (\theta + 1)/\alpha \) by the fact that \( \|\hat{x}(s)| < \|\|SL\| e + x(s)) |\|SL\| e + x(s)) \). Using the Comparison Lemma in [42], we have that \( q(t, \psi(t), \alpha) < \psi(t, \phi(t), \alpha) \), where \( \psi(t, \phi(t), \alpha) \) is the solution of \( \dot{\phi} = ((\theta + 1)/\alpha) + 1/\alpha + \alpha \|SL\| (1 + \psi)^2 \), with the initial state \( \phi(0, \phi_0) = \phi_0 \). Then, \( q(t, 0) \leq \psi(t, 0) = (a + b)e^{-\theta}/[(a + b(1 - e^{-\theta}] \), where \( a = (\theta + 1)/\alpha \) and \( b = \alpha \|SL\| \). The time \( \tau \) \( \phi(t, 0) \leq \xi \) is given by \( \tau = (1/\alpha) ln(1 + \alpha \|\hat{x}|/\alpha + b + \xi). \). Then, for \( t_{k+1} - t_k < \tau \), \( |e| < \xi |\hat{x}|(t)|. \) Thus, max \( \mathcal{L}_{\mathcal{F}_1} V = 0 \) if \( \hat{x} = 0 \), \( \hat{v} = 0 \), and \( \hat{x} = 0 \hat{x}(t| \) and max \( \mathcal{L}_{\mathcal{F}_1} V \neq 0 \), otherwise. The largest invariant set is the same as (10). It follows from Lemma 2 that system (13) converges to the origin asymptotically, which indicates that all agents’ strategies can reach the NE of noncooperative game G.

Remark 3: The communication period determined by \( \tau \) in Theorem 2 relies on the communication graph, cost functions of agents, and the designed parameter \( \alpha \). When cost functions are given, and the graph and parameter \( \alpha \) are fixed, \( \tau \) can be determined by (12).
B. Dynamic Event-Triggered Communication

Although the periodic triggering can be realized easily, it may degrade the system performance and use communication resources with low efficiency. In the following, an event-triggered communication scheme is designed to overcome these weaknesses.

A dynamic event-triggered mechanism, which was proposed in [44], is utilized here. Introduce an internal dynamic variable $\eta_i \in \mathbb{R}$ for each agent $i \in \mathcal{I}$, and $\eta_i$ is governed by the following dynamics:

$$
\dot{\eta}_i = -b\eta_i + \frac{1}{2} \sum_{j=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2 - (2d_i + \beta_1 + \beta_2) \| \tilde{x}_i - x_i \|^2
$$

where $b > 0$, $\beta_1 = \alpha \| RL \| / k$, $\beta_2 = (\alpha - 2)k\| L \| / 2$, $k > \max \{ 2\theta / \omega, \sqrt{\theta^2 + 2\omega \| RL \|}, \| RL \| / \lambda_2 + \| L \| / (2\lambda_2) \}$, and $\alpha \lambda_2 - \| RL \| / k - \| L \| / (2k) > \lambda_3 + \theta + k^2 \theta / 4 - \| L \| / k$.

Theorem 3: Suppose that Assumptions 1–4 hold. Agent $i$ asynchronously communicates with its neighbors over graph $\mathcal{G}$ at times $\{ t_i^k \}_{k \in \mathbb{Z}_{>0}}$, starting at $t_i^0 = 0$, for all $i \in \mathcal{I}$, according to the following dynamic event-triggering rule:

$$
t_i^{k+1} = \inf \left\{ t \in (t_i^k, \infty) \left| (\beta_1 + \beta_2 + 2d_i) \| \tilde{x}_i - x_i \|^2 \geq \frac{1}{2} \sum_{j=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2 + \rho \eta_i \right. \right\}
$$

where $\beta_1, \beta_2, k$, and $\alpha$ are defined in (18), $\rho > 0$, and $\eta_i$ is governed by (18). Agents, modeled by (1), update their strategies by the strategy-updating rule (11). Then, all agents’ strategies can evolve to the unique NE of game $G$ asymptotically.

Proof: Consider the Lyapunov function $V$ defined in Theorem 1, whose set-valued Lie derivative with respect to $\mathcal{F}_1$ is given by (14). According to the analysis in Theorem 2, we have that

$$
\zeta = -k \| \tilde{v} \|^2 - 2\tilde{v}^T (d - d^*) - 2\alpha \tilde{x}^T RL \tilde{x} - k \tilde{x}^T (d - d^*)
\quad - (\alpha - 1) \tilde{x}^T RL \tilde{x} - 2\alpha \tilde{x}^T RL \tilde{x} - (\alpha - 2) \tilde{x}^T L e + s
\quad \forall d \in F(x), \ d^* \in F(x^*)
$$

where $s = -\tilde{x}^T L \tilde{x} - 2\tilde{x}^T L e = -\tilde{x}^T L \tilde{x} + e^T L e$. Similar to the proof of Theorem 2, the analysis is given as follows. From $\tilde{x} = \tilde{x} + \tilde{x}^*$ and $\| \tilde{x} \|^2 = \| \tilde{x} \|^2 + \| \tilde{x}^* \|^2$, it yields that

$$
\zeta \leq -k \| \tilde{v} \|^2 - \left( k - 2\theta - \frac{2\alpha \| RL \|}{k} \right) \| \tilde{v} \|^2
\quad - \left( \alpha - 1 \lambda_2 - \theta - \frac{\alpha \| RL \|}{k} - \frac{k^2 \theta}{4} - \frac{(\alpha - 2) \| L \|}{2k} \right)
\quad \times \| \tilde{x}^* \|^2 + (\beta_1 + \beta_2) \| e \|^2 + s
$$

where $\beta_1$ and $\beta_2$ are defined in (18).

From $L = D - A$ and $D + A \geq 0$ with the degree matrix $D$ and the adjacent matrix $A$ of graph $\mathcal{G}$, it follows that $e^T L e \leq 2e^T(D \otimes I_N) e = 2\sum_{i=1}^{N} d_i \| e_i \|^2$. Therefore, we have that $s = (1/2) \sum_{i=1}^{N} d_i \| e_i \|^2 - \sum_{j=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2$. Then

$$
\zeta \leq -(k\omega - 2\theta) \| \tilde{x} \|^2 - \left( k - 2\theta - \frac{2\alpha \| RL \|}{k} \right) \| \tilde{v} \|^2
\quad - \left( \alpha - 1 \lambda_2 - \theta - \frac{\alpha \| RL \|}{k} - \frac{k^2 \theta}{4} - \frac{(\alpha - 2) \| L \|}{2k} \right) \| \tilde{x}^* \|^2
\quad - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2
\quad + \sum_{i=1}^{N} (2d_i + \beta_1 + \beta_2) \| e_i \|^2.
$$

Let

$$
\mathcal{F}_2(\tilde{x}, \tilde{v}, \tilde{x}, \eta_i) = \begin{bmatrix}
-\tilde{v} - F(\tilde{x}) + F(\tilde{x}) - \frac{\tilde{x}}{2} RL (\tilde{x} + \tilde{v})
- \alpha SL(e + \tilde{x}) - \frac{b}{2} \sum_{i=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2 - (\beta_1 + \beta_2) \| \tilde{x} - x \|^2
\end{bmatrix}
$$

be a set-valued map. Consider a Lyapunov candidate function

$$
V(\tilde{x}, \tilde{v}, \tilde{x}, \eta_i) = \tilde{x}^T \tilde{x} + \tilde{v}^T \tilde{v} + \lambda \| \tilde{x} \|^2 + s
$$

An upper bound of the set-valued Lie derivative of $V$ with respect to $\mathcal{F}_2$ is estimated by

$$
\mathcal{L}_x V_i \leq -\left( k\omega - 2\theta \right) \| \tilde{x} \|^2 - \left( k - 2\theta - \frac{2\alpha \| RL \|}{k} \right) \| \tilde{v} \|^2
\quad - \left( \alpha - 1 \lambda_2 - \theta - \frac{\alpha \| RL \|}{k} - \frac{k^2 \theta}{4} - \frac{(\alpha - 2) \| L \|}{2k} \right) \| \tilde{x}^* \|^2
\quad - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \| \tilde{x}_j - \tilde{x}_i \|^2
\quad - b \sum_{i=1}^{N} \eta_i.
$$

For $t \in [t_i^k, t_{i+1}^k)$, substituting triggering condition (19) into dynamics (18) yields that $\dot{\eta}_i \geq -(b + \rho) \eta_i$. Thus, $\eta_i(t) \geq \eta_i(0) e^{-(b + \rho)t}$ for $\eta_i(0) > 0$. Therefore, max $\mathcal{L}_x V_i = 0$ if $\tilde{x} = 0_N \eta_i, \tilde{v} = 0_N \eta_i$, and $\tilde{x}^0 = 0_{N \times n} \eta_i$, and max $\mathcal{L}_x V_i \neq 0$ otherwise. Similar to the analysis in Theorem 2, system (20) can converge asymptotically to the origin.

Then, the Zeno behavior is analyzed by computing a positive lower bound of the interevent times in the event-triggered process. The lower bound is denoted by $t_i^k \in \mathbb{R}_{>0}$, which is the elapsed time of the time that $(\beta_1 + \beta_2 + 2d_i) \| \tilde{x} - x(t) \|^2$ evolves from 0 to $\rho \eta_i$ for all $i \in \mathcal{I}$. Let $\phi = \sqrt{\beta_1 + \beta_2 + 2d_i} \| \tilde{x} - x(t) \| / \sqrt{\rho \eta_i}$. The derivative of $\phi$ with respect to $t$ is given by

$$
\dot{\phi} = -\frac{\sqrt{\beta_1 + \beta_2 + 2d_i} \langle \tilde{x} - x(t), \tilde{x} - x(t) \rangle^T}{\| \tilde{x} - x(t) \| / \sqrt{\rho \eta_i}}
\quad - \frac{\sqrt{\beta_1 + \beta_2 + 2d_i} \| \tilde{x} - x(t) \|}{\rho \eta_i^{3/2}}
\quad \leq \frac{\sqrt{\beta_1 + \beta_2 + 2d_i} \| \tilde{x} - x(t) \|}{\rho \eta_i^{3/2}} + \frac{b + \rho \phi}{2 \rho}.
$$

For $t \in [t_i^k, t_{i+1}^k)$, we have that $\sqrt{\beta_1 + \beta_2 + 2d_i} / \sqrt{\rho \eta_i} < d$ for some positive constant $D$. It yields that $\phi \leq D + (b + \rho) \phi / \rho$. By using the Comparison Lemma [42, Lemma 3.4] and the
fact that \(|\hat{x}_i^k - x_i(t_k)| = 0\) it is further derived that

\[
\psi(t) \leq (2\rho D)/(b + \rho) + \epsilon (2\rho D)(t - t_k) - 1,
\]

\(t \geq t_k\). Then, we have that \(t_k = 2\rho/(b + \rho) \ln((b + \rho)/(2\rho D) + 1)\). There exists a positive low bound of the interevent times, which indicates that the Zeno-behavior is excluded in the designed event-triggered scheme (19).

**Remark 4:** Compared with the studies in [6], [19], and [20], there are mainly two differences, that is, the game models and the communication schemes. In specific, static noncooperative games is studied in this article, while potential games and differential games were studied in [6], [19], and [20]. Moreover, a synchronously periodic sampling scheme and an asynchronously dynamic event-triggered broadcasting scheme are proposed in this article, while a self-triggered communication scheme was designed in [6] and static event-triggered communication schemes were designed in [19] and [20].

**Remark 5:** Although the dynamic event-triggered scheme designed in this article can significantly reduce communication frequency (see Fig. 4 in Section V), the amount of transmitted data may be huge for a large-scale multiagent system. In the case of limited communication bandwidths, the quantized technique may be huge for a large-scale multiagent system. In the case of limited communication bandwidths, the quantized technique should be applied to overcome the above-mentioned weakness. In future work, the combination of event-triggered schemes and quantized methods may be meaningful for distributed NE seeking algorithms applied in practice.

V. SIMULATIONS

Here, an example on networks of Cournot competition is given to illustrate the effectiveness of the designed continuous-time strategy-updating rule (4) and the rule with discrete-time communication (11), respectively.

The competition among distributed energy resources is considered here, where turbine-generator systems can be described by double-integrator agents. The systems communicate with each other on a ring graph [13], [14]. The cost function of agent \(i\) \((i \in \{1, \ldots, 5\})\), is

\[
J_{ii}(x_i, x_{-i}) = \delta_i + \beta_i|x_i - c_i| + \gamma_i x_i^2 - (p - a \sum_{j=1}^5 x_j^2) x_i,
\]

where \(p = 10\), \(a = 0.001\), \([\delta_1, \delta_2, \delta_3, \delta_4, \delta_5]^\top = [5, 8, 6, 9, 7]^\top\), \([\beta_1, \beta_2, \beta_3, \beta_4, \beta_5]^\top = [12, 15, 8, 11, 13]^\top\), \([\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5]^\top = [0.4, 0.5, 0.5, 0.3, 0.3]^\top\), \([c_1, c_2, c_3, c_4, c_5]^\top = [25, 48, 15, 30, 45]^\top\), and \(x(0) = [25, 30, 20, 30, 35]^\top\). The cost functions satisfy Assumptions 1 and 2.

Based on the given cost functions and the communication graph, we obtained that \(w = 0.601\), \(\theta = 1.001\), and \(\lambda_2 = 1.382\). It is further derived that \(||R\|| = 2\) and \(||L|| = 3.618\). According to the conditions in Theorem 1, we select \(k = 4\) and \(\alpha = 5\) for the continuous-time strategy-updating rule (4). And we select \(k = 4\), \(\alpha = 5\), \(b = 0.01\), and \(\rho = 3\) by the conditions in Theorem 3. The evolutions of agents’ strategies updated by (4) and (11) are shown in Fig. 1, where the dash lines depict the strategies updated by the continuous-time communication and the solid lines draw the strategies updated by the event-triggered communication. It is seen that all agents’ strategies converge to the NE of game \(G\) asymptotically. Moreover, the strategy-updating rule based on event-triggered scheme (19) has a similar convergence performance to the continuous-time one. Fig. 2 gives the triggering time sequences of all agents.

For the periodic communication scheme, we select \(k = 4\), \(\alpha = 5\), and \(\Delta = 0.1\) s according to the conditions in Theorem 2. Fig. 3 shows the evolution of all agents’ strategies updated by strategy-updating rule (11) with the periodic communication scheme. It indicates that all agents’ strategies can converge to the NE of game \(G\). In addition, Table II shows the
event times and event intervals of the five agents in the event-triggered scheme. It is seen that the average event interval is greater than the sampling period of the periodic scheme. It is seen from Fig. 4 that the communication frequency in the event-triggered scheme is lower than that in the periodic one. It further indicates that the event-triggered communication scheme can decrease the communication frequency effectively.

VI. CONCLUSION

We have designed a distributed continuous-time strategy-updating rule for double-integrator agents, whose cost functions are continuous and not necessarily continuously differentiable. Our designed rule has been analyzed to ensure the evolution of agents’ strategies to the NE of noncooperative games, if the communication graph is connected and undirected. This property is preserved in strongly connected and weight-balanced communication graphs. Then, discrete-time communication schemes for the implementation of the proposed rule are explored, such as periodic and event-triggered communication schemes. Furthermore, we have established the asymptotical convergence results on the designed strategy-updating rule in periodic and event-triggered communication schemes, and have taken care of the Zeno-behavior of the designed communication schemes. In future work, the networks with time delays, and more complex agents’ dynamics [45], [46] can be considered in the model. And, it may be an interesting issue to study the use of triggered communication schemes in the games with shared constraints.
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