EXISTENCE AND UNIQUENESS OF THE CONFORMALLY COVARIANT VOLUME MEASURE ON CONFORMAL LOOP ENSEMBLES

JASON MILLER AND LUKAS SCHOUG

ABSTRACT. We prove the existence and uniqueness of the canonical conformally covariant volume measure on the carpet/gasket of a conformal loop ensemble (CLE, κ ∈ (8/3, 8)) which respects the Markov property for CLE. The starting point for the construction is the existence of the canonical measure on CLE in the context of Liouville quantum gravity (LQG) previously constructed by the first author with Sheffield and Werner. As a warm-up, we construct the natural parameterization of SLEκ for κ ∈ (4, 8) using LQG which serves to complement earlier work of Benoist on the case κ ∈ (0, 4).
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1. Introduction

The conformal loop ensembles (CLEκ, κ ∈ (8/3, 8)) are the canonical conformally invariant probability measures on locally finite collections of non-crossing loops in a simply connected domain D ⊆ C [45, 47]. It is the loop version of the Schramm-Loewner evolution (SLEκ) [41]. Just like SLEκ, CLEκ arises in the context of two-dimensional statistical mechanics as the scaling limit of the collection of all interfaces of certain models at criticality [48, 5, 20, 49, 3, 15]. The CLEκ’s have the same phases as the SLEκ’s [39] in that when κ ∈ (8/3, 4] the loops are a.s. simple, disjoint, and do not intersect the domain boundary and if κ ∈ (4, 8) they are a.s. self-intersecting, intersect each other and the domain boundary. The set of points which are not surrounded by a loop in the CLEκ is called the CLEκ carpet if κ ∈ (8/3, 4] and the CLEκ gasket if κ ∈ (4, 8). The reason for this terminology is that in the former (resp. latter) phase a CLEκ is a random analog of the Sierpinski carpet (resp. gasket). It is proven (see [42, 38, 36]) that the dimension of the CLEκ carpet or gasket is a.s.

\[ d(\kappa) = 2 - \frac{(8 - \kappa)(3\kappa - 8)}{32\kappa} = 1 + \frac{2}{\kappa} + \frac{3\kappa}{32} \quad \text{for} \quad \kappa \in (8/3, 8). \]
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Note that \( d(\kappa) = 2 \) at the boundary points \( \kappa = 8/3, 8 \) and that \( d(\kappa) < 2 \) for \( \kappa \in (8/3, 8) \). The reason for the former is that a \( \text{CLE}_{8/3} \) can be interpreted as being the empty set of loops while a \( \text{CLE}_8 \) consists of a single space-filling loop.

In this paper, we will construct a measure on the \( \text{CLE}_\kappa \) carpet or gasket for each \( \kappa \in (8/3, 8) \) which is determined by the \( \text{CLE}_\kappa \), conformally covariant, and respects the Markov property of \( \text{CLE}_\kappa \) and we will prove that this measure is unique up to a multiplicative constant. We will now introduce what we mean precisely by this. In doing so, we will make use of the following notation. Suppose that \( \Gamma \) is \( \text{CLE}_\kappa \) on a simply connected domain and \( U \subseteq D \) is open. We let \( U^* \) denote the set obtained by removing from \( U \) the closure of the union of the set of points surrounded by those loops of \( \Gamma \) which intersect \( U \) and \( D \setminus U \). For \( V \subseteq D \) open, we let \( \Gamma_V \) be the loops of \( \Gamma \) which are contained in \( V \).

**Definition 1.1.** Fix \( \kappa \in (8/3, 8) \). Suppose that for each simply connected domain \( D \) we have a probability measure \( P_D \) on pairs \( (\Gamma, \Xi) \) where the marginal law of \( \Gamma \) is that of a \( \text{CLE}_\kappa \) on \( D \) and \( \Xi \) is a measure supported on its carpet (if \( \kappa \leq 4 \) or gasket (if \( \kappa > 4 \) \( \Upsilon \) which is a.s. determined by \( \Gamma \).

(i) Then we say that the family \( \{P_D\} \) is conformally covariant with exponent \( d \) if the following is true. Suppose that \( \varphi : D \to \hat{D} \) is a conformal transformation and \( (\Gamma, \Xi) \sim P_D \), \( (\hat{\Gamma}, \hat{\Xi}) \sim P_{\hat{D}} \) are coupled together so that \( \hat{\Gamma} = \varphi(\Gamma) \). Then for all Borel sets \( A \subseteq D \) we have that
\[
\hat{\Xi}(\varphi(A)) = \int_A |\varphi'(z)|^d \Xi(z).
\]

(ii) If \( \{P_D\} \) satisfies (i) then we say that \( \{P_D\} \) respects the \( \text{CLE}_\kappa \) Markov property if the following is true. Suppose that \( (\Gamma, \Xi) \sim P_D, U \subseteq D \) is open and simply connected, and \( V \) is a component of \( U^* \). Then the conditional law of \( (\Gamma_V, \Xi|_V) \) given \( \Gamma \setminus \Gamma_V \) and \( \Xi|_{D \setminus V} \) is \( P_V \).

(iii) For each compact set \( K \subseteq D \) we have that \( E_D[\Xi(K)] < \infty \) where \( E_D \) denotes the expectation under \( P_D \).

Our main result is the following.

**Theorem 1.2.** For each \( \kappa \in (8/3, 8) \) there exists a family \( \{P_D\} \) of probability measures which satisfy Definition 1.1 with exponent \( d = d(\kappa) \) as in (1.1) so that if \( (\Gamma, \Xi) \sim P_D \) then a.s. \( \Xi(D) > 0 \). Moreover, if \( \{\hat{P}_D\} \) is another family satisfying Definition 1.1 then there exists a constant \( K \geq 0 \) so that if \( (\Gamma, \Xi) \sim P_D \) then \( (\Gamma, K\Xi) \sim \hat{P}_D \) for every simply connected domain \( D \subseteq \mathbb{C} \).

**Remark 1.3.** By [52, Lemma 2.6], we know that if the \( d(\kappa) \)-dimensional Minkowski content \( \text{Cont}_\Upsilon \) of the carpet or gasket of \( \Gamma \sim \text{CLE}_\kappa \) exists (usually just referred to as the Minkowski content of \( \Gamma \)) and has locally finite expectation, then it satisfies Definition 1.1. Hence, by the uniqueness component of Theorem 1.2, we have that if \( \text{Cont}_\Upsilon \) exists, is non-trivial, and has locally finite expectation then there exists a deterministic constant \( K > 0 \) so that it equals \( K\Xi \).

We construct this family of measures using as a starting point the natural measure on \( \text{CLE}_\kappa \) in the context of Liouville quantum gravity (LQG) which has been constructed for \( \kappa \in (8/3, 8) \cup \{4\} \) [34, 35]. The case \( \kappa = 4 \) is slightly different in the LQG context as it corresponds to the critical case \( \gamma = 2 \) which is why it is not treated in [34, 35]. We will construct the measure in this case by considering a sequence \( (\kappa_n) \) with \( \kappa_n < 4 \) such that \( \kappa_n \to 4 \) and define the measure as the weak limit as \( n \to \infty \) of the measure on the \( \text{CLE}_{\kappa_n} \) carpet and show that it is conformally covariant with exponent \( d(4) \) and is supported on the \( \text{CLE}_4 \) carpet.
Related work. In recent years, there have been a number of works focused on constructing natural measures supported on random fractals. In [21, 19] the so-called natural parameterization of SLE is studied and shown to be the Minkowski content of SLE. In [2], the same measure is constructed for \( \kappa \in (0, 4) \) via a different method: as the conditional expectation of a certain LQG length measure on the SLE\(_\kappa\) process. This is the strategy we will take in constructing the measures in Sections 3 and 4. Another related object is a random measure on the so-called two-valued sets of the Gaussian free field (GFF), which was constructed in [40]. It was constructed similarly to the above, but using the imaginary multiplicative chaos (i.e., LQG but with imaginary parameter) and it was shown that if the conformal Minkowski content (which is defined by replacing the Euclidean distance with the conformal radius of the domain minus the fractal in the definition of Minkowski content) exists, then it is equal to the constructed measure.

Outline. We now give a brief overview of the paper. In Section 2 we introduce the preliminary material needed: the Schramm-Loewner evolution, conformal loop ensembles, GFFs and LQG. Section 3 is devoted to the warm-up problem of constructing the natural parameterization of SLE\(_\kappa\), for \( \kappa \in (4, 8) \) using LQG. In Section 4 we prove the existence of the conformally covariant measures on the CLE carpets/gaskets and Section 5 is devoted to proving the uniqueness.
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2. Preliminaries

2.1. Random measures. We begin by briefly recalling some notation and definitions related to random measures and we refer the reader to [13] for more details. A random measure is a random element taking values in a space of measures on some Borel space. Here we consider measures on \( \mathbb{C} \). Let \( \xi \) be a random measure. Then the intensity of \( \xi \) is the measure \( \mathbb{E}[\xi] \) which is defined by \( \mathbb{E}[\xi](O) = \mathbb{E}[\xi(O)] \) for each Borel set \( O \subseteq \mathbb{C} \). Furthermore, if \( \mathcal{F} \) is a \( \sigma \)-algebra then the conditional intensity is the random element \( \mathbb{E}[\xi | \mathcal{F}] \) defined by \( \mathbb{E}[\xi | \mathcal{F}](O) = \mathbb{E}[\xi(O) | \mathcal{F}] \). By [13, Corollary 2.17] we have that if \( \xi \) is an a.s. locally finite measure and \( \mathbb{E}[\xi] \) is locally finite, then there is a version of \( \mathbb{E}[\xi | \mathcal{F}] \) which is an a.s. locally finite measure. Finally, for a function \( f : \mathbb{C} \to \mathbb{R} \) we write \( \xi(f) = \int_\mathbb{C} f(z) d\xi(z) \). We remark, that our definition of random measure (and hence the related notions) differs slightly from that of [13], in that we do not require that a random measure is a.s. locally finite. We will however prove that the random measures that we are working with are in fact a.s. locally finite, and thereafter there is no problem in using the results in [13].

2.2. Schramm-Loewner evolution. We will now introduce the Schramm-Loewner evolution (SLE). For more on SLE, see e.g., [18, 39]. Fix \( \kappa > 0 \) and for each \( z \in \mathbb{H} \) let \( g_t(z) \) denote the solution to

\[
\dot{g}_t(z) = \frac{2}{g_t(z) - W_t}, \quad g_0(z) = z,
\]

where \( W_t = \sqrt{\kappa} B_t \) and \( B_t \) is a standard Brownian motion. The solution to (2.1) exists until the time \( T_z = \inf\{t > 0 : \text{Im}(g_t(z)) = 0\} \) and we write \( K_t = \{z \in \mathbb{H} : T_z \leq t\} \). Then \( (g_t)_{t \geq 0} \) is a family of conformal maps called the SLE\(_\kappa\) Loewner chain and \( g_t : \mathbb{H} \backslash K_t \to \mathbb{H} \) is the unique conformal map with \( g_t(z) - z \to 0 \) as \( z \to \infty \). It was proved by Rohde and Schramm for \( \kappa \neq 8 \) [39] and by Lawler, Schramm, and Werner for \( \kappa = 8 \) [20] that there a.s. exists a continuous curve \( \eta \) in \( \mathbb{H} \) from 0 to \( \infty \) such that \( \mathbb{H} \backslash K_t \) is the unbounded component of \( \mathbb{H} \backslash \eta([0, t]) \). The curve \( \eta \) is an SLE\(_\kappa\) process from 0 to \( \infty \) in \( \mathbb{H} \). The behavior of SLE\(_\kappa\) processes depend heavily on \( \kappa \): when \( \kappa \leq 4 \), they are a.s. simple,
when $\kappa \in (4, 8)$ they have self-intersections and intersect the domain boundary and when $\kappa \geq 8$ they are a.s. space-filling [39].

The range of an SLE$_\kappa$ process is a random fractal of a.s. Hausdorff dimension $\min(2, 1 + \frac{\kappa}{2})$ [39, 1] which is scale invariant and satisfies the so-called domain Markov property: if $\tau$ is an a.s. finite stopping time then the law of $t \mapsto g_\tau(\eta(\tau + t)) - W_\tau$ is that of an SLE$_\kappa$ process in $\mathbb{H}$ from 0 to $\infty$. One defines SLE$_\kappa$ processes in other simply connected domains as the conformal images of SLE$_\kappa$ in $\mathbb{H}$.

The so-called SLE$_\kappa(\rho)$ processes [17, Section 8.3] are a natural generalization of SLE$_\kappa$ processes where one keeps track of several marked points. More precisely, consider $\bar{z} = (z_1, \ldots, z_n)$ where $z_j \in \overline{\mathbb{H}}$ and let $\rho = (\rho_1, \ldots, \rho_n)$ where $\rho_j \in \mathbb{R}$. Then the SLE$_\kappa(\rho)$ process with force points $\bar{z}$ and weights $\rho$ arises from the family of conformal maps in the same way as ordinary SLE$_\kappa$ by solving (2.1) with $W_t$ given by the solution to the SDE

$$dW_t = \sqrt{\kappa}dB_t + \sum_{j=1}^{n} \Re \left( \frac{\rho_j}{W_t - V_t^j} \right) dt, \quad dV_t^j = \frac{2}{V_t^j - W_t} dt, \quad V_0^j = z_j.$$

The existence of the curve corresponding to an SLE$_\kappa(\rho)$ process was proved in [26] up until the continuation threshold which is

$$\inf \left\{ t \geq 0 : \sum_{i: V_t^i=W_t} \rho_i \leq -2 \right\},$$

i.e., the first time $t$ that the sum of the weights of the force points which collide with $W$ at time $t$ is at most $-2$. The continuity of the SLE$_\kappa(\rho)$ processes (with a single force point) with $\rho < -2$ was proved in [30, 33]. When they are not interacting with their force points, SLE$_\kappa(\rho)$ processes locally look like ordinary SLE$_\kappa$ processes and in this case can be obtained by weighting the law of an ordinary SLE$_\kappa$ by a certain martingale; see [43, Theorem 6]. For more on SLE$_\kappa(\rho)$ processes see [26].

2.3. Natural parameterization of SLE. Implicit in the definition of SLE$_\kappa$ using the chordal Loewner equation (2.1) is a notion of time called the capacity parameterization. That is, $\text{hcap}(K_t) = 2t$ for all $t \geq 0$ where $\text{hcap}$ denotes the half-plane capacity. This parameterization of time is convenient in the context of the Loewner equation but there are other time parameterizations for SLE$_\kappa$ which are useful to study for other reasons. One such example is the natural parameterization of SLE$_\kappa$, which was first considered in [21]. The natural time parameterization is the one which conjecturally corresponds to the scaling limit of an interface for a discrete model where the discrete curve is parameterized by the number of edges which it traverses. (So far this has only been proved in the case of the convergence of the loop-erased random walk [22].) The natural parameterization for SLE$_\kappa$ was constructed in [21] for $\kappa < 4(7 - \sqrt{33})$ and later in [25] for all $\kappa < 8$. For $\kappa \geq 8$, the natural parameterization corresponds to parameterizing the curve by Lebesgue measure as it is space-filling. The construction of the natural parameterization in [21, 25] is indirect. A direct construction was first given in [19], in which it is shown that it is (a constant times) the $d = (1 + \kappa/8)$-dimensional Minkowski content of $\eta \sim \text{SLE}_\kappa$. That is, $\mathcal{M}(D) := \text{Cont}_d(\eta \cap D)$ and

$$\text{Cont}_d(A) = \lim_{r \to 0} r^{d-2} \text{Area}(\{ z \in \mathbb{H} : \text{dist}(z, A) < r \}).$$

Let $(f_t)_{t \geq 0}$ be the centered Loewner chain for $\eta$, i.e., $f_t(z) = g_t(z) - \sqrt{\kappa}B_t$ where $\sqrt{\kappa}B_t$ is the driving function of $\eta$. If $D \subseteq \mathbb{H}$ is a subdomain with piecewise smooth boundary, then $\mathcal{M}$ satisfies
in addition the following.
\[ \mathbb{E}[\mathcal{M}(D)] = \int_D G_\kappa(z)dz, \quad \mathbb{E}[\mathcal{M}(D)^2] = \int_D \int_D G_\kappa(z,w)dzdw, \]
\[ \mathbb{E}[\mathcal{M}(D) | \eta_{[0,t]}] = \mathcal{M}|_{\eta_{[0,t]}}(D) + \int_D |f'_t(z)|^{2-d}G_\kappa(f_t(z))dz, \]
where \(G_\kappa(z) = c \sin^{\frac{d-2}{d-1}}(\arg z)\text{Im}(z)^{d-2}\) for some \(c = c_\kappa > 0\) and
\[ G_\kappa(z,w) = \lim_{r \to 0} r^{2(d-2)}\mathbb{P}[\text{dist}(z, \eta) \leq r, \text{dist}(w, \eta) \leq r]. \]

The natural parameterization of SLE\(_\kappa\) is characterized by the property that it is conformally
covariant and respects the domain Markov property which we will now explain. We write \(\psi_t = f_t^{-1}\)
and note that the map \(f_t\) “unzips” \(t\) units of time from the curve \(\eta\), while \(\psi_t\) “zips up” the same
amount of time. We define the unzipped curves by
\[ \eta^t(u) = f_t(\eta(t + u)) \quad \text{for} \quad u \geq 0, \]
and write \(\eta^0 = \eta\). For each \(t \geq 0\), let
\[ \mu^t(dz) = |\psi'_t(z)|^{-d} \mu \circ \psi_t(dz). \]

The following was proven (but formulated a bit differently) in \([21]\).

**Theorem 2.1.** Fix \(\kappa \in (0, 8)\), set \(d = 1 + \kappa/8\), and let \(\eta\) be an SLE\(_{\kappa}\) process and let \(\mu\) be an a.s.
locally finite measure on \(\eta\). If \((\eta^t, \mu^t)_{t \geq 0} \overset{d}{=} (\eta, \mu)\) for each \(t \geq 0\) then there exists a constant \(C > 0\) so
that \(\mu\) is \(C\) times the natural parameterization of \(\eta\).

We say that a measure \(\mu\) determined by \(\eta\) is conformally covariant with exponent \(d\) and respects
the domain Markov property if the hypothesis given in Theorem 2.1 holds.

As mentioned in the introduction, the natural parameterization of SLE\(_{\kappa}\), \(\kappa < 4\) can also be
constructed via Gaussian multiplicative chaos measures; see \([2]\). In Section 3, we shall do the same
but in the case of self-intersecting SLE\(_{\kappa}\), that is, for \(\kappa \in (4, 8)\).

2.4. Conformal loop ensembles. As mentioned earlier, conformal loop ensembles (CLE\(_\kappa\), \(\kappa \in \)
\((8/3, 8)\)) are a one-parameter family of collections of loops that locally look like SLE curves,
constructed in \([45, 47]\). SLE\(_\kappa\) arises naturally when studying the scaling limit of a single interface
in a statistical mechanics model with certain boundary conditions while CLE\(_\kappa\) arises as the scaling
limit of all the interfaces simultaneously.

Fix \(\kappa \in (8/3, 8)\). For each simply connected domain \(D \subseteq \mathbb{C}\), let \(\mathbb{P}_D^{\text{CLE}_\kappa}\) denote the law of a CLE\(_\kappa\)
in \(D\). Then \(\mathbb{P}_D^{\text{CLE}_\kappa}\) satisfies the following properties.

- **Conformal invariance:** If \(D\) and \(D'\) are simply connected domains and \(\varphi : D \to D'\), then
  the image of \(\mathbb{P}_D^{\text{CLE}_\kappa}\) under \(\varphi\) is \(\mathbb{P}_{D'}^{\text{CLE}_\kappa}\).

- **Conformal restriction:** If \(\Gamma \sim \mathbb{P}_D^{\text{CLE}_\kappa}\), \(\tilde{D} \subseteq D\) is simply connected and \(\tilde{D}^*\) is the random
  set obtained by removing from \(\tilde{D}\) the loops in \(\Gamma\) and their interiors (the points enclosed by
  the loops) that do not stay in \(\tilde{D}\), then the law of the loops that stay in \(\tilde{D}\), given \(\tilde{D}^*\), is the
  product of the laws \(\mathbb{P}_{\tilde{D}^*}^{\text{CLE}_\kappa}\) where \(\tilde{D}^*_j\) are the connected components of \(\tilde{D}^*\).

- **Local finiteness:** We have \(\mathbb{P}_D^{\text{CLE}_\kappa}\)-a.s. that for each \(\varepsilon > 0\) there exists only finitely many
  loops of diameter greater than \(\varepsilon\).
In the case that $\kappa \in (8/3, 4]$, $\mathbb{P}^{\text{CLE}_\kappa}_D$ is characterized by these properties [47] (it is expected that there is a similar characterization in the case $\kappa \in (4, 8)$ but this has not been proved; see the open question at the end of [47]). That $\text{CLE}_\kappa$ has these properties for $\kappa \in (8/3, 4]$ was first proved in [47] using the loop-soup construction. These properties were later proved in this case as a consequence of the iterated boundary conformal loop ensemble construction introduced in [33], the reversibility results established in [27, 28], and the continuity of space-filling SLE$_\kappa$ [29]. In the case that $\kappa \in (4, 8)$, the conformal invariance of $\text{CLE}_\kappa$ was proved in [45] conditionally on the reversibility of SLE$_\kappa$ for $\kappa \in (4, 8)$ which was later proved in [28]. Finally, The conformal restriction property for $\text{CLE}_\kappa$ in this case was carefully explained in [12] the local finiteness was proved in [29] as a consequence of the continuity of space-filling SLE$_\kappa$.

As mentioned in Section 1, the set of points not surrounded by any loop is a random fractal, called the carpet if $\kappa \in (8/3, 4]$ or gasket if $\kappa \in (4, 8)$, and has almost sure Hausdorff dimension given by (1.1). In the case that $\kappa \in (8/3, 4]$, $\text{CLE}_\kappa$ admits two constructions. The first is via the Brownian loop-soup and the second is using the so-called $\text{CLE}_\kappa$ exploration tree [45]. The equivalence of these constructions was proved in [47]. In the case that $\kappa \in (4, 8)$, the only known construction of $\text{CLE}_\kappa$ is via the exploration tree. In what follows, we will review the loop-soup construction.

2.4.1. Loop-soup construction. Let $\mu^t(z, w; t)$ denote the law of the Brownian bridge from $z$ to $w$ in time $t$. Then the (unrooted) Brownian loop measure in $\mathbb{C}$ is defined as

$$\mu^\text{loop}_\mathbb{C} = \int_\mathbb{C} \int_0^\infty \frac{1}{2\pi t^2} \mu^z(z, z; t)dt dz.$$

The Brownian loop measure in $D \subseteq \mathbb{C}$, denoted $\mu^\text{loop}_D$, is defined as the restriction of $\mu^\text{loop}_\mathbb{C}$ to the loops that are contained in $D$. The Brownian loop-soup in $D \subseteq \mathbb{C}$ with intensity $c > 0$ is defined as a Poisson point process with intensity given by $c \mu^\text{loop}_D$. The Brownian loop-soup is conformally invariant, that is, the conformal image of a Brownian loop-soup is a Brownian loop-soup in the new domain, with the same intensity. For more on the Brownian loop-soup, see [23].

Let $\tilde{\Gamma} = (\mathcal{L}_j)_{j \in J}$ be a Brownian loop-soup with intensity $c \in (0, 1]$. Let $\Gamma$ be the collection of outer boundaries of the clusters of $\tilde{\Gamma}$. By [47], $\Gamma$ is a CLE$_\kappa$ where $\kappa \in (8/3, 4]$ is determined by the relation

$$c = \frac{(3\kappa - 8)(6 - \kappa)}{2\kappa}.$$
We will next give the definition of the free boundary GFF. Let \( \mathbb{H} \) with respect to \( \Gamma \) where \( h \) is a zero-boundary GFF in \( U \) harmonic on \( U \). Hence, we get a decomposition of \( h \) of the values of \( P \). This is the Markov property of the GFF.

A GFF with more general boundary data, say \( f \), is defined as \( h + F \) where \( h \) is a zero-boundary GFF and \( F \) is the harmonic extension of the values of \( f \) to the domain.

Equivalently, one can define the zero-boundary GFF \( h \) as the centered Gaussian process, \( h : H_0(D) \to L^2(\mathbb{P}) \), with the Green’s function as its correlation kernel. That is, \( (h, f), f \in H_0(D) \) is a collection of zero mean Gaussian random variables with correlations given by

\[
E[(h, f)(h, g)] = \int_{D \times D} f(z)G(z, w)g(w)dzdw,
\]

where \( G = G_D \) is the Green’s function for \( D \) with Dirichlet boundary data. The conformal invariance of \( h \) follows from the conformal invariance of Green’s functions.

We will next give the definition of the free boundary GFF. Let \( H(D) \) be the Hilbert space closure with respect to \( (\cdot, \cdot)_\nabla \) of the space of functions \( f \in C^\infty(D) \) such that \( \int_D f dz = 0 \). Then the free

### 2.5. Gaussian free field

We now introduce the Gaussian free field (GFF). For more details, see [44, 46]. Let \( D \) be a Jordan domain and denote by \( C^\infty_0(D) \) the smooth functions on \( D \) with compact support. We denote by \( H_0(D) \) the Hilbert space closure of \( C^\infty_0(D) \) with respect to the Dirichlet inner product

\[
(f, g)_\nabla = \frac{1}{2\pi} \int_D \nabla f(z) \cdot \nabla g(z)dz.
\]

The zero-boundary GFF \( h \) on \( D \) is given by

\[
h = \sum_{n=1}^\infty \alpha_n \phi_n
\]

where \( (\phi_n)_{n=1}^\infty \) is a \((\cdot, \cdot)_\nabla\)-orthonormal basis of \( H_0(D) \) and \( (\alpha_n)_{n=1}^\infty \) is an i.i.d. sequence of \( N(0, 1) \) random variables. Clearly, \( h \) is not a function, however, the partial sums converge in the Sobolev space \( H^{-\varepsilon}(D) \) for every \( \varepsilon > 0 \). The law of \( h \) is independent of the choice of orthonormal basis. It follows from the conformal invariance of the Dirichlet inner product that the law of \( h \) is conformally invariant as well. That is, if \( \varphi : D \to \tilde{D} \) is a conformal map, then

\[
\tilde{h} := h \circ \varphi^{-1} = \sum_{n=1}^\infty \alpha_n \phi_n \circ \varphi^{-1}
\]

is a zero-boundary GFF in \( \tilde{D} \).

Let \( U \subseteq D \) be open. Integrating by parts, it is easy to see that \( H_0(D) \) admits the \((\cdot, \cdot)_\nabla\)-decomposition

\[
H_0(D) = H_0(U) \oplus H_0^u(U)
\]

where \( H_0(U) = H^1_0(U) \) is the set of functions in \( H_0(D) \) which are harmonic on \( U \). Hence, we get a decomposition of \( h \) into \( h = h_U + h_U^\perp \), with \( h_U \) and \( h_U^\perp \) independent, where \( h_U \) is a zero-boundary GFF in \( U \) and \( h_U^\perp \) is a distribution which agrees with \( h \) on \( D \setminus U \) and is harmonic on \( U \). In particular, \( h_U^\perp \) can be thought of as the harmonic extension to \( U \) of the values of \( h \) on \( \partial U \). This is the Markov property of the GFF.
boundary GFF is defined by the sum
\[ h = \sum_{n=1}^{\infty} \alpha_n \psi_n, \]
where \((\psi_n)_{n=1}^{\infty}\) is a \((\cdot,\cdot)\)-orthonormal basis of \(H(D)\) and \((\alpha_n)_{n=1}^{\infty}\) is an i.i.d. sequence of \(N(0,1)\) random variables. Just as in the zero-boundary case, the free boundary GFF is conformally invariant. We note that as the free boundary GFF is only defined on test functions of zero mean, it is actually not canonically defined in a space of distributions, but rather in a space of distributions modulo additive constant.

We may decompose a free boundary GFF \(h\) on \(D\) as the sum of a zero-boundary GFF on \(D\) and the harmonic extension of the values of \(h\) on \(\partial D\) to \(D\). We note that this harmonic extension will be a random harmonic function. Consequently, the zero-boundary GFF and the free boundary GFF are mutually absolutely continuous away from the boundary.

**Remark 2.2** (Radial/lateral decomposition). Let \(H^R(H)\) and \(H^L(H)\) be the subspaces of functions in \(H(H)\) which are constant on and have mean zero on each semi-circle centered at zero, respectively. Then \(H(H) = H^R(H) \oplus H^L(H)\). The projection of a free boundary GFF \(h\) onto \(H^R(H)\) is the function \(h^R = h|_{\mathbb{S}^1}(0)\) which on each semi-circle centered at 0 takes the average value of the field \(h\) on that semi-circle. The projection of \(h\) onto \(H^L(H)\) is given by \(h^L = h - h|_{\mathbb{S}^1}(0)\). We call \(h^R\) and \(h^L\) the radial and lateral parts of \(h\), respectively. Clearly, \(h^R\) and \(h^L\) are independent. Note that while \(h^R\) is only defined modulo additive constant, \(h^L\) is actually well-defined. There is also an analogous radial/lateral decomposition for \(H(\mathcal{F})\) as the orthogonal sum of the spaces \(H^R(\mathcal{F})\), \(H^L(\mathcal{F})\) where the former consists of those functions in \(H(\mathcal{F})\) which are constant on lines of the form \(t + (0,i\pi)\) and the latter consists of those functions in \(H(\mathcal{F})\) which have mean zero on such lines.

Finally, we mention the notion of a local set. In practice, this is just a random set for which a domain Markov property holds. More precisely, if \(h\) is a GFF on \(D\), then we say that random closed subset \(A\) of \(D\) is a local set for \(h\) if there is a coupling of \(A\), \(h\) and a field \(h_A\) such that

- \(h_A\) can be represented as a harmonic function on \(D\setminus A\),
- Conditionally on \((h,A)\), \(h^A := h - h_A\) is a GFF in \(D\setminus A\) with zero boundary conditions.

In fact, \(h_A\) can be seen to be a deterministic function of \(h\) and \(A\), so the coupling concerns only \(h\) and \(A\).

**2.6. Liouville quantum gravity.** Fix \(\gamma \in (0,2)\). Formally, a Liouville quantum gravity (LQG) surface is a random two-dimensional Riemannian manifold parameterized by a domain \(D\) with metric tensor given by
\[ e^{\gamma h(z)} dx \otimes dy \]
where \(h\) is some form of the GFF on \(D\). Of course, this does not make literal sense, since the exponential of a distribution is not well-defined. Instead, one has to define LQG surfaces via renormalization.

For \(z \in D\) and \(0 < \varepsilon < \text{dist}(z, \partial D)\), we let \(h_\varepsilon(z)\) denote the average value of \(h\) on \(\partial B(z,\varepsilon)\). Then the \(\gamma\)-LQG area measure on \(D\) is a random measure which is defined as the weak limit
\[ \mu_h(dz) = \lim_{\varepsilon \to 0} e^{\gamma^2/2} e^{\gamma h_\varepsilon(z)} dz \]
where $dz$ denotes Lebesgue measure.

If $h$ is a free boundary GFF (or any Gaussian field which is locally absolutely continuous with respect to a free boundary GFF plus a continuous function), then it is also possible to define a boundary length measure. For $x \in \partial D$, let $h(x)$ be the average value of $h$ on $\partial B(x, \varepsilon) \cap D$. Then, on a linear segment of $\partial D$, we define the quantum length measure as

$$
\nu_h(dx) = \lim_{\varepsilon \to 0} \varepsilon^{\gamma/4} e^{2h_h(x)} dx,
$$

where $dx$ is Lebesgue measure on $\partial D$.

It is also possible to construct a metric for LQG [31, 32, 11, 7], though we will not need this in the present paper.

Let $\tilde{D}$ be a simply connected domain, $\psi: \tilde{D} \to D$ a conformal map and write

$$
\tilde{h} = h \circ \psi + Q \log |\psi'|, \quad Q = \frac{2}{\gamma} + \frac{\gamma}{2}.
$$

Then $\mu_{\tilde{h}}$ is the image of the measure $\mu_{h}$ under $\psi$. That is, for each $A \subseteq \tilde{D}$, $\mu_{\tilde{h}}(A) = \mu_h(\psi(A))$ holds a.s. Similarly, $\nu_{\tilde{h}}$ is the image of $\nu_h$ under $\psi$. Thus, the random surface does not depend on which domain $D$ we parameterize it by and hence a quantum surface is defined to be an equivalence class of pairs $(D, h)$ consisting of a simply connected domain and a distribution under the relation transformation

$$(D, h) \equiv (\psi^{-1}(D), h \circ \psi + Q \log |\psi'|).$$

Note that this provides a definition of $\nu_h$ even for boundary arcs which are not linear: one just maps the domain to $H$ (for example) and measures the length there.

The measures $\nu_h$ can actually measure the length of some curves inside of the domain as well. This is done by mapping the curve to the boundary and measuring the length of the boundary segment that is the image of the curve. That is, if $\eta$ is a curve in $H$ and $g: H \setminus \eta \to H$ is a conformal map which extends continuously to $\eta$ (in the sense of prime ends), then the quantum length of the left (resp. right) side of $\eta$, $\eta_L$ (resp. $\eta_R$), is defined as the measure of $g(\eta_L)$ (resp. $g(\eta_R)$) with respect to $\nu_h$, where

$$
\tilde{h} = h \circ g + Q \log |g'|.
$$

In [46], it is proven that if $\kappa \in (0, 4)$, then the length of the left and right sides of an independent SLE$_\kappa$ curve drawn on a quantum surface called a $(\gamma - 2\gamma^{-1})$-quantum wedge (corresponding to a weight of 4), $\gamma = \sqrt{\kappa}$, can be made sense of and that they are equal at any given time. In [8], the authors prove that the quantum length of the left and right sides of an SLE$_{\kappa'}$ hull, $\kappa' \in (4, 8)$, drawn on an independent $(\frac{1}{2} - \frac{\gamma}{2})$-quantum wedge (corresponding to a weight of $3\gamma^2/2 - 2$), $\gamma = 4/\sqrt{\kappa'}$, are given by independent $\kappa'/4$-stable Lévy processes with only negative jumps provided the curve has the appropriate time parameterization. The negative jumps correspond to the components that the curve disconnects from $\infty$ and the size of a downward jump gives the quantum length of the component. We will refer to this time parameterization as generalized quantum length.

Since the time parameterization of a stable Lévy process can be recovered from its ordered collection of jumps, we can recover the generalized quantum length from the ordered collection of quantum lengths of the components disconnected from $\infty$ by the curve. More concretely, let $N^{\eta,h}_\varepsilon(dz)$ denote the counting measure on bubbles cut out by $\eta$ of LQG boundary length in $[\varepsilon, 2\varepsilon]$, with respect to $h$. The boundary of each such bubble is absolutely continuous with respect to an SLE$_\kappa$ for
\( \kappa = 16/\kappa' \in (0, 4) \) and therefore it has a well-defined (quantum length. The generalized quantum length of \( \eta \) is the random measure defined by

\[
\sigma^{\eta,h}(dz) := \lim_{\varepsilon \to 0} \varepsilon \hat{\sigma}^\eta N^{\eta,h}_\varepsilon(dz),
\]

where \( \hat{\sigma} = \kappa'/4 = 4/\gamma^2 \). This is a volume measure such that \( \sigma^{\eta,h}(\eta([0,t])) \) is continuous and strictly increasing in \( t \). Moreover, we write \( \sigma_t^{\eta,h} \) and \( N^{\eta,h}_\varepsilon \) for these quantities, restricted to the time interval \( I \).

Note that while we require a distribution which looks locally like a free boundary GFF to measure the length of segments of \( \partial D \), we can actually measure the length of a curve in \( D \) with a zero-boundary GFF as well, since inside of \( D \), the law of a zero-boundary GFF is absolutely continuous with respect to that of a free boundary GFF.

**Remark 2.3.** We note that quantum length and generalized quantum length of SLE processes provide us with a notion of length of CLE loops. For a single loop \( \mathcal{L} \) of a CLE\( \kappa' \), we use the same notation as above, that is, \( \sigma^{\mathcal{L},h} \) denotes its quantum length with respect to the field \( h \), and \( \sigma^{\mathcal{L},h}_t \) denotes the counting measure on the smaller loops with sizes in \( [\varepsilon, 2\varepsilon] \) that \( \mathcal{L} \) traces (both on the left and on the right).

**2.6.1. Weight \( 3\gamma^2/2 - 2 \) quantum wedge.** In what follows in Section 3, it will be important to have the exact definition of a weight \( 3\gamma^2/2 - 2 \) quantum wedge (i.e., a \( (4/\gamma - \gamma/2) \)-quantum wedge) so we will review it here. The definition is easiest to give when the surface is parameterized by the infinite strip \( \mathcal{S} = \mathbb{R} \times (0, \pi) \) rather than by \( H \). One takes the projection \( h \) of the field onto \( H^L(\mathcal{S}) \) to be given by the corresponding projection of a GFF on \( \mathcal{S} \) with free boundary conditions. The projection of the field onto \( H^R(\mathcal{S}) \) is taken independently to be the function whose common value on \( \{t\} \times (0, \pi) \) is given by \( Y_t = B_{2t} + (\gamma - 2/\gamma)t \) where \( B \) is a two-sided Brownian motion with \( B_0 = 0 \) and conditioned so that \( Y_t > 0 \) for all \( t > 0 \). Since a quantum surface is defined modulo (2.4) this in fact defines a particular embedding of a weight \( 3\gamma^2/2 - 2 \) quantum wedge into \( \mathcal{S} \) which is sometimes called the circle average embedding. The circle average embedding of a weight \( 3\gamma^2/2 - 2 \) wedge parameterized by \( H \) is defined by starting with the circle average embedding of the surface parameterized by \( \mathcal{S} \) and then mapping to \( \mathcal{S} \) using the map \( z \mapsto e^z \) and applying (2.4).

**2.6.2. Ordinary and generalized quantum disks.** Two types of quantum surfaces that are of particular importance are the quantum disk and the generalized quantum disk. The exact definitions are not important for understanding the results, however, we will provide the definition of the quantum disk and mention briefly how to construct the generalized quantum disk.

While we will often let it be parameterized by the unit disk, it is convenient to define it parameterized by the infinite strip \( \mathcal{S} \), since it then takes a simple form. We can then parameterize it by \( D \) using a conformal map and (2.4).

Fix \( \gamma \in (0, 2) \). The infinite measure \( \mathcal{M}^{\text{disk}} \) on quantum disks is a measure on doubly marked quantum surfaces \( (\mathcal{S}, h^D, -\infty, \infty) \). A quantum disk \( (\mathcal{S}, h^D, -\infty, \infty) \) can be sampled from \( \mathcal{M}^{\text{disk}} \) as follows. Sample a process \( X \) from the infinite excursion measure of a Bessel process of dimension \( 3 - \frac{4}{\gamma} \) (described in [8, Remark 3.7]) and let \( Z \) be the process defined by taking \( \frac{2}{\gamma} \log X \) and reparameterizing it to have quadratic variation \( 2dt \). Then we define \( h^D \) as the distribution with average value \( Z_t \) on each vertical line segment \( \{t\} \times (0, \pi) \) and lateral part \( h^D - Z_{\Re(\cdot)} \) given by that of an independent free boundary GFF on \( \mathcal{S} \) (recall Remark 2.2).
For $\ell > 0$ the quantum disk with boundary length $\ell$ is is the law on surfaces given by $\mathcal{M}^\text{disk}$ conditioned on $\nu_{h,0}(\partial S) = \ell$ (see [8, Section 4.5]).

A generalized quantum disk is constructed by considering a $\frac{4}{\gamma}$-stable looptree (see e.g. [6]) and assigning to each of the loops the conformal structure of an independent $\gamma$-quantum disk with boundary length given by the length of the loop and marked point given by the point on the loop which is closest to the root.

Just as in the case of the free boundary GFF, it holds that inside of the domain, the law the quantum disk – and hence the generalized quantum disk – is absolutely continuous with respect to the law of a zero-boundary GFF.

2.6.3. Natural LQG measure on the CLE carpet/gasket. Just as for SLE, there is a natural LQG measure on the CLE carpet. Fix parameters
\[
\kappa \in (8/3, 4), \quad \gamma = \sqrt{\kappa}, \quad \alpha = 4/\kappa,
\]
and consider a CLE$_\kappa$ process $\Gamma$ drawn on an independent $\gamma$-quantum disk $h$. For an open set $O$ let $N^\Gamma_{\kappa}(O)$ denote the number of loops which are contained in $O$ and have quantum length at least $\varepsilon$ with respect to $h$. Then the limit
\[
(2.5) \quad \Lambda^\Gamma_{\kappa}(O) = \lim_{\varepsilon \to 0} \varepsilon^{\alpha + \frac{1}{2}} N^\Gamma_{\kappa}(O)
\]
exists in probability for each $O$ and defines a random measure which we interpret as the natural LQG measure on the CLE$_\kappa$ carpet; see [34, Theorem 1.3].

The case of non-simple CLE is similar. Suppose $\kappa' \in (4, 8)$, $\gamma = 4/\sqrt{\kappa'}$ and $\alpha' = 4/\kappa'$, and $\Gamma$ is a CLE$_{\kappa'}$ drawn on an independent generalized quantum disk $h$. For any open set $O$, let $N^\Gamma_{\kappa'}(O)$ denote the number of loops of $\Gamma$ which are contained in $O$ and have generalized quantum length in $[\varepsilon, 2\varepsilon]$ with respect to $h$ (recall here that the loops are SLE$_{\kappa'}$-type loops and hence their lengths are measured accordingly). Then, the natural LQG measure on the CLE gasket is given by the limit (2.5) with this $N^\Gamma_{\kappa'}(O)$ and $\alpha'$ in place of $\alpha$ (see [35]).

3. Natural parameterization of self-intersecting SLE

Fix $\kappa' \in (4, 8)$ and let $\gamma = 4/\sqrt{\kappa'}$ and $\hat{\alpha} = \kappa'/4$. Using LQG measures, we want to construct a $(1 + \frac{2}{\kappa'})$-dimensional volume measure on $\eta \sim$ SLE$_{\kappa'}$, which will be (a constant multiple of) the natural parameterization of $\eta$. We stress that by Theorem 2.1, we need only show that the constructed measures $(\mu^t)_{t \geq 0}$ satisfy the correct conformal covariance (2.3), have the same law (under proper conditioning) and are locally finite. The results of [2] lead us to considering a measure of the form
\[
\mu^0(dz) = F(z) E \left[ \sigma^{\eta^0, h^0}(dz) \bigg| \eta^0 \right]
\]
where $\eta^0 = \eta$, $h^0$ is a zero-boundary GFF on $H$ independent of $\eta^0$, and $F(z) = r_H(z)^{-2/\gamma}$ where $r_H(z)$ is the conformal radius of $H$ as seen from $z$. We recall that $(f_t)$ is the centered Loewner flow associated with $\eta$, $\eta^0(u) = f_t(\eta(t + u))$ for each $u \geq 0$, $\psi_t = f_t^{-1}$, and $\mu^t = |\psi_t'(z)|^{-d}(\mu \circ \psi_t)(dz)$. We define the volume measure $\tilde{\mu}^s$ on $\eta^s$ (recall (2.2)) by
\[
\tilde{\mu}^s(dz) = F(z) E \left[ \sigma^{\eta^s, \tilde{h}^s}(dz) \bigg| \eta^s \right]
\]
where $\tilde{h}^s$ is a zero-boundary GFF in $H$ independent of $\eta^0$. It is clear that $(\eta^s, \tilde{\mu}^s)$ and $(\eta^0, \mu^0)$ have the same law. The goal of this section is to prove that $\tilde{\mu}^s = \mu^s$ (recall 2.3) hence deduce that
$(\eta^s, \mu^s)$ and $(\eta^0, \mu^0)$ have the same law. In order to do this, we begin by showing that $\mu^0$ is a.s. locally finite as a measure on $H$. To be explicit, we say that $\mu^0$ is an a.s. locally finite as a measure on $H$ if we have that a.s. $\mu^0(K) < \infty$ for every $K \subseteq H$ compact. Note that this is different from the local finiteness condition of Theorem 2.1, but we shall prove that it implies the latter condition, which requires that for all $0 < s < t$, we have that $\mu^0(\eta^0([s, t]))$ is a.s. finite.

3.1. Local finiteness of $\mu^0$ as a measure on $H$. The goal of this subsection is to prove the following.

Lemma 3.1. Almost surely, $\mu^0$ is locally finite as a measure on $H$.

This is proved by first proving that if $h^w$ is a weight $3\gamma^2/2 - 2$ quantum wedge with the circle average embedding, taken to be independent of $\eta^0$, and $h^w = h^0 + h$ is its decomposition into a zero-boundary GFF and a harmonic function, then $E[\sigma h^0, h^w] | (D \cap H) < \infty$ a.s. The result then follows from a comparison between $h^w$ and $h^0$ in $D \cap H$ and a scaling argument. We begin by proving some moment bounds for $\mu_h^w$.

Lemma 3.2. Fix $\gamma \in (\sqrt{2}, 2)$ and let $h^w$ be a weight $3\gamma^2/2 - 2$ quantum wedge parameterized by $\mathcal{S}$. We take the embedding so that the projection of $h^w$ onto $H^R(\mathcal{S})$ last hits 0 on the line $\{0\} \times (0, \pi)$. For each $k \in \mathbb{Z}$ we let $A_k = [k, k+1] \times (0, \pi)$ and let $h^w = h^0 + h$ be the decomposition of $h^w$ into a zero-boundary GFF $h^0$ and its harmonic part $h$ where $h^0$, $h$ are independent. Then for small enough $p > 0$ we have that

$$E[E[\mu_{h^w}(A_0) | h]^p] < \infty.$$ 

Moreover for $p, \varepsilon > 0$ small enough and $\tilde{p} = p + \varepsilon$ there exists a constant $C = C_{p, \varepsilon} > 0$ so that for $k \geq 1$ we have that

$$E[E[\mu_{h^w}(A_k) | h]^p] \leq Ce^{k(p(\gamma^2 - 2) + \tilde{p}^2 \gamma^2)}.$$ 

Finally, for small enough $p, \varepsilon > 0$ and $\tilde{p} = p + \varepsilon$ there exists a constant $C = C_{p, \varepsilon} > 0$ such that for $k \leq 0$ we have that

$$E[E[\mu_{h^w}(A_{k-1}) | h]^p] \leq Ce^{-k|p(\gamma^2 - 2) + \tilde{p}^2 \gamma^2|}.$$ 

Proof. By the independence of $h^0$ and $h$ we have from [9, Proposition 1.2] that

$$E[\mu_{h^w}(A_0) | h] = \int_{A_0} e^{\gamma h(z)} r_{\mathcal{S}}(z) \gamma^2/2 \, dz$$

where $r_{\mathcal{S}}(z)$ is the conformal radius of $\mathcal{S}$ as seen from $z$.

Let $\hat{Q}$ be a Whitney square decomposition of $A_0$. Fix $\hat{\delta} > 0$ and let $Q$ be formed by subdividing each $Q \in \hat{Q}$ into a finite number of subsquares (depending only on $\hat{\delta}$) of equal size so that if $Q \in \hat{Q}$ then $\text{diam}(Q)/\text{dist}(Q, \partial \mathcal{S}) \leq \hat{\delta}$. Fix some $p \in (0, 1)$ to be determined later. By the concavity of the function $x \mapsto x^p$ for $p \in (0, 1)$ we have that

$$\left( \int_{A_0} e^{\gamma h(z)} r_{\mathcal{S}}(z) \gamma^2/2 \, dz \right)^p \leq \sum_{Q \in \hat{Q}} e^{\gamma p \sup_{z \in Q} |h(z)|} \text{dist}(Q, \partial \mathcal{S})^{p \gamma^2/2} |Q|^p,$$

where $|Q|$ is the area of $Q$. Taking expectations, we have that

$$E[E[\mu_{h^w}(A_0) | h]^p] \leq \sum_{Q \in \hat{Q}} E \left[ e^{\gamma p \sup_{z \in Q} |h(z)|} \right] \text{dist}(Q, \partial \mathcal{S})^{p \gamma^2/2} |Q|^p.$$
Next, note that $h^w$ differs from a free boundary GFF only in the vertical direction. More precisely, (recall Remark 2.2), the projection of $h^w$ onto $H^k(\mathcal{S})$ has the same law as the projection of a free boundary GFF $h^f$ on $\mathcal{S}$ onto $H^k(\mathcal{S})$. Furthermore, let $Y_t$ denote the average value of $h^w$ on $\{t\} \times (0, \pi)$, that is, its projection on $H^R(\mathcal{S})$. Then the law of $Y_t$ is given by that of $B_{2t} + (\gamma - \frac{2}{\gamma})t$ where $B$ is a two-sided Brownian motion with $B_0 = 0$ and conditioned so that $B_{2t} + (\gamma - \frac{2}{\gamma})t > 0$ for all $t > 0$. If $U_t$ denotes the projection of $h^f$ onto $H^R(\mathcal{S})$ then the law of $U_t$ is equal to that of $\tilde{B}_{2t}$ where $\tilde{B}$ is a two-sided Brownian motion with $\tilde{B}_0 = 0$. Consequently, it follows that if $h^f$ denotes the harmonic part of $h^f$ then for each $Q \in \mathcal{Q}$,

$$
\mathbb{E}\left[ e^{\gamma p \sup_{z \in Q} |h(z)|} \right] = \mathbb{E}\left[ e^{\gamma p \sup_{z \in Q} |h^f(z)|} \right]
$$

where the implicit constant is independent of $Q$. For each $k$ we let $\mathcal{Q}_k = \{ Q \in \mathcal{Q} : 2^{-k} \leq \text{dist}(Q, \partial \mathcal{S}) < 2^{-k+1} \}$. Fix $\delta > 0$. By decreasing the value of $\delta > 0$ if necessary [14, Lemma A.2] together with (3.2) implies for $Q \in \mathcal{Q}_k$ that

$$
\mathbb{E}\left[ e^{\gamma p \sup_{z \in Q} |h(z)|} \right] = O(2^{k(1+\delta)\gamma^2 p^2}),
$$

where the implicit constant depends only on $\delta$.

Next, note that $|\mathcal{Q}_k| \asymp 2^k$ with the implicit constant depending only on $\delta$. Moreover, since $\text{dist}(Q, \partial \mathcal{S}) \asymp \text{diam}(Q)$ (with constants depending only on $\delta$), we have for all $Q \in \mathcal{Q}_k$ that

$$
\text{dist}(Q, \partial \mathcal{S})^{p \gamma^2 / 2} |Q|^p \asymp 2^{-k p (2 + \gamma^2 / 2)}
$$

where the implicit constants depend only on $\delta$. Combining this with (3.1) and (3.3) it follows that

$$
\mathbb{E}[\mathbb{E}[\mu_{h^w}(A_0) | h]^p] \lesssim \sum_{k=0}^{\infty} O\left(2^{k((1+\delta)\gamma^2 p^2 - p(2 + \gamma^2 / 2) + 1)}\right).
$$

Thus if $(1 + \delta)\gamma^2 p^2 - p(2 + \gamma^2 / 2) + 1 < 0$ we have that the sum converges and the result follows. Note that the polynomial $q(p) = \gamma^2 p^2 - p(2 + \gamma^2 / 2) + 1$ attains its minimum $-\frac{(4 - \gamma^2)^2}{16 \gamma^2} < 0$ at the value $p = \frac{4 + \gamma^2}{4 \gamma^2}$. Consequently, for $\delta > 0$ very small there exists $p_0 > 0$ so that the polynomial $g_\delta(p) = (1 + \delta)\gamma^2 p^2 - p(2 + \gamma^2 / 2) + 1$ satisfies $g_\delta(p_0) < 0$ and hence such that (3.4) is bounded for $p = p_0$. By Lyapunov’s inequality, the result holds for all $0 < p < p_0$ as well.

We now turn to the bound on $\mu_{h^w}(A_k)$ for $k \geq 1$. By Hölder’s inequality, with $p', q' > 1$ satisfying $\frac{1}{p'} + \frac{1}{q'} = 1$, we have that

$$
\mathbb{E}[\mathbb{E}[\mu_{h^w}(A_k) | h]^p] \leq \mathbb{E}\left[ e^{p' q' Y_k} \right]^{\frac{p}{q'}} \mathbb{E}\left[ \mathbb{E}[\mu_{h^w - Y_k}(A_k) | h]^{q' / p} \right]^{\frac{1}{q'}}.
$$

Let $\sigma = \inf\{ t \geq 0 : Y_t = 1 \}$. Then we note that $Y_{t+\sigma}$ has the same law as $Z_t = B_{2t} + (\gamma - 2 / \gamma)t$ conditioned on the positive probability event $F$ that $Z_t > 0$ for all $t \geq 0$ where $B$ is a standard Brownian motion with $B_0 = 1$. Let $\mathcal{F}_t = \sigma(Y_s : s \leq t)$. Thus for $b > 0$ we have that

$$
\mathbb{E}[e^{b Y_t}] \leq e^{b} + \mathbb{E}[\exp(b Y_t) I_{t \geq \sigma}] = e^{b} + \mathbb{E}[\mathbb{E}[\exp(b Y_t) | \mathcal{F}_\sigma] I_{t \geq \sigma}].
$$
We moreover have on \( \{ t \geq \sigma \} \) that
\[
E[\exp(bY_t) \mid \mathcal{F}_\sigma] = E[\exp(bZ_{t-\sigma}) \mid F] \leq \frac{E[\exp(bZ_{t-\sigma})]}{P[F]}
\]
\[
= \frac{\exp((b(\gamma - 2/\gamma) + b^2)(t - \sigma))}{P[F]}
\]
\[
\leq \frac{\exp((b(\gamma - 2/\gamma) + b^2)t)}{P[F]}.
\]
Inserting this into the above gives that
\[
E[\exp(bY_t)] \leq e^b + \frac{1}{P[F]} e^{(b(\gamma - 2/\gamma) + b^2)t}.
\]
Applying this for \( b = pp'\gamma \) and \( t = k \) gives us that
\[
E\left[ e^{pp'\gamma Y_k} \right] \leq e^{k((pp')^2\gamma^2 + pp'\gamma^2 - 2pp')}.
\]
The same argument works to bound the exponential moments of \( (Y_{k+t} - Y_k)_{t \in [0,1]} \). Hence,
\[
E\left[ E[\mu_{h^w - Y_k}(A_k) \mid \mathcal{F}_t]^{q'p} \right] \leq E\left[ E[\mu_{h^w}(A_0) \mid \mathcal{F}_t]^{q'p} \right] < \infty,
\]
whenever \( q'p \) is sufficiently small. Hence, the second part of the lemma follows.

Finally, we bound the moments of the rectangles \( A_{-k} \) for \( k \geq 1 \). We have that
\[
E[\mathcal{E}[\mu_{h^w}(A_{-k}) \mid \mathcal{F}_t]^{q'p}] = E\left[ E^{\gamma Y_{-k}} \mathcal{E}[\mu_{h^w - Y_{-k}}(A_{-k}) \mid \mathcal{F}_t]^{q'p} \right]
\]
\[
\leq E\left[ e^{pp'\gamma Y_{-k}} \right]^{1/q'} E\left[ E[\mu_{h^w - Y_{-k}}(A_{-k}) \mid \mathcal{F}_t]^{q'p} \right]^{1/q'}
\]
The second term on the right-hand side is bounded by a constant times \( E[\mathcal{E}[\mu_{h^w}(A_0) \mid \mathcal{F}_t]^{q'p}]^{1/q'} \)
(since the average process of the latter is a Brownian motion with positive drift, conditioned to stay positive, instead of an average process given by a Brownian motion with positive drift), which is
finite for \( p > 0 \) small, and the former term is
\[
E\left[ e^{pp'\gamma Y_{-k}} \right] \leq e^{(1-k)p(\gamma^2 - 2) + (pp')^2\gamma^2(k-1) - \gamma^2k}.\]
where the implicit constant can be taken independent of \( k \). Note that the exponent is negative for all \( \gamma \in (\sqrt{2}, 2) \) and \( p, \varepsilon > 0 \) sufficiently small.

**Lemma 3.3.** Fix \( \kappa' \in (4,8) \), let \( \gamma = 4/\sqrt{\kappa'} \), let \( \eta^0 \sim \text{SLE}_{\kappa'} \) and let \( h^w \) be an independent weight \( \frac{3\kappa'}{2} - 2 \) quantum wedge parameterized by \( H \) and with the circle average embedding. Let \( h^w = h^0 + \eta^w \) be the decomposition of \( h^w \) into a GFF \( h^0 \) on \( H \) with zero boundary conditions and a function \( \eta^w \) which is harmonic on \( H \). Then we a.s. have that \( E[\sigma_{\eta^w, h^w}(D \cap H) \mid \eta^w] < \infty \).

**Proof.** Let \( \gamma = 4/\sqrt{\kappa'} \) and fix \( \varepsilon, p > 0 \) small enough so that the bounds of Lemma 3.2 hold with \( \tilde{p} = p + \varepsilon \).

We parameterize \( \eta \) by generalized quantum length (as we shall bound the mass of \( \eta \cap D \) under the measure \( \mu^0 \), the parameterization of \( \eta \) does not matter) and let \( \tau = \sup \{ t \geq 0 : \eta(t) \in D \} \) and \( R = \sup_{0 \leq t < \tau} |\eta(t)| \). We note that since \( \eta \) is parameterized by generalized quantum length, \( \sigma_{\eta^0, h^w}(D \cap H) \leq \tau \) and hence it suffices to show that \( E[\tau \mid \eta^w] < \infty \) a.s.

The strategy to bound \( E[\tau \mid \eta^w] \) is as follows. We first define an event \( E \) for \( \eta^w \) which can be taken to have probability as close to 1 as we want. We note that if \( \tau \) is large, then the mass of \( \mu_{h^w}(B(0,R)) \)
We now focus on...By Poisson concentration, there is a constant $\kappa$ that the number of downward jumps of size at least 1 made before time $T$ are independent.

Recall that since $\eta, \nu$ is parameterized by generalized quantum length, the left/right boundary lengths $c$ and $e$ are independent $k'/4$-stable Lévy processes. It thus follows that there is a constant $c > 0$ such that the number of downward jumps of size at least 1 made before time $T$ has law Poisson$(cT)$. By Poisson concentration, there is a constant $\tilde{c} > 0$ such that the probability that at most $cT/2$ negative jumps of size at least 1 have occurred by time $T$ is $O(e^{-\tilde{c}T})$. 

For now, change the coordinates of the quantum surface $(H, h^w)$ to $(\mathcal{S}, \hat{h}^w)$ (recall (2.4)). Let $\hat{h}^w = \hat{h}^0 + \hat{h}$ be the decomposition of $\hat{h}^w$ into a sum of a GFF $\hat{h}^0$ on $\mathcal{S}$ with zero boundary conditions and a function $\hat{h}$ which is harmonic on $\mathcal{S}$. Fix a constant $C > 0$. For each $k \geq 0$ we let $\hat{E}_k = \{E[\mu_{\hat{h}^w}(A_k) | \hat{h}] \leq C e^{(1+\varepsilon)k(p(\gamma^2-2)+p^2\gamma^2)/p}\}$. By Chebyshev’s inequality and Lemma 3.2 we have that

$$P[\hat{E}_k^c] \leq C^{-p} e^{-\varepsilon k(p(\gamma^2-2)+p^2\gamma^2)}.$$ 

As the exponent above is negative for $p, \varepsilon > 0$ sufficiently small, by a union bound we have that $\bigcap_{k \geq 0} \hat{E}_k$ can be made to have probability as close to 1 as we like by choosing $C > 0$ large. For each $k \leq -1$ we similarly let $\hat{E}_k = \{E[\mu_{\hat{h}^w}(A_k) | \hat{h}] \leq C e^{-(1-\varepsilon)k(\bar{p}(\gamma^2-2)-p^2\gamma^2)/p}\}$. By Chebyshev’s inequality and Lemma 3.2 we have in this case that

$$P[\hat{E}_k^c] \leq C^{-p} e^{-\varepsilon k(\bar{p}(\gamma^2-2)-p^2\gamma^2)}.$$ 

As the exponent above is negative for $p, \varepsilon > 0$ sufficiently small, by a union bound we have that $\bigcap_{k \leq -1} \hat{E}_k$ can be made to have probability as close to 1 as we like by choosing $C > 0$ large. Altogether, with $\hat{E} = \bigcap_{k \geq 0} \hat{E}_k$ by choosing $C > 0$ large we can make $\hat{E}$ to have probability as close to 1 as we like. Changing the parameterization back to $(H, h^w)$, and letting $E$ be the analog of $\hat{E}$ in $H$, that is, $E = \bigcap_{k \geq 0} \hat{E}_k$ where $E_k = \{E[\mu_{h^w}(A_k) | h] \leq C e^{(1+\varepsilon)k(p(\gamma^2-2)+p^2\gamma^2)/p}\}$ for $k \geq 0$ and $E_k = \{E[\mu_{h^w}(A_k) | h] \leq C e^{-(1-\varepsilon)k|\bar{p}(\gamma^2-2)-p^2\gamma^2|/p}\}$ for $k \leq -1$ where $A_k = B(0, e^k+1) \setminus B(0, e^k)$ then by the above and that $E \in \sigma(h)$ we have

$$E[\mu_{h^w}(B(0, e^k)1_E] \leq e^{(1+\varepsilon)k(p(\gamma^2-2)+p^2\gamma^2)/p} \quad \text{for} \quad k \geq 0.$$ 

We now focus on $\eta \sim \text{SLE}_{k'}$. Note that by [50, Theorem 1, (1.3)] with $n = 2$, we have for $k \geq 1$ that

$$P[\eta \text{ returns to D after leaving } B(0, e^k)] = e^{-\left(\frac{\gamma^2}{4} - 1 + o(1)\right)k}.$$ 

Thus, recalling that $\tau$ is the last time $\eta$ visits $D$ and $R = \sup_{0 \leq t \leq \tau} |\eta(t)|$, we have that

$$E[\mu_{h^w}(B(0, R))1_E] \leq \sum_{k=1}^{\infty} E[\mu_{h^w}(B(0, e^{k+1}))1_E]P[\eta \text{ visits D after leaving } B(0, e^k)]$$

$$= \sum_{k=1}^{\infty} O \left(e^{(1+\varepsilon)k(p(\gamma^2-2)+p^2\gamma^2)/p} \cdot e^{-\left(\frac{3\gamma^2}{4} - 1 + o(1)\right)k}\right).$$ 

By choosing $\varepsilon, p > 0$ sufficiently small we can ensure that

$$\frac{1+\varepsilon}{p} \left( p(\gamma^2-2) + p^2\gamma^2 \right) - \left( \frac{3\gamma^2}{4} - 1 \right) < 0$$

so that the sum in (3.5) converges and hence $E[\mu_{h^w}(B(0, R))1_E] < \infty$. 

Recall that since $\eta$ is parameterized by generalized quantum length, the left/right boundary lengths are independent $k'/4$-stable Lévy processes. It thus follows that there is a constant $c > 0$ such that the number of downward jumps of size at least 1 made before time $T$ has law Poisson$(cT)$. By Poisson concentration, there is a constant $\tilde{c} > 0$ such that the probability that at most $cT/2$ negative jumps of size at least 1 have occurred by time $T$ is $O(e^{-\tilde{c}T})$. 


Each of the surfaces cut out by $\eta$ corresponding to a downward jump of either the left or right boundary length process is a quantum disk with boundary length equal to the size of the downward jump and conditionally independent of the others given its boundary length. Moreover, if a quantum disk has boundary length $\ell \geq 1$, then there is a constant $a \in (0,1)$ uniform in $\ell \geq 1$ such that the event that the quantum mass is at least 1 has probability lower bounded by $a$. Consequently, by Hoeffding’s inequality there exists a constant $c^* > 0$ such that the probability that $\eta$ cuts out fewer than $acT/4$ quantum disks with mass at least 1 is $O(e^{-c^*T})$. It follows that there exists a constant $p > 0$ such that for each $r > 0$ we have

$$P[\tau \geq qr, M, M \leq \mu_{h^w}(B(0,R)) \leq M+1, E] = O(e^{-c^*rM}).$$

By summing over $r$ we see that

$$E[\tau 1_{r \geq 2qM, M \leq \mu_{h^w}(B(0,R)) \leq M+1, E}] = O(e^{-2c^*M}).$$

and hence

$$E[\tau 1_{M \leq \mu_{h^w}(B(0,R)) \leq M+1, E}] = E[\tau 1_{r < 2qM, M \leq \mu_{h^w}(B(0,R)) \leq M+1, E}] + E[\tau 1_{r \geq 2qM, M \leq \mu_{h^w}(B(0,R)) \leq M+1, E}]$$

$$\leq 2qM P[M, \mu_{h^w}(B(0,R)) \leq M+1, E] + O(e^{-2c^*M}).$$

Since $E[\mu_{h^w}(B(0,R)) | E] < \infty$, we get by summing over $M$ that

$$E[\tau | E] < \infty.$$

Since $E \in \sigma(h)$, this implies that $E[\tau | h] 1_E < \infty$ a.s. Since we can make the probability of $E$ as close to 1 as we like by adjusting the value of $C > 0$, we obtain that $E[\tau | h] < \infty$ a.s. This completes the proof since $\sigma_{h^w}^{\mu}(D \cap H) \leq \tau$ as we explained above. \hfill \Box

**Proof of Lemma 3.1.** We begin by deducing from Lemma 3.3 that $E[\sigma_{h^w}^{\mu}](K) < \infty$ for each compact $K \subseteq D \cap H$.

First we note that since adding a constant $C$ to a field $h^*$ scales quantum lengths by $e^{2C}$, for any $U \subseteq H$ we have that

$$\sigma_{h^w}^{\mu} + C(U) = \lim_{\varepsilon \to 0} \varepsilon^{-\gamma} N_{\varepsilon}^{\mu,h^w} + C(U) = \lim_{\varepsilon \to 0} \varepsilon^{-\gamma} N_{\varepsilon}^{\mu,h^w}(U) = e^{2\gamma} C \lim_{\varepsilon \to 0} \varepsilon e^{-2\gamma} N_{\varepsilon}^{\mu,h^w}(U) = e^{2\gamma} \sigma_{h^w}^{\mu}(U).$$

Fix some compact set $K \subseteq D \cap H$ and let $\delta := \text{dist}(K, \partial H) > 0$. We decompose $h^w$ into $h^w = h^0 + h$, where $h^0$ is a zero-boundary GFF on $H$, $h$ is a distribution which is harmonic on $H$, and $h^0$, $h$ are independent. Then $h$ is a.s. bounded on $K$ since $\delta > 0$ and hence $P[\sup_{z \in K} |h(z)| \leq C] \to 1$ as $C \to \infty$. Thus letting $E_K$ be the event that $\sup_{z \in K} |h(z)| \leq C$ we can choose $C < \infty$ so that $P[E_K] \geq 1/2$. It follows from (3.6) that

$$E[\sigma_{h^w}^{\mu} | h] 1_{E_K} \leq e^{2\gamma} C E[\sigma_{h^w}^{\mu} | h] 1_{E_K} \leq e^{2\gamma} C E[\sigma_{h^w}^{\mu} | h].$$

Lemma 3.3 implies that the right hand side is a.s. finite and the independence of $h^0$ and $h$ implies that $E[\sigma_{h^w}^{\mu} | h] = E[\sigma_{h^w}^{\mu} | h]$. Altogether, we have proved that $E[\sigma_{h^w}^{\mu}](K) < \infty$.

Finally, since $r_{H}(z) \geq \text{dist}(z, \partial H)$, it follows that

$$E[\mu_0^{\mu}(K)] \leq \delta^{-2/\gamma^2} E[\sigma_{h^w}^{\mu}](K) < \infty.$$
We now turn to the case of a general compact subset of \( H \). Fix some compact set \( \tilde{K} \subseteq H \). Let \( R' = \inf\{ r > 0 : \tilde{K} \subseteq B(r, 0) \} \) and let \( R = 2R' \). Let \( \varphi_R : H \to H \) be given by \( \varphi_R(z) = z/R \). Then \( K := \varphi_R(\tilde{K}) \subseteq D \cap H \) is compact. Moreover, by (2.4), we a.s. have that

\[
\sigma^{\varphi_R(\eta^0),h^0,\varphi_R^{-1}} + Q \log |(\varphi_R^{-1})'(K)| \to \sigma^{\eta^0,h^0}(\tilde{K}).
\]

Furthermore, \( \varphi_R(\eta^0) \sim \text{SLE}_\kappa \) and \( h^0 \circ \varphi_R^{-1} \) is a zero-boundary GFF on \( H \). Thus \( \sigma^{\eta^0,h^0} \) and \( \sigma^{\varphi_R(\eta^0),h^0,\varphi_R^{-1}} \) have the same law, so by (3.6) it follows that

\[
E[\sigma^{\eta^0,h^0}](\tilde{K}) = E[\sigma^{\varphi_R(\eta^0),h^0,\varphi_R^{-1}} + Q \log |(\varphi_R^{-1})'(K)|](K)
\]

\[
= R^{\frac{2}{\gamma}} E[\sigma^{\varphi_R(\eta^0),h^0,\varphi_R^{-1}}](K)
\]

\[
= R^{1 + \frac{4}{\gamma}} E[\sigma^{\eta^0,h^0}](K) < \infty,
\]

since \( (\varphi_R^{-1})' = R \frac{2}{\gamma} Q = 1 + \frac{4}{\gamma} \) and \( K \subseteq D \cap H \). Noting that, as above,

\[
E[\mu^0](\tilde{K}) \leq \text{dist}(\tilde{K}, R)^{-2/\gamma} E[\sigma^{\eta^0,h^0}](\tilde{K}) < \infty,
\]

the result follows. \( \square \)

3.2. Conformal covariance and uniqueness.

**Lemma 3.4.** We have that \( \tilde{\mu}^s = \mu^s \), i.e.,

\[
\mu^0|_{\eta^0([s,\infty))} \circ \psi_s(dz) = |\psi'_s(z)|^{1 + \frac{\gamma}{2}} \tilde{\mu}^s(dz).
\]

**Proof.** Since quantum length is invariant under the coordinate change \( h^0 \to h^0 \circ \psi_s + Q \log |\psi'_s| \), we have

\[
\mu^0|_{\eta^0([s,\infty))} \circ \psi_s(dz) = F(\psi_s(z)) E[\sigma^{\eta^0,h^0} \circ \psi_s(dz) \mid \eta^0]
\]

\[
= F(\psi_s(z)) E[\lim_{\varepsilon \to 0} \tilde{\varepsilon} \cdot N^{\eta^0,h^0,[s,\infty)} \circ \psi_s(dz) \mid \eta^0]
\]

\[
= F(\psi_s(z)) E[\lim_{\varepsilon \to 0} \tilde{\varepsilon} \cdot N^{\eta^0,h^0 \circ \psi_s + Q \log |\psi'_s|}(dz) \mid \eta^0].
\]

Furthermore, since \( \tilde{h}^s \) is a zero-boundary GFF, we have that \( \tilde{h}^s \circ f_s \) is a zero-boundary GFF in \( H \backslash \eta^0([0,s)) \). Thus we can assume that \( h^0, \tilde{h}^s \) are coupled together in such a way so that we can define a Gaussian field \( \tilde{\mathcal{F}} \) which conditionally on \( \eta^0 \) is independent of \( \tilde{h}^s \) and is such that \( h^0 = \tilde{h}^s \circ f_s + \tilde{\mathcal{F}} \). Then \( \tilde{\mathcal{F}} \) has covariance kernel given by

\[
G_H(z, w) - G_H|_{\eta^0([0,s))}(z, w) = G_H(z, w) - G_H(f_s(z), f_s(w))
\]

and at a point \( z \) the variance of \( \tilde{\mathcal{F}}(z) \) is given by

\[
\text{Var} \tilde{\mathcal{F}}(z) = \lim_{\varepsilon \to 0} \text{Var} \tilde{\mathcal{F}}_\varepsilon(z) = \log r_H(z) - \log r_H(f_s(z)) + \log |f'_s(z)|,
\]

where \( \tilde{\mathcal{F}}_\varepsilon \) denotes the circle average of \( \tilde{\mathcal{F}} \) (the \( \log |f'_s(z)| \) term comes from the change of variables dilating the ball of radius \( \varepsilon \) by a factor of \( |f'_s(z)| \) as \( \varepsilon \to 0 \)). Since \( \tilde{h}^s = h^0 \circ \psi_s - \tilde{\mathcal{F}} \circ \psi_s \) and arguing
as in (3.6) it follows that
\[
\lim_{\varepsilon \to 0} \varepsilon^{\hat{\alpha} N_{\varepsilon} H^0 \circ \psi_s + \gamma} \log |\psi'_s| (dz) = \lim_{\varepsilon \to 0} \varepsilon^{\hat{\alpha} N_{\varepsilon} H^0 \circ \psi_s} (dz) = \lim_{\varepsilon \to 0} \varepsilon^{\hat{\alpha} N_{\varepsilon} \tilde{H}^s} (dz) = |\psi'_s(z)| \hat{\alpha}^Q e^{\hat{\alpha} \tilde{H}^s} (dz) = \lim_{\varepsilon \to 0} \varepsilon |\psi'_s(z)|^{-\hat{\alpha}^Q} e^{-\hat{\alpha} \tilde{H}^s} (dz)
\]
\[
= |\psi'_s(z)| \hat{\alpha}^Q e^{\hat{\alpha} \tilde{H}^s} (dz)
\]
Since \( \mathcal{H} \) is Gaussian with variance given by (3.8) and \( \hat{\alpha}_/2 = \frac{2}{\gamma} \), we have that
\[
E \left[ e^{\hat{\alpha} \tilde{H}^s} \right] = e^{\frac{4}{\gamma} \left( \log r_H(\psi_s(z)) - \log r_H(z) + \log |f_s(\psi_s(z))| \right)} = r_H(\psi_s(z))^{2/\gamma^2} r_H(z)^{-2/\gamma^2} |\psi'_s(z)|^{-2/\gamma^2} = \frac{F(z)}{F(\psi_s(z))} |\psi'_s(z)|^{-2/\gamma^2}.
\]
Thus, noting that \( \hat{\alpha}^Q = 1 + \frac{4}{\gamma^2} \), it follows that
\[
\mu_0|_{\eta^s(I(s,\infty))} \circ \psi_s (dz) = F(\psi_s(z)) E \left[ |\psi'_s(z)|^{\hat{\alpha}^Q} e^{\hat{\alpha} \tilde{H}^s} \sigma^{\hat{\alpha} \tilde{H}^s} (dz) \right] = |\psi'_s(z)|^{1 + \frac{4}{\gamma^2}} F(\psi_s(z)) E \left[ e^{\hat{\alpha} \tilde{H}^s} \sigma^{\hat{\alpha} \tilde{H}^s} (dz) \right] = |\psi'_s(z)|^{1 + \frac{4}{\gamma^2}} F(\psi_s(z)) E \left[ \sigma^{\hat{\alpha} \tilde{H}^s} (dz) \right] \]
\[
= |\psi'_s(z)|^{1 + \frac{4}{\gamma^2}} \hat{\mu}^s (dz),
\]
as was to be shown. 

**Remark 3.5.** Define for each \( b > 0 \) the function \( \phi_b(z) = bz \). Following the same strategy as in Lemma 3.4 with \( \phi_b \) in place of \( \psi_s \), it is easy to see that if \( \hat{g}(t) = b\eta(t/b^2) \), \( \hat{h} \) is a zero-boundary GFF independent of \( \eta \) and we let \( \hat{\mu}(dz) = F(z) E \left[ \sigma^{\hat{\alpha} \hat{h}} (dz) \right] \), then \( \mu \) and \( \hat{\mu} \) have the same law and satisfy
\[
\mu|_{\eta^s(I(s,\infty))} \circ \phi_b (dz) = b^{1 + \frac{4}{\gamma^2}} \hat{\mu}|_{\hat{g}(I(s/b^2,t/b^2))} (dz)
\]
This, in turn, gives us that
\[
E[\mu] \circ \phi_b (dz) = b^{1 + \frac{4}{\gamma^2}} E[\mu](dz)
\]
for all \( b > 0 \).

We now turn to proving that \( \mu_0 \) is locally finite in the sense that we a.s. have that \( \mu_0(\eta^0([s,t])) < \infty \) for all \( 0 \leq s < t < \infty \). We will accomplish this by first showing that \( E[\mu_0] \) has a density with respect to Lebesgue measure and then deducing the form of it. We note that Lemma 3.4 implies that the assumptions of Theorem 2.1 are satisfied except for local finiteness. If we knew that \( \mu_0 \) was locally finite, then Theorem 2.1 would apply and we would have that the density of \( E[\mu_0] \) with respect to Lebesgue measure is a positive multiple of the function \( G_\kappa \) defined in Section 2.3 as \( G_\kappa \) is the density of the intensity of the natural parameterization. The way that we will reason in what follows
We now reparameterize time by letting $ds$ have a density with respect to Lebesgue measure we will prove that it is locally finite by showing that its density must be a multiple of $G_\kappa$. At this point we will be able to apply Theorem 2.1 to see that $\mu^0$ must be (a multiple of) the natural parameterization.

Lemma 3.6. We have that $E[\mu^0]$ is absolutely continuous with respect to Lebesgue measure.

Proof. Suppose that $A \subseteq H$ has zero Lebesgue measure. We want to show that $E[\mu^0](A) = 0$. It suffices to show that $E[\mu^0](A \cap (H + ir)) = 0$ for each $r > 0$. We may therefore assume that $A \subseteq H + ir$. We will prove the result in the case that $r = 2$. The result for other values of $r > 0$ follows from the same argument. By [16, Lemma 1] we have that $2 = \text{b.c.p.}(\eta([0, 1])) \geq \sup\{\text{Im}(z) : z \in \eta([0, 1])\}/2$. That is, $\sup\{\text{Im}(z) : z \in \eta([0, 1])\} \leq 2$. Therefore $f_t(z)$ is defined for all $z \in A$ and $t \in [0, 1]$. Let $U$ be uniform in $[0, 1]$ independently of everything else. By (2.3) we have that

$$E[\mu^0](A) = E \left[ \int |\psi_t^U(z)|^d 1_{z \in f_t^U(A)} d\mu^U_t(z) \right] = \int E[|\psi_t^U(z)|^d 1_{z \in f_t^U(A)}] dE[\mu^0](z)$$

where in second equality we used that $\mu^U_t \equiv \mu^0$ and that $\mu^U_t$ is independent of $f_t^U$. To show that the right hand side is equal to zero, it suffices to show that $P[U_t(z) \in A] = 0$ for each $z \in H$. Let $(\tilde{f}_t)$ solve the centered reverse Loewner equation with driving function $\tilde{W}_t = \sqrt{\kappa} \tilde{B}_t$ where $\tilde{B}$ is a standard Brownian motion. That is,

$$d\tilde{f}_t(z) = \frac{-2}{\tilde{f}_t(z)} dt - d\tilde{W}_t, \quad \tilde{f}_0(z) = z.$$ 

Then we have that $\psi_t(z) \equiv \tilde{f}_t(z)$ for all $t$. Consequently, it suffices to show that $P[\tilde{f}_t(z) \in A] = 0$ for each $z \in H$. Let $\tilde{Z}_t = \tilde{f}_t(z)$, $\Theta_t = \arg \tilde{Z}_t$, and $\hat{t}_t = \text{log } \text{Im}(\tilde{Z}_t)$. We will complete the proof by determining the SDE solved by $\tilde{Z}_t$ after performing a certain time change (which will follow very closely from the calculations given in the proof of [8, Proposition 3.8]). We have that

$$(3.11) \quad d\tilde{Z}_t = \frac{-2}{\tilde{Z}_t} dt - d\tilde{W}_t.$$ 

Then we have that

$$d\text{Im}(\tilde{Z}_t) = -\text{Im} \left( \frac{2}{\tilde{Z}_t} \right) dt.$$ 

This implies that

$$d\hat{t}_t = d\text{log } \text{Im}(\tilde{Z}_t) = -\frac{1}{\text{Im}(\tilde{Z}_t)} \text{Im} \left( \frac{2}{\tilde{Z}_t} \right) = \frac{2}{|\tilde{Z}_t|^2} dt.$$ 

We also have that

$$d\log \tilde{Z}_t = -\frac{\sqrt{\kappa}}{\tilde{Z}_t} d\tilde{B}_t - \frac{2 + \kappa/2}{\tilde{Z}_t^2} dt \quad \text{and}$$

$$d\Theta_t = -\text{Im} \left( \frac{\sqrt{\kappa}}{\tilde{Z}_t} \right) d\tilde{B}_t - \text{Im} \left( \frac{2 + \kappa/2}{\tilde{Z}_t^2} \right) dt.$$ 

We now reparameterize time by letting $ds = |\tilde{Z}_t|^{-2} dt$. Then we have that $d\hat{t}_{t(s)} = 2ds$ and there exists a Brownian motion $\tilde{B}$ so that $d\tilde{B}_s = d\tilde{B}_t/|\tilde{Z}_t|$. Altogether, we have that

$$d\tilde{\Theta}_{t(s)} = \sqrt{\kappa} \sin(\tilde{\Theta}_{t(s)}) d\tilde{B}_s + \left( 2 + \frac{\kappa}{2} \right) \sin(2\tilde{\Theta}_{t(s)}) ds.$$
In particular, it is not difficult to see for \( s > 0 \) that the law of \( \tilde{\Theta}_{t(s)} \) has a density with respect to Lebesgue measure. Thus if \( S \sim \exp(1) \) independently of everything else then the law of \( \tilde{Z}_{t(S)} \) has a density with respect to Lebesgue measure so that \( P[\tilde{Z}_{t(S)} \in A] = 0. \) Note that the conditional law of 

\[
t^{-1}(U) = \int_0^U \frac{1}{|Z_u|^2} du
\]
given \( \tilde{W} \) is absolutely continuous with respect to Lebesgue measure on \( \mathbb{R}_+ \) as \( s \mapsto t^{-1}(s) = \int_0^s |\tilde{Z}_u|^{-2} du \) is a.s. strictly increasing and is a.s. \( C^1. \) Therefore the conditional law of \( t^{-1}(U) \) given \( \tilde{W} \) is absolutely continuous with respect to the law of \( S \) (which is the same as the law of \( S \) given \( \tilde{W} \) by independence). Therefore the law of the pair \((\tilde{W}, t^{-1}(U))\) is absolutely continuous with respect to the law of the pair \((\tilde{W}, S)\). Since \( \tilde{Z}_U \) is obtained from \((\tilde{W}, t^{-1}(U))\) by applying the same measurable function which constructs \( \tilde{Z}_{t(S)} \) from \((\tilde{W}, S)\), this implies that the law of \( \tilde{Z}_U \) is absolutely continuous with respect to the law of \( \tilde{Z}_{t(S)} \). Therefore we also have that \( P[\tilde{Z}_U \in A] = 0. \)

In the next lemma, we note that by Lemma 3.6, (3.10) determines the structure of the radial part of \( \mu^0. \)

**Lemma 3.7.** For each \( b > 0 \), let \( \phi_b(z) = bz \). Let \( m \) be a measure on \( H \) which is absolutely continuous with respect to Lebesgue measure and satisfies 

\[
m \circ \phi_b(dz) = b^d m(dz)
\]
for some \( d > 1 \) and all \( b > 0. \) Then there exists some function \( H(z) = H(\arg z) \) such that 

\[
m(dz) = H(\arg z) \Im(z)^{d-2} dz.
\]

**Proof.** Let \( f(z) \) denote the density of \( m \) with respect to Lebesgue measure. Then 

\[
\frac{d(m \circ \phi_b)}{dz}(z) = f(\phi_b(z))|\phi'_b(z)|^2 = b^2 f(bz)
\]
and consequently

\[
(3.12) \quad \frac{d(m \circ \phi_b)}{dm}(z) = \frac{\frac{d(m \circ \phi_b)}{dz}(z)}{\frac{dm}{dz}(z)} = \frac{b^2 f(bz)}{f(z)}.
\]

Moreover, by the statement of the lemma, we have that

\[
(3.13) \quad \frac{d(m \circ \phi_b)}{dm}(z) = b^d.
\]

By combining (3.12) and (3.13), we have that 

\[
f(bz) = b^{d-2} f(z).
\]

This implies that \( f(z) = \hat{H}(\arg z) |z|^{d-2} \) for some function \( \hat{H}. \) Since \( \Im(z) = |z| \sin(\arg z) \) this proves the lemma.

We now turn do determining the form of the function \( H \) in the case \( m = \mathbb{E}[\mu^0]. \)

**Proposition 3.8.** There is some constant \( c > 0 \) such that 

\[
\mathbb{E}[\mu^0(dz)] = c \sin^{\frac{d}{2} - 1}(\arg z) \Im(z)^{d-2} dz.
\]
Proof. Denote by $\Phi(z) = H(z)\text{Im}(z)^{d-2}$ the density of $E[\mu^0]$ with respect to Lebesgue measure. As above, let $f_1(z) = X_1^z + iY_1^z$. Let $\Theta^z = \frac{1}{2}\text{half conformal radius of } z \in H \setminus \eta([0,t]),$ which is decreasing in $t$. Let $\Theta^z = \arg f_1(z)$. By (2.3) we have for all $z \in H$ that

$$E[\eta^0(dz) | \eta([0,t])] = |f_1(z)|^{-2d}\Phi(f_1(z))dz = H(\Theta^z)(\Theta^z)^{d-2}dz.$$  

We note that the filtration generated by $\eta$ is the same as the filtration generated by the driving Brownian motion. In particular, the right hand side above is a martingale adapted to a filtration generated by a Brownian motion and therefore has a continuous modification. We shall assume that we are working with this modification. Since the process $(\Theta^z)^{d-2}$ is continuous in $t$ and positive (up until $z$ is swallowed) it follows that $t \mapsto H(\Theta^z)$ is also continuous (up until $z$ is swallowed).

We will argue that $H(z)\in\arg z,\pi$ has a continuous version; the same argument implies that $H(z)\in[0,\arg z]$ has a continuous version (and the two versions agree at $\arg z$ so $H$ has a continuous version). Let $\tau$ be the time that $z$ is swallowed and assume that we are working on the event that $\Theta^z = \pi$. We first note that there are a.s. only countably many times $t_0$ so that $\Theta^z$ has a local minimum or maximum at the time $t_0$. Then as $\Theta^z$ a.s. hits every $\theta \in [\arg z, \pi)$ uncountably many times ([37, Theorem 6.40], using that $\Theta^z$ is up to time change locally absolutely continuous with respect to a standard Brownian motion) it is a.s. the case that for every $\theta \in [\arg z, \pi)$ there is a time $t_0$ so that $\Theta^z_{t_0} = \theta$ and $\Theta^z$ does not have a local minimum or maximum at the time $t_0$. Let $t_0'$ be any other time so that $\Theta^z_{t_0'} = \theta$. We claim that $H_{t_0} = H_{t_0}'$. To see this, we first note that it is a.s. the case that $\Theta^z$ is not constant on any open interval of time. Thus by the continuity of $\Theta^z$ and since $H_t = H(\Theta^z_t)$ for a.e. $t \in [0,\pi]$ we can find sequences $(a_n), (a'_n)$ so that $a_n \to t_0$ and $a'_n \to t_0'$, $\Theta^z_{a_n} = \Theta^z_{a'_n}$ for all $n \in N$, and $H_{a_n} = H(\Theta^z_{a_n}), H_{a'_n} = H(\Theta^z_{a'_n})$ for all $n \in N$. That is, $H_{a_n} = H_{a'_n}$ for all $n \in N$ hence $H_{t_0} = H_{t_0}'$. For $\theta \in [\arg z, \pi)$ we then define $\tilde{H}(\theta) = H_{t_0}$. Then we have that $\tilde{H}(\Theta^z) = H_t$ for all $t \geq 0$ and, arguing as above, it is not difficult to see that $\tilde{H}$ is continuous. We also note that $\tilde{H}$ is not random. Indeed, suppose that $(H^1_t, \Theta_t^{z,1}), (H^2_t, \Theta_t^{z,2})$ are independent copies of $(H_t, \Theta_t)$ conditioned on $\Theta^z$ hitting $1$ before $0$. Then if we define $t'_0$ for $(H^i_t, \Theta_t^{z,i}), i = 1, 2,$ in the same way that we defined $t_0$ for $(H_t, \Theta_t)$ we a.s. have that $H^1_{t'_0} = H^2_{t'_0}$ for all $\theta \in [\arg z, \pi)$. That is, the function $\tilde{H}$ produced from $(H^1_t, \Theta_t^{z,1})$ a.s. agrees with the function produced from $(H^2_t, \Theta_t^{z,2})$. It is left to show that $\tilde{H}$ is a version of $H(z)\in\arg z,\pi$, i.e., $\tilde{H}(\theta) = H(\theta)$ for a.e. $\theta \in [\arg z, \pi)$. We note that $H_1 = \tilde{H}(\Theta^z)$ is equal to $H(\Theta^z)$ with probability 1. As the law of $\Theta^z$ has a positive density on $[\arg z, \pi)$ with respect to Lebesgue measure, we conclude that $\tilde{H}$ is a version of $H(z)\in\arg z,\pi$.

Since the measure defined by the density $H(z)\text{Im}(z)^{d-2}$ with respect to Lebesgue measure is not affected by changing $H$ on a set of Lebesgue measure zero we may thus assume that $H$ is continuous. Fix some $\delta > 0$ and let $\tau_z = \tau^\delta_z = \inf\{t \geq 0 : \Theta^z_t \leq \delta\}$. Fix $r, t > 0$ and let $s_z = \tau_z \land \inf\{s \geq 0 : H(\Theta^z_s) \geq r\}$. Note that this is a stopping time by the continuity of $s \mapsto H(\Theta^z_s)$. Let also $\sigma_z(t) = t \land \tau_z$.

Taking expectations of (3.14) at the time $\sigma_z(t)$ we have that

$$\Phi(z) = E[H(\Theta^z_{\sigma_z(t)}) (\Theta^z_{\sigma_z(t)})^{d-2}].$$

Next, we consider the continuous local martingale [43]

$$M^z_t = (\Theta^z_t)^{d-2} \sin(\Theta^z_t)^{\frac{8}{2d}-1} |f_1^z(t)|^{2-d} (\Theta^z_t)^{d-2} \sin(\Theta^z_t)^{\frac{8}{2d}-1}.$$ 

Let $P_*^z$ denote the measure obtained by weighting the underlying probability measure $P$ by $M^z_t$. By [43], under the measure $P_*^z$, $\eta$ has the law of an SLE$_\kappa(\kappa - 8)$ process in $H$ with force point at $z$. 

Note that if we denote by $\mathbb{E}_x^*$ the expectation with respect to $\mathbb{P}_z^*$, then (3.15) implies that
\begin{equation}
\Phi(z) = \mathbb{E} \left[ H(\Theta^z_{\sigma_z(t)}) (Y^z_{\sigma_z(t)})^{d-2} \right] = M_0^\delta \mathbb{E}_z^* \left[ H(\Theta^z_{\sigma_z(t)})/\sin(\Theta^z_{\sigma_z(t)})^{\frac{\delta}{2}-1} \right].
\end{equation}

Next, we shall prove that $\Phi$ is a smooth function.

Let $a = 2/\kappa$. We parameterize $\eta$ so that
\[
\hat{c}_t g_t(z) = \frac{a}{g_t(z) - B_t}, \quad g_0(z) = z.
\]

Then under the measure $\mathbb{P}^*$, $\Theta_t^z$ satisfies
\[
d\Theta_t^z \!=\! \frac{2aX_t^zY_t^z}{((X_t^z)^2 + (Y_t^z)^2)^2} dt + \frac{Y_t^z}{(X_t^z)^2 + (Y_t^z)^2} dW_t,
\]
where $W$ is a $\mathbb{P}_z^*$-Brownian motion. Let $\hat{t}(s)$ be the solution to
\[
s = \int_0^{\hat{t}(s)} \frac{(Y_u^z)^2}{((X_u^z)^2 + (Y_u^z)^2)^2} du.
\]

Then $\hat{Y}_s^z = Y_{\hat{t}(s)}^z$ satisfies $d\hat{Y}_s^z = -2a\hat{Y}_s^z ds$, that is, $\hat{Y}_s^z = \hat{Y}_0^z e^{-2as} = \text{Im}(z)e^{-2as}$. Moreover, letting $\hat{\Theta}_s^z = \Theta_{\hat{t}(s)}^z$ we have that $\hat{\Theta}_s^z$ under $\mathbb{P}_z^*$ satisfies
\[
d\hat{\Theta}_s^z = 2a \cot(\hat{\Theta}_s^z) ds + d\hat{W}_s, \quad \hat{\Theta}_0^z = \arg z,
\]
where $\hat{W}_s$ is a standard Brownian motion. Thus, under $\mathbb{P}_z^*$, $\hat{\Theta}_s^z$ has the law of a radial Bessel process of dimension $4a + 1$, and thus, by [51, Proposition B.1], has transition density given by
\[
p_s(x,y) = \sin(y) \sum_{n=0}^{\infty} \frac{(1 - \cos^2(y))^{n-1/2} C_n^{(2a)}(\cos(x))C_n^{(2a)}(\cos(y))}{\int_{-1}^{1} (1 - u^2)^{2a-1/2} C_n^{(2a)}(u)^2 du} \exp \left( -\frac{n}{2}(n + 4a)t \right),
\]
where $C_n^{(a)}$ denotes the Gegenbauer polynomial with degree $n$ and index $a$, see [10]. Thus, the function $q(z) = p_s(\arg z, z)$ is smooth. Note that $\rho = \kappa - 8 < \kappa/2 - 2$ for $\kappa \in (4,8)$ so that $\tau^\delta_\rho$ is $\mathbb{P}_z^*$-a.s. finite. We assume that $\delta \in (0,\hat{\delta}_0)$. Taking a limit as $t \to \infty$ and then $\delta \to 0$ in (3.16) and applying Fatou’s lemma we see that
\[
\Phi(z) = \liminf_{\delta \to 0} \liminf_{t \to \infty} M_0^\delta \mathbb{E}_z^* \left[ H(\Theta^z_{\sigma_z(t)})/\sin(\Theta^z_{\sigma_z(t)})^{\frac{\delta}{2}-1} \right] \geq M_0^\delta \mathbb{E}_z^* \liminf_{\delta \to 0} \liminf_{t \to \infty} H(\Theta^z_{\sigma_z(t)})/\sin(\Theta^z_{\sigma_z(t)})^{\frac{\delta}{2}-1}.
\]

Since $\sin(\theta)^{1-\delta/2} \geq 1$ for $\kappa \in (4,8)$ and $\theta \in (0,\pi)$ we have that the right hand side is bounded from below by $r \wedge \sup_{\theta \in (0,\pi)} H(\theta)$. By taking a limit as $r \to \infty$ we thus see that $H$ is bounded by $\Phi(z)/M_0^\delta$. Altogether, this implies that $H(\hat{\Theta}_s^z)/\sin(\hat{\Theta}_s^z)^{\frac{\delta}{2}-1}$ is a continuous $\mathbb{P}_s^*$-martingale which is in $L^p$ for some $p > 1$ (as $\sin(\hat{\Theta}_s^z)^{1-\frac{\delta}{2}}$ has a finite $p$th $\mathbb{P}_s^*$-moment for some $p > 1$ and we have just argued that $H$ is bounded). Thus we can take a limit as $t \to \infty$ and $r \to \infty$ to see that
\[
\Phi(z) = M_0^\delta \mathbb{E}_z^* \left[ H(\hat{\Theta}_s^z)/\sin(\hat{\Theta}_s^z)^{\frac{\delta}{2}-1} \right]
\]
where $s$ is such that $\hat{Y}_s^z = \delta$; note that $s > 0$. As $p_s(\arg z, z)$ is smooth, this implies that $\Phi(z)$ is smooth as well. Since $\hat{\Phi}$ and $\text{Im}(z)$ are smooth in $H$, so is $H(z)$.
Moreover, by (3.14) we have that
\[ \Phi(f_\kappa(z)|f'_\kappa(z)|^{2-d} = H(\Theta_\kappa(z))^{d-2} \]
is a continuous local martingale. By the symmetry of SLE, as well as the zero-boundary GFF, it follows that 
\[ H(\frac{\pi}{2} + \theta) = H(\frac{\pi}{2} - \theta) \] for all \( \theta \in (0, \frac{\pi}{2}) \). Since \( H \) is smooth, it follows that \( H'(\frac{\pi}{2}) = 0 \) and this together with Itô’s formula (since \( H(\Theta_\kappa(z))^{d-2} \) is a local martingale), implies that
\[ H''(\theta) + \left( 2 - \frac{8}{\kappa} \right) \cot(\theta) H'(\theta) + \left( \frac{8}{\kappa} - 1 \right) H(\theta) = 0, \quad H(\frac{\pi}{2}) = c, \quad H'(\frac{\pi}{2}) = 0, \]
for some \( c > 0 \). By a standard uniqueness result for linear second-order differential equations, there exist two linearly independent solutions to (3.17), namely \( H \equiv 0 \) and \( H(\theta) = c\sin^{\frac{8}{\kappa}-1}(\theta) \). Thus, since \( H \) is clearly not 0, the result follows.

As a consequence of Proposition 3.8, we have the local finiteness of \( \mu^0 \), as a measure on \( \eta \).

**Lemma 3.9.** Almost surely, \( \mu^0 \) is locally finite. That is,
\[ \mu^0(\eta([s, t])) < \infty \quad \text{for all} \quad 0 < s < t \quad \text{a.s.} \]

**Proof.** Fix \( 0 < s < t \). Then \( \mathbf{P}[\eta([s, t]) \subseteq B(0, R)] \to 1 \) as \( R \to \infty \). On \( \{\eta([s, t]) \subseteq B(0, R)\} \) we have that \( \mu^0(\eta([s, t])) \leq \mu^0(B(0, R)) \). Proposition 3.8 implies that \( \mathbf{E}[\mu^0(B(0, R))] < \infty \). In particular, we a.s. have that \( \mu^0(B(0, R)) < \infty \) for all \( R > 0 \). Therefore \( \mu^0(\eta([s, t])) < \infty \) a.s. \( \square \)

Thus since \( \mu^0 \) is locally finite and satisfies the correct conformal covariance formula and \( (\eta^0, \mu^0) \overset{d}{=} (\eta^s, \mu^s) \) holds, we have that \( \mu^0 \) is indeed the natural parameterization, and hence, (a constant times) the Minkowski content of \( \text{SLE}_\kappa \) for \( \kappa' \in (4, 8) \).

4. **Existence of the CLE volume measure**

In this section we construct a family \( (\mathbf{P}_D) \) of probability measures on pairs \((\Gamma, \Xi)\) consisting of a CLE\(\kappa \) in \( D \) and a measure supported in its carpet \((\kappa \leq 4)\) or gasket \((\kappa > 4)\) which is conformally covariant with exponent \( d = d(\kappa) \). That is, we shall prove the existence part of Theorem 1.2. We use the natural LQG measures which are defined on standard and generalized quantum disks. However, by virtue of absolute continuity (Section 2.6), we may perform calculations with a zero-boundary GFF in place of the quantum disks.

4.1. **Simple conformal loop ensembles.** Fix \( \kappa \in (8/3, 4) \) and let \( D \subseteq \mathbb{C} \) be simply connected. We define the probability measure \( \mathbf{P}_D \) to be the law on pairs \((\Gamma, \Xi)\) where \( \Gamma \sim \mathbf{P}_D^\text{CLE}_\kappa \) and \( \Xi \) is defined as follows. Let \( h \) be a zero-boundary GFF in \( D \) which is independent of \( \Gamma \), fix the parameters \( \gamma = \sqrt{\kappa} \) and \( \alpha = 4/\kappa \) and recall from Section 2.6.3 the definition of \( \Lambda^{\Gamma, h} \) (note that by absolute continuity, this makes sense with a zero-boundary GFF \( h \) in place of the quantum disk). Moreover, when considering \( \Lambda^{\Gamma, h} \), we let the point mass associated with the loop \( \mathcal{L} \) of the counting measure, \( N^\Gamma_{\mathcal{L}, h} \), lie on a point \( m \in \mathcal{L} \), sampled uniformly from the quantum length measure of the loop (renormalized to be a probability measure). Then \( \Xi \) is the random measure defined by
\[ \Xi(dz) = \Xi^s(dz) = F_D(z) \mathbf{E}\left[ \Lambda^{\Gamma, h}(dz) \right] \bigg| \Gamma, \]
where \( F_D(z) = F^s_D(z) = r_D(z)^{-\left(\frac{1}{2} + \frac{\gamma}{2} + \frac{\alpha}{2}\right)} \) and \( r_D(z) \) is the conformal radius of \( D \) as seen from \( z \). Moreover, we define \( \Xi \) to be zero on \( \partial D \). We begin by proving that \( \mathbf{E}[\Xi] \) is locally finite.
Lemma 4.1. Let $D \subseteq \mathbb{C}$ be simply connected and let $(\Gamma, \Xi) \sim \mathbf{P}_D$ where $\mathbf{P}_D$ is as above. Then $\mathbf{E}[\Xi]$ is locally finite. Consequently, $\Xi$ is a.s. locally finite.

Proof. Fix $\kappa \in (8/3, 4)$ and let $\gamma = \sqrt{\kappa}$. We begin by noting that it was proved in [34] that if $(D, h^D)$ is a unit boundary length $\gamma$-quantum disk and $\Gamma \sim \mathbf{P}^\text{CLE}_\kappa$, then $\mathbf{E}[\Lambda^{\Gamma, h^D}(D)] = 1$. Moreover, if we add a constant $C$ to the field, then the resulting carpet measure is multiplied by a factor of $e^{(\alpha+1/2)C^2}$. This follows since adding a constant $C$ to a field $h^*$ scales quantum lengths by $e^{C^2}$ and hence for $U \subseteq D$ we have that

\begin{equation}
\Lambda^{\Gamma, h^*+C}(U) = \lim_{\varepsilon \to 0} e^{\alpha+\frac{1}{2}N^{\Gamma, h^*}}(U) = e^{(\alpha+\frac{1}{2})C^2} \lim_{\varepsilon \to 0} e^{-C^2\varepsilon^2}(U) = e^{(\alpha+\frac{1}{2})C^2} \Lambda^{\Gamma, h^*}(U).
\end{equation}

Fix some compact $K \subseteq D$ and note that $\delta := \text{dist}(K, \partial D) > 0$. Then we can decompose $h^D = h + \hat{h}$ where $h$ is a zero-boundary GFF on $D$, $\hat{h}$ is a distribution which is harmonic on $D$, and $h$ and $\hat{h}$ are independent. Since $\delta > 0$ it follows that $\hat{h}$ is a.s. bounded on $K$ and consequently that $\mathbf{P}[\sup_{z \in K} |\hat{h}(z)| \leq C] \to 1$ as $C \to \infty$. Thus if we let $E_K = \{ \sup_{z \in K} |\hat{h}(z)| \leq C \}$ then we can choose $C > 0$ sufficiently large so that $\mathbf{P}[E_K] = 1/2$. By the independence of $h$ and $\hat{h}$, (4.2), the inequality $r_D(z) \geq \text{dist}(z, \partial D)$ and the fact that $\mathbf{E}[\Lambda^{\Gamma, h^D}(D)] = 1$, we have that

\begin{align*}
\mathbf{E}[\Xi](K) &= \int_K F_D(z) \mathbf{E}\left[\Lambda^{\Gamma, h^*}(dz)\right] \leq 2 \int_K F_D(z) \mathbf{E}\left[1_{E_K} \Lambda^{\Gamma, h^D}(dz)\right] \\
&\leq 2e^{(\alpha+\frac{1}{2})C^2} \int_K F_D(z) \mathbf{E}\left[1_{E_K} \Lambda^{\Gamma, h^D}(dz)\right] \\
&\leq 2e^{(\alpha+\frac{1}{2})C^2} \delta^{-\left(\frac{1}{2} + \frac{\alpha}{2}\right)} \mathbf{E}\left[\Lambda^{\Gamma, h^D}(K)\right] \\
&\leq 2e^{(\alpha+\frac{1}{2})C^2} \delta^{-\left(\frac{1}{2} + \frac{\alpha}{2}\right)} < \infty.
\end{align*}

Thus $\mathbf{E}[\Xi]$ is locally finite. The second assertion follows immediately from the first. \hfill \Box

Lemma 4.2. The family of measures $(\mathbf{P}_D)$ defined above is conformally covariant with exponent $d = d(\kappa)$ given by (1.1). Moreover, $(\mathbf{P}_D)$ respects the CLE$_\kappa$ Markov property.

Proof. We begin by proving the conformal covariance. Suppose that $(\Gamma, \Xi) \sim \mathbf{P}_D$ and let $h$ and $\Lambda^{\Gamma, h}$ be as above. Consider a simply connected domain $\tilde{D} \subseteq \mathbb{C}$ and a conformal map $\varphi : D \to \tilde{D}$ and a zero-boundary GFF $\hat{h}$ on $\tilde{D}$ which is independent of $\Gamma$ and $\hat{h}$ (the latter independence does not matter). Then $\tilde{\Gamma} = \varphi(\Gamma) \sim \mathbf{P}_D^{\text{CLE}_\kappa}$ and $h^0 = \hat{h} \circ \varphi$ is a zero-boundary GFF in $D$ independent of $\Gamma$. We let $\tilde{\Xi}$ be defined by (4.1) with $\tilde{\Gamma}$ and $\hat{h}$ in place of $\Gamma$ and $h$, respectively. Then we have as
in (4.2) that
\[
\Xi \circ \varphi(dz) = F_D(\varphi(z))E\left[ \Lambda^\Gamma,\hat{h} \circ \varphi(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\varphi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h}} \circ \varphi(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\varphi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\varphi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\varphi(z))E\left[ |\varphi'(z)|^{\alpha + \frac{1}{2}} Q^2 \lim_{\varepsilon \to 0} \left( e^{\varepsilon |\varphi'(z)| - Q^2} \right)^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\varphi(z))E\left[ |\varphi'(z)|^{\alpha + \frac{1}{2}} Q^2 \lim_{\varepsilon \to 0} \left( e^{\varepsilon |\varphi'(z)| - Q^2} \right)^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi|}(dz) \big| \hat{\Gamma} \right]
\]
Finally, noting that
\[
F_D(\varphi(z)) = |\varphi'(z)|^{-\frac{1}{2} + \frac{2}{\kappa} + \frac{3}{\gamma}} F_D(z)
\]
and that \((\alpha + \frac{1}{2}) Q^2 - \left( \frac{1}{2} + \frac{2}{\kappa} + \frac{3}{\gamma} \right) = d\), we have that
\[
\Xi \circ \varphi(dz) = |\varphi'(z)|^d \Xi(dz),
\]
which proves the conformal covariance.

We now turn to the proof that \((P_D)\) respects the CLE\(\kappa\) domain Markov property. Consider \(U \subseteq D\) simply connected, let \(V\) be a component of \(U^*\) (recall Section 1) and let \(\Gamma_V\) denote the loops of \(\Gamma\) which are contained in \(V\). Let \(\phi : D \to V\) be a conformal map and write \(\hat{\Gamma} = \phi^{-1}(\Gamma_V) \sim P^\text{CLE}_\kappa_D\).

As in the proof of Lemma 3.4, we let \(\mathcal{H}\) be a Gaussian field on \(V\) with \(\text{Var} \mathcal{H}(z) = \log r_D(z) - \log r_D(\phi^{-1}(z)) + \log |(\phi^{-1})'(z)|\) taken to be independent of \(\Gamma_V\) and \(h\). We then set \(\hat{h} = h \circ \phi - \mathcal{H} \circ \phi\) so that \(\hat{h}\) is a zero-boundary GFF on \(D\) independent of \(\hat{\Gamma}\) and \(\hat{\Gamma}\). Thus
\[
\Xi|_V \circ \phi(dz) = F_D(\phi(z))E\left[ \Lambda^{\Gamma,\hat{h}} \circ \phi(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\phi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi'|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\phi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi'|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\phi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi'|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\phi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi'|}(dz) \big| \hat{\Gamma} \right]
\]
\[
= F_D(\phi(z))E\left[ \lim_{\varepsilon \to 0} e^{\alpha + \frac{1}{2}} N_{\varepsilon}^{\hat{\Gamma},\hat{h} \circ \varphi + Q \log |\varphi'|}(dz) \big| \hat{\Gamma} \right]
\]
Thus, again since $p \frac{1}{2}(\alpha + \frac{1}{2})^2 = \frac{1}{2} + \frac{2}{\kappa}$, we have
\[
E \left[ e^{(\alpha + \frac{1}{2})^2 \theta \phi(z)} | \Gamma \right] = \frac{r_D(\phi(z))^{\frac{1}{2} + \frac{2}{\kappa} + \frac{2}{3\hat{p}}} r_D(z)^{-\left(\frac{1}{2} + \frac{2}{\kappa} + \frac{2}{3\hat{p}}\right)} |\phi'(z)|^{-\left(\frac{1}{2} + \frac{2}{\kappa} + \frac{2}{3\hat{p}}\right)}
\]
Thus, again since $(\alpha + \frac{1}{2})Q^{\frac{1}{2}} - \left(\frac{1}{2} + \frac{2}{\kappa} + \frac{2}{3\hat{p}}\right) = d$, we have that
\[
\Xi|_{V} \circ \phi(dz) = |\phi'(z)|^{d} \hat{\Xi}(dz),
\]
where $\hat{\Xi}$ is such that $(\hat{\Gamma}, \hat{\Xi}) \sim P_D$. Consequently it follows that the conditional law of $(\Gamma_V, \Xi_V)$ given $\Gamma \setminus \Gamma_V$ and $\Xi|_{D \setminus V}$ is $P_V$.

4.2. Non-simple conformal loop ensembles. Fix $\kappa' \in (4, 8)$, let $\gamma = 4/\sqrt{\kappa'}$ and $\alpha' = 4/\kappa'$ and define the law $P_D$ on pairs $(\Gamma, \Xi)$ where the marginal law of $\Gamma$ is that of a CLE$_{\kappa'}$ in $D$ and $\Xi$ is defined as follows. Let $h$ be a zero-boundary GFF in $D$ and let $\Lambda^{\Gamma, h}$ be the natural LQG measure on the CLE$_{\kappa'}$ gasket, defined in Section 2.6.3, with $h$ in place of the generalized quantum disk distribution. We then define $\Xi$ by
\[
\Xi(dz) = \Xi_\kappa'(dz) = F_D(z) E \left[ \Lambda^{\Gamma, h}(dz) | \Gamma \right],
\]
where $F_D(z) = F_D'(z) = r_D(z)^{-\left(\frac{1}{2} + \frac{2}{\kappa'} + \frac{2}{3\hat{p}}\right)}$. Again, as in the case of the simple CLEs, we let the measure $\Xi$ be zero on $\partial D$.

The key in the proof of conformal covariance for the measures on simple CLE was the way quantum length scales when adding a constant to the field. That is, that when we add $A$ to the field, quantum length is scaled by $e^{\frac{\kappa'}{2} A}$ so that
\[
N_{\epsilon}^{\Gamma, h, A} = N_{\epsilon}^{\Gamma, h} e^{\frac{\kappa'}{2} A}.
\]
Hence, if we show that in the case of $\kappa' \in (4, 8)$ that
\[
N_{\epsilon}^{\Gamma, h, A} = N_{\epsilon}^{\Gamma, h} e^{\frac{\kappa'}{2} A},
\]
then the conformal covariance follows from the same calculations. Below, we consider CLE$_{\kappa'}$ drawn on a generalized quantum disk as the description on this surface is precise. That the same scaling rules hold when replacing the distribution by a zero-boundary GFF follows by absolute continuity.

Under the quantum natural time parameterization, the left/right boundary lengths of an SLE$_{\kappa'}$-type curve that make up a CLE$_{\kappa'}$ loop are absolutely continuous with respect to independent totally asymmetric $\frac{2}{\kappa'}$-stable processes with only negative jumps (see [8]). The generalized quantum length of the loop is then defined as the (normalized) limit of the number loops with boundary length in $[\epsilon, 2\epsilon]$ as $\epsilon \to 0$, that is, the (normalized) limit of the number of negative jumps of the two $\frac{2}{\kappa'}$-stable processes which have size in $[\epsilon, 2\epsilon]$.

The law of the number of negative jumps of size belonging to a set $I \subseteq (0, \infty)$ by time $t$ is that of a Poisson process with jump intensity given by $\Pi(I)$ where $\Pi(dy) = Cy^{-\left(\frac{2}{\kappa'} - 1\right)} dy$ is the Lévy measure of the stable process (see [4]) and $C > 0$ is some constant. Thus, if $N_{\epsilon}$ denotes the number of jumps of a $\frac{2}{\kappa'}$-stable process with size in $[\epsilon, 2\epsilon]$ then $\epsilon^{\frac{2}{\kappa'}} N_{\epsilon}$ converges a.s. to a constant as $\epsilon \to 0$.

Thus, considering a single SLE$_{\kappa'}$-type loop $\mathcal{L}$ in the CLE$_{\kappa'}$, the generalized quantum length changes as follows when we add a constant $A$ to the field. The quantum boundary lengths of the quantum
we conclude that

Thus, if we prove the almost sure local finiteness of \( E \) which implies for \( d \)

Lemma 4.4. The family of measures \( (\mathbf{P}_D) \) defined above is conformally covariant with exponent \( d = d(\kappa') \) given by (1.1). Moreover, \( (\mathbf{P}_D) \) respects the CLE\( \kappa \) Markov property.
4.3. Existence of the measure on the CLE$_4$ carpet. Since the natural LQG measure on the CLE$_\kappa$ carpet was not previously constructed in the critical case $\gamma = 2$ ($\kappa = 4$), we will instead consider the weak limit of the measures defined above as $\kappa \not\to 4$ in order to construct a conformally covariant measure on the CLE$_4$ carpet. This is done by coupling the CLE in the way given by the loop-soup construction, see Section 2.4.1. We will prove the following.

**Proposition 4.5.** There exists a law $(P_D) = (P_D^4)$ as in Definition 1.1 on pairs $(\Gamma, \Xi)$ where the marginal law of $\Gamma$ is that of a CLE$_4$ in $D$ with conformal covariance exponent $d = d(4) = 15/8$.

**Proof.** For each $\kappa \in (8/3, 4)$ and $D \subseteq \mathbb{C}$ simply connected let $P_D^\kappa$ be the law on pairs $(\Gamma^\kappa, \Xi^\kappa)$ where the marginal law of $\Gamma^\kappa$ is that of a CLE$_\kappa$ on $D$ and $\Xi^\kappa$ is as in Section 4.1. We assume that $\Xi^\kappa$ is normalized to have expected total mass 1 in the case that $D = D$ (which in turn serves to normalize the expected mass on general $D \subseteq \mathbb{C}$ simply connected by conformal covariance).

Pick a sequence $\kappa_n \not\to 4$ (equivalently, a sequence of intensity constants $\kappa_n \not\to 1$ of the Brownian loop-soups). For each $n \in \mathbb{N}$ we let $(\Gamma^\kappa_n, \Xi^\kappa_n) \sim P_D^\kappa_n$. By coupling the CLE$_\kappa_n$ as mentioned in Section 2.4.1 we have that the sequence of CLE$_\kappa_n$ carpets converge to the CLE$_4$ carpet in the topology defined by the Hausdorff distance. This holds by monotonicity since the CLE$_\kappa_n$ carpets form a decreasing sequence of sets (since the loop-soups defining them increase with $n$). By [13, Theorem 4.10], the collection of measures $(\Xi^\kappa_n)$ is weakly tight. It follows that $\Xi^\kappa_n$ converges weakly in law (at least along a subsequence, and if so, consider this subsequence instead) to a random measure $\Xi^4$ as $n \to \infty$. That the support of $\Xi^4$ is contained in the CLE$_4$ carpet follows since the support of $\Xi^\kappa_n$ is contained in the CLE$_\kappa_n$ carpet, which converges to the CLE$_4$ carpet $\Gamma^4$ in $D$ as $\kappa_n \not\to 4$. Applying the Skorokhod representation theorem for weak convergence, we can (after possibly recoupling the laws onto a new probability space) assume that $(\Gamma^\kappa_n, \Xi^\kappa_n) \to (\Gamma^4, \Xi^4)$ a.s.

Suppose that $\tilde{D} \subseteq \mathbb{C}$ is a simply connected domain and let $\varphi : D \to \tilde{D}$ be a conformal transformation. For each $n \in \mathbb{N}$ we let $(\tilde{\Gamma}^\kappa_n, \tilde{\Xi}^\kappa_n) \sim P_D^\kappa_n$ be such that $\tilde{\Gamma}^\kappa_n = \varphi(\Gamma^\kappa_n)$ and $\tilde{\Xi}^\kappa_n$ is defined for each Borel set $A$ by

$$\tilde{\Xi}^\kappa_n(A) = \int |\varphi'(z)|^d_n d\Xi^\kappa_n(z)$$

where $d_n = d(\kappa_n)$. We claim that $\tilde{\Xi}^\kappa_n$ restricted to any compact set in $\tilde{D}$ converges as $n \to \infty$ weakly in probability to the measure $\tilde{\Xi}^4$ defined by

$$\tilde{\Xi}^4(A) = \int |\varphi'(z)|^d \Xi^4(z).$$

To see this, note that (recalling the notation $\Xi^\kappa(f) = \int f d\Xi^\kappa$) if $f$ is any continuous function which is compactly supported in $D$ then

$$\Xi^\kappa(f|\varphi'|d_n) - \Xi^4(f|\varphi'|d) = \Xi^\kappa_n(f(|\varphi'|^d_n - |\varphi'|^d)) - (\Xi^4 - \Xi^\kappa_n)(f|\varphi'|d).$$

Let $K \subseteq D$ be compact so that the support of $f$ is contained in $K$. Then we have that

$$E[|\Xi^\kappa_n(f(|\varphi'|^d_n - |\varphi'|^d))|] \leq \sup_{z \in K} |f(z)(|\varphi'(z)|^d_n - |\varphi'(z)|^d)| \to 0 \quad \text{as} \quad n \to \infty.$$ 

We also have that $(\Xi^4 - \Xi^\kappa_n)(f|\varphi'|d) \to 0$ a.s. since $\Xi^\kappa_n \to \Xi^4$ a.s. weakly as $n \to \infty$. Altogether, this proves the claim.
We have thus constructed a family of measures \((P_D^4)\) on pairs consisting of a CLE\(_4\) and a Borel measure supported on the CLE\(_4\) carpet which is conformally covariant. It may not be that the Borel measure we have constructed is determined by the CLE\(_4\) carpet but by replacing it with its conditional expectation given the CLE\(_4\) carpet we may assume that it is the case. To finish the proof, it is left to show that the family of measures \((P_D^4)\) respects the CLE\(_4\) Markov property. To prove that this is the case, it suffices to verify it in the case \(D = D\) by conformal covariance. Fix \(U \subseteq D\) simply connected. Assume that we have \((\Gamma^\kappa_n, \Xi^\kappa_n) \sim P_D^{\kappa_n}\) as above where the \(\Gamma^\kappa_n\) are coupled together using a common instance of the Brownian loop soup (so their carpets decrease to a CLE\(_4\) carpet). For each \(n \in \mathbb{N}\), we let \(U^*_n\) the set of points obtained \(U\) by removing from \(U\) the closure of the union of the set of points surrounded by loops of \(\Gamma^\kappa_n\) which intersect both \(U\) and \(D\setminus U\). Let \(U^*\) be the set of points obtained by removing from \(U\) the closure of the union of the points surrounded by loops of the limiting CLE\(_4\) which intersect both \(U\) and \(D\setminus U\). Fix \(z \in U\) deterministic and let \(V\) be the component of \(U^*\) which contains \(z\) (we note that it could be that \(V = \emptyset\)). For each \(n \in \mathbb{N}\), let \(V_n\) be the component of \(U^*_n\) which contains \(z\). Then we note that the \(V_n\) are decreasing.

For each \(n \in \mathbb{N}\), let \(\varphi : D \to V_n\) be the unique conformal transformation with \(\varphi_n(0) = z\) and \(\varphi_n'(0) > 0\). Then the sequence \((\varphi_n)\) converges locally uniformly to the unique conformal map \(\varphi : D \to V\) with \(\varphi(0) = z\) and \(\varphi'(0) > 0\). For each \(n \in \mathbb{N}\), let \(\mathcal{F}_n\) be the \(\sigma\)-algebra generated by the Brownian loops used to generate \(\Gamma^\kappa_n\) which are part of a cluster corresponding to a loop of \(\Gamma^\kappa_n\) which intersects \(U\) and \(D\setminus U\). Then we note that the \(\sigma\)-algebra generated by all of the \(\mathcal{F}_n\)'s is equal to that generated by the Brownian loops used to construct \(\Gamma^4\) which are part of a cluster corresponding to a loop of \(\Gamma^4\) which intersects \(U\) and \(D\setminus U\). Since the measures \(P_D^{\kappa_n}\) respect the CLE\(_{\kappa_n}\) Markov property for each \(n\), it follows that the conditional law of the restriction of the pair consisting of the loops \(\Gamma^\kappa_n\) of \(\Gamma^\kappa\) contained in \(V_n\) and the restriction of \(\Xi^\kappa_n\) to \(V_n\) given \(\mathcal{F}_n\) is that of \(P_{V_n}^{\kappa_n}\). Equivalently, the conditional law given \(\mathcal{F}_n\) is equal to that of the image under \(\varphi_n\) of a CLE\(_{\kappa_n}\) in \(D\) independent of \(\mathcal{F}_n\) and the covariant image of its measure under \(\varphi_n\). The claim thus follows from the arguments given above and the convergence of \(\varphi_n\) to \(\varphi\).

5. **Uniqueness of the CLE volume measure**

Since the existence of the conformally covariant measure was proved in Section 4, the part that we have left to establish is the uniqueness. This is done by showing that the conformal covariance of the measure completely determines its intensity (Section 5.1) and then combining this with an exploration of the CLE together with the property of respecting the CLE Markov property (Section 5.2). We now work on the unit disk \(D\).

5.1. **Form of the intensity.** Consider a sample \((\Gamma, \Xi)\) from a measure \(P_D\) satisfying Definition 1.1. Note that by part (i) of Definition 1.1, for any Möbius transformation \(\phi : D \to D\), letting \(\tilde{\Gamma} = \phi(\Gamma)\) and

\begin{equation}
\tilde{\Xi}(dz) = |\phi'(z)|^{-d}\Xi \circ \phi(dz),
\end{equation}

it follows that \((\Gamma, \Xi) \overset{d}{=} (\tilde{\Gamma}, \tilde{\Xi})\). Taking an expectation of both sides of (5.1) it follows that the intensity \(E[\Xi]\) of the measure \(\Xi\) satisfies

\begin{equation}
E[\Xi](dz) = |\phi'(z)|^{-d}E[\Xi] \circ \phi(dz)
\end{equation}

for any Möbius transformation \(\phi : D \to D\). Moreover, by part (iii) of Definition 1.1 we have that \(E[\Xi]\) is locally finite.
We now prove that (5.2) completely determines the form of $E[\Xi]$. For any $D \subseteq \mathbb{C}$, let $\mathcal{B}(D)$ denote the $\sigma$-algebra of Borel subsets of $D$.

**Lemma 5.1.** Let $m$ be a locally finite measure on the measurable space $(D, \mathcal{B}(D))$ for which there exists $d \in \mathbb{R}$ such that for each Möbius transformation $\phi : D \to D$ we have

\begin{equation}
    m(dz) = |\phi'(z)|^{-d}m \circ \phi(dz).
\end{equation}

Then there exists some constant $C_m$ such that

\begin{equation}
    m(dz) = C_m \left( \frac{1}{1-|z|^2} \right)^{2-d} dz.
\end{equation}

**Proof.** We begin by showing that $m$ is absolutely continuous with respect to Lebesgue measure. It follows from the local finiteness that $m$ is $\sigma$-finite. This allows us to apply the Lebesgue decomposition theorem to see that we can uniquely write

\begin{equation}
    dm(z) = f(z)dz + d\sigma(z),
\end{equation}

for some measurable function $f$ which is integrable on each compact subset of $D$ and some measure $\sigma$ which is regular with respect to Lebesgue measure. We shall show that $\sigma = 0$. Since $m$ satisfies (5.3), the uniqueness of the decomposition (5.4) implies that $\sigma$ does as well. For each $z \in D$ we let

\begin{equation}
    \phi_z(w) = \frac{w-z}{1-\overline{z}w},
\end{equation}

so that $\phi_z : D \to D$ is the unique Möbius transformation with $\phi_z(z) = 0$ and $\phi'_z(z) = (1-|z|^2)^{-1} > 0$. Using the identity $\sigma(dw) = |\phi'_z(w)|^{-d}(\sigma \circ \phi)(dw)$ for all $z \in D$ we thus have that

\begin{equation}
    \sigma(dw) = \frac{1}{\pi} \int_D |\phi'_z(w)|^{-d} d(\sigma \circ \phi_z)(w)dz,
\end{equation}

where here we emphasize that $dz$ denotes integration with respect to Lebesgue measure. Suppose that $A \subseteq D$ has zero Lebesgue measure. Note that $\phi_z^{-1}(w) = \phi_{-z}(w)$ Then we have that

\begin{equation}
    \sigma(A) = \frac{1}{\pi} \int_D 1_A(w)|\phi'_z(w)|^{-d} dzd(\sigma \circ \phi_z)(w) = \frac{1}{\pi} \int_D \left( \int_D 1_A(\phi_z^{-1}(w))|\phi_z^{-1}'(w)|^{-d}dz \right) d\sigma(w) = 0.
\end{equation}

This implies that $\sigma$ is absolutely continuous with respect to Lebesgue measure hence $\sigma = 0$.

By assumption, we have for each conformal map $\phi : D \to D$ that

\begin{equation}
    \frac{d(m \circ \phi)}{dm}(z) = |\phi'(z)|^d.
\end{equation}

Let $f$ be the density of $m$ with respect to Lebesgue measure. Then we also have that

\begin{equation}
    \frac{d(m \circ \phi)}{dz}(z) = f(\phi(z))|\phi'(z)|^2
\end{equation}

and thus

\begin{equation}
    \frac{d(m \circ \phi)}{dm}(z) = \frac{d(m \circ \phi)}{dz}(z) = \frac{d(m \circ \phi)}{dz}(z) = \frac{f(\phi(z))|\phi'(z)|^2}{f(z)}.
\end{equation}

Combining (5.5) and (5.6) we have

\begin{equation}
    f(z) = f(\phi(z))|\phi'(z)|^{2-d}.
\end{equation}
Applying (5.7) for the choice \( \phi = \phi_z \) gives that
\[
f(z) = f(0)|\phi'_z(z)|^{2-d} = f(0) \left( \frac{1}{1 - |z|^2} \right)^{2-d},
\]
which completes the proof. \( \square \)

5.2. **Proof of uniqueness.** This subsection is dedicated to the proof of the following uniqueness result.

**Proposition 5.2.** Fix \( \kappa \in (8/3, 8) \). Let \( (\mathbf{P}_D) \) be the family of measures constructed in Section 4 with \( d = d(\kappa) \) given by (1.1). Assume that \( (\mathbf{\hat{P}}_D) \) is another family of probability measures satisfying Definition 1.1 with exponent \( d \). Then there exists a deterministic constant \( K > 0 \) such that if \( (\Gamma, \Xi) \sim \mathbf{P}_D \) then \( (\Gamma, K\Xi) \sim \mathbf{\hat{P}}_D \).

The main input in the proof of Proposition 5.2 is Lemma 5.1, which together with a suitable exploration of the CLE gives us the form of the conditional expectation of the measures on the unexplored parts. First, however, we shall prove the following lemma.

**Lemma 5.3.** Consider a probability space \((\Omega, \mathcal{F}, \mathbf{P})\), let \( \mathcal{G} \subseteq \mathcal{F} \) be a \( \sigma \)-algebra, let \( g \) be a non-negative \( \mathcal{G} \times \mathcal{B}(\mathbf{D}) \)-measurable function, and let \( \mathcal{M} \) be a random measure on \( \mathbf{D} \). Then
\[
E \left[ \int_{\mathbf{D}} g(z)d\mathcal{M}(z) \bigg| \mathcal{G} \right] = \int_{\mathbf{D}} g(z)dE[\mathcal{M} \mid \mathcal{G}](z) \quad a.s.
\]
Consequently, if \( \mathcal{M} \) is independent of \( \mathcal{G} \) then
\[
E \left[ \int_{\mathbf{D}} g(z)d\mathcal{M}(z) \bigg| \mathcal{G} \right] = \int_{\mathbf{D}} g(z)dE[\mathcal{M}](z) \quad a.s.
\]

**Proof.** We note that the second assertion follows immediately from the first. Moreover, we are done if we prove for all \( A \in \mathcal{G} \) that
\[
E \left[ 1_A \int_{\mathbf{D}} g(z)d\mathcal{M}(z) \right] = E \left[ 1_A \int_{\mathbf{D}} g(z)dE[\mathcal{M} \mid \mathcal{G}](z) \right].
\]
Let \( \mathcal{G} \) be the set of bounded \( \mathcal{G} \times \mathcal{B}(\mathbf{D}) \)-measurable functions such that (5.9) holds for all \( A \in \mathcal{G} \). Suppose that \( B \times O \in \mathcal{G} \times \mathcal{B}(\mathbf{D}) \) and we let \( g = 1_{B \times O} \). Then the left-hand side of (5.9) is equal to \( E[1_{A \cap B} \mathcal{M}(O)] \) and the right-hand side is equal to \( E[1_{A \cap B} E[\mathcal{M} \mid \mathcal{G}](O)] \). Since \( A \cap B \in \mathcal{G} \), it follows from the definition of conditional intensity that these quantities are equal. Moreover, by the linearity of the expectation and the integral, it follows that \( \mathcal{G} \) is a vector space. Furthermore, we note that if \( g_n \) is a sequence of non-negative functions in \( \mathcal{G} \) which increase to a bounded function \( g \) then \( g \in \mathcal{G} \) by the monotone convergence theorem. Consequently, by the monotone class theorem, \( \mathcal{G} \) contains all bounded non-negative \( \mathcal{G} \times \mathcal{B}(\mathbf{D}) \)-measurable functions. Finally we note that if \( g \) is an arbitrary non-negative \( \mathcal{G} \times \mathcal{B}(\mathbf{D}) \)-measurable function, then we can pick a sequence of functions \( g_n \in \mathcal{G} \) which increase to \( g \) and by applying the monotone convergence theorem once more, this implies that \( g \) satisfies (5.9). Consequently, (5.9) and hence, (5.8) hold for all non-negative \( \mathcal{G} \times \mathcal{B}(\mathbf{D}) \)-measurable functions. \( \square \)

**Lemma 5.4.** Suppose that \( (\Gamma, \Xi) \sim \mathbf{P}_D \) where \( \mathbf{P}_D \) is as in the statement of Proposition 5.2. Then we a.s. have for each loop \( \mathcal{L} \in \Gamma \) that \( \Xi(\mathcal{L}) = 0 \).
Proof. This holds for the quantum measure hence holds for \( \Xi \) by construction for \( \kappa \neq 4 \). Therefore we just have to give the proof in the case that \( \kappa = 4 \). It suffices to show for each \( z \in \mathcal{D} \) that if \( \mathcal{L} \) is the loop of \( \Gamma \) which surrounds \( z \) then \( \Xi(\mathcal{L}) = 0 \) a.s. By conformal covariance, it suffices to prove this in the case that \( z = 0 \).

We will deduce the result by taking a limit \( \kappa \to 4 \). Fix \( \kappa_0 \in (8/3, 4) \) and \( \kappa \in [\kappa_0, 4) \). Let \( \eta^\kappa \) be an SLE\(_{\kappa}(\kappa - 6) \) process in \( \mathcal{D} \) from \(-i\) to 0. Let \( (W^\kappa, O^\kappa) \) be the driving pair for \( \eta^\kappa \) (parameterized by log conformal radius as seen from 0). Fix \( \delta > 0 \), let

\[
\tau^n_1 = \inf\{t \geq 0 : |W^n_t - O^n_t| \geq \delta\}
\]

and let \( \sigma^n_1 = \inf\{t \geq \tau^n_1 : W^n_t = O^n_t\} \). Given that we have defined \( \tau^n_1, \sigma^n_1, \ldots, \tau^n_k, \sigma^n_k \), we let

\[
\tau^n_{k+1} = \inf\{t \geq \sigma^n_k : |W^n_t - O^n_t| \geq \delta\}
\]

and let \( \sigma^n_{k+1} = \inf\{t \geq \tau^n_{k+1} : W^n_t = O^n_t\} \). For each \( k \in \mathbb{N} \) we have that the law of \( \eta^\kappa|_{[\tau^n_k, \sigma^n_k]} \) is that of an SLE\(_{\kappa}\) process in the component of \( \mathcal{D} \backslash \eta^\kappa([0, \tau^n_k]) \) with \( \eta^\kappa(\tau^n_k) \) on its boundary.

For each \( t \geq 0 \) let \( \mathcal{F}^\kappa_t = \sigma(\eta^\kappa(s) : s \leq t) \). For each \( n \in \mathbb{N} \) we let \( S_n \) be the set of closed squares \( S \subseteq \mathcal{D} \) with side length \( 2^{-n} \) and with corners in \((2^{-n}\mathbb{Z})^2\). Suppose that \( S \in S_n \). Fix \( \zeta > 0 \). On the event that \( S \) has distance at least \( \zeta \) from \( \eta^\kappa([0, \tau^n_k]) \), the probability that \( \eta^\kappa([\tau^n_k, \sigma^n_k]) \) hits \( S' \in S_n \) which is adjacent to \( S \) is \( O(2^{-\alpha n}) \) where \( \alpha = 1 - \kappa/8 \) and the implicit constant depends only on \( \zeta \) (see [24, Lemma 2.10] and note that the constant in the statement can be taken to be uniform for \( \kappa \in [\kappa_0, 4) \)). On \( \eta^\kappa([0, \tau^n_k]) \cap S = \emptyset \) but \( \eta^\kappa([0, \tau^n_k]) \) hits \( S' \in S_n \) which is adjacent to \( S \) we have that \( \mathbb{E}[\Xi^\kappa(S) \mid \mathcal{F}^\kappa_{\tau^n_k}] = O(2^{-dn}) \).

Altogether, this implies that given \( \mathcal{F}^\kappa_{\tau^n_k} \) the conditional expectation of the \( \Xi^\kappa \)-mass of those \( S \in S_n \) which are not hit by \( \eta^\kappa([0, \tau^n_k]) \) but are adjacent to \( S' \in S_n \) which are hit by \( \eta^\kappa([0, \tau^n_k]) \) and have distance at least \( \zeta \) to \( \eta^\kappa([0, \tau^n_k]) \) is \( O(2^{-(d-\alpha)n}) \). By summing over \( n \), we see that the conditional expectation of the \( \Xi^\kappa \)-mass of the set \( U^n_{\delta,4} \) of points which are within distance at most \( 2^{-n} \) of \( \eta^\kappa([\tau^n_k, \sigma^n_k]) \) but distance at least \( \zeta \) to \( \eta^\kappa([0, \tau^n_k]) \) is \( O(2^{-(d-\alpha)n}) \). Note that \( 2 - \alpha - d < 0 \).

We assume that \( \eta^\kappa \) is an exploration of a CLE\(_\kappa\) process \( \Gamma^\kappa \) and let \( \mathcal{L}^\kappa \) be the loop of \( \Gamma^\kappa \) which is surrounded by the origin. Let \( K^\kappa \) be such that \( \eta^\kappa \) is drawing \( \mathcal{L}^\kappa \) at the time \( \tau^\kappa_{K^\kappa} \). We note that \( K^\kappa \) is stochastically dominated by a geometric random variable whose parameter is uniform in \( \kappa \) (as \( \kappa \) is bounded away from 8/3). Then we have shown that

\[
P[\Xi^\kappa(U_{n,4}^{\delta,4}) \geq \varepsilon] \to 0 \quad \text{as} \quad n \to \infty
\]

uniformly in \( \kappa \in [\kappa_0, 4) \). Suppose that we have a sequence \( (\kappa_j) \in [\kappa_0, 4) \) with \( \kappa_j \to 4 \) as \( j \to \infty \) and we have used the Skorokhod representation theorem for weak convergence to couple the laws together so that we a.s. have \( (\eta^{\kappa_j}, \Gamma^{\kappa_j}, \Xi^{\kappa_j}) \to (\eta^4, \Gamma^4, \Xi^4) \) as \( j \to \infty \). Then we have that \( U_{n,4}^{\delta,4} \) is a.s. contained in \( U_{n-1,\kappa_j}^{\delta,4} \) for all \( j \) large enough. Thus if it were true that the \( \Xi^4 \) measure of the part of \( \mathcal{L}^4 \) with distance at least \( \zeta \) from \( \eta^4([0, \tau^4_{K^4}]) \) is positive with positive probability we would get a contradiction to (5.10). By sending \( \zeta \to 0 \) this implies that \( \Xi^4(\mathcal{L}^4 \backslash \eta^4([0, \tau^4_{K^4}])) = 0 \) a.s. Let \( z^4 \) be the place where \( \eta^4 \) first hits \( \mathcal{L}^4 \). By sending \( \delta \to 0 \) we thus see that \( \Xi^4(\mathcal{L}^4 \backslash \{z^4\}) = 0 \) a.s. Suppose that we are on the event that \( \eta^4 \) disconnects 0 from \( i \) at the time \( \sigma^4_{K^4} \). Then we can couple \( \eta^4 \) together with the branch \( \tilde{\eta}^4 \) of the exploration tree from \(-i\) to \( i \) used to generate \( \Gamma^4 \) to be the same up until the time \( \sigma^4_{K^4} \). On this event, we note that \( z^4 \) is the same as the place where the trunk of \( \tilde{\eta}^4 \) first hits \( \mathcal{L}^4 \) which is a.s. not the same as the first place where the time-reversal of the trunk of \( \tilde{\eta}^4 \) first hits \( \mathcal{L}^4 \). Since the process obtained by following the loops of \( \Gamma^4 \) hit by the
time-reversal of the trunk of \( \tilde{\eta}^1 \) also has the law of an SLE\(_0^0\)(\(-2\)) we altogether see that \( \Xi^4(\mathcal{L}^4) = 0 \) a.s. on the aforementioned event. If \( \eta^1 \) disconnects 0 from \( i \) before \( \sigma_k^{14} \), then we can apply the same argument in the complementary component containing 0 at this time. Applying this repeatedly if necessary, we see that \( \Xi^4(\mathcal{L}^4) = 0 \) a.s.

We now turn to the proof of Proposition 5.2.

**Proof of Proposition 5.2.** Fix \( \kappa \in (8/3,8) \). Let \((P_D)\) and \((\hat{P}_D)\) be as in the statement and assume that \((\Gamma,\Xi) \sim P_D \) and \((\Gamma,\Xi^*) \sim \hat{P}_D \) are coupled so that the CLE\(_\kappa\) is the same in both pairs and normalize them so that \( E[\Xi](D) = E[\Xi^*](D) = 1. \)

We note that \( E[\Xi](L) = 0 \) and \( E[\Xi^*](L) = 0 \) for all but at most countably many horizontal lines \( L \) (for otherwise \( E[\Xi](L_k) = 0 \) and \( E[\Xi^*](L_k) = 0 \) for all \( k \) and so that \( D \cap (\cup_k L_k) \) is dense in \( D \)). For each \( n \), we let \( \mathcal{F}_n \) be the \( \sigma \)-algebra which is generated by the loops of \( \Gamma \) which intersect \( \cup_{k=1}^n L_k \). By density, we have that for every loop \( L \) of \( \Gamma \) there exists \( k \) so that \( L_k \) intersects the region surrounded by \( L \) which, in turn, implies that \( \mathcal{F}_\infty = \sigma(\mathcal{F}_n : n \in \mathbb{N}) \) is equal to \( \sigma(\Gamma) \). For each \( n \), we let \( D^n_j \) denote the collection of components in the complement in \( D \) of the union of the points surrounded by loops of \( \Gamma \) which intersect \( \cup_{k=1}^n L_k \). For each \( j, n \), we let \( \varphi^n_j : D \to D^n_j \) be a conformal map with some arbitrary rule for fixing it (for example by considering some fixed enumeration of the rationals \((r_k)\) in \( D \), taking \( r_{j,n} \) to be the element of \((r_k)\) in \( D^n_j \) with the smallest index \( \ell \), and then taking \( \varphi^n_j \) to be the unique conformal map from \( D \) to \( D^n_j \) with \( \varphi^n_j(0) = r_{j,n} \) and \( (\varphi^n_j)'(0) > 0 \). Then the conditional law given \( \mathcal{F}_n \) of the image under \((\varphi^n_j)^{-1}\) of the loops of \( \Gamma \) contained in \( D^n_j \) is that of a CLE\(_\kappa\) in \( D \) independently of the loops of \( \Gamma \) contained in the other \( D^n_j \).

For each \( n \in \mathbb{N} \), we define the random measure \( \Xi_n \) by

\[
\Xi_n(O) = E[\Xi | \mathcal{F}_n](O).
\]

Then for each \( n \in \mathbb{N} \)

\[
E[\Xi_n(D)] = E[\Xi_n](D) = E[\Xi](D) = 1.
\]

Thus by the martingale convergence theorem for every open set \( O \subseteq D \) we have that \( \Xi_n(O) \) converges a.s. to \( \Xi(O) \) as \( \mathcal{F}_\infty \)-measurable.

Let \((\Xi_{j,n})_j\) be i.i.d. copies of \( \Xi \). Then by Lemmas 5.1, 5.3 we have that

\[
\Xi_n(\cup_j D^n_j) = E[\Xi(\cup_j D^n_j) | \mathcal{F}_n] = \sum_j E[\Xi(D^n_j) | \mathcal{F}_n] = \sum_j E \left[ \int_D |(\varphi^n_j)'(z)|^d d\Xi_{j,n}(z) \bigg| \mathcal{F}_n \right]
\]

\[
= \sum_j \int_D |(\varphi^n_j)'(z)|^d dE[\Xi_{j,n}](z) = C_{\Xi} \sum_j \int_D |(\varphi^n_j)'(z)|^d \left( \frac{1}{1-|z|^2} \right)^{2-d} dz.
\]

The same calculation implies that if we let

\[
\Xi^*_n(O) = E[\Xi^*_n(O) | \mathcal{F}_n]
\]

then \( \Xi^*_n(\cup_j D^n_j) = \Xi_n(\cup_j D^n_j) \) a.s. (The reason that we do not have an extra multiplicative factor is that we normalized \( \Xi^* \), \( \Xi \) so that \( E[\Xi](D) = E[\Xi^*](D) = 1 \) in the beginning.)

Lemma 5.4 and our choice of lines \((L_k)\) implies that \( E[\Xi(D \setminus \cup_j D^n_j) | \mathcal{F}_n] = 0 \) for each \( n \in \mathbb{N} \). We claim that it also holds that \( E[\Xi^*(D \setminus \cup_j D^n_j) | \mathcal{F}_n] = 0 \) for all \( n \in \mathbb{N} \). Indeed for each \( n \) we have
that

\[ 1 = E[\Xi(D)] = E[\Xi_n(\cup_j D^n_j)] = E[\Xi^*_n(\cup_j D^n_j)]. \]

Thus if \( \Xi^* (D \setminus \cup_j D^n_j) \) is not a.s. zero then \( E[\Xi^*(D)] > 1 \) which contradicts our initial choice of normalization. Thus \( \Xi_n = \Xi^*_n \) a.s. Consequently, since \( \Xi_n \to \Xi \) and \( \Xi^*_n \to \Xi^* \) and \( \Xi_n = \Xi^*_n \) for all \( n \in \mathbb{N} \) a.s., we have that \( \Xi^* = \Xi \) a.s., proving the proposition and hence Theorem 1.2. \( \square \)
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