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Abstract. We have used artificial neural network (ANN) for the prediction of transmissivity (T) from geoelectric parameter in an aquifer of a typical basement complex, Southwestern, Nigeria. The study area is composed of migmatite-gneiss, charnockite and granite gneiss. A geophysical investigation involving Vertical Electrical Sounding (VES) was carried out in the study area. Twenty VES were acquired using Campus Ohmegasistivity meter. VES curves were interpreted quantitatively by using the technique of partial curve matching and with 1D forward modeling by means of computer using WinResist software. The interpreted data were used to determine transverse resistance, TR. Transmissivity were measured in the boreholes drilled at the 20 VES locations. TR and measured T were subjected to ANN analysis using MATLAB 2017a software in order to predict T of the aquifer. Root mean square error (RMSE) was used to test the performances of our model. The results show that TR range from 133.00 - 381.20 Ωm², T also vary from 0.4 to 4.1 m²/day. However, ANN model was able to predict T values with coefficient of correlation (R) values of 0.97, 1.00, 0.99 and 0.94 for training, test, validation and all network models respectively. RMSE value for the ANN model was found to be 0.085 which implies high performance of our model. A linear relationship was suggested for the ANN analysis to predict T. It can therefore be concluded that with ANN model, it is possible to predict T of aquifer in the study area where geoelectric data such as TR is known and T values unknown.
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1. Introduction

Hydrogeological parameters including transmissivity, hydraulic conductivity, recharge, and so on, can be determined in an aquifer by means of classical hydrogeological techniques such as pumping tests, grain size analysis, tracer techniques. Most of these techniques are expensive. However geophysical methods such as electrical, seismic, gravity, electromagnetic have been used for groundwater investigation to determine the geometry of aquifer, subsurface electrical conductivity, depth to basement and so on [1]. These methods, when compared with hydrogeological methods, are cost effective, relatively fast and non-destructive. There are established relationships between different geophysical and hydrogeological parameters. For instance, a relationship exists between electrical
resistivity (\(\rho\)) and transmissivity (T). This relationship is made possible because both parameters are associated with the structure of pore spaces and heterogeneity [2-3]. Therefore, the combination of aquifer parameter estimated from borehole and electrical resistivity parameter estimated from surface electrical resistivity measurement could be a useful tool of estimating hydrogeological properties and potentials of aquifers.

Several studies have been done to know the relationship between hydrogeological and geophysical parameters [4-7]. [8] calculated the transmissivity of an aquifer using Dar Zarrouck parameters by taking into consideration two important laws which are Darcy’s and Ohm’s laws. The authors made use of the correlation that exists between the two parameters. [9] also reviewed the relationship that exist between transverse resistance and transmissivity by means of geostatistical analysis. [10] determined the correlation between aquifer resistivity that were normalized and hydrogeological parameter and normalized transverse resistance and transmissivity of aquifer in a weathered granite geological environment that are overlain by sand dunes in Jalore, northwestern part of India.

However, most of the previous studies on the relationship between hydrogeological and geophysical parameters used correlation studies and geostatistical approaches. The objective of this research, therefore, is to predict the transmissivity of aquifer from geoelectric data (transverse resistance) in a typical basement complex environment using artificial neural network (ANN).

The unique attribute of ANN is that it is data driven, which provides a unique opportunity to predict transmissivity effectively from transverse resistance as opposed to previous studies that finds a relationship between hydrogeological parameters and Dar Zarrouck parameters using other approaches. This will reduce non-uniqueness of parameter estimation and lead to improved transmissivity estimation.

The study area is in southwest area of Nigeria (Fig. 1). It lies within longitude 748600 – 749900 and latitude 850100 – 850600. Fig 2 shows a simplified geological map of the study area. The area is situated in the Precambrian Basement Complex where Migmatite-Gneiss, Charnockite and Granite Gneiss are the rock types in the area.
Fig. 1: Map of the study area

Fig. 2: Geological map of the study area [11]
2. Data acquisition and processing

2.1 Geophysical investigations
Geophysical investigations involving the Vertical Electrical Sounding (VES) was carried out to assess the groundwater potentials in the study area. Twenty (20) VES were acquired using Campus Ohmega resistivity meter. The Schlumberger configuration, having current electrode spacing (AB/2) that varies from 1 to 100 m, was used during the data acquisition. VES curves were interpreted quantitatively using the technique of partial curve matching and 1D forward modeling using computer with the WinResist version 1.0 software. The processed and interpreted data were then used to determine aquifer resistivity, aquifer thickness and Dar Zarrouck parameter (transverse resistance ($T_R$)) for the aquifer using equation 1 [12].

$$T_R = h \cdot \rho$$  \hspace{1cm} (1)

Where $h$ and $\rho$ are the thickness and resistivity of the aquifer respectively

2.1 Hydrogeological investigations
Twenty (20) boreholes were drilled to depth of about 35 m at the VES points. Pumping test was carried out at the 20 VES points. The test was done for about 3 to 6 hours using constant discharge rate method. Transmissivity ($T$) of aquifer was determined from the pumping test [13]. The data obtained from both geoelectrical (Transverse resistance) and hydrogeological data (transmissivity) were subjected to ANN analysis for the prediction of transmissivity of the aquifer from the geoelectric data.

2.3 Artificial neural network (ANN)
ANN is an artificial intelligence method, which mimics the human brain’s behaviour by acquiring knowledge through a learning process [14-15]. ANN is capable of modeling both non-linear and linear systems without assuming implicit functions as it is in the unlike most conventional statistical approaches. ANN has been utilized in several areas of science and engineering for classification, regression analysis, time-series forecasting, clustering and dynamic system modelling [16-17]. In this research, the multi layered perception (MLP) supervised feed-forward Levenberg-Marquardt based backpropagation algorithm (LMA) was used to predict transmissivity in the aquifer. The network consist of three layers (Fig.3): (i) input layer (transmissivity), which accepts and presents the input data to the network through a set of neurons (ii) hidden layer, which runs a set of algorithms to compute non-linear transformation of the input data (iii) output layer, which computes desired result through a set of linear output neurons in an iterative process. The output ($T$) depends on the weighted sum ($w$) of input variable ($T$) plus additional term called bias ($b$) to ensure numerical stability [16]. MATLAB software was used to implement the procedures. The procedures [15] is expressed as shown in equations 2–3:

$$p_j(n) = f\left(U_j(n)\right) = f\left(\sum_{i=0}^{n_j} \omega_{ji}x_i(n) + b_j\right) \text{ for } j = 1, 2, 3, \ldots \ldots \ldots \ldots n_j$$  \hspace{1cm} (2)

$$q_k(n) = f\left(U_k(n)\right) = f\left(\sum_{j=0}^{n_j} \omega_{kj}p_j(n) + b_k\right) \text{ for } k = 1, 2, 3, \ldots \ldots \ldots \ldots n_k$$  \hspace{1cm} (3)

where $x_i(n) =$ input to neuron i, $p_j(n)$ is the parameter estimated by neuron j of the hidden layer, $q_k(n)$ is the output calculated by the neuron k, $\omega_{ji}$ and $\omega_{kj}$ are parameters that control connection strength between input neuron i and hidden neuron j and j and k respectively. We used a non-linear hyperbolic tangent sigmoid transfer function (equation 4) and a linear transfer function in both the hidden and output layers.

$$f(U_j) = \frac{1 - e^{-2U_j}}{1 + e^{-2U_j}}$$  \hspace{1cm} (4)

where $U_j \in [-\infty \infty]$ and $f(U_j)$ is bounded on (-1 1).
We used trial and error method of ANN for the development of our models for the estimation of the hidden layer’s neutrons. We increased the numbers of neurons at each stage of analysis in order to optimize the ANN model. Back-propagation method is used for the iteration of the network learning process so as to ensure the error between the input and output data is minimized. The gradient vector of the error surface is then calculated and the networks are updated by as described in equations 5 and 6 [14].

\[
\Delta \omega(n + 1) = -\eta \frac{\partial f}{\partial \omega} |_{\omega} = \omega(n)
\]

(5)

\[
\omega(n + 1) = \omega(n) - \eta \frac{\partial f}{\partial \omega} |_{\omega} = \omega(n)
\]

(6)

where \(\omega\) = strength that connects nodes of input and hidden layer and hidden and output layer nodes, \(n\) = epoch that means the amount of learning iterations, \(\eta\) = rate of learning which determines the number of change to connection weights of the network, \(\Delta \omega\) = increment in weight and \(f\) = sigmoid activation function.

Levenberg-Marquardt Algorithm (LMA) used in the network is a kind of backpropagation algorithm, which is a combination of two minimization techniques, namely, Gauss-Newton and gradient descent algorithms. This quality makes it sophisticated and powerful. In LMA, weights are calculated by using equation 7 [18].

\[
\Delta \omega(n + 1) = (J^T J + \mu I)^{-1} J^T e
\]

(7)

I is identity unit matrix, \(k\) = the output nodes and \(J\) = Jacobian of input errors.

The parameter \(\mu\) is adjusted automatically at each iteration of Jacobian matrix computation. When \(\mu\) is small, LMA turns to Gauss-Newton algorithm, and when it is very large, it transform to gradient descent algorithm. To prevent the process of learning being trapped in local minimal as a result of assigning random weights, we trained our ANN network for a minimum of 20 times and we chose the best model based on the goodness of fit. The process of training were terminated automatically when the sum of mean square error (MSE) is found within a predefined tolerance error. The neural network structure was employed to construct the ANN model as given in equation 8 and the structures of the ANN model are also provided in Table 1.

\[
T = function (T_R)
\]

(8)

Fig. 3: Artificial neural network architecture

Table 1: The structures of the ANN model

| Input neuron number | Hidden neuron number | Output neuron number | Type of network | Transfer function | Training parameter | Algorithm used for training |
|---------------------|----------------------|----------------------|-----------------|-------------------|---------------------|-----------------------------|
| 1                   | 20                   | 1                    | Feed-forward back-propagation | Tansig          | Learning rate epochs 114 | LM (Levenberg-Marquardt)    |
3. Data interpretation

3.1 Geoelectric interpretation

The interpreted electrical resistivity survey shows that the study area is made up of 3 to 4 geoelectric layers. The dominant curve is the QH curve (Fig. 4). The typical curve types are given in Fig 5. The lithology is generally consist of top soil, laterite/clay, weathered layer and fresh basement rock.

![Fig. 4: The frequency of occurrence of the various curve types.](image)

![Fig. 5: Typical VES curve types in the study area (a) QH-type (b) H-type (c) HK-type](image)
3.1.1 Transverse Resistance. The transverse resistance ($T_R$) is a parameter that describes the areas with high potentials for groundwater exploration [19]. $T_R$ for each VES stations is presented in Table 2 as well as the measured transmissivity ($T$). High values of $T_R$ indicates that the area have high potential for groundwater exploration and vice versa. $T_R$ values vary from 133.00 to 381.20 $\Omega\cdot$m$^2$ across the 20 VES whereas $T$ range from 0.4 to 4.1 $m^2$/day. The highest $T_R$ value was observed at VES station 3.

| VES Station | Transverse Resistance ($T_R$) (Ohm.m$^2$) | Measured Transmissivity ($m^2$/day) |
|-------------|------------------------------------------|-------------------------------------|
| 1           | 202.10                                   | 0.8                                 |
| 2           | 276.15                                   | 0.6                                 |
| 3           | 381.20                                   | 1.5                                 |
| 4           | 168.60                                   | 0.8                                 |
| 5           | 218.90                                   | 0.5                                 |
| 6           | 133.20                                   | 0.4                                 |
| 7           | 261.50                                   | 3.9                                 |
| 8           | 172.20                                   | 4.1                                 |
| 9           | 242.20                                   | 2.2                                 |
| 10          | 261.10                                   | 3.5                                 |
| 11          | 202.10                                   | 0.8                                 |
| 12          | 276.15                                   | 0.6                                 |
| 13          | 281.00                                   | 1.5                                 |
| 14          | 136.00                                   | 4.2                                 |
| 15          | 218.90                                   | 0.5                                 |
| 16          | 130.20                                   | 0.4                                 |
| 17          | 261.50                                   | 3.9                                 |
| 18          | 172.20                                   | 4.1                                 |
| 19          | 242.20                                   | 1.2                                 |
| 20          | 261.10                                   | 2.2                                 |

3.2 Artificial neural network (ANN)

The regression model for ANN implementation is shown in Figs 6-9. Fig 6 shows the regression model for training data. The training data compute gradient, estimate and update appropriate weights and biases to capture the pattern/non-linear correlation between the input and output data. The degree of correlation of predicted transmissivity with ANN and measured values of transmissivity was found to be high for the training data with coefficient of correlation (R) that is very close to unity ($R = 0.97$).
Fig. 6: Regression model for the training network

Fig. 7 shows the regression model for validation. This model computes input and output parameters using a subset of the input data. It is an indication of checking the performance of prediction of the model [20-21]. The result of this model gives the correlation coefficient between the predicted and actual transmissivity to be perfect with R of 0.99. The capability of ANN to simulate transmissivity of aquifer was proven on the testing data set.

Fig. 7: Regression model for the validation network
Also Fig 8 shows the plot of testing data which has correlation coefficient of 1.0. We therefore compared the values of measured transmissivity with that of predicted T from ANN analysis as seen in Table 3. From the table, there are some deviation of the predicted values of T from the values measured on the field. However, the deviation (percentage error) is within an acceptable limit of less than 5 % [21].

Fig. 8: Regression model for the testing network
Table 3: Measured and Predicted transmissivity

| VES Station | Measured Transmissivity (m²/day) | Predicted Transmissivity (m²/day) | Error (%) |
|-------------|----------------------------------|-----------------------------------|-----------|
| 1           | 0.80                             | 0.79                              | +1.25     |
| 2           | 0.60                             | 0.60                              | 0.00      |
| 3           | 1.50                             | 1.51                              | -0.67     |
| 4           | 0.80                             | 0.80                              | 0.00      |
| 5           | 0.50                             | 0.50                              | 0.00      |
| 6           | 0.40                             | 0.39                              | +2.5      |
| 7           | 3.90                             | 3.89                              | +0.26     |
| 8           | 4.10                             | 4.10                              | 0.00      |
| 9           | 2.20                             | 2.20                              | 0.00      |
| 10          | 3.50                             | 3.50                              | 0.00      |
| 11          | 0.80                             | 0.79                              | +1.25     |
| 12          | 0.60                             | 0.60                              | 0.00      |
| 13          | 1.50                             | 1.50                              | 0.00      |
| 14          | 4.20                             | 4.22                              | -0.48     |
| 15          | 0.50                             | 0.51                              | -0.00     |
| 16          | 0.40                             | 0.40                              | 0.00      |
| 17          | 3.90                             | 3.90                              | 0.00      |
| 18          | 4.10                             | 4.10                              | 0.00      |
| 19          | 1.20                             | 1.20                              | 0.00      |
| 20          | 2.20                             | 2.21                              | -0.45     |

Moreover, the ‘all’ network phase of the model combined training, testing and validation plots as seen in Fig 9. The network phase shows a very good relationship between the measured and predicted T with coefficient of correlation (R) of 0.94.
Fig. 9: Regression model for network phase

The plot of the neural network model generated is given in Fig. 10. This plot shows the relationship between the measured transmissivity and the predicted transmissivity using the ANN model developed in this study. The figure shows a very good correlation between the values of our predicted and measured $T$ ($R^2 = 1.00$).

Fig. 10: Plot of the predicted transmissivity versus measured transmissivity

We also estimated root mean square error (RMSE) to examine the effectiveness of the predictive ANN model (equation 9).
\[ RMSE = \sqrt{\frac{\sum(y - y')^2}{N}} \]  

(9)

where \( y \) represents the measured parameter, \( y' \) represents the predicted parameters and \( N \) is the total data points which is 20 in this study.

The implication of this statistical index is that a good model should have low values of RMSE.

However, the calculated RMSE for our model shows a value of 0.085. The low value of the calculated RMSE indicated high prediction performances for our model.

4. Conclusions

In this study, ANN have been used to predict T from geoelectric data in a basement complex area of Southwest, Nigeria. The measurement of the goodness of the fit statistics of our ANN model reveals that the ANN model generated in the study area are reliable in predicting T. The determination of correlation coefficient between measured and predicted T values was 1.0. Also, the RMSE value for the ANN model was found to be 0.085 which indicate high performances of our model. A linear relationship was suggested for the ANN analysis to predict T. This would lead to reduction in cost, effort and time to carry out standard laboratory procedure or pumping test to determine T of aquifer from several discrete points along several transects. However, it is worthy to note that the predicted equation derived by the authors are valid only for understudied aquifer with similar characteristics or geology as the study area. Further studies are needed for the verification of these relationships.
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