Detecting non-Gaussian gravitational wave backgrounds: a unified framework
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We describe a novel approach to the detection and parameter estimation of a non-Gaussian stochastic background of gravitational waves. The method is based on the determination of relevant statistical parameters using importance sampling. We show that it is possible to improve the Gaussian detection statistics, by simulating realizations of the expected signal for a given model. While computationally expensive, our method improves the detection performance, leveraging the prior knowledge on the expected signal, and can be used in a natural way to extract physical information about the background. We present the basic principles of our approach, characterize the detection statistic performances in a simplified context and discuss possible applications to the detection of some astrophysical foregrounds. We argue that the proposed approach, complementarily to the ones available in literature might be used to detect suitable astrophysical foregrounds by currently operating and future gravitational wave detectors.

I. INTRODUCTION

Over the past seven years, the Advanced Laser Interferometer Gravitational-Wave Observatory (LIGO) [1] and Advanced Virgo [2] have collected data and released, together with the KAGRA collaboration [3], three incremental catalogues of gravitational-wave (GW) detections, amounting to a total of 90 confident events [4]. In addition, the LIGO, Virgo and KAGRA collaboration (LVKC) have performed a population study on a subset of 76 of them [5]. Further upgraded second generation interferometers [6] and third generation GW detectors, such as the Einstein Telescope (ET, [7]), will possibly become operational during the next decade: these experiments promise to be sensitive enough to observe both the cosmological and astrophysical stochastic gravitational wave background (SGWB). In addition, when the Large Interferometer Space Antenna (LISA) [8] will be operational, our sensitivity to astrophysical GW transients will broaden to lower frequencies and new source categories.

The superposition from various unresolved astrophysical and cosmological sources generates a SGWB. Searches for such a stochastic background have been performed on available data: no evidence for a SGWB has been found; nonetheless upper limits on its cosmological energy density have been placed [5, 9]. Among the sources which may contribute to the SGWB: core-collapse supernovae [10–12]; neutron stars [13–15]; compact binary coalescences [16–19]; binary white dwarfs [20]; cosmic strings [21–23] and gravitational waves produced during inflation [24–26] or by primordial black holes [27]. A detection of the cosmological SGWB would give very important constraints on the earliest epochs of the Universe, while the detection of an astrophysical SGWB would provide key information about the sources generating it, e.g. the merger rate of compact binary systems, the star formation history [28, 29] or the occurrence of gravitational-wave lensing [30, 31].

Searches for SGWBs typically assume that the background is Gaussian, based on the central limit theorem (see, e.g., [32, 33]). However, if the rate of events generating the background is not sufficiently high compared to their duration or frequency bandwidth, a non-Gaussian background is expected, characterized by discontinuous or intermittent signals. For instance, predictions based on population modelling suggest that, for many realistic astrophysical models, there may not be enough overlapping sources, resulting in the formation of such a non-Gaussian background (see, e.g., [34, 35]). Furthermore, it has been shown that the background from cosmic strings could be dominated by a non-Gaussian contribution arising from the closest sources [22].

In the past decades several methods to search for non-Gaussian SGWB have been proposed. For instance, the authors of Ref. [36] derived an algorithm suitable for the detection of a non-Gaussian component in a SGWB observed by two co-located and co-aligned detectors with white Gaussian noise. Later, the author of Ref. [37] introduced a maximum likelihood estimator to be used in a more realistic case of a network of spatially separated interferometers with coloured, non-Gaussian noise. Most recently, the authors of Ref [38] devised a Bayesian search strategy for a background of unresolved binaries. Other approaches have also been explored (see, e.g., Refs. [39–41]), constructing alternative parametrizations for SGWB non-Gaussianities. In the context of LISA, various pipelines for the detection and
characterization of an astrophysical SGWB have been developed [42–44], parametrizing a certain level on non-Gaussianities in the signal model. The expected level has also been assessed for confusion noise arising from extreme mass ratio inspirals (EMRIs) and Galactic binary white dwarfs [45].

In this paper, we explore a novel approach for a detection of non-Gaussian SGWBs – inherently complementary to the ones available in literature [38] – using a detailed stochastic model of the underlying signal population. The paper is organized as follows: in Sec. II we discuss the basic principles for the detection of a SGWB, and we give examples of application for the case of an isotropic background; after a discussion of the Neyman–Pearson detection statistic (DS) in a frequentist context (Sec. II A) we show how a Bayesian analysis of a non-Gaussian stochastic background can be implemented (Sec. II B); in Sec. III we discuss a simplified model for a non-Gaussian stochastic background, with the purpose of estimating the improvement in detection performance of the proposed approach; in Sec. IV we give details about the application to a more realistic case, namely an isotropic stochastic background of astrophysical origin; we show how this can be represented by a (generalized) point process (Sec. IV A), and give details about the stochastic sampling procedure required by the inference method (Sec. IV B); finally, in Sec. V we draw some conclusions pointing at possible future developments, in particular toward applications to the nonisotropic case; in Appendix A we provide detailed proofs of results shown in the main text. Some are available in literature (see e.g. Ref. [46] and references therein), nonetheless we choose to reproduce them to ensure consistency of notation across the text.

II. THE STATISTICAL PROBLEM

In this paper, observations are written as the sum of signal and noise, however in our case it is more convenient to write the data collected by a network of detectors in a slightly different form, namely

\[ s_i^A = g_i^A + h_i^A + n_i^A, \]

where \( g \) is a Gaussian part of the stochastic signal and \( h \) a non-Gaussian one, while \( n \) is the noise of the detectors. We assume statistical independence among the three components \( g, h \) and \( n \). We assume also that they have zero mean. A nonzero average is observationally irrelevant and can be removed in the time domain. In the frequency domain it could model a spurious non-stochastic contamination that should be removed before the analysis.

In this paper we always assume an additive and Gaussian noise, although an extension is possible to account for transient non-stationarities arising from the noise. Capital indices label the detector while lowercase ones enumerate generically the data series: we will specialize it if needed by explicitly writing our expressions in time or frequency domain. It is worth emphasizing that the decomposition in Eq. (1) is not unique: one can always add and subtract an arbitrary Gaussian contribution to \( g \) and from \( h \). This is a feature arising from the inherent modeling freedom for \( h \) in Eq. (1) and it is not related to the noise properties.

Under our hypotheses the noise is described by a multivariate Gaussian probability distribution that we can write as

\[ p_n[n_i^A] = \mathcal{N}_n \exp \left( -\frac{1}{2} W_n(n, n) \right), \]

where \( \mathcal{N}_n \) is a normalization constant and for future convenience we defined the scalar product over detectors and data indices

\[ W_x(u, v) \equiv \sum_{A,B} \sum_{i,j} [C_{xx}]_{ij}^{AB} u_i^A v_j^B, \]

\[ [C_{xy}]_{ij}^{AB} = \langle x_i^A y_j^B \rangle. \]

Hereafter, following Einstein’s convention on repeated indices, we drop the summation symbols over data and detectors indices. \( C_{nn} \) is the noise cross-correlation array, so \( W_n \) in Eq. (2) is the Wiener match between \( u \) and \( v \) with respect to the noise \( n \). Explicitly we can write

\[ \mathcal{N}_x = \exp \left( -\frac{1}{2} \text{Tr} \ln 2\pi \mathbb{C}_x \right), \]

\[ [\mathbb{C}_{xy}]^{AB}_{ij} = \langle x_i^A y_j^B \rangle. \]

where the trace is performed over detectors and data indices. For simplicity, in autocorrelations \( \mathbb{C}_{xx} \) we drop a redundant index, therefore denoting them \( \mathbb{C}_x \).

In Eq. (6) and in what follows we often replace the true cross-correlations \( \mathbb{C}_{xy} \) – a theoretical expectation value defined through the model and frequently unmeasurable – with estimators obtained from the data. We label them with an overhead check. Correspondingly, averaging over the data indices is denoted with an overline.

\[ [\bar{\mathbb{C}}_{xy}]^{AB}_{ij} = \overline{x_i^A y_j^B}. \]

Because of statistical fluctuations, the uncertainty on \( \bar{\mathbb{C}}_{xy} \) can be improved by averaging over chunks of data: as we show in Eq. (24), this comes at the cost of a reduced probability of detection.

We model the stochastic signal described by \( g \) as Gaussian with a probability distribution analogous to Eq. (2), namely

\[ p_g[g_i^A] = \mathcal{N}_g \exp \left( -\frac{1}{2} W_g(g, g) \right). \]

However, we make no statistical hypothesis about the remainder \( h \), which can be described by a generic probability distribution \( p_h[h_i^A] \). Then we can write the probability distribution for the observed signal as a convolution between \( p_n, p_g \) and \( p_h \), namely
\[ p_s [s] = \int_h \int_g p_s [s \mid h, g] p_h [h] p_g [g] \]
\[ = N_n N_g \int_h \int_g p_h [h] e^{-\frac{1}{2} \mathcal{W}_n (s-h, s-h) - \frac{1}{2} \mathcal{W}_g (g, g)}. \]  
(9)

The Gaussian integral over \( g \) can be performed explicitly. By virtue of Woodbury’s identity (see Appendix A for details), we observe that
\[ \mathcal{W}_{n+g} (u, v) = \mathcal{W}_n (u, v) - \mathcal{G}(u, v) \]
or equivalently
\[ C_n^{-1} - C_n^{-1} (C_g^{-1} + C_n^{-1})^{-1} C_n^{-1} = C_n^{-1} \]
where we have defined for future convenience
\[ \mathcal{G}(u, v) \equiv \mathcal{G}_{ij} A^B_i A^B_j, \]
\[ \mathcal{G} = C_n^{-1} (C_n^{-1} + C_g^{-1})^{-1} C_n^{-1}, \]
which go to zero when \( g = 0 \). Using Eq. (11) the integral further simplifies to
\[ p_s [s] = N_{n+g} \int_h p_h [h] e^{-\frac{1}{2} \mathcal{W}_{n+g} (s-h, s-h)}, \]
(14)

The key point is that we can rewrite \( p_s \) as
\[ p_s [s] = N_{n+g} \left\langle e^{-\frac{1}{2} \mathcal{W}_{n+g} (s-h, s-h)} \right\rangle, \]
(15)

where the expectation value \( \langle \cdots \rangle \) is evaluated over an ensemble of realizations for the non-Gaussian part \( h \) of the SGWB. Note that this expectation value is evaluated at fixed data \( s \), which is considered here an independent variable.

While it is difficult to write an explicit expression for \( p_h \) in the non–Gaussian case, realizations of a stochastic background \( h \) can be simulated. This opens up the possibility of evaluating \( p_s \) and connected quantities related to DS and parameter estimation procedures.

### A. The Frequentist approach

As a first example we show an expression for the optimal Neyman–Pearson DS [48], under the hypothesis of a known background and a known noise. The two hypotheses to be tested are

\( H_1 \): presence of a known stochastic background, with a given Gaussian part \( g \) and a given non–Gaussian one \( h \).

\( H_0 \): absence of the background, \( g = h = 0 \), which means \( s = n \).

The DS is defined by the test statistic \( \hat{Y} (s) > \lambda \) where
\[ \hat{Y} (s) \equiv \log \frac{p_s [s \mid H_1]}{p_s [s \mid H_0]} - \log \frac{N_{n+g}}{N_n} \]
\[ = \frac{1}{2} \mathcal{G}(s, s) + \log \left\langle e^{-\frac{1}{2} \mathcal{W}_{n+g} (h, h)} e^{\mathcal{W}_{n+g} (s, h)} \right\rangle, \]  
(17)

We subtracted from the standard definition of \( \hat{Y} (s) \) a data independent constant, whose effect can be compensated by a redefinition of the relation between the threshold \( \lambda \) and the false alarm probability [49]. Note that the average in Eq. (17) is evaluated under the \( H_1 \) hypothesis.

#### 1. Gaussian case

We discuss shortly the particular case of a Gaussian background, as this clarifies some aspects relevant in the following sections. If the background is gaussian we can assume, without loss of generality, that \( h = 0 \) and the optimal statistic is given by
\[ \hat{Y} (s) = \frac{1}{2} \mathcal{G}(s, s) \]
\[ = \frac{1}{2} \left[ C_n^{-1} C_g^{-1} \right]_{ij} A^B_i A^B_j + O(\|C_g^{-1} \|^2), \]  
(18)

where we expanded Eq. (13) to lowest order, under the hypothesis that the SGWB power spectrum is much smaller than every detector’s noise spectrum. While the frequentist approach makes direct use of such assumption, the corresponding Bayesian approach in Sec. II B does not assume it, hence making it suitable in other contexts. As \( \hat{Y} \) is an approximately Gaussian variable we are comparing two Gaussian distributions with given means and variances.

Having only access to estimators of noise and signal spectra ensemble averages, we use them to replace correlations in the test statistics. Consequently, the average of \( \hat{Y} \) (i.e. the optimal statistics using estimators for noise correlations) under \( H_0 \) is given
\[ \mu_{H_0} = \frac{1}{2} \left[ \hat{\mathcal{C}}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right]_{ij} A^B_i A^B_j \]
\[ = \frac{1}{2} \text{Tr} \left( \hat{\mathcal{C}}_n^{-1} \hat{C}_g \hat{C}_n^{-1} C_n \right), \]
(19)

where the trace is performed over detector and data indices. In a similar way we find, under the hypothesis \( H_1 \)
\[ \mu_{H_1} = \mu_{H_0} + \frac{1}{2} \text{Tr} \left( \hat{\mathcal{C}}_n^{-1} \hat{C}_g \hat{C}_n^{-1} C_g \right), \]
(21)

and the variances are given by
\[ \sigma_{H_0}^2 = \frac{1}{2} \text{Tr} \left( \hat{\mathcal{C}}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \right), \]
\[ \sigma_{H_1}^2 \approx \sigma_{H_0}^2 + \text{Tr} \left( \hat{\mathcal{C}}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \right), \]
(23)

where once again we included only the first correction for \( \sigma^2_{H_1} \), in the small signal approximation. The Receiver Operating Characteristic (ROC) of the DS reads
\[ P_D = \frac{1}{2} \text{erfc} \left( \frac{\mu_{H_0} - \mu_{H_0} - \mu_{H_0} - \mu_{H_0}}{\sigma_{H_1} \sqrt{2}} \right), \]
(24)

where \( P_D (P_F) \) is the detection (false-alarm) probability, and erfc is the complementary error function.
Note that, because of the two traces over the $N$ data points $(\mu_{H_1} - \mu_{H_0})/\sigma_{H_1}$, so the detection probability improves with the square root of the measurement time. On the contrary, the first term affects only mildly the detector performance as it remains constant while more data points are accumulated. For this reason, Eq. (24) is often rewritten with trivial definitions for the “offset” $o$ and “deflection coefficient” $d$ as follows:

$$P_D = \frac{1}{2} \text{erfc} \left( o - \sqrt{d^2} \right).$$

However, the approach just illustrated is not always viable: to attain a detection we need to know $\mu_{H_1}$ with an error of the order of the ratio between the signal’s and the noise’s power spectra. This is because we need to know $\mu_{H_1} - \mu_{H_0}$ with the same precision. This cannot be done experimentally (we cannot switch off the coupling of the detectors to the SGWB) and it is not realistic to estimate theoretically the noise budget of a detector with such precision.

Usually this issue is solved by the additional assumption that noises across different detectors are uncorrelated, namely the matrix $C_{AB}$ is diagonal in detector’s indices. Consequently, the noise dominated terms along the diagonal $A = B$ can be eliminated by defining a “diagonal-free” statistic $\hat{Y}_G(s)$ by removing in the sum of Eq. (18) all terms dominated by the noise

$$\hat{Y}_G(s) = \sum_{A \neq B} \frac{1}{2} \left[ (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1})_{ij} s_i^A s_j^B \right].$$

We get a new average $\mu_{H_{0,G}} = 0$ and the detector becomes robust with respect to errors in the noise model. The new means and variances are given by

$$\mu_{H_{0,G}} = 0,$$

$$\mu_{H_{1,G}} = \frac{1}{2} \text{Tr} \left( (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1}) g_n \right),$$

$$\sigma_{H_{0,G}}^2 = \frac{1}{2} \text{Tr} \left( (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1})^2 g_n \right),$$

$$\sigma_{H_{1,G}}^2 = \sigma_{H_{0,G}}^2 + \frac{1}{2} \text{Tr} \left( (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} g_n \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1}) g_n \right),$$

where we label diagonal-free correlation matrices (with no implicit summation over detector indices)

$$[\mathcal{C}]_{AB} = [\mathcal{C}]_{AB} (1 - \delta_{AB}).$$

Notably $\mu_{H_{1,G}} - \mu_{H_{0,G}} < \mu_{H_1} - \mu_{H_0}$ based on Eq. (24): the additional robustness introduced affects the deflection coefficient, i.e. its asymptotic performance.

2. Non-Gaussian case

In the more general case of a non-Gaussian model, we rewrite Eq. (16) as

$$\hat{Y}(s) = \frac{1}{2} \left[ (\hat{C}_g)_{ij} s_i^A s_j^B \right] + \chi_h \sum_{n=1}^{\infty} \hat{f}_{A_1 \cdots A_n} s_{i_1}^A \cdots s_{i_n}^A$$

with

$$\chi_h = \left\langle e^{-\frac{1}{2}W_{n+g}(h,h)} \right\rangle.$$

Here $s_i^A = [\hat{C}_n^{-1}]_{ij}^{AB} s_j^B$ is a “double whiten” signal, and $\hat{f}_{A_1 \cdots A_n}$ are estimators of the connected moments for an $h$ distributed according to

$$p'_h[h] = \chi_h^{-1} e^{-\frac{1}{2}W_{n+g}(h,h)} p_h[h]$$

and are fully contracted over a suitable number of signals $s_i^A$, which we denote with a subscript $\{A, i\}$.

Now we can evaluate the expectation value of $\hat{Y}(s)$ under the hypothesis $H_0$. We find

$$\mu_{H_0} = \frac{1}{2} \text{Tr} \left( (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} g_n) \right)$$

$$+ \chi_h \sum_{n=1}^{\infty} \frac{1}{(2n)!!} \hat{f}_{A_1 \cdots A_{2n}} \prod_{k=1}^{n} [\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1}]_{i_{2k-1}i_{2k}}$$

where $\hat{f}_{A_1 \cdots A_n}$ is the $n$-th order moment of the double whitened noise. As the noise is Gaussian, by virtue of Isserlis theorem [50] it can be written as a sum over all pairings of products of second order moments, and using the symmetry of the connected moments $\Gamma$ we get

$$\mu_{H_0} = \frac{1}{2} \text{Tr} \left( (\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} g_n) \right)$$

$$+ \chi_h \sum_{n=1}^{\infty} \frac{1}{(2n)!!} \hat{f}_{A_1 \cdots A_{2n}} \prod_{k=1}^{n} [\hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1}]_{i_{2k-1}i_{2k}}.$$

As for the Gaussian case, $\mu_{H_0}$ depends on an estimate of the real spectral covariance of the noise, which is not sufficiently under control. We can set to zero the first term in Eq. (36) by using the same approach discussed for the Gaussian case, but this is not enough to eliminate the second. In order to obtain a robust detector we define the new statistic

$$\hat{Y}(s) \equiv \hat{Y}(s) - \hat{Y}(-s).$$

Here $s$ are the observed data, transformed in such a way that $\hat{s}^A_i$ satisfies the following:

$$\left\langle \hat{s}_i^A \hat{s}_j^B \right\rangle = \delta_{AB} \left[ \mathcal{C} \right]_{ij}^{AB},$$

$$\left\langle \hat{s}_i^A \hat{s}_j^A \right\rangle = 0.$$

This can be done by introducing appropriate and large enough shifts among detectors’ data in time-domain [51], randomizing the phases in frequency domain, or scrambling data chunks, such that the original series of each detector and the new ones are statistically independent [therefore implying Eq. (39)], and the cross-correlations across detectors are removed [i.e. Eq. (38)]. Henceforth, we will denote $\hat{s}$ and $\hat{Y}(s)$ – the latter not to be confused
with $\hat{Y}(s)$, a statistics insensitive by construction to the GW signal – as “scrambled data” and “scrambled detection statistic”, respectively. We defer a detailed characterization of the statistical subtleties of this procedure in a realistic scenario to future study.

Under hypothesis $H_0$ the correlations are computed on noise-only data, therefore they are already diagonal in detector’s indices, so $\langle \hat{Y}(s) \rangle = \langle \hat{Y}(s) \rangle$ and we get

$$\hat{\mu}_{H_0} \equiv \langle \hat{Y}(s) \rangle = 0.$$  

(40)

Taking the expectation value under the hypothesis $H_1$ we find

$$\hat{\mu}_{H_1} = \frac{1}{2} \text{Tr} \left( \tilde{C}_n^{-1} \tilde{g}_g \tilde{C}_g^{-1} \right) + \frac{1}{2} \text{Tr} \left( \tilde{C}_n^{-1} \tilde{g}_h \tilde{C}_h^{-1} \right) + \chi_h \sum_{n=1}^{\infty} \frac{1}{n!} \Gamma \left( A_1 \cdots A_n \right) \left( S_{1 \cdots n}^A - \tilde{S}_{1 \cdots n}^A \right),$$  

(41)

where $S$ are the momenta of the signal $s$ and $\tilde{S}$ the momenta of $\tilde{s}$.

When $h = 0$ only the first term is non-null, reproducing the Gaussian result (on scrambled data). From the sum we see that additional contributions arise in the general case. These are expected to improve the DS performances, and open up the possibility of a stricter characterization of the SGWB statistical properties.

**B. The Bayesian approach**

The detection and parameter estimation proposed in Sec. II A can be equivalently formulated in a Bayesian context observing that Eq. (15) is the unnormalized probability distribution of the observed data conditioned on a given model, i.e. the likelihood. The probability distribution of a model given some observed data (i.e. the posterior) is obtained through Bayes theorem, as

$$p(M|s) \propto \mathcal{N}_{n+g} \int_h e^{-\frac{1}{2} W_{n+g}(s-h,s-h)} p_h[h|M] \pi(M),$$  

(42)

where $\mathcal{M}$ and $\pi(M)$ are the model and its prior distribution, up to a model independent normalization constant.

The posterior can be estimated with importance sampling using a Monte Carlo Markov-chain (MCMC), by generating a sequence of $\mathcal{M}$’s with the probability distribution defined by Eq. (42). In principle each MCMC step would require a non trivial integration to be performed, and this can also be obtained with a nested importance sampling. This is a nontrivial task, as the estimation of the integral in Eq. (42) has statistical errors roughly proportional to $1/\sqrt{N_s}$, where $N_s$ is the number of the evaluation steps. A trade-off between the amount of knowledge on the probability distribution and the computational cost of the procedure would be required.

A better procedure can be devised by focusing on the integrand of Eq. (42), i.e. the joint posterior on model and non-Gaussian realization $h$:

$$p(h,M|s) \propto \mathcal{N}_{n+g} e^{-\frac{1}{2} W_{n+g}(s-h,s-h)} p_h[h|M] \pi(M),$$  

(43)

a single sequence of $\mathcal{M}$’s and $h$’s can be generated at the same time with MCMC techniques. This does not solve the computational cost issue, but makes evident that in principle the model estimation can be improved at will with a large enough number of MCMC steps. Each step can be performed along the lines of the Metropolis–Hastings algorithm as follows:

**Step 1:** Starting from a model $\mathcal{M}_k$, a new one $\mathcal{M}_{k+1}$ is generated with transition distribution $T(\mathcal{M}_{k+1} | \mathcal{M}_k)$.

**Step 2:** A realization $h_{k+1}$ is generated accordingly with the distribution $p_h[h_{k+1}|\mathcal{M}_{k+1}]$. In Sec. IV B we provide a well defined procedure for this purpose.

**Step 3:** The value of

$$I_{k+1} = \mathcal{N}_{n+g} e^{-\frac{1}{2} W_{n+g}(s-h_{k+1},s-h_{k+1})} \pi(M_{k+1})$$  

(44)

is compared with the one evaluated at the previous step, and the new model is accepted with probability

$$\min \left\{ 1, \frac{I_{k+1} T(\mathcal{M}_{k+1}, \mathcal{M}_k)}{I_k T(\mathcal{M}_k, \mathcal{M}_{k+1})} \right\}.$$  

(45)

Otherwise the process is repeated.

Using this approach the prior probability $\pi(M)$ is not considered, and can be used later to obtain the posterior. Depending on the framework chosen, the model $\mathcal{M}$ can be constructed to explore a fixed-dimension parametric family of distributions, or can be tailored to explore models with different dimensions using reversible jump MCMC methods [52]. In addition, $\pi(M)$ can be incorporated simply with the redefinition

$$I_{k+1} = \mathcal{N}_{n+g} e^{-\frac{1}{2} W_{n+g}(s-h_{k+1},s-h_{k+1})} \pi(M_{k+1})$$  

(46)

This can be an advantage in some specific cases when the prior is informative and optimization of convergence rate is required.

In a generalized approach, Steps 2 and 3 are modified as follows:

**Step 2’:** A set of $N_s$ sequences $h_{k+1,i}$ are generated accordingly with the distribution $p_h[h_{k+1,i}|\mathcal{M}_{k+1}]$.

**Step 3’:** The value of

$$I_{k+1} = \frac{1}{N_s} \sum_i \mathcal{N}_{n+g} e^{-\frac{1}{2} W_{n+g}(s-h_{k+1,i},s-h_{k+1,i})}$$  

(47)

is compared with the one evaluated at the previous step, and the new model is accepted or rejected with the same rule described in Eq. (45).
The likelihood in Eq. (42) is obtained in the limit $N_s \to \infty$, and we can see $N_s$ as a free parameter to tune.

The MCMC sampler favours models with a low value of $\mathcal{W}_{n+g}(s-h,s-h)$, and this can be interpreted as follows: new models are accepted at each MCMC steps when they perform better at removing the non-Gaussian part of the signal. When such part is weak we can expect that a decision based on a single sequence $h$ could be dominated by statistical fluctuations, so averaging over a large value of $N_s$ provides additional robustness to the algorithm.

Note that the convergence of the sampler is guaranteed for each value of $N_s$.

As we shall see in Sec. III (see Fig. 1, 3 and 4), the natural parameterization of the non-Gaussian components in terms of higher-order cumulants, along the lines of the Edgeworth or Gram–Charlier A expansions [45, 53], appears to also fit in a Bayesian context as it provides parameters inherently decorrelated upon inference. In Sec. IV A we show how this is also a very convenient parametrization for SGWBs characterized by the incoherent superposition of multiple independent signals, with a significant reduction of the computational cost to perform importance sampling. This is a crucial need of our proposed algorithm: Eq. (15) is a sort of “Wiener filter” with stochastic templates. If their sample space is complicated to explore, e.g. when the duty cycle [54] of the background is low, a large number of evaluations might be needed to ensure the algorithm convergence.

### III. A TOY MODEL EXAMPLE

Let us consider the very simplified model

$$s^A_i = h^A_i + n^A_i,$$  \hspace{1cm} (48)

The noise is modeled by uncorrelated Gaussian variables $n^A_i$ with

$$\langle n^A_i \rangle = 0, \quad \langle n^A_i n^B_j \rangle = \sigma^A_2 \delta_{ij}.$$ \hspace{1cm} (49)

We set $h^A_i = h_i$, where $h_i$ are independent variables with probability distribution

$$p(h_i) = \gamma^+ N(h_i; \sigma_+^2) + \gamma^- N(h_i; \sigma_-^2).$$ \hspace{1cm} (50)

Here $N(x; \sigma_i)$ is a Gaussian distributions for $x$ with zero mean and variance $\sigma_i^2$, and the parametrization of ordered variances $\sigma_+^2 > \sigma^-_h^2 > \sigma^2_i$ is chosen such that for any values of $\sigma_+, \sigma_-$ the distribution variance is $\sigma^2_i$. The kurtosis is given by

$$\beta = \frac{\left\langle h^4_i \right\rangle}{\left\langle h^2_i \right\rangle^2} = 3 \left( \frac{\sigma^2_+}{\sigma^2_h} + \frac{\sigma^2_-}{\sigma^2_h} + \frac{\sigma^2_0}{\sigma^2_h} \right),$$ \hspace{1cm} (51)

which has a minimum of 3 when $\sigma_+ = \sigma_h$ or $\sigma_- = \sigma_h$ (Gaussian cases with $\gamma_+ = \gamma_- = 1$) and grows larger and larger with $\sigma_+$. The whole family of leptokurtic probabilities, parameterized by $\sigma_+, \sigma_-$, $\sigma_h$ can be equivalently explored by three nontrivial cumulants $k_n$, formally defined by the power expansion of the cumulant generating function $K$ (see Appendix A 6 for more details)

$$K(t) = \log \left\langle e^{tx} \right\rangle,$$

$$k_n = \left. \frac{\partial^n K(t)}{\partial t^n} \right|_{t=0}, \quad n = 2, 4, 6.$$ \hspace{1cm} (52)

For our toy model they are equal to

$$k_2 = \sigma^2_h,$$

$$k_4 = 3(\sigma^2_+ \sigma^2_h + \sigma^2_- \sigma^2_h - \sigma^2_0 \sigma^2_h),$$ \hspace{1cm} (53)

$$k_6 = 15 \left( \sigma^2_+ - \sigma^2_h \right) \left( \sigma^2_- - \sigma^2_h \right) \left( 2 \sigma^2_h - \sigma^2_0 - \sigma^2_- \right).$$ \hspace{1cm} (54)
In Fig. 1 we plot contours of constant cumulants \( k_4, k_6 \) as a function of the mixture parameters \( \sigma_+ , \sigma_- \), at a reference value of \( \sigma_0 \), alongside the mixture component weights, uniquely specified by \( \gamma_+ \). It is apparent that the non-linear relation between \( k_1 \) and \( \sigma \) could affect significantly the stochastic sampling involved in the Bayesian analysis, while for a frequentist DS it serves only as an alternative parametrization.

Though very simple, this model is expected to capture some features of a realistic non-Gaussian background. For example, the particular case \( \sigma_- = 0 \) represents backgrounds with burst–like events which are so short that their structure cannot be resolved. One of them (and only one) can be present or not at a given time with a specific probability \( \gamma_+ \), and their amplitude has a Gaussian distribution with standard deviation \( \sigma_+ \), somewhat in the spirit of the analysis in [38]. As only a single event can contribute to the signal at a given time, statistical independence holds: \( P(h(t_1) \cdots h(t_k)) = \prod_k P(h(t_k)). \) In a realistic scenario this is not true. Assuming the event waveform has a given shape \( u_i \), the strain at a given time contains contributions from several events. In some peculiar cases it is possible to factorize the probability distribution by using a different domain to describe the signal (e.g. frequency for monochromatic waveforms) but this will be impossible in a generic setup, and the full machinery of point processes [55] described in Sec. IV A should instead be adopted.

### A. Frequentist detection

The DS in Eq. (16) can be evaluated analytically for the chosen toy model. As the noise spectrum is white and the signal values across different data points are independent we have (see Eq. (A78) for a detailed proof)

\[
\hat{Y}(s) = \sum_i \log \left< \exp \left[ - \sum_A h_i (h_i - 2 s_i) \right] \right>. \tag{59}
\]

The expectation value can be evaluated explicitly, obtaining

\[
\hat{Y}(s) = \sum_i \hat{y} [u(s_i)] \tag{60}
\]

with \( \hat{y} \) a non trivial function of a single datapoint

\[
\hat{y}(u) = \log \left[ \sum_{\alpha = \pm \sigma} \gamma_0 \alpha \sigma \exp \left( \frac{\sigma^2 u^2}{2 (\sigma^2 + \sigma_A^2)} \right) \right], \tag{61}
\]

\[
u(s_i) = \sigma \sum_A s_i^A, \tag{62}
\]

\[
\frac{1}{\sigma^2} = \sum_A \frac{1}{\sigma_A^2}. \tag{63}
\]

When the number of datapoints is large \( \hat{Y} \) becomes a Gaussian variable according to the central limit theorem, so mean and variance suffice to characterize the detection performances.

Under the hypothesis \( \mathcal{H}_0 \) the variable \( u \) is by definition normally distributed.

\[ p(u) \equiv \mathcal{N}(u; 1). \tag{64} \]

Under the hypothesis \( \mathcal{H}_1 \) the expectation value of \( u \) is still zero, but the variance gets an additive contribution from the signal. For unscrambled data, we get

\[ p(u) \equiv \gamma_+ \mathcal{N}(u; \sqrt{1 + \frac{\sigma^2}{\sigma^2}}) + \gamma_- \mathcal{N}(u; \sqrt{1 + \frac{\sigma^2}{\sigma^2}}) \tag{65} \]

while the equivalent formula for scrambled data is discussed in Appendix A 4.

In both cases we rewrite Eq. (24),

\[ P_D = \frac{1}{2} \text{erfc} \left( r_1 \text{erfc}^{-1} (2P_A) - d_1 \sqrt{\frac{N}{2}} \right), \tag{66} \]

where \( r_1 = \sigma_{H_0} / \sigma_{H_1} \) and \( d_1 = (\mu_{H_1} - \mu_{H_0}) / \sigma_{H_1} \) can be evaluated easily by numerical integration in the \( N = 1 \) case.

In Fig. 2 we show the performance of our DS for a discrete set of toy model parameters with various levels of non-Gaussianity. Circles, squares, and triangles identify sets of models with constant \( \sigma_+ \) and varying \( \sigma_- \). We illustrate the detection probability \( P_D \) as a function of the number \( N \) of data points, alongside the respective signal realizations. We do this for three reference false alarm probabilities, and both for original and scrambled data.

For comparison, we also show the performance of a Gaussian diagonal-free DS, namely

\[
\hat{Y}_G(s) = \sum_i \sum_{A \neq B} \frac{s_i^A s_i^B}{\sigma_A \sigma_B}, \tag{67}
\]

applied to the toy model data. The values of \( r_1 \) and \( d_1 \) for this particular case are evaluated in Appendix A 4.

As expected, the non-Gaussian DS (without scrambled data) outperforms the scrambled and Gaussian ones. However as discussed previously the optimal, non scrambled DS cannot be practically implemented. The relevant performances to look at are those of the scrambled one. It performs better than the Gaussian one for large enough values of \( k_4 \) and \( k_6 \) (see Fig. 1 where the set of parameters chosen for Fig. 2 is shown). The Gaussian DS being better than the scrambled one for small non-Gaussianity is not unexpected: when we evaluate the scrambled statistics \( Y \) we subtract two sets of data [see Eq. (37)] in order to have zero average under \( \mathcal{H}_0 \). We pay a price for this, introducing additional fluctuations: the variance of the scrambled DS is the sum of the variances evaluated on normal and scrambled data. For small enough values of non-Gaussianity this price is larger than the gain obtained.
Further insight is obtained by introducing a measure of the improvement between $\hat{Y}$ and $Y_G$. A simple possibility is to solve Eq. (66) for $N$, obtaining $N = N(P_{FA}, P_D, r_1, d_1)$ for a given DS. We evaluate the ratio $N_G/N$ for fixed values of $P_D$ and $P_{FA}$ in the space of toy models’ parameters. This is a measure of how much more data one needs to collect to achieve with the Gaussian DS performances similar to those of the scrambled one. The result is shown in Fig. 3. It is evident that a significant advantage can be obtained in the large–non Gaussianity regime. We plot our results for different number of detectors in the network, and we observe that large $N_D$ gives improved performance of the scrambled statistics: this is expected because additional fluctuations introduced by the scrambled data do not scale with $N_D$.

It is clear that the scrambled data subtraction procedure is not optimal, and it is worth exploring alternative options. For example, the cumulant expansion in Eq. (32) could be used to define the generalization of a diagonal-free Gaussian DS, by removing terms not enough under control order-by-order, i.e. with non-zero expectation value under $\mathcal{H}_0$. This approach is useful especially in the mild non-Gaussian regime, where a truncation in the cumulant expansion is accurate enough. We leave this study to future investigation.
FIG. 3. Performance comparison between the Gaussian DS and the non-Gaussian one on scrambled data, shown across the toy model parameter space. We show contour levels of \( N_G/N \), the number of datapoints required to achieve the same \( P_D \) at a fixed \( P_{FA} \). Black, red and blue solid lines denote contours for a configuration with three, four and five detectors, respectively. In the high non-Gaussianity limit (top-left corner) the Gaussian DS requires as many as twenty times more data to achieve comparable performances to the non-Gaussian one on scrambled data. On the contrary, for mild non-Gaussianities the two DSs perform similarly. In comparison, increasing the number of detectors improves the non-Gaussian DS performances moderately.

B. Bayesian parameter estimation

The study of the Bayesian procedure with the toy model is simplified by the independence of noise and signal at different times. Taking advantage of it we can write a recursive procedure which, given the posterior distribution for the model given \( k \) data, evaluate the posterior distribution when we add the \( k+1 \) measurement. As we show in Appendix A.5, the likelihood (and subsequently the posterior) can be obtained analytically from Eq. (15) and can be written as the product of likelihoods over individual data points. Explicitly, it reads

\[
\mathcal{L} (s_i | \mathcal{M}) \propto \sum_{\alpha = +,-} e^{-\frac{\gamma_\alpha}{1 + \frac{\sigma_\alpha^2}{\sigma^2}}} e^{\frac{1}{2} Q^{\alpha}_{AB} s_i^A s_i^B - \sum_k \log \sqrt{2\pi \sigma_A}}, \tag{68}
\]

where \( Q^{\alpha}_{AB} \), proportional to the transverse projector in the detector space, is

\[
Q^{\alpha}_{AB} = \frac{1}{\sigma_A \sigma_B} \left( \delta_{AB} - \frac{\sigma_A^{-1}}{\sigma^2} \frac{\sigma_A^{-1} \sigma_B^{-1}}{\sigma^2} \right). \tag{69}
\]

In Fig. 4 we show the results of an inference performed on a representative model (identified by a blue star in Fig. 1). We perform inference through stochastic nested sampling [57], using the software package cpnest [58]. We use uniform priors for \( \sigma_{-+} \) and \( \sigma_h \), and enforce their mutual ordering through hypertriangulation [56]. The non-linear correlation observed in the bottom left subplot matches closely the levels of constant cumulants shown in Fig. 1, which suggest that the cumulant parametrization of the non-Gaussianities would be suitable for an efficient exploration of the parameter space.

Notably, the two-dimensional posterior for \( \sigma_{-+} \) has most of its support along regions of constant cumulants. This suggests that the cumulant parameterization of non-Gaussianities, beyond its naturalness in a statistical sense, is efficient at reducing correlations upon stochastic sampling of the parameter space.
IV. APPLICATION TO ASTROPHYSICAL BACKGROUNDS

An important example of an SGWB exhibiting non-Gaussianity is that of astrophysical origin [59]. The stochastic signal can be modelled as the result of many uncorrelated events superpositions, each event contributing with a well-defined waveform (a function of the source parameters, predictable only in a statistical sense). If there is a strong overlap between these contributions, in a sense that will be defined quantitatively below, the result is a Gaussian background. If this is not the case, non-Gaussian effects appear: the background is no more completely described by its power spectrum, and some additional modelling is required.

A. Point processes

We parameterize the incoherent superposition of multiple signals as a stochastic process

\[ h_A(t) = \sum_{\sigma=1}^{N} u_A(t_{\sigma}), \]

where \( N \) is a discrete random variable, describing the number of individual signals for a given realization of \( h \). \( u_A \) are effective descriptions of gravitational wave signals, as observed by a given detector \( A \). The random dots \( \{t_1, \cdots, t_N\} \) describe the intrinsic and extrinsic waveform properties. Such formalism allows to implement dot distributions and correlations with high degree of complexity (see [60] for detailed derivations and [61] for a broader introduction to the topic).

For the sake of exposition, we restrict to the time domain and we isolate from \( \theta_\sigma \) a parameter \( \tau_\sigma \) associated with the random arrangement of the individual signals with respect to the \( i \) index (e.g. time of arrivals). The remaining parameters will be referred to as \( \theta_\sigma \). The statistical generative model reads as follows

\[ N \sim p, \]
\[ \{\tau_\sigma\}_{1,\cdots,N} \mid N \sim Q_N, \]
\[ \{\theta_\sigma\}_{1,\cdots,N} \mid N \sim P_N, \]
\[ h_A(t) = \sum_{\sigma=1}^{N} u_A(t-\tau_\sigma; \hat{\theta}_\sigma), \]
\[ \theta_\sigma = (\tau_\sigma, \hat{\theta}_\sigma). \]

We will consider here a specific case of this model, known in literature as marked Campbell process: independent identically distributed dots, characterized by a constant rate \( \rho \) for the time domain and a single distribution for \( \hat{\theta}_\sigma \sim p_{\theta} \).

For a realistic background, \( \rho \) will be the total rate of all the events that contribute to the signal. The assumption of independent dots means that the events are not correlated, which is generally true for an astrophysical background on the time scale of the experiment if we neglect very peculiar scenarios, e.g. lensing effects. It should be noted that the formalism is flexible enough to be extended to such scenarios of correlated dots, by replacing \( \rho \) with a more complex set of \( Q_N, P_N \) [61]. The parameters \( \hat{\theta} \) describe the event properties which we are interested in, e.g. their luminosity distance, their sky-position, the intrinsic source parameters. We will employ this machinery to evaluate the \( h_A^4 \) cumulants

\[ \Gamma^{A_1 \cdots A_n}(t_1, \cdots, t_n) = \langle \langle h^{A_1}(t_1) \cdots h^{A_n}(t_n) \rangle \rangle, \]

and we can replace such ensemble average, using \( \langle u^A \rangle_{\theta} = 0 \), with

\[ \Gamma^{A_1 \cdots A_n}(t_1, \cdots, t_n) = \rho \int \prod_{k=1}^{n} u^{A_k}(t-t_k; \hat{\theta}) \rangle \rangle dt. \]

The structure of this expression is quite straightforward to understand: contributions to the cumulants come only from the correlation of an event with itself, as seen by the chosen set of detectors. In principle, the procedure let us obtain a posterior probability distribution for the parameter’s model, and upon suitable marginalization, for those of astrophysical interest: e.g., studying a background generated by coalescence events, the mass distribution as a function of redshift \( z \). Remarkably, correlations are not trivial as a consequence of the expectation value taken over the parameters, which makes them non-factorized. Therefore each cumulant contains nontrivial and independent information about the parameter distributions, and it contributes directly to the inference in Eq. (32). Moreover, it is worth highlighting an interesting scaling relation: scaling simultaneously the rate of events \( \rho \rightarrow \rho' = \alpha \rho \) and their amplitude \( u \rightarrow u' = \alpha^{-1/2} u \), cumulants of order \( n \) become proportional to \( \alpha^{1-n/2} \), i.e. for \( n = 2 \) become negligible in the large \( \rho \) limit while for \( n = 2 \) they stay constant. This a simple manifestation of the central limit theorem.

Finally, we stress that our approach uses a population based construction of relevant cumulants: as a consequence, non-stationary noise contribution (i.e. glitches) can be absorbed in Eq. (70) as additional population of signals [62]—with different coupling to the detectors— and integrated over in Eq. (77). This is subject of ongoing study.

B. Importance sampling

The basic ingredient of the proposed approach is an efficient procedure to simulate a background with some target features. As we discussed in Sec. II B the building block is a procedure to generate a sample \( h \) with the correct probability \( p_h[h_{k+1} | M_{k+1}] \) conditioned to a model \( M_{k+1} \).

A general parameterization of a given model can be given in terms of the event rate in a given volume of the
parameter space, measured in the observer frame. This can be written as

$$R_0(\theta) d\theta_1 \cdots d\theta_P. \quad (78)$$

The total rate of events will be given by

$$\rho = \int d\theta_1 \cdots \int d\theta_P R_0(\theta) \quad (79)$$

and using it is possible to simulate dots in a given time interval. Notably, this rate can be very large, and it would be unfeasible to simulate in details all the events. Instead, it is possible to introduce a threshold on events with negligible contribution to the background. Alternatively, one can include it as a Gaussian contributions to the model. This is in fact one of the two reasons for introducing \( g^A \) in Eq. (1), the second being to include other Gaussian components, e.g. of cosmological origin.

Once the dots are generated, we “decorate” them by choosing a family of suitable individual waveforms and associated parameters according to their distribution \( \rho^{-1} R_0(\theta) \). Finally the strain \( h_{ij} \) is generated, adding all contributions once projected onto each detector.

V. CONCLUSIONS AND PERSPECTIVES

In this paper, we propose a framework to construct detections statistics and perform Bayesian inference for non-Gaussian SGWBs.

The formalism is particularly suitable for stochastic backgrounds arising from the superposition of multiple overlapping sources. We discuss in details superposition in the time domain, but the approach can be generalized to the frequency domain. We provide a recipe for computing the fundamental quantities required to perform our search in the realistic case of a SGWB of astrophysical origin. We do so by making use of marked Campbell processes. We provide detailed derivations for a number of quantities related to the characterization of DSs performances, which we explore on a subset of representative points on the parameter space.

In a first application to a very simplified toy-model, comparatively to the standard approach to detection of Gaussian SGWBs, we observe significantly improved performances, in terms of the number of samples (i.e. the observation time or the frequency band) required to reach a target detection significance. As expected, this is milder in the presence of smaller non-Gaussianities.

Our approach is inherently complementary to those available in literature, since it rigorously models the SGWB as a stochastic signal, whose properties arise from the superposition of individual signals: we leverage the knowledge about their distribution and make use of a natural language suited to the purpose, i.e. marked Campbell processes. We argue that the large flexibility attained in the data model through importance sampling motivates further studies on aspects crucial for a realistic application: (i) backgrounds with non trivial overlap structure: a feature absent in our toy model, subject of ongoing study; (ii) superpositions of multiple backgrounds, as our framework offers a natural way to disentangle them; (iii) realistic noise models (non-stationary, correlated across detectors, non-Gaussian), to assess our approach performances compared to the ones in literature.
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Appendix A: Detailed proofs

We expand here on definitions, assumptions, and more detailed derivations for each expression in the paper, section by section. We will omit trivial steps than can be performed easily with most symbolic computation softwares. Moreover, we will omit full proofs, when a simplified version contains already the interesting concepts. This is frequently the case, e.g., for proofs given for single datapoint and/or single detector.

1. Definitions & Assumptions

The signal is made of superposition of:

\[ s^A_i = g^A_i + h^A_i + n^A_i. \]  \hspace{1cm} (A1)

The noise and the Gaussian background are distributed as

\[ p_n[n^A_i] = \mathcal{N}_n \exp \left(-\frac{1}{2} W_n(n, n)\right), \]  \hspace{1cm} (A2)

\[ p_g[g^A_i] = \mathcal{N}_g \exp \left(-\frac{1}{2} W_g(g, g)\right), \]  \hspace{1cm} (A3)

where the quadratic form \( W \) is defined by the sum of scalar products:

\[ W_x(u, v) \equiv \sum_{A, B} W_{AB}^x (u, v), \]  \hspace{1cm} (A4)

\[ W_{AB}^x (u, v) = \left[C_{xx}^{-1}\right]_{ij} u^A_i e^B_j. \]  \hspace{1cm} (A5)

The cross correlation array defines the normalization and the inner structure of the quadratic form:

\[ \mathcal{N}_x = \exp \left(-\frac{1}{2} \text{Tr} \ln 2\pi C_x\right), \]  \hspace{1cm} (A6)

\[ [C_{xy}]_{ij}^{AB} = \langle x^A_i y^B_j \rangle, \]  \hspace{1cm} (A7)

\[ C_x \equiv C_{xx}. \]  \hspace{1cm} (A8)

The trace is performed over detector and data indices, and implicit summation over repeated indices is assumed. We make no assumptions on the distribution of \( h \), \( p_h[h^A_i] \).

2. The statistical problem

We first prove Eq. (10):

\[ W_{n+g}(u, v) = W_n(u, v) - \mathcal{G}(u, v). \]  \hspace{1cm} (A9)

This is a straightforward application of the Woodbury identity:

\[ (A + UBV)^{-1} = A^{-1} - A^{-1}U \left(B^{-1} + VA^{-1}U\right)^{-1} VA^{-1}, \]  \hspace{1cm} (A10)

with \( U = I, V = I \) and \( A + B = C_{n+g} = C_n + C_g, A = C_n \). We therefore obtain

\[ C_{n+g}^{-1} = C_n^{-1} - C_n^{-1} \left(C_g^{-1} + C_n^{-1}\right)^{-1} C_n^{-1}, \]  \hspace{1cm} (A11)

hence Eq. (10). Now we can prove Eq. (14)

\[ p_n[s] = \mathcal{N}_{n+g} \int_h p_h[h] e^{-\frac{1}{2} W_{n+g}(s-h, s-h)}. \]  \hspace{1cm} (A12)
The Gaussian integral on $g$ through Eq. (A13) we express Eq. (9) as

$$p_s[s \mid h, g] = p_n[s - h - g]$$  \hspace{1cm} (A13)

through Eq. (A13) we express Eq. (9) as

$$p_s[s] = \int_h \int_g p_s[s \mid h, g] p_h[h] p_g[g]$$ \hspace{1cm} (A14)

$$= N_n N_g \int_h \int_g p_h[h] e^{\frac{1}{2} (W_n(s-h-g, s-h-g) - W_n(g, g))}.$$  \hspace{1cm} (A15)

The Gaussian integral on $g$ can be performed explicitly:

$$p_s[s] = \int_h \int_g N_n N_g \exp \left[ -\frac{1}{2} (s - h)^T C_n^{-1} (s - h) - \frac{1}{2} g^T C_g^{-1} g - \frac{1}{2} g^T C_g^{-1} g + (s - h)^T C^{-1} g \right]$$  \hspace{1cm} (A16)

$$= \int_h \int_g p_h[h] N_n N_g \exp \left[ -\frac{1}{2} (s - h)^T C_n^{-1} (s - h) \right] \int_g \exp \left[ -\frac{1}{2} g^T [C_n^{-1} + C_g^{-1}] g + (s - h)^T C_n^{-1} g \right],$$  \hspace{1cm} (A17)

where $^\top$ denote transposing with respect to detectors and data indices. Defining

$$A \equiv C_n^{-1} + C_g^{-1},$$  \hspace{1cm} (A18)

$$v \equiv A^{-1} C_n^{-1} (s - h),$$  \hspace{1cm} (A19)

one gets:

$$\int_h \int_g p_h[h] N_n N_g \exp \left[ -\frac{1}{2} (s - h)^T C_n^{-1} (s - h) \right] \int_g \exp \left[ -\frac{1}{2} g^T Ag + v^T Ag \right] =$$  \hspace{1cm} (A20)

$$\int_h \int_g p_h[h] N_n N_g \exp \left[ -\frac{1}{2} (s - h)^T C_n^{-1} (s - h) \right] \int_g \exp \left[ -\frac{1}{2} (g - v)^T A(g - v) + \frac{1}{2} v^T Av \right].$$  \hspace{1cm} (A21)

Integrating over $g$’s with fixed correlation matrix $C_g$

$$\int_h \int_g p_h[h] N_n N_g \exp \left[ -\frac{1}{2} (s - h)^T [C_n^{-1} - C_n^{-1} C_g^{-1} C_n^{-1}] (s - h) \right] \int_g \exp \left[ -\frac{1}{2} (g - v)^T A(g - v) \right] =$$  \hspace{1cm} (A22)

$$\int_h \int_g \frac{2\pi^{\frac{-K}{2}} \sqrt{\det(C_n^{-1})} \sqrt{\det(C_g^{-1})}}{\sqrt{\det(C_n^{-1} + C_g^{-1})}} \exp \left[ -\frac{1}{2} (s - h)^T [C_n^{-1} - C_n^{-1} C_g^{-1} C_n^{-1}] (s - h) \right]$$  \hspace{1cm} (A23)

with $K$ equal to the product between the number of detectors and the number of data points. Using the Woodbury identity, Eq. (A15) becomes

$$p_s [s] = \frac{2\pi^{\frac{-K}{2}}}{\sqrt{\det(C_n^{-1} + C_g^{-1})}} \int_h p_h[h] \exp \left( -\frac{1}{2} (s - h)^T C_n^{-1} + C_g^{-1} (s - h) \right)$$  \hspace{1cm} (A24)

$$= \frac{2\pi^{\frac{-K}{2}}}{\sqrt{\det(C_n^{-1} + C_g^{-1})}} \int_h p_h[h] \exp \left( -\frac{1}{2} (s - h)^T C_n^{-1} + C_g^{-1} (s - h) \right).$$  \hspace{1cm} (A25)

By interpreting the integral as an average over realizations of $h$ distributed according to $p_h [\cdot]$ we obtain Eq. (15).

3. The Neyman-Pearson detection statistic

We focus now on proving Eq. (17). From Eq. (16) we obtain using assumptions from respective hypotheses

$$\log \frac{p_s[s \mid H_1]}{p_s[s \mid H_0]} = \log \frac{N_{n+g}}{N_n} + \log \left( e^{-\frac{1}{2} W_n(s, s)} e^{-\frac{1}{2} W_n(s, h)} e^{W_n(s, h)} \right)_{\mathcal{H}_1} - \log \left( e^{-\frac{1}{2} W_n(s, s)} \right)_{\mathcal{H}_0}.$$  \hspace{1cm} (A26)
Averaging over $h$ at fixed data $s$ we obtain:

$$
\log \frac{p_s|s| H_1}{p_s|s| H_0} = \log \frac{N_{n+g}}{N_n} + \log \left\langle e^{-\frac{1}{2} W_{n+g}(h,h) e^{W_{n+g}(s,h)}} \right\rangle_{H_1} - \frac{1}{2} (W_{n+g}(s,s) - W_n(s,s)) \tag{A27}
$$
and

$$
\log \frac{N_{n+g}}{N_n} + \log \left\langle e^{-\frac{1}{2} W_{n+g}(h,h) e^{W_{n+g}(s,h)}} \right\rangle_{H_1} + \frac{1}{2} G(s,s), \tag{A28}
$$
hence Eq. (17).

\textbf{a. Gaussian case}

The expansion of the DS reads as follows:

$$
\hat{Y}(s) = \frac{1}{2} C_n^{-1} (C_n^{-1} + C_g^{-1})^{-1} C_n^{-1} = \frac{1}{2} C_n^{-1} (C_g^{-1} (C_g C_n^{-1} + \mathbb{I}))^{-1} C_n^{-1} \tag{A29}
$$

$$
= \frac{1}{2} C_n^{-1} C_g C_n^{-1} + O(\|C_g C_n^{-1}\|^2). \tag{A30}
$$

As in the main text, we start from the DS in Eq. (18)

$$
\hat{Y}(s) \simeq \left[ \frac{1}{2} C_n^{-1} \hat{C}_g C_n^{-1} \right]_{ij}^{AB} s_i^A s_j^B = \hat{\mu}_{ij}^{AB} s_i^A s_j^B. \tag{A31}
$$

We employ here estimates of $C_n, C_g$ labelled with a `` symbol. They contain our prior knowledge about the noise and the Gaussian signal. The mean of $\hat{Y}$ under $H_0$ reads:

$$
\mu_{H_0} = \frac{1}{2} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right]_{ij}^{AB} \langle n_i^A n_j^B \rangle = \text{Tr}[\hat{\mu}_n C_n]. \tag{A32}
$$

Similarly for the variance (we drop the detector indices because they follow the same contractions as the data indices)

$$
\sigma_{H_0}^2 = \hat{\mu}_{ij}^{AB} \hat{\mu}_{kl}^{CD} \langle n_i^A n_j^B n_k^C n_l^D \rangle - \left( \text{Tr} \left[ \hat{\mu}_n C_n \right] \right)^2 \tag{A33}
$$

$$
= \hat{\mu}_{ij} \hat{\mu}_{kl} \left[ [C_n]_{ik} [C_n]_{jl} + [C_n]_{il} [C_n]_{jk} \right] \tag{A34}
$$

$$
= \frac{1}{2} \text{Tr} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_n \right]. \tag{A35}
$$

Similarly under $H_1$ (using in addition $\langle n_i^A g_j^B \rangle = 0$):

$$
\mu_{H_1} = \frac{1}{2} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right]_{ij}^{AB} \langle (n + g)^A_i (n + g)^B_j \rangle \tag{A36}
$$

$$
= \text{Tr} \left[ \hat{\mu}_n C_n \right] + \text{Tr} \left[ \hat{\mu}_g \right] \tag{A37}
$$

$$
= \mu_{H_0} + \frac{1}{2} \text{Tr} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \right] \tag{A38}
$$

and for the variance

$$
\sigma_{H_1}^2 = \hat{\mu}_{ij}^{AB} \hat{\mu}_{kl}^{CD} \rangle \langle (n + g)^A_i (n + g)^B_j (n + g)^C_i (n + g)^D_j \rangle \tag{A39}
$$

$$
= \hat{\mu}_{ij}^{AB} \hat{\mu}_{kl}^{CD} \left[ \langle n_i n_j n_k n_l \rangle + \langle n_i n_j g_k n_l \rangle + \langle n_i g_j n_k n_l \rangle + \langle n_i g_j n_k g_l \rangle \right] \text{+} \left( \text{“} n \text{”} \leftrightarrow \text{“} g \text{”} \right) - \mu_{H_1}^2. \tag{A40}
$$

All terms with an odd number of $n$’s cancel out after averaging (both $g$ and $n$ are multivariate Gaussians). The fourth order averages simplify through Isserlis theorem to:

$$
\sigma_{H_1}^2 = \hat{\mu}_{ij} \hat{\mu}_{kl} \left[ \langle n_i n_j \rangle \langle n_k n_l \rangle + \langle n_i n_k \rangle \langle n_j n_l \rangle \right] + \langle n_i n_j (g_k g_l) \rangle + \left( \text{“} n \text{”} \leftrightarrow \text{“} g \text{”} \right) - \mu_{H_1}^2. \tag{A41}
$$
Cancellations are again due to the uncorrelatedness and zero mean of the two series. Upon contraction the expression simplifies to

$$\sigma_{H_i}^2 = \text{Tr}[\hat{A}C_n]\sigma^2 + 2\text{Tr}[\hat{A}C_n\hat{A}C_n] + \text{Tr}[\hat{A}C_n]\text{Tr}[\hat{A}C_g] + 2\text{Tr}[\hat{A}C_g\hat{A}C_n] + ("n" \leftrightarrow "g") - \mu_{H_i}^2, \tag{A42}$$

$$= \sigma_{H_o}^2 + 4\text{Tr}[\hat{A}C_n\hat{A}C_n] + O\left(\|C_g\|^2\right) \simeq \sigma_{H_o}^2 + \text{Tr}[\hat{C}_n^{-1}\hat{C}_g\hat{C}_n^{-1}\hat{C}_g\hat{C}_n^{-1}\hat{C}_g]. \tag{A43}$$

Eqs. (A32), (A35), (A38), and (A43) prove results from the main text.

b. Gaussian diagonal-free case

Assuming uncorrelated noises across detectors (i.e. $\hat{C}_n^{AB} \propto \delta^{AB}$), we subtract by hand the diagonal terms from the statistics. We label the two “diagonal-free” hypotheses $H_{0,G}, H_{1,G}$ and we have

$$\hat{Y}(s) = \frac{1}{2} \left[\hat{C}_n^{-1}\hat{C}_g\hat{C}_n^{-1}\right]_{ij} s_i^A s_j^B \longrightarrow \hat{Y}_G(s) = \frac{1}{2} \left[\hat{C}_n^{-1}\right]_{ik} \left[\hat{C}_g\right]_{kl} \left[\hat{C}_n^{-1}\right]_{lj} s_i^A s_j^B (1 - \delta^{AB}). \tag{A44}$$

Therefore we obtain a robust cross-correlation statistic (although not necessarily optimal) with the following properties:

$$\mu_{H_{0,G}} \propto \frac{1}{2} \left[\hat{C}_n^{-1}\right]_{ik} \left[\hat{C}_g\right]_{kl} \left[\hat{C}_n^{-1}\right]_{lj} s_i^A s_j^B \delta^{AB} (1 - \delta^{AB}) = 0, \tag{A45}$$

$$\mu_{H_{1,G}} = \frac{1}{2} \left[\hat{C}_n^{-1}\right]_{ik} \left[\hat{C}_g\right]_{kl} \left[\hat{C}_n^{-1}\right]_{lj} s_i^A s_j^B (1 - \delta^{AB}) \tag{A46}$$

$$= \frac{1}{2} \text{Tr}[\hat{C}_n^{-1}\hat{C}_g\hat{C}_n^{-1}\hat{C}_g]. \tag{A47}$$

where $\hat{C}_g^{AB} = \hat{C}_g^{AB} (1 - \delta^{AB})$ defines a “diagonal–free” signal correlation. Since the noise is diagonal across detector indices, and detectors can have heterogeneous spectra, we write

$$\left[\hat{C}_n^{-1}\right]_{ij} = \sum_{\epsilon} c_{\epsilon} \delta_{\epsilon}^{AC} \tag{A48}$$

$$\delta_{\epsilon}^{AC} \equiv \begin{cases} 1 & \epsilon = A = C \\ 0 & \text{otherwise} \end{cases} \tag{A49}$$

Then the DS becomes

$$\hat{Y}_G(s) = \frac{1}{2} c_{ik} \delta_{\epsilon}^{AC} \hat{C}_g^{CD} c_{lj} \delta_{\epsilon}^{DB} (1 - \delta^{AB}) s_i^A s_j^B. \tag{A50}$$

Diagonal terms of $\hat{C}_g$ equals zero because $\delta_{\epsilon}^{AC} \delta_{\epsilon}^{DB} (1 - \delta^{AB}) = 0$ for $C = D$. Therefore we are free to subtract them.

$$\hat{Y}_G(s) = \frac{1}{2} c_{ik} \delta_{\epsilon}^{AC} \hat{C}_g^{CD} (1 - \delta^{CD}) c_{lj} \delta_{\epsilon}^{DB} (1 - \delta^{AB}) s_i^A s_j^B. \tag{A51}$$

For the same reason we can add them back in the rightmost factor, i.e. neglecting $(1 - \delta^{AB})$, because its effect is now taken care of by $\delta^{CD}$. In conclusion

$$\hat{Y}_G(s) = \frac{1}{2} c_{ik} \delta_{\epsilon}^{AC} \hat{C}_g^{CD} (1 - \delta^{CD}) c_{lj} \delta_{\epsilon}^{DB} s_i^A s_j^B. \tag{A52}$$

$$\hat{A}_{ij}^{AB} = \frac{1}{2} \left[\hat{C}_n^{-1}\hat{C}_g\hat{C}_n^{-1}\right]_{ij}^{AB} \tag{A53}$$

Therefore we can equivalently neglect the diagonal in our modelled signal cross-correlation $\hat{C}_g$ or in the product of realizations $s_i^A s_j^B$. Consequently, with obvious definition
we obtain
\[ \mu_{H_{0, G}} = 0, \quad (A55) \]
\[ \mu_{H_{1, G}} = \text{Tr} \left[ \hat{h}^T g \right] = \text{Tr} \left[ \hat{h} C_g \right]. \quad (A56) \]

For the variances:
\[ \sigma^2_{H_{0, G}} = \hat{h}_{ij} \hat{h}_{kl} \left( \langle n_i n_j \rangle - \left( \text{Tr} \left[ \hat{h} C_n \right] \right)^2 \right) \]
\[ = \frac{1}{4} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right]_{ij}^{AB} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right]_{kl}^{CD} \left( \left[ C_n \right]^{AC}_{ik} \left[ C_n \right]^{BD}_{jl} + \left[ C_n \right]^{AD}_{ij} \left[ C_n \right]^{BC}_{kl} \right) \]
\[ \quad - 2 \text{Tr} \left[ \hat{h} C_n \hat{h} C_n \right]. \quad (A57) \]
\[ \sigma^2_{H_{1, G}} = \frac{1}{2} \left[ \hat{C}_g \right]_{ij}^{AB} \left[ C_g \right]_{ij}^{AB} + \frac{1}{2} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right] + \frac{1}{2} \text{Tr} \left[ \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \hat{C}_g \hat{C}_n^{-1} \right] \]
\[ \quad + \frac{1}{2} \text{Tr} \left[ \hat{h} C_n \hat{h} C_n \right] + O \left( \| C_g \|^2 \right), \quad (A58) \]
\[ (A59) \]
\[ (A60) \]
\[ (A61) \]

and hence Eqs (27), (28), (29), and (30). It is worth noting that \( \sigma_{H_{0, G}}, \sigma_{H_{1, G}} \) are respectively identical in functional form, with the substitution of \( C_g \) with its diagonal–free version \( \hat{C}_g \).

c. Non-Gaussian case

We turn now our attention to the non-Gaussian case. By defining as in the main text \( s_i^A = [\hat{C}_n^{-1}]_{ij}^{AB} s_j^B \), direct substitution in the general expression of Eq. (17) yields
\[ \hat{Y} (s) = \frac{1}{2} \mathcal{G}(s, s) + \log \left( e^{-\frac{1}{2} W_{n+g}(h, h)} e^{W_{n+g}(s, h)} \right) \]
\[ \quad + \frac{1}{2} \left[ \hat{C}_g \right]_{ij}^{AB} \left[ C_g \right]_{ij}^{AB} + \log \chi_h \int_h p_h [h] e^{W_{n+g}(s, h)}, \quad (A62) \]
\[ (A63) \]
where we have defined a (normalized) probability distribution
\[ p_h [h] \equiv \chi_h^{-1} \exp \left[ -\frac{1}{2} W_{n+g} (h, h) \right] p_h [h] \]
\[ \chi_h \equiv \left( e^{-\frac{1}{2} W_{n+g}(h, h)} \right). \quad (A64) \]
\[ (A65) \]

Now, focusing on
\[ \log \chi_h \int_h p_h [h] e^{W_{n+g}(s, h)}, \quad (A66) \]
we expand \( W_{n+g} \)
\[ e^{W_{n+g}(s, h) - \mathcal{G}(s, h)} = \exp \left[ s_i^A h_i^A - s_i^A \left[ \hat{C}_g \right]_{ij}^{AB} \left[ \hat{C}_n^{-1} \right]_{jk}^{BC} h_j^B \right]. \quad (A67) \]

We stress here again an important point: the separation of the signal into a “Gaussian” and “non-Gaussian” component is somewhat arbitrary. If we choose to set \( g = 0 \), the entirety of the gravitational wave signal is described by \( h \). The double-whitened datapoints \( s \) are not affected by this change, while Eq. (A63) becomes:
\[ \hat{Y} (s) = \log \left( \left( e^{-\frac{1}{2} W_{n+g}(h, h)} \right) \int_h p_h [h] e^{-\frac{1}{2} W_{n+g}(h, h)} e^{s_i^A h_i^A} \right). \quad (A68) \]

Therefore the rightmost term in Eq. (A63) is the generating function of the non-Gaussian component “connected moments” (or “cumulants”), with \( s \) acting as the auxiliary variable, and realizations \( h \) distributed according to \( p_h [h] e^{-\frac{1}{2} W_{n+g}(h, h)} \),
\[ \hat{Y} (s) = \log \left( e^{s_i^A h_i^A} \right). \quad (A69) \]
Therefore by definition we can rewrite it as a power series in $s_i$.

$$
\hat{Y} (s) = \frac{1}{2} \left[ C_g \right]_{ij}^{AB} s_i^A s_j^B + \chi h \sum_{n=1}^{\infty} \frac{1}{n!} \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} s_{i_1}^{A_1} \ldots s_{i_n}^{A_n},
$$

(A70)

This proves the general expression for the non-Gaussian DS in Eq. (32). Evaluating the expectation values under both hypotheses, we get Eqs.(35) for $H_0$,

$$
\mu_{H_0} = \text{Tr} \left[ \hat{A} \hat{C}_n \right] + \chi h \sum_{n=1}^{\infty} \frac{1}{n!} \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} \hat{s}_{i_1}^{A_1} \ldots \hat{s}_{i_n}^{A_n}
\text{ Tr} \left[ \hat{A} \hat{C}_n \right] + \chi h \sum_{n=1}^{\infty} \frac{1}{n!} \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} \hat{N}_{i_1 \ldots i_n}^{A_1 \ldots A_n}.
$$

(A71) (A72)

Using Isserlis theorem we express the $N$’s as products of over all pair of indices (i.e. over $[\hat{C}_{n-1} \hat{C}_n^{-1}]_{ij}$). Terms with odd $n$ cancel out to zero. Out of $n = 2m$ indices, we get $(2m - 1)!$ contractions in couples (the number of complete graphs with $2m$ vertices), which due to the simmetry of the $\Gamma$’s contribute identically after full contraction:

$$
\mu_{H_0} = \text{Tr} \left[ \hat{A} \hat{C}_n \right] + \chi h \sum_{n=1}^{\infty} \frac{(n-1)!!}{n!} \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} \left[ \hat{C}_{n-1} \hat{C}_n^{-1} \right]_{i_1 j_2} \ldots \left[ \hat{C}_{n-1} \hat{C}_n^{-1} \right]_{i_n j_n}
\text{ Tr} \left[ \hat{A} \hat{C}_n \right] + \chi h \sum_{n=1}^{\infty} \frac{(n-1)!!}{n!} \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} \left[ \hat{C}_{n-1} \hat{C}_n^{-1} \right]_{i_1 j_2} \ldots \left[ \hat{C}_{n-1} \hat{C}_n^{-1} \right]_{i_n j_n},
$$

(A73) (A74)

and hence Eq. (36). Results for the DS with “scrambled-data” [Eqs (40) and 41] are proven directly in the main text.

4. Toy model derivations

We show here the detailed derivations of the quantities related to the DS $\hat{Y}(s)$ for the toy model. We start from Eq. (16), and we drop the Gaussian component. Moreover we account for $s_i, h_i$ being independent and diagonal across detectors, so we can factorize the $\langle \ldots \rangle$ into product of expectation values for each $h_i$, obtaining

$$
\hat{Y}(s) = \log \left\langle \exp \left[ - \frac{1}{2} W_n (h, h) + W_n (s, h) \right] \right\rangle
= \log \left\langle \exp \left[ - \frac{1}{2} h_i h_j \left[ C_{n-1} \right]_{ij}^{AB} + h_i \left[ C_{n-1} \right]_{CD} \right] \right\rangle
= \log \left\langle \prod_i \exp \left[ - \frac{1}{2} h_i \left( h_i - 2 s_i^A \right) \right] \right\rangle
= \sum_i \log \left\langle \exp \left[ - \frac{1}{2} h_i \left( h_i - 2 s_i^A \right) \right] \right\rangle,
$$

(A75) (A76) (A77) (A78)

where $\langle \ldots \rangle$ in the last line is performed over a single datapoint $h_i$, but over multiple detectors. By using standard results on Gaussian integrals and defining

$$
A_\alpha = \frac{1}{2} \sigma_\alpha^2 + \sum_\mathcal{A} \frac{1}{2} \sigma_\mathcal{A}^2,
$$

(B1) (B2)

we obtain

$$
\hat{Y}(s) = \sum_i \log \left[ \sum_{\alpha, \mathcal{A}, \mathcal{B}} \frac{\gamma_\alpha}{\sqrt{2 \pi \sigma_\alpha}} \int dh_i \exp \left[ - A_\alpha h_i^2 + B_i h_i \right] \right] = \sum_i \left( \sigma \sum_\mathcal{A} \frac{s_i^A}{\sigma_\mathcal{A}} \right)
$$

(A79) (A80) (A81)
with

\[ \hat{y}(u) = \log \left[ \sum_{a=+,-} \frac{\gamma_a \sigma}{\sigma_a^2 + \sigma^2} \exp \left( \frac{\sigma_a^2}{2(\sigma_a^2 + \sigma^2)} u^2 \right) \right] \]  

(A82)

\[ \frac{1}{\sigma^2} = \sum_{A} \frac{1}{\sigma_A^2} \]  

(A83)

and hence Eqs. (60) to (63). The basic building blocks for estimating the performances of the toy-model Neyman-Pearson DS are the means and variances of the \( \hat{y} \) statistic. It is a non-trivial function of a single scalar, combination of all the detector signals, under both hypotheses. Evaluating them can be achieved numerically as follows.

\[ 1 \sigma^2 = \sum_{A} 1 \sigma_A^2 \]

(a) Non-scrambled data

Under the \( H_0 \) hypothesis we need

\[ \mu_0 = \langle \hat{y}(u(s)) \rangle, \]  

(A84)

\[ \sigma_0^2 = \langle \hat{y}(u(s))^2 \rangle - \mu_0^2, \]  

(A85)

where

\[ u(s) = \sigma \sum_{A} n_A^A \sigma_A^2 \]  

(A86)

is a Gaussian variable with zero mean and unit variance. Under \( H_1 \) it \( u(s) \) becomes

\[ u(s) = \sigma \sum_{A} n_A^A \sigma_A^2 + h_i \frac{\sigma}{\sigma}, \]  

(A87)

the sum of a normal variable (the first term) and a (scaled) variable distributed according to the mixture model. So the overall distribution is given by

\[ p_1(u) = \gamma_+ \mathcal{N} \left( u, \sqrt{1 + \frac{\sigma^2}{\sigma^2}} \right) + \gamma_- \mathcal{N} \left( u, \sqrt{1 + \frac{\sigma^2}{\sigma^2}} \right). \]  

(A88)

Therefore we get

\[ \mu_0 = \int du \hat{y}(u) \mathcal{N}(u, 1), \]  

(A89)

\[ \sigma_0^2 = \int du \hat{y}(u)^2 \mathcal{N}(u, 1) - \mu_0^2, \]  

(A90)

\[ \mu_1 = \int du \hat{y}(u) p_1(u), \]  

(A91)

\[ \sigma_1^2 = \int du \hat{y}(u)^2 p_1(u) - \mu_1^2, \]  

(A92)

which can be easily evaluated numerically.

(b) Scrambled data

The DS is

\[ \hat{Y}(s) = \hat{Y}(s) - \hat{Y}(\hat{s}) \]  

(A93)

\[ = \sum_i \hat{y}(u(s_i)) - \hat{y}(u(\hat{s}_i)) \]  

(A94)

\[ = \sum_i \hat{y}(u(s_i)) - \sum_i \hat{y}(u(\hat{s}_i)). \]  

(A95)
We need to evaluate the mean and the variance of the DS. Under the hypothesis \( \mathcal{H}_0 \) we get

\[
  u(\hat{s}_i) \mid \mathcal{H}_0 = \sigma \sum_A \frac{\hat{n}^A_i}{\sigma^2_A},
\]

and scrambling the noise realizations makes them uncorrelated across detectors; however the non-scrambled ones were already so. So \( u(\hat{s}_i) \) is a zero-mean unit variance variable, and therefore when evaluating the differences in (A94), we have

\[
  \hat{\mu}_0 = \langle \hat{y}(u(s)) \rangle - \langle \hat{y}(u(\hat{s})) \rangle.
\]  

The two averages are identical, as \( \hat{s} \) and \( s \) are identically distributed. Therefore \( \hat{\mu}_0 = 0 \) as expected. Computing explicitly the variance

\[
  \hat{\sigma}_0^2 = \langle (\hat{y}(u(s)) - \hat{y}(u(\hat{s})))^2 \rangle - \hat{\mu}_0^2
\]

\[
  = \langle \hat{y}(u(s))^2 \rangle + \langle \hat{y}(u(\hat{s}))^2 \rangle - 2 \langle \hat{y}(u(s)) \rangle \langle \hat{y}(u(\hat{s})) \rangle
\]

\[
  = \sigma_0^2 + \mu_0^2 + \sigma_0^2 + \mu_0^2 - 2\mu_0^2
\]

\[
  = 2\sigma_0^2,
\]

where in Eq. (A101) we used the statistical independence by construction of the scrambled data \( \hat{s} \) upon the initial ones. Under the hypothesis \( \mathcal{H}_1 \) we get

\[
  \hat{\mu}_1 = \langle \hat{y}(u(s)) \rangle - \langle \hat{y}(u(\hat{s})) \rangle,
\]

where now

\[
  u(\hat{s}) = \sigma \sum_A \frac{\hat{n}^A_i}{\sigma^2_A} + \sigma \sum_A \frac{\hat{n}^A}{\sigma^2_A}.
\]

The first term is a normal Gaussian variable, as before. In the second term, each \( x = \sigma \hat{n}^A/\sigma^2_A \) is a different realization, distributed according to

\[
  p_A(x) = \gamma_+ N \left( x, \frac{\sigma_+}{\sigma^2_A} \right) + \gamma_- N \left( x, \frac{\sigma_-}{\sigma^2_A} \right),
\]

so the final distribution is given by the overall convolution

\[
  \hat{p}(u) = \mathcal{N}(u, 1) \ast p_1(u) \ast \cdots \ast p_{N_D}(u),
\]

where \( N_D \) is the number of detectors available. This can be expressed as a sum of Gaussian distributions remembering that

\[
  \mathcal{N}(u, \sigma_1) \ast \mathcal{N}(u, \sigma_2) = \mathcal{N} \left( u, \sqrt{\sigma_1^2 + \sigma_2^2} \right).
\]

In closed form, it reads

\[
  \hat{p}(u) = \sum_{k=0}^{N_D} \sum_{s \in S_k} \mathcal{N} \left( u, \sqrt{1 + \sigma^2 \sum_{A=1}^{N_D} \frac{S_A}{\sigma^2_A}} \right),
\]

where \( S_k \) is the set of ordered sequences of \( \sigma_+^2 \) and \( \sigma_-^2 \), of length \( N_D \), containing exactly \( k \) \( \sigma_+^2 \)’s. For example, for \( N_D = 3 \)

\[
  S_0 = \{ \sigma_-^2, \sigma_-^2, \sigma_-^2 \},
\]

\[
  S_1 = \{ \sigma_+^2, \sigma_-^2, \sigma_-^2 \}, \{ \sigma_-^2, \sigma_+^2, \sigma_-^2 \}, \{ \sigma_-^2, \sigma_-^2, \sigma_+^2 \},
\]

\[
  S_2 = \{ \sigma_+^2, \sigma_+^2, \sigma_-^2 \}, \{ \sigma_+^2, \sigma_-^2, \sigma_+^2 \}, \{ \sigma_-^2, \sigma_+^2, \sigma_+^2 \},
\]

\[
  S_3 = \{ \sigma_+^2, \sigma_+^2, \sigma_+^2 \}.
\]
So the new mean is corrected by a term $\mu_D$ with respect to the statistics on the non-scrambled data

$$
\hat{\mu}_1 = \mu_1 - \mu_D, \quad \mu_D = \int d\hat{y}(u)\hat{p}(u).
$$

(A112)

And similarly for the variance, which gets a correction $\sigma^2_H = \int du\hat{y}(u)^2\hat{p}(u) - \mu_D^2$

$$
\hat{\sigma}_1^2 = \left(\langle \hat{y}(u(s)) - \hat{y}(u(\hat{s})) \rangle^2 \right) - \hat{\mu}_1^2
$$

(A114)

$$
= \left(\langle \hat{y}(u(s))^2 \rangle + \langle \hat{y}(u(\hat{s}))^2 \rangle - 2 \langle \hat{y}(u(s)) \hat{y}(u(\hat{s})) \rangle \right) - \hat{\mu}_1^2
$$

(A115)

$$
= \sigma_1^2 + \sigma_H^2.
$$

(A116)

In conclusion, with respect to Eq. (A91) and Eq. (A92), Eq. (A112) and (A116) constitute a correction to the DSs.

c. Gaussian search of a non-Gaussian background

If we ignore the non-Gaussianity of the toy model, and we model only its Gaussian part, we have

$$
\langle s_i^A s_j^B \rangle = \delta_{ij} \sigma_i^2 \quad \text{under } \mathcal{H}_0,
$$

$$
\langle s_i^A s_j^B \rangle = \delta_{ij} \left( \delta_{AB} \sigma_1^2 + \gamma_+ \sigma_+^2 + \gamma_- \sigma_-^2 \right) = \delta_{ij} \left( \delta_{AB} \sigma_1^2 + \sigma_H^2 \right) \quad \text{under } \mathcal{H}_1.
$$

The standard Gaussian detector is

$$
\hat{Y}_G(s) = \sum_i \sum_{A \neq B} \frac{s_i^A s_i^B}{\sigma_A^2 \sigma_B^2}.
$$

(A119)

Without loss of generality, we focus on a single datapoint and omit the $i$ index. Under $\mathcal{H}_0$ we get mean and second order moment

$$
\mu_{0,G} = \sum_{A \neq B} \frac{\langle s_i^A s_i^B \rangle_0}{\sigma_A^2 \sigma_B^2} = \sum_{A \neq B} \frac{\sigma_A^2 \delta_{AB}}{\sigma_A^2 \sigma_B^2} = 0
$$

(A120)

and

$$
\sigma_{0,G}^2 + \mu_{0,G} = \sum_{A \neq B} \sum_{C \neq D} \frac{\langle s_i^A s_i^B s_i^C s_i^D \rangle_0}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2}
$$

$$
= \sum_{A \neq B} \sum_{C \neq D} \frac{\delta_{AC} \delta_{BD} \sigma_A^2 \sigma_B^2}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2} + \sum_{A \neq B} \sum_{C \neq D} \frac{\delta_{AD} \delta_{BC} \sigma_A^2 \sigma_B^2}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2}
$$

$$
= 2 \sum_{A \neq B} \frac{1}{\sigma_A^2 \sigma_B^2}.
$$

(A121)

Under $\mathcal{H}_1$ we get

$$
\mu_{1,G} = \sum_{A \neq B} \frac{\langle h_i^A h_i^B \rangle_1}{\sigma_A^2 \sigma_B^2} = \sigma_H^2 \sum_{A \neq B} \frac{1}{\sigma_A^2 \sigma_B^2}
$$

(A122)

and

$$
\sigma_{1,G}^2 + \mu_{1,G} = \sum_{A \neq B} \sum_{C \neq D} \frac{\langle h_i^A h_i^B h_i^C h_i^D \rangle_1}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2}
$$

$$
+ \sum_{A \neq B} \sum_{C \neq D} \frac{\langle h_i^A h_i^B h_i^C h_i^D \rangle_1}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2} + \sum_{A \neq B} \sum_{C \neq D} \frac{\langle h_i^A h_i^B h_i^C h_i^D \rangle_1}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2} + \sum_{A \neq B} \sum_{C \neq D} \frac{\langle h_i^A h_i^B h_i^C h_i^D \rangle_1}{\sigma_A^2 \sigma_B^2 \sigma_C^2 \sigma_D^2}
$$

(A123)

$$
= 2 \sum_{A \neq B} \frac{1}{\sigma_A^2 \sigma_B^2} + 3 \left( \gamma_+ \sigma_+^4 + \gamma_- \sigma_-^4 \right) \left( \sum_{A \neq B} \frac{1}{\sigma_A^2 \sigma_B^2} \right)^4 + 4 \sigma_H^2 \sum_{A \neq B} \sum_{A \neq C} \frac{1}{\sigma_A^2 \sigma_B^2 \sigma_C^2}.
$$

(A124)
5. Bayesian analysis for the toy model

The Bayesian inference can be constructed by parameterizing the signal hypothesis $H_1$ with the model parameters $\mathcal{M}$. Therefore, the posterior reads:

$$p(\mathcal{M} \mid s) = \mathcal{L}(s \mid \mathcal{M}) \pi(\mathcal{M}) \propto N_{n+g} \int_h e^{-\frac{1}{2} W_{n+g}(s-h, s-h)} p_h(h \mid \mathcal{M}) \pi(\mathcal{M}).$$

(A125)

For the toy model in Sec. III, $\mathcal{M}$ is specified by $(\sigma_h, \sigma_+, \sigma_-)$ and, assuming stationary, uncorrelated noises across detectors and $g = 0$, the following simplifications occur:

$$N_{n+g} = N_n = \left(\prod_{A=1}^{N_D} \frac{1}{\sqrt{2\pi \sigma_A^2}}\right)^{N_s},$$

(A126)

$$W_{n+g} = W_n (s-h, s-h) = \sum_i \sum_A \frac{(s_i^A - h_i^A)^2}{\sigma_A^2}.$$  

(A127)

Therefore the posterior reads

$$p(\mathcal{M} \mid s) \propto \left(\prod_{A=1}^{N_D} \frac{1}{\sqrt{2\pi \sigma_A^2}}\right)^{N_s} \prod_i dh_i \exp \left[ -\frac{1}{2} \sum_i \sum_A \frac{(s_i^A - h_i^A)^2}{\sigma_A^2} \right] p(h_i \mid \mathcal{M}) \pi(\mathcal{M}),$$

(A128)

which, as expected, decomposes into the product of likelihoods for each datapoint

$$p(\mathcal{M} \mid s) = \pi(\mathcal{M}) \prod_i \mathcal{L}(s_i \mid \mathcal{M}),$$

(A129)

$$\mathcal{L}(s_i \mid \mathcal{M}) = \left(\prod_{A=1}^{N_D} \frac{1}{\sqrt{2\pi \sigma_A^2}}\right) \int dh \exp \left[ -\frac{1}{2} \sum_A \frac{(s_i^A - h)^2}{\sigma_A^2} \right] p(h \mid \mathcal{M})$$

(A130)

$$= \sum_{\alpha=+,-} \frac{\gamma_\alpha}{\sqrt{1 + \frac{z^2}{\sigma^2}}} \exp \left\{ -\frac{1}{2} Q_{\alpha AB} s_i^A s_i^B - \sum_A \log \sqrt{2\pi \sigma_A} \right\},$$

(A131)

where the single datapoints collected across detectors are weighted by the quadratic form

$$Q_{\alpha AB} = \frac{1}{\sigma_A^2 \sigma_B^2} \left( \delta_{AB} - \frac{\sigma_A^2}{\sigma^2 + \sigma_+^2} - \frac{\sigma_B^2}{\sigma^2 + \sigma_-^2} \right).$$

(A132)

6. Cumulants for the toy model

We provide here an explicit calculation for the cumulant generating function of the model presented in Sec. III. This serves the reader with a mapping of previous approaches in literature into our formalism [41]. It is straightforward to compute the cumulant generating function of a single $h$ distributed according to Eq. (51)

$$K(z) = \log \left[ \gamma_- \exp \left( \frac{z^2 \sigma_-^2}{2} \right) + \gamma_+ \exp \left( \frac{z^2 \sigma_+^2}{2} \right) \right].$$

(A133)

Being each $h_i$ independent (upon scrambling) and equally distributed across detectors, the cumulant generating function of a set of $N$ datapoints is simply a sum of $K$’s with independent auxiliary variables.

$$\mathcal{K} \left( z_{i_1}^{A_1}, \ldots, z_{i_n}^{A_n} \right) = \sum_{j=1}^{n} K \left( z_{i_j}^{A_j} \right).$$

(A134)

Previous studies approximate $p(h)$ with suitable asymptotic expansions (e.g. Gram-Charlier A or Edgeworth expansions), and then make use of a subset of cumulants. Those approach may be reproduced by using
\[ \Gamma_{i_1 \ldots i_n}^{A_1 \ldots A_n} = \partial_{i_1}^{A_1} \ldots \partial_{i_n}^{A_n} K \left( z_{i_1}^{A_1}, \ldots, z_{i_n}^{A_n} \right) \bigg|_{z_j^{A_j} = 0} \]
\[ = 1^{A_1 \ldots A_n} \delta_{i_1 \ldots i_n} \left[ \frac{\partial^n}{\partial s^n} K(s) \right]_{s=0} \]
\[ \equiv 1^{A_1 \ldots A_n} \delta_{i_1 \ldots i_n} n \Gamma_n. \]  

Differentiating \( k(s) \) yields the \( n \)-th cumulant \( \Gamma_n \) of the single \( h \). The value is, as a function of the parameter models \( (\sigma_+, \sigma_-, \sigma_h) \) (assuming without loss of generality \( \gamma_+ > \gamma_- \)) [68]:

\[ \Gamma_{2r} = \delta_{1r} \sigma_+^2 - \sum_{q=1}^{2r} \sum_{k=1}^{\infty} k^{q-1} \left( -\frac{\gamma_-}{\gamma_+} \right)^k B_{2r,q} \left( \sigma_+^2, \sigma_-^2 \right) , \]
\[ \Gamma_{2r+1} = 0, \]

with \( B_{k,q} \) the partial exponential Bell polynomials [69].