Enumeration and classification of self-orthogonal partial Latin rectangles by using the polynomial method.
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Abstract

The current paper deals with the enumeration and classification of the set $\text{SOR}_{r,n}$ of self-orthogonal $r \times r$ partial Latin rectangles based on $n$ symbols. These combinatorial objects are identified with the independent sets of a Hamming graph and with the zeros of a radical zero-dimensional ideal of polynomials, whose reduced Gröbner basis and Hilbert series can be computed to determine explicitly the set $\text{SOR}_{r,n}$. In particular, the cardinality of this set is shown for $r \leq 4$ and $n \leq 9$ and several formulas on the cardinality of $\text{SOR}_{r,n}$ are exposed, for $r \leq 3$. The distribution of $r \times s$ partial Latin rectangles based on $n$ symbols according to their size is also obtained, for all $r, s, n \leq 4$.
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1. Introduction.

An $r \times s$ partial Latin rectangle based on $[n] = \{1, \ldots, n\}$ is an $r \times s$ array in which each cell is either empty or contains a symbol of $[n]$, such that each symbol occurs at most once in each row and in each column. Its number of filled cells is its size. Let $\mathcal{R}_{r,s,n}$ and $\mathcal{R}_{r,s,n;m}$ respectively denote the set of $r \times s$ partial Latin rectangles based on $[n]$ and its subset of partial Latin rectangles of size $m$. Given $P = (p_{ij}) \in \mathcal{R}_{r,s,n}$, its orthogonal array representation is
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the set $O(P) = \{(i, j, p_{ij}) : i \in [r], j \in [s], p_{ij} \in [n]\}$. Permutations of rows, columns and symbols of $P$ give rise to new $r \times s$ partial Latin rectangles based on $[n]$, which are said to be isotopic to $P$. If $S_m$ denotes the symmetric group on $m$ elements, then $\Theta = (\alpha, \beta, \gamma) \in S_r \times S_s \times S_n$ is an isotopism of $\mathcal{R}_{r,s,n}$ and it is defined the isotopic partial Latin rectangle $P^{\Theta}$ such that $O(P^{\Theta}) = \{(\alpha(i), \beta(j), \gamma(p_{ij})) : i \in [r], j \in [s], p_{ij} \in [n]\}$. Given a permutation $\pi \in S_3$, it is defined the parastrophic partial Latin rectangle $P^{\pi}$ such that $O(P^{\pi}) = \{(p^{\pi(1)}, p^{\pi(2)}, p^{\pi(3)}) : (p_1, p_2, p_3) \in O(P)\}$. If $P^{\pi} \in \mathcal{R}_{r,s,n}$, then $\pi$ is called a parastrophism of $\mathcal{R}_{r,s,n}$. The composition of an isotopism and a parastrophism is a paratopism. Two partial Latin rectangles are in the same main class if one of them is isotopic to a parastrophic partial Latin rectangle of the other.

Two partial Latin rectangles $P = (p_{ij}), Q = (q_{ij}) \in \mathcal{R}_{r,s,n}$ are orthogonal if, given $i, i' \in [r]$ and $j, j' \in [s]$ such that $p_{ij} = p_{i'j'} \in [n]$, then $q_{ij}$ and $q_{i'j'}$ are not the same symbol of $[n]$. If $r = s$, then the partial Latin rectangle $P$ is self-orthogonal if it is orthogonal to its transpose $P^t$ (see Figure 1).

![Figure 1: Example of a self-orthogonal 4x4 partial Latin rectangle based on [3].](image)

Let $\mathcal{SOR}_{r,n}$ be the set of self-orthogonal $r \times r$ partial Latin rectangles based on $[n]$. Only those isotopisms of the form $(\alpha, \alpha, \gamma) \in S_r \times S_r \times S_n$ and those paratopisms based on $\mathfrak{S}_3 = \{(1)(2)(3), (12)(3)\}$ preserve always the set $\mathcal{SOR}_{r,n}$. Hence, the sets $S_r \times S_n$ and $S_r \times S_n \rtimes \mathfrak{S}_3$ determine, respectively, the isotopism and paratopism groups of $\mathcal{SOR}_{r,n}$. The enumeration of isotopism and main classes of $\mathcal{SOR}_{r,n}$ has been studied for $r = n \leq 10$ [5, 6, 13]. However, there does not exist a similar study for self-orthogonal partial Latin rectangles of any order. In the current paper, we deal with this problem by adapting the Combinatorial Nullstellensatz of Alon [1] whose effectiveness in the study of Latin squares has been exposed in [11, 12].
The paper is organized as follows. In Section 2, we indicate some preliminaries concepts and results on commutative algebra. In Section 3, the set $\mathcal{R}_{r,s,n}$ is identified with that of independent sets of a Hamming graph and with the set of zeros of a zero-dimensional radical ideal, whose reduced Gröbner bases and Hilbert series determine, respectively, the elements and cardinality of $\mathcal{R}_{r,s,n;m}$, for all natural $m$. This cardinality is explicitly shown for $r \leq s \leq n \leq 4$ and $m \leq rsn$. In Section 4, we consider new polynomials to be added to the above ideal in order to determine the set $\mathcal{SOR}_{r,n}$. Besides, two strategies are indicated that allow us to reduce the cost of computation of the Gröbner basis and Hilbert series of the new ideal. They are used to determine the cardinality of $\mathcal{SOR}_{r,n}$ for $r \leq 4$ and $n \leq 9$. Some general formulas about the cardinality of $\mathcal{SOR}_{r,n}$ are finally exposed, for $r \leq 3$.

2. Preliminaries.

We start with some basic concepts of commutative algebra (see [7, 8, 15] for more details). Let $R = k[\mathbf{x}] = k[x_1, \ldots, x_n]$ be a polynomial ring in $n$ variables over a field $k$ with the standard grading induced by the degree of polynomials, that is, $R = \bigoplus_{d \geq 0} R_d$, where each $R_d$ is the set of homogeneous polynomials in $R$ of degree $d$. The largest monomial of a polynomial of $R$ with respect to a given term order $<$ is its initial monomial. Given an ideal $I$ of $R$, the ideal generated by the initial monomials with respect to $<$ of all the non-zero elements of $I$ is its initial ideal $I_\prec$. Any monomial of $R$ which is not contained in $I_\prec$ is called a standard monomial of $I$ with respect to $<$. The set of standard monomials of $I$ with respect to any given term order can be used to study the dimension of the quotient ring $R/I$. This ring inherits the natural grading of $R$ and can be written as the direct sum $\bigoplus_{d \geq 0} R_d/I_d$, where $I_d = R_d \cap I$. In particular, the set of standard monomials of $I$ of degree $d$ with respect to a given term order constitutes a linear $k$-basis of $R_d/I_d$ and hence, its cardinality coincides with $\dim_k(R_d/I_d)$, regardless of the term order which has been chosen. The Hilbert function $HF_{R/I}$ of $R/I$ maps each non-negative integer $d$ onto $\dim_k(R_d/I_d)$. Its
Hilbert series is the generating function $HS_{R/I}(t) = \sum_{0 \leq d} HF_{R/I}(d) \cdot t^d$, which can also be written as:

$$HS_{R/I}(t) = \frac{P(t)}{(1 - t)^n} = \frac{Q(t)}{(1 - t)^{\dim_k(I)}},$$

(1)

where $P(t)$ and $Q(t)$ are polynomials with integer coefficients. The former is called the Hilbert numerator of $R/I$. If $I$ is zero-dimensional, then the Hilbert series of $R/I$ coincides with the polynomial $Q(t)$. The number of standard monomials of $I$ is then finite and coincides with the dimension of $R/I$ over $k$. Moreover, it is always greater than or equal to the number of points of the affine variety $V(I)$ of $I$, that is, the set of points in $k^n$ which are zeros of all the polynomials of $I$. The ideal $I$ is zero-dimensional if and only if $V(I)$ is finite. Further, it is verified that $|V(I)| = \dim_k(R/I)$ whenever $I$ is radical, that is, if any polynomial $p$ belongs to $I$ whenever there exists a natural $n \in \mathbb{N}$ such that $p^n \in I$.

The problem of computing a Hilbert series is NP-complete \[2\]. The standard algorithm which is commonly used to compute the Hilbert series of a quotient ring $R/I$ by determining the corresponding Hilbert numerator was first proposed by Mora and Möller in \[16\] and is based on the additivity of the Hilbert function in short exact sequences. Even if it only works when $I$ is homogeneous, it is not an inconvenience, because the Hilbert series of $R/I$ coincides with that of $R/I_<$ for any term order $<$ and the initial ideal $I_<$ is homogeneous because all its elements are monomials. It is therefore necessary to determine explicitly the initial ideal of $I$ for a given term order $<$. In this regard, a Gröbner basis of $I$ with respect to $<$ is any generating set $G$ of $I$ such that the initial monomials of its elements generate the initial ideal $I_<$. It is said to be reduced if all its polynomials are monic and no monomial of a polynomial of $G$ can be generated by the initial monomials of the other polynomials of the basis. There exists only one reduced Gröbner basis of an ideal and the algorithm which is most commonly used to obtain it is that given by Buchberger \[4\].
3. Boolean ideals and Hilbert series related to \( \mathcal{R}_{r,s,n} \).

In the current section, we show how the set \( \mathcal{R}_{r,s,n} \) of \( r \times s \) partial Latin rectangles based on \([n] \) can be identified with that of zeros of a boolean ideal which is zero-dimensional and radical. The use of non-linear polynomials to solve combinatorial problems was established by Alon [1]. Afterwards, Bernasconi et al. [3] exposed the possibility of solving counting problems in Combinatorics by using Gröbner bases of boolean ideals, that is to say, ideals on \( k[x_1, \ldots, x_n] \) containing the polynomials \( x_i \cdot (x_i - 1) \), for all \( i \in [n] \). Such a boolean structure facilitates the computation of the corresponding reduced Gröbner basis with respect to any given term order.

\[
P = \begin{array}{ccc}
1 & 2 & 3 \\
4 & & \\
& & 2
\end{array}
\]

\[
O(P) = \{(1,1,1), (1,3,4), (2,2,3), (2,3,2)\}
\]

Figure 2: \( 2 \times 3 \) partial Latin rectangle based on \([4]\) related to an independent set of \( \mathcal{H}_{2,3,4} \).

Let \( \mathcal{H}_{r,s,n} \) be the Hamming graph [14] defined as the cartesian product \( K_r \Box K_s \Box K_n \) of the three complete graphs of \( r, s \) and \( n \) vertices. It is a \((r + s + n - 3)\)-regular graph of order \( rsn \), whose vertices can be labeled with the triples of \([r] \times [s] \times [n] \) so that two vertices are adjacent if and only if their corresponding labels differ exactly in one component. The labels of any independent set of \( \mathcal{H}_{r,s,n} \), formed by \( m \) pairwise nonadjacent vertices, constitute the orthogonal array representation of an \( r \times s \) partial Latin rectangle based on \([n]\) of size \( m \) (see Figure 2). The reciprocal is also verified and hence, the number of independent sets of \( m \) vertices of \( \mathcal{H}_{r,s,n} \) coincides with the cardinality of \( \mathcal{R}_{r,s,n;m} \). When \( r = s = n \), the Hamming graph \( \mathcal{H}_{n,n,n} \) is usually denoted as
$H(3, n)$ and its number of independent sets is only known for $n \leq 4$ (see the integer sequences A027681 and A027682 in [17]). The following result holds.

**Proposition 1.** It is verified that:

a) $|R_{r,s,n;0}| = 1$.

b) $|R_{r,s,n;1}| = rsn$.

c) $|R_{r,s,n;2}| = \frac{1}{2}rsn \cdot (rsn - r - s - n + 2)$.

**Proof.** The first two assertions are immediate. To prove the third one, observe that, since the number of independent sets of size two of any graph of $v$ vertices and $e$ edges is $\binom{v}{2} - e$, we have that $|R_{r,s,n;2}| = \binom{rsn}{2} - \frac{1}{2} \cdot rsn \cdot (r + s + n - 3) = \frac{1}{2}rsn \cdot (rsn - r - s - n + 2)$. □

Let us consider now a boolean variable $x_{ijk}$ related to each vertex of $H_{r,s,n}$, for all $(i, j, k) \in \{1, \ldots, r\} \times \{1, \ldots, s\} \times \{1, \ldots, n\}$, such that, given an independent set $S$ of $H_{r,s,n}$, it takes the value 1 if the vertex labeled as $(i, j, k)$ belongs to $S$, or 0, otherwise.

Keeping in mind the adjacency in our graph, the next result is satisfied.

**Theorem 2.** The set $R_{r,s,n}$ can be identified with the set of zeros of the ideal $I_{r,s,n} = \langle x_{ijk}(x_{ijk} - 1), x_{ijk}x_{i'j'k}, x_{i'j'k}x_{ijk}, x_{ijk}x_{ijk'} : i \in \{1, \ldots, r\}, j \in \{1, \ldots, s\}, k \in \{1, \ldots, n\}, i' \in \{i + 1, \ldots, r\}, j' \in \{j + 1, \ldots, s\}, k' \in \{k + 1, \ldots, n\} \rangle \subseteq F_2[x]$, where $x = \{x_{111}, \ldots, x_{rsn}\}$. Besides, $|R_{r,s,n}| = \dim F_2[x]/I_{r,s,n}$ and $|R_{r,s,n;m}| = \text{HF}_{F_2[x]}/I_{r,s,n}(m)$, for all $m \geq 0$.

**Proof.** Any partial Latin rectangle $P = (p_{ij}) \in R_{r,s,n}$ can be uniquely identified with a zero $(x_{111}, \ldots, x_{rsn})$, where $x_{ijk} = 1$ if $p_{ij} = k$ and 0, otherwise. The finiteness of $R_{r,s,n}$ implies $I_{r,s,n}$ to be zero-dimensional. Further, for all $(i, j, k) \in \{1, \ldots, r\} \times \{1, \ldots, s\} \times \{1, \ldots, n\}$, the intersection between $I_{r,s,n}$ and the polynomial ring $F_2[x_{ijk}]$ of polynomials in the variable $x_{ijk}$ is the ideal $\langle x_{ijk}(x_{ijk} - 1) \rangle \subseteq I_{r,s,n}$. Hence, Proposition 2.7 of [3] assures $I_{r,s,n}$ to be radical and thus, Theorem 2.10 of [3] implies that $|R_{r,s,n}| = |V(I_{r,s,n})| = \dim F_2[x]/I_{r,s,n}$. 6
The reduced Gröbner basis of $I_{r,s,n}$ with respect to the lexicographic order $<_{\text{lex}}$ coincides with its set of generators. Moreover, if we change in such a set each polynomial $x_{ijk}(x_{ijk} - 1)$ by its initial monomial $x_{ijk}^2$ with respect to $<_{\text{lex}}$, then the new set generates the initial ideal $I_{r,s,n}^{<_{\text{lex}}}$. Let $x^n = x_{111}^{a_{111}} \ldots x_{r,s,n}^{a_{r,s,n}}$ be a standard monomial of $I_{r,s,n}$ with respect to $<_{\text{lex}}$. Since such a monomial does not belong to $I_{r,s,n}^{<_{\text{lex}}}$, it is $a_{ijk} \in \{0, 1\}$, for all $(i, j, k) \in [r] \times [s] \times [n]$. The standard monomial $x^n$ can then be identified with the partial Latin rectangle $P = (p_{ij}) \in R_{r,s,n}$, such that $p_{ij} = k$ if $a_{ijk} = 1$ and $\emptyset$, otherwise. The degree of $x^n$ coincides with the size of $P$ and hence, given $m \geq 0$, the cardinality of $R_{r,s,n,m}$ is equal to the number of standard monomials of degree $d$ of $I_{r,s,n}$.

The initial ideal $I_{r,s,n}^{<_{\text{lex}}}$ which appears in the proof of Theorem 2 is the modified edge ideal [10] of the graph of $rsn$ vertices labeled by the variables $x_{111}, \ldots, x_{r,s,n}$ and such that there exists an edge connecting the vertices labeled by $x_{ijk}$ and $x_{i'j'k'}$ if and only if the monomial $x_{ijk}x_{i'j'k'}$ belongs to $I_{r,s,n}^{<_{\text{lex}}}$. Its standard monomials can then be identified with the independent sets of such a graph. It is the fundamental of a specialized algorithm exposed by Dickenstein and Tobis [10] to compute the Hilbert series related to this kind of ideals. We have implemented this algorithm in a procedure called PLR in the open computer algebra system for polynomial computations Singular [9]. It has been included in the library pls.lib, which is available online on http://personal.us.es/raufalgan/LS/pls.lib and has been used to obtain the distribution in Table 1 of the partial Latin rectangles of $R_{r,s,n}$ with $r \leq s \leq n \leq 4$ according to their sizes. The computation of the corresponding Hilbert series is immediate (0 seconds) in an Intel Core i7-2600, 3.4 GHz with Ubuntu, except for $R_{4,4,4}$, for which the CPU running time is 50 seconds. Remark that all the values of Table 1 have also been checked by exhaustive search.
r, s, n:
m

Table 1: Distribution of \( R_{r,s,n} \) according to the size, for \( r \leq s \leq n \leq 4 \).

4. Enumeration and classification of \( SOR_{r,n} \).

The ideal \( I_{r,r,n} \) of Theorem 2 can be slightly modified to impose partial Latin rectangles to be self-orthogonal. In this regard, the proof of the next result is analogous to that of the mentioned theorem.

**Theorem 3.** The set \( SOR_{r,n} \) can be identified with the set of zeros of the following zero-dimensional ideal of \( F_2[x_{111}, \ldots, x_{rrn}] \).

\[
I_{r,n} = I_{r,r,n} \cup \{ x_{ijp} \cdot x_{klp} \cdot x_{jiq} \cdot x_{lkq} : i,j,k,l \in [r], p,q \in [n], (i,j) \neq (k,l) \}.
\]

Moreover, \( |SOR_{r,n}| = \text{dim}_{F_2}(F_2[x]/I_{r,n}) \) and \( |SOR_{r,n;m}| = \text{HF}_{F_2[x]/I_{r,n} (m)} \).

Table 2: Distribution of \( SOR_{r,n} \) according to the size, for \( r \leq 3 \) and \( n \leq 9 \).

In order to compute the reduced Gröbner basis and the Hilbert series of the ideal of Theorem 3, we have implemented the procedure \( SOR \) in the library
It has been used to obtain the distribution in Table 2 of the partial Latin rectangles of $S\mathcal{O}R_{r,n}$ according to their size, for $r \leq 3$ and $n \leq 9$. Although the CPU running time is similar to that of the analogous cases of Table 1, our computer system runs out of memory to determine the case $r = 4$. It is due to the fact that the computation of reduced Gröbner bases and Hilbert series is extremely sensitive to the number of variables and polynomials. We propose two possible strategies to reduce this cost of computation.

4.1. First strategy. Direct sum.

Given $P \in \mathcal{R}_{r,r,n}$ and $Q \in \mathcal{R}_{r',r',n}$, let $P \oplus Q \in \mathcal{R}_{r+r',r+r',n}$ be the partial Latin rectangle having $P$ as upper left corner, $Q$ as lower right corner and empty the rest of its cells. Let us consider the set $S_{r,r',n}^P = \{(P,Q) \in S\mathcal{O}R_{r,r,n} \times S\mathcal{O}R_{r',r',n} : P \oplus Q \in S\mathcal{O}R_{r+r',r+r',n}\}$ and the ideal $I_{r,r',n}^{P,Q} = I_{r,r,n} + \sum_{(i,j,k)\in[r]\times[r]\times[n]} \langle x_{ijk} \ | \ \exists \ l \in [r] \text{ such that } p_{il} = k \text{ or } \exists \ l \in [r'] \text{ such that } q_{ij} = k \rangle$. The affine variety $V(I_{r,r',n}^{P,Q})$ coincides with that of partial Latin rectangles of $\mathcal{R}_{r,r',n}$ which can be included in the upper right corner of $P \oplus Q$ to obtain an element of $\mathcal{R}_{r+r',r+r',n}$. Now, given $A = (a_{ij}) \in V(I_{r,r',n}^{P,Q})$, let $I_{r,r',n}^{P,Q,A}$ be the following subideal of $I_{r,r',n}^{P,Q}$. 

$$I_{r',r',n} + \langle x_{ijk}x_{i'j'k'} : i, i' \in [r'], j, j' \in [r], (i,j) \neq (i',j'), k \in [n], a_{ji} = a_{j'i'} \in [n] \rangle + \langle x_{ijk}x_{i'j'k'} : i, i' \in [r'], j, j' \in [r], k, k' \in [n], a_{ji} = k' \neq k = a_{j'i'} \rangle + \langle x_{ijk} : (i,j,k) \in [r'] \times [r] \times [n], a_{ji} = k, \text{ or } \exists \ l, m \in [r] \text{ such that } a_{ji} = p_{lm}, \ q_{ijl} = k, \text{ or } \exists \ l \in [r] \text{ such that } p_{ij} = k, \text{ or } \exists \ l \in [r'] \text{ such that } q_{il} = k \rangle$$

It is verified that

$$|S\mathcal{O}R_{r,n;m}| = \sum_{(P,Q)\in S_{r,r',n}^P} t^{|P|+|Q|+|A|} \cdot \text{HS}_{g_2/P,Q,R,n}(t). \quad (2)$$

This expression has been used to check the data of Table 2 and to expose in Table 3 the cardinality of $S\mathcal{O}R_{4,n}$, for all $n \leq 9$. 
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Table 3: Distribution of $\text{SOR}_{r,n}$ according to the size, for $n \leq 9$.

4.2. Second strategy. Number of distinct symbols.

Given $s \leq n$, let $\text{SOR}_{r,n;s}$ be the subset of partial Latin rectangles of $\text{SOR}_{r,n}$ which contain exactly $s$ distinct symbols in their cells. Observe that any partial Latin rectangle of $\text{SOR}_{r,n;s}$ is equal, up to permutation of symbols, to a partial Latin rectangle of $\text{SOR}_{r,s;s}$. If $s = 0$, then the set $\text{SOR}_{r,0;0}$ only contains the empty $r \times r$ Latin rectangle. We have that

$$\text{SOR}_{r,n} = \bigcup_{s=0}^{n} \text{SOR}_{r,n;s}$$  \hspace{1cm} (3)

Hence, if $\sigma_{r,s}$ denotes the cardinality of $\text{SOR}_{r,s;s}$, then

$$|\text{SOR}_{r,n}| = \sum_{s=0}^{n} \frac{n!}{s!} \cdot \sigma_{r,s}$$  \hspace{1cm} (4)

The following result holds.

Lemma 4. It is verified that:

i. $\sigma_{r,0} = 1$.

ii. $\sigma_{r,r^2-1} = \frac{1}{r} \cdot (r^2 + 1)! \cdot \frac{r^3 - 2r^2 + r + 2}{r}$.

iii. $\sigma_{r,r^2} = r^2!$.

iv. $\sigma_{r,s} = 0$, for all $s > r^2$. 
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Proof. Claims (i), (iii) and (iv) follows straightforward from the definition of $\sigma_{r,s}$. To prove the second expression, observe that any $r \times r$ partial Latin rectangle which contains exactly $r^2 - 1$ distinct symbols has at most one empty cell. There are $r^2!$ possible partial Latin rectangles with exactly one empty cell. Otherwise, there exist two cells with the same symbol, where at most one of them is in the main diagonal. Specifically, there are \( (r^2 - 1)! \cdot r \cdot (r - 1) \cdot (r - 2) \) possible partial Latin rectangles with one such a cell in the main diagonal and \( \frac{1}{2} \cdot (r^2 - 1)! \cdot (r^2 - r) \cdot (r - 1) \cdot (r - 2) \) ones without any of them in the main diagonal. The result follows from the addition of all these possibilities. \( \square \)

The enumeration of $\text{SOR}_{r,s}$ can be based on that of $\text{SOR}_{r,s-1;s-1}$, for all $s \in [n]$. To see it, given a partial Latin rectangle $P = (p_{ij}) \in \text{SOR}_{r,s-1;s-1}$, let us define the subset $\text{SOR}^P_{r,s}$ of partial Latin rectangles $Q = (q_{ij}) \in \text{SOR}_{r,s}$ such that $q_{ij} = p_{ij}$ if $p_{ij} \in [s-1]$ and $q_{ij} = \emptyset$, otherwise. It is then verified that

$$\text{SOR}_{r,s} = \bigcup_{P \in \text{SOR}_{r,s-1;s-1}} \text{SOR}^P_{r,s}.$$  \(5\)

The partial Latin rectangles of $\text{SOR}^P_{r,s} \cup \{P\}$ can be identified with the zeros of the ideal $I_{r,s}^P$ based on the $r^2 - |P|$ variables which result after substituting the following variables in the ideal $I_{r,s}$ of Theorem 3.

a) Each variable $x_{ijk}$ such that $i, j \in [r]$ and $k \in [s-1]$ is substituted by 1 if $p_{ij} = k$, or by 0, otherwise.

b) Each variable $x_{ij}$ such that $i, j \in [r]$ and $p_{ij} \in [s-1]$ is substituted by 0.

The reduced Gröbner basis of this new ideal can then be computed to determine explicitly the set $\text{SOR}^P_{r,s}$. If the same reasoning is done for each partial Latin rectangle of $\text{SOR}_{r,s-1;s-1}$ and for each $s \leq n$, then we can enumerate the set $\text{SOR}_{r,n}$. The reduction on the number of variables of each ideal $I_{r,s}^P$, in comparison with the $r^2 \cdot n$ variables of the ideal $I_{r,n}$, implies a significant improvement of the initial cost of computation which was necessary to enumerate the set $\text{SOR}_{r,n}$ by applying Theorem 3. Even if such an improvement is
obtained at the expense of time of computation (observe that it would be necessary to compute $\sum_{s=0}^{n-1} \sigma_{r,s}$ distinct reduced Gröbner bases), this time can be reduced if we make use of the distribution of $\text{SOR}_{r,s}$ into main classes. In this regard, given $s \leq n$, let $\mathcal{P}_{r,s,s}$ be the set of main classes of $\text{SOR}_{r,s,s}$ and let $\mathcal{P}_{s,p}$ denote the main class of $P \in \text{SOR}_{r,s}$, where the necessity of the subscript $s$ for the number of symbols is due to the fact that $P$ is also a self-orthogonal partial Latin rectangle of $\text{SOR}_{r,s}$, for all $t > s$. Since $S_r \times S_s \times S_3$ is a finite group which acts on $\text{SOR}_{r,s}$, Burnside’s lemma implies that

$$
\sigma_{r,s} = \sum_{P \in \mathcal{P}_{r,s,s}} |\mathcal{P}_{s,p}| = \sum_{P \in \mathcal{P}_{r,s,s}} \frac{2 \cdot r! \cdot s!}{|\mathcal{I}_s(P,P)| + |\mathcal{I}_s(P,P')|},
$$

where given two partial Latin rectangles $P, Q \in \text{SOR}_{r,s}$, the set $\mathcal{I}_s(P,Q)$ denotes the set of isotopisms which transform $P$ into $Q$. The next result shows how the polynomial method can be used to determine this set and its cardinality.

**Theorem 5.** Given $P = (p_{ij}), Q = (q_{ij}) \in \text{SOR}_{r,s}$, the set $\mathcal{I}_s(P,Q)$ can be identified with the set of zeros of the zero-dimensional ideal of $\mathbb{F}_2[x_{11}, \ldots, x_{rr}, y_{11}, \ldots, y_{ss}]$.

$$
\mathcal{I}_s(P,Q) = (1 - \sum_{j \in [r]} x_{ij} : i \in [r]) + (1 - \sum_{j \in [s]} y_{ij} : i \in [s]) + (1 - \sum_{i \in [r]} x_{ij} : j \in [r]) +

(1 - \sum_{i \in [s]} y_{ij} : j \in [s]) + (x_{ij} \cdot (1 - x_{ij}) : i, j \in [r]) + (y_{ij} \cdot (1 - y_{ij}) : i, j \in [s]) +

(x_{ik} \cdot x_{jl} \cdot (p_{ijkl} - 1) : i, j, k, l \in [r], \text{ such that } p_{ijkl} \in [s]) +

(x_{ik} \cdot x_{jl} : i, j, k, l \in [r], \text{ such that } (p_{ij} = 0 \text{ and } q_{kl} \in [s]) \text{ or } (p_{ij} \in [s] \text{ and } q_{kl} = 0)).
$$

Moreover, $|\mathcal{I}_s(P,Q)| = \dim_{\mathbb{F}_2}(\mathbb{F}_2[x_{11}, \ldots, x_{rr}, y_{11}, \ldots, y_{ss}]/\mathcal{I}_s(P,Q))$.

**Proof.** Any isotopism $\Theta = (\alpha, \gamma) \in S_r \times S_s$ of $\text{SOR}_{r,s}$ can be univocally identified with a zero $(x_{11}^{\Theta}, \ldots, x_{rr}^{\Theta}, y_{11}^{\Theta}, \ldots, y_{ss}^{\Theta})$, where $x_{ij}^{\Theta} = 1$, (respectively, $y_{ij}^{\Theta} = 1$) if $\alpha(i) = j$ (respectively, $\gamma(i) = j$) and 0, otherwise. The first six subideals of $\mathcal{I}_s(P,Q)$ imply that $\Theta$ belongs to $S_r \times S_s$ and the following two subideals imply that $\Theta$ transforms $P$ into $Q$. The rest of the proof is analogous to that of Theorem 2. 

$\square$
It just remains to determine a representative partial Latin rectangle of each main class of $\mathcal{SOR}_{r,s}$. The following result shows how the enumeration of $\mathfrak{P}_{r,s-1;s-1}$ can determine that of $\mathfrak{P}_{r,s}$.

**Lemma 6.** Let $\{P_1, \ldots, P_m\}$ be a set of representative partial Latin rectangles of $\mathfrak{P}_{r,s-1;s-1}$. Given $P \in \mathcal{SOR}_{r,s}$, there exist a natural $i \leq m$ and a partial Latin rectangle $Q \in \mathcal{SOR}^{P_i}_{r,s}$ such that $P$ is in the same main class than $Q$.

**Proof.** Given $P \in \mathcal{SOR}_{r,s}$, let $P' \in \mathcal{SOR}_{r,s-1;s-1}$ be the self-orthogonal partial Latin rectangle which results after removing the symbol $s$ from the cells of $P$. There exist a natural $i \leq m$ and a paratopism $\Theta = (\alpha, \gamma, \pi) \in S_r \times S_{r-1} \rtimes S_3$ such that $P_i = P'^\Theta$. It is enough to consider $Q = P'^\Theta' \in \mathcal{SOR}^{P_i}_{r,s}$, where $\Theta' = (\alpha, \gamma', \pi) \in S_r \times S_s \rtimes S_3$ is defined such that $\gamma'(i) = \gamma(i)$ if $i < s$ and $\gamma'(s) = s$. □

Once we have determined a set $S \subseteq \mathcal{SOR}_{r,s-1;s-1}$ of representative partial Latin rectangles of $\mathfrak{P}_{r,s-1;s-1}$, it is enough to enumerate the set $\bigcup_{P \in S} \mathcal{SOR}^P_{r,s}$ and to distribute its elements according to their main classes. Theorem 5 can be used to determine this last distribution, because two partial Latin rectangles $P, Q \in \mathcal{SOR}_{r,s}$ are in the same main class if and only if $|\mathcal{I}_s(P, Q)| + |\mathcal{I}_s(P, Q')| > 0$. Previously, in order to enumerate each set $\mathcal{SOR}^P_{r,s}$, we can make use of the ideal $I^P_{r,s}$ that was defined at the beginning of the current subsection. All these considerations have been implemented in the procedure $\mathcal{SOR}$ mentioned after Theorem 3. It has also been implemented a procedure called $ortisot$ that computes the reduced Gröbner basis related to the ideal of Theorem 5. With the joint use of both procedures we have determined the main classes of $\mathcal{SOR}_{r,s}$, for all $r \leq 3$ and $s \leq r^2$. The number of these classes are shown in Table 4 and have been used to obtain from Expression (6) the corresponding values of $\sigma_{r,s}$. The use of these values in Expression (4) allow us to prove the next result.

**Theorem 7.** It is verified that:

1. $|\mathcal{SOR}_{1,n}| = n + 1$. 

2. $|\text{SOR}_{2,n}| = n^4 - 2n^3 + 5n^2 + 1$.

3. $|\text{SOR}_{3,n}| = n^9 - 15n^8 + 122n^7 - 604n^6 + 1973n^5 - 4201n^4 + 5640n^3 - 4240n^2 + 1347n + 1$. □

Table 4: Main classes of $\text{SOR}_{r,s;x}$.  

| $r$ | $s$ | $\|r,s;x\|$ |
|-----|-----|--------------|
| 1   | 2   | 2            |
| 2   | 3   | 12           |
| 3   | 2   | 24           |
| 4   | 1   | 24, 39, 37   |
| 5   | 12  | 143, 280     |
| 6   | 122 | 442, 080     |
| 7   | 22  | 826, 560     |
| 8   | 3   | 846, 720     |
| 9   | 1   | 9!           |

5. Conclusions.

Keeping in mind the results of the current paper, we can conclude that the Combinatorial Nullstellensatz of Alon is a good method to deal with the enumeration and classification of self-orthogonal $r \times r$ partial Latin rectangles based on $n$ symbols. Based on the adjacency and independent sets of a Hamming graph, we have identified these combinatorial objects with the zeros of a zero-dimensional radical ideal. Besides, we have exposed two distinct strategies to reduce the cost of computation of the reduced Gröbner basis and Hilbert series of such an ideal. They can be used to enumerate explicitly the set of self-orthogonal partial Latin rectangles or to obtain some general formulas about its cardinality. All our results have been implemented into distinct procedures that have been applied in particular to determine the number of $r \times s$ partial Latin rectangles based on $n$ symbols, for $r, s, n \leq 4$ and that of self-orthogonal partial Latin rectangles of order $r \leq 4$.
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