Intelligent Iterative Experimental Design to Achieve Maximum Model Quality for Phase Change of 22MnB5
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**Abstract.** Conducting experiments for material modeling is very costly and time-consuming when many parameters are involved, resulting in a large number of test conditions. Therefore, it is expedient to develop algorithms for the iterative identification of optimal test conditions. This method should allow the model to learn automatically so that only a small number of test conditions are selected at the beginning of the model calibration. In order to decide whether further experiments should be carried out and which test conditions need to be investigated, meta-models are generated, and the expected gain score is calculated. The next sample is selected based on the highest score, and this procedure continues until the material models meet a termination criteria. The result from the study shows that the implemented method uses 12 test conditions to generate a phase transformation model for 22MnB5 steel. The material models fitted with the proposed method provide acceptable predictions when compared with experimental data.

**Introduction**

The hot stamping process, a combination of forming and heat-treatment, has been used in the automotive industry [1,2]. To design the hot stamping process, simulation has been extensively carried out in many works detailed in refs. [3,4]. This virtual process design based on numerical simulations can help to shorten process development times and to identify problem areas at an early stage, thus enabling cost- and resource-efficient production.

The accuracy of simulation models, however, depends decisively on the quality of the constitutive equations ("material models") used. The majority of material models used in forming technology are phenomenological in nature, i.e. the models are the result of a large number of individual experiments, the results of which have been systematized and described with the aid of parameter-dependent mathematical model equations.

Conventionally, the test conditions are determined before optimization or model fitting. For example, in the hot stamping process, Aziz et al.[5] used a Design of Experiments methods (DOE) with full-factorial test matrix of temperature of cooling water and quenching time to model the material hardness. Moreover, DOE with full-factorial design was employed by You et al. [6] to model the effect of the process and material variables on the formability of hot stamping process, and by Horn et al. [7] to investigate the influence of the process parameters on the mechanical properties of the local carburization of the hot stamping steel. More information about DOE and its application can be found in Berger et al. [8]. Gunst et al. [9] highlight the fundamental concept, design strategies, and statistical properties of fractional factorial design. An example for a two level half factorial design can be found in [10].

Alternatively, Optimal Experimental Design (OED) approaches as presented in [11,12] can be used to select the best material tests for model identification. This approach has been implemented in many works as following. Lohmar et al. [13] have developed an algorithm to continuously improve
a process model based on production data from a plate mill in order to use the model for the precise prediction of rolling forces. The usage of OED is known in material modeling, where Valadimirov et al. [14] and Bambach et al [15] presented the identification of material models and parameters in plasticity models. In both cases, it is assumed that the best or true constitutive model is not known a priori, but that it must also be determined from experiments. In Bambach et al. [16], an algorithm for the iterative sequential approach of optimal test conditions for warm flow curves is developed, which should allow the model to learn automatically. The strategy achieves the desired accuracy of the material model by utilizing about a half of test matrix representing a full-factorial design. Additionally, Wiebenga et al. [17] used sequential robust optimization to identify optimal process parameters for V-bending process. Here, statistical methods are used to estimate optimal new test conditions and the expected improvement in model quality. The expected improvement is calculated by taking the difference between a functional values obtained from a metamodel with respect to the minimum feasible tested (or calculated) response of the true objective function value.

In the previous paragraph, OED has been implemented in both material modeling for metal plasticity and process optimization. However, attempts to employ such a technique to phase transformation modeling has not been made. In this work, a sequential improvement algorithm for the identification of dependencies of the model parameters on the experimental conditions of a hot stamping steel 22MnB5 is developed. The algorithm should identify an optimal model for ferrite and bainite while keeping the number of necessary experiments for parameter identification as low as possible.

Materials and Methods

In this section, the concept of implementation of the sequential improvement algorithms on the phase transformation model of ferrite and bainite will be explained. First, the concept of sequential improvement is outlined. Then, material, the approximation of the phase transformation of ferrite and bainite, and modeling of phase transformation and surrogate models to identify the relationship between the process parameters and the independent parameters are explained. Finally, the search algorithms and the termination criteria are presented at the end of the section.

Sequential Improvement Algorithm (SIA). In this work, the sequential improvement algorithm aims to help users to fit appropriate phase transformation models with a minimal number of samples. The work flow of SIA is shown in Fig 1. The algorithm starts by defining the process window for the experiments. Then, the sampling is performed by using Latin hypercube sampling (LHS) where 12 points are sampled in this work, and additional $2^k$ samples are placed at the edge of the test matrix, where k is a number of dependency parameters. In this case k is equal to 2, i.e., it refers to the cooling rate and pre-strain. In the first iteration, samples containing 1) $\{S_k^2\} = 2^2$ additional samples and 2) a first sample chosen by the search algorithms are tested, evaluated and used to construct surrogate models. The loss function measuring the difference between the surrogate model and the experiments are calculated, and checked whether or not the loss meets the termination criteria. If the loss satisfies the termination criteria, the material model is reliable for hot stamping simulation. However, if the loss is bigger than the termination criteria, a new sample is going to be generated by the search algorithm. Finally, the loop is continued until the termination criterion is satisfied or the maximum amount of samples is reached.
Material and dilatometer experiment. A deformation-dilatometer, DIL805 A/D/T, is used to determine phase transformation start temperatures and phase transformation kinetics. A 22MnB5 boron steel with the thickness of 1.5 mm extensively used in hot stamping processes is chosen. The chemical composition of the 22MnB5 is shown in Table 1. The test is performed in vacuum with $10^{-4}$ mbar and the argon (Ar) is used to quench the specimens. To capture the temperature, the thermocouple type S was spot welded on the specimen surface in the center of the gauge length with the dimensions 5x10 mm. The material is heated to austenitization temperature of 950 ºC with a heating rate of 5 K/s. After that, the material is held at this temperature for 300 seconds. The quenching process with the cooling rate of 30 K/s to 800 ºC is conducted and the material is deformed. After the deformation the material is quenched down to room temperature with different cooling rates. The experimental set up and the temperature profile used in this experiment are shown in Fig 2 a) and b).

Table 1 Chemical composition of 22MnB5 (Max. wt. %)

| Element | C   | Mn  | Si  | Al  | Ti  | B   | Cr  | P   | S   |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Max. wt. % | 0.22 | 1.35 | 0.4 | 0.08 | 0.045 | 0.004 | 0.25 | 0.023 | 0.01 |

Evaluation of Phase Transformation. To build the material model, the phase transformation kinetics and transformation start temperatures need to be determined. Both can be characterized using lever rule. In the lever rule, the transformed austenite as a function of temperature is calculated by using Eq. 1.

$$X(T) = \frac{l_f}{l_f + l_0}$$

where $X(T)$ is the transformed austenite as a function of temperature and $l_0$ and $l_f$ are distance between the actual dilatation curve and the start and end lines respectively. To obtain the phase
transformation start temperatures, the transformation start temperature is approximated by using the method in Stahl-Eisen-Prüfblatt SEP 1681 [18].

**Modeling of the phase transformation.** The accuracy in prediction of the final phase fraction is very important for modeling the hot stamping process. To model a diffusion-controlled phase transformation for the continuous cooling process, the modified Johnson-Mehl-Avrami-Kolmogorov (JMAK) model by Kamamoto et al. [19] is used as shown in Eq. 2.

\[
X_i = X_i^{\text{max}} \cdot \exp \left( - k \tau(T)^n \right) \quad \text{with} \quad \tau(T) = \frac{T^s - T}{T^f - T^s} \quad \text{while} \quad T^s \geq T \geq T^f
\]  

(2)

where \(X_i\) is the phase fraction, \(X_i^{\text{max}}\) is the final volume fraction of ferrite or bainite, \(k\) and \(n\) are the parameters, \(T^s\) and \(T^f\) are the phase transformation start and finish temperatures, and \(T\) is the actual temperature.

**Modeling of surrogate model.** Surrogate models are employed to establish the relationship between the JMAK parameters and the process parameter. In this study, there are 2 types of surrogate models implemented. The first one is a thin plate spline (TPS) regression model as presented by Grzhibovskis et al [20]. TPS is used to fit JMAK parameters \((X_i^{\text{max}}, k, n)\), where cooling rate and pre-strain are independent parameters. For the bainite model, where there are three independent parameters (cooling rate, pre-strain, and retain austenite), a polynomial regression is employed when a response variable is non-linear. A second order multiple polynomial regression with 2 independent variables is shown in Eq. 3.

\[
y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{11} x_1^2 + \beta_{22} x_2^2 + \beta_{12} x_1 x_2 + \varepsilon
\]  

(3)

where \(\beta_1\) and \(\beta_2\) are linear effect parameters, \(\beta_{11}\) and \(\beta_{22}\) are quadratic parameters, and \(\beta_{12}\) is an interaction parameter. In this study, the ferrite and bainite models have different independent parameters. The ferrite model has 2 independent parameters, which are the cooling rate and pre-strain. For the bainite model, the retained austenite is added as another independent parameter.

**Search Algorithms.** The search algorithms for the SIA is classified into 2 groups. The first group is called exploration. The exploration has the function to fill the design space, while exploitation is used to search a specific area. In the implementation, the exploration is employed at the beginning of the model fitting in order to estimate formed phase fraction in each area, then the exploitation is employed to improve the accuracy of the material model in specifics area.

**Exploration search.** The exploration starts by dividing the cooling rate into grids where 9x9 grids (grid coordinate system) are set in this case. The start sample is selected from the left hand-side (red dots) at the first grid of the cooling rate, where the first selected sample has a pre-strain close to 0.05 and a cooling rate of 8 K/s. After obtaining the start sample, the next sample is chosen based on the maximum distance \(d_s\) between the actual point and the point in the next grid, which can be computed by using Eq. 4.

\[
d_s = \varphi_{\text{start}} - \varphi_{\text{end}}
\]  

(4)

where \(\varphi_{\text{start}}\) is pre-strain at the start point, and \(\varphi_{\text{end}}\) the pre-strain at the end point. Finally, the exploration is continued until reaching the last grid of the cooling rate as seen in Fig 3.

**Exploitation search.** The exploitation search will select the next candidate sample based on the maximum error of loss map generated (see Fig. 4 b) from the ferrite and bainite models. At this point,
a set of tested samples consists of \( \{S^k_2, S\} \), where \( S^k_2 \) is additional sample at the edge of the test matrix and \( S \) is the samples from the exploration. To generate the loss map, the samples are divided into training set \( \{S_{\text{train}}\} \) and test set \( \{S_{\text{test}}\} \). The \( \{S_{\text{test}}\} \) is generated by removing one sample from \( \{S\} \). The remainder of \( \{S\} \), from which one sample called \( \{S_{\text{train}}\} \) has been removed, is used to fit surrogate models of ferrite and bainite. After fitting, the surrogate models are used to predict the value of \( \{S_{\text{test}}\} \). The errors between the prediction and experiment are computed, cf. Fig. 4 a). This procedure iterates until all of the samples in \( S \) are utilized as \( \{S_{\text{test}}\} \). After the fitting, the errors between the ferrite and bainite model are added, and the loss map, which represents the amount of error from the ferrite and bainite model, is generated.

To place the next test, the algorithms will search for grids with a maximum error in the loss map and place candidate sample points (white dots in the loss map as seen in Fig 4 b). Then, the distances between each candidate point and its top 3rd nearest neighbour points based on the grid coordinate system are calculated. Following, the expected gain score is computed according to the following Eq. 5.

\[
s_i = (d_{i1}w) + (d_{i2}w) + (d_{i3}w)
\]

where \( i \) is refers to candidate points and \( s_i \) is the expected gain score of each candidate point. \( d_{i1} - d_{i3} \) are 3rd nearest distances between the candidate and experimental points. The parameter \( w \) represents a weight factor that is normalized from the error of experimental points in the loss map. They can be calculated as follows,

\[
w_i = \frac{x_i - \text{min}(x)}{\text{max}(x) - \text{min}(x)}
\]

where \( w_i \) is the \( i^{th} \) normalized value in the data set, \( x_i \) is the \( i^{th} \) value in the data set, \( \text{min}(x) \) is the minimum value in the data set and \( \text{max}(x) \) is the maximum value in the data set.

**Evaluation of Loss and Termination Criteria.** For SIA, the material models are fitted with the sample \( n \). To evaluate the accuracy of models, the model is used to predict the result in the iteration \( n+1 \). The error between the calculation and experiment here is called forward error (FE) and can expressed as shown in Ep. 7.

\[
FE = |Y_{\text{reg, } n+1} - Y_{\text{true, } n+1}|
\]

where \( Y_{\text{reg, } n+1} \) and \( Y_{\text{true, } n+1} \) are prediction and experimental results at the iteration \( n+1 \). Another parameter utilized to track the error along the whole fitting process is called mean absolute error (MAE) as express in the following equation Ep. 8.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_{\text{reg}} - Y_{\text{true}}|
\]

where \( Y_{\text{reg}} \) and \( Y_{\text{true}} \) are prediction and experimental results at the actual iteration. In this study, the termination criterion is reached when the deviation between FE and MAE for both ferrite and bainite model are less than equal to 0.05, which can be set individually.
Results and Discussion

The result from the execution of SIA is presented in this section. First, the fitting of the JMAK model from the kinetics of the phase transformation calculated by using the lever rule is shown. Then, the results of the SIA are presented. Finally, the ferrite and bainite models obtained from the SIA are validated using 3 additional, independent samples that were not used for parameter fitting.

**Fitting of the material model.** From the dilatometer experiments, the dilatation data as shown in Fig 5 a) is obtained. By using the lever rule, the dilatation can be transformed into the phase transformation kinetics. Finally, the kinetics are used to fit JMAK-type models. Fig 5 b) shows an example of the comparison between the JMAK models and the experimental results.

**Results of SIA.** SIA applied 2 searching algorithms to search for the next candidate sample. The exploration is applied at the iterations 1-6. After the iteration 6, the exploitation algorithm is executed. Fig 6 a) shows the evolution of errors of the ferrite model. The results show that after iteration no. 3 the errors of the ferrite model are constant because at the samples 4-6, there no ferrite is formed. After the exploitation, the ferrite model meets the termination criterion at iteration no. 8. For the bainite model, the errors calculated from the model gradually decrease during the exploration. After implementing the exploitation algorithms, the bainite model satisfies the termination criterion and the error is stable because the bainite model is already fitted well with the experimental results as shown in Fig 6 b).
Validation of SIA. To evaluate the effectiveness of the SIA, material models generated from the SIA are validated with 3 additional samples. The results of the validation are presented in Fig 7. The models created by using SIA predict the experimental data well. However, at the cooling rates of 16 K/s and 20 K/s, there is small amount of ferrite measured during the experiments where there is no ferrite calculated by SIA. Although the models created using SIA cannot fully capture phase transformation, the prediction of phase transformation is acceptable.

In this work, the sequential improvement algorithm is utilized to fit phase the transformation models at reduced experimental cost compared to the DOE methods presented in the introduction. The proposed method provides some advantages. Assuming that full-factorial design is performed with 2 factors on 3 levels, the cooling rates are 5, 20, and 40 K/s and the pre-strains are 0, 0.05, and 0.1. If the model is fitted according to this condition, the phase transformation model will have less information for the cooling rate, and the accuracy of the models will drastically decrease. A half-factorial design is not appropriate for 2 factors. With conventional DOE all experiments have to be performed before fitting of the models. As a result, some experiments gain only little additional information for parameter identification, for example at the high cooling rates of 30-40 °C/s, which is above the critical cooling rate. With the SIA, only 4 experiments are placed in this range and most of the samples are between the cooling rate of 5-25 K/s. The selection of the next sampling point is calculated based on the accuracy of the ferrite and bainite models, which is impossible for the conventional DOE. Compared to the DOE, the SIA offers advantages in fitting phase transformation models.

Conclusion

Sequential improvement algorithms for identification of the phase transformation model of ferrite and bainite was presented. The following conclusions can be drawn: 1) The SIA allows automatic selection of testing conditions. 2) The search for the next experimental test condition should be done through exploration and exploitation. 3) The accuracy of the predicted model under unknown test conditions can be estimated efficiently by thin plate spline for ferrite model and multivariable polynomial regression for the bainite model. 4) The new test condition is found by using expected gain score. Using this method, the global and local effects of phase changes can be explored and the number of experiments for modeling the hot stamping steel 22MnB5 under continuous cooling can be drastically reduced to 12 instead of 30-40 samples.
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