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We introduce and analyze an improved variant of nearest neighbors (NN) for estimation with missing data in latent factor models. We consider a matrix completion problem with missing data, where the \((i, t)\)-th entry, when observed, is given by its mean \(f(u_i, v_t)\) plus mean-zero noise for an unknown function \(f\) and latent factors \(u_i\) and \(v_t\). Prior NN strategies, like unit-unit NN, for estimating the mean \(f(u_i, v_t)\) relies on existence of other rows \(j\) with \(u_j \approx u_i\). Similarly, time-time NN strategy relies on existence of columns \(t'\) with \(v_{t'} \approx v_t\). These strategies provide poor performance respectively when similar rows or similar columns are not available. Our estimate is doubly robust to this deficit in two ways: (1) As long as there exist either good row or good column neighbors, our estimate provides a consistent estimate. (2) Furthermore, if both good row and good column neighbors exist, it provides a (near-)quadratic improvement in the non-asymptotic error and admits a significantly narrower asymptotic confidence interval when compared to both unit-unit or time-time NN.

1. Introduction. Latent factor models are useful tools for statistical inference with missing data. They are popular in the literature on recommender systems, e-commerce and panel data problems in econometrics, and more recently have been utilized for personalized decision-making in health, including sequential decision-making with adaptive algorithms like bandits. One of the canonical problem formulation include the matrix completion problem: Given a matrix of noisy outcomes with missing entries, estimate the denoised outcome for each (missing or not) entry in the matrix. In particular, our goal is to estimate the entries of a matrix \(\Theta \in \mathbb{R}^{(N+1) \times (T+1)}\) with its \((i, t)\)-th entry denoted by \(\theta_{i,t}\), where for each \(i \in [N+1]\) and \(t \in [T+1]\), we observe

\[
Y_{i,t} = \begin{cases} 
\theta_{i,t} + \varepsilon_{i,t} & \text{if } A_{i,t} = 1 \\
\star & \text{if } A_{i,t} = 0
\end{cases}
\]

where \(\varepsilon_{i,t}\) denotes real-valued noise while \(A_{i,t}\) is a binary variable denoting which entries of the matrix are observed, and \(\star\) denotes that the entry is not observed. For recommender systems, \(\theta_{i,t}\) might denote a user \(i\)'s true rating for a product \(t\), and a noisy value \(Y_{i,t}\) is available only when the user rates it \((A_{i,t} = 1)\). In an advertisement application, \(Y_{i,t}\) might denote whether user \(i\) bought a product \(t\) if a particular ad \((A_{i,t} = 1)\) is shown to the user. In digital health, \(\theta_{i,t}\) might denote a health outcome, e.g., step count, or heart rate, for user \(i\) at some decision time \(t\), and \(A_{i,t} = 1\) denotes whether a binary intervention, e.g., a reminder for physical activity, was delivered at that time. For clarity in our discussion (and partly motivated by the empirical application considered later), henceforth, we refer to the rows of the matrix as units and columns as time points.

Without any assumptions, estimating the matrix \(\Theta\) is an impossible task due to more number of unknown parameters than the number of (noisy) observations. A common modeling approach to make the task feasible is via a latent factor model. In particular, one assumes that the entries of \(\Theta\) admit a (non-linear) factorization in terms of two sets of (low) \(d\)-dimensional latent factors—\(\mathcal{U} \triangleq \{u_i, i \in [N+1]\}\) and \(\mathcal{V} \triangleq \{v_t, t \in [T+1]\}\) such that

\[
\theta_{i,t} = f(u_i, v_t) \quad \text{for } i \in [N+1], t \in [T+1].
\]
Given our naming convention, we call the latent factors $\mathcal{U}$ and $\mathcal{V}$ to as unit and time latent factors respectively. The factorization (2) essentially states that the outcome of interest $\theta_{i,t}$ depends on two latent/hidden factors the unit $i$’s factor $u_i$ and the time $t$’s factor $v_t$. The model (2) with bilinear $f$, i.e., $f(u,v) = \langle u, v \rangle$ so that $\Theta = \mathcal{U}\mathcal{V}^\top$, is ubiquitous in matrix completion literature as well as the works in panel data settings [7, 9, 3, 4]. However, when $f$ is non-linear and unknown, relatively fewer strategies are known to work.

A popular approach for inference with non-linear factor models is based on nearest neighbors (NN). Such estimators have shown empirically favorable performance in numerous applications in collaborative filtering, recommender systems [8] and counterfactual inference in panel data settings [7]. The estimates often come with entry-wise guarantees instead of averaged error guarantee, i.e., suitable bounds on $\|\hat{\Theta} - \Theta\|_{\max}$ are available for NN-based estimates, while typical matrix completion methods provide a bound on $\|\hat{\Theta} - \Theta\|_F$. Consequently, the NN approach is especially suitable for tasks requiring fine-grained estimates with statistical guarantees, e.g., for assessing the quality of personalized recommendations in e-commerce [8] or the quality of interventions in digital health [7].

For the matrix completion task, there are two natural variants of NN when trying to estimate $\theta_{i,t}$: (1) unit nearest neighbor (unit-NN) and (2) time nearest neighbor (time-NN) depending on how the neighbors are defined. ¹ Let us briefly summarize the unit-NN approach, which involves two key steps. First, one computes the unit neighbors $S^\text{unit}_i \subset [N + 1]$ by comparing the observed outcomes for unit $i$ with that of the other units. Next, one averages the observed outcomes of units $S^\text{unit}_i$ at time $t$. Roughly speaking, the quality of unit-NN estimate depends on the number of unit neighbors and how well these neighbors’ unit factors, i.e., $\{u_j : j \in [S^\text{unit}_i]\}$, approximates $u_i$. Consequently, when there are few unit neighbors or the neighbors’ unit latent factors provide poor approximation to $u_i$, e.g., due to heterogeneity in latent unit factors so that $u_i$ is an outlier, the estimate $\hat{\theta}_{i,t,\eta}$ provides a poor error.

The time-NN estimate, denoted by $\hat{\theta}^\text{time}_{i,t}$ is defined analogously to the unit-NN approach by flipping the roles of units and times, where time neighbors $S^\text{time}_i \subset [T + 1]$ are estimated by comparing the outcomes at time $t$ with that of other time points, and the estimate is given by an average of the observed outcomes of unit $i$ across $S^\text{time}_i$. As expected, the performance of the time-NN estimate is dictated by the size and the quality of the time neighbors $S^\text{time}_i$.

To summarize, vanilla NN estimates (unit- and time-NN), while being favorable due to their interpretability and entry-wise guarantees with non-linear factor model, provide poor performance when the underlying factors are heterogeneous. The starting point of this work is to address this deficit of nearest neighbor estimates and make them more robust to lack of neighbors or equivalently the heterogeneity across latent factors.

**Our contributions.** We present a new NN estimate that brings together the unit and time-NN estimates to provide a significant improvement for providing entry-wise guarantee for estimating $\Theta$. First, we show that if both unit and time-NN provide a non-trivial non-asymptotic error, the new estimate provides an error that is strictly better than both of them. Moreover, the new estimate provides a non-trivial error decay rate as long as either the unit-NN or time-NN estimate provides a non-trivial error rate. We call this new estimate **doubly robust nearest neighbor estimate** (DR-NN) as its performance is doubly robust the performance of the two vanilla NN approaches. More precisely, for bilinear factor model and with suitable generative assumptions on the latent factors, we show that DR-NN error rate is a near-quadratic improvement over the error rates of the vanilla NN estimates. This improvement also translates to a near-quadratic improvement in the width of the asymptotic confidence intervals for DR-NN estimate when compared the vanilla NN estimates.

¹ These two estimators are often called, user-user NN and item-item NN respectively, in the literature focusing on recommender system applications.
Organization. We introduce the problem set-up and algorithm in Sec. 2, followed by our main results in Sec. 3. We then discuss our contributions in the context of related work in Sec. 4, and conclude with a discussion in Sec. 5. We provide an intuitive construction that also illustrates justifying the improved performance of DR-NN estimate in Sec. 2.2 and defer all the proofs to appendix.

2. Problem set-up and algorithm. In Sec. 2.1, we formally describe the data generating mechanism, and the structural assumptions on the counterfactual means, followed by the description of the nearest neighbors algorithm proposed for estimating these means (along with confidence intervals) in Sec. 2.2.

2.1. Data generating mechanism. Our observation model is given by (1) and our goal is to design a robust NN algorithm for estimating \( \theta_{i,t} \). We now state our main assumptions on the mean parameters, noise variables and the missingness pattern. Notably, our general guarantee is stated conditional on \( U, V \) and does not make any distributional assumptions on these latent factors.

ASSUMPTION 1 (Latent factorization of mean parameters). Conditioned on the latent factors \( U \) and \( V \), the mean parameters satisfy \( \theta_{i,t} = f(u_i, v_t) \).

ASSUMPTION 2 (Missingness pattern). Conditioned on the latent factors \( U \) and \( V \), the random variables \( \{A_{i,t}\} \) are drawn i.i.d from Bernoulli(\( p \)) distribution, and are independent of all other randomness.

ASSUMPTION 3 (Bounded noise). Conditioned on \( U \) and \( V \), the noise variables \( \{\varepsilon_{i,t}\} \) are drawn i.i.d and independent of \( \{A_{i,t}\} \) and satisfy \( \mathbb{E}[\varepsilon_{i,t}|U, V] = 0 \), \( \text{Var}(\varepsilon_{i,t}) = \sigma^2 \) and \( \varepsilon_{i,t} \leq c_\varepsilon \) almost surely.

All the assumptions are standard in the literature. Assum. 2 is often known as the MCAR (missing completely at random) assumption and is standard in the literature for nearest neighbors for matrix completion. The bounded noise assumption is made to simplify the analysis and can be easily relaxed to sub-Gaussian noise for high probability non-asymptotic analysis (Thm. 3.1) or noise with bounded high-order moments for asymptotic analysis (Thm. 3.2).

2.2. Algorithm. We first sketch an intuitive construction of DR-NN in Sec. 2.2.1, followed by a formal description in Sec. 2.2.2.

2.2.1. An intuitive construction of DR-NN. The notation, and definitions in this section should be treated as informal versions of the estimates defined formally in Sec. 2.2.2. We abuse notation to provide a parallel description behind a constructive intuition in building the improved nearest neighbor estimate.

Here we consider an idealized setting with no noise and a bilinear factor models so that \( Y_{i,t} = \theta_{i,t} = \langle u_i, v_t \rangle \) for all \( i, t \). We assume that we observe all but one outcome \( Y_{1,1} \) and that our goal is to simply estimate the unobserved \( \theta_{1,1} \). The two vanilla NN estimates are then defined as follows.

Unit-NN. First one compares the counterfactuals of unit 1 with all other units across all time points to identify the set \( S^\text{unit}_1 \subset [N+1] \) such that \( u_j \approx u_1 \) for each \( j \in S^\text{unit}_1 \). The unit-NN estimate is then given by averaging the unit neighbors’ outcomes at time \( t \):

\[
\hat{\theta}_{1,1}^{\text{unit}} = \frac{\sum_{j \in S^\text{unit}_1} Y_{j,1}}{|S^\text{unit}_1|} = \langle \frac{\sum_{j \in S^\text{unit}_1} u_j}{|S^\text{unit}_1|}, v_1 \rangle \triangleq \langle \bar{u}_1, v_1 \rangle. \tag{3}
\]
The quality of this estimate is then given by
\[ \theta_{1,1} - \theta_{1,1}^{\text{unit}} = \langle u_1 - \hat{u}_1, v_1 \rangle \implies |\theta_{1,1} - \theta_{1,1}^{\text{unit}}| \leq \| u_1 - \hat{u}_1 \|_2 \| v_1 \|_2. \]

**Time-NN.** Flipping the roles of time and unit in the unit-NN approach, first we identify the set \( S_1^{\text{time}} \subset [T + 1] \) such that \( v_{t'} \approx v_1 \) for each \( t' \in S_1^{\text{time}} \). The time-NN estimate is then obtained by averaging the outcomes of unit 1 across these time neighbors:

\[ \hat{\theta}_{1,1}^{\text{time}} = \frac{\sum_{t' \in S_1^{\text{time}}} Y_{1,t'}}{|S_1^{\text{time}}|} = \left\langle u_1, \frac{\sum_{t' \in S_1^{\text{time}}} u_{1,t'}}{|S_1^{\text{time}}|} \right\rangle = \frac{1}{2} \langle \hat{u}_1, \hat{v}_1 \rangle, \tag{4} \]

for which the error is given by
\[ |\theta_{1,1} - \hat{\theta}_{1,1}^{\text{time}}| = \| u_1 - \hat{u}_1 \|_2 \| v_1 - \hat{v}_1 \|_2. \]

**Steps towards an improved nearest neighbors estimate.** In this work, we aim to seek a suitable variant of nearest neighbors estimate, denoted by \( \hat{\theta}_{1,1}^{\text{DR}} \), such that

\[ \theta_{1,1} - \hat{\theta}_{1,1}^{\text{DR}} = \langle u_1 - \hat{u}_1, v_1 - \hat{v}_1 \rangle \quad \text{and} \quad |\theta_{1,1} - \hat{\theta}_{1,1}^{\text{DR}}| \leq \| u_1 - \hat{u}_1 \|_2 \| v_1 - \hat{v}_1 \|_2, \tag{5} \]

where \( \hat{u}_1 \) and \( \hat{v}_1 \) are as defined in (3) and (4). Such an estimate, owing to its error bounded by the product of the error in estimating \( u_1 \) and \( v_1 \), would typically exhibit a better error than the previous \( \hat{\theta}_{1,1}^{\text{unit}} \) and \( \hat{\theta}_{1,1}^{\text{time}} \).

**“Incorrect” guesses.** One might make two “natural” guesses for combining the unit- or time-NN estimates in order to find a better estimator:

\[ \hat{\theta}_{1,1}^{(1)} = \frac{\hat{\theta}_{1,1}^{\text{unit}} + \hat{\theta}_{1,1}^{\text{time}}} {2} = \frac{1}{2} \langle \hat{u}_1, v_1 \rangle + \frac{1}{2} \langle u_1, \hat{v}_1 \rangle, \tag{3.4} \]

\[ \hat{\theta}_{1,1}^{(2)} = \frac{\sum_{t' \in S_1^{\text{time}}} Y_{1,t'}}{|S_1^{\text{time}}|} = \frac{\sum_{t' \in S_1^{\text{time}}} u_{1,t'}}{|S_1^{\text{unit}}|} + \frac{\sum_{t' \in S_1^{\text{time}}} v_{1,t'}}{|S_1^{\text{time}}|} \]  

\[ = \frac{1}{2} \langle \hat{u}_1, \hat{v}_1 \rangle. \tag{3.4} \]

neither of which achieve the first equality in (5). Moreover, simple algebra reveals that
\[ |\langle u_1, v_1 \rangle - \hat{\theta}_{1,1}^{(1)}| \leq \frac{\| u_1 \|_2 \| v_1 - \hat{v}_1 \|_2 + \| u_1 - \hat{u}_1 \|_2 \| v_1 \|_2}{2} \]
and
\[ |\langle u_1, v_1 \rangle - \hat{\theta}_{1,1}^{(2)}| \leq \frac{\| u_1 \|_2 \| v_1 - \hat{v}_1 \|_2 + \| u_1 - \hat{u}_1 \|_2 \| v_1 \|_2}{2}, \]

neither of which are analogous to our desired inequality from display (5).

**The “correct” guess.** Next, we make a constructive guess for \( \hat{\theta}_{1,1}^{\text{DR}} \). Substituting \( \theta_{1,1} = \langle u_1, v_1 \rangle \) and some algebra yields that

\[ \hat{\theta}_{1,1}^{\text{DR}} = \frac{\sum_{t' \in S_1^{\text{time}}} Y_{1,t'} + \sum_{t' \in S_1^{\text{time}}} Y_{j,1} - \sum_{t' \in S_1^{\text{time}}} \sum_{t' \in S_1^{\text{unit}}} Y_{j,t'} - \sum_{t' \in S_1^{\text{time}}} \sum_{t' \in S_1^{\text{unit}}} Y_{j,t'}}{|S_1^{\text{time}}| \cdot |S_1^{\text{unit}}|}, \tag{6} \]

\[ = \frac{\sum_{t' \in S_1^{\text{time}}} \sum_{t' \in S_1^{\text{time}}} (Y_{1,t'} + Y_{j,1} - Y_{j,t'})}{|S_1^{\text{time}}| \cdot |S_1^{\text{unit}}|}, \tag{7} \]

which can be easily computed from the observed data. This intuitive construction turns out to be the “right” one and can be generalized to the case with noisy observations with missing data as well as a class of non-linear factor models. Of course, the construction here was informal and several key steps remain to be formalized, which we now turn our attention to.
2.2.2. Vanilla-NN and DR-NN for missing and noisy data. We begin by formally describing the two vanilla NN variants and conclude with DR-NN.

**Unit-NN.** Given a threshold $\eta_1$, define the unit neighbors $S_{i,t,\eta_1}^{\text{unit}}$ as

$$S_{i,t,\eta_1}^{\text{unit}} \triangleq \{ j \neq i \mid \hat{r}_{i,t}^{\text{unit}}(j) \leq \eta_1 \}$$

with $\hat{r}_{i,t}^{\text{unit}}(j) \triangleq \sum_{t' \neq t} \hat{A}_{i,t'} A_{j,t'} (Y_{i,t'} - Y_{j,t'})^2 / \sum_{t' \neq t} \hat{A}_{i,t'} A_{j,t'}$ for $j \neq i$.

In words, $\hat{r}_{i,t}^{\text{unit}}(j)$ denotes the mean squared distance of observed outcomes for unit $i$ and $j$ at time points except $t$ and the set $S_{i,t,\eta_1}^{\text{unit}}$ denotes the units that are within $\eta_1$ distance from unit $i$. Then the unit-NN estimate is given by

$$\hat{\theta}_{i,t,\eta_1}^{\text{unit}} \triangleq \frac{\sum_{j \in S_{i,t,\eta_1}^{\text{unit}}} A_{j,t} Y_{j,t}}{\sum_{j \in S_{i,t,\eta_1}^{\text{unit}}} A_{j,t}},$$

**Time-NN.** Given the threshold $\eta_2$, define the time neighbors $S_{i,t,\eta_2}^{\text{time}}$ as

$$S_{i,t,\eta_2}^{\text{time}} \triangleq \{ t' \neq t \mid \hat{r}_{i,t}^{\text{time}}(t') \leq \eta_2 \}$$

with $\hat{r}_{i,t}^{\text{time}}(t') \triangleq \sum_{j \neq i} \hat{A}_{j,t} A_{j,t'} (Y_{j,t'} - Y_{j,t'})^2 / \sum_{j \neq i} \hat{A}_{j,t} A_{j,t'}$ for $t' \neq t$.

In words, $\hat{r}_{i,t}^{\text{time}}(t')$ denotes the mean squared distance of observed outcomes for time $t$ and $t'$ across units except unit $i$ and the set $S_{i,t,\eta_2}^{\text{time}}$ denotes the time points that are within $\eta_2$ distance from time $t$. Then the time-NN estimate is given by

$$\hat{\theta}_{i,t,\eta_2}^{\text{time}} \triangleq \frac{\sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} A_{i,t'} Y_{i,t'}}{\sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} A_{i,t'}}.$$

**DR-NN.** We now formally define the DR-NN studied in this work. With the definitions (8) and (10) in place, and using the notation $\eta \triangleq (\eta_1, \eta_2)$, the doubly robust estimate $\hat{\theta}_{i,t,\eta}^{\text{DR}}$ can be defined as

$$\hat{\theta}_{i,t,\eta}^{\text{DR}} \triangleq \frac{\sum_{j \in S_{i,t,\eta_1}^{\text{unit}}} \sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} A_{i,t'} A_{j,t} (Y_{i,t'} + Y_{j,t'})}{\sum_{j \in S_{i,t,\eta_1}^{\text{unit}}} \sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} A_{i,t'} A_{j,t} A_{j,t'}}.$$

Put simply, the DR estimate leverages both unit and time neighbors as each term in the numerator of definition (12) is made of the sum of (i) the outcome of unit $i$ at a similar time point $t'$, and (ii) the outcome of a similar unit $j$ at time $t$, (iii) with an offset term of the outcome of unit $j$ and time $t'$.

**Confidence interval.** Define

$$J_{i,t,\eta} \triangleq \left( \frac{1}{\sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} A_{i,t'}} + \frac{1}{\sum_{t' \in S_{i,t,\eta_1}^{\text{unit}}} A_{j,t}} + \frac{1}{\sum_{t' \in S_{i,t,\eta_2}^{\text{time}}} \sum_{j \in S_{i,t,\eta_1}^{\text{unit}}} A_{i,t'} A_{j,t'} A_{j,t}} \right)^{-1}.$$

Then our $(1 - \alpha)$ confidence interval for $\theta_{i,t}$ is given by

$$\left( \hat{\theta}_{i,t,\eta}^{\text{DR}} - \frac{z_{\alpha/2} \hat{\sigma}}{\sqrt{J_{i,t,\eta}}}, \hat{\theta}_{i,t,\eta}^{\text{DR}} + \frac{z_{\alpha/2} \hat{\sigma}}{\sqrt{J_{i,t,\eta}}} \right),$$

where $z_{\alpha/2}$ denotes the $1 - \alpha/2$ quantile of standard normal random variable, and $\hat{\sigma}^2$ is a consistent estimate of the noise-variance (which can be obtained, e.g., as the validation mean square error like in [7, App. E.2]).
Remark 1 (Sample split for theoretical analysis). To prove our results, we assume that the doubly robust estimate was constructed using a data-split. In particular, we use do a $2 \times 2$ data split chosen uniformly at random: (i) Two equal splits of time points $\{t' \in [T] : t' \neq t\}$ into $T_1$ and $T_2$, and (ii) two equal splits of units $\{j \in [N] : j \neq i\}$ into $N_1$ and $N_2$. We use time points $T_i$ to compute the unit distances $\tilde{\rho}_{i,t}^\text{unit}(j)$ for $j \in N_1$, and identify the unit-neighbors only in the set $N_1$, i.e., $S_{i,t,\eta_1}^\text{unit} \subset N_1$. Next, we use units $N_2$ to compute the time distances $\tilde{\rho}_{t,t}^\text{time}(t')$ for $t' \in T_2$, and identify the time-neighbors only in the set $T_2$, i.e., $S_{i,t,\eta_2}^\text{time} \subset T_2$. On the one hand, this data split inflates the variance of our estimator. On the other hand, it removes the (hard to analyze) bias that might arise due to data-reuse in estimating the two neighbors sets $S_{i,t,\eta_1}^\text{unit}$ and $S_{i,t,\eta_2}^\text{time}$ without any data split.

Remark 2 (Estimates when there are no neighbors). The definitions (9) and (11) to (13) assume that the corresponding denominator is not 0 and our analysis provides a guarantee also only for that case (see Rem. 3). When the denominators in the estimates’ displays are 0, we can simply use $\hat{\rho}_{i,t,\eta_2}^\text{time} = Y_{i,t}$ if $A_{i,t} = 1$ else replace the corresponding summations over the neighbors to include all units, time points or both for unit, time and DR-NN respectively.

3. Main results. In this section, we present our main result, a unit×time wise non-asymptotic guarantee for the doubly-robust nearest neighbor estimate and then discuss its consequences.

3.1. Set-up for analysis. Our analysis makes use of another assumption.

Assumption 4 (Non-linear factor model). The parameters $\Theta$ satisfy

$$\theta_{i,t} = f(u_i, v_t) \quad \text{for all} \quad i \in [N + 1], t \in [T + 1],$$

for a twice continuously-differentiable, Lipschitz function $f$ that satisfies $\sup_{i,t} |f(u_i, v_t)| \leq D$ and $\sup_{u,v} \left\| \nabla^2 f(u, v) \right\|_{\text{op}} \leq L_H$ for some constants $D$ and $L_H$. Furthermore, there exist universal positive constants $c_{f,1}, c_{f,2}, \alpha_1$, and $\alpha_2$ such that

$$\rho^{\text{unit}}(u, u') \triangleq \frac{1}{T + 1} \sum_{t=1}^{T+1} (f(u, v_t) - f(u', v_t))^2 \geq c_{f,1} \|u - u'\|_2^{\alpha_1} \quad \text{for all} \quad u, u', \quad \text{and}$$

$$\rho^{\text{time}}(v, v') \triangleq \frac{1}{N + 1} \sum_{i=1}^{N+1} (f(u_i, v) - f(u_i, v'))^2 \geq c_{f,2} \|v - v'\|_2^{\alpha_2} \quad \text{for all} \quad v, v'.$$

We note that the condition (15) is effectively a convexity condition for the two distances $\rho^{\text{unit}}$ and $\rho^{\text{time}}$. In App. F, we show that (15) holds whenever $f$ is bilinear or satisfy a coercivity condition in both arguments.

Defining pre-existing set of neighbors. Our general results to follow are stated conditioned on the latent factor $\mathcal{U}$ and $\mathcal{V}$. However, these guarantees depend on certain quantities (like the number of neighbors apriori available for a given unit and time). We now exemplify some data generating processes on $\mathcal{U}$ and $\mathcal{V}$, for which it is easy to characterize these quantities.

To simplify notation, we drop the superscript unit and time, and we understand the indices $(i, j)$ are reserved for units, and $(t,t')$ are reserved for time points:

$$S_{i,t} \triangleq \{ j \neq i \mid \rho^{\text{unit}}(u_i, u_j) \leq r \} \quad \text{and} \quad S_{t,t'} \triangleq \{ t' \neq t \mid \rho^{\text{time}}(v_t, v_{t'}) \leq r \},$$

and let $S_{i,t} \overset{d}{=} |S_{i,t}|$ and $S_{t,t'} \overset{d}{=} |S_{t,t'}|$. We discuss two distinct examples for probabilistic generating mechanisms on the latent factors such that one can characterize the size of the sets defined in (16).
EXAMPLE 1 (Discrete unit factors). In this setting, suppose \( \mathcal{U} \) and \( \mathcal{V} \) are generated with i.i.d draws from uniform distributions over \( M_{\text{unit}} \) and \( M_{\text{time}} \) number of distinct \( d \)-dimensional vectors (say a subset of \( \{-1, 1\}^d \)). One can verify that (see [9, Sec. IV.B]) \( S_{i,r} \geq \frac{T}{2M_{\text{time}}} \) for \( r = \Omega(T^{-\frac{2}{3}}) \), and \( S_{t,r} \geq \frac{T}{2M_{\text{time}}} \) for \( r = \Omega(N^{-\frac{1}{3}}) \).

EXAMPLE 2 (Continuous unit factors). In this setting, we assume \( f \) from Assum. 1 is bilinear (i.e., Assum. 5 holds instead of Assum. 1) and assume that \( \mathcal{U} \) and \( \mathcal{V} \) are generated as i.i.d draws (and independent of each other) from uniform distributions over a bounded set in \( \mathbb{R}^d \) (say \( [-c, c]^d \) for \( c = (2/3)^{1/3} \)). In this case, one can verify (see [9, Sec. IV.B]) that \( S_{i,r} = \Theta(N^{-\frac{1}{2}}) \) for \( r = \Omega(T^{-\frac{2}{3}}) \), and \( S_{t,r} = \Theta(T^{-\frac{1}{2}}) \) for \( r = \Omega(N^{-\frac{1}{3}}) \) with high probability.

3.2. Non-asymptotic guarantee. To state our main result, we introduce some shorthands:

\[
e_\delta = c(D + e_\varepsilon)^2 \sqrt{\log(c' \max(N, T)/\delta)},
\]

with universal constants \( c \) and \( c' \). Moreover, we assume that the hyperparameter \( \eta = (\eta_1, \eta_2) \) satisfies

\[
e_\delta \left( (S_{i,\eta_1})^{-\frac{1}{2}} + (S_{t,\eta_2})^{-\frac{1}{2}} \right) \leq p \quad \text{where}
\]

\[
\eta_1' \triangleq \eta_1 - 2\sigma^2 - \frac{e_\delta}{p\sqrt{T}}, \quad \text{and} \quad \eta_2' \triangleq \eta_2 - 2\sigma^2 - \frac{e_\delta}{p\sqrt{N}}.
\]

With the set-up in place, we are now ready to state our first main result.

THEOREM 3.1 (Non-asymptotic guarantee for \( \hat{\theta}_{i,t,\eta}^{\text{DR}} \) with non-linear factor model). Let Assum. 2 to 4 be in force, and consider a tuple \((i, t)\). Given a fixed \( \delta \in (0, 1) \), suppose that the hyperparameter \( \eta = (\eta_1, \eta_2) \) satisfies the regularity condition (18). Then there exists universal constants \( c, c' \) such that conditional on the latent factors \( \mathcal{U}, \mathcal{V} \), the doubly robust estimate \( \hat{\theta}_{i,t,\eta}^{\text{DR}} \) with sample split satisfies

\[
(\hat{\theta}_{i,t,\eta}^{\text{DR}} - \theta_{i,t})^2 \leq E_{\eta}^{\text{DR}} + V_{\eta}^{\text{DR}}, \quad \text{where}
\]

\[
E_{\eta}^{\text{DR}} \triangleq 32L_H^2 \left[ \frac{(\eta_1' + \frac{2e_\delta}{p\sqrt{T}})^{4/\alpha_1}}{e_{f,1}} + \frac{(\eta_2' + \frac{2e_\delta}{p\sqrt{N}})^{4/\alpha_2}}{e_{f,2}} \right] \quad \text{and}
\]

\[
V_{\eta}^{\text{DR}} \triangleq \frac{c\sigma^2}{p} \left( \frac{\log(S_{i,\eta_1}/\delta)}{S_{i,\eta_1}} + \frac{\log(S_{t,\eta_2}/\delta)}{S_{t,\eta_2}} + \frac{\log(S_{i,\eta_1}S_{t,\eta_2}/\delta)}{p^2S_{i,\eta_1}S_{t,\eta_2}} \right),
\]

with probability at least

\[
p_{mn} \triangleq 1 - 2\delta - 2S_{i,\eta_1}e^{-c'p^2S_{i,\eta_1}'} - 2S_{t,\eta_2}e^{-c'p^2S_{t,\eta_2}'} - e^{-c'p^2S_{i,\eta_1}S_{t,\eta_2}}.
\]

See App. A for its proof. Thm. 3.1 provides a generic error bound on our doubly robust estimate for \( \theta_{i,t} \) conditional on \( \mathcal{U}, \mathcal{V} \), with high probability over the sampling mechanism and the noise variables, and decomposes the error into the bias term \( E_{\eta}^{\text{DR}} \) (19a), and the variance term \( V_{\eta}^{\text{DR}} \) (19b). To understand the general result above, we need to place additional structure to unpack the various terms appearing in the display. Throughout, we leverage a bilinear factor model to illustrate the gains of DR-NN over vanilla-NN.

ASSUMPTION 5 (Bilinear factor model). The parameters \( \Theta \) satisfy

\[
\theta_{i,t} = \langle u_i, v_t \rangle \quad \text{for all} \quad i \in [N + 1], t \in [T + 1].
\]
Moreover, there exist constants $c_u$ and $c_v$ such that the latent factors satisfy $\sup_i \| u_i \|_2 \leq c_u$ and $\sup_t \| v_t \|_2 \leq c_v$, and their covariance matrices

$$\Sigma_{\text{unit}} \triangleq \frac{1}{N+1} \sum_{i=1}^{N+1} u_i u_i^\top \quad \text{and} \quad \Sigma_{\text{time}} \triangleq \frac{1}{T+1} \sum_{t=1}^{T+1} v_t v_t^\top,$$

satisfy $\lambda_{\text{unit}} \triangleq \lambda_{\min}(\Sigma_{\text{unit}}) > 0$ and $\lambda_{\text{time}} \triangleq \lambda_{\min}(\Sigma_{\text{time}}) > 0$.

Our next result unpacks the DR-NN guarantee when the factor model is bilinear. Here we state a tighter bound than directly implied by Thm. 3.1 and provide the proof in App. B.

**Corollary 1** (Non-asymptotic guarantee $\widehat{\theta}_{i,t,\eta}^{\text{DR}}$ with bilinear factor model). Let Assum. 2, 3, and 5 be in force. Given a fixed $\delta \in (0, 1)$, suppose that the hyperparameter $\eta = (\eta_1, \eta_2)$ satisfies the regularity condition (18). Then there exists universal constants $c, c'$ such that conditional on the latent factors $U, V$, the doubly robust estimate $\widehat{\theta}_{i,t,\eta}^{\text{DR}}$ with sample split satisfies

$$(\widehat{\theta}_{i,t,\eta}^{\text{DR}} - \theta_{i,t})^2 \leq \mathbb{E}_{\eta}^{\text{DR}} + \mathbb{V}_{\eta}^{\text{DR}} \quad \text{where} \quad \mathbb{E}_{\eta}^{\text{DR}} \triangleq \frac{2}{\lambda_{\text{unit}} \lambda_{\text{time}}} \left( \eta_1' + \frac{2c\delta}{p\sqrt{T}} \right) \left( \eta_2' + \frac{2c\delta}{p\sqrt{N}} \right),$$

with probability at least $p_m$. Here $\mathbb{V}_{\eta}^{\text{DR}}$ and $p_m$ are as in Thm. 3.1.

**Improvement for bilinear factor model and Ex. 1 and 2.** Before turning to a detailed discussion of how Cor. 1 provides an improved guarantee over the vanilla NN variants, we first unpack the error via the next corollary for the settings in Ex. 1 and 2. For clarity, we assume $T = N$, assume $p = \Omega(N^{-\beta})$ for some $\beta \in [0, 1]$—a larger $\beta$ implies more missingness, treat $\delta$ as a constant, and track dependency of the error only on $(N, T)$ in terms of $\tilde{O}$ notation that hides logarithmic dependencies, and constants that depend on $(d, \sigma^2, c_u, c_v, c_e)$.

**Corollary 2** (Error rates for $\widehat{\theta}_{i,t,\eta}^{\text{DR}}$ for Ex. 1 and 2). Consider the set-up of Cor. 1 such that $T = N$ and $p = \Theta(N^{-\beta})$ and let $e_{p,\delta,N} \triangleq \frac{e_p}{p\sqrt{N}}$. Then the following statements hold.

(a) For the setting in Ex. 1 with $M_{\text{unit}} = M_{\text{time}} = M$ and $N$ large enough such that $e_{p, \delta, N} = o(\min_{u \neq u'} \| u - u' \|_2^2)$, then for the choice $\eta_1 = \eta_2 = 2\sigma^2 + 2e_{p, \delta, N}$, with probability at least $1 - 2\delta - 2Ne^{-N^{1-2\beta}/M} - e^{-N^{2-3\beta}/M^2}$, we have

$$(\widehat{\theta}_{i,t,\eta}^{\text{DR}} - \theta_{i,t})^2 \leq \tilde{O}\left( \frac{M}{N^{1-\beta}} \left( 1 + \frac{M}{N^{1-2\beta}} \right) \right).$$

(b) For the setting in Ex. 2 when $\beta = 0$ with the choice $\eta_1 = \eta_2 = 2\sigma^2 + e_{p, \delta, N} + cN^{-\frac{2}{d+4}}$, with probability at least $1 - 2\delta - cNe^{-cN^{4/(d+4)}}$, we have

$$(\widehat{\theta}_{i,t,\eta}^{\text{DR}} - \theta_{i,t})^2 \leq \tilde{O}(N^{-\frac{1}{d+4}}).$$

See App. D for the proof, where we also provide the error expressions for part (b) with a general $\beta \leq \frac{1}{2}$. For a constant $p$ ($\beta = 0$) Cor. 2 provides the following error for the DR-NN estimate:

$$\widehat{\theta}_{i,t,\eta}^{\text{DR}} - \theta_{i,t})^2 = \begin{cases} \tilde{O}(M/N) & \text{for Ex. 1, and} \\ \tilde{O}(N^{-\frac{4}{d+4}}) & \text{for Ex. 2.} \end{cases}$$
Notably $M/N$ resembles a parametric rate, while $N^{-\frac{1}{2+\epsilon}}$ denotes a non-parameteric rate that suffers from the curse of dimensionality. We now discuss how in both settings, (20) establishes the dominance of our DR-NN estimate compared to the unit or time-based NN estimate. Prior work [8, Thm. 1], [7, Cor. 1]\(^2\) establishes that the error scaling for $\hat{\theta}_{i,t,\eta_1}^{\text{time}}$ (which is same as that for $\hat{\theta}_{i,t,\eta_2}^{\text{time}}$ due to symmetry in assumptions) is as follows:

\[
(\hat{\theta}_{i,t,\eta_1}^{\text{unit}} - \theta_{i,t})^2 \leq \tilde{O}(N^{-\frac{1}{2}} + M/N) \text{ for Ex. 1 and } \tilde{O}(N^{-\frac{2}{2+\epsilon}}) \text{ for Ex. 2.} 
\]

Putting (20) and (21) together, we conclude that compared to both the vanilla NN estimates, DR-NN estimate provides a quadratic and near-quadratic in $N$ improvement in the error for discrete factors and continuous factors respectively.

We note that the assumption of uniformity in Ex. 1 and 2 is for simplifying the presentation of Cor. 2, and our proofs can be easily adapted to establish error bounds that scale with the minimum value of the probability mass function instead of $M$ with discrete factors, and with the lower bound on density for continuous factors. With non-identity covariance matrices $\Sigma_{\text{unit}}$, $\Sigma_{\text{time}}$, the results involve constants that scale with dimension $d$, the condition number, and the minimum eigenvalue of the matrices—so that the prior conclusions continue to hold when all these quantities are treated as constants as $N$ and $T$ grow. Finally, when the factor probability mass functions or density functions are not lower bounded, using arguments from from the [9, proof of Cor. 3] and in a manner analogous to [7, Rem. 3], we can still establish suitable lower bounds on $S_{i,r}$ and $S_{i,t}$ with high probability over the draw of $u_i$ and $v_t$ respectively; and consequently suitably modified Thm. 3.1 and Cor. 2 can be interpreted as a high probability error bound on a uniformly drawn estimate from all the $N \times T$ estimates.

**Remark 3** (No neighbors yields vacuous guarantee). *Thm. 3.1 applies only to the estimate (12) and is meaningful when there are enough number of unit and time neighbors. If any of the problem parameters $(N, T, p)$ or the algorithm parameter $\eta$ is too small, the terms $S_{i,\eta_1}$ or $S_{i,\eta_2}$ might become 0 so that the guarantee from Thm. 3.1 would be vacuous.*

### 3.3. Discussion about error improvement with bilinear factor model for general distributions.

We now provide a detailed discussion on two favorable properties of the DR-NN compared to the unit- or time-based NN. We illustrate the key arguments using Cor. 1 for the bilinear factor model throughout this section, and refer the reader to Sec. 3.4 to see how (and when) the arguments can be extended to the non-linear factor model using Thm. 3.1.

We omit $(i, t)$ in our notation and use the shorthand:

\[
\text{Err}_{\eta_1}^{\text{DR}} \equiv B^{\text{DR}}_{\eta_1} + V^{\text{DR}}_{\eta_1},
\]

where $B^{\text{DR}}_{\eta_1}$ and $V^{\text{DR}}_{\eta_1}$ respectively denote the bias and variance of the DR-NN estimate from Cor. 1. Prior work [8, Thm. 1], [7, Thm. 3] (also see Footnote 2) established that

\[
(\hat{\theta}_{i,t,\eta_1}^{\text{unit}} - \theta_{i,t})^2 \leq \frac{2}{\lambda_{\text{time}}} \left( \eta_1' + \frac{e_\delta e \sigma^2}{\sqrt{T}} \right) + \frac{e_\delta e_\sigma^2}{p S_{i,\eta_1}} \leq \text{Err}_{\eta_1}^{\text{unit}} \quad \text{and}
\]

\[
(\hat{\theta}_{i,t,\eta_1}^{\text{time}} - \theta_{i,t})^2 \leq \frac{2}{\lambda_{\text{time}}} \left( \eta_1' + \frac{e_\delta e \sigma^2}{\sqrt{T}} \right) + \frac{e_\delta e_\sigma^2}{p S_{i,\eta_1}} \leq \text{Err}_{\eta_1}^{\text{time}}.
\]

\(^2\) Both works do not provide the stated bound explicitly; [8, Thm. 1] derives it implicitly in their proofs, and [7, Thm. 3, Cor. 1] establishes the bound for an adaptively sampled setting that provides the stated bound in our setting as a special case (see [7, Rem. 5]).
(23b) \[(\hat{\theta}_{i,t,\eta_2} - \theta_{i,t})^2 \leq \frac{2}{\lambda_{\text{unit}}} \left( \eta_2 + \frac{ce_\delta}{p\sqrt{N}} \right) + \frac{c' e_\delta \sigma^2}{pS_{i,\eta_2}} \triangleq \text{Err}_{\eta_2}^\text{time}, \]

with high probability. (For simplicity we treat $p$ as a constant going forward.) Comparing (23a) and (23b) with (19), we find that up to logarithmic factors, the bias and variance of DR-NN estimator satisfies

\[(24) \quad \mathbb{B}_{\eta}^\text{DR} \approx \mathbb{B}_{\eta_1}^\text{unit} \mathbb{B}_{\eta_2}^\text{time} \quad \text{and} \quad \mathbb{V}_{\eta}^\text{DR} \approx \mathbb{V}_{\eta_1}^\text{unit} + \mathbb{V}_{\eta_2}^\text{time} + \text{higher-order-term}.\]

In simple words, the bias and variance of $\hat{\theta}_{i,t,\eta}$ are respectively given by the product of biases and sum of variances of the two vanilla NN estimates ($\hat{\theta}_{i,t,\eta_1}$ and $\hat{\theta}_{i,t,\eta_2}$). Note that $\mathbb{B}_{\eta_1}^\text{unit}$ and $\mathbb{V}_{\eta_1}^\text{unit}$ exhibit a trade-off with $\eta_1$: As $\eta_1$ decreases to $2\sigma^2$ (and consequently $\eta_1'$ to 0), the $\mathbb{B}_{\eta_1}^\text{unit}$ (23a) decreases to $\mathcal{O}(T^{-\frac{1}{2}})$, but $\mathbb{V}_{\eta_1}^\text{unit}$ increases as $S_{i,\eta_1'}$ decreases to 0 (16). The threshold $\eta_2$ characterizes a similar trade-off between $\mathbb{B}_{\eta_2}^\text{time}$ and $\mathbb{V}_{\eta_2}^\text{time}$. Putting these observations together, yield two conclusions that we elaborate in the next two sections.

Let us denote the optimal choice of $\eta_1$ and $\eta_2$ for minimizing $\mathbb{E}_{\eta_1}^\text{unit}$ and $\mathbb{E}_{\eta_2}^\text{time}$ by $\eta_{\text{unit}}$ and $\eta_{\text{time}}$ respectively. Moreover, let the optimum choice of $\eta$ for $\text{Err}_{\eta}^\text{DR}$ be denoted by $\eta_{\text{DR}} \triangleq (\eta_{\text{unit}}^\text{DR}, \eta_{\text{time}}^\text{DR})$. Note that throughout we use the fact that for any estimator, at the optimum choice of hyper-parameter, the bias and variance terms (and hence their sum, i.e., the error) are of the same order, e.g., $\text{Err}_{\eta_1}^\text{unit} \times \mathbb{V}_{\eta_1}^\text{unit} \approx \mathbb{V}_{\eta_1}^\text{unit}$.  

3.3.1. **DR-NN estimate is doubly robust to heterogeneity in user and time factors.** First, we show that the DR-NN estimate is (roughly) at least as good as the better of the two vanilla NN estimates.

Suppose $\hat{\theta}_{\eta_{\text{time}}}^\text{time}$ provides a vanishing error, so that at optimum we have $\text{Err}_{\eta_{\text{time}}}^\text{time} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} = \mathcal{O}(N^{-1/2})$. Next, choose $\eta_1$ large enough, such that $\mathbb{B}_{\eta_1}^\text{unit} = \Theta(1)$ and $\mathbb{V}_{\eta_1}^\text{unit} = \mathcal{O}(N^{-1})$ (since $S_{i,\eta_1} = N$ as $\eta_1 \to \infty$) so that

\[
\text{Err}_{\eta_{\text{DR}}}^\text{DR (i)} \leq \text{Err}_{\eta_{\text{time}}}^\text{time} \cdot \mathbb{B}_{\eta_{\text{time}}}^\text{time} + \mathbb{V}_{\eta_{\text{time}}}^\text{time} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} = \text{Err}_{\eta_{\text{time}}}^\text{time}
\]

where step (i) follows from optimality of $\eta_{\text{DR}}$ and step (ii) from the fact that $\mathbb{V}_{\eta_{\text{time}}}^\text{time} = \mathcal{O}(N^{-1/2})$ and $\mathbb{V}_{\eta_{\text{unit}}}^\text{unit} = \mathcal{O}(N^{-1})$. Flipping the roles of $\hat{\theta}_{\eta_{\text{unit}}}^\text{unit}$ and $\hat{\theta}_{\eta_{\text{time}}}^\text{time}$, we can find $\eta_2$ such that

\[
\text{Err}_{\eta_{\text{DR}}}^\text{DR} \leq \text{Err}_{\eta_{\text{unit}}, \eta_{\text{time}}}^\text{DR} \times \mathbb{B}_{\eta_{\text{unit}}}^\text{unit} + \mathbb{V}_{\eta_{\text{unit}}}^\text{unit} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} = \text{Err}_{\eta_{\text{unit}}}^\text{unit}
\]

Putting the pieces together, we have concluded that

\[(25) \quad \text{Err}_{\eta_{\text{DR}}}^\text{DR} \approx \min \{ \text{Err}_{\eta_{\text{unit}}}^\text{unit}, \text{Err}_{\eta_{\text{time}}}^\text{time} \}. \]

In other words, the error guarantee of the DR-NN estimate (after tuning $\eta$) is at least as good as that obtained by tuning either of the two vanilla NN estimates. And thus we conclude that $\hat{\theta}_{i,t,\eta}$ is doubly robust to heterogeneity in the user and time factors—as long as one of them provides enough number of good neighbors (either for unit $i$ or time $t$), our DR estimator with well tuned hyperparameters provides a non-trivial error guarantee.

3.3.2. **DR-NN estimate improves upon both unit and time neighbors estimate when each provides vanishing errors.** We now consider the setting where both time and unit neighbors estimate provides vanishing error. Note that for the optimal choices of thresholds,

\[
\text{Err}_{\eta_{\text{unit}}}^\text{unit} \times \mathbb{V}_{\eta_{\text{unit}}}^\text{unit} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} \ll 1, \quad \text{Err}_{\eta_{\text{time}}}^\text{time} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} \times \mathbb{V}_{\eta_{\text{time}}}^\text{time} \ll 1.
\]
These rough calculations immediately imply that the choice $\eta = (\eta_{\text{init}}, \eta_{\text{time}})$ is sub-optimal for $\hat{\theta}^{\text{DR}}_{i,t,\eta}$ since the error for this estimate at such a choice is dominated by the variance term:

$$(26) \quad \mathbb{E}_{\eta_{\text{init}}} \mathbb{E}_{\eta_{\text{time}}} \mathcal{V}_{\eta_{\text{init}}} \mathcal{V}_{\eta_{\text{time}}} \ll \mathcal{V}_{\eta_{\text{init}}} + \mathcal{V}_{\eta_{\text{time}}} \quad \Rightarrow \quad \text{Err}^{\text{DR}}_{(\eta_{\text{init}}, \eta_{\text{time}})} = O(\mathcal{V}_{\eta_{\text{init}}} + \mathcal{V}_{\eta_{\text{time}}}).$$

In contrast, the optimal choices would satisfy $\mathbb{E}_{\eta_{i,\text{init}}} \mathcal{V}_{\eta_{i,\text{init}}} \ll \mathcal{V}_{\eta_{i,\text{init}}} + \mathcal{V}_{\eta_{i,\text{time}}}$. Under regularity conditions that as we increase the value of $(\eta_{1, \eta_2})$ (in each coordinate) from $\eta_{\text{init}}, \eta_{\text{time}}$ the bias terms in (29) increase, and the variance terms decrease, we find that at the optimum choice for DR-NN estimate—denoted by $\eta_{\text{DR}} \triangleq (\eta_{1,\text{DR}}, \eta_{2,\text{DR}})$, we have $\mathcal{V}_{\eta_{1,\text{DR}}} \ll \mathcal{V}_{\eta_{\text{init}}}$, and consequently that

$$(27) \quad \text{Err}^{\text{DR}}_{\eta_{\text{DR}}} \ll \mathbb{E}_{\eta_{1,\text{DR}}} \mathcal{V}_{\eta_{1,\text{DR}}} \ll \mathcal{V}_{\eta_{1,\text{DR}}} + \mathcal{V}_{\eta_{2,\text{DR}}} \ll \min\{\text{Err}^{\text{unit}}_{\eta_{\text{init}}}, \text{Err}^{\text{time}}_{\eta_{\text{time}}}\} = \min\{\mathcal{V}_{\eta_{\text{init}}}, \mathcal{V}_{\eta_{\text{time}}}\}.$$ 

That is, when both hyperparameters for DR-NN estimate are tuned, its error would provide a significant improvement over the error obtained by the either of the unit or time neighbors estimate.

3.4. Improvement for non-linear factor model. For a non-linear factor model satisfying Assum. 4, the general guarantee of Thm. 3.1 guarantees the following decomposition (rather than (24))

$$(28) \quad \mathbb{E}_{\eta}^{\text{DR}} \approx (\mathbb{E}_{\eta_{i,\text{init}}}^{\text{unit}})^2 + (\mathbb{E}_{\eta_{i,\text{time}}}^{\text{time}})^2 \quad \text{and} \quad \mathbb{V}_{\eta}^{\text{DR}} \approx \mathcal{V}_{\eta_{i,\text{init}}} + \mathcal{V}_{\eta_{i,\text{time}}} + \text{higher-order-term}.$$ 

When $\hat{\theta}^{\text{unit}}_{i,t,\eta_{i,\text{init}}}$ and $\hat{\theta}^{\text{time}}_{i,t,\eta_{i,\text{time}}}$ have vanishing error, the choice $\eta = (\eta_{\text{init}}, \eta_{\text{time}})$ is sub-optimal for $\hat{\theta}^{\text{DR}}_{i,t,\eta}$ since

$$(29) \quad \mathbb{E}_{\eta_{\text{init}}, \eta_{\text{time}}}^{\text{DR}} \approx (\mathbb{E}_{\eta_{\text{init}}}^{\text{unit}})^2 + (\mathbb{E}_{\eta_{\text{time}}}^{\text{time}})^2 \ll \mathbb{E}_{\eta_{\text{init}}} + \mathbb{E}_{\eta_{\text{time}}} \ll \mathcal{V}_{\eta_{\text{init}}} + \mathcal{V}_{\eta_{\text{time}}} 
\ll \mathcal{V}^{\text{DR}}_{\eta_{\text{init}}, \eta_{\text{time}}}.$$ 

Under regularity conditions analogous to that discussed between displays (27) and (29), for the optimal choice $\eta_{\text{DR}}$, we would have $\eta_{1,\text{DR}} - 2\sigma^2 \gg \eta_{\text{init}} - 2\sigma^2$ and $\eta_{2,\text{DR}} - 2\sigma^2 \gg \eta_{\text{time}} - 2\sigma^2$ so that $\mathcal{V}_{\eta_{1,\text{DR}}} \ll \mathcal{V}_{\eta_{\text{init}}}$, $\mathcal{V}_{\eta_{2,\text{DR}}} \ll \mathcal{V}_{\eta_{\text{time}}}$ and hence

$$\text{Err}^{\text{DR}}_{\eta_{\text{DR}}} \ll \mathcal{V}_{\eta_{1,\text{DR}}} + \mathcal{V}_{\eta_{2,\text{DR}}} \ll \text{Err}^{\text{unit}}_{\eta_{\text{init}}} + \text{Err}^{\text{time}}_{\eta_{\text{time}}}.$$ 

In full generality, this display does not provide a guarantee as strong as (25) or (27) (and its due to the sum of squared biases in (28)). However, under mild conditions, Thm. 3.1 does establish that $\hat{\theta}^{\text{DR}}_{i,t,\eta}$ provides a significant improvement over both the vanilla NN estimates as our next corollary illustrates (see App. E for the proof):

COROLLARY 3 (Error rates for $\hat{\theta}^{\text{DR}}_{i,t,\eta}$ with non-linear factor models). Let $p \geq c$ for some constant $c > 0$ and enforce the setting of Thm. 3.1. If $S_{i,r} = \Theta(N^{r^{\beta_1}})$ and $S_{t,r} = \Theta(T^{r^{\beta_2}})$ for some $\beta_1, \beta_2 \geq 0$, then there exists a choice of $\eta = (\eta_{1, \eta_2})$ such that

$$\left(\hat{\theta}^{\text{DR}}_{i,t,\eta} - \theta_{i,t}\right)^2 \approx \tilde{O}(N^{-(\frac{4}{4+\alpha_2^{\beta_2}})})$$

where $\tilde{O}$ hides logarithmic dependence on $(N, T)$. Consequently, if $N = T$ and $\alpha_1 = \alpha_2 = \alpha$ and $\beta_1 = \beta_2 = \beta$, then with constant probability

$$\left(\hat{\theta}^{\text{DR}}_{i,t,\eta} - \theta_{i,t}\right)^2 \approx \tilde{O}(N^{-(\frac{4}{4+\alpha^{\beta}})})$$

For the unit-NN or time-NN estimate, the analog of the error bound (30) (under the same assumptions) can be derived to scale as follows:

$$(31) \quad \left(\hat{\theta}^{\text{unit}}_{i,t,\eta} - \theta_{i,t}\right)^2 \approx \tilde{O}(N^{-(\frac{4}{4+\alpha^{\beta}})}) \begin{cases} \approx \tilde{O}(N^{-\frac{4}{4+\alpha^{\beta}}}) & \text{if } \alpha > 0 \text{ or } \alpha > 2. \end{cases}$$
That is, up to logarithmic factors, the upper bound (30) on the error of DR-NN estimator is never worse than the upper bound (31) on the error of unit-NN (or time-NN) estimator; and is strictly better if either $\alpha \beta > 0$ or $\alpha > 2$. Here steps (i) and (ii) are consequences of the following two observations: First,

$$a_j \leq b_j \text{ for } j = 1, 2 \implies \min(a_1, a_2) \leq \min(b_1, b_2)$$

(where $\leq$ can be replaced by $<$ as well; and second,

$$\frac{2}{2 + \alpha \beta} \leq \frac{4}{4 + \alpha \beta} \text{ for all } \alpha, \beta \geq 0 \text{ and } \frac{2}{2 + \alpha \beta} < \frac{4}{4 + \alpha \beta} \text{ if } \alpha \beta > 0.$$  

3.5. Asymptotic guarantees for the DR-NN estimates. We now establish asymptotic guarantees for the estimate $\hat{\theta}^\text{DR}_{i,t,\eta}$ under an appropriate scaling of the problem parameters $(p, N, T)$ assuming that the hyper-parameter $\eta$ is tuned suitably.

**THEOREM 3.2** (Asymptotic error guarantee for $\hat{\theta}^\text{DR}_{i,t,\eta}$ with non-linear factor models). Let the set-up of Thm. 3.1 hold with constant $L_H, c_{f,1}$, and $c_{f,2}$ and define

(32)

$$\mathbb{E}^\text{DR}_{\eta,\text{asympt}} = \left[ (\eta_1 - 2\sigma^2 + \frac{c\sqrt{\log(N+T)}}{p\sqrt{T}})^{4/\alpha_1} + (\eta_2 - 2\sigma^2 + \frac{c'\sqrt{\log(N+T)}}{p\sqrt{N}})^{4/\alpha_2} \right].$$

Then conditional on the latent factors $U = (u_j)_{j=1}^\infty, V = (v_{t'}')_{t'=1}^\infty$, the following results hold as both $N$ and $T \to \infty$ and $\eta \to (2\sigma^2, 2\sigma^2)$.

(a) Asymptotic consistency: If $\mathbb{E}^\text{DR}_{\eta,\text{asympt}} \to 0$ and

(33)

$$\frac{p\log(S_{i,\eta_1}) + \log(S_{i,\eta_1'})}{p^2 S_{i,\eta_1'}} + \frac{p\log(S_{i,\eta_2}) + \log(S_{i,\eta_2'})}{p^2 S_{i,\eta_2'}} + \frac{p\log(S_{i,\eta_1'} S_{i,\eta_2'}) + 1}{p^3 S_{i,\eta_1'} S_{i,\eta_2'}} \to 0,$$

then $\hat{\theta}^\text{DR}_{i,t,\eta} \xrightarrow{P} \theta_{i,t}$.

(b) Asymptotic normality: Recall the definition (13) of $J_{i,t,\eta}$. If

(34)

$$J_{i,t,\eta}^\text{DR}_{\eta,\text{asympt}} \to 0$$

and

(35)

$$\min \left\{ \frac{\log(S_{i,\eta_1})}{p^2 S_{i,\eta_1'}}, \frac{\log(S_{i,\eta_2'})}{p^2 S_{i,\eta_2'}}, \frac{1}{p^3 S_{i,\eta_1'} S_{i,\eta_2'}} \right\} \to 0,$$

then $\sqrt{J_{i,t,\eta}} (\hat{\theta}^\text{DR}_{i,t,\eta} - \theta_{i,t}) \implies \mathcal{N}(0, \sigma^2)$.

**REMARK 4** (Bilinear factor model). When Assum. 5 also holds in Thm. 3.2 with the latent factors $U, V$ satisfying $\lim_{N \to \infty} \frac{\sum_{i=1}^{N+1} u_i v_i}{N+1} = c_1 I$ and $\lim_{T \to \infty} \frac{\sum_{i=1}^{T} v_{t'} v_{t'}'}{T} = c_2 I$ for some constants $c_1$ and $c_2$, then the definition (32) of $\mathbb{E}^\text{DR}_{\eta,\text{asympt}}$ can be sharpened to

$$\mathbb{E}^\text{DR}_{\eta,\text{asympt}} \triangleq \frac{2}{\lambda_{\text{unit}}} \left( \eta_1 - 2\sigma^2 + \frac{c\sqrt{\log(N+T)}}{p\sqrt{T}} \right) \left( \eta_2 - 2\sigma^2 + \frac{c' \sqrt{\log(N+T)}}{p\sqrt{N}} \right).$$

The proof of this claim can be derived directly from using Cor. 1 instead of Thm. 3.1 in the proof of Thm. 3.2.

Thm. 3.2(b) states the conditions under which the interval (14) provides a valid $1 - \alpha$ coverage asymptotically. We can deduce from the proof that $J_{i,t,\eta} \propto \frac{p^2 S_{i,\eta_1'} S_{i,\eta_2'}}{S_{i,\eta_1'}^2 + S_{i,\eta_2'}^2}$, so that for
\( \eta = \eta_{DR} \), the width of the asymptotic confidence interval (14), denoted as \( \text{Width}_{DR} \), scales as

\[
\text{Width}_{DR} \propto \frac{1}{\sqrt{p \min(S_{i,\eta_{1,DR}}, S_{t,\eta_{2,DR}})}} \times \sqrt{\max\{\frac{\eta_{\text{unit}}}{\eta_{1,DR}}, \frac{\eta_{\text{time}}}{\eta_{2,DR}}\}}
\]

On the other hand, for the vanilla NN estimates, the width of the corresponding asymptotic confidence intervals (when the estimates are asymptotically normal) scale as

\[
\text{Width}_{\text{unit}} \propto \sqrt{\frac{\eta_{\text{unit}}}{\eta_{1,DR}}} \quad \text{and} \quad \text{Width}_{\text{time}} \propto \sqrt{\frac{\eta_{\text{time}}}{\eta_{2,DR}}}
\]

When the underlying model is a bilinear factor model, combining the observations with our discussion in Sec. 4.2, we show how alternate principles from related work can be used to derive a "triply robust"-NN for a tensor completion problem.

Remark 5 (Growth of \( J_{i,t,\eta} \)). The condition (34) requires that \( J_{i,t,\eta} \) does not grow too quickly compared to the decay of the bias. Such a condition is natural for nearest neighbor like estimators and has also arisen in prior work [7, Thm. 3.2(b)]. Such an issue can be tackled by random sub-sampling the neighbors and limit the number of neighbors being used to construct the interval so that the condition (34) holds by design (e.g., for \( \hat{\theta}_{i,t,\eta}^{\text{unit}} \), [7] randomly sub-sample the units from \( S_{i,\eta_{i}'} \)).

4. Discussion. In this section, we present a detailed discussion of our results and its consequences in the context of broader literature on missing data, doubly robust estimation, and causal panel data problems. We start by illustrating in Sec. 4.1 how the intuitive construction from Sec. 2.2 can guide us to derive a “triply robust”-NN for a tensor completion problem. Next, in Sec. 4.2 we show how alternate principles from related work can be used to derive the same DR-NN estimate. Sec. 4.3 presents a discussion of the consequences of our results more broadly for problems in counterfactual inference and causal panel data.

4.1. “Triply robust” nearest neighbors for tensor denoising. The ideas considered in this work can also be extended to construct improved nearest neighbor estimates for denoising tensor latent factor model. Consider an \( N \times T \times M \) dimensional tensor \( Y \) that satisfies

\[
Y = \Theta + E \quad \text{or equivalently} \quad Y_{i,t,a} = \theta_{i,t,a} + \varepsilon_{i,t,a} \quad \text{where} \quad \theta_{i,t,a} = \sum_{r=1}^{d} u_{i,r} v_{t,r} w_{a,r},
\]

i.e., \( \theta_{i,t,a} = u_{i} \otimes v_{t} \otimes w_{a} \) for \((i, t, a) \in [N] \times [T] \times [M]\). Here \( u_{i}, v_{t}, w_{a} \in \mathbb{R}^{d} \) denote the latent factors associated with the three indices and all dimensions \( N, T, M \) are assumed to
be large. For simplicity, we assume the tensor is fully observed (so that we are doing tensor denoising) but our estimate can be easily generalized to the setting where entries in the tensor are missing completely at random (so that we are doing tensor completion).

Consider the task of estimating $\theta_{i,t,a}$ via nearest neighbors and suppose we are given the neighbors along the three dimensions: (i) unit neighbors $S_{i,t,a}^{\text{unit}} \subset [N]$ (ii) time neighbors $S_{i,t,a}^{\text{time}} \subset [T]$ and (iii) $S_{i,t,a}^{\text{intervention}} \subset [M]$. Then the vanilla nearest neighbor estimates for estimating $\theta_{i,t,a}$ would correspond to averaging the outcomes (i) $\{Y_{j,t,a}, j \in S_{i,t,a}^{\text{unit}}\}$, namely unit-NN, (ii) $\{Y_{i,t',a}, t' \in S_{i,t,a}^{\text{time}}\}$, namely time-NN, and (iii) $\{Y_{i,t,a'}, a' \in S_{i,t,a}^{\text{intervention}}\}$, namely intervention-NN.

The ideas in the paper can be directly applied to build an estimator that provides good error as long as any of the three vanilla NN estimates provides good error, and an improved error if two or more of the estimates provide vanishing error. The starting point of building such an estimator is a calculation akin to (7). Suppose we consider a simplified noiseless setting where $Y_{j,t',a'} = u_j v_{t'} w_{a'}$ and we are missing the entry $Y_{i,t,a} = u_i v_t w_a$. Then our goal is to find an estimator $\hat{\theta}^{TR}_{i,t,a}$ such that

$$u_i v_t w_a - \hat{\theta}^{TR}_{i,t,a} = (u_i - \hat{u}_i)(v_t - \hat{v}_t)(w_a - \hat{w}_a)$$

$$= (u_i v_t + \hat{u}_i \hat{v}_t - u_i \hat{v}_t)(w_a - \hat{w}_a)$$

$$= u_i v_t w_a + \hat{u}_i \hat{v}_t w_a - u_i \hat{v}_t w_a - \hat{u}_i v_t w_a - u_i v_t w_a + \hat{u}_i v_t \hat{w}_a + u_i \hat{v}_t \hat{w}_a + \hat{u}_i \hat{v}_t \hat{w}_a$$

which motivates the following estimator

$$\hat{\theta}^{TR}_{i,t,a} = \frac{\sum_{j \in S_{i,t,a}^{\text{unit}}, t' \in S_{i,t,a}^{\text{time}}, a' \in S_{i,t,a}^{\text{intervention}}} Y_{j,t',a'} + Y_{i,t',a} + Y_{i,t,a'} + Y_{j,t',a'} - Y_{j,t,a'} - Y_{j,t,a'} - Y_{i,t,a'}}{|S_{i,t,a}^{\text{unit}}||S_{i,t,a}^{\text{time}}||S_{i,t,a}^{\text{intervention}}|}$$

The analysis of this paper can be extended to show that this estimator is robust to heterogeneity in the three sets of factors $\{u_j\}$, $\{v_{t'}\}$ and $\{w_{a'}\}$. In particular, the performance of the estimate $\hat{\theta}^{TR}_{i,t,a}$ would be at least as good as the best of the three vanilla NN estimates whenever at least one of them provides a non-trivial error, and better than any of them as long as at least two of them provide a non-trivial error.

4.2. Alternative derivations of DR-NN. While we provided an intuitive justification of DR-NN estimator earlier in Sec. 2.2.2, we now show how it can also be derived using other commonly used ideas of bias-correction and orthogonal loss function minimization.

**DR-NN as bias adjusted vanilla NN.** Consider the following term appearing in the sum on the numerator of the RHS in the display (12):

$$Y_{i,t'} + Y_{j,t} - Y_{j,t'}$$

Note that the term $Y_{i,t'}$ can be treated as the NN estimate for unit $i$ at time $t$, estimated using the time neighbor $t'$. With this view point, the term $Y_{j,t'} - Y_{j,t}$ approximates the bias of the time neighbor $t'$, for estimating outcomes at time $t$ (notably the bias is estimated using unit neighbors for unit $i$). Since the term (36) is equal to the time-NN estimate minus the bias proxy, we can interpret it (and thereby its average, the DR-NN estimate) as a bias-adjusted time NN estimate, where the unit neighbors are being used to approximate the bias. By flipping the roles of time and unit neighbors, i.e., by treating the term $Y_{j,t}$ as the unit-NN estimate, and the term $Y_{j,t'} - Y_{i,t'}$ as the bias approximation, DR-NN estimate can be interpreted as bias-adjusted unit NN. This construction can be interpreted as a suitable adaptation of the bias-corrected matching estimators for average treatment effects. In particular, [1] used a covariate-based outcome prediction to approximate the bias and subsequently, use
the estimate to debias their NN estimate for average treatment effect in a static setting with a single outcome for each unit [1]. In contrast, here we directly use suitably chosen outcomes for bias adjustment, and provide entry-wise guarantees in a setting with multiple observations for multiple units (without using any covariates).

**DR-NN as minimizer of an orthogonal loss function.** Since our main goal is estimating \( \theta_{i,t} \), the latent factors \( u_i \) and \( v_t \) serve as nuisance parameters. We can define a loss function for estimating the parameter of interest as a function of the nuisance parameters:

\[
L_\ast(\theta_{i,t}, (u, v)) = (\theta_{i,t} - u^\top v)^2
\]

A zeroth-order approximation of this loss function is given by \( L_0(\theta, (u, v)) = (\theta - u^\top v)^2 \).

So that for the nuisance estimates \( \hat{u}_i \) and \( \hat{v}_t \), the estimate for \( \theta_{i,t} \) satisfies

\[
\arg\min_\theta L_0(\theta, (\hat{u}_i, \hat{v}_t)) = \hat{u}_i \hat{v}_t.
\]

A first-order approximation to the true loss, also called the orthogonal loss [5, Eq. (1)], is given by

\[
L_1(\theta, (u, v)) \triangleq L_0(\theta, (u, v)) + \left< \nabla_{u,v} L_0(u,v), \begin{bmatrix} u_i - u \\ v_t - v \end{bmatrix} \right>
\]

\[
= (\theta - u^\top v)^2 + 2(u^\top v - \theta) \left< \begin{bmatrix} v \\ u \end{bmatrix}, \begin{bmatrix} u_i - u \\ v_t - v \end{bmatrix} \right>
\]

\[
= (\theta - u^\top v)^2 + 2(u^\top v - \theta)(v^\top u_i + u^\top v_t - 2u^\top v)
\]

Now, given the nuisance estimates \( \hat{u}_i \) and \( \hat{v}_t \), the minimizer of the \( L_1 \) for \( \theta_{i,t} \) satisfies

\[
\arg\min_\theta L_1(\theta, (\hat{u}_i, \hat{v}_t)) = \hat{u}_i \hat{v}_t + u_i \hat{v}_t - \hat{u}_i \hat{v}_t,
\]

which matches the expression in (6). Thus, this construction can be treated as a particular instance of orthogonal machine learning, adapted to panel data settings.

**4.3. Consequences for counterfactual inference and causal panel data problems.** We now provide a brief illustration of how that our model and estimates are relevant also for counterfactual inference in panel data settings and on-adaptive experiments. For example, consider a setting with \( N + 1 \) users that are assigned multiple binary treatments taking value in \( \{0, 1\} \) over \( T + 1 \) decision times. In particular, suppose \( A_{i,t} \) denotes the value of the binary treatment assigned to unit \( i \in [N+1] \) at time \( t \in [T+1] \) and \( Y_{i,t} \) denotes the outcome observed for unit \( i \) after the treatment was assigned at time \( t \). Moreover, suppose that for each user at each time there exist two mean potential outcomes, one of which is observed up to some noise as per the following outcome model:

\[
Y_{i,t}^{(a)} = \theta_{i,t}^{(a)} + \epsilon_{i,t} \quad \text{for} \quad a \in \mathcal{A} \quad \text{and} \quad Y_{i,t}^{(A_a,i)} = Y_{i,t}^{(A_{a,i})}.
\]

Here for each treatment \( a \in \{0, 1\} \), the tuple \( (Y_{i,t}^{(a)}, \theta_{i,t}^{(a)}) \) denotes the counterfactual outcome (also referred to as the potential outcome [10, 12]) and its mean under treatment \( A_{i,t} = a \) and \( \epsilon_{i,t} \) denotes exogenous and i.i.d zero mean noise with variance \( \sigma^2 \). It is easy to see that (37) can be treated as two instances of the problem described in (1). That is, the estimates and the associated guarantees derived in this work directly apply for the task of estimating both \( \theta_{i,t}^{(0)} \) and \( \theta_{i,t}^{(1)} \) when the treatments are assigned independently with constant probability \( p \). We note that such treatment patterns are commonly used for just in time interventions for experiments on digital platforms, like mobile health and online education. Such studies often form the basis of subsequent adaptive trials and are called exploratory trials. In prior work, NN-based estimates have been used for counterfactual inference in such settings and for these problems DR-NN strategy provides an improved set of estimates.
Relation to synthetic difference in differences (SDID). We note that the SDID estimator \([4]\) shares similarities with the DR-NN estimator in this work. SDID estimates the averaged outcome for a collection of units over a collection of time points, by combining two classical estimators (i) synthetic control and (ii) difference-in-difference and then debiasing them. The estimator has a same form as our DR-NN, once we map unit-NN as a special case of synthetic control estimator and time-NN as a special case of difference-in-difference estimator. While unit-NN, time-NN, and DR-NN each provide guarantees for a single outcome, the SC and DID estimators provide non-trivial error guarantees for an averaged outcome across time for a given unit and averaged outcome across units for a given time respectively, while SDID provides non-trivial error for averages of multiple units across multiple time points. Moreover, SC, DID and SDID do not handle missing data settings like considered here while NN estimators are well-suited for the settings considered by SC, DID and SDID, as well as the settings considered in this work where entries are stochastically missing (or the treatments are randomized). With these points in mind, we conclude that DR-NN can be interpreted as a generalization of the SDID estimator to obtain unit-time level treatment effect guarantees for a wide range of treatment patterns.

5. Conclusion. In this work, we introduced and analyzed doubly robust variant of nearest neighbors. We provided non-asymptotic and asymptotic guarantees for entry-wise estimation for missing panel data under a latent factor model. We showed that the estimate’s double robustness to the underlying heterogeneity in latent factors makes it a superior algorithm compared to the unit-NN and time-NN algorithms.

The simplicity and interpretability of nearest neighbors makes them attractive approaches for estimation in a range of settings and consequently this work offers several venues of future research. We assumed that the data is missing in an exogenous manner. However, in many settings, like causal panel data, the missingness pattern is often endogenous as the likelihood of observing an outcome depends on the underlying mean parameter. In sequential experimental settings, the missingness is determined by a learning policy which takes in historical observations to decide which entries to observe next. Vanilla NN variants or their suitable variations have been shown to be effective in both such settings \([2, 7]\). Developing and analyzing suitable analogs of doubly robust NN for such settings is of significant interest. Furthermore, we assumed, like prior works on nearest neighbors, that the noise in the observations have identical variances. It is of natural interest to empower NN algorithms to handle heteroskedastic noise. Finally, recent work \([13]\) has established favorable results with nearest neighbors for matrix estimation with side information. In particular, assuming that one set of (unit or time) factors are known, they establish minimax optimality of a suitable variant of NN for a range of settings. A natural future direction is to design NN estimates that are also robust to imperfect knowledge of the side information in such problems.

APPENDIX A: PROOF OF THM. 3.1: NON-ASYMPTOTIC GUARANTEE FOR \(\hat{\theta}^{\text{DR}}_{i,t,\eta}\) WITH NON-LINEAR FACTOR MODEL

We start with a basic decomposition of the error into a bias and a variance term in App. A.1 and then proceed to bound the two terms respectively in App. A.2 and A.3.

A.1. Basic decomposition. Define the shorthands \(M_{i,j,t,t'} \triangleq \hat{A}_{i,t}A_{j,t}A_{j,t'}\), \(\hat{\theta} \triangleq \sum_{j \in S_{\text{unit}}, t \in S_{\text{time}}} M_{i,j,t,t'}(\hat{\theta}_{i,t} + \theta_{j,t} - \theta_{j,t'})\) and \(\hat{\epsilon} \triangleq \sum_{j \in S_{\text{unit}}, t \in S_{\text{time}}} M_{i,j,t,t'}(\hat{\epsilon}_{i,t} + \epsilon_{j,t} - \epsilon_{j,t'})\).
In the proof, we would account for the probability that a certain event holds, and under that event
\[(40) \sum_{j \in S_{i,t-1:n_1}, t' \in S_{i,t-2:n_2}} M_{i,j,t,t'} > 0,\]
so that we assume that (40) holds going forward. Then by definition (1) and (12), we have
\[(41) \widehat{\theta}^{\text{DR}}_{i,t,n} = \widehat{\theta} + \widehat{\varepsilon} \implies (\theta_{i,t} - \widehat{\theta}^{\text{DR}}_{i,t,n})^2 = (\theta_{i,t} - \widehat{\theta})^2 + \varepsilon^2 + 2(\theta_{i,t} - \widehat{\theta})\widehat{\varepsilon} \leq 2(\theta_{i,t} - \widehat{\theta})^2 + 2\varepsilon^2.\]
We claim that
\[(42) \mathbb{P}\left[(\theta_{i,t} - \widehat{\theta})^2 \leq 16L_H^2 \left[\left(\frac{\eta_{u,f} + \frac{2\varepsilon}{p}\varepsilon}{e_{f,1}}\right)^4 + \left(\frac{\eta_{v,f} + \frac{2\varepsilon}{p\sqrt{N}}}{e_{f,2}}\right)^4\right] \right] \geq 1 - \delta \]
and
\[(43) \mathbb{P}\left[\varepsilon^2 \leq \frac{c}{p} \log\left(NT/\delta\right) \left[\frac{1}{S_t\eta_t^i} + \frac{1}{S_t\eta_t^j} + \frac{1}{p^2 S_t\eta_t^i S_t\eta_t^j}\right] \right] \geq 1 - \delta - 2S_t\eta_t^i e^{-c^2p^2 S_t\eta_t^i - 2S_t\eta_t^j e^{-c^2p^2 S_t\eta_t^j},}
which in turn implies the claimed result in the theorem.

We now prove each of the bounds separately.

A.2. Proof of the bound (42) on bias. We have
\[(44) \theta_{i,t} - \widehat{\theta} = \frac{\sum_{j \in S_{i,t-1:n_1}, t' \in S_{i,t-2:n_2}} M_{i,j,t,t'} (\theta_{i,t} - (\theta_{j,t'} + \theta_{j,t} - \theta_{j,t'}))}{\sum_{j \in S_{i,t-1:n_1}, t' \in S_{i,t-2:n_2}} M_{i,j,t,t'}} \equiv \frac{\sum_{j \in S_{i,t-1:n_1}, t' \in S_{i,t-2:n_2}} M_{i,j,t,t'} (f(v_t) - f(u_t) - f(u_t) + f(v_t))}{\sum_{j \in S_{i,t-1:n_1}, t' \in S_{i,t-2:n_2}} M_{i,j,t,t'}}.
\]
Let $\nabla u f$ and $\nabla v f$ denote the partial derivatives of $f$ with respect to $u$ and $v$ respectively, and let $\nabla^2 u u f, \nabla^2 v v f, \nabla^2 u v f$ denote the second-order partial derivatives with respect to $(u, u)$, $(v, v)$, and $(u, v)$ respectively, such that $\nabla^2 f = \begin{bmatrix} \nabla^2 u u f & \nabla^2 u v f \\ \nabla^2 v u f & \nabla^2 v v f \end{bmatrix}$.

Taylor’s theorem yields that for some $u_t', v_t', u_t''$, $v_t''$, we have
\[
\begin{align*}
f(u_t, v_t) &= f(u_t, v_t) + (u_t - u_t')^\top \nabla u f(u_t, v_t) + (u_t - u_t')^\top \nabla^2 u u f(u_t', v_t')(u_t - u_t) \\
f(u_t, v_t') &= f(u_t, v_t) + (v_t - v_t')^\top \nabla v f(u_t, v_t) + (v_t - v_t')^\top \nabla^2 v v f(u_t', v_t')(v_t - v_t') \\
f(u_t, v_t') &= f(u_t, v_t) + (u_t - u_t')^\top \nabla u f(u_t, v_t) + (v_t - v_t')^\top \nabla v f(u_t, v_t') \\
&+ (u_t - u_t')^\top \nabla^2 u u f(u_t', v_t')(u_t - u_t) + (v_t - v_t')^\top \nabla^2 v v f(u_t', v_t')(v_t - v_t) \\
&+ 2(u_t - u_t')^\top \nabla^2 u v f(u_t', v_t')(v_t - v_t).
\end{align*}
\]
Note that in the above display $u_t'$ (respectively $v_t'$) is in fact some convex combination of $u_t$ and $u_t$ (respectively $v_t$ and $v_t'$). Furthermore, the vector $(u_t', v_t')$ is also some convex
combination of \((u_i^T, v_i^T)\) and \((u_v^T, v_v^T)\). Some algebra with these expressions yields that
\[
\begin{align*}
&f(u_i, v_t) - f(u_i, v_t') - f(u_j, v_t) + f(u_j, v_t') \\
&= (u_j - u_i)^T(\nabla_{uu}^2 f(u_i', v_t') - \nabla_{uu}^2 f(u_i', v_t)) (u_j - u_i) \\
&+ (v_t' - v_t)^T(\nabla_{uv}^2 f(u_i', v_t') - \nabla_{uv}^2 f(u_i', v_t)) (v_t' - v_t) \\
&- 2(u_j - u_i)^T \nabla_{uv}^2 f(u_i', v_t') (v_t' - v_t),
\end{align*}
\]

By Assum. 4, we have \(\sup_{u,v} \|\nabla^2 f(u,v)\|_{\text{op}} \leq L_H\), which when put together with the above display implies that
\[
|\theta_{i,t} - \hat{\theta}| = |f(u_j, v_t) + f(u_i, v_t') - f(u_j, v_t') - f(u_i, v_t)| \\
\leq 2L_H (\|u_i - u_j\|_2 + \|v_t - v_t'\|_2)^2.
\]

The next lemma establishes a suitable concentration results on the distances used to estimate the nearest neighbors. See App. A.4 for the proof.

**Lemma 1** (Concentration of NN distances). Recall the definitions (15) of \(\rho_{u_i,u_j}^{\text{unit}}\) and \(\rho_{v_t,v_t'}^{\text{time}}\). Then, under the setting of Thm. 3.1, for any tuple \((i, t)\) and any fixed \(\delta \in (0, 1]\), the event \(\mathcal{E}_{\text{dist}}\)
\[
\sup_{j \neq i} |\rho_{i,t}^{\text{unit}}(j) - \rho_{u_i,u_j}^{\text{unit}}| - 2\sigma^2 | \leq \frac{e_\delta}{p\sqrt{T}} \quad \text{and} \quad \sup_{t' \neq t} |\rho_{i,t'}^{\text{time}}(t') - \rho_{v_t,v_t'}^{\text{time}}| - 2\sigma^2 | \leq \frac{e_\delta}{p\sqrt{N}},
\]
holds with probability at least \(1 - \delta\) conditional on \(\mathcal{U}, \mathcal{V}\), where \(e_\delta\) is defined in (17).

Note that the condition (15) implies that
\[
\|u_i - u_j\|_2^2 \leq (\rho_{u_i,u_j}^{\text{unit}}/c_{f,1})^{2/\alpha_1} \quad \text{and} \quad \|v_t - v_t'\|_2^2 \leq (\rho_{v_t,v_t'}^{\text{time}}/c_{f,2})^{2/\alpha_2},
\]
and hence on the event \(\mathcal{E}_{\text{dist}}\), we obtain that
\[
\max_{j \in \mathcal{S}_{i,t,\eta_1}} \|u_i - u_j\|_2^2 \leq \max_{j \in \mathcal{S}_{i,t,\eta_1}} \left(\rho_{u_i,u_j}^{\text{unit}}/c_{f,1}\right)^{2/\alpha_1} \leq \left(\frac{\rho_{i,t}^{\text{unit}}(j) - 2\sigma^2 + \frac{e_\delta}{p\sqrt{T}}}{c_f}\right)^{2/\alpha_}\quad (46)
\]
\[
\leq \left(\frac{\eta_1 - 2\sigma^2 + \frac{e_\delta}{p\sqrt{T}}}{c_{f,1}}\right)^{2/\alpha_1} \leq \left(\frac{\eta_{1,f} + \frac{2e_\delta}{p\sqrt{T}}}{c_{f,1}}\right)^{2/\alpha_1}. \quad (47)
\]
Similarly, we also find that
\[
\max_{j \in \mathcal{S}_{i,t,\eta_2}} \|v_t - v_t'\|_2^2 \leq \left(\frac{\eta_{2,f} + \frac{2e_\delta}{p\sqrt{N}}}{c_{f,2}}\right)^{2/\alpha_2}, \quad (48)
\]
on the event \(\mathcal{E}_{\text{dist}}\). Putting these bounds together with (45), we conclude that
\[
(\theta_{i,t} - \hat{\theta})^2 \leq 16 L_H^2 \left[\left(\frac{\eta_{1,f} + \frac{2e_\delta}{p\sqrt{T}}}{c_{f,1}}\right)^{4/\alpha_1} + \left(\frac{\eta_{2,f} + \frac{2e_\delta}{p\sqrt{N}}}{c_{f,2}}\right)^{4/\alpha_2}\right]. \quad (49)
\]
with probability \(1 - \delta\) as claimed in (42) and we are done.
A.3. Proof of the bound \((43)\) on variance. Define

\[
\epsilon_1 = \frac{\sum t' \in S_{t,i,t_2} \epsilon_{i,t'} A_{i,t'} \left( \sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'} \right)}{\sum t' \in S_{t,i,t_2} A_{i,t'} \left( \sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'} \right)},
\]

\[
\epsilon_2 = \frac{\sum j \in S_{t,i,t_1} \epsilon_{j,t} A_{j,t} \left( \sum t' \in S_{t,i,t_2} A_{i,t'} A_{j,t'} \right)}{\sum j \in S_{t,i,t_1} A_{j,t} \left( \sum t' \in S_{t,i,t_2} A_{i,t'} A_{j,t'} \right)},
\]

and \(\epsilon_3 = \frac{\sum j \in S_{t,i,t_1} \epsilon_{i,t} A_{i,t} A_{j,t} \sum t' \in S_{t,i,t_2} A_{j,t} A_{j,t'}}{\sum j \in S_{t,i,t_1} \epsilon_{i,t} A_{i,t} A_{j,t} A_{j,t'}}.
\]

Then by definition \((39)\), we find that

\[
\bar{\epsilon} = \epsilon_1 + \epsilon_2 - \epsilon_3 \implies \bar{\epsilon}^2 \leq 3(\epsilon_1^2 + \epsilon_2^2 + \epsilon_3^2).
\]

Let \(\mathfrak{A} \triangleq \{ A_{j,t}, A_{i,t}, A_{i,t'} ; j, t, t' \in S_{t,i,t_2} \}.\) Then note that \(\mathfrak{A}\) is independent of the noise \(\mathfrak{Z} \triangleq \{ \epsilon_{j,t}, \epsilon_{i,t}, \epsilon_{i,t'} ; j, t, t' \in S_{t,i,t_2} \}\) due to the data-split and the fact that the noise is exogenously generated. Consequently, conditioned on \(\mathfrak{A}\), using Berstein’s inequality (and ignoring the second higher order term), we find that

\[
\epsilon_1^2 \leq c_2 \log \frac{6 |S_{t,i,t_2}|}{\delta}, \quad \epsilon_2^2 \leq c_2 \log \frac{6 |S_{t,i,t_1}|}{\delta}, \quad \epsilon_3^2 \leq c_2 \log \frac{6 |S_{t,i,t_2}|}{\delta},
\]

with probability \(1 - \delta\). Moreover note that the variables \(A_{j,t'}, A_{i,t}, A_{i,t'}\) in \(\mathfrak{A}\) are independent of the sets \(S_{t,i,t_1}^{\text{unit}}, S_{t,i,t_2}^{\text{time}}\) due to the data-split, and hence \text{Lem. 2} implies that

\[
\Pr \left[ \frac{\sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'}}{p^2 |S_{t,i,t_1}|} \in \left[ \frac{1}{2}, \frac{3}{2} \right] \right] \geq 1 - \exp \left( \frac{-p^2 \epsilon_1^2}{8} \right),
\]

\[
\Pr \left[ \frac{\sum t' \in S_{t,i,t_2} A_{i,t'}}{p^2 |S_{t,i,t_2}|} \geq \frac{1}{2} \right] \geq 1 - \exp \left( \frac{-p \epsilon_2^2}{8} \right),
\]

\[
\Pr \left[ \frac{\sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'} A_{j,t'}}{p^3 \epsilon_3^2} \geq \frac{1}{2} \right] \geq 1 - \exp \left( \frac{-p \epsilon_3^2}{8} \right).
\]

Using the probability bound \((52)\), and a standard union bound argument, we find that

\[
\frac{\sum t' \in S_{t,i,t_2} A_{i,t'} \left( \sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'} \right)^2}{\left( \sum t' \in S_{t,i,t_2} A_{i,t'} \left( \sum j \in S_{t,i,t_1} A_{j,t} A_{j,t'} \right) \right)^2} \leq \frac{\sum t' \in S_{t,i,t_2} A_{i,t'} \left( \frac{2}{p^2 \epsilon_1^2} \right)^2}{\left( \sum t' \in S_{t,i,t_2} A_{i,t'} \frac{1}{p^2 \epsilon_1^2} \right)^2}.
\]

\footnote{\text{If } |X_i - \mu_i| < b \text{ a.s., } \text{Var}(X_i) \leq \sigma^2, \text{ then } \Pr \left( \left| \frac{1}{n} \sum_{i=1}^n (X_i - \mu_i) \right| \geq t \right) \leq 2 \exp \left( -nt^2/(\sigma^2 + bt^3) \right).}
Putting the pieces together, we conclude that
\[
\sum_{t' \in S_{\text{time}}^{\text{unit}}_{i,t,n_2}} A_{i,t'} \leq \frac{18}{p S_{\text{time}}^{\text{unit}}_{i,t,n_2}},
\]
with probability at least
\[
1 - \exp\left(-\frac{p S_{\text{time}}^{\text{unit}}_{i,t,n_2}}{8}\right) - 2 S_{\text{time}}^{\text{unit}}_{i,t,n_1} \exp\left(-\frac{p^2 S_{\text{time}}^{\text{unit}}_{i,t,n_1}}{8}\right).
\]

A similar computation yields that
\[
\sum_{j \in S_{\text{unit}}^{\text{unit}}_{i,t,n_1}} A_{j,t} \left(\sum_{t' \in S_{\text{time}}^{\text{unit}}_{i,t,n_2}} A_{i,t'} A_{j,t'}\right)^2 \leq \frac{18}{p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}}
\]
with probability at least
\[
1 - \exp\left(-\frac{p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}}{8}\right) - 2 S_{\text{unit}}^{\text{unit}}_{i,t,n_2} \exp\left(-\frac{p^2 S_{\text{unit}}^{\text{unit}}_{i,t,n_2}}{8}\right).
\]

Putting together the pieces, we find that conditional on \( \mathcal{U}, \mathcal{V} \), we have
\[
\mathbb{E}^2 \leq \frac{18 c^2 \log\left(\frac{6 S_{\text{time}}^{\text{time}}_{i,t,n_2}}{\delta}\right)}{p S_{\text{time}}^{\text{unit}}_{i,t,n_2}}, \quad \mathbb{E}^2 \leq \frac{18 c^2 \log\left(\frac{6 S_{\text{unit}}^{\text{unit}}_{i,t,n_1}}{\delta}\right)}{p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}}, \quad \text{and} \quad \mathbb{E}^2 \leq \frac{2 c^2 \log\left(\frac{6 S_{\text{unit}}^{\text{unit}}_{i,t,n_1} S_{\text{time}}^{\text{time}}_{i,t,n_2}}{\delta}\right)}{p^3 S_{\text{unit}}^{\text{unit}}_{i,t,n_1} S_{\text{time}}^{\text{time}}_{i,t,n_2}},
\]
with probability at least
\[
1 - \delta - e^{-p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}/8} - 2 S_{\text{time}}^{\text{time}}_{i,t,n_2} e^{-p S_{\text{time}}^{\text{time}}_{i,t,n_2}/8} - e^{-p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}/8} - 2 S_{\text{time}}^{\text{time}}_{i,t,n_2} e^{-p S_{\text{unit}}^{\text{unit}}_{i,t,n_1}/8} - e^{-p S_{\text{unit}}^{\text{unit}}_{i,t,n_1} S_{\text{time}}^{\text{time}}_{i,t,n_2}/8},
\]
which can be further simplified (by lower bounding) as
\[
1 - \delta - (2 S_{\text{time}}^{\text{time}}_{i,t,n_2} + 1)e^{-p S_{\text{time}}^{\text{time}}_{i,t,n_2}/8} - (2 S_{\text{time}}^{\text{time}}_{i,t,n_2} + 1) e^{-p S_{\text{unit}}^{\text{unit}}_{i,t,n_1} S_{\text{time}}^{\text{time}}_{i,t,n_2}/8}.
\]

Next, we note that under event \( \mathcal{E}_{\text{dist}} \), we have
\[
S_{i,\eta'_i} \leq S_{\text{unit}}^{\text{unit}}_{i,t,n_1} \text{ and } S_{t,\eta'_t} \leq S_{\text{time}}^{\text{time}}_{i,t,n_2},
\]
and since the data split was done using Bernoulli\( \left(\frac{1}{2}\right) \) flips, we obtain that
\[
\mathbb{P}\left[S_{\text{unit}}^{\text{unit}}_{i,t,n_1} \geq \frac{S_{i,\eta'_i}}{4} \mid \mathcal{U}, \mathcal{V}\right] \geq 1 - \exp\left(-\frac{S_{i,\eta'_i}}{16}\right)
\]
and
\[
\mathbb{P}\left[S_{\text{time}}^{\text{time}}_{i,t,n_2} \geq \frac{S_{t,\eta'_t}}{4} \mid \mathcal{U}, \mathcal{V}\right] \geq 1 - \exp\left(-\frac{S_{t,\eta'_t}}{16}\right).
\]

Putting the pieces together, we conclude that
\[
\mathbb{E}^2 \leq \frac{c \log\left(\frac{NT}{\delta}\right) \sigma^2}{p} \left(\frac{1}{S_{i,\eta'_i}} + \frac{1}{S_{t,\eta'_t}} + \frac{1}{p S_{i,\eta'_i} S_{t,\eta'_t}}\right),
\]
with probability at least
\[
1 - \delta - 2 S_{i,\eta'_i} e^{-c' p S_{i,\eta'_i}} - 2 S_{t,\eta'_t} e^{-c' p S_{t,\eta'_t}} - e^{-c' p S_{i,\eta'_i} S_{t,\eta'_t}},
\]
for some universal \( c, c' > 0 \), conditional on \( \mathcal{U}, \mathcal{V} \) as claimed.
A.4. Proof of Lem. 1: Concentration of NN distances. We establish that the bound stated in (46)(a) holds with probability at least $1 - \delta/2$. Proof of (46)(b) can be derived in an analogous manner so that the claim (46) holds with probability at least $1 - \delta$ as desired.

Define

$$\rho_{i,t}^{\text{unit}}(j) \triangleq \frac{1}{T} \sum_{t' \neq t} (f(u_i, v_{t'}) - f(u_j, v_{t'}))^2 + 2\sigma^2$$

and

$$\rho_{i,t}^{\text{time}}(t') \triangleq \frac{1}{N} \sum_{j \neq i} (f(u_j, v_t) - f(u_j, v_{t'}))^2 + 2\sigma^2.$$

Given the data-split, we can express $\tilde{\rho}_{i,t}^{\text{unit}}(j)$ as follows:

$$\tilde{\rho}_{i,t}^{\text{unit}}(j) = \frac{\sum_{t' \neq t} B_{t'} A_{i,t'} A_{j,t'} (Y_n, t' - Y_j, t')^2}{\sum_{t' \neq t} B_{t'} A_{i,t'} A_{j,t'}},$$

where $B_{t'}$ denotes the indicator random variable for whether $t'$ is included in the training set or not. Note that $B_{t'}$ are drawn in an i.i.d manner (and independent of all the randomness in observed data) from a Bernoulli distribution with probability parameter $1/T$. Define the shorthands

$$\tilde{\theta}_{i,j} \triangleq [\theta_{i,t'} - \theta_{j,t'}]_{t' \neq t} \in \mathbb{R}^T,$$

$$\tilde{\theta}_{i,j}^{(2)} \triangleq [(\theta_{i,t'} - \theta_{j,t'})^2]_{t' \neq t} \in \mathbb{R}^T,$$

$$\tilde{A}_{i,j} \triangleq [B_{t'} A_{i,t'} A_{j,t'}]_{t' \neq t} \in \{0, 1\}^T,$$

$$\tilde{\varepsilon}_{i,j} \triangleq [\varepsilon_{i,t'} - \varepsilon_{j,t'}]_{t' \neq t} \in \mathbb{R}^T,$$

$$\tilde{\varepsilon}_{i,j}^{(2)} \triangleq [(\varepsilon_{i,t'} - \varepsilon_{j,t'})^2]_{t' \neq t} \in \mathbb{R}^T,$$

and

$$T_{i,j} \triangleq \sum_{t' \neq t} B_{t'} A_{i,t'} A_{j,t'} \in [0, T].$$

Note that $\|\tilde{A}_{i,j}\|_2 = \sqrt{T_{i,j}}$. Then we can write

$$\tilde{\rho}_{i,t}^{\text{unit}}(j) = \frac{1}{T_{i,j}} \left( \langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \rangle + \langle \tilde{A}_{i,j}, \tilde{\varepsilon}_{i,j}^{(2)} \rangle - 2 \langle \tilde{A}_{i,j}, \tilde{\varepsilon}_{i,j} \rangle \circ \tilde{\theta}_{i,j} \right)$$

and

$$\rho_{i,t}^{\text{time}}(t') = \frac{1}{T} \mathbf{1}^\top \tilde{\theta}_{i,j}^{(2)} + 2\sigma^2$$

where $\circ$ denotes the entry wise product between two vectors, i.e., for two vectors $a, b \in \mathbb{R}^n$, the $i$-th entry of $a \circ b$ is given by $a_i b_i$ for $i \in [n]$. We highlight that the random vectors $\varepsilon_{i,j}$ and $\tilde{A}_{i,j}$ are mutually independent.

Now fix a unit index $j$. Note that $\varepsilon_{i,j}^{(2)} - 2\sigma^2 \mathbf{1}$ is a mean zero sub-Gaussian random vector with parameter $4\sigma^2$ and $\tilde{\varepsilon}_{i,j}$ is a mean zero sub-Gaussian random vector with parameter $2\sigma^2$. Consequently, under Assum. 3 we have

$$\mathbb{P} \left[ \langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \rangle - 2\sigma^2 T_{i,j} \leq 8\sigma^2 \|\tilde{A}_{i,j}\|_2 \sqrt{\log(\frac{9}{\delta})} \middle| \tilde{A}_{i,j}, \mathcal{U}, \mathcal{V} \right] \geq 1 - \frac{\delta}{3}$$

and

$$\mathbb{P} \left[ \left| \langle \tilde{A}_{i,j}, \tilde{\varepsilon}_{i,j} \rangle \circ \tilde{\theta}_{i,j} \right| \leq 4\sigma \|\tilde{A}_{i,j}\|_2 \sqrt{\log(\frac{9}{\delta})} \middle| \tilde{A}_{i,j}, \mathcal{U}, \mathcal{V} \right] \geq 1 - \frac{\delta}{3}.$$

Let $m \triangleq \frac{n^2}{2} \mathbf{1} \tilde{\theta}_{i,j}^{(2)}$, then we claim that

$$\mathbb{P} \left[ \langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \rangle - m \leq D \sqrt{m \log(\frac{9}{\delta})} \text{ and } T_{i,j} - \frac{m^2}{T} \geq p \sqrt{\frac{2T \log(\frac{9}{\delta})}{T}} \middle| \mathcal{U}, \mathcal{V} \right] \geq 1 - \frac{\delta}{3}.$$

We defer the proof of this claim to the end of this section. Note that when $p^2 T \geq 32 \log(9/\delta)$ as assumed in (18), then under the event in (56), we have

$$T_{i,j} \geq p^2 T/4.$$
Next, we note that

\[(58) \quad \frac{1}{T_{i,j}} \left\langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \right\rangle - \frac{1}{T_{i,j}} \tilde{\theta}_{i,j}^{(2)} = \frac{\left\langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \right\rangle - \frac{p^2}{T} 1^\top \tilde{\theta}_{i,j}^{(2)}}{T_{i,j}} + \frac{T_{i,j} - \frac{p^2}{T} T 1^\top \tilde{\theta}_{i,j}^{(2)}}{T_{i,j}},\]

\[(59) \quad \left\| \tilde{A}_{i,j} \circ \tilde{\theta}_{i,j} \right\|_2 \leq \left\| \tilde{A}_{i,j} \right\|_2 \left\| \tilde{\theta}_{i,j} \right\|_\infty \leq 2D \left\| \tilde{A}_{i,j} \right\|_2, \quad \text{and} \quad \frac{1}{T_{i,j}} \tilde{\theta}_{i,j}^{(2)} \leq 2D^2.\]

Putting the events, we find that the intersection of events defined in (55) and (56) occurs with probability at least \(1 - \delta\), and on this event denoted by \(\mathcal{E}'\), we have

\[
| \rho_{t,i}^{\text{unit}} (j) - \rho_{t,i}^{\text{unit}} (j) | \\
\leq \left| \frac{1}{T_{i,j}} \left( \langle \tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} \rangle + \langle \tilde{A}_{i,j}, \tilde{\varepsilon}_{i,j}^{(2)} \rangle - 2\langle \tilde{\varepsilon}_{i,j}, \tilde{A}_{i,j} \circ \tilde{\theta}_{i,j} \rangle \right) \right| - \left( \frac{1}{T_{i,j}} 1^\top \tilde{\theta}_{i,j}^{(2)} + 2\sigma^2 \right)
\]

\[(58) \leq \left| \frac{\tilde{A}_{i,j}, \tilde{\theta}_{i,j}^{(2)} - \frac{p^2}{T} 1^\top \tilde{\theta}_{i,j}^{(2)}}{T_{i,j}} + \frac{1}{T_{i,j}} \tilde{A}_{i,j}, \tilde{\varepsilon}_{i,j}^{(2)} \rangle - 2\sigma^2 \right| + \frac{1}{T_{i,j}} 2\left\langle \tilde{\varepsilon}_{i,j}, \tilde{A}_{i,j} \circ \tilde{\theta}_{i,j} \right\rangle
\]

\[(i) \leq \frac{D \sqrt{6m \log(\frac{9}{\delta})}}{T_{i,j}} + \frac{8c^2 \left\| \tilde{A}_{i,j} \right\|_2 \sqrt{\log(\frac{9}{\delta})}}{T_{i,j}} + \frac{4c \left\| \tilde{A}_{i,j} \circ \tilde{\theta}_{i,j} \right\|_2 \sqrt{\log(\frac{9}{\delta})}}{T_{i,j}} + \frac{T_{i,j} - \frac{p^2}{T} T}{T_{i,j}} 2D^2
\]

\[(ii) \leq \frac{D \sqrt{6p^2 T D^2 / 2 \log(\frac{9}{\delta})}}{p^2 T/4} + \frac{16c \left\| \tilde{A}_{i,j} \right\|_2 \sqrt{\log(\frac{9}{\delta})}}{p^2 T} + \frac{16c \left\| \tilde{A}_{i,j} \circ \tilde{\theta}_{i,j} \right\|_2 \sqrt{\log(\frac{9}{\delta})}}{p^2 T} + \frac{2T \log(12/\delta)}{p^2 T/2} 2D^2
\]

\[(60) \leq \frac{(13D^2 + 16c^2 + 16c D) \sqrt{\log(\frac{9}{\delta})}}{p^\sqrt{T}},\]

where in step (i), we use the events (55) and (56), and in step (ii), the bounds (57) and (59), and the fact that \(\left\| \tilde{A}_{i,j} \right\|_2 = T_{i,j}\). Note the following deterministic bounds:

\[(61) \sup_{j \in [N+1]} | \rho_{t,i}^{\text{unit}} (j) - 2\sigma^2 - \rho_{t,i}^{\text{unit}} (j) | \leq \frac{2D^2}{T + 1} \quad \text{and} \quad \sup_{t' \in [T+1]} | \rho_{t',t}^{\text{time}} (t') - 2\sigma^2 - \rho_{t',t}^{\text{time}} (t') | \leq \frac{2D^2}{N + 1},\]

so that on the event \(\mathcal{E}'\), we have

\[
| \rho_{t,i}^{\text{unit}} (j) - \rho_{t,i}^{\text{unit}} (j) - 2\sigma^2 | \leq | \rho_{t,i}^{\text{unit}} (j) - \rho_{t,i}^{\text{unit}} (j) | + | \rho_{t,i}^{\text{unit}} (j) - \rho_{t,i}^{\text{unit}} (j) - 2\sigma^2 | \\
\leq \frac{13D^2 + 16c^2 + 16c D) \sqrt{\log(\frac{9}{\delta})}}{p^\sqrt{T}} + \frac{2D^2}{T + 1}
\]

\[(60),(61) \leq \frac{16(D + c^2)^2 \sqrt{\log(\frac{9}{\delta})}}{p^\sqrt{T}}.
\]

Finally, taking a union bound over all \(j \neq i\), replacing \(\delta\) by \(\delta/(4N)\) and recalling the definition (17) of \(\epsilon_\delta\) yields that the bound (46)(a) holds with probability at least \(1 - \delta/2\) as claimed in the beginning of this proof.
Proof of claim (56). We make use of the following high probability bound for weighted Bernoulli random variables (proven in App. A.5):

**Lemma 2 (Concentration of sum of weighted Bernoulli random variables).** Let $X_\ell \sim \text{Bernoulli}(p_\ell)$ for $\ell \in [r]$ be a collection of independent random variables and $\{a_\ell\}_{\ell=1}^r$ denote arbitrary set of non-negative scalars and $a_\star \geq \max_{\ell \in [r]} a_\ell$ be any scalar. Consider the random variable $\Psi \triangleq \sum_{\ell=1}^r a_\ell X_\ell$ with $\mu \triangleq \mathbb{E}[\Psi] = \sum_{\ell=1}^r a_\ell p_\ell$. Then for fixed $\delta \in (0,1]$, we have

\[
P[\Psi - \mu \leq \sqrt{3a_\star \mu \log(1/\delta)}] \geq 1 - \delta \quad \text{and} \quad P[\Psi - \mu \geq \sqrt{2a_\star \mu \log(1/\delta)}] \geq 1 - \delta,
\]

and consequently that

\[
P[|\Psi - \mu| \geq \sqrt{3a_\star \mu \log(2/\delta)}] \geq 1 - \delta.
\]

First, we apply Lem. 2 with weights $a_\ell$ set equal to components of the vector $\tilde{\theta}^{(2)}_{i,j}$ and random variables $X_\ell$ set equal to components to the random vector $\tilde{A}_{i,j}$. Thus in this case, $p_\ell = p^2/2$ and hence

\[
\mathbb{E} \left[ \langle \tilde{A}_{i,j}, \tilde{\theta}^{(2)}_{i,j} \rangle \bigg| \mathcal{U}, \mathcal{V} \right] = \frac{p^2}{2} \mathbf{1}^\top \tilde{\theta}^{(2)}_{i,j} = m.
\]

Now applying (63) with $a_\star = 2D^2 \geq \|\tilde{\theta}^{(2)}_{i,j}\|_\infty$ to $\Psi = \langle \tilde{A}_{i,j}, \tilde{\theta}^{(2)}_{i,j} \rangle$ yields that

\[
P\left[|\langle \tilde{A}_{i,j}, \tilde{\theta}^{(2)}_{i,j} \rangle - m| \leq D \sqrt{6m \log(9/\delta)} \bigg| \mathcal{U}, \mathcal{V} \right] \geq 1 - \frac{2\delta}{9}.
\]

Next, we apply Lem. 2 with all weights $a_\ell$ set equal to 1 so that $a_\star = 1$ is a valid choice; and $X_\ell$ set equal to the components of $A_{i,j}$ so that $p_\ell = p^2/2$. Applying (62), we conclude that

\[
P\left[T_{i,j} - \frac{p^2 T}{2} \geq p \sqrt{2T \log(9/\delta)} \bigg| \mathcal{U}, \mathcal{V} \right] \geq 1 - \frac{\delta}{9}.
\]

Putting the pieces together immediately yields the claimed bound (56).

**A.5. Proof of Lem. 2: Concentration of sum of weighted Bernoulli random variables.** Note that claim (63) follows immediately by a standard union bound with (62). Next, we prove the bounds in display (62) by applying [11, Thms. 1,2] to the random variable $\Psi_1 = \Psi/a_\star$ with $\mu_1 = \mu/a_\star$. For any $\epsilon > 0$, we find that

\[
P[\Psi_1 \geq (1 + \epsilon)\mu_1] \leq \left(\frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}}\right)^{\mu_1 (i)} \leq e^{-\mu_1 \epsilon^2 / 3},
\]

and

\[
P[\Psi_1 \leq (1 - \epsilon)\mu_1] \leq \left(\frac{e^{-\epsilon}}{(1 - \epsilon)^{1-\epsilon}}\right)^{\mu_1 (ii)} \leq e^{-\mu_1 \epsilon^2 / 2},
\]

where steps (i) and (ii) follow from the following easy to verify inequalities:

\[
\frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}} \leq e^{-\epsilon^2 / 3} \quad \text{and} \quad \frac{e^{-\epsilon}}{(1 - \epsilon)^{1-\epsilon}} \leq e^{-\epsilon^2 / 2} \quad \text{for} \quad \epsilon \in [0, 1].
\]

Now inverting the tail bounds (65) and (66) by setting the quantity on the RHS equal to $\delta$, yields the claimed bounds in display (62).
APPENDIX B: PROOF OF COR. 1: NON-ASYMPTOTIC GUARANTEE $\hat{\theta}^{DR}_{i,t,\eta}$ WITH BILINEAR FACTOR MODEL

Arguing as in the proof of Thm. 3.1, and in particular using the claims (41) and (43) along with the following analog of (42) yields the result of Cor. 1:

\begin{equation}
\mathbb{P}\left[(\theta_{i,t} - \hat{\theta})^2 \leq \frac{1}{\lambda_{\text{time}}\lambda_{\text{unit}}} \left( \eta_1' + \frac{2\epsilon_\delta}{p\sqrt{T}} \right) \left( \eta_2' + \frac{2\epsilon_\delta}{p\sqrt{N}} \right) \right] \geq 1 - \delta.
\end{equation}

It remains to establish the claim (67).

Note the following analog of (44) for the bilinear factor model:

\begin{equation}
\theta_{i,t} - \hat{\theta} = \frac{\sum_{j \in S_{\text{unit}}^{i,t,\eta_1}, t' \in S_{\text{time}}^{i,t,\eta_2}} M_{i,j,t,t'}(\theta_{i,t} - (\theta_{i,t} + \theta_{j,t} - \theta_{j,t'}))}{\sum_{j \in S_{\text{unit}}^{i,t,\eta_1}, t' \in S_{\text{time}}^{i,t,\eta_2}} M_{i,j,t,t'}}
\end{equation}

which together with Cauchy-Schwarz’s inequality implies that

\begin{equation}
|\theta_{i,t} - \hat{\theta}| \leq \max_{j \in S_{\text{unit}}^{i,t,\eta_1}, t' \in S_{\text{time}}^{i,t,\eta_2}} |\langle u_i - u_j, v_t - v_{t'} \rangle| \leq \max_{j \in S_{\text{unit}}^{i,t,\eta_1}, t' \in S_{\text{time}}^{i,t,\eta_2}} \|u_i - u_j\| \max_{t' \in S_{\text{time}}^{i,t,\eta_2}} \|v_t - v_{t'}\|.
\end{equation}

Now applying Lem. 4 to the bounds (47) and (48) and using (68) instead of (45) immediately yields (67) instead of (49). The proof is now complete.

APPENDIX C: PROOF OF THM. 3.2: ASYMPTOTIC ERROR GUARANTEE FOR $\hat{\theta}^{DR}_{i,t,\eta}$ WITH NON-LINEAR FACTOR MODELS

We repeatedly use the following fact: For a sequence of random variables $\{X_T\}$ and deterministic scalars $\{b_T\}$, we have

\begin{equation}
X_T \sim \mathcal{O}_p(b_T) \quad \text{and} \quad b_T = o(1) \implies X_T = o_p(1) \text{ or equivalently } X_T \xrightarrow{p} 0.
\end{equation}

C.1. Proof of part (a): Asymptotic consistency. We need to show that $|\hat{\theta}^{DR}_{i,t,\eta} - \theta_{i,t}| = o_p(1)$. Using (69), the claim follows directly by noting that

\begin{equation}
|\hat{\theta}^{DR}_{i,t,\eta} - \theta_{i,t}| = \mathcal{O}_p \left[ (\eta_1 - 2\sigma^2 + \frac{\log(N + T)}{p\sqrt{T}})^{2/\alpha_1} + (\eta_2 - 2\sigma^2 + \frac{\log(N + T)}{p\sqrt{N}})^{2/\alpha_2} + \frac{\sigma^2}{p} \left( \frac{\log(S_{l,\eta_1})}{S_{l,\eta_1}} + \frac{\log(S_{l,\eta_2})}{S_{l,\eta_2}} + \frac{\log(S_{l,\eta_1}S_{l,\eta_2})}{p^2S_{l,\eta_1}S_{l,\eta_2}} \right) \right]
\end{equation}

due to Thm. 3.1 whenever (33) holds and that the quantity inside the parentheses in the RHS of the display above is $o(1)$ under the stated assumptions.

C.2. Proof of part (b): Asymptotic normality. We note that the condition (34) ensures that the asymptotic bias (scaled by $\sqrt{J_{i,t,\eta}}$) is negligible, while the condition (35) allows us to apply suitable central limit theorem arguments for the variance term.

Recall the definitions (38) and (39) of $\hat{\theta}$ and $\hat{\varepsilon}$. Then (41) implies that

\begin{equation}
\sqrt{J_{i,t,\eta}}(\hat{\theta}^{DR}_{i,t,\eta,\kappa} - \theta_{i,t}) = \sqrt{J_{i,t,\eta}}(\hat{\theta} - \theta_{i,t}) + \sqrt{J_{i,t,\eta}}\hat{\varepsilon}.
\end{equation}

Next, we have

\begin{equation}
\sqrt{J_{i,t,\eta}}(\hat{\theta} - \theta_{i,t}) = \mathcal{O}_p \left[ \sqrt{J_{i,t,\eta}} \left( (\eta_1 - 2\sigma^2 + \frac{\log(N + T)}{p\sqrt{T}})^{2/\alpha_1} + (\eta_2 - 2\sigma^2 + \frac{\log(N + T)}{p\sqrt{N}})^{2/\alpha_2} \right) \right]
\end{equation}

\begin{equation}
\xrightarrow{\mathcal{O}_p(o(1)),}
\end{equation}
which when combined with the next lemma yields the desired claim:

**Lemma 3** (Central limit theorem for suitably scaled noise). Under the assumptions of Thm. 3.2(b), we have $\sqrt{N_{i,t}}\tilde{\varepsilon} \Longrightarrow N(0, \sigma^2)$.

**C.3. Proof of Lem. 3**: Central limit theorem for suitably scaled noise. Recall the decomposition (50) and (51) so that $\tilde{\varepsilon} = \tilde{\varepsilon}_1 + \tilde{\varepsilon}_2 + \tilde{\varepsilon}_3$. Next, we define

$$\tilde{\varepsilon}_1 \triangleq \sum_{t' \in \mathcal{S}_{i,t,\eta_2}} \varepsilon_{i,t'} A_{i,t'} \quad \text{and} \quad \tilde{\varepsilon}_2 \triangleq \sum_{j \in \mathcal{S}_{i,t,\eta_1}} \varepsilon_{j,t} A_{j,t}. $$

Then we make the following claims as long as (35) holds.

(I) **Relating** $(\tilde{\varepsilon}_1, \tilde{\varepsilon}_2)$ **with** $(\tilde{\varepsilon}_1, \tilde{\varepsilon}_2)$: Conditioned on $\mathcal{S}^{\text{unit}}_{i,t,\eta_1}$ and $\mathcal{S}^{\text{time}}_{i,t,\eta_2}$, we have

$$\tilde{\varepsilon}_1 \overset{(a)}{=} \tilde{\varepsilon}_1 + \mathcal{O}_P(\delta), \quad \tilde{\varepsilon}_2 \overset{(b)}{=} \tilde{\varepsilon}_2 + \mathcal{O}_P(\delta), \quad \text{where} \quad \delta = \frac{\sigma}{\sqrt{p^3 N_{i,t,\eta_1} N_{i,t,\eta_2}}.}$$

(II) **CLT for** $(\tilde{\varepsilon}_1, \tilde{\varepsilon}_2, \tilde{\varepsilon}_3)$: Conditioned on $\mathcal{S}^{\text{unit}}_{i,t,\eta_1}$ and $\mathcal{S}^{\text{time}}_{i,t,\eta_2}$, we have

$$\sqrt{\sum_{t' \in \mathcal{S}_{i,t,\eta_2}} A_{i,t'} \tilde{\varepsilon}_1} \Longrightarrow N(0, \sigma^2), \quad \sqrt{\sum_{j \in \mathcal{S}_{i,t,\eta_1}} A_{j,t} \tilde{\varepsilon}_2} \Longrightarrow N(0, \sigma^2), \quad \text{and}$$

$$\sqrt{\sum_{t' \in \mathcal{S}_{i,t,\eta_2}} \sum_{j \in \mathcal{S}_{i,t,\eta_1}} A_{i,t'} A_{j,t} \tilde{\varepsilon}_3} \Longrightarrow N(0, \sigma^2).$$

(III) **Asymptotic behavior of** $J_{i,t,\eta}$: We have

$$\sqrt{\frac{J_{i,t,\eta}}{p^3 N_{i,t,\eta_1} N_{i,t,\eta_2}}} \xrightarrow{P} 0. $$

Assuming these claims as given, we finish the proof with the help of following standard result: If $\sqrt{\alpha} \xi_1 \Longrightarrow N(0, \sigma^2)$ and $\sqrt{\beta} \xi_2 \Longrightarrow N(0, \sigma^2)$ and the two sequences are independent of each other, then

$$\sqrt{\frac{1}{\alpha} + \frac{1}{\beta}} (\xi_1 + \xi_2) \Longrightarrow N(0, \sigma^2).$$

Note that $\tilde{\varepsilon}_1$, $\tilde{\varepsilon}_2$, and $\tilde{\varepsilon}_3$ are mutually independent. Then putting the pieces together yields that

$$\sqrt{J_{i,t,\eta}} \overset{(51)}{=} \sqrt{J_{i,t,\eta}} (\tilde{\varepsilon}_1 + \tilde{\varepsilon}_2 + \tilde{\varepsilon}_3)$$

$$\overset{(70)}{=} \sqrt{J_{i,t,\eta}} (\tilde{\varepsilon}_1 + \tilde{\varepsilon}_2 + \tilde{\varepsilon}_3) + \mathcal{O}_P \left( \frac{\sigma \sqrt{J_{i,t,\eta}}}{\sqrt{p^3 N_{i,t,\eta_1} N_{i,t,\eta_2}}} \right)$$

$$\overset{(72)}{=} \sqrt{J_{i,t,\eta}} (\tilde{\varepsilon}_1 + \tilde{\varepsilon}_2 + \tilde{\varepsilon}_3) + o_P(1) \overset{(71)\text{and} (73)}{\Longrightarrow} N(0, \sigma^2),$$

as claimed. It now remains to establish the three parts.

**Proof of part (I)**, i.e., display (70). We prove relation (a) from display (70) between $\tilde{\varepsilon}_1$ and $\tilde{\varepsilon}_1$; the claim for relation (b) between $\tilde{\varepsilon}_2$ and $\tilde{\varepsilon}_2$ follows from a similar argument.
Condition on the set $S_{t,i,t,η}^{\text{unit}}$ and $S_{t,i,t,η}^{\text{time}}$ and define $w_{t'} \triangleq \sum_{j \in S_{t,i,t,η}^{\text{unit}}} A_{j,t} A_{j,t'}$ and $w_* = p^2 S_{t,i,t,η}^{\text{unit}}$. Let $ζ_{t'} \triangleq w_{t'} - w_*$, then Lem. 2 and (64) directly imply that $ζ_{t'} = O_P(\sqrt{w_*})$ uniformly for all $t' \in S_{t,i,t,η}^{\text{time}}$, which in turn implies also that

$$
\frac{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'} \left( \sum_{j \in S_{t,i,t,η}^{\text{unit}}} A_{j,t} A_{j,t'} \right)}{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'} w_*} \rightarrow 1.
$$

(74)

Note that given $S_{t,i,t,η}^{\text{time}}$, the three sets of random variables \{ζ_{t'}\}_{t' \in S_{t,i,t,η}^{\text{time}}}, \{ε_{i,t'}\}_{t' \in S_{t,i,t,η}^{\text{time}}}$, and \{A_{i,t'}\}_{t' \in S_{t,i,t,η}^{\text{time}}}, are mutually independent of each other. Moreover, we also have that for any fixed vectors $v \in \mathbb{R}_{t,i,t,η}^{\text{time}}$ with sum of entries bounded below by a non-zero constant and $v' \in \mathbb{R}_{t,i,t,η}^{\text{time}}$, we have

$$
\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'} v_{t'} \rightarrow P 1 \quad \text{and} \quad \sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} v_{t'}' = O_P(\|v'\|_2)
$$

By sequentially removing conditioning on \{ζ_{t'}\}, \{A_{i,t'}\} and \{A_{i,t'}\}_{t' \in S_{t,i,t,η}^{\text{time}}}, we find that

$$
\sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} A_{i,t'} (w_{t'} - w_*) = \sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} A_{i,t'} ζ_{t'} = O_P(\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}),
$$

so that

$$
\sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} A_{i,t'} (w_{t'} - w_*) = O_P(\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}) = O_P \left( \frac{\sigma}{\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}} \right).
$$

Putting the pieces together, we finally have

$$
\frac{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} A_{i,t'} \left( \sum_{j \in S_{t,i,t,η}^{\text{unit}}} A_{j,t} A_{j,t'} \right)}{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'} w_*} - \frac{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} ε_{i,t'} A_{i,t'}'}{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'}'} = O_P \left( \frac{\sigma}{\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}} \right)
$$

which when put together with (74) implies that

$$
\tilde{ε}_1 - \tilde{ε}_1 = O_P \left( \frac{\sigma}{\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}} \right) = O_P \left( \frac{\sigma}{\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}} \right),
$$

as claimed.

Proof for part (II), i.e., display (71). Note that \{A_{i,t'}\} and \{ε_{i,t'}\} are mutually independent sequences, and hence $\mathbb{E}[A_{i,t'} ε_{i,t'}] = 0$ and $\text{Var}(A_{i,t'} ε_{i,t'}) = p \sigma^2$. Moreover, we Lem. 2 also implies that $\sum_{t' \in S_{t,i,t,η}^{\text{time}}} \frac{A_{i,t'} ε_{i,t'}}{p S_{t,i,t,η}^{\text{time}}} \rightarrow 1$ and hence Applying standard central limit theorem [6, Thm. 3.4.1] and Slutsky’s theorem, we thus have

$$
\sqrt{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'} \tilde{ε}_1} = \sqrt{\frac{p}{\sqrt{p S_{t,i,t,η}^{\text{time}} w_*}}} \cdot \sqrt{\sum_{t' \in S_{t,i,t,η}^{\text{time}}} A_{i,t'}'} \Rightarrow \mathcal{N}(0, p \sigma^2 / p),
$$

if $S_{t,i,t,η}^{\text{time}} \rightarrow \infty$ (which it does due to (75) and the assumption that $p \sqrt{S_{t,i,t,η}^{\text{time}}} \rightarrow \infty$.) The proof for the other random variables follows similarly, and we are done.
Proof of part (III), i.e., display (72). Note the following immediate consequences of two-sided versions of the concentration bounds (53) and (54) (which follows directly from Lem. 2):

\[
(\sum_{t'=t}p_{\text{time}}^{\text{unit}} A_{i,t'}) \frac{1}{p_{\text{time}}^{\text{unit}}} \xrightarrow{P} 1 \quad \text{and} \quad \frac{\sum_{t'=t}p_{\text{time}}^{\text{unit}} A_{i,t'}}{s_{t',\eta_2}} \xrightarrow{P} 1 \quad \Rightarrow \quad \frac{\sum_{t'=t}p_{\text{time}}^{\text{unit}} A_{i,t'}}{p_{\text{time}}^{\text{unit}}} \xrightarrow{P} 1.
\]

and analogously

\[
\frac{\sum_{j=1}^n A_{j,t}}{p_{\text{time}}^{\text{unit}}} \xrightarrow{P} 1 \quad \text{and} \quad \frac{\sum_{j=1}^n A_{j,t}}{s_{t,\eta_1}} \xrightarrow{P} 1 \quad \Rightarrow \quad \frac{\sum_{j=1}^n A_{j,t}}{p_{\text{time}}^{\text{unit}}} \xrightarrow{P} 1.
\]

Using the fact that \((\sum_{i=1}^n a_i)^{-1} \leq (\sum_{i=1}^n 1/a_i)^{-1} = a_1a_2/\sigma_{a_1+a_2}^2 > 0\) for \(i \in \mathbb{N}\), we then have

\[
J_{i,t,\eta} \leq \frac{\left(\sum_{i'=t}p_{\text{time}}^{\text{unit}} A_{i,t'}\right)\left(\sum_{j=1}^n A_{j,t}\right)}{\sum_{i'=t}p_{\text{time}}^{\text{unit}} A_{i,t'} + \sum_{j=1}^n A_{j,t}} = \mathcal{O}_{\eta_1,\eta_2,\gamma}(p_{\text{time}}^{\text{unit}}) \xrightarrow{p} \mathcal{O}_{\eta_1,\eta_2,\gamma}((\sum_{i'=t}p_{\text{time}}^{\text{unit}} + s_{t,\eta_1})).
\]

with probability at least \(1 - 2\delta - 2n \frac{e^{\gamma}}{p^{\gamma}} \mathcal{O}(\max\{N^{-1/2}, N^{1-2\beta}, N^{(\beta/2) - (1-2\beta)}\})
\]

for \(r = N^{-\frac{4(1-\beta)}{d + 4}}\). Let \(g\) denote the function inside the parentheses in the last display. We have

\[
\begin{align*}
\text{for } r & = N^{-\frac{4(1-\beta)}{d + 4}} \implies g(r) = \mathcal{O}(\max\{N^{-1/2}, N^{1-\beta}, N^{\beta/2 - (1-2\beta)}\}), \\
\text{for } r & = N^{-\frac{2(1-\beta)}{d + 2}} \implies g(r) = \mathcal{O}(\max\{N^{-4(1-\beta)/d + 4}, N^{-\frac{1}{4} - \beta} + \frac{2(1-\beta)}{d + 2}, N^{-\frac{2}{d + 2}}\}), \quad \text{and} \\
\text{for } r & = N^{-\frac{2\beta}{d + 2}} \implies g(r) = \mathcal{O}(\max\{N^{-\frac{2(1-\beta)}{d + 2}}, N^{-\frac{2(1-\beta)}{d + 2}}, N^{-\frac{2(1-\beta)}{d + 2}}\}).
\end{align*}
\]
For any given choice of $\beta \in [0, \frac{1}{2}]$, we can choose an $r$ that obtains the minimum value for $g$ to obtain a suitable bound. For $\beta = 0$, this choice is $r = N^{-\frac{2(1-\beta)}{d+4}}$ with $\beta = 0$, which in fact yields the claimed result in the corollary.

APPENDIX E: PROOF OF Cor. 3: ERROR RATES FOR $\hat{\beta}^{DR}_{i,t,\eta}$ WITH NON-LINEAR FACTOR MODELS

Under the stated conditions, for $\eta = (\eta_1, \eta_2)$ where $\eta_1 = 2\sigma^2 + \frac{2c_\delta}{p\sqrt{N}} + r_1$ and $\eta_2 = 2\sigma^2 + \frac{2c_\delta}{p\sqrt{N}} + r_2$, we have

$$
\mathbb{E}_{\eta}^{DR} = c\left(\frac{2c_\delta}{p\sqrt{T}} + r_1\right)^{4/\alpha_1} + c\left(\frac{2c_\delta}{p\sqrt{N}} + r_2\right)^{4/\alpha_2} \quad \text{and} \quad \mathbb{V}_{\eta}^{DR} = c\left(\frac{\log(T\eta_1^{\beta_1}/\delta)}{N\eta_1^{\beta_1}} + \frac{\log(Nr_1^{\beta_1}/\delta)}{Tr_1^{\beta_2}}\right),
$$

We find that optimizing this bound with respect to $r_1$ and $r_2$ yields that

$$
r_1^{\text{opt}} = \mathcal{O}(N^{-\frac{1}{4(c+1+\alpha_1)}}) \quad \text{and} \quad r_2^{\text{opt}} = \mathcal{O}(T^{-\frac{1}{4\alpha_2+c+1}})
$$

which in turn yields that for the corresponding choice of $\eta$, we have

$$
\mathbb{E}_{\eta}^{DR} + \mathbb{V}_{\eta}^{DR} = \widetilde{\mathcal{O}}(N^{-\frac{4}{4\alpha_1+c+1}}) + T^{-\frac{4}{4\alpha_2+1}}
$$

yielding the claimed bound.

APPENDIX F: EXAMPLES FOR ASSUM. 4

In the next result, we present two examples that satisfy Assum. 4, where we also show that Assum. 5 is a special case of Assum. 4.

LEMMA 4 (Examples for Assum. 4).  The following statements hold true.

(a) Bilinear $f$: Consider the setting where Assum. 5 holds. Then Assum. 4 holds with $D = c_u c_v$, $L_H = 1$, $c_{f,1} = \lambda_{\text{unit}}$, $c_{f,2} = \lambda_{\text{time}}$, $\alpha_1 = \alpha_2 = 2$.

(b) General $f$: Suppose $f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ is twice-differentiable, $L_1$-smooth with $f(0,0) = 0$ and $\|\nabla f(0,0)\|_2 = L_2$. Moreover, there exist constants $c_u, c_v, m, \alpha$ such that $\|u\|_2 \leq c_u \|v\|_2 \leq c_v$ and $|f(u,v) - f(u',v)| \geq m\|u - u'\|_2^\alpha$ and $|f(u,v) - f(u,v')| \geq m\|v - v'\|_2^\alpha$ for all $u, u' \in \mathcal{U}, v, v' \in \mathcal{V}$. Then Assum. 4 holds with $D = \mathbb{L}(c_u + c_v) + \frac{L_2^2}{\alpha}(c_u^2 + c_v^2)$, $L_H = L_1$, $c_{f,1} = c_{f,2} = m^2$, and $\alpha_1 = \alpha_2 = 2\alpha$.

PROOF. We prove the two parts separately.

Proof of part (a). First, note that by Cauchy-Schwarz’s inequality, we have $f(u_i, v_t) \leq \|u_i\|_2 \|v_t\|_2 \leq c_u c_v$, so that $D = c_u c_v$ is a valid choice.

Next, we can check that $\nabla^2 f = \begin{bmatrix} 0_{d \times d} & I_{d \times d} \\ I_{d \times d} & 0_{d \times d} \end{bmatrix}$ so that $\|\nabla^2 f\|_{op} = 1 = L_H$.

Finally, we note that under Assum. 5, the conditions (16) simplify to

$$
\rho_{u,u}^{\text{unit}} = (u - u')^\top \Sigma_{\text{time}} (u - u') \geq \lambda_{\text{unit}}\|u - u'\|_2^\alpha \quad \text{and} \quad \rho_{v,v}^{\text{time}} = (v - v')^\top \Sigma_{\text{unit}} (v - v') \geq \lambda_{\text{time}}\|v - v'\|_2^\alpha,
$$

which immediately implies (15) with the claimed constants $c_{f,1} = \lambda_{\text{unit}}$, $c_{f,2} = \lambda_{\text{time}}$, and $\alpha_1 = \alpha_2 = 2$. 


Proof of part (b). Note that $L$-smoothness immediately implies that $\|\nabla^2 f\|_{\text{op}} \leq L$ and
\[ f(u, v) - f(0, 0) \leq \nabla f(0, 0) \left[ \begin{array}{c} u \\ v \end{array} \right] + \frac{L_2}{2} (\|u\|_2^2 + \|v\|_2^2) \leq L_1 (c_u + c_v) + \frac{L_2}{2} (c_u^2 + c_v^2). \]
The remainder of the claim follows by noting that
\[ |f(u, v) - f(u', v)| \geq m \|u - u'|_2^{2\alpha} \]
\[ \implies \frac{1}{T+1} \sum_{t=1}^{T+1} (f(u, v_t) - f(u', v_t))^2 \geq m^2 \|u - u'|_2^{2\alpha}. \]
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