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Abstract Several machine learning inspired methods for perturbation-based fiber nonlinearity (PB-NLC) compensation have been presented in recent literature. We critically revisit acclaimed benefits of those over non-learned methods. Numerical results suggest that learned linear processing of perturbation triplets of PB-NLC is preferable over feedforward neural-network solutions. © 2022 The Author(s)

Introduction

The Kerr-induced fiber nonlinearity puts a cap on the maximum achievable information capacity in long-haul coherent optical transmission systems\(^{(1)}\)–\(^{(3)}\). Over the last few years, the advances in deep learning algorithms initiated the development of several system-agnostic machine learning (ML) approaches to compensate for the fiber Kerr nonlinearity effects. On this ground, learned versions of the perturbation theory-based fiber nonlinearity compensation (PB-NLC) technique have widely been investigated and demonstrated its effectiveness in estimating the complex nonlinear distortion field with the perturbation triplets as the input features\(^{(4)}\)–\(^{(10)}\).

Since the overall computational complexity of the PB-NLC techniques has often been considered a limitation for practical implementation, one direction of learned PB-NLC has been to lower the complexity by, for example, reducing the input feature vector size and pruning for neural network (NN) based PB-NLC\(^{(5)}\)–\(^{(8)}\),\(^{(9)}\). On the other hand, the conventional (CONV) PB-NLC technique has also notably been optimized in terms of nonlinearity compensation capability and overall computational complexity. Nonlinearity compensation performance improvements have been achieved by using realistic pulse shapes and the inclusion of the power profile in the coefficient computation\(^{(11)}\)–\(^{(12)}\). Significant complexity reductions have been obtained by coefficient quantization\(^{(13)}\).

Furthermore, the introduction of a cyclic buffer (CB) in the triplet computation stage permits further complexity savings for both learned and non-learned PB-NLC\(^{(10)}\).

In this paper, we revisit the acclaimed performance benefits of learned PB-NLC approaches\(^{(4)}\)–\(^{(5)}\) over their non-learned counterparts. For this, we carefully evaluate the overall computational complexity of existing learned and non-learned PB-NLC techniques, considering the available advancements for all of them. We note that such a comparison has not been done in the references proposing learned PB-NLC. As one important finding, our results show that feedforward NN (FNN)-based PB-NLC has hardly advantages over non-learned PB-NLC. On the other hand, the approach of learning PB-NLC coefficients from a least-squares (LS) optimization is shown to outperform the best non-learned PB-NLC variant and to provide the best performance-complexity trade-off of all tested methods.

PB-NLC Techniques

In CONV PB-NLC, the nonlinear distortion field is numerically calculated and subtracted from the symbol of interest. However, the truncation of the perturbation approximation at first-order in PB-NLC leads to a power overestimation problem and degrades the NLC performance. This can be overcome using an additive-multiplicative PB-NLC (CONV-AM PB-NLC) technique\(^{(15)}\).

ML-based solutions utilizing the existing PB-NLC distortion model have been investigated in several literatures. In\(^{(4)}\)–\(^{(5)}\), fully connected FNNs with perturbation triplets as the input features have been proposed to estimate the nonlinear distortion field instead of numerically computing it. This technique is referred to as FNN PB-NLC. NNs can also be used to predict the distortions in the above-mentioned additive-multiplicative model, which we refer to as FNN-
AM PB-NLC, and for which we show results for the first time in this paper. Rather than using an FNN, the application of a recurrent (RNN) and a convolution neural network (CNN) have been proposed in [9] and [16], respectively. The RNN solution from [9] has a similar performance as a fully connected FNN but affords a complexity reduction of about 47%. The CNN solution provides modest complexity benefits when compared with a fully connected FNN in [16]. However, the complexity figures in [16] are extremely high and suggest that an oversized FNN has been considered.

Besides NN-based PB-NLC, a learned model using the LS method to estimate the perturbation coefficients, referred to as LS PB-NLC, has also been considered in the literature [10]. A summary of the non-learned and learned PB-NLC techniques is provided in Table 1. We also state the complexity-reduction methods that have been applied in the corresponding literature references.

In this paper, we carry out numerical simulations to compare learned and non-learned PB-NLC techniques. For the former, we focus on FNN PB-NLC, as it has been pitched in [4],[5] as superior over CONV PB-NLC, which has motivated this work. We further consider LS PB-NLC, which is closely related to CONV PB-NLC in that it linearly processes perturbation triplets.

System Model
Fig. 1 shows the simulation setup. We simulate a polarization-multiplexed 5-channel wavelength-division multiplexed (WDM) transmission at 32 Gbaud per channel. The modulation format considered is 16-quadrature amplitude modulation (QAM). The transmitter processing consists of a root-raised cosine (RRC) filter and a 50% pre-chromatic dispersion compensation (CDC) [5],[6]. The signal is then transmitted through 10 spans of a standard single-mode fiber (SSMF) with a span length of 100 km, a dispersion parameter of 17 ps.nm\(^{-1}\).km\(^{-1}\), a nonlinear parameter of 1.2 W\(^{-1}\).km\(^{-1}\), an attenuation coefficient of 0.2 dB.km\(^{-1}\) and a polarization mode dispersion (PMD) parameter of 0.1 ps.km\(^{-2}\). An erbium-doped fiber amplifier (EDFA) with a 6 dB noise figure is used to compensate for the span loss. The laser linewidth is 100 kHz. The receiver processing consists of a 50% post-CDC, an RRC matched filter, a least mean square (LMS) adaptive 2x2 filter to compensate for PMD, and blind phase search (BPS) for carrier phase recovery (CPR). Then, one of the considered NLC techniques is applied to compensate for the remaining nonlinearity. Following that, the compensated symbols are demodulated to calculate the bit-error rate and Q-factor.

Results and Discussion
In the simulation, the center WDM channel is chosen as the target channel to evaluate the performance. Fig. 2 shows the Q-factor performance for all the considered techniques as well as for CDC-only processing for a comparison. We start with a sufficiently large number of triplet features to assess the maximal performance. In particular, the window size selected for the triplet computation is 75 and the number of triplets obtained after apply-
ing the truncation criterion in[5] is 1681. We observe that all learned PB-NLC methods perform fairly similar and achieve essentially the same optimal Q-factor at a transmission power of 2 dBm per channel. Furthermore, the CONV-AM PB-NLC reaches an almost identical optimal Q-factor. Hence, without restrictions on complexity, there is little benefit to the learned approaches. The gain over CDC is about 0.35 dB to 0.45 dB. This may seem moderate when compared to results presented in other literature, but we note that (i) cross-channel NLC due to the WDM transmission limits the achievable gains and (ii) the presence of CPR partially mitigates the phase noise part of intra-channel NLC also for CDC-only processing.

Next, we evaluate the Q-factor performance when reducing the computational complexity for different PB-NLC techniques. Fig. 3 shows the Q-factor improvement over CDC as a function of the computational complexity measured as the number of real-valued multiplications per symbol. The complexity reduction is achieved first through smaller symbol-window sizes, which when shortened from 75 to 37 reduces the number of triplets from 1681 to 737. Since the performances of CONV-AM PB-NLC, FNN-AM PB-NLC and LS PB-NLC remain close to the best possible values with just an onset of a degradation, we fix 737 triplets and next further reduce complexity by making use of the CB concept[10]. This computationally efficient way of generating triplets does not degrade performance, as seen in Fig. 3.

Finally, the number of computations required for processing triplets is lowered through weight-pruning for the NNs and coefficient quantization using K-means clustering for the other methods, respectively. We use a pruning approach similar to[5], but rather than applying an absolute threshold, we gradually prune the relatively small weights and rewind the learning rate schedule before fine tuning[17]. The result details are highlighted in the inset in Fig. 3. We observe that LS PB-NLC achieves the best performance-complexity trade-off, followed by CONV-AM PB-NLC. This suggests that PB-NLC based on models that process triplets linearly together with coefficient quantization are more effective than non-linear processing with FNNs and weight pruning. The total complexity can be reduced to about 3,500 real-valued multiplications per symbol with negligible performance loss, which is more moderate than figures reported in e.g.[16] and also competitive with non-PB-NLC-based learned NLC, e.g.[18].

Conclusions

In this paper, we have compared conventional and learned PB-NLC techniques in a 5-channel WDM transmission over a 1,000 km link. Our results suggest that there is little benefit to FNN-based learned PB-NLC. On the other hand, linear triplet processing with coefficients learned from LS optimization is highly effective. Our work highlights the importance of applying available performance improvements (e.g. AM PB-NLC) and complexity reduction methods (e.g. quantization and CB) when conducting a comparison of learned and non-learned methods. Future work will investigate whether pruned RNN PB-NLC can retain performance better than FNN PB-NLC.
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