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Abstract. We generalize intuitionistic tense logics to the multi-modal case by placing grammar logics on an intuitionistic footing. We provide axiomatizations for a class of base intuitionistic grammar logics as well as provide axiomatizations for extensions with combinations of seriality axioms and what we call intuitionistic path axioms. We show that each axiomatization is sound and complete with completeness being shown via a typical canonical model construction.
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1 Introduction

Having been introduced in 1988 by Fariñas del Cerro and Penttonen [5], grammar logics form a prominent class of normal, multi-modal logics that extend classical propositional logic with a set of modalities indexed by characters from an alphabet. Such logics obtain their name due to the incorporation of axioms which can be viewed as production rules in a context-free grammar, and which generate sequences of edges (which can be viewed as words) in a relational model. More significantly however, the class of grammar logics includes many well-known logics that have practical value in computer science; e.g. description logics [17], epistemic logics [11], information logics [27], temporal logics [4], and standard modal logics (e.g. K, S4, and S5) [8].

Another logical paradigm that is useful within computer science is that of constructive reasoning (e.g. [18, 22]), that is, reasoning where the claimed existence of an object implies its constructibility [3]. One of the most renowned logics for formalizing constructive reasoning is intuitionistic logic, which employs a version of implication that is stronger than its classical counterpart. Resting on the philosophical work of L.E.J. Brouwer, propositional intuitionistic logic was provided axiomatizations in the early 20th century by Kolmogorov [19], Orlov [21], and Glivenko [15], with a first-order axiomatization given by Heyting [16].

The interest in modal and intuitionistic logics naturally gave rise to combinations of the two, thus giving birth to the paradigm of intuitionistic modal
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logics. A diverse set of intuitionistic modal logics have been proposed in the literature \[1, 2, 9, 14, 24, 13, 25\], though the class of logics introduced by Plotkin and Stirling \[24\] has become (most notably through the work of Simpson \[25\]) one of the most popular formulations. In the same year that Plotkin and Stirling \[24\] introduced their intuitionistic modal logics, Ewald introduced \textit{intuitionistic tense logic} \[10\], which not only includes modalities that make reference to the future in a relational model (\(\Diamond\) and \(\Box\)), but also includes modalities that make reference to the past (\(\Diamond\) and \(\Box\)). As with (multi-)modal and intuitionistic logics, intuitionistic modal logics have proven useful in computer science; e.g. such logics have been used to design verification techniques \[12\], in reasoning about functional programs \[23\], and in the definition of programming languages \[7\].

Due to the practical import of the aforementioned logics, it seems both natural and worthwhile to formulate intuitionistic versions of grammar logics. Hence, the main goal of this paper will be to axiomatize intuitionistic context-free grammar logics with converses, thus generalizing the work of \[5, 10, 24\]. In the following section (Sect. 2), we axiomatize and provide a semantics for intuitionistic grammar logics. Afterward (in Sect. 3), we prove the soundness and completeness of our logics, with completeness being shown on the basis of a standard canonical model construction (adapting techniques provided in \[10\]). In the final section (Sect. 4), we briefly conclude and discuss future work.

2 \textbf{Intuitionistic Grammar Logics}

We define our languages for intuitionistic grammar logics relative to an \textit{alphabet} \(\Sigma\) consisting of a non-empty countable set of characters, which will be used to index modalities. Following \[8\], we stipulate that each alphabet \(\Sigma\) can be partitioned into a \textit{forward part} \(\Sigma^+ := \{a, b, c, \ldots\}\) and a \textit{backward part} \(\Sigma^- := \{\overline{a}, \overline{b}, \overline{c}, \ldots\}\) such that each part has the same cardinality and the following is satisfied:

\[
\Sigma := \Sigma^+ \cup \Sigma^- \text{ where } \Sigma^+ \cap \Sigma^- = \emptyset \text{ and } a \in \Sigma^+ \iff \overline{a} \in \Sigma^-
\]

We use \(a, b, c, \ldots\) (possibly annotated) to denote the \textit{forward characters} contained in the forward part \(\Sigma^+\), and \(\overline{a}, \overline{b}, \overline{c}, \ldots\) (possibly annotated) to denote the \textit{backward characters} contained in the backward part \(\Sigma^-\). Both forward and backward characters are referred to as \textit{characters} more generally, and we use \(x, y, z, \ldots\) (possibly annotated) to denote them. Intuitively, modalities indexed with forward characters make reference to future states within a relational model, and modalities indexed with backward characters make reference to past states. The \textit{converse operation} \(\tau\) is defined to be a function mapping each forward character \(a \in \Sigma^+\) to its \textit{converse} \(\overline{a} \in \Sigma^-\) and vice versa; hence, the converse operation is its own inverse, i.e. for any \(x \in \Sigma, x = \overline{\overline{x}}\).

Each of our languages includes \textit{propositional atoms} from the denumerable set \(\Phi := \{p, q, r, \ldots\}\). Each language \(L(\Sigma)\) is defined via the following grammar in BNF:

\[
A ::= p \mid \bot \mid A \lor A \mid A \land A \mid A \supset A \mid \langle x \rangle A \mid [x] A
\]
where $p$ ranges over the set of propositional atoms $\Phi$ and $x$ ranges over the alphabet $\Sigma$. We use $A, B, C, \ldots$ to range over formulae in $L(\Sigma)$, define $\sim A := A \supset \bot$, and define $A \supset \supset B := (A \supset B) \wedge (B \supset A)$. We interpret formulae on bi-relational $\Sigma$-models, which are inspired by the models for intuitionistic modal and tense logics presented in [2, 9, 10, 24]:

**Definition 1 (Bi-relational $\Sigma$-Model).** We define a bi-relational $\Sigma$-model to be a tuple $M = (W, \leq, \{R_x \mid x \in \Sigma\}, V)$ such that:

- $W$ is a non-empty set of worlds $\{w, u, v, \ldots\}$;
- The intuitionistic relation $\leq \subseteq W \times W$ is a preorder, i.e. it is reflexive and transitive;
- The accessibility relation $R_x \subseteq W \times W$ satisfies:
  (F1) For all $w, v, v' \in W$, if $w R_x v$ and $v \leq v'$, then there exists a $w' \in W$ such that $w \leq w'$ and $w' R_x v'$;
  (F2) For all $w, w', v \in W$, if $w \leq w'$ and $w R_x v$, then there exists a $v' \in W$ such that $w' R_x v'$ and $v \leq v'$;
  (F3) $w R_x u$ iff $u R_{\sim x} w$;
- $V : W \rightarrow 2^\Phi$ is a valuation function satisfying the monotonicity condition: for each $w, u \in W$, if $w \leq u$, then $V(w) \subseteq V(u)$.

The (F1) and (F2) conditions ensure the monotonicity of complex formulae (see Lem. 1) in our models, which is a property characteristic of intuitionistic logics. We note that we interpret accessibility relations indexed with forward characters as relating worlds to future worlds, and accessibility relations indexed with backward characters as relating worlds to past worlds. Such an interpretation shows that our models have a tense character, and additionally, shows that our logics generalize the intuitionistic tense logics of [10]. We interpret formulae from $L(\Sigma)$ over bi-relational models via the following clauses.

**Definition 2 (Semantic Clauses).** Let $M$ be a bi-relational $\Sigma$-model with $w \in W$. The satisfaction relation $M, w \Vdash_\Sigma A$ between $w \in W$ of $M$ and a formula $A \in L(\Sigma)$ is inductively defined as follows:

- $M, w \Vdash_\Sigma p$ iff $p \in V(w)$, for $p \in \Phi$;
- $M, w \Vdash_\Sigma \bot$;
- $M, w \Vdash_\Sigma A \lor B$ iff $M, w \Vdash_\Sigma A$ or $M, w \Vdash_\Sigma B$;
- $M, w \Vdash_\Sigma A \land B$ iff $M, w \Vdash_\Sigma A$ and $M, w \Vdash_\Sigma B$;
- $M, w \Vdash_\Sigma A \supset B$ iff for all $w' \in W$, if $w \leq w'$ and $M, w' \Vdash_\Sigma A$, then $M, w' \Vdash_\Sigma B$;
- $M, w \Vdash_\Sigma (x)A$ iff there exists an $v \in W$ such that $w R_x v$ and $M, v \Vdash_\Sigma A$;
- $M, w \Vdash_\Sigma [x]A$ iff for all $w', v' \in W$, if $w \leq w'$ and $w' R_x v'$, then $M, v' \Vdash_\Sigma A$.

**Lemma 1.** Let $M$ be a bi-relational $\Sigma$-model with $w, u \in W$ of $M$. If $w \leq u$ and $M, w \Vdash_\Sigma A$, then $M, u \Vdash_\Sigma A$.

---

1 For a discussion of these conditions and their encompassing literature, see [25, Ch. 3].
Proof. By induction on the complexity of $A$. \hfill \square

As will be shown in the subsequent section, given an alphabet $\Sigma$, the set of formulae valid with respect to the class of bi-relational $\Sigma$-models is axiomatizable. We refer to the axiomatization as $\mathsf{HIK}_m(\Sigma)$ (with $\mathsf{H}$ denoting the fact that the axiomatization is a Hilbert calculus), and call the corresponding logic that it generates $\mathsf{IK}_m(\Sigma)$. We note that $\mathsf{IK}_m(\Sigma)$ is taken to be the base intuitionistic grammar logic relative to $\Sigma$; below, we will also consider extensions of $\mathsf{IK}_m(\Sigma)$ by extending its axiomatization with common modal axioms.

**Definition 3 (Axiomatization).** We define our axiomatization $\mathsf{HIK}_m(\Sigma)$ below, where we have an axiom and inference rule for each $x \in \Sigma$.

\begin{align*}
A0 & \text{ Any axiomatization for intuitionistic propositional logic} \\
A1 & x(A \supset B) \supset (([x]A \supset [x]B)) \\
A2 & x(A \land B) \supset ([x]A \land [x]B) \\
A3 & (x)(A \lor B) \supset (([x]A \lor [x]B)) \\
A4 & x(A \supset B) \supset (([x]A \supset [x]B)) \\
A5 & x(A \land [x]B) \supset ([x](A \land [x]B)) \\
A6 & \sim(x) \perp \\
A7 & (A \supset [x](\overline{\tau}A)) \land (([x]\overline{\tau}A \supset A)) \\
A8 & ([x]A \supset [x]B) \supset ([x](A \supset B)) \\
A9 & ([x](A \supset B) \supset ([x]A \supset (x)B)) \\
R1 & \frac{A}{[x]A} \text{ (nec)}
\end{align*}

We define the logic $\mathsf{IK}_m(\Sigma)$ to be the smallest set of formulae from $\mathcal{L}(\Sigma)$ closed under substitutions of the axioms and applications of the inference rules. A formula $A$ is defined to be a theorem of $\mathsf{IK}_m(\Sigma)$ iff $A \in \mathsf{IK}_m(\Sigma)$.

We also consider logics that are extensions of $\mathsf{IK}_m(\Sigma)$ with sets $\mathcal{A}$ of the following axioms.

\begin{itemize}
  \item $\mathcal{D}_x : [x]A \supset (x)A$
  \item $\mathcal{IPA} : ((x_1) \cdots (x_n)A \supset (x)A) \land ([x]A \supset [x_1] \cdots [x_n]A)$
\end{itemize}

We refer to axioms of the form shown above left as seriality axioms, and axioms of the form shown above right as intuitionistic path axioms (IPAs). We use $\mathcal{A}$ to denote any arbitrary collection of axioms of the above forms. Moreover, we note that the collection of IPAs includes multi-modal variants of standard axioms such as $T_x$, $B_x$, $4_x$, and $5_x$, which are shown below.

\begin{align*}
T_x & : (A \supset (x)A) \land ([x]A \supset A) \\
4_x & : ((x)(x)A \supset (x)A) \land ([x]A \supset [x][x]A) \\
B_x & : (x)(x)A \supset (x)A) \land ([x]A \supset \overline{\tau}[x]A) \\
5_x & : (x)(x)A \supset (x)A) \land ([x]A \supset [\overline{\tau}][x]A)
\end{align*}

In the next section, we show that any extension of $\mathsf{HIK}_m(\Sigma)$ with a set $\mathcal{A}$ of axioms is sound and complete relative to a specified sub-class of the bi-relational $\Sigma$-models. For each axiom we extend $\mathsf{HIK}_m(\Sigma)$ with, we impose a frame condition on our class of bi-relational $\Sigma$-models. Axioms and related frame conditions are displayed in Fig. 1, and extensions of $\mathsf{HIK}_m(\Sigma)$ with seriality and IPA axioms, along with their corresponding models, are defined below.
Definition 4 (Terminology for Extensions). We define the axiomatization $H IK_m(\Sigma, \mathcal{A})$ to be $H IK_m(\Sigma) \cup \mathcal{A}$, and define the logic $IK_m(\Sigma, \mathcal{A})$ to be the smallest set of formulae from $\mathcal{L}(\Sigma)$ closed under substitutions of the axioms and applications of the inference rules. A formula $A$ is defined to be an $IK_m(\Sigma, \mathcal{A})$-theorem, written $\vdash_\mathcal{A} A$, iff $A \in IK_m(\Sigma, \mathcal{A})$, and a formula $A$ is said to be derivable from a set of formulae $\mathcal{A} \subseteq \mathcal{L}(\Sigma)$, written $\mathcal{A} \vdash_\mathcal{A} A$, iff for some $B_1, \ldots, B_n \in \mathcal{A}$, $\vdash_\mathcal{A} B_1 \land \cdots \land B_n \supset A$.

Moreover, we define a bi-relational $(\Sigma, \mathcal{A})$-model to be a bi-relational $\Sigma$-model satisfying each frame condition related to an axiom $A \in \mathcal{A}$. A formula $A$ is defined to be globally true on a bi-relational $(\Sigma, \mathcal{A})$-model $M$, written $M \models_\mathcal{A} A$, iff $M, w \models \Sigma A$ for all worlds $w \in W$ of $M$. A formula $A$ is defined to be $(\Sigma, \mathcal{A})$-valid, written $\models_\Sigma A$, iff $A$ is globally true on every bi-relational $(\Sigma, \mathcal{A})$-model.

Last, we say that a set $\mathcal{A}$ of formulae semantically implies a formula $A$, written $\mathcal{A} \models_\Sigma A$, iff for all bi-relational $(\Sigma, \mathcal{A})$-models $M$ and each $w \in W$ of $M$, if $M, w \models \Sigma B$ for each $B \in \mathcal{A}$, then $M, w \models \Sigma A$.

Remark 1. Note that the axiomatization $H IK_m(\Sigma) = H IK_m(\Sigma, \emptyset)$ and that a bi-relational $(\Sigma, \emptyset)$-model is a bi-relational $\Sigma$-model.

Let us now move on to the next section and prove the soundness and completeness results for our logics.

3 Soundness and Completeness

In this section, we show that the $\vdash_\mathcal{A}$ and $\models_\Sigma$ relations coincide, that is to say, we show that each intuitionistic grammar logic $IK_m(\Sigma, \mathcal{A})$ is sound and complete. As usual, soundness is straightforward to prove:

Theorem 1 (Soundness). If $\mathcal{A} \vdash_\mathcal{A} A$, then $\mathcal{A} \models_\Sigma A$.

Proof. One can prove that if $\vdash_\mathcal{A} A$, then $\models_\Sigma A$ by showing that each axiom is valid and each inference rule preserves validity. Then, if we assume that $\mathcal{A} \vdash_\mathcal{A} A$, it follows that for some $B_1, \ldots, B_n \in \mathcal{A}$, $\vdash_\mathcal{A} B_1 \land \cdots \land B_n \supset A$, which further implies that $\models_\Sigma B_1 \land \cdots \land B_n \supset A$. The last fact permits us to conclude that $\mathcal{A} \models_\Sigma A$. □

To establish completeness we combine techniques used for establishing the completeness of intuitionistic logic [6] and intuitionistic tense logic [10]. Our strategy is rather standard and consists of constructing a canonical model where
Definition 5 ($\text{IK}_m(\Sigma, A)$-Consistent). We define a pair of sets of formulae $(\mathcal{A}, \mathcal{B})$ to be $\text{IK}_m(\Sigma, A)$-consistent iff for no finite subsets $\mathcal{A}_0 \subseteq \mathcal{A}$ and $\mathcal{B}_0 \subseteq \mathcal{B}$ we have $\frac{1}{m} \wedge \mathcal{A}_0 \not\supseteq \mathcal{B}_0$.

Definition 6 ($\text{IK}_m(\Sigma, A)$-Saturated). We define a pair $(\mathcal{A}, \mathcal{B})$ to be $\text{IK}_m(\Sigma, A)$-saturated iff

1. $(\mathcal{A}, \mathcal{B})$ is $\text{IK}_m(\Sigma, A)$-consistent;
2. if $\mathcal{A} \not\vdash \frac{1}{m} A$, then $A \in \mathcal{A}$;
3. if $\mathcal{A} \not\vdash \frac{1}{m} A \lor B$, then $A \in \mathcal{A}$ or $B \in \mathcal{A}$;
4. $\mathcal{A} \cap \mathcal{B} = \emptyset$;
5. $\mathcal{A} \cup \mathcal{B} = \mathcal{L}(\Sigma)$.

Lemma 2. Suppose that $(\mathcal{A}, \mathcal{B})$ is $\text{IK}_m(\Sigma, A)$-consistent. Then, there exists a saturated pair $(\mathcal{A}', \mathcal{B}')$ such that $\mathcal{A} \subseteq \mathcal{A}'$ and $\mathcal{B} \subseteq \mathcal{B}'$.

Proof. Let us enumerate all disjunctions from $\mathcal{L}(\Sigma)$ where each disjunction occurs infinitely often: $(B_{0,i} \lor B_{1,i})_{i \in \mathbb{N}}$. We set $(\mathcal{A}_0, \mathcal{B}_0) := (\mathcal{A}, \mathcal{B})$ and define an infinite sequence of pairs as follows: $\mathcal{A}_{n+1} := \mathcal{A}_n \cup \{B_{j,n}\}$ and $\mathcal{B}_{n+1} := \mathcal{B}_n$, if $(\mathcal{A}_n \cup \{B_{j,n}\}, \mathcal{B}_n)$ is $\text{IK}_m(\Sigma, A)$-consistent (and if $(\mathcal{A}_n \cup \{B_{j,n}\}, \mathcal{B}_n)$ is $\text{IK}_m(\Sigma, A)$-consistent for both $j = 0$ and $j = 1$, then we set $\mathcal{A}_{n+1} := \mathcal{A}_n \cup \{B_{0,n}\}$, and $\mathcal{B}_{n+1} := \mathcal{B}_n$ and $\mathcal{B}_{n+1} := \mathcal{B}_n \cup \{B_{0,i}, B_{1,i}\}$ otherwise.

Let $\mathcal{A}' := \bigcup_{i \in \mathbb{N}} \mathcal{A}_i$ and $\mathcal{B}' := \bigcup_{i \in \mathbb{N}} \mathcal{B}_i$. We now argue that $(\mathcal{A}', \mathcal{B}')$ is saturated. It is straightforward to show that for each $n$, $(\mathcal{A}_n, \mathcal{B}_n)$ is $\text{IK}_m(\Sigma, A)$-consistent and that $\mathcal{A}_n \cap \mathcal{B}_n = \emptyset$ from which the saturation properties 1 and 4 can be deduced (see Def. 6 above). We note that saturation properties 3 and 5 follow from the above construction procedure, and 2 follows from 3 since if $\mathcal{A} \not\vdash \frac{1}{m} A$, then $\mathcal{A} \not\vdash \frac{1}{m} A \lor A$ (cf. [6, Lem. 5.3.8]).

Definition 7 (Canonical Model). We define the canonical model $M^C(\Sigma, A) := (W_C \subseteq \mathcal{C}, \{R^C_x \mid x \in \Sigma\}, V_C)$ as shown below, and let $w, u \in W_C$ with $w := (\mathcal{A}, \mathcal{B})$ and $u := (\mathcal{A}', \mathcal{B}')$.

- $W_C := \{((\mathcal{C}, \mathcal{D}) \mid (\mathcal{C}, \mathcal{D}) \text{ is saturated.})$;
- $w \leq_C u$ iff $\mathcal{A} \subseteq \mathcal{A}'$;
- $w R^C_x u$ iff (i) for all $A \in \mathcal{L}(\Sigma)$, if $[x]A \in \mathcal{A}$, then $A \in \mathcal{A}'$, and (ii) for all $A \in \mathcal{L}(\Sigma)$, if $A \in \mathcal{A}'$, then $(x)A \in \mathcal{A}$;
- $w \in V_C(p)$ iff $p \in \mathcal{A}$.

The following two lemmas are proven in an almost identical fashion to Lem. 3 and 5 of [10].

worlds are pairs of the form $(\mathcal{A}', \mathcal{B}')$ with $\mathcal{A}'$ and $\mathcal{B}'$ sets of formulae. If one assumes that $\mathcal{A} \not\vdash \frac{1}{m} A$, then one can show that a pair exists in the canonical model satisfying $\mathcal{A}$, but not $A$, thus establishing completeness (see Thm. 2 below). We begin by defining two useful notions, viz. the notion of an $\text{IK}_m(\Sigma, A)$-consistent set and the notion of an $\text{IK}_m(\Sigma, A)$-saturated pair.
Lemma 3. Let \( w := (\mathcal{A}_0, \mathcal{B}_0) \in W^C \). Then, \( \langle x \rangle A \in \mathcal{A}_0 \) if and only if there exists a \( u := (\mathcal{A}_1, \mathcal{B}_1) \in W^C \) such that \( wR_x^C u \) and \( A \in \mathcal{A}_1 \).

Lemma 4. Let \( w := (\mathcal{A}_0, \mathcal{B}_0) \in W^C \). Then, \( \langle x \rangle A \in \mathcal{A}_0 \) if and only if for each \( u := (\mathcal{A}_1, \mathcal{B}_1) \) and \( v := (\mathcal{A}_2, \mathcal{B}_2) \) in \( W^C \), if \( w \geq^C u \) and \( uR_x^C v \), then \( A \in \mathcal{A}_2 \).

Lemma 5. The canonical model \( M^C(\Sigma, A) \) is a bi-relational \((\mathcal{A}, \mathcal{B})\)-model.

Proof. It is straightforward to show that \( M^C \) is a bi-relational \((\mathcal{A}, \mathcal{B})\)-model. The proof that \( M^C \) satisfies properties (F1)–(F3) uses axioms A8, A9, and A7, respectively (cf. [10]), and the fact that the valuation function \( V^C \) is monotonic follows from its definition and the definition of \( \leq^C \). Below, we show that \( M^C \) satisfies each frame property associated with an axiom from \( \mathcal{A} \).

D_\_ \_ We show that if the seriality axiom \( [x]A \supset \langle x \rangle A \) is included in our axiomatization, then \( R_x \) is serial. Let \( w := (\mathcal{A}, \mathcal{B}) \in W^C \) and observe that the formula \( [x](p \supset p) \in \mathcal{A} \) if it were in \( \mathcal{B} \), \( w \) would not be \( \mathcal{K}(\Sigma, \mathcal{A}) \)-consistent (and hence, not saturated). Therefore, by applying the seriality axiom \( D_x \), we may conclude that \( (x)(p \supset p) \in \mathcal{A} \), from which it follows that there exists a \( u := (\mathcal{G}, \mathcal{P}) \in W^C \) such that \( wR_x^C u \) by Lem. 3.

IPA We show that if \((\langle x_1 \rangle \cdots \langle x_n \rangle A \supset \langle x \rangle A) \land (\langle x \rangle A \supset \langle x_1 \rangle \cdots \langle x_n \rangle A) \) is included in our axiomatization, then for any \( w_0, \ldots, w_n \in W^C \), if \( w_0R_x^C w_{i+1} \) for each \( i \in \{0, \ldots, n-1\} \), then \( w_0R_x^C w_n \). Let \( w_0, \ldots, w_n \) be arbitrary worlds in \( W^C \) and suppose that \( w_0R_x^C w_{i+1} \) for each \( i \in \{0, \ldots, n-1\} \). We aim to show that \( w_0R_x^C w_n \), where \( w_0 := (\mathcal{A}_0, \mathcal{B}_0) \) and \( w_n := (\mathcal{A}_n, \mathcal{B}_n) \). First, assume that \( [x]A \in \mathcal{A}_0 \). Then, by the above axiom, \( [x_1] \cdots [x_n]A \in \mathcal{A}_0 \), and by our assumption and the definition of the \( R_x^C \) relation, \( A \in \mathcal{A}_n \). Second, assume that \( A \in \mathcal{A}_n \). Then, by our assumption and the definition of the \( R_x^C \) relation, \( \langle x_1 \rangle \cdots \langle x_n \rangle A \in \mathcal{A}_0 \), so by the above axiom, \( \langle x \rangle A \in \mathcal{A}_0 \). Therefore, \( w_0R_x^C w_n \). 

Lemma 6 (Truth Lemma). Let \( w := (\mathcal{A}, \mathcal{B}) \) be saturated. Then, we have \( M^C(\Sigma, A), w \models^C A \iff A \in \mathcal{A} \).

Proof. We prove the result by induction on the complexity of \( A \) and argue the \( \lor, \supset, \) and \( [x] \) cases since the other cases are simple.

\( B \lor C \). \( M^C(\Sigma, A), w \models^C B \lor C \iff M^C(\Sigma, A), w \models^C B \) or \( M^C(\Sigma, A), w \models^C C \) iff \( B \in \mathcal{A} \) or \( C \in \mathcal{A} \) iff \( B \lor C \in \mathcal{A} \). We note that the second ‘iff’ follows from IH an the third follows from the fact that \( w \) is saturated (see Def. 6).

\( B \supset C \). The right-to-left direction is straightforward, so we show the left-to-right direction by contraposition. Suppose that \( B \supset C \not\in \mathcal{A} \). It follows that \( \mathcal{A} \cup \{B\} \not\subseteq \mathcal{C} \), implying that the pair \( \langle \mathcal{A} \cup \{B\} \}; \{C\} \rangle \) is \( \mathcal{K}(\Sigma, \mathcal{A}) \)-consistent, and so, we may extend it to a saturated pair \( u := (\mathcal{G}, \mathcal{P}) \). Observe that \( \mathcal{A} \subseteq \mathcal{C} \), \( B \in \mathcal{A} \), and \( C \not\in \mathcal{A} \). By the definition of \( \leq^C \) and IH, it follows that \( u \in W^C \) with \( w \leq^C u \), \( M^C(\Sigma, A), u \models^C B \), and \( M^C(\Sigma, A), u \not\models^C C \), entailing that \( M^C(\Sigma, A), w \models^C B \supset C \).
The left-to-right direction is straightforward, so we show the right-to-left direction. Suppose that \( \langle x \rangle B \in \mathcal{A} \). Then, by Lem. 3 we know that there exists a \( u := \langle \mathcal{C}, \mathcal{D} \rangle \in W^C \) such that \( wR^C_x u \) and \( B \in \mathcal{C} \). Therefore, \( M^C(\Sigma, A), u \vdash^\Sigma B \) by IH, implying that \( M^C(\Sigma, A), w \vdash^\Sigma \langle x \rangle B \).

[\langle x \rangle B]. Follows from Lem. 4 and IH.

Theorem 2 (Completeness). If \( \vdash^\Sigma A \), then \( \vdash^\Sigma A \).

Proof. Suppose \( \not\vdash_{A}^\Sigma A \). Then, \( \langle \mathcal{A}, \{A\} \rangle \) is \( \mathcal{I}K_m(\Sigma, A)-\)consistent and can be extended to a saturated pair \( w := \langle \mathcal{A}^\omega, \mathcal{B}^\omega \rangle \). By Lem. 6, \( M^C, w \vdash^\Sigma B \) for each \( B \in \mathcal{A}^\omega \), but \( M^C, w \not\vdash^\Sigma C \) for each \( C \in \mathcal{B}^\omega \). Hence, \( \not\vdash_{A}^\Sigma A \).

4 Conclusion

This paper provided sound and complete axiomatizations for intuitionistic grammar logics. We defined a base intuitionistic grammar logic \( \mathcal{I}K_m(\Sigma) \), for each alphabet \( \Sigma \), and provided axiomatizations for extensions of \( \mathcal{I}K_m(\Sigma) \) with combinations of seriality axioms and intuitionistic path axioms. In future work, we aim to provide nested sequent systems in the style of [26] for the logics discussed here by making use of the structural refinement methodology of [20]. The goal will be to identify decidable fragments of intuitionistic grammar logics via proof-search. Moreover, due to the connection between modal logics and description logics, it could be worthwhile to investigate the use of intuitionistic grammar logics (or close variants thereof) in knowledge representation.

References

1. Bierman, G.M., de Paiva, V.C.V.: On an intuitionistic modal logic. Studia Logica: An International Journal for Symbolic Logic 65(3), 383–416 (2000), http://www.jstor.org/stable/20016199
2. Božić, M., Došen, K.: Models for normal intuitionistic modal logics. Studia Logica 43(3), 217–245 (1984)
3. Brouwer, L.E.J., Heyting, A.: L.E.J. Brouwer: Collected Works, Volume 1: Philosophy and Foundations of Mathematics. North-Holland Publishing Company; New York: American Elsevier Publishing Company (1975)
4. del Cerro, L.F.n., Herzig, A.: Modal deduction with applications in epistemic and temporal logics. In: Gabbay, D.M., Hogger, C.J., Robinson, J.A. (eds.) Handbook of Logic in Artificial Intelligence and Logic Programming (Vol. 4): Epistemic and Temporal Reasoning, p. 499–594. Oxford University Press, Inc., USA (1995)
5. del Cerro, L.F., Penttonen, M.: Grammar logics. Logique et Analyse 31(121/122), 123–134 (1988)
6. van Dalen, D.: Logic and Structure. Springer-Verlag Berlin Heidelberg (2004)
7. Davies, R., Pfenning, F.: A modal analysis of staged computation. J. ACM 48(3), 555–604 (May 2001). https://doi.org/10.1145/382780.382785
8. Demri, S., de Nivelle, H.: Deciding regular grammar logics with converse through first-order logic. Journal of Logic, Language and Information 14(3), 289–329 (2005). https://doi.org/10.1007/s10849-005-5788-9, https://doi.org/10.1007/s10849-005-5788-9
9. Došen, K.: Models for stronger normal intuitionistic modal logics. Studia Logica 44(1), 39–70 (1985)
10. Ewald, W.B.: Intuitionistic tense and modal logic. The Journal of Symbolic Logic 51(1), 166–179 (1986), http://www.jstor.org/stable/2273953
11. Fagin, R., Moses, Y., Halpern, J.Y., Vardi, M.Y.: Reasoning about knowledge. MIT press (1995)
12. Fairtlough, M., Mendler, M.: An intuitionistic modal logic with applications to the formal verification of hardware. In: Pacholski, L., Tiuryn, J. (eds.) Computer Science Logic. pp. 354–368. Springer Berlin Heidelberg, Berlin, Heidelberg (1995)
13. Fischer Servi, G.: Axiomatizations for some intuitionistic modal logics. Rend. Sem. Mat. Univers. Politecn. Torino 42(3), 179–194 (1984)
14. Fitch, F.B.: Intuitionistic modal logic with quantifiers. Portugaliae mathematica 7(2), 113–118 (1948), http://eudml.org/doc/114664
15. Glivenko, V.: Sur quelques points de la logique de m. brouwer. Bulletins de la classe des sciences 15(5), 183–188 (1929)
16. Heyting, A.: Die formalen regeln der intuitionistischen logik. Sitzungsbericht PreuBische Akademie der Wissenschaften Berlin, physikalisch-mathematische Klasse II pp. 42–56 (1930)
17. Horrocks, I., Sattler, U.: Decidability of SHIQ with complex role inclusion axioms. Artificial Intelligence 160(1-2), 79–104 (2004)
18. Howard, W.A.: The formulae-as-types notion of construction. To HB Curry: essays on combinatory logic, lambda calculus and formalism 44, 479–490 (1980)
19. Kolmogorov, A.: On the principle of tertium non datur. mathematics of the ussr, sbornik 32, 646–667 (1925). In: Van Heijenoort, J. (ed.) From Frege to Gödel: a source book in mathematical logic, 1879-1931, vol. 9. Harvard University Press (1967)
20. Lyon, T.: Refining Labelled Systems for Modal and Constructive Logics with Applications. Ph.D. thesis, Technische Universität Wien (2021)
21. Orlov, I.E.: The calculus of compatibility of propositions. Mathematics of the USSR, Sbornik 35, 263–286 (1928)
22. Osorio, M., Navarro, J.A., Arrazola, J.: Applications of intuitionistic logic in answer set programming. Theory Pract. Log. Program. 4(3), 325–354 (May 2004). https://doi.org/10.1017/S1471068403001881, https://doi.org/10.1017/S1471068403001881
23. Pitts, A.M.: Evaluation logic. In: IV Higher Order Workshop, Banff 1990. pp. 162–189. Springer (1991)
24. Plotkin, G., Stirling, C.: A framework for intuitionistic modal logics: Extended abstract. In: Proceedings of the 1986 Conference on Theoretical Aspects of Reasoning about Knowledge. p. 399–406. TARK ’86, Morgan Kaufmann Publishers Inc., San Francisco, CA, USA (1986)
25. Simpson, A.K.: The proof theory and semantics of intuitionistic modal logic. Ph.D. thesis, University of Edinburgh. College of Science and Engineering. School of Informatics (1994)
26. Straßburger, L.: Cut elimination in nested sequents for intuitionistic modal logics. In: Pfennig, F. (ed.) Foundations of Software Science and Computation Structures. Lecture Notes in Computer Science, vol. 7794, pp. 209–224. Springer Berlin Heidelberg, Berlin, Heidelberg (2013)
27. Vakarelov, D.: Abstract characterization of some knowledge representation systems and the logic nil of nondeterministic information. In: Jorrand, P., Sgurev, V. (eds.) Artificial Intelligence II. pp. 255–260. North-Holland, Amsterdam (1987)