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Abstract We present a novel data-driven strategy to choose the hyperparameter $k$ in the $k$-NN regression estimator without using any hold-out data. We treat the problem of choosing the hyperparameter as an iterative procedure (over $k$) and propose using an easily implemented in practice strategy based on the idea of early stopping and the minimum discrepancy principle. This model selection strategy is proven to be minimax-optimal over some smoothness function classes, for instance, the Lipschitz functions class on a bounded domain. The novel method often improves statistical performance on artificial and real-world data sets in comparison to other model selection strategies, such as the Hold-out method, 5-fold cross-validation, and AIC criterion. The novelty of the strategy comes from reducing the computational time of the model selection procedure while preserving the statistical (minimax) optimality of the resulting estimator. More precisely, given a sample of size $n$, if one should choose $k$ among $\{1, \ldots, n\}$, and $\{f^1, \ldots, f^n\}$ are the estimators of the regression function, the minimum discrepancy principle requires the calculation of a fraction of the estimators, while this is not the case for the generalized cross-validation, Akaike’s AIC criteria, or Lepskii principle.
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1 Introduction

The theoretical performance of the \(k\)-NN regression estimator has been widely studied since the 1970s (Devroye 1978; Collomb et al. 1979; Devroye et al. 1981; Bhattacharya and Mack 1983; Biau, Cérou, and Guyader 2010; Kpotufe 2011; Biau and Devroye 2013; Zhao and Lai 2021b). For example, in (Biau and Devroye 2015, Chapter 12) the uniform consistency of the \(k\)-NN estimator is proved under the condition that \(k(n)/n \to 0\) as \(n \to \infty\), where \(n\) is the sample size. However, as it was shown in Györfi et al. (2006), the nearest neighbor estimator (\(k = 1\)) is proved to be consistent only in the noiseless case.

Recently, researchers started to be interested in choosing \(k\) from the data (Györfi et al. 2006; Arlot and Bach 2009; Kpotufe 2011; Azadkia 2019). Apparently, the most common and simplest strategy to choose \(k\) is to assume some smoothness assumption on the regression function (e.g., the Lipschitz condition Györfi et al. 2006) and to find \(k\) that makes an upper bound on the bias and the variance of the \(k\)-NN regression estimator equal. This method has a clear lack: one needs to know the smoothness of the regression function (e.g., the Lipschitz constant). Arlot and Bach (2009) gave a data-driven strategy for choosing a hyperparameter for different linear estimators (e.g., the \(k\)-NN estimator) based on the idea of minimal penalty, introduced previously in Birgé and Massart (2007). The main inconvenience of this strategy is that one needs to compute all the estimators \(F_n = \{f_k, k = 1, \ldots, n\}\) of the regression function in order to choose the optimal one among them by comparing them via a special criterion that involves the empirical error (least-squares loss). To list other (similar) strategies, one can think about the Akaike’s AIC (Akaike 1998), Mallows’s \(C_p\) (Mallows 2000) criteria or generalized cross-validation (Li 1987; Hastie, Tibshirani, and Friedman 2009), where one has to compute the empirical risk error plus a penalty term for any \(k = 1, \ldots, n\), or Lepskii principle (Lepski 1992; Lepski 1992; Birgé 2001), where the statistician should make pairwise comparisons between all estimators \(F_n\). Often it is computationally expensive and restricts the use in practice. This gives rise to the problem of choosing the hyperparameter “in real-time”, meaning that the practitioner should compute iteratively \(f_k \in F_n\). Eventually, this iterative process has to be stopped. This problem can be solved by applying the early stopping rule (Engl, Hanke, and Neubauer 1996; Zhang, Yu, et al. 2003; Yao, Rosasco, and Caponnetto 2007; Raskutti, Wainwright, and Yu 2014; Blanchard, Hoffmann, and Reiß 2018; Wei, Yang, and Wainwright 2017).

The first early stopping rule that could be potentially data-driven was proposed by (Blanchard, Hoffmann, and Reiß 2018; Blanchard, Hoffmann, Reiß, et al. 2018; Celisse and Wahl 2021) for spectral filter iterative algorithms (see, e.g., Bauer, Pereverzev, and Rosasco 2007; Gerfo et al. 2008 for examples of such algorithms). The idea behind the construction of this early stopping rule is the so-called minimum discrepancy principle (MDP) that is based on finding a first iteration for which a learning algorithm starts to fit the noise. The key quantity for the analysis of the minimum discrepancy principle is the empirical risk error, which is monitored throughout the whole learning
process. The process is stopped if the empirical risk starts to fit the noise. It is important to emphasize that the MDP strategy does not involve any hold-out data, thus useful in the settings where there is little data to do training and prediction afterwards.

**Contribution.** In the present paper, we propose applying the minimum discrepancy principle stopping rule for the $k$-NN regression estimator in order to select $k$. We prove a non-asymptotic upper bound on the performance of the minimum discrepancy principle stopping rule measured in the empirical $L_2(\mathbb{P}_n)$ and population $L_2(\mathbb{P}_X)$ norms. Those bounds imply that, under a quite mild assumption on the regression function, the minimum discrepancy principle stopping rule provides a statistically (minimax) optimal functional estimator, in particular, over the class of Lipschitz functions on a bounded domain. In Section 5, we show that our method often improves the performances of classical selection procedures, such as 5-fold, Hold-out and generalized cross-validation, on artificial and real data. Besides that, the proposed strategy lowers the computational time of the selection procedure compared to some well-known model selection strategies, such as the generalized cross-validation, Akaike’s AIC or Lepskii principle, since the latter strategies need to calculate all $k$-NN estimators, $k = 1, \ldots, n$, of the regression function. We emphasize that the proposed strategy for choosing $k$ is easy-to-implement in practice since it involves only monitoring the empirical risk, does not use any hold-out data and does not require any parameters to tune, which is not true for (Arlot and Bach 2009), Lepskii principle (Lepski 1992; Lepskii 1992) or (Zhao and Lai 2019; Zhao and Lai 2021b). In the latter work, in order to calculate the optimal $k$, three design parameters ($A, K, q$) have to be carefully chosen by the user.

**Outline of the paper.** The organization of the paper is as follows. Section 2 describes the statistical model, its main assumption and introduces the notation that will be used along the paper. In Section 3 we introduce the $k$-NN estimator and explain how to compute the minimum discrepancy early stopping rule. Section 4 provides the main theoretical result that shows that the proposed rule is statistically optimal for some classes of functions (e.g., the well-known class of Lipschitz functions on a bounded domain). In Section 5 one can find simulation results for the proposed stopping rule. To be precise, we compare this rule to the generalized cross-validation estimator, Akaike’s AIC criterion, $V$-fold and Hold-out cross-validation stopping rules (Arlot, Celisse, et al. 2010) tested on some artificial and real-world data sets. Section 6 concludes the paper. All the technical proofs are in the supplementary material.

### 2 Statistical model, main assumption, and notation

In the nonparametric regression setting, one works with a sample $(x_1, y_1), \ldots, (x_n, y_n) \in \mathcal{X}^n \times \mathbb{R}^n$ that satisfies the statistical model

$$y_i = f^*(x_i) + \varepsilon_i, \quad i = 1, \ldots, n, \quad (1)$$
where $f^*: \mathcal{X} \mapsto \mathbb{R}$, $\mathcal{X} \subseteq \mathbb{R}^d$, is a measurable function on some set $\mathcal{X}$, and $\{\varepsilon_i\}_{i=1}^n$ are i.i.d. Gaussian noise variables $\mathcal{N}(0, \sigma^2)$ where the parameter $\sigma^2 > 0$ is fixed and unknown. The goal of the present paper is to estimate optimally the regression function $f^*$ (see Tsybakov 2008; Arlot and Bach 2009; Wainwright 2019).

In the context of the fixed design setting, when the covariates $x_1, \ldots, x_n$ are fixed, the performance of an estimator $\hat{f}$ of $f^*$ is measured in terms of the so-called empirical norm defined as

$$\|\hat{f} - f^*\|^2_n := \frac{1}{n} \sum_{i=1}^n \left[ \hat{f}(x_i) - f^*(x_i) \right]^2,$$

where $\|h\|_n := \sqrt{1/n \sum_{i=1}^n h(x_i)^2}$ for any bounded on $\mathcal{X}$ function $h$. We denote the empirical norm as $L_2(\mathbb{P}_n)$. For each bounded over $\mathcal{X}$ functions $h_1, h_2$, $\langle h_1, h_2 \rangle_n := 1/n \sum_{i=1}^n h_1(x_i)h_2(x_i)$. Further, $\mathbb{P}_\varepsilon$ and $\mathbb{E}_\varepsilon$ denote the probability and expectation with respect to $\{\varepsilon_i\}_{i=1}^n$.

By contrast, when both the covariates $\{x_i\}_{i=1}^n$ and the noise $\{\varepsilon_i\}_{i=1}^n$ are random, we consider the so-called random design setting. In this setting, the performance of an estimator $\hat{f}$ of $f^*$ is measured in terms of the $L_2(\mathbb{P}_X)$ norm

$$\|\hat{f} - f^*\|^2_2 := \mathbb{E}_X \left[ \left( \hat{f}(X) - f^*(X) \right)^2 \right],$$

where $\mathbb{P}_X$ denotes the probability distribution over $\{x_i\}_{i=1}^n$. In what follows, $\mathbb{P}$ and $\mathbb{E}$ state for the probability and expectation with respect to the couples $\{(x_i, y_i)\}_{i=1}^n$.

**Notation.** Throughout the paper, $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$ are the usual Euclidean norm and related inner product. $\|M\|_2$ and $\|M\|_F$ signify the spectral and Frobenius norms of the matrix $M \in \mathbb{R}^{n \times n}$, respectively. We denote the trace of the matrix $M$ by $\text{tr}(M)$. In addition to that, $\|\{E\}\|$ is equal to 1 if the probabilistic event $E$ holds true, otherwise it is equal to 0. For $a \geq 0$, we denote by $[a]$ the largest natural number that is smaller than or equal to $a$. We denote by $\lfloor a \rfloor$ the smallest natural number that is greater than or equal to $a$. Along the paper, $I_n$ is the identity matrix of size $n \times n$.

We make the following assumption on the regression function $f^*$ introduced earlier in Eq. (1).

**Assumption 1** (Boundness of the r.f.). $f^*$ is bounded on $\mathcal{X}$, meaning that there exists a constant $\mathcal{M} > 0$ such that

$$|f^*(x)| \leq \mathcal{M} \quad \text{for all } x \in \mathcal{X}. \quad \text{(4)}$$

Assumption (1) is quite standard in the nonparametric regression literature (Györfi et al. 2006; Zhao and Lai 2021b). In particular, Assumption (1) holds when the set $\mathcal{X}$ is bounded, and the regression function $f^*$ is $L$-Lipschitz with some positive constant $L$ (cf. Györfi et al. 2006).
Along the paper, we use the notation $c, c_1, C, \tilde{c}, \tilde{C}, \ldots$ to show that those positive numeric constants depend on $\sigma^2$ and $\mathcal{M}$ only, otherwise the dependence is said explicitly. The values of all the constants may change from line to line or even in the same line.

3 $k$-NN estimator and minimum discrepancy stopping rule

3.1 $k$-NN regression estimator

Let us transform the initial nonparametric regression model (1) into its vector form

$$Y := [y_1, \ldots, y_n]^\top = F^* + \varepsilon \in \mathbb{R}^n,$$

where the vectors $F^* := [f^*(x_1), \ldots, f^*(x_n)]^\top$ and $\varepsilon := [\varepsilon_1, \ldots, \varepsilon_n]^\top$.

Define a $k$-nearest neighbor estimator $f^k$ of $f^*$ from (1) at the point $x_i$, $i = 1, \ldots, n$, as

$$f^k(x_i) := F^k_i = \frac{1}{k} \sum_{j \in N_k(x_i)} y_j, \quad k = 1, \ldots, n,$$

where $N_k(x_i)$ denotes the indices of the $k$ nearest neighbors of $x_i$ among $\{1, \ldots, n\}$ in the usual Euclidean norm in $\mathbb{R}^d$, where ties are broken at random. In words, in Eq. (6) one weights by $1/k$ the response $y_j$ if $x_j$ is a $k$ nearest neighbor of $x_i$ measured in the Euclidean norm. Note that other adaptive metrics (instead of the Euclidean one) have been also considered in the literature (Hastie, Tibshirani, and Friedman 2009, Chap. 14).

One can notice that the $k$-NN regression estimator (6) belongs to the class of (local) linear estimators (Arlot and Bach 2009; Hastie, Tibshirani, and Friedman 2009), meaning that $F^k \in \mathbb{R}^n$ estimates the vector $F^*$ as follows.

$$F^k := [f^k(x_1), \ldots, f^k(x_n)]^\top = A_k Y,$$

where $A_k \in \mathbb{R}^{n \times n}$ is the matrix described below.

$$\begin{align*}
\forall 1 \leq i, j \leq n, \quad (A_k)_{ij} & \in \{0, 1/k\} \text{ with } k \in \{1, \ldots, n\}, \\
\forall 1 \leq i \leq n, \quad (A_k)_{ii} &= \frac{1}{k} \text{ and } \sum_{j=1}^{n} (A_k)_{ij} = 1.
\end{align*}$$

Saying differently, $(A_k)_{ij} = 1/k$ if $x_j$ is a $k$ nearest neighbor of $x_i$, otherwise $(A_k)_{ij} = 0$, $i, j \in \{1, \ldots, n\}$.

Define the mean-squared error (the risk error) of the estimator $f^k$ in the empirical norm as

$$\text{MSE}(k) := \mathbb{E}_\varepsilon \|f^k - f^*\|_n^2 = \frac{1}{n} \mathbb{E}_\varepsilon \sum_{i=1}^{n} \left( \frac{1}{k} \sum_{j \in N_k(x_i)} y_j - f^*(x_i) \right)^2.$$

(9)
Further, we will introduce the (squared) bias and variance of the functional estimator $f^k$ (see, e.g., Arlot and Bach 2009, Eq. (7)),

$$\text{MSE}(k) = B^2(k) + V(k),$$

where

$$B^2(k) = \| (I_n - A_k)F^* \|_n^2, \quad V(k) = \frac{\sigma^2}{n} \text{tr} (A_k^T A_k) = \frac{\sigma^2}{k}.$$  \hspace{1cm} (10)

Thus, the variance term $\sigma^2/k$ is a decreasing function of $k$. Note that $B^2(1) = 0$, $V(1) = \sigma^2$, and $B^2(n) = (1 - 1/n)^2 \| f^* \|_n^2$, $V(n) = \sigma^2/n$. Importantly, the bias term $B^2(k)$ can have arbitrary behavior on the interval $[1, n]$.

Ideally, we would like to minimize the mean-squared error (9) as a function of $k$. However, since the bias term is not known (it contains the unknown regression function), one should introduce other quantities that will be related to the bias. In our case, this quantity will be the empirical risk at $k$:

$$R_k := \| (I_n - A_k)Y \|_n^2.$$  \hspace{1cm} (11)

$R_k$ measures how well the estimator $f^k$ fits $Y$. Remark that $R_1 = 0$ (corresponds to the ”overfitting” regime) and $R_n = (1 - 1/n)^2 \sum_{i=1}^n y_i^2$ (corresponds to the ”underfitting” regime), but there is no information about the monotonicity of $R_k$ on the interval $[1, n]$.

Furthermore, some information about the bias is contained in the expectation (over the noise $\{\varepsilon_i\}_{i=1}^n$) of the empirical risk. To be precise, for any $k \in \{1, \ldots, n\}$,

$$\mathbb{E}_\varepsilon R_k = \sigma^2 + B^2(k) - \frac{\sigma^2 (2\text{tr}(A_k) - \text{tr}(A_k^T A_k))}{n}$$

$$= \sigma^2 + B^2(k) - V(k).$$  \hspace{1cm} (12)

Note that among all defined quantities, only the variance term $V(k)$ can be proved monotonic (without an additional assumption on the smoothness of $f^*$). Importantly, Fig 1 indicates that choosing $k = 6$ will provide the user with the global optimum of the risk (the mean-squared error) curve. Thus, for instance, it would be meaningless (according to the risk curve) to compute all the estimators $f^k$ for $k = 1, \ldots, 6$.

Our main concern is to design a data-driven strategy to choose $\hat{k} \in \{1, \ldots, n\}$, which can be seen as a mapping from the data $\{(x_i, y_i)\}_{i=1}^n$ to a positive integer so that the $L_2(\mathbb{P}_n)$ error $\| f^{\hat{k}} - f^* \|_n^2$ (or the population $L_2(\mathbb{P}_X)$ error) is as small as possible. More precisely, the goal is to define a data-driven $\hat{k}$ such that it satisfies the following non-asymptotic upper bound (“oracle-type inequality” Wainwright 2019):

$$\| f^{\hat{k}} - f^* \|_n^2 \leq C_n \mathbb{E}_\varepsilon \| f^{k_{opt}} - f^* \|_n^2 + r_n$$  \hspace{1cm} (13)
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with high (exponential) probability over $\{\varepsilon_i\}_{i=1}^n$, where $f^{k_{\text{opt}}}$ is a minimax-optimal estimator of the regression function $f^* \in F$, $F$ is some a priori chosen function space. The leading constant $C_n$ should be bounded, and the remainder term $r_n$ is negligible (smaller) with respect to the "optimal risk error" $\mathbb{E}_\varepsilon \|f^{k_{\text{opt}}} - f^*\|_n^2$.

### 3.2 Related work

The idea of choosing the hyperparameter $k$ from the data has been already considered in the literature. For example, the classical procedures such as generalized cross-validation (Craven and Wahba 1978; Li 1987; Cao and Golubev 2006), penalized estimators (Li 1987; Mallows 2000; Arlot and Bach 2009; Arlot and Massart 2009), Lepskii principle (Lepski 1992; Birgé 2001), and different cross-validation methods (Arlot, Celisse, et al. 2010) are popular choices for linear estimators. Let us consider them in more detail.

**Generalized CV (Li 1987, Cao and Golubev 2006, Hastie, Tibshirani, and Friedman 2009).** This model selection method has been widely studied in the case of (kernel) ridge regression (Craven and Wahba 1978) and smoothing splines (Cao and Golubev 2006). In particular, Cao and Golubev 2006 proved a non-asymptotic oracle inequality for the generalized CV estimator when the variance $\sigma^2$ is known. However, in a more general case, GCV estimates $\sigma^2$ implicitly, which is an advantage of the method. In addition to that, GCV for $k$-NN regression is proved by Li 1987 to be an asymptotically optimal model selection criterion (i.e., $\|f^{k_{\text{GCV}}} - f^*\|_n^2 / \inf_k \|f^k - f^*\|_n^2 \rightarrow 1$ in probability when $n \rightarrow +\infty$ under the assumption $\|A_k\|_2 \leq c$, $k = 1, \ldots, n$, for some constant $c$. It is worth mentioning that generalized cross-validation provides an approximation to the so-called leave-one-out cross-validation (Ar-
lot, Celisse, et al. 2010; Celisse and Mary-Huard 2018), which is an exhaustive model selection procedure. In the case of GCV, if the nearest neighbors’ matrices are already precomputed, its computational time is $O(n^3)$ elementary operations. The GCV strategy will be later considered in our simulations (see Section 5).

**Lepskii principle (Lepski 1992; Lepski 1992; Lepski 1993).** Lepskii designed a strategy for choosing a data-dependent parameter which is based on pairwise comparisons between estimators. This method was first developed for the Gaussian white noise model (Lepski 1992; Birgé 2001) and afterwards extended to the kernel bandwidth selection (Lepski, Mammen, and Spokoiny 1997) and other frameworks (see Goldenshluger and Lepski 2013 for a modification of the method). While enjoying optimal theoretical properties, the method suffers from tuning issues and high computation cost due to pairwise comparison of all (kernel) estimators. In particular, Lepskii’s method involves a parameter that needs to be chosen, and in practice this method is very sensitive to this choice (e.g., parameter $D_3$ and noise level $\sigma^2$ in Lepski, Mammen, and Spokoiny 1997). The computation cost of Lepskii principle is particularly high in the multivariate setting (see Bertin, Lacour, and Rivoirard 2016). To the best of our knowledge, there is no work done on applying the Lepskii principle to the $k$-NN regression estimator, specifically.

**Penalized estimators** date back to the work on AIC (Akaike 1998) or Mallow’s $C_p$ (Mallows 2000) criteria, where a penalty proportional to the dimension of the model is added to the quadratic loss (i.e., the empirical risk error in our notation (11)) when the noise level $\sigma^2$ is known. As it was for the GCV strategy, the asymptotic computational time of AIC and Mallow’s $C_p$ is $O(n^3)$. After that, a new approach was developed by Birgé and Massart 2007, where the authors introduced the so-called “slope heuristics” for projection matrices. This notion was based on the introduction of the penalty $\text{pen}(k) = K \text{tr}(A_k)$, where $\text{tr}(A_k)$ is the dimension of the model, and $K$ is a constant that can depend on $\sigma^2$, in particular. It appeared that there exists a constant $K_{\text{min}}$ such that $2K_{\text{min}}\text{tr}(A_k)$ yields an asymptotically optimal model selection procedure. It gives rise to some strategies for the estimation of constant $K_{\text{min}}$ from the data, as it was done, for instance, by Arlot and Bach 2009 for some linear estimators when $\sigma^2$ is unknown.

**Cross-validation methods (Arlot, Celisse, et al. 2010).** These model selection methods are the most used in practice. Compared to generalized cross-validation, for instance, $V$–fold cross-validation method (Geisser 1975; Arlot, Celisse, et al. 2010) incurs a large computational cost (with $V$, which is not too small). To be precise, the $V$–fold cross-validation requires the model selection procedure to be performed $V$ times for each value of $k \in \{1, \ldots, n\}$. Another alternative could be the Hold-out method (Wegkamp et al. 2003; Arlot, Celisse, et al. 2010), which consists in randomly splitting the data into two parts for each value $k \in \{1, \ldots, n\}$: one is dedicated for training the estimator (8) and the other one is dedicated for testing (see, e.g., Section 5 for more details in a simulated example).
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3.3 Bias-variance trade-off and minimum discrepancy principle rule

We are at the point to define our first “reference rule”. Based on the non-parametric statistics literature (Wasserman 2006; Tsybakov 2008), the bias-variance trade-off (with a noise-level estimation correction) usually provides an optimal estimator in the minimax sense:

$$k^* = \inf \left\{ k \in \{1, \ldots, n\} \mid B^2(k) \geq V(k) + 2\mathbb{E}_\varepsilon R_2 - \sigma^2 \right\}.$$  \hspace{1cm} (14)

The bias-variance trade-off stopping rule $k^*$ does not always exist due to arbitrary behavior of the bias term $B^2(k)$. Thus, if no such $k^*$ exists, set $k^* = n$. Notice that the stopping rule $k^*$ is not computable in practice, since it depends on the unknown bias $B^2(k)$ and noise level $\sigma^2$. Nevertheless, we can create a data-driven version of $k^*$ by means of the empirical risk $R_k$ from Eq. (11).

Eq. (12) gives us that the event \{ $B^2(k) \geq V(k) + 2\mathbb{E}_\varepsilon R_2 - \sigma^2$ \} is equivalent to the event \{ $\mathbb{E}_\varepsilon R_k \geq 2\mathbb{E}_\varepsilon R_2$ \}, so we conclude that $k^* = \inf \{ k \in \{1, \ldots, n\} \mid \mathbb{E}_\varepsilon R_k \geq 2\mathbb{E}_\varepsilon R_2 \}$. This gives rise to an estimator of $k^*$ that we denote as $k^\tau$.

This stopping rule is called the minimum discrepancy principle stopping rule and is defined as

$$k^\tau = \sup \left\{ k \in \{1, \ldots, n\} \mid R_k \leq 2R_2 \right\}.$$  \hspace{1cm} (15)

Remarks. Note that in Eq. (15), we introduced a supremum instead of the infimum from Eq. (14). That was done on purpose since there could be several points of the bias-variance trade-off, and the bias (and the empirical risk) could behave badly in the area “in-between”. To calculate $k^\tau$, the user should, first, compute the empirical risk $R_k$ at $k = n$ (thus, the matrix $A_n$ of $n$ nearest neighbors). Then one needs to decrease $k$ until the event \{ $R_k \leq 2R_2$ \} holds. In Eq. (15), $2R_2$ serves as an estimator of the noise level $\sigma^2$ since $\mathbb{E}_\varepsilon (2R_2 - \sigma^2) = 2B^2(2)$ that should be small. It is worth mentioning that it is not necessary to compute explicitly all the matrices $A_k$, $k = n, n-1, \ldots$, since, for instance, the matrix $A_{n-1}$ could be easily derived from the matrix $A_n$ (assuming that one has already arranged the neighbors and removed the $n$th neighbors from the matrix $A_n$), i.e.,

$$[A_{n-1}]_{ij} = \frac{n}{n-1}[A_n]_{ij}, \forall i, j \in \{1, \ldots, n\}.$$  \hspace{1cm} (16)

It is one of the main computational advantages of the proposed rule (15). For more details on the efficient computation of the nearest neighbors’ matrices, see, e.g., Bentley 1975; Omohundro 1989. In addition to all of that, we emphasize that the definition (15) of $k^\tau$ does not require the knowledge of the constant $M$ from Assumption 1, and $k^\tau$ does not require computing the empirical risk $R_k$ for all values $k = 1, \ldots, n$, while it is the case, for instance, for generalized cross-validation or Mallow’s $C_p$ (see Section 5). Moreover, we should point out that the stopping rule (15) doesn’t depend on the noise level $\sigma^2$ as for the AIC or Mallow’s $C_p$ criteria (Akaike 1974; Mallows 2000; Hastie,...
Tibshirani, and Friedman (2009). Unlike Lepskii principle, (Arlot and Bach (2009) or (Zhao and Lai (2021a), the MDP rule does not have parameters to tune and involves computing only a fraction of the estimators. Regarding the asymptotic computational time of $k^*$, if the nearest neighbors’ matrices are already computed, it is of the order $O(n^2(n-k^*))$, while it is of the order $O(n^3)$ for the AIC/Mallow’s $C_p$ criteria or GCV.

There is a large amount of literature (Engl, Hanke, and Neubauer (1996; Bauer, Pereverzev, and Rosasco (2007; Blanchard, Hoffmann, and Reiß (2018; Blanchard, Hoffmann, Reiß, et al. (2018; Celisse and Wahl (2021) on the minimum discrepancy principle for spectral filter algorithms such as gradient descent, ridge regularization, and spectral cut-off regression, and providing an exhaustive review on this strategy is out of the scope of the paper (e.g., Blanchard, Hoffmann, and Reiß (2018; Celise and Wahl (2021 provide a thorough review). We should emphasize that the minimum discrepancy principle determines the first time a learning algorithm starts to fit noise, which is measured by $2\sigma^2$ in the present context.

In what follows, we show that for a quite large class of regression functions, $k^*$ is optimal in the sense of Ineq. (13).

### 4 Theoretical optimality result

Let us start to describe the main theoretical result of the present paper. The following theorem applies to the estimator defined in Eq. (7).

**Theorem 1 (Upper bound on the empirical norm).** Under Assumption 1 for arbitrary $v_1 \geq 0$ and $v_2 \geq \frac{4M^2}{\sigma^2}$,

$$
\|f^{k^*} - f^*\|^2_n \leq 8V(k^*) + C_1 \left( \frac{v_1 \sigma^2}{n} + \sqrt{\frac{v_1 \sigma^4}{n}} \right) + C_2 \frac{\log n}{n} + 2(2\sigma^2 R_2 - \sigma^2)
$$

with probability at least $1 - 18 \exp(-v_1) - 5 \exp\left(-\min\left(1, \frac{\sigma^2}{128M^2}\right) n v_2^2 \left(1 - \frac{1}{n v_2^2 + 2\sigma^2}\right)^2\right) - \frac{5(v_2 + v_2^2)}{\sqrt{n(n/2-1)}}$, where constant $C_1 > 0$ can depend on $M, \sigma^2$ and constant $C_2 > 0$ can depend on $\sigma^2$.

Moreover, if $k^*$ from Eq. (14) exists, then for arbitrary $v_1 \geq 0$,

$$
\|f^{k^*} - f^*\|^2_n \leq 4 \text{MSE}(k^*) + C_1 \left( \frac{v_1 \sigma^2}{n} + \sqrt{\frac{v_1 \sigma^4}{n}} \right) + C_2 \frac{\log n}{n} + 2(\sigma^2 - 2\sigma^2 R_2)
$$

with the same probability, where constants $C_1, C_2$ are from Ineq. (17).

**Proof.** The full proof is deferred to the supplementary material. Let us provide a sketch of the proof here.
The main ingredients of the proof are two deviation inequalities (cf. Corollary 2 and Lemma 9 in the supplementary material): for any $t_1 \geq 0$ and $t_2 \geq 4M^2 \sigma^4$, 
\[
P_c \left( V(k^*) > 2V(k^*) + t_1 \right) \leq 4 \exp \left( -cn \min \left( \frac{t_2^2}{\sigma^2}, \frac{t_1^2}{\sigma^4}, \frac{t_1}{\sigma^2} \right) \right),
\]
and 
\[
B^2(k^*) < 2V(k^*) + 2\mathbb{E}_c R_2 - \sigma^2 + 2t_1,
\]
where Ineq. (20) holds with probability at least $1 - 12 \exp \left( -cn \min \left( \frac{t_2^2}{\sigma^2}, \frac{t_1^2}{\sigma^4}, \frac{t_1}{\sigma^2} \right) \right) - 5 \exp \left( - \min \left( 1, \frac{t_2^2}{48M^2} \right) n t_2^2 \left( 1 - \frac{1}{n} \frac{1}{\sqrt{n} \sigma} \right)^2 \right) - \frac{56}{\sqrt{n(n/2-1)}}.
\]

After that, one can split the $L_2(\mathbb{P}_n)$-error at $k^*$ into two parts:
\[
\| f^{k^*} - f^* \|_n^2 \leq 2B^2(k^*) + 2\| A_k \varepsilon \|_n^2.
\]

It is sufficient to derive high probability control of $\sup_k \| A_k \varepsilon \|_n^2$ for $k = 1, \ldots, n$ (see Appendix C in the supplementary material). That was the reason why the term $O \left( \sqrt{\log \frac{n}{n}} \right)$ appeared in Eq. (17).

Finally, one can apply $V(k^*) \leq \frac{1}{2} (\text{MSE}(k^*) + \sigma^2 - 2\mathbb{E}_c R_2)$, if $k^*$ exists, and set $v_1 = cn \min \left( \frac{t_2^2}{\sigma^2}, \frac{t_1^2}{\sigma^4}, \frac{t_1}{\sigma^2} \right)$. The claim follows.

In order to gain some intuition of the claim of Theorem 1, let us make some comments.

First of all, Ineq. (18) is non-asymptotic, meaning that it holds for any sample size $n \geq 3$. Second, Ineq. (18) holds "with high probability", which is a stronger result than in expectation since (Li 1987) there are model selection procedures that are asymptotically optimal (when $n \to +\infty$) in expectation but not with high probability.

Third, the main term in Ineq. (18) is the risk error at the bias-variance trade-off times 4. Ideally, one should rather introduce $\inf_{k=1, \ldots, n} \mathbb{E}_c \| f^k - f^* \|_n^2$ and compare $\| f^{k^*} - f^* \|_n^2$ to it. However, to the best of our knowledge, a smoothness assumption is needed to connect the bias-variance trade-off risk and the oracle (minimum) risk. That was the reason to keep the main term as it was stated. Fourth, the right hand side term of Ineq. (18) is of the order $O \left( \sqrt{\log \frac{n}{n}} \right) + (2\mathbb{E}_c R_2 - \sigma^2)$. Notice that the rate $O \left( \sqrt{\log \frac{n}{n}} \right)$ for the remainder term was achieved in (Azadkia 2019) but in terms of the expectation over the noise. The term $2\mathbb{E}_c R_2 - \sigma^2$ corresponds to the noise level estimation.

A natural question would be to understand if the rate $O \left( \sqrt{\log \frac{n}{n}} \right) + 2\mathbb{E}_c R_2 - \sigma^2$ in Ineq. (17) is sufficiently fast. In order to do that, one should precise the function space $\mathcal{F}$ where $f^*$ lies in. In what follows, we will mention one famous example (among others) of a such function space $\mathcal{F}$. 

Example 1 Consider the class of functions
\[ \mathcal{F}_{\text{Lip}}(L) := \{ f : [0,1]^d \rightarrow \mathbb{R} \mid f(0) = 0, \ f \text{ is } L - \text{Lipschitz} \}, \] (21)
where \( f \) is \( L \)-Lipschitz means that \( |f(x) - f(x')| \leq L \|x - x'\| \) for all \( x, x' \in [0,1]^d \). In this case (see, e.g., Győrfi et al. 2006, Theorem 3.2 with \( p = 1 \)),
\[ \inf_{\hat{f}} \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} \mathbb{E}\|\hat{f} - f^*\|_2^2 \geq c_1 n^{-\frac{d+2}{2}}, \] (22)
for some positive constant \( c_1 \) that depends on \( d, L \), and \( \sigma^2 \), for any measurable of the input data \( \hat{f} \).

Therefore, for the class of \( L \)-Lipschitz functions, the rate \( O(\sqrt{\log n/n}) \) is faster than the minimax-optimal rate \( O \left( n^{-\frac{d+2}{2}} \right) \) for any \( d > 2 \). To prove the next result for the optimality of \( k^* \), one needs to transfer Ineq. (17), derived in the empirical \( L_2(\mathbb{P}_n) \) norm, to the population \( L_2(\mathbb{P}_X) \) norm via the Hoeffding inequality (cf. Lemma 3 in the supplementary material). Following this argument, we summarize our findings in the corollary below.

**Corollary 1 (Upper bound on risk in the population norm).** Under the \( L \)-Lipschitz condition (21) on the regression function \( f^* \), early stopping rule \( k^* \) from Eq. (15) satisfies
\[ \mathbb{E}\|f_{k^*} - f^*\|_2^2 \leq c_{u,1} n^{-\frac{d+2}{2}} + c_{u,2} \exp \left( -c \min \left( \frac{1}{n^{d/2}}, \frac{1}{n^{d/4}}, n \left( 1 - \frac{1}{n^{1.5/2n/2}} \right)^2 \right) \right), \] (23)
where positive constants \( c_{u,1}, c_{u,2}, c \) can depend on \( d, \sigma^2, \) and \( L, d > 2 \) and \( n \geq 3 \).

The proof is deferred to the supplementary material (see Appendix G).

Therefore, the function estimator \( f_{k^*} \) achieves (up to a constant and for \( n \) large enough) the minimax bound in the population norm presented in Eq. (22), thus non-improvable in general for the class of Lipschitz functions on a bounded domain.

5 Empirical comparison to other model selection rules

The present section aims at comparing the practical behavior of our stopping rule \( k^* \) from Eq. (15) with other existing and the most used-in-practice model selection rules. We split the section into three parts: Subsection 5.1 defines the competitive stopping rules. Subsection 5.2 presents experiments on some artificial data sets, while Subsection 5.3 presents experiments on some real data sets.
5.1 Description of the model selection rules to compare

In what follows, we will briefly describe five competitive model selection rules.

Akaike’s AIC criterion

The Akaike’s information criterion (Akaike 1974; Hastie, Tibshirani, and Friedman 2009) estimates the risk error by means of a log-likelihood loss function. In the case of $k$-NN regression with Gaussian noise, the maximum likelihood and least-squares are essentially the same things. This gives the AIC criterion as

$$R_{AIC}(f^k) = \frac{1}{n\hat{\sigma}^2} \left( \|Y - A_kY\|^2 + 2\text{tr}(A_k)\hat{\sigma}^2 \right), \quad k = 1, \ldots, n,$$

where $\hat{\sigma}^2$ is an estimator of $\sigma^2$ obtained from a low-bias model (i.e. with $k = 2$).

Using this criterion, we adjust the training error by a factor proportional to the “degree of freedom”. Then, the AIC choice for the optimal $k$ is

$$k_{AIC} := \arg\min_{k=2,\ldots,n} \{ R_{AIC}(f^k) \} - 1. \quad (24)$$

Notice that in the mentioned case, AIC criterion is equivalent to Mallow’s $C_p$ criterion (Mallows 2000). AIC criterion has been widely criticized in the literature, especially for the constant 2 in the definition and/or its asymptotic nature. That is why some authors proposed corrections for the criterion (Schwarz et al. 1978; Yang 1999). Nevertheless, AIC, $C_p$, and other related criteria have been proved to satisfy non-asymptotic oracle-type inequalities (see Birgé and Massart 2007 and references therein). Notice that the computational time of the AIC criterion is $O(n^3)$.

Generalized cross-validation.

The generalized (GCV) cross-validation strategy (Craven and Wahba 1978; Arlot, Celisse, et al. 2010) was introduced in least-squares regression as a rotation-invariant version of the leave-one-out cross-validation procedure. The GCV estimator of the risk error of the linear estimator $A_kY$, $k = 1, \ldots, n$, is defined via

$$R_{GCV}(f^k) = \frac{n^{-1}\|Y - A_kY\|^2}{\left(1 - n^{-1}\text{tr}(A_k)\right)^2},$$

The final model selection rule is

$$k_{GCV} := \arg\min_{k=2,\ldots,n} \{ R_{GCV}(f^k) \} - 1. \quad (25)$$

GCV should be close to the AIC model selection procedure when the sample size $n$ is large. The asymptotic optimality of GCV, meaning that $\|f^{k_{GCV}} -$
\[ f^* \| f^k \|_n^2 \rightarrow 1 \text{ in probability}, \]

has been proved for the k-NN estimator in (Li 1987) under mild assumptions. As for the AIC criterion, the computational time of generalized cross-validation is \( \mathcal{O}(n^3) \) elementary operations.

Hold-out cross-validation stopping rule.

The Hold-out cross-validation strategy (Geisser 1975; Arlot, Celisse, et al. 2010) is described as follows. The data \( \{(x_i, y_i)\}_{i=1}^n \) are randomly split into two parts of equal size: the training sample \( S_{\text{train}} = \{x_{\text{train}}, y_{\text{train}}\} \) and the test sample \( S_{\text{test}} = \{x_{\text{test}}, y_{\text{test}}\} \) so that the training and test samples represent a half of the whole data set \( \approx n/2 \). For each \( k = 1, \ldots, n \), one trains the k-NN estimator (6) and evaluates its performance by

\[ R_{\text{HO}}(f^k) = \frac{1}{n} \sum_{i \in S_{\text{test}}} (f^k(x_i) - y_i)^2, \]

where \( f^k(x_i) \) denotes the output of the algorithm trained for \( k \) and evaluated at the point \( x_i \in x_{\text{test}} \). Then, the Hold-out CV stopping rule is defined via

\[ k_{\text{HO}} := \arg\min_{k=2,\ldots,n} \{ R_{\text{HO}}(f^k) \} - 1. \tag{26} \]

The main inconvenience of this model selection rule is the fact that a part of the data is lost, which increases the risk error. Besides that, the Hold-out strategy is not stable (Arlot, Celisse, et al. 2010), which often requires some aggregation of it. The (asymptotic) computational time of the Hold-out strategy is \( \mathcal{O}(n^3) \) elementary operations.

V-fold cross-validation

V-fold cross-validation is certainly the most used cross-validation procedure: the data \( \{(x_i, y_i)\}_{i=1}^n \) are randomly split into \( V = 5 \) equal sized blocks, and at each round (among the \( V \) ones), \( V - 1 \) blocks are devoted to training \( S_{\text{train}} = \{x_{\text{train}}, y_{\text{train}}\} \), and the remaining one is used for the evaluation \( S_{\text{test}} = \{x_{\text{test}}, y_{\text{test}}\} \). The risk error of the k-NN estimator is estimated by

\[ R_{\text{VFCV}}(f^k) = \frac{1}{V} \sum_{j=1}^{V} \frac{1}{n/V} \sum_{i \in S_{\text{test}}(j)} (f^k(x_i) - y_i)^2, \]

where \( f^k(x_i) \) denotes the output of the algorithm trained for \( k \) and evaluated at the point \( x_i \in S_{\text{test}}(j) \), thus

\[ k_{\text{VFCV}} := \arg\min_{k=2,\ldots,n} \{ R_{\text{VFCV}}(f^k) \} - 1. \tag{27} \]

V-fold cross-validation is a more computationally tractable solution than other splitting-based model selection methods, such as the leave-one-out (Azadkia 2019) or leave-\( p \)-out (Hastie, Tibshirani, and Friedman 2009; Arlot, Celisse, et al. 2010). Usually, the optimal \( V \) is equal to 5 or 10 due to the fact that the statistical error does not increase a lot for larger values of \( V \) whereas averaging over more than 10 folds becomes infeasible. To the best of our knowledge, there are no theoretical results for the V–fold cross validation model selection strategy with the k-NN regression estimator.
Theoretical bias-variance trade-off stopping rule

The fourth stopping rule is the one introduced in Eq. (14). This stopping rule is the classical bias-variance trade-off stopping rule (with a noise-level estimation correction) that provides minimax-optimal rates (see the monographs Wasserman 2006; Tsybakov 2008):

\[ k^* = \inf\{k \in \{1, \ldots, n\} \mid B^2(k) \geq V(k) + 2\mathbb{E}_c R_2 - \sigma^2 \}. \] (28)

The stopping rule \( k^* \) is introduced for comparison purposes only because it cannot be computed in practice. One can say that this stopping rule is minimax-optimal if \( f^* \) belongs, for instance, to the class of Lipschitz functions on a bounded domain (21). Therefore, it could serve as a (lower bound) reference in the present simulated experiments with artificial data.

5.2 Artificial data

First, the goal is to perform some simulated experiments (a comparison of mentioned stopping rules) on artificial data.

**Description of the simulation design**

The data in this case is generated according to the regression model \( y_j = f^*(x_j) + \varepsilon_j \), where \( \varepsilon_j \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma^2) \) (Gaussian), \( j = 1, \ldots, n \). We choose the uniform covariates \( x_j \overset{i.i.d.}{\sim} \mathbb{U}[0, 1]^3 \), \( j = 1, \ldots, n \), and \( \sigma = 0.15 \). Consider two regression functions with different smoothness: a "smooth" \( f^*_1(x) = 1.5 \cdot \frac{\|x - 0.5\|/\sqrt{3} - 0.5}{\sqrt{3}} \) and a "sinus" \( f^*_2(x) = 1.5 \cdot \sin(\|x\|/\sqrt{3}) \) for any \( x \in [0, 1]^3 \). Notice that both functions belong to the class of Lipschitz functions (21) on \([0, 1]^3\). The sample size \( n \) varies from 50 to 250.

The \( k \)-NN algorithm (6) is trained first for \( k = \lfloor \sqrt{n} \rfloor \), then we decrease the value of \( k \) until \( k = 1 \) such that at each step of the iteration procedure we increase the variance of the \( k \)-NN estimator \( V(k) = \sigma^2/k \) (cf. Fig. 1). In other words, the model becomes more complex successively due to the increase of its "degree of freedom" measured by \( \text{tr}(A_k) = n/k \). If the condition in Eq. (15) is satisfied, the learning process is stopped, and it outputs the stopping rule \( k^\tau \).

The performance of the stopping rules is measured in terms of the empirical \( L_2(\mathbb{P}_n) \) norm \( \|f_k - f^*\|^2_n \) averaged over \( N = 1000 \) repetitions (over the noise \( \{\varepsilon_j\}_{j=1}^n \)).

**Results of the simulation experiments.**

Figure 2 displays the resulting (averaged over 1000 repetitions) \( L_2(\mathbb{P}_n) \)-error of \( k^\tau \) (15), \( k^* \) (14), \( k_{k_HO} \) (20), and \( k_{GCV} \) (25) versus the sample size \( n \). In particular, Figure 2a shows the results for the "smooth" regression function, whereas Figure 2b provides the results for the "sinus" regression function.

First, from all the graphs, all curves do not increase as the sample size \( n \) grows. One can notice that in both graphs, the prediction error of the Hold-out strategy is the worst among the model selection criteria.
Fig. 2: \(k\)-NN estimator \((\text{a})\) with two noised regression functions: smooth \(f^*_1(x) = 1.5 \cdot \frac{\|x - 0.5\|/\sqrt{3} - 0.5}{\frac{1}{\sqrt{3}} - 0.5}\) for panel (a) and "sinus" \(f^*_2(x) = 1.5 \cdot \sin(\|x\|/\sqrt{3})\) for panel (b), with uniform covariates \(x_j \overset{i.i.d.}{\sim} \mathbb{U}[0, 1]^3\). Each curve corresponds to the \(L_2(P_n)\) squared norm error for the stopping rules \((15), (14), (26), (25)\), averaged over 1000 independent trials, versus the sample size \(n = \{50, 80, 100, 160, 200, 250\}\).

In more detail, Figure \(2\text{a}\) indicates that the best performance is achieved by \(k^*\) (non-computable in practice bias-variance trade-off). Besides that, the minimum discrepancy principle rule \(k^\tau\) is uniformly better than \(k_{\text{HO}}\) and has the same performance as the one of \(k_{\text{GCV}}\). Moreover, the gap between \(k^\tau\) and \(k^*\) is getting smaller for the sample sizes \(n \geq 160\). This behavior supports the theoretical part of the present paper because \(k^\tau\) should serve as an estimator of \(k^*\). Since \(k^*\) is the well-known bias-variance trade-off, the minimum discrepancy principle stopping rule seems to be a meaningful model selection method.

In Figure \(2\text{a}\) the best performance is achieved again by \(k^*\) – a non-computable in practice stopping rule. As for the data-driven model selection methods, the stopping rules \(k^\tau\) and \(k_{\text{GCV}}\) (an asymptotically optimal model selection strategy) perform almost equivalently.

5.3 Real data

Here, we tested the performance (prediction error and runtime) of the early stopping rule \(k^\tau\) \((15)\) for choosing the hyperparameter in the \(k\)-NN estimator on four different data sets mostly taken from the UCI repository (Dua and Graff 2017).

Data sets description
The housing data set "Boston Housing Prices" concerns the task of predicting housing values in areas of Boston (USA), the input points are 13-dimensional.

The "Diabetes" data set consists of 10 columns that measure different patient’s characteristics (age, sex, body mass index, etc), the output is a quantitative measure of disease progression one year after the baseline.

The "Power Plants" data set contains 9568 data points collected from a Combined Cycle Power Plant over 6 years (2006-2011), when the plant was set to work with the full load.

"California Houses Prices" data set (Pace and Barry [1997]) contains information from the 1990’s California census. The input variables are "total bedrooms", "total rooms", etc. The output variable is the median house value for households within a block (measured in US Dollars).

Notice that for "California Houses Prices" and "Power Plants" data sets we take the first 3000 data points in order to speed up the calculations.

**Description of the simulation design**

Assume that we are given one of the data sets described above. Let us rescale each variable of this data set \( \tilde{x} \in \mathbb{R}^n \) such that all the components \( \tilde{x}_i \), \( i = 1, \ldots, n \), belong to \([0, 1]\):

\[
\tilde{x}_i = \frac{x_i - \min(x)}{\max(x) - \min(x)}, \quad i = 1, \ldots, n,
\]

where \( \min(x) \) and \( \max(x) \) denote the minimum and the maximum component of the vector \( \tilde{x} \).

Following that, we split the data set into two parts: one is denoted \( S_{\text{train}} = \{x_{\text{train}}, y_{\text{train}}\} \) (70 % of the whole data) and is made for training and model selection (model selection rules \( k^*, k_{\text{GCV}}, k_{5\text{FCV}}, \) and \( k_{\text{AIC}} \)), the other one (30 % of the whole data) is denoted \( S_{\text{test}} = \{x_{\text{test}}, y_{\text{test}}\} \) and is made for making prediction on it. We denote \( n_{\text{train}} \) and \( n_{\text{test}} \) as the sample sizes of \( S_{\text{train}} \) and \( S_{\text{test}} \), respectively. Then, our experiments’ design is divided into four parts.

At the beginning, we create a grid of sub-sample size for each data set:

\[
n_s \in \left\{ \left\lfloor \frac{n_{\text{train}}}{5} \right\rfloor, \left\lfloor \frac{n_{\text{train}}}{4} \right\rfloor, \left\lfloor \frac{n_{\text{train}}}{3} \right\rfloor, \left\lfloor \frac{n_{\text{train}}}{2} \right\rfloor, n_{\text{train}} \right\},
\]

(29)

and a grid of the maximum number of neighbors \( k_{\text{max}} = 3 \left\lfloor \log(n_s) \right\rfloor \), where \( n_{\text{train}} = \lceil 0.7n \rceil \) and \( n \) is the sample size of the whole data.

Further, for each data set and sub-sample size from Eq. (29), we estimate the noise variance \( \sigma^2 \) from the regression model \( \hat{y} = A_k y_s \) for the AIC criterion. In our simulated experiments, we take the estimator from Wasserman [2004], Eq. (5.86), which is a consistent estimator of \( \sigma^2 \) under an assumption that \( f^* \) is "sufficiently smooth".

\[
\hat{\sigma}^2 := \frac{\| (L_{n_s} - A_k) y_s \|^2}{n_s(1 - 1/k)} \quad \text{with} \quad k = 2,
\]

(30)
where \( y_s \) corresponds to the vector of responses from the chosen sub-samples. After that, we compute our stopping rule \( k^\tau \) and other model selection strategies from Section 5.4. To do that, for each data set and each integer \( n_s \) from Eq. (29), we randomly sample \( n_s \) data points from \( S_{\text{train}} \), compute the k-NN estimator \( 0 \) and the empirical risk \( 11 \) for \( k_{\text{max}} \), and at each step of the iteration process we reduce the value of \( k \) by one. Notice that one does not have to calculate the neighborhood matrix \( A_k \) for each \( k \in \{1, \ldots, k_{\text{max}}\} \), since it is sufficient to do only for \( k_{\text{max}} \) (cf. Eq. (16)). This process is repeated until the empirical risk crosses the threshold \( 2R_2 \). Fig. 3 provides two illustrations of the minimum discrepancy strategy \( k^\tau \) for two data sets: "Diabetes" and "Boston Housing Prices".

Following that, the AIC criterion (24), 5–fold cross-validation (27), and the generalized cross-validation \( k_{\text{GCV}} \) are calculated: we start by defining a grid of values for \( k : \{1,2,\ldots,k_{\text{max}}\} \), and one should compute \( k_{\text{AIC}}, k_{\text{GCV}}, \) and \( k_{\text{5FCV}} \) from Eq. (24), Eq. (25), and Eq. (27) over the mentioned grid.

In the final part, given \( k^\tau, k_{\text{AIC}}, k_{\text{5FCV}}, \) and \( k_{\text{GCV}} \), the goal is to make a prediction on the test data set \( x_{\text{test}} \). This can be done as follows. Assume that \( x_0 \in x_{\text{test}} \), then the prediction of the k-NN estimator on this point can be defined as

\[
\hat{f}(x_0) = \sum_{i=1}^{n_{\text{train}}} a_k(x_0, x_i) y_s,
\]

where \( a_k(x_0) = [a_k(x_0, x_1), \ldots, a_k(x_0, x_{n_s})]^\top \) and \( x_s = [x_1^\top, \ldots, x_{n_s}^\top]^\top \), with \( a_k(x_0, x_i) = 1/k \) if \( x_i \in \{1, \ldots, n_{\text{train}}\} \), is a nearest neighbor of \( x_0 \), otherwise 0. Further, one can choose \( k \) to be equal \( k^\tau, k_{\text{AIC}}, k_{\text{5FCV}}, \) or \( k_{\text{GCV}} \) that are already computed. Combining all the steps together, one is able to calculate the least-squares prediction error \( \|\hat{f} - y_{\text{test}}\| \).

For each sub-sample size \( n_s \) from Eq. (29) and data set, the procedure has to be performed 25 times (via new sub-samples from the data set).

**Results of the simulation experiments.**

Figures 4 and 5 display the averaged (over 25 repetitions) runtime (in seconds) and the prediction error of the model selection rules \( k^\tau \) (15), \( k_{\text{AIC}} \) (24), 5-fold cross-validation (27), and generalized cross-validation (25) for "Boston Housing Prices", "Diabetes" (in Figure 4), and "California Houses Prices", "Power Plants" data sets (in Figure 5).

Figures 4a, 4c indicate that the minimum discrepancy principle rule \( k^\tau \) has the smallest runtime among the model selection criteria. At the same time, Figure 4b shows that the prediction error of \( k^\tau \) has better performance than that of \( k_{\text{AIC}}, k_{\text{5FCV}}, \) and \( k_{\text{GCV}} \). Figure 4d indicates that the performance of the minimum discrepancy stopping rule \( k^\tau \) is similar to that of \( k_{\text{AIC}}, k_{\text{5FCV}}, \) and \( k_{\text{GCV}} \). Let us turn to the results for the "California Houses Prices" and "Power Plants" data sets. Figures 5a, 5c show the runtime of the stopping rules; one can conclude that the computational time of the minimum discrepancy rule \( k^\tau \) is less than the computational time of the generalized cross-validation, AIC criterion, and 5 fold cross-validation. Figures 5b, 5d display the prediction performance of the model selection rules; for the "California Houses Prices" data set, the prediction performance of \( k^\tau \) is comparable to
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**Fig. 3:** Stopping the learning process based on the rule (15) applied to two data sets: a) “Diabetes” and b) “Boston Housing Prices”. “Threshold” horizontal line corresponds to the estimated variance equal to \( 2R_s^2 \).

the performance of \( k_{GCV} \) and is uniformly better than the 5FCV rule \( k_{5FCV} \) and \( k_{AIC} \); for the ”Power Plants” data set, the prediction error of the minimum discrepancy principle is similar to that of \( k_{AIC}, k_{GCV}, \) and \( k_{5FCV} \) for the sub-sample sizes \( n_s \leq 1000 \), and is little better than generalized cross-validation and 5FCV for \( n_s = 2100 \).

The overall conclusion from the simulation experiments is that the prediction error of the MDP stopping rule \( k^\tau \) is often better than for standard model selection strategies, such as the AIC criterion or 5-fold cross-validation, while its computational time is lower.

6 Conclusion

In the present paper, we tackled the problem of choosing the tuning parameter \( k \) in the \( k \)-NN regression estimator. A strategy based on early stopping and the minimum discrepancy principle was proposed. This strategy did not require any hold-out data and parameters to tune. In Section 4 it was shown that the minimum discrepancy stopping rule \( k^\tau \) (15) provides a minimax-optimal estimator, in particular, over the class of Lipschitz functions on a bounded domain. Besides that, this theoretical result was confirmed empirically on artificial and real data sets: the stopping rule has better statistical performance than other model selection rules, such as Hold-out, 5-fold cross-validation or generalized cross-validation, while reducing the computational time of the model selection procedure.

As for perspectives of this work, we are interested in the theoretical performance of the Nadaraya-Watson regressor (Nadaraya 1964; Wasserman 2006). It should be close to the one of the \( k \)-NN regression estimator since these two
Fig. 4: Runtime (in seconds) and \(L_2(P_n)\) prediction error versus sub-sample size for different model selection methods: MD principle (15), AIC (24), GCV (25), and 5-fold cross-validation (27), tested on the "Boston Housing Prices" and "Diabetes" data sets. In all cases, each point corresponds to the average of 25 trials.

(a), (c) Runtime versus the sub-sample size \(n \in \{70, 88, 118, 177, 354\}\).

(b), (d) Least-squares prediction error \(\|f^k - y_{\text{test}}\|\) versus the sub-sample size \(n \in \{70, 88, 118, 177, 354\}\).

Non-parametric estimators are related (see the monographs Györfi et al. 2006; Tsybakov 2008). The main difficulty should come from the fact that, if \(h\) is the bandwidth parameter and \(A_k\) is the smoothing matrix of the Nadaraya-Watson estimator, then \(\text{tr}(A_k^\top A_k) \neq \text{tr}(A_k)\). This fact implies that the expectation of the empirical risk minus the noise variance will not be equal to the difference between the bias and variance terms (see Eq. (12)). Therefore, there should be another concentration result that deals with this problem. Besides that, we should emphasize that the early stopping rules in this work were estimating the famous bias-variance trade-off (Hastie, Tibshirani, and Friedman 2009, Chapter 7). However, in (Belkin et al. 2019; Belkin, Hsu, and Xu 2020), the
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Fig. 5: Runtime (in seconds) and \( L_2(P_n) \) prediction error versus sub-sample size for different model selection methods: MDP (15), AIC (24), GCV (25), and 5–fold cross-validation (27), tested on the "California Houses Prices" and "Power Plants" data set. In all cases, each point corresponds to the average of 25 trials. (a), (c) Runtime versus the sub-sample size \( n \in \{420, 525, 700, 1050, 2100\} \). (b), (d) Least-squares prediction error \( \|f^k - y_{\text{test}}\| \) versus the sub-sample size \( n \in \{420, 525, 700, 1050, 2100\} \).

bias-variance balancing paradigm was rethought by discovering some settings (exact fit to the data) for which a phenomenon of the "double descent" of the risk curve appeared. It would be interesting to understand if early stopping can work for these settings. The reader can look at (Dwivedi et al. 2020) and references therein for another reexamination of the paradigm. Another future direction could be modifying the minimum discrepancy principle strategy such that it can escape the so-called curse of dimensionality (Tsybakov 2008; Hastie, Tibshirani, and Friedman 2009) in the minimax-optimal rate. The reader can go through (Zhao and Lai 2021a) for an example of a method to choose \( k \) in the classification setting where it was possible.
7 Availability of data and material

The real-world data description is available in Section 5.3.
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Supplementary material

Below, one can find a plan of Appendix.

In Appendix A, we state some already known results that will be used along the other sections of Appendix.

Appendix B is devoted to the introduction of the main quantities for the derivation of the proofs.

The main goal of Appendix C is to provide a concentration inequality for the difference of the variance $V(k^\tau)$ and its stochastic part $\|A_k \epsilon \|_n^2$ as well as a concentration inequality for $|R_k - \mathbb{E}_n R_k|$. In Appendix D, we derived a concentration inequality for controlling the variance term.

Appendix E is devoted to the derivation of a concentration inequality that deals with the deviation of the bias term.

Combining all the results from Appendices A, B, and C, we are able to provide a proof of Theorem 1.

A Auxiliary lemmas

The first result is concerned with the derivation of the concentration of a Gaussian linear form around zero.

**Lemma 1 (Concentration of a linear term)** Let $\xi$ be a standard Gaussian vector with variance $\sigma^2$ in $\mathbb{R}^n$, $\alpha \in \mathbb{R}^n$ and $Z := \langle \xi, \alpha \rangle = \sum_{j=1}^n \alpha_j \xi_j$. Then for every $t > 0$, one has

$$\mathbb{P}(|Z| \geq t) \leq 2 \exp \left( - \frac{t^2}{2 \sigma^2 \|\alpha\|^2} \right).$$

Further, we need to recall a concentration result for a quadratic form of Gaussian random variables.

**Lemma 2 (Hanson-Wright’s inequality for Gaussian random variables in Rudelson, Vershynin, et al. 2013)** If $\epsilon = (\epsilon_1, \ldots, \epsilon_n)^\top \sim \mathcal{N}(0, \sigma^2 I_n)$ and $A$ is a $n \times n$ matrix, then for any $t > 0$,

$$\mathbb{P}_\epsilon \left( |\epsilon^\top A \epsilon - \mathbb{E}_\epsilon [\epsilon^\top A \epsilon]| \geq t \right) \leq 2 \exp \left( -c \min \left( \frac{t^2}{\sigma^4 \|A\|_F^2}, \frac{t}{\sigma^2 \|A\|_2^2} \right) \right).$$

The lemma below will help us transfer the results from the empirical $L_2(\mathbb{P}_n)$ norm to the $L_2(\mathbb{P}_X)$ norm (cf Appendix E).

**Lemma 3 (Hoeffding’s inequality for bounded differences in Wainwright 2011, p.454)** If the function $f$ is uniformly bounded, that is, if $\|f\|_\infty := \sup_{x \in \mathcal{X}} |f(x)| \leq b$ for some $b < \infty$, then for every $t > 0$,

$$|\|f\|_n^2 - \|f\|_2^2| < t$$

with probability at least $1 - 2 \exp \left( - \frac{t^2}{8nb^4} \right)$.

The next lemma provides us with an upper bound on the spectral norm of the matrix $I_n - A_k$. 


Lemma 4 Recall that \(N_k(x_i)\) denotes the set of the \(k\) nearest neighbors of \(x_i, i = 1, \ldots, n.\) For any \(k \in \{1, \ldots, n\}\), define the matrix \(M_k \in \mathbb{R}^{n \times n}\) as

\[
(M_k)_{ij} = \begin{cases} 
1 - 1/k, & \text{if } i = j, \\
0, & \text{if } j \notin N_k(x_i), \\
-1/k, & \text{if } j \in N_k(x_i).
\end{cases}
\]

Then \(\|M_k\|_2^2 \leq 4.\)

Proof. Due to the Gershgorin’s circle theorem, the eigenvalues of \(A_k\) satisfy

\[
|\lambda_l - 1/k| \leq k-1/k, \quad l = 1, \ldots, n,
\]

which implies for any \(l \in \{1, \ldots, n\}\), \(1 - \lambda_l \leq 2.\) It implies that for the eigenvalues of \((I_n - A_k)^\top (I_n - A_k)\):

\[
\mu_l \leq 4, \quad l = 1, \ldots, n.
\]

Therefore \(\|I_n - A_k\|_2^2 = \max \mu_l \leq 4.\)

Lemma 5 For any \(k \in \{2, \ldots, n\},\)

\[
\frac{1}{2} V(k - 1) \leq V(k) \leq V(k - 1).
\]

Proof. It is sufficient to notice that

\[
V(k - 1) - V(k) = \frac{\sigma^2}{k(k - 1)} \leq \frac{\sigma^2}{k} = V(k).
\]

Lemma 6 (Lower bound on risk in the empirical norm for Lipschitz functions)

If the covariates \(\{x_1, \ldots, x_n\}\) lie in the regularly spaced lattice in \([0, 1]^d\), then for any measurable of the input data \(\hat{f}\),

\[
\sup_{f^\ast \in \mathcal{F}_{Lip}(L)} \left[ \mathbb{E}_\varepsilon \|\hat{f} - f^\ast\|_2^2 \right] \geq c_L \frac{\sigma^2}{n} \left( \frac{\sigma^2}{n} \right)^{\frac{d}{2}}.
\]

Proof. It is a standard result, and the proof is based on the Fano inequality (Yu 1995; Tsybakov 2008) by reducing the estimation problem to multiple testing.

B Main quantities and notations

For more theoretical convenience (the variance term will be an increasing function, and the empirical risk will be approximately a decreasing function), define the following notation and stopping rules:

\[
\lambda[k] := \text{tr}(A_k) = n/k \in \{1, n/(n - 1), n/(n - 2), \ldots, n\}
\]

and

\[
\lambda_1 := \inf \{ \lambda \in \{1, \ldots, n\} \mid B^2(\lambda) + \sigma^2 - 2 \mathbb{E}_\varepsilon R_2 \leq V(\lambda) \}, \quad \lambda_2 := \inf \{ \lambda \in \{1, \ldots, n\} \mid R_\lambda \leq 2 R_2 \}
\]

\[
\lambda_3 := \sup \{ \lambda \in \{1, \ldots, n\} \mid B^2(\lambda) + \sigma^2 - 2 \mathbb{E}_\varepsilon R_2 \geq V(\lambda) \}, \quad \lambda_4 := \sup \{ \lambda \in \{1, \ldots, n\} \mid R_\lambda \geq 2 R_2 \}.
\]

Notice that there is a one-to-one map between \(k\) and \(\lambda[k]\) as it is suggested in Eq. (34).
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In Eq. (35), we omit for simplicity the notation \( \lambda[k] \). Moreover, in Eq. (35) we used the notation \( A_\lambda[k] \) (inside the definitions of \( B^2(\lambda), V(\lambda), \) and \( R_\lambda[k] \)) to denote the matrix \( A_k \), for \( k = n/\lambda \) corresponding to \( \lambda \), i.e., \( A_\lambda[k] \equiv A_k \).

If \( \lambda_1^2 \) does not exist, set \( \lambda_2^2 = 1 \). If \( \lambda_2^2 \) does not exist, set \( \lambda_2^2 = 1 \).

Note the bias, variance, and (expected) empirical risk at \( \lambda^2 \) are equal to the bias, variance, (expected) empirical risk at \( k^2 \) defined in Eq. (15), respectively.

The behavior of the bias term, variance, risk error, and (expected) empirical risk w.r.t. the new notation \( \lambda \) is presented in Fig. 6a. One can conclude that only the variance term is monotonic w.r.t. \( \lambda \) (it is an increasing function).

Denote \( \tilde{R}_\lambda \) as the tightest non-increasing lower bound on \( R_\lambda[k] \) and \( \overline{R}_\lambda[k] \) as the tightest non-increasing upper bound on \( R_\lambda[k] \). We precise the definitions of the latter quantities below.

**Definition 1** Assume that one has the grid of values \( \mathcal{L} = \{1, n/(n - 1), \ldots, n\} \), and the empirical risk curve is observed successively, meaning that one starts from \( \lambda = 1 \) (corresponds to \( k = n \)) and increases \( \lambda \) until the value \( n \) (corresponds to \( k = 1 \)). Then, consider the value of \( R_\lambda[k] \) and its next increment \( R_\lambda[k+\Delta] \) such that \( \lambda + \Delta \in \mathcal{L} \). Define \( \tilde{R}_1[k] = R_1[k] \) and

\[
\tilde{R}_\lambda[k+\Delta] := \begin{cases} R_\lambda[k+\Delta] & \text{if } R_\lambda[k+\Delta] - R_\lambda[k] \leq 0, \\ R_\lambda[k] & \text{otherwise}; \end{cases}
\]

this way, one should wait until \( R_\lambda[k] \leq \tilde{R}_\lambda[k+\Delta] \) for \( \tilde{\lambda} > \lambda + \Delta \).

(36)

**Definition 2** Assume that one has the grid of values \( \mathcal{L} = \{1, n/(n - 1), \ldots, n\} \), and the empirical risk curve is observed successively, meaning that one starts from \( \lambda = n \) (corresponds to \( k = 1 \)) and decreases \( \lambda \) until the value 1 (corresponds to \( k = n \)). Then, consider the value of \( R_\lambda[k] \) and its next increment \( R_\lambda[k-\Delta] \) such that \( \lambda - \Delta \in \mathcal{L} \). Define \( \overline{R}_n[k] = R_n[k] \) and

\[
\overline{R}_\lambda[k-\Delta] := \begin{cases} R_\lambda[k-\Delta] & \text{if } R_\lambda[k-\Delta] - R_\lambda[k] \geq 0, \\ R_\lambda[k] & \text{otherwise}; \end{cases}
\]

this way, one should wait until \( R_\lambda[k] \geq \overline{R}_\lambda[k-\Delta] \) for \( \tilde{\lambda} < \lambda - \Delta \).

(37)

Typical behavior of the defined lower and upper bound \( \tilde{R}_\lambda[k], \overline{R}_\lambda[k] \) is illustrated in Fig. 6b.

Note that with these definitions:

\[
\lambda_1^* = \inf \{ \lambda \in \{1, \ldots, n\} \mid \tilde{R}_\lambda \leq 2R_2 \}, \quad \lambda_2^* = \sup \{ \lambda \in \{1, \ldots, n\} \mid \overline{R}_\lambda \geq 2R_2 \}.
\]
Define an additional stopping rule $\lambda^{**}$ that will be helpful in the analysis.

$$
\lambda^{**} := \sup \{ \lambda \in \{1, \ldots, n\} \mid V(\lambda) + 2E R_2 - \sigma^2 + \sigma_2^2 \geq B^2(\lambda) \geq V(\lambda) + 2E R_2 - \sigma^2 + t_1 \},
$$

for some $t_1, t_2 \geq 0$ that will be precised later (see Lemma 3). If no such $\lambda^{**}$ exists, then $\lambda^{**} = 1$.

**C Control of the stochastic part of the variance / the empirical risk**

**C.1 Control of the stochastic part of the variance**

Consider $v(\lambda^n) = \|A^n_{1:k}\|_2^n$ and $V(\lambda^n) = \frac{2}{n} \text{tr} \left( A^n_{1:k} \right)$ for $\lambda^n_1[k]$ from Section 5. Then for any $t > 0$,

$$
P_{\epsilon} \left( v(\lambda^n) \geq V(\lambda^n) + t \right) \leq P_{\epsilon} \left( \sup_{k \in \{1, \ldots, n\}} \|A_k\|_2^n - V(k) \geq t \right).$$

In what follows, we will bound $P_{\epsilon} \left( \sup_{k \in \{1, \ldots, n\}} \|A_k\|_2^n - V(k) \geq t \right)$.

Let us define the set of matrices $\mathcal{A} := \{A_k, \ k = 1, \ldots, n\}$, then (Krahmer, Mendelson, and Rauhut 2014, Theorem 3.1)

$$
P_{\epsilon} \left( \sup_{A \in \mathcal{A}} \|A\|_2^n - \mathbb{E}_n \|A\|_2^n \geq c_1 E + t \right) \leq 2 \exp \left( -c_2 \min \left( \frac{t^2}{\gamma_2^2(\mathcal{A})^2}, \frac{t}{17} \right) \right),$$

where

$$
E = \gamma_2(\mathcal{A}, \|\cdot\|_2) \left( \gamma_2(\mathcal{A}, \|\cdot\|_2) + \sup_{A \in \mathcal{A}} \|A\|_F \sup_{A \in \mathcal{A}} \|A\|_2 \right),
$$

$$
U = \left( \sup_{A \in \mathcal{A}} \|A\|_2 \right)^2,
$$

$$
V = \sup_{A \in \mathcal{A}} \|A\|_2 \left( \gamma_2(\mathcal{A}, \|\cdot\|_2) + \sup_{A \in \mathcal{A}} \|A\|_F \right),
$$

and $\gamma_2(\mathcal{A}, \|\cdot\|_2)$ can be bounded via the metric entropy of $(\mathcal{A}, \|\cdot\|_2)$ as

$$
\gamma_2(\mathcal{A}, \|\cdot\|_2) \leq c \int_{0}^{\gamma_2(\mathcal{A}, \|\cdot\|_2)} \sqrt{\log N(\mathcal{A}; \|\cdot\|_2; u)} \, du.
$$

First, notice that, due to Lemma 3 for any $A \in \mathcal{A}$, one has $\|A\|_2 \leq c$. Moreover, $\log N(\mathcal{A}; \|\cdot\|_2; u) \leq \log n$ due to the definition of the metric entropy (see, e.g., Wainwright 2014, Chapter 5). These arguments imply

$$
U \leq c, \quad \text{and} \quad \gamma_2(\mathcal{A}, \|\cdot\|_2) \leq c_1 \sqrt{\log n},
$$

Second, as for the Frobenius norm, $\sup_{A \in \mathcal{A}} \|A\|_F \leq \sqrt{n}$ due to the definition 5. Combining all the pieces together, for any $t > 0$,

$$
P_{\epsilon} \left( \sup_{A \in \mathcal{A}} \|A\|_2^n - \mathbb{E}_n \|A\|_2^n \geq c_1 \sqrt{\frac{\log n}{n}} + t \right) \leq 2 \exp \left( -c_2 \min \left( nt^2, nt \right) \right),$$

where

$$
\|\cdot\|_2^n := \frac{\|\cdot\|_2}{\sqrt{n}}.
$$
where \( c_1 \) and \( c_2 \) may depend on \( \sigma^2 \). Take \( t = c_1 \sqrt{\log n / n} + t \) in (39), then for any \( t > 0 \),

\[
P_\varepsilon \left( v(\lambda_t^*) \geq V(\lambda_1^*) + c_1 \sqrt{\log n / n} + t \right) \leq 2 \exp \left( -c_2 \min \left( t^2, t \right) \right).
\]

C.2 Control of the empirical risk around its expectation

Define the quadratic form 

\[
Q_k(Y) = \frac{1}{n} (J + \Sigma^{-1/2} F^*)^\top \Sigma^{1/2} (I_n - A_k)^\top (I_n - A_k) Y
\]

with \( \Sigma = \sigma^2 I_n \).

Define \( \mathcal{L} = \Sigma^{-1/2} Y \) and \( J = \mathcal{L} - \Sigma^{-1/2} F^* \), then

\[
Q_k(Y) = \frac{1}{n} (J + \Sigma^{-1/2} F^*)^\top \Sigma^{1/2} (I_n - A_k)^\top (I_n - A_k) \Sigma^{1/2} (J + \Sigma^{-1/2} F^*)
\]

\[
= \frac{1}{n} (P J + P \Sigma^{-1/2} F^*)^\top \Lambda P \Sigma^{-1/2} (J + \Sigma^{-1/2} F^*)
\]

\[
= \frac{1}{n} (u + b)^\top A (u + b) = \frac{1}{n} \sum_{i=1}^n A_i (u_i + b_i)^2.
\]

where \( b = \frac{1}{n} P F^* \). It implies that

\[
R_k - \mathbb{E}_\varepsilon R_k = \frac{\sigma^2}{n} \begin{bmatrix} \sum_{i=1}^n A_i (u_i^2 - 1) + 2 \sigma^2 \sum_{i=1}^n A_i b_i u_i \end{bmatrix}
\]

where \( u_i \overset{i.i.d.}{\sim} \mathcal{N}(0,1) \).

Define \( \phi_i = \frac{u_i}{\sigma} \lambda_i \). Further, we will use (Laurent and Massart 2000, Lemma 1), i.e. for any \( t > 0 \),

\[
P_\varepsilon \left( A \geq \sqrt{2} \| \phi \|_2 \sqrt{t} + 2 \| \phi \|_\infty t \right) \leq \exp(-t),
\]

\[
P_\varepsilon \left( A \leq -\sqrt{2} \| \phi \|_2 \sqrt{t} \right) \leq \exp(-t).
\]

First, since for the eigenvalues of \( (I_n - A_k)^\top (I_n - A_k) \): \( \frac{\lambda_i}{\sigma^2} \leq 1 \) for \( i = 1, \ldots, n \), then

\[
\| \phi \|_\infty \leq \frac{4 \sigma^2}{n},
\]

\[
\| \phi \|^2_2 \leq \frac{16 \sigma^4}{n}.
\]

Thus, on the one hand, for any \( t > 0 \),

\[
P_\varepsilon \left( A \geq 8 \sigma^2 \sqrt{t} + 8 \sigma^2 t \right) \leq \exp(-nt),
\]

\[
P_\varepsilon \left( A \leq -8 \sigma^2 \sqrt{t} \right) \leq \exp(-nt).
\]

And on the other hand, for any \( t > 0 \),

\[
P_\varepsilon \left( | B | \geq t \right) \leq 2 \exp \left( -nt \frac{\sigma^2}{128 M^2} \right).
\]

It implies that for any \( t > 0 \),

\[
R_k - \mathbb{E}_\varepsilon R_k \in \left( -9 \sigma^2 t, 8 \sigma^2 t^2 + 9 \sigma^2 t \right)
\]

with probability at least \( 1 - 4 \exp \left( -\min \left( 1, \frac{\sigma^2}{128 M^2} \right) nt^2 \right) \).
D Deviation inequality for the variance term

This is the first deviation inequality for $\lambda_1^*$ that will be used to control the variance term.

Lemma 7 Under Assumption 1, define $K_V \subseteq \{1, \ldots, n\}$ such that, for any $\lambda \in K_V$, one has $V(\lambda) \geq B^2(\lambda) + \sigma^2 - 2E\epsilon R_2 + t$ for some $t \geq 0$. Recall the definition of $\lambda_1^*$ from Eq. (25), then for any $\lambda \in K_V$,

$$
\Pr(\lambda_1^* > \lambda) \leq 4\exp\left(-cn\min\left(\frac{t^2}{\alpha^2}, \frac{t^2}{\sigma^2}\right)\right),
$$

where constant $c$ depends on $M$.

Proof. We start with the following series of inequalities that can be derived from the definition of $\lambda_1^*$ and the lower bound on the empirical risk $R_\lambda$ (see Section B). Since for any $\lambda \geq 0$, $\Pr(Q_1 + Q_2 > \lambda)$ \leq $\Pr(Q_1 > \lambda/2) + \Pr(Q_2 > \lambda/2)$, with $Q_1 = R_\lambda - E_\epsilon R_k$ and $Q_2 = 2E_\epsilon R_2 - 2R_2$, one has

$$
\Pr(\lambda_1^* > \lambda) = \Pr\left(\hat{R}_\lambda > 2R_2\right)
\leq \Pr\left(R_\lambda - E_\epsilon R_k > 2E_\epsilon R_2 - E_\epsilon R_\lambda + 2R_2 - 2E_\epsilon R_2\right)
\leq \Pr\left(R_\lambda - E_\epsilon R_\lambda > \frac{1}{2}(2E_\epsilon R_2 - E_\epsilon R_\lambda)\right) + \Pr\left(R_2 - E_\epsilon R_2 < -\frac{1}{4}(2E_\epsilon R_2 - E_\epsilon R_\lambda)\right).
$$

Due to Eq. (12), one has

$$
2E_\epsilon R_2 - E_\epsilon R_\lambda = V(\lambda) - B^2(\lambda) + 2E_\epsilon R_2 - \sigma^2 \geq t.
$$

Moreover,

$$
R_\lambda - E_\epsilon R_\lambda = \|I_n - A_{\lambda[k]}\|_2^2 - \frac{\sigma^2}{n} \left(n - \text{tr}(A_{\lambda[k]})\right) + 2\left(I_n - A_{\lambda[k]}\right)F^\top, (I_n - A_{\lambda[k]})\epsilon_n.
$$

Define for simplicity $M_{\lambda[k]} := I_n - A_{\lambda[k]}$, then

$$
\Pr(\lambda_1^* > \lambda) \leq \Pr\left(\left\|M_{\lambda[k]}\epsilon\right\|_2^2 - \frac{\sigma^2}{n} \left(n - \text{tr}(A_{\lambda[k]})\right) > \frac{t}{\frac{4}{3}}\right) + \Pr\left(2\left(M_{\lambda[k]}F^\top, M_{\lambda[k]}\epsilon\right)_n > \frac{t}{\frac{4}{3}}\right)
\leq \Pr\left(\left\|M_{\lambda[k]}\epsilon\right\|_2^2 - \frac{\sigma^2}{n} \left(n - \text{tr}(M_{\lambda[k]})\right) < \frac{t}{\frac{8}{3}}\right) + \Pr\left(2\left(M_{\lambda[k]}F^\top, M_{\lambda[k]}\epsilon\right)_n < \frac{t}{\frac{8}{3}}\right).
$$

Further, we will concentrate the quadratic and linear terms as follows. **First term.** The linear term $2\left(M_{\lambda[k]}F^\top, M_{\lambda[k]}\epsilon\right)_n$; using Lemma 4 and Lemma 5 gives us

$$
\Pr\left(2\left(M_{\lambda[k]}F^\top, M_{\lambda[k]}\epsilon\right)_n > \frac{t}{\frac{4}{3}}\right) \geq \Pr\left(M_{\lambda[k]}^\top M_{\lambda[k]}F^\top, \epsilon > \frac{nt}{\frac{4}{3}}\right)
\leq \exp\left[-\frac{nt^2}{8}\right]
\leq \exp\left[-\frac{nt^2}{128\sigma^2\left\|M_{\lambda[k]}^\top M_{\lambda[k]}F^\top\right\|^2}\right]
\leq \exp\left[-\frac{nt^2}{512\lambda^2M^2}\right].
$$
Second term. Consider the quadratic term \( \|M_{A(k)}\|^2 \frac{s^2}{n} (n - \text{tr} \lambda_{A(k)}) \): combining Lemma 2 and Lemma 4 gives
\[
P_\varepsilon \left( \|M_{A(k)}\|^2 \frac{s^2}{n} (n - \text{tr} \lambda_{A(k)}) > t \right) \leq \exp \left( -c \min \left( \frac{nt^2}{16\sigma^4 \|M_{A(k)}\|^2}, \frac{nt}{4\sigma^2 \|M_{A(k)}\|^2 + t} \right) \right),
\]
where constant \( c \) is numeric. Finally,
\[
P_\varepsilon \left( 2(M_2 F^*, M_2 \varepsilon)_n < -\frac{t}{8} \right) \leq \exp \left( -\frac{nt^2}{512\sigma^2 \|M_{A(k)}\|^2} \right) \leq \exp \left( -\frac{nt^2}{8192\sigma^2 M^2} \right),
\]
where constant \( c \) is numeric.

Based on Lemma 2 due to the fact that the variance \( V(\lambda) \) is increasing w.r.t. \( \lambda \in \{1, \ldots, n\} \), the following corollary holds.

Corollary 2 Define \( \overline{\lambda} + 1 \) as the next value of \( \lambda > \overline{\lambda} \) on the grid \( \{1, \ldots, n\} \). Then for any \( t > 0 \), define \( 0 \leq \Delta t \leq t \) as the distance between \( V(\lambda^2 + 1) + t \) and \( V(\lambda) \), where \( V(\lambda) \) is the closest to \( V(\lambda^2 + 1) + t \) value of \( V(\lambda) \) such that
\(-\) either \( t - \Delta t \) is lower than or equal to \( V(\lambda) - B^2(\lambda) + 2\varepsilon R_2 - \sigma^2 \) while \( V(\lambda) + 2\varepsilon R_2 - \sigma^2 \geq B^2(\lambda) \),
\(-\) or \( V(\lambda) \) is lower than or equal to \( V(\lambda^2 + 1) + t \) while \( B^2(n) = 0 \),
over the grid of \( \lambda \in \{\lambda^2 + 1, \lambda^2 + 2, \ldots, n\} \). Then due to the monotonicity of the variance term,
\[
P_\varepsilon (V(\lambda^2_1) > V(\lambda^2 + 1) + t - \Delta t) \leq 4 \exp \left( -c \min \left( \frac{(t - \Delta t)^2}{\sigma^4}, \frac{(t - \Delta t)^2}{\sigma^2} \right) \right)
\]
for constant \( c \) that depends only on \( M \). Moreover, due to Lemma 2 \( \overline{V}(\lambda^2 + 1) \leq V(\lambda^2) \leq V(\lambda^2 + 1) \), which implies that
\[
P_\varepsilon (V(\lambda_1^*) > 2V(\lambda^2_2) + t - \Delta t) \leq 4 \exp \left( -c \min \left( \frac{(t - \Delta t)^2}{\sigma^4}, \frac{(t - \Delta t)^2}{\sigma^2} \right) \right) \forall t > 0.
\]

Thus, one is able to control \( V(\lambda^*_1) \) via \( V(\lambda^*_2) \).

E Deviation inequality for the bias term

What follows is the second deviation inequality for \( \lambda^*_1 \) that will be further used to control the bias term.

Lemma 8 Under Assumption 1 define \( \mathcal{K}_B \subseteq \{1, \ldots, n\} \) such that, for any \( \lambda \in \mathcal{K}_B \), one has \( V(\lambda) + 2\varepsilon R_2 - \sigma^2 - \varepsilon^2 t_2 \geq B^2(\lambda) \geq V(\lambda) + 2\varepsilon R_2 - \sigma^2 + t_1 \) for some \( t_1, t_2 \geq 0 \). Then if \( \mathcal{K}_B \) is not empty, \( \lambda^*_1 \) from Eq. (23) satisfies
\[
P_\varepsilon (\lambda^*_1 \leq \lambda) \leq 8 \exp \left( -c \min \left( \frac{t_1^2}{\sigma^4}, \frac{t_1^2}{\sigma^2} \right) \right) + 5 \exp \left( -\frac{\sigma^2}{128 M^2} nt^2 \left( 1 - \frac{1}{n^{1.5n/2}} \right)^2 \right)
\]

\[
+ \frac{5(t_1 + t_2)}{\sigma^2 n (\frac{1}{2} - 1)}.
\]
where constant \( c \) depends on \( \mathcal{M} \) only, and \( n \geq 3 \).

Proof. Consider Ineq. (43) and the event
\[
\{-9\sigma^2 t < R_\lambda - \mathbb{E}_n R_\lambda < 8\sigma^2 t^2 + 9\sigma^2 t\}
\]
for any \( t > 0 \). Further, \( \lambda_1^* \leq \lambda_2^* \) and recall that \( R_\lambda \) is the upper bound on \( R_\lambda \) from Section 4, which implies that
\[
P_x (\lambda_1^* \leq \lambda) = P_x \left( \lambda_1^* \leq \lambda \right) \cap \{ \lambda \leq \lambda_2^* \} + \lambda_2^* \cap \{ \lambda \leq \lambda_2^* \}.
\]
\[\begin{align*}
A &= P_x \left( R_\lambda < 2R_2 \right) \leq P_x \left( R_\lambda < 2R_2 \right), \\
B &= P_x \left( \lambda \leq \lambda_2^* \right).
\end{align*}\]  
(46)

Consider the probability \( B \) from (43). With probability at least \( 1 - 4\exp (-nt^2 \min (1, \sigma^2/128M^2)) \),
\[
8\sigma^2 t^2 + 9\sigma^2 t^2 > R_\lambda - \mathbb{E}_n R_\lambda > -9\sigma^2 t^2
\]
for any \( t_2 > 0 \). Denote this high probability event as \( \mathcal{E} \). Then
\[
B = P_x \left( \{ \lambda \in [\lambda_1^*, \lambda_2^*] \} \cap \{ R_\lambda < 2R_2 \} \right) + P_x \left( \{ \lambda \in \lambda_1^* \} \cap \{ R_\lambda \geq 2R_2 \} \right)
\]
\[
\leq P_x \left( R_\lambda < 2R_2 \right) + P_x \left( \{ \lambda \geq 2R_2 \} \cap \mathcal{E} \right) + P_x \left( \{ R_\lambda \geq 2R_2 \} \cap \mathcal{E}^c \right).
\]

On the one hand, since for any \( \mathcal{E} \geq 0 \), \( P_x (Q_1 + Q_2 < -\ell) \leq P_x (Q_1 < -\ell/2) + P_x (Q_2 < -\ell/2) \), with \( Q_1 = R_\lambda - \mathbb{E}_n R_\lambda \) and \( Q_2 = \mathbb{E}_n R_\lambda - 2R_2 \), one gets
\[
P_x \left( R_\lambda < 2R_2 \right) = P_x \left( R_\lambda - \mathbb{E}_n R_\lambda < -\left[ B^2(\lambda) - V(\lambda) + \sigma^2 - 2\mathbb{E}_n R_\lambda \right] + 2R_2 - 2\mathbb{E}_n R_2 \right)
\]
\[
\leq P_x \left( R_\lambda - \mathbb{E}_n R_\lambda < \frac{B^2(\lambda) - V(\lambda) + \sigma^2 - 2\mathbb{E}_n R_2}{2} \right)
\]
\[
+ P_x \left( 2 \left( \mathbb{E}_n R_2 - R_2 \right) < \frac{B^2(\lambda) - V(\lambda) + \sigma^2 - 2\mathbb{E}_n R_2}{2} \right)
\]
\[
\leq P_x \left( R_\lambda - \mathbb{E}_n R_\lambda < \frac{\ell_1}{2} \right) + P_x \left( R_2 - \mathbb{E}_n R_2 > \frac{\ell_1}{4} \right).
\]

On the other hand, for \( 0 < z < 1 \), using the SVD decomposition from Subsection 4.2
\[
P_x \left( \{ R_\lambda \geq 2R_2 \} \cap \mathcal{E} \right) \leq P_x \left( R_\lambda - \mathbb{E}_n R_\lambda \in \left[ \frac{-\sigma^2 t^2 9\sigma^2 t^2 + 8\sigma^2 t^2}{a_1} \right] \right)
\]
\[
\leq P_x \left( \frac{4\sigma^2}{n} \sum_{i=1}^{n} A_i b_i u_i \in [a_1 (1-z), a_2 (1-z)] \right)
\]
\[
+ P_x \left( \frac{2\sigma^2}{n^2} \sum_{i=1}^{n} A_i b_i u_i \in [a_1 z, a_2 z] \right)
\]

First, by using Markov’s inequality: for any \( q > 0 \)
\[
\mathbb{E} X = \int_{0}^{+\infty} w f(w) dw = \int_{0}^{e^{\eta_1 z}} w f(w) dw + \int_{e^{\eta_1 z}}^{e^{\eta_2 z}} w f(w) dw + \int_{e^{\eta_2 z}}^{+\infty} w f(w) dw \geq \int_{e^{\eta_1 z}}^{e^{\eta_2 z}} e^{\eta_1 z} f(w) dw.
\]
Define \( X = \exp \left( \frac{\sigma^2}{n} \sum_{i=1}^{n} A_i b_i u_i \right) \). Thus,
\[
p_1 = P_x \left( \frac{2\sigma^2}{n} \sum_{i=1}^{n} A_i b_i u_i \in [a_1 z, a_2 z] \right) \leq \exp \left( -q \eta_1 z \right) \mathbb{E}_n \left[ \exp \left( \frac{2\sigma^2}{n} \sum_{i=1}^{n} A_i b_i u_i \right) \right]
\]
\[
\leq \exp \left( -q \eta_1 z + \eta_2 z \sum_{i=1}^{n} \frac{A_i^2 b_i u_i^2}{\eta_1 z} \right).
\]
Minimizing the above expression over \( q > \epsilon \), gives us \( p_1 \leq \exp \left( \frac{a^2 z^2}{2a^2 \sum_{i=1}^{n} \beta_j b_j^2} \right) \). It implies

\[
p_1 \leq \exp \left( -\frac{t_z^2 z^2}{128 M^2} \right).
\]

Second, let us consider

\[
p_2 = \mathbb{P}(\epsilon) \left( 4 \sigma_{\epsilon}^2 \sum_{i=1}^{n} \frac{A_i}{\epsilon^2} (u_i^2 - 1) \in [a_1(1-z), a_2(1-z)] \right).
\]

Notice that \( \sum_{i=1}^{n} \frac{A_i}{\epsilon^2} u_i^2 \) is distributed as generalized chi square. Let us denote its probability density function as \( f \), then by using (Kotz, Johnson, and Boyd [1969], Eq. (68))

\[
f(t) = \sum_{j=0}^{\infty} e^{(t/\beta)} f_{\chi^2}(t/\beta) \frac{\Gamma \left( \frac{n}{2} + j \right)}{\Gamma \left( \frac{n}{2} \right)} \left( \frac{t}{2\beta} \right)^{-j/2} L_{n/2-1}^{(2)} \left( \frac{t}{2\beta} \right) 
\]

for any \( \beta > \frac{2}{n} \) and \( 0 < \epsilon < R < 1 \), where \( L_{n/2-1}^{(2)} \left( \frac{t}{2\beta} \right) \) is a Laguerre polynomial and \( f_{\chi^2}(t/\beta) \) is the p.d.f. of the \( \chi^2 \) random variable.

Recall that \( f_{\chi^2}(t/\beta) = \frac{1}{2^n \Gamma \left( \frac{n}{2} \right)} \left( \frac{2\beta t}{n} \right)^{n/2-1} e^{-\frac{t}{n}} \), therefore

\[
f(t) \leq \frac{1}{\beta} \frac{1}{2^n \Gamma \left( \frac{n}{2} \right)} \left( \frac{t}{\beta} \right)^{n/2-1} e^{-\frac{t}{n}} \frac{1}{(1-R)^{n/2}(1-\frac{t}{n})}.
\]

One can conclude that

\[
p_2 \leq \frac{1}{\beta} \frac{1}{2^n \Gamma \left( \frac{n}{2} \right)} \frac{10(t_2 + t_2^2)(1-z)\max_{\epsilon \in \left[ a_1(1-z)/\sigma^2 + \text{tr}(A/4), a_2(1-z)/\sigma^2 + \text{tr}(A/4) \right]} \left( \frac{t}{\beta} \right)^{n/2-1} \exp \left( -\frac{t}{4\beta} \right)}{(1-R)^{n/2}(1-\frac{t}{n})}.
\]

The function \( \left( \frac{t}{\beta} \right)^{n/2-1} \exp \left( -\frac{t}{4\beta} \right) \) is maximized at \( t = 4\beta \left( \frac{n}{2} - 1 \right) \), so by using \( f \left( \frac{n}{2} - 1 \right) \) and the Stirling’s formula, with \( \frac{2}{n} < \beta < 1 \), one gets

\[
p_2 \leq \frac{1}{\beta} \frac{1}{2^n \Gamma \left( \frac{n}{2} \right)} \frac{10(t_2 + t_2^2)(1-z)\max_{\epsilon \in \left[ a_1(1-z)/\sigma^2 + \text{tr}(A/4), a_2(1-z)/\sigma^2 + \text{tr}(A/4) \right]} \left( \frac{t}{\beta} \right)^{n/2-1} \exp \left( \frac{1}{12(n/2-1)} - \frac{1}{180(n/2-1)^2} \right) (1-R)^{n/2}(1-\frac{t}{n})}{(1-R)^{n/2}(1-\frac{t}{n})}
\]

\[
= \frac{10(t_2 + t_2^2)(1-z)n^{2n/2}}{\beta \sqrt{\frac{n}{2} - 1} \left( \frac{1}{2} \frac{(1-R)}{1-\frac{t}{n}} \right)^{n/2}(1-\frac{t}{n})}.
\]

Let us take \( \epsilon = \frac{n}{2} \) and \( z = 1 - \frac{2}{n} \left( \frac{1-R}{1-\frac{t}{n}} \right)^{n/2} \). Combining the upper bounds for \( p_1 \) and \( p_2 \), we have

\[
\mathbb{P}(\{\mathcal{R}_2 \geq 2\mathcal{R}_2 \} \cap \mathcal{E}) \leq \exp \left( -\frac{na^2 t_2^2 \left[ 1 - \frac{2}{n} \left( \frac{1-R}{1-\frac{t}{n}} \right)^{n/2} \right]^2}{128 M^2} \right) + \frac{5(t_2 + t_2^2)}{\sqrt{n} \left( \frac{n}{2} - 1 \right)}.
\]
After that,
\[ P_e \left( \{ R_\lambda \geq 2R_2 \} \cap E^n \right) \leq 4 \exp \left( -n t_2^2 \min \left( 1, \frac{\sigma^2}{128M^2} \right) \right). \]
Thus, applying \( \frac{1}{4} < \beta < 1 \) and combining all together,
\[ P_e \left( \lambda_1 \leq \lambda \right) \leq 2 \left[ P_e \left( R_\lambda - E_\lambda R_\lambda < -\frac{t_1}{2} \right) + P_e \left( R_2 - E_\lambda R_2 > \frac{t_1}{4} \right) \right] + 5 \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{\beta}{n^{1/2}} \right)^2 \right) \]
\[ \leq 2C + 5 \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{1}{n^{1/2}} \right)^2 \right) \]
where \( t_1 = B^2(\lambda) - V(\lambda) + \sigma^2 - 2E_\lambda R_2 \) and \( \sigma^2 t_2 = V(\lambda) - B^2(\lambda) - \sigma^2 + 2E_\lambda R_2 \). Since
\[ R_\lambda - E_\lambda R_\lambda = \| (I_n - A_{\lambda[k]}) \varepsilon \|^2 n - \sigma^2 n \| n - \text{tr}(A_{\lambda[k]}) \| + 2 \| (I_n - A_{\lambda[k]}) F^* \|, (I_n - A_{\lambda[k]}) \varepsilon \| n, \]

we have
\[ C \leq P_e \left( \| M_{\lambda[k]} \varepsilon \|^2 n - \sigma^2 n \| n - \text{tr}(A_{\lambda[k]}) \| < -\frac{t_1}{4} \right) + P_e \left( 2 \langle M_{\lambda[k]} F^*, M_{\lambda[k]} \varepsilon \rangle n < -\frac{t_1}{4} \right) \]
\[ + P_e \left( \| M_{\lambda[k]} \varepsilon \|^2 n - \sigma^2 n \| n - \text{tr}(A_{\lambda[k]}) \| > \frac{t_1}{8} \right) + P_e \left( 2 \langle M_{\lambda[k]} F^*, M_{\lambda[k]} \varepsilon \rangle n > \frac{t_1}{8} \right), \]
where the matrix \( M_{\lambda[k]} = I_n - A_{\lambda[k]} \).

Finally,
\[ P_e \left( 2 \langle M_{\lambda[k]} F^*, M_{\lambda[k]} \varepsilon \rangle n < -\frac{t_1}{4} \right) \leq \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{1}{n^{1/2}} \right)^2 \right) \]
\[ \leq \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{1}{n^{1/2}} \right)^2 \right), \]
where constant \( c \) is numeric. The same inequalities (with different numeric constants) hold true for the matrix \( M_2 \).

**Lemma 9** Under Assumption 1 recall the definitions of \( \lambda_1 \) and \( \lambda_2 \) from Eq. (25) and Lemma 8 Then for any \( t \geq 0 \) and \( t_2 \geq \frac{4M^2}{\sigma^2} \),
\[ B^2(\lambda_1) < 2V(\lambda_2^*) + 2E_\lambda R_2 - \sigma^2 + 2t \]
with probability at least \( 1 - 12 \exp \left( -n \min \left( \frac{\sigma^2}{128M^2}, \frac{1}{\sigma^2}, \frac{1}{\sigma^2} \right) \right) - 5 \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{1}{n^{1/2}} \right)^2 \right) \]
\[ \leq \frac{5\| t_2 + \sigma \|^2}{\sqrt{n}} \], where constant \( c \) depends on \( M \) and \( n \geq 3 \).

**Proof.** Consider the event \( E(\lambda) \) from Lemma 8 for each \( \lambda \in K_B \). Then,
\[ P_e \left( E(\lambda) \right) \leq 8 \exp \left( -n \min \left( \frac{\sigma^2}{128M^2}, \frac{128M^2}{\sigma^2}, \frac{1}{\sigma^2} \right) \right) + 5 \exp \left( -n \min \left( 1, \frac{\sigma^2}{128M^2} \right) nt_2^2 \left( 1 - \frac{1}{n^{1/2}} \right)^2 \right) \]
\[ + \frac{5\| t_2 + \sigma \|^2}{\sqrt{n}} \],
for \( v_1 = B^2(\lambda) - V(\lambda) + \sigma^2 - 2E_v R_2 \) and \( \sigma^2 v_2 = V(\lambda) - B^2(\lambda) + 2E_v R_2 - \sigma^2 \).

In what follows, two cases are distinguished.

**Case 1:** If \( \lambda^*_1 > \lambda^*_2 \), then, by definition of \( \lambda^*_2 \), Corollary \([2]\) and monotonicity of the variance term,

\[
B^2(\lambda^*_1) < V(\lambda^*_1) + 2E_v R_2 - \sigma^2 \leq 2V(\lambda^*_2) + 2E_v R_2 - \sigma^2 + (t - \Delta t)
\]

with probability at least \( 1 - 4 \exp \left( - c n \min \left( \frac{t - \Delta t}{\sigma^2}, \frac{(t - \Delta t)^2}{\sigma^4} \right) \right), \forall t > 0. \)

**Case 2:** If \( \lambda^*_1 \leq \lambda^*_2 \), then take \( t = -\Delta t \) from Ineq. \((48)\) and define \( \lambda^{**} \) as in Eq. \((38)\).

Notice that \( \lambda^{**} \in K_B \) by its definition. Therefore, due to Lemma \([8]\) under the event \( \mathcal{E}^{\epsilon}(\lambda^{**}) \), \( \lambda^*_1 > \lambda^{**} \), and since \( B^2(\lambda) \leq ||I_n - A_{\lambda}||^2_2 ||F^*||^2_n \leq 4M^2 \) for any \( \lambda \in \{1, \ldots, n\} \).

\[
B^2(\lambda^*_1) < V(\lambda^*_1) + 2E_v R_2 - \sigma^2 + t_1 \leq 2V(\lambda^*_2) + 2E_v R_2 - \sigma^2 + (t - \Delta t) + t_1
\]

with probability at least \( 1 - 4 \exp \left( - c n \min \left( \frac{(t - \Delta t)^2}{\sigma^2}, \frac{(t - \Delta t)^2}{\sigma^4} \right) \right) - 8 \exp \left( - c n \min \left( \frac{t_1^2}{\sigma^4}, \frac{t_1^2}{\sigma^6}, \frac{t_1}{\sigma^2} \right) \right) - 5 \exp \left( - \min \left( 1, \frac{\sigma^2}{128M^2} \right) n t_2^2 \left( 1 - \frac{1}{n^{1/2 \varepsilon}} \right)^2 \right) - \frac{5(t_1 + t_2^2)}{\sqrt{n (n - 1)}}. \)

Combining Case 1 and Case 2 together,

\[
B^2(\lambda^*_1) < 2V(\lambda^*_2) + 2E_v R_2 - \sigma^2 + (t - \Delta t) + t_1
\]

with probability at least \( 1 - 4 \exp \left( - c n \min \left( \frac{(t - \Delta t)^2}{\sigma^2}, \frac{(t - \Delta t)^2}{\sigma^4} \right) \right) - 8 \exp \left( - c n \min \left( \frac{t_1^2}{\sigma^4}, \frac{t_1^2}{\sigma^6}, \frac{t_1}{\sigma^2} \right) \right) - 5 \exp \left( - \min \left( 1, \frac{\sigma^2}{128M^2} \right) n t_2^2 \left( 1 - \frac{1}{n^{1/2 \varepsilon}} \right)^2 \right) - \frac{5(t_1 + t_2^2)}{\sqrt{n (n - 1)}} \). The claim is proved.

\[\blacksquare\]

## F Proof of Theorem \([1]\)

Define \( v(\lambda) := \| A_{\lambda} [\varepsilon] \|^2_n \), where \( A[\varepsilon] = n/k \) (see Section \([3]\) for the definitions related to the notation \( \lambda \)). Then, due to the inequality \( (a + b)^2 \leq 2a^2 + 2b^2 \) for any \( a, b \geq 0 \),Lemma \([9]\) Corollary \([2]\) and the control of the stochastic term in Appendix \([6]\) for \( \lambda^*_1 [k] \) and \( \lambda^*_2 [k] \) from Section \([13]\) one obtains

\[
\| f_{\lambda^*_1 [k]} - f \|^2_n = \| (I_n - A_{\lambda^*_1 [k]} F^* \|^2_n + \| A_{\lambda^*_1 [k]} [\varepsilon] \|^2_n + 2(A_{\lambda^*_1 [k]} [\varepsilon] (I_n - A_{\lambda^*_1 [k]} F^*) n
\]

\[ \leq 2B^2(\lambda^*_1 [k]) + 2v(\lambda^*_1 [k]) \]

\[ \leq 4V(\lambda^*_2 [k]) + 2(2E_v R_2 - \sigma^2) + 2V(\lambda^*_1 [k]) + c_1 \sqrt{\frac{\log n}{n}} + 6t \]

\[ \leq 8V(\lambda^*_2 [k]) + 8t + 2(2E_v R_2 - \sigma^2) + c_1 \sqrt{\frac{\log n}{n}} \]

with probability at least \( 1 - 18 \exp \left( - c n \min \left( \frac{t_1^2}{\sigma^4}, \frac{t_1^2}{\sigma^6}, \frac{t_1}{\sigma^2} \right) \right) - 5 \exp \left( - \min \left( 1, \frac{\sigma^2}{128M^2} \right) n t_2^2 \left( 1 - \frac{1}{n^{1/2 \varepsilon}} \right)^2 \right) - \frac{5(t_1 + t_2^2)}{\sqrt{n (n - 1)}} \). where \( t \geq 0 \) is arbitrary and \( t_2 \geq \frac{4M^2}{\sigma^2} \).

In addition to that, if \( \lambda^*_2 \) from Eq. \((38)\) exists, then \( V(\lambda^*_2 [k]) \leq \frac{1}{2} \left[ \text{MSE}(\lambda^*_2 [k]) + \sigma^2 - 2E_v R_2 \right] \), and

\[
\| f_{\lambda^*_1 [k]} - f \|^2_n \leq 4 \text{MSE}(\lambda^*_2 [k]) - 2(2E_v R_2 - \sigma^2) + 8t + c_1 \sqrt{\frac{\log n}{n}}
\]

with the same probability.
Define \( u_1 := c_1 n \min \left( \frac{\sigma^2}{\sigma^2}, \frac{1}{\sigma}, \frac{1}{\kappa} \right) \), then one concludes that

\[
\| f_{\lambda}[k] - f^* \|^2 \leq 4 \text{MSE}(\lambda_2[k]) + C \left( \frac{u_1 \sigma^2}{n} + \frac{u_1 \sigma^2}{n} + \frac{u_1 \sigma^2}{n} \right) + c_1 \sqrt{\frac{\log n}{n}} + 2(\sigma^2 - 2 \kappa^2) R^2
\]

with probability at least \( 1 - 18 \exp(-u_1) - 5 \exp \left( -\min \left( \frac{\sigma^2}{2 \text{MSE}(\lambda_2[k])}, n \right) \left( 1 - \frac{1}{n} \right) \right) \), where \( u_1 \geq 0 \) and \( t := \frac{\lambda^2}{\sigma^2} \), constant \( c_1 \) may depend on \( \sigma^2 \), constant \( C \) may depend on \( \mathcal{M}, \sigma^2 \).

G.1 Bounding the squared bias in the empirical norm and some definitions

We start the proof with the argument that will help us transfer the result of Theorem 1 to the empirical \( \| \| \|^2_f \) norm to the \( 2(\mathcal{C}) \) norm \( \| \|^2_{\mathcal{C}} \). In order to do that, since there was no restriction on the fixed design of covariates \( \{x_1, \ldots, x_n\} \), we assume that the covariates lie in the regularly spaced lattice in \([0, 1]^d\). Then for any \( f^* \in \mathcal{F}_{\text{Lip}}(L) \),

\[
B^2(k) = \| (I_n - A_k) F^* \|^2 = \frac{1}{n} \sum_{i=1}^{n} \left[ f^*(x_i) - \frac{1}{k} \sum_{j \in A_k(x_i)} f^*(x_j) \right]^2 
\]

Further, define

\[
k^{b/n} := \left( \frac{\sigma^2}{d L^2} \right)^{d/(2 + d)} n^{2/2d}
\]

where the variance crosses the upper bound on squared bias. Define

\[
\delta_{k, \epsilon} := (1 - \epsilon) \left[ \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} |V(k)| + \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} [2B^2(2)] \right], \quad 0 < \epsilon < 1,
\]

for each \( k = 1, \ldots, n \). After that, consider Lemma 1 and define

\[
\tilde{k} := \inf \left\{ k \in \{1, \ldots, n\} \mid B^2(k) \geq \epsilon \left[ \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} |V(k)| + \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} [2B^2(2)] \right] \right\}.
\]

Define

\[
\tilde{k} := \inf \left\{ k \in \{1, \ldots, n\} \mid B^2(k) \geq V(k) \right\}.
\]

Notice that if one takes \( \epsilon = \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} [V(k)] + \sup_{f^* \in \mathcal{F}_{\text{Lip}}(L)} [2B^2(2)] \), then \( \tilde{k} = \tilde{k} \); if one takes \( \epsilon \to 0 \), \( \tilde{k} \to 0 \). Moreover, \( k^{b/n} \leq \tilde{k} \), where

\[
k^{b/n} := \left( \frac{\sigma^2}{d L^2} \right)^{d/(2 + d)} n^{2/2d}.
\]
G.2 Change-of-norm argument

For any $x \in \mathcal{X} \subseteq \mathbb{R}^d$, we will consider $|f^k(x) - f^*(x)| \leq |f^k(x)| + |f^*(x)|$. Recall that

$$f^k(x) = \frac{1}{k} \sum_{j \in \mathcal{N}_k(x)} y_j,$$

where $\mathcal{N}_k(x)$ is the set of $k$ nearest neighbors of $x$ among $\{x_1, \ldots, x_n\}$. We have $y_j \mid x_j \overset{i.i.d.}{\sim} \mathcal{N}(f^*(x), \sigma^2)$, by using Lemma [4] one has $k^* \geq \tilde{k}_* - 1$ with high probability. For any $\tilde{t} > 0$,

$$\Pr \left( \max_{k_* \leq k \leq n} \left| \frac{1}{k} \sum_{j \in \mathcal{N}_k(x)} (y_j - f^*(x)) \right| \geq \tilde{t} \right) \leq \Pr \left( \max_{k_* \leq k \leq n} \left| \frac{1}{k} \sum_{j \in \mathcal{N}_k(x)} (y_j - f^*(x)) \right| \geq \frac{\tilde{t}}{2} \right)$$

$$+ \Pr \left( \left| \frac{1}{k_* - 1} \sum_{j \in \mathcal{N}_{k_* - 1}(x)} (y_j - f^*(x)) \right| \geq \frac{\tilde{t}}{2} \right).$$

As for the first probability, since $n \geq \tilde{k}_* \geq 2$,

$$p_1 = \Pr \left( \max_{k_* \leq k \leq n} \left| \frac{1}{k} \sum_{j \in \mathcal{N}_k(x)} (y_j - f^*(x)) \right| \geq \frac{\tilde{t}}{2} \right) \leq 2 \cdot \sum_{k=k_*}^{n} \exp \left( \frac{k_2^2}{8\sigma^2} \right)$$

$$= 2 e^{\frac{\tilde{k}_*^2}{8\sigma^2}} \exp \left( -\frac{(\tilde{k}_* - 1)^2}{8\sigma^2} \right) \left[ 1 - e^{-\frac{2\sigma^2}{\tilde{k}_*}} \right]$$

$$\leq 2 e^{\frac{\tilde{k}_*^2}{8\sigma^2}} \exp \left( -\frac{(\tilde{k}_* - 1)}{8\sigma^2} \right).$$

Besides that,

$$p_2 \leq 2 \exp \left( -\frac{\tilde{k}_* - 1}{8\sigma^2} \right).$$

It implies that for $\tilde{t} = 4\sigma \left( \frac{dL^2}{\sigma^2} \right)^{\frac{d}{2(d+2)}}$ and by using Lemma [5]

$$\frac{1}{k_*} \sum_{j \in \mathcal{N}_{k_*+1}(x)} y_j \leq \frac{1}{k_*} \sum_{j \in \mathcal{N}_{k_*}(x)} f^*(x) + 4\sigma \left( \frac{dL^2}{\sigma^2} \right)^{\frac{d}{2(d+2)}}$$

with probability at least $1 - \left[ 1 + \left( 1 - e^{-\frac{dL_2^2}{\sigma^2}} \right)^{-\frac{d}{2}} \right] - 4\exp \left( -\frac{\sigma^2}{V(\tilde{k}_*)} \right)$ Let us bound these probabilities. First,

$$\exp \left( -\frac{\sigma^2}{V(\tilde{k}_*)} \right) \leq \exp \left( -\frac{dL^2}{\sigma^2} \right) \frac{\sigma^2}{dL^2} \left[ -\frac{\sigma^2}{dL^2} \right] \leq \exp \left( -\frac{\sigma^2}{\tilde{k}_*^{d+2}} \right).$$
Second, set $\epsilon = \min \left[ 0.7, \max \left( 0.5, \frac{\sup_{f^* \in \mathcal{F}_{Lip}(L)} [\text{MSE}(k-1) - 2\epsilon \epsilon B^2(2)]}{\sup_{f^* \in \mathcal{F}_{Lip}(L)} [2B^2(2)]} \right) \right]$ and assume w.l.o.g. that

$$\sup_{f^* \in \mathcal{F}_{Lip}(L)} \left[ \text{MSE}(\tilde{k}_e - 1) \right] \geq \sup_{f^* \in \mathcal{F}_{Lip}(L)} \left[ 2B^2(2) \right].$$

If the latter does not hold, the proof will be similar by using $\delta_{\tilde{k}_e - 1, \epsilon} \geq (1-\epsilon) \sup_{f^* \in \mathcal{F}_{Lip}(L)} [2B^2(2)] > 0.5 \cdot \sup_{f^* \in \mathcal{F}_{Lip}(L)} [\text{MSE}(\tilde{k}_e - 1)].$

From the definition of $\tilde{k}_e$ in Eq. (53), notice that for any $f^* \in \mathcal{F}_{Lip}(L),$

$$(1-\epsilon) \text{E}(\tilde{k}_e - 1) > \frac{1-\epsilon}{1+\epsilon} \left[ \text{MSE}(\tilde{k}_e - 1) - 2\epsilon B^2(2) \right].$$

It implies that

$$\sup_{f^* \in \mathcal{F}_{Lip}(L)} \left[ \text{MSE}(\tilde{k}_e - 1) \right] > \frac{9}{170} \sup_{f^* \in \mathcal{F}_{Lip}(L)} \left[ \text{MSE}(\tilde{k}_e - 1) \right].$$

(57)

Therefore, $\delta_{\tilde{k}_e - 1, \epsilon} \geq (1-\epsilon) \sup_{f^* \in \mathcal{F}_{Lip}(L)} \left[ \text{MSE}(\tilde{k}_e - 1) \right] \geq cL \epsilon \frac{dL}{\sqrt{n}} \frac{\sigma^2}{\bar{\epsilon}}$ due to the fact that $\sup_{f^* \in \mathcal{F}_{Lip}(L)} [\text{MSE}(k)] \geq cL \epsilon \frac{dL}{\sqrt{n}} \frac{\sigma^2}{\bar{\epsilon}}$ for any $k = 1, \ldots, n$ (cf. Lemma 6), thus

$$c \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2} > \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2},$$

$$c \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2} > \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2},$$

$$c \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2} > \frac{\delta_{\tilde{k}_e - 1, \epsilon}}{\sigma^2},$$

where positive constant $\bar{\epsilon}$ depends on $d, L, \sigma^2.$ Therefore, for any $x \in \mathcal{X},$

$$| f^k(x) - f^*(x) | \leq 6 \max \left( L, \sigma \left( \frac{dL^2}{\sigma^2} \right)^{\frac{d}{2(2+d)} + 1} \right)$$

(59)

with high probability, and we can apply Lemma 6 that gives us

$$\| f^k - f^* \|_2^2 \leq \| f^k - f^* \|_2^2 + \epsilon$$

(60)

with probability at least $1 - \exp \left( -\frac{2592 \max \{ L, \sigma \} d \sigma^2}{2024 n^2} \right) - 4 \exp \left( -\frac{d \sigma^2}{2024 n^2} \right).$

G.3 Bounding the risk error in the population norm

Recall that $\bar{k} = \inf \{ k \in \{1, \ldots, n\} \mid B^2(k) \geq V(k) \}$, then $V(k^*) \leq V(\bar{k}) \leq V(k^{h/s}).$
Let us denote $u_2 = \min \left(1, \frac{\sigma^2}{128M^2} \right) n t^2 \left(1 - \frac{1}{n^{1/2} \sigma} \right)^2$ from Ineq. (50), then

$$
t^2 = \frac{u_2}{\min \left(1, \frac{\sigma^2}{128M^2} \right) n \left(1 - \frac{1}{n^{1/2} \sigma} \right)^2}.
$$

Combining it with $2B^2(2) \leq \frac{c}{u_2 \sigma} \leq \frac{c}{n^{1/2} \sigma}$ where positive $c$ depends on $d$ and $L$, Ineq. (50) for $\varepsilon = \max \left(1, \frac{d \log n}{\sigma} \right)$ implies that, $u_1 = \log n$ and $u_2 = n \left(1 - \frac{1}{n^{1/2} \sigma} \right)^2 \frac{M^2}{\sigma^2}$, gives $t^2 \geq \frac{16M^4}{\sigma^4}$, and

$$
\|f^{k^*} - f^*\|^2 = \mathbb{E}_X \left( \frac{1}{k^*} \sum_{j \in N_{k^*}(x)} y_j - f^*(x) \right)^2
$$

$$
= \int_X \left( \frac{1}{k^*} \sum_{j \in N_{k^*}(x)} y_j - f^*(x) \right)^2 dP_X(x)
$$

$$
\leq \int_X \frac{1}{(k^*)^2} \sum_{j \in N_{k^*}(x)} \left[ 2 | f^*(x_j) - f^*(x) |^2 + 2\varepsilon_j^2 \right] dP_X(x)
$$

$$
\leq \int_X \sum_{j \in N_{k^*}(x)} \frac{1}{(k^*)^2} \left[ 8L^2 + 2\varepsilon^2 \right] dP_X(x)
$$

$$
= I_1 + I_2,
$$

where

$$
I_1 \leq 8L^2,
$$

$$
I_2 = \int_X \sum_{j \in N_{k^*}(x)} \frac{2\varepsilon^2}{(k^*)^2} dP_X(x).
$$

First, consider the random variable $S = \sum_{j \in N_{k^*}(x)} \frac{\varepsilon_j^2}{(k^*)^2}$, then

$$
\mathbb{E}S = \sum_{k=1}^n \mathbb{E} [S \mid k^* = k] \mathbb{P} [k^* = k]
$$

$$
= \sum_{k=1}^n \frac{\sigma^2}{k} \mathbb{P} [k^* = k]
$$

$$
\leq \sigma^2.
$$

Thus, $\mathbb{E}\|f^{k^*} - f^*\|^2 \leq 2 \max \left(\sigma^2, 8L^2 \right)$. Applying the Cauchy-Schwarz inequality, gives

$$
\mathbb{E}\|f^{k^*} - f^*\|^2 \leq \sqrt{\mathbb{E}\|f^{k^*} - f^*\|_2 \cdot \mathbb{E}\|f^{k^*} - f^*\|_2} \leq 2 \max \left(\sigma^2, 8L^2 \right).
$$

(62)
From Ineq. (61) and the Cauchy-Schwarz inequality again, it comes
\[ \mathbb{E} \| f_{k^*} - f^* \|_2^2 \leq \frac{8\sigma^2}{k^b/v} + C_1 \left( \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\log n \sigma^2}{n} \right) + \frac{c}{n^{2/(2+\delta)}} + \sqrt{\mathbb{E} \| f_{k^*} - f^* \|_2^2} \]
\[ + \sqrt{\mathbb{E} \| f_{k^*} - f^* \|_2^2} \mathbb{P} \left( \| f_{k^*} - f^* \|_2^2 > 8V(k^b/v) + C_1 \left( \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\log n \sigma^2}{n} \right) + \frac{c}{n^{2/(2+\delta)}} \right). \]

Combining Ineq. (61), Ineq. (60), and Ineq. (62), we obtain
\[ \mathbb{E} \| f_{k^*} - f^* \|_2^2 \leq \frac{8\sigma^2}{k^b/v} + C_1 \left( \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\sqrt{\log n \sigma^2}}{\sqrt{n}} + \frac{\log n \sigma^2}{n} \right) + \frac{c}{n^{2/(2+\delta)}} + \sqrt{\max \left( \sigma^2, 8L^2 \right)} \sqrt{\frac{19}{n} + 5 \exp \left( -\frac{L^2}{\sigma^2} n \left( 1 - \frac{1}{n^{1.5} 2^{n/2}} \right)^2 \right) + \frac{5c_1}{\sqrt{n (n/2 - 1)}} + C_1 \exp \left( -c_1 n^{2/3 + 2} \right) + 4 \exp \left( -\frac{4n^2}{\sigma^2} \right)}. \]

The claim follows from the facts that \( \frac{1}{\sqrt{n(n/2 - 1)}} \leq \frac{5}{n} \) for \( n \geq 3 \), \( \exp \left( -n \left( 1 - \frac{1}{n^{1.5} 2^{n/2}} \right)^2 \right) \leq 1 \), and the definition (52) of \( k^b/v \).