Abstract

Neural networks that map 3D coordinates to signed distance function (SDF) or occupancy values have enabled high-fidelity implicit representations of object shape. This paper develops a new shape model that allows synthesizing novel distance views by optimizing a continuous signed directional distance function (SDDF). Similar to deep SDF models, our SDDF formulation can represent whole categories of shapes and complete or interpolate across shapes from partial input data. Unlike an SDF, which measures distance to the nearest surface in any direction, an SDDF measures distance in a given direction. This allows training an SDDF model without 3D shape supervision, using only distance measurements, readily available from depth camera or Lidar sensors. Our model also removes post-processing steps like surface extraction or rendering by directly predicting distance at arbitrary locations and viewing directions. Unlike deep view-synthesis techniques, such as Neural Radiance Fields, which train high-capacity black-box models, our model encodes by construction the property that SDDF values decrease linearly along the viewing direction. This structure constraint not only results in dimensionality reduction but also provides analytical confidence about the accuracy of SDDF predictions, regardless of the distance to the object surface.

1. Introduction

Geometric understanding of object shape is a central problem for enabling task specification, environment interaction, and safe navigation for autonomous systems. Various models of object shape have been proposed to facilitate recognition, classification, rendering, reconstruction, etc. There is no universal 3D shape representation because different models offer different advantages. For example, explicit shape models based on polygonal meshes allow accurate representation of surfaces and texture and lighting properties. Generative mesh modeling [17,50], however, is very challenging as it requires predicting the mesh topology and the number of vertices. Impressively results have been achieved recently with implicit shape models, representing surfaces as the zero level set of a deep neural network approximation of signed distance function (SDF) [32] or occupancy field [26]. Many implicit surface techniques, however, require 3D shape supervision and post-processing in the form of surface extraction and distance computation [13]. Deep view synthesis models [27] offer an alternative to directly synthesize texture, lighting, and distance, avoiding surface extraction or differentiable rendering.

This paper enables implicit shape description by learning a model capable of novel distance view synthesis. We represent an object shape as a continuous function \( h(p, \eta) \) which measures the (signed) distance to the object surface from a given 3D position \( p \) and unit-norm viewing direction \( \eta \). We refer to such a function as a signed directional distance function (SDDF). Compared to an SDF, approximating an SDDF with a neural network appears more challenging due to the additional two-degree-of-freedom input \( \eta \). With a naive model, there is no guarantee that the parameter optimization converges to the correct object geometry as the input degrees of freedom increase. This challenge is evident even in SDF models, where learned distances are only accurate close to the surface and surface extraction is necessary to predict distances far away from the object boundary. Inspired by Gropp et al. [11] who observe that a valid SDF must satisfy an Eikonal differential equation, we obtain a differential equation capturing the fact that SDDF values decrease linearly along the viewing direction. We design a neural network architecture for learning SDDFs that ensures by construction that the SDDF gradient property is satisfied. This not only results in dimensionality reduction but also provides analytical confidence that the accuracy of an SDDF model is independent of the distance of the training or testing points to the object surface. More precisely, training the model to accurately predict SDDF values everywhere does not need dense sampling of the domain. The particular distance of the training samples to the object surface is not important, leading to a reduction in the number of necessary training samples. Because an SDDF outputs distance to the object surfaces directly, our model can be trained without 3D supervision, using distance measure-
ments from depth camera or Lidar sensors.

Nonetheless, training an SDDF model requires distance data from different orientations $\eta$ (unlike an SDF model). To avoid the need for a large training set with distance data from many views, we develop a data augmentation technique for distance data synthesis from new positions and orientations. Given a point cloud observation of the object surface, we decide which points would be visible from a desired view using spherical projection and convex hull approximation. Our data augmentation technique ensures that we can train a multi-view consistency SDDF model even from a small training set with a few distance views.

Inspired by DeepSDF [32], we extend the SDDF model to enable category-level shape description. Instances from the same object category possess similar geometric structure. Training a different shape model for each instance is inefficient and impractical. We introduce a category-level SDDF auto-decoder and an instance-level latent shape code to represent the geometry of a class of shapes. We show that a trained SDDF model is capable of interpolating between the latent shape codes of different instances, while generating valid shapes and distance views at intermediate points. Optimizing the latent code at test time also allows shape completion of previously unseen instances from a small set of distance samples.

In summary, we make the following contributions.

- We propose a new signed directional distance function to model continuous distance view synthesis.
- We derive structural properties satisfied by SDDFs and encode them in the design of a neural network architecture for SDDF learning.
- We propose a data augmentation technique to ensure that a multi-view consistent SDDF model can be trained from a small dataset.
- We demonstrate that an SDDF model, augmented with a latent shape code, is capable of representing a category of shapes, enabling shape completion and shape interpolation without 3D supervision.

Our model is demonstrated in qualitative and quantitative experiments using the ShapeNet dataset [4].

2. Related Works

This section reviews 3D shape modeling techniques.

**Mesh models:** Several memory efficient explicit mesh representations of shape have been proposed [3, 9, 19, 45, 46, 61, 65]. Object surfaces may be viewed as a collection of connected charts, parameterized by a neural network [23, 42, 52]. AtlasNet [12] parametrizes each chart with a multi-layer perceptron that maps a flat square to the real chart. Deep geometric prior (DGP) [52] improves the results using Wasserstein distance and enforcing a consistency condition to fit the charts.

**Geometric primitive models:** PointNet [35] proposes a new architecture for point cloud feature extraction that respects the permutation invariance of point clouds. Shape completion from partial point cloud data is investigated by [12, 22, 48, 54, 58, 62] using an encoder-decoder structure to estimate the point cloud of unseen shapes. Generative adversarial networks and adversarial auto-encoders have been employed recently for point cloud shape synthesis [1, 20, 41, 53, 56, 60]. Point cloud models, however, do not provide continuous shape representations. In cases where a coarse model is sufficient, 3D volumetric primitives can be used [50], including cuboids [57] or quadrics [30, 33].

**Grid-based models:** Discretizing 3D space into a regular or adaptive grid to store occupancy [7, 47] is another popular representation. OctNet [37, 38] defines convolution directly over octrees, exploiting the sparsity and hierarchical partitioning of 3D space. Octrees may be used to store a truncated signed distance function whose zero level set corresponds with the object surface [6, 8, 26, 63]. Choosing voxels close to the surface and using a kernel to predict continuous truncated SDF values improves the accuracy [57].

**Deep signed distance models:** DeepSDF [32] develops an auto-decoder model for approximating continuous SDF values and enables learning category-level shape through a latent shape code. This work demonstrated that various object topologies can be captured as differentiable implicit functions, inspiring interest in learned SDF representations [10, 16, 21, 43, 44, 55]. IGR [11] improves the method by incorporating a unit-norm gradient constraint on the SDF values in the training loss function. IDR [59] extends the SDF model to simultaneously learn geometry, camera parameters, and a neural renderer that approximates the light reflected towards the camera. MVSDF [64] optimizes an SDF and a light field appearance model jointly, supervised by image features and depth from a multi-view stereo network. A-SDF [28] represents articulated shapes with a disentangled latent space, including separate codes for encoding shape and articulation.

**View synthesis models:** Niemeyer et al. [31] enable differentiable rendering of implicit shape and texture representations by deriving the gradients of the predicted depth map with respect to the network parameters. NeRF [24, 27, 40] learns to predict the volume density and radiance of a scene at arbitrary positions and viewing directions using RGB images as input. NeRF is trained as a high-capacity black-box model and does not capture the property that distances decrease linearly along the viewing direction. IBRNet [51] uses a multilayer perceptron and a ray transformer to estimate the radiance and volume density at continuous positions and view locations from a sparse set of nearby views. GRF [49] is a neural network model for implicit radiance field representation and rendering of 3D objects, trained by aggregating pixel features from multiple 2D views. MVS-
NeRF [5] extends deep multi-view stereo methods to reason about both scene geometry and appearance and output a neural radiance field. This radiance field model can be fine-tuned on novel test scenes significantly faster than a NeRF model. DietNeRF [15] introduces an auxiliary semantic consistency loss that encourages realistic renderings at novel poses. This allows supervising DietNeRF from arbitrary poses leading to high-quality scene reconstruction with as few as 8 training views.

3. Problem Statement

We focus on learning shape representations for object instances from a known category, e.g., car, airplane, chair, etc. In contrast with most existing work for shape modeling which relies on 3D CAD models for training, we only consider distance measurement data, e.g., obtained from a depth camera or a Lidar scanner. We model a distance sensor measurement as a collection of rays (e.g., corresponding to depth camera pixels or Lidar beams) along which the distance from the sensor position (e.g., depth camera optical center or Lidar sensor frame origin) to the nearest surface is measured. Let \( \eta_i \in \mathbb{R}^{n-1} := \{ \eta \in \mathbb{R}^n \mid \|\eta\|_2 = 1 \} \) denote a unit-vector in the direction of ray \( i \) with associated distance measurement \( d_i \in (\bar{d}, \bar{d}) \cup \{\infty\} \) obtained from sensor position \( p_i \in \mathbb{R}^n \). In practice, the dimension \( n \) is 2 or 3 and the measurements are limited by a minimum distance \( \bar{d} > 0 \) and a maximum distance \( d < \infty \). The measurements of rays that do not hit a surface are set to \( \infty \).

We consider the following shape representation problem.

**Problem 1.** Let \( \mathcal{D}_l := \{ (p_{i,l}, \eta_{i,l}, d_{i,l}) \}_{i} \) be sets of distance measurements obtained from different instances \( l \) from the same object category. Learn a latent shape encoding \( z_l \in \mathbb{R}^m \) for each instance \( l \) and a function \( h(p, \eta, z) \) that can predict the distance from any point \( p \) to the surface of any instance with shape \( z \).

4. Method

This section proposes a new signed directional distance representation of object shape (Sec. 4.1), studies its properties (Sec. 4.2, Sec. 4.3), and proposes a neural network architecture, cost function, and data augmentation technique for learning such shape representations (Sec. 4.4, Sec. 4.5).

4.1. Signed Directional Distance Function

We propose a signed directional distance function to model the data generated by distance sensors.

**Definition 1.** The signed directional distance function (SDDF) \( h : \mathbb{R}^n \times S^{n-1} \to \mathbb{R} \) of a set \( \mathcal{O} \subset \mathbb{R}^n \) measures the signed distance from a point \( p \in \mathbb{R}^n \) to the set boundary \( \partial \mathcal{O} \) in direction \( \eta \in S^{n-1} \):

\[
h(p, \eta) := d_{\eta}(p, \partial \mathcal{O}),
\]

\[
d_{\eta}(p, \partial \mathcal{O}) := \min \left\{ d \in \mathbb{R} \mid p + d\eta \in \partial \mathcal{O} \right\}.
\] (1)

Unlike an SDF, which measures the distance to the nearest surface in *any* direction, an SDDF measures the distance to the nearest surface in a *specific* direction. Also, unlike an SDF, which is negative inside the surface that it models, and SDDF is negative behind the observer’s point of view. A key property is that, if the SDDF of a set is known, we can generate arbitrary distance views to the set boundary. In other words, we can imagine what a distance sensor would see from any point \( p \) in any viewing direction \( \eta \).

We focus on learning SDDF representations using distance measurements as in Problem 1. We propose a neural network architecture that, by design, captures the structure of an SDDF. Note that for a fixed viewing direction \( \eta \), an SDDF satisfies \( h(p_1, \eta) - h(p_2, \eta) = (p_2 - p_1)^\top \eta \) for points \( p_1, p_2 \) along the ray \( \eta \) that are close to each other, in the sense that they see the same nearest point on the set surface. This property is formalized below.

**Lemma 1.** The gradient of an SDDF \( h(p, \eta) \) with respect to \( p \) projected to the viewing direction \( \eta \) satisfies:

\[
\nabla_p h(p, \eta)^\top \eta = -1.
\] (2)

4.2. SDDF Structure

In this section, we propose a neural network parameterization of a function \( g(p, \eta) \) that satisfies the condition in (2) by construction. First, we simplify the requirement that the gradient in (2) is non-zero by defining a function \( g(p, \eta) := h(p, \eta) + p^\top \eta \). Note that (2) is equivalent to:

\[
\nabla_p g(p, \eta)^\top \eta = 0.
\] (3)

Next, we show that (3) implies that one degree of freedom should be removed from the domain of \( g(p, \eta) \). Our idea is to rotate \( p \) and \( \eta \) so that viewing direction \( \eta \) becomes the unit vector \( e_n = [0, \ldots, 0, 1]^\top \) along the last coordinate axis in the sensor frame. This rotation will show that the third element of the gradient of \( g(p, \eta) \) should be zero, implying that \( g(p, \eta) \) is constant along the third dimension in the rotated reference frame. The rotation matrix \( R \in SO(n) \) that maps a unit vector \( x \in S^{n-1} \) to another unit vector \( y \in S^{n-1} \) with \( y \neq -x \) along the sphere geodesic (shortest path) is [2]:

\[
R = I + yx^\top - xy^\top + \frac{1}{1 + x^\top y}(yx^\top - xy^\top)^2.
\] (4)

Using (4), we can obtain an explicit expression for the rotation matrix \( R_\eta \) that maps \( \eta \) to \( e_n \).
Lemma 2. A vector $\eta = [a, b]^{\top} \in S^1$ can be mapped to $e_2 \in S^1$ via the rotation matrix $R_{\eta} := \begin{bmatrix} b & -a \\ a & b \end{bmatrix} \in \text{SO}(2)$.

Lemma 3. A vector $\eta = [a, b, c]^{\top} \in S^2$ can be mapped to $e_3 \in S^2$ via the rotation matrix $R_{\eta} \in \text{SO}(3)$ below:

$$R_{\eta} := \begin{cases} 
\begin{bmatrix} 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1 
\end{bmatrix} & \text{if } \eta = -e_3, \\
\begin{bmatrix}
1 - \frac{a^2}{1 + c} & -\frac{ab}{1 + c} & -a \\
-\frac{ab}{1 + c} & 1 - \frac{b^2}{1 + c} & -b \\
\frac{ac}{c} & \frac{bc}{c} & c 
\end{bmatrix} & \text{otherwise.} 
\end{cases}$$  \hspace{1cm} (5)

Using $R_{\eta}$, we can express the condition in (3) in a rotated coordinate frame where $q = R_{\eta} p$. By the chain rule:

$$0 = \frac{dq}{dp} \eta = \frac{dq}{dp} R_{\eta} \eta = \frac{dq}{dp} e_n = \frac{dq}{dp} e_n = \frac{dq}{dn}.$$  \hspace{1cm} (6)

The set of functions that satisfy (6) do not depend on the last element of $q$ or, in other words, can be expressed as $g(p, \eta) = f(PR_{\eta} p, \eta)$ for a projection matrix $P := [I \ 0] \in \mathbb{R}^{(n-1) \times n}$ and some function $f$. This elucidates the structure of signed directional distance functions.

Proposition 1. Learning a function $f : \mathbb{R}^{n-1} \times S^{n-1} \mapsto \mathbb{R}$ guarantees that $h(p, \eta) := f(PR_{\eta} p, \eta)$ is an SDDF (Def. 1) and satisfies (2) in Lemma 1.

4.3. Infinite SDDF Values

Proposition 1 allows learning SDDF representations of object shape from distance measurements without the need to enforce structure constrains explicitly. An additional challenge, however, is that real distance sensors have a limited field of view and, hence, the SDDF values $h(p, \eta)$ at some sensor positions $p$ and viewing directions $\eta$ (e.g., not directly looking toward the object) will be infinite. We cannot expect a regression model to predict infinite values directly. We introduce an invertible function $\phi$ to condition the distance data by squashing the values to a finite range.

Lemma 4. Let $\phi : \mathbb{R} \mapsto \mathbb{R}$ be a function with non-zero derivative, $\phi'(x) \neq 0$, for all $x \in \mathbb{R}$. Then, for any function $g : \mathbb{R}^n \times S^{n-1} \mapsto \mathbb{R}$ and vector $\eta \in S^{n-1}$, we have:

$$\nabla_p g(p, \eta) \cdot \eta = 0 \iff \nabla_p \phi(g(p, \eta)) \cdot \eta = 0.$$  \hspace{1cm} (7)

Proof. The claim is concluded by the chain rule, $0 = \nabla_p \phi(g(p, \eta)) \cdot \eta = \phi'(g(p, \eta)) \nabla_p g(p, \eta) \cdot \eta$ and since $\phi'(g(p, \eta))$ is never zero.

Since $\phi'$ is never zero, $\phi$ is either strictly increasing or strictly decreasing by the mean value theorem. In both cases, it has an inverse $\phi^{-1}$. Useful examples of such functions, which can be used to squash the distance values to a finite range, include logistic sigmoid $\sigma(x) := (1 + \exp(-x))^{-1}$, hyperbolic tangent $\tanh(x)$, and the Gaussian error function $erf(x)$. Hereafter we assume $\phi$ is strictly increasing and define $q(p, \eta) := \phi(f(PR_{\eta} p, \eta))$ such as in Proposition 1:

$$h(p, \eta) = \phi^{-1}(q(p, \eta)) - p^{\top} \eta.$$  \hspace{1cm} (8)

This formulation allows training of and inference with a neural network parameterization of $q(p, \eta)$ with possibly infinite distance values. Due to Lemma 4, (8) is still guaranteed to satisfy the SDDF property $\nabla_p h(p, \eta)^{\top} \eta = -1$.

4.4. SDDF Learning

Fig. 1 shows a neural network model for learning an SDDF representation.

Single-Instance SDDF Training: Given distance measurements $D_l$, as in Problem 1, from a single object instance $l$, we can learn an SDDF representation $h(p, \eta)$ in (8) of the instance shape by optimizing the parameters of a neural network model $q_0(p, \eta)$ with structure described in Sec. 5.

We split the training data $D_l$ into two sets, distinguishing whether the distance measurements are finite or infinite:

$$F_l := \{(p, \eta, d) \in D_l \mid d < \infty\},$$
$$I_l := \{(p, \eta, d) \in D_l \mid d = \infty\},$$

and define an error function for training the parameters $\theta$:

$$e(\theta; F, I) := \alpha \sum_{(p, \eta, d) \in F} |\phi(d + p^{\top} \eta) - q_0(p, \eta)|^p$$
$$+ \beta \sum_{(p, \eta, d) \in I} r(\phi(\infty) - q_0(p, \eta))^p + \gamma \|\theta\|^p,$$  \hspace{1cm} (10)

Figure 1. Neural network model for SDDF approximation. Given a position $p$, viewing direction $\eta$ and measured distance $d$, the model rotates $p$ to new coordinates $R_{\eta} p$, whose last component does not affect the SDDF value. The projected input $q$ is processed by an autodecoder to predict a squashed distance value $m$, which may be converted to an SDDF value $h$ or compared to a modified distance $d + p^{\top} \eta$ in the error function.
where $\alpha, \beta, \gamma > 0$ are weights, $p \geq 1$, and $r$ is a rectifier, such as ReLU $r(x) = \max \{0, x\}$, GELU $r(x) = x \Phi(x)$, or softplus $r(x) = \log(1 + \exp(x))$. In the experiments, we use $p = 1$ and $r(x) = \max \{0, x\}$. The last term in (10) regularizes the network parameters $\theta$, but in all experiments we set the $\gamma$ to zero. The first term encourages $q_\theta(p, \eta)$ to predict the squared distance values accurately. We introduced a rectifier $r$ in the second term in (10) to allow the output of $q_\theta(p, \eta)$ to exceed $\phi(\infty)$, which we observed empirically leads to faster convergence. To address that $q_\theta(p, \eta)$ may exceed $\phi(\infty)$, we modify its conversion to an SDDF as:

$$h(p, \eta) = \phi^{-1}(\min \{ q_\theta(p, \eta), \phi(\infty) \}) - p^\top \eta. \quad (11)$$

**Multi-Instance SDDF Training:** Next, we consider learning an SDDF shape model for multiple instances $l$ from the same category with common parameters $\theta$. Inspired by DeepSDF [32], we introduce a latent code $z_i \in \mathbb{R}^n$ to model the shape of each instance $l$ and learn it as part of the neural network parameters with structure $q_\theta(p, \eta, z_i)$ described in Sec. 5. Given distance measurements $\mathcal{F}_l$ and $\mathcal{I}_l$, we optimize $z_i$ independently, for each instance $l$, and $\theta$ jointly, across all instances using the same error as in (10):

$$
\min_{\theta, \{z_i\}} \alpha \sum_{l \in \mathcal{F}_l} \sum_{(p, q, d) \in \mathcal{F}_l} |\phi(d + p^\top \eta) - q_\theta(p, \eta, z_i)|^p \\
+ \frac{1}{|\mathcal{I}_l|} \sum_{l \in \mathcal{I}_l} \sum_{(p, q, d) \in \mathcal{I}_l} \beta r(\phi(\infty) - q_\theta(p, \eta, z_i))^p + \sigma \|z_i\|^p_p.
$$

**Online Shape Optimization:** Finally, we consider a shape completion task, where we predict the SDDF shape of a previously unseen instance from partial distance measurements $\mathcal{F}, \mathcal{I}$. In this case, we assume that the category-level neural network parameters $\theta$ are already trained offline and we have an average category-level shape encoding $z \in \mathbb{R}^m$ (e.g., can be obtained by using a fixed $z$ for all instances $l$ during training or simply as the mean of $\{z_i\}$). We initialize the shape code for the new instance with $z$ and optimize it using $\mathcal{F}$ and $\mathcal{I}$ and the same error function as before:

$$
\min_{z} \frac{\alpha}{|\mathcal{F}|} \sum_{(p, q, d) \in \mathcal{F}} |\phi(d + p^\top \eta) - q_\theta(p, \eta, z)|^p \\
+ \frac{\beta}{|\mathcal{I}|} \sum_{(p, q, d) \in \mathcal{I}} r(\phi(\infty) - q_\theta(p, \eta, z))^p + \sigma \|z\|^p_p. \quad (12)
$$

The optimized latent shape code $z^*$ captures all geometric information about the object and can be used to synthesize novel distance views $h(p, \eta) = \phi^{-1}(\min \{ q_\theta(p, \eta, z^*), \phi(\infty) \}) - p^\top \eta$ from any point $p$ in any viewing direction $\eta$.

**4.5. Multi-view Consistency**

Proposition 1 reduces the input dimension of an SDDF function $h(p, \eta)$ from $2n - 1$ to $2n - 2$. To model 3D shape, we need to represent a 4D SDDF function. In contrast, an SDF model [32] has a 3D input, which may even be reduced to a 2D surface using an Eikonal constraint [11]. Hence, training a multi-view consistent SDDF model might require a larger dataset with distance measurements from many positions $p$ and directions $\eta$. To reduce the necessary data, we develop an approach to synthesize additional data from the initial training set $\mathcal{D}_l := \{(p_{i,l}, q_{i,l}, d_{i,l})\}_{l \in \mathcal{I}}$. Given an arbitrary position $\hat{p} \in \mathbb{R}^n$, we describe how to synthesize both finite and infinite (no surface hit) distance measurements $d$ along different view rays $\eta$ originating at $\hat{p}$. Let $\mathcal{P}_l := \{p + d\eta \mid \{p, \eta, d\} \in \mathcal{D}_l, d < \infty\}$ be a point cloud representation of the training data.

**Infinite Ray Synthesis:** To synthesize infinite rays, we project the point cloud $\mathcal{P}_l$ to the desired image frame and select the directions $\hat{\eta}$ of all pixels that do not contain a projected point. These directions correspond to views with infinite distance. The points may be inflated with a finite radius to handle sparse point cloud data.

**Finite Ray Synthesis:** If a point $q \in \mathcal{P}_l$ is observable from $\hat{p}$, we can obtain a synthetic measurement with distance $d = \|q - \hat{p}\|_2$ in direction $\hat{\eta} = \frac{1}{\|\hat{\eta}\|_2}(q - \hat{p})$. The challenge is to decide which points in $\mathcal{P}_l$ are visible from $\hat{p}$. For $q \in \mathcal{P}_l$, let $p$ be the start point of the ray that observed $q$ originally. We know that $q$ is observable from $p$. In contrast, for all $u \in \mathcal{P}_l \setminus \{q\}$ and all $\epsilon > 0$, $q$ is not observable from $u - \epsilon(q - u)$, since $u$ is in the way. Hence, $q$ is observable when we look at it in the direction $\frac{q - p}{\|q - p\|_2}$ and unobservable in the direction $\frac{u - q}{\|u - q\|_2}$ for all $u \in \mathcal{P}_l \setminus \{q\}$. For convenience of representation, translate all points such that $q$ is at the origin, project all points on a unit sphere around the origin, and rotate all of the points such that $p$ maps to $e_3 = [0, 0, 1]^\top$. Formally, this can be achieved with the transformation:

$$
T_q(x) := \begin{cases} 
[0, 0, 0]^\top, & \text{if } x = q, \\
R_{\eta} \frac{q - p}{\|q - p\|_2}, & \text{otherwise},
\end{cases}
$$

where $\eta = \frac{p - q}{\|p - q\|_2}$. To decide whether $q$ is observable from $\hat{p}$, equivalently we should decide whether the origin is observable from $T_q(\hat{p})$. Let $\mathcal{P}_q := T_q(\mathcal{P}_l \setminus \{q\})$. The origin is observable from $e_3$ and a region around it and unobservable from all $u \in \mathcal{P}_q$. See Fig. 2 for an illustration.
Spherical Convex Hull: We approximate the region of points around $e_3$ that can observe the origin. The vertices adjacent to $e_3$ in the convex hull of $P_q \cup \{e_3\}$ represent the boundary. We sort the boundary points based on their azimuth so that the geodesic among them represents the boundary. The origin is observable from the part of sphere that contains the $e_3$. We provide a lemma that allows the convex hull computation to be performed in 2D.

**Lemma 5.** Let $P$ be a set of points on the unit sphere. The boundary points of $P$ with respect to $e_3$ are points that are adjacent vertices to $e_3$ in the convex hull of $P \cup \{e_3\}$.

Let $m$ be a function that maps a point on the unit sphere to the plane $z = 0$ with center $e_3$, i.e., $m([x, y, z]^\top) := \left[\frac{x}{\sqrt{z^2 + y^2}}, \frac{y}{\sqrt{z^2 + y^2}}\right]^\top$. A point $u \in P$ is a boundary point if and only if $m(u)$ is a vertex of the convex hull of $m(P)$.

**Proof.** See the Supplementary Material.

To accelerate the convex hull computation further, we propose an approximation using discretization. We discretize the azimuth of the sphere into $N$ segments. Let $E_i = \max\{\phi(u) \mid u \in P_q, az(u) \in [\frac{2\pi i}{N}, \frac{2\pi (i+1)}{N}]\}$, $0 \leq i < N$ be the maximum elevation of points in $P_q$ with azimuth in $[\frac{2\pi i}{N}, \frac{2\pi (i+1)}{N}]$. Then, let $i$ determine the interval $[\frac{2\pi i}{N}, \frac{2\pi (i+1)}{N}]$ that contains the azimuth of $T_q(\hat{p})$. We consider $q$ observable from $\hat{p}$ if the elevation of $T_q(\hat{p})$ is larger than $E_i$. In the experiments, we accelerate the computation further by sub-sampling $P_q$.

5. Evaluation

This section presents qualitative and quantitative evaluation of the SDDF model. Sec. 5.1 presents results for single-instance shape modeling in comparison to the deep geometric prior (DGP) model [52]. Sec. 5.2 applies the SDDF model to a class of shapes, demonstrating shape completion from a single distance view and shape interpolation between different instances. The accuracy of SDDF for shape completion is compared against the decoder-only deep SDF model, IGR [11]. Both our model and IGR capture structural constraints for SDDF and SDF, respectively, making a quantitative comparison interesting. We also compare the results against a group of category-level shape modeling methods [12, 22, 48, 54, 58, 62] that utilize point-cloud data. Finally, we present SDDF shape interpolation results to demonstrate that our model captures the latent space of an object category shape continuously and meaningfully.

Network Architecture: We use an autodecoder with 16 layers, 512 hidden units per layer, and a skip connection from the input to layers 4, 8, 12 to represent the SDDF model $q_{\theta}(p, \eta, z)$ introduced in Sec. 4.4. The dimension of the latent shape code $z$ is set to 256 for category-level shape completion and interpolation and to 0 for single instance shape modeling.

Data Preparation: We use the ShapeNet dataset [4]. Distance images with resolution $512 \times 512$ are generated as training data from 8 camera views facing the object from az-
Table 1. Quantitative comparison between DGP [52] and SDDF with exact (SDDF (conv)) and approximate (SDDF (disc)) convex hull data augmentation on 5 object instances from ShapeNet [4]. At test time, the metrics from [26] are computed after the reconstructed meshes are normalized to a unit-length bounding box.

| Class | Method       | Chamfer-L₂ | Chamfer-L₁ | Completeness | Accuracy |
|-------|--------------|------------|------------|--------------|----------|
| Truck | SDDF (conv)  | 3.918e-05  | 3.475e-03  | 3.077e-03    | 3.874e-03 |
|       | SDDF (disc)  | 4.421e-05  | 3.681e-03  | 3.251e-03    | 4.112e-03 |
|       | DGP          | 8.842e-05  | 7.388e-03  | 6.842e-03    | 7.955e-03 |
|       | IGR(2)       | 1.556e-05  | 2.428e-03  | 1.725e-03    | 3.130e-03 |
|       | IGR(1)       | 2.560e-05  | 2.610e-03  | 1.767e-03    | 3.545e-03 |
|       | SDDF (conv)  | 3.086e-05  | 2.135e-03  | 1.713e-03    | 2.557e-03 |
|       | SDDF (disc)  | 2.332e-05  | 2.741e-03  | 2.077e-03    | 3.406e-03 |
|       | DGP          | 4.990e-05  | 5.141e-03  | 4.512e-03    | 5.770e-03 |
| Airplane | SDDF (conv) | 4.512e-03  | 3.251e-03  | 8.842e-05    | 2.824e-03 |
|       | SDDF (disc)  | 3.539e-05  | 3.251e-03  | 8.842e-05    | 1.481e-03 |

Table 2. Comparison between SDDF and IGR [11], over 5 classes from ShapeNet [4], using the metrics from [26]. The metrics are computed after the reconstructed meshes are normalized to a unit-length bounding box. Two versions of IGR are evaluated: IGR(1), using the same test points as SDDF, and IGR(2), producing a uniform point cloud from the reconstructed mesh.

| Class | Method       | Chamfer-L₂ | Chamfer-L₁ | Completeness | Accuracy |
|-------|--------------|------------|------------|--------------|----------|
| Car   | SDDF (conv)  | 2.688e-04  | 8.365e-03  | 7.83e-03     | 8.897e-03 |
|       | SDDF (disc)  | 2.735e-04  | 8.465e-03  | 7.83e-03     | 8.897e-03 |
|       | DGP          | 27.165e-04 | 30.465e-03 | 11.291e-03   | 49.693e-03 |
|       | IGR(2)       | 3.579e-04  | 7.715e-03  | 6.79e-03     | 8.680e-03 |
|       | IGR(1)       | 1.822e-04  | 8.977e-03  | 21.411e-03   | 157.942e-03 |
|       | SDDF (conv)  | 7.699e-04  | 12.762e-03 | 10.772e-03   | 14.776e-03 |
|       | SDDF (disc)  | 7.225e-04  | 5.594e-03  | 25.620e-03   | 85.567e-03 |
|       | DGP          | 69.437e-04 | 52.774e-03 | 22.490e-03   | 83.139e-03 |
|       | IGR(2)       | 3.952e-04  | 12.245e-03 | 10.940e-03   | 13.551e-03 |
|       | IGR(1)       | 1.194e-03  | 7.105e-03  | 40.964e-03   | 102.048e-03 |
|       | SDDF (conv)  | 9.318e-04  | 17.089e-03 | 14.051e-03   | 20.127e-03 |
|       | SDDF (disc)  | 9.312e-04  | 33.326e-03 | 35.082e-03   | 71.571e-03 |
|       | DGP          | 86.551e-04 | 83.734e-03 | 36.470e-03   | 70.998e-03 |

Table 3. Quantitative comparison between SDDF and several baseline methods reported in GRNet [54], over 4 classes from ShapeNet [4]. The errors are scaled by $10^{-3}$.

| Class       | Metric | Car | Airplane | Watercraft | Sofa |
|-------------|--------|-----|----------|------------|------|
| AtlasNet    | Chamfer-L₂ | 0.3237 | 0.1753 | 0.4177 | 0.5990 |
|             | Chamfer-L₁ | 10.105 | 6.366 | 10.607 | 12.990 |
| PCN         | Chamfer-L₂ | 0.2445 | 0.1400 | 0.4062 | 0.5129 |
|             | Chamfer-L₁ | 8.696 | 5.502 | 9.665 | 11.676 |
| FoldingNet  | Chamfer-L₂ | 0.4676 | 0.3151 | 0.7325 | 0.8895 |
|             | Chamfer-L₁ | 12.611 | 9.491 | 14.987 | 15.969 |
| TopNet      | Chamfer-L₂ | 0.3513 | 0.2152 | 0.4359 | 0.6949 |
|             | Chamfer-L₁ | 10.898 | 7.614 | 11.124 | 14.779 |
| MSN         | Chamfer-L₂ | 0.4711 | 0.1543 | 0.3853 | 0.5894 |
|             | Chamfer-L₁ | 10.776 | 5.596 | 9.485 | 11.895 |
| GRNet       | Chamfer-L₂ | 0.2752 | 0.1531 | 0.2122 | 0.3613 |
|             | Chamfer-L₁ | 9.447 | 6.450 | 8.039 | 10.512 |
| SDDF        | Chamfer-L₂ | 0.1735 | 0.2617 | 0.3994 | 0.2376 |
|             | Chamfer-L₁ | 8.3133 | 5.9070 | 9.8077 | 9.8593 |

imath \frac{k \pi}{4}$ and elevation $\frac{(-1)^k \pi}{4}$ for $k = 0, \ldots, 7$ on a sphere. Each distance image is subsampled to contain at most 100k finite and 100k infinite distance measurements. Both DGP and IGR were trained using the point cloud obtained from all points with finite distance measurements and augmented with normals obtained using the method of [66]. The results of the remaining baseline methods [12, 22, 48, 54, 58, 62] were obtained from the GRNet paper [54].

5.1. Geometric Model Evaluation

We first evaluate the performance of our SDDF model and DGP [52] for single-instance shape reconstruction using 5 objects from ShapeNet [4]. The models are trained using point cloud data from 8 views described above. The data is augmented with normals for DGP and the DGP radius is set to guarantee at least 128 patches for each object.

5.2. Latent Space Learning and Shape Completion

In this section, we explore the capability of our method to represent a whole category of object shapes.

Shape Completion: First, we focus on recognizing the shape of an unseen instance based on a single distance image or point cloud observation. Given a trained category auto-decoder $q_\theta$, we optimize the latent shape code $z \in \mathbb{R}^{256}$ for the unseen instance using (12). We train SDDF and IGR [11] for 1000 epochs, with 2000 random samples, and with learning rate 0.0005, 0.0001 for the network weights and latent code weights. The learning rate decreases by factor of 2 every 500 epochs for IGR (as suggested in the paper [11]) and every 200 epochs for SDDF. At test time, for each instance we take a distance image from one view and down sample it such that we have 1000 finite
rays and 1000 infinite rays. We use this data for our method and the associated point cloud, augmented with normals, for IGR to optimize the latent code. The shape reconstruction accuracy is evaluated at 8 views different from the one used to obtain first distance image. The SDDF model can directly generate point clouds for these query views, as shown in Fig. 4. To obtain point cloud predictions from IGR, we used the Marching cubes algorithm [29] to extract a mesh from the predicted SDF and used the same 8 views to generate noiseless point clouds (IGR(1)). Additionally, we generated a uniform point cloud from the IGR mesh (IGR(2)) and compared it with ground truth point cloud. The results are presented in Table 2.

We also compare the SDDF reconstruction accuracy versus GRNet [54], AtlasNet [12], PCN [62], FoldingNet [58], TopNet [48], and MSN [22] in Table 3. The reconstructed objects are not normalized to a unit-length bounding box in these experiments since the baseline methods did not do this. Our method learns a higher dimensional representation than these methods, so it needs more training data. The training data used by the baseline methods was insufficient to obtain reliable convex hull approximation results. To make the comparison as fair as possible, our method was trained on the same categories with the same train/test splits and was evaluated at view rays that collide with the points used for testing of the baseline methods.

Shape Interpolation: Finally, we demonstrate that the SDDF model represents the latent shape space of an object category continuously and meaningfully. Fig. 17 presents results for linear interpolation between the latent shape codes of two object instances from the training set.

5.3. Limitations

Our method models the distance to an object from any location and orientation. This comes at a price of increased dimension compared to SDF models that only represent the object surface. Our result in Proposition 1 reduces the SDDF input dimension from 5 to 4 for modeling 3D shapes. However, our method still requires more training data compared to SDF models to achieve multi-view consistency. We introduced a data augmentation technique to synthesize data from novel views and alleviate the data requirements. This requires a spherical convex hull computation, which increases the training time, but we introduced a reasonable approximation method using discretization. Our method currently does not utilize additional geometric information such as normals, which may improve the performance. It also cannot currently be trained from RGB images only due to its reliance on distance data.

6. Conclusion

This work proposed a signed directional distance function as an implicit representation of object shape. Any valid SDDF was shown to satisfy a gradient condition, which should be respected by neural network approximations. We designed an auto-decoder model that guarantees the gradient condition by construction and can be trained efficiently without 3D supervision using distance measurements from depth camera or Lidar sensors. The SDDF model offers a promising approach for scene modeling in applications requiring efficient visibility or collision checking. Future work will focus on extending the SDDF model to capture texture, color, and lighting and represent complete scenes.
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7. Supplementary Material

7.1. Network Architecture and Training Details

We present additional details about the network architecture for \( q_\theta(p, \eta, z) \) and the training procedure. The results in Sec. 5 are generated with an 16 layer fully connected network with 512 hidden units per layer and a skip connection from the input to layers 4, 8, 12 (every 4 layers). We use a soft-plus activation function \( \frac{1}{\beta} \ln(1 + \exp(\beta x)) \) with \( \beta = 100 \). The inputs are positions \( p \in \mathbb{R}^3 \), view direction \( \eta \in S^2 \), and latent code \( z \in \mathbb{R}^{256} \). The third component of \( \eta \) (\( c \) in Lemma 3) may be very close to \(-1\). To avoid numerical problems, we let \( \eta = [\sin(\theta) \cos(\phi), \sin(\theta) \sin(\phi), \cos(\theta)]^\top \). Using \( s_\theta := \sin(\theta), c_\theta := \cos(\theta), s_\phi := \sin(\phi), c_\phi := \cos(\phi) \), and applying the fact that \( \frac{s_\theta^2}{1 + c_\phi s_\phi} = \frac{1 - c_\theta^2}{1 + c_\phi s_\phi} = 1 - c_\phi \), the rotation matrix \( R_\eta \) in Lemma 3 used to map \( \eta \) to the standard basis vector \( e_3 \) becomes:

\[
R_\eta = \begin{bmatrix}
1 & -(1 - c_\theta)c_\phi & -s_\phi c_\phi \\
(1 - c_\theta)s_\phi c_\phi & 1 & -(1 - c_\theta)s_\phi \\
-s_\theta c_\phi & s_\theta s_\phi & c_\theta
\end{bmatrix}.
\]

Using the dimension reduction in Proposition 1, the final network inputs are \( PR_\eta p \in \mathbb{R}^2, \eta \in S^2 \), and \( z \in \mathbb{R}^{256} \).

All experiments are done on a single GTX 1080 Ti GPU with the PyTorch deep learning framework [34] and the ADAM optimizer [18]. For single shape estimation, the network is trained with initial learning rate of 0.005, decreasing by a factor of 2 every 1000 steps for 50k iterations. In each iteration, we pick a batch of 100k samples randomly from the synthesized training data and use \( \alpha = 1, \beta = 0.5, \gamma = 0, p = 1, r(x) = \max\{0, x\} \) in the error function in (10). For category-level shape estimation, the network is trained with initial learning rate of 0.0005 for the network parameters \( \theta \) and 0.0001 for latent code \( z \), both decreasing by a factor of 2 every 200 steps for 100k iterations. In each iteration, for each object we pick a batch of 2dk samples randomly from the union of the synthesized and original samples. We use \( \alpha = 1, \beta = 1, p = 1, r(x) = \max\{0, x\}, \sigma = 0.001 \) and Euclidean norm regularization \( \|z\|_2^2 \) for the latent shape code in the error function (12).

To train the IGR network [11], for each object we picked a batch of 2dk samples randomly from the original point cloud and augmented them with normals. Note that for our method we pick a total of 2dk samples for each object, including the original data and synthesized data as well as finite rays and infinite rays. We use the default training parameters for IGR as provided in the open-source implementation [11]. The only parameter we adjusted was the initial learning rate because there was a discrepancy between the open source code and the IGR paper. We chose the setting that provided better results, namely initial learning rate of 0.0005 for network parameters \( \theta \) and 0.0001 for latent code \( z \), both decreasing by a factor of 2 every 500 steps for 1k iterations.

We use the default training parameters for the DGP network [52], except increasing the upsamples-per-patch parameter from 8 to 20 and adjusting the radius parameter to guarantee at least 128 patches for each object.

To produce training data for the category-level experiments, we normalize each instance to a unit box and generate 8 distance images with resolution 512 \( \times \) 512 using PyRenderer [25]. Each distance image is subsampled to have at most 12500 infinite rays and 12500 finite rays. Hence, there are at most 100k finite and 100k infinite rays for each object. To accelerate the data augmentation procedure, we further subsample the point cloud produced by the finite rays in each view from 12500 to 1250 points, when computing the convex hull approximation in Sec. 4.5. This provides a subsampled point cloud across all views with at most 10k points, which was further subsampled to 2k points using the diversipy python package [14, 39]. To generate synthetic data, we choose 1k random azimuth and elevation views on a sphere around the point cloud. Infinite rays are obtained by projecting the original point cloud (with 100k points) to an image plane with resolution 128 \( \times \) 128 for each imaginary camera and selecting the unoccupied pixel directions. Finite rays are generated using the procedure described in Sec. 4.5.

Additional qualitative results for shape completion are presented in Fig. 6 and for shape interpolation in Fig. 7, Fig. 8, Fig. 9, Fig. 10.
Figure 6. SDDF shape completion using $1k$ finite and $1k$ infinite rays from a single distance view and the corresponding point cloud (upper row) from an unseen object instance. After latent code optimization, the SDDF model can synthesize novel distance views (the four middle rows), and novel point clouds from arbitrary views (last row).
Figure 7. SDDF shape interpolation between two sofa instances. The first and last row show the SDDF output from the same view for two different instances from the training set. The rows in the middle are generated by using a weighted average of the latent codes of the upper-most and down-most instances as an input to the SDDF network. In each column, from top to bottom, the latent code weights with respect to the upper-most instance are $1, 0.75, 0.5, 0.25, 0$, respectively. Note how the shapes transform smoothly from top to bottom with intermediate shapes looking like valid sofas. This demonstrates that the SDDF model represents the latent shape space continuously and meaningfully.
Figure 8. SDDF shape interpolation between two airplane instances. The first and last row show the SDDF output from the same view for two different instances from the training set. The rows in the middle are generated by using a weighted average of the latent codes of the upper-most and down-most instances as an input to the SDDF network. In each column, from top to bottom, the latent code weights with respect to the upper-most instance are 1, 0.75, 0.5, 0.25, 0, respectively. Note how the shapes transform smoothly from top to bottom with intermediate shapes looking like valid airplanes. This demonstrates that the SDDF model represents the latent shape space continuously and meaningfully.
Figure 9. SDDF shape interpolation between two car instances. The first and last row show the SDDF output from the same view for two different instances from the training set. The rows in the middle are generated by using a weighted average of the latent codes of the upper-most and down-most instances as an input to the SDDF network. In each column, from top to bottom, the latent code weights with respect to the upper-most instance are 1, 0.75, 0.5, 0.25, 0, respectively. Note how the shapes transform smoothly from top to bottom with intermediate shapes looking like valid cars. This demonstrates that the SDDF model represents the latent shape space continuously and meaningfully.
Figure 10. SDDF shape interpolation between two watercraft instances in the first three columns and two display instances in the last column. The first and last row show the SDDF output from the same view for two different instances from the training set. The rows in the middle are generated by using a weighted average of the latent codes of the upper-most and downer-most instances as an input to the SDDF network. In each column, from top to bottom, the latent code weights with respect to the upper-most instance are 1, 0.75, 0.5, 0.25, 0, respectively. Note how the shapes transform smoothly from top to bottom with intermediate shapes looking like valid instances. This demonstrates that the SDDF model represents the latent shape space continuously and meaningfully.
7.2. Effect of the Network Size on the Performance

This section evaluates the effect of the number of layers and number of neurons per layer in the SDDF model on the performance qualitatively and quantitatively. The results are obtained using a single sofa instance, shown in Fig. 3 in main paper. We use the same settings as the single-object experiment in Sec. 5.1 with data augmentation from 10k random views. The default model in the paper has 16 layers with 512 neurons per layer with skip connections every 4 layers.

First, we varied the number of layers in the neural network, while keeping a skip connection every 4 layers. We evaluated the SDDF model with 4 (with out skip connection), 8, 12, 16 layers. Quantitatively, as seen in Fig. 11, at first the error decreases significantly and then it increases slowly. Qualitatively, in Fig. 12, with more layers the model can capture finer details about the shape but even with 8 layers the shape is reconstructed very well.

Second, in the default setup with 16 layers, we kept an equal number of neurons per layer but varied the number as 8, 32, 128, 512. As we see in Fig. 11, at first the error decreases significantly and then continues to decrease slowly. In Fig. 13, we see that with fewer neurons per layer the model cannot capture the shape details very well. In comparison to the changing number of layers experiment, we see that the model is qualitatively more sensitive to the number of neurons.

7.3. Proof of Lemma 5

This section provides the proof of Lemma 5 and a brief intuitive discussion on difference of the spherical convex hull computation and its discretized approximation.

Lemma 5. Let \( \mathcal{P} \) be a set of points on the unit sphere. The boundary points of \( \mathcal{P} \) with respect to \( e_3 \) are points that are adjacent vertices to \( e_3 \) in the convex hull of \( \mathcal{P} \cup \{ e_3 \} \).

Let \( m \) be a function that maps a point on the unit sphere to the plane \( z = 0 \) with center \( e_3 \), i.e., \( m([x, y, z]) := \left[ \frac{x}{\sqrt{x^2 + y^2}}, \frac{y}{\sqrt{x^2 + y^2}} \right]^T \).

A point \( u \in \mathcal{P} \) is a boundary point if and only if \( m(u) \) is a vertex of the convex hull of \( m(\mathcal{P}) \).

Proof. For \( u = [u_x, u_y, u_z]^T \in \mathcal{P} \), suppose that \( m(u) \) is not a vertex of the convex hull of \( m(\mathcal{P}) \). Then, there exists a set of points \( \{ u' = [u'_x, u'_y, u'_z]^T \}_{i=0}^n \subset \mathcal{P} \setminus \{ u \} \) and coefficients \( \{ \alpha_i \}_{i=0}^n \) such that \( m(u) = \sum_{i=0}^n \alpha_i m(u'_i) \). Let \( \beta := \sum_{i=0}^n \frac{1}{1 - u'_z} \), and \( \gamma_i = \beta \alpha_i \frac{1 - u'_z}{1 - u_z} \), so that \( \sum_{i=0}^n \gamma_i = 1 \). Since all points are on the unit sphere, we have \( \gamma_i > 0, \beta > 0 \), and:

\[
\sum_{i=0}^n \gamma_i u_x^i = \beta(1 - u_z) \sum_{i=0}^n \alpha_i \frac{u_x^i}{1 - u_z} = \beta(1 - u_z) u_x = \beta u_x,
\]

\[
\sum_{i=0}^n \gamma_i u_y^i = \beta(1 - u_z) \sum_{i=0}^n \alpha_i \frac{1 - (1 - u^i_z)}{1 - u_z} = \beta \sum_{i=0}^n \alpha_i \frac{1 - u_z}{1 - u_z} - \beta(1 - u_z)(\sum_{i=0}^n \alpha_i) = 1 - \beta(1 - u_z).
\]

Hence, \( \sum_{i=0}^n \gamma_i u^i = [\beta u_x, \beta u_y, 1 - \beta(1 - u_z)]^T = (1 - \beta)e_3 + \beta u \). Note that \( (1 - \beta)e_3 + \beta u \) is on the segment from \( e_3 \) to \( u \), so \( 0 < \beta < 1 \); otherwise the convex combination of points on the unit sphere \( \sum_{i=0}^n \gamma_i u^i \) will be out of unit sphere. This means that the segment between \( e_3 \) and \( u \) intersects with the convex hull of \( \mathcal{P} \) at another point \( (1 - \beta)e_3 + \beta u \), which implies that \( u \) is not a boundary point of \( \mathcal{P} \). The converse statement can be proven similary by reversing the steps above.

For usual physically plausible objects, a few views (depending on the object shape complexity) with sufficiently high distance image resolution are sufficient to obtain a distance image from any other view using the convex hull approach described in Sec. 4.5 of the main paper. Intuitively, after transforming the object surface to a unit sphere with respect to an arbitrary point on the object surface, the region from which the sphere origin is observable may be decomposed into few convex regions. Hence, considering few distance views with sufficiently high resolutions should be sufficient to encode the real object shape. On the other hand, the discretized approximation of the convex hull is very efficient but its accuracy is limited by the azimuth resolution.

7.4. 2D Evaluation

This section shows that an SDDF model can be used in 2D, e.g., with distance measurements obtained from a LiDAR scanner. We simulated a Hokuyo UTM-30LX 3D LiDAR scanner with 1081 rays per scan moving along a manually specified trajectory in an environment containing a 2D object. The distance predictions of the SDDF model are shown at every 2D location for several fixed viewing directions. We see that the SDDF model recognizes the boundary between free space and the object well. The parallel distance level sets indicate that...
Figure 11. The first row shows the error as the number of layers changes between 4, 8, 12, 16 layers. The second row shows the error as number of neurons changes between 8, 32, 128, 512. In each row the left figure is Chamfer-$L_2$ distance, and the right one contains Chamfer-$L_1$ distance, Accuracy and Completeness.

Figure 12. Distance views synthesized by our SDDF model trained with the same data with 512 neurons per layer and different numbers of layers: 4 (first), 8 (second), 12 (third), 16 (forth).

Figure 13. Distance views synthesized by our SDDF model trained with the same data with 16 layers and different numbers of neurons per layer: 8 (first), 32 (second), 128 (third), 512 (forth).
the condition in Lemma 1 in the main paper indeed holds everywhere.

7.5. Small Training Set without Synthesized Data

In this section, we study the performance of the SDDF model when only a small training set is available and the data augmentation technique, described in Sec. 4.5 is not used. The results are generated using 100 car and 200 airplane instances from the ShapeNet dataset [4]. To generate training data, we use the functions in PyTorch3D [36] for ray casting. For each object, we choose 1000 random locations uniformly distributed on a sphere with orientations facing the object. Each distance image was down-sampled to have at most 5000 finite rays and 5000 infinite rays. An SDDF model with 8 fully connected layers, 512 hidden units per layer, and a skip connection from the input to the middle layer is used. All experiments are done on a single GTX 1080 Ti GPU using PyTorch [34] and the ADAM optimizer [18] with initial learning rate of 0.005.

Single Instance Shape Representation. For single-instance shape estimation, we schedule the learning rate to decrease by a factor of 2 every 500 steps for 9k iterations. In each iteration, we pick a batch of 128² samples randomly from the input data. The result is provided in Fig. 15.

Shape Completion and Interpolation. For Car category-level shape estimation, the network is trained for 500 epochs with 100 instances. The learning rate is scheduled to decrease by a factor of 2 every 50 epochs. In each iteration, for each shape, 8000 random samples are picked uniformly out of the training data for that instance. For the Airplane category, the network is trained for 5000 epochs with 200 shapes. The learning rate is scheduled to decrease by a factor of 2 every 250 epochs. In each iteration, for each instance 10k random samples are picked uniformly. Shape completion results are provided in Fig. 16, while shape interpolation results are provided in Fig. 17.

Effect of Measurement Noise on the Performance. We present qualitative and quantitative results about the effects of noisy distance data and different number of layers and neurons per layer in the model on the performance of the SDDF model. The results are obtained for a single Airplane instance, shown in Fig. 15. We obtained 500 finite rays and 500 infinite rays from 1000 random locations uniformly distributed on a sphere around the instance with orientations facing the object. The SDDF model was trained for 9k iterations in several different settings. The default setting has 8 layers with 512 neurons per layer and noise-free distance data for training. Training this model takes about 688 seconds. A distance view synthesized by the trained SDDF model is shown in Fig. 18.
First, keeping the network structure fixed, we varied the standard deviation of zero-mean Gaussian noise added to the distance measurements. To have a sense about the noise magnitude, note that the radius of the sphere on which the camera locations were picked was 0.6. Qualitatively, as we see in Fig. 19, the more the noise increases, the fewer details the SDDF model can capture. Second, we varied the number of layers (fixing the number of neurons to 512) and the number of neurons (fixing the number of layers to 8) in the neural network, keeping a skip connection to the middle layer, to measure the training, as shown in Fig. 18.
Figure 16. SDDF shape completion using a distance image (left column) from an unseen object instance (second column). After latent code optimization, the SDDF model can synthesize novel distance views (third and fourth columns).

Figure 17. SDDF shape interpolation between two instances. The left-most and right-most columns show the SDDF output from the same view for two different instances from the training set. The three columns in the middle are generated by using a weighted average of the latent codes of the left-most and right-most instances as an input to the SDDF network. In each row, from left to right, the latent code weights with respect to the left-most instance are 1, 0.75, 0.5, 0.25, 0, respectively. Note how the shapes transform smoothly from the left-most to the right-most instances with intermediate shapes looking like valid cars and airplanes. This demonstrates that the SDDF model represents the latent shape space continuously and meaningfully.
Figure 18. Distance image (left) produced by our SDDF model with 8 layers, 512 neurons per layer, and noiseless training data. The model training time is shown as a function of the number of layers (middle) and number of neurons per layer (right). Note that in the right plot the x-axis is in log scale and the number of neurons is equal in all layers. The error of the point cloud, obtained from 100 distance images produced by our SDDF model at 100 fixed poses, with respect to the ground-truth instance mesh in different settings: noisy distance data (left), changing number of network layers (middle), and changing numbers of neurons per layer (right). Note that in the right plot the x-axis is in log scale and the number of neurons is equal in all layers.

Figure 19. Distance views synthesized by our SDDF model with default structure (8 layers and 512 neurons per layer) trained on noisy data. The standard deviation of the Gaussian noise added to the distance data from left to right is 0.1, 0.2, 0.3, 0.4, respectively.