Rethinking the Optimization of Average Precision: Only Penalizing Negative Instances before Positive Ones is Enough
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Abstract

Optimising the approximation of Average Precision (AP) has been widely studied for image retrieval. Limited by the definition of AP, such methods consider both hard and positive instances ranking before each positive instance. However, we claim that only penalizing negative instances before positive ones is enough, because the loss only comes from these negative instances. To this end, we propose a novel loss, namely Penalizing Negative instances before Positive ones (PNP), which can directly minimize the number of negative instances before each positive one. In addition, AP-based methods adopt a fixed and sub-optimal gradient assignment strategy. Therefore, we systematically investigate different gradient assignment solutions via constructing derivative functions of the loss, resulting in PNP-I with increasing derivative functions and PNP-D with decreasing ones. PNP-I focuses more on the hard positive instances by assigning larger gradients to them and tries to make all relevant instances closer. In contrast, PNP-D pays less attention to such instances and slowly corrects them. For most real-world data, one class usually contains several local clusters. PNP-I blindly gathers these clusters while PNP-D keeps them as they were. Therefore, PNP-D is more superior. Experiments on three standard retrieval datasets show consistent results with the above analysis. Extensive evaluations demonstrate that PNP-D achieves the state-of-the-art performance. Code is available at https://github.com/interestingzhuo/PNPloss

Introduction

Image retrieval (Radenović, Tolias, and Chum 2019; Min et al. 2020) refers to finding all images containing relevant content with the query from the database. One important issue is to design the training objective. Recently, some works propose to directly optimize the Average Precision (AP) (Revaud et al. 2019; Brown et al. 2020; Cakir et al. 2019) to achieve end-to-end training. Considering AP is non-differentiable and can’t be directly optimized by the gradient descent, these works leverage some transformations to approximate AP to make it differentiable. These methods greatly promote the development of retrieval.
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However, there are two problems for AP-based methods: (1) Redundancy exists in the optimization of AP. Fig. 1 shows the functional image of AP-based loss $L_{AP}$. As shown in Fig. 1, the goal of minimizing $L_{AP}$ is equivalent to minimize $R(i, S_N)$, because $L_{AP} = 0$ only when $R(i, S_N) = 0$. Therefore, the computation of $R(i, S_P)$ is redundant. (2) Sub-optimal gradient assignment strategy. Limited by the definition of AP, AP-based methods only adopt one specific gradient assignment strategy. Specifically, AP-based losses assign smaller gradient to larger $R(i, S_N)$, as shown in Fig. 1. Different gradient assignment strategies may result in different performance. Therefore, it leaves room for us to systematically explore different gradient assignment solutions to find potential better ones.

For the first problem, we propose a novel loss, namely Penalizing Negative instances before Positive ones (PNP), which directly minimizes the number of negative instances before each positive one. Therefore, each negative instance will receive penalties from all positive ones after it. In terms of each negative instance, if it ranks before more positive ones, it will receive more penalties and be corrected more quickly. As shown in Fig. 2, image (a) will receive more penalty because there are more positive instances after it.
and it will be quickly corrected. In contrast, image (e) will be slowly corrected because that there are fewer positive instances (image (f)) after it.

For the second problem, we systematically investigate different gradient assignment solutions. We find that the derivative function of the loss function defines different gradient assignment solutions. To this end, we construct different derivative functions, which result in two different types of PNP, namely PNP-I with increasing derivative functions and PNP-D with decreasing ones. PNP-I assigns larger gradients to the positive instances with more negative ones before and tries to gather all relevant samples together. In contrast, PNP-D assigns smaller gradients to such positive instances. Therefore, PNP-D will slowly correct these instances, which probably belong to another center of the corresponding category. As shown in Fig. 2, PNP-I assigns larger gradients to image (f) and tries to quickly correct it, because there are more negative instances before it. In contrast, PNP-D assigns smaller gradient to image (f) by considering it probably belongs to another center of the corresponding category. For the real-world data, one class usually contains several local clusters, and PNP-D is more suitable for such case, thus may be more superior. Extensive evaluation on three standard retrieval datasets shows that PNP-D achieves the state-of-the-art performance.

In summary, our major contributions are as follows:

- We propose a novel loss function named PNP, which can improve the approximation of AP by simply ignoring positive instances before the target positive one.
- To our knowledge, we are the first research to design loss functions via the construction of their derivative functions. Based on the proposed method, we systematically investigate different gradient assignment solutions and obtain more appropriate loss functions.
- Experimental results on three benchmark datasets demonstrate that the proposed method achieves the state-of-the-art performance.

**Related Work**

**Image Retrieval.** How to obtain a compact image descriptor for retrieval has been widely studied (Radenović, Tolias, and Chum 2019; Min et al. 2020; Tolias, Jenicek, and Chum 2020; Cao, Araujo, and Sim 2020). Previous works bend their efforts for generating descriptors through an aggregation of local features, such as Fisher vectors (Perronnin et al. 2010) and VLAD (Arandjelovic and Zisserman 2013; Jégou et al. 2010). More recently, CNNs have made impressive progress for image retrieval (Arandjelovic et al. 2018; Babenko et al. 2014; Albert et al. 2016; Radenović, Tolias, and Chum 2016; Wang et al. 2014), because of their powerful nonlinear fitting capabilities. Besides studying the design of neural network structure to generate discriminative descriptors, there are also many researches on how to design the training objective (Revaud et al. 2019; Hadsell, Chopra, and Lecun 2006; Guiver and Snelson 2008; Sohn 2016; Sun et al. 2020; Qian et al. 2019; Gu, Ko, and Kim 2021), which brings out another research topic, deep metric learning.

**Deep Metric Learning.** Deep metric learning has been widely studied because of its important role in many tasks (Kim and Park 2021; Fu et al. 2021), such as image retrieval. How to design the objective for such task is one important topic. A wide variety of loss functions have been proposed in previous works. These loss functions (Schroff, Kalenichenko, and Philbin 2015; Ji et al. 2017; Engilberge et al. 2019) minimize the intra-class distance while maximize the inter-class distance by considering the constructed pairs, tuples, etc. For example, the triplet loss (Schroff, Kalenichenko, and Philbin 2015) directly optimizes the relative ranking of positive and negative instances given an anchor. However, there are too many pairs or tuples, and most of them are useless for training. To solve this problem, many methods have been proposed, such as pretraining for classification, combining multiple losses (Milbich et al. 2020a,b) and using complex sample mining strategies (Manmatha et al. 2017).

**Optimizing Average Precision (AP).** Directly optimising AP has been widely studied in the retrieval community. Various methods (Cakir et al. 2019; He et al. 2018; He, Lu, and
We further investigate different variants of PNP to explore potential better gradient assignment solutions via the construction of derivative functions. Extensive evaluations demonstrate that the proposed PNP loss achieves the state-of-the-art performance on three benchmark datasets.

**Methodology**

Given a query, the goal of retrieval systems is to rank all instances in a retrieval set $\Omega = \{I_i, i = 0, ..., m\}$ based on their similarities to the query, where $I_i$ is an instance and $m$ is the size of the retrieval set. For each query $I_i$, the set is split into a positive set $P_i$ and a negative set $N_i$, which are composed by instances of the same class and of different classes, respectively.

For the query $I_i$, the similarity set $S_{\Omega}$ of all instances in the retrieval set are measured via a chosen similarity. In this paper, we use the cosine similarity, and $S_{\Omega}$ can be defined as:

$$S_{\Omega} = \{s_i = \cos(v_q, v_i), i = 0, ..., m\}$$

where $v_q, v_i$ are the embeddings of $I_q$ and $I_i$, respectively. $S_{\Omega}$ can be divided into $S_P$ and $S_N$, i.e., $S_{\Omega} = S_P \cup S_N$, where $S_P = \{s_i, \forall i \in P_i\}$ and $S_N = \{s_i, \forall i \in N_i\}$ denote the positive and negative similarity set, respectively.

Based on the similarity set, the number of negative instances before $I_i$ can be defined as:

$$R(i, S_N) = \sum_{j \in S_N, j \neq i} \mathbb{I}\{s_j - s_i > 0\}$$

where $\mathbb{I}\{\cdot\}$ is an Indicator function.

Note that $R(i, S_N)$ is not differentiable due to the Indicator function. Similar to (Brown et al. 2020), we relax the Indicator function with a sigmoid function $G(\cdot; \tau)$, where $\tau$ refers to the temperature for adjusting the sharpness:

$$G(x; \tau) = \frac{1}{1 + e^{-\frac{x}{\tau}}}$$

Substituting $G(\cdot; \tau)$ into Eq. 2, we can easily make $R(i, S_N)$ differentiable.

**Definition of PNP**

AP-based loss is defined as Eq. 4. The goal of minimizing $L_{AP}$ is equivalent to minimize $R(i, S_N)$, and thus the computation of $R(i, S_P)$ in Eq. 4 is redundant.

$$L_{AP} = 1 - \frac{1}{|S_P|} \sum_{i \in S_P} \frac{1 + R(i, S_P)}{1 + R(i, S_P) + R(i, S_N)}$$

Therefore, we propose a PNP loss to directly minimize $R(i, S_N)$. An intuitive loss function $L_O$ can be defined as the number of negative instances before each positive one:

$$L_O = \frac{1}{|S_P|} \sum_{i \in S_P} R(i, S_N)$$

where $|S_P|$ is the normalization factor to remove the influence of the number of positive instances in each mini-batch. Substituting Eq. 2 into Eq. 5, we can get the original PNP. As shown in Fig. 2, each negative instance will receive penalties from all the positive ones ranking after it. Therefore, negative instance with more positive ones after will receive more penalties and will be quickly corrected. The PNP-O and its derivative function are shown in Fig. 3 (a), and the gradient assignment of PNP-O is constant.

**Variants of PNP**

Different gradient assignment strategies can result in different performance. In this section, we systematically investigate different gradient assignment solutions. Specifically, we design different variants of PNP by constructing their derivative functions, resulting in PNP-Increasing (PNP-I) with increasing derivative functions and PNP-Decreasing (PNP-D) with decreasing ones.
**PNP-Increasing (PNP-I)** According to the above definition, we should guarantee that the derivative function of PNP-I is increasing. Without losing generality, we can divide PNP-I into PNP-I\(_a\) with unbounded derivative function and PNP-I\(_b\) with bounded derivative functions.

As for PNP-I\(_a\), we use Eq. 6 as its derivative functions. The value of this function will go down to zero when the loss is zero and go up to infinite when the loss tends to be infinity. Then we get PNP-I\(_a\) via infinitesimal analysis, shown in Eq. 7. \(L_{I_a}\) has no hyper-parameters, and thus reduces the difficulty of training.

\[
\frac{\partial L_{I_a}}{\partial R(i, S_N)} = \log(1 + R(i, S_N)) \tag{6}
\]

\[
L_{I_a} = \frac{1}{|S_P|} \sum_{i \in S_P} (1 + R(i, S_N)) \cdot \log(1 + R(i, S_N)) \tag{7}
\]

As for PNP-I\(_b\), in order to satisfy the two requirements: increasing and bounded, we use Eq. 8 as its derivative function. We introduce the parameter \(b\) to achieve an adjustable boundary. Then we can also get PNP-I\(_b\) as Eq. 9.

\[
\frac{\partial L_{I_b}}{\partial R(i, S_N)} = \frac{R(i, S_N)}{1 + bR(i, S_N)} \tag{8}
\]

\[
L_{I_b} = \frac{1}{|S_P|} \sum_{i \in S_P} \frac{1}{b^2} \left( bR(i, S_N) - \log(1 + bR(i, S_N)) \right) \tag{9}
\]

Loss functions and their derivative functions are shown in Fig. 3 (b)&(c). The derivative functions of these two functions are both increasing, which means that positive instances with more negative ones before will receive more penalties and these two loss functions will try to make such hard positive instances closer to the query.

**PNP-Decreasing (PNP-D)** Specifically, we choose a common used decreasing function as the derivative functions of PNP-D, shown in Eq. 10 and Eq. 11. The introduced parameter \(\alpha\) controls the speed of the descent, and larger \(\alpha\) leads to faster speed. These two derivative functions result in PNP-D\(_a\) with slow speed and PNP-D\(_q\) with fast speed. After infinitesimal analysis, the PNP-D\(_a\) and PNP-D\(_q\) will be Eq. 12 and Eq. 13, respectively.

\[
\frac{\partial L_{D_a}}{\partial R(i, S_N)} = \frac{1}{(1 + R(i, S_N))} \tag{10}
\]

\[
\frac{\partial L_{D_q}}{\partial R(i, S_N)} = \frac{\alpha}{(1 + R(i, S_N))^{\alpha+1}} \quad (\alpha \geq 1) \tag{11}
\]

\[
L_{D_a} = \frac{1}{|S_P|} \sum_{i \in S_P} \log(1 + R(i, S_N)) \tag{12}
\]

\[
L_{D_q} = 1 - \frac{1}{|S_P|} \sum_{i \in S_P} \frac{1}{(1 + R(i, S_N))^\alpha} \quad (\alpha \geq 1) \tag{13}
\]

Loss functions and their derivative functions of PNP-D are shown in Fig. 3 (d)&(e). The derivative functions of these two functions are both decreasing, which means that positive instances with fewer negative ones before will receive more penalties and these two loss functions will quickly correct such instances.

**Discussion** PNP-I assigns larger gradients to positive instances with more negative ones before, while PNP-D assigns smaller gradients to such positive instances. PNP-I tries to make all the relevant instances together. In contrast, PNP-D only quickly corrects positive instances with fewer negative ones before, because such samples are considered to belong to the same center with the query. As shown in Fig. 4, if \(b_1\) and \(b_2\) are sampled into one batch. PNP-I will try to make them gather by assigning larger gradients. In contrast, considering too many negative instances (yellow) between them, PNP-D will assign smaller gradients to them and keep the multi-center distribution for the blue class. PNP-D can satisfy such distribution which is also mentioned by (Qian et al. 2019), and thus is superior to PNP-I. Such analysis has been further verified via our comprehensive experimental evaluation.

We just conduct above four variants of PNP. Actually, our proposed design strategy is general and similar strategies can be further explored to find more solutions.

**Relation between PNP and AP**

In this section, we investigate the relation between PNP and AP. The derivative function of AP-based loss with respect to \(R(i, S_N)\) is shown in Eq. 14 and its functional image is shown in Fig. 5. AP-based methods have similar gradient
We use the following three popular datasets as the benchmark datasets. **Stanford Online Products (SOP)** (Song et al. 2016) contains 120,053 product images divided into 22,634 classes. The training set contains 11,318 classes with 59,551 images and the rest 11,316 classes with 60,502 images are for testing. **VehicleID** (Liu et al. 2016) contains 221,736 images of 10,402 vehicle categories, where 13,134 categories with 110,178 images are used for training. Following the same test protocol as (Liu et al. 2016), three test sets of increasing sizes are used for evaluation (termed small, medium, large), which contain 800 classes (7,332 images), 1,600 classes (12,995 images) and 2,400 classes (20,038 images), respectively. **INaturalist** (Van Horn et al. 2018) is a large-scale animal and plant species classification dataset with 461,939 images from 8,142 classes. We follow the setting from (Brown et al. 2020) by keeping 5,690 classes for training, and 2,452 unseen classes for testing.

**Experimental Setup**

We use the convolutional layers of ResNet-50 pretrained on ImageNet (He et al. 2016) to perform the training. The models are optimized using Adam (Kingma and Ba 2015), we set the initial learning rate $10^{-5}$, weight decay $4 \times 10^{-4}$. During training, we randomly sample $k$ classes and $|P|$ samples per class to form each mini-batch. Following standard practice, we resize images to $256 \times 256$, and randomly crop them to $224 \times 224$ as input. Random flipping ($p = 0.5$) is used during training for data augmentation, and a single center crop of $224 \times 224$ is used during evaluation. We use 0 as the fixed random seed for all experiments to avoid seed-based performance fluctuations. During training, we directly set $\tau$ in Eq. 3 to 0.01 which is explored in (Brown et al. 2020).

For all the datasets, every instance from each class is used in turn as the query $I_q$, and the retrieval set $\Omega$ is formed as all the remaining instances. Recall@k ($R@k$) is adopted as the main evaluation metric. In order to evaluate the generalization of the model, we also display dists@intra (Mean Intraclass Distance), dists@inter (Mean Interclass Distance) (Roth et al. 2020) and Normalized Mutual Information (NMI) (Schütze, Manning, and Raghavan 2008) for further performance analysis. BS represents mini-batch size.

**Performance of Different PNP Variants**

In this section, we investigate different variants of PNP on two popular benchmark datasets. The batch size of experiments in Table 1 and Table 2 are both 112. We report the best performance of different variants and the impact of hyperparameters is shown in Fig. 8.

We present $R@k$, Distance and NMI in Table 1 and Table 2. PNP-D consistently outperforms PNP-O and PNP-I on two benchmark datasets for $R@k$ and achieves larger dists@intra, dists@inter and NMI, which shows better generalization of the model (Roth et al. 2020). Specifically, PNP-D is 2.1% higher than PNP-O on SOP benchmark and 0.9% higher on VehicleID for $R@1$. In contrast, PNP-I is worse than PNP on SOP benchmark and 0.9% worse on VehicleID for $R@1$.

PNP-I assigns larger gradients to positive instances which have more negative ones before, thus it will enforce relevant images to gather and result in smaller dists@intra and dists@inter. In contrast, PNP-D assigns smaller gradients assignment with PNP-D.

$$\frac{\partial L_{AP}}{\partial R(i, S_N)} = \frac{1 + R(i, S_P)}{(1 + R(i, S_P) + R(i, S_N))^2} \quad (14)$$

However, AP-based methods use different gradient assignments by considering the positions of positive instances. When too many positive instances rank before the target positive instance ($R(i, S_P) = 3$), the gradient respect to $R(i, S_N)$ is almost to be equal for different $R(i, S_N)$. It weakens the advantage of such gradient assignment, probably leading to worse retrieval performance for AP. In contrast, PNP can further enhance such advantage and finally achieve competitive performance.

**Experiment**

**Dataset**

We use the following three popular datasets as the benchmark datasets.

**Stanford Online Products (SOP)** (Song et al. 2016) contains 120,053 product images divided into 22,634 classes. The training set contains 11,318 classes with 59,551 images and the rest 11,316 classes with 60,502 images are for testing.

**VehicleID** (Liu et al. 2016) contains 221,736 images of 22,634 vehicle categories, where 13,134 categories with 110,178 images are used for training. Following the same test protocol as (Liu et al. 2016), three test sets of increasing sizes are used for evaluation (termed small, medium, large), which contain 800 classes (7,332 images), 1,600 classes (12,995 images) and 2,400 classes (20,038 images), respectively.

**INaturalist** (Van Horn et al. 2018) is a large-scale animal and plant species classification dataset with 461,939 images from 8,142 classes. We follow the setting from (Brown et al. 2020) by keeping 5,690 classes for training, and 2,452 unseen classes for testing.
Table 3: Performance comparison on SOP (%).

| Method                        | Small  | Medium | Large  |
|-------------------------------|--------|--------|--------|
|                              | R@1    | R@5    | R@10   | R@100  | R@1K   |
| Divide (Sanakoyeu et al. 2019) | 87.7   | 92.9   | 85.7   | 90.4   | 82.9   | 90.2   |
| MIC (Brattoli et al. 2019)    | 86.9   | 93.4   | -      | -      | 82.0   | 91.0   |
| FastAP (Cakir et al. 2019)    | 91.9   | 96.8   | 90.6   | 95.9   | 87.5   | 95.1   |
| Cont. w/M (Wang et al. 2020)  | 94.7   | 96.8   | 93.7   | 95.8   | 93.0   | 95.8   |
| Smooth-AP (Brown et al. 2020) | 94.9   | 97.6   | 93.3   | 96.4   | 91.9   | 96.2   |
| PNP-D_q (BS = 112)            | 94.6   | 97.4   | 92.9   | 96.3   | 91.4   | 95.9   |
| PNP-D_q (BS = 384)            | 95.5   | 97.8   | 94.2   | 96.9   | 93.2   | 96.6   |

Table 4: Performance comparison on VehicleID (%).

| Method                        | Small  | Medium | Large  |
|-------------------------------|--------|--------|--------|
|                              | R@1    | R@5    | R@10   | R@100  | R@1K   |
| Hist. (Ustinova and Lempitsky 2016) | 72.4   | 86.1   | 94.1   | 98.1   | 98.3   |
| Margin (Manmatha et al. 2017) | 72.7   | 86.2   | 93.8   | 98.0   | 98.0   |
| Divide (Sanakoyeu et al. 2019) | 75.9   | 88.4   | 94.9   | 99.8   | 98.1   |
| FastAP (Cakir et al. 2019)    | 76.4   | 89.0   | 95.1   | 98.2   |        |
| MIC (Brattoli et al. 2019)    | 77.2   | 89.4   | 95.6   | -      |        |
| SoftTriplet (Qian et al. 2019) | 78.3   | 90.3   | 95.9   | -      |        |
| RankMI (Kemertas et al. 2020) | 74.3   | 87.9   | 94.9   | 98.3   |        |
| Blackbox AP (Rolinek et al. 2020) | 78.6   | 90.5   | 96.0   | 98.7   |        |
| Cont. w/M (Wang et al. 2020)  | 80.6   | 91.6   | 96.2   | 98.7   |        |
| Puca++ (Teh, DeVries, and Taylor 2020) | 80.7   | 92.0   | 96.7   | 98.9   |        |
| Smooth-AP (Brown et al. 2020) | 80.1   | 91.5   | 96.6   | 99.0   |        |
| DCML-MDW (Zheng et al. 2021)  | 79.8   | 90.8   | 95.8   | -      |        |
| PNP-D_q (BS = 112)            | 80.1   | 91.5   | 96.7   | 99.0   |        |
| PNP-D_q (BS = 384)            | 81.1   | 92.2   | 96.8   | 99.0   |        |

Comparison with State-of-the-art

We compare PNP loss to the recent AP-based methods and a series of state-of-the-art deep metric learning methods on three standard benchmarks.

SOP For fair comparison, we use the same setting with (Brown et al. 2020). Table 3 shows the performance on SOP, we observe that PNP-D_q achieves the state-of-the-art results. In particular, our model outperforms other methods on all evaluation metrics and outperforms AP approximating methods by 0.5 - 4% on R@1 when the same batch size (384) and dimension (512) are used. Note that, although current work (Cont. w/M (Wang et al. 2020)) uses memory techniques to sample from many mini-batches simultaneously for each iteration, our best model still outperforms this method, only using a single mini-batch on each iteration.

VehicleID We further conduct experiments on VehicleID to verify the performance of PNP on large-scale retrieval datasets. Table 4 shows the results on the VehicleID dataset. For the same batch size (384) and dimension (512), we observe that PNP-D_q again achieves state-of-the-art performance on the large-scale VehicleID dataset on all the evaluation metrics. Such result shows that PNP-D also works better on large-scale datasets.

INaturalist As shown in Table 5, our method also outperforms the best method by 0.7% on R@1 for the experiments on INaturalist with the same batch size (224) and dimension (512). These results demonstrate that PNP is particularly suit-


Table 5: Performance comparison on INaturalist (%).

| Method          | R@1  | R@4  | R@16 | R@32 |
|-----------------|------|------|------|------|
| Triplet (Mannmatha et al. 2017) | 58.1 | 75.5 | 86.8 | 90.7 |
| Proxy NCA (Yair et al. 2017)       | 61.6 | 77.4 | 87.0 | 90.6 |
| FastAP (Cakir et al. 2019)         | 60.6 | 77.0 | 87.2 | 90.6 |
| Blackbox AP (Rolínek et al. 2020) | 62.9 | 79.0 | 88.9 | 92.1 |
| Smooth-AP (Brown et al. 2020)      | 65.9 | 80.9 | **89.8** | **92.7** |
| PNP-D_q (BS = 224)                  | **66.6** | **81.1** | 89.7 | 92.6 |

Table 6: Evaluation of robustness on SOP (%).

| Method          | R@1  | R@10 | R@100 | R@1K |
|-----------------|------|------|-------|------|
| Smooth-AP       | 73.2 | 86.4 | 93.6  | 97.5 |
| PNP-I_q         | 67.5 | 82.7 | 92.3  | 97.5 |
| PNP-D_q         | **73.8** | **87.1** | **94.2** | **98.0** |

Impact of Hyper-parameters

To investigate the effect of different hyper-parameter settings, i.e., steepness $\alpha$ in Eq. 13, boundary $b$ in Eq. 8, samples per class $|P|$, we train ResNet-50 on SOP and VehicleID. The random seed is fixed to 0 and the batch size is set to 112 for all experiments in this section.

Steepness $\alpha$: The influence of $\alpha$ of PNP-D_q is shown in Fig. 8 (a). We can find that larger $\alpha$ results in larger R@1. It can be explained that larger $\alpha$ corresponds to more stable optimization (correct positive instances with sufficient confidence), and thus achieves better performance. However, when $\alpha$ is too large, the training phrase will crash due to the gradient exploding. Therefore, we use as larger $\alpha$ as possible to get better performance.

Boundary $b$: The influence of $b$ for PNP-I_q is shown in Fig. 8 (b). $b = 4$ is the best on SOP while $b = 1$ is the best on VehicleID. $b$ controls the biggest gradient of the PNP-I_q with respect to $R(i, S_N)$, and different datasets require different adjusting range. We report the best value for the comparison of different variants.

Samples Per Class $|P|$: The influence of the samples per class $|P|$ in a mini-batch is shown in Fig. 8 (c). We observe that $|P| = 4$ results in the highest R@1. The probable reason is that mini-batches are formed by sampling from each class, where a low value means a larger number of sampled classes and a higher probability of sampling hard-negative instances that violate the correct ranking order. Increasing the number of classes in the batch results in a better batch approximation of the true class distribution, allowing each training iteration to enforce a more optimally structured embedding space. However, too small value ($|P| = 2$) leads to worse performance because it cannot give enough positive instances to violate the correct ranking order for training.

Evaluation of Robustness

In order to evaluate the robustness and the performance of multi-centers per class, we perform extensive experiments on constructed datasets in this section. Specifically, we use the train set of SOP and VehicleID as benchmark datasets and merge every 3 categories to form one new class with multi-centers (at least three centers per class). As for evaluation, we still use original test set to evaluate the model. During the training, we use PNP-I_q, PNP-D_q and Smooth-AP as loss functions.

The results are shown in Table 6, 7. Compared with using original training set, these three methods all have performance loss on two benchmark datasets. Generally, PNP-D_q and Smooth–AP with similar gradient assignment strategy have less performance loss than PNP-I_q because of their adaptability to multi-centers, and PNP-D achieves the best performance. Specifically, for VehicleID, PNP-D exceeds the performance of Smooth-AP by 2 - 3% and PNP-I_q by a significant 6 - 8% on R@1.

The above results show better robustness of PNP-D. Noisy data is inevitable in the real-world data and it will lead to the instability of training. The above experiments show that PNP-D can achieve comparable performance, even if there are a lot of wrong annotations in datasets. This is because PNP-D can automatically remove the interference of noisy data by putting it in a single center.

Conclusions

In this paper, we propose a novel PNP loss, which directly improves the retrieval performance by penalizing negative instances before positive ones. Moreover, we find that different derivative functions of losses correspond to different gradient assignments. Therefore, we systematically investigate different gradient assignment solutions via constructing derivative functions of losses, resulting in PNP-I_q and PNP-D_q. PNP-D consistently achieve state-of-the-art performance on three benchmark datasets. We just provide four variants and will explore more forms via similar strategy in the future. In addition, we hope the proposed strategy for designing loss functions can also be applied to other tasks.
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