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Abstract. In the task of image classification of machine tool machining, the coolant water column will block the tool and interfere with the image classification. To solve this problem, firstly, the coolant water column is removed from the image by semantic segmentation. Because the number of samples in the data set is insufficient, the effect of semantic segmentation model is not very good. These results are taken as the input number of image classification model According to, it will directly affect the accuracy of classification, but it is impossible to modify the parameters of semantic segmentation model during classification training. In this case, the image after semantic segmentation processing is combined with the original image according to certain rules, combined with the information of some original images, and then classified. This method can effectively reduce the interference to the classification model when the semantic segmentation model is wrong.

1. Introduction
In intelligent manufacturing, general requirements of high precision parts need to be conducted on machine tool cutting for the final processing, by cutting the artifacts are often expensive, if in the process of cutting on the machine tool, cutting tool case of damage and fracture of the situation, it is likely to lead to damage to the cutter error of work piece, cause irreparable damage to expensive artifacts, so in the case of tool case of damage or fracture, timely identifying whether the tool has been damaged, which shut down machine work, there is a big could save artifacts, prevent caused irreversible damage to the cutter.

In the process of the machine tool processing, usually need to use water cannons spray cooling liquid, cooling on cutting tool for operation, to prevent the friction in the process of cutting tool in cutting of overheating and melting, but ejected a column of water cannon coolant will be covered in cutting tools, thus influence the cutting tool out not appear damage criterion, so if you can before the image identification, the pretreatment of the coolant water removal, will greatly improve the identification accuracy of tool damage. Because there is no occluded dual data set of the tool, semantic segmentation and image repair cannot be used to remove the occluded water column directly.

2. Related Works
In the image classification task, there is often more than one person or object in the image, just like a picture of a desk. If it is not a newly bought desk, there are usually some books on it, maybe a water bottle, a computer, a socket, a pile of folders and so on. In this case, the computer "doesn't know"
which object we want it to classify, and other objects may interfere with it; For example in this paper will discuss the machine work in the image, it needs to be identified only for cutting tool, cutting tool is a silvery white metal color, but after cutting the workpiece, cutting tool, workpiece were scattered around the workpiece fixed metal pieces, metal instruments also are all the metal color of silvery white, so they can produce greatly interfere with the recognition of the cutting tool work, it is very important to get rid of the interference at this time. Or analogy in the operation of the human image classification, before we categorize things a judgment, first of all, of course, we will first make the judgement of the objects in the line of sight range, image input for computer, that is, and then humans tend to view focuses on the object, we need to decide which step is equivalent to a computer to semantic integral operation, the computer's "vision" should also focuses on the need to classify it distinguish objects, thus reducing, the interference of other irrelevant objects, on the other hand is also calculated pixels of unnecessary items in order to reduce processing costs.

In target detection was born on the basis of semantic segmentation, semantic segmentation will need to be as target detection, detection of objects in the box, but it's not just use a box will be detection of objects in the framed, but along the boundary of the object will need tested object to identify areas, such as when you need to tested object is a football, then semantic segmentation of the frame is a circle, when you need to tested object is a person's time, the frame semantic segmentation is humanoid box. Or the nature of semantic segmentation of image classification, but it is to classify each pixel in the image, or a picture of a table, just take pictures of a pixel point, semantic segmentation can tell us, the pixels, exactly is the pixels on the table, or pixels of books on the table, or computer on the desk of pixels. When we need to do the image classification task, if it is for the table, we can take out the pixels belonging to the table in the image; if it is for the computer classification task, we can take out those pixels belonging to the computer in the image. In addition, there are instance segmentation, panorama segmentation and other different items detection technology.

3. Theory and Method

A CNN utilizes the convolution operation, which can preserve the spatial information of original images. CNN architecture shares parameters over the entire image region, thus, it is naturally robust to overfitting and has a transition invariant attribute. If an input of a certain layer \( x \) in Convnet has the dimensions \( h \times w \times c \), where \( h \) is the height, \( w \) is the width, and \( c \) is the number of channels, the output of the layer \( z \) is calculated as

\[
\{ z_n = f \left( \sum_{m=1}^{c} W_{(m,n)} \times x_m + b_n \right) \mid 1 \leq n \leq c_{out} \}
\]  

(1)

Where \( W(m, n) \in \mathbb{R}^{h \times w} \) is the kernel for the \( n \)-th output from the \( m \)-th input, \( x_m \in \mathbb{R}^{h \times w \times c_{in}} \) is the \( m \)-th channel of the input, \( b_n \in \mathbb{R} \) is the bias, and \( f \) is an activation function. The height and width of the output of the convolutional layers can be maintained by padding input features, or reduced by adding strides to a convolution operation.

4. Experiment

4.1. Machine Tool Dataset

First of all, machine tool working video frame by frame extraction of images, because the data is extracted by frame, the original video can be extracted more than 30 images in seconds, and that more than 30 pictures almost no difference, that is to say, this is 30 almost identical pictures, in the subsequent model training, the training too much exactly the same as the picture, also is the equivalent of a picture repeated training a lot of time, this will cause model fitting; Image data redundancy in the image, prevent the classification model training when fitting, and reduce the production of semantic segmentation data set of work, because the semantic segmentation is to classify each pixel of the image, so the production data set needs to be two different categories separated along the boundary pixels, than making general image data sets, a lot more complicated, in this case, reduce the production of semantic segmentation data set the amount of work it is very important; Watch video,
cutting tool and the work pieces have been in the position of the close to the center of the image, so the selection of image (1280, 720) directly from the center area the size of the cut out for (572, 572), after cutting work again, in order to be prudent, the images were given after the cut, found that really cuts after all include the tool pixels in the image, both undamaged cutter knives have been damaged. Then each pixel of image tag, will be used in cutting tools and cutting tools to fixed object pixel, tag names are written for the knife, cutting tool this kind of pixels to tag all is white, the other to another area of the pixel, tag name other, belongs to all other classes of pixel labeled black, this is a semantic segmentation of data sets. Secondly, images without semantic segmentation marks, images with tool damage are put into one category, and images without tool damage are put into another category. This is the data set of image classification.
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a) The original image of the tool without damage  

b) Sample image without damaged tool marking

c) The original image of the damaged tool  

d) Sample image of damaged tool marking

**Figure 1.** Tool processing images

### 4.2. Experimental Results

The error of the trained model in the training set reached 0.0624, and the accuracy reached 98.42%. The output results of the images of the two test sets after model operation are shown in Fig. 2.
Figure 2. Semantic segmentation results

Fig. 2 there is no damage on the four knives, picture 3-2 under four is damaged knives, for cutting tools, and without any damage model of the effect is good, although achieved a very low error, also reached a high precision, but after all is not error reached 0, precision has not reached 100%, will have some error, just like the picture on the right is a model calculated the damage of the cutting tool, model recognition becomes a tool, the part of water obviously nozzle jet of water also can have certain effect on semantic segmentation model. Of course, this may also be because in this experiment, only one picture is used in one batch during training. Due to the limitation of hardware and the large video memory required by this model, only one picture can be trained in one batch in the environment of this experiment. In the next chapter, how to process the image input to improve the accuracy of image classification in the case of some errors in semantic segmentation will be discussed.

For different processing methods, the training results of deep learning model are shown in Table 1.

| Type of image processing                  | loss  | accuracy | precision | recall | F1    |
|------------------------------------------|-------|----------|-----------|--------|-------|
| Original image unprocessed               | 0.709 | 0.573    | 0.628     | 0.571  | 0.598 |
| Image semantic segmentation              | 0.452 | 0.868    | 0.791     | 0.709  | 0.748 |
| Image semantic segmentation processing   | 0.361 | 0.952    | 0.924     | 0.729  | 0.815 |

The image data set without any processing is disturbed by the water column of the coolant or the background, and the fitting accuracy is only 57.3%, with an error of 0.709, accuracy rate of 0.628, recall rate of 0.571, and F1 value of 0.598. Through semantic segmentation model to get rid of coolant water column, has markedly improved the classification model, accuracy increased to 86.8%, the error is reduced to 0.452, accuracy rate increase to 0.791, the recall rate is increased to 0.709, F1 value increased to 0.748, compared with the control group without any processing of the data set, the model precision is improved by 31.5%, the error reduced 0.295, accurate rate increased by 0.163, the recall rate increased by 0.150. And after dealing with the semantic segmentation model of image and the original image are synthesized, in addition to the disturbance of a certain semantic segmentation model error, further improve the classification model, the accuracy is 95.2%, the error is reduced to 0.361, the accurate rate is increased to 0.952, the recall rate is increased to 0.729, F1 value increased to 0.815, compared with the control group, without any processing error reduced 0.348, reduced nearly half, accurate rate increased by 0.296, the recall rate increased by 0.158, F1 value increased by 0.216, compared with using semantic segmentation of data set, Error decreased by 0.9, accuracy increased by 0.9, accuracy increased by 0.13, recall rate increased by 0.02, F1 value increased by 0.7. Figure 3 shows the ROC curve obtained by the three pretreatment methods of training classification model.
Figure 3. The ROC curve of Semantic segmentation results

Fig. 3 shows the AUC of the unprocessed data set in training, the data set processed by semantic segmentation model and the data set processed by synthesis. The training effect of SVM model is shown in Table 2, and the ROC curve is shown in Fig. 5. When using the other two data sets to train the SVM model, no matter how to adjust the size of the image data, or the penalty coefficient, kernel function, kernel function parameter, residual convergence condition and other parameters of the SVM model, the training accuracy is only about 0.50. The SVM model was used to train the data set after semantic segmentation, and the accuracy reached 0.979, accuracy 0.915, recall rate 0.707 and F1 value 0.797. In terms of accuracy and AUC values, SVM is used to train the data set with semantic segmentation and image size adjusted to (28, 28), which has the best effect.

Figure 4. The AUC values of three cases

Figure 5. The ROC curve of SVM model

Table 2. Training results of SVM model

| Training results | loss | accuracy | precision | recall | F1    |
|------------------|------|----------|-----------|--------|-------|
| Semantic segmentation | -    | 0.979    | 0.915     | 0.707  | 0.797 |

5. Conclusion

This paper first introduces the related situation of machine tool processing, then the system introduced the image classification and semantic segmentation and related technology research, through semantic segmentation reduces the machine tool processing image, the coolant water interference, in the absence of shade and keep out the dual image data sets, semantic segmentation model to eliminate
obstructions enough problems effectively, provides the solution to deal with it. The effect of image classification is compared with that of three processing machine tool data sets, and its validity is verified by experiments.

The improvement proposed in this paper has been proved to be effective by the above experiments at the present stage, but due to the lack of time and the limitations of the experimental hardware conditions, there are still many areas to be improved. In the training of semantic segmentation model, the memory of experimental computer is insufficient, so only one picture can be trained in a batch. Moreover, the input of the image classification model is, to some extent, the output of the semantic segmentation model. Therefore, if the semantic segmentation model has been wrong in the first place, the image classification model can hardly be classified correctly. How to solve this problem is the next research focus. Finally for this problem this paper proposed a conjecture, direct use of semantic segmentation model classification task, since the semantic segmentation model is essentially classifying pixels, then maybe can direct classification machine image pixels which belonged to the damage of the cutter, which some pixels belongs to the undamaged cutter, thus avoiding the front after a model for the influence of a model. In this paper, no good results have been achieved in the training of SVM model by using unprocessed data set and synthesized data set. If appropriate parameters can be found later, some improvements may be made.
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