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Abstract
The advent of the Internet in these last years encouraged a considerable traffic of digital images. In the sanitary field, precisely in telemedicine branch, medical images play a very important role for therapeutic diagnoses. Thus, it is necessary to protect medical images data before transmission over the network to preserve their security and prevent unauthorized access. In this paper, a secure algorithm for biomedical images encryption scheme based on the combination of watermarking technique and chaotic function is proposed. In the proposed method, to achieve high security level performances, a non-blind hybrid watermarking technique with audio signal, Discrete Wavelet Transform is used; smoothness is also used as selected criteria; the iterations obtained by the chaotic sequences are essential and allow a good realization of the encryption process. One of the main advantages of chaos-based encryption schemes is the generation of a large number of key spaces to resist brute force attacks from the encryption algorithm. The experimental results presented in this paper attest to the invisibility and robustness of the proposed algorithm combining watermarking and chaos-based encryption.
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1. Introduction
During these last years, the fast evolution of the communication techniques and treatment of information have facilitated the sharing of the pictures in communication channels. The means of security bet in place to guarantee the protection of these information present possibilities of flights, diversion and modification...
The surveillance of these risks introduces the protective need of the medical information. These consequences, audible, concern an individual and particularly his health integral part of his private life [2]. Watermarking consists to insert in host image, information (mark) invisible and indelible and to tempt to recover it after the picture possibly underwent the treatments. The insertion of the mark can be carried out in several domains. The main ones are: the space domain and the frequency domain. The first domain concerns the direct modification of the pixel values, precisely on Low Weight Bits (LSB). It is used a lot because of its simplicity, but it has a major drawback, and it is not robust enough to attacks [3]. The frequency domain, on the other hand, makes use of numerous reversible transforms, such as the discrete cosine transform (DCT), the discrete wavelet transforms (SWT) and the smooth contour transform (TC), all of which allow the image to be converted into its frequency representation. The integration of the mark in the frequency domain has an enormous advantage: it is resistant to attacks (robustness), but its realization remains very complex, and this is the conclusion reached by the researchers [4].

The cryptography is also one of the solutions to the security of data in a confidential manner. It consists in returning incomprehensible information (ciphering). Encoded information is called cryptogram. The transformation which permits the ciphering and decoding of information is mathematical functions called algorithms. The field of the application of cryptography remains very varied [5]. The cryptography has the following objectives:

- Confidentiality means to return unintelligible information, to all no one not having the key.
- The authentication allows the recipient to ascertain the identity of the emitter.
- The integrity allows the recipient to ensure that the content of the message has not been falsified since its consignment.
- The non-repudiation guarantees that the two individuals would not know how to deny their implication in the transaction.
- The access control is the faculty to limit and to control the access to systems and applications of the links of the communication.

Let's note that, the security of the information encoded rests on the invulnerability of the ciphering algorithm and the key confidentiality [6]. Two main algorithms of encryption exist: the symmetrical algorithm when the same key is used for encryption and decryption and the so-called asymmetric algorithm, because of the use of different keys. According to the use of these keys, we count the standards algorithms of ciphering as, AES, RSA, DSA, and IDEA etc. Next to these standards methods are some encryption methods which exist based on chaos that is used more and more. This paper presents a method of medical images security by associating watermarking and encryption in order to assure confidentiality of their transmission.

This paper is organized as follows: An introduction is mentioned firstly; sec-
2. Preliminaries

2.1. Wavelet Discrete Transform (DWT)

Wavelet transform 2D, all as the other transformed Fourier 2D, cosine 2D is
used extensively in signal processing, its application took a remarkable flight from the years 1980 with the works of Morlet, Meyers, Daubechies and Mallat. Discrete wavelet transform is characterized at time by its limit temporal and frequential (compact support). The decomposition of a signal \( x(l) \) to place through filters and gets itself in a following manner

\[
Y_h(l) = \sum_{l=-\infty}^{\infty} x(l) h(2i-l)
\]

\[
Y_g(l) = \sum_{l=-\infty}^{\infty} x(l) g(2i-l)
\]

\( h(l) \) and \( g(l) \) are respectively High and low filters

\[
H(\omega) = \sum_{l=-\infty}^{\infty} h(l)e^{-j\omega l}
\]

\[
G(\omega) = \sum_{l=-\infty}^{\infty} g(l)e^{-j\omega l}
\]

\( H(\omega) \) and \( G(\omega) \) will be orthogonal

\[
\left|H(\omega)\right|^2 + \left|G(\omega)\right|^2 = 1
\]

The obtained coefficients are:

\[
c[j-1,k] = \sum_{l=-\infty}^{\infty} h[n-2k]c[j,n]
\]

\[
d[j-1,k] = \sum_{l=-\infty}^{\infty} g[n-2k]c[j,n]
\]

The image which is a signal of two dimension, its application of 2D wavelet transform gives a dyadic decomposition of this one with the help of a couple of quadratic mirrors filters (QMF)a being a High pass filter (HS) and the other a low pass (L). The use of does one coins sampling by a factor 2, permitting to get four sub- bands, one under-strip low frequency (LL) and three under-strips high respective frequencies (LH, HL,HH), representing, orientations with very specific vertical, horizontal and diagonal Face [26].

### 2.2. Discrete Cosine Transform (DCT)

It permits to separate the low frequencies from the high frequencies. This decomposition is done by dividing in blocks of \( 8 \times 8 \) pixels according to the following equation:

\[
F(u,v) = a(u)a(v)\sum_{x=0}^{N-1} \sum_{y=0}^{N-1} f(x,y)\cos\left(\frac{(2x+1)j\pi}{2N}\right)\cos\left(\frac{(2y+1)j\pi}{2N}\right)
\]

The inverse transform is obtained as:

\[
f(x,y) = \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} a(u)a(v)F(u,v)\cos\left(\frac{(2x+1)j\pi}{2N}\right)\cos\left(\frac{(2y+1)j\pi}{2N}\right)
\]

\[
a(u) = a(v) = \frac{1}{\sqrt{2}}
\]

With for \( u = v = 0 \)

\[
a(u) = a(v) = 1 \quad \text{for} \quad u,v = 1,2,\ldots,n-1
\]
2.3. Relative Smoothness

Measurement of relative smoothness is one of selected applications; it is made by the following relation:

\[ R = 1 - \frac{1}{1 + \sigma^2(x)} \]  

where, \( \sigma \) is the standard deviation of the gray values. \( x \) represent sub block of the image; biggest is relative smoothness better is the smooth of chosen block. In this paper relative smoothness is use as selected criteria for the four sub-images of second level decomposition of host image by wavelet discrete transform [27].

2.4. Watermarking

The watermarking image consists of inserting in an indelible manner, information in a host image then to tempt to recover this information after transfer [28]. The diagrams of watermarking are varied according to their application domain. The insertion of the signature will make itself either in the spatial domain either in the transform domain. In additive diagram, information to insert is added in a picture whereas in a substitutive diagram information to insert is substituted for features of the picture. In our work we use an additive diagram in frequential domain. Equation gives an example:

\[ X_{w,k} = X_k + \alpha W_k \]  

With \( W_k \) marked bock image, \( X_k \) original image block, \( \alpha \) mark strength, \( X_{W,K} \) watermarked image.

2.5. Vershult Model

The model of Vershult is a model of growth proposed by Pierre François Vershult [29]. This model uses the functions refine to explain the birth rate and the death rate of a population. Putting \( x \) as carves of the population; \( m(x) \) the death rate and \( n(x) \) the birth rate. The size of the population follows the differential equation:

\[ \frac{dx}{dt} = x \left( n(x) - m(x) \right) \]  

If \( m \) and \( n \) are affine functions respectively increasing and decreasing functions. If, on the other hand, for \( x \) tending towards 0 growths is positive, the equation becomes:

\[ \frac{dx}{dt} = x \left( a - bx \right) \]  

with \( a \) and \( b \) two real positive.

Then, by setting \( K = a/b \), the Equation (12) becomes:

\[ \frac{dx}{dt} = \alpha X_s \left( 1 - \frac{x}{k} \right) \]  

The constant \( K \) affects solution of this Equation (13):
It is shown that:

- The constant function $K$ is a solution of this equation
- If $x < K$ then the population grows
- If $x > K$ then the population decreases.

The discrete resolution of the transformed Equation (13) is:

$$X_{n+1} - X_n = \alpha X_n \left(1 - \frac{X_n}{k}\right)$$  \hspace{1cm} (14)

if we put $\alpha + 1 = \mu$ Equation (14) becomes

$$Y_n = \frac{\alpha}{\mu} X_n$$  \hspace{1cm} (15)

$$Y_{n+1} = \mu Y_n \left(1 - Y_n\right)$$  \hspace{1cm} (16)

Equation (16) is call logistic map equation; its behavior varies according to the values of $\mu$:

- For $\mu$ included between 1 and 3, that means understood between 0 and 2, does the $Y_n$ continuation converge toward $(1 - \mu)/\mu$ and does one well recover a continuation $(Y_n)$ convergent toward $K$.

- For $\mu$ superior to 3, the continuation $(Y_n)$ can, according to the values of oscillation between 2, 4, 8, 16… goes.

- For $\mu$ equal to 4, the continuation $(Y_n)$ can, according to the values of $\mu$, to oscillate in all senses, producing the chaos thus.

3. Proposed Model

The paragraph below, presents the watermarking scheme associating the logistic map. The block diagram is illustrated in Figure 1; in order to better understand
the proposed method, we present the algorithms for inserting and extracting the mark described below. The respective sizes of the host images and the mark are: $M \times N$ and $m \times n$.

### 3.1. Embedding and Encryption Algorithm

Watermark embedding and encryption are described as follows:

**Input:** Host_object, Watermark  
**Output:** Encrypted_Object

**Step 1:** Read grey scale Host_object of size $M \times N$.

**Step 2:** Decompose Host Object using Daubichies wavelet $[LL1, HL1, LH1, HH1] = dwt2 (Host\_Object, \text{"db"})$.

**Step 3:** Apply DWT to HL1 sub-band of Host Object, $[LL2, HL2, LH2, HH2] = dwt2 (HL1, \text{"db"})$.

**Step 4:** Calculate relative smoothness ($\mathcal{R}$) of four LL2, HL2, LH2, and HH2, choose the sub-band that has the biggest value of smoothness, HH2.

**Step 5:** Read audio signal, converted in 2D, call watermark of size $m \times n$.

**Step 6:** Apply DCT to Watermark $W$, $W_{DCT} = dct2 \text{("Watermark")}$. 

**Step 7:** Perform embedding Watermark $W_{DCT}$ by sub-band (HH2) of Host_object find in step 4, HH2new = HH2 + $\alpha W_{DCT}$ after resizing.

**Step 8:** Apply inverse IDWT to get new HL1new, HL1new = idwt2 (LL2, HL2, LH2, HH2new, \text{"db"});

**Step 9:** Apply now inverse IDWT to get Watermarked\_Objet, Watermarked\_Objet = idwt2 (LL1, HL1new, LH1, HH1, \text{"db"});

Display Host\_Object, Watermarked\_Objet, PSNR.

**Step 10:** Generate chaotic sequence with following parameters: $\mu = 3.93695629844$, and initial $x_0 = 0.456$

**Step 11:** Generate n-iterations with logistic map to get $h(i)$ different orbit: $y_{n+1}^i = \mu y_n^i (1 - y_n^i)$;

**Step 12:** Associate the chaotic sequence with pixels of watermarked;

**Step 13:** Make permutation in lines, by N-iterations;

**Step 14:** Make permutation in columns by M-iterations and get encrypted image;

**Step 15:** Display Encrypted\_Objet.

### 3.2. Decryption and Extraction Algorithm

**Input:** Encrypted Object, Host object,  
**Output:** Extracted Watermark

**Step 1:** Read Encrypted Object.

**Step 2:** Generate chaotic sequence with following parameters: $\mu = 3.93695629844$, and initial $x_0 = 0.456$

**Step 3:** Generate n-iterations with logistic map to get $h(i)$ different orbit: $y_{n+1}^i = \mu y_n^i (1 - y_n^i)$;

**Step 4:** Associate the chaotic sequence with pixels of watermarked;
Step 5: Make permutation in lines and columns, by N-iterations then M-iterations;
Step 6: GetDecrypted_Objet;
Step 7: Decompose Decrypted_Objet using Daubichie wavelet
[LLr, Recover_HLr, LHr, HHr] = dwt2 (Decrypted_Object, “db”),
Step 8: Apply DWT to Recovered_HLr sub-band of Decrypted_Objet, [LL2r, HL2r, LH2r, and HH2r] = dwt2 (Recoverd_HLr, “db”).
Step 9: Read HH2 sub-band of Host_object, step 3; step 4 of watermark embedding algorithm.
Step 10: Find Scrambled_Watermark using scale factor α used in watermark embedding algorithm as, Scrambled_Watermark = (HH2r-HH2)/α, get 2D audio son.
Step 11: Apply inverse IDCT to Scrambled Watermark to find final Extracted Watermark, Extracted Watermark = idct2 (“Scrambled Watermark”) equal audio son.
Step 15: Display Extracted Watermark.

4. Results and Discussion

Various experiments are carried out to assess the performance of the proposed algorithm, in terms of robustness against attacks and imperceptibility. Four gray-scale images obtained in medical image center of regional hospital of Ngaoundere and Douala in Cameroon have been used. These images are respectively named “Scanner image”, “Radiologic image”, “Echo graphic image”, “Mammographic image”; these images are the same size (512 × 512). The use of the audio signal as a brand is indeed information about the patient (name, surname, diagnosis, etc.) (Figure 2).

Figure 2. (a) Scanner image, (b) Radiologic image, (c) Echographic image, (d) Mammographic image, (e) Watermark signal, (f) Spectrogram of watermark signal.
4.1. Test of Imperceptibility: PSNR and SSIM

In order to show the differences between the original and watermarked images, the signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) are used [30]. The PSNR indicates the destruction rate while the SSIM is used to express the level of similarity ([31] [32]). These two metrics are used after embedding process.

Peak-Signal-To-Noise-Ratio (PSNR) is defining as follow:

$$\text{PSNR} = 10\log_{10}\left(\frac{255 \times 255}{\sum_{m=0}^{M-1} \sum_{n=0}^{N-1} (I_1(x,y) - I_2(x,y))^2}\right)$$

where $I_2$ is watermarked image and $I_1$ is original image. Bigger the PSNR is better the watermark conceals is [33].

The SSIM metric is defined by the following equation:

$$\text{SSIM}(O,W) = \frac{(\mu_x + C_1)(\mu_y + C_1)2\sigma_{xy}}{\mu^2_x + \mu^2_y + C_1(\sigma^2_x + \sigma^2_y + C_2)}$$

$\sigma_x$ and $\sigma_y$ are the mean intensity of $x$ and $y$. In the same time $\sigma^2_x$ and $\sigma^2_y$ are respectively variance of $x$ and $y$ [33]. $\sigma_{xy}$ is the covariance of $x$ and $y$. The averages of $x$ and $y$ are $\mu_x$ and $\mu_y$. Variables $C_1$ and $C_2$ are used to stabilize the division with weak denominator. The value of SSIM varies between $-1$ and $1$, where the maximum value, i.e., 1 is obtained for two similar images [33].

Based on the results of this Table 1, it can be concluded that the destruction of images is acceptable after embedding process.

4.2. Robustness against Attacks

Bit Error Rate (BER) is one of many metrics use to verified the robustness of the proposed algorithm, we use it, in our case. It’s calculated between original watermark and the extracted watermark after applying attacks on the watermarked images [33]. The bit error rate is calculated by:

$$\text{BER}(W, EW) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} W(i,j) + EW(i,j)}{m \times n}$$

Table 1. Presents the PSNR and SSIM values.

| Watermarked scanner image | Watermarked Radiographic image | Watermarked Image Echo graphic Image | Watermarked image mammographic |
|---------------------------|-------------------------------|------------------------------------|-------------------------------|
| A PSNR SSIM | a PSNR SSIM | a PSNR SSIM | a PSNR SSIM |
| 0.1 0.1 59.60 0.98 | 0.1 61.32 0.97 | 0.1 55.76 0.99 | 0.1 62.87 0.99 |
| 0.2 0.2 58.12 0.99 | 0.2 61.06 0.98 | 0.2 55.07 0.98 | 0.2 62.01 0.97 |
| 0.4 0.4 57.86 0.97 | 0.4 59.44 0.99 | 0.4 54.01 0.97 | 0.4 61.23 0.97 |
| 0.6 0.6 56.21 0.98 | 0.6 59.17 0.98 | 0.6 53.32 0.96 | 0.6 59.14 0.98 |
Another statistic parameter use is Normalized Correlation (NC) which measures the similarity and difference between original watermark and extracted watermark. Generally, NC obtained between 1 and 0.7 is acceptable [35].

Another statistic parameter use is Normalized Correlation (NC) which measures the similarity and difference between original watermark and extracted watermark. Generally NC obtained between 1 and 0.7 is acceptable.

\[
NC = \frac{\sum_{i=0}^{n} \text{Or} \_ \text{watermark} \times \text{Ex} \_ \text{watermark}}{\left(\sum_{i=0}^{n} \text{Or} \_ \text{watermark} \times \sum_{i=0}^{n} \text{Ex} \_ \text{watermark}\right)^{\frac{1}{2}}}
\]

\(\text{Or} \_ \text{watermark}\) is original watermark, \(\text{Ex} \_ \text{watermark}\) is extracted watermark.

Table 2 shows SSIM and BER results after applying cropping 20% and salt & pepper attacks on the watermarked images.

Table 2. Presents the BER, NC and SSIM values.

| Attacks                        | Watermarked scanner image | Watermarked Radiographic image | Watermarked Image mammographic |
|--------------------------------|---------------------------|-------------------------------|-------------------------------|
|                                | BER | NC | SSIM | BER | NC | SSIM | BER | NC | SSIM | BER | NC | SSIM |
| No attack                      | 1.00 | 1.00 | 0.98 | 0.92 | 0.94 | 0.97 | 0.86 | 0.95 | 0.99 | 1.00 | 0.99 | 0.99 |
| Gaussian filter \([2 \times 2]\) | 0.34 | 0.93 | 0.97 | 3.06 | 0.34 | 0.93 | 0.97 | 0.96 | 0.98 | 0.61 | 0.91 | 0.97 |
| Gaussian filter \([5 \times 5]\) | 0.84 | 0.82 | 0.92 | 0.44 | 0.84 | 0.82 | 0.92 | 0.92 | 0.97 | 0.23 | 0.97 | 0.97 |
| Gaussian noise \([0.001]\)     | 0.54 | 0.92 | 0.98 | 0.77 | 0.54 | 0.92 | 0.98 | 0.94 | 0.9 | 0.74 | 0.93 | 0.98 |
| Gaussian noise \([0.1]\)       | 0.45 | 0.67 | 0.89 | 0.33 | 0.45 | 0.67 | 0.89 | 0.65 | 0.71 | 0.81 | 0.65 | 0.77 |
| Salt & pepper (density = 0.01) | 0.69 | 0.54 | 0.78 | 0.77 | 0.69 | 0.54 | 0.77 | 0.69 | 0.54 | 0.77 | 0.79 | 0.64 |
| Salt & pepper (density = 0.1)  | 0.78 | 0.45 | 0.89 | 0.66 | 0.73 | 0.65 | 0.88 | 0.78 | 0.45 | 0.89 | 0.66 | 0.55 |
| Resizing (scale = 0.3)         | 0.67 | 0.81 | 0.89 | 0.87 | 4.67 | 0.89 | 0.89 | 3.67 | 0.81 | 0.82 | 0.67 | 0.88 |
| Resizing (scale = 0.1)         | 0.31 | 0.78 | 0.87 | 0.78 | 3.11 | 0.78 | 0.87 | 3.11 | 0.78 | 0.87 | 0.91 | 0.75 |
| Median filter \([3 \times 3]\) | 0.67 | 0.98 | 0.93 | 0.98 | 0.67 | 0.98 | 0.93 | 0.67 | 0.98 | 0.93 | 0.87 | 0.98 |
| Median filter \([5 \times 5]\) | 2.44 | 0.90 | 0.96 | 0.90 | 2.44 | 0.90 | 0.96 | 2.44 | 0.90 | 0.96 | 0.44 | 0.88 |
| Rotation 10˚                    | 4.27 | 0.89 | 0.91 | 0.89 | 4.27 | 0.89 | 0.91 | 4.27 | 0.89 | 0.91 | 0.89 | 0.88 |
| Rotation 30˚                    | 3.49 | 0.87 | 0.78 | 0.87 | 4.41 | 0.84 | 0.79 | 3.49 | 0.73 | 0.78 | 0.91 | 0.78 |
4.3. Comparison of Obtained Results

In this section we use many different types of attacks (like Gaussian), image processing attacks (resizing, rotation) and hybrid attacks (like salt & pepper and Gaussian filter) to demonstrate the robustness of the suggested watermarking algorithm on the watermarked images and then extracts the embedded watermarks. The average results of these tests are shown in Table 2. In the above table, focused of obtained results SSIM, NC and BER tests, we can conclude that the presented watermarking approach has better robustness against attacks in the embedding and the extracting processes of the proposed approach [35].

Tests results of our scheme are compare with the results of two other researchers’s scheme ([36] [37]), these results are better than the two others methods.

Figure 3 and Table 3 show the results under different scale factor, the results of PSNR in our case are superior to 50 which denoted the robustness and the imperceptibility of the proposed scheme.

The difference and one advantage of our scheme is the use of audio logo which is transform in 2D then DCT transformed. This watermark is not easily recognizable.

4.4. Results of Obtained Watermarked and Encrypted Images

In this section, we present the obtained visual results after the conjoint phase of watermarking and encryption of the proposed algorithm. Figures 4-7 show that effectively the watermark is invisible and the encryption is realized. The two mains objectives for medical images security, imperceptibility and confidentiality are satisfied.

Figure 3. Diagram variations of PSNR with scale factor for different watermarked images, (a) Watermarked scanner image, (b) Watermarked radiographic image, (c) Watermarked echographic image, (d) Watermarked mammographic.
Table 3. Comparison of proposed Scheme with Sunjay et al. [38].

| Attacks                        | Sanjay et al. [38] | Proposed Algorithm |
|-------------------------------|--------------------|--------------------|
|                               | PSNR   | NC    | PSNR   | NC    |
| Median Filtering              | 34.95  | 0.92  | 36.24  | 0.94  |
| Salt and Pepper Noise addition| 25.23  | 0.99  | 27.15  | 0.89  |
| Resizing                      | 34.84  | 0.92  | 31.10  | 0.98  |
| Brightness adjustment         | 29.04  | 0.93  | 31.10  | 0.98  |
| Cropping                      | 11.55  | 0.83  | 13.01  | 0.81  |
| Rotation                      | 10.86  | 0.92  | 12.01  | 0.93  |

Figure 4. (a) Host scanner image, (b) Watermarked image, (c) Encrypted image.

Figure 5. (a) Host radiographic image, (b) Watermarked image, (c) Encrypted image.

Figure 6. (a) Host echographic image, (b) Watermarked image, (c) Encrypted image.

4.5. Security Analysis, Key Sensitivity Test

The secret key sensitivity is an essential characteristic for a good encryption-system; it guarantees the safety and robustness against exhaustive attacks.
The largest key space is very important, because of failure brute-force attacks. Secret key for our proposed scheme is 3.93695629844, representing initial values of Logistic map, having $10^{-11}$ precision [38]. When a change of 1 digit is made in the secret key, the result is very different in term of encrypted and decrypted image 2 [39]. Figures 8-11 show the results of key space analysis of our tests images.

4.6. Histogram Analysis

To get information about statistical properties of encrypted image, histogram analysis is a better way to obtain this information. Histogram of the encrypted image gives the distribution of pixels. Figure 12 shows the histograms of the original images used, and Figure 13 shows the histograms of these same encrypted images, where we note a uniform distribution, reflecting a good encryption.

4.7. Correlation Coefficient Analysis

Correlation analysis is very essential for the encryption phase and is carried out between the different pixel pairs of the original and encrypted images.

The correlation coefficients are calculated by the following formulas:

$$cov(u, v) = E(u - E(u))(v - E(v))$$

$$r_{uv} = \frac{cov(u, v)}{\sqrt{D(u)}\sqrt{D(v)}}$$

where $u$ and $v$ are intensities values of two adjacent pixels, $r_{uv}$ is the correlation coefficient. $cov(u, v)$, $E(u)$ and $D(u)$ are given as follows

$$E(u) = \frac{1}{N}\sum_{i=1}^{N}u_i$$

$$D(u) = \frac{1}{N}\sum_{i=1}^{N}(u_i - E(u))^2$$

$$cov(u, v) = \frac{1}{N}(u_i - E(u))(v_i - E(v))$$

The pixels of an original image are strongly correlated in the horizontal,
**Figure 8.** Test key sensitivity of image scanner: (a) Original image, (b) Encrypted image with the key $= 3.93695629844$, (c) Encrypted image with the key $= 3.93695629845$.

**Figure 9.** Test key sensitivity of image radiographic: (a) Original image, (b) Encrypted image with the key $= 3.93695629844$, (c) Encrypted image with the key $= 3.93695629845$.

**Figure 10.** Test key sensitivity of image Echographic: (a) Original image, (b) Encrypted image with the key $= 3.93695629844$, (c) Encrypted image with the key $= 3.93695629845$.

**Figure 11.** Test key sensitivity of image Mammographic: (a) Original image, (b) Encrypted image with the key $= 3.93695629844$, (c) Encrypted image with the key $= 3.93695629845$.
vertical and diagonal directions. In order to know whether a cryptographic system should produce encrypted images without any correlation between adjacent pixels. Adjacent pixel correlation coefficients for horizontal, vertical and diagonal directions respectively, were calculated. Figure 14 shows the results of the horizontal correlation of the original image and Figure 15 shows the encrypted image.

It’s remarkable in Figure 14. The pixels are concentrated in a particular area of original image. It means that the correlation is important, but in case of Figure 15, the pixels are not concentrated in one part of encrypted image means that the correlation is low. Some correlation coefficients are mentioned in following Table 4. The values of correlation coefficients are very less under 1. These give a conclusion that the encryption algorithm is very robust.

4.8. Differential Analysis

This test gives the sensibility of encrypted image referred to original image. For this, we encrypted both images \((I_01, I_02)\) which are different by one pixel, and then Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI) are calculated. NPCR represents the amount of pixels changed when one pixel is change [39].
Figure 14. Correlation analysis: (a) Correlation analysis original scanner image, (b) Correlation analysis original radiographic image, (c) Correlation analysis original Echographic image, (d) Correlation analysis original mammographic image.

Figure 15. Correlation analysis: (a) Correlation analysis encrypted scanner image, (b) Correlation analysis encrypted radiographic image, (c) correlation analysis encrypted echographic image, (d) Correlation analysis Encrypted image.

Table 4. Correlation coefficients of two adjacent pixels of encrypted images.

| Images            | Horizontal | Vertical | Diagonal |
|-------------------|------------|----------|----------|
| Scanner image     | 0.0018     | −0.0005  | 0.0031   |
| Radiographic image| 0.0119     | 0.0067   | 0.0045   |
| Echographic image | 0.0283     | 0.0044   | −0.0033  |
| Mammographic image| 0.0018     | 0.0072   | 0.0051   |

\[ NPCR = \frac{\sum_{i=0}^{H} \sum_{j=0}^{L} D_j}{H \times L} \tag{26} \]

\[ D_{i,j} = \begin{cases} 
1 & \text{if } I_{01} \neq I_{02} \\
0 & \text{if } I_{01} = I_{02} 
\end{cases} \]

\[ UACI = \frac{1}{H \times L} \sum_{i=0}^{H} \sum_{j=0}^{L} \frac{I_{01}(i,j) - I_{02}(i,j)}{2^8 - 1} \tag{27} \]
Table 5 gives the values obtained after tests for originals images. The obtained results of NPCR are around 90% for all four tests encrypted images, in the same time results of UACI are around 40%. We can say that our algorithm is really satisfactory in term of robustness and confidentiality, better aspect of medical image security.

4.9. Speed Analysis

Speed of encryption and decryption is also use to characterize scheme. In our case the time results are obtained with computer having the following specifications Dell core Duo E7200 @2GHz, 1.96 GB RAM. Table 6 shows the time of encryption and decryption. This time varies depending on the image used.

4.10. Comparison Analysis

The calculation of the entropy is a statistical parameter of the image. It is given by the following formula:

\[ H(m) = \sum_{i=0}^{r-1} p(m_i) \log_2 \frac{1}{p(m_i)} \]  

(28)

where \( p(m) \) represents the probability of pixel \( m \). Bits is expression of Entropy. We can have \( 2^8 \) bits, where each pixel in the image is represented by 8 bits. Following tables give the comparison of entropy with other methods.

For above tables the pertinence of the proposed method is proved, our method after the phase of frequential watermarking with adding audio signal make encryption by the technique of permutation and confusion, function of numbers of iterations. The main advantage of the proposed method is the sensitivity to initials conditions which in this case are keys of encryption. The same keys are indispensable for decryption phase.

Table 5. NPCR and UACI.

| Images          | NPCR (%) | UACI (%) |
|-----------------|----------|----------|
| Scanner image   | 97.56    | 41.04    |
| Radiographic image | 98.55   | 42.34    |
| Echographic image | 98.33   | 43.56    |
| Mammographic image | 99.87  | 43.02    |

Table 6. Encrypted and decrypted times.

| Images            | Encrypted time (s) | Decrypted time (s) |
|-------------------|--------------------|--------------------|
| Scanner image     | 14                 | 31                 |
| Radiographic image | 17                 | 34                 |
| Echo graphic image | 15                 | 32                 |
| Mammographic image | 18                 | 36                 |
5. Conclusion

We have proposed in this paper a method using chaos encryption based to solution of Vershult model combined with non-blind watermarking. This method consists of two mains phases; the first one is the non-blind watermarking associated with an audio signal. The second phase consists of encrypt watermarked image with logistic map knowing initials conditions, number of iterative conditions to generate chaos parameters. The results of PSNR, SSIM, NC, BER and correlation coefficients NPCR, UACI prove the imperceptibility and the robustness of your algorithm. Further research can be done in the following areas to improve the security of the medical images, as far as intelligent reversible watermarking is concerned. In the future, we intend to explore its ability to be robust against a specific attack through its learning mechanism. Reversible watermarking is also susceptible to different attacks in real watermarking applications. We intend to incorporate single attack information in its learning mechanism first and later enhance it to a series of attacks. Another important aspect that could be taken into account is the security of the watermark itself. For this purpose, different encryption strategies, such as Petri reseau encryption, can be employed on the watermark before embedding. Further research could also focus on compressibility. When compression is applied after encryption, the randomness of the ciphertext will greatly reduce the amount of compression achieved.
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