Abstract: This manuscript confirms the feasibility of using a long short-term memory (LSTM) recurrent neural network (RNN) to forecast lumber stock prices during the great and Coronavirus disease 2019 (COVID-19) pandemic recessions in the USA. The database was composed of 5012 data entries divided into recession periods. We applied a timeseries cross-validation that divided the dataset into an 80:20 training/validation ratio. The network contained five LSTM layers with 50 units each followed by a dense output layer. We evaluated the performance of the network via mean squared error (MSE), root mean squared error (RMSE), and mean absolute error (MAE) for 30, 60, and 120 timesteps and the recession periods. The metrics results indicated that the network was able to capture the trend for both recession periods with a remarkably low degree of error. Timeseries forecasting may help the forest and forest product industries to manage their inventory, transportation costs, and response readiness to critical economic events.

Keywords: machine-learning; neural networks; random length; stock prices; forecasting; LSTM

1. Introduction

The United States forest products industry was hit hard during the Coronavirus disease 2019 (COVID-19) pandemic due to decreases in construction demand, mainly in the states that deemed construction to be non-essential [1]. Moreover, with the economic downturn, many forest products industries had to stop their operations or even close their business. However, with the issued shelter-in place orders across the United States, there was an unprecedented consumption of lumber. Individual homeowners were more active in building, repairing, and upgrading household spaces. To that end, lumber price in the stock market reached a record high in the month of August 2020 due to low supply and high demand [2].

The stock market has become a critical part of the global economy, and wood plays an important role in this scenario. However, by its own nature, the stock market has non-linear, volatile, and complex cycles, where fluctuations influence our daily lives and the economic health of a country [3].

For stock market purposes, lumber is defined as wood that is processed into beams or planks with different lengths [4]. Lumber is a key commodity for a variety of U.S. industries, namely, homebuilding, furniture, manufacturing, flooring, decking, and kitchen cabinetry. Lumber comes from hardwoods and softwoods with the latter with higher productions [5]. The importance of lumber makes it a highly economically sensitive commodity with prices being driven by construction and housing data, trade policies, availability and price of substitutes, and supply [6].

The forecasting of time series, namely, weather conditions, stock prices, and energy consumption has been an increasingly popular aim of research in the past years. Monte Carlo simulations are one of the most popular techniques used to predict uncertainty in a model. However, the Monte Carlo simulation requires high computational power [7].
Much work has been done in the time series prediction area [8,9]. The objective of these studies was to emulate human intelligence through intelligent systems. We highlight the work of White (1988) [10] with his study on artificial neural networks (ANNs) to predict International Business Machines Corporation (IBM) daily stock returns, Chiang et al. (1996) [11] with an ANN approach to mutual fund net asset value forecasting, and Kim and Chun (1998) [12] with application of probabilistic neural networks to a stock market index. More recently, with the advent of big data, Bandara et al. (2018) [13] used long short-term memory (LSTM) networks to forecast time series across databases, finding that the LSTM approach outperformed state-of-the-art methods.

In this paper, we propose the use of the simple long short-term memory recurrent artificial recurrent neural network technique to forecast Random Length lumber stock price. To the best of our knowledge, this is the first of its kind study in wood science. Our overall goal is to continually increase the use of machine-learning techniques applied to the wood science and technology field. Our hypothesis is that while lumber stock prices are difficult to forecast, LSTM can predict the trend in the stock with sufficient accuracy to be useful prognostication tool.

2. Materials and Methods

The dataset used in this research is an open-source database obtained from Yahoo!(r) Finance website [14]. The database consists of daily open, high, low, close, adjusted close, and volume data in USD currency from Random Length Lumber Futures, Se (LBF = F) stock prices. The database accessed on 15 September 2020 contained 5012 entries from 17 July 2000 to 31 August 2020.

2.1. Time Series Analysis

LSTM artificial neural networks were used to model 2 periods of the U.S. economic history, namely, the great recession of 2007–2009 and the COVID-19 recession of 2020. According to the National Bureau of Economic Research—NBER [15], a recession is defined by a period of declining economic activity distributed across economic sectors, lasting a short period (usually months), visible in decreasing of real gross domestic product (GDP), real income, employment rate, industrial production, and wholesale retail sales.

2.1.1. Cross-Validation for Time Series Dataset

Conventional cross-validation for time ordered dataset can be problematic. If a particular pattern emerges at a specific point and continues for a subsequent period, the model can overfit the trend and not generalize well. To that end, for each training dataset, namely, great and COVID-19 recessions, we used a time series split cross-validation technique recommended by [16]. The time series split cross-validation is a variation of k-fold that returns k folds as train set and the (k + 1) fold as test set. It is worth noting that in this case shuffling was not used to keep the temporal trend of the data. Finally, we used fivefold cross-validation. The overall cross-validation mechanism is as follows:

$$\text{Fold 1 : Training set} = x_1; \text{Testing set} = x_2$$

$$\text{Fold 2 : Training set} = x_1, x_2; \text{Testing set} = x_3$$

$$\text{Fold 3 : Training set} = x_1, x_2, x_3; \text{Testing set} = x_4$$

$$\text{Fold 4 : Training set} = x_1, x_2, x_3, x_4; \text{Testing set} = x_5$$

$$\text{Fold 5 : Training set} = x_1, x_2, x_3, x_4, x_5; \text{Testing set} = x_6$$

2.1.2. The Great Recession (2007–2009)

Ng and Wright [17] determined a peak in economic activity occurred in the United States economy in December 2007. The peak marked the end of economic expansion that began in November 2001. The peak marked the start of the great recession that
officially ended in June 2009 when a new expansion began. This recession lasted 18 months, which was the longest U.S. recession since World War II. The great recession was severe in several aspects, namely, the largest decline in real GDP recorded to that time, with the unemployment rate rising to 9.5% in June 2009 and peaking at 10% in October 2009 (Rich, 2013) [18].

To model this period, we used the data from 17 July 2000 to 30 June 2009. The training set corresponded from 17 July 2000 up to 31 August 2007, and the testing set corresponded to 4 September 2007 up to 30 June 2009. Furthermore, the training and testing sets consisted of 1793 and 430 data entries, respectively. Figure 1 shows the data over time for these periods.

![Figure 1. Evolution of training set (a) and testing set (b) over time for the Random Length stock price for the great recession modeling.](image)

Table 1 shows the descriptive statistics for the training and testing datasets during the great recession period. There was an averaged decrease in approximately USD 81.00 before and after the great recession. The low values of skewness and kurtosis suggests that both sets were normally distributed.

| Set       | Min ¹ | Max ²  | Mean    | Std. Dev ³ | Skewness  | Kurtosis |
|-----------|-------|--------|---------|------------|-----------|----------|
| Training  | 184.6 | 464    | 292.92  | 57.09      | 0.57      | −0.330   |
| Testing   | 138.1 | 270.1  | 211.26  | 35.02      | −0.38     | −1.11    |

¹ Min: minimum. ² Max: maximum; ³ Std. dev: standard deviation.

2.1.3. The COVID-19 Recession (2020–)

The NBER committee [19] has determined that the peak of U.S. economic expansion occurred in February 2020. The peak marked the end of the expansion that initiated in June 2009 after the end of the great recession (see Section 2.1.2) and the beginning of a new recession. The expansion lasted 128 months, which is the longest recorded in the history of the U.S. business cycle. The COVID-19 recession was triggered by the severe acute respiratory syndrome (SARS) coronavirus disease that led to policies that resulted in sharp rises in unemployment rate, stock market crash, collapse of the tourism industry, collapse of health systems, collapse of price of oil, increase of government debt, major downturn in consumer activity, and market liquidity crisis [20].

To model this period, we used data from 1 July 2009 to 31 August 2020. The training set corresponded to data from 1 July 2009 up to 31 January 2020, and the testing set corresponded to 1 February 2020 up to 31 August 2020. Furthermore, the training and
testing sets consisted of 2642 and 147 data entries, respectively. Figure 2 shows the data over time for this period.

![Figure 2. Evolution of training set (a) and testing set (b) over time for the Random Length stock price for the COVID-19 recession modeling.](image)

Table 2 shows the descriptive statistics for the training and testing datasets used to model the COVID-19 recession period. There was an averaged increase in approximately USD 125.47 during the COVID-19 pandemic driven by governmental shelter-in-place orders and stay at home measures. Both datasets started to show a departure from normality with somewhat higher skewness and kurtosis. This was even more pronounced in the testing data with standard deviation of 150.38 and skewness of 1.43.

### Table 2. Descriptive statistics for the COVID-19 pandemic training and testing periods.

|        | Min  | Max  | Mean  | Std. Dev | Skewness | Kurtosis |
|--------|------|------|-------|----------|----------|----------|
| Training | 163.6 | 651  | 319.25| 80.45    | 0.88     | 1.42     |
| Testing  | 259.8 | 928  | 444.72| 150.38   | 1.43     | 1.47     |

1 Min: minimum; 2 Max: maximum; 3 Std. dev: standard deviation.

### 2.2. Long Short-Term Memory Recurrent Neural Network

The LSTM recurrent neural network was introduced by Hochreiter and Schmidhuber [21] to primarily overcome the problem of vanishing gradients in commonly used recurrent neural networks in which the models resembled an ordinary node, except that it is replaced by a memory cell (Figure 3). Since the introductory work of 1997, LSTM networks have been modified and popularized by many researchers with variations that include an optional forget gate and a peephole connection [22,23]. In this paper, we focus on LSTM with a forget gate.

The forget gate in Figure 3 provides a mechanism by which the network can learn to flush the contents of the internal state. The gate can decide what information will be thrown away from the cell state. The input gate is responsible for updating the cell state in which it decides what new information can be stored in the cell state, and the output gate decides what information can be output based on the cell state. On the basis of the connection in Figure 3, one can mathematically express the LSTM cell as follows:
Figure 3. A long short-term memory (LSTM) memory cell node with a forget gate (Yu et al., 2019).

- At time step \( t \) (\( t = 1, 2, \ldots, T \)), given hidden state \( h_{t-1} \) past cell \( c_{t-1} \) from the last time step \( t-1 \) and current input \( x_t \), the forward pass of LSTM is executed by first computing the updated memory cell \( \tilde{c}_t \):

\[
c = \tanh(W_{cx} x_t + W_{ch} h_{t-1} + b_c)
\]

(1)

- The input gate \( i_t \) controls how much information in \( \tilde{c} \) will flow through the new memory \( c_t \), and a forget gate \( f_t \) is introduced to control what information in the previous cell \( c_{t-1} \) should be remembered:

\[
i_t = \sigma(W_{ix} x_t + W_{ih} h_{t-1} + b_i)
\]

(2)

\[
f_t = \sigma(W_{fx} x_t + W_{fh} h_{t-1} + b_f)
\]

(3)

\[
c_t = i_t \tilde{c}_t + f_t c_{t-1}
\]

(4)

- The output gate \( o_t \) determines which part of the memory cell \( c_t \) should flow into the hidden state \( h_t \):

\[
o_t = \sigma(W_{ox} x_t + W_{oh} h_{t-1} + b_o)
\]

(5)

\[
h_t = o_t \tanh(c_t)
\]

(6)

2.3. Training and Evaluation

The entirety of the training and testing datasets were normalized to the range of 0 and 1 before training by

\[
X_{\text{std}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

(7)

\[
X_{\text{scale}} = X_{\text{std}} \times \frac{(X - \text{min})}{\text{min}}
\]

(8)

The network (Figure 4) was developed and trained using Python 3.6.5, TensorFlow 2.0 [24], and Keras 2.3.1 [25]. We tested 3 different timesteps—30, 60, and 120—which represents the total “memory” size of the closing price, in order to identify which resulting model would show best performance for predicting the great recession and the COVID-19 recession. Our model comprised a stack of 5 LSTM layers with 50 units in each layer, which corresponded to the dimensionality of the output space. The first layer was the input layer, which was the ordered 3-tuple (batch size, timesteps, feature), where batch size (i.e., the “?” symbol in Figure 4) represented the batch size that was set to a constant 256, and feature
was set to a constant 1 that corresponded to the close price of the stock. The last layer was fully connected with only 1 node, which represented the time series stock price prediction.

We used the adaptive momentum estimator to iteratively minimize the mean squared error (MSE) loss function. The learning rate was set to $1 \times 10^{-3}$ and reduced by a factor of 0.1 when the training loss stalled for 80 epochs. We stopped training when the training loss reached a plateau for 100 consecutive epochs. We trained the model on a single NVidia graphical processing unit (GPU).

Commonly used metrics to evaluate forecast accuracy are the mean squared error (MSE), root mean squared error (RMSE), and the mean absolute error (MAE). According to Bouktif et al. [26], RMSE is a metric that penalizes large error terms, and MAE is the mean of the sum of absolute differences between actual and forecasted values. The following metrics were then evaluated for each fold and recession period for the testing set.

$$MSE = \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{N}$$  \hspace{1cm} (9)

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{N}}$$  \hspace{1cm} (10)

$$MAE = \frac{\sum_{i=1}^{N} |y_i - \hat{y}_i|}{N}$$  \hspace{1cm} (11)

where $\hat{y}_i$ are the predicted values, $y_i$ are the actual values, and $N$ is the number of observations.

3. Results and Discussion

We first analyzed the feasibility of using long short-term memory artificial recurrent neural networks to predict Random Length lumber stock prices during the great recession period (2007–2009) and COVID-19 pandemic recession period (2020–). Figure 5 displays model performance during training.
3. Results and Discussion

We first analyzed the feasibility of using long short-term memory artificial recurrent neural networks to predict Random Length lumber stock prices during the great recession period comprised data from 4 September 2007 up to 30 June 2009, which represented 430 datapoints to be predicted. Holidays and weekends were not open for business during these periods. Figure 5 shows model predictions for different timesteps.

Figure 5. Model performance during training.

Figure 5 shows a high degree of learning from the network for both recession time-series, confirmed by the observance of low mean squared errors (MSE). It is worth noting that the training of all timeseries for both recession periods behaved similarly after 100 epochs. We decided to include only 100 epochs for clarification as the validation losses become too small and hence overlap each other. For the great recession period, the MSE after training were \(1.05 \times 10^{-3}, 6.35 \times 10^{-4},\) and \(6.94 \times 10^{-4}\) for 30, 60, and 120 timesteps, respectively. For the COVID-19 recession period, the MSE after training were \(1.15 \times 10^{-4}, 1.43 \times 10^{-4},\) and \(1.34 \times 10^{-4}\) for 30, 60, and 120 timesteps, respectively. Furthermore, it is valid to infer that the models would perform relatively well on unseen data.

3.1. The Great Recession Period Analysis

The great recession period comprised data from 4 September 2007 up to 30 June 2009, which represented 430 datapoints to be predicted. Holidays and weekends were not predicted, as the stock market was not open for business during these periods. Figure 6 shows model predictions for different timesteps.

Figure 6. Cont.
As observed in Figure 6, all timesteps performed very similar with the predicted value overlapping the ground-truth trend. Overall, the network with 120 timesteps performed better with lower error values (Table 3). Thereby, we can infer that longer timesteps have the capability of storing useful information that helps to capture the trend in future data for longer periods. However, in terms of computational processing, 30 timesteps is preferable, mainly due to the minimal error found between 30 and 120 timesteps.

Table 3. Performance metrics for each timesteps during the great recession.

| Timesteps | Metric  | Folds | Average |
|-----------|---------|-------|---------|
|           |         | 1     | 2       | 3       | 4       | 5       |         |
| 30        | MSE 1   | 0.0039| 0.0019  | 0.0019  | 0.0008  | 0.0010  | 0.0019  |
|           | RMSE 2  | 0.0630| 0.0440  | 0.0439  | 0.0286  | 0.0316  | 0.04222 |
|           | MAE 3   | 0.0479| 0.0303  | 0.0305  | 0.0207  | 0.0230  | 0.03048 |
| 60        | MSE     | 0.0051| 0.0017  | 0.0014  | 0.0009  | 0.0009  | 0.0002  |
|           | RMSE    | 0.0711| 0.0422  | 0.0374  | 0.0301  | 0.0303  | 0.0422  |
|           | MAE     | 0.0552| 0.0290  | 0.0260  | 0.0218  | 0.0220  | 0.0308  |
| 120       | MSE     | 0.0043| 0.0014  | 0.0011  | 0.0007  | 0.0010  | 0.0017  |
|           | RMSE    | 0.0659| 0.0379  | 0.0333  | 0.0273  | 0.0325  | 0.03938 |
|           | MAE     | 0.0531| 0.0270  | 0.0237  | 0.0198  | 0.0236  | 0.02944 |

1 MSE: Mean Squared Error; 2 RMSE: Root Mean Square Error; 3 MAE: Mean Absolute Error.

It is also clearly noted that the models did not perform well between September and early November 2008, regardless of timesteps. During the months of September and October 2008, the stock market reached its negative peak, which culminated with the stock market crash on 29 September 2008 affecting the following days [27]. Usually during normal operation, the stock market is open for business for approximately 21 days per month. In September and October 2008, the stock market was open for 10 days in each month.

3.2. COVID-19 Recession Analysis

The COVID-19 recession is an ongoing recession as of October 2020. We analyzed data from 3 February 2020 up to 3 September 2020, which corresponded to 147 datapoints to be predicted. Holidays and weekends were not predicted, as the stock market was not open for business during these periods.
Figure 7 shows that overall, the models had similar performance when predicting the Random Length stock price from February to middle September 2020. The models also captured the concomitant raise in the price of lumber that initiated approximately in middle June 2020 up to middle to late August. However, from this point and forward, the models diverged. The reason for such divergence is explained by the training set. The training set for the COVID-19 recession did not include such high variations. Machine-learning models are highly restricted with respect to predictions. In other words, the model only predicts what it learned from the training set. Table 4 shows the model’s metrics for each timesteps.

Figure 7. COVID-19 recession period prediction using LSTM for (a) 30 timesteps, (b) 60 timesteps, and (c) 120 timesteps. Shaded area represents standard deviation.

Table 4. Performance metrics for each timesteps during the COVID-19 recession.

| Timesteps | Metric | Folds | Average |
|-----------|--------|-------|---------|
| 30        | MSE    | 0.0371 0.0175 0.0099 0.0135 0.0050 | 0.0166 |
|           | RMSE   | 0.1926 0.1324 0.0999 0.1162 0.0708 | 0.1223 |
|           | MAE    | 0.1276 0.0696 0.0549 0.0620 0.0416 | 0.0711 |
| 60        | MSE    | 0.0451 0.0105 0.0177 0.0122 0.0034 | 0.0177 |
|           | RMSE   | 0.2125 0.1026 0.1333 0.1106 0.0583 | 0.1234 |
|           | MAE    | 0.1517 0.0590 0.0751 0.0607 0.0377 | 0.0768 |
| 120       | MSE    | 0.051 0.0064 0.0185 0.0137 0.0037 | 0.0186 |
|           | RMSE   | 0.2258 0.0804 0.1363 0.1173 0.0613 | 0.1242 |
|           | MAE    | 0.1642 0.0459 0.0764 0.0636 0.0391 | 0.0778 |

1 MSE: Mean Squared Error. 2 RMSE: Root Mean Square Error; 3 MAE: Mean Absolute Error.
Regarding the divergence observed, we primarily highlight the final prediction. The three models predicted the final price around USD 680, when it was around USD 918. Perhaps, this could be avoided by using even longer timesteps or deeper machine-learning models. Overall, the 30 timesteps model achieved better performance for the COVID-19 recession period with \(MSE\), \(RMSE\), and \(MAE\) of 0.0166, 0.1223, and 0.0711, respectively. When analyzing regression-like problems, these metrics should be close to 0. Furthermore, we consider the three models as appropriate to capture the trend in the data.

4. Conclusions

We demonstrated the feasibility of predicting the Random Length lumber stock price timeseries using LSTM artificial recurrent neural networks. Model training was based on daily data that incorporated the close price of the stock. We introduced three timesteps, namely, 30, 60, and 120 days to predict lumber price during two recent recession periods in U.S history, namely, the great recession in 2007–2009 and the current COVID-19 pandemic up to 31 August 2020.

It was observed that the three timesteps generated useful, efficient, and robust predictions of the stock price during the recession periods. LSTM networks are quite unique in the wood science field, and we showed this type of network is able to efficiently capture non-linear temporal relationships. The results achieved for both periods are remarkable with low error terms for \(MSE\), \(RMSE\), and \(MAE\). Timeseries forecast is important for forest and forest products inventory management. It will help loggers, sawmills, and the transportation sector plan their activities without the need of understanding complex factors that underly the stock market. We plan to continue applying machine-learned algorithms in the wood science field such that every segment of the industry can be optimized with state-of-the-art techniques. For future applications, we plan to add factors that may influence the lumber price so that we would have a better understanding in their relationships.
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