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Abstract. In this paper, we propose an extension of the standard UTADIS methodology, an approach that originates from multicriteria decision aid (MCDA) for sorting problems, such that it can handle more than one classification criteria simultaneously which possibly involves different predefined classes for alternatives. Moreover, we test the classification ability of the standard UTADIS methodology using the out-of-classification criterion approach, a new variant of the studies comprising out-of-time and out-of-sample testing methodologies. Results obtained in out-of-classification criterion testing are then compared with the classification ability of the Multiple Classification Criteria UTADIS (MCC UTADIS). Finally, an application to country risk evaluation is performed. In this application, classifications of two credit rating agencies, Standard & Poor’s and Moody’s, are taken as two different classification criteria. Moreover, robustness of MCC UTADIS method is tested through using several data sets. Results indicate that MCC UTADIS involving more than one classification criteria performs very close to standard UTADIS with single classification criterion and performs better than the out-of-classification criterion tests. These results emphasize both the sensitivity of UTADIS models to the classification criteria and the importance of using a multiple classification criteria approach.
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Introduction

Real world decision problems with multiple conflicting decision factors can be successfully modeled through using multicriteria decision analysis (MCDA) methodologies. MCDA is a discipline aimed at supporting decision makers who are faced with making numerous and conflicting evaluations. As a result of developments in MCDA over the last few decades, today MCDA is perceived as one of the main research fields in the operations research discipline.

Recent applications of MCDA can be found in areas such as transportation (Jakimavičius, Burinskiene, 2009), energy & environment (Šliogeriene et al. 2009; Atici, Ulucan 2011) and construction management (Antuchevičiene et al. 2010), in addition to the methodological work dealing with various aspects of multiple criteria decision making (Nowak 2011; Podvezko, Podviezko 2010; Peldschus 2009).

Within the context of MCDA, a real world decision problem can be analysed in several ways according to the nature of the problem. Roy (1996) describes four main multiple criteria decision analysis problematics: choosing, sorting, ranking and describing. Given a set of alternatives \( x_i, i = 1, ..., m \), choosing problematic chooses the best alternative from \( x_i \), sorting problematic sorts the alternatives of \( x_i \) into predefined, homogeneous classes, ranking problematic ranks the alternatives of \( x_i \) from best to worst and describing problematic describes the alternatives of \( x_i \) in terms of their major distinguishing characteristics. The selection of the problem type mainly depends on the objective of the decision.

Among these problematics, sorting problem, deals with the classification of alternatives into predefined homogeneous classes by taking into account a set of evaluation criteria. This type of problem can also be referred as either the discrimination problem or the classification problem (Zopounidis, Doumpos 2000). Several multiple criteria sorting methods have been developed in the literature such as UTADIS (Jacquet-Lagrèze 1995; Doumpos, Zopounidis 1998), ELECTRE TRI (Yu 1992), N-TOMIC (Massaglia, Ostanello 1991), ORCLASS (Larichev, Moskovich 1994), rough sets (Greco et al. 2002), PROAFTN (Belacel 2000) and the filtering methods (Perny 1998). These multiple criteria sorting methods are generally developed on an ad hoc basis. On the other hand, another stream of research focuses on providing a theoretical infrastructure to multiple criteria sorting methods (Greco et al. 2001, Bouyssou, Marchant 2007a, b). As a result of the developments, both in methodological diversifications and theoretical contributions, multiple criteria sorting is a major promising field of multi criteria decision analysis.

Compared to other sorting MCDA methodologies, UTADIS requires minimal information. The method does not require any information regarding the weights, the existing trade-offs, or difference, indifference and veto thresholds. Instead, only a predefined classification of a reference set of alternatives is needed (Zopounidis, Doumpos 1999a). The UTADIS method is developed for the sorting of a finite set of alternatives \( x_i, i = 1, ..., m \), into \( o \) predefined homogenous ordered groups \( c_k, k = 1, ..., o \). This classification is obtained by constructing an additive utility function \( U(x_i) \) and utility thresholds \( u_k, k = 1, ..., o-1 \), such that \( x_i \) is assigned to class \( c_k \) with minimum classification error.

Estimations of the additive utility function weights and utility thresholds are obtained through the solution of a linear programming model. Two groups of parameters are used
in solving this model. First group involves evaluation criteria \( y_j \), \( j = 1, \ldots, n \), values for each alternative and the second group includes classification criteria values for each alternative. The standard UTADIS method involves \( n \) evaluation criteria and a single classification criterion which includes the predefined classes of alternatives. However, in a real world decision problem, sometimes it could be inevitable to take into consideration more than one classification criteria simultaneously. Our paper addresses an extension of UTADIS method in the case of more than one classification criterion which possibly involves different predefined classes for alternatives.

A typical real world problem of this type is country risk evaluation. In a country risk evaluation study of Doumpos and Zopounidis (2001), income levels of countries are used as the classification criterion. The classification criterion is obtained from World Bank and involves four groups; high-income economies, upper middle economies, lower-middle income economies, and low-income economies. However, credit rating agencies such as Moody’s, Investor Service, Standard & Poor’s and Fitch also publish country ratings in a manner suitable for ordered classification (AAA to C). All of these companies are known as being trustworthy organizations and set the industry standards in country risk ratings. However, there are differences between their country classification ratings and it is not possible to decide which one is better than the other. If classification scheme of any one of these agencies was used as classification criterion instead of World Bank classification, it would be possible to obtain completely different sorting classifications of countries. For an investor, evaluating the credit risk ratings, it would be an important issue to take more than one institutions’ rating into consideration simultaneously.

Although we focus our attention on the problem of country risk evaluation, our approach can also be applied to various fields such as economics, finance, management, etc., in which many experts, agencies or publishing houses provide results of their own classifications or rankings. Another real world problem example of this type is university rankings. There exist numerous studies on single classification criteria ranking and sorting in university programs (Keeney et al. 2006; Köksalan et al. 2010). Various organizations and publishing houses, such as Financial Times, The Wall Street Journal, Business Week, the Economist, US News and World Report, ParisTech, Academic Ranking of World Universities (ARWU), Research Assessment Exercise (RAE), Webometrics regularly publish rankings of universities, colleges, programs, etc. The published rankings have become very important to universities competing for research and education fields. For a decision maker, evaluating the university rankings, it would be an important issue to take more than one institutions’ rating into consideration simultaneously.

In addition to the country risk evaluation and university rankings, other application areas of our approach can be listed as the evaluation for grants and loans, assessment of energy policies, analysis of credit risk and business failure in which, different decision analysts may define different; but at the same time, rational sets of classes for the conducted analysis. For instance, the credit risk assessment and the business failure prediction studies (Zopounidis, Doumpos 1999b; Doumpos et al. 2002) comprise predefined classification of financial managers in banking institutions which could result in different classifications from the view point of different financial managers or different financial institutions.
The relation between our proposed approach and the group decision making for sorting decisions should also be discussed. According to Jelassi et al. (1990), MCDA group decision process is intensely difficult due to the ill-structured, dynamic environment and the presence of multiple decision makers, each one of them having his or her own viewpoint on the way the problem should be handled and the decision to be made. There exist a limited number of studies that deal with sorting decision problematic in the context of group decision-making (Dias, Climaco 2000; Jabeur, Martel 2007; Damart et al. 2007). MCDA group decision methods generally aim to achieve consensus between the group members in handling interpersonal conflicts.

As a first impression, our proposed approach, that includes the idea of building a model taking into account multiple different assignments of the alternatives, also looks like a potentially appropriate tool for the group decision making process in sorting decisions. However, our aim in this study is slightly different. Instead of trying to obtain a consensus between decision makers in group decision making perspective, we try to highlight the other dimension of the decision making process from the viewpoint of alternatives and third parties.

In today's dynamic and competitive environment, alternatives and third parties would also like to position their strategies according to the outcome of the decision making process. For instance in a country risk evaluation problem, countries as an alternatives of the problem and the international investors as third parties would want to understand the general convergence of the decision model including all the credit rating agencies' classifications simultaneously. They wish to know the weights of the evaluation criteria and scores of the countries simultaneously satisfying both credit rating companies' classifications. In that respect, they neither try to obtain a consensus between decision makers nor evaluate the equivalence of their corresponding classes. Countries simply accept two rating agencies and the others as trustworthy institutions and try to adjust their evaluation criteria values so that their final score reaches the optimal level by satisfying two companies' classifications simultaneously. In our knowledge, our proposed study is the only research which tries to highlight this dimension of the decision making process from the viewpoint of alternatives and third parties as explained above. Our approach can also be generalized for supporting sorting type of group decisions by treating the multiple assignments as a whole. However at this point, this is out of the scope of our study.
The contribution of our paper is threefold. Firstly, the paper addresses the extension of the standard UTADIS methodology such that it can handle more than one classification criteria, which possibly involve different predefined classes for alternatives. The model still performs the analysis with minimum total classification error with multiple classification criteria. As a result of this extension, a linear programming based UTADIS methodology turns into a goal programming based multiple criteria sorting methodology which we named as Multiple Classification Criteria (MCC) UTADIS throughout the paper. Secondly, the classification ability of the standard UTADIS methodology is tested using the out-of-classification criterion testing approach, which is a new variant of the studies comprising out-of-time and out-of-sample testing methodologies. Within the context of our study, results obtained in out-of-classification criterion testing are then compared with the classification ability of the MCC UTADIS. Finally, various applications of MCC UTADIS model are performed in country risk evaluation using two different classification criteria. In order to highlight the importance and necessity of multiple classification criteria based UTADIS methodology, we use country risk classifications of Standard & Poor’s and Moody’s as two different classification criteria and obtain UTADIS based sorting with minimum classification error covering both criteria. To check and verify the robustness of MCC UTADIS methodology, we also repeat the country risk application with five different data sets including different evaluation criteria, varying number of countries, different classification criteria and different number of predefined classifications.

The paper is organized as follows. Section 1 briefly reviews the literature on UTADIS in a classified manner. In section 2, we introduce an extended version of UTADIS method; MCC UTADIS. We also discuss the various limitations of the proposed model and define the out-of-classification criteria testing approach in this part. Section 3 provides an application of MCC UTADIS on country risk rating evaluation. In sections 4 and 6, we test the robustness of MCC UTADIS method using additional data sets and scenarios of classification criteria including varying correlations between them, respectively. The final section presents conclusions and recommendations for further research.

1. Literature on UTADIS

Within the context of UTADIS, several studies have been performed over the last two decades. These studies can be grouped under the five different sub research streams, namely; application oriented studies of UTADIS, comparative studies with other techniques, model validation studies, development of model variations and combined models/DSS development studies. Using this classification scheme, the literature on UTADIS is presented in this section. Some studies fall into more than one group, due to multi stream contributions of these studies.

1.1. Application oriented studies

There are several applications of UTADIS methodology to various fields in the literature. The identification of acquisition targets in the EU banking industry (Pasiouras et al. 2007a), the reproduction of the auditors’ opinion on the financial statements of the firms (Pasiouras 2005, Pasiouras et al. 2007b, de Puytorac et al. 2007, 2010, Calori et al. 2012).
et al. 2007b), development of credit risk assessment models for financial institutions using publicly available financial data (Baourakis et al. 2009) and development of classification models that could assist auditors in their decision to issue a qualified or unqualified opinion during the auditing of EU credit institutions (Gaganis et al. 2006) are some recent examples of these studies. The evaluation of the performance of mutual funds (Pendaraki et al. 2005), replication of the credit ratings issued by a rating agency (Doumpos, Pasiouras 2005), investigation of the relationship between client performance measures and the auditors’ qualification decisions (Spathis et al. 2003), evaluation of credit applications in shipping industry (Dimitras et al. 2002), detecting falsified financial statements (Spathis et al. 2002), evaluation of Greek industrial SMEs’ performance (Voulgaris et al. 2000), energy analysis and policy making (Diakoulakia et al. 1999), business failure prediction (Zopounidis, Doumpos 1999a), bankruptcy risk and business failure prediction (Zopounidis, Doumpos 1999b), are other application oriented studies of UTADIS methodology.

1.2. Comparisons with other techniques

To evaluate the performance of UTADIS methodology numerous studies compare the results of UTADIS with other techniques. Comparisons with MHDiS and PAIRCLASS (Pasiouras et al. 2007a), MHDIS (Pasiouras et al. 2007b), linear discriminant analysis and ordered logistic regression (Baourakis et al. 2009), discriminant analysis (Gaganis et al. 2006), linear discriminant analysis, quadratic discriminant analysis, logit analysis, linear programming formulation, and a nearest neighbour classifier (Pendaraki et al. 2005), linear discriminant analysis, logistic analysis, the nearest-neighbour algorithm, probabilistic neural networks, and artificial neural networks (Doumpos, Pasiouras 2005), linear discriminant analysis and logistic regression (Spathis et al. 2003; Spathis et al. 2002; Voulgaris et al. 2000; Zopounidis, Doumpos 1999a), discriminant analysis (Zopounidis, Doumpos 1999b), are examples of these type of studies. In almost all of these studies, the classification accuracy of UTADIS outweighs other techniques.

1.3. Model validation studies

Out-of-sample testing denotes the expected performance of the model on alternatives different from the ones used in model development and the out-of-time testing represents the expected performance of the model on future data for the same alternatives used in model development. Numerous studies have been conducted to show the robustness of the UTADIS methodology using out-of-time and out-of-sample testing (Pasiouras et al. 2007b; Doumpos, Pasiouras 2005). Moreover, in order to investigate the performance of the UTADIS method several validation tests are conducted using the cross-validation approach (Pendaraki et al. 2005) and Jackknife model validation approach (Spathis et al. 2002). Results of these studies indicate that UTADIS methodology is always efficient in validation tests as well.
1.4. Development of the model variations

Recently, several new variants of the original UTADIS method have been proposed (UTADIS I, II, III) to consider different optimality criteria during the development of the additive utility classification model (Doumpos, Zopounidis 2002; Zopounidis, Doumpos 1999a; 1997). M.H.DIS may also be considered as a variant of UTADIS. M.H.DIS method uses a hierarchical procedure in classifying the alternatives into the predefined classes (Doumpos et al. 2002; Doumpos, Zopounidis 2001).

1.5. Combined models/DSS development studies

An integrated methodological framework, including UTADIS and goal programming, is developed by Penderaki (Pendaraki et al. 2005). Besides, PREFDIS (PREFerence DIScrimination) multicriteria decision support system to study sorting decision problems is an example of DSS based study. The model base of PREFDIS involves four MCDA methods, namely the UTADIS method and three of its variants, UTADIS I, UTADIS II and UTADIS III (Zopounidis, Doumpos 2000).

2. UTADIS methodology with multiple classification criteria

2.1. Standard UTADIS methodology

In this section, we provide the methodology of standard UTADIS. In order to maintain the compatibility with standard UTADIS methodology, we use the model developed in the study of Zopounidis and Doumpos (1999b) and carry out the necessary modifications on this model including notational changes as well.

The UTADIS method is developed for the classification of a set of alternatives \(x_i, i = 1,...,m\), with evaluation criteria \(y_j, j = 1,...,n\), into predefined classes of classification criteria \(c_k, k = 1,...,o\) (\(c_1\) and \(c_o\) contains most and least preferred alternatives, respectively). This classification is obtained by constructing an additive utility function \(U(x)\) and utility thresholds \(u_k, k = 1,...,o-1\), such that \(x_i\) is assigned to class \(c_k^*\) if \(u_k <= U(x) < u_{k+1}\). Essentially, UTADIS based optimization procedure develops new classes \(c_k^* \cdot k = 1,...,o\) in which the boundaries of the classes are formed by utility thresholds \(u_k\) (here \(u_0 = 1\) and \(u_o = 0\)).

Let \(y_{j^*}\) and \(y_{j}^*\) be the less and the most preferred values of each evaluation criterion \(y_j\) for all the alternatives. We denote weight of each criterion as \(\mu_j\) and marginal utility as \(u_j\). \(u_j\) is transformed as \(u_j = \mu_j u_j^*\) so that \(u_j(y_j^*) = 1\) turns into \(u_j(y_j^*) = \mu_j\) and \(u_j(y_j^*) = 0\) remains the same as \(u_j^*(y_j^*) = 0\). To approximate the marginal utilities \(u_j\) by piecewise linear functions, \([y_{j^*}, y_{j^*}^*]\) interval is divided into \(p_j - 1\) equal intervals \([y_{j^*}^l, y_{j^*}^{l+1}]\), \(l = 1,..., p_j - 1\). \(p_j\) is predefined number of breakpoints for each marginal utility \(u_j\). Piecewise form of marginal utilities for four breakpoints (three intervals) is shown on Figure 1. We also define the difference between marginal utilities of consecutive breakpoints as \(w_j = u_j(y_{j^*}^{l+1}) - u_j(y_{j^*}^l)\).
The marginal utility of alternative $x$ for a specific criterion, $u_j[y_j(x)]$ can be approximated using linear interpolation for all $y_j \in [y_j^l, y_j^{l+1}]$ in which the value $y_j$ falls;

$$u_j[y_j(x)] = \sum_{l=1}^{l-1} w_{jl} + \frac{y_j(x) - y_j^l}{y_j^{l+1} - y_j^l} w_{jl}.$$  

(1)

The global utility of an alternative $x$ with all criteria is then:

$$U(x) = \sum_{j=1}^{n} u_j[y_j(x)].$$  

(2)

Next, an optimization model is formulated to determine the marginal utility functions $u_j[y_j(x)]$, criterion weights $\mu_j$, and the utility thresholds $u_k$. This optimization problem is a linear programming model due to piecewise linear approximation in marginal utility calculations and the objective of this model is the minimization of the classification errors.

There are two possible misclassification errors as a result of optimization process; the over estimation error $\sigma^+(x_i) := \max\{0, u_k - U(x_i)\}$ and the under estimation error $\sigma^-(x_i) := \max\{0, U(x_i) - u_k\}$ for all predefined $x_i \in c_k$, $k = 1, ..., o$. These two types of potential errors are better shown in Figure 2 for a three predefined classification group example. If the optimization procedure classifies an alternative to a lower class than the predefined class of this alternative then an over estimation error occurs. Similarly, if the optimization procedure classifies an alternative to a higher class than the predefined class of this alternative then an under estimation error occurs. Essentially, UTADIS based optimization procedure develops new classes $c'_k$, $k = 1, ..., o$, in which the boundaries of these new classes are formed by utility thresholds $u_k$ (here; $u_0 = 1$ and $u_k = 0$). If the predefined class and the model based class of an alternative is the same then there is no misclassification error for this alternative. Otherwise, the over estimation or the under estimation error occurs according to the methodology explained above.
The LP model for UTADIS can be expressed as the following:

\[
\min \sum_{k=1}^{o} \frac{1}{h_k} \left( \sum_{x_i \in c_k} (\sigma^+(x_i) + \sigma^-(x_i)) \right);
\]

\[s.t\]

\[U(x_i) - u_k + \sigma^+(x_i) \geq 0 \quad x_i \in c_1; \]

\[U(x_i) - u_k + \sigma^+(x_i) \geq 0 \quad x_i \in c_k, 2 \leq k \leq o - 1; \]

\[U(x_i) - u_{k-1} - \sigma^-(x_i) \leq -\delta \quad x_i \in c_k, 2 \leq k \leq o - 1; \]

\[U(x_i) - u_{o-1} - \sigma^- (x_i) \leq -\delta \quad x_i \in c_o; \]

\[\sum_{j=1}^{n} \sum_{l=1}^{p} w_{jl} = 1; \]

\[u_k - u_{k+1} \geq \gamma \quad k = 1, \ldots, o - 2; \]

\[\sigma^+(x_i), \sigma^-(x_i), w_{jl} \geq 0. \]

Objective function of the model minimizes the sum of all the misclassification errors. Furthermore, \(h_k\) represents the number of alternatives in class \(c_k\). Constraints (4)–(7) compare each utility \(U(x_i)\) with the corresponding utility thresholds \(u_k\) and defines the classification errors \(\sigma^+(x_i)\) and \(\sigma^-(x_i)\). \(\delta\) is a small positive number, used to prevent the \(U(x_i) = u_k\) equality. Normalization constraint (8) guarantees the \(U(x_i^+) = 1\). \(\gamma\) is a small positive number and provides that threshold \(u_{k+1}\) is greater than \(u_k\). This optimization model determines the values of three variable groups, namely; alternative utilities \(U(x_i)\), criterion weights \(\mu_j\), and the utility thresholds \(u_k\).

2.2. Multiple classification criteria (MCC) UTADIS methodology

In this part, we present the general concept of Multiple Classification Criteria (MCC) UTADIS method and construct the model. As previously stated, the standard UTADIS method involves \(n\) evaluation criteria and one classification criterion that includes the predefined classes of alternatives. However, the MCC UTADIS method includes more than one classification criteria,
which possibly involve different predefined classes for alternatives. We define \( c_r, r = 1, \ldots, q \) as different classification criteria and \( c_{kr}, k = 1, \ldots, o, r = 1, \ldots, q \) denotes the predefined classes of each classification criterion (\( c_1 \) and \( c_o \) contains most and least preferred alternatives for each classification criterion, respectively). Similar to the standard UTADIS method, the classification of alternatives using MCC UTADIS method is obtained by constructing an additive utility function \( U(x_i) \) and the multiple classification class utility thresholds \( um_k, k = 1, \ldots, o-1, \) such that \( x_i \) is assigned to multiple classification criteria class \( cm'_k \) if \( um_k \leq U(x_i) < um_{k-1} \).

There are two possible misclassification errors as a result of optimization process; the over estimation error \( \sigma^+(x_i) := \max \{ 0, um_k - U(x_i) \} \) and the under estimation error \( \sigma^-(x_i) := \max \{ 0, U(x_i) - um_{k-1} \} \) for all predefined \( x_i \in c_{kr}, k = 1, \ldots, o, r = 1, \ldots, q \). These two types of potential errors are better demonstrated in Figure 3, which represents a hypothetical example with two classification criteria and three predefined classification groups for each of the two classification criteria. Figure 3a and 3b shows the standard UTADIS for each of the classification criteria separately. There are two different sets of thresholds \( u_{kr} \) for each separate UTADIS including single classification criteria, as it can be easily seen from the figure; where Figure 3c represents the MCC UTADIS methodology. In this case, a single set of thresholds \( um_k \) is obtained by MCC UTADIS methodology by taking into account two classification criteria simultaneously with minimum total misclassification error. As a result of this extension, a linear programming based standard UTADIS methodology turns into a goal programming based on multiple criteria sorting methodology.

---

**Fig. 3.** Representation of misclassification errors of standard and multiple classification UTADIS methodologies for a two classification criteria and predefined three classification groups example.
The goal programming model of Multiple Classification Criteria (MCC) UTADIS method can be expressed as following:

\[
\min \sum_{r=1}^{q} z_r \left[ \sum_{k=1}^{o} \frac{1}{h_{kr}} \left( \sum_{x_j \in c_{kr}} (\sigma^+_r(x_j) + \sigma^-_r(x_j)) \right) \right];
\]

\[\text{s.t.}\]

\[
U(x_i) - u_{m_k} + \sigma^+_r(x_i) \geq 0 \quad x_i \in c_{kr}, r = 1, \ldots, q; \quad (12)
\]

\[
U(x_i) - u_{m_k} - \sigma^+_r(x_i) \leq -\delta \quad x_i \in c_{kr}, 2 \leq k \leq o - 1, r = 1, \ldots, q; \quad (13)
\]

\[
U(x_i) - u_{m_{k-1}} - \sigma^-_r(x_i) \leq -\delta \quad x_i \in c_{kr}, 2 \leq k \leq o - 1, r = 1, \ldots, q; \quad (14)
\]

\[
U(x_i) - u_{m_{o-1}} - \sigma^-_r(x_i) \leq -\delta \quad x_i \in c_{or}, r = 1, \ldots, q; \quad (15)
\]

\[
\sum_{j=1}^{n} \sum_{l=1}^{p-1} w_{jl} = 1; \quad (16)
\]

\[
um_k - u_{m_{k+1}} \geq \gamma \quad k = 1, \ldots, o - 2; \quad (17)
\]

\[
\sigma^+_r(x_i), \sigma^-_r(x_i), w_{jl} \geq 0. \quad (18)
\]

In a similar manner with standard UTADIS model, objective function of the model minimizes the sum of all the misclassification errors. But in this generalized case, total misclassification error is obtained by taking into account two classification criteria simultaneously. By the way, it is possible to assign weight factor \( z_r \) to a specific classification criterion in order to increase the importance of the criterion. Therefore, a linear programming based UTADIS methodology turns into a goal programming based multiple criteria sorting methodology. \( h_{kr} \) represents the number of alternatives in class \( c_{kr} \). Constraints (12)–(15) compares each utility \( U(x_i) \) with the corresponding utility thresholds \( u_{m_k} \) and defines the classification errors \( \sigma^+_r(x_i) \) and \( \sigma^-_r(x_i) \). \( \delta \) is small positive number, used to prevent the \( U(x_i) = u_k \) equality. Normalization constraint (16) guarantees the \( U(x_i^*) = 1 \). \( \gamma \) is a small positive number and provides that threshold \( u_{m_{k+1}} \) is greater than \( u_{m_k} \). This optimization model determines the values of three variable groups; alternative utilities \( U(x_i) \), criterion weights \( \mu_j \), and the utility thresholds \( u_{m_r} \).

### 2.3. Discussions about the possible limitations of the MCC UTADIS approach

Our methodology finds a utility function that minimizes the errors summed over all assignments. One can argue that the inconsistencies in the assignments are not really taken explicitly into account. In other words, if apparent inconsistencies are involved between classification criteria, the probability of meaningful analysis would decreases. Actually, this is a general
problem of whole family of MCDA sorting models, when you take into consideration all the possible classifications as a whole. If one would apply UTADIS to the same alternatives and criteria but with a different predefined classification, the results can differ. In other words, using standard UTADIS model, someone may solve a problem with a predefined classification, obtain high levels of prediction and explanation abilities and conclude that the model has high explanation ability. But when the same model is solved with a different predefined classification, which could also be treated as an important classification criterion and should also be taken into consideration simultaneously, completely different results might be obtained if there are inconsistencies between classification criteria. At that point, our proposed model, at least, highlights this sensitivity of UTADIS model and proposes a potential extension to take different classifications into consideration. Additionally, if the inconsistencies between different assignments are high, as a natural result of this inconsistency, the explanation of MCC UTADIS would be low as well.

Moreover, although the explanation ability of the model decreases as inconsistency between classifications increases, there would be significant amount of real world cases including consistent classification criteria as we mention in the first section. Finally, for some instances, although certain inconsistencies exist, the decision maker might still want to take into account all the classification criteria as a whole simultaneously. This situation could be inevitable especially in multi discipline group decision making processes. In order to show the effect of the inconsistency between classifications, we test MCC UTADIS with varying correlations between two classification criteria in the last section.

Another important point that should be discussed is the number of classes in each classification criteria. Although the classification criteria contain the same number of classes in explanatory example in Fig. 3, our methodology also handles problems including classification criteria with different number of classes. According to our methodology, if the number of classes is not equal, our model uses the highest number of classes as a number of classes. For example, if we have two classification criteria with 3 and 2 classes respectively. Our approach assumes 3-class problem and third class of second classification criterion, which does not exist actually, is taken as a class with no alternative. This approach is better explained on Figure 4. Abovementioned approach is just one of the possible alternatives of handling the problem of different number of classes. Actually, if classification criteria include different number of classes, the approach that can be employed directly depends on the problem’s nature and the decision maker’s preferences. If the number of classes is not equal, the problem can also be overcome by mapping a set of classes from one classification criterion into a single class in the other criterion, before solving the mathematical model.

In order to allow the explicit description of the scope of the problem, user is also allowed to choose the number of classes to which he wishes to assign alternatives (e.g. if one criterion contains 3 classes and the other 6 classes, user can choose whether the final assignments should consider 3 or 6 classes).

As a natural extension of the problem of different number of classes, we should also discuss the equivalence of the same level of classes in different classification criteria. Even if there exists the same number of classes for each classification criterion, one can argue that
the first class of the first classification criterion is not equal to the first class of the second
classification criterion. Actually, again this is a general problem of whole family of MCDA
group decision models, when you take into consideration all the possible decision maker’s
class perception attitudes.

\[
\begin{align*}
\text{U}_1^g (\cdot) & \quad \text{U}_2^g (\cdot) \\
0 & \quad \sigma^+ (x_i) \quad \sigma^- (x_i) \\
1 & \quad \text{U}_1^g (\cdot) \quad \text{U}_2^g (\cdot)
\end{align*}
\]

\[
\begin{align*}
0 & \quad \sigma^+ (x_i) \quad \sigma^- (x_i) \\
1 & \quad \text{U}_1^g (\cdot) \quad \text{U}_2^g (\cdot)
\end{align*}
\]

\[
\begin{align*}
0 & \quad \sigma^+ (x_i) \quad \sigma^- (x_i) \\
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Fig. 4. Representation of misclassification errors of standard and multiple classification UTADIS
methodologies for a two classification criteria with different number of classes

2.4. Out-of-classification criterion testing

The standard UTADIS model is highly sensitive to predefined classification of the alternatives.
In other words, a standard UTADIS model formulated and solved using one classification
criterion would yield very different results if the model was built by taking another classi-
fication criterion into consideration. Additionally, the prediction ability of one model in
explaining another model built with same criterion and alternatives but with different pre-
defined classification seems to be considerably limited. To show this limitation we develop
out-of-classification criterion testing and discuss its results in detail.

Numerous studies have been conducted to show the robustness of the UTADIS methodo-
logy using out-of-sample and out-of-time testing (Pasiouras et al. 2007b; Doumpos, Pasiouras
2005). In out-of-sample testing, UTADIS model is run using a set of alternatives (training
sample). The thresholds \( u_k \), and the criteria weights \( \mu_j \), obtained from this model are then
used to test the explanation ability of this model on a different set of alternatives (holdout
sample). Similarly, in out-of-time testing, UTADIS model is run using a set of alternatives
(training sample) for a certain time period. The thresholds $u_k$, and the criteria weights $\mu_j$, obtained from this model are then used to test the explanation ability of this model on the same set of alternatives with different time period (holdout sample). Eventually, out-of-sample testing denotes the expected performance of the model on alternatives different from the ones used in model development and the out-of-time testing defines the expected performance of the model on future data for the same alternatives used in model development.

In our paper, we also test the classification ability of the standard UTADIS methodology using the out-of-classification criterion approach, which can be counted as a new variant of the studies comprising out-of-time and out-of-sample testing methodologies. In out-of-classification criterion testing, standard UTADIS model is run using a certain classification criteria. The thresholds $u_k$, and the criteria weights $\mu_j$, obtained from this model are then used to test the explanation ability of this model with different classification criterion. In other words, the thresholds and the weights from a model developed with a specific classification assignment are used to test the model against a different classification assignment. This is equivalent to comparing the recommendations of the model not with the original classification criteria grouping of the alternative, but with a different classification criteria grouping.

The procedure of out-of-classification testing is better shown on Figure 5, which represents a hypothetical example with two classification criteria and three predefined classification groups for each of the two classification criteria. Figure 5 (a1), represents the misclassification

Fig. 5. Representation of misclassification errors for out-of-classification criteria testing
errors resulting from standard UTADIS with classification criteria 1. Similarly, Figure 5 (a2) indicates the misclassification errors resulting from standard UTADIS with classification criteria 2. As previously stated, in out-of-classification testing, the thresholds \( u_k \), and the criteria weights \( \mu_j \), obtained from standard UTADIS model are used to test the explanation ability of this model on a different classification criteria. This methodology is shown on Figure 5. Figure 5 (b1) denotes the out-of classification criteria explanation ability of classification criteria 1 (OCC1). The figure shows the thresholds \( u_k \), from first classification criteria. However, the misclassification errors are computed using predefined classification groups of the classification criteria 2. Besides, Figure 5 (b2) represents the out-of classification criteria explanation ability of classification criteria 2 (OCC2). This figure shows the thresholds \( u_k \), from second classification criteria. Yet, the misclassification errors are computed using predefined classification groups of the classification criteria 1. As it can be seen on the figure, the magnitudes of misclassification errors increase in out-of classification testing cases.

Meanwhile, Figure 6 represents misclassification errors of the MCC UTADIS methodology. In this case, a single set of thresholds \( um_k \) is obtained by MCC UTADIS methodology by taking into account two classification criteria simultaneously with minimum total misclassification error.

![Figure 6](image)

**Fig. 6.** Representation of misclassification errors multiple classification UTADIS

3. **An application of MCC UTADIS on country risk rating evaluation**

According to Krayenbuehl (1985), country risk refers broadly to the likelihood that a sovereign state or borrower from a particular country may be unable and/or unwilling to fulfil their obligations towards one or more foreign lenders and/or investors.

Country risk has become a topic of major concern for the international financial community over the last two decades. The importance of country ratings is underscored by the existence of several major country risk rating agencies, namely the Economist Intelligence Unit, Euromoney, Institutional Investor, International Country Risk Guide, Moody’s, Political Risk Services, and Standard and Poor’s. These risk rating agencies employ different methods to determine country risk ratings, combining a range of qualitative and quantitative information regarding alternative measures of economic, financial and political risk into associated composite risk ratings. However, the accuracy of any risk rating agency in terms of any or all of these measures is open to question (Hoti, McAleer 2004).
Moody’s country risk rating is defined as a measure of the ability and willingness of a country’s central bank to provide foreign currency to service the foreign debt held by the government and other borrowers residing in that country. This rating is not a direct evaluation of the creditworthiness of the government, but rather an assessment of the foreign liabilities of the country as a whole. Unlike Moody’s, Standard & Poor’s defines its country risk rating as a measure of a government’s ability and willingness to repay debt according to its terms. Standard & Poor’s ratings are sovereign ratings as they address the credit risk of the government and not of the other borrowers of a country (Howell 2001).

Country risk evaluation, which involves different assessment of countries by various institutions, can be seen as an appropriate application area to test the validity of our proposed model. With the following applications, we aim to test the use of UTADIS as a sorting methodology in the case of more than one classification criteria for the alternatives. For this purpose, we use the country ratings of two international credit rating agencies, namely; Standard & Poor’s and Moody’s, as classification criterion for the countries which are taken as alternatives.

In this application, firstly, standard UTADIS models are developed and solved for a data set composed of 31 countries and 10 criteria by taking the Standard & Poor’s and Moody’s ratings separately as classification criterion. Then, a MCC UTADIS model described in section 2 is developed and solved by taking the ratings of these agencies as two classification criteria. The results obtained in MCC UTADIS approach are compared with those of standard UTADIS models.

More than 20 classification groups exist both in S&P and Moody’s rating system. We reduce this large number of classification groups by combining them into 3 sub groups for simplification purposes. According to our classification approach used throughout the analysis, countries with credit ratings AAA, AA+, AA and AA– in the Standard & Poor’s rating system are classified as class 1 countries. Similarly, for the Moody’s rating system, countries with Aaa, Aa1, Aa2 and Aa3 rating scores are considered as class 1 countries. The agencies’ ratings and their matches with our classifications used throughout the analysis are detailed in Table 1. The table demonstrates that, three predefined classes (Class 1, Class 2 and Class 3) are used for each classification. Comparative ratings table of the different rating agencies is obtained from credit Suisse (2009) web site.

For our first data set consisting of 31 countries, UTADIS analysis is performed by taking into account 10 evaluation criteria and 2 classification criteria. These 10 evaluation criteria and their preference characteristics are listed in Table 2. The term “Max” indicates that higher values of that criterion are prefered. In contrast, the term “Min” means that lower values of the criterion is favoured. As seen in Table 2, inflation and external debt criteria are taken as “Min” criteria, which means that for the alternatives, the negative values of these criteria are used during the analysis.

As the first part of our analysis, two standard UTADIS models are developed and solved by taking each classification criterion into consideration separately. In other words, classifications obtained through Standard & Poor’s ratings are taken as classification criterion and one model is solved according to this classification (henceforth we call this model as, CC1 UTADIS), then
Table 1. Classification of standard & poor’s and moody’s ratings

| Risk Structure                | Standard & Poor’s | Moody’s | Class       |
|-------------------------------|-------------------|---------|-------------|
| Substantially risk free       | AAA               | Aaa     | C1          |
|                               | AA+               | Aa1     | (low risk)  |
|                               | AA                | Aa2     |             |
|                               | AA–               | Aa3     |             |
| Minimal risk                  |                   |         |             |
|                               | A+                | A1      |             |
|                               | A                 | A2      |             |
|                               | A–                | A3      |             |
| Modest risk                   |                   |         |             |
|                               | BBB+              | Baa1    | C2          |
|                               | BBB               | Baa2    | (medium risk)|
|                               | BBB–              | Baa3    |             |
| Average risk                  |                   |         |             |
|                               | BB+               | Ba1     |             |
|                               | BB                | Ba2     |             |
|                               | BB–               | Ba3     |             |
| Acceptable risk               |                   |         |             |
|                               | B+                | B1      |             |
|                               | B                 | B2      |             |
|                               | B–                | B3      |             |
| Poor financial security       |                   |         |             |
|                               | CCC+              | Caa     | C3          |
|                               | CCC               | Caa     | (high risk) |
|                               | CCC–              | Caa     |             |
| Very poor financial security  |                   |         |             |
|                               | CC                | Ca      |             |
|                               | C                 | C       |             |
|                               | D                 | C       |             |

Table 2. Evaluation criteria

| ID  | Evaluation Criteria                              | Characteristic |
|-----|--------------------------------------------------|----------------|
| G1  | GDP growth (annual %)                           | Max            |
| G2  | Inflation, GDP deflator (annual %)               | Min            |
| G3  | External Debt per GDP                           | Min            |
| G4  | Current Account Balance/GDP                      | Max            |
| G5  | Export Growth                                   | Max            |
| G6  | Import Growth                                   | Max            |
| G7  | Gross Domestic Investment/GDP                    | Max            |
| G8  | Net trade in goods and services (BoP, current US$) | Max            |
| G9  | Total reserves in months of imports              | Max            |
| G10 | Money and quasi money (M2) as % of GDP           | Max            |
Moody’s ratings are taken as classification criterion and another model is solved according to this classification (henceforth we call this model as, CC2 UTADIS). After this preliminary analysis, a Multiple Classification Criteria UTADIS (henceforth we call this model as, MCC UTADIS) approach is applied which takes into account both classifications simultaneously.

The predefined classes and the classes assigned by the model for each country are listed in Classes and Utility Scores columns of Table 3 respectively. In MCC UTADIS column, \( c_i \) denotes the classification of countries. Here, index \( i \) represents the predefined class of the country, whereas \( j \) represents the classification criterion. Our proposed model, MCC UTADIS, takes both classifications into consideration simultaneously rather than assigning one class to each alternative. Actually, this is one of the origin points of our study as “What if there is more than one predefined classification for each alternative?”. For some alternatives, classifications are the same according to both Standard & Poor’s and Moody’s classification, however, some alternatives belong to different classes with respect to classification criteria. As an example, Switzerland with \( c_{11}, c_{12} \) belongs to a class 1 according to both Standard & Poor’s and Moody’s ratings. On the other hand, Venezuela belongs to Class 2 for Standard & Poor’s based predefined classification, whereas it belongs to Class 3 for Moody’s based predefined classification as shown in Table 3.

According to Table 3, the utility threshold values are obtained as 0.3390 and 0.3011 for CC1 UTADIS Model. In the second standard UTADIS model, which is constructed using Moody’s ratings as classification criterion, the utility threshold values are 0.3215 and 0.2919 respectively. In addition, with MCC UTADIS approach, we obtain utility threshold values of 0.3233 and 0.2847.

When the utility scores in Table 3 are analysed, one can easily conclude that there are some countries which are misclassified with respect to predefined classification. For example, Malaysia, which is a class 2 country in both Standard & Poor’s and Moody’s classifications, belongs to class 1 according to its utility score obtained through the models. These types of classification errors yield a total error score different than 0. This brings up the prediction ability and the explanation ability issues of the models. Here, the prediction ability refers to the degree of consistency between the predefined classes and classes assigned by the model. Nevertheless, the explanation ability means the success of a model on explaining another model constructed with different classification criterion.

We measure the prediction ability of models through the comparision of classes assigned by the model with the predefined classes. For this purpose, we count the number of alternatives that have a utility score in accordance with their predefined groups and the number of misclassified alternatives.

While evaluating the explanation ability, we perform out-of-classification criterion testing mentioned in the Section 2. For our application, OCC1 model represents thresholds and the criteria weights obtained from CC1 model and the explanation ability of this model is then tested on a classification criterion 2. Similarly, OCC2 model represent thresholds and the criteria weights obtained from CC2 model and the explanation ability of this model is then tested on a classification criterion 1. After determining the correct predictions and mispredictions, we obtain the explanation abilities of the models as shown in Table 4.
Table 3. Utility scores and utility thresholds

| Countries          | CC1 UTADIS Class | Utility Scores | Countries          | CC2 UTADIS Class | Utility Scores | Countries          | MCC UTADIS Class | Utility Scores |
|--------------------|------------------|---------------|--------------------|------------------|---------------|--------------------|------------------|---------------|
| Switzerland        | c1               | 0.6993        | Switzerland        | c1               | 0.7233        | Switzerland        | c1, c12         | 0.6939        |
| Malaysia           | c2               | 0.4196        | Japan              | c1               | 0.3890        | Malaysia           | c1, c12         | 0.4056        |
| Japan              | c1               | 0.4134        | Israel             | c2               | 0.3694        | Japan              | c1, c12         | 0.3988        |
| Israel             | c2               | 0.3695        | Malaysia           | c2               | 0.3691        | Israel             | c1, c12         | 0.3548        |
| Thailand           | c2               | 0.3662        | Thailand           | c2               | 0.3398        | Thailand           | c1, c12         | 0.3487        |
| New Zealand        | c1               | 0.3403        | Hong Kong          | c1               | 0.3216        | New Zealand        | c1, c12         | 0.3277        |
| Hong Kong          | c1               | 0.3391        | Australia          | c1               | 0.3216        | Hong Kong          | c1, c12         | 0.3234        |
| Australia          | c1               | 0.3391        | Canada             | c1               | 0.3216        | Australia          | c1, c12         | 0.3234        |
| Canada             | c1               | 0.3391        | Iceland            | c1               | 0.3216        | Canada             | c1, c12         | 0.3234        |
| United States      | c1               | 0.3391        | New Zealand        | c1               | 0.3216        | Iceland            | c1, c12         | 0.3234        |

\[ u_{11} = 0.3390 \quad u_{12} = 0.3215 \]

| Countries          | Utility Scores | Countries          | Utility Scores | Countries          | Utility Scores |
|--------------------|---------------|--------------------|---------------|--------------------|---------------|
| Croatia            | c2, c2        | Croatia            | c2, c2        | Croatia            | c2, c2        |
| South Africa       | c2, c2        | Latvia             | c2, c2        | Croatia            | c2, c2        |
| Poland             | c2, c2        | South Africa       | c2, c2        | South Africa       | c2, c2        |
| Panama             | c2, c2        | Brazil             | c2, c2        | Poland             | c2, c2        |
| Brazil             | c2, c2        | United States      | c2, c2        | Brazil             | c2, c2        |
| Iceland            | c2, c2        | Poland             | c2, c2        | Iceland            | c2, c2        |
| Latvia             | c2, c2        | Bulgaria           | c2, c2        | Latvia             | c2, c2        |
| Bulgaria           | c2, c2        | Russian Fed.       | c2, c2        | Bulgaria           | c2, c2        |
| Colombia           | c2, c2        | Estonia            | c2, c2        | Colombia           | c2, c2        |
| Russian Fed.       | c2, c2        | Colombia           | c2, c2        | Russian Fed.       | c2, c2        |
| Chile              | c2, c2        | Chile              | c2, c2        | Chile              | c2, c2        |
| Venezuela          | c2, c2        | Indonesia          | c2, c2        | Venezuela          | c2, c2        |
| Indonesia          | c2, c2        | Panama             | c2, c2        | Indonesia          | c2, c2        |
| Uruguay            | c2, c2        | Kazakhstan         | c2, c2        | Uruguay            | c2, c2        |
| Kazakhstan         | c2, c2        | Lebanon            | c2, c2        | Kazakhstan         | c2, c2        |
| Costa Rica         | c2, c2        | Dominican Rep.     | c3, c3        | Costa Rica         | c2, c2        |
| Estonia            | c2, c2        | Uruguay            | c3, c3        | Estonia            | c2, c2        |
| Dominican Rep.     | c3, c3        | Uruguay            | c3, c3        | Dominican Rep.     | c3, c3        |
| Lebanon            | c3, c3        | Argentina          | c3, c3        | Lebanon            | c3, c3        |
| Argentina          | c3, c3        | Ukraine            | c3, c3        | Argentina          | c3, c3        |
| Ukraine            | c3, c3        | Venezuela          | c3, c3        | Ukraine            | c3, c3        |
It should also be mentioned that in MCC UTADIS model, there is no single “original class” for each alternative; instead they have two predefined classifications according to each classification criterion separately. Therefore, MCC UTADIS rows of the Table 4 include original classes for each classification criterion separately. Although the data set includes 31 countries, the total number of countries in MCC UTADIS rows of the Table 4 is 62, which represent the original classes of 31 countries for two classification criteria separately. Our MCC UTADIS model classifies Venezuela in Class 3 in Table 3. According to this classification, Venezuela is taken as misclassified for classification criterion one in which Venezuela is originally classified in Class 2. On the other hand, the same country is taken as correctly classified for classification criterion two in which Venezuela is originally classified in Class 3 as well.

In Table 4, prediction and explanation ability scores for five different models are shown. Overall prediction and explanation ability scores of CC1, CC2, MCC, OCC1 and OCC2 models are computed as 90%, 84%, 86%, 81% and 74% respectively. Results indicate that, explanation ability scores for the out-of-classification criterion tests are lower than the prediction ability scores of other models. This means that one model obtained through one classification criterion fails in explaining another model with same alternatives and evalu-

### Table 4. Prediction and explanation ability of the models

| # of Alternatives | Predicted Class | Overall Performance |
|-------------------|-----------------|---------------------|
| **CC1 UTADIS**    |                 |                     |
| Original          | 7               | C1 100% 0% 0%       | 90%                 |
| Class             | 20              | C2 15% 85% 0%       |                     |
|                   | 4               | C3 0% 0% 100%       |                     |
| **CC2 UTADIS**    |                 |                     |
| Original          | 8               | C1 88% 13% 0%       | 84%                 |
| Class             | 17              | C2 18% 76% 6%       |                     |
|                   | 6               | C3 0% 0% 100%       |                     |
| **MCC UTADIS**    |                 |                     |
| Original          | 8               | C1 100% 0% 0%       | 86%                 |
| Classes           | 20              | C2 20% 70% 10%      |                     |
|                   | 17              | C2 18% 82% 0%       |                     |
|                   | 4               | C3 0% 0% 100%       |                     |
|                   | 6               | C3 0% 0% 100%       |                     |
| **OCC1 Test**     |                 |                     |
| Original          | 8               | C1 88% 13% 0%       | 81%                 |
| Class             | 17              | C2 18% 82% 0%       |                     |
|                   | 6               | C3 0% 33% 67%       |                     |
| **OCC2 Test**     |                 |                     |
| Original          | 7               | C1 86% 14% 0%       | 74%                 |
| Class             | 20              | C2 20% 65% 15%      |                     |
|                   | 4               | C3 0% 0% 100%       |                     |
ation criteria but with different classification criteria. However, combined use of multiple classification criteria, MCC UTADIS approach, obtains close prediction ability scores with the standard separate models.

Similar supportive results about the performance of MCC UTADIS are obtained by evaluating the overall error values of the models, which are objective function values. As MCC UTADIS methodology deals with two classification criteria simultaneously, the error function of this model includes error terms from both classifications. In other words, threshold values and utility scores of MCC UTADIS are assigned to the alternatives by taking all predefined classifications into account at the same time by minimizing the classification errors. Therefore, the results of MCC UTADIS implicitly include the holdout and the training results. So it is appropriate to compare the error value of this model with the sum of errors separately obtained from CC1 and OCC1 UTADIS models that give us the overall error of the classification criterion 1. Here, the error value of CC1 represents the prediction ability with one classification criterion and the error value of OCC1 represents the explanation ability of that classification criterion over the other classification criterion. In a similar manner, error values of CC2 and OCC2 are summed up to give us the overall error of classification criterion 2.

Overall error and performance values of our three basic analyses are given in Table 5. Overall error of MCC UTADIS model is obtained as 0.015 whereas overall errors of classification criterion 1 and 2 including the out-of-classification criterion tests as well are found as 0.017 and 0.018 respectively. When we combine these two errors by taking the average of them, we simply obtain the overall error of standard UTADIS including the training and holdout samples of both criteria and we will be able to compare the overall performance of standard UTADIS and MCC UTADIS for the same data sets. Similar to prediction and explanation ability scores, error values also show that the overall error value of MCC UTADIS approach is lower than those of classification criterion 1 and 2 including out-of-classification criterion tests. This means that MCC UTADIS approach, which takes all classifications into consideration, yields lower error values and better explanation abilities.

Through UTADIS analysis, we also estimate the weights of the evaluation criteria, which indicate their contribution to the classification. Table 6 shows the weights of the evaluation criteria in three models. The weights of the evaluation criteria exhibit a similar structure for all three models. The most important criterion in CC1 UTADIS, CC2 UTADIS and MCC UTADIS models is criterion 4 (Current Account Balance/GDP) with a weight of 49.91%, 47.19% and 49.26% respectively.

Table 5. Overall error and performance values for the models

|                      | MCC UTADIS | CC1 & OCC1 | CC2 & OCC2 |
|----------------------|------------|------------|------------|
| **Overall Error**    | 0.015      | 0.017      | 0.018      |
| **Overall Performance** | 86%      | 85%      | 79%      |

|                      | MCC UTADIS | Standard UTADIS (Holdout + Training Samples) |
|----------------------|------------|---------------------------------------------|
| **Overall Error**    | **0.015**  | **0.018**                                   |
| **Overall Performance** | **86%**  | **82%**                                   |
Table 6. Criteria weights for evaluation criteria

|          | CC1 UTADIS | CC2 UTADIS | MCC UTADIS |
|----------|------------|------------|------------|
| G1       | 5.91%      | 5.66%      | 6.10%      |
| G2       | 15.43%     | 19.18%     | 15.38%     |
| G3       | 15.23%     | 9.75%      | 15.48%     |
| G4       | 49.91%     | 47.19%     | 49.26%     |
| G5       | 8.05%      | 13.89%     | 8.35%      |
| G6       | 0.00%      | 0.00%      | 0.00%      |
| G7       | 3.97%      | 2.96%      | 3.87%      |
| G8       | 0.00%      | 0.00%      | 0.00%      |
| G9       | 0.00%      | 0.00%      | 0.00%      |
| G10      | 1.51%      | 1.37%      | 1.55%      |

4. An analysis of MCC UTADIS using additional data sets

To test the consistency and robustness of MCC UTADIS methodology, we also repeat country risk application with five different data sets including different number of evaluation criteria, varying number of countries, different classification criteria and different number of predefined classifications. Table 7 summarizes the number of countries, evaluation criteria, classification criteria and number of predefined classifications in each data set. We see in Table 7 that 7 of the evaluation criteria are common for all of the data sets. Data sets 1 to 3 include varying number of countries and evaluation criteria. On the other hand, in data set 4 World Bank classifications are used instead of Moodys'. Finally data set 5 includes different number of predefined classifications for each classification criteria.

Table 7. Main characteristics of the data sets

| Evaluation Criteria                  | Data Sets |
|--------------------------------------|-----------|
|                                      | 1  | 2  | 3  | 4  | 5  |
| G1. GDP growth                       | ✓  | ✓  | ✓  | ✓  | ✓  |
| G2. Inflation, GDP deflator          |  ✓ | ✓  | ✓  | ✓  | ✓  |
| G3. External Debt per GDP            | ✓  | ✓  | ✓  | ✓  | ✓  |
| G4. Current Account Balance/GDP      | ✓  | ✓  | ✓  | ✓  | ✓  |
| G5. Export Growth                    | ✓  | ✓  | ✓  | ✓  | ✓  |
| G6. Import Growth                    | ✓  | ✓  | ✓  | ✓  | ✓  |
| G7. Gross Domestic Investment/GDP    | ✓  | ✓  | ✓  | ✓  | ✓  |
| G8. Net trade in goods and services  | ✓  | ✓  | ✓  | ✓  | ✓  |
| G9. Total reserves in months of imports | ✓  | ✓  | ✓  | ✓  | ✓  |
| G10. Money and quasi money (M2) as % of GDP | ✓  | ✓  | ✓  | ✓  | ✓  |

| Number of Countries                  | 43 | 31 | 67 | 32 | 67 |
| Classification Criteria              | S&P/ Moody’s | S&P/ Moody’s | S&P/ Moody’s | S&P/ World Bank | S&P/ Moody’s |
| Number of Classes in each Classification Criteria | 3/3 | 3/3 | 3/3 | 3/3 | 4/3 |
In Table 8, the utility threshold values obtained through the three models are listed. As previously mentioned, data set 5 includes 4 and 3 predefined classes for classification criteria respectively. Therefore, for this data set, CC1 and CC2 have 3 and 2 thresholds respectively. According to our methodology, if the number of classes is not equal, our model uses the highest number of classes as a number of classes. Because of this approach, MCC UTADIS comprises 3 threshold levels.

| Data Sets   | Thresholds | CC1 UTADIS | CC2 UTADIS | MCC UTADIS |
|-------------|------------|------------|------------|------------|
| Data Set 1  | \( u_1 \)  | 0.2367     | 0.4458     | 0.3820     |
|             | \( u_2 \)  | 0.1925     | 0.3924     | 0.3305     |
| Data Set 2  | \( u_1 \)  | 0.3390     | 0.3215     | 0.3233     |
|             | \( u_2 \)  | 0.3011     | 0.2919     | 0.2847     |
| Data Set 3  | \( u_1 \)  | 0.1637     | 0.2700     | 0.3005     |
|             | \( u_2 \)  | 0.1275     | 0.2507     | 0.2723     |
| Data Set 4  | \( u_1 \)  | 0.3272     | 0.0629     | 0.2060     |
|             | \( u_2 \)  | 0.2909     | 0.0591     | 0.1942     |
| Data Set 5  | \( u_1 \)  | 0.1422     | 0.2700     | 0.2390     |
|             | \( u_2 \)  | 0.1097     | 0.2507     | 0.2219     |
|             | \( u_3 \)  | 0.0954     | –          | 0.2168     |

When the prediction and explanation ability of models obtained in different data sets is examined, one encounters a similar situation with our original data set. In all data sets, MCC UTADIS model yields close prediction ability to our separate standard models and better prediction ability scores than the explanation ability scores of out-of-classification criterion (OCC) tests. Table 9 exhibits prediction and explanation ability scores for data sets in a detailed manner. The number of alternatives in each predefined class for each data set is also provided in this table.

| Data Sets   | | CC1 UTADIS | CC2 UTADIS | OCC1 Test | OCC2 Test |
|-------------| | Prediction | Prediction | Prediction | Prediction |
| Data Set 1  | C1 18 83% | 20 75% | 38 79% | 20 75% | 18 78% |
|             | C2 21 76% | 17 76% | 38 68% | 17 76% | 21 67% |
|             | C3 4 100% | 6 100% | 10 100% | 6 83% | 4 100% |
| Data Set 2  | C1 7 100% | 8 88% | 15 100% | 8 88% | 7 86% |
|             | C2 20 85% | 17 76% | 37 76% | 17 82% | 20 65% |
|             | C3 4 100% | 6 100% | 10 100% | 6 67% | 4 100% |
| Data Set 3  | C1 23 74% | 24 79% | 47 74% | 24 67% | 23 83% |
|             | C2 37 54% | 33 52% | 69 50% | 33 52% | 37 49% |
|             | C3 7 71% | 10 90% | 17 100% | 10 60% | 7 86% |
Table 10 summarizes the overall prediction and explanation ability scores computed through weighted averages of performance scores in Table 9. The explanation ability scores for OCC tests are relatively lower than separate standard analysis whereas MCC UTADIS approach yields closer levels of prediction ability with standard UTADIS models. We also compared the performance of MCC UTADIS model with the combined performance of CC and OCC UTADIS models in this table. In all data sets, performance of the MCC UTADIS model is better than overall performance of the standard UTADIS model.

Table 10. Overall prediction and explanation abilities of models for data sets

| Dataset | CC1 | CC2 | MCC | OCC1 | OCC2 | CC1&OCC1 | CC2&OCC2 | MCC | Standard UTADIS | MCC UTADIS |
|---------|-----|-----|-----|------|------|----------|----------|-----|----------------|------------|
| 1       | 81.00% | 90.00% | 63.00% | 88.00% | 58.00% | 79.00% | 84.00% | 67.00% | 81.00% | 67.00% |
| 2       | 79.00% | 84.00% | 67.00% | 81.00% | 67.00% | 78.00% | 85.50% | 65.00% | 76.50% | 59.50% |
| 3       | 77.00% | 81.00% | 58.00% | 72.00% | 49.00% | 74.00% | 74.00% | 64.00% | 63.00% | 60.00% |
| 4       | 74.00% | 74.00% | 64.00% | 63.00% | 60.00% | 79.00% | 85.50% | 60.50% | 80.00% | 53.50% |
| 5       | 76.50% | 79.00% | 65.50% | 72.00% | 63.50% | 78.00% | 85.50% | 65.00% | 76.50% | 59.50% |

Similar supportive results about the performance of MCC UTADIS are obtained by evaluating the overall error values of the models, which are objective function values. Overall error values of all data sets are given in Table 11 and Figure 7. In all data sets, overall error of the MCC UTADIS model is significantly lower than the overall error of the standard UTADIS model. For the first data set, overall error of the standard UTADIS is 9.7% higher than the MCC UTADIS. For the remaining four data sets, same situation repeats with the values of 16.3%, 8.9%, 46.7% and 129.2% error differences respectively. These results supports the findings of the previous section so that, MCC UTADIS approach which takes all classifications into consideration simultaneously, yields lower error values and better explanation abilities.
Table 11. Overall errors of models for data sets

|                  | Dataset 1 | Dataset 2 | Dataset 3 | Dataset 4 | Dataset 5 |
|------------------|-----------|-----------|-----------|-----------|-----------|
| CC1              | 0.011     | 0.007     | 0.022     | 0.007     | 0.022     |
| OCC1             | 0.024     | 0.010     | 0.043     | 0.027     | 0.043     |
| CC2              | 0.016     | 0.008     | 0.030     | 0.002     | 0.030     |
| OCC2             | 0.015     | 0.010     | 0.026     | 0.023     | 0.172     |
| MCC              | 0.030     | 0.015     | 0.056     | 0.020     | 0.058     |
| CC1&OCC1         | 0.036     | 0.017     | 0.064     | 0.034     | 0.065     |
| CC2&OCC2         | 0.031     | 0.018     | 0.057     | 0.025     | 0.202     |
| MCC              | 0.030     | 0.015     | 0.056     | 0.020     | 0.058     |
| Standard         | 0.033     | 0.018     | 0.061     | 0.029     | 0.134     |
| MCC              | 0.030     | 0.015     | 0.056     | 0.020     | 0.058     |
| % Difference with MCC | 9.7%       | 16.3%     | 8.9%       | 46.7%     | 129.2%    |

5. An analysis of MCC UTADIS with varying correlations between two classification criteria

In this section, we test the applicability of MCC UTADIS with varying correlations between two classification criteria. Our aim is to examine the performance of the MCC UTADIS method as opposed to standard UTADIS in case of more than one classification criteria for varying consistency levels. We assume two decision makers’ classifications on a hypothetical example with 12 alternatives and 10 evaluation criteria as shown in Table 12.

In that sense, the consideration of any additional information is only expected to change the classification results of the MCC UTADIS and standard UTADIS in a similar manner, while there is no theoretical evidence that the incorporation of some specific additional variables will improve the performance of one method and decrease the performance of the other (Zopounidis, Doumpos 1999a).
In order to obtain a complete set of problem instances, we generate 7 different scenarios by changing the correlation coefficient between decision makers’ predefined classifications such that, correlation coefficients are distributed between 1 and –1 as shown in Table 13. In this table, DM1 and DM2 columns represent the predefined classifications of two decision makers for the abovementioned hypothetical example.

In Table 14, the utility threshold values obtained through the three models for 7 scenarios are listed. The utility threshold values of CC1 models are the same for all scenarios due to the same classification scheme of the DM1. On the other hand, the utility threshold values of CC2 models, which represent the predefined classifications of the DM2, vary between 0.267 and 0.700.

### Table 12. Data set for the hypothetical example

| Alternative | EC1  | EC2  | EC3  | EC4  | EC5  | EC6  | EC7  | EC8  | EC9  | EC10 |
|-------------|------|------|------|------|------|------|------|------|------|------|
| 1           | 3.10 | 1.43 | 3.00 | 0.24 | 0.20 | 0.15 | 0.22 | 41.84| 2.76 | 148.14|
| 2           | 6.37 | 2.72 | 2.90 | 0.10 | 0.09 | 0.10 | 0.20 | 21.99| 3.59 | 280.30|
| 3           | 2.10 | –0.65| 0.34 | 0.05 | 0.10 | 0.07 | 0.23 | 83.50| 14.88| 201.99|
| 4           | 4.50 | 3.68 | 0.93 | –0.07| 0.14 | 0.19 | 0.27 | –16.36| 1.20 | 92.27 |
| 5           | 3.40 | 2.43 | 0.47 | –0.09| 0.22 | 0.18 | 0.23 | –1.48 | 4.13 | 102.66|
| 6           | 2.70 | –3.83| 0.70 | 0.01 | 0.07 | 0.08 | 0.23 | 27.74| 0.91 | 144.10|
| 7           | 2.20 | 2.66 | 0.86 | –0.05| 0.12 | 0.06 | 0.16 | –708.52| 1.09 | 78.60 |
| 8           | 3.80 | 5.51 | 0.25 | –0.26| 0.38 | 0.08 | 0.28 | –2.09 | 2.08 | 61.75 |
| 9           | 4.80 | 8.07 | 0.26 | –0.04| 0.19 | 0.17 | 0.21 | –8.76 | 3.47 | 63.92 |
| 10          | 5.26 | –0.24| 0.70 | 0.03 | 0.15 | 0.19 | 0.19 | –2.36 | 4.08 | 91.38 |
| 11          | 6.32 | 11.51| 0.51 | 0.01 | 0.15 | 0.16 | 0.25 | 21.98 | 5.35 | 38.23 |
| 12          | 5.70 | 2.65 | 0.49 | 0.08 | 0.10 | 0.12 | 0.22 | 37.61 | 6.71 | 120.29|

|                | Max | Min | Min | Max | Max | Max | Max | Max | Max | Max |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|

### Table 13. Predefined classifications with varying correlations between two decision maker

| Alternatives | DM1 | Various Scenarios for DM2 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|--------------|-----|---------------------------|---|---|---|---|---|---|---|
| 1            | 1   | 1                         | 1 | 1 | 1 | 1 | 1 | 1 | 2 |
| 2            | 1   | 1                         | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| 3            | 1   | 1                         | 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| 4            | 1   | 1                         | 1 | 1 | 2 | 2 | 2 | 2 | 2 |
| 5            | 1   | 1                         | 1 | 2 | 2 | 2 | 2 | 2 | 2 |
| 6            | 1   | 1                         | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 7            | 2   | 2                         | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 8            | 2   | 2                         | 2 | 1 | 1 | 1 | 1 | 1 | 1 |
| 9            | 2   | 2                         | 2 | 2 | 1 | 1 | 1 | 1 | 1 |
| 10           | 2   | 2                         | 2 | 2 | 2 | 1 | 1 | 1 | 1 |
| 11           | 2   | 2                         | 2 | 2 | 2 | 2 | 1 | 1 | 1 |
| 12           | 2   | 2                         | 2 | 2 | 2 | 2 | 2 | 1 | 1 |

| Correlations | 1.00 | 0.67 | 0.33 | 0.00 | –0.33 | –0.67 | –1.00 |
Table 14. Utility thresholds for 7 scenarios

| Scenario | CC1 | CC2 | MCC |
|----------|-----|-----|-----|
| 1        | 0.267 | 0.267 | 0.267 |
| 2        | 0.267 | 0.700 | 0.514 |
| 3        | 0.267 | 0.546 | 0.514 |
| 4        | 0.267 | 0.515 | 0.515 |
| 5        | 0.267 | 0.507 | 0.526 |
| 6        | 0.267 | 0.478 | 0.500 |
| 7        | 0.267 | 0.366 | 0.512 |

Table 15 summarizes the overall prediction and explanation ability scores computed through weighted averages of performance scores for each classification. Here, the averages of the overall performances of the two standard UTADIS models including holdout and training samples are compared with the MCC UTADIS model. As the inconsistency between two classification criteria increases, the overall prediction ability of both approaches decreases. However, in all scenarios, the performance of the MCC UTADIS model is at least the same or better than the overall performance of the standard UTADIS.

Similar supportive results about the performance of MCC UTADIS are obtained by evaluating the overall error values of the models, which are objective function values. Overall error values of all data sets are given in Table 16. In all scenarios, overall error of the MCC UTADIS model is significantly lower than the overall error of the standard UTADIS model. These results supports the findings of the previous two sections so that, MCC UTADIS approach which takes all classifications into consideration simultaneously, yields significantly lower error values and better explanation abilities.

Table 15. Prediction and explanation abilities of the models for scenarios

| Scenarios | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|-----------|---|---|---|---|---|---|---|
| CC1       | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% | 100.00% |
| CC2       | 100.00% | 92.00% | 91.00% | 91.00% | 100.00% | 100.00% | 100.00% |
| MCC       | 100.00% | 92.00% | 86.00% | 77.00% | 68.00% | 59.00% | 50.00% |
| OCC1      | 100.00% | 83.00% | 67.00% | 50.00% | 33.00% | 17.00% | 0.00% |
| OCC2      | 100.00% | 92.00% | 82.00% | 64.00% | 33.00% | 17.00% | 0.00% |
| CC1&OCC1  | 100.00% | 91.50% | 83.50% | 75.00% | 66.50% | 58.50% | 50.00% |
| CC2&OCC2  | 100.00% | 92.00% | 86.50% | 77.50% | 66.50% | 58.50% | 50.00% |
| MCC       | 100.00% | 92.00% | 86.00% | 77.00% | 68.00% | 59.00% | 50.00% |
| Standard  | 100.00% | 91.75% | 85.00% | 76.25% | 66.50% | 58.50% | 50.00% |
| MCC       | 100.00% | 92.00% | 86.00% | 77.00% | 68.00% | 59.00% | 50.00% |
Table 16. Overall errors of models for scenarios

|          | Scenarios |          |          |          |          |          |          |
|----------|-----------|----------|----------|----------|----------|----------|----------|
|          | 1         | 2         | 3         | 4         | 5         | 6         | 7         |
| CC1      | 0.000000  | 0.000000  | 0.000000  | 0.000000  | 0.000000  | 0.000000  | 0.000000  |
| OCC1     | 0.000000  | 0.000033  | 0.000033  | 0.000033  | 0.000000  | 0.000000  | 0.000000  |
| CC2      | 0.000000  | 0.043734  | 0.063627  | 0.091075  | 0.091142  | 0.091208  | 0.108677  |
| OCC2     | 0.000000  | 0.098203  | 0.018320  | 0.000167  | 0.008627  | 0.022617  | 0.000000  |
| MCC      | 0.000000  | 0.000067  | 0.000133  | 0.000200  | 0.000884  | 0.001104  | 0.001669  |
| CC1&OCC1 | 0.000000  | 0.000033  | 0.000033  | 0.000033  | 0.000000  | 0.000000  | 0.000000  |
| CC2&OCC2 | 0.000000  | 0.141937  | 0.081947  | 0.091242  | 0.099768  | 0.113825  | 0.108677  |
| MCC      | 0.000000  | 0.000067  | 0.000133  | 0.000200  | 0.000884  | 0.001104  | 0.001669  |
| Standard | 0.000000  | 0.070985  | 0.040990  | 0.045637  | 0.049884  | 0.056913  | 0.054339  |
| MCC      | 0.000000  | 0.000067  | 0.000133  | 0.000200  | 0.000884  | 0.001104  | 0.001669  |

Conclusions

The primary aim of this study was to propose an extended version of UTADIS. This methodology handles more than one classification criteria, which possibly involve different predefined classes for alternatives. We call this extended version as MCC UTADIS Model. Similar to the standard model, MCC UTADIS model also performs the analysis with minimum total classification error. Nevertheless, it takes more than one classifications into consideration in a simultaneous manner.

Second aim of the study was to test the classification ability of UTADIS methodology through out-of-classification criterion approach, which is a new variant of the studies comprising out-of-time and out-of-sample test methodologies. Within the context of our study, results obtained in out-of-classification criterion testing are then compared with the prediction ability results of MCC UTADIS.

In addition, various applications of MCC UTADIS model were performed in country risk evaluation using two classification criteria. We tested MCC UTADIS approach using real world data. Throughout our analysis, we used two classification criteria based on the credit risk ratings of two international agencies (Standard & Poor’s and Moody’s). We also worked with multiple data sets including different number of evaluation criteria, varying number of countries, different classification criteria and different number of predefined classes in order to test the robustness of the model. In general, explanation ability scores for the out-of-classification criterion tests were lower than the prediction ability scores of other models. This means that one model obtained through one classification criterion fails in explaining another model with same alternatives and evaluation criteria but with different classification criteria. However, combined use of multiple classification criteria, MCC UTADIS approach obtained very close prediction ability scores with the standard separate models. These results emphasize both the sensitivity of UTADIS models to the classification criteria and the importance
of using a multiple classification criteria approach. Similar supportive results are achieved by evaluating the overall error values of the models, which are objective function values. Eventually, we concluded that rather than explaining two models with different classification criteria using each others’ thresholds and weights, MCC UTADIS models deal with both classifications simultaneously and make more accurate classifications.

We also tested the applicability of MCC UTADIS with varying correlations between two classification criteria. Our aim was to examine the applicability of the MCC UTADIS method as opposed to standard UTADIS in case of more than one classification criteria for varying consistency levels. Results of this part showed that, as the inconsistency between two classification criteria increases, the overall prediction ability of both the standard UTADIS and the MCC UTADIS approaches decreases. However, in all data sets, the performance of the MCC UTADIS model yielded significantly lower error values and better explanation abilities than standard UTADIS.

The current research may be extended towards various directions. First of all, our approach can be generalized for supporting sorting type of group decisions by treating the multiple assignments as a whole. Furthermore, additional applications of multiple classification criteria type problems are recommended to be analysed. Moreover, the country risk evaluation application may be extended towards the inclusion of additional evaluation criteria and/or classification criteria. Finally, comparative studies with similar techniques can be achieved, in order to validate the performance of MCC UTADIS.
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