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Abstract: Common video-based object detectors exploit temporal contextual information to improve the performance of object detection. However, detecting objects under challenging conditions has not been thoroughly studied yet. In this paper, we focus on improving the detection performance for challenging events such as aspect ratio change, occlusion, or large motion. To this end, we propose a video object detection network using event-aware ConvLSTM and object relation networks. Our proposed event-aware ConvLSTM is able to highlight the area where those challenging events take place. Compared with traditional ConvLSTM, with the proposed method it is easier to exploit temporal contextual information to support video-based object detectors under challenging events. To further improve the detection performance, an object relation module using supporting frame selection is applied to enhance the pooled features for target ROI. It effectively selects the features of the same object from one of the reference frames rather than all of them. Experimental results on ImageNet VID dataset show that the proposed method achieves mAP of 81.0% without any post-processing and can handle challenging events efficiently in video object detection.
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1. Introduction

The introduction and popularization of convolutional neural networks (CNN) [1,2] have greatly improved the performance of still-image object detectors [3–6]. Earlier video object detectors such as [7] borrowed the ideas of still-image object detectors to deal with sequential information by using post-processing methods. However, video datasets are not only a sequence of images but rather a sequence of related images. Compared with still-image object detectors, video object detectors are required to tackle a new dimension to the problem: The temporal dimension. One straightforward solution is to apply a recurrent neural network such as RNN [8], LSTM [9] or ConvLSTM [10]. They are typical networks for handling sequential data, including temporal information. Many recent video object detectors [11–13] apply recurrent neural networks to generate temporal contextual information, which is of great importance to video object detectors in numerous aspects.

Exploiting the temporal contextual information in videos is crucial in video object detection. However, detecting objects in some frames in the video is more challenging due to object deformation, occlusion, or large motion and more dense temporal contextual information should be exploited when these events occur to improve the overall detection performance. This paper aims to make convolutional LSTM (ConvLSTM) aware of two challenging events for video object detection: Aspect ratio change and large motion. Aspect ratio change, as illustrated in Figure 1a, usually indicates that an object is changing poses or deforming, making the shape different from its usual form. Large motion, as shown in Figure 1b, usually leads to motion blur, making it difficult to generate clear and distinct features. In this paper, we propose an event-aware ConvLSTM module that...
detects the challenging events mentioned above. The proposed event-aware ConvLSTM network introduces an event detection module on top of the conventional ConvLSTM. The event detection module is trained on weak annotations generated from the ImageNet VID dataset [14]. Once an event is detected, the detection map is utilized as an attention map to highlight the area where the event takes place. Consequently, the proposed event-aware ConvLSTM network is able to pay more attention to extract temporal contextual information in that area.

![Figure 1. Examples of challenging events in the ImageNet VID dataset. (a) Aspect ratio change, and (b) Large motion.](image)

In video object detection, another popular method used to improve the detection performance is based on object relation networks [15,16] which calculate relation features between object proposals from past \(N\) frames and those from the current frame. However, the total number of object proposals from past \(N\) frames is tremendous and therefore it requires a huge amount of time to generate relation features. Moreover, there is much redundant information about the image content between past and current frames. In this paper, we improve the object relation module by combining it with the supporting frame selection module. Unlike many related methods that blindly choose the past \(N\) frames to generate reference object proposals, we utilize the supporting frame selection to search for the feature map that is the least similar to the feature map for the current frame. Having the least similar feature map from the past frames can bring more informative temporal contextual information to support the detection for the current frame, while reducing the computational complexity in generating reference object proposals. Then, we use the object proposals from the chosen supporting frame as the reference proposals to enhance the object proposal at the current frame. In addition, we utilize an adaptive ROI pooling strategy to pool features based on the ROI’s aspect ratio. It avoids losing important features during the ROI pooling process.

In conclusion, our main contributions in the paper are as follows:

1. We propose an event-aware ConvLSTM for video object detection to tackle two challenging events: Aspect ratio change and large motion. It can highlight the area where the challenging event occurs. Consequently, the proposed event-aware ConvLSTM is able to pay more attention to extract temporal contextual information in that area.

2. We propose an object relation module with a supporting frame selection mechanism, which finds the feature maps with least similarity from the past \(N\) frames. As a result, it can effectively compute the relation feature between the target ROI and reference ROIs to enhance the object proposal at the current frame.

3. Our proposed method focuses on casual video object detectors where future frames are not allowed. Hence, no post-processing based on video levels is required. Experimental results show that our proposed method can achieve state-of-the-art performance and outperforms many non-causal methods.
The rest of the paper is organized as follows: In Section 2, we discuss the related work of video object detection. In Section 3, we explain our proposed method in detail. In Section 4, the experimental results and analysis are given. Section 5 is the conclusion and the future work of video object detection.

2. Related Work

2.1. Convolutional Neural Network for Object Detection

Deep learning-based models have shown significantly improved performance over the traditional models [17, 18] in object detection. [19] presents region-based convolutional neural networks (R-CNN) to use CNN’s feature maps to detect objects. Instead of repeatedly feeding cropped images, Fast R-CNN [3] performs ROI pooling to enhance the R-CNN faster. Faster R-CNN [4] generates ROIs using a region proposal network (RPN) rather than the traditional hand-crafted method. R-FCN [6] removes the fully connected (FC) layer after ROI pooling to generate scores maps. It is even faster than Faster R-CNN [3] and achieves an outstanding balance between accuracy and speed. One-stage object detectors such as SSD [5] and YOLO [20] are proposed that simultaneously perform localization and classification for objects at all locations without generating object proposals.

2.2. Video Object Detection

Recently, video object detection has become a popular research field in deep learning. The introduction of the video object detection challenge in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [14] provides a benchmark for evaluating the performance of video object detection. T-CNN [21] adopts motion information and a re-soring mechanism based on tubelets to exploit temporal information. MANet [22] jointly calculates the object features on both pixel-level and instance-level in a unified framework to improve the detection performance. D&T [23] proposes a CNN architecture that simultaneously performs object detection and tracking. In FGFA [24], motion-guided feature warping is utilized to restore the feature map lost in large motion, guided by the optical flow map estimated using FlowNet [25]. In STMN [26], a spatio-temporal memory module is utilized to extract temporal contextual information. Seq-NMS [7] focuses on using object detections with high confidence scores from nearby frames to boost the scores of weaker detections. The scale-time lattice proposed in [27] finds a way to reallocate the computation power over a scale-time lattice to balance the tradeoff between performance and computational cost. STSN [28] utilizes deformable convolutional neural networks [29] across spatio-temporal domain for video object detection. In [30], 3D dilated convolution and convLSTM are applied to acquire temporal contextual information for background subtraction. In [31], a temporal single-shot detector (TSSD) is proposed to combine LSTM [9] and SSD for video object detection. In [32], a closed-loop detectors and object proposal generator functions are proposed to exploit the continuous nature of video frames. In [11], ConvLSTMs are inserted into the MobileNet [33] feature extraction network for fast video object detection. A faster version of [11] is proposed in [12] that combines convLSTM with a lightweight feature extraction network to improve processing speed. Cuboid proposal network and tubelet linking algorithm are proposed in [34] to improve the performance of detecting moving objects in videos. In [15], objects’ interactions are captured in spatio-temporal domain to identify target objects better. In [35], full-sequence level feature aggregation is applied to obtain enhanced features so that the performance of video object detection can be improved. [36] utilizes external memory to store informative temporal features, and new memory is inserted in the memory buffer if an informative feature is obtained. In [37], a speed-accuracy tradeoff for video object detection is studied. In [16], inter-video proposal relations are exploited to learn effective object representations for video object detection. In [38], memory enhanced global-local aggregation (MEGA) network is proposed, which takes full consideration of both global and local information for video object detection.
2.3. Recurrent Neural Networks

Recurrent neural networks (RNNs) [8,39,40] use hidden states as the container to characterize and memorize the relation between the inputs from a sequential signal. In [9], Long Short Term Memory (LSTM) is introduced to tackle the issue of vanishing gradient. In [10], the authors design ConvLSTM, which is an extended version of fully connected LSTM with convolutional neural networks. A bidirectional RNN is proposed in [41] to enable the training from forward and backward temporal directions. A bidirectional ConvLSTM with pyramid dilated CNN is adopted in [13] to detect video saliency. In [42], a hybrid neural network using a spatial RNN is designed to tackle many low-level tasks including denoising and color interpolation.

3. Proposed Method

3.1. Overview

The architecture of the proposed method is illustrated in Figure 2. First, the input frame at \( t \) is fed to ResNet-101 [43] as the network backbone to extract feature maps. Then, the feature maps are fed to the event-aware ConvLSTM, which contains an event detection module to deal with challenging events such as aspect ratio change or large motion. The enhanced feature maps generated by the proposed event-aware ConvLSTM are used for region proposal generation. When all of the ROIs are generated, the supporting frame is selected by comparing the similarity between the feature maps of \( N \) previous candidate frames and the enhanced feature maps of the current frame. Once the supporting frame is chosen, its ROIs are used as the reference ROIs to enhance the features of ROIs in the current frame using the object relation module. Finally, object classification and bounding box regression layer are applied to the enhanced features for each target ROI to make final predictions.

**Figure 2.** Overall architecture of the proposed method. It is based on Faster R-CNN [4] using ResNet-101 as the network backbone to extract feature maps. The event-aware ConvLSTM handles complex events such as aspect ratio change or large motion. The supporting frame selection module helps remove the redundant information from the reference frames. The object relation module enhances the feature maps for each target ROI based on the reference ROIs, and its outputs will be used for final predictions.
3.2. Event Detection Module

The proposed event detection module, represented in Figure 3, has two subnetworks: Aspect ratio detection subnetwork and motion detection subnetwork.

![Figure 3. Structure of the proposed event detection module which contains two subnetworks: Aspect ratio change detection subnetwork and motion detection subnetwork.](image)

3.2.1. Aspect Ratio Change Detection Subnetwork

The aspect ratio change detection subnetwork takes the input feature map and uses a $3 \times 3$ convolutional layer to estimate the location where large aspect ratio change occurs. Once the detection map is obtained, it is used as the attention map to highlight the input feature map where aspect ratio change takes place.

To train the aspect ratio change detection subnetwork, weak annotations should be generated first. For each box with the same tracking id in two consecutive frames $F_t$ and $F_{t-1}$, we calculate the percentage of aspect ratio change using the following equation:

$$AR_{\text{change}} = \left| \frac{(h_t/w_t) - (h_{t-1}/w_{t-1})}{h_{t-1}/w_{t-1}} \right|,$$

where $h$ and $w$ is the height and width of the bounding box of the object, respectively. If the $AR_{\text{change}}$ is above a given threshold, the pixel inside the bounding box will be marked as 1, otherwise 0. The best threshold is chosen as 20% based on the ablation study. During the training stage, the pixel-wise cross-entropy loss is adopted as the loss function for the aspect ratio change detection subnetwork.

3.2.2. Motion Detection Subnetwork

The motion detection subnetwork takes the input feature map and uses $3 \times 3$ convolutional layer to estimate the location where large motion occurs. Once the detection map is obtained, it is used as the attention map to highlight the input feature map where large motion takes place.

To train the motion detection subnetwork, weak annotations should be obtained first. For each box with the same tracking id in two consecutive frames $F_t$ and $F_{t-1}$, we calculate the IoU between these two boxes. If the Intersection-over-Union (IoU) is below a given threshold, the pixel inside the bounding box will be marked as 1, otherwise 0. The best
motion threshold in this paper is chosen as 60% based on the ablation study. During the training stage, pixel-wise cross-entropy loss is utilized as the loss function for the motion detection subnetwork.

3.3. Event-Aware ConvLSTM Network

Figure 4 depicts the architecture of the proposed event-aware ConvLSTM. Compared with traditional ConvLSTM, the event-aware ConvLSTM introduces an event detection module to deal with challenging events. Here, we update the proposed ConvLSTM using the following equations:

\[ f_t = \sigma(W_f \times E_t + b_f), \]
\[ i_t = \sigma(W_i \times E_t + b_i), \]
\[ o_t = \sigma(W_o \times E_t + b_o), \]
\[ C_t = (f_t \cdot C_{t-1}) + (i_t \cdot \tanh(W_c \times E_t) + b_c), \]
\[ H_t = o_t \cdot \tanh(C_t), \]

where \( E_t \) is the output feature map generated by the proposed event detection module. \( W_f, W_i, \) and \( W_o \) are the weights of forget gate, input gate, and output gate, respectively. \( b_f, b_i, \) and \( b_o \) are the bias for each gate, correspondingly. \( \sigma \) is the sigmoid activation function. \( W_c \) and \( b_c \) is the weight and the bias for the 3 \( \times \) 3 convolution layer shown in Figure 4. \( C_{t-1} \) is the input cell state map obtained from its previous frame \( F_{t-1} \). \( \times, \cdot, \) and \( + \) denote 3 \( \times \) 3 convolution, element-wise multiplication, and element-wise addition operators, respectively. The output hidden state map \( H_t \) will be used as the enhanced feature maps for RPN, ROI pooling, and supporting frame selection module, as illustrated in Figure 2. Moreover, the output hidden state map \( H_t \) and the output cell state map \( C_t \) will be stored in memory buffer and transmitted to the event-aware ConvLSTM at the next frame.

3.4. Object Relation Network with Supporting Frame Selection Module

3.4.1. Supporting Frame Selection

The supporting frame selection method is illustrated in Figure 5. We first apply a 1 \( \times \) 1 convolutional layer on the enhanced feature maps of the current frame and the feature maps generated from the past \( N \) frames. Then, the least similar feature map is selected by computing an embedded Gaussian similarity, expressed as:

\[ f(x_{ij}, y_{ij}) = T(\theta(x_{ij}), \phi(y_{ij})), \]

where \( x \) and \( y \) are the features in the current frame and one of the past frames, respectively. Subscripts \( i \) and \( j \) are the location along the width and height dimensions, correspondingly. \( \theta \) and \( \phi \) are 1 \( \times \) 1 convolution operators. Function \( T \) contains three mathematic operations. First, it performs element-wise dot product of \( \theta(x_{ij}) \) and \( \phi(y_{ij}) \), followed by a channel-wise addition operation. Then, the results take natural exponential operation as feature similarity. The frame with the least similar feature map is chosen as the supporting frame, and its ROIs will be used as reference proposals.
Figure 4. Architecture of the proposed event-aware ConvLSTM. \(W\) and \(H\) indicate the width and height of inputs and outputs, respectively. The output hidden state \(H_t\) is used as enhanced feature maps, as illustrated in Figure 2.

Figure 5. Structure of the supporting frame selection module.

3.4.2. Object Relation

To calculate object relation, we first adopt an adaptive ROI pooling. Unlike the traditional method where all ROIs are pooled into the same size, the adaptive ROI pooling pools feature based on the object proposal’s aspect ratio. In this work, there are three pooling sizes to be chosen from \(5 \times 5\), \(7 \times 4\), and \(4 \times 7\). Each pooling size corresponds to a fully connected layer with a size of 1024. After choosing the best pooling size based on each object proposal’s aspect ratio, the dedicated fully connected layer converts the pooled
features into a vector with 1024 feature values. Once the features for all object proposals in the current frame and the supporting frame are pooled and processed by fully connected layers, they are fed into the object relation module, as shown in Figure 6.

\[ w_{mn}^A = \frac{\text{dot}(W_T f_n^A, W_R f_m^A)}{\sqrt{d}}, \quad (8) \]

where \( f_n^A \) is the appearance feature of the \( n \)th reference ROI. \( W_T \) and \( W_R \) are weights of the two FC layers with an output size of \( d \), which is 1024 in the proposed method. The dot product computes the similarity between the target appearance feature \( f_n^A \) and reference appearance feature \( f_m^A \).

2. Assume the total number of reference ROIs in the supporting frame is \( K \). Once the appearance weight \( w_{mn}^A \) between the \( n \)th target ROI and all reference ROIs is

**Figure 6.** Architecture of the object relation module. First, the adaptive ROI pooling is utilized to pool features based on the object proposal’s aspect ratio. Each pooling size corresponds to a fully connected layer with a size of 1024. Then, the object relation module produces the relation feature between each target ROI and all reference ROIs to enhance the feature map generated by the FC layers for target ROI.

We define the object proposals from the current frame as target ROIs and those from the supporting frame as reference ROIs. The object relation module aims to calculate the relation feature between each target ROI and all reference ROIs. The output relation feature is then used to enhance the features generated from the fully connected layer for target ROI. We now explain the detailed process of calculating object relation for each target ROI:

1. Assume the current target ROI is the \( n \)th ROI in the current frame, and its feature generated from the FC layer or appearance feature is \( f_n^A \). We now calculate the appearance weight \( w_{mn}^A \) between the \( n \)th target ROI with the \( m \)th reference ROI from the supporting frame using the following equation:

2. Assume the total number of reference ROIs in the supporting frame is \( K \). Once the appearance weight \( w_{mn}^A \) between the \( n \)th target ROI and all reference ROIs is
calculated, the total weight $w_{mn}$ between the $n$th target ROI and the $m$th reference ROI is calculated by a softmax function, expressed as:

$$w_{mn} = \frac{\exp(w_{mn}^A)}{\sum_k \exp(w_{kn}^A)}$$

(9)

where $k$ indicates the rest of reference ROI other than the $m$th reference ROI.

3. The relation feature $f_R(n)$ for the $n$th target ROI is calculated as:

$$f_R(n) = \sum_m w_{mn} \cdot (W_V \cdot f_m^A),$$

(10)

where $W_V$ is the weights of the 1024-d FC layers to be learned during the training stage. The relation feature $f_R(n)$ is obtained by calculating the weighted sum of 1024-d appearance feature from all reference ROIs.

4. After the relation feature $f_R(n)$ for the $n$th target ROI is obtained, the enhanced feature map is calculated by applying the element-wise addition between the original feature and the relation feature.

3.5. Object Detection Subnetwork

After the enhanced features for each target ROI are obtained, the classification and bounding box regression subnetworks take the enhanced features as inputs to make final predictions on the ROI’s class and its bounding box offsets. The classification subnetwork outputs a class score $C_{\text{class}}$. The bounding box regression subnetwork outputs bounding box offsets $t = [t_x, t_y, t_w, t_h]$, where $t_x, t_y, t_w, t_h$ are the offsets with respect to the ROI’s $x$ coordinate, $y$ coordinate, width, and height, respectively. They are parameterized using the method [44]. Then, the total loss function $L$ is expressed as:

$$L = L_{\text{cls}}(C_{\text{class}}, C_{\text{GT}}) + \alpha \times L_{\text{bbox}}(t, t_{\text{GT}}),$$

(11)

where $C_{\text{GT}}$ is the ground truth for multi-class classification and $t_{\text{GT}}$ is the ground truth for bounding box regression. The classification loss $L_{\text{cls}}$ is the cross-entropy loss and the bounding box regression loss $L_{\text{bbox}}$ is the smooth $L_1$ loss. $\alpha$ is equal to 1 when the $C_{\text{GT}}$ is the non-background class. Otherwise, $\alpha$ is equal to 0.

4. Experimental Results

4.1. Dataset

We conduct experiments on the ImageNet VID dataset [14], which is the most commonly used benchmark for video object detection. ImageNet VID dataset contains 30 object categories. There are 3682 video clips in the training set and 555 video clips in the validation set. The video clips are recorded at a frame rate between 25 fps and 30 fps. We evaluate the performance using the mean Average Precision (mAP) at the Intersection of Union (IoU) threshold of 0.5. Since the current evaluation on the testing set is not available, we follow most of the state-of-the-art methods to conduct the performance evaluation on the validation set.

4.2. Implementation Details

We adopt ResNet-101 pre-trained with the ImageNet classification dataset as the feature extraction network. First, we pre-train the proposed event-aware ConvLSTM network. To this end, we freeze the weights of the rest of the network except for the event-aware ConvLSTM network and conduct pre-training using the weak annotation dataset, as we explained in Sections 3.2 and 3.3. Note that only the video clips containing the two challenging events are adopted for this pre-training process, where the learning rate is 0.001, and the maximum number of iteration is 100 k.

Then, the proposed network is trained in two stages. In the first stage, we train the rest of the network except for the object detection subnetwork. In the second stage, the object
detection subnetwork is trained with the remaining modules. We define the positive and negative examples for our training as follows: We take positive examples for those anchor boxes with an IoU above 0.7 with the ground truth boxes, and we take negative examples for those anchor boxes with an IoU below 0.3 with the ground truth boxes. We set the IoU threshold for NPS to 0.45. The network is unrolled eight times to perform back-propagation through time (BPTT) so that each training contains eight consecutive frames. As a result, the number of candidate frames \( N \) for selecting the supporting frame is chosen as 8. The base learning rate is 0.002 with an exponential learning policy. The maximum training iteration for the first stage is 80 k. The maximum training iteration for the second stage is 120 k. The proposed video object detection network is implemented using TensorFlow\[45\]. The implementation hardware is equipped with a Nvidia Titan RTX GPU.

4.3. Ablation Experiments

4.3.1. Architecture Design

In this section, we evaluate the effectiveness of the proposed method using different setups on the ImageNet VID dataset. Table 1 compares the object detection performance of the proposed method with various setups. The baseline still-image object detector is Faster R-CNN. For a fair comparison, identical RPN and object detection subnetworks are adopted for all different setups.

| Setups | Baseline | ConvLSTM | AR | M | OR | SFS | A-ROI | mAP(%) |
|--------|----------|----------|----|---|----|-----|-------|-------|
| Setup 1 | ✓ | ✓ | | | | | | 74.1 |
| Setup 2 | ✓ | ✓ | ✓ | | | | | 76.8 |
| Setup 3 | ✓ | ✓ | ✓ | ✓ | | | | 77.7 |
| Setup 4 | ✓ | ✓ | ✓ | ✓ | | | | 77.8 |
| Setup 5 | ✓ | ✓ | ✓ | ✓ | ✓ | | | 78.2 |
| Setup 6 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | | 79.8 |
| Setup 7 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 80.6 |
| Setup 8 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 81.0 |

Setup 1 is Faster R-CNN object detector, our still-image baseline. In Table 1, it can be observed that the baseline detector performance is 74.1%, a pretty low performance since no temporal contextual information is exploited in the video dataset.

Setup 2 applies conventional ConvLSTM to generate and transmit temporal contextual information across the frames. From Table 1, we can observe that the detection performance has been improved by 2.7% compared to that of the still-image baseline detector. However, since the conventional ConvLSTM equally generates the temporal contextual information, it is difficult to handle some challenging events such as aspect ratio change or large motion.

Setup 3 introduces the “aspect ratio” event detection module on top of the ConvLSTM. The module focuses on training the aspect ratio change detection subnetwork by calculating the percentage of aspect ratio changes between two consecutive frames \( F_t \) and \( F_{t-1} \), as explained in Section 3.2.1. Similarly, Setup 4 introduces the “motion” event detection module on top of the ConvLSTM. The module pays attention to the motion change by computing the IoU between two consecutive frames \( F_t \) and \( F_{t-1} \), as introduced in Section 3.2.2. Compared with the conventional ConvLSTM, we can observe that the overall performance is improved to 77.7% and 77.8% by introducing the “aspect ratio” event detection module and the “motion” event detection module, respectively.

Setup 5 combines both event detection modules on top of the ConvLSTM. Specifically, the event detection modules consist of both challenging events: Aspect ratio changes and
large motion. Therefore, the event detection modules can highlight the area where the challenging event occurs. As a result, the event-aware ConvLSTM is able to acquire more temporal contextual information in that area. It can be seen that a decent improvement with mAP of 78.2% is obtained by introducing the proposed event-aware ConvLSTM.

Setup 6 applies the object relation module to our proposed video object detectors. In particular, it computes the relation feature between each target ROI and all reference ROIs. The relation feature can be used to enhance the features maps generated by the FC layers for each target ROI. Then, the object detection subnetwork will take the enhanced features for each target ROI as inputs to make final predictions. It can be observed that the detection performance using the object relation module has been improved to 79.8%.

Setup 7 is similar to Setup 6, except that we introduce the supporting frame selection for the object relation module. Precisely, the supporting frame selection module calculates the Gaussian similarity between the current frame and one of the past candidate frames. Then, it chooses the frame with the least similar feature map as the supporting frame, and its ROIs will be used as reference proposals for the object relation module. Compared with Setup 6, we can observe that a larger performance gain is obtained after introducing the supporting frame selection.

Setup 8 is our proposed architecture in the complete form. Here, we utilize an adaptive ROI pooling to pool features based on the ROI’s aspect ratio. It effectively prevents the ROI pooling process from losing important feature values. The experimental results show that our proposed methods achieve the best performance (81.0%) among all different setups. Figures 7 and 8 present several qualitative detection results that prove the effectiveness of our proposed method.

4.3.2. Event detection Module

Weak annotations: There are several ways to generate weak annotations for the event detection module. Specifically, we can use the bounding box at the current frame $t$, the bounding box at the previous frame $t-1$, or both to highlight the area when an event takes place. To this end, we use all of them to generate weak annotations to compare the detection performance. In Table 2, we can observe that the weak annotations generated by both bounding boxes have the best performance for our proposed video object detection. As a result, the proposed event detection module is trained using such weak annotations.

**Figure 7.** Detection results of “aspect ratio change” events from ImageNet VID validation dataset. Our proposed method using the event detection module shows improvements of detecting “aspect ratio change” events compared with the still-image baseline Faster R-CNN and our proposed method without considering the event detection module.
Figure 8. Detection results of “large motion” events from ImageNet VID validation dataset. Our proposed method using the event detection module shows improvements of detecting “large motion” events compared with the still-image baseline Faster R-CNN and our proposed method without using the event detection module.

Table 2. Performance comparison with different bounding boxes to generate weak annotations for event detection module.

| Bounding Box                      | mAP (%) |
|-----------------------------------|---------|
| bounding box at the current frame $t$ | 77.8    |
| bounding box at the previous frame $t - 1$ | 77.9    |
| both                               | 78.2    |

Threshold for aspect ratio change: The threshold for the aspect ratio change affects the performance of the event detection module as well as the performance of the entire network. To select the best threshold for aspect ratio change, we conduct several experiments with various percentages of aspect ratio change from 5% to 50%. It can be seen from Table 3 that threshold 20% provides the best performance in this work.

Table 3. Performance comparison using various thresholds for the percentage of aspect ratio change.

| Threshold of Percentage of Aspect Ratio Change | mAP (%) |
|-----------------------------------------------|---------|
| >5%                                           | 76.9    |
| >10%                                          | 77.0    |
| >20%                                          | 77.7    |
| >30%                                          | 77.6    |
| >40%                                          | 77.2    |
| >50%                                          | 76.8    |

Threshold for motion change: The threshold for the motion affects the performance of our proposed video object detection. To select the best threshold for motion change, we conduct a series of experiments with different IoU thresholds of motion from 20% to 90%. In Table 4, it can be observed that by choosing the IoU threshold as 60%, better performance is obtained.
Table 4. Performance comparison using various IoU thresholds for large motion.

| IoU Threshold for Motion | mAP (%) |
|--------------------------|---------|
| <90%                     | 77.0    |
| <80%                     | 77.4    |
| <70%                     | 77.7    |
| <60%                     | 77.8    |
| <50%                     | 77.6    |
| <40%                     | 77.3    |
| <30%                     | 77.0    |
| <20%                     | 76.9    |

4.3.3. Supporting Frame Selection

In video object detection, the object relation module requires the object proposals from past $N$ frames. However, the total amount of the object proposals from past $N$ frames is enormous, and they usually contain redundant information. In this work, we introduce a supporting frame selection module to effectively filter the past $N$ frames for the object relation module. In Table 5, it can be seen that by introducing the supporting frame selection, the overall performance increases by 0.8%, and the runtime decreases to 280 ms. It shows the effectiveness of the supporting frame selection module.

Table 5. Performance comparison and time consumption with/without supporting frame selection. (max 300 ROIs per frame).

| Method                                      | mAP (%) | Runtime |
|---------------------------------------------|---------|---------|
| with supporting frame selection             | 80.6    | 280 ms  |
| without supporting frame selection          | 79.8    | 349 ms  |

4.3.4. Object Relation

In still-image object detection, the object relation module usually characterizes two features: Appearance features $f_A$ and geometric features $f_G$ to reflect the relation between the objects at the same frame. However, in video object detection, the geometric features $f_G$ depict the relation between the geometric information of the objects across the frames, probably resulting in negative impacts due to large motion. Table 6 shows the performance comparison with and without geometric features. It can be seen that by introducing the geometric features $f_G$, the overall performance drops by 0.8%. As a result, we only consider using the appearance feature $f_A$ to calculate the object relation features in this work.

Table 6. Performance comparison with/without geometric features in object relation module.

| Method                     | mAP (%) |
|----------------------------|---------|
| with geometric features $f_G$ | 80.2    |
| without geometric features $f_G$ | 81.0    |

4.4. Comparison with the State-of-the-Art Methods

We compare the performance of the proposed method with other state-of-the-art methods on the ImageNet VID validation set. Both causal and non-causal methods are represented in Table 7 for performance comparison. Since different video object detectors have various still-image baseline object detectors, they affect the overall video object detection performance. Hence, the performance gain is also included in Table 7 to offer a clearer insight of how each method performs. The performance gain is the mAP improvement obtained by each state-of-the-art video object detector compared with the still-image baseline detector. It can be seen that our proposed method achieves the best performance among all causal methods and even outperforms many non-causal methods, which require both
past and future frames in video sequences. Since our proposed method focuses on causal video object detection where future frames are not required, no post-processing based on video levels is required in our proposed method. On the other hand, the current processing speed is still slow considering video object detection is a real-time application, even if we introduce a supporting frame selection mechanism to reduce the overall runtime. In the future, we will focus on this issue to effectively reduce the model complexity and boost the processing speed.

Table 7. Performance comparison with other state-of-the-art methods using ImageNet VID validation set.

| Methods                  | Causal? | Backbone                        | mAP (%) | mAP Gain (%) |
|--------------------------|---------|---------------------------------|---------|-------------|
| T-CNN [21]               | No      | GoogLeNet + Fast-RCNN           | 73.8    | 6.1         |
| MANet [22]               | No      | ResNet101 + R-FCN               | 78.1    | 4.5         |
| FGFA [24]                | No      | ResNet101 + R-FCN               | 78.4    | 5.0         |
| Scale-time lattice [27]  | No      | ResNet101 + Faster R-CNN        | 79.6    | N/A         |
| Object linking [34]      | No      | ResNet101 + Fast R-CNN          | 74.5    | 5.4         |
| Seq-NMS [7]              | No      | VGG + Faster R-CNN              | 52.2    | 7.3         |
| STMN [26]                | No      | ResNet101 + R-FCN               | 80.5    | N/A         |
| STSN [28]                | No      | ResNet101 + R-FCN               | 78.9    | 2.9         |
| RDN [15]                 | No      | ResNet101 + Faster R-CNN        | 81.8    | 6.4         |
| SELSA [35]               | No      | ResNet101 + Faster R-CNN        | 80.3    | 6.7         |
| D&T [23]                 | No      | Inception v4 + R-FCN            | 82.0    | N/A         |
| High Performance [37]    | Yes     | ResNet101 + R-FCN               | 78.6    | N/A         |
| External Memory [36]     | Yes     | ResNet101 + R-FCN               | 80.0    | 6.2         |
| TSSD [31]                | Yes     | VGG + SSD                       | 65.4    | 2.4         |
| LSTM-SSD [11]            | Yes     | MobileNet + SSD                 | 53.5    | 3.2         |
| LW LSTM-SSD [12]         | Yes     | MobileNet + SSD                 | 63.4    | N/A         |
| Ours                     | Yes     | ResNet101 + Faster R-CNN        | 81.0    | 6.4         |

5. Conclusions

In this paper, we propose a video object detection network using an event-aware ConvLSTM and object relation networks. The event-aware ConvLSTM introduces an event detection module to deal with two challenging events: Aspect ratio change and large motion. Moreover, we propose an object relation module with a supporting frame selection mechanism which calculates the relation features between the target ROI and reference ROIs with the least effort. Experimental results show that our proposed method achieves mAP of 81% on the ImageNet VID dataset without any post-processing. Our future work will include reducing the model complexity to achieve real-time processing speed and exploiting more accurate label assignment and adapting training sample selection methods to improve the detection performance for videos.
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