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Abstract. Most current image super-resolution (SR) methods based on convolutional neural networks (CNNs) use residual learning in network structural design, which favors to effective back propagation and hence improves SR performance by increasing model scale. However, residual networks suffer from representational redundancy by introducing identity paths that impede the full exploitation of model capacity. Besides, blindly enlarging network scale can cause more problems in model training, even with residual learning. In this paper, a novel fully channel-concatenated network (FC\textsuperscript{2}N) is presented to make further mining of representational capacity of deep models, in which all interlayer skips are implemented by a simple and straightforward operation, weighted channel concatenation (WCC), followed by a $1 \times 1$ conv layer. Based on the WCC, the model can achieve the joint attention mechanism of linear and nonlinear features in the network, and presents better performance than other state-of-the-art SR models with fewer model parameters. To our best knowledge, FC\textsuperscript{2}N is the first SR model that does not adopt residual learning and reaches network depth over 400 layers. Moreover, it shows excellent performance in both largescale and lightweight implementations, which illustrates the full exploitation of the representational capacity of the model.
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1 Introduction

Single image super-resolution (SISR) is a classic problem in low-level computer vision that aims at reconstructing a high-resolution (HR) image from one single low-resolution (LR) image. Although a lot of solutions have been proposed for image SR, it is still an active yet challenging research topic in computer vision community due to its ill-posedness nature and high practical values [3,47,51].

In recent years, deep learning techniques [25], especially convolutional neural networks (CNNs) [26,27] and residual learning [12], have significantly promoted the advance of image SR. A representative work that successfully adopts CNNs to SR problem is SRCNN [7], which is a three-layer CNN network that can learn
Fig. 1. Typical building blocks. “Identity” and “Attention” represent identity mapping and attention mechanism respectively, and “C” denotes channel concatenation.

an end-to-end mapping between LR and HR images and achieve satisfactory SR performance at that time. Subsequently, many studies were conducted to design and build more accurate and efficient SR networks, such as [22], [38], [21], [51], [31], [49], [48] etc. One of the major trends in these models is models get larger and deeper for further performance gain. As model scale increases, the training difficulty caused by information weakening and over/underfitting becomes more serious, and more tricks are needed to ensure an effective training [29]. Residual learning [12] is probably one of the most commonly-used techniques to ease this training difficulty, which is a simple element-wise addition of features at different layers. It can help extend deep SR models to previously unreachable depths and capabilities by introducing identity paths that carries gradients throughout the extent of very deep models [41]. These identity paths, however, result in a large amount of representational redundancy in deep residual networks [18], hindering the full mining of model capabilities.

To make full use of features and further mine the representational capacity of deep networks, many SR models tend to combine residual learning with channel concatenation, which is believed to help new feature exploration and learning good representations [17,5,16,51], e.g., MemNet [39], AWSRN [42], RDN [49], MSRN [29], CARN [2], CSSFN [50] and DBDN [43] etc. On the one hand, most of these models utilize residual learning [12,13] for stable and effective model training, but as mentioned above, it is not conducive to full exploration of model capacities. On the other hand, channel concatenation in these models is adopted to directly connect different layers, which ignores the contribution of adaptive connection strength to model capacities, i.e., weighted channel concatenation (WCC). Although the weighted interlayer connections are considered to impede effective back propagation in case of residual learning [13], we believe that they are more in line with the manner neurons behave in the human brain, therefore more physiologically sound.

Considering these problems, we present a novel architecture for single image SR tasks in this work, in which all skip connections are simply implemented by channel concatenation without any residual connection. Each branch of these channel concatenations is attached by a weighting factor to further explore the representational capacity of the model. As shown in Fig.1 and Fig.2, we construct
the building modules of our model by this WCC, including concat block (CB) for effective local feature utilization and concat group (CG) for the ease of model training. Moreover, we improve the global feature fusion (GFF) [49] by weighting the branches of GFF’s skip connections, i.e., WGFF. These structural ingredients built with our WCC can combine linear and nonlinear features from fine to coarse grained, allowing us to build deeper and more expressive models without residual learning. Since all interlayer skips are conducted by channel concatenation, the proposed model is terms as fully channel-concatenated network (FC^2N).

In summary, the main contributions of this work are four-fold: (1) We present a novel FC^2N for efficient and accurate image SR, in which channel concatenation is used to conduct all interlayer skips. It can reach much deeper without residual learning, and gives better performance boosting with fewer parameters. (2) We propose a new interlayer connection, i.e., WCC, for efficient feature fusion. It is simple and can be easily embedded into other models for performance gain. We demonstrate that residual block [31] and weighted residual block [42] are special cases of our CB. (3) We improve the GFF strategy [49] by our WCC, exploring a more efficient WGFF that makes the utilization of hierarchical features more flexible and reasonable, thus promoting the model performance. (4) We construct a CG module to build a very deep and trainable network with a concat in concat (CIC) structure, which is similar to the residual in residual (RIR) structure in RCAN [48] but allows features are integrated in a more effective way.

2 Related Work

2.1 Image Super-Resolution with Deep Learning

The pioneering work that utilizes deep learning techniques to solve single image super-resolution tasks in the modern sense is SRCNN [7], which is a three-layer network that maps LR images to HR images in an end-to-end manner. Through introducing global residual learning (GRL), Kim et al. [21] increased the network depth up to 20 layers and achieved significant performance improvement. Tai et al. [39] presented a very deep memory network (MemNet) to solve the problem of long-term dependency. Instead, some other works, e.g., DRCN [22] and DRRN [38], focused on weight sharing to reduce the scale of model parameters. Although these methods achieve superior performance, they use the bicubic-interpolated version of original LR images as input, which inevitably loses some details and increases computational burden greatly [37,48].

This problem can be alleviated by placing nonlinear inference in LR image space and upscaling image resolution at the end of the network, such as transpose convolution [8] and ESPCNN [37]. Benefitting from this, some SR models can improve performance by significantly increasing their network scale, e.g., EDSR [31], RDN [49], D-DBPN [11] and RCAN [48] etc. However, the performance gain of these methods depends largely on the increase of model scale, e.g., EDSR [31] has about 43M model parameters and 70-layer network depth, and RCAN [48] also has more than 16M parameters and 400-layer network depth.

To generate more realistic results, especially for large scaling factors, Ledig et al. [28] proposed to introduce generative adversarial network (GAN) [9] into
image SR framework (SRGAN). They developed a new network structure based on ResNet [12, 13] (SRResNet) and treated it as the generator of a GAN [9] with a perceptual loss [20]. The idea was also introduced into EnhanceNet [35] that combined automated texture synthesis and perceptual losses. However, although these GAN-based models can ease over-smoothing artifacts and present visually pleasing results, their results may not be faithfully recovered with wrong image content and unpleasing artifacts [24, 48].

2.2 Interlayer Bypass Connections

A simple and direct way to improve the performance of deep models is to increase model scale, e.g., network parameters, depth and width. However, more problems will arise as model scale increases, and more training tricks are needed to ensure effective training [29]. To alleviate the training difficulty caused by the increased model scale, interlayer connections are widely used in network design. Residual connection [12, 13] and channel concatenation [17] are two typical interlayer skip connections. Although residual connection is a commonly used option in image SR, e.g., [21], [38], [39], [31] and [48], there is a large amount of representational redundancy in residual networks [18, 40], which hints that residual learning may hinder the full mining of model capacities. In fact, when model scale is relatively fixed, the performance of residual models still has potential to be improved [2, 42].

Channel concatenation is another way to implement skip connections in the context of image SR, such as MemNet [39], SRDenseNet [40], RDN [49], MSRN [29], as well as AWSRN [42] etc. However, these models usually combine channel concatenation with residual connections, expecting to make full use of features and mitigate the training difficulty. Instead, in the proposed FC²N, all interlayer connections are implemented by our WCC. In this way, the model can adaptively build a reasonable amount of interlayer connections with appropriate strength and thereby make full exploitation of the representational capacity.

3 Fully Channel-Concatenated Network

3.1 Weighted Channel Concatenation

Most current deep models are modularized architectures that consist of many stacked building blocks, e.g., ResNet [12], MemNet [39], DRRN [38], SRResNet [28], EDSR [31], AWSRN [42], RCAN [48] etc. The structure of some typical building blocks is outlined in Fig.1. In the context of image SR, Conv-ReLU-Conv based residual block [31] and its variants are broadly adopted as the building modules of deep SR models, such as Fig.1(d) and Fig.1(e). Most these building blocks, however, are combined with the strategy of residual learning for efficient model training.

The building block of our FC²N model is also based on the Conv-ReLU-Conv structure, but it avoids using residual learning. Instead, we adopt WCC followed by a 1 × 1 conv layer to integrate the input and output of the Conv-ReLU-Conv structure, as shown in Fig.1(f). Temporarily, let \( x_t \in \mathbb{R}^{H \times W \times C} \) be the input of a CB and \( \mathcal{H}(\cdot) \) the function corresponding to the nonlinear mapping branch, the
WCC can be formulated as:

\[ x_{t+1} = \mathcal{L}([\lambda_1 x_t, \lambda_2 \mathcal{H}(x_t)]) \]  

(1)

where \( x_{t+1} \) is the output of the CB, and \([\ldots]\) represents the operation of channel concatenation. \( \mathcal{L}(\cdot) \) denotes the 1×1 conv, and \( \lambda_1 \) and \( \lambda_2 \) are the corresponding weighting factors, as shown in Fig.1(f).

Let’s rewrite \( x_t = [x^1_t, \ldots, x_i^t, \ldots, x^C_t] \) and \( \mathcal{H}(x_t) = [x^1_h, \ldots, x^j_h, \ldots, x^C_h] \), both of which have \( C \) feature maps with spatial size of \( H \times W \). Denote the kernel of 1×1 conv as \( K \in \mathbb{R}^{2C \times C} \) with \( 2C \) input channels and \( C \) output channels, and omit the biases, then \( x_{t+1} \) is obtained by:

\[
x^u_{t+1} = \sum_{i=1}^{C} \lambda_1 x^i_t K(i,u) + \sum_{j=1}^{C} \lambda_2 x^j_h K(C+j,u),
\]

(2)

where \( x^u_{t+1} \) is the \( u \)-th feature map of \( x_{t+1} \), i.e., \( x_{t+1} = [x^1_{t+1}, \ldots, x^u_{t+1}, \ldots, x^C_{t+1}] \). Here \( u \) is the index of output channel. In fact, both Fig.1(c) and Fig.1(e) are special cases of our CB blocks, i.e., Fig.1(f). When

\[ K(i,i) = K(C+i,i) = 1, \quad i = 1, \ldots, C, \]

(3)

all other elements in \( K \) are 0, and \( \lambda_1 = \lambda_2 = 1 \), then a CB block degrades to the residual block of EDSR [31]. If \( \lambda_1 \) and \( \lambda_2 \) act as learnable weighting factors at this time, then it degrades to the residual block in AWSRN [42].

In addition, our WCC can also achieve attention mechanism [15,48] that can be viewed as a guidance to bias the allocation of available processing resources towards the most informative components of an input [15]. But unlike previous self-attention, 1×1 conv layer contributes to the joint attention to the identity mapping and the output features of the nonlinear mapping branch.

3.2 Overall Network Structure

The overall structure of the FC\(^2\)N network is shown in Fig.2. Similar to many previous models, it mainly includes 3 stages: shallow feature extraction, nonlinear mapping and image reconstruction, which are denoted as \( \mathcal{F}_E(\cdot) \), \( \mathcal{F}_N(\cdot) \) and \( \mathcal{F}_R(\cdot) \) respectively. Assume that the model takes \( x \) as input and outputs \( y \). The shallow features are first extracted by a single 3×3 conv layer:

\[ x_0 = \mathcal{F}_E(x), \]

(4)

where \( x_0 \) is the extracted shallow feature maps, and \( \mathcal{F}_E(\cdot) \) denotes the 3×3 conv layer. Subsequently, \( x_0 \) is fed into the nonlinear mapping subnet for nonlinear inference. This generates deep features and can be formulated as:

\[ x_{n+1} = \mathcal{F}_N(x_0), \]

(5)

\footnote{In implementation, the shape of \( K \) is \([k, k, C_{in}, C_{out}]\), where \( k \) is kernel size, \( C_{in} \) and \( C_{out} \) are the number of input and output channels. Since the spatial size of \( K \) is 1×1 here, we remove the singular dimensions for simplification.}
where $x_{n+1}$ is the generated features, and $F_N(\cdot)$ represents the entire nonlinear mapping, which consists of $n$ cascaded CGs combined with the WGFF. Let’s denote the function of the $i$-th CG as $G_i(\cdot)$, i.e., $x_i = G_i(x_{i-1})$. Then we can obtain the nonlinear mapping from $x_0$ to $x_n$ iteratively:

$$x_n = G_n(x_{n-1}) = G_n\left[G_{n-1}\left(\cdots G_1(x_0)\cdots\right)\right].$$  \hspace{1cm} (6)

It is worth noting that simply stacking multiple CGs can easily lead to training failure. Therefore, we use WGFF to integrate intermediate features at different depths, which also helps ease the training difficulty. The deep features $x_{n+1}$ is therefore obtained by:

$$x_{n+1} = F_D(x_c) = F_D([\lambda_0x_0, \lambda_1x_1, \ldots, \lambda_nx_n]),$$ \hspace{1cm} (7)

where $\lambda_i$ is the weighting factor for the corresponding intermediate feature. $F_D(\cdot)$ corresponds to the $1 \times 1$ conv followed by a $3 \times 3$ conv, and $[\ldots]$ represents the channel concatenation. This WGFF can further explore model representational capacity by adding negligible model parameters. As in [31,49,51], we adopt the ESPCNN [37] to upsample deep features and a $3 \times 3$ conv layer to recover HR images: $\hat{y} = F_R(x_{n+1})$, where $\hat{y}$ is the final SR output and $F_R(\cdot)$ corresponds to the upscale module followed by a $3 \times 3$ conv layer.

We choose to optimize $L_1$ loss as previous works [31,48,51]. Given a training set $\{x^{(i)}, y^{(i)}\}_{i=1}^N$, where $N$ is the total number of training samples, the $L_1$ loss is given by:

$$L_1(\theta) = \frac{1}{N} \sum_{i=1}^{N} \|F(x^{(i)}; \theta) - y^{(i)}\|_1,$$ \hspace{1cm} (8)

where $F(\cdot)$ corresponds to the entire network, and $\theta$ denotes the parameter set of the model. This is optimized by the Adam [23] method. More details on model training will be shown in section 4.1.
Table 1. Quantitative results of ablation study on the proposed WCC. All models are evaluated on Set5 [4] with SR×4, and valid curves are shown in Fig.3 ($m = 8$, $n = 16$).

| Configs | CB    | / | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
|---------|-------|---|---|---|---|---|---|---|---|---|
|         | CG    | / | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |
|         | WGCC  | / | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| SR×4    | PSNR  | 32.53 | 32.62 | 32.63 | 32.59 | 32.64 | 32.62 | 32.62 | 32.65 | 32.67 |

3.3 Concat Group (Concat In Concat)

A CG is simply composed of $m$ stacked CBs with an additional WCC, as shown in Fig.2. Let $x_{i-1} = x_{i-1,0}$ be the input of the first CB in the $i$-th CG, then we can obtain the local features as following:

$$x_{i-1,j} = B_{i,j}(x_{i-1,j-1}), \quad j = 1, 2, \ldots, m, \quad (9)$$

where $B_{i,j}(\cdot)$ represents the function corresponding to the $j$-th CB in the $i$-th CG. Similar to the entire nonlinear mapping, we have:

$$x_{i-1,m} = B_{i,m}[B_{i,m-1}(\cdots B_{i,1}(x_{i-1,0})\cdots)]. \quad (10)$$

To promote the information flow of the network, we further adopt WCC to merge the input of the first CB and the output of the last CB, as shown in Fig.2. This CIC structure can not only ease local representation learning, but also allow the linear and nonlinear features are fused in a fine-grained manner. Therefore, we generate the final output of the $i$-th CG:

$$x_i = L_i([\lambda_{i-1,0}x_{i-1,0}, \lambda_{i-1,m}x_{i-1,m}]), \quad (11)$$

where $L_i(\cdot)$ stands for the $1 \times 1$ conv in the $i$-th CG, and $[\cdots]$ denotes channel concatenation. $\lambda_{i-1,0}$ and $\lambda_{i-1,m}$ are two weighting factors. These operations are similar to local feature fusion (LFF) in some previous work, such as [49] and [48]. However, we use WCC followed by a $1 \times 1$ conv layer instead of a $3 \times 3$ conv layer followed by a residual connection [48] to fuse local features.

3.4 Implementation Details

To verify the effective mining of model representational capacity, we implement both largescale and lightweight FC$^2$N models by setting $m = 8$, $n = 16$ and $m = 4$, $n = 4$ respectively. In addition, we also use wide activation [45] strategy to allow more low-level information pass through the network while still keep its highly nonlinearity. Specifically, the number of feature channels in the CB is set to $\{32, 128, 32\}$. By shrinking the input and output features and extending the features before ReLU layers, wide activation favors to activating more low-level information without increasing model parameters [45,42].

The last layer has 3 filters as it outputs RGB images. Elsewhere, the number of feature channels is set to 32. Except for the $1 \times 1$ conv layers annotated in Fig.1 and Fig.2, all other layers have $3 \times 3$ kernels, and zero-padding is applied to keep the spatial size of features unchanged. For interlayer connections in WGFF, CG and CB, all weighting factors are learnable and initialized as 1.0.
4 Experimental Results

4.1 Settings

As in [31, 49, 48, 11], we adopt 800 training images from DIV2K dataset [1] as our training set. Data augmentation is performed on training images by randomly horizontal and vertical flips, 90° rotations and data range complementarity. Five benchmark datasets, including Set5 [4], Set14 [46], B100 [33], Urban100 [19] and Manga109 [34], are used for evaluation. The results are typically evaluated with PSNR and SSIM [44] on Y channel of YCbCr space. For model training, 48 × 48 LR image patches are extracted from LR images, while the size of HR patches corresponds to the scaling factors. Batch size is set to 16 as in previous works [31, 49, 48]. The objective function is minimized by the Adam optimizer [23] with \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 10^{-8} \). The learning rate is initialized as \( 2 \times 10^{-4} \) for all layers and halved for every \( 4.0 \times 10^5 \) training steps. Both largescale and lightweight FC\(^2\)N models are trained for \( 10^6 \) iterations in total. To compare the computational overhead of deep models in the lightweight case, we also introduce MultiAdds [2] as an evaluation metric\(^2\).

4.2 Model Analysis

Weighted Channel Concatenation To show the superiority of our WCC to residual learning, we build a baseline residual model, in which all skip connections in CGs and CBs are replaced by unweighted residual connections and WGFF is changed to GFF [49]. This model corresponds to the “baseline [res]” in Fig.3 and the first column in Table 1 (PSNR = 32.53 dB). To investigate the impact of learnable weighting factors, we also conduct ablation study on whether channel concatenations in CB, CG and WGFF are weighted. They are indicated by “1” if

\[\text{Table 2. Impact of } n \text{ and } m \text{ on model performance (PSNR / params)}\]

| \(n/m\) | 2     | 4     | 6     | 8     |
|--------|-------|-------|-------|-------|
| 2      | 31.75dB / 0.40M | 32.03dB / 0.70M | 32.12dB / 1.01M | 32.31dB / 1.31M |
| 4      | 32.02dB / 0.71M | 32.23dB / 1.31M | 32.33dB / 1.92M | 32.40dB / 2.53M |
| 8      | 32.23dB / 1.33M | 32.36dB / 2.54M | 32.52dB / 3.76M | 32.56dB / 4.97M |
| 16     | 32.40dB / 2.57M | 32.53dB / 5.00M | 32.62dB / 7.43M | 32.67dB / 9.86M |

\[\text{Fig. 3. Valid PSNR curves on the WCC}\]

\[\text{Fig. 4. Valid curves on wide activation}\]

\[\text{The source code of our FC\(^2\)N is available at https://github.com/zxlation/FC2N.}\]
they are weighted by learnable parameters, otherwise denoted as “0”. Notations and quantitative results are shown in Fig.3 and Table 1. Note that three numbers representing model suffix correspond to WGFF, CG and CB respectively. For example, FC\(^2\)N-110 represents the model with WGFF and CG are weighted but CB is unweighted, which corresponds to the penultimate column of Table 1. In addition, we find that eliminating WCC in either CB, CG or WGFF is likely to result in training failure, so we do not perform ablation study in this case.

**Comparison with Residual Baseline:** As illustrated in Fig.3 and Table 1, by comparing with FC\(^2\)N-000, it can be seen that about 0.1dB performance gain can be achieved by changing the residual connections in CGs and CBs to unweighted channel concatenations. The validation curves of baseline [res] and FC\(^2\)N-000 in Fig.3 also illustrate that, after the decays of learning rate, channel concatenation can make better SR performance improvement than residual connection although both models have roughly the same model parameters (9.6M vs. 9.8M).

**Learnable Weighting Factors:** In Table 1, by comparing FC\(^2\)N-001, FC\(^2\)N-010 and FC\(^2\)N-100 with FC\(^2\)N-000, we can see that learnable weighting factors in all WGFF, CGs and CBs favor to performance improvement. In addition, the best performance given by FC\(^2\)N-111 shows that the WCC in WGFF, CGs and CBs is beneficial to maximizing the performance gain. In particular, WGFF regularly integrates shallow and deep features in an adaptive manner, hence improving the information flow throughout the entire network. This can also be verified by the comparison between FC\(^2\)N-011 and FC\(^2\)N-111. In fact, the proposed WCC also helps stabilize model training. Although Table 1 presents the results of all configurations, the models that do not make adequate use of weighting, such as FC\(^2\)N-000, FC\(^2\)N-001 and FC\(^2\)N-010 etc., show some training difficulty as they
crashed many times during training. The convergence curves shown in Fig.3 also verify the above analysis.

Wide Activation In the context of single image SR, low-level information may contribute to more accurate pixel-wise prediction [45,42], and wide activation is considered to help promote the propagation of low-level features in the network and boost model performance. To verify the effectiveness of wide activation, we compare several configurations in this section. Fig.4 shows the validation curves of the lightweight FC$^2$N ($n = 4, m = 4$) on Set5 [4] with SR×2, which is equipped with different configurations of wide activation.

Assume that the width of identity mapping pathway is $w_1$ and that of the nonlinear mapping pathway is $w_2$. Let $r_{wa}$ denote the ratio of $w_1$ and $w_2$:

$$r_{wa} = \frac{w_2}{w_1}. \quad (12)$$

For fairness of comparison, we keep the feature width of feature extraction and image reconstruction the same as that of FC$^2$N. It can be seen from Fig.4 that
4.3 Comparison with Advanced Methods

In this section, we compare both largescale and lightweight FC²N models with other advanced methods. Similar to [31], [49] and [48], we also use the geometric self-ensemble to improve performance, which is denoted as FC²N⁺. Besides, we introduce another strategy to further boost model performance, i.e., data range ensemble, which is computed as following: for each testing image \( \mathbf{x} \), generate an image \( \bar{\mathbf{x}} \) with complementary data range by \( \bar{\mathbf{x}} = 255 - \mathbf{x} \), and then feed it into the model to produce HR output \( \bar{\mathbf{y}} \). The final HR prediction of \( \mathbf{x} \) is given by \( [\mathbf{y} + (255 - \bar{\mathbf{y}})]/2 \). When both strategies are applied, it is denoted as FC²N++.
Table 4. Quantitative comparison with lightweight FC²N \((n = m = 4)\). The metric of MultAdds is computed with HR images with size of 720p \((1280 \times 720)\).

| Methods     | r   | Params | MultAdds | Set5 \([4]\) | Set14 \([46]\) | B100 \([33]\) | Manga109 \([34]\) |
|-------------|-----|--------|----------|-------------|-------------|-------------|-----------------|
| Bicubic     | 2   | /      | /        | 33.66 / 0.9299 | 30.24 / 0.8688 | 29.56 / 0.8431 | 30.80 / 0.9339 |
| SRCNN \([7]\) | 2   | 57K    | 52.7G    | 36.66 / 0.9542 | 32.42 / 0.9063 | 31.36 / 0.8879 | 35.74 / 0.9661 |
| VDSR \([21]\) | 2   | 665K   | 612.6G   | 37.53 / 0.9587 | 33.03 / 0.9124 | 31.90 / 0.8960 | 37.22 / 0.9729 |
| DRRN \([38]\) | 2   | 297K   | 6,796.9G | 37.74 / 0.9591 | 33.23 / 0.9136 | 32.05 / 0.8973 | 37.92 / 0.9760 |
| LapSRN \([24]\) | 2   | 813K   | 29.9G    | 37.52 / 0.9590 | 33.08 / 0.9130 | 31.80 / 0.8950 | 37.27 / 0.9740 |
| SRMDNF \([47]\) | 2   | 1,513K | 347.7G   | 37.79 / 0.9600 | 33.32 / 0.9150 | 32.05 / 0.8980 | 38.07 / 0.9761 |
| NLRN \([32]\) | 2   | N/A    | N/A      | 38.00 / 0.9603 | 33.46 / 0.9169 | 31.29 / 0.8992 | N/A             |
| AWSRN \([42]\) | 2   | 1,397K | 320.5G   | 38.11 / 0.9608 | 33.78 / 0.9189 | 32.26 / 0.9006 | 38.37 / 0.9776 |
| CARN \([2]\) | 2   | 1,509K | 222.8G   | 37.76 / 0.9590 | 33.52 / 0.9166 | 32.09 / 0.8978 | N/A             |
| MSRN \([29]\) | 2   | 5,900K | 1,365.4G | 38.08 / 0.9607 | 33.70 / 0.9186 | 32.33 / 0.9002 | 38.69 / 0.9772 |
| SRCNN \([7]\) | 2   | 1,277K | 294.0G   | 38.11 / 0.9608 | 33.70 / 0.9179 | 32.21 / 0.9001 | 38.81 / 0.9775 |
| FC²N \([Ours]\) | 2   | 1,277K | 294.0G   | 38.16 / 0.9610 | 33.78 / 0.9189 | 32.25 / 0.9006 | 39.02 / 0.9779 |
| FC²N+ \([Ours]\) | 2   | 1,277K | 294.0G   | 38.17 / 0.9611 | 33.79 / 0.9191 | 32.28 / 0.9007 | 39.04 / 0.9780 |

The implementation \((n = 16, m = 8)\). It can be observed that our FC²N outperforms most of other methods on all datasets. In particular, FC²N++ further improves the performance of FC²N on the whole, which verifies the effectiveness of data range ensemble. When the scaling factor is 8, our FC²N performs slightly worse than RCAN \([48]\) but still better than other SR models. However, our FC²N only uses about 60% model parameters of RCAN \([48]\), indicating that it provides a better trade-off between model performance and network scale.

Fig.5 shows the visual comparison between other SR methods and our FC²N on two testing images from Urban100 \([19]\) with SR×4. For “img_058”, most of previous methods generate blurring artifacts at the fringes, especially for those in the lower left parts of the cropped images. However, only the FC²N generate the result much closer to the ground truth. For image “img_073”, the blurring effect in the results of other methods in texture region is more obvious, but our FC²N can still produce the result that can imply the potential structure more clearly. These comparisons show the good representational capacity our FC²N.

**Lightweight Implementation** To show that our FC²N makes full exploitation of representational capacity, we also compare our lightweight FC²N \((m = n = 4)\)
Fig. 7. Visual comparison of largescale FC\(^2\)N with adversarial training (\(n = 16, m = 8\)) with other lightweight SR models, as shown in Table 4. The size of HR images is assumed to be 1280×720 (i.e., 720p) for the calculation of MultiAdds, as in [2] and [42]. We can see that our FC\(^2\)N gives the best trade-off between performance and model scale, and computational burden. It provides comparable performance to AWSRN [42] with fewer parameters and computational overhead.

Efficiency Analysis To further illustrate the efficiency superiority of our FC\(^2\)N to other models, we plot model performance versus parameters and MultiAdds in Fig.6(a) and Fig.6(b) respectively. As can be seen, our FC\(^2\)N shows the best trade-off on parameter utilization and calculation efficiency for both largescale and lightweight implementations.

4.4 Adversarial Training

The proposed FC\(^2\)N can also be extended to adversarial training [9] for visually pleasing SR results. We build a GAN model with our largescale FC\(^2\)N as the generator (\(G\)) and a 5-layer FCNN [36] as the discriminator (\(D\)). The first three conv layers in \(D\) have 3×3 kernels, and the output channels are set to 64, 128 and 256 respectively. Then, a global average pooling is used to squeeze the spatial dimensions, which is followed by two 1×1 layers that have 1024 and 1 output channels respectively. To train this GAN model, we adopt the same loss function for \(G\) as [10,11], which has the form of \(\lambda_1 L_{mse} + \lambda_2 L_{vgg} + \lambda_3 L_{adv} + \lambda_4 L_{sty}\). We set \(\lambda_1 = 1.0, \lambda_2 = 0.1, \lambda_3 = 2 \times 10^{-3}, \lambda_4 = 1.0\) in our experiment.

Fig. 7 shows a visual result for SR×4. The model with adversarial training generates more plausible result on texture regions, even better than the ground truth (e.g., hair in the Lena image). However, the recovered results may not be faithfully produced with unexpected artifacts.
5 Conclusions

In this paper, we present a novel and simple network structure aimed at effective image SR tasks, i.e., FC\(^2\)N. Compared with previous advanced models, a major technical novelty of our FC\(^2\)N is the introduction of WCC as all skip connections in the network, and the avoidance to use residual learning. Through WCC, the model can not only adaptively select effective interlayer skips and make full use of hierarchical features, but also pay joint attention to the linear and nonlinear features. The CIC structure with CGs and CBs can also ease local representation learning and allow the model to fuse features from a fine to coarse level. Extensive experiments show that our FC\(^2\)N model outperforms most advanced models in both lightweight and largescale implementations, verifying its effective mining of model representational capacity.
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