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Abstract

We study the exact controllability for spatially periodic water waves with surface tension, by localized exterior pressures applied to free surfaces. We prove that in any dimension, the exact controllability holds within an arbitrarily short time, for sufficiently small and regular data, provided that the region of control satisfies the geometric control condition. This result was previously obtained by Alazard et al. (J Eur Math Soc 20(3), 657–745, 2018) for 2-D water waves. Our proof combines an iterative scheme, that reduces the controllability of the original quasi-linear equation to that of a sequence of linear equations, with a semiclassical approach for the linear control problems.

1. Introduction

We consider the Zakharov [49]/Craig–Sulem [20] formulation of the gravity water wave system with surface tension. It is defined as follows on the torus $\mathbb{T}^d = \mathbb{R}^d / 2\pi \mathbb{Z}^d$:

\[
\begin{aligned}
\partial_t \eta - G(\eta)\psi &= 0, \\
\partial_t \psi + g \eta - H(\eta) + \frac{1}{2} |\nabla_x \psi|^2 - \frac{1}{2} \frac{(\nabla_x \eta \cdot \nabla_x \psi + G(\eta)\psi)^2}{1 + |\nabla_x \eta|^2} &= P_{\text{ext}}.
\end{aligned}
\]

(1.1)

Here $g$ is the gravitational acceleration, $H(\eta) = \nabla_x \cdot \left( \frac{\nabla_x \eta}{\sqrt{1 + |\nabla_x \eta|^2}} \right)$ is the mean curvature of the surface.
\[ \Sigma_t = \{(x, y) \in \mathbb{T}^d \times \mathbb{R} : y = \eta(t, x)\}, \]
and \( G(\eta) \) is the Dirichlet–Neumann operator, defined below by (1.4), of the domain
\[ \Omega_t = \{(x, y) \in \mathbb{T}^d \times \mathbb{R} : -b < y < \eta(t, x)\}, \]
with depth \( b \in ]0, +\infty[. \) Our main theorem states that, any sufficiently small data can be generated by a suitable localized exterior pressure \( P_{\text{ext}}. \)

**Definition 1.1.** We say that an open set \( \omega \subset \mathbb{T}^d \) satisfies the geometric control condition if every geodesic of \( \mathbb{T}^d \) (which are straight lines, for we endow \( \mathbb{T}^d \) with the standard metric) eventually enters \( \omega \). More precisely, this means that for every \( (x, \xi) \in \mathbb{T}^d \times S^{d-1} \), there exists some \( t \in ]0, \infty[ \), such that \( x + t\xi \in \omega \).

**Theorem 1.2.** Suppose that \( d \geq 1, T > 0, s \) is sufficiently large, and \( \omega \subset \mathbb{T}^d \) satisfies the geometric control condition, then for some \( \varepsilon_0 > 0 \) sufficiently small and for all \( (\eta_i, \psi_i) \in H^{s+1/2}(\mathbb{T}^d) \times H^s(\mathbb{T}^d) \) satisfying
\[ \| (\nabla_x \eta_i, \nabla_x \psi_i) \|_{H^{s-1/2} \times H^{s-1}} < \varepsilon_0, \quad (i = 0, 1) \]
and \( \int_{\mathbb{T}^d} \eta_0 \, dx = \int_{\mathbb{T}^d} \eta_1 \, dx = 0 \), there exists \( P_{\text{ext}} \in C([0, T], H^s(\mathbb{T}^d)) \), such that
(1) \( P_{\text{ext}} \) is real valued, and for all \( t \in [0, T] \), \( \text{supp} \, P_{\text{ext}}(t, \cdot) \subset \omega; \)
(2) there exists a unique solution to (1.1), \( (\eta, \psi) \in C([0, T], H^{s+1/2}(\mathbb{T}^d) \times H^s(\mathbb{T}^d)) \), such that \( (\eta, \psi)|_{t=0} = (\eta_0, \psi_0) \), and \( (\eta, \psi)|_{t=T} = (\eta_1, \psi_1) \).

**Remark 1.3.** Theorem 1.2 remains valid for infinite depth, that is \( b = +\infty \), with exactly the same proof. However, we restrict ourselves to finite depth for simplicity.

**Remark 1.4.** The same result for 2-D water waves, that is \( d = 1 \), was previously obtained by Alazard et al. [1], where the geometric control condition is implicit, as it is always satisfied on \( \mathbb{T}^1 \). We show in "Appendix A" that on \( \mathbb{T}^2 \), for the exact controllability of the linearized equation around the flat surface (that is \( \eta = 0 \)) of (1.1) with infinite depth, the geometric control condition is necessary, and consequently it is natural for the non-linear equation.

**Remark 1.5.** The condition for the mean values of \( \eta_0 \) and \( \eta_1 \) is necessary since the zero frequency of \( \eta \) is conserved in time.

**Remark 1.6.** We shall only prove the existence of the solution \( (\eta, \psi) \), by an iterative construction performed in Section 6, because the uniqueness is a consequence of [2].

This is a natural control result for a quasi-linear physical equation. Although much work has been done in the control theory of nonlinear equations, including equations describing water waves in some asymptotic regions, like the Benjamin–Ono equation, the Korteweg–de Vries equation, the nonlinear Schrödinger equation, etc., the only work so far for the full water wave model is done by Alazard et al. [1], who proves the exact controllability for the system (1.1) on \( \mathbb{T}^1 \). Our Theorem 1.2 extends their result to higher dimensions.
A main ingredient in [1] is Ingham’s inequality, which is a tool specific to \( d = 1 \).
To tackle the lack of such an estimate in higher dimensions, we have to distinguish
the high frequency regime and the low frequency regime. The high frequency
regime requires us to implement in this quasi-linear framework the semi-classical
approach (see Lebeau [33], Burq–Zworski [19]), while the low frequency regime
is studied by the uniqueness-compactness argument (see Bardos–Lebeau–Rauch [8]).
It has to be noticed that the usual Carleman estimates do not seem to apply to
the paradifferential context we are working with, and this uniqueness result has to
be proven by a different method.

1.1. From Euler to Zakharov/Craig–Sulem

We present here briefly the Eulerian formulation of the water wave system with
surface tension to give some physical intuitions. Then we define the Dirichlet–
Neumann operator, and derive the Zakharov/Craig–Sulem formulation (1.1).

Let \( \Sigma_t \) and \( \Omega_t \) be defined as above, and let \( \Gamma = \mathbb{T}^d \times \{-b\} \) be the flat bottom.
Denote by \( v : \Omega_t \rightarrow \mathbb{R}^d \) the Eulerian vector field, by \( P : \Omega_t \rightarrow \mathbb{R} \) the internal
pressure of the fluid, and by \( n : \partial \Omega_t \rightarrow \mathbb{S}^d \) the exterior unit normal vector to the
boundary \( \partial \Omega_t = \Sigma_t \cup \Gamma \). Then the Eulerian formulation of the water wave system
is the following system of \((\eta, v)\):

\[
\begin{align*}
\partial_t v + v \cdot \nabla x, y v + \nabla x, y P & = -g \mathbf{e}_y \quad \text{in } \Omega_t, \\
\nabla x, y \cdot v & = 0 \quad \text{in } \Omega_t, \\
\partial_t \eta & = \sqrt{1 + |\nabla \eta|^2} \ v|_{\Sigma_t} \cdot n, \quad \text{on } \Sigma_t, \\
v \cdot n & = 0 \quad \text{on } \Gamma, \\
-P|_{\Sigma_t} & = \kappa H(\eta) + P_{\text{ext}} \quad \text{on } \Sigma_t,
\end{align*}
\]

where \( \mathbf{e}_y = (0, 1) \) is the unit vector in the \( y \)-direction, and \( \kappa > 0 \) is the surface
tension. The physical interpretation of (1.2) is that

1. \( v \) satisfies the incompressible Euler equation in the domain \( \Omega_t \),
2. fluid particles which are initially on the surface will stay on the surface,
3. the bottom is impenetrable by fluid particles,
4. the internal pressure, the exterior pressure, and the surface tension balance out
   on the surface.

We suppose, furthermore, that the vector field \( v \) admits a scalar potential \( \phi : \Omega_t \rightarrow \mathbb{R} \),
that is, \( v = \nabla x, y \phi \), which implies furthermore that \( v \) is irrotational, that is, \( \nabla x, y \times v = 0 \).
Denote by \( \psi \) the trace of \( \phi \) to the free surface, in the sense that

\[
\psi(t, x) = \phi(t, x, \eta(t, x)),
\]

then \( \phi \) satisfies the Laplace equation, with a mixed boundary condition

\[
\Delta x, y \phi = 0, \quad \phi|_{\Sigma_t} = \psi, \quad \partial_n \phi|_\Gamma = 0. \tag{1.3}
\]
Define the Dirichlet–Neumann operator $G(\eta)$ by
\[
G(\eta)\psi(t, x) = \sqrt{1 + |\nabla_x \eta(t, x)|^2} \partial_n \phi|_{y=\eta(t, x)} = (\partial_y \phi)(t, x, \eta(x)) - \nabla_x \eta(t, x) \cdot (\nabla_x \phi)(t, x, \eta(x)).
\]
Combining (1.2), (1.3) and (1.4), and assume $\kappa = 1$, we obtain the Zakharov/Craig–Sulem formulation (1.1) in variables $(\eta, \psi)$.

The study of the Cauchy problem of (1.1), initiated by Kano–Nishida [30] and Yoshihara [46, 47], has greatly progressed over decades. The local well-posedness in the framework of Sobolev spaces, without smallness assumptions of initial data, has been established by Beyer–Günter [10] in the case with surface tension, and by Wu [43, 44] in the case without surface tension. For recent astable works, we refer to Ifrim–Tataru [27], Ionescu–Pusateri [28], Wang [45], de Poyferré–Nguyen [40] and the references therein. Here we are influenced by the paradifferential approach developed by Alazard–Métivier [6], Alazard–Burq–Zuily [2, 4, 5], which allows them to prove the local well-posedness in low Sobolev regularity, without regularity assumptions for the bottom.

1.2. Outline of Paper

In Section 2, we outline the method of our proof. In Section 3, we reformulate the problem by the paradifferential calculus. In Section 4, we prove the null controllability in $L^2$ for linearized control problems of (1.1). In Section 5, we prove that for $H^s$ initial data, the control obtained by Section 4 is also of regularity $H^s$. In Section 6, we prove with an iterative construction the null controllability in $H^s$ of the quasilinear paradifferential equation obtained in Section 3. Finally, in Section 7, we prove the exact controllability of (1.1) and conclude the proof of Theorem 1.2.

In “Appendix A”, we show that on $\mathbb{T}^2$, when $b = \infty$, the geometric control condition is necessary for the controllability of the linearized equation of (1.1) around the flat surface. In “Appendix B”, we recall the basics of the paradifferential calculus. In “Appendix C”, we prove the well-posedness of some linear evolution equations, which are used in the study of the linearized equations of (1.1).

2. Strategy of Proof and Some Notations

The general strategy of our proof of Theorem 1.2 is to combine the iterative scheme of [1] with Lebeau’s method for the linear control problems, where we adapt the semiclassical approach in the high frequency regime, and use a perturbative argument to prove the unique continuation property for the low frequency regime. We explain in what follows some more details.

2.1. Paralinearization and Reduction to Null Controllability

By the time reversibility of (1.1), the procedure of paralinearization and symmetrization systematically developed in [2, 4–6] by Alazard, Burq, Métivier and...
Zuily, we can reduce the exact controllability of (1.1) to the null controllability of a paralinearized equation. By the null controllability, we mean the exact controllability with null final data. For the paradifferential calculus, we refer to Bony [11], Métivier [38], and Hörmander [26]; see also “Appendix B” where some basic results are presented.

Recall that the zero frequency of \( \eta \) is preserved in time, and observe that the zero frequency of \( \psi \) is of no physical importance and at the same time has no contribution in the nonlinear terms of the equation. Therefore it is natural to work in Sobolev spaces of functions with null zero frequencies,

\[
\dot{H}^\sigma(\mathbb{T}^d) := \{ f \in H^\sigma(\mathbb{T}^d) : \pi(D_x)f = f \}, \quad \sigma \in \mathbb{R}, \tag{2.1}
\]

where \( \pi(D_x) \) is a Fourier multiplier that projects to Fourier modes of nonzero frequencies (see “Appendix B” for details). We equip \( \dot{H}^\sigma(\mathbb{T}^d) \) with the usual Sobolev norm inherited from \( H^s(\mathbb{T}^d) \). Observe that \( f \in \dot{H}^\sigma(\mathbb{T}^d) \) means \( \int_{\mathbb{T}^d} f \, dx = 0 \). We also use the notation \( \dot{L}^2(\mathbb{T}^d) = \dot{H}^0(\mathbb{T}^d) \).

Following [1,2], we paralinearize (1.1) to obtain a paradifferential equation for the complex variable \( u = u(\psi, \eta) \):

\[
\begin{align*}
\dot{u} &= T_q \omega - i T_p \eta. \tag{2.2}
\end{align*}
\]

Here \( \omega = \psi - T_B \eta \) is called the good unknown of Alinhac,\(^1\) where \( B \) is the trace to the free surface \( \Sigma \) of the vertical velocity \( \partial_y \phi \) [see (3.1) and (3.2)]; while \( T_q \) and \( T_p \) are paradifferential operators depending solely on \( \eta \), of orders 0 and \( 1/2 \) respectively, so that \( u \in \dot{H}^s(\mathbb{T}^d) \) whenever \( (\eta, \psi) \in H^{s+1/2}(\mathbb{T}^d) \times H^s(\mathbb{T}^d) \). We show that this transform \( (\eta, \psi) \mapsto u \) is invertible except for the zero frequencies, so we first establish the null controllability for \( u \), and then recover the zero frequencies to obtain the exact controllability for \( (\eta, \psi) \). To do this, we seek a null control for \( u \) of the following form:

\[
P_{\text{ext}}(t, x) = \chi_T(t) \varphi_{\omega}(x) \Re F(t, x), \tag{2.3}
\]

where

1. \( F \in C([0, T], \dot{H}^s(\mathbb{T}^d)) \) is complex valued;
2. \( \chi_T(\cdot) = \chi_1(\cdot/T) \in C^\infty(\mathbb{R}) \) where \( \chi_1(t) = 1 \) for \( t \leq 1/2 \) and \( \chi_1(t) = 0 \) for \( t \geq 3/4 \);
3. \( 0 \leq \varphi_{\omega} \in C^\infty(\mathbb{T}^d) \) satisfies \( \varphi_{\omega'} \leq \varphi_{\omega} \leq \varphi_{\omega} \) where \( \omega' \) satisfies the geometric control condition, and \( \omega' \subset \omega \). Such \( \omega' \) exists because \( \mathbb{T}^d \) is compact.

We fix \( \chi_T \) and \( \varphi_{\omega} \) and seek \( F \), so that with \( P_{\text{ext}} \) of the form (2.3), \( u \) satisfies the following nonlinear paradifferential equation:

\[
(\partial_t + P(u) + R(u))u = (B(u) + \beta(u))F. \tag{2.4}
\]

\(^1\) We use the same notation \( \omega \) for the good unknown of Alinhac and the domain of control for it causes no ambiguity, and it is a standard notation in both cases in the literature.
Here $P(u)$ is a paradifferential operator of order $3/2$:

$$P(u) = iT_{\gamma}(u) + \nabla_x \cdot T_{V(u)} + \text{lower order terms},$$

with $\gamma(u)$ being a symbol of degree $3/2$ that depends on $\nabla_x \eta$ (hence depends on $u$) and $V(u)$ being the trace to the free surface $\Sigma$ of the horizontal velocity $\nabla_x \phi$ [see (3.1)]; while

$$B(u)F = \chi_T T_q \varphi \omega \text{Re} F.$$

Under the smallness condition $u = O(\varepsilon_0)_{H^s}$, we have

$$T_{\gamma(u)} - |D_x|^3/2 = O(\varepsilon_0)_{\mathcal{L}(\dot{H}^s, \dot{H}^{s-3/2})}, \quad V(u) = O(\varepsilon_0)_{H^{s-1}};$$

while remainders $R(u)$ and $\beta(u)$ satisfy, for some $\vartheta > 0$,

$$\|R(u)\|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \lesssim \|u\|_{\dot{H}^s}, \quad \|\beta(u)\|_{\mathcal{L}(\dot{H}^s, \dot{H}^{s+1/2})} \lesssim \|u\|_{\dot{H}^s}. \quad (2.5)$$

Therefore perturbation arguments can be used to simplify the situation.

**Remark 2.1.** The reason for redoing the paralinearization of (1.1) rather than borrowing directly the results from [2] is due to two considerations. Firstly [2] studies the Cauchy problem, to which only the regularity of the remainder $R(u)$ is important, while in this paper, the smallness is also required to treat it as a perturbation. Secondly, due to the existence of the exterior pressure $P_{\text{ext}}$ (in [2] $P_{\text{ext}} = 0$), the same estimates for $\partial_t \psi$ no longer apply, as they now for $\partial_t \psi - P_{\text{ext}}$, resulting in the appearance of the term $\beta(u) F$.

We will first prove the null controllability of (2.4) (that is, Theorem 2.2 below), then prove that it implies the exact controllability of (1.1) (that is, Theorem 1.2) in Section 7.

**Theorem 2.2.** Suppose that $d \geq 1$, $\omega \subset \mathbb{T}^d$ satisfies the geometric control condition, $T > 0$, and $s$ sufficiently large, then for some $\varepsilon_0 > 0$ sufficiently small and for all initial data $u_0 \in \dot{H}^s(\mathbb{T}^d)$ with $\|u_0\|_{\dot{H}^s} < \varepsilon_0$, there exists an $F \in C([0, T], \dot{H}^s(\mathbb{T}^d))$, such that the unique solution $u \in C([0, T], \dot{H}^s(\mathbb{T}^d))$ to (2.4) with initial data $u(0) = u_0$ vanishes at time $T$, that is $u(T) = 0$. Moreover $F$ can be so chosen that

$$\|u\|_{C([0, T], H^s) \cap W^{1, \infty}([0, T], H^{s-3/2})} \lesssim \varepsilon_0, \quad \|F\|_{C([0, T], H^s)} \lesssim \varepsilon_0. \quad (2.6)$$

**Remark 2.3.** In the statement of Theorem 2.2, and throughout this article, the relation $X \lesssim Y$ is used to simplify the relation $X \leq C(d, \omega, T, b)Y$ for some constant $C$ which, whenever $\varepsilon_0$ (and $h$ in the semiclassical setting) is (are) sufficiently small, depends only on $d, \omega, T, b$, and can be treated as a universal constant.
2.2. Iterative Scheme.

To prove Theorem 2.2, we adapt the iterative scheme of [1] which reduces the
study to the control problem of linear equations. To simplify the notation, we first
introduce the following spaces:

**Definition 2.4.** For \( \sigma \in \mathbb{R}, \varepsilon_0 > 0, T > 0 \), we say \( u \in \mathcal{C}^{1, \sigma}(T, \varepsilon_0) \), resp. \( F \in \mathcal{C}^{0, \sigma}(T, \varepsilon_0) \), if \( u \in C([0, T], H^\sigma(\mathbb{T}^d)) \cap W^{1, \infty}([0, T], H^{\sigma-3/2}(\mathbb{T}^d)) \), resp. \( F \in C([0, T], H^\sigma(\mathbb{T}^d)) \) and

\[
\|u\|_{C([0, T], H^\sigma)} + \|\partial_t u\|_{L^\infty([0, T], H^{\sigma-3/2})} < \varepsilon_0, \quad \text{resp.} \quad \|F\|_{C([0, T], H^\sigma)} < \varepsilon_0.
\]

For \( s \) sufficiently large and \( \varepsilon_0 > 0 \), we fix \( u \in \mathcal{C}^{1,s}(T, \varepsilon_0) \) and consider the null controllability of the linear equation

\[
\left( \partial_t + P(u) + R(u) \right) u = (B(u) + \beta(u)) F.
\]  

(2.7)

We show that for \( \varepsilon_0 \) sufficiently small, there exists a linear operator

\[
\Phi(u) : \dot{H}^s(\mathbb{T}^d) \to C([0, T], \dot{H}^s(\mathbb{T}^d)),
\]

(2.8)

which null-controls (2.7), that is, for any \( u_0 \in \dot{H}^s(\mathbb{T}^d) \),

\[
F = \Phi(u)u_0 \in C([0, T], \dot{H}^s(\mathbb{T}^d))
\]

sends the initial data \( u(0) = u_0 \) at time \( t = 0 \) to the final data \( u(T) = 0 \) at time \( t = T \) by (2.7). Then the iterative scheme proceeds as follows: let \( u_0 \in \dot{H}^s(\mathbb{T}^d) \) such that \( \|u_0\|_{\dot{H}^s} < \varepsilon_0 \). We set \( u^0 = 0, F^0 = 0 \), and for \( n \geq 0 \) set \( (u^{n+1}, F^{n+1}) \in C([0, T], \dot{H}^s(\mathbb{T}^d)) \times C([0, T], \dot{H}^s(\mathbb{T}^d)) \) by letting

\[
F^{n+1} = \Phi(u^n)u_0,
\]

and setting \( u^{n+1} \) be the solution to the equation

\[
\left( \partial_t + P(u^n) + R(u^n) \right) u^{n+1} = B(u^n)F^{n+1}, \quad u^{n+1}(0) = u_0, \quad u^{n+1}(T) = 0.
\]

(2.9)

Being careful that for \( F^{n+1} \) to be well defined, we must check that for some constant \( C > 0 \), independent of \( n \) and small \( \varepsilon_0 \), \( u^n \in \mathcal{C}^{1,s}(T, C\varepsilon_0) \). To prove the convergence of this scheme, we need the following contraction estimate for the control operator,

\[
\|\Phi(u^{n+1}) - \Phi(u^n)\|_{L(\dot{H}^s, C([0, T], \dot{H}^{s-3/2}))} \lesssim \|u^{n+1} - u^n\|_{C([0, T], \dot{H}^{s-3/2})},
\]

which shows that \( \{(u^n, F^n)\}_{n \geq 0} \) is a Cauchy sequence in

\[
C([0, T], \dot{H}^{s-3/2}(\mathbb{T}^d)) \cap W^{1, \infty}([0, T], \dot{H}^{s-3}(\mathbb{T}^d)) \times C([0, T], \dot{H}^{s-3/2}(\mathbb{T}^d)),
\]

and converges to some \( (u, F) \) that satisfies (2.4) in the distributional sense. To recover the \( H^s \)-regularity of \( u \), we study (2.4) by treating it as the linear equation (2.10) with \( u = u \). The \( H^s \)-regularity of \( F \) comes from (2.8) after proving that \( u \in \mathcal{C}^{1,s}(T, C\varepsilon_0) \), and that \( F = \Phi(u)u_0 \).
The construction of $\Phi(\mathbf{u})$ is the main effort of this paper. Treating $R(\mathbf{u})$ and $\beta(\mathbf{u})$ as perturbations, it suffices to study the following unperturbed equation:

$$(\partial_t + P(\mathbf{u}))u = B(\mathbf{u})F.$$  (2.9)

Indeed, we show that there exists a linear control operator

$$\Theta(\mathbf{u}) : \dot{L}^2(\mathbb{T}^d) \to C([0, T], \dot{H}^s(\mathbb{T}^d)),$$

which null-controls (2.9) for $L^2$ initial data, and moreover satisfies

$$\Theta(\mathbf{u})|_{\dot{H}^s} : \dot{H}^s(\mathbb{T}^d) \to C([0, T], \dot{H}^s(\mathbb{T}^d)).$$

Then, for some $\mathcal{E}(\mathbf{u}) = O(\varepsilon \vartheta_0)_{L(\dot{H}^s, \dot{H}^s)}$ with $\vartheta > 0$,

$$\Phi(\mathbf{u}) = \Theta(\mathbf{u})(1 + \mathcal{E}(\mathbf{u}))^{-1}.$$  

We first apply the *Hilbert uniqueness method* to construct $\Theta(\mathbf{u})$, and use a commutator estimate to prove its $H^s$-regularity, with details explained below.

### 2.3. Hilbert Uniqueness Method

The Hilbert uniqueness method is a purely functional analysis argument, due to Lions [36] which, when applied to our situation, establishes the equivalence between the $L^2$-null controllability of (2.9) and the $L^2$-observability (see below) of its dual equation

$$(\partial_t - P(\mathbf{u})^*)u = 0,$$  (2.10)

where $P(\mathbf{u})^*$ is the formal adjoint operator of $P(\mathbf{u})$ with respect to the scalar product $\text{Re}(\cdot, \cdot)_{L^2}$, such that, for all $f, g \in C^\infty(\mathbb{T}^d),$

$$\text{Re}(P(\mathbf{u})f, g)_{L^2} = \text{Re}(f, P(\mathbf{u})^*g)_{L^2}.$$  

The reason for using $\text{Re}(\cdot, \cdot)_{L^2}$ instead of $\cdot, \cdot)_{L^2}$, and thus considering the real Hilbert space $(\dot{L}^2(\mathbb{T}^d), \text{Re}(\cdot, \cdot)_{L^2})$ is that $P(\mathbf{u})$ is not $\mathbb{C}$-linear, but only $\mathbb{R}$-linear (see the exact expression of $P(\mathbf{u})$ in Proposition 3.14), due to our pursuit of a real valued control, which results in the appearance of the $\mathbb{R}$-linear operator $\text{Re}$ in (2.3).

The (strong) $L^2$-observability of (2.10) is the following inequality (that for all its solution $u \in C([0, T], \dot{L}^2(\mathbb{T}^d)))$:  

$$\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|B(\mathbf{u})^*u(t)\|_{L^2}^2 dt,$$  (2.11)

where $B(\mathbf{u})^*$ is the adjoint of $B(\mathbf{u})$ with respect to $\text{Re}(\cdot, \cdot)_{L^2}$. To prove this, we consider (2.10) as a perturbation of a pseudodifferential equation,

$$(D_t + Q(\mathbf{u}))u = 0,$$  (2.12)
where $D_t = \frac{1}{i} \partial_t$, and $Q(u)$ is the pseudodifferential operator with the same symbol as $iP(u)^*$, so that it is of principal symbol $\sim |\xi|^{3/2}$. Then we derive (2.11) from the following $L^2$-observability of (2.12) by Duhamel’s formula:

$$
\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_0 \text{Re } u\|_{L^2}^2 \, dt.
$$

(2.13)

To deal with this problem caused by the lack of $C$-linearity of the equation, which occurs especially in the proof of the unique continuation property that deals with the low frequency regime, we consider simultaneously $u$ and its complex conjugate $\bar{u}$. The pair $\vec{w} = (\bar{u} u)$ then satisfies the $C$-linear system of pseudodifferential equations

$$
D_t \vec{w} + A(u) \vec{w} = 0,
$$

(2.14)

where $A$ is of principal symbol $\sim \begin{pmatrix} |\xi|^{3/2} & 0 \\ 0 & -|\xi|^{3/2} \end{pmatrix}$. Then (2.13) is a consequence of the following $L^2$-observability of (2.14):

$$
\|\vec{w}(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_0 \vec{e} \cdot \vec{w}\|_{L^2}^2 \, dt,
$$

(2.15)

where $\vec{e} = (1)$, so that for $\vec{w} = (w^+ w^-)$, $\vec{e} \cdot \vec{w} = w^+ + w^-$. 

**Remark 2.5.** Here we write $\|\vec{w}(0)\|_{L^2} = \|\vec{w}(0)\|_{L^2 \times L^2}$ for simplicity. This will be our convention for the Sobolev norms of the pair $\vec{w}$. In this spirit, we will also write $H^s = H^s \times H^s$ when there is no ambiguity.

### 2.4. Semiclassical Observability

We adapt Lebeau’s approach [33] to prove (2.15). This approach performs a dyadic decomposition in frequencies of $\vec{w}$, then proves a semiclassical observability (see below) for each dyadic part by studying the propagation of mass ($L^2$-norm), and finally recovers the observability of $\vec{w}$ using Littlewood-Paley’s theory. The idea behind this approach is that, the mass of solutions of a dispersive equation, is not well propagated unless for those localized in frequencies, because group velocities for different frequencies vary, and we are not expected to have a uniform propagation for all frequencies. To be more precise, for $h = 2^{-j}$, with $j \in \mathbb{N}$, we define

$$
\vec{w}_h = \Pi_h \Delta_h \vec{w},
$$

where $\Delta_h$ is a semiclassical pseudodifferential operator, and $\Pi_h$ is defined by a semiclassical functional calculus (see Section 4.3 for the exact expression; to set $\vec{w}_h$ in this way is purely out of a technical concern), so that the frequency of $\vec{w}_h$ is localized in $Ah^{-1} \leq |\xi| \leq Bh^{-1}$ for some $0 < A < B$. The semiclassical observability states that, for $h > 0$ sufficiently small,

$$
\|\vec{w}_h(0)\|_{L^2}^2 \lesssim h^{-1/2} \int_0^{h^{1/2}T} \|\varphi_0 \vec{e} \cdot \vec{w}_h\|_{L^2}^2 \, dt + \text{remainder terms.}
$$

(2.16)
The reason why (2.16) holds on a semiclassical time interval of length \( \sim h^{1/2} \) can be intuitively explained as follows: the dual equation (4.2) with \( u = 0, g = 0 \) and \( b = \infty \) (recall that \( b \) is the depth of the domain of water) is

\[
(D_t + |D_x|^{3/2})u = 0, \tag{2.17}
\]

with its dispersion relation and group velocity being

\[
w(k) = |k|^{3/2}, \quad v_g(k) = \frac{\partial w}{\partial k} = \frac{3}{2} \frac{k}{|k|^{1/2}}. \tag{2.18}
\]

Due to the variation of frequencies on the interval \([Ah^{-1}, Bh^{-1}]\) of size \( \sim h^{-1} \), the variation of group velocity is then \( \sim h^{-1/2} \), hence the mass is only “well propagated” on a semiclassical time interval of size \( \sim h^{1/2} \). That is why Lebeau introduced in [33] a semiclassical time variable \( s \) by scaling \( s = h^{-1/2} t \) (see also Staffilani–Tataru [42] and Burq–Gérard–Tzvetkov [17] where this same scaling is used to prove the Strichartz estimates of Schrödinger equations with variable coefficients), so that the semiclassical time interval is of size \( \sim 1 \) in \( s \) variable.

As for a technical explanation, equation (2.17) writes in variables \((s, x)\) as a zero order semiclassical differential equation,

\[
(h D_s + |h D_x|^{3/2})u = 0. \tag{2.19}
\]

The vague word “well propagated” above can be quantitatively characterized by the semiclassical defect measures of solutions to (2.19). For semiclassical defect measures, we refer to Gérard [22], Gérard–Leichtnam [23], Lions–Paul [37], see also the survey by Burq [14]. Then the proof of (2.16) argues by contradiction and studies the propagation of the semiclassical defect measures, where the geometric control condition is required. This argument dates back to Lebeau [34].

### 2.5. Weak \( L^2 \)-Observability

By an energy estimate, we can show that (2.16) remains valid after replacing the interval of integration \([0, h^{1/2} T]\) by \( I_k = [h^{1/2} k T, h^{1/2} (k + 1) T] \) for \( k = 0, 1, \ldots, h^{-1/2} - 1 \) (we may of course assume that \( h = 2^j \)), with a slight change of the remainder term. Once it is proven, we patch \( \{I_k\}_{0 \leq k < h^{-1/2}} \) up and use Littlewood-Paley’s theory to obtain a weak observability, that for any \( N > 0 \),

\[
\|\tilde{w}(0)\|^2_{L^2} \lesssim \int_0^T \|\varphi \tilde{e} \cdot \tilde{w}\|^2_{L^2} \, dt + \|\tilde{w}(0)\|^2_{H^{-N}}. \tag{2.20}
\]

The remainder term \( \|\tilde{w}(0)\|^2_{H^{-N}} \) comes from the fact that (2.16) holds only for small \( h \), that is, for high frequencies.
2.6. Unique Continuation and Strong $L^2$-Observability

We use the uniqueness-compactness argument of Bardos–Lebeau–Rauch [8] to eliminate the remainder term and obtain the strong $L^2$-observability. This argument derives the strong observability from the weak observability and the unique continuation property of the linear equation, which is, in our case equation (2.14). However, this equation has a fractional (hence non-analytical with respect to $\xi$) symbol, so Carleman’s estimate does not seem to apply directly. We then use a perturbative argument (by contradiction), and reduce the problem to proving only the unique continuation property of the equation linearized around the equilibrium state, that is $\eta = 0$, which is a constant coefficient equation,

$$D_t \tilde{w} + A(0) \tilde{w} = 0.$$  \hspace{1cm} (2.21)

To be more precise, suppose that the strong observability does not hold for arbitrarily small $\varepsilon_0$, then we can find a sequence of solutions $\tilde{w}_n$ to (2.14) with $\mu = u_n \in C^1_s(T, \varepsilon_n)$, $\varepsilon_n \to 0$ as $n \to \infty$, such that

$$\|\tilde{w}_n(0)\|_{L^2} = 1, \quad \int_0^T \|\varphi_0 \tilde{e} \cdot \tilde{w}_n\|_{L^2}^2 \, dt = o(1).$$

The solutions $\tilde{w}_n$ converge in the distributional sense to a solution $\tilde{w}$ to (2.21), such that

$$\varphi_0 \tilde{e} \cdot \tilde{w}|_{0 \leq t \leq T} = 0.$$  \hspace{1cm} (2.22)

Moreover, by the weak observability (2.20) and Rellich–Kondrachov’s compact injection theorem, $\|\tilde{w}(0)\|_{H^{-N}} > 0$, hence $\tilde{w} \neq 0$. We will obtain a contradiction by the unique continuation property of (2.21), that is, such a non-zero solution to (2.21) never exists. To prove this, we consider the $\mathbb{C}$-linear vector space $\mathcal{N}$ of initial data $\tilde{w}_0 \in L^2(\mathbb{T}^d)$ whose corresponding solution satisfies (2.22). Then the weak observability (2.20) implies that $\mathcal{N}$ is a compact metric space with respect to the $L^2$-norm, and hence of finite dimension. It is not difficult to see that $A(0)$ defines a $\mathbb{C}$-linear operator on $\mathcal{N}$, and thus admits an eigenfunction $\tilde{w}_0 = (\tilde{w}^0_0) \in L^2(\mathbb{T}^d)$ such that

$$A(0)\tilde{w}_0 = \lambda \tilde{w}_0, \quad \lambda \in \mathbb{C},$$  \hspace{1cm} (2.23)

and that

$$(\tilde{w}^+_0 + \tilde{w}^-_0)|_{\omega} = \tilde{e} \cdot \tilde{w}_0|_{\omega} = 0.$$

We obtain from (2.23) an elliptic equation for $\tilde{w}^+_0 + \tilde{w}^-_0$, and show that $\tilde{w}^+_0 + \tilde{w}^-_0$ has only a finite Fourier modes. Therefore it can never vanish on a non-empty open set unless $\tilde{w}^+_0 + \tilde{w}^-_0 \equiv 0$. Again easily from (2.23) we also obtain $\tilde{w}^+_0 - \tilde{w}^-_0 \equiv 0$. This contradicts the fact that $\tilde{w}$ is an eigenfunction and can not be identically zero.
2.7. $H^s$-Controllability

Now we prove the $H^s$-regularity of $\Theta = \Theta(u)$, that is, whenever the initial data $u_0 \in \dot{H}^s(\mathbb{T}^d)$, the control $F = \Theta u_0 \in C([0, T], \dot{H}^s(\mathbb{T}^d))$. The Hilbert uniqueness method implies that, at the $L^2$ level,

$$\Theta = -B^*SK^{-1}, \quad K = -RBB^*S,$$

where the definitions of the solution operator $S$ and the range operator $\mathcal{R}$ will be made clear in Section 4.1. The main motivation to proving the strong $L^2$-observability is that, it is a rephrasing of the coercivity of the following $\mathbb{R}$-bilinear form on $\dot{L}^2(\mathbb{T}^d)$:

$$\varpi(f, g) = \text{Re}(\mathcal{K}f, g)_{L^2}.$$

Therefore the strong $L^2$-observability implies, by Lax-Milgram’s theorem, the invertibility of $\mathcal{K}$, and consequently the well-definedness of $\Theta$.

Coming back to the $H^s$ level, observing that, by the definition of $\mathcal{K}$, it is easily verified that $\mathcal{K}$ sends $\dot{H}^s(\mathbb{T}^d)$ to itself. Therefore, to prove the $H^s$-regularity of $\Theta$, we only need to show that $\mathcal{K}|_{\dot{H}^s} : \dot{H}^s(\mathbb{T}^d) \rightarrow \dot{H}^s(\mathbb{T}^d)$ defines an isomorphism. We again use Lax-Milgram’s theorem, and consider the following $\mathbb{R}$-bilinear form on the semiclassical Sobolev space $\dot{H}_h^s(\mathbb{T}^d) = \dot{H}^s(\mathbb{T}^d) \cap H^s_h(\mathbb{T}^d)$ which inherits the semiclassical Sobolev norm from $H^s_h(\mathbb{T}^d)$:

$$\varpi_h^s(f, g) = \text{Re}(\Lambda_h^s|_{t=0} \mathcal{K}f, \Lambda_h^s|_{t=0}g)_{L^2},$$

where $\Lambda_h^s = 1 + h^sT_{(3/2)^{2s/3}}$. In order to conclude, the key point is the following commutator estimate: for $\varepsilon_0$ and $h$ sufficiently small,

$$[\mathcal{K}, \Lambda_h^s|_{t=0}]\Lambda_h^{-s}|_{t=0} = O(\varepsilon_0 + h)_{L^2(\dot{L}^2, \dot{L}^2)}.$$  \hspace{1cm} (2.24)

Indeed, if this is proven, we obtain the coercivity of $\varpi_h^s$ on $\dot{H}_h^s(\mathbb{T}^d)$ as follows:

$$\varpi_h^s(f, f) = \varpi(\Lambda_h^s|_{t=0}f, \Lambda_h^s|_{t=0}f) + O(\varepsilon_0 + h)\|\Lambda_h^s|_{t=0}f\|_{L^2}^2 \gtrsim \|f\|_{H_h^s}^2.$$  

The trick of introducing the semiclassical parameter $h$ has already been used in [1], but our proof of the $H^s$-regularity is different.

3. Reformulation of Problem

This section performs the paralinearization of (1.1) as developed in [2,4,6], but with two differences: first a more careful treatment to the remainder terms, so that they are not only of sufficient regularity, but also “super-linear” (see Remark 2.6 of [1]); and second, a modification concerning the existence of the exterior pressure $P_{\text{ext}}$.

The estimates below are carried out for each fixed time $t$, so the time variable will be temporarily omitted for simplicity.
3.1. Paralinearization of Dirichlet–Neumann Operator

Recall the following notations which are standard in literature: let

\[ B(x) = (\partial_y \phi)(x, \eta(x)), \quad V(x) = (\nabla_x \phi)(x, \eta(x)) \]

be the traces of the vertical and horizontal components of the Eulerian vector field to the free surface, respectively. They admit the following expressions which could be seen as linear operators depending on \( \eta \), applying on \( \psi \):

\[
B = B(\eta) \psi = \nabla_x \eta \cdot \nabla_x \psi + G(\eta) \psi + |\nabla_x \eta|^2, \\
V = V(\eta) \psi = \nabla_x \psi - B \nabla_x \eta. \tag{3.1}
\]

The same can be done to the good unknown of Alinhac:

\[
\omega = \omega(\eta) \psi = \psi - TB \eta. \tag{3.2}
\]

Remark 3.1. When there is no ambiguity, we simply write \( B, V \) and \( \omega \) for short.

The notation \( B(\eta) \) will be used later in Lemma 3.11 to denote the operator

\[
B(\eta) = \nabla_x \eta \cdot \nabla_x + G(\eta) \frac{1}{1 + |\nabla_x \eta|^2}. \tag{3.3}
\]

Lemma 3.2. Suppose \( s > 1/2 + d/2 \) and \( 1 + d/2 < \sigma \leq s + 1/2 \), then

\[
\| (B, V) \|_{H^{\sigma-1} \times H^{\sigma-1}} \leq C(\| \eta \|_{H^{s+1/2}}) \| \nabla_x \psi \|_{H^{\sigma-1}}.
\]

Proof. By Theorem 3.12 of [4],

\[
\| G(\eta) \psi \|_{H^{\sigma-1}} \leq C(\| \eta \|_{H^{s+1/2}}) \| \nabla_x \psi \|_{H^{\sigma-1}}.
\]

We conclude by \( \| uv \|_{H^{\sigma-1}} \lesssim \| u \|_{H^{\sigma-1}} \| v \|_{H^{\sigma-1}} \) and (B.7). \( \square \)

The following proposition follows by a careful study of Proposition 3.14 of [2]:

Proposition 3.3. [Alazard–Burq–Zuily] Suppose \( s > 3 + d/2 \) and \( (\eta, \psi) \in H^{s+1/2}(\mathbb{T}^d) \times H^s(\mathbb{T}^d) \). Let the symbol

\[
\lambda = \lambda^{(1)} + \lambda^{(0)},
\]

be defined by

\[
\lambda^{(1)}(x, \xi) = \sqrt{1 + |\nabla_x \eta|^2 + (\nabla_x \eta \cdot \xi)^2}, \\
\lambda^{(0)}(x, \xi) = \frac{1 + |\nabla_x \eta|^2}{2\lambda^{(1)}} \{ \nabla_x \cdot (\alpha^{(1)} \nabla_x \eta) + i \xi \cdot \lambda^{(1)} \cdot \nabla_x \alpha^{(1)} \},
\]

where \( \alpha^{(1)}(x, \xi) = \frac{\lambda^{(1)} + i \nabla_x \eta \cdot \xi}{1 + |\nabla_x \eta|^2} \). Then

\[
G(\eta) \psi = T_\lambda \omega - \nabla_x \cdot TV \eta + f(\eta, \psi),
\]

where for any \( 1/2 < \delta < 1 \),

\[
\| f(\eta, \psi) \|_{H^{s+\delta}} \leq C(\| \eta \|_{H^{s+1/2}}) \| \nabla_x \psi \|_{H^{\sigma-1}}. \tag{3.3}
\]
Proof. Now that we have a larger regularity, $s > 3 + d/2$, than that in [2], which is $s > 2 + d/2$, we have no need to deal with the paraproduct $T_a$ for some $a \in H^{d/2 - \varepsilon}$, which is of positive order. The proof in [2] then implies that
\[ G(\eta)\psi = T_\lambda \omega - T_V \cdot \nabla_x \eta - T_{\nabla_x \cdot V} \eta + f(\eta, \psi), \]
where for any $1/2 < \delta < 1$, $\|f(\eta, \psi)\|_{H^{s+\delta}} \leq C(\|\eta\|_{H^{s+1/2}})\|\nabla_x \psi\|_{H^{s-1}}$. Instead of considering $-T_{\nabla_x \cdot V} \eta + f(\eta, \psi)$ together as the remainder term of regularity $H^{s+1/2}$ (which already suffices in [2] for the Cauchy problem), we observe here that
\[ T_V \cdot \nabla_x \eta + T_{\nabla_x \cdot V} \eta = \nabla_x \cdot T_V \eta, \]
and conclude. □

Remark 3.4. By the definition of $\lambda$, $V$ and $\omega$, the remainder $f(\eta, \psi)$ is of the form
\[ f(\eta, \psi) = R_G(\eta)\psi + M_b\psi, \]
where $R_G(\eta)$ is a linear operator depending on $\eta$, and following (3.3),
\[ \|R_G(\eta)\psi\|_{H^{s+\delta}} \leq C(\|\eta\|_{H^{s+1/2}})\|\nabla_x \psi\|_{H^{s-1}}, \tag{3.4} \]
while $M_b = G(0) - |D_x| = m_b(D_x)$ is a smoothing Fourier multiplier, with symbol
\[ m_b(\xi) = |\xi|(|\tanh(b|\xi|)| - 1). \]
Indeed, $G(0) = |D_x| \tanh(bD_x)$ is a Fourier multiplier which could be calculated directly.

We aim to prove the following estimate:

Proposition 3.5. For $s > 3 + d/2$ and some $\delta > 0$,
\[ \|R_G(\eta)\psi\|_{H^{s+1/2}} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}}^{\delta} \|\nabla_x \psi\|_{H^{s-1}}. \]

Proof. This follows by interpolating between (3.4) and the following lemma. □

Lemma 3.6. For $s > 3 + d/2$, $\|R_G(\eta)\psi\|_{H^{s-2}} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}} \|\nabla_x \psi\|_{H^{s-1}}.$

Proof. Write
\[ R_G(\eta)\psi = (G(\eta)\psi - G(0)\psi) - (T_\lambda \omega - |D_x|\psi) + \nabla_x \cdot T_V \eta, \]
and estimate the three terms separately. By Lemma 3.2 and Theorem B.3,
\[ \|\nabla_x \cdot T_V \eta\|_{H^{s-1/2}} \lesssim \|V\|_{L^\infty} \|\eta\|_{H^{s+1/2}} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}} \|\nabla_x \psi\|_{H^{s-1}}. \]

For the middle term, write $T_\lambda \omega - |D_x|\psi = T_\lambda - |\xi|\psi - T_\lambda T_B \eta$, and by Theorem B.3,
\[ \|T_\lambda - |\xi|\psi\|_{H^{s-1}} \lesssim M_{0,d/2+1}(\lambda - |\xi|)\|\nabla_x \psi\|_{H^{s-1}} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}} \|\nabla_x \psi\|_{H^{s-1}}, \]
\[ \|T_\lambda T_B \eta\|_{H^{s-1/2}} \lesssim M_{0,d/2+1}(\lambda)\|B\|_{L^\infty} \|\eta\|_{H^{s+1/2}} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}} \|\nabla_x \psi\|_{H^{s-1}}. \]

The first term is estimated by the following lemma. □
Lemma 3.7. \( \| G(\eta)\psi - G(0)\psi \|_{H^{s-2}} \leq C \| \eta \|_{H^{s+1/2}} \| \eta \|_{H^{s+1/2}} \| \nabla_x \psi \|_{H^{s-1}} \)

Proof. Recall the shape derivative of the Dirichlet–Neumann operator by [31], see also [2].

Proposition 3.8. Let \( s > 2 + d/2 \), and \( \eta \in H^{s+1/2}(\mathbb{T}^d) \), \( \psi \in H^s(\mathbb{T}^d) \) for \( 1 \leq \sigma \leq s \). Then there exists a neighborhood of \( \eta \) in \( H^{s+1/2}(\mathbb{T}^d) \), such that the mapping \( \tilde{\eta} \mapsto G(\tilde{\eta})\psi \) is differentiable. Moreover, for \( h \in H^{s+1/2}(\mathbb{T}^d) \),

\[
\frac{d}{d\varepsilon}G(\eta + \varepsilon h)\psi - G(\eta)\psi = \lim_{\varepsilon \to 0} \varepsilon^{-1} \left\{ G(\eta + \varepsilon h)\psi - G(\eta)\psi \right\} = -G(\eta)(Bh) - \nabla_x \cdot (Vh).
\]

Then by the Newton-Leibniz formula,

\[
G(\eta)\psi - G(0)\psi = \int_0^1 dG(t\eta)\psi \cdot \eta \, dt = -\int_0^1 \left( G(t\eta)(B_t\eta) + \nabla_x \cdot (V_t\eta) \right) \, dt,
\]

where \( B_t = B(t\eta)\psi \), \( V_t = V(t\eta)\psi \). Therefore,

\[
\| G(\eta)\psi - G(0)\psi \|_{H^{s-2}} \leq \int_0^1 \left( \| (t\eta)\|_{H^{s+1/2}} \| B_t \|_{H^{s-1}} + \| V_t \|_{H^{s-1}} \right) \| \eta \|_{H^{s-1}} \, dt \leq C \| \eta \|_{H^{s+1/2}} \| \eta \|_{H^{s+1/2}} \| \nabla_x \psi \|_{H^{s-1}}.
\]

3.2. Paralinearization of Surface Tension

Proposition 3.9. Let \( \eta \in H^{s+1/2}(\mathbb{T}^d) \) with \( s > 3/2 + d/2 \), then

\[
H(\eta) = -T_\ell \eta + R_H(\eta)\eta,
\]

where the symbol

\[
\ell = \ell^{(2)} + \ell^{(1)}
\]

is explicitly defined by

\[
\ell^{(2)} = \frac{1}{\sqrt{1 + (\nabla_x \eta)^2}} \left( |\xi|^2 - \frac{(\nabla_x \eta \cdot \xi)^2}{1 + (\nabla_x \eta)^2} \right), \quad \ell^{(1)} = \frac{1}{2} \partial_x \cdot D_x \ell^{(2)},
\]

and \( R_H(\eta) \) is a linear operator satisfying the estimate,

\[
\| R_H(\eta) \|_{L(H^{s+1/2},H^{2s-2-d/2})} \leq C \| \eta \|_{H^{s+1/2}} \| \eta \|_{H^{s+1/2}}.
\]
Proof. Letting $L(v) = \frac{1}{\sqrt{1 + |v|^2}}$ for $v \in \mathbb{R}^d$, then $L(0) - 1 = 0$, and by (B.6),

$$
\frac{1}{\sqrt{1 + |\nabla \eta|^2}} = A(\nabla \eta) = 1 + (L(\nabla \eta) - 1)
$$

$$
= 1 + T_{(\nabla L)(\nabla \eta)} \cdot \nabla \eta + R_{L-1}(\nabla \eta),
$$

where $(\nabla L)(\nabla \eta) = -\frac{\nabla \eta}{\sqrt{1 + |\nabla \eta|^2}}$, and the remainder satisfies the estimate

$$
\|R_{L-1}(\nabla \eta)\|_{H^{2s-1-d/2}} \leq C(\|\eta\|_{H^s+1/2}) \|\eta\|_{H^s+1/2}.
$$

Therefore, using the fact that $T_{\nabla \eta} 1 = 0$, we have

$$
\frac{\nabla \eta}{\sqrt{1 + |\nabla \eta|^2}} = \nabla \eta L(\nabla \eta)
$$

$$
= T_{\nabla \eta} L(\nabla \eta) + T_L(\nabla \eta) \nabla \eta + R(\nabla \eta, L(\nabla \eta));
$$

$$
= T_{\nabla \eta} L(\nabla \eta) \cdot \nabla \eta + T_L(\nabla \eta) \nabla \eta
$$

$$
+ R(\nabla \eta, L(\nabla \eta)) + T_{\nabla \eta} R_{L-1}(\nabla \eta)
$$

$$
= T_M \nabla \eta + \tilde{R}(\eta) \eta,
$$

with the matrix valued symbol

$$
M = L(\nabla \eta) + \nabla \eta \otimes (\nabla L)(\nabla \eta) = \frac{1}{\sqrt{1 + |\nabla \eta|^2}} I_d - \frac{\nabla \eta \otimes \nabla \eta}{\sqrt{1 + |\nabla \eta|^2}}.
$$

As for the remainder, $\tilde{R}(\eta)$ is a linear operator depending on $\eta$ defined by

$$
\tilde{R}(\eta) v = R(\nabla \eta, L(\nabla \eta)) + T_{\nabla \eta} R_{L-1}(\nabla \eta)
$$

$$
+ (T_{\nabla \eta} L(\nabla \eta) \cdot \nabla \eta - T_{\nabla \eta} \eta \otimes (\nabla L)(\nabla \eta)) \nabla \eta) v,
$$

satisfying by (B.4) the estimate

$$
\|\tilde{R}(\eta) v\|_{H^{2s-1-d/2}} \leq C(\|\eta\|_{H^s+1/2}) \|\eta\|_{H^s+1/2} \|v\|_{H^s+1/2}.
$$

Indeed, the only problem is for the first term, for which we write

$$
R(\nabla \eta, L(\nabla \eta)) = R(\nabla \eta, 1) + R(\nabla \eta, L(\nabla \eta) - 1),
$$

where

$$
R(\nabla \eta, 1) = \nabla \eta - T_{\nabla \eta} 1 - T_1 \nabla \eta = \nabla \eta - 0 = \nabla \eta = 0.
$$

Consequently,

$$
H(\eta) = \nabla \eta \cdot \left(\frac{\nabla \eta}{\sqrt{1 + |\nabla \eta|^2}}\right) = T_{M \xi \cdot \xi} + R_H(\eta) \eta,
$$

with $\xi^{(2)} = M \xi \cdot \xi$, $\xi^{(1)} = \frac{1}{7} \nabla \eta \cdot M \xi$, and $R_H(\eta)$ defined by $R_H(\eta) v = \nabla \eta \cdot (\tilde{R}(\eta) v)$ which satisfies the desired estimate. \qed
3.3. Equation for the Good Unknown

**Proposition 3.10.** Let \( \eta \in H^{s+1/2}(\mathbb{T}^d) \) and \( \psi \in H^s(\mathbb{T}^d) \) with \( s > 1 + d/2 \), then

\[
\frac{1}{2} \left( \nabla x \eta \cdot \nabla x \psi + G(\eta)\psi \right)^2 + \frac{1}{2} |\nabla x \psi|^2 - \frac{1}{2} \frac{1}{1 + |\nabla x \eta|^2} \left( \nabla x \eta \cdot \nabla x \psi + G(\eta)\psi \right)^2 = T_B G(\eta)\psi + T_B T_V \cdot \nabla x \eta - T_V \cdot \nabla x \psi + R_S(\eta, \psi)\psi,
\]

where \( R_S(\eta, \psi) \) is a linear operator satisfying the estimate

\[
\|R_S(\eta, \psi)\|_{\mathcal{L}(H^s, H^{2s-2-d/2})} \leq C(\|\eta\|_{H^{s+1/2}}) \|\nabla x \psi\|_{H^{s-1}}.
\]

**Proof.** By the definition of \( B, V \) and \( G(\eta) \), we easily verify the identity.

\[
G(\eta)\psi = B - \nabla x \eta \cdot V.
\]

Plug this into the left hand side of (3.7),

\[
\frac{1}{2} \left( \nabla x \eta \cdot \nabla x \psi + G(\eta)\psi \right)^2 + \frac{1}{2} |\nabla x \psi|^2 - \frac{1}{2} \frac{1}{1 + |\nabla x \eta|^2} \left( \nabla x \eta \cdot \nabla x \psi + G(\eta)\psi \right)^2 = \frac{1}{2} B(\nabla x \eta \cdot \nabla x \psi + G(\eta)\psi) - \nabla x \psi \cdot (V + B\nabla x \eta)
\]

\[
= BG(\eta)\psi - \frac{1}{2} (BG(\eta)\psi + \nabla x \psi \cdot V)
\]

\[
= BG(\eta)\psi - \frac{1}{2} (B(B - V \cdot \nabla x \eta) + (V + B\nabla x \eta) \cdot V)
\]

\[
= BG(\eta)\psi - \frac{1}{2} B^2 - \frac{1}{2} |V|^2.
\]

Then by (B.4),

\[
BG(\eta)\psi - \frac{1}{2} B^2 - \frac{1}{2} |V|^2
\]

\[
= T_B G(\eta)\psi + T_{G(\eta)\psi} B - T_B B - T_V \cdot V + R_1(\eta, \psi)
\]

\[
= T_B G(\eta)\psi + T_{G(\eta)} B - B - T_V \cdot (\nabla x \psi - B\nabla x \eta) + R_1(\eta, \psi)
\]

\[
= T_B G(\eta)\psi - T_{V \cdot \nabla x \eta} B - T_V \cdot \nabla x \psi + T_V \cdot (B\nabla x \eta) + R_1(\eta, \psi)
\]

\[
= T_B G(\eta)\psi + T_{B T_V \cdot \nabla x \eta} - T_V \cdot \nabla x \psi + R_1(\eta, \psi)\psi + R_2(\eta, \psi)\psi,
\]

with the two operators defined by

\[
R_1(\eta, \psi) = R(B, G(\eta)\psi^1) - \frac{1}{2} R(B, B(\eta)\psi^1) - \frac{1}{2} R(\psi, V(\eta)\psi^1)
\]

\[
R_2(\eta, \psi) = T_V \cdot R(B(\eta)\psi^2, \nabla x \eta) + (T_V \cdot T_{V \cdot \nabla x \eta} - T_V \cdot \nabla x \eta) B(\eta)\psi^2 + [T_V, T_B(\eta)\psi^2] \nabla x \eta.
\]

Hence \( R_S(\eta, \psi) = R_1(\eta, \psi) + R_2(\eta, \psi) \) satisfies the desired estimate by (B.4) and (B.5). ∎
Lemma 3.11. With $P_{\text{ext}}$ of the form (2.3), the good unknown $\omega$ satisfies the equation,

$$
\partial_t \omega + \nabla_x \cdot TV \omega + T \partial \eta + g \eta + R^1_\omega(\psi, \eta) \psi + R^2_\omega(\psi, \eta) \eta
= \chi_T (\varphi_\omega \Re F - T_B(\varphi_\omega \Re F) \eta),
$$

where $R^i(\psi, \eta) \ (i = 1, 2)$ are linear operators such that, for $s > 2 + d/2$,

$$
\|R^1_\omega(\eta, \psi)\|_{L(H^s, H^s)} \leq C(\|\eta, \nabla_x \psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x \psi\|_{H^{s-1}}.
$$

$$
\|R^2_\omega(\eta, \psi)\|_{L(H^{s+1/2}, H^s)} \leq C(\|\eta, \nabla_x \psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x \psi\|_{H^{s-1}} + \|\eta\|_{H^{s+1/2}}).
$$

Proof. Combining the paralinearization results above, $\omega$ satisfies the equation,

$$
\partial_t \omega + \nabla_x \cdot TV \omega + T \partial \eta + g \eta + \tilde{R} = \chi_T \varphi_\omega \Re F,
$$

with the remainder $\tilde{R}$ being

$$
\tilde{R} = T\partial \omega \eta + (\nabla_x TV TB - TB TV \cdot \nabla_x) \eta + R_H(\eta) \eta + R_S(\eta, \psi) \psi
+ (TV \cdot \nabla_x - \nabla_x \cdot TV) \psi,
$$

where $R_x(\eta, \psi)$ is defined in Proposition 3.10. The term $T\partial \omega \eta$ should be treated with attention, where $\partial_t \psi$ is involved:

$$
\partial_t B = \partial_t (B(\eta) \psi) = B(\eta) \partial_t \psi + [\partial_t, B(\eta)] \psi
= \chi_T B(\eta)(\varphi_\omega \Re F) + B(\eta)(\partial_t \psi - \chi_T \varphi_\omega \Re F) + [\partial_t, B(\eta)] \psi,
$$

where, using the equation,

$$
\partial_t \psi = \chi_T \varphi_\omega \Re F = -g \eta + H(\eta) + \frac{1}{2} \frac{\nabla_x \eta \cdot \nabla_x \psi + G(\eta) \psi}{1 + |\nabla_x \eta|^2} - \frac{1}{2} |\nabla_x \psi|^2,
$$

$$
[\partial_t, B(\eta)] \psi = \partial_t \left( \frac{1}{1 + |\nabla_x \eta|^2} \right) (\nabla_x \eta \cdot \nabla_x \psi + G(\eta) \psi)
+ \frac{1}{1 + |\nabla_x \eta|^2} (\nabla_x \partial_t \eta \cdot \nabla_x \psi + \partial_t (G(\eta)) \psi).
$$

Therefore,

$$
\| \partial_t \psi - \chi_T \varphi_\omega \Re F \|_{H^{s-3/2}} \leq C(\|\eta, \nabla_x \psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x \psi\|_{H^s} + \|\eta\|_{H^{s+1/2}}),
$$

and, by (3.5),

$$
(\partial_t G(\eta)) \psi = -G(\eta)(B \partial_t \eta) - \nabla_x \cdot (V \partial_t \eta),
$$

from which, replacing $\partial_t \eta$ with $G(\eta) \psi$ by the equation,

$$
\|[\partial_t, B(\eta)] \psi \|_{H^{s-5/2}} \leq C(\|\eta, \nabla_x \psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x \psi\|_{H^s} + \|\eta\|_{H^{s+1/2}}).
$$

As for an exact formula, it suffices to set

$$
R^1_\omega(\eta, \psi) v^1 = R_S(\eta, \psi) v^1 + (TV \cdot \nabla_x - \nabla_x \cdot TV) v^1
$$

$$
R^2_\omega(\eta, \psi) v^2 = T\lambda(\eta, \psi) v^2 + (\nabla_x TV TB - TB TV \cdot \nabla_x) v^2 + R_H(\eta) v^2,
$$
where \( R_H(\eta) \) is defined in Proposition 3.9, and by expanding \( \partial_t B - \chi_T B(\eta)(\varphi_\omega \text{Re} F) \) thoroughly using the identities above,

\[
A(\eta, \psi) = -g \eta + H(\eta) + \frac{1}{2} \left( \nabla_x \eta \cdot \nabla_x \psi + G(\eta)\psi \right)^2 \frac{1}{1 + |\nabla_x \eta|^2} - \frac{1}{2} |\nabla_x \psi|^2 - 2\nabla_x \eta \cdot \nabla_x G(\eta)\psi \frac{1}{(1 + |\nabla_x \eta|^2)^2} (\nabla_x \eta \cdot \nabla_x \psi + G(\eta)\psi) + \frac{1}{1 + |\nabla_x \eta|^2} (\nabla_x G(\eta)\psi \cdot \nabla_x \psi - G(\eta)(BG(\eta)\psi) - \nabla_x \cdot (VG(\eta)\psi))?
\]

\[\Box\]

### 3.4. Symmetrization

Now by Proposition 3.3 and Lemma 3.11, for \( s > 3 + d/2 \), the system of water waves can be reformulated as

\[
\begin{align*}
\partial_t \eta - T_\lambda \omega + \nabla_x \cdot TV \eta - M_b \psi - R_G(\eta)\psi &= 0, \\
\partial_t \omega + T_\ell \eta + \nabla_x \cdot TV \omega + g \eta + R_\omega(\psi, \eta)\psi + R_2^2(\psi, \eta)\eta &= \chi_T (\varphi_\omega \text{Re} F - T_B(\eta)(\varphi_\omega \text{Re} F)\eta).
\end{align*}
\]

Following [2], let symbols which depend solely on \( \eta \),

\[
q = q^{(0)}, \quad p = p^{(1/2)} + p^{(-1/2)}, \quad \gamma = \gamma^{(3/2)} + \gamma^{(1/2)},
\]

be defined by

\[
\begin{align*}
q^{(0)} &= (1 + |\nabla_x \eta|^2)^{1/4}, \\
\gamma^{(3/2)} &= \sqrt{\ell(2)\lambda(1)}, \\
\gamma^{(1/2)} &= \sqrt{\ell(2)\lambda(0)\lambda(1)} - \frac{1}{2} \partial_x D_x \sqrt{\ell(2)\lambda(1)}, \\
p^{(1/2)} &= (1 + |\nabla_x \eta|^2)^{-1/2} \gamma^{(1/2)}, \\
p^{(-1/2)} &= \frac{1}{\gamma^{(3/2)}} q^{(0)} \ell(1) - \gamma^{(1/2)} p^{(1/2)} + i \partial_\xi \gamma^{(3/2)} \cdot \partial_x p^{(1/2)}.
\end{align*}
\]

Then \( T_p \eta \) and \( T_q \omega \) satisfies the equation

\[
\begin{align*}
\partial_t (T_p \eta) - T_\gamma T_q \omega + \nabla_x \cdot TV T_p \eta - T_p M_b \psi + R_1(\eta)\psi + R_2(\eta)\eta &= 0, \\
\partial_t (T_q \omega) + T_\gamma T_p \eta + \nabla_x \cdot TV T_q \omega + q T_q \eta + R_3(\eta, \psi)\psi + R_4(\eta, \psi)\eta &= \chi_T (T_q \varphi_\omega \text{Re} F - T_q T_B(\eta)\varphi_\omega \text{Re} F) \eta, \quad (3.8)
\end{align*}
\]

where the remainders are defined by

\[
\begin{align*}
R_1(\eta)\psi^1 &= -(T_p T_\lambda - T_\gamma T_q)\omega(\eta)\psi^1 - T_p R_G(\eta)\psi^1 - [\nabla_x \cdot TV(\eta)\psi^1, T_p] \eta, \\
R_2(\eta)\psi^2 &= -T_\partial \psi^2, \\
R_3(\eta, \psi)\psi^3 &= -T_\partial \psi^3 - [\nabla_x \cdot TV, T_q] \omega(\eta)\psi^3 + T_q R_\omega(\eta, \psi)\psi^3, \\
R_4(\eta, \psi)\psi^4 &= -(T_\gamma T_p - T_q T_\ell)\psi^4 + T_q R_\omega(\eta, \psi)\psi^4.
\end{align*}
\]
and satisfy the estimates
\[
\|R_1(\eta)\|_{\mathcal{L}(H^s, H^s)} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}}^\vartheta, \quad \vartheta > 0,
\]
\[
\|R_2(\eta)\|_{\mathcal{L}(H^{s+1/2}, H^s)} \leq C(\|\eta\|_{H^{s+1/2}})\|\eta\|_{H^{s+1/2}},
\]
\[
\|R_3(\eta, \psi)\|_{\mathcal{L}(H^s, H^s)} \leq C(\|\eta, \nabla_t^\psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x^\psi\|_{H^s} + \|\eta\|_{H^{s+1/2}}),
\]
\[
\|R_4(\eta, \psi)\|_{\mathcal{L}(H^{s+1/2}, H^s)} \leq C(\|\eta, \nabla_t^\psi\|_{H^{s+1/2} \times H^{s-1}})(\|\nabla_x^\psi\|_{H^s} + \|\eta\|_{H^{s+1/2}}).
\]

We introduce the new variable
\[
u = T_q\omega - iT_p\eta. \tag{3.9}
\]
Then \(\nu \in \dot{H}^s (\mathbb{T}^d)\), and
\[
\|\nu\|_{H^s} \leq C(\|\eta\|_{H^{s+1/2}})(\|\nabla_x^\psi\|_{H^{s-1}} + \|\eta\|_{H^{s+1/2}}).
\]

Proposition 3.12. For \(s > 3 + d/2\) and \(\varepsilon_0\) sufficiently small, if \(\nu \in \dot{H}^s (\mathbb{T}^d)\) such that \(\|\nu\|_{H^s} < \varepsilon_0\), then there exists a unique \((\psi, \eta) \in H^s (\mathbb{T}^d) \times \dot{H}^{s+1/2} (\mathbb{T}^d)\) satisfying simultaneously the estimate
\[
\|(\psi, \eta)\|_{H^s \times H^{s+1/2}} \leq 2\|\nu\|_{H^s},
\]
and the identity (3.9). Moreover, if \(\nu \in \mathcal{C}^{1, s} (T, \varepsilon_0)\), then \(\eta \in \mathcal{C}^{1, s+1/2} (T, 2\varepsilon_0)\), with
\[
\|\partial_t \eta\|_{L^\infty([0,T], H^s-1)} \leq 2\|\partial_t \nu\|_{L^\infty([0,T], H^{s-3/2})}.
\]

Proof. Observe that \(q\) is a real symbol and an even function in \(\xi\), and the real part of \(p\) is even in \(\xi\), while its imaginary part is odd in \(\xi\), so by Lemma B.7, \(T_p\) and \(T_q\) preserves the real part of a function. Therefore, by the definition of \(\nu\), we have
\[
T_p(\eta) = -\text{Im} \nu, \tag{3.10}
\]
where we write \(p = p(\eta)\) to emphasize the fact that \(p\) depends on \(\eta\). Equivalently,
\[
\eta = \Psi(\eta),
\]
where \(\Psi : \dot{H}^{\mu+1/2} (\mathbb{T}^d) \to \dot{H}^{\mu+1/2} (\mathbb{T}^d)\) for any \(s - 3/2 \leq \mu \leq s\), is defined by
\[
\Psi(\eta) := -|D_x|^{-1/2} \text{Im} u + |D_x|^{-1/2} T_{|\xi|^{1/2 - p(\eta)}} \eta.
\]
A direct application of the Banach fixed point theorem is not possible because \(\Psi\) is a contraction only when \(\|\eta\|_{W^{2, \infty}}\) is sufficiently small. We need to apply the same iterative scheme while proving that each element of the sequence of iteration is sufficiently small. Let \(\eta_0 = 0\) and \(\eta_{n+1} = \Psi(\eta_n)\) for \(n \in \mathbb{N}\). Denote \(p_n = p(\eta_n)\) for simplicity. We claim that, for all \(n \in \mathbb{N}\),
\[
\|\eta_n\|_{H^{s+1/2}} \leq 2\|\text{Im} u\|_{H^s}.
\]
We prove this by induction. Clearly it is true for \( n = 0 \). Suppose it is proven for \( n \), then,
\[
\| \eta_{n+1} \|_{H^{s+1/2}} = \| \Psi(\eta_n) \|_{H^{s+1/2}} \leq \| \text{Im} u \|_{H^s} + C M_{0,d/2+1}^{1/2}(|\xi|^{1/2} - p_n) \| \eta_n \|_{H^{s+1/2}} \\
\leq \| \text{Im} u \|_{H^s} + C(\| \eta_n \|_{H^{s+1/2}}) \| \eta_n \|_{H^{s+1/2}} \| \text{Im} u \|_{H^s} \\
\leq 2 \| \text{Im} u \|_{H^s},
\]
whenever \( \varepsilon_0 \) is sufficiently small. In particular \( \| \eta_n \|_{H^{s+1/2}} \leq 2\varepsilon_0 \) for \( n \in \mathbb{N} \), and
\[
\| \eta_{n+1} - \eta_n \|_{H^{s+1/2}} \leq \| T_{[\varepsilon]}^{1/2} - p_n (\eta_n - \eta_n - 1) \|_{H^s} + \| T_{p_n - p_n - 1} \eta_{n-1} \|_{H^s} \\
\leq C(\| \eta_n \|_{H^{s+1/2}}) \| \eta_n \|_{H^{s+1/2}} \| \eta_n - \eta_{n-1} \|_{H^{s+1/2}} \\
+ C(\| (\eta_n - 1, \eta_n) \|_{H^{s+1/2} \times H^{s+1/2}}) \| \eta_n - \eta_{n-1} \|_{H^{s+1/2}} \\
\leq C \varepsilon_0 \| \eta_n - \eta_{n-1} \|_{H^{s+1/2}}.
\]
Hence when \( \varepsilon_0 \) is so small that \( C \varepsilon_0 < 1 \), \( \{ \eta_n \} \) is a Cauchy sequence in \( \dot{H}^{s+1/2}(\mathbb{T}^d) \), and converges to some \( \eta \in \dot{H}^{s+1/2}(\mathbb{T}^d) \) such that
\[
\eta = \Psi(\eta), \quad \| \eta \|_{H^{s+1/2}} \leq 2 \| \text{Im} u \|_{H^s}.
\]
The uniqueness of such \( \eta \in \dot{H}^{s+1/2}(\mathbb{T}^d) \) for any \( s - 3/2 \leq \mu \leq s \) comes from the same contraction estimate. Therefore \( \eta \) is independent of the choice of the space \( \dot{H}^{s+1/2}(\mathbb{T}^d) \) whenever \( s - 3/2 \leq \mu \leq s \).

Write \( T_q = \pi(D_x) + T_{q-1}, T_p = (\pi(D_x) + T_p/|\xi|^{1/2} - 1)|D_x|^{1/2} \), where
\[
\| T_{q-1} \|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \leq C \| q - 1 \|_{L^\infty} \leq C(\| \eta \|_{H^{s+1/2}}) \| \eta \|_{H^{s+1/2}} \leq C \varepsilon_0.
\]
\[
\| T_p/|\xi|^{1/2} - 1 \|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \leq C M_{0,d/2+1}^{1/2}(p/|\xi|^{1/2} - 1) \\
\leq C(\| \eta \|_{H^{s+1/2}}) \| \eta \|_{H^{s+1/2}} \leq C \varepsilon_0.
\]
Observe that \( \pi(D_x) = \text{Id}_{\dot{H}^s} : \dot{H}^s \rightarrow \dot{H}^s \) for \( \sigma \in \mathbb{R} \) (see Proposition B.4), hence by means of Neumann series, \( T_p : \dot{H}^{s+1/2}(\mathbb{T}^d) \rightarrow \dot{H}^s(\mathbb{T}^d) \) and \( T_q : \dot{H}^s(\mathbb{T}^d) \rightarrow \dot{H}^s(\mathbb{T}^d) \) are invertible with their inverses being
\[
T_q^{-1} = (\text{Id} + T_{q-1})^{-1}, \quad T_p^{-1} = |D_x|^{-1/2}(\text{Id} + T_p/|\xi|^{1/2} - 1)\]
and satisfying the estimates
\[
\| T_q^{-1} \|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \leq 1 + C \varepsilon_0, \quad \| T_p^{-1} \|_{\mathcal{L}(\dot{H}^s, \dot{H}^{s+1/2})} \leq 1 + C \varepsilon_0.
\]
Therefore there is a unique \( \psi \in \dot{H}^s(\mathbb{T}^d) \) such that (3.9) is satisfied, which is given by the formula
\[
\psi = (T_q^{-1} \text{Re} - T_B T_p^{-1} \text{Im})u,
\]
from which the estimate
\[
\| \psi \|_{H^s} \leq (1 + C \varepsilon_0) \| u \|_{H^s} \leq 2 \| u \|_{H^s},
\]
for sufficiently small $\varepsilon_0$.

As for the estimate of time derivative, observe that the symbol $p$ is a function of $\nabla_x \eta$, $\nabla_x^2 \eta$ and $\xi$. More precisely, one may write

$$p(t, x, \xi) = f(\nabla_x \eta(t, x), \nabla_x^2 \eta(t, x), \xi)$$

with some $f = f(v, M, \xi) \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d)$. Denote for simplicity $\nabla = \nabla_{v, M}$, then

$$\partial_t p = \{\nabla_v f(\nabla_x \eta, \nabla_x^2 \eta, \xi), \nabla_x \partial_t \eta\} + \{\nabla_M f(\nabla_x \eta, \nabla_x^2 \eta, \xi), \nabla_x^2 \partial_t \eta\}$$

$$= \{\nabla f(\nabla_x \eta, \nabla_x^2 \eta, \xi), (\nabla_x \partial_t \eta, \nabla_x^2 \partial_t \eta)\}.$$ 

Therefore a formal differentiation of the formula (3.10) gives,

$$T_p \partial_t \eta + T_{(\nabla f(\nabla_x \eta, \nabla_x^2 \eta, \xi), (\nabla_x \partial_t \eta, \nabla_x^2 \partial_t \eta))} \eta = -\text{Im} \partial_t u,$$

which leads to the consideration of the map $\tilde{\Psi}_t : \dot{H}^{s-1}(\mathbb{T}^d) \to \dot{H}^{s-1}(\mathbb{T}^d),$

$$\tilde{\Psi}_t(\xi) = |D_x|^{-1/2} |\xi|^{1/2} p(\xi) - |D_x|^{-1/2} T_{(\nabla f(\nabla_x \eta, \nabla_x^2 \eta, \xi), (\nabla_x \xi, \nabla_x^2 \xi))} \eta$$

$$-|D_x|^{-1/2} \text{Im} \partial_t u,$$

defined for almost every time $t \in [0, T]$, such that, whenever $\partial_t \eta$ is defined,

$$\partial_t \eta = \tilde{\Psi}_t(\partial_t \eta).$$

We show that $\tilde{\Psi}_t$ is a contraction for $\varepsilon_0$ sufficiently small, indeed,

$$\|\tilde{\Psi}_t(\xi_1) - \tilde{\Psi}_t(\xi_2)\|_{\dot{H}^{s-1}} \leq \|T_{|\xi|^{1/2} p(\xi)}(\xi_1 - \xi_2)\|_{\dot{H}^{s-3/2}}$$

$$+ \|T_{(\nabla f(\nabla_x \eta, \nabla_x^2 \eta, \xi), (\nabla_x \xi - \xi_1, \nabla_x^2 \xi - \xi_2))} \eta\|_{\dot{H}^{s-3/2}}$$

$$\leq C(\|\eta\|_{\dot{H}^{s+1/2}} \|\xi_1 - \xi_2\|_{\dot{H}^{s-1}})$$

$$\leq C_{\varepsilon_0} \|\xi_1 - \xi_2\|_{\dot{H}^{s-1}}.$$

Therefore, by Banach fixed point theorem, for almost every $t \in [0, T]$, there exists a unique $\xi(t) \in \dot{H}^{s-1}(\mathbb{T}^d)$ such that

$$\tilde{\Psi}_t(\xi(t)) = \xi(t), \quad \|\xi(t)\|_{\dot{H}^{s-1}} \leq 2 \|\text{Im} \partial_t u(t)\|_{\dot{H}^{s-1}}.$$

We claim that $\partial_t \eta = \xi$. Indeed, define

$$\tilde{\eta}(t) = \eta(0) + \int_0^t \xi(s) \, ds.$$

Then $\tilde{\eta}(0) = \eta(0), \partial_t \tilde{\eta} = \xi, \tilde{\eta} \in W^{1, \infty}([0, T], \dot{H}^{s-1}(\mathbb{T}^d))$, and

$$\|\tilde{\eta}\|_{C([0, T], \dot{H}^{s-1})} \leq (1 + T) C_{\varepsilon_0}.$$

To show that $\eta \equiv \tilde{\eta}$, consider the function $g \in W^{1, \infty}([0, T], \dot{H}^{s-3/2}(\mathbb{T}^d))$ defined by

$$g(t) = T_{p(\tilde{\eta}(t))} \tilde{\eta}(t) + \text{Im} u(t).$$
Then \( g(0) = 0 \) by the definition of \( \eta(0) \), while \( \partial_t g \equiv 0 \) by the definition of \( \zeta(t) \). Therefore \( g \equiv 0 \). That implies, by the uniqueness of the \( \eta \) in \( H^{s-3/2}(\mathbb{T}^d) \), for \( \varepsilon_0 \) sufficiently small, and for each time \( t \in [0, T] \), \( \eta(t) = \tilde{\eta}(t) \). Consequently, \( \eta = \tilde{\eta} \in W^{1, \infty}([0, T], H^s(\mathbb{T}^d)) \). The continuity \( \eta \in C([0, T], H^{s+1/2}(\mathbb{T}^d)) \) is a direct consequence of Lemma 5.11 to be proven later. \( \square \)

**Remark 3.13.** All the symbols that depend on \( \eta \), say \( a = a(\eta) \in \hat{\Gamma}_\rho^m \), that appear in this article are functions of \( \nabla_x \eta \) and \( \nabla_x^2 \eta \), that is, following the proof of the previous lemma,

\[
a(t, x, \xi) = f(\nabla_x \eta(t, x), \nabla_x^2 \eta(t, x), \xi),
\]

for some \( f = f(v, M, \xi) \in C^\infty(\mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d) \).

As a consequence of this lemma, when \( u \in \mathcal{C}^{1,s}(T, \varepsilon_0) \) is defined by (2.2) with \( \varepsilon_0 \) being sufficiently small, we can express \( \eta = \eta(u) \in H^{s+1/2}(\mathbb{T}^d) \), and thus consider \( a = a(u) \) as a symbol depending on \( u \),

\[
a(u) = f(\nabla_x \eta(u), \nabla_x^2 \eta(u), \xi).
\]

When considering time derivatives of \( a \), we use the formula,

\[
\partial_t a(u) = \{(\nabla_{v, M} f)(\nabla_x \eta(u), \nabla_x^2 \eta(u), \xi), (\nabla_x \partial_t \eta(u), \nabla_x^2 \partial_t \eta(u))\}.
\]

Consequently, we write \( p = p(u), q = q(u) \). Expressing also \( \tilde{\psi} = \tilde{\psi}(u) \in H^s(\mathbb{T}^d) \) where \( \tilde{\psi} = \pi(D_x)\psi \), so that \( B = B(u) \), because \( B \) does not depend on the zero frequency of \( \psi \). Then we have explicitly the following formula:

\[
\pi(D_x)\eta = -T_p^{-1} \text{Im} u, \quad \pi(D_x)\psi = (T_q^{-1} \text{Re} - T_{B(u)}T_p^{-1} \text{Im})u,
\]

which will be used in Proposition 3.14 to derive an equation for \( u \).

For \( \mathbb{R} \)-linear operators of the form \( R_i(\eta, \psi), (i = 1, 2) \) that depend on nonzero frequencies of \( (\eta, \psi) \), such that \( R_1 : H^s(\mathbb{T}^d) \to H^s(\mathbb{T}^d) \), \( R_2 : H^{s+1/2}(\mathbb{T}^d) \to H^s(\mathbb{T}^d) \), and \( R_i = R_i \pi(D_x) \), we can correspond to them \( \mathbb{R} \)-linear operators of the form \( \tilde{R}_i(u) : H^s(\mathbb{T}^d) \to H^s(\mathbb{T}^d) \), such that

\[
R_1(\eta, \psi)\psi = \tilde{R}_1(u)u, \quad R_2(\eta, \psi)\eta = \tilde{R}_2(u)u.
\]

Indeed, we simply let

\[
\tilde{R}_1(u) = R_1(\eta(u), \tilde{\psi}(u))(T_q^{-1} \text{Re} - T_{B(u)}T_p^{-1} \text{Im}), \quad \tilde{R}_2(u) = -R_2(\eta(u), \tilde{\psi}(u))T_p^{-1} \text{Im}.
\]

For simplicity, we write henceforth by an abuse of notation \( R_i(u) = \tilde{R}_i(u) \), for this correspondence.
Proposition 3.14. Let $s > 3 + d/2$, and $u \in \mathcal{C}^{0,s}(T, \varepsilon_0)$ for $T > 0$ and $\varepsilon_0$ sufficiently small, then $u$ satisfies the equation
\[
\partial_t u + P(u)u + R(u)u = B(u)F + \beta(u)F,
\]
with $P(u)$ being a paradifferential operator defined by,
\[
P(u) = iT \gamma(u) + \nabla \cdot T V(u) - g T_r(u)^{-1} \text{Im} + iT_r(u) M_b \text{Re},
\]
where the symbol $r(u) = p^{(1/2)}(u)/q(u)$ is homogeneous in $\xi$ of order $1/2$. The operators $R(u), B(u)$ and $\beta(u)$ depend on $u$, the latter two being explicitly defined as follows:
\[
B(u)F = \chi_T T q(u) \varphi_\omega \text{Re} F, \quad \beta(u)F = \chi_T T q(u) T B(u)(\varphi_\omega \text{Re} F) T^{-1}_p(\text{Im} u).
\]
Furthermore,
\[
B(u) \in C([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^s)), \quad \forall \sigma \geq 0,
\]
\[
\beta(u) \in L^\infty([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^{s+1/2})) \cap C([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^{s-1})),
\]
\[
R(u) \in L^\infty([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^s)) \cap C([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^{s-3/2})),
\]
and they satisfy the estimates
\[
\|B(u)\|_{C([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^s))} \lesssim 1,
\]
\[
\|\beta(u)\|_{L^\infty([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^{s+1/2}))} \lesssim \varepsilon_0,
\]
\[
\|R(u)\|_{L^\infty([0, T], \mathcal{L}(\hat{H}^s, \hat{H}^s))} \lesssim \varepsilon_0^\theta,
\]
for some $\theta > 0$.

Proof. By (3.8) and the definition of $u$,
\[
\partial_t u + \tilde{P}(u)u + \tilde{R}(u)u = B(u)F + \beta(u)F,
\]
with $\tilde{R}(u) = -i R_1(u) - i R_2(u) + R_3(u) + R_4(u)$ and
\[
\tilde{P}(u) = iT \gamma + \nabla \cdot T V - g T_q T^{-1}_p \text{Im} + iT_p M_b (T^{-1}_q \text{Re} - T_B T^{-1}_p \text{Im}).
\]
Therefore it suffices to put
\[
R(u) = \tilde{R}(u) + g (T_{r^{-1}} - T_q T^{-1}_p) \text{Im} + i (T_p M_b T^{-1}_q - T_{r^{-1}} M_b) \text{Re}
\]
\[
- iT_p M_b T_B T^{-1}_p \text{Im}.
\]
Now the estimate for $R(u)$ comes from that of $\tilde{R}(u)$ and a symbolic calculus. The estimate for $B(u)$ comes directly from Theorem B.3. The estimate of $\beta(u)$ uses Lemma 3.2,
\[
\|\beta(u)F\|_{H^{s+1/2}} \lesssim \|B(u)F\|_{L^\infty} \|u\|_{H^s} \lesssim C(\|u\|_{H^s}) \|F\|_{H^s} \|u\|_{H^s}.
\]
The continuity of the these three operators is a consequence of Lemma 5.12, Lemma 5.22 and Lemma 5.19 to be proven later. □
4. $L^2$ Linear Control

Let $s$ be sufficiently large, $T > 0$, $\epsilon_0 > 0$, fix $u \in C^1_s(T, \epsilon_0)$, and denote for simplicity

$$P = P(u), \quad B = B(u).$$

The purpose of this section is to prove the $L^2$-null controllability, when $\epsilon_0$ is sufficiently small, of the following equation without the perturbation terms,

$$(\partial_t + P)u = BF. \tag{4.1}$$

**Proposition 4.1.** Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, $\epsilon_0 > 0$, $u \in C^1_s(T, \epsilon_0)$, then when $\epsilon_0$ is sufficiently small, the $L^2$-null controllability of (4.1) holds. More precisely, there exists a linear operator $\Theta_1 = \Theta_1(u) : \dot{L}^2(Td) \to C([0, T], \dot{L}^2(T^d))$,

satisfying the estimate

$$\|\Theta\|_{L(L^2, C([0,T],L^2))} \lesssim 1,$$

such that, for $u_0 \in \dot{L}^2(T^d)$ and

$$F = \Theta u_0 \in C([0, T], \dot{L}^2(T^d)),$$

the unique solution $u \in C([0, T], \dot{L}^2(T^d))$ of (4.1) with initial data $u(0) = u_0$, vanishes at time $T$, that is $u(T) = 0$.

We use the Hilbert Uniqueness Method, or HUM for short, to prove this proposition.

4.1. Hilbert Uniqueness Method

The HUM establishes by a duality argument on a well-chosen Hilbert space, the equivalence between the null controllability of the original equation [that is in our case (4.1)] and an observability inequality to its dual equation [see (4.2)], with respect to the Hilbertian structure. Because $P$ and $B$ are not $\mathbb{C}$-linear but only $\mathbb{R}$-linear, we then choose the real Hilbert space $\dot{L}^2(T^d, \mathbb{C})$ equipped with the scalar product $\text{Re}(\cdot, \cdot)_{L^2}$. Therefore our dual equation is

$$\partial_t u - P^* u = 0, \tag{4.2}$$

where $P^*$ is the formal adjoint of $P$, with respect to $(\dot{L}^2(T^d), \text{Re}(\cdot, \cdot)_{L^2})$, in the sense that, for all $f, g \in C^\infty(T^d),$

$$\text{Re}(P f, g)_{L^2} = \text{Re}(f, P^* g)_{L^2}.$$

**Proposition 4.2.** $P^* = -i T^*_y - T^*_V \cdot \nabla_x - gi T^*_r \text{Re} + M_b T^*_r \text{Im}$, where for a paradifferential operator $T_a$, $T^*_a$ denotes its formal adjoint with respect to $(\cdot, \cdot)_{L^2}$. 
Proof. For a paradifferential operator $T_0$, its formal adjoint $T_0^*$ with respect to the scalar product $(\cdot, \cdot)_{L^2}$ is evidently at the same time its formal adjoint with respect to the scalar product $\text{Re}(\cdot, \cdot)_{L^2}$. Moreover, by a direct verification, $\text{Im}^* = i\text{Re}$. Therefore,

$$P^* = T^*_g i^* - T^*_v \cdot \nabla_x - g\text{Im}^* T^*_r - 1 + (i\text{Re})^* M_b T_r^*$$

$$= -i T^*_g - T^*_v \cdot \nabla_x - g i\text{Re} T^*_r - 1 + \text{Im} M_b T_r^*.$$ 

It remains to show that for $a = r^{\pm 1}$ or $m_b, [T^*_a, \text{Re}] = [T^*_a, \text{Im}] = 0$. Equivalently $[T_a, \text{Re}] = 0$. This is a consequence of Lemma B.7, as in either case $a$ is real valued, and is an even function of $\xi$. □

Now HUM proceeds as follows. Define the range operator $\mathcal{R} = \mathcal{R}(u)$ by

$$\mathcal{R} : L^2([0, T], \hat{L}^2(\mathbb{T}^d)) \to \hat{L}^2(\mathbb{T}^d), \quad G \mapsto u(0),$$

where $u \in C([0, T], \hat{L}^2(\mathbb{T}^d))$ is the unique solution to the Cauchy problem

$$(\partial_t + P)u = G, \quad u(T) = 0.$$ 

Also define the solution operator $S = S(u)$ by

$$S : \hat{L}^2(\mathbb{T}^d) \to C([0, T], \hat{L}^2(\mathbb{T}^d)) \subset L^2([0, T], \hat{L}^2(\mathbb{T}^d)), \quad v_0 \mapsto v,$

where $v \in C([0, T], \hat{L}^2(\mathbb{T}^d))$ is the unique solution to the dual equation (4.2) with initial data $v(0) = v_0$.

Remark 4.3. For the well-posedness of these equations, we refer to “Appendix C”. Moreover, for all $\mu \geq 0$, we have

$$\mathcal{R}|_{L^2([0, T], \hat{H}^{\mu})} : L^2([0, T], \hat{H}^{\mu}(\mathbb{T}^d)) \to \hat{H}^{\mu}(\mathbb{T}^d),$$

$$S|_{\hat{H}^{\mu}} : \hat{H}^{\mu}(\mathbb{T}^d) \to C([0, T], \hat{H}^{\mu}(\mathbb{T}^d)).$$

Remark 4.4. In classical literatures, the operator $\mathcal{R}B$ is called the range operator, while $B^*S$ is called the solution operator. We isolate the operator $B$ for later simplicity.

Proposition 4.5. Let $F \in L^2([0, T], \hat{L}^2(\mathbb{T}^d))$, and $v_0 \in \hat{L}^2(\mathbb{T}^d)$. Then the duality holds as follows:

$$-\text{Re}(\mathcal{R}BF, v_0)_{L^2} = \text{Re}(F, B^*Sv_0)_{L^2([0, T], L^2)},$$

(4.3)

or formally, with respect to $\text{Re}(\cdot, \cdot)_{L^2}$, $\mathcal{R}B = -(B^*S)^*$.

Proof. By a density argument, it suffices to prove the identity for $F \in C([0, T], \hat{H}^{\infty}(\mathbb{T}^d))$, and $v_0 \in \hat{H}^{\infty}(\mathbb{T}^d)$. Then $v = S v_0 \in C^1([0, T], \hat{H}^{\infty}(\mathbb{T}^d))$. And the solution $u$ to (4.1) with $u(T) = 0$ belongs to $C^1([0, T], \hat{H}^{\infty}(\mathbb{T}^d))$. By the Newton-Leibniz formula,

$$\text{Re}(F, B^*v)_{L^2([0, T], L^2)} = \text{Re}(BF, v)_{L^2([0, T], L^2)} = \text{Re}((\partial_t + P)u, v)_{L^2([0, T], L^2)}$$

$$= \text{Re}(u(t), v(t))_{L^2} + \text{Re}(u, (\partial_t + P^*)v)_{L^2([0, T], L^2)}$$

$$= \text{Re}(u(T), v(T))_{L^2} - \text{Re}(u(0), v(0))_{L^2}.$$ 

Now that $u(T) = 0$, the duality relation (4.3) follows. □
Proposition 4.6. Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $u \in \mathcal{C}^{1,s}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small, the $L^2$-observability of (4.2) holds. That is, for all its solution $u$, with initial data in $\dot{L}^2(\mathbb{T}^d)$,

$$\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|B^* u(t)\|_{L^2}^2 \, dt. \quad (4.4)$$

Here $B^* = \chi_T \varphi_\omega q^* \text{Re}$ is the dual operator of $B$ with respect to $\text{Re}(\cdot, \cdot)_{L^2}$.

Remark 4.7. Now that $\chi_T(t) = 1$ for $t \leq T/2$, and that Proposition 4.6 is stated for all $T > 0$, replacing $T$ with $2T$ in (4.4), then for (4.4) to be satisfied, we only need to prove the following observability for all $T > 0$,

$$\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_\omega T_q^* \text{Re} u(t)\|_{L^2}^2 \, dt.$$ 

Therefore, we may simply omit the factor $\chi_T$ in (4.4).

The effort of the rest of the section will be devoted to proving this observability, which states the coercivity of the operator $B^* S$ because (4.4) writes in a compact form as

$$\|u_0\|_{L^2} \lesssim \|B^* S u_0\|_{L^2([0, T] \cap L^2)},$$

Once this is proven, define the $\mathbb{R}$-linear operator

$$K := -\mathcal{R} B B^* S : \dot{L}^2(\mathbb{T}^d) \to \dot{L}^2(\mathbb{T}^d), \quad \forall \mu \geq 0. \quad (4.5)$$

Remark 4.8. By Proposition 4.5, $K = (B^* S)^* B^* S$. By an energy estimate, we have for all $\mu \geq 0$, $K|_{H^\mu} : H^\mu(\mathbb{T}^d) \to H^\mu(\mathbb{T}^d)$.

Consider the continuous $\mathbb{R}$-bilinear form on $\dot{L}^2(\mathbb{T}^d)$,

$$\varphi (f_0, v_0) := \text{Re}(K f_0, v_0)_{L^2}.$$ 

It is coercive by (4.4),

$$\varphi (v_0, v_0) = \text{Re}((B^* S)^* B^* S v_0, v_0)_{L^2} = \text{Re}(B^* S v_0, B^* S v_0)_{L^2([0, T] \cap L^2)} \gtrsim \|v_0\|_{L^2}^2.$$ 

By Lax-Milgram’s theorem, for $u_0 \in \dot{L}^2(\mathbb{T}^d)$, there exists a unique $f_0 \in \dot{L}^2(\mathbb{R}^d)$, such that

$$\varphi (f_0, v_0) = \text{Re}(u_0, v_0)_{L^2}, \quad \forall v_0 \in \dot{L}^2(\mathbb{T}^d),$$

and consequently, we have the invertibility of $K$,

$$K f_0 = u_0, \quad \|f_0\|_{L^2} \lesssim \|u_0\|_{L^2}. \quad (4.6)$$

Therefore, we have proven the following proposition, as a consequence of the $L^2$-observability:
Proposition 4.9. Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $u \in \mathcal{C}^{1,s}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small, $\mathcal{K}$ defines an isomorphism on $\dot{L}^2(\mathbb{T}^d)$ with

$$\|\mathcal{K}\|_{\mathcal{L}(\dot{L}^2, \dot{L}^2)} + \|\mathcal{K}^{-1}\|_{\mathcal{L}(\dot{L}^2, \dot{L}^2)} \lesssim 1.$$  

To construct $\Theta$ and thus prove Proposition 4.1, we set

$$F = -B^* S f_0 = -B^* S \mathcal{K}^{-1} u_0 \in C([0, T], \dot{L}^2(\mathbb{T}^d)),$$

then by (4.6) and the definition of $\mathcal{K}$, $\mathcal{R} \mathcal{B} \mathcal{F} = u_0$. Therefore,

$$\Theta := -B^* S \mathcal{K}^{-1} : \dot{L}^2(\mathbb{T}^d) \to C([0, T], \dot{L}^2(\mathbb{R}^d))$$

(4.7)

defines a desired control operator.

It remains to prove Proposition 4.6.

4.2. Reduction to Pseudodifferential Equation

This sections shows that, the observability of the paradifferential equation (4.2) can be reduced to that of a pseudodifferential equation. To do this, write

$$-P^* = iQ + R_Q,$$

where the pseudodifferential operator $Q = Q(u)$ is

$$Q = \pi(D_\tau)\text{Op}(\gamma \pi) + \pi(D_\tau)(V \cdot D_\tau + g\text{Op}(r^{-1} \pi)\text{Re} + \text{Op}(r \cdot m_b) i\text{Im}).$$

(4.8)

Lemma 4.10. Suppose that $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $u \in \mathcal{C}^{0,s}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small,

$$R_Q \in L^\infty([0, T], \mathcal{L}(\dot{L}^2, \dot{L}^2)) \cap C([0, T], \mathcal{L}(\dot{L}^2, \dot{H}^{-3/2})), $$

with the estimate

$$\|R_Q\|_{L^\infty([0, T], \mathcal{L}(\dot{L}^2, \dot{L}^2))} \lesssim \varepsilon_0.$$  

Proof. Lemma 5.13 later shows that $P^* \in C([0, T], \mathcal{L}(\dot{L}^2, \dot{H}^{-3/2}))$. To prove that $Q \in C([0, T], \mathcal{L}(\dot{L}^2, \dot{H}^{-3/2}))$, the main estimate is a similar contraction estimate for the principal term. Let $u_j \in \dot{H}^s(\mathbb{T}^d)$ ($i = 0, 1$) be such that $\|u_j\|_{H^s} < \varepsilon_0$, then

$$\|\text{Op}(\gamma (u_1)^{(3/2)} \pi) - \text{Op}(\gamma (u_2)^{(3/2)} \pi)\|_{\mathcal{L}(\dot{L}^2, \dot{H}^{-3/2})} \lesssim \|u_1 - u_2\|_{H^s}.$$  

To estimate the $L^\infty$-norm, write $-R_Q = P^* + iQ = (P^* + P) - (P - iQ)$. For $P^* + P$, we estimate $T^*_\gamma - T_\gamma$. By the definition of $\gamma = \gamma^{(3/2)} + \gamma^{(1/2)},$

$$i \text{ Im}\gamma^{(1/2)} = \frac{1}{2} \partial_\xi \cdot D_\tau \gamma^{(3/2)}.$$  

(4.9)

Therefore, a symbolic calculus shows,

$$T^*_\gamma = T_\gamma + O(\varepsilon_0)_{\mathcal{L}(L^2, L^2)}.$$
Remark 4.11. The remainder is of size \(O(\varepsilon_0)\mathcal{L}(\dot{L}^2, \dot{L}^2)\). To prove this, we write \(T^*_\gamma = T^*_{\gamma(3/2) - |\xi|^{3/2} + T^*_{\gamma(1/2)}}\), and proceeds with the symbolic calculus, using the estimates that \(M_{3/2,d/2+1}(\gamma^{3/2} - |\xi|^{3/2}) \lesssim \varepsilon_0\), \(M_{1/2,d/2+1}(\gamma^{1/2}) \lesssim \varepsilon_0\). The idea is that the symbols do not differ much from some Fourier multipliers, in the sense that their differences are of size \(\varepsilon_0\). This idea will be frequently used in later estimates of remainders, and will not again be explained in detail.

To estimate \(P + i Q\), write

\[
P + i Q = i \pi(D_{x})(T_{\gamma} - \text{Op}(\gamma \pi)) + i \pi(D_{x})(T_{V, x} - \text{Op}(V \cdot \xi)) + i g \pi(D_{x})(T_{r, -1} - \text{Op}(r^{-1} \pi)) \text{Re} - \pi(D_{x})(T_{r, m_b} - \text{Op}(r \cdot m_b)) \text{Im}.
\]

We conclude with Proposition B.6 that \(P + i Q = O(\varepsilon_0)\mathcal{L}(\dot{L}^2, \dot{L}^2)\). □

Consider the following pseudodifferential equation:

\[
D_t u + Qu = 0. \tag{4.10}
\]

Proposition 4.12. Suppose that \(\omega\) satisfies the geometric control condition, \(s\) is sufficiently large, \(T > 0\), \(\varepsilon_0 > 0\), and \(u \in \mathcal{C}^{1, s}(T, \varepsilon_0)\). Then for \(\varepsilon_0\) sufficiently small, the \(L^2\)-observability of (4.10) holds. That is, for all its solution with initial data in \(\dot{L}^2(\mathbb{T}^d)\),

\[
\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_\omega \text{Re} u(t)\|_{L^2}^2 \, dt. \tag{4.11}
\]

By Duhamel’s formula and Lemma 4.10, we can deduce Proposition 4.6 from Proposition 4.12. Indeed, for every solution \(u \in C([0, T], \dot{L}^2(\mathbb{T}^d))\) of equation (4.2), write \(u = v + w\) with \(v, w \in C([0, T], \dot{L}^2(\mathbb{T}^d))\) such that

\[
(\partial_t + i Q)v = 0, \quad v(0) = u(0); \quad (\partial_t + i Q + R_Q)w = -R_Q v, \quad w(0) = 0.
\]

Then, by Proposition C.1,

\[
\|v\|_{C([0, T], \dot{L}^2)} \lesssim \|u(0)\|_{L^2}, \quad \|w\|_{C([0, T], \dot{L}^2)} \lesssim \|R_Q v\|_{L^1([0, T], \dot{L}^2)} \lesssim \varepsilon_0 \|v\|_{L^1([0, T], \dot{L}^2)} \lesssim \varepsilon_0 \|u(0)\|_{L^2}.
\]

Applying Proposition 4.12,

\[
\|u(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_\omega \text{Re} u(t)\|_{L^2}^2 \, dt \lesssim \int_0^T \|B^* u(t)\|_{L^2}^2 \, dt + \int_0^T \|(B^* - \varphi_\omega \text{Re}) u(t)\|_{L^2}^2 \, dt + \int_0^T \|\varphi_\omega \text{Re} w(t)\|_{L^2}^2 \, dt + \varepsilon_0 \|u(0)\|_{L^2}^2.
\]
The estimate above uses \( \| (B^* - \varphi_\omega \text{Re}) u \|_{L^2} = \| \varphi_\omega \text{Re}(T^*_q - \pi) u \|_{L^2} \lesssim \varepsilon_0 \| u \|_{L^2} \) (by Proposition B.4). The observability for \( u \) then follows for \( \varepsilon_0 \) sufficiently small.

To deal with the problem caused by the \( \mathbb{R} \)-linearity of the equation, we are going to consider \( u \) and \( \bar{u} \) simultaneously, and study the equation satisfied by the pair \((u, \bar{u})\).

First we derive the equation for \( \bar{u} \) with the help of the following observation: for a pseudodifferential operator with symbol \( a \), we have

\[
\text{Op}(a)u = \text{Op}(\bar{a})\bar{u}, \quad \bar{a}(x, \xi) = a(x, -\xi).
\]

If \( a \) is a real even function or pure imaginary odd function of \( \xi \), then \( \bar{a} = a \).

In particular \( \bar{\gamma} = \gamma \), because \( \gamma^{(3/2)} \) and \( \text{Re} \gamma^{(1/2)} \) are real and even functions of \( \xi \), while \( i \text{ Im} \gamma^{(1/2)} \) is a pure imaginary odd function of \( \xi \). Taking the complex conjugation of (4.10), we have

\[
(D_t - \bar{Q})\bar{u} = 0,
\]

with (using the identity \( \pi^2|_{\mathbb{Z}^d} = \pi|_{\mathbb{Z}^d} \))

\[
\bar{Q} = \pi(D_x)\text{Op}(\gamma \pi) + \pi(D_x)(-V \cdot D_x + g\text{Op}(r^{-1}\pi)\text{Re} + \text{Op}(r \cdot m_b)i \text{Im}).
\]

This suggest the consideration of the following system of equations:

\[
D_t \bar{w} + A\bar{w} = 0, \quad (4.12)
\]

where \( \bar{w} = (\begin{smallmatrix} w^+ \\ w^- \end{smallmatrix}) \in L^2(\mathbb{T}^d) \times \hat{L}^2(\mathbb{T}^d) \), and \( A = \pi(D_x)\text{Op}(A\pi) \) with the symbol

\[
A = \gamma \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + V \cdot \xi + \frac{g}{2r} \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix} + \frac{r \cdot m_b}{2} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}. \quad (13)
\]

Indeed, \((\bar{u}, \bar{u})\) satisfies (4.12) whenever \( u \) satisfies (4.10). Then the \( L^2 \)-observability of (4.10) is a simple consequence of that of (4.12).

**Proposition 4.13.** Suppose that \( \omega \) satisfies the geometric control condition, \( s \) is sufficiently large, \( T > 0, \varepsilon_0 > 0 \), and \( u \in C^1(\mathbb{T}, \varepsilon_0) \). Then for \( \varepsilon_0 \) sufficiently small, the \( L^2 \)-observability of (4.12) holds, that is, for all solution \( \bar{w} \) with initial data in \( L^2(\mathbb{T}^d) \times \hat{L}^2(\mathbb{T}^d) \),

\[
\| \bar{w}(0) \|_{L^2}^2 \lesssim \int_0^T \| \varphi_\omega \bar{e} \cdot \bar{w} \|_{L^2}^2 \, dt, \quad (4.14)
\]

where \( \bar{e} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \) defines a linear map \( \bar{e} \cdot : \hat{L}^2(\mathbb{T}^d) \times \hat{L}^2(\mathbb{T}^d) \to \hat{L}^2(\mathbb{T}^d) \), \( \bar{w} \mapsto w^+ + w^- \).

The rest of the section is devoted to proving this proposition.
4.3. Reduction to Semiclassical Equation

This section derives the equation satisfied by frequency localized quasi-modes of (4.12). By the hypothesis that \( \omega \) satisfies the geometric control condition, for fixed \( T > 0 \), there exists some \( \nu \in ]0, \infty[ \) such that

\[
\frac{3}{2} \nu^{1/2} \cdot T > \min \{ L \geq 0 : \forall (x, \xi) \in \mathbb{T}^d \times \mathbb{S}^{d-1}, [x, x + L \xi] \cap \omega \neq \emptyset \},
\]

(4.15)

where \( [x, x + L \xi] = \{ x + t \xi : t \in [0, L] \} \). Indeed the right hand side is finite by the geometric control condition and the compactness of \( \mathbb{T}^d \). The expression of the left hand side is in accordance with the group velocity (2.18), so that wave packets of the linearized equation around frequencies with modulus \( \geq \nu \) will travel into \( \omega \) within time \( T \). We define a class of cutoff functions

\[
\Xi(\nu) = \left\{ \chi \in C_c^\infty(\mathbb{R} \setminus \{ 0 \}) : 0 \leq \chi \leq 1, \supp \chi \subset \{ 1 \leq |z|/\nu^{3/2} \leq 5 \}, \chi|_{2 \leq |z|/\nu^{3/2} \leq 4} \equiv 1 \right\}.
\]

Fix \( \chi \in \Xi(\nu) \). Let \( \phi \in C_c^\infty(\mathbb{R}) \) be such that \( 0 \leq \phi \leq 1, \phi(z) = 1 \) for \( z \geq \nu^{3/2}/2 \), and \( \phi(z) = 0 \) for \( z \leq \nu^{3/2}/4 \). In particular, \( \phi \chi = \chi \). Then set \( \phi(\xi) = \phi(|\xi|^{3/2}) \).

Now for \( s \) sufficiently large, \( T > 0, \varepsilon_0 > 0, \mu \in C^1(0, T), \varepsilon_0 \), set

\[
h = 2^{-j}
\]

as a semiclassical parameter, and define the operator,

\[
\mathcal{Z}_h = \text{Op}_h(\phi)\text{Op}_h(\gamma_h \phi), \quad \gamma_h = \gamma^{(3/2)} + h\gamma^{(1/2)}
\]

so that \( \gamma_h(x, h\xi) = h^{3/2} \gamma_1(x, \xi) = h^{3/2} \gamma(x, \xi) \). For \( \varepsilon_0 \) sufficiently small, \( \mathcal{Z}_h \) is elliptic of order 3/2, and the symmetric operator

\[
\text{Re}\mathcal{Z}_h := \frac{1}{2}(\mathcal{Z}_h + \mathcal{Z}_h^*), \quad D(\text{Re}\mathcal{Z}_h) = C^\infty(\mathbb{T}^d)
\]

has a Friedrichs extension. We still denote by \( \text{Re}\mathcal{Z}_h \) this extension, and define

\[
\Delta_h = \text{Op}_h(\chi(\gamma^{(3/2)})), \quad \Pi_h = \chi(\text{Re}\mathcal{Z}_h)
\]

where the latter is defined by the functional calculus of \( \text{Re}\mathcal{Z}_h \). Finally set

\[
\tilde{w}_h = \Pi_h \Delta_h \tilde{w}.
\]

(4.16)

We will derive the equation satisfied by \( \tilde{w}_h \), under the coordinates \((s, x)\), where

\[
s = h^{-1/2}t,
\]

(4.17)

so that \( D_s = h^{1/2}D_t \). The equation (4.12) is equivalent to

\[
hD_s \tilde{w} + h^{3/2}A \tilde{w} = 0.
\]

(4.18)

The equation for \( \tilde{w}_h \) will be obtained by commuting successively \( \Delta_h \) and \( \Pi_h \) with (4.18). A careful study of the operator \( \Pi_h \) is needed.
4.3.1. Semiclassical Functional Calculus for $\Pi_h$  We use the notations $[a, b]_s$ and $[a, b]_t$ to denote the time intervals $\{s : a \leq s \leq b\}$ and $\{t : a \leq t \leq b\}$ to avoid ambiguity.

Lemma 4.14. Suppose that $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $u \in \mathcal{C}^{0,s}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small, $\Delta_h \in C([0, T], \mathcal{L}(L^2, L^2))$ and $\widetilde{\Delta_h}$ is an almost analytic extension of $\Delta_h$ with $\rho = \sigma_h$ such that, for some $n \in \mathbb{N}$ to be fixed later,

$$\tilde{\Delta_h}(z) = \rho(\text{Im } z) \sum_{k=0}^{n} \frac{\chi^{(k)}(\text{Re } z)}{k!} (i \text{Im } z)^k,$$

with $\rho \in C_c^{\infty}(\mathbb{R})$ such that $\rho = 1$ near zero. Notice that

$$|\tilde{\Delta_h}(z)| \lesssim |\text{Im } z|^{n+1}.$$  

(4.20)

In order to perform a semiclassical parametrix construction for $z - \text{Re } \Delta_h$, we first determine the symbol for $\text{Re } \Delta_h$. By a semiclassical symbolic calculus,

$$\Delta_h = \text{Op}_h(\gamma^{(3/2)} \varphi^2) + h \text{Op}_h(\gamma^{(1/2)} \varphi^2) + h \text{Op}_h(\varphi \partial_x \varphi \cdot D_x \gamma^{(3/2)}) + O(h^2)_{\mathcal{L}(L^2, L^2)}$$

$$\Delta^*_h = \text{Op}_h(\gamma^{(3/2)} \varphi^2) + h \text{Op}_h(\gamma^{(1/2)} \varphi^2) + h \text{Op}_h(\varphi \partial_x \varphi \cdot D_x \gamma^{(3/2)}) + O(h^2)_{\mathcal{L}(L^2, L^2)}$$

(4.21)

Consequently,

$$\text{Re } \Delta_h = \text{Op}_h(\gamma^{(3/2)} \varphi^2) + h \text{Op}_h(\zeta^{(1/2)} \varphi^2) + O(h^2)_{\mathcal{L}(L^2, L^2)},$$

where

$$\zeta^{(1/2)} = \left(\frac{1}{2} \partial_x \gamma^{(3/2)} + \text{Re } \gamma^{(1/2)}\right) \varphi^2 + \varphi \partial_x \varphi \cdot D_x \gamma^{(3/2)}.$$
Now let $q_0(z, x, \xi) = (z - \gamma^{(3/2)} \varphi^2)^{-1}$ for $z \in \mathbb{C} \setminus \mathbb{R}$, then for some $N > 0$,

$$\text{Op}_h(q_0(z)) \circ (z - \text{Re} Z_h) = 1 + O(h|\text{Im} z|^{-N}) \mathcal{L}(L^2, L^2).$$

Apply both sides to $(z - \text{Re} Z_h)^{-1}$, and use the resolvent estimate

$$\|(z - \text{Re} Z_h)^{-1}\|_{\mathcal{L}(L^2, L^2)} \leq |\text{Im} z|^{-1},$$

we have,

$$(z - \text{Re} Z_h)^{-1} = \text{Op}_h(q_0(z)) + O(h|\text{Im} z|^{-(N+1)}) \mathcal{L}(L^2, L^2).$$

Plug this into (4.19) with $n \geq N$. Use Cauchy’s integral formula and (4.20),

$$
\Pi_h = -\frac{1}{\pi} \int_{\mathcal{C}} \tilde{\partial} \tilde{X}(z)(\text{Op}_h(q_0(z)) + O(h|\text{Im} z|^{-(N+1)}) \mathcal{L}(L^2, L^2)) \, dz
= \text{Op}_h\left(-\frac{1}{\pi} \int_{\mathcal{C}} \tilde{\partial} \tilde{X}(z)(z - \gamma^{(3/2)} \varphi^2)^{-1} \, dz\right)
- \frac{1}{\pi} \int_{\mathcal{C}} \tilde{\partial} \tilde{X}(z)O(h|\text{Im} z|^{-(N+1)}) \mathcal{L}(L^2, L^2) \, dz
= \text{Op}_h(\chi(\gamma^{(3/2)} \varphi^2)) + O(h) \mathcal{L}(L^2, L^2)
= \Delta_h + O(h) \mathcal{L}(L^2, L^2),
$$

where the last equality uses $\chi(\gamma^{(3/2)} \varphi^2) = \chi(\gamma^{(3/2)})$, for small $\varepsilon_0$.

As for $D_s \Pi_h$, we apply the identity

$$D_t(z - A)^{-1} = (z - A)^{-1}(D_t A)(z - A)^{-1}$$
to (4.19) and deduce

$$D_s \Pi_h = -h^{1/2} \frac{1}{\pi} \int_{\mathcal{C}} \tilde{\partial} \tilde{X}(z)(z - \text{Re} Z_h)^{-1}(D_t \text{Re} Z_h)(z - \text{Re} Z_h)^{-1} \, dz,$$

where $D_t \text{Re} Z_h = \text{Re}(D_t Z_h) = \text{Op}_h(D_t \gamma^{(3/2)} \varphi^2) + h \text{Op}_h(D_t \xi^{(1/2)} \varphi) + O(h^2) \mathcal{L}(L^2, L^2)$. Therefore, use again Cauchy’s integral formula,

$$
D_s \Pi_h = \text{Op}_h\left(-h^{1/2} \frac{1}{\pi} \int_{\mathcal{C}} \tilde{\partial} \tilde{X}(z)D_t \gamma^{(3/2)} \varphi^2(z - \gamma^{(3/2)} \varphi^2)^{-2} \right) \, dz
+ O(h^{3/2}) \mathcal{L}(L^2, L^2)
= -h^{1/2} \text{Op}_h\left(\partial_z \chi(\gamma^{(3/2)} \varphi^2)D_t \gamma^{(3/2)} \varphi^2\right) + O(h^{3/2}) \mathcal{L}(L^2, L^2)
= O((\varepsilon_0 + h)h^{1/2}) \mathcal{L}(L^2, L^2).
$$

\[\square\]

**Corollary 4.15.** Suppose that $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $u \in \mathcal{C}^1 \mathcal{C}^s(T, \varepsilon_0)$. Let $\chi' \in \mathcal{E}(v)$ be such that $\chi' \chi = \chi$, then, for $\varepsilon_0$ sufficiently small,

$$\bar{w}_h = \Delta'_h \bar{w}_h + R_{\Delta, h} \bar{w}_h,$$

where $\Delta'_h = \text{Op}_h(\chi'(\gamma^{(3/2)}))$, and

$$\|R_{\Delta, h}\|_{\mathcal{C}([0, T], \mathcal{L}(L^2, L^2))} \lesssim h.$$
Proof. Let \( \Pi'_h = \chi'(\text{Re} \mathbb{Z}_h) \), then Lemma 4.14 shows that

\[
\Pi'_h = \Delta'_h + O(h)_{\mathcal{C}([0,T], \mathcal{L}(L^2, L^2))}.
\]

We conclude with the functional calculus \( \Pi'_h \tilde{w}_h = \Pi'_h \Delta_h \tilde{w} = \Pi_h \Delta_h \tilde{w} = \tilde{w}_h. \) \( \Box \)

Corollary 4.16. Suppose that \( s \) is sufficiently large, \( T > 0, \varepsilon_0 > 0, \) and \( u \in \mathcal{C}^{1,s}(T, \varepsilon_0) \). Then for \( \varepsilon_0 \) sufficiently small, for all \( t \in [0, T] \), \( \mathfrak{D}_h = \Pi_h \Delta_h \) or \( \Pi_h \Delta_h \), where we omit the time variable \( t \) in \( \mathfrak{D}_h = \mathfrak{D}_h(t) \), for \( u \in L^2(\mathbb{T}^d), \)

\[
\sum_{h=2^{-j}} \| \mathfrak{D}_h u \|^2_{L^2} \leq \| u \|^2_{L^2},
\]

Moreover, for \( j_0 > 0 \) sufficiently large, and all \( N > 0, \)

\[
\sum_{h=2^{-j}} \| \mathfrak{D}_h u \|^2_{L^2} \gtrsim \| u \|^2_{L^2} - \| u \|^2_{H^{-N}}.
\]

Proof. We only prove the estimates for \( \mathfrak{D}_h = \Pi_h \Delta_h \). The rest is similar. By Lemma 4.14,

\[
\Pi_h \Delta_h = (\Delta_h + O(h)_{\mathcal{L}(L^2, L^2)}) \Delta_h = \mathcal{O}_h(\chi(\gamma^{(3/2)}))^2 + O(h)_{\mathcal{L}(L^2, L^2)}.
\]

Let \( \chi', \chi'' \in \Xi(\nu) \) be such that \( \chi \chi' = \chi', \chi'' \chi = \chi \), then

\[
\Pi_h \Delta_h = \Pi_h \Delta_h \chi''(\| hD_x |^{3/2}) + \Pi_h \Delta_h (1 - \chi''(\| hD_x |^{3/2}))
\]

\[
= O(1)_{\mathcal{L}(L^2, L^2)} + O(h)_{\mathcal{L}(L^2, L^2)},
\]

\[
\chi'(\| hD_x |^{3/2}) = \chi'(\| hD_x |^{3/2}) + \chi'(\| hD_x |^{3/2})(1 - \Pi_h \Delta_h)
\]

\[
= O(1)_{\mathcal{L}(L^2, L^2)} + O(h)_{\mathcal{L}(L^2, L^2)}.
\]

Therefore, by Littlewood-Paley’s theory,

\[
\sum_{h=2^{-j}} \| \Pi_h \Delta_h u \|^2_{L^2} \lesssim \sum_{h=2^{-j}} \| \chi''(\| hD_x |^{3/2})u \|^2_{L^2} + h^2 \| u \|^2_{L^2} \lesssim \| u \|^2_{L^2}.
\]

\[
\sum_{h=2^{-j}} \| \Pi_h \Delta_h u \|^2_{L^2} + h^2 \| u \|^2_{L^2} \gtrsim \sum_{h=2^{-j}} \| \chi'(\| hD_x |^{3/2})u \|^2_{L^2} \gtrsim \| u \|^2_{L^2} - \| u \|^2_{H^{-N}}.
\]

We conclude for \( j_0 \) sufficiently large. \( \Box \)
4.3.2. Equation for $\Delta_h \tilde{w}$

**Proposition 4.17.** Suppose that $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, $u \in C^{1,5}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small, $\Delta_h \tilde{w}$ satisfies the equation

$$ (hD_s + A_h) \Delta_h \tilde{w} + \tilde{R}_h \tilde{w} = 0, \quad (4.24) $$

where $A_h = h^{3/2} Op_h(\varphi) A Op_h(\varphi)$, and

$$ \| \tilde{R}_h \|_{L^\infty([0,T]_h, L^2(L^2,L^2))} \lesssim (\varepsilon_0 + h^{1/2}) h^{3/2}. \quad (4.25) $$

**Remark 4.18.** $A_h$ is of the form $A_h = \begin{pmatrix} Z_h & 0 \\ 0 & -Z_h \end{pmatrix} + $ small lower order terms.

**Proof.** The remainder $\tilde{R}_h$ is explicitly written as follows:

$$ \tilde{R}_h = [\Delta_h, hD_s] + h^{3/2} [\Delta_h, A] + h^{3/2} A(1 - Op_h(\varphi)) \Delta_h + h^{3/2} (1 - Op_h(\varphi)) A Op_h(\varphi) \Delta_h, \quad (I) + (II) + (III) + (IV). $$

Estimate the four terms respectively.

**Estimate of (I).** Use $D_s = h^{1/2} D_r$, and bound $D_r \gamma^{(3/2)}$ by $\varepsilon_0$,

$$ (I) = -h^{3/2} Op_h(\partial_x \chi(\gamma^{(3/2)})) \cdot D_r \gamma^{(3/2)}) = O(\varepsilon_0 h^{3/2} L(L^2,L^2)). $$

**Estimate of (II).** The estimate of the commutator $[\pi(D_x) Op(\gamma^{(3/2)}), \Delta_h]$ is the main difficulty. By a symbolic calculus, and Remark 4.11,

$$ \pi(D_x) Op(\gamma^{(3/2)} \pi) = Op(\gamma^{(3/2)} \pi) + \pi \partial_x \pi \cdot D_x \gamma^{(3/2)} = O(\varepsilon_0 L(L^2,L^2)) = O(\varepsilon_0 L(L^2,L^2)), $$

where we use $\pi \partial_x = 0$ on $\mathbb{Z}^d$, whence $\pi \partial_x \pi \cdot D_x \gamma^{(3/2)} = 0$. Therefore, 

$$ [\Delta_h, \pi(D_x) Op(\gamma^{(3/2)} \pi)] = [\Delta_h, Op(\gamma^{(3/2)} \pi)] = O(\varepsilon_0 L(L^2,L^2)) = \frac{1}{i} \pi Op(\{\chi(h^{3/2} \gamma^{(3/2)}), \gamma^{(3/2)} \pi\}) + O(\varepsilon_0 L(L^2,L^2)). $$

Observe that the Poisson bracket vanishes,

$$ \{\chi(h^{3/2} \gamma^{(3/2)}), \gamma^{(3/2)} \pi\} = \{\chi(h^{3/2} \gamma^{(3/2)}), \gamma^{(3/2)} \pi\} \pi + \{\chi(h^{3/2} \gamma^{(3/2)}), \pi\} \gamma^{(3/2)} = 0. $$

Indeed, the first term vanishes because $\chi(h^{3/2} \gamma^{(3/2)})$ is a function of $\gamma^{(3/2)}$. The singularity at 0 is not a problem when $\varepsilon_0$ is sufficiently small. The second term vanishes because the supports of $\chi(h^{3/2} \gamma^{(3/2)})$ and $\pi$ are disjointed, for $h$ and $\varepsilon_0$ sufficiently small. Combining the estimates of commutators of lower orders,

$$ (II) = O((\varepsilon_0 + h^{1/2}) h^{3/2}) L(L^2,L^2). $$

**Estimate of (III).** Write

$$ (III) = A(D_x)^{-3/2} h^{3/2} (D_x)^{3/2} (1 - Op_h(\varphi)) \Delta_h. $$
Recall that $\phi \chi = \chi$, so for $\epsilon_0$ sufficiently small, $(1 - \text{Op}_h(\varphi)) \Delta_h = O(h^2) \mathcal{L}(L^2, H^2_h)$. And $h^{3/2}(D_\chi)^{3/2} : H^1_h \to H^{1/2}_h \hookrightarrow L^2$, $A(D_\chi)^{-3/2} : L^2 \to L^2$. Therefore, (III) $= O(h^2) \mathcal{L}(L^2, L^2)$.

Estimate of (IV). Observe that $h^{3/2} A \text{Op}_h(\varphi)$ is a semiclassical pseudodifferential operator with principle symbol \( \begin{pmatrix} \gamma^{(3/2)} & 0 \\ 0 & -\gamma^{(3/2)} \end{pmatrix} \). It suffices therefore to estimate $(1 - \text{Op}_h(\varphi)) \text{Op}_h(\gamma^{(3/2)} \varphi) \Delta_h$. By the symbolic calculus, this is of order $O(h^2) \mathcal{L}(L^2, H^2_h)$. Therefore, (IV) $= O(h^2) \mathcal{L}(L^2, L^2)$.

**4.3.3. Equation for $\tilde{w}_h = \Pi_h \Delta_h \tilde{w}$**

**Proposition 4.19.** Suppose that $s$ is sufficiently large, $T > 0$, $\epsilon_0 > 0$, $u \in \mathcal{C}^{1,s}(T, \epsilon_0)$. Then for $\epsilon_0$ sufficiently small, $\tilde{w}_h$ satisfies the equation

\[
(h D_\xi \tilde{w}_h + A_h \tilde{w}_h + R_h \tilde{w}) = 0,
\]

(4.26)

Let $\Pi_h' = \chi'(\text{Re} Z_h)$ with $\chi' \in \Xi(\eta)$ and $\chi' \chi = \chi$, then for some operators $R^i_h$ ($i = 1, 2, 3$) satisfying the estimates

\[
\|R^i_h\|_{L^\infty([0, T], \mathcal{L}(L^2, L^2))} \lesssim (\epsilon_0 + h^{1/2})h^{3/2},
\]

(4.27)

the following decomposition holds:

\[
R_h = \Pi_h R^1_h + R^2_h \Pi_h' + R^3_h \Delta_h.
\]

(4.28)

**Proof.** Commuting (4.24) with $\Pi_h$, using the functional calculus $\Pi_h = \Pi_h \Pi_h'$, the remainder $R_h$ can be written explicitly as

\[
R_h = \Pi_h \tilde{R}_h + [\Pi_h, h D_\xi] + [\Pi_h, A_h] \Delta_h
\]

\[
= \Pi_h (\tilde{R}_h - h D_\xi \Pi_h') + (-h D_\xi \Pi_h) \Pi_h' + [\Pi_h, A_h] \Delta_h.
\]

Therefore $R^1_h = \tilde{R}_h - h D_\xi \Pi_h'$, $R^2_h = -h D_\xi \Pi_h$, $R^3_h = [\Pi_h, A_h]$. The estimates of $R^1_h$ and $R^2_h$ follow from Lemma 4.14 and (4.25). In view of Remark 4.18, the main estimate of $R^3_h$ is that of the commutator $[\Pi_h, Z_h]$. To do this, write $Z_h = \text{Re} Z_h + \frac{i}{2}(Z_h - Z^*_h)$, where by a functional calculus $[\Pi_h, \text{Re} Z_h] = 0$, while by (4.21) and (4.9),

\[
Z_h - Z^*_h = h \text{Op}(2i\text{Im} \gamma^{(1/2)} - \partial_\xi \cdot D_\xi \gamma^{(3/2)} \varphi^2) + O(h^2) \mathcal{L}(L^2, L^2)
\]

\[
= O(h^2) \mathcal{L}(L^2, L^2).
\]

(4.29)

Therefore $[\Pi_h, Z_h] = O(h^2) \mathcal{L}(L^2, L^2)$, and combining the estimates of commutators with lower order terms, (III) $= O((\epsilon_0 + h^{1/2})h^{3/2}) \mathcal{L}(L^2, L^2)$. □

**Corollary 4.20.** Suppose that $s$ is sufficiently large, $T > 0$, $\epsilon_0 > 0$, $u \in \mathcal{C}^{1,s}(T, \epsilon_0)$. Then for $\epsilon_0$ sufficiently small, for almost every $t \in [0, T]$ and for all $j_0 \in \mathbb{N}$,

\[
\sum_{h = 2^{-j}, j \geq j_0} \|h^{-3/2} R_h u\|_{L^2}^2 \lesssim (\epsilon_0^2 + 2^{-j_0}) \|u\|_{L^2}^2.
\]
Proof. We omit the time variable $t$ for simplicity. By Corollary 4.16 and the estimates that $h^{-3/2} R_h^1 = O(\varepsilon_0 + h^{1/2}) L(L^2, L^2)$,

$$
\sum_{h=2^{-j}} \|h^{-3/2} R_h^2 \Pi_h u\|_{L^2}^2 + \sum_{h=2^{-j}} \|h^{-3/2} R_h^3 \Delta_h u\|_{L^2}^2 \\
\lesssim (\varepsilon_0^2 + 2^{-j_0}) \left( \sum_{h=2^{-j}} \| \Pi_h u\|_{L^2}^2 + \sum_{h=2^{-j}} \| \Delta_h u\|_{L^2}^2 \right) \lesssim (\varepsilon_0^2 + 2^{-j_0}) \|u\|_{L^2}^2.
$$

The main difficulty is to estimate the square sum for $\Pi_h R_h^1$. Recall that

$$
R_h^1 = \tilde{R}_h - h D_s \Pi_h.
$$

By Lemma 4.14, in particular (4.22), and apply the same proof as Corollary 4.16,

$$
\sum_{h=2^{-j}} \|h^{-3/2} \Pi_h h D_s \Pi_h u\|_{L^2}^2 \lesssim \sum_{h=2^{-j}} \|h^{-1/2} D_s \Pi_h u\|_{L^2}^2 \lesssim (\varepsilon_0^2 + 2^{-j_0}) \|u\|_{L^2}^2.
$$

Indeed, we use the identity

$$
h^{-1/2} D_s \Pi_h = -Op_h(\partial_x \chi'(\gamma(3/2)\phi^2) D_1 \gamma(3/2) \varphi^2) + O(h) L(L^2, L^2),
$$

and apply Littlewood-Paley’s theory.

It remains to estimate $\Pi_h \tilde{R}_h$. Use the decomposition for $\tilde{R}_h$ (Proposition 4.17), the terms (I), (III) and (IV) pose no problem because they each ends with $\Delta_h$ or $h D_s \Delta_h$. A similar argument as above works. However (II) should be treated with care. Write

$$
(II) = (II) \chi'(|h D_x|^{3/2}) + (II)(1 - \chi'(|h D_x|^{3/2})).
$$

By $\Pi_h (II) = O((\varepsilon_0 + h^{1/2}) h^{3/2}) L(L^2, L^2)$, the estimate of $\Pi_h (II) \chi'(|h D_x|^{3/2})$ is exactly the same as before,

$$
\sum_{h=2^{-j}} \|h^{-3/2} \Pi_h (II) \chi''(|h D_x|^{3/2}) u\|_{L^2}^2 \lesssim (\varepsilon_0^2 + 2^{-j_0}) \|u\|_{L^2}^2.
$$

As for the second term, separate it into two halves by expanding the commutator,

$$
(II)(1 - \chi'(|h D_x|^{3/2})) = h^{3/2} \Delta_h A(1 - \chi'(|h D_x|^{3/2})) \\
- h^{3/2} A \Delta_h (1 - \chi'(|h D_x|^{3/2})),
$$

and estimate them separately by semiclassical symbolic calculus. It suffices to show that each half is of order $O(h^2) L(L^2, L^2)$. For the second half,

$$
\Delta_h (1 - \chi'(|h D_x|^{3/2})) = O(h^2) L(L^2, H^3_h) = O(h^2) L(L^2, H^{3/2}_h) = O(h^{1/2}) L(L^2, H^{3/2}).
$$
Therefore $h^{3/2}A\Delta_h (1 - \chi((hD_x)^{3/2})) = O(h^2)\mathcal{L}(L^2, L^2)$. As for the first half, we only do the estimate for the principal term. However, the basic semiclassical symbolic calculus cannot be directly applied here, for

$$h^{3/2}\operatorname{Op}(\gamma \pi)(1 - \chi((hD_x)^{3/2})) = \operatorname{Op}_h (\gamma h (1 - \chi(|x|^{3/2}))\pi_h),$$

with $\pi_h(\xi) = \pi(\xi/h)$, whose $\xi$-derivative is unbounded as $h$ to 0. However, we have the following Lemma 4.21, which shows that no problems can be caused by the low frequency, where the estimate of the $|\cdot|$ is required. Therefore the first term is also of order $O(h^2)\mathcal{L}(L^2, L^2)$, as long as $s$ is sufficiently large. □

**Lemma 4.21.** Let $\varphi \in C(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ and let $\{a_h\}_{h>0} \subset \hat{\Gamma}_\rho^m$ (see “Appendix B”) be a family of symbols depending on $h$. Suppose that there exists $0 < C_1 < C_2$, such that for $h$ sufficiently small,

$$\sup \varphi \subset \{ \xi : |\xi| > C_2 \}, \quad \sup \varphi a_h \subset \mathbb{T}^d \times \{ \xi : |\xi| < C_1 h^{-1} \}.$$  

Then if $\rho = 2N$, with $\mathbb{N} \ni N > d$,

$$\|\operatorname{Op}_h(\varphi)\operatorname{Op}(a_h)\|_{\mathcal{L}(L^2, L^2)} \lesssim h^{n/2-m} M^m_{2N,0}(a_h) \|u\|_{L^2}.$$  

**Proof.** Set $A_h = \operatorname{Op}_h(\varphi)\operatorname{Op}(a_h)$, $\Lambda^\mu = \langle D_x \rangle^\mu$ for $\mu \in \mathbb{R}$. Let $\hat{a}_h$ denote the Fourier transform of $a_h$ with respect to the $x$. Then for $\xi \in \mathbb{Z}^d \cap \text{supp } \varphi(h\cdot)$,

$$\hat{A}_h u(\xi) = \varphi(h\xi)\operatorname{Op}(a_h)u(\xi) = (2\pi)^{-d} \sum_{\eta \in \mathbb{Z}^d} \varphi(h\xi)\hat{a}_h(\xi - \eta)\hat{u}(\eta)$$

$$= (2\pi)^{-d} \sum_{|\eta| < C_1 h^{-1}} \frac{1}{|\xi - \eta|^{2N}} \varphi(h\xi)\Lambda^{2N}m a_h(\xi - \eta)\hat{u}(\eta).$$

Observe that by our hypothesis, $|\xi - \eta| \gtrsim h^{-1}$ whenever $\xi \in \sup \varphi(h\cdot) \subset \{ \xi : |\xi| > C_2 h^{-1} \}$ and $|\eta| < C_1 h^{-1}$, and use the fact that the Fourier transform defines a bounded operator from $L^\infty(\mathbb{T}^d) \subset L^1(\mathbb{T}^d)$ to $\ell^\infty(\mathbb{Z}^d)$, we have

$$|\hat{A}u(\xi)| \lesssim h^N \sum_{|\eta| < C_1 h^{-1}} \frac{1}{|\xi - \eta|^{N}} |\varphi(h\xi)|_L^\infty \Lambda^{2N}m a_h(\xi - \eta)\hat{u}(\eta)|$$

$$\lesssim h^N \|\varphi\|_{L^\infty} \sum_{|\eta| < C_1 h^{-1}} \|a_h(\cdot, \eta)/_{\langle \eta\rangle^m} \|_{W^{2N, \infty}} \langle\eta\rangle^m / \langle\xi - \eta\rangle^N |\hat{u}(\eta)|$$

$$\lesssim h^{N-m} M^m_{2N,0}(a_h) \sum_{\eta \in \mathbb{Z}^d} \langle\xi - \eta\rangle^N |\hat{u}(\eta)|.$$  

Consequently, for $\rho/2 = N > d$,

$$\|Au\|_{L^2(\mathbb{T}^d)} \lesssim \|\hat{A}u\|_{L^2(\mathbb{Z}^d)} \lesssim h^{N-m} M^m_{2N,0}(a_h) \|\cdot\|_{\ell^N(\mathbb{Z}^d)} \lesssim h^{N-m} M^m_{2N,0}(a_h) \|\cdot\|_{\ell^N(\mathbb{Z}^d)} \|\hat{u}\|_{\ell^2(\mathbb{Z}^d)} \|u\|_{L^2(\mathbb{T}^d)}.$$  

□
4.4. Semiclassical Observability

In this section, unless otherwise specified, the time variable will be $s$, and thus we write $[0, T] = [0, T]_s$ for simplicity. The purpose is to prove the following Proposition 4.23, by carefully adapting [22] to our case.

**Remark 4.22.** We will deal with both the symbols defined on $T^\ast \mathbb{T}^d$ and $T^\ast (\mathbb{R} \times \mathbb{T}^d)$. To void ambiguity, the semiclassical quantification operator $\overline{O_p}_h$ will be applied to symbols defined on $T^\ast (\mathbb{R} \times \mathbb{T}^d) \simeq \mathbb{R}_x \times \mathbb{T}_x^d \times \mathbb{R}_\sigma \times \mathbb{R}_\xi^d$, that is, for $a = a(s, x, \sigma, \xi)$

$$\overline{O_p}_h(a) := a(s, x, hD_x, hD_x);$$

while $O_p_h$ will only be applied to symbols defined on $T^\ast \mathbb{T}^d \simeq \mathbb{T}_x^d \times \mathbb{R}_\xi^d$, that is, for $a = a(x, \xi)$,

$$O_p_h(a) = a(x, hD_x).$$

**Proposition 4.23.** Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, then for some $\epsilon_0 > 0$ and $h_0 > 0$ sufficiently small, for all $0 < h < h_0$ and for $u \in \mathcal{C}^{0, s}(h^{1/2}T, \epsilon_0)$ (we only put $h^{1/2}T$ here because we are dealing with the time variable $s = h^{-1/2}t$), the solution $\tilde{w}_h = \left(\frac{w^+}{w^-}\right) \in C([0, T], L^2(\mathbb{T}^d))$ to the equation

$$(hD_x + A_h(u))\tilde{w}_h = \tilde{f}_h, \quad (4.30)$$

where $\tilde{f}_h \in L^2([0, T], L^2(\mathbb{T}^d))$, satisfies a semiclassical observability

$$\|\tilde{w}_h(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi \omega \tilde{e} \cdot \tilde{w}_h\|_{L^2}^2 ds + h^{-2} \|\tilde{f}_h\|_{L^2([0, T], L^2)}^2, \quad (4.31)$$

provided that

$$\tilde{w}_h = \Pi_h^\prime(u) \tilde{w}_h + o(1)_{C([0, T], L^2)} \tilde{w}_h, \quad (4.32)$$

where $\Pi_h^\prime(u)$ is defined as in Corollary 4.15.

We prove this proposition by contradiction. If (4.31) is not true, then we can find sequences of $\epsilon_n > 0$, $h_n > 0$, $u_n \in \mathcal{C}^{0, s}(T, \epsilon_n)$, and

$$(\tilde{w}_n, \tilde{f}_n) \in C([0, T], L^2(\mathbb{T}^d)) \times L^2([0, T], L^2(\mathbb{T}^d)), \quad (4.33)$$

such that $\tilde{w}_n$ satisfies the condition (4.32) as follows:

$$(h_n D_x + A_n)\tilde{w}_n = \tilde{f}_n, \quad (4.34)$$

where we denote $A_n = A_{h_n}(u_n)$. And as $n \to \infty$, $\epsilon_n = o(1)$, $h_n = o(1)$,

$$\|\tilde{w}_n(0)\|_{L^2} = 1, \quad \|\varphi \omega \tilde{e} \cdot \tilde{w}_n\|_{L^2([0, T], L^2)} = o(1), \quad \|\tilde{f}_n\|_{L^2([0, T], L^2)} = o(h_n). \quad (4.35)$$
We perform an energy estimate to show that \( \{\tilde{w}_n\}_n \) is bounded in \( L^2([0, T], L^2(\mathbb{T}^d)) \) so that its space-time semiclassical defect measure is well defined. Indeed, recall that \( \mathcal{E}_{h_n}(u_n) - \mathcal{E}_{h_n}(u^*_n) = O(h_n^3 L^\infty([0, T], \mathcal{L}(L^2, L^2))) \) [see (4.29)], combined with the estimates of the lower order terms, gives

\[
A_n - A^*_n = O((\varepsilon_n + h_n^{1/2})h_n^{3/2}) L^\infty([0, T], \mathcal{L}(L^2, L^2)).
\] (4.33)

Using only a weaker estimate \( A_n - A^*_n = O(h_n) \mathcal{L}(L^2, L^2) \),

\[
h_n \partial_x \|\tilde{w}_n\|_{L^2}^2 = (i(A_n - A^*_n)\tilde{w}_n, \tilde{w}_n)_{L^2} + 2\text{Re}(\tilde{f}_n, \tilde{w}_n)_{L^2} \leq h_n \|\tilde{w}_n\|_{L^2}^2 + h_n^{-1} \|\tilde{f}_n\|_{L^2}^2.
\] (4.34)

By Gronwall’s inequality, and the hypothesis that \( \|\tilde{f}_n\|_{L^2([0, T], L^2)} = o(h_n) \),

\[
\|\tilde{w}_n\|_{C([0, T], L^2)} \leq \|\tilde{w}_n(0)\|_{L^2} + h_n^{-2} \|\tilde{f}_n\|_{L^2([0, T], L^2)} \lesssim 1,
\] (4.35)

proving that \( \{\tilde{w}_n\}_n \) is bounded in \( C([0, T], L^2(\mathbb{T}^d)) \). Therefore, up to a subsequence, we may suppose that \( \{\tilde{w}_n|_{[0,T]\times\mathbb{T}^d}\}_n \) is pure, and let

\[
\mu = \mu(s, x, \sigma, \xi) \in M_{2 \times 2} (\mathcal{M}(T^*([0, T]\times\mathbb{T}^d), \mathbb{C}))
\]

be its space-time semiclassical defect measure, such that

\[
\lim_{n \to \infty} \left( \text{Op}_{h_n}(X)(\psi \tilde{w}_n), \psi \tilde{w}_n \right)_{L^2([0, T], L^2)} = \int_{T^*([0, T]\times\mathbb{T}^d)} \text{tr}(X \, d\mu) \tag{4.36}
\]

for all \( \psi \in C^\infty_c([0, T], \mathbb{R}) \) and \( X \in M_{2 \times 2} (C^\infty_c(T^*([0, T]\times\mathbb{T}^d))) \), such that \( \psi X = X \). It is classical that \( \mu \) is hermitian in the sense that, for all \( c \in \mathbb{C}^2, c^t \mu c \) is a non-negative Radon measure. It admits the following form,

\[
\mu = \left( \begin{array}{cc} \mu_+ & \mu_* \\ \mu_*^* & \mu_- \end{array} \right),
\]

where \( \mu_\pm = \mu[w_n^\pm] \geq 0 \) are respectively semiclassical defect measures of the pure sequences \( \{w_n^\pm|_{[0,T]\times\mathbb{T}^d}\}_n \). Moreover,

\[
\mu_* \ll \sqrt{\mu_+ + \mu_-}.
\] (4.37)

**Lemma 4.24.** The following properties hold:

1. \( \text{supp} \, \mu \subset \{ |\xi| \geq \nu \} \),
2. \( \text{supp} \, \mu_\pm \subset \Sigma_\pm = \{ \sigma \pm |\xi|^{3/2} = 0 \} \),
3. \( \mu_* = 0 \), therefore \( \mu \) is diagonal.

**Proof.** The first statement comes from (4.32). Indeed, let \( \psi \in C^\infty_c([0, T], \mathbb{R}) \) and \( X \in M_{2 \times 2} (C^\infty_c(T^*([0, T]\times\mathbb{T}^d))) \) be such that \( \psi X = X \). Denote \( \Pi_n' = \Pi_{h_n'}(u_n) \), and \( \Delta_n' = \Delta_{h_n'}(u_n) \), then, by Lemma 4.14,

\[
\Pi_n' = \Delta_n' + o(1) L^\infty([0, T], \mathcal{L}(L^2, L^2)) = \text{Op}_{h_n}(\chi'(|\xi|^{3/2})) + o(1) L^\infty([0, T], \mathcal{L}(L^2, L^2)).
\]
The second equality comes from the fact that $\chi'(\gamma^{3/2}) - \chi'(|\xi|^{3/2})$ is bounded by $\epsilon_0$. Consequently, by our hypothesis,

$$0 = \lim_{n \to \infty} (\overline{\mathcal{A}}_{\mathcal{P}_{hn}}(X)(1 - \Pi'_{hn})\psi \bar{w}_n, \psi \bar{w}_n)_{L^2([0,T],L^2)}$$

$$= \int_{T^{*}([0,T[ \times \mathbb{T}^d)} \text{tr}(X(1 - \chi'(|\xi|^{3/2})) \, d\mu),$$

implying that $\text{supp} \mu \subset \text{supp} \chi'(|\xi|^{3/2}) \subset \{ |\xi| \geq \nu \}$.

To prove the second statement, let $a \in C^\infty_c(T^{*}([0,T[ \times \mathbb{T}^d))$ be such that $\psi a = a$, and set $X^+ = \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix}$, and $X^- = \begin{pmatrix} 0 & 0 \\ 0 & a \end{pmatrix}$. Then write

$$(h_n D_s \pm \mathcal{A}_n)(\overline{\mathcal{P}}_{hn}(X^\pm)) = (h_n D_s \pm \mathcal{A}_n(0))\overline{\mathcal{P}}_{hn}(X^\pm)$$

$$\pm (\mathcal{A}_n^* - \mathcal{A}_n(0))\overline{\mathcal{P}}_{hn}(X^\pm).$$

For the first term,

$$\mathcal{A}_n(0) = h_n^{3/2} \mathcal{P}_{hn}(\varphi) \mathcal{A}(0) \mathcal{P}_{hn}(\varphi),$$

where $\mathcal{A}(0) = \mathcal{A}(\mu = 0)$ whose exact expression will be explicitly written in (4.53), such that the principal symbol of $\mathcal{A}_n(0)$ is $\psi(\xi) 2 \begin{pmatrix} |\xi|^{3/2} & 0 \\ 0 & -|\xi|^{3/2} \end{pmatrix}$, and, considering $\psi$ as a multiplication operator,

$$(h_n D_s \pm \mathcal{A}_n(0))\overline{\mathcal{P}}_{hn}(X^\pm) = \overline{\mathcal{P}}_{hn} \begin{pmatrix} \sigma + \psi^2 |\xi|^{3/2} \\ 0 \\ \sigma - \psi^2 |\xi|^{3/2} \end{pmatrix} X^\pm)$$

$$+ O(h_n) \mathcal{L}(L^2([0,T],L^2),L^2([0,T],L^2)).$$

While for the second term, by (4.33),

$$(\mathcal{A}_n^* - \mathcal{A}_n(0))(h_n D_x)^{-3/2} = (\mathcal{A}_n(u_n^*) - \mathcal{A}_n(u_n))(h_n D_x)^{-3/2}$$

$$+ (\mathcal{A}_n(u_n) - \mathcal{A}_n(0))(h_n D_x)^{-3/2}$$

$$= O(H_n + h_n^{1/2}) \mathcal{L}([0,T],L^2,L^2).$$

and $(h D_x)^{3/2} \mathcal{P}_{hn}(X^\pm) : L^2([0,T],L^2(\mathbb{T}^d)) \to L^2([0,T],L^2(\mathbb{T}^d))$. Therefore

$$\pm (\mathcal{A}_n^* - \mathcal{A}_n(0))\overline{\mathcal{P}}_{hn}(X^\pm) = O(H_n) \mathcal{L}(L^2([0,T],L^2),L^2([0,T],L^2)).$$

Consequently, since $\varphi \equiv 1$ on $\{|\xi| \geq \nu\}$ supp $\mu$,

$$\lim_{n \to \infty} \int_{T^{*}([0,T[ \times \mathbb{T}^d)} \sigma \pm |\xi|^{3/2} a(s,x,\sigma,\xi) \, d\mu.$$ (4.38)

On the other hand,

$$(h_n D_s \pm \mathcal{A}_n(0))\overline{\mathcal{P}}_{hn}(X^\pm)(\psi \bar{w}_n, \psi \bar{w}_n)_{L^2([0,T],L^2)}$$

$$= (\overline{\mathcal{P}}_{hn}(X^\pm)(\psi \bar{w}_n), (h_n D_s \pm \mathcal{A}_n)(\psi \bar{w}_n))_{L^2([0,T],L^2)}$$

$$= (\overline{\mathcal{P}}_{hn}(X^\pm)(\psi \bar{w}_n), [h_n D_s, \psi] \bar{w}_n + \psi \bar{f}_n)_{L^2([0,T],L^2)},$$ (4.39)
where, since the support of \([h_n D_s, \psi] \tilde{w}_n = (h_n D_s \psi) \tilde{w}_n\) and \(\overline{\text{Op}}_{h_n} (X^\pm) \tilde{w}_n\) are disjointed, and by the hypothesis that \(f_n = o(h_n)_{L^2([0,T], L^2)}\),

\[
\begin{align*}
\left( \overline{\text{Op}}_{h_n} (X^\pm)(\psi \tilde{w}_n), [h D_s, \psi] \tilde{w}_n \right)_{L^2([0,T], L^2)} & = 0, \\
\left( \overline{\text{Op}}_{h_n} (X^\pm)(\psi \tilde{w}_n), \psi f_n \right)_{L^2([0,T], L^2)} & = o(h_n).
\end{align*}
\] (4.40)

Combining (4.38), (4.39) and (4.40),

\[
\int_{T^*([0,T] \times \mathbb{T}^d)} (\sigma \pm |\xi|^{3/2}) a(s, x, \sigma, \xi) \, d\mu_\pm = 0,
\]

which implies that \(\text{supp } \mu_\pm \subset \{ \sigma \pm |\xi|^{3/2} = 0 \}\), and by the first statement,

\[
\text{supp } \mu_\pm \subset \Sigma^\pm \cap \{ |\xi| > \nu \}.
\]

In particular, \(\text{supp } \mu_+ \cap \text{supp } \mu_- = \emptyset\), so

\[
\mu_+ \perp \mu_-, 
\] (4.41)

whence, by (4.37), \(\mu_+ \ll \sqrt{\mu_+ \mu_-} = 0. \) □

The next corollary states that the formula (4.36) of the semiclassical defect measure for the sequence \(\{ \tilde{w}_n \}_n\) remains valid for some symbols which are not of compact support in the \(\sigma\) variable. The main idea is that on the supports of \(\mu_\pm\), which are contained in the hypersurfaces \(\Sigma^\pm\), \(\sigma\) is automatically bounded whenever \(\xi\) is bounded.

**Corollary 4.25.** Define the projection

\[
\kappa : T^*([0, T] \times \mathbb{T}^d) \to [0, T] \times T^* \mathbb{T}^d, \quad (s, \sigma, x, \xi) \mapsto (s, x, \xi),
\]

and its corresponding pullback

\[
\kappa^* : C^\infty_c ([0, T] \times T^* \mathbb{T}^d) \to C^\infty_c (T^*([0, T] \times \mathbb{T}^d)), \quad a \mapsto \kappa^* a = a \circ \kappa.
\]

Let \(a \in C^\infty_c ([0, T] \times T^* \mathbb{T}^d)\), and \(u \in L^2([0, T], L^2(\mathbb{T}^d))\), then

\[
\text{Op}(a) u = \overline{\text{Op}}(\kappa^* a) u.
\] (4.42)

Moreover, if \(a \in C^\infty_c ([0, T] \times T^* \mathbb{T}^d)\), and \(\psi \in C^\infty_c ([0, T])\), such that \(\psi a = a\), then

\[
\lim_{n \to \infty} \left( \overline{\text{Op}}_{h_n} (a)(\psi w_\pm^n), \psi u_\pm^n \right)_{L^2([0,T], L^2)} = \int_{\Sigma^\pm} \kappa^* a \, d\mu_\pm.
\] (4.43)
Proof. The identity (4.42) follows by a direct verification of the definitions. To prove (4.43), observe that \( w_n^\pm \) satisfies the equation

\[
(h_n D_s \pm Z_n + h_n^{1/2} \mathrm{Op}_{h_n} (V_n \cdot \xi \varphi^2)) w_n^\pm = o(h_n) L^2([0,T], L^2).
\] (4.44)

Applying \( \psi \) to both sides, \( \psi w_n^\pm \) satisfies

\[
(\overline{\mathrm{Op}}_{h_n} (\sigma \pm \gamma^{(3/2)} \varphi^2) + O(h_n^{1/2}) \times \text{lower order terms}) (\psi w_n^\pm) = o(1) L^2(\mathbb{R} \times \mathbb{T}^d).
\]

Let \( \zeta \in C_c^\infty (\mathbb{R}) \) be such that \( \zeta(z) = 1 \) in a neighborhood of 0, and apply both sides by \( \overline{\mathrm{Op}}_{h_n} (1 - \xi (\sigma \pm \gamma^{(3/2)} \varphi^2)) \), we see that

\[
(1 - \overline{\mathrm{Op}}_{h_n} (b^\pm))(\psi w_n^\pm) = o(1) L^2(\mathbb{R} \times \mathbb{T}^d),
\]

where \( b^\pm = \zeta (\sigma \pm \gamma^{(3/2)} \varphi^2) \). Now let \( \theta \in C_c^\infty (\mathbb{R} \times \mathbb{T}^d \times \mathbb{T}^d) \) be such that \( \theta \equiv 1 \) on the support of \( a \), then by a symbolic calculus and (4.45),

\[
\mathrm{Op}_{h_n} (a)(\psi w_n^\pm) = \overline{\mathrm{Op}}_{h_n} (\kappa a)(\psi w_n^\pm)
\]

\[
= \overline{\mathrm{Op}}_{h_n} (b^\pm \kappa a)(\psi w_n^\pm) + \overline{\mathrm{Op}}_{h_n} ((1 - b^\pm) \kappa a)(\psi w_n^\pm)
\]

\[
= \overline{\mathrm{Op}}_{h_n} (\theta b^\pm \kappa a)(\psi w_n^\pm) + o(1) L^2(\mathbb{R} \times \mathbb{T}^d).
\]

Notice that here the symbol \( \theta b^\pm \kappa a \) is of compact support in \( T^*([0, T[ \times \mathbb{T}^d) \), and that \( \theta b^\pm \kappa a |_{\Sigma^\pm} = \kappa a |_{\Sigma^\pm} \). Therefore

\[
\lim_{n \to \infty} \overline{\mathrm{Op}}_{h_n} (a)(\psi w_n^\pm) = \lim_{n \to \infty} \overline{\mathrm{Op}}_{h_n} (\theta b^\pm \kappa a)(\psi w_n^\pm) = \int_{\Sigma^\pm} \theta b^\pm \kappa a \, d\mu = \int_{\Sigma^\pm} \kappa a \, d\mu.
\]

Now that by (4.35), \( \{\bar{w}_n\}_n \) is bounded in \( C([0, T], L^2 (\mathbb{T}^d)) \), for all \( s \in [0, T] \), up to a subsequence, \( \{\bar{w}_n(s)\}_n \) is pure, and admits a semiclassical measure. The next proposition proves that this subsequence can be so chosen that \( \{\bar{w}_n(s)\}_n \) is pure for all \( s \in [0, T] \).

Proposition 4.26. Up to a subsequence, for all \( s \in [0, T] \), the sequence \( \{\bar{w}_n(s)\}_n \) is pure in \( L^2(\mathbb{T}^d) \), and thus admits a semiclassical measure

\[
\nu_s = \nu_s (x, \xi) \in M_{2 \times 2} (\mathcal{M}(T^* \mathbb{T}^d, \mathbb{C})),
\]

which is positive definite and has the following form:

\[
\nu_s = \begin{pmatrix}
\nu_{s,+} & \nu_{s,=}
\nu_{s,=} & \nu_{s,-}
\end{pmatrix},
\]

where \( \nu_{s,\pm} \) are semiclassical measures of the sequences \( \{w_n^\pm(s)\}_n \), we denote this by \( \nu_{s,\pm} = \nu(w_n^\pm(s)) \). Moreover, the distribution valued function \( \nu : s \to \nu_s \) is continuous in time, that is, it belongs to \( C([0, T], M_{2 \times 2}(\mathcal{D}'(T^* \mathbb{T}^d))) \).
Proof. By a diagonal argument, we assume that \( \{\tilde{w}_n(s)\}_n \) is pure for each \( s \) in a countable and dense subset of \([0, T]\), for example \( \mathbb{Q} \cap [0, T] \). In order to conclude, it suffices to show that for each \( X \in C^\infty_c(\mathbb{T}^d) \), the following family of functions is equicontinuous:

\[
g^X_n : [0, T] \ni s \mapsto (\text{Op}_{h_n}(X)\tilde{w}_n(s), \tilde{w}_n(s))_{L^2}.
\]

We prove this by showing that \( \{\partial_s g^X_n\}_n \) is bounded in \( L^1([0, T]) \):

\[
h_n \partial_s g^X_n(s) = \left( (A_n^*\text{Op}_{h_n}(X) - \text{Op}_{h_n}(X)A_n)\tilde{w}_n(s), \tilde{w}_n(s) \right)_{L^2}
\]

\[
+ 2\text{Re}(i(\text{Op}_{h_n}(X) + \text{Op}_{h_n}(X)^*)\tilde{f}_n(s), \tilde{w}_n(s))_{L^2}
\]

\[
\lesssim h_n \|\tilde{w}_n(s)\|_{L^2}^2 + h_n^{-1}\|\tilde{f}_n(s)\|_{L^2}^2,
\]

where we use the estimate

\[
A_n^*\text{Op}_{h_n}(X) - \text{Op}_{h_n}(X)A_n = [A_n, \text{Op}_{h_n}(X)] + (A_n^* - A_n)\text{Op}_{h_n}(X)
\]

\[
= O(h_n)L^{\infty}([0, T], L^2(\mathbb{T}^d)).
\]

Therefore, take the integration over \([0, T]\) to get

\[
\|\partial_s g^X_n\|_{L^1([0, T])} \lesssim \|\tilde{w}_n\|_{L^2([0, T], L^2)}^2 + h_n^{-2}\|\tilde{f}_n\|_{L^2([0, T], L^2)}^2 \lesssim 1.
\]

Now consider the following distribution valued continuous functions:

\[
v_{\pm} : [0, T] \to \mathcal{D}'(\mathbb{T}^d), \quad s \mapsto v_{s, \pm}.
\]

Then \( v_{\pm} \) define two distributions on \([0, T] \times \mathbb{T}^d\) such that, for \( \phi \in C^\infty_c([0, T] \times \mathbb{T}^d) \),

\[
(v_{\pm}, \phi)_{\mathcal{D}'([0, T] \times \mathbb{T}^d)} := \int_0^T \int_{\mathbb{T}^d} \phi(s, x, \xi) \, dv_{s, \pm}(x, \xi) \, ds.
\]

Proposition 4.27. The following properties of \( v_{\pm} \) hold:

1. \( \supp v_{\pm} \subset \{ |\xi| \geq \nu \} \).
2. Consider the two sections of \( \kappa \),

\[
\zeta_{\pm} : [0, T] \times \mathbb{T}^d \to \Sigma_{\pm} \subset T^*([0, T] \times \mathbb{T}^d), \quad (s, x, \xi) \mapsto (s, x, \mp|\xi|^{-3/2}, \xi).
\]

Then for \( \phi = \phi_1 \otimes \phi_2 \) with \( \phi_1 \in C^\infty_c([0, T], \mathbb{R}) \) and \( \phi_2 \in C^\infty_c(\mathbb{R}_x) \otimes C^\infty_c(\mathbb{T}^d) \),

\[
(v_{\pm}, (\zeta_{\pm})^* \phi)_{\mathcal{D}'([0, T] \times \mathbb{T}^d)} = (v_{\pm}, (\zeta_{\pm})^* \phi)_{\mathcal{D}'([0, T] \times \mathbb{T}^d)}, \quad (4.46)
\]

where \((\zeta_{\pm})^* \phi = \phi(\zeta_{\pm})\); or equivalently,

\[
\int_{\Sigma_{\pm}} \phi(s, x, \sigma, \xi) \, d\mu_{\pm}(s, x, \sigma, \xi)
\]

\[
= \int_0^T \int_{\mathbb{T}^d} \phi(s, x, \mp|\xi|^{-3/2}, \xi) \, dv_{s, \pm}(x, \xi) \, ds.
\]
(3) $\nu_\pm$ is propagated via the transportation equation

$$
(\partial_s \pm \frac{3}{2} |\xi|^{-1/2} \xi \cdot \nabla_x) \nu_\pm = 0.
$$

**Proof.** The first statement is by the same reason as that for $\mu$ (see Proposition 4.27). To prove the second, use the uniform convergence following from the equicontinuity of $\nu_n^X$ (here $X = \phi_2 \circ \zeta^\pm$) proved in Proposition 4.26, and Corollary 4.25. Let $\psi \in C^\infty_c([0, T])$ be such that $\psi \phi = \psi$, then

$$
\int_0^T \int_{\mathbb{T}^d} (\zeta^\pm)^* \phi \, d\nu_{s, \pm} \, ds = \lim_{n \to \infty} \int_0^T (\text{Op}_{h_n}(\zeta^\pm) \phi) \psi w_n^\pm, \psi w_n^\pm \rangle_{L^2} \, ds
$$

$$
= \int_{\Sigma^\pm} \kappa^*(\zeta^\pm)^* \phi \, d\mu_\pm = \int_{\Sigma^\pm} \phi \, d\mu_\pm,
$$

where the last equality is due to $\kappa^*(\zeta^\pm)^* \phi|\Sigma^\pm = \phi|\Sigma^\pm$.

To prove the propagation property, we use the equation (4.44) satisfied by $w_n^\pm$, and omit the factor $\psi$ above for simplicity to

$$
\langle \partial_s \nu_\pm, \phi \rangle_{\mathcal{D}', \mathcal{D}} = -\langle \nu_\pm, \partial_s \phi \rangle_{\mathcal{D}', \mathcal{D}} = -\int_0^T \lim_{n \to \infty} \langle \text{Op}_{h_n}(\partial_s \phi) w_n^\pm, w_n^\pm \rangle_{L^2} \, ds
$$

$$
= -\int_0^T \lim_{n \to \infty} \langle \partial_s (\text{Op}_{h_n}(\phi) w_n^\pm) - \text{Op}_{h_n}(\phi) \partial_s w_n^\pm, w_n^\pm \rangle_{L^2} \, ds
$$

$$
= \int_0^T \lim_{n \to \infty} \langle \text{Op}_{h_n}(\phi) w_n^\pm, \partial_s w_n^\pm \rangle_{L^2} + \langle \text{Op}_{h_n}(\phi) \partial_s w_n^\pm, w_n^\pm \rangle_{L^2} \, ds
$$

$$
= \int_0^T \pm \lim_{n \to \infty} \frac{1}{h_n} \langle \text{Op}_{h_n}(\phi) w_n^\pm, i Z_n w_n^\pm \rangle_{L^2} + \langle \text{Op}_{h_n}(\phi) i Z_n w_n^\pm, w_n^\pm \rangle_{L^2} \, ds
$$

To continue, we use the explicit calculus of $Z_h$ and $Z_h^*$ to get

$$
Z_h^* \text{Op}_{h_n}(\phi) - \text{Op}_{h_n}(\phi) Z_h = [Z_h, \text{Op}_{h_n}(\phi)] + (Z_h^* - Z_h) \text{Op}_{h_n}(\phi)
$$

$$
= \frac{h_n}{i} \text{Op}_{h_n}(\gamma^{(3/2)} \varphi^2, \phi) + O(h_n^2 L^\infty([0, T], L(L^2, L^2))).
$$

Plug this into the limit above, and use the fact that $\varphi \equiv 1$ on a neighborhood of support $\nu_\pm$, whence $\langle |\xi|^{3/2} \varphi^2, \phi \rangle = \langle |\xi|^{3/2}, \phi \rangle$ on support $\nu_\pm$ to get

$$
\langle \partial_s \nu_\pm, \phi \rangle_{\mathcal{D}', \mathcal{D}} = \pm \langle \nu_\pm, \langle |\xi|^{3/2} \varphi^2, \phi \rangle \rangle_{\mathcal{D}', \mathcal{D}}
$$

$$
= \pm \langle \nu_\pm, \langle |\xi|^{3/2}, \phi \rangle \rangle_{\mathcal{D}', \mathcal{D}} = \mp \langle \langle |\xi|^{3/2}, \nu_\pm \rangle, \phi \rangle_{\mathcal{D}', \mathcal{D}}.
$$

Therefore, $\partial_s \nu_\pm \pm \langle |\xi|^{3/2}, \nu_\pm \rangle = 0$ in the sense of distribution, which is the desired transportation equation for $\nu_\pm$. \qed

We continue with the proof of the semiclassical observability.
Proof of Proposition 4.23. By the hypothesis that $\| \phi_0 \vec{e} \cdot \vec{w}_n \|_{L^2([0,T],L^2)} = o(1)$, the semiclassical measure for the sequence $\vec{e} \cdot \vec{w}_n = w^+_n + w^-_n$ (which we denote by $\mu(\vec{e} \cdot \vec{w}_n)$) vanishes on $T^*([0,T],[\times \omega)$. Combining this with the orthogonality (4.41),

$$0 = \mu(\vec{e} \cdot \vec{w}_n)\|_{T^*([0,T],[\times \omega)} = \mu_+ |_{T^*([0,T],[\times \omega)} + \mu_- |_{T^*([0,T],[\times \omega)},$$

which implies $\mu_+ |_{T^*([0,T],[\times \omega)} = 0$, because $\mu_+ \geq 0$. Then, by the identity (4.46),

$$v_\pm |_{[0,T]\times T^*} = 0.$$

By the geometric control condition, the propagation law (4.47), and the condition for propagation speed (4.15),

$$v_\pm(0) = v_{0,\pm} = 0.$$

We then conclude by contradiction. Since by (4.32), $\{\vec{w}_n(0)\}_n$ is $h_n$-oscillating, and by hypothesis $\| \vec{w}_n(0) \|_{L^2} = 1$, whence

$$\int_{T^*} |\gamma^{(3/2)} f^2_0|_{s=0} \text{tr} d\nu_0 = \lim_{n \to \infty} \left( \Pi'_{n} \vec{w}_n, \vec{w}_n \right)_{L^2} |_{s=0} = \lim_{n \to \infty} \left( \vec{w}_n, \vec{w}_n \right)_{L^2} |_{s=0} = 1,$$

and $v_{0,+} + v_{0,-} = \text{tr} \nu_0 \neq 0$. \(\square\)

Corollary 4.28. Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0, \varepsilon_0 > 0$, and $u \in C^{1.5}(T, \varepsilon_0)$. Let $\vec{w}$ satisfy (4.12), and let $\vec{w}_h$ be defined by (4.16). Then for $\varepsilon_0$ and $h_0 > 0$ sufficiently small, and all $0 < h = 2^{-j} < h_0$ with $j \in 2\mathbb{N}$, the following observability holds for all $k = 0, 1, \ldots, h^{-1/2} - 1$:

$$h^{1/2} \| \vec{w}_h(t = kh^{1/2} T) \|_{L^2}^2 \lesssim \int_{I^k_h} \| \phi_0 \vec{e} \cdot \vec{w}_h(t) \|_{L^2}^2 \, dt + h^{-2} \| R_h \vec{w} \|_{L^2(I^k_h, L^2)^*}^2,$$

(4.48)

where $I^k_h := [kh^{1/2} T, (k+1)h^{1/2} T]$. \(\square\)

Proof. The condition (4.32) of Proposition 4.23 is verified by (4.23), therefore, by Proposition 4.23, for some $\varepsilon_0 > 0$ and $h_0 > 0$, uniformly for $k = 0, 1, \ldots, h^{-1/2} - 1$,

$$\| \vec{w}_h(s = kT) \|_{L^2}^2 \lesssim \int_{kT}^{(k+1)T} \| \phi_0 \vec{e} \cdot \vec{w}_h(s) \|_{L^2}^2 \, ds + h^{-2} \| R_h \vec{w} \|_{L^2(I^k_h, L^2)^*}^2.$$

We conclude by $\| \cdot \|_{L^2([a,b],L^2)} = h^{-1/2} \| \cdot \|_{L^2([h^{1/2} a, h^{1/2} b],L^2)}$, following from the change of time variable, $s = h^{-1/2} t$. \(\square\)
4.5. Weak Observability

Proposition 4.29. Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $\omega \in \mathcal{C}^{1,\varepsilon}(T, \varepsilon_0)$. Then for $\varepsilon_0 > 0$ sufficiently small, and for any $N > 0$, the following weak observability of (4.12) holds, that for all its solution $\tilde{w}$ with $L^2$ initial data:

$$\|\tilde{w}(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_{\omega} \tilde{e} \cdot \tilde{w}\|_{L^2}^2 \, dt + \|\tilde{w}(0)\|_{H^{-N}}^2.$$  (4.49)

Proof. The idea is to first sum up (4.48) to obtain an observability for $\tilde{w}_h$ on the whole interval $[0, T]$, and then use Littlewood-Paley’s theory to conclude. However, the left hand side of (4.48) is $\|\tilde{w}_h(t = k h^{1/2} T)\|_{L^2}^2$, an energy estimate of the equation (4.26) should be performed to bound it from below by $\|\tilde{w}_h(0)\|_{L^2}^2$. We proceed as in (4.34), but we use the estimate $A_h - A_h^e = O(h^{3/2})_{L(L^2, L^2)}$ (the size $h^{3/2}$ is crucial here to obtain a uniform energy estimate, independent of $h$, on the interval $[0, T]_h = [0, h^{-1/2} T]_h$).

$$h \partial_s \|\tilde{w}_h\|_{L^2}^2 = (i(A_h - A_h^e)\tilde{w}_h, \tilde{w}_h)_{L^2} + 2 \text{Re}(R_h \tilde{w}, \tilde{w}_h)_{L^2} \lesssim h^{3/2} \|\tilde{w}_h\|_{L^2}^2 + h^{-3/2} \|R_h \tilde{w}\|_{L^2}^2.$$  

Therefore, for some constant $C > 0$,

$$\partial_s \|\tilde{w}_h\|_{L^2}^2 - C h^{1/2} \|\tilde{w}_h\|_{L^2}^2 \lesssim h^{-5/2} \|R_h \tilde{w}\|_{L^2}^2,$$

and consequently,

$$\partial_s (e^{-Ch^{1/2}s} \|\tilde{w}_h\|_{L^2}^2) = e^{-Ch^{1/2}s} (\partial_s \|\tilde{w}_h\|_{L^2}^2 - C h^{1/2} \|\tilde{w}_h\|_{L^2}^2) \lesssim e^{-Ch^{1/2}s} h^{-5/2} \|R_h \tilde{w}\|_{L^2}^2.$$

Now that $h^{1/2} s$ is bounded for $s \in [0, h^{-1/2} T]$, by Newton-Leibniz’s rule,

$$\|\tilde{w}_h(0)\|_{L^2}^2 \lesssim \|\tilde{w}_h(s)\|_{L^2}^2 + h^{-5/2} \|R_h \tilde{w}\|_{L^2}((0, h^{-1/2} T], L^2),$$

or, equivalently, for $t \in [0, T]$,

$$h^{1/2} \|\tilde{w}_h(0)\|_{L^2}^2 \lesssim h^{1/2} \|\tilde{w}_h(t)\|_{L^2}^2 + h^{-5/2} \|R_h \tilde{w}\|_{L^2}((0, T], L^2)^2.$$  

Set $t = k h^{1/2} T$ for $h = 2^{-j}$ with $j \in 2\mathbb{N}$ sufficiently large, and $k = 0, 1, \ldots, h^{-1/2} - 1$, and use (4.48) by absorbing $h^{-2} \|R_h \tilde{w}\|_{L^2}^2$ into $h^{-5/2} \|R_h \tilde{w}\|_{L^2}((0, T], L^2)$, we have

$$h^{1/2} \|\tilde{w}_h(0)\|_{L^2}^2 \lesssim \int_k^{T} \|\varphi_{\omega} \tilde{e} \cdot \tilde{w}_h(t)\|_{L^2}^2 \, dt + h^{-5/2} \|R_h \tilde{w}\|_{L^2}^2((0, T], L^2).$$

Sum up for $k = 0, 1, \ldots, h^{-1/2} - 1$,

$$\|\tilde{w}_h(0)\|_{L^2}^2 \lesssim \int_0^T \|\varphi_{\omega} \tilde{e} \cdot \tilde{w}_h(t)\|_{L^2}^2 \, dt + h^{-3} \|R_h \tilde{w}\|_{L^2}^2((0, T], L^2).$$  (4.50)
For the integrand, write \( \varphi_\omega \bar{e} \cdot \bar{w}_h = \Pi_h \Delta_h \varphi_\omega \bar{e} \cdot \bar{w} + O(h)\mathcal{L}(L^2, L^2) \bar{w} \). Then sum up for \( h = 2^{-j} < h_0 = 2^{-j_0} \) sufficiently small, using Littlewood-Paley’s theory for \( \Pi_h \Delta_h \) and \( R_h \) developed respectively by Corollary 4.16 and Corollary 4.20, we obtain

\[
\| \bar{w}(0) \|_{L^2}^2 \lesssim \int_0^T \| \varphi_\omega \bar{e} \cdot \bar{w}(t) \|_{L^2}^2 \, dt + (\varepsilon_0^2 + 2^{-2j_0}) \| \bar{w} \|_{L^2([0,T], L^2)}^2 + \| \bar{w}(0) \|_{H^{-N}}^2.
\]

It suffices to bound \( \| \bar{w} \|_{L^2([0,T], L^2)} \lesssim \| \bar{w}(0) \|_{L^2}^2 \) and then absorb \( (\varepsilon_0^2 + 2^{-2j_0}) \| \bar{w}(0) \|_{L^2}^2 \) into the left hand side. \( \square \)

### 4.6. Unique Continuation and Strong Observability

We remove the remainder in (4.49) by the uniqueness-compactness argument to prove the finish of Proposition 4.13.

**Proof of Proposition 4.13.** We proceed by contradiction. Suppose that the strong observability does not hold, then there exists a sequence \( \{ \varepsilon_n, u_n, \bar{w}_n \} \), with \( \varepsilon_n > 0, u_n \in C^1, L^2(T, \varepsilon_n) \), and \( \bar{w}_n \in C([0, T], \mathcal{L}^2(\mathbb{T}^d)) \) satisfying the equation

\[
(D_t + \mathcal{A}(u_n)) \bar{w}_n = 0,
\]

such that, as \( n \to \infty \),

\[
\varepsilon_n = o(1), \quad \| \bar{w}_n(0) \|_{L^2} = 1, \quad \int_0^T \| \varphi_\omega \bar{e} \cdot \bar{w}_n \|_{L^2}^2 \, dt = o(1).
\]

By an energy estimate, \( \{ \bar{w}_n \} \) is bounded in \( C([0, T], \mathcal{L}^2(\mathbb{T}^d)) \), \( \{ \partial_t \bar{w}_n \} \) is bounded in \( L^\infty([0, T], \mathcal{H}^{-3/2}(\mathbb{T}^d)) \). Therefore, by Arzelà-Ascoli’s theorem, we may assume that, up to a subsequence,

- \( \bar{w}_n \to \bar{w} \) strongly in \( C([0, T], \mathcal{H}^{-3/2}(\mathbb{T}^d)) \),
- \( \bar{w}_n \to \bar{w} \) weakly in \( L^2([0, T], \mathcal{L}^2(\mathbb{T}^d)) \),
- \( \bar{w}_n(0) \to \bar{w}(0) \) weakly in \( L^2(\mathbb{T}^d) \).

Now that \( u_n \to 0 \) in \( C([0, T], \mathcal{H}^1(\mathbb{T}^d)) \), we also have \( \mathcal{A}(u_n) \bar{w}_n \to \mathcal{A}(0) \bar{w} \) strongly in \( C([0, T], \mathcal{H}^{-3}(\mathbb{T}^d)) \). Therefore, passing to the limit \( n \to \infty \) of (4.51) in the sense of distribution, we see that \( \bar{w} \in C([0, T], \mathcal{L}^2(\mathbb{T}^d)) \) as it satisfies the following equation:

\[
D_t \bar{w} + \mathcal{A}(0) \bar{w} = 0,
\]

where \( \mathcal{A}(0) = \text{Op}(A(0)\pi) \) with

\[
A(0) = \frac{|\xi|^{3/2}}{2|\xi|^{1/2}} \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) + \frac{g}{2|\xi|^{1/2}} \left( \begin{array}{cc} 1 & 1 \\ -1 & -1 \end{array} \right) + \frac{|\xi|^{1/2}m_b}{2} \left( \begin{array}{cc} 1 & -1 \\ -1 & 1 \end{array} \right).
\]

By the weak convergence, \( \varphi_\omega \bar{e} \cdot \bar{w}_n \to \varphi_\omega \bar{e} \cdot \bar{w} \) in \( L^2([0, T], \mathcal{L}^2(\mathbb{T}^d)) \), we have

\[
\int_0^T \| \varphi_\omega \bar{e} \cdot \bar{w} \|_{L^2}^2 \, dt \leq \liminf_{n \to \infty} \int_0^T \| \varphi_\omega \bar{e} \cdot \bar{w}_n \|_{L^2}^2 \, dt = 0,
\]
implying that \(\vec{e} \cdot \tilde{w}|_{0,T \times \omega} = 0\) in the sense of distribution. Then by the weak observability (4.49) and Rellich–Kondrachov’s compact injection theorem,

\[
\|\tilde{w}(0)\|_{H^{-N}}^2 = \lim_{n \to \infty} \|\tilde{w}_n(0)\|_{H^{-N}}^2 \\
\geq \limsup_{n \to \infty} \left( \|\tilde{w}_n(0)\|_{L^2}^2 - \int_0^T \|\varphi_\omega \vec{e} \cdot \tilde{w}_n\|_{L^2}^2 \, dt \right) = 1,
\]

whence \(\tilde{w}(0) \neq 0\). To conclude, it suffices to prove the unique continuation property of (4.52) and obtain a contradiction. This is done in the next lemma.  

\[ \square \]

**Lemma 4.30.** Under the hypothesis of Proposition 4.13, suppose that \(\tilde{w} \in C([0, T], \tilde{L}^2(\mathbb{T}^d))\) satisfies (4.52) and that \(\vec{e} \cdot \tilde{w}|_{I \times \omega} = 0\) for some interval \(I \subset [0, T]\) with non-empty interior, then \(\tilde{w} \equiv 0\).

**Proof.** There is no harm in assuming that \(I = [0, T]\). For any \(0 \leq \delta < T\), define the following \(C\)-linear subspace space of \(\tilde{L}^2(T^d)\)

\[
\mathcal{N}_\delta = \{ \tilde{w}_0 \in \tilde{L}^2(T^d) : \vec{e} \cdot \exp\{ -i t A(0) \} \tilde{w}_0|_{[0,T-\delta] \times \omega} = 0 \},
\]

where \(e^{-itA(0)} \tilde{w}_0 \in C([0, T], \tilde{L}^2(\mathbb{T}^d))\) denotes the solution to equation (4.52) with initial data \(\tilde{w}_0\). It suffices to show that for some \(0 \leq \delta_0 < T\), \(\mathcal{N}_{\delta_0} = \{0\}\).

Applying the weak observability (4.49) with \(\epsilon_0 = 0\), \(u = 0\), \(N > 0\), for time \(T - \delta > 0\), and for \(\tilde{w}_0 \in \mathcal{N}_\delta\),

\[
\|\tilde{w}_0\|_{L^2} \leq C(T - \delta)\|\tilde{w}_0\|_{H^{-N}},
\]

where the constant \(C(T - \delta)\) is uniformly bounded as long as \(T - \delta\) stays away from 0. This implies that, by the compact injection theorem, the closed unit ball of \((\mathcal{N}_\delta, \|\cdot\|_{L^2})\) is compact, and thus

\[
\dim \mathcal{N}_\delta < \infty, \quad \forall \delta \in [0, T).
\]

Moreover, by definition

\[
\delta < \delta' \Rightarrow \mathcal{N}_\delta \subset \mathcal{N}_{\delta'},
\]

which implies that the family \(\{\mathcal{N}_\delta\}_{0 \leq \delta < T}\) is totally ordered by the inclusion relation \(\subset\). If \(\dim \mathcal{N}_0 = 0\), then the proof is closed. Otherwise, there exists a \(\delta_0 > 0\), such that for all \(0 < \delta \leq \delta_0\),

\[
\dim \mathcal{N}_\delta = \dim \mathcal{N}_{\delta_0} \geq \dim \mathcal{N}_0 > 0,
\]

or equivalently,

\[
\mathcal{N} := \mathcal{N}_\delta = \mathcal{N}_{\delta_0} \supset \mathcal{N}_0 \neq \{0\}.
\]

We will show that \(\mathcal{N} = \{0\}\) to obtain a contradiction. Let \(\tilde{w}_0 \in \mathcal{N}\) and set \(\tilde{w}(t) = e^{-itA(0)}\tilde{w}_0\). Then for \(0 < \epsilon < \delta_0\), by the identity \(\tilde{w}(t) = e^{-i(t-\epsilon)A(0)}\tilde{w}(\epsilon)\), we see
that $\tilde{w}(\epsilon) \in \mathcal{N}$. And since $\mathcal{N}$ is a linear vector space, $\frac{1}{i\epsilon} (\tilde{w}(\epsilon) - \tilde{w}(0)) \in \mathcal{N}$. Moreover, apply the compactness (4.54) with $N = 3/2$ to get
\[
\left\| \frac{1}{i\epsilon} (\tilde{w}(\epsilon) - \tilde{w}(0)) \right\|_{L^2} \lesssim \left\| \frac{1}{i\epsilon} (\tilde{w}(\epsilon) - \tilde{w}(0)) \right\|_{H^{-3/2}} \lesssim \sup_{0 \leq t \leq \epsilon} \| D_t \tilde{w}(t) \|_{H^{-3/2}} \lesssim \sup_{0 \leq t \leq \epsilon} \| A(0) \tilde{w}(t) \|_{H^{-3/2}} \lesssim \sup_{0 \leq t \leq \epsilon} \| \tilde{w}(t) \|_{L^2} \lesssim \| \tilde{w}_0 \|_{L^2}.
\]
Thus the family $\{ \frac{1}{i\epsilon} (\tilde{w}(\epsilon) - \tilde{w}(0)) \}_{0 < \epsilon < \delta}$ is bounded in $(\mathcal{N}, \| \cdot \|_{L^2})$, and consequently relatively compact. Therefore, up to a subsequence $\epsilon_n \to 0$, $\frac{1}{i\epsilon_n} (\tilde{w}(\epsilon_n) - \tilde{w}(0)) \to D_t \tilde{w}(0) = -A(0) \tilde{w}_0$ strongly in $(\mathcal{N}, \| \cdot \|_{L^2})$, and we have a well defined $\mathbb{C}$-linear map on $\mathcal{N}$,
\[
\tilde{w}_0 \mapsto A(0) \tilde{w}_0,
\]
which admits an eigenfunction, say $\mathcal{N} \ni \tilde{w}_0 = (\frac{w_0^+}{w_0^-}) \neq 0$, with $A(0) \tilde{w} = \lambda \tilde{w}$ for some $\lambda \in \mathbb{C}$. By the definition of $A(0)$,
\[
|D_x|^{3/2} w_0^+ + \frac{g}{2} |D_x|^{-1/2} (w_0^+ + w_0^-) + \frac{1}{2} |D_x|^{1/2} M_b (w_0^+ - w_0^-) = \lambda w_0^+,
\]
\[
-|D_x|^{3/2} w_0^- - \frac{g}{2} |D_x|^{-1/2} (w_0^+ + w_0^-) - \frac{1}{2} |D_x|^{1/2} M_b (w_0^+ - w_0^-) = \lambda w_0^-.
\]
Taking respectively the sum and the difference of the above two equations,
\[
|D_x|^{3/2} (w_0^+ - w_0^-) = \lambda (w_0^+ + w_0^-),
\]
\[
(|D_x|^{3/2} + g |D_x|^{-1/2}) (w_0^+ + w_0^-) + |D_x|^{1/2} M_b (w_0^+ - w_0^-) = \lambda (w_0^+ - w_0^-).
\]
Apply $|D_x|^{3/2}$ to the second equation, and use the first one to eliminate $w_0^+ - w_0^-$,\[
(|D_x|^{3/2} + g |D_x| + \lambda |D_x|^{1/2} M_b) (w_0^+ + w_0^-) = \lambda^2 (w_0^+ + w_0^-) - \lambda (w_0^+ + w_0^-).
\]
Now that $M_b$ is of order $-\infty$, it is an elliptic equation, implying that $w_0^+ + w_0^-$ has only a finite number of Fourier modes. So it is analytic and can never vanish on a nonempty open set unless it is identically zero. Hence by the definition of $\mathcal{N}$, $(w_0^+ + w_0^-)|_\omega = \bar{e} \cdot \tilde{w}_0|_\omega = 0$, we have $w_0^+ + w_0^- \equiv 0$. Then by the first equation,
\[
|D_x|^{3/2} (w_0^+ - w_0^-) = \lambda (w_0^+ + w_0^-) = 0,
\]
we have $w_0^+ - w_0^- \equiv 0$, for $\tilde{w}_0$ has no zero frequency. Therefore $\tilde{w}_0 = 0$, which is a contradiction. \qed

5. $H^s$ Linear Control

5.1. Sobolev Regularity of HUM Control Operator

**Proposition 5.1.** Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $\mu \geq 0$, $T > 0$, $\varepsilon_0 > 0$, and $u \in C^{1,1}(T, \varepsilon_0)$. Then for $\varepsilon_0$ sufficiently small, $\Theta|_{\tilde{H}_\mu^\varepsilon} = \Theta(u)|_{\tilde{H}_\mu^\varepsilon}$ defines a bounded $\mathbb{R}$-linear operator from $\tilde{H}_\mu^\varepsilon$ to $C([0, T], H^\mu(\mathbb{T}^d))$, such that
\[
\| \Theta \|_{\mathcal{L}(\tilde{H}_\mu^\varepsilon, C([0, T], H^\mu))} \lesssim 1.
\]
To prove this, recall that $\Theta = -B^*SK^{-1}$, with $K = -RBB^*S$, where by the Hilbert uniqueness method (Proposition 4.9), $K$ defines an isomorphism on $\dot{L}^2(\mathbb{T}^d)$; by Theorem B.3 and Corollary C.5, $K|_{\dot{H}^0}$ sends $\dot{H}^\mu(\mathbb{T}^d)$ to itself. Therefore, to prove Proposition 5.1, it remains to show that $K|_{\dot{H}^\mu}$ defines an isomorphism on $\dot{H}^\mu(\mathbb{T}^d)$. Our idea is to use the Lax-Milgram’s theorem as in the Hilbert uniqueness method. However, for technical reasons, we will work in the semiclassical Sobolev spaces $\dot{H}^\mu(\mathbb{T}^d) = (H^\mu(\mathbb{T}^d), \| \cdot \|_{H^\mu})$, equipped with a real scalar product

$$\text{Re}(u, v)_{H^\mu_h} = \text{Re}((hD_x)^\mu u, \langle hD_x \rangle^\mu v)_{L^2}.$$  

For each fixed $h$, $\dot{H}^\mu(\mathbb{T}^d)$ and $\dot{H}^\mu(\mathbb{T}^d)$ are isomorphic as Banach spaces with equivalent norms, even though not uniformly in $h$. Therefore, Proposition 5.1 is a consequence of the following:

**Proposition 5.2.** Under the hypothesis of Proposition 5.1, for $h$ and $\varepsilon_0$ sufficiently small, $K|_{\dot{H}^\mu_h} : \dot{H}^\mu(\mathbb{T}^d) \rightarrow \dot{H}^\mu(\mathbb{T}^d)$ defines an isomorphism.

Some preliminary results will be proven before the proof of this proposition.

**Lemma 5.3.** Under the hypothesis of Proposition 5.1, define the symbol $\gamma^{(\mu)} = (\gamma^{(3/2)})^2\mu^3$ for $\mu \geq 0$, and the paraboloidal operator

$$\Lambda_h^\mu = 1 + h^\mu T_{\gamma^{(\mu)}}. \quad (5.1)$$

Then for $\varepsilon_0$ sufficiently small, $\Lambda_h^\mu : \dot{H}^\mu(\mathbb{T}^d) \rightarrow \dot{L}^2(\mathbb{T}^d)$ is invertible (whose inverse will be denoted by $\Lambda_h^{-\mu} := (\Lambda_h^\mu)^{-1}$). Moreover, we have the following estimate, uniformly in $h$,

$$\Lambda_h^\mu - (hD_x)^\mu = O(\varepsilon_0)_{L^\infty([0, T], L(x, \dot{H}^\mu_h, \dot{L}^2))}, \quad (5.2)$$

which in particular implies the norm equivalence, uniformly for $t_0 \in [0, T]$,

$$\| \cdot \|_{\dot{H}^\mu_h} \sim \| \Lambda_h^\mu |_{t=t_0} \|_{L^2}. \quad (5.3)$$

**Proof.** We omit the time variable in the proof, and write

$$\Lambda_h^\mu = (1 + B_h)(hD_x)^\mu \quad (5.4)$$

with $B_h = h^\mu T_{\gamma^{(\mu)} - (1 + h^\mu T_{\|\|})^{-1}}$. Then by Theorem B.3, $B_h = O(\varepsilon_0)_{L(x, \dot{L}^2, \dot{L}^2)}$, uniformly in $h$. For $\varepsilon_0$ sufficiently small, $\text{Id} + B_h : \dot{L}^2(\mathbb{T}^d) \rightarrow \dot{L}^2(\mathbb{T}^d)$ is invertible. The norm equivalence follows as $(1 + h^\mu T_{\|\|})(hD_x)^{-\mu}$ and $(1 + h^\mu T_{\|\|})^{-1}(hD_x)^{\mu}$ are both bounded on $L^2$ as they both have Fourier multipliers which are bounded independently of $h$.  

The key point to the proof of Proposition 5.2 is the following commutator estimate:

**Lemma 5.4.** Under the hypothesis of Proposition 5.1, for $h$ and $\varepsilon_0$ sufficiently small and $\mu \geq 1$, the following commutator estimate holds:

$$[K, \Lambda_h^\mu |_{t=0}]\Lambda_h^{-\mu} |_{t=0} = O(\varepsilon_0 + h)_{L(x, \dot{L}^2, \dot{L}^2)}. \quad (5.5)$$
Proof. By the definition of $\mathcal{K}$, write

$$-\left[\mathcal{K}, \Lambda_{\hat{h}}^\mu|_{t=0}\right] \Lambda_{\hat{h}}^{-\mu}|_{t=0} = (RT_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)}|_{t=0} \mathcal{R}) BB^* S(h^\mu \Lambda_{\hat{h}}^{-\mu}|_{t=0})$$

$$+ h\mathcal{R}(BB^* T_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)} BB^*) S(h^{\mu-1} \Lambda_{\hat{h}}^{-\mu}|_{t=0})$$

$$+ \mathcal{R}BB^*(ST_{\hat{\gamma}(\mu)}|_{t=0} - T_{\hat{\gamma}(\mu)} S)(h^\mu \Lambda_{\hat{h}}^{-\mu}|_{t=0}).$$

By Lemma 5.3, for $0 \leq \sigma \leq \mu$,

$$\Lambda_{\hat{h}}^{-\mu}|_{t=0} = O(1) \mathcal{L}(L^2, \hat{H}^\mu) = O(1) \mathcal{L}(\hat{L}^2, \hat{H}^\sigma) = O(h^{-\sigma}) \mathcal{L}(\hat{L}^2, \hat{H}^\sigma),$$

from which $\|h^\mu \Lambda_{\hat{h}}^{-\mu}|_{t=0}\|_{\mathcal{L}(\hat{L}^2, \hat{H}^\mu)} \lesssim 1$, $\|h^{\mu-1} \Lambda_{\hat{h}}^{-\mu}|_{t=0}\|_{\mathcal{L}(\hat{L}^2, \hat{H}^{\mu-1})} \lesssim 1$. Then (5.5) results from the following estimates:

$$\|BB^* T_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)} BB^*\|_{C([0, T], \mathcal{L}(\hat{H}^{\mu-1}, L^2))} \lesssim 1,$$

$$\|RT_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)}|_{t=0} \mathcal{R}\|_{\mathcal{L}(L^2([0, T], \hat{H}^\mu), L^2)} \lesssim \epsilon_0,$$

$$\|ST_{\hat{\gamma}(\mu)}|_{t=0} - T_{\hat{\gamma}(\mu)} S\|_{\mathcal{L}(\hat{H}^\mu, \hat{C}([0, T], L^2))} \lesssim \epsilon_0,$$

which will be treated separately in the next lemmas. □

Lemma 5.5. $\|RT_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)}|_{t=0} \mathcal{R}\|_{\mathcal{L}(L^2([0, T], \hat{H}^\mu), L^2)} \lesssim \epsilon_0$.

Proof. Let $G \in L^2([0, T], \hat{H}^\mu(\mathbb{T}^d))$, and let $u \in C([0, T], \hat{H}^\mu(\mathbb{T}^d))$, $v \in C([0, T], \hat{L}^2(\mathbb{T}^d))$ solve, respectively, the following equations:

$$(\partial_t + P)u = G, \quad u(T) = 0; \quad (\partial_t + P)v = T_{\hat{\gamma}(\mu)} G, \quad v(T) = 0.$$

Then $w := v - T_{\hat{\gamma}(\mu)} u \in C([0, T], \hat{L}^2(\mathbb{T}^d))$ satisfies

$$(\partial_t + P)w = [T_{\hat{\gamma}(\mu)}, \partial_t + P]u, \quad w(T) = 0.$$

Observe that $[T_{\hat{\gamma}(\mu)}, \partial_t + P] = -T_{\partial_t \hat{\gamma}(\mu)} + [T_{\hat{\gamma}(\mu)}, P]$ where $T_{\partial_t \hat{\gamma}(\mu)} = O(\epsilon_0) \mathcal{L}(\hat{H}^\mu, L^2)$ by Theorem B.3. The main estimate for $[T_{\hat{\gamma}(\mu)}, P]$ is $[T_{\hat{\gamma}(\mu)}, T_{\gamma^{(3/2)}}]$ by Remark 4.11,

$$[T_{\hat{\gamma}(\mu)}, T_{\gamma^{(3/2)}}] = T_{[\hat{\gamma}(\mu), \gamma^{(3/2)}]} + O(\epsilon_0) \mathcal{L}(\hat{H}^\mu, L^2)$$

$$= O(\epsilon_0) \mathcal{L}(\hat{H}^\mu, L^2),$$

because $\{\hat{\gamma}(\mu), \gamma^{(3/2)}\} = 0$ for $\xi \neq 0$. Combining the lower order terms, we then have $[T_{\hat{\gamma}(\mu)}, \partial_t + P] = O(\epsilon_0) \mathcal{L}(\hat{H}^\mu, L^2)$. Finally by an energy estimate,

$$\|(RT_{\hat{\gamma}(\mu)} - T_{\hat{\gamma}(\mu)}|_{t=0} \mathcal{R}) G\|_{L^2} = \|w(0)\|_{L^2} \lesssim \|[T_{\hat{\gamma}(\mu)}, \partial_t + P] u\|_{L^1([0, T], L^2)}$$

$$\lesssim \epsilon_0 \|u\|_{L^1([0, T], H^\mu)} \lesssim \epsilon_0 \|G\|_{L^2([0, T], H^\mu)}.$$

□

Lemma 5.6. $\|ST_{\hat{\gamma}(\mu)}|_{t=0} - T_{\hat{\gamma}(\mu)} S\|_{\mathcal{L}(\hat{H}^\mu, C([0, T], L^2))} \lesssim \epsilon_0$. 

Proof. Let \( u_0 \in \hat{H}^\mu (\mathbb{T}^d) \), and let \( u \in C([0, T], \hat{H}^\mu (\mathbb{T}^d)), v \in C([0, T], \hat{L}^2(\mathbb{T}^d)) \) solve respectively the following equations:

\[
(\partial_t - P^*) u = 0, \quad u(0) = u_0, \quad (\partial_t - P^*) v = 0, \quad v(0) = T_{\tilde{\gamma}(\mu)}|_{t=0} u_0.
\]

Then \( w = v - T_{\tilde{\gamma}(\mu)} u \in C([0, T], \hat{L}^2(\mathbb{T}^d)) \) satisfies

\[
(\partial_t - P^*) w = [T_{\tilde{\gamma}(\mu)}, \partial_t - P^*] u, \quad w(0) = 0.
\]

Recall that, for \( \sigma \geq 0 \), \( P - P^* = O(\varepsilon_0)_{\mathcal{L}(\hat{H}^\sigma, \hat{H}^\sigma)} \), we then have \([T_{\tilde{\gamma}(\mu)}, \partial_t - P^*] = -T_{\partial_\mu \tilde{\gamma}(\mu)} - [T_{\tilde{\gamma}(\mu)}, P] + [T_{\tilde{\gamma}(\mu)}, P - P^*] = O(\varepsilon_0)_{\mathcal{L}(\hat{L}^2, \hat{L}^2)} \). Again by an energy estimate,

\[
\|(ST_{\tilde{\gamma}(\mu)}|_{t=0} - T_{\tilde{\gamma}(\mu)} S)u_0\|_{\hat{L}^2([0,T],\hat{L}^2)} = \|w\|_{\hat{L}^2([0,T],\hat{L}^2)} \lesssim \|T_{\tilde{\gamma}(\mu)}\| \|u\|_{\hat{L}^1([0,T],\hat{L}^2)} \lesssim \varepsilon_0 \|u\|_{\hat{H}^{\mu}}.
\]

\[\square\]

Lemma 5.7. \( \|BB^* T_{\tilde{\gamma}(\mu)} - T_{\tilde{\gamma}(\mu)} BB^*\|_{C([0,T],\mathcal{L}(\hat{H}^{\mu - 1}, \hat{L}^2))} \lesssim 1. \)

Proof. By symbolic calculus \([T_{\tilde{\gamma}}, T_{\tilde{\gamma}}^*]\) and \([T_{\tilde{\gamma}}^*, T_{\tilde{\gamma}}]\) are of order \( \mu - 1 \), it suffices to show that \([\varphi_{\omega}, T_{\tilde{\gamma}}]\) is also of order \( \mu - 1 \). Indeed, write \( \varphi_{\omega} = T_{\varphi_{\omega}} + (\varphi_{\omega} - T_{\varphi_{\omega}}) \), then \([T_{\varphi_{\omega}}, T_{\tilde{\gamma}}]\) is of order \( \mu - 1 \), while \( \varphi_{\omega} - T_{\varphi_{\omega}} \) is of order \( -\infty \) since \( \varphi_{\omega} \) is smooth. \( \square \)

Proof of Proposition 5.2. Consider the \( \mathbb{R} \)-bilinear form on \( \hat{H}^\mu_h (\mathbb{T}^d) \),

\[
\omega_h^\mu (f_0, g_0) = \Re(\Lambda^\mu_h|_{t=0} \mathcal{K} f_0, \Lambda^\mu_h|_{t=0} g_0)_{\hat{L}^2}.
\]

Then by Lemma 5.4, and the \( \hat{L}^2 \)-coercivity of \( \mathcal{K} \), for \( h \) and \( \varepsilon_0 \) sufficiently small,

\[
\omega_h^\mu (f_0, f_0) = \Re(\mathcal{K} \Lambda^\mu_h|_{t=0} f_0, \Lambda^\mu_h|_{t=0} f_0)_{\hat{L}^2} \\
+ \Re(\Lambda^\mu_h|_{t=0} \Lambda^\mu_h|_{t=0} f_0, \Lambda^\mu_h|_{t=0} f_0) \\
\gtrsim \|\Lambda^\mu_h|_{t=0} f_0\|_{\hat{L}^2}^2 - \|\Lambda^\mu_h|_{t=0} \mathcal{K} \Lambda^\mu_h|_{t=0} f_0\|_{\hat{L}^2, \hat{L}^2}^2 \|\Lambda^\mu_h|_{t=0} f_0\|_{\hat{L}^2}^2 \\
\gtrsim \|f_0\|_{\hat{H}^\mu_h}^2 - (\varepsilon_0 + h) \|f_0\|_{\hat{H}^\mu_h}^2 \\
\gtrsim \|f_0\|_{\hat{H}^\mu_h}^2.
\]

Therefore, \( \omega_h^\mu \) is coercive on \( \hat{H}^\mu_h (\mathbb{T}^d) \), and we conclude by Lax-Milgram’s theorem. \( \square \)
5.2. $H^s$-Controllability

The HUM control operator $\Theta$ solves the linear control problem (4.1) without the perturbation terms $R\mu$ and $\beta F$. This section constructs a control operator $\Phi$ for the linear control problem

$$(\partial_t + P + R)u = (B + \beta)F,$$  \hspace{1cm} (5.6)

where $P = P(\bar{u})$, $R = R(\bar{u})$, $B = B(\bar{u})$, $\beta = \beta(\bar{u})$ with $\bar{u} \in \mathcal{C}^{1,s}(T, \varepsilon_0)$.

**Proposition 5.8.** Suppose that $\omega$ satisfies the geometric control condition, $s$ is sufficiently large, $T > 0$, $\varepsilon_0 > 0$, and $\bar{u} \in \mathcal{C}^{1,s}(T, \varepsilon_0)$. Then for $\varepsilon_0 > 0$ sufficiently small, there exists an operator

$$\Phi = \Phi(\bar{u}) : \dot{H}^s(\mathbb{T}^d) \to C([0, T], \dot{H}^s(\mathbb{T}^d))$$

satisfying

$$\|\Phi\|_{\mathcal{L}(\dot{H}^s, C([0, T], \dot{H}^s))} \lesssim 1,$$

such that, for $u_0 \in \dot{H}^s(\mathbb{T}^d)$, setting $F = \Phi u_0$, the solution $u$ to (5.6) with initial data $u(0) = u_0$ vanishes at time $T$, that is, $u(T) = 0$.

**Proof.** First we define a new solution operator $S_\Theta = S_\Theta(\bar{u})$.

**Lemma 5.9.** For $v_0 \in \dot{L}^2(\mathbb{T}^d)$, set $F = \Theta v_0 \in C([0, T], \dot{L}^2(\mathbb{T}^d))$. Let $v \in C([0, T], \dot{L}^2(\mathbb{T}^d))$ be the solution to

$$(\partial_t + P)v = BF, \quad v(0) = v_0, \quad v(T) = 0.$$  

We set $S_\Theta v_0 = v$, then for any $\mu \geq 0$, $S_\Theta|_{\dot{H}^\mu}$ is a bounded $\mathbb{R}$-linear operator from $\dot{H}^\mu(\mathbb{T}^d)$ to $C([0, T], \dot{H}^\mu(\mathbb{T}^d))$.

**Proof.** For $v_{0,i} \in \dot{L}^2(\mathbb{T}^d)$ and $\lambda_i \in \mathbb{R}$ ($i = 1, 2$), set $v_i = S_\Theta v_{0,i}$ and $v_\lambda = \lambda_1 v_1 + \lambda_2 v_2$. Then they satisfy the equations

$$(\partial_t + P)v_i = B\Theta v_{0,i}, \quad v_i(0) = v_{0,i}, \quad v_i(T) = 0.$$  

$$(\partial_t + P)v_\lambda = B(\lambda_1 \Theta v_{0,1} + \lambda_2 \Theta v_{0,2}), \quad v_\lambda(0) = \lambda_1 v_{0,1} + \lambda_2 v_{0,2}, \quad v_\lambda(T) = 0.$$  

By the $\mathbb{R}$-linearity of $\Theta$, $\lambda_1 \Theta v_{0,1} + \lambda_2 \Theta v_{0,2} = \Theta(\lambda_1 v_{0,1} + \lambda_2 v_{0,2})$, whence $v_\lambda = S_\Theta(\lambda_1 v_{0,1} + \lambda_2 v_{0,2})$, that is, the $\mathbb{R}$-linearity of $S_\Theta$. By Proposition 5.1 and Proposition C.4, we have

$$\|S_\Theta v_0\|_{C([0, T], H^\mu)} \lesssim \|B\Theta v_0\|_{L^1([0, T], H^\mu)} \lesssim \|v_0\|_{H^\mu}.$$  \hspace{1cm} (5.7)

Then we define a new range operator $\tilde{R} = \tilde{R}(\bar{u})$.  \hfill \Box
Lemma 5.10. For \( G \in L^2([0, T], \dot{H}^s(\mathbb{T}^d)) \), let \( w \in C([0, T], \dot{H}^s(\mathbb{T}^d)) \) be the solution to the equation

\[
(\partial_t + P + R)w = G, \quad w(T) = 0.
\]

We set \( \tilde{R}G = w(0) \), then \( \tilde{R} \) defines a bounded \( \mathbb{R} \)-linear operator from \( L^2([0, T], \dot{H}^s(\mathbb{T}^d)) \) to \( \dot{H}^s(\mathbb{T}^d) \).

Proof. This is a consequence of Proposition C.4 for the backwards equation. \( \square \)

Now we start constructing \( \Phi_1 \) by perturbing \( \Theta_1 \). For \( v_0 \in \dot{H}^s(\mathbb{T}^d) \), set \( v = S\Theta v_0, F = \Theta v_0 \), and let \( w \) be the solution to the equation

\[
(\partial_t + P + R)w = -Rv + \beta F, \quad w(T) = 0,
\]

then \( u = v + w \) satisfies the equation

\[
(\partial_t + P + R)u = (B + \beta)F, \quad u(0) = v_0 + w_0, \quad u(T) = 0,
\]

where \( w_0 := w(0) = \tilde{R}(-Rv + \beta F) = \tilde{R}(-RS\Theta + \beta \Theta)v_0 \). Define the perturbation operator,

\[
\mathcal{E} = \tilde{R}(-RS\Theta + \beta \Theta|_{\dot{H}^s}) : \dot{H}^s(\mathbb{T}^d) \mapsto \dot{H}^s(\mathbb{T}^d),
\]

then \( u_0 = (1 + \mathcal{E})v_0 \). By (3.14), (5.7), Proposition 4.1 and Corollary C.5, \( \mathcal{E} \) is small in the sense that,

\[
\|\mathcal{E}\|_{L(\dot{H}^s, \dot{H}^s)} \lesssim \epsilon_0^{\vartheta}, \quad \vartheta > 0.
\]

Therefore, for \( \epsilon_0 \) sufficiently small, \( 1 + \mathcal{E} : \dot{H}^s(\mathbb{T}^d) \rightarrow \dot{H}^s(\mathbb{T}^d) \) is invertible, and

\[
\Phi := \Theta|_{\dot{H}^s}(1 + \mathcal{E})^{-1}
\]

is the desired control operator. \( \square \)

5.3. Contraction Estimate of Control Operator

In the next section, we use an iterative scheme to solve the nonlinear control problem (3.11). Contraction estimates of some operators, especially of the control operator, will be of great importance.

To do this, let \( u_i \in C_{1,h}^1(T, \epsilon_0), (i = 1, 2) \), and let \( \psi_i = \psi(u_i) \in \dot{H}^3(\mathbb{T}^d) \) and \( \eta_i = \eta(u_i) \in \dot{H}^{s+1/2}(\mathbb{T}^d) \) be determined by Proposition 3.12. For any symbol depending on \( \eta \), \( a = a(\eta) \), set \( a_i = a(\eta_i) \). For any operator \( \mathcal{L} = \mathcal{L}(u) \), set \( \mathcal{L}_i = \mathcal{L}(u_i) \).

Lemma 5.11. Suppose that \( s > 3/2 + d/2 \), then for \( \epsilon_0 \) sufficiently small,

\[
\|\eta_i\|_{\dot{H}^{s+1/2}} \lesssim \epsilon_0, \quad \|\eta_1 - \eta_2\|_{\dot{H}^{s+1/2}} \lesssim \|u_1 - u_2\|_{\dot{H}^s}.
\]
Proof. By Proposition 3.12, \( \| \eta_1 \|_{H^{s+1/2}} \leq 2\varepsilon_0 \). Then write
\[
\eta_1 - \eta_2 = -T_{p_1}^{-1} \text{Im}(u_1 - u_2) + T_{p_2}^{-1}(T_{p_1} - T_{p_2})T_{p_1}^{-1} \text{Im} u_2,
\]
from which
\[
\| \eta_1 - \eta_2 \|_{H^{s+1/2}} \lesssim \| u_1 - u_2 \|_{H^s} + \varepsilon_0 \| \eta_1 - \eta_2 \|_{H^{s+1/2}}.
\]
We conclude for \( \varepsilon_0 \) sufficiently small as follows: \( \Box \)

Lemma 5.12. Suppose that \( s > 3/2 + d/2, \sigma \in \mathbb{R}, \) then for \( \varepsilon_0 \) sufficiently small,
\[
\| B_1^* - B_2^* \|_{\mathcal{L}(H^s, H^{s})} = \| B_1 - B_2 \|_{\mathcal{L}(H^s, H^{s})} \lesssim \| u_1 - u_2 \|_{H^s}.
\]

Proof. By the definition of \( B \), Theorem B.3 and Lemma 5.11, this comes from the estimate
\[
\| T_{q_1} - T_{q_2} \|_{\mathcal{L}(H^s, H^{s})} \lesssim \| \eta_1 - \eta_2 \|_{H^{s+1/2}} \lesssim \| u_1 - u_2 \|_{H^s}.
\]
\( \Box \)

Lemma 5.13. Suppose that \( s > 3/2 + d/2, \sigma \geq 0, \) then for \( \varepsilon_0 \) sufficiently small,
\[
\| P_1 - P_2 \|_{\mathcal{L}(i\dot{H}^{s+3/2}, i\dot{H}^{s})} + \| P_1^* - P_2^* \|_{\mathcal{L}(i\dot{H}^{s+3/2}, i\dot{H}^{s})} \lesssim \| u_1 - u_2 \|_{H^s}.
\]

Proof. The main estimate is, by Theorem B.3 and Lemma 5.11,
\[
\| T_{y_1}^{(3/2)} - T_{y_2}^{(3/2)} \|_{\mathcal{L}(i\dot{H}^{s+3/2}, i\dot{H}^{s})} \lesssim \| \eta_1 - \eta_2 \|_{H^{s+1/2}} \lesssim \| u_1 - u_2 \|_{H^s}.
\]
\( \Box \)

Lemma 5.14. Suppose that \( s > 3/2 + d/2, \sigma \geq 0, \) then for \( \varepsilon_0 \) sufficiently small,
\[
\| S_1 - S_2 \|_{\mathcal{L}(i\dot{H}^{s+3/2}, C([0,T], i\dot{H}^{s}))} \lesssim \| u_1 - u_2 \|_{L^\infty([0,T], H^s)}.
\]

Proof. For \( v_0 \in \dot{H}^{s+3/2}(\mathbb{T}^d), \) set \( v^i = S_t v_0 \in C([0,T], \dot{H}^{s+3/2}(\mathbb{T}^d)) \) for \( i = 1, 2. \) Then \( w = v^1 - v^2 \) satisfies the equation
\[
(\partial_t - P_1^*)w = (P_1^* - P_2^*)v^2, \quad w(0) = 0,
\]
whence the energy estimate
\[
\| w \|_{C([0,T], H^s)} \lesssim \|(P_1^* - P_2^*)v^2\|_{L^1([0,T], H^s)} \lesssim \| u_1 - u_2 \|_{L^\infty([0,T], H^s)} \| v_0 \|_{H^{s+3/2}}.
\]
\( \Box \)

Lemma 5.15. Suppose that \( s > 3/2 + d/2, \sigma \geq 0, \) then for \( \varepsilon_0 \) sufficiently small,
\[
\| \mathcal{R}_1 - \mathcal{R}_2 \|_{\mathcal{L}(L^2([0,T], i\dot{H}^{s+3/2}), i\dot{H}^{s})} \lesssim \| u_1 - u_2 \|_{L^\infty([0,T], H^s)}.
\]
**Proof.** Let $G \in L^2([0, T], \dot{H}^{\sigma + 3/2}(\mathbb{T}^d))$, and let $v^i \in C([0, T], \dot{H}^{\sigma + 3/2}(\mathbb{T}^d))$ for $i = 1, 2$ be solutions to the equations

$$(\partial_t + P_i)v^i = G, \quad v^i(T) = 0.$$ 

Then $w = v^1 - v^2$ satisfies

$$(\partial_t + P_1)w = (P_2 - P_1)v^2, \quad w(T) = 0,$$

whence the estimate

$$
\| (R_1 - R_2)G \|_{H^\sigma} = \| w(0) \|_{H^\sigma} \lesssim \| (P_2 - P_1)v^2 \|_{L^1([0, T], H^\sigma)} \\
\lesssim \| u_1 - u_2 \|_{L^\infty([0, T], H^\sigma)} \| v^2 \|_{L^1([0, T], H^{\sigma + 3/2})} \\
\lesssim \| u_1 - u_2 \|_{L^\infty([0, T], H^\sigma)} \| G \|_{L^2([0, T], H^{\sigma + 3/2})}.
$$

\[\square\]

**Lemma 5.16.** Suppose that $s > 3/2 + d/2$, $\sigma \geq 0$, then for $\varepsilon_0$ sufficiently small,

$$
\| \mathcal{K}_1 - \mathcal{K}_2 \|_{L(\dot{H}^{\sigma + 3/2}, \dot{H}^\sigma)} \lesssim \| u_1 - u_2 \|_{L^\infty([0, T], H^\sigma)}.
$$

**Proof.** By the definition (4.5) of $\mathcal{K}$, we have the identity

$$
\mathcal{K}_2 - \mathcal{K}_1 = (R_1 - R_2)B_1B_1^*S_1 + R_2(B_1 - B_2)B_1^*S_1 + R_2B_2(B_1^* - B_2^*)S_1 + R_2B_2B_2^*(S_1 - S_2).
$$

We conclude by Lemma 5.15, Lemma 5.12 and Lemma 5.14. \[\square\]

**Lemma 5.17.** Suppose that $s$ is sufficiently large, $\sigma \geq 0$, then for $\varepsilon_0$ sufficiently small,

$$
\| \Theta_1 - \Theta_2 \|_{L(\dot{H}^{\sigma + 3/2}, C([0, T], H^\sigma))} \lesssim \| u_1 - u_2 \|_{L^\infty([0, T], H^\sigma)}.
$$

**Proof.** By the invertibility of $\mathcal{K}$ (Proposition 5.2) and the definition (4.7) of $\Theta$, we have the identity

$$
\Theta_1 - \Theta_2 = (B_2^* - B_1^*)S_2K_2^{-1} + B_1^*(S_2 - S_1)K_2^{-1} + B_1^*S_1K_2^{-1}(\mathcal{K}_1 - \mathcal{K}_2)K_1^{-1}.
$$

We conclude by Lemma 5.12, Lemma 5.14 and Lemma 5.16. \[\square\]

**Lemma 5.18.** Suppose that $s$ is sufficiently large, $\sigma \geq 0$. Then, for $\varepsilon_0$ sufficiently small,

$$
\| (S_\Theta)_1 - (S_\Theta)_2 \|_{L(\dot{H}^{\sigma + 3/2}, C([0, T], H^\sigma))} \lesssim \| u_1 - u_2 \|_{L^\infty([0, T], H^\sigma)}.
$$
Proof. For \( v_0 \in \dot{H}^{\sigma+3/2}(\mathbb{T}^d) \), let \( v^i = (S_T^i)_{i}v_0 \in \mathcal{C}([0, T], \dot{H}^{\sigma+3/2}(\mathbb{T}^d)) \), \((i = 1, 2)\), then \( w = v^1 - v^2 \) satisfies the equation
\[
(\partial_t + P_1)w = (B_1\Theta_1 - B_2\Theta_2)v_0 + (P_2 - P_1)v^2, \quad w(0) = 0.
\]
Therefore, by an energy estimate,
\[
\|v^1 - v^2\|_{L^2([0, T], \dot{H}^{\sigma})} \lesssim \|(B_1\Theta_1 - B_2\Theta_2)v_0\|_{L^1([0, T], \dot{H}^{\sigma})} + \|P_2 - P_1\|_{L^1([0, T], \dot{H}^{\sigma})} \lesssim \|u_1 - u_2\|_{L^\infty([0, T], H^s)} \|v_0\|_{H^{\sigma+3/2}},
\]
where we have used Lemma 5.13, Lemma 5.12 and Lemma 5.17. □

Lemma 5.19. Suppose \( s > 2 + d/2 \). Then, for \( \varepsilon_0 \) sufficiently small,
\[
\|R_1 - R_2\|_{L^2([0, T], \dot{H}^{s-3/2})} \lesssim \|u_1 - u_2\|_{H^{s-3/2}}.
\]

Proof. The main difficulty is to estimate the \( R_G(\eta_1) - R_G(\eta_2) \), as by the definition of \( R \), the other terms in \( R \) can easily be estimated by the estimates of paradifferential calculus. By Lemma 6.8 of [2],
\[
\||d_\eta(R_G(\eta)\psi)\cdot \delta\eta\|_{H^{s-1}} \lesssim \|\delta\eta\|_{H^{s-1}}
\]
for \((\psi, \eta) \in H^s(\mathbb{T}^d) \times H^{s+1/2}(\mathbb{T}^d)\) and \( \delta\eta \in H^{s+1/2}(\mathbb{T}^d) \), from which
\[
\|R_G(\eta_1)\psi - R_G(\eta_2)\psi\|_{H^{s-1}} \lesssim \|\eta_1 - \eta_2\|_{H^{s-1}}\|\nabla_x\psi\|_{H^{s-1}} \lesssim \|u_1 - u_2\|_{H^{s-3/2}}\|\nabla_x\psi\|_{H^{s-1}}.
\]
□

Lemma 5.20. Suppose \( s > 2 + d/2 \). Then, for \( \varepsilon_0 \) sufficiently small,
\[
\|\tilde{R}_1 - \tilde{R}_2\|_{L^2([0, T], \dot{H}^{s}, \dot{H}^{s-3/2})} \lesssim \|u_1 - u_2\|_{L^\infty([0, T], H^{s-3/2})}.
\]

Proof. Let \( G \in L^2([0, T], \dot{H}^s(\mathbb{T}^d)) \), and let \( v^i \in \mathcal{C}([0, T], \dot{H}^s(\mathbb{T}^d)) \) for \( i = 1, 2 \) be solutions to the equations
\[
(\partial_t + P_1 + R_1)v^i = G, \quad v^i(T) = 0.
\]
Then \( w = v^1 - v^2 \) satisfies
\[
(\partial_t + P_1 + R_1)w = (P_2 - P_1)v^2 + (R_2 - R_1)v^2, \quad w(T) = 0,
\]
whence the estimate, by Lemma 5.13, Lemma 5.19 and Proposition C.4,
\[
\|\tilde{R}_1 - \tilde{R}_2\|_{H^{s-3/2}} = \|w(0)\|_{H^{s-3/2}} \lesssim \|(P_2 - P_1)v^2\|_{L^1([0, T], H^{s-3/2})} + \|(R_2 - R_1)v^2\|_{L^1([0, T], H^{s-3/2})} \lesssim \|u_1 - u_2\|_{L^\infty([0, T], H^{s-3/2})}\|v_0\|_{L^2([0, T], H^s)},
\]
□
Lemma 5.21. Suppose $s > 2 + d/2$. Then, for $\varepsilon_0$ sufficiently small,

$$\|B(\eta_1) - B(\eta_2)\|_{\mathcal{L}(\dot{H}^s, L^\infty)} \lesssim \|u_1 - u_2\|_{H^{s-3/2}}.$$ 

Proof. This is merely a consequence of the contraction property for the Dirichlet–Neumann operator (see Theorem 5.2 of [4]):

$$\|(G(\eta_1) - G(\eta_2))\psi\|_{H^s - 2} \lesssim \|\eta_1 - \eta_2\|_{H^s - 1} \|\nabla_x \psi\|_{H^s - 1}.$$ 

Lemma 5.22. Suppose $s > 2 + d/2$. Then, for $\varepsilon_0$ sufficiently small,

$$\|\beta_1 - \beta_2\|_{\mathcal{L}(\dot{H}^s, \dot{H}^{s-1})} \lesssim \|u_1 - u_2\|_{H^{s-3/2}}.$$ 

Proof. It suffices to write

$$\beta_1 F - \beta_2 F = T_{q_1 - q_2}T_{B(\eta_1)}F T_{p_1}^{-1} \text{Im} u_1 + T_{q_2}T_{B(\eta_1) - B(\eta_2)}F T_{p_1}^{-1} \text{Im} u_1 + T_{q_2}T_{B(\eta_2)}F T_{p_2}^{-1} \text{Im}(u_1 - u_2),$$

and we conclude by Theorem B.3, Lemma 5.11 and Lemma 5.21.

Lemma 5.23. Suppose that $s$ is sufficiently large. Then, for $\varepsilon_0$ sufficiently small,

$$\|E_1 - E_2\|_{\mathcal{L}(\dot{H}^s, \dot{H}^{s-3/2})} \lesssim \|u_1 - u_2\|_{L^\infty([0, T], H^{s-3/2})}.$$ 

Proof. We use the identity

$$E_1 - E_2 = (\tilde{\Theta}_1 - \tilde{\Theta}_2)(-R_1(S\Theta)_1 + \beta_1 \Theta_1|_{\dot{H}^s}) + \tilde{\Theta}_2(R_2 - R_1)(S\Theta)_1 + \tilde{\Theta}_2 R_2((S\Theta)_2 - (S\Theta)_1) + \tilde{\Theta}_2(\beta_1 - \beta_2)\Theta_1|_{\dot{H}^s} + \tilde{\Theta}_2 \beta_2(\Theta_1|_{\dot{H}^s} - \Theta_2|_{\dot{H}^s}),$$

and conclude by Lemma 5.20, Lemma 5.19, Lemma 5.18, Lemma 5.22 and Lemma 5.17.

Proposition 5.24. Suppose that $s$ is sufficiently large. Then, for $\varepsilon_0$ sufficiently small,

$$\|\Phi_1 - \Phi_2\|_{\mathcal{L}(\dot{H}^s, C([0, T], \dot{H}^{s-3/2}))} \lesssim \|u_1 - u_2\|_{L^\infty([0, T], H^{s-3/2})}.$$ 

Proof. We use the identity,

$$\Phi_1 - \Phi_2 = (\Theta_1|_{\dot{H}^s} - \Theta_2|_{\dot{H}^s})(\text{Id} + E_1)^{-1} + \Theta_2|_{\dot{H}^s}(\text{Id} + E_1)^{-1}(E_2 - E_1)(\text{Id} + E_2)^{-1},$$

and conclude by Lemma 5.17 and Lemma 5.23.
6. Iterative Scheme

We adapt the iterative scheme of [1] to construct a solution for the nonlinear control problem (3.11) and thus close the proof of Theorem 2.2. We have to be careful about the constants and will no longer use the notation $\lesssim$ in this section.

Suppose that $s$ is sufficiently large, fix $0 < \varepsilon_0 < 1$ sufficiently small, such that the results of previous sections apply. Let $C > 10$ be a constant such that the following conditions are satisfied:

- For all $u \in \mathcal{C}^{1,s}(T, \varepsilon_0)$, and all $\sigma \in \mathbb{R}$ with $s \geq \sigma \geq 0$,

  $$\|\Phi(u)\|_{L^1([0,T],H^s)} + \|P(u)\|_{L^\infty([0,T],L(H^\sigma,H^{\sigma-3/2})}$$

  $$+ \|B(u)\|_{L^\infty([0,T],L(H^\sigma,H^\sigma))} + \|\beta(u)\|_{L^\infty([0,T],L(H^\sigma,H^{\sigma+1/2}))} \leq C.$$

- For $s \geq \mu \geq s - 3/2$, $G \in L^\infty([0,T], \dot{H}^\mu(\mathbb{T}^d))$, if $u$ satisfies the equation

  $$(\partial_t + P(u) + R(u))u = G, \quad u(0) = 0 \text{ or } u(T) = 0,$$

  then we have the energy estimate (by Proposition C.4),

  $$\|u\|_{C([0,T],H^{\mu})} + \|\partial_t u\|_{L^\infty([0,T],H^{\mu-3/2})} \leq C\|G\|_{L^\infty([0,T],H^{\mu})}. \quad (6.1)$$

- In all the lemmas and propositions of Section 5.3, the statements remain valid after replacing the relations l.h.s $\lesssim$ r.h.s with l.h.s $\leq C \times$ r.h.s.

Now fix $K > C^{10}$, and let $u_0 \in \dot{H}^s(\mathbb{T}^d)$ be such that

$$\|u_0\|_{H^s} < \varepsilon_0/K.$$

We will define a sequence of functions $\{u^n, F^n\}_{n \geq 0}$ by inductively solving a sequence a linear control problems. Once $u^n$ is defined, for any operator $\mathcal{L}(u^n)$ that depends on $u^n$, we denote for simplicity $\mathcal{L}_n = \mathcal{L}(u^n)$. The induction proceeds as follows. Let $u^0 = F^0 \equiv 0$, and for $n \geq 0$, let

$$F^{n+1} = \Phi_n(u_0) \in C([0,T], \dot{H}^s(\mathbb{T}^d)),$$

and let $u^{n+1} \in C([0,T], \dot{H}^s(\mathbb{T}^d))$ be the solution to the equation

$$(\partial_t + P_n + R_n)u^{n+1} = (\mathcal{B}_n + \beta_n)F^{n+1}, \quad u^{n+1}(0) = u_0, \quad u^{n+1}(T) = 0. \quad (6.2)$$

In order for $F^{n+1}$ to be well defined, we have to verify that $u^n \in \mathcal{C}^{1,s}(T, \varepsilon_0)$, this is justified by the following lemma:

**Lemma 6.1.** The sequence of functions $\{u^n, F^n\}_{n \geq 0}$, formally defined as above, is well defined, and satisfies furthermore the following estimates, for all $n \geq 0$,

$$u^n \in \mathcal{C}^{1,s}(T, \varepsilon_0), \quad u^{n+1} - u^n \in \mathcal{C}^{1,s-3/2}(T, \varepsilon_0^{n+1}),$$

$$F^n \in \mathcal{C}^{0,s}(T, \varepsilon_0), \quad F^{n+1} - F^n \in \mathcal{C}^{0,s-3/2}(T, \varepsilon_0^{n+1}).$$
Proof. In the next estimates, we keep in mind that $C^{10}K^{-1} < 1$. For $n = 0$, the estimate for $u^0$ and $F^0$ are clearly satisfied. As for the differences, we use $F^1 = Θ_0(u_0)$, Proposition 5.8, and the energy estimate (6.1) to get

$$
\|F^1 - F^0\|_{C([0,T], H^{s-3/2})} = \|F^1\|_{C([0,T], H^{s-3/2})} \leq C\|u_0\|_{H^s} \leq C K^{-1} ε_0.
$$

Then, by the equation and (6.1),

$$
\|u^1 - u^0\|_{C([0,T], H^{s-3/2})} = \|u^1\|_{C([0,T], H^{s-3/2})} \leq C\|F^1\|_{C([0,T], H^{s-3/2})} \leq C^2 K^{-1} ε_0.
$$

Suppose now that the estimates are proven for $n$. By Proposition 5.8,

$$
\|F^{n+1}\|_{C([0,T], H^s)} \leq C\|u_0\|_{H^s} \leq C K^{-1} ε_0,
$$

and then by (6.1),

$$
\|u^{n+1}\|_{C([0,T], H^s)} + \|\partial_t u^{n+1}\|_{L^∞([0,T], H^{s-3/2})} \leq C^2 \|F^{n+1}\|_{C([0,T], H^s)} \leq C^3 K^{-1} ε_0.
$$

(6.3)

For the difference, we use Proposition 5.24 to get

$$
\|F^{n+1} - F^n\|_{C([0,T], H^{s-3/2})} \leq C\|u^n - u^{n-1}\|_{C([0,T], H^{s-3/2})} \|u_0\|_{H^s} \leq C K^{-1} ε_0^{n+1}.
$$

Observe that $(δu)_n := u^{n+1} - u^n$ satisfies the equation

$$
(\partial_t + P_n + R_n)(δu)_n = -(P_n - P_{n-1})u^n - (R_n - R_{n-1})u^n + (B_n F^{n+1} - B_{n-1} F^n) + (β_n F^{n+1} - β_{n-1} F^n),
$$

with $(δu)_n(0) = (δu)_n(T) = 0$. By (6.1),

$$
\|u^{n+1} - u^n\|_{C([0,T], H^{s-3/2})} + \|\partial_t(u^{n+1} - u^n)\|_{L^∞([0,T], H^{s-3/2})} \leq C\|(P_n - P_{n-1})u^n\|_{L^∞([0,T], H^{s-3/2})} + C\|(R_n - R_{n-1})u^n\|_{L^∞([0,T], H^{s-3/2})} + C\|B_n F^{n+1} - B_{n-1} F^n\|_{L^∞([0,T], H^{s-3/2})} + C\|β_n F^{n+1} - β_{n-1} F^n\|_{L^∞([0,T], H^{s-3/2})},
$$

where, by Lemma 5.13, and (6.3),

$$
\|(P_n - P_{n-1})u^n\|_{L^∞([0,T], H^{s-3/2})} \leq C\|u^n - u^{n-1}\|_{L^∞([0,T], H^{s-3/2})} \|u^n\|_{L^∞([0,T], H^s)} \leq C \times ε_0^n \times C^3 K^{-1} ε_0 \leq C^4 K^{-1} ε_0^{n+1}.
$$
The same estimate, using Lemma 5.19, gives
\[
\| (R_n - R_{n-1})u^n \|_{L^\infty([0,T], H^{s-3/2})} \\
\leq C \| u^n - u^{n-1} \|_{L^\infty([0,T], H^{s-3/2})} \| u^n \|_{L^\infty([0,T], H^s)} \\
\leq C \times \varepsilon_0^n \times C^3 K^{-1} \varepsilon_0 \leq C^4 K^{-1} \varepsilon_0^{n+1}.
\]

Similarly, by Lemma 5.12 and Lemma 5.22, and the triangular inequality, we show that
\[
\| B_n F^{n+1} - B_{n-1} F^n \|_{L^\infty([0,T], H^{s-3/2})} + \| \beta_n F^{n+1} - \beta_{n-1} F^n \|_{L^\infty([0,T], H^{s-3/2})} \\
\leq C^3 K^{-1} \varepsilon_0^{n+1}.
\]

In summary, we have
\[
\| u^{n+1} - u^n \|_{C([0,T], H^{s-3/2})} + \| \partial_t (u^{n+1} - u^n) \|_{L^\infty([0,T], H^{s-3/2})} \leq C^6 K^{-1} \varepsilon_0^{n+1},
\]
which closes the proof. □

**Corollary 6.2.** \( \{ u^n, F^n \}_{n \geq 0} \) is a Cauchy sequence in
\[
C([0,T], H^{s-3/2} (\mathbb{T}^d)) \cap W^{1,\infty} ([0,T], H^{s-3} (\mathbb{T}^d)) \times C([0,T], H^{s-3/2} (\mathbb{T}^d)),
\]
whose limit will be denoted by
\[
(u, F) = \lim_{n \to \infty} (u^n, F^n) \in \mathcal{C}^{1,s-3/2}(T, \varepsilon_0) \times \mathcal{C}^0,s-3/2(T, \varepsilon_0).
\]

**Corollary 6.3.** The following convergence holds:

1. \( P(u^n)u^{n+1} \to P(u)u, \) strongly in \( C([0,T], H^{s-3} (\mathbb{T}^d)) \);
2. \( R(u^n)u^{n+1} \to R(u)u, \) strongly in \( C([0,T], H^{s-3} (\mathbb{T}^d)) \), weakly in \( L^2([0,T], H^s (\mathbb{T}^d)) \);
3. \( B(u^n)F^{n+1} \to B(u)F, \) strongly in \( C([0,T], H^{s-3/2} (\mathbb{T}^d)) \), weakly in \( L^2([0,T], H^s (\mathbb{T}^d)) \);
4. \( \beta(u^n)F^{n+1} \to \beta(u)F, \) strongly in \( C([0,T], H^{s-3/2} (\mathbb{T}^d)) \), weakly in \( L^2([0,T], H^s (\mathbb{T}^d)) \).

In particular, \( (u, F) \) satisfies the equation
\[
(\partial_t + P(u) + R(u))u = (B(u) + \beta(u))F, \quad u(0) = u_0, \quad u(T) = 0, \quad (6.4)
\]
in sense of distribution. Moreover,
\[
\| R(u)u \|_{L^2([0,T], H^s)} + \| B(u)F \|_{L^2([0,T], H^s)} + \| \beta(u)F \|_{L^2([0,T], H^s)} \lesssim \varepsilon_0.
\]

**Proof.** The convergences follow directly from our construction, Corollary 6.2, the triangular inequality, and Lemma 5.13, Lemma 5.19, Lemma 5.12, Lemma 5.22 and (3.14). Therefore we pass to the limit \( n \to \infty \) in (6.2), and obtain (6.4). The last estimate comes from the weak convergence. □
Now we rewrite (6.4) as
\[(\partial_t + P(u))u = G, \quad u(0) = u_0, \quad u(T) = 0, \tag{6.5}\]
where \(u = \underline{u}\), and \(G = -R(u)u + B(u)F + \beta(u)F\) with \(\|G\|_{L^2([0, T], H^s)} \lesssim \varepsilon_0\). By Proposition C.4, the equation (6.5) admits a unique solution in \(C([0, T], \dot{H}^s(\mathbb{T}^d))\). Therefore, \(u \in C([0, T], \dot{H}^s(\mathbb{T}^d))\) with the energy estimate
\[
\|u\|_{C([0, T], \dot{H}^s)} \lesssim \|u_0\|_{\dot{H}^s} + \|G\|_{L^2([0, T], H^s)} \lesssim \varepsilon_0.
\]
That is, \(u \in \mathcal{C}^{0, s}(T, C^s(\varepsilon_0))\) for some \(C' > 0\). Therefore, for \(\varepsilon_0\) sufficiently small, by (3.14), \(G \in L^\infty([0, T], \dot{H}^{s-3/2}(\mathbb{T}^d))\), with \(\|G\|_{L^\infty([0, T], H^{s-3/2})} \lesssim \varepsilon_0\). This implies that
\[
\|\partial_t u\|_{L^\infty([0, T], H^{s-3/2})} \lesssim \|u_0\|_{\dot{H}^s} + \|G\|_{L^\infty([0, T], H^{s-3/2})} \lesssim \varepsilon_0.
\]
Consequently \(u \in \mathcal{C}^{1, s}(T, C''(\varepsilon_0))\) for some \(C'' > 0\). When \(\varepsilon_0\) is sufficiently small, \(\Phi(u)\) is well defined, and as \(n \to \infty\),
\[
\|\Phi(u) - \Phi(u^n)\|_{L(\mathcal{H}^s, C([0, T], H^{s-3/2}))} \lesssim \|u - u^n\|_{C([0, T], H^{s-3/2})} \to 0.
\]
Therefore in the sense of distribution,
\[
F = \lim_{n \to \infty} F^n = \lim_{n \to \infty} \Phi(u^n)u_0 = \Phi(u)u_0 \in C([0, T], \dot{H}^s(\mathbb{T}^d)).
\]
This finishes the proof of Theorem 2.2.

7. Theorem 2.2 Implies Theorem 1.2

Now we deduce Theorem 1.2 from Theorem 2.2. Observe that the null controllability holds for the time reversed equation (that is, the equation obtained by the change of variable \(t \mapsto -t\)) of (2.4) as well, with the same proof. Let \((\eta_i, \psi_i) (i = 0, 1)\) satisfy the hypotheses of Theorem 1.2, and let \(u_i = u(\eta_i, \psi_i) \in \dot{H}^s(\mathbb{T}^d)\) be defined by (2.2). Then \(\|u_i\|_{\dot{H}^s} \lesssim \varepsilon_0\), and for \(\varepsilon_0\) sufficiently small, there exist \(\hat{F}_i \in C([0, T/2], \dot{H}^s(\mathbb{T}^d))\) by Theorem 2.2, such that \(\hat{F}_i\) sends initial data \(u_0\) at time \(t = 0\) to final data \(0\) at time \(t = T/2\) by (2.4), while \(\hat{F}_1\) sends initial data \(u_1\) at time \(t = 0\) to final data \(0\) at time \(t = T/2\) by the time reversed equation of (2.4). Moreover, the estimates (2.6) are verified by \(\hat{F}_i\) and the corresponding solutions \(u_i \in C([0, T/2], \dot{H}^s(\mathbb{T}^d))\). Now define \(u \in C([0, T], \dot{H}^s(\mathbb{T}^d))\) and \(\hat{F} \in C([0, T], \dot{H}^s(\mathbb{T}^d))\) by
\[
\begin{align*}
u(t) &= \begin{cases} u^0(t), & t \in [0, T/2], \vspace{1mm} \\
u^1(T - t), & t \in (T/2, T]. \end{cases} \\
\hat{F}(t) &= \begin{cases} \chi_{T/2}(t)\hat{F}^0(t), & t \in [0, T/2], \vspace{1mm} \\
\chi_{T/2}(T - t)\hat{F}^1(T - t), & t \in (T/2, T]. \end{cases}
\end{align*}
\]
Indeed $\hat{F}$ is continue in time, for the truncation function vanishes near $t = T/2$. Then $u$ satisfies (2.4) (with $F$ replaced by $\hat{F}$), and $u(0) = u_0$, $u(T) = u_1$. By Proposition 3.12, we can find

\[ \dot{\eta} = \dot{\psi}(u) \in C([0, T], \dot{H}^{s+1/2}(\mathbb{T}^d)) \cap W^{1, \infty}([0, T], \dot{H}^{s-1}(\mathbb{T}^d)), \]
\[ \dot{\psi} = \dot{\psi}(u) \in C([0, T], \dot{H}^s(\mathbb{T}^d)) \cap W^{1, \infty}([0, T], \dot{H}^{s-3/2}(\mathbb{T}^d)), \]

such that $u = T_q(i\dot{\psi} - T_B(i\dot{\psi}) \dot{\eta}) - iT_p(i\dot{\psi}) \dot{\eta}$ by (3.9), and

\[ \dot{\eta}(0) = \eta_0, \quad \dot{\psi}(0) = \pi(D_\chi)\psi_0, \quad \dot{\eta}(T) = \eta_1, \quad \dot{\psi}(T) = \pi(D_\chi)\psi_1. \]

Next we look for $(\eta, \psi, F)$ by adding zero frequencies to $(\dot{\eta}, \dot{\psi}, \hat{F})$ in such way that $(\eta, \psi)$ satisfies (1.1), as well as the initial and final conditions, with the exterior pressure being

\[ P_{ext}(t, x) = \varphi_{\omega}(x) \text{Re} F(t, x). \]

More precisely, we look for $(\eta, \psi, F)$ of the form

\[ \eta(t, x) = \dot{\eta}(t, x), \quad \psi(t, x) = \dot{\psi}(t, x) + \frac{1}{(2\pi)^d} \alpha(t), \]
\[ F(t, x) = \hat{F}(t, x) + c_0, \quad (7.1) \]

where $c_0 \in \mathbb{R}$ is a constant, and $\alpha$ is a $C^1$ function of $t$. By reversing the paralinearization process, $\partial_t \dot{\eta} = G(\dot{\psi}) \dot{\psi}$, hence $\partial_t \eta = G(\eta) \psi$. In order for $\psi$ to meet the initial and final data, $\alpha$ should satisfy the boundary conditions

\[ \alpha(0) = \int_{\mathbb{T}^d} \psi_0(x) \, dx, \quad \alpha(T) = \int_{\mathbb{T}^d} \psi_1(x) \, dx. \]

Plugging (7.1) into (1.1), and integrating it over $\mathbb{T}^d$, we obtain an ordinary differential equation for $\alpha$,

\[
\frac{d}{dt} \alpha(t) + \int_{\mathbb{T}^d} \left( \frac{1}{2} |\nabla_x \dot{\psi}|^2 - \frac{1}{2} \frac{(\nabla_x \dot{\eta} \cdot \nabla_x \dot{\psi} + G(\dot{\psi}) \dot{\psi})^2}{1 + |\nabla_x \dot{\eta}|^2} \right) \, dx
= \int_{\mathbb{T}^d} \varphi_{\omega} \text{Re}(\hat{F}(t, x) + c_0) \, dx
\]

Solving this equation by integrating it over $[0, t]$ and using the initial condition for $\alpha(0)$,

\[ \alpha(t) = \int_{\mathbb{T}^d} \psi_0 \, dx + \int_0^t \int_{\mathbb{T}^d} \varphi_{\omega} \text{Re}(\hat{F} + c_0) \, dx \, dt \]
\[ + \int_0^t \int_{\mathbb{T}^d} \left( \frac{1}{2} \frac{(\nabla_x \dot{\eta} \cdot \nabla_x \dot{\psi} + G(\dot{\psi}) \dot{\psi})^2}{1 + |\nabla_x \dot{\eta}|^2} - \frac{1}{2} |\nabla_x \dot{\psi}|^2 \right) \, dx \, dt. \quad (7.2) \]

Observe that $c_0 \mapsto \alpha(T)$ is an affine function of $c_0$, with the coefficient of $c_0$ being $T \times \int_{\mathbb{T}^d} \varphi_{\omega} \, dx \neq 0$, so there exists a unique $c_0 \in \mathbb{R}$ such that $\alpha(T) = \int_{\mathbb{T}^d} \psi_1(x) \, dx.$
**Remark 7.1.** In the solution (7.2) of $\alpha$ the integrals for $g\eta$ and $H(\eta)$ do not appear because they have no zero frequencies. The former is due to our assumption, while the latter is by the divergence theorem. If we have infinite depth, that is, $b = \infty$, then the integral over $\mathbb{T}^d$ of $\frac{1}{2} \left( \frac{(\nabla_x \dot{\eta} \cdot \nabla_x \dot{\psi} + G(\dot{\eta}))^2}{1 + |\nabla_x \dot{\eta}|^2} - \frac{1}{2} |\nabla_x \dot{\psi}|^2 \right)$ also vanishes. This can be proven by a direct computation using Green’s identity, and is related to a conserved quantity of (1.1) by its Hamiltonian structure. For more on this subject, see Benjamin–Olver [9].
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**Appendix A. Necessity of Geometric Control Condition**

We prove that the geometric control condition is necessary for the controllability of the three dimensional water wave equation (that is $d = 2$) with infinite depth (that is $b = \infty$) linearized around the flat surface (that is $\eta = 0$). We believe that similar arguments are suffice to prove the same results in arbitrary dimensions and for finite depth, however, we do not attempt to generalize the result in this direction for the sake of simplicity.

Now this linearized equation is a fractional Schrödinger equation $\partial_t u + i |D|^\alpha u = T_1 \text{Re} \psi_0 F$. We will consider more generally the following control problem in $L^2(\mathbb{T}^2)$:

$$\partial_t u + i |D|^\alpha u = B \varphi F, \quad 1 \leq \alpha \leq 2.$$  \hspace{1cm} (A.1)

Here $\varphi \in C^\infty(\mathbb{T}^2)$ and $B$ is a bounded operator on $L^2(\mathbb{T}^2)$. If $\alpha = 1$, we have the (half) wave equation. When $B = \text{Id}$, it is exactly controllable, if and only if the geometric control condition is satisfied, see [8,16]. If $\alpha = 2$, we have the Schrödinger equation. When $B = \text{Id}$, it is always exactly controllable (on tori) whether or not under the geometric control condition, see [7,13,19,24,29]. We are now in the middle of the two typical cases $1 < \alpha < 2$ where we show that the geometric control condition is necessary to exactly control (A.1) on $\mathbb{T}^2$.

**Definition A.1.** We say that (A.1) is exactly controllable, if there exists $T > 0$, such that for all $u_0, u_1 \in L^2(\mathbb{T}^2)$, there exists $F \in C([0, T], L^2(\mathbb{T}^2))$, and a solution $u \in C([0, T], L^2(\mathbb{T}^2))$ to (A.1), satisfying $u(0) = u_0, u(T) = u_1$.

**Proposition A.2.** Suppose that $1 < \alpha < 2$, and (A.1) is exactly controllable, then

$$\omega := \{z = (x, y) \in \mathbb{T}^2 : \varphi(z) \neq 0\}$$

satisfies the geometric control condition.
Proof. The idea is to prove by contradiction by using the following lemma due to Burq–Zworski [18], and Miller [39].

Lemma A.3. The equation (A.1) is exactly controllable, if and only if, for some $C > 0$, for all $\lambda \in \mathbb{R}$, and for all $u \in C^\infty(\mathbb{T}^2)$,

$$C\|u\|_{L^2} \leq \|(D_z')^\alpha - \lambda\|_{L^2} + \|B\varphi u\|_{L^2}. \quad (A.2)$$

We may assume that $\varphi \neq 0$, so that $\omega \neq \emptyset$, for the case will be trivial otherwise. Suppose that $\omega$ does not satisfy the geometric control condition, we will show that (A.2) does not hold for any fixed $C > 0$. By hypothesis, modulo some necessary translation, there exists some $\gamma \in \mathbb{R}^2 \setminus \{0\}$ such that the geodesic $\Gamma_\gamma = \{\gamma t : t \in \mathbb{R}\}$ does not enter $\omega$. Now that $\omega \neq \emptyset$, $\Gamma_\gamma$ cannot be dense. Thus we may further more assume that $\gamma \in \mathbb{Z}^2$.

Consider $\Gamma_\gamma$ as a Lie group acting on $\mathbb{T}^2$, $\Gamma_\gamma \ni \gamma t : z \mapsto z + \gamma t$, which defines a quotient manifold $\kappa : \mathbb{T}^2 \to \mathbb{T}^2/\Gamma_\gamma$, $z \mapsto z + \Gamma_\gamma$. Choose $\delta > 0$ sufficiently small such that

$$\|\varphi\|_{L^\infty(\mathcal{N}_\delta)} < \frac{C}{2}(1 + \|B\|_{L(L^2, L^2)})^{-1},$$

where $\mathcal{N}_\delta = \{z \in \mathbb{T}^2 : \text{dist}(z, \Gamma_\gamma) < \delta\}$. Observe that $\kappa(\mathcal{N}_\delta)$ is open (with respect to the canonical quotient topology) for $\kappa^{-1}(\kappa(\mathcal{N}_\delta)) = \mathcal{N}_\delta$ is open. Fix $0 \neq \psi \in C^\infty(\kappa(\mathcal{N}_\delta)) \subset C^\infty(\mathbb{T}^2/\Gamma_\gamma)$, and set $\chi = \psi \circ \kappa \in C^\infty_c(\mathcal{N}_\delta) \subset C^\infty(\mathbb{T}^2)$, $u^n(z) = e^{i\gamma z} \chi(z)$ for $n \in \mathbb{N}$.

Expanding $\chi$ in Fourier series, we write $\chi(z) = \sum_{k \in \mathbb{Z}^2} c_k e^{i k \cdot z}$, and claim that $c_k = 0$ unless $k \in \gamma \perp := \{\ell \in \mathbb{Z}^d : \ell \cdot \gamma = 0\}$. Indeed, if $k \notin \gamma \perp$, then there exists $w = \gamma t \in \Gamma_\gamma$ such that, $k \cdot w \neq 0$ modulo $2\pi$. Observe that $\chi(z + w) = \psi(\kappa(z + w)) = \psi(\kappa(z)) = \chi(z)$, we have

$$c_k = \frac{1}{4\pi^2} \int_{\mathbb{T}^2} \chi(z + w)e^{-i k \cdot z} \, dz = e^{i k \cdot w} \frac{1}{4\pi^2} \int_{\mathbb{T}^2} \chi(z)e^{-i k \cdot z} \, dz = e^{i k \cdot w}c_k,$$

which implies that $c_k = 0$. Therefore, $u^n(z) = \sum_{k \in \gamma \perp} c_k e^{i(\gamma \cdot k) \cdot z}$, and

$$|D_z'|^\alpha u^n = \sum_{k \in \gamma \perp} c_k |\gamma \cdot k|^\alpha e^{i(\gamma \cdot k) \cdot z} = \sum_{k \in \gamma \perp} c_k (n^2|\gamma|^2 + |k|^2)^{\alpha/2} e^{i(\gamma \cdot k) \cdot z}.$$ 

Let $\lambda_n = n^{\alpha} |\gamma|^{\alpha}$, then

$$(|D_z'|^\alpha - \lambda_n)u^n = \sum_{0 \neq k \in \gamma \perp} c_k |k|^\alpha f\left(\frac{|k|}{n|\gamma|}\right)e^{i(\gamma \cdot k) \cdot z},$$

where $f(t) = \frac{1+i2^{\alpha/2-1}}{t^{\alpha}}$. By an integration by part, for any $N \geq 1$, $|k|^\alpha |c_k| \lesssim |k|^{-N}$. Observe that $f$ is continuous on $[0, +\infty[$, with $\lim_{t \to +\infty} f(t) = 1$, and $f(t) = O(t^{2-\alpha})$ as $t \to 0^+$. We have therefore the estimate

$$f\left(\frac{|k|}{n|\gamma|}\right) \leq \begin{cases} \frac{1}{n^{(2-\alpha)/2}}, & 0 < |k| \leq \sqrt{n}; \\ 1, & |k| > \sqrt{n}. \end{cases}$$
To conclude, we show that the sequence \((u^n, \lambda_n)\) violates (A.2). Indeed \(\|u^n\|_{L^2} = \|\chi\|_{L^2}\), and \(\|B\varphi u^n\|_{L^2} \leq \|B\|_{L^2(L^2, L^2)} \|\varphi\|_{L^\infty(N_\delta)} \|\chi\|_{L^2} \leq \frac{C}{\sqrt{\pi}} \|\chi\|_{L^2}\), and for any \(N \geq 2\),

\[
\|(|D_z|^{\alpha} - \lambda_n)u^n\|_{L^2}^2 \lesssim \frac{1}{n^{(2-\alpha)/2}} \sum_{|k| \leq \sqrt{n}} \frac{1}{|k|^N} + \sum_{|k| > \sqrt{n}} \frac{1}{|k|^N} = o(1), \quad n \to \infty.
\]

\[\square\]

### Appendix B. Paradifferential Calculus

For results of this section, we refer to [5,38].

#### B.1. Paradifferential Operators

For \(\infty \geq \rho \geq 0\), denote by \(W_{\rho, \infty}(\mathbb{T}^d)\) the space of Hölderian functions of regularity \(\rho\) on \(\mathbb{T}^d\).

**Definition B.1.** For \(m \in \mathbb{R}, \rho \geq 0\), let \(\dot{\Gamma}^m_{\rho}(\mathbb{T}^d)\) denote the space of locally bounded functions \(a(x, \xi)\) on \(\mathbb{T}^d_x \times (\mathbb{R}^d_\xi \setminus 0)\), which are \(C^\infty\) with respect to \(\xi \in \mathbb{R}^d_\xi \setminus 0\), such that for all \(\alpha \in \mathbb{N}^d\) and \(\xi \neq 0\), the function \(x \mapsto \partial^{\alpha}_\xi a(x, \xi)\) belongs to \(W_{\rho, \infty}(\mathbb{T}^d)\), and that for some constant \(C_{\alpha}\),

\[
\|\partial^{\alpha}_\xi a(\cdot, \xi)\|_{W_{\rho, \infty}} \leq C_{\alpha} \langle \xi \rangle^{m-|\alpha|}, \quad \forall \langle \xi \rangle \geq \frac{1}{2},
\]

where \(\langle \xi \rangle = (1 + |\xi|^2)^{1/2}\).

Define on \(\dot{\Gamma}^m_{\rho}(\mathbb{T}^d)\) the semi-norms

\[
\dot{M}^m_{\rho, n}(a) = \sup_{|\alpha| \leq n} \sup_{|\xi| \geq 1/2} \|\langle \xi \rangle^{|\alpha|-m} \partial^{\alpha}_\xi a(\cdot, \xi)\|_{W_{\rho, \infty}}.
\]

**Definition B.2.** The function \(\chi = \chi(\theta, \eta)\) is called an admissible cutoff function, if

1. \(\chi \in C^\infty(\mathbb{R}^d_\theta \times \mathbb{R}^d_\eta)\) is an even function, that is, \(\chi(-\theta, -\eta) = \chi(\theta, \eta)\);
2. it satisfies the following spectral condition: for some \(0 < \epsilon_1 < \epsilon_2 < 1/2\),

\[
\begin{cases}
\chi(\theta, \eta) = 1, & |\theta| \leq \epsilon_1 \langle \eta \rangle, \\
\chi(\theta, \eta) = 0, & |\theta| \geq \epsilon_2 \langle \eta \rangle;
\end{cases}
\]

(B.1)

3. for all \((\alpha, \beta) \in \mathbb{N}^d \times \mathbb{N}^d\), and some \(C_{\alpha\beta} > 0\),

\[
|\partial^{\alpha}_\theta \partial^{\beta}_\eta \chi(\theta, \eta)| \leq C_{\alpha\beta} \langle \eta \rangle^{-|\alpha|-|\beta|}.
\]
Let $\chi$ be an admissible cutoff function, and let $\pi \in C^\infty(\mathbb{R}^d)$ be an even function such that $0 \leq \pi \leq 1$, $\pi(\xi) = 0$ for $|\xi| \leq 1/4$, and $\pi(\xi) = 1$ for $|\xi| \geq 3/4$. Now given a symbol $a \in \hat{\Gamma}_r^m(\mathbb{T}^d)$, the paradifferential operator $T_a$ is formally defined by

$$\hat{T}_a u(\xi) = (2\pi)^{-d} \sum_{\eta \in \mathbb{Z}^d} \chi(\xi - \eta, \eta) \hat{a}(\xi - \eta, \eta) \pi(\eta) \hat{u}(\eta), \tag{B.2}$$

where $\hat{a}(\theta, \eta) = (F_{x \to \theta} a)(\theta, \eta) = \int_{\mathbb{T}^d} e^{-ix \cdot \theta} a(x, \eta) \, dx$. Alternatively, set $a^X(\cdot, \xi) = ((D_x, D_\xi) a(\cdot, \xi))$, then by definition, $\hat{T}_a = a^X(D_x, D_\xi) \pi(D_\xi) u$.

**Theorem B.3.** Let $a \in \hat{\Gamma}_r^m$, then $T_a$ is of order $m$ such that for all $s \in \mathbb{R}$, $T_a$ defines a bounded operator from $H^{s+m}(\mathbb{T}^d)$ to $\dot{H}^s(\mathbb{T}^d)$, such that

$$\|T_a\|_{\mathcal{L}(H^{s+m}, \dot{H}^s)} \lesssim M_m^m + |\alpha|_{0}(a). \tag{B.3}$$

In particular, $T_a = T_a \pi(D_x) = \pi(D_\xi) T_a$.

**Proof.** For the estimate we refer to [38]. It remains to show that for $u \in H^{s+m}(\mathbb{T}^d)$, $T_a u$ has no zero frequency, or equivalently, $\hat{T}_a \hat{u}(0) = 0$. Indeed, by definition

$$\hat{T}_a u(0) = (2\pi)^{-d} \sum_{\eta \neq 0 \in \mathbb{Z}^d} \chi(-\eta, \eta) \hat{a}(-\eta, \eta) \hat{u}(\eta) = 0,$$

since $\chi(-\eta, \eta) = 0$ for all $\eta \neq 0$ by (B.1). \qed

**Proposition B.4.** For all $s \in \mathbb{R}$, $T_1 = \pi(D_x) = \text{Id}_{\dot{H}^s}$.

**Proof.** Observe that $\hat{a}(\theta, \eta) = 1_{\theta=0}(\theta, \eta)$ if $a \equiv 1$, therefore by definition,

$$\hat{T}_1 u(\xi) = \sum_{\eta \in \mathbb{Z}^d} \chi(\xi - \eta, \eta) 1_{\xi=\eta}(\eta) \pi(\eta) \hat{u}(\eta)$$

$$= \chi(0, \xi) \pi(\xi) \hat{u}(\xi) = \pi(\xi) \hat{u}(\xi),$$

since $\chi(0, \xi) = 1$ for all $\xi \in \mathbb{Z}^d$. \qed

**Lemma B.5.** Let $a \in \hat{\Gamma}_r^m(\mathbb{T}^d)$, and $\alpha \in \mathbb{N}^d$ with $|\alpha| \leq \rho$, then $\hat{\Delta}_x^\alpha(a - a^X) \in \hat{\Gamma}_r^{m-\rho+|\alpha|}(\mathbb{T}^d)$ with estimates that for all $n \in \mathbb{N}$, $M_{0,n}^{m-\rho+|\alpha|}(\Delta_x^\alpha(a - a^X)) \lesssim M_{\rho,n}^m(a)$.

**Proof.** See [38]. \qed

**Proposition B.6.** Let $a \in \hat{\Gamma}_r^m(\mathbb{T}^d)$ with $m \geq 0$ and $\rho > m + 1 + d/2$, then

$$\|\text{Op}(a\pi) - T_a\|_{\mathcal{L}(L^2, L^2)} \lesssim M_{\rho,d/2+1}(a).$$
Proof. By the Calderón–Vaillancourt Theorem, it suffices to show that
\[ M^0_{d/2+1,d/2+1}(a - a^\chi) \lesssim M^m_{\rho,d/2+1}(a). \]
Indeed, for \(|\alpha| \leq d/2 + 1\), by the previous lemma,
\[ M^0_{0,d/2+1}(a^\chi(a - a^\chi)) \lesssim M^{m-\rho+|\alpha|}_{0,d/2+1}(a^\chi(a - a^\chi)) \lesssim M^m_{\rho,d/2+1}(a). \]

\[ \square \]

Lemma B.7. Let \( a \in S^m(\mathbb{T}^d) \) be in the Hörmander class. If it is either a real valued even function of \( \xi \), or a pure imaginary valued odd function of \( \xi \), then for \( u \in C^\infty(\mathbb{T}^d, \mathbb{C}) \),
\[ \text{Op}(a)\text{Re} u = \text{Re} \text{Op}(a)u, \quad T_a \text{Re} u = \text{Re} T_a u. \]

Proof. We first prove the case of pseudodifferential operators \( \text{Op}(a) \). Let \( \tilde{a}(x, \xi) = a(x, -\xi) \), then by our hypothesis \( a = \tilde{a} \). Therefore, for any real valued function \( u \),
\[ \text{Op}(a)u = \text{Op}(\tilde{a})\bar{u} = \text{Op}(a)u, \]
which implies that \( \text{Op}(a)u \) is real valued. Then for a complex function \( u \),
\[ \text{Op}(a)u = \text{Op}(a)(\text{Re} u + i\text{Im} u) = \text{Op}(a)\text{Re} u + i\text{Op}(a)\text{Im} u. \]
We conclude that \( \text{Re Op}(a)u = \text{Op}(a)\text{Re} u, \text{Im Op}(a)u = \text{Op}(a)\text{Im} u \).

As for the paradifferential case, \( T_a = \text{Op}(a^\chi \pi) \) with \( (a^\chi \pi)(x, \xi) = \chi(D_x, \xi)a(\cdot, \xi) \).
Now that \( \chi \) is even, by the pseudodifferential case, \( \chi(D_x, \xi) \) commute with \( \text{Re} \).
This implies that \( a^\chi \pi \) remains to be a real symbol, and an even function of \( \xi \), or a pure imaginary symbol and an odd function of \( \xi \), so the case of paradifferential operators follows. \[ \square \]

B.2. Symbolic Calculus

Theorem B.8. Let \( a \in \dot{\Gamma}_\rho^m(\mathbb{T}^d), b \in \dot{\Gamma}_\rho^{m'}(\mathbb{T}^d) \), with \( m, m' \in \mathbb{R}, 0 \leq \rho < \infty \). Set
\[ a^{\#} b = \sum_{|\alpha| < \rho} \frac{1}{\alpha!} \partial_\xi^\alpha a D_x^\alpha b. \]
Then \( T_a T_b - T^{\#}_a b \) is of order \( m + m' - \rho \), and
\[ \|T_a T_b - T^{\#}_a b\|\mathcal{L}(H^{s+m+m'-%rho}, H^s) \lesssim M^m_{0,d/2+1+\rho}(a)M^{m'}_{\rho,d/2+1}(b) + M^{m'}_{0,d/2+1+\rho}(b)M^m_{\rho,d/2+1}(a). \]

Theorem B.9. Let \( a \in \dot{\Gamma}_\rho^m(\mathbb{T}^d) \), with \( m \in \mathbb{R} \) and \( 0 \leq \rho < \infty \). Set
\[ a^* = \sum_{|\alpha| < \rho} \frac{1}{\alpha!} \partial_\xi^\alpha D_x^\alpha a. \]
Denote by \( T^*_a \) the formal adjoint of \( T_a \), then \( T^*_a - T^*_a \) is of order \( m - \rho \), and
\[ \|T^*_a - T^*_a\|\mathcal{L}(H^{s+m-%rho}, H^s) \lesssim M^m_{\rho,d/2+1+\rho}(a). \]
B.3. Paraproducts and Paralinearization

**Theorem B.10.** Let \( a \in H^\alpha(\mathbb{T}^d) \) and \( b \in H^\beta(\mathbb{T}^d) \) with \( \alpha > d/2 \), \( \beta > d/2 \). Then

1. \( T_a T_b - T_{ab} \) is of order \( -\rho \) with \( \rho = \min\{\alpha, \beta\} - d/2 \), that is, for \( s \in \mathbb{R} \),
   \[
   \| T_a T_b - T_{ab} \|_{L^\infty(H^{s-\rho}, H^s)} \lesssim \| a \|_{H^\alpha} \| b \|_{H^\beta};
   \] (B.4)

2. \( T^*_a T\bar{a} \) is of order \( -\rho \) with \( \rho = \alpha - d/2 \), that is, for \( s \in \mathbb{R} \),
   \[
   \| T^*_a T\bar{a} \|_{L^\infty(H^{s-\rho}, H^s)} \lesssim \| a \|_{H^\alpha};
   \]

3. Define the bilinear form,
   \[
   R(a, b) = ab - T_a b - T_b a,
   \] (B.5)
   then \( R(a, b) \in H^{\alpha+\beta-d/2}(\mathbb{T}^d) \),
   \[
   \| R(a, b) \|_{H^{\alpha+\beta-d/2}} \lesssim \| a \|_{H^\alpha} \| b \|_{H^\beta};
   \]

4. Let \( F \in C^\infty \) with \( F(0) = 0 \), then \( F(a) = T F(a) + R_F(a) \) with
   \[
   \| R_F(a) \|_{H^{2\alpha-d/2}} \lesssim C(\| a \|_{H^\alpha}) \| a \|_{H^\alpha}. \] (B.6)

In particular,
   \[
   \| F(a) \|_{H^\alpha} \leq C(\| a \|_{H^\alpha}) \| a \|_{H^\alpha}. \] (B.7)

**Appendix C. Some Linear Equations**

**Proposition C.1.** Let \( u \in \mathcal{C}^{0, s}(T, \varepsilon_0) \) for \( s \) sufficiently large, \( T > 0 \), and \( \varepsilon_0 \) sufficiently small. Let \( Q = Q(u) \) be defined by (4.8), and suppose

\[
R \in L^\infty([0, T], \mathcal{L}(\dot{L}^2, \dot{L}^2)) \cap C([0, T], \mathcal{L}(\dot{L}^2, \dot{H}^{-\mu}))
\]

for some \( \mu \geq 0 \), \( f \in L^1([0, T], \dot{L}^2(\mathbb{T}^d)) \). Then the Cauchy problem

\[
(\partial_t + iQ + R)u = f, \quad u(0) = u_0 \in \dot{L}^2(\mathbb{T}^d)
\] (C.1)

admits a unique solution \( u \in C([0, T], \dot{L}^2(\mathbb{T}^d)) \), which moreover satisfies the estimate

\[
\| u \|_{C([0, T], H^s)} \lesssim \| u_0 \|_{L^2} + \| f \|_{L^1([0, T], L^2)}
\]
Proof. Let \( j_\varepsilon \) \( = \exp(-\varepsilon \gamma^{(3/2)}) + \frac{1}{2} \partial_\xi \cdot D_\xi \exp(-\varepsilon \gamma^{(3/2)}) \), and set \( J_\varepsilon = \pi(D_\varepsilon) \text{Op}(j_\varepsilon \pi) \). Consider the regularized Cauchy problem

\[
(\partial_t + iQJ_\varepsilon + RJ_\varepsilon)u^\varepsilon = f, \quad u^\varepsilon(0) = u_0,
\]

which admits a unique solution \( u^\varepsilon \in C([0, T_\varepsilon], \dot{L}^2(\mathbb{T}^d)) \) for some \( T_\varepsilon > 0 \), by Cauchy-Lipschitz theorem, as \( QJ_\varepsilon, RJ_\varepsilon \in C([0, T], \mathcal{L}(\dot{L}^2, L^2)) \). Following a routine method, see for example [38], to prove the existence of a solution, on the whole interval \([0, T]\), it suffice to prove a uniform \textit{a priori} bound for \( u^\varepsilon \) and its time derivative in the energy space over the time interval \([0, T]\).

By the choice of the symbol \( j_\varepsilon \), we have

\[
\|Q, J_\varepsilon\|_{\mathcal{L}(L^2, L^2)} \lesssim 1, \quad \|Q - Q^*\|_{\mathcal{L}(L^2, L^2)} \lesssim 1, \quad \|J_\varepsilon - J^*_\varepsilon\|_{\mathcal{L}(L^2, \dot{H}^2)} \lesssim 1,
\]

from which the a priori estimate, that for almost every \( t \in [0, T] \),

\[
\frac{d}{dt}\|u^\varepsilon(t)\|_{L^2}^2 \lesssim \|u^\varepsilon(t)\|_{L^2}^2 + \|u^\varepsilon(t), f(t)\|_{L^2}.
\] \hspace{1cm} (C.2)

Moreover, by Gronwall’s inequality, we have

\[
\|u^\varepsilon\|_{C([0, T], L^2)} \lesssim \|u_0\|_{L^2} + \|f\|_{L^1([0, T], L^2)}.
\] \hspace{1cm} (C.3)

Plugging it into (C.2), we obtain

\[
\|\frac{d}{dt}\|u^\varepsilon(t)\|_{L^2}^2\|_{L^1([0, T])} \lesssim \|u_0\|_{L^2}^2 + \|f\|_{L^1([0, T], L^2)}^2.
\] \hspace{1cm} (C.4)

The energy estimate (C.3), the hypothesis on \( R \), and Arzela-Ascoli’s theorem imply the existence of a weak solution

\[
u \in L^2([0, T], \dot{L}^2(\mathbb{T}^d)) \cap C([0, T], \dot{H}^{-\mu}(\mathbb{T}^d))
\]
to (C.1). Then (C.4) and Arzela-Ascoli’s theorem again implies that \( t \mapsto \|u\|_{L^2}^2 \) is continuous in time. Therefore \( u \in C([0, T], \dot{L}^2(\mathbb{T}^d)) \). The energy estimate for \( u \) follows by Gronwall’s inequality as in (C.3), and the uniqueness follows from the energy estimate. \( \square \)

Using the same method, we have the following corollary:

**Corollary C.2.** For \( \bar{w}_0 \in \dot{L}^2(\mathbb{T}^d) \), there exists a unique solution to the Cauchy problem (4.12), \( \bar{w} \in C([0, T], \dot{L}^2(\mathbb{T}^d)) \) with \( \bar{w}(0) = \bar{w}_0 \).

**Corollary C.3.** For \( \bar{w}_{h, 0} \in \dot{L}^2(\mathbb{T}^d), f \in L^1([0, T], \dot{L}^2(\mathbb{T}^d)) \), there exists a unique solution to the Cauchy problem (4.30), \( \bar{w}_h \in C([0, T], \dot{L}^2(\mathbb{T}^d)) \) with \( \bar{w}_h(0) = \bar{w}_{h, 0} \).

Similar results hold for the paradifferential equations.
Proposition C.4. Suppose \( s \geq s' \geq 0, \mu \geq 3 + d/2, T > 0, u \in \mathcal{C}^{0,\mu}(T, \varepsilon_0) \) for some \( \varepsilon_0 > 0 \) sufficiently small. Let \( P = P(u) \) be defined by (3.12),

\[
R \in L^\infty([0, T], \mathcal{L}(\dot{H}^s, \dot{H}^s)) \cap C([0, T], \mathcal{L}(\dot{H}^s, \dot{H}^s)),
\]

and let \( F \in L^1([0, T], \dot{H}^s(\mathbb{T}^d)) \). Then for \( u_0 \in \dot{H}^s(\mathbb{T}^d) \), the following Cauchy problem

\[
(\partial_t + P + R)u = F, \quad u(0) = u_0,
\]

admits a unique solution \( u \in C([0, T], \dot{H}^s(\mathbb{T}^d)) \), which moreover satisfies the estimate

\[
\|u\|_{C([0,T],H^s)} \lesssim \|u_0\|_{H^s} + \|F\|_{L^1([0,T],H^s)}. \tag{C.5}
\]

Proof. The proof is almost the same as above, but here we choose \( J_\varepsilon = T_{j_\varepsilon} \) with \( j_\varepsilon \) defined as above, and use the following estimates:

\[
\|P, J_\varepsilon\|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \lesssim 1, \quad \|P - P^\varepsilon\|_{\mathcal{L}(\dot{H}^s, \dot{H}^s)} \lesssim 1, \quad \|J_\varepsilon - J_\varepsilon^\varepsilon\|_{\mathcal{L}(\dot{H}^s, \dot{H}^{s+2})} \lesssim 1.
\]

\( \Box \)

Corollary C.5. Let the Range operator \( \mathcal{R} \) and the solution operator \( S \) be formally defined in Section 4.1, then for all \( \mu \geq 0 \),

\[
\mathcal{R} : L^2([0, T], \dot{H}^\mu(\mathbb{T}^d)) \to \dot{H}^\mu(\mathbb{T}^d), \quad S : \dot{H}^\mu(\mathbb{T}^d) \to C([0, T], \dot{H}^\mu(\mathbb{T}^d)),
\]

and satisfies the estimates

\[
\|\mathcal{R}\|_{\mathcal{L}(L^2([0,T],\dot{H}^\mu),\dot{H}^\mu)} \lesssim 1, \quad \|S\|_{\mathcal{L}(\dot{H}^\mu, C([0,T],\dot{H}^\mu))} \lesssim 1.
\]

References

1. Alazard, T., Baldi, P., Han-Kwan, D.: Control of water waves. *J. Eur. Math. Soc. (JEMS)* 20(3), 657–745, 2018
2. Alazard, T., Burq, N., Zuily, C.: On the water-wave equations with surface tension. *Duke Math. J.* 158(3), 413–499, 2011
3. Alazard, T., Burq, N., Zuily, C.: *The Water-Wave Equations: From Zakharov to Euler. Studies in Phase Space Analysis with Applications to PDEs*, pp. 1–20. Springer, New York 2013
4. Alazard, T., Burq, N., Zuily, C.: On the Cauchy problem for gravity water waves. *Invent. Math.* 198(1), 71–163, 2014
5. Alazard, T., Burq, N., Zuily, C.: Cauchy theory for the gravity water waves system with non-localized initial data. *Annales de l’Institut Henri Poincare (C) Non Linear Analysis*. Elsevier Masson 33(2), 337–395, 2016
6. Alazard, T., Métivier, G.: Paralinearization of the Dirichlet to Neumann operator, and regularity of three-dimensional water waves. *Commun. Partial Differ. Equ.* 34(12), 1632–1704, 2009
7. Anantharaman, N., Macià, F.: Semiclassical measures for the Schrödinger equation on the torus. *J. Eur. Math. Soc.* 16(6), 1253–1288, 2014
8. Bardos, C., Lebeau, G., Rauch, J.: Sharp sufficient conditions for the observation, control, and stabilization of waves from the boundary. *SIAM J. Control Optim.* 30(5), 1024–1065, 1992
9. Benjamin, T.B., Olver, P.J.: Hamiltonian structure, symmetries and conservation laws for water waves. *J. Fluid Mech.* **125**, 137–185, 1982
10. Beyer, K., Günther, M.: On the Cauchy problem for a capillary drop. Part I: irrotational motion. *Math. Methods Appl. Sci.* **21**(12), 1149–1183, 1998
11. Bony, J.M.: Calcul symbolique et propagation des singularités pour les équations aux dérivées partielles non linéaires. *Annales scientifiques de l’École Normale supérieure*. **14**(2), 209–246, 1981
12. Bourgain, J.: *On the Control Problem for Schrödinger Operators on Tori*, pp. 97–105. Springer, Berlin 2014
13. Bourgain, J., Burq, N., Zworski, M.: Control for Schrödinger operators on 2-tori: rough potentials. *J. Eur. Math. Soc.* **15**(5), 1597–1628, 2013
14. Burq, N.: Mesures semi-classiques et mesures de défaut. *Séminaire Bourbaki* **39**, 167–195, 1997
15. Burq, N., Gérard, P.: *Contrôle Optimal des Equations aux Derivées Partielles*. Ecole Polytechnique, Département de mathématiques, Palaiseau 2002
16. Burq, N., Gérard, P.: Condition nécessaire et suffisante pour la contrôlabilité exacte des ondes. *Comptes Rendus de l’Académie des Sciences-Series I-Mathematics* **325**(7), 749–752, 1997
17. Burq, N., Gérard, P., Tzvetkov, N.: Strichartz inequalities and the nonlinear Schrödinger equation on compact manifolds. *Am. J. Math.* **126**(3), 569–605, 2004
18. Burq, N., Zworski, M.: Geometric control in the presence of a black box. *J. Am. Math. Soc.* **17**(2), 443–471, 2004
19. Burq, N., Zworski, M.: Control For Schrödinger operators on tori. *Math. Res. Lett.* **19**(2), 309–324, 2012
20. Craig, W., Sulem, C.: Numerical simulation of gravity waves. *J. Comput. Phys.* **108**(1), 73–83, 1993
21. Dimassi, M., Sjöstrand, J.: *Spectral Asymptotics in the Semi-classical Limit*. Cambridge University Press, Cambridge 1999
22. Gérard, P.: Mesures semi-classiques et ondes de Bloch. Séminaire Équations aux dérivées partielles (Polytechnique), 1–19, 1991.
23. Gérard, P., Leichtnam, É.: Ergodic properties of eigenfunctions for the Dirichlet problem. Université de Paris-sud, Département de mathématiques, 1992
24. Haraux, A.: Séries lacunaires et contrôle semi-interne des vibrations d’une plaque rectangulaire. *J. Math. Pures Appl.* **68**(4), 457–465, 1989
25. Hörmander, L.: *The Analysis of Linear Partial Differential Operators III: Pseudo-Differential Operators*. Springer, Berlin 2007
26. Hörmander, L.: *Lectures on Nonlinear Hyperbolic Differential Equations*. Springer, Berlin 1997
27. Iftim, M., Tataru, D.: The lifespan of small data solutions in two dimensional capillary water waves. *Arch. Ration. Mech. Anal.* **225**(3), 1279–1346, 2017
28. Ionescu, A.D., Pusateri, F.: Recent advances on the global regularity for irrotational water waves. *Philos. Trans. R. Soc. A.* **376**(2111), 20170089, 2018. https://doi.org/10.1098/rsta.2017.0089
29. Jaffard, S.: Contrôle interne exact des vibrations d’une plaque rectangulaire. *Port. Math.* **47**(4), 423–429, 1990
30. Kano, T., Nishida, T.: Sur les ondes de surface de l’eau avec une justification mathématique des équations des ondes en eau peu profonde. *J. Math. Kyoto Univ.* **19**(2), 335–370, 1979
31. Lannes, D.: Well-posedness of the water-waves equations. *J. Am. Math. Soc.* **18**(3), 605–654, 2005
32. Lannes, D.: The water waves problem. Mathematical Surveys and Monographs, 188, 2013
33. Lebeau, G.: Contrôle de l’équation de Schrödinger. *J. Math. Pures Appl.* **71**(3), 267–291, 1992
34. Lebeau, G.: Équations des ondes amorties. Séminaire Équations aux dérivées partielles (Polytechnique), 1–14, 1996.
35. Lions, J.L.: Contrôlabilité exacte, stabilisation et perturbations de systèmes distribués. Tome I. Contrôlabilité exacte. Rech. Math. Appl., 8, 1988.
36. Lions, J.L.: Exact controllability, stabilization and perturbations for distributed systems. SIAM Rev. 30(1), 1–68, 1988.
37. Lions, P.L., Paul, T.: Sur les mesures de Wigner. Rev. Mat. Iberoam. 9(3), 553–618, 1993.
38. Métivier, G.: Para-Differential Calculus and Applications to the Cauchy Problem for Nonlinear Systems. Edizioni della Normale, Pisa 2008.
39. Miller, L.: Controllability cost of conservative systems: resolvent condition and transmutation. J. Funct. Anal. 218(2), 425–444, 2005.
40. de Poyfféré, T., Nguyen, Q.H.: A paradifferential reduction for the gravity-capillary waves system at low regularity and applications. Bull. Soc. Math. France. 145(4), 643–710, 2017.
41. Rauch, J., Taylor, M.: Decay of solutions to nondissipative hyperbolic systems on compact manifolds. Commun. Pure Appl. Math. 28(4), 501–523, 1975.
42. Staffilani, G., Tataru, D.: Strichartz estimates for a Schrödinger operator with non-smooth coefficients. Commun. Partial Differ. Equ. 27(7–8), 1337–1372, 2002.
43. Wu, S.: Well-posedness in Sobolev spaces of the full water wave problem in 2-D. Invent. Math. 130(1), 39–72, 1997.
44. Wu, S.: Well-posedness in Sobolev spaces of the full water wave problem in 3-D. J. Am. Math. Soc. 12(2), 445–495, 1999.
45. Wang X.: Global regularity for the 3D finite depth capillary water waves. arXiv preprint arXiv:1611.05472, 2016.
46. Yoshikawa, H.: Gravity waves on the free surface of an incompressible perfect fluid of finite depth. Publ. Res. Inst. Math. Sci. 18(1), 49–96, 1982.
47. Yoshikawa, H.: Capillary-gravity waves for an incompressible ideal fluid. J. Math. Kyoto Univ. 23(4), 649–694, 1983.
48. Zworski, M.: Semiclassical Analysis. American Mathematical Society, Providence 2012.
49. Zakharov, V.E.: Stability of periodic waves of finite amplitude on the surface of a deep fluid. J. Appl. Mech. Tech. Phys. 9(2), 190–194, 1968.
50. Zuazua, E.: Controllability and observability of partial differential equations: some results and open problems. Handb. Differ. Equ. Evol. Equ. 3, 527–621, 2007.

H. Zhu
Laboratoire de Mathématiques d’Orsay, Univ. Paris-Sud, CNRS, Université Paris-Saclay, 91405 Orsay, France.
e-mail: hzhu.pde@gmail.com

(Received August 2, 2018 / Accepted December 16, 2019)
Published online January 2, 2020
© Springer-Verlag GmbH Germany, part of Springer Nature (2020)