Signal Modulation Identification Based on Deep Learning in FBMC/OQAM Systems
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Abstract

Signal modulation identification (SMI) has always been one of hot issues in filter-bank multicarrier with offset quadrature amplitude modulation (FBMC/OQAM), which is usually implemented by the machine learning-based feature extraction. However, it is difficult for conventional methods to extract the signal feature, resulting in a limited probability of correct classification (PCC). To tackle this problem, we put forward a novel SMI method based on deep learning to identify FBMC/OQAM signals in this paper. It is noted that the block repetition is employed in the FBMC/OQAM system to achieve the imaginary interference cancelation. In the proposed deep learning-based SMI technique, the in-phase and quadrature samples of FBMC/OQAM signals are trained by the convolutional neural network. Subsequently, the dropout layer is designed to prevent overfilling and improve the identification accuracy. To evaluate the proposed scheme, extensive experiments are conducted by employing datasets with different modulations. The results show that the proposed method can achieve better accuracy than conventional methods.

1. Introduction

Filter-bank multicarrier with offset quadrature amplitude modulation (FBMC/OQAM) has been considered as one of the potential physical-layer techniques for future wireless communications [1–4]. Owing to the use of pulse shaping filter with low spectrum sidelobe, FBMC/OQAM offers the high spectrum utilization and good ability of asynchronous transmission [1, 2]. In addition, the cyclic prefix is not required in FBMC/OQAM, leading to a high spectral efficiency. However, in contrast to the classical orthogonal frequency division multiplexing (OFDM), the orthogonality of FBMC/OQAM only holds in the real-valued field. To meet the orthogonality condition, FBMC/OQAM systems transmit real-valued symbols obtained by the real and imaginary parts of complex-valued QAM symbols, and there exist imaginary interferences among the transmitted real-valued symbols, called the intrinsic imaginary interference [3]. The imaginary interference will make a major effect on the algorithms about the parameter estimation, which has to be considered in the algorithm design.

With the rapid development of wireless communications, noncooperative communications will be very common in military and civilian areas. In order to identify different modulations of the received signals, signal modulation identification (SMI) is required in the noncooperation wireless communications [5, 6]. For instance, diverse eavesdropping risks can be identified in wireless links by the SMI technique, which ensure the system integrity [7]. In the electronic countermeasure, the signal modulation type is first required to estimate from the intercepted electromagnetic waves. On this basis, the intercepted signal could be decrypted further [8]. Therefore, SMI has been regarded as one of the most crucial techniques when we design a noncooperative communication system. Developing the accurate SMI method is necessary to identify FBMC/OQAM signals [9] since the SMI design is a big challenge to identify types of FBMC/OQAM signals.
So far, most existing modulation identification approaches are based on feature extraction and machine learning classification. A lot of SMI schemes are developed by combining different machine learning-based classifiers and feature extraction strategies [10]. However, since conventional feature extraction schemes rely on statistics, it is difficult for these methods to extract the signal features of different modulation types. As a result, the classification result is vulnerable to mix up. In addition, machine learning-based SMI schemes will suffer performance bottleneck for the problem associated with big data. That is to say, the probability of correct classification is not good enough, which indicates unpreferred in practical FBMC/OQAM systems. To solve this issue, deep learning (DL) has been deemed to be one of effective techniques to deploy SMI [11]. In [12], an enhanced identification scheme was presented based on deep neural network (DNN). In [13], the genetic programming (GP) was combined with the \( k \)-nearest neighbor (KNN) to identify four modulation types accurately.

In this paper, we propose a novel SMI technique based on the convolutional neural network (CNN) to make an identification on FBMC/OQAM signals. It is noted that the block repetition is employed in the FBMC/OQAM system to achieve the imaginary interference cancelation. In the proposed scheme, 3 fully connected layers and 2 convolutional layers are designed. In addition, the dropout layer is designed to lower the interaction neurons of the same layer. To evaluate the proposed scheme, extensive experiments are conducted by employing datasets with different modulations. The results show that the proposed method can achieve better accuracy than conventional methods.

The rest of the paper is organized as follows. The system model of FBMC/OQAM with block repetition is introduced briefly, as well as the model of the deep learning in Section 2. Subsequently, the proposed SMI method is presented in Section 3. Section 4 gives experimental results, followed by the conclusion in Section 5.

2. Model of FBMC/OQAM

Figure 1 depicts the baseband FBMC/OQAM system diagram with \( M \) subcarriers. The transmitted signal of each FBMC/OQAM subcarrier gets through a pulse shaping filter. \( d_{mn} \) is the transmitted symbol at the time frequency position \((m, n)\). Denote \( g[l] \) as the pulse shaping filter for all subcarriers in FBMC/OQAM, which has the even and symmetric coefficients and exhibits the extremely low spectrum sidelobe [2]. According to Figure 1, the transmitted signal of FBMC/OQAM can be expressed as follows [3, 14]:

\[
s[l] = \sum_{m=0}^{M-1} \sum_{n=2}^{M} d_{mn} g\left[l - n - \frac{M}{2}\right] e^{(j2\pi ml)/M} e^{(j\pi (mn))/2}.
\]

(1)

Assume \( h[l] \) is the Rician fading channel. The transmitted signal \( s[l] \) passes through the channel \( h[l] \), and the received signal can be written as

\[
r[l] = h[l] * s[l] + \eta[l],
\]

(2)

where \(*\) represents the convolution operator and \( \eta[l] \) stands for the additive white Gaussian noise [15].

Then, after FBMC/OQAM demodulation at the receiver, it can obtain the following [16, 17]:

\[
\tilde{d}_{mn} = \sum_{l=-\infty}^{\infty} r[l] e^{-\frac{j2\pi ml}{M}} e^{-\frac{j\pi (mn+l)/2}}
\]

\[
= H_{m,n} \left( d_{mn} + \sum_{m',n' \in \mathcal{M}(m,n)} d_{m',n'} \eta_{m',n'} \right) + \eta_{m,n} \]

\[
= H_{m,n} \left( d_{mn} + j\delta_{mn} \right) + \eta_{m,n},
\]

(3)

where \( \eta_{m,n} \) is the imaginary interference factor in FBMC/OQAM, which is a pure imaginary value. \( \delta_{mn} \) is the imaginary interference to the symbol \( d_{mn} \) [17], and \( \eta_{m,n} \) is the noise to the symbol \( d_{mn} \). Note that, although \( \eta[l] \) is white Gaussian noise, \( \eta_{m,n} \) is not white due to the real-valued orthogonality of FBMC/OQAM systems. \( H_{m,n} \) is the channel frequency response at the subcarrier \( m \). For the time-invariant channels, the value of \( H_{m,n} \) is not relevant to the time index \( n \).

It has been demonstrated that the imaginary interference factor \( \eta_{m,n} \) is symmetrical [18]. On this basis of symmetric, the block repetition is designed in FBMC/OQAM to achieve the imaginary interference cancelation [18, 19]. As shown in Figure 2, the frame consists of two parts, i.e., original block and repeated block. \( d_{mn} \), \( m \in \{0, M-1\} \), \( n \in \{0, N-1\} \) are the symbols in the original block, which are obtained from the QAM constellation. \( a_{m,n,N} \) are the symbols in the repeated block, and it is noted that \( a_{m,n,N} = a_{m,n-M-1} \).

At the receiver, the demodulations of original block and repeated block are, respectively, written as

\[
\tilde{d}_{mn} = H_{m,n} \left( d_{mn} + j\delta_{mn} \right) + \eta_{m,n}, \quad n = 0, 1, \ldots, N-1,
\]

(4)

\[
\tilde{d}_{m,n2N-1-n} = H_{m,n2N-1-n} \left( d_{m,n2N-1-n} + j\delta_{m,n2N-1-n} \right)
\]

\[
+ \eta_{m,n2N-1-n}
\]

\[
= H_{m,n} \left( d_{mn} + j\delta_{mn} \right) + \eta_{m,n2N-1-n}, \quad n = 0, 1, \ldots, N-1.
\]

(5)

Note that, the imaginary interferences of the original block and repeated block satisfy the following equation [18], i.e.,

\[
\delta_{mn} + \delta_{m,n2N-1-n} = 0.
\]

(6)

Subsequently, the imaginary interferences can be removed by the following linear combination:

\[
\tilde{d}_{mn} + \tilde{d}_{m,n2N-1-n} = H_{m,n} d_{mn} + \frac{\eta_{m,n} + \eta_{m,n2N-1-n}}{2}.
\]

(7)
When the factor $\kappa$ goes to zero gradually, the Rician distribution will become a Rayleigh distribution.

3. Proposed Deep Learning-Based SMI

3.1. CNN Algorithm. After converting to IQ samples, the FBMC/OQAM signal can be used to train the CNN. As a commonly used algorithm, CNN is one of hot research issues in the area of artificial intelligence. The CNN structure mainly includes input layers, convolution layer, pooling layer, fully connected layer, and output layer. The main features of CNN are summarized as follows:

(i) Local Connection. For this connection, each neuron is not required to connect the whole neurons from the upper layer but only a small part of neurons, which can reduce the parameters significantly.

(ii) Weight Sharing. It not required that each connection corresponds to one weight. Instead, one set of connections has the same weight, which is also beneficial to reduce the number of parameters.

(iii) Down Sampling. The number of samples for each layer can be reduced by the pooling layer, which can enhance the model robustness.

In the CNN structure, the convolution layer is the most important part, which can be compared with the convolution operation in calculus. For instance, the convolutional signal between a time-domain signal $x[k]$ and a time-domain signal $w[k]$ can be written as

$$y[k] = \sum_{l} x[k - l]w[l].$$

(12)

For the two-dimension signals $x[p, q]$ and $w[p, q]$, the convolutional signal can be written as

$$y[p, q] = \sum_{k} \sum_{l} x[p - k, q - l]w[k, l].$$

(13)

It is noteworthy that the convolution formula in the CNN algorithm has a difference slightly with the above-mentioned convolution definition. For example, the two-dimensional convolution in CNN is written as
\[ y[p, q] = \sum_k \sum_l x[p + k, q + l]w[k, l]. \quad (14) \]

### 3.2. Deep Learning-Based SMI Method

In this subsection, the deep learning-based SMI method is proposed via the CNN algorithm, in which 2 convolutional layers and 3 fully connected layers are included, as shown in Figure 3. Specifically, the first one of convolutional layers consists of 128 convolution kernels with the 1 \times 16 dimension matrix for every convolution kernel. As for the second one of convolutional layers, there exist 64 convolution kernels with the 2 \times 8 dimension matrix for every convolution kernel. The neuron numbers of the 3 fully connected layers are 256, 128, and \( \lambda \), respectively. Note that, \( \lambda \) denotes the number of the modulation modes used in FBMC/OQAM systems. In addition, except the last one of 3 fully connected layers, the activation function of all layers is the parametric rectified linear unit (PReLU), which can effectively reduce the problem of the gradient disappearance during the operation of back-propagation. As for the last one of 3 fully connected layers, softmax is taken to acquire the probability distribution matrix.

In addition, the dropout layer is added in the first 4 layers in the proposed deep learning-based SMI structure to decrease the overfitting effectively. In a circle, some neurons are randomly selected in the neural layer and are hidden temporarily. Subsequently, the training process of the CNN is carried out. In the next circle, some other neurons will be hidden until the training ends. Note that, the proposed scheme can decrease the interaction among neurons, which makes the technique more generalizable.

### 3.3. Dataset

To verify the proposed method, two datasets are created for the task of SMI. The modulations in dataset \( \theta_1 \) consist of BPSK, QPSK, 8PSK, and 16QAM, and the modulations in dataset \( \theta_2 \) include BPSK, QPSK, 8PSK, 16QAM, and 64QAM. For the training and testing of CNN, 40000 data samples are created for each modulation. For example, for a certain signal-to-noise ratio (SNR), there are 160000 data samples that are input into the neural network. Note that, the samples for training take up 70% of the whole samples and the samples for testing take up 30% of the whole samples.

(a) IQ Samples. Through the FBMC/OQAM modulation and the channel, the \( r \)-th samples can be obtained as

\[ S_r = [s_0, s_1, \ldots, s_{N_s}], \quad (15) \]

where \( N_s \) stands for the number of samples and \( s_0 \) is the value of the \( l \)-th sample. Since \( s_t \) is a complex-valued number, it can be rewritten as

\[ s_t = \Re[s_t] + j\Im[s_t], \quad (16) \]

where \( \Re[\cdot] \) and \( \Im[\cdot] \) represent the operations of taking real and imaginary parts, respectively. \( \Re[s_t] \) and \( \Im[s_t] \) stand for the in-phase component and quadrature component of the signal.

(b) AP Samples. The module and phase of \( s_1 \) can be obtained as

\[ A = \sqrt{\Re[s_t]^2 + \Im[s_t]^2}, \quad (17) \]

\[ \theta = \arctan \frac{\Im[s_t]}{\Re[s_t]}, \quad (18) \]

(c) Manmade Features. The higher order cumulants (HOC) feature can be calculated, and the manmade feature can be constituted by combining the instantaneous feature of the signal.

### 4. Experiment Results

In this section, experiments are conducted to verify the performance of the proposed deep learning-based SMI technique in the noncooperative FBMC/OQAM system. We also give compare the identification accuracy with conventional methods. In the experiments, 256 subcarriers are considered in the FBMC/OQAM system, and only 16 subcarriers are active. In addition, each subcarrier contains 8 symbols. As for the Rician channel, the Rician factor is 20 and the sampling frequency is 10kHz, suffering from a Doppler frequency offset 400 Hz. In the experiment, 3 existing classification schemes are used for the comparison, which are all machine learning-based methods, i.e., CNN with IQ samples, CNN with AP samples, and deep neural network (DNN) with manmade features extracted by logistic regressive.

Figure 4 depicts the PCC comparison between the proposed scheme and the existing schemes, in which dataset \( \theta_1 \) is used for training. From the results, the PCC of the proposed scheme is improving gradually, while the existing methods remain unchanged almost. When SNR > 20 dB, the accuracy of modulation identification nearly achieves 100% by the proposed deep learning-based SMI technique. In addition, the CNN with AP samples can achieve better PCC accuracy than the DNN method with manmade features which is because that CNN can extract the data features automatically via the convolution kernel.

As shown in Figure 5, the PCCs for different modulation modes are depicted by the CNN with IQ samples. From the results, the BPSK modulation can always be identified correctly at the whole range of the SNR, while the other three modulations suffer the accuracy degradation at the SNR range below 15 dB. When the SNR comes to the high SNR range, the PCCs of all modulations stabilize gradually. Above all, the proposed technique can achieve high PCC accuracy for the signal modulation identification.

In Figures 4 and 5, dataset \( \theta_1 \) is used for the signal identification to evaluate the proposed SMI technique. However, the performance may be affected by the introduction of a new modulation in practice. To demonstrate the robustness of the proposed scheme, dataset \( \theta_2 \) is used for the causing the dataset mismatch. Figure 6 shows the PCCs of
the proposed scheme under the dataset mismatch. From the result, the curve trend of Figure 6 is similar to that of Figure 4, and the PCC accuracy remains steady in the proposed scheme, achieving the accuracy of above 90%. (The mismatch of the datasets has no damage on the signal modulation identification.

In the following experiments, the sample points of the signal are increased to verify the proposed deep learning-based SMI technique. Figure 7 depicts the PCC comparison of the proposed scheme under different sample points, in which dataset \( \theta_1 \) is employed. From the results, the proposed scheme with 256 points can achieve higher PCC accuracy than the method with 128 sample points. Especially, the performance difference is more obvious at low SNR. The reason is that, as the sample points increase, more features of
the signal can be extracted by the CNN algorithm, improving the identification accuracy effectively.

5. Conclusions

In this paper, a deep learning-based SMI technique was presented to identify FBMC/OQAM signals in a non-cooperative system. To achieve the imaginary interference cancellation, the concept of block repetition was employed in the FBMC/OQAM system to generate signals. In the proposed scheme, 3 fully connected layers and 2 convolutional layers were designed. In addition, the dropout layer was designed to lower the interaction neurons of the same layer.

To evaluate the proposed scheme, extensive experiments were conducted by employing datasets with different modulations. The results indicated that the proposed deep learning-based SMI scheme exhibited high accuracy of modulation identification and strong robustness.
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