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INTRODUCTION

Cancer is a complex disease that is characterized by uncontrolled cell growth. At the genetic level, cancer research has focused primarily on identifying oncogenes and tumor suppressors that initiate and promote the cancer phenotype (Bishop and Weinberg, 1996). Thus, the loss or gain of function in tumor suppressors or oncogenes induces changes in the regulatory mechanisms that control key processes associated with carcinogenesis, such as cell transformation, proliferation, invasion, intravasation, and metastasis (Thiery, 2002). Notably, several processes associated with the progress of this disease have been identified as the hallmarks of cancer. Currently, these hallmarks are sustained proliferative signaling, the evasion of growth suppressors, resistance to cell death, the induction of angiogenesis, the activation of invasion and metastasis, replicative immortality, tumor-promoting inflammation and the reprogramming of energy metabolism (Hanahan and Weinberg, 2011). With the recent advances in metabolome technology, there is now great interest in elucidating how metabolic profiles change to meet the metabolic demand during carcinogenesis. One of the most clear lines of evidence supporting these metabolic alterations in cancer cells is that cancer cells preferentially use glycolysis instead of aerobic respiration to obtain ATP even under aerobic conditions; this finding is known as the Warburg effect (Ward and Thompson, 2012). From an energetic point of view, glycolysis is a less efficient mechanism to produce ATP compared with oxidative phosphorylation (2 ATP molecules and 36 ATP molecules, respectively, produced from 1 molecule of glucose). Given the much higher efficiency of oxidative phosphorylation, a question arises: what is the metabolic advantage of using glycolysis to sustain the uncontrolled proliferation of cancer cells. To explain this apparent contradiction, Warburg proposed that cancer cells do not have functional mitochondria (Warburg, 1956); however, contrary to this hypothesis, there is evidence that the oxidative phosphorylation pathway is active in some human cancer cells (Weinhouse, 1976). Hence, the central question still requires an answer. To this end, there have been many hypotheses to explain this metabolic preference, for example, the hypothesis that the use of glycolysis is an effect of oxygen deprivation in the tumor. Oxygen deprivation is observed in some areas of solid tumors, and as a consequence, there could be reduced dependence of energetic metabolism on aerobic respiration (Braun et al., 2001). Furthermore, there is evidence that the prolonged exposure of cells to hypoxia promotes activity that favors the cancer phenotype, including the activation of hypoxia-inducible factor (HIF-1α), which is an important regulator of the metabolic activity of glycolysis and the glucose
uptake rate (Robey et al., 2005; Brahimi-Horn et al., 2007). However, even though the activation of HIF-1α may be a reasonable explanation, HIF-1α has been shown to be expressed in tumor cells even in the presence of oxygen (pseudo-hypoxia), and therefore, this piece of the puzzle remains unsolved (King et al., 2006). In our opinion, finding the answer requires the combined use of high-throughput experiments and computational models able to determine which metabolic pathways are necessary to support the cancer phenotype and how these pathways are organized to support aerobic glycolysis during cancer cell proliferation. The understanding of such a phenomenon is crucial to the development of systematic schemes that contribute to identifying mechanisms that may reverse or delay the development of a malignant state. To contribute to this field of research, we present and discuss a computational analysis of the central metabolic pathway in cancer cell lines. This formalism—based on constraint-based modeling—allows us to (1) integrate high-throughput data, (2) generate biological hypothesis regarding the crucial pathways involved in cancer, and (3) design experiments to evaluate the in silico predictions. By analyzing specific examples, we provide evidence that this formalism can serve as a rational guide for identifying enzymatic targets with the potential to inhibit the cancer phenotype.

HIGH-THROUGHPUT TECHNOLOGY: TOP–DOWN DESCRIPTION

Integrative approaches in systems biology can be used to organize and interpret experimental data and to provide a greater understanding of the metabolic principles that underlie the cancer phenotype. To this end, high-throughput technologies (HTs) are a valuable tool to characterize the global activity of living organisms through the analysis of massive amounts of data on gene expression, protein concentrations, or metabolic profiles, to name a few examples. Importantly, the profiles obtained from these data constitute a way to characterize the phenotype of a microorganism through qualitative and quantitative procedures, both of which are important tools to assess the results obtained from computational models.

Overall, these technologies have contributed to the understanding of some mechanisms that trigger the cancer phenotype at diverse biological levels, and currently, there is an overwhelming number of genes, proteins, and metabolites whose activities are known to be associated with the evolution of this disease. For instance, Kreig et al. demonstrated in 2004 that alterations at the subunit level of a single enzyme complex (cytochrome c oxidase) are correlated with altered metabolism in tumors (Krieg et al., 2004).

In 2009, Sreekumar et al. reported the profiles of more than 1126 metabolites across 262 clinical samples related to prostate cancer. These unbiased metabolome profiles were able to distinguish benign clinically localized prostate cancer and metastatic disease (Sreekumar et al., 2009). Furthermore, Fan et al. studied the metabolic perturbations arising from malignant transformation in human lung cancers in situ (Fan et al., 2009). They investigated these metabolic changes by infusing uniformly labeled 13C-glucose into human lung cancer patients, followed by resecting and processing paired non-cancerous lung tissues and non-small cell carcinoma tissues, as well as blood plasma. Complementary, in 2010, Bottomly et al. used massively parallel sequencing (ChIP-seq) to provide evidence that the Wnt/β-catenin and mitogen signaling pathways intersect directly to regulate a defined set of target genes in colon cancer (Bottomly et al., 2010). Equally important, in 2010, Huarte and Rinn, using ChIP-seq, provided data that improved the understanding of the role that large ncRNAs have in cancer pathways (Huarte and Rinn, 2010). Large ncRNAs are also emerging as important regulatory molecules in tumor-suppressor and oncogenic pathways. Notably, the metabolic pathways associated with the cancer phenotype have been studied using these and others methods, and the potential control of metabolism has opened up an alternative avenue for designing novel therapeutic approaches in cancer treatment (Godinot et al., 2007). In 2009, Vanableset et al. published a study in which microarrays were used to show that approximately half of all active alternative splicing events in ovarian and breast tissues were altered in tumors, and many of these events seem to be regulated by the binding of a single factor: the RNA binding protein FOX2 (Vanable et al., 2009). As we said before, there is an overwhelming number of examples showing the use of HTs to provide a greater understanding of cancer phenotype, but an extensive discussion of these achievements falls outside to the purpose of this review.

In light of these and other findings reported in the literature, carcinogenesis can be characterized as a particular metabolic phenotype in an organism that results from anomalous interactions among many biological components (genes, proteins, ncRNA, metabolites, etc.); in other words, carcinogenesis can be characterized as a dysfunctional state of a biological network. Thus, to understand the biochemical mechanisms that sustain cancer, it makes sense to study this disease in a collective way, i.e., as a result of interacting networks. At this stage, there are some issues that must be addressed; for instance, once we have experimental data regarding gene expression or the proteome, how do we handle these data and construct a coherent history of the metabolic activity associated with the cancer phenotype in a microorganism. Which metabolic pathways have a central role in cancer and how can these pathways be used to identify potential targets for clinical treatment. Despite the enormous contribution of HTs to the identification of the genetic and metabolic mechanisms that favor the development of cancer, most of these top-down schemes are descriptive and non-predictive. Thus, to move toward a quantitative and predictive scheme, the use of computational modeling for genome-scale metabolic reconstruction is necessary. In this context, there are different schemes for the computational modeling of metabolic pathways, but herein we focus on Flux Balance Analysis (FBA), a paradigm in systems biology whose utility to understand and predict metabolic states has been proven in a variety of microorganisms (Resendis-Antonio et al., 2007, 2010, 2011, 2012; Orth et al., 2010; Schellenberger et al., 2011; Benedict et al., 2012; Kim and Reed, 2012; Martinez et al., 2012; Paglia et al., 2012; Pardelha et al., 2012; Tilghman et al., 2012).

FLUX BALANCE ANALYSIS

Constraint-based modeling is a successful framework in systems biology that has proven useful to explore the metabolic activity...
in microorganisms and whose principles and methods can be reviewed elsewhere. Among the computational methods classified in this framework, FBA constitutes a fundamental tool for integrating high-throughput data and assessing predictions regarding genotype–phenotype relationships (Orth et al., 2010; Schellenberger et al., 2011). Briefly, having selected the metabolic reconstruction of a microorganism, FBA lets us identify the space spanned by feasible metabolic capacities for the organism under steady state conditions by imposing thermodynamic, enzymatic, and regulatory constraints. This space contains an overwhelming number of metabolic states, and in turn each state represents different strategies that balance the metabolic requirements of the cell and the nutrients available in the environment. Importantly, not all these states produce equivalent metabolic phenotypes, for instance, an equivalent level of biomass production, because some states are more efficient than others. Thus, having selected a specific biological objective, for instance, biomass production, the problem in FBA is reduced to finding the metabolic state, or states, that maximize or minimize that phenotype. The elucidation of the metabolic state associated with a specific physiological situation requires two steps: (1) the reconstruction of an objective function (OF) that represents a biological process, which, for instance can be biomass production or the production of a specific metabolite; and (2) the identification of a metabolic state that maximizes or minimizes this state by an OF. A FBA workflow with the required data and methodologies is shown in Figure 1 and Appendix. Understanding the metabolic alterations that distinguish cancer cells from normal cells requires systemic and systematic schemes to uncover the mechanisms that support the cancer phenotype, and this understanding will facilitate the design of more effective treatments. In the remainder of this short review, we will specially focus on how FBA can be a useful tool for this latter purpose. Thus, the purpose of this paper is to show how in silico analysis can serve as a guide for modeling and exploring the metabolic consequences of the Warburg effect, the implications of this effect regarding the cancer phenotype and how genome-scale computational modeling have two advantages: (1) this model can demonstrate how to explore the relationship between constraint-based modeling and phenotype in cancer cell lines, and (2) this model constitutes a proper framework to explore how the perturbations of some enzymes participating in central metabolism can affect the cancer phenotype. Clearly, this latter information is necessary to calibrate the model and evaluate the in silico predictions. However, given that metabolic alterations in cancer cells have consequences with respect to network organization, there will be additional pathways—not considered herein—that can play an important role in driving carcinogenesis. This latter point is an avenue that should be explored in more detail. Despite this simplification, we show that this first approach meets the goals of this paper: to provide evidence that constraint-based modeling is a coherent framework to analyze the metabolic state associated with the cancer phenotype and to predict the genotype–phenotype relationship in cancer cell lines.

**MODELING CANCER METABOLISM**

As we described above, the Warburg effect is a fundamental metabolic process that contributes to the malignant transformation of most cancer cells. The fundamental nature of this effect makes it attractive to study, and consequently, the understanding of this effect could have conceptual and practical implications for new clinical treatments. With this aim in mind, in this section, we will briefly discuss how constraint-based modeling can be used as a computational tool to characterize the metabolic activity of cancer cells during aerobic glycolysis. Furthermore, we will focus on showing the practical implications of constraint-based modeling that may interest biomedical researchers in the field of cancer research. For the sake of simplicity, our results are constrained to a metabolic reconstruction whose set of reactions represents the central metabolism in a cell exposed to specific external conditions (see Figure 2). Although this metabolic network—containing only 89 reactions and 98 metabolites—is only a subset of the human metabolic reconstruction, we argue that it serves as a baseline to exemplify the method and, simultaneously, as a benchmark to assess the in silico predictions in terms of the experimental data currently found in the literature. In particular, we will show that our method can be used as an auxiliary computational tool for identifying a set of enzymes with an important role in supporting the metabolic phenotype in cancer cells. To explore the metabolic activity in cancer cells using the perspective of constraint-based modeling, three requirements should be met systematically: (1) the metabolic reconstruction of a human cell, (2) the definition of an OF associated with a physiological state, and (3) the completion of computational simulations and the experimental assessment of their outputs.

**METABOLIC RECONSTRUCTION**

Once one has identified the organism of study, the immediate questions are how to define the physical limits of the system and how to define the number of metabolic reactions in the network to be included in the analysis. With the goal of analyzing the metabolic state associated with the Warburg effect, we assumed that the following metabolic pathways define our system: glycolysis, the pentose phosphate pathway, the TCA cycle, and oxidative phosphorylation (see Figure 2). In addition, we considered our system to be capable of importing glucose and glutamine and exporting lactate. These properties are in agreement with the fact that cancer cells have an increased uptake rate of glucose and that carcinogenesis proceeds in an acidic microenvironment.

In the rest of this work, our discussion will be centered on a metabolic reconstruction of the central metabolism in human cells. As we show, this metabolic reconstruction and its computational modeling have two advantages: (1) this model can demonstrate how to explore the relationship between constraint-based modeling and phenotype in cancer cell lines, and (2) this model constitutes a proper framework to explore how the perturbations of some enzymes participating in central metabolism can affect the cancer phenotype. Clearly, this latter information is necessary to calibrate the model and evaluate the in silico predictions. However, given that metabolic alterations in cancer cells have consequences with respect to network organization, there will be additional pathways—not considered herein—that can play an important role in driving carcinogenesis. This latter point is an avenue that should be explored in more detail. Despite this simplification, we show that this first approach meets the goals of this paper: to provide evidence that constraint-based modeling is a coherent framework to analyze the metabolic state associated with the cancer phenotype and to predict the genotype–phenotype relationship in cancer cell lines.

**BIOMASS PRODUCTION BY CANCER CELLS: CONSTRUCTION OF A PROPER OBJECTIVE FUNCTION**

As we explained in the previous sections, an OF is required to perform FBA and find the metabolic state associated with specific environmental conditions. From a phenomenological point of view, cancer cells exhibit a metabolic alteration that ensures the biosynthesis of the building blocks required to meet the demand generated by uncontrolled cell proliferation. To identify this dysfunctional metabolic state, we constructed an OF by...
FIGURE 1 | Scheme of Flux Balance Analysis (FBA). First is the definition of the network, HT data is used to complete different levels of information (either in the network, concentration, or fluxes), the network get represented in an stoichiometric matrix. Given the fluxes, the concentration of each metabolite and the stoichiometric matrix the steady state is found.

selecting those metabolites in our reconstruction that are utilized as precursors for producing amino acids, nucleotides, fatty acids, electron carriers, and compounds involved in energy transfer. Hence, taking into account this argument, the OF can be written as:

\[
\text{OF (Biomass)} = c_1\text{ATP} + c_2\text{NADH} + c_3\text{NADPH} + c_4\text{R5P} + c_5\text{ATP} + c_6\text{SUCC}
\]

where all the coefficients \( c_i \), \( i = 1 \ldots 6 \), represent the weight factors required to produce one unit of biomass (nmol/gDW·hr\(^{-1}\)). In this context, it is necessary to identify the metabolic profile that optimizes the OF, and these conditions represent those that yield the maximal biomass production associated with the proliferation of cancer cells. It is important to mention that given that the demand for the production of these metabolites is equally required during normal cell proliferation, our main hypothesis to distinguish the metabolic state associated with normal proliferation from the metabolic state associated with cancer is to assume that this latter state requires a metabolic profile that maximizes the OF. In other words, given that the cancer phenotype is related to uncontrolled cell proliferation, it is a plausible hypothesis that the relationship among the metabolic pathways that maximizes the production of biomass is closely related to cancer metabolism.

EXPLORING THE GENOTYPE–PHENOTYPE RELATIONSHIP IN CANCER METABOLISM

Having defined the uncontrolled cell proliferation in cancer cells using the OF, we can characterize the feasible space of metabolic responses using FBA and eventually identify and explore those metabolic pathways that support the cancer phenotype. Hence, under this assumption, we can identify the metabolic state or states that maximize the OF and, in turn, elucidate the entire metabolic mechanism required to support the cancer phenotype.
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**FIGURE 2** | Central metabolism in cancer cell lines. LAC represents lactate, G6P represents glucose-6-phosphate, F6P represents fructose 6-phosphate, FDP represents fructose 1,6-bisphosphate, G3P represents glyceraldehyde 3-phosphate, 1,3PG represents 1,3-bisphosphoglycerate, 3PG represents 3-phosphoglycerate, 2PG represents 2-phosphoglycerate, PEP represents phosphoenolpyruvate, PYR represents pyruvate, 6PGCL represents 6-phosphogluconolactone, 6PGC represents 6-phosphogluconate, RUSB represents ribulose 5-phosphate, RSP represents Ribose 5-phosphate, XSP represents Xylose 5-phosphate, S7P represents sedoheptulose 7-phosphate, E4P represents erythrose 4-phosphate, OAA represents oxaloacetate, SUC-COA represents succinyl-CoA, ACCOA represents acetyl-CoA.

(see Figure 3). Some advances have been reported recently in this type of scheme for studying metabolism in cancer cells. For instance, it has been reported that the constraint-based modeling of central metabolism was able to qualitatively reproduce an experimental growth curve for the HeLa cancer cell line (Resendis-Antonio et al., 2010). Notably, this study provides a computational methodology that contributes to identifying the metabolic reactions whose activities could be crucial to support the cancer phenotype. This latter issue is a worthy goal to optimize the design of drugs targeting human cancer (see Figure 3).

Among the target enzymes identified by this in silico analysis are glucose transporters and several glycolytic enzymes that are essential for optimizing biomass production enolase (ENO), glyceraldehyde-3-phosphate dehydrogenase (GAPD), phosphoglycerate (PGC), pyruvate kinase (PYK), and lactate dehydrogenase (LDH) (Resendis-Antonio et al., 2010). Consistent with these results, targeting glucose transporters and the phosphorylation steps in glycolytic pathways has been shown to be a complementary strategy for inhibiting the cancer phenotype (Gatenby and Gillies, 2004; Xu et al., 2005; Christofk et al., 2008). For the sake of illustration, in the last part of this article, we will analyze two specific enzymes identified in this analysis: LDH and pyruvate dehydrogenase. An extensive analysis that includes other metabolic pathways has been reviewed previously (Resendis-Antonio et al., 2010). Both enzymes were identified through constraint-based modeling, and in agreement with this result, there is experimental evidence suggesting that the control of the activities of these enzymes can be used as a strategy to regulate the cancer phenotype (see Figure 3) (Shaw, 2006; Hsu and Sabatini, 2008).

LDH contributes to the acidification of the microenvironment and stimulates cancer cell proliferation via the transformation of pyruvate into lactate in the cytoplasm, which consequently is exported outside the cell. As Figure 3 shows, simulations with FBA under low oxygen uptake rates—emulating hypoxia—show that a decrease in the enzymatic activity of LDH is followed by a decreased metabolic activity in the form of glycolysis, as well as decreases in the rates of some reactions in the TCA cycle and pentose phosphate pathway (Resendis-Antonio et al., 2010).
In the case of glycolysis, this metabolic effect has been observed experimentally, and the increased rate of lactate production has been proposed to be a necessary condition for the Warburg effect (Dang and Semenza, 1999). Even more important for practical purposes, there is experimental evidence that the inhibition of LDH reduces the activities of some glycolytic enzymes and consequently can be an alternative mechanism to reduce the growth rate in cancer cells (Fantin et al., 2006).

On the other hand, constraint-based modeling suggests that pyruvate dehydrogenase (PDHm) can perform a central role driving cell proliferation in cancer cell growth (see Figure 3). Supporting this computational finding, there is evidence that the metabolic inhibition of PDHm contributes to the Warburg effect, and in the case of human neck and head squamous carcinomas, the inhibition of PDHm enhances the malignant phenotype (McFate et al., 2008; Jones and Thompson, 2009). This observation makes sense given that the activation of HIF negatively regulates the catalytic activity of PDHm through the activation of pyruvate dehydrogenase kinase 1 (see Resendis-Antonio et al., 2010 and the references therein). Simultaneously, the metabolic phenotype of cancer is favored because HIF induces the overproduction of enzymes that participate in the glycolytic pathway (Dang and Semenza, 1999). In summary, these in silico studies led us to conclude that the combined effect of an increase in aerobic glycolysis (the Warburg effect) and a decrease in the activity of PDHm seems to confer a selective advantage for survival and cell proliferation in cancer cells.

Another interesting question that we can address with constraint-based modeling is the effect of alterations of two selected metabolic reactions in the reconstruction on the cancer cell phenotype (Varma and Palsson, 1994; Price et al., 2004). For this purpose, phenotype phase plane (PPP) analysis is a simple computational procedure to visually explore the value of an OF as a function of alterations in two selected metabolic fluxes. For instance, PPP analysis based on the metabolic activity of PDH and glucose transporters has suggested that an increase in the glucose uptake rate combined with a decrease in the PDHm enzymatic activity may increase the growth rate of cancer cell lines.
only inside of certain region of the feasible metabolic space (see Figure 3). Thus, as one can imagine from these interpretations, constraint-based modeling contributes to the development of biological hypotheses and, in turn, the design of experiments to test these hypotheses.

In light of these results, constraint-based modeling represents an effort to construct a computational platform that can serve as a guide for the descriptive and predictive analysis of cancer metabolism involving continuous dialog with the experimental data.

CONCLUSIONS
Cancer is a multifactorial disease, and the development of effective clinical treatments requires new paradigms and multidisciplinary strategies that systematically integrate (1) physiological knowledge, (2) experimental data on cell activity obtained using different HTIs, and (3) an integrative description of these data in terms of computational modeling. In the case of human cancers, there are a variety of mechanisms by which this dysfunctional phenotype can be triggered; however, some hallmarks have been suggested to be independent of the type of cancer, and they are commonly present in all cancers (Hanahan and Weinberg, 2011). Among these hallmarks, the metabolic transformation that occurs during carcinogenesis is a promising marker that can be used to understand the progression of the disease and its principles and to potentially move toward optimal schemes in drug design. In this work, we have demonstrated how a computational model, based on constraint-based modeling, can be useful to explore the metabolic profile associated with the cancer phenotype. Furthermore, we have shown how this formalism can eventually be useful to identify proteins whose enzymatic activities could be essential to support the cancer phenotype.

Even though the in silico model involves numerous simplifications, we argue that this type of scheme can be used to explore fundamental and practical issues related to cancer in a systematic and systemic manner. Thus, the in silico identification of lactate and pyruvate dehydrogenase as two potential enzymes necessary to support the cancer phenotype exemplifies how constraint-based modeling in systems biology can be useful to understand how metabolism participates in carcinogenesis and, eventually, how such modeling could be used in the design of experimental strategies to limit or delay the progression of the disease. In this review, we have discussed only two enzymes obtained from the FBA, however, other results can be obtained and consequently require further analysis. For instance, constraint-based modeling has suggested that mitochondria-derived citrate constitutes a fundamental metabolite that supports cell proliferation. Thus, taking into account this information in the computational model, the inhibition of ATP citrate lyase in the cytoplasm prevents cancer cell proliferation and tumor growth due to its role in lipid biosynthesis (Hatzivassiliou et al., 2005; Hsu and Sabatini, 2008). Although a simple explanation of this effect is that the inhibition of ATP citrate lyase has the final effect of reducing the production of acetyl-coenzyme, a more detailed analysis should be performed in the future that considers the additional metabolic pathways that can contribute to the formation of acetyl-coenzyme A, for instance, fatty acid metabolism. Overall, these results provide evidence that FBA is an appropriate formalism to simultaneously advance three areas: (1) the integration of high-throughput data from cancer studies, (2) the construction of a formal platform to develop biological hypotheses, and (3) the design experiments to assess the genotype–phenotype relationships identified using in silico procedures.

In our opinion, this paradigm in systems biology—constraint-based modeling—constitutes a cornerstone for the construction of systemic models that will contribute to the understanding of the metabolic activity in cancer cells. Undoubtedly, advances in this understanding will be necessary to create a new paradigm in biomedical sciences to elucidate the changes in normal cell activity and improve the effectiveness of the clinical treatment of human cancers.

ACKNOWLEDGMENTS
Osbaldo Resendis-Antonio thanks the financial support of the Research Chair on Systems Biology- INMEGEN, FunteL-Mexico. The authors are grateful for comments and suggestions from the three referees during the review process of this paper.

REFERENCES
Benedict, M. N., Gonnerman, M. C., Metcalf, W. W., and Price, N. D. (2012). Genome-scale metabolic reconstruction and hypothesis testing in the methanogenic archaeon Methanosarcina acetivorans C2A. J. Bacteriol. 194, 855–865.
Bishop, J. M., and Weinberg, R. A. (ed.). (1996). Molecular Oncology. New York, NY: Scientific American, Inc.
Bottomly, D., Kyler, S. L., McWeeney, S. K., and Yochum, G. S. (2010). Identification of [beta]-catenin binding regions in colon cancer cells using ChIP-Seq. Nucleic Acids Res. 38, 5735–5745.
Brahimi-Horn, M. C., Chiche, J., and Pouyssegur, J. (2007). Hypoxia and cancer. J. Mol. Med. (Bert.) 85, 1301–1307.
Braun, R. D., Lanzen, J. L., Snyder, S. A., and Dewhirst, M. W. (2001). Comparison of tumor and normal tissue oxygen tension measurements using OxyLite or microelectrodes in rodents. Am. J. Physiol. Heart Circ. Physiol. 280, H2533–H2544.
Christofk, H. R., Vander Heiden, M. G., Harris, M. H., Ramanathan, A., Gerszten, R. E., Wei, R., et al. (2008). The M2 splice isoform of pyruvate kinase is important for cancer metabolism and tumor growth. Nature 452, 230–233.
Dang, C. V., and Semenza, G. L. (1999). Oncogenic alterations of metabolism. Trends Biochem. Sci. 24, 68–72.
Fan, T. W., Lane, A. N., Higashi, R. M., Farag, M. A., Gao, H., Bousamra, M., et al. (2009). Altered regulation of metabolic pathways in human lung cancer discerned by (13)C stable isotope-resolved metabolomics (SIRM). Mol. Cancer 8:41. doi: 10.1186/1476-4598-8-41
Fantin, V. R., St-Pierre, J., and Leder, P. (2006). Attenuation of LDH-A expression uncovers a link between glycolysis, mitochondrial physiology, and tumor maintenance. Cancer Cell 9, 425–434.
Gately, R. A., and Gillies, R. J. (2004). Why do cancers have high aerobic glycolysis? Nat. Rev. Cancer 4, 891–899.
Godinot, C., de Laplanche, E., Hervouet, E., and Simonnet, H. (2007). Actuality of Warburg’s views in our understanding of renal cancer metabolism. J. Böeng. Biomembr. 39, 235–241.
Hanahan, D., and Weinberg, R. A. (2011). Hallmarks of cancer: the next generation. Cell 144, 646–674.
Hatzivassiliou, G., Zhao, F., Bauer, D. E., Andreadis, C., Shaw, A. N., Dhanak, D., et al. (2005). ATP citrate lyase inhibition can suppress tumor cell growth. Cancer Cell 8, 311–321.
Hsu, P. P., and Sabatini, D. M. (2008). Cancer cell metabolism: Warburg and beyond. Cell 134, 703–707.
Huarte, M., and Rinn, J. L. (2010). Large non-coding RNAs: missing
Modeling metabolism in cancer.

BMC 2013 | Volume 3 | Article 481 | 8

Frontiers in Physiology | Computational Physiology and Medicine

January 2013 | Volume 3 | Article 481 | 8

Hernández Patiño et al.

Modeling metabolism in cancer: a recipe for cancer growth. Genes Dev. 23, 537–548.

Kim, J., and Reed, J. L. (2012). RELATCH: relative optimality in metabolic networks explains robust metabolic and regulatory responses to perturbations. Genome Biol 13:R78. doi: 10.1186/gb-2012-13-9-778

King, A., Selak, M. A., and Gottlieb, E. (2006). Succinate dehydrogenase and fumarate hydratase: linking mitochondrial dysfunction and cancer. Oncogene 25, 4675–4682.

Krieg, R. C., Knuechel, R., Schiffmann, E., Liotta, L. A., Petricoin, E. F. 3rd, and Herrmann, P. C. (2004). Mitochondrial proteome: cancer-altered metabolism associated with cytochrome c oxidase subunit level variation. Proteomics 4, 2789–2795.

Martinez, V. S., Dietmair, S., Quek, L. E., Hodson, M. P., Gray, P., and Nielsen, L. K. (2012). Flux balance analysis of CHO cells before and after a metabolic switch from lactate production to consumption. Biotechnol. Bioeng. doi: 10.1002/bit.24728. [Epub ahead of print].

McFate, T., Mohyeldin, A., Lu, H., Thakar, J., Henriques, J., Halim, N. D., et al. (2008). Pyruvate dehydrogenase complex activity controls metabolic and malignant phenotype in cancer cells. J. Biol. Chem. 283, 22700–22708.

Orth, J. D., Thiele, I., and Palsson, B. O. (2010). What is flux balance analysis? Nat. Biotechnol. 28, 245–248.

Paglia, G., Palsson, B. O., and Sigurjonsso, O. E. (2012). Systems biology of stored blood cells: can it help to extend the expiration date? J. Proteomics 76, 163–167.

Pardelha, F., Albuquerque, M. G., Reis, M. A., Dias, J. M., and Oliveira, R. (2012). Flux balance analysis of mixed microbial cultures: application to the production of polyhydroxyalkanoates from complex mixtures of volatile fatty acids. J. Biotechnol. 162, 336–345.

Price, N. D., Reed, J. L., and Palsson, B. O. (2004). Genome-scale models of microbial cells: evaluating the consequences of constraints. Nat. Rev. Microbiol. 2, 886–897.

Resendis-Antonio, O., Checa, A., and Encarnacion, S. (2010). Modeling core metabolism in cancer cells: surveying the topology underlying the Warburg effect. PLoS ONE 5:e12383. doi: 10.1371/journal.pone.0012383

Resendis-Antonio, O., Hernandez, M., Mora, Y., and Encarnacion, S. (2012). Functional modules, structural topology, and optimal activity in metabolic networks. PLoS Comput. Biol. 8:e1002720. doi: 10.1371/journal.pcbi.1002720

Resendis-Antonio, O., Hernandez, M., Salazar, E., Contreras, S., Batallar, G. M., Mora, Y., et al. (2011). Systems biology of bacterial nitrogen fixation: high-throughput technology and its integrative description with constraint-based modeling. BMC Syst. Biol. 5:120. doi: 10.1186/1752-0509-5-120

Resendis-Antonio, O., Reed, J. L., Encarnacion, S., Collado-Vides, J., and Palsson, B. O. (2007). Metabolic reconstruction and modeling of nitrogen fixation in Rhizobium etli. PLoS Comput. Biol. 3:e92. doi: 10.1371/journal.pcbi.0030192

Robey, I. F., Lien, A. D., Welsh, S. J., Baggett, B. K., and Gillies, R. J. (2005). Hypoxia-inducible factor-1alpha and the glycolytic phenotype in tumors. Neoplasia 7, 324–330.

Schellenberger, J., Que, R., Fleming, R. M., Thiele, I., Orth, J. D., Feist, A. M., et al. (2011). Quantitative prediction of cellular metabolism with constraint-based models: the COBRA Toolbox v2.0. Nat. Protoc. 6, 1290–1307.

Shaw, R. J. (2006). Glucose metabolism and cancer. Curr. Opin. Cell Biol. 18, 598–608.

Sreekumar, A., Poisson, L. M., Rajendiran, T. M., Khan, A. P., Cao, Q., Yu, J., et al. (2009). Metabolomic profiles delineate potential role for sarcosine in prostate cancer progression. Nature 457, 910–914.

Thiery, J. P. (2002). Epithelial-mesenchymal transitions in tumour progression. Nat. Rev. Cancer 2, 442–454.

Thligman, R. W., Blais, E. M., Cowan, C. R., Sherman, N. E., Grigera, P. R., Jeffery, E. D., et al. (2012). Matrix rigidity regulates cancer cell growth by modulating cellular metabolism and protein synthesis. PLoS ONE 7:e37231. doi: 10.1371/journal.pone.0037231

Varma, A., and Palsson, B. (1994). Stoichiometric flux balance models quantitatively predict growth and metabolic byproduct secretion in wild-type Escherichia coli W3110. Appl. Environ. Microbiol. 60, 3724–3731.

Venables, J. P., Klinck, R., Koh, C., Gervais-Bird, J., Bramard, A., Inkel, L., et al. (2009). Cancer-associated regulation of alternative splicing. Nat. Struct. Mol. Biol. 16, 670–676.

Warburg, O. (1956). On the origin of cancer cells. Science 123, 309–314.

Ward, P. S., and Thompson, C. B. (2012). Metabolic reprogramming: a cancer hallmark even warburg did not anticipate. Cancer Cell 21, 297–308.

Conflicts of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Received: 18 July 2012; accepted: 09 December 2012; published online: 03 January 2013.

Citation: Hernández Patiño CE, Jaime-Muñoz G and Resendis-Antonio O (2013) Systems biology of cancer: moving toward the integrative study of the metabolic alterations in cancer cells. Front. Physio. 3:481. doi: 10.3389/fphys.2012.00481

This article was submitted to Frontiers in Computational Physiology and Medicine, a specialty of Frontiers in Physiology.

Copyright © 2013 Hernández Patiño, Jaime-Muñoz and Resendis-Antonio. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in other forums, provided the original authors and source are credited and subject to any copyright notices concerning any third-party graphics etc.
APPENDIX
The set of chemical reactions that comprises a network can be represented as a set of equations including stoichiometric information. This information can be represented in matrix form using the stoichiometric matrix, denoted by S. This structure represents the key for the in silico analysis. The stoichiometric matrix represents a linear transformation between the flux vector (v) and the concentration vector (x).

\[
\frac{dx}{dt} = S \cdot v \\
\begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_m \\
\end{pmatrix} \quad \text{and} \quad v = \begin{pmatrix} v_1 \\
v_2 \\
\vdots \\
v_n \end{pmatrix}
\]

FBA is a computational framework for analyzing and exploring the phenotypic space of metabolic networks. FBA uses S, and obeys mass conservation and the steady state assumption (no variation in the concentration over time). For example, if we identify the metabolic fluxes that maximize biomass production when constrained by thermodynamics and mass balance principles, we have:

\[
\max \left[ \text{biomass} = \sum_{i=1}^{n} c_i \cdot X_i \right]
\]

such that

\[
\sum_{j} S_{ij} \cdot v_j = 0 \quad i = 1, 2 \ldots m \\
-\alpha_j \leq v_j \leq \beta_j \quad j = 1, 2 \ldots n
\]

where, \( S_{ij} \) are associated with the \( i \)-th metabolite in the \( j \)-th reaction. Cellular growth \( (X_i) \) is related to a combination of essential metabolites, whose contributions are weighted by the coefficients \( c_i \). In addition, the parameters \( \alpha \) and \( \beta \) provide information about the limits of the enzyme capacities for each metabolic reaction.