Investigating the robustness of a deep learning-based method for quantitative phase retrieval from propagation-based x-ray phase contrast measurements under laboratory conditions
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Abstract

Objective. Quantitative phase retrieval (QPR) in propagation-based x-ray phase contrast imaging of heterogeneous and structurally complicated objects is challenging under laboratory conditions due to partial spatial coherence and polychromaticity. A deep learning-based method (DLBM) provides a nonlinear approach to this problem while not being constrained by restrictive assumptions about object properties and beam coherence. The objective of this work is to assess a DLBM for its applicability under practical scenarios by evaluating its robustness and generalizability under typical experimental variations.

Approach. Towards this end, an end-to-end DLBM was employed for QPR under laboratory conditions and its robustness was investigated across various system and object conditions. The robustness of the method was tested via varying propagation distances and its generalizability with respect to object structure and experimental data was also tested.

Main results. Although the end-to-end DLBM was stable under the studied variations, its successful deployment was found to be affected by choices pertaining to data pre-processing, network training considerations and system modeling.

Significance. To our knowledge, we demonstrated for the first time, the potential applicability of an end-to-end learning-based QPR method, trained on simulated data, to experimental propagation-based x-ray phase contrast measurements acquired under laboratory conditions with a commercial x-ray source and a conventional detector. We considered conditions of polychromaticity, partial spatial coherence, and high noise levels, typical to laboratory conditions. This work further explored the robustness of this method to practical variations in propagation distances and object structure with the goal of assessing its potential for experimental use. Such an exploration of any DLBM (irrespective of its network architecture) before practical deployment provides an understanding of its potential behavior under experimental settings.

1. Introduction

X-ray phase-contrast (XPC) imaging enables the acquisition of information about the spatial distribution of the complex valued refractive index of an object, which complements the attenuation contrast provided by conventional x-ray imaging (Snigirev et al 1995). As a result, XPC imaging has been employed in fields ranging from material science (Stevenson et al 2003, Mayo et al 2012) to biomedical science (Bravin et al 2012), where attenuation contrast might be insufficient for resolving certain object features. Furthermore, the advent of polychromatic sources with high spatial coherence further expanded the applicability of XPC imaging to laboratory conditions (Wilkins et al 1996, Hemberg et al 2003, Wilkins et al 2014). Various imaging setups, such as, interferometry-based (Bonse and Hart 1965), grating-based (Pfeiffer 2012), analyzer-based (Chapman et al...
and propagation-based (PB-XPC) (Snigirev et al 1995, Wilkins et al 1996) have been employed for XPC imaging, of which the last is particularly simple in terms of the experimental setup. However, images acquired under laboratory conditions are degraded by partial spatial and temporal coherence, causing some loss in image quality as compared to imaging via synchrotron sources. Thus, any method for the recovery of phase effects from mixed-contrast data acquired in laboratory conditions must compensate for partial coherence effects and be stable under typical system variations.

Several methods for QPR from PB-XPC measurements have been proposed over the last few decades (Langer et al 2008, Burvall et al 2011, Luu et al 2011, Davidoiu et al 2014, Häggmark et al 2017). These methods differ in the quantity estimated, the type of source spectrum, the number of measurements required, assumptions about the object properties, and the linearization scheme used to simplify the governing equations (Paganin and Nugent 1998, Paganin et al 2002, Gureyev et al 2006, Guigay et al 2007, Arhatari et al 2008, Langer et al 2008, Beltran et al 2010, Luu et al 2011, Davidoiu et al 2013, Gürsoy and Das 2013, Häggmark et al 2017, Mohan et al 2020). A learning-based solution to QPR from PB-XPC measurements could be a new approach that allows the circumvention of assumptions about the object, and system linearity. More recently, DLBMs, such as those employing convolutional neural networks (CNNs), have been employed as a solution to the phase retrieval problem in the holographic regime (Zeng et al 2021), far-field regime for ptychographic imaging (Cherukara et al 2020, Harder 2021), and under monochromatic conditions in the near-field regime (Mom et al 2022, Wu et al 2022). However, their applicability to experimental data acquired via PB-XPC imaging under laboratory conditions has not been shown. Most importantly, before employing a DLBM under actual experimental conditions, it is essential to first demonstrate its stability under typical system conditions and material variations. Second, it is equally important to test the generalizability or tolerance of the method towards practical, experimental variations or imprecision. Towards the goal of evaluating the robustness of a DLBM under practical, laboratory conditions, we first employed an end-to-end, DLBM as a nonlinear approach to the QPR problem under partial spatial coherence and polychromaticity conditions; this method is also applicable to complex, multi-material objects manifesting mixed-contrast. We then evaluated the performance of this method under varying system conditions and object conditions and finally, quantified its generalizability towards previously unencountered variations in object structure, system settings, and experimental data.

Thus, the goal of this work was two-fold: an investigation of robustness of the proposed method via simulations, and the exploration of the extent of usefulness or applicability of the method when it was employed naively on experimental data. Demonstrating robustness of the method via stylized simulation studies is an important first step because such demonstrations are much more difficult to perform experimentally. In this work, we do not claim that robustness in our simulation studies guarantees robustness in any experimental study, but we do view passing the simulated robustness tests we describe as being necessary for passing more elaborate experimental tests that are well-beyond the intended scope of this work. Furthermore, the purpose of the experimental study was to investigate the feasibility of employing a DLBM to perform quantitative phase retrieval (QPR) on experimental data. The extent of the applicability of such an approach will depend on the realism of the physical modeling in the simulations, which can certainly be enhanced in future studies.

2. Background

2.1. The phase retrieval problem

The QPR problem for XPC imaging is to estimate the phase induced by the presence of an object in the path of an incident x-ray wavefield from intensity measurements alone. Under laboratory conditions, the presence of partial temporal, and spatial coherence worsens the quality of these measurements. Although propagation-based XPC imaging is robust to imperfect temporal coherence (Wilkins et al 1996, Paganin et al 2006), its tolerance to spatial incoherence is significantly worse (Paganin et al 2006).

In the presented study, we seek to estimate the projected phase that is defined by the imaginary component of the wavefield on the contact plane corresponding to a single energy alone from intensity measurements of a mixed-contrast object, acquired under laboratory conditions (considering a polychromatic source spectrum). Typically, for estimation of the wavefield phase when a mixed-contrast object is considered, at least two measurements that contain complementary information are required (Gureyev and Wilkins 1998, Gureyev et al 2000, Burvall et al 2011). This may be achieved by employing spectral detectors, spectrum switching, multiple monochromatic measurements, or measurements at multiple distances (Gureyev and Wilkins 1998). Alternatively, some solutions relate the attenuation and phase effects via the object thickness (Paganin et al 2002, Beltran et al 2010) to estimate phase from a single measurement. In the present work, two measurements were acquired by varying propagation distances and using a conventional, integrating detector (Gureyev and Wilkins 1998, Paganin and Nugent 1998).
2.2. Canonical measurement model
Consider a thin, multi-material object located at a distance $R_i$ from the source that possesses compact support (which allows for theoretical guarantees of uniqueness in the phase retrieval problem), illuminated by a monochromatic plane wave $U(r, \omega)$ propagating along the optical axis $z$. The object is characterized by its energy-dependent, complex-valued refractive index given by:

$$n(r, \omega, z) = 1 - \delta(r, \omega, z) + i\beta(r, \omega, z),$$

where $r$ represents a position in two-dimensional space corresponding to the plane transverse to the optical axis, $\omega$ represents the temporal frequency, $\delta$ and $\beta$ respectively represent the real and imaginary parts of the complex refractive index, and $i \equiv \sqrt{-1}$.

Variations in the phase and amplitude of the forward ($z > 0$) propagating, monochromatic wavefield $U(r, \omega)$ are induced after its interaction with the object. The phase shift induced by the object can be represented as:

$$\phi(r, \omega) = -k \int \delta(r, \omega, z) dz,$$

where $k = 2\pi/\lambda$ is the wavenumber corresponding to $\omega$. Similarly, the amplitude modulus $M(r, \omega) = \exp[-A(r, \omega)]$, which regulates the attenuation contrast is impacted as:

$$A(r, \omega) = k \int \beta(r, \omega, z) dz.$$

Thus, the transmitted wavefield $U(r, \omega, 0)$ immediately behind the object—that is, at the contact plane where $z = 0$—is given by:

$$U(r, \omega, 0) = \exp[i\phi(r, \omega) - A(r, \omega)] U(r, \omega) = T(r, \omega) U(r, \omega),$$

where $T(r, \omega)$ is the transmission function. The intensity distribution corresponding to the transmitted wavefield represents the contact plane image:

$$I(r, \omega, 0) = |U(r, \omega, 0)|^2.$$  

On propagation through free space, the perturbations in the transmitted wavefield modulate the amplitude and phase of the wavefield. The wavefield at the downstream detector plane ($z = R_2$) can be expressed as:

$$U(r, \omega, R_2) = H(\omega, R_2) * U(r, \omega, 0),$$

where $H$ represents the Fresnel propagator (Paganin et al 2006) and $*$ represents the two-dimensional convolution operation. The corresponding intensity distribution is given by:

$$I(r, \omega, R_2) = |U(r, \omega, R_2)|^2.$$

Considering a polychromatic spectrum and illumination by a spherical wave, the intensity on the downstream detector plane can be expressed as (Gureyev and Wilkins 1998, Paganin et al 2006):

$$I_{\text{poly}}(r/M, R_2/M) = M^2 \int d\omega S(\omega) D(\omega) I(r, \omega, R_2),$$

where $D(\omega)$ is the frequency-dependent efficiency of the detector response, $S(\omega)$ is the spectral weight due to the source spectrum, and $M = (R_1 + R_2)/R_1$ denotes the magnification.

The overall system blur resulting from the source and detector characteristics can be modeled as a convolution with the system point spread function (PSF). Additionally, measurement noise modeled as a mixed Poisson–Gaussian random variable. Thus, the final measured image is given by:

$$I_{\text{poly}}(r/M, R_2/M, \sigma) = M^2 \int d\omega S(\omega) D(\omega) I(r, \omega, R_2) + \text{PSF}(r, \sigma) + \eta,$$

where $\sigma$ denotes the width of the system blur, $\text{PSF}(r, \sigma)$ denotes the system point-spread-function and $\eta$ is the additive system noise.

2.3. Related work
2.3.1. Conventional methods for phase retrieval in PB-XPC
Many popular phase retrieval methods from PB-XPC measurements involve a linear solution to the phase retrieval problem under monochromatic source conditions (Paganin et al 2002, Langer et al 2008, Burvall et al 2011). These methods are typically based on the transport-of-intensity equation (TIE) formulation (Teague 1983) or the contrast transfer function formulation (Pogány et al 1997) and may employ one (Paganin et al 2002, 2020), two (Paganin and Nugent 1998), or more (Guigay et al 2007) measurements. While such deterministic methods are simple to implement and physically intuitive, they require restrictive assumptions such as a single material object, weak absorption, or slowly varying phase. Alternatively, iterative methods—also under monochromatic conditions—have been proposed in the linear formulation (Yan et al 2010, Lu et al 2011) and nonlinear formulations (Davidou et al 2012, 2014, Mohan et al 2020). Phase retrieval from polychromatic measurements, typical to laboratory conditions, has involved (i) extension of deterministic formulations (Gureyev and Wilkins 1998, Lohr et al 2020) that are subject to assumptions about objects or
system settings or (ii) iterative methods, demonstrated on very thin (∼1 µm) objects, and with a linearized system model (Carroll et al. 2017) of the inherently nonlinear mapping between intensity and phase. Thus, there is a need for more widely applicable QPR methods for use with PB-XPC imaging that are suitable for experimental imaging of heterogeneous objects under laboratory conditions and do not rely on assumptions about object properties or system linearity. Towards this goal, DLBMs represent potential solutions that address these issues.

2.3.2. DLBMs for phase retrieval
Prior studies of DLBMs for phase retrieval in optical imaging in the holographic regime have shown promise (Cherukara et al. 2018, Deng et al. 2020, Kang et al. 2020, Zhang et al. 2020, Li et al. 2021a, 2021b, Luo et al. 2021, Wijesinghe and Dholakia 2021, Zeng et al. 2021). Recently, a few methods have also explored their applicability for XPC imaging in the near-field regime (Zhang et al. 2021, Mom et al. 2022, Wu et al. 2022, Xu et al. 2022). However, most DLBMs for phase retrieval from XPC measurements have been proposed for monochromatic conditions. Although two of these recent studies (Wu et al. 2022, Xu et al. 2022) assume a laboratory setup, the first study (Wu et al. 2022) considers a single effective energy for numerical studies, while the second (Xu et al. 2022) involves a grating-based imaging setup. In the present work, we employ and assess a DLBM for (i) QPR from simulated PB-XPC measurements where simulation parameters are consistent with laboratory conditions and with consideration of multi-material objects, (ii) robustness to commonly encountered practical variations in system parameters and object structure and (iii) generalizability to experimental data. Thus, this work aims to investigate the practical applicability and limitations of employing an DLBM for QPR from heterogeneous and structurally complicated objects imaged via PB-XPC under laboratory conditions.

3. Methods

3.1. Overview of approach and study goals
We propose a learning-based solution to the QPR problem under conditions of polychromaticity and partial coherence, typical to laboratory conditions. This approach circumvents the assumptions of the existing methods by learning an analytically intractable, nonlinear mapping from the acquired intensity measurements to the object-induced wavefield phase. A DLBM seeks to learn this mapping from a training dataset constituting sufficient representations or instances of this mapping. Each instance of this mapping consists of two input intensity measurements—one acquired at the contact plane and the second at a downstream detector plane, and a target phase map that represents the wavefield phase on the contact plane corresponding to the peak energy of the spectrum. The rationale for this setup is that at least two inputs are generally required for unambiguous phase retrieval when a multi-material object provides both attenuation, and phase contrast (Gureyev and Wilkins 1998, Gureyev et al. 2000, Burvall et al. 2011). Furthermore, to retrieve phase corresponding to a single energy, from polychromatic data, a network employed as a DLBM is expected to parse the effects of the spectral distribution and learn the mapping between intensity and phase corresponding to only the peak energy. Issues of uniqueness of this mapping are referred to in other works (Nugent 2007, Burvall et al. 2011). In this study we consider typical practical conditions and the absence of phenomena such as phase vortices and zeros.

The proposed DLBM employs an encoder–decoder like U-Net architecture (Ronneberger et al. 2015), which has previously demonstrated a high effectiveness for data-driven solutions for inverse problems (Jin et al. 2017). However, when employing any DLBM, it is not sufficient to merely demonstrate the capability of the method to solve such a problem, but it is also necessary to ensure that the method can be employed stably under variations in system or object conditions that may be practically encountered. Besides stability, considerations of generalizability and dataset sufficiency are also important. Thus, the focus of this work is to investigate the robustness of a learning-based solution for QPR, particularly with regard to practical utility. Specifically, the following properties of a DLBM employed for QPR from PB-XPC measurements under laboratory conditions will be explored: (i) stability under typical laboratory conditions of system blur, noise, propagation distance, and within distribution of the training data, (ii) quantitative accuracy, (iii) qualitative performance related to retention of features of interest, (iv) robustness to practical variations in propagation distances and object structure out of distribution of the training data. We conducted computer-simulations to enable a systematic study of these issues. Additionally, experimental data was utilized to investigate the direct experimental generalizability of the DLBM trained on simulated data. The following sub-sections detail the methodology employed in the studies.

3.2. Numerical phantom design
Two classes of phantoms were employed in the computer-simulation studies: a phantom comprising uniform spheres, and a complex phantom comprising spheres and ellipsoids. The phantoms employed in this work are
The spheres did not intersect each other in 3D although the projected thickness might still show overlaps in 2D as plane to ensure compact support for the object even in the downstream measured image. This also ensured that of optical thickness. The phantoms described below are optically thin. For the designed to be increasingly complicated in terms of object materials, structure, and overlap, but not in the sense variable radii drawn from a beta distribution with parameters—mean: 845 μm, std dev: 20%, range: 422–1690 μm. The physical size of the detector was 13.5 mm × 13.5 mm, and the spheres were placed randomly within the field-of-view (FOV), with at least a distance of 3.6 mm away from the detector edges at the contact plane to ensure compact support for the object even in the downstream measured image. This also ensured that the spheres did not intersect each other in 3D although the projected thickness might still show overlaps in 2D as the spheres were separated only along the projection axis.

The following configurations of the spheres phantoms were considered: (a) single material phantom: soft-tissue in air, (b) multi-material phantom without any embedding medium: four biological tissues (lung, liver, cartilage, intestine), and (c) multi-material phantom including an embedding material: the embedding material corresponds to muscle. The refractive indices of the three embedded materials in the last case were obtained by increasing material density such that the resulting material densities were 1.5, 2 and 2.5 times of the original \((\delta = 4.2 \times 10^{-7} \text{ and } \beta = 2.4 \times 10^{-10} \text{ at } 24 \text{ keV})\). In case (c), the total object thickness was taken as 13.5 mm, which also induced attenuation contrast. This value equals the detector side length and thus, describes the object as a cube. Note that object thickness can be varied and this value was chosen merely to demonstrate the applicability of the method in a regime of realistic samples demonstrating phase contrast (over a centimetre), going beyond very thin or weak attenuation samples (few microns). This phantom with an embedding material was employed to test whether a deep learning-based solution does indeed respect the physical intuition that phase retrieval depends only on the relative differences in the refractive indices of the foreground and the background, while remaining unaffected by the presence of an embedding medium. In other words, the goal of the corresponding study (see section 3.5.2) was to test whether a DLBM has any potential applicability when the phantom contains an embedding medium with thickness of about a centimeter, given the additional difficulties in learning due to the presence of the embedding medium. However, results from simulation studies may not be directly applicable to experimental settings, as additional studies that address beam hardening and other physical factors will need to be conducted.

The complex-valued refractive indices were computed by use of the xraylib library (Schoonjans et al 2011) and elemental compositions of tissues (Russo 2017).

The second class of phantoms, referred to as the ‘complex phantoms’, provided a greater variation in shapes and sizes of the individual components forming an object than the spheres phantoms. This phantom was designed specifically for the assessment of the generalizability to variations in object structure. Each realization of a complex phantom comprised 64 structures drawn uniformly at random from a distribution of four distinct shapes: large spheres (mean radius: 845 μm, std dev.: 0.5 × mean), small spheres (mean radius: 422 μm, std dev.: 0.5 × mean), large ellipsoids (mean semi-axes lengths: 845 μm, 1690 μm, 845 μm, std dev.: 0.5 × mean), and thin ellipsoids (mean semi-axes lengths: 211 μm, 1690 μm, 211 μm, std dev.: 0.05 × mean). Thus, while employing simple, analytically described shapes such as spheres and ellipsoids, this phantom provided greater structural complexity than the spheres phantom due to multiple, overlapping (in projection) constituent structures. The phantom design is not unique to the experiment and thus, the same inferences could be obtained by employing another complex phantom to conduct the relevant experiment. The refractive index allocated to this phantom corresponded to that of soft-tissue \((\delta = 4.09 \times 10^{-7} \text{ and } \beta = 2.2 \times 10^{-10} \text{ at } 24 \text{ keV})\).

### 3.3. System simulation and image formation

For use in network training, simulated PB-XPC data were produced by imaging the phantoms virtually. The source spectrum was modeled to match an x-ray source with a liquid-metal-jet anode (MetalJet D2, Excillum) operated at 70 kVp, at 110 W power (peak energy of 24 keV and equivalent energy 19 keV), and filtered through 0.9 mm Aluminium, which resulted in a change in equivalent energy from 19 keV to 32 keV post filtering. This reduced low-energy photons while retaining the intensity peaks in the source spectrum. The spectrum was resampled in steps of 1 keV in the Bremsstrahlung or non-peak region, and 0.2 keV near the peak, yielding 65 discrete energy levels in total. The detector was modeled as a CsI(Tl) scintillator-based x-ray imager with a pixel pitch of about 13 μm. At each of these energies, the virtual image was formed by the interaction of the object with the incident radiation, modeled as a convolution of the object transmission function with the Fresnel propagator (Voelz 2011) in the Fourier domain (refer to section 2.1). To simulate the effects of a cone beam geometry, the Fresnel scaling theorem (Paganin et al 2006) was employed after propagation. For the geometries simulated in this work, the source-to-object distance \((R_s)\) was set to 1 m and the object-to-detector distance \((R_d)\) was varied from 0.25 m to 1 m, yielding magnifications in the range 1.25–2. All simulations were oversampled by a factor of 2 to ensure sufficient sampling (Voelz 2011). The monochromatic images at each discrete energy bin were then combined to form a single polychromatic image according to their spectral weights and the energy-specific
detective sensitivity. Next, the effect of system blur was modeled as a convolution of the virtual image with a Gaussian kernel whose width was determined by the full-width-half-maximum (FWHM) of the system blur, ranging from 39 μm to 92 μm, and corresponding to 3, 5 and 7 detector pixels respectively. Last, the image was downsampled to yield a 1024 × 1024 image and system noise was added, modeled as a mixed Poisson–Gaussian random variable possessing zero mean and standard deviation ranging from 0.5% to 5% of individual pixel intensity. A contact plane image (I₀) and the downstream measured image (Iₙ) form a single input pair to the U-Net, and examples are shown in figure 1. The corresponding target image that the U-Net seeks to approximate was specified as a phase map of the projected thickness at 24 keV energy, and computed as \( \phi_{E=24\text{keV}} = -k_0\delta_{E=24\text{keV}}t \) where \( t \) is the projected thickness of the object. Achieving similar statistics between the contact image and the downstream image was implied in the simulations and the problem setup. Each input image, contact and downstream, is assumed to be appropriately corrected by its respective image and the downstream image was implied in the simulations and the problem setup. Each input image, contact and downstream, is appropriate and required.

**Figure 1.** Sample input intensity images under various system conditions. (Top row) Contact plane images. (Bottom row) Intensity images acquired after propagation. This image-pair serves as the two-channel input to a DLBM. Case 1: low blur (FWHM: 39 μm) and low noise (0.5%). Case 2: high blur (FWHM: 92 μm) and high noise (5%). Case 3: low \( R_z \) (0.25 m), high noise (5%). Case 4: high \( R_z \) (1.00 m), high noise (5%).

3.4. Network trainings

A U-Net deep neural network architecture (Ronneberger et al 2015) was employed that contained two input- and one output-channel. All images were of dimension 1024 × 1024. It should be noted that the FOV for each of the two input images: \( I_0, I_z \), is different, and determined by the magnification. The two input channels were normalized independently over the entire dataset. This ensured that the mapping from intensity to phase is retained while also aiding training stability. As observed in our numerical experiments, while global normalization ensures the retention of the information of this physical mapping, a per-image normalization breaks this mapping and renders the problem unsolvable. Per-sample normalization maps the range of intensity values seen in one sample to the corresponding phase values. As the extremes of intensity of each sample are different, per-slice normalization could result in a non-unique mapping between inputs and outputs after normalization, and thus, potentially make phase retrieval impossible. Thus, global normalization, as opposed to per-sample normalization, is appropriate and required.

A network of depth three was chosen and trained to minimize the mean squared error (MSE) loss using an Adam optimizer (learning rate = \( 5 \times 10^{-3} \) to \( 5 \times 10^{-6} \), \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1 \times 10^{-7} \)). Other parameter choices included: kernels of size 3 × 3 in the encoder/decoder blocks, upsampling via nearest-neighbor interpolation, downsampling via max-pooling, and skip connections that copied feature maps from the encoding arm to the decoding arm. Model training for the case of objects without an embedding medium (zero background phase value) was performed for 100 epochs with a batch size of 1, and the model with the least validation loss was chosen for inference. For the case of objects embedded within a surrounding medium (non-zero background phase value), training was performed with an adaptive learning rate schedule (learning rate = \( 5 \times 10^{-3} \) to \( 5 \times 10^{-5} \)) over 160 epochs. The training, validation and test sets consisted of 2000, 1000 and 1000 images respectively. Model training was performed on Nvidia GeForce GTX TitanX, 1080-Ti and A100 GPUs.
and typically took 15 to 60 hours per training. The inference time for a single sample is 16 s and for a test set of 1000 samples is about 12 min on a Nvidia TitanX GPU.

For the numerical studies of variations in system conditions, materials and phantoms, a separate network was trained for each combination of system and object parameters. For the generalizability studies, a single network trained for a certain object and geometry combination was tested on multiple, out-of-distribution datasets.

3.5. Description of experiments
The performance of the DLBM was assessed under variations in system parameters: blur and noise—varied jointly, object-to-detector distance ($R_2$), and object composition: multi-material objects in the presence or absence of an embedding medium. Here onward, these cases are referred to as SYS-BN, SYS-PROP, and MAT-EMB, MAT-NEMB respectively. Next, generalization studies were performed to investigate the robustness of a pre-trained DLBM when applied to data that differed in some characteristics from the data employed in model training. In the machine learning literature, such data are referred to as ‘out-of-distribution’ data (OOD). In this work, the generalizability of the method was tested on simulated OOD datasets corresponding to variations in propagation distances or $R_2$, and complexity of object structures. The two studies are referred to as OOD-PROP and OOD-OBJ respectively. Subsequently, experimental data were also employed as a type of OOD data; this study is referred to as OOD-EXPT.

Three measures of performance were used for assessment in the simulation studies described above: % normalized root-mean-square error over the object (NRMSE), structural similarity index measure (SSIM) (Wang et al 2004) and peak signal-to-noise ratio (PSNR) over the entire image. The % NRMSE is defined as:

$$\text{%NRMSE} = \frac{\| \phi_{\text{pred}} - \phi_{\text{true}} \|_2}{\| \phi_{\text{true}} \|_2} \times 100.$$  

All comparisons were made against two popular analytic methods for single material objects by Paganin et al (Paganin et al 2020), or multi-material objects embedded in a medium by Beltran et al (Beltran et al 2010), here onward referred to as PG and BT respectively. Each of these methods was implemented at two energies: the peak energy of the spectrum, corresponding to the energy of the target phase map for the DLBM, and the equivalent energy of the spectrum. The two variations of the PG/BT methods are referred to as PG/BT-peak and PG/BT-eqvt respectively. These methods are stable under high noise conditions, and have been known to provide greater accuracy and low-frequency stability than the two-plane TIE method (Paganin and Nugent 1998, Paganin et al 2002). Hence, they are chosen to provide higher benchmarks for comparison. As both methods, PG and BT, recover the object thickness, the phase map was obtained by employing the known values for $k\delta (E_{\text{eqv}} = 24keV)$. Furthermore, the multi-material method BT (Beltran et al 2010) requires knowledge of object locations, and this was supplied to the method.

Descriptions of all experiments are given in the subsections below and a summary is provided in table 1.

3.5.1. Behavior of the method under various system conditions
All phantoms in SYS-BN and SYS-PROP consisted of a single material, with the refractive index values representative of soft-tissue. This ensured that the impact of system variations was not confounded by material variations, and allowed a fair comparison with conventional methods intended for use with homogeneous objects. For the SYS-BN study, blur and noise were varied jointly in the range 39 μm—92 μm FWHM and 0.5%...
—5% respectively. For the SYS-PROP study, \( R_2 \) was varied from 0.25 to 1 m. For both studies, the other system parameters were held constant as specified in table 1.

3.5.2. Behavior of the method under variations in materials and phantoms
As the distribution of refractive indices varies with materials and energy, it is important to assess the extent to which the DLBM can learn how to recover the phase when the object is heterogeneous. Hence, to study the performance of the DLBM in the presence of material heterogeneity, two cases were considered. The first case: MAT-NEMB, consisted of multiple materials with no embedding medium, and the second case: MAT-EMB, consisted of multiple materials in an embedding medium. These correspond to configurations (b) and (c) of the spheres phantom respectively (see section 3.2). System settings were fixed as specified in table 1. In the two cases, results from the DLBM were compared against the conventional method PG for MAT-NEMB, and BT for MAT-EMB, employed separately for each material, followed by splicing.

3.5.3. Robustness to propagation distances
For the OOD-PROP study, a DLBM trained with data corresponding to a fixed set of system parameters: \( R_1 = 1 \) m, \( R_2 = 0.5 \) m, blur = 66 \( \mu \)m FWHM and noise = 5%, was employed to perform phase retrieval by use of OOD test datasets produced by introducing variations in propagation distances in the range: \( R_2 = 0.4-0.6 \) m, except \( R_2 = 0.5 \) m, which was the baseline case. As the flat-field intensity is also impacted by variations in the propagation distance, additional error (besides error due to OOD measurements) may be incurred due to incorrect flat-field normalization. Hence, two cases of normalization were considered for the OOD measurements \( I_{z=\text{OOD}} \), where the subscript indicates that the propagation distance \( z \) was OOD and did not correspond to training measurements \( I_{z=0.5\mu m} \). The two cases of normalization were: (i) Unscaled \( I_z \), where \( I_{z=\text{OOD}} \) measurements were flat-field corrected by the use of flat-field measured at \( I_{z=0.5\mu m} \), and (ii) Scaled \( I_z \), where \( I_{z=\text{OOD}} \) measurements were flat-field corrected appropriately by the use of corresponding flat-field (acquired at the same OOD value of \( z \)).

3.5.4. Robustness to object structure
To test the robustness to variations in object structure (OOD-OBJ), a DLBM trained on the complex phantom (described in section 3.2) was employed for phase retrieval on test data that corresponded to structurally distinct objects imaged under the same system settings as the training data (refer to table 1), and for the same material allocations (object material: soft-tissue). The test data consisted of two examples: an irregular structure consisting of multiple, vessel-like sub-structures (Beutel et al. 2000) with mean radii: 40, 8 pixels, and a regular structure constituting of equidistant ellipsoids with semi-axes lengths: 20, 200, 50 pixels, placed on a grid.

3.5.5. Generalizability to experimental data
For the OOD-EXPT study, polystyrene spheres of radius 1.94 ± 0.05 mm were experimentally imaged to acquire two images: a contact plane image (\( R_1 = 3.16 \) m, \( R_2 = 0.02 \) m) and a downstream measured image (\( R_1 = 1.24 \) m, \( R_2 = 1.94 \) m, FOV = 20 mm). The focal spot size was 12 \( \mu \)m, while all other system parameters were as described before (in section 3.3 and table 1). The OOD test dataset comprised 15 measurements, each of which corresponded to an image-pair acquired by imaging a physical phantom consisting of 5 polystyrene spheres. The 15 measurements were all acquired under the same experimental settings to allow for the effects of experimental variations from the beam and to provide multiple instances of system noise. A network trained on simulated data corresponding to the spheres phantom, but matched in material, distribution of radii, and system geometry, was employed for predictions on experimental data. Prior to prediction, the experimental data were flat-field corrected, intensity outliers were removed by saturating pixels in the extreme 0.5 percentiles, and the data were normalized as per the training dataset. After phase retrieval, accuracy in maximum thickness was computed as:

\[
\text{%Accuracy} = \left[1 - \frac{\text{true} - \text{predicted}}{\text{true}}\right] \times 100. \tag{10}
\]

4. Results

4.1. Behavior of the network under various system conditions
Qualitative results for the studies pertaining to variations in the physical parameters: SYS-BN and SYS-PROP, are presented in figure 2. Generally, the features of the object were well formed although some blur at the edges can be observed in cases with high noise levels (5%). Predictions from the DLBM have noticeably lower noise and, thus, stronger bias as compared to results from the conventional methods under high noise conditions.
However, some high-frequency, residual artifacts were observed in the difference images for the DLBM predictions. Additionally, very low amplitude artifacts, spatially corresponding to object locations at the magnified FOV were also present (see figure 3), potentially resulting from the joint tasks of QPR and demagnification.
Quantitative results, reported as mean and standard deviation computed over a test set of 1000 samples, from the first study: SYS-BN, wherein noise and system blur were varied to study the combined effects of these physical factors on the performance of the DLBM demonstrate that although the NRMSE for the DLBM was < 10% in all cases, increasing system noise and system blur levels resulted in degraded quantitative performance (see figure 4) as expected. However, the NRMSE was more impacted—6.5% compared to 0.7%—by an increase in system noise from 0.5% to 5% than by increase in system blur from 39 to 92 μm, at intermediate values of the other parameter. Similar trends were observed for the SSIM and PSNR (see figure 4), indicating the superior quantitative performance of the DLBM, especially at high levels of noise. This revealed that, although blur and noise worsened the performance of the DLBM, it was stable within typical ranges of these system parameters found in laboratory conditions, and has better quantitative performance than conventional methods even at high levels of noise under the simulated conditions.

Similarly, within SYS-PROP, to study the impact of varying the object-to-detector distance, three choices of $R_2$: 0.25m, 0.5 m and 1 m ($R_1 = 1$ m) were considered, corresponding to magnifications of 1.25, 1.5 and 2 respectively. It was observed that the change in the quantitative performance (NRMSE) was negligible for the DLBM across all $R_2$ values, and the NRMSE was consistently lower than the corresponding values of the conventional methods (figure 5). Note that the effects of magnification and propagation distances are related, and the DLBM is expected to account for both effects simultaneously. Moreover, the impact of variation in noise (0.5% to 5%) on quantitative performance of the DLBM was greater (≈6.5% compared to ≈0.3%) than the impact of variations in $R_2$ (from 0.25 m to 1 m).

Figure 3. Examples of typical artifacts seen in phase predictions. (Left) Sample difference image shows two types of artifacts: high-frequency artifacts at the object edges, and low-amplitude, residual artifacts corresponding to the object locations in the magnified input image. (Right) Cropped section from the left image shows that the residual error is negligible (< 1 radian) as compared to the maximum absolute phase in the ground truth (≈86 radians). Additionally, it was observed that the edge artifacts are not uniform in all directions implying that rotationally invariant post-processing techniques for artifact removal may not suffice.

Figure 4. Results for SYS-BN: variations in blur and noise, over a test set of 1000 samples (mean and standard deviation). Shaded error bands are shown for the intermediate blur case, i.e. blur = 66 μm FWHM. The DLBM outperforms conventional methods in all three metrics, particularly PSNR and SSIM at high noise levels. This indicates better retention of qualitative features and denoising effects due to the DLBM as compared to the conventional methods. Furthermore, an increase in noise levels from 0.5% to 5% had a much larger effect on performance than variation in blur in the range 39–92 μm FWHM, as seen in the near overlap of values of all performance metrics on varying blur at each noise level.
4.2. Behavior of the network under variations in materials and phantoms

Qualitative results from the multi-material phantom study (figure 6) demonstrate that although phase predictions from all methods exhibited well-formed features, the DLBM clearly outperformed the conventional methods in regions of overlapping structures and in terms of denoising performance. Quantitative results from both cases of the multi-material phantom study show that the DLBM outperforms PG and BT (Beltran et al 2010) in terms of pixel-wise accuracy (NRMSE) and PSNR (see table 2). Although the SSIM was similar ($\approx 0.96$) for the DLBM and the conventional methods, quantitative errors were clearly greater for the conventional methods than the DLBM as seen in the NRMSE ($>30\%$ in MAT-NEMB and $>0.2\%$ in MAT-EMB).
MAT-EMB and PSNR (>20 dB). Note that the NRMSE appeared to be much lower in the presence of an embedding medium, i.e. MAT-EMB. This is because it is a measure of relative error, and contains the effects of a larger background phase value (≈680 radians) as compared to that in MAT-NEMB (0 radians). Quantitative and qualitative results from the multi-material phantom, together indicate that the DLBM could successfully perform QPR by recovering a nonlinear mapping between phase and intensity, and not simply a linear mapping for a single ‘effective’ material.

Finally, the effect of foreground area was studied to determine whether increasing the information content per realization, i.e. whether a greater number of pixels having a value other than that of the constant background within a realization aided quantitative performance. This is important to understand because the MSE loss function was employed for training. The system settings were: $R_1 = 1\text{ m}$, $R_2 = 0.5\text{ m}$, blur = 66 $\mu\text{m}$ FWHM and noise = 5%. It was found that foreground area variations in the range 10%–30% did not cause any significant change in the quantitative performance of the network (<0.5%), indicating that the training ensemble of images produced from the designed phantoms contained sufficient instances of intensity-phase mappings to learn QPR.

### 4.3. Generalization studies

#### 4.3.1. Robustness to propagation distances

As seen in figure 7, the pre-trained network was robust for variations of at least 20% in the propagation distance when $I_2$ was scaled according to Case (ii) with negligible change in quantitative performance. This was different from Case (i), which resulted in an increase of up to 7.5% in NRMSE for the same range of $R_2$. For this baseline model in particular, it was also observed that the SSIM for some of the unscaled datasets, close to the baseline case, was slightly higher than the baseline. As SSIM is highly sensitive to normalization, some variation in this metric may be observed around the baseline value, and across different baseline models trained on the same data. However, the trends in performance over increasing variation in $R_2$ remain the same. NRMSE and PSNR have been observed as being more robust across multiple models in this regard. Qualitatively, although features were well formed, a slight asymmetry was also observed occasionally; this might be due to the mismatch in magnification between the training and testing datasets. Thus, this numerical study suggests that the DLBM,

![Figure 7. Generalization performance on varying propagation distance (OOD-PROP) for a network trained with data corresponding to $R_1 = 0.5\text{ m}$ and tested on datasets with $R_2$ ranging from 0.4 to 0.6 m. Scaling $I_2$ by the correct flat-field, i.e. corresponding to $R_2$(test) improves the robustness of the network for all three metrics as compared to the unscaled dataset, i.e. corresponding to $R_2$(train). This effect is more pronounced at lower values of $R_2$.](image)

Table 2. Quantitative results for multi-material phantoms in the absence of an embedding medium: MAT-NEMB, and in its presence: MAT-EMB. For a multi-material phantom, irrespective of the presence or absence of an embedding medium, the DLBM clearly outperforms PG and BT in terms of NRMSE and PSNR, while demonstrating performance similar to PG/BT methods in terms of the SSIM.

| Multi-material object cases | Measure of quality | Methods                  |  |
|----------------------------|-------------------|--------------------------|
|                            |                   | DLBM | PG/BT-equiv | PG/BT-peak |
| Embedding medium absent    | NRMSE (%)         | 9 ± 1 | 40 ± 13 | 37 ± 11 |
|                            | SSIM              | 0.98 | 0.95 | 0.96 |
|                            | PSNR (dB)         | 41 ± 2 | 26 ± 2 | 26 ± 2 |
| Embedding medium present   | NRMSE (%)         | 0.5 ± 0.04 | 0.7 ± 0.2 | 0.9 ± 0.4 |
|                            | SSIM              | 0.99 | 0.96 | 0.96 |
|                            | PSNR (dB)         | 41 ± 2 | 27 ± 1 | 25 ± 3 |
with proper normalization of data, might have sufficient robustness for application under experimental settings, where the accuracy of the measured propagation distance might be inexact due to practical considerations.

4.3.2. Robustness to object structure
It was observed that the DLBM generalized well to variations in object structure (figure 8), based on qualitative results as well as the relative (not absolute) error in predictions, as quantified by the NRMSE. In both cases, the NRMSE was < 10%—at par with the within-distribution case. This revealed that a DLBM is not constrained by accurate structural modeling of the test object. This, in turn, implies that the DLBM could be used for inference from complex object measurements even when trained with measurements produced by imaging a collection of structurally simpler objects.

4.3.3. Generalizability to experimental data
Quantitative phase predictions produced by the DLBM yielded superior accuracy in maximum thickness (94 ± 6%), as opposed to predictions from PG-eqvt (66 ± 1%) and PG-peak (86 ± 1%). The DLBM performed comparably in terms of equivalent diameter (97 ± 2% compared to 99 ± 1% for both PG methods) and roundness (90 ± 1% compared to 90 ± 7% for both PG methods). Note that these results for the DLBM indicate a baseline performance in the absence of any transfer learning, which may potentially improve the generalizability to experimental data by addressing certain inaccuracies in system modeling.

Qualitative results (mean and standard deviation images over 15 predictions) are shown in figure 9. The spheres appear well-formed and noise is largely suppressed. The background does show instances of slightly inadequate noise suppression, possibly due to the mismatch in the simulated noise distribution and the experimental system noise; however, noise suppression is far superior to the PG methods. Thus, the DLBM outperformed PG in terms of noise suppression and estimation of maximum depth, while performing comparably in terms of qualitative aspects as measured by equivalent diameter and roundness. This indicates that an DLBM trained on simulated data can generalize well to experimental data when system modeling is accurate.
5. Discussion

The significance of the present work is that it is a demonstration that the DLBM could be an effective solution to QPR in PB-XPC imaging under laboratory conditions. In addition, we provide a framework of studies that is important in understanding the potential behavior of any learning-based method. Although such a framework may not be required for analytical methods, whose behavior may be predicted based on a formula, understanding the behavior of learning-based methods requires an empirical exploration. Here, we do not claim that all learning-based methods would be successful at QPR irrespective of architecture and training choices, but that a deep learning-based approach, as demonstrated via one architecture, and one system, could be applicable to the QPR problem. Thus, inferences drawn in the context of numerical and experimental studies employing this one method, referred to as the DLBM, might vary for a different method. The behavior of another learning-based method also could be explored via the framework described in this work.

Furthermore, observations from simulated studies of stability and robustness of the DLBM may vary under practical, experimental conditions due to the effects of physical parameters not considered in simulations. Therefore, additional experimental studies are required in this direction before the general translation of any DLBM to experimental conditions.

5.1. Behavior under system and object variations

The DLBM is stable in quantitative performance under various simulated conditions of system blur, noise and object-to-detector distances as seen in figures 4 and 5. In addition, the qualitative comparison shows superior denoising as compared to the conventional methods. However, a comprehensive study of relative denoising properties of the foreground and background is beyond the scope of this work. Similar studies exploring the relative denoising properties and their relation with factors such as variations in pixel counts between the foreground and background, or relative magnitudes of material properties, would provide more insight towards the experimental translation of the DLBM. Together, the stability in quantitative and qualitative performance over typical system settings under simulated conditions suggests that an DLBM may be applicable over a wide range of typical system conditions, and with fewer limiting assumptions compared to popular alternatives. Most importantly, results from the generalization studies demonstrate the robustness of the DLBM to minor variations in propagation distances typical to practical conditions, where the precision of acquiring images at a given propagation distance might be low due to limitations of instrumentation. Furthermore, the robustness to changes in object structure can prove beneficial in the absence of accurate models of object or large experimental datasets. Last, results from the experimental study demonstrated that the DLBM could perform reasonably well on data acquired from an experimental phantom, indicating that such an approach could hold merit in experimental settings, provided that the system modeling is accurate. However, for a general translation of the

![Figure 9. Mean and standard deviation computed over 15 predictions of phase from experimental images of polystyrene spheres (OOD-EXPT) as predicted by the DLBM (left), PG-eqvt (center) and PG-peak (right). Qualitative results from experimental data demonstrate generally well formed spheres in the mean prediction for all methods and quantitatively superior denoising for the DLBM in the standard deviation image. The true value of phase at the center of each projected sphere is $-96 \pm 2$ radians. Despite predicting well-formed structures, PG-eqvt and PG-peak are observed to underestimate the true value of phase, unlike the DLBM, which achieves greater accuracy.](image-url)
to a variety of experimental conditions, more practical studies specific to experimental factors such as the effects of scatter, beam inhomogeneity, and various embedding materials might be required. Further improvement in experimental studies potentially could be achieved via explicit modeling of additional system parameters or implicitly via transfer learning methods. By transfer learning methods, we refer to strategies developed specifically to improve the generalizability of deep learning-based methods, when a distribution or domain shift may be encountered by a network at inference time. In the context of this work, such methods may involve training with a limited amount of experimental data after a network is trained on simulated data—thus allowing the network to learn the effects of some experimental parameters that may be absent in the simulations.

5.2. Advantages and disadvantages of a DLBM

A DLBM enables the learning of a nonlinear mapping without strong restrictions on the composition of the object, unlike many analytic methods for QPR (Langer et al 2008). In addition, quantitative phase maps for multi-material objects can be retrieved at once, without pair-wise consideration of materials (Haggmark et al 2017) or post-hoc splicing. However, the accuracy of such an end-to-end DLBM is data dependent: it is affected by the accuracy in system modeling as well as by sufficiency in representation of the underlying mapping of the heterogeneous object to the phase map. Here, representational sufficiency is with regard to material overlaps only and not object structures. Thus, a DLBM trained on a phantom consisting of specific materials could translate well to a structurally distinct phantom consisting of the same materials, as demonstrated in the object structure generalization study. There remains a need to compare end-to-end DLBMs, as employed in this study, against other DLBMs that incorporate system knowledge to investigate improvements in generalizability of a learning-based approach.

5.3. Plausibility of a CNN-based learning method as a solution for QPR

Phase contrast in intensity images manifests as the fringes present at the material edges in an object. The characteristic size of each fringe depends on the following system considerations: system blur, propagation distance, and wavelength, besides object attenuation (Nesterets et al 2005, Gureyev et al 2008). Thus, in order to retrieve phase from polychromatic data under laboratory conditions, the concurrent performance of two operations is expected: (i) implicit filtering or extraction of the dominant, spatio-temporally coherent mode (Zysk et al 2010, Born and Wolf 2013) from the input intensity measurements and, (ii) phase retrieval corresponding to this extracted dominant mode. The first problem may be represented as a deconvolution and denoising problem; the chosen DLBM architecture has been employed as a solution for the two problems in other imaging scenarios (Park et al 2018, Reymann et al 2019, Lee et al 2020). The second problem, QPR from the dominant coherent mode, is an ill-posed, inverse problem. Solution to this problem, in the context of the TIE, requires knowledge of the transverse derivatives (gradient and Laplacian) of the two input intensity images. These operations, too, can be performed by a CNN-based architecture, such as that employed in the DLBM. Thus, it is feasible that a CNN-based method can learn a solution to the polychromatic phase retrieval problem.

5.4. Training considerations

A DLBM aims to learn the mapping between phase and intensity measurements, independent of the phantom structure and design. In order to retain this mapping during data pre-processing, while simultaneously ensuring an appropriate range of data for gradient computation, it is essential to normalize over the entire stack of training images and not over individual slices. Per-slice normalization would render the problem unsolvable. Furthermore, the validation and test datasets are also mapped onto the same, normalized scale. Thus, retention of this inverse mapping has to be ensured not just during pre-processing and training, but also during inference.

As the pixel-wise MSE loss was employed for training, quantitative performance was prioritized over qualitative feature information. Alternatively, if the goal is excellent qualitative performance alone, alternative loss functions that take into account the correlations in object structure such as normalized correlation coefficient (NCC) (Goy et al 2018), perceptual loss (Deng et al 2020) or even CNR, could be employed to focus on qualitative feature information. To this end, a variation in network architecture such as mixed-scale dense networks (Pelt and Sethian 2018, Mom et al 2022) instead of convolutional networks could be employed. Another effect of employing the MSE loss is the strong denoising performance, given the large proportion of pixels forming the background. However, the superior denoising performance might be partially offset by slightly worse performance for low phase contrast-inducing materials present within multi-material objects, and under high noise conditions, as the network training minimizes MSE and prioritizes superior performance on high phase contrast-inducing materials. An alternative training strategy might include material-specific weights in the loss function, or involve training specifically at various quantitative ranges of phase. Furthermore, with a focus on QPR and employment of a pixel-wise loss, high-frequency artifacts were observed at the edges, especially as residues at the locations of the magnified objects. These artifacts were relatively small, and could be
removed via post-processing. Before the practical deployment of any DLBM, it is important to identify, \textit{a priori},
the kind of characteristic artifacts that may be produced by the DLBM as opposed to artifacts from conventional
methods that can be determined given their analytical formulation (Rodgers et al 2020). This could inform a
post-processing method that might be employed to eliminate the same.

Last, in case of multi-material objects, the presence of an embedding material adds additional difficulty in
the context of a deep learning-based solution, in terms of both attenuation, and phase effects. Since the thickness
of the embedding material, and hence attenuation due to the same, varies spatially, the network is expected to
learn and eliminate this effect while parsing the effects of attenuation and phase due to the foreground materials
alone. Furthermore, the constant background phase and phase variations relative to the background could span
different orders of magnitude. With MSE as the loss function, learning occurs at two scales—(i) estimating the
background, which often consists of more pixels than the foreground and thus, could provide large
improvement in MSE if correctly estimated, and (ii) estimating the variations in phase with respect to the
background. In order to improve training performance in this scenario, employing an adaptive learning rate, or
offsetting the constant background value, were both effective strategies.

6. Conclusion

In conclusion, we employed a DLBM and assessed its robustness as a solution for QPR from polychromatic
intensity measurements for PB-XPC imaging under laboratory conditions. It was found that the method is
stable under typical variations in system settings and can be applicable for complex, multi-material objects. Last,
the method generalized well to previously unseen, complex phantoms as well as to minor variations in
propagation distances. The experimental applicability of a DLBM is demonstrated via one architecture and one
system; changes in architecture or major changes in the system would require retraining, followed by
reevaluation of the trained model—similar to the studies conducted in this work. Thus, a DLBM has potential
applicability for QPR from measurements of complex objects imaged experimentally via PB-XPC under
laboratory conditions.
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