Neural Relighting and Expression Transfer on Video Portraits
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Abstract

Photo-realistic video portrait reenactment benefits virtual production and numerous VR/AR experiences. The task remains challenging as the reenacted expression should match the source while the lighting should be adjustable to new environments. We present a neural relighting and expression transfer technique to transfer the head pose and facial expressions from a source performer to a portrait video of a target performer while enabling dynamic relighting. Our approach employs 4D reflectance field learning, model-based facial performance capture and target-aware neural rendering. Specifically, given a short sequence of the target performer’s OLAT, we apply a rendering-to-video translation network to first synthesize the OLAT result of new sequences with unseen expressions. We then design a semantic-aware facial normalization scheme along with a multi-frame multi-task learning strategy to encode the content, segmentation, and motion flows for reliably inferring the reflectance field. This allows us to simultaneously control facial expression and apply virtual relighting. Extensive experiments demonstrate that our technique can robustly handle challenging expressions and lighting environments and produce results at a cinematographic quality.

1. Introduction

The popularity of mobile cameras has witnessed the rapid development of digital facial portrait photography. Further synthesizing and editing the video portraits suggests different content, which enables numerous applications in virtual cinematography, movie post-production, visual effects and telepresence, among others. Generating such video portraits conveniently still remains challenging and has attracted substantive attention of both the computer vision and graphics communities. In this paper, we focus on automatically and conveniently synthesizing a photo-realistic video portrait of a target actor where the facial expression, the lighting condition and background are fully disentangled and controllable through various source actors. It is particularly challenging since humans are highly sensitive to facial inconsistency and the video portraits are influenced by the complex interaction of environment, lighting patterns and various facial attributes like material and specular reflection. The most common practice for manipulating video portraits in the film industry still relies on tedious manual labor and sophisticated devices for reflectance field acquisition [11] or chroma-keying [70]. The recent neural techniques [31, 56] bring huge potential for convenient and highly-realistic manipulations, enabling compelling visual quality in various applications, such as visual dubbing [24, 30], telepresence [36], video post-editing [16, 73] or audio-driven virtual assistant [60], even in real-time [63, 65]. However, they still suffer from pre-baked shading of the specific training scenes without manipulating the illumination, which is critical for relighting applications in portrait photography like virtual cinematography. On the other hand, various neural schemes with controllable portrait’s lighting conditions have been proposed using high-quality pore-level 4D facial
reflectance fields [11] acquired under multi-view and multi-lit configurations. However, they are limited to image-based relighting [40, 48], a subset of the reflectance field learning [37, 49] or relightable model and appearance reconstruction [4, 21, 38]. Researchers pay less attention to combine the background and lighting manipulation with face-interior reenactment into a universal data-driven framework.

In this paper, we attack the above challenges and present the first approach to generating relightable neural video portraits for a specific performer. As illustrated in Fig. 1, with the aid of immediate and high-quality facial reflectance field inference, our approach endows the entire photo-realistic video portraits synthesis with the ability of fully disentanglement and control of various head poses, facial expressions, backgrounds, and lighting conditions. This unique capability also enables numerous photo-realistic visual editing effects.

Our key idea is to combine high-quality 4D reflectance field learning, model-based facial performance capture and target-aware neural rendering into a consistent framework, so as to support convenient, realistic and controllable editing of neural video portraits. To this end, for the temporal ground-truth supervision, we first build up a light stage setup to collect the dynamic facial reflectance fields of the target performer with one-light-at-a-time (OLAT) images under various sequential poses and expressions. Then, with such target-specific OLAT data, the core of our approach is a novel rendering-to-video translation network design with the explicit head pose, facial expression, lighting and background disentanglement for highly controllable neural video portrait synthesis. After training, reliable head pose and facial expression editing are obtained by applying the same facial capture and normalization scheme to the source video input, while our explicit OLAT output enables high-quality relit effect. This relit effect can not only match the environment, but also simulate the rim-light to improve the matting quality for a better background replacement. An encoder-decoder architecture is further adopted to encode the illumination weighting parameters of OLAT images from the corresponding relit images, enabling automatic lighting editing from natural source images. Thus, our approach enables automatically and conveniently control of facial expression, lighting condition and background of the performer’s video portrait with high photo-realism for various visual editing effects. To summarize, our main contributions include:

- We demonstrate the new capability of simultaneous relighting and and expression transfer, which enables photo-realistic video portraits synthesis for various visual editing effects, with full disentanglement of expressions, backgrounds and lighting conditions.
- We introduce a rendering-to-video translation network to transfer model-based input into high-fidelity facial reflectance fields, with a multi-frame multi-task learning strategy to encode content, segmentation and temporal information.
- We propose to utilize hybrid model-based facial capture with a carefully designed semantic-aware facial normalization scheme for reliable disentanglement.

2. Related Work

Face capture and reconstruction. Face reconstruction methods aim to reconstruct the geometry and appearance of 3D face models from visual data and we refer to two recent reports on monocular 3D face reconstruction and applications [14, 77] for a comprehensive overview. Early solutions adopt optimization schemes by fitting a 3D template model of only the face regions into various visual input, such as a single image [5, 6], a temporal consistent video [8, 17, 20, 22, 50, 71] or even unstructured image sets [28, 29, 43]. The recent deep learning techniques bring huge potential for face modeling, which learn to predict the 3D face shape, geometry or appearance [7, 26, 41, 42, 52, 58, 59, 72, 76] However, these method above still cannot create a photo-realistic model in a controllable manner, especially for those fine-grained facial regions like hair, mouth interior or eye gaze. The recent work [18] enables controllable implicit facial modeling and rendering using neural radiance field, but it still relies on per-scene training and suffers from pre-baked illumination of the training scenes. In contrast, our approach enables more disentanglement and control of background, lighting condition as well as facial capture parameters for photo-realistic video portrait generation.

Face reenactment and replacement. Facial reenactment re-generates the face content of a target actor in a portrait video by transferring facial expression and pose from a source actor. Many recent reenactment approaches model-based expression capturing and the expressions are transferred via dense motion fields [3, 34, 51] or facial parameters [19, 32, 62–64, 66]. The recent neural approaches [31, 56] replace components of the standard graphics pipeline by learned components, which bring huge potential for convenient and highly-realistic manipulations, enabling compelling visual quality in various applications, such as visual dubbing [24, 30], telepresence [36], video post-editing [16, 73] or audio-driven virtual assistant [60], even in real-time [63, 65]. Inspired by pix2pix [23], Deep Video Portraits [31] proposes an rendering-to-image translation approach that converts synthetic rendering input to a scene-specific realistic image output. However, [31] and the work followed by, such as [24, 30, 61] suffers from pre-baked shading of the specific training scenes without manipulating the illumination which is critical for relighting applications like virtual cinematography. Some recent
Figure 2. The algorithm pipeline of our relightable neural video portrait. Our pipeline mainly consists of three stages: Portrait parsing disentangles portrait parameters explicitly and normalizes them into the target actor’s distribution for conditioning feature map generation; Then the proposed network synthesizes 4D reflectance fields via sequential conditioning feature maps; Our approach can achieve simultaneous relighting and reenactment effects on the portrait video of the target actor.

Work enables lighting or facial expression control during the facial portrait image generation [9, 55] or editing [53, 54] based on styleGAN [25]. However, these methods mainly focus on the task of portrait image generation and suffer from unrealistic interpolation for neural video portrait reenactment. Differently, we take advantage of learning from the temporally consistent OLAT dataset of the target performer to allow for larger changes in facial expression reenactment, background as well as the lighting condition, while maintaining high photo-realism. Facial portrait relighting. High quality facial portrait relighting requires the modeling of pore-level 4D reflectance fields.Debevec et al. [11] invent Light Stage to capture the reflectance field of human faces, which has enabled high-quality 3D face reconstruction and illuminations rendering, advancing the film’s special effects industry. Some subsequent work has also achieved excellent results by introducing deep learning [21, 37, 38, 48, 74]. Some work follows the pipeline of color transfer to achieve the relighting effects [10, 45–47], which usually needs another portrait image as the facial color distribution reference. With the advent of deep neural networks and neural rendering, some methods [35, 44, 75] adopt Spherical Harmonics (SH) lighting model to manipulate the illumination. Several works [2, 13, 67] jointly estimate the 3D face and SH [5, 34] parameters and achieved relighting by recovering the facial geometry and modify the parameters of the SH lighting model. Explicitly modeling the shadow and specular [39, 69] achieve excellent results in directional light source relighting. Mallikarjun et al. [57] take a single image portrait as input to predict OLAT(one-light-at-a-time) as Reflectance Fields, which can be relit to other lighting via image-based rendering. Sun et al. [48] choose environment map as lighting model and use light stage captured OLAT data to generate realistic training data and train relighting networks in an end-to-end fashion. Similarly, we use the target-aware temporal OLAT images to generate training data for high-quality lighting disentanglement. Differently, we further combine the background and lighting manipulation with face-interior reenactment into a universal data-driven framework.

3. Neural Light and Expression Transfer on Video Portraits

We present relightable neural video portrait, a simultaneous relighting and reenactment scheme that transfers facial expressions from a source actor to the portrait video of a target actor with arbitrary new backgrounds and lighting conditions. Fig. 2 illustrates our technical pipeline, which combines 4D reflectance field learning, model-based facial performance capture and target-aware neural rendering. We first describe our dynamic OLAT dataset capture scheme in Sec. 3.1, and further introduce a portrait parsing scheme in Sec. 3.2 to generate hybrid conditioning feature maps for fully controllable portrait video synthesis. Specifically, our approach parses the input video of the source actor for the...
explicit rigid head pose, and facial expression, to support explicit editing and disentanglement. In sec. 3.3, we introduce our rendering-to-video translation network to synthesize high-quality OLAT image sets from sequential conditioning feature maps. We adopt a multi-frame multi-task learning framework, which learns geometrical and spatial information simultaneously for reflectance field inference. Finally, various novel visual editing applications are as described in Sec. 3.4.

3.1. Data Acquisition

To recover the 4D reflectance fields of dynamic portraits, we build up a light stage, so as to provide fine-grained facial perception. Our hardware architecture is demonstrated in Fig. 12, which is a spherical dome of a radius of 1.3 meters with 96 fully programmable LEDs and a 4K ultra-high-speed PCC (Phantom Capture Camera) as shown in Fig. 12.

To densely acquire dynamic sets of facial expressions, captured targets were required to perform natural conversations and a range-of-motion sequence with translation and rotation.

However, one of the most challenging issue is that the motion of the captured target will cause mis-alignments, leading to blurriness. We conquer such limitations by optical flow algorithm and further obtain results at higher frame rate.

Inspired by the approach [38], we additionally capture an full-bright image for tracking purposes every 6 images, as shown in Fig. 14. Then, we align the OLAT data between 14 consecutive groups of full-bright frames with optical flow. We will discuss the capture setting in supplementary materials for details.

3.2. Portrait Parsing

Our Portrait parsing module aims to generate a set of conditioning feature map \( \{ F_t \}_{t=1}^{n_t} \) as inputs to our rendering-to-video network, where \( n_t \) is the number of the frames.

A conditioning feature maps \( F_t \) consists of a diffuse color image \( I^d_t \) and a coordinate image \( I^c_t \). We use FLAME [33], a parametric 3D head model described by a function \( G(\beta, \theta, \phi) \) as our representation of portrait, where the coefficient parameters \( \beta, \theta, \phi \) represent head shape, head pose and facial expression, respectively. Inspired by DVP [31], we use diffuse color and pncc as textures for rendering, and use them as the coordinate images \( I^d_t \) and \( I^c_t \) respectively.

These images provide a coarse estimation of the detailed facial geometry and spatial information for result synthesis.

Face parameters \( \beta, \theta, \phi \) are extracted from this image patch via the DECA method [15], while the 2D landmarks are estimated using a regression trees approach [26].

Note that when the source and target actors are different, their facial geometry will be different even in similar facial expressions, which will manifest in facial characteristics, such as eye size, nose length, mouth curvature, etc. Therefore, we performed normalization operations during the expression transfer process. For details, please refer to the supplementary material.

3.3. Reflectance Field Generation

Our conditioning rendering-to-video translation network takes the composed sequence of conditioning feature maps as input. Here, the generated reflectance field consists of 96 portrait images in the same head pose and facial expression from an identical camera view but are lit one light at a time. Such design in our approach enables more controllable high-quality relighting than directly predicting the portrait image under specific environment lighting conditions. Our explicit relighting strategy based on OLAT image sets owns better generalization ability than those end-to-end learning ones which are highly rely on the diversity of training data. Meanwhile, our target-aware neural rendering strategy can render not only photo-realistic facial output even for those regions complying with head motion such as hair. As illustrated in Fig. 2, our translation network adopts a multi-frame multi-task learning framework, which will be described in detail below.

**Sequential input.** We gather the adjacent 11 frames to be a sequential input \( F_{t_c} = \{ F_t \}_{t=t_c-10} \) for the network inference, where \( t_c \) is the current time. This sequential input enables the network to extract the rich temporal information in our dynamic OLAT dataset and output stabilized image sequence.

**Translation network.** The encoder extracts multi-scale latent representations of conditioning feature maps, while the decoder module generate the reflectance field as shown in Fig. 2. Many works have shown that learning geometric information while learning reflectance helps the neural
Figure 5. **Relighting and expression transfer.** The first row is the reference for expression and the reference for lighting. Each following row shows the result of a target actor under the reference expression and lighting. For columns 1 and 4, we use an ambient light to relit, to show our expression transfer result. For each expression, we present two additional lighting condition. In columns 2 and 3, we use HDR environment illumination to relit the target actor, and use the corresponding region in the environment map as the background. In columns 5 and 6, we show our neural reflectance field’s simulation of studio lighting, and use a suitable picture as the background.

network to disambiguate the relationship between light and albedo. Therefore, we design the network to explicitly learn the information of albedo and normal. Such a multi-task framework enforces the encoder and the decoder to learn contextual information of the target actor, so as to produce more detailed reflectance fields. Please refer to supplementary for more details.

**Training details.** We leverage captured dynamic OLAT sequences of the target actor to train our target-aware translation network. We synthesize a fully-illuminated image via relighting the corresponding OLAT imageset $Y_t$ for each frame. Portrait parsing will compute $\{\beta_t\}_{t=1}^{n_t}$, $\{\theta_t\}_{t=1}^{n_t}$, $\{\phi_t\}_{t=1}^{n_t}$, and $\{\hat{I}_t\}_{t=1}^{n_t}$ and further render and compose them into conditioning feature maps $\{F_t\}_{t=1}^{n_t}$ as described in Section 3.2.

So we compute the average head shape parameter $\overline{\beta} = \sum_{t=1}^{n_t} \beta_t$ representing the actor’s head shape which will be used in synthesizing conditioning inputs.

We utilize Mean Square Error (MSE) loss and the Multi-scale Structural Similarity (MS-SSIM) Index [68] loss to penalize the differences between the synthesized reflectance field and the ground truth, which are combined together as
a photometric loss $L_{color}$:

$$L_{color}(\alpha) = \mathbb{E}_{\mathbf{F}, \mathbf{Y}}[||\mathbf{Y} - \Psi_a(\mathbf{F}; \alpha)||_2^2 + f_{msss}(\mathbf{Y}, \Psi_a(\mathbf{F}; \alpha))],$$

(1)

where $f_{msss}(\cdot)$ is a differentiable MS-SSIM function [68]; $\alpha$ is the network weights of the proposed translation network; $\Psi_a(\cdot)$ outputs the predicted reflectance field of the network.

We designed loss for the two structural information of albedo and normal:

$$L_{normal}(\alpha) = \mathbb{E}_N[1 - f_{angle}(N, \Psi_a(\alpha))],$$

$$L_{albedo}(\alpha) = \mathbb{E}_{A}[f_{vgg}(A, \Psi_a(\alpha)) + f_{msss}(A, \Psi_a(\alpha))],$$

(2)

where $f_{angle}(\cdot)$ denotes the per-pixel cosine distance between the two vector [1]; $f_{vgg}(\cdot)$ denotes the output feature of the third-layer of pretrained VGG-19; $\Psi_a(\cdot)$ outputs the predicted normal map, predicted albedo map of the network respectively.

Meanwhile, we deploy an adversarial loss $L_{GAN}$ to enhance the similarity of the distribution between predicted reflectance field and the ground truth so that the proposed network can produce photo-realistic results. Our discriminator $D(\cdot)$ is inspired by the PatchGAN [12] classifier and has a similar architecture but difference in inputs. $D(\cdot)$ conditions on the input, the conditioning feature maps $\mathbf{F}$, and either the predicted $\Psi_a(\mathbf{F}; \alpha)$ or the ground-truth reflectance field $\mathbf{Y}$. The adversarial loss $L_{GAN}$ has the following form:

$$L_{GAN}(\alpha, \omega) = \mathbb{E}_{\mathbf{F}, \mathbf{Y}}[\log D(\mathbf{F}, \mathbf{Y}; \omega)] + \mathbb{E}_F[\log(1 - D(\mathbf{F}, \Psi_a(\mathbf{F}; \alpha); \omega))],$$

(3)

where $\omega$ is the network weights of the discriminator $D(\cdot)$.

The color reflectance field branch directly outputs a reflectance field with 96 portrait images. The lack of constraints on these images let the network’s outputs have slight facial geometry differences, which is not expected in our task and will affect the relighting quality. We propose a context loss to alleviate this inconsistency in the predicted reflectance field. Specifically, we re-render a fully illuminated portrait image from the predicted reflectance field which is a differentiable linear combination of output OLAT images. Next, we extract the head shape parameters $\beta(\Psi_a(\mathbf{F}; \alpha))$ of the re-rendered portrait image and expect it to be as close to $\beta$ as possible. The context loss $L_{context}$ is formulated as:

$$L_{context}(\alpha) = \mathbb{E}_{\mathbf{F}}(||\beta(\Psi_a(\mathbf{F}; \alpha)) - \bar{\beta}||_1).$$

(4)

We linearly combine these loss function as the following objective function to find the optimal weights of translation network:

$$\alpha^* = \arg \min_{\alpha} \max_{\omega} \lambda_1 L_{GAN}(\alpha, \omega) + L_{color}(\alpha)$$

$$+ L_{normal}(\alpha) + L_{albedo}(\alpha) + \lambda_2 L_{context}(\alpha),$$

(5)

where $\lambda_1$ and $\lambda_2$ are weights to balance the contribution of these terms. We set $\lambda_1 = \lambda_2 = 0.1$ in our implementation.

### 3.4. Applications

The explicit disentanglement of the head pose, facial expression and lighting condition in NeRVP that produces a photo-realistic video portrait of the target actor enables many visual effects. Here, we introduce following basic operations of our approach, whose combination empowers various applications as demonstrated in Section 4.

**Relighting.** Since our approach synthesizes 4D reflectance fields for the target actor, we can relight the portrait video by linearly combining the RGB channels of OLAT images according to arbitrary target environment map. Such kind of explicit approach provides more reliable and realistic outputs than learning-based methods which easily produce low-contrast results.

**Matting and Background Replacement.** We generated 4D reflectance fields to simulate the lighting on the side and back very well, which allows us to rim-lit the portrait by relighting method to make the contour of the portrait more distinguishable from the background. We use ModNet [27] for matting of portraits, and we show the important role of rim-light in the matting process in Fig. 11.

**Face reenactment.** Given a video clip of the source actor, our approach can transfer the pose and the facial expression to the portrait video of target actor. Finally, the target actor’s face in the synthesized portrait video will reenact the source actor.

### 4. Experimental Results

In this section, we evaluate our approach in a variety of challenging scenarios.

#### 4.1. Qualitative result

As we can see in the gallery Fig. 5, our approach can transfer the facial expression vividly. In addition, the network learns the OLAT frames explicitly, which makes it possible to relight the portraits in high-dynamic-range. This also enables us to imitate the photography studio lighting and show an artistic relighting effect. We chose Rembrandt
lighting and cyberpunk lighting for demonstration. To imitate these two studio lighting, we need to have a good performance under various challenging lighting conditions, including rim light, hard directional light, backlight, top light and ambient light. Therefore, it is very difficult to imitate these two types of artistic lighting conditions, where our method shows superiority.

Our method also has many other applications. First, we can generate high frame rate dynamic OLAT. Since the network learns a mapping from facial parameters to reflection fields, we can interpolate lighting by interpolating expression parameters. This makes it possible to generate 1000fps OLAT data, which can be used in various scenes such as slow motion fill light in movies. In reality, a 100,000fps high-speed camera is required to collect such data, which cannot be achieved by current technology. We show this application in Fig. 7.

Our method can also be directly used in the field of virtual production, as illustrated in Fig.6. Our algorithm supports transferring such informative lighting and expressions from the given source actor to the target one, enabling film making with more flexibility out of the limitation of actors and surrounding illumination conditions.

4.2. Comparisons

With the aid of the immediate and high-quality dynamic facial reflectance field inference, our novel synthesized neural video portraits endow the entire capacity of combining dynamic facial expressions, various illumination conditions and changeable environmental backgrounds. It is particularly of competitive advantages over cases that relighting portraits are interfered by the interaction of the environment. Since our method is a novel approach to generating relightable neural video portrait, to demonstrate our outstanding performance, we compare our method against the one based on DVP (Deep Video Portraits) [31], which suffers a lack of relightable capacity. Therefore, for fair comparisons, we further add another state-of-the-art methods for relighting, Single Image Portrait Relight (SIPR) and MassTransport approach (MTP), respectively.

As shown in both Fig. 8 and Fig. 9, our approach surpasses all other methods in visual effects. DVP+SIR suffers from over-smoothness, leading to insufficiency of details and unevenly distributed light on the target portrait face. Moreover, DVP+MTP shows severe flickering along with varying illumination conditions from various angles of deflection. In contrast, our approach achieves the perfect rendering result in terms of photo-realism without any artifact.

For further quantitative comparison, we evaluate our rendering results via three various metrics: signal-to-noise ratio (PSNR), structural similarity index (SSIM) and mean absolute error (MAE) to compare with existing state-of-art approaches. We generate a sequence of relighted portraits from all reference views which are evenly spaced in range of illumination angles. As shown in the Tab. 1, our method shows the outstanding performance on the photo-realistic synthesis and controllable video editing in terms of all three metrics with even less standard deviation.
4.3. Ablation Study

In this subsection, we evaluate the performance of our approach by comparing different designs of our method components in quality and quantity. We use w/o normalization to denote the variations of our approach without normalizing the parameters of the extracted 3D face model. As shown in Fig. 10, the bottom row illustrates the blinking process without normalization on the parameters of the face model. In contrast, the upper row shows the reenactment of the same eye blinking motion after normalization. We can observe that when the source person’s eyes are much smaller than the target person’s, the animation results look like that the target person cannot open the eyes, which is absurd and unnatural. The key problem is that the source person and target person have different facial geometries, when we simply transfer the facial motions of the source person, the size of eyes and mouth will not match the face of the target person. Normalization maps the distribution of the parameters of the source person to the target person, which ensures that we can transfer facial motions in a reasonable and photo-realistic way.

When replacing the background, a good alpha map is necessary. We demonstrate the process of getting the alpha map in Fig. 11, in which we used the method of MOD-Net [27]. We use w/ rim-light to denote using rim-light to lit the contour of the target actor, and use w/o rim-light to denote not using rim-light. The result shows that our generated neural reflectance field can simulate photorealistic rim-light, which greatly improves the quality of matting, especially for the fine structure such as hair.

4.4. Limitations

We have demonstrated the compelling capability of simultaneous relighting and reenactment for neural video portrait generation, our approach is subject to some limitations. First, the output of our neural network is 96 OLAT imagesets, leading to a huge GPU memory occupancy to support the training process. This is the key limitation on the spatial resolution of our generated results. Furthermore, to fully reenact the expression of the source person, we need to obtain a rich OLAT dataset of the target person, which is very expensive to train the person-specific neural network with a such a large-scale dataset. In addition, our method is limited by the accuracy of the estimation of the facial parametric model, which means we cannot accurately estimate the representative exaggerated expression of each person. This makes our driving effect not accurate enough under some expressions.

Our approach also do not utilizes fine-grained 3D models for other regions such as hair. Thus, we can occasionally observe that the movements of these parts look unnatural and may violate the laws of physics.

5. Conclusion

We have presented the first approach to generate relightable neural video portraits of a target performer, which enables simultaneous relighting and reenactment via high-quality facial reflectance field learning. Our novel pipeline, using multi-frame multi-task learning strategy, combines 4D reflectance field learning, model-based facial performance capture and target-aware neural rendering, so as to transfer the facial expressions from a source actor to a portrait video of a target actor with arbitrary new background s and lighting conditions. Extensive experimental results demonstrate the effectiveness of our approach for simultaneous relighting and reenactment with various visual editing effects under high realism, which compares favorably to the state-of-the-art. We believe that our approach is a critical step...
for the highly realistic synthesis of portrait video into various environments under the control of various meaningful attributes, with many potential applications for fancy visual effects in VR/AR, gaming, filming or entertainment.
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6. Hardware architecture and capture settings

To recover the 4D reflectance fields of dynamic portrait, we build up a light stage device with 96 LED light sources and a stationary 4K ultra-high-speed camera at 1000 fps, resulting in a temporal OLAT image set at 25 fps, so as to provide fine-grained facial perception.

Under such a dynamic capture setting, the target performer can freely speak, translate and rotate in a certain range to provide a continuous and dynamic OLAT image sets sequence. However, one of the most challenging issues is that the motion of the captured target along with data acquisition will cause misalignment, leading to blurriness in the OLAT image sets, making the data post-processing more challenging. We conquer such limitations using an optical flow algorithm and further retrieve results at a higher frame rate using densely-acquired homogeneous full-lit frames.

Our hardware architecture is demonstrated in Fig. 12, which is a spherical dome of a radius of 1.3 meters with 96 fully programmable LEDs and a 4K ultra-high-speed camera. The LEDs are independently controlled via a synchronization control system and evenly localized on the doom to provide smooth lighting conditions.

Single PCC (Phantom Capture Camera) is leveraged with a global shutter setting, generating roughly 6 TB of data in total. For each data session, we collect video sequences in 25 seconds rather than isolated frames with 700 us exposure time and 1000 EI, which allows a lower noise floor. In practice, we can simultaneously control the PCC along with the LEDs system.

During capture, all the 96 LEDs follow the patterns shown in Fig. 13.

During the capture period, the high-speed camera synchronizes with the 96 LEDs at 1000 fps and outputs an 8-bit Bayer pattern color image stream at a resolution of $2048 \times 1440$.

Note that it is required at least 0.1s to acquire a complete dynamic session with 96 LEDs. Such duration causes misalignment, making it challenging to handle blurriness in the dataset and the low frame rate gives rise to inconsistent dynamic facial capture results. Inspired by the approach [38], we interleave “tracking frames” into the capture sequence during every six images rather than a complete session to conquer such drawbacks and cast the tracking frames as references, as shown in Fig. 14.

Instead of capturing an image with homogeneous illumination for every 96 images, we capture an image for tracking purposes every 6 images. This capture strategy allows us to align the OLAT data between 14 consecutive groups of full-bright frames in any pose to the middle frame with optical flow. It is equivalent to that the image between every two homogeneous illumination frames is multiplexed thirteen times to enhance the final optical flow result.

7. Normalization Operation Process

Note that when the source and target actors are different, their facial geometry will be different even in similar facial expressions, which will manifest in facial characteristics, such as eye size, nose length, mouth curvature, etc. We ex-
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Figure 14. The illustration of capture timing and frame alignment. Our method computes optical flows between full-lit images and warps OLAT images accordingly. The "overlapping" strategy allows us to reuse a same OLAT image in different OLAT image set so that we can achieve higher capture frame rate.

pect the distribution of conditioning feature maps generated from the source actor is similar to one of the target actor, so as to preserve target-aware appearance rendering results.

Specifically, we assume parameters as random variables which follow the normal distributions. For each parameter, we normalize both the mean and variance of the source actor’s distribution $X_s \sim N(\mu_s, \sigma^2_s)$ to be the same as the target actor’s distribution $X_t \sim N(\mu_t, \sigma^2_t)$. Thus, the normalized parameter $\hat{X}_s$ can be formulated as:

$$\hat{X}_s = (\sigma_t \otimes \sigma_s) \circ (X_s - \mu_s) + \mu_t \sim N(\mu_t, \sigma^2_t),$$  

(6)

where $\otimes$ and $\circ$ are element-wise division and product respectively. In our implementation, we regard the head pose $\theta$ and facial expression $\phi$ of FLAME parameters as two independent random variables and use the Eqn. 6 for normalization.

Thus, the conditioning feature maps $F_t$ at time $t$ are formulated as:

$$F_t = \{\tilde{I}_d^t, \tilde{I}_c^t, \tilde{I}_l^t\},$$  

(7)

where $\tilde{I}_d^t, \tilde{I}_c^t = \Pi(G(\beta, \tilde{\theta}, \tilde{\phi}), \Pi)$ and $\Pi$ is the rasterization and texture mapping function; $\tilde{\theta}$ and $\tilde{\phi}$ are normalized parameters.

8. Network Architecture

We adopt the U-Net architecture to the proposed translation network as illustrated in Fig. 15. Our network inferences both the facial reflectance field, the normal, and the albedo simultaneously to facilitate portrait video composition applications. The proposed network consists of an encoder and a decoder module. The encoder extracts multi-scale latent representations of conditioning feature maps, while the decoder module generates the reflectance field, the normal, and the albedo.

Such a multi-task framework enforces the network to learn contextual information of the target actor, so as to produce more detailed reflectance fields.

9. Quantitative comparisons

For quantitative comparison, we evaluate our rendering results via three various metrics: signal-to-noise ratio (PSNR), structural similarity index (SSIM) and mean absolute error (MAE) to compare with existing state-of-art approaches. For comparison, we generate a sequence of relighted portraits from all reference views which are evenly spaced in range of illumination angles. As shown in Fig. 16 due to the high-quality reflectance field inference and fully disentanglement, our method enables entire photo-realistic video portraits synthesis under various illumination conditions, making the rendering quality of any temporal sequence surpassing other baselines with higher PSNR, SSIM and lower MAE.

10. Application: Virtual Conference

By utilizing our generated dynamic facial reflectance field, we can achieve a relightable virtual conference as shown in Fig. 17. No matter whether the user is dressing casually with messy hair, or lying on the sofa with a cup of coffee, the user can appear decently in front of others in suits. The conference background can be changed arbitrarily, the most impressive effect is that the light conditions on the generated user in suits will perfectly match the environment. Furthermore, if the user is walking on the street in a rush with a shaking camera, or even he is not looking and the camera, by explicitly controlling the pose parameters, our approach can always let the user look like attending the conference naturally.
Figure 15. Our multi-frame multi-task architecture design for our rendering-to-video network.

Figure 16. Quantitative comparisons on the test reference data with ground truth. Our results are more realistic and closer to ground truth.

Figure 17. We demonstrated the application of our algorithm in the virtual conference. Users can participate in video conferences on formal occasions in a wide range of scenarios. Through the control of pose, we can realize that the user still presents a decent participation state in scenes such as walking and not looking at the camera.