Abstract—We present a unified probabilistic gradient boosting framework for regression tasks that models and predicts the entire conditional distribution of a univariate response variable as a function of covariates. Our likelihood-based approach allows us to either model all conditional moments of a parametric distribution, or to approximate the conditional cumulative distribution function via Normalizing Flows. As underlying computational backbones, our framework is based on XGBoost and LightGBM. Modelling and predicting the entire conditional distribution greatly enhances existing tree-based gradient boosting implementations, as it allows to create probabilistic forecasts from which prediction intervals and quantiles of interest can be derived. Empirical results show that our framework achieves state-of-the-art forecast accuracy.
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I. INTRODUCTION

The development of modelling approaches that approximate and describe the data generating processes underlying the observed data in as much detail as possible is a guiding principle in both statistics and machine learning. We therefore strongly agree with the statement of Hothorn et al. (2014) that ‘the ultimate goal of any regression analysis is to obtain information about the entire conditional distribution \( F_Y(y|x) \) of a response given a set of explanatory variables’.\(^1\) It has not been too long, though, that most regression models focused on estimating the conditional mean \( \mathbb{E}(Y|X = x) \) only, implicitly treating higher moments of the conditional distribution \( F_Y(y|x) \) as fixed nuisance parameters. As such, models that minimize an \( \ell_2 \)-loss for the conditional mean are not able to fully exploit the information contained in the data, since this is equivalent of assuming a Normal distribution with constant variance. In real world situations, however, the data generating process is usually less well behaved, exhibiting characteristics such as heteroskedasticity or varying degrees of skewness and kurtosis. As an example, the data of the M5 forecasting competition can be characterized by a high degree of overdispersion, as well as intermittent and sporadic demand behaviour (Ziel, 2021). In recent years, however, there has been a clear shift in both academic and corporate research towards modelling the entire conditional distribution. This change in attention is most evident in the M5 forecasting competition, which differed from previous ones in the sense that it consisted of two parallel competitions: in addition to providing accurate point forecasts, participants were also asked to forecast nine different quantiles to approximate the distribution of future sales.\(^2\)

Initiated by the seminal paper of Salinas et al. (2020), recent advances in probabilistic time series forecasting have been predominantly presented in the context of deep learning, where forecasting has greatly benefited from a global modelling approach, with the parameters of the model being learned across a set of (related) time series, instead of training a model for each time series individually.\(^3\) Compared with the vast body of literature on neural probabilistic time series forecasting, tree-based models have received comparatively little attention. Yet, the M5 competition has demonstrated tree-based models to be very competitive for operational forecasting tasks, making them a viable alternative to deep learning approaches. Januschowski et al. (2021) provide an overview of the advantages of tree-based models to explain why they ranked so high for both tracks of the M5 competition. Among the most salient features of tree-based models, the authors include their robustness and their comparatively low sensitivity towards hyper parameters, handling of sparse and intermittent targets, built-in handling of missing and categorical features, their interpretability, and the fact that both the inputs and the target variable do not have to be scaled. All this makes tree-based models a ready to use and out-of-the-box competitive class of models.

Besides these advantages, current implementations of winning tree-based models, such as XGBoost of Chen and Guestrin (2016) and LightGBM introduced by Ke et al. (2017), do not readily provide probabilistic forecasts. With this paper, we respond to the need for
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\(^8\)Author for correspondence: alex.maerz@gmx.net

\(^1\)We denote \( P(Y \leq y|X = x) = F_Y(y|x) \) the conditional cumulative distribution function of a potentially continuous, discrete or mixed discrete-continuous response \( Y \) given explanatory variables \( X = x \). \( f_Y(y|x) \) denotes the conditional density of \( Y \). The conditional quantile function is denoted as \( F_Y^{-1}(y|x) \).

\(^2\)For details on the M5 competition, see Makridakis et al. (2021a) and Makridakis et al. (2021b).

\(^3\)For an overview of neural operational and strategic time series forecasting approaches, see Januschowski et al. (2021, 2020); Januschowski and Kolassa (2019) and the references therein.
turning tree-based point forecasts into probabilistic ones and present a unified tree-based probabilistic gradient boosting framework for regression tasks. Using XGBoost and the M5-forecasting competition winning LightGBM model as computational backbones, our approach allows us to either model all conditional moments of a parametric distribution, or to approximate the conditional cumulative distribution function (CDF) via a novel Normalizing Flow based approach. To the best of our knowledge, we are among the first to use Normalizing Flows in a gradient boosting framework. Unlike other methods, our framework is entirely likelihood based, where both sampling and evaluation are efficient and exact using tractable likelihood functions.

The remainder of this paper is organized as follows: Section II introduces our Distributional Gradient Boosting Machine (DGBM) framework and Section III presents an overview of related research branches. Section IV presents both a simulation study and real world examples that demonstrate the effectiveness of our framework. Section V concludes.

II. DGBM: DISTRIBUTIONAL GRADIENT BOOSTING MACHINES

Assessing the uncertainty attached to an outcome is essential for any decision making. This is especially true for forecasting tasks, where modelling the full distribution allows to generate different trajectories of potential future states. While the notion of uncertainty is ubiquitous, it is usually not well defined. To allow for a more nuanced view on uncertainty, we follow Hüllemeyer and Waegeman (2021) and distinguish between two sources of uncertainty for any machine learning task: while epistemic uncertainty accounts for uncertainty in the model that can generally be reduced given sufficient data, this paper is concerned with aleatoric uncertainty, which reflects the randomness inherent in observations. This type of uncertainty can be captured by modelling a conditional outcome probability distribution that is dependent on features (Baumann et al., 2021).

While there are several ways to arrive at probabilistic forecasts, modelling conditional quantiles as introduced by Koenker and Bassett (1978) is the most common choice, as they are both easy to interpret and provide insights into different parts of the response distribution. One common way, also applied by some contestants during the M5 competition, is to estimate one model for each quantile separately. While this approach is easy to scale and parallelize, it has the disadvantage of potential quantile crossing, especially when a dense set of quantiles is to be modelled and forecasted. Even though a penalty term can be added during model training, it is not guaranteed that quantiles are non-crossing for out-of-sample forecasts. Moreover, maintaining multiple models for each quantile can very easily become prohibitive, especially when it comes to variable selection and hyper-parameter tuning.

To avoid any of these problems, we suggest to directly model the entire conditional distribution of a response with a single model and to derive quantiles from the forecasted distribution. In this section, we present two alternatives of how to estimate the response distribution using gradient boosted decision trees, either via:

(i) assuming a parametric form of the response distribution, modelling all distributional parameters (Section II-A)

(ii) approximating the conditional cumulative distribution function via Normalizing Flows (Section II-B)

The strict monotonicity of the forecasted distribution guarantees that for well-calibrated models quantiles are in fact non-crossing. For each of the two alternatives, our framework uses XGBoost (XGB) and LightGBM (LGB) as underlying computational engines.

A. GBMLSS: GRADIENT BOOSTING MACHINES FOR LOCATION, SCALE AND SHAPE

Probabilistic forecasts are predictions in the form of a probability distribution, rather than a single point estimate only. In this context, the introduction of Generalized Additive Models for Location Scale and Shape (GAMLSS) by Rigby and Stasinopoulos (2005) has stimulated a lot of research and culminated in a new research branch that focuses on modelling the entire conditional distribution in dependence of covariates. This section introduces the general idea of distributional modelling.4

In its original formulation, GAMLSS assume a univariate response to follow a distribution \( \mathcal{D} \) that depends on up to four parameters, i.e., \( y_i \sim^\text{iid} \mathcal{D}(\mu_i, \sigma_i^2, \nu_i, \tau_i), i = 1, \ldots, n \), where \( \mu_i \) and \( \sigma_i^2 \) often location and scale parameters, respectively, while \( \nu_i \) and \( \tau_i \) correspond to shape parameters such as skewness and kurtosis. Hence, the framework allows to model not only the mean (or location) but all parameters as functions of explanatory variables.5 In contrast to Generalized Linear (GLM) and Generalized Additive Models (GAM), the assumption of the response distribution belonging to an exponential family is relaxed in GAMLSS and replaced by a more general class of distributions, including highly skewed and/or kurtotic continuous, discrete and mixed discrete, as well as zero-inflated distributions.6

From a frequentist point of view, distributional modelling can be formulated as follows

\[ g = \text{loc} - \text{scale} - \text{shape} \]

4For a more in-depth introduction, we draw the reader’s attention to Rigby and Stasinopoulos (2005); Klein et al. (2015a,b); Stasinopoulos et al. (2017).

5It is important to note that distributional modelling implies that observations are independent, but not necessarily identical realizations \( y \sim \mathcal{D}(\theta(x)) \), since all distributional parameters \( \theta(x) \) are related to and allowed to change with covariates.

6While the original formulation of GAMLSS in Rigby and Stasinopoulos (2005) suggests that any distribution can be described by location, scale and shape parameters, it is not necessarily true that the observed data distribution can actually be characterized by all of these parameters. Hence, we follow Klein et al. (2015b) and use the term distributional modelling and GAMLSS interchangeably.
For training GBMLSS, we leverage the link to multiclass-classification where, similar to our approach, a separate tree is grown for each class, and where the cross-entropy loss is used as an evaluation criteria for the different class-probabilities.

In its most generic form, the predictor $\eta_k$ is given by

$$\eta_k = f_k(x), \quad k = 1, \ldots, K \quad (2)$$

Within the original distributional regression framework, the functions $f_k(\cdot)$ usually represent a combination of linear and GAM-type predictors, which allows to estimate linear effects or categorical variables, as well as highly non-linear and spatial effects using a Spline-based basis function approach.  

Concerning the estimation of distributional regression, it relies on the availability of first and second order derivatives of the log-likelihood function needed for Fisher-scoring type algorithms.

The predictor specification in Equation (2) is generic enough to use tree-based models as well, which allows us to extend XGBoost and LightGBM to a probabilistic framework. We term our approach Gradient Boosting Machines for Location, Scale and Shape (GBMLSS) and interpret the loss function from a statistical perspective by formulating empirical risk minimization as Maximum Likelihood estimation. As outlined in März (2019, 2020), GBMLSS require the specification of a suitable distribution from which gradients and hessians are derived.  

These represent the partial first and second order derivatives of the log-likelihood function with respect to the distributional parameter $\theta_k$ of interest. GBMLSS are based on multi-parameter optimization, where a separate tree is grown for each of the $k = 1, \ldots, K$ distributional parameters. Estimation of gradients and hessians, as well as the evaluation of the loss function is done simultaneously for all distributional parameters. To improve on the convergence and stability of GBMLSS estimation, unconditional Maximum Likelihood estimates of the parameters $\theta_k$, $k = 1, \ldots, K$ are used as offset values. In addition to exact gradients and hessians, GBMLSS also support automatic differentiation of any twice-differentiable loss-function: a property that we leverage for estimating Normalizing Flow based models as introduced in the next section. Using the Shapley-Value approach of Lundberg et al. (2020); Lundberg and Lee (2017), GBMLSS offer the additional advantage of providing attribute importance and partial dependence plots for all distributional parameters individually.

### B. NFBoost: Normalizing Flow Boosting

The previous section has shown that the GBMLSS framework provides a high level of flexibility due to its ability to model a variety of complex distributions. However, there might also be situations in which a parametric distribution might not be flexible enough to provide a reasonable approximation to the data at hand. For such cases, it may be preferable to relax the assumption of a parametric distribution and approximate the data non-parametrically. While there are several ways for estimating the conditional cumulative distribution function, we propose to use conditional Normalizing Flows (NF) for their ability to fit complex and high dimensional distributions with only a few parameters. The principle that underlies Normalizing Flows is to turn a simple base distribution, e.g., $F_Z(z) = N(0,1)$, into a more complex and realistic distribution of the target variable $F_Y(y)$ by applying several bijective transformations $h_j, j = 1, \ldots, J$ to the variable of the base distribution (Rügamer et al., 2022)

$$y = h_j \circ h_{j-1} \circ \ldots \circ h_1(z) \quad (3)$$

Based on the complete transformation function $h = h_j \circ \ldots \circ h_1$, the density of $y$ is then given by the change of variables theorem

$$f_Y(y) = f_Z(h(y)) \cdot \left| \frac{\partial h(y)}{\partial y} \right| \quad (4)$$

where scaling with the Jacobian determinant $|h'(y)| = |\partial h(y)/\partial y|$ ensures $f_Y(y)$ to be a proper density integrating to one.
Our Normalizing Flow Boosting approach (NFBoost) is based on Bernstein-Polynomial Normalizing Flows introduced by Sick et al. (2021) and further extended by Dühr et al. (2022); Arpogaus et al. (2021). This type of Normalizing Flow is in turn based on Conditional Transformation Models (CTMs) originally introduced by Hothorn et al. (2014).\(^\text{12}\) As for Normalizing Flows, Conditional Transformation Models transform a simple base distribution \(F_Z\) into a more complex and realistic target distribution \(F_Y\) via a monotonic conditional transformation function \(h(y|x)\)

\[
F_Y|X(y) = \mathbb{P}(Y \leq y|x) = F_Z(h(y|x))
\]

that is learnt from the data (Baumann et al., 2021). However, instead of a transformation from \(z\) that is learnt from the data (Baumann et al., 2021). How-is given by chaining all three together (Sick et al., 2021)

Normal. The total set of transformations is based on Bernstein-Polynomials with covariate dependent basis coefficients \(\vartheta_m\) (Sick et al., 2021). For continuous densities, \(\vartheta\)

properties to uniformly approximate any function in \([0, 1]\) via the sigmoid function \(\sigma\). The one defined in Equation \(7\) is based on Conditional Transformation Models, Normalizing Flows are estimated using the following likelihood function

\[
f_Y(y|x) = f_Z(h_{\xi(x)}(y)) \cdot \left| \frac{\partial h_{\xi(x)}(y)}{\partial y} \right|
\]

To ensure the chain of transformation in Equation \(7\) to be invertible, all individual components need to be strictly monotonous (Arpogaus et al., 2021).\(^\text{13}\) To ensure monotonicity for \(f_1\) and \(f_3\), \(a_1\) and \(a_2\) need to be positive. For the \(f_{BP}\) transformation, the parameters \(\vartheta_m\) need to be increasing. To meet these constraints, Dühr et al. (2022); Arpogaus et al. (2021); Sick et al. (2021) suggest applying the \(\text{softplus}\) functions to the scale parameters, i.e.,

\[
a_l = \text{softplus}(a_l) \quad \text{for} \quad l = \{1, 2\}
\]

and \(\vartheta_m = \vartheta_{m-1} + \text{softplus}(\vartheta_m)\) for \(m = 1, \ldots, M\) and \(\vartheta_0 = \vartheta_0\) to ensure the basis coefficients of the Bernstein-Polynomial transformation to be increasing.\(^\text{14}\) As for GBMLSS, we use unconditional Maximum Likelihood estimates of the parameters \(\xi(x)\) as offset values to improve on the convergence and stability of NFBoost.\(^\text{15}\) For the implementation of NFBoost, we resort to the TensorFlow Probability Bernstein-Polynomial Normalizing Flow version of Arpogaus (2022); Arpogaus et al. (2021).\(^\text{16}\)

Similar to GBMLSS introduced in the previous section, NFBoost is based on XGBoost and LightGBM as computational backbones for estimating \(\xi(x)\). As such, our DGBM framework offers XGBoost’s and LightGBM’s full functionality.\(^\text{17}\) The code of DGBM will be made available on our Git-repo [https://github.com/StatMixedML/DGBM](https://github.com/StatMixedML/DGBM) at the time of the final publication of the paper.

### III. RELATED RESEARCH

While neural probabilistic forecasting models and its literature have rapidly advanced (see Januschowski et al. (2021) or Rasul et al. (2021) for an overview), this section focuses on tree-based approaches for probabilistic

\[\xi(x) = \{a_1(x), b_1(x), \vartheta_1(x), \ldots, \vartheta_M(x), a_2(x), b_2(x)\}\]

are functions of covariates. Based on the change of variables theorem in Equation \(4\), parameters in \(\xi(x)\) are estimated using the following likelihood function

\[
f_Y(y|x) = f_Z(h_{\xi(x)}(y)) \cdot \left| \frac{\partial h_{\xi(x)}(y)}{\partial y} \right|
\]

However, a closed-form solution for the inversion of higher-order Bernstein polynomials is not known so that, based on Farouki (2012), Arpogaus et al. (2021) use cubic B-Splines to approximate its inverse.

\(\text{14}\) Other functions such as \(\text{softmax}\) or \(\exp\) are also viable options for transforming all parameters in \(\xi(x)\).

\(\text{15}\) For NFBoost, we use the L-BFGS algorithm to estimate unconditional parameters \(\xi\) as offset parameters. To set starting values for the L-BFGS algorithm, we have experimented with several initialization methods such as Xavier (Glorot and Bengio, 2010) or He-initialization of (He et al., 2015), and found that a simple Standard-Normal initialization leads to the best results.

\(\text{16}\) The code is available at https://github.com/StatMixedML/DGBM.

\(\text{17}\) We have implemented our framework in such a way that XGBoost and LightGBM remain largely unchanged, i.e., DGBM models are wrappers around the initial implementations. The only requirement for using GPU and distributed versions, e.g., via Dask or Ray, is that they need to support custom evaluation metric and objective functions.

\(\text{12}\) Klein et al. (2022) and Sick et al. (2021) highlight the close resemblance between Normalizing Flows and Conditional Transformation Models, even though and in contrast to the initial formulation of Conditional Transformation Models, Normalizing Flows usually consist of several chained transformations.
and distributional modeling. Exceptions are the neural network based Bernstein Flows of Dürre et al. (2022); Arpogaus et al. (2021); Sick et al. (2021), on which our approach is based. The authors have successfully applied neural Bernstein Flow models for short-term load forecasting, UCI datasets, as well as for approximating posteriors in Variational Bayes inference. Furthermore, Rügamer et al. (2022); Baumann et al. (2021) show state-of-the-art performance of Conditional Transformation based neural networks applied to time series, as well as UCI datasets.

Turning to tree-based models, Duan et al. (2020) introduce an approach for probabilistic gradient boosting using natural gradients. Similar to GBMLSS, the authors assume a parametric form of the distribution to estimate conditional distributional parameters. By treating leaf weights in each tree as random variables, Sprangers et al. (2021) estimate mean and variance parameters via stochastic tree ensemble update equations. Using these learned moments allows the authors to sample from a specified distribution after training and to model complex distributions. Since the approach does not rely on multi-parameter boosting, it is computationally efficient and scales well even for large datasets. However, the framework of Sprangers et al. (2021) is based upon minimizing the mean-squared error (MSE) and is restricted to distributions that can be parametrized using location and scale parameters only.

In a very recent paper, Hasson et al. (2021); Januschowski et al. (2021) develop an approach that allows tree-based approaches to be transformed into probabilistic models. By grouping training data whose predictions are sufficiently close, the authors use the resulting bins of true values in the training set as the predicted distributions. Applying their model to the bottom level time series of the M5-competition data, Januschowski et al. (2021) show that their model ranks among the top 5 in the uncertainty competition. By embedding tree-based regression models into a well-defined theory of conditional inference procedures, where significance tests are used for recursive partitioning, Schlosser et al. (2018) estimate the parameters of a distribution using Random Forests, whereas Hothorn and Zeileis (2021) use conditional inference trees and forests for estimating Conditional Transformation models. Based on a statistical view on boosting, Hothorn (2020) estimates CTMs using component-wise gradient boosting.

Other approaches include Quantile Regression Forests introduced by Meinshausen (2006) and the Generalized Regression Forests of Athey et al. (2019) that use a local nearest neighbour weights approach to estimate different points of the conditional distribution. Bayesian Additive Regression Trees (BART) of Chipman et al. (2010) are another very interesting strand of literature, as they take a Bayesian view of estimating decision trees and forests. To accommodate for heteroskedastic settings, Pratola et al. (2020) recently introduced a heteroscedastic version of BART. In a recent paper, Giaquinto and Banerjee (2020) combine gradient boosting with Normalizing Flows and apply it to density estimation, as well as to generative modelling of images in combination with a Variational Autoencoder. Friedman (2020) introduces a boosting framework using contrast trees to estimate the full conditional probability distribution without any assumptions regarding its shape, form, or parametric representation.

IV. Applications

In this section, we present both a simulation study and real-world examples that demonstrate the functionality of our framework.

A. Simulation Study

We start with a simulated data set presented in Figure 1 that exhibits a considerable amount of heteroskedasticity, where the interest lies in predicting the 5% and 95% quantiles. The dots in red show points that lie outside the 5% and 95% quantiles, which are indicated by the black dashed lines.

As splitting procedures, that are internally used to construct trees, can detect changes in the mean only, standard tree-based implementations are not able to recognize any distributional changes (e.g., change of variance), even if these can be related to covariates (Hothorn and Zeileis, 2021). As such, basic versions of XGBoost and LightGBM don’t provide a way to model the full predictive distribution \( F_Y(y|x) \), as they focus on predicting the conditional mean \( E(Y|X = x) \) only.

In general, the syntax of our DGBM models is similar to the original XGBoost and LightGBM implementations. However, the user has to make a distributional assumption for GBMLSS by specifying a family in the function call, as well as to specify the order of the Bernstein-Polynomial \( M \) for NFBoost. Since the data have been generated by a Normal distribution, we use the Normal as an input for GBMLSS. For NFBoost, we set \( M = 6 \). Since our framework is likelihood-based, we can use unconditional density and CDF estimates to compare and evaluate the distributional fit prior to estimating the models. Figure 2 shows that the Bernstein-Polynomials slightly better capture the kurtotic shape of the data compared to the Normal assumption.

The ability of the Bernstein-Polynomial Flow to better approximate the data is also confirmed by the likelihood comparison shown in Table 1.
When fitting both models, the user has the option of providing a list of hyper-parameters to find an optimized set of parameters using Optuna of Akiba et al. (2019). Once the model is trained, we obtain prediction intervals and quantiles of interest directly from the predicted distribution. Figure 3 shows the predictions of the DGBM models for the 5% and 95% quantile in blue.

Investigation of Figure 3 shows that all models in our DGBM framework correctly estimate the heteroskedasticity in the data. The top panels of Figure 3 further show that GBMLSS predictions of the 5% and 95% quantiles are less variable and show a higher alignment with the theoretical quantiles. The difference in the level of variability between NFB and GBMLSS predictions becomes more apparent when comparing Panel 3a with Panel 3c: while both models use XGBoost as a computational engine, Panel 3c shows a much higher variability of the predicted quantiles. However, comparing Panel 3c with Panel 3d also shows that while using the same polynomial order \( M \), LightGBM predictions exhibit less variability. One reason might be that a parametric distributional assumption with less parameters to estimate leads to a more stable prediction: for the Gaussian, the GBMLSS models need to estimate 2 parameters only, whereas for the Normalizing-Flow based models, \( M + 4 \) parameters need to be estimated. Its smooth approximation of the theoretical quantiles shown in Panel 3c also indicates that GBMLSS-XGB profits the most from the unconditional parameter initialization: while all other models iterate to, or close to the maximum number of 500 boosting rounds for all hyper-parameter combinations, GBMLSS-XGB stops already early after 25 iterations.

Our GBMLSS models also provide insights into the data generating process via feature importances and partial dependence plots for all distributional parameters. As such, neither early stopping nor hyper-parameter tuning is used during the experiments. All models are trained based on 1,000 boosting rounds. Table 2 summarises the hyper-parameters used for conducting the experiments.

Probabilistic forecasts of all models are evaluated using the Continuous Ranked Probability Score (CRPS) of Gneiting and Raftery (2007), which is a measure of the difference between the predicted and the empirical cumulative distribution function of the ground-truth observation \( y \)

\[
CRPS(F, y) = \int_{\mathbb{R}} (F(z) - \mathbb{I}(y \leq z))^2 \, dz
\]  

where \( \mathbb{I}(y \leq z) \) denotes the indicator function. The CRPS is a proper scoring function that attains a minimum if the predicted distribution \( F \) and the data distribution are identical. To evaluate all models, we use 1,000 samples drawn from the predicted distributions.

In this section, we benchmark our DGBM framework against NGB (Duan et al., 2020) and PGB (Sprangers et al., 2021) using a subset of the UCI-datasets of Dua and Graff (2017). For conducting the experiments, we proceed as follows: for each dataset, we create 5 randomly shuffled folds and split each fold into train and test, where we keep 10% of the data for evaluating the models and use the remaining 90% for training. To make the results comparable to Sprangers et al. (2021); Duan et al. (2020), we assume a Gaussian distribution for all parametric distributional models and keep the set of hyper-parameters constant across all datasets. As such, neither early stopping nor hyper-parameter tuning is used during the experiments. All models are trained based on 1,000 boosting rounds.

### B. UCI Regression Datasets

In this section, we benchmark our DGBM framework against NGB (Duan et al., 2020) and PGB (Sprangers et al., 2021) using a subset of the UCI-datasets of Dua and Graff (2017). For conducting the experiments, we proceed as follows: for each dataset, we create 5 randomly shuffled folds and split each fold into train and test, where we keep 10% of the data for evaluating the models and use the remaining 90% for training. To make the results comparable to Sprangers et al. (2021); Duan et al. (2020), we assume a Gaussian distribution for all parametric distributional models and keep the set of hyper-parameters constant across all datasets. As such, neither early stopping nor hyper-parameter tuning is used during the experiments. All models are trained based on 1,000 boosting rounds.

---

21Increasing the data size might be one way to improve the informational content needed to estimate a larger number of parameters. Another reason for the lower variability might be that for the simulation data example, all GBMLSS models are trained using exact gradients and Hessians, whereas gradients and Hessians for the NFB models are approximated using automatic differentiation. To further stabilize the estimation, one can also run a more exhaustive hyper-parameter search.

22While partial dependence plots and attribute importances are also available for NFB models, Bernstein-Polynomial coefficients don’t have a direct interpretation, which renders any analysis of them difficult.
To determine the order of the Bernstein-Polynomial, we search over the grid $M \in [3, 10]$ and select the order with the lowest negative log-likelihood. We want to stress that the selection of $M$ is crucial since it determines the flexibility of the estimated cumulative distribution function. In fact, very low and very high orders of $M$ represent two different extremes: for $M=1$ and $F_Z = N(0,1)$, $\hat{F}_Y$ belongs to the family of Gaussian distribution functions, whereas for $M = n-1$, $\hat{F}_Y$ constitutes an interpolation of the data. Therefore, since Bernstein-Polynomial Flows can approximate distribution functions of exquisite complexity for high $M$, an appropriate choice of $M$ is crucial to maintain a balance between a good approximation and the ability of the model to extrapolate beyond unseen data.

Before we present the results of the experiments, we investigate Figure 5 that shows unconditional density plots of the Gaussian and Bernstein-Polynomial Normalizing-Flow for the UCI-Datasets.

The ability of the Bernstein-Polynomial Flow to reconstruct any data-generating process is most evident from Panel 5e, where we expect the NFBoost models to have a higher accuracy than parametric distribution models, since the protein dataset exhibits a bimodal behaviour that is not well captured by the Gaussian. We now turn to the discussion of the CRPS scores presented in Table 3.

As hypothesized earlier, Normalizing-Flow based models outperform parametric distributional models for the bimodal protein dataset due to their higher flexibility. A similar picture emerges for the slightly skewed and kurtotic boston dataset, where NFBoost-XGB achieves the highest accuracy, closely followed by the PGBM model. The comparatively small number of observations in the boston data set, however, may account for the unstable behaviour of NFBoost-LGB. From Table 3 it also appears that for small and medium sized datasets, such as the concrete, where a parametric Gaussian distribution is a reasonable approximation to the data, parametric GBMLSS models are more efficient and provide a higher accuracy than Normalizing-Flow based models. Even though the kin8nm data are also well described by a Gaussian, we attribute the higher accuracy of NFBoost models to the number of observations and hence to the higher informational content in the data, which allows more flexible Flow-based models to be estimated. For the smallest yacht dataset, NFBoost-XGB appears to have the most difficulties, possibly due to the small amount of observations relative to the number of features and parameters being estimated. For the uniformly distributed naval dataset, NGBoost achieves the lowest score, with all models of our DGBM framework scoring equally.25

We also report CRPS ranks in Table 4, showing that all models in our DGBM framework achieve state-of-the-art accuracy. Among the DGBM models, GBMLSS achieve the highest accuracy, with GBMLSS-LGB ranking best on average. For the NFBoost models, NFBoost-XGB has a small lead over NFBoost-LGB.

In addition to CRPS metrics, runtimes for all models are presented in Table 5.26

Combining CRPS scores and runtime ranks of Table 5 shows that GBMLSS-LGB is not only the fastest, but also the most accurate model on the benchmark datasets, with PGBM being close second. This corresponds with the findings of the M5 forecasting competition, where LightGBM consistently scores high, both for the point and probabilistic competitions. However, Table 5 also shows that runtimes for NFBoost models are not yet competitive, constantly exceeding those of other approaches by several orders of magnitude, especially for larger datasets such as the protein. Since the analysis and efficiency improvements are still ongoing, we can only formulate some mild hypotheses about the reasons for the runtime issue at this stage. One reason might be the known fact that XGBoost and LightGBM scale $O(P^2)$ with the number of parameters $P$, where a separate tree is grown for each parameter.27 To achieve a flexible approximation to the data, the order of the Bernstein-Polynomial $M$ needs to be reasonably high. As for the protein that shows the highest runtime, we use $P = M(10) + 4$ parameters which requires the NFBoost models to estimate 7 times as many parameters compared to GBMLSS models. Another reason might be that NFBoost models rely on a set of TensorFlow functions that require many intermediate results to be shuffled back and forth between tensors and arrays. This can induce a significant latency, which in turn increases runtime. Furthermore, while all other models use exact gradients and hessians, NFBoost relies on automatic differentiation as an approximation. Although this greatly enhances the variety of loss functions available for model training, it might also have a negative effect on runtime. From

25Despite the favourable results presented in Table 3, we want to stress that none of the models used for the experiments are hyper-parameter tuned. Typically, the more flexible a model is, the more sensitive it tends to react to its hyper-parameters. Therefore, a different overall ranking might result with a more exhaustive hyper-parameter search. For example, more parsimonious NFBoost models with shallower trees might be beneficial for smaller datasets, such as the boston and yacht data. We keep the analysis of parameter sensitivity of our framework for future versions of the paper.

26All models are CPU-trained on a single machine in a non-distributed manner. For PGBM training, we use the numba implementation.

27We want to stress that multi-parameter optimization is a known scaling problem of XGBoost and LightGBM for multiclassification and not restricted to our approach only.
experiments we have conducted so far it appears that the automatic derivation of the hessian poses a significant computational bottleneck. To circumvent approximating the second-order derivative, we also trained models in which the hessian was set to 1. However, this generally resulted in lower accuracy, which is consistent with the results reported by Sigrist (2021).

V. Conclusion, Limitations and Future Research

'Practitioners expect forecasting to reduce future uncertainty by providing accurate predictions like those in hard sciences. However, this is a great misconception. A major purpose of forecasting is not to reduce uncertainty but reveal its full extent and implications by estimating it as precisely as possible. [...] The challenge for the forecasting field is how to persuade practitioners of the reality that all forecasts are uncertain and that this uncertainty cannot be ignored, as doing so could lead to catastrophic consequences.' (Makridakis et al., 2021b)

The language of statistics and machine learning is of probabilistic nature. Instead of a single point forecast only, distributional modelling provides a range of outcomes and the probability of each of those occurring. Consequently, any model that falls short of providing quantification of the uncertainty attached to its outcome is likely to yield an incomplete and potentially misleading picture. In an effort to obtain probabilistic forecasts from tree-based models, this paper presents a unified distributional gradient boosting framework for regression tasks that allows one to either model all conditional moments of a parametric distribution, or to approximate the conditional cumulative distribution function via Normalizing Flows. Based on a simulation study and real-world data examples, we have demonstrated our framework to be competitive to existing approaches and that Normalizing Flow based modelling of the conditional cumulative distribution function is superior in cases where the data cannot be described well using parametric distributions. Furthermore, our results suggest that the effectiveness of our Normalizing-Flow based tree-models tends to increase with data size.

Despite its flexibility, we acknowledge some limitations of our framework that require additional research. Even though distributional modelling relaxes the assumption of observations being identically distributed, tree-based models are not yet able to explicitly incorporate dependencies between observations, e.g., time, longitudinal or space. While features that represent, e.g., time, can be manually engineered, most tree-based models in their current implementation, however, are not able to infer these dependencies in the data themselves without appropriate changes of the estimation process. This contrasts with, for example, deep RNN models that are designed to model sequential data more naturally. Hence, a future extension of our approach would be to directly model longitudinal or temporal dependencies as part of the training process, as discussed in, e.g., Sela and Simonoff (2012); Hajjem et al. (2011). Another interesting extension of distributional modelling, as proposed by O’Malley et al. (2021); Klein et al. (2022); Marra and Radice (2017); Klein and Kneib (2016), is to extend the univariate case to a multiple response setting, with several responses of interest that are potentially interdependent. Also, since our framework relies on multi-parameter optimization, where a separate tree is grown for each parameter, estimating many parameters for a large dataset can become computationally expensive, especially for NFBoost, where \( M \) Bernstein-Polynomials in addition to 4 scale and shift parameters need to be estimated. For the time being, we leave a more runtime efficient version of our framework to future implementation and research. Finally, we consider the extension of our framework to allow for other Normalizing Flow types, suitable for count or ordinal data as proposed by Kook et al. (2021), as an interesting enhancement.
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### Table 1: NegLogLikelihood Comparison of Gaussian and Bernstein-Polynomial Normalizing-Flow Distribution

| Distribution                  | NLL          |
|-------------------------------|--------------|
| Gaussian                      | 6.9935       |
| Bernstein-Polynomial Normalizing-Flow ($M=6$) | 2.3688       |

### Table 2: Hyper-Parameters for UCI-dataset experiments

| GBMLSS-LGB | GBMLSS-XGB | NFBoost-LGB | NFBoost-XGB | NGBoost | PGBM |
|------------|------------|-------------|-------------|---------|------|
| **min_split_gain (gamma)** | 0          | 0           | 0           | 0       | 0    |
| **min_data_in_leaf**        | 1          | 1           | 1           | 1       | 1    |
| **max_bin**                 | 64         | 64          | 64          | 64      | 64   |
| **max_leaves**              | 16         | 16          | 16          | 16      | na   |
| **max_depth**               | -1         | 0           | -1          | 0       | 3    |
| **learning_rate**           | 0.1        | 0.1         | 0.03/0.03   | 0.01/0.03 | 0.01/0.01 |
| **boosting_rounds**         | 1,000      | 1,000       | 1,000       | 1,000   | 1,000 |
| **n_data_folds**            | 5          | 5           | 5           | 5       | 5    |
| **lambda (alpha)**          | 1.0        | 1.0         | 1.0         | 1.0     | na   |

For the yacht dataset, we log-transform the response and increase the learning rate of all NFBoost models from 0.01 to 0.03. To stabilize estimation of gradients and hessians, we scale all responses $y/100$. The table only shows hyper-parameter settings that deviate from default values. To use similar settings for both XGB and LGB models, we set `tree_method=hist` and `grow_policy=lossguide` for XGB based models. The dataset order of Bernstein-Polynomials $M$ is \{boston, concrete, kin8nm, naval, protein, yacht\}.

### Table 3: CRPS scores across models and UCI datasets

| GBMLSS-LGB | GBMLSS-XGB | NFBoost-LGB | NFBoost-XGB | NGBoost | PGBM |
|------------|------------|-------------|-------------|---------|------|
| **boston (N=506)** | 1.6935 [1.5855, 1.73] | 1.6153 [1.5198, 1.629] | 1.9368 [1.6219, 2.0662] | 1.5549 [1.5537, 1.5746] | 1.7087 [1.6143, 1.8061] |
| **concrete (N=1,030)** | 1.6172 [1.5444, 1.7071] | 1.642 [1.5611, 2.2436] | 2.3532 [2.0562, 3.712] | 2.1561 [2.3637, 2.882] | 1.8121 [1.6745, 2.202] |
| **kin8nm (N=8,192)** | 0.0729 [0.0728, 0.073] | 0.073 [0.0724, 0.0731] | 0.0629 [0.0625, 0.0632] | 0.0639 [0.0625, 0.0641] | 0.0695 [0.0641, 0.0698] |
| **naval (N=11,934)** | 0.0034 [0.0034, 0.0034] | 0.0034 [0.0035, 0.0035] | 0.0035 [0.0035, 0.0035] | 0.0035 [0.0035, 0.0035] | 0.0035 [0.0035, 0.0035] |
| **protein (N=45,730)** | 1.9898 [1.9839, 2.0063] | 1.9974 [1.9869, 2.0034] | 1.9031 [1.8861, 1.9203] | 1.935 [1.9245, 1.9378] | 2.2592 [2.5131, 2.5622] |
| **yacht (N=308)** | 5.7119 [5.3285, 7.1834] | 7.3127 [7.0687, 7.9962] | 10.655 [10.4204, 11.3639] | 25.0991 [22.4859, 25.826] | 6.1083 [5.6999, 7.4556] |

The table shows median CRPS scores across all folds, with interquartile-range values in parentheses, i.e., \[q_{0.5} \pm (q_{0.25}, q_{0.75})\]. Lower is better, with best results in bold.

### Table 4: CRPS score rankings for the UCI datasets

| GBMLSS-LGB | GBMLSS-XGB | NFBoost-LGB | NFBoost-XGB | NGBoost | PGBM |
|------------|------------|-------------|-------------|---------|------|
| **boston (N=506)** | 4          | 3           | 6           | 1       | 5    |
| **concrete (N=1,030)** | 1          | 2           | 4           | 5       | 6    |
| **kin8nm (N=8,192)** | 3          | 4           | 1           | 2       | 5    |
| **naval (N=11,934)** | 3          | 2           | 5           | 4       | 1    |
| **protein (N=45,730)** | 3          | 4           | 1           | 2       | 6    |
| **yacht (N=308)** | 1          | 3           | 4           | 6       | 2    |

Average Rank 2.5 3.0 3.5 3.3 4.2 4.5

Results are ranks based on median CRPS scores reported in Table 3. Lower is better.

### Table 5: Average runtime in minutes

| GBMLSS-LGB | GBMLSS-XGB | NFBoost-LGB | NFBoost-XGB | NGBoost | PGBM |
|------------|------------|-------------|-------------|---------|------|
| **boston (N=506)** | 0.0246     | 0.0436      | 4.4566      | 4.7024  | 0.1166  |
| **concrete (N=1,030)** | 0.0206     | 0.0656      | 4.8334      | 5.1640  | 0.1208  |
| **kin8nm (N=8,192)** | 0.0432     | 0.3541      | 7.2432      | 7.6311  | 0.6378  |
| **naval (N=11,934)** | 0.0553     | 0.5101      | 5.2901      | 5.9496  | 1.0536  |
| **protein (N=45,730)** | 0.1401     | 1.8121      | 25.8645     | 31.7632 | 3.5939  |
| **yacht (N=308)** | 0.0164     | 0.0347      | 3.9868      | 3.9612  | 0.0927  |

Average Rank 1.0 2.7 5.2 5.8 4.0 2.3

Results are runtimes in minutes, averaged across all folds. Lower is better, with minimum runtime in bold. The bottom part shows the runtime rank averaged across all datasets.
Fig. 1: Simulated Train Dataset with 7,000 observations $y \sim N(10, (1 + 4(0.3 < x < 0.5) + 2(x > 0.7))$. Points outside the 5% and 95% quantile are coloured in red. The black dashed lines depict the actual 5% and 95% quantiles. Besides the only informative predictor $x$, we have added $X_1, \ldots, X_{10}$ as noise variables.

(a) Unconditional Density Plot

(b) Unconditional CDF Plot

Fig. 2: Unconditional density and CDF plots of the Gaussian and Bernstein-Polynomial Normalizing-Flow.
Fig. 3: Simulated Test Dataset with 3,000 observations $y \sim \mathcal{N}(10, (1 + 4(0.3 < x < 0.5) + 2(x > 0.7))$. Points outside the conditional 5% and 95% quantile are in red. The black dashed lines depict the actual 5% and 95% quantiles. Conditional 5% and 95% quantile predictions obtained from the DGBM models are depicted by the blue lines. Besides the only informative predictor $x$, we have added $X_1,\ldots,X_{10}$ as noise variables.

Fig. 4: Feature importance and partial dependence plots using Shapley Values.
Fig. 5: Unconditional density plots of the Gaussian and Bernstein-Polynomial Normalizing-Flow for the UCI-Datasets.