THE CAUCHY PROBLEM OF THE SEMILINEAR SECOND ORDER EVOLUTION EQUATION WITH FRACTIONAL LAPLACIAN AND DAMPING
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ABSTRACT. In the present paper, we prove time decay estimates of solutions in weighted Sobolev spaces to the second order evolution equation with fractional Laplacian and damping for data in Besov spaces. Our estimates generalize the estimates obtained in the previous studies [21, 28]. The second aim of this article is to apply these estimates to prove small data global well-posedness for the Cauchy problem of the equation with power nonlinearities. Especially, the estimates obtained in this paper enable us to treat more general conditions on the nonlinearities and the spatial dimension than the results in the papers [4, 21].
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1. Introduction

1.1. Linear Problem. The first aim of the present paper is to prove time decay estimates of the solution to the Cauchy problem for the second order evolution equation with fractional Laplacian and damping:

\[
\begin{align*}
\partial_t^2 u + \partial_t u + (-\Delta)^{\sigma/2} u &= 0, \quad (t, x) \in [0, \infty) \times \mathbb{R}^n, \\
u(0, x) &= u_0(x), \quad x \in \mathbb{R}^n, \\
\partial_t u(0, x) &= u_1(x), \quad x \in \mathbb{R}^n,
\end{align*}
\]

where \( \sigma > 0 \) denotes the strength of the diffusion, \((-\Delta)^{\sigma/2} := \mathcal{F}^{-1}|\xi|^{\sigma} \mathcal{F}, \) \( n \in \mathbb{N} \) denotes the spatial dimension, \( u = u(t, x) \) is an unknown function on \([0, \infty) \times \mathbb{R}^n\) and \((u_0, u_1)\) is an \( \mathbb{R}^2 \)-valued prescribed function on \( \mathbb{R}^n \). Here \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the Fourier transform and the inverse Fourier transform, respectively (see (1.12) and (1.13) for the definitions).

By taking the Fourier transform \( \mathcal{F} \) of the problem (1.1), we see that there exists a unique global solution \( u \) to the problem (1.1) such that the identity

\[
u(t, x) = \{S_\sigma(t)u_0\}(x) + \{S_\sigma(t)u_1\}(x)
\]

holds for any \((t, x) \in [0, \infty) \times \mathbb{R}^n\). Here \( S_\sigma(t) \) on \([0, \infty)\) is the solution operator defined by

\[
S_\sigma(t) := e^{-\frac{t}{2}L_\sigma(t, \xi)}\mathcal{F}
\]

where the function \( L_\sigma : [0, \infty) \times \mathbb{R}^n \to \mathbb{R} \) is given by

\[
L_\sigma(t, \xi) := \begin{cases} 
\frac{\sinh \left( t \sqrt{\frac{1}{4} - |\xi|^\sigma} \right)}{\sqrt{\frac{1}{4} - |\xi|^\sigma}}, & \text{if } |\xi| < 2^{-\frac{1}{4}}, \\
\frac{\sin \left( t \sqrt{|\xi|^\sigma - \frac{1}{4}} \right)}{\sqrt{|\xi|^\sigma - \frac{1}{4}}}, & \text{if } |\xi| > 2^{-\frac{1}{4}},
\end{cases}
\]

and the operator \( \tilde{S}_\sigma(t) \) is defined by

\[
\tilde{S}_\sigma(t) := (\partial_t + 1)S_\sigma(t).
\]

The model (1.1) describes various kinds of physical phenomena such as superconductivity (see [13] for example). When \( \sigma = 2 \), the first equation of (1.1) is the classical damped wave equation:

\[
\partial_t^2 u + \partial_t u - \Delta u = 0,
\]

which is firstly derived by Oliver Heaviside as the telegrapher’s equation, and describes the current and voltage in an electrical circuit with resistance and inductance (see [16],[25] for other physical backgrounds).

There are many studies about asymptotic behavior in time of the solution (1.2) to the Cauchy problem (1.1) as \( t \to \infty \) (see [2],[13],[24],[25],[35]). Karch [28] studied the asymptotic behavior of the solution to the problem (1.1) with an external force \( h = h(t, x) \):

\[
\partial_t^2 u + \partial_t u + (-\Delta)^{\sigma/2} u = h.
\]
By using the Fourier transform and its inverse again, we find that there exists a unique global solution $u = u(t, x)$ on $[0, \infty) \times \mathbb{R}^n$ to the inhomogeneous problem (1.4) with suitable initial data $(u_0, u_1)$ such that the identity

$$u(t, x) = \left\{ \mathcal{S}_\sigma(t)u_0 \right\}(x) + \{\mathcal{S}_\sigma(t)u_1\}(x) + \int_0^t \mathcal{S}_\sigma(t - \tau)h(\tau, x)d\tau$$

(1.5)

holds for any $(t, x) \in [0, \infty) \times \mathbb{R}^n$. In Theorem 2.1 in [28], Karch proved the asymptotic estimate of the solution (1.5) to the problem (1.4) with data $(u_0, u_1) \in (L^1(\mathbb{R}^n))^2$ and a suitable external force $h(t, x) \in L^1_t(0, \infty; L^1_x(\mathbb{R}^n))$, that is, the solution satisfies

$$||u(t) - MG_\sigma(t)||_{L^p} = o\left(t^{-\frac{n}{2}(1-\frac{1}{p})}\right)$$

(1.6)

as $t \to \infty$, where $p \in [2, \infty]$ and $M \in \mathbb{R}$ is a constant given by

$$M := \int_{\mathbb{R}^n} \{u_0(x) + u_1(x)\}dx + \int_{[0, \infty) \times \mathbb{R}^n} h(t, x)dx dt$$

and $G_\sigma : (0, \infty) \times \mathbb{R}^n \to \mathbb{R}_{>0}$ with $\sigma > 0$ is the heat kernel defined by

$$G_\sigma(t, x) := (2\pi)^{n/2} \mathcal{F}^{-1} \left[ e^{-|\xi|^2} \right](x) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-|\xi|^2 + ix \cdot \xi} d\xi.$$  

(1.7)

The estimate (1.6) shows that solutions to the problem (1.4) with suitable data and external force have a diffusion phenomena and behaves like the heat kernel $G_\sigma$ up to the constant as $t \to \infty$ of the parabolic equation corresponding to the second order equation in (1.1):

$$\partial_t u + (-\Delta)^{\sigma/2} u = 0.$$  

The estimate (1.6) also leads to the sharp time decay estimate of the solution to the problem (1.4) in $L^p$-sense:

$$||u(t)||_{L^p} = O\left(t^{-\frac{n}{2}(1-\frac{1}{p})}\right),$$

(1.8)

as $t \to \infty$, where $p \in [2, \infty]$. We note that the estimate (1.8) with a lower exponent $p \in [1, 2)$ does not follow from Theorem 2.1 in [28], though our estimate (Corollary 2.3) implies the estimate (1.8) with a wider range of $p \in [1, \infty]$ than above.

After the work [28], Ikehata and Nishihara [23], Chill and Haraux [5], Radu, Todorova and Yordanov [35] and Ikehata, Todorova and Yordanov [24] generalized the diffusion phenomena (1.6) to an abstract dissipative wave equation.

When $\sigma = 2$, the first equation of (1.1) is the classical damped wave equation (1.3) and the diffusion phenomena and time decay estimates in suitable function spaces were studied in [18, 21, 31, 33].

The following equation with a structural damping $(-\Delta)^{\delta/2}\partial_t u$, which also generalizes the classical free damped wave equation (1.3), is studied:

$$\partial_t^2 u + b(t)(-\Delta)^{\delta/2}\partial_t u + (-\Delta)^{\sigma/2} u = 0 \quad (t, x) \in [0, \infty) \times \mathbb{R}^n,$$

(1.9)

where $\sigma > 0$ and $\delta \geq 0$ are constants, and $b = b(t)$ is a time-dependent coefficient of the damping. Due to the structural damping, solutions to (1.9) have a smoothing property, which is different from our equation (1.4), see [2, 17, 29, 30, 32, 14, 10]. For other generalization of the classical damped wave equation, see [10].

The first aim of the present paper is to prove time decay estimates of the solution (1.2) to the problem (1.1) in weighted Sobolev spaces for data in Besov spaces (see Theorems 2.1 and 2.3). The estimate in weighted spaces generalizes the decay
estimate (1.8) derived from Theorem 2.1 in the previous study [28]. Moreover the estimate in homogeneous Sobolev spaces improves the previous result (Lemma 2.1 in [21]) (see Remark 2.2). Another advantage of our results is that the estimate in the weighted space is useful to study nonlinear problems, and more precisely it allows us to treat higher dimensional cases than Theorem 1.4 in [4] (see Theorem 2.7).

1.2. Nonlinear Problem. The second aim of the present paper is to study well-posedness of the Cauchy problem (1.1) with a \( \rho \)-th order power nonlinearity \( \mathcal{N} \) with \( \rho > 1 \):

\[
\begin{aligned}
\partial_t^2 u + \partial_t u + (-\Delta)^{\sigma/2} u &= \mathcal{N}(u), & (t, x) &\in [0, T) \times \mathbb{R}^n, \\
u(0, x) &= u_0(x), & x &\in \mathbb{R}^n, \\
\partial_t u(0, x) &= u_1(x), & x &\in \mathbb{R}^n,
\end{aligned}
\]

where \( T > 0 \) denotes the maximal existence time of the function \( u \), \( \sigma > 0 \) stands for the strength of the diffusion, \( u = u(t, x) \) is an unknown function on \( [0, T) \times \mathbb{R}^n \), a pair of functions \( (u_0, u_1) \) is a prescribed \( \mathbb{R}^2 \)-valued function on \( \mathbb{R}^n \), and \( \mathcal{N} = \mathcal{N}(z) \) is a nonlinear function on \( \mathbb{R} \) of the order \( O(|z|^\rho) \) with a parameter \( \rho > 1 \) (for more precise assumptions on the nonlinearity \( \mathcal{N} \), see (2.7) and (2.8)).

There are many mathematical results for the problem (1.10) about global existence, blow-up, asymptotic behavior of solutions, determining a critical exponent, etc. Here the critical exponent \( \rho_c \) means the number which divides global existence and blow-up, that is, if \( \rho > \rho_c \), small data global existence holds, on the other hand, if \( \rho < \rho_c \), small data blow-up occurs.

When \( \sigma = 2 \), the first equation of the problem (1.10) becomes the classical semilinear damped wave equation, and small data global existence, asymptotic behavior of solutions, and blow-up to the problem (1.10) were extensively studied (see [18,19,29,31,33,38,42]). From their results, we see that the critical exponent \( \rho_c \) to the problem (1.10) with \( \sigma = 2 \), \( \mathcal{N}(z) = |z|^{\rho} \) and data \( (u_0, u_1) \) belonging to \( (L^1(\mathbb{R}^n))^2 \) or the smaller space is given by the Fujita exponent \( \rho_F = \rho_f(n) := 1 + 2/n \), that is, \( \rho_c = \rho_F \). Here the Fujita exponent \( \rho_F \) is originally the \( (L^1 \text{-scaling}) \) critical exponent of the corresponding heat equation \( \partial_t u - \Delta u = |u|^{\rho} \) (see [14]). We note that the critical case \( \rho = \rho_f(n) \) belongs to the blow-up region.

The critical exponent \( \rho_c \) to the problem (1.10) with \( \sigma = 2 \) for data \( (u_0, u_1) \) which do not belong to \( (L^1(\mathbb{R}^n))^2 \) in general was studied in the papers [20,21,37]. From the works [21,37], we see that the critical exponent to the problem (1.10) with data \( (u_0, u_1) \) in the weighted Sobolev space \( H^{1,\alpha}(\mathbb{R}^n) \times H^{0,\alpha}(\mathbb{R}^n) \) with \( \alpha \in [0, n/2) \) is given by \( 1 + \frac{4}{n+2\alpha} \). We remark that in the critical case \( \rho = 1 + \frac{4}{n+2\alpha} \) with \( \alpha \in [0, n/2) \), the problem (1.10) is globally well-posed (see [20] for \( L^p \)-framework with \( p > 1 \)).

Chen-Fan-Zhang [4] studied the problem (1.10) with \( \sigma > 0 \) and proved a small data global existence in the supercritical \( \rho > 1 + \frac{\sigma}{n} \) and low dimensional \( (n = 1, 2) \) case.

The following semilinear equation with a structural damping \((-\Delta)^{\sigma/2}\partial_t u\), which also generalizes the semilinear classical damped wave equation, is studied:

\[
\partial_t^2 u + 2a(-\Delta)^{\delta/2}\partial_t u + (-\Delta)^{\sigma/2} u = \mathcal{N}(u), \quad (t, x) \in [0, T) \times \mathbb{R}^n,
\]
where $a > 0$ and $\delta > 0$ are positive constants. The solution to (1.11) has smoothing effect due to the structural damping, different from our problem (1.10), see [3, 9, 11, 12]. For other related works, see [26, 34].

Our aim of the present paper is to generalize the global well-posedness result ($n = 1, 2$) to the problem (1.10) obtained in [4, Theorem 1.4] to any spatial dimension $n \geq 1$. We also improve the local well-posedness result obtained in [21, Theorem 1.1] and especially we treat more general conditions on the nonlinearity $N$ by using our new time decay estimates (Theorems 2.1 and 2.3).

1.3. Notation and basic notions. In this subsection, we collect the notations used throughout this paper and basic notions about the problem (1.10).

The letter $C$ indicates a generic positive constant, which may change from line to line. For $x \in \mathbb{R}^l$ with $l = 1$ or $n$, we use $\langle x \rangle := \sqrt{1 + |x|^2}$. For $a \in \mathbb{R}$, $a_+ := \max(a, 0)$, $a_- := \min(a, 0)$ and $[a]$ denotes the integer part of $a$. Let $S = S(\mathbb{R}^n)$ be the rapidly decaying function space. For $f \in S$, $F[f]$ and $\hat{f}$ denote the Fourier transform of $f$ defined by

$$\hat{f}(\xi) := \int_{\mathbb{R}^n} f(x)e^{-i\xi \cdot x} \, dx$$

for $\xi \in \mathbb{R}^n$. The inverse Fourier transform of $f$ is defined by

$$F^{-1}[f](x) := (2\pi)^{-n} \int_{\mathbb{R}^n} f(\xi)e^{i\xi \cdot x} \, d\xi$$

for $x \in \mathbb{R}^n$.

For $s \in \mathbb{R}$, we define the fractional derivative operators $(1 - \Delta)^{s/2}$ and $(-\Delta)^{s/2}$ as Fourier multipliers defined by $F^{-1}|\xi|^s F$ and $F^{-1}|\xi|^s F$, respectively.

For any $p \in [1, \infty]$, a measurable set $A \subseteq \mathbb{R}^n$, and a non-negative measurable function $g$, $L^p(A, g(x)dx)$ stands for the usual Lebesgue space equipped with the norm

$$\|f\|_{L^p(A, g(x)dx)} := \left( \int_A |f(x)|^p g(x) \, dx \right)^{\frac{1}{p}}, \quad \text{if} \quad 1 \leq p < \infty,$$

$$\sup_{x \in A} |f(x)| g(x), \quad \text{if} \quad p = \infty.$$ 

For simplicity, we abbreviate $L^p(A, dx)$ to $L^p(A)$ and $L^p(\mathbb{R}^n)$ to $L^p$. In addition, for $a, b \in \mathbb{R}$ with $a < b$ and an interval $I$ between $a$ and $b$, we denote $L^p(I)$ by $L^p(a, b)$. Similarly, for any $p \in [1, \infty]$ and $A \subseteq \mathbb{Z}^n$, $\ell^p(A)$ consists of all sequences $a = (a_j)_{j \in A}$ satisfying that $\|a\|_{\ell^p(A)} < \infty$, where the norm $\|a\|_{\ell^p(A)}$ is defined by

$$\|a\|_{\ell^p(A)} := \left( \sum_{j \in A} |a_j|^p \right)^{\frac{1}{p}}, \quad \text{if} \quad 1 \leq p < \infty,$$

$$\sup_{j \in A} |a_j| \quad \text{if} \quad p = \infty.$$ 

For $s \in \mathbb{R}$ and $p \in [1, \infty]$, $H^s_p$ and $\dot{H}^s_p$ denote the usual inhomogeneous and homogeneous Sobolev spaces defined by $(1 - \Delta)^{-s} L^p$ and $(-\Delta)^{-s} L^p$, equipped with the norms

$$\|f\|_{H^s_p} := \|(1 - \Delta)^{-s} f\|_{L^p}, \quad \|f\|_{\dot{H}^s_p} := \|(-\Delta)^{-s} f\|_{L^p}.$$

respectively. We also abbreviate $H^s_2$ and $\dot{H}^s_2$ to $H^s$ and $\dot{H}^s$, respectively. Similarly, for $\alpha > 0$, $H^{0,\alpha}$ is defined by weighted Lebesgue space equipped with the norm

$$\|f\|_{H^{0,\alpha}} := \|\langle \cdot \rangle^\alpha f\|_{L^2}.$$  

Next, for $r > 0$ and a Banach space $X$, let $B(r, X)$ be the open ball of $X$ with radius $r$ centered at the origin. In particular, when $X = \mathbb{R}^n$, we write $B(r) = B(r, \mathbb{R}^n)$. Let $\phi, \psi \in \mathcal{S}(\mathbb{R}^n)$ satisfy that $\text{supp} \psi \subset B(1)$, $\text{supp} \phi \subset B(2) \setminus B(2^{-1})$, and $\psi(\xi) + \sum_{j \geq 0} \hat{\phi}(2^{-j} \xi) = 1$ for any $\xi \in \mathbb{Z}^n$. We set $\phi_j := \mathcal{F}^{-1}\hat{\phi}(2^{-j} \cdot)$ for any $j \in \mathbb{Z}$.

For $s \in \mathbb{R}, p \in [1, \infty]$ and $q \in [1, \infty]$, $B^s_{p,q} = B^s_{p,q}(\mathbb{R}^n)$ denotes the inhomogeneous Besov space defined by the collection of all $f \in \mathcal{S}'(\mathbb{R}^n)$ satisfying

$$\|f\|_{B^s_{p,q}} := \|\psi * f\|_{L^p(\mathbb{R}^n)} + \|2^{sj} \phi_j * f\|_{L^p(\mathbb{Z} \geq n)} < \infty,$$

where $\mathbb{Z} \geq n$ is the collection of all non-negative integers. $\dot{B}^s_{p,q} = \dot{B}^s_{p,q}(\mathbb{R}^n)$ denotes the homogeneous Besov space, defined by the collection of all $f \in \mathcal{S}'/\mathcal{P}$ satisfying that

$$\|f\|_{\dot{B}^s_{p,q}} := \|2^{sj} \phi_j * f\|_{L^p(\mathbb{Z})} < \infty,$$

where $\mathcal{P}$ is the collection of all polynomials. We note that for any $s > 0$ and $1 \leq p, q \leq \infty$, the relation $B^s_{p,q} = L^p \cap \dot{B}^s_{p,q}$ and the equivalence

$$\|f\|_{B^s_{p,q}} \sim \|f\|_{L^p} + \|f\|_{\dot{B}^s_{p,q}}$$

hold, where (1.14) indicates that there exist positive constants $c$ and $C$ such that for any $f \in B^s_{p,q}$, the estimates

$$c \left(\|f\|_{L^p} + \|f\|_{\dot{B}^s_{p,q}}\right) \leq \|f\|_{B^s_{p,q}} \leq C \left(\|f\|_{L^p} + \|f\|_{\dot{B}^s_{p,q}}\right)$$

hold. For the details, see [1 6.3.2 Theorem]. It is also known that $\dot{B}^s_{p,q}$ admits equivalent norms. Let $\tau_y$ be the translation operator with $y \in \mathbb{R}^n$ defined by $\tau_y f = f(y + \cdot)$. When $0 \leq s < 1$, the equivalence

$$\|f\|_{B^s_{p,q}} \sim \left|\rho^{-s} \sup_{|y| \leq \rho} \|\tau_y - 1\| f\|_{L^p(\mathbb{R}^n)}\right|_{L^q(0, \infty, \frac{d\rho}{\rho})}$$

$$= \left(\int_0^\infty \rho^{-sq} \sup_{|y| \leq \rho} \|\tau_y - 1\| f\|_{L^p(\mathbb{R}^n)} d\rho\right)^{\frac{1}{q}}$$

holds for any $1 \leq p, q \leq \infty$. More generally, for positive integer $m$ and $0 \leq s < m$, the equivalence

$$\|f\|_{B^s_{p,q}} \sim \left|\rho^{-s} \sup_{|y| \leq \rho} \|\tau_y - \tau_{-y/2}\|^m f\|_{L^p}\right|_{L^q(0, \infty, \frac{d\rho}{\rho})}$$

holds for any $1 \leq p, q \leq \infty$. For the details, see [1 6.3.1 Theorem].

We introduce the nonlinear mapping $\Phi$ on a suitable function space given by

$$\Phi(u)(t) := \dot{S}_\alpha(t)u_0 + S_\tau(t)u_1 + \int_0^t S_{\tau}(t - \tau)N(u(\tau))d\tau.$$  

Then the integral form of the problem (1.10) is given by

$$u(t) = \Phi(u)(t).$$  

(1.17)
Let $T > 0$, $s \in \mathbb{R}$ and $\alpha \in \mathbb{R}$. We say that a function $u = u(t, x) : [0, T] \times \mathbb{R}^n \to \mathbb{R}$ is a mild solution of (1.10) if $(u, \partial_t u)$ belongs to

$$C \left([0, T]; (H^s \cap H^{0, \alpha}) \times (H^{s-\sigma/2} \cap H^{0, \alpha})\right)$$

and it satisfies the integral form (1.17) in $(H^s \cap H^{0, \alpha})$-sense.

2. Main Results

In this section, we state our main results in the present paper.

2.1. Linear Problem. In this subsection, we state time decay estimates for the free solution in weighted Sobolev spaces to the Cauchy problem (1.1).

The following theorem means time decay estimates of the solution $S_\sigma(t)g$ to the problem (1.1) for the initial data $u_0 = 0$ and $u_1 = g$:

**Theorem 2.1** (Time decay estimates for the solution $S_\sigma(t)g$). Let $n \in \mathbb{N}$, $\sigma > 0$, $\gamma \in [1, 2]$, and $s_1, s_2 \in \mathbb{R}$ with $s_1 \geq s_2 \geq 0$. Then there exists a positive constant $C = C(n, \sigma, \gamma, s_1, s_2) > 0$ such that for any $t \in (0, \infty)$, the estimate

$$\|D^s S_\sigma(t)g\|_{L^2} \leq C(t)\frac{1}{\hat{\gamma}(s_1 - \frac{\sigma}{2})} \min \left(\langle t \rangle^{\frac{s_1}{2} - \frac{\sigma}{2}}, \langle t \rangle^{\frac{s_2}{2} - \frac{\sigma}{2}}\right) \|g\|_{\dot{B}^{s_1}_{\gamma, 2}},$$

$$+ C e^{-\frac{t}{\hat{\gamma}}} \left(\|D^{s_1} (1 - \Delta)^{-\frac{s_1}{2}} \mathcal{F}^{-1}((1 - \psi(2^{-[\hat{\gamma}+1]})))\hat{g}\|_{L^2}\right) \tag{2.1}$$

holds provided that the right hand side is finite.

Moreover, let $\nu \in [1, 2]$ and $\beta > 0$ with

$$\beta < \begin{cases} \infty & \text{if } \sigma \in 2\mathbb{N}, \\ \frac{n}{\gamma} - \frac{\nu}{2} + \sigma & \text{otherwise}. \end{cases} \tag{2.2}$$

Then there exists a positive constant $C = C(n, \sigma, \gamma, \nu, \beta) > 0$ such that for any $t \in (0, \infty)$, the estimate

$$\|\cdot \beta S_\sigma(t)g\|_{L^2} \leq C(t)\langle t \rangle^{\frac{\beta}{2} \langle t \rangle^{\frac{s_1}{2} - \frac{\sigma}{2}} + \frac{s_2}{2} - \frac{\sigma}{2}} \|g\|_{L^2} + C(t)\langle t \rangle^{\frac{\beta}{2} + \frac{s_1}{2} - \frac{\sigma}{2}} \|\cdot \beta g\|_{L^2}$$

$$+ C e^{-\frac{t}{\hat{\gamma}}} \langle t \rangle^{\beta} \|g\|_{L^2} \tag{2.3}$$

holds provided that the right hand side is finite.

The proof of Theorem 2.1 is based on the argument of the proof of Lemma 2.1 in [21] (See also Lemma 2.1 in [18] and Theorem 1.1 in [20] for the similar argument).

**Remark 2.2.** Estimate (2.1) is sharper than the estimate (2.1) in Lemma 2.1 in [21] when $\gamma > 1$. Indeed, this follows from the fact that relation $H^{s_1}_{\gamma} \hookrightarrow \dot{B}^{s_2}_{\gamma, 2}$ holds for any $s_2 \geq 0$ and $\gamma \in (1, 2]$. For the detail, see [11, 6.4.4 Theorem] for example.

The following theorem means time decay estimates in a weighted Sobolev space of the solution $S_\sigma(t) f$ to the problem (1.1) with the initial data $u_0 = f$ and $u_1 = 0$:

**Theorem 2.3** (Time decay estimates for the solution $S_\sigma(t) f$). Let $n \in \mathbb{N}$, $\sigma > 0$, $s_1, s_2 \in \mathbb{R}$ with $s_1 \geq s_2 \geq 0$ and $\gamma \in [1, 2]$. Then there exists a positive constant
C = C(n, \sigma, \gamma, s_1, s_2) > 0\ such\ that\ for\ any\ t \in [0, \infty),\ the\ estimate
\[ \left\| D^{s_1} \tilde{S}_\sigma(t)f \right\|_{L^p} \leq C(t)^{-\frac{1}{\beta} - \frac{s_1}{2} - \frac{\beta}{2}} \min\left( \|f\|_{H^{s_2}}, \|f\|_{H^{s_2+1}} \right) \]
+ Ce^{-t\beta} \|D^{s_1} F^{-1}((1 - \tilde{\psi}(2^{-|\tilde{\psi}^{-1}(s)|})))\hat{f}\|_{L^2}

holds\ provided\ that\ the\ right\ hand\ side\ is\ finite.

Moreover, let \nu \in [1, 2] and \beta > 0 satisfy the condition (2.2). Then there exists a positive constant C = C(n, \sigma, \gamma, \nu, \beta) > 0\ such\ that\ for\ any\ t \in [0, \infty),\ the\ estimate
\[ \left\| |\cdot|^{\beta} \tilde{S}_\sigma(t)f \right\|_{L^p} \leq C(t)^{-\frac{1}{\beta} - \frac{s}{2} - \frac{\beta}{2} + \frac{\sigma}{2}} \|f\|_{L^\nu} + C(t)^{-\frac{1}{\beta} - \frac{s}{2} - \frac{\beta}{2} + \frac{\sigma}{2}} \|\cdot\|_{\nu}^\beta \|f\|_{L^\nu} \]
holds.

From Theorems 2.1 and 2.3 and the argument of the proof [21, Lemma 2.3], we can derive the following time decay estimates of \(L^p\)-norm for the solutions to the linear problem (1.1):

**Corollary 2.4** (Time decay estimates in \(L^p\) for the solutions). Let \(\sigma > 0, p \in [1, \infty], n \in \mathbb{N}, s > \frac{n}{2}\) and \(\beta > \frac{n}{2}\). Then there exists a positive constant C = C(p, n, s, \beta) > 0 such that for any \(t \in [0, \infty),\) the estimates
\[ \|S_\sigma(t)g\|_{L^p} \leq C(1 + t)^{-\frac{n}{2} - \frac{s}{2} - \frac{\beta}{2}} \|g\|_{H^{s_2}}, \]
\[ \|\tilde{S}_\sigma(t)f\|_{L^p} \leq C(1 + t)^{-\frac{n}{2} - \frac{s}{2} - \frac{\beta}{2}} \|f\|_{H^{s_2}}, \]
\[ \|\tilde{S}_\sigma(t)u_0 + S_\sigma(t)u_1\|_{L^p} \leq C(1 + t)^{-\frac{n}{2} - \frac{s}{2} - \frac{\beta}{2}} \left( \|u_0\|_{H^{s_2} \times H^{s_2} - \frac{s}{2}} + \|\cdot\|_{\nu}^\beta \|u_1\|_{L^2 \times L^2} \right) \]
hold provided that the right hand sides are finite.

This corollary generalizes the range of the exponent \(p\) for the estimate (1.8) obtained by Theorem 2.1 in [25] to the wider range \(p \in [1, \infty]\).

### 2.2. Nonlinear Problem

In this subsection, we state our well-posedness results to the nonlinear problem (1.10). The following theorem means large data local well-posedness for arbitrary data in a weighted Sobolev space.

**Theorem 2.5** (Local well-posedness). Let \(n \in \mathbb{N}, \sigma > 0, s \geq 0\) and \(\alpha \geq 0\) with
\[ \alpha < \begin{cases} \infty & \text{if } \sigma \in 2\mathbb{N}, \\ \frac{n}{\sigma} + \sigma & \text{otherwise}. \end{cases} \]  

We assume that \(\rho > \max(1, s)\) satisfies
\[ \rho > 1 + \frac{\min(n, \sigma)}{2\alpha + n} \]
and
\[ \rho \begin{cases} < 1 + \frac{\min(n, \sigma)}{(n - 2s)_+} & \text{if } "s \notin \mathbb{Z}\ and \ \rho - |s| < 2" \ or \ "s \in \mathbb{Z}\ and \ \rho - s \leq 1", \\ \leq 1 + \frac{\min(n, \sigma)}{(n - 2s)_+} & \text{otherwise}, \end{cases} \]
where $1/0$ is regarded as $\infty$. Let $\tau \in [0, \max(1, |s| - 1)]$ and $N \in C^{\text{max}(|s| - 1, 1)}(\mathbb{R})$ be a function satisfying the estimates

$$N^{(\tau)}(0) = 0,$$  \tag{2.7}

$$|N^{(\tau)}(z_1) - N^{(\tau)}(z_2)| \leq C \begin{cases} \left( |z_1| + |z_2| \right)^\rho - \tau - 1 |z_1 - z_2|, & \text{if } \rho - \tau \geq 1, \\ |z_1 - z_2|^\rho - \tau, & \text{if } \rho - \tau \leq 1 \end{cases}$$  \tag{2.8}

for any $z_1, z_2 \in \mathbb{R}$. Then for any $r > 0$ and the initial data

$$(u_0, u_1) \in B(r, (H^s \cap H^{0, \alpha}) \times (H^{s - \frac{\alpha}{2}} \cap H^{0, \alpha}))$$

there exists $T = T(r) > 0$ such that the Cauchy problem (1.10) admits a unique local mild solution

$$(u, \partial_t u) \in C([0, T); (H^s \cap H^{0, \alpha}) \times (H^{s - \frac{\alpha}{2}} \cap H^{0, \alpha}))$$

depending continuously on initial data in $(H^s \cap H^{0, \alpha}) \times (H^{s - \frac{\alpha}{2}} \cap H^{0, \alpha})$. Moreover, let $T_m$ be the maximal existence time of the solution $u$. Then if $T_m < \infty$, then $u$ satisfies that

$$\liminf_{t \to T_m} \left( \|u(t)\|_{H^s \cap H^{0, \alpha}} + \|\partial_t u(t)\|_{H^{s - \frac{\alpha}{2}} \cap H^{0, \alpha}} \right) = \infty.$$

**Remark 2.6.** The above local well-posedness result generalizes that of the previous study [21] (Theorem 1.1 in [21]) to the case of fractional Laplacian. Not only that, it relaxes the range of the exponent $\rho$ of Theorem 1.1 in [21], in which $\rho > |s| + 1$ was assumed (see Lemma 6.3).

The following theorem means small data global well-posedness in a weighted Sobolev space $H^s \cap H^{0, \alpha}$ to the problem (1.10) and time decay estimates of the global solution in the supercritical or critical case, i.e. $\rho > 1 + \frac{\alpha}{n}$ with $\alpha \geq \frac{1}{2}$ or $\rho \geq 1 + \frac{2\alpha}{2n + \alpha}$ with $\alpha \in [0, \frac{1}{2})$:

**Theorem 2.7** (Global well-posedness in the critical or supercritical case). Besides the assumptions in Theorem 2.3, we assume that the exponent $\rho$ satisfies

$$\rho \begin{cases} \geq 1 + \frac{2\alpha}{2n + \alpha}, & \text{if } \alpha \in [0, \frac{1}{2}), \\ > 1 + \frac{n}{\alpha}, & \text{if } \alpha \in \left(\frac{1}{2}, \infty\right). \end{cases}$$

Then there exists $\varepsilon = \varepsilon(n, \sigma, \rho, \alpha, s) > 0$ such that for any initial data

$$(u_0, u_1) \in B(\varepsilon, (H^s \cap H^{0, \alpha}) \times (H^{s - \frac{\alpha}{2}} \cap H^{0, \alpha})),$$

the mild local solution $u$ to the Cauchy problem (1.10) with the data $(u_0, u_1)$ obtained in Theorem 2.3 is extended globally, namely, $T_m = \infty$. Moreover, for any $r \geq 1$ with

$$r \begin{cases} = 1 & \text{if } \alpha \in \left(\frac{1}{2}, \infty\right), \\ > \frac{2n + \alpha}{2n + \alpha} & \text{if } \alpha \in \left[0, \frac{1}{2}\right], \end{cases}$$

there exists a positive constant $C = C(n, \sigma, \rho, \alpha, \beta, s) > 0$ such that for any $t \in [0, \infty)$, the following estimates hold:

$$\|u(t)\|_{L^2} \leq C\varepsilon(t)^{\frac{\alpha}{2} + \frac{\beta}{2}},$$  \tag{2.9}

$$\|u(t)\|_{H^s} \leq C\varepsilon(t)^{-\frac{\alpha}{2} + \frac{\beta}{2} + \frac{\sigma}{2}},$$  \tag{2.10}

$$\|\cdot^\alpha u(t)\|_{L^2} \leq C\varepsilon(t)^{\frac{\alpha}{2} + \frac{\beta}{2} - \frac{\sigma}{2}}.$$  \tag{2.11}
3. Proof of Theorems 2.1 and 2.3

In this section, we prove time decay estimates of the free solution to the problem \([1.1]\) (Theorems 2.1 and 2.3 and Corollary 2.4). We especially show a pointwise estimate (Lemma 3.2) for the low frequency part of the free solution by using the homogeneous Besov norms (see \([1.15,1.16]\)). The idea to apply homogeneous Besov norms goes back at least as far as \([36]\). The lemma below gives a sufficient condition of propagators to apply their pointwise estimates.

**Lemma 3.1.** Let \(m \in \mathbb{N}\) with \(m \geq 1\) and \(s \in (0,2m)\). Let \(f \in C(\mathbb{R}^n) \cap C^{2m}(\mathbb{R}^n \setminus \{0\})\). If there exists a constant \(C_0\) such that the estimates

\[
|f(\xi)| \leq C_0|\xi|^{s-n}, \quad (3.1)
\]

\[
\max_{|\alpha|=2m} |\partial^\alpha f(\xi)| \leq C_0|\xi|^{s-n-2m}, \quad (3.2)
\]

hold for any \(\xi \neq 0\), then \(f\) belongs to \(\dot{B}^{s}_{1,\infty}(\mathbb{R}^n)\) with the estimate \(\|f\|_{\dot{B}^{s}_{1,\infty}} \leq C_1\), where \(C_1\) depends only on \(s, m\) and \(C_0\).

**Proof.** It is enough to show that the estimate

\[
\| (\tau_{\eta/2} - \tau_{-\eta/2})^{2m} f \|_{L^1} \leq C_1 |\eta|^s
\]

holds for any \(\eta \in \mathbb{R}^n\). Indeed, \([1.10]\) and the estimate above imply that \(f \in \dot{B}_{1,\infty}^1(\mathbb{R}^n)\) with the estimate \(\|f\|_{\dot{B}^1_{1,\infty}} \leq C_1\).

At first, \((3.1)\) and the positivity of \(s\) imply that the estimates

\[
\int_{|\xi|<2m|\eta|} |(\tau_{\eta/2} - \tau_{-\eta/2})^{2m} f(\xi)|d\xi
\]

\[
\leq C \int_{|\xi|<3m|\eta|} |f(\xi)|d\xi \leq C \int_{|\xi|<3m|\eta|} |\xi|^{s-n}d\xi \leq C|\eta|^s
\]

hold. Moreover the identities

\[
(\tau_{\eta/2} - \tau_{-\eta/2})^{2m} f(\xi) = (\tau_{\eta/2} - \tau_{-\eta/2})^{2m-1} \int_{-1/2}^{1/2} \nabla f(\xi + \theta_1 \eta)d\theta_1 \cdot \eta
\]

\[
= \sum_{|\alpha|=2m} \int_{|\theta_1| \leq 1/2} \partial^\alpha f \left( \xi + \eta \sum_{j=1}^{2m} \theta_j \right) d\theta_1 \eta^\alpha
\]

follow from the fundamental theorem of calculus. In the case of \(|\xi|/2m > |\eta|\), the assumption \((3.2)\) implies that the following estimates hold for any multi-indices \(\alpha\) with \(|\alpha| = 2m\):

\[
|\partial^\alpha f \left( \xi + \sum_{j=1}^{2m} \theta_j \right)| \leq C |\xi + \sum_{j=1}^{2m} \theta_j|^{s-n-2m}
\]

\[
\leq C(|\xi| - m|\eta|)^{s-n-2m}
\]

\[
\leq C|\xi|^{s-n-2m}.
\]

Therefore, we have

\[
\int_{|\xi|/2m \geq |\eta|} |(\tau_{\eta/2} - \tau_{-\eta/2})^{2m} f(\xi)|d\xi \leq C|\eta|^{2m} \int_{|\xi|/2m \geq |\eta|} |\xi|^{s-n-2m}d\xi \leq C|\eta|^s,
\]

where we have used the assumption \(s < 2m\). \(\square\)
Now we show the pointwise estimate of the low frequency part of the free solutions.

**Lemma 3.2.** Let $\sigma > 0$. Then there exists a positive constant $C = C(\sigma) > 0$ such that the estimate holds:

$$
\left| \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) \right| (x) \leq C \begin{cases} 
(t(x))^{-\frac{n-\sigma}{2}} & \text{if } t \leq 1, \\
 t^{-n/\sigma} (t^{-1/\sigma} x)^{-\frac{n-\sigma}{2}} & \text{if } t \geq 1.
\end{cases}
$$

Moreover, for $\sigma \in 2N$, for any positive number $j$, there exists a positive constant $C_j$ such that the following estimate holds:

$$
\left| \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) \right| (x) \leq C_j \begin{cases} 
(t(x))^{-j} & \text{if } t \leq 1, \\
 t^{-n/\sigma} (t^{-1/\sigma} x)^{-j} & \text{if } t \geq 1.
\end{cases}
$$

**Remark 3.3.** Lemma 3.2 implies that $\mathcal{F}^{-1}(e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right))$ is controlled by the heat kernel $G_\sigma(t)$ with $\sigma < 2$, which is defined by (1.7), pointwisely with some constants. For estimates of $G_\sigma$, we refer the reader [36] and references therein.

**Remark 3.4.** In Proposition 7 in [35], a similar pointwise estimate as (3.3) is stated. However, we give a proof of it for completeness of the paper.

**Proof of Lemma 3.2.** We employ the approach for the proof of [36] Theorem 2.2] with dividing the proof into two cases where $t \leq 1$ and $t \geq 1$.

Case 1: $t \leq 1$. By the Hausdorff-Young inequality, we have

$$
t^{-1} \langle x \rangle^{\sigma + n} \left| \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) \right| \leq t^{-1} \left| \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) \right| + t^{-1} \langle x \rangle^{\sigma} \sum_{l=1}^{n} x_l^n \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) + \sum_{l=1}^{n} \left\| \partial_t^n \mathcal{F}^{-1} \left( e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right) \right) \right\|_{B_{1_r}^1} \leq C \begin{cases} 
(t(x))^{-j} & \text{if } t \leq 1, \\
 t^{-n/\sigma} (t^{-1/\sigma} x)^{-j} & \text{if } t \geq 1.
\end{cases}
$$

for any $t > 0$ and $x \in \mathbb{R}^n$. Next, we note that the estimate

$$
\left| \frac{d^k}{d \vartheta^k} \frac{\sinh(t \sqrt{\vartheta})}{t \sqrt{\vartheta}} \right| \leq 21^{-k} e^{t \sqrt{\vartheta}}
$$

holds for any $\vartheta \geq 0$, $0 < t < 1$, and $k \in \mathbb{Z}_{\geq 0}$. Indeed, the identities

$$
\frac{\sinh(t \sqrt{\vartheta})}{t \sqrt{\vartheta}} = \int_0^1 \cosh(\theta_0 t \sqrt{\vartheta}) d\theta_0
$$

$$
\frac{d}{d \vartheta} \frac{\sinh(t \sqrt{\vartheta})}{t \sqrt{\vartheta}} = 2^{-1} t \int_0^1 \frac{\sinh(\theta_0 t \sqrt{\vartheta})}{\sqrt{\vartheta}} d\theta_0 = 2^{-1} t^2 \int_0^1 \theta_0^2 \cosh(\theta_0 t \sqrt{\vartheta}) d\theta_0
$$

hold. Then it may be shown inductively that the identity

$$
\frac{d^k}{d \vartheta^k} \frac{\sinh(t \sqrt{\vartheta})}{t \sqrt{\vartheta}} = 2^{-k} t^{2k} \int_{\theta \in [0,1]} \prod_{j=0}^{k} \theta_j^{2(k-j)} \cosh \left( t \sqrt{\vartheta} \prod_{j=0}^{k} \theta_j \right) d\theta
$$

holds for any $k \in \mathbb{Z}_{\geq 0}$, which implies (3.6). Therefore, for $k \in \mathbb{Z}_{\geq 0}$, there exists a constant $C_k$ depending only on $k$ such that

$$
\sup_{0 < t \leq 1} \left| \partial_t^k (t^{-1} e^{-\frac{1}{2} L_\sigma(t)} \hat{\psi} \left( \frac{2^j \cdot}{t} \right)) \right| \leq C_k \langle \xi \rangle^{\sigma - k} \chi_B(2^{j/2}).
$$
We note that the estimates (3.3) hold for any non-negative integer \( k \). Moreover, since \( \text{supp} \psi \) imply that the RHS of (3.5) is uniformly bounded with respect to \( t \in [0, 1] \). Therefore, the first estimate of (3.3) hold. When \( \sigma \) is even, (3.4) follows similarly from the fact that the estimate of (3.3) hold because (3.8) and Lemma 3.1 imply that the RHS of the last case is even.

Case 2: \( t \geq 1 \). We set

\[
\Lambda_\sigma(t, \eta) := e^{-t/2} L_\sigma(t, \cdot) \hat{\psi}(2^{\frac{\sigma}{2}} \cdot) \hat{\psi}(2^{\frac{\sigma}{2}} t^{\frac{1}{2}} \eta).
\]

Then it is computed directly that

\[
\mathcal{F}^{-1} \left( e^{-t/2} L_\sigma(t, \cdot) \hat{\psi}(2^{\frac{\sigma}{2}} \cdot) \right)(x)
= \frac{1}{2\pi} \int_{\mathbb{R}^n} e^{-t/2} L_\sigma(t, \xi) \hat{\psi}(2^{\frac{\sigma}{2}} \xi) e^{it \cdot \xi} d\xi
= \frac{1}{2\pi} \int_{\mathbb{R}^n} e^{-t/2} L_\sigma(t, t^{-1/\sigma} \eta) \hat{\psi}(2^{\frac{\sigma}{2}} t^{1/\sigma} \eta) e^{it(t^{-1/\sigma} \eta)} d\eta
= t^{-n/\sigma} \mathcal{F}^{-1}(\Lambda_\sigma(t)) \left( t^{-1/\sigma} x \right),
\]

where we have used changing variables with \( \xi := t^{-1/\sigma} \eta \). Then as well as (3.5), by rewriting \( t^{-1/\sigma} x \) as \( y \), we have

\[
\left| t^{n/\sigma} (t^{-1/\sigma} x)^{n+\sigma} \mathcal{F}^{-1} \left( e^{-t/2} L_\sigma(t, \cdot) \hat{\psi}(2^{\frac{\sigma}{2}} \cdot) \right) (t^{-1/\sigma} x) \right|
\leq (t)^{n+\sigma} \mathcal{F}^{-1}(\Lambda_\sigma(t))(y)
\leq \mathcal{F}^{-1}(\Lambda_\sigma(t))(y) + C \sum_{\ell=1}^{n} \langle y \rangle^{\alpha} |y_{\ell}^{\alpha} \mathcal{F}^{-1}(\Lambda_\sigma(t))(y)|
\leq \| \Lambda_\sigma(t) \|_{L^1} + C \sum_{\ell=1}^{n} \| \partial_{x_{\ell}}^{\alpha} \Lambda_\sigma(t) \|_{L^{1,\infty}}. \tag{3.7}
\]

We note that the estimates \( \frac{|\eta|^{\sigma}}{t} \leq \frac{1}{4} \) and

\[
\frac{1}{2} - t \sqrt{\frac{1}{4} - \frac{|\eta|^{\sigma}}{t}} = \frac{|\eta|^{\sigma}}{\frac{1}{2} + \sqrt{\frac{3}{4} - \frac{|\eta|^{\sigma}}{t}}} \geq |\eta|^{\sigma}
\]

hold. Moreover, since \( \text{supp} \psi \subset B(1) \), there exists \( \delta > 0 \) such that

\[
\sqrt{\frac{1}{4} - \frac{|\eta|^{\sigma}}{t}} > \delta.
\]

The estimates above imply that

\[
\sup_{t \geq 1} |\partial_{x_{\ell}}^{\alpha} \Lambda_\sigma(t, \eta)| \leq C_k \sup_{t \geq 1} \left( |\eta|^{\sigma-k} + |\eta|^{\sigma-k} \right) \exp \left( - \frac{t}{2} + t \sqrt{\frac{1}{4} - \frac{|\eta|^{\sigma}}{t}} \right)
\leq C_k |\eta|^{\sigma-k} e^{-|\eta|^{\sigma}/2} \tag{3.8}
\]

for any \( k \in \mathbb{Z}_{\geq 0} \) with a constant \( C_k \) depending only on \( k \). Therefore, the first estimate of (3.3) hold because (3.5) and Lemma 3.1 imply that the RHS of the last
estimate of (3.7) is uniformly bounded with respect to \( t \geq 1 \). When \( \sigma \) is even, (3.4) follows similarly from the fact that the estimate
\[
\sup_{0 < t < 1} \left\| \partial_t^k \Lambda_\sigma(t) \right\|_{L^1} < \infty
\]
holds for any non-negative integer \( k \), which completes the proof of the lemma.

Now we give a proof of Theorem 2.1.

Proof of Theorem 2.1. First we prove the estimate (2.1). We note that for any \( \sigma > 0 \), \( s \geq 0 \) and \( q \geq 1 \), there exists a positive constant \( C = C(\sigma, s, q) > 0 \) such that the estimates
\[
e^{-\frac{t}{\sigma}} \||\xi|^s \Lambda_\sigma(t, \xi)\|_{L^q(|\xi|<2^{-\frac{t}{\sigma}})} \leq C \||\xi|^s e^{-t|\xi|^\sigma} \|_{L^q(|\xi|<2^{-\frac{t}{\sigma}})}
\]
\[
\leq C \begin{cases} \||\xi|^s \|_{L^q(|\xi|<2^{-\frac{t}{\sigma}})} & \text{if } t \leq 1, \\ t^{-\frac{n}{2} - \frac{n}{q}} \||\xi|^s e^{-t|\xi|^\sigma} \|_{L^q} & \text{if } t \geq 1 \end{cases}
\]
and
\[
\sup_{t > 0} \||\xi|^s \Lambda_\sigma(t, \xi)\|_{L^\infty(|\xi|>2^{\frac{t}{\sigma}})} < \infty
\]
hold. Then (3.9) implies that for \( j \in \mathbb{Z} \) with \( j \leq -\frac{n}{2} - 1 \), we have
\[
\left\| D^{s_1} \hat{\psi}_j \ast S_\sigma(t) f \right\|_{L^2} = \left\| e^{-\frac{t}{\sigma}} \Lambda_\sigma(t) |\xi|^{s_1} |\xi|^{s_2} \hat{\psi}_j \hat{f} \right\|_{L^2}
\]
\[
\leq \left\| e^{-\frac{t}{\sigma}} \Lambda_\sigma(t) |\xi|^{s_1} |\xi|^{s_2} \right\|_{L^{\frac{2n}{n-2}}(|\xi|<2^{-\frac{t}{\sigma}})} \left\| |\xi|^{s_2} \hat{\psi}_j \hat{f} \right\|_{L^n}
\]
\[
\leq C(t)^{-\frac{1}{2} (s_1 - \frac{2}{\sigma}) + \frac{1}{2} (s_2 - \frac{2}{\sigma})} \left\| D^{s_2} \hat{\psi}_j \ast f \right\|_{L^n}.
\]
Similarly, the following estimates hold:
\[
\left\| 2^{-\frac{2n}{n-2}} D^{s_1} \psi \left(2^{-\frac{2}{\sigma}} \cdot \right) \ast S_\sigma(t) f \right\|_{L^2} = \left\| e^{-\frac{t}{\sigma}} \Lambda_\sigma(t) |\xi|^{s_1} |\xi|^{s_2} \psi \left(2^{\frac{2}{\sigma}} \cdot \right) \hat{f} \right\|_{L^2}
\]
\[
\leq \left\| e^{-\frac{t}{\sigma}} \Lambda_\sigma(t) |\xi|^{s_1} |\xi|^{s_2} \right\|_{L^2(|\xi|<2^{-\frac{t}{\sigma}})} \left\| |\xi|^{s_2} \hat{f} \right\|_{L^n}
\]
\[
\leq C(t)^{-\frac{1}{2} (s_1 - \frac{2}{\sigma}) + \frac{1}{2} (s_2 - \frac{2}{\sigma})} \left\| D^{s_2} f \right\|_{L^2}.
\]
Besides (3.10) implies that for \( j \in \mathbb{Z} \) with \( j \geq -\frac{2}{\sigma} - 1 \),
\[
\left\| D^{s_1} \hat{\psi}_j \ast S_\sigma(t) f \right\|_{L^2} = e^{-\frac{t}{\sigma}} \left\| \langle\xi\rangle^{\frac{s_1}{2}} \Lambda_\sigma(t) \langle\xi\rangle^{-\frac{s_1}{2}} |\xi|^{s_2} \hat{\psi}_j \hat{f} \right\|_{L^2}
\]
\[
\leq C e^{-\frac{t}{\sigma}} \left\| (1 - \Delta)^{-\frac{s_1}{2}} D^{s_1} \hat{\psi}_j \ast f \right\|_{L^2}.
\]
Therefore (2.1) follows from (3.11), (3.12), and (3.13). We next show the estimate (2.3). We care only the singularity of \( \Lambda_\sigma \) at the origin because the other parts may be handled as well as the proof of [21] Lemma A.2. By Lemma 3.2 if \( \beta < \frac{n}{3} + \frac{1}{2} \), then the estimate
\[
\left\| \frac{1}{\langle t \rangle} \right\| S^1 \lambda_{t \cdot} e^{-t/2} \right\|_{L^2} \leq C \left( \frac{n}{3} + \frac{1}{2} \right) \frac{1}{\langle t \rangle}
\]
holds. Since we shall choose \( q = \frac{2n}{3n-2} \), the estimate above implies (2.3).

Next we give a proof of Theorem 2.3.
Proof of Theorem 2.3. This theorem is proved in the almost similar manner as the proof of Theorem 2.1. We only comment the different parts of the proof. For the operator \( \tilde{\mathcal{S}}_\sigma(t) \), we have \( \sup_{t>0} \| \partial_t \mathcal{L}_\sigma(t, \xi) \|_{L^\infty(\|\xi\|>2^{-\frac{n}{\sigma}})} < \infty \) instead of (3.10). By using this estimate and the same argument as above, we can prove the conclusion of this Theorem. \( \square \)

Now we give a proof of Corollary 2.4.

Proof of Corollary 2.4. When \( p = \infty \), by Theorems 2.1 and 2.3 and the interpolation estimate, we have

\[
\| \mathcal{S}_\sigma(t)g \|_{L^\infty} \leq C \| \mathcal{S}_\sigma(t)g \|_{\dot{H}^{s_0}}^{\frac{p_0}{p_0 - n}} \| \mathcal{S}_\sigma(t)g \|_{L^2}^{\frac{n}{p_0 - n}} \\
\leq C t^{-\frac{n}{p_0}} (\|g\|_{L^1} + \|g\|_{\dot{H}^{s_1}}), \tag{3.14}
\]

\[
\| \tilde{\mathcal{S}}_\sigma(t)f \|_{L^\infty} \leq C t^{-\frac{n}{p_0}} (\|f\|_{L^1} + \|f\|_{\dot{H}^{s_1}}). \tag{3.15}
\]

When \( p = 1 \), as claimed in the proof of Lemma 2.3 in [21], the estimate

\[
\|f\|_{L^1} \leq C \|f\|_{L^2}^{1 - \frac{n}{p_2}} \|\cdot\|_{L^2}^{\frac{n}{p_2}}
\]

holds provided that the right hand side is finite. This and Theorems 2.1 and 2.3 imply that the estimates

\[
\| \mathcal{S}_\sigma(t)g \|_{L^1} \leq \| \mathcal{S}_\sigma(t)g \|_{L^2} + \| \cdot \|_{\dot{H}^{s_0}} \mathcal{S}_\sigma(t)g \|_{L^2} \\
\leq \|g\|_{L^1} + \|\cdot\|_{L^2} \mathcal{S}_\sigma(t)g, \tag{3.16}
\]

\[
\| \tilde{\mathcal{S}}_\sigma(t)f \|_{L^1} \leq \|f\|_{L^1} + \|\cdot\|_{L^2} f, \tag{3.17}
\]

hold. Since \( \langle \cdot \rangle^{-\beta} L^2 \hookrightarrow L^1 \), Corollary 2.4 follows from the interpolation between (3.14) and (3.16), and the interpolation between (3.15) and (3.17). \( \square \)

4. Fundamental estimates on Besov space

In this section, we collect two fundamental estimates on Besov spaces.

First we recall the Gagliardo-Nirenberg inequality on Besov spaces.

Lemma 4.1 ([17, Theorem 2.1]). Let \( n \in \mathbb{N} \), \( s_0, s_1, s_2 \in \mathbb{R} \), \( 0 < p_0, p_1, p_2, q_0, q_1, q_2 \leq \infty \), and \( 0 \leq \theta \leq 1 \). Then there exists a positive constant \( C \) such that the Gagliardo-Nirenberg inequality

\[
\|f\|_{\dot{B}^{s_0}_{p_0, q_0}} \leq C \|f\|_{\dot{B}^{s_1}_{p_1, q_1}}^{\theta} \|f\|_{\dot{B}^{s_2}_{p_2, q_2}}^{1-\theta}
\]

holds for all \( f \in \dot{B}^{s_1}_{p_1, q_1} \cap \dot{B}^{s_2}_{p_2, q_2} \) if and only if

\[
\begin{align*}
s_0 - \frac{n}{p_0} &= \theta \left( s_1 - \frac{n}{p_1} \right) + (1 - \theta) \left( s_2 - \frac{n}{p_2} \right), \\
s_0 &\leq \theta s_1 + (1 - \theta)s_2,
\end{align*}
\]
and
\[
\frac{1}{q_0} \leq \frac{\theta}{q_1} + \frac{1-\theta}{q_2}
\]
if \( p_1 \neq p_2 \) and \( s_0 = \theta s_1 + (1-\theta)s_2 \),
\[
s_1 \neq s_2 \text{ or } \frac{1}{q_0} \leq \frac{\theta}{q_1} + \frac{1-\theta}{q_2}
\]
if \( p_1 = p_2 \) and \( s_0 = \theta s_1 + (1-\theta)s_2 \),
\[
s_0 - \frac{n}{p_0} \neq s_1 - \frac{n}{p_1} \text{ or } \frac{1}{q_0} \leq \frac{\theta}{q_1} + \frac{1-\theta}{q_2}
\]
if \( s_0 < \theta s_1 + (1-\theta)s_2 \).

Next, we recall the fractional Leibniz rule on Besov spaces:

**Lemma 4.2.** Let \( 1 \leq p_0, p_1, p_2, p_3, p_4 \leq \infty \) and \( s \geq 0 \). For any \( f \in \dot{B}^s_{p_1,2} \cap L^{p_2} \) and \( g \in \dot{B}^s_{p_3,2} \cap L^{p_4} \), the estimate
\[
\|fg\|_{\dot{B}^s_{p_0,2}} \leq C\|f\|_{\dot{B}^s_{p_1,2}} \|g\|_{L^{p_4}} + C\|g\|_{\dot{B}^s_{p_3,2}} \|f\|_{L^{p_2}}.
\]
holds if
\[
\frac{1}{p_0} = \frac{1}{p_1} + \frac{1}{p_4} = \frac{1}{p_2} + \frac{1}{p_3}.
\]

For the proof of this lemma, see Appendix [B].

5. **Estimates for the Duhamel term**

5.1. **Definitions of the solution space and its auxiliary space.** In this subsection, we introduce our solution space and its auxiliary space for the construction of solutions to the nonlinear problem (1.10). Let \( \sigma > 0 \) and \( r \in [1, 2] \). We introduce a dilation operator \( D_{\sigma,r}(t) \) given by
\[
D_{\sigma,r}(t)u(t,x) := \langle t \rangle^{\frac{n}{r}} u\left(t, \langle t \rangle^{\frac{\sigma}{r}} x\right).
\]
Let
\[
q_\sigma := \max\left(1, \frac{2n}{n+\sigma}\right) = \frac{n + \max(n, \sigma)}{n+\sigma},
\]
\( s \geq 0, \alpha > 0 \) and \( \gamma \in [1, \infty) \). Then for \( T \in (0, \infty) \), we define the norms
\[
\|f\|_{X^{s, \alpha, r}_0} := \|f\|_{L^2} + \|f\|_{H^s} + \|\langle t \rangle^\alpha f\|_{L^2},
\]
\[
\|f\|_{Y^{s, \alpha, \gamma}_0} := \|\langle t \rangle^\alpha f\|_{L^\gamma} + \left\{ \begin{array}{ll}
\|f\|_{\dot{B}^s_{1,2}} & \text{if } s > 0, \\
\|f\|_{L^s} & \text{if } s = 0,
\end{array} \right.
\]
\[
\|u\|_{X^{s, \alpha, r}(T)} := \sup_{0 < t < T} \|D_{\sigma,r}(t)u(t)\|_{X^{s, \alpha, r}_0},
\]
\[
\|v\|_{Y^{s, \alpha, \gamma}(T)} := \sup_{0 < t < T} \langle t \rangle^{\frac{n}{r}} \|\langle t \rangle^{-\frac{n}{r}} D_{\sigma,r}(t)v(t)\|_{Y^{s, \alpha, \gamma}_0}.
\]
We remark that \( Y^{s, \alpha, \gamma}_0 \) consists of \( L^{q_\sigma} \) so as to apply the embedding
\[
L^{q_\sigma} \hookrightarrow H^{-\frac{n}{q_\sigma}}.
\]
Here \( H^{-\frac{n}{q_\sigma}} \) appears in the second term in the right hand side of (2.1), for more details, see Theorem [2.4] and Lemma [3.4]. We also remark that the identity
\[
\|N(u)\|_{Y^{s, \alpha, \gamma}(T)} = \sup_{0 < t < T} \langle t \rangle^{\frac{n}{r}} \|N(\langle t \rangle^{-\frac{n}{r}} D_{\sigma,r}(t)u)\|_{Y^{s, \alpha, \gamma}_0}
\]
holds, so if the identity \( |N(Cz)| = C^p |N(z)| \) holds for any \( z \in \mathbb{R} \), then we have
\[
\|N(u)\|_{Y^{s, \alpha, \gamma}(T)} = \sup_{0 < t < T} \|N(D_{\sigma,r}(t)u)\|_{Y^{s, \alpha, \gamma}_0}.
\]
As we see Corollary 5.6 thanks to the dilation operator $\mathcal{D}_{\sigma,r}(t)$, it is sufficient to control the $Y_{\gamma}^{s,\alpha,\gamma,r}(t)$ norm of the nonlinearity $\mathcal{N}(\mathfrak{c})$ by using $X_{\gamma}^{s,\alpha}$ norm of solutions for some fixed $t$ in order to control the $Y_{\gamma}^{s,\alpha,\gamma,r}(T)$ norm of the nonlinearity by using $X_{\gamma}^{s,\alpha,\gamma}(T)$ of solutions for any $0 < t < T$.

5.2. Estimates for the Duhamel term. Next, we show the following estimates for the Duhamel term by applying Theorem 2.1.

**Lemma 5.1** (Estimate of the Duhamel term). Let $n \in \mathbb{N}$, $\sigma > 0$, $\alpha > 0$ and $r \in [1,2]$. We assume that the estimates

$$\frac{\alpha}{n} \frac{1}{1} \frac{1}{r} > \begin{cases} 0 & \text{if } \sigma = 2N, \\ \frac{2\alpha n - 4\sigma}{2n} & \text{otherwise} \end{cases} \quad (5.3)$$

hold. Let $\gamma \in [1, \min(r, q_\sigma)]$, where $q_\sigma$ is given by (5.1), satisfy the estimates

$$\frac{rn}{n + r\sigma} \leq \gamma \leq \begin{cases} \infty & \text{if } \sigma = 2N, \\ \left(\frac{2n + 2\sigma}{2n + 2\sigma}ight) & \text{otherwise}. \end{cases} \quad (5.4)$$

Then there exists a positive constant $C > 0$ such that for $T \in (0,1)$, the estimate

$$\left\| \int_0^T S_\sigma(t - \tau)v(\tau) d\tau \right\|_{X_{\gamma}^{s,\alpha,\gamma,r}(T)} \leq C \int_0^T \|v\|_{Y_{\gamma}^{s,\alpha,\gamma,r}(\tau)} d\tau \quad (5.5)$$

holds. For any $T > 0$, the following estimate also holds:

$$\left\| \int_0^T S_\sigma(t - \tau)v(\tau) d\tau \right\|_{X_{\gamma}^{s,\alpha,\gamma,r}(T)} \leq C \left\| v \right\|_{Y_{\gamma}^{s,\alpha,\gamma,r}(T)} \begin{cases} 1 + \log(T) & \text{if } (\gamma, \rho) = (r, 1 + \frac{r\sigma}{n}), \\ \left(\frac{1}{T}\right)^{1 + \frac{-n(\rho - 1)}{n}} & \text{otherwise}. \end{cases} \quad (5.6)$$

**Proof.** We note that the second estimate of (5.5) guarantees the existence of $\gamma$ satisfying (5.1). For simplicity, we write $\mu(q_1, q_2) := \frac{n}{2}(\frac{1}{q_1} - \frac{1}{q_2})$ for any $1 \leq q_1, q_2 \leq \infty$. Then $X_{\gamma}^{s,\alpha,\gamma,r}(T)$ and $Y_{\gamma}^{s,\alpha,\gamma,r}(T)$ norms are rewritten by

$$\|u\|_{X_{\gamma}^{s,\alpha,\gamma,r}(T)} = \sup_{0 < t < T} \langle t \rangle^{\mu(2, r)} \left\| \langle u(t) \rangle_{L^2} + \langle t \rangle^{\hat{\mu}} \|u\|_{H^s} + \langle t \rangle^{\frac{-\hat{\mu}}{\hat{\mu}}} \|\cdot |\partial t u(t)\|_{L^2} \right\|,$$

and

$$\|v\|_{Y_{\gamma}^{s,\alpha,\gamma,r}(T)} = \sup_{0 < t < T} \left( \langle t \rangle^{\mu(q_1, q_2)} \|v(t)\|_{L^s} + \langle t \rangle^{\mu(\gamma, \rho)} \|v(t)\|_{L^s} \right)$$

Here we recall the estimates

$$q_\sigma := \frac{n + \max(n, \sigma)}{n + \sigma} \geq \frac{2n}{n + \sigma}.$$

We note that since $\gamma \leq q_\sigma$, for any $s > 0$, there exists a positive constant $C = C(s) > 0$ such that the estimate

$$\|f\|_{L^{\sigma,s}} \leq C \|f\|_{L^{\gamma}} \|f\|_{L^{1-\gamma}}^{1-\theta} \quad (5.7)$$

holds.
holds for any \( f \in \dot{B}_{q,s}^{s,2}(\mathbb{R}^n) \cap L^\gamma(\mathbb{R}^n) \) for some \( \theta \in [0, 1] \). This follows from Lemma 4.1 with \((\dot{B}_{p_0,q_0}^{s_0}, \dot{B}_{p_1,q_1}^{s_1}, \dot{B}_{p_2,q_2}^{s_2}) = (\dot{B}_{q_0,1}^{0}, \dot{B}_{q_2,2}^{s_2}, \dot{B}_{\gamma,\infty}^{0})\) and \( \theta \in [0, 1] \) satisfying
\[
-\frac{n}{q_\sigma} = \theta \left( -\frac{n}{\gamma} \right) + (1 - \theta) \left( s - \frac{n}{q_\sigma} \right).
\]
Here we have used the fact that the relations \( \dot{B}_{q_0,1}^{0} \hookrightarrow L^{q_0} \) and \( L^\gamma \hookrightarrow \dot{B}_{\gamma,\infty}^{0} \) hold (See [1 6.3.1. Theorem], for example).

Now we divide the integral region \([0, t]\) into the two parts \([0, t/2]\) and \([t/2, t]\) and we write
\[
I_1 := \int_{t/2}^t \mathcal{S}_\sigma(t - \tau)v(\tau)d\tau \quad \text{and} \quad I_2 := \int_0^{t/2} \mathcal{S}_\sigma(t - \tau)v(\tau)d\tau.
\]
We estimate \( I_1 \). Theorem 2.1 with \( \gamma = \nu = q_\sigma \), (5.2), and (5.7) imply that the following estimates
\[
\|\mathcal{S}_\sigma(t - \tau)v(\tau)\|_{L^2} \leq C\|t - \tau\|^{-\mu(2,q_\sigma)}\|v(\tau)\|_{L^{q_\sigma}}
+ e^{-\frac{t - \tau}{\tau}}\|F^{-1}(1 - \hat{\psi}(2^{-1}(2\hat{t} + 1)))\hat{\psi}(\tau))\|_{H^{-\frac{\nu}{2}}}
\leq C\|v\|_{Y^{s,\alpha,\gamma,r}(t - \tau)}(t - \tau)^{-\mu(2,q_\sigma)}(t - \tau)^{-\mu(\gamma,\frac{\nu}{2})}, \quad (5.8)
\]
for any \( \tau \in [0, t] \). Indeed, (5.8) follows from the estimate
\[
\|v(\tau)\|_{L^2}^{\theta}\|v(\tau)\|^{1-\theta}_{\dot{B}_{q_\sigma,2}^{s,2}} \leq C\|\tau\|^{-\mu(2,q_\sigma)}\|v\|_{Y^{s,\alpha,\gamma,r}(t - \tau)}
\]
for \( s > 0 \). Theorem 2.1 also implies that for any \( s > 0 \) and \( \alpha > 0 \), the estimates
\[
\|D^s\mathcal{S}_\sigma(t - \tau)v(\tau)\|_{L^2} \leq C\|t - \tau\|^{-\mu(2,q_\sigma)}\|v(\tau)\|_{\dot{B}_{q_\sigma,2}^{s,2}}
\leq C\|v\|_{Y^{s,\alpha,\gamma,r}(t - \tau)}(t - \tau)^{-\mu(2,q_\sigma)}(t - \tau)^{-\mu(\gamma,\frac{\nu}{2})},
\]
hold for any \( \tau \in [0, t] \). We note that the second estimate of (5.4) implies that the condition (2.2) with \( \beta = \alpha \) is satisfied. Therefore, for any \( 0 < t < 1 \), the estimate
\[
\langle t \rangle^{\mu(2,r)}(\|I_1\|_{L^2} + \langle t \rangle^{\frac{\nu}{2}}\|D^sI_1\|_{L^2} + \langle t \rangle^{\frac{\nu}{2}}\|IOI_1\|_{L^2})
\leq C\int_0^t \|v\|_{Y^{s,\alpha,\gamma,r}(\tau)}d\tau \quad (5.9)
\]
holds. Moreover, for any \( t \in [0, T] \), the estimates
\[
\langle t \rangle^{\mu(2,r)}(\|I_1\|_{L^2} + \langle t \rangle^{\frac{\nu}{2}}\|D^sI_1\|_{L^2} + \langle t \rangle^{\frac{\nu}{2}}\|IOI_1\|_{L^2})
\leq C\|v\|_{Y^{s,\alpha,\gamma,r}(T)}\langle t \rangle^{\mu(2,r)-\mu(\gamma,\frac{\nu}{2})}\int_0^t (t - \tau)^{-\mu(2,q_\sigma)}d\tau
\]
\[
+ C\|v\|_{Y^{s,\alpha,\gamma,r}(T)}\langle t \rangle^{(2,r)-\mu(\gamma,\frac{\nu}{2})-\frac{\nu}{2}}\int_0^t (t - \tau)^{-\mu(2,q_\sigma)}d\tau
\leq C\|v\|_{Y^{s,\alpha,\gamma,r}(T)}\langle t \rangle^{1 - \frac{n(\alpha - 1)}{\gamma}} \quad (5.10)
\]
hold, where we have used the identities

\[ \mu(2, r) - \mu \left( \frac{r}{\rho} \right) = - \mu(r, 2) - \mu \left( \frac{2}{\rho} \right) = - \frac{n(\rho - 1)}{\sigma r}, \]

and the estimates

\[ \mu(2, q_\sigma) \leq \mu \left( 2, \frac{2n}{n + \sigma} \right) = \frac{n}{\sigma} \left( \frac{n + \sigma}{2n} - \frac{1}{2} \right) = \frac{1}{2}, \]

\[ \frac{\alpha}{\sigma} - \mu(2, \gamma) > \frac{n}{\sigma r} - \frac{n}{2\sigma} + \frac{n}{\sigma \gamma} \geq \frac{n}{\sigma} \left( \frac{1}{r} - \frac{1}{\gamma} \right) \geq -1, \]

which follows from the inequality \( q_\sigma > \frac{2n}{n + \sigma} \) and the first estimates of (5.3) and (5.4).

Next, we estimate \( I_2 \). Theorem 2.1, (5.2), (5.7), and \( \gamma \leq q_\sigma \) imply that there exists a positive constant \( C > 0 \) such that the estimates

\[ \| \mathcal{S}_\tau (t - \tau) v(\tau) \|_{L^2} \leq C (|t - \tau|^{-\mu(2, \gamma)} \| v(\tau) \|_{L^\gamma} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{L^{q_\sigma}}) \]

\[ \leq C \| v \|_{Y, \alpha, \gamma, r(T)} |t - \tau|^{-\mu(2, \gamma)} (|t - \tau|^{-\mu(2, \gamma)} + e^{-\frac{t}{\tau}} (|t - \tau|^{-\mu(q_\sigma, \tilde{\gamma}^2)})) \]

hold for any \( \tau \in [0, t] \). Similarly, for any \( s > 0 \), there exists a positive constant \( C > 0 \) such that the inequalities

\[ \| D^s \mathcal{S}_\tau (t - \tau) v(\tau) \|_{L^2} \]

\[ \leq C (|t - \tau|^{-\mu(2, \gamma)} \| v(\tau) \|_{L^\gamma} + e^{-\frac{t}{\tau}} \| D^s F^{-1} (1 - \hat{\psi}(2^{-[\tilde{\gamma}^2 + 1]}) \hat{v}(\tau)) \|_{H^{-\tilde{\gamma}^2}}) \]

\[ \leq C (|t - \tau|^{-\mu(2, \gamma)} \| v(\tau) \|_{L^\gamma} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{B^{\tilde{\gamma}^2}_{\infty, 2}}) \]

\[ \leq C \| v \|_{Y, \alpha, \gamma, r(T)} (|t - \tau|^{-\mu(2, \gamma)} \| v(\tau) \|_{L^\gamma} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{L^{q_\sigma}}) \]

hold, and for any \( \alpha > 0 \), the estimates

\[ \| |^\alpha \mathcal{S}_\tau (t - \tau) v(\tau) \|_{L^2} \]

\[ \leq C (|t - \tau|^{-\mu(2, \gamma)} + \| v(\tau) \|_{L^\gamma} + (|t - \tau|^{-\mu(2, q_\sigma)} \| |^\alpha v(\tau) \|_{L^{q_\sigma}} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{L^{q_\sigma}}) \]

\[ \leq C \| v \|_{Y, \alpha, \gamma, r(T)} (|t - \tau|^{-\mu(2, \gamma)} + \| v(\tau) \|_{L^\gamma} + (|t - \tau|^{-\mu(2, q_\sigma)} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{L^{q_\sigma}})) \]

hold. Therefore, for any \( 0 < t < 1 \), the estimate

\[ \langle t \rangle^{\mu(2, r)} (\| I_2 \|_{L^2} + \langle t \rangle^{\tilde{\gamma}^2} \| D^s I_2 \|_{L^2} + (\| v \|_{L^\gamma} + \| |^\alpha I_2 \|_{L^2})) \]

\[ \leq C \int_0^t \| v \|_{Y, \alpha, \gamma, r(T)} d\tau \]

holds. Besides for any \( t \in [0, T] \), we estimate \( I_2 \). By the inequality \( r \geq \gamma \), the estimates

\[ \langle t \rangle^{\mu(2, r)} (\| I_2 \|_{L^2} + \langle t \rangle^{\tilde{\gamma}^2} \| D^s I_2 \|_{L^2} + (\| v \|_{L^\gamma} + \| |^\alpha I_2 \|_{L^2})) \]

\[ \leq C \| v \|_{Y, \alpha, \gamma, r(T)} \]

\[ \cdot \left( \langle t \rangle^{-\mu(r, \gamma)} \int_0^t \| \tau \|^{-\mu(2, \gamma)} d\tau + (\| v \|_{L^{q_\sigma}} + e^{-\frac{t}{\tau}} \| v(\tau) \|_{L^{q_\sigma}}) \right) \]

(5.12)
hold. Here we note that the estimate \( \mu(r, \gamma) > 0 \) holds if \( r > \gamma \) and the first estimate of (5.3) implies that the inequalities

\[
\mu(r, q_\sigma) + \frac{\alpha}{\sigma} \frac{n}{\rho} \left( \frac{1}{q_\sigma} - \frac{1}{r} + \frac{\alpha}{n} \right) > 0
\]

hold. We claim that for any \( a \in \mathbb{R} \) and \( d > 0 \), there exists a positive constant \( C = C(a, d) > 0 \) such that the estimate

\[
\langle t \rangle^{-d} \int_0^t \langle \tau \rangle^a d\tau \leq C(t)^{(1+a-d)_+}
\]

holds. When \( a = -1 \), (5.13) holds obviously. When \( a \neq -1 \), (5.13) follows from the fact that

\[
(1 + a)_+ - d \leq (1 + a - d)_+.
\]

Since the equalities

\[
1 - \mu(r, \gamma) - \mu \left( \gamma, \frac{r}{\rho} \right) = 1 - \mu \left( r, \frac{r}{\rho} \right) = 1 - \frac{n(\rho-1)}{r\sigma},
\]

\[
1 - \mu(r, q_\sigma) + \frac{\alpha}{\sigma} \left( q_\sigma, \frac{r}{\rho} \right) = 1 - \mu \left( r, \frac{r}{\rho} \right) = 1 - \frac{n(\rho-1)}{r\sigma}
\]

hold, the estimate

\[
\langle t \rangle^{\mu(2, r)} \left( \| I_2 \|_{L^2} + (t) \frac{\mu}{\sigma} \| D^s I_2 \|_{L^2} + (t)^{-\frac{\mu}{\sigma}} \| \cdot I_2 \|_{L^2} \right)
\]

\[
\leq C\| v(t) \|_{Y^{s, \alpha, \gamma, r}(t)} \left( 1 + \int_0^t \langle \tau \rangle^{-\mu(r, \frac{\rho}{r})} d\tau \right)
\]

follows from (5.12) and (5.13) if \( r > \gamma \). When \( r = \gamma \), (5.12) and (5.13) imply that the estimate

\[
\langle t \rangle^{\mu(2, r)} \left( \| I_2 \|_{L^2} + (t) \frac{\mu}{\sigma} \| D^s I_2 \|_{L^2} + (t)^{-\frac{\mu}{\sigma}} \| \cdot I_2 \|_{L^2} \right)
\]

\[
\leq C\| v(t) \|_{Y^{s, \alpha, \gamma, r}(T)} \left( 1 + \int_0^T \langle \tau \rangle^{-\mu(r, \frac{\rho}{r})} d\tau \right)
\]

holds. Therefore, (5.5) follows from (5.12) and (5.13). Since \( \mu(r, \frac{\rho}{r}) = 1 \) holds if and only if \( \rho = 1 + \frac{rn}{\alpha} \), (5.6) follows from (5.10), (5.14), and (5.15), which completes the proof of the lemma.

6. Estimates for nonlinearity

In this subsection, we estimate the auxiliary norm \( Y^{s, \alpha, \gamma, r}(T) \) for the nonlinearity.

In Lemma 6.1 below, we show that some weighted Lebesgue spaces and a homogeneous Sobolev space are embedded into the solution space \( X^{s, \alpha}_0 \) for \( s, \alpha \geq 0 \):

\textbf{Lemma 6.1.} Let \( n \in \mathbb{N} \), \( s \geq 0 \), \( \alpha \geq 0 \). Then the embedding holds:

\[
X^{s, \alpha}_0 \hookrightarrow \dot{H}^{s'}, \quad \forall s' \in [0, s],
\]

\[
X^{s, \alpha}_0 \hookrightarrow | \cdot |^{-\alpha'} L^2, \quad \forall \alpha' \in [0, \alpha],
\]

\[
X^{s, \alpha}_0 \hookrightarrow L^{s'},
\]
where

\[
\frac{2n}{2\alpha + n} < \nu \begin{cases} 
\leq \infty & \text{if } s > n/2, \\
< \infty & \text{if } s = n/2, \\
\leq \frac{2n}{n - 2s} & \text{if } s < n/2. 
\end{cases}
\]  

(6.4)

Proof. By the definition of the solution space \(X^{s,\alpha}_0\), the embedding \(X^{s,\alpha}_0 \hookrightarrow L^2\) holds for any \(s \geq 0\) and \(\alpha \geq 0\).

For any \(s' \in [0, s]\), the embedding \(6.1\) holds, since by the interpolation estimate, there exists a positive constant \(C = C(s, s')\) such that the inequalities

\[
\|D^{s'} f\|_{L^2} \leq C\|D^s f\|_{L^2}^{\frac{s'}{s}}\|f\|_{L^2}^{1 - \frac{s'}{s}} \leq C\|f\|_{X^{s,\alpha}_0}
\]

hold for any \(f \in X^{s,\alpha}_0\).

For any \(\alpha' \in [0, \alpha]\), the embedding \(6.2\) holds, because by the Hölder inequality, the estimates

\[
\|\cdot\|_{L^2} \leq \|f\|_{L^2}^{\alpha'} \leq \|\cdot\|_{L^2}^{\alpha} \leq \|f\|_{X^{s,\alpha}_0}
\]

hold for any \(f \in X^{s,\alpha}_0\).

When \(\nu \geq 2\), the embedding \(6.3\) follows from the Gagliardo-Nirenberg inequality and the assumption of \(\nu\). When \(\nu \in (\frac{2n}{2\alpha + n}, 2)\), by the Hölder inequality, the estimate

\[
\|f\|_{L^\nu} \leq \|\langle \cdot \rangle^{-\alpha}\|_{L^{\frac{2\nu}{\alpha}} \vee ||\cdot\|_{L^2}} \|\langle \cdot \rangle^\alpha f\|_{L^2}
\]

holds for any \(f \in X^{s,\alpha}_0\) and \(\langle \cdot \rangle^{-\alpha} \in L^{\frac{2\nu}{\alpha}}\) if \(\nu\) satisfies \(\nu > \frac{2n}{2\alpha + n}\), which implies \(6.3\). This completes the proof of the lemma. \(\square\)

**Lemma 6.2.** Let \(n \in \mathbb{N}, \alpha, s \geq 0\) and \(\rho > 1\). We assume that \(\rho\) satisfies \(6.4\) and the inequality

\[
\rho \leq 1 + \frac{\min(n, \sigma)}{(n - 2s)_+} \tag{6.5}
\]

and the function \(\mathcal{N}\) satisfies the estimate \(6.3\) with \(\bar{s} = 0\). Then there exists a positive constant \(C = C(\alpha, s, \rho) > 0\) such that the estimates

\[
\|\mathcal{N}(f) - \mathcal{N}(g)\|_{L^{s\rho}} \leq C(\|f\|_{X^{s,\alpha}_0} + \|g\|_{X^{s,\alpha}_0})^{\rho - 1}\|f - g\|_{L^2}, \tag{6.6}
\]

\[
\|\cdot\|_{L^{s\rho}} \leq C(\|f\|_{X^{s,\alpha}_0} + \|g\|_{X^{s,\alpha}_0})^{\rho - 1}\|\cdot\|_{L^2} \tag{6.7}
\]

hold for any \(f, g \in X^{s,\alpha}_0\).

Proof. By the assumption \(2.8\) and the Hölder inequality, the inequalities

\[
\|\mathcal{N}(f) - \mathcal{N}(g)\|_{L^{s\rho}} \leq C\|(|f| + |g|)^{\rho - 1}(f - g)\|_{L^{s\rho}}
\]

\[
\leq C(\|f\|_{L^{s\rho}} + \|g\|_{L^{s\rho}})^{\rho - 1}\|f - g\|_{L^2},
\]

hold, where \(\nu \in (0, \infty)\) is given by

\[
\frac{1}{q_\sigma} = (\rho - 1)\frac{1}{\nu} + \frac{1}{2}.
\]

This is rewritten by

\[
\nu := \frac{2n}{\min(n, \sigma)}(\rho - 1). \tag{6.8}
\]
Lemma 6.3 is sufficient to construct a solution to (1.10), which completes the proof of the lemma.

Next we show nonlinear estimates from a homogeneous Besov space $\dot{B}^p_{p,2}$ to the solution spaces $X^s_0$ and $X^{s'}_0$, where the exponents $s, s'$ and $P$ are given in Lemma 6.3. More precisely, in Lemma 6.3 below, we show the estimates for a nonlinearity $M$, whose $\mathcal{M}$ is substituted by $\mathcal{N}(\mathcal{M})$ with some integer $\mathcal{N}$ in the proof of Lemma 6.3 below.

**Lemma 6.3.** Let $n \in \mathbb{N}$, $s \geq s' > 0$, $\rho_0 > 1$ and $\alpha \geq 0$. Let $s_0$ be a positive number satisfying $s_0 < \min(2, \rho_0)$ and $s_0 \leq s$. Let $\mathcal{M} \in C^1(\mathbb{R})$ satisfy $\mathcal{M}(\ell)(0) = 0$ for $\ell = 0, 1$ and for $\ell = 0, 1$, there exists a positive constant $C = C(\ell) > 0$ such that the estimate

$$|\mathcal{M}(x) - \mathcal{M}(y)| \leq C(|x| + |y|)^{\rho_0 - \ell - 1}|x - y| \quad \text{if} \quad \rho_0 - \ell \geq 1,$$

$$C|x - y|^{\rho_0 - \ell} \quad \text{if} \quad \rho_0 - \ell < 1$$

(6.9) holds for any $x, y \in \mathbb{R}$. We also assume that $P \geq 1$ satisfies

$$\frac{1}{P} < \frac{n + 2\alpha}{2n}(\rho_0 - 1) + \frac{1}{2} + \frac{s - s_0}{2n} \min(2\alpha, n),$$

(6.10)

$$\frac{1}{P} \begin{cases}
\geq \left(\frac{1}{2} - \frac{s - s_0}{n}\right)^n + \left(\rho_0 - 1\right)\left(\frac{1}{2} - \frac{s'}{n}\right)^n & \text{if} \ s' \neq \frac{2}{n},
\geq \left(\frac{s - s_0}{n}\right)^n & \text{if} \ s' = \frac{2}{n}.
\end{cases}$$

(6.11)

Then there exists a positive constant $C > 0$ such that the estimate

$$\|\mathcal{M}(f)\|_{\dot{B}^s_{p,2}} \leq C\|f\|_{X^s_0} \|f\|_{X^s_0}^{\rho_0 - 1}$$

(6.12)

holds for all $f \in X^s_0$. Moreover, for any positive number $d_{\rho_0, s_0} \leq 1$ satisfying

$$d_{\rho_0, s_0} \begin{cases}
\leq \rho_0 - 1 & \text{if} \ 0 < s_0 < 1,
\leq \rho_0 - s_0 & \text{if} \ s_0 \geq 1,
\end{cases}$$

there exists a positive constant $C_{d_{\rho_0, s_0}}$ such that

$$\|\mathcal{M}(f) - \mathcal{M}(g)\|_{\dot{B}^s_{p,2}} \leq C_{d_{\rho_0, s_0}} (\|f\|_{X^s_0} + \|g\|_{X^s_0})^{\rho_0 - 1} \|f - g\|_{X^s_0}$$

$$+ C_{d_{\rho_0, s_0}} (\|f\|_{X^s_0} + \|g\|_{X^s_0})^{\rho_0 - d_{\rho_0, s_0}} \|f - g\|_{X^s_0}$$

(6.13)

holds for any $f, g \in X^s_0$.

**Remark 6.4.** The above condition on $d_{\rho_0, s_0}$ says that $d_{\rho_0, s_0} < 1$ must hold if $\rho_0 - s_0 \leq 1$. However, when $\rho_0 - s_0 = 1$, it is naturally expected that we can take $d_{\rho_0, s_0} = 1$. Indeed, when $\rho_0 \geq 2$, by modifying the conditions (6.10) - (6.11) to slightly stronger ones, we can actually take $d_{\rho_0, s_0} = 1$ even if $\rho_0 - s_0 = 1$. However, Lemma 6.3 is sufficient to construct a solution to (1.10), and we do not discuss it here.
Proof. We set two positive numbers $P_0$ and $P_1$ satisfying
\[
\frac{1}{P} = \frac{1}{P_0} + \frac{1}{P_1}.
\]
The assumption (6.9) and the fractional chain rule [15, Lemma 3.4] imply that there exists a positive constant $C > 0$ such that the estimate
\[
\|M(f)\|_{\dot{B}_{P,2}^{s_0}} \leq C\|f\|_{\dot{B}_{P_0,2}^{s_0}}\|f\|_{L^{(\rho_0-1)P_1}}^{(\rho_0-1)P_1}
\]
holds, provided that the right-hand side is finite. In order to show the estimate (6.12), it is sufficient to prove that for the numbers $P_0$ and $P_1$, the embedding holds:
\[
X_0^{s_0,\alpha} \times X_0^{s',\alpha} \hookrightarrow \dot{B}_{P_0,2}^{s_0} \times L^{(\rho_0-1)P_1}.
\]
We claim that the relations
\[
X_0^{s_0,\alpha} \hookrightarrow H^s \cap L^\gamma \hookrightarrow \dot{B}_{P_0,2}^{s_0}
\]
hold if $\gamma \in (1, 2]$ satisfies the condition (6.4) with $\nu = \gamma$ and
\[
\frac{s_0}{2} + \frac{s - s_0}{s} \frac{1}{\gamma} \geq \frac{1}{P_0} \geq \left(\frac{1}{2} - \frac{s - s_0}{n}\right)_+. \tag{6.16}
\]
The first embedding of (6.15) follows from Lemma 6.1. When $\frac{1}{P_0}$ is given by the LHS of the first estimate of (6.16), the second embedding of (6.15) follows from Lemma 4.1 with $(\delta, \dot{B}_{p_1, q_1}, \dot{B}_{p_2, q_2})$ replaced by $(\delta, \dot{B}_{p_2,}, \dot{B}_{\gamma,2})$. When $\frac{1}{P_0}$ is given by the RHS of the last estimate of (6.16), the second embedding of (6.15) follows from the Sobolev embedding. Here we note that the embedding $\dot{B}_{2,2}^{s} \hookrightarrow \dot{B}_{\infty,2}^{s}$ also holds. Therefore, we obtain the relations (6.15) for $P_0$ satisfying (6.16) by the interpolation. Then the first estimate of (6.4) and (6.16) imply that the estimates
\[
\frac{1}{2} + \frac{s - s_0 \min(2\alpha, n)}{s} \geq \frac{s_0}{2} + \frac{s - s_0}{s} \min\left(\frac{2\alpha + n}{2n}, 1\right)
\]
\[
> \frac{1}{P_0} \geq \left(\frac{1}{2} - \frac{s - s_0}{n}\right)_+ \tag{6.17}
\]
hold. In addition, if the condition (6.4) with $(s, \gamma)$ replaced by $(s', (\rho_0-1)P_1)$ holds i.e., the estimates
\[
\frac{2\alpha + n}{2n} > \frac{1}{(\rho_0-1)P_1} \begin{cases} \geq \left(\frac{1}{2} - \frac{s'}{n}\right)_+ & \text{if } s' \neq \frac{n}{2}, \\ > 0 & \text{if } s' = \frac{n}{2}, \end{cases} \tag{6.18}
\]
hold, then Lemma 6.1 implies that $X_0^{s',\alpha}$ is embedded into $L^{(\rho_0-1)P_1}$. We remark that (6.18) may admit $P_1 < 1$ but the assumption $P \geq 1$ excludes this case. By summing up the first and last estimates of (6.17) and (6.18), we obtain the conditions (6.10) and (6.11), respectively.

We next show the estimate (6.13). When $s_0 = 1$, (6.13) follows from the classical chain rule of differentiation. When $s_0 \neq 1$, we divide the proof into two cases where $s_0 < 1$ and $s_0 > 1$. 


We start from the proof in the case where \( s_0 < 1 \). We compute

\[
(\tau_y - 1)(\mathcal{M}(f) - \mathcal{M}(g))
= \int_0^1 \mathcal{M}'(\theta \tau_y f + (1 - \theta) f) d\theta (\tau_y - 1)f - \int_0^1 \mathcal{M}'(\theta \tau_y g + (1 - \theta) g) d\theta (\tau_y - 1)g
= \int_0^1 \mathcal{M}'(\theta \tau_y f + (1 - \theta) f) d\theta (\tau_y - 1)(f - g)
+ \int_0^1 (\mathcal{M}'(\theta \tau_y f + (1 - \theta) f) - \mathcal{M}'(\theta \tau_y g + (1 - \theta) g)) d\theta (\tau_y - 1)g.
\]

Hence, by the assumption (6.19), the estimate

\[
| (\tau_y - 1)(\mathcal{M}(f) - \mathcal{M}(g)) | \\
\leq C(\tau_y + 1)|f|^{\rho_0 - 1}(\tau_y - 1)(f - g)| \\
+ C(\tau_y + 1)(|f| + |g|)^{\rho_0 - 1}(\tau_y + 1)|f - g|^{\min(\rho_0 - 1, 1)}(|\tau_y - 1|g|
\]

holds. By the Hölder inequality with \( P_0 \) and \( P_1 \) above, (6.19) implies that the estimate

\[
\| (\tau_y - 1)(\mathcal{M}(f) - \mathcal{M}(g)) \|_{L^p} \leq C\| f \|_{L^p(\tau_y - 1)P_1}^\rho \| (\tau_y - 1)(f - g) \|_{L^p} \\
+ C\| f \|_{L^p(\tau_y - 1)P_1}^\rho \| f - g \|_{L^p(\tau_y - 1)P_1}^{\min(\rho_0 - 1, 1)}\| (\tau_y - 1)g \|_{L^p}
\]

holds. Noting that the identity

\[
(\rho_0 - 2)_+ + \min(\rho_0 - 1, 1) = \rho_0 - 1
\]

holds, and combining (1.15), (6.14), and (6.20), we obtain (6.13) when \( s_0 < 1 \).

We next consider the case where \( s_0 > 1 \). In this case, we use the equivalence (1.16). Lemma A.1 implies that it is sufficient to show that there exists a positive constant \( C_{d_{\rho_0}, s_0} > 0 \) such that the estimate

\[
\| h^{-\rho_0} \sup_{|y| \leq h} \| f - g \|_{X_{\rho_0}^{\alpha, s_0}} \| (\tau_y - 1)f \|_{\rho_0^{-1} - d_{\rho_0}, \rho_0} (\tau_y - 1)g \|_{L^p} \|_{L^2(0, \infty, 4\pi)} \leq C\| f - g \|_{X_{\rho_0}^{\alpha, s_0}} \| f \|_{X_{d_{\rho_0, s_0}}^{\alpha}} + \| g \|_{X_{d_{\rho_0, s_0}}^{\alpha}}^{\rho_0 - d_{\rho_0, s_0}}
\]

holds, since the other terms are easily or similarly controlled. With \( P_0 \) and \( P_1 \) above, we take a positive number \( P_2 \) satisfying the identity

\[
\frac{1}{P_2} = \frac{d_{\rho_0, s_0}}{\rho_0 - 1} P_1 + \frac{1}{P_2},
\]

holds, namely, we set

\[
\frac{1}{P_2} := \frac{1}{P_0} + \frac{\rho_0 - d_{\rho_0, s_0} - 1}{(\rho_0 - 1)P_1}.
\]

Then by the Hölder inequality, the following estimate holds:

\[
\| f - g \|_{L^p(\tau_y - 1)P_1} \| (\tau_y - 1)f \|_{\rho_0^{-1} - d_{\rho_0, \rho_0}} (\tau_y - 1)g \|_{L^p} \leq \| f - g \|_{L^p(\tau_y - 1)P_1} \| (\tau_y - 1)f \|_{\rho_0^{-1} - d_{\rho_0, \rho_0}} (\tau_y - 1)g \|_{L^p}.
\]

(6.22)
Here we note that the $\tilde{B}_{0,(\rho_0-d_{\rho_0},\sigma_0)}^{s_0}P_{2,2(\rho_0-d_{\rho_0},\sigma_0)}$ norm allows the equivalence of (1.15) because of the assumption $d_{\rho_0,s_0} > \rho_0 - s_0$. Therefore, by the estimate (6.22), the Hölder inequality, and (6.14), the LHS of (6.21) is estimated by

$$\|h^{-s_0} \sup_{|y| \leq h} \|f-g\|^{d_{\rho_0,s_0}}(\tau_y - 1)\|^{\rho_0-d_{\rho_0,s_0}} - 1(\tau_y - 1)\|g\|_L^p\|L^2(0,\infty; \frac{\rho}{\rho})$$

$$\leq \|f-g\|^{d_{\rho_0,s_0}}_{L(\rho_0-1)p_1} \cdot \|h^{-s_0} \sup_{|y| \leq h} \|f\|^{\rho_0-d_{\rho_0,s_0}} - 1(\tau_y - 1)\|g\|_L^p\|L^2(0,\infty; \frac{\rho}{\rho})$$

$$\leq \|f-g\|^{d_{\rho_0,s_0}}_{X_0^{s,\alpha}} \cdot \|f\|^{\rho_0-d_{\rho_0,s_0}} - 1_{B_{0,(\rho_0-d_{\rho_0,s_0})}^{\rho_0-,\rho_0}} \cdot \|g\|_{B_{0,(\rho_0-d_{\rho_0,s_0})}^{\rho_0-,\rho_0}}$$

The interpolation estimate Lemma 4.1 and (6.14) imply that the estimates

$$\|f\|^{d_{\rho_0,s_0}}_{B_{0,(\rho_0-d_{\rho_0,s_0})}^{\rho_0-,\rho_0}} \leq C\|f\|_{B_{0,(\rho_0-1)p_1}^{\rho_0-,\rho_0}} \cdot \|f\|^{\rho_0-d_{\rho_0,s_0}} - 1_{B_{0,(\rho_0-d_{\rho_0,s_0})}^{\rho_0-,\rho_0}} \leq C\|f\|_{X_0^{s,\alpha}}$$

hold. Hence, the estimates (6.23) and (6.24) imply that the inequality (6.21) holds, which completes the proof of the lemma.

Now we show the following nonlinear estimates from the solution space $X_0^{s,\alpha}$ to the auxiliary space $Y_0^{s,\alpha,\gamma}$:

**Lemma 6.5** (Estimate for the nonlinearity from the solution space to the auxiliary space). Let $n \in \mathbb{N}$, $\alpha \geq 0$, $0 \leq s' \leq s < \rho < \infty$ and $\gamma \in [1,2]$. We assume that the estimates

$$\frac{2n}{2\alpha+n} < \rho \gamma \begin{cases} < \infty & \text{if } s \geq n/2, \\ \leq \frac{2n}{\alpha+n} & \text{if } s < n/2 \end{cases}$$

(6.25)

hold and $\rho$ satisfies the inequalities

$$1 + \frac{\min(n,\sigma)}{2\alpha+n} < \rho \leq 1 + \frac{\min(n,\sigma)}{(n-2s')_+}.$$  

(6.26)

Then there exists a positive constant $C > 0$ such that the estimates

$$\|N(f)\|_{Y_0^{s,\alpha,\gamma}} \leq C\|f\|_{X_0^{s,\alpha}},$$

$$\|N(f) - N(g)\|_{Y_0^{s,\alpha,\gamma}} \leq C(\|f\|_{X_0^{s,\alpha}} + \|g\|_{X_0^{s,\alpha}})^{\rho-1}\|f-g\|_{X_0^{s,\alpha}},$$

$$+ C(\|f\|_{X_0^{s,\alpha}} + \|g\|_{X_0^{s,\alpha}})^{\rho-d}\|f-g\|_{X_0^{s,\alpha}}^d$$

hold for any $f, g \in X_0^{s,\alpha}$ with a positive number $d \leq 1$ satisfying

$$d \begin{cases} = \min(\rho - |s| - 1, 1), & \text{if } s \not\in \mathbb{Z} \text{ and } \rho - |s| > 1, \\ < \rho - s, & \text{otherwise} \end{cases}$$

(6.27)

**Proof.** At first we estimate the homogeneous Besov $\tilde{B}_{0,s}^{s}$-norm of the nonlinearity $N$ with $s > 0$, i.e. we prove that there exists a positive constant $C > 0$ such that the estimates

$$\|N(f)\|_{\tilde{B}_{0,s}^{s}} \leq C\|f\|_{X_0^{s,\alpha}}^s$$

(6.28)
and

\[
\|N(f) - N(g)\|_{\dot{B}^s_{q,2}} \leq C(\|f\|_{X^s_{q_0}} + \|g\|_{X^s_{q_0}})^{\rho - 1}\|f - g\|_{X^s_{q_0}} \\
+ C(\|f\|_{X^s_{q_0}} + \|g\|_{X^s_{q_0}})^{\rho - d}\|f - g\|_{\dot{B}^{s'}_{q_0}}
\]  

(6.29)

hold for any \(f, g \in X^s_{q_0}\). We note that the identities hold:

\[
\min\left(n, \sigma\right) + \frac{1}{\sigma} = \frac{n + \sigma}{n + \text{max}(n, \sigma)} = \frac{1}{q_\sigma}.
\]  

(6.30)

We divide the proof into the two cases where \(0 < s < \min(2, \rho)\) and \(2 \leq s < \rho\).

When \(0 < s < \min(2, \rho)\), the estimates (6.28) and (6.29) follow directly from Lemma 6.3, since (6.10) and (6.11) hold with \((P, M, \rho_0, s_0)\) replaced by \((q_\sigma, N, \rho, s)\).

Indeed, by the identities (6.30), the conditions (6.10) and (6.11) can be written as

\[
\frac{2\alpha + n}{2n}(\rho - 1) + \frac{1}{\sigma} = \frac{1}{2} + \frac{\min(n, \sigma)}{2n} \geq \frac{1}{2} + \frac{(n - 2s')}{2n}(\rho - 1),
\]

which is equivalent to the condition (6.26) when \(s' \neq \frac{\rho}{2}\). When \(s' = \frac{\rho}{2}\), no upper bound for \(\rho\) is required here.

Next we assume \(2 \leq s < \rho\). We remark that under this assumption, the first estimate of (6.26) holds, since

\[
\frac{1}{2} + \frac{\min(n, \sigma)}{2n} \leq 2 \leq s < \rho.
\]

Let

\[
s_0 := \begin{cases} 
  s - [s] & \text{if } s \not\in \mathbb{Z} \text{ and } \rho - [s] > 1, \\
  1 & \text{if } s \in \mathbb{Z}, \\
  s - [s] + 1 & \text{if } s \not\in \mathbb{Z} \text{ and } \rho - [s] \leq 1.
\end{cases}
\]

Then we note that

\[
s_0 \begin{cases} 
  < 1 & \text{if } s \not\in \mathbb{Z} \text{ and } \rho - [s] > 1, \\
  = 1 & \text{if } s \in \mathbb{Z}, \\
  \in (1, 2) & \text{if } s \not\in \mathbb{Z} \text{ and } \rho - [s] \leq 1.
\end{cases}
\]

We claim that there exists a positive constant \(C > 0\) such that the estimate

\[
\|\partial^\alpha h\|_{\dot{B}^s_{q_0}} \leq C \sup_{|\alpha| = s - s_0} \|\partial^\alpha h\|_{\dot{B}^{s_0}_{q_0}}.
\]  

(6.31)

holds provided that the right hand side is finite. Indeed, for any \(s_1 > 0\), \((-\Delta)^{s_1/2}\) is isomorphism from \(\dot{B}^s_{q_0} \rightarrow \dot{B}^{s_0}_{q_0}\). Moreover, \(\partial^\alpha\) is a continuous map from \(\dot{B}^s_{q_0} \rightarrow \dot{B}^{s_0}_{q_0}\) for any multi index \(\alpha\). Thus we see that (6.31) holds. For positive integers \(j \) and \(m\), we set

\[
\mathcal{K}_m^j := \{\kappa \in (\mathbb{Z}_{\geq 1})^j, |\kappa| = m\}.
\]
Then the classical Leibniz rule and Lemma 4.2 imply that the estimate

\[ \| \mathcal{N}(f) \|_{\tilde{B}^{s_0}_{q_0,2}} \leq C \sum_{\tau = 1}^{s-s_0} \sum_{\kappa \in \mathcal{K}_{\tau-s_0}} \| \mathcal{N}^{(\tau)}(f) \|_{\tilde{B}^{s_0}_{q_0,2}} \prod_{j=1}^{\tau} \| D^{s_j} f \|_{L^{q_j}} \]

\[ + C \| \mathcal{N}^{(1)}(f) \|_{L^{\tilde{Q}_0}} \| f \|_{\tilde{B}^s_{q_1,2}} \]

\[ + C \sum_{\tau = 2}^{s-s_0} \sum_{\kappa \in \mathcal{K}_{\tau-s_0}} \sum_{j_0=1}^{\tau} \| \mathcal{N}^{(\tau)}(f) \|_{L^{\tilde{Q}_0}} \| f \|_{\tilde{B}^{s-j_0}_{q_0,2}} \prod_{j \in [1,\tau] \setminus \{j_0\}} \| D^{s_j} f \|_{L^{q_j}} \]

holds for \( Q = (Q_j)_{j=0}^{\tau} = (Q_j(\tau,\kappa))_{j=0}^{\tau} \) and \( \tilde{Q} = (\tilde{Q}_j)_{j=0}^{\tau} = (\tilde{Q}_j(\tau,\kappa,j_0))_{j=0}^{\tau} \)

satisfying the Hölder conditions

\[ \sum_{j=0}^{\tau} \frac{1}{Q_j} = \frac{1}{q_\sigma}, \quad (6.32) \]

\[ \sum_{j=0}^{\tau} \frac{1}{Q_j} = \frac{1}{q_\sigma}. \quad (6.33) \]

We shall choose a proper pair \((Q, \tilde{Q})\) so that (6.28) and (6.29) hold. We divide the proof into two cases where \( s \leq \frac{n}{2} \) and \( s > \frac{n}{2} \).

We consider the case where \( 2 \leq s \leq \frac{n}{2} \). We remark that \( s' \leq \frac{n}{2} \) holds in this case. We choose \( Q \) with (6.32) and under the following conditions:

\[ \frac{\kappa_j}{n} + \frac{n-2s}{2n} \leq \frac{1}{Q_j} \leq \frac{1}{2} \quad \text{for } j \in [1,\tau], \]

\[ \left( \frac{1}{2} + \frac{\min(n,\sigma)}{2n} - \frac{\tau}{2} \right) \leq \frac{1}{Q_0} \leq \frac{1}{2} + \frac{\min(n,\sigma)}{2n} - \frac{s-s_0}{n} - \frac{n-2s}{2n}. \]

Here we note that \( 1 \leq \tau \leq s - s_0 \) and

\[ \sum_{j=1}^{\tau} \kappa_j = s - s_0. \]

We claim that under the condition above, we can take \( Q_0 \) satisfying (6.10) and (6.11) with \((P, \rho_0)\) replaced by \((Q_0, \rho - \tau)\) for any \( 1 \leq \tau \leq s - s_0 \). Indeed, we have

\[ \frac{2\alpha + n}{2n} (\rho - \tau - 1) + \frac{1}{2} + \frac{s-s_0}{s} \min(2\alpha, n) - \left( \frac{1}{2} + \frac{\min(n,\sigma)}{2n} - \frac{\tau}{2} \right) \]

\[ > \min \left( \frac{\tau}{2}, \min(n,\sigma) \frac{1}{2n}, \frac{1}{2} \right) \geq 0, \]

where we have used the facts that \( \rho - \tau \geq \rho - s + s_0 > 1 \) and \( s_0 \leq s - [s] + 1 \). Here \( \rho - s + s_0 - 1 \) is computed and estimated as

\[ \rho - s + s_0 - 1 = \begin{cases} \rho - [s] - 1 & \text{if } s \in \mathbb{Z} \text{ and } \rho - [s] > 1, \\ \rho - s & \text{if } s \in \mathbb{Z}, \\ \rho - [s] \geq \rho - s & \text{if } s \in \mathbb{Z} \text{ and } \rho - [s] \leq 1. \end{cases} \]
Moreover, the last estimate of (6.20) implies that we have
\[
\left(1 + \frac{\min(n, \sigma) - s - s_0}{2n} - \frac{1}{2} \frac{s - s_0}{n} - \pi \left(1 - \frac{s}{n}\right)\right) - \left(1 - \frac{s - s_0}{n} + (\rho - \pi - 1) \left(1 - \frac{s'}{n}\right)\right) \\
\geq \frac{\min(n, \sigma)}{2n} - (\rho - 1) \left(1 - \frac{s'}{n}\right) \geq 0.
\]

These two estimates imply that we can take \(Q_0\) satisfying (6.10) and (6.11) with \((P, \rho_0)\) replaced by \((Q_0, \rho - \pi)\) for any \(1 \leq \pi \leq s - s_0\) hold. Therefore, Lemma 6.3 implies that the estimates
\[
\|A^\pi(f)\|_{B^\alpha_{2,2}} \leq \|f\|^\rho_{\pi} X^\alpha_{0,\alpha},
\]

\[
\|A^\pi(f) - A^\pi(g)\|_{B^\alpha_{2,2}} \leq (\|f\|_{X^{\alpha,\alpha}} + \|g\|_{X^{\alpha,\alpha}})^\rho - \pi - 1 \|f - g\|_{X^{\alpha,\alpha}} \]

\[
+ (\|f\|_{X^{\alpha,\alpha}} + \|g\|_{X^{\alpha,\alpha}})^\rho - \pi - \pi - \sigma \|f - g\|_{X^{\alpha,\alpha}}^\rho - \pi - \sigma\alpha
\]

hold. Here we note that (6.27) implies that we have
\[
\min_{1 \leq \pi \leq s - s_0} d_{\rho - \pi, s_0} = d_{\rho - \pi, s_0, s_0}
\]

\[
= \begin{cases} 
\min(\rho - [s] - 1, 1) & \text{if } s \not\in \mathbb{Z} \text{ or } \rho - [s] > 1, \\
\rho - s & \text{otherwise} \\
d. 
\end{cases}
\]

Moreover the Sobolev inequality implies that the relations
\[
X^{\pi,\alpha} \hookrightarrow H^s \hookrightarrow \bigcap_{j \in [1, \pi]} H^{\kappa_j}_{Q_j}
\]

hold for any \(j \in [1, \pi]\). We next choose \(\tilde{Q}\) by
\[
\frac{1}{Q_0} = \frac{\min(n, \sigma)}{2n} - (\pi - 1) \frac{(n - 2s)}{2n},
\]

\[
\frac{1}{Q_{j_0}} = \frac{\kappa_{j_0} + n - 2(s - s_0)}{2n},
\]

\[
\frac{1}{Q_j} = \frac{\kappa_j}{n} + \frac{n - 2s}{2n} \text{ for } j \in [1, \pi] \setminus \{j_0\}.
\]

Then \(\tilde{Q}\) satisfies (6.33). The relation \(X^{s',\alpha} \hookrightarrow L^{(\rho - \pi)\tilde{Q}_0}\) also holds. Indeed the estimates
\[
(\rho - \pi)\tilde{Q}_0 > 2 \geq \frac{2n}{2\alpha + n}
\]

hold since \(\rho - \pi > 1\) and \(\tilde{Q}_0 \geq 2\). Moreover, the last estimate of (6.26) implies that \(\tilde{Q}_0\) is estimated by
\[
\frac{1}{\tilde{Q}_0} \geq \frac{\min(n, \sigma)}{2n} - (\rho - 1) \frac{(n - 2s')}{2n} + (\rho - \pi) \frac{(n - 2s')}{2n} \geq (\rho - \pi) \frac{(n - 2s')}{2n}
\]

Therefore, the estimate
\[
(\rho - \pi)\tilde{Q}_0 \leq \begin{cases} 
\frac{2n}{n - 2s'} \frac{\min(n, \sigma)}{2n} < \infty & \text{if } s' < \frac{n}{2}, \\
\frac{\min(n, \sigma)}{2n} < \infty & \text{if } s' = \frac{n}{2}
\end{cases}
\]
Finally, estimates (6.28) and (6.29) follow from (6.34)–(6.39). Therefore, (6.34) and (6.35) hold. It is therefore seen that the following estimates hold for \( \tilde{Q} \):

\[
\|\mathcal{N}^\pi(f)\|_{L^\infty} \leq C\|f\|_{X_0^{s,\alpha}},
\]

(6.37)

\[
\|\mathcal{N}^\pi(f) - \mathcal{N}^\pi(g)\|_{L^\infty} \leq C(\|f\|_{X_0^{s,\alpha}} + \|g\|_{X_0^{s,\alpha}})\rho^{-\pi} - 1 \|f - g\|_{X_0^{s,\alpha}} + C(\|f\|_{X_0^{s,\alpha}} + \|g\|_{X_0^{s,\alpha}})\rho^{-\pi - \rho - \pi_0} \|f - g\|_{X_0^{s,\alpha}}
\]

(6.38)

hold. It is also similarly seen that \( \tilde{Q} \) satisfies the other requirements. So we have

\[
X_0^{s,\alpha} \hookrightarrow \dot{H}^{\kappa s_0 + s_0} \cap \bigcap_{\tilde{Q} \neq \tilde{Q}_j} \dot{H}^{\kappa \tilde{Q}_j}
\]

(6.39)

Finally, estimates (6.28) and (6.29) follow from (6.34)–(6.39).

When \( s > \frac{n}{2} \), we choose \( Q_j \) with (6.32) under the following condition:

\[
\frac{\kappa_j}{n} + \frac{\kappa_j}{s - s_0} \left( \frac{1}{2} - \frac{s - s_0}{n} \right) \leq \frac{1}{2}\left( \frac{1}{Q_j} \leq \frac{1}{2} \right) \text{ for } j \in [1, \tilde{Q}],
\]

\[
\left( \frac{1}{2} + \frac{\min(n, \sigma)}{2n} - \frac{\sigma}{2} \right) + \frac{\min(n, \sigma)}{2n} \leq \left( \frac{1}{2} - \frac{s - s_0}{n} \right) + \frac{\min(n, \sigma)}{2n}.
\]

It is seen that the following estimates hold for \( j \in [1, \tilde{Q}] \):

\[
\frac{\kappa_j}{n} + \frac{\kappa_j}{2(s - s_0) - \kappa_j} \leq \frac{\kappa_j}{2(s - s_0)} \leq \frac{1}{2},
\]

\[
- \frac{\kappa_j}{s - s_0} \left( \frac{n}{2} - s + s_0 \right) = \frac{\kappa_j}{s - s_0} \left( s - \frac{n}{2} - s_0 \right) \leq s - \frac{n}{2}.
\]

Therefore, (6.30) holds for any \( Q \) under the condition above. Moreover, the second estimate of (6.26) implies that

\[
\left( \frac{1}{2} - \frac{s - s_0}{n} \right) + \frac{\min(n, \sigma)}{2n} - \left( \frac{1}{2} - \frac{s - s_0}{n} \right) + (\rho - \pi - 1) \left( \frac{1}{2} - \frac{s'}{n} \right) > 0.
\]

Therefore, (6.34) and (6.35) hold. We also choose

\[
\frac{1}{Q_0} = \frac{\min(n, \sigma)}{2n},
\]

\[
\frac{1}{Q_j} = \frac{\kappa_j}{n} + \frac{\kappa_j}{s - s_0} \left( \frac{1}{2} - \frac{s - s_0}{n} \right) \quad \text{for } j \in [1, \tilde{Q} \setminus \{j_0\}],
\]

\[
\frac{1}{Q_{j_0}} = \frac{\kappa_{j_0}}{n} + \frac{\kappa_{j_0}}{s - s_0} \left( \frac{1}{2} - \frac{s - s_0}{n} \right) + \left( \frac{1}{2} - \frac{s - s_0}{n} \right) \quad \text{for } j \in [1, \tilde{Q} \setminus \{j_0\}],
\]

Then \( \tilde{Q} \) satisfies (6.33). The estimates

\[
(\rho - \pi)\tilde{Q}_0 \geq \frac{2n}{\min(n, \sigma)} \geq 2,
\]

\[
(\rho - \pi)\tilde{Q}_0 \leq (\rho - 1) \frac{2n}{\min(n, \sigma)} \begin{cases} \leq \frac{2n}{(n - 2s')^+} & \text{if } s' < \frac{n}{2}, \\ < \infty & \text{if } s' \geq \frac{n}{2} \end{cases}
\]
follow from the estimate $\rho - \bar{\sigma} \geq 1$ and (6.26). This implies that (6.37) and (6.38) hold. Besides $H^s \hookrightarrow H^{s_0 + \varepsilon}_0$, since

$$
\frac{1}{Q_{j_0}} \leq \left(\frac{\kappa_{j_0}}{n} + \frac{s_{j_0}}{2(s-s_0)} \right) - \frac{s_{j_0}}{2} \leq \frac{1}{2} \quad \text{if} \quad s - s_0 \geq \frac{n}{2},
$$

$$
\left(\frac{\kappa_{j_0}}{n} + \frac{s_{j_0}}{2} - \frac{s_{j_0}}{2} \right) \leq \frac{1}{2} \quad \text{if} \quad s - s_0 \leq \frac{n}{2},
$$

$$
s_0 + \kappa_{j_0} - \frac{n}{Q_{j_0}} = s_0 - \frac{n}{s - s_0} \left(\frac{n}{2} - s + s_0\right) - \left(\frac{n}{2} - s + s_0\right) + \left(s - \frac{n}{2} - s_0\right) \leq s_0 + \left(s - \frac{n}{2} - s_0\right) + \left(s - \frac{n}{2} - s_0\right) \leq s - \frac{n}{2}.
$$

From this, we can see that (6.39) holds, since the conditions for $Q_j$ with $j \neq j_0$ are easily verified. Therefore, the properties (6.34)–(6.39) holds in the same way as the previous case, and hence, we obtain (6.28) and (6.29).

Next, we estimate the Lebesgue $L^\gamma$ norms of the nonlinearity $\mathcal{N}(f)$ without derivative or weight. Since (6.26) implies that $\gamma \rho$ satisfies (6.3) with $\nu$ replaced by $\gamma \rho$, the argument of Lemma 6.1 implies that the estimates

$$
\|\mathcal{N}(f)\|_{L^\gamma} \leq \|f\|_{L^{r'}} \leq \|f\|_{r''},
$$

$$
\|\mathcal{N}(f - g)\|_{L^\gamma} \leq \|f + g\|_{L^{r'}} \leq \|f\|_{L^{r'}} + \|g\|_{L^{r'}} \leq \|f\|_{r''} + \|g\|_{r''} \leq \|f\|_{X_0^{s,\alpha}} + \|g\|_{X_0^{s,\alpha}} \leq \|f\|_{X_0^{s,\alpha}} + \|g\|_{r''} \leq \|f\|_{r''} \leq \|f\|_{X_0^{s,\alpha}}
$$

hold. Finally, we note that we can apply Lemma 6.2 because the assumption (6.26) implies that $\rho$ satisfies (2.5) and (6.3).

Therefore, combining these estimates above, the proof is completed.

\[\square\]

**Corollary 6.6.** Let $s \geq 0$ and $T > 0$. We assume the same assumptions of Lemma 6.2 and (6.25) when $s = 0$ and those of Lemma 6.5 when $s > 0$. Then there exists a positive constant $C > 0$ independent of $T$ such that the estimates

$$
\|\mathcal{N}(u)\|_{Y^{s,\alpha,\gamma,r}(T)} \leq C \|u\|_{X^{s,\alpha,r}(T)},
$$

$$
\|\mathcal{N}(u) - \mathcal{N}(v)\|_{Y^{s,\alpha,\gamma,r}(T)} \leq C\|u\|_{X^{s,\alpha,r}(T)} + \|v\|_{X^{s,\alpha,r}(T)} \leq C\|u\|_{X^{s,\alpha,r}(T)} + \|v\|_{X^{s,\alpha,r}(T)} \leq C\|u\|_{X^{s,\alpha,r}(T)} + \|v\|_{X^{s,\alpha,r}(T)} \leq C\|u\|_{X^{s,\alpha,r}(T)} + \|v\|_{X^{s,\alpha,r}(T)}
$$

hold for any $u, v \in X^{s,\alpha,r}(T)$, where $d$ is given by (6.24).

Proof. By Lemmas 6.2 and 6.5 for any $t > 0$, the estimates

$$
\|\mathcal{N}(u)\|_{Y^{s,\alpha,\gamma,r}(T)} = \|\mathcal{N}(u) - \mathcal{D}_{\sigma,r}(t)u\|_{Y^{s,\alpha,\gamma,r}(T)} \leq C\|\mathcal{D}_{\sigma,r}(t)u\|_{X^{s,\alpha}}
$$

hold. Therefore, (6.40) and (6.41) hold.

\[\square\]

7. PROOFS OF THEOREMS 2.5 AND 2.7

7.1. **Proof of Theorem 2.5** Under the assumptions (2.3), (2.5), and (2.6), we claim that for any $r$ satisfying (5.3), there exists $\gamma \in [1, \min(r, q_0)]$ satisfying (5.4) and (5.25). We prove this claim later. Then Theorems 2.1 and 2.3 imply that the estimate

$$
\|\mathcal{S}_r(t)u_0 + \mathcal{S}_r(t)u_1\|_{X^{s,\alpha,\gamma,r}(T)} \leq C\|u_0\|_{X^{s,\alpha}} + C\|u_1\|_{X^{s,\alpha}}
$$

(7.1)
holds. Moreover, Lemma 5.1 and Corollary 6.6 imply that the estimates
\[ \left\| \int_0^t S_\sigma(t-\tau)N(u)(\tau)d\tau \right\|_{X^{s,\alpha,\gamma}(T)} \leq CT\|N(u)\|_{Y^{s,\alpha,\gamma}(T)} \leq CT\|u\|_{X^{s,\alpha,\gamma}(T)}, \]

(7.2)

\[ \left\| \int_0^t S_\sigma(t-\tau)(N(u)(\tau)-N(v)(\tau))d\tau \right\|_{X^{s,\alpha,\gamma}(T)} \leq CT\|u\|_{X^{s,\alpha,\gamma}(T)} + \|v\|_{X^{s,\alpha,\gamma}(T)} \rho^{-d}\|u-v\|_{X^{s,\alpha,\gamma}(T)} \]

(7.3)

hold with \( d \) defined by (6.27). Now we prove existence of the exponent \( \gamma \). We divide the proof into two cases, where \( \sigma \geq n \) and \( n > \sigma \). In the case of \( \sigma \geq n \), we set \( \gamma := 1 \). (2.4) implies that \( \gamma = 1 \) satisfies (5.4), i.e.

\[ \frac{rn}{n + r \sigma} < 1 < \begin{cases} \frac{n}{(\alpha + \frac{n}{2} - \sigma)_+} & \text{if } \sigma \notin 2\mathbb{Z}, \\ \infty & \text{if } \sigma \in 2\mathbb{Z}. \end{cases} \]

Moreover, the estimates

\[ \frac{2n}{2\alpha + n} < 1 + \frac{n}{2\alpha + n}, \]

\[ 1 + \frac{n}{(n-2s)_+} \leq \frac{2n}{(n-2s)_+ + \sigma} \]

imply that (7.4) follows from (2.5) and (2.6). In the case of \( n > \sigma \), we choose \( \gamma \geq 1 \) so that \( \gamma \) satisfies (5.4) and

\[ \frac{2n}{2\alpha + n + \sigma} \leq \frac{2n}{(n-2s)_+ + \sigma}. \]

(7.4)

We remark that the estimates

\[ \frac{2n}{(n-2s)_+ + \sigma} > \frac{2n}{n + 2\sigma} \geq \frac{nr}{n + r \sigma}, \]

\[ \frac{2n}{(n-2s)_+ + \sigma} > \frac{2n}{(n-2s)_+ + n} \geq 1 \]

hold. Then (2.5), (2.6), and (2.4) imply that the estimates

\[ \rho \gamma > \frac{2n}{2\alpha + n + \sigma} \left(1 + \frac{\sigma}{2\alpha + n}\right) = \frac{2n}{2\alpha + n}, \]

\[ \rho \gamma < \frac{2n}{(n-2s)_+ + \sigma} \left(1 + \frac{\sigma}{(n-2s)_+}\right) \leq \frac{2n}{(n-2s)_+} \]

hold and imply (6.25).

In the case where \( s \in \mathbb{Z} \) and \( \rho - s > 1 \) and in the case where \( s \notin \mathbb{Z} \) and \( \rho - |s| \geq 2 \), (7.1), (7.2), and (7.3) with \( d = 1 \) imply that a unique mild solution to (1.17) is constructed by the standard contraction argument on \( X^{s,\alpha,\gamma}(T) \) for sufficiently small \( T \).
Lemma A.1. Let $d = 1$ may not hold. However, by a similar argument, the estimates
\[
\left\| \int_0^t S_\sigma(t - \tau)(N(u)(\tau) - N(v)(\tau))d\tau \right\|_{X^{0, \alpha, r}(T)} \\
\leq C \int_0^T \| (x)^\alpha (N(u)(\tau) - N(v)(\tau)) \|_{L^\infty} d\tau \\
\leq CT(\| u \|_{X^{s, \alpha, r}(T)} + \| u \|_{X^{s, \alpha, r}(T)})^{\rho - 1} \| u - v \|_{X^{0, \alpha, r}(T)},
\]
follow from the assumption $\rho > 1$ and Lemma 6.2. Since the unit ball on $X^{s, \alpha, r}(T)$ is closed in $X^{0, \alpha, r}(T)$, a unique mild solution to (1.17) is constructed by the standard contraction argument in $X^{0, \alpha, r}(T)$. The continuous dependence of initial data in $X^{s, \alpha, r}(T)$ also follows from Corollary 6.6. Indeed, the Gagliardo-Nirenberg inequality implies that
\[
\| u - v \|_{X^{s', \alpha, r}(T)} \leq C\| u - v \|_{X^{0, \alpha, r}(T)}^{1 - \frac{\rho}{s'}} \| u - v \|_{X^{s, \alpha, r}(T)}. 
\]
Therefore, the estimate above and the continuous dependence of initial data on $X^{0, \alpha, r}(T)$ imply that the mild solution depend continuously on initial datum also in $X^{s, \alpha, r}(T)$.

7.2. **Proof of Theorem 2.7** Under the assumptions of Theorem 2.7 there exists $r \geq 1$ satisfying $r > \frac{2n}{2n + \sigma}$ that
\[
\rho \geq 1 + \frac{r\sigma}{n}, \quad \rho > 1 + \frac{\sigma}{n}.
\]
Therefore, Theorem 2.7 follows from Lemma 5.1 and Corollary 6.6. The time decay estimates (2.9) - (2.11) follows from the estimate $\| u \|_{X^{s, \alpha, r}(\infty)} \leq C\varepsilon$ for some positive constant independent of $\varepsilon$ and the definition of the $X^{s, \alpha, r}(\infty)$-norm.

**APPENDIX A. PROOF OF A NONLINEAR ESTIMATE**

**Lemma A.1.** Let $z = (z_j)_{j=-1}^1, w = (w_j)_{j=-1}^1 \subset \mathbb{R}$. For any real sequence $(a_j)_{j=-1}^1$, let $\Delta^2(a) = a_1 + a_{-1} - 2a_0$. Then
\[
|\Delta^2(M(z))| - |\Delta^2(M(w))| \\
\leq C \max_j |z_j| |\Delta^2(z - w)| + C \max_j (|z_j| + |w_j|)^{\rho_0 - 2} \max_j |z_j - w_j| |\Delta^2(z - w)| \\
+ C \max_j |z_j|^{\rho_0 - 2} |z_0 - z_{-1}| |z_j - w_j| |\Delta^2(z - w)| \\
+ C \max_j |z_j|^{\rho_0 - 2} |w_0 - w_{-1}| \\
\cdot \min(|z_1 - z_0| + |z_0 - z_{-1}| + |w_1 - w_0| + |w_0 - w_{-1}|), \max_j |z_j - w_j| \min(\rho_0 - 1, 1)
\]
with $M$ of Lemma 6.6.

**Proof.** Let
\[
z_\theta = \begin{cases} 
\theta z_1 + (1 - \theta)z_0 & \text{if } \theta \in [0, 1], \\
[\theta]z_1 + (1 - [\theta])z_0 & \text{if } \theta \in [-1, 0].
\end{cases}
\]
Then

\[ \Delta^{(2)}(M(z)) \]
\[ = \int_0^1 M'(z_0) d\theta(z_1 - z_0) - \int_{-1}^0 M'(z_0) d\theta(z_0 - z_{-1}) \]
\[ = \int_0^1 M'(z_0) d\theta \Delta^{(2)}(z) + \int_0^1 (M'(z_0) - M'(z_{-\theta})) d\theta(z_0 - z_{-1}). \]

Therefore

\[ \Delta^{(2)}(M(z) - M(w)) \]
\[ = \int_0^1 M'(z_0) d\theta \Delta^{(2)}(z - w) + \int_0^1 (M'(z_0) - M'(w_0)) d\theta \Delta^{(2)}(w) \]
\[ + \int_{-1}^0 (M'(z_0) - M'(z_{-\theta})) d\theta(z_0 - w_0 - z_{-1} + w_{-1}) \]
\[ + \int_{-1}^0 (M'(z_0) - M'(z_{-\theta}) - M'(w_0) + M'(w_{-\theta})) d\theta(w_0 - w_{-1}). \]

Since \( z_0 - z_{-\theta} = \theta(z_1 - z_{-1}) \), the assertion is obtained.

\[ \square \]

**Appendix B. Proof of Lemma 4.2**

**Proof of Lemma 4.2.** When \( s = 0 \), the bilinear estimate is easily seen with (1.15). When \( s > 0 \), it is sufficient for us to show

\[ \| \phi_j * f \sum_{k \leq j-2} \phi_k * g \|_{L^{p_0}} \leq C \| \phi_j * f \|_{L^{p_1}} \| g \|_{L^{p_2}}, \]  
(B.1)

\[ \left\| 2^{sj} \| \sum_{k \geq 0} (\phi_{j+k} * f)(\phi_{j+k} * g) \|_{L^{p_0}} \right\|_{L^{p_2}} \leq C \| f \|_{B^{s,1}_{p_1,2}} \| g \|_{L^{p_2}}. \]  
(B.2)

(B.1) follows from the Young estimate and the fact that

\[ \| \sum_{k \leq j-2} \phi_k \|_{L^1} = \| \sum_{k \leq 0} \phi_k \|_{L^1} \]

holds for any \( j \in \mathbb{Z} \). (B.2) also holds because we have

\[ \left\| 2^{sj} \| \sum_{k \geq 0} (\phi_{j+k} * f)(\phi_{j+k} * g) \|_{L^{p_0}} \right\|_{L^{p_2}} \leq \| g \|_{L^{p_2}} \sum_{k \geq 0} 2^{-sk} \| 2^{s(j+k)} (\phi_{j+k} * f) \|_{L^{p_1}} \left\| \phi_j \right\|_{L^1} \]
\[ \leq C \| g \|_{L^{p_2}} \| f \|_{B^{s,1}_{p_1,2}}. \]

\[ \square \]
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