Genetic Algorithms with Variant Particle Swarm Optimization Based Mutation for Generic Controller Placement in Software-Defined Networks
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Abstract: To enable learning-based network management and optimization, the 5th Generation Mobile Communication Technology and Internet of Things systems usually involve software-defined networking (SDN) architecture and multiple SDN controllers to efficiently collect the big volume of runtime statistics, define network-wide policies, and enforce the policies over the whole network. To better plan the placement of controllers over SDN systems, this article proposes a generic controller placement problem (GCP) that considers the organization and placement of controllers as well as the switch attachment to optimize the delay between controllers and switches, the delay among controllers, and the load imbalance among controllers. To solve this problem without losing generality, a novel multi-objective genetic algorithm (MOGA) with a mutation based on a variant Particle Swarm Optimization (PSO) is proposed. This PSO chooses a global best position for a particle according to a pre-computed global best position set to lead the mutation of the particle. It successfully handles multiple conflicting objectives, fits the scenario of mutation, and can apply in many other flavors of MOGAs. Evaluations over 12 real Internet service provider networks show the effectiveness of our MOGA in reducing convergence time and improving the diversity and accuracy of the Pareto frontiers. The proposed approaches in formulating and solving the GCP in this article are general and can be applied in many other optimization problems with minor modifications.
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1. Introduction

Complex networks often exhibit the features of dynamics, connections, coupling, and symmetry [1]. The 5th Generation of Mobile Communication Technology (5G) and Internet of Things (IoT) systems are complex networks that adopt such features and make network resource management and optimization difficult [2]. Particularly, they generate a wide variety of network constraints and a huge amount of runtime statistics, which significantly increase the complexity of a network and are extremely hard to cope with using current computer and communication network systems [3,4]. Software-defined networking (SDN) [5] decouples network control from dedicated network devices to form the control plane that uses standardized interfaces to collect the runtime statistics, assemble a global network view from the statistics, and based on this view enable various learning-based network management and optimization applications. As shown in Figure 1, SDN provides a visible, adaptable, and programmable layered network architecture that is capable of dealing with the continuously increasing network complexity. This makes the control plane the perfect place to manage the unprecedented increased devices, data, and applications in widely various networking scenarios.
The control plane of SDN can consist of one controller (the centralized control plane) or multiple cooperating controllers (the distributed control plane). A centralized control plane usually cannot efficiently provide flow forwarding for a large-scaled network because each new flow in the network has to involve the controller to set up forwarding rules at the involved switches. Furthermore, the extra workload added by collecting runtime statistics, the long propagation delay between a controller and its switches in a Wide Area SDN (WA-SDN), and the longer flow forwarding procedure triggered by some security applications that force each flow in the network to be forwarded back to the control plane for security analysis [6] can further increase the delay of the control plane in forwarding new flows of a network. Furthermore, the centralized control plane is a single point of failure that decreases the scalability and availability of a network. By having multiple cooperating controllers in the control plane and carefully locating them over the whole network, a WA-SDN system can provide efficient flow management as well as enable various learning-based network applications over the whole network.

Figure 1. Software-defined networking architecture.

This article, therefore, considers a WA-SDN system with a distributed control plane containing multiple cooperating controllers, each of which directly supervises a subset of switches and collects the runtime statistics over these switches. It is a great challenge to design a WA-SDN system to reduce (a) the delay of a switch in forwarding flows to provide efficient flow forwarding, (b) the delay of a controller to synchronize runtime statistics for global network view construction in order to facilitate learning-based network management and optimization, and (c) the load imbalance among controllers to avoid controller overloading. In this article, we address this challenge by introducing a generic controller placement problem (GCP) that jointly optimizes the controller organizations and placements to simultaneously minimize the delay between controllers and switches (controller-to-switch), the delay among controllers (controller-to-controller), and the load imbalance among controllers for a WA-SDN system with learning-based applications enabled to optimize its performance, scalability, and availability.

Although existing controller placement problems (CPPs) in the literature may optimize network latency, reliability, cost, and multi-objective depending on their objective in different application scenarios [7], the classical CPPs have mainly considered the optimization of network latency that minimizes the controller-to-switch delay [8] or both controller-to-switch and controller-to-controller delays given a specific controller organization [9–12]. In contrast, the GCP is generic for controller organizations and formulates a controller placement optimization problem with three conflicting objectives, which have not been fully explored in the literature. To the best of our knowledge, our work is the first to consider a general scenario, in which controller organizations, controller placements, and switch assignments are simultaneously taken into account. The GCP generalizes the
current CPPs to be a placement optimization problem with multiple conflicting objectives that simultaneously minimizes the delays between devices located in the control plane and devices located in the data plane, the delays between devices located in the same data plane, and the load imbalance among devices located in the control plane. Our approach can be readily applied to optimize the placements of many other devices such as security appliances, the Network Function Virtualization (NFV) chain, or base stations in various SDN enabled 5G/IoT systems with minimal modifications [13].

Although the optimal solution can always be found by an exhaustive search within the large solution space of the joint controller placement and switch assignment problem, such an algorithm would take too much time to be acceptable in practice. Given a WA-SDN system with $m$ controllers and $n$ switches, the computation complexity of an exhaustive algorithm that solves the GCP is $O(m^n n^m)$. A greedy mechanism that always attaches a switch to a controller with the shortest geographic distance can reduce the complexity of an exhaustive algorithm to $O(mn^2)$, which is still too big to be acceptable when solving the GCP for a WA-SDN with a large number of controllers and switches. Current research often applies heuristics algorithms or approximate algorithms to solve CPPs [9–11]. However, most of such algorithms use similar greedy mechanisms to simplify the switch attachment and hence reduce the solution space, making these algorithms not overly suitable to solve the GCP.

Multi-Objective Genetic Algorithms (MOGAs) have generality in solving optimization problems. However, they typically have difficulty in generating a good approximation Pareto frontier that is close to the real Pareto frontier when the solution space of the problem is large [12]. A Pareto frontier is a set of Pareto optimal solutions in the objective space, each of which is at least as good as the others in at least one but not all dimensions. A multi-objective optimization problem often generates a Pareto frontier so that a decision maker can choose the suitable solution from the frontier to realize his particular preference [12]. Maintaining the diversity of population is the key for a MOGA to generate a good approximation Pareto frontier [14]. Current research has proposed many flavors of MOGAs. The Non-dominated Sorting Genetic Algorithm (NSGA-II) [15] uses an elite-preserving mechanism in its selection process to ensure the elite members stay a certain distance apart for diversity improvement. It is the best and most widely applied MOGA in current research [12].

Particle Swarm Optimization (PSO) is another general approach that can be used to solve many optimization problems [16]. It is motivated by the behaviors of birds that adjust their routes by identifying the bird in the best position during migration [17]. When applying PSO to an optimization problem, a bird is defined as a particle that represents a solution of the problem, and the movements of particles are guided by the global best position of the whole swarm of particles and the local best position of a particular particle. Because of this guidance, PSO can find the optimal solutions at a low time cost [18]. However, classical PSO is designed for optimization problems with a single objective and lacks mechanisms to maintain the diversity of solutions in a large population, while the GCP in this work has three objectives and the diversity of solutions in the population needs to be maintained to produce a Pareto frontier that is close to the real Pareto frontier. Therefore, the classical PSO cannot be directly used to solve the GCP.

To fill the gap, we propose an MOGA that uses a variant PSO to improve its mutation. A classical PSO algorithm usually keeps updating the global best position of the whole swarm and the local best positions of all the particles and uses both global and local best positions to update the velocity and position of each particle in each iteration of the algorithm. Our proposed variant PSO algorithm pre-calculates a global best position set that consists of three individual global best positions relative to the three particular objectives for the whole swarm, which remain unchanged in each iteration of the algorithm. The algorithm only uses the global best position relative to a particular objective to update a particle’s velocity and position in each iteration. This approach successfully handles the multiple objectives in GCP, fits the situation of mutation functions, and can be applied in
many MOGAs without affecting their existing mechanisms that optimize the population initialization and selection process. We have implemented our MOGA as NSGA-II by extending NSGA-II in Matlab [19] to have a mutation function based on the variant PSO. We compare the performance of NSGA-II with a variant PSO-based mutation with the original NSGA-II in Matlab. Our evaluation is conducted over 12 real internet service provider (ISP) networks chosen from the Rocketfuel repository [20]. Results show the effectiveness of our extended NSGA-II in reducing convergence time and improving Pareto frontier accuracy and diversity over WA-SDN systems with various topologies covering different areas.

The major contributions of this article are three-fold: (1) we propose and formulate the GCP that simultaneously considers controller organizations, controller placements, and switch assignments; (2) we extend the NSGA-II to have a variant PSO-based mutation; and (3) we provide an extensive evaluation over 12 real ISP backbone networks with various topologies covering different areas. Though the basic idea of the GCP and the variant PSO have been composed in a conference paper accepted by NFV-SDN’17 [21] (this paper is extended from a six-page conference paper, which has been listed in our reference), this article generalizes the GCP to accommodate various distributed controller organizations and provides an extensive evaluation to show our NSGA-II with variant PSO-based mutation can improve the accuracy, diversity, and convergence time of a general NSGA-II over various WA-SDN systems, and a further discussion on the parameters, potentials, and limitations of our NSGA-II is also included.

The rest of this article is organized as follows. Section 2 presents some background and related work. Section 3 proposes and formulates the GCP. The NSGA-II with variant PSO-based mutation is introduced in Section 4. An extensive evaluation that compares the quality of the Pareto frontiers and the time costs of our NSGA-II to a general NSGA-II over 12 real ISP networks together with the further discussion is provided in Section 5. Conclusions are drawn in Section 6.

2. Background and Related Work

2.1. Distributed Control Plane

The control plane of an SDN can be centralized or distributed. A centralized control plane consists of one controller [22], while a distributed one consists of multiple cooperating controllers [23–26]. Since a single controller can be a single point of failure of an SDN and only provides a limited flow setup rate to quickly set up new flows for a certain number of switches, an SDN system that has a single controller cannot provide the scalability and reliability expected by diverse applications. A distributed control plane can use the cooperation among controllers to maintain the global network view so that various learning-based network management and optimization can be enabled while improving the scalability and availability of a network by allowing each controller to only manage a subset of switches in the network.

Distributed control planes may have layered or flat organized controllers. The organization of controllers determines the cooperation among controllers. Layered organized controllers have a root controller in the upper layer and multiple local controllers in the lower layer. Switches only connect to local controllers, and local controllers connect to the root. No cooperation among local controllers and between root controllers and switches is enabled. Flat organizations allow all controllers in the control plane to be equal peers and enable interactions among any two controllers. Many proposed CPPs consider multiple controllers, but no cooperation among controllers is supported. The proposed GCP considers all such types of cooperation among controllers.

2.2. Placement Optimization Problems

The first CPP over SDN systems was proposed by Heller et al. [8]. The CPP allows the control plane to have multiple isolated controllers for the management of WA-SDN systems. This CPP is formulated to find the optimal controller placement that minimizes the
controller-to-switch delay. Since the nodes in a WA-SDN are geographically spread out, and the propagation delay plays a major role in the network delay, placing controllers in a WA-SDN does not need to consider how the real data flows affect the placement of controllers. Current research has extended the CPPs to consider the capacity of controllers [11,27] to maximize the reliability of a network [28,29] or to optimize multiple objectives [10,30]. Zhang et al. in [9] introduce a CPP that is very similar to the GCP in optimizing the controller placement for a distributed control plane with multiple cooperating controllers. However, it only minimizes the controller-to-switch delay and controller-to-controller delay. In contrast, the GCP considers a more general scenario, where controller placements and organizations and switch attachments are formulated and the controller-to-switch delay, controller-to-controller delay, and the controller load imbalance are simultaneously minimized.

A CPP for the networks of data centers often has to consider the flow request processing delay, because the nodes in the data center networks are placed closely regarding the geographic distance. In Reference [31], both data and control traffic is modeled as regenerative traffic, and regenerative service processes are used to represent both link transmissions and service capabilities of controllers. Wang et al. in [32] and Zheng et al. in [33] consider a discrete time model where the length of the time slot matches the timescale at which switch requests can be precisely recorded, and assume that the request arrivals of a switch in a time slot follow a Poisson process. Yao et al. in [34] further extend this data traffic model to consider the weight of each network forwarder in the network using the degree of each network forwarder to simulate the hot spots in the network.

Unlike a CPP, to plan a placement of controllers so that the objective function is optimized, a controller migration problem investigates the adjustment of the current controller placement for the optimization of the network performance or resource usage in a dynamic scenario [35,36]. Similar to the GCP that optimizes the placement of distributed controllers, many other placement optimization problems, such as placing virtual services over the network edge [37], energy-efficient placement problems [38], and optimizing NFV chain placements [39], widely exist in SDN enabled networks. Since the GCP is generalized to consider both controller placements and switch assignments, it is suitable to formulate many of such existing placement problems with minimal modifications.

2.3. Solving Placement Optimization Problems

An exhaustive algorithm can always find the optimal solution for a CPP [8,35] but cannot generate the global-optimal solution in an acceptable time for a large-scaled network. Heuristic algorithms can be used to find approximately optimal solutions in shorter computation time. For instance, Lange et al. in [10] develops a K-Medoids based heuristic algorithm to optimize a multi-objective combinational function, and further extends it to be a Capacated K-Medoids heuristic algorithm considering the volume of each network partition no greater than the capacity of a controller; Ros et al. in [29] also develop a K-Medoids based heuristic algorithm, but the algorithm is used to study the reliability of the control plane rather than the performance or load balancing of controllers.

Since K-Medians-based algorithms often have to run a certain number of times and select the best result as the optimal solution due to the high dependency between the computation time and accuracy of an optimal solution and the initial solution chosen, to further reduce the time in solving CPPs, Zhang et al. in [9] propose an approximation algorithm that prunes the control plane placement frontier; Lin et al. in [31] develops an approximation algorithm that applies the primal-dual up-date rules of an alternating direction method of multipliers to solve the control traffic balancing in control plane placement in polynomial time for SDNs with large scales; Lange et al. in [10] introduced a simulated annealing algorithm to solve CPPs with two objectives. However, all mentioned algorithms are designed for specific predefined sets of objectives, and a general CPP as our proposed GCP cannot be solved by them over a large-scaled network.
Although many new mechanisms such as fuzzy technology [40] and stochastic systems [41] have been proposed to solve the optimization problems in different scenarios, Genetic Algorithms (GAs) and PSOs are evolution algorithms and can solve any general single or multi-objective CPP theoretically [12]. Sanner et al. in [42] applies a GA to search for the best controller placement but only optimizes the delay between controllers and switches. Jalili et al. in [43] apply an NSGA-II to solve a CPP that minimizes the delay among controllers and the load imbalance among controllers. In Reference [30], a PSO algorithm is applied to solve a CPP that minimizes the weight of the controller-to-switch delay and controller-to-controller delay. In Reference [44], a network clustering PSO algorithm is proposed to solve an optimization problem with multiple objectives over SDN systems. Our proposed algorithm is an NSGA-II with a variant PSO-based mutation. It successfully handles the multiple conflicting objectives, fits the scenario of mutation function, and can be applied in many other multiple-objective problem solving. It significantly improves the accuracy and member diversity of the Pareto frontier in a much shorter convergence time compared to a general NSGA-II. It maintains the generality of MOGAs and can be used to solve any other optimization problems theoretically.

3. Formulating GCP

We consider a WA-SDN system with a distributed in-band control plane. As shown in Figure 2, while an out-band control plane constructs dedicated network infrastructure to connect switches to controllers, an in-band control plane deploys its controllers to the places where the switches are placed as the same data network infrastructure is used for the supervision of switches. It saves money and fits in some networking environments where extra network infrastructure dedicated for network management cannot be built. Consider I and J as the sets of controllers and switches in a WA-SDN system, respectively. Given a controller placement pl in the placement space PL, Ji is the set of switches managed by controller i ∈ I under placement pl. Let pij and pik be the propagation delays along the shortest path between controller i and switch j, and between controllers i and k, respectively. We define a binary parameter aik, and let it be 1 if controllers i and k are cooperated or 0 otherwise. This binary parameter allows the formulation to accommodate various controller organizations, which has not been achieved by our previous work [21]. The load of controller i is ci. We formulate the mean controller-to-switch delay, mean controller-to-controller delay, and the maximal controller load imbalance as (1), (2), and (3), respectively.

\[
D_{\text{con2swi}}(pl) = \frac{1}{|I|} \sum_{i \in I} \sum_{j \in J_i} (p_{ij}) \tag{1}
\]

\[
D_{\text{con2con}}(pl) = \frac{2}{|I||I| - 1} \sum_{i \in I} \sum_{k \in I, k \neq i} (a_{ik}p_{ik}) \tag{2}
\]

\[
L_{\text{imbalance}}(pl) = \max_{i \in I} (c_i) - \min_{i \in I} (c_i) \tag{3}
\]

Figure 2. A WA-SDN system with in-band/out-band distributed control plane.

Then, for each pl ∈ PL, minimizing (1) is to minimize the mean controller-to-switch delay (OBJ1), minimizing (2) is to minimize the mean controller-to-controller delay (OBJ2),
and minimizing (3) is to minimize the maximal load imbalance among controllers (OBJ3). It should be noticed that (2) fits flat and isolated organized controllers when for each $i$ and $k$ in $I$, let $a_{ik}$ be 1 and 0, respectively. Equation (2) also fits the layered organized distributed controller when for local controllers $i$ and $k$, $a_{ik}$ is 0, and 1 otherwise. We also formulate the constraint (C1) as (4), where each switch only connects to one controller and only contributes one unit of load of this controller ($c_i = |J_i|$); and the constraint (C2) is formulated as (5), implying the same location cannot place two controllers.

\begin{align}
C1: \sum_{i \in I} c_i &= |I| \quad (4) \\
C2: p_{ik} \neq 0, i \in I, k \in I, i \neq k \quad (5)
\end{align}

Therefore, the GCP is an optimization problem that finds the best controller placements and switch attachments to minimize OBJ1, OBJ2, and OBJ3 subject to the constraints C1 and C2, as shown in (6).

\[
f(pl^*) = \text{Min}(D_{\text{con2swi}}(pl), D_{\text{con2con}}(pl), L_{\text{imbalance}}(pl))
\]

\[
\text{s.t.} \quad C1 \land C2 \quad \forall pl \in PL
\]

The proposed GCP has three conflicting objectives because minimizing controller-to-switch delay often spreads out the controllers over the entire network, leading to an increased geographic distance between two controllers and an increased controller-to-controller delay. Fixing the controller placement, the location of controllers is given, and the delay among controllers is specified. However, the delay between controllers and switches and the load imbalance among controllers rely on the assignment of switches to the controllers. Greedy mechanisms are likely to generate a high load imbalance among controllers when they attach switches to their geographically nearest controllers. Therefore, greedy-based heuristics algorithms cannot be used to solve the GCP.

Since SDN is a layered architecture, as shown in Figure 1, the GCP can be further generalized to a multi-objective placement problem that optimizes the delay between two devices located in two different layers, the delay between two devices located in the same layer, and the load imbalance among devices in the same layer. The generalized GCP can formulate many other placement optimization problems in a wide range of SDN enabled networking systems. For instance, consider a switching device placement problem of an industrial IoT system, where each switching device needs to be carefully located to reduce the delay between a switching device and a thing, the delay between two switching devices, and the load imbalance among switching devices. The GCP can be simply applied without any modification, as long as we move the GCP into the infrastructure layer and view the controllers and switches of our current GCP as the switching devices and things of the switching device placement problem, respectively. When we consider a distributed application placement problem of an SDN system, each application node needs to be carefully located to reduce the delay between the application and switches, the delay between two application nodes, and the load imbalance among application nodes. Since each application node runs on a controller, the distributed application placement problem is really a distributed controller placement formulated as our current GCP without any modifications.

4. Solving GCP

GAs are algorithms inspired by the process of natural selection. Given an initial population, GAs use the selection function to find the parents with higher quality from the current population set and apply crossover and mutation functions to generate offspring. Therefore, a GA typically consists of three processes: population initialization, fitness evaluation, and new population generation, as shown in Figure 3A. MOGAs are GAs that can generate the approximation Pareto optimal solutions for any optimization problems theoretically. NSGA-II is the best and the most widely used MOGA in current research.
4.1. Population Initialization and Fitness Evaluation

In general, the GCP encodes two chromosomes: chromosome1 represents the locations of controllers, and chromosome2 indicates the attachments of switches. Consider a network having \(|I|\) controllers and \(|J|\) switches, chromosome1 includes \(|I|\) genes, each indicating a controller’s location; chromosome2 is composed of \(|J|\) genes, each representing a switch attachment. Since controllers should be located at the places where switches are located, the value of each gene of chromosome1 is an integer suggesting that place. Such value should be less than \(|J|+1\) but greater than 0. Each gene of chromosome2 indicates the index of a controller in chromosome1, and its value is also an integer that is less than \(|J|+1\) but greater than 0. In particular, as shown in Figure 4, let \(x_k\) be the value of the \(k\) gene in the chromosomes, and \(i\) be a controller in \(I\) and \(j\) be a switch in \(J\). Then, \(i = k\), if \(0 < k <= |I|\), and \(j = k - 5\), if \(|I| < k <= |J|\). \(x_i\) presents the location of controller \(i\), and it also equals an integer between 1 and \(|J|\). \(x_j\) represents the assignment of switch \(j\), and it is also equal to an integer between 1 and \(|I|\). We then generate the fitness functions as (7), (8), and (9). Our MOGA starts from randomly generating a population set with the value of each gene of a chromosome bounded by the given value, then evaluates the quality of each population so that the population generation process can use selection, crossover, and mutation operators to generate offspring.

fitness function for OBJ1: 
\[
\frac{1}{|I|} \sum_{i \in I} \sum_{j \in J} (p_{ij})
\]  

(7)

fitness function for OBJ2: 
\[
\frac{2}{|I||I| - 1} \sum_{i \in I} \sum_{k \in I, k \neq i} (a_{ik}p_{ik})
\]  

(8)

fitness function for OBJ3: 
\[
\text{Max}_{i \in I}(c_i) - \text{Min}_{i \in I}(c_i)
\]  

(9)

Figure 4. Chromosome and gene value.
4.2. Selection

To generate a new generation, a selection function is applied by MOGAs to create a parent pool from the current population for the offspring generation. In addition to selecting the population with a high fitness, a MOGA also has to maintain the diversity of population to produce an approximation Pareto frontier with high quality. Our MOGA adopts the selection function of the NSGA-II provided by Matlab, where the members with high fitness values and relatively far away on the front are favored to maintain the diversity of the members on the frontier.

4.3. Crossover

After a parent pool is generated by selecting members from a population set, our MOGA starts the crossover operation to produce offspring. Our MOGA adopts the simple crossover function of the NSGA-II implemented in Matlab. The crossover function starts from randomly selecting two members in the parent pool as \textit{parent1} and \textit{parent2}, then a random variable \( r \) ranging from 0 to 1 is generated. The weight of this random variable \( R \) and set as 0.8 in our case. Equation (10) is used to produce the genes of a child, as shown in Figure 5. The bound of genes needs to be ensured.

\[
\text{child} = \text{parent1} + r \times R \times (\text{parent2} - \text{parent1}) \tag{10}
\]

Figure 5. Crossover and mutation operations.

4.4. Mutation

The Matlab NSGA-II has an adaptive feasible mutation operator to solve optimization problems with multiple objectives and bounded constraints. In such a mutation operator, a random direction and a random step length with linear constraints and bounds satisfied are generated to slightly change the values of some genes of a parent. This mutation operator does not guarantee that the produced offspring will have better fitness values due to the randomly generated direction and step length. Applying such mutation operator to solve the GCP may lead to an approximation Pareto frontier with poor diversity and long converging time because the GCP has a large search space (refer to the evaluation section for details).

PSO is another type of evolutionary algorithm motivated by the movement of birds in migration. By identifying the bird in the best position, each of the other birds in a swarm adjusts its flying velocity and direction to achieve the best migration route. PSO has a similar flow chart as GAs, but different mechanisms are adopted in each process, as shown in Figure 3B. When applying PSO to solve an optimization problem, each solution of the problem is a “bird” or referred to as a “particle”. The population of solutions is a swarm of particles. Each particle is initialized by a random position and a random velocity for the movement in the solution space. PSO also needs to define a fitness function to evaluate the quality of particles and record the best position of the whole swarm of particles, so far
as the global best position, and the best position of a particular particle so far as the local
best position of the particle. Once a particle reaches a new position, the best position of this
particle (the local best position) and the best position of the whole swarm of particles (the
global best position) are updated. The new velocity of a particle depends on the global best
position and the local best position and can be calculated using (11), where the last and
current velocity of a particle are denoted by $V_l^i$ and $V^c$, respectively; the last position of a
particle is denoted by $P^l_i$; and the local and global best positions of a particle are denoted
by $\text{Lbest}_i$ and $\text{Gbest}_i$, respectively. Let $w$, $c_1$, $c_2$ be parameters, and $r_1$ and $r_2$ be random
variables with the range of $(0,1)$.

$$V^c = wV_l^i + c_1r_1(\text{Lbest}_i - P^l_i) + c_2r_2(\text{Gbest}_i - P^l_i)$$ (11)

Since PSO does not need to sort the fitness of particles in any process, and the move-
ment of each particle in a PSO is guided by the local best position and the global best
position, PSO algorithms often have a short convergence time. However, as classical PSO
algorithms have no mechanisms to maintain the diversity of particles, we propose a muta-
tion based on variant PSO for a NSGA-II by taking advantage of the short convergence
time of PSO and the diversity maintenance of a general NSGA-II.

For each objective $i$, our variant PSO firstly pre-computes a global best position
($\text{Gbest}_{i_j}$) using any existing exhaustive algorithms, general GAs, or PSO algorithms. Let $\text{FGbest}_{i_j}$ be the fitness value of $\text{Gbest}_{i_j}$. Then, in the particle initialization process, each
child in the child set output by the crossover function becomes a particle, and a $\text{Gbest}$ set
and a $\text{FGbest}$ set with the number of objectives members in each set are generated. We pick
the fitness value of each particle relative to a single objective ($F_{ij}$) from the fitness set output
from the crossover function and compute the accordance of a particle against that single
objective ($\text{Accordance}_{ij}$) using (12). For each particle, the global best position of an objective
with the largest accordance ($\text{Accordance}_{ij}$) is chosen, and the movement of all particles in
the swarm is conducted by that global best position, as shown in Figure 5.

$$\text{Accordance}_{ij} = \frac{\text{FGbest}_{i_j}}{F_{ij}}$$ (12)

Since we consider the scenario in which each particle is allowed to mutate only once
in the mutation function, the last velocity and the local best position have nothing to do
with the new velocity. The first two parts of (11) are therefore dropped, and a new formula
is provided to compute the new velocity, as shown in (13), where the $\text{Gbest}_b$ is the global
best position of the objective with which the current particle has the highest accordance.
Let $P^l_i$ be the current placement of a particle, where Equation (14) is used to calculate the
new position of a particle. This way, our variant PSO creates a guided mutation for an
MOGA. It fits the special situation of a mutation function, reduces the computation time in
executing a mutation function, and is able to generate an approximation Pareto frontier
with higher accuracy and lower computation time cost. Algorithm 1 illustrates the detail of
the mutation. The flow chart of our MOGA with a mutation based on the proposed variant
PSO is shown in Figure 3C.

$$V^c = c_2r_2(\text{Gbest}_b - P^l_i)$$ (13)

$$P^c = P^l_i + V^c$$ (14)
Algorithm 1: Pseudo-code for PSO-based mutation function.

1: INPUT: Current child set and its fitness set output by crossover function; a global best position set and its corresponding global best fitness set.
2: Initial new child set
3: for each child in current child set output by crossover function do
4: Let a particle be the current child
5: Initial $P^l$ as the placement of this particle
6: Initial $Accordance_b$ and $Gbest_b$ as 0
7: Initial $V^c$ and $P^c$ as 0
8: for each objective $i$ do
9: Get $Gbest_{bi}$ from global best position set
10: Get $FGbest_{bi}$ from global best fitness set
11: Calculate $Accordance_{bi}$ using (12)
12: update $Accordance_b$
13: update $Gbest_b$
14: end for
15: Compute $V^c$ of current particle using (13)
16: Compute $P^c$ of current particle using (14)
17: Add $P^c$ to the new child set
18: end for
19: OUTPUT: The new child set

5. Evaluations

To investigate the accuracy and convergence time of our NSGA-II with a variant PSO-based mutation operator, we consider a GCP with four flat distributed controllers to optimize one objective, two objectives, and all the three objectives discussed in Section 3. Without loss of generality, for each optimization scenario, we run our NSGA-II and a general NSGA-II implemented in Matlab over 12 ISP backbone networks, selected from the Rocketfuel repository, with the number of nodes ranging from 17 to 92 covering various geographical areas, as listed in Table 1. We select real ISP networks from the Rocketfuel repository rather than the Internet Topology Zoo [45] because (1) the networks in the former repository have larger network scales; (2) the Rocketfuel repository has been used to evaluate many other CPPs in SDN systems; and (3) the Rocketfuel repository records delays between any two adjacent nodes calculated by trace data, and thus we can use it to generate the shortest delay between any two nodes of a network. The convergence time is the overall running time of an algorithm computed by the “tip” and “top” functions of Matlab. To investigate the factors affecting the performance of a GA, we choose the ASN 3561 network, the largest ISP network in the Rocketfuel repository, and vary the population size and global best position set for PSO-based mutation when running our NSGA-II. All the experiments conducted in this section run on a laptop with an Intel i5 CPU.

Table 1. ISP backbone networks from the Rocketfuel repository.

| ASN  | Nodes | Carrier              | Coverage                  |
|------|-------|----------------------|---------------------------|
| 15,290 | 17    | Allstream            | Canada                    |
| 9942  | 23    | Soul conv. Australia | Australia                 |
| 8220  | 25    | Tal-de Germany       | Europe                    |
| 577   | 29    | Bell Canada          | Canada                    |
| 3300  | 41    | British Telecom      | Europe, Asia, US          |
| 6543  | 41    | Ecospar British      | North America, Europe     |
| 1221  | 44    | Telstra Australia    | Australia, US             |
| 1239  | 52    | Sprintlink US        | US                        |
| 3366  | 62    | Level3 US            | US                        |
| 3320  | 70    | Deutsche telekom AG  | German                    |
| 701   | 82    | MCI communication    | US, Canada                |
| 3561  | 92    | CenturyLink US       | Nor. America, Europe, Aisa|
5.1. Optimizing OBJ1

5.1.1. Accuracy

This subsection evaluates the accuracy of the proposed NSGA-II when solving the GCP with only OBJ1 minimized. The proposed PSO-based mutation is implemented as a customized mutation function of the Matlab GA solver. Since the GCP only minimizes OBJ1, switches can be simply attached to their nearest controllers, and chromosome2 can be dropped to reduce the search space. In the variant PSO-based mutation function, each parent in the parent pool is a particle, and the movement of particles is guided by the global best solution, which is the parent with the highest fitness in the current parent pool. Since the accuracy and convergence time of a GA highly rely on the initial population, while GAs randomly generate their initial population, we set the population size to 200, and run our NSGA-II and the Matlab GA solver 10 times. We choose the smallest solution for each selected network. We compare the results to the real global optima that can be generated by any existing exhaustive approach, as shown in Figure 6A. It is apparent that for each selected network, our NSGA-II always generates a controller placement with shorter controller-to-switch delay than the Matlab GA solver. Our NSGA-II reaches the real global optima at ASNs 6543, 1239, and 3561, while the Matlab GA does not reach the global optima at any selected ASN.

![Figure 6. Minimized controller-to-switch delay (ms) and convergence time (s) when minimizing OBJ1 when population size (the number of placements) is set to 200.](image)

5.1.2. Convergence Time

The mean convergence time of our NSGA-II and the Matlab GA when only optimizing OBJ1 for each selected network is collected and shown in Figure 6B. The mean convergence time of the proposed NSGA-II and the Matlab GA solver over all selected networks ranges from 5 to 6 s and from 6 to 7 s, respectively. The convergence time of these two algorithms has not shown a big difference over the 12 networks, which implies that the network scale does not significantly affect the convergence time of the two algorithms. However, an exhaustive approach can cost several hours or even more to generate the global optima, and the more switches in a network, the longer convergence time the exhaustive approach needs.

5.1.3. Population Size

Since the solution space of the GCP that finds the best controller placement for four controllers to optimize OBJ1 is \(n \times (n - 1) \times (n - 2) \times (n - 3)\) (n is the number of switches in a network), a population set consisting of 200 members is only a very small part of
the whole solution space. For instance, the population size of 200 is only 0.35% of the whole solution set of ASN 15,290 that has 17 switches and is only 0.000298% of the whole solution set of ASN 3561 that has 92 switches. Therefore, no real global optimized solution is guaranteed for GAs. Increasing the population size can allow the initial population set to cover a larger area of the solution set and, hence, has the chance to increase the algorithm’s accuracy. Therefore, we vary the population size for our NSGA-II and the Matlab GA and find the optima of the GCP only optimizing OBJ1. We let each GA run 10 times over the ASN 3561, the largest ISP network in Rocketfuel, and choose the solutions with the smallest delays, as shown in Figure 7A. The average convergence time for each population size is collected and shown in Figure 7B. It is apparent that the real global optima have been found by our NSGA-II when the population set consists of 200 or 600 members, whereas no real global optima have been found by the Matlab GA solver with any given population size. Our NSGA-II demonstrates a higher accuracy than the Matlab GA. However, a larger population size does lead to a longer convergence time without a better quality result guaranteed for both GAs. As shown in Figure 7A, increasing population size allowed Matlab GA to generate a better solution that is closer to the real global optima, but it did not work on our proposed NSGA-II.

![Figure 7. Controller-to-switch delay (ms) and convergence time (s) with various population sizes (the number of placements) when minimizing OBJ1 for ASN 3561.](image)

5.2. Optimizing OBJ1 and OBJ2

5.2.1. Accuracy

Since the delay among controllers is not affected by the switch attachments when solving the GCP with OBJ1 and OBJ2 simultaneously optimized, chromosome2 can be dropped, and switches are always attached to their nearest controllers for the reduction of the search space. We generate a global best position set that consists of the global best positions for both OBJ1 and OBJ2. The global best positions for OBJ1 and OBJ2 are determined by the controller placement with the shortest controller-to-switch delay and the controller placement with the shortest controller-to-controller delay, respectively, in a Pareto frontier produced by an exhaustive algorithm with each switch attaching to its nearest controller. Since the Pareto frontier generated by a GA is highly dependent on the initial population, we run our NSGA-II and a Matlab NSGA-II solver 10 times and choose a Pareto frontier with the most members non-dominated by other Pareto frontiers for each network listed in Table 1. Since the results over all networks have a similar trend, we present the results of ASNs 8220, 1239, 3320, and 3561, as shown in Figure 8A. The Pareto frontiers generated by our NSGA-II are exactly the same as the ones generated by the
Matlab NSGA-II over ASNs 1239 and 3320 but slightly better than the ones generated by the Matlab NSGA-II over ASNs 8220 and 3561. It should be noticed that real Pareto frontiers should consist of many non-dominated solutions. Since the two NSGA-IIIs used can only generate approximation Pareto frontiers due to the limited solution space searched, some approximation Pareto frontiers in Figure 8A only consist of one solution.

5.2.2. Convergence Time

The average convergence time of our NSGA-II and the Matlab NSGA-II for each network listed in Table 1 when optimizing OBJ1 and OBJ2 is collected and shown in Figure 8B. It is noticed that the proposed NSGA-II takes a lower time cost to converge an approximation Pareto frontier than the Matlab NSGA-II, but the time cost for both algorithms over a network with more switches is not always larger than the one over a network with fewer switches.

5.2.3. Population Size

We also choose the ASN 3561 and vary the population size for our NSGA-II and Matlab NSGA-II to investigate how the population size affects the algorithm’s accuracy and convergence time. Our NSGA-II has not significantly shown any accuracy improvement compared to the Matlab NSGA-II at any tested population size, but an increased population size does increase the convergence time of two MOGAs, though our NSGA-II’s convergence time is always shorter than the Matlab NSGA-II’s at each tested population size, as shown in Figure 8C.

5.3. Optimizing OBJ1 and OBJ3

5.3.1. Accuracy

This subsection fixes the controller placement as the optimal controller placement computed by an exhaustive algorithm and only minimizes OBJ1 and OBJ3 by optimizing the switch attachments. The chromosomes can be simplified to only include chromosome2 consisting of $n$ genes ($n$ is the number of switches in a network). The global best position
set consists of two assignments, one is for OBJ1 and produced by assigning each switch to its nearest controller, and the other is for OBJ3 that minimizes the load imbalance among controllers. Without loss of generality, we calculate the approximation Pareto frontier produced by our NSGA-II and the Matlab NSGA-II over each network listed in Table 1. Since the Pareto frontier of each tested network shows a similar trend, we choose the Pareto frontiers produced by our NSGA-II and the Matlab NSGA-II for ASNs 8820, 1239, 3320, and 3561 as the typical representatives, as shown in Figure 9. It is noticed that our NSGA-II outputs a Pareto frontier with larger diversity than the frontier generated by the Matlab NSGA-II or has more members located in a solution area with shorter controller-to-switch delay.

Figure 9. Pareto frontier when simultaneously minimizing OBJ1 and OBJ3 in ASNs (A) 8220, (B) 1239, (C) 3320 and (D) 3561 with 4 controllers. Population size is configured to 200, and c-to-s and c-to-c delay is the controller-to-switch and controller-to-controller delay (ms) in the GCP, respectively.

5.3.2. Convergence Time

The average convergence time of these two algorithms when optimizing OBJ1 and OBJ3 is collected and shown in Figure 10, where our NSGA-II presents a shorter convergence time than the Matlab NSGA-II over each selected network, though the number of switches in a network (the number of genes in the chromosome) does not really affect the convergence time of an MOGA.

Figure 10. Convergence time (s) when minimizing OBJ1 (ms) and OBJ3.

5.3.3. Population Size

We also choose the ASN 3561 network and calculate the Pareto frontier. We configure the population size to 200 and 800. As shown in Figure 11A, the frontier produced by two NSGA-IIIs with a population size set to 800 is lower than the one with a population size configured to 200, which indicates that increasing population size can improve the quality of Pareto frontiers. The mean convergence time of our NSGA-II and Matlab NSGA-II with population size configured to 200, 400, 800, and 1600 for network 3561 is collected in Figure 11B, where the convergence time of our NSGA-II is shorter than the one of the
Matlab NSGA-II, and the convergence time of both solvers is increased as the population size grows.

![Figure 11](image)

**Figure 11.** Pareto frontier and convergence time when optimizing OBJ1 (ms) and OBJ3 with various population size (the number of placements) for network 3561.

5.4. Optimizing All Three Objectives

5.4.1. Accuracy

Finally, we evaluate the performance of our NSGA-II when all the three objectives are minimized. In this case, both chromosome1 and chromosome2 have to be used. We calculate a global best position set (SET1) that consists of three placements. The first placement is for OBJ1, which is generated by an exhaustive algorithm that attaches switches to their nearest controllers and has the shortest mean controller-to-switch delay; the second placement is for OBJ2, which is generated by an exhaustive algorithm that attaches switches to their nearest controllers and has the shortest mean controller-to-controller delay; the third placement is for OBJ3, which combines a controller placement that attaches switches to their nearest controllers and has the shortest controller-to-switch delay, and under this controller, placement generates a switch assignment that minimizes the maximal controller load imbalance for OBJ3. Because it is not straightforward to directly represent a Pareto frontier with more than two dimensions, the Pareto frontier is projected into two dimensions with x and y axes as two of the three objectives. The projected Pareto frontier for each ASN is listed in Table 1. Since all the Pareto frontiers follow the same trend, we present the Pareto frontiers over ASNs 8220, 1239, 3320, and 3561, as shown in Figure 12. The population size is 200.

It is apparent that the Pareto frontier of our NSGA-II presents larger member diversity than the Matlab NSGA-II for each tested ASN, especially in the solution area with shorter controller-to-switch delay, because two of the three global best positions in SET1 generate the shortest controller-to-switch delays. On the contrary, the Pareto frontier generated by Matlab NSGA-II is limited to a small area. The poor member diversity makes the Matlab NSGA-II not really suitable for solving the GCP when optimizing all three objectives.
Figure 12. The projections of the Pareto frontier when simultaneously optimizing OBJ1, OBJ2, and OBJ3 for ASNs 8220, 1239, 3320, and 3561. The c-to-c and s-to-c delay is the controller-to-controller and controller-to-switch delay (ms) in the GCP, respectively.

5.4.2. Convergence Time

For each ASN, as listed in Table 1, we collect its average convergence time when optimizing all the three objectives with population size set to 200. As shown in Figure 13A, our NSGA-II can always converge a Pareto frontier in a shorter time than the Matlab NSGA-II.

A: convergence time with population size as 200

Figure 13. Convergence time (s) with population size set (the number of placements) to 200 or various when simultaneously minimizing OBJ1, OBJ2, and OBJ3.

5.4.3. Population Size

We also vary the population size of our NSGA-II and Matlab NSGA-II from 200 to 800 and present the Pareto frontiers generated by the two algorithms over ASN 3561, as shown in Figure 14. It is apparent that both MOGAs can generate Pareto frontiers with members dominating the ones when the population size used is increased. We also collect the average convergence time of two MOGAs with population size set to 200, 400, 800, and 1600, as shown in Figure 13B. It is apparent that increasing the population size increases the convergence time of both MOGAs, though our NSGA-II always has a shorter convergence time than the Matlab NSGA-II at each tested population size.
5.4.4. Varying Global Best Positions

In addition to using SET1, as used in Section 5.4.1, we generate another global best position set (SET2) that consists of the same global best positions for OBJ1 and OBJ2 as in SET1, but adjust the global best position of OBJ3 to combine a controller placement that attaches switches to their nearest controllers and has the shortest delay among controllers, with a switch assignment that maximized balances the controller load under this controller placement. We calculate the Pareto frontier of our NSGA-II and Matlab NSGA-II under SET1 and SET2 with population size set to 200, as shown in Figure 15, where our-1 presents the result using SET1, and our-2 presents the result using SET2.

Figure 14. The projections of the Pareto frontier when simultaneously minimizing OBJ1, OBJ2, and OBJ3 with various population sizes for ASN 3561. C-to-c and s-to-c delay is the controller-to-controller and controller-to-switch delay (ms) in the GCP, respectively.

Figure 15. The projections of the Pareto frontier when simultaneously minimizing OBJ1, OBJ2, and OBJ3 with population size set to 200 and various global best positions for ASN 3561. The c-to-c and s-to-c delay is the controller-to-controller and controller-to-switch delay (ms), respectively.

It is apparent that our NSGA-II always has better member diversity in its Pareto frontier than the Matlab NSGA-II under both global best position sets. However, since the global best positions for OBJ1 and OBJ2 in SET1 and SET2 are the same and consist of a controller placement that minimizes the delay between controllers and switches, while the global best positions for OBJ3 in SET1 and SET2 consist of a controller placement minimizing controller-to-switch delay and the controller-to-controller delay, respectively, the Pareto frontier of our NSGA-II under SET1 has more member spreading in the solution area with shorter controller-to-switch delay and the Pareto frontier of our NSGA-II under SET2 has members spreading to a wider area of the whole solution space. This because the mutation under SET1 is always guided by a solution with short controller-to-switch delay. However, the mutation under SET2 can be guided by a solution with short controller-to-switch delay as well as a solution with large controller-to-switch delay because the global best position for OBJ3 in SET2 can guide a particle to a placement with short controller-to-controller delay. However, a placement with short controller-to-controller delay often has large controller-to-switch delay. The convergence time of our NSGA-II under SET2 is around 3.5 s and has not shown much difference in the convergence time of our NSGA-II under SET1.
5.5. Discussion

5.5.1. Performance Improvement

Although we only choose 12 networks from the Rockfuel repository for a better presentation, the selected 12 networks have nodes ranging from 17 to 92, representing small, medium, and large ISP backbone networks that are geographically located in reality. Therefore, we make a statistical analysis over the entire selected networks, as listed in Table 2, to further evaluate our proposed NSGA-II algorithm. We observed that our proposed NSGA-II always generated Pareto frontiers with higher quality in shorter convergence time than the NSGA-II provided by Matlab when the proposed GSP with OBJ1, both OBJ1 and OBJ3, and all three minimization objectives are solved. When the GSP minimizes OBJ1 and OBJ2, the Pareto frontiers produced by our proposed NSGA-II over 50% of the selected networks had better quality than those produced by Matlab NSGA-II, though our NSGA-II always generated Pareto frontiers with quality better than the Matlab NSGA-II over all the selected networks. Comparing our proposed NSGA-II to the exhaustive algorithms, our proposed NSGA-II always converged to Pareto frontiers in a shorter time, though our NSGA-II may not be able to find the global optima. In fact, we cannot really make a comparison over the quality of Pareto frontier between our proposed NSGA-II and the exhaustive algorithms, because applying exhaustive algorithms to solve the GCP minimization of two or three objectives is too time-consuming. However, we are able to compare the quality of Pareto frontiers generated by our NSGA-II and the exhaustive algorithms with GCP minimizing of OBJ1. We found that our proposed NSGA-II could generate the global optima over 25% of the selected networks.

Table 2. Improvement over selected networks.

| Objective           | Our NSGA-II and Exhaustive | Our and Matlab NSGA-IIs |
|---------------------|-----------------------------|-------------------------|
|                     | Quality | Conv.time | Quality | Conv.time |
| OBJ1                | 25%     | 100%      | 100%    | 100%      |
| OBJ1 and OBJ2       | -       | 100%      | 50%     | 100%      |
| OBJ1 and OBJ3       | -       | 100%      | 100%    | 100%      |
| OBJ1 and OBJ2&OBJ3  | -       | 100%      | 100%    | 100%      |

It is apparent that our proposed NSGA-II can converge Pareto frontiers with higher quality in a shorter time period than the NSGA-II provided by Matlab. This is because our NSGA-II uses a variant PSO to guide the mutation of its population. This variant PSO only uses the pre-computed global best position set to calculate the new velocity and position of a particle, and the global best position set remains unchanged during the iterations. It reduces the computation time of a mutation function, fits the special scenario of a mutation that has only one iteration, and can be applied to many other flavors of MOGAs without affecting their existing mechanisms in diversity improvement.

Though both GAs and PSO algorithms cannot guarantee a global optima because the initial population of them is randomly generated and the population size is only a very small part of the solution space, our NSGA-II with variant PSO-based mutation achieves a significant accuracy improvement in generating solutions or Pareto frontiers compared to a general NSGA-II when optimizing OBJ1, both OBJ1 and OBJ3, or all OBJ1, OBJ2, and OBJ3 over all selected ISP backbone networks. However, the accuracy improvement in optimizing both OBJ1 and OBJ2 is slight. This is mainly because the chromosome of the GCP, when optimizing both OBJ1 and OBJ2, only consists of four genes (which is equal to the number of controllers in the network), and each gene has a value ranging from one to the number of switches in the network. This generates a big velocity value and incurs a big position change for a particle, leading to poor solution space exploration and resulting in poor accuracy improvement in optimizing OBJ1 and OBJ2 [18]. When optimizing both OBJ1 and OBJ3 or all OBJ1, OBJ2, and OBJ3, our NSGA-II has a larger number of genes and each gene (or most of the genes ) has a smaller upper bound, leading to a small position change.
for a particle at each iteration and resulting in a larger accuracy improvement compared to a general NSGA-II. However, more research needs to be done in our future work.

Increasing population size does not guarantee a Pareto frontier with higher accuracy because the initial population set is randomly generated, and a population set with more members does not imply it can cover a larger area of solution space. However, as long as the population is widely spread, a larger population size will generate a Pareto frontier with higher accuracy. Increasing the population size of our NSGA-II and the Matlab NSGA-II always increases their convergence time due to the ranking and sorting process in the selection function of both MOGAs. Carefully choosing the population size can help an MOGA to balance the accuracy and convergence time. Hybridizing other algorithms such as Bayesian Optimization [46] may increase the population coverage and lead to a Pareto frontier with better quality.

The pre-computed global best position set works as the heuristics to conduct the mutation in our proposed NSGA-II. Carefully choosing this global best position set can lead to a Pareto frontier with higher accuracy, larger diversity, and shorter convergence time. In the experiment of Section 5.4, the Pareto frontiers generated by our MOGA using SET2 present higher accuracy and larger diversity than the ones using SET1, but the convergence time of our MOGA under both sets has not really shown a difference. We use a pre-computed global best position set and leave it unchanged during all iterations in our current NSGA-II implementation. In fact, the global best position set can be kept updated by choosing the population with the best fitness value for an objective from the current parent pool. However, this approach involves a process to sort the current parent pool for each objective, leading to an increased convergence time. Randomly choosing members to form the global best position set can reduce the convergence time increase, but the accuracy of the calculated Pareto frontier has to be further investigated. Our MOGA focused on optimizing the mutation process of a MOGA, and the variant PSO-based mutation can be applied to many other flavors of MOGAs without affecting their existing mechanisms of optimizing the population initialization, selection, and crossover processes of an MOGA.

5.5.2. Symmetry in the Proposed Approach

Multiple cooperated controllers are often symmetrically organized in an SDN control plane. However, controllers may present asymmetry regarding the number of switches attaching, causing controller load imbalance that reduces the network scalability and availability. Our proposed GCP aims to minimize such imbalance as well as minimizing the controller-to-switch and controller-to-controller delays to reduce such asymmetry.

When formulating the GCP, we do not consider a WA-SDN consisting of links with asymmetric bandwidth because we believe the propagation delay is much larger than the data processing and transmitting delay due to the long geographic distance between two network nodes in WA-SDNs. Such simplification has been widely used in formulating CPPs over WA-SDNs. However, such simplification does not work on data center networks, where data processing and transmitting delay play a major role.

Computer and communication networks may have symmetry in their topology. When considering such symmetry, networks can be partitioned. GCP can be firstly formulated and solved over a sub-network, then the final formulation and solutions can be assembled over the entire network using symmetry technology. Such approach reduces the computation complexity of a GCP and makes our proposed NSGA-II able to solve a GCP over larger-scaled WA-SDNs in an acceptable convergence time.

5.5.3. Solving Other Optimization Problems

Our proposed NSGA-II with variant PSO-based mutation function has shown its effectiveness in reducing convergence time and improving solution accuracy for the GCP with three conflicting objectives. Though the GCP is a static optimization problem, reducing convergence time does not seem critical for it, as network scales grow, the solution space of a CPP is increased, without increasing the population size and aided by extra mechanisms,
an MOGA has a big chance to generate a Pareto frontier with lower accuracy and diversity within the same long convergence time. Our proposed NSGA-II, which generates Pareto frontiers with higher quality in shorter convergence time than a general NSGA-II, can adjust its parameters aided by some population injection mechanisms to generate a Pareto frontier with the same good quality in the same or even shorter convergence time compared to a general NSGA-II. This allows our NSGA-II to be able to solve many other static or dynamic optimization problems in a wide variety of networking scenarios.

Though MOGAs can be used to solve any optimization problem, they have a technical limitation in that the encoded chromosomes cannot be too long. In fact, an SDN enabled networking system can consist of a huge number of switches, leading to very long chromosomes, though carefully choosing the encoding method can reduce the length of chromosomes. Thanks to the existing hierarchical network administration strategy, a large-scale SDN system can be and should be hierarchically partitioned so that each partition is managed by a distributed controller consisting of multiple control nodes. This way, each control node in the distributed controller only needs to manage a certain number of switches. A solution of a placement optimization problem over a network partition can be encoded to chromosomes with limited length and solved by our NSGA-II. More importantly, the computing capability and memory space of current computers are continuously and quickly increasing, which means that a single computer or a computer cluster has been able to use NSGA-II to solve an optimization problem with a large solution space.

In addition to controller placement problems, MOGAs have also been widely used by SDN systems to solve many other optimization problems, for instance, optimizing the signature for intrusion detection systems, the parameter of a support vector machine classification to detect distributed Denial-of-Service, the virtual network mapping, NFV chain allocation, and the usage of flow tables. MOGAs can also be used to solve the routing optimization problems of SDN systems. However, instead of encoding the network devices as genes in the GCP, applying MOGAs to solve routing optimization problems may have to encode network links or routes as genes. More complicated optimization problems may have to encode both links and nodes to chromosomes. However, as long as the solutions of an optimization problem can be encoded, our proposed NSGA-II can be applied.

Since our proposed NSGA-II that hybridizes the classical NSGA-II and PSO achieves higher quality Pareto frontiers and shorter convergence time than the classical NSGA-II, we consider applying fuzzy or Bayesian technologies to NSGA-II to solve the combinatorial optimization problem with longer encoded genes and to be able to produce a higher quality Pareto frontier with shorter convergence time.

6. Conclusions

Though most of the controller placement problems in the current research use greedy mechanisms that attach switches to their geographically nearest controller to simplify their switch assignments, the controller placement problems of SDN consist of controller placements and switch assignments. This article formulates a GCP that considers such a general scenario and simultaneously minimizes the delay between controllers and switches, the delay among controllers, and the load imbalance among controllers to improve the performance, scalability, and availability of an SDN system.

Because the objectives of the GCP are conflicting, it is infeasible to apply greedy algorithms that simplify the switch assignments of the GCP. This leads to a large solution search space that cannot utilize many of the heuristics algorithms to converge a Pareto frontier in an acceptable time. To solve the GCP without loss of generality, this article proposes an MOGA that takes advantage of an MOGA in diversity maintenance and a classical PSO in global best-position guided solution searching. Our MOGA uses a variant PSO-based mutation to improve the convergence time and the quality of Pareto frontiers. The proposed variant PSO is not only capable of dealing with multiple objectives but also fits the situation of mutation and can be applied in many other MOGAs without affecting their existing optimization mechanisms in population initialization and selection. We
implement the variant PSO-based mutation in a general NSGA-II and evaluate it over 12 real ISP networks selected from the Rocketfuel repository with various topologies covering different geographical areas. The results demonstrate that our NSGA-II can generate Pareto frontiers with better accuracy and diversity at a shorter time cost than a general NSGA-II.

Our NSGA-II has not shown a different convergence time when a particular population size is configured to solve the GCP over different WA-SDNs. Increasing population size cannot always generate a Pareto frontier with better quality; in contrast, it significantly increases the convergence time. The global best position set works as a heuristic to guide the mutation of a population in the proposed NSGA-II. Providing a suitable global best position set can allow our NSGA-II to generate a Pareto frontier with higher accuracy at a lower time cost.

The approaches in formulating and solving GCP are general and can be readily applied to many other static or dynamical optimization problems with minimal modifications. However, NSGA-II algorithms are often used to solve combinatorial optimizations. They cannot directly apply to optimizations with continuous variables or combinatorial optimizations with solutions that are difficult to encode to chromosomes. More research that combines newer technologies such as fuzzy and multi-objective Bayesian algorithms needs to be done in our future work.
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