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Abstract

Patch attacks against object detectors have been of recent interest due to their being physically realizable and more closely aligned with practical systems. In response to this threat, many new defenses have been proposed that train a patch segmenter model to detect and remove the patch before the image is passed to the downstream model. We unify these approaches with a flexible framework, OODSmoother, which characterizes the properties of approaches that aim to remove adversarial patches. This framework naturally guides us to design 1) a novel adaptive attack that breaks existing patch attack defenses on object detectors, and 2) a novel defense approach SemPrior that takes advantage of semantic priors. Our key insight behind SemPrior is that the existing machine learning-based patch detectors struggle to learn semantic priors and that explicitly incorporating them can improve performance. We find that SemPrior alone provides up to a 40% gain, or up to a 60% gain when combined with existing defenses.

1 Introduction

Machine learning models today remain vulnerable to adversarial examples \cite{szegedy2013intriguing, goodfellow2014explaining, krizhevsky2012imagenet, carlini2017adversarial, carlini2019evaluating, schuldt2018adversarial}, where perturbed inputs lead to unexpected model outputs. Such adversarial examples take a variety of forms, including digital attacks \cite{szegedy2013intriguing, goodfellow2014explaining} and physical \cite{carlini2017adversarial, carlini2019evaluating, schuldt2018adversarial} attacks, where the attack can be physically-realized in the real-world in the form of printed stickers \cite{carlini2017adversarial, schuldt2018adversarial} or 3D objects \cite{carlini2019evaluating}. Thus, the patch attack has been of increasing interest due to its ability to practically inject an attack via the insertion of a printed physical patch into the scene.

A variety of patch attacks defenses have thus been proposed, including several certified \cite{madry2017towards, tramer2017ensemble, raz2017deepfool, irmakli2017rigging, zhang2019adversarial} and empirical \cite{wang2020adversarial, shafahi2020universal, xie2020feature, zhang2020adversarial, xie2020fashion} defenses, with many of these defenses designed around the operation of identifying and then removing the patch. Such defenses rely on being able to accurately identify the patch attack without false positives and remove the effects of identified patches with a variety of techniques, including blacking them out \cite{shafahi2020universal} or setting it to the image’s mean color \cite{wang2020adversarial}.

Our first key contribution is that we unify these types of defenses under a general framework called OODSmoother (Section 3), as shown in Fig. 1. The key insight of
Figure 1: Our OODSmoother framework consists of two components: an OOD oracle \( ood \) and a OOD smoother \( s \). The OOD oracle takes in the input \( x \) and the model \( m \) and provides OOD scores that are then smoothed by the OOD smoother \( s \) before being passed into the downstream model.

our framework is that patch segmenter and removal systems can be viewed generally through the lens of out-of-distribution (OOD) feature detection and OOD smoothing. Our framework thus consists of two components: 1) an OOD oracle and 2) an OOD smoother. The OOD oracle’s job is to score how input features are far from natural features, according to some metric (e.g., a patch segmented). Ideally, the OOD oracle would perfectly separate natural and adversarial features. The OOD smoother’s job is then to, given the OOD oracle, smooth the image to remove the OOD features (e.g., a patch removal).

As a result of our OODSmoother framework, we make our second key contribution: a novel adaptive attack that breaks existing object detection defenses against patch attacks (Section 4). Our key insight is that simultaneously attacking the OOD oracle and the downstream model is much more effective than simply attacking the end-to-end system. We evaluate the efficacy of our attacks against two SOTA defenses, SAC [20] and PatchZero [35], reducing the mAP @ IoU = 0.5 from 53.6% to 6.2% on SAC and MS COCO [18] and from 68.9% to 7.0% on PatchZero and Pascal VOC [8] with 100 \times 100 patches.

Finally, our third key contribution is a novel defense, SemPrior, that incorporates semantic priors (Section 5). The defense is inspired by two insights: (1) with our flexible framework OODSmoother, we can simply swap out the OOD oracle with a set of OOD oracles, e.g., that label anomalous color patterns so as to help restrict the attack space; and (2) existing ML based patch detectors such as those in SAC [20] or PatchZero [35] struggle to learn simple semantic priors based on color properties without explicit supervision. We find that on adaptive attacks, SemPrior increases the adversarial mAP by up to 40%. We also find that composing SemPrior’s oracles with SAC’s is particularly effective, increasing the adversarial mAP by up to 60% over just SAC.

2 Related Work

2.1 Patch Attacks

The adversarial patch attack was originally proposed by Brown et al. [3] as a universal attack that could be printed and placed in a scene to cause misclassification in the physical world. Since then, other patch attacks have come out such as LaVAN [14] for small digital patch attacks, GRAPHITE [10] for hard-label physical attacks, DPatch [21] for
object detection, and an attack against multi-modal systems with RGB and infrared cameras [31]. However, these works largely are not concerned about adaptively attacking defenses that include a patch removal system.

2.2 Patch Attack Defenses

A variety of defenses against patch attacks have been proposed, including early approaches on digital watermarking [12] or gradient smoothing [24], certified defenses [15, 5, 33, 32, 34, 19], patch removal approaches [35, 20, 16, 37, 28, 4], and voting approaches [33, 34, 19]. Many of these defenses generally follow a template of identifying OOD pixels that are indicative of the patch and removing them, or voting on image segments to deduce the patch location, motivating our common framework. We focus on two recently proposed SOTA defenses as discussed below.

1. SAC. SAC [20] is a defense for object detectors against patch attacks devised as a “segment” and “complete” strategy to mask out the patch attack pixels. To detect the adversarial patch, the authors apply two steps, with the first consisting of a U-Net [26] trained to predict patch pixels as a segmentation problem and the second consisting of a shape completion algorithm to fill out the shape of the pixels predicted by the U-Net. Finally, SAC masks out these pixels, setting them to black before sending them to the downstream detector. To adaptively attack SAC, the authors propose an attack that uses BPDA [1] with an identity function to approximate the shape completion and thresholding operations.

2. PatchZero. PatchZero [35] is a defense against patch attacks devised to detect the patch and then zero such pixels out. Designed similarly to SAC [20], PatchZero proposes a two-stage adversarial training loop to train a PSPNet [36] (instead of a U-Net in SAC) to predict the pixels corresponding to the patch as a segmentation problem. Given the outputs of the PSPNet, the authors zero out the region by setting such pixels to the mean color value of the dataset (instead of black in SAC) before giving the image to the downstream model. The authors adaptively attack it with BPDA [1] with a Sigmoid approximation for the thresholding (instead of identity function). While some minor differences are present, the core idea is much the same, an idea we expand on in Section 4 in the context of our OODSmother framework proposed in Section 3.

2.3 Adaptive Attacks

Coming up with adaptive attacks to evaluate new defenses remains an open and difficult problem. Common techniques such as BPDA [1] to overcome gradient obfuscation and AutoAttack [6] to automatically tune attack hyperparameters are helpful for improving attack evaluation, but can be easily misapplied or be insufficient without thinking critically about the overall system and what loss(es) are being applied [29]. With our proposed framework, we develop a new adaptive attack that is shown in Section 4 to be more effective against SAC [20] and PatchZero [35] than the originally proposed adaptive attacks by using two separate losses, one to directly attack the patch segmenter and another for attacking the downstream model.
3 OODSmooher Framework

We now describe our proposed framework, OODSmooher, a unified and configurable framework that is meant to characterize the set of defense approaches concerned with OOD pixel identification and feature correction. Our key insight with our framework is that many patch attack defenses use some metric or model (i.e., an oracle) to identify OOD pixels and then apply some process to correct for anomalous features (i.e., a smoother). Thus, this framework assists us in analyzing what properties OOD oracles and smoothers should follow and enables us to: 1) develop novel adaptive attacks against such defenses (Section 4), and 2) propose a new defense SemPrior to introduce semantic priors as OOD oracles (Section 5), based on the discovery that machine learning based patch detectors do not automatically learn such priors.

3.1 Overview

The OODSmooher framework consists of two key components: an OOD Oracle $ood(\cdot)$ and an OOD Smoothing Function $s$. The role of the OOD oracle is to provide OOD scores for features given some inherent OOD metric and the model $m$. The role of the OOD smoother $s$ is to smooth images to remove their OOD features. Once the input image $x$ has been smoothed by $s$ to create $\hat{x}$, then $\hat{x}$ is passed into the model $m$. OODSmooher is visualized in Fig. 1.

3.2 Threat Model

We assume a patch attack threat model, wherein the adversary will be restricted to modifying a singular small and continuous region of pixels. We assume the adversary has white-box access to the model and defense. The defender is assumed not to have the ability to retrain the model or otherwise modify the architecture or weights. However, the adversary will have the ability to modify these pixels arbitrarily.

3.3 OOD Oracle

The job of the OOD oracle $ood(\cdot)$ is to provide OOD scores for input features. An ideal OOD oracle would perfectly separate out features of natural ID images from features introduced in OOD inputs induced from the adversarial patches:

$$\forall A \in \mathcal{A}, \forall a_{i,j} \in A, ood(a_{i,j}) \geq \tau$$

$$\forall N \in \mathcal{N}, \forall n_{i,j} \in N, ood(n_{i,j}) \leq \tau,$$

where $\mathcal{A}$ refers to a set of OOD patches with misaligned model outputs, $a_{i,j}$ is the pixel of an OOD patch $A$ at location $i, j$, $\mathcal{N}$ is the set of all natural inputs, $n_{i,j}$ is the pixel of a natural input $N$ at location $i, j$, and $\tau$ is some oracle-specific threshold. As an example, the patch segmenter utilized in SAC [20] serves as an OOD oracle for SAC. Note also that, without loss of generality, $ood$ could also be an ensemble of several OOD oracles that work together to make it harder for an OOD input to fool the oracle into thinking it is in-distribution (ID).
3.4 OOD Smoothing Function

The goal of the OOD Smoothing Function $s(\cdot)$ is to correct OOD features by bringing them back to ID. An ideal OOD Smoothing Function would obey the property that it finds the minimal change to bring the OOD input back to ID below some OOD threshold for some distance measure $d$:

$$
\begin{aligned}
\text{minimize}_{\hat{x}} & \quad d(\hat{x} - x) \\
\text{subject to} & \quad ood(\hat{x}) < \mu
\end{aligned}
$$

An ideal OOD Smoothing Function would thus have the following solutions for the optimization:

1. If $x$ is a natural input from the distribution at which the model is trained on, then $\hat{x} = x$
2. If $x$ is an adversarial example derived from some natural input $x_{nat}$, then $\hat{x} = x_{nat}$

For patch attacks, 2. is extremely difficult in practice. Since a patch attack is bound only by location, and not by the amount of perturbation applied in the patch, an attacker could arbitrarily set the patch pixels to anything they like at all. Thus, instead of trying to recover the pixels that were originally erased by the patch, in practice, simply trying to remove the patch features is a worthwhile objective [20, 35].

3.5 The Attacker’s Objective

The goal of the attacker is then to increase the mAP, which can be done with operations such as introducing fake boxes that do not actually exist (i.e., hallucination), making it such that the object detector $m$ fails to detect real objects (i.e., disappearance), or changing the classification of detected objects (i.e., misclassification). However, in order to bypass the entire pipeline of OOD smoother, the attacker will have to ensure that the attack remains relatively ID to avoid detection by $ood$. We thus formulate the attacker’s objective as follows, where $\theta$ refers to the model parameters of the downstream object detector:

$$
\begin{aligned}
\text{minimize}_{p \in P} & \quad L(\theta, s(x + p, ood), y) \\
\text{subject to} & \quad ood(x + p) < \mu
\end{aligned}
$$

4 Attacking Existing Defenses

In this section, we now take a step back and, with the benefit of OODSmooher to view OOD smoothing defenses, analyze how best to attack such defenses. We focus on two object detection defenses against patch attacks, SAC [20] and PatchZero [35], and show that our adaptive attack that applies an additional loss function to attack the OOD oracle is much more effective than the original adaptive attacks proposed. This then motivates us to understand why such defenses have these blind spots, and observe that these patch segmenters failed to learn simple distribution shift statistics.
4.1 Instantiating Existing Defenses

We focus on two SOTA object detection defenses against patch attacks, SAC [20] and PatchZero [35]. In this section, we begin by instantiating these defenses in the OODSmoother framework to help us understand how to adaptively attack these defenses.

SAC [20] consists of a U-Net [26] patch segmenter that predicts as a semantic segmentation task the location of the adversarial patch pixels followed by a shape completion algorithm that fills out the mask area and then the image pixels over the resultant mask are set to black. We can thus think of the patch segmenter as the OOD oracle, where the OODness of image features is characterized by what the patch segmenter learned. Then, the OOD smoothing function consists of the shape completion algorithm and masking to black.

PatchZero [35] consists of a PSPNet [36] patch segmenter that predicts as a semantic segmentation task the location of the adversarial patch pixels. Then, the image pixels over the mask are set to the mean color of the dataset. PatchZero is trained with a two-stage adversarial training process. Like SAC [20], we can think of the patch segmenter as the OOD oracle, where the OODness of image features is characterized by what the patch segmenter learned, and the OOD smoothing function as the masking and setting of the pixels to the mean color of the dataset.

In both SAC [20] and PatchZero [35], the authors propose end-to-end BPDA [1] attacks, with the non-differentiable components estimated by an identity function and by a sigmoid function respectively. Thus, the loss term that they optimize can be formulated as the objective from (2):

\[ L_{e2e} = L(\theta, s(x + p, ood), y) \]

4.2 Adaptively Attacking an OOD Oracle

We observe that in the OODSmoother framework, there are two orthogonal tasks: 1) OOD oracle scoring and 2) the downstream model’s predictive task. We also observe that for the provided BPDA [1] adaptive attacks for these defenses, the patch segmenter is still highly accurate for the attacked images. Thus, it raises the question as to whether
or not the attack could be focused more on evading the patch segmenter. In particular, we note that the loss function associated with attacking the downstream object detector does not include anything in particular towards evading the OOD oracle and would depend on the BPDA propagating the appropriate gradients.

We thus hypothesize that a more direct approach that separately attacks the two orthogonal tasks with two different loss functions would be more effective. In particular, we keep the loss associated with evading the downstream object detector but then add a second loss term that tries to make the OOD oracle predict every pixel as ID. Formally, we adopt the following optimization problem:

$$\maximize_{p \in \mathcal{P}} L_{\text{obj, det}} + \lambda L_{\text{patch, seg}}$$

where

$$L_{\text{obj, det}} = L(\theta, x + p, y)$$
$$L_{\text{patch, seg}} = -||\text{ood}(x + p)||_2$$

This formulation essentially takes the attacker’s objective in (2) and approximates the OOD constraint by adding a Lagrangian multiplier in the form of $L_{\text{patch, seg}}$. The pipeline of our adaptive attack vs. the original end-to-end attack is shown in Fig. 2.

### 4.3 Evaluating Adaptive Attacks against Existing Defenses

We include results for attacking existing defenses in Table 1 on COCO [18] style 101 point interpolated box mAP and mAP @ IoU = 0.5. Following SAC [20], we evaluate on 1000 images. We test against the authors’ attack and parameters, the authors’ attack with 1000 steps, and our proposed adaptive attack with 1000 steps.

For all datasets and all defenses, we find that our proposed adaptive attack is the most effective, bringing the box mAP to below 8% and the mAP @ IoU = 0.5 to below 12.5%. We also find that for both metrics on SAC [20], attacking with 1000 steps on the authors’ attack is more effective than their original configuration of 200 steps. For PatchZero [35], we find that the efficacy is about the same regardless of the step configurations.

We include some example attacks of the authors’ original attack ($L_{\ell_2}$, 200 steps) and our adaptive attack ($L_{\text{patch, seg}} + \lambda L_{\text{obj, det}}$, 1000 steps) in Fig. 3. We find that while SAC [20] forces the attack distribution to shift in changing from the original attack to our attack, our adaptive method is still able to evade SAC while including some human-detectable colors in the patch (e.g., neon greens, pinks, purples). This insight then guides us in the design of SemPrior, to see if incorporating semantic priors can help reduce the attack surface.

### 5 SemPrior Defense based on Semantic Priors

In this section, given the noticeable semantic patterns in the adaptive attacks presented in Section 4, we propose two new OOD Oracles based on the color properties of the training set. We design these oracles with several properties in mind. Specifically, we tie them to semantic properties such that any attacker trying to evade them will have to avoid certain attack patterns in an understandable way. We also design these to be adaptable - they are tuned on statistics in the natural data so they are quick to tune
Table 1: Evaluating SAC [20] and PatchZero [35] on COCO [18] style box mAP and mAP @ IoU = 0.5 against adversarial patch attacks over patch sizes of 75 × 75, 100 × 100, and 125 × 125. We evaluate against SAC and PatchZero’s original BPDA attack (\(L_{\text{2e}}\) and 200 steps of size 0.01 for SAC, 100 steps of 0.01 for PatchZero), SAC and PatchZero’s original BPDA attack but with 1000 steps of size 0.002, \((L_{\text{2e}}\) and 1000 steps), and our adaptive attack \((L_{\text{obj}} + \lambda L_{\text{patch,seg}}\) and 1000 steps), with our adaptive attack being the most effective.

| Dataset | Def. | Clean | \(L_{\text{2e}}\) ≤ 200 Steps | \(L_{\text{2e}}\) 1000 Steps | \(L_{\text{obj}} + \lambda L_{\text{patch,seg}}\) 1000 Steps |
|---------|------|-------|-----------------|-----------------|-----------------|
| COCO    | SAC  | 0.398 | 0.313 0.335 0.280 | 0.201 0.163 0.178 | \textbf{0.079} \textbf{0.038} \textbf{0.037} |
| VOC     | SAC  | 0.482 | 0.436 0.389 0.341 | 0.201 0.235 0.199 | \textbf{0.065} \textbf{0.008} \textbf{0.020} |
|         | PZ   | 0.482 | 0.442 0.392 0.353 | 0.425 0.416 0.380 | \textbf{0.065} \textbf{0.040} \textbf{0.020} |

\begin{align*}
\text{Box mAP} & \\
\text{COCO} & \text{SAC} & 0.618 & 0.537 0.536 0.457 & 0.308 0.257 0.288 & \textbf{0.124} \textbf{0.062} \textbf{0.062} \\
\text{VOC} & \text{SAC} & 0.767 & 0.705 0.662 0.610 & 0.308 0.389 0.358 & \textbf{0.116} \textbf{0.016} \textbf{0.043} \\
& \text{PZ} & 0.767 & 0.727 0.689 0.645 & 0.703 0.709 0.664 & \textbf{0.118} \textbf{0.070} \textbf{0.039} \\
\end{align*}

on new datasets without expensive adversarial training and they can handle differing numbers, sizes, and shapes of patches automatically.

5.1 Color Histograms Oracle

The first oracle we propose is the Color Histograms Oracle. Our hypothesis with this oracle is that unusual colors that rarely occur in the natural training set are indicative of OOD pixels. Thus, for any color that appears much more often than normal, pixels of this color are considered OOD.

Formally, let \(H_x\) refer to a color histogram with \(B \times B \times B\) bins for the image \(x\). Let \(H_{\text{mean}}\) refer to the mean color histogram with \(B \times B \times B\) bins over the training dataset. Then, let \(M_x\) be a \(B \times B \times B\) mask over the histogram space such that:

\[
M_x(a, b, c) = \begin{cases} 
1 & \text{if } H_x(a, b, c) > \mu_{\text{hist},(a,b,c)} \wedge H_{\text{mean}}(a, b, c) > \nu_{\text{hist}} \\
0 & \text{otherwise}
\end{cases}
\]

where \(\mu_{a,b,c}\) and \(\nu_{\text{hist}}\) are some thresholds. The intuition here is that the first term selects colors that occur more often in the image \(x\) than an average image in the dataset, while the second term preserves colors that appear more than \(\nu_{\text{hist}}\) on average to prevent a naturally significant color from being removed. Finally, we output \(M_x\), where \(M\) is defined as follows:

\[
M_x(h, w) = \hat{M}_x \left( \left\lfloor \frac{x(h, w)}{B} \right\rfloor \right)
\]

In practice, we set \(\mu_{\text{hist},(a,b,c)}\) to be some number of standard deviations above the mean number of pixels in bin \((a, b, c)\) over the training set images.
Figure 3: We compare two different attacks against the SAC [20] defense, with the top two rows being the BPDA [1] the authors used in their evaluation ($L_{e2e}$ with 200 steps) and the bottom two rows being our attack ($L_{obj, det} + \lambda L_{patch, seg}$ with 1000 steps). In the top two examples, SAC can successfully mask out the patch. On the bottom two rows, our attack is still able to inject some human-detectable colors in the patch such as neon greens, pinks, and purples that go undetected by SAC.

### 5.2 HSV Oracle

The second oracle we propose is the HSV Oracle. Our hypothesis with this oracle is that local regions of pixels with highly saturated colors of many different hues are indicative of OOD pixels. Thus, apply a sliding window operation and mark regions with high saturation and a high number of hues as OOD.

Formally, let $W_{x,h,w}$ refer to the sliding window of size $t$ centered at pixel $(h, w)$ in the hue channel in the HSV representation of the image $x$. Then, let $x_{h,w,s}$ refer to the saturation of pixel $x_{h,w}$ and let $B$ be the number of hue bins. Then, we output $M_x$, which is defined as follows:

$$M_x(h, w) = \begin{cases} 1 & \text{if } \left\{ \left[ \frac{W_{x,h,w(i,j)}}{B} \right]_{0 \leq i \leq t, 0 \leq j \leq t} \right\}_{0 \leq i \leq t, 0 \leq j \leq t} > \mu_{hsv} \wedge x_{h,w,s} > \nu_{hsv} \\ 0 & \text{otherwise} \end{cases}$$

### 5.3 Putting SemPrior together

To form our final SemPrior defense, we combine both the Color Histograms Oracle and the HSV Oracle as a composed function Oracle and we use a masking operation to black out all of the OOD labeled pixels as the OOD Smoother.
5.4 Attacking SemPrior

To adaptively attack SemPrior, we use the same strategy proposed in Section 4, using two loss functions to independently attack the patch segmenter and the downstream detector. However, SemPrior’s oracles are not differentiable. Thus, to differentiate the patch segmenter loss, we propose to train U-Nets [26] to learn to approximate the Color Histograms Oracle and the HSV Oracle independently, and then use this as the approximation in BPDA [1]. Note that we still use two separate loss functions per the strategy laid out in Section 4, rather than performing an end-to-end attack.

6 Experiments

In this section, we evaluate the effectiveness of SemPrior against adversarial patch attacks. We measure against mAP @ IoU = 0.5, the primary metric in SAC [20] and PatchZero [35], and COCO [18] style 101 point box mAP. We find that SemPrior increases the mAP @ IoU = 0.5 by up to 40% over SAC [20] and PatchZero [35].
6.1 Experimental Setup

Datasets and Models. We evaluate on the MS COCO [18] dataset, Pascal VOC [8] dataset, and the CARLA [7] simulated dataset available from Armory1. For the downstream object detector, we use a Faster RCNN [25] with R50 [13] backbone for all datasets. For MS COCO, we use the pretrained model available in torchvision [23]. For Pascal VOC, we train a model for 20 epochs with SGD at a learning rate of 0.01 for 10 epochs, 0.001 for 5 epochs, and 0.0001 for 5 epochs, a weight decay of 2e-4, and momentum of 0.9. Following PatchZero [35], we train with the training and validation sets from VOC2007 and VOC2012 and test on the test data from VOC2007. For CARLA, we use the pretrained model from Armory, and test on the test hallucination and test disappearance data splits.

Attack Details. We test against Mask PGD [22] attacks. For existing attacks from prior works, we adopt the same hyperparameters as the original paper. For our adaptive attacks and for our 1K versions of the existing attacks, we use 1000 steps at a step size of 0.002.

Defense Details. For SAC [20] and PatchZero [35], we use the default settings from the original papers. For SemPrior, we adapt the parameters to limit the number of pixels changed by SemPrior on natural images. For MS COCO [18], we set $B = 16$, $\mu_{hist,(a,b,c)}$ to 6 standard deviations above the average histogram value of bin $(a, b, c)$ in the training set, $\nu_{hist} = 10 t = 9$, $\mu_{hsv} = 11$, $\nu_{hsv} = 60/255$. For Pascal VOC [8], we set $B = 16$, $\mu_{hist,(a,b,c)}$ to 8 standard deviations above the average histogram value of bin $(a, b, c)$ in the training set, $\nu_{hist} = 5 t = 9$, $\mu_{hsv} = 11$, $\nu_{hsv} = 60/255$. For CARLA [7], we use $B = 16$, $\mu_{hist,(a,b,c)}$ to 4 standard deviations above the average histogram value of bin $(a, b, c)$ in the training set, $\nu_{hist} = 25 t = 9$, $\mu_{hsv} = 11$, $\nu_{hsv} = 60/255$.

For the differentiable approximations for SemPrior, we train the same U-Net [26] architecture as in SAC [20]. We train on 30% natural images and 70% modified images, where the modified images replace a randomly selected $100 \times 100$ patch with random colors. The U-Net is then trained with the output mask of the corresponding SemPrior OOD oracle as the label, to mimic the behavior of the oracle. We train for 5 epochs with Adam at a learning rate of 1e-4 and a weight decay of 1e-5.

6.2 Robustness Evaluation

We include results for attacking SemPrior in Table 2 on COCO [18] style 101 points interpolated box mAP and mAP @ IoU = 0.5 for MS COCO [18] and Pascal VOC [8]. Results for CARLA [7] are in Table 3. As before, following SAC [20], we evaluate on 1000 images. We test each defense against our adaptive attack with 1000 steps, which we showed in Section 4 to be the most effective against SAC [20] and PatchZero [35].

For both metrics on all datasets, we find that SemPrior is more robust on all patch sizes. We see a 10% gain on MS COCO for box mAP, a 20% gain on MS COCO for mAP @ IoU = 0.5 and VOC for box mAP, and a 35% gain on VOC for mAP @ IoU = 0.5. For MS COCO [18] and Pascal VOC [8], we find that we can further increase the

1https://github.com/twosixlabs/armory
Table 3: Evaluating SAC [20], PatchZero [35], and SemPrior on COCO [18] style box mAP and mAP @ IoU = 0.5 on CARLA [7]. Since predefined masks are provided, we attack those masks rather than squares.

| Dataset | Defense | Clean Box mAP | Adaptive Attack |
|---------|---------|---------------|-----------------|
| CARLA   | SAC     | 0.226         | 0.020           |
|         | PZ      | 0.226         | 0.094           |
|         | OURS    | 0.195         | 0.195           |
|         | OURS + SAC | 0.195    | 0.186           |

| Dataset | Defense | Clean mAP @ IoU = 0.5 | Adaptive Attack |
|---------|---------|------------------------|-----------------|
| CARLA   | SAC     | 0.353                  | 0.035           |
|         | PZ      | 0.353                  | 0.156           |
|         | OURS    | 0.316                  | 0.316           |
|         | OURS + SAC | 0.316    | 0.304           |

Table 4: We find that SemPrior maintains higher adversarial mAP against transfer attacks generated from SAC [20] and PatchZero [35], suggesting that SAC and PatchZero failed to learn the semantic priors encoded in SemPrior. Metric: mAP @ IoU = 0.5.

| Attack | Defense | SAC | PZ | OURS |
|--------|---------|-----|----|------|
| SAC    | 0.016   | 0.170 | 0.514 |
| PZ     | 0.053   | 0.070 | 0.41  |
| OURS   | 0.193   | 0.168 | 0.421 |

robustness by combining SemPrior’s oracles with SAC [20], adding at least another 7% and up to 26% across settings.

6.3 Transfer Attacks

To test how well SAC [20] and PatchZero [35] capture the semantic priors introduced by SemPrior, we test how well our adaptive attacks generated on each of these three defenses transfers to each other. We show the results for Pascal VOC [8] on patch attacks of size 100 × 100 in Table 4. We find that SemPrior is much more robust on these attacks than SAC [20] or PatchZero [35] were. Given that the only difference is the OOD Oracle, this suggests that the ML-based systems in SAC and PatchZero struggled to pick up on the color-based semantic priors encoded by SemPrior.

7 Discussion

We next discuss: 1) generalizability of OODSmooher, 2) adaptability of SemPrior, 3) generative attacks, 4) failure modes and limitations, and 5) societal impact.

Generalizing OODSmooher: We note that OODSmooher could be extended beyond simply patch attacks on object detectors. Theoretically, OODSmooher could
capture a variety of definitions of OOD and smoothers could then take on different forms to satisfy different properties based on the threat model and task. We leave the exploration of this direction to future work.

**Adaptability of SemPrior:** SemPrior has a key benefit that makes adapting it to new datasets more practical than SAC [20] or PatchZero [35]. Specifically, it does not require an expensive adversarial training loop with a multi-step adversary. This was particularly limiting in the case of PatchZero, which took approximately 25 hours per epoch for its stage 2 training on Pascal VOC [8] and 21 hours for CARLA [7] on a machine with 2 RTX 3090 GPUs. Training on MS COCO [18] would have taken even longer, considering Pascal VOC’s 2007 and 2012 training and validation sets have a combined 16551 images while MS COCO has 118287 images. CARLA had only 3600 images but were at much higher resolution, making it difficult to fit in GPUs with any memory smaller than a 3090.

**Generative Attacks:** In this work, we focus specifically on gradient-based attacks. One line of attacks we did not consider are diffusion generated attacks [17]. Such attacks likely follow different OOD distributions and may require different OOD oracles. However, OODSmoother is flexible and could be extended to include OOD oracles that target such generative attacks.

**Failure Modes and Limitations:** One limitation of SemPrior is that if any natural objects rely on rare occasions the use of unnatural colors targeted by the color oracles, that object could then disappear. Also, images that are highly concentrated in one color are more likely to have false positive pixels. In addition, following SAC [20], in SemPrior we simply removed the OOD features by setting such pixels to black. However, it may be possible to reconstruct something close to the natural image under the patch by using a high-quality inpainter such as DDNM [30]. We leave the exploration of this direction to future work.

**Societal Impact:** Our results show that basic ML-based patch detection systems should not be trusted to protect against such threats. SemPrior is a step taken in a direction aimed at improving the robustness of object detectors against patch attacks, which is imperative for the safe deployment of such systems. We will release the code publicly upon acceptance so that other researchers can build on our work (code is also included in the supplementary material).

8 Conclusion

In this paper we unify existing object detection patch attack defenses under a general framework called OODSmoother. OODSmoother guides us towards the development of a novel attack that breaks existing defenses in SAC [20] and PatchZero [35]. Our key insight is that ML models struggle to learn semantic priors without explicit supervision. We thus propose SemPrior, a defense that explicitly incorporates semantic priors, raising the adversarial robustness by up to 40% alone and up to 60% when combined with SAC [20].
9 Acknowledgements

This material is based on work supported by DARPA under agreement number 885000, the National Science Foundation (NSF) Grants 2039445, CCF-FMitF-1836978, SaTC-Frontiers-1804648 and CCF1652140, Air Force Grant FA9550-18-1-0166, ARO grant number W911NF-17-1-0405, and National Science Foundation Graduate Research Fellowship Grant No. DGE 1841052. Feng is partially supported by the J. Robert Beyster Computational Innovation Graduate Fellowship. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright notation thereon. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the author(s) and do not necessarily reflect the views of our research sponsors.

References

[1] Athalye, A., Carlini, N., Wagner, D.: Obfuscated gradients give a false sense of security: Circumventing defenses to adversarial examples. In: International conference on machine learning. pp. 274–283. PMLR (2018) 1, 3, 6, 9, 10

[2] Athalye, A., Engstrom, L., Ilyas, A., Kwok, K.: Synthesizing robust adversarial examples. In: International conference on machine learning. pp. 284–293. PMLR (2018) 1

[3] Brown, T.B., Mané, D., Roy, A., Abadi, M., Gilmer, J.: Adversarial patch. arXiv preprint arXiv:1712.09665 (2017) 2

[4] Chen, Z., Dash, P., Pattabiraman, K.: Jujutsu: A two-stage defense against adversarial patch attacks on deep neural networks. In: Proceedings of the 2023 ACM Asia Conference on Computer and Communications Security. pp. 689–703 (2023) 1, 3

[5] Chiang, P.Y., Ni, R., Abdelkader, A., Zhu, C., Studer, C., Goldstein, T.: Certified defenses for adversarial patches. arXiv preprint arXiv:2003.06693 (2020) 1, 3

[6] Croce, F., Hein, M.: Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. In: International conference on machine learning. pp. 2206–2216. PMLR (2020) 3

[7] Dosovitskiy, A., Ros, G., Codevilla, F., Lopez, A., Koltun, V.: Carla: An open urban driving simulator. In: Conference on robot learning. pp. 1–16. PMLR (2017) 11, 12, 13

[8] Everingham, M., Van Gool, L., Williams, C.K., Winn, J., Zisserman, A.: The Pascal visual object classes (VOC) challenge. International journal of computer vision 88, 303–338 (2010) 2, 10, 11, 12, 13

[9] Eykholt, K., Evtimov, I., Fernandes, E., Li, B., Rahmati, A., Xiao, C., Prakash, A., Kohno, T., Song, D.: Robust physical-world attacks on deep learning visual classification. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 1625–1634 (2018) 1
[10] Feng, R., Mangaokar, N., Chen, J., Fernandes, E., Jha, S., Prakash, A.: GRAPHITE: Generating automatic physical examples for machine-learning attacks on computer vision systems. In: 2022 IEEE 7th European Symposium on Security and Privacy (EuroS&P). pp. 664–683. IEEE (2022) 1, 2

[11] Goodfellow, I.J., Shlens, J., Szegedy, C.: Explaining and harnessing adversarial examples. arXiv preprint arXiv:1412.6572 (2014) 1

[12] Hayes, J.: On visible adversarial perturbations & digital watermarking. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition Workshops. pp. 1597–1604 (2018) 3

[13] He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 770–778 (2016) 11

[14] Karmon, D., Zoran, D., Goldberg, Y.: Lavan: Localized and visible adversarial noise. In: International Conference on Machine Learning. pp. 2507–2515. PMLR (2018) 2

[15] Levine, A., Feizi, S.: (de) randomized smoothing for certifiable defense against patch attacks. Advances in Neural Information Processing Systems 33, 6465–6475 (2020) 1, 3

[16] Liang, B., Li, J., Huang, J.: We can always catch you: Detecting adversarial patched objects with or without signature. arXiv preprint arXiv:2106.05261 (2021) 1, 3

[17] Lin, S.Y., Chu, E., Lin, C.H., Chen, J.C., Wang, J.C.: Diffusion to confusion: Naturalistic adversarial patch generation based on diffusion model for object detector. arXiv preprint arXiv:2307.08076 (2023) 13

[18] Lin, T.Y., Maire, M., Belongie, S., Hays, J., Perona, P., Ramanan, D., Dollár, P., Zitnick, C.L.: Microsoft COCO: Common objects in context. In: Computer Vision–ECCV 2014: 13th European Conference, Zurich, Switzerland, September 6-12, 2014, Proceedings, Part V 13. pp. 740–755. Springer (2014) 2, 7, 8, 10, 11, 12, 13

[19] Lin, W.Y., Sheikholeslami, F., Rice, L., Kolter, J.Z., et al.: Certified robustness against adversarial patch attacks via randomized cropping. In: ICML 2021 Workshop on Adversarial Machine Learning (2021) 1, 3

[20] Liu, J., Levine, A., Lau, C.P., Chellappa, R., Feizi, S.: Segment and complete: Defending object detectors against adversarial patch attacks with robust patch detection. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 14973–14982 (2022) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13

[21] Liu, X., Yang, H., Liu, Z., Song, L., Li, H., Chen, Y.: Dpatch: An adversarial patch attack on object detectors. arXiv preprint arXiv:1806.02299 (2018) 2
[22] Madry, A., Makelov, A., Schmidt, L., Tsipras, D., Vladu, A.: Towards deep learning models resistant to adversarial attacks. arXiv preprint arXiv:1706.06083 (2017)

[23] maintainers, T., contributors: Torchvision: Pytorch’s computer vision library. https://github.com/pytorch/vision (2016)

[24] Naseer, M., Khan, S., Porikli, F.: Local gradients smoothing: Defense against localized adversarial attacks. In: 2019 IEEE Winter Conference on Applications of Computer Vision (WACV). pp. 1300–1307. IEEE (2019)

[25] Ren, S., He, K., Girshick, R., Sun, J.: Faster r-cnn: Towards real-time object detection with region proposal networks. Advances in neural information processing systems 28 (2015)

[26] Ronneberger, O., Fischer, P., Brox, T.: U-net: Convolutional networks for biomedical image segmentation. In: Medical Image Computing and Computer-Assisted Intervention–MICCAI 2015: 18th International Conference, Munich, Germany, October 5-9, 2015, Proceedings, Part III 18. pp. 234–241. Springer (2015)

[27] Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I., Fergus, R.: Intriguing properties of neural networks. arXiv preprint arXiv:1312.6199 (2013)

[28] Tarchoun, B., Ben Khalifa, A., Mahjoub, M.A., Abu-Ghazaleh, N., Alouani, I.: Jedi: Entropy-based localization and removal of adversarial patches. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 4087–4095 (2023)

[29] Tramer, F., Carlini, N., Brendel, W., Madry, A.: On adaptive attacks to adversarial example defenses. Advances in neural information processing systems 33, 1633–1645 (2020)

[30] Wang, Y., Yu, J., Zhang, J.: Zero-shot image restoration using denoising diffusion null-space model. arXiv preprint arXiv:2212.00490 (2022)

[31] Wei, X., Huang, Y., Sun, Y., Yu, J.: Unified adversarial patch for cross-modal attacks in the physical world. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. pp. 4445–4454 (2023)

[32] Xiang, C., Bhagoji, A.N., Sehwag, V., Mittal, P.: PatchGuard: A provably robust defense against adversarial patches via small receptive fields and masking. In: 30th USENIX Security Symposium (USENIX Security 21). pp. 2237–2254 (2021)

[33] Xiang, C., Mahloujifar, S., Mittal, P.: PatchCleanser: Certifiably robust defense against adversarial patches for any image classifier. In: 31st USENIX Security Symposium (USENIX Security 22). pp. 2065–2082 (2022)
[34] Xiang, C., Valtchanov, A., Mahloujifar, S., Mittal, P.: Objectseeker: Certifiably robust object detection against patch hiding attacks via patch-agnostic masking. In: 2023 IEEE Symposium on Security and Privacy (SP). pp. 1329–1347. IEEE (2023) 1, 3

[35] Xu, K., Xiao, Y., Zheng, Z., Cai, K., Nevatia, R.: PatchZero: Defending against adversarial patch attacks by detecting and zeroing the patch. In: Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision. pp. 4632–4641 (2023) 1, 2, 3, 5, 6, 7, 8, 10, 11, 12, 13

[36] Zhao, H., Shi, J., Qi, X., Wang, X., Jia, J.: Pyramid scene parsing network. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 2881–2890 (2017) 3, 6

[37] Zhou, G., Gao, H., Chen, P., Liu, J., Dai, J., Han, J., Li, R.: Information distribution based defense against physical attacks on object detection. In: 2020 IEEE International Conference on Multimedia & Expo Workshops (ICMEW). pp. 1–6. IEEE (2020) 1, 3