Computing one-loop corrections to effective vertices with two scales in the EFT for Multi-Regge processes in QCD
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Abstract

The computation of one-loop corrections to Reggeon-Particle-Particle effective vertices with two scales of virtuality is considered in the framework of gauge-invariant effective field theory for Multi-Regge processes in QCD. Rapidity divergences, arising in loop integrals are regulated by “tilted Wilson lines” prescription. General analysis of rapidity divergences at one loop is given and necessary scalar integrals with one and two scales of virtuality are computed. The one-loop correction to effective vertex of interaction of (space-like) virtual photon with one Reggeized and one Yang-Mills quark is considered as primary example. Our main observation is, that all terms $\sim r^{\pm \epsilon}$ in the rapidity-regulator variable $r$ cancel between diagrams and only $\log r$-divergence is left.
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Introduction

The physics of Multi-Regge limit of scattering amplitudes in Yang-Mills theory (see e.g. Refs. [1, 2] for the review) continues to attract a lot of attention both form theoretical and phenomenological points of view. From the theory side, the list of applications of Multi-Regge limit includes studies [3] of corrections to the Bern-Dixon-Smirnov all-order ansatz [6] for scattering amplitudes in $\mathcal{N} = 4$-supersymmetric Yang-Mills theory and recently discovered connection [7, 8] between Multi-Regge asymptotics of scattering amplitudes and all-order structure of infrared divergences in non-supersymmetric QCD, summarized by dipole formula [9, 10, 11, 12].

From more phenomenological perspective, scattering amplitudes in Multi-Regge Kinematics (MRK) form a basis for the celebrated Balitsky-Fadin-Kuraev-Lipatov (BFKL) [13, 14, 15] evolution equation, which allows one to resum the higher-order corrections to scattering amplitudes or observable cross-sections in QCD, enhanced by powers of $\log s/(-t)$, where $s$ is a (partonic) squared center-of-mass energy and $t$ is the typical $t$-channel momentum transfer in the process under consideration. In QCD, the kernel of BFKL equation is computed up to the Next-to-Leading order (NLO) level [16, 17, 18], but it’s direct phenomenological application is impossible because NLO correction turns out to be numerically large. Logarithms coming from the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi [19, 20, 21] evolution in transverse-momentum scale [22] and running of QCD coupling [23] has been identified as the main sources of perturbative instability of the BFKL kernel and their consistent resummation is one of the central problems of the BFKL phenomenology today, see e.g. Refs. [24, 25, 26, 27] for the recent work in this direction.

The property of exponentiation of loop corrections enhanced by $\log s/(-t)$ is known under the name of Reggeization of quarks and gluons in QCD and it is proven up to Next-to-Leading Logarithmic approximation (NLLA) [28, 29, 30]. It is natural to ask for the systematic tool, which makes this property of QCD
scattering amplitudes manifest. The gauge-invariant Effective Field Theory (EFT) for Multi-Regge processes in QCD \[31, 32\] is such a tool. In the original papers \[31, 32\], the Reggeization of gluon and quark was shown to hold in a framework of EFT in the LLA. Computing loop corrections in this EFT one finds a new type of divergences of loop integrals, the so-called rapidity divergences, which will be discussed in the forthcoming sections. Similar divergences also arise in the context of Soft-Collinear Effective Theory (SCET) \[35, 36\] and Transverse-Momentum-Dependent (TMD) factorization \[37, 38\] and a few prescriptions to regularize them, including analytic regularization \[35\], \(\delta\)-regularization \[39\] and “tilted Wilson lines” regularization \[37, 38\] where introduced in the literature. Among the mentioned prescriptions, only the last one does not modify the standard definition of the Wilson lines, and therefore it can be relatively straightforwardly applied to the High-Energy EFT \[31, 32\]. First such applications where performed in the Refs. \[40, 41, 42\] where one-loop corrections to the propagator of Reggeized gluon and effective vertices of interaction of on-shell quark and gluon with one Reggeized gluon where computed in the framework of EFT, and found to be consistent with the results obtained earlier from QCD. Later, the two-loop Regge trajectory of a gluon was extracted from a rapidity-divergent part of the two-loop correction to a Reggeized gluon propagator in the EFT \[43\] and was shown to coincide with known QCD result. Also, the calculation of the one-loop correction to the propagator of Reggeized quark and vertex of interaction of on-shell photon with one Reggeized and one QCD quark \([Q\gamma^*q]\)-vertex) has been done in the Ref. \[44\] and it was shown, that this results allow one to reproduce the Multi-Regge asymptotics of the positive-signature part of the one-loop QCD amplitude for \(\gamma \gamma \rightarrow q\bar{q}\) process, thus checking the consistency of High-Energy EFT in the Reggeized quark sector. Further development of computational techniques within this approach, in particular going beyond LLA or considering quantities with more than one scale of virtuality, is required for the EFT-approach to be instrumental for the solution of above-mentioned problems of BFKL-physics.

In the present paper we deal with the problem of computation of one-loop corrections to Reggeon-Particle-Particle vertices, containing one additional scale of virtuality, besides the transverse momentum of the Reggeized parton. Our primary example will be the one-loop correction to the \(Q\gamma^*q\)-vertex with a space-like off-shell photon \((\gamma^*)\). Besides methodological significance of this calculation, this results will also become an integral part of virtual NLO correction to the \(F_2\) structure function of Deep Inelastic Scattering (DIS) at NLO of Parton Reggeization Approach (PRA) to the multi-scale hard processes at Hadron Colliders, see Ref. \[35\] for the introduction. The real NLO correction for DIS hard subprocess with Reggeized gluon in the initial state has been computed in PRA in Refs. \[46, 47\], where the problem of definition of unintegrated Parton Distribution Function at NLO is also discussed.

The present paper is organized as follows. Introduction to the formalism of High-Energy EFT and problem of rapidity divergences is given in the Sec. \[1\]. In Sec. \[2\] we perform the general analysis of rapidity divergences in the one-loop integrals with one and two external Reggeon lines and in Sec. \[3\] we compute necessary scalar integrals. The calculation of one-loop correction to \(Q\gamma^*q\)-vertex proceeds in the Sec. \[4\] where the fate of spurious power-divergent terms is traced and it is shown, that they cancel, leaving only single-logarithmic rapidity divergence, as it should be according to quark Reggeization hypothesis. Using the obtained result for vertex correction, one can reconstruct the Multi-Regge asymptotics of the one-loop amplitude of DIS on a real photon target, and compare the result with a direct QCD calculation. The one-Reggeon exchange amplitude contributes both to the real and imaginary parts of amplitude at this order, and it is considered in Sec. \[4.2\]. In the Sec. \[4.3\] the two-Reggeon contribution in the EFT is discussed, which contributes only to the imaginary part at one loop. Finally, our conclusions are summarized in the Sec. \[5\] and in the Appendix the comparison of pole prescriptions for the \(O(g_2^n)\) and \(O(g_3^n)\) induced vertices arising from the Hermitian version of the Reggeon-gluon interaction \[11, 48\] with results of Ref. \[49\] is presented.

1. Gauge-invariant Effective Field Theory for Multi-Regge processes in QCD

In the limit of MRK for the \(2 \rightarrow 2 + n\) partonic subprocess, all \(2 + n\) final-state particles are highly separated in rapidity, while their transverse momenta are small in comparison with the collision energy.

---

\[1\] On the possibility to include BFKL effects and quark Reggeization into framework of SCET see e.g. Refs. \[33, 34\].
The kinematic situation when one can identify a few groups of final-state partons, each of which occupy a relatively small rapidity interval, in comparison with rapidity gaps between groups is called Quasi-Multi-Regge kinematics (QMRK). If one introduces the invariant mass $s_{ij} \sim e^{\Delta y_{ij}}$ for each pair of highly-separated final-state partons $i$ and $j$ in MRK (or each pair of clusters of partons in QMRK), and (anti-)symmetrizes the full QCD scattering amplitude w.r.t. substitutions $s_{ij} \leftrightarrow u_{ij} \simeq -s_{ij}$, obtaining in such a way the amplitude with definite signature in each of the $s_{ij}$-channels, then in the QMRK limit, such an object is shown \[28, 29, 30\] to factorize into a product of certain universal gauge-invariant parts. An example of such factorization can be given with the help of QMRK process, depicted in the Fig. 1. Here the QMRK asymptotics of the part of total QCD amplitude with positive signature in $s_{12} = (p_1 + q_2)^2$-channel and negative signature in $s_{23} = (p_2 + q_3)^2$-channel can be represented as a product of three effective vertices, corresponding to the production of three clusters of final-state partons, and $t$-channel propagators of Reggeized gluons ($R_{\pm}$) and Reggeized quarks ($Q_{\pm}$), collectively named as Reggeons. The Reggeized gluon is a scalar particle in the adjoint representation of the color group $SU(N_c)$, while the Reggeized quark is the Dirac fermion in the fundamental representation of the color group. The propagators of Reggeons are dressed by Regge factors $\left((s_{12}/s_0)^{\omega_q(q_1^2)} + (-s_{12}/s_0)^{\omega_q(q_2^2)}\right)/2$ and $\left((s_{23}/s_0)^{\omega_q(q_2^2)} + (-s_{23}/s_0)^{\omega_q(q_3^2)}\right)/2$, which determine the dependence of amplitude on energies $s_{12}$ and $s_{23}$, while effective vertices depend only on an arbitrary rapidity-factorization scale $s_0$, and $\omega_{q/g}(q_i^2)$ are functions of $q_i^2$ and $\alpha_s$ called gluon/quark Regge trajectories. These functions contain explicit infrared divergences and in QCD they are currently known up to $O(\alpha_s^2)$.

It is most convenient to describe the QMRK if one introduces Sudakov decomposition for an arbitrary four-vector:

$$k^\mu = \frac{1}{2} (k_+^\mu n_\perp^\mu + k_-^\mu n_+^\mu) + k_0^\mu, \quad (1)$$

where $n_\perp^\mu = (n^-)^\mu = p_1^\mu/\sqrt{s}$, $n_+^\mu = (n^+)^\mu = p_2^\mu/\sqrt{s}$, $s = (p_1 + p_2)^2$, $p_1^2 = p_2^2 = 0$, so that $n_\perp^\mu = 0$, $n_+^\mu = 2$ and $k_0^\mu = k^\mu = n_\perp k_\perp = n_+ k_\perp = 0$. In the center-of-mass frame of $p_1$ and $p_2$, the relation $k^\perp = k^\perp$ holds, and for the square of four-vector one has $k^2 = k_+ k_- - k_T^2$ while rapidity of a particle is defined as $y = \log(k_+ k_-)/2$. By definition, momentum $p_1$ has large $p_1^\perp$ component, $p_2$ has large $p_-$ component and in QMRK only small fraction of this large components is transferred to the cluster at central rapidities:

$$z_1 = \frac{q_1^+}{p_1^\perp} \ll 1, \quad z_2 = \frac{q_2^-}{p_2^-} \ll 1.$$

Consequently, on entrance to the central production vertex, the following scaling relations for components of momenta $q_{1,2}$ holds:

$$|q_{1T}| \sim q_1^+ \sim O(z_1) \ll q_1^\perp \sim O(z_1^2), \quad |q_{2T}| \sim q_2^- \sim O(z_2) \ll q_2^\perp \sim O(z_2^2), \quad (2)$$

---

Footnote: The reader should notice, that unlike to the notation of e.g. Ref. [31], we do not distinguish between covariant and contravariant light-cone components, so that the position of indices $\pm$ in our formulas does not have any meaning.
so that one (so-called “large”) light-cone component of these momenta is of the same order as corresponding transverse momentum, while the other one is negligible and momenta $q_{1,2}$ are necessarily off-shell: $q_{1,2}^T \simeq -q_{1,2}^T$.

Effective vertices describe interaction of Reggeons and ordinary QCD partons. They are gauge-invariant independently from each-other, despite the fact that Reggeons connected to them are off-shell. This property dictates the specific form of interaction of particles and Reggeons in the EFT 3\[31, 32\], containing Wilson lines.

In QCD at tree level, the above-described Regge-pole factorization is true up to corrections, suppressed by powers of $s_{ij}$. If loop corrections are taken into account, it holds in the LLA (when one takes all the terms proportional to $\alpha_s^n \log^n s_{ij}$ from all orders of perturbation theory) and in the NLLA (when one adds also $\sim \alpha_s^{n+1} \log^n s_{ij}$ terms). Beyond NLLA, Regge-pole factorization is violated by Regge cut contribution 5\[50, 51, 52\] and nonlinear effects of interaction of multiple Reggeons in the $t$-channel, but it should be possible to formulate both of these effects in the language of High-Energy EFT, see e.g. recent Ref. 5\[53\] on the non-linear effects.

The construction of High-Energy EFT 3\[31, 32\] proceeds as follows. The axis of rapidity is sliced into a few intervals, corresponding to clusters of particles, highly separated in rapidity. For the QCD gluon and quark fields, “living” in each interval, the separate copy of QCD Lagrangian:

$$L_{\text{QCD}}(A_\mu, \psi_q) = -\frac{1}{2} \text{tr}[G_{\mu\nu}G^{\mu\nu}] + \sum_{y=1}^{n_{\text{part}}} \bar{\psi}_q(i\hat{D} - m_q)\psi_q,$$

is defined, where $\hat{D} = \gamma_\mu D^\mu$, $D_\mu = \partial_\mu + ig_s A_\mu$ is the covariant derivative, $A_\mu = A_\mu^a T^a$, $T^a$ are the (Hermitian) generators of the fundamental representation of $SU(N_c)$, $g_s$ is the coupling constant of QCD and $G_{\mu\nu} = -i[D_\mu, D_\nu]/g_s$ is the Yang-Mills field-strength tensor. The complete Lagrangian of the EFT takes the form:

$$L_{\text{eff}} = L_{\text{kin}} + \sum_i \left[ L_{\text{QCD}}(A_\mu^{[y_i,y_{i+1}]}, \psi_q^{[y_i,y_{i+1}]}) + L_{\text{Reg}}(A_\mu^{[y_i,y_{i+1}]}, R_+, R_-) + L_{\text{Reg}}(A_\mu^{[y_i,y_{i+1}]}, \bar{\psi}_q^{[y_i,y_{i+1}]}, Q_+, Q_-) \right],$$

where the index $[y_i,y_{i+1}]$ of the field means, that the real part of rapidity of it’s momentum modes is restricted to lie within the interval $y_i \leq \text{Re}(y) \leq y_{i+1}$. Kinetic part of the Lagrangian takes the form:

$$L_{\text{kin}} = 4\text{tr}[R_+ \partial_T^2 R_- + \bar{Q}_- \left(i\partial_T\right) Q_+ + \bar{Q}_+ \left(i\partial_T\right) Q_-],$$

which leads to non-diagonal bare propagators, connecting $R_+$-field with $R_-:-i/(2\hat{q}_T^2)$ and $Q_+$-field with $Q_-: i\hat{q}_T/\hat{q}_T^2$, where $\hat{q}_T$ is the transverse part of the four-momentum of the Reggeon. Due to MRK-conditions 2\[2\] fields of Reggeized gluons $R_{\pm}$ and quarks $Q_{\pm}$ are subject to the following kinematical constraints:

$$\partial_+ R_- = \partial_- R_+ = 0, \quad \partial_+ Q_- = \partial_- Q_+ = 0,$$

where $\partial_\pm = n_\pm^\mu \partial_\mu = 2\partial/\partial x_\pm$. Also, to remove the Dirac structures, associated with “small” light-cone component of Reggeon momentum, the following constraints are applied to the spinor structure of the fields of Reggeized quarks 3\[32\]:

$$\hat{n}_\pm Q_\mp = 0, \quad \bar{Q}_\pm \hat{n}_\mp = 0.$$

On the level of Feynman rules the latter constraints are implemented by adding the following projectors to propagators of Reggeized quarks:

$$\hat{P}_\pm = \frac{1}{4} \hat{n}_\mp \hat{n}_\pm.$$
Kinematic constraints (6) and (7) are not invariant w.r.t. local gauge transformations, and therefore fields $R_\pm$ and $Q_\pm$ have to be gauge-invariant by themselves. This requirement mostly fixes the form of gauge-invariant interaction between Reggeons and QCD partons. The Hermitian form [1] of the Lagrangian of interaction of Reggeized and QCD gluons [31] can be written as follows:

$$L_{Rg}(x) = \frac{i}{g_s} \text{tr} \left[ R_+(x) \partial^\mu_\rho \partial^\nu_\sigma (W_x[A_-] - W^\dagger_x[A_-]) + R_-(x) \partial^\mu_\rho \partial^\nu_\sigma (W_x[A_+] - W^\dagger_x[A_+]) \right], \quad (10)$$

where $W_x[A_{\pm}]$ is (past-pointing) half-infinite Wilson line, stretching in the (+) or (−) light-cone direction from the point $x$:

$$W_x[A_{\pm}] = P \exp \left[ \frac{-ig_s}{2} \int_{\pm \infty}^{x_T} dx^\perp A_{\pm} \left( x^\perp, x^\perp_T, x_T \right) \right] = 1 - ig_s \left( \partial^\perp_{\pm} A_{\pm} \right) + (-ig_s)^2 \left( \partial^\perp_{\pm} A_{\pm} \right)^2 + \ldots, \quad (11)$$

$$\overline{W}_x[A_{\pm}] = P \exp \left[ \frac{-ig_s}{2} \int_{x^\perp}^{\pm \infty} dx^\perp A_{\pm} \left( x^\perp, x^\perp_T, x_T \right) \right] = 1 - ig_s \left( \partial^\perp_{\pm} A_{\pm} \right) + (-ig_s)^2 \left( \partial^\perp_{\pm} A_{\pm} \right)^2 + \ldots, \quad (12)$$

where we have defined also the future-pointing Wilson line $\overline{W}_x[A_{\pm}]$ and operators $\partial^\perp_{\pm}$ or $\overline{\partial}^\perp_{\pm}$ act as $
abla \pm f(x) = \int^{x^i} \frac{dx^i}{2} f(x^1, \ldots, x^i, \ldots, x_T)$ and $\overline{\partial}^\perp_{\pm} f(x) = \int^{x^\perp} \frac{dx^\perp}{2} f(x^1, \ldots, x^\perp, \ldots, x_T)$ so that on the level of Feynman rules, they correspond to Eikonal factors with definite $i\varepsilon$-prescription: $-i/(k_{\pm} + i\varepsilon)$ and $i/(k_{\pm} - i\varepsilon)$ respectively.

Lagrangian (10) generates an infinite sequence of induced vertices of interaction of Reggeized gluon with $n$ QCD gluons. The simplest of them is $R_+g$-transition vertex, corresponding to $O(g_s^2)$-term in (10):

$$L_{Rg} \supset \frac{i}{g_s} \text{tr} \left[ R_+ \partial^\mu_\rho \partial^\nu_\sigma (-2ig_s) \partial^\perp_{\pm} A_- \right] \rightarrow \Delta^{ab}_{+\mu}(q) = (-iq^2)n^\mu_\nu \delta_{ab}, \quad (13)$$

where $q$ is (incoming) momentum of the Reggeon, factor 2 in circular brackets corresponds to taking into account both $W$ and $W^\dagger$ terms in (10) and $R_+g$ vertex $\Delta^{ab}_{+\mu}$ can be obtained by the $-\leftrightarrow +$ replacement in the obtained expression.

The $R_+gg$ induced vertex is generated by $O(g_s)$-term in (10):

$$L_{Rg} \supset \frac{i}{g_s} \text{tr} \left[ R_+ \partial^\mu_\rho \partial^\nu_\sigma (-g_s^2) \left( T^{b_1}_{c_1} T^{b_2}_{c_2} - T^{b_2}_{c_1} T^{b_1}_{c_2} \right) \partial^\perp_{\pm} A_{c_1} \partial^\perp_{\pm} A_{c_2} \right] = -ig_s \frac{i f^{a_1 b_1}_{c_1} f^{a_2 b_2}_{c_2}}{2} R^2_{\pm} \partial^\mu_\rho A^{a_1 c_1} A^{a_2 c_2} \rightarrow \Delta^{a_1 b_1}_{+\mu \nu_1 \nu_2}(k, k_\perp) = g_s(n_{\mu_1} n_{\mu_2}) \frac{q^2}{2} \left( \frac{f^{a_1 b_1}_{c_1}}{k_{\perp}^2 + i\varepsilon} + \frac{f^{a_2 b_2}_{c_2}}{k_{\perp}^2 + i\varepsilon} \right) = g_s q^2(n_{\mu_1} n_{\mu_2}) \frac{f^{a_1 b_2}_{c_2}}{2} \left( \frac{1}{k_{\perp}^2 + i\varepsilon} + \frac{1}{k_{\perp}^2 - i\varepsilon} \right), \quad (14)$$

where $k_1$ and $k_2$ are (incoming) momenta of the gluons, the term $T^{b_2}_{c_1} T^{b_1}_{c_2}$ in the first line came from the $W^\dagger$ and in the second line we have used the condition $k_1^2 + k_2^2 = 0$ which follows from the constraint (6). One can see that the PV-preservation for the $1/k^2$-pole in the $Rgg$ induced vertex, which was advocated in Ref. [49], follows from the Lagrangian of $Rg$-interaction in the form (10). Pole prescription for higher-order induced vertices is more complicated and constrains also the color structure of the vertex. In the Ref. [49] the $i\varepsilon$ structure of induced vertices was derived from the requirement for the exchanges of Reggeized gluons in $t$-channels to have a negative signature, and this prescription was later used in the calculations of Refs. [49] [50] [51] [52] [53]. It turns out that induced vertices which satisfy all conditions introduced in Ref. [49] can be obtained directly from the Lagrangian (10), without any additional adjustments. At least, this statement had been verified by us in the orders $O(g_s^3)$ and $O(g_s^3)$, see the Appendix.
The Lagrangian of interaction of Reggeized quarks with QCD quarks and gluons has the form [32]:

\[ L_{Qqg} (x) = - \overline{Q}_- (x) \frac{i \not{D}}{2} (W^+_{\perp} [A_+] + \overline{W}_x [A_+] \not{\psi} (x) - \overline{Q}_+ (x) \frac{i \not{D}}{2} (W^-_{\perp} [A_-] + \overline{W}_x [A_-] \not{\psi} (x) + \text{h.c.}, \quad (15) \]

where h.c. denotes the Hermitian-conjugate terms. Working with Reggeized quarks it is most convenient to remove the \( Q_{\pm} q \)-transition vertex by the following shift of quark fields:

\[ \psi \rightarrow \psi + \hat{P}_+ Q_+ + \hat{P}_- Q_-, \quad \overline{\psi} \rightarrow \overline{\psi} + \overline{Q}_+ \hat{P}_- + \overline{Q}_- \hat{P}_+. \]

After the shift, only vertices of the type \( Q_{\pm} q g, Q_{\pm} g g q \ldots, Q_+ g Q_-, Q_+ g g Q_-, \ldots \) e.t.c. are left in the Lagrangian. The \( O(a_s) \) \( Q_+ g q \)-vertex [54, 55, 30] is obtained from the following term in the sum of (15) and (3) after the shift:

\[ L_{Qqg} + L_{QCD} \supset i \overline{Q}_- \left[ i g_s \hat{A} + \frac{\hat{\omega}}{2} (i g_s \partial_-^{-1} A_- - i g_s \partial_+^{-1} A_+) \right] \psi \rightarrow g_s T^a \cdot \Gamma_{-\mu}^{(0), a} (q, k) = g_s T^a \left[ \gamma_\mu + \frac{\hat{q}_1 n_\mu^-}{[k^-]} + \frac{\hat{q}_2 n_\mu^+}{[k^+]} \right], \quad (16) \]

where \( k \) is the (incoming) gluon momentum and index \( (0) \) denotes, that this is the LO result in \( a_s \), without any loop corrections. One can see, that PV-prescription for the simplest \( Q g q \) effective vertex is obtained from the Lagrangian (15). In the following expressions, we will denote the PV-prescription for the pole by square brackets:

\[ \frac{1}{[k^\pm]} = \frac{1}{2} \left( \frac{1}{k^- + i \varepsilon} + \frac{1}{k^+ - i \varepsilon} \right). \]

Analogously, one can obtain the Fadin-Sherman [54, 55] \( Q_+ g Q_- \)-vertex:

\[ g_s T^a \cdot \Gamma_{+\mu}^{(0), a} (q_1, k, q_2) = g_s T^a \left[ \gamma_\mu + \frac{\hat{q}_1 n_\mu^-}{[k^-]} + \frac{\hat{q}_2 n_\mu^+}{[k^+]} \right], \quad (17) \]

where \( q_1 \) and \( q_2 \) are incoming momenta of \( Q_+ \) and \( Q_- \), while \( k \) is incoming gluon momentum.

Below, we will also need the couplings of photons to Reggeized quarks. They can be obtained from vertices of interaction of Reggeized quarks with QCD quarks and gluons by replacement of corresponding factors \( g_s T^a_{\hat{\alpha}} \) by \( e e_\alpha \delta_{\hat{\alpha} j} \) where \( e \) is the coupling constant of QED and \( e_\alpha \) is the quark charge in units of electron charge.

As it will be discussed in details in Sec. 2 in certain kinematics, loop integrals containing Eikonal propagators exhibit a new type of divergences, which are not regulated by the usual dimensional regularization. These are so-called rapidity divergences, and in the standard formulation of effective action [1] such divergences are regulated by the cutoffs on the real part of rapidity of loop momenta or momenta of real particles produced within the given cluster: \( y_i \leq \Re (y) \leq y_{i+1} \) and they manifest themselves as terms proportional to \( y_{i+1} - y_i \). Dependence on the regulators \( y_i \) cancels between the contributions of neighboring clusters in each order of perturbation theory, building up the terms which can be finally resummed into Regge exponents \( \exp[\omega_{q/g} (t)] \).

However, for practical calculations, the cutoff regularization is rather inconvenient, especially in the multi-scale case. Also it may influence such useful procedures as tensor reduction or Integration-by-Parts reduction of loop integrals, and can make them less straightforward to apply. In the context of SCET and TMD factorization, a few alternative approaches, preserving explicit Lorentz-covariance of the formalism, has been proposed. The analytic regularization is most convenient from the computational point of view and is widely applied in SCET calculations, but it has to be introduced on diagram-by-diagram basis and is used mostly in the context of real corrections [35]. The proposal of \( \delta \)-regularization in a form of Ref. [39] is also rather attractive and it is applicable to virtual corrections, but this approach modifies the standard definition of Wilson line in a nontrivial way (see Eq. 5 of Ref. [39]), destroying their classical gauge-transformation properties, so in a moment it is not clear, if such modification is applicable in context of
High-Energy EFT. Finally one should comment on the proposal of Ref. [56] to treat Eikonal propagators as standard propagators of fictitious particle with addition of large light-like momentum. If, as proposed in Ref. [56], one expands the well-known results for scalar one-loop integrals in rapidity regulator variable after the expansion in \( \epsilon = (4-d)/2 \), where \( d \) is the dimension of space-time, then one generally obtains double logarithms of rapidity regulator already at one loop, while from Reggeization one expects only single logarithms. Therefore double logarithms should cancel. In present work we first perform the asymptotic expansion in rapidity regulator and keep the exact in \( \epsilon \) results up to a point when all rapidity divergences, except single logarithm, cancel away. Our analysis presented in in Sec. [3] shows, that this cancellation happens independently of the order of expansion in rapidity regulator vs. \( \epsilon \), which might suggest that approach of Ref. [56] is also correct. However, in the present paper we have chosen probably less technically convenient, but still tractable approach of tilted Wilson lines [37-38] [40] [41] [42] [43], which has the advantage that it does not modify gauge-transformation properties of Wilson lines and if applied properly – allows one to preserve gauge-invariance of effective action.

Rapidity divergences in real and virtual corrections will be regularized if one shifts the directions of Wilson lines in the interaction part of the Lagrangian of EFT [10] [15] from the light-cone, substituting:

\[
    n^\pm_\mu \to \tilde{n}^\pm_\mu = n^\pm_\mu + r \cdot n^\perp_\mu, \quad k_\pm \to k_\pm = k_\perp + r \cdot k_\perp, \quad \epsilon \log \frac{r^2}{2}
\]

and therefore assigning finite rapidities \( \mp \log r/2 \) to the Wilson lines, where \( 0 < r \ll 1 \) is the rapidity regularization parameter and \( \tilde{n}^2_\perp = 4r, \tilde{n}_+ \tilde{n}_- = 2(1 + r^2) \). This shift does not affect gauge-invariance of Lagrangian of interaction of Reggeized quarks with QCD quarks and gluons [15]. However, the Lagrangian [10] has to be further modified. Indeed, after regularization, action contains the following term:

\[
    S_{Rg} \supset \int d^2 \mathbf{x}_T \int_{-\infty}^{+\infty} dx_+ dx_- \frac{1}{2} \text{tr} \left[ R_+(x) \partial_-^2 \tilde{W}_{\tilde{x}_+} [\tilde{A}_-] \right] = \int d^2 \mathbf{x}_T \int_{-\infty}^{+\infty} dx_+ dx_- \frac{1}{1 - r^2} \text{tr} \left[ R_+(x) \partial_-^2 \tilde{W}_{\tilde{x}_+} [\tilde{A}_-] \right],
\]

where we have passed from integration over \( x_+ \) and \( x_- \) to integration over \( \tilde{x}_+ \) and \( \tilde{x}_- \) with the Jacobian \( 1/(1 - r^2) \) and we denote explicitly, that Wilson line depends on \( \tilde{x}_+ \). Integrating by parts over \( \tilde{x}_+ \) one obtains:

\[
    S_{Rg} \supset \int d^2 \mathbf{x}_T \int_{-\infty}^{+\infty} dx_- \frac{1}{1 - r^2} \text{tr} \left[ R_+(x) \partial_-^2 \tilde{W}_{\tilde{x}_+} [\tilde{A}_-] \right] |_{\tilde{x}_+=+\infty} - \int d^2 \mathbf{x}_T \int_{-\infty}^{+\infty} dx_- \frac{1}{1 - r^2} \text{tr} \left[ (\partial_- R_+(x)) \partial_-^2 \tilde{W}_{\tilde{x}_+} [\tilde{A}_-] \right].
\]

When \( \tilde{x}_+ = +\infty \), Wilson line in the first term stretches from \(-\infty\) to \(+\infty\) and such Wilson line is invariant w.r.t. gauge transformations which become trivial at large distances from the origin. Invariance w.r.t. this subgroup of gauge transformations is enough for perturbation theory. The second term in last expression is equal to zero at \( r = 0 \) due to kinematic constraint [6]. To nullify it at \( r \neq 0 \) we propose to modify the kinematic constraints [6] and [7] as follows:

\[
    \tilde{\partial}_- R_- = \tilde{\partial}_- R_+ = 0, \quad \tilde{\partial}_+ Q_- = \tilde{\partial}_+ Q_+ = 0.
\]

As it was noted above, modification of kinematic constraint for Reggeized quarks is not necessary for gauge invariance, but it turns out, that calculation of many scalar integrals is simpler in such “regularized” MRK, so we propose to use constraint [20] at least on scalar integrals.

It is instructive first to understand how the proposed regularization work on the level of real corrections. Let’s consider the regularized Lipatov’s \( R_+ g R_- \) vertex [13]:

\[
    \Delta^{abc}_{+\mu-\nu} (q_1, q_2) = \Delta^{abc}_{+\mu} (q_1) q_1^\mu q_2^\nu + \Delta^{abc}_{\mu-\nu} (q_2) q_2^\mu q_1^\nu + \Delta^{abc}_{+\mu\nu} (q_1, q_2 - q_1)
\]

\[
    \Delta^{abc}_{+\mu\nu} (q_1, q_2) = \Delta^{abc}_{+\mu} (q_1) q_1^\mu q_2^\nu + \Delta^{abc}_{\mu+\nu} (q_2) q_2^\mu q_1^\nu + \Delta^{abc}_{+\mu+\nu} (q_1, q_2 - q_1)
\]

\[
    = g_s f^{abc} \left( -\tilde{n}_+ \tilde{n}_- \left( (q_1 + q_2)_\mu + q_1^\mu \tilde{n}_- + q_2^\mu \tilde{n}_+ + q_1^\mu \tilde{n}_+ + q_2^\mu \tilde{n}_- + q_1^\mu \tilde{n}_- + q_2^\mu \tilde{n}_+ \right) + 2 \left( q_1^\mu \tilde{n}_- + q_2^\mu \tilde{n}_+ \right) \right),
\]
where \( \gamma_{\mu_1 \mu_2 \mu_3}(k_1, k_2, k_3) = g_{\mu_1 \mu_2}(k_1 - k_2)_{\mu_3} + g_{\mu_2 \mu_3}(k_2 - k_3)_{\mu_1} + g_{\mu_1 \mu_3}(k_3 - k_1)_{\mu_2} \), momentum \( q_1 \) is incoming and \( q_2 \) is outgoing, so that the gluon momentum is \( k = q_1 - q_2 \), and we have used the regularized kinematic constraints \( \tilde{q}_1^2 = \tilde{q}_2^2 = 0 \). For the on-shell gluon with a given \( k^+ \) and \( k^- \), the regularized kinematic conditions are satisfied by: \( q_1^2 = (k^+ + k^-)/(1 - r^2), q_1^- = -r q_1^+, q_2^+ = -(k^- + k^+)/(1 - r^2) \) and \( q_2^- = -r q_2^+ \). It is easy to verify, that vertex \( (21) \) satisfies the Slavnov-Taylor identity \( (q_1 - q_2) \Delta_{R^-} \) \( (q_1, q_2) = 0 \) independently of \( r \), while it would not be the case if modified kinematic conditions where not used. The square of regularized vertex is:

\[
(-g^{\mu \nu}) \Delta^{abc}_{\mu \nu}(q_1, q_2) \Delta^{abc}_{\nu \mu}(q_1, q_2) = 16 N_c \delta_{c_1 c_2} \frac{q_1^2 q_2^2}{k_T^2} [f(y, r) + O(r)],
\]

where we have neglected \( O(r) \)-terms in the numerator and introduced a function \( f(y, r) = (re^{-y} + e^y)^{-2}(re^y + e^{-y})^{-2} \) of \( y = \log(k^+/k^-)/2 \). Function \( f(y, r) \) provides a smooth cutoff at \( \mp \log r/2 \) to otherwise divergent integral over rapidity of a gluon:

\[
\int_{-\infty}^{+\infty} dy \ f(y, r) = -\log r - 1 + O(r),
\]

so that rapidity divergence manifests itself as term \( \sim \log r \).

2. Rapidity divergences at one loop

In this section we will derive general conditions for the appearance of rapidity divergences in one-loop scalar integrals with \( n + 1 \geq 2 \) external lines, among which \( n_R = 1 \) or 2 could be Reggeon lines. We will not consider integrals with number of Eikonal propagators \( > n_R \), since such integrals will not appear in calculations described in the present paper, but such integrals will arise from higher-order induced vertices. An example of integral with one Eikonal propagator \( 1/l^+ \) is given in the left diagram in the Fig. 2 where momentum of the Reggeon satisfies modified kinematic constraint \( \tilde{k}_m^+ = 0 \). One notes, that it doesn’t matter to which end of the Eikonal propagator one attaches the Reggeon line, since \( \tilde{n}_+(l + p_0) = \tilde{l}^+ \). Nontrivial one-loop integrals with two external Reggeon lines will contain at least two Eikonal propagators, e.g. \( 1/l^+ \) and \( 1/l^- \), and in this case, one can have \( m \leq n - 1 \) external lines connected to the loop in between two Eikonal propagators, see the right diagram in Fig. 2. Momentum of the second Reggeon in this case satisfies the modified kinematic constraint \( \tilde{k}_{m+1}^- = 0 \). We denote the loop momentum as \( l \) and momenta which flow through the propagators can be represented as \( l + p_i, i = 0, \ldots, n \), where \( p_i = \sum_{j=1}^{i} k_i, p_0 = 0 \) and \( k_i, i = 1, \ldots, n \) are (incoming) momenta of external particles. In general, integrals which we are going to study can be written as:

\[
I_1 = \int \frac{d^d l}{(l^2)^{1-\alpha_0}((l + p_1)^2)^{1-\alpha_1} \ldots ((l + p_n)^2)^{1-\alpha_n} (\tilde{n}^+ l + \imath \epsilon)^{1-\beta_1}},
\]

\[
I_2 = \int \frac{d^d l}{(l^2)^{1-\alpha_0}((l + p_1)^2)^{1-\alpha_1} \ldots ((l + p_n)^2)^{1-\alpha_n} (\tilde{n}^+ l + \imath \epsilon)^{1-\beta_1} (\tilde{n}^- l + \tilde{p}_m^- + \imath \epsilon)^{1-\beta_m}},
\]

where \( d = 4 - 2\epsilon \) and we have chosen the “Euclidean” pole prescriptions for the Eikonal poles, while the usual \( +\imath \epsilon \) prescription for quadratic propagators is implied. Integrals with other prescriptions for Eikonal poles can be related with these integrals by analytic continuation, as it will be discussed in Sec. 3.

For the general discussion of \( I_1 \) and \( I_2 \) it is convenient to employ the “mixed” version of Feynman’s parametrization, where parameters for Eikonal propagators \( x_{1,2} \in [0, +\infty) \), while parameters for the usual propagators \( a_i \in [0, 1], i = 0, \ldots, n \). Up to an overall factor one can write:

\[
I_1 \sim \int_0^1 dx_1 \int_0^\infty \frac{dx_1}{x_1^{\alpha_1}} \int d^d l \left[ \sum_{i=0}^{n} a_i (l + p_i)^2 + x_1 (\tilde{n}^+ l) \right]^{-n-2+\alpha_0+\beta_1},
\]
Figure 2: Scalar one-loop integrals with one (left diagram) and two (right diagram) external Reggeon lines. Eikonal propagators are denoted by double lines.

\[ I_2 \sim \int_0^1 [d^{n+1}a] \int_0^\infty \frac{dx_1 \, dx_2}{x_1^{\alpha} \, x_2^{\beta}} \int dl \left[ \sum_{i=0}^n a_i (l + p_i)^2 + x_1 (\bar{n}^+ l + x_2 (\bar{n}^- l + \bar{p}_m) \right]^{-n-3+\alpha+\beta}, \]

where \([da(n)] = \frac{da_0}{a_0^\alpha} \ldots \frac{da_n}{a_n^\beta} \delta \left(1 - \sum_{i=0}^n a_i\right), \alpha = \alpha_0 + \ldots + \alpha_n, \beta = \beta_1 + \beta_2. After diagonalization of the quadratic form in square brackets and integration over \(l\), \(I_1\) and \(I_2\) take the form:

\[ I_1 \sim \int_0^1 [d^{n+1}a] \int_0^{\infty} \frac{dx_1}{x_1^{\alpha}} \left[ D + x_1 \sum_{i=0}^n \bar{p}_i^+ a_i + r x_1^2 \right]^{-n-\epsilon-\alpha-\beta_1}, \]

\[ I_2 \sim \int_0^1 [d^{n+1}a] \int_0^{\infty} \frac{dx_1 \, dx_2}{x_1^{\alpha} \, x_2^{\beta}} \left[ D + \sum_{i=0}^n a_i (x_1 \bar{p}_i^+ + x_2 (\bar{p}_i^- - \bar{p}_m^+)) + (1 + r^2) x_1 x_2 + r (x_1^2 + x_2^2) \right]^{-n-1-\epsilon-\alpha-\beta}. \]

where \(D = -\frac{1}{2} \sum_{i,j=0}^n a_i a_j (p_i - p_j)^2\) is the usual parametric polynomial, corresponding to the same integral but without Eikonal propagators.

To study the rapidity divergences, one puts \(r = 0\), then integral over \(x_1\) in \(I_1\) and \(x_2\) in \(I_2\) can be easily calculated:

\[ I_1^{(+)} \bigg|_{r=0} \sim \int_0^1 [d^{n+1}a] \left( \sum_{i=0}^n \bar{p}_i^+ a_i \right)^{-1+\beta_1} D^{-n+1-\epsilon-\alpha-\beta_1}, \]

\[ I_2^{(+)} \bigg|_{r=0} \sim \int_0^1 [d^{n+1}a] \int_0^{\infty} \frac{dx_1}{x_1^{\alpha}} \left( x_1 + \sum_{i=0}^n a_i (p_i^- - p_m^-) \right)^{-1+\beta_2} \left[ D + x_1 \sum_{i=0}^{n-1} a_i p_i^+ \right]^{-n-\epsilon-\beta}. \]

In both cases, rapidity divergence arises from the factors in circular brackets. One considers first the case when powers of all propagators are equal to one, i.e. \(\alpha_0 = \ldots = \alpha_n = \beta_1 = \beta_2 = 0\). Then for \(I_1^{(+)}\) in the particular case \(n = 2\), due to kinematic condition \(p_0^+ a_1 = 0\) the sum in circular brackets in Eq. (24) consists only of one term: \(p_1^+ a_1\) and integral over \(a_1\) is logarithmically divergent at \(a_1 \to 0\). This is rapidity divergence and it is not regularized by dimensional regularization, because \(D\) is finite when \(a_1 \to 0\). For \(n > 2\) no non-integrable singularity comes from the factor in circular brackets in Eq. (24), because the corresponding sum will contain more than one term. Integrals with \(n = 0\) and \(n = 1\) are actually more singular and will be considered in Sec. 3.1.
Judging from Eq. (22) and (24), rapidity divergence for \( n = 2 \) can be removed in three ways. First, one can keep \( r \) finite. Then integral over \( x_1 \) doesn’t produce a non-integrable singularity at \( a_1 \to 0 \) as it will be shown in Sec. 3. Second, one can keep \( r = 0 \), but set \( \beta_1 > 0 \) or \( \alpha_1 < 0 \). This corresponds to analytic regularization of rapidity divergence. Third, one can differentiate \( I_1 \) w.r.t. \( k_1^2 \) or \( k_2^2 \), thus introducing additional factor \( a_1 \) into the numerator and so removing logarithmic divergence. Therefore derivative of an integral w.r.t. external scale typically doesn’t contain rapidity divergence and can be calculated at \( r = 0 \). This convenient property will be exploited in Sec. 3.2.

For the Eq. (25) case \( n = 1 \) is special. In this case \( m = 0 \) and \( p_1^- = 0 \) due to kinematic constraint of external Reggeon, so that the sum in circular brackets in Eq. (25) consists only of one term: \( x_1 \), and integral over \( x_1 \) is logarithmically divergent for \( x_1 \to 0 \) if powers of all propagators are equal to one. Since function \( \mathcal{D} \) doesn’t depend on \( x_1 \), this divergence can not be regularized by dimensional regularization. Again, divergence is absent if \( r > 0 \) (“tilted Wilson line” regularization) or if \( r = 0 \) but \( \beta_2 > 0 \) or \( \beta_1 < 0 \) (analytic regularization). One notices, that to analytically regularize the rapidity divergence, one always have to change powers of propagators forming the “horizontal rungs” of the “ladder”, but this time both of this propagators are Eikonal. For \( n > 1 \) there is no logarithmic divergence, because the sum in circular brackets in Eq. (25) contains more than one term.

From the analysis above one concludes, that kinematic constraints (6) and (7) are necessary for the appearance of rapidity divergences in loop integrals.

3. Rapidity divergent scalar integrals

3.1. Scalar integrals with power rapidity divergences

In this section we will consider scalar integrals with one external Reggeon line, and one or two quadratic propagators. We will use the following normalization of the measure of integration over loop momentum \[^5\]:

\[
|d^4l| = \frac{\left(\mu^2\right)^{\epsilon} d^4l}{8\pi^{d/2}(2\pi)^\epsilon}, \quad r_T = \frac{\Gamma^2(1 - \epsilon)\Gamma(1 + \epsilon)}{\Gamma(1 - 2\epsilon)} = \frac{1}{\Gamma(1 - \epsilon)} + O(\epsilon).
\]

An integral with one Eikonal and one quadratic propagator is nonzero if there is an addition of external momentum \( p \) in the quadratic propagator:

\[
A_{[-]}(p) = \int \frac{|d^4l|}{(p + l)^2[-]} = \frac{\mathcal{P}}{\cos(\pi\epsilon)} \frac{1}{2\epsilon(1 - 2\epsilon)} \left( \frac{\mu}{\bar{p}^-} \right)^{2\epsilon}, \quad (26)
\]

where \( \left( \frac{\mu}{\bar{p}^-} \right)^{2\epsilon} = \frac{1}{2} \left( \frac{\mu}{k_1 + \imath \epsilon} \right)^{2\epsilon} + \left( \frac{\mu}{k_2 + \imath \epsilon} \right)^{2\epsilon} \). Integral \( (26) \) with \( 1/(\bar{l}^- + \imath \epsilon) \)-propagator is Euclidean, and one obtains integral with PV pole prescription by analytic continuation in \( \bar{p}^- \). Integral \( (26) \) contains rapidity divergence of the power type \( \sim r^{-1+\epsilon} \). It is possible to treat such integrals in two ways. If one sets \( r = 0 \) then integral \( (26) \) is actually scaleless and one can put it to zero in dimensional regularization. But, as it will be shown below, if one keeps \( r > 0 \), power divergences cancel between diagrams describing the same region in rapidity.

An integral with the quadratic propagators:

\[
B_{[-]}(p) = \int \frac{|d^4l|}{p^2(p + l)^2[-]},
\]

will play an important role in our calculations.

For the non-light-like \( p \) the leading terms of asymptotic expansion of this integral for \( r \ll 1 \) can be written as:

\[
B_{[-]}(p) = \frac{1}{p^-\epsilon^2} \left( \frac{\mu^2}{-p^2} \right)^\epsilon + \frac{1 - 2\epsilon}{\epsilon} r A_{[-]}(p) + \Delta B_{[-]}(-p^2, p_-) + O(r), \quad (27)
\]

\[^3\text{Such integrals appear in process of tensor reduction.}\]
where we have expressed the contribution $\sim r^\varepsilon$ in terms of $A_{[-]}$ integral and $\Delta B_{[-]}$ is $O(r^{-\varepsilon})$ contribution:

$$
\Delta B_{[-]}(-p^2, p^-) = -\frac{1}{p^-} \left( \frac{p^2 \mu^2}{(-p^2)^2} \right)^\varepsilon \frac{\Gamma^2(1-2\varepsilon)\Gamma(1+2\varepsilon)}{2^\varepsilon \Gamma^2(1-\varepsilon)}.
$$

For light-like $p$ the first and third terms in Eq. (27) are absent. This terms are also absent for the special case when $p^2 < 0$ but $p^- = 0$. Expression for $B_{[-]}$ published by us in Ref. [44] applies only in this special cases. If $p^- = 0$, asymptotic expansion of integral with Euclidean pole-prescription actually starts with the term $\sim r^{-1/2}$ (such term can be found e.g. in Appendix 1 of Ref. [11], integral [MSQ1]), but this term cancels in PV-prescription and asymptotic expansion of the integral with PV-prescription starts with $O(r^\varepsilon)$.

The contribution (28) was obtained by resummation of infinite series of poles in the double Mellin-Barnes representation [58] for integral (27). Due to the fact, that $1/\varepsilon$-pole cancels, and parametric representation for $B_{[-]}$ is only a two-fold integral, the numerical cross-check of expression (28) is rather straightforward. If $p^- = 0$ but $p^0 < 0$ the difference between numerical result for $B_{[-]}$ (with Euclidean pole-prescription) and analytic result (27) scales as $O(r)$ independently on other parameters.

### 3.2. Scalar integrals with logarithmic rapidity divergences

As it follows from the analysis of Sec. 2 the simplest integral, containing logarithmic rapidity divergence is:

$$B_{[+]}(p) = \int \frac{[d^4l]}{l^2(p+l)^2[l^+][l^-]},$$

where $p_+ = p_- = 0$. Integral with PV-prescription for both poles can be expressed in terms of integral with Euclidean pole prescription:

$$B_{[+]}(p^2_T, r) = \int \frac{[d^4l]}{l^2(p+l)^2(l^+ + i\varepsilon)(l^- + i\varepsilon)},$$

as

$$B_{[+]}(p) = \frac{1}{2} \left[ B_{[+]}(p^2_T, r) - e^{i\pi\varepsilon} B_{[+]}(-p^2_T + i\varepsilon, -r + i\varepsilon) \right].$$

Parametric representation (with all Feynman parameters ranging from zero to infinity) for $B_{[+]}$ has the form:

$$B_{[+]}(p^2_T, r) = \frac{\Gamma(2 + \varepsilon)(\mu^2)^\varepsilon}{r_T} \int_0^\infty dx_1(1 + x_1)^{2\varepsilon} \int_0^\infty dy_2 \int_{y_2}^{y_2/r} \frac{dy_3}{y_3^{1-r^2}} \left[ x_1p^2_T + y_2y_3 \right]^{-2-\varepsilon},$$

where we have made the change of variables $y_2 = x_2 + r x_3$, $y_3 = x_3 + r x_2$ with Jacobian $1/(1-r^2)$ in the original parametric representation. Taking the integral over $y_3$ one obtains, that $B_{[+]} = (J(r) - \Gamma(1/r))/(1-r^2)$, with:

$$J(r) = \frac{\Gamma(2 + \varepsilon)(\mu^2)^\varepsilon}{r_T(1 + \varepsilon)} \int_0^\infty dx_1(1 + x_1)^{2\varepsilon} \int_0^\infty \frac{dy_2}{y_2^{1-\alpha}} (p^2_T x_1 + r y_2^2)^{-1-\varepsilon},$$

where we have introduced intermediate regulator $\alpha > 0$, dependence on which should cancel between $J(r)$ and $\Gamma(1/r)$. Intermediate regularization is needed since integral $B_{[+]}$ converges only if the range of integration over $y_3$ is finite. But we wish to represent integral over finite range in $y_3$ as difference of two integrals $J(1/r)$ and $J(r)$ with $y_3$ extending to $+\infty$, so the intermediate regularization is necessary to make $J(r)$ well-defined. Integral $J(r)$ is easily calculated in terms of $\Gamma$-functions and the poles in $\alpha$ indeed cancel.
between $J(r)$ and $J(1/r)$ leading to the simple answer: $B_{(+)}(p_T^2, r) = (\mu^2/p_T^2)^2 \log r/p_T^2$, which after substitution to the analytic continuation formula (29) leads to

$$B_{(+)}(p_T^2) = \frac{1}{p_T^2(1-r^2)} \frac{2 \log r}{r^2}. \tag{30}$$

Another integral with logarithmic rapidity divergence, which was identified in Sec. [2], is the integral with one external Reggeon line and three quadratic propagators:

$$C_{(-)}(t_1, Q^2, q^-) = \int \frac{d^4l}{t^2(q_1 + l)^2(q_1 + q + l)^2} \left[ (1 + O(r))x_1 + x_3(x_2q_- + r x_3) \right]^{-2-\epsilon},$$

where $t_1 = -q_1^2, Q^2 = -q^2, (q + q_1)^2 = 0$ and $r q_1 = 0$. We will first consider the case when $Q^2 = 0$, then on-shell condition for $q + q_1$ together with modified kinematic constraint for $q_1$ is satisfied by $q_1^2 = t_1/q_- + t_1^2 r/q_1^2 + O(r^2)$, $q_1^2 = -r q_1$, and parametric representation for $C_{(-)}$ with Euclidean pole prescription takes the form:

$$C_{(-)} = -\frac{\Gamma(2+\epsilon)(\mu^2)^\epsilon}{r_1} \int_0^\infty dx_1 dx_2 dx_3 \left[ (1 + x_1 + x_2)^2 \left( t_1 + O(r) \right) x_1 + x_3(x_2q_- + r x_3) \right]^{-2-\epsilon},$$

where $O(r)$-corrections to $t_1$ are independent on Feynman parameters and can be neglected, since they lead only to $O(r)$ corrections to the integral. Integral with PV-prescription is obtained from this integral as:

$$C_{(-)}(t_1, Q^2, q_-) = \frac{1}{2} \left[ C_{(-)}(t_1, Q^2, q_- - i \epsilon) - C_{(-)}(t_1, Q^2, -q_- - i \epsilon) \right]. \tag{31}$$

Anti-symmetrization of the integral $C_{(-)}$ w.r.t. light-cone component $q_-$ in Eq. (31) can be understood as anti-symmetrization of the full amplitude w.r.t. the substitution $s \leftrightarrow -s$ and therefore the PV pole prescription indeed projects-out the part with definite signature from the amplitude. Integral $C_{(-)}$ can be straightforwardly expanded in $r \ll 1$ using one-fold Mellin-Barnes representation, which is not the case for parametric integral, obtained without modified kinematic constraint. Then the result with PV prescription is obtained using Eq. (31):

$$C_{(-)}(t_1, 0, q^-) = \frac{1}{q_1} \left( \frac{r_1^2}{t_1} \right) \frac{1}{\epsilon} \left[ \log r + i \epsilon - \log \frac{q_-}{t_1} - \psi(1+\epsilon) - \psi(1) + 2 \psi(-\epsilon) \right] + O(r^{1/2}). \tag{32}$$

This integral was first calculated in Ref. [10].

To find the $Q^2$-dependence of $C_{(-)}$ we will use the observation of Sec. [2] that derivative of it w.r.t. any scale will not contain rapidity divergence. Introducing parameter $X = Q^2/t_1$, taking the derivative of parametric representation w.r.t. $X$ and setting $r = 0$ we obtain:

$$\frac{\partial C_{(-)}}{\partial X} \bigg|_{r=0} = t_1 \mu^2 \frac{\Gamma(3+\epsilon)}{r_1} \int_0^\infty dx_1 dx_2 dx_3 x_1(1 + x_1 + x_2)^2 \left[ t_1 x_1(x_2 + X) + q_- x_3 \right]^{-2-\epsilon}. \tag{33}$$

This integral can be straightforwardly taken by direct integration over $x_1, x_2$ and $x_3$. Introducing the function $I(X) = t_1 q_-(\frac{r_1^2}{t_1})^{-2-\epsilon} [C_{(-)}(X) - C_{(-)}(X = 0)]$, with the boundary condition $I(0) = 0$ one obtains:

$$\frac{\partial I}{\partial X} = \frac{2X^{1-\epsilon}}{\epsilon} - \frac{2}{\epsilon} \frac{1 - X^{-\epsilon}}{1 - X},$$

from where we find

$$I(X) = \frac{2X^{-\epsilon}}{\epsilon^2} - \frac{2}{\epsilon} \int_0^X \frac{(1 - x^{-\epsilon}) dx}{1 - x} = -\frac{2X^{-\epsilon}}{\epsilon^2} + 2 \left[ -\text{Li}_2(1 - X) + \frac{\pi^2}{6} \right] + O(\epsilon).$$
Leading \( r \)-dependence of the integral \( C_{(-)} \) also contains the term \( O(r^{-1}) \). This term is invisible for the analysis above, because integral for \( \partial C_{(-)}/\partial X \) converges at \( \epsilon < 0 \) and this term vanishes for such \( \epsilon \) in the limit \( r \to 0 \). As in the case of \( B_{(-)} \)-integral, this term can be calculated via resummation of a series of poles in the double Mellin-Barnes representation for the integral with \( r \neq 0 \). Up to a sign and dimensional factor \( O(r^{-\epsilon}) \) contribution to \( C_{(-)} \) coincides with similar contribution to Eq. (27): \( -\Delta B_{(-)}(Q^2,q_-)/t_1 \), so that final result for \( C_{(-)} \) at arbitrary values of \( Q^2 \) takes the form:

\[
C_{(-)}(t_1, Q^2, q_-) = C_{(-)}(t_1, Q^2 = 0, q_-) + \left( \frac{\mu^2}{t_1} \right)^{\epsilon} \int \frac{dQ^2}{q_- t_1} - \frac{1}{t_1} \Delta B_{(-)}(Q^2, q_-) + O(r^{1/2}). \tag{33}
\]

Numerical cross-check of Eq. (33) is more involved, because the parametric representation for this integral is three-fold and \( \Delta B_{(-)} \) contribution introduces the \( 1/\epsilon^2 \) pole. To numerically calculate an exact \( r \)-dependence of \( C_{(-)} \) to all orders in \( \epsilon \), we have implemented the sector-decomposition algorithm \cite{29}. The integral in front of \( 1/\epsilon^2 \) was calculated analytically and this contribution was subtracted from analytic result (33) for comparison with numerical results. Numerically, with the help of the regular algorithm CUHRE of the CUBA library \cite{28}, we have calculated the exact \( \epsilon \)-dependence and \( r \)-dependencies only for \( O(1/\epsilon) \) and finite parts of the integral \( C_{(-)} \). It was found, that difference between analytic result (33) with \( O(1/\epsilon^2) \) contribution subtracted and numerical results indeed scales as \( O(r^{1/2}) \) for sufficiently small \( r \), which confirms Eq. (33).

4. One-loop correction to the \( Q\gamma^*q \)-vertex

4.1. Calculation of the correction, cancellation of power divergences

In this section we will calculate the one-loop correction \( \Gamma^{(1)} \) to the \( Q\gamma^*q \)-vertex with the off-shell photon. It is given by EFT diagrams (1 - 3) in the Fig. 3. We will denote incoming momentum of Reggeized quark as \( q_1, q_1^2 = -t_1, q_1 = 0 \), incoming momentum of the photon as \( q : q^2 = -Q^2 \) and outgoing quark is on-shell: \( (q + q_1)^2 = 0 \), so we will consider projection of this vertex on the on-shell spinor of QCD quark. To simplify the kinematics, we work in the reference frame, where off-shell photon have no transverse momentum and “large” \( q_- \gg Q^2 \), so it’s virtuality is given by \( q^2 = q_+ q_- = -Q^2 \).

The expressions for diagrams (1-3) are:

\[
\mathcal{M}^{(1)}_{\mu,ij} = ee_g^2 C_F \delta_{ij} \int d^4l \frac{u(q + q_1)\gamma_\mu \tilde{q}_1 \gamma^\rho (q_1 + \hat{l}) \Gamma^{(0)}_{\mu\rho}(q_1, l) \hat{P}_+}{q_1 t^2 (q_1 + l)^2}, \tag{34}
\]

\[
\mathcal{M}^{(2)}_{\mu,ij} = ee_g^2 C_F \delta_{ij} \int d^4l \frac{u(q + q_1)\gamma_\rho (q_1 + \hat{l}) \gamma_\mu \tilde{q}_1 \Gamma^{(0)}_{\mu\rho}(q_1, l) \hat{P}_+}{(q_1 + q + l)^2 (q_1 + l)^2}, \tag{35}
\]

\[
\mathcal{M}^{(3)}_{\mu,ij} = ee_g^2 C_F \delta_{ij} \int d^4l \frac{u(q + q_1)\gamma_\rho (q_1 + \hat{l}) \Gamma^{(0)}_{\mu\rho}(q_1, l) \hat{P}_+}{(q_1 + q + l)^2 (q_1 + l)^2}, \tag{36}
\]

where \( i \) and \( j \) are color indices of quarks, \( C_F = (N_c^2 - 1)/2N_c \), \( \Gamma^{(0)}_{\mu\rho} \) is the regularized \( Q_+ gg \)-vertex \cite{16}, \( Q_+ gg \)-vertex \( \Gamma^{(0)}_{\mu\rho}(q_1, l) = -q_1 (\tilde{q}_1 \tilde{\gamma}_\rho / q^- l^-) \) can be derived from the \( Q_+ gg \)-vertex of the Lagrangian \cite{15} and projector \( \hat{P}_+ \) \cite{9} enforces constraint \cite{8} for the Dirac structure of \( Q_+ \)-field.
For evaluation of diagrams (1 – 3) we reduced tensor loop integrals down to scalar ones. Diagrams (1) and (2) can be separated into “standard” and “Eikonal” parts, where the latter contains Eikonal denominator [\tilde{l}^\mu]. The diagram (3) has only Eikonal part. Tensor reduction of standard parts can be performed by usual methods and tools, e.g. by routines of the FeynCalc package [61]. Tensor reduction of integrals containing Eikonal denominator is completely analogous to this procedure, except, that now integrand depends also on vector \( \tilde{n}^\mu \), so this vector has to be added to the ansatz for the tensor structure. For example, for the rank-one three-point integral one has:

\[
\int \frac{d^4l \cdot l^n}{D_1 D_2 D_3 D_4} = c_1 \cdot (q_1 + q)^n + c_2 \cdot q_\mu^n + c_3 \cdot \tilde{n}^\mu n,
\]

where \( D_1 = (q_1 + q + l)^2, D_2 = (q_1 + l)^2, D_3 = l^2, D_4 = \tilde{l}^\mu \). Contracting Eq. (37) with linearly-independent vectors which form the decomposition in the r.h.s. of this equation, one obtains system of linear equations for coefficients \( c_i \). The r.h.s. of this system consists of linear combinations of integrals with scalar products in the numerator. All these scalar products can be expressed in terms of denominators \( D_i \), thus leading to linear combinations of integrals with some denominators canceled. Hence, solving the linear system for \( c_i \) one expresses them as linear combinations of scalar integrals with the same set denominators \( \{D_i\} \) or it’s subsets. At some stages of tensor reduction it is necessary to make shifts of the loop momentum by \( q_1 \) to restore \( l^2 \) denominator. We assume, that Eikonal denominator is insensitive to this shifts: \( \tilde{l}^\mu \rightarrow \tilde{n}^\mu (l \pm q_1) = \tilde{l}^\mu \) due to modified kinematic constraint.

In case of the three-point function, the determinant of above-mentioned linear system (Gram determinant) is nonzero for \( r \rightarrow 0 \), so one can simplify the numerator of diagram (2), ignoring all \( O(r) \) terms. This is also the case for diagram (3) but not for diagram (1) for which the Gram determinant is equal to \(-4t_1 r + O(r^2)\), so in this case one has to keep \( O(r) \) terms in the numerator.

The sum of three diagrams can be expressed as:

\[
\mathcal{M}^{(1)} + \mathcal{M}^{(2)} + \mathcal{M}^{(3)} = ice_\gamma \bar{u}(q + q_1)\Gamma^{(1)}_{\mu\nu}(q_1, q),
\]

where one-loop correction to \( Q\gamma^\mu q \) vertex \( \Gamma^{(1)}_{\mu\nu}(q_1, q) \) is naturally decomposed as:

\[
\Gamma^{(1)}_{\mu\nu}(q_1, q) = C[\Gamma^{(0)}_{\mu\nu}(q_1, q)] + C[\Delta^{(1)}_{\mu\nu}(q_1, q)] + C[\Delta^{(2)}_{\mu\nu}(q_1, q)],
\]

where \( \Delta^{(1)}_{\mu\nu}(q_1, q) = \frac{\bar{\gamma}_\nu}{q} \left( n_\mu^\nu - \frac{2q_\mu q_\nu}{q^2} \right) \) and \( \Delta^{(2)}_{\mu\nu}(q_1, q) = \frac{\bar{\gamma}_\nu}{q} \left( n_\mu^\nu - \frac{q_\mu}{q} \right) \). All three Dirac structures satisfy the QED Ward identities: \( q_\mu \Gamma^{(0)}_{\mu\nu}(q_1, q) = 0, q_\mu \Delta^{(1)}_{\mu\nu}(q_1, q) = 0, q_\mu \Delta^{(2)}_{\mu\nu}(q_1, q) = 0 \), but only \( \Gamma^{(0)}_{\mu\nu} \) and \( \Delta^{(1)}_{\mu\nu} \) where found for the case of real photon in Ref. [44]. The structure \( \Delta^{(2)}_{\mu\nu} \) contributes only for non-zero \( Q^2 \) because coefficient in front of it decreases as \( O(Q^2) \). Also, it doesn’t contribute to the \( F_2 \) structure function of DIS.

Coefficients in front of independent gauge-invariant structures are linear combinations of the following eight scalar integrals

\[
B(q), \quad B(q_1), \quad A_{[-]}(q), \quad B_{[-]}(q), \quad B_{[-]}(q_1), \quad B_{[-]}(q + q_1),
\]

where we have introduced a short-hand notation for the standard one-loop bubble and triangle integrals of Ref. [57]: \( B(q) = B(-q^2) = I^2_P(q^2; 0, 0), C(-q^2, -q^2) = I^3_P(0, q^2, q^2; 0, 0, 0) \). Expressions for the coefficients in terms of scalar integrals look as follows:

\[
C[\Gamma] = -\frac{\alpha_s C_F}{4\pi} \frac{1}{2} \left\{ \frac{[(d - 8)Q^2 + (d - 6)t_1]B(t_1) - 2(d - 7)Q^2 B(Q^2)}{Q^2 - t_1} - 2 \left[ (Q^2 - t_1)C(t_1, Q^2) - q_\nu \left( t_1 A_{[-]}(t_1, Q^2, -q_\nu) + (B_{[-]}(q) - B_{[-]}(q + q_1)) \right) \right] \right\},
\]

\[
C[\Delta^{(1)}] = -\frac{\alpha_s C_F}{4\pi} \frac{Q^2 + t_1}{2(Q^2 - t_1)^2} \left\{ \frac{\left[ [(d - 2)Q^2 - (d - 4)t_1]B(t_1) - 2Q^2 B(Q^2) \right]}{(Q^2 - t_1)^2} \right\},
\]

\[
C[\Delta^{(2)}] = -\frac{\alpha_s C_F}{4\pi} \frac{Q^2}{(Q^2 - t_1)^2} \left\{ \frac{\left[ [(d - 6)t_1 - (d - 8)Q^2]B(Q^2) + 2(t_1 - 2Q^2)B(t_1) \right]}{(Q^2 - t_1)^2} \right\},
\]
were \( \hat{\alpha}_s = \frac{\mu^{-2s} e^2}{(4\pi)^2} r_T \) is the dimensionless strong-coupling constant, and Gram-determinant singularity at \( t_1 = Q^2 \) cancels if one substitutes expressions for scalar integrals.

We observe the following pattern of cancellations of power rapidity divergences in the coefficients \( C[\cdots] \).

The coefficient in front of most singular integral \( A_2[-1] \) simplifies to zero if projector \( \tilde{P}_+ \) in Eqs. (34) – (36) is in its place, otherwise contribution of this integral is nonzero. The same cancellation happens with the coefficient in front of \( B_2[-2] \) and \( B_2[-1](q + q_1) \) are contained only in \( C[\Gamma] \) and coefficients in front of them are equal and opposite in sign, again if the projector \( \tilde{P}_+ \) is present. This means, that \( O(r^\epsilon) \) terms in Eq. (27) cancel between integrals \( B_2[-1](q + q_1) \) and \( B_2[-1](q) \), and only \( Q^2 \)-dependent reminder of the latter integral is left. Apart from the \( r \)-independent term, above-mentioned reminder contains the term \( \Delta B_2[-1](Q^2, q^-) (28) \) which is \( O(r^{-\epsilon}) \). Since, the integral \( B_2[-1](q) \) stands together with \( C_2[-1](t_1, Q^2, q^-) \) in a combination \( t_1 C_2[-1](t_1, Q^2, q^-) + (B_2[-1](q) - B_2[-1](q + q_1)) \) (see Eq. (38)), the \( \Delta B_2[-1](Q^2, q^-) \)-term cancels between this two integrals due to Eq. (33). As a result, no power divergences or \( O(r^{2\epsilon}) \)-terms is left and the only rapidity divergence in one-loop correction to the \( \Gamma^{(0)} \) vertex is \( O(\log r) \)-divergence from integral \( C_2[-1] \).

In particular, this fact means that \( O(\log^2 r) \) terms which would show-up if we have expanded all integrals in \( \epsilon \), should cancel-out. One should check such cancellation also in the approach of Ref. [56].

Substituting explicit exact in \( \epsilon \) results for Feynman integrals, one can take the limit \( Q^2 \rightarrow 0 \) for \( \epsilon < 0 \) and reproduce our results for on-shell photon case [14], also our answer in this limit can be related with the results of Ref. [62] for the one-loop correction to \( Q_2 q q \)-vertex, obtained from QCD, however in this paper, gluon is on-shell, while quark is massive. After substitution of explicit expressions for scalar integrals and expansion in \( \epsilon \), coefficients take the form:

\[
C[\Gamma] = -\frac{\alpha_s C_F}{4\pi} \left\{ \frac{e^2}{c^2} + \frac{L_1 + \frac{1}{\epsilon}}{\epsilon} + \left( \frac{1}{\epsilon} + \log \frac{\mu^2}{t_1} \right) (\log \tilde{r} + i\pi) \right\} + \left\{ -2Li_2 \left( 1 - \frac{Q^2}{t_1} \right) + \frac{L_1}{2} - \frac{L_2^2}{2} - \frac{2(Q^2 + t_1)L_2}{Q^2 - t_1} - \frac{\pi^2}{6} + 3 \right\} + O(r, \epsilon),
\]

(41)

\[
C[\Delta^{(1)}] = -\frac{\alpha_s C_F}{4\pi} \left( \frac{Q^2 + t_1)(Q^2(L_2 - 1) + t_1) + O(r, \epsilon) \right),
\]

(42)

\[
C[\Delta^{(2)}] = -\frac{\alpha_s C_F}{4\pi} \left( \frac{2Q^2(Q^2 - t_1) - (2Q^2 - t_1)L_2}{(Q^2 - t_1)^2} \right) + O(r, \epsilon),
\]

(43)

where \( L_1 = \log(\mu^2/Q^2) \), \( L_2 = \log(Q^2/t_1) \) and \( \tilde{r} = rQ^2/q^2 \).

The results obtained above can be used to compute one-loop correction to the partonic coefficient of \( F_2 \) DIS structure function in PRA. In this approach, one-loop correction to the partonic tensor, corresponding to subprocess \( Q_3(q_1) + \gamma^*(q) \rightarrow q \) has the form (see e.g. Eq. (5) in Ref. [36]):

\[
\hat{w}^{(1)}_{\mu
u} = \frac{e^2 q^2}{2} \cdot 2 \text{Re} \text{ tr} \left[ (\hat{q} + \hat{q}_1) \Gamma^{(1)}_{\mu\nu} \hat{n} - \hat{n} \Gamma^{(0)}_{\mu\nu} \right],
\]

where factor 1/2 stands for the averaging over quark’s spin. Projecting this tensor on the \( F_2 \) structure function, and dividing by the \( d \)-dimensional Born result for the partonic coefficient, one obtains the following expression for the one-loop correction factor to DIS partonic coefficient in PRA:

\[
C_{2g}(Q^2, t_1, \tilde{r}) = \frac{\alpha_s C_F}{2\pi} \left\{ \frac{-1}{c^2} - \frac{1 + L_1}{\epsilon} - \left( \frac{1}{\epsilon} + \log \frac{\mu^2}{t_1} \right) \log \tilde{r} \right\} + \left( \frac{\pi^2}{6} - 2 - L_1 \right) + \frac{L_2^2 - L_1^2}{2} + 2Li_2 \left( 1 - \frac{Q^2}{t_1} \right) - \frac{1}{(Q^2 - t_1)^2} \left[ (Q^2 - t_1) + (t_1^2 - 2Q^2)L_2 \right] + O(r, \epsilon)
\]

(44)

This result will be used for the calculation of \( F_2 \) structure function at NLO in PRA. This calculation will allow us to arrange the scheme of NLO calculations in PRA in such a way, that for single-scale observables, such as \( F_2 \), PRA will reproduce the NLO results in Collinear Parton Model up to higher-order in \( \alpha_s(Q^2) \) and higher-twist terms, see Refs. [18] [37] for more details.
4.2. One Reggeon exchange. Comparison with QCD

To check the result obtained above and demonstrate the self-consistency of EFT [31, 32] we will compare Multi-Regge limit of specific one-loop QCD amplitude with results obtained from EFT. To work with the scalar quantity, we will consider the interference between one-loop and tree-level amplitude of the subprocess:

$$\gamma^*(q) + \gamma(P) \rightarrow q(q + q_1) + q(P - q),$$

with massless quarks, projected on the $F_2$ structure-function for the indices of the off-shell photon.

For convenience, we will work in the center of mass frame of momenta $P$ and $q$. In terms of usual Bjorken variable $x_B = Q^2/2(Pq)$, light-cone components of $P$ and $q$ can be expressed in this frame as:

$$q^+ = -x_B P_+, \quad q^- = \frac{Q^2}{x_B P_+}, \quad q_T = 0; \quad P_+ = \sqrt{\frac{Q^2}{x_B(1 - x_B)}}, \quad P_- = P_T = 0,$$

so that in the MRK limit $x_B \rightarrow 0$: $P^+ \rightarrow \infty$, $q^- \rightarrow \infty$, while $q^+ \rightarrow 0$. First, using FeynArts [63] and FeynCalc [64] we calculate the interference of one-loop amplitude of the process (45), given by diagrams in the left panel of Fig. 4, with its tree-level counterpart. We contract the indices of real photon, while indices of virtual photon we project on the $F_2$ structure-function, using the projector:

$$P^\nu_2 = \frac{Q^2}{(d - 2)(Pq)} \left[ -g^{\mu\nu} + Q^2(d - 1)\frac{P_\mu P_\nu}{(Pq)^2} \right].$$

Then we divide-out the $d$-dimensional Born result and expand obtained expression in the limit $x_B \rightarrow 0$ (after expansion in $\epsilon$), the leading term of this expansion is:

$$F_{2}^{(1,QCD)}(Q^2, t_1, x_B) = \frac{\alpha_s C_F}{4\pi} \left\{ -\frac{2}{\epsilon^2} - \frac{3}{\epsilon} - \frac{2L_1}{\epsilon} + \left(\frac{2\pi^2}{3} - 7 - L_1^2 - 3L_1\right) + \left(\frac{1}{\epsilon} + \log \frac{\mu^2}{t_1}\right) \left(\log \frac{1}{x_B^2} - 2\pi i\right) + L_2^2 + 2L_2 \left(1 - \frac{Q^2}{t_1}\right) - \frac{1}{(Q^2 - t_1)^2} \left[ Q^2(Q^2 - t_1) + (3t_1^2 - 4Q^2t_1)L_2 \right] \right\} + O(\epsilon, x_B),$$

and it should be predicted by EFT.

In this section we will consider the EFT-contribution to the MRK limit of amplitude of the process (45) with one Reggeon in $t$-channel. It can be constructed from three contributions (right panel of Fig. 4):

$$\mathcal{M}_{\mu\rho}^{(t,\perp)} = -i\bar{u}(q + q_1)\Gamma^{(t)}_{\mu\rho} \hat{q}_1 \gamma^{(0)}_{\mu\rho} v(P), \quad \mathcal{M}_{\mu\rho}^{(1,\perp)} = -i\bar{u}(q + q_1)\Gamma^{(0)}_{\mu\rho} \hat{q}_1 \gamma^{(1)}_{\mu\rho} v(P),$$

$$\mathcal{M}_{\mu\rho}^{(t,\Sigma)} = \bar{u}(q + q_1)\Gamma^{(t)}_{\mu\rho} \sum(q_1) \hat{q}_1 \gamma^{(0)}_{\mu\rho} v(P), \quad \mathcal{M}_{\mu\rho}^{(0)} = -i\bar{u}(q + q_1)\Gamma^{(0)}_{\mu\rho} \hat{q}_1 \gamma^{(0)}_{\mu\rho} v(P),$$
where \( \mathcal{M}_{\mu \nu}^{(1,+)} \) is the contribution of one-loop correction to the \( Q_+ \gamma^* q \)-vertex, \( \mathcal{M}_{\mu \nu}^{(1,-)} \) is the contribution of the one-loop correction to the \( Q_- \gamma q \)-vertex and \( \mathcal{M}_{\mu \nu}^{(1,\Sigma)} \) is the one-loop correction to the propagator of Reggeized quark \( \Sigma(q_1) \) (diagram (4) in the Fig. 4), which is related with the integral \( \text{[49]} \) and is given in Eq. (16) of Ref. \[44\]. The tensor, describing interference of one-loop and tree-level amplitudes for the one-Reggeon contribution in the EFT can be decomposed as:

\[
W_{\mu \nu}^{(1,Q)} = W_{\mu \nu}^{(1,+)} + W_{\mu \nu}^{(1,-)} - W_{\mu \nu}^{(1,\Sigma)},
\]

where \( W_{\mu \nu}^{(1,+)} = \sum_{\text{spins}} [1 \otimes -] g_{\mu \rho} \mathcal{M}_{\rho \nu}^{(0)} \) and so on.

The minus sign in front of the self-energy contribution in Eq. (47) appears due to the necessity to “localize” one-loop corrections to effective vertices in rapidity \([41, 42, 43, 44]\). As it was noted in the end of Sec. 4 our regularization for rapidity divergences in real corrections acts as a smooth cutoff at rapidities \( \pm \log(1/r)/2 \). It is instructive to extend this point of view also to the case of virtual corrections. Then the following picture emerges. Rapidity of the loop momentum in the “backward” \( \Gamma_{+\mu}^{(1)} \)-vertex is naturally bounded from below by some scale \( \sim \log q_+/\sqrt{T_1} \), while, due to regularization of \( 1/l^- \)-pole, it is also bounded from above by \( \log(1/r)/2 \). For the “forward” vertex situation is reversed: rapidity of the gluon in the loop is bounded from below by the natural rapidity scale of this vertex \( \sim \log P_s/\sqrt{T_1} \) while from below it is cut-off by \( -\log(1/r)/2 \) due to regularization of \( 1/l^+ \) pole. Finally for the “central” contribution, which is given by Reggeized quark self-energy, containing both poles, rapidity of momentum in the loop is bounded from below by \( -\log(1/r)/2 \) and from above by \( \log(1/r)/2 \). To make logarithmic divergences cancel we should remove double counting of the region \( -\log(1/r)/2 \leq y \leq \log(1/r)/2 \) from contributions of “forward” and “backward” vertices, i.e. we should subtract the central contribution from each of them. In total, we are subtracting \( 2W_{\mu \nu}^{(1,\Sigma)} \) and adding back \( W_{\mu \nu}^{(1,+)} \), thus we get a minus sign in front of this contribution in Eq. (47). As a result of this procedure, logarithmic rapidity divergences cancel between “forward”, “backward” and “central” contributions and we are left with \( r \)-independent result for \( W_{\mu \nu}^{(1,Q)} \). Projecting it on the \( F_2 \) structure-function and discarding \( O(x_B) \)-terms we exactly reproduce the real part of QCD result \( \text{[40]} \), while the imaginary part of QCD result is twice as large as imaginary part of one-Reggeon exchange (Regge-pole) contribution \( \text{[47]} \). The reason for this mismatch is that one-Reggeon exchange diagrams, which we have taken into account, are responsible only for the positive-signature part of the amplitude of the process \( \text{[45]} \), while the part with negative signature is given by diagrams with two Reggeons in \( t \)-channel, as it will be shown in the next section.

### 4.3. Two Reggeon exchange. Imaginary part

In the EFT \[41, 42\], negative-signature part of the amplitude of the process \( \text{[45]} \) at the order we considering is given by two-Reggeon contribution, depicted diagrammatically in the Fig. 4. This quantity naturally factorizes into a product of two impact-factors, connected by propagators of Reggeized quark and gluon:

\[
\mathcal{M}_{\mu \rho}^{(QR)} = \frac{g^2 C_F}{2} (ce_q)^2 \int \frac{d^{d-2}l}{(2\pi)^d} A_{\mu}^{(1)}(l) \tilde{A}_{\rho}^{(1)}(l) \tilde{P}_l = \frac{1}{P_{\mu}^2},
\]

where an overall factor \( 1/2 \) comes from the propagator of Reggeized gluon \( \text{[43]} \). In Eq. (48) we have decomposed loop-momentum integration measure as \( d^d l = d^{d-2}l_T (dl_+ dl_-)/2 \) and moved integrations over light-cone components \( l_+ \) and \( l_- \) into the corresponding impact-factors.

The impact-factor \( A_{\mu} \) is given by three diagrams, shown in the Fig. 5. Contribution of the diagram (1) is:

\[
A_{\mu}^{(+,1)} = \int_0^\infty d\tilde{l}_- d\tilde{l}_+ \tilde{l}_+^2 \left( q_+^2 + q_1^2 \right) \tilde{l}_+ = \left( 1 + i \varepsilon \right) \Gamma_{+\mu}^{(0)}(l, q) \tilde{P}_+,
\]

\[\text{[47]}\]

---

\[\text{[48]}\]The same is true for imaginary part of amplitude studied in our Ref. \[44\]. In Eq. (21) of this reference, the imaginary part of one-Reggeon exchange amplitude is written and our statement that it accounts for the full imaginary part of the amplitude is wrong. Instead one should consider also two Regge exchange diagrams as we do in Sec. [45].
Figure 5: Factorization of two-Reggeon contribution into a product of impact-factors, connected by Reggeon propagators (left panel) and the structure of impact-factor $A_+$ (right panel). Impact-factor $A_-$ contains diagrams of the same topology, up to $+ \leftrightarrow -$ exchange.

where the first factor $\hat{n}_-$ in the numerator has come from the $R_+ q\bar{q}$-vertex: $iT^b \gamma^\rho \cdot (-i/q^2) \cdot \Delta^{ab}_\rho(q) = -iT^a \hat{n}_-$ and due to the MRK kinematic constraint, the $l^-$-component of the loop momentum does not propagate into $A_+$ impact-factor so denominator of the quark propagator does not depend on it. The numerator of $A_+$ simplifies into

$$2q - \bar{u}(q + q_1) \hat{P}_+ \gamma_{\mu} \hat{P}_+ = 2q - \bar{u}(q + q_1) \Gamma^{(i)}_{+\mu}(q_1, q) \hat{P}_+,$$

so it doesn’t depend neither on $l^+$ nor on $l_T$, so for the contribution of the first diagram we obtain the representation:

$$A^{(+1)}_\mu = \left( \bar{u}(q + q_1) \Gamma^{(i)}_{+\mu}(q_1, q) \hat{P}_+ \right) \int_{-\infty}^{+\infty} \frac{i \sqrt{2} \, dl_+}{l_+ - 1/\gamma_T^2 + i\varepsilon}, \quad (49)$$

which is ill-defined by itself and become convergent only when combined with other diagrams in the Fig. 5.

Contribution of the diagram (2) in the Fig. 5 is equal to zero, because the $Q_+ qR_+$-vertex:

$$\Delta_\mu \rho (q_1 - l) \left( \frac{-i g^{\rho\sigma}}{(q_1 - l)^2} \Gamma^{(i)}_{+\sigma}(l, q_1 - l) \hat{P}_+ \right) = 0.$$

Finally we have to “localize in rapidity” the impact-factor $A_+$ to avoid double-counting with the Regge-pole (positive-signature) contribution. To this end we subtract diagram (3) in the Fig. 5 from the impact-factor. Similar procedure applies e.g. in case of $qR_+ R_+ q$ impact-factor (see Sec. 3.2 of Ref. 64) where analogous subtraction removes the double counting between the contribution with two Reggeized-gluons in $t$-channel (positive signature) and one Reggeized gluon contribution (negative signature). The diagram (3) gives:

$$A^{(+3)}_\mu = -i \int_{-\infty}^{+\infty} \frac{dl_+}{\sqrt{2}} \bar{u}(q + q_1) \Gamma^{(i)}_{+\mu}(q_1, q) \hat{P}_+ \frac{\hat{q}_1}{q_1^2} \hat{P}_+ \Gamma^{(i)}_{+\mu}(l, l - q_1, -q_1) \hat{P}_+ \label{eq:3}$$

$$= \left( \bar{u}(q + q_1) \Gamma^{(i)}_{+\mu}(q_1, q) \hat{P}_+ \right) \int_{-\infty}^{+\infty} \frac{i \sqrt{2} \, dl_+}{[l^+ - q_1^+]}, \quad (50)$$

where the $Q_+ R_+ Q_-$ vertex $\hat{P}_+ \Gamma^{(i)}_{+\mu}(q_1, q_2, q_3) \hat{P}_+$ is obtained from $Q_+ gQ_-$-vertex $\hat{P}_+ \Delta_\mu \rho(q_2) \times \frac{-ig^{\rho\sigma}}{q_2^2} \times \Gamma^{(i)}_{+\sigma}(q_1, q_2, q_3) \hat{P}_+$ as $\hat{P}_+ \Delta_\mu \rho(q_2) \times \frac{-ig^{\rho\sigma}}{q_2^2} \times \Gamma^{(i)}_{+\sigma}(q_1, q_2, q_3) \hat{P}_+ = 2\hat{q}_3 \gamma_T / [l_+].$ Combining Eq. (49) and (50) together one obtains:

$$A^{(+)}_\mu = A^{(+1)}_\mu - A^{(+3)}_\mu = \left( \bar{u}(q + q_1) \Gamma^{(i)}_{+\mu}(q_1, q) \hat{P}_+ \right) \int_{-\infty}^{+\infty} \frac{i \sqrt{2} \, dl_+ (l_+ - q_1^+)}{(l_+ - 1/\gamma_T^2 + i\varepsilon)(l_+ - q_1^+ + i\varepsilon)(l_+ - q_1^+ - i\varepsilon)} \times \pi \sqrt{2},$$

$$\pi \sqrt{2},$$
which is independent on $l_T$. Analogously for the second impact-factor one obtains

$$A^{(-)}_{\mu} = \left( P_+ \Gamma^{(0)}_{\mu}(-q_1, P) v(P - q_1) \right) \times (-\pi \sqrt{2}),$$

so for the two-Reggeon contribution we have:

$$\mathcal{M}^{(QR)}_{\mu\rho} = \mathcal{M}^{(0)}_{\mu\rho} \frac{g^2 C_F}{2} \int \frac{d^{d-2}l_T}{(2\pi)^d} \frac{l_T q_T (-2i\pi^2)}{(q_T - l_T)^2} = \mathcal{M}^{(0)}_{\mu\rho} \times (-i\pi) \frac{\bar{\alpha}_s C_F}{4\pi} \frac{1}{\epsilon} \left( \frac{\mu^2}{q_T^2} \right)^\epsilon,$$

which gives exactly the half of imaginary part of expression (46), missing in the Regge-pole contribution (47).

5. Conclusions

In the present paper the one-loop correction to effective vertex of interaction of the off-shell photon with one Reggeized and one QCD quark has been computed using the formalism of gauge-invariant EFT for Multi-Regge processes in QCD [31, 32] (Sec. 4) with "tilted Wilson lines" prescription for regularization of rapidity divergences. For this sake, scalar integrals $C_{\text{-}}$ and $R_{\text{-}}$ with additional scales of virtuality has been computed for the first time. Consistency of the result has been verified by comparison with Regge limit of $\gamma^*\gamma \rightarrow q\bar{q}$-amplitude in Sec. 1.2 and two-Reggeon contribution has been studied in the Sec. 4.3. These results will be instrumental in development of Parton Reggeization Approach [45, 46, 47] or other techniques of NLO calculations in $k_T$-factorization [56] and serve as a nontrivial cross-check of the formalism of effective action for Reggeized quarks [32] for the case of amplitudes containing more than one scale of virtuality.
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Appendix : Higher-order induced vertices from the Hermitian Reggeon-gluon interaction

In the Ref. [49] the pole-prescription for higher-order induced vertices has been proposed, satisfying the following properties: the $R_\pm g \ldots g$ induced vertex should be Bose-symmetric w.r.t. QCD gluons and should not depend on a sign of $\varepsilon$ in the $i\varepsilon$ prescription. The latter property ensures that the single-Reggeon exchange in the EFT indeed possesses a definite signature. In this appendix we will show, that effective vertices, which can be derived from the Hermitian $Rg$-Lagrangian [10] satisfy both properties. In a moment we do not have the general proof of this statement, so we check it for $O(g_\gamma^2)$ and $O(g^4)$ induced vertices.

Above we have shown, that Lagrangian [10] automatically leads to the PV-prescription for the Eikonal pole in the the $R_+ gg$ vertex. The $R_+ gg$ and $R_+ gg g g$ induced vertices, generated by the Lagrangian [10] look as follows:

$$\Delta_{+\mu_1 \mu_2 \mu_3}^{ab_1 b_2 b_3} = -i g_s^3 q^2 (n_{\mu_1}^{-} n_{\mu_2}^{-} n_{\mu_3}^{-} n_{\mu_4}^{+}) \sum_{(i_1, i_2, i_3) \in S_3} \text{tr} \left[ T^a \left( T^{b_1} T^{b_2} T^{b_3} + T^{b_3} T^{b_2} T^{b_1} \right) \right] \frac{1}{(k_{i_3}^{-} + i\varepsilon) (k_{i_3}^{-} + k_{i_2}^{-} + i\varepsilon)},$$

$$\Delta_{+\mu_1 \mu_2 \mu_3 \mu_4}^{ab_1 b_2 b_3 b_4} = -i g_s^3 q^2 (n_{\mu_1}^{-} n_{\mu_2}^{-} n_{\mu_3}^{-} n_{\mu_4}^{+}) \sum_{(i_1, i_2, i_3, i_4) \in S_4} \text{tr} \left[ T^a \left( T^{b_1} T^{b_2} T^{b_3} T^{b_4} - T^{b_4} T^{b_3} T^{b_2} T^{b_1} \right) \right] \frac{1}{(k_{i_4}^{-} + i\varepsilon) (k_{i_4}^{-} + k_{i_3}^{-} + i\varepsilon) (k_{i_4}^{-} + k_{i_3}^{-} + k_{i_2}^{-} + i\varepsilon)},$$

(52)

(53)
where $q$ is the incoming momentum of Reggeon, $k_{1,\ldots,4}$ are incoming momenta of QCD gluons, the summation goes over permutations of three or four objects and due to the kinematic constraint (6) the $(-)$-component of momentum of gluons is conserved: $k_1^+ + k_2^+ + k_3^+ = 0$ and $k_1^- + k_2^- + k_3^- + k_4^- = 0$ for $O(g_s^2)$ and $O(g_s^3)$ vertices respectively.

In Ref. [19] the $W^1$-term in Eq. (10) is not included into the Lagrangian. Instead, the color structure of induced vertices obtained from the Reg-Lagrangian without $W^1$-term is decomposed over the certain symmetry basis and it is shown, that only terms in the subspace spanned by “maximally-nested” commutators, which in the notation of Ref. [19] are defined as:

$$[[i_1, i_2], i_3], i_4] = \text{tr} \left\{ T^a \left[ [T^{b_{i_1}}, T^{b_{i_2}}], T^{b_{i_3}} \right], T^{b_{i_4}} \right\} = -\frac{i}{2} f^{b_1 b_2 c_1} f^{c_1 b_3 c_2} f^{c_2 b_4 a},$$

have desired properties. Decomposing the color structure of Eqns. (52) and (53) over the same basis, one discovers, that only surviving color structures are the same nested commutators, and $S_{\theta}(1,2,3)$-structure for the case of Eq. (52) or $S_3([i_1, i_2], i_3, i_4)$-structures for the Eq. (53). Using the identities:

$$\frac{1}{k_i^+ + i\epsilon} - \frac{1}{k_i^- - i\epsilon} = -2\pi i \delta(k^-),$$

which hold in a distributional sense, one can show, that the part of induced vertices (52) and (53) which is proportional to nested commutators reproduces results of Ref. [19], while remnants, proportional to other color structures can be simplified as follows:

$$\Delta^{ab_1 b_2 b_3}_{\mu_1 \mu_2 \mu_3 \mu_4} = -ig^2 q^2 (n_{\mu_1} n_{\mu_2} n_{\mu_3}),$$

$$\Delta^{ab_1 b_2 b_3 b_4}_{\mu_1 \mu_2 \mu_3 \mu_4} = -ig^2 q^2 (n_{\mu_1} n_{\mu_2} n_{\mu_3}),$$

where distribution $d(k) = 1/(k - i\epsilon) - i\pi \text{sgn}(\epsilon) \delta(k)$ has the property $d(-k) = -d(k)$, which ensures the Bose-symmetry of the induced vertex if one takes into account the conservation of $k^-$-momentum component. We have checked, that the color-symmetric terms in Eq. (54) and (55) are independent on the sign of $\epsilon$ and therefore are compatible with definite signature of one-Reggeon exchange.

If one assumes the modified kinematic constraints (19), the regularization of rapidity divergences in Eqns. (54) and (55) boils down to replacements $k^- \rightarrow k^-$.

In Ref. [19] the rapidity-divergent part of two-loop correction to the Reggeized gluon propagator has been computed, using the pole-prescription of Ref. [19], and consistency with known results for two-loop Regge trajectory of a gluon has been demonstrated. However, there is no contradiction between this result and Eq. (54), since additional term in Eq. (54) does not contribute to the rapidity-divergence of Reggeon propagator at two loops. In this term the Eikonal propagators are replaced by delta-functions, which kill the logarithmic rapidity divergence, which could have come from each loop of the two-loop diagram ($k_1$) in the Fig. 4 of Ref. [18]. Therefore this term contributes neither to $O(\alpha_s^2 \log^2 r)$ nor to $O(\alpha_s^2 \log r)$ parts, but possibly contributes to the finite part of the two-loop correction to the Reggeon propagator, which was beyond the scope of Ref. [18]. Therefore neither prescription of Ref. [19] nor usage of the Hermitian form of Reg-Lagrangian (10) is favored by existing calculations and further comparisons between scattering amplitudes in EFT and QCD are required to decide which option is the correct one.
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