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Abstract. We introduce a differential extension of algebraic $K$-theory of an algebra using Karoubi’s Chern character. In doing so, we develop a necessary theory of secondary transgression forms as well as a differential refinement of the smooth Serre–Swan correspondence. Our construction subsumes the differential $K$-theory of a smooth manifold when the algebra is complex-valued smooth functions. Furthermore, our construction fits into a noncommutative differential cohomology hexagon diagram.
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1. Introduction

Differential $K$-theory is a topic in mathematics that combines homotopy theoretic aspects of topological $K$-theory and differential geometric aspects of the de Rham complex in a homotopy-theoretically consistent way. It is a natural home for studying gauge fields and their secondary characteristic classes. Many interesting areas, such as stable homotopy theory, the theory of characteristic classes, index theory, and superstring theory, thereby coalesce in this topic. It has been actively investigated from the viewpoint of abstract framework through the theory of $\infty$-categories, especially via sheaves of spectra and differential cohesion [5,36], as well as from the computational point of view by developing spectral sequences [12,13].

An interest in differential $K$-theory was kindled by attempts to topologically classify $D$-brane charges and Ramond–Ramond fields in type II string theories [10,25,46]. It was in Hopkins and Singer [14] that the first construction of a differential extension of any exotic cohomology theory was given. Following their work, several different constructions appeared, which are index-theoretic [6], homotopy-theoretic [5], and geometric [11,18,39,43,44]. While each model elucidates certain aspects of differential $K$-theory better than the other, these models are equivalent upon verifying uniqueness axioms [7] or by direct comparisons [32]. However, we do not yet have a codification that is algebraic.

Furthermore, there has been a need for a formulation of the Minasian–Moore formula for $D$-branes in noncommutative spacetimes (see Szabo [42] and references therein). To parallel the proposal to classify Ramond–Ramond fields in Freed [10] in the noncommutative setup, one would need a noncommutative twisted differential $K$-theory. However, unlike in the case of smooth manifolds, very little is known about noncommutative twisted $K$-theory other than the noncommutative twisted Chern character introduced by Mathai and Stevenson [23]. Noncommutative differential $K$-theory has not been well-explored either yet. Although there has been a homotopy-theoretic construction of differential algebraic $K$-theory as a sheaf of spectra over the site of smooth manifolds [4] whose underlying homotopy invariant sheaf evaluated at a point is an algebraic $K$-theory spectrum, the context and setup only provide a partially noncommutative differential $K$-theory, since one is still working with a site of commutative spaces (manifolds).
The purpose of this paper is to fulfill the demand for a noncommutative differential $K$-theory. Namely, we construct differential extensions of $K_0$ of an algebra using universal noncommutative differential forms à la Karoubi [15] as an analogue of the de Rham complex of a smooth manifold. Secondly, we set up a cycle map to relate our construction to the differential $K$-theory of a smooth manifold when the given algebra is the algebra of complex-valued smooth functions on the manifold. Furthermore, the flat subgroup of our construction specializes to the multiplicative $K$-theory or $K$-theory with $\mathbb{R}/\mathbb{Z}$-coefficients, which are of interest in index theory and operator algebras [1,3,21].

The advantage of our approach is that our construction uses explicit cycle data, in parallel with existing geometric constructions of differential $K$-theory of a manifold [11,18,32,39]. We develop the theory of Karoubi–Chern–Simons forms and give a detailed account of differential refinements of the smooth Serre–Swan correspondence. Furthermore, we establish a natural equivalence between our noncommutative differential $K$-theory and the differential $K$-theory of smooth manifolds when the underlying algebra is complex-valued smooth functions (Theorem 4.11). To the best of our knowledge, this paper is the first to consider differential extensions of (co)homological invariants to the noncommutative framework.

This paper is organized as follows. Section 2 consists of background material on differential $K$-theory on manifolds, connections and curvatures on a module, Karoubi’s Chern characters, and universal noncommutative differential forms. Section 3 is the technical core of this paper wherein we develop a noncommutative counterpart of the theory of Chern–Simons forms and obtain the primary and the secondary transgression formulas. In Section 4, we construct a noncommutative differential $K$-theory and prove that the construction subsumes the differential $K$-theory of a manifold when the algebra is complex-valued smooth functions. Finally, we verify that our noncommutative differential $K$-group fits into the noncommutative analogue of the differential cohomology hexagon diagram. Appendix A contains a differential refinement of smooth Serre–Swan correspondence, which was crucial for constructing a cycle map in Section 4 (cf. Lemma 4.9). Appendix B provides a review of Grothendieck fibrations, which is used to prove the naturality of noncommutative Chern characters.

Acknowledgements. We thank Thomas Schick, Ralf Meyer, Alex Atsushi Takeda, and Jae Min Lee for helpful conversations as well as the Korea Institute for Advanced Study.

\footnote{Connes’ Chern character $K_0(A) \to HP_{\text{even}}(A)$ (as opposed to Karoubi’s Chern character) is an alternative noncommutative counterpart of the usual Chern character $K_0(X) \to H^4_{\text{dR}}(X; \mathbb{Q})$ when $A$ is the algebra of smooth or continuous functions on $X$ [8]. This counterpart is justified by the Serre–Swan correspondence and the Hochschild–Kostant–Rosenberg theorem, which say that both Chern characters are equivalent. Therefore, an alternative perspective, which we do not pursue in this work, is to develop a differential extension of $K$-theory with Connes’ Chern character instead.}
2. Preliminaries

In this section, we collect background materials and setup notations we will be using throughout this paper. We review differential $K$-theory on smooth manifolds (Section 2.1), Karoubi’s noncommutative Chern characters (Sections 2.2–2.4), and universal noncommutative differential forms (Section 2.5).

2.1. Review of differential $K$-theory. In this subsection, we shall review differential $K$-theory by introducing a geometric model of even differential $K$-theory due to Klonoff [18] as well as Freed and Lott [11]. We will use this construction in Section 4.2. In this subsection, $X$ is always a compact smooth manifold. In the rest of the paper, $\Omega^\bullet_{dR}(X)$ denotes the differential graded algebra of smooth complex-valued de Rham forms on $X$ (whether compact or not) with differential $d$.

Definition 2.1. (1) A $\hat{K}^0$-generator on $X$ is a triple $(E, \nabla, \omega)$ consisting of a smooth vector bundle $E \to X$ with connection $\nabla$ and $\omega \in \Omega^{\text{odd}}_{dR}(X)/\text{Im}(d)$, where $\text{Im}(d)$ denotes the image of $d$.

(2) Two $\hat{K}^0$-generators on $X$, $(E_0, \nabla_0, \omega_0)$ and $(E_1, \nabla_1, \omega_1)$ are CS-equivalent if there is a smooth complex vector bundle $G \to X$ with connection $\nabla$ and a vector bundle isomorphism $\phi : E_0 \oplus G \to E_1 \oplus G$ such that $\text{CS}(\nabla_0 \oplus \nabla, \nabla_1 \oplus \nabla) = \omega_0 - \omega_1 \mod \text{Im}(d)$. Here $\text{CS}(\nabla_0 \oplus \nabla, \nabla_1 \oplus \nabla)$ denotes the Chern–Simons form of any path of connections joining $\nabla_0 \oplus \nabla$ and $\phi^* (\nabla_1 \oplus \nabla)$ (cf. Simons and Sullivan [39, Proposition 1.1, p.583]).

(3) The direct sum $(E_0, \nabla_0, \omega_0) \oplus (E_1, \nabla_1, \omega_1)$ is defined by $(E_0 \oplus E_1, \nabla_0 \oplus \nabla_1, \omega_0 + \omega_1)$.

It is a consequence of the secondary transgression formula of Chern forms (see Simons and Sullivan [39, Proposition 1.1, p.583]) that the relation defined in (2) is an equivalence relation. We will use the notation $\sim_{\text{CS}}$ to denote the CS-equivalence relation and $[\cdot]_{\text{CS}}$ to denote an equivalence class of a $\hat{K}^0$-generator on $X$. The operation $\oplus$ is well-defined on the set of CS-equivalence classes. We thus get a commutative monoid $(\mathfrak{M}(X), \oplus)$ consisting of CS-equivalence classes $[(E, \nabla, \omega)]_{\text{CS}}$ endowed with the operation $\oplus$ on CS-equivalence classes.

Definition 2.2 (Freed and Lott [11], Klonoff [18]). The even differential $K$-theory of $X$, denoted by $\hat{K}^0(X)$, is the Grothendieck group of the commutative monoid $(\mathfrak{M}(X), \oplus)$.
Remark 2.3. The even differential $K$-group $\hat{K}^0(X)$ is known to be naturally isomorphic to other known models (see [18, 32]).

2.2. Connections and curvatures on a module. In this and the following subsection, we shall review some basic material for defining noncommutative Chern characters by Karoubi [15].

Notation 2.4. Let $A$ be an algebra, unital but not necessarily commutative, over a field $\mathbb{K}$, and let $\text{Alg}$ be the category of $\mathbb{K}$-algebras and $\mathbb{K}$-algebra homomorphisms. Unless specified otherwise, the notation $\Omega_\bullet(A)$ in this section means a differential graded algebra (henceforth DGA) over $\mathbb{K}$ satisfying $\Omega_0(A) = A$. Any such DGA $\Omega_\bullet(A)$ satisfying this condition will be called a DGA on top of $A$. Let $\text{DGA}$ be the category of DGA’s over $\mathbb{K}$ and maps of DGA’s (chain maps preserving the algebra structure). Its differential will always be denoted by $d$ unless specified otherwise. The abelianization of $\Omega_\bullet(A)$ is the chain complex $\Omega_{\bullet,\text{ab}}(A) := (\Omega_n(A)/[\Omega_\bullet(A), \Omega_\bullet(A)]_n)$, where $[\Omega_\bullet(A), \Omega_\bullet(A)]_n$ is the $\mathbb{K}$-submodule generated by elements of the form $[\omega_i, \omega_j] = \omega_i \cdot \omega_j - (-1)^{ij} \omega_j \cdot \omega_i$, with $\omega_i \in \Omega_i(A)$, $\omega_j \in \Omega_j(A)$, and $i + j = n$. Note that $\Omega_\bullet(A)_{\text{ab}}$ is a chain complex with the differential inherited from the differential of $\Omega_\bullet(A)$ (but $\Omega_\bullet(A)_{\text{ab}}$ is not necessarily a DGA). We will use the notation $Fgp(A)$ for the category of finitely generated projective right $A$-modules and $A$-module maps. For any category $\mathcal{C}$, we will write $\mathcal{C}^{\text{iso}}$ to denote the subcategory of $\mathcal{C}$ consisting of the same objects as $\mathcal{C}$ and morphisms in $\mathcal{C}^{\text{iso}}$ are isomorphisms in $\mathcal{C}$. For example, $Fgp^{\text{iso}}(A)$ is the category of finitely generated projective right $A$-modules and $A$-module isomorphisms.

Remark 2.5. We caution the reader that the notation $\Omega_\bullet(A)$ means an arbitrary DGA whose zeroth degree is $A$, as in Karoubi [15, p. 9]. For example when $X$ is a smooth manifold and $A = C^\infty(X; \mathbb{C})$, the algebra of smooth $\mathbb{C}$-valued functions on $X$, the de Rham complex of exterior differential forms $\Omega_\bullet^{\text{DR}}(X)$ is just one example of a DGA on top of $A$. See Section 2.5 for more examples. Although $\Omega_\bullet(A)$ may arise as the application of a functor $\Omega_\bullet : \text{Alg} \to \text{DGA}$ on an algebra $A$ (specifically when discussing naturality of certain constructions—cf. Definition 2.16 for example), we will only use such additional structure on occasion. Nevertheless, we will write $\Omega_\bullet(A)$ even if the DGA on top of $A$ does not arise from some functorial construction on algebras.

Definition 2.6 (Karoubi [15]). Let $A$ be an algebra over $\mathbb{K}$ and let $\Omega_\bullet(A)$ be a DGA on top of $A$. The noncommutative de Rham homology group of $\Omega_\bullet(A)$ in degree $n$, denoted by $H^{\text{dR}}_n(A)$, is the $n$th homology group of the complex $\Omega_\bullet(A)_{\text{ab}}$. 
Remark 2.7. Although not explicit in the notation, the definition of $H_n^{\text{dR}}(A)$ depends on a choice of a DGA $\Omega_\bullet(A)$ on top of $A$. If there is a possibility for confusion, the notation $H_n^{\text{dR}}(\Omega_\bullet(A))$ will be used instead.

Definition 2.8. Given $M \in \mathbf{Fgp}(A)$ and a DGA $\Omega_\bullet(A)$ on top of $A$, a connection $D$ on $M$ (with respect to $\Omega_\bullet(A)$) is a $\mathbb{K}$-linear map $D : M \to M \otimes_A \Omega_1(A)$ satisfying the Leibniz rule $D(ma) = D(m)a + m \otimes d(a)$ for all $m \in M$ and $a \in A$.

A connection as defined above always exists (see [15, p.12]).

Example 2.9. If $A = C^\infty(X)$ for some smooth manifold $X$, and if $E \to X$ is a vector bundle, let $\Gamma(E)$ denote the $A$-module of sections. Then a connection $\nabla : \Gamma(E) \to \Gamma(E) \otimes_A \Omega_1^{\text{dR}}(X)$ reproduces the usual notion of a connection on a vector bundle (cf. [28, pg 185 and pg 192]). To set notation, if $V$ is a vector field, then $\nabla_V s$ is the covariant derivative of a section $s$ in the direction $V$ and is obtained by composing $\nabla$ with evaluation of forms on $V$.

Definition 2.10. Let $A$ be a $\mathbb{K}$-algebra and let $\Omega_\bullet(A)$ be a DGA on top of $A$. The category $\mathbf{Fgp}_\bullet(A)$ consists of the following data. Its objects are pairs $(M, D)$, where $M \in \mathbf{Fgp}(A)$ and $D$ is a connection on $M$. The hom-set $\mathbf{Fgp}_\bullet(A)((M_0, D_0), (M_1, D_1))$ consists of $A$-linear maps $M_0 \xrightarrow{f} M_1$ such that the following diagram commutes:

$$
\begin{array}{ccc}
M_0 & \xrightarrow{D_0} & M_0 \otimes_A \Omega_1(A) \\
\downarrow{f} & & \downarrow{f \otimes \text{id}} \\
M_1 & \xrightarrow{D_1} & M_1 \otimes_A \Omega_1(A)
\end{array}
$$

Example 2.11. Let $E_i \xrightarrow{\pi_i} X$, $i \in \{0, 1\}$, be two smooth vector bundles over a smooth manifold $X$, let $A := C^\infty(X)$, let $M_i := \Gamma(E_i)$ be the modules of sections, let $D_i : \Gamma(E_i) \to \Gamma(E_i) \otimes_A \Omega_1^{\text{dR}}(X)$ be connections, and let $\varphi : E_0 \to E_1$ be a bundle map fixing the base, but not necessarily a fibrewise isomorphism, such that $D_1(\varphi s) = (\varphi \otimes \text{id})D_0 s$ (a special case of this is a connection-preserving bundle isomorphism). Then $\Gamma(E_0) \to \Gamma(E_1)$ sending $s$ to $\varphi \circ s$ is a morphism in $\mathbf{Fgp}_\bullet(X) := \mathbf{Fgp}_\bullet(A)$.

To allow for a noncommutative generalization of morphism to bundle maps that are isomorphic on fibres and with a varying base, we will introduce the extension of scalars for modules (also called change of rings—see [31, Section 11.52] for example) as well as functorial DGAs on top of algebras.

Definition 2.12. Let $A$ and $B$ be $\mathbb{K}$-algebras. Let $N$ be a $B$-module. Let $\psi : B \to A$ be an algebra map. The extension of scalars $A$-module (of $N$ along $\psi$) is the right $A$-module defined as $N \otimes_B A := N \otimes_\mathbb{K} A/\sim$ with the equivalence relation generated by
\[ nb \otimes_{\mathbb{K}} a \sim n \otimes_{\mathbb{K}} \psi(b)a \] and with the right action given by \((n \otimes_B a)a' := n \otimes_B (aa')\). Because of the many different tensor products used, tensor products will often have subscripts \(\mathbb{K}, A, B\) to help the reader distinguish them.

**Remark 2.13.** Given an algebra map \(\psi : B \to A\), the algebra \(A\) can be viewed as a \((B, A)\)-bimodule with the left \(B\) action given by first applying \(\psi\) and the using the multiplication on \(A\), and the right \(A\) action given by the multiplication on \(A\). In this way, \(N \otimes_B A\) is just the tensor product of a right \(B\)-module and a \((B, A)\)-bimodule resulting in a right \(A\)-module. The extension of scalars is functorial (see Remark 2.15 and Appendix B for more details).

**Definition 2.14.** Let \(A\) and \(B\) be \(\mathbb{K}\)-algebras. Let \(M\) be an \(A\)-module and \(N\) a \(B\)-module. A **cocartesian morphism** from \((B, N)\) to \((A, M)\) is a pair \((\psi, \Psi)\) consisting of an algebra map \(\psi : B \to A\) and a linear map \(\Psi : N \to M\) such that \(\Psi(nb) = \Psi(n)\psi(b)\) for all \(n \in N\) and \(b \in B\) and such that the canonical map\(^2\)

\[
\begin{align*}
N \otimes_B A & \xrightarrow{\Psi} M \\
n \otimes_B a & \mapsto \Psi(n)a
\end{align*}
\]

is an isomorphism of \(A\)-modules.

**Remark 2.15.** This remark is a justification for the terminology of “cocartesian morphism” in Definition 2.14 for readers familiar with the notion of Grothendieck fibrations, which are reviewed in Appendix B. Using the same notation as in Definition 2.14, the collection of objects being pairs \((A, M)\), with \(A\) a \(\mathbb{K}\)-algebra and \(M\) a finitely generated projective\(^3\) \(A\)-module, forms a category \(\text{Fgp}\). A morphism in \(\text{Fgp}\) from \((B, N)\) to \((A, M)\) is defined to be a pair \((\psi, \Psi)\) such that \(\Psi(nb) = \Psi(n)\psi(b)\) for all inputs. This defines a Grothendieck opfibration \(\text{Fgp} \to \text{Alg}\), where a cocartesian lift uses the extension of scalars. The cocartesian morphisms in this opfibration correspond to the cocartesian morphisms as we have defined under an appropriate fibred equivalence of opfibrations.

**Definition 2.16.** A **DGA on top of \(\text{Alg}\)** (or some subcategory) is a functor \(\Omega_{\bullet} : \text{Alg} \to \text{DGA}\) such that \(\Omega_0 := \text{ev}_0 \circ \Omega_{\bullet} = \text{id}_{\text{Alg}}\), where \(\text{ev}_0 : \text{DGA} \to \text{Alg}\) is the restriction to the zeroth degree.

Having a DGA on top of \(\text{Alg}\) (instead of just a DGA on top of some specific algebra) is what will allow us to discuss naturality with the differential. Namely, if \(\psi : B \to A\) is an

\(^2\)It is easy to see this map is well-defined because \(\Psi(nb)a = \Psi(n)\psi(b)a\). It is immediate that \(\Psi\) is also right \(A\)-module morphism.

\(^3\)The finitely generated projective assumption is not needed for the comments that follow in this remark, but it is needed for comparison to the smooth case if one wants an equivalence on certain subcategories.
algebra map and $\Omega_\bullet$ a DGA on top of $\text{Alg}$, then $\Omega_\bullet(\psi) : \Omega_\bullet(B) \to \Omega_\bullet(A)$ (often denoted abusively by $\psi$) is, in particular, a chain map. We would not necessarily get this from simply assigning a DGA on top of $A$ and $B$ if it was not done in a functorial manner. Moving on, if one restricts to the subcategory whose objects are algebras of the form $C^\infty(X)$ for smooth manifolds $X$ and whose class of morphisms are pullbacks along smooth functions, then the DGA of de Rham forms gives such a functor. Another example will be given in the context of universal noncommutative differential forms later.

**Lemma 2.17.** Let $\psi : B \to A$ be a map of algebras, let $N \in \text{Fgp}(B)$, and let $\Omega_\bullet : \text{Alg} \to \text{DGA}$ be a DGA on top of $\text{Alg}$.

1. Then $N \otimes_B \Omega_k(A) := N \otimes_K \Omega_k(A)/\sim$, where the equivalence relation is generated by $nb \otimes_K \omega \sim n \otimes_K \psi(b)\omega$, is an $A$-module (not necessarily finitely-generated) with the action given by $(n \otimes_B \omega)a := n \otimes_B (\omega a)$. Equivalently, $N \otimes_B \Omega_k(A)$ is canonically isomorphic to $(N \otimes_B A) \otimes_A \Omega_k(A)$ (the tensor product of the right $A$-module $N \otimes_B A$ with the $(A,A)$-bimodule $\Omega_k(A)$).

2. Furthermore, the map $\text{id} \otimes_K \psi : N \otimes_K \Omega_k(B) \to N \otimes_K \Omega_k(A)$ descends to a well-defined map $\text{id} \otimes_B \psi : N \otimes_B \Omega_k(B) \to N \otimes_B \Omega_k(A)$. Note that the notation is slightly abusive and the map $\psi$ here is technically $\Omega_k(\psi)$.

3. If, in addition, $D : N \to N \otimes_B \Omega_1(B)$ is a connection on $N$, then the map

$$N \otimes_K A \to N \otimes_B \Omega_1(A)$$

$$n \otimes a \mapsto ((\text{id} \otimes_B \psi)(D(n)))a + n \otimes da$$

descends to a connection $D_{\psi} : N \otimes_B A \to N \otimes_B \Omega_1(A) \cong (N \otimes_B A) \otimes_A \Omega_1(A)$.

**Proof.**

1. The canonical isomorphism is a property of the tensor product.

2. This follows from $nb \otimes_K \psi(\omega) \sim n \otimes_K \psi(b)\psi(\omega) = n \otimes_K \psi(b\omega)$.

3. The fact that $D_{\psi}$ is well-defined follows from $((\text{id} \otimes_B \psi)(D(n)))\psi(b) + n \otimes d\psi(b) = (\text{id} \otimes_B \psi)(D(nb))$. $\square$

**Definition 2.18.** The connection $D_{\psi} : N \otimes_B A \to N \otimes_B \Omega_1(A) \cong (N \otimes_B A) \otimes_A \Omega_1(A)$ on $N \otimes_B A$ from Lemma 2.17, given a connection $D : N \to N \otimes_B \Omega_1(B)$ on $N$, is called the **induced connection**. If $(B, N) \xrightarrow{(\psi, \psi)} (A, M)$ is a cocartesian morphism, then the composite

$$D_{\psi} := \left( M \xrightarrow{\psi^{-1}} N \otimes_B A \xrightarrow{D_{\psi}} (N \otimes_B A) \otimes_A \Omega_1(A) \xrightarrow{\psi \otimes \text{id}} M \otimes_A \Omega_1(A) \right)$$

4. This same abuse of notation occurs in differential geometry when one uses the same notation for the pullback of differential forms as for the pullback of smooth functions.
is also called the \textit{induced connection} (the map \(\widetilde{\Psi}\) is defined in Definition 2.14). Furthermore, if \(\varphi : M \to L\) is an isomorphism of \(A\)-modules and \(\nabla\) is a connection on \(L\), the \textbf{pullback connection} \(\varphi^*\nabla\) on \(M\) is the composite \(\nabla \circ L \to L \otimes_A \Omega^1_1(A) \otimes \text{id} \to M \otimes_A \Omega^1_1(A)\).

\textbf{Remark 2.19.} Equivalently, the pullback connection \(\varphi^*\nabla\) can be defined as the induced connection on \(M\) associated to a cocartesian morphism of the form \((A,M) \xrightarrow{\text{id}_A,\varphi} (A,L)\).

Indeed, for such a cocartesian morphism, \(\varphi : M \to L\) is an isomorphism because \(\widetilde{\varphi}\) equals the composite \(M \otimes_A A \sim M \varphi \to L\). This shows that the two notions of induced connection and pullback connection agree when the algebras are fixed.

The following example illustrates that the pullback of smooth vector bundles and their associated pullback connections are described by the extension of scalars and the induced connection construction described in Lemma 2.17.

\textbf{Example 2.20.} Let \(\pi : F \to Y\) be a smooth vector bundle and let \(\phi : X \to Y\) be a smooth map of manifolds. Let \(\rho : E \to X\) denote the pullback bundle and let \(\Phi : E \to F\) denote the associated map of total spaces. Set \(A := C^\infty(X)\), \(B := C^\infty(Y)\), \(M := \Omega^1_1(E)\), \(N := \Omega^1_1(F)\), and \(\psi : B \to A\) to be the pullback map associated with \(\phi\). The map \(\Psi : N \to M\) sends a section \(s\) of \(F\) to the section of \(E\) by composing the appropriate morphisms in the diagram

\[
\begin{array}{ccc}
E & \xrightarrow{\Phi} & F \\
\downarrow \rho & & \downarrow \pi \\
X & \xrightarrow{\phi} & Y \\
\end{array}
\]

using the fact that \(\Phi\) is a fibrewise isomorphism. Namely, \(\Psi(s)\) is the section that, when evaluated at \(x \in X\), is given by \(\Phi_x^{-1}(s(\phi(x)))\), where \(\Phi_x : E_x \to F_{\phi(x)}\) is the restriction of \(\Phi\) to the fibre over \(x\). Therefore, the assignment \(\widetilde{\Psi} : N \otimes_B A \to M\), given by (cf. Definition 2.14) \(s \otimes f \mapsto \Psi(s)f\), is well-defined (by fibrewise linearity of \(\Phi\)) and establishes an isomorphism of \(A\)-modules (cf. Appendix B). Thus, the extension of scalars module is an algebraic analogue of the pullback bundle. Now, given a connection \(D\) on \(\pi\), let \(\nabla\) denote the pullback connection on \(\rho\). Then the diagram

\[
\begin{array}{ccc}
N \otimes_B A & \xrightarrow{D_{\psi}} & (N \otimes_B A) \otimes_A \Omega^1_{\text{dR}}(X) \\
\downarrow \widetilde{\Psi} & \cong & \downarrow \widetilde{\phi} \otimes \text{id} \\
M & \xrightarrow{\nabla} & M \otimes_A \Omega^1_{\text{dR}}(X)
\end{array}
\]
commutes. Thus, the induced connection coincides with the pullback connection (up to the canonical isomorphism relating the extension of scalars to the module of sections of the pullback bundle, as described in Appendix B).

**Definition 2.21.** Let \( (M, D) \in \mathbf{Fgp}_D(A) \). The connection \( D \) on \( M \) is extended to a degree +1 \( \mathbb{K} \)-linear map \( D : M \otimes_A \Omega_\bullet(A) \to M \otimes_A \Omega_\bullet(A) \) uniquely determined by \( D(s \otimes \omega) = Ds \cdot \omega + s \otimes d\omega \) for all \( s \in M \) and \( \omega \in \Omega_\bullet(A) \). The **curvature** of \( D \) is the \( \Omega_\bullet(A) \)-linear endomorphism \( R_D := D^2 : M \otimes_A \Omega_\bullet(A) \to M \otimes_A \Omega_\bullet(A) \).

The following lemma describes in what sense the curvature of the induced connection equals the pushforward of the curvature.

**Lemma 2.22.** Let \( A \) and \( B \) be \( \mathbb{K} \)-algebras, let \( \Omega \) be a DGA on top of \( \mathbf{Alg} \), let \( N \) be a \( B \)-module with connection \( D : N \to N \otimes_B \Omega_1(B) \) whose curvature is \( R_D \). Let \( \psi : B \to A \) be an algebra map and let \( D_\psi : N \otimes_B A \to N \otimes_B \Omega_1(A) \) be the associated connection (from Lemma 2.17 and Definition 2.18) with curvature \( R_{D_\psi} \). Then the curvatures are related via

\[
R_{D_\psi} = E_\psi(R_D),
\]

where \( E_\psi : \text{End}_{\Omega_\bullet(B)}(N \otimes_B \Omega_\bullet(A)) \to \text{End}_{\Omega_\bullet(A)}(N \otimes_B \Omega_\bullet(A)) \) is the function sending an arbitrary \( \Omega_\bullet(B) \)-linear endomorphism \( L \) of \( N \otimes_B \Omega_\bullet(B) \) to the unique \( \Omega_\bullet(A) \)-linear extension\(^5\) \( E_\psi(L) \) of the composite \( N \to N \otimes_B \Omega_\bullet(B) \xrightarrow{L} N \otimes_B \Omega_\bullet(B) \xrightarrow{id \otimes_B \psi} N \otimes_B \Omega_\bullet(A) \) to an \( \Omega_\bullet(A) \)-linear endomorphism of \( N \otimes_B \Omega_\bullet(A) \), i.e. \( n \otimes \omega \) gets sent to \( ((id \otimes_B \psi)L(n \otimes 1_B)) \omega \).

**Proof.** Fix \( n \in N \). By the uniqueness of the \( \Omega_\bullet(A) \)-linear extension property of \( E_\psi(R_D) \) mentioned in the statement of the lemma, it suffices to show \( D_\psi^2(n \otimes 1_A) = (id \otimes_B \psi)D^2(n) \).

Setting \( D(n) =: \sum \alpha n_\alpha \otimes_B \omega_\alpha \in N \otimes_B \Omega_1(B) \), this follows from

\[
D_\psi^2(n \otimes 1_A) = D_\psi((id \otimes_B \psi)D(n)) = \sum \alpha D_\psi(n_\alpha \otimes_B \psi(\omega_\alpha))
\]

\[
= \sum \alpha \left( D_\psi(n_\alpha \otimes_B 1_A)\psi(\omega_\alpha) + n_\alpha \otimes_B d\psi(\omega_\alpha) \right)
\]

\[
= \sum \alpha \left( (id \otimes_B \psi)(D(n_\alpha))\psi(\omega_\alpha) + n_\alpha \otimes_B \psi(d\omega_\alpha) \right)
\]

\[
= \sum \alpha (id \otimes_B \psi)\left( D(n_\alpha)\omega_\alpha + n_\alpha \otimes_B d\omega_\alpha \right)
\]

\[
= (id \otimes_B \psi)D^2(n)
\]

---

\(^5\)The map \( E_\psi(L) \) can equivalently be obtained via the extension of scalars functor (cf. Example B.8) taking the algebra map \( \psi : \Omega_\bullet(B) \to \Omega_\bullet(A) \) to the functor \( E_\psi \) that sends a morphism \( L : N \otimes_B \Omega_\bullet(B) \to N \otimes_B \Omega_\bullet(B) \) of \( \Omega_\bullet(B) \)-modules to a morphism \( E_\psi(L) : N \otimes_B \Omega_\bullet(A) \to N \otimes_B \Omega_\bullet(A) \) of \( \Omega_\bullet(A) \)-modules. This also explains why the notation \( E_\psi \) is used.
by two applications of the definition of $D_\psi$ from Definition 2.18 and Lemma 2.17. The second term in the third line follows from the comments after Definition 2.16.

2.3. **Traces of module endomorphisms.** We will soon take the trace of the curvature in order to define the Karoubi–Chern form. Therefore, we first review traces in a more general context [15, Section 1.16].

**Definition 2.23.** Let $R$ be a unital (not necessarily commutative) ring and $F$ a finitely generated projective right $R$-module. Let $F^* := \text{Hom}_R(F, R)$ be the dual consisting of right $R$-linear maps. $F^*$ is given the structure of a left $R$-module upon setting $(r\mu)(x) := r\mu(x)$ for all $r \in R$, $\mu \in F^*$, and $x \in F$.

Given any ring $R$ and any two right $R$-modules $F$ and $G$, with $F$ finitely generated projective, the map

$$G \otimes_R F^* \to \text{Hom}_R(F, G)$$

$$y \otimes \mu \mapsto (x \mapsto y\mu(x))$$

determines an isomorphism of abelian groups (under addition) because the finitely generated projective assumption on the modules is what guarantees this map is an isomorphism.

**Definition 2.24.** Let $R$ be a ring and $F$ a finitely generated projective right $R$-module. The trace map is the composite $\text{tr} : \text{End}_R(F) \cong F \otimes_R F^* \xrightarrow{\text{eval}} R/\{[R, R]\}$, where $\text{eval}(x \otimes \mu)$ takes the equivalence class of $\mu(x)$.

Note that the trace is defined to take values in $R/\{[R, R]\}$ (as opposed to $R$). There would otherwise be an ambiguity due to the identity $xr \otimes \mu = x \otimes r\mu$. The first suggests $\mu(xr) = \mu(x)r$, while the latter suggests $(r\mu)(x) = r\mu(x)$. Because it is valued in $R/\{[R, R]\}$, this trace map is guaranteed to satisfy $\text{tr}(TS) = \text{tr}(ST)$ for $S \in \text{Hom}_R(F, G)$ and $T \in \text{Hom}_R(G, F)$, where $G$ is another finitely generated projective right $R$-module.

**Example 2.25.** Take $F = R^n$. In this case, we can write elements of $\text{End}_R(F)$ as $n \times n$ matrices with coefficients in $R$. The standard unit vectors $\{e_i\}$ define the standard matrices $\{E_{ij}\}$, where $E_{ij}$ corresponds to $e_i \otimes e_j^*$ and takes the $j$-th entry of any element in $R^n$ and places it in the $i$-th entry of a new vector whose other elements are all zero. Given $T \in \text{End}_R(F)$, let $\{a_{ij} \in R\}$ be the unique elements satisfying $T(e_j) = \sum_{i=1}^n e_i a_{ij}$. We can express $T$ in matrix form as $\sum_{i,j} E_{ij} a_{ij}$ or, using the isomorphism above, as $\sum_{i,j} e_i \otimes a_{ij} e_j^* \equiv \sum_{i,j} e_i \otimes e_j^* (a_{ij})$. Since $e_j^*(e_i) = \delta_{ij}$, the trace of $T$ is given by the equivalence class associated to $\sum_{i,j} e_j^*(a_{ij}) = \sum_{i,j} e_j^*(e_i) a_{ij} = \sum_{i,j} \delta_{ij} a_{ij} = \sum_i a_{ii}$. One might notice that in this case, the expressions $\sum_{i,j} e_j^*(e_i) a_{ij}$ and $\sum_{i,j} a_{ij} e_j^*(e_i)$ are actually equal as elements of $R$. However,
if we wanted this to be a basis-independent expression, then this would require that \( \text{tr} \) satisfies the property \( \text{tr}(T) = \text{tr}(UTU^{-1}) \) for all isomorphisms \( U \in \text{End}_R(F) \). This property is guaranteed by choosing a cyclicly invariant formula. Such a formula necessarily factors through \( R/[R, R] \). We will find that this cyclic property is useful for computations involving the Karoubi–Chern forms later.

**Example 2.26.** Let \( \Omega_\bullet(A) \) be a DGA on top of \( A \). The subset \( \Omega_{\text{even}}(A) \) consisting of all even degree elements in \( \Omega_\bullet(A) \) is a ring. By taking \( R := \Omega_{\text{even}}(A) \equiv \bigoplus_k \Omega_{2k}(A) \) and \( F := M \otimes_A \Omega_{\text{even}}(A) \), the integral powers of the curvature map \( D^2 \) restrict to right \( R \)-linear endomorphisms of \( F \). The corresponding trace of \( (D^2)^k \) provides an element \( \text{tr}(D^{2k}) \) in \( R/[R, R] \) with representatives living in \( \Omega_{2k}(A) \). Note that \( [R, R] \) only contains commutators of even forms, while \( [\Omega_\bullet(A), \Omega_\bullet(A)]_{2k} \) consists of forms of the form \( [\omega_i, \omega_j] \) with \( i + j = 2k \) since \( i \) and \( j \) could both be odd. Hence, there is an injection \( [R, R] \hookrightarrow \bigoplus_k \Omega_\bullet(A), \Omega_\bullet(A) \)_{2k} \), which induces a surjection \( R/[R, R] \rightarrow (\Omega_\bullet(A)_{\text{ab}})_{\text{even}} := \bigoplus_k (\Omega_{2k}(A)/[\Omega_\bullet(A), \Omega_\bullet(A)]_{2k}) \). Therefore, to obtain an element of \( (\Omega_\bullet(A)_{\text{ab}})_{\text{even}} \), we apply this canonical map \( R/[R, R] \rightarrow (\Omega_\bullet(A)_{\text{ab}})_{\text{even}} \). By a slight abuse of notation, we also denote this element by \( \text{tr}(D^{2k}) \in (\Omega_\bullet(A)_{\text{ab}})_{\text{even}} \).

**Lemma 2.27.** Let \( \psi : R \rightarrow S \) be a ring homomorphism and let \( F \) be an \( R \)-module. Then \( \psi \) extends to a ring homomorphism \( \psi : R/[R, R] \rightarrow S/[S, S] \) and

\[
\begin{array}{ccc}
\text{End}_R(F) & \xrightarrow{\text{tr}} & R/[R, R] \\
\varepsilon_\psi & & \psi \\
\text{End}_S(F \otimes_R S) & \xrightarrow{\text{tr}} & S/[S, S]
\end{array}
\]

is a commutative diagram of abelian groups. Here, \( \varepsilon_\psi \) is the map defined in a similar way to Lemma 2.22, namely as the map sending \( L \), an \( R \)-endomorphism of \( F \), to the unique \( S \)-linear extension\(^6\) \( \varepsilon_\psi(L) \) of the composite \( F \xrightarrow{L} F \xrightarrow{\psi} F \otimes_R R \xrightarrow{\text{id} \otimes_R \psi} F \otimes_R S \).

**Proof.** The fact that \( \psi \) extends to a ring homomorphism on abelianizations is a standard fact. Setting

\[
\begin{align*}
F & \xrightarrow{i_\psi} F \otimes_R S \\
F^* & \xrightarrow{i_\psi^*} (F \otimes_R S)^* \\
f & \mapsto f \otimes 1_S \\
\mu & \mapsto \left( f \otimes s \mapsto \psi(\mu(f)) s \right),
\end{align*}
\]

one obtains \( i_\psi(fr) = i_\psi(f) \psi(r) \) and \( i_\psi^*(r \mu) = \psi(r) i_\psi^*(\mu) \) for all inputs (\( i_\psi^* \) is not the usual dual map). Furthermore, the tensor product of these two abelian group homomorphisms

\(^6\)The map \( \varepsilon_\psi(L) \) can also be viewed as the extension of scalars functor \( \varepsilon_\psi \) associated to the map \( R \xrightarrow{\psi} S \) acting on the \( R \)-module homomorphism \( L \) to produce an \( S \)-module homomorphism (cf. Remark 2.15 and Example B.8).
induces a well-defined map $i_\psi \otimes i_\psi : F \otimes_R F^* \to (F \otimes_R S) \otimes_S (F \otimes_R S)^*$ such that
\[
\begin{array}{ccc}
F \otimes_R F^* & \xrightarrow{\cong} & \text{End}_R(F) \\
i_\psi \otimes i_\psi & \downarrow & \downarrow i_\psi \\
(F \otimes_R S) \otimes_S (F \otimes_R S)^* & \xrightarrow{\cong} & \text{End}_S(F \otimes_R S)
\end{array}
\]
is a commutative diagram of abelian groups, as one can check on applying the definitions to an element $f \otimes \mu \in F \otimes_R F^*$. Furthermore, by definition of the evaluation map, the diagram
\[
\begin{array}{ccc}
F \otimes_R F^* & \xrightarrow{\text{eval}} & R/[R, R] \\
i_\psi \otimes i_\psi & \downarrow & \downarrow \psi \\
(F \otimes_R S) \otimes_S (F \otimes_R S)^* & \xrightarrow{\text{eval}} & S/[S, S]
\end{array}
\]
commutes. Combining these two commutative diagrams and using the definition of the trace proves the lemma. \hfill \qed

2.4. Karoubi’s Chern character. In this subsection, we define Karoubi’s Chern character (compare Karoubi [15, p.16]) and review some of its properties that we will use later.

**Definition 2.28** (Karoubi’s Chern character). Let $A$ be a unital algebra over a field $\mathbb{K}$ containing $\mathbb{Q}$ and let $\Omega_\bullet(A)$ be a DGA on top of $A$. Let $(M, D) \in \text{Fgp}_{\mathbb{D}}(A)$ with $D$ a connection on $M$ with respect to $\Omega_\bullet(A)$. The $k^{\text{th}}$ Karoubi’s Chern character form of $D$ is (cf. Example 2.26)
\[
\text{ch}^k_{\mathbb{K}}(D) := \frac{1}{k!} \text{tr}(D^{2k}) \in (\Omega_{\text{ab}}(A))_{2k}.
\]
The total Karoubi’s Chern character form is $\text{ch}^{\mathbb{K}}(D) := \sum_{k=0}^{\infty} \text{ch}^k_{\mathbb{K}}(D)$.

The sum in $\text{ch}^{\mathbb{K}}(D)$ is necessarily finite by the finitely generated assumption on $M$. Furthermore, there is some abuse of notation since the dependence of $\text{ch}^k_{\mathbb{K}}$ on the DGA $\Omega_\bullet(A)$ is not made explicit.

**Example 2.29.** Let $M \in \text{Fgp}(A)$, let $i : M \hookrightarrow A^m$ be an embedding, and set $M_m(A)$ to be the algebra of $m \times m$ matrices with entries in $A$. Let $p \in M_m(A)$ satisfy $p^2 = p$ and $\text{Im}(p) = \text{Im}(i)$ (we will often conflate $p$ being viewed as a matrix with coefficients in $A$ as well as an $A$-endomorphism of $A^m$). Set $\mathcal{M} := \text{Im}(p)$. Let $\tilde{D} : \mathcal{M} \to \mathcal{M} \otimes_A \Omega_1(A)$ be the connection on $\mathcal{M}$ given by\footnote{Note that since $ds \in A^m \otimes_A \Omega_1(A)$, the $p \cdot ds$ here should technically be written as $(p \otimes 1_A) \cdot s$ when viewed as a matrix equation or $(p \otimes_A \text{id}_{\Omega_1(A)}) (ds)$ when viewed as an operator acting on $ds$. In either case, $p$ has been extended in a natural way to act on $A^m \otimes_A \Omega_1(A)$ by acting trivially on the right factor. We will often exclude this additional identity to avoid cumbersome notation.} $\tilde{D}(s) := p \cdot ds$ and let $D : M \to M \otimes_A \Omega_1(A)$ be the connection
on \( M \) given by \( D := i|_{M}^{-1} \circ \tilde{D} \circ i \). A simple calculation then shows \( \tilde{D}^2(s) = p \cdot dp \cdot dp \cdot s \) for all \( s \in \mathcal{M} \), exhibiting the right \( A \)-linearity of \( \tilde{D}^2 \) explicitly [15, Section 1.15 and 1.18]. In fact, \( \tilde{D}^{2k}(\sigma) = p \cdot (dp)^{2k} \cdot \sigma \) for all \( \sigma \in \mathcal{M} \otimes_A \Omega \bullet(A) \) so that \( \tilde{D}^{2k} \) is \( \Omega \bullet(A) \)-linear. Hence, 

\[
\text{ch}^{\text{Ka}}(D) = \text{ch}^{\text{Ka}} \left( i|_{M}^{-1} \circ \tilde{D} \circ i \right) = \text{ch}^{\text{Ka}}(\tilde{D}) = \sum_{k=0}^{\infty} \frac{1}{k!} \text{tr}(p \cdot (dp)^{2k}),
\]

where we have used the cyclicity of the trace in the second identity, which is allowed since \( \text{tr} \) is \( \mathbb{R} \)-bilinear. This map is also denoted by \( i \), as opposed to the more accurate \( i \otimes \text{id}_{\Omega \bullet(A)} \).

As we will see later, for certain choices of DGA on top of \( A \), every connection will be of this form and the Karoubi–Chern form will be expressible in this manner. This allows us to perform several calculations using ideas from linear algebra adapted to the setting where the ground ring is noncommutative. In particular, if \( D \) is expressible in two ways via different projections \( p \) or \( q \) (possibly with embeddings into different freely generated modules), then \( \text{tr}(p \cdot dp^{2k}) = \text{tr}(q \cdot dq^{2k}) \), which shows that the Karoubi–Chern form expressed in terms of projections is invariant.

**Lemma 2.30.** If \( D : M \to M \otimes_A \Omega_1(A) \) and \( D' : M' \to M' \otimes_A \Omega_1(A) \) are two connections (with respect to the same DGA on top of \( A \)), then the composite

\[
M \oplus M' \xrightarrow{D \oplus D'} \left( M \otimes_A \Omega_1(A) \right) \oplus \left( M' \otimes_A \Omega_1(A) \right) \cong (M \oplus M') \otimes_A \Omega_1(A)
\]

is a connection on \( M \oplus M' \), called the **direct sum** of the connections \( D \) and \( D' \), and is denoted \( D \oplus D' \) (which is a slight abuse of notation since the isomorphism above is included in its definition). The latter isomorphism is the distributive natural isomorphism and is determined on elementary tensors via \( (s \otimes \omega, s' \otimes \eta) \mapsto (s, 0) \otimes \omega + (0, s') \otimes \eta \). Extending \( D \oplus D' \) by Leibniz is done via the composite \( (M \oplus M') \otimes_A \Omega \bullet(A) \cong (M \otimes_A \Omega \bullet(A)) \oplus (M' \otimes_A \Omega \bullet(A)) \xrightarrow{D \oplus D'} \left( M \otimes_A \Omega \bullet_{+1}(A) \right) \oplus \left( M' \otimes_A \Omega \bullet_{+1}(A) \right) \cong (M \oplus M') \otimes_A \Omega \bullet_{+1}(A) \). The curvature of this connection in terms of the curvatures \( R_D \) and \( R_{D'} \) is then given by \( R_D \oplus R_{D'} \) (followed by a similar distributive natural isomorphism).

**Remark 2.31.** Although forming the direct sum of connections can be easily done as above, forming the tensor product is a subtle issue in the noncommutative setting. Indeed, if we attempt to define a connection on \( M \otimes_A M' \), we first realize that we should use \( A \)-bimodules [9]. Secondly, even if these are bimodules, \( D \otimes \text{id} + \text{id} \otimes D' \) does not define a connection on \( M \otimes M' \) because \( D(m) \otimes m' \) lives in \( M \otimes_A \Omega_1(A) \otimes_A M' \) while \( m \otimes D'(m') \)

---

\( ^8 \)Just as \( p \) has been extended to \( A^n \otimes_A \Omega \bullet(A) \), the inclusion \( i \) has naturally been extended to a map \( M \otimes_A \Omega \bullet(A) \to A^n \otimes_A \Omega \bullet(A) \). This map is also denoted by \( i \), as opposed to the more accurate \( i \otimes \text{id}_{\Omega \bullet(A)} \).
lives in $M \otimes_A M' \otimes_A \Omega_1(A)$. We cannot simply swap these factors because of the non-commutativity. Fortunately, we will not make use of a $\otimes$-product in this work, so these issues will not concern us.

**Proposition 2.32.** Karoubi’s Chern character form $\text{ch}^{\text{K}_k}(D)$ is closed in $\Omega_\bullet(A)_{\text{ab}}$.

*Proof.* A proof is in [15, p.16–17]. □

**Definition 2.33.** Fix an algebra $A$. The set of isomorphism classes of finitely generated projective $A$-modules together with the direct sum operation defines a commutative monoid. Let $K_0(A)$ denote the Grothendieck group associated to this monoid. Thus, $K_0(A)$ has elements that are formal differences $[M] - [N]$ of isomorphism classes of $A$-modules.

**Proposition 2.34.** Let $A$ be an algebra and fix a DGA $\Omega_\bullet(A)$ on top of $A$. The assignment $\text{ch}^{\text{K}_k} : K_0(A) \to H^{\text{dR}}_{2k}(\Omega_\bullet(A))$, sending $[M]$ to $[\text{ch}^{\text{K}_k}(D)]$, where $M \in \text{Fgp}(A)$ and $D$ is some connection on $M$, is a group homomorphism.

*Proof.* See [15, Theorem 1.22] for a proof. □

**Lemma 2.35.** The assignment from Proposition 2.34 is functorial and natural in the following senses.

1. Fix a DGA $\Omega_\bullet : \text{Alg} \to \text{DGA}$ on top of $\text{Alg}$ (cf. Definition 2.16). If $\psi : B \to A$ is an algebra homomorphism, then the assignment

$$K_0(B) \xrightarrow{\psi^*} K_0(A)$$

$$[N] \mapsto [N \otimes_B A]$$

is a homomorphism of abelian groups, $K_0$ defines a functor from algebras to abelian groups, and the diagram

$$\begin{array}{ccc}
K_0(B) & \xrightarrow{\text{ch}^{\text{K}_k}} & H^{\text{dR}}_{2k}(\Omega_\bullet(B)) \\
\psi_* & & \downarrow \psi_* \\
K_0(A) & \xrightarrow{\text{ch}^{\text{K}_k}} & H^{\text{dR}}_{2k}(\Omega_\bullet(A))
\end{array}$$

commutes. In other words, for a fixed $k \in \mathbb{N}$ and DGA $\Omega_\bullet(A)$, the Karoubi–Chern character defines a natural transformation $\text{ch}^{\text{K}_k} : K_0 \Rightarrow H^{\text{dR}}_{2k}$ for the functors $K_0, H^{\text{dR}}_{2k} : \text{Alg} \to \text{Ab}$. 
(2) Let $\sigma : \Omega \Rightarrow \Theta$ be a natural transformation of DGA’s on top of $\text{Alg}$ (functors from $\text{Alg}$ to DGA). Then the diagram

$$
\begin{array}{ccc}
K_0(A) & \xrightarrow{\text{ch}^K_{\alpha}} & H^d_{2k}(\Omega_\bullet(A)) \\
\downarrow & & \downarrow \sigma_A \\
H^d_{2k}(\Theta_\bullet(A)) & \xleftarrow{\text{ch}^K_{\alpha}} & K_0(A)
\end{array}
$$

commutes for all algebras $A$.

Proof. Well-defininedness of $K_0(B) \xrightarrow{\psi_\alpha} K_0(A)$ follows from the fact that the extension of scalars is a functor and sends isomorphism classes to isomorphism classes. The group homomorphism condition follows from $(N \oplus N') \otimes_B A \cong (N \otimes_B A) \oplus (N' \otimes_B A)$ for any two $B$-modules $N$ and $N'$. The fact that the first diagram commutes follows from Lemma 2.22, Lemma 2.27, and Proposition 2.34. The last diagram commutes by the definition of the horizontal composition of natural transformations and the fact that $K_0$ itself does not depend on the DGA but only on the underlying algebra (the functor $\text{ev}_0 : \text{DGA} \rightarrow \text{Alg}$ takes the zeroth degree algebra—see Definition 2.16). \qed

2.5. Review of universal noncommutative differential forms. In this subsection we shall first review algebraic differential forms for commutative algebras and then we will review universal noncommutative differential forms by Karoubi [15] and Connes [8]. As shown by Karoubi, noncommutative de Rham homology is closely related to cyclic homology (see Remark 2.46 (5)). We shall also compare the relationship between Karoubi’s Chern character and Connes’ Chern character. Our intent is to provide only a concise survey of what we need. We refer the reader to Loday [20, Sections 1.3, 2.6], Karoubi [15, Sections 1.24, 2.15], and Landi [19, Chapter 7] for self-contained accounts.

Let $A$ be a unital commutative algebra over a field $\mathbb{K}$ and $M$ an $A$-module, which will occasionally be regarded as a symmetric $A$-bimodule. A derivation $d : A \rightarrow M$ is a $\mathbb{K}$-linear map satisfying the Leibniz rule, that is, $d(ab) = d(a)b + ad(b)$ for any $a, b \in A$. Let $\text{Der}(A, M)$ denote the (additive) abelian group of derivations from $A$ to $M$. A derivation $d : A \rightarrow M$ is universal if, for any derivation $\delta : A \rightarrow N$, there is a unique $\phi \in \text{Hom}_A(M, N)$.
such that $\delta = \phi \circ d$. To see that a universal derivation exists, consider $m : A \otimes_K A \to A$, the algebra multiplication of $A$, and let $I := \ker m$. Then the $K$-linear map $A \to I/I^2$ defined by $a \mapsto (1 \otimes a - a \otimes 1) \mod I^2$ is a universal derivation. The $A$-module $I/I^2$ is isomorphic to the $A$-module $\Omega^1_{A/K}$ of Kähler differentials (also known as algebraic differential 1-forms), which is generated by the symbols $a \, db$ for $a, b \in A$ [20, Sections 1.1.9, 1.3.8]. By the universality of $\Omega^1_{A/K}$, derivations on $A$ are classified as follows.

**Proposition 2.36.** The $A$-linear map $\phi : \text{Hom}_A(\Omega^1_{A/K}, M) \to \text{Der}(A, M)$, defined by $f \mapsto f \circ d$, where $d : A \to \Omega^1_{A/K}$ is the universal derivation, specifies a natural isomorphism

\[
\begin{array}{ccc}
\text{SymBiMod}_A & \xrightarrow{\phi} & \text{A-Mod} \\
\downarrow \text{Hom}_A(\Omega^1_{A/K}, -) & & \downarrow \text{Der}(A, -)
\end{array}
\]

between functors $\text{SymBiMod}_A \to \text{A-Mod}$ from the category of symmetric bimodules over $A$ to the category of left $A$-modules.

**Proof.** See Loday [20, Proposition 1.3.9].

**Definition 2.37.** Let $A$ be a commutative algebra over a field $K$. The **algebraic differential forms** of degree $n$, denoted by $\Omega^n_{A/K}$, is $\Lambda^n \Omega^1_{A/K}$ the $n$th exterior power of $\Omega^1_{A/K}$ over $A$. The $n$th **de Rham homology group** of $A$ is the degree $n$ homology group $H^n_{\text{dR}}(A)$ of the complex $(\Omega^\bullet_{A/K}, d)$ with differential $d : \Omega^n_{A/K} \to \Omega^{n+1}_{A/K}$ sending $a_0 \, da_1 \wedge \cdots \wedge da_n$ to $da_0 \wedge da_1 \wedge \cdots \wedge da_n$.

**Remark 2.38.** In the case of smooth functions on manifolds, although algebraic differential forms of smooth functions are related to exterior differential forms of a manifold, they are not isomorphic. To see this, let $X$ be a smooth manifold and set $A := C^\infty(X)$. By universality, there is a map $\phi : \Omega^1_{A/R} \to \Omega^1_{\text{dR}}(X)$ defined by $fdg \mapsto fd\text{dR}g$, where the former $d$ is the Kähler differential and the latter $d_{\text{dR}}$ is the de Rham exterior differential. The map $\phi$ is onto, because any differential 1-form can be written as a finite sum $\sum f_i \text{dR}g_i$ by a standard argument, for example using a partition of unity. However $\phi$ is not one-to-one in general. Even when $X = \mathbb{R}$ and $A = C^\infty(\mathbb{R})$, we have $de^x \neq e^x \, dx$ in $\Omega^1_{A/R}$.

Now let $A$ be any unital algebra over a field $K$. If $A$ is not commutative, the above method of defining algebraic differential forms is no longer valid. One of reasons is that Proposition 2.36 relies on the commutativity of $A$. When $A$ is noncommutative, we have the following generalization of Proposition 2.36 [20, Section 2.6.1].
Proposition 2.39. Let $M$ be a $A$-bimodule (not necessarily symmetric) and let $I = \ker(A \otimes A \xrightarrow{m} A)$. The natural transformation\(^9\) $\Phi : \text{Hom}_{A \otimes A^{\text{op}}}(I, -) \Rightarrow \text{Der}(A, -)$ defined by $\Phi_M : f \mapsto f \circ d^n$ for each bimodule $M$, where $d^n : A \rightarrow I$, which is defined by $x \mapsto d^n(x) := 1 \otimes x - x \otimes 1$ for all $x \in A$, is a natural isomorphism between functors from $\text{BiMod}_A$ to abelian groups. Here, $\text{BiMod}_A$ denotes the category of $A$-bimodules.

Definition 2.40. Let $A$ be a unital algebra over a field $\mathbb{K}$. The totality of universal noncommutative differential $1$-forms of $A$ is the $A$-bimodule $\Omega^1(A) := \ker(A \otimes A \xrightarrow{m} A)$, where the left and right actions are induced from the multiplication on $A$. More explicitly, given a generator $d^n x = 1 \otimes x - x \otimes 1$ in $\Omega^n(A)$, the left $A$-module structure on $d^n x$ is given by $y \cdot d^n x := y \otimes x - xy \otimes 1$, while the right $A$-module structure is given by $d^n x \cdot y = 1 \otimes xy - x \otimes y$, which equals $d^n(xy) - x \cdot d^n y$. The left and right module structures on $\Omega^n(A)$ are uniquely determined by these special cases.

The terminology ‘universal noncommutative differential forms’ refers to the noncommutative differential forms of Loday [20, Section 2.6.1], the universal differential algebra of forms of Landi [19, Section 7.1] and the universal complex of Karoubi [15, Section 1.24].

Definition 2.41. Let $A$ be a unital algebra over a field $\mathbb{K}$. The totality of universal noncommutative differential $\emph{n}$-forms is $\Omega^n(A) := \Omega^1(A) \otimes_A \cdots \otimes_A \Omega^1(A)$ ($n$ times).

An element in $\Omega^n(A)$ is of the form $a_0 d^n a_1 \cdots d^n a_n$ (the symbol $\otimes$ is omitted). A differential $d^n : \Omega^n(A) \rightarrow \Omega^{n+1}(A)$ is defined by $a_0 d^n a_1 \cdots d^n a_n \mapsto d^n a_0 d^n a_1 \cdots d^n a_n$, and we set $\Omega^0(A) := A$. The complex $(\Omega^n(A), d^n, \cdot)$ is a DGA. This DGA satisfies the following universal property.

Lemma 2.42. Let $(\Gamma, \delta)$ be a DGA and let $\phi : A \rightarrow \Gamma_0$ be a morphism of unital algebras. Then there exists a unique extension of $\phi$ to a morphism $\phi^\bullet : \Omega^\bullet(A) \rightarrow \Gamma_\bullet$ of DGAs.

Proof. See Landi [19, Proposition 34, p.108] or Loday [20, Section 2.6.6]. \hfill \Box

With this, we can prove the following fact, which provides another example of a DGA on top of $\text{Alg}$.

Proposition 2.43. The assignment $\Omega^n : \text{Alg} \rightarrow \text{DGA}$ sending $A$ to $(\Omega^n(A), d^n)$ defines a DGA on top of $\text{Alg}$.

\(^9\)The codomain of the functors $\text{Der}(A, -)$ and $\text{Hom}_{A \otimes A^{\text{op}}}(I, -)$ can be taken to be the category of abelian groups. This is because the forgetful functor from $Z(A \otimes A^{\text{op}})$-modules to abelian groups reflects isomorphisms (here, $Z(A \otimes A^{\text{op}})$ is the center of $A \otimes A^{\text{op}}$). This also gives a natural isomorphism of $Z(A \otimes A^{\text{op}})$-modules.
Proof. The assignment on morphisms is canonically defined by the universal property in Lemma 2.42. In more detail, let $\phi : A = \Omega^0_0(A) \to B = \Omega^0_0(B)$ be an algebra map. Then Lemma 2.42 guarantees a unique DGA extension $\phi^u : \Omega^u_0(A) \to \Omega^u_0(B)$. Functoriality immediately follows from this uniqueness. □

Remark 2.44. In fact, $\Omega^u$ is an initial object in the category of DGA’s on top of $\text{Alg}$. In this category, a morphism is just a natural transformation. Given another DGA $\Omega$ on top of $\text{Alg}$, there is a canonical natural transformation $\Omega^u \Rightarrow \Omega$ given by extending the identity on $A$ by Lemma 2.42 to a DGA map $\sigma_A : \Omega^u_0(A) \to \Omega(A)$. In fact, that same lemma proves that this assignment is actually natural because for any map of algebras $\psi : B \to A$, the same universal property guarantees a unique extension $\psi^u : \Omega^u_0(B) \to \Omega(A)$, which means the naturality diagram

\[
\begin{array}{ccc}
\Omega^u(B) & \xrightarrow{\Omega^u(\psi)} & \Omega^u(A) \\
\sigma_B \downarrow & & \downarrow \sigma_A \\
\Omega(B) & \xrightarrow{\Omega(\psi)} & \Omega(A)
\end{array}
\]

automatically commutes since each composite in the diagram must equal $\psi^u$.

Definition 2.45. The universal noncommutative de Rham homology group $H^\text{udR}_n(A)$ is the $n^{th}$ homology group of the complex $(\Omega^u_\bullet(A), d^u_\bullet)$ (cf. Notation 2.4).

Remark 2.46. (1) Let $(\Omega_\bullet(A), d, \cdot)$ be an arbitrary DGA with $\Omega_0(A) = A$. By Lemma 2.42, the identity map on $A$ is uniquely extended to a DGA map $\Phi : \Omega^u_\bullet(A) \to \Omega_\bullet(A)$, $a_0d^u a_1 \cdots d^u a_n \mapsto a_0da_1 \cdots da_n$. Hence, there is an induced homomorphism at the level of noncommutative de Rham homology groups

\[\Phi_\Omega : H^\text{udR}_n(A) \to H^\text{dR}_n(\Omega_\bullet(A)).\]

(2) When $A$ is a commutative unital $\mathbb{K}$-algebra, Remark 2.46 (1) gives a homomorphism from the universal noncommutative de Rham homology to the de Rham homology in Definition 2.37 by choosing $\Omega_\bullet(A)$ to be $\Omega^\bullet_{A/\mathbb{K}}$. Note that this map is not an isomorphism in general, but the groups $H^\text{udR}_n(A)$ and $H^\text{dR}_n(A)$ are closely related (cf. Definition 2.37). See [20, Corollary 3.4.15] for more details.

(3) When $X$ is a smooth manifold and $A = C^\infty(X)$, the map $\phi : \Omega^1_{A/\mathbb{K}} \to \Omega^1_{\text{dR}}(X)$ given by the universality of $\Omega^1_{A/\mathbb{K}}$ uniquely extends to a DGA map $\phi : \Omega^\bullet_{A/\mathbb{K}} \to \Omega^\bullet_{\text{dR}}(X)$ inducing a homomorphism $\phi : H^\bullet_{\text{dR}}(A) \to H^\bullet_{\text{dR}}(X)$. Combining with (2) above we
have the following commutative diagram.

\[
\begin{array}{ccc}
H^{udR}_\bullet(A) & \xrightarrow{\Phi_{H^{udR}}} & H^{dR}_\bullet(A) \\
\downarrow & & \downarrow \\
H^{dR}_\bullet(A) & \xrightarrow{\phi} & H^{dR}_\bullet(X)
\end{array}
\]

(4) As pointed out in [15, Section 1.24], Karoubi’s Chern characters for the choice of DGA \( \Omega^n_u(A) \), denoted by \( \text{ch}^{u\mathcal{K}a} \), and Karoubi’s Chern characters \( \text{ch}^{\mathcal{K}a} \) for a generic DGA \( \Omega^\bullet(A) \) are related by the map \( \Phi_{\Omega^\bullet} \) considered in (1) of this remark. By Lemma 2.35, the following diagram commutes:

\[
\begin{array}{ccc}
K_0(A) & \xrightarrow{\text{ch}^\mathcal{K}a} & H^{dR}_{2k}(A) \\
\downarrow & & \downarrow \\
\text{ch}_k & & \Phi_{\Omega^\bullet}
\end{array}
\]

(5) Universal noncommutative de Rham homology groups are closely related to cyclic homology groups by Karoubi’s theorem [15, p.31 Theorem 2.15]: For a unital algebra \( A \) over a field \( \mathbb{K} \) containing \( \mathbb{Q} \) and for \( n \geq 1 \), \( H^{udR}_n(A) \cong \ker \left( \overline{HC}_n(A) \rightarrow \overline{HH}_{n+1}(A) \right) \) and when \( n = 0 \), \( H^{udR}_0(A) \) is isomorphic to \( \ker(\overline{HC}_0(A) \rightarrow HH_1(A)) \). This theorem is the key for comparing two different Chern characters. The Connes’ Chern character (see Loday [20, Section 8.3]) and Karoubi’s Chern character are, up to a constant, the same in cyclic homology (compare Karoubi [15, Remark 2.20] and Rosenberg [35, Example 6.2.9]); i.e. the following diagram commutes:

\[
\begin{array}{ccc}
K_0(A) & \xrightarrow{\text{ch}^{u\mathcal{K}a}} & H^{udR}_{2k}(A) \\
\downarrow & & \downarrow \\
\text{Ch}_k & & (-1)^k(2k)!\Phi \\
\downarrow & & \downarrow \\
\overline{HC}_{2k}(A) & & \overline{HC}_{2k}(A)
\end{array}
\]

It is interesting to consider a noncommutative differential \( K \)-theory constructed purely in cyclic theoretic setup, though this is not the subject of the present work.

3. Karoubi–Chern–Simons transgression forms

In [15], Karoubi provided an algebraic codification of the standard argument for the Chern–Weil theorem. However, the algebraic analogue of Chern–Simons forms were treated only
implicitly (compare Proposition 2.34 above and [15, Remark 1.23]) because the argument was meant to hold for any choice of DGA whose degree zero term is $A$. The purpose in this section is to obtain transgression formulas for Karoubi’s Chern character forms. Throughout this subsection, our base field $\mathbb{K}$ contains $\mathbb{Q}$.

### 3.1. Polynomial paths of connections.

In this subsection, we shall define and study the properties of an algebraic analogue of a path of connections on a smooth vector bundle. In what follows, $C_\bullet \hat{\otimes} D_\bullet$ denotes the graded tensor product of chain complexes $C_\bullet$ and $D_\bullet$ over the same field.

**Definition 3.1** (Karoubi [15], Section 1.20). Let $\Lambda_\bullet$ be the chain complex defined by $\Lambda_0 := \mathbb{K}[t]$ (formal polynomials in the variable $t$), $\Lambda_1 := \mathbb{K}[t]dt$, $\Lambda_{n \neq 0,1} = 0$, $d_0(P(t)) = P'(t)dt$, and $d_n \neq 0$. The *homotopy operator* $\kappa : \Lambda_\bullet \to \mathbb{K}$ is defined so that $\kappa(P(t)) = 0$ and $\kappa(P(t)dt) = \int_0^1 P(t)dt$. Let $A$ be an algebra over $\mathbb{K}$ and let $\Omega_\bullet(A)$ be a DGA on top of $A$. The homotopy operator on $\Lambda_\bullet \hat{\otimes} \Omega_\bullet(A)$ is the (degree $-1$) map $K : \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A) \to \Omega_\bullet(A)$ uniquely determined by $K(\omega \otimes \theta) := \kappa(\omega)\theta$. We define the *evaluation at the boundary* maps $ev_n : \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A) \to \Omega_\bullet(A)$ for $n \in \{0, 1\}$ that are determined by $ev_n(\omega \otimes \theta) := \omega(n)\theta$ if $\omega \in \Lambda_0$ and $0$ if $\omega \in \Lambda_1$. If $\varphi \in \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A)$, then we write $\varphi(n) := ev_n(\varphi)$ for brevity. Such evaluation maps $ev_n$ are similarly defined for every $n \in \mathbb{K}$. Furthermore, one can define similar such evaluation maps $ev_n : \Lambda_0 \otimes_\mathbb{K} M \to M$ for any $\mathbb{K}$-vector space $M$.

We will think of the complex $\Lambda_\bullet$ as an object in the category of DGAs representing the standard unit interval (the de Rham complex of polynomial differential forms). Note that $\Lambda_\bullet \hat{\otimes} \Omega_\bullet(A)$ together with the tensor product differential is itself a DGA on top of

$$\tilde{A} := \Lambda_0 \otimes_\mathbb{K} A.$$ 

Henceforth, we will set $\Omega_\bullet(\tilde{A}) \equiv \Omega_\bullet(\Lambda_0 \otimes_\mathbb{K} A) := \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A)$. We will often switch between the notation $\tilde{A}$ and $\Lambda_0 \otimes_\mathbb{K} A$ depending on the context (the former is often used for statements and to condense notation, while the latter in proofs to facilitate computations). We will use the same notation $d$ to stand for the differential on $\Omega_\bullet(A), \Lambda_\bullet$, and $\Omega_\bullet(\tilde{A})$ since it will always be made clear which one is being applied based on the input. The abelianization of $\Omega_\bullet(\tilde{A})$ is given by $\Omega_\bullet(\Lambda_0 \otimes_\mathbb{K} A)_{ab} = \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A)_{ab}$, because $\Lambda_\bullet$ is a commutative DGA. Furthermore, the evaluation maps and homotopy operators descend to the abelianizations.

**Lemma 3.2.** [Homotopy formula] For any $\varphi \in \Lambda_\bullet \hat{\otimes} \Omega_\bullet(A),$

$$(Kd + dK)\varphi = \varphi(1) - \varphi(0).$$

The following proposition of Karoubi [15, Lemma 1.21] is readily seen by Lemma 3.2.
Proposition 3.3. Let $\phi \in \Lambda^* \otimes \Omega^*(A)_{ab}$ be a cycle. Then $\phi(1) - \phi(0)$ is a boundary.

Definition 3.4. Let $M \in \text{Fgp}(A)$ and let $\Omega^*(A)$ be a DGA on top of $A$. A polynomial path of connections on $M$ is a $\mathbb{K}$-linear map $M \xrightarrow{D} \Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A)$ satisfying a modified form of the Leibniz rule given by $D(ma) = 1 \otimes m \otimes da + D(m)a$ for all $a \in A$ and $m \in M$. Equivalently, $D$ satisfies the condition that the composite $D_t := M \xrightarrow{D} \Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A) \xrightarrow{ev_t} M \otimes_A \Omega_1(A)$ is a connection on $M$ for every $t \in \mathbb{K}$.

Remark 3.5. The fact that these two properties of $D$ are equivalent follows from the fact that an element of $\Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A)$ is determined by its evaluations (since $\mathbb{Q} \subseteq \mathbb{K}$).

Also, note that given any two connections $D_0$ and $D_1$ on $M$, there exists a polynomial path of connections $D$ such that $D_t = D_t$ for $t \in \{0, 1\}$. Indeed, such a polynomial path of connections can be defined by $D_t := tD_0 + (1 - t)D_1$ for all $t \in \mathbb{K}$. More precisely, if we let $u$ denote the polynomial representing $t \mapsto t$, then $D(m) := u \otimes D_0(m) + (1 - u) \otimes D_1(m)$ for all $m \in M$. In fact, the set of connections is an affine $\mathbb{K}$-space.

Just as one can associate a bundle with connection over a space cross the interval given a path of connections on a single bundle, one can construct a module with connection over the module extended by polynomials on the interval given a (polynomial) path of connections on that module. We first provide the module definition and justify it by showing it specializes properly to the smooth setting.

Lemma 3.6. Let $M$ be a finitely generated projective $A$-module and $\Omega^*(A)$ a DGA on top of $A$ and let $D : M \to \Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A)$ be a polynomial path of connections on $M$. Set $	ilde{M} := \Lambda_0 \otimes_{\mathbb{K}} M$.

1. Then $\tilde{M}$, equipped with the right action of $\tilde{A} := \Lambda_0 \otimes_{\mathbb{K}} A$ uniquely determined by

   $$(q \otimes m)(p \otimes a) := (qp) \otimes (ma) \quad \forall q, p \in \Lambda_0, \ m \in M, \ a \in A,$$

   is a finitely generated projective $\tilde{A}$-module.

2. Setting $\Omega^*(\tilde{A}) := \Lambda^* \otimes_{\mathbb{K}} \Omega^*(A)$ to be the DGA on top of $\tilde{A}$, the map $\tilde{M} \otimes_{\tilde{A}} \Omega_1(\tilde{A}) \to (\Lambda_1 \otimes_{\mathbb{K}} M) \oplus (\Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A))$ uniquely determined by

   $$(\Lambda_0 \otimes_{\mathbb{K}} M) \otimes_{\tilde{A}} ((\Lambda_1 \otimes_{\mathbb{K}} A) \oplus (\Lambda_0 \otimes_{\mathbb{K}} \Omega_1(A))) \to (\Lambda_1 \otimes_{\mathbb{K}} M) \oplus (\Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A))$$

   $$(q \otimes m) \otimes ((\eta \otimes a) + (p \otimes \omega)) \mapsto q\eta \otimes ma + qp \otimes m \otimes \omega.$$

   is a canonical isomorphism. More generally, there is a canonical isomorphism

   $$\tilde{M} \otimes_{\tilde{A}} \Omega_k(\tilde{A}) \cong (\Lambda_1 \otimes_{\mathbb{K}} M \otimes \Omega_{k-1}(A)) \oplus (\Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_k(A))$$

   for all $k \in \mathbb{N}$. 

(3) Using the first of these isomorphisms from (2), the unique linear map $\tilde{D}$ determined by

$$\tilde{M} \xrightarrow{\tilde{D}} (\Lambda_1 \otimes_\mathbb{K} M) \oplus (\Lambda_0 \otimes_\mathbb{K} M \otimes_A \Omega_1(A)) \cong \tilde{M} \otimes_{\tilde{A}} \Omega_1(\tilde{A})$$

$q \otimes m \mapsto dq \otimes m + qD(m)$

defines a connection on $\tilde{M}$ with respect to the DGA $\Omega_*(\tilde{A})$. In fact, $\tilde{D}$ is determined by its action on elements of the form $1 \otimes m$, which gets sent to $D(m)$.

(4) The action of the curvature, $R_{\tilde{D}} = \tilde{D}^2$, is determined by its action on $1 \otimes m \in \tilde{M}$, which is given by

$$\tilde{D}^2(1 \otimes m) = \sum_a dq_a \otimes m_\alpha \otimes \omega_\alpha + \sum_a q_\alpha D(m_\alpha)\omega_\alpha + \sum_a q_\alpha \otimes m_\alpha \otimes d\omega_\alpha$$

where

$$D(m) := \sum_a q_\alpha \otimes m_\alpha \otimes \omega_\alpha \in \Lambda_0 \otimes_\mathbb{K} M \otimes_A \Omega_1(A)$$

is a tensor product expansion of $D(m)$.

(5) The curvature $R_{\tilde{D}} = \tilde{D}^2$ of the connection $\tilde{D}$ satisfies the relation

$$ev_t \circ \tilde{D}^2 \circ i_M = D_t^2 \quad \forall t \in \mathbb{K},$$

where $ev_t : \tilde{M} \otimes_{\tilde{A}} \Omega_* (\tilde{A}) \to M \otimes_A \Omega_* (A)$ evaluates all expressions at $t \in \mathbb{K}$ (making use of the isomorphism from (2) above) and $i_M : M \otimes_A \Omega_* (A) \to \Lambda_0 \otimes_\mathbb{K} M \otimes_A \Omega_* (A) \hookrightarrow \tilde{M} \otimes_{\tilde{A}} \Omega_* (\tilde{A})$ is the inclusion sending $m \otimes \omega$ to $1 \otimes m \otimes \omega$ (again making use of the isomorphism from (2) above). In other words, the diagram

$$\begin{array}{ccc}
M \otimes_A \Omega_* (A) & \xrightarrow{D_t^2} & M \otimes_A \Omega_* (A) \\
i_M \downarrow & & \downarrow ev_t \\
\tilde{M} \otimes_{\tilde{A}} \Omega_* (\tilde{A}) & \xrightarrow{\tilde{D}^2} & \tilde{M} \otimes_{\tilde{A}} \Omega_* (\tilde{A})
\end{array}$$

commutes. Furthermore, $ev_t$ satisfies $ev_t \circ i_M = id$ and it also restricts to a well-defined map $ev_t : \tilde{M} \otimes_{\tilde{A}} \Omega_{even} (\tilde{A}) \to M \otimes_A \Omega_{even} (A)$.

(6) Given any $\Omega_* (\tilde{A})$-linear map $L$ from $\tilde{M} \otimes_{\tilde{A}} \Omega_* (\tilde{A})$ to itself, set $L_t := ev_t \circ L \circ i_M$ for each $t \in \mathbb{K}$. Then $L_t$ is a $\Omega_* (A)$-linear map from $M \otimes_A \Omega_* (A)$ to itself satisfying

$$ev_t \circ L^k \circ i_M = L_t^k \quad \forall k \in \mathbb{N}.$$ 

In particular, $ev_t \circ R_{\tilde{D}}^k \circ i_M = R_{D_t}^k$ for all $t \in \mathbb{K}$ and $k \in \mathbb{N}$.

(7) The identity

$$ev_t \left( \text{tr}(R_{\tilde{D}}^k) \right) = \text{tr}(R_{D_t}^k), \quad \text{i.e.} \quad ev_t \left( \text{tr}(\tilde{D}^{2k}) \right) = \text{tr}(D_t^{2k}),$$
holds for all $k \in \mathbb{N}$ and $t \in K$. Here, the two traces have different codomains (and domains). The one on the left side of each equality lands in $(\Omega_*(\tilde{A})_{ab})_{\text{even}}$, while the one on the right side of each equality lands in $(\Omega_*(A)_{ab})_{\text{even}}$. Consequently,

$$\ev_i\left(ch^{K_a}(\tilde{D})\right) = ch^{K_a}(D_i) \quad \forall \ t \in K.$$ 

(8) Let $\Lambda_0 \xrightarrow{r} \Lambda_0$ be the map that reverses the formal input variable, namely $(rq)(t) := q(1-t)$ for all $q \in \Lambda_0 \equiv \mathbb{K}[t]$. Then $r$ extends uniquely to a DGA map satisfying\(^{10}\)

$$r(pdq) = r(p)d(r(q)),$$

and the composite $M \xrightarrow{D} \Lambda_0 \otimes_K M \otimes_A \Omega_1(A) \xrightarrow{r \otimes id} \Lambda_0 \otimes_K M \otimes_A \Omega_1(A)$ defines a path of connections $\mathcal{D}$, called the reversed path of connections, whose associated connection $\tilde{\mathcal{D}} : \tilde{M} \otimes_{\tilde{A}} \Omega_*(\tilde{A}) \to \tilde{M} \otimes_{\tilde{A}} \Omega_*(\tilde{A})$ satisfies

$$\mathcal{D}_t = D_{1-t} \quad \forall \ t \in K$$

and

$$\tilde{\mathcal{D}} = (r \otimes id) \circ \mathcal{D} \circ (r \otimes id),$$

where $r \otimes id := r \otimes id_{M \otimes A \Omega_*(A)}$ is the $\Omega_*(A)$-linear endomorphism\(^{11}\) of $\tilde{M} \otimes_{\tilde{A}} \Omega_*(\tilde{A})$ whose action on degree $(k+1)$-forms is obtained via the isomorphism

$$\tilde{M} \otimes_{\tilde{A}} \Omega_{k+1}(\tilde{A}) \cong \left(\Lambda_0 \otimes_K M \otimes_A \Omega_{k+1}(A)\right) \oplus \left(\Lambda_1 \otimes_K M \otimes_A \Omega_k(A)\right)$$

with $r$ acting on the first factor ($\Lambda_0$ and $\Lambda_1$) in each component of the direct sum (in other words, $r$ acts on the first factor of the $\Omega_*(A)$-module $\Lambda_\bullet \otimes_K M \otimes_A \Omega_*(A)$).

Furthermore, the Karoubi–Chern character satisfies

$$ch^{K_a}\left(\tilde{\mathcal{D}}\right) = (r \otimes id)ch^{K_a}\left(\mathcal{D}\right).$$

**Proof.** Most of these claims amount to unraveling the definitions.

1. To see that $\tilde{M}$ is a finitely generated projective $\tilde{A}$-module, note that since $M$ is a finitely generated projective $A$-module, there exists an $A$-module $Q$ and an $n \in \mathbb{N}$ such that $M \oplus Q \cong A^n$. Hence, $\tilde{M} \oplus (\Lambda_0 \otimes_K Q) = (\Lambda_0 \otimes_K M) \oplus (\Lambda_0 \otimes_K Q) \cong \Lambda_0 \otimes_K (M \oplus Q) \cong \Lambda_0 \otimes_K A^n \cong (\Lambda_0 \otimes_K A)^n,$

which proves the claim.

2. Because

$$\Omega_1(\Lambda_0 \otimes_K A) = (\Lambda_1 \otimes_K A) \oplus (\Lambda_0 \otimes_K \Omega_1(A))$$

\(^{10}\)This is analogous to how the pullback of smooth functions and differential forms along a map (which in this case is the map $\mathbb{K} \ni t \mapsto 1-t$) is a chain map on the de Rham complex.

\(^{11}\)The map $r \otimes id_{M \otimes A \Omega_*(A)}$ is not $\Omega_*(A)$-linear.
(by definition) together with the properties of $\otimes$ and $\oplus$,

$$
\tilde{M} \otimes_{A} \Omega_{1}(A) = (\Lambda_{0} \otimes_{K} M) \otimes_{\Lambda_{0} \otimes A} \left( (\Lambda_{1} \otimes_{K} A) \oplus (\Lambda_{0} \otimes_{K} \Omega_{1}(A)) \right)
$$

is determined by its values on elements of the form $1 \otimes m$ by the Leibniz rule.

(4) By definition (cf. Definition 2.21), $\tilde{D}$ is extended to $\tilde{M} \otimes_{A} \Omega_{*}(A)$ by the formula

$$
\tilde{D}(\tilde{m} \otimes \eta) = \tilde{D}(\tilde{m})\eta + \tilde{m} \otimes d\eta
$$

for all $\tilde{m} \in \tilde{M}$ and $\eta \in \Omega_{k}(A)$. The fact that the action of $\tilde{D}^{2}$ is determined by its action on $1 \otimes m \in \tilde{M}$ follows from $\Omega_{*}(A)$-linearity of the curvature (cf. Definition 2.21). Then

$$
\tilde{D}^{2}(1 \otimes m) = \tilde{D}(\tilde{D}(m)) = \sum_{\alpha} \tilde{D}(q_{\alpha} \otimes m_{\alpha} \otimes \omega_{\alpha})
$$

$$
= \sum_{\alpha} \tilde{D}(q_{\alpha} \otimes m_{\alpha})\omega_{\alpha} + \sum_{\alpha} q_{\alpha} \otimes m_{\alpha} \otimes d\omega_{\alpha} \quad \text{by (3.7)}
$$

$$
= \sum_{\alpha} \left( dq_{\alpha} \otimes m_{\alpha} + q_{\alpha} \tilde{D}(m_{\alpha}) \right)\omega_{\alpha} + \sum_{\alpha} q_{\alpha} \otimes m_{\alpha} \otimes d\omega_{\alpha}
$$

$$
= \sum_{\alpha} dq_{\alpha} \otimes m_{\alpha} \otimes \omega_{\alpha} + \sum_{\alpha} q_{\alpha} \tilde{D}(m_{\alpha})\omega_{\alpha} + \sum_{\alpha} q_{\alpha} \otimes m_{\alpha} \otimes d\omega_{\alpha},
$$

where the definition of $\tilde{D}$ is used in the third line and the fact that $m_{\alpha}$ identifies with $m_{\alpha} \otimes 1_{A}$ under the canonical isomorphism $M \cong M \otimes_{A} A$ is used in the last line (in the first of three terms).

(5) It is sufficient to prove the equality for forms of the lowest degree. Hence, as before, fix $m \in M$ and let $\tilde{D}(m) =: \sum_{\alpha} q_{\alpha} \otimes m_{\alpha} \otimes \omega_{\alpha}$. Then

$$
ev_{t}(\tilde{D}^{2}(i_{M}(m))) = \ev_{t}(\tilde{D}^{2}(1 \otimes m)) = \sum_{\alpha} q_{\alpha}(t) \left( \tilde{D}_{t}(m_{\alpha})\omega_{\alpha} + m_{\alpha} \otimes d\omega_{\alpha} \right)$$
by item (4). On the other hand, since $D_t$ is a connection on $M$ with respect to $\Omega_\bullet(A)$, the Leibniz rule gives
\[
D_t^2(m) = D_t \left( \sum_\alpha q_\alpha(t) m_\alpha \otimes \omega_\alpha \right) = \sum_\alpha q_\alpha(t) D_t(m_\alpha \otimes \omega_\alpha)
\]
\[
= \sum_\alpha q_\alpha(t) \left( D_t(m_\alpha) \omega_\alpha + m_\alpha \otimes d\omega_\alpha \right)
\]
The identity $ev_t \circ i_M = \text{id}$ is immediate. The fact that $ev_t$ restricts to a well-defined map in even degrees follows from the fact that $ev_t(\theta) = 0$ for all $\theta \in \Lambda_1$.

(6) $\Omega_\bullet(A)$-linearity of $L_t$ follows from
\[
L_t(m \otimes \omega) = ev_t(L(1 \otimes m \otimes \omega)) = ev_t(L(1 \otimes m \otimes 1_A)(1 \otimes \omega)) = L_t(m)\omega
\]
for $m \in M$ and $\omega \in \Omega_\bullet(A)$. For the next claim, it suffices to prove the claim for $k = 2$. Furthermore, since $L(1 \otimes m \otimes \omega) = L(1 \otimes m)(1 \otimes \omega)$ by right $\Omega_\bullet(A_0 \otimes K A)$-linearity, it suffices to prove $(ev_t \circ L^2 \circ i_M)(m) = L_t^2(m)$. Write
\[
L(i_M(m)) = L(1 \otimes m \otimes 1_A) = \sum_\alpha q_\alpha \otimes m_\alpha \otimes \omega_\alpha + \sum_\beta \theta_\beta \otimes n_\beta \otimes \xi_\beta
\]
with $q_\alpha \in A_0, \theta_\beta \in \Lambda_1, m_\alpha, n_\beta \in M$, and $\omega_\alpha, \xi_\beta \in \Omega_\bullet(A)$. Then,
\[
(ev_t \circ L^2 \circ i_M)(m) = ev_t \left( \sum_\alpha L(1 \otimes m_\alpha \otimes 1_A)(q_\alpha \otimes \omega_\alpha) + \sum_\beta L(1 \otimes n_\beta \otimes 1_A)(\theta_\beta \otimes \xi_\beta) \right)
\]
\[
= \sum_\alpha q_\alpha(t)L_t(m_\alpha)\omega_\alpha = L_t \left( \sum_\alpha q_\alpha(t)m_\alpha \otimes \omega_\alpha \right) = L_t^2(m).
\]
The claim $ev_t \circ R^k_D \circ i_M = R^k_{\tilde D}$ follows from setting $L_t := R_{D_t}$ and $L := R_{\tilde D}$.

(7) The identity itself comes from commutativity of the diagram
\[
\text{End}_{\Omega_{\text{even}}(\tilde A)}(\tilde M \otimes \tilde \Lambda \Omega_{\text{even}}(\tilde A)) \xrightarrow{\text{tr}} (\Omega_\bullet(\tilde A)_{\text{ab}})_{\text{even}} \xrightarrow{ev_t} (\Omega_\bullet(\tilde A)_{\text{ab}})_{\text{even}}
\]
\[
\downarrow \text{ev}_{t \circ i_M} \quad \quad \quad \downarrow \text{ev}_t
\]
\[
\text{End}_{\Omega_{\text{even}}(A)}(M \otimes \Lambda \Omega_{\text{even}}(A)) \xrightarrow{\text{tr}} (\Omega_\bullet(A)_{\text{ab}})_{\text{even}}
\]
which follows from a similar calculation to the one in the proof of (6) by using the canonical isomorphism $F \otimes_R F^* \cong \text{End}_B(F)$ (cf. Definition 2.23 and afterwards). In more detail, setting $R := \Omega_{\text{even}}(A)$, $F := M \otimes_A R$, $\tilde R := \Omega_{\text{even}}(\tilde A)$, and $\tilde F := \tilde M \otimes_{\tilde \Lambda} \tilde R$, \ldots
the claim follows from commutativity of
\[
\begin{array}{ccc}
\tilde{F} \otimes_R \tilde{F}^* & \xrightarrow{\text{eval}} & \tilde{R}/[\tilde{R}, \tilde{R}] \\
\downarrow \text{Ev}_t & & \downarrow \text{ev}_t \\
F \otimes_R F^* & \xrightarrow{\text{eval}} & R/[R, R]
\end{array}
\]

where the left \text{Ev}_t is defined by sending \( \tilde{f} \otimes \tilde{\varphi} \) to \( \text{ev}_t(\tilde{f}) \otimes (\text{ev}_t \circ \tilde{\varphi} \circ i_M) \). The commutativity of this last diagram can be proved by choosing an element \( \tilde{f} \) of the form similar to the right-hand-side of (3.8) and explicitly computing the image along the two directions.

(8) A short calculation shows \( \tilde{D} \) is a path of connections. With the associated connection on \( \tilde{M} \), a direct calculation gives
\[
\tilde{D}(q \otimes m) = dq \otimes m + q\tilde{D}(m)
\]
by item (3) of this lemma for \( \tilde{D} \)
\[
d = dq \otimes m + q((r \otimes 1)\tilde{D}(m))
\]
by definition of \( \tilde{D} \)
\[
= (r \otimes 1)(d(r(q)) \otimes m + r(q)\tilde{D}(m))
\]
since \( r \) is a DGA map with \( r^2 = \text{id} \)
\[
= ((r \otimes 1) \circ \tilde{D} \circ (r \otimes 1))(q \otimes m)
\]
by item (3) of this lemma for \( D \),
proving the main relationship at the lowest degree (since \( q \otimes m \in \tilde{M} \)). This then extends to higher degree forms, namely \( \tilde{M} \otimes A \Omega_\bullet(\tilde{A}) \), using the isomorphism stated in the claim. Since \( r^2 = \text{id} \), the curvature satisfies \( R^k_D = (r \otimes 1) \circ R^k_D \circ (r \otimes 1) \) for all \( k \in \mathbb{N} \).

Since
\[
R^k_D(\lambda \otimes m \otimes \omega) = (R^k_D(1 \otimes m \otimes 1_A))(\lambda \otimes \omega)
\]
for all \( \lambda \in \Lambda_\bullet, m \in M, \) and \( \omega \in \Omega_\bullet(A) \), the trace only depends on how \( R^k_D \) acts on the \( M \) factor. But by the relation we just obtained, \( R^k_D(1 \otimes m \otimes 1_A) = (r \otimes 1)R^k_D(1 \otimes m \otimes 1_A) \). Hence, \( \text{tr}(R^k_D) = (r \otimes 1)\text{tr}(R^k_D) \), which gives the claim. \( \square \)

Example 3.9. Let \( K \) be \( \mathbb{R} \) or \( \mathbb{C} \). The construction of \( \tilde{D} \) in Lemma 3.6 is an analogue of the following construction from connections on vector bundles (cf. [28, pg 197]). Let \( E \xrightarrow{\pi} X \) be a \( K \)-vector bundle over a smooth compact manifold \( X \), and let \( \Gamma(E) \) be the associated \( C^\infty(X) \)-module of sections. Let \( \tilde{E} \xrightarrow{\tilde{\pi}} [0, 1] \times X \) be the vector bundle obtained as the pullback

\[At this point, one cannot naively invoke the cyclicity of trace and conclude that the Karoubi–Chern form of \( \tilde{D} \) is the same as that of \( D \) because \( r \otimes 1 \) is not \( \Omega_\bullet(\tilde{A}) \)-linear (indeed, it modifies the \( \Lambda_\bullet \) component in a nontrivial fashion).
of $E$ via the projection $[0,1] \times X \to X$.

\[
\begin{array}{ccc}
\bar{E} & \xrightarrow{\pi} & E \\
\downarrow \tilde{\pi} & & \downarrow \pi \\
[0,1] \times X & \to & X
\end{array}
\]

The fiber $\bar{E}_{(t,x)}$ over $(t,x) \in [0,1] \times X$ can be taken to be $E_x$, and $\Gamma(\bar{E})$ is a $C^\infty([0,1] \times X)$-module. Note that $C^\infty([0,1] \times X)$ is a Fréchet space [45, Section 44 Corollary 1 pg 447], which is isomorphic to $C^\infty([0,1]) \hat{\otimes}_\epsilon C^\infty(X)$ [45, Theorem 44.1 pg 449]. Here, $\epsilon$ denotes the $\epsilon$-topology [45, Definition 43.1 pg 434] and $C^\infty([0,1]) \hat{\otimes}_\epsilon C^\infty(X)$ denotes the completion of $C^\infty([0,1]) \otimes_K C^\infty(X)$ with respect to the $\epsilon$-topology [45, Definition 43.5 pg 439]. A similar isomorphism holds for the modules of sections, namely $\Gamma(\bar{E}) \cong C^\infty([0,1]) \hat{\otimes}_\epsilon \Gamma(E)$. This comes from equipping the space of smooth sections of any bundle with a natural family of seminorms that turns it into a Fréchet space (see Section 2.1 in [2]).

In the smooth setting, $C^\infty([0,1])$ replaces $\Lambda_0$ from our algebraic setup. By Wierstrauss' approximation theorem, the space $\Lambda_0$ of polynomials over $[0,1]$ is dense in $C([0,1])$ with respect to the uniform topology, and therefore $\Lambda_0$ is also dense in $C^\infty([0,1])$ with respect to the Fréchet topology. From this, it follows that $\Lambda_0 \otimes_K \Gamma(E)$ is dense in $C^\infty([0,1]) \otimes_K \Gamma(E)$. Since the latter is dense in $C^\infty([0,1]) \hat{\otimes}_\epsilon \Gamma(E)$ (by definition), $\Lambda_0 \otimes_K \Gamma(E)$ is dense in $C^\infty([0,1]) \hat{\otimes}_\epsilon \Gamma(E)$. Therefore, there is no loss of generality by specifying a path of connections using $\Lambda_0$ instead of $C^\infty([0,1])$.

Now, associated to a (polynomial) path of connections $\nabla : \Gamma(E) \to C^\infty([0,1]) \otimes_K \Gamma(E) \otimes_{C^\infty(X)} \Omega^1_{dR}(X)$ is a family of connections obtained via evaluation at $t \in [0,1] \subseteq \mathbb{R}$ giving $\nabla^t : \Gamma(E) \to \Gamma(E) \otimes_{C^\infty(X)} \Omega^1_{dR}(X)$. There is an associated connection $\tilde{\nabla}$ on $\bar{E}$ uniquely determined by

\[
\tilde{\nabla}_s = 0 \quad \text{and} \quad \tilde{\nabla}_V s = \left( [0,1] \times X \ni (t,x) \mapsto \nabla^t_{V_{t,x}} s \in E_x \right)
\]

for sections $s \in \Gamma(\bar{E})$ that do not depend on $t \in [0,1]$ (this means $s$ is the pullback of a section of $\bar{E}$ along the projection) and for vector fields $V$ such that $V_{t,x} \in T_{t,x}([t] \times X) \subseteq T_{t,x}([0,1] \times X)$ (there is some abuse of notation in the right-most term, where $s$ in $\nabla^t_{V_{t,x}} s$ should be interpreted as the pullback of $s$ along the inclusion $\iota_t : X \xrightarrow{\cong} \{t\} \times X \subseteq [0,1] \times X$). This is the analogue of specifying $\tilde{D}$ on elements of the form $1 \otimes m$ from Lemma 3.6.

3.2. Karoubi–Chern–Simons forms.
**Definition 3.10.** The $k$th **Karoubi–Chern–Simons form** of a polynomial path of connections $D$ is $KCS_k(D) := K \ch_k^a(D)$, where $K$ is the homotopy operator defined in Definition 3.1 and $\tilde{D}$ is the connection on $\tilde{M}$ induced by $D$ as in Lemma 3.6. The **total Karoubi–Chern–Simons form** of $D$ is $KCS(D) := K \ch_k^a(\tilde{D}) = \sum_{k=0}^{\infty} K \ch_k^a(\tilde{D})$.

**Remark 3.11.** Karoubi–Chern–Simons forms generalize the standard Chern–Simons forms in the following sense. Let $X$ be a smooth manifold, $E$ a complex vector bundle over $X$, $\mathbb{K} := \mathbb{C}$, and $A := C^\infty(X; \mathbb{C})$. Let $\nabla$ be a polynomial path of connections on $\Gamma(E)$ with associated connection $\tilde{\nabla}$ on $\Lambda_0 \otimes \Gamma(E)$, similar to Example 3.9. The Karoubi–Chern form is related to the standard Chern form via $\tilde{\nabla}$ in the following sense. Let $\tilde{C}$ be a smooth path of connections on $\tilde{M}$ induced by $\nabla$ as in Lemma 3.6. The Karoubi–Chern–Simons form is related to the standard Chern–Simons form $CS(\nabla)$ via $\tilde{\nabla}$. Therefore, the Karoubi–Chern–Simons form is related to the standard Chern–Simons form $CS(\nabla)$ via $\tilde{\nabla}$. Since $\Lambda_0$ is dense inside $C^\infty([0, 1]; \mathbb{C})$, there is no loss of generality in using polynomial paths of connections instead of smooth paths of connections (cf. Example 3.9).

**Lemma 3.12.** Let $D$ be a polynomial path of connections on $M$ going from $D_0$ to $D_1$. Then the following facts hold.

1. $dKCS(D) = \ch_k^a(D_1) - \ch_k^a(D_0)$.
2. If $\overline{D}$ is the reversed path of connections (cf. Lemma 3.6), then $KCS(\overline{D}) = -KCS(D)$.
3. $KCS(C) = 0$ for a constant polynomial path of connections $C$, i.e. one for which $C_t = C_0$ for all $t \in \mathbb{K}$.
4. If $E$ is another polynomial of connections satisfying $D_0 = E_0$ and $D_1 = E_1$, then $KCS(D) - KCS(E) \in \text{Im}(d)$.
5. $KCS(D) \in \text{Im}(d)$ if $D_0 = D_1$.

**Proof.** The exterior derivative of the Karoubi–Chern–Simons form is given by

$$dKCS(D) = dK \ch_k^a(\tilde{D}) \quad \text{by Definition 3.10}$$

$$= ev_1(\ch_k^a(\tilde{D})) - ev_0(\ch_k^a(\tilde{D})) - Kd \ch_k^a(\tilde{D}) \quad \text{by Lemma 3.2}$$

$$= ev_1(\ch_k^a(\tilde{D})) - ev_0(\ch_k^a(\tilde{D})) \quad \text{by Proposition 2.32}$$

$$= \ch_k^a(D_1) - \ch_k^a(D_0) \quad \text{by Lemma 3.6.}$$

This proves claim (1). Claim (2) follows from item (8) of Lemma 3.6 since $r(dt) = -dt$ (using the notation introduced in that lemma). The proofs of the other claims will be given after Construction 3.17.

**Lemma 3.13.** Let $M$ and $M'$ be two $A$-modules. Given two polynomial paths of connections $D$ on $M$ and $D'$ on $M'$ (with respect to the same DGA $\Omega_\bullet(A)$ on top of $A$),

$$KCS(D \oplus D') = KCS(D) + KCS(D'),$$


where $\mathcal{D} \oplus \mathcal{D}'$ is the polynomial path of connections on $M \oplus M'$ obtained by the composite $M \oplus M' \xrightarrow{\mathcal{D} \oplus \mathcal{D}'} (\Lambda_0 \otimes_\mathbb{K} M \otimes_A \Omega_1(A)) \oplus (\Lambda_0 \otimes_\mathbb{K} M' \otimes_A \Omega_1(A)) \cong \Lambda_0 \otimes_\mathbb{K} (M \oplus M') \otimes_A \Omega_1(A)$.

Since the last isomorphism is canonical, it will often be dropped from the notation.

**Proof.** This follows from Lemma 2.30 and the fact that $\mathcal{D} \oplus \mathcal{D}'(1 \otimes m) = \mathcal{D}(m) \oplus \mathcal{D}'(m') = \mathcal{D}(1 \otimes m) \oplus \mathcal{D}'(1 \otimes m') = \mathcal{D} \oplus \mathcal{D}'(1 \otimes (m \oplus m'))$ for all $m \in M$ and $m' \in M'$.

Recall Definition 3.1, where we introduced the complex $\Lambda_\bullet$ of (formal) polynomials and their differentials in a single variable, which can be thought of as representing the DGA of polynomial differential forms on the unit interval. Also recall that the homotopy operator $\kappa : \Lambda_\bullet \rightarrow \mathbb{K}$ induces a homotopy operator $K : \Omega_\bullet(\mathcal{A}) \rightarrow \Omega_\bullet(A)$. Similarly to this setup, $\Lambda_\bullet \otimes \Lambda_\bullet$ is (isomorphic to) the DGA of (formal) polynomials in two (commuting) variables, which can be thought of as representing the DGA of polynomial differential forms over the unit square. Note that when viewed as polynomials in two variables $s$ and $t$, the relation $ds \wedge dt = -dt \wedge ds$ holds by the definition of the graded tensor product. Set

$$\mathcal{A} := \Lambda_0 \otimes_\mathbb{K} \Lambda_0 \otimes_\mathbb{K} A.$$

The DGA $\Omega_\bullet(\mathcal{A}) := \Lambda_\bullet \hat{\otimes} \Lambda_\bullet \otimes_\mathbb{K} \Omega_\bullet(A)$ is equipped with the differential determined on homogeneous elements by

$$d(\eta \otimes \omega \otimes \theta) = d\eta \otimes \omega \otimes \theta + (-1)^{|\eta|} \eta \otimes d\omega \otimes \theta + (-1)^{|\eta|+|\omega|} \eta \otimes \omega \otimes d\theta,$$

where $|\eta|$, $|\omega|$ are the degrees of $\eta$, $\omega$, respectively. There are two homotopy operators $K_1, K_2 : \Omega_\bullet(\mathcal{A}) \rightarrow \Omega_\bullet(\mathcal{A})$ uniquely determined by the formulas

$$K_1(\eta \otimes \omega \otimes \theta) := \kappa(\eta) \omega \otimes \theta \quad \text{and} \quad K_2(\eta \otimes \omega \otimes \theta) := \kappa(\omega) \eta \otimes \theta.$$

Notice that $KK_1 = KK_2$. With this, we get the following homotopy formula.

**Lemma 3.14.** For any homogeneous $\eta \otimes \omega \otimes \theta \in \Lambda_\bullet \hat{\otimes} \Lambda_\bullet \otimes_\mathbb{K} \Omega_\bullet(A)$,

$$(dKK_1 - K_1d)(\eta \otimes \omega \otimes \theta) = \left( \kappa(\eta)(\omega(1) - \omega(0)) - (\eta(1) - \eta(0))\kappa(\omega) \right) \theta$$

$$= \begin{cases} 0 & \text{if } \eta \otimes \omega \in \Lambda_0 \otimes_\mathbb{K} \Lambda_0 \\ -(\eta(1) - \eta(0))\kappa(\omega)\theta & \text{if } \eta \otimes \omega \in \Lambda_0 \otimes_\mathbb{K} \Lambda_1 \\ \kappa(\eta)(\omega(1) - \omega(0))\theta & \text{if } \eta \otimes \omega \in \Lambda_1 \otimes_\mathbb{K} \Lambda_0 \\ 0 & \text{if } \eta \otimes \omega \in \Lambda_1 \otimes_\mathbb{K} \Lambda_1 \end{cases}$$

A similar result holds upon abelianization.
Proof. This follows from
\[
KK_d(\eta \otimes \omega \otimes \theta) = K \left((\eta(1) - \eta(0))\omega \otimes \theta\right) - KdK(\eta \otimes \omega \otimes \theta)
\]
\[
= (\eta(1) - \eta(0))\kappa(\omega)\theta + dKK(\eta \otimes \omega \otimes \theta) - \kappa(\eta)(\omega(1) - \omega(0))\theta
\]
by applying Lemma 3.2 twice. \qed

It is useful to point out that the homotopy formula in Lemma 3.14 can be expressed as
\[
dKK - KK_1 d = ev_0 K_2 + ev_1 K_1 - ev_1 K_2 - ev_0 K_1,
\]
which provides a geometric picture in terms of integration and evaluation on the sides of a square. Namely, \(ev_0 K_2\) integrates along the positive \(t\) direction at \(s = 0\), \(ev_1 K_1\) integrates along the \(s\) direction at \(t = 1\), \(-ev_1 K_2\) integrates along the \(-t\) direction (hence, the negative sign) at \(s = 1\), and \(-ev_0 K_1\) integrates along the \(-s\) direction at \(t = 0\), thus giving a loop around the square.

**Definition 3.15.** A polynomial square of connections on the \(A\)-module \(M\) with respect to the DGA \(\Omega_\bullet(A)\) is a map \(\Delta : M \rightarrow \Lambda_0 \otimes_\mathbb{K} \Lambda_0 \otimes_\mathbb{K} M \otimes_\mathbb{K} \Omega_1(A)\) satisfying a modified form of the Leibniz rule given by \(\Delta(ma) = 1 \otimes 1 \otimes m \otimes da + \Delta(m)a\) for all \(a \in A\) and \(m \in M\). Equivalently, \(\Delta\) satisfies the condition that the composite \(\Delta_{(s,t)} := M \xrightarrow{\Delta} \Lambda_0 \otimes_\mathbb{K} \Lambda_0 \otimes_\mathbb{K} M \otimes_\mathbb{K} \Omega_1(A) \xrightarrow{\text{ev}_{(s,t)}} M \otimes_\mathbb{K} \Omega_1(A)\) is a connection on \(M\) for every \(s, t \in \mathbb{K}\). Here, there are two evaluation maps, which will be written as\(^{13}\) \(ev_s\) and \(ev_t\) satisfying \(ev_s \circ ev_t = ev_t \circ ev_s\) so that this last map is written as \(\text{ev}_{(s,t)}\). Let \(\mathcal{D}, \mathcal{E} : M \rightarrow \Lambda_0 \otimes_\mathbb{K} M \otimes_\mathbb{K} \Omega_1(A)\) be two polynomial paths of connections such that \(\mathcal{D}_0 = \mathcal{E}_0\) and \(\mathcal{D}_1 = \mathcal{E}_1\). A polynomial bigon of connections from \(\mathcal{D}\) to \(\mathcal{E}\) is a polynomial square of connections \(\Delta : M \rightarrow \Lambda_0 \otimes_\mathbb{K} \Lambda_0 \otimes_\mathbb{K} M \otimes_\mathbb{K} \Omega_1(A)\) such that \(\text{ev}_{s=0}(\Delta) = \mathcal{D}\) and \(\text{ev}_{s=1}(\Delta) = \mathcal{E}\), where the evaluation maps are for the left \(\Lambda_0\) factor and where the diagrams

\[
\begin{array}{ccc}
M \otimes_\mathbb{K} \Omega_\bullet(A) & \xleftarrow{\iota_M} & \Lambda_0 \otimes_\mathbb{K} M \otimes_\mathbb{K} \Omega_\bullet(A) \\
\text{ev}_{s=0}(\Delta) & \downarrow & \text{ev}_{s=1}(\Delta) \\
\mathcal{D}_0 & \xrightarrow{\mathcal{E}_0} & \mathcal{D}_1
\end{array}
\]

both commute.

**Lemma 3.16.** Let \(\mathcal{D}, \mathcal{E}\) be two polynomial paths of connections such that \(\mathcal{D}_0 = \mathcal{E}_0\) and \(\mathcal{D}_1 = \mathcal{E}_1\). Then there exists a polynomial bigon of connections from \(\mathcal{D}\) to \(\mathcal{E}\).

\(^{13}\)The \(s\) variable will always be used for the left \(\Lambda_0\) factor, while \(t\) will be used for the right one, so a more precise way of writing these would be as \(ev_s \otimes \text{id}\) and \(\text{id} \otimes ev_t\), though we avoid this cluttered notation.
Proof. This lemma follows from the following basic fact about polynomials. Let \( p \) and \( q \) be two polynomials on the unit interval satisfying \( p(0) = q(0) = a \) and \( p(1) = q(1) = b \). Then there exists a polynomial \( r \) on the unit square such that

\[
\begin{align*}
  r(0,t) &= p(t), & r(1,t) &= q(t), & r(s,0) &= a, & r(s,1) &= b & \forall s,t \in [0,1].
\end{align*}
\]

Indeed, the polynomial

\[
[0,1] \times [0,1] \ni (s,t) \mapsto \Delta(s,t) = \Delta(s,t) = \Delta(1-t)
\]

satisfies this property. Let \( u \) be the element of \( \Lambda_0 \) representing the identity polynomial, namely \( u(s) = s \) for all \( s \in [0,1] \). Then

\[
\begin{align*}
  M &\xrightarrow{\Delta} \Lambda_0 \otimes \Lambda_0 \otimes \Lambda_1 \otimes \Omega_1(A) \\
  m &\mapsto (1-u) \otimes D(m) + u \otimes E(m)
\end{align*}
\]

defines such a polynomial bigon of connections. \( \square \)

Construction 3.17. Using the notation of Definition 3.15, by a construction analogous to the one in Lemma 3.6, a polynomial square of connections \( \Delta \) defines a connection

\[
\tilde{\Delta} : \tilde{M} \otimes \tilde{A} \Omega_1(\tilde{A})
\]
on the \( \tilde{A} \)-module \( \tilde{M} := \Lambda_0 \otimes \Lambda_0 \otimes \Lambda_1 \otimes M \). This connection is defined by

\[
\tilde{M} \ni p \otimes q \otimes m \mapsto dp \otimes q \otimes m + p \otimes dq \otimes m + (p \otimes q) \Delta(m)
\]

and makes use of the canonical isomorphism

\[
\tilde{M} \otimes \tilde{A} \Omega_k(\tilde{A}) \cong \left( \Lambda_1 \otimes \Lambda_1 \otimes \Lambda_1 \otimes M \otimes \Lambda_1 \otimes \Omega_{k-2}(A) \right) \oplus \left( \Lambda_1 \otimes \Lambda_0 \otimes \Lambda_0 \otimes \Lambda_1 \otimes \Omega_{k-1}(A) \right) \oplus \left( \Lambda_0 \otimes \Lambda_0 \otimes \Lambda_0 \otimes M \otimes \Lambda_1 \otimes \Omega_k(A) \right)
\]

which is valid for all \( k \in \mathbb{N} \) (negative degree spaces are set to be zero). Using the two evaluations, one can define the connections \( \Delta_{1t} := ev_t \circ \tilde{\Delta} \circ i_M \) and \( \Delta_{s-} := ev_s \circ \tilde{\Delta} \circ j_M \) on \( \tilde{M} \), where \( i_M : \Lambda_0 \otimes \Lambda_0 \otimes M \rightarrow \tilde{M} \) and \( j_M : \Lambda_0 \otimes \Lambda_0 \otimes M \rightarrow \tilde{M} \) are given by \( i_M(q \otimes m) := q \otimes 1 \otimes m \) and \( j_M(p \otimes m) := 1 \otimes p \otimes m \). One should interpret \( \Delta_{1t} \) as the connection for a fixed \( t \) but varying in the down (\( s \)) direction. Similarly, \( \Delta_{s-} \) is the connection at a fixed \( s \) and varying in the right (\( t \)) direction. The following picture may help visualize all these different connections

```
\[
\begin{array}{c}
  \Delta_{0-} \\
  \Delta_{1-} \\
  \Delta_{10} \quad \Delta \\
  \Delta_{0t} \\
  \begin{array}{c}
  s \to \Delta \to t \\
  \end{array}
\end{array}
\]
```
The curvature of $\tilde{\Delta}$ satisfies
\[ \text{ev}_t \circ \tilde{\Delta}^2 \circ i_M = \Delta^2_{1,t}, \quad \text{ev}_s \circ \tilde{\Delta}^2 \circ j_M = \Delta^2_{s-1,}\] where $\tilde{j}_M : M \otimes_A \Omega_*(A) \to \tilde{M} \otimes_{\tilde{A}} \Omega_*(\tilde{A})$ is the inclusion sending $m \otimes \omega$ to $1 \otimes 1 \otimes m \otimes \omega$. As a corollary of the first two of these equations,
\[ \text{ev}_t(\text{ch}^{K_0}(\tilde{\Delta})) = \text{ch}^{K_0}(\Delta_{1,t}) \quad \text{and} \quad \text{ev}_s(\text{ch}^{K_0}(\tilde{\Delta})) = \text{ch}^{K_0}(\Delta_{s-1}) \quad \forall \, s, t \in \mathbb{K}, \]
as elements of $\Omega_*(\tilde{A})_{ab}$.

**Proof of the rest of Lemma 3.12.**

(3) Let $C$ be a constant polynomial path of connections. Then $\text{ch}^{K_0}(\tilde{C}) \in \Omega_*(\tilde{A})_{ab} \cong \Lambda_0 \otimes \Omega_*(A)_{ab}$ factors through $\Omega_*(A)_{ab}$. In more detail, $C$ constant means that $C$ is equal to the composite $M \overset{C}{\to} M \otimes_A \Omega_1(A) \overset{\text{ev}_t}{\to} \Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A)$, where $C = \text{ev}_t(C)$ for any $t \in \mathbb{K}$ (since they are all equal). Hence, the curvature of $\tilde{C}$ is obtained from $\tilde{C}^2(1 \otimes m) = \tilde{C}(C(m)) = \tilde{C}(1 \otimes C(m)) = C(C(m)) = 1 \otimes C^2(m)$. Hence, $\text{KCS}(\tilde{C}) = K\text{ch}^{K_0}(\tilde{C}) = 0$. One can also prove this more simply using item (2) of Lemma 3.12 and the fact that the reverse of a constant path is itself.

(4) Consider a polynomial bigon of connections $\Delta : M \to \Lambda_0 \otimes_{\mathbb{K}} \Lambda_0 \otimes_{\mathbb{K}} M \otimes_A \Omega_1(A)$ from $\mathcal{D}$ to $\mathcal{E}$, with $\mathcal{D}_0 = \mathcal{E}_0$ and $\mathcal{D}_1 = \mathcal{E}_1$ (one exists by Lemma 3.16). The fact that $\Delta$ is a bigon from $\mathcal{D}$ to $\mathcal{E}$ means that $\text{ev}_{s=0} \Delta = \mathcal{D}$ and $\text{ev}_{s=1} \Delta = \mathcal{E}$. By Lemma 3.6, $\mathcal{D}$ and $\mathcal{E}$ define connections $\tilde{\mathcal{D}}, \tilde{\mathcal{E}} : \tilde{M} \to \tilde{M} \otimes_{\tilde{A}} \Omega_1(\tilde{A})$, and by Construction 3.17, $\Delta$ defines a connection $\tilde{\Delta} : \tilde{M} \to \tilde{M} \otimes_{\tilde{A}} \Omega_1(\tilde{A})$. We also note that
\[ \text{ev}_t \circ K_1 = K \circ \text{ev}_t \quad \text{and} \quad \text{ev}_s \circ K_2 = K \circ \text{ev}_s \quad \forall \, s, t \in \mathbb{K}. \]

For the moment, set $\Theta := \text{ch}^{K_0}(\tilde{\Delta})$. The exterior derivative of $KK_1 \Theta$ is given by
\[
d KK_1 \Theta = \text{ev}_0 K_2 \Theta + \text{ev}_1 K_1 \Theta - \text{ev}_1 K_2 \Theta - \text{ev}_0 K_1 \Theta + KK_1 d\Theta \quad \text{by Lemma 3.14}
\]
\[ = K \text{ev}_{s=0} \Theta + K \text{ev}_{t=1} \Theta - K \text{ev}_{s=1} \Theta - K \text{ev}_{t=0} \Theta \quad \text{by Proposition 2.32 and (3.18)}
\]
\[ = K \text{ch}^{K_0}(\Delta_{0-}) + K \text{ch}^{K_0}(\Delta_{11}) - K \text{ch}^{K_0}(\Delta_{1-}) - K \text{ch}^{K_0}(\Delta_{0}) \quad \text{by Construction 3.17}
\]
\[ = K \text{ch}^{K_0}(\Delta_{0-}) - K \text{ch}^{K_0}(\Delta_{1-}) \quad \text{by Lemma 3.12 part (3)}
\]
Hence,
\[ d KK_1 \text{ch}^{K_0}(\tilde{\Delta}) = K \text{ch}^{K_0}(\Delta_{0-}) - K \text{ch}^{K_0}(\Delta_{1-}) = \text{KCS}(\mathcal{D}) - \text{KCS}(\mathcal{E}), \]
which not only proves the claim but provides an explicit differential form realizing exactness of the right-hand-side.
(5) The case where $D$ satisfies $D_0 = D_1$ can be obtained from the previous case (4) by taking $\mathcal{E} := \mathcal{C}$ to be a constant polynomial path of connections and applying part (3) of this lemma. □

**Remark 3.19.** A common argument in the smooth setting is to prove item (4) of Lemma 3.12 using the other items, including (5). This is because for smooth paths, one can take two paths with the same source and target and turn them into a loop (with some appropriate restrictions to be discussed momentarily). However, polynomial paths of connections do not compose in this sense. This is because the concatenation of two polynomials is not a polynomial in general. A similar situation happens for smooth paths actually. However, there are at least two successful methods for dealing with the smooth case. One is to use smooth paths with sitting instants. Another is to use piecewise smooth paths. Neither of these approaches seem to be available for polynomial paths. The first case is not an option because polynomials are analytic and so a polynomial with sitting instants is necessarily a constant. The second case is not a simple option in the algebraic setting either because it would be awkward to replace $\Lambda_0$ to include piecewise polynomials. In the smooth setting, one typically uses a larger class of paths (such as continuous paths) and then places restrictions on those paths to define piecewise smooth paths as an appropriate subset. We do not have an obvious candidate that replaces continuous paths.

**Notation 3.20.** Let $M \in \mathbf{Fgp}(A)$ and let $D_0, D_1$ be connections on $M$ with respect to some DGA on top of $A$. By Remark 3.5, there exists a polynomial path of connections $\mathcal{D}$ interpolating from $D_0$ to $D_1$. Let $\text{KCS}(D_0, D_1)$ denote the equivalence class of the KCS-form of the path of connections $\mathcal{D}$ up to $\text{Im}(d)$. This does not depend on $\mathcal{D}$ by Lemma 3.12 (4). By $\text{KCS}_k(D_0, D_1)$ we mean the $(2k - 1)^{\text{th}}$ degree term in $\text{KCS}(D_0, D_1)$.

**Lemma 3.21.** Let $D_1, D_2, D_3$ be three connections on an $A$-module $M$ with respect to some DGA on top of $A$. Then

$$\text{KCS}(D_1, D_3) = \text{KCS}(D_1, D_2) + \text{KCS}(D_2, D_3).$$

**Proof.** First recall that given any distinct $k$ points $t_1, \ldots, t_k \in \mathbb{Q}$, there exist polynomials $p_1, \ldots, p_k \in \Lambda_0$ such that $p_i(t_j) = \delta_{ij}$ for all $i, j \in \{1, \ldots, k\}$. In this case, $k = 3$ and $t_1 = 0, t_2 = 1/2, t_3 = 1$. 

\[ p_1(t) = 1 - 3t + 2t^2 \]
\[ p_2(t) = 4t - 4t^2 \]
\[ p_3(t) = -t + 2t^2 \]

Let \( D \) be the path of connections determined by

\[ D(m) := p_1 \otimes D_1(m) + p_2 \otimes D_2(m) + p_3 \otimes D_3(m). \]

Then by construction, \( ev_n D = D_{2n+1} \) for all \( n \in \{0, \frac{1}{2}, 1\} \). In particular \( D \) is a polynomial path of connections interpolating from \( D_1 \) to \( D_3 \) passing through \( D_2 \). Second, we generalize the homotopy operator \( \kappa : \Lambda \to \mathbb{K} \) to a family \( \kappa_{[a,b]} : \Lambda \to \mathbb{K} \) depending on \( a, b \in \mathbb{Q} \) with \( a < b \), by setting \( \kappa_{[a,b]}(t) := 0 \) for all \( t \in \Lambda_0 \) and \( \kappa_{[a,b]}(\omega) := \int_a^b \omega \) for all \( \omega \in \Lambda_1 \). The usual \( \kappa \) is obtained with \( a = 0 \) and \( b = 1 \). Some immediate properties of this family are the familiar properties of the integral from calculus such as \( \kappa_{[a,c]} = \kappa_{[a,b]} + \kappa_{[b,c]} \) with \( a < b < c \). Another property is affine covariance (a special case of reparametrization covariance), which says

\[
\kappa_{[a,b]}(p(t)dt) = \beta \kappa_{[\beta^{-1}(a-\alpha), \beta^{-1}(b-a)]}(p(\alpha + \beta t)dt)
\]

for all \( \alpha, \beta \in \mathbb{Q} \) with \( \beta > 0 \). Similarly, just as \( \kappa \) extends to \( K \) on \( \Lambda \otimes \Omega_\bullet(A) \)-valued forms, \( \kappa_{[a,b]} \) extends to \( K[a,b] \) and obeys similar properties. Hence (all equalities take place in \( \Omega_\bullet(A) / \text{Im}(d) \)),

\[
KCS(D_1, D_3) = KCS(D) = Kch^{Ka}(\overline{D}) = K_{[0, \frac{1}{2}]}ch^{Ka}(\overline{D}) + K_{[\frac{1}{2}, 1]}ch^{Ka}(\overline{D})
\]

\[
= Kch^{Ka}(\overline{D_{12}}) + Kch^{Ka}(\overline{D_{23}}) = KCS(D_1, D_2) + KCS(D_2, D_3),
\]

where \( D_{12} \) and \( D_{23} \) are the paths of connections defined by reparametrizing \( D \) with double speed, with the latter shifted to begin at 0, namely

\[ \overline{D_{12}}(m) := \sum_{j=1}^{3} p_j' \otimes D_j(m) \quad \text{and} \quad \overline{D_{23}}(m) := \sum_{j=1}^{3} p_j'' \otimes D_j(m), \]

where

\[ p_j'(t) := p_j \left( \frac{1}{2} t \right) \quad \text{and} \quad p_j''(t) := p_j \left( \frac{1}{2} t + \frac{1}{2} \right). \]

The second last equality in (3.23) still requires further justification, and it suffices to consider one of the two terms, such as \( K_{[0, \frac{1}{2}]}ch^{Ka}(\overline{D}) = Kch^{Ka}(\overline{D_{12}}) \), the latter of which equals \( K_{[0,1]}ch^{Ka}(\overline{D_{12}}) \) by definition. The only terms contributing to the integration from \( K \) are those that involve derivatives of the \( p_j' \). Since these produce an additional factor of \( \beta = \frac{1}{2} \).
as an overall coefficient, this factor automatically produces the one from (3.22), exhibiting this equality.

Definition 3.24. Let $B \xrightarrow{\psi} A$ be an algebra map, let $N$ be a $B$-module, let $\Omega$ be a DGA on top of $\text{Alg}$, and let $\mathcal{D} : N \to \Lambda_0 \otimes_K N \otimes_B \Omega_1(B)$ be a polynomial path of connections. Then the induced (polynomial) path of connections $\mathcal{D}_\psi : N \otimes_B A \to \Lambda_0 \otimes_K N \otimes_B \Omega_1(A) \cong \Lambda_0 \otimes_K (N \otimes_B A) \otimes_A \Omega_1(A)$ is given by the assignment

$$N \otimes_B A \ni n \otimes a \mapsto (\text{id} \otimes_B \psi)(\mathcal{D}(n)) + 1 \otimes n \otimes da.$$ 

In the special case of a cocartesian morphism of the form $(A, M) \xrightarrow{(\text{id}_A, \varphi)} (A, L)$, the map $\varphi : M \to L$ is an isomorphism (cf. Definition 2.18). In this case, if $\mathcal{D}$ is a polynomial path of connections on $L$, the pullback (polynomial) path (of connections) $\varphi^*\mathcal{D}$ on $M$ is the path obtained via the composite $M \xrightarrow{\varphi} L \xrightarrow{\mathcal{D}} \Lambda_0 \otimes_K L \otimes_A \Omega_1(A) \xrightarrow{\text{id} \otimes \varphi^{-1} \otimes \text{id}} \Lambda_0 \otimes_K M \otimes_A \Omega_1(A)$.

It is a simple exercise (compare Lemma 2.17) to verify that $\mathcal{D}_\psi$ in Definition 3.24 indeed defines a polynomial path of connections on the extension of scalars $N \otimes_B A$ with respect to the DGA $\Omega_\bullet(A)$. The following lemma describes some naturality properties of the above constructions.

Lemma 3.25. Let $M$ and $L$ be $A$-modules and let $\varphi : M \to L$ be an $A$-module isomorphism (equivalently a cocartesian morphism of the form $(\text{id}_A, \varphi) : (A, M) \to (A, L)$). Also, let $B$ be an algebra, $N$ a $B$-module, $B \xrightarrow{\psi} A$ an algebra map, and $\Omega$ a DGA on top of $\text{Alg}$.

(1) If $D$ is a connection on $L$, then $\text{ch}^{K_A}(\varphi^*D) = \text{ch}^{K_A}(D)$ (cf. Definition 2.18).
(2) If $\mathcal{D}$ is a polynomial path of connections on $L$, then $\text{KCS}(\varphi^*\mathcal{D}) = \text{KCS}(\mathcal{D})$.
(3) If $D$ is a connection on $N$, then $\text{ch}^{K_A}(D_\psi) = \psi(\text{ch}^{K_A}(D))$ (cf. Lemma 2.17 and Definition 2.18).
(4) If $\mathcal{D}$ is a polynomial path of connections on $N$, then $\text{KCS}(\mathcal{D}_\psi) = \psi(\text{KCS}(\mathcal{D}))$ (cf. Definition 3.24).

Proof. We first prove the first pair of claims. Since $\varphi^*D = (\varphi^{-1} \otimes \text{id}) \circ D \circ (\varphi \otimes \text{id})$, squaring gives $(\varphi^{-1} \otimes \text{id}) \circ D^2 \circ (\varphi \otimes \text{id})$. Since the trace is cyclic (cf. Example 2.25), $\text{ch}^{K_A}(\varphi^*D) = \text{ch}^{K_A}(D)$, which proves (1). Set $\Lambda_0 \otimes_K M \xrightarrow{\psi = \text{id} \otimes \varphi} \Lambda_0 \otimes_K L$. Then a simple calculation shows that $\varphi^*\mathcal{D} = \phi^*\mathcal{D}$ (using the notation of Lemma 3.6). Thus, (2) follows from (1).
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We now prove the second pair of claims. For item (3),
\[ \text{ch}^{K_s}(D_\psi) = \sum_k \frac{1}{k!} \text{tr}(R^{2k}_{D_\psi}) \]
\[ \xrightarrow{\text{Lemma 2.27}} \sum_k \frac{1}{k!} \text{tr}(\mathcal{E}_\psi(R^{2k}_D)) \]
\[ \xrightarrow{\text{Lemma 2.27}} \sum_k \frac{1}{k!} \psi(\text{tr}(R^{2k}_D)) = \psi(\text{ch}^{K_s}(D)) \]

In this calculation, Lemma 2.27 applies due to Example 2.26. In more detail, in terms of the notation of Lemma 2.27, set $R := \Omega_{\text{even}}(B)$ and $S := \Omega_{\text{even}}(A)$, set $\psi : R \to S$ to be the map $\psi : B \to A$ extended to forms (which can be done since $\Omega$ is a DGA on top of $\text{Alg}$), and set $F := N \otimes_B \Omega_{\text{even}}(B)$, noting that $F \otimes_R S \cong N \otimes_B \Omega_{\text{even}}(A)$. Claim (4) follows from the identity $(\text{id}_A \otimes \psi)\text{ch}^{K_s}(\widehat{D}) = \text{ch}^{K_s}(\widehat{D}_\psi)$, whose proof we omit since it is similar to calculations that have already been done. \[ \square \]

4. Noncommutative differential $K$-theory

In this section, we construct a noncommutative differential $K$-group and verify that our construction recovers the differential $K$-theory of a smooth manifold when the algebra is complex-valued smooth functions. Furthermore, we shall see that our $K$-group fits into a noncommutative analogue of the differential cohomology hexagon diagram.

4.1. Noncommutative differential $K$-theory with Karoubi’s Chern character. Let $A$ be a unital $\mathbb{K}$-algebra and let $(M,D)\,\text{be an $A$-module with connection $D$ with respect to a DGA $\Omega_\bullet(A)$ on top of $A$. Set $(\Omega_\bullet(A)_{\text{ab}})_{\text{odd}} := \bigoplus_{k=0}^{\infty} \Omega_{2k+1}(A)/[\Omega_\bullet(A),\Omega_\bullet(A)]_{2k+1}$. Let $\omega \in (\Omega_\bullet(A)_{\text{ab}})_{\text{odd}}/\text{Im}(d)$. Then the triple $(M,D,\omega)$ will be called a $\hat{K}_0$-\textit{generator} of $\Omega_\bullet(A)$.

\begin{definition}
Two $\hat{K}_0$-generators of $\Omega_\bullet(A)$, $(M_0,D_0,\omega_0)$ and $(M_1,D_1,\omega_1)$, are $\text{KCS}$-\textit{equivalent}, denoted by $\sim_{\text{KCS}}$, if there is an $A$-module $N$ with connection $D$ and an $A$-module isomorphism $M_0 \oplus N \cong M_1 \oplus N$ such that $\text{KCS}(D_0 \oplus D, \varphi^*(D_1 \oplus D)) = (\omega_0 - \omega_1) \mod \text{Im}(d)$ (cf. Lemma 2.30, Notation 3.20, and Lemma 3.25).
\end{definition}

\begin{lemma}
The relation $\sim_{\text{KCS}}$ is an equivalence relation. The direct sum is well-defined on $\text{KCS}$-equivalence classes, where the direct sum is defined on representatives as $(M,D,\omega) \oplus (M',D',\omega') := (M \oplus M', D \oplus D', \omega + \omega')$.
\end{lemma}

\begin{proof}
Reflexivity $(M_0,D_0,\omega_0) \sim_{\text{KCS}} (M_0,D_0,\omega_0)$ holds since one can take $N := 0$, $D := 0$, and $\varphi := \text{id}$. Indeed, by Lemma 3.12 (5), $0 = \text{KCS}(D_0 \oplus 0, D_0 \oplus 0) = (\omega_0 - \omega_0) \mod \text{Im}(d)$. Symmetry holds by taking the inverse module isomorphism. In more detail, suppose $(M_0,D_0,\omega_0) \sim_{\text{KCS}} (M_1,D_1,\omega_1)$. Then there exist an $A$-module $N$ with connection $D$ and an $A$-module isomorphism $M_0 \oplus N \cong M_1 \oplus N$ such that $\text{KCS}(D_0 \oplus D, \varphi^*(D_1 \oplus D)) =$
\end{proof}
As a result,

\[ (\omega_0 - \omega_1) \mod \text{Im}(d). \]

As for transitivity, suppose \((M_0, D_0, \omega_0) \sim_{\text{KCS}} (M_1, D_1, \omega_1)\) and \((M_1, D_1, \omega_1) \sim_{\text{KCS}} (M_2, D_2, \omega_2)\). By assumption, there exist \(A\)-modules with connections \((N_{01}, D_{01}), (N_{12}, D_{12})\) and module isomorphisms \(M_0 \oplus N_{01} \xrightarrow{\varphi_{01}} M_1 \oplus N_{01}, M_1 \oplus N_{12} \xrightarrow{\varphi_{12}} M_2 \oplus N_{12}\) such that

\[
KCS(D_0 \oplus D_{01}, \varphi_{01}(D_1 \oplus D_{01})) = (\omega_0 - \omega_1) \mod \text{Im}(d) \quad \text{and}
KCS(D_1 \oplus D_{12}, \varphi_{12}(D_2 \oplus D_{12})) = (\omega_1 - \omega_2) \mod \text{Im}(d).
\]

Set \(N_{02} := N_{01} \oplus N_{12}, D_{02} := D_{01} \oplus D_{12}\), and let \(\varphi_{02} : M_0 \oplus N_{02} \xrightarrow{\varphi_{02}} M_2 \oplus N_{02}\) be the composite

\[
\begin{array}{c}
M_0 \oplus N_{01} \oplus N_{12} \xrightarrow{\varphi_{01} \oplus \text{id}_{12}} M_1 \oplus N_1 \oplus N_{12} \xrightarrow{\sigma \oplus \text{id}_{12}} N_{01} \oplus M_2 \oplus N_{12}
\end{array}
\]

where \(\sigma\) is the swap isomorphism. Then

\[
KCS(D_0 \oplus D_{02}, \varphi_{02}(D_2 \oplus D_{02})) \xrightarrow{\text{Lem 3.21}} KCS(D_0 \oplus D_{02}, (\varphi_{01} \oplus \text{id}_{12})^*(D_1 \oplus D_{01} \oplus D_{12}))
\]

\[
+ KCS((\varphi_{01} \oplus \text{id}_{12})^*(D_1 \oplus D_{01} \oplus D_{12}), \varphi_{02}(D_2 \oplus D_{02})) \xrightarrow{\text{Lem 3.25}} KCS(D_0 \oplus D_{02}, \varphi_{01}^*(D_1 \oplus D_{01}) \oplus D_{12})
\]

\[
+ KCS(D_{01} \oplus D_{1} \oplus D_{12}, (\text{id}_{01} \oplus \varphi_{12})^*(D_{01} \oplus D_{2} \oplus D_{12})) \xrightarrow{\text{Lem 3.13}} KCS(D_{01} \oplus D_{01}, \varphi_{01}^*(D_{1} \oplus D_{01})) + KCS(D_{12}, D_{12})
\]

\[
+ KCS(D_{01}, D_{01}) + KCS(D_{1} \oplus D_{12}, \varphi_{12}^*(D_{2} \oplus D_{12}))
\]

\[
= (\omega_0 - \omega_1) \mod \text{Im}(d) + 0 + 0 + (\omega_1 - \omega_2) \mod \text{Im}(d)
\]

\[
= (\omega_0 - \omega_2) \mod \text{Im}(d),
\]

which completes the proof of transitivity.

The final claim of this lemma is that the monoid structure on \(\hat{K}_0\)-generators descends to KCS equivalence classes. We omit the proof because it follows a similar (in fact simpler) argument to the proof of transitivity.

\[ \Box \]

**Notation 4.3.** The KCS equivalence class of \((M, D, \omega)\), a \(\hat{K}_0\)-generator of \(\hat{\Omega}_\bullet(A)\), will be denoted by \([[(M, D, \omega)]]\). We will denote by \(\mathcal{M}(\hat{\Omega}_\bullet(A))\) the commutative monoid of KCS-equivalence classes of \(\hat{K}_0\)-generators of \(\hat{\Omega}_\bullet(A)\) with the monoid operation given by the direct
sum. Note that the identity element of this monoid is the equivalence class of the trivial $A$-module 0 with 0 connection and the 0 odd form.

**Definition 4.4.** Let $A$ be a unital algebra over $\mathbb{K}$, with $\mathbb{K}$ a field containing $\mathbb{Q}$, and let $\Omega_*(A)$ be a DGA on top of $A$. The **noncommutative differential $K_0$ group** of $A$, denoted by $\hat{K}_0(A)$, is defined by the Grothendieck group of the commutative monoid $\mathcal{M}(\Omega_*(A))$.

**Lemma 4.5.** Let $\Omega$ be a DGA on top of $\text{Alg}$. Given an algebra homomorphism $\psi : B \to A$, the assignment

$$\mathcal{M}(\Omega_*(B)) \xrightarrow{\psi_*} \mathcal{M}(\Omega_*(A))$$

$$[(N, D, \omega)] \mapsto [(N \otimes_B A, D_\psi, \psi(\omega))]$$

is well-defined and uniquely determines an abelian group homomorphism $\hat{K}_0(B) \xrightarrow{\psi_*} \hat{K}_0(A)$ ($D_\psi$ is the induced connection from Lemma 2.17 and Definition 2.18).

**Proof.** Suppose that $(N, D, \omega) \sim_{\text{KCS}} (N', D', \omega')$, i.e. there exists a $B$-module $N''$ with connection $D''$ and an isomorphism $N \oplus N'' \xrightarrow{\zeta} N' \oplus N''$ such that $\text{KCS}(D \oplus D'', \varphi^*(D' \oplus D'')) = (\omega - \omega') \mod \text{Im}(d)$. Let $\mathcal{D}$ be a polynomial path of connections connecting $D \oplus D''$ to $\varphi^*(D' \oplus D'')$. The extension of scalars functor (cf. Remark 2.15) $\mathfrak{e}_\psi : \text{Fgp}(B) \to \text{Fgp}(A)$ associated to $\psi$ takes the isomorphism $\varphi$ to the isomorphism $\Phi$ given by the composite

$$(N \otimes_B A) \oplus (N'' \otimes_B A) \cong (N \oplus N'') \otimes_B A \xrightarrow{\mathfrak{e}_\psi(\varphi)} (N' \oplus N'') \otimes_B A \cong (N' \otimes_B A) \oplus (N'' \otimes_B A),$$

where we have included canonical isomorphisms due to the distributive law of extension of scalars over direct sums. The functor $\mathfrak{e}_\psi$ also takes the path of connections $\mathcal{D}$ to $\mathcal{D}_\psi$ (cf. Definition 3.24), which is a path of connections from $(D \oplus D'')_\psi \cong D_\psi \oplus D''_\psi$ to $(\varphi^*(D' \oplus D''))_\psi$, the latter of which is natural isomorphic to $\Phi^*(D'_\psi \oplus D''_\psi)$. Hence

$$\text{KCS}(D_\psi \oplus D''_\psi, \Phi^*(D'_\psi \oplus D''_\psi)) \equiv \text{KCS}(\mathcal{D}_\psi) \mod \text{Im}(d)$$

$$\xrightarrow{\text{Lem 3.25}} \psi(\text{KCS}(\mathcal{D})) \mod \text{Im}(d)$$

$$= (\psi(\omega) - \psi(\omega')) \mod \text{Im}(d),$$

which proves well-definedness of $\psi_*$. The fact that $\psi_*$ is a monoid homomorphism follows from the fact that $\mathfrak{e}_\psi$ preserves the direct sum (up to canonical isomorphism). Finally, the fact that $\psi_*$ induces a unique group homomorphism $\hat{K}_0(B) \xrightarrow{\psi_*} \hat{K}_0(A)$ follows from the universal property of the Grothendieck group. \[\square\]

The noncommutative differential $K_0$-group $\hat{K}_0(A)$ has the forgetful map $I$ and the characteristic form map $R$ that fit into a square diagram as known as the differential cohomology square diagram.
Proposition 4.6. Let $\Omega_\bullet$ be a DGA on top of $\text{Alg}$. The assignments

\begin{align*}
I : \hat{K}_0(A) & \rightarrow K_0(A) & R : \hat{K}_0(A) & \rightarrow (\Omega_\bullet(A)_{ab})_{\text{cl even}} \\
([M, D, \omega]) & \mapsto [M] & ([M, D, \omega]) & \mapsto \text{ch}^{Ka}(D) + d\omega
\end{align*}

uniquely define group homomorphisms, where $(\Omega_\bullet(A)_{ab})_{\text{cl even}}$ is the subgroup of $(\Omega_\bullet(A)_{ab})_{\text{even}}$ (cf. Example 2.26) consisting of $d$-closed elements. Furthermore, the homomorphisms above are natural in $A$ in the following sense. Given an algebra homomorphism $\psi : B \rightarrow A$, the diagrams

\[
\begin{array}{ccc}
\hat{K}_0(B) & \xrightarrow{I} & K_0(B) \\
\downarrow \psi_* & & \downarrow \psi_* \\
\hat{K}_0(A) & \xrightarrow{I} & K_0(A)
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\hat{K}_0(B) & \xrightarrow{R} & (\Omega_\bullet(B)_{ab})_{\text{cl even}} \\
\downarrow \psi_* & & \downarrow \psi_* \\
\hat{K}_0(A) & \xrightarrow{R} & (\Omega_\bullet(A)_{ab})_{\text{cl even}}
\end{array}
\]

commute.

Proof. The group homomorphism property of $I$ and $R$ are determined by the preservation of the monoidal structure (by the universal property of the Grothendieck group construction). Hence, it suffices to show $I$ and $R$ are homomorphisms on the underlying monoids. To see that $R$ is well-defined, suppose that $(M_0, D_0, \omega_0) \sim_{\text{KCS}} (M_1, D_1, \omega_1)$. Then there exist an $A$-module $N$ with connection $D$ and an $A$-module isomorphism $M_0 \oplus N \xrightarrow{\phi} M_1 \oplus N$ such that $\text{KCS}(D_0 \oplus D, \phi^*(D_1 \oplus D)) = (\omega_0 - \omega_1) \mod \text{Im}(d)$. Then, by applying $d$ to this last equation, one obtains

\[
\begin{align*}
d\omega_0 - d\omega_1 &= d\text{KCS}(D_0 \oplus D, \phi^*(D_1 \oplus D)) \\
&\overset{\text{Lem 3.12}}{=} \text{ch}^{Ka}(\phi^*(D_1 \oplus D)) - \text{ch}^{Ka}(D_1 \oplus D) \\
&\overset{\text{Lem 3.25}}{=} \text{ch}^{Ka}(D_1 \oplus D) - \text{ch}^{Ka}(D_0 \oplus D) \\
&\overset{\text{Lem 2.30}}{=} \text{ch}^{Ka}(D_1) + \text{ch}^{Ka}(D) - \text{ch}^{Ka}(D_0) - \text{ch}^{Ka}(D) = \text{ch}^{Ka}(D_1) - \text{ch}^{Ka}(D_0),
\end{align*}
\]

which proves $R$ is well-defined. The fact that $R$ is a group homomorphism follows from Lemma 2.30.

Finally, naturality of $I$ is immediate, while naturality of $R$ follows from Lemma 3.25 and the fact that $\Omega_\bullet$ is a DGA on top of $\text{Alg}$. \hfill \square

Proposition 4.7. Let $\Omega_\bullet(A)$ be a DGA on top of some algebra $A$. The following diagram commutes:

\[
\begin{array}{ccc}
\hat{K}_0(A) & \xrightarrow{I} & K_0(A) \\
\downarrow R & & \downarrow \text{ch}^{Ka} \\
(\Omega_\bullet(A)_{ab})_{\text{cl even}} & \xrightarrow{\text{Pr}} & \text{H}^{dR\text{even}}(A)
\end{array}
\]
where $P_r$ is the map taking de Rham homology class.

**Proof.** This follows immediately from the definitions. \hfill \square

**Remark 4.8.** Historically, the archetype of noncommutative differential $K$-theory has been the multiplicative $K$-group $MK(A)$ by Karoubi [16, Section 7.3]. The group $MK(A)$ is the flat subgroup of our $\hat{K}_0(A)$ when $F^r = 0$ for $r > 0$, where $F^r$ is the filtration considered in [16]; i.e.

$$MK(A) = \ker \left( \hat{K}_0(A) \xrightarrow{R} \Omega_*^{ab}(A) \right).$$

Therefore, our noncommutative differential $K$-theory generalizes Karoubi’s multiplicative $K$-theory and promotes it to the context of differential extensions of $K$-theory in the noncommutative framework.

### 4.2. Cycle maps.

We show that the noncommutative differential $K$-group $\hat{K}_0(A)$ recovers what is known as the even differential $K$-theory of a manifold (Theorem 4.11 below). Furthermore, there is a universal cycle map from the group $\hat{K}^u_0(A)$, constructed by using the DGA of universal noncommutative differential forms, into the group $\hat{K}_0(A)$, defined with respect to an arbitrary DGA $\Omega_*(A)$ on top of $A$. For example, one such DGA could be the de Rham complex if $A$ is smooth functions over a manifold (Definition 4.14).

In this subsection, we will use notations and constructions of the geometric model of differential $K$-theory discussed in Section 2.1. In particular, recall the notation $\mathcal{M}(X)$ as in Definition 2.2 as well as $\mathcal{M}(\Omega_*(A))$ in Notation 4.3.

**Lemma 4.9.** Let $X$ be a compact smooth manifold, set $A := C^\infty(X; \mathbb{C})$, and let $\Omega_*(A) = \Omega^\bullet_{dR}(X; \mathbb{C})$ be the de Rham complex of $X$. The assignment

$$\mathcal{M}(X) \to \mathcal{M}(\Omega_*(A))$$

$$[(E, \nabla, (\omega_{2k-1})_{k \in \mathbb{Z}^+})]_{\text{CS}} \mapsto [(\Gamma(E), \nabla, ((2\pi i)^k \omega_{2k-1})_{k \in \mathbb{Z}^+})]_{\text{KCS}}$$

is an isomorphism of commutative monoids that is natural in $X$.

**Proof.** To streamline notations in our proof, we will omit subindices in the sequence of odd degree differential forms modulo exact forms. For example, $\omega$ denotes a sequence $(\omega_{2k-1})_{k \in \mathbb{Z}^+}$, $C \cdot \omega$ means $((2\pi i)^k \omega_{2k-1})_{k \in \mathbb{Z}^+}$, and $C^{\text{inv}} \cdot \omega$ represents $((2\pi i)^{-k} \omega_{2k-1})_{k \in \mathbb{Z}^+}$. Here, the use of the letter $C$ is to express that a constant is multiplied (for each $k$). Now, suppose $(E_0, \nabla_0, \omega_0)$ and $(E_1, \nabla_1, \omega_1)$ are equivalent $\hat{K}_0$-generators. We claim $(\Gamma(E_0), \nabla_0, C \cdot \omega_0)$ and $(\Gamma(E_1), \nabla_1, C \cdot \omega_1)$ are equivalent $\hat{K}_0$-generators of $\Omega_*(A)$. Since there exists a smooth vector bundle $G \to X$ with connection $\nabla_G$ and an isomorphism $E_0 \oplus G \xrightarrow{\varphi} E_1 \oplus G$, we obtain $(\Gamma(G), \nabla_G) \in \text{Fgp}_{\mathbb{Z}}(X)$ (cf. Example 2.11) and an isomorphism of $A$-modules $\varphi : \Gamma(E_0) \oplus \Gamma(G) \to \Gamma(E_1) \oplus \Gamma(G)$. 
Since \( \varphi^*(\nabla_1 \oplus \nabla_G) = \phi^*(\nabla_1 \oplus \nabla_G) \), Remark 3.11 implies \((2\pi i)^k \text{CS}_k(\nabla_0 \oplus \nabla_G, \nabla_1 \oplus \nabla_G) = \text{KCS}_k(\nabla_0 \oplus \nabla_G, \nabla_1 \oplus \nabla_G) \). Hence, the assignment (4.10) is well-defined.

We next show that (4.10) is surjective. Take any \([(M, D, \omega)] \in \mathcal{M}(\Omega_\bullet(A)) \). Since \( \Gamma^\text{con} \) from Proposition A.17 is an equivalence of categories, there is a \((E, \nabla) \in \text{Bun}_\text{inv}^\text{iso}_\mathbb{V}(X) \) such that \( \alpha : \Gamma(E) \xrightarrow{\cong} M \) and \( \nabla = (\alpha \otimes \text{id}) \circ D \circ \alpha^{-1} \). Then (4.10) maps \([(E, \nabla, C^\text{inv} \cdot \omega)] \in \mathfrak{M}(X) \) to \([(\Gamma(E), \nabla, \omega)] \in \mathcal{M}(\Omega_\bullet(A)) \), which is equal to \([(M, D, \omega)] \) because \( \alpha^{-1}\nabla = D \) and \( \text{KCS}(D, \alpha^{-1}\nabla) = 0 \mod \text{Im}(d) \). Thus the map is onto.

We next show that (4.10) is injective. Suppose \((M_0, D_0, C \cdot \omega_0) \) and \((M_1, D_1, C \cdot \omega_1) \) are equivalent \( \hat{K}_0 \)-generators of \( \Omega_\bullet(A) \). Then there exists a \((M_2, D_2) \in \text{Fgp}_\mathbb{D}(X) \) and an \( A \)-module isomorphism \( \varphi : M_0 \oplus M_2 \to M_1 \oplus M_2 \) satisfying \( \text{KCS}(D_0 \oplus D_2, D_1 \oplus D_2) = \omega_0 - \omega_1 \mod \text{Im}(d) \). Again, since \( \Gamma^\text{con} \) is an equivalence by Proposition A.17, for each \((M_i, D_i) \in \text{Fgp}_\mathbb{D}(X) \) there exist \((E_i, \nabla_i) \in \text{Bun}_\mathbb{V}(X) \) and \( \alpha_i : \Gamma(E_i) \xrightarrow{\cong} M_i \) satisfying \( \nabla_i = (\alpha_i \otimes \text{id}) \circ D_i \circ \alpha_i^{-1} \) for \( i = 0, 1, 2 \). The isomorphism \( \varphi \) induces a vector bundle isomorphism \( \phi : E_0 \oplus E_2 \to E_1 \oplus E_2 \) satisfying \( (\alpha_1 \oplus \alpha_2) \circ \phi = \varphi \circ (\alpha_0 \oplus \alpha_2) \). We note that \( \phi^*(\nabla_1 \oplus \nabla_2) = \phi^*(\alpha_1 \oplus \alpha_2)^*(D_1 \oplus D_2) = (\alpha_0 \oplus \alpha_2)^*(\phi^*(D_1 \oplus D_2)) \). Hence by Lemma 3.25, \( \text{KCS}(D_0 \oplus D_2, \varphi^*(D_1 \oplus D_2)) = \text{KCS}(\nabla_0 \oplus \nabla_2, \phi^*(\nabla_1 \oplus \nabla_2)) \), which is equal to \( C \cdot \text{CS}(\nabla_0 \oplus \nabla_2, \phi^*(\nabla_1 \oplus \nabla_2)) \) by Remark 3.11. Hence, (4.10) is one-to-one.

Finally, verifying that the given map is a monoid homomorphism that is natural in \( X \) follows similar calculations to those we have already seen.

Since a natural isomorphism of commutative monoids induces a natural isomorphism of corresponding Grothendieck groups, we obtain the following theorem.

**Theorem 4.11.** Let \( A = C^\infty(X; \mathbb{C}) \). The equivalence \( \text{Bun}^\text{iso}_\mathbb{V}(X) \xrightarrow{\Gamma^\text{con}} \text{Fgp}^\text{iso}_\mathbb{D}(X) \) from (A.14) and Proposition A.17 induces a cycle map \( \text{cycle} : \hat{K}_0(\mathbb{A}) \to \hat{K}_0(A) \), which is an isomorphism of abelian groups natural in \( X \).

The noncommutative differential \( K \)-group \( \hat{K}_0(A) \) is therefore far more general than the differential \( K \)-theory of a compact smooth manifold. The construction is valid for \( \text{Fgp}_\mathbb{D}(A) \) of finitely generated projective \( A \)-modules with connections associated to a unital \( \mathbb{K} \)-algebra \( A \) and any choice of DGA \( \Omega_\bullet(A) \) on top of \( A \).

As we have seen in Remark 2.46, the universal property of the complex \( \Omega_\bullet(A) \) of universal noncommutative differential forms induces a map on noncommutative de Rham homology groups and a compatibility between Karoubi’s Chern characters. We would like to extend those observations to noncommutative differential \( K \)-groups by constructing a cycle map by using the universality of noncommutative differential forms.

Let \( A \) be a unital algebra over \( \mathbb{C} \) and \( M \in \text{Fgp}(A) \). Let \( \Omega^n_\bullet(A) \) be the complex of universal noncommutative differential forms and \( \Omega_\bullet(A) \) any DGA on top of \( A \). Using these DGAs we
can consider two different connections on $M$ and hence two different categories of finitely generated projective $A$-modules with connection $\mathbf{Fgpd}_n(A)$ and $\mathbf{Fgpd}_D(A)$, respectively.

Recall the DGA map $\Phi : \Omega_n^u(A) \to \Omega_n^*(A)$, $a_0d^n a_1 \cdots d^n a_n \mapsto a_0 d a_1 \cdots d a_n$ from Remark 2.46 (1). The map $\Phi$ induces a functor
\[
\Phi : \mathbf{Fgpd}_n(A) \to \mathbf{Fgpd}_D(A)
\]
\[
(M, D) \mapsto (M, \Phi D)
\]
\[
((M_0, D_0) \to (M_1, D_1)) \mapsto ((M_0, \Phi D_0) \to (M_1, \Phi D_1)).
\]

**Lemma 4.12.** Let $A$ be a unital algebra over $\mathbb{C}$ and $\Omega_n^*(A)$ a DGA on top of $A$. The assignment
\[
\Phi : \mathcal{M}(\Omega_n^u(A)) \to \mathcal{M}(\Omega_n^*(A))
\]
\[
[(M, D, \omega)]_{\text{KCS}} \mapsto [(M, \Phi D, \Phi \omega)]_{\text{KCS}}
\]
is a homomorphism of commutative monoids uniquely induced by the map $\Phi : \Omega_n^u(A) \to \Omega_n^*(A)$.

**Proof.** Recall notations from Section 3. The DGA map $\Phi : \Omega_n^u(A) \to \Omega_n^*(A)$ induces the DGA map $\Phi_{L_n} : (\Lambda_n \hat{\otimes} \Omega_n^u(A), \delta^u) \to (\Lambda_n \hat{\otimes} \Omega_n^*(A), \delta)$ sending $\omega \otimes \theta$ to $\omega \otimes \Phi \theta$, and the homotopy operator $K$ commutes with $\Phi$. That is $K \circ \Phi_{L_n} = \Phi \circ K$. Since $\Phi \text{ch}^\Lambda_n(D) = \text{ch}^\Lambda_n(\Phi D)$, we conclude $\Phi \text{KCS}(D) = \text{KCS}(\Phi D)$, where $D$ is a polynomial path of connections with respect to the DGA $\Omega_n^u(A)$ and where $\Phi D$ is the associated polynomial path of connections with respect to $\Omega_n^*(A)$ induced by $\Phi$.

Now suppose $(M_0, D_0, \omega_0)$ and $(M_1, D_1, \omega_1)$ are equivalent $\tilde{K}_0$-generators of $\Omega_n^u(A)$ as realized by some $(N, D) \in \mathbf{Fgpd}_D(A)$ and an $A$-module isomorphism $M_0 \oplus N \xrightarrow{\varphi} M_1 \oplus N$. Then $\Phi \text{KCS}(D_0 \oplus D, D_1 \oplus D) = \text{KCS}(\Phi D_0 \oplus \Phi D, \Phi D_1 \oplus \Phi D)$, and the triples $(M_0, \Phi D_0, \Phi \omega_0)$ and $(M_1, \Phi D_1, \Phi \omega_1)$ are equivalent $\tilde{K}_0$-generators of $\Omega_n^*(A)$ with the choice $(N, \Phi D)$ and the same $A$-module isomorphism $\varphi$. Thus, the assignment in the statement of this lemma is well-defined. It is readily seen that the map is a homomorphism of commutative monoids. □

**Remark 4.13.** By a similar proof, any morphism $\Xi_n^*(A) \to \Omega_n^*(A)$ of DGA’s on top of $A$ induces a homomorphism $\mathcal{M}(\Xi_n(A)) \to \mathcal{M}(\Omega_n^*(A))$ of commutative monoids.

Since a monoid homomorphism induces a homomorphism on their Grothendieck groups, we have the following cycle map. We will use the notation $\tilde{K}_0^u(A)$ to denote the group completion of $\mathcal{M}(\Omega_n^u(A))$.

**Definition 4.14.** Let $A$ be a unital algebra over $\mathbb{C}$ and $\Omega_n^*(A)$ any DGA on top of $A$. The **universal cycle map** is the map $\text{cycle}_\Phi : \tilde{K}_0^u(A) \to \tilde{K}_0^*(A)$ induced by the canonical DGA map $\Phi : \Omega_n^*(A) \to \Omega_n^*(A)$. 
4.3. Hexagon diagram.

**Notation 4.15.** Let $A$ be an algebra over $\mathbb{K}$. We denote by $\mathcal{P}$ the category whose objects are pairs $(M, \phi)$ consisting of $M \in \text{Fgp}(A)$ and $\phi \in \text{Aut}(M)$. A morphism from $(M, \phi)$ to $(M', \phi')$ is an isomorphism $\varphi : M \rightarrow M'$ satisfying that $\phi' \circ \varphi = \varphi \circ \phi$.

**Definition 4.16.** Let $A$ be an algebra over $\mathbb{K}$. The **algebraic $K_1$-group** of $A$ is the free abelian group generated by the set of isomorphism classes of $\mathcal{P}$ modulo the following relations:

1. $(M_1 \oplus M_2, \phi_1 \oplus \phi_2) = (M_1, \phi_1) + (M_2, \phi_2)$.
2. $(M, \phi_1 \circ \phi_2) = (M, \phi_1) + (M, \phi_2)$.

**Definition 4.17.** Let $A$ be an algebra over $\mathbb{K}$ and fix a DGA $\Omega_\bullet(A)$ on top of $A$. Consider a triple $(M, D, \phi)$ consisting of $(M, D) \in \text{Fgp}_D(A)$ and $\phi \in \text{Aut}(M)$. The straight line path joining $D$ and the pullback connection $\phi^* D$ is a polynomial path of connections (see Definition 2.18 and Remark 3.5). The **total odd Chern character form** of a triple $(M, D, \phi)$ is $\text{ch}^{K_1}_{\text{odd}}(M, D, \phi) := \text{KCS}(t \mapsto (1 - t)D + t\phi^* D)$.

**Definition 4.18.** Let $A$ be an algebra over $\mathbb{K}$ and fix a DGA $\Omega_\bullet(A)$ on top of $A$. The **total odd Chern character** is the assignment $\text{ch}^{K_1}_{\text{odd}} : K_1(A) \rightarrow H_{\text{odd}}(A)$

$$[(M, \phi)] \mapsto [\text{KCS}(t \mapsto (1 - t)D + t\phi^* D)]$$

where $D$ is an arbitrary connection on $M$.

**Proposition 4.19.** Let $\Omega_\bullet$ be a DGA on top of $\text{Alg}$. The assignment $\text{ch}^{K_1}_{\text{odd}} : K_1(A) \rightarrow H_{\text{odd}}(A)$ is a group homomorphism that does not depend on the choice of connection and is natural in $A$.

**Proof.** Let $(M, \phi)$ and $(M', \phi')$ be equivalent pairs under an isomorphism $\varphi : M \rightarrow M'$ so that $\phi' \circ \varphi = \varphi \circ \phi$. Choose connections $D$ on $M$ and $D'$ on $M'$. Then

$$\text{KCS}(t \mapsto (1 - t)D + t\phi^* D) = \text{KCS}(t \mapsto (1 - t)D + t\phi^* D') + \text{KCS}(t \mapsto (1 - t)\varphi^* D' + t\varphi^* \phi'^* D')$$

$$+ \text{KCS}(t \mapsto (1 - t)\varphi^* \phi'^* D' + t\phi^* D) \mod \text{Im}(d)$$

by Lemma 3.21 applied to paths schematically depicted as

\[
\begin{array}{ccc}
D & \xrightarrow{\phi^* D} & D' \\
\downarrow & & \downarrow \\
\varphi^* D' & \xrightarrow{\varphi^* \phi'^* D'} & D'
\end{array}
\]
The third term in these expressions can be simplified to (all terms modulo the image of $d$)
\[
\text{KCS}(t \mapsto (1-t)\phi^*\phi^*D' + t\phi^*D) = \text{KCS}(t \mapsto (1-t)\phi^*\varphi D' + t\phi^*D)
\]
since $\phi' \circ \varphi = \varphi \circ \phi$
\[
= \text{KCS}(t \mapsto (1-t)\phi^*D' + tD) \text{ by Lemma 3.25 (1)}
\]
\[
= -\text{KCS}(t \mapsto (1-t)D + t\phi^*D') \text{ by Lemma 3.12 (2)}.
\]
Combining this with the previous equation gives
\[
\text{KCS}(t \mapsto (1-t)D + t\phi^*D) = \text{KCS}(t \mapsto (1-t)\phi^*D' + t\phi^*D') = \text{KCS}(t \mapsto (1-t)D + t\phi^*D')
\]
by another application of Lemma 3.25 (1). This proves that $\text{ch}_1^K$ is well-defined on the set $\text{isom}(P)$ of isomorphism classes of $P$. By the universal property of the free group functor, there exists a canonical extension to the free group of $\text{isom}(P)$. To prove that it is well-defined on $K_1(A)$, it therefore suffices to show that the normal subgroup generated by the relations in Definition 4.16 get sent to zero under $\text{ch}_1^K$. Note that $\text{ch}_1^K([(M_1 \oplus M_2, \phi_1 \oplus \phi_2)]) = \text{ch}_1^K([(M_1, \phi_1)]) + \text{ch}_1^K([(M_2, \phi_2)])$ by the additivity of trace on block sum (cf. Lemma 3.13), and $\text{ch}_1^K(M, \phi_1 \circ \phi_2) = \text{ch}_1^K(M, \phi_1) + \text{ch}_1^K(M, \phi_2)$ follows from Lemma 3.25 (1). This shows that $\text{ch}_1^K$ descends to a unique group homomorphism on the quotient $K_1(A)$.

To see the naturality, let $B$ be an algebra over $\mathbb{K}$ and $A \xrightarrow{\psi} B$ an algebra map. We see that $\Omega_*(\psi)(\text{ch}_1^K(M, \phi)) = [\text{KCS}(t \mapsto (1-t)D_\psi + t(\phi^*D_\psi))]$ by Lemma 3.25 (4).

**Notation 4.20.** Let $\text{Im}(\text{ch}_1^K)$ be the subgroup of the abelian group $\Omega_{\text{odd}}(A)$ generated by all total odd Chern character forms. We shall write $\Omega_{\text{ch}_1^K}(A)$ for the abelian group generated by $\text{Im}(\text{ch}_1^K) + \Omega_{\text{odd}}^{\text{exact}}(A)$.

**Definition 4.21.** Let $A$ be an algebra over $\mathbb{K}$ and fix a DGA $\Omega_*(A)$ on top of $A$. Define
\[
a : \Omega_{\text{odd}}(A)/\Omega_{\text{ch}_1^K}(A) \to \tilde{K}_0(A)
\]
\[
[\omega] \mapsto [(O, 0, \omega)] - [(O, 0, 0)],
\]
where $O$ denotes the zero module $\{0\}$ and 0 the trivial connection on $O$.

**Lemma 4.22.** Let $\Omega_*$ be a DGA on top of $\text{Alg}$. Then the map $a : \Omega_{\text{odd}}(A)/\Omega_{\text{ch}_1^K}(A) \to \tilde{K}_0(A)$ is a group homomorphism natural in $A$.

**Proof.** Suppose $\omega - \eta = \text{ch}_1^K(M, D, \phi)$ for some pair $(M, \phi) \in P$ and an arbitrary choice of connection $D$ on $M$.
\[
a([\omega]) = [(O, 0, \omega)] - [(O, 0, 0)]
\]
\[
= [(O, 0, \eta + \text{ch}_1^K(M, D, \phi))] + [(M, D, 0)] - [(M, D, 0)] - [(O, 0, 0)]
\]
\[
= [(O, 0, \eta)] + [(M, D, \text{ch}_1^K(M, D, \phi))] - [(M, D, 0)] - [(O, 0, 0)]
\]
\[
= [(O, 0, \eta)] - [(O, 0, 0)] = a(\eta).
So the map is well-defined. It is clearly a group homomorphism, and by Lemma 3.25 (4),
the map is natural in $A$.

\begin{proposition}

The sequence

$$0 \to \Omega_{\text{odd}}(A)/\Omega_{\text{ch}K^a}(A) \overset{\alpha}{\to} \hat{K}_0(A) \overset{I}{\to} K_0(A) \to 0$$

is exact. Here, $a$ and $I$ are from Definition 4.21 and Proposition 4.6, respectively.
\end{proposition}

\begin{proof}

We first prove the injectivity of the map $a$. Let $\omega \in \Omega_{\text{odd}}(A)$ and suppose

$a([\omega]) = [(O, 0, \omega)] - [(O, 0, 0)] = 0$. Then there exists $(M, D) \in \text{Fgp}_0(A)$ and an $A$-module

automorphism $\varphi : M \to M$ such that $\omega = \text{KCS}(t \mapsto (1 - t)D + t\phi^*D) = \text{ch}_{1}^{K^a}(M, D, \varphi)$. Hence, $\omega = \text{mod } \Omega_{\text{ch}K^a}(A)$, proving injectivity of $a$. Now we verify $\ker I \subseteq \text{Im}(a)$. Suppose $[(M_0, D_0, \omega_0)] - [(M_1, D_1, \omega_1)] \in \hat{K}_0(A)$ satisfies $[M_0] = [M_1]$ in $K_0(A)$. Then there exists an $A$-module $M$ and an $A$-module isomorphism $\phi : M_0 \oplus M \to M_1 \oplus M$. Take any connection $D$ on $M$ and note that $[(M_1 \oplus M, D_1 \oplus D, \omega_1)] = [(M_0 \oplus M, D_0 \oplus D, \theta)]$, where $\theta = \omega_1 + \text{KCS}(t \mapsto (1 - t)(D_0 \oplus D) + t\phi^*(D_1 \oplus D))$. Hence,

$$[(M_0, D_0, \omega_0)] - [(M_1, D_1, \omega_1)] = [(M_0 \oplus M, D_0 \oplus D, \omega_0)] - [(M_1 \oplus M, D_1 \oplus D, \omega_1)]$$

$$= [(M_0 \oplus M, D_0 \oplus D, \omega_0)] - [(M_0 \oplus M, D_0 \oplus D, \theta)]$$

$$= [(O, 0, \omega_0)] - [(O, 0, \theta)] = a([\omega_0 - \theta]).$$

It is clear that $I \circ a = 0$. Finally, $I$ is onto by the fact that every finitely generated projective

$A$-module admits a connection.
\end{proof}

\begin{lemma}

The assignments

$$H_{\text{odd}}^{\text{dr}}(A) \overset{\alpha}{\to} MK(A) \quad \quad MK(A) \overset{\beta}{\to} K_0(A)$$

$$[\omega] \mapsto [(O, 0, \omega)] - [(O, 0, 0)] \quad \quad [(M_0, D_0, \omega)] - [(M_1, D_1, \eta)] \mapsto [M_0] - [M_1],$$

and

$$H_{\text{odd}}^{\text{dr}}(A) \overset{\tau}{\to} \Omega_{\text{odd}}(A)/\Omega_{\text{ch}K^a}(A) \quad \quad [\omega] \mapsto \omega + \Omega_{\text{ch}K^a}(A)$$

are group homomorphisms. Here, $O$ denotes the zero module $\{0\}$, $0$ denotes the trivial

connection on $O$, and $MK(A) := \ker(R)$ (cf. Remark 4.8).
\end{lemma}

\begin{proposition}

The following facts hold regarding the maps $I$ and $R$ from Proposition 4.6, Pr from Proposition 4.7, $a$ from Definition 4.21, and $\alpha, \beta,$ and $r$ from Lemma 4.24.

(1) $R \circ a = d$.

(2) $a \circ r = \text{incl} \circ \alpha$, where incl : $MK(A) \hookrightarrow \hat{K}_0(A)$ denotes the inclusion.

(3) $\beta = I \circ \text{incl}$.
\end{proposition}
(4) The following sequences are exact:

\[
\begin{align*}
H_{\text{odd}}^{dR}(A) \xrightarrow{\alpha} MK(A) & \xrightarrow{\beta} K_0(A) \xrightarrow{\text{ch}^{K_a}} H_{\text{even}}^{dR}(A) \\
H_{\text{odd}}^{dR}(A) \xrightarrow{\omega} \Omega_{\text{odd}}(A)/\Omega_{\text{ch}^{K_a}}(A) & \xrightarrow{d} \text{Im}(R) \xrightarrow{\text{Pr}} H_{\text{even}}^{dR}(A)
\end{align*}
\]

**Proof.** We shall give proofs for \( \ker(\beta) \subseteq \text{Im}(\alpha) \) and \( \ker(\text{ch}^{K_a}) \subseteq \text{Im}(\beta) \) in (4). All other claims are straightforward. To prove the former, suppose \( [(M_0, D_0, \omega_0)] - [(M_1, D_1, \omega_1)] \in \ker(\beta) \). This means that there exists \( M \in \text{Fgp}(A) \) and an \( A \)-module isomorphism \( \varphi : M_0 \oplus M \rightarrow M_1 \oplus M \). Take an arbitrary connection \( D \) on \( M \) and let \( \zeta := \text{KCS} (t \mapsto (1-t)(D_0 \oplus D) + t\varphi^*(D_1 \oplus D)) \). Then

\[
[(M_0, D_0, \omega_0)] - [(M_1, D_1, \omega_1)] = [(M_0, D_0, \omega_0)] - (([M_1, D_1, \omega_0 - \zeta]) + ([O, 0, -\omega_0 + \zeta + \omega_1]))
\]

\[
= ([M_0, D_0, \omega_0]) - (([M_0, D_0, \omega_0]) + ([O, 0, -\omega_0 + \zeta + \omega_1]))
\]

\[
= a([\omega_0 - \zeta - \omega_1]).
\]

We have to verify that \( \omega_0 - \zeta - \omega_1 \) represents an odd degree de Rham homology class. This follows from

\[
d(\omega_0 - \zeta - \omega_1) = -\text{ch}^{K_a}(D_0) - (\text{ch}^{K_a}(D_1 \oplus D) - \text{ch}^{K_a}(D_0 \oplus D)) + \text{ch}^{K_a}(D_1) = 0.
\]

To prove \( \ker(\text{ch}^{K_a}) \subseteq \text{Im}(\beta) \), suppose \( \text{ch}^{K_a}([M_0] - [M_1]) = 0 \). If we choose connections \( D_0 \) and \( D_1 \) on \( M_0 \) and \( M_1 \), respectively, then \( \text{ch}^{K_a}(D_0) - \text{ch}^{K_a}(D_1) = d\xi \) for some odd degree form \( \xi \). Hence, \( [(M_0, D_0, 0)] - [(M_1, D_1, \xi)] \in \ker(R) \). Therefore,

\[
[M_0] - [M_1] = I ([[M_0, D_0, 0]] - [(M_1, D_1, \xi)]) \quad \text{by Proposition 4.6}
\]

\[
= \beta ([[M_0, D_0, 0]] - [(M_1, D_1, \xi)]) \quad \text{by Proposition 4.25 (3)}.
\]

Hence, \([M_0] - [M_1] \in \text{Im}(\beta)\), as needed.
Corollary 4.26. In the following diagram for $\hat{K}_0(A)$, all square and triangles are commutative and all sequences are exact.

\[
\begin{array}{cccccc}
0 & \rightarrow & MK(A) & \xrightarrow{\beta} & K_0(A) & \rightarrow 0 \\
& & \alpha \downarrow & & \circ \downarrow & \\
H_{\text{odd}}^d(A) & \xrightarrow{r} & \circ \hat{K}_0(A) & \xrightarrow{\circ} & \circ H_{\text{ev}}^d(A) & \xrightarrow{\circ} 0 \\
& & a \rightarrow & & R \rightarrow & \\
\Omega_{\text{odd}}(A)/\Omega_{\text{ch}}^{K,a}(A) & \xrightarrow{d} & \Omega_{\text{ch}}^{K,a}(A) & \xrightarrow{\circ} & \circ 0 & \xrightarrow{\circ} 0
\end{array}
\]

Here, $\Omega_{\text{ch}}^{K,a}(A) := \text{Im}(R)$ is the subgroup of $d$-closed even forms whose de Rham homology class is in the image of Karoubi’s Chern character.

**APPENDIX A. THE SERRE–SWAN theorem and its differential refinements**

In this appendix, we shall review the Serre–Swan theorem and its variants. Secondly, we extend those results to include the data of connections in their respective categories. As an application, we provide an algebraic formulation of the Narasimhan–Ramanan theorem.

A.1. Review of Serre–Swan theorem.

**Definition A.1.** Let $X$ be a topological space and $\mathcal{A}$ a sheaf of rings on $X$. A **sheaf of $\mathcal{A}$-modules** $\mathcal{M}$ on $X$ is a sheaf of abelian groups on $X$ such that for each open $U \subseteq X$,

1. $\mathcal{M}(U)$ is an $\mathcal{A}(U)$-module and
2. $(a \cdot m)|_V = a|_V \cdot m|_V$ for all $a \in \mathcal{A}(U)$, $m \in \mathcal{M}(U)$, and $V \subseteq U$.

A **morphism of $\mathcal{A}$-modules** $f : \mathcal{M} \rightarrow \mathcal{N}$ is a morphism of sheaves such that $f_U : \mathcal{M}(U) \rightarrow \mathcal{N}(U)$ is $\mathcal{A}(U)$-linear for each open $U \subseteq X$.

**Definition A.2.** An $\mathcal{A}$-module $\mathcal{M}$ is **free** if $\mathcal{M} \cong \bigoplus_{i \in I} \mathcal{A}$ for some set $I$, in which case $|I|$ is the **rank** of $\mathcal{M}$. An $\mathcal{A}$-module $\mathcal{M}$ is **locally free** if there is an open cover $\{U_j \subseteq X\}_{j \in J}$ such that $\mathcal{M}|_{U_j}$ is free for every $j \in J$. A locally free $\mathcal{A}$-module $\mathcal{M}$ has **bounded rank** if the open cover can be chosen so that $\text{rk} \mathcal{M}|_{U_j} \leq n$, for some fixed integer $n$ and all $j \in J$.

In what follows, $X$ will be a smooth manifold, and we take $\mathcal{A} = C^\infty_X$ to be its sheaf of smooth functions.
**Notation A.3.** Let $X \in \text{Man}$. We denote by $\text{Lfb}(X)$ the full subcategory of the category of sheaves of $C^\infty_X$-modules consisting of locally free sheaves of $C^\infty_X$-modules of bounded rank. Recall that $\text{Bun}^{\text{iso}}(X)$ denotes the category of finite rank complex vector bundles over $X$ with bundle maps that are fiberwise isomorphisms and $\text{Fgp}^{\text{iso}}(C^\infty(X))$ denotes the category of finitely generated left $C^\infty(X)$-modules with $C^\infty(X)$-linear isomorphisms (see Notation 2.4). In the remainder of this appendix only (and not the body of the paper), $\Omega^k_X$ denotes the sheaf of smooth complex-valued de Rham $k$-forms over $X$.

For each manifold $X$, the diagram

\[
\begin{array}{ccc}
\text{Bun}^{\text{iso}}(X) & \xrightarrow{\Gamma} & \text{Fgp}^{\text{iso}}(C^\infty(X)) \\
\text{Lfb}(X) & \xrightarrow{\Gamma_X} & \end{array}
\]

(A.4)

commutes. Here, the vertical map assigns to a vector bundle its sheaf of local sections. It is locally free and of the same rank as the vector bundle. The diagonal map $\Gamma_X$ assigns to a sheaf of $C^\infty_X$-modules its $C^\infty(X)$-module of global sections. The horizontal map $\Gamma$ is also a global sections functor.

The following result is a smooth version of the Serre–Swan theorem.

**Proposition A.5.** Each of the arrows in (A.4) is an equivalence of categories.

**Proof.** See Nestruev [31, Theorem 11.32]. □

This proposition belongs to a family of several related results. Serre’s original theorem was formulated for an affine scheme $X$ [37]. It asserted an equivalence between the categories of locally free sheaves of $\mathcal{O}_X$-modules and finitely generated projective modules over its coordinate ring $\Gamma(X, \mathcal{O}_X)$. Swan extended Serre’s result replacing $X$ by a paracompact topological space of bounded topological dimension and $\mathcal{O}_X$ by its sheaf of continuous functions [41]. Several other variations exist. See Morye [27] for a general theorem from which many classical results follow.

### A.2. Differential refinements of the smooth Serre–Swan theorem.

**Definition A.6.** Let $X$ be a smooth manifold. A **connection** on a sheaf of $C^\infty_X$-modules $\mathcal{M}$ is a $\mathbb{C}$-linear map\(^{14}\) $\mathcal{D}: \mathcal{M} \to \mathcal{M} \otimes_{C^\infty_X} \Omega^1_X$ satisfying $\mathcal{D}(vf) = \mathcal{D}(v)f + v \otimes df$ for every $U \subset X$, $v \in \mathcal{M}(U)$, and $f \in C^\infty(U)$. If $\mathcal{M}$ and $\mathcal{N}$ are $C^\infty_X$-modules with connection, denoted by

---

\(^{14}\)The notation $\mathcal{D}$ is used in this appendix only to refer to a connection on a sheaf. This notation is not to be conflated with that of a polynomial path of connections, which only appears in the body of this work.
and \( \mathcal{D}_N \), respectively, a morphism \( F: \mathcal{M} \to \mathcal{N} \) is \textit{compatible with the connections} if the diagram

\[
\begin{array}{ccc}
\mathcal{M} & \xrightarrow{F} & \mathcal{N} \\
\mathcal{D}_M & \downarrow & \mathcal{D}_N \\
\mathcal{M} \otimes_{C^\infty_X} \Omega^1_X & \xrightarrow{F \otimes id_{\Omega^1_X}} & \mathcal{N} \otimes_{C^\infty_X} \Omega^1_X
\end{array}
\]

commutes. In a formula, this means that

\[
\mathcal{D}_N F(v) = (F \otimes id_{\Omega^1_X})(\mathcal{D}_M v)
\]

holds for all local sections \( v \) of \( \mathcal{M} \).

**Notation A.7.** Let \( \text{Lfb}_{\mathcal{D}}(X) \) denote the category of locally free sheaves of \( C^\infty_X \)-modules of bounded rank endowed with a connection. Morphisms are \( C^\infty_X \)-linear homomorphisms compatible with the given connections. Recall, \( \text{Fgp}_{\mathcal{D}}^{\text{iso}}(X) \) denotes the category of finitely-generated projective modules with connection over \( C^\infty(X; \mathbb{C}) \equiv C^\infty(X) \) with respect to the DGA \( \Omega^*_{dR}(X; \mathbb{C}) \) (cf. Notation 2.4, Definition 2.10, and Example 2.11).

The tensor product of vector bundles and tensor product of modules over \( C^\infty(X) \) make \( \text{Bun}^{\text{iso}}(X) \) and \( \text{Fgp}^{\text{iso}}(C^\infty(X)) \) into symmetric monoidal categories. Recall that if \( \mathcal{M} \) and \( \mathcal{N} \) are sheaves of \( \mathcal{A} \)-modules, we define \( \mathcal{M} \otimes_{\mathcal{A}} \mathcal{N} \) as the sheafification of the presheaf \( U \mapsto \mathcal{M}(U) \otimes_{\mathcal{A}(U)} \mathcal{N}(U) \). In general, the sheafification step in the definition of tensor product of sheaves is essential, and the global sections functor is not monoidal. In the context of \( C^\infty_X \)-modules, however, the situation is simplified.

**Lemma A.8.** Given sheaves of \( C^\infty_X \)-modules \( \mathcal{M} \) and \( \mathcal{N} \), there is a natural isomorphism of \( C^\infty(X) \)-modules

\[
\mathcal{M}(X) \otimes_{C^\infty(X)} \mathcal{N}(X) \cong (\mathcal{M} \otimes_{C^\infty_X} \mathcal{N})(X).
\]

Before proving the lemma, we recall some notation and fundamental facts. Let \( \mathcal{M}, \mathcal{N} \) and \( \mathcal{Z} \) be sheaves of \( C^\infty_X \)-modules.

1. The set of homomorphisms \( \mathcal{M} \to \mathcal{N} \) is denoted \( \text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N}) \). It has a natural structure of a \( C^\infty(X) \)-module: for any \( f \in C^\infty(X) \), \( F \in \text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N}) \), and an open set \( U \) of \( X \), set \( (f \cdot F)(U) := f|_U F(U) \).

2. The sheaf of homomorphisms from \( \mathcal{M} \) to \( \mathcal{N} \) assigns to an open set \( U \subseteq X \) the \( C^\infty(U) \)-module \( \text{Hom}_{C^\infty(U)}(\mathcal{M}|_U, \mathcal{N}|_U) \). This sheaf is denoted \( \text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N}) \), and it has a natural structure of a \( C^\infty_X \)-module. Note that \( \text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N}) \) is the set of global sections of the sheaf \( \text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N}) \).
The previous construction is the internal hom in the category of sheaves of $C_X^\infty$-modules, in the sense that there is a natural isomorphism (hom-tensor adjunction)

$$\text{Hom}_{C_X^\infty}(\mathcal{M} \otimes_{C_X^\infty} \mathcal{N}, \mathcal{Z}) \cong \text{Hom}_{C_X^\infty}(\mathcal{M}, \text{Hom}_{C_X^\infty}(\mathcal{N}, \mathcal{Z})).$$

**Proof of Lemma A.8.** Consider the map

$$(A.9) \quad \text{Hom}_{C_X^\infty}(\mathcal{M}, \mathcal{N}) \to \text{Hom}_{C^\infty(X)}(\mathcal{M}(X), \mathcal{N}(X)),$$

which sends a sheaf homomorphism to the associated map on global sections. We claim that, because all sheaves involved are fine, (A.9) is an isomorphism of $C_X^\infty$-modules. To show that (A.9) is injective, suppose that $F : \mathcal{M} \to \mathcal{N}$ is such that $F_X : \mathcal{M}(X) \to \mathcal{N}(X)$ vanishes. We need to show that $F_U : \mathcal{M}(U) \to \mathcal{N}(U)$ vanishes for any open $U \subseteq X$. Fix $\sigma \in \mathcal{M}(U)$, let $U' \subseteq X$ be open with closure contained in $U$, and let $\rho$ be a function with support in $U$ and $\rho|_{U'} = 1$. Then $\rho\sigma$ defines a global section of $\mathcal{M}$, and

$$F_U(\sigma)|_{U'} = F_{U'}(\rho\sigma|_{U'}) = F_X(\rho\sigma)|_{U'} = 0.$$

Since, by the sheaf property of $\mathcal{N}$, any section over $U$ can be reconstructed from its restrictions to each open $U'$ with closure in $U$, we conclude that $F|_{U} = 0$ and therefore $F = 0$.

To show that (A.9) is surjective, fix $F_X : \mathcal{M}(X) \to \mathcal{N}(X)$. We want to find a sheaf homomorphism $F : \mathcal{M} \to \mathcal{N}$ that acts as $F_X$ on global sections. Fix $\sigma \in \mathcal{M}(U)$ and consider, for any open $U'$ with closure contained in $U$, a function $\rho$ as above. Then we claim that the section $F_X(\rho\sigma)|_{U'} \in \mathcal{N}(U')$ is independent of $\rho$. In fact, let $\rho'$ be another admissible choice, and set $\eta = \rho - \rho'$. Then we want to show that $F_X(\eta\sigma)|_{U'} = 0$. Choosing a function $\xi$ that is identically 1 in $U'$ and has support in the set $\{x \in X \mid \eta(x) = 0\}$, we can write

$$F_X(\eta\sigma)|_{U'} = \xi|_{U'} \cdot F_X(\eta\sigma)|_{U'} = F_X(\xi\eta\sigma)|_{U'} = 0,$$

since the section $\xi\eta\sigma$ vanishes globally by definition of $\xi$. Now, using the sheaf property of $\mathcal{N}$ to glue these coherent values $F_X(\rho\sigma)|_{U'} \in \mathcal{N}(U')$ as $U' \subseteq U$ varies over all open subsets with closure in $U$, we obtain an element $F_U(\sigma) \in \mathcal{N}(U)$. This recipe, applied to the open $X$, gives us the original $F_X$, and the naturality condition $F_U(\sigma)|_V = F_V(\sigma|_V)$ is satisfied for all $V \subseteq U$. This proves (A.9) is surjective.
Finally, let $\mathcal{Z}$ be an arbitrary sheaf of $C^\infty_X$-modules. Then the lemma follows from the Yoneda lemma and the following natural isomorphisms:

$$\text{Hom}_{C^\infty_X}(\mathcal{M} \otimes_{C^\infty_X} \mathcal{N}(X), \mathcal{Z}(X)) \cong \text{Hom}_{C^\infty_X}(\mathcal{M} \otimes_{C^\infty_X} \mathcal{N}, \mathcal{Z})$$

$$\cong \text{Hom}_{C^\infty_X}(\mathcal{M}, \text{Hom}_{C^\infty_X}(\mathcal{N}, \mathcal{Z}))$$

$$\cong \text{Hom}_{C^\infty_X}(\mathcal{M}(X), \text{Hom}_{C^\infty_X}(\mathcal{N}(X), \mathcal{Z}(X)))$$

$$\cong \text{Hom}_{C^\infty_X}(\mathcal{M}(X) \otimes_{C^\infty_X} \mathcal{N}(X), \mathcal{Z}(X)).$$

Above, $\text{Hom}_{C^\infty_X}$ denotes the sheaf of homomorphisms between $C^\infty_X$-modules (which is again a $C^\infty_X$-module), while $\text{Hom}_{C^\infty_X}$ denotes its global sections, that is, the $C^\infty(X)$-module of sheaf homomorphisms. Each of the above identifications is justified by the isomorphism (A.9), the adjunction between $\text{Hom}_{C^\infty_X}(\mathcal{M}, \mathcal{N})$ and $\otimes_{C^\infty_X}(\mathcal{M}, \mathcal{N})$, or its analogue for $\text{Hom}_{C^\infty_X}$ and $\otimes_{C^\infty_X}$. \hfill \Box

**Corollary A.10.** Suppose that the sheaves of $C^\infty_X$-modules $\mathcal{M}$ and $\mathcal{N}$ are locally free of bounded rank. Then so is their tensor product $\mathcal{M} \otimes_{C^\infty_X} \mathcal{N}$. Thus, $\text{Lfb}^\text{iso}(X)$ is a symmetric monoidal category. Moreover, $\Gamma_X$ is a symmetric monoidal functor.

**Proposition A.11.** The functor $\Gamma_{\text{loc}}: \text{Bun}^\text{iso}(X) \to \text{Lfb}^\text{iso}(X)$ from (A.4) is symmetric monoidal.

**Proof.** Let $E, F \in \text{Bun}^\text{iso}(X)$. The natural bilinear map $E \times F \to E \otimes F$ induces, on local sections, a map $\Gamma_{\text{loc}}(E) \otimes_{C^\infty_X} \Gamma_{\text{loc}}(F) \to \Gamma_{\text{loc}}(E \otimes F)$. We need to show that this is an isomorphism. Taking stalks, this gives a map

$$\Gamma_{\text{loc}}(E)_x \otimes_{C^\infty_X} \Gamma_{\text{loc}}(F)_x \cong (\Gamma_{\text{loc}}(E) \otimes_{C^\infty_X} \Gamma_{\text{loc}}(F))_x \to \Gamma_{\text{loc}}(E \otimes F)_x.$$  

(A.12)

The isomorphism on the left-hand side follows from the fact that the tensor product preserves colimits. Next, by taking stalks at $x \in X$, we get $\Gamma_{\text{loc}}(E)_x \cong C^\infty_{X,x} \otimes E_x$, where $E_x$ is the fiber of $E$ at $x$ and all other subscripts $x$ denote stalks. Using this, and the corresponding fact for $F$ and $E \otimes F$, we see that (A.12) is an isomorphism. A map of sheaves inducing isomorphisms on stalks is an isomorphism, as desired. \hfill \Box

**Corollary A.13.** The functor $\Gamma: \text{Bun}^\text{iso}(X) \to \text{Fgp}^\text{iso}(X)$ is symmetric monoidal. In particular, given vector bundles $E$ and $F$ over $X$, there is an isomorphism

$$\Gamma(E \otimes F) \cong \Gamma(E) \otimes_{C^\infty_X} \Gamma(F)$$

of $C^\infty(X)$-modules.
**Proof.** The natural isomorphism (A.4) between $\Gamma$ and the monoidal functor $\Gamma_X \circ \Gamma_{\text{loc}}$ gives the former the structure of a monoidal functor. For a more direct proof, not involving sheaf tensor products, see Nestruev [31, Theorem 11.39].

Recall that a connection on a vector bundle $E \to X$ is a $\mathbb{C}$-linear map
\[ \nabla : \Gamma(E) \to \Gamma(E \otimes T^* X) \]
satisfying the familiar version of the Leibniz rule. By Corollary A.13 (with $F$ being the cotangent bundle $T^* X$ of $X$), $\nabla$ determines a connection on the $C^\infty(X)$-module $\Gamma(E)$. This assignment extends to a functor
\[ (A.14) \quad \Gamma_{\text{con}} : \text{Bun}_{\mathbb{C}}^\text{iso}(X) \to \text{Fgp}_\mathbb{D}^\text{iso}(X), \]
which on morphisms does the same as the functor $\Gamma$ of (A.4).

Similarly, applying Lemma A.8 to the case $\mathcal{N} = \Omega^1_X$, we see that a connection on a $C^\infty_X$-module $\mathcal{M}$ determines a connection on its global sections $\Gamma_X(\mathcal{M})$. Thus, we get a functor $\Gamma_{\text{con}}^X : \text{Lfb}_\mathbb{D}(X) \to \text{Fgp}_\mathbb{D}^\text{iso}(C^\infty(X))$.

**Lemma A.15.** Let $\mathcal{M}$ be a sheaf of $C^\infty_X$-modules and $M = \mathcal{M}(X)$ the $C^\infty(X)$-module of global sections. Then a connection $D$ on $M$ uniquely determines a connection $\mathcal{D}$ on $\mathcal{M}$ characterized by the property that $\mathcal{D} = D$.

**Proof.** Set $\mathcal{D}_X : \mathcal{M}(X) \xrightarrow{\mathcal{D}} \mathcal{M}(X) \otimes_{C^\infty(X)} \Omega^1(X) \cong (\mathcal{M} \otimes_{C^\infty_X} \Omega_X^1)(X)$ to be $D$ followed by the isomorphism from Lemma A.8. Our goal is to show this extends to a unique connection $\mathcal{D}_U : \mathcal{M}(U) \to \mathcal{M}(U) \otimes_{C^\infty(U)} \Omega^1(U) \cong (\mathcal{M} \otimes_{C^\infty} \Omega^1)(U)$ on each open $U \subseteq X$.

Let $U \subseteq X$ be open and $\sigma \in \mathcal{M}(U)$. Assume for the moment that $\sigma$ admits an extension $\sigma' \in \mathcal{M}(X)$ to a global section. Then we set $\mathcal{D}_U \sigma := (\mathcal{D}_X \sigma')|_U$. Note that this is independent of the choice of $\sigma'$. To see this, pick a different extension $\sigma'' \in \mathcal{M}(X)$ of $\sigma$, so that $\sigma' - \sigma'' = 0$ on $U$. For each $x \in U$, we can choose a function $\rho \in C^\infty(X)$ with support in $U$ and such that $\rho = 1$ in a neighborhood of $x$, so that $\rho(\sigma' - \sigma'') = 0$ on all of $X$. Then, in a neighborhood of $x$, we have
\[ 0 = \mathcal{D}_X \rho(\sigma' - \sigma'') = d\rho \otimes (\sigma' - \sigma'') + \rho \mathcal{D}_X(\sigma' - \sigma'') = \mathcal{D}_X(\sigma' - \sigma''). \]
By the sheaf property (or, more specifically, the fact that sections agree if they agree locally), we see that $\mathcal{D}_U \sigma$ is well-defined.

Now, in general, a section $\sigma \in \mathcal{E}(U)$ may not admit a global extension. Nevertheless, for each $x \in U$, there exists an open neighborhood $U' \subseteq U$ of $x$ such that $\sigma|_{U'}$ has a global extension to $X$. Thus, using global extensions of restrictions $\sigma|_{U'}$ for small open disks $U' \subset U$ and using the sheaf condition, we get a unique $\mathcal{D}_U$ with the property that $\mathcal{D}_U(\sigma|_U) = (\mathcal{D}_X \sigma)|_U$ for all global sections $\sigma \in \mathcal{M}(X)$.
It remains to check that $D_U$ satisfies the Leibniz rule. This holds if and only if it holds for all sections with compact support in $U$. Now, the condition $D_U(\sigma|_U) = (D_X \sigma)|_U$, and the fact that $D_X$ satisfies the Leibniz rule, shows that the same is true of $D_U$. □

We now define a functor $\Gamma_{\text{loc}}^{\text{con}} : \text{Bun}_{\text{iso}}^X(X) \to \text{Lfb}_D^X(X)$. Given a vector bundle with connection $(E, \nabla)$, we set $\Gamma_{\text{loc}}^{\text{con}}(E, \nabla) := (E, D)$, where $E := \Gamma_{\text{loc}}^\text{con}(E)$ is the sheaf of sections of $E$, and $D$ is the connection obtained via Lemma A.15 from the connection on $\Gamma^\text{con}(E, \nabla)$. At the level of morphism, $\Gamma_{\text{loc}}^{\text{con}}$ performs the same assignments as its counterpart in diagram A.4. One can check that this is compatible with the connections constructed in Lemma A.15.

To sum up, we obtained a diagram of groupoids and functors

\[
\begin{array}{ccc}
\text{Bun}_{\text{iso}}^X(X) & \xrightarrow{\Gamma_{\text{loc}}^{\text{con}}} & \text{Fgp}_{\text{iso}}^X(X) \\
\downarrow{\Gamma_{\text{loc}}^{\text{con}}} & & \downarrow{\Gamma_X^{\text{con}}} \\
\text{Lfb}_D^X(X) & \xrightarrow{} & \text{Fgp}_{\text{iso}}^X(X)
\end{array}
\]

which commutes up to isomorphism. The reason this diagram does not commute on the nose is because the definition of a connection involves the tensor product and these functors are only monoidal up to isomorphism.

**Proposition A.17** (Differential Serre–Swan theorem). Each functor in (A.16) is an equivalence of categories.

*Proof.* The forgetful functors mapping the triangle (A.16) to its version (A.4) without connection are faithful, since morphisms in the former are morphisms in the latter satisfying additional conditions (to preserve connections, in each of the three different senses). It follows that all functors in (A.16) are faithful.

By a similar argument, $\Gamma_{\text{con}}^{\text{loc}}$ is full. We now verify that $\Gamma_{\text{con}}^{\text{loc}}$ is essentially surjective. Take any $(M, D) \in \text{Fgp}_D^X(X)$. The essential surjectivity of the horizontal map in (A.4) gives us an isomorphism $\alpha : \Gamma(E) \xrightarrow{\cong} M$ for some $E \in \text{Bun}_{\text{iso}}^X(X)$. We define a connection $\nabla$ on $E$ by the composite

\[
\nabla : \Gamma(E) \xrightarrow{\alpha} M \xrightarrow{D} M \otimes_{C^\infty(X)} \Omega^1(X) \xrightarrow{\alpha^{-1} \otimes \text{id}} \Gamma(E) \otimes_{C^\infty(X)} \Omega^1(X) \xrightarrow{\cong} \Gamma(E \otimes T^*X).
\]

Since $D$ satisfies the Leibniz rule, so does $\nabla$. Furthermore, $\alpha$ defines an isomorphism of modules with connection $\alpha : (\Gamma(E), \nabla) \to (M, D)$ by construction of $\nabla$. This proves that $\Gamma_{\text{con}}^{\text{loc}}$ is essentially surjective.

We conclude that $\Gamma_X^{\text{con}}$ is essentially surjective and full since $\Gamma_{\text{con}}^{\text{loc}}$ is essentially surjective and full and the former factors through the latter. We already know they are faithful, and it follows that $\Gamma_{\text{con}}^{\text{loc}}$ and $\Gamma_X^{\text{con}}$ are equivalences. Therefore, $\Gamma_{\text{loc}}^{\text{con}}$ is an equivalence as well. □
Definition A.18. Let $M \in \text{Fgp}(A)$ and $\Omega_\bullet(A)$ a DGA on top of $A$. A Grassmann connection on $M$ is a connection $D$ on $M$ for which there exists an $n \in \mathbb{N}$, an embedding $i : M \hookrightarrow A^n$, and a projection $p : A^n \to M$ such that $D := (p \otimes \text{id}) \circ d \circ i$, where $d$ is the standard connection on $A^n$.

Remark A.19. A Grassmann connection is also called a Berry connection in the physics literature [38] and a Levi-Civita connection by Karoubi [15].

Corollary A.20 (Narasimhan and Ramanan). Let $X$ be a manifold and $A = C^\infty(X; \mathbb{C})$. Then any connection on a finitely generated projective $A$-module is a Grassmann connection.

Proof. Suppose $(M, D) \in \text{Fgp}^\alpha(C^\infty(X; \mathbb{C}))$. From the proof of Proposition A.17 on essential surjectivity of $\Gamma^{\text{con}}$, there exists $(E, \nabla) \in \text{Bun}^\alpha(X)$ together with an isomorphism $\alpha : \Gamma(E) \cong M$ such that $\nabla = (\alpha^{-1} \otimes \text{id}) \circ D \circ \alpha$. By the theorem of Narasimhan and Ramanan [29,30,34], $\nabla = (p \otimes \text{id}) \circ D \circ i$, where $p : X \times \mathbb{C}^N \to E$ is a projection such that $\text{Im}(p) = E$ and $i : E \to X \times \mathbb{C}^N$ is an embedding. Therefore $D = (\alpha \otimes \text{id}) \circ p \circ d \circ i \circ \alpha^{-1}$, which is a Grassmann connection. □

Appendix B. On Grothendieck fibrations and the extension of scalars

Naturality of the noncommutative Chern character necessitates the need to introduce the extension of scalars. Since naturality is a categorical notion, it is important to describe the extension of scalars from a functorial viewpoint, and, for this reason, it is helpful to review Grothendieck fibrations and opfibrations. This justifies some of the terminology we have been using, such as cocartesian morphisms. We also make everything explicit since taking opposite categories can be quite confusing due to the many ways in which it can occur. Our references include [24,26,40].

Definition B.1. Let $\mathcal{E}$ and $\mathcal{X}$ be two categories and let $\mathcal{E} \xrightarrow{\pi} \mathcal{X}$ be a functor. A morphism $u \xrightarrow{\beta} v$ in $\mathcal{E}$ is cartesian iff for any morphism $x \xrightarrow{f} \pi(u)$ in $\mathcal{X}$ and any morphism $w \xrightarrow{\gamma} v$ in $\mathcal{E}$ such that $\pi(\beta) \circ f = \pi(\gamma)$, there exists a unique morphism $w \xrightarrow{\alpha} u$ in $\mathcal{E}$ such that

$$\pi(\alpha) = f \quad \text{and} \quad \beta \circ \alpha = \gamma.$$
A visualization of the data in Definition B.1 is often helpful.\footnote{The morphism $\beta$ has been bolded to emphasize that it is the morphism that is cartesian.}

\begin{align*}
\begin{array}{c}
\mathcal{E} \\
\downarrow \pi \\
\mathcal{X}
\end{array}
\end{align*}

Note that the conditions necessitate $\pi(w) = x$ so that one can think of the morphisms in $\mathcal{E}$ as lying above the morphisms in $\mathcal{X}$ via the functor $\pi$. In Example B.4, we will see that a cartesian morphism is a fibrewise isomorphism in the setting of vector bundles over smooth manifolds.

A closely related definition is that of a cocartesian morphism.

\textbf{Definition B.2.} Let $\mathcal{E}$ and $\mathcal{X}$ be two categories and let $\pi: \mathcal{E} \to \mathcal{X}$ be a functor. A morphism $u \xleftarrow{\beta} v$ in $\mathcal{E}$ is \textit{cocartesian} iff for any morphism $x \xleftarrow{f} \pi(u)$ in $\mathcal{X}$ and any morphism $w \xleftarrow{\gamma} v$ in $\mathcal{E}$ such that $f \circ \pi(\beta) = \pi(\gamma)$, there exists a unique morphism $w \xleftarrow{\alpha} u$ in $\mathcal{E}$ such that

$$
\pi(\alpha) = f \quad \text{and} \quad \alpha \circ \beta = \gamma.
$$

Cocartesian morphisms are visualized as:

\begin{align*}
\begin{array}{c}
\mathcal{E} \\
\downarrow \pi \\
\mathcal{X}
\end{array}
\end{align*}

In other words, a cocartesian morphism in $\mathcal{E} \xrightarrow{\pi} \mathcal{X}$ is a cartesian morphism in $\mathcal{E}^{\text{op}} \xrightarrow{\pi^{\text{op}}} \mathcal{X}^{\text{op}}$.

\textbf{Definition B.3.} Let $\pi: \mathcal{E} \to \mathcal{X}$ be as in Definition B.1. Let $\mathcal{E}_x$ be the subcategory of $\mathcal{E}$ consisting of the objects $u$ in $\mathcal{E}$ such that $\pi(u) = x$ and $\pi(\beta) = \text{id}_x$ for all morphisms $u \xleftarrow{\beta} v$ with $\pi(u) = x = \pi(v)$. The category $\mathcal{E}_x$ is called the \textit{fibre} of $\pi$ over $x$ and the morphisms in $\mathcal{E}_x$ are called \textit{vertical morphisms} of $\pi$ over $x$. Given a morphism $x \xrightarrow{f} y$ in $\mathcal{X}$ and an object $v$ in $\mathcal{E}_y$, a \textit{cartesian lifting of $f$ with target $v$} is a cartesian morphism $u \xleftarrow{\beta} v$ such that $\pi(\beta) = f$. A functor $\pi: \mathcal{E} \to \mathcal{X}$ is a \textit{fibration} iff for any morphism $x \xrightarrow{f} y$ in $\mathcal{X}$ and an object $v$ in $\mathcal{E}_y$, a cartesian lifting exists. Dually, given a morphism $x \xleftarrow{f} y$ in $\mathcal{X}$ and an object $v$ in $\mathcal{E}_y$, a \textit{cocartesian lifting of $f$ with source $v$} is a cocartesian morphism $u \xleftarrow{\beta} v$ such
that \( \pi(\beta) = f \). A functor \( \pi : \mathcal{E} \to \mathcal{X} \) is an \textbf{opfibration} iff for any morphism \( x \xleftarrow{f} y \) in \( \mathcal{X} \) and an object \( v \) in \( \mathcal{E}_y \), a cocartesian lifting exists. When \( \pi \) is either a fibration or an opfibration, \( \mathcal{E} \) is called the \textit{total category} and \( \mathcal{X} \) is called the \textit{base}. Given a fibration (opfibration) \( \mathcal{E} \xrightarrow{\pi} \mathcal{X} \), the collection of cartesian (cocartesian) morphisms form a fibration (opfibration) \( \text{cart}(\mathcal{E}) \xrightarrow{\pi^{-1}} \mathcal{X} \) (\( \text{cocart}(\mathcal{E}) \xrightarrow{\pi^{-1}} \mathcal{X} \)).

**Example B.4.** Let \( \text{Man} \) denote the category of smooth manifolds and smooth maps. Let \( \text{Bun} \) denote the category of smooth vector bundles over manifolds. Namely, an object of \( \text{Bun} \) is a triple \( (X, E, \pi) \), with \( X \) a smooth manifold and \( E \xrightarrow{\pi} X \) a smooth vector bundle. A morphism \( (X, E, \pi) \to (Y, F, \rho) \) consists of a pair of smooth maps \( (X \xrightarrow{f} Y, E \xrightarrow{\varphi} F) \) such that \( \varphi \) is a fibrewise linear map and such that the diagram

\[
\begin{array}{ccc}
E & \xrightarrow{\varphi} & F \\
\downarrow{\pi} & & \downarrow{\rho} \\
X & \xrightarrow{f} & Y
\end{array}
\]

commutes. Then the projection map \( \text{Bun} \to \text{Man} \), sending an object \( (X, E, \pi) \) to \( X \) and a morphism \( (X, E, \pi) \xrightarrow{(f, \varphi)} (Y, F, \rho) \) to \( f \), is a Grothendieck fibration. Indeed, to every morphism \( X \xrightarrow{f} Y \) in \( \text{Man} \), and to every vector bundle \( (Y, F, \rho) \) over \( Y \), the \textit{pullback bundle}, defined by the categorical pullback

\[
\begin{array}{ccc}
f^*F & \xrightarrow{\Delta} & F \\
\downarrow{f^*\rho} & & \downarrow{\rho} \\
X & \xrightarrow{f} & Y
\end{array}
\]

in the category \( \text{Man} \), is a cartesian morphism over \( f \). This follows immediately from the universal property of the pullback—see the visualization after Definition B.1. This same universal property shows that all cartesian morphisms are of this form. Thus, \( \text{cart}(\text{Bun}) \) can be identified with the category of vector bundles as objects and smooth maps on the base with fibrewise isomorphisms on the vector bundles as morphisms.

**Example B.5.** Let \( \text{Ring} \) denote the category of unital rings and unital ring homomorphisms (henceforth, all rings will be assumed unital in this appendix). Let \( \text{Mod} \) denote the category of modules. Namely, an object of \( \text{Mod} \) is a pair \( (R, M) \) consisting of a ring \( R \) and a right \( R \)-module \( M \). A morphism \( (S, N) \to (R, M) \) is a pair \( (\psi, \Psi) \) with \( S \xrightarrow{\psi} R \) a ring homomorphism and \( N \xrightarrow{\Psi} M \) a \( \mathbb{Z} \)-linear map such that \( \Psi(ns) = \Psi(n)\psi(s) \) for all \( n \in N \) and \( s \in S \). Then the forgetful functor \( \text{Mod} \to \text{Ring} \) sending a pair \( (R, M) \) to \( R \) and \( (\psi, \Psi) \) to \( \psi \) is an opfibration. Indeed, to every ring homomorphism \( S \xrightarrow{\psi} R \) and to every right \( S \)-module \( N \), a cocartesian
lift is given by the extension of scalars right \( R \)-module \( N \otimes_S R := N \otimes \mathbb{Z} R/\sim \), together with the \( \mathbb{Z} \)-linear map \( N \otimes \mathbb{Z} R/\sim \rightarrow N \otimes S R \) defined by sending \( n \in N \) to \( n \otimes 1_R \). This is cocartesian because to any other ring \( Q \) and right \( Q \)-module \( L \) together with morphisms as in

\[
\begin{array}{ccc}
L & \xrightarrow{\Phi} & N \\
\downarrow{\exists!} & & \downarrow{\Psi} \\
N \otimes_S R & \xrightarrow{\xi} & N \\
\downarrow{\psi} & & \downarrow{\zeta} \\
Q & \xrightarrow{\phi} & S ,
\end{array}
\]

the unique morphism \( N \otimes_S R \xrightarrow{\Xi} L \) in \( \text{Mod} \) is uniquely determined by the assignment

\[
N \otimes \mathbb{Z} R/\sim n \otimes r \mapsto \Phi(n) \zeta(r).
\]

A quick calculation shows that this descends to a well-defined morphism \( N \otimes_S R \xrightarrow{\Xi} L \) in \( \text{Mod} \) satisfying the required commutativity conditions. Its uniqueness follows from the fact that it is actually completely determined by its action on elements of the form \( n \otimes 1_R \), which must be given by \( \Phi(n) \) in order for the top diagram in \( \text{Mod} \) to commute. Furthermore, all cocartesian morphisms are of this form. More precisely, if \( N \xrightarrow{\Sigma} M \) is another cocartesian lift of \( \psi \), then \( M \) is canonically isomorphic to \( N \otimes_S R \) in the category \( \text{Mod} \). This follows from the fact that any two target objects of cocartesian lifts are canonically isomorphic (this follows from the usual arguments of canonical uniqueness of objects defined via universal properties).

Thus, the category of cocartesian morphisms \( \text{cocart}(\text{Mod}) \) is equivalent to the category of modules and morphisms where the morphisms always map into a module that is canonically isomorphic to an extension of scalars of the first module along the ring homomorphism in the base.

Fibrations and opfibrations are occasionally constructed from functors via the \textit{Grothendieck construction}, though elements of this construction were known earlier by Yoneda and Mac Lane (cf. [22, page 44]).

**Lemma B.6.** Let \( \mathcal{X} \) be a category and let \( \mathcal{X}^{\text{opp}} \xrightarrow{\xi} \text{Cat} \) be a pseudofunctor, also called a weak 2-functor (for definitions, see [17, 33]). Then the following structure defines a category \( \int \xi \).

1. An object of \( \int \xi \) is a pair \((X, E)\) with \( X \) an object of \( \mathcal{X} \) and \( E \) an object of \( \xi_X \).
2. A morphism from \((X, E)\) to \((Y, F)\) is a pair \((f, \alpha)\), with \( X \xrightarrow{f} Y \) a morphism in \( \mathcal{X} \) and \( E \xrightarrow{\alpha} \xi_f(F) \) a morphism in \( \xi_X \).
(3) The composite of a composable pair of morphisms \((X, E) \xrightarrow{(f, \alpha)} (Y, F) \xrightarrow{(g, \beta)} (Z, G)\) is given by the composite \(X \xrightarrow{g \circ f} Z\) in \(\mathcal{X}\) and

\[
E \xrightarrow{\alpha} \mathcal{E}_f(F) \xrightarrow{\mathcal{E}_f(\beta)} \mathcal{E}_f(\mathcal{E}_g(G)) \xrightarrow{\mathcal{E}_{g \circ f}(G)} \mathcal{E}_X,
\]

in \(\mathcal{E}_X\), where \(c_{(f, g)}\) is the compositor natural isomorphism from the data of a pseudofunctor.

(4) The identity morphism associated to a pair \((X, E)\) in \(\int \mathcal{E}\) is given by \(E \xrightarrow{\epsilon_X} \mathcal{E}_{\text{id}_X}(E)\), where \(\epsilon\) is the unitor natural isomorphism from the data of the pseudofunctor \(\mathcal{E}\).

Furthermore, the assignment

\[
\int \mathcal{E} \xrightarrow{\pi_\mathcal{E}} \mathcal{X} \\
(X, E) \mapsto X \\
\left((X, E) \xrightarrow{(f, \alpha)} (Y, F)\right) \mapsto \left(X \xrightarrow{f} Y\right)
\]

defines a functor. This functor is a fibration in which a cartesian lift of \(X \xrightarrow{f} Y\) with target \(F\) in \(\mathcal{E}_Y\) is the pair \((f, \text{id}_{\mathcal{E}_f(F)})\). Finally, a morphism \((X, E) \xrightarrow{(f, \alpha)} (Y, F)\) is cartesian if and only if \(E \xrightarrow{\alpha} \mathcal{E}_f(F)\) is an isomorphism in \(\mathcal{E}_X\).

**Definition B.7.** Given a pseudofunctor \(\mathcal{X}^{\text{op}} \xrightarrow{\mathcal{E}} \text{Cat}\), the fibration \(\int \mathcal{E} \xrightarrow{\pi_\mathcal{E}} \mathcal{X}\) from Lemma B.6 is called the *Grothendieck construction/fibration* associated to \(\mathcal{E}\).

**Example B.8.** The extension of scalars briefly described in Example B.5 can be described as a pseudofunctor \(\mathcal{E} : \text{Ring} \rightarrow \text{Cat}\) sending a ring \(R\) to the category of right \(R\)-modules \(\mathcal{E}(R) := \text{Mod}(R)\) and sending a ring homomorphism \(S \xrightarrow{\psi} R\) to a functor \(\text{Mod}(S) \xrightarrow{\mathcal{E}_\psi} \text{Mod}(R)\) defined as follows. To each \(S\)-module \(N\), the functor assigns the \(R\)-module \(N \otimes_S R\). To each morphism of \(S\)-modules \(N \xrightarrow{\kappa} N'\), it assigns the canonical extension \(N \otimes_S R \xrightarrow{\tilde{\kappa}} N' \otimes_S R\) determined uniquely by the \(R\)-action on elements of the form \(n \otimes 1_R\). The reason \(\mathcal{E}\) is a pseudofunctor, as opposed to a (strict) functor, is that to a pair of composable ring homomorphisms \(S \xrightarrow{\psi} R \xrightarrow{\xi} Q\), there is a natural isomorphism

\[
\begin{array}{ccc}
\text{Mod}(R) & \xrightarrow{\mathcal{E}_\psi} & \text{Mod}(S) \\
\mathcal{E}_\xi & \xleftarrow{c_{(\xi, \psi)}} & \\
\text{Mod}(Q) & \xleftarrow{\mathcal{E}_{\xi \circ \psi}} & \\
\end{array}
\]
that is not necessarily the identity natural transformation. Indeed, to an $S$-module $N$, it provides the isomorphism

\[(N \otimes_S R) \otimes_R Q \rightarrow N \otimes_S Q\]

\[n \otimes r \otimes q \mapsto n \otimes \xi(r)q\]

in $\text{Mod}(Q)$. The inverse is given by sending $n \otimes q$ to $n \otimes 1_R \otimes q$. Secondly, given a ring $R$, there is a natural isomorphism

\[
\text{Mod}(R) \xrightarrow{id_{\text{Mod}(R)}} \text{Mod}(R)
\]

given on a right $R$-module $M$ by the isomorphism $M \rightarrow M \otimes_R M$ sending $m \in M$ to $m \otimes 1_R$. We leave the other verifications of the definition of a pseudofunctor to the reader.

We now apply the Grothendieck construction to $E : (\text{Ring}^{\text{op}})^{\text{op}} \rightarrow \text{Cat}$, where the double “op” is taken to more directly apply Definition B.7. This gives a fibration $\int E \xrightarrow{\pi} \text{Cat}$, where the objects of $\int E$ are given by pairs $(R, M)$ with $R$ a ring and $M$ a right $R$-module. A morphism from $(R, M)$ to $(S, N)$ in $\int E$ is a pair $(\psi^{\text{op}}, \alpha)$ with $R \xrightarrow{\psi^{\text{op}}} S$ a morphism in $\text{Ring}^{\text{op}}$, which corresponds to a ring homomorphism $S \xrightarrow{\psi} R$, and a right $R$-module morphism $M \xrightarrow{\alpha} N \otimes_S R$. The projection $\int E \xrightarrow{\pi} \text{Ring}^{\text{op}}$ takes an object $(R, M)$ to $R$ and a morphism $(\psi^{\text{op}}, \alpha)$ to $\psi^{\text{op}}$.

In what follows, we will compare the three fibrations from Example B.4, Example B.5, and Example B.8. To do this, we need to make sense of morphisms of fibrations.

**Definition B.9.** Let $\mathcal{E} \xrightarrow{\pi} \mathcal{X}$ and $\mathcal{F} \xrightarrow{\rho} \mathcal{Y}$ be two fibrations. A **fibred functor** from $\pi$ to $\rho$ consists of a pair of functors $(\mathcal{E} \xrightarrow{\Gamma} \mathcal{F}, \mathcal{X} \xrightarrow{\gamma} \mathcal{Y})$ such that the diagram

\[
\begin{array}{ccc}
\mathcal{E} & \xrightarrow{\Gamma} & \mathcal{F} \\
\pi \downarrow & & \downarrow \rho \\
\mathcal{X} & \xrightarrow{\gamma} & \mathcal{Y}
\end{array}
\]

commutes and such that every cartesian lifting in $\pi$ gets sent to a cartesian lifting in $\rho$.

**Example B.10.** In Example B.8, we showed that the extension of scalars $\text{Ring} \xrightarrow{\varepsilon} \text{Cat}$ defines a fibration $\int \mathcal{E} \xrightarrow{\pi} \text{Ring}^{\text{op}}$. Let $\text{Man} \xrightarrow{C^\infty} \text{Ring}^{\text{op}}$ be the functor that takes the ring of smooth functions. More precisely, it takes a smooth manifold $X$ to the ring of smooth functions $C^\infty(X)$ on $X$. It sends a smooth map $X \xrightarrow{f} Y$ to the pullback ring homomorphism $C^\infty(Y) \xrightarrow{f^*} C^\infty(X)$. Second, let $\text{Bun} \xrightarrow{\Gamma} \int \mathcal{E}$ be the functor that sends a smooth vector
bundle \((X, E, \pi)\) to the pair \((C^\infty(X), \Gamma(\pi))\), where \(\Gamma(\pi)\) is the \(C^\infty(X)\)-module of smooth sections of the vector bundle \(E \to X\). To describe what this functor assigns to a morphism \(X, E, \pi \xrightarrow{f, \varphi} (Y, F, \rho)\), we first note that associated to any such morphism in \(\text{Bun}\) is a uniquely determined morphism of bundles \((X, E, \pi) \xrightarrow{(\text{id}_X, \xi)} (X, f^*F, f^*\rho)\) coming from the universal property of the pullback

\[
\begin{array}{ccc}
E & \xrightarrow{\varphi} & F \\
\downarrow{\xi} & & \downarrow{\rho} \\
X & \xrightarrow{f} & Y
\end{array}
\]

This map induces a map of \(C^\infty(X)\)-modules \(\Gamma(\pi) \xrightarrow{\Xi} \Gamma(f^*\rho)\) given by sending a section \(s\) to \(\xi \circ s\). This does not yet define a morphism in \(\int \mathcal{E}\). To obtain such a morphism, note that there is a natural \(C^\infty(X)\)-module map

\[
\Gamma(\rho) \otimes_{C^\infty(Y)} C^\infty(X) \xrightarrow{\Upsilon^{-1}} \Gamma(f^*\rho)
\]

\[
t \otimes \eta \mapsto \left( t \ni x \mapsto \psi^{-1}(t(f(x)))\eta(x) \right),
\]

which is obtained by taking a section \(t\) of \(\rho\) to the section of \(f^*\rho\) by composing the appropriate morphisms in the diagram

\[
\begin{array}{ccc}
f^*F & \xrightarrow{\psi} & F \\
\downarrow{f^*\rho} & & \downarrow{\rho} \\
X & \xrightarrow{f} & Y
\end{array}
\]

and using the fact that \(\psi\) is a fibrewise isomorphism (and then just multiplying by the function \(\eta\)). This module map is an isomorphism satisfying many convenient properties, which are described in [31, Theorem 11.54]. For example, by sending the morphism \((X, E, \pi) \xrightarrow{(f, \varphi)} (Y, F, \rho)\) in \(\text{Bun}\) to the pair

\[
\Gamma(\pi) \xrightarrow{\Xi} \Gamma(f^*\rho) \xrightarrow{\Upsilon^{-1}} \Gamma(\rho) \otimes_{C^\infty(Y)} C^\infty(X)
\]

in \(\int \mathcal{E}\), the assignment \(\text{Bun} \xrightarrow{\Gamma} \int \mathcal{E}\) defines a functor for which the diagram

\[
\begin{array}{ccc}
\text{Bun} & \xrightarrow{\Gamma} & \int \mathcal{E} \\
\downarrow & & \downarrow{\pi_e} \\
\text{Man} & \xrightarrow{\gamma} & \text{Ring}^{op}
\end{array}
\]
commutes. Furthermore, a cartesian lift in \( \text{Bun} \to \text{Man} \), which corresponds to the pullback bundle, gets sent to the extension of scalars module by [31, Theorem 11.54]. Thus, \( \Gamma \) defines a fibred functor.

A similar situation happens when working with (unital) algebras and right modules over them. In particular, the analogue of this fibred functor is fully faithful when one takes the subcategory of finitely generated projective modules.

**Example B.11.** In Example B.5, we showed that \( \text{Mod} \to \text{Ring} \) is an opfibration. Hence, \( \text{Mod}^{\text{op}} \to \text{Ring}^{\text{op}} \) is a fibration. The subcategory of cartesian morphisms in this fibration is equivalent to the subcategory of cartesian morphisms of \( \int \mathcal{C} \xrightarrow{\Xi} \text{Ring}^{\text{op}} \) from Example B.8 by the comments in Example B.5. More precisely, if \( N \xrightarrow{\Psi} M \) is a cocartesian lift of \( S \xrightarrow{\psi} R \), then there exists a canonical \( R \)-module isomorphism \( M \xrightarrow{\Xi} N \otimes_{S} R \). This module isomorphism defines a cartesian morphism in \( \int \mathcal{C} \).
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