ROBUST NONLOCAL TRACE SPACES AND NEUMANN PROBLEMS

FLORIAN GRUBE, THORBEN HENSIEK

Abstract. We prove trace and extension results for fractional Sobolev spaces of order $s \in (0, 1)$. These spaces are used in the study of nonlocal Dirichlet and Neumann problems on bounded domains. The results are robust in the sense that the continuity of the trace and extension operators is uniform as $s$ approaches 1 and our trace spaces converge to $H^{1/2}(\partial \Omega)$. We apply these results in order to study the convergence of solutions of nonlocal Neumann problems as the integro-differential operators localize to a symmetric, second order operator in divergence form.

1. Introduction

The study of trace and extension operators is motivated by the classical Dirichlet problem for the Laplacian, i.e.

$$-\Delta u = 0 \text{ in } \Omega,$$
$$u = g \text{ on } \partial \Omega \quad (1.1)$$

for a function $g : \partial \Omega \to \mathbb{R}$ and a sufficiently smooth domain $\Omega \subset \mathbb{R}^d$. A classical question is under which assumptions on $g$ there exists a unique solution to the Dirichlet problem. The Poincaré inequality and Lax-Milgram lemma yield the existence and uniqueness of a weak solution $u \in H^1(\Omega)$ to the problem (1.1) for $g \in H^1(\Omega)$, i.e.

$$\int_{\Omega} \nabla u(x) \cdot \nabla v(x) \, dx = 0$$

for all $v \in H^1_0(\Omega) := C^\infty_c(\Omega) \cap H^1(\Omega)$ and $u - g \in H^1_0(\Omega)$. This notion of weak solution is motivated by the Green-Gauss formula. These standard tools require the function $g$ to be prescribed on the whole domain. In the classical works of Aronszajn [3], Prodi [52] and Slobodeckij [59] the existence of a continuous trace operator

$$\gamma : H^1(\Omega) \to L^2(\partial \Omega)$$

satisfying $\gamma(u) = u|_{\partial \Omega}$ for all $u \in C(\overline{\Omega}) \cap H^1(\Omega)$ has been established. Additionally, the image of the trace operator has been characterized as the Sobolev-Slobodeckij space $H^{1/2}(\partial \Omega)$ and the existence of a continuous right inverse ext : $H^{1/2}(\partial \Omega) \to H^1(\Omega)$, the classical extension operator, has been proven. Gagliardo extended this result in [38] to $W^{1,p}(\Omega) \to W^{1-1/p,p}(\partial \Omega)$, $p > 1$. The existence of an extension operator allows to prescribe the boundary datum $g \in H^{1/2}(\partial \Omega)$ in (1.1). The existence of the trace operator guarantees that this definition of a weak solution is a consistent generalization of classical solutions because the condition $u - v \in H^1_0(\Omega)$ is equivalent to $\gamma(u - v) = 0$.

In recent years there has been an intense study of nonlocal operators. The most prominent example is the fractional Laplacian

$$(-\Delta)^s u(x) := \kappa_{d,s} \text{p.v.} \int_{\mathbb{R}^d} \frac{u(x) - u(y)}{|x - y|^{d+2s}} \, dx,$$
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for \( s \in (0, 1) \) with
\[
\kappa_{d,s} := \frac{2^{2s} \Gamma\left(\frac{d+2s}{2}\right)}{\pi^{d/2} \Gamma(1-s)}.
\]
Here \( \Gamma \) denotes Euler’s gamma function. The normalization constant \( \kappa_{d,s} \) guaranties the Fourier representation
\[
\mathcal{F}((-\Delta)^s u)(\xi) = |\xi|^{2s} \mathcal{F}(u)(\xi).
\]
This representation implies the convergence \((-\Delta)^s \to -\Delta \) as \( s \to 1^- \). In this work the asymptotic behavior of \( \kappa_{d,s} \approx s(1-s) \), see Proposition 2.1, will be important. Dirichlet problems for nonlocal integro-differential operators have been studied extensively in the literature, see the survey by Ros-Oton. For Hilbert space approaches we refer for example to [33] by Felsinger, Kassmann and Voigt, [14] by Bucur and Valdinoci as well as [55] by Rutkowski. The nonlocality of \((-\Delta)^s \) requires functions to be defined on \( \mathbb{R}^d \). Thus, Dirichlet problems for these kind of operators are typically formulated as complement value problems. As in the case for \(-\Delta \) the notion of a weak solution to the Dirichlet problem
\[
(-\Delta)^s u = 0 \quad \text{in} \quad \Omega,
\]
\[
u = g \quad \text{on} \quad \Omega^c
\]
is motivated by a nonlocal Green Gauß formula. For \( u \in C^2_b(\mathbb{R}^d) \) and \( v \in C^1_b(\Omega) \) it holds
\[
\int_{\Omega} [(-\Delta)^s u(x)] v(x) \, dx = \frac{\kappa_{d,s}}{2} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{d+2s}} \, dx \, dy
\]
\[
- \int_{\Gamma^c} N_s u(y) v(y) \, dy.
\]
Here \( N_s \) is the nonlocal normal derivative with respect to \((-\Delta)^s \) and \( \Omega \) defined via
\[
N_s u(y) = \kappa_{d,s} \text{p.v.} \int_{\Omega} \frac{u(y) - u(x)}{|x-y|^{d+2s}} \, dy, \quad y \in \Omega^c.
\]
This concept of a nonlocal normal derivative first appeared in the work of Dipierro, Ros-Oton and Valdinoci in [24]. A similar operator has been introduced in the earlier work of Du, Gunzburger, Lehoucq and Zhou in [27] in the context of peridynamics. This formula yields the following fractional analogue of \( H^1(\Omega) \). We define the bilinear form
\[
[u, v]_{V^s(\Omega)} := \frac{\kappa_{d,s}}{2} \iint_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{d+2s}} \, dx \, dy
\]
for measurable functions \( u, v : \mathbb{R}^d \to \mathbb{R} \) and the set
\[
V^s(\Omega) := \{ u : \mathbb{R}^d \to \mathbb{R} \mid [u, u]_{V^s(\Omega)} < \infty \}.
\]
Since \( u \in V^s(\Omega) \) implies \( u \in L^2(\Omega) \) implies \( u \in L^2(\Omega) \), we equip this space with the norm
\[
\| u \|_{V^s(\Omega)} := (\| u \|_{V^s(\Omega)}^2 + \| u \|^2_{L^2(\Omega)})^{1/2}.
\]
Such forms for more general Lévy measures are also considered by Servadei and Valdinoci in [56] and [57]. For nonsymmetric kernels and related forms the Dirichlet problem has been studied in [33]. Furthermore, such forms appeared in [24]. For \( g \in V^s(\Omega) \) we call \( u \in V^s(\Omega) \) a weak solution to the Dirichlet problem (1.2), if
\[
[u, v]_{V^s(\Omega)} = 0
\]
for all \( v \in V^s_0(\Omega) \) such that \( w = 0 \) on \( \Omega^c \) and \( u - g \in V^s(\Omega) \). This definition requires the complement data to be defined on the whole space. It is a natural question to ask for which complement values \( g : \Omega^c \to \mathbb{R} \) the Dirichlet problem has a unique weak solution. As for (1.1) this motivates the study of trace and extension operators. In contrast to the local case, where a specific construction for the trace operator is needed, here the trace operator is the restriction to \( \Omega^c \).
The asymptotics of fractional phenomena as they localize have gained considerable attention in recent years. In particular, the space of weak solutions to the fractional Dirichlet problem $V^s(\Omega|\mathbb{R}^d)$ converges to $H^1(\Omega)$ as $s \to 1^-$. Indeed, the following holds. Let $\Omega$ be a bounded Lipschitz domain and $u \in H^1(\mathbb{R}^d)$. Then

$$\lim_{s \to 1^-} [u, u]_{V^s(\Omega|\mathbb{R}^d)} = \int_{\Omega} |\nabla u(x)|^2 \, dx.$$ 

For a proof we refer the reader to \cite{[12 Corollary 2]} by Bourgain, Brezis and Mironescu, \cite{[51]} by Ponce and \cite{Theorem 3.4, (3.5)} by Foghem, Kassmann and Voigt. Furthermore, the family of Dirichlet forms $[\cdot, \cdot]_{V^s(\Omega|\mathbb{R}^d)}$ converge to $[\cdot, \cdot]_{H^1(\Omega)}$ in the Mosco sense. We refer the reader to \cite{Theorem 1.6} and \cite{Theorem 5.73}. In \cite{Theorem 7.1} Kassmann and Weidner proved Mosco convergence of forms related to nonsymmetric kernels. Mosco convergence implies the convergence of the corresponding stochastic processes and semigroups, see \cite{[18]} by Mosco.

In light of the previous discussion it is natural to ask the following question.

**Question:** Do there exist Hilbert spaces $X_s$ of functions $g : \Omega^c \to \mathbb{R}$ for $s \in (0, 1)$ such that

(i) there exist trace operators $\text{Tr} : V^s(\Omega|\mathbb{R}^d) \to X_s$ which are continuous uniformly in the limit $s \to 1^-$,

(ii) there exist extension operators $\text{Ext} : X_s \to V^s(\Omega|\mathbb{R}^d)$ which are continuous uniformly as $s \to 1^-$,

(iii) $X_s$ converges to the classical trace space $H^{1/2}(\partial \Omega)$ as $s \to 1$?

The main goal of this article is an answer to this question.

### 1.1. Main results.

For the remainder of this paper we fix the dimension $d \in \mathbb{N}$, $d \geq 2$ and only consider domains $\Omega \subset \mathbb{R}^d$.

Now we define a space of functions on $\Omega^c$ which answers the aforementioned question. For sufficiently regular $f, g : \Omega^c \to \mathbb{R}$ we set

$$\langle f, g \rangle_{L^2(\Omega^c, \tau_s)} := \int_{\Omega^c} f(x)g(x)\tau_s(x) \, dx \quad \text{with} \quad \tau_s(x) := \frac{1 - s}{d_x^2(1 + d_x)^{d+2s}}$$

and the weighted $L^2$ norm $\|f\|_{L^2(\Omega^c, \tau_s)} := (\langle f, f \rangle_{L^2(\Omega^c, \tau_s)})^{1/2}$. Throughout this paper we use the notation $d_z := \text{dist}(x, \partial \Omega) := \inf \{|x - z| : z \in \partial \Omega\}$. The weight $\tau_s$ captures the decay of the kernel of the fractional Laplacian $\kappa_{d,s} |z|^{-d-2s}$ at infinity. The term $(1 - s)d_z^{-s}$ concentrates at the boundary as $s$ increases. In fact, it is responsible for the reduction of dimension of $\Omega^c$ to the boundary $\partial \Omega$. In \cite{Lemma 4.1} we prove that the measure $\tau_s(x) \, dx$ converges weakly to the surface measure on $\partial \Omega$. Additionally, we introduce the bilinear form

$$\langle f, g \rangle_{\tau_s(\Omega^c)} := \int_{\Omega^c} \int_{\Omega^c} (f(x) - f(y))(g(x) - g(y))k_s(x, y) \, dx \, dy,$$

and the seminorm $\|f\|_{\tau_s(\Omega^c)} := (\langle f, f \rangle_{\tau_s(\Omega^c)})^{1/2}$ where

$$k_s(x, y) := \frac{(1 - s)^2}{d_x^2(1 + d_x)^d + d_y^2(1 + d_y)^d} \big( |x - y| + d_x + d_y \big)^d$$

for any $x, y \in \Omega^c$. We call $k_s$ the interaction kernel on $\Omega^c$. It has the same decay properties in each variable as $\kappa_{d,s} |z|^{-d-2s}$ at infinity. Notice that functions in $V^s(\Omega|\mathbb{R}^d)$ are merely integrable on $\Omega^c$ away from the boundary with this decay. The term

$$\kappa_{d,s} \int_{\Omega^c} \int_{\Omega^c} \frac{u(x) - u(y)^2}{|x - y|^{d+2s}} \, dx \, dy$$

in the $V^s$-norm requires functions to have some regularity close to the boundary $\partial \Omega$. This behavior is captured by the term $d_x^{-s}d_y^{-s}(|x - y| + d_x + d_y + d_xd_y)^{-d}$ in the kernel $k_s$. Again the terms $(1 - s)d_x^{-s}$ and $(1 - s)d_y^{-s}$ are responsible for the dimension reduction $\Omega^c \to \partial \Omega$ as $s \to 1^-$.  


Definition 1.1. We define the Hilbert space
\[ \mathcal{T}^s(\Omega^c) := \{ g : \Omega^c \to \mathbb{R} \text{ measurable} \mid \| g \|_{\mathcal{T}^s(\Omega^c)} < \infty \} \]
endowed with the norm
\[ \| g \|_{\mathcal{T}^s(\Omega^c)} := \left( \| g \|_{L^2(\Omega^c, \tau_s)}^2 + \| \gamma g \|_{\mathcal{T}^s(\Omega^c)}^2 \right)^{1/2}. \]

Now we state our main results.

Theorem 1.2. Let \( \Omega \) be a bounded \( C^{1,1} \)-domain and \( s_* \in (0,1) \).

1. There exists a continuous trace operator \( \text{Tr} : V^s(\Omega \mid \mathbb{R}^d) \to \mathcal{T}^s(\Omega^c) \) and a constant \( C = C(d, \Omega, s_*) > 0 \) such that for all \( s \in (s_*,1) \) and \( u \in V^s(\Omega \mid \mathbb{R}^d) \)

\[ \| \text{Tr} u \|_{\mathcal{T}^s(\Omega^c)} \leq C \| u \|_{V^s(\Omega \mid \mathbb{R}^d)}. \]

2. There exists a continuous extension operator \( \text{Ext} : \mathcal{T}^s(\Omega^c) \to V^s(\Omega \mid \mathbb{R}^d) \) and a constant \( C = C(d, \Omega) > 0 \) such that for all \( s \in (0,1) \) and \( g \in \mathcal{T}^s(\Omega^c) \)

\[ \| \text{Ext} g \|_{V^s(\Omega \mid \mathbb{R}^d)} \leq C \| g \|_{\mathcal{T}^s(\Omega^c)}. \]

3. \( \text{Tr} \) is the left inverse of \( \text{Ext} \), i.e., \( \text{Tr} \circ \text{Ext} = \text{id} \).

Remark 1.3. The domain assumptions in Theorem 1.2 are due to robust Poisson kernel estimates, see [Theorem 3.2]. In the proof of Theorem 1.2 we also show the existence of a continuous trace \( \text{Tr} : V^s(\Omega \mid \mathbb{R}^d) \to L^2(\Omega^c, \tau_s) \) under milder assumptions on the boundary of the domain \( \Omega \subset \mathbb{R}^d \). Here the main tool is [Proposition 3.8]. More precisely, it holds for any bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d \) and \( s_* \in (0,1) \) there exists a continuous trace operator \( \text{Tr} : V^s(\Omega \mid \mathbb{R}^d) \to L^2(\Omega^c, \tau_s) \) and a constant \( C = C(d, \Omega, s_*) > 0 \) such that for all \( s \in (s_*,1) \) and \( u \in V^s(\Omega \mid \mathbb{R}^d) \)

\[ \| \text{Tr} u \|_{L^2(\Omega^c, \tau_s)} \leq C \| u \|_{V^s(\Omega \mid \mathbb{R}^d)}. \]

We define the operator Ext via the Poisson extension operator \( \mathcal{P}_{s, \Omega} \) as in the work by Bogdan, Grzywny, Pietruska-Pałuba and Rutkowski, see [10]. Thus, for \( g \in \mathcal{T}^s(\Omega^c) \) the function \( \text{Ext}(g) \in V^s(\Omega \mid \mathbb{R}^d) \) is the unique solution to the Dirichlet problem (1.2), see [10] Theorem 5.5. The robust continuity of the trace and extension yield robust estimates of solutions to Dirichlet and Neumann problems in terms of the Dirichlet data in \( \mathcal{T}^s(\Omega^c) \) respectively Neumann data in \( \mathcal{T}^s(\Omega^c)' \), see [Theorem 5.7]. The robustness of these estimates is essential for the convergence of solutions as \( s \to 1^- \) in Section 5.

The next theorem answers the question on the asymptotics for \( s \to 1^- \).

Theorem 1.4. Let \( \Omega \subset \mathbb{R}^d \) be a bounded \( C^{1,1} \)-domain. If \( g \in H^1(\Omega^c) \), then

\[ \| g \|_{L^2(\Omega^c, \tau_s)} \to \| \tilde{\gamma} g \|_{L^2(\partial \Omega)}, \]

\[ [g, \tilde{\gamma} g]_{\mathcal{T}^s(\Omega^c)} \to [\tilde{\gamma} g, \tilde{\gamma} g]_{H^{1/2}(\partial \Omega)}, \]

as \( s \to 1^- \). In particular, \( [g, \tilde{\gamma} g]_{\mathcal{T}^s(\Omega^c)} \to [\tilde{\gamma} g, \tilde{\gamma} g]_{H^{1/2}(\partial \Omega)} \) as \( s \to 1^- \). Here \( \tilde{\gamma} : H^1(\Omega^c) \to H^{1/2}(\partial \Omega) \) is the classical trace operator, see [Proposition 4.4].

The benefit of the space \( \mathcal{T}^s(\Omega^c) \) is that it is intrinsically defined and one can decide whether a function is in \( \mathcal{T}^s(\Omega^c) \) by simply calculating the integrals. This is particularly important for the study localization phenomena.

Our study of trace spaces allows for a detailed discussion of nonlocal Neumann problems and their asymptotics as the operator localizes. Recall the definition of a weak solution to the Neumann problem, motivated by the Green-Gauß formula. If \( g \in L^2(\partial \Omega) \) and \( f \in L^2(\Omega) \) are given, then \( u \in H^1(\Omega) \) is called a weak solution to

\[ -\Delta u = f \text{ in } \Omega, \]
\[ \partial_n u = g \text{ on } \partial \Omega, \]

if

\[ \int_\Omega \nabla u(x) \cdot \nabla v(x) \, dx = \int_\Omega f(x)v(x) \, dx + \int_{\partial \Omega} g(x) \gamma v(x) \, d\sigma(x) \]

for all \( v \in C_0^\infty(\Omega) \).
for all $v \in H^1(\Omega)$. These problems are typically solved in $H^1(\Omega) = H^1(\Omega) \cap \{ u \in L^2(\Omega) \mid \int_\Omega u = 0 \}$ using the Lax-Milgram lemma. Thus, this problem may be generalized easily to Neumann data from the dual of the trace space $H^{1/2}(\partial \Omega)$ and inhomogeneities from the dual of $H^1(\Omega)$. For $G \in H^{1/2}(\partial \Omega)'$ and $F \in H^1(\Omega)'$, we call $u \in H^1(\Omega)$ a weak solution to the Neumann problem with Neumann data $G$ and inhomogeneity $F$, if $\int_\Omega \nabla u \cdot \nabla v = F(v) + G(\gamma \phi)$ for all $v \in H^1(\Omega)$. In sight of the nonlocal Green-Gauß formula \[(\mathcal{L}_\Omega) \mathfrak{B} \mathfrak{F}(\mathcal{E}, \mathcal{G}) = \mathcal{L}_\Omega
u \mathfrak{N} \mathfrak{V} \mathfrak{F}(\mathcal{E}, \mathcal{G}) = \mathcal{L}_\Omega
u \mathfrak{N} \mathfrak{V} ,\] for $G_s \in \mathcal{E}'(\Omega)'$ and $F_s \in \mathcal{G}'(\Omega | \mathbb{R}^d)'$ we say that $u \in V^s(\Omega | \mathbb{R}^d) = V^s(\Omega | \mathbb{R}^d) \cap \{ f_\Omega u = 0 \}$ is a weak solution to the nonlocal Neumann problem
\[
(\Delta)^s u = F_s \text{ in } \Omega ,
\]
\[
\mathcal{N}_u = G_s \text{ on } \Gamma^c ,
\]
if
\[
[u, v]_{V^s(\Omega | \mathbb{R}^d)} = F_s(v) + G_s(\text{Tr } v)
\]
for all $v \in V^s(\Omega | \mathbb{R}^d)$. The trace spaces $H^{1/2}(\partial \Omega)$ and $\mathcal{E}'(\Omega)'$ appear naturally in the formulation of Neumann problems. An application of \[\textbf{Theorem 1.2} \text{ and } \textbf{Theorem 1.4}\] is the convergence of solutions of nonlocal Neumann problems for operators $\mathcal{L}_s$, which are comparable to the fractional Laplacian, to a solution of a local Neumann problem, see \[\textbf{Theorem 5.12} \text{ and } \textbf{Theorem 5.14}\]. Furthermore, given a solution to a local Neumann problem for a symmetric elliptic second order operator in divergence form, we prove that there exists a sequence of nonlocal Neumann problems, such that the solutions converge to each other, see \[\textbf{Theorem 5.17} \text{ and } \textbf{Theorem 5.18}\]. We generalize the results from \[\textbf{[35]} \text{ and } \textbf{[34]}\] by Foghem and Kassmann.

1.2. Related literature. Nonlocal trace spaces have first been studied by Dyda and Kassmann in their work \[\textbf{[31]}\]. They introduced for $1 \leq p < \infty$ the space $X^{s,p}(\Omega')$ of functions $f : \Omega' \to \mathbb{R}$ satisfying
\[
\int_{\Omega'} \int_{\Omega_{\text{ext}}(\Omega)} \frac{|f(x) - f(y)|^p}{|x - y| + d_x + d_y} \, dx \, dy < \infty ,
\]
where $\Omega_{\text{ext}}(\Omega) = \{ y \in \Omega' | d_y < \text{inr}(\Omega) \}$ and $\text{inr}(\Omega) = \sup \{ r > 0 | B_r(x) \subset \Omega \text{ for some } x \in \Omega \}$. The space $X^{s,p}(\Omega')$, equipped with the norm
\[
\left( \int_{\Omega'} \int_{\Omega_{\text{ext}}(\Omega)} \frac{|f(x) - f(y)|^p}{|x - y| + d_x + d_y} \, dx \, dy + \int_{\Omega'} \int_{\Omega_{\text{inr}}(\Omega)} \frac{|f(x) - f(y)|^p}{|x - y| + d_x + d_y} \, dx \, dy \right)^{1/p} ,
\]
is a Banach space. \[\textbf{[31]} \text{ Theorem 3, Theorem 5, Theorem 8}\] yield the existence of a continuous trace and extension operator $X^{s}(\Omega') \leftrightarrow V^s(\Omega | \mathbb{R}^d)$. The extension is constructed via a Whitney decomposition of $\Omega$. Under their domain assumptions, \[\textbf{[31]} \text{ Definition 14, Definition 15}\] for every cube inside $\Omega$ there exists a reflected cube outside. This allows to copy the values of a function defined on $\Omega'$ inside $\Omega$, see \[\textbf{[31]} \text{ p. 16}\]. In contrast to our space $\mathcal{E}'(\Omega')$ the space $X^{s}(\Omega')$ does not converge to $H^{1/2}(\partial \Omega)$. But their extension result yields for $s = 1$ a new extension theorem for classical Sobolev spaces.

Bogdan et al. proved in \[\textbf{[10]}\] trace and extension results for a variety of nonlocal Sobolev spaces based on unimodal Lévy measures $\nu$, i.e. radial and almost decreasing, with some additional assumptions, see \[\textbf{[10]} \text{ A1, A2}\]. In the case that $\nu$ is the Lévy measure $\nu = \kappa_{d,s}^ \lambda |.|^{-d-2s}$ of the fractional Laplacian their result reads as follows. They defined the Hilbert space $X^{s}(\Omega')$ as the space of all measurable functions $f : \Omega' \to \mathbb{R}$ such that $[f, f]_{X^{s}(\Omega')} < \infty$, where
\[
[f, g]_{X^{s}(\Omega')} := \iint_{\Omega' \times \Omega'} (f(x) - f(y))(g(x) - g(y)) k_{s}^ \lambda(x, y) \, dx \, dy ,
\]
\[\text{\footnote{Note that in some results of \[\textbf{[31]}\] the double-integral in \[\textbf{[17]}\] erroneously is taken over $\Omega' \times \Omega'$. The corrected version was communicated to us by the authors.}}\]
see $[10]$ (2.8)]. Here the interaction kernel $k^*_s$ is defined via

$$k^*_s(x, y) := s_d, s \int_{\Omega} |y - z|^{d-2s} P_s, \Omega(z, x) \, dz,$$

(1.8)

where $P_s, \Omega$ is the Poisson kernel to $(-\Delta)^s$ on $\Omega$. Additionally, they fixed some $x_0 \in \Omega$ and defined for $f : \Omega^c \to \mathbb{R}$ measurable the weighted $L^2$ norm

$$|f|_{L^2(\Omega^c)} := (\int_{\Omega^c} |f(y)|^2 \, P_s, \Omega(x_0, y) \, dy)^{1/2}.$$

By $[10]$ Lemma 4.6, if $f \in \mathcal{X}^s(\Omega^c)$, then $|f|_{L^2(\Omega^c)} < \infty$. The authors endowed the space $\mathcal{X}^s(\Omega^c)$ with the norm

$$\|f\|^2_{\mathcal{X}^s(\Omega^c)} := |f|_{L^2(\Omega^c)}^2 + |f, f|_{L^2(\Omega^c)},$$

and the canonical inner product, see $[10]$ (4.3)]. Naturally, the Poisson extension operator for any $g \in \mathcal{X}^s(\Omega^c)$ is defined by

$$P_{s, \Omega} g(z) = \begin{cases} \int_{\Omega} P_{s, \Omega}(z, x) g(x) \, dx & z \in \Omega, \\ g(z) & z \in \Omega^c. \end{cases}$$

(1.9)

In $[10]$ Theorem 2.3 they proved for an open set $D \subset \mathbb{R}^d$ such that $D^c$ satisfies volume density condition, see $[10]$ (VDC)], and $|\partial \Omega| = 0$ the following. If $g \in \mathcal{X}^s(\Omega^c)$, then $P_{s, \Omega} g \in \mathcal{V}^s(\Omega^c)$ and

$$[P_{s, \Omega} g, P_{s, \Omega} g]_{\mathcal{V}^s(\Omega^c)} = [g, g]_{\mathcal{X}^s(\Omega^c)}.$$  

Additionally, if $u \in \mathcal{X}^s(\Omega^c \setminus \mathbb{R}^d)$, then $g = u|_{\Omega^c} \in \mathcal{X}^s(\Omega^c)$ and

$$\|u, u\|_{\mathcal{X}^s(\Omega^c \setminus \mathbb{R}^d)} \leq \|g, g\|_{\mathcal{X}^s(\Omega^c)}.$$

The equality (1.10) can be understood as nonlocal version of the classical Douglas identity in $[25]$. Notice that $[10]$ Theorem 2.3] does not include the continuity of the trace operator $(\mathcal{V}^s(\Omega^c \setminus \mathbb{R}^d) \to \mathcal{X}^s(\Omega^c))$ and extension operator $(\mathcal{X}^s(\Omega^c) \to \mathcal{V}^s(\Omega^c \setminus \mathbb{R}^d))$ as a map between normed spaces. Furthermore, they proved estimates on the interaction kernel $k^*_s$ in $[10]$ Theorem 2.6]. For $s \in (0, 1)$, these estimates yield after a short calculation constants $c_s, C_s > 0$ such that $s(1-s)c_s k^*_s(w, z) \leq k_s(w, z) \leq s(1-s)c_s k^*_s(w, z)$ for any $w, z \in \Omega^c$ with $d_w \leq \text{diam}(\Omega)$ or $d_z \leq \text{diam}(\Omega)$. These estimates are not robust in the limit $s \to 1$. Therefore, we prove new estimates on the interaction kernel $k^*_s$ to retrieve robust bounds.

**Proposition 1.5.** Let $\Omega \subset \mathbb{R}^d$ be a bounded $C^{1,1}$-domain. The norms of the spaces $\mathcal{X}^s(\Omega^c)$ and $\mathcal{V}^s(\Omega^c)$ are equivalent, i.e. there exists a constant $C = C(d, \Omega) > 0$ such that for all $s \in (0, 1)$

$$\frac{\sqrt{s}}{C} \|f\|_{\mathcal{V}^s(\Omega^c)} \leq \|f\|_{\mathcal{X}^s(\Omega^c)} \leq \sqrt{s} C \|f\|_{\mathcal{V}^s(\Omega^c)}.$$

**Theorem 1.2** and **Proposition 1.5** prove the trace and extension between $\mathcal{X}^s(\Omega^c)$ and $\mathcal{V}^s(\Omega^c \setminus \mathbb{R}^d)$ to be robustly continuous in the limit $s \to 1$.

The same authors considered in $[11]$ the nonlinear case for a variety of Lévy measures. In contrast to $[31]$, where increments of the form $|u(x) - u(y)|^p$ are studied, Bogdan et al. considered forms based on increments of type $|u(x) - u(y)|^p$, where $x^{(\alpha)} = \text{sgn}(x) |x|^\alpha$ is the french power. Similar to $[10]$, they proved an extension and trace result as well as a Douglas type identity

$$\int_{(\Omega^c \times \Omega^c)^c} (u(x)^{(p-1)} - u(y)^{(p-1)})(u(x) - u(y)) \, dx \, dy = \int_{\Omega^c \times \Omega^e} (g(z)^{(p-1)} - g(w)^{(p-1)})(g(z) - g(w)) k^*(z, w) \, dz \, dw,$$

where $k^*$ is the interaction defined analogous to $[18]$. They compared their results to the $p$-increment case in $[11]$ Section 6.

In $[52]$, Vondraček constructed reflected jump Markov processes related to nonlocal Neumann problems. The author considered the Sobolev-Slobodeckij-type space $V_p(\Omega \times \mathbb{R}^d) \cap L^2(\mathbb{R}^d, m(x)dx)$, where $m(x) = ...$
the additional seminorm \( \hat{\|} \) for \([37, \text{Corollary } 5.6]\) is applicable to the case of the fractional Laplacian. In the case of the fractional Laplacian, this space is smaller than the typical energy space \( V^s(\Omega|\mathbb{R}^d) \) based on a unimodal Lévy measure \( \nu \) with obvious modifications. In the case of the fractional Laplacian, this space is equivalent to the classical Sobolev space \( W^{s,p}(\Omega|\mathbb{R}^d) \) equipped with its natural norm, see \([34, \text{Definition } 2.29]\). Again \( V_s(\Omega|\mathbb{R}^d) \) is defined similar to \( V^s(\Omega|\mathbb{R}^d) \) based on \( \nu \). The authors introduced several equivalent norms on \( V_s \) which combine their weighted \( L^2 \)-norms on \( L^2(\Omega^c, \tilde{\nu}) \) and the seminorms from \([10]\) or \([31]\), see \([34, \text{Proposition } 2.34]\). We also refer to the discussion in \([\text{Section } 3.3]\).

Recently, Frerick, Vollmann and Vu considered several approaches for nonlocal trace spaces in \([37]\). In \([37, \text{Theorem } 5.2]\) they generalized the result \([32, \text{Lemma } 2.2]\) to more general kernels. Based on a kernel \( j : \mathbb{R}^d \times \mathbb{R}^d \rightarrow [0, \infty) \) they define the weight

\[
w(y) := \int_{\Omega} \frac{j(y,x)}{\int_{\Omega} j(z,x) \, dz + c} \, \, \, y \in \Gamma,
\]

where \( c \geq 0 \) and \( \Gamma := \{ y \in \Omega^c \mid \int_{\Omega} j(y,x) \, dx > 0 \} \). Under additional assumptions on \( j \) and \( c \) they prove a continuous trace embedding \( V_s(\Omega|\mathbb{R}^d) \rightarrow L^2(\Gamma|w(y)dy), f \mapsto f|_\Gamma \). In the case of the fractional Laplacian \( j(y,x) = (1-s)|x-y|^{-d-2s} \) and \( c = 0 \) this weight behaves like

\[
w_s(y) \approx \int_{\Omega} \frac{d^2}{|x-y|^{d+2s}} \, dx \begin{cases} -\ln(d_y) & \text{if } d_y < 1/2, \\ (1+d_y)^{-d-2s} & \text{if } d_y \geq 1/2.
\end{cases}
\]

Thereby, \( L^2(\Omega^c,w_s(y)dy) \) does not collapse to \( L^2(\partial\Omega) \) as \( s \rightarrow 1^- \). In \([37, \text{Theorem } 5.4]\) they introduced the additional seminorm

\[
\int_{\Gamma} \int_{\Gamma} (u(y) - u(z))^2 \int_{\Gamma} \frac{j(y,x)j(z,x)}{\int_{\Gamma} j(s,x) \, ds + c} \, dx \, dy \, dz
\]

on the space \( L^2(\Gamma,w(y)dy) \) for some fixed \( c \geq 0 \). The kernel is similar to the kernel introduced in \([1, \text{Equation } (6)]\) for the fractional Laplacian. In this case it behaves like

\[
\begin{cases}
1+ \ln \left( \frac{d_x \wedge d_y}{|x-y|^{d+2s}} \right) & \text{if } d_x \wedge d_y \leq |x-y|, \\
(d_x \wedge d_y)^{-d-2s} & \text{if } d_x, d_y \geq |x-y|
\end{cases}
\]

for \( x, y \in \Omega^c \) which has been proven in \([3]\, \text{Proposition } 2.1]\). Under further assumptions, see \([37, \text{Corollary } 5.5, 5.6]\), they proved a continuous trace and extension result. It is unclear whether \([37, \text{Corollary } 5.5]\) or \([37, \text{Corollary } 5.6]\) is applicable to the case of the fractional Laplacian.

Du, Tian, Wright and Yu studied in \([28]\) trace and extension result for nonlocal Dirichlet problems with finite range of interaction. Let \( \Omega \) be a bounded, simply connected Lipschitz domain, set \( \Omega_\delta := \{ x \notin \Omega \mid \text{dist}(x, \Omega) < \delta \}, \Omega := \Omega \cup \Omega_\delta \). They considered kernels like \( k^\beta(\|h\|) := C_{d,p,\beta} \delta^{-d-p+\beta} |h|^{-\beta} \mathbb{1}_{|h|<\delta} \) for \( \delta > 0 \) and \( \beta \in [0, d+p) \). The constant \( C_{d,p,\beta} \) normalizes the \( p \)-th moment of the kernel. The corresponding Sobolev-type function space \( S^\beta_{d,p}(\tilde{\Omega}) \) consists of all functions \( u \in L^p(\tilde{\Omega}) \) such that

\[
|u|_{S^\beta_{d,p}(\tilde{\Omega})} := \left( \int_{\Omega \times \tilde{\Omega}} k^\beta(|x-y|) |u(x) - u(y)|^p \, dy \, dx \right)^{1/p}
\]

is finite. This space is a Banach space equipped with the norm \( \|u\|_{S^\beta_{d,p}(\tilde{\Omega})} := \left( \|u\|^p_{L^p(\tilde{\Omega})} + |u|_{S^\beta_{d,p}(\tilde{\Omega})}^p \right)^{1/p} \).

For \( \beta \in (d,d+p) \) this space is equivalent to the classical Sobolev space \( W^{(\beta-d)/p,p}(\tilde{\Omega}) \). The space \( S^\beta_{d,p}(\tilde{\Omega}) \)
converges to $W^{1,p}(\Omega)$ as $\delta \to 0^+$. Since they consider kernels with range $\delta > 0$, $\Omega_\delta$ is their ‘nonlocal boundary’ of the domain $\Omega$. They introduced the trace space $T^\beta_\delta(\Omega_\delta)$ as the space of all functions $L^p(\Omega_\delta)$ such that
\[
|u|_{T^\beta_\delta(\Omega_\delta)} := \left( \delta^{\beta-2} \int_{\Omega_\delta \times \Omega_\delta} \frac{|u(x) - u(y)|^p}{|x-y|^{d+p-2}(|x-y| \wedge \delta)\beta} \, dx \, dy \right)^{1/p}
\]
is finite. The space $T^\beta_\delta(\Omega_\delta)$ is a Banach space equipped with the norm $\|u\|_{T^\beta_\delta(\Omega_\delta)} := \left( \|u\|_{L^p(\Omega_\delta)} + |u|_{T^\beta_\delta(\Omega_\delta)} \right)^{1/p}$. They proved the existence of a continuous trace operator $S^\beta_\delta(\Omega) \to T^\beta_\delta(\Omega_\delta)$ as well as a continuous extension operator $T^\beta_\delta(\Omega_\delta) \to S^\beta_\delta(\Omega)$ which are robust in the limit $\delta \to 0$. In [23, Proposition 2.1] they proved the convergence of the trace space $T^\beta_\delta(\Omega_\delta) \to W^{1-1/p,p}(\partial \Omega)$ in case that $\Omega$ is the half space. In contrast to our work, Du, Tian, Wright and Yu localized by reducing the horizon of the kernel $k_\delta^\beta$ while scaling it up. On the other hand, we are interested in kernels with infinite range of interaction where the localization is due to increasing the singularity of the kernel $\kappa_{d,s} \sim \delta^{-2s}$, $s \to 1-$.

A detailed discussion of related literature on nonlocal Neumann problems can be found in Section 5.1.

1.3. Outline. In Section 2 we introduce notation used throughout this work and discuss function spaces and their basic properties. We prove the trace and extension result, Theorem 2.2, in Section 3 as well as the equivalence to the space $X^\beta(\Omega^c)$ introduced in [10], i.e. Proposition 1.5. In Section 3.3 we shortly discuss the abstract trace space. The asymptotics of the trace space $T^\beta(\Omega^c)$ as $s \to 1-$ are studied in Section 4 which includes the proof of Theorem 4.3. In Section 4.2 we prove that the spaces $T^\beta(\Omega^c)$ converge to $H^{1/2}(\partial \Omega)$ as $s \to 1-$ in the sense of Kuwae and Shioya introduced in their work [13], see also Appendix D. This will be important in Section 5 where we study Neumann problems for operators comparable to the fractional Laplacian and the convergence of solutions as the operators localize, see Theorem 5.12, Theorem 5.14, Theorem 5.17 and Theorem 5.18.
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2. Preliminaries

We introduce notation used throughout this paper. We write $a \wedge b = \min\{a, b\}$ and $a \vee b = \max\{a, b\}$ for real numbers $a, b \in \mathbb{R}$. $\Omega \subseteq \mathbb{R}^d$ always denotes a domain, i.e. $\Omega$ is open and connected. We will add conditions on $\Omega$ if we need them. For $x \in \mathbb{R}^d$ we define the distance to the boundary of $\Omega$ via $d_x := \text{dist}(x, \partial \Omega) := \inf\{||x-y|| \mid y \in \partial \Omega\}$. Additionally, we define an $\varepsilon$-annulus around $\Omega$ by $\Omega_\varepsilon := \{x \in \mathbb{R}^d \mid \text{dist}(x, \Omega) < \varepsilon\}$ and denote the remainder of the complement by $\Omega^c := \mathbb{R}^d \setminus \Omega_\varepsilon$ for $\varepsilon > 0$. Notice that $\Omega_\varepsilon$ is neither open nor closed and $\Omega^c$ is closed. We call $\Omega$ a bounded Lipschitz (resp. $C^{1,1}$) domain, if $\Omega$ is bounded and for every point $z \in \partial \Omega$ there exists a ball $B_z(z)$, a translation and rotation $T_z : \mathbb{R}^d \to \mathbb{R}^d$ as well as a Lipschitz continuous (resp. $C^{1,1}$) function $\phi_z : B_z^{(d-1)}(0) \to \mathbb{R}^d$ such that $T_z(\Omega \cap B_z(z)) = \{(x', x_d) \in B_1(0) \mid \phi_z(x') > x_d\}$. Here $B_z^{(d-1)}(0) \subset \mathbb{R}^{d-1}$ is the $(d-1)$-dimensional unit ball centered at the origin. We say a domain $\Omega$ satisfies uniform interior (resp. exterior) cone condition if there exists a height $h$ and an angle $\alpha$ such that for every $z \in \partial \Omega$ there exists a cone $C \subset \Omega$ (resp. $C \subset \Omega^c$) with height $h$ and opening angle $\alpha$ satisfying $\overline{\Omega} \cap \partial \Omega = \{z\}$. For a Lipschitz domain $\Omega$ we denote the outer normal vector at the boundary point $z \in \partial \Omega$ by $n_z$ whenever it exists. Recall that a bounded domain $\Omega$ is $C^{1,1}$ if and only if it satisfies uniform interior and exterior ball condition, i.e. there exists a radius $\rho > 0$ such that for every boundary point $z \in \partial \Omega$ there exist an interior ball $B_\rho \subset \Omega$ and an exterior ball $B_\rho^* \subset \Omega^c$ with radius $\rho$ satisfying $\overline{B_\rho} \cap \Omega^c = \{z\} = \overline{B_\rho^*} \cap \Omega$. Furthermore, $\mathcal{H}$ is the $(d-1)$-dimensional Hausdorff measure on $\mathbb{R}^d$. The Hausdorff measure is monotone and equals the standard surface measure on $(d-1)$-dimensional, compact, Lipschitz submanifolds, see e.g. [32, Chapter 3]. The classical trace operator for $H^1(\Omega)$ functions will be denoted by
\[
\gamma : H^1(\Omega) \to H^{1/2}(\partial \Omega)
\]
if \( \Omega \) is sufficiently regular. We denote by \( \sigma \) the surface measure on \( \partial \Omega \). We write \( \omega_{d-1} := \frac{2\pi^{d/2}}{\Gamma(d/2)} \) for the measure of the \((d-1)\)-dimensional unit sphere. For two normed spaces \((X, \| \cdot \|_X), (Y, \| \cdot \|_Y)\) and a continuous linear map \( l : X \to Y \) we define the operator norm by \( \| l \|_{X \to Y} := \sup_{\| x \|_X \leq 1} \| l(x) \|_Y \). We will use small case \( c_1, c_2 \) etc. as running constants and we will reset them in every proof.

We introduce function spaces which we use throughout this paper and recall basic properties. We assume all functions in this work to be Borel measurable. If \( \Omega \) is bounded, we define the closed subspace of \( L^2(\Omega) \) of functions with mean zero by

\[
L^2_1(\Omega) = \{ u \in L^2(\Omega) \mid \int_\Omega u = 0 \}.
\]

The Sobolev space \( H^1(\Omega) \) consists of all \( L^2(\Omega) \) functions whose weak derivatives are square integrable. We endow this space with the canonical norm

\[
\| u \|_{H^1(\Omega)}^2 := \| u \|_{L^2(\Omega)}^2 + [u, u]_{H^1(\Omega)}, \quad [u, v]_{H^1(\Omega)} := \int_\Omega \nabla u(x) \cdot \nabla v(x) \, dx.
\]

For the inner product on \( H^1(\Omega) \) we write

\[
(u, v)_{H^1(\Omega)} := (u, v)_{L^2(\Omega)} + [u, v]_{H^1(\Omega)},
\]

We also use the closed subspace of \( H^1(\Omega) \) with mean zero

\[
H^1_1(\Omega) := \{ u \in H^1(\Omega) \mid \int_\Omega u(x) \, dx = 0 \}
\]

whenever \( \Omega \) is bounded. For \( s \in (0, 1) \) the Sobolev-Slobodeckij space \( H^s(\Omega) \) is defined as the set of all functions in \( L^2(\Omega) \) endowed with norm

\[
\| v \|_{H^s(\Omega)}^2 := \| v \|_{L^2(\Omega)}^2 + [v, v]_{H^s(\Omega)}, \quad [v, w]_{H^s(\Omega)} := \int_\Omega \int_\Omega \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+2s}} \, dx \, dy.
\]

For the inner product on \( H^s(\Omega) \) we write

\[
(u, v)_{H^s(\Omega)} := (u, v)_{L^2(\Omega)} + [u, v]_{H^s(\Omega)}.
\]

We denote by \( H^{1/2}(\partial \Omega) \) the Sobolev Slobodeckij space endowed with the norm

\[
\| v \|_{H^{1/2}(\partial \Omega)}^2 := \| v \|_{L^2(\partial \Omega)}^2 + [v, v]_{H^{1/2}(\partial \Omega)}, \quad [v, w]_{H^{1/2}(\partial \Omega)} := \int_{\partial \Omega} \int_{\partial \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^d} \sigma(dx)\sigma(dy).
\]

For the inner product on \( H^{1/2}(\partial \Omega) \) we write

\[
(u, v)_{H^{1/2}(\partial \Omega)} := (u, v)_{L^2(\partial \Omega)} + [u, v]_{H^{1/2}(\partial \Omega)}.
\]

The following nonlocal function spaces play a key role in this work. For \( s \in (0, 1) \) we define the spaces

\[
V^s(\Omega \mid \mathbb{R}^d) := \{ u : \mathbb{R}^d \to \mathbb{R} \text{ measurable} \mid [u, u]_{V^s(\Omega \mid \mathbb{R}^d)} < \infty \},
\]

\[
V^s_0(\Omega) := \{ u \in V^s(\Omega \mid \mathbb{R}^d) \mid u = 0 \text{ a.e. on } \Omega \},
\]

\[
V^s_+(\Omega \mid \mathbb{R}^d) := \{ v \in V^s(\Omega \mid \mathbb{R}^d) \mid \int_\Omega v(x) \, dx = 0 \}.
\]

We only consider \( V^s_+(\Omega \mid \mathbb{R}^d) \) if \( \Omega \) is bounded. Here

\[
[u, v]_{V^s_+(\Omega \mid \mathbb{R}^d)} := \frac{\kappa_{d,s}}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d \setminus \Omega \times \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{d+2s}} \, dx \, dy,
\]

where

\[
\kappa_{d,s} := \left( \int_{\mathbb{R}^d} \frac{1 - \cos(x_1)}{|x|^{d+2s}} \, dx \right)^{-1}
\].
is the normalization constant of the fractional Laplacian \((-\Delta)^s\). This bilinear form is strongly connected to the fractional Laplacian by the nonlocal Green-Gauß formula, see Proposition 3.1 We endow these spaces with the norm
\[
\|u\|_{V^s(\Omega ; \mathbb{R}^d)}^2 := \|u\|_{2(\Omega)}^2 + [u, u]_{V^s(\Omega ; \mathbb{R}^d)}
\]
and with the inner product
\[
(u, v)_{V^s(\Omega ; \mathbb{R}^d)} := (u, v)_{L^2(\Omega)} + [u, v]_{V^s(\Omega ; \mathbb{R}^d)}.
\]
The following proposition is the constant \(\kappa_{d,s}\) is calculated and estimated robust in \(s\). This result is taken from the work [11] by Bucur and Valdinoci.

**Proposition 2.1** ([11] (2.15)). For \(d \in \mathbb{N}, \ d \geq 2\)
\[
\kappa_{d,s} := \frac{2^{2s} s \Gamma(\frac{d+2s}{2})}{\pi^{d/2} \Gamma(1-s)}.
\]
In particular, there exists a constant \(C = C(d) \geq 1\) such that
\[
C^{-1} \leq \frac{\kappa_{d,s}}{s(1-s)} \leq C
\]
for all \(s \in (0, 1)\).

**Proposition 2.2.** The function spaces \(V^s(\Omega|\mathbb{R}^d)\), \(V_0^s(\Omega)\) as well as \(V_+^s(\Omega|\mathbb{R}^d)\), endowed with the inner product \((\cdot, \cdot)_{V^s(\Omega | \mathbb{R}^d)}\) are separable Hilbert spaces.

**Proof.** Since \(V_+^s(\Omega) \subset V^s(\Omega|\mathbb{R}^d)\) as well as \(V_+^s(\Omega|\mathbb{R}^d) \subset V^s(\Omega|\mathbb{R}^d)\) are closed subspaces the claim follows from [33] Theorem 3.23. \(\square\)

We end this section with a basic property of the space \(\mathcal{T}^s(\Omega^c)\).

**Proposition 2.3.** The space \(\mathcal{T}^s(\Omega^c)\), endowed with the inner product
\[
(f, g)_{\mathcal{T}^s(\Omega^c)} := (f, g)_{L^2(\Omega^c, \tau_\circ)} + [f, g]_{\mathcal{T}^s(\Omega^c|\Omega^c)},
\]
is a separable Hilbert space.

**Proof.** Surely, \(\|\cdot\|_{\mathcal{T}^s(\Omega^c)}\) is a norm on \(\mathcal{T}^s(\Omega^c)\) and \((\cdot, \cdot)_{\mathcal{T}^s(\Omega^c)}\) is an inner product on \(\mathcal{T}^s(\Omega^c)\) satisfying \((g, g)_{\mathcal{T}^s(\Omega^c)} = \|g\|^2_{\mathcal{T}^s(\Omega^c)}\). It remains to show that \(\mathcal{T}^s(\Omega^c)\) is complete and separable. Let \(\{g_n\}, \ g_n \in \mathcal{T}^s(\Omega^c)\) be a Cauchy sequence. Then \(g_n\tau_\circ\) is a Cauchy sequence in \(L^2(\Omega^c)\) and, thus, there exists a limit \(h \in L^2(\Omega^c)\). We define \(g := h/\tau_\circ \in L^2(\Omega^c, \tau_\circ)\). By \(L^2\)-convergence, we find a subsequence \(\{n_k\}_k\) such that \(g_{n_k} \rightarrow g\) a.e. on \(\Omega^c\). By Fatou’s lemma, \([g_{n_k} - g, g_{n_k} - g]_{\mathcal{T}^s(\Omega^c)} \leq \lim inf \|g_{n_k} - g_{n_k}, g_{n_k} - g_n\|_{\mathcal{T}^s(\Omega^c)} \rightarrow 0\) as \(k \rightarrow \infty\). Thereby, \(g_{n_k} \rightarrow g \in \mathcal{T}^s(\Omega^c)\). The same is true for the original sequence which can be seen by repeating the argument with an arbitrary subsequence. This proves the completeness. Separability follows, since \(L^2(\Omega^c) \times L^2(\Omega^c)\) is a separable Hilbert space and the map \(\Phi : \mathcal{T}^s(\Omega^c) \rightarrow L^2(\Omega^c) \times L^2(\Omega^c)\), \(\Phi(g) = (g(x)\tau_\circ(x)^{1/2}, g(x) - g(y))(\kappa_\circ(x,y), \kappa_\circ(x,y))^{1/2}\) is an isometric isomorphism. \(\square\)

### 3. Trace and Extension

In this section we prove the existence of a continuous trace operator \(\mathcal{T}^s(\Omega|\mathbb{R}^d) \rightarrow \mathcal{T}^s(\Omega^c)\) and continuous extension operator \(\text{Ext} : \mathcal{T}^s(\Omega^c) \rightarrow V^s(\Omega|\mathbb{R}^d)\), see Theorem 1.2. We pay particular attention to \(s\) dependence to gain robust estimates as \(s \rightarrow 1^-\). We will use the main result from the work [10], summarized in the introduction. In particular, we will prove in Section 3.1 that the norm of our trace space \(\mathcal{T}^s(\Omega^c)\) is equivalent to the norm of \(X^s(\Omega^c)\).

**Theorem 3.1** ([10] Theorem 2.3). Let \(\Omega \subset \mathbb{R}^d\) be an open set such that \(\Omega^c\) satisfies volume density condition, see [10] (VDC)], and \(|\partial\Omega| = 0\).

(i) If \(g \in X^s(\Omega^c)\), then \(\mathcal{T}^s, \Omega g \in V^s(\Omega|\mathbb{R}^d)\) and \([\mathcal{T}^s, \Omega g, \mathcal{T}^s, \Omega g]_{V^s(\Omega|\mathbb{R}^d)} = [g, g]_{X^s(\Omega^c)}\).

(ii) If \(u \in V^s(\Omega|\mathbb{R}^d)\), then \(g = u|_{\Omega^c} \in X^s(\Omega^c)\) and \([u, u]_{V^s(\Omega|\mathbb{R}^d)} \geq [g, g]_{X^s(\Omega^c)}\).

Recall that \(\mathcal{T}^s, \Omega g\) is the Poisson extension operator. The equality in Theorem 3.1 (i) can be understood as a Douglas type identity. Notice that Theorem 3.1 (ii) does not include the continuity of the trace operator \((V^s(\Omega|\mathbb{R}^d) \rightarrow X^s(\Omega^c))\) and extension operator \((X^s(\Omega^c) \rightarrow V^s(\Omega|\mathbb{R}^d))\) as a map between normed spaces.
3.1. Equivalence results. In this section, we prove that the norm of $\mathcal{T}^s(\Omega^c)$ is equivalent to the norm of $X^s(\Omega^c)$. In particular, we want to ensure that the bounds are robust in the limit $s \to 1^-$. Throughout this section we assume $\Omega$ to be a bounded $C^{1,1}$ domain. Bogdan et al. proved estimates on the interaction kernel $k^s$ in [10 Theorem 2.6]. For $s \in (0,1)$, these estimates yield after a short calculation constants $c_s, C_s > 0$ such that $s(1-s) c_s k^s(w,z) \leq k_s(w,z) \leq s(1-s) C_s k^s(w,z)$ for any $w,z \in \Omega^c$ with $d_w \leq \text{diam}(\Omega)$ or $d_z \leq \text{diam}(\Omega)$. These estimates are not robust in the limit $s \to 1^-$. We will use the following estimates on the Poisson kernel $P_{s,\Omega}$ which have been proven by several authors, see [31] Theorem 1.3 by Kang and Kim, [18, Theorem 3.3, Theorem 3.4] by Chen and Song and [17, Theorem 2.10] by Chen. The following theorem requires $\Omega$ to be a bounded $C^{1,1}$ domain. The remaining statements in this work require the domain to have a $C^{1,1}$ boundary due to this result.

**Theorem 3.2 ([17 Theorem 2.10]).** There exists a constant $C = C(d,\Omega) > 1$ such that for any $z \in \Omega$ and $x \in \hat{\Omega}^c$

$$C^{-1} d_{x,s} \frac{d_x^s}{(1+d_x^s)^s} \frac{1}{|x-z|^s} \leq P_{s,\Omega}(z,x) \leq C d_{x,s} \frac{d_x^s}{(1+d_x^s)^s} \frac{1}{|x-z|^s}.$$

The equivalence of the respective $L^2$ terms $\|\cdot\|_{X^s(\Omega^c)}$ and $\|\cdot\|_{L^2(\Omega^c, \tau_s)}$ follow directly from Theorem 3.2.

**Corollary 3.3.** There exists a constant $C = C(d,\Omega) > 1$ such that

$$\sqrt{s} \frac{1}{C} \|f\|_{L^2(\Omega^c, \tau_s)} \leq \|f\|_{X^s(\Omega^c)} \leq \sqrt{s} C \|f\|_{L^2(\Omega^c, \tau_s)}$$

for any $f \in X^s(\Omega^c) \cap L^2(\Omega^c)$.

**Proof.** The claim follows from Theorem 3.2 and Proposition 2.1 with $C(d,\Omega) := \sup_{s \in (0,1)} \left( \frac{C_{s,s}}{c_1 s (1-s)^{1/2}} \right)$, here $c_1 = c_1(d,\Omega) > 0$ is the constant from Theorem 3.2.

The next two technical lemmata will be used in the proof of Proposition 3.6 and Proposition 3.7.

**Lemma 3.4.** Let $D \subset \mathbb{R}^d$ be an open set and $s > 0$. For any $x \in \overset{\circ}{D}$

$$\int_D \frac{1}{|x-z|^{d+s}} dz \leq \frac{1}{\text{dist}(x,D)^s} \frac{1}{s}$$

holds. If $D$ is bounded, then there exists a constant $C = C(d,\Omega) > 0$ such that for all $x \in \overset{\circ}{D}$

$$\int_D \frac{1}{|x-z|^{d+s}} dz \leq C \frac{1}{s \text{dist}(x,D)^s (1 + \text{dist}(x,D))^d}$$

**Proof.** Fix $x \in \overset{\circ}{D}$. We use $D \subset B_{\text{dist}(x,D)}(x)^c$ and apply polar coordinates.

$$\int_D \frac{1}{|x-z|^{d+s}} dz \leq \int_{B_{\text{dist}(x,D)}(x)^c} \frac{1}{|x-z|^{d+s}} dz = \omega_{d-1} \int_{\text{dist}(x,D)}^\infty t^{-1-s} dt = \omega_{d-1} \frac{\text{dist}(x,D)^{-s}}{s}.$$

In case that $\text{dist}(x,D) < 1$, the second claim for bounded $D$ is a direct consequence of the first statement. If $D$ is bounded and $\text{dist}(x,D) \geq 1$, then

$$\int_D \frac{1}{|x-z|^{d+s}} dz \leq |D| \frac{1}{\text{dist}(x,D)^{d+s}} \leq |D| 2^d \frac{1}{\text{dist}(x,D)^s (1 + \text{dist}(x,D))^d}.$$

**Lemma 3.5.** Let $D \subset \mathbb{R}^d$ be an open set satisfying uniform interior cone condition with a compact boundary and $s \in (0,1)$. Then there exists a constant $C = C(d,\Omega) > 0$ such that

$$\frac{1}{\text{dist}(x,D)^s (1 + \text{dist}(x,D))^d} \leq C \int_D \frac{1}{|x-z|^{d+s}} dz$$

for all $x \in \overset{\circ}{D}$. 
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Proof. Fix any $x \in \overline{D}$ and let $x_0 \in \partial D$ be a minimizer of the distance of $x$ to $D$. Since $D$ satisfies uniform interior cone condition, we find an interior cone $C$ with apex at $x_0$ whose opening angle and volume do not depend on $x_0$. We call $h(C)$ the height of the cone and define $h := h(C)/2$. There exists a constant $c_1 = c_1(d, \Omega)$, which does not depend on $x_0$, such that $\mathcal{H}(C \cap B_t(x_0)) \geq c_1 t^{d-1}$ for all $0 < t < h(C)/2 = h$, see e.g. [18] Lemma A.1. Recall that $\mathcal{H}$ is the $(d-1)$-dimensional Hausdorff measure. Therefore, the coarea formula applied to $z \mapsto |x - x_0| + |x_0 - z|$, see [Theorem A.1] yields

$$\int_D \frac{1}{|x - z|^{d+s}} \, dz \geq \int_{\mathcal{C}} \left( \frac{1}{|x - x_0| + |x_0 - z|} \right)^{d+s} \, dz = \int_{\mathcal{C}} \left( \frac{1}{|x - x_0| + |x_0 - z|} \right)^{d+s} \, |\nabla z| \, |x_0 - z| \, dz \geq \int_{\mathcal{C}} t^{-d-s} \mathcal{H}\left( \left\{ z \in \mathcal{C} \mid |z - x_0| = t - |x - x_0| \right\} \right) \, dt \geq c_1 \int_0^h \frac{t^{d-1}}{(t + |x - x_0|)^{d+s}} \, dt.$$ 

If $\text{dist}(x, D) = |x - x_0| < h$, then we estimate

$$\int_D \frac{1}{|x - z|^{d+s}} \, dz \geq c_1 \int_0^{|x - x_0|} \frac{t^{d-1}}{(2 |x - x_0|)^{d+s}} \, dt = \frac{c_1}{d 2^{d+s}} \left| \frac{x - x_0}{(1 + |x - x_0|)} \right|^{d} \geq \frac{c_1}{d 2^{d+s}} \left| \frac{x - x_0}{(1 + |x - x_0|)} \right|^{d}.$$ 

If $\text{dist}(x, D) = |x - x_0| \geq h$, we define $R := \sup \{ |x_0 - z| \mid z \in \mathcal{C} \}$, which only depends on the height $h(C)$ and the opening angle of the $C$. This implies $|x - z| \leq |x - x_0| + |x_0 - z| \leq |x - x_0| + R \leq (1 + R/h) |x - x_0|$. Therefore,

$$\int_D \frac{1}{|x - z|^{d+s}} \, dz \geq \frac{(1 + R/h)^{-d-s}}{|x - x_0|^{d+s}} \geq \frac{|\mathcal{C}|}{(1 + R/h)^{d+1}} \frac{1}{|x - x_0|^{d+1}}.$$ 

Set $C := \max \{ d^{d+1}/c_1, |\mathcal{C}|^{-1} (1 + R/h)^{d+1} \}$. Note that this constant does not depend on $x_0$. 

The following two propositions compare the interaction kernels $k_s^*$ and $k_s$.

**Proposition 3.6.** There exists a constant $C = C(d, \Omega) > 0$ such that

$$k_s^*(x, y) \leq s C k_s(x, y)$$

for any $x, y \in \overline{\Omega}$.

We follow some of the ideas Chen and Song used to derive [18] Theorem 1.5 from [18] Corollary 1.3.

**Proof.** Let $\rho > 0$ be the uniform interior and exterior ball radius of the bounded $C^{1,1}$-domain $\Omega$. Let $x, y \in \overline{\Omega}$. By [Theorem 3.2] and [Proposition 2.1] there exists a constant $c_1 = c_1(d, \Omega)$ such that

$$k_s^*(x, y) \leq c_1 s^2 \frac{1}{d_x(1 + d_x)^2} \int_\Omega \frac{d_x}{|y - z|^{d+2s}} \frac{dz}{|x - z|^d}.$$ 

Therefore, it remains to show that there exists a constant $c_2 = c_2(d, \Omega) > 0$ such that

$$A := \frac{1}{s} \int_\Omega \frac{d_x}{|y - z|^{d+2s}} |x - z|^d \, dz \leq c_2 \frac{1}{d_y(1 + d_y)^2} \left( |x - y| + d_x d_y + d_x + d_y \right)^2.$$ 

Notice that for any $z \in \Omega$ that $d_x \leq |x - z|$ as well as $d_y \leq |y - z|$ and

$$(|x - y| + d_x d_y + d_x + d_y)^d \leq 2^d \left( (|x - z| + d_x (1 + d_y))^d + (|y - z| + d_y (1 + d_x))^d \right)$$

This yields

$$2^d \left( (|x - z| + d_x + d_y)^2 + |y - z| + d_y (1 + d_x)^d \right)$$

$$\leq c_3(d, \Omega) \left( |x - z|^d (1 + d_y)^d + |y - z|^d (1 + d_x)^d \right).$$
Thus, we estimate $A$ by
\[
A \leq sc_3 \frac{1}{(|x - y| + d_x d_y + d_x + d_y)^d} \left( \int_{\Omega} \frac{d_z^d (1 + d_z)^d}{|y - z|^{d+2s}} \, dz + \int_{\Omega} \frac{d_z^d (1 + d_z)^d}{|y - z|^{d+2s}} \, dz \right).
\]
It remains to show that there exists a constant $c_d = c_d(d, \Omega)$ such that $s(I), s(II) \leq c_d d_y^{-s}(1 + d_y)^{-s}$. First, a technical estimate which we use going forward. For any $z \in \Omega$, $d_z \leq (1 + \text{diam}(\Omega)) |z - y|/(1 + d_y)$.

Therefore,
\[
\frac{d_z}{|z - y|} \leq (1 + \text{diam}(\Omega)) \frac{1}{1 + d_y} = c_5(\Omega) \frac{1}{1 + d_y}.
\]
We begin by proving the estimate $s(I) \leq c_4 d_y^{-s}(1 + d_y)^{-s}$. By (3.2) and Lemma 3.4.

\[
s(I) \leq sc_5 \frac{1}{(1 + d_y)^s} \int_{\Omega} \frac{1}{|y - z|^{d+2s}} \, dz \leq c_5 c_6 \frac{1}{d_y^s(1 + d_y)^s}.
\]

Here $c_6 = c_6(d, \Omega)$ is the constant from Lemma 3.4. Thereby, the desired bound on $s(I)$ is proven. We continue by estimating $s(II)$. We distinguish between several cases, depending on the distances of $x, y$ to the boundary of $\Omega$. We define $\sigma = \frac{1}{\min \{\rho, \text{diam}(\Omega)\}}$.

**Case (2d_x \geq d_y):** We divide the integration domain $\Omega$ in (II) into two regions. For $z \in \Omega$ satisfying $|x - z| \geq |y - z|$, if $d_z \geq 1$, then
\[
\frac{1 + d_z}{|x - z|} \leq \frac{1 + d_x}{d_x} \leq 2 \leq 2(\text{diam}(\Omega) + 1) \frac{1 + d_y}{|y - z|},
\]
and, if $d_x < 1$, then
\[
\frac{1 + d_x}{|x - z|} \leq 2 \leq \frac{1 + d_y}{|y - z|}.
\]
Therefore,
\[
\frac{1 + d_x}{|x - z|} \leq \frac{1 + d_y}{|y - z|}.
\]

Therefore, \( \frac{1 + d_x}{|x - z|} \leq \frac{1 + d_y}{|y - z|} \) for $z \in \Omega$ satisfying $|x - z| \geq |y - z|$. Thus by (3.2),
\[
\frac{s}{\Omega} \int_{\{z \in \Omega \mid |x - z| \geq |y - z|\}} \frac{d_z^d (1 + d_z)^d}{|y - z|^{d+2s}} \, dz \leq sc_5 \frac{1}{(1 + d_y)^s} \int_{\Omega} \frac{1}{|y - z|^{d+2s}} \, dz
\]
\[
\leq sc_5 c_6 \frac{1}{d_y^s(1 + d_y)^s} \int_{\Omega} \frac{1}{|y - z|^{d+2s}} \, dz \leq c_5 c_6 \frac{1}{d_y^s(1 + d_y)^s}.
\]

Here we used again Lemma 3.3 Now, we prove the bound for the remaining integration domain $\{|z \in \Omega \mid |x - z| < |y - z|\}$. By (3.2) and Lemma 3.4 as just above,
\[
\frac{s}{\Omega} \int_{\{z \in \Omega \mid |x - z| < |y - z|\}} \frac{d_z^d (1 + d_z)^d}{|y - z|^{d+2s}} \, dz
\]
\[
\leq c_5 c_6 \frac{1}{d_y^s(1 + d_y)^s} \leq 2 c_5 c_6 \frac{1}{d_y^s(1 + d_y)^s},
\]
which yields the desired bound in the first case $2d_x \geq d_y$, i.e.
\[
s(II) \leq c_4 \frac{1}{d_y^s(1 + d_y)^s}.
\]

**Case ($\sigma \leq 2d_x < d_y$):** By (3.2),
\[
s(II) = \frac{s}{\Omega} \int_{\Omega} \frac{d_z^d (1 + d_z)^d}{|y - z|^{d+2s}} \, dz \leq sc_5 \frac{1}{(1 + d_y)^s} \int_{\Omega} \frac{1}{|y - z|^{d+2s}} \, dz
\]
\[
\leq sc_5 \frac{1}{d_y^s(1 + d_y)^s} \left( \frac{1 + d_x}{d_x} \right)^d |\Omega| \leq c_5 \frac{2 + \frac{\sigma}{\sigma}}{\sigma} \frac{1}{d_y^s(1 + d_y)^s}.
\]
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Case \(2d_x < \sigma \leq d_y\):

\[
s(\Omega) = s \int_{\Omega} \frac{d^s_x}{|y - z|^{d + s}} \left(1 + d_x\right)^d \, dz \leq s \frac{(1 + \sigma)^{d+1}}{\sigma} \int_{\Omega} \frac{1}{d_y^n(1 + d_y)^s} \, dz
\]

\[
\leq sc_0(d, \sigma) \frac{1}{d_y^n(1 + d_y)^s} \int_{B_\sigma(\Omega)} |z|^{s-d} \, dz = c_8 \omega_{d-1}(\sigma + \text{diam}(\Omega))^s \frac{1}{d_y^n(1 + d_y)^s}
\]

\[
\leq c_8 \omega_{d-1}(\sigma + \text{diam}(\Omega) + 1) \frac{1}{d_y^n(1 + d_y)^s}.
\]

Case \(2d_x < d_y < \sigma\): We split the integration domain \(\Omega\) into

\[
A_{x,y} := \{ z \in \Omega \mid |x - z| \leq 2 |y - z| \} \quad \text{and} \quad \Omega \setminus A_{x,y}.
\]

On \(\Omega \setminus A_{x,y}\), by (3.2) and Lemma 3.4,

\[
s \int_{\Omega \setminus A_{x,y}} \frac{d^s_x}{|y - z|^{d + s}} \left(1 + d_x\right)^d \, dz \leq sc_0 \left(\frac{1 + \sigma/2}{s\sigma}\right)^d \int_{\Omega \setminus A_{x,y}} \frac{1}{|y - z|^{d+s}} \, dz \leq c_8 c_0 \left(\frac{1 + \sigma/2}{s\sigma}\right)^d \frac{1}{d_y^n(1 + d_y)^s}.
\]

For the remaining integration domain \(A_{x,y}\) of (II) we first make some observations. Fix a point \(\overline{\mathbf{x}} \in \partial \Omega\) which minimizes the distance of \(x\) to the boundary of \(\Omega\), e.g. \(d_x = |x - \overline{\mathbf{x}}|\). By the uniform exterior ball condition, there exists an exterior ball those closure intersects which \(\partial \Omega\) only in \(\overline{\mathbf{x}}\), e.g. \(B_d(x_0)\) where \(x_0 = \overline{\mathbf{x}} + \rho \sigma^n\) and \(\sigma^n\) is the outer normal vector at \(\overline{\mathbf{x}} \in \partial \Omega\). We define \(\overline{\mathbf{y}} \in \overline{\mathbf{x}}^\circ\) by

\[
\overline{\mathbf{y}} = \overline{\mathbf{x}} + d_y \sigma^n = x + (d_y - d_x) \sigma^n.
\]

Notice that \(\overline{\mathbf{x}}, \overline{\mathbf{y}}\) and \(x_0\) are colinear. Additionally, \(x, \overline{\mathbf{y}} \in B_d(x_0)\) and \(\sigma^n = d_y\). For any \(z \in \partial B_d(x_0)\)

\[
|x - z| \leq |x - \overline{\mathbf{y}}| + |\overline{\mathbf{y}} - z| = d_y - d_x + |\overline{\mathbf{y}} - z| \leq d_y + |\overline{\mathbf{y}} - z| \leq 2 |\overline{\mathbf{y}} - z|.
\]

(3.4)

By uniform exterior ball condition, the same estimate also holds for any \(z \in \Omega\). Additionally, for any \(z \in A_{x,y}\)

\[
|\overline{\mathbf{y}} - z| = |x + (d_y - d_x) \sigma^n - z| \leq |x - z| + d_y - d_x \leq 2 |y - z| + d_y \leq 3 |y - z|.
\]

(3.5)

Finally, \(|\overline{\mathbf{y}} - z| \geq d_y \geq d_y - d_x\) for any \(z \in \Omega\) and, by (3.6),

\[
3 |\overline{\mathbf{y}} - z| \geq |x - z| + d_y - d_x.
\]

(3.6)

By (3.6) and (3.3),

\[
s \int_{A_{x,y}} \frac{d^s_x}{|y - z|^{d + s}} \left(1 + d_x\right)^d \, dz \leq s \frac{(1 + \sigma/2)^d}{2^s \sigma^d} \int_{A_{x,y}} \frac{1}{|\overline{\mathbf{y}} - z|^{d+s}} \, dz \leq sc_0(d, \Omega) \int_{\Omega} \frac{1}{(|x - z| + d_y - d_x)^{d+s}} \, dz.
\]

(3.7)

We want to use polar coordinates to estimate the right-hand side of (3.7). But first,

\[
\int_{d_x} d_x \left(\frac{t^{s-1}}{(t + d_y - d_x)^{2s}}\right) dt = \frac{1}{s} \left(\frac{(d_x + \text{diam}(\Omega))^{2s}}{(d_x + \text{diam}(\Omega))^{2s}} - \frac{d^s_x}{d^s_y}\right) + 2 \int_{d_x} \frac{1}{(d_x + \text{diam}(\Omega))^{2s+1}} dt
\]

\[
\leq \frac{(\sigma/2 + \text{diam}(\Omega))^{2s}}{s \text{diam}(\Omega)^{2s}} + 2 \int_{d_x} \frac{1}{(t + d_y - d_x)^{2s+1}} dt
\]

\[
\leq \frac{(\sigma/2 + \text{diam}(\Omega))^{2s}}{s \text{diam}(\Omega)^{2s}} + \frac{1}{s} \frac{1}{d^s_y} \leq \frac{4}{s} \frac{1}{d^s_y} \leq \frac{4}{s} \frac{1}{d^s_y(1 + d_y)^s}.
\]
The last inequality is due to the choice of $2\sigma \leq \text{diam}(\Omega)$ and by $d_y \leq \sigma$. Since $x \in \Omega^c$, $\Omega \subset B_{\text{diam}(\Omega)} + d_x(x) \setminus B_{d_z}(x)$. This calculation together with \eqref{eq:3.1} and polar coordinates yields

$$\begin{align*}
s \int_{A_{x,s}} \frac{d_z^d}{|y - z|^{d+2s} |x - z|^d} \, dz & \leq s \, c_9 \int_{|y - z| + d_y - d_x > t} \frac{1}{|x - z|^{d-s}} \, dz \\
& \leq s \, c_9 \, \omega_{d-1} \int_{d_x + \text{diam}(\Omega)}^{d_x + \text{diam}(\Omega)} \frac{t^{s-1}}{(t + d_y - d_x)^{2s}} \, dt \leq c_{10}(d, \Omega) \frac{1}{d_y^s (1 + d_y)^s}.
\end{align*}$$

Thus, the last case is finished. Hence, in all cases

$$s(II) \leq c_{11}(d, \Omega) \frac{1}{d_y^s (1 + d_y)^s}.$$ 

Combining the estimates on (I) and (II) yield for $A$ from \eqref{eq:3.1}

$$A \leq sc_3 \frac{(I) + (II)}{|x - y| + d_x d_y + d_x + d_y^s} \leq c_2(d, \Omega) \frac{1}{d_y^s (1 + d_y)^s (|x - y| + d_x d_y + d_x + d_y)^d}.$$

which proves \eqref{eq:3.1} and finishes the proof. \hfill $\square$

**Proposition 3.7.** There exists a constant $C = C(d, \Omega) > 0$ such that

$$s^2 \, C \, k_s(x, y) \leq k_s^*(x, y)$$

for any $x, y \in \overline{\Omega}^c$.

**Proof.** Let $\rho > 0$ be the uniform inner and outer ball radius of the $C^{1,1}$-domain $\Omega$. Fix $x, y \in \overline{\Omega}^c$. Without loss of generality $\rho \leq 1$. Similar to the proof of \textit{Proposition 3.6}, the proof reduces to proving the following. We need to show that there exists a constant $c_1 = c_1(d, \Omega) > 0$ such that

$$\int_{\Omega} \frac{d_z^d}{|y - z|^{d+2s} |x - z|^d} \, dz \geq c_1 \frac{1}{d_y^s (1 + d_y)^s (|x - y| + d_x d_y + d_x + d_y)^d}. \tag{3.8}$$

We distinguish two cases to handle the integral on the left-hand side of \eqref{eq:3.8}.

**Case** $(d_y \geq \rho/4)$: We fix a ball $B_{\rho/2} \subset \Omega$ with $\text{dist}(B_{\rho/2}, \partial \Omega) = \rho/2$. A small calculation yields

$$\int_{\Omega} \frac{d_z^d}{|y - z|^{d+2s} |x - z|^d} \, dz \geq (\rho/2)^s \int_{B_{\rho/2}} \frac{1}{|y - z|^{d+2s} |x - z|^d} \, dz \geq \rho \frac{B_{\rho/2}}{2} \frac{2^d}{7^{d+2s} 3^{d+2s}} \frac{d_y^s (1 + d_y)^s}{(1 + d_x d_y + d_x + d_y)^d}.$$

**Case** $(d_y < \rho/4)$: We fix the point $\hat{y} \in \partial \Omega$ that minimizes the distance of $y$ to the boundary of $\Omega$, i.e. such that $|y - \hat{y}| = d_y$. By uniform interior ball condition, we fix an interior ball $B_{\rho}(\hat{y}) \subset \Omega$ such that $B_{\rho}(\hat{y}) \cap \partial \Omega = \{\hat{y}\}$. Now we pick an open cone $C \subset B_{\rho}(\hat{y})$ with apex at $\hat{y}$, i.e. $\overline{C} \cap \partial B_{\rho}(\hat{y}) = \{\hat{y}\}$, and such that $\text{dist}(z, \partial B_{\rho}(\hat{y})) \geq \frac{|\hat{y} - z|}{16}$ for any $z \in C$, e.g.

$$C = \{\hat{y} + t (\overline{\partial \Omega} - \hat{y}) + \xi_t \mid t \in (0, \rho/2), \xi_t \perp (\overline{\partial \Omega} - \hat{y}), |\xi_t| < t/8\},$$

see Figure 1. Notice that the height and the angle at the apex of this cone $C$ does not depend on $y$ by the interior ball condition. Then obviously also $\text{dist}(z, \partial \Omega) \geq \frac{|\hat{y} - z|}{16}$ for any $z \in C$. We estimate the left-hand side of \eqref{eq:3.8} by

$$\int_{\Omega} \frac{d_z^d}{|y - z|^{d+2s} |x - z|^d} \, dz \geq \left(\frac{1}{16}\right)^s \int_{C} \frac{|z - \hat{y}|^s}{|y - z|^{d+2s} |x - z|^d} \, dz \\
\geq \frac{1}{16} \int_{C} \frac{|z - \hat{y}|^s}{(|y - \hat{y}| + |z - \hat{y}|)^{d+2s}} \left(\frac{|x - y| + |y - \hat{y}| + |z - \hat{y}|}{1}ight) \, dz := (I).$$
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Now we apply the coarea formula to the integral (I) with the function $z \mapsto |z - \tilde{y}|$, see Theorem A.1. Notice that the modulus of the gradient of this function is $|\nabla z| = 1$. Therefore, (3.8) is proven in all cases. □

We pay particular attention to the independence of the constant $c_2(\rho) > 0$ such that

$$\mathcal{H}\left( \{ z \in C \mid |z - \tilde{y}| = t \} \right) \geq c_2(\rho)t^{d-1}$$

for any $0 < t < \rho/3$, see e.g. Lemma A.4 (A.19). Thus, we estimate (I) further by

$$(I) \geq \frac{c_2}{16} \int_0^{\rho/3} \frac{t^{d+s-1}}{(d_y + t)^{d+2s}} \frac{1}{(|x - y| + d_y + t)^d} dt \geq \frac{c_2}{16} \int_{d_y/4}^{d_y} \frac{t^{d+s-1}}{(d_y + t)^{d+2s}} \frac{1}{(|x - y| + d_y + t)^d} dt \geq \frac{c_2 3 d_y}{16} \frac{(d_y/4)^{d+s-1}}{(2 d_y)^{d+2s}} \frac{1}{(|x - y| + 2 d_y)^d} \geq 3 c_2 2^{-4d-9} \frac{1}{d_y^s (1 + d_y)^s} \frac{1}{(|x - y| + d_x d_y + d_y + d_z)^d}.$$

Therefore, (3.8) is proven in all cases. □

**Proof of Proposition 1.5.** Combine Corollary 3.3, Proposition 3.9 and Proposition 3.7. □

### 3.2. Trace and extension operators. In this section we prove the existence of a trace and extension operator for the Sobolev-Slobodetskij-type space $V^s(\Omega; \mathbb{R}^d)$ with respect to the complement $\Omega^c$. In contrast to the classical trace operator $\gamma : H^1(\Omega) \to H^{1/2}(\partial \Omega)$ the construction of the nonlocal trace is simply the restriction of a function $u \in V^s(\Omega; \mathbb{R}^d)$ to the complement of a domain $\Omega$, i.e. $u|_{\Omega^c}$. This is due to $\Omega^c$ being $d$-dimensional. Thereby, the proof of Theorem 1.2 (1) is rather straightforward. We only need to show the continuity of the trace embedding, i.e. $\|u\|_{V^s(\Omega; \mathbb{R}^d)} \leq C/s \|u\|_{V^s(\Omega; \mathbb{R}^d)}$.

We pay particular attention to the independence of the constant $C = C(d, \Omega)$ on $s$. The advantage of this robust estimate will be highlighted in the forthcoming Section 4 where we consider the limit case $s \to 1$.

In particular, Theorem 1.2 (1) yields the classical trace inequality, i.e. $\|u\|_{H^{1/2}(\partial \Omega)} \leq C \|u\|_{H^1(\Omega)}$, in the limit $s \to 1$. In addition, this robustness allows us to consider a large class of Neumann data in Section 5.

In view of Section 3.1, the results in [10], obtained with stochastic methods, play a key role in our considerations. In particular, they showed that $u|_{\partial \Omega^c} \in X^*(\Omega^c)$ for any $u \in V^s(\Omega; \mathbb{R}^d)$ such that the trace operator $\text{Tr} : V^s(\Omega; \mathbb{R}^d) \to X^*(\Omega^c)$ is well defined. Additionally, the estimate $\|u|_{\partial \Omega^c}\|_{X^*(\Omega^c)} \leq \|u\|_{V^s(\Omega; \mathbb{R}^d)}$ from Theorem 3.1 (ii), see [10] Theorem 2.3, together with the comparison of $k_s^*$ and $k_s$ from Proposition 1.5 see also Proposition 3.7 and Proposition 3.6 are crucial to our proof of the continuity of the trace operator $\text{Tr} : V^s(\Omega; \mathbb{R}^d) \to X^*(\Omega^c)$.
$X^r(\Omega^c)$ as a linear map between normed spaces has not been proven in \[10\]. In particular, the estimate $|u|_{\Omega^c} |X^r(\Omega^c)} \leq C |u|_{V^1(\Omega^c)}$ has not been proven.

The extension operator $\text{Ext} : X^r(\Omega^c) \to V^r(\Omega^c) \to \mathbb{R}^d$ will be the Poisson extension $\mathcal{P}_{s, \Omega}$, defined in \[15\]. Bogdan et al. have proven that $\mathcal{P}_{s, \Omega} : X^r(\Omega^c) \to V^r(\Omega^c) \to \mathbb{R}^d$ is a well defined map. Additionally, they proved a Douglas identity, i.e. $[\mathcal{P}_{s, \Omega} g, \mathcal{P}_{s, \Omega} v]_{\mathcal{C}^1(\Omega)} = [g, g]_{\mathcal{C}^1(\Omega)}$, see \[10\] Theorem 2.3 and \[15\] Theorem 3.1.\[i\] The proof of Theorem 1.2 (2) boils down to show a robust estimate on the weighted $L^2$-norm of the Poisson extension, i.e. $\|\mathcal{P}_{s, \Omega} g\|_{L^2(\Omega)} \leq C(d, \Omega) \|g\|_{L^2(\Omega^c)}$.

The following proposition is a key ingredient in the proof of the robust trace continuity. It is also interesting on its own. In sight of the convergence results in Section 4, the inequality (3.9) is a robust approximation of the classical trace inequality $\|u\|_{L^2(\partial \Omega)} \leq C \|u\|_{H^1(\Omega)}$. We split the proof in two cases. In case of a small parameter $s$ we use the fractional Hardy inequality, which has been proven in \[19\] by Chen and Song, in \[30\] by Dyda and in \[13\] by Brasco and Cinti. In case of big parameter $s < 1$ we apply similar arguments as in the proof of the classical trace theorem $H^s(\Omega) \to L^2(\partial \Omega)$.

**Proposition 3.8.** Let $\Omega$ be a bounded Lipschitz domain and $s_\ast \in (0, 1/2)$. There exists a constant $C = C(d, \Omega, s_\ast) > 0$ such that for any $s \in (s_\ast, 1)$ and $u \in H^s(\Omega)$

$$(1 - s) \int_{\Omega} \frac{|u(x)|^2}{d^2} dx \leq C \left( \|u\|^2_{L^2(\Omega)} + (1 - s) \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^2}{|x - y|^{d+2s}} dy dx \right).$$

*Proof.* Fix $s_\ast \in (1/2, 1)$. We will distinguish the cases $s \in (s_\ast, s^*)$ and $s \in [s^*, 1)$.\[Case 1:\] Let $s \in (s_\ast, s^*)$. By fractional Hardy inequality, see \[30\] Theorem 1.1, (17), \[10\] Theorem 2.3, there exists a constant $c_1 = c_1(d, \Omega, s_\ast/2, s^*/2) > 0$ such that for any $f \in C_c(\Omega)$

$$\int_{\Omega} \left( \int_{x \in \Omega} \frac{|f(z)|^2}{d^2} dz \right) \leq c_1 \left( \int_{\Omega \times \Omega} \frac{|f(x) - f(y)|^2}{|x - y|^{d+2(s/2)}} dx dy + \|f\|^2_{L^2(\Omega)} \right).$$

Since $s/2 < s^*/2 < 1/2$, $C_c(\Omega)$ is dense in $H^{s/2}(\Omega)$, see \[10\] Theorem 1.4.2.4, \[17\] Theorem 3.4.3, the inequality holds for all functions in $H^{s/2}(\Omega) \to H^s(\Omega)$. Thus, for any $u \in H^s(\Omega)$

$$(1 - s) \int_{\Omega} \frac{|u(x)|^2}{d^2} dx \leq (1 - s) c_1 \left( \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^2}{|x - y|^{d+2s}} dx dy + \|u\|^2_{L^2(\Omega)} \right) \leq c_1 \left( \text{diam}(\Omega)^s (1 - s) \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^2}{|x - y|^{d+2s}} dx dy + \|u\|^2_{L^2(\Omega)} \right).$$

*Case 2:* Let $s \in [s^*, 1)$. In case 1 we used Hardy inequality and the density of compactly supported smooth functions in $H^{s/2}(\Omega)$, $r/2 < 1/2$ to prove our claim. This argument is not robust as $s$ approaches 1. The benefit of $s \geq s^* > 1/2$ is the existence of a continuous trace onto $\partial \Omega$. We apply arguments similar to \[23\] Proposition 3.8. Since $\partial \Omega$ is Lipschitz and compact, by \[42\] Main theorem S. 146 or \[23\] Theorem 5.4, there exists a continuous extension operator $\tilde{E}^s : H^s(\Omega) \to H^s(\mathbb{R}^d)$. By following the constants in the proof of \[23\] Theorem 5.4, Lemma 5.1, 5.2, 5.3 it is clear that we can choose a constant $c_{s^*} \geq 1$ depending only on $d, \Omega$ and $s^*$ such that

$$\|\tilde{E}^s f\|_{L^2(\mathbb{R}^d)} + (1 - s^*) \|\tilde{E}^s f\|_{H^s(\mathbb{R}^d)} \leq c_{s^*} \left( \|f\|^2_{L^2(\Omega)} + (1 - s^*) \|f\|_{H^s(\Omega)} \right)$$

for all $f \in H^s(\Omega)$ and $s^* \in [s^*, 1)$. Now, we localize the problem. Because $\Omega$ is a bounded Lipschitz domain, we find finitely many cubes $Q_r(z_i) = z_i + (-r, r)^d$, $z_i \in \partial \Omega$, $0 < r < 1$ such that $\partial \Omega \subseteq \bigcup_{i=1}^N Q_r(z_i)$, $N \in \mathbb{N}$. Additionally, we fix bijective, bi-Lipschitz continuous maps $\phi_i : Q_r(z_i) \to Q_1 = (-1, 1)^d$ such that $\phi_i(\Omega \cap Q_r(z_i)) = \{(x', x_d) \in Q_1 | x_d > 0\} =: Q_1^+$. Since $\partial \Omega \subseteq \bigcup_{i=1}^N Q_r(z_i)$ is compactly embedded in an open set, there exists $r_0 > 0$ such that $R_0 := \{x \in \Omega | \text{dist}(x, \partial \Omega) > r_0\}$ satisfies $R_0 \cup \bigcup_{i=1}^N (Q_r(z_i) \cap \Omega) = \Omega$. Also, we
fix a partition of unity \( \eta_i \in C_c^\infty(Q_{r/2}(z_i)), 0 \leq \eta_i \leq 1, i = 1, \ldots, N, \eta_0 \in C_c^\infty(R_0) \) such that \( \sum_{i=0}^N \eta_i = 1 \) in \( \Omega \cup \Omega_r \) for some \( 0 < \tilde{r} < r/2 \). By our geometric considerations above,

\[
(1 - s) \int_\Omega \frac{u(x)^2}{d_x} \, dx = (1 - s) \int_{R_0} \eta_0(x) \frac{u(x)^2}{d_x^2} \, dx + \sum_{i=1}^N (1 - s) \int \eta_i(\phi_i^{-1}(y)) \frac{u(\phi_i^{-1}(y))^2}{\det(\phi_i^{-1}(y), \partial \Omega)^s} \left| \text{det} \, D\phi_i^{-1}(y) \right| \, dy.
\]

We split the remainder of the proof of case 2 into the case of \( R_0 \) and the boundary cases.

**Case \( R_0 \):** Let \( s \in [s^*, 1) \) and \( u \in H^s(\Omega) \).

\[
(1 - s) \int_{R_0} \eta_0(x) \frac{u(x)^2}{d_x} \, dx \leq r_0^{-s} \| u \|_{L^2(R_0)}^2.
\]

**The boundary cases:** Now, we prove the inequality integrating over \( Q_r(z_i) \cap \Omega \). Since \( \phi_i \) is bijective and bi-Lipschitz, it is differentiable a.e. and there exists a constant \( \lambda_i > 1 \) such that \( \lambda_i^{-1} \leq |\text{det} \, D\phi_i(x)| \leq \lambda_i \) for almost every \( x \in Q_r(z_i) \). We extend \( \phi_i \) to a map on \( \mathbb{R}^d \) via

\[
\phi_i(x) := \frac{x - z_i}{r}, x \notin Q_r(z_i).
\]

Notice that \( \phi_i(x) \notin Q_1 \) for \( x \notin Q_r(z_i) \).

We begin by proving the statement for the half space and localize thereafter. Let \( f \in \mathcal{S}(\mathbb{R}^d) \) be a Schwartz function. We use the convention \( x = (x', x_d) \in \mathbb{R}^d \). By \( \mathcal{F}f \) (resp. \( \mathcal{F}_{x_d} \)) we denote the Fourier-transformation of \( f \) (resp. in the first \( d - 1 \) variables). Similar to the arguments in the proof of [23, Proposition 3.8]

\[
\mathcal{F}_{x_d} f(\xi', t) = \int \mathcal{F}f(\xi', \xi_d) e^{it \xi_d} \, d\xi_d.
\]

Therefore,

\[
|\mathcal{F}_{x_d} f(\xi', t)|^2 \leq \int (1 + |\xi'|^2 + \xi_d^2)^s |\mathcal{F}f(\xi', \xi_d)|^2 \, d\xi_d \int (1 + |\xi'|^2 + \xi_d^2)^{-s} \, d\xi_d.
\]

Additionally,

\[
\int (1 + |\xi'|^2 + \xi_d^2)^{-s} \, d\xi_d \leq 2^{1+s} \int_1^{\infty} \xi_d^{-2s} \, d\xi_d = \frac{2^{1+s}}{2s-1} \leq 2^{2s+1} \frac{2s+1}{2s+1}.
\]

The previous two estimates and Plancherel’s theorem yield

\[
(1 - s) \int_{R^{d-1}} f(x', x_d)^2 \, dx_d \, dx' = (1 - s) \int_{R^{d-1}} |\mathcal{F}_{x_d} f(\xi', x_d)|^2 \, dx_d \, d\xi'
\]

\[
\leq \frac{2^{2s+1}}{2s+1} \int_{(0,1)} \frac{1 - s}{x_d} \int_{R^d} (1 + |\xi'|^2)^s |\mathcal{F}f(\xi)|^2 \, d\xi \leq \frac{2^{1+s}}{2s-1} \left( 2\kappa_{d,s} \int_{R^d \times R^d} \frac{|f(x) - f(y)|^2}{|x - y|^{d+2s}} \, dx \, dy + \| f \|_{L^2(\mathbb{R}^d)}^2 \right).
\]

The last inequality in the previous calculation follows from Sobolev embeddings [23, Proposition 3.4]. Since the Schwartz functions are dense in \( H^s(\mathbb{R}^d) \), the estimate (3.11) holds for all \( f \in H^s(\mathbb{R}^d) \).

Now, for any \( x \in Q_{r/2}(z_i) \cap \Omega \) we find a minimizer of the distance of \( x \) to the boundary \( \partial \Omega \) in \( Q_r(z_i) \cap \partial \Omega \). If this is not possible, we pick even smaller sub-cubes \( Q_r(z_i) \subset Q_{r/2}(z_i) \subset Q_r(z_i) \) to cover the boundary. Therefore,

\[
\text{dist}(\phi_i^{-1}(y), \partial \Omega) = \inf \{ |\phi_i^{-1}(z) - \phi_i^{-1}(y)| \mid z = (z', 0) \in Q_1 \} \leq \| \phi_i \|_{C^{\alpha,1}} |y_d|, y \in Q_1.
\]
Now we prove that $\sqrt{\eta}$ is Lipschitz. By Taylor’s formula, if $\eta_i(x) = 0$ for any $x \in \mathbb{R}^d$, then $\nabla \sqrt{\eta_i}(x) = 0$.  

Since $\eta_i \in C_c^{\infty}, D^2 \eta_i(x) h \cdot h \leq \|\eta_i\|_{C^2(\mathbb{R}^d)} |h|^2$. This yields a Glaeser-type inequality
\[
|\nabla \eta_i(x)| \leq \sqrt{2 \|\eta_i\|_{C^2} \eta_i(x)},
\]
see e.g. [39, Lemma 1]. Therefore, $|\nabla \sqrt{\eta_i}| \leq \sqrt{2 \|\eta_i\|_{C^2(\mathbb{R}^d)}}$ and, thus, $\sqrt{\eta_i} \in C^{0,1}_b(\mathbb{R}^d)$. Since $\phi_i$ is bi-Lipschitz, $\sqrt{\eta_i \circ \phi_i^{-1}} \in C^{0,1}_b(Q_1)$. Let $f \in S(\mathbb{R}^d)$ and write $h := \sqrt{\eta_i \circ \phi_i^{-1} f \circ \phi_i^{-1}} \in H^s(\mathbb{R}^d)$. (3.11) yields
\[
(1 - s) \int_{Q_i^1} \eta_i(\phi_i^{-1}(y)) \frac{f(\phi_i^{-1}(y))^2}{\text{dist}(\phi_i^{-1}(y), \partial \Omega)^s} \det D\phi_i^{-1}(y) \ dy \leq \lambda_i \|\eta_i\|_{C^{0,1}} (1 - s) \int_{\mathbb{R}^{d-1}(0,1)} \int_{\mathbb{R}^d} \frac{h(y', y_d)^2}{y_d} dy_d dy' 
\]
\[
\leq \lambda_i \|\phi_i\|_{C^{0,1}} \int_{\mathbb{R}^{d}} \left( \eta_i \right)^{1/2} \left( f(x) - \eta_i(y) \right)^{1/2} \|f(y)\|^2 \ dy \|
\]
\[
\leq \lambda_i \|\phi_i\|_{C^{0,1}} \int_{\mathbb{R}^{d-1}(0,1)} \int_{\mathbb{R}^d} \frac{h(y', y_d)^2}{y_d} dy_d dy' + \|\eta_i\|_{C^{0,1}} \|f\|_{L^2(\mathbb{R}^d)}^2.
\]
(3.12)

Since $\text{supp} \eta_i \subset Q_{r/(2s)}(z_i)$, $\phi_i$ is bi-Lipschitz and by transformation theorem, $\|h\|_{L^2(\mathbb{R}^d)} \leq \lambda_i \|f\|_{L^2(\mathbb{R}^d)}$. We split the seminorm term on the right-hand side of (3.12) into $Q_1 \times Q_1$, $\text{supp}(\eta_i \circ \phi_i^{-1}) \times Q_i^1$ and $(\text{supp}(\eta_i \circ \phi_i^{-1}))^c \times Q_i^1$. Since $\eta_i \circ \phi_i^{-1}$ is zero on $Q_i^1$, the term
\[
\int_{(\text{supp}(\eta_i \circ \phi_i^{-1}))^c \times Q_i^1} \frac{(h(x) - h(y))^2}{|x - y|^{d+2s}} \ dx \ dy = 0.
\]

Now, on $Q_1 \times Q_1$
\[
\int_{Q_1 \times Q_1} \frac{(h(x) - h(y))^2}{|x - y|^{d+2s}} \ dx \ dy = \int_{Q_1 \times Q_1} \frac{(h \circ \phi_i(x) - h \circ \phi_i(y))^2}{|\phi_i(x) - \phi_i(y)|^{d+2s}} \left( \det D\phi_i(y) \right) \left( \det D\phi_i(x) \right) \ dx \ dy
\]
\[
\leq \lambda_i^2 \|\phi_i\|_{C^{0,1}} \int_{Q_{r/(2s)}(z_i)} \left( \int_{\mathbb{R}^d} \frac{(f(x) - f(y))^2}{|x - y|^{d+2s}} \ dx \ dy \right)
\]
\[
\leq \lambda_i^2 \|\phi_i\|_{C^{0,1}} \left( \int_{\mathbb{R}^d} \frac{(f(x) - f(y))^2}{|x - y|^{d+2s}} \ dx \ dy \right)
\]
\[
+ \|\sqrt{\eta_i}\|_{C^{0,1}} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \frac{f(y)^2}{|x - y|^{d+2s}} \ dx \ dy \right)
\]
\[
\leq \lambda_i^2 \|\phi_i\|_{C^{0,1}} \left( \int_{\mathbb{R}^d} \frac{(f(x) - f(y))^2}{|x - y|^{d+2s}} \ dx \ dy \right)
\]
\[
+ \omega d - 1 \frac{1}{2} \left( \frac{2(1 - s)}{1 - s} \right) \|\sqrt{\eta_i}\|_{C^{0,1}} \|f\|_{L^2(\mathbb{R}^d)}^2
\]
(3.13)

Finally, we consider the integral over $(\text{supp}(\eta_i \circ \phi_i^{-1})) \times Q_i^1$. Since $\phi_i : Q_{r/z}(z_i) \rightarrow Q_1$ is bijective and bi-Lipschitz, $\phi_i^c(\text{supp} \eta_i) \subset Q_1$ is compactly embedded. Therefore, $\delta := \text{dist}(\phi_i(\text{supp} \eta_i), \partial Q_1) \in (0, 1)$. 19
Thus, \(|\phi_i(x) - y| \geq |y| - 1 + \delta \geq \delta |y|\) for \(x \in \text{supp}(\eta_i) \subset Q_{\epsilon/2}(z_i)\) and \(y \in Q_i^c\).

\[
\iint_{(\text{supp}(\eta_i \circ \phi_i^{-1})) \times Q_i^c} \frac{(h(x) - h(y))^2}{|x - y|^{d+2s}} \, dx \, dy \leq \lambda_i \int_{\text{supp}(\eta_i)} \int_{Q_i^c} \frac{f(x)^2}{|\phi_i(x) - y|^{d+2s}} \, dy \, dx \\
\leq \delta^{-d-2s} \lambda_i \int_{\mathbb{R}^d} f(x)^2 \, dx \int_{Q_i^c} |y|^{-d-2s} \, dy \\
\leq \delta^{-d-2s} \lambda_i \frac{\delta^{d-1}}{2s} \int_{\mathbb{R}^d} f(x)^2 \, dx.
\]

(3.14)

Now we combine (3.12), (3.13) and (3.14). Thus, there exists a constant \(c_1 = c_1(d, \Omega, s^*) > 0\) independent of \(s\) such that for any \(f \in H^s(\mathbb{R}^d)\)

\[
(1 - s) \int_{Q_i, (z_i) \cap \Omega} \eta_i(x) \frac{f(x)^2}{d^2} \, dx \leq c_1 \left( (1 - s) \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(f(x) - f(y))^2}{|x - y|^{d+2s}} \, dx \, dy + \|f\|_{L^2(\mathbb{R}^d)}^2 \right).
\]

This concludes the boundary cases. Consider \(v \in H^s(\Omega)\). Combining the \(R_0\) and boundary cases yield a constant \(c_2 = c_2(d, \Omega, s^*) > 0\) independent of \(s\) such that

\[
(1 - s) \int_{\Omega} \left( \hat{E}_u(x)^2 \right) \frac{dx}{d^2} \leq c_2 \left( (1 - s) \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{(\hat{E}_u(x) - \hat{E}_u(y))^2}{|x - y|^{d+2s}} \, dx \, dy + \|\hat{E}_u\|_{L^2(\mathbb{R}^d)}^2 \right) \\
\leq c_{2s}, c_2 \left( (1 - s) \int_{\Omega} \left( \frac{(u(x) - u(y))^2}{|x - y|^{d+2s}} \, dx \, dy + \|u\|_{L^2(\Omega)}^2 \right) \right).
\]

The last inequality follows from (3.10). This proves case 2 and, thus, the proposition.

The previous proposition, the comparison of \(k^*_s\) and \(k_s\) from Section 3.1 and the results in [10] particularly enable us to prove Theorem 1.2.

**Proof of Theorem 1.2 (1):** For \(v \in V^s(\Omega \mid \mathbb{R}^d)\) we define \(\text{Tr} v := v|_{\Gamma^c}\). We divide the proof into the estimate for the seminorm and the \(L^2\)-part.

**Seminorm-part:** By [Theorem 3.1] \(\text{Tr} v \in \mathcal{X}^s(\Omega^c)\) and

\[
[v, v]_{V^s(\Omega \mid \mathbb{R}^d)} \geq [\text{Tr} v, \text{Tr} v]_{\mathcal{X}^s(\Omega^c)} \tag{3.15}
\]

There exists a constant \(c_1 = c_1(d, \Omega) > 0\) such that \(k_s^*(x, y) \geq c_1 s^2 k_s(x, y)\) by Proposition 3.7. Therefore, this comparability of the interaction kernels \(k^*_s, k_s\) and (3.15) yield

\[
[v, v]_{V^s(\Omega \mid \mathbb{R}^d)} \geq [\text{Tr} v, \text{Tr} v]_{\mathcal{X}^s(\Gamma^c)} \geq c_1 s^2 [\text{Tr} v, \text{Tr} v]_{\mathcal{X}^s(\Gamma^c)} \tag{3.16}
\]

**\(L^2\)-part:** We split \(\|\text{Tr} v\|_{L^2(\Omega^c, \tau)}^2\) into a part close to \(\partial\Omega\) and far away.

\[
\|\text{Tr} v\|_{L^2(\Omega^c, \tau)}^2 = (1 - s) \int_{\tau} \frac{v(x)^2}{d^2(1 + d)x^{d+s}} \, dx \leq (1 - s) \int_{\Omega} \frac{v(x)^2}{d^2} \, dx + (1 - s) \int_{\Omega} \frac{v(x)^2}{d^2 + 2s} \, dx \\
= (I) + (II).
\]

We begin by estimating \((I)\). By Lemma 3.5 there exists a constant \(c_2 = c_2(d, \Omega)\) such that

\[
(I) \leq (1 - s) c_2 \int_{\Omega} \int_{\Omega} \frac{v(x)^2}{|x - y|^{d+s}} \, dy \, dx \\
\leq (1 - s) 2c_2 \left( \int_{\Omega} \int_{\Omega} \frac{v(x) - v(y)^2}{|x - y|^{d+s}} \, dy \, dx + \int_{\Omega} \frac{1}{|x - y|^{d+s}} \, dx \, dy \right) \\
eq: (III) + (IV).
\]
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Surely,

\[(I I) \leq (1 - s) 4 c_2 (\text{diam}(\Omega) + 1)^d \int_{\Omega^c} \frac{(v(x) - v(y))^2}{|x - y|^{d+2s}} \, dy \, dx\]

\[\leq 4 c_2 (\text{diam}(\Omega) + 1) \frac{(1 - s)}{s} \|v\|_{L^2(\Omega^c)} \leq c_2 (d, \Omega) \frac{1}{s} \|v\|_{V^s(\Omega \cap \mathbb{R}^d)}.
\]

Here we used Proposition 2.1. Let \(c_4 = c_4(d, \Omega) > 0\) be the constant from Proposition 3.8. Since \(v \in V^s(\Omega \cap \mathbb{R}^d), v|_{\Omega} \in H^s(\Omega)\). Now, we apply Lemma 3.4, Proposition 3.8 and Proposition 2.1 to estimate \((IV)\).

\[(IV) \leq \frac{\omega_{d-1} - 2c_2 (1 - s)}{s} \|v\|_{L^2(\Omega)}^2 \times \Omega \int_{\Omega^c} \frac{|u(x) - u(y)|^2}{|x - y|^{d+2s}} \, dy \, dx\]

\[\leq \frac{\omega_{d-1}}{s} \frac{2c_2 c_4}{s} \|u\|_{L^2(\Omega)}^2 \frac{1}{2} \frac{(1 - s)}{s} \|v\|_{V^s(\Omega \cap \mathbb{R}^d)}\]

Thus, the estimate on (I) is proven. Now, we estimate (II).

\[(II) \leq 2(1 - s) \left( \int_{\Omega^c} \frac{(v(x) - v(y))^2}{|x - y|^{d+2s}} \, dy \, dx \leq \int_{\Omega^c} v(y)^2 \, dy \right) \]

Firstly, by Proposition 2.1

\[(V) \leq 2 \left( \frac{(1 - s)}{|\Omega|} (\text{diam}(\Omega) + 1)^{d+2s} \int_{\Omega^c} \frac{(v(x) - v(y))^2}{|x - y|^{d+2s}} \, dy \, dx \leq \frac{4}{|\Omega|} (\text{diam}(\Omega) + 1)^{d+2s} \frac{1}{s} \|v\|_{V^s(\Omega \cap \mathbb{R}^d)}.\]

We fix \(x_0 \in \Omega\). Then \(B_1(x_0) \subset (\Omega^c)^c\). For any \(x \in \Omega^1\) the distance of \(x\) to the boundary is bounded from below by \(d_x \geq \frac{1}{1-dx_0} |x - x_0|\). Therefore,

\[(VI) \leq 2 \left( \frac{(1 - s)}{|\Omega|} (1 + dx_0)^{d+2s} \|v\|_{V^s(\Omega)}^2 \int_{\Omega^1} \frac{|x - x_0|^{-d-2s}}{t} \right)

\[\leq 2 \left( \frac{(1 - s)}{|\Omega|} (1 + dx_0)^{d+2} \omega_{d-1} \|v\|_{L^2(\Omega)} \right) \int_{1}^{\infty} t^{-1-2s} \, dt = \frac{1}{s} \frac{(1 - s)}{|\Omega|} (1 + dx_0)^{d+2} \omega_{d-1} \|v\|_{V^s(\Omega)}^2.
\]

This proves (I).

(2): Let \(g \in \mathcal{T}^s(\Omega\cap \mathbb{R}^d)\). By Proposition 1.5, \(g \in X^s(\Omega\cap \mathbb{R}^d)\). The Poisson extension \(I.9\) satisfies \(P_{s,\Omega}(g) \in V^s(\Omega \cap \mathbb{R}^d)\) by Theorem 3.1. Therefore, we define \(\text{Ext } g = P_{s,\Omega}(g)\).

Seminorm-part: By Proposition 3.6 and Theorem 3.1 there exists a constant \(c_4 = c_4(d, \Omega) > 0\) such that for all \(s \in (0, 1)\) and \(g \in \mathcal{T}^s(\Omega\cap \mathbb{R}^d), \|\text{Ext } g\|_{V^s(\Omega \cap \mathbb{R}^d)} = \|g, g\|_{X^s(\Omega \cap \mathbb{R}^d)} \leq c_4 \|g, g\|_{X^s(\Omega \cap \mathbb{R}^d)}\).

\(L^2\)-part: Since the Poisson kernel \(P_{s,\Omega}\) integrates over \(\Omega^c\) up to 1, see Corollary A.2,

\[\frac{\|\text{Ext } g\|_{L^2(\Omega)}}{L^2(\Omega)} = \int_{\Omega^c} \left( \int_{\Omega^c} g(y) P_{s,\Omega}(x, y) \, dy \right)^2 \, dx \leq \int_{\Omega^c} g(y)^2 \frac{P_{s,\Omega}(x, y) \, dx dy}{\Omega^c}.
\]

We prove that there exists a constant \(c_5 = c_5(d, \Omega)\) such that for every \(y \in \Omega^c\)

\[c_5 \frac{P_{s,\Omega}(x, y) \, dx}{\Omega^c} \leq c_5 \tau_s(y).
\]

(3.17)
By Theorem 3.2 and Proposition 2.1 there exists a constant \( c_6 = c_6(d, \Omega) \) such that
\[
P_{s, \Omega}(x, y) \leq c_6 \left( 1 - s \right) \frac{d_s^2}{d_y^2 (1 + d_y)^2} \frac{1}{|x - y|^d}.
\]
Therefore, it is enough to prove the existence of a constant \( c_7 = c_7(d, \Omega) \) such that
\[
\int_\Omega \frac{d_s^2}{|x - y|^d} \, dx \leq \frac{c_7}{s} \frac{1}{(1 + d_y)^d}.
\]  \( \text{(3.18)} \)

We divide the proof of (3.18) into two cases. First, if \( y \in \Omega_1 \), then
\[
\int_\Omega \frac{d_s^2}{|x - y|^d} \, dx \leq 2^d \int_\Omega \frac{d_s^2}{(1 + d_y)^d} \, dx \leq 2^d \text{diam}(\Omega)^s |\Omega| \frac{1}{(1 + d_y)^d} \leq \frac{2^d (1 + \text{diam}(\Omega)) |\Omega|}{(1 + d_y)^d}.
\]
This proves (3.18) in the first case. Next, suppose \( y \in \Omega_1 \). By polar coordinates, we receive
\[
\int_\Omega \frac{d_s^2}{|x - y|^d} \, dx \leq \frac{1}{|x - y|^{d-s}} \, dx \leq \omega_{d-1} \int_0^{\text{diam}(\Omega)+1} t^{-1+s} \, dt
\]
\[
= \omega_{d-1} \frac{1}{s} (\text{diam}(\Omega) + 1)^s \leq \frac{2^d \omega_{d-1} (\text{diam}(\Omega) + 1)}{s} \omega_{d-1} \text{diam}(\Omega) \frac{1}{(1 + d_y)^d}.
\]
Thus, (3.18) is proven and it implies (3.17). Finally, we conclude by (3.17).

\[\square\]

**Corollary 3.9.** Let \( \Omega \) be a bounded \( C^{1,1} \) domain. \( \text{Tr} C_c^\infty(\mathbb{R}^d) = C_c^\infty(\Omega^c) \subset \mathcal{T}(\Omega^c) \) is dense in \( \mathcal{T}(\Omega^c) \).

**Proof.** Take any \( f \in \mathcal{T}(\Omega^c) \). Theorem 1.2 yields \( \text{Ext} f \in V^s(\Omega) \). By [35, Theorem 3.70], the space \( C_c^\infty(\mathbb{R}^d) \) is dense in \( V^s(\Omega) \), thus there exists a sequence of functions \( v_n \in C_c^\infty(\mathbb{R}^d) \) which converges to \( f \) in \( V^s(\Omega) \). By the continuity of the nonlocal trace operator \( \text{Tr} \), see Theorem 1.2 it follows that \( u_n := \text{Tr} v_n \in C_c^\infty(\Omega^c) \) converges to \( f \) in \( \mathcal{T}(\Omega^c) \). \( \square \)

### 3.3. Abstract trace space.

It is a classical assertion that the image of the trace operator \( \gamma : H^1(\Omega) \to L^2(\partial \Omega) \) is isometrically isomorphic to the quotient space \( \gamma(H^1(\Omega)) \simeq H^1(\Omega)/\ker(\gamma) = H^1(\Omega)/H^1_0(\Omega) \). Thereby, we can identify \( H^1(\Omega)/H^1_0(\Omega) \) as the abstract trace space of \( H^1(\Omega) \) with respect to the topological boundary \( \partial \Omega \). In this setting, the surjective, bounded linear trace operator is simply the map
\[
H^1(\Omega) \to H^1(\Omega)/H^1_0(\Omega), \quad u \mapsto [u] = \{ u + v \in H^1_0(\Omega) \}.
\]

\( H^1(\Omega)/H^1_0(\Omega) \) can be equipped canonically with the quotient topology. We know for sufficiently regular domains \( \Omega \) that \( H^1(\Omega)/H^1_0(\Omega) \simeq H^{1/2}(\partial \Omega) \). In the nonlocal setting the same considerations are reasonable. The following definition and the statement therein is taken from [54].

**Definition 3.10 (Definition 2.29, Theorem 2.30).** The abstract trace operator corresponding to \( V^s(\Omega) \mid \mathbb{R}^d \) is defined by
\[
\overline{\text{Tr}} : V^s(\Omega) \mid \mathbb{R}^d \to V^s(\Omega) \mid \mathbb{R}^d / V^s_0(\Omega) \mid \mathbb{R}^d
\]
\[
u \mapsto [\nu] = \{ u + v \in V^s_0(\Omega) \mid v \in \mathbb{R}^d \}.
\]

The quotient space \( V^s(\Omega) \mid \mathbb{R}^d / V^s_0(\Omega) \mid \mathbb{R}^d \) with its natural topology given by the norm
\[
||[\nu]|| := \inf \{ ||u + v||_{V^s(\Omega) \mid \mathbb{R}^d} \mid v \in V^s_0(\Omega) \mid \mathbb{R}^d \}
\]
is called the abstract trace space. It is isometrically isomorphic to
\[
T^s(\Omega^c) := \{ g : \Omega^c \to \mathbb{R} \text{ measurable} \mid \text{there exists } u \in V^s(\Omega) \mid \mathbb{R}^d \text{ with } u|_{\Omega^c} = g \}
\]
endowed with the norm
\[
\|g\|_{T^s(\Omega^c)} := \inf \{ ||u||_{V^s(\Omega) \mid \mathbb{R}^d} \mid u \in V^s(\Omega) \mid \mathbb{R}^d, u = g \text{ on } \Omega^c \}.
\]
The next theorem shows that the space \( T^s(\Omega^c) \) is norm equivalent to the abstract trace space \( T^s(\Omega^c) \) robust in the limit \( s \to 1^- \). It complements [31] Proposition 2.31.

**Theorem 3.11.** \( T^s(\Omega^c) \) and \( T^s(\Omega^c) \) coincide and for \( s_* \in (0, 1) \) there exists a constant \( C = C(d, \Omega, s_*) \geq 1 \) such that for all \( \sigma \in (s_*, 1) \)

\[
\|g\|_{T^s(\Omega^c)} \leq \|g\|_{T^s(\Omega^c)} \leq C \|g\|_{T^s(\Omega^c)}
\]

for all \( g \in T^s(\Omega^c) \).

**Proof.** Let \( g \in T^s(\Omega^c) \) and \( s_* \in (0, 1) \). By Theorem 1.2 it follows that \( \text{Ext } g \in V^s(\Omega | \mathbb{R}^d) \) and \( (\text{Ext } g)|_{\Omega^c} = u \). Therefore, \( g \in T^s(\Omega^c) \). Additionally, there exists a constant \( c_1 = c_1(d, \Omega) > 0 \) such that for all \( s \in (0, 1) \)

\[
\|g\|_{T^s(\Omega^c)} \leq \|\text{Ext } g\|_{V^s(\Omega | \mathbb{R}^d)} \leq c_1 \|g\|_{T^s(\Omega^c)}.
\]

If \( g \in T^s(\Omega^c) \) then \( g = u|_{\Omega^c} = \text{Tr}(u) \) for some \( u \in V^s(\Omega | \mathbb{R}^d) \). Thus, by Theorem 1.2 there exists a constant \( c_2 = c_2(d, \Omega, s_*) > 0 \) such that for all \( s \in (s_*, 1) \)

\[
\|g\|_{T^s(\Omega^c)} \leq c_2 \|u\|_{V^s(\Omega | \mathbb{R}^d)}.
\]

Since this holds true for every extension \( u \) of \( g \), we receive

\[
\|g\|_{T^s(\Omega^c)} \leq c_2 \|g\|_{T^s(\Omega^c)}
\]

and \( g \in T^s(\Omega^c) \).

\[\square\]

4. **Convergence of trace spaces**

In this section we prove Theorem 1.3 i.e the convergence \( (g, g)|_{T^s(\Omega^c)} \to (g, g)|_{T^s(\Omega^c)} \) and \( g|_{T^s(\Omega^c)} \to g|_{T^s(\Omega^c)} \) for functions \( g \in T^1(\Omega^c) \) in the limit \( s \to 1^- \). The crucial step is to approximate the surface measure on \( \partial \Omega \) by the family of measures \( \mu_{-s}(x) dx \), see Lemma 4.1 below. In Section 4.1 we prove the convergence for functions \( u \in C^{0,1}_{b}(\Omega^c) \), see Proposition 4.2 and extend the result in Theorem 4.3. In Section 4.2 we prove the convergence in the sense of converging Hilbert spaces introduced by Kuwae and Shioya in [15]. This notion of convergence is crucial for the convergence of Neumann problems considered in Section 5. Lastly, we want to mention that the convergence of the function spaces \( V^s(\Omega | \mathbb{R}^d) \) to \( H^1(\Omega) \) is well-known. We refer the reader to [12] Corollary 2, [17] and [30] Theorem 3.4, (3.5)].

4.1. **Pointwise convergence.** The following lemma provides an approximation of the surface measure of a compact \( C^1 \)-submanifold. We were not able to find this result in the literature and, thus, we provide the proof for the convenience of the reader. After localizing the majority of the proof is to show the convergence (1.3). Thereafter, the result follows by standard arguments using an approximate identity \( t \to (1 - t)^{1 \over s} \) as \( s \to 1^- \).

**Lemma 4.1.** Let \( \Omega \) be a bounded \( C^1 \)-domain. For \( r > 0 \) we define a family of measures \( \mu_s(dx) := \eta_s(x) dx \) on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \) via

\[
\eta_s(x) := 1 - s \frac{1 - s}{d_s^2} \mathbb{1}_{\Omega_s}(x).
\]

Let \( \sigma \) be the surface measure on the \( C^1 \)-submanifold \( \partial \Omega \) and set \( \sigma(D) = \sigma(\partial \Omega \cap D) \) for sets \( D \in \mathcal{B}(\mathbb{R}^d) \).

\( \{\mu_s\}_{s} \) converges weakly to \( \sigma \).

**Proof.** For any \( f \in C_{b} \) and \( \varepsilon > 0 \),

\[
\int_{\Omega^c} |f(x)| \mu_s(dx) \leq \|f\|_{L^\infty} \int_{\Omega^c \cap \Omega_s} \frac{1 - s}{d_s^2} dx \leq \|f\|_{L^\infty} |\Omega^c \cap \Omega_s| \frac{1 - s}{\varepsilon^s} \rightarrow 0 \text{ as } s \to 1^-.
\]

This allows us to reduce the problem to the part of \( \Omega_c \) close to \( \partial \Omega \). Thus, the problem localizes. Without loss of generality there exists a cube \( Q = (-\rho, \rho)^d \) and a \( C^1 \)-function \( \phi : \mathbb{R}^{d-1} \to \mathbb{R} \) such that

\[
\Omega \cap Q = \{(x', x_d) \mid x_d < \phi(x')\} \cap Q.
\]

23
Since the boundary $\partial \Omega$ is compact, we can cover it with finitely many cubes. We choose $\varepsilon > 0$ such that $\Omega_\varepsilon$ is covered by these cubes. Fix $f \in C_b(\mathbb{R}^d)$,

$$\int_{\Omega_\varepsilon} f(x) \mu_\varepsilon(dx) = \int_{(-\rho,\rho)^{d-1} \times (\phi(x'), \rho)} f(x', x_d) \frac{1 - s}{d^*(x', x_d)} \mathrm{d}x_d \mathrm{d}x'.$$

For each $(x', x_d)$ we want to express $d_x$ in terms of $|x_d - \phi(x')|$. For any $(x', x_d) \in (-\rho, \rho)^{d-1} \times (\phi(x'), \rho)$ we pick $y' = y'(x', x_d)$ such that $(y', \phi(y'))$ minimizes the distance of $(x', x_d)$ to the boundary. If $(x', \phi(x'))$ minimizes the distance of $(x', x_d)$, then we always pick $y'(x', x_d) = x'$. If needed, we may choose smaller cubes to guarantee that the minimizer is in the graph of $\phi$. We fix $x' \in (-\rho, \rho)^{d-1}$. Now, we consider two cases.

**Case 1:** If there exists $x_d \in (\phi(x'), \rho)$ such that $(x', \phi(x'))$ minimizes the distance of $(x', x_d)$ to the boundary $\partial \Omega$, then $(x', \phi(x'))$ also minimizes the distance of $(x', x_d)$ to the boundary for all $x_d \in (\phi(x'), x_d)$.

Therefore, $d_{(x', x_d)} = \frac{|x_d - \phi(x')|}{\sqrt{1 + |\nabla \phi(x')|^2}}$.

The values of $d_{(x', x_d)}$ for $x_d > x$ play no role for the convergence in (4.6).

**Case 2:** Here, we assume that $y'(x', x_d) \neq x'$ for every $x_d \in (\phi(x'), \rho)$. Let $\gamma = \gamma(x', x_d)$ be the angle enclosed by $(x', \phi(x')), (x', x_d)$ and $(x', \phi(x'), (y', \phi(y'))$, see Figure 2. The angle $\gamma$ satisfies the relation

$$\gamma = \arctan \left( \frac{|y' - x'|}{|\phi(y') - \phi(x')|} \right).$$

We denote the angle at $(y', \phi(y'))$ enclosed by $(y', \phi(y'), (x', \phi(x'))$ and $(y', \phi(y'), (x', x_d)$ by $\delta(x, x_d)$.

![Figure 2. Geometry close to $\partial \Omega$](image)

Notice that $|(y', \phi(y'), (x', x_d)| = d_{(x', x_d)}$. Thus, we can express $d_x$ via

$$\frac{|x_d - \phi(x')|}{d_x} = \frac{\sin(\delta(x', x_d))}{\sin(\gamma(x', x_d))} = \sin(\delta(x', x_d)) \sqrt{1 + \left( \frac{|\phi(y') - \phi(x')|}{|y' - x'|} \right)^2}. \quad (4.1)$$

Now, we calculate the limit of the RHS of (4.1). Notice that

$$|x_d - \phi(x')| = d_{(x', x_d)} \leq |x_d - \phi(x')| = |x_d - \phi(x')| \to 0 \text{ as } x_d \to \phi(x').$$

Therefore, $|y'(x', x_d) - x'| \to 0$ as $x_d \to \phi(x')$.

**Claim:** Now, we prove

$$\frac{|\phi(y'(x', x_d)) - \phi(x')|}{|y'(x', x_d) - x'|} \to |\nabla \phi(x')| \text{ as } x_d \to \phi(x').$$
We begin by proving that \( \phi(z') \leq \phi(y') \) for all \( z' \in (-\rho, \rho)^{d-1} \) satisfying \( |z' - x'| = |y' - x'| \). We assume the contrary, i.e., there exists \( z' \in (-\rho, \rho)^{d-1} \) with \( |z' - x'| = |y' - x'| \) such that \( \phi(z') > \phi(y') \). Since we assumed that \( (x', \phi(x')) \) does not minimize the distance of \( (x', x_d) \) to \( \partial \Omega \), \( \phi(y') > \phi(x') \). By the continuity of \( \phi \) and intermediate value theorem, there exists \( w' = x' + t(z' - x'), t \in (0, 1) \) such that \( \phi(z') > \phi(w') = \phi(y') > \phi(x') \). Therefore,

\[
|\langle w', \phi(w') \rangle - (x', x_d)|^2 = |w' - x'|^2 + |\phi(y') - x_d|^2 = t^2 |y' - x'|^2 + |\phi(y') - x_d|^2
\]

\[
< |y' - x'|^2 + |\phi(y') - x_d|^2 = d(z', x_d).
\]

This is a contradiction and, thus, \( \phi(z') \leq \phi(y') \) for all \( |z' - x'| = |y' - x'| \). We set \( r = r(x', x_d) = |y' - x'| \).

Therefore, \[
\frac{\phi(y') - \phi(x')}{|y' - x'|} = \max_{z' \in (-\rho, \rho)^{d-1}} \frac{\phi(z') - \phi(x')}{|z' - x'|} = \max_{\rho \in S^{d-1}} \frac{\phi(x' + r\rho) - \phi(x')}{r}.
\]

Now, we finishing the proof of the claim.

\[
|\nabla \phi(x')| = \max_{x \in S^{d-1}} v \cdot \nabla \phi(x') = \max_{x \in S^{d-1}} \lim_{x_d \to \phi(x')} \frac{\phi(x' + r\rho) - \phi(x')}{r} 
\]

\[
\leq \lim_{x_d \to \phi(x')} \max_{\rho \in S^{d-1}} \frac{\phi(x' + r\rho) - \phi(x')}{r} = \lim_{x_d \to \phi(x')} \frac{\phi(y') - \phi(x')}{|y' - x'|}
\]

\[
= \lim_{x_d \to \phi(x')} \frac{\nabla \phi(x') \cdot (y' - x') + R(y' - x')}{|y' - x'|} \leq |\nabla \phi(x')| + \lim_{x_d \to \phi(x')} \frac{|R(y' - x')|}{|y' - x'|} \leq |\nabla \phi(x')|.
\]

(4.2)

Here we used Taylor’s formula. This proves the claim.

Next, we prove that \( \frac{y' - x'}{|y' - x'|} \) converges to \( \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \) as \( x_d \to \phi(x') \). By (12),

\[
1 = \lim_{x_d \to \phi(x')} \frac{\nabla \phi(x') \cdot \frac{y' - x'}{|y' - x'|}}{1}
\]

Take an arbitrary sequence \( \{t_n\}_n \) such that \( t_n \to \phi(x') \) as \( n \to \infty \) and \( t_n \in (\phi(x'), \rho) \). The sequence \( \{\frac{y'(x', t_n) - x'}{|y'(x', t_n) - x'|}\} \) is bounded and thus there exists a converging subsequence, \( \{n_k\}_k \). We denote the limit by

\[
v := \lim_{k \to \infty} y'(x', t_{n_k}) - x' \]

\[
\frac{y'(x', t_{n_k}) - x'}{|y'(x', t_{n_k}) - x'|} - x'
\]

Therefore,

\[
1 = \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \cdot v
\]

and, thus, \( v = \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \). Since the sequence was arbitrary, \( \lim_{x_d \to \phi(x')} \frac{y'(x', x_d) - x'}{|y'(x', x_d) - x'|} = \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \).

Claim: Now, we prove that \( \delta \) converges to a right angle. By the definition of \( \delta \),

\[
\cos(\delta(x', x_d)) = \frac{\langle y' - x', \phi(y') - \phi(x') \rangle}{|y' - x'| |\phi(y') - \phi(x')|} = \frac{(y' - x', \phi(y') - x_d)}{|(y' - x', \phi(y') - x_d)|}.
\]

(4.3)

We consider both vectors in \( \mathbb{R}^d \) separately. Firstly,

\[
\frac{y' - x'}{|y' - x', \phi(y') - \phi(x')|} = \frac{y' - x'}{|y' - x'|} \left( 1 + \frac{\phi(y') - \phi(x')}{|y' - x'|} \right)^{-1/2} \to \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \left( 1 + |\nabla \phi(x')|^2 \right)^{-1/2},
\]

as \( x_d \to \phi(x') \). Secondly,

\[
\frac{\phi(y') - \phi(x')}{|(y' - x', \phi(y') - \phi(x'))|} = \frac{\phi(y') - \phi(x')}{|y' - x'|} \left( 1 + \frac{\phi(y') - \phi(x')}{|y' - x'|} \right)^{-1/2} \to \frac{|\nabla \phi(x')|}{(1 + |\nabla \phi(x')|^2)^{1/2}},
\]

as \( x_d \to \phi(x') \).
as $x_d \to \phi(x')$. Therefore,

$$\frac{(y' - x', \phi(y') - \phi(x'))}{| (y' - x', \phi(y') - \phi(x')) |} \to \frac{1}{(1 + |\nabla \phi(x')|^2)^{1/2}} \left( \frac{\nabla \phi(x')}{|\nabla \phi(x')|} \right).$$

The function $\phi$ is differentiable. Thereby, the outer normal vector $n_{(y', \phi(y'))}$ exists. Since $(y', \phi(y'))$ minimizes the distance of $(x', x_d)$ to the boundary, we know

$$\frac{(y' - x', \phi(y') - x_d)}{|(y' - x', \phi(y') - x_d)|} = n_{(y', \phi(y'))} = \frac{(\nabla \phi(y'), -1)}{\sqrt{1 + |\nabla \phi(y')|^2}}.$$

Since $\nabla \phi$ is continuous and $y' \to x'$ as $x_d \to \phi(x')$,

$$\frac{(y' - x', \phi(y') - x_d)}{|(y' - x', \phi(y') - x_d)|} \to \frac{(\nabla \phi(x'), -1)}{\sqrt{1 + |\nabla \phi(x')|^2}}.$$  \hfill (4.4)

Together with (4.3), we conclude that $\delta$ converges to a right angle.

We combine these results with (4.1)

$$\lim_{x_d \to \phi(x')} \cos(\delta(x', x_d)) = 0.$$

We combine these results with (4.1)

$$\lim_{x_d \to \phi(x')} \frac{|x_d - \phi(x')|}{d_x} = \sqrt{1 + |\nabla \phi(x')|^2}.$$  \hfill (4.5)

The sequence of functions $\left\{ \left( \frac{1 - s}{d(x', x_d)} \right) \right\}_s$ is an approximate identity in $x_d = \phi(x')$ as $s \to 1 -$. Together with $\left( \frac{x_d - \phi(x')}{d(x', x_d)} \right)^s \to x_d - \phi(x')$ in $L^1((-\rho, \rho)^{d-1})$ and Young’s inequality, we conclude

$$\int_{Q^c \cap \Omega} f(x) \mu_s(dx) = \int_{(-\rho, \rho)^{d-1}} f(x', x_d) \frac{1 - s}{d(x', x_d)} \left( \frac{x_d - \phi(x')}{d(x', x_d)} \right)^s \ dx_d \ dx' \to \int_{(-\rho, \rho)^{d-1}} f(x', \phi(x')) \sqrt{1 + |\nabla \phi(x')|^2} \ dx' = \int_{Q^c \cap \Omega} f(x) \sigma(dx) \text{ as } s \to 1 - .$$  \hfill (4.6)

Now, we combine this local result with a partition of unity to finish the proof. \hfill \Box

**Proposition 4.2.** Let $\Omega \subset \mathbb{R}^d$ be a bounded $C^1$-domain. If $f \in C^{0,1}_b(\Omega^c)$, then

$$\|f\|_{L^2(\Omega^c, \tau_1)} \to \|f\|_{L^2(\Omega^c, \tau_2)}, \quad \|f\|_{L^2(\Omega^c, \tau_1)} \to \|f\|_{L^2(\Omega^c, \tau_2)}$$
as $s \to 1 -$.

**Proof.** We fix $1 > r > 0$ and define the measures $\mu_s(dx)$ as in [Lemma 4.1](#lemma-4.1). Take any arbitrary $f \in C^{0,1}_b(\Omega^c)$.

**Convergence of the $L^2$-part:** We split $\|f\|^2_{L^2(\Omega^c, \tau_1)}$ into $\|f\|^2_{L^2(\Omega^c, \tau_2)}$ and $\|f\|^2_{L^2(\Omega^c, \tau_r)}$. Fix $x_0 \in \Omega$. Then $|x - x_0| \leq d_x(2 + d_{x_0}/r + \text{diam}(\Omega)/r) = c_1d_x$ for $x \in \Omega'$. The first term converges to zero because

$$\|f\|^2_{L^2(\Omega^c, \tau_r)} \leq (1 - s) \|f\|^2_{L^2(\Omega^c, \tau_r)} \int_{\Omega^c} d_x^{-2s} \ dx \leq (1 - s)c_1^{d+2s} \|f\|^2_{L^2(\Omega^c, \tau_r)} \int_{\Omega^c} |x - x_0|^{-d-2s} \ dx$$

$$\leq (1 - s)c_1^{d+2s} \omega_{d-1} \|f\|^2_{L^2(\Omega^c, \tau_r)} \int_r^{\infty} t^{-1-2s} \ dt = (1 - s)c_1^{d+2s} \omega_{d-1} \|f\|^2_{L^2} \frac{r^{-2s}}{2s} \to 0 \text{ as } s \to 1 - .$$

**Lemma 4.1** yields for the second term

$$\|f\|^2_{L^2(\Omega^c, \tau_r)} \geq \int_{\mathbb{R}^d} f(x)^2 (1 + d_x)^{-d-1} \mu_s(dx) \to \int_{\partial \Omega} f(x)^2 \sigma(dx) = \|f\|^2_{L^2(\partial \Omega)} \text{ as } s \to 1 - .$$
Similarly,

$$\|f\|_{L^2(\Omega, \nu)}^2 \leq \int_{\mathbb{R}^d} f(x)^2 \mu_s(dx) \to \int_{\partial \Omega} f(x)^2 \sigma(dx) = \|f\|_{L^2(\partial \Omega)}^2$$

as \( s \to 1 - \). \( (4.7) \)

**Convergence of the seminorm:** We split the integration domain into \( \Omega^c \times \Omega^c = (\Omega \times \Omega) \cup (\Omega^c \times \Omega^c) \cup (\Omega \times \Omega^c) \cup (\Omega^c \times \Omega^c) \). Firstly,

$$[f, f]_{\Omega^c \times \Omega^c}^2 \leq (1 - s)^2 \int_{\partial \Omega} f^2 \sigma(dx) \to \int_{\partial \Omega} f^2 \sigma(dx)$$

\( (4.8) \)

**Convergence of the seminorm:** We split the integration domain into \( \Omega^c \times \Omega^c = (\Omega \times \Omega) \cup (\Omega^c \times \Omega^c) \cup (\Omega \times \Omega^c) \cup (\Omega^c \times \Omega^c) \). Firstly,

$$[f, f]_{\Omega \times \Omega^c}^2 \leq (1 - s)^2 \int_{\partial \Omega} f^2 \sigma(dx) \to \int_{\partial \Omega} f^2 \sigma(dx)$$

\( (4.9) \)

By symmetry the cases \((\Omega^c \times \Omega)\) and \((\Omega \times \Omega^c)\) are equivalent.

$$[f, f]_{\Omega^c \times \Omega^c}^2 \leq \int_{\Omega^c \times \Omega^c} \frac{1}{d_x^2 + d_y^2} \, dy \, dx$$

\( (4.10) \)

This converges to 0 as \( s \to 1 - \) because \( \mu_s(\mathbb{R}^d) \) converges to \( \sigma(\partial \Omega) < \infty \). Lastly, we consider the case \((\Omega \times \Omega^c)\). By **Lemma 4.1**, \( \mu_s \otimes \mu_s \) converges weakly to \( \sigma \otimes \sigma \). We define

$$h(x, y) := \frac{(f(x) - f(y))^2}{(1 + d_x^2)(1 + d_y^2)(|x - y| + d_x + d_y + d_x d_y)^d}$$

This function is neither continuous nor bounded on \( \Omega^c \times \Omega^c \) and therefore **Lemma 4.1** is not directly applicable. To circumvent this problem, we fix a radial, bump function \( \eta \in C^\infty_c(\mathbb{R}^d) \) such that \( 0 \leq \eta \leq 1 \), \( \eta = 0 \) on \( B_1(0)^c \), the profile of \( \eta \) is monotonically decreasing and \( \eta = 1 \) on \( B_{1/2}(0) \). Now, we define \( \eta_c(x) := \eta(x/\varepsilon) \) and

$$h_c(x, y) := h(x, y)(1 - \eta_c(x - y)), \quad g_c(x, y) := h(x, y)\eta_c(x - y).$$

The function \( h_c \) is bounded and continuous on \( \Omega^c \times \Omega^c \). Therefore, **Lemma 4.1** is applicable to \( h_c \).

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} h_c(x, y)(\mu_s \otimes \mu_s)(d(x, y)) \to \int_{\partial \Omega \times \partial \Omega} \frac{(f(x) - f(y))^2}{|x - y|^d} (1 - \eta_c(x - y))(\sigma \otimes \sigma)(d(x, y))$$

as \( s \to 1 - \)

\( (4.11) \)

The first limit follows from **Lemma 4.1** and the second limit is a consequence of monotone convergence with \( \eta_c \to 0 \) a.e. as \( \varepsilon \to 0 \). Now we will prove that

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} g_c(x, y)(\mu_s \otimes \mu_s)(d(x, y)) \to 0$$

as \( \varepsilon \to 0 \)

uniformly in \( s \in (0, 1) \). Just as in the proof of **Lemma 4.1** the problem localizes since \( \Omega \) is a bounded Lipschitz domain. We cover \( \partial \Omega \) with finitely many cubes with side length \( 2 \rho \). Without loss of generality we may assume that \( r > 0 \) is small enough such that these cubes cover \( \Omega^c \). Let \( Q = (-\rho, \rho)^d \) be one of these cubes and \( \phi : \mathbb{R}^{d-1} \to \mathbb{R} \) the \( C^1 \)-function such that

$$\Omega \cap Q = \{(x', x_d) \mid x_d < \phi(x') \} \cap Q.$$ 

Since \( \phi \) is Lipschitz continuous, a short calculation yields a constant \( c_2 = (1 + \|\phi\|_{C^0(1)}) > 1 \) such that

$$c_2^{-1}|x_d - \phi(x')| \leq d(x', x_d) \leq |x_d - \phi(x')| \text{ for any } (x', x_d) \in \Omega^c \cap Q.$$ 

We bound

$$g_c(x, y) \leq \|f\|_{C^0(\Omega)}^2 \frac{1}{|x' - y'|^{d-2}} \|B_r(0)(x' - y')\|$$ 

\( (4.12) \)
for any \((x',x_d),(y',y_d) \in \Omega^c \cap Q\). Therefore,
\[
\int_{(\Omega^c \times \Omega^c)^c} g_c(x,y)(\mu_s \otimes \mu_s)(d(x,y))
\]
\[
= \iint_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho g_c((x',x_d),(y',y_d))(1-s)^2 d(x',x_d)d(y',y_d)
\]
\[
\leq \|f\|_{C^0,1(\Omega_s)}^2 \int_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho \frac{1}{|x'-y'|^{d-2}} (1-s)^2 \mathbb{1}_{B_1(0)}(x'-y')
\]
\[
\leq \|f\|_{C^0,1(\Omega_s)}^2 \int_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho \frac{1}{|x'-y'|^{d-2}} \mathbb{1}_{B_1(0)}(x'-y')
\]
\[
\leq \|f\|_{C^0,1(\Omega_s)}^2 \int_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho \frac{1}{|x'-y'|^{d-2}} \mathbb{1}_{B_1(0)}(x'-y')
\]
\[
\leq \|f\|_{C^0,1(\Omega_s)}^2 \int_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho \frac{1}{|x'-y'|^{d-2}} \mathbb{1}_{B_1(0)}(x'-y')
\]
\[
\leq \|f\|_{C^0,1(\Omega_s)}^2 \int_{(-\rho,\rho)^{2d-2}} \int_0^\rho \int_0^\rho \frac{1}{|x'-y'|^{d-2}} \mathbb{1}_{B_1(0)}(x'-y')
\]
The result follows from
\[
[f,f]_{\mathcal{T}^s(\Omega_s)} = \int_{\mathbb{R}^d \times \mathbb{R}^d} (h_c(x,y) + g_c(x,y))(\mu_s \otimes \mu_s)(d(x,y)).
\]

Now we prove the convergence for functions in spaces \(X\), which are uniformly embedded in \(\mathcal{T}^s(\Omega^c)\), have a continuous trace operator on \(H^{1/2}(\partial \Omega)\) and where \(C_b^{0,1}(\Omega^c) \cap X\) is dense in \(X\). An example of such a space \(X\) is \(H^1(\Omega^c)\), see Theorem 1.4.

**Theorem 4.3.** Let \(\Omega\) be a bounded \(C^1\)-domain and \((X,\|\cdot\|_X)\) be a space of functions \(f : \Omega^c \to \mathbb{R}\) with the following properties:

1. \((X,\|\cdot\|_X) \leftrightarrow (\mathcal{T}^s(\Omega^c),\|\cdot\|_{\mathcal{T}^s(\Omega^c)})\) uniformly, i.e. there exists \(s_0 \in (0,1)\) and a constant \(C > 0\) such that \(\|f\|_{\mathcal{T}^s(\Omega^c)} \leq C \|f\|_X\) holds for all \(f \in X\), \(s_0 < s < 1\).

2. \(C_b^{0,1}(\Omega^c) \cap X\) is dense in \((X,\|\cdot\|_X)\).

3. There exists a continuous trace operator \(\tilde{g} : X \to H^{1/2}(\partial \Omega)\) such that if \(f \in C(\Omega^c)\) we have \(\tilde{g} \circ f = f\vert_{\partial \Omega}\).

Then
\[
\|f\|_{\mathcal{T}^s(\Omega^c)} \to \|\tilde{g} \circ f\|_{H^{1/2}(\partial \Omega)}\), \ s \to 1^-
\]

as well as
\[
\|f\|_{L^2(\Omega^c,\tau_s)} \to \|\tilde{g} \circ f\|_{L^2(\partial \Omega)}
\]
for all \(f \in X\).

**Proof.** Let \(f \in X\) and \(\varepsilon > 0\). By assumption (1) and (2) there exists a function \(g \in C_b^{0,1}(\Omega^c) \cap X\) such that
\[
\|f - g\|_{\mathcal{T}^s(\Omega^c)} \leq C \|f - g\|_X \leq C \varepsilon
\]
for all \(s_0 < s < 1\). Furthermore, it follows \(\|\tilde{g} \circ f - \tilde{g} \circ g\|_{H^{1/2}(\partial \Omega)} \leq c_1 \|f - g\|_X \leq c_1 \varepsilon\) by assumption (3). We apply Proposition 4.2 and choose \(s_0 < s_1 < 1\) large enough such that \(\|g\|_{\mathcal{T}^s(\Omega^c)} \leq \varepsilon\) as well as \(\|g\|_{L^2(\Omega^c,\tau_s)} \leq \varepsilon\) for all \(s_1 \leq s < 1\). By triangle inequality, we conclude
\[
\|f\|_{\mathcal{T}^s(\Omega^c)} \leq \|\tilde{g} \circ f\|_{H^{1/2}(\partial \Omega)} + \|g\|_{\mathcal{T}^s(\Omega^c)} + \|\tilde{g} \circ g\|_{H^{1/2}(\partial \Omega)}
\]
\[
\leq (C + 1 + c_1) \varepsilon.
\]
In a similar fashion,
\[ \| f \|_{L^2(\Omega^c, \tau_n)} - \| \gamma f \|_{L^2(\partial\Omega)} \leq (C + 1 + c_1)\varepsilon. \]

\[ \square \]

**Proposition 4.4.** Let Ω be a bounded Lipschitz domain. There exists an continuous extension operator \( E : H^{1/2}(\partial\Omega) \rightarrow H^1(\Omega^c) \) and a continuous trace operator \( \tilde{\gamma} : H^1(\Omega^c) \rightarrow H^{1/2}(\partial\Omega) \) such that for all \( f \in C(\Omega^c) \) we have \( \tilde{\gamma} f = f|_{\partial\Omega} \) and \( \gamma \circ E = \text{id} \).

We omit the proof since it is standard.

**Proposition 4.5.** Let Ω be a \( C^{1,1} \)-domain. Then \( (H^1(\Omega^c), \| \cdot \|_{H^1(\Omega^c)}) = (X, \| \cdot \|_X) \) is admissible in Theorem 4.3.

**Proof.** The existence of a trace operator follows from Proposition 4.4 and the density condition is clear. We now prove that the space is uniformly embedded in \( T^s(\Omega^c) \).

Take any \( f \in H^1(\Omega^c) \). There exists a continuous extension operator \( \tilde{E} : H^1(\Omega^c) \rightarrow H^1(\mathbb{R}^d) \) since \( \Omega^c \) is Sobolev extension domain, see e.g. [23]. Thus \( \tilde{E} f \in H^1(\mathbb{R}^d) \subset H^s(\mathbb{R}^d) \subset V^s(\Omega^c) \). By Theorem 1.2 Sobolev embeddings, see [23, Proposition 3.4] and the continuity of \( \tilde{E} \) there exist constants \( c_1, c_2, c_3 > 0 \) independent of \( s \) such that
\[
\| f \|_{H^1(\Omega^c)}^2 \leq c_1^2 (\| \tilde{E} f \|_{H^1(\Omega^c)}^2 + \| \tilde{E} f \|_{H^1(\mathbb{R}^d)}^2) \leq c_2^2 \| \tilde{E} f \|_{H^1(\mathbb{R}^d)}^2 \leq c_3 \| f \|_{H^1(\Omega^c)}^2.
\]

\[ \square \]

**Proof of Theorem 1.4** Proposition 4.5 and Theorem 4.3 yield the result.

**Remark 4.6.** By Theorem 1.4, for any \( g \in H^{1/2}(\partial\Omega) \) there exists \( f \in T^s(\Omega^c) \) such that
\[ \| f \|_{T^s(\Omega^c)} \rightarrow \| g \|_{H^{1/2}(\partial\Omega)}. \]

This is easily obtained via \( Eg \in H^1(\Omega^c) \subset T^s(\Omega^c) \) from Proposition 4.4 by Proposition 4.5.

### 4.2. Convergence of Hilbert spaces

In this subsection we prove the convergence of trace spaces in the sense of converging Hilbert spaces, introduced by Kuwae and Shioya in [35], see Definition B.1. As a consequence every bounded sequence in \( T^s(\Omega^c) \) (respectively \( L^2(\Omega^c, \tau_n) \)) admits a weakly convergent subsequence to some element in \( H^{1/2}(\partial\Omega) \) (respectively \( L^2(\partial\Omega) \)), see Lemma B.5. This is crucial in Section 5.3 for the nonlocal to local convergence of Neumann problems. The definition and basic properties of this notion of convergence are summarized in Appendix B.

**Theorem 4.7.** Let \( \{ s_n \} \) be a sequence converging to 1 from below.

1. The sequence of separable Hilbert spaces \( \{ L^2(\Omega^c, \tau_{s_n}) \} \) converges to \( L^2(\partial\Omega) \) in the sense of Definition B.1.

2. The sequence of separable Hilbert spaces \( \{ T^s(\Omega^c) \} \) converges to \( H^{1/2}(\partial\Omega) \) in the sense of Definition B.1.

**Proof.** We prove (1) and (2) together. In alignment with the notation in this section we set \( H := L^2(\partial\Omega) \) (respectively \( H^{1/2}(\partial\Omega) \)) and \( H_n := L^2(\Omega^c, \tau_{s_n}) \) (respectively \( T^s(\Omega^c) \)). These spaces are separable Hilbert spaces. For \( T^s(\Omega^c) \) this follows by Proposition 2.3 and for \( L^2(\Omega^c, \tau_{s_n}) \) notice that
\[ L^2(\Omega^c) \ni g \mapsto \tau_{s_n}^{-1} g = \frac{d_{s_n}^n(1 + d_n)^{d + s_n}}{1 - s_n} g \in L^2(\Omega^c, \tau_{s_n}) \]
is an isometric isomorphism. In both cases let \( C := H^{1/2}(\partial\Omega) \). Since \( C^{0,1}(\partial\Omega) \) is dense in \( L^2(\partial\Omega) \), which follows easily by localizing, \( C = H^{1/2}(\partial\Omega) \) is dense in \( L^2(\partial\Omega) \). For any \( n \in \mathbb{N} \) we define the linear operator
\[
\Phi_n : C \rightarrow H_n, \quad C \ni g \mapsto Eg,
\]
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where $E$ is the extension operator from Proposition 4.4. This is a well defined map since $\Phi_n(g) \in H^1(\Omega^c)$ and $\Phi_n g \in H_n$ for any $g \in C$ by Proposition 4.4 and Theorem 1.4 yield
\[
\lim_{n \to \infty} \|\Phi_n g\|_{H_n} = \lim_{n \to \infty} \|E g\|_{H_n} = \|g\|_H.
\]
Thus, $\{H_n\}$ converges to $H$ in sense of Definition B.1. \hfill \square

5. Convergence of Neumann Problems

In this section we prove that solutions of nonlocal Neumann problems for integro-differential operators converge to solutions of Neumann problems for second order elliptic operators. We study two different questions. In Theorem 5.12 we start with a sequence of solutions to nonlocal problems for operators $L_s$ which are comparable to $(-\Delta)^s$ with inhomogeneities and Neumann data given by functionals on $V^s(\Omega|\mathbb{R}^d)$ and $\mathcal{T}^s(\Omega^c)$. We prove, if the functionals are uniformly bounded in $s$, then a subsequence of solutions converges in $L^2(\Omega)$ and weakly in $V^s(\Omega|\mathbb{R}^d)$ to a solution of a local Neumann problem for a second order elliptic differential operator. The function $\Phi_s$ is the integral kernel of the fractional Laplacian $(\Delta)^s$. For sufficiently regular functions $u: \mathbb{R}^d \to \mathbb{R}$ we define the nonlocal operator $L_s$ associated to $J_s$ by
\[
L_s u(x) := \text{p.v.} \int_{\mathbb{R}^d} (u(x) - u(y))J_s(x, y) \, dy.
\]
Additionally, the following bilinear form is connected to $L_s$ via a nonlocal Green-Gauß formula, see Proposition 5.3
\[
\mathcal{E}^s(u, v) := \frac{1}{2} \iint_{(\Omega^d \times \Omega^d)^c} (u(x) - u(y))(v(x) - v(y))J_s(x, y) \, dx \, dy.
\]
This type of bilinear form also appeared in [35] by Servadei and Valdinoci and [33] by Felsinger, Kassmann, Voigt. In the case $J_s(x, y) = J_s(x - y)$ it is a density of a Lévy measure and the operators $L_s$ are generators of associated Lévy processes. The benefit of the condition (A) is that we can study nonlocal Neumann problems for $L_s$ in the Hilbert space $V^s(\Omega|\mathbb{R}^d)$, because the forms $\mathcal{E}^s$ and $[\cdot, \cdot]_{V^s(\Omega|\mathbb{R}^d)}$ are comparable. Therefore, the results on the trace space $\mathcal{T}^s(\Omega^c)$ are applicable.

Let $A(\cdot): \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d$ be a matrix valued function. The second order differential operator $u \mapsto -\text{div} \left( A(\cdot)\nabla u(\cdot) \right)$ is called symmetric if $A(x)$ is a symmetric matrix for all $x \in \mathbb{R}^d$ and elliptic if there exists a constant $\lambda \geq 1$ such that for all $\xi \in \mathbb{R}^d$ and $x \in \mathbb{R}^d$
\[
\lambda^{-1} |\xi|^2 \leq (A(x)\xi) \cdot \xi \leq \lambda |\xi|^2.
\]
We define the energy associated to \(-\text{div}(A(\cdot)\nabla)\) by

\[
\mathcal{E}^A(u, v) := \int_{\Omega} (A(x)\nabla u(x)) \cdot \nabla v(x) \, dx. \tag{\mathcal{E}^A}
\]

For kernels \(J_s\) satisfying [A], the bilinear forms \(\mathcal{E}^s\) converge to a bilinear form \(\mathcal{E}^A\) of a symmetric, elliptic second order differential operator in the limit \(s \to 1^−\), see Theorem 5.10.

Before we define nonlocal Neumann problems, we discuss Neumann problems for \(-\text{div}(A(\cdot)\nabla)\). In sight of the Green-Gauß formula a weak solution is defined as follows.

**Definition 5.1 (Solution to local Neumann problems).** Let \(A(\cdot)\) satisfy \([5, 1]\), \(F \in H^1_\text{loc}(\Omega)'\) and \(G \in H^{1/2}(\partial\Omega)'\). We say \(u \in H^1_\text{loc}(\Omega)\) is a weak solution to the Neumann problem

\[
-\text{div}(A(\cdot)\nabla u) = F \text{ in } \Omega, \\
\partial_n u := n(\cdot) \cdot (A(\cdot)\nabla u) = G \text{ on } \partial\Omega,
\]

if

\[
\mathcal{E}^A(u, v) = F(v) + G(\gamma v) \text{ for every } v \in H^1_\text{loc}(\Omega). \tag{N^\text{loc}}
\]

Here \(n(\cdot)\) is the outer normal vector on \(\partial\Omega\) and \(\gamma : H^1(\Omega) \to H^{1/2}(\partial\Omega)\) is the classical trace operator.

The classical Neumann problem has often been studied, e.g., we refer the reader to the book [46] and the recent article [26] by Droniou and Vázquez. Instead of \(H^1(\Omega)\) we can use \(H^1_\text{loc}(\Omega)\) additional the compatibility assumption \(F(1) + G(1) = 0\). Then solutions are only unique up to an additive constant.

In alignment with [24, 34], we define the nonlocal normal derivative.

**Definition 5.2 (Nonlocal normal derivative).** For \(s \in (0, 1)\) and a domain \(\Omega \subset \mathbb{R}^d\) we define the nonlocal normal derivative corresponding to \(L_s\) as

\[
N_s u(y) := \text{p.v.} \int_{\Omega} (u(x) - u(y)) J_s(x, y) \, dx, \quad y \in \partial\Omega,
\]

for any sufficiently regular, measurable function \(u : \mathbb{R}^d \to \mathbb{R}\).

As mentioned in the introduction, a similar operator has been introduced in [24]. In analogy to the local case, the following nonlocal Green-Gauß formula holds.

**Proposition 5.3 (Nonlocal Green-Gauß formula, [35 Theorem 4.9]).** Assume \(\Omega \subset \mathbb{R}^d\) is open and bounded with Lipschitz boundary. Let \(J_s\) satisfy [A]. For every \(u \in V^s(\Omega \mid \mathbb{R}^d)\) with \(L_s u \in L^2(\Omega)\) and any \(v \in V^s(\Omega \mid \mathbb{R}^d)\)

\[
\int_{\Omega} \left( L_s u(x) \right) v(x) \, dx = \mathcal{E}^s(u, v) - \int_{\partial\Omega} \left( N_s u(y) \right) v(y) \, dy.
\]

In sight of this formula we define solutions to nonlocal Neumann problems. This solution concept was also used in [34] [24].

**Definition 5.4 (Solution to nonlocal Neumann problems).** Let \(s \in (0, 1)\) and \(J_s\) satisfy [A]. Additionally, let \(F_s \in V^s_\text{loc}(\Omega \mid \mathbb{R}^d)\)' and \(G_s \in \mathbb{T}^s(\Omega)'\). We say \(u \in V^s_\text{loc}(\Omega \mid \mathbb{R}^d)\) is a weak solution to the Neumann problem

\[
L_s u = F_s \text{ in } \Omega, \\
N_s u = G_s \text{ on } \partial\Omega,
\]

if

\[
\mathcal{E}^s(u, v) = F_s(v) + G_s(\text{Tr } v) \text{ for any } v \in V^s_\text{loc}(\Omega \mid \mathbb{R}^d). \tag{N^s}
\]

Analogously to the local case, we can solve the Neumann problem in the space \(V^s(\Omega \mid \mathbb{R}^d)\) instead of \(V^s_\text{loc}(\Omega \mid \mathbb{R}^d)\) if we assume the compatibility assumption \(F(1) + G(1) = 0\). Then the solutions will only be unique up to an additive constant, see [34] Theorem 4.9). We also want to mention that \(u \in V^s_\text{loc}(\Omega \mid \mathbb{R}^d)\) is a solution to [A], if and only if it minimizes the functional \(v \mapsto \frac{1}{2} \mathcal{E}^s(v, v) - F(v) - G(v)\) in \(V^s_\text{loc}(\Omega \mid \mathbb{R}^d)\). This is proven in [34] Proposition 4.7.
The following lemma connects linear functionals on $\mathcal{T}^s(\Omega^c)$ with $\mathcal{N}_s(V^s(\Omega \mid \mathbb{R}^d))$. It is a minor modification of [35 Theorem 4.10].

**Lemma 5.5 (Theorem 4.10).** Let $J_s$ satisfy (A). For any $l \in \mathcal{T}^s(\Omega^c)'$ there exists $w \in V^s(\Omega \mid \mathbb{R}^d)$ such that for any $v \in C_c^\infty(\Omega)$

$$l(v) = \int_{\Omega^c} N_s w(y) v(y) \, dy.$$

In particular, if $g : \Omega^c \to \mathbb{R}$ is a measurable function such that $l_g := (g, \cdot)_{L^2(\Omega^c)}$ is a continuous functional on $\mathcal{T}^s(\Omega^c)$, then there exists $w \in V^s(\Omega \mid \mathbb{R}^d)$ such that $g = N_s w$ a.e. on $\Omega^c$.

**Proof.** $(g, \cdot)_{L^2(\Omega^c)} + \mathcal{E}_s(\cdot, \cdot)$ is an equivalent inner product on $V^s(\Omega \mid \mathbb{R}^d)$ by condition (A). The result follows from [35 Theorem 4.10].

For the convergence of solutions we need the existence of solutions to (\ref{Navier}) with a robust bound in $V^s(\Omega \mid \mathbb{R}^d)$ for $s \to 1^-$. Therefore, we recall the robust Poincaré inequality for $V^s(\Omega \mid \mathbb{R}^d)$ proven by Foghem in [35]. This is an essential tool for proving the existence of solutions via the Lax-Milgram lemma. Furthermore, the robust Poincaré inequality and the robust trace continuity, see Theorem 1.2, enables us to pick the constant $C(d, \Omega, s_s)$ in the inequality in Theorem 5.7 such that it only depends on a lower bound on $s$. This robustness is crucial for the convergence of solutions.

**Lemma 5.6 (Robust Poincaré inequality, [35 Corollary 5.43]).** Let $s_s \in (0, 1)$ and $s \in (s_s, 1)$. There exists a constant $C = C(d, \Omega, s_s)$ such that

$$\|u - \frac{1}{|\Omega|} \int_{\Omega} u\|_{L^2(\Omega)} \leq C \|[u, u]_{V^s(\Omega \mid \mathbb{R}^d)}\|_2$$

for every $u \in V^s(\Omega \mid \mathbb{R}^d)$.

The next theorem proves the existence of solutions to the Neumann problem for operators $L_s$ which are comparable to $(-\Delta)^s$. The novelty of Theorem 5.7 is a uniform bound in $V^s$ depending only on a lower bound on $s$. The existence of solutions is known in the literature, we refer the reader to [24 Theorem 3.6] and [34 Theorem 4.9]. We apply standard techniques and pay particular attention to the independence of the constant $C = C(d, \Omega, s_s)$ on $s$.

**Theorem 5.7 (Existence of solutions with a robust bound).** Let $s \in (0, 1)$, $G \in \mathcal{T}^s(\Omega^c)'$, $F \in V^s(\Omega \mid \mathbb{R}^d)'$ and $J_s$ satisfy (A). There exists a weak solution $u \in V^s_+(\Omega \mid \mathbb{R}^d)$ to the problem (\ref{Navier}). Additionally, for $s_s \in (0, s)$, there exists a constant $C = C(d, \Omega, s_s) > 0$, such that the solution $u$ satisfies the bound

$$\|u\|_{V^s_+(\Omega \mid \mathbb{R}^d)} \leq C \|F\|_{V^s_+ \to \mathbb{R}} + \|G\|_{\mathcal{M}_s \to \mathbb{R}}.$$

**Proof.** $V^s_+(\Omega \mid \mathbb{R}^d)$ is a closed subspace of $V^s(\Omega \mid \mathbb{R}^d)$ and, thus, a separable Hilbert space. Notice that $V^s_+(\Omega \mid \mathbb{R}^d) \ni \phi \mapsto G(\text{Tr} \phi)$ is a continuous, linear functional in $V^s_+(\Omega \mid \mathbb{R}^d)'$ since $\text{Tr} : V^s(\Omega \mid \mathbb{R}^d) \to \mathcal{T}^s(\Omega^c)$ is linear and continuous by Theorem 1.2. Additionally, the bilinear form $\mathcal{E}^s : V^s_+(\Omega \mid \mathbb{R}^d) \times V^s_+(\Omega \mid \mathbb{R}^d) \to \mathbb{R}$ is continuous. To use the Lax-Milgram lemma it remains to show coercivity. Let $s_s \in (0, s)$. For $u \in V^s_+(\Omega \mid \mathbb{R}^d)$, by Poincaré inequality Lemma 5.6, exists a constant $c_1 = c_1(d, \Omega, s_s)$ such that

$$\mathcal{E}^s(u, u) \geq \frac{1}{\Lambda} \|[u, u]_{V^s(\Omega \mid \mathbb{R}^d)}\|_2 + \frac{1}{\Lambda} \|u - \frac{1}{|\Omega|} \int_{\Omega} u\|_{L^2(\Omega)}^2 \geq \frac{1}{\Lambda} \|u\|_{V^s_+(\Omega \mid \mathbb{R}^d)}^2.$$
Here we used Theorem 1.2 to estimate \( \|\text{Tr} \ u\|_{\mathcal{T}^s(\Omega^c)} \leq c_2 \|u\|_{V^s(\Omega; \mathbb{R}^d)} \), with \( c_2 = c_2(\Omega, s_*) \). Thus, we conclude the result with \( C := \frac{2Nc}{1 + c_1} \).

5.1. Related literature. Before we state our convergence theorems, we discuss related results in the literature. Foghem and Kassmann considered in [34, Theorem 5.4] weak nonlocal Neumann problems of the form

\[
(\Delta)^s u_s = f_s \text{ in } \Omega, \quad N_s u_s = N_s \varphi \text{ on } \Omega^c,
\]

i.e. \( \mathcal{E}^s(u, v) = (f_s, v)_{L^2(\Omega)} + (N_s \varphi, v)_{L^2(\Omega^c)} \) for all \( v \in V^s(\Omega; \mathbb{R}^d) \), with \( f_s \in L^2(\Omega) \) and \( \varphi \in C^2_0(\mathbb{R}^d) \). Here the weak solution concept matches \((\mathcal{N}_s)\). If \( \{f_s\} \) converges weakly to some \( f \in L^2(\Omega) \) the authors have proven that \( \{u_s\} \) converges in \( L^2(\Omega) \) to a solution \( u \in H^1_1(\Omega) \) of the local Neumann problem

\[
-\Delta u = (f, \cdot)_{L^2(\Omega)} \text{ in } \Omega, \quad \partial_n u = (\partial_n \varphi, \cdot)_{L^2(\Omega^c)} \text{ on } \partial \Omega.
\]

Additionally, for all \( v \in H^1(\mathbb{R}^d) \)

\[
[u_s, v]_{V^s(\Omega; \mathbb{R}^d)} \rightarrow [u, v]_{H^1(\Omega)}, \quad \text{as } s \rightarrow 1 - .
\]

In [35] Foghem proved this convergence result for a larger class of integro-differential operators \( L_s \). This includes the case where the integral kernel is comparable to the one of the fractional Laplacian, see [34]. The limit function solves a Neumann problem with a second order elliptic differential operator in divergence form. The key ingredients are an asymptotic compactness result, see [12], [51, Theorem 2.1], [35, Theorem 5.76], and

\[
\int_{\Omega^c} N_s \varphi(x) v(x) \, dx \rightarrow \int_{\partial \Omega} \partial_n \varphi(x) \gamma(v(x)) \, d\sigma(x)
\]

for \( v \in H^1(\mathbb{R}^d) \), see [35, Lemma 5.75]. Recall that \( \gamma : H^1(\Omega) \rightarrow H^{1/2}(\partial \Omega) \) denotes the classical trace operator. This convergence has been proven for the fractional Laplacian in [24, Proposition 5.1]. Corollary 5.9 allows us to considerably relax the assumption on the Neumann data using the convergence of the trace spaces \( T^s(\Omega^c) \) to \( H^{1/2}(\partial \Omega) \), see [Theorem 5.14] and [Remark 5.15].

An early approach to Neumann problems for the fractional Laplacian has been done by Dipierro, Ros-Oton and Valdinoci in [24]. Their solution concept is different from ours and the test space in \((\mathcal{N}_s)\) depends on the Neumann data, see [24, Definition 3.6, Equation (3.1)]. Therefore, they could not study the inhomogeneous problem. Regularity results for the homogeneous Neumann problem can be found in [4, Theorem 1.1, Theorem 1.3] by Audrito, Felipe-Navarro and Ros-Oton. In [1, Theorem 1.1] by Abatangelo representations of \((-\Delta)^s u\) as a regional operator for functions \( u \) satisfying \( N_s u = 0 \) were proven. Existence theory for solutions to a Neumann problem for the fractional Schrödinger equation was done in [16, Theorem 1.1] by Chen. The case of the fractional \( p \)-Laplacian, including the discussion of eigenvalue problems, can be found in [20, 19, 20] by Mungai and Prieto-Llitti. Various nonlocal Neumann problems with nonlinearities were studied in [20] by Cinti and Colasuonno, [2] by Alves and Torres Ledesma and [5] by Bahrouni and Salort. In [37] Fréderic, Vollmann and Vu considered Neumann problems for a large class of symmetric and nonsymmetric, nonlocal integro-differential operators and proved Poincaré inequalities as well as well posedness results. Additionally, they studied Robin problems and proved a representation formula for solutions, which is a generalization of the work in [1].

For the higher order fractional Laplacian we refer the reader to [9] by Barrios et al. Mixed Dirichlet and Neumann problems have been studied in the context of peridynamics by Du, Tian and Zhou in [29]. They also proved convergence results of solutions as the operators localize. Nonlocal diffusion equations for the regional fractional Laplacian with Neumann condition were studied in [21, 22] by Cortazar et al., [15] by Chasseigne, Chaves and Rossi. For the spectral fractional Laplacian and related Neumann problems we refer the reader to [47] by Montefusco, Pellacci and Verzini, [60] by Stinga and Volzone. Deterministic reflections of the diffusion corresponding to the fractional Laplacian were considered [8, 7] by Barles et al. The boundary condition \( \partial_n (u/\partial x) = g \) on \( \partial \Omega \) and \( u = 0 \) on \( \Omega^c \) was considered by Grubb in [11]. A detailed discussion on these different approaches can be found in [24, Section 7].
5.2. Convergence of nonlocal Neumann problems to local Neumann problems. In order to prove the convergence of solutions to \( \mathcal{N}_s \) to solutions of \( \mathcal{N}^{\text{local}}_s \), we need to show that if \( G_s \in \mathcal{T}^s(\Omega)^\prime \) is given as the Neumann data in \( \mathcal{N}_s \) for all \( s \), then there exists \( G \in H^{1/2}(\partial\Omega)^\prime \) such that \( G_s \to G \) weakly as \( s \to 1^- \). In contrast to the approach in \cite{35}, we use the convergence of \( \mathcal{T}^s(\Omega)^\prime \) to \( H^{1/2}(\partial\Omega) \) in the sense of \cite{31} and the compactness result \cite{Lemma 3.5} to guarantee the existence of \( G \).

**Theorem 5.8.** We fix \( s_* \in (0, 1) \). Let \( g_s \in \mathcal{T}^s(\Omega) \) (resp. \( g_s \in L^2(\Omega^s, \tau_s) \)) be a family of functions for \( s \in (s_*, 1) \) such that

\[
\sup_{s \in (s_*, 1)} \|g_s\|_{\mathcal{T}^s(\Omega)} < \infty \quad (\text{resp.} \quad \sup_{s \in (s_*, 1)} \|g_s\|_{L^2(\Omega^s, \tau_s)} < \infty).
\]

There exists \( g \in H^{1/2}(\partial\Omega) \) (resp. \( g \in L^2(\partial\Omega) \)) and a sequence \( \{s_n\} \) with \( s_n \to 1^- \) as \( n \to \infty \) such that \( \{g_{s_n}\} \) converges to \( g \) weakly in the sense of \cite{Definition 3.3} w.r.t. \( H_n = \mathcal{T}^{s_n}(\Omega) \) (resp. \( H_n = L^2(\Omega^s, \tau_s) \)) and \( H = H^{1/2}(\partial\Omega) \) (resp. \( H = L^2(\partial\Omega) \)). In particular, for any \( v \in H^1(\mathbb{R}^d) \)

\[
\lim_{n \to \infty} \left( g_{s_n}, \text{Tr} v \right)_{\mathcal{T}^{s_n}(\Omega)} = (g, \tilde{\gamma}(v)_{\partial\Omega})_{H^{1/2}(\partial\Omega)}
\]

(\text{resp.} \quad \lim_{n \to \infty} \left( g_{s_n}, \text{Tr} v \right)_{L^2(\Omega^s, \tau_s)} = (g, \tilde{\gamma}(v)_{\partial\Omega})_{L^2(\partial\Omega)})

Proof. We prove both statements together. Let \( H_s := \mathcal{T}^s(\Omega) \) (resp. \( H_s := L^2(\Omega^s, \tau_s) \)) and \( H := H^{1/2}(\partial\Omega) \) (resp. \( H := L^2(\partial\Omega) \)). From \cite{Theorem 4.4} and \cite{Lemma 3.5} we immediately get the existence of a sequence \( \{s_n\} \) such that \( \{g_{s_n}\} \) converges weakly to some \( g \in H \) in the sense of \cite{Definition 3.3}. Now, we fix \( v \in H^1(\mathbb{R}^d) \). Notice that the constant sequence \( v_n := v_{\partial\Omega} \) is in \( H_{s_n} \) for all \( n \) by \cite{Proposition 4.3} and converges to \( \tilde{\gamma}(v)_{\partial\Omega} \) in the sense of \cite{Definition 3.2} by \cite{Theorem 1.3}. This is due to the construction of \( \Phi_n \) in the proof of \cite{Theorem 4.7} and since

\[
\lim_{n \to \infty} \|(E \circ \tilde{\gamma} v_n) - v_{\partial\Omega}\|_H = 0
\]

by \cite{Proposition 4.4} and \cite{Theorem 1.4}.

**Corollary 5.9.** Fix any sequence \( \{s_n\} \subset (0, 1) \) that converges to \( 1 \) and \( G_n \in \mathcal{T}^{s_n}(\Omega)^\prime \). Suppose \( \{G_n(v)_{\partial\Omega}\} \) is a Cauchy sequence in \( \mathbb{R} \) for every \( v \in H^1(\mathbb{R}^d) \) and \( \sup_n \|G_n\|_{\mathcal{T}^{s_n}} < \infty \). There exists \( G \in H^{1/2}(\partial\Omega)^\prime \) such that for any \( v \in H^1(\mathbb{R}^d) \)

\[
\lim_{n \to \infty} G_n(v)_{\partial\Omega} = G(v)_{\partial\Omega}.
\]

Proof. By Riesz-representation theorem, there exists a unique \( g_n \in \mathcal{T}^{s_n}(\Omega)^\prime \) such that \( G_n = (g_n, \cdot)_{\mathcal{T}^{s_n}(\Omega)^\prime} \). The result follows from \cite{Theorem 5.8}. Lastly, the original sequence converges since we assumed \( \{G_n(v)_{\partial\Omega}\} \) is a Cauchy sequence in \( \mathbb{R} \).

For solutions \( u_n \in V^s(\Omega, \mathbb{R}^d) \to \{N_s\} \) the next theorem is the key tool to guarantee the existence of a limit function \( u \in H^1_\text{loc}(\Omega) \), which will be a solution to the local Neumann problem \( \mathcal{N}^{\text{local}}_s \). Asymptotic compactness is crucial in the proof of this theorem, see \cite{12, 31, 35}. This theorem is a slight modification of \cite{35} and \cite{Theorem 5.76}.

**Theorem 5.10.** \cite{35}, \cite{Theorem 5.76}. Let \( s_* \in (0, 1) \). For any \( s \in (s_*, 1) \) let \( j_s : \mathbb{R}^d \times \mathbb{R}^d \to (0, \infty) \) be a kernel that satisfies \( \mathcal{A} \). We define the symmetrization \( J_s(x, y) := \frac{1}{2}(j_s(x, y) + j_s(y, x)) \). Let \( u_s \in V^s(\Omega, \mathbb{R}^d) \) such that

\[
\sup_{s \in (s_*, 1)} \|u_s\|_{V^s(\Omega, \mathbb{R}^d)} < \infty.
\]

There exists \( u \in H^1(\Omega) \) and a sequence \( \{s_n\} \) with \( s_n \to 1 \) as \( n \to \infty \) such that \( \{u_{s_n}\} \) converges to \( u \) in \( L^2(\Omega) \) and for any \( v \in H^1(\mathbb{R}^d) \)

\[
\lim_{n \to \infty} \mathcal{E}^{s_n}(u_{s_n}, v) = \mathcal{E}^A(u, v)_{|\Omega},
\]

[34]
Corollary 5.11. Fix any sequence \( \{F\} \) and is given by \( A(\cdot) = (a_{i,j}(\cdot))_{i,j} \).

\[
a_{i,j}(x) := \lim_{s \to 1} \frac{1}{2} \int_{B_j(0)} h_i h_j j_s(x, x + h) \, dh, \quad \delta > 0.
\] (5.3)

The last expression is independent of \( \delta \).

**Proof.** Firstly, the symmetrization \( J_s \) obviously satisfies \( \mathbf{A} \). In [35, Theorem 5.76] the result has been proven for symmetric \( j_s \). Recall that \( E^s(\cdot, \cdot) \) is equipped with the kernel \( J_s \). Due to the symmetry of the double integral

\[
E^s(u, v) = \frac{1}{2} \int_{(\Omega \times \Omega)^c} (u(x) - u(y))(v(x) - v(y)) j_s(x, y) \, dy \, dx.
\]

Therefore, the symmetrization defines the same bilinear form. By adapting the proof of [35, Theorem 5.69] yields for \( u \in H^1(\Omega) \)

\[
\lim_{s \to 1} \frac{1}{2} \int_{\Omega \times \Omega} (u(x) - u(y))^2 J_s(x, y) \, dy \, dx = \lim_{s \to 1} \frac{1}{2} \int_{\Omega \times \Omega} (u(x) - u(y))^2 j_s(x, y) \, dy \, dx = E^A(u, u). \quad (5.4)
\]

Now, [Theorem 5.10] follows with the same arguments as in the proof of [35, Theorem 5.76], the only essential difference being that we use (5.4) as a replacement for [35, Theorem 5.69].

The next corollary guarantees a weak limit for the inhomogeneities in \( \{N_i\} \) as \( s \) approaches 1 from below.

**Corollary 5.11.** Fix any sequence \( \{s_n\} \subset (0, 1) \) that converges to 1 from below and \( F_n \in V_{+2}^s(\Omega, \mathbb{R}^d)' \). Suppose \( \{f_n(v)\} \) is a Cauchy sequence in \( \mathbb{R} \) for every \( v \in H^1(\mathbb{R}^d) \cap L^2_2(\Omega) \) and \( \sup_n \|F_n\|_{V_{+2}^s \to \mathbb{R}} < \infty \).

There exists \( F \in H^1_{+2}(\Omega)' \) such that

\[
F_n(v) \to F(v|_{\Omega})
\]

for any \( v \in H^1(\mathbb{R}^d) \cap L^2_2(\Omega) \).

**Proof.** By Riesz-representation theorem, there exist \( f_n \in V_{+2}^s(\Omega, \mathbb{R}^d) \) such that \( F_n = (f_n, \cdot)_{V_{+2}^s(\Omega, \mathbb{R}^d)'} \). Since \( \|f_n\|_{V_{+2}^s(\Omega, \mathbb{R}^d)} = \|F_n\|_{V_{+2}^s \to \mathbb{R}} \) is bounded in \( n \), [Theorem 5.10] yield the existence of \( f \in H^1(\Omega) \) and a subsequence \( \{n_k\} \) such that \( f_{n_k} \to f \) in \( L^2(\Omega) \) and \( (f_{n_k}, v)_{V_{+2}^s(\Omega, \mathbb{R}^d)} \to (f, v)_{H^1(\Omega)} \) for \( v \in H^1(\mathbb{R}^d) \cap L^2_2(\Omega) \). Since \( f_{n_k} \to f \) in \( L^2(\Omega) \) and \( f_{n_k} \in L^2_2(\Omega) \), we have \( f \in H^1_{+2}(\Omega) \). By the Cauchy condition, the convergence holds for the original sequence. We set \( F := (f, \cdot)_{H^1_{+2}(\Omega)} \in H^1_{+2}(\Omega)' \).

Now we can prove our first convergence result.

**Theorem 5.12** (Convergence of Neumann Problems I). Let \( \{s_n\} \) be a sequence converging to 1 from below and \( J_{s_n} \) satisfy \( \mathbf{A} \). Fix \( G_n \in \mathcal{T}^n(\Omega')' \) for all \( n \in \mathbb{N} \) such that

\begin{enumerate}
\item[(N1)] \( \{G_n(v|_{\Omega'})\} \) is a Cauchy sequence in \( \mathbb{R} \) for every \( v \in H^1(\mathbb{R}^d) \).
\item[(N2)] \( \sup_n \|G_n\|_{\mathcal{T}^n_{s_n} \to \mathbb{R}} < \infty \).
\end{enumerate}

Let \( F_n \in V_{+2}^s(\Omega, \mathbb{R}^d)' \) for all \( n \in \mathbb{N} \) such that

\begin{enumerate}
\item[(I1)] \( \{F_n(v)\} \) is a Cauchy sequence in \( \mathbb{R} \) for every \( v \in H^1(\mathbb{R}^d) \cap L^2_2(\Omega) \).
\item[(I2)] \( \sup_n \|F_n\|_{V_{+2}^s \to \mathbb{R}} < \infty \).
\end{enumerate}

There exist \( F \in H^1_{+2}(\Omega)' \), \( G \in H^{1/2}(\partial \Omega)' \) and \( u \in H^1(\Omega) \) solving \( (N_{+2}^{\text{loc}}) \) with \( A \) given by (5.3). Additionally, the weak solutions \( u_n \in V_{+2}^s(\Omega, \mathbb{R}^d) \) to \( (N_n) \), i.e. \( \mathcal{L}_{s_n} u_n = F_n \) in \( \Omega \) and \( N_{s_n} u_n = G_n \) on \( \Omega' \) converge to \( u \) in \( L^2(\Omega) \) and

\[
E^{s_n}(u_n, v) \to E^A(u, v|_{\Omega})
\]

for all \( v \in H^1(\mathbb{R}^d) \cap L^2_2(\Omega) \).

**Remark 5.13.** 1) In sight of [Theorem 5.8] and [Theorem 5.10] it is clear that one can drop the conditions (N1) and (I1) and receive the statement in [Theorem 5.12] for a subsequence.
Now let \( u \) be a solution of \( \Delta u = f \) in \( \Omega \). We fix \( v \in V^s_\perp(\Omega) \) and \( (h_s,v) \) in the proof of Theorem 5.12 as inhomogeneities in \( (N_4) \), where \( \{h_s\} \) is a bounded sequence in \( L^2(\Omega) \). We set \( F_s(v) := (h_s,v)_{L^2(\Omega)} \) for \( v \in V^s_\perp(\Omega) \). Then \( F_s \) satisfies the condition \( (N_2) \) since

\[
\|h_s\|_{L^2(\Omega)} = \sup_{\|v\|_{L^2(\Omega)} \leq 1} \left| \int_{\Omega} h_s v \right| \geq \sup_{v \in V^s_\perp(\Omega) \cap \{\|v\|_{L^2(\Omega)} \leq 1\}} \left| \int_{\Omega} h_s v \right| = \|F_s\|_{V^s_\perp(\Omega) \rightarrow R}.
\]

Thus the condition \( (N_2) \) is more general than the assumptions on the inhomogeneity in Theorem 5.4.

Proof of Theorem 5.13. Under conditions \( (N_1), (N_2), (I_1), (I_2) \) it follows by Corollary 5.9 and Corollary 5.11 that there exists \( G \in H^{1/2}(\partial\Omega)' \) and \( F \in H^1_0(\Omega) \) such that we have for all \( v \in H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega) \)

\[
\lim_{n \to \infty} G_n(v|_{\Omega'}) = G(\tilde{v}|_{\Omega'});
\]

as well as

\[
\lim_{n \to \infty} F_n(v) = F(v|_{\Omega}).
\]

Now let \( u_n \in V^s_\perp(\Omega) \) be the weak solution to the Neumann problem \( (N_4) \) from Theorem 5.7, i.e.

\[
\mathcal{E}^{u_n}(u_n,v) = F_n(v) + G_n(v|_{\Omega'})
\]

for all \( v \in V^s_\perp(\Omega) \). By Theorem 5.7 there exists a constant \( c_1 = c_1(d,\Omega) \) such that

\[
\sup_n \|u_n\|_{V^s_\perp(\Omega)} \leq c_1 \sup_n \left( \|F_n\|_{V^s_\perp(\Omega) \rightarrow R} + \|G_n\|_{V^s_\perp(\Omega) \rightarrow R} \right) < \infty.
\]

By Theorem 5.10 there exists \( u \in H^1(\Omega) \) and a subsequence \( \{u_{n_k}\} \) such that for any \( v \in H^1(\mathbb{R}^d) \)

\[
\lim_{k \to \infty} \mathcal{E}^{u_{n_k}}(u_{n_k},v) = \mathcal{E}^A(u,v|_{\Omega})
\]

and \( \{u_{n_k}\} \) converge to \( u \) in \( L^2(\Omega) \). Thus, \( \int_{\Omega} u = 0 \) since \( \int_{\Omega} u_n = 0 \) for all \( n \). Finally, we conclude for all \( v \in H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega) \) the equality

\[
\mathcal{E}^A(u,v|_{\Omega}) = F(v|_{\Omega}) + G(\tilde{v}|_{\Omega'}).
\]

Since \( \Omega \) is a Sobolev extension domain, there exists \( \tilde{v} \in H^1(\mathbb{R}^d) \cap L^2(\Omega) \) for any \( v \in H^1(\Omega) \) such that \( \tilde{v} = v \) in \( \Omega \). By construction of the traces operators \( \tilde{\gamma}, \gamma \), the identity \( \tilde{\gamma}(\tilde{v}|_{\Omega'}) = \gamma v \) holds. Thus, \( u \) is the unique weak solution of \( (N_4) \). To argue the convergence of the original sequence \( \{u_n\} \), we choose an arbitrary subsequence and repeat the procedure above. The result follows from the uniqueness of the solution \( u \).

Theorem 5.14 (Convergence of Neumann Problems II). Let \( \{s_n\} \) be a sequence converging to \( 1 \) from below, \( J_{s_n} \) be symmetric kernels satisfying \( (A) \) and \( g_n \in L^2(\Omega^c,\tau_{s_n}^{-1}) \) such that

\[
(N_3) \quad \{(g_n,\cdot)_{L^2(\Omega^c)}\} \text{ is a Cauchy sequence in } \mathbb{R} \text{ for every } v \in H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega),
\]

\[
(N_4) \quad \sup_n \|g_n\|_{L^2(\Omega^c,\tau_{s_n}^{-1})} < \infty.
\]

Furthermore, let \( f_n \in L^2(\Omega) \) converge weakly in \( L^2(\Omega) \) to some \( f \in L^2(\Omega) \). There exist \( \tilde{g} \in L^2(\partial\Omega) \) and a unique function \( u \in H^1_0(\Omega) \) solving \( (N_3^{\text{loc}}) \) with \( A(\cdot) \) given by \( (A) \), inhomogeneity \( f(\cdot) \) in \( \Omega \), and Neumann data \( (g_n,\cdot)_{L^2(\Omega^c)} \) and \( \text{inhomogeneity } (f_n,\cdot)_{L^2(\Omega^c)} \) in \( \Omega \). Additionally, let \( u_n \in V^s_\perp(\Omega) \) be the unique weak solutions to \( (N_4^{\text{loc}}) \) with \( J_{s_n} \) having the kernel \( J_{s_n} \), inhomogeneity \( (f_n,\cdot)_{L^2(\Omega^c)} \) and Neumann data \( (g_n,\cdot)_{L^2(\Omega^c)} \). Then \( u_n \) converges to \( u \) in \( L^2(\Omega) \) and

\[
\mathcal{E}^{u_n}(u_n,v) \to \mathcal{E}^A(u,v|_{\Omega})
\]

for all \( v \in H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega) \).
Again the condition (N3) can be dropped and the statement of Theorem 5.14 can be recovered for a subsequence.

Proof. First notice that \((f_n, \cdot)_{L^2(\Omega)} \in V^*_{\text{loc}}(\Omega | \mathbb{R}^d)'\). Now define \(h_n := g_n \tau_{n^{-1}}^1\). Thus,

\[
(g_n, \cdot)_{L^2(\Omega')} = (h_n, \cdot)_{L^2(\Omega', \tau_{n^{-1}})} \in \mathcal{T}^*_{\text{loc}}(\Omega')'.
\]

The sequence \(\{h_n\}\) is bounded in \(L^2(\Omega', \tau_{n^{-1}})\) since \(\|h_n\|_{L^2(\Omega', \tau_{n^{-1}})} = \|g_n\|_{L^2(\Omega', \tau_{n^{-1}})}\) and (N4). By Theorem 4.7 the spaces \(L^2(\Omega', \tau_{n^{-1}})\) converge to \(L^2(\partial \Omega)\) in the sense of Definition B.1. Hence Lemma B.5 and Theorem 5.8 yield the existence of \(g \in L^2(\partial \Omega)\) such that for all \(v \in H^1(\mathbb{R}^d) \cap L^2(\Omega)\)

\[
\lim_{n \to \infty} (g_n, v)_{L^2(\Omega')} = \lim_{n \to \infty} (h_n, v)_{L^2(\Omega', \tau_{n^{-1}})} = (g, \tilde{\gamma} v_{\partial \Omega})_{L^2(\partial \Omega)}.
\]  

(5.5)

We don’t have to consider a subsequence because of (N3). By Theorem 5.7 there exists a solution \(u_n \in V^*_{\text{loc}}(\Omega | \mathbb{R}^d)\) satisfying

\[
\mathcal{E}^n(u_n, v) = (f_n, v)_{L^2(\Omega)} + (h_n, v)_{L^2(\Omega', \tau_{n^{-1}})} = (f_n, v)_{L^2(\Omega)} + (g_n, v)_{L^2(\Omega')}
\]

for all \(v \in V^*_{\text{loc}}(\Omega | \mathbb{R}^d)\). Additionally, there exists \(c_1 = c_1(d, \Omega) > 0\) such that

\[
\sup_n \|u_n\|_{V^*_{\text{loc}}(\Omega | \mathbb{R}^d)} \leq c_1 \sup_n (\|f_n\|_{L^2(\Omega)} + \|g_n\|_{L^2(\Omega', \tau_{n^{-1}})} < \infty.
\]

This is finite by (N4) and since \(\{f_n\}\) is uniformly bounded in \(L^2(\Omega)\). By Theorem 5.10 there exists \(u \in H^1(\Omega)\) and a subsequence \(\{s_{n_k}\}\) such that for any \(v \in H^1(\mathbb{R}^d)\)

\[
\lim_{k \to \infty} \mathcal{E}_{s_{n_k}}(u_{n_k}, v) = \mathcal{E}(u, v|[\Omega]).
\]

Furthermore, \(\{u_{n_k}\}\) converges to \(u\) in \(L^2(\Omega)\). Thus, \(u \in H^1(\Omega)\) since \(u_{n_k} \in V^*_{\text{loc}}(\Omega | \mathbb{R}^d)\) for all \(n\). Together with (5.5) and the weak convergence of \(\{f_n\}\) we conclude for all \(v \in H^1(\mathbb{R}^d)\)

\[
\lim_{k \to \infty} \mathcal{E}_{s_{n_k}}(u_{n_k}, v) = \mathcal{E}(u, v|[\Omega]).
\]

As in the proof of Theorem 5.12 \(u\) is the unique weak solution of \(N_{\text{loc}}^\infty\). To argue the convergence of the original sequence \(\{u_{n_k}\}\), we choose an arbitrary subsequence and repeat the procedure above. The result follows from the uniqueness of the solution \(u\).

\[
\square
\]

Remark 5.15. In [34] Theorem 5.4] the convergence of Neumann problems has been proven for \(g_s := N_s \varphi\) with \(\varphi \in C^2(\mathbb{R}^d)\) and \(L_s := (-\Delta)^{1/2}\). For \(\varphi \in C_{\text{b}}^2(\mathbb{R}^d)\) a calculation yields \(\sup_{s \in (s_{\infty}, 1)} \|g_s\|_{L^2(\Omega', \tau_{s^{-1}})} < \infty\).

Therefore, [34] Theorem 5.4 is a consequence of Theorem 5.14. Additionally, for \(\varphi \in C^2(\mathbb{R}^d)\) [34] Lemma 5.3] implies that the limit function \(g\) from Theorem 5.14 satisfies \(g = \partial_\nu \varphi\) a.e..

5.3. Approximation of local Neumann problems by nonlocal Neumann problems. On the contrary, we want to approximate the solution \(u\) to the local Neumann problem \(N_{\text{loc}}^\infty\) with inhomogeneity \(F\) and Neumann boundary data \(G_s\) by a sequence of solutions to the nonlocal problem. In sight of Theorem 5.12 we need to pick kernels \(J_s\) satisfying (A), inhomogeneities \(F_s \in V^*_{\text{loc}}(\Omega | \mathbb{R}^d)'\) and Neumann data \(G_s \in \mathcal{T}(\Omega')'\) that satisfy the conditions (I1), (I2), (N1) and (N2). In the following proposition we give a possible choice of kernels \(J_s\) that yield a given symmetric matrix satisfying (5.1).

Proposition 5.16 (\[34\]). Let \(A(\cdot) : \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d\) be a symmetric matrix-valued function satisfying the ellipticity condition (5.1). Define

\[
j_s(x, x + h) := \kappa_{d, s} |B(x)h|^{-d-2s} |\det B(x)|,
\]

where \(B(x) := \sqrt{A(x)^{1/2}}\). Then \(j_s\) satisfies (A) and \(A(\cdot) = (a_{i,j}(\cdot))_{i,j}\) where \(a_{i,j}(\cdot)\) is given via (5.3).

Notice that \(j_s\) is in general nonsymmetric. We will later use the standard symmetrization \(J_s(x, y) = \frac{1}{2}(j_s(x, y) + j_s(y, x))\).
Proof. Let \( x \in \mathbb{R}^d \). \( A(x) \) is symmetric and positive definite, because \( A(\cdot) \) satisfies (5.1). Therefore, there exists \( O(x) \in \text{SO}(d) \) and positive eigenvalues \( \lambda_1(x), \ldots, \lambda_d(x) \) such that \( A(x) = O(x)M(x)^2O(x)^{-1} \) with the diagonal matrix

\[
M(x) := \begin{pmatrix}
\sqrt{\lambda_1(x)} & 0 & \cdots & 0 \\
0 & \sqrt{\lambda_2(x)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \sqrt{\lambda_d(x)}
\end{pmatrix}.
\]

Thus, \( B(x) = \sqrt{A(x)^{-1}} = O(x)^{-1}M(x)^{-1}O(x) \). By (5.1), there exists \( \lambda \geq 1 \) such that \( \lambda^{-1} \leq \lambda_i(x) \leq \lambda \) for all \( i \). Hence,

\[
|\det B(x)| = \frac{1}{\sqrt{\lambda_1(x) \cdots \lambda_d(x)}} \in [\lambda^{-d/2}, \lambda^{d/2}],
\]

\[
\lambda^{-1/2} |\xi| \leq |B(x)\xi| \leq \lambda^{1/2} |\xi|, \quad \xi \in \mathbb{R}^d.
\]

Thereby, \( j_s \) satisfies (A) with the constant \( \Lambda = \lambda^{d+s} \). We define \( D(x) := (d_{i,j}(x))_{i,j} := B(x)^{-1}r = 1/\sqrt{\lambda} \) and \( R := \sqrt{\lambda} \). Notice that (5.6) yields \( B_1(0) \subset B(x)B_1(0) \subset B_R(0) \). It remains to prove \( A(\cdot) = (a_{i,j}(\cdot))_{i,j} \).

We consider (I) and (II) separately. For (I) notice

\[
(I) = \sum_{k,l=1}^d d_{k,i}(x) dt_{j,j}(x) \frac{\lambda^{d+s}}{2} \int_{B_R(0)} \frac{y_i y_j}{|y|^{d+2s}} \, dy.
\]

By symmetry, \( E_{l,k} = 0 \) for \( l \neq k \). For \( l = k \)

\[
E_{k,k} = \frac{1}{d} \int_{B_R(0)} |y|^{-d+2(1-s)} \, dy = \frac{\omega_{d-1}}{\omega_d} \int_0^r t^{1-2s} \, dt = \frac{\omega_{d-1}}{2d(1-s)} \gamma^{2-2s}.
\]

Thus, by Proposition 2.1, we find, since \( A(x) \) is symmetric and therefore \( D(x) \) is symmetric,

\[
\lim_{s \to 1^-} (I) = \sum_{k=1}^d d_{k,i}(x) d_{k,j}(x) = (D(x) \cdot D(x))_{i,j} = (A(x))_{i,j}.
\]

It is left to show that (II) converges to 0 as \( s \to 1^- \).

\[
|\langle II \rangle| \leq \frac{\lambda^{d+s}}{2} \omega_{d-1} \int_r^\infty t^{-1+2(1-s)} \, dt = \frac{\lambda^{d+s}}{4(1-s)} \omega_{d-1} (R^{2-2s} - r^{2-2s}) \to 0, \text{ as } s \to 1^-.
\]

\( \square \)

**Theorem 5.17** (Convergence of Neumann Problems III). Let \( A(\cdot) : \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d \) be symmetric satisfying (5.1), \( G \in (H^{1/2}(\partial \Omega))' \) and \( F \in H^1_0(\Omega)' \). Let \( u \in H^1_0(\Omega) \) be the weak solution of (N''

There exist symmetric kernels \( J \) satisfying (A), \( G_s \in \mathcal{T}(\Omega')' \) and \( F_s \in V^*_s(\Omega, \mathbb{R}^d)' \) such that the unique weak solutions \( u_s \in V^*_s(\Omega, \mathbb{R}^d) \) to (N''

\[
\mathcal{E}^s(u_s, v) \to \mathcal{E}^A(u, v|\Omega), \quad s \to 1^-,
\]

for all \( v \in H^1(\mathbb{R}^d) \cap L^2(\Omega) \).
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Proof. Let $u \in H^1_1(\Omega)$ be the solution to $\nabla u = f$. By the Riesz-representation theorem, there exists $g \in H^{1/2}(\partial \Omega)$ such that $G = (g, \cdot)_{H^{1/2}(\partial \Omega)}$. The extension $E$ from Proposition 4.4 yields $Eg \in H^1(\Omega')$. Again Riesz-representation theorem yields a unique $f \in H^1_1(\Omega)$ such that $F = (f, \cdot)_{H^1_1(\Omega)}$. Since $\Omega$ is a Sobolev extension domain, we fix an extension $\tilde{F} \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$, see e.g. [22]. By Sobolev embeddings, see [23] Proposition 3.4, the extension satisfies $\tilde{F} \in V^1_1(\Omega, \mathbb{R}^d)$. We set $G_s := (E_g, \cdot)_{T-V} \in \mathcal{F}(\Omega')^T$ as well as $F_s := (\tilde{F}, \cdot)_{V^1_1(\Omega, \mathbb{R}^d)} \in V^1_1(\Omega, \mathbb{R}^d)$. Let $J_s$ be the kernel from Proposition 5.16 and define the standard symmetrization $J_s(x, y) := \frac{1}{2} (J_s(x, y) + J_s(y, x))$. By Theorem 5.7 there exist unique solutions $u_s \in V^1_1(\Omega, \mathbb{R}^d)$ to $\mathcal{A}$, i.e. $L_s$ is equipped with the kernel $J_s$, $\mathcal{L}_s u_s = F_s$ in $\Omega$ and $N_s u_s = G_s$ in $\Omega'$. By the convergence of the norms $\|\cdot\|_{V^1_1(\Omega, \mathbb{R}^d)} \rightarrow \|\cdot\|_{H^1_1(\Omega)}$, see [12] Corollary 2, [31] and [35] Theorem 3.4, (3.5), we conclude for every sequence $s_n \rightarrow 1$ and all $v \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$ the convergence

$$F_{s_n}(v) = (\tilde{F}, v)_{V^1_1(\Omega, \mathbb{R}^d)} = \frac{1}{2} \left( \|\tilde{F} + v\|_{V^1_1(\Omega, \mathbb{R}^d)}^2 - \|\tilde{F} - v\|_{V^1_1(\Omega, \mathbb{R}^d)}^2 \right)$$

$$\rightarrow \frac{1}{2} \left( \|f + v\|_{H^1_1(\Omega)}^2 - \|f - v\|_{H^1_1(\Omega)}^2 \right) = (f, v)_{H^1_1(\Omega)} = F(v)$$

by Theorem 1.4

$$G_{s_n}(v|\Omega) = (Eg, v|\Omega)_{T-V} = \frac{1}{2} \left( \|Eg + v|\Omega\|_{T-V}^2 - \|Eg - v|\Omega\|_{T-V}^2 \right)$$

$$\rightarrow \frac{1}{2} \left( \|\gamma + \tau(v|\Omega)\|_{H^1/2(\partial \Omega)}^2 - \|\gamma - \tau(v|\Omega)\|_{H^1/2(\partial \Omega)}^2 \right) = \gamma(v|\Omega)$$

The last equality follows from the construction of the trace operators $\gamma, \tau$ just as in Theorem 5.12. Thereby, for every $v \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$

$$\mathcal{E}^{s_n}(u_{s_n}, v) = F_{s_n}(v) + G_{s_n}(v|\Omega) \rightarrow F(v) + \gamma(v|\Omega) = \mathcal{E}^A(u, v|\Omega).$$

By Sobolev embeddings, see e.g. [23] Proposition 3.4, there exists a constant $c_1 \geq 1$ such that the inequality $\|\tilde{F}\|_{V^1_1(\Omega, \mathbb{R}^d)} \leq c_1 \|\tilde{F}\|_{H^1_1(\Omega)}$ holds for all $n$. Additionally, Proposition 4.4, Proposition 4.5 yield a constant $c_2 \geq 1$ such that $\|Eg\|_{T-V} \leq c_2 \|Eg\|_{H^1_1(\Omega)} \leq c_2 \|Eg\|_{H^{1/2}(\partial \Omega)}$. By Theorem 5.7 there exists a constant $c_3 \geq 1$ such that the solutions $u_{s_n}$ satisfy the bound

$$|u_{s_n}|_{V^1_1(\Omega, \mathbb{R}^d)} \leq c_3 \left( \|F_{s_n}\|_{V^1_1(\Omega, \mathbb{R}^d)} + \|G_{s_n}\|_{T-V} \right)$$

$$= c_3 \left( \|\tilde{F}\|_{V^1_1(\Omega, \mathbb{R}^d)} + \|Eg\|_{T-V(\Omega')} \right) \leq c_3 \left( c_1 \|\tilde{F}\|_{H^1_1(\Omega)} + c_2 \|Eg\|_{H^{1/2}(\partial \Omega)} \right)$$

for all $n$. By Theorem 5.10 and Proposition 5.16 there exists $u' \in H^1_1(\Omega)$ such that $u_{s_n}$ converges to $u'$ in $L^2(\Omega)$ and for every $v \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$

$$\mathcal{E}^{s_n}(u_{s_n}, v) \rightarrow \mathcal{E}^A(u', v|\Omega).$$

Thus, $\mathcal{E}^A(u', v|\Omega) = \mathcal{E}^A(u, v|\Omega)$ for every $v \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$. Plugging in $v := u - u'$ yields $u = u'$. Note that this is possible, since $u - u'$ has an extension in $H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$. □

Our last convergence theorem is in the spirit of Theorem 5.17 but we consider more specific inhomogeneities and Neumann data.

Theorem 5.18 (Convergence of Neumann Problems IV). Let $A(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}^d \times \mathbb{R}^d$ be a symmetric matrix-valued function satisfying (5.1), $g \in L^2(\partial \Omega)$ and $f \in L^2(\Omega)$. Additionally, let $u \in H^1_1(\Omega)$ be the weak solution to $\nabla u = f$ with inhomogeneity $(f, \cdot)_{L^2(\Omega)}$ and Neumann data $(g, \cdot)_{L^2(\partial \Omega)}$. There exists a sequence $\{s_n\}$, $s_n \rightarrow 1$, symmetric kernels $J_{s_n}$ satisfying (4.1) and a sequence of functions $g_{s_n} \in L^2(\Omega', \tau_{s_n}^{-1})$ such that the following holds. The sequence of weak solution $u_{s_n} \in V^1_1(\Omega, \mathbb{R}^d)$ to (4.1) with inhomogeneity $(f, \cdot)_{L^2(\Omega)}$ and Neumann data $(g_{s_n}, \cdot)_{L^2(\partial \Omega)}$ converges to $u$ in $L^2(\Omega)$ and

$$\mathcal{E}^{s_n}(u_{s_n}, v) \rightarrow \mathcal{E}^A(u, v|\Omega)$$

for all $v \in H^1(\mathbb{R}^d) \cap L^2_1(\Omega)$. 39
Proof. We begin by constructing an appropriate sequence of Neumann data. Fix a sequence \( \{h_n\} \) in \( H^{1/2}(\partial \Omega) \) converging to \( g \) in \( L^2(\partial \Omega) \). Using the operator \( E \) from Proposition 4.4 we define
\[
h^n_s := \tau_s E h^n.
\]
By Proposition 4.4, Proposition 4.5 and Theorem 1.2, there exists a constant \( c_1 \geq 1 \) such that for any \( v \in L^2(\Omega^c, \tau_n) \),
\[
\left| \langle (h^n_s, v)_{L^2(\Omega^c)} \rangle \right| \leq \| Eh_n \|_{L^2(\Omega^c, \tau_n)} \| v \|_{L^2(\Omega^c, \tau_n)} \leq c_1 \| Eh_n \|_{H^1(\Omega^c)} \| v \|_{L^2(\Omega^c, \tau_n)} \leq c_1^2 \| h_n \|_{H^{1/2}(\partial \Omega)} \| v \|_{L^2(\Omega^c, \tau_n)}.
\]
Thus, \( (h^n_s, \cdot)_{L^2(\Omega^c)} \in L^2(\Omega^c, \tau_n)' \). Our next goal is to find a diagonal sequence \( \{s_n\} \) such that \( Eh_n = \tau_n^{-1} h^n_{s_n} \in L^2(\Omega^c, \tau_n) \) converges to \( g \in L^2(\partial \Omega) \) in the sense of Definition B.2. In the notation of Theorem 4.7, Proposition 4.8 the following is true. For any \( m, n \in \mathbb{N} \) there exists \( s_{n,m} \in (0, 1) \) such that
\[
\left| \langle \Phi_{s_n} h_m - Eh_n \rangle_{L^2(\Omega^c, \tau_n)} - \| h_m - h_n \|_{L^2(\partial \Omega)} \right| = \left| \| Eh_m - Eh_n \|_{L^2(\Omega^c, \tau_n)} - \| h_m - h_n \|_{L^2(\Omega^c, \tau_n)} \right| \leq \frac{1}{n}
\]
for all \( s \in \{s_{n,m}, 1\} \). Therefore, for any \( n \in \mathbb{N} \) there exists \( s_n = \text{max}\{s_{n,1}, \ldots, s_{n,m}, 1-1/n\} \in (0, 1) \) such that
\[
\left| \langle \Phi_{s_n} h_m - Eh_n \rangle_{L^2(\Omega^c, \tau_n)} - \| h_m - h_n \|_{L^2(\partial \Omega)} \right| = \left| \| Eh_m - Eh_n \|_{L^2(\Omega^c, \tau_n)} - \| h_m - h_n \|_{L^2(\Omega^c, \tau_n)} \right| \leq \frac{1}{n}
\]
for all \( m \leq n \). Notice that \( s_n \to 1^- \) as \( n \to \infty \). In particular, for any \( m \in \mathbb{N} \)
\[
\limsup_{n \to \infty} \left| \langle \Phi_{s_n} h_m - Eh_n \rangle_{L^2(\Omega^c, \tau_n)} - \| h_m - g \|_{L^2(\partial \Omega)} \right| \leq \frac{1}{n} + \| h_n - g \|_{L^2(\partial \Omega)} = 0.
\]
Since \( h_m \to g \in L^2(\partial \Omega) \) and \( \lim\sup_{n \to \infty} \langle \Phi_{s_n} h_m - Eh_n \rangle_{L^2(\Omega^c, \tau_n)} = \lim_{n \to \infty} \| h_m - g \|_{L^2(\partial \Omega)} = 0 \), the sequence \( \{Eh_n\} \) converges to \( g \) in the sense of Definition B.2. By Proposition B.4 \( \{Eh_n\} \) converges weakly to \( g \) in the sense of Definition B.3 and \( \sup_n \| Eh_n \|_{L^2(\Omega^c, \tau_n)} < \infty \). In particular, for any \( v \in H^1(\Omega^c) \)
\[
\lim_{n \to \infty} \langle h^n_{s_n} v \rangle_{L^2(\Omega^c)} = \lim_{n \to \infty} \langle Eh_n v \rangle_{L^2(\Omega^c)} = (g, \gamma(v)_{\Omega^c})_{L^2(\Omega^c)}, \quad \tau_n^{-1} \langle h^n_{s_n} v \rangle_{L^2(\Omega^c, \tau_n)} = \sup_n \| Eh_n \|_{L^2(\Omega^c, \tau_n)} \leq \langle g \rangle_{\Omega^c},
\]
(5.7)
(5.8)

We define \( g_n := h^n_{s_n} \in L^2(\Omega^c, \tau_n^{-1}) \). Recall that \( (g_n, \cdot)_{L^2(\Omega^c)} \in \ell^\infty(\Omega^c) \). Let \( J_{s_n} \) be the kernels from Proposition 5.16. By Theorem 5.7 there exist unique solutions \( u_n \in V_{s_n}^{\infty}(\Omega \cap R^d) \) to
\[
L_{s_n} u_n = (f, \cdot)_{L^2(\Omega)} \text{ in } \Omega,
\]
\[
N_{s_n} u_n = (g_n, \cdot)_{L^2(\Omega^c)} \text{ on } \Omega^c.
\]
for all \( n \). Additionally, there exists a constant \( c_2 = c_2(d, \Omega) \geq 1 \) such that for all \( n \geq n_0 \)
\[
\| u_n \|_{V_{s_n}^{\infty}(\Omega \cap R^d)} \leq c_2 \left( \| f \|_{L^2(\Omega)} + \| g_n \|_{L^2(\Omega^c, \tau_n^{-1})} \right).
\]
By (6.8), \( \| u_n \|_{V_{s_n}^{\infty}(\Omega \cap R^d)} \) is bounded in \( n \). We fix \( v \in H^1(R^d) \cap L^2(\Omega) \). By the construction of the traces \( \tilde{\gamma}, \gamma \), it holds \( \gamma(v_{\Omega^c}) = \tilde{\gamma}(v_{\Omega^c}) \). Therefore,
\[
E_{s_n}(u_n, v) = (f, v|\Omega)_{L^2(\Omega)} + (g_n, v|\Omega)_{L^2(\Omega^c)} \to (f, v|\Omega)_{L^2(\Omega)} + (g, \gamma(v|\Omega))_{L^2(\Omega^c)} = E^A(u, v|\Omega).
\]
(5.10)
It remains to prove that \( u_n \) converges to \( u \) in \( L^2(\Omega) \). By Theorem 5.10 and Proposition 5.16 there exists \( u' \in H^1(\Omega) \) such that \( u_n \) converges to \( u' \) in \( L^2(\Omega) \) and for every \( v \in H^1(R^d) \cap L^2(\Omega) \)
\[
E_{s_n}(u_n, v) \to E^A(u', v|\Omega).
\]
Thus, we conclude $E^A(u',v|\Omega) = E^A(u,v|\Omega)$ for every $v \in H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega)$. Plugging in $v := u - u'$ yields $u - u' = \text{constant in } \Omega$. Since $u, u' \in L^2_\perp(\Omega)$, $u - u' = 0$. Note that this is possible since $u - u'$ has an extension in $H^1(\mathbb{R}^d) \cap L^2_\perp(\Omega)$. Therefore, $u_n \rightarrow u$ in $L^2(\Omega)$.

**Remark 5.19.** For local Neumann problems, it is also common to work with the Hilbert space $H^1(\Omega)$ instead of $H^1_\perp(\Omega)$. Since $H^1(\Omega)$ contains nonzero constant functions, the Neumann problem has a solution only if we assume the additional compatibility assumption $F(1) + G(1) = 0$. In this case the solutions are only unique up to an additive constant. Analogously, we can consider weak solutions to $(N)$ in the space $V^s(\Omega|\mathbb{R}^d)$ instead of $V^s_\perp(\Omega|\mathbb{R}^d)$. Just as in the local setting, we have to assume the same compatibility assumption for solutions to exist and they will only be unique up to an additive constant. In this setup similar convergence results can be proven. This has been done in [33] Theorem 5.78 and [34] Chapter 4.

**Appendix A.**

The coarea formula is an important tool in our proofs. We recall it here for the convenience of the reader.

**Theorem A.1** (Coarea formula, [32] Theorem 3.2.12). Let $D \subset \mathbb{R}^d$ be an open set, $f : D \rightarrow \mathbb{R}$ Lipschitz continuous and $g \in L^1(D)$. The following equation holds.

$$\int_D g(x)|\nabla f(x)| \, dx = \int_{\mathbb{R}} \left( \int_{f^{-1}(t)} g(x) \, d\mathcal{H}(x) \right) \, dt.$$ 

**Appendix B.**

Here we give the definition and basic properties of convergent Hilbert spaces introduced in [35] by Kuwae and Shioya.

**Definition B.1** ([35] Section 2.2]). Let $H_n$ and $H$ be real Hilbert spaces. We say that $\{H_n\}$ converges to $H$ if there exists a dense subspace $C \subset H$ and a sequence of linear operators $\Phi_n : C \rightarrow H_n$ with $\lim_{n \rightarrow \infty} \|\Phi_n u\|_{H_n} = \|u\|_H$ for every $u \in C$.

**Definition B.2** (Strong convergence [35] Definition 2.4]). Let $\{H_n\}$ converge to $H$ in the sense of Definition B.1. We say that a sequence of vectors $\{u_n\}, u_n \in H_n$, converges strongly to a vector $u \in H$ if there exists a sequence $\{u_m\} \subset C$ such that $\lim_{m \rightarrow \infty} \|u_m - u\|_H = 0$, $\lim_{m \rightarrow \infty} \limsup_{n \rightarrow \infty} \|\Phi_n u_n - u_n\|_{H_n} = 0$.

**Definition B.3** (Weak convergence [35] Definition 2.5]). Let $\{H_n\}$ converge to $H$ in the sense of Definition B.1. We say that a sequence of vectors $\{u_n\}, u_n \in H_n$, converges weakly to a vector $u \in H$ if $\lim_{n \rightarrow \infty} (u_n, v)_H = (u, v)_H$ for every sequence $\{v_n\}, v_n \in H$ strongly converging to $v \in H$.

**Proposition B.4** ([35] Lemma 2.1, Lemma 2.3]). Let $\{H_n\}$ converge to $H$, $\{u_n\}$ be a sequence with $u_n \in H_n$ for all $n \in \mathbb{N}$ and $u \in H$.

1. If $\{u_n\}$ converges strongly to $u$, then it converges weakly to $u$.
2. If $\{u_n\}$ is weakly convergent to $u$, then $\sup_{n \in \mathbb{N}} \|u_n\|_{H_n} < \infty$.

For the nonlocal to local convergence of Neumann problems the next Lemma is important. It states the weak compactness of the ball in the disjoint union of all $H_n$.

**Lemma B.5** ([35] Lemma 2.2]). Let $\{H_n\}$ be a sequence of separable Hilbert spaces converging to a separable Hilbert space $H$ in the sense of Definition B.1. Let $\{u_n\}$ with $u_n \in H_n$ be a sequence such that $\{\|u_n\|_{H_n}\}$ is bounded. There exists a subsequence converging weakly to $u \in H$. 

41
