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1. Introduction

Let \( X_1 \leq X_2 \ldots \leq X_{n-1} \) be the order statistics of the sample \( X_1, X_2, \ldots, X_n \) define the spacing as \( D_{m,n} = X_{m,n} - X_{(m-1),n} \), \( m = 1, 2, \ldots, k \in \mathbb{N} \), \( D_k = 1 - X_{k,n} \) and \( \mathcal{D} = (D_{1,n}, \ldots, D_{k,n}) \) with notation \( X_{0,n} = 0 \) and \( X_{n,n} = 1 \), we consider the tests based on statistics of the form

\[
R_k(\mathcal{D}) = \sum_{m=1}^{k} g(nD_{m,n}, m/k), \quad (1.1)
\]

Where function \( g(u, y) \) is defined on \([0, \infty] \times [0,1] \). Statistics \( R_k(\mathcal{D}) \) is called symmetric if \( g(u, y) = g(u) \) i.e. does not depend on \( y \); otherwise it is said to be a non–symmetric. Non–Symmetric statistics arises, also, when the spacing \( D_{m,n} \) are reduced to the uniform spacing.

The statistics of type \( R_k(\mathcal{D}) \) that are most popular, are generated by the following functions:

- The linear statistic: \( g(x, y) = l(y)x \), where \( l(y) \) is a real function defined on \([0,1] \).
- Greenwood' statistic: \( g(x, y) = x^2 \); for example.
- The log-spacing statistics : \( g(x, y) = \log x \).
- Entropy-type spacing statistics: \( g(x, y) = x \log x \).
- Generalized Rao’s statistics: \( g(x, y) = |x - k|_r \), \( r = 0 \).

The first test statistic based on simple spacing \( D_{m,n} \) was introduced by Greenwood in connection with testing whether certain events such as the spread of disease occur at random on the time axis. The Greenwood statistics corresponds to the case \( g(u, y) = u^2 \). Since then many tests based on spacing have been proposed in the literature for a good survey. Several famous papers provided a unified treatment of the asymptotic distribution theory for symmetric simple spacing statistics. There are so many random variables for which the exact distributions in manageable form do not exist. Therefore, it is a common practice that the applied statisticians are making their efforts to derive limit theorems in order to approximate
the exact distribution to know asymptotic properties of random variables. In particular the normal distribution is often used for this kind of approximations, due to the fact that many statistics are at first order asymptotically equivalent to a sum of i.i.d.r.v.s. In order to obtain better rate of convergence in the Central Limit Theorem a standard technique is to replace the normal distribution by the so called Edgeworth expansion, which is determined by the higher moments of the distributions. The advantage of the Edgeworth series is that the error is controlled, so it is a true asymptotic expansion. Some authors calculated Edgeworth expansion of spacing statistics for small to moderate sample sizes. The validity of formal Edgeworth expansions has been proved under suitable assumptions in articles. It is not naive to find out Edgeworth approximation for a function that is a special case of (1.1) for example in the authors discussed an Edgeworth approximation for g(u) = u^2. In their paper, Does et al. used the characterization of Le Cam, and established an Edgeworth type expansion for the sum of a function of uniform spacing. In this paper we represent S_n as sum of sine function of uniform spacing, using the same conditions and assumptions and derive Edgeworth type expansion for it. This will obviously provide more general results regarding the random variable discussed above. This paper is organized as follows. In section 2 we formulate our Theorem, Preliminary Lemmas are stated in section 3, Section 4 deals with the distribution of random variable S_n and contains the proof of the Theorem.

2. Result

Let X_j, j = 1, 2, …, n be the independent and identically distributed random vectors which take their places on the unit circumference. Denote by S_n the area of the convex polygon having X_j, j = 1, 2, …, n as vertices, then obviously S_n →π a.s. as n → ∞. Let the successive arc-length or spacing be denoted D_j, D_{j+1}…D_{n} such that D_1 + D_2 + … + D_n = 1. Such spacing has been widely studied; see the review paper by Pyke. Let Φ(x) be the standard normal distribution and

\[
\tilde{F}_n(x) = \Phi(x) - \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \left[ 1 + \frac{1}{6} \frac{x^3}{3} - \frac{1}{3} \frac{x^4}{3} \right] \left( 1 + \frac{1}{24} \frac{934}{425} x^5 - \frac{1}{72} \frac{20}{3} x^6 \right) + \frac{1}{8} \left[ \frac{5}{12} \frac{20}{3} + \frac{69}{25} + 4\frac{\sqrt{15}}{3} x \right] + \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} n \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \left[ 1 + \frac{1}{6} \frac{x^3}{3} - \frac{1}{3} \frac{x^4}{3} \right] \left( 1 + \frac{1}{24} \frac{934}{425} x^5 - \frac{1}{72} \frac{20}{3} x^6 \right) + \frac{1}{8} \left[ \frac{5}{12} \frac{20}{3} + \frac{69}{25} + 4\frac{\sqrt{15}}{3} x \right] + \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} n \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \left[ 1 + \frac{1}{6} \frac{x^3}{3} - \frac{1}{3} \frac{x^4}{3} \right] \left( 1 + \frac{1}{24} \frac{934}{425} x^5 - \frac{1}{72} \frac{20}{3} x^6 \right) + \frac{1}{8} \left[ \frac{5}{12} \frac{20}{3} + \frac{69}{25} + 4\frac{\sqrt{15}}{3} x \right]
\]

Theorem: Let \( \Delta_n = \pi - S_n \) with \( \tilde{F}_n(x) \) as in (2.1) while \( a_n = 8\pi^2 / n^2 \) and \( \beta_n^2 = (19(46\pi^3))/n^5 \). Then

\[
P \{ (\Delta_n - a_n) / \beta_n \leq x \} = \tilde{F}_n(x) + o(1/n), x \in R \text{ as } n \to \infty.
\]

3. Preliminary Lemmas

The aim of this section is to settle some technical points. Only statements of the required lemmas are presented here. For proof one should see 31.

Lemma 1: Let \( g : [0, \infty) \to R \) be a nonlinear measurable function whose derivative exists and is not necessarily constant on \( (c, d) < (0, \infty) \) such that \( E g'(y) < \infty \).

Lemma 2: Let \( x \) be a random variable taking values in \( R^n \), the distribution of which is absolutely continuous on some Borel set \( B \) with \( P(X \in B) > 0 \). Let \( f : R^n \to R^k \) be a measurable function which is Lebesgue almost everywhere differentiable on \( B \) with the \( k \times m \) matrix \( f \) as differential. If all \( \gamma \in R^k \setminus \{0\} \) satisfy \( P(f(X) \gamma = 0) / X \in B) < 1 \). Then \( \lim_{|x| \to \infty} E e^{i\gamma f(x)} < 1 \) holds.

4. Proof

Let \( U_1, U_2, ..., U_n \) be an ordered sequence of independent uniform \( (0,1) \) random variables. The uniform spacing are defined as \( G_j = U_{j+1} - U_j, j = 1, 2, ..., n \). Let \( Y_j, j = 1, 2, ..., n \) be the polar angles corresponding to \( X_j, j = 1, 2, ..., n \) and \( \psi_1, \psi_2, ..., \psi_n \) be the ordered statistics corresponding to \( \psi_j, j = 1, 2, ..., n-1 \) with notations \( \phi_0 = 0 \) and \( \phi_n = 2\pi \) then
\[ S_n = \frac{1}{2} \sum_{j=1}^{n} \sin(\phi_j - \phi_{j-1}). \]

Let \( \xi_1, \xi_2, \ldots, \xi_n \) be i.i.d. exponential random variables then \( Y_i = \frac{n}{2\pi} \xi_i \) is exponentially distributed with parameter 1. By putting \( \zeta = (\xi_1, \xi_2, \ldots, \xi_n) \).

Then \( \mathcal{G}(\phi_1, \phi_2, \ldots, \phi_{n-1}) = \mathcal{G}(\xi_1, \xi_2, \ldots, \xi_{n-1})/\xi_n = 2\pi) \).

Now \( 2\Delta_n = 2\pi - 2S_n - \sum_{j=1}^{n} \left[ (\phi_j - \phi_{j-1}) - \sin(\phi_j - \phi_{j-1}) \right] \).

Therefore,

\[ \mathcal{G}(2\Delta_n) = \mathcal{G} \left[ \sum_{j=1}^{n} \left( \zeta_j - \zeta_{j-1} \right) - \sin(\zeta_j - \zeta_{j-1}) \right] = 2\pi \]

\[ \mathcal{G}(4\pi/n \Delta_n) = \mathcal{G} \left[ \sum_{j=1}^{n} (Y_j - \sin Y_j)/Y = n \right]. \]

Define a statistics as \( Q_n = \sum_{m=1}^{n} g(nG_{m,n}) \), \( n = 1, 2, \ldots \)

where \( Q_n \) is a special case of (1.1) based on uniform spacing formed on the circumference and \( g \) satisfies the conditions settled in lemma–1 and lemma–2. Consider a random variable with \( g(Y) = Y - \sin Y \) where \( Y \sim \text{Exp}\{1\} \) becomes a special case of \( Q_n \). If \( F_n \) is the distribution of \( \left( T_n - ET_n \right)/\sqrt{\text{Var}T_n} \) and \( \tilde{F}_n \) is as in (2.1) then

\[ \lim n \sup_{x \in \mathbb{R}} \left| F_n(x) - \tilde{F}_n(x) \right| \leq o(1), x \in \mathbb{R}. \]

Now, although long but simple calculations lead one to get \( \mu \equiv E(Y - \sin Y) = 1/2 \) and \( \sigma^2 \equiv \text{Var}(Y - \sin Y) = \frac{\sqrt{23}}{2\sqrt{5}} \) and \( \rho^2 \equiv \text{Cov}(Y - \sin Y) = 1. \)

Introduce \( \tilde{g}(Y) = \frac{g(Y) - \mu - (Y - 1)}{(\sigma^2 - \rho^2)^{1/2}} = \frac{\sqrt{5}(1 - 2\sin Y)}{\sqrt{3}} \).

Then \( k_3 = 34, k_4 = \frac{934}{425}, a = -\frac{1}{2} E\tilde{g}(Y)(Y - 1)^2 = \frac{\sqrt{5}}{2\sqrt{3}} \) and \( b = 3(Eg^2(Y)(Y - 1)^2) = 69/25 + 4\sqrt{15} \).

The Edgeworth type expansion \( \tilde{F}_n \) of \( \tilde{G} \) is as given in (2.1).

Note that \( E(Y - \sin Y)^4 = \frac{499271}{1700} \). So the first condition of Lemma–1 is satisfied. By taking \( m = 1, k = 1 \), \( f(x) = \left( x, \frac{\sqrt{5}(1 - 2\sin x)}{\sqrt{3}} \right) \) and \( B = (0, \infty) \) in Lemma–2 and let \( y = (c, d) \) then \( f(x)^y \gamma = \left[ x, \frac{\sqrt{5}(1 - 2\sin x)}{\sqrt{3}} \right] [c \ d]^T = cx + \frac{\sqrt{5}(1 - 2\sin x)}{\sqrt{3}} d \). For, \( f(x)^T \cdot \gamma = 0 \) three cases arises

(i) \( c = 0, d \neq 0 \), (ii) \( c \neq 0, d = 0 \), (iii) \( c \neq 0, d \neq 0 \). For all the three possible cases \( \sup_{(s,t) \in B} \left| Q(s, t) \right| \leq 1 \) also \( \frac{d}{dy}(y - \sin y) = 1 - \cos y \) is not constant on \( (0, \infty) \). Hence by lemma–1

\[ \lim n \sup_{x \in \mathbb{R}} \left| F_n(x) - \tilde{F}_n(x) \right| = o(1), x \in \mathbb{R} \]

This completes the proof.

5. Conclusion

The Edgeworth series approximate the density function in terms of its first four moments thus providing an improvement to the central limit theorem. The theorem proved in this paper proposes an improvement in the central limit theorems proved in 15,16.
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