Convex Grid Drawings of Planar Graphs with Constant Edge-Vertex Resolution
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Abstract

We continue the study of the area requirement of convex straight-line grid drawings of 3-connected plane graphs, which has been intensively investigated in the last decades. Motivated by applications, such as graph editors, we additionally require the obtained drawings to have bounded edge-vertex resolution, that is, the closest distance between a vertex and any non-incident edge is lower bounded by a constant that does not depend on the size of the graph. We present a drawing algorithm that takes as input a 3-connected plane graph with \( n \) vertices and \( f \) internal faces and computes a convex straight-line drawing with edge-vertex resolution at least \( \frac{1}{2} \) on an integer grid of size \( (n-2+a) \times (n-2+a) \), where \( a = \min\{n-3, f\} \). Our result improves the previously best-known area bound of \( (3n-7) \times (3n-7)/2 \) by Chrobak, Goodrich and Tamassia.

1 Introduction

Fáry’s theorem [20] is a fundamental result in planar graph drawing, as it guarantees the existence of a planar straight-line drawing for every planar graph. In such a drawing, the vertices of the graph are mapped to distinct points of the Euclidean plane in such a way that the edges are straight, non-intersecting line-segments. This central result has been independently proved by several researchers in early works [30, 31, 36], some of which also suggested corresponding constructive algorithms requiring high-precision arithmetics; see, e.g., [9, 33]. In this regard, a breakthrough has been introduced by de Fraysseix, Pach and Pollack [13] in the late 80’s, who proposed a method that additionally guarantees the obtained drawings to be on an integer grid (thus making the high-precision operations unnecessary). A linear-time implementation of this method was proposed by Chrobak and Payne [12]. Over the years, several works have studied the area requirement of planar graphs under different settings, by providing bounds on the required size of the underlying grid; see, e.g., [16, 18, 21, 24, 29]. In the original work by de Fraysseix et
Figure 1: Two planar straight-line grid drawings of the same graph; the drawing in (a) contains an edge-vertex intersection (on vertex C), while the one in (b) does not as it has edge-vertex resolution at least $\frac{1}{2}$.

al. the size of the underlying grid is $(2n - 4) \times (n - 2)$ with $n$ being the number of vertices of the graph; such a bound is asymptotically worst-case optimal, as it is known that there exist $n$-vertex planar graphs that need $\Omega(n) \times \Omega(n)$ area in any of their planar drawings [13, 22].

The corresponding best-known\(^1\) upper bound is due to Chrobak and Kant [11], who presented a linear-time algorithm to embed any $n$-vertex planar graph into a grid of size $(n - 2) \times (n - 2)$; see also [29]. In contrast to the work by de Fraysseix, Pach and Pollack [13], which requires an augmentation of the input planar graph to maximal planar, the algorithm by Chrobak and Kant [12] requires just $3$-connectivity. Furthermore, it guarantees an additional property, which is desired when drawing $3$-connected planar graphs (see, e.g., [32]): the obtained drawings are convex, i.e., the boundary of each face is a convex polygon.

Back in 1996, Chrobak, Goodrich and Tamassia [10] studied the area requirement of $3$-connected planar graphs under an additional requirement, which is essential in practical applications. In particular, they introduced the notion of edge-vertex resolution, which measures how close a vertex is to any non-incident edge, and required that the obtained drawings have bounded edge-vertex resolution. This requirement becomes essential in several practical situations, for instance, consider graph editors which usually represent each vertex by an object of a certain size (rather than a point) containing a distinguishing label. Having high edge-vertex resolution allows to avoid potential overlaps between vertices and edges, in particular, having edge-vertex resolution at least $\frac{1}{2}$ allows each vertex to be represented as an open disk of unit diameter, such that overlaps between vertices and non-incident edges are completely avoided, and simultaneously vertices centered at neighboring grid-points do not overlap (although may touch); see Fig. 1. In their work [10], Chrobak, Goodrich and Tamassia claimed that every $3$-connected planar graph admits a convex planar straight-line grid drawing on a grid of size $(3n - 7) \times (3n - 7)/2$ with edge-vertex resolution at least $\frac{1}{2}$. However, the details of the algorithm (and of its proof) supporting this claim never appeared in the literature. In this regard, very recently, Bekos et al. [5] referred to the drawings with edge-vertex resolution at least $\frac{1}{2}$ as disk-link and proved (among other results) that every planar graph admits a planar straight-line disk-link drawing on a grid of size $(3n - 7) \times (3n - 7)/2$. However, the obtained drawing is not necessarily convex.

**Contribution.** We improve both results mentioned above by providing a linear-time algorithm to compute planar straight-line disk-link drawings that are convex and that fit on a grid of size $(n - 2 + a) \times (n - 2 + a)$, where $a = \min\{f, n - 3\}$ and $f$ denotes the number of internal faces of the input graph. In particular, if the input graph is maximal planar (that is, $f = 2n - 5$), our technique yields drawings of area $(2n - 5) \times (2n - 5)$. On the other hand, if the input graph is $3$-connected cubic (that is, $f = \frac{n}{3} + 1$), then our technique yields drawings of area $(\frac{3n}{2} - 1) \times (\frac{3n}{2} - 1)$. Our result is summarized in the next theorem.

\(^1\)Note that improvements on this bound are known but they are obtained by exploiting either the structure of the input graph [8, 16, 18, 37] or higher connectivity [21, 24].
Theorem 1. Every 3-connected plane graph with \( n \) vertices and \( f \) internal faces admits a convex planar straight-line grid drawing with edge-vertex resolution at least \( \frac{1}{2} \) on a grid of size \((n - 2 + a) \times (n - 2 + a)\), where \( a = \min\{f, n - 3\} \). Also, the drawing can be computed in \( O(n) \) time.

Related work. Bárány and Rote [2] prove that every 3-connected planar graph has a strictly convex drawing on a quartic grid, improving a previous result by Rote [27]. We recall that a planar drawing is strictly convex if each face is bounded by a strictly convex polygon. We point the interested reader to the surveys by Di Battista and Frati [14, 15] for additional references and results concerning convex and strictly-convex drawings of planar graphs in small area.

Concerning the edge-vertex resolution requirement there exist multiple related streams of research. A closed rectangle-of-influence (closed RI for short) drawing is a planar straight-line drawing such that no vertex lies in the axis-parallel rectangle (including the boundary) defined by the two ends of every edge [1, 4, 6, 7, 23, 28]. Any closed RI drawing whose vertices are at integer coordinates can be seen as a disk-link drawing. This implies that disk-link drawings (not necessarily convex) in quadratic area exist for several classes of plane graphs [4, 6, 28]. However, any plane graph with a filled 3-cycle does not admit a closed RI drawing [6]. Another related direction considers drawings where vertices are objects with integer coordinates and the edges are fat segments [3]. In such drawings the edges do not connect the centers of the incident vertex-disks but rather simply enter these vertex-objects through varying angles. Duncan et al. [17] also use fat edges but, in contrast to [3], they do not compute a drawing from scratch but rather try to extend an existing one without modifying the area of the layout. Van Kreveld [34] studies bold drawings, in which vertices are drawn as disks of radius \( r \) and edges as rectangles of width \( w \), where \( r > w/2 \). A bold drawing is good if all of its vertices and edges are at least partially visible (neither a vertex disk nor an edge-rectangle is completely hidden by overlapping edges). Although disk-link drawings form a special case of bold drawings in which \( r = \frac{1}{2} - \varepsilon \) and \( w = 2\varepsilon \) (for some sufficiently small \( \varepsilon > 0 \)), the research on bold drawings has mainly focused on finding feasible values of \( r \) and \( w \) rather than on area bounds for fixed values of \( r \) and \( w \).

2 Preliminaries

Basic definitions. A drawing of a graph maps each vertex to a distinct point of the Euclidean plane, and each edge to a Jordan arc connecting its endpoints. A drawing of a graph is planar if no two edges intersect, except possibly at a common endpoint. A planar drawing partitions the plane into topologically connected regions, which are commonly called faces. The unbounded region is called outer face; any other face is an internal face. A graph is planar if and only if it admits a planar drawing. A planar embedding of a planar graph is an equivalence class of topologically-equivalent (i.e., isotopic) planar drawings. A planar graph with a given planar embedding is a plane graph.

A drawing is straight-line if the Jordan arcs representing the edges are straight-line segments. The slope of a line \( \ell \) is the tangent of the minimum-angle that a horizontal line needs to be rotated in order to make it overlap with \( \ell \); a positive slope corresponds to a counter-clockwise rotation, while a negative one corresponds to a clockwise rotation. The slope of a segment is the slope of the supporting line containing it. A grid drawing of a graph is a straight-line drawing whose vertices are at integer coordinates. We say that the grid size of a grid drawing \( \Gamma \) is \( W \times H \) (or, equivalently, the area of \( \Gamma \) is \( W \times H \)), if the minimum axis-aligned box containing \( \Gamma \) has side lengths \( W - 1 \) and \( H - 1 \). Moreover, for a vertex \( v \) of a graph \( G \), we denote by \( x_\Gamma(v) \) and by \( y_\Gamma(v) \) the \( x \)- and \( y \)-coordinate of \( v \) in drawing \( \Gamma \) of \( G \), respectively. When the reference to \( \Gamma \) is clear from the context, we simply write \( x(v) \) and \( y(v) \).
Disk-link drawings. The edge-vertex resolution of a grid drawing of a graph is the minimum Euclidean distance between a point representing a vertex and any edge that is not incident to that vertex. A disk-link drawing of a graph is a grid drawing of edge-vertex resolution at least $\frac{1}{2}$. Observe that, in a disk-link drawing $\Gamma$, for each vertex $v$ one can draw an open disk with radius $\rho \leq \frac{1}{2}$ centered at the point of $\Gamma$ representing $v$, and this results in a diagram in which no two disks intersect, and no disk is intersected by a non-incident edge. For simplicity, we assume that $\rho = \frac{1}{2}$, i.e., the disks have unit diameter. This assumption is not restrictive, since our results carry over for any constant radius up to some multiplicative constant factor for the area.

Canonical order. Even though we assume familiarity with basic concepts of planar graph drawing [26, 35], we recall in this section a key concept that is central in several algorithms for producing planar grid drawings of plane graphs, e.g., [10, 13, 22]. Namely, the canonical order [22] for 3-connected plane graphs, which is defined as follows: Let $G$ be a 3-connected plane graph with $n$ vertices and let $\pi = (P_0, \ldots, P_m)$ be a partition of the vertex-set of $G$ into paths, such that $P_0 = \{v_1, v_2\}$, $P_m = \{v_n\}$, and edges $(v_1, v_2)$ and $(v_1, v_n)$ exist and belong to the outer face of $G$. For $k = 0, \ldots, m$, let $G_k$ be the subgraph induced by $\cup_{i=0}^k P_i$ and denote by $C_k$ the contour of $G_k$ defined as follows: If $k = 0$, then $C_0$ is the edge $(v_1, v_2)$, while if $k > 0$, then $C_k$ is the path from $v_1$ to $v_2$ obtained by removing $(v_1, v_2)$ from the cycle delimiting the outer face of $G_k$. We say that $\pi$ is a canonical order of $G$ if for each $k = 1, \ldots, m - 1$ the following properties hold:

P.1 $G_k$ is biconnected and internally 3-connected,

P.2 all neighbors of $P_k$ in $G_{k-1}$ are on $C_{k-1}$,

P.3 either $P_k$ is a singleton (that is, $|P_k| = 1$), or $P_k$ is a chain (that is, $|P_k| > 1$) and the degree of each vertex of $P_k$ is 2 in $G_k$, and

P.4 all vertices of $P_k$ with $0 < k < m$ have at least one neighbor in $P_j$ for some $j > k$.

A canonical order of $G$ can be computed in linear time [22]. A vertex on contour $C_k$ is called saturated in $G_k$ if and only if it is not adjacent to a vertex belonging to a path $P_{k'}$ with $k' > k$.

3 Convex planar grid disk-link drawings

In this section, we present our algorithm to compute convex planar grid disk-link drawings of 3-connected plane graphs. As our algorithm builds upon an algorithm by Chrobak and Kant [11], which yields convex planar grid drawings (that are not necessarily disk-link) of 3-connected plane graphs with $n$ vertices on grids of size $(n - 2) \times (n - 2)$, for completeness, we first recall its basic ingredients before we enter the details of our approach.

3.1 The algorithm by Chrobak and Kant [11].

This algorithm is incrementally computing a convex planar drawing $\Gamma$ of a 3-connected plane graph $G$ using a canonical order $\pi = (P_0, \ldots, P_m)$ of $G$. The drawing $\Gamma$ has integer grid coordinates and fits in a grid of size $(n - 2) \times (n - 2)$. In order to ease the presentation, we define a Schnyder-like [19, 29] 4-coloring of the edges of $G$ based on the canonical order $\pi$. $G_0$ consists of a single edge $(v_1, v_2)$, which is assigned the black color. Assuming that a 4-coloring has been constructed for $G_{k-1}$ with $k = 1, \ldots, m$, we extend it for $G_k$ as follows (see Fig. 2a): We first color the edges of $G_k$ that do not belong to $G_{k-1}$ and are on contour $C_k$. We color the first such edge encountered in a traversal of $C_k$ from $v_1$ to $v_2$ blue, the last one green and all remaining ones (i.e., those having both endpoints in $P_k$, when $P_k$ is a chain) black. Similar to the Schnyder
coloring of maximal planar graphs, we assign the color red to the remaining edges of \( G_k \) that do not belong to \( G_{k-1} \) (i.e., those that are incident to \( P_k \) and are not part of contour \( C_k \)). Note that the latter case only arises if \( P_k \) is a singleton by Property P.3 of the canonical order.

Based on the canonical order \( \pi \) of \( G \), drawing \( \Gamma \) is constructed as follows: Initially, the vertices \( v_1 \) and \( v_2 \) of \( P_0 \) are placed at points \((0,0)\) and \((1,0)\), respectively. For \( k = 1, \ldots, m \), assume that a planar convex grid drawing \( \Gamma_{k-1} \) of \( G_{k-1} \) has been constructed in which the edges of contour \( C_{k-1} \) are drawn as straight-line segments with slopes 0, \(-1\) or in \([1, +\infty)\) (contour condition; see Fig. 2a). In particular, the slope of each blue edge of \( C_{k-1} \) is at least 1, the slope of each black edge of \( C_{k-1} \) is 0, while the slope of each green edge of \( C_{k-1} \) is \(-1\) (note that \( C_{k-1} \) does not contain any red edge by definition). Also, each vertex \( v \) in \( G_{k-1} \) has been associated with a so-called shift-set, denoted by \( S(v) \); the shift-sets of \( v_1 \) and \( v_2 \) of path \( P_0 \) are singletons such that \( S(v_1) = \{v_1\} \) and \( S(v_2) = \{v_2\} \).

Let \((w_1, \ldots, w_p)\) be the vertices of \( C_{k-1} \) from left to right in \( \Gamma_{k-1} \), where \( w_1 = v_1 \) and \( w_p = v_2 \). For the next path \( P_k = \{z_1, \ldots, z_q\} \) in \( \pi \), let \( w_r \) and \( w_r' \) be the lefmost and rightmost neighbors of \( P_k \) on \( C_{k-1} \) in \( \Gamma_{k-1} \), where \( 1 \leq r < r' \leq p \). For the definition of the shift-set \( S(v) \) of each vertex \( v \) in \( P_k \), the algorithm identifies two critical vertices on the contour \( C_{k-1} \), which we denote by \( w_{\ell'} \) and \( w_{\ell} \), such that \( \ell < \ell' \leq r \) and \( \ell \leq \ell' < r' \) (refer to the white-filled vertices of Fig. 2); note that it is possible to have \( w_{\ell'} = w_r \). Vertex \( w_{\ell'} \) is the first vertex encountered in the traversal of \( C_{k-1} \) starting from \( w_{\ell+1} \) towards \( w_r \) that either has a neighbor in \( P_k \) or the edge \((w_{\ell'}, w_{\ell'+1})\) is blue or black; note that it is possible to have \( w_{\ell'} = w_r \). Symmetrically, vertex \( w_{\ell} \) is the first vertex encountered in the traversal of \( C_{k-1} \) starting from \( w_{r-1} \) towards \( w_{\ell'} \) that either has a neighbor in \( P_k \) or the edge \((w_{\ell-1}, w_{\ell'})\) is green or black; note that it is possible to have \( w_{\ell-1} = w_r \). We refer to \( w_{\ell'} \) and \( w_{\ell} \) as the left-critical and right-critical vertices of \( P_k \). More importantly, since each internal face of \( \Gamma_k \) is convex, in the case where \( P_k \) is either a chain or a singleton of degree 2 in \( G_k \), vertices \( w_{\ell'} \) and \( w_{\ell} \) are either consecutive along \( C_{k-1} \) or \( w_{\ell'} = w_{\ell-1} \) holds. Once \( w_{\ell'} \) and \( w_{\ell} \) have been identified, the algorithm sets the shift-sets of the vertices \( z_1, \ldots, z_q \) of \( P_k \) as follows:

\[
S(z_1) = \{z_1\} \cup \bigcup_{i=\ell}^{\ell'-1} S(w_i), \quad \text{and} \quad S(z_i) = \{z_i\}, \text{ for } i = 2, \ldots, q
\]  

Furthermore, to guarantee that the resulting drawing is convex, the algorithm updates the shift-sets of \( w_{\ell} \) and \( w_{\ell'} \) of \( G_{k-1} \) as follows:

\[
S(w_{\ell}) = \bigcup_{i=\ell}^{\ell'-1} S(w_i), \quad \text{and} \quad S(w_{\ell'}) = \bigcup_{i=\ell'+1}^{r} S(w_i).
\]
To compute the drawing $\Gamma_k$, the algorithm distinguishes two cases. If $w_\ell$ is saturated in $G_k$ (i.e., $z_1$ is the last neighbor of $w_\ell$ that has not been drawn), then the $x$-coordinate of $z_1$ is the same as the one of $w_\ell$, that is, $x(z_1) = x(w_\ell)$. Otherwise, $x(z_1) = x(w_\ell) + 1$. To accommodate the vertices of $P_k$ and to avoid edge overlaps, the algorithm shifts each vertex in

$$\bigcup_{i=r}^{p} S(w_i).$$

by $q$ units to the right (see Fig. 2b). Then, the algorithm places vertex $z_q$ at $(x(z_1) + q - 1, y(w_r) + x(w_r) - (x(z_1) + q - 1))$, i.e., at the intersection of the line of slope $-1$ through $w_r$ with the vertical line through point $x(z_1) + q - 1$. Note that this is a grid point above $w_\ell$ and $w_r$ due to the contour condition and the shifting of $S(w_r)$. For $i = 1, \ldots, q - 1$, vertex $z_i$ of $P_k$ is placed $q - i$ units to the left of $z_q$. Since $(w_\ell, z_1)$ is blue, $(z_q, w_r)$ is green, and the internal edges of $P_k$ (if any) are black, the contour condition of the algorithm is, by construction, maintained after the placement of the vertices of $P_k$ in $\Gamma_k$.

The contour condition together with the shifting procedure described above guarantee Property 2 for the slopes of the edges in $\Gamma_k$.

**Property 2** (Chrobak and Kant [11]). A shift can only decrease the slope of a blue edge, increase the slope of a green edge, while the black and the red edges are rigid, i.e., they maintain their slope. As a result, in $\Gamma_k$ (see Fig. 3a):

- the slope of each blue edge ranges in $(0, +\infty]$,
- the slope of each black edge is 0,
- the slope of each green edge ranges in $[-1, 0)$, and
- the slope of each red edge ranges in $[-\infty, -1)$.

Since each face of $\Gamma_k$ is formed when a path $P_{k'}$ with $k' \leq k$ of canonical order $\pi$ is introduced, Property 2 combined with the contour condition and Property P.4 of the canonical order imply the following property for the shape of each face in $\Gamma_k$.

**Property 3.** Let $f$ be a face in $\Gamma_k$. Then, a counter-clockwise traversal of $f$ starting from its leftmost vertex that is the bottommost when it is not uniquely defined consists of the following boundary parts (see Fig. 3b):

- a strictly descendant path of green edges (possibly empty),
- a black edge (possible non existent),
- a strictly ascendant path of blue edges (possible empty),
iv. a green or red edge,

v. a horizontal path of black edges (possibly empty), and

vi. a blue or red edge.

Boundary parts (i)–(iii) in Property 3 form the lower envelope of \( f \) (solid in Fig. 3b). The upper envelope of \( f \) is formed by boundary parts (iv)–(vi) (dotted in Fig. 3b). The latter is introduced in \( \Gamma_k \) when a path of the canonical order is placed. Thus, the upper envelope cannot contain black and red edges simultaneously (by Property P.3 of canonical order). Finally, boundary parts (iii) and (iv) form the right envelope of \( f \), while (vi) and (i) form the left envelope of \( f \) (gray-highlighted in Fig. 3b). We next state some lemmata regarding the “behavior” of the algorithm by Chrobak and Kant \([11]\) that are employed in the proof of correctness of our modification.

**Lemma 4.** Let \( u \) and \( v \) be two distinct vertices of \( G_k \) belonging to the same face \( f \) of \( \Gamma_k \). If \( u \) and \( v \) have the same \( y \)-coordinate in \( \Gamma_k \), with \( x(u) < x(v) \), then either \( u \) and \( v \) are connected by a path of black edges of \( f \) or the \( x \)-coordinate of the bottommost vertex/vertices of \( f \) is/are in the interval \( [x(u), x(v)] \).

**Proof.** Indeed, if \( u \) and \( v \) are connected by a path consisting exclusively of black edges, then by Property 2 \( u \) and \( v \) have the same \( y \)-coordinate. Assume now that \( u \) and \( v \) are not connected by a path of black edges, and let without loss of generality \( u \) be to the left of \( v \) in \( \Gamma_k \). Since the vertices of the left/right envelope all have distinct coordinates, \( u \) belongs to the left envelope of \( f \), while \( v \) to the right envelope of \( f \). As a result, a counter-clockwise traversal of \( f \) from \( u \) to \( v \) contains the bottommost vertex/vertices of \( f \), which proves the statement.

**Lemma 5.** Let \( S_k \) be the vertices of \( G_{k-1} \) that were shifted during the introduction of \( P_k \) in \( \Gamma_k \), and let \( c \) be a positive integer. Let \( \Gamma_k' \) be the drawing obtained from \( \Gamma_{k-1} \) by first shifting the vertices of \( S_k \) by \( c \) units to the right and then attaching \( P_k \) as in the algorithm by Chrobak and Kant \([11]\). Then, \( \Gamma_k' \) is a convex planar grid drawing of \( G_k \).

**Proof.** We focus on the case in which \( P_k \) is a singleton; the case of a chain is similar. Let \( w_{r'} \) and \( w_r \), with \( \ell \leq r < r' \) be the rightmost two neighbors of \( P_k \) on \( C_{k-1} \) in \( \Gamma_{k-1} \). Note that, by construction (see Eq. (3)), \( S_k \) is the union of the shift-sets of \( w_r \) and all the vertices that follow it in the contour \( C_{k-1} \). Then, shifting the vertices of \( S_k \) by \( c \) units to the right can be simulated by the following procedure: Attach a degree-2 singleton \( s_0 \) with endpoints \( w_r \) and \( w_{r'} \), and for each \( i = 1, \ldots, c-1 \) attach a degree-3 singleton \( s_i \) with neighbors \( w_{r'}, s_{i-1}, w_r \). By the correctness of the algorithm by Chrobak and Kant \([11]\), the resulting drawing is a convex planar grid drawing which satisfies the contour condition. Then, removing vertices \( s_0, \ldots, s_{c-1} \) and introducing \( P_k \) as in the algorithm does not violate any of the aforementioned properties, yielding a convex planar grid drawing \( \Gamma_k' \) of \( G_k \).

**Lemma 6.** Let \( f \) be a face of \( \Gamma_{k-1} \) that contains a black edge \((u, v)\) at its lower envelope, such that \( u \) is to the left of \( v \) in \( \Gamma_{k-1} \), and assume that some vertices of \( f \) are not shifted during the introduction of \( P_k \) in \( \Gamma_k \). Then, neither \( u \) nor \( v \) are shifted, unless \((u, v)\) is the rightmost edge of the lower envelope of \( f \), in which case \( u \) is not shifted, while \( v \) is shifted.

**Proof.** By Eq. (2), it follows that if \( v \) is not the rightmost edge of the lower envelope of \( f \), then neither vertex \( u \) nor vertex \( v \) is in the shift-set of the rightmost vertex of \( f \), when \( f \) is formed in the incremental construction of \( \Gamma_{k-1} \) based on \( \pi \). On the other hand, if \( v \) is the rightmost edge of the lower envelope of face \( f \), then \( v \) is in the shift-set \( S(v) \), while vertex \( u \) is not. Since not all vertices of \( f \) are shifted during the introduction of \( P_k \) in \( \Gamma_k \), it follows that, among the vertices of the lower envelope of \( f \), the ones that are shifted are those in the shift-set of the rightmost vertex of the lower envelope of \( f \), which proves the lemma.
3.2 Our modification.

We start by placing $v_1$ and $v_2$ of path $P_k$ as in the algorithm by Chrobak and Kant [11], that is, at points $(0,0)$ and $(1,0)$, respectively. Assume now that $\Gamma_{k-1}$ is a convex planar disk-link drawing of $G_{k-1}$. For placing path $P_k$ in drawing $\Gamma_{k-1}$, $k = 1, \ldots, m$, we distinguish two cases. In the first case, $P_k$ is a chain and we proceed as in the algorithm by Chrobak and Kant [11]. Hence, we focus on the more elaborated case, in which $P_k$ is a singleton, i.e., $P_k = \{z_1\}$. In this case, our algorithm first shifts the vertices of $\Gamma_{k-1}$ appropriately to guarantee that the obtained drawing $\Gamma_k$ is a disk-link drawing (to be shown in Lemma 10). Let $w_{x_0}, \ldots, w_{x_{p+1}}$ be the neighbors of $P_k$ along $C_{k-1}$, such that $\ell = x_0 < x_1 < \ldots < x_p < x_{p+1} = r$. Note that, based on this notation, $\rho$ denotes the number of neighbors of $P_k$ between $w_{\ell}$ and $w_r$ on $C_{k-1}$. Besides critical vertices $w_{\ell'}$ and $w_r'$, our modification introduces the following $\rho + 1$ pivot vertices $w_{x_1'}, \ldots, w_{x_{p+1}'}$, where $w_{x_1'} = w_{\ell'}$ and $w_{x_{p+1}'} = w_r'$. For $j = 2, \ldots, \rho$, the pivot vertex $w_{x_j'}$ (with $x_{j-1} < x_j' \leq x_j$) is defined as the first vertex encountered in the traversal of $C_{k-1}$ starting from $w_{x_{j-1}+1}$ towards $w_{x_j}$ that either is neighboring $z_1$ or is followed by an edge of $C_{k-1}$ that is blue or black. In other words, pivot vertex $w_{x_j'}$ would be the vertex that the algorithm by Chrobak and Kant [11] identifies as left-critical, when attaching a singleton with exactly two neighbors $w_{x_j-1}$ and $w_{x_j}$ on $C_{k-1}$. The algorithm modifies $\Gamma_{k-1}$ by performing $\rho + 1$ consecutive refinements of the vertex positions. In the $j$-th refinement, $j = 1, \ldots, \rho + 1$, the algorithm shifts each vertex in $\bigcup_{x=x_j'} S(w_i)$ by one unit to the right; see Fig. 4a. This implies that vertices $w_{r'}, \ldots, w_r$ of $C_{k-1}$ have been shifted in total by $\rho + 1$ units to the right. Note that in the algorithm by Chrobak and Kant [11] these vertices would be shifted by only one unit. The next observations follow from our shifting strategy.

**Observation 7.** If $P_k$ is a chain, then our shifting strategy and the one by Chrobak and Kant [11] are identical.

**Observation 8.** If $P_k$ is a singleton, then the horizontal distance between any two consecutive neighbors of $P_k$ in $C_{k-1}$ gets increased by one unit in $\Gamma_k$, while in the algorithm by Chrobak and Kant [11] this would only be the case for $w_{x_p}$ and $w_{x_{p+1}} = w_r$.

The construction of $\Gamma_k$ is completed by placing the vertices of $P_k$ as in the algorithm by Chrobak and Kant [11], i.e., we set either $x(z_1) = x(w_r)$ or $x(z_1) = x(w_{\ell}) + 1$ (depending on whether $z_1$ is saturated or not, respectively), we place $z_1$ at the intersection of the line of slope $-1$...
through \(w_i\) with the vertical line through point \(x(z_i) + q - 1\) and for \(i = 1, \ldots, q - 1\), vertex \(v_i\) of \(P_k\) is placed \(q - i\) units to the left of \(z_q\). Thus, the contour condition is maintained in \(\Gamma_k\).

**Lemma 9.** The drawing \(\Gamma_k\) produced by our modification of the algorithm by Chrobak and Kant [11] is planar and convex.

**Proof.** The fact that drawing \(\Gamma_k\) is planar is implied by the original proof of Chrobak and Kant [11], since the contour condition is maintained for \(\Gamma_k\). We next argue about the convexity of \(\Gamma_k\). Since \(\Gamma_{k-1}\) is convex, if \(P_k\) is a chain, then \(\Gamma_k\) is also convex by Observation 7. Assume that \(P_k\) is a singleton, i.e., \(P_k = \{z_1\}\). In this case, we claim that the extra shifts that our modification performs (see Observation 8) do not affect the convexity of \(\Gamma_k\). To prove the claim, consider any two consecutive neighbors \(w_{x_j}\) and \(w_{x_{j+1}}\) of \(z_1\) along \((w_1, \ldots, w_p)\) of \(G_{k-1}\) with \(0 \leq j \leq p\). If the algorithm by Chrobak and Kant were about to place a singleton connecting only \(w_{x_j}\) and \(w_{x_{j+1}}\), then it would perform a shift using as left-critical vertex the one that our modification identifies as pivot \(w_{x_i}\), and as right-critical vertex either the same vertex or its right neighbor (since the singleton is of degree 2). Thus, convexity would be maintained. Applying the same reasoning to any pair of consecutive neighbors of \(P_k\), proves that the subdrawing of \(\Gamma_k\) induced by \(G_{k-1}\) is indeed convex. In addition, the same reasoning implies that Properties 2 and 3 of the algorithm by Chrobak and Kant [11] also hold. To complete the proof of our claim, we note that the fact that the faces incident to \(P_k\) in \(\Gamma_k\) are convex follows using the same approach as in the algorithm by Chrobak and Kant, as the contour condition is maintained.

Note that since the contour condition is maintained and we do not modify the shift-sets, the fact that Properties 2 and 3 hold in our modification implies that Lemmata 4 to 6 also hold. To complete the proof of correctness of our algorithm, we prove in the following lemma that \(\Gamma_k\) is a disk-link drawing of \(G_k\). To ease the proof, we denote by \(\Gamma'_{k-1}\) the drawing of \(G_{k-1}\) obtained after the preparatory shifting in drawing \(\Gamma_{k-1}\) for the introduction of \(P_k\).

**Lemma 10.** Let \(\Gamma_{k-1}\) be a disk-link drawing of \(G_{k-1}\) computed by our algorithm. The following statements hold: (i) the edge-vertex resolution of \(\Gamma'_{k-1}\) is no less than that of \(\Gamma_{k-1}\), and (ii) introducing the new edges of \(\Gamma_k\), which are either part of \(P_k\) or incident to the endpoints of \(P_k\), preserves the edge-vertex resolution to at least \(\frac{1}{2}\).

**Proof.** Since the drawing of \(G_{k-1}\) is planar in \(\Gamma_k\), it is sufficient to only consider its faces in order to prove statement (i). To this end, consider any arbitrary face \(f\) in \(\Gamma'_{k-1}\). If either none or all of the vertices of \(f\) are shifted by the same amount, then statement (i) obviously holds. Consider now the case where \(f\) contains at least one vertex that is shifted and one vertex that remains stationary in \(\Gamma'_{k-1}\). Suppose, for a contradiction, that \(f\) contains an edge \((u, v)\) and a vertex \(w\) that is not incident to \((u, v)\) such that \((u, v)\) intersects the disk of \(w\) in \(\Gamma'_{k-1}\). Since \(\Gamma'_{k-1}\) is a grid drawing of \(G_{k-1}\), it follows by Property 2 that \((u, v)\) cannot be a black edge. Assume that the slope of \((u, v)\) is negative (i.e., \((u, v)\) is green or red), as the case in which it is positive (i.e., \((u, v)\) is blue) is similar. W.l.o.g., further assume that \(u\) is above \(v\) in \(\Gamma'_{k-1}\) (see Fig. 4b).

Since \(\Gamma'_{k-1}\) is a grid drawing of \(G_{k-1}\), it follows that, regardless of whether \(w\) was shifted or not, \(w\) is neither above nor below the horizontal strip delimited by the two horizontal lines through \(u\) and \(v\) in \(\Gamma'_{k-1}\) (green in Fig. 4b). Similarly, one observes that \(w\) is neither to the left nor to the right of the vertical strip delimited by the two vertical lines through \(u\) and \(v\) (blue in Fig. 4b). It follows that \(w\) is either in the interior (yellow in Fig. 4b) or on the boundary of the axis-aligned bounding box \(B_{uv}\) of the edge \((u, v)\) in \(\Gamma'_{k-1}\).

We next argue that \(w\) can be neither in the interior of \(B_{uv}\) nor along its two vertical sides, which implies that \(w\) is necessarily on one of the two horizontal sides of \(B_{uv}\) (purple in Fig. 4b). To see this, assume for a contradiction that \(w\) is in the interior of \(B_{uv}\) or along one of its two
vertical sides but not at its corners. Since \( \Gamma_{k-1} \) is a disk-link drawing of \( G_{k-1} \) while \( \Gamma'_{k-1} \) is not, it follows that the distance between \( w \) and \( (u, v) \) decreased after the shifting (by one unit) to obtain \( \Gamma'_{k-1} \) from \( \Gamma_{k-1} \). If the shifting were sufficiently large (and greater than one unit), then \( w \) would be on different sides of \( (u, v) \) in \( \Gamma_{k-1} \) and in \( \Gamma'_{k-1} \), violating the planarity of the drawing (which is implied by Lemma 5); a contradiction.

We proceed by considering two subcases depending on whether \( (u, v) \) is on the upper or lower envelope of \( f \). Consider first the case where \( (u, v) \) is on the upper envelope of \( f \). By Property 3, it follows that \( w \) is on the lower envelope of \( f \) and, thus, on the lower edge of \( B_{uv} \). If \( w \) and \( v \) are not adjacent, the fact that \( w \) and \( v \) have the same \( y \)-coordinate implies that the \( x \)-coordinate of the bottommost vertex/vertices of \( f \) is delimited by \( w \) and \( v \) (by Lemma 4). This further implies that \( w \) and \( v \) are on the left and right envelopes of \( f \), respectively. Since not all vertices of \( f \) are shifted in \( \Gamma'_{k-1} \), it follows that, among the vertices of the lower envelope of \( f \), the ones that are shifted are those in the shift-set of the rightmost vertex of the lower envelope of \( f \), which implies that \( w \) has not been shifted. On the other hand, if \( w \) and \( v \) are adjacent, then the edge connecting them is black (by Property 2), and thus by Lemma 6, we conclude again that \( w \) is not shifted. In both cases, however, the edge-vertex resolution of \( \Gamma'_{k-1} \) cannot be smaller than the one of \( \Gamma_{k-1} \); a contradiction.

Consider now the case where \( (u, v) \) is on the lower envelope of \( f \). In this case, vertex \( w \) can be either on the lower or on the upper envelope of \( f \). The former case can be ruled out by adopting an argument similar to the one of the previous paragraph. In the latter case, vertex \( w \) is on the top side of \( B_{uv} \). By Property 3, vertices \( u \) and \( w \) are connected by a path of black edges contradicting the fact that \( (u, v) \) is green, since, by Property 3.xi, the left edge connecting to a black path on the upper envelope is blue.

We now prove statement (ii). Assume for a contradiction that an edge \( (u, v) \) added in \( \Gamma_k \) during the introduction of \( P_k \) intersects the disk of a vertex \( w \). Clearly, \( w \) belongs to \( G_{k-1} \), since by construction we have no edge-disk intersections between elements of \( P_k \). Thus, one endpoint of \( (u, v) \), say \( u \), belongs to \( P_k \) and the other, say \( v \), to \( G_{k-1} \), i.e., \( (u, v) \) is not a black edge. If \( (u, v) \) is green, then its slope in \( \Gamma_k \) is \(-1\), and hence it cannot intersect any non-adjacent disk. Assume first that \( (u, v) \) is blue, and observe that the construction is such that the horizontal distance between \( u \) and \( v \) is either 0 or 1. In the former case, \( (u, v) \) is vertical and cannot intersect any non-adjacent vertex disk. In the latter case, the shifting performed by the algorithm guarantees that the part of the grid column along which vertex \( u \) is placed that is contained in the horizontal strip bounded by the horizontal lines through \( u \) and \( v \) in \( \Gamma_k \) contains no vertex of \( C_{k-1} \), and therefore edge \( (u, v) \) again cannot intersect any non-adjacent vertex disk. The argument for the case in which \( (u, v) \) is red is analogous.

We conclude the proof of our main result by analyzing the area of the produced drawings and the time complexity of the algorithm.

**Proof of Theorem 1.** Let \( G \) be an \( n \)-vertex 3-connected plane graph with \( f \) internal faces. Let \( \Gamma \) be a planar drawing of \( G \) computed by our algorithm. By Lemma 9, its edge-vertex resolution is at least \( \frac{1}{2} \). By the contour condition, \( \Gamma \) is inside a right isosceles triangle, such that it has a horizontal side (which corresponds to edge \((v_1, v_2)\)) and a vertical side (which contains edge \((v_1, v_n)\)) that have the same length and meet at point \((0, 0)\). In the algorithm by Chrobak and Kant, the value of the width and the height of this triangle is \( n - 2 \) [11]. The additional unit-shifts due to the introduction of singletons performed by our modification increase the value of the width and the height by the same amount \( a \) (see Observations 7 and 8). We focus on the width of \( \Gamma \), and we distinguish two cases: either \( \min\{f, n - 3\} = n - 3 \) or \( \min\{f, n - 3\} = f \).
Assume first that \(\min\{f, n - 3\} = n - 3\). We develop a charging argument that charges each additional one-unit shift to the red edges of \(G\). In particular, consider a singleton \(P_k\). The additional shifts due to this singleton are two less than its degree in \(G_k\), which equals the number of red edges incident to \(P_k\) in \(G_k\). It is immediate to see that each red edge is charged to exactly one additional shift. Hence, the total number of additional shifts is at most the number of red edges in \(G\), which is at most \(n - 3\) (recall that the red subgraph of \(G\) is a forest with at most \(n - 3\) edges). Consequently, in this case \(a \leq n - 3\).

Assume now that \(\min\{f, n - 3\} = f\). In this case we develop a similar charging argument, in which we charge each additional one-unit shift to the internal faces of \(G\), rather than to its red edges. Again, consider a singleton \(P_k\), and observe that the additional shifts due to this singleton are two less than its degree in \(G_k\). This value equals the number of internal faces incident to \(P_k\) in \(G_k\) minus one, in particular, we can avoid charging the shift to the rightmost internal face incident to \(P_k\). It is not difficult to see that each internal face is charged to at most one additional shift. Hence, the total number of additional shifts is at most the number of internal faces \(f\) in \(G\). Consequently, in this case \(a \leq f\).

Finally, we discuss the time complexity. The algorithm by Chrobak and Kant can be implemented to run in linear time [11]. In particular, the key ingredient to achieve linear time complexity, is the use of relative coordinates for the vertices, which avoids shifting entire subgraphs. Since our algorithm only requires a linear number of additional one-unit shifts and it does not modify the shift-sets of the vertices, this translates into different relative coordinates and requires neither additional operations nor different data structures. Therefore it can be implemented to also run in linear time.

4 Open Problems

In this work, we present improvements upon results in [5, 10]. The following research directions naturally stem from our work.

(i) Can the bounded edge-vertex resolution requirement be incorporated into an area lower bound so to improve the one given in [13, 22]?

(ii) Can the area bound of Theorem 1 be improved in the case where the input graph is 4-connected? Note that such graphs admit \(W \times H\) drawings with \(W + H \leq n - 1\) [25] but their edge-vertex resolution may be arbitrarily small.

(iii) Finally, it is of interest to study the edge-vertex resolution requirement for strictly convex drawings.
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