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Abstract  Current climate simulation models provide valuable insights but are highly complicated, with numerous parameters, making them complex for assessing the causal impact of anthropogenic and natural factors on global temperatures. We applied multivariate Granger causality to investigate how combinations of forcings affect Earth’s surface and ocean temperatures. Clear causal impact was found due to combinations of human factors including well-mixed greenhouse gases, tropical aerosols, ozone, and land use, while non-anthropogenic factors showed a non-trivial but lesser role.
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1 Introduction

The National Academies of Sciences, Engineering, and Medicine (2005) of the major industrialized nations came to a consensus that climate change is indeed resulting in global warming. This consensus is based upon numerous global climate models and studies to help understand climate and forecast its changes. The Intergovernmental Panel on Climate Change (IPCC) Stocker et al. (2013) concluded that it is very likely that global warming has been caused by human factors. According to other studies, such as Oreskes (2004), Doran and Zimmerman (2009), Stenhouse et al. (2014) and Carlton et al. (2015), 90-100% of the research indicated that climate change is driven by anthropogenic factors. The majority of climate researchers agree that climate warming in the
20th century was largely caused by man-made factors rather than solely by natural ones.

Determination of whether climate change in the past decade has been caused by natural or anthropogenic factors is usually conducted using global climate models. Hegerl and Zwiers (2011) reviewed the use of global climate models in attribution studies. More recently, Hausfather et al. (2019) analyzed a number of climate models from prior research papers, exploring how their underlying models would have fared as predictors if fed continually with accurate data regarding relevant input factors. They found that many models would have been fairly accurate had they been applied year-on-year for prediction based on then-current data, but that more recent models generally would have been less accurate predictors than simpler models from the earlier climate science literature. This result may be attributed to the greater subtlety and complexity of more recent models, leading to greater overfitting.

Granger Causality is another method used and determines causality in climate time-series data. Pasini, Triacca, and Attanasio (2015) used Granger Causality to examine the link between increased aerial sulfates and global warming, and Smirnov and Mokhov (2009) concluded that the rise of global surface temperature can be explained by $\text{CO}_2$, implying that anthropogenic factors may cause global warming. Moreover, McGraw and Barnes (2018) reported that Granger Causality analyses outperform lagged linear regression for causality detection in climate data.

Inspired by this prior work, we tested for climate causality using multivariate Granger causality, investigating how combinations of forcings affect Earth’s surface and ocean temperatures. Clear causal impact was found due to combinations of factors including well-mixed greenhouse gases, tropical aerosols, ozone, and land use; while non-anthropogenic factors showed a non-trivial, but lesser, role.

## 2 Input data sources

We used data from the following sources:

- All data for global forcings, including well-mixed greenhouse gasses (WMGHG), ozone, stratospheric aerosols, tropospheric aerosols, land use, orbital forcings and solar forcings was downloaded from http://data.giss.nasa.gov on September 15, 2019. The data is of the version from CMIP5 Climate Simulations. Methodology for those forcings can be found from Hansen et al. (2005) for CMIP3 and Miller et al. (2014) for CMIP5. All data is for the years between (and including) 1850 and 2012.
- Temperature data: We have two sets of temperature data; One is for average surface and ocean temperature and the other is for average ocean temperature only. Note that ocean temperature is measured at the ocean surface only and not in the depths of the ocean. The data was retrieved from NOAA National Centers for Environmental information, Climate
2.1 Short description of the forcings

We considered three natural influences:

– Solar Irradiance (Solar): How much heat the Earth receives from the sun in the form of electromagnetic radiation.

– Stratospheric Aerosols (StratAer): The particles that exist in the stratosphere region of the Earth’s atmosphere. They usually consist of a mixture of sulfuric acid and water and are usually created naturally. For example, volcanic eruptions play a big part in the amount of power that they add during certain time periods in the atmosphere.

– Orbital Forcings (Orbital): The effect on climate which happens because of changes in the tilt of the Earth’s axis and the orbit shape. Both of these factors change the total amount of sunlight reaching Earth. They might have been responsible for some ice ages.

And four anthropogenic (human-caused) influences:

– Well-Mixed Greenhouse Gases (WMGHG): The effect that greenhouse gasses, such as CO₂, CH₄ and N₂O have on Earth’s warming (like all other forcings, this one is estimated in Watts per square meter). Those gasses mainly absorb and emit radiant energy and therefore affect the warming and cooling of the planet.

– Changes in Land Use (LandUse): Mainly the conversion of land from natural vegetation, such as forest, to farmland or pastureland.

– Tropospheric Aerosols: The influences, both directly and through cloud cover, of sulfates, nitrates, sea salts, black carbon, etc. We distinguish between direct (absorbing solar and terrestrial radiation, denoted by TropAerDir) and indirect effects on climate (through the formation of clouds, denoted by TropAerInd).

– Ozone: O₃ Ozone occurs in the stratosphere and troposphere both naturally and through man-made production. Tropospheric ozone is usually caused through a combination of sunlight and anthropogenic emissions.

Miller et al. (2014) constructed figures 1 and 2 which display forcings and net forcings, respectively, of these factors.

We carefully managed both our data collection and causality testing steps to obtain the most accurate results we could. As cited in Energy education Climate forcing (2019), “It is important to note that it is difficult to measure these forcings, and thus forcings are not reflected perfectly.” To control for robustness and since recent forcings and temperature estimates are more accurate than are older ones, we split the dataset into two time periods: the entire period 1880 through 2012, and a shorter time period covering 1958 through 2012.
3 Granger causality testing

Granger causality is an hypothesis test applied to two time series (or more time series for multivariate Granger causality) to determine whether one series aids in forecasting a different series. Proposed by Granger [1969], the test measures the ability to predict future values of a time series using prior values of another one, hence testing for “predictive causality”.

Fig. 1: Forcings by year

Fig. 2: Net forcings by year
3.1 Mathematical specification of single variate Granger causality

Given two time series variables $x$ and $y$, we say that $x$ Granger-causes $y$ if predictions of the value of $y$ based on its own past values and on the past values of $x$ are better than predictions of $y$ based only on its own past values. Assuming $x$ and $y$ are stationary processes, we begin with an auto regression on $y$:

$$\hat{y}_t = a_0 + a_1 y_{t-1} + \cdots + a_m y_{t-m} + \epsilon_t \quad (1)$$

Here, $y_t$ represents the actual value of time series $y$ at time $t$; $\hat{y}_t$ represents the predicted value of $y$ at time $t$; $a_0, a_1, \ldots, a_m$ are constants for $m$ time lags; and $\epsilon_t$ is an error term which is normally distributed with distribution $N(0, \xi)$.

We next add the $x$ variable to the equation:

$$\hat{\tilde{y}}_t = a_0 + a_1 y_{t-1} + \cdots + a_m y_{t-m} + b_1 x_{t-1} + \cdots + b_m x_{t-m} + u_t \quad (2)$$

where $b_0, b_1, \ldots, b_m$ are constants for the $m$ time lags and $u_t$ follows the normal distribution $N(0, \xi)$. We then retrieve squares of residual errors

$$s_1 = \frac{1}{n-m} \sum_{t=m}^{n} \epsilon_t^2$$
$$s_2 = \frac{1}{n-m} \sum_{t=m}^{n} u_t^2$$

from the first and second processes, respectively.

The improvement of model 2's prediction compared to that of model 1's can be found by testing for the joint significance $b_0 = b_1 = \cdots b_m = 0$ using the $F$-test statistic:

$$\omega = \left( \frac{(s_1 - s_2)/m}{s_2/(T-k)} \right)$$

where $k$ is the number of explanatory variables. For equation 2, $k = 2 \cdot m + 1$. In all cases, $\omega$ is distributed with Fisher distribution of $(m, T-k)$. We test the following hypothesis to determine whether our result is within a 95% confidence interval

$$H_0: \quad b_0 = b_1 = \cdots = b_m = 0$$

in which case $x$ does not Granger cause $y$. Alternatively, we conclude $x$ does Granger cause $y$.

We define multivariate Granger causality similarly, by adding additional variables and testing them against our $y$ variable. Suppose we test $w$ variables to determine whether or not they Granger-cause $y$. The model then looks like:

$$\hat{\tilde{y}}_t = a_0 + a_1 y_{t-1} + \cdots + a_m y_{t-m} + b_1 x_{1,t-1} + \cdots + b_{1,m} x_{1,t-m} + \cdots + b_{w,1} x_{w,t-1} + u_t^2 \quad (3)$$

Analogously to our prior procedure we define

$$s_3 = \frac{1}{n-m} \sum_{t=m}^{n} u_t^2$$
and use equation
\[
\omega = \left( \frac{(s_1 - s_3)/m}{s_3/(T - k^*)} \right)
\]
where, \(k^* = w*m + m + 1\). We then check the value with the Fisher distribution of \((m, T - k^*)\) to determine the significance of sets of variables.

The standard Granger causality tests we considered above include only the constant \(a_0\), but additional tests can be performed. We can include both the constant \(a_0\) and a trend via an added term \(b * t\); we can include a trend only or a constant only; or we can include neither trend nor constant. The model chosen depends on the time series and how they change over time. The goal is to satisfy the criterion that \(\epsilon_t\) is independently and identically distributed (IID).

### 3.2 Granger causality results

After ensuring quality data, we tested all possible combinations of forcings for Granger causality against both combined ocean and surface temperatures as well as on ocean temperatures alone. In all models, three lags optimized the Akaike Information Criterion (AIC) values when tested against changes in ocean temperature, so we set \(m = 3\) in all cases.

Special attention was given to natural factors compared with anthropogenic ones. While Granger causality does not determine the exact strength of the signal, it does determine the significance of different sets of factors. Our Granger causality testing spanned multiple parameter dimensions (temperatures (joint ocean and surface versus ocean alone); time periods (1880-2012 versus 1958-2012); and models (constant only, trend only, both constant and trend, and neither constant nor trend)).

We display the results of our experiments in tables 1-8 below with the results for sets of natural forcings shown in tables 1-4, and the results for sets of anthropogenic forcings, shown in tables 5-8. In each table, we display p-values for multivariate Granger Causality test results upon specific sets of factors for each of the four models. P-values larger than 5% are displayed in white, between 2.5% and 5% in red, between 1% and 2.5% in orange, between .1% and 1% in yellow, and less than .1% in green.

The results differed somewhat depending on the model used. In a model with no constant and no trend, none of the natural factors showed significance either alone or in conjunction with other factors. With regard to man-made factors, the picture is a bit different. In the longer time period, from 1880 until 2012, several sets of factors display statistical significance related to surface and ocean temperatures, though fewer significant factors appeared with respect to ocean temperatures only. Only two sets, namely \{WMGHG and Ozone\} and \{WMGHG, Ozone and TropAerInd\} were significant at the 2.5% significance level, though the number of sets of variables increased when considering a significance level of 5%. For the shorter time period, there were more
Table 1: Natural forcings results for surface and ocean temperature data for years 1880-2012

| Sets of factors | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------------|--------------------|------------|----------------------------|---------------|
| "Solar", "Orbital", "StratAer" | 22.72% | 7.65% | 16.32% | 8.98%
| "Solar", "Orbital" | 56.77% | 8.61% | 59.78% | 6.32%
| "Solar", "StratAer" | 56.82% | 12.33% | 53.98% | 9.32%
| "Orbital", "StratAer" | 15.17% | 15.17% | 23.76% | 12.65%
| Solar | 86.26% | 34.50% | 16.47% | 21.80%
| "Orbital" | 15.19% | 1.53% | 48.80% | 0.658%
| "StratAer" | 90.26% | 10.95% | 20.73% | 15.04%

Table 2: Natural forcings results for surface and ocean temperature data for years 1958-2012

| Sets of factors | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------------|--------------------|------------|----------------------------|---------------|
| "Solar", "Orbital", "StratAer" | 28.08% | 5.86% | 24.62% | 0.475%
| "Solar", "Orbital" | 84.69% | 31.06% | 73.61% | 10.52%
| "Solar", "StratAer" | 8.26% | 1.31% | 14.93% | 0.810%
| "Orbital", "StratAer" | 29.16% | 2.72% | 13.14% | 18.82%
| Solar | 51.70% | 65.68% | 52.64% | 58.51%
| "Orbital" | 84.04% | 16.10% | 63.05% | 0.934%
| "StratAer" | 5.70% | 0.97% | 10.59% | 4.06%

Table 3: Natural forcings results for ocean temperature data for years 1880-2012

| Sets of factors | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------------|--------------------|------------|----------------------------|---------------|
| "Solar", "Orbital", "StratAer" | 54.00% | 13.07% | 30.77% | 6.86%
| "Solar", "Orbital" | 58.41% | 8.95% | 45.03% | 12.02%
| "Solar", "StratAer" | 79.50% | 19.74% | 55.13% | 15.00%
| "Orbital", "StratAer" | 46.77% | 14.76% | 41.05% | 2.12%
| Solar | 89.17% | 32.61% | 15.46% | 19.36%
| "Orbital" | 95.90% | 1.44% | 95.74% | 0.54%
| "StratAer" | 5.70% | 17.86% | 39.77% | 29.50%

significant sets of factors. The only variable that was always insignificant was land use.

For the model with a trend but no constant, we find that, during the longer time period, of the natural factors only orbital forcings were significant at 2.5% level, and the set \{Orbital, StratAer\} at a 5% level. For the shorter time period, the significance can only be found in joint surface and ocean temperature, where there is a 2.5% significance on \{StratAer\} and a 5% significance on the sets \{Orbital, StratAer\} and \{Solar, StratAer\}. When it comes to man-made factors and the longer time period, many sets of factors show statistical sig-
Table 4: Natural forcings results for ocean temperature data for years 1958-2012

| Sets of factors | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------------|--------------------|------------|---------------------------|---------------|
| "Solar", "Orbital", "Stratos." | 62.19\% | 27.01\% | 54.73\% | 2.33\% |
| "Solar", "Orbital" | 86.35\% | 43.48\% | 75.62\% | 1.36\% |
| "Solar", "Stratos." | 31.60\% | 11.58\% | 47.37\% | 44.83\% |
| "Orbital", "Stratos." | 54.54\% | 18.88\% | 27.52\% | 0.98\% |
| Solar | 55.13\% | 71.45\% | 65.82\% | 63.40\% |
| "Stratos." | 31.66\% | 26.41\% | 60.35\% | 0.84\% |
| "Stratos." | 19.69\% | 5.81\% | 26.10\% | 16.18\% |

For the shorter time period, joint surface and ocean temperatures appear to have many significant causalations. For ocean temperatures, however, there were only two significant causalations at the 2.5% significance level: \{WMGHG, Land Use, Ozone, TropAerInd\} and \{WMGHG, TropAerDir, Ozone, TropAerInd\}.

For the model containing a constant and no trend, during the full time period several significant natural causalities exist, all of which include orbital forcing as a factor. For the shorter time period, orbital forcings appear to play a somewhat diminished role, while the roles of other natural factors become more prominent. For man-made factors, almost all of the sets of factors display significant causalities on both surface and ocean temperatures as well as on ocean only temperatures. This holds true for both time spans.

We finally analyze the model with both a trend and a constant. For natural factors, the situation is similar to the case in which we include neither trend nor constant. There are no significant causalities at the 2.5% or 5% level in either time span. We obtain many sets of man-made factors that significantly cause surface and ocean temperature change over the longer time period, but for the ocean temperature data only the two sets \{Ozone, TropAerInd\} and \{WMGHG, Ozone, TropAerInd\} at the 2.5% significance level with one more, \{Land Use, Ozone, TropAerInd\}, at the 5% level. In the shorter time interval, we have a similar situation with numerous significant causalities for joint surface and ocean temperature. For ocean temperature alone, there is only one causality at the 2.5% level of significance: \{WMGHG, Ozone, TropAerInd\}.

Overall, we have no significant causalities for any of the natural sets of factors and significant causalities for a few man-made sets of factors, though those causalities are not necessarily confirmed when looking at different temperature datasets (ocean and joint ocean and surface temperatures).

When considering all the Granger causality models and tests, we obtain a better overview. We sometimes detect temperature causalities from some sets of natural factors, usually including orbital forcings. These causalities only appear in specific cases and do not seem to persist in all models. While orbital forcing has some small trend, it is very weak and with inclusion of other factors the signal becomes harder to detect.
When it comes to man-made sets of factors, we have a different story. Some sets of factors are significant more often than others. \{TropAerInd\} is almost always significant in the longer time interval. It is only not significant in causing ocean temperature changes in the model including both trend and constant. In both time spans, a set of \{WMGHG, Ozone, TropAerInd\} was

| Variables                  | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|----------------------------|--------------------|------------|----------------------------|---------------|
| WMGHG, "Land Use"        | 0.040%             | 0.005%     | 2.176%                     | 0.003%        |
| WMGHG, "Ozone"           | 18.489%            | 2.122%     | 3.164%                     | 0.408%        |
| Land_Use, "TropAerInd"   | 0.165%             | 0.216%     | 5.931%                     | 0.002%        |
| WMGHG, "TropAerInd"      | 0.191%             | 1.285%     | 1.561%                     | 0.002%        |
| WMGHG, "TropAerInd"      | 0.130%             | 0.014%     | 1.469%                     | 0.001%        |
| WMGHG, "Land Use", "TropAerInd" | 0.016% | 0.760% | 6.882% | 0.045% |
| WMGHG, "Land Use", "TropAerInd" | 10.490% | 0.768% | 5.464% | 0.127% |
| WMGHG, "Land Use", "Ozone" | 6.556% | 0.740% | 1.607% | 0.104% |
| WMGHG, "Land Use", "TropAerInd" | 2.618% | 2.558% | 0.789% | 0.088% |
| WMGHG, "Ozone"           | 7.147%             | 0.762%     | 3.937%                     | 0.112%        |
| WMGHG, "TropAerInd"      | 6.655%             | 8.112%     | 0.008%                     | 0.004%        |
| WMGHG, "Ozone"           | 0.033%             | 0.546%     | 0.405%                     | 0.006%        |
| Land_Use, "TropAerInd"   | 9.235%             | 1.584%     | 1.814%                     | 0.038%        |
| Land_Use, "TropAerInd"   | 0.305%             | 0.385%     | 5.623%                     | 0.064%        |
| "Land_Use", "Ozone", "TropAerInd" | 0.045% | 0.179% | 5.210% | 0.006% |
| "TropAerInd", "Ozone", "TropAerInd" | 0.123% | 18.880% | 7.251% | 0.067% |
| "WMGHG", "Land Use"      | 6.028%             | 0.682%     | 3.697%                     | 0.027%        |
| WMGHG, "TropAerInd"      | 2.507%             | 9.893%     | 4.314%                     | 0.022%        |
| WMGHG, "Ozone"           | 2.267%             | 1.750%     | 0.460%                     | 0.015%        |
| WMGHG, "TropAerInd"      | 1.847%             | 6.418%     | 2.211%                     | 0.023%        |
| Land_Use, "TropAerInd"   | 32.310%            | 1.130%     | 18.720%                    | 0.555%        |
| Land_Use, "Ozone"        | 3.271%             | 0.740%     | 3.330%                     | 0.019%        |
| Land_Use, "TropAerInd"   | 7.262%             | 0.159%     | 1.633%                     | 0.089%        |
| TropAerInd, "Ozone"      | 2.734%             | 18.690%    | 7.349%                     | 0.067%        |
| TropAerInd, "TropAerInd" | 1.095%             | 9.688%     | 2.784%                     | 0.209%        |
| Ozone, "TropAerInd"      | 0.012%             | 7.926%     | 2.257%                     | 0.054%        |
| WMGHG, "TropAerInd"      | 0.517%             | 43.793%    | 16.777%                    | 0.002%        |
| Land_Use                 | 9.575%             | 0.104%     | 24.850%                    | 5.781%        |
| TropAerInd               | 8.096%             | 21.770%    | 5.747%                     | 2.448%        |
| Ozone                    | 0.457%             | 7.483%     | 5.684%                     | 0.017%        |
| TropAerInd               | 1.170%             | 10.010%    | 3.955%                     | 0.011%        |
Table 6: Anthropogenic forcings results for surface and ocean temperature data for years 1958-2012

| Variables                  | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|----------------------------|--------------------|------------|---------------------------|---------------|
| WMGHG, Land_Use, TropAerInd, Ozone, TropAerInd | 0.952%          | 0.352%     | 0.952%                    | 0.352%        |
| WMGHG, Land_Use, TropAerInd, Ozone | 13.70%         | 2.43%      | 10.6%                     | 0.26%         |
| Land_Use, TropAerInd, Ozone, TropAerInd | 7.57%          | 3.14%      | 0.93%                     | 0.11%         |
| WMGHG, TropAerInd, Ozone, TropAerInd | 0.115%         | 0.074%     | 0.055%                    | 0.065%        |
| WMGHG, Land_Use, Ozone, TropAerInd | 0.957%         | 0.652%     | 0.189%                    | 0.177%        |
| WMGHG, Land_Use, TropAerInd, Ozone | 80.580%        | 44.040%    | 5.584%                    | 5.013%        |
| WMGHG, Land_Use, Ozone | 9.914%         | 1.330%     | 0.094%                    | 0.167%        |
| WMGHG, TropAerInd, Ozone | 8.452%         | 2.581%     | 0.250%                    | 0.570%        |
| WMGHG, TropAerInd, Ozone | 3.860%         | 0.347%     | 0.051%                    | 0.023%        |
| WMGHG, TropAerInd, Ozone, TropAerInd | 5.980%        | 59.700%    | 8.374%                    | 8.662%        |
| WMGHG, Ozone, TropAerInd | 0.012%         | 0.073%     | 0.008%                    | 0.015%        |
| Land_Use, TropAerInd, Ozone | 34.700%        | 2.412%     | 0.235%                    | 0.510%        |
| Land_Use, TropAerInd, TropAerInd | 37.830%       | 39.530%    | 7.672%                    | 1.277%        |
| Land_Use, Ozone, TropAerInd | 7.526%         | 1.700%     | 0.042%                    | 0.060%        |
| TropAerInd, Ozone, TropAerInd | 1.433%         | 0.275%     | 0.017%                    | 0.011%        |
| WMGHG, Land_Use | 84.500%        | 26.350%    | 1.239%                    | 2.617%        |
| WMGHG, TropAerInd | 59.440%        | 37.200%    | 7.464%                    | 1.641%        |
| WMGHG, Ozone | 9.160%         | 1.095%     | 0.026%                    | 0.035%        |
| WMGHG, TropAerInd | 7.343%         | 33.480%    | 7.954%                    | 1.302%        |
| Land_Use, TropAerInd | 47.560%        | 31.540%    | 47.560%                   | 2.011%        |
| Land_Use, Ozone | 6.144%         | 0.841%     | 0.045%                    | 0.117%        |
| Land_Use, TropAerInd | 24.570%        | 15.870%    | 4.098%                    | 2.902%        |
| TropAerInd, Ozone | 3.620%         | 1.910%     | 0.054%                    | 0.057%        |
| TropAerInd, TropAerInd | 66.160%        | 27.170%    | 2.038%                    | 1.603%        |
| Ozone, TropAerInd | 5.844%         | 1.510%     | 0.038%                    | 0.026%        |
| WMGHG | 53.435%        | 16.360%    | 7.771%                    | 0.322%        |
| Land_Use | 59.970%        | 7.734%     | 62.969%                   | 2.908%        |
| TropAerInd | 95.460%        | 4.955%     | 0.302%                    | 0.841%        |
| Ozone | 8.450%         | 0.505%     | 0.023%                    | 0.022%        |
| TropAerInd | 52.690%        | 8.276%     | 4.206%                    | 1.518%        |

found to always significantly cause temperature changes, be it ocean temperatures or joint ocean and surface temperatures, across all tested models. Other joint sets of factors found to cause significant temperature changes in almost all models and time frames include {WMGHG, Land Use, Ozone, TropAerInd}
Table 7: Anthropogenic forcings results for ocean temperature data for years 1880-2012

| Variables       | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------------|--------------------|------------|----------------------------|---------------|
| WMGHG, Land Use, TropAerDir, Ozone, TropAerInd | 12.81% | 7.85% | 7.92% | 0.00% |
| WMGHG, Land Use, TropAerDir, Ozone | 82.55% | 19.26% | 15.28% | 7.15% |
| WMGHG, TropAerDir, Ozone, TropAerInd | 8.12% | 5.81% | 14.75% | 0.12% |
| WMGHG, TropAerDir, Ozone | 7.78% | 4.33% | 3.66% | 0.53% |
| WMGHG, Land Use, Ozone, TropAerInd | 5.80% | 0.42% | 4.41% | 0.06% |
| WMGHG, Land Use, TropAerDir, TropAerInd | 48.93% | 10.21% | 19.93% | 2.05% |
| WMGHG, Land Use, TropAerDir | 59.40% | 6.86% | 9.65% | 1.92% |
| WMGHG, Land Use, Ozone | 62.67% | 8.76% | 6.49% | 2.40% |
| WMGHG, Land Use, TropAerInd | 48.91% | 12.25% | 13.02% | 2.02% |
| WMGHG, TropAerDir, Ozone | 64.11% | 19.09% | 7.98% | 2.25% |
| WMGHG, TropAerDir, TropAerInd | 33.90% | 16.35% | 9.28% | 1.65% |
| WMGHG, Ozone, TropAerInd | 2.14% | 0.90% | 1.01% | 0.24% |
| Land Use, TropAerInd | 67.66% | 12.84% | 12.66% | 1.06% |
| Land Use, TropAerDir, Ozone | 41.27% | 12.38% | 0.51% | 0.00% |
| Land Use, Ozone, TropAerInd | 67.66% | 12.84% | 12.66% | 1.06% |
| TropAerDir, Ozone, TropAerInd | 6.96% | 22.28% | 18.00% | 0.53% |
| WMGHG, Land Use | 34.07% | 5.06% | 14.06% | 0.53% |
| WMGHG, TropAerDir | 33.39% | 12.41% | 2.87% | 0.40% |
| WMGHG, Ozone | 38.62% | 8.31% | 1.94% | 0.44% |
| WMGHG, TropAerInd | 36.85% | 15.59% | 5.67% | 0.72% |
| Land Use, TropAerDir | 80.46% | 4.89% | 18.28% | 1.88% |
| Land Use, Ozone | 41.45% | 6.15% | 8.16% | 0.52% |
| Land Use, TropAerInd | 48.92% | 5.11% | 5.28% | 0.63% |
| TropAerDir, Ozone | 45.21% | 32.29% | 13.60% | 0.55% |
| TropAerDir, TropAerInd | 18.24% | 14.85% | 5.09% | 1.10% |
| Ozone, TropAerInd | 0.05% | 0.00% | 0.00% | 0.00% |
| WMGHG | 15.55% | 53.53% | 20.78% | 0.09% |
| Land Use | 48.09% | 0.73% | 15.81% | 2.47% |
| TropAerDir | 40.58% | 24.37% | 7.60% | 0.18% |
| Ozone | 17.56% | 16.34% | 9.24% | 0.15% |
| TropAerInd | 13.75% | 8.01% | 9.24% | 0.15% |

and \{\text{WMGHG, TropAerDir, Ozone, TropAerInd}\}, and to a lesser degree \{\text{WMGHG, Ozone}\}.

All the above mentioned sets of variables display significant causalities in both time frames and in both temperature datasets, while causalities of natural
Table 8: Anthropogenic forcings results for ocean temperature data for years 1958-2012

| Variables | Trend and Constant | Trend Only | Neither Trend Nor Constant | Constant Only |
|-----------|--------------------|------------|----------------------------|---------------|
| WMGHS, "Land Use", "TropAerInd", "Ozone", "TropAerInd" | 9.878% | 0.629% | 0.402% | 0.994% |
| WMGHS, "Land Use", "TropAerInd", "Ozone" | 37.739% | 15.269% | 1.126% | 2.241% |
| "Land Use", "TropAerInd", "Ozone", "TropAerInd" | 35.376% | 12.630% | 0.791% | 1.532% |
| WMGHS, "TropAerInd", "Ozone", "TropAerInd" | 31.94% | 2.350% | 0.064% | 0.103% |
| WMGHS, "Land Use", "Ozone", "TropAerInd" | 3.66% | 1.168% | 2.112% | 2.175% |
| WMGHS, "Land Use", "TropAerInd", "TropAerInd" | 28.718% | 46.389% | 14.579% | 4.765% |
| WMGHS, "Land Use", "TropAerInd", "Ozone" | 89.593% | 70.610% | 10.714% | 7.923% |
| WMGHS, "Land Use", "Ozone" | 39.726% | 14.604% | 0.626% | 1.145% |
| WMGHS, "Land Use", "TropAerInd" | 30.800% | 26.050% | 5.735% | 2.473% |
| WMGHS, "TropAerInd", "Ozone" | 13.199% | 3.876% | 0.752% | 0.284% |
| WMGHS, "TropAerInd", "TropAerInd" | 32.714% | 81.670% | 16.462% | 5.812% |
| Land Use, "TropAerInd", "Ozone" | 14.612% | 7.778% | 0.680% | 0.256% |
| Land Use, "TropAerInd", "TropAerInd" | 20.181% | 17.730% | 0.592% | 0.815% |
| "Land Use", "Ozone", "TropAerInd" | 36.615% | 17.130% | 0.592% | 0.815% |
| "TropAerInd", "Ozone", "TropAerInd" | 12.089% | 19.092% | 0.120% | 0.190% |
| WMGHS, "Land Use", "TropAerInd" | 92.726% | 48.760% | 2.191% | 0.049% |
| WMGHS, "TropAerInd", "Ozone" | 75.457% | 72.780% | 5.620% | 5.620% |
| WMGHS, "Ozone" | 15.889% | 8.533% | 0.258% | 0.258% |
| WMGHS, "TropAerInd" | 31.201% | 58.610% | 12.612% | 2.292% |
| Land Use, "TropAerInd" | 68.474% | 62.650% | 5.801% | 3.591% |
| Land Use, "Ozone" | 29.107% | 8.849% | 0.284% | 0.013% |
| Land Use, "TropAerInd" | 68.930% | 51.630% | 8.997% | 7.433% |
| TropAerInd, "Ozone" | 17.550% | 26.310% | 0.785% | 0.331% |
| TropAerInd, "TropAerInd" | 91.254% | 69.720% | 5.168% | 7.275% |
| Ozone, "TropAerInd" | 24.359% | 8.555% | 0.156% | 0.249% |
| WMGHS, "Land Use", "TropAerInd" | 67.525% | 56.740% | 14.550% | 4.723% |
| Land Use, "TropAerInd" | 65.296% | 20.990% | 0.715% | 0.006% |
| TropAerInd | 35.112% | 29.800% | 0.613% | 1.207% |
| Ozone | 13.481% | 8.761% | 0.201% | 0.007% |
| TropAerInd | 60.879% | 35.740% | 7.560% | 2.324% |

Factors appear only sporadically and even then with a considerably lower level of confidence. We conclude that while there appear to be obvious causalities from anthropogenic factors, the same cannot be said for the natural ones.
4 Conclusions and Future Work

In an effort to better understand the role of man-made causes on global climate change, we applied Granger Causality tests to determine how different sets of variables affect either average surface and ocean temperatures or average ocean temperatures alone. While we were unable to obtain consistent significant causalities for any set of natural factors, we did find sets of anthropogenic factors that caused temperature change at statistically significant levels. The most likely cause was joint interference of well-mixed Greenhouse gases, ozone changes and tropospheric aerosols. Changes in land use may have also added to global warming. While there might be indications that some natural factors, primarily orbital forcings, also contributed to global warming, such indications could not be determined with confidence using multivariate Granger causality. At a minimum, multivariate Granger causality confirmed that anthropogenic factors are very likely to causally impact temperature change within 3 years from their occurrence.

We are ultimately interested in a more thorough understanding of how forcings interact with each other. To achieve such understanding we plan to apply nonlinear tools, including evolutionary and symbolic regression methods. From some very preliminary investigations we undertook in this direction, there appears to be at least some overlap between the results found from such approaches and our Granger Causality analyses.
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