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Abstract

We consider the sequence acceleration problem for the alternating direction method-of-multipliers (ADMM) applied to a class of equality-constrained problems with strongly convex quadratic objectives, which frequently arise as the Newton subproblem of interior-point methods. Within this context, the ADMM update equations are linear, the iterates are confined within a Krylov subspace, and the General Minimum RESidual (GMRES) algorithm is optimal in its ability to accelerate convergence. The basic ADMM method solves a $\kappa$-conditioned problem in $O(\sqrt{\kappa})$ iterations. We give theoretical justification and numerical evidence that the GMRES-accelerated variant consistently solves the same problem in $O(\kappa^{1/4})$ iterations, for an order-of-magnitude reduction in iterations, despite a worst-case bound of $O(\sqrt{\kappa})$ iterations. The method is shown to be competitive against standard preconditioned Krylov subspace methods for saddle-point problems. The method is embedded within SeDuMi, and used to solve many large-scale semidefinite programs with error that decreases like $O(1/k^2)$, instead of $O(1/k)$, where $k$ is the iteration index.

1 Introduction

The alternating direction method-of-multipliers (ADMM) [25, 22] is a popular first-order optimization algorithm, used to establish consensus between many local subproblems and a global master problem. This sort of decomposable problem structure naturally arises over a wide range of applications, from statistics and machine learning, to the solution of semidefinite programs; see [9] for an overview. Part of the appeal of ADMM is that it is simple and easy to implement at a large scale, and that convergence is guaranteed under very mild assumptions. On the other hand, ADMM can converge very slowly, sometimes requiring thousands of iterations to compute solutions accurate to just 2-3 digits.

Sequence acceleration—the idea of extrapolating information collected in past iterates—can improve the convergence rates of first-order methods, thereby allowing them to compute more accurate solutions. Within this context, the technique known as momentum acceleration has been particularly successful. Originally developed by Nesterov for the basic gradient method [36], the technique has since been extended to a wide range of first-order methods [38, 2, 3]. In each case, the momentum-accelerated variant improves upon the basic first-order method by an order of magnitude, achieving a convergence rate that is provably optimal.
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Unfortunately, sequence acceleration has been less successful for ADMM. Momentum-accelerated ADMM schemes have been proposed [26, 45, 41, 30], but the reductions in iterations have been modest, and limited to special cases where the objectives are assumed to be strongly convex and/or quadratic. Part of the problem is that ADMM is a difficult method to analyze, even in the simple quadratic case. The most widely used technique to accelerate ADMM in practice is simple over-relaxation, which reliably reduces total iteration count by a small constant [58, 24, 23, 39]. It remains unclear whether an order-of-magnitude acceleration is even achievable for ADMM in the first place.

1.1 Sequence acceleration using GMRES

In this paper, we restrict our attention to the ADMM solution of the equality-constrained quadratic program

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} x^T D x + c^T x + p^T z \\
\text{subject to} & \quad Ax + Bz = d,
\end{align*}
\]

(ECQP)

which frequently arises as the Newton subproblem of interior-point methods. The Karush–Kuhn–Tucker (KKT) equations for (ECQP) are linear, so first-order methods applied to (ECQP) reduce to a matrix iteration of the form

\[
u^{k+1} = G(\beta)u^k + b(\beta),
\]

where \(u = [x; z; y]\) collects the primal-dual variables, and \(\beta > 0\) is the ADMM quadratic-penalty / step-size parameter.

Sequence acceleration for matrix iterations is a well-studied topic. While the optimal acceleration scheme is rarely available as an analytical expression, it is attained numerically by the Generalized Minimum RESidual (GMRES) algorithm [50]; we review this point in detail in Section 2. Using GMRES to accelerate a matrix iteration, the resulting iterates are guaranteed to converge as fast or faster (viewed under a particular metric) than any sequence acceleration scheme, based on over-relaxation, momentum, or otherwise. Hence, at a minimum, we may use GMRES to numerically bound the amount of acceleration available using ADMM or its variants. If convergence is sufficiently rapid, then the accelerated method (described as Algorithm 1 in Section 2, which we name ADMM-GMRES) may be also be used as a solution algorithm for (ECQP).

1.2 Convergence in \(O(\kappa^{1/4})\) iterations

Under the strong convexity assumptions described in [14], ADMM converges at a linear rate, with a convergence rate dependent on the parameter choice \(\beta\) and the problem condition number \(\kappa\). A number of previous authors have derived the optimal fixed parameter choice \(\beta^*\) that allows ADMM to converge to an \(\epsilon\)-accurate solution in \(O(\sqrt{\kappa} \log \epsilon^{-1})\) iterations [23, 24, 39].

Numerically accelerating this sequence using GMRES, we were surprised to find that an \(\epsilon\)-accurate solution is consistently computed in \(O(\kappa^{1/4} \log \epsilon^{-1})\) iterations, for a square-root factor reduction in the number of iterations. Figure 1 makes this comparison for 1000 instances of (ECQP) randomly generated using Algorithm 2 in Section 5.2 below. The same acceleration was also reliably observed for a wide collection of interior-point Newton subproblems in Section 8.

The order-of-magnitude acceleration is surprising because the \(O(\sqrt{\kappa} \log \epsilon^{-1})\) iteration bound is sharp, when considered over all \(\kappa\)-conditioned (ECQP). Indeed, we give an explicit example in Section 4 and prove that ADMM-GMRES cannot converge for this example at a rate faster than
Figure 1: Given the same 1000 randomly-generated problems and using the same parameter choice, ADMM (circles) converges in $O(\sqrt{\kappa})$ iterations while GMRES-accelerated ADMM (crosses) converges in $O(\kappa^{1/4})$ iterations, where $\kappa$ is the condition number.

$(\sqrt{\kappa} - 1)/(\sqrt{\kappa} + 1)$. The same sort of $\sqrt{\kappa}$ lower complexity bounds are well-known for gradient methods and their proximal / projected variants; see [35] and also [37, 2].

Nevertheless, these numerical results immediately confirm the possibility for an order-of-magnitude acceleration for ADMM under practical settings, using over-relaxation, momentum, or some other scheme. In fact, an optimal over-relaxation scheme with $k$ parameters may be extracted from $k$ iterations of GMRES and explicitly applied; see [34] and the references therein. Also, GMRES-accelerated ADMM may be used as a direct solution method for (ECQP). In this case, the $O(k^2)$ time and $O(k)$ memory requirements of GMRES should be balanced against the cost of $k$ iterations of ADMM. For very ill-conditioned problems needing many iterations, it is possible to periodically restart ADMM-GMRES, although its optimality is no longer guaranteed. We discuss these practical considerations in Section 2.4.

1.3 Main Results

Our primary goal in this paper is to understand why GMRES so frequently achieves an order-of-magnitude acceleration for ADMM. Convergence analysis for Krylov subspace methods is typically formulated as a classic problem in approximation theory—how well can one approximate the eigenvalues of the matrix $I - G(\beta)$ as the roots of an order-$k$ polynomial? In Section 5 we show that the $\kappa^{1/4}$ factor arises because the real eigenvalues of the matrix $I - G(\beta^*)$ lie along (a rescaled version of) the interval $[1, \kappa^{1/4}]$, and the Chebyshev polynomial approximates this entire interval with convergence factor $(\kappa^{1/4} - 1)/(\kappa^{1/4} + 1)$. This is precisely the same mechanism that grants conjugate gradients a square-root factor acceleration over basic gradient descent; see [28, Ch.3] and [49, Ch.6.11].
Within the context of ADMM-GMRES, however, the square-root factor acceleration hinges on two additional assumptions. First, the nonsymmetric iteration matrix $G(\beta)$ should be close to normal, in order for its behavior to be accurately captured by its eigenvalues. Furthermore, $G(\beta)$ also contains complex outliers: eigenvalues with nonzero imaginary parts, which prevent the Chebyshev polynomial from being directly applicable. In Section 5.1, we prove that the $\kappa^{1/4}$ factor will persist if the complex outliers are better conditioned than the real eigenvalues.

Our extensive numerical trials found both assumptions to be generic properties of (ECQP), holding for almost all problem instances. As a consequence, convergence in $O(\kappa^{1/4})$ is observed to be generic property for the ADMM-GMRES solution of (ECQP). Although it is difficult to derive rigorous bounds, we make a number of heuristic arguments in support of this observation in Section 5.2 and Section 6.

It remains an open question whether the order-of-magnitude acceleration would persist for non-quadratic objectives. If the update equations are nonlinear, then ADMM is no longer a matrix iteration, and GMRES acceleration is no longer optimal. Nevertheless, the update equations may be locally well-approximated by their linearization, and a nonlinear version of GMRES like a Newton-Krylov method [11] or Anderson acceleration [57] may prove to be useful.

1.4 View as a preconditioner

Much of our analysis is based on the observation that ADMM reduces to a preconditioner for an augmented Lagrangian version of the Karush–Kuhn–Tucker (KKT) equations for (ECQP). Within this context, ADMM-GMRES is only one of numerous preconditioned Krylov subspace methods available; see [6] for a comprehensive survey. Indeed, it is closely related to block-triangular [10] [61] [51] and augmented Lagrangian / Uzawa preconditioners [21] [27].

In Section 7, we compare ADMM-GMRES against some classic preconditioners for saddle-point problems, including the block-diagonal preconditioner, variants of the constraint preconditioner, and the Hermetian / Skew-Hermitian splitting preconditioner. Restricting each preconditioner to the same operations used in ADMM, we find that each preconditioner regularly attains its worst-case iteration bound of $O(\sqrt{\kappa})$. By comparison, the ADMM preconditioner converges in $O(\kappa^{1/4})$ iterations for every problem considered. The order-of-magnitude reduction in the number of iterations was able to offset both the higher cost of the preconditioner, as well as the need to deploy an expensive Krylov method like GMRES.

1.5 Applications in large-scale semidefinite programming

Our original motivation for this paper is the solution of large-scale semidefinite programs

$$\min_X \{ \text{tr} CX : \text{tr} A_i X = b_i \forall i \in \{1, \ldots, m\}, \ X \succeq 0 \} \quad \text{(SDP)}$$

$$\max_{y, S} \{ b^T y : \sum_{i=1}^m y_i A_i + S = C, \ S \succeq 0 \} \quad \text{(SDD)}$$

where each matrix is $n \times n$ real symmetric, and $X \succeq 0$ indicates that $X$ is symmetric positive semidefinite. The standard approach is to use an interior-point method, which transforms (SDD) into a sequence of (ECQP), each written

$$\max b^T y - \frac{1}{2} \| W^{1/2} (S - Z) W^{1/2} \|_F^2 \quad \text{(NEWT)}$$

subject to

$$\sum_{i=1}^m y_i A_i + S = C.$$
The method usually converges in a few tens of iterations. Each iteration solves \(\text{NEWT}\) via its dense KKT equations in \(O(N^3)\) time and \(O(N^2)\) memory, where \(N = n(n+1) + m\) is the total number of primal-dual variables.

ADMM can be applied to \(\text{SDP} - \text{SDD}\), and each iteration can be performed in just \(O(N^{3/2})\) time and \(O(N)\) memory, assuming a certain sparsity structure in the data \[58, 40\]. For many large-scale SDPs, ADMM converges at a linear rate—like an interior-point method—to 6+ digits of precision in just a few hundred iterations \[58\]. For many others, particularly those that arise from the chordal decomposition of sparse SDPs, the method converges in feasibility and duality gap at the sublinear rate of \(O(1/k)\) at the \(k\)-th iteration; thousands of iterations are required to obtain solutions of only modest accuracy \[31, 33, 40, 60\].

Alternatively, ADMM can be applied to \(\text{NEWT}\), as a set of inner iterations within an interior-point solution of \(\text{SDP} - \text{SDD}\) \[42, 43\]. Indeed, each inner ADMM iteration has roughly the same cost as before: \(O(N^{3/2})\) flops and \(O(N)\) memory, assuming the same sparsity structure in the data. However, the worst-case convergence rate is not improved. The condition number associated with \(\text{NEWT}\) scales as \(\kappa = \Theta(1/\epsilon^2)\) where \(\epsilon\) is the current duality gap. Amortizing \(O(\sqrt{\kappa})\) ADMM iterations over each outer interior-point iteration again yields a sublinear rate of \(O(1/k)\) at the \(k\)-th ADMM iteration.

Now, suppose that ADMM-GMRES is able to converge in \(O(\kappa^{1/4})\) iterations. Then, applying the method to \(\text{NEWT}\) yields an interior-point method with an improved sublinear rate of \(O(1/k^2)\) at the \(k\)-th ADMM-GMRES iteration. In Section 8 we embed ADMM-GMRES within SeDuMi \[53\], and use it to solve problems from SDPLIB \[8\] and the Seventh DIMACS Implementation Challenge \[44\]. ADMM-GMRES solves every instance of \(\text{NEWT}\) in \(O(\kappa^{1/4})\) iterations, although the costs associated with GMRES become too high past \(\approx 30\) iterations. Restarting ADMM-GMRES every 25 iterations yielded a modified interior-point method with an effective error rate of \(O(1/k^2)\) for 8 of the 10 DIMACS problems considered.

1.6 Definitions and notation

Throughout this paper, we will frequently refer to the condition number \(\kappa\), the gradient Lipschitz constant \(L\), the strong convexity parameter \(\mu\), which are defined in terms of a rescaled objective matrix \(\tilde{D}\) in \[7\]. The variable \(k\) is reserved for the iteration index.

From Section 2 to Section 7 the positive integers \(n, \ell, m\) refer to the dimensions of the primal-dual variables \(x, z, y\), and \(N = n + \ell + m\) refers to the total number of primal-dual variables. However, in discussing interior-point methods for SDPs in Section 8 (and previously in Section 1.5), we redefine \(n\) and \(m\) as the order of the semidefinite cone and the dimension of the dual vector, in order to concur with standard notation in this area. We again use \(N = n(n+1) + m\) to refer to the total number of primal-dual variables.

Our notation is otherwise standard, with the following exceptions. We use \(\Lambda\{A\}\) to refer to the eigenvalues of \(A\). The set \(\mathbb{P}_k\) denotes the space of order-\(k\) polynomials. Given a polynomial \(p(z)\), we denote its maximum modulus over a compact subset of the complex plane \(S \subset \mathbb{C}\) as \(\|p(z)\|_S = \max_{z \in S} |p(z)|\).
2 ADMM for Quadratic Problems

Beginning with a choice of the quadratic-penalty / step-size parameter $\beta > 0$ and initial points $u^0 = \{x^0, z^0, y^0\}$, ADMM generates iterates

$$x^{k+1} = \arg \min_x \frac{1}{2} x^T D x + c^T x + \frac{\beta}{2} \| Ax + B z - c + y^k \|^2, \quad (2a)$$

$$z^{k+1} = \arg \min_z p^T z + \frac{\beta}{2} \| Ax^{k+1} + B z - c + y^k \|^2, \quad (2b)$$

$$y^{k+1} = y^k + (Ax^{k+1} + Bz^{k+1} - c). \quad (2c)$$

Some basic algebraic manipulations reveal these to be a matrix-splitting iteration for the (rescaled) augmented Lagrangian KKT system (see e.g. [21, 27])

$$\begin{bmatrix}
\beta^{-1} D + A^T A & A^T B & A^T \\
B^T A & B^T B & B^T \\
A & B & 0
\end{bmatrix}
\begin{bmatrix}
x \\
z \\
y_k
\end{bmatrix}
= \begin{bmatrix}
A^T d - \beta^{-1} c \\
B^T d - \beta^{-1} p \\
d
\end{bmatrix}, \quad (3)$$

using a Gauss-Seidel–like splitting

$$H(\beta) = \begin{bmatrix}
\beta^{-1} D + A^T A & 0 & 0 \\
B^T A & B^T B & 0 \\
A & B & -I
\end{bmatrix} - \begin{bmatrix}
0 & -A^T B & -A^T \\
0 & 0 & -B^T \\
0 & 0 & -I
\end{bmatrix} = M(\beta) - N(\beta). \quad (4)$$

Indeed, fixing the parameter $\beta$, (2) is precisely the linear fixed-point iterations

$$u^{k+1} = M(\beta)^{-1} N(\beta) u^k + M(\beta)^{-1} v(\beta). \quad (5)$$

The dominant cost at each ADMM iteration is a single matrix-vector product with each of $(\beta^{-1} D + A^T A)^{-1}, (B^T B)^{-1}, A, B, A^T$ and $B^T$; the method can be effective only if these operations can be performed at reduced cost. In practice, efficient matrix-vector products usually arise from problem-specific structure. For example, when the matrices $A$, $B$, and $D$ are sparse, the matrices $\beta^{-1} D + A^T A$ and $B^T B$ often admit sparse Cholesky factorizations; see the discussion in [21, Sec.4.2]. Alternatively, the matrices may admit efficient representations, such as a Kronecker factorization (e.g. $D = W \otimes W$; see our discussion in Section 8 for the SDP Newton subproblem) that allow data-sparse representations of their inverses to be constructed.

2.1 Sequence acceleration

Let us view ADMM as a black box $T_\beta(\cdot)$ that maps a given test point $u$ to its image $T_\beta(u)$, in order to rewrite the basic ADMM method as the iterated map

$$u^{k+1} = T_\beta(u^k). \quad (6)$$

Under strong convexity assumptions, (6) converges linearly to a unique fixed-point [14].

Assumption 1. The matrix $D$ is symmetric positive definite, the matrix $A$ has full row-rank (i.e. $AA^T$ is invertible), and the matrix $B$ has full column-rank (i.e. $B^T B$ is invertible).
The convergence rate of \[ (6) \] depends on parameter choice $\beta$ and the problem condition number $\kappa$, defined as the ratio of a gradient Lipschitz parameter $L$ and a strong convexity parameter $\mu$,

$$
\bar{D} \triangleq (AD^{-1}A^T)^{-1}, \quad \mu \triangleq \lambda_{\min}(\bar{D}), \quad L \triangleq \lambda_{\max}(\bar{D}), \quad \kappa \triangleq L/\mu.
$$

In particular, the parameter choice $\beta = \sqrt{\mu L}$ allows an $\epsilon$-accurate solution to be computed in no more than $O(\sqrt{\kappa} \log \epsilon^{-1})$ iterations \[23, 24, 39\].

Sequence acceleration seeks to find an $\epsilon$-accurate approximation of the fixed point $u^* = T_\beta(u^*)$ while making as few calls to the black-box oracle as possible. Two popular approaches are over-relaxation, which linearly extrapolates the current step,

$$
u^{k+1} = u^k + \omega_k[T_\beta(u^k) - u^k],
$$

and momentum, which linearly extrapolates the previous step,

$$
\bar{u} = u^k + \theta_k(u^k - u^{k-1}), \quad \nu^{k+1} = T_\beta(\bar{u}).
$$

In each case, the $(k+1)$-th iterate is selected from the plane that crosses the initial point and the $k$ images

$$
u^{k+1} \in \text{Aff}\{u^0, T_\beta(u^0), T_\beta(u^1), \ldots, T_\beta(u^k)\}.
$$

The affine hull linearly extrapolates the information collected from $k$ evaluations of the black-box oracle; the parameters $\theta_1, \ldots, \theta_k$ and $\omega_1, \ldots, \omega_k$ may be viewed as its coordinates. By carefully tuning these parameters, it is possible to select better candidates than the default choice produced by the iterated map \[6\], thereby yielding a sequence $u^0, u^1, \ldots, u^k$ with an accelerated convergence rate.

##### 2.2 The optimality of GMRES

Let the black-box oracle $T_\beta(\cdot)$ be affine, meaning that there exists some matrix $G(\beta)$ and vector $b(\beta)$ such that $T_\beta(u) = G(\beta)u + b(\beta)$. Furthermore, let us measure the accuracy of a test point $u$ using an implicit but easily computable Euclidean metric\[4\]

$$
\|u - u^*\|_M \triangleq \|u - [G(\beta)u + b(\beta)]\| = \|(I - G(\beta))(u - u^*)\|.
$$

Then, the affine search space \[10\] reduces to a Krylov subspace

$$
u^{k+1} \in u^0 + \text{span}\{r, Gr, \ldots, G^k r\}
$$

where $G \equiv G(\beta)$ and $r = u^0 - [G(\beta)u^0 + b(\beta)]$, and the problem of selecting the best candidate from the Krylov subspace \[12\] is numerically solved by GMRES. We defer to standard texts for its implementation details, e.g. \[49, \text{Alg. 6.9}\] or \[49, \text{Alg. 6.10}\], and only note that the algorithm can be viewed as a “black-box” that solves the following projected least-squares problem at the $k$-th iteration:

$$
\text{GMRES}_k(A, b) = \arg \min \left\{ \|b - Ax\|_2 : x \in \text{span}\{b, Ab, \ldots, A^{k-1}b\} \right\},
$$

in $\Theta(k^2 N)$ flops, $\Theta(k N)$ memory, and $k$ matrix-vector products with $A$. Consider the following algorithm.

\[\text{Indeed, } \kappa_M^{-1} \leq \|u - u^*\|_M/\|u - u^*\| \leq \kappa_M, \text{ where } \kappa_M = \text{cond}(I - G(\beta)) \text{ is finite because the ADMM iterations converge to a unique fixed-point.}\]
Algorithm 1 (ADMM-GMRES). Input: The update operator $T_\beta$ that implements (2) as $u^{k+1} = T_\beta(u^k)$; Initial point $u^0$; Number of iterations $k$.

1. Precompute and store $T_\beta(u^0) = G(\beta)u^0 + b(\beta)$ and $r = u^0 - T_\beta(u^0)$;
2. Call $\Delta u = \text{GMRES}_k(I - G(\beta), r)$, while evaluating each matrix-vector product as $[I - G(\beta)]h = h - [T_\beta(u_0 + h) - T_\beta(u^0)]$;
3. Output $u^k = u^0 - \Delta u$.

The optimality of GMRES in (13) guarantees $\|u^k - u^*\|_M$ to be smaller than that of regular ADMM, as well as any accelerated variant that selects its $k$-th iterate $u^k$ from (10). In other words, no linearly extrapolating sequence acceleration scheme, based on momentum, over-relaxation, or otherwise, can converge faster than GMRES when viewed under this metric.

2.3 ADMM as a preconditioner

The fixed-point equation associated with the ADMM iterations (5)

$$u^* - G(\beta)u^* = b(\beta),$$

is a linear system of equations when $\beta$ is held fixed, which can be solved using GMRES. In the previous subsection, we named the resulting method ADMM-GMRES, and viewed it as an optimally accelerated version of ADMM. Equivalently, (14) is also the left-preconditioned system of equations

$$M^{-1}(\beta)[H(\beta)u^* - b(\beta)] = 0 \iff (14),$$

where $H$ and $v$ comprise the augmented Lagrangian KKT system in (3), and $M$ is the preconditioner matrix defined in (4). Note that the ADMM iteration matrix satisfies $G(\beta) = I - M^{-1}(\beta)H(\beta)$ by definition. In turn, ADMM-GMRES is equivalent to a preconditioned GMRES solution of the augmented KKT system $H(\beta)u = v(\beta)$ using preconditioner $M(\beta)$.

2.4 Reducing the cost of GMRES

A significant shortcoming of GMRES is its need to store and manipulate an $N \times k$ dense matrix at the $k$-th iteration. Its $\Theta(k^2N)$ time and $\Theta(kN)$ memory requirements become unsustainable once $k$ grows large. It was proved by Faber and Manteuffel that these complexity figures cannot be substantially reduced without destroying the optimal property of GMRES [19]. Hence, if many GMRES iterations are desired, then a limited-memory approach must be used.

One limited-memory approach is to periodically restart GMRES: after $p$ iterations, the final iterate is extracted, and used as the initial point for a new set of $p$ iterations. However, a significant issue with restarting ADMM-GMRES is that it may stall, meaning that it would fail to make further progress after a certain number of iterations. Alternatively, we may use a method based on Lanczos biorthogonalization, like BiCG, QMR and their transpose-free variants; see [49] for their implementation details. These methods are entirely heuristic, but tend to work well when GMRES converges quickly, and do not stall as easily as restarted GMRES. QMR is often preferred over BiCG for being more stable and for having a convergence analysis somewhat related to GMRES.

Figure 2 compares GMRES with restarted GMRES and QMR for an “easy” and “difficult” problems of comparable conditioning. In the “easy” example, all these methods outperform basic ADMM, with QMR converging almost as rapidly as GMRES. But in the “difficult” example, all of these limited-memory methods stall, or get close to stalling. Only the full GMRES is able to converge at the $(\kappa^{1/4} - 1)/(\kappa^{1/4} + 1)$ rate.
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Figure 2: Comparison of GMRES with its limited-memory variants: (a) an “easy” example; (b) a “difficult” example.

3 GMRES Convergence Analysis

Krylov subspace methods like GMRES are closely associated with the idea of approximating a matrix inverse using a low-order matrix polynomial. To explain, consider substituting the constraints of the GMRES least-squares problem \((13)\) into its objective, to yield

\[
\|b - Ax^k\| = \min_{\alpha_1, \ldots, \alpha_k} \left\| b - A \left( \sum_{j=1}^{k} \alpha_j A^{j-1} b \right) \right\| = \min_{p \in \mathbb{P}_{k-1}} \| [I - Ap(A)]b \|. \tag{16}
\]

If there exists an accurate low-order matrix polynomial approximation \(p(A)\) for the matrix inverse \(A^{-1}\), then \(Ap(A) \approx I\) and \(\|[I - Ap(A)]b\| \approx 0\). GMRES must converge rapidly, since it optimizes over all polynomials in \((16)\).

Equivalently, we may solve the residual minimization problem

\[
\min_{p \in \mathbb{P}_{k-1}} \{ \|q(A)b\| : q(z) = 1 - zp(z) \} = \min_{q \in \mathbb{P}_{k-1}} \|q(A)b\|, \tag{17}
\]

and recover \(p(A)\) via \(p(z) = z^{-1}(q(z) - 1)\). Equation \((17)\) is the standard tool for analyzing the convergence of optimal Krylov subspace methods like GMRES; see [28, 16, 49]. The typical proof constructs a family of heuristic polynomials \(h_0(z), h_1(z), \ldots, h_k(z)\), and establishes a desired geometric convergence rate \(0 \leq \varrho < 1\) for the associated matrix induced 2-norm, as in \(\|h_k(A)\| \leq \alpha \varrho^k\).

Then, since GMRES optimizes over all polynomials in \((17)\), it must converge at least as quickly, i.e. \(\min_{p} \|p(A)\| \leq \|h_k(A)\|\).

In this section, we will simplify \((17)\) associated with \(A \leftarrow I - G(\beta)\) to an easier one associated with the \(m \times m\) nonsymmetric matrix

\[
K(\beta) \triangleq \begin{bmatrix} Q^T & \tilde{D}^2 + I \end{bmatrix} \begin{bmatrix} \beta^{-1} \tilde{D}^{-1} & - (\beta \tilde{D}^{-1} + I)^{-1} \end{bmatrix} \begin{bmatrix} \beta^{-1} \tilde{D}^{-1} + I \end{bmatrix}, \tag{18}
\]

in which \(\tilde{D} = (AD^{-1}A^T)^{-1}\) and \(B = [Q \ P] \begin{bmatrix} R & 0 \end{bmatrix}\) is the QR decomposition of \(B\). We begin by showing that only \(m\) eigenvalues of the ADMM iteration matrix are nonzero, and these coincide with the eigenvalues of \(G_{22}(\beta) = \frac{1}{2}I + \frac{1}{2}K(\beta)\).
Lemma 1. Let $B = [Q \, P] \begin{bmatrix} R & 0 \end{bmatrix}$ be the QR decomposition of $B$. Then the ADMM iteration matrix $G(\beta)$ defined in (7) has a block decomposition

$$G(\beta) = \begin{bmatrix} I_n & 0 & 0 \\ 0 & R^{-1} & 0 \\ 0 & 0 & P \end{bmatrix} \begin{bmatrix} 0_n & G_{12}(\beta) & G_{13}(\beta) \\ 0 & 0 & G_{22}(\beta) \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} I_n & 0 & 0 \\ 0 & R & 0 \\ 0 & 0 & P^T \end{bmatrix}, \quad (19)$$

where

$$G_{12}(\beta) = -\beta D^{-1} A^T (\beta^{-1} \tilde{D} + I)^{-1} [Q \, P],$$

$$G_{13}(\beta) = -\beta D^{-1} A^T (\beta^{-1} \tilde{D} + I)^{-1} Q,$$

$$G_{22}(\beta) = \frac{1}{2} I + \frac{1}{2} K(\beta), \quad G_{23}(\beta) = \begin{bmatrix} Q^T \\ -P^T \end{bmatrix} (\beta \tilde{D}^{-1} + I)^{-1} Q,$$

$K(\beta)$ is defined in (18), and $\tilde{D} = (AD^{-1}A^T)^{-1}$.

Proof. Follows from direct computation and applications of the Sherman–Morrison–Woodbury identity.

Remark 2. The special structure of $K(\beta)$ allows its singular values to be explicitly stated. In particular,

$$\|K(\beta)\| = \frac{\gamma - 1}{\gamma + 1} \text{ where } \gamma = \max \left\{ \frac{L}{\beta}, \frac{\beta}{\mu} \right\}, \quad (20)$$

so the eigenvalues of $K(\beta)$ are contained within the disk on the complex plane centered at at the origin, with radius $(\gamma - 1)/(\gamma + 1)$. This is an important characterization of $K(\beta)$ that we will use extensively in Sections 4 & 5.

Furthermore, the block pattern in the Schur decomposition (19) suggests that the Jordan block associated with each zero eigenvalue of $G(\beta)$ is at most size $2 \times 2$. After two iterations, ADMM becomes entirely dependent upon the inner iteration matrix $G_{22}(\beta)$.

Corollary 3. Given $\beta > 0$ and any polynomial $p(\cdot)$, we have

$$\|p(G(\beta)) G^2(\beta)\| \leq c_0 \left( 1 + \beta \|D^{-1} A^T\| \right) \|p(G_{22}(\beta))\|,$$

where $c_0 = 2 \max\{\sigma_{\max}(B), 1/\sigma_{\min}(B), \sigma_{\max}(B)/\sigma_{\min}(B)\}$.

Proof. Let us write $G \equiv G(\beta)$. For each matrix monomial, we substitute Lemma 1 and note that the following holds for all $j \geq 0$

$$G^j = U \begin{bmatrix} 0 & G_{12} & G_{13} \\ 0 & G_{22} & G_{23} \\ 0 & 0 & 0 \end{bmatrix}^{j+2} U^{-1} = U \begin{bmatrix} G_{12} \\ G_{22} \\ 0 \end{bmatrix} G_{22}^j \begin{bmatrix} 0 & G_{22} & G_{23} \end{bmatrix} U^{-1}.$$

Repeating this argument for each monomial in $p(\cdot)$, we find that

$$\|p(G) G^2\| \leq \kappa_U \|G_{12} \, G_{22}\| \|G_{22} \, G_{23}\| \|p(G_{22})\|,$$

$$\leq \kappa_U (\beta \|D^{-1} A^T\| + 1) (1 + 1) \|p(G_{22})\|,$$

where $\kappa_U = \|U\|\|U^{-1}\| = \max\{\sigma_{\max}(B), 1/\sigma_{\min}(B), \sigma_{\max}(B)/\sigma_{\min}(B)\}$. \qed
Accordingly, the residual minimization problem (17) posed over $G(\beta)$ is reduced to a simpler problem over $K(\beta)$ after two iterations.

**Lemma 4.** Fix $\beta > 0$ and initial point $u^0$. Let $u^k$ be the iterate generated at the $k$-th iteration of ADMM-GMRES (Algorithm 7). Then the following holds for all $k \geq 2$

$$\frac{\|u^k - u^*\|_M}{\|u^0 - u^*\|_M} \leq (c_0 + c_1 \beta) \min_{p \in P_{k-2}} \|p(K(\beta))\|,$$

where $K(\beta)$ is defined in (18), $P_k$ is the space of order-$k$ polynomials, and $c_0, c_1$ are constants.

**Proof.** Substituting $A \leftarrow (I - G(\beta))$ and $b \leftarrow r$ into (17) yields

$$\min_{p \in P_k, p(0) = 1} \|p(I - G(\beta)r)\| = \min_{p \in P_k, p(1) = 1} \|p(G(\beta)r)\| \leq \|r\| c(\beta) \min_{p \in P_{k-2}, p(1) = 1} \|p(G_{22}(\beta))\| \leq \|r\| c(\beta) \min_{p \in P_{k-2}, p(1) = 1} \|p(K(\beta))\|.$$

Equality (a) shifts the polynomials $p(1 - z) \leftrightarrow p(z')$, which also shifts the constraint point from $z = 0$ to $z' = 1$. Inequality (b) takes the heuristic choice of $p(z) = z^2 q(z)$ with an order $k - 2$ polynomial $q$, and substitutes Corollary 3. Equality (c) then shifts and scales the polynomials $p(z) \leftrightarrow p(\frac{1}{2} + 1 \frac{1}{2} z')$, keeping the constraint point $z = 1$ at $z' = 1$. \hfill \Box

### 4 Worst-Case Behavior

When applied to (ECQP), ADMM converges at the rate of $1 - 1/\sqrt{\kappa}$ with the parameter choice of $\beta = \sqrt{\mu L}$; a number of previous authors have established versions of the following statement [14, 24, 23, 39].

**Proposition 5.** The $k$-th iterate of ADMM with $k \geq 2$ satisfies

$$\frac{\|u^k - u^*\|_M}{\|u^0 - u^*\|_M} \leq (c_0 + c_1 \beta) \left( \frac{\gamma}{\gamma + 1} \right)^{k-2}$$

where $\gamma = \max\{L/\beta, \beta/\mu\}$, and $c_0, c_1$ are constants. The bound is sharp up to a multiplicative constant.

**Proof.** The residuals satisfy $r^k = G^k(\beta)r^0$, so $\|r^k\|/\|r^0\| \leq \|G^k(\beta)\|$. To establish the inequality, we substitute $\|G_{22}^k\| \leq (\frac{1}{2} + \frac{1}{2} \|K\|^k)$ into Lemma 3. To prove sharpness, take $m$ to be even and set $A = I_m$, $B = [I_m, 0, m]_T$, and $D$ diagonal. Then both $G_{22}$ and $K$ are also diagonal, so $\|G_{22}^k\| = (\frac{1}{2} + \frac{1}{2} \|K\|^k)$ trivially holds. \hfill \Box

Let us use Lemma 4 to prove a similar statement for ADMM-GMRES.

**Theorem 6.** The $k$-th iteration of ADMM-GMRES satisfies

$$\frac{\|u^k - u^*\|_M}{\|u^0 - u^*\|_M} \leq (c_0 + c_1 \beta) \left( \frac{\gamma - 1}{\gamma + 1} \right)^{k-2}$$

where $\gamma = \max\{L/\beta, \beta/\mu\}$, and $c_0, c_1$ are constants. The bound is sharp up to a multiplicative constant.
Proof. To establish the inequality, set \( p(z) \) in Lemma 4 to be the monomial \( p(z) = z^{k-2} \) and take \( \|K^k\| \leq \|K\|^k \). To prove sharpness, we give a problem construction satisfying \( \|K^k\| = \|K\|^k \) whose optimal polynomial is precisely \( p^*(z) = z^{k-2} \). Let us take \( m \) to be even and consider
\[
A = I_m, \quad D = \begin{bmatrix} 1 & 0 \\ \sqrt{\kappa} & 0 \\ 0 & \sqrt{\kappa} \end{bmatrix},
\]
\[
B = \begin{bmatrix} \cos \Theta & \sin \Theta \\ \sin \Theta & -\cos \Theta \end{bmatrix}
\]
where \( \Theta = \frac{\pi}{2m} \) diag \((1, 3, 5, \ldots, m - 1)\).

(Note that \( B \) is orthogonal with complement \( P = \begin{bmatrix} \sin \Theta & \cos \Theta \end{bmatrix}^T \).) By inspection, we have \( \mu = 1/\sqrt{\kappa}, L = \sqrt{\kappa}, \) and \( L/\mu = \kappa \). The choice of \( \beta = \sqrt{\mu L} \) minimizes \( \gamma \), and \( K(\sqrt{\mu L}) \) is the scaled orthogonal matrix
\[
K(\sqrt{\mu L}) = \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \begin{bmatrix} \cos 2\Theta & -\sin 2\Theta \\ \sin 2\Theta & \cos 2\Theta \end{bmatrix},
\]
whose eigenvalues lie evenly spaced along the circumference of a circle: \( \lambda_i = a\omega^i \), where \( a = \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \) and \( \omega = \exp(\sqrt{-1} \frac{2\pi}{m}) \). We have \( \|K^k\| = \|K\|^k \); let us show that the optimal polynomial is \( p^*(z) = z^{k-2} \) in the limit \( m \to \infty \). Consider
\[
\min_{\substack{p \in \mathbb{P}_{k-2} \\ p(1)=1}} \|p(K(\sqrt{\mu L}))\| = \min_{\substack{p \in \mathbb{P}_{k-2} \\ p(1)=1}} \max_{i \in \{1, \ldots, m\}} |p(\lambda)| \leq \min_{\substack{p \in \mathbb{P}_{k-2} \\ p(1)=1}} \max_{|\lambda| = a} |p(\lambda)| \equiv a^{k-2}.
\]

Step (a) makes a unitary eigendecomposition for the normal matrix \( K(\sqrt{\mu L}) = XSX^* \), where \( XX^* = X^*X = I \), and notes that \( \|p(K(\sqrt{\mu L}))\| = \|Xp(S)X^*\| = \|p(S)\| \). Step (b) encompasses the roots of unity \( \omega^j \) within the unit circle \( \{z : |z| = 1\} \). Step (c) then solves the approximation problem over the circle using the closed-form solution \( p(z) = z^{k-2} \) due to Zarantonello (see [16] for a proof, or [13] for a more intuitive explanation). The inequality (b) is sharp in the limit \( m \to \infty \), i.e. when the \( m \)-th roots of unity converge towards the unit circle.

Setting \( \beta = \sqrt{\mu L} \) minimizes value of \( \gamma = \max\{L/\beta, \beta/\mu\} \). This parameter choice allows ADMM to converge to an \( \epsilon \)-accurate solution in
\[
\left( (\sqrt{\kappa} + 1) \log \left( \frac{c_0 + c_1 \beta}{\epsilon} \right) \right) \text{ iterations,}
\]
and ADMM-GMRES to do the same in
\[
\left( \frac{1}{2} (\sqrt{\kappa} + 1) \log \left( \frac{c_0 + c_1 \beta}{\epsilon} \right) \right) \text{ iterations.}
\]
We see that ADMM-GMRES is only a factor of two better than basic ADMM. In the worst case, GMRES will not be able to yield a substantial acceleration over the basic ADMM method. This is easily verified numerically; see Figure 3.

Indeed, the optimal polynomial used to prove Theorem 6 may be extracted and explicitly applied as a successive over-relaxation scheme.

**Corollary 7.** Consider the successive over-relaxation iterations
\[
\begin{align*}
u^1 &= G(\beta)u^0 + v(\beta), \\
u^2 &= G(\beta)u^1 + v(\beta), \\
u^{i+1} &= (1 - \omega)u^i + \omega[G(\beta)u^i + v(\beta)] \quad \forall j \in \{3, \ldots, k\}
\end{align*}
\]
with \( \beta = \sqrt{\mu L} \) and \( \omega = 2 \). Then the \( k \)-th iterate \( u^k \) satisfies the bound in Theorem 6.
Figure 3: The problem construction in the proof of Theorem 6 places the eigenvalues of \( K(\beta) \) in a circle, so ADMM-GMRES converges at the same asymptotic rate as over-relaxed ADMM with \( \omega = 2 \).

Proof. The SOR residuals satisfy \( r^k = q(G)r^0 \) where \( q(z) = \prod_{i=1}^{k}[(1 - \omega_j) + \omega_j z] \). Collocating its roots with those of the optimal polynomial \( p^*(z) \) in the proof of Theorem 6 yields the desired iterates.

This is precisely over-relaxed ADMM using the parameter choice of \( \omega = 2 \), which was shown to be optimal by several previous authors \[12, 23, 39\].

5 Explaining Convergence in \( O(\kappa^{1/4}) \) Iterations

In order to understand the circumstances that allow the ADMM-GMRES converge an order-of-magnitude faster than basic ADMM, we make the following assumption.

Assumption 2 (\( \kappa_X \) is bounded). The matrix \( K(\beta) \), defined in (18), is diagonalizable for every choice of \( \beta > 0 \). Fix \( \beta > 0 \) and write \( K(\beta) = XSX^{-1}, X = \text{diag}(\lambda_1, \ldots, \lambda_m) \) as its eigendecomposition. Then the condition number for the matrix-of-eigenvectors, \( \kappa_X = \|X\|\|X^{-1}\| \), is bounded by an absolute constant.

Intuitively, this is to assume that the behavior of \( K(\beta) \) is well-described by its eigenvalues; we will return to this point later in Section 6. Substituting \( \|p(K)\| = \|Xp(S)X^{-1}\| \leq \|X\|\|p(S)\|\|X^{-1}\| \) reduces the residual minimization problem in Lemma 4 to an eigenvalue approximation problem (see e.g. [50])

\[
\frac{\|u^k - u^*\|_M}{\|u^0 - u^*\|_M} \leq (c_0 + c_1 \beta)\kappa_X \min_{p \in P_{k-2}} \max_{p(1)=1} \|p(z)\|_\Lambda, \tag{24}
\]

where we have used the maximum modulus notation

\[
\|p(z)\|_\Lambda \stackrel{\Delta}{=} \max_{z \in \Lambda} |p(z)|, \quad \Lambda \stackrel{\Delta}{=} \{\lambda_1, \ldots, \lambda_m\}.
\]
Figure 4: The enclosure $\mathcal{I} \cup \mathcal{C}$ bounds the outlier eigenvalues away from the right-side of the disk by the distance $\delta \cdot a$: (a) graphical illustration; (b) numerical example, for a problem with $n = 500$, $m = 400$, $\ell = 50$.

In this new problem, our objective is to construct a low-order polynomial whose zeros are approximately the eigenvalues of $K(\beta)$.

Problem (24) is made easier by enclosing the eigenvalues $\Lambda$ within the disk $D = \{z \in \mathbb{C} : |z| \leq a\}$ mentioned earlier in Remark 2 with radius

$$a \equiv \frac{\gamma - 1}{\gamma + 1} \text{ where } \gamma = \max \left\{ \frac{L}{\beta}, \frac{\beta}{\mu} \right\}.$$

(25)

In view of Theorem 6, this enclosure $\Lambda \subset D$ is sharp: there exists a choice of problem data $A, B, D$ to place $\Lambda$ right along the boundary $\partial D$. The associated optimal polynomial is simply $p^*(z) = z^k$, but this causes ADMM-GMRES to converge at the same rate as regular ADMM.

In order to improve upon the $O(\sqrt{\kappa})$ iteration estimate from Theorem 6, we must introduce additional information about the distribution of eigenvalues within the interior of the disk. Suppose, in particular, that all of our eigenvalues were also real, i.e. $\Lambda \subset \mathbb{R}$. Then the corresponding approximation problem over the real interval $I = \mathbb{R} \cap D$ has a closed-form solution attributed to Chebyshev (see [28, Ch.3] or [49, Sec.6.11.1])

$$\min_{\substack{p \in \mathbb{P}_k \\cap I \subseteq \mathbb{R} \\cap D}} \|p(z)\|_I = \frac{1}{|T_k(1/a)|} \leq \left( \frac{\sqrt{\gamma} - 1}{\sqrt{\gamma} + 1} \right)^k,$$

(26)

attained by $p^*(z) = T_k(z/a)/|T_k(1/a)|$ where $T_k(z)$ is the order-$k$ Chebyshev polynomial of the first kind. Since $\Lambda \subset I$, we may substitute $\|p^*(z)\|_I \geq \|p^*(z)\|_A$ into (24) to find that ADMM-GMRES converges to an $\epsilon$-accurate solution in $O(\kappa^{1/4})$ iterations with the parameter choice $\beta = \sqrt{\mu L}$, for an order of magnitude improvement over the worst-case estimate in Proposition 6.

5.1 Damping the outlier eigenvalues

In practice, $K(\beta)$ also has a number of eigenvalues with nonzero imaginary parts. These eigenvalues prevent (26) from being directly applicable, so we refer to them as outlier eigenvalues. The issue of outliers is standard in Krylov subspace methods. If the number of outliers is small, then a
standard technique is to annihilate them one at a time, and to apply a Chebyshev approximation to the remaining eigenvalues that lie along a line; see [28, p.53] or [16, Sec.5]. In our numerical experiments, however, the number of outlier eigenvalues was often observed to be quite large.

Instead, let us assume a different structure: that the outlier eigenvalues are *better conditioned* than the real eigenvalues. Rather than annihilating them one at a time, it may be sufficient to “dampen” their effect using a few fixed-point iterations, like in multigrid methods. Then, the Chebyshev approximation can be used to approximate the remaining purely-real but poorly-conditioned eigenvalues. Since GMRES is optimal, it must converge faster than this heuristic approach.

Consider the eigenvalue enclosure \( \Lambda \{ K \} \subset I \cup C \), where \( I = \mathbb{R} \cap D \) is the same real interval considered in the previous section, and

\[
C \triangleq \{ z \in D : \text{Re}\{z\} \leq \delta \cdot a \}, \quad \delta \triangleq 1 - \max_{\lambda \in \Lambda(K(\beta))} \frac{\text{Re}\lambda}{\|K(\beta)\|} \geq 0
\]

is used to encompasses the outlier eigenvalues; an illustration is shown in Figure 4. We view the quantity \( \delta^{-1} \) as a relative condition number of \( C \), due to the following result.

**Lemma 8.** The approximation problem for \( C \) in \((27)\) is bound

\[
\min_{p \in P_k} \|p(z)\|_C \leq \left(1 - \frac{\delta}{2}\right)^{k/2},
\]

using the polynomial \( p(z) = (z + a)^k/(1 + a)^k \).

**Proof.** We use the over-relaxation polynomial \( p(z) = (z + \omega)^k(1 + \omega)^{-k} \) to approximate \( C \). Since \( \omega > 0 \), the maximum modulus is attained at \( \arg\max_{z \in C} |p(z)| = a \left(1 - \frac{\delta}{2}\right) \pm j \sqrt{1 - (1 - \delta)^2} \). Substituting \( (1 + \omega)^{-1} \leq (a + \omega)^{-1} \) yields a convenient bound \( \max_{z \in C} |p(z)| \leq \left[1 - 2\delta \omega(a + \omega)^{-2}\right]^{k/2} \) that attains its minimum at \( \omega = a \).

Fixing \( \delta > 0 \), the error over \( C \) can be dampened to some prescribed accuracy in a fixed number of iterations, independent of all other considerations. This is the central insight that we use in our new iteration estimate; so long as \( \delta > 0 \), ADMM-GMRES will converge in \( O(\kappa^{1/4}) \) iterations.

**Theorem 9.** Under Assumption \( 3 \) the \( k \)-th iterate of ADMM-GMRES satisfies

\[
\frac{\|u^k - u^*\|_M}{\|u^0 - u^*\|_M} \leq 2(c_0 + \beta c_1)\kappa_X \left(\frac{\sqrt{\gamma} - 1}{\sqrt{\gamma} + 1}\right)^{\delta(k-2)/6},
\]

where \( \delta \) is defined in \((27)\), and \( c_0, c_1, \kappa_X \) are constants.

**Proof.** Consider the polynomial \( p_k(z) \) that is the product of \( \eta \) iterations of the fixed-point iterations in Lemma 8 and an order-(\( k-\eta \)) scaled Chebyshev polynomial for the interval \( I = \{ z \in \mathbb{R} : |z| \leq a \} \):

\[
p_k(z) \triangleq \frac{T_\xi(z/a)}{T_\xi(1/a)} \left(\frac{z + a}{1 + a}\right)^\xi, \quad \xi \triangleq k - \eta.
\]

We use \( p_k(z) \) to solve the approximation problem over \( I \cup C \supset \Lambda \). Noting that \( \|p_k(z)\|_{I \cup C} = \max \{\|p_k(z)\|_I, \|p_k(z)\|_C\} \), we bound each component

\[
\|p_k(z)\|_C \leq \left(\frac{2\sqrt{1 - \delta/2}}{1 + a}\right)\eta \left(1 + \frac{\sqrt{2}}{\xi}\right)^\xi, \quad \xi \triangleq k - \eta.
\]

\[
\|p_k(z)\|_I \leq 2 \frac{a}{1 + a} \frac{1}{T_\xi(1/a)} \leq 2 \left(\frac{\sqrt{\gamma} - 1}{\sqrt{\gamma} + 1}\right)^\xi,
\]

\[
\|p_k(z)\|_C \leq \left(1 - \frac{\delta}{2}\right)^{k/2}.
\]
using \( \max_{|z| \leq 1} |T_n(z)| \leq (1 + \sqrt{2})^n \). We will pick the ratio \( \eta/\xi \) to guarantee \( \|p_k(z)\|_I \geq \|p_k(z)\|_C \). This means choosing the ratio \( \eta/\xi \) to satisfy

\[
\left( 1 - \frac{\delta}{2} \right)^{\eta/\xi} \leq \frac{1}{(1 + \sqrt{2})^2}.
\]

(31)

Viewing \( \eta/\xi \) as an “iteration estimate” to guarantee a relative error reduction of \( \epsilon = 1/(1 + \sqrt{2})^2 \) over \( C \), we take logarithms and obtain \( \eta/\xi \geq 2\delta^{-1} \log \epsilon^{-1} \). Setting \( \eta/\xi = c_3/\delta \) with \( c_3 = 4 \log(1 + \sqrt{2}) \) satisfies this bound, so that \( \|p(z)\|_I \geq \|p(z)\|_C \). Since \( \delta \leq 2 \), we have \( \xi = \delta k/(c_3 + \delta) \geq \delta k/6 \). Finally, substituting \( \|p_k(z)\|_{I \cup C} = \|p_k(z)\|_I \geq \|p_k(z)\|_A \) into (24) to yield the desired statement.

\[ \square \]

**Remark 10.** Intuitively, each increment of \( \xi \) increases the order of the Chebyshev polynomial, which decreases global error by a factor of \( (\sqrt{\gamma} - 1)/(\sqrt{\gamma} + 1) \), but also increases the relative error between \( C \) and \( I \) by a factor of \( 1 + \sqrt{2} \). To smooth this error between the two regions, we increment \( \eta \) by a fixed number that is determined only by Lemma [3] and \( \delta \). Alternating between decrementing the global error and smoothing the relative error allows us to converge at the accelerated rate of \( (\sqrt{\gamma} - 1)/(\sqrt{\gamma} + 1) \).

Theorem [9] says that ADMM-GMRES will converge to an \( \epsilon \)-accurate solution in

\[
2 + \left\lceil \frac{6(\kappa^{1/4} + 1)}{\delta} \log \left( \frac{2\kappa_X(c_0 + c_1\beta)}{\epsilon} \right) \right\rceil \text{ iterations}
\]

using the parameter choice \( \beta = \sqrt{\mu L} \). This is a factor of \( O((\kappa^{1/4} + 1) \log(\kappa_X/\epsilon)) \). So long as \( \delta \) is not too small relative to \( 1/\kappa^{1/4} \) and \( \kappa_X \) not too big relative to \( 1/\epsilon \), Theorem [9] guarantees convergence in \( O(\kappa^{1/4}) \) iterations.

### 5.2 Explaining the empirical results

Earlier in the introduction, we presented a comparison of ADMM and ADMM-GMRES for 1000 random trials. These problems were generated using the following algorithm.

**Algorithm 2.** Input: dimension parameters \( n, m \leq n, \ell \leq m \) and conditioning parameter \( s > 0 \). Output: random data matrices \( D \in \mathbb{S}^n, A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times \ell} \) satisfying Assumption [1].

1. Select the singular vectors \( U_A, U_B, U_D, V_A, V_B \) i.i.d. uniformly from their respective orthogonal groups.
2. Select the singular values \( \Sigma_A, \Sigma_B, \Sigma_D \) i.i.d. from the log-normal distribution \( \sim \exp(0, s^2) \).
3. Output \( A = U_A \Sigma_A V_A^T, B = U_B \Sigma_B V_B^T, \) and \( D = U_D \Sigma_D V_D^T \).

More specifically, the dimension parameters \( n, m, \ell \) were uniformly sampled from \( n = 1000, m \in \{1, \ldots, n\} \), and \( \ell \in \{1, \ldots, m\} \), and the log-standard-deviation is swept within the range \( s \in [0, 2] \). Both algorithms are tasked with solving the equation to a relative residual of \( \epsilon = 10^{-6} \). ADMM fails to converge within 100,000 iterations for 49 of the problems, while ADMM-GMRES converges on all of the problems.

To verify whether Theorem [9] is sufficient to explain the \( O(\kappa^{1/4}) \) behavior seen in these 1000 random problems, we plot the distribution of \( \delta \) and \( \kappa_X \) with respect to \( \kappa \) in Figure [5a] and Figure [5b]. The smallest value of \( \delta \) is 0.06, with mean and median both around 0.6. The largest value of \( \kappa_X \) is 775, with mean and median both around 50. These are both relatively modest, and as predicted by Theorem [9] ADMM-GMRES converges in \( O(\kappa^{1/4}) \) iterations.
Figure 5: Statistics for $\delta$ and $\kappa_X$ for the 1000 randomly-generated problems in Figure 1: (a) & (b) scatter plot and empirical CDF for $\delta$ and its lower bound $\delta_{lb}$ (Lemma 11); (c) & (d) scatter plot and empirical CDF for $\kappa_X$. 
The associated cumulative probability distributions are shown in Figure 5p and Figure 5l. An exponentially decaying probability tail for both quantities can be observed. The rapid roll-off in probability tail is a signature trait for concentration-of-measure type results. In the case of δ, consider the following bound.

**Lemma 11.** Define $K(β)$, $Q$, $P$ as in (18). Then

$$δ_{lb} ≜ 1 - \frac{∥Q^TK(β)Q∥ + ∥P^TK(β)P∥}{2∥K(β)∥} \leq δ.$$  

**Proof.** Note that $K(β)$ has the following block structure $K = \begin{bmatrix} X & Y \\ -Z^T & \mathbf{0} \end{bmatrix}$. For such matrices, Benzi & Simoncini [7] used a field-of-values type argument to show that if $λ \in \Lambda(K)$ and $\text{Im}(λ) \neq 0$, then $|\text{Re}λ| \leq \frac{1}{2} (∥X∥ + ∥Y∥)$. Substituting the definitions of $δ$, $X$, and $Y$ results in the desired bound. \hfill \Box

Hence, we see that the quantity $δ$ is bounded away from zero because the matrices $K$, $Q$, $P$ are incoherent. More specifically, let us write $K = USV^T$ as its singular value decomposition. If we treat $Q$, $P$, $U$, and $V$ all as random orthogonal matrices, then the matrices $Q^TU$, $P^TU$, $Q^TV$, and $P^TV$ are all dense with an overwhelming probability [15, Thm.VIII.1]. This observation bounds the expected value of $∥Q^TK(β)Q∥$ and $∥P^TK(β)P∥$ away from $∥K(β)∥$, thereby bounding $δ$ away from zero via Lemma 11.

### 6 The normality assumption

A weakness in our argument is Assumption 2, which takes $κ_X$, the condition number for the matrix of eigenvectors for $K(β)$, to be bounded. The assumption is closely related to the normality of $K(β)$. A matrix is normal if it has a complete set of orthogonal eigenvectors, so if $K(β)$ is normal, then $κ_X = 1$, and our bounds are sharp up to a multiplicative factor. On the other hand, if $K(β)$ is nonnormal, then our bounds may fail to be sharp to an arbitrary degree. The phenomenon has to do with the fact that eigenvalues are not necessarily meaningful descriptors for the behavior of nonnormal matrices; see the discussions in [28, 16, 18] for more details, and the book [56] for a thorough exposition.

In the case of ADMM, there are reasons to believe that $K(β)$ is relatively close to normal, and that Assumption 2 is not too strong in practice. To explain, consider the following dimensionless nonnormality measure

$$ν(A) ≜ ∥A^TA - AA^T∥_F^{1/2}/∥A∥_F,$$

which takes on values from 0 (attained by any normal matrix) to $\sqrt{2}$ (attained by highly nonnormal matrices like $[1 \; 0 \; 0 \; 0]$). The measure is closely associated to Henrici’s departure from normality [29], and can be used to bound many other measures of nonnormality; see the survey in [17].

**Proposition 12.** Let $K(β)$ be the $m \times m$ matrix in (18). Then

$$ν(K(β)) \leq \frac{\left(8\min\{ℓ, m-ℓ\}\right)^{1/4}}{∥K(β)∥_F/∥K(β)∥} \leq \sqrt{2}m^{1/4}\frac{∥K(β)∥}{∥K(β)∥_F}.$$  

**Proof.** Note that $K ≜ K(β)$ has the structure $K = JU^TW$, where $J = \text{diag}(I_ℓ, -I_{m-ℓ})$, $U$ is orthonormal, and $W = W^T$ shares its singular values with $K$. Then $∥K^TK - KK^T∥_F = ∥UW^2U - JU^TW^2UJ∥_F^2 = 2∥Q^TW^2P∥_F^2$, where $Q$ is the first $ℓ$ columns of $U$, and $P$ is the
remaining $m - \ell$ columns. But $\|Q^TW^2P\|_F^2 = \text{tr}W^2QQ^TW^2PP^T \leq \|W\|^4 \min\{\text{tr}QQ^T, \text{tr}PP^T\}$, and taking fourth roots produces the first inequality. The second inequality follows by maximizing the bound with $\ell = m/2$.

In the literature, the ratio $\|K\|_F^2/\|K\|^2$ is sometimes known as the numerical rank of $K$; see [17]. Taking on a value from 1 to $m$, it is always bounded by, and is a stable relaxation of, the rank of $K$.

Assuming that the numerical rank of $K$ grows linearly with its dimension $m$ (e.g. if the data were generated using Algorithm 2), then substituting $\|K\|_F^2/\|K\|^2 \in \Omega(m)$ into Proposition 12 produces $\nu(K) \in O(m^{-1/4})$. The matrix $K$ becomes more and more normal as its dimension $m$ grows large, since $\nu(K)$ decays to zero. While the observation does not provide a rigorous bound for $\kappa_X$, it does concur with our numerical results presented in later sections.

Finally, even if Assumption 2 fails to hold, ADMM-GMRES will still obey its worst-case bound (Proposition 6). Convergence is guaranteed in $O(\sqrt{\kappa})$ iterations, although the significant acceleration from GMRES may be lost.

7 Comparison with classic preconditioners

Throughout this paper, we have treated ADMM-GMRES as a preconditioned Krylov subspace method for the KKT equations associated with (ECQP)

$$
\begin{bmatrix}
D & 0 & A^T \\
0 & 0 & B^T \\
A & B & 0
\end{bmatrix}
\begin{bmatrix}
x \\
z \\
y
\end{bmatrix}
= 
\begin{bmatrix}
-c \\
-p \\
d
\end{bmatrix},
$$

while assuming that certain block operations can be efficiently performed. But (32) is a standard saddle-point system—albeit with a singular (1, 1) block—and preconditioned Krylov subspace methods for such problems are mature and well-developed; we refer the reader to the authoritative surveys [6, 1].

In this section, we benchmark ADMM-GMRES against classic preconditioned Krylov subspace methods for saddle-point problems (selected from [6]), over random instances of (32) generated using Algorithm 2. As mentioned earlier in Section 2, ADMM requires efficient matrix-vector products with $(B^TB)^{-1}$ and $(\beta^{-1}D + A^TA)^{-1}$. For the purposes of these numerical examples, we make the following assumption, which we satisfy by precomputing and storing the ingredients.

**Assumption 3.** The Cholesky factorizations $B^TB = L_BL_B^T$, $D = L_DL_D^T$, and the eigendecomposition $(AD^{-1}A^T)^{-1} = V\Lambda V^T$ are explicitly available.

Then the identities

$$
(\beta^{-1}D + A^TA)^{-1}x = \beta D^{-1} [I - A^T(\beta^{-1}I + AD^{-1}A^T)^{-1}AD^{-1} ] x
$$

$$
A(\beta^{-1}D + A^TA)^{-1}A^Ty = [\beta^{-1}(AD^{-1}A^T)^{-1} + I]^{-1}y = V(\beta^{-1}\Lambda + I)^{-1}V^Ty
$$

render the cost of each application of the ADMM preconditioner—each iteration of ADMM—to be quadratic with respect to the input dimensions $n$, $\ell$, and $m$. (To concur with the notations used throughout this paper, we dimension the variables $x \in \mathbb{R}^n$, $z \in \mathbb{R}^\ell$, and $y \in \mathbb{R}^m$.)}
7.1 Alternative Preconditioners

We restrict our attention to classic preconditioners based on the assumed structure in Assumption 3. These methods are selected from the survey [6], and solve either the reduced augmented system
\[
\begin{bmatrix}
0 & B^T \\
B & -AD^{-1}A
\end{bmatrix}
\begin{bmatrix}
z \\
y
\end{bmatrix} =
\begin{bmatrix}
-p \\
d'
\end{bmatrix}, \tag{33}
\]
or the Schur complement problem
\[
\begin{bmatrix}
B^T(AD^{-1})^{-1}B
\end{bmatrix}
z = -p', \tag{34}
\]
where the new right-hand sides are obtained via forward substitution
\[
d' = d + AD^{-1}c, \quad p' = p - B^T(AD^{-1}A^T)^{-1}d', \tag{35}
\]
and the unknown variables are recovered via back substitution
\[
y = (AD^{-1}A^T)^{-1}(Bz - d', \quad x = -D^{-1}(A^Ty + c). \tag{36}
\]
Under Assumption 3, each forward substitution (35), backward substitution (36), and matrix-vector product with (33) and (34) can be performed at quadratic cost with respect to the input size.

**Block-diagonal preconditioner (Blk-Diag).** Solve the reduced augmented system (33) using a symmetric indefinite Krylov method like MINRES, with the positive definite matrix
\[
M_1 =
\begin{bmatrix}
\beta B^TB & 0 \\
0 & AD^{-1}A
\end{bmatrix}
\]
serving as preconditioner. The \((2,2)\) block of \(M_1\) matches that of \(\hat{H}\), while its \((1,1)\) block is used to precondition the Schur complement. The preconditioned matrix has the eigenvalue \(-1\) with multiplicity \(m - \ell\), and \(2\ell\) eigenvalues \(\lambda_i = \frac{1}{2}(-1 \pm \sqrt{1 + 4\eta_i})\), where \(\eta_1, \ldots, \eta_\ell\) are the \(\ell\) eigenvalues of \(\beta^{-1}Q^T\hat{D}Q\) [20, Lem.2.1] (see also [6, Thm.3.8] and [48, Lem.2.1]). Applying the classic two-interval approximation result [13] (see also [28, Ch.3]) shows that MINRES converges to an \(\epsilon\)-accurate solution within \(k \leq 1 + \left\lceil \sqrt{\kappa} \log\left(1 + \sqrt{1 + 4L/\beta}\right)/\epsilon \right\rceil\) iterations. We set \(\beta = L\) to obtain convergence in \(O(\sqrt{\kappa})\) iterations.

**Constraint preconditioner I (Constr I).** Solve the reduced augmented system (33) using a general Krylov method like GMRES, with
\[
M_2 =
\begin{bmatrix}
0 & B^T \\
B & -\beta I
\end{bmatrix} =
\begin{bmatrix}
I & \beta^{-1}B^T \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\beta^{-1}B^TB & 0 \\
0 & -\beta I
\end{bmatrix}
\begin{bmatrix}
I & 0 \\
0 & I
\end{bmatrix}
\]
serving as preconditioner. The preconditioner is designed to replicate the governing matrix, while modifying the \((2,2)\) block in a way as to make the overall matrix considerably easy to invert. The preconditioned matrix has the eigenvalue 1 with multiplicity \(2\ell\), and \(m - \ell\) eigenvalues that coincide with the eigenvalues of \(\beta^{-1}P^T\hat{D}^{-1}P\) [32, Thm.2.1]; see also [3, Thm.10.1]. The latter \(m - \ell\) eigenvalues lie within the real interval \([1/(L\beta), 1/(\mu\beta)]\), so assuming diagonalizability (i.e. adopting a version of Assumption 2), GMRES converges to an \(\epsilon\)-accurate solution within \(O(\sqrt{\kappa})\) iterations for all choices of \(\beta \geq 1/L\). We set \(\beta = \sqrt{\mu L}\) to concur with ADMM.

**Constraint preconditioner II (Constr II).** Solve the Schur complement system (34) using a symmetric positive definite Krylov method like conjugate residuals, with
\[
M_3 = B^TB
\]
serving as preconditioner. This is derived by using the Schur complement from the previous preconditioner to precondition the Schur complement of (33). The preconditioned problem has coefficient matrix $Q^T \tilde{D} Q$, whose eigenvalues lie in the real interval $[\mu, L]$. Accordingly, conjugate residuals converge to an $\epsilon$-accurate solution within $O(\sqrt{\kappa})$ iterations.

**Hermitian Skew-Hermitian Splitting (HSS).** Solve the reduced augmented system (33) using a general Krylov method like GMRES, with

$$M_4 = \begin{bmatrix} \alpha I & 0 \\ 0 & -(AD^{-1}A + \alpha I) \end{bmatrix} \begin{bmatrix} \alpha I & B^T \\ -B & \alpha I \end{bmatrix}$$

as preconditioner. Small choices of the parameter $\alpha$ work best, though the method is not sensitive to its exact value [4, 5, 52]. Note that $M_4$ requires matrix-vector products with $(\alpha^2 I + B^T B)^{-1}$ to be efficient. When $\alpha$ is sufficiently small, this matrix may be approximated, e.g. using a few iteration of conjugate gradients preconditioned by $B^T B$. To keep our implementation simple, we set $\alpha = 1/L$ (as recommended by Simoncini and Benzi [52]) and explicitly precompute a Cholesky factorization for $\alpha^2 I + B^T B$.

Our list excludes the Uzawa method (and its inexact variants), incomplete factorizations, and multilevel / hierarchical preconditioners, because they cannot be efficiently realized using only the assumed structure in Assumption 3. We have excluded the Arrow–Hurwicz as it is simply a lower-cost, less accurate version of “Constr I”. We have also excluded the block-triangular version of “Blk-Diag”, because it can be shown to be almost identical to “Constr II” after a single iteration, but requires the more computationally expensive GMRES algorithm.

### 7.2 Results

We solved 1000 random problems with $n = 1000$, $1 \leq m \leq n$, $1 \leq \ell \leq m$, and 1000 random problems with $n = 3000$, $1 \leq m \leq n$, $1 \leq \ell \leq m$, using ADMM, ADMM-GMRES, and the four preconditioned Krylov methods described above, on an Intel Core i7-3960X CPU with six 3.30 GHz cores. All six methods were set to terminate at 1000 iterations. Accuracy was measured as the relative residual norm with respect to the saddle-point equation (32).

Tables 1 & 2 show the number of iterations and CPU time to $10^{-6}$ accuracy. ADMM and all four of the preconditioner Krylov methods converge in $O(\sqrt{\kappa})$ iterations, but ADMM-GMRES consistently converges in $O(\kappa^{1/4})$ iterations. This square-root factor acceleration is large enough to offset the high per-iteration cost of the method, making it the fastest overall. The restarted GMRES variant enjoys some of this acceleration, but is also susceptible to stalling once the problem becomes sufficiently ill-conditioned.

The constraint preconditioner “Constr I” performs surprisingly well for the $n = 1000$ examples in Table 1, consistently outperforming its $O(\sqrt{\kappa})$ iteration bound. Examining closer, however, we find this to be an artifact of the finite convergence property of GMRES. Once the problem size is increased to $n = 3000$, the method is no longer able to solve ill-condition problems with $\kappa \geq 10^6$.

In all of these examples, the per-iteration costs remain approximately constant—even for methods that relied on GMRES—due to the relatively high cost of the preconditioners. Profiling the code, we find that each GMRES iteration takes no more than 4 milliseconds to execute. By contrast, even our fastest preconditioner (Constr II) requires $\sim 36$ milliseconds per application.
Table 1: Max. Iterations (Max. CPU time in seconds) to $\epsilon = 10^{-6}$ for random problems with dimensions $n = 1000$, $1 \leq m \leq n$, $1 \leq \ell \leq m$.

| $\log_{10} \kappa$ | (0, 2] | (2, 4] | (4, 6] | (6, 8] | (8, 10] |
|---------------------|--------|--------|--------|--------|--------|
| Num. trials         |        |        |        |        |        |
| 10$\sqrt{\kappa}$  | 32     | 316    | 3162   | $10^3$ | $10^3$ |
| ADMM                | 126 (0.97) | 982 (5.09) | $10^3$ | $10^3$ | $10^3$ |
| Blk-Diag            | 102 (0.52) | 506 (3.27) | $10^3$ | $10^3$ | $10^3$ |
| Constr I            | 42 (0.45) | 155 (1.19) | 269 (2.11) | 553 (3.10) | 678 (4.43) |
| Constr II           | 49 (0.19) | 227 (1.28) | 722 (3.00) | $10^3$ | $10^3$ |
| HSS                 | 97 (2.72) | 278 (12.6) | 532 (19.4) | $10^3$ | $10^3$ |
| 6$\kappa^{1/4}$    | 11     | 34     | 107    | 337    | 1067   |
| ADGM                | 13 (0.23) | 29 (0.55) | 76 (1.24) | 198 (3.94) | 469 (6.44) |
| ADGM(5)             | 14 (0.25) | 50 (0.68) | $10^3$ | $10^3$ | $10^3$ |
| ADGM(10)            | 13 (0.21) | 37 (0.51) | $10^3$ | $10^3$ | $10^3$ |
| ADGM(25)            | 13 (0.20) | 30 (0.50) | $10^3$ | $10^3$ | $10^3$ |

Table 2: Max. Iterations (Max. CPU time in seconds) to $\epsilon = 10^{-6}$ for random problems with dimensions $n = 3000$, $1 \leq m \leq n$, $1 \leq \ell \leq m$.

| $\log_{10} \kappa$ | (0, 2] | (2, 4] | (4, 6] | (6, 8] | (8, 10] |
|---------------------|--------|--------|--------|--------|--------|
| Num. trials         |        |        |        |        |        |
| 10$\sqrt{\kappa}$  | 32     | 316    | 3162   | $10^3$ | $10^3$ |
| ADMM                | 85 (9.87) | 910 (98.8) | $10^3$ | $10^3$ | $10^3$ |
| Blk-Diag            | 96 (4.14) | 568 (20.2) | $10^3$ | $10^3$ | $10^3$ |
| Constr I            | 52 (3.75) | 244 (10.8) | 636 (20.5) | $10^3$ | $10^3$ |
| Constr II           | 46 (1.65) | 254 (8.18) | $10^3$ | $10^3$ | $10^3$ |
| HSS                 | 87 (19.8) | 378 (72.8) | 843 (212) | $10^3$ | $10^3$ |
| 6$\kappa^{1/4}$    | 11     | 34     | 107    | 337    | 1067   |
| ADGM                | 12 (1.36) | 28 (4.01) | 116 (7.77) | 199 (23.15) | 431 (69.54) |
| ADGM(5)             | 13 (1.65) | 45 (5.98) | $10^3$ | $10^3$ | $10^3$ |
| ADGM(10)            | 12 (1.28) | 37 (4.07) | $10^3$ | $10^3$ | $10^3$ |
| ADGM(25)            | 12 (1.37) | 30 (4.61) | $10^3$ | $10^3$ | $10^3$ |
8 Solving the SDP Newton Subproblem

The vectorized version of the SDP Newton subproblem (NEWT) is

\[
\min \left\{ \frac{1}{2} s^T (W \otimes W) s - \tilde{x}^T s - \tilde{b}^T y : s + Ay = c \right\} 
\]

where \( A = [\text{vec } A_1, \ldots, \text{vec } A_m] \), \( s, c, z \) are vectorizations of \( S, C, Z \), and \( W \) is the interior-point scaling matrix. To match standard notations for interior-point methods, we use \( n \) to refer to the order of the semidefinite cone, and \( m \) to refer to the the number of equality constraints in the primal problem (SDP). Accordingly, our decision variables are dimensioned \( s \in \mathbb{R}^{n(n+1)/2} \) and \( y \in \mathbb{R}^m \). The dimension of the concatenated variable \( u = [s; y; x] \) is \( N = n(n+1) + m \).

The standard approach is to solve (37) using Cholesky factorization in \( O(n^3) \) flops and \( \Theta(m^2) \) storage; our goal is to solve it at lower cost using ADMM and ADMM-GMRES. Viewing (37) as an instance of (ECQP), we note that condition number scales \( \kappa = \text{cond}(W^2) = \Theta(1/\epsilon^2) \), where \( \epsilon \) is the duality gap of the outer interior-point iterate; see \[59\] and also \[55, 54\].

8.1 Implementation

When (NEWT) is treated as as an instance of (ECQP), ADMM can be applied to result in the following iterations

\[
\begin{align*}
\beta^{-1} x^{k+1} &= (\beta^{-1}W \otimes W + I)^{-1}(z + c - Ay^k - \tilde{x}^k) \quad (38a) \\
\beta^{-1} y^{k+1} &= (A^T A)^{-1}[\beta^{-1} b - A^T (s^{k+1} + \tilde{x}^k - c)] \quad (38b) \\
\beta^{-1} s^{k+1} &= \tilde{s}^k + (s^{k+1} + Ay^k - c) \quad (38c)
\end{align*}
\]

where \( \beta > 0 \) is the algorithm parameter, and \( \tilde{x} = \beta^{-1} x \) is a scaled version of the primal variable \( x \). Precomputing the eigendecomposition of the scaling matrix \( W = V \Lambda V^T \) in \( O(n^3) \) flops and \( O(n^2) \) storage, we may select the optimal parameter value \( \beta = \sqrt{\mu L} = \lambda_{\min}(W) \lambda_{\max}(W) \), and perform each \( s \)-update (38a) in \( O(n^3) \) flops via

\[
s = (\beta^{-1}W \otimes W + I)^{-1}c \iff S = V \left[ \frac{\beta}{\lambda_i \lambda_j + \beta} \right]^{n}_{i,j=1} \circ (V^T CV) V^T.
\]

Here, \( s = \text{vec } S \), \( c = \text{vec } C \), and \( \circ \) denotes the matrix element-wise product (i.e. the Hadamard product).

The \( y \)-update (38b) requires matrix-vector products with \((A^T A)^{-1}\). For many SDPs that arise from combinatorial problems, \( A^T A \) is sparse and can be factorized with very little fill-in. For others, however, the factorization can be fully-dense. An iterative or inexact scheme can be used here, but this greatly increases the per-iteration cost, and diminishes the appeal of ADMM. For a more detailed discussion of these issues, see \[58\] Rem.2], \[40\] Sec.4] and \[39\] Ch.4] and the references therein.

8.2 The SDPLIB problems

We generate instances of (37) using SeDuMi \[53\] over the 80 problems in the SDPLIB suite \[8\] with less than 700 constraints, i.e. with \( m \leq 700 \). This collection encompasses a diversity of practical semidefinite programs, and \( m \) is small enough so that the matrix \( A^T A \) may always be inverted at a reasonable cost. At the same time, the iterates \( u^k \) have dimensions up to \( N \leq 395,508 \) (for the
Figure 6: Iterations to $\epsilon = 10^{-6}$ residual convergence for the 1038 Newton direction problems described in-text: (a) & (b) ADMM vs ADMM-GMRES; (c) & (d) ADMM vs ADMM-GMRES(25)
Table 3: Solving DIMACS Problems using SeDuMi modified to compute search directions using ADMM-GMRES(25). “CPU” is total CPU time in seconds, “Iter” is the ADMM-GMRES iterations taken, and “Feas.” and “Gap” stand for “digits of feasibility” and “digits of duality gap”; see text.

| Key | Name               | m    | n    | N            | CPU  | Iter | Feas. | Gap    |
|-----|--------------------|------|------|--------------|------|------|-------|--------|
| a   | hamming_7_5_6      | 1793 | 128  | 1.83 × 10^4 | 2.86 | 300  | 6.59  | 7.92   |
| b   | hamming_8_3_4      | 16129| 256  | 8.19 × 10^4 | 11.5 | 347  | 6.37  | 8.16   |
| c   | hamming_9_5_6      | 53761| 512  | 3.16 × 10^5 | 85.2 | 422  | 6.45  | 7.89   |
| d   | hamming_9_8        | 2305 | 512  | 2.64 × 10^5 | 70.4 | 411  | 5.39  | 7.47   |
| e   | hamming_10_2       | 23041| 1024 | 1.07 × 10^6 | 256  | 328  | 5.40  | 7.94   |
| f   | hamming_11_2       | 56321| 2048 | 4.25 × 10^6 | 1262 | 217  | 3.98  | 6.36   |
| g   | toruspm3-8-50      | 512  | 512  | 2.63 × 10^5 | 201  | 1651 | 2.53  | 4.91   |
| h   | torus3-8           | 512  | 512  | 2.63 × 10^5 | 950  | 8006 | 3.64  | 6.07   |
| i   | torus3-15          | 3375 | 3375 | 1.14 × 10^7 | 26721| 3280 | 1.68  | 4.88   |
| j   | toruspm3-15-50     | 3375 | 3375 | 1.14 × 10^7 | 36782| 4387 | 2.20  | 5.42   |

8.3 The DIMACs problems

Finally, we incorporate ADMM-GMRES within SeDuMi, in order to solve large-scale SDPs from the Seventh DIMACS Implementation Challenge [44]. In other words, we modify SeDuMi to use ADMM-GMRES to compute the Newton search directions, in lieu of its internal Cholesky-based solver, while leaving the remainder of the solver unchanged. The associated (ECQP) problems are large enough to prevent the full GMRES from being used, so we restart GMRES every 25 iterations, allowing up to 1000 GMRES iterations to be performed. We quantify the accuracy of problem truss8), which is large enough for the comparisons to be realistic. For each problem, the predictor and corrector Newton subproblems with \( \kappa \leq 10^6 \) are extracted and solved using ADMM and ADMM-GMRES to \( 10^{-6} \) relative residual, on an Intel Xeon E5-2687W CPU with eight 3.10 GHz cores. The maximum number of iterations for both methods is capped at 1000.

Figure 6a shows the number of iterations to convergence. Results validate the \( O(\sqrt{\kappa}) \) figure expected of ADMM, and the \( O(\kappa^{1/4}) \) figure expected of GMRES. In fact, the multiplicative constants associated with each appear to be very similar to the results shown earlier in Figure 1. Figure 6b compares the associated CPU times with the number of iterations. The per-iteration cost of ADMM-GMRES is constant for small \( k \), but grows linearly with \( k \) beyond about 30 iterations. For many of the problems considered, the square-root factor reduction in iterations to convergence is offset by the quadratic growth in computation time, and both methods end up using a similar amount of time, despite the considerable difference in iteration count.

A practical implementation of ADMM-GMRES will require the use of a limited-memory version of GMRES. We consider the simplest approach of restarting every 25 iterations; the results are shown in Figures 6c & 6d. The method requires a factor of two more iterations to converge when compared to the usual GMRES algorithm, but the amortized per-iteration cost of the restarted variant is also a constant factor of two times higher that of basic ADMM.
Figure 7: The convergence behavior of modified SeDuMi on the DIMACS problems. Data for the keys are shown in Table 3. The dash lines indicate sublinear $O(1/k)$ and $O(1/k^2)$ convergence rates.

Each interior-point iterate $\{X, y, S\}$ using the DIMACS metrics:

\[
p_{\text{inf}} = \frac{\sqrt{\sum_{i=1}^{m} (A_i \cdot X - b_i)^2}}{1 + \|b\|_2}, \quad d_{\text{inf}} = \frac{\|\sum y_i A_i + S - C\|_F}{1 + \|C\|_F},
\]

\[
gap = \frac{|C \cdot X - b^T y|}{1 + |C \cdot X| + |b^T y|}.
\]

SeDuMi terminates either by achieving the default accuracy tolerance, or prematurely if it considers the computed search direction to be too inaccurate to make further progress.

The experiments are performed on an Intel Xeon E5-2609 v4 CPU with eight 1.70 GHz cores; Table 3 shows these results. Here, $N = n(n + 1) + m$ refers to the total number of primal-dual variables in the corresponding (ECQP) problems, and accuracy in digits of feasibility and duality gap is quantified by computing $-\log_{10}(p_{\text{inf}} + d_{\text{inf}})$ and $-\log_{10}(\text{gap})$ respectively for the final iterate. The evolution of the interior-point iterates over different interior-point iterations are plotted in Figure 7.

In these results, ADMM-GMRES with restarts is able to converge within $O(\kappa^{1/4})$ iterations for 8 out of the 10 problems. In these cases, the overall interior-point method converges with a time complexity of $O(1/\sqrt{\epsilon})$, comparable to the optimal Nesterov methods. For the remaining 2 problems, however, the method only converges in $O(\sqrt{\kappa})$ iterations, and this gives the overall method a time complexity of $O(1/\epsilon)$.

Note that the objective of this subsection is primarily to benchmark the performance of the method in a large-scale environment. Applying (nonlinear) ADMM directly to each of the problems considered in this section produces a sequence that converges at a linear rate (as opposed to its sublinear worst-case rate), so it is unlikely for our method here to substantially outperform it.

9 Conclusions and Future Work

In this paper, we have provided theoretical and numerical evidence that ADMM-GMRES can consistently converge in $O(\kappa^{1/4})$ iterations for a smooth strongly convex quadratic objective, despite a
worst-case bound of $O(\sqrt{\kappa})$ iterations. The order-of-magnitude reduction in iterations over the basic ADMM method was widely observed for both randomized examples and in the Newton subproblems for the interior-point solution of semidefinite programs. These results confirm the possibility for an over-relaxation scheme, momentum scheme, or otherwise, to significantly accelerate the convergence of ADMM, beyond the constant factor typically observed for existing schemes, and suggest the direct use of ADMM-GMRES as a practical solution method.

It remains an open question whether the same sort of acceleration can be extended to ADMM for general nonquadratic objectives. One possible approach is to use GMRES to a linearized approximation of the nonlinear fixed-point equation, in a Krylov-Newton method [11]. Alternatively, a Broyden-like secant approximation may be constructed from previous iterates, and used to extrapolate the current step, in an Anderson acceleration method [57]. Both approaches reduce to ADMM-GMRES in the case of quadratic objectives, but further work is needed to under their effectiveness.
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