An effective and efficient label initialization method based on similarity for community detection in networks
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Abstract

Identifying clusters or community structures in networks has become an integral part of social network analysis. Though many methods were proposed, the label propagation algorithm (LPA) is a popular computationally efficient method with running time linear. However, the LPA provides different combination of communities on the same network due to the randomness in LPA. Many improvements have been proposed to tackle this stability problem by eliminating the randomness. This paper put forward an improvement to the standard LPA by proposing a label initialization method based on link similarity. The similarity is measured based on the connection strength between two nodes. The method is tested on real and synthetic measures to analyze the performance.

1 Introduction

Complex network representation of complex systems [1, 2] are wide spread in various domains of research including biology, computer science, and physics. It simplifies the complexity inherent in the system by denoting the components and their relations or interactions. Generally, the nodes denote the components and links indicate the interactions or relations between entities in complex networks. Community structures [3] is an important property of complex networks, which helps to provide more meaningful structures in
network. Understanding these structures bring insights into various dynamics of various systems [1].

There exist a plenty of literature for finding community structures in networks using various techniques [4]. Some studies treat community detection as an optimization problem, in which maximizing the optimization function such as modularity are among widespread. Since many of these methods are not computationally efficient, methods based on some heuristic rules are also recommended. Among that, label propagation algorithm [5] is one of the most time efficient heuristic methods with time complexity nearly linear \(O(t.n)\) where \(n\) denotes the number of nodes. However, when LPA is applied on a network, it returns community structures which are different in different runs. This shows that the LPA is unstable.

Though there are several reasons for the unstable results. The major reason is the randomness in node label update as well as the random node order. When the random labeling strategy is performed on each node, the random selection can lead to various combinations of communities. Recently, various studies propose several methods for improving LPA by recommending various label update strategies focusing on eliminating randomness. These methods focus mainly on the node label update strategy which selects labels according to an order-based selection strategy that includes node importance, label influence, and link importance.

The first step in the original LPA is to assign unique labels to every node in the network. The impact of initial node labels on the stability is not fully explored. This paper proposes a method (ILI-LPA) which initializes node labels based on node influence. The ILI-LPA eliminates the unique label initialization of LPA with a new label initialization which assigns identical labels to nodes which express high probability to be in the same community at the end the label propagation. The main aim of the paper is to assign structurally densely connected nodes with same labels as initial labels to improve the stability and accuracy of the communities.

## Related works

To eliminate random label update process in the LPA, [6] proposed a method which applies modularity to avoid random selection of labels. Recently, Le et al. [7] put forward a modified LPA which also applies modularity.

Node influence is also considered as an effective method for label update to improve stability. Several methods that improve LPA on the stability of communities based on node influence are also available [8, 9, 10]. Estimating
the importance or influence of nodes is the main step in those methods. The k-shell value of each node is estimated to find the node importance in [8]. Whereas in [9] the node degree as well as the neighbors influence is measured to estimate node importance. However, the increase in time complexity is a major drawback of these methods. Some studies focus on the link importance assuming that links contribute significantly to the community structure identification. The label influence is considered in [11]. LPAC [12] based on edge clustering coefficient is a popular method that considers the link importance through edge clustering coefficient. Similarity [13] also proposed a link strength for LPA. Motifs in network are also considered for improving the LPA stability [14]. Also, methods based on genetic algorithms [15] and considering attributes [16] are introduced. Still, the stability and accuracy is a problem unsolved.

3 Proposed method

This paper recommends a node labeling method based on link similarity for finding communities in networks. The main aim of the proposed method is to improve the stability of the standard label propagation algorithm. The proposed method replaces the unique label initialization of the LPA and put forward a more accurate label initialization to minimize the impact of randomness in LPA.

The method is called ILI-LPA (Identical Label Initialization LPA). The ILI-LPA focuses on the initial node labels. The authors of this paper assume that the strategy of assigning unique labels to nodes as initial node labels has several drawbacks which affect the stability at the label propagation. This is because if unique labels are assigned to nodes in a community, the boundary nodes cannot differentiate its own community participation hence randomness create uncertainty.

It is well known that nodes with dense connections will stay in a single community once the community detection process is over. If we can identify some of the densely connected regions and assign same labels, we can minimize the effect of randomness. Based on this concept, this paper introduces $tsi$ which evaluates the strength of connections between nodes.

$$tsi(i, j) = \frac{1 + \frac{|N(i) \cap N(j)|}{|N(j)|}}{1}$$

(1)

where $N(i)$ indicates the neighbor set of node $i$. Consider node $(i, j)$ are adjacent nodes in $G((i, j) \in E)$. The more the node $i$ is connected with the
neighbors of \(j\), the higher the influence of node \(i\) to node \(j\). The higher influence indicates not only the strength of connections, but also the probability that how much a node accept node the other. This is more meaningful to the label propagation process in LPA. We replace the unique label assigning method of LPA to set initial node labels with identical label initialization. It is based on the following condition.

\[ tsi(i, j) \geq tsi(j, i) \&\& tsi(i, j) \geq \beta \]  

(2)

\textbf{Algorithm 1} Identical Label Initialization-LPA

\begin{verbatim}
Input: Network \(G = (V, E)\), parameter \(\beta\)
Output: Communities \(C_D = \{C_{D1}, C_{D2}, C_{D3}, \ldots C_{Dk}\}\)
1: \textbf{procedure} ILI-LPA(\(G, \beta\))
2: \hspace{1em} \textbf{for} each \((i, j) \in E\) \textbf{do}
3: \hspace{2em} \(tsi(i, j) \leftarrow 1 + \frac{|N(i) \cap N(j)|}{|N(j)|}\)
4: \hspace{2em} \(tsi(j, i) \leftarrow 1 + \frac{|N(i) \cap N(j)|}{|N(i)|}\)
5: \hspace{2em} \(Weight(i, j) \leftarrow tsi(i, j)\)
6: \hspace{2em} \(Weight(j, i) \leftarrow tsi(j, i)\)
7: \hspace{2em} \textbf{end for}
8: \hspace{1em} \textbf{for} each \(i \in V\) \textbf{do}
9: \hspace{2em} \textbf{if} \(tsi(j, i) \leq tsi(i, j)\) and \(tsi(i, j) \geq \beta\) \textbf{then}
10: \hspace{3em} \(label(j) \leftarrow label(i)\)
11: \hspace{2em} \textbf{end if}
12: \hspace{2em} \textbf{end for}
13: \hspace{1em} \textbf{for} each \(i \in V\) \textbf{do}
14: \hspace{2em} \textbf{if} size(l) = 1 \textbf{then}
15: \hspace{3em} \(label(i) \leftarrow l\)
16: \hspace{2em} \textbf{else}
17: \hspace{3em} \(label(i) \leftarrow \text{random select} (l)\)
18: \hspace{2em} \textbf{end if}
19: \hspace{2em} \textbf{end for}
20: \hspace{1em} Repeat steps 13-19, until all node labels are similar to its neighbors majority.
21: \hspace{1em} \textbf{end procedure}
\end{verbatim}

Each node \(i\) update the label of neighbor \(j\), if the condition is satisfied. The \(\beta\) indicates the input parameter. This ensures that some percent of
nodes possess labels which are same, such as the nodes in densely connected regions. The original label propagation is performed after initialization of node labels. During the label propagation, each node accepts the label of its neighbors majority label. When more than one label satisfies majority label, the random label selection is adopted.

The time complexity of the proposed method is reported as $O(n.d)$ where $d$ denotes the average degree.

4 Results

The algorithm is coded in Python NetworkX and experimented on an Intel i7 machine of 16GB RAM. The input parameter is assigned as value 0.35. Two quality measures, modularity $\mu$ and Normalized mutual information [nmi] $\mu$ is used to assess the performance.

The obtained modularity on networks karate [17], dolphin [18], football [3], and polbooks [19] are 0.371, 0.523, 0.604, and 0.526 respectively. However, the modularity of LPA on the same networks are 0.357, 0.487, 0.589, 0.511 respectively. On network science [20] is 0.921 and email_enron [20] is 0.562. The nmi reported in karate, dolphin, football, and polbooks are 0.837, 0.366, 0.927, and 0.593 respectively. Whereas, the LPA returns nmi values 0.649, 0.540, 0.893, 0.524. This shows that the initial node labels affect the quality of the communities.

Compared to the LPA, the ILI-LPA perform better on LFR network. On a network of 1000 nodes, the LPA modularity drops to 0 when $\mu$ is 0.55, whereas the ILI-LPA maintains quality upto $\mu$ is 0.70. Similar pattern has been observed on LFR networks of size 2000 and 5000. This shows that the initial node labels has significant impact of the performance of the random label propagation process.

5 Conclusion

The LPA is an efficient community detection method. The stability of communities extracted by LPA is a major concern. To improve the stability, this paper proposes a label initialization method, which replaces the unique label initialization method adopted by LPA and other improvements. The proposed method identify densely connected regions based on link similarity and assigns same labels as initial node labels without consuming much computational time. The performance is verified on real-world and LFR networks. The results show effectiveness of label initialization. The main
findings of the paper is that appropriate label initialization improves performance compared to distinct label initialization.
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