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Abstract. The increasing size of HPC architectures makes the faults’ presence an eventuality more and more frequent. This is especially relevant since MPI, the de-facto standard for inter-process communication lacks proper fault management functionalities. The past efforts produced extensions to the MPI standard that enabled fault management, the most important one being ULFM. In this paper, we introduce the support for non-collective communication creation (MPI_Comm_create_group) in ULFM to improve the fault management capabilities. We integrate our solution into the Legio library and measure the overhead introduced in the application. The proposed solution removes the possibility of turning the execution into a deadlock after a fault and can be used as an inspiring effort to improve the ULFM repair capabilities.
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1 Introduction

Computational science applications require more and more resources for their computation, leading to the growth of current HPC systems in terms of performance, energy efficiency and complexity. HPC systems will reach the exascale boundary in the next years (10^{18} FLOPS) [1], bringing more performance but additional issues. With the increase in sizes comes a greater probability of faults, and HPC systems (and their applications) must be able to handle them.

The absence of fault management techniques can make the execution difficult on HPC clusters since the mean time to failure is in the order of days [13]. Future systems will probably lower this value, making it almost impossible for an application to complete without incurring an error. If there are no fault management techniques, the execution terminates without producing results, causing waste of energy and costs. Reports [6] show that the impact of faults is already relevant in HPC. This concept also comes from the fact that the Message Passing Interface (MPI) [4], the de-facto standard for inter-process communication, lacks fault management techniques. The last version of the standard (4.0) tried to reduce the possible sources of faults, isolating them into a single process when possible. While removing the impact of faults in local functions, it does not avoid
their propagation with communication and does not provide a way to repair the execution.

This issue has been hugely discussed in the past, producing MPI implementations able to deal with the fault presence \cite{3,8,7}. Most of them received limited support and did not solve the problem entirely and efficiently. The issue currently receiving the most attention is the User-Level Fault Mitigation (ULFM) MPI extension \cite{2}. It consists of a collection of functions that enable the user to detect fault presence, repair the affected structures and continue the execution seamlessly. Among the added functionalities of ULFM, there are the \textit{shrink} and \textit{agree} functions, that enable communicator reparation and resilient agreement respectively. ULFM is currently integrated directly into the latest versions of OpenMPI, one of the most used MPI implementations.

Many efforts started from the functionalities introduced by ULFM to produce frameworks able to provide checkpoint and restart (C/R) with automatic rollback \cite{9,13,17}. Others leveraged those capabilities to isolate the failed process from the execution, limiting the effect of the fault \cite{14,15}. Nonetheless, the possibilities introduced by ULFM are limited by a few constraints: the reparation process is always collective and currently involves only communicators. We tried to remove these constraints in our previous work \cite{15}, developing support for files, windows and local repair. Still, many other functionalities require additional attention.

In this effort, we analyze the non-collective call \texttt{MPI\_Comm\_create\_group}, which represents a challenge due to its non-collectiveness. Previous works have already shown the relevance of this call \cite{5}, and it has been in the MPI standard since version 3.0. Most of the ULFM functionalities are hard to use due to the non-collectiveness of the operation which prevents the repair. Moreover, the failure of one of the participating processes may lead to deadlock, which is always an undesirable behaviour.

The contributions of this paper are the following:

- We analyze the effects of faults on the \texttt{MPI\_Comm\_create\_group} function;
- We design and implement a solution that removes the main criticalities of the function;
- We integrate the solution into the Legio framework and evaluate the introduced overhead.

The paper is structured as follows: Section 2 shows the efforts that tried to deal with faults using ULFM and emphasizes the works done to improve it. Section 3 shows the behaviour of non-collective operations and our proposed solution to make them fault tolerant. Section 4 covers the experimental campaign done to evaluate the overhead and the scalability of the proposed solution. Lastly, Section 5 concludes the paper.

## 2 Background and previous work

The failure of an MPI process can have a remarkable impact on an application execution since the MPI standard does not specify the behaviour of the survivor
processes. The last version of the MPI standard (4.0) introduced new functionalities to simplify the handling of faults, limiting their impact while possible. While providing ways to represent and react to faults, the standard still does not contain a defined method to recover the execution from them and only allows the application to terminate gracefully.

One of the most relevant efforts that enable the continuation of the execution is ULFM [2]. It is an MPI standard extension proposal that focuses on fault detection, propagation and reparation. While still under development, the ULFM extension got included in the latest versions of OpenMPI, one of the most used MPI implementations. The idea behind ULFM is to provide the user with the possibility to manage faults by themselves. The latter is achieved with changes in the application code that introduce the ULFM functions. This approach allows maximum flexibility in fault management at the cost of additional integration complexity: the programmer must know how and when to handle faults, which is non-trivial.

ULFM by itself does not provide recovery mechanisms, so it is necessary to combine it with other solutions for consistent post-failure execution. The main direction adopted in the literature is in combining ULFM and a C/R utility into a single framework, that introduces fault tolerance (the ability to nullify the effect of a fault) in generic MPI applications [3] [6] [7] [10] [13]. The solution proposed in these efforts is similar: the execution restarts from the last consistent state, removing the impact of the fault. The integration with the application is more intuitive than using ULFM directly since it hides the complexity within the combined framework. Some efforts [13] [12] do not require changes in the application since they leverage a heuristic code analysis to choose the best integration between their framework and the application.

Our previous work proposed Legio [15], a library that introduces fault resiliency (the ability to overcome a fault) in embarrassingly parallel applications. Applications using Legio continue after the fault detection, but the failed process will not resume: the execution proceeds only with the survivor processes, causing a loss of correctness but a faster recovery. These characteristics make Legio ideal for approximate computing applications, where the algorithms already trade correctness for speed. Moreover, Legio extends the capabilities of ULFM by supporting one-sided communication and filesystem functions. Applications leveraging those functionalities can fully benefit from the additional fault management. The integration of Legio with the application leverages the PMPI layer defined in the MPI standard: this allows for seamless integration with no code changes needed.

Apart from Legio, few efforts aim at enhancing the fault management possibilities of ULFM. Most of them focus on improving the performance of ULFM [11] rather than introducing new functionalities. The focus on fault management for non-collective communicator creation is something missing in the literature, despite the promising result of their use [3]. In this work, we introduce the support for non-collective communicator creation into the Legio library.
3 Non-collective operations

A non-collective operation involves many processes inside a communicator, not necessarily all. In the MPI standard, there are a few examples of non-collective calls, one of those is the MPI_Comm_create_group call. First proposed in [5], it got introduced with version 3.0 of the standard. The function creates a communicator containing only the processes present in the group structure passed as a parameter. This function must be called only by the processes part of the group, not by all the ones participating in the communicator (differently from the MPI_Comm_create function). Its non-collectiveness makes the ULFM solution not sufficient: the agreement function and the shrink one presented in the ULFM standard are collective and may require support from processes not involved in the communicator creation. Forcing those processes to collaborate loses the benefits of non-collective communicator creation (less synchronization), so it is not feasible. In general, to implement the non-collective call we cannot use any collective operation, including most of the ULFM ones, windows and file operations.

We conducted some experiments to understand the behaviour of the non-collective call in presence of faults. To better represent the occurrence of a fault in a communicator, we describe it as either faulty or failed. In particular, faulty communicators contain some failed processes but their failure has not been acknowledged by any process. When a process discovers the failure, the communicator becomes failed and the propagation of the failure begins. Our tests proved that:

- The non-collective call works on faulty communicators as long as no process part of the group failed;
- The non-collective call deadlocks on faulty communicators if one process part of the group failed;
- The function fails on failed communicators, returning the ULFM-defined error code MPIX_ERR_PROC_FAILED.

The main criticality of the non-collective call behaviour resides in the second case: while it is possible to handle the error and repair the communicators in later calls, the deadlock prevents us from any interaction and irremediably compromises the execution of the entire application. This effort aims to remove the deadlock eventuality from the application behaviour by changing the parameters passed to the function.

The function MPI_Comm_create_group takes three parameters, which are the communicator to generate the new one from, the group of processes that participate in the call, and a tag used to classify the calls. We may have to change the communicator parameter: previous faults may have already caused the communicator to shrink so we exchange it with the shrunk one. This step introduces the possibility that a process part of the group is not part of the communicator since a previous shrink operation removed it. To solve this issue we need to remove those processes from the group. Figure [1] contains an example of this first filtering process. This first exchange of parameters allows us to limit the impact
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Fig. 1. The reduction of the communicator and group parameters achieved in the first filtering process. All the processes are represented as small circles with their rank written within. The ones filled in red failed. Process 5 failed but its failure has not been discovered yet. The black rectangle represents the communicator, the blue one the one used after the filtering phase. The red rectangle represents the group, the green one the one used after the first filtering phase.

of previously fixed faults, but it does not help in the case of unfixed ones: in the example shown in Figure 1 process 5 is still involved in the non-collective call despite being failed, eventually leading to the deadlock of the execution.

To identify which processes failed within the filtered group, we need all the processes to discover whose of them are still alive. If the call was a collective operation, we could have leveraged the MPI Allgather function: each process could share its rank with the others and obtain data about all the processes sharing. However, the non-collectiveness of the operation forces us to define an algorithm using point-to-point communication only, so we defined a tree-based algorithm. We will first describe the algorithm in a fault-free scenario and then discuss the modifications needed for its fault management.

In a fault-free scenario, the algorithm behaves similarly to the tree reduction algorithm followed by a tree broadcast. The two phases are not distinct in our implementation: each process starts the broadcast after it has completed the reduction, but it does not imply that all the others are in the same situation. Figure 2 shows how the algorithm works considering the time dimension. The algorithm works in a fault-free scenario but it is not sufficient in a faulty environment: a failed process may block the propagation towards the root in the gathering phase and the diffusion of the collected data in the broadcast phase. Figure 3 emphasises this phenomenon, showing how the result obtained is different among the nodes, creating a partition of the network.

To fix the network splitting problem, we integrated into the above algorithm a mechanism to bypass the failed nodes. In particular, the proposed approach
**Fig. 2.** A representation of the algorithm used to remove the presence of failed processes inside the group. Each column represents a process, while green rectangles contain the data held by it. Black boxes represent MPI operations, with the first character showing the type (Send/Recv) and the second the rank of the other process.

**Fig. 3.** The figure shows the algorithm depicted in Figure 2 in presence of faults. Failed processes have their column filled in red, and also MPI calls failing.

works as follows: if a node fails, the next one in its subtree of competency (the subtree having that process as root) will take its place. If that process fails too, then the next one will take their place, and so on. This solution ensures that if there is at least a process in a subtree whose root failed, it will reach and be reachable by all the others. This approach requires that the processes can
learn the liveness of the others with point-to-point communication. Following the analyses shown in [15], we know that the MPIRecv fails if the sender stops working. We use the receive function for communication and fault checking, and we integrate the leader escalation system into our algorithm, obtaining a result shown in Figure 4. The figure shows that all the nodes get the same results, and no partitions are present.

The above solution with the fix of the network splitting allows us to solve the deadlock problem since all the processes can operate on the survivor subset of the group parameter. The only drawback is that the possible faults discovered in the fix are propagated to all the nodes involved, turning the faulty communicator into a failed one. This occurrence causes the function to complete with an error despite the removal of the failed processes from the parameters: nonetheless, we think that the deadlock removal is a crucial step for the function usage in a faulty scenario. Moreover, the MPI_Comm_create function can be used as a non-collective error checker since it will return an error in case of fault presence, and it will work fine otherwise. This is an improvement from the possibilities of ULFM, allowing for error checking in a group of processes in logarithmic time complexity.

4 Experimental campaign

We implemented the proposed solution in the Legio library, and we conducted some experiments to measure its scalability and impact on performance. We ran those experiments on the Marconi100 cluster at CINECA over nodes with 2 x IBM POWER9 AC922 16 cores 3.1 GHz processors and 256 GB of RAM. Every experiment featured 32 processes per node, a single process per physical core.
We made a set of initial runs in a fault-free scenario to derive a basing value (the time needed for the operation without our solution). We performed other tests injecting single process failures, showing how the execution would deadlock and how our solution manages to continue (despite raising an error).

In the experimental campaign, we measure the execution time of the non-collective call integrated with the proposed solution. We run this experiment with varying network sizes (composed of 32, 64, 128, 256 or 512 MPI processes) and group sizes (from 1/32 to the entire network size). We execute the non-collective call 1000 times, measuring the total time needed to complete this task. We perform this measurement both with and without our solution, to better evaluate the impact it has on the execution time. The campaign aims to measure the overhead introduced and prove its logarithmic growth with regard to the dimension of the group.

Figure 5 shows the evolution of the overhead over different group sizes in various networks. The image shows the logarithmic growth of the algorithm, which seems more influenced by the size of the network rather than the group size. While the overhead is not negligible, its scalability is still remarkable. Moreover, the non-collectiveness of the operation reduces the overhead impact: using it removes unneeded synchronization, which can enable faster execution to compensate for the additional communication.

While the results are promising, we think that it is possible to achieve lower overheads by supporting non-collective communication creation directly inside the ULFM implementation, removing the deadlock occurrence and simplifying
the communication. Moreover, it may be possible to make the call work on failed communicators as long as the processes inside the group are alive.

5 Conclusions

In this paper, we discussed the support for non-collective communicator creation calls in ULFM. We highlighted the possibility of deadlocks in case of faults in the involved processes, and we designed an algorithm to avoid that occurrence. We integrated our solution into the Legio library to provide it transparently to the MPI applications. Our proposed solution proved scalable and the overhead introduced acceptable, but we think it can improve by integrating support for the non-collective communication calls directly inside the ULFM implementation.

The support for the non-collective communicator creation call directly in the ULFM implementation can be a relevant feature. It would enable both the fault-proof usage of the call and could also be used for non-collective communicator substitution, removing the constraint of collectiveness in the repair procedure. We think that this last achievement could greatly improve the capabilities of ULFM, introducing non-collective repair of communicators, a feature already requested in literature [15,10].

Future work includes the support of additional MPI functionalities still not handled by ULFM. Moreover, we are exploring the possibility to combine Legio with C/R by applying it only to critical nodes to reduce the impact on the filesystem.
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