Quantum Algorithms for Solving Linear Regression Equation
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Abstract. Linear regression is one of the most important and common analytical methods in mathematical statistics. The letter studies a general model of linear regression problem based on least squares method, and investigates the impact of quantum algorithms on the time complexity of solving linear regression problem when quantum algorithms can be implemented on quantum computers. With the help of the general model of linear regression problem in terms of least squares method, we propose a novel simplified quantum scheme for solving linear regression equation based on the sparsity-independent quantum singular value estimation algorithm. For a linear regression equation with dimension \( n \), our scheme can reduce the time complexity from \( O(\mathit{Nn}^2) \) to \( O(\sqrt{\mathit{N}\log\mathit{N}}) \) when both the condition number \( \kappa \) of related matrices and the reciprocal of precision \( \varepsilon \) are small in size \( O(\mathit{play}\log\mathit{N}) \), where \( m \) is the dimension of the input \( u \) and \( N \) is the number of samples.

1. Introduction
The linear regression analysis[1] is one of the most common analytical methods for dealing with classical problems. However, solving linear regression problem will cost much computing resource in high-dimensional classical systems. Many studies have demonstrated that quantum algorithms has advantages for solving some problems with heavy calculation burden in comparison to traditional classical algorithms[2]. It seems interesting for us to explore how quantum algorithms will reduce the time complexity of solving linear regression equation when quantum algorithms can be implemented on quantum computers.

Quantum computation[3] can be implemented on quantum computers and perform high-efficiency calculations based on coherent superposition and parallel processing[4]. Two most famous quantum algorithms, the polynomial-time quantum algorithm for factoring[5-6] proposed by Shor in 1994 and the quantum algorithm for searching a database in time square-root its size[7] proposed by Grover in 1996, show the power of quantum computation. In 2009, A. W. Harrow et al. proposed the quantum algorithm for solving linear equations (HHL)[8], which is a remarkable development of quantum algorithms. And L. Wossnig et al. proposed a quantum singular value estimation algorithm(QSVE) to solve linear equations and matrix multiplication[9-10] in 2018, which is of significance as the basis of
matrixes computing. For matrix multiplication calculation, C. P. Shao proposed a new algorithm by swap test and analyzed other quantum algorithms[11] in 2018.

With the rapid progress of quantum computing, more and more new potential applications of quantum algorithms are already being explored. However, the application of quantum algorithms in actual classical control problems has not been fully studied so far. As one of important potential applications of quantum computation, the quantum algorithm of solving linear regression equation has not been deeply investigated so far.

The most common method of solving linear regression equation is least squares method[12-15]. For linear regression problem, the computational cost will go up dramatically with the increase of the dimension of the linear system. Because linear regression equation can be reduced to several matrix operations and there exist some corresponding quantum algorithms for matrix operations, it seems reasonable to develop an entire quantum scheme to improve the computational efficiency of solving linear regression equation. For matrix operations problems, quantum algorithms are capable to significantly reduce the cost of computing resources compared with classical algorithms. Therefore, we can use quantum computation[3, 16-17] as a computational tool to improve the computational efficiency of linear regression equation. Fortunately, we have obtained a novel simplified quantum scheme of solving linear regression equation by recognizing that a general model of linear regression equation in classical systems can be given in terms of least squares method. From the perspective of time complexity[18-20], we have demonstrated that quantum algorithms is superior to classical algorithms.

The rest of our letter are organized as follows. The Sect.2 analyzes a general model of linear regression problem based on least squares method. In the Sect.3, we make a time complexity comparison between classical algorithms and quantum algorithms. The Sect.4 summarizes the work of this letter.

2. Quantum acceleration algorithms of linear regression equation

2.1. Linear regression equation

Consider a general model of linear regression problem as follows. Features are measured for $Nn$ variable $h_{ij}$ ($i = 1, 2, ..., N$ and $j = 1, 2, ..., n$) and for $N$ variable $w_i$ ($i = 1, 2, ..., N$) with the goal to establish a linear relationship between them. This can be represented mathematically as

$$w_i = y_1 h_{i1} + y_2 h_{i2} + y_3 h_{i3} + ... + y_n h_{in} + e_i$$

Then we have

$$W = HY + e$$

where $e$ is the error or residual, $W$ is an $N$ dimensional vectors and $H$ is an $N \times n$ matrix. The goal is to estimate the parameter vector $Y$ from a set of inputs $h_{ij}$ and states $w_i$.

Suppose there are $N$ observed samples where $N \geq n$, and

$$W = \begin{bmatrix} w_1 \\ \vdots \\ w_N \end{bmatrix}, H = \begin{bmatrix} h_{11}, h_{12}, ..., h_{1n} \\ \vdots \\ h_{N1}, h_{N2}, ..., h_{Nn} \end{bmatrix}, Y = \begin{bmatrix} y_1 \\ \vdots \\ y_n \end{bmatrix}$$

The approximate solution $Y$ of the equation (2) can be obtained by least squares methods:

$$\hat{Y} = (H^T H)^{-1} H^T W$$

So far, the linear regression problem is reduced to solving the equation (4) by classical or quantum algorithms.
Given the matrix $H$ with singular value decomposition $H = \sum_l \sigma_l \mathbf{\mu}_l \mathbf{\nu}_l^T$, where $\sigma_l$ is the singular value of $H$, $\mu_l \in R^N$ and $\nu_l \in R^{m+n}$ are the left and right singular vectors, and $\mu_l^T \mu_j = \nu_l^T \nu_j = 0 (i \neq j)$. So we get:

$$H^T H = \sum_l \sigma_l \mathbf{\nu}_l \mathbf{\mu}_l^T \sum_l \sigma_l \mathbf{\mu}_l \mathbf{\nu}_l^T = \sum_l \sigma_l^2 \mathbf{\nu}_l \mathbf{\nu}_l^T$$

(5)

$H^T H$ is a nonsingular matrix with eigenvalues $\sigma_l^2$ and eigenvectors $\nu_l$. Therefore, the eigenvalues of matrix $(H^T H)^{-1}$ are $1/\sigma_l^2$, and the eigenvectors are $\nu_l$, that is

$$(H^T H)^{-1} = \sum_l \frac{1}{\sigma_l^2} \mathbf{\nu}_l \mathbf{\nu}_l^T$$

(6)

According to Eq. (6), we can easily get

$$(H^T H)^{-1} H^T = \sum_l \frac{1}{\sigma_l^2} \mathbf{\nu}_l \mathbf{\nu}_l^T \sum_l \sigma_l \mathbf{\nu}_l \mathbf{\mu}_l^T = \sum_l \frac{1}{\sigma_l} \mathbf{\nu}_l \mathbf{\mu}_l^T$$

(7)

The singular value $\sigma_l$ of matrix $(H^T H)^{-1} H^T$ can be obtained from the singular values $\sigma_l$ of the matrix $H$,

$$\sigma_l' = \frac{1}{\sigma_l}$$

(8)

2.2. Quantum scheme

![Figure 1. The flow chart of our quantum scheme.](image)

![Figure 2. The flow chart of previous quantum scheme.](image)
The comparison between our scheme and previous quantum algorithms is shown in Figure 1 and Figure 2. Our scheme can obtain singular value $\sigma_j$ of matrix $(H^TH)^{-1}H^T$ from $\sigma_i$ based on QSVE in matrix $H$. Therefore, we do not have to build quantum gate circuits repeatedly compared to previous quantum algorithms, which can effectively reduce the time complexity of solving linear regression equation.

3. Algorithms complexity analysis

Then we analyzed the time complexity of the classical algorithms and quantum algorithms.

3.1. Time complexity analysis of classical algorithms

The time complexity of classical algorithms is estimated in three steps:

- Matrix multiplication $E = H^TH$. $H$ is an $N \times n$ matrix. Therefore, the time complexity of calculating $E = H^TH$ is $O(Nn^2)$.
- Matrix inverse $F = E^{-1}H^T$. The time complexity of $E^{-1}$ is $O(n^3)$ and the time complexity of matrix multiplication $E^{-1}H^T$ is $O(Nn^2)$.
- The matrix multiplication of matrices $F$ and $W$. The time complexity of $Y = FW$ is $O(Nn)$.

3.2. Time complexity analysis of quantum algorithms

The time complexity of our scheme is analyzed in the following two parts: preparing quantum states, the quantum algorithms of matrix multiplication based on the quantum singular value estimation algorithm.

- The time complexity of preparing quantum states. Quantum states with dimension $Nn$ can be prepared in time $O(\log (Nn)/\epsilon^2)$ when quantum states can be efficiently prepared, where $\epsilon$ is the precision.
- The time complexity of matrix multiplication. The time complexity of QAMM based on QSVE with dimension $n$ is $O(\kappa^3 \sqrt{n}/\epsilon)$, $\kappa$ is the condition number, and $\epsilon$ is the precision. Besides, the time complexity of QAMM by swap test is $O(\kappa\sqrt{n}/\epsilon)$. Thus, the time complexity of our quantum algorithm is $O(\kappa_3^3 \sqrt{N}/\epsilon)$, where $\kappa_1$, $\kappa_2$ and $\kappa_3$ are the condition number of the corresponding matrices $H$, $H^T$ and $W$.

Remark: the precision $\epsilon$ means that if $s$ is the exact result and $s'$ is the result getting from quantum algorithms, then $|s - s'| \leq \epsilon$.

To be more intuitive, we made a time complexity comparison between the classical algorithms and quantum algorithms. From Table 1 and Table 2, we know that the holistic complexity of classical algorithms is $O(Nn^2)$, while our scheme just needs $O(\sqrt{N\log(N)})$ when $\kappa, 1/\epsilon = O(\log(N))$ and quantum states can be efficiently prepared.

Table 1. Time complexity comparison of each step between classical and quantum algorithms for linear regression equation.

| algorithm | time complexity          |
|-----------|--------------------------|
| preparing | classical | quantum | algorithms | algorithms |
| quantum states: | | |
| i) $H \rightarrow |H\rangle$ | $O(\log (Nn)/\epsilon^2)$ |
| ii) $W \rightarrow |W\rangle$ | $O(\log (N)/\epsilon^2)$ |
| iii) $H^T \rightarrow |H^T\rangle$ | $O(\log (Nn)/\epsilon^2)$ |
| Least squares methods | classical | quantum | |
| i) $E = H^TH$ | $O(Nn^2)$ | $O(\kappa_3\sqrt{N}/\epsilon)$ |
| ii) $F = (E)^{-1}H^T$ | $O(Nn^2)$ | $O(\kappa_2^2 \log(n)/\epsilon)$ |
| iii) $Y = FW$ | $O(Nn)$ | $O(\kappa_3\sqrt{N}/\epsilon)$ |
| Sum ($\kappa, 1/\epsilon = O(\log N)$) | $O(Nn^2)$ | $O(\sqrt{N\log N})$ |
Table 2. Time complexity of our scheme for linear regression equation

| algorithm                        | time complexity               |
|----------------------------------|-------------------------------|
| preparing quantum states         | $O\left(\frac{\log(N)}{\epsilon^2}\right)$ |
| $W \rightarrow |W\rangle$                     |                               |
| Least squares method             | $O\left(\kappa_3^2\sqrt{N}/\epsilon\right)$ |
| Sum                              | $O\left(\sqrt{N}\log(N)\right)$ |

4. Conclusion

For general classical linear regression problems, the letter proposed an entire quantum scheme based on least squares method. For an $n$th-order classical system, when the condition number $\kappa$ and the reciprocal of precision $\epsilon$ are small in size $O\left(\text{poly log}(N)\right)$, our scheme can reduce the run time to $O\left(\sqrt{N}\log(N)\right)$, which achieves significant acceleration in comparison to the run time $O\left(Nn^2\right)$ in traditional classical algorithms. Based on singular value estimation algorithm, our scheme is not constrained by the sparse condition.

Our scheme does not have to build quantum gate circuits repeatedly, which can effectively reduce the time complexity of linear regression. Due to the significance of linear regression in classical problems, our scheme will have a larger application scope, such as in mathematical statistics, artificial intelligence[21-22], etc. In summary, it is shown that the letter proposed an entire quantum algorithm for solving linear regression equation, and enrich the application area of quantum computation.
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