Debiasing Samples from Online Learning Using Bootstrap

Ningyuan Chen,∗ Xuefeng Gao† Yi Xiong,‡

December 2, 2021

Abstract

It has been recently shown in the literature [32, 37, 38] that the sample averages from online learning experiments are biased when used to estimate the mean reward. To correct the bias, off-policy evaluation methods, including importance sampling and doubly robust estimators, typically calculate the conditional propensity score, which is ill-defined for non-randomized policies such as UCB. This paper provides a procedure to debias the samples using bootstrap, which doesn’t require the knowledge of the reward distribution and can be applied to any adaptive policies. Numerical experiments demonstrate the effective bias reduction for samples generated by popular multi-armed bandit algorithms such as Explore-Then-Commit (ETC), UCB, Thompson sampling (TS) and ε-greedy (EG). We analyze and provide theoretical justifications for the procedure under the ETC algorithm, including the asymptotic convergence of the bias decay rate in the real and bootstrap worlds.

1 Introduction

Online learning and specifically the multi-armed bandit problem, has seen great success in many applications, including recommender systems [28], clinical trials [47], dynamic pricing [9], and A/B testing or online experiments [4]. The primary goal of online learning is to explore available options (arms) while maximizing the payoff (or equivalently minimize the regret) at the same time. Many algorithms or policies achieve the goal remarkably well, including UCB (Upper Confidence Bound) [26] and Thompson sampling [43]. After the conclusion of the experiment and the collection of the data, typically additional evaluations need to be conducted based on the collected data without running new experiments. This is usually referred to as “off-policy evaluation” [34, 28, 27, 22].

Motivating Example. To illustrate the motivation, consider the following hypothetical example in early-stage clinical trials. The online learning framework has been applied to Phase I/II trials to identify the optimal dose [47] [5] [2]. Suppose a clinical trial is conducted on 100 patients sequentially to evaluate the efficacy of two drugs, A and B. This can be treated as a multi-armed
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bandit problem with two arms. The manager applies the UCB algorithm to allocate the drugs to the patients while observing their responses in terms of health measures. Eventually, the responses of the 100 patients are recorded, among which 90 patients are allocated drug $A$ and the remaining 10 patients are allocated drug $B$. Apparently, the UCB algorithm determines that drug $A$ is more efficacious than $B$. Suppose, in addition, the manager wants to evaluate the mean efficacy of the inferior drug $B$ without running new trials. One natural step is to take the sample average of the responses from the 10 patients who have been allocated drug $B$. Does the quantity reflect the actual efficacy of drug $B$?

The answer is no, which has been documented in a few recent papers [32, 37, 38]. To see the intuition, note that UCB tends to choose the arm with a higher empirical average. Therefore, if during the trial the sample average of drug $B$ is less than its actual mean efficacy, then UCB tends to choose drug $A$ more often and the realized negative bias is not likely to be fully corrected. On the other hand, if the sample average happens to be higher than the actual mean, then UCB tends to choose drug $B$ relatively more and correct the realized positive bias. Due to the asymmetry, the sample average of drug $B$ is typically negatively biased.

To correct the bias, the literature on off-policy evaluations provides a few potential methods [29, 41, 22, 11, 17, 19], including importance sampling and doubly robust estimators. Embedded in almost all the methods, there is a key concept called the propensity score, i.e., the probability that an arm is chosen in a period under the bandit algorithm. To estimate the unconditional propensity scores, the distribution of the rewards of the arms is required because of the adaptive nature of most bandit algorithms. However, the lack of prior knowledge of the rewards, not even their means, is precisely the reason to resort to online learning in the first place. For conditional propensity scores, they are readily available for policies with internal randomization such as TS and EG [19]. However, for other popular policies such as ETC and UCB which are non-randomized, the methods do not work and some adjustments have to be used [11].

Our Contribution. To overcome the challenge, we introduce a simulation-based algorithm to debias the sample means and provide more reliable estimators for the mean rewards of the arms. At a high level, the algorithm can be described in the following steps:

1. Based on the collected data from the experiment in the real world, we construct bootstrap reward distributions, $P_1^*, \ldots, P_K^*$, for the $K$ arms. The bootstrap distribution could be Efron’s bootstrap [15] or multiplier bootstrap [45, 6].

2. Simulate independent experiments in the “bootstrap” world using the same policy as in the real world, say, UCB. The rewards of the arms in the bootstrap world are generated using $\{P_k^*\}_{k=1}^K$.

3. For a bootstrap experiment, the difference between the sample average of the rewards of arm $k$ and the mean reward in the “bootstrap” world $E_{P_k^*}[X]$, which is the sample mean of arm $k$ in the real-world experiment, provides a realization of the bias in the “bootstrap” world.

4. Average the realized bias of all the bootstrap experiments and use it to debias the data in the
real world.

The algorithm has the following features. First, it doesn’t require any knowledge of the probability model that generates the rewards. This is the benefit of using bootstrap to construct data-dependent distributions. Second, it is not specific to certain bandit algorithms. As long as the bandit algorithm that generates the data in the real world can be replicated in the bootstrap world, the debiasing procedure works. In Section 3, we apply the procedure to four popular bandit algorithms: Explore-Then-Commit (ETC), UCB, Thompson sampling, and $\varepsilon$-greedy. The corrected bias is always smaller, demonstrating the effectiveness of the procedure.

We also provide theoretical justifications when applying the approach to the ETC algorithm. For the ETC algorithm, we theoretically characterize the biases in the real world and the bootstrap world when there are two arms and the rewards are Gaussian. This allows us to evaluate how well the bootstrap bias approximates the real-world bias. In particular, we show that:

**Informal Result:** the bias of the real and bootstrap worlds decays exponentially as the length of the exploration phase grows. The ratio of their decay rates converges to one.

When the rewards are not Gaussian, we show that the ratio of the decay rate may depend on the tail behavior of the reward distribution, in particular, the Legendre-Fenchel transform of the reward distribution. We provide an asymptotic bound for the ratio.

Finally, we point out that in contrast to existing studies (e.g. [38]) which provide bounds on the bias for general bandit algorithms, we are able to give precise estimates of the bias under the ETC algorithm.

**Related Work.** In online learning problems, reward samples are collected in an adaptive manner. The dependence usually leads to bias in the sample average. This phenomenon is empirically documented in [49, 47]. Theoretically, [32] give sufficient conditions under which the sample mean is negative. [37, 38] provide a thorough analysis of the magnitude of the bias in multi-armed bandit problems.

How to debias the sample mean and learn the actual mean of the reward has attracted attention in recent literature. [49] proposes a debiasing method by collecting another data log or a “held-out” set. Collecting additional data improves the estimation in most cases, but it is not always feasible in many applications such as clinical trials. In comparison, our method only relies on the bandit experiment without additional data. In [32], the authors provide an MLE-based approach that models the whole stochastic process and find the parameter (mean) that yields the maximum likelihood. Their approach requires the knowledge of the reward distribution to construct the likelihood function. [31] shows that the bias problem is mitigated if the data collection procedure is differentially private. [10] introduces a ridge-type debiased estimator of the ordinary least squares estimator, which is computed adaptively to optimize bias-variance tradeoff. The debiasing procedure requires access to the data collection policy to construct a reasonable regularization parameter of the ridge estimation. Another line of literature uses the framework of causal inference. In particular, important sampling or propensity scoring has been used in [29, 41, 36, 11, 48, 19] to develop off-policy evaluation schemes. In order to evaluate the propensity score, the method typically only
works for bandit algorithms with internal randomization such as Thompson sampling.

Our work builds on the bootstrap method, introduced by [13]. Due to the data-dependent nature, bootstrap usually doesn’t require any knowledge of the distribution itself and is well suited for multi-armed bandit problems. For example, [20] replaces the confidence bound in UCB with the bootstrap version to circumvent the dependence on model parameters such as the subgaussian parameter of the reward distribution. [12, 33] use bootstrap in the posterior distribution of Thompson sampling to improve the computational efficiency. In addition, the bootstrap can be used to learn model coefficients in contextual bandits [42], achieve near-optimal regret [46], approximate Thompson sampling [16] and conduct a generally well-performed algorithm in different models [25]. These papers apply bootstrap as a component in the online algorithm, which is different from our work. Finally, bootstrap has also been used in the offline setting or off-policy evaluation. [24, 21] propose a bootstrap Q-evaluation to evaluate the value of a target policy. [3] obtains the confidence interval for its proposed doubly-robust estimator by bootstrapping. [30] uses bootstrapping techniques to improve offline evaluation of contextual bandit algorithms in recommendation applications. In our paper, we focus on the bias of the sample average reward collected from a target multi-armed bandit algorithm and use bootstrap to simulate additional bandit experiments so that the bias can be evaluated.

Notations. We use $K$ as the number of arms and $T$ as the number of rounds in the bandit experiment. We use $\cdot^{*}$ for the corresponding quantity in the bootstrap world, conditional on the samples.

2 Problem Formulation

Suppose an agent has collected a dataset after running a bandit experiment. In particular, the agent has observed the number of rounds $T$, the action sequence $\{a_1, \ldots, a_T\}$ where $a_t \in [K] = \{1, \ldots, K\}$ is the arm pulled in round $t$, and the reward sequence $\{r_1, \ldots, r_T\}$ where $r_t \in \mathbb{R}$ is the (noisy) reward observed in round $t$. In addition, the agent is also aware of the bandit algorithm that has been implemented, i.e., the distribution of $a_t$ given $F_{t-1} \triangleq \sigma(a_1, r_1, \ldots, a_{t-1}, r_{t-1})$. However, the reward distributions $P = \{P_1, \ldots, P_K\}$ are unknown, in particular, the mean $\mu_k$ for each arm $k$ is unknown.

The agent is interested in the average reward of, say, arm $k \in [K]$. A straightforward approach is to take the sample average of the rewards generated from arm $k$: $\hat{\mu}_k = \frac{\sum_{t=1}^T r_t 1(a_t = k)}{\sum_{t=1}^T 1(a_t = k)}$. As documented in the literature [32, 37, 38], such a statistic is usually biased, especially for suboptimal arms. That is, the bias given by $\mathbb{E}_P[\hat{\mu}_k] - \mu_k$ is often negative, where $\mu_k$ is the mean of the reward of arm $k$. However, the quantity depends on the algorithm and its interaction with the unknown $P$. To show the intractability of this quantity, consider $\mathbb{E}_P[\sum_{t=1}^T 1(a_t = k)]$, the expected value of the total number of pulls of arm $k$ under a particular algorithm. This seemingly simple quantity usually doesn’t have a closed-form expression even when $P$ is known, for most algorithms such as UCB and Thompson sampling. It is unclear if we can estimate the bias and use it to debias the sample averages.

Next, we propose a procedure to estimate the quantity based on bootstrap [15] and in particular, multiplier bootstrap [45, 6].
2.1 Multiplier Bootstrap

In this section, we first introduce the idea of multiplier bootstrap generally. Let $X = \{z_1, \ldots, z_n\}$ be i.i.d. observations from an unknown distribution $F$, whose mean is $\mu$. Then the sample mean and sample variance can be calculated by $\hat{\mu} = \frac{z_1 + \cdots + z_n}{n}$ and $\hat{\sigma}^2 = \frac{1}{n}\sum_{i=1}^{n} (z_i - \hat{\mu})^2$. Conditional on $X$, the goal of bootstrap is to construct and simulate samples from $F$ approximately, say $X^* = \{z_1^*, \ldots, z_m^*\}$, without knowing $F$.

There are two bootstrap approaches involved in this study. Efron’s bootstrap (EB) [14] draws each sample $z_j^*$ uniformly randomly from $X$ with replacement. That is $P(z_j^* = z_i) = \frac{1}{n}$, $\forall i = 1, \ldots, n$. Equivalently, one can think of $z_j^* = \sum_{i=1}^{n} w_{ij} z_i$, where the weight $(w_{1j}, \ldots, w_{nj})$ has a multinomial distribution with parameters $(1; \frac{1}{n}, \ldots, \frac{1}{n})$.

Another bootstrap approach, which is the focus of this paper, is referred to as multiplier bootstrap (MB) [45]. It has attracted the attention of many scholars due to its analytical tractability [1, 6, 20]. In multiplier bootstrap, we have $z_j^* = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (z_i - \hat{\mu}) w_{ij} + \hat{\mu}$, where the weight $(w_{1j}, \ldots, w_{nj})$ is a random vector with $E[w_{ij}] = 0$ and $\text{Var}[w_{ij}] = 1$. It is clear that $E[z_j^*] = \hat{\mu}$ and $\text{Var}[z_j^*] = \hat{\sigma}^2$, so MB preserves the sample mean and variance.

In our problem, the data $X$ consists of the action sequence $\{a_1, \ldots, a_T\}$ and the reward sequence $\{r_1, \ldots, r_T\}$. We use MB to construct the distribution of the reward of each arm with Gaussian weights. Therefore, conditional on $X$, a reward from arm $k$ can be generated by

$$P_k^* \sim N(\hat{\mu}_k, \hat{\sigma}_k^2),$$

(1)

where $\hat{\mu}_k$ and $\hat{\sigma}_k$ are the sample mean and variance of the observed rewards from arm $k$.

2.2 Use Multiplier Bootstrap for Debiasing

It is not a new idea to use bootstrap to correct the bias in the samples [15, 39]. But because of the structure of this application (the sequential nature of the observations), it is not straightforward to apply bootstrap. We next elaborate on the major steps and intuition of the algorithm. After collecting the data from the experiment, we simulate $B$ additional experiments in the bootstrap world, using the same $K, T,$ and the bandit algorithm. The reward of the bootstrap experiments is generated according to (1). Comparing the experiments in the bootstrap and the real world, the bootstrap reward distribution only offers an approximation. However, because the implemented bandit algorithm is known, the bootstrap experiments correctly capture the intertemporal dependence introduced by the sequential decision-making. Therefore, the bias calculated in the bootstrap world may be used to estimate the bias in the real world, thanks to the known reward distribution in the bootstrap world. Algorithm [1] demonstrates the process.

3 Numerical Performance

In this section, we test the performance of Algorithm [1] for bandit experiments using four popular bandit algorithms, including Explore-Then-Commit (ETC), upper confidence bound (UCB),
Algorithm 1 Using MB to debias the samples from a bandit experiment

Require: The horizon $T$, the number of arms $K$, the action sequence $\{a_1, \ldots, a_T\}$, the reward sequence $\{r_1, \ldots, r_T\}$, the implemented bandit algorithm

1: Parameters: bootstrap sample size $B$
2: for $b = 1, \ldots, B$ do
3: Simulate a bandit experiment with the same $K$, $T$ and bandit algorithm in the bootstrap world, where the reward of arm $k$ is generated by (1)
4: Record the action sequence $\{a_k^*, 1, \ldots, a_k^*, T\}$ and the reward sequence $\{r_k^*, 1, \ldots, r_k^*, T\}$
5: Calculate the sample average of the reward of the arms in the experiment
$$\hat{\mu}_{b,k} = \frac{\sum_{t=1}^{T} r_{b,t}^* \mathbb{I}\{a_{b,t}^* = k\}}{\sum_{t=1}^{T} \mathbb{I}\{a_{b,t}^* = k\}}, \quad \forall k = 1, \ldots, K$$
6: end for
7: Calculate the average bias in the bootstrap world $\frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_{b,k}^* - \hat{\mu}_k$
8: return the debiased sample average $2\hat{\mu}_k - \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_{b,k}^*$ as the estimator for $\mu_k$, $\forall k = 1, \ldots, K$

Thompson sampling (TS) and $\epsilon$-greedy (EG), for $T = 100$ and $K = 2$ (also $K = 4$). We consider two reward distributions: unit-variance normal distribution with $\mu_1 = 1$, $\mu_2 = 1.5$ and Bernoulli random variables with $\mu_1 = 0.3$, $\mu_2 = 0.6$. The detailed implementations of the algorithms are given below.

- ETC: pull each arm $m = 10$ times sequentially in the first $mK$ rounds. Choose the arm with the highest average reward for the rest of the horizon.
- UCB: we use the version in Chapter 2.7 of [40]. In particular, in round $t$, the arm that maximizes $\hat{\mu}_k(t) + \sqrt{\log t/N_k(t)}$ is pulled, where $\hat{\mu}_k(t)$ is the empirical average reward of arm $k$ and $N_k(t)$ is the number of rounds arm $k$ is pulled prior to $t$.
- TS: pull the arm according to its posterior probability of being the optimal arm [35]. We set the prior distribution to be a normal distribution.
- EG: pull the arm with the highest empirical average reward so far (greedy) with probability $1 - \epsilon$ and selects a uniformly random arm with probability $\epsilon$. We set $\epsilon = 0.05$.

We consider $B = 1,000$ bootstrap simulations in Algorithm 1 when calculating the debiased sample average in Step 8. To evaluate the bias in the real world, $\mathbb{E}[\hat{\mu}_k] - \mu_k$, we run the bandit experiment 1,000 times and take the average. We also report the debiased sample average using MB or EB. The numerical experiments are conducted on a PC with 3.10 GHz Intel Processor and 16 GB of RAM.

Moreover, we implement the two propensity score based methods in [19]: the inverse propensity score weighted (IPW) estimator and the augmented inverse propensity weighted (AIPW) estimator, for EG and TS. Note that both estimators are unbiased: if we run a large number of bandit experiments and take the average bias, it is going to be zero. In addition, both estimators only
work for bandit algorithms with internal randomization. Therefore, we compare the mean-squared error (MSE) of our method and these two methods for EG and TS.

Table 1 demonstrates the performance of Algorithm 1. In all the instances, Algorithm 1 is able to give a more accurate estimator for the mean reward of each arm. Although there are occasions when the bias is already quite small and Algorithm 1 over-corrects, Algorithm 1 is very effective in achieving bias reduction overall.

| Algorithm | Reward | Real World | | | | Bootstrap World | | |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| | | $E[\hat{\mu}_k] - \mu_k$ | $E[\hat{\mu}_k]$ | | | Estimated Bias | Corrected $E[\hat{\mu}_k]$ | |
| Arm 1 | Arm 2 | Arm 1 | Arm 2 | Arm 1 | Arm 2 | Arm 1 | Arm 2 | Arm 1 | Arm 2 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ETC Normal | -0.0518 | -0.0324 | 0.9482 | 1.4676 | -0.0377 | -0.0396 | 0.9859 | 1.5072 |
| Bernoulli | -0.0184 | -0.0167 | 0.2816 | 0.5833 | -0.0148 | -0.0156 | 0.2964 | 0.5989 |
| UCB Normal | -0.3407 | -0.0348 | 0.6593 | 1.4652 | -0.2026 | -0.0361 | 0.8619 | 1.5012 |
| Bernoulli | -0.0384 | -0.0035 | 0.2616 | 0.5965 | -0.0406 | -0.0030 | 0.3022 | 0.5996 |
| TS Normal | -0.3181 | -0.0495 | 0.6819 | 1.4505 | -0.2602 | -0.0451 | 0.9421 | 1.4956 |
| Bernoulli | -0.0309 | -0.0025 | 0.2691 | 0.5975 | -0.0451 | -0.0035 | 0.3142 | 0.6010 |
| EG Normal | -0.167 | -0.109 | 0.833 | 1.391 | -0.1171 | -0.0958 | 0.9501 | 1.4868 |
| Bernoulli | -0.0508 | -0.0828 | 0.2492 | 0.5172 | -0.0533 | -0.0377 | 0.3025 | 0.5549 |

Table 1: Debiasing using Algorithm 1 for a two-armed bandit problem

In Figures 1 and 2, we provide more information about the performance of Algorithm 1. In particular, for ETC, we show the histogram of the raw sample mean as well as MB corrected sample means among the 1,000 bandit experiments. The average is illustrated by the dashed vertical lines and the actual mean reward by the solid vertical lines. Again, after applying MB to the sample means, the bias is significantly reduced.

To compare to IPW and AIPW, Figures 3 and 4 illustrate the MSE of the corrected mean rewards among the 1,000 bandit experiments. When $T = 100$, all methods achieve a similar level of MSE. When $T$ is small, however, the MSE of IPW and AIPW is much larger. A large variance is a common issue for propensity score based methods. By trading off a little bias for variance reduction, Algorithm 1 seems to be more robust for small $T$.

We also conduct additional bandit experiments with $K = 4$ arms: Gaussian reward with mean $\mu = \{2, 2.5, 3, 3.5\}$ and standard deviation $\sigma = \{2, 1, 2, 1\}$, and Bernoulli reward with mean $\mu = \{0.4, 0.5, 0.7, 0.8\}$. The four algorithms are repeated 1,000 times, each instance with $B = 1,000$ bootstrap simulations for both Efron’s bootstrap and Gaussian multiplier bootstrap. The results are presented in Appendix A. They further demonstrate the effectiveness of the proposed algorithm.
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Figure 1: Debiasing using bootstrap under ETC
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Figure 2: Debiasing using bootstrap under UCB
| Time | MSE | MB: N(1, 1) | IPW: N(1, 1) | AIPW: N(1, 1) |
|------|-----|-------------|--------------|---------------|
| 25   | 0.1 | 0.1         | 0.1          | 0.1           |
| 50   | 0.2 | 0.2         | 0.2          | 0.2           |
| 75   | 0.3 | 0.3         | 0.3          | 0.3           |
| 100  | 0.4 | 0.4         | 0.4          | 0.4           |

**Figure 3:** MSE comparison under TS

| Time | MSE | MB: Ber(0.3) | IPW: Ber(0.3) | AIPW: Ber(0.3) |
|------|-----|--------------|---------------|---------------|
| 25   | 0.1 | 0.1         | 0.1          | 0.1           |
| 50   | 0.2 | 0.2         | 0.2          | 0.2           |
| 75   | 0.3 | 0.3         | 0.3          | 0.3           |
| 100  | 0.4 | 0.4         | 0.4          | 0.4           |

**Figure 4:** MSE comparison under EG
Theoretical Results for ETC

In this section, we analyze the performance of Algorithm 1 when the ETC algorithm (see Section 3) is used in the bandit experiment. The next lemma characterizes the sign of the bias of the ETC algorithm in the real world.

**Lemma 1.** Bias of arm $k$, $E_P[\hat{\mu}_k] - \mu_k$, is negative when the ETC algorithm is used for all $k \in [K]$.

Although the result is a special case of [32], in the proof (see Appendix B) we are able to explicitly characterize the bias of the sample average of arm $k$, in the form

$$E_P[\hat{\mu}_k] - \mu_k = \frac{T - mK}{m + T - mK} \cdot E_P \left[ (\mu_k - \hat{\mu}_k(mK)) I_{\{a_{mK+1}=k\}} \right],$$

(2)

where $\hat{\mu}_k(mK)$ is the sample average reward of arm $k$ in the first $mK$ rounds. The bias is fully generated by the correlation between $\mu_k - \hat{\mu}_k(mK)$, which is the deviation of the sample average in the exploration phase from the mean, and $I_{\{a_{mK+1}=k\}}$, which is the event that arm $k$ is chosen in the exploitation phase. The expression (2) allows us to derive the main theoretical results in the paper.

### 4.1 Two Arms with Gaussian Rewards

In this section, we consider the special case when $K = 2$ and the rewards of both arms are generated from the normal distribution. That is, the reward of arm $i$ is generated from $N(\mu_i, \sigma_i^2)$ for $i = 1, 2$.

We first compute the bias explicitly using the sample mean when the ETC algorithm is used.

**Proposition 1.** Under the ETC algorithm, for $K = 2$ and Gaussian rewards, the bias of the sample average of arm $k$’s reward is

$$E_P[\hat{\mu}_k] - \mu_k = -\frac{T - 2m}{T - m} \frac{\sigma_k^2}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)m}} \exp\left(-\frac{m}{2(\sigma_1^2 + \sigma_2^2)}(\mu_1 - \mu_2)^2\right).$$

(3)

We have the following observations from Proposition 1:

- The bias is always negative for both arms, confirming Lemma 1.

- If $\sigma_1 = \sigma_2$, then the bias is equal for both arms. This may be counter-intuitive, as one would expect that the better arm is more likely to be chosen after the exploration phase and the sample average is thus less biased.

- Given $\sigma_1$ and $\sigma_2$, the bias is maximized when $\mu_1 = \mu_2$, i.e., when the two arms are hard to distinguish.

- Given the reward distributions, the bias is decreasing exponentially in $m$.

To prove Proposition 1, the main idea is to use the bias characterization (2). Under the Gaussian assumption of reward distributions, the sample average $\hat{\mu}_k(mK)$ in the exploration is still Gaussian;
In addition, whether the arm $k$ is chosen in the exploitation phase amounts to the comparison of average rewards of two arms which both follow Gaussian distributions. This allows us to obtain the explicit formula for the bias in (3) in the two-arm setting. For multiple arms, it is difficult to obtain such explicit formulas due to the comparison of multiple Gaussian distributions [20].

Next, we investigate the effect of using Gaussian multiplier bootstrap to estimate (3) and correct the bias. In order to generate the reward in the bootstrap world, we need to obtain the sample mean and variance in (1). There are two outcomes in the context of ETC. If arm one has a higher average in the exploration phase, then we have

$$\hat{\mu}_1 = \frac{1}{T - m} \left( \sum_{i=1}^{m} r_i + \sum_{i=2m+1}^{T} r_i \right), \quad \hat{\sigma}_1^2 = \frac{1}{T - m} \left( \sum_{i=1}^{m} (r_i - \hat{\mu}_1)^2 + \sum_{i=2m+1}^{T} (r_i - \hat{\mu}_1)^2 \right),$$

$$\hat{\mu}_2 = \frac{1}{m} \sum_{i=m+1}^{2m} r_i, \quad \hat{\sigma}_2^2 = \frac{1}{m} \sum_{i=m+1}^{2m} (r_i - \hat{\mu}_2)^2.$$ 

This outcome happens with probability $\mathbb{P}(N(\mu_1, \sigma_1^2/m) > N(\mu_2, \sigma_2^2/m)) = \Phi \left( \frac{(\mu_1 - \mu_2)\sqrt{m}}{\sqrt{\sigma_1^2 + \sigma_2^2}} \right)$. Otherwise, arm two has a higher average in the exploration phase. We have

$$\hat{\mu}_1 = \frac{1}{m} \sum_{i=1}^{m} r_i, \quad \hat{\sigma}_1^2 = \frac{1}{m} \sum_{i=1}^{m} (r_i - \hat{\mu}_1)^2,$$

$$\hat{\mu}_2 = \frac{1}{T - m} \sum_{i=m+1}^{T} r_i, \quad \hat{\sigma}_2^2 = \frac{1}{T - m} \sum_{i=m+1}^{T} (r_i - \hat{\mu}_2)^2.$$ 

and this outcome occurs with probability $\Phi \left( \frac{(\mu_2 - \mu_1)\sqrt{m}}{\sqrt{\sigma_1^2 + \sigma_2^2}} \right)$.

After obtaining $\hat{\mu}_k$ and $\hat{\sigma}_k$ for $k = 1, 2$, we can apply Proposition [11] to the bandit experiments in the bootstrap world, i.e., Step [11] in Algorithm [11]. In particular, when $B \to \infty$, the law of large numbers implies that the bias in the bootstrap world is given by

$$\lim_{B \to \infty} \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_{b,k} - \hat{\mu}_k = \mathbb{E}_{P^*} [\hat{\mu}_k^*] - \hat{\mu}_k = -\frac{T - 2m}{T - m} \frac{\hat{\sigma}_k^2}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)m}} \exp \left[ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\hat{\mu}_1 - \hat{\mu}_2)^2 \right]. \quad (4)$$

Note that the bias is conditional on the data obtained from bandit experiment in the real world, $X$, i.e., the action sequence $\{a_1, \ldots, a_T\}$, the reward sequence $\{r_1, \ldots, r_T\}$.

To compare the estimated bias in the bootstrap world, [11], to the actual bias in the real world, [3], note that in the bootstrap world, we simply replace $\mu_k$ and $\sigma_k$ by the sample version $\hat{\mu}_k$ and $\hat{\sigma}_k$. Such analytical tractability is one of the major benefits of Gaussian multiplier bootstrap. We define following quantity:

$$g_k(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \log \left( \frac{T - 2m}{T - m} \frac{\sigma_k^2}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)m}} \exp \left[ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\mu_1 - \mu_2)^2 \right] \right),$$
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which is the logarithm of the absolute value of bias for arm $k$ in the real world. The corresponding quantity in the bootstrap world is thus $g_k(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2)$. We focus on the logarithm because, as shown in Proposition 1, the bias decays exponentially fast as $m$ increases. Therefore, we focus on the ratio of the decay rate. Our next result states that the ratio converges to one asymptotically.

**Theorem 1.** Consider the ETC algorithm for $K = 2$ and Gaussian rewards. Choosing $T > 2m$, we have

$$
\lim_{m \to \infty} \frac{g_k(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2)}{g_k(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)} = 1, \quad \text{in probability for } k = 1, 2.
$$

Theorem 1 provides a theoretical justification for the performance of Algorithm 1. At least for the ETC algorithm, when the exploration phase lengthens, the biases from the bootstrap world and the real world converge in the logarithmic sense.

Instead of the ratio of the log-biases, one may hope to obtain a stronger result: the convergence of the ratio of the biases themselves. We caution that the claim is not true in general. This is because the exponential may distort a small error and lead to divergence.

To prove Theorem 1, we perform a (stochastic) Taylor expansion of $g_k(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2)$ at the point $(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$. We then show that $\nabla g_k/g_k = O(1)$ and $|| (\hat{\mu}_1 - \mu_1, \hat{\mu}_2 - \mu_2, \hat{\sigma}_1^2 - \sigma_1^2, \hat{\sigma}_2^2 - \sigma_2^2) ||$ converges in probability to zero as $m \to \infty$. The details of the proof are given in Appendix D.

### 4.2 General Rewards

In this section, we extend the setting in Section 4.1 by considering general rewards. In particular, we consider the ETC algorithm with $K = 2$ and the subgaussian reward distributions. The reward distribution of the first arm has mean $\mu_1$ and variance proxy parameter $a^2$, i.e. $\mathbb{E}[e^{\lambda(X_1 - \mu_1)}] \leq \exp(\frac{\lambda^2 a^2}{2})$ for all $\lambda \in \mathbb{R}$. It is well known that $\sigma_1^2 \triangleq \text{Var}(X_1) \leq a^2$, where the equality holds when $X$ is Gaussian. For simplicity, we assume the reward of the second arm is deterministic and equals $\mu_2$. The analysis can be extended to the general subgaussian setting.

To facilitate the presentation, we recall some definitions from the large deviations theory; see, e.g., [8] for background. Define the log moment generating function $\eta(h) = \log \mathbb{E}[e^{hX_1}]$ for the reward of arm one. Note $\eta$ is convex and continuously differentiable on $\mathbb{R}$ with $\eta'(0) = \mathbb{E}[X_1] = \mu_1$ (Lemma 2.2.5 of [8]). Set $\mathcal{H} = \{ \eta'(h) : h \in \mathbb{R} \}$. The Legendre-Fenchel transform of $\eta$, denoted as $\Lambda^*$, is given by

$$
\Lambda^*(x) = \sup_{h \in \mathbb{R}} (hx - \eta(h)).
$$

Define $\zeta$ by the implicit equation $\eta'(\zeta) = \mu_2$ when $\mu_2 \in \mathcal{H}$. The next result characterizes the bias in this setting in the real world.

---

1 The case of $\mu_2 \notin \mathcal{H}$ is not very interesting in terms of analysis. For instance if the reward $X_1$ follows a uniform distribution on $(a, b)$, then $\mathcal{H} = (a, b)$. If $\mu_2$ lies outside of this interval, say, $\mu_2 > b$, it means with probability one the reward of arm 1 is smaller than the reward of arm 2. So the ETC algorithm always selects arm 2 in the exploit/commit phase and the bias analysis is simpler.
**Proposition 2.** Under the ETC algorithm, for $K = 2$, subgaussian reward for arm one and deterministic reward for arm two, the bias of the sample average of arm one’s reward is

$$E_P[\hat{\mu}_1] - \mu_1 = \frac{T - 2m}{T - m} \frac{e^{-m\hat{\Lambda}^*(\mu_2)}}{\sqrt{2\pi m\eta''(\zeta)}}(-c_* + o(1)), \tag{5}$$

as $m \to \infty$, where $c_* > 0$ is a constant.

The constant $c_*$ in the expression is semi-explicit. The value depends on whether the reward $X_1$ has a lattice or non-lattice law, which is given in (21) in the appendix. Proposition 2 shows that the bias of arm one decays exponentially fast to zero with rate $\Lambda^*(\mu_2)$ as $m$ grows. This is a similar pattern to Proposition 1. In fact, in the special case that $X_1 \sim N(\mu_1, \sigma_1^2)$, one can readily verify that $\eta(h) = \mu_1 h + \frac{1}{2} \sigma_1^2 h^2$, $\Lambda^*(\mu_2) = \frac{1}{2\sigma_1^2}(\mu_1 - \mu_2)^2$ and $c_* = \sigma_1^2$. Hence, (5) is consistent with (3) when the rewards are Gaussian.

To prove Proposition 2, we build upon the bias characterization in (2), and use tools from large deviations theory. We need the large deviations theory since one has to compare the average rewards of two arms in the exploration to decide which arm to pull in the exploitation phase for the ETC algorithm. Mathematically, to obtain (5), we build on the Bahadur-Rao theorem (Theorem 3.7.4 in [8]) and provide precise estimates for the tail probabilities and tail expectations for the average of i.i.d. random variables. The details of the proof can be found in Appendix E.

Next, we consider the bias estimate in the bootstrap world. With Gaussian bootstrap multiplier, the bootstrap distribution (1) is always Gaussian with distribution $N(\hat{\mu}_1, \hat{\sigma}_1^2)$, capturing the first- and second-order moments of the original distribution. As a result, we can infer from (4) that the bias of arm one in the bootstrap world is given by

$$\lim_{B \to \infty} \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_{b,1} - \hat{\mu}_1 = E_{P^*}[\hat{\mu}_1^*] - \hat{\mu}_1 = \frac{T - 2m}{T - m} \frac{\hat{\sigma}_1^2}{\sqrt{2\pi \hat{\sigma}_1^2 m}} \exp \left[ -m\hat{\Lambda}^*(\mu_2) \right],$$

where the exponential decay rate of the bias in the bootstrap world is given by

$$\hat{\Lambda}^*(\mu_2) = \frac{1}{2\hat{\sigma}_1^2}(\hat{\mu}_1 - \mu_2)^2. \tag{6}$$

Comparing $\hat{\Lambda}^*(\mu_2)$ in (6) to $\Lambda^*(\mu_2)$ in (5), we have the following theorem

**Theorem 2.** Under the same assumptions of Proposition 2, the ratio of the decay rate of the biases in the bootstrap world and the real world is asymptotically bounded by

$$\lim_{m \to \infty} \frac{\hat{\Lambda}^*(\mu_2)}{\Lambda^*(\mu_2)} \leq \frac{\sigma^2}{\sigma_1^2}, \tag{7}$$

where $\sigma_1^2$ and $\sigma^2$ are the variance and the variance proxy of the subgaussian reward from arm one, respectively.

Theorem 2 characterizes the relationship of the decay rates of the biases in the real and bootstrap worlds. It reveals one potential drawback of bootstrap despite its good performance in Section 3.
Only the first- and second-order moments captured by the Gaussian multiplier bootstrap are not sufficient to characterize the asymptotic decay rate. The actual decay rate may depend on the tail behavior, which is captured by $a$ and the Legendre-Fenchel transform $\Lambda^*$. This is in general hard to capture using bootstrap, including Efron’s bootstrap. Still, Theorem 2 provides a bound for the ratio, which is attained when the reward indeed has a Gaussian distribution.

To prove Theorem 2 we note that one can expect $||\hat{\mu}_1 - \mu_1|| + ||\hat{\sigma}_1^2 - \sigma_1^2|| \to 0$ as $m \to \infty$. On combining with the Chernoff-Hoeffding bound for the average of i.i.d. sub-gaussian rewards from arm one, we can obtain (7). The details of the proof can be found in Appendix F.

5 Conclusions, Limitations and Future Research

In this paper, we study the problem of inferring the mean reward of the arms from the data generated in a multi-armed bandit experiment. The procedure we propose is based on bootstrap and doesn’t require any knowledge of the reward distribution. It can be used for a wide range of bandit algorithms. We demonstrate strong performance in numerical examples and analyze the theoretical properties for the ETC algorithm.

Our current theoretical analysis is limited to the ETC algorithm. It remains an open direction to analyze the procedure for other algorithms such as UCB and Thompson sampling. The major difficulty is to characterize the bias in a tractable way under such algorithms, where the adaptive data collection procedure induces complex dependency among rewards. Another interesting direction is to consider the finite-sample analysis of the bias reduction via bootstrap, which is more relevant given that the bias is typically larger in small samples. This may require a different set of mathematical techniques, and we leave it for future work.
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A Additional experiments

We also conduct additional bandit experiments with $K = 4$ arms: Gaussian reward with mean $\mu = \{2, 2.5, 3, 3.5\}$ and standard deviation $\sigma = \{2, 1, 2, 1\}$, and Bernoulli reward with mean $\mu = \{0.4, 0.5, 0.7, 0.8\}$. The four bandit algorithms (ETC, UCB, TS, EG) with the same parameters setting as Section 3 are repeated 1,000 times, each instance with $B = 1,000$ bootstrap simulations for both Efron’s bootstrap and Gaussian multiplier bootstrap. The results are presented below. They further demonstrate the effectiveness of the proposed algorithm.

B Proof of Lemma 1

**Proof.** For arm $k$, the average rewards of the whole decision horizon $T$ is

$$\hat{\mu}_k = \left\{ \begin{array}{ll}
\frac{\sum_{t=(k-1)m+1}^{T} r_t + \sum_{t=Km+1}^{T} r_t}{m+T-mK}, & \text{if } k = a_{mK+1}, \\
\hat{\mu}_k(mK), & \text{if } k \neq a_{mK+1}.
\end{array} \right.$$ 

Hence we have

$$E_P[\hat{\mu}_k] = E_P[\hat{\mu}_k(mK)I_{k \neq a_{mK+1}} + \hat{\mu}_kI_{k = a_{mK+1}}].$$

Note for each $k = 1, \ldots, K$, $E_P[\hat{\mu}_k(mK)] = \mu_k$. Then the bias of arm $k$ is given by

$$E_P[\hat{\mu}_k] - \mu_k = E_P[(-\hat{\mu}_k(mK) + \mu_k)I_{k = a_{mK+1}}]$$

$$= \frac{T - mK}{m + T - mK} \cdot E_P\left[\left(\frac{\sum_{t=Km+1}^{T} r_t}{T - mK} - \hat{\mu}_k(mK)\right)I_{k = a_{mK+1}}\right]$$

$$= \frac{T - mK}{m + T - mK} \cdot E_P\left[(\mu_k - \hat{\mu}_k(mK))I_{k = a_{mK+1}}\right], \quad (8)$$

where the expectation is completely determined by the joint distribution of $(\hat{\mu}_k(mK))_i$ with independent marginals. In particular, the marginal distribution of $\hat{\mu}_k(mK)$ is simply the average of $m$ i.i.d. rewards associated with arm $k$. Mathematically, we have

$$E_P[\hat{\mu}_k] - \mu_k = \frac{T - mK}{m + T - mK} \cdot \int_{\mathbb{R}} (\mu_k - x)P(k = a_{mK+1})P(\hat{\mu}_k(mK) \in dx)$$

$$\leq \frac{T - mK}{m + T - mK} \cdot \int_{\mathbb{R}} (\mu_k - x)P(\max_{k' \neq k} \hat{\mu}_{k'}(mK) \leq x)P(\hat{\mu}_k(mK) \in dx).$$

Therefore, the bias is negative since $\int_{\mathbb{R}} (\mu_k - x)P(\hat{\mu}_k(mK) \in dx) = \mu_k - E_P[\hat{\mu}_k(mK)] = 0$, and $P(\max_{k' \neq k} \hat{\mu}_{k'}(mK) \leq x)$ puts more weights on larger values of $x$. \hfill \blacksquare

C Proof of Proposition 1

**Proof.** Recall for a general $K$-armed bandit problems with continuous rewards, the bias of the sample mean of arm $k$ has the following expression:

$$E_P[\hat{\mu}_k] - \mu_k = \frac{T - mK}{m + T - mK} \cdot E_P\left[(\mu_k - \hat{\mu}_k(mK))I_{\{\hat{\mu}_k(mK) > \max_{k' \neq k} \hat{\mu}_{k'}(mK)\}}\right].$$
Table 2: Debiasing using Bootstrap for a Four-Armed Bandit Problem.

To prove Proposition 1 with $K = 2$, we first consider the special case where the arm 1 follows $N(\mu_1, \sigma_1^2)$ while the arm 2 has deterministic rewards $\mu_2$, i.e. $\sigma_2 = 0$. Then we have the bias of arm 2 is clearly zero, and the bias of arm 1 is given by

$$E_P[\hat{\mu}_1] - \mu_1 = \frac{T - 2m}{T - m} \cdot E_P \left[ (\mu_1 - \hat{\mu}_1(2m))(\hat{\mu}_1(2m) \geq \mu_2) \right],$$

(9)
where $\hat{\mu}_1(2m) = \frac{1}{m} \sum_{i=1}^{m} r_i$ with $r_i$ generated from $N(\mu_1, \sigma_1^2)$. Note that $\hat{\mu}_1(2m)$ is a random variable following the normal distribution $N(\mu_1, \frac{\sigma_1^2}{m})$. Hence we obtain

$$E_P \left[ (\mu_1 - \hat{\mu}_1(2m))^{I_1(\hat{\mu}_1(2m) \geq \mu_2)} \right] = \frac{\sigma_1}{\sqrt{m}} \cdot E \left[ - Z \cdot I \left\{ Z \geq \frac{\mu_2 - \mu_1}{\sigma_1/\sqrt{m}} \right\} \right],$$

where $Z \sim N(0, 1)$. Notice that $E \left[ Z \cdot I \left\{ Z > c \right\} \right] = \phi(c)$ for any $c$, where $\phi$ is the density function of $N(0, 1)$. It follows that

$$E_P \left[ (\mu_1 - \hat{\mu}_1(2m))^{I_1(\hat{\mu}_1(2m) \geq \mu_2)} \right] = -\frac{\sigma_1}{\sqrt{2\pi m}} \cdot \left\{ \phi \left( \frac{\mu_2 - \mu_1}{\sigma_1/\sqrt{m}} \right) \right\}.$$ 

On combining with (9), we immediately obtain the expression for the bias of arm 1 in (3).

Next we consider the setting where the reward of arm 2 follows $N(\mu_2, \sigma_2^2)$ with $\sigma_2 > 0$. The bias of arm 1 is clearly given by

$$E_P[\hat{\mu}_1] - \mu_1 = \frac{T - 2m}{T - m} \cdot E_P \left[ (\mu_1 - \hat{\mu}_1(2m))^{I_1(\hat{\mu}_1(2m) > \hat{\mu}_2(2m))} \right], \quad (10)$$

where $\hat{\mu}_2(2m) \sim N(\mu_2, \frac{\sigma_2^2}{m})$ since $\hat{\mu}_1(2m) = \frac{1}{m} \sum_{i=m+1}^{2m} r_i$ with $r_i$ obtained from $N(\mu_2, \sigma_2^2)$. The difference between (9) and (10) is just that we substitute a deterministic value $\mu_2$ by a normal random variable $\hat{\mu}_2(2m)$. So it follows that

$$E_P \left[ (\mu_1 - \hat{\mu}_1(2m))^{I_1(\hat{\mu}_1(2m) > \hat{\mu}_2(2m))} \right] = \int_y \left[ -\frac{\sigma_1}{\sqrt{2\pi m}} \exp \left\{ -\frac{1}{2} \left( \frac{y - \mu_1}{\sigma_1} \right)^2 \right\} \cdot \phi \left( \frac{y - \mu_2}{\sigma_2/\sqrt{m}} \right) \frac{\sqrt{m}}{\sigma_2} \right] dy.$$ 

Note that

$$\int_y \left[ -\frac{\sigma_1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \frac{m y - \mu_1}{2\sigma_1^2} \right)^2 \right\} \cdot \phi \left( \frac{m y - \mu_2}{2\sigma_2} \right) \frac{1}{2\sigma_2} \right] dy = \left[ \int_y \left( \frac{1}{2\sigma_1^2} \left( \frac{m y - \mu_1}{\sigma_1} \right)^2 \right) \right] dy.$$ 

Hence, we can obtain

$$E_P \left[ (\mu_1 - \hat{\mu}_1(2m))^{I_1(\hat{\mu}_1(2m) > \hat{\mu}_2(2m))} \right] = -\frac{\sigma_1}{\sqrt{2\pi m} \sigma_2} \int_y \left[ -\frac{m}{2\sigma_1^2 \sigma_2^2} \left( \frac{\sigma_1^2 + \sigma_2^2}{\sqrt{\sigma_1^2 + \sigma_2^2}} - \frac{\sigma_2^2 \mu_1 + \sigma_1^2 \mu_2}{\sqrt{\sigma_1^2 + \sigma_2^2}} \right)^2 \right] dy \cdot \left[ \phi \left( \frac{y - \mu_2}{\sigma_2} \right) \right]$$ 

$$=-\frac{\sigma_1}{\sqrt{2\pi (\sigma_1^2 + \sigma_2^2) m}} \exp \left\{ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\mu_1 - \mu_2)^2 \right\}.$$ 

Therefore, the bias of arm 1 is

$$E_P[\hat{\mu}_1] - \mu_1 = \frac{T - 2m}{T - m} \cdot \frac{\sigma_1^2}{\sqrt{2\pi (\sigma_1^2 + \sigma_2^2) m}} \exp \left\{ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\mu_1 - \mu_2)^2 \right\}.$$
This proves (3) for $k = 1$.

Similarly, one can compute the bias of arm 2 by

$$
\mathbb{E}_P[\hat{\mu}_2] - \mu_2 = \frac{T - 2m}{T - m} \cdot \mathbb{E} \left[ (\mu_2 - \hat{\mu}_2(2m)) \mathbb{I}[\hat{\mu}_2(2m) > \hat{\mu}_1(2m)] \right],
$$

where $\hat{\mu}_1(2m) = \frac{1}{m} \sum_{i=1}^{m} r_i \sim N(\mu_1, \sigma_1^2)$ and $\hat{\mu}_2(2m) = \frac{1}{m} \sum_{i=m+1}^{2m} r_i \sim N(\mu_2, \sigma_2^2)$. Using a similar argument, we can obtain that the bias of arm 2 is

$$
\mathbb{E}_P[\hat{\mu}_2] - \mu_2 = \frac{T - 2m}{T - m} \frac{\sigma_2^2}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} \exp \left[ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\mu_1 - \mu_2)^2 \right].
$$

Therefore, the proof is complete.

## D Proof of Theorem [1]

**Proof.** We prove the result for $k = 1$ as the proof for $k = 2$ is similar. Recall

$$
g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \log \left( \frac{T - 2m}{T - m} \frac{\sigma_1^2}{\sqrt{2\pi(\sigma_1^2 + \sigma_2^2)}} \exp \left[ -\frac{m}{2(\sigma_1^2 + \sigma_2^2)} (\mu_1 - \mu_2)^2 \right] \right). \tag{11}
$$

To prove the result, we will perform Taylor expansion of the (random) function $g_1(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2)$ at the point $(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$. We can readily compute that the first order (partial) derivatives of $g_1$ in (11) are given by

\[
\frac{\partial g_1}{\partial \mu_1}(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = -\frac{m(\mu_1 - \mu_2)}{\sigma_1^2 + \sigma_2^2},
\]
\[
\frac{\partial g_1}{\partial \mu_2}(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \frac{m(\mu_1 - \mu_2)}{\sigma_1^2 + \sigma_2^2},
\]
\[
\frac{\partial g_1}{\partial \sigma_1^2}(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \frac{1}{\sigma_1^2} - \frac{1}{2(\sigma_1^2 + \sigma_2^2)} + \frac{m(\mu_1 - \mu_2)^2}{2(\sigma_1^2 + \sigma_2^2)^2},
\]
\[
\frac{\partial g_1}{\partial \sigma_2^2}(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = -\frac{1}{2(\sigma_1^2 + \sigma_2^2)} + \frac{m(\mu_1 - \mu_2)^2}{2(\sigma_1^2 + \sigma_2^2)^2}.
\]

Hence we can write $\nabla g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) = \begin{pmatrix} -d_1 m \\ d_1 m \\ d_2 m + e_1 \\ d_2 m - e_2 \end{pmatrix}$, where $d_1, d_2, e_1, e_2$ are nonzero constants that are independent of $m$.

To perform the Taylor expansion, we recall and introduce the stochastic “$o$” symbol, see [44]. For a sequence of random variables $\{X_n, n = 0, 1, 2, \ldots\}$, the expression $X_n = o_P(1)$ denotes that $\mathbb{P}(X_n) \rightarrow 0$. Furthermore, for a given sequence of random variables $\{R_n, n = 0, 1, 2, \ldots\}$, the notation $X_n = o_P(R_n)$ means $X_n = Y_n R_n$ with $Y_n = o_P(1)$. We will show later that $||\hat{\mu}_1 - \mu_1, \hat{\mu}_2 - \mu_2, \hat{\sigma}_1^2 - \sigma_1^2, \hat{\sigma}_2^2 - \sigma_2^2|| = o_P(1)$ as $m \rightarrow \infty$. Then Lemma 2.12 of [44]
guarantees that we can take the Taylor expansion of \( g_1(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2) \) at point \((\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)\): 

\[
g_1(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2) = g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) + \nabla g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)^T \begin{pmatrix}
\hat{\mu}_1 - \mu_1 \\
\hat{\mu}_2 - \mu_2 \\
\hat{\sigma}_1^2 - \sigma_1^2 \\
\hat{\sigma}_2^2 - \sigma_2^2
\end{pmatrix} + o_p \begin{pmatrix}
\|\hat{\mu}_1 - \mu_1\| \\
\|\hat{\mu}_2 - \mu_2\| \\
\|\hat{\sigma}_1^2 - \sigma_1^2\| \\
\|\hat{\sigma}_2^2 - \sigma_2^2\|
\end{pmatrix}.
\]

It follows that

\[
g_1(\hat{\mu}_1, \hat{\mu}_2, \hat{\sigma}_1^2, \hat{\sigma}_2^2) = g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2) + \nabla g_1(\mu_1, \mu_2, \sigma_1^2, \sigma_2^2)^T \begin{pmatrix}
\hat{\mu}_1 - \mu_1 \\
\hat{\mu}_2 - \mu_2 \\
\hat{\sigma}_1^2 - \sigma_1^2 \\
\hat{\sigma}_2^2 - \sigma_2^2
\end{pmatrix} + o_p \begin{pmatrix}
\|\hat{\mu}_1 - \mu_1\| \\
\|\hat{\mu}_2 - \mu_2\| \\
\|\hat{\sigma}_1^2 - \sigma_1^2\| \\
\|\hat{\sigma}_2^2 - \sigma_2^2\|
\end{pmatrix},
\]

\(\text{as } m \to \infty\), then there exists a constant \(0 < C < \infty\) such that

\[
\lim_{m \to \infty} \mathbb{P} \left( \begin{pmatrix}
\hat{\mu}_1 - \mu_1 \\
\hat{\mu}_2 - \mu_2 \\
\hat{\sigma}_1^2 - \sigma_1^2 \\
\hat{\sigma}_2^2 - \sigma_2^2
\end{pmatrix} \geq \epsilon \right) \to 0, \quad \text{i.e.,} \quad \begin{pmatrix}
\hat{\mu}_1 - \mu_1 \\
\hat{\mu}_2 - \mu_2 \\
\hat{\sigma}_1^2 - \sigma_1^2 \\
\hat{\sigma}_2^2 - \sigma_2^2
\end{pmatrix} \to 0.
\]

To this end, we can compute that

\[
\mathbb{P} \left( \begin{pmatrix}
\hat{\mu}_1 - \mu_1 \\
\hat{\mu}_2 - \mu_2 \\
\hat{\sigma}_1^2 - \sigma_1^2 \\
\hat{\sigma}_2^2 - \sigma_2^2
\end{pmatrix} \geq \epsilon \right) \leq \mathbb{P} \left( |\hat{\mu}_1 - \mu_1| + |\hat{\mu}_2 - \mu_2| + |\hat{\sigma}_1^2 - \sigma_1^2| + |\hat{\sigma}_2^2 - \sigma_2^2| \geq \epsilon \right) \leq \mathbb{P} \left( |\hat{\mu}_1 - \mu_1| \geq \frac{\epsilon}{4} \right) + \mathbb{P} \left( |\hat{\mu}_2 - \mu_2| \geq \frac{\epsilon}{4} \right) + \mathbb{P} \left( |\hat{\sigma}_1^2 - \sigma_1^2| \geq \frac{\epsilon}{4} \right) + \mathbb{P} \left( |\hat{\sigma}_2^2 - \sigma_2^2| \geq \frac{\epsilon}{4} \right).
\]
We know that

\[ P\left( |\hat{\mu}_1 - \mu_1| \geq \frac{\epsilon}{4} \right) \]

\[ = P\left( |\hat{\mu}_1 - \mu_1| \geq \frac{\epsilon}{4} \right) \text{ arm 1 chosen} \] \[ + P\left( |\hat{\mu}_1 - \mu_1| \geq \frac{\epsilon}{4} \right) \text{ arm 2 chosen} \]

\[ \leq P\left( \left| \frac{x_1 + \ldots + x_{T-m}}{T-m} - \mu_1 \right| \geq \frac{\epsilon}{4} \right) + P\left( \left| \frac{x_1 + \ldots + x_m}{m} - \mu_1 \right| \geq \frac{\epsilon}{4} \right) \]

\[ \leq \frac{16\sigma^2_1}{(T-m)\epsilon^2} + \frac{16\sigma^2_2}{m\epsilon^2}, \]

where the last inequality comes from Chebyshev’s inequality. Therefore, we can obtain \( \lim_{m \to \infty} P\left( |\hat{\mu}_1 - \mu_1| \geq \frac{\epsilon}{4} \right) = 0 \), since \( T-m \geq m \). Similarly, we can obtain that \( \lim_{m \to \infty} P\left( |\hat{\mu}_2 - \mu_2| \geq \frac{\epsilon}{4} \right) = 0 \), \( \lim_{m \to \infty} P\left( |\hat{\sigma}^2_1 - \sigma^2_1| \geq \frac{\epsilon}{4} \right) = 0 \) and \( \lim_{m \to \infty} P\left( |\hat{\sigma}^2_2 - \sigma^2_2| \geq \frac{\epsilon}{4} \right) = 0 \). This establishes (13), and it follows that the second term of (12) converges to 0 in probability.

Finally, we show that the third term of (12) also converges to 0 in probability. From (13), we have \( o_P \left( \left\| \hat{\mu}_1 - \mu_1 \right\|, \left\| \hat{\mu}_2 - \mu_2 \right\|, \left\| \hat{\sigma}^2_1 - \sigma^2_1 \right\|, \left\| \hat{\sigma}^2_2 - \sigma^2_2 \right\| \right) \to 0 \). Moreover, \( g_1 = \Theta(m) \) which implies \( \lim_{m \to \infty} \frac{1}{g_1} = 0 \), then it follows that

\[ o_P \left( \left\| \hat{\mu}_1 - \mu_1 \right\|, \left\| \hat{\mu}_2 - \mu_2 \right\|, \left\| \hat{\sigma}^2_1 - \sigma^2_1 \right\|, \left\| \hat{\sigma}^2_2 - \sigma^2_2 \right\| \right) \xrightarrow{P} 0. \]

Therefore, we can deduce from (12) that the result in Theorem 1 holds.

\[ \square \]

E  Proof of Proposition 2

Proof. Recall from (8) that the bias of arm 1 is given by

\[ \mathbb{E}_P[\hat{\mu}_1(T)] - \mu_1 = \frac{T-2m}{T-m} \mathbb{E}_P\left[ (\mu_1 - \bar{X}_m)I\{\bar{X}_m \geq \mu_2\} \right]. \]  

(14)

We focus on estimating the quantity

\[ G(\bar{X}_m) := \mathbb{E}_P\left[ (\mu_1 - \bar{X}_m)I\{\bar{X}_m \geq \mu_2\} \right]. \]

We first consider the case \( \mu_1 < \mu_2 \). Then

\[ G(\bar{X}_m) = \mathbb{E}\left[ (\mu_2 - \bar{X}_m)I\{\bar{X}_m \geq \mu_2\} \right] + (\mu_1 - \mu_2)\mathbb{P}(\bar{X}_m \geq \mu_2). \]  

(15)

Since \( \mu_1 < \mu_2 \), for the second term of (15), by the Bahadur-Rao theorem (Theorem 3.7.4 [8]), we have

\[ \mathbb{P}(\bar{X}_m \geq \mu_2) = \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m\eta^p(\zeta)}}(c_0 + o(1)), \]

(16)
where $\eta(h) = \log \mathbb{E}[e^{hX_1}]$, $\zeta > 0$ is defined by the implicit equation $\eta'(\zeta) = \mu_2$ for a given $\mu_2 > \mu_1$, and $\Lambda^*$ is the Legendre-Fenchel transform of $\eta$:

$$
\Lambda^*(x) = \sup_{h \in \mathbb{R}} (hx - \eta(h)).
$$

The constant $c_0 > 0$ depends on the reward distribution $X_i$ is lattice or non-lattice, and it is given by

$$
c_0 = \begin{cases} 
\frac{1}{|\zeta|} & \text{if } X_i \text{ has a non-lattice distribution,} \\
\frac{d}{1 - e^{-|\zeta|\sigma}} & \text{if } X_i \text{ has a lattice distribution, so that } \mathbb{P}(X_i = \mu_2) \in (0, 1), \text{ and } d \text{ is the largest number to make } (X_i - \mu_2)/d \text{ is (a.s.) an integer number.}
\end{cases}
$$

In addition, for the first term of (15), we also have the following result, the proof of which is deferred to the end of this section.

**Lemma 2.** Let $X_i$ be i.i.d. random variables with mean $\mu_1$ and logarithmic moment generating function $\eta(h) = \log \mathbb{E}[e^{hX_1}]$ and $\zeta$ is defined by the implicit equation $\eta'(\zeta) = \mu_2$ for a given $\mu_2 > \mu_1$. Let $J_m(\mu_2) = -\zeta^2 \sqrt{2\pi m \eta''(\zeta)} \exp(m\Lambda^*(\mu_2))$.

(a) If the law of $X_i$ is non-lattice, then

$$
\lim_{m \to \infty} J_m(\mu_2) \mathbb{E}_P[(\mu_2 - \bar{X}_m) \mathbb{1}_{\{X_m \geq \mu_2\}}] = 1.
$$

(b) If $X_i$ has a lattice law, so that $\mathbb{P}(X_i = \mu_2) \in (0, 1)$, $(X_i - \mu_2)/d$ is (a.s.) an integer number, and $d$ is the largest number with this property, then

$$
\lim_{m \to \infty} J_m(\mu_2) \mathbb{E}_P[(\mu_2 - \bar{X}_m) \mathbb{1}_{\{X_m \geq \mu_2\}}] = \frac{\zeta d \cdot e^{-\zeta d}}{1 - e^{-\zeta d}}.
$$

Therefore, we have

$$
\mathbb{E}_P \left[(\mu_2 - \bar{X}_m) \mathbb{1}_{\{X_m \geq \mu_2\}} \right] = \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m \eta''(\zeta)}} (c_1 + o(1)),
$$

where $c_1$ is an explicit constant which also depends on whether the reward $X_i$ is lattice or non-lattice:

$$
c_1 = \begin{cases} 
-\frac{1}{\zeta^2} & \text{if } X_i \text{ has a non-lattice distribution,} \\
-\frac{d e^{-\zeta d}}{(1 - e^{-\zeta d}) \zeta} & \text{if } X_i \text{ has a lattice distribution, so that } \mathbb{P}(X_i = \mu_2) \in (0, 1), \text{ and } d \text{ is the largest number to make } (X_i - \mu_2)/d \text{ is (a.s.) an integer number.}
\end{cases}
$$

Hence we obtain when $\mu_1 < \mu_2$,

$$
G(\bar{X}_m) = \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m \eta''(\zeta)}} \left(c_0(\mu_1 - \mu_2) + \frac{c_1}{m} + o(1)\right) = \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m \eta''(\zeta)}} (c_0(\mu_1 - \mu_2) + o(1)), \quad (18)
$$
where \( c_0 > 0 \) is given in \((17)\). Hence we have completed the proof for the case \( \mu_1 < \mu_2 \).

We next consider the case when \( \mu_1 > \mu_2 \). Then \( \{ \bar{X}_m \geq \mu_2 \} \) is not a rare event anymore when \( m \) is large, but \( \{ \bar{X}_m \leq \mu_2 \} \) is a rare event with small probabilities. We can compute

\[
G(\bar{X}_m) = E_P \left[ (\mu_1 - \bar{X}_m) \mathbb{I}_{\{X_m \geq \mu_2 \}} \right] \\
= 0 - E_P \left[ (\mu_1 - \bar{X}_m) \mathbb{I}_{\{\bar{X}_m \leq \mu_2 \}} \right] \\
= (\mu_2 - \mu_1) P(\bar{X}_m \leq \mu_2) + E_P \left[ (\bar{X}_m - \mu_2) \mathbb{I}_{\{X_m \leq \mu_2 \}} \right],
\]

where the second equality is due to the fact that \( E_P(\mu_1 - \bar{X}_m) = 0 \). Applying Bahadur-Rao theorem to compute the first term in \((19)\) and use a similar argument as in Lemma 2 to compute the second term in \((19)\), we can similarly obtain that when \( \mu_1 > \mu_2 \),

\[
G(\bar{X}_m) = \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m \eta''(\zeta)}} (c_0 \cdot (\mu_2 - \mu_1) + o(1)),
\]

where \( \zeta \) is the solution to the equation \( \eta'(\zeta) = \mu_2 \) and now \( \zeta < 0 \) when \( \mu_1 > \mu_2 \). The constant \( c_0 > 0 \) is given in \((17)\).

Finally, we can combine \((14)\), \((18)\) and \((20)\) to infer that the bias of arm 1 is given by

\[
E_P[\hat{\mu}_1] - \mu_1 = \frac{T - 2m}{T - m} \frac{e^{-m\Lambda^*(\mu_2)}}{\sqrt{2\pi m \eta''(\zeta)}} (-c_* + o(1)),
\]

as \( m \to \infty \), where the constant \( c_* \) is given by

\[
c_* = c_0 \cdot |\mu_1 - \mu_2| > 0,
\]

with \( c_0 > 0 \) given in \((17)\). The proof is therefore complete.

### E.1 Proof of Lemma 2

**Proof.** We adapt the proof of Bahadur-Rao theorem (Theorem 3.7.4 [8]) to our setting. When \( \mu_1 < \mu_2 \), recall \( \eta(h) = \log E[e^{hX_1}] \), and \( \Lambda^*(x) = \sup_{h \in \mathbb{R}} (hx - \eta(h)) \). Then define \( D_\eta = \{ h \in \mathbb{R} : \eta(h) < \infty \} \). Then in \( \text{Int}\{D_\eta\} \), we have \( \eta'(h) = E[X_1 \exp(hX_1 - \eta(h))] \), \( \eta''(h) = E[X_1^2 \exp(hX_1 - \eta(h))] - E[X_1 \exp(hX_1 - \eta(h))]^2 \). And \( \zeta \) is the solution to the implicit equation \( \eta'(\zeta) = \mu_2 \). We follow [8] and define a new probability measure \( \tilde{P} \) by

\[
\frac{d\tilde{P}}{dP} = \exp (\zeta x - \eta(\zeta))
\]

and let \( Z_i = \frac{X_i - \mu_2}{\sqrt{\eta''(\zeta)}} \). Then it follows that \( Z_i \) are i.i.d. random variables satisfying \( E_{\tilde{P}}[Z_i] = 0, E_{\tilde{P}}[Z_i^2] = 1, E_{\tilde{P}}[Z_i^3] = z_3 < \infty \). We also define \( \psi_m := \zeta \sqrt{m \eta''(\zeta)}, W_m = \sum_{i=1}^m Z_i, F_m \) is the cumulative distribution function of \( W_m \) under measure \( \tilde{P} \). Then we know that \( \bar{X}_m = \mu_2 + \sqrt{\eta''(\zeta)/m} W_m \). Therefore, we can calculate

\[
E_P[(\mu_2 - \bar{X}_m) \mathbb{I}_{\{\bar{X}_m > \mu_2\}}] = \int_{\mathbb{R}} \exp(-m(\zeta x - \eta(\zeta)) \cdot (-\sqrt{\eta''(\zeta)/m} W_m)) \cdot 1_{\{\bar{X}_m > \mu_2\}}
\]

\[
= -\exp(m(\zeta \mu_2 - \eta(\zeta))) \cdot \sqrt{\eta''(\zeta)/m} E_{\tilde{P}}[\exp\left(-m\zeta \sqrt{\eta''(\zeta)/m} W_m\right)] \cdot W_m 1_{\{W_m > 0\}}
\]

\[
= -\exp(-m\Lambda^*(\mu_2)) \cdot \sqrt{\eta''(\zeta)/m} \cdot \int_{0}^{\infty} \exp(-\psi_m x) x F_m.
\]
Hence,

\[ J_m(\mu_2)\mathbb{E}_P[(\mu_2 - \bar{X}_m)1_{\{\bar{X}_m > \mu_2\}}] = \zeta^2 \sqrt{2\pi m \eta''(\bar{\zeta})} \cdot \sqrt{\eta''(\bar{\zeta})/m} \cdot \int_0^\infty \exp(-x^2) \varphi(x) dx, \]

\[ = -\sqrt{2\pi \psi_m^2} \int_0^\infty \exp(-\psi_m x)(\psi_m x + 1) dx. \]

Let \( t = \psi_m x, \) then

\[ J_m(\mu_2)\mathbb{E}_P[(\mu_2 - \bar{X}_m)1_{\{\bar{X}_m > \mu_2\}}] = -\sqrt{2\pi} \int_0^\infty \psi_m (F_m(t/\psi_m) - F_m(0)) \exp(-t)(-t + 1) dt. \]

Note that \( \int_0^\infty \exp(-t)(-t + 1) dt = 0, \) therefore, we have

\[ J_m(\mu_2)\mathbb{E}_P[(\mu_2 - \bar{X}_m)1_{\{\bar{X}_m > \mu_2\}}] = -\sqrt{2\pi} \int_0^\infty \psi_m (F_m(t/\psi_m) - F_m(0)) \exp(-t)(-t + 1) dt. \]

We now discuss the lattice and non-lattice cases separately.

(a) When \( X_1 \) has a non-lattice law, the Berry-Esseen expansion \( [15] \) of \( F_m(x) \) yields

\[ \lim_{m \to \infty} \mathbb{E}_P \left[ \sqrt{m} \sup_x \left| F_m(x) - \Phi(x) - \frac{z_3}{6\sqrt{m}} \left( 1 - x^2 \right) \phi(x) \right| \right] = 0, \]

where \( z_3 = \mathbb{E}_P[Z_3^3] < \infty. \)

Let \( C_m := -\sqrt{2\pi} \int_0^\infty \psi_m e^{-t}(t+1) \Phi\left( \frac{t}{\psi_m} \right) + \frac{z_3}{6\sqrt{m}} \left( 1 - \left( \frac{t}{\psi_m} \right)^2 \right) \phi\left( \frac{t}{\psi_m} \right) - \Phi(0) \) \( \phi(0) \) \( dt. \)

Note that \( \psi_m = O(\sqrt{m}), \) then we can get

\[ \lim_{m \to \infty} |J_m(\mu_2)\mathbb{E}(\mu_2 - \bar{X}_m)1_{\{\bar{X}_m > \mu_2\}}| - C_m| = 0. \]

Moreover,

\[ \lim_{m \to \infty} C_m = \lim_{m \to \infty} \left( -\sqrt{2\pi} \int_0^\infty \psi_m e^{-t}(t+1) \Phi\left( \frac{t}{\psi_m} \right) - \Phi(0) \right) dt \]

\[ + \lim_{m \to \infty} \left( -\sqrt{2\pi} \int_0^\infty \psi_m e^{-t}(t+1) \frac{z_3}{6\sqrt{m}} \left( 1 - \left( \frac{t}{\psi_m} \right)^2 \right) \phi\left( \frac{t}{\psi_m} \right) - \frac{z_3}{6\sqrt{m}} \phi(0) \right) dt \]

\[ = \lim_{m \to \infty} \left( -\sqrt{2\pi} \int_0^\infty \psi_m e^{-t}(t+1) \Phi\left( \frac{t}{\psi_m} \right) - \Phi(0) \right) dt \]

Taylor expansion of \( \Phi\left( \frac{t}{\psi_m} \right) \) shows that \( \Phi\left( \frac{t}{\psi_m} \right) = \Phi(0) + \frac{t}{\psi_m} \phi(0) + O(t^2/\psi_m^2), \) where \( \phi \) is the density function of \( N(0,1). \) Therefore by dominated convergence theorem we have

\[ \lim_{m \to \infty} C_m = (-\sqrt{2\pi}) \int_0^\infty e^{-t}(t+1)t\phi(0) dt = \sqrt{2\pi} \phi(0) = 1. \]
Thus, we obtain
\[
\lim_{m \to \infty} J_m(\mu_2) \mathbb{E}_P[(\mu_2 - \bar{X}_m) \mathbf{1}_{\{X_m > \mu_2\}}] = 1.
\]

(b) When \( X_1 \) has a lattice law, we have \( Z_i = \frac{X_i - \mu}{\eta(\alpha)} \in \{\frac{md}{\eta(\alpha)}: m \in \mathbb{Z}\} \). From the Berry-Esseen expansion \([8]\), we have
\[
\lim_{m \to \infty} \left[ \sqrt{m} \sup_x \left| F_m(x) - \Phi(x) - \frac{z_3}{6\sqrt{m}} \left(1 - x^2\right) \phi(x) - \phi(x) g \left(x, \frac{d}{\eta^2(\alpha)} \right) \right| \right] = 0,
\]
where \( g(x, h) = \frac{h}{2} - (x \mod h) \) if \((x \mod h) \neq 0\) and \( g(x, h) = -\frac{h}{2} \) if \((x \mod h) = 0\). Then,
\[
\lim_{m \to \infty} J_m(\mu_2) \mathbb{E}_P[(\mu_2 - \bar{X}_m) \mathbf{1}_{\{X_m > \mu_2\}}] = 1 + \lim_{m \to \infty} (-\sqrt{2\pi}) \int_0^\infty \psi_m e^{-t} (-t + 1) \left[ \phi \left( \frac{t}{\psi_m} \right) g \left( \frac{t}{\psi_m}, \frac{\zeta d}{\psi_m} \right) - \phi(0) g \left( 0, \frac{\zeta d}{\psi_m} \right) \right] dt.
\]

Since \( \psi_m \left( \frac{t}{\psi_m}, \frac{\zeta d}{\psi_m} \right) = g(t, \zeta d) \), then
\[
\lim_{m \to \infty} J_m(\mu_2) \mathbb{E}_P[(\mu_2 - \bar{X}_m) \mathbf{1}_{\{X_m > \mu_2\}}] = 1 + \lim_{m \to \infty} (-\sqrt{2\pi}) \int_0^\infty e^{-t} (-t + 1) \left[ \phi \left( \frac{t}{\psi_m} \right) g \left( \frac{t}{\psi_m}, \zeta d \right) - \phi(0) g \left( 0, \zeta d \right) \right] dt
\]
\[
= 1 - \sqrt{2\pi} \phi(0) \int_0^\infty e^{-t} (-t + 1) \left[ g(t, \zeta d) - g(0, \zeta d) \right] dt
\]
\[
= 1 - \left( \sum_{n=0}^\infty e^{-n \zeta d} \right) \int_0^\zeta d e^{-t} (-t + 1) (\zeta d - t) dt
\]
\[
= 1 - \left[ \frac{1}{1 - e^{-\zeta d}} \right] \left[ 1 - e^{-\zeta d} - \zeta d e^{-\zeta d} \right]
\]
\[
= \frac{\zeta d e^{-\zeta d}}{1 - e^{-\zeta d}}.
\]
The proof is hence complete.

\[\square\]

**F Proof of Theorem 2**

**Proof.** First, in the proof of Theorem 1 (see \([13]\)), we have established that \( |\hat{\mu}_1 - \mu_1| + |\hat{\sigma}^2_1 - \sigma^2_1| \to 0 \) as \( m \to \infty \), where \( \sigma^2_1 = \text{Var}(X_1) \), the variance of the reward from Arm 1. This result does not depend on the assumption of Gaussian rewards. It then follows from the continuous mapping theorem (Theorem 7.10 \([7]\)) that
\[
\hat{\Lambda}^*(\mu_2) = \frac{1}{2\sigma^2_1} (\hat{\mu}_1 - \mu_2)^2 \to P \frac{(\mu_2 - \mu_1)^2}{2\sigma^2_1}, \quad \text{as } m \to \infty.
\]

Next, we show that \( \Lambda^*(\mu_2) \geq \frac{(\mu_2 - \mu_1)^2}{2a^2} \), where \( \Lambda^*(\mu_2) \) is given in \([1]\). Recall that \( X_1 - \mu_1 \) is sub-Gaussian with variance proxy parameter \( a^2 \), i.e. \( \mathbb{E}[e^{\lambda(X_1 - \mu_1)}] \leq \exp \left( \frac{a^2}{2} \lambda^2 \right) \) for all \( \lambda \in \mathbb{R} \). It
follows that when $\mu_1 < \mu_2$ we have the Chernoff-Hoeffding bound:

$$\mathbb{P}(\bar{X}_m \geq \mu_2) \leq e^{-\frac{m(\mu_2 - \mu_1)^2}{2a^2}},$$

where $\bar{X}_m = \frac{1}{m} \sum_{i=1}^{m} X_i$ is the average of $m$ i.i.d sub-Gaussian rewards from Arm 1. Hence,

$$\lim_{m \to \infty} \frac{1}{m} \log \mathbb{P}(\bar{X}_m \geq \mu_2) \leq -\frac{(\mu_2 - \mu_1)^2}{2a^2}.$$

On the other hand, from formula (16), we know that

$$\lim_{m \to \infty} \frac{1}{m} \log \mathbb{P}(\bar{X}_m \geq \mu_2) = \lim_{m \to \infty} \frac{1}{m} \log \left( \frac{c_* + o(1)}{\sqrt{2\pi m \eta''(\zeta)}} \right) - \Lambda^*(\mu_2) = -\Lambda^*(\mu_2).$$

Therefore, we have

$$\Lambda^*(\mu_2) \geq \frac{(\mu_2 - \mu_1)^2}{2a^2} = \frac{(\mu_2 - \mu_1)^2}{2\sigma_1^2} \cdot \frac{\sigma_1^2}{a^2}.$$

When $\mu_1 > \mu_2$, the proof is similar by studying $\mathbb{P}(\bar{X}_m \leq \mu_2)$, and hence we omit the details. The proof is complete. ■