Control Strategy for Direct Teaching of Non-Mechanical Remote Center Motion of Surgical Assistant Robot with Force/Torque Sensor

Minhyo Kim, Youqiang Zhang and Sangrok Jin *

School of Mechanical Engineering, Pusan National University, Pusan 46241, Korea; mhkim1@pusan.ac.kr (M.K.); zhangyq@pusan.ac.kr (Y.Z.)
* Correspondence: rokjin17@pusan.ac.kr; Tel.: +82-51-510-2984

Featured Application: Surgical robot.

Abstract: This paper presents a control strategy that secures both precision and manipulation sensitivity of remote center motion with direct teaching for a surgical assistant robot. Remote center motion is an essential function of conventional laparoscopic surgery, and the most intuitive way a surgeon manipulates a robot is through direct teaching. The surgical assistant robot must maintain the position of the insertion port in three-dimensional space during the four-degree-of-freedom motions such as pan, tilt, spin, and forward/backward. In addition, the robot should move smoothly when controlling it with the hands during the surgery. In this study, a six-degree-of-freedom collaborative robot performs the cone-shaped trajectory with pan and tilt motion of an end-effector keeping the position of the remote center. Instead of the bulky mechanically constrained remote center motion mechanism, a conventional collaborative robot is used to mimic the wrist movement of a scrub nurse. A force/torque sensor that is attached between the robot and end-effector estimates the surgeon’s intention. A direct teaching control strategy based on position control is applied to guarantee precise remote center position maintenance performance. A motion generation algorithm is designed to generate motion by utilizing a force/torque sensor value. The parameters of the motion generation algorithm are optimized so that the robot can be operated with uniform sensitivity in all directions. The precision of remote center motion and the torque required for direct teaching are analyzed through pan and tilt motion experiments.
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1. Introduction

Robotic surgery is the latest trend in minimally invasive surgery. The Da Vinci System (Intuitive Surgical Inc., Sunnyvale, CA, USA) is well known as the world’s most successful surgical robot. As the Da Vinci System is a remote-control console in which the operator controls the robot, the operator has no choice but to separate it from the operating table. However, many surgeons want to be able to freely intervene and flexibly cope with unexpected situations during robotic surgery. Since surgical robots are super expensive, only a small number of tertiary hospitals have them, and they are used for serious surgery considering the overall procedures such as installation and recovery of robots during surgery. Therefore, considering the entire medical field including the primary hospital, a robot that can be used for laparoscopic surgery, which requires two hours of operation, is needed. In addition, medical personnel are complaining of fatigue from surgery due to a shortage of medical assistants, and demands for surgical assistance robots as shown in Figure 1a are increasing.
In this study, we developed an entry-level surgical assistant robot with an end-effector attached to a six-joint cooperative robot [1]. The robot works with the surgeon on the operating table by holding a laparoscopic camera and pulling the internal tissue with forceps. To evaluate the validity and usability of the design of the prototype, animal experiments were conducted using pigs as shown in Figure 1b. The most basic function of laparoscopic surgery assistance robots is remote center motion (RCM), and direct teaching is provided on how the operator can intuitively manipulate them without additional training. The stability of RCM and the sensitivity to direct teaching are important indicators for performance evaluation from the point of view of surgeons.

![Figure 1. Introduction of the surgical assistant robot: (a) conceptual figure; (b) animal experiment.](image)

The movement of an imaginary point outside the organization is called remote center motion. The RCM is an essential function for maintaining the position of the insertion port while the surgical robot inserts the surgical tool into the human body with a trocar and operates it. Medical robots have a variety of mechanisms for RCM [2]. The method of mechanically limiting the remote center and always maintaining the remote center in any movement of the robot is widely used for high safety. Many surgical robots, including Da Vinci, maintain a remote center by decoupled motion in a z-bar-shaped parallelogram link structure [3,4]. Some robots maintain the remote center by using circular guides [5,6]. Microsurgical robots such as eye surgery have parallel mechanisms with closed linkage [7]. However, the mechanically constrained system is not suitable for a surgical assistant robot that works in the same space as the operator because it consists of parallel mechanisms and support mechanisms and has a large possibility of colliding with the surgeon when placed on the operating table. To minimize the size of the robot, there is also a non-mechanical method of maintaining a virtual remote center through the control of articulated robots [8].

With the recent development of cooperative robots, various direct teaching methods are being studied. The most widely used manual traction method for low-cost cooperative robots is to control current without sensors [9,10]. However, since it operates only when the applied torque is large enough considering the reduction ratio and friction of the reduction gear, it does not meet the requirements of the surgical site, and because it is not position-based control, remote center maintenance performance is unreliable. There is a system that allows sensitive and precise operation by attaching a torque sensor to each rotating shaft of the robot, but it is mainly used for expensive cooperative robots [11,12]. Another method is to attach a force/torque sensor to the tip of a cooperative robot and teach it directly based on the sensor [13,14]. The robot has the disadvantage of being able to teach softly by taking the tip of the robot, but not by using other links in the middle.
In this study, a six-degree-of-freedom force/torque sensor is attached to the tip of the cooperative robot to connect the end-effector. A method of maintaining a non-mechanical remote center through control, measuring the force and torque applied by the user by grasping the end-effector, and directly using it for instruction is used. The value generated by the force/torque sensor is converted into a control command and input into position control, so the remote center can be kept solid, but care must be taken in the design of the motion generation algorithm to create a sensitive feeling. Through an experiment in which the user directly teaches by grasping the end-effector of the robot, it evaluates the ability to follow instructions well and the performance to which it maintains the remote center position.

2. Non-mechanical Remote Center Motion

2.1. System Configuration for Remote Center Motion

In general laparoscopic surgery, the surgical instrument requires four-degrees-of-freedom motion: Pan (Roll), Tilt (Pitch), Spin (Yaw) rotational and linear movements (Forward/Backward), as shown in Figure 2a. In this study, a two-degree-of-freedom end-effector is mounted on a six-degree-of-freedom cooperative robot, and a virtual remote center is defined by a control algorithm to achieve RCM. A six-degree-of-freedom cooperative robot embodies Pan and Tilt rotational movements in the four-degree-of-freedom RCM while maintaining the remote center of three-dimensional space to form a conical trajectory. Surgery assistance is performed in such a small space that the scrub nurse has to hold an endoscopic camera between the sides of a surgeon. This robot, which maintains a non-mechanical remote center, mimics the movement of a human wrist, as shown in Figure 2a. In this case, a small device mechanism can have the effect of human grasping surgical tools in a narrow space and minimize collisions when collaborating with surgeons. However, the robustness of the controller is very important for safe surgery. As the two-degree-of-freedom motion of an end-effector can be controlled independently, this paper focuses research on the pan, tilt RCM control of the cooperative robot.

2.2. Kinematic Modeling

The kinematic model of a robot is required as shown in Figure 2b. A robot base has a fixed frame \( \{0\} \) and a moving frame \( \{e\} \) is attached to a remote center point, and the rotation angle of each joint is \( q_i \) and the link parameter is \( r_i \). The kinematic model of a robot is derived using a homogeneous transformation matrix between moving frames attached to each joint as shown in Equation (1). The forward kinematics of a robot manipulator can be obtained by a sequential product of transformation matrices as shown in Equation (2).
Coordinates of the remote center point in the three-dimensional space, \((x_{RC}, y_{RC}, z_{RC})\), can be extracted from the fourth column of the matrix \(T_0e\) as shown in Equation (3), and the pan and tilt angles of the end-effector can be calculated from the rotation matrix elements of the matrix \(T_0e\) as shown in Equation (4). The link parameters of the robot manipulator used in this study are shown in Table 1.

\[
\begin{bmatrix}
\cos q_1 & -\sin q_1 & 0 & 0 \\
\sin q_1 & \cos q_1 & 0 & 0 \\
0 & 0 & 1 & r_1 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad \begin{bmatrix}
\cos q_2 & 0 & \sin q_2 & 0 \\
0 & 1 & 0 & -r_2 \\
-\sin q_2 & 0 & \cos q_2 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

\[
\begin{bmatrix}
\cos q_3 & 0 & \sin q_3 & 0 \\
0 & 1 & 0 & 0 \\
-\sin q_3 & 0 & \cos q_3 & r_3 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad \begin{bmatrix}
\cos q_4 & 0 & \sin q_4 & 0 \\
0 & 1 & 0 & r_4 \\
-\sin q_4 & 0 & \cos q_4 & r_3 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos q_5 & -\sin q_5 & -r_5 \\
0 & \sin q_5 & \cos q_5 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad \begin{bmatrix}
\cos q_6 & -\sin q_6 & 0 & -r_6 \\
\sin q_6 & \cos q_6 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

\[
T_{0e} = T_{01}T_{12}T_{23}T_{34}T_{45}T_{56} \begin{bmatrix} R_{11} & R_{12} & R_{13} & p_1 \\ R_{21} & R_{22} & R_{23} & p_2 \\ R_{31} & R_{32} & R_{33} & p_3 \\ 0 & 0 & 0 & 1 \end{bmatrix}.
\]

\[
x_{RC} = p_1, \quad y_{RC} = p_2, \quad z_{RC} = p_3.
\]

\[
Pan = \arctan \left( \frac{R_{12}}{R_{33}} \right), \quad Tilt = \arctan \left( \frac{-R_{31}}{\sqrt{R_{32}^2 + R_{33}^2}} \right).
\]

Table 1. Link parameters of the robot manipulator.

| \(r_1\) | \(r_2\) | \(r_3\) |
|---|---|---|
| 88.5 mm | 151.3 mm | 403.0 mm |
| \(r_4\) | \(r_5\) | \(r_6\) |
| 146.5 mm | 359.0 mm | 99.5 mm |
| \(r_7\) | \(r_8\) | \(r_9\) |
| 83.5 mm | 193.4 mm | 126.0 mm |

The Jacobian matrix of the differential kinematics is required to find an inverse kinematic solution. The Jacobian matrix can be derived through chain rules as shown in Equation (5), where \(\mathbf{z}\) and \(\mathbf{a}\) are vectors that describe the rotation axis and the origin of the ith moving frame, respectively [15]. Finally, an inverse kinematic solution for the position and orientation of the remote center can be obtained through the pseudoinverse matrix of the Jacobian matrix as shown in Equation (6).
3. Control Strategy for Direct Teaching of Remote Center Motion

A robot manipulator is controlled based on position control to maintain a solid remote center even while the posture of the end-effector is operated with direct teaching. A force/torque sensor mounted between the tip of the cooperative robot and the end-effector is used as an input device for direct teaching, and pan and tilt motions are realized based on the remote center position according to the user’s intention. A button is present on the end-effector of the surgical assistant robot, and force and moment are applied to the end-effector while the button is pressed so that the robot is driven manually. The direct teaching control of RCM is designed based on position control as shown in Figure 3. In a general position control algorithm for articulated robots, only the control input part for direct teaching is modified. The predefined remote center position and the end-effector’s posture are entered into the 6-degree-of-freedom robot as a control input. The position control to solve the inverse kinematics has feedback for the actual position and orientation through the forward kinematics in the closed-loop inverse kinematics. The position control is designed by differential kinematics with PID control and back-calculation [16], and each control gain is adjusted by optimization [17]. The orientation of the end-effector is input by calculating a value generated in the force/torque sensor by direct teaching from a command generation algorithm. Through a motion generation algorithm based on impedance control, the end-effector’s posture is calculated from the values generated by the force/torque sensor due to direct teaching.

3.1. Motion Generation Algorithm

When designing end-effector hand-guiding control algorithms for cooperative robots using force/torque sensors, the control model is considered a damper-mass mechanical system [18]. The torque due to the gravity force is compensated, and the robot is controlled in the velocity domain [19]. It is also important to define a proper dead zone and threshold for the values measured by the force/torque sensor [20]. Finally, the relation between the actuating variables of the input device and the robot velocity command value is designed by a motion generation algorithm [21].

The position vector from the sensor to the center of mass of the end-effector and the orientation difference between the robot base coordinate system and the sensor’s coordinate are shown in Figure 4. The transformation matrix from the 6th frame to the sensor

$$J = \begin{bmatrix} z_1 \times (o_e - o_1) \\ z_2 \times (o_e - o_2) \\ z_3 \times (o_e - o_3) \\ z_4 \times (o_e - o_4) \\ z_5 \times (o_e - o_5) \\ z_6 \times (o_e - o_6) \end{bmatrix}$$

(5)

$$\dot{q} = J^T \dot{x}$$

(6)
frame allows us to obtain the transformation matrix from the base to the sensor as shown in Equations (7) and (8). Because the coordinate varies depending on the robot’s posture, the measured values from the 6 degrees-of-freedom force/torque sensor are converted using an adjoint matrix as shown in Equation (9) [22]. \( \mathbf{f} \) and \( \mathbf{\tau} \) are force and torque vectors, and the subscript 0 and s means the robot base frame \([0]\) and the sensor frame \([s]\), respectively. \( \mathbf{R}_{0s} \) is the rotation matrix of the sensor frame in the base coordinate and \( \hat{\mathbf{p}}_{0s} \) is the skew-symmetric matrix which is generated by the position vector of the sensor frame in the base coordinate.

![Diagram of end-effector and sensor with moving frame and position vector of the center of mass.](image)

**Figure 4.** End-effector and sensor with moving frame and position vector of the center of mass.

\[
\mathbf{T}_{6s} = \begin{bmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & r_z \\
0 & 0 & 0 & 1
\end{bmatrix}.
\] (7)

\[
\mathbf{T}_{0s} = \mathbf{T}_{01} \mathbf{T}_{12} \mathbf{T}_{23} \mathbf{T}_{34} \mathbf{T}_{45} \mathbf{T}_{56} \mathbf{T}_{6s} = \begin{bmatrix}
\mathbf{R}_{0s} & \hat{\mathbf{p}}_{0s} \\
0 & 1
\end{bmatrix}.
\] (8)

\[
\begin{bmatrix}
\mathbf{f}_0 \\
\mathbf{\tau}_0
\end{bmatrix} = \begin{bmatrix}
\mathbf{R}_{0s} & \mathbf{0} \\
\hat{\mathbf{p}}_{0s} & \mathbf{R}_{0s}
\end{bmatrix} \begin{bmatrix}
\mathbf{f}_s \\
\mathbf{\tau}_s
\end{bmatrix}.
\] (9)

Gravity-induced torque is measured on the sensor as the position of the center of gravity changes depending on the posture. It can be obtained in the robot base coordinate as shown in Equation (10). The position vector, \( \mathbf{x}_{cm} \), from the sensor to the center of mass of the end-effector is \([106 \text{ mm, } 0 \text{ mm, } -12 \text{ mm}]^T\). The mass, \( m \), is 1.01 kg, and the gravitational acceleration, \( g \), is 9.8 m/s\(^2\). Finally, the input torque is derived as shown in Equation (11) as a result of compensating the torque due to gravity.

\[
\mathbf{x}_g = \mathbf{R}_{0s} \mathbf{x}_{cm},
\]

\[
\mathbf{\tau}_g = \mathbf{x}_g \times \begin{bmatrix} 0 & 0 & -mg \end{bmatrix}^T.
\] (10)

\[
\mathbf{\tau}_{in} = \mathbf{\tau}_0 - \mathbf{\tau}_g.
\] (11)
The command generation function sets the dead band \([-a, a]\) of the appropriate area so that the robot is not too sensitive to small changes in input torque and generates command values by multiplying the input torque by the proportional constant, \(k_1\) and \(k_2\), as shown in Figure 5. In this study, proportional constants are designed asymmetrically for sophisticated tuning of direct teaching sensitivity. The amplitude limitation of the conversion value \([-b, b]\) is also defined so that the command is not suddenly changed by a large input torque. The command value is added to the current orientation of the end-effector calculated by the forward kinematics, and the motion change by direct teaching is applied in real-time. Adding the command value for each control period of 1 ms means that the command value is the velocity of the end-effector. Based on the damper-mass system model, the input of the command generation function is input torque, and the output is motion velocity. The sensitivity of operation can be adjusted by changing the dead zone and the proportional constant. When determining the proportional constant, the target torque and the target velocity, and the limitations of the driving speed of the system should be considered in combination.

![Figure 5. Relationship between input torque and robot velocity command.](image)

### 3.2. Optimized Isotropic Sensitivity of Direct Teaching

The initial values of the command generation function are roughly determined among the characteristics of the system, and those are adjusted by an optimization method through a pre-test, as it is difficult to quantify the operating sensitivity of direct teaching. In general, modeling of friction terms is required when designing impedance control algorithms. However, the friction model modeled for each joint often differs from the friction model in the assembled manipulator. Although an observer is sometimes designed to estimate friction models, it increases the computation of the controller. In this work, we use a more practical approach that is simpler by tuning the command function through a pre-test. Parameter initial values of the command generation function are defined by considering the mechanical and electrical characteristics of the fabricated prototype and the desired operating sensitivity. Assuming that the dead zone range, \(a\), is 0.2 N·m and the maximum speed, \(b\), is \(1 \times 10^{-4}\) rad/ms, the slope \(k_1\) and \(k_2\) are determined as shown in Equation (12) so that the maximum speed can be reached with 1.5 N·m torque.

\[
k_{\text{desired}} = \frac{1 \times 10^{-4}}{1.5 - 0.2} = 7.7 \times 10^{-5}.
\]

After that, the velocity of pan/tilt motion and the generated reaction torque for arbitrary direct teaching are measured through a pre-test. The actual torque required for motion velocity is shown by contours from 18,466 data as shown in Figure 6a. The actual
sensitivity of a robot differs from its intended sensitivity in amplitude and isotropy. An objective function is defined by the error norm between the actual slope and the required slope as shown in Equation (13), and the slopes of the command generation function are tuned by an optimization algorithm to minimize the objective function.

\[
\tau_{\text{opt}} = \begin{cases} 
    \tau_{\text{mea}} / \alpha, & \tau_{\text{mea}} > 0 \\
    \tau_{\text{mea}} / \beta, & \tau_{\text{mea}} < 0
\end{cases}
\]

\[
\text{obj}(\alpha_{\text{pan}}, \beta_{\text{pan}}, \alpha_{\text{tilt}}, \beta_{\text{tilt}}) = \frac{\text{norm}\left(\sqrt{\omega_{\text{pan}}^2 + \omega_{\text{tilt}}^2} - k_{\text{desired}}\right)}{n},
\]

where \(\tau_{\text{mea}}\) and \(\tau_{\text{opt}}\) are measured torque and optimized torque respectively, and \(\alpha, \beta\) are tuning parameters to be multiplied by each slope \(k\). \(\omega\) is motion velocity, and \(n\) is the number of data. As a result, the error is reduced and the values of the slope are tuned as shown in Equation (14) and Table 2, resulting in the result shown in Figure 6b. Figure 6 shows the results of a verification test, and the error norm is decreased to \(1.32 \times 10^{-4}\) from the pre-test result.

\[
k_1 = \alpha \cdot k_{\text{initial}}, \quad k_2 = \beta \cdot k_{\text{initial}}.
\]

**Table 2. Parameters of the command generation function.**

| Parameters | Pre-Test | Optimized Results |
|------------|----------|-------------------|
| \(a\)      | 0.2      | 0.2               |
| \(b\)      | \(1 \times 10^{-4}\) | \(1 \times 10^{-4}\) |
| \(k_1\)    | Pan      | Tilt              |
|            | 7.7 \(\times 10^{-5}\) | 7.7 \(\times 10^{-5}\) |
|            | Pan      | Tilt              |
|            | 11.6 \(\times 10^{-5}\) | 10.5 \(\times 10^{-5}\) |
| \(k_2\)    | Pan      | Tilt              |
|            | 7.7 \(\times 10^{-5}\) | 7.7 \(\times 10^{-5}\) |
|            | Tilt     | Pan               |
|            | 9.9 \(\times 10^{-5}\) | 10.5 \(\times 10^{-5}\) |
| Error norm | 2.01 \(\times 10^{-4}\) | 1.28 \(\times 10^{-4}\) |

**Figure 6.** Contour of required torque for motion velocity: (a) pre-test; (b) optimized result.


4. Experiments

The end-effector to hold an endoscope camera is attached to the cooperative robot, and the direct teaching performance of RCM is tested as shown in Figure 7. This cooperative robot consists of driver-integrated motors (SMT-DA-series, LS Mecapion Co., Ltd., Daegu, Korea), joint modules with the Harmonic drive (MR-series, SBB Tech Co., Ltd., Gyeonggi, Korea), and a six-degree-of-freedom force/torque sensor (RFT80-6A01, ROBOTOUS INC., Gyeonggi, Korea). When the force and torque are applied to the end-effector while the teaching button is pressed, the manual traction is performed directly according to the control method shown earlier. Pan motion, Tilt motion, and mixed motion are performed manually, and the sensitivity of manipulation is investigated. The precision of the RCM is evaluated using the optical tracking system (SAKD1, DigiTrack Co., Ltd., Daegu, Korea). Orientation error is estimated through the forward kinematics based on the encoder values of the robot joints.

4.1. Pan Motion

When holding the end-effector and teaching Pan motion, torque is generated on the force/torque sensor as shown in Figure 8a, generating in the orientation command such as a dotted line of Figure 8b that is applied to the robot and followed along like a solid line. In the case of Pan motion, it can be operated with a torque of 1.10 N·m or less. During direct teaching, the remote center position error remained within 2.26 mm, with an average error of 1.52 ± 0.29 mm, as shown in Figure 8c. The orientation error according to the generated command occurs within 0.27° as shown in Figure 8d.

4.2. Tilt Motion

In the case of Tilt motion, the robot can be manipulated with torque within 0.68 N·m as shown in Figure 9a, thereby moving in the trajectory shown in Figure 9b. As shown in Figure 9c, the error of the remote center position within a maximum of 3.89 mm and an average of 1.81 ± 1.14 mm. The tilt motion follows the command within 0.18° error, as shown in Figure 9d. Due to the kinematic characteristics of articulated robots, the remote center error of Tilt motion is greater than that of Pan motion. Position errors are amplified according to joint angle errors in proportion to the distance between the remote center position and the drive joint axis. Pan motion produces major movements by joints 1, 5, and 6, and the distance between the remote center and the joint is relatively short, especially due to the dominant movement of joint 5. Tilt motion controls the major movement by joints 2, 3, and 4. The remote center position error increases compared to Pan motion because the end position error of the drive joint increases by the link length of the robot.

4.3. Pan-Tilt Mixed Motion

Holding the end effector, Pan and Tilt motion are mixed to create a cone-shaped trajectory based on the remote center. The motion of the trajectory as shown in Figure 10b is controlled within a maximum torque of 1.20 N·m as shown in Figure 10a. As shown in Figure 10c, the remote center position error of up to 4.08 mm and an average of 1.80 ± 1.03 mm is maintained for approximately 3 min of continuous operation. Orientation errors for mixed motion are within 0.70° maximum. The torque in the x-axis direction and the torque in the y-axis direction are evenly repeated with similar magnitudes for the cone-shaped rotational motion, providing a guarantee of isotropic operating sensitivity.
Figure 7. Experiments with a prototype of a surgical assistant robot.

Figure 8. Experimental results in pan motion: (a) measured torque; (b) trajectory of desired and actual orientation; (c) position error of remote center; (d) orientation error of motion.
Several surgeons have surveyed the performance of this surgical assistant robot through dry testing and animal experiments and suggested that the accuracy of RCM is sufficient to be less than 5 mm for 12 mm-diameter trocars, but the operating sensitivity of direct training should be slightly improved.

5. Conclusions

This study presents a control strategy for remote center motion and direct teaching that allows a surgical assistant robot to mimic the movements of the scrub nurse’s wrists. Using the proposed control method, the surgical assistant robot can be manually operated as if the surgeon holds the hand of a nurse holding the endoscope and guided it during surgery. The mechanically constrained RCM mechanism is bulky to collaborate with the surgeon on the operating table. Therefore, the conventional collaborative robot is used as the platform of the surgical assistant robot, and the precision of the RCM and the sensitivity of direct teaching are obtained simultaneously by designing the control algorithm. The position control achieves sensitive direct teaching performance by generating a posture command with the measured value from the force/torque sensor while maintaining the robust remote center position. The parameters of the command generation function are tuned through pre-test and optimization for isotropic operation sensitivity. By applying a torque within 1.20 N·m to the robot, we can hand-guide the Pan and Tilt movements.
of the surgical assistant robot with a remote center position error within a maximum of 4.08 mm and an average of 1.80 ± 1.03 mm. To achieve a smoother and more sensitive operation sensitivity, a more high-level command generation function will be designed and advanced techniques such as reinforcement learning will be applied to optimize parameters.
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