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Abstract: In this work, an iterative learning control (ILC) algorithm is proposed for industrial manipulators. The proposed ILC algorithm works cooperatively with the inverse dynamics of the manipulator and a feedback controller. The entire control scheme has the ability of compensating both repetitive and non-repetitive disturbances; guaranteeing the control accuracy of the first implementation; and improving the control accuracy of the manipulator progressively with successive iterations. In order to build the the convergence of the proposed ILC algorithm, a composite energy function is developed. A case study on a four degree of freedom industrial manipulator is demonstrated to illustrate the effectiveness of the proposed control scheme. By implementing the ILC algorithm, the maximum root mean square error of the control accuracy is improved from 0.0262 rad to 0.0016 rad within ten iterations.
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1 Introduction

Industrial robotic manipulators have achieved promising success in smart manufacturing. Comparing with the bespoke gantry-based automation, the industrial manipulators provide extra flexibility and possibility of human-robot collaboration. However, precision control [1] is challenging with industrial manipulators due to both internal and external uncertainties during operations such as drilling, machining, composite fabrication and additive manufacturing. Improving the control accuracy is particularly prominent in high precision manufacturing, e.g. aerospace manufacturing.

The conventional manipulator controller contains two components: feedforward controller and feedback controller. The feedforward controller uses desired robot motion to compute the joint input; the feedback controller takes advantage of both the desired and the measured motion to compute the joint input. The sum of the two joint inputs will be the final control input to the manipulator. Most of the research paper pay attention on the feedback controller due to its ability to compensate modelling errors and disturbances. However, the feedback controller cannot suppress hysteresis effects such as backlash since the effects are fast [3, 4]. This makes the feedforward controller, which performs good in compensating high frequency disturbances, necessary.

The traditional feedforward controller involved in the manipulator usually designed based on the inverse dynamics. Pure inverse dynamics only provide online computation of the joint input based on the desired motion without any compensational function [5]. In order to meet the requirement of compensating hysteresis effects and some other disturbances such as gravity loads and process forces, more advanced control schemes have been designed. In the absence of suitable dynamic model of the industrial manipulator, the data-driven controller, such as neural networks [6–8] and reinforcement learning [9] is often adopted to represent the dynamic effects. While due to the complexity of the nonlinear behaviour of the manipulator, model-based control is preferred when the dynamic model or model approximations are available [10]. On the other hand, uncertain modelling errors have large effect on the control performance. This drives the development of the adaptive model and partial model-free control algorithms. For example, Grundel and his colleagues designed a model-based controller considering the external cutting forces, which enables the system to cancel the effect of the process forces while operation[11]; Fan et al proposed a fuzzy adaptation algorithm to compensate the uncertain terms in the dynamics [12].

The feedforward control of the industrial manipulator is expected to apply corrections in advance for the manipulator using predicted errors before the error actually occurring. Considering the robotic manipulator with repeating operations, compensations are made based on the previously observed errors, hence the operations become progressively more accurate with success iterations [13]. This repetitive nature in the case of manufacturing makes iterative learning control (ILC) a promising strategy for feedforward control [14–18]. The latest works have shown the superiority of the ILC algorithm as the feedforward controller of the industrial manipulator. Helfrich et al proposed an ILC approach that works together with the $H_\infty$ feedback controller [19] to improve control performance. A dual-loop ILC controller is designed by Meng et al to compensate the vibrations during tracking [20]. The problem of joint hard constraints of the industrial manipulators has been addressed in the work of Yovchev et al through bounded error algorithm for ILC [21]. Angelini et al designed an ILC scheme in combination with low-gain feedback control for improve tracking accuracy [22]. Hofer and his colleagues presented a norm-optimal ILC scheme for articulated soft manipulator to improve the tracking control performance [23]. These existing works using the ILC controller as an alternative of the pure inverse dynamics, which is not sufficiently taking advantage of the dynamic models.

To address the above problem, in this work, we propose an ILC scheme in combination with the pure inverse dynamics to improve tracking accuracy of the industrial manipulators. This structure can guarantee the control accuracy of the first iteration, reduce peak error, and improve the accuracy progressively with successive iterations. At the same time, a feedback controller is adopted to achieve basic control requirement and compensate non-repeating disturbances. Under the coordination work of the ILC, inverse dynamics, and...
the feedback controller, both repetitive and non-repetitive disturbances of any frequency can be suppressed. The rigorous convergence analysis is implemented for the proposed control scheme. Finally, a four degree of freedom (DOF) manipulator – OpenManipulator [24] is used for simulation experiment.

The rest of the paper is organised as follows. The dynamic system of the industrial manipulator and the platform used for simulation are present in Section 2. In Section 3, the control scheme is developed and the convergence of the system is proved. In Section 4, simulation test on a four DOF manipulator is carried out in order to show the efficiency of the proposed control scheme. Section 5 gives the conclusion of this work.

2 Platform Overview

The following form of dynamics of a n DOF manipulator is considered:

\[ M(q(t))\ddot{q}(t)+C(q(t), \dot{q}(t))\dot{q}(t)+G(q(t))=\tau(t), \tag{1} \]

where \( t \in \mathbb{R} \) denotes the time instant and \( k \in \mathbb{Z}^+ \) denotes the number of iteration. \( q_k(t) \in \mathbb{R}^n \), \( \dot{q}_k(t) \in \mathbb{R}^n \) and \( \ddot{q}_k(t) \in \mathbb{R}^n \) are the joint position, velocity and acceleration vectors, respectively, at time \( t \) of the \( k \)th iteration. \( \tau_k(t) \) is the vector of torques, which is the system control input. \( M(q_k(t)) \in \mathbb{R}^{n \times n} \) is the inertia matrix, which is symmetric, bounded and positive definite, \( C(q_k(t), \dot{q}_k(t))\dot{q}_k(t) \in \mathbb{R}^n \) represents the Coriolis and centrifugal forces, \( G(q_k(t)) \in \mathbb{R}^n \) represents the gravitational and frictional forces. For robotic manipulator, the following properties are hold:

P1 \( M(q) \) is positive symmetric and bounded such that there exist constants \( \nu_1 > 0 \) and \( \nu_2 > 0 \) to achieve \( 0 \leq \nu_1 I_n \leq M(q) \leq \nu_2 I_n \) for any \( q \in \mathbb{R}^n \), where \( I_n \) denotes the identity matrix of dimension \( n \).

P2 The matrix \( \frac{1}{2}M(q_k(t)) - C(q_k(t), \dot{q}_k(t)) \) is skew symmetric such that

\[ v^T \frac{1}{2}M(q_k(t)) - C(q_k(t), \dot{q}_k(t))v = 0, \forall v \in \mathbb{R}^n. \tag{2} \]

In order to testing the efficiency of the proposed control scheme, the 4 DOF ROBOTIS OpenManipulator platform [24] is adopted. The unified robot description format (URDF) file of this robotic manipulator is imported into the MATLAB robotics system toolbox, and the robot controller model is built in Simulink. The home position of the manipulator is shown in Fig. 1 and the dynamic parameters are listed in Table 1.

3 Controller Design

In contrast to the existing research, the proposed ILC feedforward controller is designed in combination with the pure inverse dynamics. The structure of the control diagram is shown in Fig. 2. The torque input \( \tau_k \) to the robotic manipulator consists of three components: the learning feedforward control \( \tau_k^{ILC}(t) \), the inverse dynamics feedforward control \( \tau_k^{ID}(t) \), and a PD-type feedback control \( \tau_k^{PD}(t) \), i.e.

\[ \tau_k(t) = \tau_k^{ILC}(t) + \tau_k^{ID}(t) + \tau_k^{PD}(t). \tag{3} \]

Suppose \( q_d(t) \) is a bounded desired trajectory and the system satisfy the following assumptions:

![Table 1: Manipulator parameters](image1)

![Fig. 2: Control Structure for Industry Manipulator](image2)
where $q_d(t)$ is the bounded desired trajectory, $\dot{q}_d(t)$ and $\ddot{q}_d(t)$ are the corresponding desired joint velocity and acceleration. A low pass filter is used to generate the joint velocities from the joint position. Note that the inverse dynamics is identical for each iteration since the desired trajectory is identical. Hence the inverse dynamics has no mutual influence with the other controller component.

Then the feedback controller is designed to ensure the stability of the closed loop system. In this work, four PD controllers work for each motor are utilised, that is

$$\tau_k^{ID} = K_p e_k(t) + K_d \dot{v}_k(t),$$

(5)

where

$$e_k(t) = q_d(t) - q_k(t),$$

(6)

$$\dot{v}_k(t) = \dot{q}_d(t) - \dot{q}_k(t),$$

(7)

are the tracking error and its derivative at time $t$ of the $k$th iteration, respectively. $K_p \in \mathbb{R}^{n \times n}$ and $K_d \in \mathbb{R}^{n \times n}$ are diagonal positive definite and are proportional and derivative control gain matrix, respectively.

After tuned the feedback controller to achieve a best performance, the ILC algorithm can be designed. It is worth to note that the feedback controller and the ILC algorithm could influence each other. In the work of Tayebi [25], vibrations may occur in some or all manipulator joints as the number of iterations increases. This is due to the accumulation of the noise caused by derivative action through the iterations [26]. In order to decrease this effect, the ILC controller is proposed in the following structure:

$$(\tilde{\tau}_k)_{ILC} = (\tilde{\tau}_k)_{T} - \gamma (\tilde{\tau}_k)_{FB},$$

(8)

where $\gamma > 0$ is a learning factor, $\gamma I_{1 \times 1} = 0$.

With the above controllers and assumptions, we have the following result.

**Theorem 1.** Consider the robotic manipulator (1) satisfy the assumption (A1-A2), using the control law (3)-(5) and (8), then for all $t \in [0, T]$, $q_k(t) \rightarrow q_d(t)$, $\dot{q}_k(t) \rightarrow \dot{q}_d(t)$, $\ddot{q}_k(t) \rightarrow \ddot{q}_d(t)$ hold.

**Proof.** In order to facilitate the convergence analysis in Theorem 1, two fictitious signals are introduced:

$$\tau_d := M(q_k)M^{-1}(q_k)\tau_d,$$

(11)

$$\xi_k := \dot{e}_k + K_d^{-1}K_pe_k,$$

(12)

where $\tau_d$ is the desired control input. The time instant indicator $(t)$ is omitted for clarity in here and the following proof. Due to the property P1 and the assumptions A1, A2, we have $\tau_d$ continuous and bounded; $\tau_d$ approaches the actual desired control input $\tau_d$ and $\xi_k$ goes to 0, when $q_k$ approaches the desired trajectory $q_d$ and $\xi_k$ goes to 0. From system (1), we have

$$\ddot{q}_k = \tilde{f}(q_k, \dot{q}_k) + M^{-1}(q_k)\tau_d,$$

(13)

where

$$\tilde{f}(q_k, \dot{q}_k) = -M^{-1}(q_k)(C(q_k, \dot{q}_k)\dot{q}_d + G(q_k)).$$

(14)

Let

$$\tilde{\tau}_k := \tau_d - \tau^{ID},$$

(15)

$$\tilde{\tau}_k^{ILC} := \tilde{\tau}_d - \tau^{ID} - \tau_k^{ILC},$$

(16)

$$\tilde{f}(q_k, \dot{q}_k) := \tilde{f}(q_k, \dot{q}_k)$$

(17)

and define the Lyapunov-like composite energy function (CEF):

$$J_k(t) = \int_0^t e^{-\lambda t}(\tilde{\tau}_k^{ILC})^T(\tilde{\tau}_k^{ILC})dt,$$

(18)

where $\lambda \in \mathbb{R}$ is a positive constant.

The remaining proof will firstly demonstrate the boundedness and non-increasing property of the CEF $J_k(t)$ with respect to $k$, then show the convergence (9) and (10).

The difference of the CEF at a time instant $t \in [0, T]$ of two consequent iterations is

$$\Delta J_k = J_k - J_{k-1}$$

$$= \int_0^t e^{-\lambda t}(|\tilde{\tau}_k^{ILC}|^2 - |\tilde{\tau}_{k-1}^{ILC}|^2)dt.$$

(19)

From the definition in (5), (8), (12) and (16) we have

$$\tilde{\tau}_k^{ILC} = \tilde{\tau}_{k-1}^{ILC} - \gamma K_d\xi_{k-1}.$$

(20)

Substituting this into (19) yields

$$\Delta J_k = \int_0^t e^{-\lambda t}(|\tilde{\tau}_k^{ILC}|^2 - |\tilde{\tau}_{k-1}^{ILC}|^2)dt$$

$$= \int_0^t e^{-\lambda t}(|\gamma K_d\xi_{k-1}|^2)dt$$

$$- 2 \int_0^t e^{-\lambda t}(|\gamma K_d\xi_{k-1}|^2)dt.$$

(21)

Utilising the definition of (11), (13) and (15) - (17), we can derive the the following result:

$$M(q_{k-1})\xi_{k-1} = M(q_{k-1})\dot{\xi}_{k-1} + M(q_{k-1})K_d^{-1}K_p\dot{e}_{k-1}$$

$$= M(q_{k-1})\tilde{f}(q_{k-1}, \dot{q}_{k-1}) + \tilde{\tau}_{k-1} + M(q_{k-1})K_d^{-1}K_p\dot{e}_{k-1}$$

$$= \tilde{\tau}_{k-1} - C(q_{k-1}, \dot{q}_{k-1})\xi_{k-1} + \eta_k$$

$$= \tilde{\tau}_{k-1}^{ILC} - \tilde{\tau}_{k-1}^{FB} - C(q_{k-1}, \dot{q}_{k-1})\xi_{k-1} + \eta_{k-1},$$

(22)

where

$$\eta_{k-1} = C(q_{k-1}, \dot{q}_{k-1})\xi_{k-1} + M(q_{k-1})\tilde{f}(q_{k-1}, \dot{q}_{k-1})$$

$$+ M(q_{k-1})K_d^{-1}K_p\dot{e}_{k-1}.$$

(23)
Hence, we have
\[
\hat{r}_{k-1}^{LC} = M(q_{k-1})\xi_{k-1} + \hat{r}_{k-1}^{FB} + C(q_{k-1}, \dot{q}_{k-1})\xi_{k-1} - \eta_{k-1}. \tag{24}
\]
Substituting this into (21), we have
\[
\Delta J_k = \int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(\gamma K_d \xi_{k-1} + 2\eta_{k-1})dt
- 2\int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\dot{\xi}_{k-1})dt
- 2\int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(\hat{r}_{k-1}^{FB})dt
- 2\int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(C(q_{k-1}, \dot{q}_{k-1})\xi_{k-1})dt,
\tag{25}
\]
where \(\tau_{k-1}^{FB} = K_d\xi_{k-1}\), and
\[
- 2e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1})
\]
\[=
-d\frac{dt}{dt}(e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1}))
+ e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1}))
- \lambda e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1}).
\tag{26}
\]
Substituting the above equation into (25) and considering property P2, we have
\[
\Delta J_k = -e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1})
- \lambda \int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(M(q_{k-1})\xi_{k-1})dt
- 2\int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(K_d\xi_{k-1})dt
+ \int_0^t e^{-\lambda t}(\gamma K_d \xi_{k-1})^T(\gamma K_d \xi_{k-1} + 2\eta_{k-1})dt.
\tag{27}
\]
Based on (12) and (23), we have constants \(a_1 > 0\) and \(a_2 > 0\) [27] such that
\[
|\eta_{k-1}| \leq a_1|\xi_{k-1}| + a_2|\xi_{k-1}|^2. \tag{28}
\]
The bounded property P1 gives a constant \(\nu > 0\) \(\in \mathbb{R}\) such that
\[
0 \leq \nu I_n \leq K_d^T M(q_{k-1}). \tag{29}
\]
Hence we have
\[
\Delta J_k \leq -\nu \gamma e^{-\lambda t}|\xi_{k-1}|^2 - (\lambda + 2)\gamma \int_0^t e^{-\lambda t}|\xi_{k-1}|^2 dt + \gamma \int_0^t e^{-\lambda t}h(|\xi_{k-1}|)|\xi_{k-1}|^2 dt,
\tag{30}
\]
where \(h(|\xi_{k-1}|) = |K_d|(|\gamma K_d| + 2a_1 + 2a_2|\xi_{k-1}|).\) It can be shown that there exist a constant \(a_3 > 0\) such that
\[
0 < h(|\xi_{k-1}|) < a_3, \tag{31}
\]
we have
\[
\Delta J_k \leq -(\lambda + 2 - a_3)\gamma \int_0^t e^{-\lambda t}|\xi_{k-1}|^2 dt
- \nu \gamma e^{-\lambda t}|\xi_{k-1}|^2. \tag{32}
\]
It follows that if \(\lambda\) is selected such that \(\lambda + 2 - a_3 > 0\), then \(\Delta J_k \leq 0\), which shows the non-increasing property of the CEF \(J_k\).

Implementing a cumulative sum for (32) shows the convergence of the tracking error since \(J_{-1}\) is bounded and \(J_k\) is positive, which also guarantees the convergence of the control input in the iteration axis. Furthermore, as (22) is uniformly bounded, the uniform continuity of \(\xi_k\) is guaranteed in the time axis \([0, T]\). Hence the tracking error \(e_k(t)\) is uniformly convergent, and \(\lim_{k \to \infty} q_{k}(t) = q_d(t)\) and \(\lim_{k \to \infty} \dot{q}_k(t) = \dot{q}_d(t)\) hold.

![Fig. 3: Tracking performance in the four joints.](image-url)

The proposed control law (3)-(5) and (8) are applied with \(K_p = 8I_4\), \(K_d = 0.1I_4\), and \(\gamma = 0.3\). The tracking performance of before and after utilizing the ILC method have
Fig. 4: Tracking performance in root mean square errors versus the number of iterations in the four joints. The performance of joint 1 – 4 are shown in pink, blue, red, and black line, respectively.

Table 2: Before iteration versus after 10 iterations tracking performance in root mean square errors of the joint position (rad).

| Joint | Before iteration | After 10 iterations |
|-------|-----------------|---------------------|
| Joint 1 | 0.0145 | 0.0008 |
| Joint 2 | 0.0217 | 0.0015 |
| Joint 3 | 0.0262 | 0.0016 |
| Joint 4 | 0.0191 | 0.0012 |

been shown in Fig 3. The desired trajectories are shown in black solid line, the tracking trajectories are shown in blue dashed line, the tracking trajectories after ten iterations are shown in red dash-dotted line. Three random portions of the tracking performance of joint 2 – 4 are enlarged in the plot to show more details of the tracking difference. The root mean square errors versus the number of iterations for the four joints are shown in Fig. 4. The root mean square errors of before iteration and after 10 iterations are shown in Table 2.

The simulation results shows that the proposed ILC scheme can improve the tracking accuracy with the increase of the iteration number. However, due to the noise accumulation problem described in Section 3, the learning process must be stopped once the tracking error meet the requirement to prevent any possible joint oscillations. As addressed by Tayebi et al [26], trade off between the convergence rate and the joints chattering phenomenon is considered by tuning the learning gain $\gamma$. Furthermore, the cut-off frequency of the filter used to generate the joint velocity also has large effect on the convergence property.

5 Conclusion

The control scheme designed in this work contains an ILC feedforward controller, an inverse dynamics feedforward controller, and a PD feedback controller. The coordination work of these three control method makes the compensation for both repetitive and non-repetitive disturbances of any frequency possible. The control accuracy of the industrial manipulator at the first implementation is guaranteed by taking advantage of the inverse dynamics. The PD feedback controller provides compensation of non-repeating and low frequency disturbances. The ILC algorithm is used to suppress the repetitive and high frequency disturbances. The control accuracy is improved progressively with the successive iterations. Both the feedback and ILC algorithm contribute to the convergence of the control scheme, which is proved using CEF method. The simulation on the OpenManipulator shows promising results in the tracking accuracy.
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