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Abstract

The computing world is undergoing a drastic change from traditional non-centralized distributed system architecture to typical parallel and pseudodistributed nodes. Such nodes are scattered across different geographic areas to a centralized cloud computing architecture where data transformation and computations are operated somewhere on any node. Data centres owned and maintained by third party or a cloud can be formed and maintained using the number of physical machines. These machines can be of different configurations or using virtual machines on a shared LAN to communicate with each other. It has been experienced that there is always a difference in performance when the MapReduce program is run on various input statements and different Distributed File System (DFS).

The use case on data generation from the Security Logs from the server machine has been taken into consideration. In our case to run this program, the mini-cloud has been configured on LAN. The outcome of analysis has been carried out using a MapReduce program, tested on the data generated from the security software, have been tested on various DFS like Hadoop, Ceph, Glusterfs and the Zfs. These DFS installed on infrastructures like Single Virtual Machine, a cluster of Virtual Machine and the minicloud. It has been noticed that MapReduce is the best technique for the logs analysis and computations.
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1. Introduction

Distributed File Systems have been developed to support the style of data accessing in the manner of write-once, producing high-throughput and does parallel streaming. These include the I/O subsystem such as Glusterfs, Zfs, Ceph and the Hadoop Distributed File System (HDFS).

The software framework MapReduce has been used for analysis and computation. It is an open-source implementation; Hadoop is deployed in the Cloud to generate the availability of virtualized resources and pay per-usage cost model of cloud computing. Logs are a perfect fit for analysis using MapReduce for few reasons. First, logs usually follow a certain pattern and they are unstructured in nature, however it isn't significant to use a RDBMS to handle them and may require changes to the structure of the database to compute them. Secondly, logs represent a use case where scalability not only matters but is a key to keep the system sustainable. As services grow, so does the amount of logs and the need of getting some important results out of them. In this paper the study has been performed to show how various Distributed File Systems give the output of processing the security logs generated from antivirus work on a mini cloud which has been maintained on few machines in small setup.

Instead of using the pay-per-use cloud model, we have developed a cloud on few machines which are in local area network. MapReduce is a software framework *Author for correspondence
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2. Comparative Approaches of Security Log Analysis

It has been mentioned in [1] that the use of processing web log file is problematic on single processor programs because of the big sizes. The authors mentioned that there is a necessity of using a parallel processing approach to work effectively on massive amount of large datasets. It has been suggested in [2], for filtering and aggregation of jobs the MapReduce method takes less time than Hash algorithm. The hash algorithm takes more time because it has to compute the hash values for both map and reduce functions and store it in a hash table. Whenever the job is executed, the hash value is retrieved from the hash table and combines it with the number of tasks it carries out and generates the result. However, the MapReduce technique doesn’t need to calculate the hash value and just it execute the mapping and reducing of the data. However, as it has been suggested earlier it isn’t significant to use a RDBMS to handle them and may require changes to the structure of the database to compute them as the logs are unstructured in nature.

As the quick development of internet technology and digital data in recent years is showing explosive growth, mobile devices and cloud computing environment is generating huge data logs. Traditional text software’s and relational database technology has been facing bottleneck and the presented results are not up to the mark [3].

In this paper we have taken into consideration, the analysis of heavy log data generated from the security software. In order to analyse the log data, we obtain required knowledge from this log data with the help of data analysis. Log files are being produced with the software extremely quickly as and when the antivirus software is run every day on the number of machines in LAN. In a day, one data centre is able to produce ample log data. The size of the sets of data is very large. We need a parallel processing system as well as a dependable data storage mechanism to perform the analysis of such huge datasets. The Hadoop framework gives us dependable data storage with the help of Hadoop Distributed File System as well as MapReduce calculating standard that acts as a parallel operating setup over huge sets of data. A Hadoop Distributed File System splits the initial data as well as provides the initial data fragments across various computers across HDFS cluster.

This problem statement analyses the heavy data workload and following is the outcome –
• Which all users are working in LAN,
• How many number of machines are connected,
• URLs accessed by the users,
• How many times a user has accessed a specific website.

3. Various Steps to Perform Analysis on Securitylogs using Hadoop

The various steps carried to perform an analysis on Security Logs, mentioned in Table 1 using Hadoop are as follows:

3.1 Data Pre-processing

All the records to be processed are dispersed across the different Application Servers. The security logs are captured from various machines connected in LAN.

3.2 Upload

The data is a typical block size is uploaded into the HDFS specified directories through various commands.

3.3 Hadoop Processing

The data is not changed after the security log file is stored in HDFS. The system functions are divided into two categories such as batch analysis and interactive input conditions. The main purpose of batch analysis is to estimate traffic statistics and conduct multi-dimensional analysis.

We wrote a specific MapReduce function to count and find how many users have visited which all websites at what time and how much time.

3.4 Analysis

The count of how many users visited a specific URL in a day has been maintained.

4. Study of Architecture and Implementation Issues

4.1 Hadoop

Hadoop is an Apache open source project. Its architecture supports the storage, transformation and analysis of very large datasets. Hadoop is a massively parallel processing solution and characterized as a massive I/O platform. Massive can be a relative term which changes and dependent on various infrastructure used. Two critical components of Hadoop are the Hadoop Distributed File System (HDFS) and the MapReduce algorithm. Both the components allow efficient parallel computation on very large datasets. HDFS is based on Google File System i.e. GFS.

On the top of the various DFS mentioned below the Hadoop Distributed File System has been installed using plugins and MapReduce programs were executed for various use cases.

4.2 Glusterfs

Glusterfs is an open source model. Glusterfs is designed to provide a scale-out architecture for both performance and capacity and is able to scale up or down. Operation of Glusterfs is done in user space so it makes installing and upgrading Glusterfs significantly easier. Storage system servers can be added or removed on-the-fly with data automatically rebalanced across the cluster. Glusterfs locates data algorithmically on the basis of the path name and the file name, any storage system node and any client requiring read or write access to a file in a Glusterfs storage cluster performs a mathematical operation that calculates the file location. Experimental work on installation and configuration of Glusterfs is found to be smooth.

Recent introduction of GlusterFSSHadoop plugin (HDFS interface) enables Hadoop applications to take advantage of unstructured file and object data hosted.
on Gluster volumes in place. On the Glusterfs cluster, Glusterfs 3.7.17 build is been installed. On the top of it, glusterfs-Hadoop plugin has been installed. In order to configure the said plugin, we made specific type of deployment. Firstly, HadoopJobTracker and TaskTrackers are installed on Glusterfs server’s trusted storage pool for a given Glusterfs volume. The JobTracker used the plugin to query the job input files in Glusterfs, they determine the file placement as well as the distribution of file replicas across the cluster. The TaskTrackers used the plugin to control a local fuse mount of the Glusterfs volume in order to access the data required for the tasks.

4.3 Zfs

The Z file system is built in 2004 by Sun Microsystems which is free and open source logical volume manager for using it in their Solaris operating system. In ZFS, the basic storage unit is a “storage pool” or zpool, to a single virtual drive. The storage pool understands physical details about the various storage hardware like devices, layout, redundancy, and so on and presents itself to an Operating System as a large “data store” that can support one or more file systems. It has been an experience at the time of setup, for configuring Zfs. One needs to have a robust infrastructure. Otherwise might create a bottleneck for performance. But running MapReduce on Zfs was smoothly performed. This is the way by which the implementation of Hadoop Distributed File System. It has been observed that MapReduce works well on all the Distributed File Systems.

4.4 Cephfs

Ceph is distributed file system and is an object-based, open source, parallel file system whose design is based object-based storage, which divides the traditional file system architecture into two components viz. a client component and a storage component and it increases scalability. A Ceph OSD as a process that runs on a cluster node and uses a local file system to store data objects. A CRUSH (Controlled Replication Under Scalable Hashing) algorithm to compute on demand where the data should be written to or be read from.

One mon node and 3 Object Storage Device (OSD) nodes have installed on virtual machines. It has been found that during recovery mon nodes and OSDs nodes need significantly more RAM. If the user has decided to implement Ceph on Virtual Machines, one will need to ensure that those other processes leave sufficient processing power for Ceph daemons. The additional CPU-intensive processes have to be run on separate hosts. After implementation, it has been observed that data storage has to be planned carefully, otherwise system gets slower. Once gets installed, achieving the active-clean states for placement groups is the final state then and there the user can start executing commands on Cephfs. As a part of this implementation, Ceph version 9.2.1 has already been installed. We configured the cephfs-Hadoop plugin on underlying distributed file system of Ceph. The ceph-hadoop plugin cephfs-hadoop.jar is been configured properly. It has been observed from our implementation that Ceph and Hadoop 1.x and 2.x work satisfactorily together.

5. Mapreduce Implementation on DFS

Hadoop is an implementation of the abstract idea called “map-reduce”. That is, it is a programming model for a certain type of calculation that consists of a parallel “map” step, followed by some form data gathering that is “reduce”. MapReduce consists of a first “map” step, in which a master node (acting as a coordinator) divides the initial input into smaller chunks, each to be used in its own separate sub-task, and distributes them to worker nodes. Each worker performs the tasks it was given, and reports its completion to the master.

At the next “reduce” step, the master node schedules one or more tasks on workers to perform join operations on the map outputs, to combine initial problem to be solved. In the cloud environment, MapReduce relies on a shared, parallel file system at each step like Google File System.
6. Experimental Approaches, Discussion and Analysis of DFS Implementation

6.1 Particulars of Implementation

For this article, the MapReduce algorithm was implemented on a system using:

- Off-the-shelf commodity machines.
- Hadoop 1.2.1, 1 NameNode and 3 DataNodes.
- 4 GB RAM on Master node and 1 GB RAM on slave nodes.
- Eclipse IDE 3.0.
- Cent OS7.0/Ubuntu 8.2 or above.

The security log analysis is carried on various infrastructure approaches viz. single machine as given in Figure 2, mini-cloud and the cluster of Virtual Machines as mentioned in Figures 3 and 4, which has been performed on the commodity PCs. The said Distributed File Systems named Cephfs, Hadoopfs, Glusterfs and Zfs have been installed on the given infrastructure. Memory sized used in the virtual machines is the 1 GB and for Cephfs it was 2 GB. The commodity PCs memory size is of 4 GB each. On the remaining three machines i.e. Zfs, Glusterfs and Hadoopfs the Hadoop has been installed using various plugins and it ran smoothly on these Distributed File Systems.

The analysis is carried out and the few attributes like, the MapReduce program started execution, how much total time taken for execution, CPU time taken to execute the whole process, how many records were given as an input and how much heap memory was required to execute on all types of infrastructure.

It has been observed that on single machine the total execution time taken is much more than the other three DFS where HDFS is installed for the same number of records in the input file, the reason behind it is, the resources are divided among many running processes on single machine.

But in case of Mini-cloud and the VM Cluster, the total execution time taken to execute the whole MapReduce program on Plain Hadoop is much more less than the Glusterfs and the Cephfs along with the CPU time taken. However, it has been noticed from the implementation work that Ceph was definitely more unstable than HDFS and it required lot of tweaking and fixing.

The Zfs is lightweight DFS, it has taken very less execution time, minimal CPU time and less heap memory than all the other three DFS viz. Hadoopfs, Cephfs and
the Glusterfs in all the type of approaches like VM cluster, mini-cloud and the single VM machine.

7. Conclusion

It has been observed that when the log file is processed on the various infrastructure approaches like single VM, cluster of VMs and the mini-cloud then, the CPU time is always taken more on the single VM than the mini cloud. The reason behind this is all the resources are available for the running process on the mini-cloud. In case of single VM the resources like CPU time, memory and secondary storage device are distributed and divided among the number of processes running along with single VM. Overall it has been noticed that the MapReduce program run Ceph on any type of infrastructure approach took up more time on than all other DFS. The total time taken for execution and CPU time on mini-cloud was much less in all approaches of infrastructure than the other two approaches. Future work may include a comparative approach on the other types of frameworks of Hadoop by which data analysis is done satisfactorily.
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