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Abstract: Many judgment debtors try to evade, confront, and delay law enforcement using concealing and transferring their property to resist law enforcement in China. The act of hiding property seriously affects people’s legitimate rights and interests and China’s legal authority. Therefore, it is essential to find an effective method of analyzing whether a judgment debtor hides property. Aiming at the hidden property analysis problem, we propose a case-based reasoning method for the judgment debtor’s hidden property analysis. In the hidden property analysis process, we present the attributes of the enforcement case by crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables and develop a hybrid similarity measure between the historical enforcement case and the target enforcement case. The results show that the recommendations obtained with the information and knowledge of similar historical cases are consistent with judicial practice, which can reduce the work pressure of law enforcement officers and improve the efficiency of handling enforcement cases.
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1. Introduction

Due to the influence of the whole society’s low legal consciousness, lack of the social credit system, imperfections of the property supervision system, and other factors, a large number of judgment debtors try their best to evade, confront, and delay law enforcement by concealing and transferring their property and even resort to violent means to resist law enforcement. In China, valid legal instruments are difficult to implement, and we call it “difficulty in law enforcement.” The problem of “difficulty in law enforcement” seriously affects the realization of people’s legitimate rights and interests and promotes credibility and power of China’s justice. Moreover, the Supreme People’s Court’s statistical data show that from 2016 to 2018, there were about six million enforcement cases per year on average, and every law enforcement officer needed to handle about 150 enforcement cases every year. The existing staffing is far from meeting the needs of judicial enforcement. Therefore, it is essential to study an effective method to analyze whether a judgment debtor hides property, which improves the efficiency of enforcement cases and reduces law enforcement costs.

The decision whether hidden property analysis of a judgment debtor is needed mainly relies on the law enforcement officers’ own case handling experience to judge whether the judgment debtor has concealed property. Still, the process of handling cases is often restricted by subjective and objective factors such as information asymmetry and personal prejudice. Besides, hidden property analysis information comes from the Supreme People’s
Court’s inspection and control system. The system is connected with the Ministry of Public Security, the Ministry of Transport, the People’s Bank of China, and banking financial institutions. It can include the real estate, deposits, ships, vehicles, and other judgment debtor information. It can cover the main property forms and relevant information on the judgment debtor. The existing inspection and control system involves various data forms, such as crisp symbols, crisp numbers, interval numbers, and fuzzy variables. For example, the gender of the judgment debtor is male or female, expressed as a crisp symbol, and the annual income is a crisp number. When describing the value of the attribute “frozen property,” it is impossible to accurately estimate the exact amount of frozen property such as houses and vehicles according to the market value. Generally, an interval value is more reasonable than describing the attribute by a crisp number. Meanwhile, considering there are no unified quantitative methods to express attributes such as credibility, consumption level, and work, fuzzy linguistic variables provide a suitable tool for presenting the attribute values given by expert judges. Thus, fuzzy logic is implemented to express the imprecision and vagueness of the enforcement cases’ attributes.

The existing method of hidden property analysis has four aspects of characteristics and is shown as follows. Firstly, there is no unified and feasible method to facilitate the operation in the decision-making process of enforcement cases; it mainly depends on the law enforcement officers’ experience to deal with enforcement cases. Secondly, law enforcement officers are under high pressure and have to deal with many enforcement cases. Therefore, there is no effective analysis method to preliminarily judge the possibility of concealment of the judgment debtor’s property. It is impossible to find out the hidden property of a judgment debtor. Thirdly, the existing inspection and control system involves various forms of data, such as text data, crisp symbols, crisp numbers, interval numbers, and fuzzy variables. Fourthly, it mainly depends on the law enforcement officers to screen the data, which need to be processed quantitatively.

We developed a case-based reasoning (CBR) approach to hidden property analysis of a judgment debtor through the above analysis. CBR is a methodology that imitates the reasoning and thinking process of human beings. It mainly uses specific knowledge of historical cases to solve new problems by searching for historical cases similar to new problems, which provides a useful technology for analyzing the possibility of property hidden by a judgment debtor. The main idea of the CBR approach to hidden property analysis is to extract the experience of historical enforcement cases to analyze whether the judgment debtor has concealed property or not. Specifically, the significant attributes of the historical enforcement case and the target enforcement case, such as credibility and consumption level, are presented. Then, the hybrid similarity between the historical enforcement case and the target enforcement case are calculated. Moreover, the hybrid similarity is used to extract several similar historical enforcement cases with reference significance for the target enforcement case. The historical case set’s empirical knowledge helps to analyze and assess whether the judgment debtor conceals property in the target enforcement case. The case reasoning process is shown in Figure 1.

The contributions of our work are as follows. Firstly, we develop the framework of CBR-based hidden property analysis of a judgment debtor which provides a fast and useful tool to analyze the possibility of the property concealed by a judgment debtor. It solves the decision-making problem of the target enforcement case according to the experience of historical cases, assists law enforcement officers in finding out the hidden property of judgment debtors, and improves the accuracy and efficiency of the enforcement cases’ judgments. Secondly, in the enforcement case presentation process, we use four types of data transformed from the Supreme People’s Court’s inspection and control system: crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables. Thirdly, we propose a hybrid similarity measure method including the four types of data, which is simple and effective. Finally, we give the optimal recommendations for hidden property analysis, including the four types of data in CBR, not just case retrieval.
Section 2 reviews some related literature about hidden property analysis and CBR. Section 3 develops a CBR model for hidden property analysis of a judgment debtor. The framework of the CBR-based model for hidden property analysis, enforcement case presentation, a measure of hybrid similarity between a historical case and the target case, extraction of similar historical cases, and generation of recommendations are introduced. Section 4 provides a case study concerning hidden property analysis of a judgment debtor. Some conclusions are presented in Section 5.

2. Literature Review

At present, China is still in the primary stage of socialism. There are some problems, such as weak awareness of the rule of law, lack of social integrity, severe lag in the implementation of the legal system, laws and regulations, resulting in the phenomenon of “difficulty in law enforcement.” The problem of “difficulty in law enforcement” seriously affects the social harmony and stability, the fairness and justice of the law, and the authority of justice, which the society is widely concerned about. Hidden property analysis of a judgment debtor acts as an essential link to solve the problem of “difficulty in law enforcement.”

Scholars have been paying more attention to the use of computers and information technology to detect fraud and money laundering of criminal suspects. Bell [1] analyzed and summarized the cases of concealment or transfer of property in the United States. Meanwhile, billions of dollars of losses are caused by credit card transaction fraud every year in the United States; the key to reducing these losses is to study practical fraud detection algorithms. In the face of the characteristics of nonstationary distribution, high imbalance, and dispersion of data, Dal Pozzolo et al. [2] developed a credit fraud detection approach based on the machine learning technology to assist fraud investigators. However, there is still no public dataset on the credit card fraud that can be used to test the effectiveness of the algorithm. For online payment fraud, van Vlasselaer et al. [3] proposed an
extended method for detecting fraudulent credit card transactions at online stores. The method mainly adopts the basic principle of RFM (recency, frequency, monetary), combines the characteristics of transaction behavior and the internal characteristics of historical customer transaction data, and verifies the algorithm through online transaction data. The results show that the algorithm considers transaction behavior characteristics and customer history and has a better prediction effect than other methods. Based on the financial transaction data, the Polish police identified the money laundering mode of a criminal suspect. Based on the case handling experience of the Polish police, Dreżewski et al. [4] developed a set of money laundering detection systems using the Apriori algorithm, the PrefixSpan algorithm, the FP growth algorithm, and the Eclat algorithm. They visualized the analysis results, which were used to detect the capital flow of criminal suspects to assist in polishing police investigations of money laundering crimes. Van Vlasselaer et al. [5] put forward a time-weighted network algorithm to identify enterprises that evade paying taxes and intentionally go bankrupt. The results show that the recognition accuracy of the algorithm is as high as 55%. Aiming at fraud in electronic payments, Carcillo et al. [6] proposed an extensible real-time fraud detection system which combines big data tools (Kafka, Spark, and Cassandra) with the machine learning method. The method can solve the problems of imbalance, instability, and feedback delay. The experimental results on a large number of original credit transaction datasets show that the framework can effectively detect fraud in a large number of credit card transactions. Recently, some researchers have focused on judgment debtors. Zhang et al. [7] analyzed the possibility of law enforcement on the basis of the judgment debtor’s credibility and number of transferred assets and constructed a hybrid TODIM framework to assess which the judgment debtor is more likely to repay the debt. Wu et al. [8] used a hesitant fuzzy linguistic distance method to measure whether the judgment debtor conceals property. He et al. [9] developed a novel probabilistic linguistic three-way multi-attribute decision-making method to analyze whether the judgment debtor features a concealing property behavior and ways of concealing property.

From the above analysis, a set of feasible and practical models and methods have not been formed to solve the problem of hidden property analysis of a judgment debtor. The primary purpose of hidden property analysis of a judgment debtor is to quickly and effectively assess whether the judgment debtor is likely to conceal their property. It is more efficient to extract a set of similar historical enforcement cases using the CBR technology to decide whether the judgment debtor has hidden property. The CBR technology is a useful tool to solve such problems. The main idea of the model is to analyze and assess whether the judgment debtor is likely to conceal property by extracting similar case sets from the historical enforcement case database. For complex problems with characteristics that are challenging to express and inability of establishing mathematical models, the CBR method has a perfect effect on solving such problems by imitating the human reasoning and thinking process [10–14]. So far, the research on CBR has mainly focused on the research framework and the calculation method of the similarity measure.

In the research of the CBR research framework, Wei and Dai [15] expressed the uncertainty of emission characteristics of traffic pollution sources by interval-valued intuitionistic fuzzy sets. They put forward the framework of traffic emission prediction based on the CBR method. Facing case presentation with mixed multiformat attribute values, Zheng et al. [16] transformed crisp numbers, interval numbers, and multigranularity linguistic variables into intuitionistic fuzzy numbers to present the attributes of gas explosion accidents and developed a new hybrid multi-attribute case retrieval method to extract similar historical cases. Construction risk identification mostly depends on expert knowledge or prior knowledge of the project. Somi et al. [17] introduced a new risk identification framework for renewable energy projects based on CBR. In the CBR model, fuzzy logic is used to describe the uncertainty in the process of risk identification, and similar historical renewable energy projects are extracted, which is conducive to improving the level of risk management in the construction stage. Cai et al. [18] established a case base, extracted the features of EEG, and established a CBR method for depression recognition, and the accuracy rate of
the developed CBR approach is 91.25%. Hu et al. [19] point out that CBR is widely used in engineering cost estimation, project bidding, bidding procurement, environment and sustainable management. Pla et al. [20] developed a distributed medical diagnosis decision support tool by using the CBR method, which significantly improved the efficiency of medical diagnosis under joint operation. El-fakdi et al. [21] used CBR to evaluate the case specificity in complex surgery or minimally invasive surgery and used 82 patients with aortic valve implantation in the Affiliated Hospital of Renne University as samples for demonstration. Ramos et al. [22] proposed a CBR framework based on gradient boosting feature selection and applied it to the differential diagnosis of squamous cell carcinoma and adenocarcinoma to improve the accuracy of diagnosis. The generalization ability of the method was verified by training and evaluating two independent datasets. To simulate the memory process of the human brain, Herrero [23] introduced a bottom-up CBR-learning framework and trained a group of cooperative/competitive reaction behaviors of the Aibo robot in the RoboCup environment to test the effectiveness of the proposed framework.

Similarity measure plays a significant role in CBR, which directly affects the accuracy of analysis results. In the research of similarity measure, Gilboa et al. [24–26] proposed that the similarity of cases mainly consists of average similarity and action similarity, considered the decision scheme by pairing the problem with the decision scheme, and introduced the weighted utility function to test the consistency of the preference order. Caramuta et al. [27] divided the complex decision-making problem into several nodes and obtained similarity of the decision-making problem using the graph theory method. To express the uncertainty of features in cases, Fan et al. [28,29] developed a comprehensive similarity measure to solve the problem of data diversification in the CBR method. The data types included crisp numbers, interval numbers, intuitionistic fuzzy numbers, hesitant fuzzy numbers, interval type-2 fuzzy numbers. Besides, Zhang et al. [30–34] introduced some similarity measures for the fuzzy environment. Chergui [35] studied the semantic similarity method in the community question-answering system and proposed a semantic Bayesian reasoning method for the semantic uncertainty implied in a natural language text, which had an excellent experimental effect in the community question-answering system.

Considering the advantages of the CBR method in solving complex decision-making problems, the CBR method has been extended to the legal field. Through the analysis and summary of users’ transaction behavior, Adedoyin [36] proposed an improved CBR method for mobile remittance fraud detection, trying to detect abnormal patterns in transactions. The performance of this method is better than that of the single feature method. To solve the problem of employee information leakage, Boehmer [37] proposed a method of employee behavior identification based on the CBR technology, directed acyclic graphs, and the Hamming similarity measure. To crack down on illegal immigration, Chang [38] put forward a method combining CBR and expert systems to classify and analyze the patterns of illegal smuggling and restore the investigation system of cracking down on illegal smuggling. Han et al. [39] extracted the characteristics of network crime and used the CBR technology to identify hackers.

Although significant achievements have been reached in the existing research, there are still some areas to be improved.

1. So far, there is no research on hidden property analysis of a judgment debtor. Considering the complex and changeable decision-making environment, the difficulty in feature extraction, and the difficulty in establishing a decision-making model, it is urgent to study a fast and effective method of analyzing the possibility of hidden property.

2. In the process of case presentation, attribute values are mainly expressed by crisp numbers. With the diversification of data types, the existing case presentation in CBR cannot satisfy the needs of case presentation. It is necessary to fully consider various forms of data, such as crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables.

3. The similarity measure in CBR considers one data type or two and has no consideration on various types of data.
(4) The existing CBR research has focused on case retrieval and cannot provide recommendations.

3. CBR Approach to Hidden Property Analysis of a Judgment Debtor

3.1. The Framework of the CBR-Based Hidden Property Analysis of a Judgment Debtor

In this section, we introduce the research framework of hidden property analysis of a judgment debtor based on CBR, as shown in Figure 2. The research framework consists of two parts: the research content and the relevant theoretical methods, which are placed on the left and right sides of the frame diagram, respectively. The research content includes the preparation stage and the stage of hidden property analysis. In the preparation stage, we prepare the current hidden property analysis problem and regard it as the target case. Besides, we collect some similar enforcement cases and regard them as historical cases. The stage of hiding possibility analysis mainly includes four steps: (1) case presentation structurally presents the attributes of the target case and the historical case; (2) hybrid similarity measure calculation of the similarity measure under various attributes represented by different types of data between the target case and the historical case and aggregation thereof to form the hybrid similarity measure; (3) extraction of similar historical enforcement cases, initialization of the similarity threshold, and selection of a historical enforcement case set with high similarity based on the threshold value; (4) generation of a recommendation regarding the hidden property analysis problem according to the extracted similar historical enforcement cases and decision whether the judgment debtor may be concealing their property.

![Figure 2. The framework of CBR for hidden property analysis of a judgment debtor.](image)

3.2. Enforcement Case Presentation

In the process of hidden property analysis of a judgment debtor, case presentation mainly presents the historical enforcement cases and the target enforcement case according to a specific format, which provides the basis for the CBR process. Therefore, the appropriate and effective case presentation is essential for hidden property analysis. An appropriate case presentation method can improve the efficiency of extracting historical enforcement
cases and enhance the accuracy of the results of hiding property analysis. The enforcement case presentation is as follows:

The CBR-based hidden property analysis approach includes historical enforcement cases and target cases. The case can be presented as “Case = [Enforcement case situation, hidden property analysis result].”

Case: \( C = \{ C_1, C_2, \ldots, C_n \} \) and \( C_0 \) represent the set of historical enforcement cases and the target enforcement case, respectively, where \( C_i \) represents the \( i \)th historical enforcement case, \( i \in N = \{ 1, 2, \ldots, n \} \). In the target case \( C_0 \), the result of hidden property analysis is unknown, which needs to be solved by the proposed method.

Enforcement case situation: Let \( Q = \{ Q_1, Q_2, \ldots, Q_m \} \), \( q_0 = \{ q_{01}, q_{02}, \ldots, q_{0m} \} \), \( q_i = \{ q_{i1}, q_{i2}, \ldots, q_{im} \} \) be the collection of the attributes of enforcement cases, historical enforcement cases, and target enforcement cases, respectively, where \( Q_i, q_{ij}, q_{0j} \), respectively, represent the \( j \)th attribute of enforcement cases, historical enforcement cases, and target enforcement cases, \( j \in M = \{ 1, 2, \ldots, m \} \). Let \( w^p = \{ w^1_p, w^2_p, \ldots, w^m_p \} \) be the weight vector of the attributes of the enforcement case, where \( w^p_j \) is the weight of the \( j \)th attribute of the enforcement case.

Meanwhile, the attribute values of target enforcement cases \( q_{0j} \) and the attribute of historical enforcement cases \( q_{ij} \) can be expressed in the form of crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables. For example, when the attribute is “gender,” the value can be expressed as male or female. The value of the attribute “annual income” can be expressed as a crisp number. When describing the value of the attribute “frozen property,” it is impossible to accurately estimate the exact amount of frozen property such as houses and vehicles. An interval value is more reasonable than describing the attribute by a crisp number. Meanwhile, considering there are no unified quantitative methods to express attributes such as credibility, consumption level, and work, fuzzy linguistic variables provide a suitable tool for presenting the attribute values given by the expert judges.

To distinguish between different data types, the attribute set of the enforcement case includes four subsets: crisp symbol attribute set \( Q^I \), crisp number attribute set \( Q^{II} \), interval number attribute set \( Q^{III} \), and fuzzy linguistic variable attribute set \( Q^{IV} \), satisfying \( Q = Q^I \cup Q^{II} \cup Q^{III} \cup Q^{IV} \), where \( Q^I = \{ Q_1, Q_2, \ldots, Q_{m_1} \} \), \( Q^{II} = \{ Q_{m_1+1}, Q_{m_1+2}, \ldots, Q_{m_2} \} \), \( Q^{III} = \{ Q_{m_2+1}, Q_{m_2+2}, \ldots, Q_{m_3} \} \), \( Q^{IV} = \{ Q_{m_3+1}, Q_{m_3+2}, \ldots, Q_{m} \} \), and the corresponding subscript sets are \( M^I = \{ 1, 2, \ldots, m_1 \} \), \( M^{II} = \{ m_1 + 1, m_1 + 2, \ldots, m_2 \} \), \( M^{III} = \{ m_2 + 1, m_2 + 2, \ldots, m_3 \} \), \( M^{IV} = \{ m_3 + 1, m_3 + 2, \ldots, m \} \), satisfying \( M^I \cup M^{II} \cup M^{III} \cup M^{IV} = M \).

Hidden property analysis result: Let \( D = \{ D_1, D_2, \ldots, D_h \} \) be the attribute set of the results of hidden property analysis, where \( D_l \) represents the \( l \)th attribute of the result, \( l \in H = \{ 1, 2, \ldots, h \} \). Let \( d_i = \{ d_{i1}, d_{i2}, \ldots, d_{ih} \} \) and \( d_0 = \{ d_{01}, d_{02}, \ldots, d_{0h} \} \) be the eigenvalue vectors of the judgment results of the hidden property of historical enforcement case \( C_i \) and target enforcement case \( C_0 \), then \( d_0 = \{ d_{01}, d_{02}, \ldots, d_{0h} \} \) needs to be solved in the problem.

To sum up, the presentation of historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is shown in Table 1, in which \( X \) represents the results of hidden property analysis in target enforcement case \( C_0 \).

### Table 1: Presentation of historical enforcement cases \( C_i \) and target enforcement case \( C_0 \)

| Attributes of the Enforcement Case Situation | Attributes of the Results of Hidden Property Analysis |
|---------------------------------------------|---------------------------------------------|
| \( Q^I \) | \( \ldots \) | \( Q^{IV} \) | \( \ldots \) | \( Q^m \) | \( D_1 \) | \( D_2 \) | \( \ldots \) | \( D_h \) |
| \( C_1 \) | \( q_{11} \) | \( q_{12} \) | \( \ldots \) | \( q_{1m1} \) | \( \ldots \) | \( q_{1m3} \) | \( \ldots \) | \( q_{1m} \) | \( d_{11} \) | \( d_{12} \) | \( \ldots \) | \( d_{1h} \) |
| \( C_2 \) | \( q_{21} \) | \( q_{22} \) | \( \ldots \) | \( q_{2m1} \) | \( \ldots \) | \( q_{2m3} \) | \( \ldots \) | \( q_{2m} \) | \( d_{21} \) | \( d_{22} \) | \( \ldots \) | \( d_{2h} \) |
| \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( C_e \) | \( q_{e1} \) | \( q_{e2} \) | \( \ldots \) | \( q_{em1} \) | \( \ldots \) | \( q_{em3} \) | \( \ldots \) | \( q_{em} \) | \( d_{e1} \) | \( d_{e2} \) | \( \ldots \) | \( d_{eh} \) |
| \( C_0 \) | \( q_{01} \) | \( q_{02} \) | \( \ldots \) | \( q_{0m1} \) | \( \ldots \) | \( q_{0m3} \) | \( \ldots \) | \( q_{0m} \) | \( \ldots \) | \( X \) |
3.3. Hybrid Similarity Measure between Historical Enforcement Cases and the Target Enforcement Case

In enforcement cases, the attribute values mainly include four data types: crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables. The similarity measures of different data types are also different. Here, we introduce the similarity measures of attribute values of the four different data types.

1) Crisp symbols

When the attribute value is a crisp symbol, that is, \( Q_i \in Q^I \), all the possible values of the attribute can be provided by a simple enumeration method. For example, when the attribute is “gender,” the attribute can be expressed as male or female. Let \( q_{ij}^I, q_{0j}^I \) be the attribute values of historical enforcement case \( C_i \) and target enforcement case \( C_0 \), respectively, represented by crisp symbols; then, similarity measure \( \text{sim}(C_0, C_i) \) under attributes \( Q^I \) between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is defined as follows:

\[
\text{sim}(C_0, C_i) = \begin{cases} 
1, & q_{ij}^I = q_{0j}^I \ 
i, j \in M^I \\
0, & q_{ij}^I \neq q_{0j}^I
\end{cases}
\]  

(1)

2) Crisp numbers

When the attribute value is a crisp number, that is, \( Q_i \in Q^{II} \), if \( q_{ij}^{II}, q_{0j}^{II} \) are, respectively, the attribute values of historical enforcement case \( C_i \) and target enforcement case \( C_0 \) represented by the crisp number, the calculation formula of the different degree under attribute \( Q^{II} \) between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is as follows:

\[
\delta\left(q_{ij}^{II}, q_{0j}^{II}\right) = \frac{1}{\Delta^{II}_{\text{max}}} \sqrt\left(\frac{q_{ij}^{II} - q_{0j}^{II}}{\Delta^{II}_{\text{max}}}]^2, i \in N, j \in M^{II}\right)
\]

(2)

where \( \Delta^{II}_{\text{max}} = \max\left\{ \sqrt\left[q_{ij}^{II} - q_{0j}^{II}]^2 | i \in N, \delta\left(q_{ij}^{II}, q_{0j}^{II}\right) \in [0, 1] \right\} \)

Under attribute \( Q^{II} \), similarity measure \( \text{sim}(C_0, C_i) \) between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is based on the distance measure considering the reflexivity, symmetry, and other properties of the similarity and constructed using the negative exponential function \[40–42\]. Therefore, the calculation formula is as follows:

\[
\text{sim}(C_0, C_i) = \exp\left[-\delta\left(q_{ij}^{II}, q_{0j}^{II}\right)\right], i \in N, j \in M^{II}
\]

(3)

3) Interval numbers

When the attribute value is an interval number, that is, \( Q_i \in Q^{III} \), the interval number has certain advantages in describing the uncertainty of the attribute value. For example, when representing the attribute value of “frozen property,” the specific amount of frozen property, such as houses and vehicles, cannot be accurately estimated according to the market circulation value. Generally, the attribute value is expressed with an interval number, which is more reasonable than the crisp number. Suppose \( q_{ij}^{III}, q_{0j}^{III} \) are the attribute values of historical enforcement case \( C_i \) and target enforcement case \( C_0 \) expressed by interval numbers, where \( q_{ij}^{III} = [q_{ij}^U, q_{ij}^L], q_{0j}^{III} = [q_{0j}^U, q_{0j}^L] \); then, the calculation formula of the different degree between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is as follows:

\[
\delta\left(q_{ij}^{III}, q_{0j}^{III}\right) = \frac{1}{\Delta^{III}_{\text{max}}} \sqrt\left(\frac{q_{ij}^{III} - q_{0j}^{III}}{\Delta^{III}_{\text{max}}}]^2 + \frac{\pi_{ij}^{III} - \pi_{0j}^{III}}{\Delta^{III}_{\text{max}}}]^2, i \in N, j \in M^{III}
\]

(4)
where \( \Delta_{ij}^{III} = \max \left\{ \sqrt{\left( q_{ij}^{III} - q_{0ij}^{III} \right)^2 + \left( \delta_{ij}^{III} - \delta_{0ij}^{III} \right)^2} \right\}, i \in \mathbb{N}, j \in M^{III} \).

Under attribute \( Q^{III} \), similarity measure \( \text{sim}(C_0, C_i) \) is as follows:

\[
\text{sim}(C_0, C_i) = \exp \left[ -\delta \left( q_{ij}^{III}, q_{0ij}^{III} \right) \right], i \in \mathbb{N}, j \in M^{III}
\]  

(5) Fuzzy linguistic variables

When the attribute values are fuzzy linguistic variables, that is, \( Q_j \in Q^{IV} \), fuzzy linguistic variables have certain advantages in the expression of uncertainty and fuzziness of the attribute values. For example, there is no unified quantitative standard for the attribute “credibility,” and fuzzy linguistic variables such as “poor,” “medium,” and “good” are usually used. Suppose that \( q_{ij}^{IV} \) and \( q_{0ij}^{IV} \) are the attribute values of historical enforcement case \( C_i \) and target enforcement case \( C_0 \) represented by fuzzy triangular numbers, respectively, where \( q_{ij}^{IV} = (d_{ij}, d_{ij}^b, d_{ij}^c) \) and \( q_{0ij}^{IV} = (d_{0ij}, d_{0ij}^b, d_{0ij}^c) \). Different degree \( \delta \left( q_{ij}^{IV}, q_{0ij}^{IV} \right) \) between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) is as follows:

\[
\delta \left( q_{ij}^{IV}, q_{0ij}^{IV} \right) = \frac{1}{\Delta_{ij}^{IV}} \left\{ \sqrt{\left( \delta_{ij}^{IV} - \delta_{0ij}^{IV} \right)^2 + \left( q_{ij}^{IV} - q_{0ij}^{IV} \right)^2} + \left( q_{ij}^c - q_{0ij}^c \right)^2 \right\}, i \in \mathbb{N}, j \in M^{IV}
\]  

(6) Where \( \Delta_{ij}^{IV} = \max \left\{ \sqrt{\left( d_{ij} - d_{0ij} \right)^2 + \left( d_{ij}^b - d_{0ij}^b \right)^2 + \left( d_{ij}^c - d_{0ij}^c \right)^2} \right\}, i \in \mathbb{N}, j \in M^{IV} \).

Under attribute \( Q^{IV} \), similarity measure \( \text{sim}(C_0, C_i) \) is

\[
\text{sim}(C_0, C_i) = \exp \left[ -\delta \left( q_{ij}^{IV}, q_{0ij}^{IV} \right) \right], i \in \mathbb{N}, j \in M^{IV}
\]  

(7) Calculate the hybrid similarity measure between historical enforcement cases and the target enforcement case

Using Equations (1)–(7), similarity measure \( \text{sim}_j(C_0, C_i) \) of attribute \( Q_j \) between historical enforcement case \( C_i \) and target enforcement case \( C_0 \) can be obtained, and the hybrid similarity measure can be obtained by aggregating similarity measure \( \text{sim}_j(C_0, C_i) \) of attribute \( Q_j \).

Suppose that \( \text{Sim}(C_0, C_i) \) is the hybrid similarity measure between historical enforcement case \( C_i \) and target enforcement case \( C_0 \), then, the calculation formula of the hybrid similarity measure is as follows:

\[
\text{Sim}(C_0, C_i) = \frac{\sum_{j=1}^{M} \text{sim}_j(C_0, C_i)w_j}{\sum_{j=1}^{M} w_j}
\]  

(8) Obviously, \( \text{Sim}(C_0, C_i) \in [0, 1] \) and the larger \( \text{Sim}(C_0, C_i) \), the higher the similarity between historical case \( C_i \) and target case \( C_0 \).

3.4. Extraction of Similar Historical Enforcement Cases

Usually, similar historical enforcement cases are extracted by the hybrid similarity measure. The higher the hybrid similarity measure between a historical case and the target case, the more referential it is to the target case. Therefore, it is necessary to extract historical enforcement cases and construct a set of similar historical cases. To obtain a more reasonable similar historical case set, we need to set the hybrid similarity threshold.
Let $\tau$ be the similarity threshold, then the calculation formula of similarity threshold $\tau$, according to the principle in [28], is defined as follows:

$$\tau = \frac{Sim^{(+)}}{3} - \frac{Sim^{(-)}}{3},$$  \hspace{1cm} (9)

where $Sim^{(+)} = \max\{Sim(C_0, C_i) | i \in N\}$, $Sim^{(-)} = \min\{Sim(C_0, C_i) | i \in N\}$.

When $Sim(C_0, C_i) > \tau$, it means that the historical enforcement case has a high similarity with the target enforcement case and can be used for reference, so historical enforcement cases with high similarity are extracted. According to this principle (Equation (9)), all the historical enforcement cases greater than similarity threshold $\tau$ are extracted, and set $C^{Sim}$ of similar historical enforcement cases is constructed as follows:

$$C^{Sim} = \left\{ C_i | i \in N^{Sim} \right\}$$  \hspace{1cm} (10)

where $N^{Sim} = \{i | Sim(C_0, C_i) > \tau, i \in N\}$, $N^{Sim}$ being the subscript set of similar historical enforcement cases with vital reference significance. Obviously, $C^{Sim} \subset C$, $N^{Sim} \subset N$.

3.5. Generation of Recommendations for Hidden Property Analysis

As a result of hidden property analysis, the attribute value can be composed of crisp symbols, crisp numbers, interval numbers, or fuzzy linguistic variables. When the attribute value is a crisp symbol, the most frequent opinion is considered the recommendation opinion. For example, among the five similar enforcement cases extracted, in four of the extracted cases, the judgment debtors concealed property. In one of the extracted cases the judgment debtor had no hidden property. Therefore, we can judge that the judgment debtor in the target case also concealed their property. When the attribute value is a crisp number, an interval number, or a fuzzy linguistic variable, the attribute of the recommendation of hidden property analysis is aggregated with the attribute values from similar enforcement cases, and the weight of each similar historical case is converted using the hybrid similarity measure. The calculation method of the attribute value as a result of hidden property analysis in the target enforcement case is as follows:

1. If attribute value $d_{0l}$ of the result of hidden property analysis is a crisp symbol, attribute value $d_{0l}$ is defined as follows

$$d_{0l} = \left\{ d_{kl} \right\}, \text{ s.t. } k = \left\{ i \left| \max_{i} Sim(C_i, C_0) \right. , i \in N^{Sim} \right\}$$  \hspace{1cm} (11)

2. If attribute value $d_{0l}$ of the results of the analysis of the possibility of hidden property is a crisp number, an interval number, or a fuzzy linguistic variable, attribute value $d_{0l}$ is defined as follows:

$$d_{0l} = \frac{\sum_{i=1}^{N^{Sim}} d_{il} Sim(C_i, C_0)}{\sum_{i=1}^{N^{Sim}} Sim(C_i, C_0)}$$  \hspace{1cm} (12)

To sum up, the steps of the CBR approach for hidden property analysis of a judgment debtor are as follows:

Step 1: calculate similarity measure $sim(C_i, C_0)$ of attribute $Q_j$ between historical enforcement cases $C_i$ and target enforcement case $C_0$ using Equations (1)–(7).

Step 2: give the weight vector $W$ of the attributes of the enforcement case situation.

Step 3: calculate hybrid similarity measure $Sim(C_i, C_0)$ between historical enforcement cases $C_i$ and target enforcement case $C_0$, using Equation (8).

Step 4: ensure similarity threshold $\tau$ with Equation (9).
Step 5: extract historical cases with vital reference significance according to the extraction rules of similar enforcement cases (Equation (10)) and construct set $C_{Sim}$ of similar historical enforcement cases.

Step 6: using Equation (11) or (12), calculate attribute value $d_{0l}$ of the results of hidden property analysis and give optimal recommendation.

4. Case Study

4.1. The Process of Hidden Property Analysis

The CBR-based approach is a useful tool to extract similar historical cases and use the information and knowledge of similar historical cases to generate the recommendation of the target enforcement case effectively. To improve the efficiency of handling enforcement cases, we took the decision-making of enforcement cases as an example to demonstrate effectiveness of the proposed method.

Considering that a judgment debtor is the subject of the enforcement case, we selected some features of the judgment debtor as the attributes of the enforcement case, including gender ($Q_1$), age ($Q_2$), annual income ($Q_3$, 10,000 yuan/year), frozen property/enforcement target amount ($Q_4$), educational background ($Q_5$), comprehensive family strength ($Q_6$), work nature ($Q_7$), transaction behavior ($Q_8$), consumption level ($Q_9$), and credibility ($Q_{10}$). The data types of each attribute are shown in Table 2.

The linguistic term set used is shown in Table 3. $W = (0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1)^T$ is the weight of the attributes of enforcement cases given by the experts. We collected 15 historical cases ($C_1, C_2, \ldots, C_{15}$) shown in Table 4.

Table 2. The meanings of the attributes and their corresponding data types.

| Attributes | Meanings of Attributes | Data Type of the Attributes |
|------------|-----------------------|-----------------------------|
| $Q_1$      | Gender                | Crisp symbol                |
| $Q_2$      | Age                   | Crisp number                |
| $Q_3$      | Annual income         | Crisp number                |
| $Q_4$      | Frozen property/enforcement target | Interval number |
| $Q_5$      | Educational background | Fuzzy linguistic variable   |
| $Q_6$      | Comprehensive family strength | Fuzzy linguistic variable   |
| $Q_7$      | Work                  | Fuzzy linguistic variable   |
| $Q_8$      | Trading behavior      | Fuzzy linguistic variable   |
| $Q_9$      | Consumption level     | Fuzzy linguistic variable   |
| $Q_{10}$   | Credibility           | Fuzzy linguistic variable   |

Table 3. Linguistic terms of fuzzy linguistic variables and their corresponding triangular fuzzy numbers.

| Linguistic Terms | Educational Background | Comprehensive Family Strength | Work | Trading Behavior | Consumption Level | Credibility | Corresponding Triangular Fuzzy Number |
|------------------|------------------------|-------------------------------|------|------------------|-------------------|-------------|--------------------------------------|
| $s_0$            | -                      | Extremely bad                 | Extremely unstable | Extremely high    | Extremely bad    | (0, 0, 0.17)  |
| $s_1$            | Middle school degree   | Very bad                      | Very unstable    | Very high         | Very high        | (0, 0.17, 0.33) |
| $s_2$            | High school degree     | Bad                           | Unstable         | Risk preference   | High              | (0.17, 0.33, 0.5) |
| $s_3$            | Senior college degree  | Medium                        | Medium           | Medium            | Medium            | (0.33, 0.5, 0.67) |
| $s_4$            | Bachelor’s degree      | Good                          | Stable           | Risk-averse       | Low               | (0.5, 0.67, 0.83) |
| $s_5$            | Master’s degree        | Very good                     | Very stable      | Very risk-averse  | Very low          | (0.67, 0.83, 1)  |
| $s_6$            | Doctor’s degree        | Extremely good                | Extremely stable | Extremely risk-averse | Extremely low | (0.83, 1, 1)    |
Table 4. Attribute value $Q_i$ of historical enforcement cases $C_i$ and target enforcement case $C_0$.

|   | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ | $Q_5$ | $Q_6$ | $Q_7$ | $Q_8$ | $Q_9$ | $Q_{10}$ | Recommendation |
|---|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|----------------|
| $C_1$ | M | 52 | 15.6 | [0.00, 0.00] | $s_4$ | $s_3$ | $s_2$ | $s_2$ | $s_2$ | $s_3$ | $D_1$ |
| $C_2$ | M | 28 | 10.3 | [0.05, 0.15] | $s_5$ | $s_3$ | $s_2$ | $s_2$ | $s_3$ | $s_2$ | $D_1$ |
| $C_3$ | M | 32 | 12.1 | [0.10, 0.14] | $s_4$ | $s_4$ | $s_3$ | $s_3$ | $s_3$ | $s_3$ | $D_1$ |
| $C_4$ | M | 46 | 17.5 | [0.00, 0.12] | $s_5$ | $s_4$ | $s_4$ | $s_4$ | $s_4$ | $s_4$ | $D_3$ |
| $C_5$ | M | 57 | 7.6 | [1.30, 1.40] | $s_5$ | $s_5$ | $s_2$ | $s_1$ | $s_1$ | $s_2$ | $D_3$ |
| $C_6$ | M | 39 | 12.3 | [0.00, 0.06] | $s_4$ | $s_4$ | $s_3$ | $s_3$ | $s_3$ | $s_2$ | $D_1$ |
| $C_7$ | M | 32 | 13.5 | [0.05, 0.11] | $s_5$ | $s_3$ | $s_4$ | $s_3$ | $s_3$ | $s_3$ | $D_1$ |
| $C_8$ | M | 36 | 10.6 | [0.01, 0.01] | $s_3$ | $s_2$ | $s_3$ | $s_2$ | $s_2$ | $s_2$ | $D_2$ |
| $C_9$ | M | 41 | 5.0 | [0.02, 0.02] | $s_3$ | $s_3$ | $s_2$ | $s_1$ | $s_1$ | $s_2$ | $D_2$ |
| $C_{10}$ | M | 44 | 13.0 | [0.00, 0.08] | $s_3$ | $s_2$ | $s_2$ | $s_2$ | $s_2$ | $s_2$ | $D_1$ |
| $C_{11}$ | M | 43 | 4.7 | [0.01, 0.01] | $s_1$ | $s_2$ | $s_3$ | $s_1$ | $s_0$ | $s_1$ | $D_2$ |
| $C_{12}$ | M | 48 | 16.1 | [0.10, 0.20] | $s_5$ | $s_2$ | $s_5$ | $s_4$ | $s_4$ | $s_4$ | $D_1$ |
| $C_{13}$ | F | 33 | 8.7 | [0.05, 0.09] | $s_3$ | $s_3$ | $s_2$ | $s_2$ | $s_2$ | $s_2$ | $D_1$ |
| $C_{14}$ | F | 35 | 12.5 | [1.20, 1.28] | $s_3$ | $s_5$ | $s_3$ | $s_4$ | $s_4$ | $s_4$ | $D_3$ |
| $C_{15}$ | F | 42 | 10.5 | [0.20, 0.24] | $s_4$ | $s_4$ | $s_3$ | $s_4$ | $s_4$ | $s_4$ | $D_1$ |
| $C_0$ | M | 41 | 12.0 | [0.05, 0.15] | $s_3$ | $s_3$ | $s_2$ | $s_3$ | $s_3$ | $s_2$ | - |

Remark: “M” represents male and “F” represents female.

For target enforcement case $C_0$, the judgment debtor was 41 years old, male; the detailed information of the judgment debtor is shown in Table 4. We assessed whether the judgment debtor concealed property or not by calculating the hybrid similarity measure between the target enforcement case and historical enforcement cases. The recommendation of hidden property analysis mainly includes the judgment debtor’s refusal to perform the legal instrument by hiding property ($D_1$), the judgment debtor’s lack of ability to perform the legal instrument ($D_2$), and the judgment debtor’s performance of the legal instrument ($D_3$). The information on the attributes of historical enforcement cases and the target enforcement case are shown in Table 4.

According to the above information, hidden property analysis of the judgment debtor in the target enforcement case was carried out, and the steps were as follows:

Step 1: using Equations (1)–(7), calculate similarity measure $\text{sim}(C_i, C_0)$ under each attribute $Q_i$ between historical enforcement cases $C_i$ and target enforcement case $C_0$, as shown in Table 5.

Table 5. Similarity measures of attribute $Q_i$ between historical enforcement cases $C_i$ and target enforcement case $C_0$.

| $\text{sim}(C_i, C_0)$ | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ | $Q_5$ | $Q_6$ | $Q_7$ | $Q_8$ | $Q_9$ | $Q_{10}$ |
|------------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|----------|
| $C_1$                  | 1.00  | 0.50  | 0.61  | 1.00  | 0.61  | 0.92  | 1.00  | 0.61  | 0.72  | 0.61     |
| $C_2$                  | 1.00  | 0.44  | 0.61  | 1.00  | 0.79  | 1.00  | 1.00  | 0.72  | 0.61  | 1.00     |
| $C_3$                  | 1.00  | 0.57  | 0.61  | 0.61  | 0.99  | 0.98  | 0.72  | 0.61  | 1.00  | 0.61     |
| $C_4$                  | 1.00  | 0.73  | 0.37  | 0.61  | 0.47  | 0.97  | 0.51  | 0.61  | 0.72  | 0.61     |
| $C_5$                  | 1.00  | 0.37  | 1.00  | 0.37  | 0.55  | 0.37  | 1.00  | 0.37  | 0.51  | 1.00     |
| $C_6$                  | 1.00  | 0.88  | 0.61  | 0.61  | 0.96  | 0.95  | 0.72  | 1.00  | 1.00  | 1.00     |
| $C_7$                  | 1.00  | 0.57  | 0.61  | 1.00  | 0.81  | 0.98  | 0.51  | 1.00  | 0.61  | 0.61     |
| $C_8$                  | 1.00  | 0.73  | 1.00  | 0.61  | 0.83  | 0.93  | 0.72  | 0.61  | 0.72  | 1.00     |
| $C_9$                  | 1.00  | 1.00  | 0.61  | 1.00  | 0.38  | 0.94  | 0.72  | 0.61  | 0.51  | 1.00     |
| $C_{10}$               | 1.00  | 0.83  | 1.00  | 0.61  | 0.87  | 0.95  | 0.72  | 0.61  | 0.72  | 1.00     |
| $C_{11}$               | 1.00  | 0.88  | 0.37  | 0.61  | 0.37  | 0.93  | 0.72  | 0.37  | 0.37  | 0.61     |
| $C_{12}$               | 1.00  | 0.65  | 0.37  | 0.61  | 0.57  | 0.96  | 0.37  | 0.61  | 0.72  | 0.37     |
| $C_{13}$               | 0.37  | 0.61  | 1.00  | 1.00  | 0.64  | 0.98  | 1.00  | 0.61  | 0.72  | 1.00     |
| $C_{14}$               | 0.37  | 0.69  | 1.00  | 0.37  | 0.93  | 0.40  | 0.72  | 0.61  | 1.00  | 0.61     |
| $C_{15}$               | 0.37  | 0.94  | 0.61  | 0.61  | 0.81  | 0.91  | 0.51  | 1.00  | 0.72  | 0.61     |

Step 2: calculate hybrid similarity measure $\text{Sim}(C_i, C_0)$ between historical enforcement cases $C_i$ and target enforcement case $C_0$ using Equation (8) as shown in Table 6.
The results show that historical case $C_6$ was the most similar to target enforcement case $C_0$, $\text{Sim}(C_6, C_0) = 0.87$. The second and third similar cases were $C_2$ and $C_{10}$, $\text{Sim}(C_2, C_0) = 0.86$, $\text{Sim}(C_{10}, C_0) = 0.83$, and the most dissimilar cases were $C_{11}$ and $C_{12}$, $\text{Sim}(C_{11}, C_0) = \text{Sim}(C_{12}, C_0) = 0.62$.

Table 6. Hybrid similarity measure $\text{Sim}(C_i, C_0)$ between historical enforcement cases $C_i$ and target enforcement case $C_0$.

| Similarity Measure | Historical Cases |
|--------------------|------------------|
| $\text{Sim}(C_i, C_0)$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ | $C_8$ |
|---------------------|--------|--------|--------|--------|--------|--------|--------|--------|
| $\text{Sim}(C_i, C_0)$ | 0.76 | 0.86 | 0.77 | 0.63 | 0.65 | 0.87 | 0.81 | 0.81 |

| Similarity Measure | Historical Cases |
|--------------------|------------------|
| $\text{Sim}(C_i, C_0)$ | $C_9$ | $C_{10}$ | $C_{11}$ | $C_{12}$ | $C_{13}$ | $C_{14}$ | $C_{15}$ |
|---------------------|--------|--------|--------|--------|--------|--------|--------|
| $\text{Sim}(C_i, C_0)$ | 0.78 | 0.83 | 0.62 | 0.62 | 0.79 | 0.67 | 0.71 |

Step 3: similarity threshold $\tau$ calculated using Equation (9) was 0.79. That is, if similarity measure $\text{Sim}(C_i, C_0)$ between historical cases $C_i$ and target case $C_0$ is more significant than 0.79, it can be added to the set of similar historical cases.

$$\tau = \text{Sim}^+ - \frac{\text{Sim}^+ - \text{Sim}^-}{3} = 0.87 - \frac{0.87 - 0.62}{3} = 0.79.$$  

Step 4: similarity threshold $\tau$ was 0.79. Using Equation (10), historical cases with vital reference significance were extracted, and a similar historical enforcement case set was constructed as $C_{\text{Sim}} = \{C_2, C_6, C_7, C_8, C_{10}\}$.

Step 5: using Equation (11) or (12), calculate the attribute value of the recommendation and give recommendations.

The recommendation of hidden property analysis includes three kinds: the judgment debtor refuses to perform the legal instrument by hiding property ($D_1$), the judgment debtor has no ability to perform the legal instrument ($D_2$), or the judgment debtor performs the legal instrument ($D_3$), which can be regarded as crisp symbols. According to set $C_{\text{Sim}}$ of similar historical cases, there were only two recommendations: $D_1$ and $D_2$, as shown in Table 7.

Table 7. Similar historical cases.

| Similar Historical Case | Similarity | Recommendation |
|-------------------------|------------|----------------|
| $C_2$                   | 0.86       | $D_1$          |
| $C_6$                   | 0.87       | $D_1$          |
| $C_7$                   | 0.81       | $D_1$          |
| $C_8$                   | 0.81       | $D_1$          |
| $C_{10}$                | 0.83       | $D_1$          |

Therefore, the probabilities of these two kinds of recommendations were calculated using Equation (10):

$$p(D_1) = \frac{\sum_{i \in D_1^{\text{Sim}}} \text{Sim}(C_i, C_0)}{\sum_{i \in N^{\text{Sim}}} \text{Sim}(C_i, C_0)} = \frac{0.86 + 0.87 + 0.81 + 0.83}{0.86 + 0.87 + 0.81 + 0.83} = 0.81$$

$$p(D_2) = \frac{\sum_{i \in D_2^{\text{Sim}}} \text{Sim}(C_i, C_0)}{\sum_{i \in N^{\text{Sim}}} \text{Sim}(C_i, C_0)} = \frac{0.81}{0.86 + 0.87 + 0.81 + 0.83} = 0.19$$
The above analysis shows that the recommendation was that the judgment debtor in the target enforcement case refused to perform the legal instrument by hiding property. According to the detailed information in Table 4, the judgment debtor in the target enforcement case was 41 years old and had unstable work, low credibility. Five similar historical enforcement cases \{C_2, C_6, C_7, C_8, C_{10}\} were extracted using the hybrid similarity measure. Four of those judgment debtors featured a hidden property behavior, and one of them was unable to perform the legal instrument. Therefore, the judgment debtor in the target enforcement case was likely to hide property and needed to be tracked. Actually, the recommendation of CBR-based hidden property analysis was consistent with the practical judicial implementation. The result showed that the developed CBR method can provide a clear and effective way to quickly assess the possibility of property being hidden, reduce the work pressure on law enforcement officers, and improve the efficiency of handling enforcement cases.

4.2. Comparative Analysis

To illustrate effectiveness and novelty of the developed CBR method for hidden property analysis of a judgment debtor, we compared the developed CBR method with the distance-based method for hidden property analysis [8]. The main idea of Wu’s method [8] is to judge whether the judgment debtor hides property by calculating the distance between the judgment debtor in the target case and in historical cases. Here, hybrid distance measure \(\text{Dis}(C_i, C_0)\) between historical enforcement case \(C_i\) and target enforcement case \(C_0\) was defined as follows:

\[
\text{Dis}(C_0, C_i) = \frac{\sum_{j=1}^{M} \text{dis}(C_0, C_i) w_j}{\sum_{j=1}^{M} w_j}
\]

Then, the hybrid distance result was shown in Table 8. The judgment debtor in target case \(C_0\) was closest to the judgment debtor in historical case \(C_6\). Namely, \(\text{Dis}(C_6, C_0) = 0.13\). The recommendation was \(D_1\)—the judgment debtor in \(C_0\) hides property.

Table 8. Hybrid distance measure \(\text{Dis}(C_i, C_0)\) between historical enforcement cases \(C_i\) and target enforcement case \(C_0\).

| Distance Measure | Historical Cases | C_1 | C_2 | C_3 | C_4 | C_5 | C_6 | C_7 | C_8 |
|------------------|------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| \(d(C_i, C_0)\)  |                  | 0.24| 0.14| 0.23| 0.37| 0.35| 0.13| 0.19| 0.19|

| Distance Measure | Historical Cases | C_9 | C_{10} | C_{11} | C_{12} | C_{13} | C_{14} | C_{15} |
|------------------|------------------|-----|--------|--------|--------|--------|--------|--------|
| \(d(C_i, C_0)\)  |                  | 0.22| 0.17   | 0.38   | 0.38   | 0.21   | 0.33   | 0.29   |

Although the recommendation obtained by Wu’s method [8] was the same as that obtained with the developed CBR method, the developed CBR method was more reasonable than Wu’s method. Wu’s method suggests extracting only one judgment debtor with the closest distance, while five historical enforcement cases are extracted when using the developed CBR method. The assessment refers to just one judgment debtor’s recommendation, which will greatly increase the hidden property analysis error rate. Expert judges will assess whether the judgment debtor hides property according to the similar cases’ recommendations, which will improve reliability of the analysis result. Therefore, the analysis result obtained using the developed CBR method was more reasonable than that obtained with Wu’s method.
5. Conclusions

Aiming at the hidden property analysis problem, we developed the CBR method for hidden property analysis of a judgment debtor. We introduced the research framework of the developed method, the presentation of enforcement cases, the calculation method for case similarity, the extraction of a similar enforcement case set, and the generation of recommendations. Besides, a case study concerning hidden property analysis of a judgment debtor is provided to illustrate effectiveness of the developed method. The conclusions of our work are as follows.

Firstly, the framework of CBR-based hidden property analysis of a judgment debtor is regarded as a useful tool to assess whether the judgment debtor in the target enforcement case hides property or not. We extracted similar historical cases and used the information and knowledge of similar historical cases to provide the recommendation of hidden property analysis of the judgment debtor. The recommendation of hidden property analysis was consistent with the actual law enforcement. Thus, it can be seen that the developed method has high accuracy.

Secondly, considering the information from the inspection and control system constructed by the Supreme People’s Court of China, the enforcement case’s attributes are represented by crisp symbols, crisp numbers, interval numbers, and fuzzy linguistic variables, and a hybrid similarity measure between a historical enforcement case and the target enforcement case is developed. The similarity measure method is feasible and straightforward.

Thirdly, the extraction method for similar historical enforcement cases can reduce the slope of case retrieval. The extraction method extracts the five most similar historical enforcement cases out of the 15 enforcement cases selected by manual screening, which can reduce law enforcement officers’ work pressure and improve efficiency of handling enforcement cases.

Fourthly, we not only search for similar historical enforcement cases but also give the optimal recommendations. Moreover, the attributes of the recommendations consider different data types and are different from the previous work.

However, many aspects need to be further improved. Firstly, due to the research conditions’ limitations, the sample size of the data collected in the research process on hidden property analysis is small. We hope to further improve the research results’ accuracy using a sufficiently large data sample. First, we will try nonparametric methods after testing covariability/rejection rates considering real data to make a conclusion about the quality of the results. Second, machine learning or deep learning may solve these problems well. We explore machine learning or deep learning methods to analyze whether the judgment debtor hides property or not provided that there are sufficient data. Third, there still remain many deficiencies in the quantitative presentation of some attributes, such as credibility, which need to be further improved. Fourth, the case presentation method proposed cannot meet the legal instrument description requirements, so it is necessary to study case presentation based on ontology and the method of extraction of similar case sets. Fifth, considering neutrosophic statistics have some advantages in dealing with vague, indecisive, or fuzzy sample data [43–45], we will apply neutrosophic statistics to the hidden property analysis problem.
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