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ABSTRACT
We present results of hydrodynamic simulations of massive star forming regions with and without protostellar jets. We show that jets change the normalization of the stellar mass accretion rate, but do not strongly affect the dynamics of star formation. In particular, \( M_L(t) \propto f^2(t - t_\text{f})^2 \), where \( f = 1 - f_\text{jet} \) is the fraction of mass accreted onto the protostar, \( f_\text{jet} \) is the fraction ejected by the jet, and \( (t - t_\text{f})^2 \) is the time elapsed since the formation of the first star. The star formation efficiency is nonlinear in time. We find that jets have only a small effect (of order 25%) on the accretion rate onto the protostellar disk (the “raw” accretion rate). We show that the small scale structure – the radial density, velocity, and mass accretion profiles are very similar in the jet and no-jet cases. Finally, we show that the inclusion of jets does drive turbulence but only on small (parsec) scales.
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1 INTRODUCTION
On galactic scales, star formation is observed to be slow as implied by the Kennicutt-Schmidt law (Kennicutt 1998; Leroy et al. 2008):

\[ M_\text{eff} = \frac{M_\text{g}}{\tau_{\text{dyn}}} \]  

where \( \epsilon = 1 - 2\% \) of the mass of the gas, \( M_\text{g} \) is converted to stars, \( M_\text{eff} \), per dynamical time, \( \tau_{\text{dyn}} \). On smaller scales, i.e., the scales of giant molecular clouds (GMCs), observations show a large scatter in the efficiency, \( \epsilon \), in both GMCs (Lee et al. 2016) and smaller clouds (Evans et al. 2014).

A number of explanations for this low star formation rate and scatter in the efficiency, on either galactic or GMC scales, have been put forth. On large scales, the leading candidate is stellar feedback, e.g. Dekel & Silk (1986), in which supernovae limit the amount of dense gas. On small scales, these include turbulent pressure support (Myers & Fuller 1992) and support from magnetic fields (Strittmatter 1966; Mouschovias 1976). Numerical experiments investigating turbulence and magnetic fields suggest that, while magnetic support found in MHD simulations can slow the rate of star formation compared to hydrodynamics simulations, neither turbulence nor magnetic support is sufficient to limit the small scale star formation rate to 1-2% per free fall time (Wang et al. 2010; Cho & Kim 2011; Padoan & Nordlund 2011; Krumholz et al. 2012; Myers et al. 2014; Burkhart et al. 2015; Mocz et al. 2017).

Lee et al. (2015) showed that, in simulations with no feedback, the star formation efficiency on parsec scales is not constant in time. This is in contrast to previous work, which had implicitly assumed that the star formation rate on small scales was constant. In particular, many authors have assumed that the star formation rate in their simulations of a GMC (or smaller cloud or part of a cloud) was given by equation (1), where \( \epsilon \) was assumed to be constant. Lee et al. (2015) showed that \( \epsilon \propto t \), which implies that \( M_\text{eff} \propto t^2 \), where \( M_\text{eff} \) is the total stellar mass. Motivated by this, Murray & Chang (2015, hereafter MC15) developed a new 1-D model of spherical collapse that treats the turbulent velocity, \( v_\tau \), as a dynamical variable. Following earlier work (Shu 1977; Myers & Fuller 1992; McLaughlin & Pudritz 1997), MC15 reduced the fluid equations by assuming spherical symmetry, but did not assume a fixed equation of state. Early work (Shu 1977; Myers & Fuller 1992; McLaughlin & Pudritz 1997) assumed that the pressure, which appears in the momentum equation, was given by \( P = \rho c_s^2 \) with \( c_s = \text{const} \) or \( P = c_s^2 \), with \( v_\tau = v_\tau(r) \propto r^{1/2} \), i.e., a prescribed function of \( r \), and \( c_s \) is typically chosen to be 1/2 to reflect Larson’s law (Larson 1981). In contrast, MC15 used the results of Robertson & Goldreich (2012) on compressible turbulence including both decay and...
compression, treating the turbulent velocity as a dynamical variable. In essence, MC15 includes an extra equation for the evolution of the energy. In doing so, MC15 found that the $r^2$ power law arises naturally because the small scale density and velocity are set by the gravity of the protostar, and made predictions for the velocity and mass accretion profiles that were later verified numerically by Murray et al. (2017).

In any case, the issue of the slow rate of large scale star formation remains. One possibility is that stellar feedback acting on large (galactic disk) scales controls the rate of star formation on those scales. Cosmological simulations including both radiative and supernova feedback can reproduce Kennicutt’s observational results, e.g., Hopkins et al. (2011); Agertz et al. (2013); Hopkins et al. (2014). If these simulations are to be believed, the physics of stellar feedback from protostellar jets, which are not included, may not control the global galactic rate of star formation.

However, jets may control the rate of small (parsec) or medium (GMC) scale star formation and may power the observed turbulence in molecular clouds (Matzner 2007). As a result, a number of groups have recently studied the effects of protostellar jets and outflows on star formation (Wang et al. 2010; Myers et al. 2014; Federrath 2015). Nakamura & Li (2007) and Nakamura & Li (2011) found that the effect of protostellar outflows was important for driving turbulence. Cunningham et al. (2011) and Hansen et al. (2012) found that protostellar outflows enhanced the effectiveness of radiative feedback. In addition, Federrath (2015) found that a combination of turbulence, jets, and magnetism is able to reproduce the observed low efficiency (to within a factor of four) of star formation in contrast to galactic scale simulations that rely on radiative and supernova feedback.

The results of Lee et al. (2015), Murray & Chang (2015), and Murray et al. (2017) demonstrated that the small scale dynamics are intimately linked to the star formation rate. The question we address in this paper is, do protostellar jets affect the small scale physics of accretion in a turbulent medium? In particular, does the stellar mass still increase as $t^2$ with the inclusion of protostellar jet feedback? The answer we will argue below is no and yes, respectively.

For the angular distribution, $T$, we assume a Gaussian jet (in angle) about the spin axis of the sink particle:

$$\Theta(\theta) \propto \exp \left( -\frac{\theta^2}{\theta_0^2} \right) = \exp \left( 1 - \frac{\cos \theta}{\cos \theta_0 - 1} \right)$$

where we choose $\theta_0 \ll 1$. In practice we use the approximation Equation (4) because $\cos \theta = \mathbf{l}_{\text{sink}} \cdot \mathbf{e}_{\text{sink}}$, where $\mathbf{l}_{\text{sink}}$ is the angular momentum vector of the sink particle, and $\mathbf{e}_{\text{sink}}$ is the direction from the i-th sink particle to the cell in question, which simplifies the numerical implementation and computation, i.e., we avoid an $\cos^{-1}$ computation.

For the radial distribution, $R$, we set the deposition of mass and momentum to be constant between $r_{\text{jet, in}} = 4$ and $r_{\text{jet, out}} = 8$ grid cells from the sink particle. To ensure that this region is resolved, we force the region $r < r_{\text{jet, out}}$ around a sink particle to be refined to the maximum level.

To further ensure that the injection of mass and momentum per grid cell is as accurate as possible, we have integrated the injection of mass and momentum over the entire cell rather than evaluate the value at the cell center. This is necessary as the injection region depends on the grid cell size and is not necessarily a physical region. Here, we discretized the cell into $n_{\text{sg}}^3$ sub-cells, where $n_{\text{sg}}$ is typically set to 3. This gives 27 evaluations of the mass and momentum injection.

2 NUMERICAL IMPLEMENTATION

2.1 Jet Feedback Prescription

We have implemented a model of jet feedback in the adaptive mesh refinement (AMR) code, RAMSES (Teyssier 2002). Ramses is a mature AMR code that include self-gravity, sink particle formation (Dubois et al. 2010; Bleuler & Teyssier 2014), and radiative transfer (Rosdahl et al. 2013; Rosdahl & Teyssier 2015). RAMSES has been used in a number of problems including cosmological structure formation (e.g., see for instance Ocvirk et al. 2016), star cluster formation (Gavagnin et al. 2017), colliding winds (Lamberts et al. 2011, 2017), and relativistic astrophysics (Lamberts et al. 2013; Lamberts & Daigne 2017). More recently, we have added a turbulent stirring module and have used this for star formation simulations in a turbulent gas without feedback (Murray et al. 2017).

Here we build on our previous work (Murray et al. 2017) by adding jets to the sink particle implementation in RAMSES (Dubois et al. 2010; Bleuler & Teyssier 2014). A jet is launched once a star particle has a mass in excess of $0.01 M_\odot$ at which point it also has a well defined spin angular momentum. When the sink particle accretes gas from nearby cells, a fraction, $f_{\text{jet}}$, with a fiducial value $f_{\text{jet}} = 0.3$, of this gas is launched along the spin axis of the protostar. Numerically, this involves the injection of mass and momentum into nearby cells, while subtracting the ejected mass from the sink particle. The injection region consists of a bi-cone with an opening angle of 0.3 radians ($\approx 17$ degrees) about the spin axis of the sink particle and a radial extent between 4 and 8 cells (at the highest refinement level) away from the sink particle. In particular, we set per cell in the injection regions:

$$\dot{\rho} = \sum_i f_{\text{jet}} R(r) \mathbf{T}(\theta),$$

$$\dot{\mathbf{v}} = \sum_i f_{\text{jet}} v_{\text{jet}},$$

where $\mathbf{T}$ is the angular distribution, $R$ is the radial distribution, $r$ is the radial distance of the cell centre from the i-th sink particle.

For the angular distribution, $T$, we assume a Gaussian jet (in angle) about the spin axis of the sink particle:

$$\Theta(\theta) \propto \exp \left( -\frac{\theta^2}{\theta_0^2} \right) = \exp \left( 1 - \frac{\cos \theta}{\cos \theta_0 - 1} \right)$$

where we choose $\theta_0 \ll 1$. In practice we use the approximation Equation (4) because $\cos \theta = \mathbf{l}_{\text{sink}} \cdot \mathbf{e}_{\text{sink}}$, where $\mathbf{l}_{\text{sink}}$ is the angular momentum vector of the sink particle, and $\mathbf{e}_{\text{sink}}$ is the direction from the i-th sink particle to the cell in question, which simplifies the numerical implementation and computation, i.e., we avoid an $\cos^{-1}$ computation.

For the radial distribution, $R$, we set the deposition of mass and momentum to be constant between $r_{\text{jet, in}} = 4$ and $r_{\text{jet, out}} = 8$ grid cells from the sink particle. To ensure that this region is resolved, we force the region $r < r_{\text{jet, out}}$ around a sink particle to be refined to the maximum level.

To further ensure that the injection of mass and momentum per grid cell is as accurate as possible, we have integrated the injection of mass and momentum over the entire cell rather than evaluate the value at the cell center. This is necessary as the injection region depends on the grid cell size and is not necessarily a physical region. Here, we discretized the cell into $n_{\text{sg}}^3$ sub-cells, where $n_{\text{sg}}$ is typically set to 3. This gives 27 evaluations of the mass and momentum injection.
per cell. The central value of the injected mass and momentum was taken for each of the sub-cells, and subsequently averaged to find the effective mass and momentum deposition over the entire cell. This algorithm was used because it gave more accuracy in the jet feedback implementation. Our method is similar to the methodology in Cunningham et al. (2011) and Myers et al. (2014) to conserve mass and momentum where they compute the normalization of the jet kernel – effectively $\Theta(\theta)$ – numerically. Similarly, Federrath et al. (2014) iterates over the deposition of jet mass and momentum per star particle to conserve mass and momentum exactly.

We use the protostellar mass and radius to set the jet velocity. In particular, we set

$$v_{\text{jet}} = f_K \sqrt{\frac{GM_*}{r_*}},$$

(5)

where $f_K$ is the fractional percentage of the Keplerian velocity the jet reaches asymptotically, and $r_*$ is the radius of the accreting protostar. We take $f_K = 1/3$, following Myers et al. (2014). To set $r_*$, we use two methods. First, following Federrath et al. (2014) we fix the protostellar radius at $r_* = 10 \, R_\odot$. We use this only in the next section for our test problem. Second, we implement a one-zone protostellar model described by Offner et al. (2009, hereafter known as O09) and utilized in Myers et al. (2014). This latter model is used in our turbulent star formation simulations below.

### 2.1.1 Test Problem

To test the physics of the jet and our numerical implementation, we consider the following test problem. We simulate a periodic box with a length of 0.2 pc on each side and a fixed background density $\rho_0 = 3 \times 10^{-20} \text{ g cm}^{-3}$ ($n_0 = 10^4$ for H$_2$) of isothermal gas with a temperature of $\approx 17 \, \text{K}$, which corresponds to a sound speed of 0.265 km s$^{-1}$. This setup is similar to the turbulent star formation simulations performed below and in Lee et al. (2015) and Murray et al. (2017), but with a larger density and a smaller box. In the centre, we place a region of higher density, i.e., a clump, with a Gaussian density distribution, $\rho(r) = \rho_m \exp(-r^2/\sigma^2)$, with maximum density of $\rho_m = 3 \times 10^{-18} \text{ g cm}^{-3}$ and a characteristic radius $\sigma = 0.017 \, \text{pc}$. The total mass of this dense region is approximately $M = 100 \, M_\odot$. The entire clump is set to solid body rotation about the z-axis with an angular frequency corresponding to 10% of the breakup velocity of the clump. The sink particle that forms also has a spin along the z-axis.

In Figure 1, we plot 4 snapshots of the collapsing clump. At $t = 0$ (upper left panel), the simulation is initialized as described above. This clump begins to collapse, reaching a peak density of $10^{12} \text{ g cm}^{-3}$ and forms a sink particle with its spin axis oriented along the z-axis at $t = 4445 \, \text{yrs}$ (upper right panel). A jet develops and launches $f_{\text{jet}} = 1/3$ of the accreted mass along that axis. This jet grows and extends across the entire plotted region by $t = 6058 \, \text{yrs}$ (lower left and right panels).

### 2.2 Protostar Evolution Prescription

In our jet model, the jet velocity is scaled to the Keplerian velocity at the surface of the protostar. Hence, both the mass and radius of the protostar is required. As discussed above, we can either fix the radius of the protostar as Federrath et al. (2014) have done or implement a one-zone protostellar model (O09).

We now describe the latter case. Our treatment follows that of Myers et al. (2014) and O09. This 1-zone model, which is originally due to Nakano et al. (2000), describes the evolution of the radius of the protostar due to accretion, cooling, gravitational contraction, and nuclear burning.

Following the formation of a sink particle, we step through the following algorithm:

(i) If the sink particle has $M_\ast$ below 0.01$M_\odot$ (the “pre-collapse” state) no jet is launched.

(ii) Once a star particle exceeds 0.01$M_\odot$ it is assigned a radius and polytropic index based on the mass accretion rate (their equations (B1)-(B3) in O09). The deuterium mass is scaled to the mass of the sink particle times the cosmological abundance of deuterium. The protostar’s state is set to be “no burning,” because its core temperature is below that needed to burn deuterium.

(iii) We evolve the protostar in accordance to O09’s equation (B4), which is a discretized version of equation (8) of Nakano et al. (2000). We reproduce it here for convenience:

$$\Delta r_* = 2 \frac{\Delta M_*}{M_*} \left[ 1 - \frac{f_K}{\alpha_g \beta} \frac{1}{2 \log \beta} r_* - \frac{3}{2} \frac{\Delta M_*}{M_*} \right] \times \left( \frac{r_*}{\sqrt{GM_*^2}} (L_{\text{int}} + L_{\text{ion}} - L_D) r_* \right),$$

(6)

where $\alpha_g = 3/(5 - n)$ describes the gravitational binding energy of a polytrope, and $\beta(n, M_\ast, r_*)$ is the ratio of gas pressure to the total pressure for a polytrope of index $n$ and (proto)stellar mass $M_\ast$ and radius $r_*$ as defined above. $f_K$ is the fraction of kinetic energy of the infalling material that is radiated away (typically $f_K = 0.5$). $L_{\text{int}}$ is the luminosity leaving the stellar interior. $L_{\text{ion}}$ is the luminosity required to dissociate and ionize all infalling material, and $L_D$ is the luminosity which is supplied by deuterium burning. We precompute $\beta$ as a function of $n$, $M_\ast$, and $r_*$ and linearly interpolate with that table for specific values. The luminosities, $L_{\text{int}}$, $L_{\text{ion}}$, and $L_D$ are determined from equations (B6)-(B9) of O09 respectively.

(iv) Once the central temperature, reaches $T_c \geq 1.5 \times 10^6 \, \text{K}$, the protostar advances to a “core burning at fixed temperature” state. Following O09, we also reset $n = 1.5$. We proceed to burn deuterium at a rate to maintain a fixed temperature in accordance with O09 (their equation (B8)).

(v) Once the deuterium mass in the star drops to zero, the protostar switches to “core burning at variable core temperature”; deuterium is burned as rapidly as it is accreted (O09, their equation (B9)).

(vi) At this point the star can take two paths. If the radius of the star falls below $r_{\text{ms}}$, where $r_{\text{ms}}$ is the radius of the main sequence star of the same mass (from Ezer & Cameron (1967),) we set $r_* = r_{\text{ms}}$ and the state of the star is set to “main sequence”. However, if $L_D > 0.33L_{\text{ms}}$, where $L_{\text{ms}}$ is the main sequence luminosity, we set the protostellar state to be “deuterium shell burning”; $n \rightarrow 3$, and the radius is expanded by a factor of $2.1$ to mimic swelling due the formation of a radiative zone (O09). Subsequently the star then shrinks down to the main sequence.

This model provides a protostellar radius for each star par-
particle, which we then use in equation (5) to determine the jet velocity. Though we wait until the initial mass of our protostar is 0.01$M_\odot$, our choice for the threshold mass does not greatly alter the evolution of the system. As stated in equation (5): $v_{\text{jet}} \propto M_{\text{source}}^{1/2}$. The mass expelled by the jets is determined by: $m_{\text{jet}} = f_{\text{jet}} \delta M$, where $\delta M$ is the total mass that would be accreted by the sink particle in the absence of jet feedback. It can be shown that $m_{\text{jet}} \propto m^{1/2}$. The momentum of the jet is simply: $p_{\text{jet}} = m_{\text{jet}} \times v_{\text{jet}}$; thus, the time rate of change in momentum due to the mass is: $\dot{p}_{\text{jet}} \approx \dot{m}_{\text{jet}} \times v_{\text{jet}}$. Writing this expression solely as a function of mass: $\dot{p}_{\text{jet}} \propto m_{\text{jet}}^{1/2} \times m^{1/2} = m^1$. Therefore the total integrated momentum: $p_{\text{jet}} \approx \frac{3}{2} m^{3/2}$. So, if we do a comparison between the momentum of the jet from our threshold mass of 0.01 to 0.1$M_\odot$ vs 0.1 to 1.0$M_\odot$, we see that changing our threshold mass from 0.01$M_\odot$ to 0.1$M_\odot$ affects our result by $\approx 0.1\%$.

3 JET FEEDBACK IN TURBULENT STAR FORMATION

We use our protostellar star and jet model in RAMSES (Teyssier 2002) to model self-gravitating, hydrodynamic turbulence in isothermal gas with three-dimensional (3D), periodic grids. We use eight levels of refinement on a root grid of $128^3$, giving an effective resolution of $32K^3$. We also performed runs at $8K^3$ and $16K^3$ to confirm convergence. We start with a box with the physical length set to $L = 16$ pc using periodic boundary conditions with an initial mass density of $\rho = 3 \times 10^{-22}$ g cm$^{-3}$ (number density

\[ \rho = 3 \times 10^{-22} \text{ g cm}^{-3} \]
\( n \approx 100 \text{ cm}^{-3} \) for molecular hydrogen), corresponding to a mean free-fall time \( \tau_{\text{ff}} \approx 3.8 \text{ Myrs} \). This gives a total mass in the box \( M = 18,000 M_\odot \). We fix the sound speed to be \( c_s = 0.264 \text{ km s}^{-1} \), which is right after the first stars form, to \( t = 1.33 \text{ Myrs} \) (middle) and \( t = 1.84 \text{ Myrs} \) (bottom). The images show up to seven levels of refinement, giving an effective resolution of \( 16384^3 \) or a minimum cell size of \( \approx 200 \text{ AU} \). The black dots in the \( t = 1.33 \text{ Myrs} \) and \( 1.84 \text{ Myrs} \) panels are representative of one or more sink particles. We state one or more, as the full box projections are zoomed out such that small clusters of two or three sinks have been plotted under one black dot. The black dots are also partly enlarged so that the reader may more readily compare our star formation sites between the jet and no jet simulations. We briefly note that we do not make a specific attempt to simulate either isolated or clustered star formation. Given our setup, we could expect to form moderate sized star clusters, of mass \( \approx 2000 M_\odot \), but this does not preclude isolated star formation.

Like previous simulations, e.g. Padoan et al. (1998); Lee et al. (2015), we see that the high density regions are organized into filaments, which appear to flow into large clumps. The clumpy regions have the highest densities and as expected form sink particles first. The star formation efficiency (SFE) advances from \( \epsilon_\ast \equiv M_\ast / M_{\text{tot}} = 0 \) (right top) to 0.019 (right bottom) for the case with jet feedback, where \( M_\ast \) is the mass in stars and \( M_{\text{tot}} \) is the total gas mass; for the case without jet feedback, \( \epsilon_\ast = 0 \) (left top) to 0.06 (left bottom). The jet feedback case has substantially reduced SFE (by a factor of 3) and the gas shows evidence of driving by jets; note the bubble near \( x = 1 \text{ pc}, y = 5 \text{ pc} \) in the right column at 1.84 Myrs for example, which is not present in the left column.

Figure 3 displays a thin slice 1 pc on a side centred on a star particle, showing the bubble inflated by the jet from the central star. The total extent of the bubble, which has a bi-conical shape, is roughly a parsec.

Despite the fact that the morphology of the filament and the surrounding gas on parsec scales is dramatically affected by the protostellar jets, we show in the next subsection that the total stellar mass accretion rate in the box is not strongly affected by the large scale effects of the jets (although it is affected, at the factor of two or three level, by the direct removal of mass from the protostar/protostellar disk by jets).

### 3.2 Star Formation Rate

We begin with a discussion of the overall star formation efficiency (SFE). MC15 developed an analytic model of turbulent collapse, motivated by the work of Lee et al. (2015), who found that the SFE was \( M_\ast \propto t^2 \). The prediction for the SFR is:

\[
M_\ast = f 4\pi r^2 \rho (r) \sqrt{\frac{G M_\ast (r,t)}{r}},
\]

where \( f = 1 - \Delta M_\text{jet}/\Delta M = 1 - f_{\text{jet}} \) is the fraction of mass that accretes onto the star particle. We have modified the expression in MC15 by including the factor \( f \) to account for the ejection of mass by the jet, the expression for \( M_\ast \) can be written as \( \dot{M} = f \beta M_\ast^2 \), where \( \beta \) is a constant in time. We integrate from the star particles formation time to the current time to obtain:

\[
M_\ast (t) = f^2 \left( \frac{B}{2} \right)^2 (t - t_\ast)^2.
\]
Figure 2. Sequential projections of the density structure of the entire simulation domain along the z-axis for simulations with (right column) and without (left column) jet feedback. From top to bottom, we show the plots at $t = 0.81$ Myrs (top), which is right after the first stars form to $t = 1.33$ Myrs (middle) and $t = 1.84$ Myrs (bottom). The SFE advances from $\epsilon_* = 0$ (right top) to 0.019 (right bottom) for the case with jet feedback and from $\epsilon_* = 0$ (left top) to 0.06 (left bottom) in the case without jet feedback. The black dots represent locations where one or more sink particles have been created. We state one or more sink particles, as the full box projections are zoomed out such that small clusters of two or three sinks have been plotted under one black dot. In the bottom panels ($t = 1.84$ Myrs), the no jet feedback (left panel) simulation has a total of 46 sink particles accounting for $\approx 10^{72} M_\odot$, while the jet feedback simulation (right panel) has 49 sinks for $\approx 342 M_\odot$. Both jet and no jet simulations have a total box mass of $18,000 M_\odot$.

In the analytic model the $t^2$ dependence arises from the following two results. First, the density around a collapsing region approaches an attractor solution, $\rho(r,t) \rightarrow \rho(r)$. Second, the velocities inside the “sphere of influence” $r_*$, where $r_*$ is the radius at which the gas mass enclosed is roughly equal to the stellar mass, is controlled by gravity, i.e., $v_r, v_\perp \propto \sqrt{GM_*/r}$. Both the fact that the density approaches an attractor, and the growth of the infall velocity at a fixed radius with $M_*(t-t_*)$ were also later verified by Murray et al. (2017) using high resolution AMR simulations.

Does this story change in the presence of jet feedback? It appears that qualitatively it does not. In Figure 4 we show the SFE, $M_*(t-t_*)$, as a function of time since the first star particle was formed, $t_\ast$. We also report power law fits to the
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SFE (for $M_*/M_{\text{tot}}>10^{-3}$), for both the $16k^3$ and $32k^3$ effective resolution runs. The fit gives $M_*/M_{\text{tot}} \propto (t-t_0)^{\alpha}$ with $\alpha \approx 1.8$ for both the jet and no jet cases. If the emergence of a $t^2$ law is due to the same physics as was shown in the no-jet case, then again the density approaches an attractor solution and velocity inside of the sphere of influence of the star particle is controlled by the stellar gravity. We demonstrate these two facts below in § 3.3 and 3.4, which show that the inclusion of protostellar jet feedback does not strongly affect the dynamics of star formation.

The normalization in Figure 4 shows that at a given time, the no jet case has approximately 2.5 times the mass of the jet case. Calculating the ratio of the stellar masses at a fixed time after star formation for the no jet vs jet runs, we find a ratio of 2.5 and 2.6 for the $16k^3$ and $32k^3$ resolutions. However, an examination of equation (9) reveals that the change in the normalization is explained almost entirely by the fact that the jet case ejects $f_{\text{jet}} = 0.3$ of the mass accreted onto the star back into the interstellar medium in the form of a jet. In particular, equation (9) indicates that the jet mass accreted is $f_{\text{jet}} = 0.3$ of the accreted mass then the star’s mass is only $f^2 = (1 - f_{\text{jet}})^2 = (0.7)^2 \approx 0.5$ of what it’s mass would be if there was no jet. MC15 and Murray et al. (2017) assumed $f_{\text{jet}} = 0 \rightarrow f = 1$, so it appears that the incorporation of jet feedback into the analytic theory of MC15 can be accomplished with a simple physical parameter!

Figure 5 plots the SFE for four different simulations, where we varied $F_{\text{jet}}$ while keeping $p_{\text{jet}}$ constant. The ratio predicted by equation (9) with $f = 0.7$ is 2.04 and accounts for 75% of the difference between the two runs. Thus the (indirect) effect of the jet on accretion onto star particle

Figure 3. A slice of the density structure centered on a sink particle of $= 3M_\odot$ viewed along the angular momentum axis. Annotated in black arrows is the gas velocity, where length corresponds to relative magnitude. The jet is blowing two bubbles opening in opposite directions, partially disrupting the filament in which the star particle formed. The maximum extent of the jet is $= 0.5\text{pc}$ about 300,000 yrs after formation.

Figure 4. Star formation efficiency (SFE) as a function of time since the formation of the first star, $t - t_0$, for 4 simulations, all with an effective resolution of $16k^3$. The jet simulations differ only in the fraction of accreted mass that they eject, the total momentum is the same across all jet simulations. The blue dashed line (labeled no jet) is the same simulation as the cyan dashed in Figure (4) and the solid green line (labeled 0.3 jet) is the same as the thin solid red line in Figure (4). The dotted red line is $f_{\text{jet}} = 0.1$, while the cyan dot-dashed line is $f_{\text{jet}} = 0.5$. The effective resolution, Jeans length and initial conditions are identical for all simulations in this plot.

Figure 5. Star formation efficiency (SFE) as a function of time since the formation of the first star, $t-t_0$, for 4 simulations, all with an effective resolution of $16k^3$. The jet simulations differ only in the fraction of accreted mass that they eject, the total momentum is the same across all jet simulations. The blue dashed line (labeled no jet) is the same simulation as the cyan dashed in Figure (4) and the solid green line (labeled 0.3 jet) is the same as the thin solid red line in Figure (4). The dotted red line is $f_{\text{jet}} = 0.1$, while the cyan dot-dashed line is $f_{\text{jet}} = 0.5$. The effective resolution, Jeans length and initial conditions are identical for all simulations in this plot.
The plot confirms that the density profile is the same for the jet and no-jet case confirming a fixed point attractor for $\rho(r,t)$ as being the radius where the circular velocity ($v_\phi$) is an attractor solution, $u_r = \sqrt{GM/\rho}$ is set by the protostar at $r < r_\star$, where $r_\star$ is the sphere of influence of the star particle (MC15), and the “raw” mass accretion rate – without the $\rho f_{\text{jet}}$ correction – is the same in the cases with and without a jet.

### 3.3 A fixed point attractor for $\rho(r,t)$ inside $r_\star$

One of the more striking findings in MC15 and confirmed in the simulations of Murray et al. (2017) was that the run of density is independent of time for $r < r_\star$, where $r_\star$ is the radius of the sphere which encloses a gas mass equal to $3 M_\star$, i.e., the sphere of influence of the star. Those simulations were hydrodynamic runs only, and thus the question addressed here is, do jets alter the density profile?

In Figure 6 we plot the averaged number density $n$ and mass density $\rho$ as a function of $r$ for 1 and 4 $M_\odot$ sink particles. The plots confirm that $\rho(r,t) \rightarrow \rho(r)$ for $t_d < r < r_\star$, i.e. the density is already on an attractor solution and that profile persists well after formation. We define the accretion disk radius $r_d$ as being the radius where the circular velocity ($v_\phi$) is larger than $v_T$ and $u_r$. The mean power-law slope of the density after the star forms is $k_p \sim 1.5$. In addition the density profile is the same for the jet and no-jet case confirming a major ingredient of equation (9) showing that the results of MC15 continue to apply in the case of jet feedback.

It is important to note that the lack of change in the run of density is not due to the fact that we integrate for roughly a quarter of the global free-fall time. We emphasize that the density can change on the local free-fall time, which is much smaller than the global free-fall time. This can be seen from Figure 6, where $\rho(r)$ changes rapidly for $r < 0.3 \text{pc}$ before the star forms (see the dotted line).

#### 3.4 The infall ($u_r$), random motion ($v_T$) and circular ($v_\phi$) velocities

Figure 7 shows the infall velocity $u_r$ (blue triangles connected by a solid blue line), the random velocity $v_T$ (green dots connected by a green line), and the rotational velocity $v_\phi$ (black plus signs) as a function of radius centered around a specific sink particle. The red dashed line depicts $\sqrt{GM(<r)/r}$, while the black horizontal line shows the sound speed $c_s = 0.265 \text{km} \cdot \text{s}^{-1}$. We calculate each of these velocities in the same manner as Murray et al. (2017), with the following modification for the jet case: when calculating these otherwise spherical shell averaged quantities, we remove the cells that sit within the opening angle of the jet. See Appendix A to see how this subtraction affects the radial profiles of all the velocities.

The left panel in Figure 7 shows the velocities associated with a three solar mass sink particle in a simulation that included jet feedback. The right panel is of a sink particle in a simulation without jet feedback that formed within a hundredth of a parsec of the same location within a few thousand years of the same time as the particle in the jet case. That particle is roughly 3.8 $M_\odot$. While we cannot make a direct comparison of the magnitude of the velocities, due to the different masses, we can compare the trends in the velocities to the $\sqrt{GM(<r)/r}$ velocity in each panel. We see similar behavior in both jet and no-jet simulations, with some expected differences.

First, what one immediately notices in each case (with and without jets), is that both $|u_r|$ and $v_T$ increase with decreasing radius down to $r = 0.1 \text{pc}$ then increase with decreasing radius, until running into the accretion disk around the sink particle, at $r_d \approx 5 \times 10^{-3} \text{pc}$. This indicates that jets by themselves do not change the general dynamics outside and inside the stellar sphere of influence. Both $|u_r|$ and $v_T$ increase inward of $r_\star$. This was seen by Murray et al. (2017) for the no jet case. It is also consistent with the rapid increase in turbulent energy density with decreasing radius seen in Mocz et al. (2017), although their simulations halted when the first star particle formed (and hence did not include any protostellar jet feedback).

However, the inclusion of jets does affect the ratio of the random motion velocity to the fiducial velocity $\sqrt{GM(<r)/r}$. In the case with jets, $v_T$ remains much closer to $\sqrt{GM(<r)/r}$ for all radii larger than the disk radius as compared to that ratio for the no-jet simulation. This is not an unexpected result, given that jets are injecting momentum back into the gas surrounding the collapse; this momentum deposition pumps up the random motions of the gas and thus slows down the in-falling gas. Even though the jets are boosting the random motion velocity, inside the stellar sphere of in-
fluence, $|u_t|$ still increases with decreasing radius. That is, the gravity of the star dominates the dynamics.

Finally, we note that the infall velocity is $\sim 25 - 30\%$ of the free-fall velocity over all radii less than a parsec. This observation shows that this system is not in hydrostatic equilibrium. The run of density versus radius is similar to that in Figure 6.

### 3.5 Average mass accretion rate $\langle M(r,t) \rangle_{\text{stars}}$ for jet and no jet sink particles

The final prediction that we can check is that $M(r,t)$ is independent of $r$ for $r < r_s$ and that the jet and no-jet cases have (roughly) the same $M$. In Figure 8, we show the average mass accretion rate $M$ as a function of $r$ for 1 and $4 M_\odot$ sink particles comparing between the jet and no jet simulations.

We note that while the $M$ profile is flat at small radii it does increase over time; the profile at $4 M_\odot$ inside of $r_s$ is larger than that of the $1 M_\odot$ profile for both jet and no jet simulations. We contrast this with an inside-out collapse model, which we exemplify using a Shu (1977) solution, green dashed line obtained by directly integrating equations (11) and (12) of Shu (1977) at a fixed time.

We also note that both the jet and no-jet case settle onto an average $M$ that is roughly the same for the 1 and $4 M_\odot$ sink particle case. Hence the “raw” rate is the same in the jet and no-jet cases as implicitly required by equation (9).

### 3.6 Jet Momentum Deposition

In Figure 9 we plot the mass weighted average of the jet velocity for all sink particle jets over time. It has been calculated following the definition in Matzner & McKee (2000)

$$\langle v_{\text{jet}} \rangle \equiv p_{\text{jet}}/M_*.$$  

where $M_*$ is the total stellar mass and $p_{\text{jet}}$ is the total momentum ejected by all the jets up to the current time. Matzner & McKee (2000) estimate (observationally) that $\langle v_{\text{jet}} \rangle \approx 40 \, \text{km} \, \text{s}^{-1}$. The figure shows that the average velocity
is increasing with time because the stars are accreting more mass, and their radii are contracting. By the end of our run, the average velocity is in the range of that estimated by Matzner & McKee (2000).

We note that despite the relatively low value of the mass weighted average jet velocity over the entire box, the actual jet velocity is not necessarily slow. In Figure 10, we show the phase plot of density vs velocity for the no-jet case (left) and the jet case (right) at \( t - t_\ast = 0.48 \) Myrs, which corresponds to the middle panels of Figure 2. The colourmap denotes the total mass of each point in density-velocity space. At the high density end, note that the velocities are substantially larger than the sound speed. This is due to infall stirring up \( v_T \) and \( |\mathbf{u}_T| \) as we saw in the velocity profiles above. A comparison between the no-jet and jet case on the high density end looks unsurprisingly similar. The jets are directed into lower density regions, not into the accretion disk and thus do not affect the high density regions.

However, we note that the major difference between the no-jet and jet cases is the substantial amount of gas above \( 10 \, \text{km} \, \text{s}^{-1} \) and that the density of this gas is around \( 10^3 \) the mean density \( 3 \times 10^{-22} \, \text{g} \, \text{cm}^{-2} \). In fact, the jet case has material moving above \( 100 \, \text{km} \, \text{s}^{-1} \).

### 3.7 Jets mainly drive small scale turbulence

Figure 11 displays the mass averaged velocity dispersion in the simulation volume plotted as a function of time since gravity was turned on. The solid lines are the \( 32 \, k^3 \) simulation, while the dashed lines show the \( 16 \, k^3 \) simulation data. The thick and thin lines designate the jet vs no jet cases respectively. Looking at the no jet cases (at both resolutions), one sees an increase in the total velocity dispersion in the box from \( 3 \, \text{km}^2 \, \text{s}^{-2} \) to \( 4 \, \text{km}^2 \, \text{s}^{-2} \) by \( t - t_\ast \approx 0.8 \) Myrs. This increase is being driven by the gravitational collapse as the first stars begin to form. The jet cases’ increase over this gravitational driving indicates that the jets do stir up the surrounding medium. It is important to note however, that this jet driving occurs on relatively small scales (of order \( \sim 1 \) pc). This can be inferred by the rapid increase and decrease in the plotted velocity dispersions for the jet cases. In Figure 3 we presented a postage stamp shot of a star particle with \( \sim 3 \, M_\odot \) that has cleared out a region on either side of the star particle nearly half a parsec in length.

The effect of jet driving in the velocity dispersion in the box can also be seen from looking at the power spectrum of the velocity. In Figure 12, we plot the velocity power spectrum for \( t - t_\ast = -0.03 \) (solid lines), 0.48 (dashed lines), and 1 Myrs (dotted lines) for the jet (thin black lines) and no-jet (thick blue lines) cases after mapping the simulation volumes to a \( 256^3 \) grid (to perform fast-Fourier transforms). These power spectrum correspond exactly to the top, middle, and bottom panels of Figure 2. As expected the \( t - t_\ast = -0.03 \) Myrs lines for the jet and no-jet case lines up exactly because they start from the same initial conditions. Moreover, the spectrum follows \( P_k \propto k^{-2} \) as expected for Burgers turbulence up to where it begins to be cutoff around \( k \approx 10L^{-1} \). For the no-jet case (thick blue lines), the power spectrum does not substantially differ in time as stars form. This is due to the fact that the timescale that we are looking at is smaller than the crossing time of the box. However, the jet case shows substantial deviation. At \( t - t_\ast = 0.48 \) Myrs for the jet case (thin black dashed line), we note that the power spectrum is remarkably similar to \( P_k \propto k^{-2} \) even beyond the cutoff. In this case, this is not due to Burgers turbulence, but rather to the presence of delta-functions (at the resolution of \( 256^3 \)) in velocity in the simulation volume. This is undoubtably due to the narrow (on the scale of \( 256^3 \)) protostellar jets. We caution the reader against the implication that this small scale velocity structure translates to turbulence in the star forming clumps. Figure 12 implies that the velocity structure is small scale, but does not imply that this structure is associated with the star forming regions. In particular, jets might induce turbulence at their working surfaces which would be at a significant distance from their launching sites.

At \( t - t_\ast = 1 \) Myrs, the jet case (thin black dotted line) show even greater deviation. Here the velocity power spectrum is larger than it was initially. On the larger scales, it has increase by a factor of approximately 3 and again remains remarkable flat for the same reasons discussed above. However, at \( kL \sim 8 \), we note a bump in the power spectrum, which contains the bulk of the energy. The scale of this bump is at \( \sim L/8 = 2 \) pc and so shows that the effect of jets is mainly on the few parsec scales in our simulation. Moreover, the decline toward larger scales from this scale may be an indication of an inverse cascade.

### 4 DISCUSSION

Given our initial set up of a box with sides 16 pc in length, with a mach number of \( \approx 9 \) and a virial parameter of order unity, we could expect to form moderate sized star clusters. However, this does not preclude isolated star formation.
Figure 10. Phase plot of density vs velocity for the no-jet case (left) and the jet case (right) at $t - t^* = 0.48$ Myrs. The colourmap denotes the total mass at each point in density-velocity space. The distribution at the high density end is set by gravity both accelerating the infall velocity and adiabatically heating the turbulent velocity, and is similar for both the no-jet and jet cases. There is, however, a clear difference between the no-jet and jet cases, namely, the substantial amount of gas above 10 km s$^{-1}$ in the jet case. While there is a large distribution in velocity, this has only a 25% effect on the mass accretion rate (see Figure 4 and § 3.2).

Figure 11. The mass averaged velocity dispersion squared in the simulation volume plotted as a function of time since gravity was turned on. The thick and thin lines show the jet and no-jet case respectively. The solid lines show the 32k$^3$ result and the dashed lines the 16k$^3$ result. The increase seen in the no-jet case starting at $t = 1$ Myrs results from the gravitational collapse driving random motions. The excess seen over this background in the thick lines is the result of the jets driving random motions. Both the sharp increase and the sharp decrease in the latter case alert us to the fact that this driving occurs on relatively small scales (of order 1 pc): see Figure 3.

What we see is $\approx 180M_\odot$ in stars, in a filament/clump $\approx 4$ pc in length and a clump gas mass of $\approx 3500M_\odot$. The overdense regions that we see correspond to molecular clumps with a few thousand solar masses formed inside of our parent molecular cloud.

We have shown that protostellar jets do not strongly affect the dynamics of accreting gas. For example, the infall and rotational velocities both show similar behavior between the no jet and jet runs; the random velocity is also similar, once the region containing the jet cone has been excised (see Figure A1 and appendix A). Similarly, the run of density...
approaches an attractor solution regardless of whether or not there are jets associated with the sink particle.

The fact that $|\rho_r|$ increases inward for $r < r_s$, while increasing outward for $r > r_s$, combined with the time-independence of the density profile (once a density peak forms) implies that the mass accretion rate $M(r,t)$ for individual stars is flat for $r < r_s$ and increasing with radius for $r > r_s$. This is demonstrated in Figure 8, which also shows the contrasting behavior for an inside-out collapse model, that of Shu (1977). This is the signature of outside-in collapse, which occurs in runs both with and with out jet feedback.

We have seen that jets do create cavities in the surrounding gas, changing the morphology of the gas on parsec scales. However, as we discussed in §3.7, while the jets and the expanding bubbles they inflate do drive turbulence, the outflows and bubbles do not have a large effect on the mass accretion rate. The jets do reduce the mass accretion rate, by a factor of about 2.5 in our simulations, but the bulk of this reduction is simply due to the jet ejecting mass from the star particle. In our simple jet model, this includes mass that in reality would be ejected from the associated protostellar disk.

We showed that the jet driven turbulence is on small scales (1 pc) compared to the scale of our simulation box (16 pc) or compared to GMC sizes (tens of parsecs). This ensures that the jet driven turbulence from an individual star decays more rapidly (see Figure 11 and 12) than the eddy turnover time of the simulation box, or of the host GMC in a real galaxy.

We have shown that $M_\ast(t) \propto (t - t_f)^2$ both with and without protostellar jet feedback, but that the stellar mass accreted after a given time is smaller by about a factor of 2.5 when jet feedback is included. This result is also seen in Wang et al. (2010); Federrath et al. (2014); Federrath (2015). While these authors did not note the power law dependence of mass upon time, it is clearly seen in their Figures 1, 9, and 2, respectively. From these figures we have calculated the ratio of stellar mass in the no jet to jet case, finding the ratios to be 2.3, 2.4, and 3, respectively, which is similar to our ratio of 2.5.

The scaling between the jets and no-jet case of $f^2 = (1 - f_{\text{jet}})^2$ that we have found above in equation (9) appears to hold for Federrath et al. (2014). This is shown in the left plot of Figure 13. Here we plot the SFE as a function of time from Figure 9 of Federrath et al. (2014) for the jet (solid line) and no-jet (dashed line) cases. We have also applied the simple rescaling $f^2 = (1 - f_{\text{jet}})^2$ following equation (9) where $f_{\text{jet}} = 0.3$ in Federrath et al. (2014). The result is shown as the dotted line in Figure 13. The rescaled no-jet case does a surprisingly good job of following the jet case up to about an SFE of 0.4, which corresponds to a no-jet SFE of 0.8, after which the SFE of the no-jet case (unsurprisingly) turns over as there is little gas remaining to be accreted. In the right plot of Figure 13, we plot SFE as a function of time from Figure 2 of Federrath (2015) for the jet (solid line), no-jet (dashed line), and rescaled (dotted line) cases. Here the rescaled no-jet case does a rather poor job of following the jet case. This may be because Federrath et al. (2014) (right plot) does a MHD calculation rather than a HD calculation as in Federrath et al. (2014) (left plot). We do not believe that our analytic model can explain the evolution of $M$ beyond $t/t_{\text{ff}} > 1.3$, nor do we think it should. After a single free fall time of 10% of the entire gas mass in the simulation has been eaten by the created sink particles. By $t \approx 1.3t_{\text{ff}}$ that has expanded to nearly 40% of all the gas in the simulation. Once the mass of the stars becomes an appreciable fraction of the gas mass, accretion begins to be suppressed simply because there is insufficient gas. This should occur when the mass in stars is a few tens of percent of the gas mass.

The scaling of equation (9) may hold for other cases in the literature but we are unable to check them. For example, it is unclear in Wang et al. (2010) what $f_{\text{jet}}$ is equal to. Myers et al. (2014) see the same curvature in $M_\ast(t)$ that we do (their Figure 7), but they do not plot a no protostellar feedback simulation to compare against.

It appears that for hydrodynamic jet-feedback, the effect is to reduce the mass accretion rate by the rate at which the jet ejects material from the star (and disk). Beyond this, the effects of hydrodynamic jet feedback appear to be minor. The is clearly seen in the simulations of this paper and that of Federrath et al. (2014). It may also be the case for other simulations in the literature, but such comparisons were not possible in those cases.

It does appear that magnetic field may enhance the effects of jet feedback. The systematic evidence for this is sparse, but we can point to the comparison between the rescaled no-jet case and jet case of Federrath (2015) in the right plot of Figure 13, where the rescaled case does not capture the complete effect of the jet. Here the dynamics of the jet on the accreting gas appears to be more pronounced. We should note, however, that the curvature in the SFE remains and suggests that some of the analytic results of MC15 may continue to hold in the MHD case.

5 CONCLUSIONS

We performed simulations of turbulent, self-gravitating gas including star particle formation and protostellar jets. Starting with uniform density in a box with length 16 parsecs on a side, we drove turbulence until we reached a statistically steady state. At that point, the density was no longer uniform. We then turned on gravity and star formation. We used AMR to follow collapsing regions down to an effective resolution of $32 \, k^3$ which gave us a $\Delta x$ of 100 AU at the finest level of refinement.

We observed that the inclusion of protostellar jets does not affect the general dynamics of accreting gas. In particular we saw $M_\ast(t) \propto f^2(t - t_f)^2$ where $f = 1 - f_{\text{jet}}$ is the fraction of mass accreted onto the protostar and $f_{\text{jet}}$ is the fraction ejected by the jet. We find that this mass ejection accounts for 75% of the effect of jets on the star formation rate in our simulations. This appears to be the case in similar simulations performed by other groups (e.g. see Figure 13), but we find suggestions that this may be altered if MHD is included.

As we have found previously in the case without jets (Murray et al. 2017), the spherical average profile of gas around the protostar follows the analytic model of MC15 and does not seem the change in the case with jets. In particular, the run of density finds an attractor solution prior to star formation and remains on that solution even after jets begin to blow out cavities in the surrounding medium. The behavior of the infall and rotational velocities is similar.
regardless of whether jets are included or not. The profile of the random velocities are also similar once the jet bi-cone is removed. Finally, the mass accretion rates are similar in the jet and no-jet cases.

We also find that the collapse is outside-in (Murray et al. 2017), and holds for both the jet and no jet simulations. The average jet momentum per stellar mass does increase over time, though this is to be expected as the stars continue to accrete mass. We did not run long enough for the stars to completely consume the surrounding gas and thus for the jets to begin to be shut off. We find that jets do drive turbulence in the surrounding gas, but is confined to small scales of roughly a parsec.
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Figure 13. Left plot: the SFE, $M_*/M_{\text{tot}}$, as a function of time (measure in free-fall times) for the jet (solid line) and no-jet (dashed line) cases from Federrath et al. (2014) Figure 9 (N.B. HD simulation). Right plot: the SFE as a function of time (measure in Myrs) for the jet (solid line) and no-jet (dashed line) cases from Federrath (2015) Figure 2 (N.B. MHD simulation). In both plots we have rescaled the no-jet case by $f = (1 − f_{\text{jet}})^2$, which is set to $f_{\text{jet}} = 0.3$. In the left plot the rescaled no-jet case follows the jet case fairly well up to about an SFE of about 0.4. The rescaled no-jet case at this point rescales the no-jet case for $M_*/M_{\text{tot}} = 0.8$, where the accretion onto star particles is starved due to depletion of gas. In the right plot, the rescaled no-jet case does a rather poor job of following the jet case. This may be because Federrath (2015) does a MHD calculation rather than a HD calculation as in Federrath et al. (2014).
APPENDIX A: EFFECTS OF EXCISING BI-CONES ALIGNED WITH PROTOSTELLAR JETS ON THE INFALL, RANDOM, AND ROTATIONAL VELOCITY

In this appendix we illustrate the effect of excising bi-cones aligned with the jet emitted by a protostar when calculating \( |u_r| \), \( v_T \) and \( v_\phi \). The simulated jets are powerful enough that they enforce outflow over almost the entire bi-cone over which the star particle emits the jet. However, because our jets are emitted along the instantaneous spin axis of the star particle, which is usually roughly perpendicular to the accretion disk, the jet outflow tends to avoid high density and infalling gas, which is generally near the plane of the disk. An example can be seen in Figure 3.

While the jets do not strongly affect the infall and rotational velocity of the bulk of the gas near the star particle, they do have a fairly strong effect on the random velocity, when averaged over spherical shells. A glance at Figure 3 shows why: the jet velocities are very large in the evacuated region around the jet axis. Our calculation of \( v_T \) involves subtracting the mass-weighted infall and rotational velocity in spherical shells from the velocity of each cell in the shell; since the jet expels low density gas, it does not affect the mass weighted infall or rotational velocity when performing the average, but it does boost the random velocity.

In Figure A1 we show three panels. All three panels follow the same convention: the infall velocity \( |u_r| \) is depicted by the blue triangles, connected by a solid blue line, the random velocity \( v_T \) (green circles connected by a solid green line) and the rotational velocity \( v_\phi \) (black crosses); the dashed red line shows \( v_K \equiv \sqrt{GM(r)/r} \). Note that both \( |u_r| \) and \( v_T \) increase with decreasing radius for \( 10^{-2} \text{pc} < r < 10^{-1} \text{pc} \).

Figure A1. The run of velocity for a \( M_* \approx 5.2 M_\odot \) sink particle, averaged over spherical shells (top), averaged over the same shells but excising a bi-cone aligned with the jet opening angle (middle) and excising a bi-cone with twice the jet opening angle (bottom). The sound speed is denoted by the black horizontal line while other lines denote the infall velocity \( |u_r| \) (blue triangles connected by a solid blue line), the random velocity \( v_T \) (green circles connected by a solid green line) and the rotational velocity \( v_\phi \) (black crosses); the dashed red line shows \( v_K \equiv \sqrt{GM(r)/r} \). Note that both \( |u_r| \) and \( v_T \) increase with decreasing radius for \( 10^{-2} \text{pc} < r < 10^{-1} \text{pc} \).
the black crosses show the rotational velocity $v_\phi$. The dashed red line shows $v_K \equiv \sqrt{GM(r)/r}$. Finally, the sound speed is denoted by the black horizontal line.

All three snapshots are of the same particle, of roughly $5.2M_\odot$, at the same time, from the same simulation. In the top panel we calculate the various velocities averaged over spherical shells, i.e., we do not remove the jet bi-cone, in the centre panel we remove the jet bi-cone, and in the bottom panel we remove a bi-cone with twice the jet opening angle.

The most dramatic change is in the turbulent velocity. When we average over full spherical shells (top panel), the turbulent velocity remains roughly constant at all radii, with a slight increase at $r > 1$ pc. In the two plots where we excise the jet bi-cone (or a bi-cone with twice the jet opening angle), we see similar behavior to runs where no jets were included; at large radii the random velocity $v_T$ decreases (by a factor of two) with decreasing radius, while at small radii ($r \lesssim 0.1$ pc) $v_T$ increases with decreasing radius.

The effect of removing or not removing the jet bi-cone on $|u_r|$ and $v_\phi$ is much smaller. The infall velocity smooths out slightly when we excise the region around the jet, but the general dynamic of decreasing velocity with decreasing radius at large $r$, and then inverting to increasing velocity with decreasing radius for $r \lesssim 0.1$ pc is seen in all three panels.

**APPENDIX B: PROTOSTELLAR MODEL**

There is one final thing to note about the protostellar model presented by O09, which is the transition from no burning to core burning at a fixed temperature of $1.5 \times 10^6$ Kelvin. When this transition is made, the polytropic index $n$ is changed from whatever its’ current value is to 1.5. However, in changing $n$ we change the internal temperature of the protostar to a lower value than the required fixed temperature. This raises the question of whether or not this has any effect on the radius of the star, the protostar’s final mass, radius, and the length of time, for its evolution. We did run a quick experiment with looping $n$ back and forth to achieve an actual burn temperature of $1.5 \times 10^6$ (rather than O09’s dropping to a constant lower temperature). What we found was that the end result sees no appreciable difference: roughly the same mass, same radius, and in roughly the same amount of time. The only modification was a change of $\approx 1/16$th the radius during the core burning phase of the evolution of the protostar.
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