Quantum model of gain in phonon-polariton lasers
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We develop a quantum model for the calculation of the gain of phonon-polariton intersubband lasers. The polaritonic gain arises from the interaction between electrons confined in a quantum well structure and phonons confined in one layer of the material. Our theoretical approach is based on expressing the resonant matter excitations (intersubband electrons and phonons) in terms of polarization densities in second quantization, and treating all non-resonant polarizations with an effective dielectric function. The interaction between the electronic and phononic polarizations is treated perturbatively, and gives rise to stimulated emission of polaritons in the case of inverted subbands. Our model provides a complete physical insight of the system and allows to determine the phonon and photon fraction of the laser gain. Moreover, it can be applied and extended to any type of designs and material systems, offering a wide set of possibilities for the optimization of future phonon-polariton lasers.

I. INTRODUCTION

A polariton is a composite excitation arising from the coupling of light with a material excitation. As such, polaritons are exhibiting properties that are inherited from their two original constituents and can be tailored over a large range through the strength of the light-matter coupling. Polaritons can be seen as forced to interact through their matter part, while the photons will carry the imprint of the coherence properties, enabling their measurement in the far-field using photodetectors. For well-chosen experimental parameters, the polaritons exhibit features of a quantum fluid whose properties have attracted a lot of attention recently.

While much attention has been given to exciton-polaritons and their properties in the visible, the study of polaritons in the mid-infrared portion of the spectrum has also some unique features. The coupling between an intersubband electronic system and longitudinal optical (LO) phonons was described recently as an intersubband polaron and the coupling between an intersubband system and light, called an intersubband (or cavity) polariton, was theoretically investigated in the Power-Zienau-Woolley (PZW) gauge by Todorov et al. in Ref. 15. In addition, the light can resonantly couple to transverse optical (TO) phonons forming phonon-polaritons which have mostly been studied at the surface of polarizable materials and recently also in the bulk using classical theory. The strong coupling properties have also been observed experimentally and described using a dielectric function approach.

As shown schematically in Fig. 1 when the cavity and the intersubband transitions are chosen to be energetically resonant with a mechanical resonance of the semiconductor lattice, a unique tripartite coupling can be achieved. For large electron concentrations and in thermal equilibrium, the resulting polaritonic dispersion arises due to the coupling of light to both excitations. An interesting feature of the intersubband system is that it can be electrically excited, providing optical gain. Solid state phonon lasers were proposed and analysed using either a pure phononic gain or using an electronic Raman approach. In contrast, we present a fully quantized model that treat both the photons and phonons, as well as the inter-subband system on an equal footing, in the PZW gauge. This allows us to account for the spatial variation of the material optical response, as the phonon polarization is spatially confined. We thus fully account for the tripartite coupling, albeit using a basis of phonon-polaritons, since the photon-phonon coupling is the stronger one. In this basis, the rate of stimulated emission of phonon-polaritons from inter-subband excitations, is derived in first order perturbation theory. We also provide computational examples for a resonant tunnelling diode (RTD) and a quantum cascade laser (QCL), where the phonon-polaritons are confined to potential barriers in the conduction band profile. However, the theory can easily be expanded to account for arbitrary 2D heterostructures, as well as other material excitations provided their quantized polarization.
II. CLASSICAL FORMULATION

The starting point for our model is the Lagrangian density

\[ \mathcal{L} = \frac{\varepsilon_0}{2} \left( \mathbf{A} + \nabla \phi \right)^2 - \frac{1}{2\mu_0} \left( \nabla \times \mathbf{A} \right)^2 + \sum_i \left( \frac{\omega_i^2}{2\chi_i} \mathbf{P}_i^2 - \frac{\omega_i^2}{2\chi_i} \mathbf{P}_i^2 - \mathbf{P}_i \left( \mathbf{A} + \nabla \phi \right) \right) \]  

(1)

for a polarization \( \mathbf{P}_i \) in vacuum, represented by a sum of harmonic oscillators with eigenfrequency \( \omega_i \) and "mass" \( \chi_i \), under the application of an electro-magnetic field with vector and scalar potentials \( \mathbf{A} \) and \( \phi \). The last term accounts for the electric potential energy stored in the "springs" of the oscillators. This leads to the Hamiltonian

\[ \mathcal{H} = \int d^3r \left[ \frac{1}{2\varepsilon_0} \mathbf{D}^2 + \frac{1}{2\mu_0} \left( \nabla \times \mathbf{A} \right)^2 + \frac{1}{2} \sum_{i \neq j} \mathbf{P}_i \mathbf{P}_j \right] + \sum_i \left( \frac{\omega_i^2}{2\chi_i} \mathbf{P}_i^2 + \frac{1}{2\varepsilon_0} \mathbf{D} \cdot \mathbf{P}_i \right) \]  

(2)

where \( \mathbf{D} = -\varepsilon_0 (\mathbf{A} + \nabla \phi) + \sum_i \mathbf{P}_i \) is the electric displacement field satisfying \( \nabla \cdot \mathbf{D} = 0 \). Here, the frequencies \( \omega_i^2 = \omega_0^2 + \frac{\varepsilon_0}{\chi_i} \) of the oscillators are shifted by the plasma frequency \( \omega_{\text{pl}}^2 = \frac{\varepsilon_0}{\chi_0} \) with respect to the bare mechanical frequency of Eq. (1). We shall consider only a few polarization terms, namely those coming from TO phonons and the electrons confined in the conduction band. We thus treat all non-resonant oscillators with an effective dielectric constant defined by

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \sum_{i \in b} \mathbf{P}_i + \sum_{i \in e, L} \mathbf{P}_i \equiv \varepsilon_r \varepsilon_0 \mathbf{E} + \sum_{i \in e, L} \mathbf{P}_i \]  

(3)

where the first sum is over the background (b), and the second over the ISB (e) and the resonant lattice (L) polarizations. Assuming \( \mathbf{P}_{i \in b} \) oscillate at the cavity frequency \( \omega \),

\[ \varepsilon_r = 1 + \sum_{i \in b} \frac{\chi_i}{\varepsilon_0 (\omega_i^2 - \omega^2)} \]  

(4)

Considering only the background, the Hamiltonian reads

\[ \mathcal{H}_b = \int d^3r \left( \frac{1}{2} \mathbf{E} \cdot \mathbf{D} + \frac{1}{2} \mathbf{B} \cdot \mathbf{H} \right) + \mathcal{H}_{\text{mat}} \]  

(5)

\[ = \int d^3r \left( \frac{1}{2\varepsilon_0 \varepsilon_r (z)} \mathbf{D}^2 + \frac{\mu_0}{2} \mathbf{H}^2 \right) + \mathcal{H}_{\text{mat}}, \]  

(6)

where \( \nabla \times \mathbf{A} = \mathbf{B} = \mu_0 \mathbf{H} \) and we assumed in Eq. (1) that there are no magnetic moments in the system. \( \mathcal{H}_{\text{mat}} \) contains all terms of Eq. (2) which contain the background matter polarizations \( \mathbf{P}_i \) only. Physically, this term contains the energy contribution of all the crystal ions, and will not affect the following theory where we treat the conduction band electrons in the envelope function approximation. We will thus suppress this term from now on. Adding the special polarizations \( \sum_{i \in e, L} \mathbf{P}_i \), not included in \( \varepsilon_r \), we find

\[ \mathcal{H} = \int d^3r \left[ \frac{1}{2\varepsilon_0} \mathbf{D}^2 + \frac{\mu_0}{2} \mathbf{H}^2 \right] \]  

\[ + \int \frac{1}{\varepsilon_0 \varepsilon_r} \int d^3r \left[ - \sum_{i \in e, L} \mathbf{D} \cdot \mathbf{P}_i + \frac{1}{2} \sum_{i \neq j} \mathbf{P}_i \mathbf{P}_j \right] \]  

\[ + \int d^3r \sum_{i \in e, L} \left( \frac{1}{2\chi_i} \omega_i^2 \mathbf{P}_i^2 + \frac{1}{2\varepsilon_0} \mathbf{D} \cdot \mathbf{P}_i \right) \]  

(7)

This Hamiltonian resembles the one of Ref. 15. We will use Eq. (7) and diagonalize the terms in the quantized Hamiltonian containing \( \mathbf{P}_L \) only in Sec. [V]. We also note that in a heterostructure, \( \varepsilon_r = \varepsilon_r (z, \omega) \) will acquire a z-dependence which in principle has to be considered when performing the volume integral.

The background dielectric function \( \varepsilon_r \) results from both inter-atomic polarizations and bound electrons. In addition, electrons in quantum states spatially separated from the resonant phonon polarization may give a small contribution. We will assume that \( \varepsilon_r \) is close to the bulk values of the constituent materials, why we will later set \( \varepsilon_r = \varepsilon_{\infty} \) of the bulk well material.

III. QUANTUM FORMULATION

In order to quantize the system, we write down the quantized version of the Hamiltonian (4) as

\[ \hat{\mathcal{H}} = \hat{\mathcal{H}}_{\text{rad}} + \hat{\mathcal{H}}_L + \hat{\mathcal{H}}_e + \hat{\mathcal{H}}_{\text{int}}, \]  

(8)

where the radiation in the cavity is written in second quantization as

\[ \hat{\mathcal{H}}_{\text{rad}} = \sum_q \hbar \omega_{\text{cav},q} \left( a_q^\dagger a_q + \frac{1}{2} \right). \]  

(9)
For the cavity modes, we use the quantized displacement field of the TM mode in the PZW gauge (see e.g. Ref.\textsuperscript{[27]})

\[
\hat{D}_z(R) = i \sum_q \sqrt{\frac{\varepsilon_r \varepsilon_0 \hbar \omega_{\text{opt},q}}{2 S L_{\text{cav}}}} e^{i q r} g_q(z) (a_q - a_{-q}^\dagger),
\]

where \( S \) and \( L_{\text{cav}} \) is the surface area and length of the cavity, respectively, and \( g_q(z) \) is the mode profile normalized as

\[
\int_{-\infty}^{\infty} g_q^2(z) dz = L_{\text{cav}}.
\]

These are the only modes than can propagate in 2D heterostructures. Still neglecting magnetic interactions, the light-matter interaction in Eq. (7) leads to an interaction

\[
\hat{H}_{\text{int}} = \int d^3r \frac{1}{\varepsilon_0 \varepsilon_r} \left( -\hat{\mathbf{D}} \cdot \hat{\mathbf{P}}_{\text{mat}} + \frac{1}{2} \hat{\mathbf{P}}_{\text{mat}}^2 \right),
\]

where the sum in Eq. (11) runs over the intersubband transitions and the lattice contributions \( \hat{\mathbf{P}}_{\text{mat}} = \hat{\mathbf{P}}_e + \hat{\mathbf{P}}_L \), respectively.

The formalism developed so far does not take into account any dissipative couplings for the phonons, electrons, or photons. In the first part of this paper, we will completely neglect these coupling terms. Later, when we calculate the polariton gain, however, we need to include the phonon and photon decays via an effective decay rate into acoustic phonons and cavity losses, respectively. For the ISB system, dissipation due to optical and acoustic phonons, as well as elastic scattering with ion impurities, alloy disorder, and interface roughness, can be included in the transport calculations providing the self-consistent populations of the ISB levels undergoing stimulated polariton emission.

Since we are interested in a situation where the electronic system provides optical gain but will remain in the weak coupling with radiation, we split the Hamiltonian

\[
\hat{H} = \hat{H}_{\text{rad}} + \hat{H}_{\text{L}} + \int d^3r \frac{1}{\varepsilon_0 \varepsilon_r} \left( -\hat{\mathbf{D}} \cdot \hat{\mathbf{P}}_e + \frac{1}{2} \hat{\mathbf{P}}_e^2 \right)
\]

Diagonalize \( \hat{H}_P \)

\[
+ \int d^3r \frac{1}{\varepsilon_0 \varepsilon_r} \left( -\hat{\mathbf{D}} \cdot \hat{\mathbf{P}}_e + \frac{1}{2} \hat{\mathbf{P}}_L \cdot \hat{\mathbf{P}}_e \right)
\]

Perturbation

\[
+ \int d^3r \frac{1}{\varepsilon_0 \varepsilon_r} \frac{1}{2} \hat{\mathbf{P}}_e^2 + \hat{H}_e
\]

Neglect

\[
\text{(13)}
\]

into three parts. The first part \( \hat{H}_P \) contains the lattice-radiation coupling and will lead to our polaritonic basis after diagonalization. Amplification or attenuation of these polaritons through their interaction with the intersubband system will be computed using Fermi’s golden rule applied to the second part of \( \hat{H} \). Finally, as we are dealing with a low electron population, we can safely neglect the intersubband polarization self-energy, which accounts for the depolarization shift.

\[\text{IV. ELECTRON POLARIZATION}\]

The electronic subband states \( n \) are defined by their energies \( E_n(k) = E_n + \frac{\hbar^2 k^2}{2m^*} \), and their wavefunctions \( \langle r,z|n,k \rangle = \frac{1}{\sqrt{S}} e^{ikr} \chi_n(z) \), where \( S \) is the sample area, \( m^* \) is the carrier effective mass, \( k \) and \( r = (x,y) \) are the in-plane wavevector and the in-plane coordinate respectively. Starting from the initial level \( |i,k \rangle \) (where the carriers are either residing or electrically injected), each possible ISB transition \( |i,k \rangle \rightarrow |n,k' \rangle \) is labeled by the index \( j \) and occurs at a frequency \( \omega_j = \omega_i - \omega_n \). The intersubband polarization is

\[
\hat{P}_e(r) = \frac{\hbar e}{2 S m^*} \sum_{j,q} \sqrt{\Delta N_j} \phi_j(q) \epsilon^{i q r} \left[ b_{j,-q} + b_{j,q} \right],
\]

where \( e = -|e| \) is the electron charge, \( \Delta N_j = N_j - N_n \) is the population inversion, and is expressed as a function of the bright mode creation operators (assuming that the transitions are vertical in the \( k \)-space \( (k \approx k') \))

\[
b_{j,q} = \frac{1}{\sqrt{\Delta N_j}} \sum_k c_{i,n,k}^\dagger c_{i,k} \approx b_j.
\]

Here, \( c_{i,n,k}^\dagger \) and \( c_{i,k} \) are the creation and annihilation operators for the one-electron ISB states \( |n,k \rangle \). The microcurrents for the transition between state are defined from the wavefunctions as

\[
\phi_j(z) = \chi_i(z) \partial_z \chi_n(z) - \chi_n(z) \partial_z \chi_i(z).
\]

In this formalism, the electron Hamiltonian is expressed as

\[
\hat{H}_e = \sum_j b_j \hat{b}_j \hbar \omega_j.
\]

\[\text{V. PHONON POLARIZATION}\]

The only lattice vibrations interacting with a light field are the transverse optical (TO) phonons, which are assumed to be dispersionless and have a mechanical frequency \( \omega_{\text{TO}} \). We will assume that the vibrations are localized in layers in the \( x,y \) plane, with \( z \)-coordinate \( z_i \). The phonon polarization (see Appendix A)

\[
\hat{P}_{L,z}(R) = \frac{\hbar e}{2 S M} \sum_{q,s} \xi_{L,i}(z) \epsilon^{i q r} (d_{i,-q}^\dagger + d_i^\dagger q).
\]

is similar to the electronic one, with \( M \) being the vibrational mass and \( d_{i,-q}^\dagger \) creating a TO phonon with in-plane momentum \( -q \). The phonon micro current is (see the appendix)

\[
\xi_{L,i} = \sqrt{\frac{2}{\pi} \frac{1}{\sigma^2} e^{-(z-z_i)^2/\sigma^2}}.
\]
and $\sigma$ is related to the standard deviation from the equilibrium position $z_i$. These phonons are represented globally by the Hamiltonian

$$\hat{H}_L = \sum_{q,i} \hbar \omega_{\text{TO}} d_{i,q}^\dagger d_{q,i},$$

(20)

provided the phonon plasma frequency is

$$\omega_{p,i}^2 = \frac{\hbar^2}{2SM^2\varepsilon_0\varepsilon_r \omega_{\text{TO}}} \int \xi_{L,i}(z) dz.$$

(21)

The operator $d_{i,q}^\dagger$ can be thought of as creating a phonon excitation confined in one monolayer, traveling with momentum $q$ inside this layer. The polarization operator depends on the density of oscillators via the plasma frequency, which fixes the oscillator "mass" $M$. The index $i$ can either represents physical atomic layers, or spatially separated thin layers of the bulk material (so thin that the lattice ions oscillate in phase and the phonon micro current can be represented by a gaussian function).

VI. HAMILTONIAN OF THE PHONON-POLARITON

The diagonalization of $\hat{H}_P$ in thermal equilibrium, assuming all the carriers are in the ground state, yields polaritons that combine lattice and electronic excitations, and have been observed experimentally. In this section, we will diagonalize $\hat{H}_P$ in two steps and find the polariton eigenstates. First, we will incorporate the phonon self-energy $\sum_{l} \epsilon_{P,l}^2$ into the bare phonon Hamiltonian $\hat{H}_L$, which will lead to an energy renormalization similar to the depolarization shift of the interband system. The following calculation will be significantly lightened by neglecting the terms of mixing $\epsilon_{P,l}$ with different layer indices $i$, as motivated in Appendix A. Thus, we diagonalize

$$\hat{H}'_P = \hat{H}_L + \int d^d q \frac{1}{2\varepsilon_0 e^2} \hat{P}_q^2 = \hbar \omega_{\text{TO}} \sum_{q,i} d_{i,q}^\dagger d_{q,i} + \sum_{q} \hbar \Theta_i (d_{i,q}^\dagger d_{i,-q} + d_{i,-q}^\dagger d_{i,q})$$

(22)

where

$$\Theta_i = \frac{\epsilon_i^2 \hbar}{8SM^2\varepsilon_0\varepsilon_r \omega_{\text{TO}}} \int \xi_{L,i}(z) dz,$$

(23)

(here, we assumed that the background dielectric constant does not vary on the scale of the phonon layers), with the new operators

$$p_{i,q} = \frac{\omega_i' - \omega_{\text{TO}}}{2\sqrt{\omega_i'\omega_{\text{TO}}}} d_{i,-q}^\dagger + \frac{\omega_i' + \omega_{\text{TO}}}{2\sqrt{\omega_i'\omega_{\text{TO}}}} d_{i,q}.$$

(24)

The eigenvalue is $(\omega_i')^2 = (\omega_{\text{TO}})^2 + 4\omega_{\text{TO}}\Theta_i$, and interpreting this as the longitudinal optical (LO) phonon frequency, we deduce the plasma frequency $\omega_{p,i}^2 = 4\omega_{\text{TO}}\Theta_i$.

Expressing $\hat{H}_P$ in second quantization format now leads to the expression

$$\hat{H}_P = \sum_{q} \hbar \omega_{\text{TO}} \left( a_{q}^\dagger a_{q} + \frac{1}{2} \right) + \sum_{q,i} \hbar \omega_i' p_i^\dagger p_i \cdot q + i \sum_{q,i} \hbar \lambda_{i,q} (a_{q}^\dagger - a_{q}^{-} - q) (p_{i,-q}^\dagger + p_{i,q})$$

(25)

with

$$\lambda_{i,q} = \frac{\omega_{p,i}}{2} \sqrt{\frac{\omega_{\text{opt},q} f_{P,i}}{\omega_i' p_i}}$$

(26)

where

$$f_{L,i} = \left( \int L_{cav} \xi_{L,i}(z) dz \right)^2.$$

(27)

The factor $f_{L,i}$ measures the filling of the cavity by the mechanical oscillators and is equal 1 for the bulk material.

Proceeding with the second step of the diagonalization of $\hat{H}_P$, the Hamiltonian (25) can be exactly diagonalized through a Bogoliubov transformation and by the introduction of the polariton operator $\Pi_q = x_q a_q + y_q a_{q}^\dagger - z_q p_q + \epsilon_{P,q} a_{q}^\dagger$. The two real solutions $\omega_{q,\pm}$ of the eigenvalue equation $[\Pi_q, \hat{H}_P] = \hbar \omega_q \Pi_q$ are the frequencies of the two polaritonic branches and are readily obtained by

$$\omega_{q,\pm} = \frac{1}{\sqrt{2}} \sqrt{\omega_{\text{TO}}^2 + \omega_{\text{opt},q}^2 \pm \Delta}$$

(28)

$$\Delta = \omega_{l}^4 + 2\omega_{\text{TO}}^2 \omega_{\text{opt},q}^2 - 2\omega_{\text{TO}}^2 \omega_{\text{opt},q}^2 + \omega_{\text{opt},q}^4$$

(29)

with $\omega_{l}^2 = \frac{1}{5} \omega_{\text{TO}}^2$. The two polaritonic branches have the asymptotes $\omega_{q,0,\pm} = \sqrt{\omega_{\text{TO}}^2 + \omega_{l}^2}$ and $\omega_{q,\infty,\pm} = \sqrt{\omega_{\text{TO}}^2 + \omega_{P,q}^2(1 - f)} \equiv \omega_{l}^4$. Additionally, the diagonalization of (25) in the polaritonic basis allows to determine the mixing fractions of the phonon-polariton, namely its photonic $(h_{l,q} = |x_q|^2 - |y_q|^2)$ and phononic $(h_{p,q} = |z_q|^2 - |t_q|^2)$ fractions. For instance, in the upper branch $(\omega_q = \omega_{q,\pm})$, we have the fractions

$$h_{l,q} = \frac{\omega_{q,\pm}^2 - \omega_{\text{TO}}^2}{\omega_{q,\pm} - \omega_{\text{TO}}^2}, \quad h_{p,q} = 1 - h_{l,q}^2.$$

(30)

In the lower branch, the mixing fractions are simply obtained by $h_{l,q} = 1 - h_{l,q}^2$. While the limits when $\omega_{q,\pm} \to \omega'$ and $\omega_{q,\pm} \to \omega_{\text{TO}}$ correspond to mostly phonon states, in the vicinity of the anti-crossing the mixing fractions reach a value of 0.5, indicating a maximum phonon-photon admixture. A suitable design of the active region enables to achieve a lasing emission at frequencies close to this maximum admixture point, where a non-vanishing phononic gain is therefore expected.

If the filling factor $f_L$ is small (as e.g. for a thin-layer structure such as those in Figs. 2 and 3), the equivalent
Rabi frequency at resonance $\Lambda_R = \omega_P \sqrt{\frac{N}{L}}/2$ becomes small compared to the bare cavity and TO phonon frequencies. In this regime of weakly coupled oscillators ($\Lambda_R/\omega_{TO} \ll 1$), the mixing fractions can be approximated by $h_{ij} \approx |x_{q}|^2$ and $h_{ji} \approx |z_{q}|^2$ as well as the polariton operator $\Pi_q \approx x_q a_q + z_q p_q = \Pi_{i,q} + \Pi_{p,q}$.

VI. POLARITON-ISB INTERACTION

The second step of our approach consists of describing the interaction between the phonon-polariton and the ISB transitions. We express the full quantum Hamiltonian that describes the phonon-polariton-ISB system as follows

$$\mathcal{H}_{\text{p-ISB}} = \sum_q \hbar \omega_{q,p} \Pi_q^\dagger \Pi_q + \sum_j \hbar \omega_j b_j^\dagger b_j$$

$$+ i \sum_{q,j} \hbar \Omega_{j,q} \left( a_{-q} - a_{q}^\dagger \right) \left( b_j^\dagger + b_j \right)$$

$$+ \sum_{q,j} \hbar \Xi_{j,q} \left( p_q + p_q^\dagger \right) \left( b_j^\dagger + b_j \right).$$

The first term in Eq. (31) is the polaritonic part of the Hamiltonian with the approximate polariton operator $\Pi_q$ already defined above, in either the upper or lower polariton branch. The second term contains the ISB part. Similarly to Eq. (20), the two last terms in (31) are the interaction components with respective coupling frequencies

$$\Omega_{j,q} = \frac{\omega_P}{2} \sqrt{\frac{\omega_{\text{opt},q}}{\omega_j}} \int f_q(z) \xi_j(z) dz$$

$$\Xi_{j,q} = \frac{\omega_P}{4\sqrt{\omega_j}} \int \xi_j(z) \xi_j(z) dz$$

where $\omega_P$ is the ISB plasma frequency proportional to the injected carrier density.

Since the phonon-polariton mode and the ISB transitions are in the weak coupling regime, Fermi’s golden rule can be applied to compute the emission rate, i.e., the gain cross section of the phonon-polariton-ISB system. In a cavity containing $N_q$ phonon-polaritons, we consider all the transitions $|ul,N_q\rangle \rightarrow |n,N_q+1\rangle$ with an electron initially in the upper laser state ($ul$) and finally in a lower energy level $n$, that lead to the emission of a phonon-polariton and we calculate the total emission rate. By Fermi’s golden rule, then the emission rate becomes

$$g(\omega_q) = \frac{2\pi}{\hbar} \sum_j |n,N_q+1\rangle \langle i\hbar \Omega_{j,q} \left( a_{-q} - a_{q}^\dagger \right) \left( b_j^\dagger - b_j \right) + \hbar \Xi_{j,q} \left( p_q + p_q^\dagger \right) \left( b_j^\dagger - b_j \right) |ul,N_q\rangle|^2 \delta(\omega - \omega_j).$$

where, from experimental studies values of phonon lifetimes, $\tau_P$ of 3.5 ps at 300 K and 7.8 ps at 77 K were determined and $\tau_{\text{cav}}$ can be readily estimated from the cavity losses.

In the following section we will employ the developed theory to compute the phonon-polariton dispersion and gain in experimentally realizable 2D systems.

VIII. COMPUTATIONAL EXAMPLES

A. InGaAs-based resonant tunnelling diode

As a first example, we consider a resonant tunnelling diode (RTD) structure. The benefit of such a structure for emission in the THz region, is that it can be heavily doped and thus have a large inversion, in addition to easily tuneable emission frequency by changing the layer widths. In addition, the simple layer structure provides an excellent starting point for a theoretical analysis of polariton gain in heterostructure. However, such devices typically have population inversion in regions of negative differential conductance (NDC), and can thus not operate in a serial configuration. In addition, in the structure
shown in Fig. 2, a four mono-layer thick InAlAs barrier serves as both the injection barrier of the RTD, giving rise to inversion between the level indicated by a thick yellow line and the two semi-bound states of the subsequent quantum well, as well as the confining layer for the AlAs phonons. In the following computations, we treat the four mono-layers as one effective layer with $\sigma = 0.48$ nm and $\omega_p = 17$ meV. The computed optical loss for this structure is $\sim 410$ cm$^{-1}$ with a Au/Au double-metal waveguide. In comparison, we calculate a maximum optical gain of $\sim 800$ cm$^{-1}$, using a non-equilibrium Green’s function model.\(^{29}\)

From Eq. (28), we compute the phonon-polariton dispersion which is shown in Fig. 3 a). Due to the small filling factor $f_L = 1.67 \cdot 10^{-2}$, this structure exhibits a much smaller polaritonic gap than the one of bulk AlAs.

Fig. 3 b) shows the contributions to the gain rate of Eq. (35) from the photon, phonon, and mixed parts, as functions of the energy in the upper polariton branch. For low energies, close to the polariton gap, the phonon fraction is maximal and decreases rapidly with increasing $\omega_q$. Reversely, the photonic gain vanishes when $\omega \rightarrow \omega'$, but dominates at high frequencies as the phonon fraction increases. Due to the small filling factor, the coupling ratio $h_q/\Omega_q \ll 1$ and the total gain is mostly dominated by the photonic gain. However, a maximum non-photonic gain of 20% is already achieved at the frequency where gain overcomes the losses, despite a phonon extension of only a few monolayers. Figure 3 b) also shows the ratio $g/\alpha$ as a function of the energy in the upper branch. For the bias considered here, the bare optical gain is peaked at a frequency of $\hbar \omega = 48.05$ meV. The loss rate being energy-dependent through the mixing fractions, dividing the gain by the losses shifts its maximum by 0.1 meV, which corresponds to the lasing energy of the device. While the phonon gain fraction at this energy is only $1.2 \cdot 10^{-4}$, the non-photonic contribution to the gain is still 2% of the total gain. In addition, this structure has relatively low optical losses, and the contribution of the phonon part of the polariton is expected to be more important for structures where the optical losses are higher.
FIG. 4. (Color online) Band structure and eigenstates of the proposed phonon-polariton QCL for an applied electric field of 18 kV/cm. The marked AlInAs barrier hosts the polaritons and overlaps the gain transition, from the upper laser state \( ul \) to the lower laser state \( ll \). The electrons are depopulated from the \( ll \) into the \( ul \) of the next period via cascading down the potential wells through coherent tunnelling, as well as incoherent transport. The layer sequence in A is, starting from the rightmost barrier, 48/54/3/86/7.5/82/7.5/81/8.5/71/11.2/61/16/64/30/72, where bold face denotes GaAsSb barriers, italic font denotes the InAlAs barrier, and the underlined well is doped to \( 4.1 \cdot 10^{17} \text{ cm}^{-3} \).

B. InGaAs-based quantum cascade laser

Our second example is a quantum cascade laser (QCL) where the TO phonons are provided by a barrier close to the inverted ISB transition. In contrast to RTDs, QCLs are reliable sources of coherent radiation in the THz frequency region, with a well proven growth and fabrication technique. In addition, operating at a bias of positive differential resistance, one QCL period can be repeated hundreds of times in a several \( \mu \text{m} \) thick structure, potentially allowing significantly more optical power to be extracted than from a single period RTD structure.

In the structure in Fig. 4 a monolayer-thick AlInAs barrier plays the role of the phonon barrier in a InGaAs/GaAsSb active region. This barrier is placed where the the inverted subbands \( ul \) and \( ll \) have significant overlap, thus emitting phonon-polaritons via stimulated emission. In this bound-to-continuum design, the carriers are extracted from \( ll \) in a cascade ending on the black state of lowest energy in Fig. 4 where it is subsequently injected in to the \( ul \) state of the next period of the QCL. For this structure, the electron transport is calculated in a density matrix approach.

The calculated dispersion and mixing fractions are shown in Fig. 5 a). In this structure, \( f_L = 4.3 \cdot 10^{-3} \) is even smaller than for the RTD. However the design frequency is adjusted to be close to the maximum splitting between the branches, where the fraction of the phonon to photon Hopfield coefficient is close to 50%. For this and slightly higher frequencies, the design has a phonon fraction of about \( 3 \cdot 10^{-3} \) of the total gain, while the total non-photonic gain accounts for \( \sim 3\% \), as seen in Fig. 5 b). In this figure we also show the ratio of the calculated gain to the losses from Eq. 55, and we find the maximum value at an energy slightly blue shifted from the design frequency. The second, lower, peak at 62 meV, arises due to emission to a lower electronic state which has less overlap with the upper laser level.

Despite the fact that the gain of these devices remains mainly dominated by the standard dipole coupling, there is room for increasing the phononic contribution. An optimized design with a suitable location and thickness of...
the phonon layer could lead to larger overlaps between the phonon and ISB microcurrents. The choice of a material with a larger polariton gap (with larger $\omega_P$), such as ZnO/ZnMgO or GaN/AlN, could dramatically increase the phonon part of the gain. In particular for structures with large optical losses compared to optical gain, the phonon contribution to the polaritonic gain can then increase the stimulated emission rate and thereby the conversion efficiency of electrical power into power radiated in the electric field.

**IX. CONCLUSION**

In conclusion, we have developed a quantum approach for the description of gain in phonon-polariton lasers. Compared to an effective dielectric model, this formalism is more appropriate for the description of confined modes in thin layers and has the advantage to provide a complete physical insight of the system, especially by directly giving the phonon and photon fractions of the lasing modes that are the key parameters for the gain computation. Our model can be applied to a wide variety of designs and material systems, offering a wide set of possibilities for the optimization of future phonon-polariton QCLs. As a demonstration of the flexibility of the model, we have proposed and simulated resonant tunnelling diodes and quantum cascade lasers made from the conventional InGaAs/InAlAs/InGaSb material system, as well as the less explored ZnO material system. While the former two structures show a small non-photonic contribution to the gain of $\sim$ 10 %, this number can be increased by employing more phonon material to increase the filling factor, or using other material systems with larger phonon plasma frequency, such as ZnO/ZnMgO or GaN/AlN.
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**Appendix A: Phonon polarization in second quantization**

For modelling the lattice vibrations in thin layers at $z = z_i$, we expand the collective lattice vibrations in the basis of vibrational harmonic oscillator modes $\Psi_{\alpha,i,j}(R) = \psi_{\alpha,i,j}(z)\chi_{\alpha,i,j}(r)$, where $j$ labels the in-plane coordinate and $\alpha$ is the harmonic oscillator coordinate:

$$\hat{\Psi} = \frac{1}{\sqrt{S}} \sum_{\alpha,i,j} d_{\alpha,i,j} \psi_{\alpha,i,j}(z)\chi_{\alpha,i,j}(r), \quad (A1)$$

where $S$ is the sample area and $d_{\alpha,i,j}^\dagger$ the creation operator for a lattice vibration excitation. Due to the rotational symmetry in the $x$-$y$ plane, we write the total wave function $\Psi(R)$ as a product between the harmonic oscillator wave function $\psi_{\alpha}(z)$, and the in-plane (periodic) wave function $\chi_{\alpha,j}(r)$. As in Ref. [18], the polarization is found via its relation to the current density operator

$$\hat{J}_z(R) = \frac{1}{i\hbar} [\hat{P}_{L,z}, \mathcal{H}], \quad (A2)$$

defined by

$$\hat{J}_z(R) = \frac{i\hbar e}{2M} \left( \hat{\Psi}^\dagger \frac{\partial}{\partial z} \hat{\Psi} - \left( \frac{\partial}{\partial z} \hat{\Psi}^\dagger \right) \hat{\Psi} \right) \quad (A3)$$

$$= \frac{i\hbar e}{2SM} \sum_{\alpha\beta} \sum_{ii'jj'} \xi_{\alpha\beta}^{ii'}(z)\chi_{\alpha j}^* \chi_{\beta j'}d_{\alpha,i,j}^\dagger d_{\beta,i',j'},$$

where $M$ is parametrising the inertia of the ions. Here, the phonon micro current is defined as

$$\xi_{\alpha\beta}^{ii'}(z) = \phi_{\alpha,i}(z)\frac{\partial}{\partial z} \phi_{\beta,i'}(z) - \phi_{\beta,i'}(z)\frac{\partial}{\partial z} \phi_{\alpha,i}(z). \quad (A4)$$

The only allowed transitions of the harmonic oscillators are those with $|\alpha - \beta| = 1$, and we will consider only the lowest excitation with $(\alpha, \beta) \in \{0,1\}$. Then, the current density operator becomes

$$\hat{J}_z(R) = \frac{i\hbar e}{2SM} \sum_{i,j,j'} \xi_{10}^{ii'}(z) \times \chi_{1,jj'} \chi_{0,ij'}d_{1,ij}^\dagger d_{0,ij'}^\dagger - \chi_{1,jj'}^* \chi_{0,ij'}^* d_{0,ij'}^\dagger d_{1,ij}^\dagger. \quad (A5)$$

Here, we neglected the mixing of different layers $i \neq i'$, which will give a very small contribution if the layers are separated by a few standard deviations $\sigma$. The terms in the bracket are periodic in the plane with period $a_{x/y} = \frac{2\pi}{\eta_{x/y}}$, since we are interested in solutions where the polarization is a travelling wave with momentum $q$, and the first term is Fourier expanded to (the second term is just the complex conjugate of the first one)

$$\sum_{jj'} \chi_{1,jj'} \chi_{0,ij'}d_{1,ij}^\dagger d_{0,ij'}^\dagger \equiv \sum_q d_{1,q}^\dagger q e^{-iqr}. \quad (A6)$$

Thus, the current density becomes

$$\hat{J}_z(R) = \frac{i\hbar e}{2SM} \sum_{i,q} \xi_L(z)e^{iqr}(d_{1,i-q}^\dagger - d_{i,q}), \quad (A7)$$

where $\xi_L(z) \equiv \xi_{10}^{ii'}(z)$. Using the commutation relations $[d_{1,q}^\dagger, \hat{H}] = -\hbar\omega_{TO}d_{1,q}$ and $[d_{i,q}, \hat{H}] = +\hbar\omega_{TO}d_{i,q}$ together with Eq. (A2), we find the polarization density operator of Eq. (18).

The similar form of the phonon polarization to the electronic one, prompts us to write the Hamiltonian for the TO phonon as

$$\mathcal{H}_L = \sum_{iq} \hbar\omega_{TO}d_{1,i,q}^\dagger d_{i,q}. \quad (A8)$$
Inserting Eq. (18) in place of the classical polarization in the classical Hamiltonian (the last line of Eq. (7)) gives
\[ \mathcal{H}_L = \int d^3r \frac{1}{2\chi_L} (\omega_{TO}^2 \mathbf{P}_L^2 + \mathbf{P}_L^2) \]  
(\text{A9})
\[ \mathcal{H}_L = \frac{1}{2\chi_L SM^2} \int \xi_c^2(z) dz \sum_{iq} d_{i,q}^\dagger d_{i,q} \]  
(\text{A10})

(apart from the constant vacuum energy shift which is irrelevant here). This is equal to Eq. (18) if we identify the phonon plasma frequency \( \omega_p = \chi_L/\epsilon_0 \epsilon_r \) as in Eq. (21).

**Appendix B: Phonon-polariton eigenstates**

In order to compute the polariton scattering rates, we need to express the polariton states in terms of its phonon and photon constituents. The polariton states can be calculated by repeated application of the polariton creation operator \( \Pi_q^\dagger \) on the vacuum state \( |0\rangle \) as
\[ |N_q\rangle = C_{N_q} (\Pi_q^\dagger)^{N_q} |0\rangle, \]  
(\text{B1})
with a normalization constant \( C_{N_q} \), to be determined. From now on we suppress the index \( q \) for ease of notation. Eq. (18) can be rewritten by noting that \( (\Pi^\dagger)^N = (x^a z^p)^N \) and using the binomial formula as
\[ |N\rangle = C_N \sum_{k=0}^{N} \frac{N!}{k!(N-k)!} (x^a)^k (z^p)^{N-k} |0\rangle 
= C_N \sum_{k=0}^{N} \frac{N!}{\sqrt{k!(N-k)!}} (x^a)^k (z^p)^{N-k} |k, N-k\rangle \]  
(\text{B2})
where \( |n, m\rangle \equiv |n\rangle_{\text{phot}} \otimes |m\rangle_{\text{phon}} \) span the Hilbert space of the phonon-polariton. Here, we used the approximation of small coupling strength \( \Lambda_R/\omega_{TO} \ll 1 \). However, the resulting \( |N\rangle \) will be the same also without this approximation, since terms like \( a_q^\dagger a_q^\dagger |0\rangle = 0 \). The normalization constant is found by solving
\[ 1 = \langle N | N \rangle = \]  
\[ |C_N|^2 \sum_{k,k'} \frac{N! N!}{k!(N-k)!(k'!(N-k')!)} (x^a)^k (z^p)^{N-k} \cdots |k', N-k'\rangle_{\text{phon}} \cdots |k, N-k\rangle_{\text{phon}} \]  
(\text{B3})

The bra-ket gives \( \delta_{kk'} \), and again using the binomial formula, we find
\[ |C_N|^2 \sum_{k} \frac{N!}{k!(N-k)!} |x^a|^2 |z^p|^2 \]  
(\text{B4})

By definition, \( |x|^2 + |z|^2 = 1 \), and we readily find that \( C_N = 1/\sqrt{N!} \), and
\[ |N\rangle = \sum_{k=0}^{N} \frac{N!}{\sqrt{k!(N-k)!}} (x^a)^k (z^p)^{N-k} |k, N-k\rangle. \]  
(\text{B5})

We can easily check that the number operator gives the correct result by using \( [a, (a^\dagger)^N] = N(a^\dagger)^{N-1} \):
\[ \Pi^\dagger \Pi |0\rangle = \Pi^\dagger (\Pi^\dagger)^N C_N |0\rangle = \Pi^\dagger N (\Pi^\dagger)^{N-1} C_N |0\rangle = N|N\rangle. \]  
(\text{B6})

Now let's calculate the emission rate \( \Gamma_{\text{em}} \). For this, we need to compute terms with
\[ \langle N+1|a^\dagger|N\rangle = \sum_{k=0}^{N} \frac{(x^a)^{2k+1} (z^p)^{2N-2k}}{k!(N-k)!} \sqrt{N!(N+1)!} \]  
(\text{B7})

where we defined \( |N\rangle \equiv \sum_k C_{k,N} |k, N-k\rangle \). Similarly, we find that
\[ \langle N+1|p^\dagger|N\rangle = z^p \sqrt{N+1} \sum_{k=0}^{N} C_{k,N}^2. \]  
(\text{B8})

The normalization of \( |N\rangle \) means that \( \sum_{k=0}^{N} C_{k,N}^2 = 1 \) and so
\[ \langle N+1|a^\dagger|N\rangle = \frac{\langle N+1|\Pi^\dagger|N\rangle}{z^a} = z^a \sqrt{N+1} \]  
(\text{B9})
\[ \langle N+1|p^\dagger|N\rangle = \frac{\langle N+1|\Pi^\dagger|N\rangle}{z^p} = z^p \sqrt{N+1}. \]  
(\text{B10})

Eqs. (B7)-(B10) inserted in Eq. (33) give the emission rate in Eq. (35).
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