Decadal to multi-decadal scale variability of Indian summer monsoon rainfall in the coupled ocean-atmosphere-chemistry climate model SOCOL-MPIOM
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Abstract The present study is an effort to deepen the understanding of Indian summer monsoon rainfall (ISMR) on decadal to multi-decadal timescales. We use ensemble simulations for the period AD 1600–2000 carried out by the coupled Atmosphere-Ocean-Chemistry-Climate Model (AOCCM) SOCOL-MPIOM. Firstly, the SOCOL-MPIOM is evaluated using observational and reanalyses datasets. The model is able to realistically simulate the ISMR as well as relevant patterns of sea surface temperature and atmospheric circulation. Further, the influence of Atlantic Multi-decadal Oscillation (AMO), Pacific Decadal Oscillation (PDO), and El Niño Southern Oscillation (ENSO) variability on ISMR is realistically simulated. Secondly, we investigate the impact of internal climate variability and external climate forcings on ISMR on decadal to multi-decadal timescales over the past 400 years. The results show that AMO, PDO, and Total Solar Irradiance (TSI) play a considerable role in controlling the wet and dry decades of ISMR. Resembling observational findings most of the dry decades of ISMR occur during a negative phase of AMO and a simultaneous positive phase of PDO. The observational and simulated datasets reveal that on decadal to multi-decadal timescales the ISMR has consistent negative correlation with PDO whereas its correlation with AMO and TSI is not stationary over time.
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1 Introduction

The Indian summer monsoon rainfall (ISMR) has a vital impact on the agrarian economy of this region. Understanding the variability of the ISMR on decadal to multi-decadal timescales is essential for adequate planning of farming and relevant infrastructure development, and for adapting to the consequences of future climate change (Krishnamurthy et al. 2014; Joshi and Rai 2015). Other than on inter-annual timescales the ISMR varies on decadal to multi-decadal timescales as various studies identified the presence of a ~60-year cycle in it (see, Mooley and Parthasarathy 1984; Verma et al. 1985; Kripalani et al. 1997; Krishnamurthy and Goswami 2000; Goswami 2006a; Zhou et al. 2009a). The potential factors which cause the decadal to multi-decadal scale variability of the ISMR are Pacific decadal oscillation (PDO), Atlantic multi-decadal oscillation (AMO), and external climate forcings i.e. greenhouse
gases (GHGs), volcanic eruptions, and Total Solar Irradiance (TSI). Understanding the interaction of these modes and forcings with ISMR can help us to better predict the ISMR on decadal to multi-decadal timescales.

Several studies show the individual influence of the AMO and the PDO on ISMR. The AMO is a pattern of Sea Surface Temperatures (SSTs) in the North Atlantic with a period of ~55–80 years (e.g., Knight et al. 2006; Wei and Lohmann 2012) and an amplitude of 0.4°C (e.g., Wang et al. 2009). Whether the AMO is caused by internal processes or related to external forcings is currently under discussion (see, Otterå et al. 2010; Booth et al. 2012; Zhang et al. 2013). The observational, paleoclimate, and simulated datasets show increased (decreased) ISMR during positive (negative) phase of the AMO (see, Gupta et al. 2003; Zhang and Delworth 2006; Goswami et al. 2006b; Lu et al. 2006; Feng and Hu 2008; Li et al. 2008; Wang et al. 2009; Msadek and Frankignoul 2009; Joshi and Pandey 2011; Joshi and Rai 2015; Luo et al. 2011; Krishnamurthy and Krishnamurthy 2014, 2015). In contrast to the AMO, the PDO, the leading mode of SSTs in the North Pacific Ocean with periodicities of 15–25 years and 50–70 years (e.g., Mantua and Hare 2002), is suggested having an opposite effect on ISMR (see, Krishnan et al. 2003; Roy et al. 2003; Krishnamurthy and Krishnamurthy 2013). Further, these studies found that dry (wet) events are more likely over India when the positive (negative) phase of El Niño Southern Oscillation (ENSO) coincides with the positive (negative) phase of PDO. Although the above-mentioned studies indicate the influence of decadal to multi-decadal scale ocean modes on ISMR they do not show the stability of their relationship (sign of correlation and magnitude) with the ISMR.

Only little effort has been made to explore the combined influence of AMO and PDO on ISMR. Recently, Joshi and Rai 2015 using the gridded Indian Meteorological Department (IMD) dataset over the period AD 1901–2004 found that the impact of AMO and Inter-decadal Pacific oscillation (IPO) over India is not homogeneous and their simultaneous opposite phases can cause wet and dry periods depending upon the sign of phase. The combined influence of these ocean modes on ISMR was studied only over the twentieth century and requires further investigation using long-term datasets. Thereby, long-term climate model simulations can help us to further understand the combined influence of AMO and PDO on ISMR and to know if this combined influence did exist in the past.

Other than internal climate variability (e.g., AMO and PDO), the external forcings also play a role in modulating the decadal to multi-decadal variability of ISMR. Bhatcharyya et al. (2005, 2007) employed the homogeneous ISMR data (AD 1871–1990) for studying the connection between solar activity and ISMR on multi-decadal time scale. They found that ISMR is above-normal (below-normal) during decades of above-normal (below-normal) solar activity. Mehta and Lau (1997) hypothesized that multi-decadal positive anomalies in TSI may shift the ISMR towards its positive phase for 20–30 years. Agnihotri et al. (2002) observed a periodicity of 60±10 years in both ISMR and solar activity. Further research is required to assess whether solar activity contributes in controlling the dry events over the Indian monsoon region. There is evidence of the influence of volcanic eruptions on ISMR. Employing the superposed epoch analysis, Anchukaitis et al. (2010) in Monsoon Asia Drought Atlas (MADA) and Man et al. (2014) in coupled ocean–atmosphere climate model simulations found dry conditions after volcanic eruptions over most parts of the Indian region. In atmosphere-only climate model simulations Wegmann et al. (2014) also found dry conditions over most parts of the Indian region after strong tropical volcanic eruptions. Liu et al. (2009) found multi-decadal to longer time scale periodicities after volcanic eruptions in coupled ocean atmosphere climate model simulations. They further suggested that this low frequency component of the volcanic response is positively correlated with the global monsoon (correlation coefficient: 0.37). The influence of external forcings on ISMR is presently being debated and requires further investigation to better understand the variability of ISMR on decadal to multi-decadal timescales.

In order to reasonably simulate the effect of solar activity on ISMR it is important to use a model capable of reproducing the stratospheric influence on the troposphere and ocean. Various studies have indicated the importance of top-down and bottom-up mechanisms for studying the influence of the sun on monsoons as well as on the ocean. Meehl et al. (2009) and Kodera (2004) observed indirect dynamical response of solar forcing on air circulation through stratospheric heating at solar maximum periods. Meehl et al. (2009) simulated the stratospheric response to Ultraviolet (UV) solar forcing (top-down mechanism) and coupled ocean–atmosphere surface response (bottom-up mechanism) and found a cold event like La Niña in the eastern Pacific Ocean with negative temperature anomalies larger than −0.60°C which is close to the observed value of −0.80°C. From the study of Meehl it can be hypothesized that strong solar activity can strengthen the La Niña events and hence the Indian monsoon which is known to be negatively correlated with eastern Pacific SST anomalies. The AOCCM-SOCOL-MPIOM has the advantage of simulating both the top-down stratospheric ozone mechanism and bottom-up coupled air-sea mechanism, which is important for studying the solar influence on climate system, as described by Meehl et al. (2009) who showed enhanced vertical ascent (descent) over 10°–20°N (5°N).
for the month of June when both mechanisms are simulated together.

Kodera (2004) found that more monsoon precipitation occurs over India during solar maximum periods due to the stratospheric variations by solar forcing. He proposed that the solar influence on monsoon is not due to direct heating of the troposphere through radiative changes; instead it comes through the stratosphere by modulation of the upwelling in the equatorial troposphere. He found a very little correlation of solar radio flux at 10.7 cm (F10.7 index) and JA (July–August) northward near-surface (10 m) wind velocity with Indian Ocean SSTs which indicates that most of the variations in near-surface winds originate from atmospheric variations Kodera (2004). Furthermore, he studied the spatial structure of JA zonal means of zonal wind (U), temperature (T), and vertical velocity (ω) by correlating them with near-surface winds and F10.7 index from the surface up to 10 hPa. He found strong positive correlations of near-surface winds and F10.7 index with T in the equatorial region and northern hemisphere subtropics from the upper troposphere to the stratosphere. He observed that near-surface winds and F10.7 index have significant positive correlations with U in stratospheric subtropics. The spatial relationship of ω with near-surface winds and F10.7 index showed a strong downwelling at the equator and upwelling above the Indian region. Kodera also found that the Brewer Dobson circulation (BDC) is weak (strong) during high (low) solar activity. From a previous study of Hood and Soukharev (2003) he concluded that weak BDC increases the temperature of the tropopause region, consequently reducing the convective activity in the equatorial troposphere. It is evident from the above-mentioned studies that solar forcing indirectly causes precipitation anomalies in the Indian and Pacific Ocean. Hence, coupled ocean-atmospheric effects as well as stratospheric dynamics should be considered for studying the influence of the sun on Indian monsoon which can be done by using a coupled atmosphere-ocean-chemistry climate model.

The stratosphere can induce multi-decadal variability in the ocean circulation through the polar vortex, for instance the Atlantic Meridional Overturning Circulation (AMOC) is modulated by stratospheric dynamics (see, Reichler et al. 2012). Reichler et al. (2012) suggested that models capable of coupling stratosphere, troposphere, and ocean can help better predict decadal climate variability. Kodera (2005) also suggested the solar modulation of ENSO through the stratosphere. Keeping in view the dynamical effects of the stratosphere we employ the AOCCM SOCOL-MPIOM for studying the link between ocean modes of variability and ISMR on decadal to multi-decadal timescale.

The key objectives of the present research are to (1) evaluate the AOCCM SOCOL-MPIOM for the Indian monsoon region, (2) evaluate the model skill in simulating ocean modes of variability (e.g., ENSO, AMO, and PDO), (3) study the individual influence of AMO, PDO, and external climate forcings on ISMR, and (4) study the combined influence of AMO and PDO on ISMR. Further, we investigate if the model is capable of simulating the combined influence and if this combined influence did exist in the past. Finally, we investigate the stability of relationship of AMO, PDO, and TSI with ISMR.

Section 2 provides an introduction to the climate model, datasets, and methods employed. The climate model evaluation is presented in Sect. 3. Section 3 also presents the statistical analysis for studying the influence of internal climate variability and external climate forcings. Section 4 presents the summary and conclusion.

2 Data and methods

2.1 Model description

In this study we have used the atmosphere-ocean-chemistry-climate model (AOCCM) SOCOL-MPIOM simulations for the period AD 1600–2000. The model has 39 sigma pressure levels (L39) from the surface up to 0.01 hPa (≈80 km). As the model does not simulate the QBO, it was nudged to a QBO reconstruction (Brönning, 2007). The model has a horizontal resolution of T31 (approximately 3.75° ×3.75°). The horizontal resolution of the ocean component (MPIOM) is nominal 3°, but varies between 22 km (Greenland) and 350 km (Tropical Pacific). The model calculation time step for dynamical processes is 15 min and 144 min for the ocean component. The coupling of the atmosphere and ocean takes place every 24 h (Anet et al. 2013a, b; Muthers et al. 2014).

Four different sets of transient simulations for the period AD 1600–2000 including all major forcings (solar, volcanic, GHGs, and aerosol) have been studied (L1, L2, M1 and M2 simulations of Muthers et al. 2014). The simulations differ by the solar forcing and ocean initial conditions. In all model simulations, solar spectral irradiance reconstructions by Shapiro et al. (2011) have been used, with a strong amplitude (6 W/m²) in the L1 and L2 simulations, and weaker amplitude (3 W/m²) in the M1 and M2 simulations. The amplitude refers to the TSI differences between the Maunder Minimum and present day. Simulations with indices 1 and 2 have different initial ocean conditions. For more details of the model and simulations the reader is referred to Muthers et al. (2014).

The simulations were carried out under the framework of the SNSF (Swiss National Science Foundation) project FUPSOL I (Future and Past Solar Influence on Terrestrial Climate I). In the project we started with a model consisting of only the components for atmosphere and the
atmospheric chemistry. Then the ocean model was coupled and to that time, when simulations were started, it was only feasible to simulate a certain number of model years. As the model needs to be run into an equilibrium state (as the initial conditions, except the external forcing, are unknown) and such a simulation is normally several hundreds of years long, it was only possible to simulate the last 400 years. Still the selected period contains the Maunder and the Dalton Minimum, as well as several major volcanic eruptions so that external forcing impacts can be assessed. Due to the high computational demand the model was not applied to that time, when simulations were started, it was only possible to simulate the last 400 years.

The AOCCM SOCOL-MPIOM is based on the middle atmosphere model MA-ECHAM5 which uses a mass-flux convection scheme based on Tiedtke (1989) with a modification by Nordeng (1994). The applied convection scheme has been checked in previous studies (e.g., Tost et al. 2006; Kucharski et al. 2009; Zhou et al. 2009b). Zhou et al. (2009b) evaluated the performance of various climate models including SOCOL (with mass-flux convection scheme) for Asian-Australian monsoon circulation indices and found that the Webster-Yang-Index, Indian Monsoon Index, Western North Pacific monsoon index, Australian monsoon index, and East Asian monsoon meridional wind index for ensemble mean of 9 SOCOL realizations are significantly positively correlated with observations (CC: ~0.58, ~0.36, 0.37, 0.32, and 0.60 respectively, see, Fig. 3 in Zhou et al. 2009b). Kucharski et al. (2009) used the SOCOL model (with mass-flux convection scheme) for simulating the Indian summer monsoon variability on inter-annual to decadal timescale under the CLIVAR C20C project. They found that the multi-model ensemble can simulate decadal variability of Indian monsoon reasonably well whereas the skill on inter-annual timescale is modest. Annamalai et al. (2007) evaluated 18 global climate models and found that only 6 (including ECHAM5) were capable of realistically reproducing the Asian summer monsoon. They found that all these 6 models have problem in simulating the high rainfall over the west coast of India however relative to observations the ECHAM5 shows a pattern correlation of 0.6 over the Indian monsoon region (7°–30°N, 65°–95°E). These studies indicate that SOCOL which is based on ECHAM5 is well capable of reproducing the monsoon phenomenon.

2.2 Datasets

2.2.1 Global Precipitation Climatology Centre (GPCC)

GPCC Full v7 (Schneider et al. 2015) monthly-totals precipitation data are used over the period AD 1901–2000 for evaluation of the model precipitation for land areas. The GPCC has a horizontal resolution of 0.5°×0.5°. GPCC precipitation data is provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (http://www.esrl.noaa.gov/psd/).

2.2.2 Longest instrumental rainfall series of the Indian region (AD 1813–2006)

Sontakke et al. (2008) reconstructed highly quality-controlled area averaged monthly rainfall time series using 316 rain gauges spread across the Indian region. The dataset is available for the period AD 1813–2006 from the website of Indian Institute of Tropical Meteorology (IITM; http://www.tropmet.res.in, hereafter IITM-Precip). This dataset is used for evaluating the model and for further statistical analysis.

2.2.3 Reanalyses datasets

Three reanalyses datasets, the Twentieth Century Reanalysis (20CR; AD 1854–2000) version 2c (v2c) (Compo et al. 2011), ERA-20C (AD 1901–2000; Poli et al. 2015, 2016), and ERA-Interim (AD 1979–2000; Dee et al. 2011) are used. The 20CR v2c (ERA-20C) have a horizontal resolution of 2°×2° (≈1.25°×1.25°). The 20CR v2c and ERA-20C monthly mean values of 2-m surface air temperature (SAT), precipitation, 300-hPa geopotential heights (GPH), 500-hPa vertical velocity (omega), and zonal (u) and meridional (v) winds at 850 hPa are used for the evaluation of the model over the period AD 1901–2000. The 20CR v2c precipitation data over the period AD 1854–1999 (hereafter 20CR-Precip) are used to assess the relationship of ISMR with AMO and PDO indices. The ERA-Interim monthly mean precipitation data is also used in the present research. The ERA-Interim dataset has a horizontal resolution of approximately 79 km (T255). The 20CR dataset was provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (http://www.esrl.noaa.gov/psd/). The ERA-20C and ERA-Interim datasets were downloaded from European Centre for Medium Range Weather Forecasting (ECMWF) website (http://www.ecmwf.int/).

2.2.4 NOAA Extended Reconstructed Sea Surface Temperature (ERSST)

The ERSST v3b (ERSSTv3b) (Xue et al. 2003; Smith et al. 2007) and ERSST v4 (ERSSTv4) (Huang et al. 2015, 2016; Liu et al. 2014) are used in this study. The v3b and v4 has a global grid with a horizontal resolution of 2°×2°. The v4 is the latest improved version and is used to evaluate the simulated Niño3, AMO, and PDO indices over the period AD 1901–2000. The NOAA ERSST v3b and v4 data are provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA (http://www.esrl.noaa.gov/psd/).
The PDO and AMO indices based on both v3b and v4 are used to study their relationship with ISMR over the period AD 1854–1999. The PDO index based on v3b and v4 is downloaded from the website of NOAA National Centers for Environmental Information (NCEI) (http://www.ncdc.noaa.gov/teleconnections/pdo/) whereas for model evaluation it is calculated over the period 1901–2000 using the method of Mantua et al. (1997) (see, Sect. 3.2.3). The two versions of ERSST are used because they produce different results for the relationship of AMO with ISMR and both versions give different PDO indices. Note that the v3b and v4 indicate that PDO prior to 1930 is not well defined and both versions show larger differences especially before 1900 (see Fig. S1).

2.2.5 External climate forcing dataset

All external forcing datasets, i.e., CO2 (Ramaswamy et al. 2001), Tropospheric Aerosol Optical Depth (TropAOD) based on CAM3.5 simulations with a bulk aerosol model driven by fixed SSTs and AD 1850–2000 CMIP5 emissions (S. Bauer, personal communication, 2011), Stratospheric Aerosol Optical Depth (StratAOD) in the visible band as proxy for the volcanic activity (Arfeuille et al. 2014), and TSI (Shapiro et al. 2011) are obtained from the input of the AOCCM SOCOL-MPIOM. All these external forcing variables are used for temporal and spatial correlation analysis.

2.3 Methods

The AOCCM SOCOL-MPIOM is evaluated for ISMR (JJAS), atmospheric circulation, and ocean indices using observational, reanalyses, and reconstructed datasets. For comparison purposes the model dataset is re-gridded to GPCC/20CR/ERA-20C/ERA-Interim/ERSST datasets using bilinear interpolation. The geographic domain selected for evaluation purposes covers an area between 6°N–40°N and 56°E–100°E as shown in Fig. 1. For comparing the similarity between the model output and observational datasets, the root mean squared (rms) error, bias (model minus observations), and pattern correlation are used. To check the periodicities of ocean indices (Niño3, AMO, and PDO) the power spectrum is calculated using the Fast Fourier Transform as in the built-in MATLAB function (fft). The significance is tested using the power spectrum of a red noise process as null hypothesis. For calculating the temporal correlation coefficients, ISMR is averaged over 5.56°N–35.25°N and 67.5°E–97.5°E (land and ocean) for the model simulation, over 8.25°N–34.75°N and 68.25°E–96.75°E (land only) for GPCC, and over

Fig. 1 Mean precipitation climatology in mm/day (AD 1951–2000 from a–d and AD 1979–2000 in e; shaded) for a L1, b ERA-20C, c 20CR and d GPCC. Contours (interval 4 mm/day) in b–e show difference of precipitation of L1 with ERA-20C, 20CR, GPCC, and ERA-Interim respectively. Topographical differences (in meters) between f model and 20CR.
3 Results

3.1 Climatology of Indian Summer Monsoon (ISM)

3.1.1 Precipitation

We compared the 100-year (AD 1901–2000) and 50-year (AD 1951–2000) mean climatology of ISMR for the AOCCM SOCOL-MPIOM, ERA-20C, 20CR, and GPCC but found no considerable differences over these two time periods (not shown). Therefore, here we will show the model evaluation with ERA-20C, 20CR, and GPCC for the period AD 1951–2000, whereas with ERA-Interim over the period AD 1979–2000. The four ensemble members (L1, L2, M1, and M2) of the model do not differ from each other in their 50-year mean climatology (not shown); thus for model evaluation we will mostly show results for the L1 simulation. The spatial pattern of ISMR in L1 (shading; Fig. 1a) resembles with that of ERA-20C (shading; Fig. 1b), 20CR (shading; Fig. 1c), GPCC (shading; Fig. 1d), and ERA-Interim (shading; Fig. 1e) over most parts of the Indian monsoon region except over the Western Ghats where the model fails to capture the spatial pattern of relatively higher rainfall. The difference of the L1 mean precipitation with ERA-20C (contours; Fig. 1b), 20CR (contours; Fig. 1c), GPCC (contours; Fig. 1d), and ERA-Interim (contours; Fig. 1e) shows that the model underestimates the precipitation over Hilly regions, the Western Ghats, the Himalayan Region, Northeast India, and over the west coast of Myanmar, which may be due to the lower spatial resolution and topographical differences of the model (Fig. 1f). As compared to GPCC for most parts of the Indian region the precipitation differences are within ±4 mm/day. Thus, except the Western Ghats we can be relatively more confident about subsequent results for most parts of India, Afghanistan, Pakistan, the Tibetan Plateau, and the Arabian Sea where model reasonably captures the spatial pattern and also the precipitation differences are comparatively lower, or approximately zero over some regions.

Although the ERA-20C and 20CR mean summer precipitation climatology show a spatial pattern similar to that of GPCC, both reanalyses also underestimate precipitation over the Western Ghats, Himalaya, Northeast India, and the west coast of Myanmar. The model’s topography over most parts of the Tibetan Plateau, central parts of India, and the Western Ghats is lower than in 20CR whereas it is higher over the foothills of Himalayas, and western part of the Tibetan Plateau (Fig. 1f). The model ensemble mean shows a bias (rms error) of −0.93 (2.48) mm/day, −1.61 (3.97) mm/day, −1.18 (3.88) mm/day, −5.82 (8.59) mm/day with ERA-20C, 20CR, GPCC, and ERA-Interim respectively. In general, the model simulates the ISMR reasonably well as evident from the pattern correlation of four ensemble members with ERA-20C (L1: 0.82, L2: 0.82, M1: 0.82, M2: 0.82), 20CR (L1: 0.76, L2: 0.76, M1: 0.77, M2: 0.77), ERA-Interim (L1: 0.82, L2: 0.82, M1: 0.81, M2: 0.82), and GPCC (L1: 0.67, L2: 0.67, M1: 0.67, M1: 0.67), thus the model can be used for studying the ISMR.

The comparison of the model mean annual cycle of precipitation, averaged over the period AD 1951–2000, with GPCC, ERA-20C, 20CR, and the instrumental dataset (IITM-Precip) for the selected geographic domain is presented for land (Fig. 2a), land and ocean (Fig. 2b), and within the political boundary of India (Fig. 2c). Although the model’s monthly mean summer (JJAS) precipitation is higher compared to other seasons it underestimates summer rainfall compared to GPCC, ERA-20C, 20CR, and...
IITM-Precip. It appears that the model is better in simulating the precipitation for seasons other than for summer. This could be due to the low resolution and the convection scheme of the model. Tost et al. (2006) employed several convection schemes, including the mass-flux convection scheme, on atmospheric chemistry general circulation model ECHAM5/MESSy. They found that these convection schemes are capable of reproducing the observed rainfall patterns, however except the convection parametrisation of the ECMWF; these schemes have significant problems over the Himalaya/Tibet region owing to the complex topography of this region. Despite all the problems our model simulates the annual cycle of precipitation reasonably well.

The ensemble mean annual cycle of the model shows an rms error of 0.69 (0.68/1.06) mm/day with GPCC (ERA-20C/20CR) over the geographic domain shown in Fig. 1d (Fig. 1b, c), whereas, within the political boundary of India, the ensemble mean annual cycle of model shows an rms error of 1.47 (1.08/1.42) mm/day with GPCC (ERA-20C/20CR) and 1.44 mm/day with IITM-Precip. The model ensemble mean for JJAS within the political boundary of India has a deficit of 55, 24, 21, and 15% with ERA-Interim, GPCC, 20CR, and ERA-20C respectively. The large deficit of the model with ERA-Interim is due to the reason that relative to GPCC ERA-Interim overestimates the monsoon precipitation by 40%.

3.1.2 Vertical velocity

To evaluate the model skill for simulating the ascending and descending air during JJAS, we have compared the 500-hPa vertical velocity of the model (shading; Fig. 3a) with ERA-20C (shading; Fig. 3b) and 20CR (shading; Fig. 3c) for the time period AD 1951–2000 over the selected geographic domain. The spatial pattern of 500-hPa vertical velocity is mostly consistent with ERA-20C with only differences in the magnitude. The strong ascending motions can be seen over the Western Ghats, Himalayas, and parts of Northeast India and Myanmar whereas descending vertical velocities are evident over the Rajasthan region, Pakistan, and Afghanistan. The model underestimates the vertical velocity over Western Ghats, the Himalayan region, Northeast India, west coast of Myanmar, and the Bay of Bengal (positive contours; Fig. 3b, c) which can be one of the reasons that model underestimates precipitation over these regions. The overestimation of vertical velocity can be seen over the Tibetan Plateau and northern part of Pakistan (negative contours; Fig. 3b, c). The difference of vertical velocity is approximately zero over Rajasthan, central parts of India, and Arabian Sea. The ensemble member L1 shows a bias (rms error) of 0.01 (0.03) Pa/s, and 0.02 (0.08) Pa/s with ERA-20C and 20CR, respectively. The model simulates the vertical velocity reasonably well as evident from the pattern correlation of L1 with ERA-20C (0.73). The model has lower pattern correlation with 20CR (0.35) which may be due to the reason that in contrast to ERA-20C, 20CR does not reasonably simulate vertical velocities over the Hilly regions, parts of Central-Northeast and Northeast India, and parts of Myanmar and the Tibetan Plateau.

3.1.3 Surface air temperature

The comparison of the 50-yr (AD 1951–2000) mean climatology of JJAS SAT is presented for L1 simulation (shading; Fig. 3d), ERA-20C (shading; Fig. 3e), and 20CR (shading; Fig. 3f). There is a good coherence of the SAT pattern between the L1 simulation and ERA-20C/20CR. The highest temperatures can be seen over Northwest India whereas a temperature gradient between the warm plains of India and the cold mountains of the Tibetan Plateau is also
represented. The model has a bias (rms error) of 3.45 (4.92) °C with ERA-20C, and 1.53 (3.01) °C with 20CR, respectively. The pattern correlation between the L1 simulation and ERA20-C (20CR) is 0.92 (0.94) for SAT. The model has good skill for SAT and can be used for further analysis of ISMR.

Fig. 3 JJAS mean climatology (AD 1951–2000) of ISM: vertical velocity (Pa/s; shaded) for a L1, b ERA-20C, and 20CR (e), contours (interval 0.04 Pa/s) in b–e show difference of vertical velocity of L1 with ERA-20C, and 20CR respectively; SAT (°C; shaded) and geopotential height at 300 hPa (gpm; contours) for d L1, e ERA-20C and f 20CR; LLJ at 850 hPa with direction (arrows) and magnitude (m/s; shaded) for g L1, h ERA-20C and i 20CR. The zonal and meridional components of 850 hPa wind are used to calculate the magnitude and direction of LLJ using Fathom toolbox provided by David L Jones (http://www.marine.usf.edu/user/djones/)
3.1.4 Geopotential height

We compare the GPHs of the L1 simulation (contours; Fig. 3d) with ERA-20C (contours; Fig. 3e), and 20CR (contours; Fig. 3f) at 300 hPa over the selected geographic domain for the period AD 1951–2000. The 300-hPa GPHs are higher over Northwest India and Northeast India compared to the Indian Peninsula, West-Central India, and most parts of the Tibetan Plateau in L1 simulation which shows the presence of a trough over Northwest India and an anticyclone over the Tibetan Plateau. Resembling the reanalyses datasets, the model simulates the presence of a trough over India and an anticyclone over the Tibetan Plateau (Fig. 3d). However, the model overestimates 300-hPa GPHs in comparison to ERA-20C and 20CR. The model has a bias (rms error) of 130.6 (133.1) gpm with ERA-20C, and 71.2 (78.1) gpm with 20CR, respectively. The pattern correlation between the L1 simulation and ERA20-C (20CR) is 0.81 (0.70) for 300 hPa GPH. Thus, the simulated GPHs can be used for further analysis of the ISMR.

3.1.5 Low Level Jet (LLJ)

To evaluate the model skill for simulating the LLJ during JJAS, we have compared the 850 hPa wind of the model (Fig. 3g) with ERA-20C (Fig. 3h) and 20CR (Fig. 3i) for the time period AD 1951–2000 over the selected geographic domain. There is a good coherence between the L1 simulation and ERA-20C/20CR for spatial pattern of LLJ. The rms error is 2.02 (2.26) m/s for u850 between the model and ERA-20C (20CR). The rms error is 1.67 (1.79) m/s for v850 between the model and ERA-20C (20CR). The pattern correlation between L1 simulation and ERA-20C (20CR) is 0.92 (0.90) for u850 and 0.81 (0.84) for v850. The model has good skill for simulating the zonal and meridional winds over the Indian monsoon region and can be used for studying the ISMR.

3.2 Ocean variability modes

3.2.1 El Niño Southern Oscillation (ENSO)

We compare the JJAS mean spatial pattern (AD 1901–2000) between the simulated SSTs and ERSSTv4 over the Niño3 region (5°N–5°S, 150°W–90°W) (Fig. 5a, b). To cover the area between 5°N–5°S and 150°W–90°W the SSTs both for model and ERSSTv4 are re-gridded to 1° × 1° using bilinear interpolation. The mean climatology of Niño3 for all ensemble members (L1, L2, M1, and M2) is very similar, therefore we show spatial pattern only for L1. The bias (rms) of four simulations (L1, L2, M1, & M2) with ERSSTv4 is −0.45, −0.50, −0.47, −0.43°C (1.12, 1.17, 1.14, 1.13°C) and the pattern correlations are 0.61, 0.67, 0.64, and 0.63, respectively, over the Niño3 region. The spectral analyses of Niño3 index based on model simulations and ERSSTv4 shows statistically significant ENSO periodicities between 2- and 7-year (Fig. S2a–e).

We conclude that the model can reasonably simulate SSTs over the Niño3 region; however, the cold bias relative to observations is visible.

3.2.2 Atlantic Multi-decadal Oscillation (AMO)

The model-skill for simulating the AMO spatial pattern (Fig. 5a, b, and S3) is evaluated using ERSSTv4 over the period AD 1901–2000 (the filtering of data from AD 1901–2000 reduces it to AD 1906–1995). The AMO index is calculated by using the method of Enfield et al. (2001). First, the global (60°N–60°S) SST anomalies (relative to 1951–1980) are calculated and then SST anomalies are averaged, de-trended, and low pass filtered (11-year running mean) over the north Atlantic region (0°N–60°N, 0°W–80°W). The spatial pattern is calculated by correlating the AMO index with de-trended and low pass filtered (11-year running mean) global SST anomalies (60°N–60°S). The AMO calculated using ERSST hereafter is referred to as AMO-ERSST.

The warming present over the North Atlantic both in the simulated (Fig. 5a and S3a-c) and observed (Fig. 5b) spatial pattern is a characteristic feature of the AMO. The model seems to capture the AMO spatial pattern reasonably well. The simulated spatial pattern of AMO shows statistically significant positive correlations over the Indian Ocean and equatorial Pacific which is not evident in the observed pattern. Luo et al. (2011) used the Bergen Climate Model Version 2.0 to study the influence of the AMO on Indian summer monsoon and found that the simulated spatial pattern of the AMO over the South Atlantic and Indian Ocean
is warmer compared to the observed spatial pattern. They attributed this warming to the limitation in the observational data owing to dearth of long instrumental records. Other climate models also show a similar kind of warming over the Indian Ocean (see, Lu et al. 2006; Msadek et al. 2011).

The spectral analyses of the AMO index performed for the four model simulations and the observational datasets show statistically significant multi-decadal periodicity of ~50-year (Fig. S4a-e). The model has reasonable skill in simulating the AMO and hence can be used to study the influence of AMO on ISMR.

3.2.3 Pacific Decadal Oscillation (PDO)

The model is evaluated with respect to the PDO over the period AD 1901–2000 (the filtering of data from AD 1901–2000 reduces it to AD 1906–1995). The PDO index has been calculated as described by Lapp et al. (2012) who followed the method of Mantua et al. (1997). The 1st Principal Component (PC) from the Empirical Orthogonal Function (EOF) analysis of monthly residuals over the north Pacific is used as PDO index. The residuals are obtained by subtracting global (60°N–60°S) monthly SST anomalies (relative to 1961–1990) from monthly SST anomalies (relative to 1961–1990) over the PDO region (20°N–60°N, 120°E–90°W). The simulated PDO spatial pattern is evaluated using ERSSTv4. The PDO calculated using ERSST hereafter is referred to as PDO-ERSST.

The model simulates the PDO spatial pattern reasonably well for all four simulations (Fig. 6a and S5a–c) compared to the observed PDO spatial pattern (Fig. 6b). Cold anomalies extend from the central to the western Pacific and warm anomalies are centred over the eastern Pacific.

Fig. 5 Spatial pattern of AMO calculated over AD 1901–2000 for a M2 and b ERSSTv4. The black stippling indicates correlation coefficients significant at 90%. The EDF are 9 for M2 and ERSSTv4.

Fig. 6 Observed and simulated PDO spatial patterns from 1901 to 2000 a L1, b ERSSTv4. The numbers in the braces show the variance explained by each EOF over the north Pacific region. The spatial correlations of PDO Index with de-trended low pass filtered global SST anomalies for c L1, and d ERSSTv4. Stippling indicates correlations significant at 90%. The EDF are 9 for L1 and ERSSTv4. The EOF is calculated by using PCAtool provided by Guillaume Maze (http://www.mathworks.com/matlabcentral/fileexchange/17915-pcatool)
The simulated warm anomalies (Fig. 6a and S5a–c) in the eastern Pacific resemble the observed anomalies (Fig. 6b) whereas the simulated cold anomalies are more centred over the western Pacific. The variances explained by the modelled EOFs (L1: 18.1%, L2: 19.8%, M1: 20.8%, M2: 20.2%) are also comparable to that of the observed EOF (20.7%).

The PDO index is correlated with de-trended and low pass filtered (11-year running mean) global (60°N–60°S) SST anomalies for observed and simulated datasets (Fig. 6c, d, and S5d–f). Global spatial patterns for L2 and M2 simulations show low SSTs over some parts of the equatorial Pacific region compared to the observed pattern. The global spatial pattern for the M1 simulation is almost similar to the observed one. The spectral analyses of PDO index performed for four model simulations shows statistically significant decadal to multi-decadal scale periodicities (~10 to 50 year), which are reasonably comparable with observed periodicities (Fig. S6a–e). The model has reasonable skill in simulating the PDO and hence can be used to study the influence of PDO on ISMR.

3.3 Relation of ISMR with internal climate variability and external climate forcings

3.3.1 ENSO and its effect on ISMR

The ISMR is found to be negatively correlated with Niño3 index which is well simulated by the model (Fig. 7). The mean climatological relationship between standardized anomalies of Niño3 index (averaged over 5°N–5°S and 150°W–90°W) and ISMR over the period AD 1901–2000 for model simulations (Fig. 7a–d), 20CR-Precip (Fig. 7e), GPCC (Fig. 7f), and IITM-Precip (Fig. 7g) is presented in Fig. 7. The observed Niño3 standardized anomalies are calculated using ERSSTv4 and then correlated with 20CR-Precip, GPCC, and IITM-Precip. Ample rainfall occurs over the Indian region during the years

---

Fig. 7 Correlation between standardized anomalies of ISMR and Niño3 over the time period AD 1901–2000 for a L1, b L2, c M1, d M2, e 20CR, f GPCC and g IITM-Precip. Red dots indicate the drought events and green line is a linear fit between ISMR and Niño3 anomalies. Correlation coefficients are shown above each figure with significance at 95% (Student t-test and bootstrap method)
when Niño3 anomalies are $<-1$ and ISMR anomalies are $>+1$, whereas dry events occur when Niño3 anomalies are $>1$ and ISMR anomalies are $<-1$ (red dots in Fig. 7a–g) (Kumar et al. 2006). The simulated correlation coefficients (L1: $-0.49$; L2: $-0.26$; M1: $-0.43$; M2: $-0.49$) reasonably coincide with the observed relationship (20CR-Precip: $-0.28$, GPCC: $-0.60$, IITM-Precip: $-0.59$) between Niño3 and ISMR. All these correlation coefficients are significant at 95% using two-sided Student $t$-test, and bootstrap method. Thus, the model is suitable for studying the relationship of ISMR with ENSO.

### 3.3.2 Spatial and temporal correlations of ISMR with AMO and PDO

The negative temporal correlation of ISMR with PDO is successfully simulated by the model (except for M2) and is comparable with the observational dataset (Table 1; Fig. 8). In general, PDO is negatively correlated with the Indian monsoon as can be seen in L1, L2, and M1 simulations (Fig. 8 upper horizontal panel). Statistically significant (at 90% confidence level) negative spatial correlations are observed over parts of India, Pakistan, the Tibetan Plateau, Arabian Sea, and Bay of Bengal. The precipitation spatial

| Data                | AMO  | PDO  | TSI  | CO$_2$ | TropAOD | StratAOD |
|---------------------|------|------|------|--------|---------|----------|
| L1                  | 0.46 | $-0.35$ | 0.29 | 0.29  | 0.29   | $-0.14$  |
| L2                  | 0.24 | $-0.48$ | 0.07 | 0.21  | 0.22   | 0.11     |
| M1                  | 0.19 | $-0.39$ | $-0.06$ | 0.21 | 0.17   | 0.19     |
| M2                  | 0.05 | 0.05   | 0.34 | $0.004$ | 0.01   | 0.01     |
| IITM-Precip (1854–1999) | 0.37 (0.47) | $-0.49$ ($-0.49$) | 0.21 | $-0.35$ | $-0.19$ | $-0.37$  |
| 20CR-Precip (1854–1999) | 0.39 (0.46) | $-0.03$ ($-0.01$) | $-$ | $-$   | $-$     | $-$      |

Values in the braces indicate correlation coefficients based on AMO and PDO calculated from ERSSTv3b. The significance is tested using two-sided student $t$-test at 36 EDF for model simulations (AD 1600–1999) and 13 EDF for observational dataset. Green: 99% significant; Blue: 95% significant; Red: 90% significant; Black: not-significant.

**Fig. 8** Spatial correlations between ISMR and PDO (upper horizontal panel), and ISMR and AMO (lower horizontal panel) for four model simulations (L1, L2, M1, M2). Black stippling indicates correlation coefficients significant at 90%. The EDF taken for testing significance of correlation are 36
pattern of PDO in M2 simulation is considerably different than the other three simulations (L1, L2, and M1). As noticed in Sect. 3.2.3 that the global spatial pattern of PDO shows reduced SSTs over parts of equatorial Pacific which could be a reason that M2 does not show negative spatial correlations over most parts of India. Our findings are consistent with Krishnamurthy and Krishnamurthy (2013) who in climate model (CCSM4) simulations for the period AD 1850–2005 found negative correlations over most parts of India except over Northeast India. Contrary to the findings of Krishnamurthy and Krishnamurthy (2013), in general all ensemble members show negative correlations over Northeast India. This inconsistency may be due to the reason that model largely underestimates precipitation and 500 hPa vertical velocities over the Northeast India.

The model successfully simulates the positive correlation of ISMR with AMO only in L1 and is comparable with observational findings (Table 1; Fig. 8). The spatial correlations between AMO and ISMR are not consistent among the four ensemble members (Fig. 8 lower horizontal panel) and compared to that of PDO are less homogeneous. The L1 simulation compared to other simulations shows stronger positive spatial correlations between AMO and precipitation. The negative spatial correlations between AMO and ISMR are also evident over various parts. Statistically significant (at 90% confidence level) positive influence of AMO is observed over the foothills of the Himalayas, over parts of West-Central India, Central-Northeast India, Myanmar, the Arabian Sea, and the Bay of Bengal. Three model simulations (L1, L2, and M1) indicate positive correlations over the southern part of Northeast India, parts of Central-Northeast India, Nepal, Bhutan, and Myanmar region.

By using climate model simulations (CCSM4 model simulations for the period AD 1850–2005) and an observational dataset (IMD gridded data for the period AD 1901–2004) Krishnamurthy and Krishnamurthy (2015) found positive rainfall anomalies over central and northern part of India, whereas negative rainfall anomalies over the Indian Peninsula (consistent with L2, M1 and M2 simulations) were found during the positive phase of AMO. In climate model simulations for the twentieth century (Zhang and Delworth 2006) also found a strengthening of rainfall over West-Central India (consistent with L1 and M2). However, Zhang and Delworth (2006) and Wang et al. (2009) found decreased rainfall in the north during the positive phase of AMO, which is not consistent with the findings of Krishnamurthy and Krishnamurthy (2015). Wang et al. (2009) also found increased rainfall over central and southern India in climate model simulations. Using Bergen Climate Model (BCM) Luo et al. (2011) found enhanced rainfall over central India and Indian Peninsula; however, they identified an opposite pattern over north India for JJA over the time period 1850–1999. Some other studies based on climate models by Sutton and Hodson (2007), Knight et al. (2006), and Lu et al. (2006) showed increased rainfall over north India but reduced rainfall over central India during positive phase of AMO. All these studies indicate inconsistent results over Indian region. Lu et al. (2006) found enhancement of precipitation over the Southeast Asia (Myanmar) in Hadley Centre Coupled Model version 3 (HadCM3) which is consistent with the four model simulations of this study for southern part of Myanmar. They found that the warm phase of AMO causes positive SST anomalies over the eastern Indian Ocean and Maritime continent. Based on the current and aforementioned climate model studies we conclude that the influence of AMO on ISMR is not conspicuous and homogeneous over the Indian monsoon region.

3.3.3 Spatial and temporal correlations of ISMR with external climate forcings

In order to see the influence of external forcings on ISMR we spatially and temporally correlate the ISMR with external forcings (Fig. S7). Only the L1 and M2 simulations show statistically significant positive temporal correlations between ISMR and TSI. The observational data (IITM-Precip; AD 1854–1999) also shows a statistically non-significant weak positive correlation between ISMR and TSI (Table 1). We do not see statistically significant (at 90% confidence level) positive/negative spatial correlations between TSI and ISMR over the Indian region except over the southern part of West-Central India in M2. We conclude that there is no conspicuous linear correlation of TSI with precipitation over the Indian region.

CO$_2$ shows statistically significant positive temporal correlation with ISMR only in L1 which could be due to stronger influence of CO$_2$ on precipitation over the Arabian Sea. The observed precipitation (IITM-Precip; AD 1854–1999) shows a statistically non-significant negative temporal correlation with CO$_2$ (Table 1). Statistically significant (at 90% confidence level) positive spatial correlations between ISMR and CO$_2$ are observed over parts of Central-Northeast India, Myanmar, and Arabian Sea.

The temporal and spatial correlations between ISMR and TropAOD are very similar to that of ISMR with CO$_2$. The observed precipitation (IITM-Precip; AD 1859–1994) has statistically non-significant negative correlation (Table 1) with TropAOD.

The spatial correlations of StratAOD with ISMR are mostly statistically non-significant positive in L2, M1, and M2, and statistically non-significant negative in L1 over the Indian region. The observed and simulated temporal correlations are also not statistically significant (Table 1).
Decadal to multi-decadal scale variability of Indian summer monsoon rainfall in the coupled...

Fig. 9 Decadal to multi-decadal scale anomalies of ISMR along co-variability with TSI, PDO and AMO for a L1, b L2, c M1, d M2 and e IITM-Precip with PDO and AMO indices based on ERSSTv3b f IITM-Precip with PDO and AMO indices based on ERSSTv4. Brown bars indicate dry events for simultaneous PDO+ and AMO− phases. Green bars indicate dry events for simultaneous TSI−, PDO+, and AMO− phases. The numeric values above each figure towards left in braces indicate the correlation coefficients of ISMR with TSI, PDO, and AMO. The numeric values above each figure towards right show the total number of dry events, dry events during PDO+ and AMO−, and dry events during TSI−, PDO+ and AMO− respectively. For model anomalies have been calculated over land and ocean (5.56°N–35.25°N, 67.5°E to 97.5°E)

In general, we do not see statistically significant strong spatial correlations between ISMR and external climate forcings.

3.3.4 Combined influence of AMO, PDO, and TSI on ISMR

We explore the combined relationship of AMO, PDO, and TSI with ISMR using instrumental (IITM-Precip: AD 1854–1999), and climate model simulated (AD 1600–1999) datasets. We identify statistically significant wet and dry decades of ISMR in model simulations and instrumental dataset by using Cramer’s test statistics with 11-yr running window and compare the mean of each 11-yr running window with the overall mean of the data (AD 1600–1999 for model and AD 1854–1999 for IITM-Precip) (Fig. 9).

The wet (blue curves) and dry (red curves) decades in four model simulations and instrumental data along with co-variability of AMO (magenta line), PDO (cyan line), and TSI (black line) with 11-year running Cramer’s t-value are presented in Fig. 9. As expected, the wet and dry decades of ISMR in the individual model simulations do not coincide with each other as the effects of external forcings are smaller than that of internal variability. It is worth noting that out of 24 statistically significant dry events (decades) in four model simulations (1600 years of model simulations), 22 occur during negative phase of AMO and a simultaneous positive phase of PDO, 18 dry periods occur during simultaneous negative phase of TSI, positive phase of PDO, and negative phase of AMO, 23 (23) dry periods occur during negative (positive) phase of AMO (PDO), and 20 dry periods occur during negative phase of TSI (Table 2). In model simulations and observations several other statistically non-significant dry events also occur during simultaneous positive phase of PDO and negative phase of AMO (Fig. 9, brown bars).

Regarding the influence of TSI on ISMR, our findings are consistent with those of Agnihotri, et al. (2011) who, exploited instrumental (AD 1871–2004) and a paleoclimate (AD 1700–2004) dataset, found that most of the dry periods (droughts) of ISMR coincide with decades of low solar activity, whereas the wet periods are likely to occur during decades of high solar activity. Out of twelve decades of low TSI seven occurred in parallel with severe dry periods.

Our findings are also consistent with Joshi and Rai (2015) who, using the IMD gridded dataset, found that the simultaneous opposite phases of AMO and IPO can cause wet and dry periods depending upon the sign of the phase. Thus, our climate model based study confirms the previous observational findings of Joshi and Rai (2015) and provides additional evidence of the combined effect of AMO and PDO on ISMR.

Further, it is interesting to note that the intense and prolonged dry period around AD 1900 in the observational dataset (Fig. 9e) occurred when both TSI and AMO were negative and PDO was positive. However, it could be an artifact of the ERSST data because PDO is not well defined prior to AD 1930. The climate model simulations (except for M1) also show a dry period around AD 1900 with simultaneous positive phase of PDO and negative phases of AMO and TSI. Other than this particular dry epoch (around AD 1900), several intense and prolonged dry periods in model simulations tend to occur when PDO is positive and AMO and TSI are simultaneously negative. We postulate that the dry period around AD 1900 is due to statistically significant stronger positive anomalies of PDO and negative anomalies of AMO and TSI.

3.3.5 Composites of ISMR during different phases of AMO and PDO

To further verify the combined influence of AMO and PDO on ISMR in the long-term climate model simulations we compute composites of ISMR under various regimes of AMO and PDO as defined by Joshi and Rai (2015) i.e. Regime1 (positive AMO and positive PDO), Regime2 (positive AMO and negative PDO), Regime3 (negative AMO and negative PDO), and Regime4 (negative AMO and positive PDO). The statistical significance is tested at 80% confidence level as done by Joshi and Rai (2015).

It is observed that during Regime2 (Regime4) the rainfall increases (decreases) over most parts of India in all model simulations except in M2 (Fig. 10e–h, m–p) consistent with observational findings of Joshi and Rai (2015). The Regime1 (Fig. 10a–d) shows an overall reduced precipitation whereas Regime3 (Fig. 10i–l) indicates enhanced precipitation. It appears that the positive (negative) phase of PDO in Regime1 (Regime3) dominates over the positive (negative) phase of AMO in Regime1 (Regime3). In general, PDO seems to have a dominant effect on ISMR as compared to that of AMO. Further, we compare these four regimes by the individual composites corresponding to the phase of AMO and PDO alone in that regime (Joshi and Rai 2015). It seems that, in general, Regime1 (+ AMO, +PDO)
produces less rainfall (in L1, L2 and M1; Fig. S8a-d) compared to positive phase of AMO-alone and more rainfall compared to positive phase of PDO-alone (in L1, M1, M2; Fig. S8e-h). Regime2 (+AMO, -PDO) produces more rainfall compared to positive phase of AMO-alone (in L1, L2, and M1; Fig. S9a–d) and the negative phase of PDO-alone (in L1, L2, and M1; Fig. S8m–p), and Regime3 (-AMO, -PDO) produces more rainfall than the negative phase of AMO-alone (L1, L2, M1; Fig. S8i–l) and less rainfall than the negative phase of PDO-alone (L1, L2, and M1; Fig. S8m–p). Again the results for M2 are not consistent with other three ensemble members (L1, L2, and M1) that may be due to lower SSTs over parts of equatorial Pacific as evident in global spatial pattern of PDO (Fig. S5f).

When AMO and PDO are out of phase their positive/negative influence on ISMR is reinforced depending upon the phase whereas when both are in phase PDO seems to play a dominating role and suppresses the influence of AMO. From all the above analyses we conclude that the joint effect of AMO and PDO on ISMR is not restricted to the twentieth century (as found by Joshi and Rai 2015) and can be seen in long-term model simulations.

### 3.3.6 Stationarity of relationship of ISMR with AMO, PDO, and TSI

By employing the model simulated (AD 1600–1999) and observational (IITMPrecip and ERSSTv4; AD 1854–1999) datasets, running correlations of ISMR with AMO, PDO, and TSI are calculated using a 51-yr running window (Fig. 11). The purpose is to analyse if the precipitation maintains the stationarity in sign and magnitude of its overall temporal correlations (as shown in Table 1) with TSI, PDO, and AMO. The examination of the running correlations indicates that the overall temporal positive correlations of ISMR with AMO and TSI are non-stationary over time, and fluctuate between positive and negative values, whereas there is consistent and stable negative correlation (statistically significant over most of the time windows) between ISMR and PDO with variations in its magnitude.

Wu and Hu (2015), using reconstructed and long-term model simulated (CCSM4) datasets, found a non-stationary relationship between AMO and ISMR. The non-stationary relationship between AMO and ISMR may be due to more dominating influence of PDO than that of AMO on ISMR as noticed in Sect. 3.3.5. In a monsoon reconstruction over the period AD 600–1550, Berkelhammer et al. (2010) found that on multi-decadal timescales the sun-monsoon relation is non-stationary and exists only for the period AD 950–1300. They posited that multi-decadal variability
of North Atlantic SSTs is the main driver of multi-decadal variability of ISMR and solar activity plays a nominal role. However, here we do not find any evidence of a consistent positive relationship of AMO with ISMR. Berkelhammer et al. (2010) hypothesized that variations in the ocean atmosphere system (e.g., ENSO) may disrupt or strengthen the relationship between ISMR and TSI and cause a non-stationary relationship between them. We propose that the Pacific Ocean atmosphere system may also disturb the relationship between AMO and ISMR which requires further investigation.

Various studies have shown that ocean modes of variability (e.g., AMO, PDO, and ENSO) are tele-connected and influence the variability of each other (e.g., Schneider...
and Cornuelle 2005; Newman 2007; Zhang et al. 2007; Wu et al. 2011; Frauen and Dommengen 2012; Kang et al. 2014; Kayano and Capistrano 2014). These ocean modes of variability, especially AMO and ENSO, are also found to be influenced by external forcings (e.g., Meehl et al. 2009; Narashima and Bhattacharyya 2010; Otterå et al. 2010; Zanchettin et al. 2012; Knudsen et al. 2014; Pausata et al. 2015). This presents a convoluted picture of the dynamics of the ISMR with ocean modes of variability and external forcings. Thus, stationarity of the relationship of the ISMR with ocean modes of variability not just depends on internal variability of ISMR but also on the complex interaction among the ocean modes and their link to external forcings. The modulation of the ocean modes by any means may change the nature as well as stationarity of their relationship with ISMR.

The AOCCM SOCOL-MPIOM reasonably simulated the spatial and temporal patterns of ocean modes of variability as well as the climatological patterns of the Indian summer monsoon. Further, the model has the necessary components (e.g., ocean, atmosphere, and chemistry) to simulate the dynamical effects of external forcings on atmosphere and ocean which can help understand the lack of stationarity of relationship between ISMR and ocean modes. The non-stationarity of the relationship of the AMO and TSI with ISMR may pose further challenges to reliably predict the ISMR. Though more coupled climate model studies are needed, from present investigation the PDO turns out to be a relatively more reliable factor for prediction of ISMR on decadal to multi-decadal timescales.

4 Summary and conclusions

We evaluate the AOCCM SOCOL-MPIOM for the Indian monsoon and assess the influence of internal and external climate forcings on temporal and spatial variability of ISMR. Additionally, the combined influence of AMO and PDO on ISMR is investigated on decadal to multi-decadal time scales over the period AD 1600–1999.

The model simulates the spatial pattern of ISMR reasonably well with major differences of precipitation over the
Western Ghats, the Himalayan region, and western coast of Myanmar. The ERA-20C/20CR data also underestimate ISMR over these elevated areas. The observed relationship of ISMR with various ocean indices (Niño3, AMO, and PDO) holds within the model, however the relationship of ISMR with PDO does not exist in 20CR-Precip. We conclude that our model has reasonable capability to simulate the ocean indices and their relation with ISMR, atmospheric circulation over the Indian monsoon region, and the combined influence of AMO and PDO on ISMR.

The climate model simulations with AOCCM SOCOL-MPIOM show a weakening of ISMR during positive phase of the PDO; however, the linear relationship of ISMR with AMO is not conspicuous. The decadal to multi-decadal timescales anomalies of ISMR in climate model simulations indicate the individual as well as combined effect of AMO, PDO, and TSI on dry/wet periods over Indian region. The AMO, PDO, and TSI seem to play a significant role in controlling the dry periods over the Indian region. The combined effect of AMO and PDO seems stronger than that of AMO, PDO, and TSI as more dry periods (22 compared to 18) occur when simultaneously AMO is in negative phase and PDO is in positive phase. Despite the fact that dry decades of monsoon tend to occur during the simultaneous negative phase of AMO and positive phase of PDO, and during negative phases of TSI, we conclude that the sign of correlation of ISMR with AMO and TSI is not stationary over time.

In general, we do not see statistically significant strong spatial correlations between ISMR and external climate forcings. The temporal correlation between TSI and ISMR is positive both in observational (statistically not significant) and climate model simulations (statistically significant in L1 and M2). The observed precipitation shows statistically significant negative temporal correlations with CO₂ and StratAOD.

Despite the low spatial resolution of the model, it reasonably simulates the spatial and temporal patterns of ocean modes of variability. Although the model largely underestimates the ISMR, it realistically reproduces the spatial patterns of its climatology and can further help in understanding the physical processes that govern the decadal to multi-decadal scale variability of the ISMR. Further, in future the model can be used for understanding the influence of solar activity and volcanic eruptions on ocean modes owing to its ability to simulate them and to couple the dynamical effects of the stratosphere with ocean and the troposphere.
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