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Abstract

We develop singular value shrinkage priors for the mean matrix parameters in the matrix-variate normal model with known covariance matrices. Our priors are superharmonic and put more weight on matrices with smaller singular values. They are a natural generalization of the Stein prior. Bayes estimators and Bayesian predictive densities based on our priors are minimax and dominate those based on the uniform prior in finite samples. In particular, our priors work well when the true value of the parameter has low rank.

1 Introduction

Suppose that we have a matrix observation \( Y \sim N_{n,m}(M, C, \Sigma) \) where \( C \) and \( \Sigma \) are known. Here we use the notation of [1] for matrix-variate normal distributions: \( Y \sim N_{n,m}(M, C, \Sigma) \) indicates that \( Y (n \times m) \) has a probability density 

\[
p(Y) = \frac{1}{(2\pi)^{nm/2}(\text{det } C)^{m/2}(\text{det } \Sigma)^{n/2}} \exp\left\{ -\frac{1}{2} \Sigma^{-1}(Y - M)^\top C^{-1}(Y - M) \right\}
\]

with respect to the Lebesgue measure on \( \mathbb{R}^{n \times m} \), where \( \text{etr}(A) = \exp(\text{tr}A) \), \( M(n \times m) \) is the mean matrix, \( C(n \times n) \succ 0 \) is the covariance matrix for rows, and \( \Sigma(m \times m) \succ 0 \) is the covariance matrix for columns. Here, we indicate the size of a matrix \( A \in \mathbb{R}^{n \times m} \) by writing \( A(n \times m) \). The vectorization \( \text{vec}(Y) \) of \( Y \) satisfies

\[
\text{vec}(Y) \sim N_{mn}\{\text{vec}(M), \Sigma \otimes C\},
\]

where \( \otimes \) denotes the Kronecker product [5]. Here, the vectorization of \( A(n \times m) \) is the \( mn \times 1 \) vector defined by \( \text{vec}(A) = (a_{11}, \ldots, a_{n1}, a_{12}, \ldots, a_{n2}, \ldots, a_{1m}, \ldots, a_{nm})^\top \), and the Kronecker product \( A \otimes B \) of two matrices \( A(m \times n) = (a_{ij}) \) and \( B(p \times q) = (b_{ij}) \) is the \( mp \times nq \) matrix

\[
A \otimes B = \begin{pmatrix}
a_{11}B & a_{12}B & \cdots & a_{1n}B \\
a_{21}B & a_{22}B & \cdots & a_{2n}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1}B & a_{m2}B & \cdots & a_{mn}B
\end{pmatrix}.
\]
We consider the prediction of $\hat{Y} \sim N_{n,m}(M, \tilde{C}, \tilde{\Sigma})$ by a predictive density $\hat{p}(\hat{Y} \mid Y)$, where $\tilde{C}$ and $\tilde{\Sigma}$ are known. We evaluate predictive densities by the Kullback–Leibler divergence

$$D\{\hat{p}(\cdot \mid M), \hat{p}(\cdot \mid Y)\} = \int \hat{p}(\hat{Y} \mid M) \log \frac{\hat{p}(\hat{Y} \mid M)}{\hat{p}(Y \mid Y)} d\hat{Y}$$

as a loss function. The Kullback–Leibler risk function of a predictive density $\hat{p}(\hat{Y} \mid Y)$ is

$$R_{KL}(M, \hat{p}) = E[D \{\hat{p}(\cdot \mid M), \hat{p}(\cdot \mid Y)\}] = \int \int p(Y \mid M)\hat{p}(\hat{Y} \mid M) \log \frac{\hat{p}(\hat{Y} \mid M)}{\hat{p}(Y \mid Y)} dY d\hat{Y}. $$

We consider Bayesian predictive densities with a prior $\pi(M)$:

$$\hat{p}_n(\hat{Y} \mid Y) = \int \hat{p}(\hat{Y} \mid M)\pi(M \mid Y) dM = \frac{\int \hat{p}(\hat{Y} \mid M)p(Y \mid M)\pi(M) dM}{\int \hat{p}(Y \mid M)\pi(M) dM}. $$

Multivariate linear regression can be formulated as the prediction of the matrix-variate normal model. Suppose that we predict $\bar{Y} \sim N_{m,q}(\bar{X}B, \sigma^2 I_m, I_q)$ based on $Y \sim N_{n,q}(XB, \sigma^2 I_n, I_q)$, where $X(n \times p)$ and $\bar{X}(m \times p)$ are explanatory variables, $Y(n \times q)$ and $\bar{Y}(m \times q)$ are response variables, $B(p \times q)$ is a regression coefficient matrix and $\sigma^2$ is a known variance. Since $Y_1 = (X^\top)^{-1}X^\top Y$ and $\bar{Y}_1 = (\bar{X}^\top)^{-1}\bar{X}^\top \bar{Y}$ are sufficient for $B$, the problem reduces to the prediction of $\bar{Y}_1 \sim N_{p,q}(B, \sigma^2(\bar{X}^\top X)^{-1}, I_q)$ based on $Y_1 \sim N_{p,q}(B, \sigma^2(X^\top X)^{-1}, I_q)$.

The prediction of $\bar{Y} \sim N_n(\mu, \Sigma)$ on $y \sim N_n(\mu, \Sigma)$, which corresponds to $m = 1$, has been studied by several authors when $n \geq 3$. When $\Sigma$ is proportional to $\Sigma$, [3] gave the analytical form of Bayesian predictive densities based on the Stein prior $\pi_S(\mu) = ||\mu||^{-(n-2)}$ and proved that Bayesian predictive densities based on this prior dominate those based on the Jeffreys prior under the Kullback–Leibler risk. Since the Stein prior puts more weight near the origin, the risk reduction is large when the true value of $\mu$ is near the origin. [3] generalized this result and proved that Bayesian predictive densities based on superharmonic priors dominate those based on the Jeffreys prior. [8] and [4] considered cases where $\Sigma$ is not necessarily proportional to $\Sigma$. Bayesian predictive densities based on superharmonic priors also dominate those based on the uniform prior in this general situation. They applied their results to linear regression.

In the following, we assume that $n - m \geq 2$. Since matrix-variate normal distributions are special cases of vector-variate normal distributions as in (1), above results also apply to the former distributions. In this paper, we propose superharmonic priors, which shrink the singular values of $M$ and are a natural generalization of the Stein prior. Bayes estimators and Bayesian predictive densities based on our priors are minimax and dominate those based on the uniform prior. The risk reduction is larger when the true $M$ has smaller singular values, so our priors work particularly well when the true $M$ has low rank. In multivariate linear regression, we can reasonably expect $M$ to have low rank [10]. Previously proposed superharmonic priors mainly shrink the posteriors to simple subsets such as a point or a linear subspace of the parameter space. In contrast, our priors shrink the posteriors to the sets of low-rank matrices.

Our priors have several advantages over previously proposed priors for the matrix-variate normal model. [12] proposed hierarchical priors that are a natural generalization of Strawderman’s prior and proved admissibility and minimaxity of the Bayes estimators based on them. However, it is unknown whether Tsukuma’s priors perform well in prediction. Our priors provide good prediction as well as estimation. Also, only simple Monte Carlo sampling from the
normal distribution is sufficient to calculate Bayes estimators and Bayesian predictive densities based on our priors, whereas Markov chain Monte Carlo methods are required to obtain Bayes estimators based on Tsukuma’s priors.

2 Singular value shrinkage priors

2.1 Singular value shrinkage estimators

Singular value shrinkage was utilized by [2] and [11] for estimation. Here we review their work. In this subsection, we assume that \( Y \sim N_{n,m}(M, I_n, I_m) \), where \( I_k \) is the \( k \)-dimensional identity matrix. We consider the estimation of \( M \).

Let \( Y = U \Lambda V^\top \), \( U \in O(n) \), \( V \in O(m) \), \( \Lambda = \{ \text{diag}(\sigma_1, \ldots, \sigma_m) \}^\top \) be the singular value decomposition of a matrix \( Y \), where \( \sigma_1 \geq \cdots \geq \sigma_m \geq 0 \) are the singular values of \( Y \). Similarly, let \( \hat{M} = \hat{U} \hat{\Lambda} \hat{V}^\top \), \( \hat{U} \in O(n) \), \( \hat{V} \in O(m) \), \( \hat{\Lambda} = \{ \text{diag}(\hat{\sigma}_1, \ldots, \hat{\sigma}_m) \}^\top \) be the singular value decomposition of an estimator \( \hat{M} \) of \( M \), where \( \hat{\sigma}_1 \geq \cdots \geq \hat{\sigma}_m \geq 0 \) are the singular values of \( \hat{M} \).

[2] proposed \( \hat{M}_{EM} = Y \{ I_m - \frac{(n-m-1)S^{-1}}{2} \} \) as an empirical Bayes estimator, where \( S = Y^\top Y \). They proved that \( \hat{M}_{EM} \) is minimax and dominates the maximum likelihood estimator under the Frobenius loss \( l(M, \hat{M}) = \| M - \hat{M} \|_F^2 = \sum_{i,j} (\hat{M}_{ij} - M_{ij})^2 \). [11] noticed that \( \hat{M}_{EM} \) can be represented in the singular value decomposition form as

\[
\hat{\sigma}_i = \left( 1 - \frac{n-m-1}{\sigma_i^2} \right) \sigma_i \quad (i = 1, \ldots, m), \quad \hat{U} = U, \quad \hat{V} = V.
\]

Therefore, \( \hat{M}_{EM} \) shrinks the singular values of the observation \( Y \). When \( m = 1 \), \( \hat{M}_{EM} \) coincides with the James–Stein estimator. We note that \( \hat{M}_{EM} \) is not a Bayes estimator.

In this study, we develop superharmonic priors shrinking the singular values. The Bayes estimators based on our priors have similar properties to \( \hat{M}_{EM} \). This is an extension of the relationship between the James–Stein estimator and the Stein prior.

2.2 Definition and superharmonicity

We consider the prior

\[
\pi_{SVS}(M) = \det(M^\top M)^{-(n-m-1)/2},
\]

with \( n - m \geq 2 \). From the relation \( \det(M^\top M) = \prod_{i=1}^m \sigma_i(M)^2 \), where \( \sigma_i(M) \) denotes the \( i \)-th singular value of \( M \), we obtain

\[
\pi_{SVS}(M) = \prod_{i=1}^m \sigma_i(M)^{-(n-m-1)}.
\]

Therefore, this prior puts more weight on matrices with smaller singular values. When \( m = 1 \), \( \pi_{SVS} \) coincides with the Stein prior. We call \( \pi_{SVS} \) the singular value shrinkage prior below.

We provide a proof of superharmonicity of \( \pi_{SVS} \). An extended real-valued function \( f : \mathbb{R}^d \to \mathbb{R} \cup \{ \infty \} \) is said to be superharmonic if it satisfies the following properties [6, p. 70]:

1. \( f \) is lower semicontinuous;
2. \( f \neq \infty \);
3. \( L(f : x, \delta) = \int_{S_{x,\delta}} f(z) ds(z)/(\Omega_d \delta^{d-1}) \leq f(x) \) for every \( x \in \mathbb{R}^d \) and \( \delta > 0 \), where \( \Omega_d \) is the surface area of the unit sphere in \( \mathbb{R}^d \) and \( S_{x,\delta} \) is the sphere with center \( x \) and radius \( \delta \).

If \( f \) is a \( C^2 \) function, then \( f \) is superharmonic if and only if \( \Delta f(x) = \sum_{i=1}^d \left( \frac{\partial^2}{\partial x_i^2} f(x) \right) \leq 0 \) holds for every \( x \) from Lemma 3.3.4 of [6]. We define a function \( f : \mathbb{R}^{n \times m} \to \mathbb{R} \) to be superharmonic when \( f \circ \text{vec} : \mathbb{R}^{mn} \to \mathbb{R} \) is superharmonic.

**Theorem 2.1.** The prior density \( \pi_{SVS} \) is superharmonic.

The proof is deferred to the Appendix. From this proof, we obtain the following Theorem.

**Theorem 2.2.** If \( M \) has full rank, then the prior \( \pi_{SVS} \) satisfies \( \Delta \pi_{SVS}(M) = 0 \).

Therefore, the superharmonicity of \( \pi_{SVS} \) is strongly concentrated in the same way as the Laplacian of the Stein prior becomes a Dirac delta function.

Another interesting point about this prior is that \( \pi_{SVS} \) is superharmonic column-wise: \( \pi_{SVS} \) is superharmonic as a function of the \( i \)-th column of \( M (i = 1, \ldots, m) \).

### 2.3 Minimaxity of Bayes estimators and Bayesian predictive densities based on \( \pi_{SVS} \)

We prove that the Bayes estimators and the Bayesian predictive densities based on \( \pi_{SVS} \) are minimax and dominate those based on the Jeffreys prior.

When \( Y \sim N_{n,m}(M, C, \Sigma) \), we define the marginal distribution of \( Y \) with prior \( \pi(M) \) by

\[
m_{\pi}(Y; C, \Sigma) = \int p(Y | M, C, \Sigma) \pi(M) dM.
\]

When \( \pi = \pi_{SVS} \), we denote the marginal distribution by \( m_{SVS} \).

**Lemma 2.3.** If \( m_{\pi}(Y; C, \Sigma) < \infty \) for every \( Y \) and \( \pi \) is superharmonic, then \( m_{\pi}(Y; C, \Sigma) \) is superharmonic.

The proof is deferred to the Appendix.

In terms of estimation of \( M \) from \( Y \), the following result [11] is known.

**Lemma 2.4.** If \( m_{\pi} \) satisfies \( \Delta m_{\pi}(Y; C, \Sigma) \leq 0 \), then Bayes estimator \( \hat{M}_{\pi} \) with prior \( \pi \) is minimax under the Frobenius loss. Furthermore, Bayes estimator with prior \( \pi \) dominates the maximum likelihood estimator unless \( \pi \) is the uniform prior.

The lemma above is obtained from the expression

\[
E_{M} \left( \| \hat{M}^{MLE} - M \|^2_F \right) - E_{M} \left( \| \hat{M}^{\pi} - M \|^2_F \right) = E_{M} \left\{ \| \nabla \log m_{\pi}(Y) \|^2 - 2 \frac{\Delta m_{\pi}(Y)}{m_{\pi}(Y)} \right\} \tag{3}
\]

of the risk difference between the maximum likelihood estimator and the Bayes estimator.

In terms of prediction, we obtain the following result when \( \tilde{\Sigma} \otimes \tilde{C} \) is proportional to \( \Sigma \otimes C \). This corresponds to the setting of [9] and [3]. The general covariance case is considered in Section 2.5. We assume \( C = v_1 I_n, \tilde{C} = v_2 I_n, \Sigma = \tilde{\Sigma} = I_m \) without loss of generality. Let \( v_0 = (v_1 v_2)/(v_1 + v_2) < v_1 \). We write the Bayesian predictive density based on the uniform prior \( \pi_1(M) \equiv 1 \) by \( \tilde{p}_1(\tilde{Y} | Y) \).
Lemma 2.5. [6, Lemma 3.4.4] If \( f \) is superharmonic, then \( L(f : x, \delta) = \int_{S_{x, \delta}} f(z)ds(z)/(\Omega_d\delta^{d-1}) \) is a decreasing function of \( \delta \).

**Proposition 2.6.** If \( \pi \) is superharmonic, then \( \hat{p}_\pi(\tilde{Y} \mid Y) \) is minimax under the Kullback–Leibler risk \( R_{KL} \). Furthermore, \( \hat{p}_\pi(\tilde{Y} \mid Y) \) dominates \( \hat{p}_I(\tilde{Y} \mid Y) \) unless \( \pi \) is the uniform prior.

The proof is deferred to the Appendix. **Proposition 2.6** does not require an assumption concerning twice differentiability of \( \pi \) and is a slight generalization of the results in [3].

From Theorem 2.1 and Lemma 2.3, \( m_{SVS} \) is superharmonic. Also, from (15), \( m_{SVS} \) is a \( C^2 \) function. Therefore, \( \pi_{SVS} \) satisfies the conditions of Lemma 2.4 and Proposition 2.6. By combining these results, we obtain the following.

**Theorem 2.7.** The Bayes estimator based on the prior \( \pi_{SVS} \) is minimax and dominates the maximum likelihood estimator under the Frobenius risk. The Bayesian predictive density \( \hat{p}_{SVS}(\tilde{Y} \mid Y) \) based on the prior \( \pi_{SVS} \) is minimax and dominates \( \hat{p}_I(\tilde{Y} \mid Y) \) under the Kullback–Leibler risk \( R_{KL} \). Since \( \pi_{SVS} \) shrinks each singular value separately, the risk reduction of \( \pi_{SVS} \) is larger when the true value of \( M \) has smaller singular values. A remarkable point is that \( \pi_{SVS} \) works well even when only some of the singular values are small. In particular, \( \pi_{SVS} \) works well when \( M \) has low rank. We confirm these facts by numerical experiments in Section 3.

### 2.4 Bayesian predictive density based on \( \pi_{SVS} \)

We provide the analytical form of the Bayesian predictive densities based on \( \pi_{SVS} \). Here, we consider the case where \( \tilde{\Sigma} \otimes \tilde{C} \) is proportional to \( \Sigma \otimes C \) and assume \( C = \tilde{C} = I_n \) and \( \Sigma = \tilde{\Sigma} = I_m \) without loss of generality.

**Theorem 2.8.** The Bayesian predictive density based on the prior \( \pi_{SVS} \) is

\[
\hat{p}_{SVS}(\tilde{Y} \mid Y) = (2\pi)^{-mn/2}etr \left\{ -\frac{1}{4}(\tilde{Y} - Y)\top(\tilde{Y} - Y) - \frac{1}{4}Z\top Z + \frac{1}{2}Y\top Y \right\} \\
\times \frac{2^{-m(m+1)/2}F_1 \left( \frac{m+1}{2}; \frac{m+1}{2}; \frac{1}{2}; Z\top Z \right)}{F_1 \left( \frac{m+1}{2}; \frac{m+1}{2}; \frac{1}{2}; Y\top Y \right)}. \tag{4}
\]

Here, \( Z = Y + \tilde{Y} \) and \( pF_q \) is the hypergeometric function of matrix argument [2, p. 34] defined by

\[
pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; S) = \sum_{k=0}^{\infty} \sum_{\kappa \vdash k} \frac{(a_1)_\kappa \cdots (a_p)_\kappa C_\kappa(S)}{(b_1)_\kappa \cdots (b_q)_\kappa k!},
\]

where \( a_1, \ldots, a_p, b_1, \ldots, b_q \) are arbitrary complex numbers, \( S \) is a \( p \times p \) complex symmetric matrix, \( \sum_{\kappa \vdash k} \) denotes summation over all partitions \( \kappa \) of \( k \), \( (a)_\kappa \) is the generalized Pochhammer symbol, and \( C_\kappa(S) \) denotes the zonal polynomial.

The proof is deferred to the Appendix.
2.5 General covariance case

Thus far, we assumed that $\Sigma \otimes \tilde{C}$ is proportional to $\Sigma \otimes C$. However, this assumption does not hold in regression problems [3, 4]. Here, we consider the general covariance case. We define $\Sigma_1 = \left\{ (\Sigma \otimes C)^{-1} + (\Sigma \otimes \tilde{C})^{-1} \right\}^{-1}$, $\Sigma_2 = \Sigma \otimes C$ and write the diagonalization of $\Sigma_1^{1/2}\Sigma_2^{-1}\Sigma_1^{1/2}$ as $\Sigma_1^{1/2}\Sigma_2^{-1}\Sigma_1^{1/2} = U^\top \Lambda U$, where $U$ is an orthogonal matrix and $\Lambda$ is a diagonal matrix. Let $A^* = \Sigma_1^{1/2}U^\top (\Lambda^{-1} - I)^{1/2}$. From Theorem 3.2 of [8], we obtain the following.

**Theorem 2.9.** If $\pi \left[ \text{vec}^{-1} \{ A^* \text{vec}(M) \} \right]$ is superharmonic as a function of $M$, $\tilde{p}_\pi(\tilde{Y} \mid Y)$ dominates $\tilde{p}_1(\tilde{Y} \mid Y)$ under $R_{KL}$.

We can construct a prior that satisfies the condition of Theorem 2.9 by using $\pi_{SVS}$:

$$
\pi(M) = \pi_{SVS} \left[ \text{vec}^{-1} \{ (A^*)^{-1} \text{vec}(M) \} \right].
$$

The analytical form of the Bayesian predictive densities based on the prior (5) is unknown. We conjecture that some extended generalized Laguerre polynomial of matrix argument is necessary to obtain this form.

In multivariate linear regression, the regression coefficient matrix $B$ often has low rank [10]. The prior (5) works particularly well in such situations. We confirm this by numerical experiments in Section 3.

3 Numerical results

In this section, we show numerical results on Bayes estimation and Bayesian prediction with singular value shrinkage priors. We compare the singular value shrinkage prior to the Jeffreys and the Stein priors. Here, the Jeffreys prior coincides with the uniform prior and the Stein prior is $\pi_S(M) = \|M\|_F^{-(nm-2)}$, where $\|M\|_F$ denotes the Frobenius norm of $M$. We note that $\|M\|_F^2 = \sum_{i=1}^m \sigma_i^2$, where $\sigma_i$ is the $i$th singular value of $M$. All the computations took less than 5 seconds on a laptop computer.

The hypergeometric function of matrix argument $_1F_1$ is calculated as follows. From Theorem 3.5.6 in [3],

$$
_1F_1 \left( \frac{m+1}{2}; \frac{n}{2}; \frac{1}{2} Y^\top Y \right) = \frac{2^{m(n-m-1)} \Gamma_m \left( \frac{n}{2} \right)}{\Gamma_m \left( \frac{m+1}{2} \right)} \text{etr} \left( \frac{1}{2} Y^\top Y \right) E \left\{ (\det S)^{-(n-m-1)/2} \right\},
$$

where $S \sim W_m(n, I_m, Y^\top Y)$, and we take

$$
E \left\{ (\det S)^{-(n-m-1)/2} \right\} \approx \frac{1}{N} \sum_{i=1}^N (\det M_i^\top M_i)^{-(n-m-1)/2},
$$

where $M_1, \ldots, M_N$ are independent samples from $N_{n,m}(Y, I_n, I_m)$, with $N = 10^4$.

First, we investigate Bayes estimation. The estimation of $M$ from $Y \sim N_{n,m}(M, I_n, I_m)$ is considered. From [11], a Bayes estimator with prior $\pi(M)$ is

$$
\left\{ \hat{M}^\pi(Y) \right\}_{ij} = Y_{ij} + \frac{\partial}{\partial Y_{ij}} \log m_\pi(Y),
$$
where $m_\pi(Y)$ is the marginal distribution of $Y$ with prior $\pi(M)$. When $\pi = \pi_{SVS}$, by (13),

$$
\frac{\partial}{\partial Y_{ij}} \log m_{SVS}(Y) = -Y_{ij} + \frac{\partial}{\partial Y_{ij}} \left\{ \log_1 F_1 \left( \frac{m + 1}{2}; \frac{n}{2}; \frac{1}{2} Y^T Y \right) \right\}.
$$

We approximated the partial differentiation of $\log_1 F_1$ by finite differencing.

We compare the risk functions of the Bayes estimator with the prior $\pi_{SVS}$ to the Jeffreys prior and the Stein prior. The second estimator coincides with the maximum likelihood estimator. We sampled $Y$ $10^4$ times and approximated the risk by the sample mean of the Frobenius loss.

Figure 1 (a) shows the risk functions for $m = 3$, $n = 5$, $\sigma_1 = 20$ and $\sigma_3 = 0$. The singular value shrinkage prior performs better than the Jeffreys prior, and the risk reduction increases as $\sigma_2$ decreases. The Stein prior does not perform well because $\|M\|_F$ is not small, even when $\sigma_2 = 0$. Figure 1 (b) shows the risk functions for $m = 3$, $n = 5$ and $\sigma_2 = \sigma_3 = 0$. Though the Stein prior performs best when $\sigma_1$ is small, its risk becomes almost the same as that of the Jeffreys prior as $\sigma_1$ increases. On the other hand, the singular value shrinkage prior performs better than the Jeffreys prior regardless of the value of $\sigma_1$. This is because the singular value shrinkage prior shrinks $\sigma_1$, $\sigma_2$ and $\sigma_3$ separately and the Stein prior shrinks the Frobenius norm $\|M\|_F^2 = \sigma_1^2 + \sigma_2^2 + \sigma_3^2$.

Next, we compare the risk functions of the Bayesian predictive densities based on the singular value shrinkage prior to the Jeffreys prior and the Stein prior. We sampled $(Y, \tilde{Y})$ $10^4$ times and approximated the Kullback–Leibler risk by the sample mean of $\log \tilde{p} (\tilde{Y} \mid M) - \log \tilde{p} (\tilde{Y} \mid M)$. Figures 1 (c) and (d) show the risk functions for $m = 3$, $n = 5$, $C = \tilde{C} = I_n$, $\Sigma = \tilde{\Sigma} = I_m$. The performance of singular value shrinkage prior is qualitatively the same as in the estimation case.

Figures 1 (e) and (f) show the risk functions for $m = 10$, $n = 20$, $\Sigma = \tilde{\Sigma} = I_m$, $\sigma_1 = 20$, $\sigma_2 = 10$ and $\sigma_4 = \cdots = \sigma_{10} = 0$. In (f), $C \neq \tilde{C}$ and we used the singular value shrinkage prior depending on the future covariance (5). Singular value shrinkage priors work well for low rank matrices, even when $C \neq \tilde{C}$.

Finally, we consider the unknown variance case. We assume $Y_i \sim N_{n,m}(M, \sigma^2 Q, I_m)$ ($i = 1, \ldots, T$) and $\tilde{Y} \sim N_{n,m}(M, \sigma^2 \tilde{Q}, I_m)$, where $T \geq 2$, $\sigma^2$ is unknown and $Q$ and $\tilde{Q}$ are known. This corresponds to multivariate linear regression with independent residuals. As a generalization of the result of [2], the Bayesian predictive density based on the prior $\pi(M, \sigma) = \pi_{SVS}(M) \sigma^{-1}$ is expected to dominate that based on the right invariant prior $\pi(M, \sigma) = \sigma^{-1}$, which is minimax. We verify this numerically. The predictive density is

$$
\tilde{p}_\pi (\tilde{Y} \mid Y_1, \ldots, Y_T) = \frac{m_\pi(Z, s^2)}{m_\pi(\bar{Y}, s^2)} \frac{m_\pi(\bar{Y}, s^2)}{m_\pi(Y_1, \ldots, Y_T)} \frac{m_\pi(Y_1, \ldots, Y_T)}{m_\pi(Z, s^2)},
$$

where

$$
\bar{Y} = T^{-1} \sum_{i=1}^T Y_i, \quad Z = (TQ^{-1} + \tilde{Q}^{-1})^{-1}(TQ^{-1}\bar{Y} + \tilde{Q}^{-1}\tilde{Y}),
$$

$$
s^2 = \sum_{i=1}^T \|Q^{-1/2}(Y_i - \bar{Y})\|_F^2, \quad \tilde{s}^2 = \sum_{i=1}^T \|Q^{-1/2}(Y_i - Z)\|_F^2 + \|\tilde{Q}^{-1/2}(\tilde{Y} - Z)\|_F^2,
$$
and $m_\pi$ denotes the marginal distribution with prior $\pi$. Here, $m_\pi(\bar{Y}, s^2)/m_\pi(Y_1, \ldots, Y_T)$ and $m_\pi(Y_1, \ldots, Y_T, Z)/m_\pi(Z, \tilde{s}^2)$ do not depend on $\pi$ due to sufficiency. Also,
\begin{align*}
m_\pi(\bar{Y}, s^2) &= \frac{1}{2s^2}E\{\pi(M)\}, \quad \text{vec}(M) \sim t_{mn(T-1)} \left\{ \text{vec}(\bar{Y}), I_m \otimes \frac{s^2}{mn(T-1)}Q \right\}, \\
m_\pi(Z, \tilde{s}^2) &= \frac{1}{2\tilde{s}^2}E\{\pi(M)\}, \quad \text{vec}(M) \sim t_{mnT} \left\{ \text{vec}(Z), I_m \otimes \frac{\tilde{s}^2}{mnT}Q \right\},
\end{align*}
where $t_{\nu}(\mu, \Sigma)$ denotes the multivariate t-distribution with $\nu$ degrees of freedom, mean $\mu$ and covariance $\Sigma$. Figure 1 (g) and (h) show the risk functions for $T = 4, m = 3, n = 5$ and $Q = \tilde{Q} = I_n$. Here, the variance $\sigma^2 = 4$ is unknown. We confirmed that similar results are obtained even when $Q \neq \tilde{Q}$. The performance of singular value shrinkage prior is qualitatively the same as in the known variance case.
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Appendix

Proof of Theorem 2.1

First, we prove that $\det(M^T M + \varepsilon I_m)^{-(m-1)/2}$ is superharmonic for every $\varepsilon > 0$.

We write the $(i, j)$th entry of a matrix $X$ by $X_{ij}$ and the $(i, j)$th entry of $X^{-1}$ by $X_{ij}$. Let $K = M^T M + \varepsilon I$, so that $K_{ab} = \sum_i M_{ia} M_{ib} + \varepsilon \delta_{ab} = K_{ba}$, where the subscripts $a, b, \ldots$ run from 1 to $m$ and the subscripts $i, j, \ldots$ run from 1 to $n$, $\delta_{ab}$ is 1 when $a = b$ and 0 otherwise, and the $(i, j)$th entry of a matrix $X$ is denoted by $X_{ij}$. From the definition,
\begin{equation}
\frac{\partial K_{bc}}{\partial M_{ia}} = \delta_{ac} M_{ib} + \delta_{ab} M_{ic}.
\end{equation}

By using
\[ \frac{\partial}{\partial K_{ab}} \det K = K^{ab} \det K \]
and (6), we obtain
\begin{equation}
\frac{\partial}{\partial M_{ia}} \det K = \sum_{b,c} \frac{\partial K_{bc}}{\partial M_{ia}} \frac{\partial}{\partial K_{bc}} \det K = 2 \sum_b M_{ib} K^{ab} \det K,
\end{equation}
where $K^{ab}$ is the $(a, b)$th entry of the inverse matrix of $K^{-1}$. Therefore,
\begin{align*}
\frac{\partial^2}{\partial M_{ia}^2} \det K &= 2K^{aa} \det K - 2 \left( \sum_{b,d} M_{ib} M_{id} K^{aa} K^{bd} \right) \det K \\
&\quad - 2 \left( \sum_{b,c} M_{ib} M_{ic} K^{ab} K^{ac} \right) \det K + 4 \left( \sum_{b,c} M_{ib} M_{ic} K^{ab} K^{ac} \right) \det K.
\end{align*}
Figure 1: (a) (b) Risk functions of Bayes estimators when $m = 3$, $n = 5$, $C = I_n$ and $\Sigma = I_m$. (c) (d) Risk functions of Bayesian predictive densities when $m = 3$, $n = 5$, $C = \tilde{C} = I_n$ and $\Sigma = \tilde{\Sigma} = I_m$. (e) (f) Risk functions of Bayesian predictive densities when $m = 10$, $n = 20$, $\Sigma = \Sigma = I_m$, $\sigma_1 = 20$, $\sigma_2 = 10$ and $\sigma_4 = \cdots = \sigma_{10} = 0$. In (f), $\tilde{c}_1 = \cdots = \tilde{c}_{10} = 1$ and $\tilde{c}_{11} = \cdots = \tilde{c}_{20} = 2$. (g) (h) Risk functions of Bayesian predictive densities when $T = 4$, $m = 3$, $n = 5$, $Q = \tilde{Q} = I_n$ and $\sigma^2 = 4$ is unknown. dashed line: uniform prior, solid line: the Stein prior, dash-dot line: our prior.
Here, we used
\[
\frac{\partial K^{ab}}{\partial M_{ia}} = - \sum_c M_{ic} K^{ac} K^{bc} - \sum_d M_{id} K^{ad} K^{ab},
\]
which can be derived by differentiating the equation \(\sum_c K_{bc} K^{ac} = \delta_{ab}\).

We have
\[
\Delta (\det K)^{-(n-m-1)/2} = \sum_{i,a} \frac{\partial^2}{\partial M_{ia}^2} (\det K)^{-(n-m-1)/2} (\det K)^{-(n-m-1)/2} \sum_{i,a} (A_{ia} + B_{ia}),
\]
where
\[
A_{ia} = \frac{n - m + 1}{2} (\det K)^{-2} \left( \frac{\partial}{\partial M_{ia}} \det K \right)^2,
B_{ia} = - (\det K)^{-1} \frac{\partial^2}{\partial M_{ia}^2} \det K.
\]

By using (7), we obtain
\[
A_{ia} = 2(n - m + 1) \left( \sum_b M_{ib} K^{ab} \right) \left( \sum_c M_{ic} K^{ac} \right).
\]

Hence, noting that \(K^{bb} = \sum_i M_{ib}^2 + \varepsilon > 0\), we obtain
\[
\sum_i (A_{ia} + B_{ia}) = -2(n - m) \varepsilon \sum_b K^{ab} K^{ab} - 2 \varepsilon \sum_b K^{ab} K^{ab} < 0.
\]

Thus, from (9) and (10),
\[
\Delta (\det K)^{-(n-m-1)/2} < 0.
\]

Therefore, \(\det(M^T M + \varepsilon I)^{-(n-m-1)/2}\) is superharmonic for every \(\varepsilon > 0\).

Now, let \(\pi^{(k)}(M) = \det (M^T M + k^{-1} I_m)^{-(n-m-1)/2}\). Then, \(\pi^{(k)}\) is superharmonic by (11) and \(\pi^{(1)} \leq \pi^{(2)} \leq \cdots\), since
\[
\pi^{(k)}(M) = \prod_{i=1}^m \left\{ \lambda_i(M^T M + \frac{1}{k}) \right\}^{-(n-m-1)/2},
\]
where \(\lambda_i(M^T M) \geq 0\) denotes the \(i\)th eigenvalue of \(M^T M\). Also, \(\lim_{k \to \infty} \pi^{(k)}(M) = \pi_{\text{SVS}}(M)\) for every \(M\). Therefore, by Theorem 3.4.8 of [6], \(\pi_{\text{SVS}}\) is superharmonic.
Proof of Lemma 2.3

Let \( \phi(Y; C, \Sigma) = p(Y \mid O, C, \Sigma) \). Then, putting \( A = Y - M \),

\[
m_{\pi}(Y; C, \Sigma) = \int \phi(Y - M; C, \Sigma) \pi(M) dM = \int \phi(A; C, \Sigma) \pi(Y - A) dA.
\]

Let \( d = mn \). Now, for every \( x \in \mathbb{R}^d \) and \( \delta > 0 \),

\[
\frac{1}{\Omega_d \delta^{d-1}} \int_{S_{x,\delta}} m_{\pi}(Y; C, \Sigma) ds(Y) = \frac{1}{\Omega_d \delta^{d-1}} \int_{S_{x,\delta}} \left\{ \int \phi(A; C, \Sigma) \pi(Y - A) dA \right\} ds(Y)
\]

\[
= \frac{1}{\Omega_d \delta^{d-1}} \int \phi(A; C, \Sigma) \left\{ \int_{S_{x,\delta}} \pi(Y - A) ds(Y) \right\} dA
\]

\[
\leq \frac{1}{\Omega_d \delta^{d-1}} \int \phi(A; C, \Sigma) \pi(-A) dA = m_{\pi}(O).
\]

Here, the second equation follows from Fubini’s theorem and the inequality follows from the superharmonicity of \( \pi \). Therefore, \( m_{\pi}(Y; C, \Sigma) \) is superharmonic.

Proof of Proposition 2.6

From Lemma 2 of \cite{3}, the difference of \( R_{KL} \) is

\[
R_{KL}(M, \hat{\pi}_1) - R_{KL}(M, \hat{\pi}_\pi) = E_{M,v_0} \left\{ \log m_{\pi}(Z; v_0 I_n, I_m) \right\} - E_{M,v_1} \left\{ \log m_{\pi}(Z; v_1 I_n, I_m) \right\},
\]

where \( E_{M,v}(\cdot) \) denotes the expectation with respect to \( Z \sim N_{n,m}(M, vI_n, I_m) \). Then,

\[
R_{KL}(M, \hat{\pi}_1) - R_{KL}(M, \hat{\pi}_\pi) = E_{M,v_0} \left\{ \log m_{\pi}(Z; v_0 I_n, I_m) - \log m_{\pi}(Z; v_1 I_n, I_m) \right\}
+ \left\{ E_{M,v_0} \log m_{\pi}(Z; v_1 I_n, I_m) - E_{M,v_1} \log m_{\pi}(Z; v_1 I_n, I_m) \right\}.
\]

(12)

Since \( \pi \) is superharmonic, from Lemma 2.3 and \( v_0 < v_1 \),

\[
m_{\pi}(Z; v_0 I_n, I_m) = E_{M \sim N_{n,m}(Z, v_0 I_n, I_m)} \pi(M)
\geq E_{M \sim N_{n,m}(Z, v_1 I_n, I_m)} \pi(M) = m_{\pi}(Z; v_1 I_n, I_m).
\]

Thus, the first term of the right hand side of (12) is nonnegative. Also, since \( m_{\pi} \) is superharmonic from Lemma 2.3 and the logarithm of a superharmonic function is superharmonic, \( \log m_{\pi}(Z; v_1 I_n, I_m) \) is superharmonic. Then, from Lemma 2.3 and \( v_0 < v_1 \), the second term of the right hand side of (12) is nonnegative. Therefore, (12) is nonnegative.

Proof of Theorem 2.8

We represent the Bayesian predictive density as

\[
\hat{\pi}_\pi(\tilde{Y} \mid Y) = \frac{m_{\pi}(Y, \tilde{Y})}{m_{\pi}(Y)} = \frac{m_{\pi}(Y, \tilde{Y}) m_{\pi}(Z)}{m_{\pi}(Z) m_{\pi}(Y)},
\]

(13)

where \( m_{\pi} \) denotes the marginal distribution with prior \( \pi \). Here, \( m_{\pi}(Y, \tilde{Y})/m_{\pi}(Z) \) does not depend on \( \pi \), because \( Z \) is sufficient for \( M \). Therefore, we obtain

\[
\frac{m_{\pi}(Y, \tilde{Y})}{m_{\pi}(Z)} = \frac{p(Y, \tilde{Y} \mid M)}{p(Z \mid M)} = \pi^{-mn/2}etr \left\{ -\frac{1}{4} (\tilde{Y} - Y) \right\} (\tilde{Y} - Y) \right\}.
\]

(14)
Next, we calculate $m_{SVS}(Y)$ and $m_{SVS}(Z)$. From the definition,

$$m_{SVS}(Y) = \int p(Y \mid M)\pi(M)dM.$$ 

Now we interpret $p(Y \mid M)$ as the probability density of $M \sim N_{n,m}(Y, I, I)$. Then $m_{SVS}(Y)$ is viewed as the expectation of $\pi(M)$. From Theorem 3.5.1 in [5], $S = M^\top M$ has a noncentral Wishart distribution $S \sim W_m(n, I_m, Y^\top Y)$. Therefore,

$$m_{SVS}(Y) = E \left\{ (\det S)^{-(n-m-1)/2} \right\}.$$ 

By using Theorem 3.5.6 in [5], we obtain

$$E \left[ (\det S)^{-(n-m-1)/2} \right] = \frac{2^{-\frac{m(n-m-1)}{2}}\Gamma_m \left( \frac{m+1}{2} \right)}{\Gamma_m \left( \frac{n}{2} \right)} \text{etr} \left( -\frac{1}{2} Y^\top Y \right) _1 F_1 \left( \frac{m+1}{2}, \frac{n}{2}; \frac{1}{2} Y^\top Y \right).$$

Using this, we obtain

$$m_{SVS}(Y) = \frac{2^{-\frac{m(n-m-1)}{2}}\Gamma_m \left( \frac{m+1}{2} \right)}{\Gamma_m \left( \frac{n}{2} \right)} \text{etr} \left( -\frac{1}{2} Y^\top Y \right) _1 F_1 \left( \frac{m+1}{2}, \frac{n}{2}; \frac{1}{2} Y^\top Y \right). \quad (15)$$

Similarly, we obtain

$$m_{SVS}(Z) = \frac{2^{-nm} \Gamma_m \left( \frac{m+1}{2} \right)}{\Gamma_m \left( \frac{n}{2} \right)} \text{etr} \left( -\frac{1}{4} Z^\top Z \right) _1 F_1 \left( \frac{m+1}{2}, \frac{n}{4}; \frac{1}{4} Z^\top Z \right). \quad (16)$$

Substituting (14), (15) and (16) into (13), we obtain the result.
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