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ABSTRACT

LEARNING EQUIVARIANT REPRESENTATIONS
Carlos Henrique Machado Silva Esteves
Kostas Daniilidis

State-of-the-art deep learning systems often require large amounts of data and computation. For this reason, leveraging known or unknown structure of the data is paramount. Convolutional neural networks (CNNs) are successful examples of this principle, their defining characteristic being the shift-equivariance. By sliding a filter over the input, when the input shifts, the response shifts by the same amount, exploiting the structure of natural images where semantic content is independent of absolute pixel positions. This property is essential to the success of CNNs in audio, image and video recognition tasks. In this thesis, we extend equivariance to other kinds of transformations, such as rotation and scaling. We propose equivariant models for different transformations defined by groups of symmetries. The main contributions are (i) polar transformer networks, achieving equivariance to the group of similarities on the plane, (ii) equivariant multi-view networks, achieving equivariance to the group of symmetries of the icosahedron, (iii) spherical CNNs, achieving equivariance to the continuous 3D rotation group, (iv) cross-domain image embeddings, achieving equivariance to 3D rotations for 2D inputs, and (v) spin-weighted spherical CNNs, generalizing the spherical CNNs and achieving equivariance to 3D rotations for spherical vector fields. Applications include image classification, 3D shape classification and retrieval, panoramic image classification and segmentation, shape alignment and pose estimation. What these models have in common is that they leverage symmetries in the
data to reduce sample and model complexity and improve generalization performance. The advantages are more significant on (but not limited to) challenging tasks where data is limited or input perturbations such as arbitrary rotations are present.
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Learning representations from data enabled enormous progress in a wide variety of applications in domains such as audio, image, and natural language. Most state-of-the-art approaches consist of deep learning systems that require large amounts of data and computation. For this reason, leveraging the known or unknown structure of the data is paramount, and leads to reduced amount of required training data, fewer model parameters and faster training times.

Convolution is a way to leverage the structure of the data. Recall the familiar convolution of functions \( f \) and \( k \) on the real line

\[
(f * k)(x) = \int_{t \in \mathbb{R}} f(t)k(x - t) \, dt.
\]

We define the shift operator \((\lambda_y f)(x) = f(x - y)\). One important convolution property is the shift-equivariance: \((\lambda_y f) * k = \lambda_y(f * k)\). Intuitively, if the filter \( k \) is designed to respond to some pattern in \( f \), this property tells us that the response will be the same (just shifted) no matter where the pattern appears. This is fundamental to the success of convolutional neural networks (CNNs) introduced by Fukushima. For example, the application of CNNs to image analysis exploits the structure of natural images where the semantic content is independent of absolute pixel positions.

The filter \( k \) is learned and compactly supported, and convolution allows weight-sharing, in contrast with fully connected networks. The combination of CNNs and the backprop-
agation algorithm (LeCun et al. [122]) is an essential part of the recent deep learning revolution.

In this thesis, we generalize shift equivariance and present models equivariant to transformations defined by different groups of symmetries. This property is called group equivariance [36]. Let $\lambda_g, \lambda'_g$ denote left group actions on $X, Y$ for some $g \in G$. We say that a map $\Phi: X \rightarrow Y$ is equivariant to actions of $G$ when

$$\Phi(\lambda_g(f)) = \lambda'_g(\Phi(f)),$$

equivalently represented by the commutative diagram

$$\begin{array}{ccc}
X & \xrightarrow{\Phi} & Y \\
\lambda_g \downarrow & & \downarrow \lambda'_g \\
X & \xrightarrow{\Phi} & Y
\end{array}$$

For each model, we design and parametrize $\Phi$ such that it is equivariant and its parameters are optimizable. The actions $\lambda$ and $\lambda'$ are not necessarily the same since $\Phi$ may map between different spaces. When $\lambda'$ is the identity, we say that $\Phi$ is invariant to $G$. Some authors reserve the term equivariant for when $\lambda = \lambda'$ and use covariant otherwise, but we will not make this distinction.

Group equivariant convolutional neural networks (G-CNNs) are CNNs that exhibit group equivariance. They excel in scenarios with limited data and where inputs are subjected to a large class of transformations (e.g., rotations). There are successful applications in 3D shape analysis [53, 43, 227], spherical data analysis [55, 35, 56], medical imaging [207, 9, 76], satellite/aerial imaging [46, 90], cosmology [46, 157], and physics/chemistry [31, 115, 2].

Performance improvements were also achieved in popular upright natural image datasets such as CIFAR10/100 [34, 205], showing that equivariance is not only beneficial when
dealing with global input transformations. This is because local patches can still be seen as transformations of some canonical patch. For example, low level features such as corners may appear in any orientation even if inputs are globally aligned, so an equivariant corner detector may reduce the burden of learning different corner detectors for different orientations.

The second major theme of this thesis is CNNs on non-Euclidean spaces. Most CNNs employ convolution on Euclidean spaces; for example, \( \mathbb{R} \) for audio, \( \mathbb{R}^2 \) for images and \( \mathbb{R}^3 \) for volumetric occupancy grids. When exploring group-equivariance, it makes sense to consider features on spaces where the group acts transitively; these spaces are not necessarily Euclidean. The quintessential example is the group of rotations \( \text{SO}(3) \) acting on its homogeneous space, the sphere \( S^2 \), which we discuss in depth in Chapter 5.

1.1 Contributions and Organization

The following list shows the organization of this thesis, summarizing the contributions presented in each chapter.

- In Chapter 2, we introduce the theoretical background that enables our contributions. In particular, we cover the machinery necessary to define and evaluate integrals and convolutions on groups, which includes group representation theory, the Haar integral, and harmonic analysis. It originally appeared as part of Esteves [51].

- In Chapter 3, we discuss the polar transformer networks (PTNs), which achieve invariance to translation and equivariance to continuous rotations and scale, by doing a polar transform on the input image with a learned center. It was originally

---

1 \( \text{SO}(3) \) is the group of special orthogonal \( 3 \times 3 \) matrices, which is identified with 3D rotations.
published in Esteves et al. [54] and resulted in state-of-the-art performance on the rotated MNIST and SIM2MNIST image classification benchmarks.

- In Chapter 4, we discuss the equivariant multi-view networks (EMVN), which assemble deep descriptors from multiple views of an object or scene as a function on the icosahedral group and achieves equivariance to this group through discrete group convolutions. It was originally published in Esteves et al. [58] and resulted in state-of-the-art performance in multiple 3D shape retrieval and classification benchmarks.

- In Chapter 5, we discuss the spherical CNNs, which achieve equivariance to continuous 3D rotations through spherical convolutions computed in the spectral domain. Its was originally published in Esteves et al. [52] with an extended version in Esteves et al. [53], and resulted in performance comparable to the state of the art in 3D shape classification and retrieval, but with orders of magnitude fewer model parameters. We also present an extension that was the first equivariant model for panoramic image segmentation, and appeared originally in Esteves et al. [55].

- In Chapter 6, we discuss cross-domain equivariant embeddings, in which we learn a mapping from 2D views of a 3D object to the spherical CNN features of the object. The encoded 3D properties and inherited 3D equivariance enable (i) computation of the 3D relative pose between two views using spherical correlation, and (ii) synthesis of novel views with an inverter network by rotating the embeddings. It was originally published in Esteves et al. [57].

- In Chapter 7, we discuss the spin-weighted spherical CNNs (SWSCNNs), which are a generalization of the spherical CNNs from Chapter 5. By considering the class of spin-weighted spherical functions (SWSFs), we are able use anisotropic filters in a memory and computation efficient manner, while also extending $\text{SO}(3)$-equivariance
to vector fields on the sphere for the first time. The approach yields state-of-the-art performance on spherical image classification and semantic segmentation. It was originally published in Esteves et al. [56].

- In Chapter 8, we summarize the contributions and discuss directions for future work. The first direction involves using mean curvature flows to map 3D meshes to the sphere. This results in invertible maps that can be represented as spherical vector fields, and allows the application of spherical CNNs and spin-weighted spherical CNNs to new problems such as 3D object part segmentation and mesh prediction. The second direction is to apply equivariant representations to large scale computer vision problems. The third direction is about unsupervised learning of symmetries, where the goal is to detect and exploit symmetries present in the data without assuming what they are.

1.2 RELATED WORK

This section contains a broad discussion of related work involving symmetries, invariances and equivariances in signal processing, computer vision, and machine learning. Chapter-specific related work is discussed in each chapter.

The concept of equivariance as described in Eq. (1.1) is well established in mathematics, but its use in computer vision and pattern recognition is more recent. We are interested in equivariance to transformations other than translation, since standard CNNs are already translation-equivariant. The most often encountered of such transformations are rotations.
One of the earliest studies of rotation invariance in pattern recognition was by Danielsson [40], while Nordberg and Granlund [153] introduced one of the first rotation equivariant features in computer vision.

Segman et al. [175] introduced the canonical coordinates method that, for some groups, gives a change of coordinates that transform the group action in a translation.

A closely related topic is steerability, introduced by Freeman and Adelson [63], which is a way of using linear combinations of basis filters to synthesize new filters transformed by some group action. The convolution with a filter bank constructed as the orbit of a canonical filter by some group is equivariant to the group.

In classic computer vision, Harris and Stephens [83] already sought rotation-invariance for their early image corner detectors. Similarly, Lowe [131] and Lowe [132] designed rotation-invariant local image feature descriptors.

In 3D object recognition, simple rotation-invariant moment-based global descriptors appeared as early as Lo and Don [129], being further developed by Burel and Hénocq [19] and Kazhdan et al. [106] using the spherical Fourier transform invariance properties.

In another direction, Kondor [114] introduced several group theoretical methods for machine learning problems, including translation and rotation invariant image features obtained from group spectral coefficients.

With the massive popularization of deep learning and CNNs, researchers started to seek invariant and equivariant deep-learned representations. Kivinen and Williams [111] developed translation and rotation-equivariant restricted Boltzmann machines. Bruna and Mallat [16] introduced one of the first rotation and scale invariant convolutional networks, however the wavelet-based filters were not learned. Gens and Domingos [72] presented a CNN model that can be made approximately invariant to arbitrary groups.

Cohen and Welling [36] formalized G-CNNs as a generalization of CNNs using group convolutions. Its applications were to small discrete groups of planar rotations and reflec-
tions. Worrall et al. [209] achieved equivariance to the continuous group of 2D rotations, while Esteves et al. [54] introduced equivariance to the group of planar similarities.

The equivariant CNNs mentioned so far have scalar fields as feature maps (meaning each channel transforms independently). Cohen and Welling [34] introduced more general features that are vectors in a group representation vector space.

When 3D inputs are considered, $\text{SO}(3)$-equivariance become desirable. Cohen et al. [31] and Esteves et al. [52] achieved it by considering spherical inputs and computing convolutions in the spectral domain. Veeling et al. [200] obtained $\text{SO}(3)$-equivariance for volumetric inputs and Thomas et al. [195] for point clouds, both following the framework of the steerable CNNs [34].

More recently, Cohen et al. [35] removed the usual constraint that features must live on homogeneous spaces by introducing gauge-equivariant CNNs, which work on general manifolds. Bekkers [8] removed the usual constraint of considering only discrete or compact groups by introducing a method to design CNNs equivariant to any Lie group.

While most works target practical applications of equivariant representations, there were theoretical developments seeking to characterize and generalize these models. Kondor and Trivedi [116] proved that equivariance to the action of a compact group requires a group-convolutional structure, while Cohen et al. [32] generalized this result from scalar fields to general fields, and introduced a taxonomy to categorize dozens of prior works.

1.3 RESULTS FROM COGNITIVE SCIENCE

Cognitive science is often a source of inspiration for artificial intelligence research. In particular, the study of biological vision has lead to advancements in computer vision. In
the context of this thesis, it makes sense to review what is known about the invariances and equivariances in biological visual systems.

The seminal work of Hubel and Wiesel [94, 95] discovered cells in the visual system with localized receptive fields, and that cells at higher levels can receive inputs from multiple cells at lower level, exhibiting a larger receptive field. The replication of units composed of multiple cells over the whole visual field results in a translation-equivariant representation. This inspired the introduction of CNNs by Fukushima [65].

Hubel and Wiesel [94, 95] also found neurons that are sensitive to edges in specific orientations. Bosking et al. [12] showed two different arrangements of such neurons containing a cycle of possible orientations. Both arrangements can be interpreted as equivariant representations. The first is referred to as pinwheel, where an input edge rotation also results in a rotation of the activations; Petitot [158] interpreted it as a circle bundle over the retina. The second arrangement is linear, such that an edge rotation corresponds to a circular shift.

There seems to exist little evidence of viewpoint-invariant neurons [102]. Schwartz et al. [172] found neurons invariant to scale, position within their receptive field, contrast, color and texture, while Logothetis et al. [130] found viewpoint-sensitive neurons in the inferior temporal cortex of monkeys trained to recognize complex 3D shapes.

A classic experiment by Shepard and Metzler [178] asked human participants to tell if two images from different viewpoints correspond to the same object. They showed that the time to solve the task is proportional to the rotation angle between both images. The evidence is that humans solve this task by creating a mental model of the object and executing a mental rotation to align both views, which implies that there is no direct rotation invariant representation as the ones obtained with current equivariant CNNs (e.g., with our methods in Chapters 5 and 6). Humans exercise a form of high-level reasoning to solve this task that is not yet possible with current artificial neural networks.
Recently, further connections between deep learning and neuroscience have been explored, in the direction of modeling biological neural responses with artificial neural networks. Yamins et al. [215] trained a number of biologically-plausible neural networks on image classification tasks and discovered that models that match human performance have activations correlated with activations on the inferior temporal cortex and V4 cortex. Klindt et al. [112] leveraged the translation equivariance of CNNs to model neural responses in the V1 cortex. This exploits the fact that there are multiple neurons computing the approximately the same functions, replicated along the visual field. Günthner et al. [80] extended these results by observing that cycles of orientation-sensitive neurons are also replicated along the visual field, so a translation and rotation-equivariant CNN is more suitable for the task.

Refer to Kandel et al. [102] and Bermúdez [10] for more details about cognitive science and biological visual systems.
2 THEORETICAL BACKGROUND

2.1 INTRODUCTION

This thesis has two major themes, (i) neural networks that are group equivariant and (ii) neural networks on non-Euclidean spaces. In this chapter we present the theoretical background that enables our contributions. Fortunately, the non-Euclidean spaces we consider are homogeneous spaces of the groups, so the theory is interconnected.

In this chapter, we present the theory behind group equivariant convolutional neural networks (G-CNNs), in particular of group convolutions, which is not usually covered in recent papers due to space constraints. We discuss group representation theory (Section 2.2), integration and harmonic analysis on non-Euclidean spaces (Sections 2.3 and 2.4). Section 2.5 shows how this theory is applied to G-CNNs.

Most of the material in Sections 2.2 to 2.4 is presented in a more rigorous and complete way in Gallier and Quaintance [68]. We omit deep proofs related to the Haar measure and the Peter-Weyl theorem, and often tailor the material to just the parts required to understand the current G-CNNs. We do, nevertheless, derive the irreducible representations of $\text{SL}(2, \mathbb{C}), \text{SU}(2)$ and $\text{SO}(3)$ and show how special functions, including the spherical harmonics, arise in the process. Furthermore, we define and prove the formulas for $\text{SO}(3)$ and spherical convolutions and cross-correlations that are used in recent works. While Gallier and Quaintance [68] is the main reference utilized, we sometimes follow Nakahara
Group representation theory is the study of groups by the way they act on vector spaces, which is done by representing elements of the group as linear maps between vector spaces.

2.2.1 Groups and homogeneous spaces

We begin with basic definitions about groups.

**Definition 1 (group).** A group \((G, \cdot)\) is a set \(G\) equipped with an associative binary operation \(\cdot: G \times G \to G\), an identity element, and where every element has an inverse also in the set. When \(\cdot\) is commutative, we call the group *abelian* or *commutative*. When the set is equipped with a topology where \(\cdot\) and the inverse map are continuous, we call it a *topological group*. When such topology is compact, we call the group a *compact group*. When \(G\) is a smooth *manifold* and \(\cdot\) and the inverse map are smooth, it is a *Lie group*. A *subgroup* \((H, \cdot)\) of a group \((G, \cdot)\) is a group such that \(H \subseteq G\).

*Examples.*

- The integers under addition \((\mathbb{Z}, +)\) form an abelian, non-compact group.
• The group of all permutations of a set of \( n \) symbols, called the symmetric group \( S_n \), is a finite, non-commutative group of \( n! \) elements.

• The group of rotations in 3D, \( \text{SO}(3) \), is a compact, non-commutative Lie group.

For a negative example, consider the sphere \( S^2 \) and its north pole \( \nu = (0,0,1) \). We can identify any point on the sphere by angles \((\alpha, \beta)\), which represent a rotation of the north pole \( R_y(\beta) \) (around \( y \)) followed by \( R_z(\alpha) \) (around \( z \)); we write \( x = R_z(\alpha)R_y(\beta)\nu \). Now define the operation \( \cdot \) such that \( x_1 \cdot x_2 = R_z(\alpha_1)R_y(\beta_1)R_z(\alpha_2)R_y(\beta_2)\nu \). Any rotation in \( \text{SO}(3) \) can be represented as \( R_z(\alpha_1)R_y(\beta_1)R_z(\alpha_2)R_y(\beta_2) \), and not only the ones of the form \( R_z(\alpha_1)R_y(\beta_1) \); therefore the operation \( \cdot \) as defined is not closed in \( S^2 \), and \((S^2, \cdot)\) is not a group.

While \( S^2 \) is not a group, we will show that it is a homogeneous space of \( \text{SO}(3) \). Intuitively, homogeneous spaces are spaces where the group acts “nicely”. For this reason, they are useful as the feature domain in G-CNNs. Homogeneous spaces are closely related to coset spaces; we now define both structures and show how they relate.

**Definition 2** (homogeneous space). The action of a group \( G \) is transitive on a space \( X \) if for any pair of elements \( x \) and \( y \) in \( X \), there exists an element \( g \) in \( G \) such that \( y = gx \). A homogeneous space \( X \) of a group \( G \) is a space where the group acts transitively.

**Definition 3** (coset space). Given a subgroup \( H \) and an element \( g \) of a group \( G \), we define the left coset \( gH \) as \( gH = \{gh \mid h \in H\} \). The set of left cosets partition \( G \) and is called the left coset space \( G/H \). We define the right cosets \( Hg \) and their coset space \( H \backslash G \) analogously.

Let \( o \in X \) be an arbitrarily chosen origin of \( X \) and \( H_o \), its stabilizer. Then, there is a bijection\(^2\) between \( X \) and \( G/H_o \).

We will often refer to elements of a homogeneous space \( X \equiv G/H_o \) by the coset \( gH_o \), and the map \( g \mapsto gH_o \) is a projection from the group \( G \) to the homogeneous space \( X \).

---

\(^2\) The bijection will be a homeomorphism in all cases we consider, but not in general.
Since we are interested in maps that are equivariant to actions of some group $G$, we will frequently consider maps between homogeneous spaces of $G$.

**Example.** Let us return to the sphere $S^2$ and its north pole $\nu = (0,0,1)$. The sphere is a homogeneous space since $SO(3)$ acts transitively on it. The set of rotations that do not move $\nu$ is the stabilizer $H_\nu = \{R_z(\delta) | \delta \in [0,2\pi)\}$. Any rotation in $R \in SO(3)$ can be written as $R = R_z(\alpha)R_y(\beta)R_z(\gamma)$, and generate left cosets of the form

$$RH_\nu = \{R_z(\alpha)R_y(\beta)R_z(\gamma + \delta) | \delta \in [0,2\pi)\}.$$ 

The pair $(\alpha,\beta)$ uniquely identify each coset, which gives an isomorphism between points on the sphere and the set of all cosets $SO(3)/H_\nu$. Since $H_\nu$ is isomorphic to group of planar rotations $SO(2)$, we write $S^2 \cong SO(3)/SO(2)$.

### 2.2.2 Group representations

Group representations have numerous applications. Most important to our purposes are (i) they represent actions on vector spaces (for example, $\lambda_\gamma$ in Eq. (1.1) could be a linear representation), and (ii) they form bases for spaces of functions on groups, as will be detailed in Section 2.4.

**Definition 4** (representation). A group homomorphism between groups $G$ and $H$ is a map $f : G \to H$ such that $f(g_1g_2) = f(g_1)f(g_2)$. Let $G$ be a group and $V$ a vector space over some field. A linear representation is a group homomorphism $\rho : G \to GL(V)$, where $GL(V)$ is the general linear group.\(^3\) If $V$ is an inner product space and $\rho$ is continuous and preserves the inner product, it is called a unitary representation. The character of a representation $\rho$ is the map $\chi_\rho : G \to \mathbb{C}$ such that $\chi_\rho(g) = \text{tr}(\rho(g))$.

\(^3\) When $V$ is finite-dimensional and $n = \dim V$, $GL(V)$ is identifiable with the group of $n \times n$ invertible matrices.
Example. Consider the multiplicative group $G$ of complex numbers of the form $g_\theta = e^{i\theta}$. The map
\[ \rho(e^{i\theta}) = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \]
is a representation of $G$ on $\mathbb{R}^2$. We can check that $g_\theta g_\phi = g_{\theta + \phi}$ and $\rho(e^{i(\theta + \phi)}) = \rho(e^{i\theta})\rho(e^{i\phi})$.

Example. Let $L^2(G)$ be the Hilbert space of square integrable functions on $G$, and let $\rho: G \to \text{GL}(L^2(G))$ act on $f: G \to \mathbb{C}$ as $(\rho(g)(f))(x) = f(g^{-1}x)$. $\rho$ defined this way is a representation of $G$; specifically, it is a left regular representation of $G$.

Definition 5 (irreducible representation). Let $\rho: G \to \text{GL}(V)$ be a representation of $G$ on a vector space $V$, and $W$ be a vector subspace of $V$. When $W$ is invariant under the action of $G$, i.e., for all $g \in G$ and $w \in W$ we have $\rho(g)(w) \in W$, the restriction of $\rho$ to $W$ is a representation of $G$ on $W$, called a subrepresentation. When the only subrepresentations of $\rho$ are $V$ and the zero vector space, we call $\rho$ an irreducible representation or irrep.

Example. Consider the group $\text{SO}(3)$ and the vector space $V$ of $3 \times 3$ real matrices ($V \cong \mathbb{R}^9$). We define a representation $\rho: \text{SO}(3) \to \text{GL}(V)$ such that $\rho(g)(A) = g^T A g$. Now consider the subspace $W$ of $V$ comprised of antisymmetric matrices ($B = -B^T$). It turns out $W$ is invariant to $\rho$,\[ (\rho(g)(B))^T = (g^T B g)^T = -g^T B g = -\rho(g)(B) \quad (2.1) \]
so $\rho(g)(B) \in W$ for all $g \in \text{SO}(3)$ and $B \in W$. Therefore $\rho$ is a reducible representation. It is, however, irreducible as a representation on $W$.

Remark. Every representation of a finite group is a direct sum of irreps (Maschke’s theorem).
Remark. Every finite-dimensional unitary representation of a compact group is a direct sum of unitary irreducible representations (unirreps).

We often want to determine all irreducible representations of a group, or decompose a representation in its irreducible parts. The characters $\chi_\rho: G \to \mathbb{C}$ play an important role in this task. First, we define the inner product of characters
\[
\langle \chi_i, \chi_j \rangle = \int_G \chi_i(g) \overline{\chi_j(g)} \, dg.
\]

The following properties hold:

- Isomorphic representations have the same character. The converse is only true for semisimple representations, which include unitary representations and all representations of finite or compact groups.

- Distinct characters of irreducible representations of compact groups are orthogonal, $\langle \chi_i, \chi_j \rangle = 0$ when $i \neq j$.

- A representation of a compact group is irreducible if and only if its character $\chi$ satisfies $\langle \chi, \chi \rangle = 1$.

- The character of a direct sum of representations is the sum of the individual characters.

Now let $\rho_1: G \to \text{GL}(V_1)$ and $\rho_2: G \to \text{GL}(V_2)$ be finite-dimensional representations. The map $\rho_{12}: G \to V_1 \otimes V_2$ obtained via tensor product $\rho_{12}(g) = \rho_1(g) \otimes \rho_2(g)$ is a representation of $V_1 \otimes V_2$. This representation is not irreducible in general, and the Clebsch-Gordan theory studies how it decomposes into irreps.

**Definition 6** (G-map). Given two representations $\rho_1: G \to \text{GL}(V_1)$ and $\rho_2: G \to \text{GL}(V_2)$, a G-map is a linear map $f: V_1 \to V_2$ such that
\[
f(\rho_1(g)(v_1)) = \rho_2(g)(f(v_1))
\]
for every \( g \in G \) and \( v_1 \in V_1 \). If \( f \) is invertible, we say that \( \rho_1 \) and \( \rho_2 \) are equivalent, and we can define equivalence classes of representations. A G-map is sometimes called a \( G \)-linear, \( G \)-equivariant, or intertwining map.

**Remark.** In the context of neural networks, we usually have alternating linear maps and nonlinearities. In equivariant neural networks, we want the linear maps to be G-maps. The representations will often be the natural action \((\rho(g)f)(x) = f(g^{-1}x)\).

The following is an important result characterizing G-maps between irreps.

**Theorem 1** (Schur’s Lemma). Let \( \rho_1 : G \to \text{GL}(V_1) \) and \( \rho_2 : G \to \text{GL}(V_2) \) be irreducible representations of \( G \), and \( f : V_1 \to V_2 \) a G-map between them. Then \( f \) is either zero or an isomorphism. If \( V_1 = V_2 \) and \( \rho_1 = \rho_2 \) are complex representations, then \( f \) is a multiple of the identity map, \( f = \lambda \text{id} \).

Henceforth, we assume representations are complex (representation vector space is over \( \mathbb{C} \)) except when stated otherwise.

This concludes our introduction to group representation theory. For more details we recommend Gallier and Quaintance [68], Serre [176], and Hall [81].

### 2.3 Integration

In order to compute Fourier transforms and convolutions on groups, we need to integrate functions on groups. The key ingredient is the Haar measure. We begin with the familiar Riemann integral, discuss its limitations and introduce Lebesgue integration as the remedy. The Lebesgue integral allows integration over arbitrary sets given an appropriate measure. Finally, we define the Haar measure, which is the appropriate measure used for integration on locally compact groups.
2.3.1 The Riemann integral

Intuitively, the Riemann integral is the familiar “area under the curve” of a continuous function on an interval of the real line $f: [a, b] \to \mathbb{R}$. The idea is to partition the integration interval and define the integral as the sum of areas of the rectangles defined by one value of $f$ on each subinterval and the subinterval width, on the limit where such widths tend to zero.

Definition 7 (Riemann integral). For an interval $[a, b] \subset \mathbb{R}$ and a subdivision $T = \{t_i\}$ with $0 \leq i \leq n$, $t_0 = a$, $t_n = b$, and $t_k < t_{k+1}$ for all $k < n$, the Cauchy-Riemann sum $s_T(f)$ of a continuous function $f: [a, b] \to \mathbb{R}$ is

$$s_T(f) = \sum_{k=0}^{n-1} (t_{k+1} - t_k)f(t_k).$$

The diameter of the subdivision $T$ is $\delta(T) = \max_k\{t_{k+1} - t_k\}$. Now consider any sequence of subdivisions $T_j$ such that $\lim_{j \to \infty} \delta(T_j) = 0$ (consequently, $n \to \infty$). We define the Riemann integral as $\int_a^b f(t) \, dt = \lim_{j \to \infty} s_{T_j}(f)$.

It can be shown that $s_{T_j}$ always converge to the same limit for any sequence of subdivisions $T_j$. Importantly, the map $f \mapsto \int_a^b f(t) \, dt$ is linear. The Riemann integral can be extended to functions on products of closed intervals on $\mathbb{R}^n$ and to vector valued functions. However, it cannot be defined on more general domains; the Lebesgue integration was introduced to overcome this limitation.
2.3.2 Lebesgue integration

Lebesgue integration can be defined on arbitrary sets, and allows taking limits of sequences of functions under integration, which is necessary in Fourier analysis, for example.

In this section, we follow Rudin [167] for the most part. Refer to Gallier and Quaintance [68] for a more general approach which allow functions taking value on arbitrary (possibly infinite-dimensional) vector spaces.

We begin by defining the crucial concept of measure.

**Definition 8 (measure).** A collection $\Sigma$ of subsets of a set $X$ is a $\sigma$-algebra if it contains $X$ and is closed under complementation and countable unions. We call the tuple $(X, \Sigma)$ a measurable space, and the subsets in $\Sigma$ are measurable sets. A function $f : X \rightarrow Y$ is measurable if the preimage of every measurable set in $Y$ is in $\Sigma$. A measure is a function $\mu : \Sigma \rightarrow [0, \infty]$ which is countably additive,

$$\mu \left( \bigcup_{i=0}^{\infty} A_i \right) = \sum_{i=0}^{\infty} \mu(A_i)$$

for a disjoint collection of $A_i \in \Sigma$. The tuple $(X, \Sigma, \mu)$ is called a measure space.

**Example.** On the real line $\mathbb{R}$, we define $\mathcal{B}(\mathbb{R})$ as the smallest $\sigma$-algebra containing every open interval. This is known as the $\sigma$-algebra of Borel sets, or the Borel algebra. Then $\mu : \mathcal{B}(\mathbb{R}) \rightarrow [0, \infty]$ defined such that $\mu((a, b]) = b - a$ is a measure in $(\mathbb{R}, \mathcal{B}(\mathbb{R}));$ it is usually called the Borel measure.

Carathéodory’s theorem allows the construction of measures and measure spaces from an outer measure.
Theorem 2 (Carathéodory). An outer measure $\mu^*$ on a set $X$ is a function $\mu^* : 2^X \to [0, \infty]$ such that (i) $\mu^*(\emptyset) = 0$, (ii) if $A \subseteq B$, $\mu^*(A) \leq \mu^*(B)$ and (iii)

$$\mu^*(\bigcup_{i=0}^{\infty} A_i) \leq \sum_{i=0}^{\infty} \mu^*(A_i).$$

(2.3)

Note that Eq. (2.3) is a relaxation of Eq. (2.2), called subadditivity. We can construct an outer measure on $X$ as

$$\mu^*(A) = \inf \left\{ \sum_{n=0}^{\infty} \lambda(I_n) \mid A \subseteq \bigcup_{n=0}^{\infty} I_n \right\}$$

(2.4)

where $\lambda$ is any positive function with $\lambda(\emptyset) = 0$ and there is a family $\{I_n\}$ of subsets of $X$ that contains the empty set and covers any subset $A \subseteq X$. Now consider the family of subsets

$$\Sigma = \{ A \in 2^X \mid \mu^*(A) = \mu^*(E \cap A) + \mu^*(E \cap (X - A)), \forall E \in 2^X \}.$$ 

Then $\Sigma$ is a $\sigma$-algebra and the restriction $\mu$ of $\mu^*$ to $\Sigma$ is a measure, so $(X, \Sigma, \mu)$ is a measure space.

Example. Let $\mu^*$ be an outer measure constructed as in Eq. (2.4) where $\{I_n\}$ is the set of all open intervals in $\mathbb{R}$ and $\lambda((a, b)) = b - a$. By applying Theorem 2 to $\mu^*$ we obtain the Lebesgue measure $\mu_L$, and the $\sigma$-algebra of Lebesgue measurable sets $\mathcal{L}(\mathbb{R})$. It can be shown that $\mathcal{B}(\mathbb{R}) \subset \mathcal{L}(\mathbb{R})$; this extends to $\mathbb{R}^n$.

Equipped with the notion of measures and measurable functions, we can define the Lebesgue integral.

Definition 9 (Lebesgue integral). Let $(X, \Sigma, \mu)$ be a measure space. We define the characteristic function $\chi_A$ of a measurable set $A$ as the indicator function $\chi_A : X \to [0, 1]$ that is 1 when $x \in A$ and 0 otherwise. A simple function is a function $s$ on $X$ whose range consist only of finitely many distinct values; formally, $s(x) = \sum_{i=0}^{n} \alpha_i \chi_{A_i}(x)$ where $\{\alpha_i\}$ is the set
of distinct values. We define the integral of a measurable simple function over a set $E \in \Sigma$ as

$$\int_E s \, d\mu = \sum_{i=0}^{n} \alpha_i \mu(A_i \cap E).$$

We call a function $f$ positive when $f(x) \geq 0$ for all $x$, and say that $f \leq k$ when $k-f$ is positive. For a measurable positive function $f : X \to [0, \infty]$ we define the Lebesgue integral as

$$\int_E f \, d\mu = \sup \int_E s \, d\mu,$$

where the supremum is over all simple functions $s$ such that $0 \leq s \leq f$.

The Lebesgue integral is easily extended to complex valued functions $f : X \to \mathbb{C}$ by noting that we can write $f = u^+ - u^- + iv^+ - iv^-$ for positive functions $u^+, u^-, v^+, v^-$; the integral is then obtained by linearity.

Intuitively, while the Riemann integral partitions the domain of $f$ to compute the integral, the Lebesgue integral partitions its range. This is the key to enable integration over more general domains.

**Example.** Consider again the measure space $(\mathbb{R}, \mathcal{B}(\mathbb{R}), \mu)$, and the indicator function for the rational numbers $f : \mathbb{R} \to \{0, 1\}$, $f(x) = 1$ if $x \in \mathbb{Q}$ and $f(x) = 0$ otherwise. The function is not Riemann-integrable since here is no interval where it is continuous. However it is a simple function that takes the value 1 on a set of measure zero (since $\mathbb{Q}$ is countable), and 0 elsewhere. Hence, $f$ is Lebesgue integrable and its integral is zero on any interval.
2.3.3 The Haar measure

The Lebesgue integral allows integration on arbitrary sets, when they are given the structure of a measure space. The Haar measure gives such structure to locally compact groups.

**Theorem 3 (Haar measure).** Consider a locally compact Hausdorff topological group $G$, and the Borel $\sigma$-algebra $\mathcal{B}(G)$ generated by its open subsets. There exists a unique measure $\mu$, up to a multiplicative constant, such that $\mu$ is left-invariant, i.e., $\mu(gE) = \mu(E)$ for all $E \in \mathcal{B}(G)$ and $g \in G$. Furthermore, $\mu$ is $\sigma$-regular,

$$
\mu(E) = \inf\{\mu(U) \mid E \subseteq U, \, U \text{ open}\},
\mu(E) = \inf\{\mu(K) \mid K \subseteq E, \, K \text{ compact}\}.
$$

The measure $\mu$ defined as such is called the left Haar measure. We define the right Haar measure analogously; both measures are not necessarily equal.

It can be shown that $\mu(U) > 0$ for any non-empty open $U \in \mathcal{B}(G)$ and $\mu(K) < \infty$ for any compact $K \in \mathcal{B}(G)$.

The construction idea is to define the measure of a subset $K \in \mathcal{B}(G)$ as the number of left-translations of a small $U \in \mathcal{B}(G)$ necessary to cover $K$. It is made precise by taking appropriate limits and enforcing measure properties.

Now define the left action operator $\lambda_u(f)(g) = f(u^{-1} g)$. Given a left Haar measure $\mu$, its left invariance implies

$$
\int \lambda_s(f) \, d\mu = \int f \, d\lambda_s(\mu) = \int f \, d\mu \quad (2.5)
$$
for any \( f: G \to \mathbb{C} \) and \( s \in G \). We write \( d\mu(g) = dg \) to simplify the notation; then the relation 
\[
\int_{G} f(s^{-1}g) \, dg = \int_{G} f(g) \, dg
\]
gives a variable substitution formula that appears in many proofs. For functions on the line, this translates to the usual 
\[
\int_{-\infty}^{\infty} f(x-y) \, dx = \int_{-\infty}^{\infty} f(x) \, dx,
\]
where the Lebesgue measure is also a Haar measure.

**Example.** Consider again the group \( G \) of unitary complex numbers of the form \( g_\theta = e^{i\theta} \), for \(-\pi \leq \theta < \pi\), and the function \( \lambda: G \to \mathbb{R} \) such that \( \lambda(e^{i\theta}) = \theta \). We obtain the Haar measure from the Lebesgue measure \( \mu_{L} \) on \( \mathbb{R} \) as \( \mu(A) = \mu_{L}(\lambda(A)) \); it can be shown to be left-invariant.

**Example.** For the group \( \text{GL}(n, \mathbb{R}) \), the Haar measure is given by \( dA/|\det(A)|^{n} \), where \( dA \) is the Lebesgue measure on \( \mathbb{R}^{n^{2}} \).

On a Lie group of dimension \( n \), we can construct an alternating \( n \)-form on the tangent space at the identity and transport it to the tangent space at any point using left group actions. The result is a left-invariant differential \( n \)-form (volume form) on the group that induces the left Haar measure [81].

Next, we introduce modular functions, which are useful to determine some group properties.

**Definition 10** (modular function). Let \( \mu \) be a left Haar measure on a group \( G \), and define the right action operator \( \rho_{s}(f)(g) = f(gs) \). It follows that \( \rho_{s}(\mu) \) is also a left Haar measure and since the left Haar measure is unique up to scalar multiplication, we have \( \rho_{s}(\mu) = \Delta(s)\mu \) for \( \Delta: G \to (0, \infty] \). We call the function \( \Delta \) a modular function. If \( \Delta(s) = 1 \) for all \( s \in G \), we call \( G \) unimodular.

In particular, a left Haar measure is also a right Haar measure if and only if the group is unimodular. Abelian groups are unimodular, and so are compact groups.

Next, we want to obtain measures on homogeneous spaces from measures on groups. Let \( G \) be a locally compact group with a subgroup \( H \). Now consider the homogeneous
space $G/H$ where we suppose there is a measure $\gamma$. We call $\gamma$ $G$-invariant if $\lambda_u(\gamma) = \gamma$, for all $u \in G$, where $\lambda_u$ is the left action operator $\lambda_u(f)(g) = f(u^{-1}g)$. The following theorem gives the conditions for the existence of a $G$-invariant measure.

**Theorem 4.** Let $G$ be a locally compact group with a subgroup $H$, $\mu$ a left Haar measure on $G$ and $\xi$, a left Haar measure in $H$. There is a unique $G$-invariant measure $\gamma$ on $G/H$ (up to scalar multiplication) if and only if the modular function $\Delta_H$ equals the restriction of $\Delta_G$ to $H$. We can then write

$$
\int_{G} f(u) \, d\mu(u) = \int_{G/H} \int_{H} f(uh) \, d\xi(h) \, d\gamma(uH),
$$

for any function $f$ of compact support on $G$.

**Remark.** When the $\Delta_H$ is not equal to the restriction of $\Delta_G$ to $H$, there is a weaker form of invariance in measures, called quasi-invariance. Quasi-invariant measures on $G/H$ always exist. Refer to Folland [62] and Gallier and Quaintance [68] for details.

### 2.4 Harmonic Analysis

Recall the Fourier series expansion of a periodic function $f$

$$
f(\theta) = \sum_{m \in \mathbb{Z}} \hat{f}(m) e^{im\theta},
$$

$$
(\mathcal{F}f)(m) = \hat{f}(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta) e^{-im\theta} \, d\theta.
$$

A periodic scalar-valued function $f$ can be seen as a function on the circle $f: S^1 \to \mathbb{R}$. The expansion in Fourier series is a decomposition in the basis $\{e^{im\theta}\}$ for $m \in \mathbb{Z}$ of the
space of square-integrable functions on the circle, \( L^2(S^1) \). Fourier analysis has numerous applications in signal processing, differential equations and number theory. Most important for our purposes is the convolution theorem,

\[
\mathcal{F}(f * k)(m) = (\mathcal{F}f)(m)(\mathcal{F}k)(m) = \hat{f}(m)\hat{k}(m),
\]

which states that convolution in the spatial domain corresponds to multiplication in the spectral domain. This has immense practical implications for efficient computation of convolutions, thanks to the Fast Fourier Transform (FFT) algorithm.

In this section, we generalize these concepts to functions on compact groups. We consider a compact group \( G \), and the Hilbert space \( L^2(G) \) of square integrable functions on \( G \). Integrals on compact groups are well defined as discussed in Section 2.3. We state the Peter-Weyl theorem, which gives an orthonormal basis for \( L^2(G) \) constructed from irreducible representations of \( G \). This paves the way to harmonic analysis on compact groups, which we demonstrate by generalizing the Fourier transform and convolution theorem. Again these have important practical applications and are used to compute group convolutions in recent equivariant neural networks. Finally, we show how the theory applies to homogeneous spaces of compact groups.

2.4.1 The Peter-Weyl Theorem

The Peter-Weyl theorem gives an explicit orthonormal basis for \( L^2(G) \), constructed from irreducible representations of a group \( G \). The basis is formed by matrix elements, which we define first.
Definition 11 (matrix elements). Let $\rho$ be a unitary representation of a compact group $G$. We denote $\phi_{x,y}(g) = \langle \rho(g)(x), y \rangle$ the matrix elements of $\rho$. Note that $\phi_{e_i,e_j}(g)$ is one entry of the matrix $\rho(g)$ when $e_i, e_j$ are basis vectors, so we define $\rho_{ij}(g) = \phi_{e_i,e_j}(g)$.

Theorem 5 (Peter-Weyl). Let $G$ be a compact group. We present the theorem in three parts. The first relates matrix elements and spaces of functions on $G$. The second decomposes representations of $G$, and the third gives a basis for $L^2(G)$.

PART I The linear span of the set of matrix elements of unirreps of $G$ is dense in the space of continuous complex valued functions on $G$, under the uniform norm. This implies it is also dense in $L^2(G)$.

PART II Let $\hat{G}$ be the set of equivalence classes of unirreps of $G$. For a unirrep $\rho$ of $G$, we denote its representation space by $H_\rho$ where $\dim H_\rho = d_\rho$, and its equivalence class by $[\rho] \in \hat{G}$. If $\pi$ is a (reducible) unitary representation of $G$, it splits in the orthogonal direct sum $H_\pi = \bigoplus_{[\rho] \in \hat{G}} M_\rho$, where $M_\rho$ is the largest subspace where $\pi$ is equivalent to $\rho$. Each $M_\rho$ splits in equivalent irreducible subspaces $M_\rho = \bigoplus^n_{i=1} H_\rho$, where $n$ is the multiplicity of $[\rho]$ in $\pi$.

PART III Let $\varepsilon_\rho$ be the linear span of the matrix elements of $\rho$ for $[\rho] \in \hat{G}$. $L^2(G)$ can be decomposed as $L^2(G) = \bigoplus_{[\rho] \in \hat{G}} \varepsilon_\rho$. If $\pi$ is a regular representation on $L^2(G)$, the multiplicity of $[\rho] \in \hat{G}$ in $\pi$ is $d_\rho$. An orthonormal basis of $L^2(G)$ is

$$\{ \sqrt{d_\rho} \rho_{ij} | 1 \leq i, j \leq d_\rho, [\rho] \in \hat{G} \}$$

where $\rho_{ij}$ is as in Definition 11. Constructing the basis involves choosing a representative per equivalence class.
Example. The $\text{SO}(3)$ irreducible representations $\rho^\ell$ can be written as $2\ell + 1 \times 2\ell + 1$ matrices for $\ell \in \mathbb{N}$, with entries $\rho^\ell_{ij} : \text{SO}(3) \to \mathbb{C}$,

$$\rho^0 = (\rho^0_{0,0}), \quad \rho^1 = \begin{pmatrix} \rho^1_{-1,-1} & \rho^1_{-1,0} & \rho^1_{-1,1} \\ \rho^1_{0,-1} & \rho^1_{0,0} & \rho^1_{0,1} \\ \rho^1_{1,-1} & \rho^1_{1,0} & \rho^1_{1,1} \end{pmatrix}, \quad \rho^2 = \cdots,$$

and the matrix elements $\rho^\ell_{ij}$ form a basis for $L^2(\text{SO}(3))$. We will derive these elements in Section 2.4.4.

For simplicity, we avoided introducing Hilbert algebras, ideals, and the interesting connection between representations of groups and of algebras. We refer the reader to Gallier and Quaintance [68] for a complete description of the Peter-Weyl theorem, with proofs.

2.4.2 Fourier analysis on compact groups

Part III of Theorem 5 gives an orthonormal basis for $L^2(G)$, so for any $f \in L^2(G)$ we can write,

$$f(g) = \sum_{|\rho| \in \hat{G}} \sum_{i,j=1}^{|\rho|} c^\rho_{ij} \rho_{ij}(g), \quad (2.7)$$

$$c^\rho_{ij} = d_\rho \int_{g \in G} f(g) \rho_{ij}(g) \, dg, \quad (2.8)$$

where Eq. (2.8) is the inner product in $L^2(G)$, the matrix elements $\rho_{ij}$ are as in Definition 11, and the coefficients $c^\rho_{ij}$ absorb an extra $\sqrt{d_\rho}$ for simplification.
Now we define the Fourier transform of $f \in L^2(G)$ as a function on $\hat{G}$ whose values are on $GL(H_\rho)$ for an input $[\rho]$.

$$\hat{f}(\rho) = \mathcal{F}(f)([\rho]) = \int_{g \in G} f(g) \rho(g)^* \, dg,$$  \hspace{1cm} (2.9)

where $\rho$ is the representative of $[\rho]$, $^*$ indicates the conjugate transpose, and we introduce $\hat{f}(\rho)$ to shorten notation. It is easy to see that the element $i, j$ of $\hat{f}(\rho)$ corresponds to $c_{ij}^\rho$ as defined in Eq. (2.8), and

$$\sum_{i,j=1}^{d_\rho} c_{ij}^\rho \rho_{ij}(g) = \sum_{i,j=1}^{d_\rho} d_\rho \hat{f}(\rho)_{ij} \rho_{ij}(g) = d_\rho \text{tr}(\hat{f}(\rho) \rho(g)).$$

Applying this result to Eq. (2.7) yields the Fourier inversion formula,

$$f(g) = \sum_{[\rho] \in \hat{G}} d_\rho \text{tr}(\hat{f}(\rho) \rho(g)).$$ \hspace{1cm} (2.10)

**Remark.** Equations (2.9) and (2.10) give the Fourier transform and inverse independently of the choice of a basis, in contrast with Eqs. (2.7) and (2.8).

**Remark.** We are not discussing convergence here; refer to Folland [62] and Gallier and Quaintance [68] for details.

**Example.** Consider the multiplicative group of complex numbers of the form $e^{i\theta}$, identified with the planar rotation group $SO(2)$. The unirreps of this group on $\mathbb{C}$ are given by $\rho_n(e^{i\theta}) = e^{in\theta}$, for $n \in \mathbb{Z}$. Since they are one dimensional, they are also the matrix
elements and hence form an orthonormal basis for \( L^2(SO(2)) \). We can index \( \rho_n \) by \( n \) and \( SO(2) \) by \( \theta \), and write the Fourier transform and inverse on \( L^2(SO(2)) \) as

\[
\hat{f}(n) = \int_0^{2\pi} f(\theta) e^{-in\theta} \frac{d\theta}{2\pi}, \quad (2.11)
\]

\[
f(\theta) = \sum_{n=-\infty}^{\infty} \hat{f}(n) e^{in\theta}, \quad (2.12)
\]

which are the familiar formulas for the Fourier series of periodic functions.

This simple example shows how the Fourier analysis of periodic functions on the line fit in the theory described. See Section 2.4.4 for a more complete example with a non-commutative group.

### 2.4.3 Convolution theorem on compact groups

Given the existence of the left Haar measure as discussed in Section 2.3, we define the convolution between functions \( f, k: G \to \mathbb{C} \) on a group \( G \) as

\[
(f * k)(g) = \int_{u \in G} f(u)k(u^{-1}g) \, du = \int_{u \in G} f(gu)k(u^{-1}) \, du. \quad (2.13)
\]
A simple change of variables leveraging the measure left-invariance shows that group convolution is equivariant,

\[ (\lambda_u f \ast k)(g) = \int_{v \in G} f(u^{-1}v)k(v^{-1}g) \, dv \]

\[ = \int_{w \in G} f(w)k((uw)^{-1}g) \, dw \quad (v \mapsto uw) \]

\[ = \int_{w \in G} f(w)k(w^{-1}u^{-1}g) \, dw \]

\[ = (f \ast k)(u^{-1}g) \]

\[ = (\lambda_u (f \ast k))(g). \]

**Theorem 6** (Convolution theorem). Let \( f \) and \( k \) be square integrable functions on a compact group \( G \) (\( f, g \in L^2(G) \)). The Fourier transform of the convolution \( f \ast k \) is \( (\hat{f} \ast \hat{k})(\rho) = \hat{k}(\rho)\hat{f}(\rho) \).

**Proof.** Let us compute the Fourier transform of \( f \ast k \) using Eq. (2.9),

\[ (f \ast k)(\rho) = \int_{g \in G} \left( \int_{u \in G} f(u)k(u^{-1}g) \, du \right) \rho(g)^* \, dg \]

\[ = \int_{u \in G} \int_{g \in G} f(u)k(u^{-1}g) \rho(g)^* \, dg \, du \]

\[ = \int_{u \in G} \int_{v \in G} f(u)k(v^{-1}u) \rho(u)^* \, dv \, du \quad (v = u^{-1}g) \]

\[ = \int_{v \in G} \hat{k}(v)^* \int_{u \in G} f(u)\rho(u)^* \, dv \, du \quad (\text{homomorphism, reorder}) \]

\[ = \hat{k}(\rho)\hat{f}(\rho). \]
Remark. There is an analogous cross-correlation theorem that we prove in the same way.

We define the group cross-correlation as

$$(f \ast k)(g) = \int_{u \in G} f(u)k(g^{-1}u)\,du$$

and follow the same steps as before, obtaining

$$\widehat{(f \ast k)(\rho)} = \int_{v \in G} k(v)\rho(v^{-1})^* \int_{u \in G} f(u)\rho(u)^* \,dv \,du.$$

Note that the only difference is the term $v^{-1}$. Since $\widehat{k}(\rho) = \int_{v \in G} k(v)\rho(v)^*$, assuming real-valued $k$ we have $\widehat{k}(\rho)^* = \int_{v \in G} k(v)\rho(v^{-1})^*$ and

$$\widehat{(f \ast k)(\rho)} = \hat{k}(\rho)^* \hat{f}(\rho). \quad (2.14)$$

This shows that the Fourier transform of the compact group convolution is the matrix product of the Fourier transforms of each input. It generalizes the convolution theorem on the circle, which says that the Fourier transform of the convolution is the scalar multiplication of the inputs Fourier transforms.

The convolution theorem is fundamental for the efficient computation of convolutions, since the FFT can be generalized to compact groups [49, 117]. Furthermore, the spectral computation avoids interpolation errors and extra computational cost caused by the lack of regular grids for arbitrary groups.
2.4.4 Examples: SL(2), SU(2) and SO(3)

Now we find expressions for the matrix elements of representations of \( SL(2, \mathbb{C}) \), \( SU(2) \) and \( SO(3) \), which allow computing the Fourier transforms and convolutions on these groups. We follow one of the approaches by Vilenkin [201], also used by Dieudonné [48] and Gurarie [79].

The strategy is to first find the matrix elements for irreps of \( SL(2, \mathbb{C}) \), then restrict them to \( SU(2) \) and \( SO(3) \).

**Representations of \( SL(2, \mathbb{C}) \)**

The special linear group \( SL(2, \mathbb{C}) \) consists of \( 2 \times 2 \) complex matrices with determinant 1,

\[
g = \begin{pmatrix} a & c \\ b & d \end{pmatrix}
\]

where \( ad - bc = 1 \).)

Now consider the space \( V_\ell \) of homogeneous polynomials of degree \( 2\ell \) in two complex variables, where \( \ell \) is integer or half-integer,

\[
x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix}, \quad P_\ell(x) = P_\ell(x_1, x_2) = \sum_{i=-\ell}^{\ell} \alpha_i x_1^{\ell-i} x_2^{i}.\]

We define \( \pi_\ell: SL(2, \mathbb{C}) \to GL(V_\ell) \) as

\[
(\pi_\ell(g)P_\ell)(x) = P_\ell(g^{-1}x),
\]

(2.16)
which is linear and a group homomorphism. Hence, $\pi_\ell$ is a representation of $\text{SL}(2, \mathbb{C})$ on $V_\ell$ (of dimension $2\ell + 1$). Furthermore, it can be shown that these are irreducible, and in fact these are the only irreps of $\text{SL}(2, \mathbb{C})$ and $\text{SU}(2)$, up to equivalence.

Now let us derive expressions for the matrix elements. Consider the polynomial in one variable $Q_\ell(x) = P_\ell(x, 1) = \sum_{i=-\ell}^{\ell} \alpha_i x^{\ell-i}$, of degree $2\ell$. Writing $P_\ell$ in terms of $Q_\ell$ yields

$$P_\ell(x_1, x_2) = x_2^{2\ell} Q_\ell(x_1 / x_2). \quad (2.17)$$

We denote $H_\ell$ the space of all polynomials $Q_\ell$ (of degree $2\ell$) for $\ell \geq 0$. We rewrite Eq. (2.16) for $g$ as in Eq. (2.15) where $g^{-1} = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix}$,

$$(\pi_\ell(g) P_\ell)(x_1, x_2) = P_\ell(dx_1 - cx_2, -bx_1 + ax_2), \quad (2.18)$$

and define $\rho_\ell$ as the application of $\pi_\ell$ to $Q_\ell \in H_\ell$ using Eqs. (2.17) and (2.18)

$$(\rho_\ell(g) Q_\ell)(x) = (-bx + a)^{2\ell} Q_\ell\left(\frac{dx - c}{-bx + a}\right). \quad (2.19)$$

The monomials $x^{\ell-m}$ for $-\ell \leq m \leq \ell$ are a basis of $H_\ell$. Now consider the inner product on $H_\ell$ defined by

$$\langle x^{\ell-m}, x^{\ell-n} \rangle = 0, \quad m \neq n \quad (2.20)$$
$$\langle x^{\ell-m}, x^{\ell-m} \rangle = (\ell - m)!(\ell + m)!, \quad (2.21)$$

which is adapted from an inner product (sometimes called the Bombieri scalar product) on $V_\ell$

$$\langle x^{\ell+m} y^{\ell-m}, x^{\ell+m} y^{\ell-m} \rangle = (\ell + m)! (\ell - m)! / (2\ell)!.$$
It turns out the representation \( \rho_\ell \) defined as in Eq. (2.19) is unitary under the inner product defined by Eqs. (2.20) and (2.21). The following is an orthonormal basis \( \{\psi_m\} \) for \( H_\ell \) with this inner product

\[
\psi_m(x) = \frac{x^{\ell - m}}{\sqrt{(\ell - m)! (\ell + m)!}}.
\]

The element at position \((m, n)\)\(^5\) of the matrix for \( \rho_\ell(g) \) under this basis is

\[
\rho_\ell^{mn}(g) = \langle \rho_\ell(g)(\psi_n), \psi_m \rangle. \tag{2.22}
\]

According to Eq. (2.19), \( \rho_\ell \) acts on \( Q(x) = x^{\ell - n} \) as

\[
\rho_\ell(g)x^{\ell - n} = (-bx + a)^{\ell + n}(dx - c)^{\ell - n}
\]

for \( g \) as in Eq. (2.15). We substitute it in Eq. (2.22) to obtain

\[
\rho_\ell^{mn}(g) = \frac{\langle (-bx + a)^{\ell + n}(dx - c)^{\ell - n}, x^{\ell - m} \rangle}{\sqrt{(\ell - n)! (\ell + n)! (\ell - m)! (\ell + m)!}}. \tag{2.23}
\]

Observe that \( \langle Q(x), x^{\ell - m} \rangle \) for some polynomial \( Q(x) \) is the coefficient of \( x^{\ell - m} \) in \( Q(x) \) multiplied by \((\ell - m)! (\ell + m)!\), according to Eq. (2.21). Recall that the Taylor formula for a function \( Q(x) \) around \( x = 0 \) is \( Q(x) = \sum_{n=0}^{\infty} \frac{d^n}{dx^n} Q^n \). We apply it to obtain the coefficient of \( x^{\ell - m} \) in Eq. (2.23),

\[
\rho_\ell^{mn}(g) = \sqrt{\frac{(\ell + m)!}{(\ell - n)! (\ell + n)! (\ell - m)! (\ell + m)!}} \left. \frac{d^{\ell - m}}{dx^{\ell - m}} (-bx + a)^{\ell + n}(dx - c)^{\ell - n} \right|_{x=0}. \tag{2.24}
\]

\(^5\) Not the conventional way of indexing since \(-\ell \leq m, n \leq \ell\), but convenient in our notation.
with \( g = \begin{pmatrix} a & c \\ b & d \end{pmatrix} \) as usual. Substituting \( z = b(dx - c) \) and using that \( ad - bc = 1 \) yields

\[
\rho_{\ell}^{mn}(g) = \sqrt{\frac{(\ell + m)!}{(\ell - n)!(\ell + n)!(\ell - m)!}} \frac{b^{n-m} \ d^{\ell-m}}{d^{n+m} \ dz^{\ell-m}} \left( (1 - z)^{\ell+n} \ z^{\ell-n} \right) \bigg|_{z=-bc}.
\]

This is a general formula for matrix elements of the unirreps of \( SL(2, \mathbb{C}) \), which generate an orthonormal basis of \( L^2(SL(2, \mathbb{C})) \) as stated by the Peter-Weyl theorem.

**Representations of SU(2)**

We now restrict the \( SL(2, \mathbb{C}) \) representations to \( g \in SU(2) \), the group of \( 2 \times 2 \) unitary matrices with determinant 1. So for \( g \in SU(2) \) we have \( g^* g = gg^* = I \), which implies

\[
g = \begin{pmatrix} a & -\bar{b} \\ b & \bar{a} \end{pmatrix}
\]

where \( a\bar{a} + b\bar{b} = 1 \), and the bar denotes the complex conjugate. It follows that \( SU(2) \subset SL(2, \mathbb{C}) \). We can factor \( g \in SU(2) \) as

\[
g_{\alpha\beta\gamma} = \begin{pmatrix} e^{-i\alpha/2} & 0 \\ 0 & e^{i\alpha/2} \end{pmatrix} \begin{pmatrix} \cos(\beta/2) & -\sin(\beta/2) \\ \sin(\beta/2) & \cos(\beta/2) \end{pmatrix} \begin{pmatrix} e^{-i\gamma/2} & 0 \\ 0 & e^{i\gamma/2} \end{pmatrix},
\]

where \( \alpha, \beta \) and \( \gamma \) are ZYZ Euler angles, \( 0 \leq \alpha < 2\pi \), \( 0 \leq \beta < \pi \) and \( -2\pi \leq \gamma < 2\pi \). Now consider representations \( \rho_{\ell} : SU(2) \to GL(H_\ell) \), which are a special case of
the representations of $\text{SL}(2,\mathbb{C})$, and hence inherit their properties. Since $\rho_\ell$ is a group homomorphism,

$$\rho_\ell(g_{\alpha\beta\gamma}) = \rho_\ell(g_{\alpha00})\rho_\ell(g_{0\beta0})\rho_\ell(g_{00\gamma}). \quad (2.28)$$

Since $\rho(g_{\alpha00})$ corresponds to $a = e^{-i\alpha/2}$, $d = \bar{a}$, and $b = c = 0$ in Eq. (2.19), we find that $\rho_\ell(g_{\alpha00})(\psi_m) = e^{-i\alpha m}\psi_m$, which implies that only the diagonal elements of $\rho_\ell(g_{\alpha00})$ are nonzero; they are

$$\rho_{\ell}^{mm}(g_{\alpha00}) = e^{-i\alpha m}. \quad (2.29)$$

The expression for $\rho_\ell(g_{00\gamma})$ is analogous. The middle factor in Eq. (2.28) is multiplied by diagonal matrices on both sides, so we write the matrix elements

$$\rho_{\ell}^{mn}(g_{\alpha\beta\gamma}) = e^{-i(m\alpha+n\gamma)}\rho_{\ell}^{mn}(g_{0\beta0}).$$

To compute $\rho_{\ell}^{mn}(g_{0\beta0})$, we apply

$$a = d = \cos(\beta/2), \ b = \sin(\beta/2) \text{ and } c = -\sin(\beta/2)$$

to Eq. (2.25), and note that the derivative is evaluated at $z = -bc = \sin^2(\beta/2)$. We define $P_{\ell mn}^{\ell}(\cos \beta) = \rho_{\ell}^{mn}(g_{0\beta0})$, and make the substitution

$$z \mapsto \frac{1-x}{2},$$
where the derivative is now evaluated at \( x = -2\sin^2(\beta/2) + 1 = \cos \beta \). Then \( b = \sqrt{(1-x)/2} \) and \( d = \sqrt{(1+x)/2} \). We have,

\[
\begin{align*}
\mathbf{p}_{\ell mn}^\ell(x) &= c_{\ell mn}^\ell \left( \frac{1-x}{2} \right)^{\frac{n-m}{2}} \frac{1}{(1+x)^{\frac{n+m}{2}}} \frac{(1+x)^{\ell-m}}{2^{\ell-m}} \frac{d^{\ell-m}}{dx^{\ell-m}} \left( \left( \frac{1+x}{2} \right)^{\ell+n} \left( \frac{1-x}{2} \right)^{\ell-n} \right) \\
&= c_{\ell mn}^\ell \frac{(-1)^{\ell-m}}{2^\ell} \frac{(1-x)^{\frac{n-m}{2}}}{(1+x)^{\frac{n+m}{2}}} \frac{d^{\ell-m}}{dx^{\ell-m}} \left( (1+x)^{\ell+n} (1-x)^{\ell-n} \right). \quad (2.30)
\end{align*}
\]

where

\[
c_{\ell mn}^\ell = \sqrt{\frac{(\ell+m)!}{(\ell-n)!(\ell+n)!(\ell-m)!}},
\]

and

\[
\rho_{\ell mn}^{\ell}(g_{\alpha\beta\gamma}) = e^{-i(m\alpha + n\gamma)} p_{\ell mn}^\ell(\cos \beta), \quad (2.31)
\]

which is a general formula for matrix elements of SU(2) unirreps. The matrices formed with the \( \rho_{\ell mn}^\ell \) and \( p_{\ell mn}^\ell \) are also known as a Wigner-D and Wigner-d matrices, respectively.

**Representations of SO(3)**

SU(2) is isomorphic to the group of unit quaternions, hence a double cover of SO(3), which is easily verifiable by noting that every rotation in SO(3) can be written as two different quaternions \( q \) and \( -q \). We have \( SO(3) \cong SU(2)/\{I, -I\} \). The representations of SO(3) are then those representations of SU(2) where \( \rho_{\ell}^I = \rho_{\ell}(-I) \). By substituting
b = c = 0 in Eq. (2.24), we see that the only nonzero terms outside the square root occur
when n = m, yielding diagonal matrices with entries proportional to \( a^{\ell-m} d^{\ell-m} \),

\[
\rho_{\ell}^{m m} \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} = \frac{1}{(\ell - m)!} a^{\ell-m} d^{\ell-m}. \tag{2.32}
\]

Recall that for SU(2) representations, \( \ell \) can be integer or half integer. For \( a = d = 1 \)
the expression reduces to \( 1/((\ell - m)! \) while for \( a = d = -1 \) it reduces to \( (-1)^{2\ell}/((\ell - m)! \),
from where we conclude that \( \rho_{\ell}(1) = \rho_{\ell}(-1) \) only when \( \ell \) is integer. Therefore, the
representations of SO(3) are also given by Eq. (2.31), but with \( \ell \) taking only integer values.

**Relation with special functions**

The Jacobi polynomials generalize the Gegenbauer, Legendre, and Chebyshev polynomials, and thus give origin to several special functions. One way to represent the Jacobi polynomials is via the Rodrigues’ formula\(^6\)

\[
P_n^{(\alpha, \beta)}(z) = \frac{(-1)^n}{2^n n!} (1 - z)^{-\alpha} (1 + z)^{-\beta} \frac{d^n}{dz^n} \left( (1 - z)^{\alpha+n} (1 + z)^{\beta+n} \right).
\]

Note how it is tightly related to our expression for the matrix elements in Eq. (2.30),
showing how the special functions arise in the study of group representations.

By setting \( m = n = 0 \) and \( \ell \) integer in Eq. (2.30), we get

\[
P_{\ell}^{(0,0)}(x) = \frac{(-1)^\ell}{2^\ell \ell!} \frac{d^\ell}{dz^\ell} (1 - x^2)^\ell, \tag{2.33}
\]

the Legendre polynomials, which describe the zonal spherical harmonics.

\(^6\) Not to be confused with the Rodrigues’ rotation formula.
The associated Legendre polynomials can be written as

\[ P_{\ell m}^m(x) = \frac{(-1)^{\ell+m}}{2^{\ell+1}} \frac{(1 - x^2)^{\ell+m/2}}{(1 - x^2)^{\ell}} \frac{d^{\ell+m}}{dx^{\ell+m}} (1 - x^2)^\ell. \]

By setting \( \ell \) integer and \( n = 0 \) in Eq. (2.30), we can relate \( P_{m,n}^{\ell} \) with the associated Legendre polynomials,

\[ P_{-m,0}^{\ell}(x) = \frac{(-1)^{\ell+m}}{2^{\ell+1}} \sqrt{\frac{(\ell-m)!}{(\ell+m)!}} (1 - x^2)^{\ell+m/2} \frac{d^{\ell+m}}{dz^{\ell+m}} ((1 - x^2)^\ell) \]

\[ = \sqrt{\frac{(\ell-m)!}{(\ell+m)!}} p_{m}^{\ell}(x). \]

Noting that \( P_{m,n}^{\ell} = P_{-m,-n}^{\ell} \) we write

\[ p_{m}^{\ell}(x) = \sqrt{\frac{(\ell+m)!}{(\ell-m)!}} p_{m,0}^{\ell}(x). \quad (2.34) \]

The spherical harmonics are usually defined in terms of the associated Legendre polynomials

\[ Y_{m}^{\ell}(\theta, \phi) = \sqrt{\frac{(2\ell + 1)(\ell-m)!}{4\pi (\ell+m)!}} p_{m}^{\ell} (\cos \theta) e^{im\phi}. \quad (2.35) \]

Using Eqs. (2.31) and (2.34), we obtain a relation between the spherical harmonics and the representations \( \rho_{\ell m}^{m,n} \),

\[ \rho_{\ell m}^{m,0}(g_{\alpha\beta}) = p_{m,0}^{\ell} (\cos \beta) e^{-im\alpha} \]

\[ = \sqrt{\frac{(\ell-m)!}{(\ell+m)!}} p_{m}^{\ell} (\cos \beta) e^{-im\alpha} \]

\[ = \sqrt{\frac{4\pi}{(2\ell + 1)}} Y_{m}^{\ell}(\beta, \alpha). \quad (2.36) \]
With this relation, we find an expression for the rotation of spherical harmonics. Let $gv$ be the point obtained by rotating the north pole by $g$. Since $\rho_\ell(g_1 g_2) = \rho_\ell(g_1) \rho_\ell(g_2)$,

$$\rho_\ell^{m_0}(g_1 g_2) = \sum_{n=-\ell}^{\ell} \rho_\ell^{m_0}(g_1) \rho_\ell^{m_0}(g_2),$$

$$Y_\ell^m(g_1 g_2 \nu) = \sum_{n=-\ell}^{\ell} \rho_\ell^{m_0}(g_1) Y_\ell^m(g_2 \nu).$$

Taking conjugates on both sides we arrive at the spherical harmonics rotation formula, which will be useful in following proofs. For $x \in S^2$ and $g \in \text{SO}(3)$,

$$Y_\ell^m(gx) = \sum_{n=-\ell}^{\ell} \rho_\ell^{m_0}(g) Y_\ell^m(x), \quad (2.37)$$

which we write in vector notation as $Y_\ell^\ell(gx) = \overline{\rho_\ell(g)} Y_\ell^\ell(x)$.

### 2.4.5 Fourier analysis on homogeneous spaces

We now consider functions on the homogeneous space $G/H$ of a compact group $G$ with subgroup $H$; specifically, consider square integrable functions in $L^2(G/H)$. Recall that $G/H$ is the set of left cosets and that $gHh = gH$ for all $gH \in G/H$ and $h \in H$. Hence, we can regard functions in $L^2(G/H)$ as the functions in $L^2(G)$ such that $f(gh) = f(g)$ for all $g \in G$.
and \( h \in H \) (functions that are constant on each coset \( gH \) for all \( g \in G \)). Using Eq. (2.7), we write \( f(g) = \sum_{[\rho] \in \hat{G}} \sum_{i,j=1}^{d_\rho} c_{ij}^\rho \rho_{ij}(g) \), and expand \( f(gh) \) as

\[
f(gh) = \sum_{[\rho] \in \hat{G}} \sum_{i,j=1}^{d_\rho} c_{ij}^\rho \rho_{ij}(gh)
= \sum_{[\rho] \in \hat{G}} \sum_{i,j=1}^{d_\rho} c_{ij}^\rho \sum_{k=1}^{d_\rho} \rho_{ik}(g) \rho_{kj}(h)
= \sum_{[\rho] \in \hat{G}} \sum_{i=1}^{d_\rho} \sum_{k=1}^{d_\rho} \left( \sum_{j=1}^{d_\rho} c_{ij}^\rho \rho_{kj}(h) \right) \rho_{ik}(g).
\]

We want \( f(g) = f(gh) \), so we compare this expression with the expansion of \( f(g) \). Since the \( \rho_{ij} \) are linearly independent, we have

\[
\sum_{j=1}^{d_\rho} c_{ij}^\rho \rho_{kj}(h) = c_{ik}^\rho
\]

for all \( \rho, i, k, \) and \( h \). Now suppose the trivial representation of \( H \) has multiplicity \( n_\rho \geq 1 \) in the restriction of \( \rho \) to \( H \). We can reorder the basis such that the trivial representations appear first. This implies \( \rho_{kj}(h) = \delta_{kj} \) for \( j \leq n_\rho \) which agrees with Eq. (2.38). After reordering, \( \rho_{kj} \) integrates to zero for \( k > n_\rho \) or \( j > n_\rho \), (only trivial matrix elements integrals are nonzero). Applying this to both sides of Eq. (2.38) yields \( c_{ik}^\rho = 0 \) for \( k > n_\rho \), which implies that any \( f \in L^2(G/H) \) can be expanded as

\[
f(gH) = \sum_{[\rho] \in \hat{G}} \sum_{i=1}^{d_\rho} \sum_{j=1}^{n_\rho} c_{ij}^\rho \rho_{ij}(g), \tag{2.39}
\]

where \( n_\rho \) is the multiplicity of the trivial representation of \( H \) in \( \rho \) (which may be zero). Only the first \( n_\rho \) columns of each \( \rho \) are necessary for the Fourier analysis on homogeneous
spaces. In the special case that \( n_\rho = 1 \), only the matrix elements \( \rho_{i1} \) will appear. These are called the *associated spherical functions* \([201]\).

When considering functions on the homogeneous space of right cosets, \( L^2(H \backslash G) \), we arrive at similar results where only the first \( n_\rho \) rows will appear in the expansion. When considering functions on the double coset space \( L^2(H \backslash G/H) \), only the first \( n_\rho \) rows and columns will appear. In this last case, when \( n_\rho = 1 \), only the matrix elements \( \rho_{11} \) appear. These are called *zonal spherical functions*. When \( n_\rho \leq 1 \) for every \( \rho \), the algebra (with the convolution product) \( L^2(H \backslash G/H) \) is commutative.

**Remark.** The functions just defined are called *spherical* because of the special case \( G = \text{SO}(3) \) and \( H = \text{SO}(2) \) (recall that \( S^2 \cong \text{SO}(3)/\text{SO}(2) \)). These terms apply, however, to any compact group and its homogeneous spaces.

**Remark.** This discussion generalizes to a locally compact group \( G \) (not necessarily compact), and compact subgroup \( K \), under certain conditions where \((G, K)\) is called a Gelfand pair. Refer to Gallier and Quaintance \([68]\) for details.

### 2.4.6 Example: Fourier analysis on \( S^2 \)

We apply the results of Section 2.4.5 to the group \( G = \text{SO}(3) \) and subgroup \( H = \text{SO}(2) \), where the homogeneous space is isomorphic to the sphere \( S^2 \cong \text{SO}(3)/\text{SO}(2) \). Elements of \( \text{SO}(3) \) decompose in Euler angles components similarly to Eq. (2.27) and by setting \( \alpha = \beta = 0 \) we obtain a subgroup isomorphic to \( \text{SO}(2) \) consisting of rotations around the axis through the poles. We obtain the restriction of \( \text{SO}(3) \) irreps to this subgroup by setting \( \alpha = \beta = 0 \) for integer \( \ell \) in Eq. (2.28), resulting in \( \rho_\ell(g_{00} \gamma) \) which is diagonal and defined by \( \rho_\ell^{nn}(g_{00} \gamma) = e^{-i\gamma n} \) (Eq. (2.29)). Therefore the trivial representation of \( \text{SO}(2) \) appears
only when \( n = 0 \) and its multiplicity is 1 for all \( \ell \), and using that \( Y_m^\ell = (-1)^m Y_m^\ell \), the expansion in Eq. (2.39) reduces to

\[
f(g_{\alpha\beta\gamma}) = \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} b_m^\ell \rho_m^\ell 0 (g_{\alpha\beta\gamma})
\]

\[
= \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} b_m^\ell i^m \sqrt{\frac{4\pi}{(2\ell+1)}} Y_m^\ell (\beta, \alpha) \quad \text{ (Eq. (2.36))}
\]

\[
= \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} b_m^\ell (-i)^m \sqrt{\frac{4\pi}{(2\ell+1)}} Y_m^\ell (\beta, \alpha)
\]

\[
= \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} c_m^\ell Y_m^\ell (\beta, \alpha).
\]

We rewrite the expansion as

\[
f(\theta, \phi) = \sum_{\ell \in \mathbb{N}} \sum_{m=-\ell}^{\ell} \hat{c}_m^\ell Y_m^\ell (\theta, \phi), \quad (2.40)
\]

which shows that the spherical harmonics \( Y_m^\ell \) form indeed an orthonormal basis for \( L^2(S^2) \).

The decomposition into the basis is then given by

\[
\hat{c}_m^\ell = \int_{x \in S^2} f(x) Y_m^\ell (x) \, dx, \quad (2.41)
\]

where \( x \in S^2 \) can be parameterized angles \( \theta \) and \( \phi \).

This concludes our introduction to harmonic analysis. For more details we recommend Gallier and Quaintance [68], Dieudonné [48], and Folland [62]. Chirikjian and Kyatkin [29] present an applied take on the subject.
2.5 GROUP CONVOLUTIONAL NEURAL NETWORKS

We can see a typical deep neural network as a chain of affine operations $W_i$ whose parameters are optimized, interspersed with nonlinearities $\sigma_i$,

$$f_{out} = W_n(\cdots \sigma_2(W_2(\sigma_1(W_1 f_{in})))\cdots).$$  

In convolutional neural networks (CNNs), these operations are convolutions with an added bias. The most common nonlinearities are pointwise; one popular example is the rectified linear unit (ReLU), $\sigma(x_i) = \max(x_i, 0)$.

In G-CNNs, the operations are group or homogeneous space convolutions. There are different classes of networks that vary with respect to the group considered, whether the equivariance is to global transformations or local (patch-wise), and whether the feature maps are scalar or more general fields. In this section, we discuss the classes of networks we cover in this thesis, in light of the theory presented so far.

2.5.1 Finite group CNNs

On a finite group, the counting measure can be used and convolution reduces to summing over each element of the group,

$$f * k(g) = \frac{1}{|G|} \sum_{x \in G} f(x) k(x^{-1} g).$$  

This simple operation has been successfully applied for rotation equivariance on discrete subgroups of $\text{SO}(3)$; Winkels and Cohen [207] and Worrall et al. [208] consider the
octahedral group of 24 elements. We show an application that uses the icosahedral group of 60 elements in Chapter 4.

2.5.2 Spherical CNNs

The sphere is not a group, but there are two group convolutional operations that we can define for spherical functions: the spherical cross-correlation and spherical convolution. Both are equivariant to $\text{SO}(3)$ and can be used as G-CNNs operations.

**Spherical Cross-Correlation** The spherical cross-correlation between a function $f$ and a filter $k$ lifts the results to a function on $\text{SO}(3)$,

$$ (f \ast k)(g) = \int_{x \in S^2} k(g^{-1}x) f(x) \, dx. \quad (2.44) $$

This operation has a pattern matching interpretation. Suppose $k$ is a rotated version of $f$; then the correlation achieves its maximum value when $g$ is the rotation that aligns $k$ and $f$. Note that $f$ and $k$ are functions on $S^2$, while $f \ast k$ is a function on $\text{SO}(3)$.

**Proposition 1** (spherical cross-correlation). The spherical cross-correlation between $f, k \in L^2(S^2)$ as defined in Eq. (2.44) can be computed in the spectral domain via outer products of vectors of spherical harmonics coefficients,

$$ \hat{(f \ast k)}(\ell) = \overline{k}(\ell) (\hat{f}(\ell))^\top. $$

**Proof.** We evaluate Eq. (2.44) by expanding $f$ and $k$ as in Eq. (2.40), where $Y^\ell(x) \in \mathbb{C}^{2\ell+1}$ contains the spherical harmonics of degree $\ell$ evaluated at $x$, and $\hat{f}(\ell) \in \mathbb{C}^{2\ell+1}$ contains the
respective coefficients. We assume real-valued functions (hence the complex conjugation on the first line), and use the spherical harmonics rotation formula from Eq. (2.37).

\[
(f \ast k)(g) = \int_{x \in S^2} \sum_{\ell'} (\overline{\mathbf{k}^{\ell'}})^\top \mathcal{Y}^{\ell'}(g^{-1}x) \sum_{\ell} \mathcal{Y}^{\ell}(x)^\top \mathbf{f}^{\ell} \, dx
= \int_{x \in S^2} \sum_{\ell'} (\overline{\mathbf{k}^{\ell'}})^\top \rho_{\ell}(g^{-1}) \mathcal{Y}^{\ell'}(x) \sum_{\ell} \mathcal{Y}^{\ell}(x)^\top \mathbf{f}^{\ell} \, dx
= \sum_{\ell, \ell'} (\overline{\mathbf{k}^{\ell'}})^\top \rho_{\ell}(g)^\top \int_{x \in S^2} \mathcal{Y}^{\ell'}(x) \mathcal{Y}^{\ell}(x)^\top \mathbf{f}^{\ell} \, dx.
\]

By orthonormality of the spherical harmonics, \(\int_{x \in S^2} \mathcal{Y}^{\ell'}(x) \mathcal{Y}^{\ell}(x)^\top\) is the identity \(I_{2\ell + 1}\) when \(\ell = \ell'\) and zero otherwise. Then,

\[
(f \ast k)(g) = \sum_{\ell} (\overline{\mathbf{k}^{\ell}})^\top \rho_{\ell}(g)^\top \mathbf{f}^{\ell}
= \sum_{\ell} \text{tr}(\mathbf{f}^{\ell}(\overline{\mathbf{k}^{\ell}})^\top \rho_{\ell}(g)^\top) \quad \text{(}x^\top A y = \text{tr}(y x^\top A)\text{)}
= \sum_{\ell} \text{tr}(\mathbf{k}^{\ell}(\mathbf{f}^{\ell})^\top \rho_{\ell}(g)).
\]

where we used the cyclic and transpose properties of the trace in the last part. The last line is a Fourier expansion of a function on \(\text{SO}(3)\) (Eq. (2.10)) with coefficients given by the outer product of the input coefficients. This can be restated as

\[
(f \ast k)^{\ell} = \mathbf{k}^{\ell}(\mathbf{f}^{\ell})^\top,
\]

or in terms of matrix elements, \((f \ast k)^{\ell}_{mn} = \mathbf{k}^{\ell}_{m} \mathbf{f}^{\ell}_{n}\).

\[\square\]

Remark. Makadia and Daniilidis [135] show an alternative proof of this result. The efficient computation for sampled functions relies on the sampling theorem described by Kostelec and Rockmore [117].
This operation is used in the first layer of Cohen et al. [31], where the following layers have inputs and outputs on $\text{SO}(3)$ and thus use pure group cross-correlation as shown in Eq. (2.14).

The spherical cross-correlation has further applications in pose estimation [135, 137] and 3D shape retrieval [136]. We show applications for pose estimation in a deep learning setting in Chapter 6 and Section 5.5.5.

**Spherical Convolution** The spherical convolution has inputs and outputs on the sphere,

$$ (f * k)(x) = \int_{g \in \text{SO}(3)} f(g\nu)k(g^{-1}x) \, dg, \tag{2.46} $$

where $\nu$ is a fixed point on the sphere (the north pole). To interpret this operation, we split the integral as in Theorem 4, which holds since $\text{SO}(3)$ and $\text{SO}(2)$ are unimodular,

$$ (f * k)(x) = \int_{g_{\alpha\beta} \in \text{SO}(3)/\text{SO}(2)} \int_{g_{\gamma} \in \text{SO}(2)} f(g_{\alpha\beta}g_{\gamma}\nu)k((g_{\alpha\beta}g_{\gamma})^{-1}x) \, dg_{\alpha\beta} \, dg_{\gamma}, $$

$$ = \int_{g_{\alpha\beta} \in \text{SO}(3)/\text{SO}(2)} f(g_{\alpha\beta}\nu) \left( \int_{g_{\gamma} \in \text{SO}(2)} k(g_{\gamma}^{-1}g_{\alpha\beta}^{-1}x) \, dg_{\gamma} \right) \, dg_{\alpha\beta}. $$

The inner integral averages $k$ over rotations around the $z$ axis, resulting in a zonal function (constant on latitudes); note that this limits the expressivity of the filters. The outer integral is then a spherical inner product where $x$ determines the filter orientation. Driscoll and Healy [49] shows how to compute the convolution efficiently in the spectral domain. The following lemma will be necessary.
Lemma 1. For \( f \in L^2(S^2) \), let \( \rho^{mn}_\ell \) be the matrix elements of the unirreps of \( \text{SO}(3) \), \( \nu \) the north pole, and \( \hat{f}_n^\ell \) the spherical harmonic coefficient of \( f \) corresponding to \( Y_n^\ell \). The following holds

\[
\int_{u \in \text{SO}(3)} f(u\nu)\rho^{mn}_\ell(u^{-1})\,du = 2\pi \sqrt{\frac{4\pi}{2\ell+1}} \hat{f}_n^\ell
\]

for \( m = 0 \). The integral is 0 otherwise.

Proof. We apply the change of variables \( u \mapsto ug_{\alpha00} \) (a rotation around \( z \)) to the following expression,

\[
\int_{u \in \text{SO}(3)} f(u\nu)\rho^{mn}_\ell(u^{-1})\,du = \int_{u \in \text{SO}(3)} f(ug_{\alpha00}\nu)\rho^{mn}_\ell(g_{-\alpha00}u^{-1})\,du = \int_{u \in \text{SO}(3)} f(u\nu)\rho^{mn}_\ell(g_{\alpha00})\rho^{nm}_\ell(u^{-1})\,du,
\]

where we used that a rotation around \( z \) does not move the north pole, \( g_{\alpha00}\nu = \nu \). The left and right hand sides must be equal for all \( \alpha \), and \( \rho^{mn}_\ell(g_{\alpha00}) = e^{-i\alpha m} \) (Eq. (2.29)), so the rows of \( \int_{u \in \text{SO}(3)} f(u\nu)\rho^{mn}_\ell(u^{-1})\,du \) must be zero for all \( m \neq 0 \). Only the matrix values \( \rho^{0n}_\ell(u^{-1}) \) influence the nonzero row, and \( \rho^{0n}_\ell(u^{-1}) = \rho^{n0}_\ell(u) \) holds. Using Eq. (2.36), we obtain

\[
\int_{u \in \text{SO}(3)} f(u\nu)\rho^{0n}_\ell(u^{-1})\,du = \int_{u \in \text{SO}(3)} f(u\nu)\rho^{n0}_\ell(u)\,du = \sqrt{\frac{4\pi}{2\ell+1}} \int_{u \in \text{SO}(3)} f(u\nu)Y_n^\ell(u\nu)\,du
\]

\[
= \sqrt{\frac{4\pi}{2\ell+1}} \int_{h \in \text{SO}(2)} \int_{x \in S^2} f(x)Y_n^\ell(x)\,dx\,dh
\]

\[
= 2\pi \sqrt{\frac{4\pi}{2\ell+1}} \hat{f}_n^\ell
\]
where Theorem 4 was used in the last passage.

The spherical convolution is efficiently computed in the spectral domain.

**Proposition 2** (spherical convolution). The spherical convolution between \( f, k \in L^2(S^2) \) as defined in Eq. (2.46) can be computed in the spectral domain via pointwise multiplication of spherical harmonics coefficients,

\[
\hat{f} \ast \hat{k}_m = 2\pi \sqrt{\frac{4\pi}{2\ell + 1}} \hat{f}_m \hat{k}_0.
\]

**Proof.** Now we replace \( k \) in Eq. (2.46) by its spherical harmonics expansion

\[
(f \ast k)(x) = \int_{g \in SO(3)} f(gx)k(g^{-1}x) \, dg
= \int_{g \in SO(3)} f(gx) \sum_{\ell} (\hat{k}_\ell^T Y^\ell g^{-1}x) \, dg
= \int_{g \in SO(3)} f(gx) \sum_{\ell} (\hat{k}_\ell^T \rho_\ell(g^{-1})Y^\ell x) \, dg
= \sum_{\ell} (\hat{k}_\ell^T \left( \int_{g \in SO(3)} f(gx) \rho_\ell(g^{-1}) \, dg \right) Y^\ell x)
\]

Applying Lemma 1 to the integral within parenthesis, we obtain a matrix which has a single nonzero row corresponding to \( m = 0 \), so only the \( \hat{k}_0 \) element corresponding to \( m = 0 \) will influence the result. We write,

\[
(f \ast k)(x) = \sum_{\ell} 2\pi \sqrt{\frac{4\pi}{2\ell + 1}} \hat{k}_0 \hat{f}_\ell^T Y^\ell x,
\]
which is the expansion in spherical harmonics of \((f \ast k)(x)\). The relation

\[
\hat{f} \ast k_\ell^m = 2\pi \sqrt{\frac{4\pi}{2\ell + 1}} f_\ell^m \hat{k}_0^m 
\]

follows immediately.

Remark. Observe that only the coefficients \(\hat{k}_0^\ell\) appear in the expression, which corresponds the coefficients of a zonal spherical function. This implies that for any \(k\), there is always a zonal function \(k'\) such that \(f \ast k = f \ast k'\).

Remark. The spherical convolution as described here is equivalent to the Funk-Hecke formula, which can be extended to \(S^n\); refer to Gallier and Quaintance [69] for details.

In Chapter 5 we present a spherical CNN where the spherical convolution is the main operation and all inputs, features and outputs are functions on the sphere. The efficient computation for sampled functions on the sphere relies on the sampling theorem as shown by Driscoll and Healy [49].
Whether at the global pattern or local feature level [77], the quest for invariant and equivariant representations is as old as the fields of computer vision and pattern recognition.

The state of the art in “hand-crafted” approaches is typified by SIFT [132]. These detector/descriptors identify the intrinsic scale and rotation of a region [128, 30] and produce an equivariant descriptor, then normalized for scale and rotation invariance. More recently, Sifre and Mallat [179] proposed the scattering transform which offers representations invariant to translation, scaling, and rotations.

The current consensus is representations should be learned not designed. Equivariance to translations by convolution and invariance to local deformations by pooling are now textbook material [73, p. 335] but approaches to equivariance to more general deformations are still maturing.

Most recent approaches with learned filters are equivariant only to a small subgroup of planar rotations [47, 36, 139, 229]. Worrall et al. [209] introduce a notable exception that is equivariant to continuous rotations, but using constrained filters with limited expressivity.
In this chapter, we describe the polar transformer networks, which are equivariant to continuous rotations and dilations and have unconstrained learned filters. We combine ideas of spatial transformer networks (STNs) and canonical coordinate representations [175] to achieve invariance to translations and equivariance to rotations and dilations. The three stage network learns to identify the object center then transforms the input into log-polar coordinates (see Fig. 3.1). In this coordinate system, planar convolutions correspond to group convolutions in rotation and scale. Polar transformer networks (PTNs) produce an equivariant representation without the challenging parameter regression of STNs. We enlarge the notion of equivariance in convolutional neural networks (CNNs) beyond harmonic networks [209] and group convolutions [36] by capturing both rotations and dilations of arbitrary precision. The PTNs handle only global deformations, as do STNs.

Figure 3.1: In the log-polar representation, rotations around the origin become vertical shifts, and dilations around the origin become horizontal shifts. The distance between the yellow and green lines is proportional to the rotation angle/scale factor. Top rows: sequence of rotations, and the corresponding polar images. Bottom rows: sequence of dilations, and the corresponding polar images.
We present state-of-the-art performance on rotated MNIST and SIM2MNIST, which we introduce. To summarize the contributions of this chapter:

- We develop a CNN architecture capable of learning an image representation invariant to translation and equivariant to rotation and dilation.

- We propose the polar transformer module, which performs a differentiable log-polar transform, amenable to backpropagation training. The transform origin is a latent variable.

- We show how the polar transform origin can be learned effectively as the centroid of a single channel heatmap predicted by a fully convolutional network.

Most of the content in this chapter appeared originally in Esteves et al. [54]. Source code is available at https://github.com/daniilidis-group/polar-transformer-networks.

3.2 RELATED WORK

Nordberg and Granlund [153] proposed one of the earliest equivariant feature extraction schemes, suggesting the discrete sampling of 2D rotations of a complex angle modulated filter. About the same time, the image and optical processing community discovered the Mellin transform as a modification of the Fourier transform [230, 20]. The Fourier-Mellin transform is equivariant to rotation and scale while its modulus is invariant.

During the 80s and 90s, invariances of integral transforms were developed through methods based in the Lie generators of the respective transforms starting from one-parameter transforms [61]. Segman et al. [175] generalized this to Abelian subgroups of the affine group and proved that for certain classes of transformations there exist canonical coordinates where deformation of the input presents as translation of the output.
Closely related to equivariance is steerability, the interpolation of responses to any group action using the response of a finite filter basis. Freeman and Adelson [63] introduced an exact steerability framework, where rotational steerability for Gaussian derivatives was explicitly computed; Simoncelli et al. [180] extended it to the shiftable pyramid, which handle rotation and scale. Perona [156] proposed a method of approximating steerability by learning a lower dimensional representation of the image deformation from the transformation orbit and the singular-value decomposition (SVD).

A unification of Lie generator and steerability approaches was introduced by Teo and Hel-Or [194] who used SVD to reduce the number of basis functions for a given transformation group. Teo and Hel-Or developed the most extensive framework for steerability [194, 88], and proposed the first approach for non-Abelian groups starting with exact steerability for the largest Abelian subgroup and incrementally steering for the remaining subgroups. Cohen and Welling [34] and Jacobsen et al. [98] recently combined steerability and learnable filters.

A recent “hand-crafted” approach to equivariant representations is the scattering transform [179] which composes rotated and dilated wavelets. In a sense similar to SIFT [132], this approach relies on the equivariance of anchor points (e.g. the maxima of filtered responses in space). Translation invariance is through the modulus operation, computed after each convolution. The final scattering coefficient is invariant to translations and equivariant to local rotations and scalings.

Within the context of CNNs, different methods of enforcing equivariance were attempted.

**Constraining Filters**

Equivariance can be obtained by constraining filter structure similarly to Lie generator based approaches [175, 88]. Harmonic Networks [209] use filters derived from the complex harmonics achieving both rotational and translational equivariance.
**Input Orbit** Laptev et al. [120] achieve transformation invariance by pooling feature maps computed over the input orbit, which scales poorly as it requires forward and backward passes for each orbit element.

**Filter Orbit** A filter orbit which is itself equivariant can be used to obtain group equivariance. Cohen and Welling [36] convolve with the orbit of a learned filter and prove the equivariance of group convolutions and preservation of rotational equivariance in the presence of rectification and pooling. Dieleman et al. [47] process elements of the image orbit individually and use the set of outputs for classification. Gens and Domingos [72] produce maps of finite-multiparameter groups, Zhou et al. [229] and Marcos et al. [139] use a rotational filter orbit to produce oriented feature maps and rotationally invariant features, and Lenc and Vedaldi [125] propose a transformation layer which acts as a group convolution by first permuting then transforming by a linear filter.

We achieve global rotational equivariance and expand the notion of CNN equivariance to include scaling. Our PTNs employ log-polar coordinates (canonical coordinates in Segman et al. [175]) to achieve rotation-dilation group convolution through translational convolution subject to the assumption of an image center estimated similarly to the STNs. Most related to our method is Henriques and Vedaldi [90], which achieves equivariance by warping the inputs to a fixed grid, with no learned parameters.

When learning features from 3D objects, invariance to transformations is usually achieved through augmenting the training data with transformed versions of the inputs [211], or pooling over transformed versions during training and/or test [142, 160]. Sedaghat et al. [174] show that a multi-task approach, i.e. prediction of both the orientation and class, improves classification performance. In our extension to 3D object classification,
we explicitly learn representations equivariant to rotations around a family of parallel axes by transforming the input to cylindrical coordinates about a predicted axis.

### 3.3 THEORETICAL BACKGROUND

This section is divided into two parts, the first is a review of equivariance and group convolutions. The second is an explicit example of the equivariance of group convolutions through the 2D similarity transformations group, $\text{SIM}(2)$, comprised of translations, dilations and rotations. Reparameterization of $\text{SIM}(2)$ to canonical coordinates allows for the application of the $\text{SIM}(2)$ group convolution using translational convolution.

#### 3.3.1 Group Equivariance

Equivariant representations are useful as they encode both semantic and deformation information in a predictable way. Let $G$ be a transformation group and $\lambda_g f$ be the group action applied to an input $f: \mathbb{Z}^2 \to \mathbb{R}^n$. Recall that a mapping $\Phi: E \to F$ is equivariant to the group $G$ when for all $g \in G$,

$$\Phi(\lambda_g f) = \lambda'_g(\Phi(f)) \quad (3.1)$$

where $\lambda_g$ and $\lambda'_g$ correspond to application of $g$ to $E$ and $F$ respectively. Invariance is the special case of equivariance where $\lambda'_g$ is the identity. In the context of image classification and CNNs, the group actions can be thought of as image deformations and $\Phi$ is a map from input image to a feature map or between feature maps.
The inherent translational equivariance of CNNs is independent of the convolutional kernel and evident in the corresponding translation of the output in response to translation of the input. Let \( f \) and \( g \) be real-valued functions on \( G \), the group convolution is defined as in Eq. (2.13)

\[
(f \ast k)(g) = \int_{h \in G} f(h)k(h^{-1}g) \, dh.
\]

Group convolution requires integrability over a group and identification of the Haar measure \( dg \) as shown in Section 2.3.3, and is equivariant as shown in Section 2.4.3.

### 3.3.2 Equivariance in SIM(2)

A similarity transformation, \( \rho \in \text{SIM}(2) \), acts on a point in \( x \in \mathbb{R}^2 \) by

\[
\rho x \mapsto sxR + t \quad s \in \mathbb{R}^+, \, R \in \text{SO}(2), \, t \in \mathbb{R}^2,
\]

where \( \text{SO}(2) \) is the rotation group. To take advantage of the standard planar convolution in classical CNNs we decompose a \( \rho \in \text{SIM}(2) \) into a translation, \( t \) in \( \mathbb{R}^2 \) and a dilated-rotation \( r \) in \( \text{SO}(2) \times \mathbb{R}^+ \).

Equivariance to \( \text{SIM}(2) \) is achieved by learning the center of the dilated rotation, shifting the original image accordingly then transforming the image to canonical coordinates. In this reparameterization, the standard translational convolution is equivalent to the dilated-rotation group convolution.

The origin predictor is an application of STN [99] to global translation prediction; the centroid of the output is taken as the origin of the input.
The transformation of the image $\lambda_t f = f(t - t_0)$ (canonization in Soatto [183]) reduces the SIM(2) deformation to a dilated-rotation when $t_0$ is the true translation. After centering, we wish to perform $SO(2) \times \mathbb{R}^+$ convolutions on the new image $f_\circ = f(x - t_0)$. As usual in group equivariant convolutional neural networks (G-CNNs) [36], the first layer lifts the input image to a feature map on the group,

$$f_j(r) = \int_{x \in \mathbb{R}^2} f_\circ(x) k_j(r^{-1}x) \, dx$$

and subsequent layers have inputs and outputs on the group

$$f_{j+1}(r) = \int_{s \in SO(2) \times \mathbb{R}^+} f_j(s) k_{j+1}(s^{-1}r) \, ds$$

where $r, s \in SO(2) \times \mathbb{R}^+$.

We compute this convolution through the use of canonical coordinates for Abelian Lie groups [175]. The centered image $f_\circ$ is transformed to log-polar coordinates,

$$f_p(\xi, \theta) = f_\circ(e^\xi \cos(\theta), e^\xi \sin(\theta)),$$

with $(\xi, \theta) \in SO(2) \times \mathbb{R}^+$.

In canonical coordinates, for $s = (\xi, \theta)$ and $r = (\xi_r, \theta_r)$, we have $s^{-1}r = (\xi_r - \xi, \theta_r - \theta)$ and the $SO(2) \times \mathbb{R}^+$ group convolution can be expressed and efficiently implemented as a planar convolution

$$\int f(s) k(s^{-1}r) \, ds = \int f_p(\xi, \theta) k(\xi_r - \xi, \theta_r - \theta) \, d\xi d\theta. \quad (3.5)$$

To summarize, we (1) construct a network of translational convolutions, (2) take the centroid of the last layer and shift the original image to it, (3) convert to log-polar coordinates,
and (4) apply a second network\(^7\) of translational convolutions. The result is a feature map invariant to translation and equivariant to dilated-rotations around the centroid.

### 3.4 Architecture

Our model consists of two main components connected by the polar transformer module. The first part is the polar origin predictor and the second is the classifier (a conventional fully convolutional network). The building block of the network is a \(3 \times 3 \times K\) convolutional layer followed by batch normalization, a rectified linear unit (ReLU) and occasional subsampling through strided convolution. We will refer to this building block simply as block. Figure 3.2 shows the architecture.

![Figure 3.2](image)

**Figure 3.2:** Network architecture. The input image passes through a fully convolutional network, the polar origin predictor, which outputs a heatmap. The heatmap’s centroid (two coordinates) and the input image go into the polar transformer module, which performs a polar transform with origin at the input coordinates. The output polar representation is invariant with respect to the original object location; rotations and dilations are now shifts, which are processed equivariantly by a conventional classifier CNN.

---

\(^7\) the network employs rectifier and pooling which preserve equivariance [36].
3.4.1 Polar Origin Predictor

The polar origin predictor operates on the original image and comprises a sequence of blocks followed by a $1 \times 1$ convolution. The output is a single channel heatmap, and we make its centroid the polar transform’s origin.

There are some difficulties in training a neural network to predict coordinates in images. Some approaches attempt to use fully connected layers to directly regress the coordinates with limited success [197]. A better option is to predict heatmaps [100, 151], and take their argmax. However, this is problematic since backpropagation gradients are zero in all but one point, impeding learning.

The usual approach to heatmap prediction is evaluation of a loss against some ground truth. In this approach the argmax gradient problem is circumvented by supervision. In our model, the gradient of the output coordinates must be taken with respect to the heatmap since the polar origin is unknown and must be learned. We avoid the argmax by taking the centroid of the heatmap as the polar origin. The gradient of the centroid with respect to the heatmap is constant and nonzero for all points, making learning possible.

3.4.2 Polar transformer module

The polar transformer module takes the origin prediction and image as inputs and outputs the log-polar representation of the input. The module uses the same differentiable image sampling technique as the STNs [99], expressing output coordinates in terms of input and source sample point coordinates $(x^s_i, y^s_i)$. The log-polar transform in terms of the source sample points and target regular grid $(x^t_j, y^t_j)$ is:
\[
x^t_i = x_0 + r x^t_i / W \cos \left( \frac{2\pi y^t_i}{H} \right)
\]
\[
y^t_i = y_0 + r x^t_i / W \sin \left( \frac{2\pi y^t_i}{H} \right)
\]

where \((x_0, y_0)\) is the origin, \(W, H\) are the output width and height, and \(r\) is the maximum distance from the origin, set to \(0.5\sqrt{H^2 + W^2}\) in our experiments.

### 3.4.3 Wrap-around padding

To maintain feature map resolution, most CNN implementations use zero-padding. This is not ideal for the polar representation, as it is periodic about the angular axis. A rotation of the input result in a vertical shift of the output, wrapping at the boundary; hence, identification of the top and bottom most rows is most appropriate. We achieve this with wrap-around padding on the vertical dimension, where the top rows of the feature map are padded using the bottom rows and vice versa. The horizontal dimension is zero-padded as usual. Table 3.3 shows a performance evaluation with and without the proposed padding.

### 3.4.4 Polar origin augmentation

To improve robustness of our method, we augment the polar origin during training time by adding a random shift to the regressed polar origin coordinates. Note that this comes for little computational cost compared to conventional augmentation methods such as rotating the input image. Table 3.3 quantifies the performance gains of this kind of augmentation.
3.4.5 Relation to human vision

The approach presented is loosely related to human vision. The fovea is the central part of the retina and where the photoreceptor cells are most densely packed, resulting in the most accurate visual perception. The peripheral region is coarsely populated, which explains the lower accuracy of peripheral vision. The same properties are observed in the log-polar grid that we adopt; the central pixels are more densely packed than the peripheral ones.

Furthermore, humans exhibit a fixational eye movement, where the eyes fixate on regions of interest to leverage the accuracy of the foveal vision. This behavior is analogous to the origin prediction described in Section 3.4.1, where we first detect a point of interest (the origin) and then compute the log-polar transform around it, which maximizes the resolution around the origin. We refer to Kandel et al. [102] for an introduction to the human visual system.

3.5 EXPERIMENTS

We consider the image classification task on different datasets, and compare with different models. We first describe the models in Section 3.5.1, then the datasets in Section 3.5.2, and the results follow.

3.5.1 Architecture details

We implement the following architectures for comparison,
Conventional CNN (CCNN) a fully convolutional network, composed of a sequence of convolutional layers and some rounds of subsampling.

Polar CNN (PCNN) same architecture as CCNN, operating on polar images. The log-polar transform is pre-computed at the image center before training, as in Henriques and Vedaldi [90]. The fundamental difference between our method and this is that we learn the polar origin implicitly, instead of fixing it.

Spatial Transformer Network (STN) our implementation of Jaderberg et al. [99], replacing the localization network by four blocks of 20 filters and stride 2, followed by a 20 unit fully connected layer, which we found to perform better. The transformation regressed is in SIM(2), and a CCNN comes after the transform.

Polar Transformer Network (PTN) our proposed method. The polar origin predictor comprises three blocks of 20 filters each, with stride 2 on the first block (or the first two blocks, when input is 96 × 96). The classification network is the CCNN.

PTN-CNN we classify based on the sum of the per class scores of instances of PTN and CCNN trained independently.

The following suffixes qualify the architectures described above:

S “small” network, with seven blocks of 20 filters and one round of subsampling (equivalent to the Z2CNN in Cohen and Welling [36]).

B “big” network, with 8 blocks with the following number of filters: 16, 16, 32, 32, 64, 64, 64. We apply subsampling by strided convolution whenever the number of filters increase. We add up to two extra blocks of 16 filters with stride 2 at the beginning to handle larger input resolutions (one for 42 × 42 and two for 96 × 96).

+ training time rotation augmentation by continuous angles.
training and test time rotation augmentation. We input 8 rotated versions the query image and classify using the sum of the per class scores.

We perform rotation augmentation for polar-based methods. In theory, the effect of input rotation is just a shift in the corresponding polar image, which should not affect the classifier CNN. In practice, interpolation and angle discretization effects result in slightly different polar images for rotated inputs, so even the polar-based methods benefit from this kind of augmentation.

### 3.5.2 Dataset details

**Rotated MNIST** The rotated MNIST dataset [121] contains 360°-rotated $28 \times 28$ images of handwritten digits. The training, validation and test sets are of sizes 10k, 2k, and 50k, respectively.

**MNIST-R** we replicate it from Jaderberg et al. [99]. It has 60k training and 10k testing samples, where the digits of the original MNIST are rotated between $[-90^\circ, 90^\circ]$. It is also known as half-rotated MNIST [120].

**MNIST-RTS** we replicate it from Jaderberg et al. [99]. It has 60k training and 10k testing samples, where the digits of the original MNIST are rotated between $[-45^\circ, 45^\circ]$, scaled between 0.7 and 1.2, and shifted within a $42 \times 42$ black canvas.

**SIM2MNIST** we introduce a more challenging dataset, based on MNIST perturbed by random transformations from SIM(2). The images are $96 \times 96$, with 360° rotations; the scale factors range from 1 to 2.4, and the digits can appear anywhere in the image. The training, validation and test set have size 10k, 5k, and 50k, respectively. Figure 3.3 shows samples from the dataset.
Figure 3.3: SIM2MNIST samples. Large variations in digit scale, rotation and position, along with a small training set make this a challenging dataset.

3.5.3 Rotated MNIST [121]

Table 3.1 shows the results. We divide the analysis in two parts; (i) on top we show approaches with smaller networks and no rotation augmentation, and (ii) on bottom there are no restrictions.

Between the restricted approaches, the harmonic networks [209] outperform our model by a small margin, but with almost four times longer training time because the convolutions on complex variables are more costly. Also worth mentioning is the poor performance of the STNs [99] with no augmentation, which shows that learning the transformation parameters is much harder than learning the polar origin coordinates.

Between the unrestricted approaches, most variants of our model outperform the current state of the art, with significant improvements when combined with CCNN and/or test time augmentation.

Finally, we note that the PCNN achieves a relatively high accuracy in this dataset because the digits are mostly centered, so using the polar transform origin as the image center is reasonable. Our method, however, outperforms it by a high margin, showing that even in
this case, it is possible to find an origin away from the image center that results in a more distinctive representation.

Table 3.1: Performance on rotated MNIST. Errors are averages of several runs, with standard deviations within parenthesis. Times are average training time per epoch.

| Model          | error [%] | params   | time [s] |
|----------------|-----------|----------|----------|
| PTN-S          | 1.83(4)   | $27 \times 10^3$ | 3.64(4) |
| PCNN-S         | 2.60(8)   | $22 \times 10^3$ | 2.61(4) |
| CCNN-S         | 5.76(35)  | $22 \times 10^3$ | 2.43(2) |
| STN-S          | 7.87(18)  | $43 \times 10^3$ | 3.90(5) |
| HNet [209]     | 1.69       | $33 \times 10^3$ | 13.29(19) |
| P4CNN [36]     | 2.28       | $22 \times 10^3$ | -        |
| PTN-B+         | 1.14(8)   | $129 \times 10^3$ | 4.38(2) |
| PTN-B++        | 0.95(9)   | $129 \times 10^3$ | 4.38     |
| PTN-CNN-B+     | 1.01(6)   | $254 \times 10^3$ | 7.36     |
| PTN-CNN-B++    | 0.89(6)   | $254 \times 10^3$ | 7.36     |
| PCNN-B+        | 1.37(1)   | $124 \times 10^3$ | 3.30(4) |
| CCNN-B+        | 1.53(7)   | $124 \times 10^3$ | 2.98(2) |
| STN-B+         | 1.31(5)   | $146 \times 10^3$ | 4.57(4) |
| OR-TIPooling [229] | 1.54       | $1000 \times 10^3$ | -        |
| TI-Pooling [120] | 1.2        | $1000 \times 10^3$ | 42.90    |
| RotEqNet [139] | 1.01       | $100 \times 10^3$  | -        |

3.5.4 Other MNIST variants

We also perform experiments with other MNIST variants. MNIST-R and MNIST-RTS are replicated from [99]. We introduce SIM2MNIST, with a more challenging set of transformations from SIM(2). See Section 3.5.2 for more details about the datasets.
Table 3.2 shows the results. We can see that the our model’s performance matches the STNs on both MNIST-R and MNIST-RTS. The deformations on these datasets are mild and training data is plenty, so the performance may be saturated.

On SIM2MNIST, though, the deformations are more challenging and the training set five times smaller. The PCNN performance is significantly lower, which reiterates the importance of predicting the best polar origin. Worrall et al. [209] outperform the other methods (except our PTN), thanks to its translation and rotation equivariance properties. Our method is more efficient both in number of parameters and training time, and is also equivariant to dilations, achieving the best performance by a large margin.

Table 3.2: Performance on MNIST variants.

| Model     | MNIST-R |          | MNIST-RTS |          | SIM2MNIST |          |
|-----------|---------|----------|-----------|----------|-----------|----------|
|           | error [\%] | par. × 10^3 | time      | error [\%] | par. × 10^3 | time      | error [\%] | par. × 10^3 | time      |
| PTN-S+    | 0.88(4) | 29       | 19.7      | 0.78(5)  | 32       | 24.5      | 5.44(3)  | 35       | 11.9      |
| PTN-B+    | 0.62(4) | 129      | 20.4      | 0.57(3)  | 134      | 28.7      | 5.03(11) | 134      | 12.0      |
| PCNN-B+   | 0.81(4) | 124      | 14.0      | 0.70(1)  | 129      | 17.2      | 15.46(22) | 129      | 5.3       |
| CCNN-B+   | 0.74(1) | 124      | 12.8      | 0.62(7)  | 129      | 16.0      | 11.73(57) | 129      | 5.3       |
| STN-B+    | 0.61(2) | 146      | 23.1      | 0.54(2)  | 150      | 27.9      | 12.35(161)| 150      | 10.4      |
| STN [99]  | 0.7     | 400      | -         | 0.5      | 400      | -         | -         | -         | -         |
| HNet [209]| -       | -        | -         | -        | -        | -         | -         | -         | -         |
| TI-Pooling [120] | 0.8   | 1000     | -         | -        | -        | -         | -         | -         | -         |

3.5.5 Ablation Study

We quantify the performance boost obtained with wrap around padding, polar origin augmentation, and training time rotation augmentation. Results are with our PTN-B variant trained on Rotated MNIST. We remove one operation at a time and verify that the

8 Test time performance is 8x slower when using test time augmentation.
9 No augmentation is used with SIM2MNIST, despite the + suffixes.
10 Our modified version, with two extra layers with subsampling to account for larger input.
performance consistently drops, which indicates that all operations are indeed helpful. Table 3.3 shows the results.

Table 3.3: Ablation study. Rotation and polar origin augmentation during training time, and wrap around padding all contribute to reduce the error. Results are from PTN-B on the rotated MNIST.

| Origin aug. | Rotation aug. | Wrap padding | Error [%] |
|-------------|---------------|--------------|-----------|
| Yes         | Yes           | Yes          | 1.12(3)   |
| No          | Yes           | Yes          | 1.33(12)  |
| Yes         | No            | Yes          | 1.46(11)  |
| Yes         | Yes           | No           | 1.31(6)   |

3.5.6 Visualization

Figure 3.4: **Left:** The rows alternate between samples from simtwomnist where the predicted origin is shown in green, and their learned polar representation. Note how rotations and dilations of the object become shifts. **Right:** Each row shows a different input and correspondent feature maps on the last convolutional layer. The first and second rows show that the $180^\circ$ rotation results in a half-height vertical shift of the feature maps. The third and fourth rows show that the $2.4 \times$ dilation results in a shift right of the feature maps. The first and third rows show invariance to translation.
We visualize network activations to confirm our claims about invariance to translation and equivariance to rotations and dilations.

Figure 3.4 (left) shows some of the predicted polar origins and the results of the polar transform. We can see that the network learns to reject clutter and find a suitable origin for the polar transform, and that the representation after the polar transformer module does present the properties claimed.

We proceed to visualize how the properties are preserved in deeper layers. Figure 3.4 (right) shows the activations of selected channels from the last convolutional layer, for different rotations, dilations, and translations of the input. The reader can verify that the equivariance to rotations and dilations, and the invariance to translations are indeed preserved during the sequence of convolutional layers.

3.5.7 Street-view house numbers (SVHN)

In order to demonstrate the efficacy of our method on real-world RGB images, we run experiments on the street view house numbers (SVHN) dataset [150], and a rotated version that we introduce (ROTSVHN). The dataset contains cropped images of single digits, as well as the slightly larger images from where the digits are cropped. Using the latter, we can extract 360° rotated digits without introducing artifacts. Figure 3.5 shows some examples from ROTSVHN.

We use a 32 layer residual network [84] as a baseline (ResNet32). The PTN-ResNet32 has 8 residual convolutional layers as the origin predictor, followed by a ResNet32.

In contrast with handwritten digits, the sixes and nines in house numbers are usually indistinguishable. To remove this effect from our analysis, we also run experiments removing those classes from the datasets (which is indicated by appending a minus to the dataset name). Table 3.4 shows the results.
Note that rotations cause a significant performance loss with the conventional ResNet; the error increases from 2.09% to 5.39%, even when removing sixes and nines from the dataset. With our model, on the other hand, the error goes from 2.85% to 3.96%, which shows more robustness to the perturbations, although the performance on the unperturbed datasets is slightly lower. We expect the PTNs to be even more advantageous when large scale variations are also present.

Figure 3.5: ROTSVHN samples. Since the digits are cropped from larger images, no artifacts are introduced when rotating. The sixes and nines are indistinguishable when rotated. Note that there are usually visible digits on the sides, which pose a challenge for classification and PTN origin prediction.

Table 3.4: SVHN classification performance (error in %). The minus suffix indicate removal of sixes and nines. PTN shows slightly worse performance on the unperturbed dataset, but is clearly superior when rotations are present.

|                | SVHN | ROTSVHN | SVHN- | ROTSVHN- |
|----------------|------|---------|-------|----------|
| PTN-ResNet32 (Ours) | 2.82(7) | 7.90(14) | 2.85(7) | 3.96(4)  |
| ResNet32        | 2.25(15) | 9.83(29) | 2.09(6) | 5.39(9)  |
3.5.8 Extension to 3D object classification

We extend our model to perform 3D object classification from voxel occupancy grids. We assume inputs perturbed by random rotations around an axis from a family of parallel axes. In this case, a rotation around that axis corresponds to a translation in cylindrical coordinates.

In order to achieve equivariance to rotations, we predict an axis and use it as the origin to transform to cylindrical coordinates. If the axis is parallel to one of the input grid axes, the cylindrical transform amounts to channel-wise polar transforms, where the origin is the same for all channels and each channel is a 2D slice of the 3D voxel grid. In this setting, we can just apply the polar transformer layer to each slice.

We use a technique similar to the anisotropic probing of Qi et al. [160] to predict the axis. Let $z$ denote the input grid axis parallel to the rotation axis. We treat the dimension indexed by $z$ as channels, and run regular 2D convolutional layers, reducing the number of channels on each layer, eventually collapsing to a single 2D heatmap. The heatmap centroid gives one point of the axis, and the direction is parallel to $z$. In other words, the centroid is the origin of all channel-wise polar transforms. We then proceed with a regular 3D CNN classifier, acting on the cylindrical representation. The 3D convolutions are equivariant to translations; since they act on cylindrical coordinates, the learned representation is equivariant to input rotations around axes parallel to $z$.

The axis prediction part of the cylindrical transformer network contains four 2D blocks, with $5 \times 5$ kernels and 32, 16, 8, and 4 channels, no subsampling. The classifier comprises eight 3D convolutional blocks, with $3 \times 3 \times 3$ kernels, the following number of filters: 32, 32, 32, 64, 64, 128, 128, and subsampling whenever the number of filters increase. Total number of parameters is approximately 1M.
We run experiments on ModelNet40 \cite{211}, which contains objects rotated around the gravity direction (z). Figure 3.6 shows examples of input voxel grids and their cylindrical coordinates representation, while table 3.5 shows the classification performance. To the best of our knowledge, our method outperformed all published voxel-based methods, even with no test time augmentation, at the time of the original submission \cite{54}. However, the multi-view based methods generally outperform the voxel-based \cite{160}.

Note that we could also achieve equivariance to scale by using log-cylindrical or log-spherical coordinates, but none of these change of coordinates would result in equivariance to arbitrary 3D rotations.

![Figure 3.6: Top: rotated voxel occupancy grids. Bottom: corresponding cylindrical representations. Note how rotations around a vertical axis correspond to translations over a horizontal axis.](image)

| Model                          | Avg. class accuracy [%] | Avg. instance accuracy [%] |
|-------------------------------|-------------------------|----------------------------|
| Cylindrical transformer (Ours) | 86.5                    | 89.9                       |
| 3D ShapeNets \cite{211}       | 77.3                    | -                          |
| VoxNet \cite{142}             | 83                      | -                          |
| MO-SubvolumeSup \cite{160}    | 86.0                    | 89.2                       |
| MO-Aniprobing \cite{160}      | 85.6                    | 89.9                       |
In this chapter, we presented a novel network whose output is invariant to translations and equivariant to the group of dilated rotations. Similarly to the spatial transformers [99], we directly predict the translation, though we also provide equivariance for scaling and rotation through a change of coordinates. Our model avoids the commonly used fully connected layers for pose regression by taking the centroid of a heatmap as the predicted transformation. We formulate equivariance with to dilated rotations as a group convolution, which we compute by transforming the inputs to canonical coordinates. Our results improve the state-of-the-art performance on Rotated MNIST by a large margin, and outperform all other considered methods on a new dataset we call SIM2MNIST. We expect our approach to be applicable to other problems, where the presence of different orientations and scales hinder the performance of conventional CNNs.
4 EQUIVARIANCE TO ICOSAHEDRAL SYMMETRIES

The Equivariant Multi-View Networks

4.1 INTRODUCTION

The proliferation of large scale 3D datasets of objects [211, 22] and whole scenes [23, 38] enables training of deep learning models that produce global descriptors suitable for classification and retrieval tasks.

The first challenge that arises is how to represent the inputs. Despite numerous attempts with volumetric [211, 142], point-cloud [159, 181] and mesh-based [141, 146] representations, using multiple views of the 3D input allows switching to the 2D domain where all the recent image based deep learning breakthroughs (e.g., He et al. [84]) can be directly applied, resulting in state-of-the-art performance [186, 103].

Multi-view (MV) based methods require some form of view-pooling, which can be (i) pixel-wise pooling over some intermediate convolutional layer [186], (ii) pooling over the final 1D view descriptors [67], or (iii) combining the final logits [103], which can be seen as independent voting. These operations are usually invariant to view permutations.

Our key observation in this chapter is that the conventional view pooling occurs before any joint processing of the set of views and will inevitably discard useful features, leading to subpar descriptors. We solve the problem by first realizing that each view can be associ-
ated with an element of the rotation group $\text{SO}(3)$, so the natural way to combine multiple views is as a function on the group. A traditional convolutional neural network (CNN) produces view descriptors that compose this function. We design a group-convolutional network (G-CNN, inspired by Cohen and Welling [36]) to learn representations that are equivariant to transformations from the group. This differs from the invariant representations obtained through usual view-pooling that discards information. We obtain invariant descriptors useful for classification and retrieval by pooling over the last group equivariant convolutional neural network (G-CNN) layer. Our G-CNN has filters with localized support on the group and learns hierarchically more complex representations as we stack more layers and increase the receptive field.

We take advantage of the finite nature of multiple views and consider finite rotation groups like the icosahedral, in contrast with Cohen et al. [31] and Esteves et al. [52] (described in Chapter 5) which operate on the continuous group. To reduce the computational cost of processing one view per group element, we greatly reduce the number of required views by transforming views to canonical coordinates with respect to the group of in-plane dilated rotations (log-polar coordinates). This yields an initial representation on a homogeneous space (H-space) of the group, which is lifted to a function on the group via cross-correlation, while maintaining equivariance.

We focus on 3D shapes but our model is applicable to any task where multiple views can represent the input, as demonstrated by an experiment on panoramic scenes.

Figure 4.1 illustrates our model. The contributions of this chapter are:

- We introduce a novel method of aggregating multiple views whether “outside-in” for 3D shapes or “inside-out” for panoramic views. Our model exploits the underlying group structure, resulting in equivariant features that are functions on the rotation group.
Our equivariant multi-view networks (EMVN) aggregate multiple views as functions on rotation groups, then processed with group convolutions. This ensures equivariance to 3D rotations and jointly reasoning over all views, leading to superior shape descriptors. We show functions on the icosahedral group and homogeneous space (H-space) on appropriate solids. Each view is first processed by a CNN and resulting descriptors are associated with a group (or H-space) element. When views are identified with an H-space, the first operation is a cross-correlation that lifts features to the group. Once we have an initial representation on the group, a group CNN is applied.

- We introduce a way to reduce the number of views while maintaining equivariance, via a transformation to canonical coordinates of in-plane rotations followed by homogeneous space cross-correlation.

- We explore the finite rotation groups and homogeneous spaces and present a discrete G-CNN model on the largest group to date, the icosahedral group. We further explore the concept of filter localization for this group.

- We achieve state of the art performance on multiple shape retrieval benchmarks, both in canonical poses and perturbed with rotations, and show applications to panoramic scene classification.

Most of the content in this chapter appeared originally in Esteves et al. [58]. Source code is available at https://github.com/daniilidis-group/emvn.
4.2 RELATED WORK

3D SHAPE ANALYSIS Performance of 3D shape analysis is heavily dependent on the input representation. The main representations are volumetric, point cloud and multi-view.

Early examples of volumetric approaches are in Chang et al. [22], who introduced the ModelNet dataset and trained a 3D shape classifier using a deep belief network on voxel representations, and Maturana and Scherer [142], who present a standard architecture with 3D convolutional layers followed by fully connected layers.

Su et al. [186] realized that by rendering multiple views of the 3D input one can transfer the power of image-based CNNs to 3D tasks. They show that a conventional CNN can outperform the volumetric methods even using only a single view of the input, while an multi-view (MV) model further improves the classification accuracy.

Qi et al. [160] study volumetric and multi-view methods and propose improvements to both; Kanezaki et al. [103] introduce an MV approach that achieves state-of-the-art classification performance by jointly predicting class and pose, though without explicit pose supervision.

Feng et al. [60] learns how to combine different view descriptors to obtain a view-group-shape representation; they refer to arbitrary combinations of features as “groups”. This differs from our usage of the term “group” which is the algebraic definition.

Point-cloud based methods [159] achieve intermediate performance between volumetric and multi-view, but are much more efficient computationally. While meshes are arguably the most natural representation and widely used in computer graphics, only limited success has been achieved with learning models operating directly on them [141, 146].

In order to better compare 3D shape descriptors, we will focus on the retrieval performance. Recent approaches show significant improvements on retrieval: You et al. [221]
combine point cloud and MV representations, Yavartanoo et al. [219] introduce multi-view stereographic projection, and Han et al. [82] implement a recurrent MV approach.

We also consider more challenging tasks on rotated ModelNet and the SHREC’17 [169] large scale retrieval challenge, which contains rotated shapes. The presence of arbitrary rotations motivates the use of equivariant representations.

**Equivariant Representations** A number of workarounds have been introduced to deal with 3D shapes in arbitrary orientations. Typical examples are training time rotation augmentation and/or test time voting [160] and learning an initial rotation to a canonical pose [159]. The view-pooling in Su et al. [186] is invariant to permutations of the set of input views.

A principled way to handle rotations is to use representations that are equivariant by design. There are mainly three ways to embed equivariance into CNNs. The first way is to constrain the filter structure, which is similar to Lie generator based approach [175, 88]. Worrall et al. [209] take advantage of circular harmonics to have both translational and 2D rotational equivariance in CNNs. Thomas et al. [195] extends this idea introducing a tensor field to keep translational and rotational equivariance for 3D point clouds, while Veeling et al. [200] does the same for voxel grids.

The second way is through a change of coordinates; Henriques and Vedaldi [90] and Esteves et al. [54] take the log-polar transform of the input and transfer rotational and scaling equivariance about a single point to translational equivariance.

The third way is to make use of an equivariant filter orbit. Cohen and Welling [36] proposed the G-CNNs with the square cyclic rotation group, later extended to the hexagon [92]. Worrall et al. [208] proposed CubeNet using Klein’s four-group on 3D voxelized data. Winkels and Cohen [207] implement 3D group convolution on the octahedral symmetry.
group for volumetric CT images. Cohen et al. [35] recently considered functions on the icosahedron, however their convolutions are on the cyclic group and not on the icosahedral as ours. Cohen et al. [31] and Esteves et al. [52] focus on the continuous group \( \text{SO}(3) \), and use the spherical harmonic transform for exact implementation of spherical convolution or correlation. The main issue with both approaches is that the input spherical representation is lossy and does not capture the complexity of an object’s shape; they are also less efficient and face bandwidth challenges.

4.3 PRELIMINARIES

Our goal is to leverage symmetries in data. A symmetry is an operation that preserves some structure of an object. If the object is a discrete set with no additional structure, each operation can be seen as a permutation of its elements.

The term group is used in its classic algebraic definition of a set with an operation satisfying the closure, associativity, identity, and inversion properties (Definition 1). A transformation group like a permutation is the “missing link between abstract group and the notion of symmetry” [145].

We refer to view as an image taken from an oriented camera. This differs from viewpoint that refers to the optical axis direction, either outside-in for a moving camera pointing at a fixed object, or inside-out for a fixed camera pointing at different directions. Multiple views can be taken from the same viewpoint; they are related by in-plane rotations.

EQUIVARIANCE Representations that are equivariant by design are an effective way to exploit symmetries. Recall the definition of equivariance for a map \( \Phi: X \to Y \), group
G, and left group actions \( \tau_g \) and \( \tau'_g \) on the sets \( X \) and \( Y \), respectively. We say that \( \Phi \) is equivariant to \( G \) if for any \( g \in G \) and \( f \in X \),

\[
\Phi(\lambda g(f)) = \lambda'_g(\Phi(f)).
\]

In the context of CNNs, \( X \) and \( Y \) are sets of input and feature representations, respectively. This definition encompasses the case when \( \lambda' \) is the identity, making \( \Phi \) invariant to \( G \) and discarding information about \( g \). In this chapter, we are interested in non-degenerate cases that preserve information.

**Convolution on Groups**  We represent multiple views as a functions on a group and seek equivariance to the group, so group convolution (G-conv) is the natural operation for our method. Recall the planar convolution between \( f, k: \mathbb{R}^2 \to \mathbb{R} \), which is the main operation of CNNs:

\[
(f \ast k)(y) = \int_{x \in \mathbb{R}^2} f(x)k(y - x) \, dx.
\]

We can interpret this convolution as an operation over the group of translations on the plane, where the group action is addition of coordinate values; the convolution is equivariant to translation.

Convolution generalizes to any group \( G \) under mild conditions related to the Haar measure as described in Section 2.3.3. We define the group convolution between two functions on the group \( f, k: G \to \mathbb{R} \) as

\[
(f \ast k)(y) = \int_{g \in G} f(gk(g^{-1}y)) \, dg,
\]

which is equivariant to group actions from \( G \) as shown in Section 2.4.3.
CONVOLUTION ON HOMOGENEOUS SPACES    For efficiency, we may relax the requirement of one view per group element and consider only one view per element of a homogeneous space of lower cardinality. For example, we can represent the input on the 12 vertices of the icosahedron (a H-space), instead of on the 60 rotations of the icosahedral group.

A homogeneous space $X$ of a group $G$ is defined as a space where $G$ acts transitively: for any $x_1, x_2 \in X$, there exists $g \in G$ such that $x_2 = gx_1$ (Definition 2).

Two convolution-like operations can be defined between functions on homogeneous spaces $f, h: X \to \mathbb{R}$:

\[(f * h)(y) = \int_{g \in G} f(g \nu) h(g^{-1} y) \, dg, \quad (4.2)\]
\[(f \star h)(g) = \int_{x \in X} f(gx) h(x) \, dx, \quad (4.3)\]

where $\nu \in X$ is an arbitrary canonical element. We call Eq. (4.2) homogeneous space convolution (H-conv), and Eq. (4.3) homogeneous space cross-correlation (H-corr). The integrals in the continuous case depend on the Haar measure and its induced measure on homogeneous spaces, as shown in Section 2.3.3. Note that convolution produces a
function on the homogeneous space $X$ while correlation lifts the output to the group $G$. Both operations are equivariant. For $\text{H-conv}$ (Eq. (4.2)), where $f, h : X \rightarrow \mathbb{R}$, we have:

\[
(\lambda_k f \ast h)(y) = \int_{u \in U} f(k^{-1}u \nu)h(u^{-1}y) \, du \\
= \int_{w \in G} f(w \nu)h((kw)^{-1}y) \, dw \\
= \lambda_k f \ast h(k^{-1}y) = \lambda_k (f \ast h)(y).
\]

For $\text{H-corr}$ (Eq. (4.3)), where $f, h : X \rightarrow \mathbb{R}$, we have:

\[
(\lambda_k f \bar{\ast} h)(g) = \int_{x \in X} f(k^{-1}g x)h(x) \, dx \\
= (f \ast h)(k^{-1}g) = \lambda_k' (f \ast h)(y).
\]

In this case, $\lambda_k'$ is not necessarily equal $\lambda_k$ because inputs and outputs may be in different spaces.

We refer to Kondor and Trivedi [116] and Cohen et al. [32] for more detailed expositions on group and homogeneous space convolution in the context of neural networks.

**Finite Rotation Groups** Our representation is a finite set of views identified with a group of rotations, so we consider finite subgroups of the rotation group $\text{SO}(3)$. A finite
subgroup of $\text{SO}(3)$ can be the cyclic group $\mathbb{C}_k$ of multiples of $2\pi/k$, the dihedral group $\mathbb{D}_k$ of symmetries of a regular $k$-gon, the tetrahedral, octahedral, or icosahedral group [5].

Our main results are on the icosahedral group $\mathbb{I}$, the 60-element non-abelian group of symmetries of the icosahedron (illustrated in Figs. 4.2 and 4.3). The symmetries can be divided in sets of rotations around a few axes. For example, there are five rotations around each axis passing through vertices of the icosahedron or three rotations around each axis passing through its faces centers.

Figure 4.2 illustrates all elements of the group by their actions on one edge of the icosahedron, while Fig. 4.3 shows the Cayley table; the color assigned for each group element matches the color in Fig. 4.5.

![Figure 4.2: The 60 rotations of the icosahedral group $\mathbb{I}$. We consider $g_1$ the identity, highlight one edge, and show how each $g_i \in \mathbb{I}$ transforms the highlighted edge.](image)

**EQUIVARIANCE VIA CANONICAL COORDINATES** Some configurations (set of views identified with a discrete subgroup of $\text{SO}(3)$) produce views that are related by in-plane rotations. We leverage this to reduce the number of required views by obtaining rotation invariant view descriptors through a change to canonical coordinates followed by a CNN. Segman et al. [175] show that changing to a canonical coordinate system allows certain transformations of the input to appear as translations of the output. For the group of
dilated rotations on the plane (isomorphic to $\text{SO}(2) \times \mathbb{R}^+$), canonical coordinates are given by the log-polar transform.

Since planar convolutions are equivariant to translation, converting an image to log-polar and applying a CNN results in features equivariant to dilated rotation, which can be pooled to invariant descriptors on the last layer. This is similar to Henriques and Vedaldi [90] and a simplified version of the model introduced in Chapter 3; here we do not learn the transformation center.

4.4 METHOD

Our first step is to obtain $|G|$ views of the input where each view $x_i$ is associated with a group element $g_i \in G$. Each view is input to a CNN $\Phi_1$, and we combine the 1D descriptors extracted from the last layer (before projection into the number of classes) to form a function on the group $y: G \rightarrow \mathbb{R}^n$, where $y(g_i) = \Phi_1(x_i)$. A G-CNN $\Phi_2$ operating

\[ 12 \text{ Alternatively, we can use } |X| \text{ views for a homogeneous space } X \text{ as shown in Section 4.4.3.} \]
on G is then used to process \( y \), and global average pooling on the last layer yields an invariant descriptor useful for classification or retrieval. Training is end-to-end. Figure 4.1 shows the model.

### 4.4.1 View configurations

There are several possible view configurations of icosahedral symmetry, consisting of vertices or faces of solids with this symmetry. Two examples are associating viewpoints with faces/vertices of the icosahedron, which are equivalent to the vertices/faces of its dual, the dodecahedron. These configurations are based on platonic solids, which guarantee a uniform distribution of viewpoints. By selecting viewpoints from the icosahedron faces, we obtain 20 sets of 3 views that differ only by 120° in plane rotations; we refer to this configuration as \( 20 \times 3 \). Similarly, using the dodecahedron faces we obtain the \( 12 \times 5 \) configuration.

In the context of 3D shape analysis, multiple viewpoints are useful to handle self-occlusions and ambiguities. Views that are related by in-plane rotations are redundant in this sense, but necessary to keep the group structure.

To minimize redundancy, we propose to associate viewpoints with the 60 vertices of the truncated icosahedron (which has icosahedral symmetry). There is a single view per viewpoint in this configuration. This is not a uniformly spaced distribution of viewpoints, but the variety is beneficial. Figure 4.4 shows some view configurations we considered.

Figure 4.5 shows that the map from 3D object to list of views determined by the icosahedral group is equivariant; a rotation of the object incurs in a permutation of the list of views.
4.4 Method

Note that our configurations differ from both the 80-views from Su et al. [186] and 20-views from Kanezaki et al. [103] which are not isomorphic to any rotation group. Their 12-views configuration is isomorphic to the more limited cyclic group.

Figure 4.4: Outside-in camera configurations considered. Left to right: 20 \times 3, 12 \times 5, and 60 \times 1. Blue arrows indicate the optical axis and green, the camera up direction. Object is placed at the intersection of all optical axes. Only the 60 \times 1 configuration avoids views related by in-plane rotations.

4.4.2 Group convolutional network

The core of the group convolutional part of our method is the discrete version of Eq. (4.1). A group convolutional layer with \( c_i \) input and \( c_j \) output channels, and nonlinearity \( \sigma \) is then given by

\[
f_{j}^{\ell+1}(y) = \sigma \left( \sum_{i=1}^{c_i} \frac{1}{|G|} \sum_{g \in G} f_{i}^{\ell}(g) h_{ij}(g^{-1} y) \right),
\]

where \( f_{i}^{\ell} \) is the channel \( i \) at layer \( \ell \) and \( h_{ij} \) is the filter between channels \( i \) and \( j \), where \( 1 \leq j \leq c_j \). This layer is equivariant to actions of \( G \).

Our most important results are on the icosahedral group \( I \) which has 60 elements and is the largest discrete subgroup of the rotation group \( \text{SO}(3) \). To the best of our knowledge,
Figure 4.5: Equivariance of view configurations to $\mathcal{I}$. The views on the left and right are from 3D shapes separated by a $72^\circ$ rotation in the discrete group. We mark corresponding views before and after rotation with same border color. Notice the five first views in the second row – the axis of rotation is aligned with their optical axis; the rotation effect is a shift right of one position for these views. It is clear that when $g \in \mathcal{I}$ is applied to the object, the views permute in the order given by the Cayley table, showing that the mapping from 3D shape to view set is equivariant.

this is the largest group ever considered in the context of discrete G-CNNs. Since $\mathcal{I}$ only coarsely samples $SO(3)$, equivariance to arbitrary rotations is only approximate. Our results show, nevertheless, that the combination of invariance to local deformations provided by CNNs and exact equivariance by G-CNNs is powerful enough to achieve state of the art performance in different tasks.

When considering the group $\mathcal{I}$, inputs to $\Phi_2$ are $60 \times n$ where $n$ is the number of channels in the last layer of $\Phi_1$ (e.g., $n = 512$ for ResNet18). There are $c_i \times c_j$ filters per layer, each has at most as many parameters as the cardinality of the group.

**MVCNN as a special case** The multi-view convolutional neural network (MVCNN) with late-pooling from Kanezaki et al. [103], which outperforms the original by Su et al. [186], is a special case of our method where $\Phi_2$ just copies the inputs over and the
descriptor is \( y \) averaged over \( G \). Suppose we fix the filters \( h_{ij}(g) \) as follows, where \( i \) and \( j \) denote the output and input channel, and \( g \) denotes the element in group \( G \).

\[
h_{ij}(g) = \begin{cases} |G| & i = j \text{ and } g = e \\ 0 & \text{otherwise.} \end{cases}
\]

Applying group correlation with these filters, we get

\[
(f \ast h)_i(k) = \sum_{j=1}^{c_i} \frac{1}{|G|} \sum_{g \in G} f_j(kg)h_{ij}(g)
\]

\[
= \begin{cases} f_i(k) & 1 \leq i \leq c_i \\ 0 & i > c_i \end{cases}
\]

where \( c_i \) is the number of input channels. In this way, the input is “copied” into the output and the our model produces the exact same descriptor as an MVCNN with late pooling after the last layer. The same result could also be achieved using group convolution.

**Feature Visualization**

Our features are functions on a subgroup of the rotation group \( \text{SO}(3) \). Since \( \text{SO}(3) \) is a 3-manifold (which can be embedded in \( \mathbb{R}^5 \)), visualization is challenging. As we operate on the discrete subgroup of 60 rotations, we choose a solid with icosahedral symmetry and 60 faces as a proxy for visualization – the pentakis dodecahedron, which is the dual of the truncated icosahedron (the “soccer ball” with 60 vertices).

We associate the color of each face with the feature vector at that element of the group. Since the vector is high-dimensional (usually 256 or 512D), we use principal component analysis (PCA) over all feature vectors in a layer (or groups of channels in a layer) and project it into the 3 principal components that can be associated with an RGB value.
The same idea is applied to visualize functions on the homogeneous spaces, where the dodecahedron and icosahedron serve as proxies. Figure 4.6 shows some equivariant feature maps learned by our method.

![Figure 4.6: Features learned by our method are visualized on the pentakis dodecahedron, which has icosahedral symmetry so its 60 faces are identified with elements of the discrete rotation group 3. Columns show learned features from different channels/layers. The first two rows are related by a rotation of 72° in 3. Equivariance is exact in this case, as can be verified by the feature maps rotating around the polar axis (notice how the top 5 cells shift one position). The first and third row are related by a rotation of 36° around the same axis, which is in the midpoint between two group elements. Equivariance is approximate in this case, and features are a mixture of the two above.](image)

4.4.3 Equivariance with fewer views

As illustrated in Fig. 4.4, the icosahedral symmetries can be divided in sets of rotations around a few axes. If we arrange the cameras such that they lie on these axes, images produced by each camera are related by in-plane rotations.

As shown in Section 4.3, converting one image to canonical coordinates can transform in-plane rotations in translations. We refer to converted images as “polar images”. Since fully convolutional networks can produce translation-invariant descriptors, by applying them to polar images we effectively achieve invariance to in-plane rotations [54, 90], which
makes only one view per viewpoint necessary. These networks require circular padding in
the angular dimension (as described in Section 3.4.3).

When associating only a single view per viewpoint, the input is on a space of points
instead of a group of rotations\textsuperscript{13}. In fact, the input is a function on a homogeneous space
of the group; concretely, for the view configurations we consider, it is on the vertices of the
icosahedron or dodecahedron.

We can apply discrete versions of convolution and correlation on homogeneous spaces
as defined in Section 4.3:

\[
* f^t_{i+1}(y) = \sigma \left( \sum_{i=1}^{c_i} \sum_{g \in G} f_i^t(gv)h_{ij}(g^{-1}y) \right), \quad (4.5) \\
* f^t_{j+1}(g) = \sigma \left( \sum_{i=1}^{c_i} \sum_{x \in X} f_i^t(gx)h_{ij}(x) \right). \quad (4.6)
\]

The benefit of this approach is that since it uses five (resp. three) times fewer views
when starting from the $12 \times 5$ (resp. $20 \times 3$) configuration, it is roughly five (resp. three)
times faster as most of the computation occurs before the G-CNN. The disadvantage is
that learning from polar images can be challenging. Figure 4.7 shows one example of polar
images produced from views.

When inputs are aligned (in canonical pose), an equivariant intermediate representation
is not necessary; in this setting, we can use the same method to reduce the number of
required views, but without the polar transform.

\textsuperscript{13} They are isomorphic for the $60 \times 1$ configuration.
4.4 Method

Figure 4.7: One subset of in-plane related views from the $12 \times 5$ configuration and correspondent polar images. Note how the polar images are related by circular vertical shifts so their CNN descriptors are approximately invariant to the in-plane rotation. There are 12 such subsets for the $12 \times 5$ configuration and 20 for the $20 \times 3$; this allows us to maintain equivariance with 12 or 20 views instead of 60.

4.4.4 Filter localization

G-CNNs filters are functions on a group $G$, which can have up to $|G|$ entries. Recent results obtained with deep CNNs show the benefit of using limited support filters (the use of $3 \times 3$ kernels throughout is common). The advantages are two-fold: (i) convolution with limited support is computationally more efficient, and (ii) it allows learning of hierarchically more complex features as layers are stacked. Inspired by this idea, we introduce localized filters for discrete G-CNNs\textsuperscript{14}. For a filter $h: G \to \mathbb{R}$, we simply choose a subset $S$ of $G$ to have nonzero filter values while $h(G - S)$ is set to zero. Since $S$ is a fixed hyperparameter, we can compute Eq. (4.4) more efficiently:

$$f_{j}^{\ell+1}(y) = \sigma \left( \sum_{i=1}^{c_{1}} \sum_{g \in S} f_{i}^{\ell}(yg^{-1})h_{ij}(g) \right).$$  \hspace{1cm} (4.7)

\textsuperscript{14} Localization for the continuous case was introduced in Esteves et al. [52]; we discuss it in Chapter 5.
To ensure filter locality, it is desirable that elements of $S$ are close to each other in the manifold of rotations. The 12 smallest rotations in $J$ are of 72°. We therefore choose $S$ to contain the identity and a number of 72° rotations.

One caveat of this approach is that we need to make sure $S$ spans $G$, otherwise the receptive field will not cover the whole input no matter how many layers are stacked, which can happen if $S$ is in a proper subgroup of $G$ (see Fig. 4.8). In practice this is not a challenging condition to satisfy; for our heuristic of choosing only 72° rotations we only need to guarantee that at least two are around different axes.

Figure 4.8: Localized filters and their receptive fields as we stack more layers. First column shows the filter, second the input, and others are results of stacking group convolutions with the same filter. Top row filter has 12 nonzero elements; middle and bottom have 5. The support for the bottom row contains elements of a 12 element subgroup, so its receptive field cannot cover the full input space.

4.5 EXPERIMENTS

We evaluate our approach on 3D shape classification, retrieval and scene classification. First, we discuss the architectures, training procedures, and datasets.
ARCHITECTURES  We use a ResNet18 [84] as the view processing network $\Phi_1$, with weights initialized from ImageNet [44] pre-training. The G-CNN part contains three layers with 256 channels and nine elements on its support (note that the number of parameters is the same as one conventional $3 \times 3$ layer). We project from 512 to 256 channels so the number of parameters stay close to the baseline. When the method in Section 4.4.3 is used to reduce the number of views, the first G-conv layer is replaced by a homogeneous space cross-correlation (H-corr).

We denote variations of our method Ours-X and Ours-R-X. The R suffix indicate retrieval specific features, that consist of (i) a triplet loss and (ii) reordering the retrieval list so that objects classified as the query’s predicted class come first. Before reordering, the list is sorted by cosine distance between descriptors. For SHREC’17, choosing the number N of retrieved objects is part of the task – in this case we simply return all objects classified as the query’s class.

For fair assessment of our contributions, we implement a variation of MVCNN, denoted MVCNN-M-X for X input views, where the best-performing X is shown. MVCNN-M-X has the same view-processing network, training procedure and dataset as ours; the only difference is that it performs pooling over view descriptors instead of using a G-CNN.

TRIPL ET LOSS  We implement a simple triplet loss. During training, we keep a set containing the descriptors for the last seen instance of each class, $\mathcal{Z} = \{z_i\}$, where $i$ is the class label. For each entry in the mini-batch, let $c$ be the class and $z$ its descriptor. We take the descriptor in $\mathcal{Z}$ of the same class as a positive example ($z_c$), and chose the hardest between all the others in the set as the negative: $z_n = \arg\min_{z_i \in \mathcal{Z}, i \neq c} d(z_i, z)$, where $d$ is a distance function. The contribution of this entry to the loss is then,

$$\mathcal{L} = \max(d(z, z_c) - d(z, z_n) + \alpha, 0),$$

(4.8)
where $\alpha$ is a margin. We use $\alpha = 0.2$ and $d$ is the cosine distance. Note that this method is only used in the “Ours-R” variations of our method.

**TRAINING** We train using stochastic gradient descent (SGD) with Nesterov momentum as the optimizer. The number of epochs is 15 for ModelNet and 10 for SHREC’17. Following He et al. [86], the learning rate linearly increases from 0 to $l_r$ in the first epoch, then decays to zero following a cosine quarter-cycle. When training with 60 views, we set the batch size to six, and $l_r$ to 0.0015. This requires around 11Gb of memory. When training with 12 or 20 views, we linearly increase both the batch size and $l_r$.

Training our 20-view model on ModelNet40 for one epoch takes approximately 353s on an NVIDIA 1080 Ti, while the corresponding MVCNN-M takes 308s. Training RotationNet [103] for one epoch under same conditions takes approximately 1063s.

**DATASETS** We render $12 \times 5$, $20 \times 3$ and $60 \times 1$ camera configurations (Section 4.4.1) for ModelNet and the ShapeNet SHREC’17 subset, for both rotated and aligned versions. For the aligned datasets, where equivariance to rotations is not necessary, we fix the camera up-vectors to be in the plane defined by the object center, camera and north pole. This reduces the number of views from $12 \times 5$ to 12 and from $20 \times 3$ to 20. For the rotated datasets, all renderings have 60 views and follow the group structure. Note that the rotated datasets are not limited to the discrete group and contain continuous rotations from $\text{SO}(3)$. We observe that the $60 \times 1$ configuration performs best so those are the numbers shown for “Ours-60”. For the experiment with fewer views, we chose 12 from $12 \times 5$ and 20 from $20 \times 3$ that are converted to log-polar coordinates (Section 4.4.3). For the scene classification experiment, we sample 12 overlapping views from panoramas. No data augmentation is performed in any experiment.
4.5.1 SHREC’17 retrieval challenge

The SHREC’17 large scale 3D shape retrieval challenge [169] utilizes the ShapeNet Core55 [22] dataset and has two modes: “normal” and “perturbed” which correspond to “aligned” and “rotated” as we defined in Section 4.5.2. The challenge happened in 2017 but there has been recent interest on it, especially on the “rotated” mode [31, 52, 115].

Table 4.1 shows the results. N is the number of retrieved elements, chosen to be the objects classified as the same class as the query. The Normalized Discounted Cumulative Gain (NDGC) score uses ShapeNet subclasses to measure relevance between retrieved models. Methods are ranked by the mean of micro (instance-based) and macro (class-based) mean average precision (mAP). Only the best performing methods are shown; refer to Savva et al. [169] for more results.

Our model surpass the state of the art for both “rotated” and “aligned” modes even without the triplet loss, which, when included, increase the margins. This is the most important result in this chapter, since it is on the largest available 3D shape retrieval benchmark and there are numerous published results on it.

4.5.2 ModelNet classification and retrieval

We evaluate 3D shape classification and retrieval on variations of ModelNet [211]. In order to compare with most publicly available results, we evaluate on “aligned” ModelNet, and use all available instances with the original train/test split (9843 for training, 2468 for test). We also evaluate on the more challenging “rotated” ModelNet40, where each instance appears with a random rotation from SO(3).
Table 4.1: SHREC’17 retrieval results. Top block: aligned dataset; bottom: rotated. Methods are ranked by the average between micro and macro mAP (the “score” in the second column). We also show precision (P), recall (R), F-score (F), mAP, and normalized discounted cumulative gain (G), where N is the number of retrieved elements. MVCNN models without the “M” suffix are from Su et al. [186].

| Method          | score | micro P@N | R@N | F1@N | mAP  | G@N  | macro P@N | R@N | F1@N | mAP  | G@N  |
|-----------------|-------|-----------|-----|------|------|------|-----------|-----|------|------|------|------|
| Ours-R-59       | 67.8  | 81.0      | 80.1| 79.8 | 77.2 | 86.5 | 60.2      | 63.9| 59.0 | 58.3 | 65.6 |
| RotatNet [103]  | 61.8  | 76.5      | 80.3| 77.2 | 74.0 | 82.8 | 51.8      | 60.1| 51.9 | 49.6 | 55.9 |
| DLAN [66]       | 57.0  | 81.8      | 68.9| 71.2 | 66.3 | 76.2 | 61.8      | 53.3| 50.5 | 47.7 | 56.3 |
| MVCNN-12        | 65.1  | 77.0      | 77.0| 76.4 | 73.5 | 81.5 | 57.1      | 62.5| 57.5 | 56.6 | 64.0 |
| MVCNN-M-12      | 69.1  | 83.1      | 77.9| 79.4 | 74.9 | 83.8 | 66.8      | 68.4| 65.2 | 63.2 | 70.3 |
| Ours-12         | 70.7  | 83.1      | 80.5| 81.1 | 77.7 | 86.3 | 65.3      | 68.7| 64.8 | 63.6 | 70.8 |
| Ours-20         | 71.4  | 83.6      | 80.8| 81.5 | 77.9 | 86.8 | 66.4      | 70.1| 65.9 | 64.9 | 71.9 |
| Ours-60         | 71.7  | 84.0      | 80.5| 81.4 | 77.8 | 86.4 | 67.1      | 70.7| 66.6 | 65.6 | 72.3 |
| Ours-R-20       | 72.2  | 83.6      | 81.7| 82.0 | 79.1 | 87.5 | 66.8      | 69.9| 66.1 | 65.4 | 72.3 |
| DLAN [66]       | 56.6  | 81.4      | 68.3| 70.6 | 65.6 | 75.4 | 60.7      | 53.9| 50.3 | 47.6 | 56.0 |
| ReVGG [169]     | 55.7  | 70.5      | 76.9| 71.9 | 69.6 | 78.3 | 42.4      | 56.3| 43.4 | 41.8 | 47.9 |
| RotatNet [103]  | 46.6  | 65.5      | 65.2| 63.6 | 60.6 | 70.2 | 37.2      | 39.3| 33.3 | 32.7 | 40.7 |
| MVCNN-80        | 45.1  | 63.2      | 61.3| 61.2 | 53.5 | 65.3 | 40.5      | 48.4| 41.6 | 36.7 | 45.9 |
| MVCNN-M-60      | 57.5  | 77.7      | 67.6| 71.1 | 64.1 | 75.9 | 55.7      | 56.9| 53.5 | 50.9 | 59.7 |
| Ours-12         | 58.1  | 76.1      | 70.0| 72.0 | 66.4 | 76.7 | 54.6      | 55.7| 52.6 | 49.8 | 58.6 |
| Ours-20         | 59.3  | 76.4      | 70.5| 72.4 | 66.9 | 77.0 | 54.6      | 58.0| 53.7 | 51.7 | 60.2 |
| Ours-60         | 62.1  | 78.7      | 72.9| 74.7 | 69.6 | 79.6 | 57.6      | 60.1| 56.3 | 54.6 | 63.0 |
| Ours-R-60       | 63.5  | 78.7      | 75.0| 75.9 | 71.8 | 81.1 | 58.3      | 60.6| 56.9 | 55.1 | 63.3 |
Tables 4.2 and 4.3 show the results. We show only the best performing methods and refer to the ModelNet website\textsuperscript{15} for the complete leaderboard. Classification performance is given by accuracy (acc) and retrieval by the mAP. Averages are over instances. We include class-based averages in Section 4.7.1.

We outperform the retrieval state of the art for both ModelNet\textsubscript{10} and ModelNet\textsubscript{40}, even without retrieval-specific features. When including such features (triplet loss and reordering by class label), the margin increases significantly.

We focus on retrieval and do not claim state of the art on classification, which is held by RotationNet [103]. While ModelNet retrieval was not attempted by Kanezaki et al. [103], the SHREC’17 retrieval was, and we show superior performance on it (Table 4.1). We show more comparisons with RotationNet [103] in Section 4.5.3.

**Table 4.2:** Aligned ModelNet classification and retrieval. We only compare with published retrieval results. We achieve state of the art retrieval performance even without retrieval-specific model features. This shows that our view aggregation is useful even when global equivariance is not necessary.

|                  | M40 (aligned) | M10 (aligned) |
|------------------|--------------|--------------|
|                  | acc | mAP | acc | mAP |
| MVCNN-12 [186]   | 90.1 | 79.5 | -   | -   |
| SPNet [219]      | 92.63| 85.21| 97.25| 94.20|
| PVNet [221]      | 93.2 | 89.5 | -   | -   |
| SV2SL [82]       | 93.40| 89.09| 94.82| 91.43|
| PANO-ENN [177]   | 95.56| 86.34| 96.85| 93.2 |
| MVCNN-M-12       | 94.47| 89.13| 96.33| 93.54|
| Ours-12          | 94.51| 91.82| 96.33| 95.30|
| Ours-20          | 94.69| 91.42| 97.46| 95.74|
| Ours-60          | 94.36| 91.04| 96.80| 95.25|
| Ours-R-12        | 94.67| 93.56| 96.78| 96.18|

\textsuperscript{15} \url{http://modelnet.cs.princeton.edu}
Table 4.3: Rotated ModelNet40 classification and retrieval. Note that the gap between “Ours” and “MVCNN-M” is much larger than in the aligned dataset, which demonstrates the advantage of our equivariant representation.

| M40 (rotated) | acc | mAP |
|--------------|-----|-----|
| MVCNN-80 [186] | 86.0 | - |
| RotationNet [103] | 80.0 | 74.20 |
| Spherical CNN [31] | 86.9 | - |
| MVCNN-M-60 | 90.68 | 78.18 |
| Ours-12 | 88.50 | 79.58 |
| Ours-20 | 89.98 | 80.73 |
| Ours-60 | 91.00 | 82.61 |
| Ours-R-60 | 91.08 | 88.57 |

4.5.3 Comparison with RotationNet

We provide further comparison against RotationNet [103]. While RotationNet remains the state of the art on aligned ModelNet classification, our method is superior on all retrieval benchmarks. We also outperform RotationNet on more challenging classification tasks: rotated and aligned ShapeNet, and rotated ModelNet. Table 4.4 shows the results.

Table 4.4: Classification accuracy (acc) and retrieval (mAP) comparison against RotationNet [103]. Results for ModelNet40 (MNet40) aligned (al) and rotated (rot) datasets, and for the SHREC’17 split of ShapeNet. The score for SHREC’17 is the average between micro and macro mAP.

| | MNet40 (al) | MNet40 (rot) | SHREC’17 (al) | SHREC’17 (rot) |
|---|---|---|---|---|
| acc | mAP | acc | mAP | acc | score | acc | score |
| RotationNet [103] | 97.37 | 93.00 | 80.0 | 74.20 | 85.39 | 67.8 | 77.37 | 46.6 |
| Ours | 94.67 | 93.56 | 91.08 | 88.57 | 89.15 | 72.2 | 85.93 | 63.5 |
4.5.4 Ablation

We run an experiment to compare effects of (i) filter support size, (ii) number of G-conv layers, and (iii) missing views. We evaluate on rotated ModelNet40 with “Ours-60” model as baseline. The base model has a filter support of nine elements, three G-conv layers and uses all 60 views.

When considering less than 60 views, we introduce view dropout during training where a random number (between 1 and 30) of views is selected for every mini-batch. This improves robustness to missing views. During test, we use a fixed number of views. Table 4.5 shows the results. As expected, we can see some decline in performance with fewer layers and smaller support, which reduces the receptive field at the last layer. Our method is robust to missing up to 50% of the views, with noticeable drop in performance when missing 80% or more.

Table 4.5: Ablation study on rotated ModelNet40. Our best performing model is on the top row.

| support | layers | views | pretrained | acc   | mAP   |
|---------|--------|-------|------------|-------|-------|
| 9       | 3      | 60    | yes        | 91.00 | 82.61 |
| 6       | 3      | 60    | yes        | 90.63 | 81.90 |
| 3       | 3      | 60    | yes        | 89.74 | 80.49 |
| 9       | 2      | 60    | yes        | 91.00 | 81.47 |
| 9       | 1      | 60    | yes        | 90.88 | 79.59 |
| 9       | 3      | 30    | yes        | 89.50 | 79.20 |
| 9       | 3      | 10    | yes        | 88.32 | 74.65 |
| 9       | 3      | 5     | yes        | 82.77 | 64.88 |
| 9       | 3      | 60    | no         | 87.40 | 70.44 |
4.5.5 Scene classification

So far we have shown experiments for object-centric configurations (outside-in), but our method is also applicable to camera-centric configurations (inside-out), which we demonstrate on the Matterport3D [23] scene classification from panoramas task. We sample multiple overlapping azimuthal views from the panorama as shown in Fig. 4.9, and apply our model over the cyclic group of 12 rotations, with six elements in the filter support. Table 4.6 shows the results.

![Figure 4.9: Top: original input from MatterPort3D [23] scene classification task. Bottom: our set of 12 overlapping views.](image)

The MV approach is superior to operating directly on panoramas because (i) it allows higher overall resolution while sharing weights across views, and (ii) views match the scale of natural images so pre-training is better exploited. Our MVCNN-M outperforms both baselines, and our proposed model outperforms it, which shows that the group based view
Table 4.6: Matterport3D panoramic scene classification results. We show accuracy in % per category.

|       | avg | office | lounge | family | entry- | dining | living | stairs | kitchen | porch | bathroom | bedroom | hallway |
|-------|-----|--------|--------|--------|--------|--------|--------|--------|---------|--------|----------|---------|---------|
| sing. [23] | 33.3 | 20.3 | 21.7 | 16.7 | 1.8 | 20.4 | 27.6 | 49.5 | 52.1 | 57.4 | 44.0 | 43.7 | 44.7 |
| pano [23]  | 41.0 | 26.5 | 15.4 | 11.4 | 3.1 | 27.7 | 34.0 | 60.6 | 55.6 | 62.7 | 65.4 | 62.9 | 66.6 |
| MV-M-12   | 51.9 | 18.0 | 16.4 | 23.8 | 8.6 | 46.7 | 37.1 | 84.1 | 73.3 | 81.0 | 78.2 | 81.7 | 73.8 |
| Ours-12   | 53.8 | 27.9 | 16.4 | 33.3 | 11.4 | 51.1 | 41.3 | 80.4 | 75.8 | 79.0 | 72.5 | 82.9 | 73.5 |

aggregation is also useful in this setting. Our representation is equivariant to azimuthal rotations here; a CNN operating directly on the panorama is also equivariant, but without properties (i) and (ii) aforementioned.

4.5.6 Discussion

Our model shows state of the art performance on multiple 3D shape retrieval benchmarks. We argue that the retrieval problem is more appropriate than classification to evaluate shape descriptors because it requires a complete rank of similarity between models instead of only a class label.

Our results for aligned datasets show that the full set of 60 views is not necessary and may be even detrimental in this case; but even when equivariance is not required, the principled view aggregation with G-convs is beneficial, as direct comparison between MVCNN-M and our method show. For rotated datasets, results show that performance increases with the number of views, and that the aggregation with G-convs brings major improvements.

Interestingly, our MVCNN-M baseline outperforms many competing approaches. The differences with respect to the original MVCNN [186] are (i) late view-pooling, (ii) use of ResNet, (iii) improved rendering, and (iv) improved learning rate schedule. These
significant performance gains were also observed in Gadelha et al. [67], and attest to the potential of multi-view representations.

One limitation is that our feature maps are equivariant only to discrete rotations, and while classification and retrieval performance under continuous rotations is good, for tasks such as continuous pose estimation it may not be. Another limitation is that we assume views to follow the group structure, which may be difficult to achieve for real images. This is not a problem for 3D shape analysis, though, because we can render any arbitrary view.

4.6 CONCLUSION

In this chapter we presented an approach that leverages the representational power of conventional deep CNNs and exploits the finite nature of the multiple views to design a group convolutional network that performs an exact equivariance in discrete groups, most importantly the icosahedral group. We also introduced localized filters and convolutions on homogeneous spaces in this context. Our method enables joint reasoning over all views as opposed to traditional view-pooling, and surpass the state of the art by large margins on several 3D shape retrieval benchmarks.
4.7 EXTRA RESULTS AND VISUALIZATION

4.7.1 ModelNet

Since some methods show ModelNet40 results as averages per class instead of the more common average per instance, we include extended tables with these metrics. We also present results on rotated ModelNet10. Table 4.7 shows the results.

Table 4.7: ModelNet results. We include classification accuracy and retrieval mAP per class (cls) and per instance (ins).

|                  | M40 (aligned) |          | M10 (aligned) |          |
|------------------|---------------|----------|---------------|----------|
|                  | acc ins | acc cls | mAP ins | mAP cls | acc ins | acc cls | mAP ins | mAP cls |
| Ours-12          | 94.51   | 92.49   | 91.82   | 88.28   | 96.33   | 96.00   | 95.30   | 95.00   |
| Ours-20          | 94.69   | 92.56   | 91.42   | 87.71   | 97.46   | 97.34   | 95.74   | 95.58   |
| Ours-60          | 94.36   | 92.40   | 91.04   | 87.30   | 96.80   | 96.58   | 95.25   | 95.01   |
| Ours-R-20        | 94.44   | 92.49   | 93.19   | 89.65   | 97.02   | 96.97   | 96.59   | 96.46   |

|                  | M40 (rotated) |          | M10 (rotated) |          |
|------------------|---------------|----------|---------------|----------|
|                  | acc ins | acc cls | mAP ins | mAP cls | acc ins | acc cls | mAP ins | mAP cls |
| Ours-12          | 88.50   | 85.77   | 79.58   | 74.64   | 91.89   | 91.54   | 86.93   | 86.08   |
| Ours-20          | 89.98   | 87.65   | 80.73   | 75.65   | 92.60   | 92.35   | 87.27   | 86.65   |
| Ours-60          | 91.00   | 89.24   | 82.61   | 78.02   | 92.83   | 92.80   | 88.47   | 88.02   |
| Ours-R-20        | 91.08   | 88.94   | 88.57   | 84.37   | 93.05   | 93.08   | 92.07   | 91.99   |

4.7.2 Feature maps

We visualize more examples of our equivariant feature maps in Figs. 4.10 to 4.12. Each figure shows 8 different input rotations, the first 5 are from a subgroup of rotations around one axis with 72° spacing, the other 3 are from other subgroup with 120° spacing. We show
the axis of rotation in red. The first column is a view of the input, the second is the initial representation on the group or H-space the other three are features on each G-CNN layer.

Our method is equivariant to the 60-element discrete rotation group even with only 12 or 20 input views. In Fig. 4.10 we take only 12 input views, giving initial features on the H-space represented by faces of the dodecahedron. Note that the five first rotations in this case are in-plane for the views corresponding to the axis of rotation. Due to our procedure described in Section 4.4.3, this gives an invariant descriptor which can be visualized as the face with constant color. Similarly, in Fig. 4.11, we take 20 views and the invariant descriptor appears in the last three rotations.

Equivariance is easily visualized on faces neighboring the axis of rotation. For the dodecahedron, we can see cycles of five when the axis is on one face and cycles of three when the axis is on one vertex. For the icosahedron, we can see cycles of three when the axis is on one face and cycles of five when the axis is on one vertex. For the pentakis dodecahedron (Fig. 4.12), we can see groups of five cells that shift one position when rotation is of $72^\circ$ and groups of six cells that shift two positions when rotation is of $120^\circ$. 
Figure 4.10: Feature maps with 12 input views.
Figure 4.11: Feature maps with 20 input views.
Figure 4.12: Feature maps with 60 input views.
The Spherical CNNs

5.1 Introduction

One of the reasons for the tremendous success of convolutional neural networks (CNNs) is their equivariance to translations in Euclidean spaces and the resulting invariance to local deformations. The traditional way to address invariance with respect to other nuisances is with data augmentation, while non-Euclidean inputs like point-clouds are often approximated by euclidean representations like voxel spaces. Only recently, equivariance with respect to other groups was considered \cite{36, 209} and CNNs for manifolds and graphs were proposed \cite{17, 15, 31}.

Equivariant networks retain information about group actions on the input and on the feature maps throughout the layers of a network. Because of their special structure, feature transformations are directly related to spatial transformations of the input. Such equivariant structures yield a lower model complexity in terms of number of parameters than alternatives like the spatial transformer networks (STNs) \cite{99}, where a learned canonical transformation is applied to the original input.

In this chapter, we are primarily interested in analyzing 3D shapes for alignment, retrieval and classification. Translation and scale invariance are easily achieved in volumetric
and point-cloud based approaches by setting the object’s origin to its center and constraining its extent to a fixed constant. However, 3D rotations remain a challenge. Figure 5.1 illustrates how classification performance for conventional methods suffers when arbitrary rotations are introduced.

![Figure 5.1: ModelNet40 classification for point cloud [159], volumetric [160], and multi-view [186] methods. The significant drop in accuracy illustrates that conventional methods do not generalize to arbitrary (SO(3)/SO(3)) and unseen orientations (z/SO(3)).](image)

We model 3D shapes with vector-valued spherical functions and introduce a novel equivariant convolutional neural network with spherical inputs (Fig. 5.2 illustrates the equivariance). The main operation is the spherical convolution, which has spherical outputs and is different from the cross-correlation that has outputs in the rotation group SO(3).

We employ exact convolutions that yield zonal filters, i.e., filters with constant values along the same latitude. Convolutions cannot be evaluated efficiently on the spatial domain as is usual on Euclidean spaces, but can be exactly computed as pointwise multiplication in the spectral domain through decomposition in the spherical harmonics basis.
Figure 5.2: Each row shows the rotated input mesh and a few corresponding spherical feature maps learned by our network. Note the activations on the aircraft engines on the second column; they clearly illustrate rotation equivariance.

It is natural then to apply pooling in the spectral domain. Spectral pooling has the advantage that it retains equivariance while spatial pooling on the sphere is only approximately equivariant. We also propose a weighted averaging pooling where the weights are proportional to the cell area. The only reason to return to the spatial domain is the rectifying nonlinearity, which is a pointwise operator.

To obtain localized filters, we enforce a smooth spectrum by learning weights only on few anchor frequencies and interpolating between them, yielding, as additional advantage, a number of weights independent of the spatial resolution.

We perform 3D retrieval, classification, and alignment experiments, and also present an extension to semantic segmentation of spherical panoramas. Our aim is to show that we can achieve near state-of-the-art performance with a much lower network capacity, which we achieve for the ModelNet40 [211] dataset and the SHREC’17 large scale 3D shape retrieval challenge [169].

The following summarizes the main contributions in this chapter.
• We propose the first neural network based on spherical convolutions.
• We introduce pooling and parameterization of filters in the spectral domain, with enforced spatial localization and capacity independent of the resolution.
• In addition to the conventional equiangular grid, we explore a uniform spherical grid that and show its benefits.
• Our model has much lower capacity than non-spherical counterparts applied to 3D data without sacrificing performance.
• We present an extension of our model that is the first equivariant model for panoramic image segmentation.

Most of the content in this chapter appeared originally in Esteves et al. [52, 55, 53], Source code is available at https://github.com/daniilidis-group/spherical-cnn.

5.2 RELATED WORK

We will start describing related work on group equivariance, in particular equivariance on the sphere, then delve into CNN representations for 3D data.

There are different methods for enabling equivariance in CNNs. Equivariance can be obtained by constraining filter structure similarly to Lie generator based approaches [175, 88]. Worrall et al. [209] is a representative of these methods in a CNN setting, using filters derived from the complex harmonics achieving both rotational and translational equivariance. Another way is to use a filter orbit which is itself equivariant to obtain group equivariance. Cohen and Welling [36] formalized these methods in the context of CNNs.

Recently, a body of work on graph convolutional networks (GCN) has emerged. There are two threads within this space, spectral [18, 41, 110, 220] and spatial [11, 141, 146,
These approaches learn filters on irregular but structured graph representations. These methods differ from ours in that we are looking to explicitly learn equivariant and invariant representations for 3D-data modeled as spherical functions under rotation. While such properties are difficult to construct for general manifolds, we leverage the group action of rotations on the sphere.

Cohen et al. [31] is the closest to our approach and developed in parallel. It uses spherical correlation to map spherical inputs to features on SO(3), then processed with a series of cross-correlations on SO(3). The main difference is that we use spherical convolutions, which are potentially one order of magnitude faster, with smaller (one fewer dimension) filters and feature maps. In addition, we enforce smoothness in the spectral domain that results in better localization of the receptive fields on the sphere and we perform pooling in two different ways, either as a low-pass filter in the spectral domain or as a weighted averaging in the spatial domain. Moreover, our method outperforms Cohen et al. [31] on the SHREC’17 benchmark and on the spherical MNIST dataset.

Spherical representations for 3D data have been used for retrieval tasks before the deep learning era [64, 105] because of their invariance properties and the efficient implementation of spherical correlation [136].

A variety of 3D shape representations besides the spherical have been explored in the context of deep learning. The most natural adaptation of 2D methods is to use a voxel-grid representation of the 3D object and amend the 2D CNN framework to use 3D filters for cascaded processing in the place of conventional 2D filters. Such approaches require a tremendous amount of computation even for small voxel resolutions. The first attempts in this line were by Wu et al. [211] and Maturana and Scherer [142], which propose a volumetric network with 3D convolutional layers followed by fully-connected layers. Qi et al. [160] observe significant overfitting when attempting to train such models end-to-end and amend the technique by using subvolume classification as an auxiliary task. They
also propose an alternative model that learns to project the volumetric representation to a 2D representation that is then processed using a conventional 2D CNN. Even with these adaptations, Qi et al. [160] are challenged by overfitting and suggest augmentation in the form of orientation pooling as a remedy.

Qi et al. [159] present a neural network that operates directly on point clouds, which was followed by several others [113, 126]. While much more efficient than the volumetric approaches, the generalization performance of these models is lower (as exemplified in Fig. 5.1), because they operate directly on coordinate values. Later iterations such as Charles et al. [24] present improvements by learning features hierarchically, but they come with increased a computational cost.

Currently, the most successful approaches for 3D shape analysis are view-based, operating on rendered views of the 3D object. Su et al. [186] introduced the idea, which gave rise to numerous follow-ups [160, 103, 7]. The high performance of these methods is in part due to the use of large pre-trained 2D CNNs (on ImageNet [168], for instance).

Volumetric and point cloud methods are not generally equivariant to 3D rotations. The multi-view methods are usually invariant to the discrete set of views considered, and a large number of views would be required to approximate equivariance to continuous rotations. These approaches all struggle with shape understanding in arbitrary orientations, even with significant training data augmentation. The main objective of this chapter is to overcome this limitation.
5.3 PRELIMINARIES

5.3.1 Group and homogeneous space convolution

Recall that a map $\Phi: E \rightarrow F$ is equivariant to a group $G$ when for any $g \in G$

$$\Phi(\lambda_g(f)) = \lambda_g'(\Phi(f)),$$

where $\lambda_g$ and $\lambda_g'$ are the group actions on $E$ and $F$, respectively.

A straightforward example of equivariant representation is an orbit. For an object $x$, its orbit $O(x)$ with respect to the group $G$ is

$$O(x) = \{ \lambda_g x \mid g \in G \}. \quad (5.1)$$

When seeing $O(x)$ as a set (unordered), it is invariant to the action of $g$. When seeing it as a list (ordered), it is equivariant, since $O(x)$ and $O(\lambda_u x)$ are related by a permutation.

Through this example it is possible to develop an intuition into the equivariance of the group convolution ($G$-conv); it can be viewed as averaging the inner-products of some function $f$ with all elements of the orbit of a “flipped” filter $k$. Formally, we define the group convolution between $f$, $k: G \rightarrow \mathbb{R}$ as

$$(f \ast k)(g) = \int_{u \in G} f(u)(\lambda_u k)(g) \, dg = \int_{u \in G} f(u)k(u^{-1}g) \, dg$$

As shown in Section 2.4.3, group convolution is equivariant to actions of the group. In this chapter, we are interested in learning equivariant representations of spherical functions. Since the sphere is not a group but a homogeneous space of $SO(3)$, we specialize the homogeneous space convolution ($H$-conv) and homogeneous space cross-correlation ($H$-
corr) defined in Section 4.3. For \( f, k : S^2 \rightarrow \mathbb{R} \), we have, where \( \nu \) is north pole on the sphere,

\[
(f \ast k)(y) = \int_{g \in SO(3)} f(g\nu)k(g^{-1}y) \, dg,
\]

\[
(f \ast k)(g) = \int_{x \in S^2} f(gx)k(x) \, dx.
\]

Note that \( f \ast k \) is on \( S^2 \) while \( f \circ k \) is on \( SO(3) \). Since the space considered in this chapter is always the sphere, we refer to Eq. (5.2) as spherical convolution and to Eq. (5.3) as spherical cross-correlation.

We also evaluated group convolutions on Chapters 3 and 4, but those are simpler cases. In the polar transformer networks (PTNs) of Chapter 3, the dilated rotation group is abelian so the simple change to canonical coordinates transformed the group convolution in a planar convolution. In the equivariant multi-view networks (EMVNs) of Chapter 4, only discrete groups and homogeneous spaces were considered, so the evaluation could be simplified by enumerating all elements. For evaluation on continuous spaces these techniques do not work; the solution is computation in the spectral domain, which we discuss next.

### 5.3.2 Spherical harmonics

To implement Eqs. (5.2) and (5.3), it is desirable to sample the sphere with well-distributed and compact cells with transitivity (rotations exist which bring cells into coincidence). Unfortunately, such a discretization does not exist [196]. Neither the familiar sampling by latitude and longitude nor the uniformly distributed sampling according to Platonic
solids satisfies all constraints. These issues are compounded with the eventual goal of performing cascaded convolutions on the sphere.

To circumvent these issues, we evaluate the spherical convolution in the spectral domain. This is possible since the machinery of Fourier analysis extends the well-known convolution theorem to functions on the sphere: the spherical Fourier transforms of the spherical convolution and cross-correlation are products of spherical Fourier transforms coefficients, as proved in Section 2.5.2. Recall the spherical Fourier transform and its inverse for $f: S^2 \rightarrow \mathbb{R}$ as discussed in Section 2.4.6. For a function $f: S^2 \rightarrow \mathbb{R}$, the spherical harmonics $Y^\ell_m: S^2 \rightarrow \mathbb{C}$ of degree $\ell$ and order $m$, and coefficients $\hat{f}^\ell_m \in \mathbb{C}$, we have

$$f(x) = \sum_{0 \leq \ell \leq b} \sum_{|m| \leq \ell} \hat{f}^\ell_m Y^\ell_m(x), \quad (5.4)$$

$$\hat{f}^\ell_m = \int_{S^2} f(x) Y^\ell_m(x) \, dx, \quad (5.5)$$

where $b$ is the bandwidth of $f$. We refer to Eq. (5.5) as the spherical Fourier transform (SFT), and to Eq. (5.4) as its inverse (ISFT). Revisiting Eq. (5.2), we compute the spherical convolution in the spectral domain as

$$\hat{f} \ast \hat{k}^\ell_m = 2\pi \sqrt{\frac{4\pi}{2\ell+1}} \hat{f}^\ell_m \hat{k}^\ell_0. \quad (5.6)$$

To compute the convolution of a signal $f$ with a filter $k$, we (i) expand $f$ and $k$ into their spherical harmonic basis (Eq. (5.5)), (ii) compute the pointwise product (Eq. (5.6)), and (iii) invert the spherical harmonic expansion (Eq. (5.4)).

This definition of spherical convolution differs from spherical correlation which produces an output response on $\text{SO}(3)$. Convolution here can be seen as marginalizing the angle responsible for rotating the filter about its north pole, or, equivalently, considering zonal filters on the sphere.
5.3.3 Practical considerations and optimizations

To evaluate the spherical Fourier transform (SFT) on a discretized setting, we use equian-
gular samples on the sphere according to the sampling theorem of Driscoll and Healy [49]

\[
\hat{f}_m^\ell = \frac{\sqrt{2\pi}}{2b} \sum_{j=0}^{2b-1} \sum_{k=0}^{2b-1} a_j^{(b)} f(\theta_j, \phi_k) Y^\ell_m(\theta_j, \phi_k),
\]

where \( \theta_j = \pi j/2b \) and \( \phi_k = \pi k/b \) form the sampling grid, and \( a_j^{(b)} \) are the sample weights. All required operations are matrix pointwise multiplications and sums, which are differentiable and readily available in most automatic differentiation frameworks. In our direct implementation, we precompute all needed \( Y^\ell_m \), and store them as constants in the computational graph.

**Separation of variables** We also implement a potentially faster SFT based on separation of variables as shown in Driscoll and Healy [49]. Expanding \( Y^\ell_m \) in Eq. (5.7), we obtain

\[
\hat{f}_m^\ell = \sum_{j=0}^{2b-1} \sum_{k=0}^{2b-1} a_j^{(b)} f(\theta_j, \phi_k) q_m^\ell P_m^\ell(\cos \theta_j) e^{-im\phi_k}
\]

\[
= q_m^\ell \sum_{j=0}^{2b-1} a_j^{(b)} P_m^\ell(\cos \theta_j) \sum_{k=0}^{2b-1} f(\theta_j, \phi_k) e^{-im\phi_k},
\]

where \( P_m^\ell \) is the associated Legendre polynomial, and \( q_m^\ell \) a normalization factor. We compute the inner sum with a row-wise Fast Fourier Transform (FFT) and what remains is an associated Legendre transform, computed directly. The same idea applies for the inverse spherical Fourier transform (ISFT). We found that convolution computed using
this method is roughly as efficient as the naive approach when $b = 32$, but 2.4 times faster for $b = 64$. There are faster SFT algorithms [49, 87], which we did not attempt.

**LEVERAGING SYMMETRY** For real-valued inputs, $\hat{f}_{-m} = (-1)^m \hat{f}_{m}$ (this follows from $\bar{Y}_{-m} = (-1)^m Y_m$). We thus only need compute half of the coefficients ($m > 0$). Furthermore, we can rewrite the SFT and ISFT to avoid computationally expensive complex number multiplications:

$$f = \sum_{0 \leq \ell \leq b} \left( \hat{f}_0 Y_0 + 2 \sum_{m=1}^{\ell} \Re(\hat{f}_m) \Re(Y_m) - \Im(\hat{f}_m) \Im(Y_m) \right), \quad (5.9)$$

where $\Re(x)$ indicate the real part of $x$ and $\Im(x)$ the imaginary.

### 5.4 Method

Figure 5.3 shows an overview of our method. We define a block as one spherical convolutional layer, followed by optional pooling, and nonlinearity. A weighted global average pooling is applied at the last layer to obtain an invariant descriptor. This section details the architectural design choices.

#### 5.4.1 Spectral filtering

In this section, we define the filter parameterization. One possible approach would be to define a compact support around one of the poles and learn the values for each discrete location, setting the rest to zero. The downside of this approach is that there are no guarantees that the filter will be bandlimited. If it is not, the SFT will be implicitly
Figure 5.3: Overview of our method. From left to right: a 3D model (1) is mapped to a spherical function (2), which passes through a sequence of spherical convolutions, nonlinearities and pooling, resulting in equivariant feature maps (3–9). We show only a few channels per layer. A global weighted average pooling of the last feature map results in a descriptor invariant to rotation (10), which can be used for classification or retrieval. The input spherical function (2) may have multiple channels, in this picture we show the distance to intersection representation.

bandlimiting the signal, which causes a discrepancy between the parameters and the actual realization of the filters in the form of ringing effects.

To avoid this problem, we parameterize the filters in the spectral domain. In order to compute the convolution of a function $f$ and a filter $k$, only the SFT coefficients of order $m = 0$ of $k$ are necessary. In the spatial domain, this implies that for any $k$, there is always a zonal filter (constant value per latitude) $k_z$ such that $f \ast k = f \ast k_z$ for all $f$. Thus, it makes sense to constrain the learned filters to be zonal.

The spectral parameterization is also faster because it eliminates the need to compute the filter SFT, since the filters are already in the spectral domain as required by the convolution computation.

**Non-localized Filters** A first approach is to parameterize the filters by all SFT coefficients of order $m = 0$, which are real-valued when the filter is real-valued. For example, given $32 \times 32$ inputs, the maximum bandwidth is $b = 16$, so there are 16
parameters to be learned: $\hat{h}_0^0, \ldots, \hat{h}_0^{15}$. A downside is that the filters may not be local; however, locality may be learned.

**Localized Filters** From Parseval’s theorem and the derivative rule from Fourier analysis we can show that spectral smoothness corresponds to spatial decay. This idea is used in the construction of graph-based neural networks [18], and also applies to the filters spanned by the family of spherical harmonics of order zero ($m = 0$).

Consider a normalized, zero-mean zonal filter $k'(\theta, \phi) = k(\cos \theta)$ and the functional $\Lambda_k$, which measures how spread out $k'$ is with respect to the north pole ($\theta = 0$):

$$\Lambda_k = \int_{-1}^{1} (x - 1)^2 k(x)^2 \, dx.$$  \hspace{1cm} (5.10)

Let us write $(x - 1)k(x)$ in terms of $\hat{k}^\ell$, the Legendre coefficients of $k(x)$. We’ll need the following recursive relation between the Legendre polynomials [124]

$$xP^\ell(x) = \frac{(\ell + 1)p^{\ell+1}(x) + \ell p^{\ell-1}(x)}{2\ell + 1}.$$ \hspace{1cm} (5.11)
We write

\[ k(x) = \sum_{\ell=1}^{\infty} \hat{k}^\ell p^\ell(x), \]

\[ xk(x) = \sum_{\ell=1}^{\infty} \frac{\ell \hat{k}^{\ell-1} + (\ell + 1) \hat{k}^{\ell+1}}{2\ell - 1 + 2\ell + 3} - \hat{k}^{\ell+1} \frac{p^{\ell+1}(x)}{2\ell + 1}, \]

\[ (x-1)k(x) = \sum_{\ell=1}^{\infty} \frac{\ell \hat{k}^{\ell-1} + (\ell + 1) \hat{k}^{\ell+1}}{2\ell - 1 + 2\ell + 3} - \hat{k}^{\ell+1} \frac{p^{\ell+1}(x)}{2\ell + 1}, \]

\[ \approx \sum_{\ell=1}^{\infty} \left( \frac{\hat{k}^{\ell-1} + \hat{k}^{\ell+1}}{2} - \hat{k}^\ell \right) p^\ell(x), \]

\[ = \sum_{\ell=1}^{\infty} \Delta_2 \hat{k}^\ell \frac{p^\ell(x)}{2} \]

where \( \Delta_2 \hat{k}^\ell \) is the second order finite difference of the coefficients \( \hat{k} \) around \( \ell \), a metric of smoothness. We finally return to Eq. (5.10) and write

\[ \Lambda_k = \int_{-1}^{1} (x-1)^2 k(x)^2 \, dx \approx \sum_{\ell=1}^{\infty} (\Delta_2 \hat{k}^\ell)^2 n_\ell^2, \quad (5.12) \]

where \( n_\ell \) are constants. This shows that minimizing second order finite differences of Legendre coefficients results in localized filters. In particular, \( \Delta_2 \hat{h}^\ell \) is zero when \( \hat{h}^{\ell-1}, \hat{h}^\ell, \) and \( \hat{h}^{\ell+1} \) are collinear, which is what we encourage.

We fix \( n \) uniformly spaced degrees \( \ell_i \) (denoted anchor points) and learn the correspondent coefficients \( \hat{h}^{\ell_i} \). The coefficients for missing degrees are then obtained by linear interpolation. Given consecutive anchor points at \( \ell_i \) and \( \ell_j \), we have \( \Delta_2 \hat{h}^\ell = 0 \) for all \( \ell_i < \ell < \ell_j \), encouraging filter localization.

A second advantage of this procedure is that the number of parameters per filter is independent of the input resolution. Figure 5.4 illustrates the complete spherical convolution...
computation with localized filters, and Fig. 5.5 shows some filters learned by our model; the right side filters are with the localization procedure.

**Figure 5.4:** Spherical convolution with localized filters. We arrange the input SFT in a lower-triangular matrix where the i-th row contains coefficients of order $\ell = i$. The anchor points shown in the bottom-left are learned (eight parameters, in this example); the rest of the filter spectrum is linearly interpolated. Then, evaluation of Eq. (5.6) for all degrees is a simple multiplication with a diagonal matrix constructed from the zonal filter coefficients. Finally, we apply the ISFT to the resulting spectrum to recover the output spherical function.

**Figure 5.5:** Filters learned in the first layer. The filters are zonal. Left: 16 nonlocalized filters. Right: 16 localized filters. Nonlocalized filters are parameterized by all spectral coefficients (16, in the example). Even though locality is not enforced, some filters learn to respond locally. Localized filters are parameterized by a few points of the spectrum (4, in the example), the rest of the spectrum is obtained by interpolation; notice how the energy is more concentrated around the pole.
5.4.2 Pooling

The conventional spatial max pooling used in CNNs has two drawbacks in spherical CNNs: (i) it requires an expensive ISFT to convert back to spatial domain, and (ii) equivariance is not fully preserved, especially because of unequal cell areas from equiangular sampling. Weighted average pooling (WAP) takes into account the cell areas to mitigate the latter, but is still affected by the former.

We introduce the spectral pooling (SP) for spherical CNNs. If the input has bandwidth $b$, we remove all coefficients with degree larger or equal than $b/2$ (effectively, a lowpass box filter). Such operation causes ringing artifacts, which can be mitigated by previous smoothing, although we did not find any performance advantage in doing so. Note that spectral pooling was proposed before for conventional CNNs [164], where the high-frequency 2D Fourier transform coefficients are dropped.

We found that spectral pooling is significantly faster\textsuperscript{16}, reduces the equivariance error, but also reduces classification accuracy. The choice between SP and WAP is application-dependent. For example, we found that SP more suitable for applications that directly require low equivariance error, such as shape alignment. Table 5.5 shows the equivariance errors, while Table 5.6 shows the classification performance for each method.

5.4.3 Global pooling

In fully convolutional networks, it is usual to apply a global average pooling at the last layer to obtain a descriptor vector where each entry is the average of one feature channel. We use the same idea; however, the equiangular spherical sampling results in cells of

\textsuperscript{16} For the experiments in Table 5.6, one epoch for the WAP model in the first row takes 234s, versus 132s for the SP model in the third row, both on a Nvidia 1080 Ti.
different areas, so we compute a weighted average instead, where a cell’s weight is the sine of its latitude. We denote it weighted global average pooling (WGAP). Note that the WGAP is invariant to rotation, therefore the descriptor is also invariant. Figure 5.6 shows examples of such descriptors.

An alternative is to use the magnitude per degree of the SFT coefficients; formally, if the last layer has bandwidth $b$ and $\hat{f}^\ell = [\hat{f}_{-\ell}^\ell, \hat{f}_{-\ell+1}^\ell, \ldots, \hat{f}_\ell^\ell]$, then $d = [\|\hat{f}_0^\ell\|, \|\hat{f}_1^\ell\|, \ldots, \|\hat{f}_b^\ell\|]$ is an invariant descriptor [3]. We denote this approach MAG-L (magnitude per degree $\ell$). We found no difference in classification performance when using it (see Table 5.6).

Figure 5.6: Our model learns descriptors that are nearly invariant to input rotations. From top to bottom: five azimuthal rotations and correspondent descriptors (one per row), five arbitrary rotations and correspondent descriptors. The invariance error is negligible for azimuthal rotations; since we use equiangular sampling, the cell area varies with the latitude, and rotations around $z$ preserve latitude. Arbitrary rotations brings a small invariance error, for reasons detailed in Section 5.5.6.

5.4.4 Spherical sampling

The most common way to sample a function on the sphere is with an equiangular grid. For instance, we use the grid from Driscoll and Healy [49] in most experiments, defined for $n \times n$ resolution as $\theta_i = \pi i / n$, $\phi_j = 2\pi j / n$ with $0 < i, j < n - 1$. 
A major problem with equiangular grids is that the sampling near the poles is much finer than near the equator. This would not be an issue if we always had bandlimited input signals, but there is no such guarantee when inputs are constructed from arbitrary meshes, as is our case. This manifests as equivariance errors, because some high frequency details may only come to light under certain orientations.

A potential improvement is the HEALPix spherical grid [74], which is widely used in the astrophysics community and has several appealing properties:

- **Hierarchical** The grid consists of a quadrilateral mesh on the sphere. At the coarsest resolution it has 12 cells; to increase the resolution, each cell is divided in 4. This is convenient when performing pooling, as it is trivial to obtain any cell’s parent at a lower resolution. When using the HEALPix grid we do not apply spectral or weighted average pooling; the average or max over sibling cells is the proper aggregation operation.

- **Equal area** The area of all quadrilateral cells at some resolution is the same, which results in an uniform sampling of the sphere.

- **Iso-latitude** The HEALPix pixels cannot be arranged in a 2D matrix as the equiangular grids. However, they are arranged in a number of parallel latitude circles. This allows some memory savings by using a method similar to the separation of variables in Eq. (5.8), where each latitude circle is processed separately.

Figure 5.7 shows the grid points and examples of a mesh converted to spherical function using different grids.

However, one disadvantage is that while there are sampling theorems that guarantee exact spherical harmonics decomposition and reconstruction of bandlimited functions for equiangular grids [49, 87], no such theorems exist for arbitrary grids. This means that applying an SFT followed by an ISFT to a function \( f \) sampled on a HEALPix grid does not
Figure 5.7: We show the grids and views of a mesh of a chair converted to spherical functions $f_E$ and $f_H$ for the equiangular and HEALPix grids, respectively. From left to right: (1) equiangular grid, (2) HEALPix grid, (3) south pole of $f_E$, (4) south pole of $f_H$, (5) equator of $f_E$, (6) equator of $f_H$, (7) original mesh. Note how the equiangular grid results in higher resolution at the poles and lower at the equator, while HEALPix is approximately uniform everywhere. In particular, the HEALPix capture better the arms of the chair, even with fewer points in total (3072 vs 4096).

result in $f$, even when $f$ is bandlimited. Our experiments show that the advantages of a uniform grid are worth anyway (see Table 5.2).

Most of our equiangular grid implementation is also applicable for the HEALPix grid, because after conversion to the spectral domain, the input grid does not matter anymore. The number and arrangement of spectral coefficients is the same for any input grid. Since our filters are also defined in the spectral domain, the same model can be used with any input grid.

5.4.5 Architecture

Our main architecture has two branches, one for distances and one for surface normals. This performs better than having two input channels and slightly better than having two separate voting networks for distance and normals. Each branch has eight spherical convolutional layers, and 16, 16, 32, 32, 64, 64, 128, 128 channels per layer. We perform pooling and feature concatenation of one branch into the other when the number of channels increase, and eight anchor points per filter are used. WGAP is applied after the last layer, which is then projected into the number of classes.
The major advantage of our model is inherent equivariance to $\text{SO}(3)$ and our experiments are on tasks that benefit from it; namely, shape classification and retrieval in arbitrary orientations, shape alignment, and panoramic image segmentation. The focus is on problems related to 3D shapes due to the availability of large datasets and published results on them.

### 5.5.1 Preliminaries

**Shape to Sphere Projection** 3D shapes are usually represented by mesh or voxel grid, which need to be converted to spherical functions. The conversion function itself must be equivariant to rotations; our learned representation will not be equivariant if the input is pre-processed by a non-equivariant function.

Given a mesh or voxel grid, we first find the bounding sphere and its center. For the equiangular grid\(^{\text{17}}\) given a desired resolution $n$, we cast $n \times n$ equiangular rays from the center, and obtain the intersections between each ray and the mesh/voxel grid.

Let $d_{jk}$ be the distance from the center to the farthest point of intersection, for a ray at direction $(\theta_j, \phi_k)$. We define the function on the sphere as $f(\theta_j, \phi_k) = d_{jk}, 1 \leq j, k \leq n$.

For mesh inputs, we also compute the angle $\alpha$ between the ray and the surface normal at the intersecting face, yielding two channels $f(\theta_j, \phi_k) = [d_{jk}, \sin \alpha]$.

Technically, this representation is suitable for star-shaped objects, defined as objects that contain an interior point from where the whole boundary is visible. Moreover, the center of the bounding sphere must be one of such points. In practice, we do not check

---

\(^{17}\) An analogous procedure applies when using the HEALPix grid.
if these conditions hold – results show that even if the representation is ambiguous or non-invertible, it is still useful.

We do not present results for point clouds, but projection to the sphere is also possible for this kind of input. We can assign each point to the closest ray and average or max pooling with respect to the distance to center can then be used to obtain a single channel on the sphere.

**TRAINING**  
Except when stated otherwise, we train using Adam [109], for 48 epochs, initial learning rate of $1 \times 10^{-3}$, divided by 5 on epochs 32 and 40. We use data augmentation for training, performing rotations, anisotropic scaling and mirroring on input meshes, and adding jitter to the bounding sphere center when constructing the spherical function. Even though our learned representation is equivariant to rotations, augmenting the inputs with rotations is still beneficial due to interpolation and sampling effects.

### 5.5.2 Rotated handwritten digit classification

Our initial experiment is on the spherical MNIST dataset introduced by Cohen et al. [31]. The dataset consists of handwritten digits from MNIST projected into a hemisphere and optionally rotated. On the rotated versions, each of the 50k MNIST test entries is assigned one of 100 possible rotations, and the 10k test entries are assigned to 20 different possible rotations. This requires generalization to unseen rotations to achieve good performance. We do not perform rotation augmentation in this experiment to keep the comparison fair.

We utilize a network with six spherical convolutional layers, and 16, 16, 32, 32, 58, 58 channels per layer, with a total of 57k parameters to match Cohen et al. [31]. Pooling is performed when the number of channels increase. We train for 12 epochs, initial learning rate of $1 \times 10^{-3}$, divided by 5 on epochs 6 and 10.
Table 5.1 shows the results. We outperform the baseline in all modes, which evidences that the limitation of our zonal filters is overcome by having deeper and wider networks, which is possible because the spherical convolutions we use are much more efficient than the SO(3) cross-correlations of Cohen et al. [31]. We manage to keep the number of parameters low even with deeper networks by parameterizing the spectra as described in Section 5.4.1.

Table 5.1: Spherical MNIST classification accuracy. c means canonical orientation (no rotation). x/y indicates training on x and testing on y. Comparison is against Cohen et al. [31].

| Method         | c/c  | SO(3)/SO(3) | c/SO(3) | # params    |
|----------------|------|-------------|---------|------------|
| planar [31]    | 0.98 | 0.23        | 0.11    | $58 \times 10^3$ |
| S$^2$CNN [31]  | 0.96 | 0.95        | 0.94    | $58 \times 10^3$ |
| Ours           | 0.987| 0.985       | 0.981   | $57 \times 10^3$ |

5.5.3 3D object classification

This section shows classification performance on ModelNet40 [211]. We consider the following three modes.

- z/z trained and tested with azimuthal rotations,
- SO(3)/SO(3) trained and tested with arbitrary rotations, and
- z/SO(3) trained with azimuthal and tested with arbitrary rotations.

Table 5.2 shows the results. All competing methods suffer a sharp drop in performance when arbitrary rotations are present, even when they are seen during training. Our model is more robust, but there is a noticeable drop for mode z/SO(3). In the equiangular sampling case, the cell area varies with latitude. Rotations around z preserve latitude, so
Table 5.2: ModelNet40 classification accuracy per instance. Spherical CNNs are robust to arbitrary rotations, even when not seen during training, while also having one order of magnitude fewer parameters and faster training.

| Method               | z/z | SO(3)/SO(3) | z/SO(3) | params     | inp. size |
|----------------------|-----|--------------|---------|------------|-----------|
| PointNet [159]       | 89.2| 83.6         | 14.7    | $3.5 \times 10^6$ | 2048 x 3  |
| PointNet++ [24]      | 89.3| 85.0         | 28.6    | $1.7 \times 10^6$ | 1024 x 3  |
| VoxNet [142]         | 83.0| 73.0         | -       | $0.9 \times 10^6$ | 30^3      |
| SubVolSup [160]      | 88.5| 82.7         | 36.6    | $17 \times 10^6$  | 30^3      |
| SubVolSup MO [160]   | 89.5| 85.0         | 45.5    | $17 \times 10^6$  | 20 x 30^3 |
| MVCNN 12x [186]      | 89.5| 77.6         | 70.1    | $99 \times 10^6$  | 12 x 224^2|
| MVCNN 80x [186]      | 90.2| 86.0         | 81.5    | $99 \times 10^6$  | 80 x 224^2|
| RotationNet 20x [103]| 92.4| 80.0         | 20.2    | $58.9 \times 10^6$| 20 x 224^2|
| Ours (equiangular)   | 88.9| 86.9         | 78.6    | $0.5 \times 10^6$ | 2 x 64^2  |
| Ours (HEALPix)       | 88.3| 87.4         | 82.6    | $0.5 \times 10^6$ | 2 x 3072  |

regions at same height are sampled at same resolution during training, but not during test in mode z/SO(3). We show that this is improved by using the HEALPix spherical sampling. Even at a lower resolution (3072 vs 4096 pixels), the HEALPix grid achieves superior performance in when the full rotation group is considered.

We evaluate competing methods using default settings of their published code. The volumetric [160] and point cloud based [159, 24] methods cannot generalize to unseen orientations (z/SO(3)). The multi-view [186, 103] methods can be seen as a brute force approach to equivariance; MVCNN [186] generalizes to unseen orientations up to a point. Yet, our spherical CNN outperforms it, even with orders of magnitude fewer parameters and faster training. Interestingly, RotationNet [103], which is the state of the art on ModelNet40 classification, fails to generalize to unseen rotations, despite being multi-view based. This was also observed in one of their supplementary experiments, and communication with the authors confirmed our evaluation results.
Equivariance to $\text{SO}(3)$ is not needed when only azimuthal rotations are present ($z/z$); the full potential of our model is not exercised in this case. The multi-view based models outperform ours with limited rotations due to ImageNet [168] pre-training and their extra capacity, which allows discriminating small details between shapes.

5.5.4 3D object retrieval

We run retrieval experiments on ShapeNet Core55 [22], following the SHREC’17 3D shape retrieval rules [169], which include random $\text{SO}(3)$ perturbations.

We train the network for classification on the 55 core classes (we do not use the subclasses), with an extra in-batch triplet loss to encourage descriptors to be close for matching categories and far for non-matching. The triplet loss follows Schroff et al. [171]. Let $f$ produce descriptors for a given input, $(p_i, p_j)$ be pairs with the same label in the same batch and $\alpha$ be a margin,

$$
\mathcal{L} = \sum_{(p_i, p_j)} \|f(p_i) - f(p_j)\| - \|f(p_i) - f(n_{i,j})\| + \alpha,
$$

where we obtain the $n_{i,j}$ using semi-hard negative mining over the in-batch elements $n$ that have different label than $p_i$:

$$
n_{i,j} = \arg \min_{n} \|f(p_i) - f(n)\|
$$

such that $\|f(p_i) - f(n)\| > \|f(p_i) - f(p_j)\|$.  

The invariant descriptor is used with a cosine distance for retrieval. We first compute a threshold per class that maximizes the training set F-score. For test set retrieval, we return elements whose distances are below their class threshold and include all elements.
classified as the same class as the query. Table 5.3 shows the results. Our model matches the state-of-the-art performance at the time (from Furuya and Ohbuchi [66]), with significantly fewer parameters, smaller input size, and no pre-training.

Table 5.3: SHREC’17 perturbed dataset results. We show precision (P), recall (R) and mean average precision (mAP). micro average is adjusted by category size, macro is not. The sum of micro and macro mAP is the score used for ranking. We match the state of the art even with significantly fewer parameters, smaller input resolution, and no pre-training. Top results background is dark, runner-ups light.

|                      | micro |                        |                  | macro |                        |                  | params $\times 10^6$ |
|----------------------|-------|-------------------------|------------------|-------|-------------------------|------------------|---------------------|
|                      | P@N   | R@N                     | mAP              | P@N   | R@N                     | mAP              | score               |
| Furuya et al. [66]   | 0.81  | 0.68                    | 0.66             | 0.61  | 0.54                    | 0.48             | 1.132               |
| Ours (equiangular)   | 0.72  | 0.74                    | 0.69             | 0.45  | 0.55                    | 0.44             | 1.129               |
| Ours (HEALPix)       | 0.70  | 0.77                    | 0.69             | 0.42  | 0.61                    | 0.44             | 1.134               |
| Tatsuma et al. [193] | 0.71  | 0.77                    | 0.70             | 0.42  | 0.56                    | 0.42             | 1.11                |
| Cohen et al. [31]    | 0.70  | 0.71                    | 0.68             | -     | -                       | -                | 6 × 128$^2$         |
| Bai et al. [7]       | 0.66  | 0.65                    | 0.57             | 0.44  | 0.51                    | 0.41             | 0.97                |

5.5.5 Shape alignment

Our learned equivariant feature maps are applicable to shape alignment using spherical correlation. Given two shapes from the same category (not necessarily the same instance), under arbitrary orientations, we input them to the network and collect the feature maps at some layer. We compute the correlation between each pair of corresponding feature maps, and add the results. The result is a real-valued function on $SO(3)$. The input that maximizes this function corresponds to the rotation that aligns both shapes [136].

Features from deeper layers are richer and carry more semantic value, but are at lower resolution. We run an experiment to determine the performance of the shape alignment per layer, while also comparing with the spherical correlation done at the network inputs (not learned).
Table 5.4: Shape alignment median angular error in degrees. The intermediate learned features are best suitable for this task.

|       | bed     | chair   | sofa    | toilet  |
|-------|---------|---------|---------|---------|
| input | 91.63   | 111.47  | 12.15   | 21.65   |
| conv2 | 85.64   | 21.10   | 14.47   | 14.95   |
| conv4 | 12.73   | 14.63   | 10.03   | 11.03   |
| conv6 | 16.70   | 18.92   | 15.83   | 17.62   |

We select categories from ModelNet10 that do not have rotational symmetry so that the ground truth rotation is unique and the angular error is measurable. These categories are: *bed, sofa, toilet, chair*. Only entries from the test set are used. Results are in Table 5.4, while Fig. 5.8 shows some examples. The learned features are superior to the spherical shape representation (the inputs to our network) for this task, and best performance is achieved when aligning intermediate layers. The resolution at conv4 is $32 \times 32$, which corresponds to cell dimensions up to $11.25^\circ$, so we cannot expect errors much lower than this.

5.5.6 Equivariance error analysis

Conventional planar CNNs are often said to be translation equivariant, but in reality they exhibit a degree of translational equivariance error introduced by max pooling and discretization [225]. Analogous effects happen in our model.

Even though spherical convolutions are equivariant to $SO(3)$ for bandlimited inputs, and spectral pooling preserves bandlimit, there are other factors that may introduce equivariance errors. We quantify these effects in this section.

We create a new test set by randomly rotating each input in the original test set, and collect feature maps produced by our model from both sets. Since each relative rotation is known, we apply the rotation to the feature maps and measure the average relative
error. Table 5.5 shows the results, which elicit a number of conclusions. The pointwise nonlinearity does not preserve bandlimit, and cause equivariance errors (rows 1, 4). The mesh to sphere map is only approximately equivariant, which can be mitigated with larger input dimensions (input column for rows 1, 5). Error is smaller when the input is bandlimited (rows 1, 7). Spectral pooling is exactly equivariant, while max-pooling introduces higher frequencies and has larger error than WAP (rows 1, 2, 3). Error for an untrained model demonstrates that the equivariance is by design and not learned (row 6); the error is actually smaller because the learned filters are usually high-pass, which increase the pointwise relative error. A linear model with bandlimited inputs has negligible equivariance error, as expected (row 8).
Table 5.5: Equivariance error. Error is negligible for bandlimited inputs and linear layers. Pointwise nonlinearities increase equivariance errors. In practice, the error reduces with spectral pooling and larger input/feature resolutions.

| configuration | error per layer |
|---------------|-----------------|
|               | input | conv1 | conv2 | conv3 | conv4 | conv5 | conv6 |
| 1. baseline   | 64^2   | no WAP | no | yes | 0.05  | 0.11  | 0.12  | 0.14  | 0.16  | 0.17  | 0.15  |
| 2. maxpool    | 64^2   | no max | no | yes | 0.05  | 0.11  | 0.12  | 0.14  | 0.18  | 0.19  | 0.15  |
| 3. specpool   | 64^2   | no SP  | no | yes | 0.05  | 0.11  | 0.12  | 0.10  | 0.10  | 0.09  | 0.08  |
| 4. linear     | 64^2   | no WAP | yes | yes | 0.05  | 0.12  | 0.13  | 0.15  | 0.14  | 0.12  | 0.04  |
| 5. lowres     | 32^2   | no WAP | no | yes | 0.09  | 0.15  | 0.18  | 0.21  | 0.21  | 0.21  | 0.20  |
| 6. untrained  | 64^2   | no WAP | no | no  | 0.05  | 0.09  | 0.07  | 0.11  | 0.07  | 0.07  | 0.04  |
| 7. blim       | 64^2   | yes WAP | no | yes | 0.00  | 0.10  | 0.11  | 0.11  | 0.15  | 0.14  | 0.04  |
| 8. blim/lin/sp| 64^2   | yes SP  | yes | yes | 0.00  | 0.01  | 0.01  | 0.00  | 0.00  | 0.00  | 0.00  |

5.5.7 Ablation study

In this section we evaluate variations of our method to determine the sensitivity to design choices. We assess the effects from our contributions SP, WAP, WGAP, and localized filters, and evaluate how the network size affects performance. Results in Table 5.6 show that the use of WAP, WGAP, and localized filters significantly improve performance, and also that larger networks lead to further performance improvements. In summary, factors that increase bandwidth (e.g., max-pooling) also increase equivariance error and may reduce accuracy. Global operations in early layers (e.g., non-local filters) prevent hierarchical feature learning and also reduce accuracy.

5.6 Extension to panorama segmentation

Panoramic sensors are common for tasks that benefit from 360° field of views. For example, omnidirectional sensing for robotic navigation was explored as early as Yagi and Kawato...
Table 5.6: Ablation study. Spherical CNN classification accuracy on rotated ModelNet40. We compare combinations of input resolution, local and global pooling, filter localization and number of network parameters.

| res. | pool | global pool | loc. | params | details          | acc. [%] |
|------|------|-------------|------|--------|------------------|---------|
| 3072 | avg  | avg         | yes  | 0.49M  | HEALPix          | 87.4    |
| 64^2 | WAP  | WGAP        | yes  | 0.49M  | default          | 86.9    |
| 64^2 | WAP  | MAG-L       | yes  | 0.54M  |                  | 86.9    |
| 64^2 | SP   | WGAP        | yes  | 0.49M  |                  | 85.8    |
| 64^2 | max  | WGAP        | yes  | 0.49M  |                  | 86.7    |
| 64^2 | avg  | WGAP        | yes  | 0.49M  |                  | 86.7    |
| 64^2 | WAP  | avg         | yes  | 0.49M  |                  | 86.4    |
| 64^2 | WAP  | WGAP        | no   | 0.49M  |                  | 85.9    |
| 32^2 | WAP  | WGAP        | yes  | 0.39M  |                  | 85.0    |
| 32^2 | WAP  | WGAP        | yes  | 0.69M  | deeper           | 85.6    |
| 32^2 | WAP  | WGAP        | yes  | 1.06M  | wider            | 85.5    |
| 32^2 | WAP  | WGAP        | yes  | 0.12M  | narrower         | 83.8    |

[214], and panoramic images have provided the building blocks for early VR environments [26]. While the hardware profile of the early imaging devices limited their broad adoption (e.g. mirror-lens catadioptric sensors [149]), recent hardware and algorithmic advances have created a proliferation of consumer-grade 360° cameras. With the resulting surge in panoramic image datasets, it is natural to investigate machine learning solutions for visual perception tasks on the sphere. Recent efforts include PanoContext [226], Im2Pano3D [185], and Deng et al. [42].

In this section, we introduce a spherical convolutional hourglass network (SCHN) for dense labeling on the sphere, which is equivariant to camera orientation, lifting the usual requirement for “upright” panoramic images, and scalable for larger practical datasets. The SCHN leverages spherical residual bottleneck blocks arranged in an encoder-decoder style hourglass architecture [151] to produce dense labels in an $\mathbf{SO}(3)$-equivariant fashion.
The approach presented on this section was, to the best of our knowledge, the first to bring $\text{SO}(3)$-equivariance to the task of spherical panorama segmentation, and one of the first to naturally handle the spherical geometry. After publication, interest in this task has increased and impressive results were obtained by both equivariant [35] and non-equivariant methods [101, 224].

5.6.1 Architecture

![Architecture Diagram]

Figure 5.9: SCHN architecture. Blocks represent feature maps and arrows, operations. The height of a block represent the spatial resolution and the width, the number of channels. Left: spherical residual bottleneck block. Right: spherical hourglass network.

For dense labeling, we need deeper and more sophisticated architectures than the ones presented so far in this chapter. The outline of our architecture resembles an hourglass, with a series of downsampling blocks followed by upsampling blocks, enabling high resolution outputs. One key observation of He et al. [84] is that a residual block with two $3 \times 3$ convolutional layers can be replaced by a bottleneck block with $1 \times 1$, $3 \times 3$, and $1 \times 1$ layers, saving compute and increasing performance. Since $1 \times 1$ convolutions are pointwise operations, hence $\text{SO}(3)$-equivariant, we can apply the same idea to spherical convolutional layers, yielding the spherical residual bottleneck blocks (Fig. 5.9).
Both dilated [223] and deformable [39] convolutions have proven useful for semantic segmentation and the spherical filters we use share some of their properties. As explained in Section 5.4.1, the number of anchor points in the spectrum loosely determines their receptive field, as in a dilated convolution. While the number of anchor points is fixed and small, the weights learned at these anchors also change the support to some amount.

5.6.2 Experiments

For segmentation experiments we use all the synthetic labeled panoramas from Song et al. [185] (as rendered by Song et al. [184]). We map each sky-box image onto the sphere, with a train-test split of 75k-10k. The input size is 256 × 256, we use between 32 and 256 channels per layer and 16 anchor points for filter localization. We create a 2D baseline (2DHG) that has the exact same architecture of SCHN, with the spherical convolutions replaced by 2D convolutional layers with 3 × 3 kernels. Table 5.7 shows the results after training for 10 epochs. SCHN outperforms the baseline under arbitrary orientations, localized filters outperform global, and using larger models can improve the SCHN performance. Figure 5.10 shows some sample outputs of our model and the 2DHG non-equivariant baseline.

5.7 Conclusion

In this chapter we presented the spherical CNNs, which leverage spherical convolutions to achieve equivariance to continuous SO(3) perturbations. We show applications to 3D object classification, retrieval, and alignment, as well as an extension to semantic segmentation of
Table 5.7: Spherical panorama semantic segmentation results. We show the intersection-over-union (IoU) for different combinations of canonical orientation (c), and SO(3) uniformly sampled perturbations on train and test sets.

| train/test orientation | c/c | SO(3)/SO(3) | c/SO(3) |
|------------------------|-----|--------------|
| 2DHG                   | 0.639 | 0.529 | 0.224 |
| SCHN/global            | 0.534 | 0.538 | 0.476 |
| SCHN (ours)            | 0.568 | 0.558 | 0.502 |
| SCHN/large             | 0.598 | 0.587 | - |
| Im2Pano3D [185]        | 0.330$^{18}$ | - | - |

Figure 5.10: Panorama semantic segmentation results. Top: input spherical panoramas. Middle: segmentation masks produced by our network. Bottom: 2DHG baseline (non-equivariant) results. The baseline model can handle only azimuthal rotations (leftmost frame)
spherical panoramas. The method is applicable to any data that can be represented as a spherical function; for example, meteorological and cosmological data are good candidates. We show that our model can naturally handle arbitrary input orientations, requiring fewer parameters and smaller input sizes than the alternatives.
6 EQUIVARIANCE ACROSS DOMAINS

The Cross-Domain 3D Equivariant Image Embeddings

6.1 INTRODUCTION

The success of convolutional neural networks (CNNs) in computer vision has shown that large training datasets and task-specific supervision are sufficient to learn rich feature representations for a variety of tasks such as image classification and object detection [85]. However, numerous challenges remain, such as motion estimation and view synthesis, which require complex geometric reasoning and for which labeled data is not available at scale. For such problems there is a trend towards developing models with geometry-aware latent representations that can learn the structure of the world without requiring full geometric supervision [119, 163, 217, 216, 134, 50].

A desirable property for an image embedding is robustness to 3D geometric transformations of the scene. Rotations are challenging to computer vision algorithms because 3D rotations of objects in the world can induce large transformations in image space. In recent years, there has been much attention given to the study of equivariant neural networks [36, 209, 206], as equivariant maps provide a natural formulation to address group transformations on images. Despite these advances, designing a 3D rotation equivariant map of 2D images is an open challenge. This is because the rotation of a 3D object does not act
directly on the pixels of the resulting image due to the intervening camera projection. Thus, a map that is equivariant by design cannot be constructed and instead an (approximate) equivariant map must be learned. This is the central objective of this chapter: how to learn an embedding for images of 3D objects that is equivariant to 3D rotations of the objects?

Our solution borrows from recent works on 3D rotation equivariant CNNs for 3D shape representations [31, 52], as presented in Chapter 5. These show that spherical convolutional networks can achieve state of the art performance on 3D shape classification and pose estimation tasks, and the equivariance property allows handling of 3D shapes in arbitrary orientations with minimal impact on performance.

In this chapter, we propose to learn equivariant embeddings of images by mapping them into the equivariant feature space of a spherical CNN trained on 3D shape datasets. This approach is unique in that we directly supervise the desired target embeddings with pretrained 3D shape features, without any other task-specific training losses. By bootstrapping with features of 3D shapes, our model (i) encodes images with the shape properties of the observed object and (ii) has an underlying spherical structure that is equivariant to 3D rotations of the object.

The cross-domain embeddings serve different applications, either directly or indirectly, without requiring additional task-specific supervised training. We illustrate this point by showing results on two disparate challenges which we now describe.

**Relative Orientation Estimation**  
Our model maps images to rotation equivariant embeddings defined on the sphere (Fig. 6.1-left). The relative orientation between two images of a 3D object is the rotation that brings their embeddings into alignment. We compute it with a simple spherical cross-correlation, avoiding the usual formulation of pose estimation as classification [198] or regression [133] tasks. This method approaches state-
of-the-art performance even though it uses no task-specific training. The same procedure is useful to align 2D images with 3D shapes.

**NOVEL VIEW SYNTHESIS**  The learned embeddings also encode enough shape properties to synthesize new views. By training a decoder from the spherical embedding space with a photometric loss, we have a model for novel view synthesis. To generate new views, we simply rotate the latent embedding (Fig. 6.1-right) before feeding it to the decoder. No task specific supervision in the form of an image and its rotated counterpart is necessary.

![Figure 6.1: Overview.](image)

To reiterate, our main contribution is a novel cross-domain neural model that can map 2D images into a 3D rotation equivariant feature space. Generating spherical feature maps from 2D images is a complex high-dimensional regression task, mapping between topologies, which requires a novel encoder-decoder architecture. We consider the relative pose and view synthesis tasks as proxies for analyzing the representation power of our learned embeddings. Nonetheless, our promising experimental results indicate these cross-domain embeddings may be useful for a variety of tasks.

Most of the content in this chapter appeared originally in Esteves et al. [57].
6.2 RELATED WORK

A number of recent works have introduced geometric structure to the feature representations of deep neural networks. The most common setting is to learn intermediate features that can be directly manipulated or transformed for a particular task. For example, in Rhodin et al. [163], Worrall et al. [210], Cohen and Welling [33], Hinton et al. [91], Yang et al. [217], and Kulkarni et al. [119], geometric transformations can be directly applied to image features (in some cases disentangled pose features), in order to synthesize new views. In a related approach, Tatarchenko et al. [192] use an encoder-decoder architecture that augments pose information to the latent image embedding.

One drawback of these methods is that they typically require full supervision, and both the geometric transformation parameters and the corresponding target image must be available during training. Furthermore, training with source-target pairs requires covering a large sample space – synthesizing views from arbitrary relative 3D orientations requires sampling pairs of poses (sampling space is $\text{SO}(3) \times \text{SO}(3)$). In contrast, our model is more sample efficient and trains with a single image per example (sampling space is $\text{SO}(3)$).

Different to the methods aforementioned, the Homeomorphic VAEs [59] provide an unsupervised way to learn an $\text{SO}(3)$-latent-embedding for images. However, it is unclear if it scales to practical scenarios, as it requires a dense sampling of views to learn a continuous embedding while dealing with intra-class variations.

There is a variety of other approaches to view synthesis. Most relevant to our setting are the self-supervised methods that learn geometrically meaningful embeddings using differentiable rendering to match semantic maps [218], shading information [89], fusing latent embeddings from multiple views and improving synthesis using multiple rendering steps [50].
The task of object pose estimation has been a long standing problem with numerous applications in computer vision and robotics. Most approaches can be categorized as keypoint-based or direct pose estimation as regression or classification. Keypoint-based methods for object pose estimation include Pavlakos et al. [155] and Grabner et al. [75], the former predicting semantic keypoints and the latter bounding box corners, from which object pose follows from a Perspective-n-Point (PnP) algorithm. Direct pose estimation methods include Tulsiani and Malik [198] and Su et al. [187] who formulate it as classification over a quantized viewpoint space. Kanezaki et al. [103] train a joint 3D object classification and pose CNN from multiple views with unknown viewpoints, however the viewpoint sampling is coarse, providing limited resolution in the estimated pose. Mahendran et al. [133] introduces a carefully designed CNN for viewpoint regression, analyzing different representations and geodesic loss functions, while Mousavian et al. [147] introduce a MultiBin orientation regression network. KeypointNet [190] learns category-specific semantic keypoints and their detectors using only a geometric loss. The 3D keypoints are also useful for determining relative pose, although the method struggles when exposed to arbitrary 3D rotations due to lack of rotation equivariance.

The key ingredient in our approach is a novel method to map 2D images to rotation-equivariant 3D shape embeddings, essentially encoding an image with 3D geometric structure. The choice of geometric representation (spherical embeddings) is intentional in order to maintain rotation equivariance. Alternative geometric representations such as volumetric (e.g., the single-view volumetric reconstruction from Tulsiani et al. [199]) would not be rotation equivariant, although Veeling et al. [200] could be a reasonable alternative.
6.3 Method

We now detail our image embedding model. We begin by revisiting spherical CNNs (Section 6.3.1) as a means to learn rich equivariant embeddings for 3D shapes, and Section 6.3.2 introduces our cross-domain architecture that learns to map 2D images into the same embedding space. Sections 6.3.3 and 6.3.4 describe how these image embeddings can be used for relative pose estimation and novel view synthesis.

6.3.1 Spherical CNNs

Recall that the spherical CNNs [31, 52] and described in Chapter 5 produce $\text{SO}(3)$-equivariant feature maps for inputs defined on the sphere, and were useful for a variety of 3D shape analysis tasks, where inputs often appear in arbitrary pose, for which equivariance is particularly helpful. In this chapter, we use the same spherical convolutional model described in Chapter 5 due to its efficiency and performance on 3D shape alignment tasks, but now we tackle the more challenging problem of relative 3D pose estimation from 2D images.

We start by briefly summarizing the spherical CNNs. For functions $f$ and $k$ defined on the sphere, their convolution is

\[
(f \ast k)(y) = \int_{R \in \text{SO}(3)} f(Rv)k(R^{-1}y) \, dR,
\]
where \( \nu \) is the north pole of the sphere (a stationary point under \( \text{SO}(2) \)). This extends to \( K_{\text{in}} \) input channels and \( K_{\text{out}} \) output channels in a straightforward manner

\[
(f * k)_j(y) = \sum_{i=1}^{K_{\text{in}}} \int_{R \in \text{SO}(3)} f_i(R \nu) k_{ij}(R^{-1} y) \, dR,
\]

where \( f_i \) and \((f * k)_j\) denote the input, and output channels, respectively.

This convolution is the primary building block of spherical CNNs. We define \( s \) as a spherical CNN that maps \( K_{\text{in}} \)-channel spherical inputs to \( K_{\text{out}} \)-channel spherical feature maps. Precisely, in the single-channel case we have \( s: \text{L}^2(S^2) \rightarrow \text{L}^2(S^2) \) where \( \text{L}^2(S^2) \) denotes square-integrability, necessary for evaluation in the spectral domain.

The \( \text{SO}(3) \) equivariance of spherical CNNs manifests as follows. For any \( x: S^2 \rightarrow \mathbb{R}^{K_{\text{in}}} \),

\[
s(\lambda_R x) = \lambda_R s(x),
\]

where \( \lambda_R \) is the rotation operator by \( R \in \text{SO}(3) \). Technically, the equivariance is only approximate as the nonlinear activations (rectified linear units (ReLUs)) and spatial pooling operations break the bandlimiting assumptions which otherwise guarantee equivariance. However, in practice these errors are negligible.

To use spherical CNNs with 3D shapes, we must provide a map \( r \) that converts any 3D shape \( M \) to a spherical representation. While there are different sensible choices for \( r \), we use the simple ray-casting technique described in Section 5.5.1. Most importantly, the map \( r \) is equivariant to 3D rotations which ensures end-to-end equivariance of our 3D shape feature maps: \( s(r(\lambda_R M)) = \lambda_R s(r(M)) \).

---

19 We use \( \lambda_R \) as a generic rotation operator that can be applied to 3D shapes and spherical functions, scalar or vector-valued. Interpretation should be clear from context.
6.3.2 Cross-domain spherical embeddings

The primary objective of this chapter is to learn an image embedding that can capture similar underlying 3D shape properties and equivariant structure. Specifically, we define an RGB image as the projection $c$ of a shape $M$, where $c$ can be any usual camera projection model, e.g., perspective or orthographic. We seek a map $f(c(M))$ that captures the shape properties of $M$ and retains an equivariant structure: $f(c(\lambda R M)) = \lambda R f(c(M))$. This is challenging because $c$ is a camera projection which is not 3D rotation equivariant, so we cannot have equivariance by construction. We propose to learn an approximately equivariant embedding model $f$ using a spherical CNN for 3D shapes, i.e., a pretrained $s(r(M))$, as supervision. We wish to learn $f$ such that $f(c(M)) = s(r(M))$. When learned successfully, the equivariance of $f$ follows simply from Eq. (6.2),

$$f(c(\lambda R M)) = s(r(\lambda R M))$$
$$= \lambda R s(r(M))$$
$$= \lambda R f(c(M)).$$

Since $c$ and $r$ are fixed and not part of the trainable model, we substitute $y = c(M)$ and $x = r(M)$ going forward to simplify notation.

Learning $f$ involves predicting high dimensional multi-channel spherical maps from a single image. The two major design challenges are deciding the structure of $f(y)$ and the training loss $\mathcal{L}(x, y)$ from predicted embedding $f(y)$ to the target ground truth $s(x)$.

**Loss function** We first describe the training loss. For simplicity, we describe the loss for a single channel (in general the final loss is aggregated over the channels). We represent the spherical function $s(x)$ on an equiangular grid; a discretized $s(x)$ of resolution $N \times N$
is indexed by pairs \((\theta_i, \phi_j)\), where \(i, j \in \{0, 1, ..., N - 1\}\). The set \(\{\theta_i\}\) uniformly samples colatitude, and similarly \(\{\phi_j\}\) uniformly samples azimuth. Since our target embeddings are unbounded, we found crucial to use a robust loss such as Huber\(^{20}\), and a Huber breakpoint at 1 works well in practice.

We define the loss as follows, where \(\mathcal{H}\) is the Huber loss, and a weight is introduced to account for the nonuniform equirectangular spherical sampling (\(\sin(\theta)\) is proportional to the sample area):

\[
\mathcal{L}(x, y) = \frac{1}{N^2} \sum_{i,j=0}^{N-1} \mathcal{H}(\sin(\theta_i)(f(y) - s(x))(\theta_i, \phi_j)) \\
\]

\[
\mathcal{H}(\alpha) = \begin{cases} 
0.5\alpha^2 & \text{for } |\alpha| \leq 1, \\
|\alpha| - 0.5 & \text{otherwise.}
\end{cases}
\]

ARCHITECTURE We now describe the structure of our cross-domain embedding model \(f\). With \(f(y)\), we are predicting spatially dense spherical feature maps from a single 2D image. Convolutional encoder-decoder architectures with skip connections such as U-Net \([166]\) or Stacked Hourglass \([151]\) produce excellent results when some pixelwise association can be made between the input and output domains (e.g., for dense labeling tasks like semantic segmentation \([25]\)). In our case, we must learn a cross-domain map from a 2D image (a function on the Euclidean 2D space) to functions on the sphere. In this setting, architecture features such as skip connections are not only unnecessary but can be harmful by forcing the network to incorrectly consider associations across topologies.\(^{21}\)

We consider an encoder-decoder architecture, with a number of rounds of downsampling from input image to a 1D vector, followed by rounds of upsampling from the 1D vector to

\(^{20}\) median pose errors are \(\approx 10^\circ\) larger with \(L_1\) or \(L_2\)

\(^{21}\) Although cross-modal learning has been explored in different domains, e.g., Aytar et al. \([6]\), these methods predict representations in \(\mathbb{R}^n\) from different modalities which is a simpler application of 1D and 2D CNNs.
the set of spherical feature maps. Following the best practices for this kind of architecture proposed by Radford et al. [162], we employ a fully convolutional network with strided convolutions for downsampling and transposed convolutions for upsampling. We apply azimuthal circular padding after the 1D bottleneck, when the feature maps are expected to assume spherical topology. We also found performance improvements by replacing convolutional layers with residual layers [84]. Figure 6.2 illustrates the architecture.

**TARGET EMBEDDINGS** The remaining design choice is how to select the appropriate target feature maps from \( s(x) \). For all our experiments, \( s(x) \) is a ten layer residual spherical CNN trained for ModelNet40 3D shape classification on \( 64 \times 64 \) inputs (i.e., \( \tau(M) \) produces a single-channel \( 64 \times 64 \) output). The decision of which feature maps to use as the target is application-dependent. For category-based relative pose estimation, we want features that are void of instance level details, obtained by taking the target embedding from deeper layers. For view synthesis, we wish that the instance-level details are preserved, so we embed to an earlier layer. We employ the same pretrained spherical CNN for all experiments (on ModelNet40, ObjectNet3D and ShapeNet), which attests to decent generalization performance.

6.3.3 Relative pose estimation

The cross-domain embeddings produced by \( f \) are sufficient to recover the relative pose between pairs of images (even between different instances of the same object category). Since \( f \) is trained to produce \( \text{SO}(3) \)-equivariant feature maps, we can apply 3D rotations directly to them. Relative orientation estimation amounts to identifying the rotation that brings
Figure 6.2: **Cross-domain spherical embeddings.** Given a 3D mesh, (a) we map it to a spherical function, and use a pre-trained spherical CNN to compute its spherical embedding. (b) During training, we render a view and learn the transformation to the target spherical embedding using an encoder-decoder. For inference, the inputs are 2D images and only the encoder-decoder part is used.

For alignment we use a simple spherical cross-correlation. Given two images $y_1$ and $y_2$ we estimate their relative pose as $\arg \max_{R \in SO(3)} G(R)$ where

$$G(R) = \sum_{k=0}^{K-1} \int_{p \in S^2} f_k(y_1)(p) \cdot f_k(y_2)(R^T p) dp.$$  \hspace{1cm} (6.6)

Here the subscript $k$ denotes the $k$-th spherical channel in the image embedding. The correlation map $G(R)$ can be evaluated efficiently in the spectral domain (similar in spirit to spherical convolution, as shown in Section 2.5.2). See Kostelec and Rockmore [117] and Makadia and Daniilidis [136] for details and implementation.

The resolution of $G(R)$ depends on the resolution of the input spherical functions $f(y_1)$ and $f(y_2)$. We set our learned feature maps have a spatial resolution of $16 \times 16$ in this task, corresponding to a cell width of $22.5^\circ$ at the equator, which is too coarse for precise
relative pose. To increase resolution, we upsample the features by a factor of four using bicubic interpolation prior to evaluating Eq. (6.6).

This method also serves to estimate relative pose between an image \( y \) and mesh \( M \), by computing the cross-correlation (Eq. (6.6)) between \( f(y) \) and \( s(r(M)) \).

Recall that during training we take arbitrarily oriented meshes as inputs. A training example consists of (i) the target embeddings from the pretrained \( s(r(M)) \) and (ii) a single view rendered from a fixed camera \( c(M) \). No orientation supervision is necessary, and the model never sees pairs of images together during training. This reduces the sample complexity and leads to faster convergence.

### 6.3.4 Novel view synthesis

The spherical embeddings learned by our method can also be applied towards novel view synthesis. The rotation equivariant spherical CNN feature maps undergo the same rotation as its inputs, so if we learn the inverse map that generates an image back from its embedding, we can rotate the embeddings and generate novel views.

We define the inverse map \( g = f^{-1} \) such that \( g(f(y)) = y \). If we let \( y_1 = c(M) \) and \( y_2 = c(\lambda R M) \), i.e., \( y_1 \) and \( y_2 \) are images taken of an object \( M \) with a fixed camera \( c \), before and after the object undergoes a 3D rotation, respectively. It follows that

\[
g(\lambda R f(y_1)) = g(f(y_2)) = y_2. \tag{6.7}
\]

This gives a way to generate a novel view of the 3D object under rotation from the spherical embedding of a single view. The procedure is as follows; see Fig. 6.1 for an illustration.

1. Obtain the embedding \( f(y_1) \) of given view \( y_1 \),
2. Rotate the embedding by the desired $R \in \text{SO}(3)$, obtaining $f(y_2) = \lambda R f(y_1)$.

3. Apply $g$ to obtain the novel view $y_2 = g(f(y_2))$.

Since $g$ is learning the inverse of $f$, we similarly design $g$ as a convolutional encoder-decoder, which is trained from single views enforcing $g(f(y)) = y$ with a pixel-wise $L_2$ loss $\mathcal{L}_s(y) = \|g(f(y)) - y\|_2^2$ (see Fig. 6.3 for illustration).

**Figure 6.3: Novel view synthesis training.** We learn the inverse map from spherical embeddings to 2D views. The map from 2D view to spherical embeddings (in blue) is the same as in Fig. 6.2 and is frozen during training. The synthesizer network (in red) reconstructs the same input view and is trained with an $L_2$ loss.

### 6.4 Experiments

#### 6.4.1 Architecture details

**Spherical CNN** We train a 10 layer spherical CNN only once for object classification on ModelNet40 and use it to generate the target embeddings for all experiments in this chapter. The basic block is the spherical convolutional residual layer as described in Section 5.6, and training minimizes a cross-entropy loss over 40 classes. Figure 6.4 shows the architecture.

The network $s$ is trained for 15 epochs with a batch size of 16, and Adam [109] optimizer with initial learning rate of $1 \times 10^{-3}$, reduced to $2 \times 10^{-4}$ and $4 \times 10^{-5}$ at steps 5000 and
8500, respectively. Random anisotropic scaling is used as augmentation. It achieves 84.2% accuracy. The model from Chapter 5 achieves 86.9% on the same task, but with a different architecture containing an extra branch to process surface normals; our inputs here are only the ray lengths from the ray casting procedure.

**Embedding Network**  
We obtain the embeddings with encoder-decoder residual networks. Given an input with dimensions $N \times N$, the encoding step contains one $7 \times 7$ convolutional layer followed by $\log_2 N - 1$ blocks of two residual layers, followed by a final convolutional layer that produce a 1D latent vector. The number of channels double at each residual block, starting at 64 and capped at 256. Downsampling is through strided convolutions.

The 1D encoding is then upsampled using a convolutional layer followed by a sequence of residual blocks and a final $7 \times 7$ convolutional layer up to the desired resolution and number of channels, which is $16 \times 16 \times 32$ for the pose experiments, and $32 \times 32 \times 16$ for novel view synthesis. Upsampling is through transposed convolutions.

Our targets are spherical CNN features inside the residual bottlenecks, so the embeddings have four times fewer channels than the actual spherical CNN layer outputs. The image inputs are $128 \times 128$ and the 1D encoding has 1024 units. Figure 6.4 shows more details on resolutions and number of channels per layer.

The embedding network $f$ is trained to minimize a Huber loss. Training takes 200k steps with a batch size of 16, and Adam [109] optimizer with initial learning rate of $2 \times 10^{-4}$, reduced to $4 \times 10^{-5}$ and $1 \times 10^{-5}$ at steps 80k and 180k, respectively. Random anisotropic scaling of meshes prior to rendering is used as augmentation.

**Synthesis Network**  
The synthesizer network $g$ follows the same structure as the embedding, the difference being that the inputs are $32 \times 32 \times 16$ and the outputs $128 \times 128$. 
One question that arises is if the synthesizer should be trained with the target spherical CNN embeddings as inputs, \( s(x) \), or from the embeddings obtained from single views by our network, \( f(y) \). We found that the latter is slightly better.

The synthesis network is trained to minimize an \( L_2 \) loss for 200k steps with a batch size of eight, and Adam [109] optimizer with initial learning rate of \( 2 \times 10^{-4} \), reduced to \( 4 \times 10^{-5} \) and \( 1 \times 10^{-5} \) at steps 80k and 180k, respectively. Random anisotropic scaling of meshes prior to rendering is used as augmentation.

### 6.4.2 Datasets

We utilize the popular large datasets of 3D shapes ModelNet40 [211] and ShapeNet [22] for most of our experiments.

Some approaches must explicitly deal with the symmetries present in shape categories [170, 161]. Our method is immune to this problem by not requiring pose annotations. However, pose annotations are still necessary for evaluation, therefore we limit some experiments to categories which are largely free of symmetry and thus have unique relative orientations.

One example of problematic evaluation due to symmetries is the ShapeNet category *airplanes*. Some of the instances (e.g., spaceships and flying wings) are fully symmetric around one axis, resulting in non-injective embeddings and two possible correct alignments that differ by 180°. For meaningful evaluation we compute the errors up to symmetry for this category.

Recall that we are not estimating pose relative to a canonical object frame but rather relative object orientation from a pair of images. Thus, for training, the dataset models need not come aligned per category, and in fact we introduce random rotations at training time. For evaluation, in order to quantify our inter-instance performance, aligned shapes
Figure 6.4: Network architectures used in this chapter. Rectangles indicate data dimensions (width x height x channels). Red arrow: spherical convolutional residual bottleneck layer; dashed arrow: global average pooling; blue arrow: residual bottleneck layer; black arrow: convolutional layer. Nodes with yellow and green backgrounds are the target embeddings for pose and synthesis, respectively.
are necessary to determine the ground truth (see Section 6.4.3); for ModelNet40 we use the aligned version from Sedaghat and Brox [173].

There are multiple datasets for object pose estimation, such as Pascal3D+ [213], KITTI [70], and Pix3D [189], but they do not exhibit large variation in viewpoints, especially in camera elevation. For example, Pascal3D+ has most elevations concentrated within $[-10°, 10°]$ and the official evaluation only considers azimuthal accuracy. In our setting, we explore geometric embeddings that can capture more challenging arbitrary viewpoints. Our results show that the problem of relative orientation from two views is difficult even for synthetic uncluttered rendered images from ModelNet40 and ShapeNet. Our experiments with real images are limited to the airplane and cars categories of ObjectNet3D [212], which have the largest variety of viewpoints among all categories. To increase the difficulty, we augment the cars category with in-plane rotations.

### 6.4.3 Relative pose estimation

For training, we render views in arbitrary poses sampled from $\text{SO}(3)$. We have two modes of evaluation, instance and category based. For category-based, we measure the relative pose error between each instance and three randomly sampled instances from the test set. For instance-based, we measure the error between each instance from the test set and three randomly rotated versions of itself. The error is the angle between the estimated and ground truth relative poses; given input ground truth poses $R_1$ and $R_2$ and estimated pose $R$, the error is $\arccos(\frac{\text{tr}(R_2^T R_1 R) - 1}{2})$. We compare with the following methods.

**REGRESSION** We consider a method based on Mahendran et al. [133], which formulates pose estimation as regression. To keep the comparison fair, we use the same architecture for the encoder as our model, shown in the middle columns of Fig. 6.4. The architecture
is exactly the same up to the 1024 dimensional bottleneck, which is then followed by the pose network from Mahendran et al. [133]. We train for 200k steps, with a batch size of 16, and Adam [109] optimizer, with initial learning rate of $1 \times 10^{-4}$, reduced to $5 \times 10^{-5}$, $2 \times 10^{-5}$, and $8 \times 10^{-6}$ at steps 40k, 75k and 125k, respectively. The mean squared error (MSE) and geodesic loss scheduling is similar to Mahendran et al. [133] – the first 100k steps use MSE loss, followed by geodesic loss. When training the 3DOF model, we found that the performance improves when warm starting from a network pre-trained on the 2DOF training set. Mahendran et al. [133] require the ground truth pose with respect to a canonical orientation during training, whereas our method is self-supervised and can operate on unaligned meshes. We still outperform it even when allowing extra information, especially in the presence of 3DOF rotations.

Since our method does not require aligned meshes, a more fair comparison would be to train the regression model on pairs of views where the regression target is the relative pose. We experimented with numerous variations of this approach and the performance was always worse than the regression to a canonical orientation. We report all results in the condition that most favors Mahendran et al. [133], using regressed canonical orientations.

**KeypointNet** Suwajanakorn et al. [190] introduce an unsupervised method of learning keypoints that are applicable for pose estimation by solving a Procrustes problem. Similarly to our method, it generates training data by rendering different views from meshes. However, it requires consistently oriented meshes for dominant direction supervision, whereas our method makes no assumptions about mesh orientation. While they show results for 2DOF rotations, only viewpoints on a hemisphere are considered, whereas we sample the whole sphere. We retrain and evaluate KeypointNet with full 2DOF and 3DOF rotations. We utilize the publicly available code and default parameters with minor modifications. The required changes are because Suwajanakorn et al. [190] distribute
the training, which allows a larger batch size of 256, while we train only on a single GPU with a batch size of 24. With a smaller batch size, the default orientation prediction annealing steps (30k-60k) prevents convergence; we changed it to 120k-150k and increased the number of steps from 200k to 300k to be able to reproduce (and slightly improve) the numbers reported in Suwajanakorn et al. [190] (see Table 6.1). We also modify the rendering procedure to generate the 2DOF and 3DOF datasets, as the original paper only considers a 2DOF hemisphere.

Table 6.1: Median angular error in degrees for instance based 2DOF hemisphere alignment on ShapeNet. Our hyperparameter selection slightly outperforms the original results from Suwajanakorn et al. [190].

|        | airplane | car  | chair |
|--------|----------|------|-------|
| Our parameters | 6.06     | 3.31 | 4.94  |
| Original parameters | 5.72     | 3.37 | 5.42  |

**RESULTS FOR SYNTHETIC IMAGES**

Table 6.2 shows ShapeNet relative pose estimation results. Figure 6.5 shows the 3DOF alignment quality on ShapeNet by rendering views using the estimated relative poses. We show extra results for ModelNet40 in Section 6.6.2 and an experiment aligning meshes to images in Section 6.6.1.

### 6.4.4 Extension to natural images

Most labeled real-world object pose estimation datasets have restricted pose variations. The airplane class in ObjectNet3D [212] is an exception with sufficient variation of 3D poses. We assume object instance bounding boxes are given (e.g. using an object detection network [93]). We also experiment with the cars category by augmenting it with in-plane rotations to increase the pose variation. We train our model on image-mesh pairs and
Table 6.2: ShapeNet relative pose estimation results. We show median angular error in degrees (err), accuracy (a@) at 15° and 30° for instance and category-based, 2 and 3 degrees of freedom relative pose estimation from single views on ShapeNet. Comparison is against Mahendran et al. [133] (Regr) and Suwajanakorn et al. [190] (KpNet). KeypointNet does not converge on the full 3DOF setting; we limit the viewpoints to a hemisphere when evaluating it. Note that we still outperform it.

|               | airplane | car    | chair | sofa   |
|---------------|----------|--------|-------|--------|
|               | err      | a@15   | a@30  | err    | a@15   | a@30  |
| 2DOF, instance based |          |        |       |        |        |       |
| Ours          | 5.2      | 85.3   | 91.9  | 3.7    | 92.2   | 92.5  |
| Regr.         | 16.9     | 46.3   | 68.7  | 6.6    | 83.5   | 93.1  |
| KpNet         | 7.0      | 79.4   | 91.5  | 13.7   | 53.9   | 78.3  |
| 2DOF, category based |          |        |       |        |        |       |
| Ours          | 6.2      | 79.0   | 88.2  | 4.7    | 73.2   | 73.3  |
| Regr.         | 20.6     | 38.7   | 63.7  | 7.1    | 82.4   | 92.5  |
| KpNet         | 9.1      | 79.4   | 91.5  | 12.1   | 59.3   | 74.4  |
| 3DOF, instance based |          |        |       |        |        |       |
| Ours          | 6.6      | 80.9   | 91.9  | 3.8    | 97.3   | 98.8  |
| Regr.         | 45.4     | 12.6   | 31.3  | 9.8    | 69.0   | 86.5  |
| KpNet         | 14.9     | 50.3   | 76.6  | 9.1    | 70.4   | 80.9  |
| 3DOF, category based |          |        |       |        |        |       |
| Ours          | 7.3      | 76.4   | 89.4  | 4.6    | 92.1   | 93.3  |
| Regr.         | 44.4     | 14.1   | 32.1  | 10.5   | 66.5   | 85.6  |
| KpNet         | 16.3     | 46.0   | 75.0  | 10.7   | 64.4   | 77.6  |

Figure 6.5: Category-based relative pose estimation. We render one object in the pose of the other using our estimated relative pose. For each block, top: Inputs 1 and 2, from the test set. Bottom: Mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. We render from the ground truth meshes for visualization purposes only; the inputs to our method are solely the 2D views and the output is the relative pose. Note how the alignment is possible even under large appearance variation.
significantly outperform the method based on regression. The numbers for airplanes are up to a 180° rotation due to symmetry as explained in Section 6.4.6 (see bottom right of Fig. 6.6 for an example). Table 6.3 shows the comparison while Figure 6.6 exemplifies some alignment results for airplanes.

Table 6.3: Relative pose estimation results for real images from ObjectNet3D. We show median angle error in degrees and accuracy at 15° and 30°. We outperform the regression method based on Mahendran et al. [133] by large margins.

|       | med err. | acc@15 | acc@30 |
|-------|----------|--------|--------|
| **Airplane** |          |        |        |
| Ours  | 13.75    | 53.40  | 76.60  |
| Regression | 36.52    | 16.70  | 40.40  |
| **Car**  |          |        |        |
| Ours  | 8.22     | 72.51  | 78.00  |
| Regression | 16.16    | 46.87  | 74.35  |

Figure 6.6: Relative pose estimation for real images. We render the mesh corresponding to one input in the pose of the other using the estimated relative pose. For each 4 × 4 block, top: Inputs 1 and 2, from the test set. Bottom: Mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. Image pairs on the top row map to the same mesh in the dataset; on the bottom row they map to different meshes. The bottom-right block shows a typical failure case due to symmetry. Meshes are used for visualization purposes only; the inputs to our method are the 2D images and the relative pose is estimated directly from their embeddings via cross-correlation.
6.4.5 Novel view synthesis

We evaluate novel view synthesis qualitatively. Figure 6.7 shows the results for multiple generated views in different poses, with a single 2D image as input. We do not expect to generate realistic images here, since the embeddings do not capture color or texture and the generator is trained with a simple $L_2$ loss. Our goal is to show that the learned embeddings naturally capture the geometry, which is demonstrated by this example, where a simple 3D rotation of the spherical embeddings obtained from a single 2D image produces a novel view of the corresponding 3D object rotation. Adversarial and perceptual losses for refining the novel views [104, 203] could improve results, when used in conjunction with our approach. See Section 6.6.3 for results from other categories.

![Figure 6.7: Novel view synthesis. Our embeddings are category based, capture both geometry and appearance, can be rotated as spheres, and can be inverted through another neural network. We can generate any new viewpoint from any given viewpoint. For each block: top row: inputs; middle row: novel views generated using our method; bottom row: ground truth views rendered from the original mesh. Top two blocks show different views generated from a single image; bottom two blocks show a single view generated from different images. Each block shows a different instance from the test set.](image)

---

We attempted a method similar to Tatarchenko et al. [192] as baseline, with and without adversarial losses, but results were poor for the large space of rotations considered.
6.4.6 Discussion

Our image to spherical cross-domain embeddings show quantitative improvements in relative 3D object pose estimation. Most existing literature shows results on a restricted set of rotations, and our numbers on 2DOF rotations are comparable to the state of the art. For full 3DOF rotations, relative pose estimation from 2D images is especially challenging for approaches that attempt to predict the pose directly, since it requires mapping from a large space of (possibly pairs of) visually disparate rotated images to some pose representation. In contrast, our method learns the map from image to the spherical embeddings, which does not require seeing pairs of inputs, and the pose estimation comes naturally from a spherical cross-correlation.

KeypointNet [190] training failed to converge or converged to a bad model for cars 2DOF (noted 'div' in Table 6.2) and for the challenging 3DOF rotations. We found that KeypointNet converges if we limit the 3DOF setting to views on a hemisphere (instead of the full sphere). Our numbers for the full 3DOF space of rotations are still superior to KeypointNet’s results for the limited 3DOF hemisphere.

Evaluation of the airplane class is problematic on ShapeNet due to the presence of symmetric instances (flying wings and some spaceships), which admit two possible alignments that differ by a $180^\circ$ rotation. We also observe problems on ObjectNet3D, but in this case it’s an approximate symmetry that sometimes is not captured by the low resolution spherical CNN feature maps. In both cases we consider the symmetry when evaluating the errors by making $\text{err}_{\text{sym}} = \min(\text{err}, \pi - \text{err})$, in radians. This metric is used for all methods on airplanes. Note that Suwajanakorn et al. [190] also observe errors around $180^\circ$ and benefit from this metric. ModelNet40 airplanes do not suffer from this issue.

Our method is capable of synthesizing any new viewpoint from any other given viewpoint for any instance of the category it was trained on. The categories with less appearance
variation are easier to learn and produce sharper images. For all classes, nevertheless, we can verify that the embeddings capture full 3D information.

6.5 Conclusion

In this chapter, we explored the problem of learning expressive $\text{SO}(3)$-equivariant embeddings for 2D images. We proposed a novel cross-domain embedding that maps 2D images to spherical feature maps generated by spherical CNNs trained on 3D shape datasets. In this way, our cross-domain embeddings encode images with sufficient shape properties and an equivariant structure that together are directly useful for different tasks, including relative pose estimation and novel view synthesis.

We highlight two important areas for future work. First, the cross-domain embedding architecture uses a large encoder-decoder structure. The model complexity can be greater than what would be necessary for training traditional task-specific models (e.g., a relative pose regression network). This is because we are solving a much higher dimensional problem, our model must learn an expressive feature representation that generalizes to different applications. Nonetheless, in future work, it will be useful to explore ways to make this component more compact.

Second, by construction, our model is tied to the spherical CNNs that supervise the embeddings. Another future direction is to explore different rotation equivariant models to play this role. Alternatively, improvements to the spherical CNNs themselves can also translate to more powerful embeddings. For example, incorporating texture/normals on their training could improve our results and also allow more challenging tasks such as textured view synthesis.
6.6 EXTRA EXPERIMENTS AND VISUALIZATIONS

We evaluate image to mesh alignment on ShapeNet and relative pose estimation on ModelNet40. For completeness, we also include regression results to estimate error to a canonical pose. Table 6.5 shows the results for ModelNet40 alignment.

### 6.6.1 Image to mesh alignment

Although we focus on tasks where the inputs are 2D images, our method produces a common equivariant representation for images and meshes that is suitable for image to mesh alignment. Table 6.4 shows the results. The accuracy is similar whether we align image to image or image to mesh.

|                | airplane | car  | chair | sofa  |
|----------------|----------|------|-------|-------|
| **2DOF**       |          |      |       |       |
| im-mesh        | 5.65     | 4.95 | 13.28 | 12.34 |
| im-im          | 6.24     | 4.73 | 12.10 | 10.80 |
| **3DOF**       |          |      |       |       |
| im-mesh        | 5.98     | 4.24 | 13.21 | 11.43 |
| im-im          | 7.27     | 4.59 | 12.30 | 9.66  |

Table 6.4: Image to mesh alignment experiment on ShapeNet. We show the category based median relative pose error in deg for image to image (im-im) and image to mesh (im-mesh).
6.6.2 ModelNet40 relative pose

We apply the experimental settings of Section 6.4.3 to categories of the ModelNet40 dataset. Table 6.5 show relative pose estimation results for ModelNet40. Results and conclusions are similar to the ones in Table 6.2.

Table 6.5: Median angular error in degrees for instance and category-based, 2DOF and 3DOF alignment on ModelNet40.

|                | airplane | bed | chair | car  | sofa | toilet |
|----------------|----------|-----|-------|------|------|--------|
| **2DOF, instance-based** |          |     |       |      |      |        |
| Regression     | 6.3      | 12.7| 25.5  | 6.8  | 12.5 | 9.8    |
| Ours           | 3.3      | 4.5 | 7.1   | 4.1  | 4.5  | 4.9    |
| **2DOF, category-based** |        |     |       |      |      |        |
| Regression     | 7.1      | 15.8| 32.2  | 7.0  | 13.3 | 10.4   |
| Ours           | 4.8      | 6.6 | 10.2  | 4.8  | 9.6  | 10.8   |
| **3DOF, instance-based** |      |     |       |      |      |        |
| Regression     | 11.8     | 26.0| 43.7  | 16.5 | 25.3 | 17.8   |
| Ours           | 7.2      | 4.9 | 7.8   | 4.0  | 6.5  | 5.2    |
| **3DOF, category-based** |    |     |       |      |      |        |
| Regression     | 12.9     | 29.9| 52.5  | 15.2 | 34.5 | 17.8   |
| Ours           | 8.8      | 8.6 | 15.3  | 5.1  | 11.0 | 10.9   |

6.6.3 Novel view synthesis

We show novel view synthesis results for ShapeNet cars and chairs, including a failure case in Fig. 6.8.
Figure 6.8: **More novel view synthesis results.** Top-left: inputs, which are 2D images from the test set. Top row: novel views generated using our method. Bottom row: ground truth views rendered from the original mesh. The bottom right shows a failure case due to a chair with uncommon appearance.

6.6.4 Visualization

In this section, we visualize some embeddings along with inputs and outputs of different tasks. We randomly select three channels of the predicted embeddings and plot them on the sphere for different input orientations.

Figure 6.9 shows inputs, embedding channels, rotated embedding channels and outputs from novel view synthesis. Figure 6.10 shows inputs, embedding channels, and alignment visualization.
Figure 6.9: Novel view synthesis visualization. Each row: inputs, three embedding channels, rotated embedding channels, outputs. Top three rows show generation of a canonical view from arbitrary views. Bottom three rows show generation of arbitrary views from a canonical view.
Figure 6.10: Relative pose estimation visualization. Each block of two rows: pair of inputs, three embedding channels per input, mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. We render from the ground truth meshes for visualization purposes only; our inputs are solely the 2D views and output is the relative pose.
The Spin-Weighted Spherical CNNs

7.1 INTRODUCTION

Rotation equivariant convolutional neural networks (CNNs) are the natural way to learn feature representations on spherical data. There are two prevailing designs, (a) convolution between spherical functions and zonal (isotropic; constant per latitude) filters, as presented in Chapter 5, and (b) convolutions on $\text{SO}(3)$ after lifting spherical functions to the rotation group $[31]$. There is a clear distinction between these two designs: (a) is more efficient allowing to build representational capacity through deeper networks, and (b) has more expressive filters but is computationally expensive and thus is constrained to shallower networks. The question we consider in this chapter is: how can we achieve the expressivity/representation capacity of $\text{SO}(3)$ convolutions with the efficiency and scalability of spherical convolutions?

We propose to leverage spin-weighted spherical functions (SWSFs), introduced by Newman and Penrose [152] in the study of gravitational waves. These are complex-valued functions on the sphere that, upon rotation, suffer a phase change besides the usual spherical translation.
Our key observation is that a combination of SWSFs allows more expressive representations than scalar spherical functions, avoiding the need to lift features to the higher dimensional $\text{SO}(3)$. It also enables anisotropic filters, removing the filter constraint of purely spherical CNNs.

We define convolutions and cross-correlations of SWSFs. For bandlimited inputs, the operations can be computed exactly in the spectral domain, and are equivariant to the continuous group $\text{SO}(3)$. We build a CNN where filters and features are sets of SWSFs, and adapt nonlinearities, batch normalization, and pooling layers as necessary.

Besides more expressive and efficient representations, we can interpret the spin-weighted features as equivariant vector fields on the sphere, enabling applications where the inputs or outputs are vector fields. Current spherical CNNs [31, 52, 115, 157] cannot achieve equivariance in this sense, as illustrated in Fig. 7.1.

![Figure 7.1: Colors represent a scalar field, and the green vectors represent a vector field. Upon rotation, scalar fields transform by simply moving values to another position, while vector fields move and also rotate. Treating vector fields as multi-channel scalars (bottom-right) results in incorrect behavior. The spin-weighted spherical CNNs equivariantly handle vector fields as inputs or outputs.](image)
To evaluate vector field equivariance, we introduce a variation of MNIST where the images and their gradients are projected to the sphere. We propose three tasks on this dataset:
1) vector field classification, 2) vector field prediction from scalar fields, 3) scalar field prediction from vector fields. We also evaluate our model on spherical image classification, 3D shape classification, and semantic segmentation of spherical panoramas.

To summarize the contributions of this chapter,

1. We define convolution and cross-correlation between sets of spin-weighted spherical functions. These are $\text{SO}(3)$ equivariant operations that respect SWSFs properties.
2. We build a CNN based on these operations and adapt usual CNN components for sets of SWSFs as features and filters. This is, to the best of our knowledge, the first spherical CNN that operates on vector fields.
3. We demonstrate the efficacy of the spin-weighted spherical CNNs (SWSCNNs) on a variety of tasks including spherical image and vector field classification, predicting vector field from images and conversely, 3D shape classification and spherical image segmentation.

Most of the content in this chapter appeared originally in Esteves et al. [56]. Source code is available at https://github.com/daniilidis-group/swscnn.

7.2 RELATED WORK

EQUIVARIANT CNNS

The first equivariant CNNs were applied to images on the plane [72, 46]. Cohen and Welling [36] formalized these models and named them group equivariant convolutional neural networks (G-CNNs). While initial methods were constrained to small discrete groups of rotations on the plane, they were later extended to larger groups [206],
continuous rotations [209], rotations and scale [54], 3D rotations of voxel grids [208, 200], and point clouds [195].

**Spherical CNNs** G-CNNs can be extended to homogeneous spaces of groups of symmetries [116]; the quintessential example is the sphere $S^2$ as a homogeneous space of the group $\text{SO}(3)$, the setting of spherical CNNs. There are two main branches. The first branch, introduced by Cohen et al. [31], lifts the spherical inputs to functions on $\text{SO}(3)$, and its filters and features are functions on the group $\text{SO}(3)$, which is higher dimensional and thus more computationally expensive to process. Kondor et al. [115] is another example. The second branch, introduced by Esteves et al. [52] (and described in Chapter 5), is purely spherical and has filters and features on $S^2$, using spherical convolution as the main operation. In this case, the filters are constrained to be zonal (isotropic), which limits the representational power. Perraudin et al. [157] also uses isotropic filters, but with graph convolutions instead of spherical convolutions.

This chapter’s approach lies between these two branches; it is not restricted to isotropic filters but it does not have to lift features to $\text{SO}(3)$; we employ sets of SWSFs as filters and features.

A separate line of work developed spherical CNNs that are not rotation-equivariant [101, 224], which rely on the strong assumption that the inputs are aligned.

**Equivariant Vector Fields** Our approach can equivariantly handle spherical vector fields as inputs or outputs. Marcos et al. [139] introduced a planar CNN whose features are vector fields obtained from rotated filters. Cohen and Welling [34] formalized the concept of feature types that are vectors in a group representation space. This was extended to 3D Euclidean space by Veeling et al. [200]. Worrall et al. [209] introduced complex-valued
features on \( \mathbb{R}^2 \) whose phases change upon rotation; this is similar in spirit to our method, but our features live on the sphere, requiring different machinery.

Cohen et al. [35] introduced a framework that produces vector field features on general manifolds; it was specialized to the sphere by Kicanaoglu et al. [108]. The major differences are that our implementation is fully spectral and we demonstrate it on tasks requiring vector field equivariance. Cohen et al. [32] alluded to the possibility of building spherical CNNs that can process vector fields; we materialize these networks.

### 7.3 Background

In this section, we provide the mathematical background that guides our contributions. We first recall the more commonly encountered spherical harmonics (described in more detail in Chapter 2), then generalize them to the spin-weighted spherical harmonics (SWSHs). We also recall the definitions convolutions between spherical functions, which we later generalize to convolutions between spin-weighted functions.

**Spherical Harmonics** The spherical harmonics \( \mathcal{Y}_m^\ell : S^2 \to \mathbb{C} \) form an orthonormal basis for the space \( L^2(S^2) \) of square integrable functions on the sphere. Any function \( f : S^2 \to \mathbb{C} \) in \( L^2(S^2) \) can be decomposed in this basis via the spherical Fourier transform (SFT) (Eq. (7.1)), and synthesized back exactly via its inverse (Eq. (7.2)),

\[
\hat{f}_m^\ell = \int_{S^2} f(x) \overline{Y_m^\ell(x)} \, dx. \tag{7.1}
\]
We interchangeably use latitudes and longitudes \((\theta, \phi)\) or points \(x \in \mathbb{R}^3, \|x\| = 1\) to index the sphere, and we use the hat to denote Fourier coefficients. A function has bandwidth \(B\) when only components of order \(\ell \leq B\) appear in the expansion.

The spherical harmonics are related to irreducible representations of the group \(\text{SO}(3)\) as follows,

\[
D_{m,0}^{\ell}(\alpha, \beta, \gamma) = \sqrt{\frac{4\pi}{2\ell + 1}} \frac{Y_{\ell m}(\beta, \alpha)}{Y_{00}(\beta, \alpha)},
\]

where \(\alpha, \beta\) and \(\gamma\) are ZYZ Euler angles and \(D^{\ell}\) is a Wigner-D matrix.\(^\text{23}\) Since \(D^{\ell}\) is a group representation and hence a group homomorphism, we obtain a rotation formula,

\[
\mathcal{Y}_{\ell m}^{\ell}(g x) = \sum_{n=-\ell}^{\ell} D_{m,n}^{\ell}(g) \mathcal{Y}_{\ell n}^{\ell}(x),
\]

where we interchangeably use an element \(g \in \text{SO}(3)\) or Euler angles \(\alpha, \beta\) and \(\gamma\) to refer to rotations.

Consider the rotation of a function represented by its coefficients by combining Eqs. (7.2) and (7.4),

\[
f(g x) = \sum_{\ell=0}^{\infty} \sum_{n=-\ell}^{\ell} \left( \sum_{m=-\ell}^{\ell} \hat{f}_{m}^{\ell} D_{m,n}^{\ell}(g) \right) \mathcal{Y}_{\ell n}^{\ell}(x).
\]

This shows that when \(f(x) \mapsto f(g x)\), its Fourier coefficients transform as

\[
\hat{f}_{n}^{\ell} \mapsto \sum_{m} D_{m,n}^{\ell}(g) \hat{f}_{m}^{\ell}
\]

\(^{\text{23}}\) The subscripts \(m, n\) refer to rows and columns of the matrix, respectively.
Finally, we recall how convolutions and cross-correlations of spherical functions are computed in the spectral domain. Esteves et al. [52] define the convolution between two spherical functions $f$ and $k$ as Eq. (7.7) while Makadia and Daniilidis [135] and Cohen et al. [31] define the spherical cross-correlation as Eq. (7.8),

\[
(k \ast f)_m^\ell = 2\pi \sqrt{\frac{4\pi}{2\ell + 1}} \hat{f}_m^\ell \hat{k}_0^\ell, \quad (7.7)
\]

\[
(k \star f)_m^n = \hat{f}_m^\ell \hat{k}_n^\ell, \quad (7.8)
\]

Both are shown to be equivariant through Eq. (7.6). The left-hand side of Eq. (7.7) correspond to the Fourier coefficients of a spherical function, while the left-hand side of Eq. (7.8) correspond to the Fourier coefficients of a function on $SO(3)$.

This section laid the foundation for the spin-weighted generalization. See Chapter 2 and Vilenkin and Klimyk [202] and Folland [62] for the full details.

**SPIN-WEIGHTED SPHERICAL HARMONICS** The spin-weighted spherical functions (SWSFs) are complex-valued functions on the sphere whose phases change upon rotation. They have different types determined by the spin weight.

Let $s f : S^2 \rightarrow \mathbb{C}$ be a SWSF with spin weight $s$, $\lambda_\alpha$ a rotation by $\alpha$ around the polar axis, and $\nu$ the north pole. In a conventional spherical function, $\nu$ is fixed by the rotation, so $(\lambda_\alpha(f))(\nu) = f(\nu)$. In a spin-weighted function, however, the rotation results in a phase change,

\[
(\lambda_\alpha(s f))(\nu) = s f(\nu)e^{-is\alpha}. \quad (7.9)
\]
If the spin weight is $s = 0$, this is equivalent to the conventional spherical functions.

The spin-weighted spherical harmonics (SWSHs) form a basis of the space of square-integrable spin-weighted spherical functions; for all square-integrable $s f$, we can write

$$s f(\theta, \phi) = \sum_{\ell \in \mathbb{N}} \sum_{m = -\ell}^{\ell} s Y_{\ell m}(\theta, \phi) s \hat{f}^\ell_m,$$  \hspace{1cm} (7.10)

where $s \hat{f}^\ell_m$ are the expansion coefficients, and the decomposition is defined similarly to Eq. (7.1). For $s = 0$, the SWSHs are exactly the spherical harmonics; we have $0 Y_{\ell m} = Y_{\ell m}$.

The SWSHs are related to the matrix elements $D_{\ell m n}^\ell$ of $SO(3)$ representations as follows,

$$D_{\ell m n}^\ell(\alpha, \beta, \gamma) = (-1)^s \sqrt{4\pi/(2\ell + 1)} s Y_{\ell m}(\beta, \alpha) e^{-is\gamma}.$$ \hspace{1cm} (7.11)

Note how different spin-weights are related to different columns of $D^\ell$, while the standard spherical harmonics are related to a single column as in Eq. (7.3). This shows that the SWSHs can be seen as functions on $SO(3)$ with sparse spectrum, a point of view that is advocated by Boyle [14].

The SWSHs do not transform among themselves upon rotation as the spherical harmonics (Eq. (7.4)) due to the extra phase change. Fortunately, the coefficients of expansion of a SWSF into the SWSHs do transform among themselves according to Eq. (7.6). When $s f(x) \mapsto s f(gx)$,

$$s \hat{f}^\ell_n \mapsto \sum_m D_{\ell m n}^\ell(g) s \hat{f}^\ell_m.$$ \hspace{1cm} (7.12)

This is crucial for defining equivariant convolutions between combinations of SWSFs as we will do in Section 7.4.1. We refer to Castillo [21] and Boyle [13, 14] for more details about SWSFs.
7.4 Method

We introduce a fully convolutional network, the spin-weighted spherical CNN (SWSCNN), where layers are based on spin-weighted convolutions, and filters and features are combinations of SWSFs. We define spin-weighted convolutions and cross-correlations, show how to efficiently implement them, and adapt common neural network layers to work with combinations of SWSFs.

7.4.1 Spin-Weighted Convolutions and Cross-Correlations

We define and evaluate the convolutions and cross-correlations in the spectral domain. Consider a set of spin weights \( W_F, W_K \) and sets of functions \( F = \{ s_f : S^2 \to \mathbb{C} \mid s \in W_F \} \) and filters \( K = \{ s_k : S^2 \to \mathbb{C} \mid s \in W_K \} \) to be convolved.

**Spin-Weighted Convolution**  We define the convolution between \( F \) and \( K \) as follows,

\[
s(\hat{F} * \hat{K})_m^\ell = \sum_{i \in W_F} i f_m^\ell s_k_i^\ell,
\]

where \( s \in W_K \) and \(-\ell \leq m \leq \ell\). Only coefficients \( s \hat{k}_i^\ell \) where \( i \in W_F \) influence the output, imposing sparsity in the spectra of \( K \). The convolution \( F * K \) is also a set of SWSFs with \( s \in W_K \), the same spin weights as \( K \); we leverage this to specify the desired sets of spins at each layer.
We show this operation is \( \text{SO}(3) \) equivariant by applying the rotation formula from Eq. (7.12). Let \( \lambda_g \) denote a rotation of each \( s f(x) \in F \) by \( g \in \text{SO}(3) \). We have,

\[
\hat{s}(\lambda_g F \ast K)_n^\ell = \sum_{i \in W_F} \sum_m D_{m,n}^\ell(g) \hat{f}_m^\ell s \hat{k}_i^\ell \\
= \sum_m D_{m,n}^\ell(g) \sum_{i \in W_F} \hat{f}_m^\ell s \hat{k}_i^\ell \\
= \sum_m D_{m,n}^\ell(g) (\hat{F} \ast K)_m^\ell \\
= \lambda_g (s(\hat{F} \ast K)_n^\ell).
\]

(7.14)

Now consider the spherical convolution defined in Eq. (7.7). It follows immediately that it is, up to a constant, a special case of the spin-weighted convolution, where \( F \) and \( K \) have only one element with \( s = 0 \), and only the filter coefficients of form \( c_s^\ell k_0^\ell \) are used.

**Spin-weighted cross-correlation**

We define the cross-correlation between \( F \) and \( K \) as follows,

\[
\hat{s}(F \ast K)^\ell_m = \sum_{i \in W_F \cap W_K} \hat{f}_m^\ell i \hat{k}_i^\ell.
\]

(7.15)

In this case, only the spins that are common to \( F \) and \( K \) are used, but all spins may appear in the output, so it can be seen as a function on \( \text{SO}(3) \) with dense spectrum. To ensure a desired set of spins in \( F \ast K \), we can sparsify the spectra in \( K \) by eliminating some orders. A procedure similar to Eq. (7.14) proves the \( \text{SO}(3) \) equivariance of this operation.

The spin-weighted cross-correlation generalizes the spherical cross-correlation. When \( F \) and \( K \) contain only a single spin weight \( s = 0 \), the summation in Eq. (7.15) will contain only one term and we recover the spherical cross-correlation defined in Eq. (7.8).
To visualize the convolution and cross-correlations, we use the phase of the complex numbers and define local frames to obtain a vector field. We visualize combinations of SWSFs by associating pixel intensities with the spin-weight $s = 0$ and plotting vector fields for each $s > 0$.

Consider an input $F = \{0f, 1f\}$ and filter $K = \{0k, 1k\}$, both with spin weights 0 and 1. Their convolution also has spins 0 and 1, as shown on the left side of Fig. 7.2. Now consider a scalar valued (spin $s = 0$) input $F = \{0f\}$ and filter $K = \{0k\}$. The cross-correlation will have components of every spin, but we only take spin weights 0 and 1 to visualize (this is equivalent to eliminating all orders larger than 1 in the spectrum of $k$); see Fig. 7.2 (right).

Figure 7.2: Left block ($2 \times 3$): convolution between sets of functions of spins 0 and 1. The operation is equivariant as a vector field and outputs carry the same spins. Right block ($2 \times 3$): spin-weighted cross-correlation between scalar spherical functions. The operation is also equivariant and we show outputs corresponding to spins 0 and 1. The second row shows the effect of rotating the input $F$. 
7.4.2 Implementation

Our implementation of the SWSH decomposition and its inverse follows Huffenberger and Wandelt [96]. The basic idea is to leverage the relation between the SWSHs and the Wigner-D matrices. Recall that we can write the Wigner-D matrices as

\[ D_{\ell m, n}(\alpha, \beta, \gamma) = e^{-im\alpha} d_{\ell m, n}(\beta) e^{-in\gamma}, \]  

(7.16)

where \( d_\ell \) is a Wigner-d matrix.

We define \( \Delta_{\ell m, n} \) as

\[ \Delta_{\ell m, n} = d_{\ell m, n}(\pi/2), \]  

(7.17)

then the following relation holds [165],

\[ d_{\ell m, n}(\theta) = i^{m-n} \sum_{k=-\ell}^{\ell} \Delta_{k m} e^{-ik\theta} \Delta_{\ell k n}. \]  

(7.18)
Now we rewrite the SWSH forward transform,

\[
\hat{s}f^\ell_m = \int_{\theta, \phi} s f(\theta, \phi) Y^\ell_m(\theta, \phi) \sin \theta \, d\theta \, d\phi
\]

\[
= \int_{\theta, \phi} s f(\theta, \phi) (-1)^s \sqrt{\frac{2\ell + 1}{4\pi}} e^{i\ell \psi} D^\ell_{m,-s}(\phi, \psi) \sin \theta \, d\theta \, d\phi
\]

\[
= (-1)^s \sqrt{\frac{2\ell + 1}{4\pi}} \int_{\theta, \phi} s f(\theta, \phi) e^{-i\ell \phi} d^\ell_{m,-s}(\theta) \sin \theta \, d\theta \, d\phi
\]

\[
= (-1)^s \sqrt{\frac{2\ell + 1}{4\pi}} \int_{\theta, \phi} s f(\theta, \phi) e^{-i\ell \phi} \sum_{k=-\ell}^\ell \Delta^\ell_{k,m} e^{-ik\theta} \Delta^\ell_{k,-s} \sin \theta \, d\theta \, d\phi
\]

\[
= (-1)^s \int_{\theta, \phi} s f(\theta, \phi) e^{-i\ell \phi} e^{-ik\theta} \sin \theta \, d\theta \, d\phi
\]

Since the $\Delta^\ell_{m,n}$ are constants, they are pre-computed. We still need to compute

\[
I^\ell_{k,m} = \int_{\theta, \phi} s f(\theta, \phi) e^{-i\ell \phi} e^{-ik\theta} \sin \theta \, d\theta \, d\phi, \quad (7.19)
\]

which can be done efficiently with an FFT. There is a problem because $s f$ is defined on the sphere so it is not periodic in both directions; we then define $s f'$ as the periodic extension of $s f$ which is a function on the torus. See McEwen [143] and Huffenberger and Wandelt [96] for more details about this extension. We can then express $s f'$ by its Fourier coefficients,

\[
\hat{s}f'(\theta, \phi) = \sum_{p,q} \hat{s}f'_{p,q} e^{ip\theta} e^{iq\phi}, \quad (7.20)
\]
Substituting this in Eq. (7.19) yields,

\[
I_{k,m} = \pi \int_0^{2\pi} \int_0^{2\pi} \sum_{p,q} \hat{f}_{p,q} e^{ip\theta} e^{iq\phi} e^{-im\phi} e^{-ik\phi} \sin \theta \sin \phi \sin d\theta d\phi
\]

\[
= \sum_{p,q} \int_0^{2\pi} \int_0^{2\pi} \hat{f}_{p,q} e^{i(p-k)\theta} e^{i(q-m)\phi} \sin \theta \sin \phi \sin d\theta d\phi
\]

\[
= \sum_p \int_0^{2\pi} \hat{f}_{p,m} e^{i(p-k)\theta} \sin \theta \sin d\theta
\]

\[
= 2\pi \sum_p \hat{w}(p-k),
\]

where \( \hat{w} \) can be obtained analytically. Note that the last expression is a 1D discrete convolution; if we see \( \hat{w} \) as the Fourier transform of some \( w \), the convolution can be evaluated as the FFT of the multiplication in the spatial domain,

\[
I_{k,m} = \frac{2\pi}{N^2} \sum_{n,\phi} s f' \hat{w}(\theta, \phi) e^{-i\phi} e^{-im\phi}, \quad (7.21)
\]

for \( N \) uniformly sampled \( \theta, \phi \). Here, \( w \) can be pre-computed, so computing \( I_{k,m} \) amounts to 1) extend the function to the torus, 2) apply the weights \( w \), 3) compute a 2D FFT.

### 7.4.3 Spin-weighted spherical CNNs

Our main operation is the convolution defined in Section 7.4.1. Since components with the same spin can be added, the generalization to multiple channels is immediate. Convolution combines features of different spins, so we enforce the same number of channels per spin per layer. Each feature map then consists of a set of SWSFs of different spins, \( F = \{ s f : S^2 \to \mathbb{C}^k \mid s \in W_F \} \), where \( k \) is the number of channels and \( W_F \) the set of spins.
**Filter Localization**  We compute the convolutions in the spectral domain but apply nonlinearities, batch normalization and pooling in the spatial domain. This requires expanding the feature maps into the SWSHs basis and back at every layer, but the filters themselves are parameterized by their spectrum. We follow the idea of Section 5.4.1 to enforce filter localization with spectral smoothness. The filters there are of the form $\hat{\mathcal{K}}^\ell_0$, so the spectrum is 1D and can be interpolated from a few anchor points, smoothing it out and reducing the number of parameters. In the current case, filters take the general form $s\hat{\mathcal{K}}^\ell_m$ where $s \in W_{F^+K}$ are the output spin weights and $m \in W_F$ are the input spin weights. We then interpolate the spectrum of each component along the degrees $\ell$, resulting in a factor of $|W_{F^+K}|/|W_F|$ more parameters per layer.

**Batch Normalization and Nonlinearity**  We force features with spin weight $s = 0$ to be real by taking their real part after every convolution. Then we can use the common rectified linear unit (ReLU) as the nonlinearity and the standard batch normalization from Ioffe and Szegedy [97].

For $s > 0$, we have complex-valued feature maps. Since values move and change phase upon rotation, equivariant operations must commute with this behavior. Pointwise operations on magnitudes satisfy this requirement. Similarly to Worrall et al. [209], we employ a variation of the ReLU to the complex values $z = ae^{i\theta}$ as follows, where $a \in \mathbb{R}^+$ and $b \in \mathbb{R}$ is a learnable scalar,

$$z \mapsto \max(a + b, 0)e^{i\theta}.$$  

(7.22)

Batch normalization is also applied pointwise, but it does not commute with spin-weighted rotations because of the mean subtraction and offset addition steps. We adapt it by
removing these steps, where $\sigma^2$ is the channel variance, $\gamma \in \mathbb{C}$ is a learnable factor and $\epsilon \in \mathbb{R}^+$ is a constant added for stability,

$$z \mapsto \frac{z}{\sqrt{\sigma^2 + \epsilon}} \gamma.$$  

(7.23)

As usual, the variance is computed along the batch during training and along the whole dataset during inference. The variance of a set of complex numbers is real and only depends on their magnitudes; we use a spherical quadrature rule to compute it.

**Complexity Analysis** We follow Huffenberger and Wandelt [96] for the spin-weighted spherical Fourier transform (SWSFT) implementation, whose complexity for bandwidth $B$ is $\mathcal{O}(B^3)$. While it is asymptotically slower than the $\mathcal{O}(B^2 \log^2 B)$ of the standard SFT from Driscoll and Healy [49], the difference is small for bandwidths typically needed in practice [31, 52, 115]. The rotation group Fourier transform (SOFT) implementation from Kostelec and Rockmore [117] is $\mathcal{O}(B^4)$. Our final model requires $|W|$ transforms per layer, so it is asymptotically a factor $\frac{|W|B}{\log^2 B}$ slower than using SFT as in Esteves et al. [52], and a factor $\frac{B}{|W|}$ faster than using the SOFT as in Cohen et al. [31]. Typical values in our experiments are $B = 32$ and $|W| = 2$.

### 7.5 Experiments

We start with experiments on image and vector field classification, image prediction from a vector field, and vector field from an image, where all images and vector fields are on the sphere. Next, we show applications to 3D shape classification and semantic segmentation of spherical panoramas.
We use only spin weights 0 and 1. When inputs do not have both spins, the first layer is designed so that its outputs have. Following features and filters also have spins 0 and 1.

Every model is trained with different random seeds five times and averages and standard deviations (within parenthesis) are reported.

### 7.5.1 Spherical Image Classification

Our first experiment is on the Spherical MNIST dataset introduced by Cohen et al. [31]. This is an image classification task where the handwritten digits from MNIST are projected on the sphere. Three modes are evaluated depending on whether the training/test set are rotated (R) or not (NR).

We simplify the architecture in Section 5.4.5 to have a single branch. The spherical baseline has six layers with 16, 16, 32, 32, 58, 58 channels per layer, and 8 filter parameters per layer. The SWSCNN follows the same topology, switching from spherical to spin-weighted convolutions. Since the filters now have richer spectra, they need more parameters. In order to keep similar capacity between competing models, we set the number parameters per spin-order pair \((s, m)\)^24 to 6, 6, 4, 4, 3, 3 at each layer. We also cut the number of channels per layer, so while we have the same number of parameters, we have significantly fewer feature maps. The final architecture has 16, 16, 20, 24, 28, 32 channels per layer, with pooling every two layers, and our custom batch normalization applied at every layer. The planar baseline has the same number of layers and uses 2D convolutions with \(3 \times 3\) kernels. We set the number of channels per layer to 16, 16, 32, 32, 54, 54 to match the number of parameters of the other models.

---

^24 We use spins 0 and 1 throughout: \(M_F = M_K = \{0, 1\}\). This amounts to four spin-order pairs per filter per degree: \(0k_0^\ell, 0k_1^\ell, 1k_0^\ell, 1k_1^\ell\).
Training lasts 12 epochs using the Adam optimizer \cite{kingma2014adam}, optimizing the usual cross-entropy loss. We set the initial learning rate to $1 \times 10^{-3}$ and decay it to $2 \times 10^{-4}$ epoch 6 and $4 \times 10^{-5}$ at epoch 10. The mini-batch size is set to 32 and input resolution is $64 \times 64$.

Table \ref{tab:mnist} shows the results; we outperform previous spherical CNNs in every mode.

\begin{table}[h]
\centering
\begin{tabular}{lcccc}
\hline
 & NR/NR & R/R & NR/R & params \\
\hline
Planar CNN & 99.07(4) & 81.07(63) & 17.23(71) & 59 k \\
Cohen et al. \cite{cohen2016spherical} & 95.59 & 94.62 & 93.4 & 58 k \\
Kondor et al. \cite{kondor2016we} & 96.4 & 96.6 & 96.0 & - \\
Esteves et al. \cite{esteves2017spherical} & 98.75(8) & 98.71(5) & 98.08(24) & 57 k \\
Ours & 99.37(5) & 99.37(1) & 99.08(12) & 58 k \\
\hline
\end{tabular}
\caption{Spherical MNIST results. Our model is more expressive than the isotropic and more efficient than the previous anisotropic spherical CNNs, allowing deeper models and improved performance.}
\end{table}

\subsection{Spherical Vector Field Classification}

One crucial advantage of the SWSCNNs is that they are equivariant as vector fields. To demonstrate this, we introduce a spherical vector field dataset and a classification task.

\textbf{Dataset} We start from MNIST \cite{lecun1998mnist}, compute image gradients with Sobel kernels and project the vectors to the sphere. To increase the challenge, we follow Larochelle et al. \cite{larochelle2012classification} and swap the train and test sets so there are 10k images for training and 50k for test. We call this dataset spherical vector field MNIST (SVFMNIST); Fig. \ref{fig:spherical_vector_field} shows some samples.

The vector field is converted to a spin weight $s = 1$ complex-valued function using a predefined local tangent frame per point on the sphere. The inverse procedure converts $s = 1$ features to output vector fields.
Figure 7.3: Samples from SVFMNIST, classification task. We show one sample for each category in canonical orientation for easy visualization.

ARCHITECTURE We use the same architecture and training protocol as described in Section 7.5.1, the only difference is that now the first layer maps from spin 1 to spins 0 and 1. The planar and spherical CNN models take the vector field as a 2-channel input.

RESULTS Table 7.2 shows the results. The NR/R column clearly shows the advantage of vector field equivariance; the baselines cannot generalize to unseen vector field rotations, even when they are equivariant in the scalar sense as [52].

Table 7.2: Spherical vector field MNIST classification results. When vector field equivariance is required, the gap between our method and the spherical and planar baselines is larger.

|            | NR/NR | R/R  | NR/R |
|------------|-------|------|------|
| Planar     | 97.7(2)| 50.0(8)| 14.6(9) |
| Esteves et al. [52] | 98.4(1) | 94.5(5) | 24.8(8) |
| Ours       | 98.2(1) | 97.8(2) | 98.2(7) |
7.5.3 Spherical Vector Field Prediction

The SWSCNNs can also be used for dense prediction. We introduce two new tasks on SVFMNIST, 1) predicting a vector field from an image and 2) predicting an image from a vector field. For these tasks, we implement a fully convolutional U-Net architecture \cite{166} with spin-weighted convolutions, and use the same training procedure as in Section 7.5.1, but minimizing the mean squared error.

**DATASETS** When the image is a grayscale digit and the vector field comes from its gradients, both tasks can be easily solved via discrete integration and differentiation. We call this case “easy”. It highlights a limitation of isotropic spherical CNNs; the results show that the constrained filters cannot approximate a simple image gradient operator.

We also experiment with a more challenging scenario, denoted “hard”, where the digits are colored and the vector fields are rotated based on the digit category.

When predicting an image from a vector field, the color is determined in HSV space, where the value is the original grayscale value, the hue is $c/10$ for category $c$, and the saturation is set to one. The target is then converted back to RGB. Figure 7.4 shows a few input/target pairs.

When predicting a vector field from an image, the angular offset on all vectors depends on the target category. The offset for category $c$ is given by $\exp(2\pi ic/10)$. Figure 7.5 shows a few input/target pairs.

The “hard” tasks involve semantics and require the network to implicitly classify the input in order to correctly predict output color and vector directions.

**ARCHITECTURES** The architecture for dense prediction is a fully convolutional U-Net \cite{166} with spin-weighted convolutions. We use 16, 32, 32, 32, 32, 16 channels per layer,
Figure 7.4: Samples from SVFMNIST, image from vector field prediction “hard” task. Top shows input vector fields, bottom the target spherical images. Note that the targets have different colors based on the category, so the task cannot be solved via simple gradient integration. Samples are in canonical orientation for easy visualization.

Figure 7.5: Samples from SVFMNIST, vector field from image prediction “hard” task. Top shows input spherical images, bottom the target vector fields. The targets have different angular offsets based on the category so the task cannot be solved via simple image gradient estimation. Samples are in canonical orientation for easy visualization.
with pooling in the first two layers and nearest neighbors upsampling in the last two. The number of filter parameters chosen per spin-order per layer is 6, 4, 3, 3, 4, 6.

The spherical CNN baseline uses spherical convolutions and sets the numbers of filter parameters to 8 per layer and the number of channels to 20, 40, 78, 78, 40, 20.

The planar baseline again uses 2D convolutions with 3 × 3 kernels and of channels to 18, 36, 72, 72, 36, 18 channels.

**RESULTS** Table 7.3 shows the results. While the planar baseline does well in the “easy” tasks that can be solved with simple linear operators, our model still outperforms it when generalization to unseen rotations is demanded (NR/R). In the “hard” task, the SWSCNNs are clearly superior by large margins.

Table 7.3: Vector field to image and image to vector field results on SVFMNIST. The SWSCNNs show superior performance, especially on the more challenging tasks. The metric is the mean-squared error × 10^3 (lower is better). All models have around 112k parameters.

| Easy     | NR/NR | R/R | NR/R | Hard    | NR/NR | R/R | NR/R |
|----------|-------|-----|------|---------|-------|-----|------|
| **Image to Vector Field** |       |     |      |         |       |     |      |
| Planar   | 0.3(1)| 5.0(1)| 9.3(1)| 16.9(5)| 26.0(1)| 32.9(2)|
| Esteves et al. [52] | 9.7(3)| 31.0(2)| 45.6(7)| 13.3(6)| 28.5(4)| 41.6(4)|
| Ours     | 2.9(2)| 3.4(1)| 4.3(1)| 11.6(6)| 9.2(4)| 10.2(6)|
| **Vector Field to Image** |       |     |      |         |       |     |      |
| Planar   | 1.4(1)| 3.2(1)| 6.9(4)| 3.3(2)| 13.4(2)| 21.1(3)|
| Esteves et al. [52] | 3.8(1)| 4.9(2)| 15(2)| 2.6(1)| 6.4(2)| 20.3(9)|
| Ours     | 3.5(1)| 3.8(1)| 4.0(1)| 2.6(1)| 2.7(1)| 2.9(1)|

We show examples of inputs and outputs for the dense prediction tasks; Figure 7.6 shows the vector field to image task while Fig. 7.7 shows the image to vector field task. Models are trained on the R mode, so they have access to rotated samples at training time.
Nevertheless, the standard CNN and spherical CNN models are not equivariant in the vector field sense and cannot achieve the same accuracy as the SWSCNNs.

![Input/output samples for the spherical vector field to image task. We show two rotated instances of the same input to highlight that standard CNNs and spherical CNNs do not respect the spherical vector field equivariance, while the SWSCNNs do.](image)

**Figure 7.6:** Input/output samples for the spherical vector field to image task. We show two rotated instances of the same input to highlight that standard CNNs and spherical CNNs do not respect the spherical vector field equivariance, while the SWSCNNs do.

### 7.5.4 Classification of 3D shapes

We tackle 3D object classification on ModelNet40 [211], following the protocol from Section 5.5 which considers azimuthally and arbitrarily rotated shapes.

Besides more expressive filters, our method also represents the shapes more faithfully on the sphere. Esteves et al. [52] and Cohen et al. [31] cast rays from the shape’s center and assign the intersection distance and angle between normal and ray to points on the sphere. Normals are not uniquely determined by a single angle but this limitation was necessary to preserve equivariance as a scalar field.

By using SWSCNNs, we can represent any normal direction uniquely, without breaking equivariance. We split the vector in radial and tangent components, where the radial is
represented with spin \( s = 0 \) and the tangent has \( s = 1 \). Since the intersection distance has also \( s = 0 \), our 3D shape representation has two spherical channels with \( s = 0 \) and one of \( s = 1 \). Following Cohen et al. [31], we also use the convex hull for extra channels.

When inputs have limited orientations, a globally equivariant model can be undesirable, even though equivariance in the local sense is still useful. We can keep the benefits while still having access to the global pose by breaking equivariance on the final layers, which we do by simply replacing them with regular 2D convolutions. We call this model “Ours + BE”; it results in better performance on “upright” but worse on “rotated”, as expected.

**Training** We train for 48 epochs using the Adam optimizer [109], with learning rate linearly increasing from 0 to \( 5 \times 10^{-3} \) during the first epoch then decayed by a factor of 5 at epochs 32 and 44. The mini-batch size is 32 and input resolution is \( 64 \times 64 \). The cross-entropy loss is optimized and we found that label smoothing regularization [191] with \( \epsilon = 0.2 \) is beneficial.
ARCHITECTURE  The basic block is residual [84] with a bottleneck halving the number of channels when input and output number of channels match. Our custom batch normalization and nonlinearity is applied to the complex feature maps. We use 32, 32, 64, 64, 128, 128, 256, 256 channels per layer where average pooling is applied before each increase in the number of channels, and 6, 6, 4, 4, 3, 3, 3 filter parameters are learned per spin-order per layer, with a total of 1.2 M parameters. When breaking equivariance (“Ours + BE”), we replace the last two layers by 3 blocks of 2D convolution with 3 × 3 kernels.

BASELINES  The same training procedure and architecture are used for the SphCNN [52] baseline, which explains the superior numbers we report when comparing with the original paper.

We evaluate the baseline from Jiang et al. [101] following the recipe in the paper. The only difference is that we randomly rotate the training and test sets. Each training set object is rotated multiple times to serve as augmentation. The numbers we obtain differ from the 90.5% accuracy reported in the original paper because our results are for azimuthally and arbitrarily rotated datasets while the original has all objects in a canonical pose.

RESULTS  Table 7.4 compares with previous spherical CNNs. The “upright” mode has only azimuthal rotations while “rotated” is unrestricted. EMVN [58] is state-of-the-art on this task with 94.4% accuracy on “upright” and 91.1% on “rotated”, but it requires 60 images as input and much larger model.

7.5.5 Semantic segmentation of spherical panoramas

We evaluate our method on the Stanford 2D3DS dataset [4], which contains 1,413 RGB-D panoramas with corresponding pixelwise semantic labels and normals. We follow the
Table 7.4: ModelNet40 shape classification accuracy [%]. Our model outperforms previous spherical CNNs while requiring small input size and low parameter count.

|               | upright | rotated |
|---------------|---------|---------|
| UGSCNN [101]  | 87.3(3) | 81.9(9) |
| SphCNN [52]   | 89.3(5) | 88.4(3) |
| Ours          | 89.6(3) | 88.8(1) |
| Ours + BE     | 90.1(3) | 88.2(2) |

usual protocol of reporting the average performance over the three official folds, and we use the same weights per class as Jiang et al. [101] to mitigate the class imbalance.

As in Section 7.5.4, our model is able uniquely represent surface normals. In this task, representing the normals with respect to local tangent frames is also more realistic, as they could be estimated from a depth sensor without knowledge of global orientation. Note that competing methods don’t usually leverage the normals, so we also show results without them for comparison.

**TRAINING** We train for 48 epochs using the Adam optimizer [109], with the learning rate linearly increasing from 0 to $1 \times 10^{-2}$ during the first epoch then decayed by a factor of 10 at epoch 40. The mini-batch size is 8 and input resolution is $128 \times 128$. The pixelwise cross-entropy loss is optimized with label smoothing regularization [191] with $\epsilon = 0.2$.

**ARCHITECTURE** A fully convolutional U-Net [166] architecture is used with same residual block described in Section 7.5.4. We use 16, 64, 128, 128, 256, 256, 128, 128, 64, 16 channels per layer where average pooling/nearest neighbor upsampling is applied before each increase/decrease in the number of channels, and 8, 6, 6, 4, 4, 3, 3, 4, 4, 6, 6, 8 filter parameters are learned per spin-order per layer, with a total of 2.5 M parameters. When
breaking equivariance in “Ours + BE”, we replace the last layer by six blocks of 2D convolutions with $3 \times 3$ kernels and 32 channels.

**RESULTS**  Table 7.5 shows the results in terms of pixelwise accuracy and mean intersection over union (mIoU). Inputs are upright so global $SO(3)$ equivariance is not required; nevertheless, our method matches the state-of-the-art performance, which demonstrates the representational power of the SWSCNNs.

|                | acc [%] | mIoU  |
|----------------|--------|-------|
| UGSCNN [101]   | 54.7   | 38.3  |
| Gauge CNN [35] | 55.9   | 39.4  |
| HexRUNet [224] | 58.6   | 43.3  |
| SphCNN [52]    | 52.8(6)| 40.2(3)|
| Ours           | 55.6(5)| 41.9(5)|
| Ours + normals | 57.5(6)| 43.4(4)|
| Ours + normals + BE | 58.7(5)| 43.4(4)|

### 7.6 Conclusion

In this chapter, we introduced the spin-weighted spherical CNNs, which use sets of spin-weighted spherical functions as features and filters, and employ layers of a newly introduced spin-weighted spherical convolution to process spherical images or spherical vector fields. Our model achieves superior performance on the tasks attempted, at a reasonable computational cost. We foresee further applications of the SWSCNNs to 3D
shape analysis, climate/atmospheric data analysis and other tasks where inputs or outputs can be represented as spherical images or vector fields.
8.1 Conclusion

This thesis presented different methods of learning equivariant representations with convolutional neural networks (CNNs), and demonstrated promising results in multiple tasks. The methods introduced leverage symmetries in the data to reduce sample and model complexity and improve generalization performance. We conclude by reiterating the main ideas and their applications.

1. The polar transformer networks (PTNs) provide equivariance to the group of similarities on the plane via a transformation to canonical coordinates, and were applied to image classification. This was one of the first models equivariant to scale, and equivariant to a continuous group of transformations other than translation.

2. The equivariant multi-view networks (EMVN) achieve equivariance to the icosahedral group of discrete rotations through discrete group convolutions. They were applied to 3D shape classification, retrieval, and panoramic image classification. These models leverage image descriptors from multiple views to construct a function on the group that is input to a group equivariant convolutional neural network (G-CNN). The descriptors can come from any other model.

3. The spherical CNNs achieve equivariance to \( \text{SO}(3) \), the continuous group of 3D rotations, through spherical convolutions evaluated in the spectral domain. Applications
to 3D shape classification, retrieval, and shape alignment were demonstrated. This was the first model based on spherical convolutions with inputs, filters, and features on the sphere, and also one of the first to achieve $\text{SO}(3)$-equivariance.

4. The cross-domain embeddings were introduced to obtain equivariant spherical representations from a 2D view of a 3D object. They enable computation of the relative 3D pose between two views of the object through spherical correlation between their spherical embeddings, and also generation of novel views by rotating and inverting the embeddings. This was the first learned model for pose estimation with no regression, classification, or keypoints involved.

5. The spin-weighted spherical CNNs (SWSCNNs) generalize the spherical CNNs. They remove the isotropic filter constraint in an efficient way and lead to more expressive models, also allowing equivariant processing of vector fields on the sphere. Applications to spherical image classification, semantic segmentation, and spherical vector field classification and generation were shown. This model was the first demonstrate $\text{SO}(3)$-equivariance for spherical vector fields.

### 8.2 Future Work

#### 8.2.1 Invertible mesh to sphere mapping

Applications of our spherical and spin-weighted spherical CNNs to 3D shape analysis rely on the procedure to convert a mesh to a spherical function described in Section 5.5.1. There, we cast rays that intersect the mesh and construct a spherical function based on the
intersection point properties. When there are multiple intersections per ray, only a single one is used, which makes the process non-invertible.

Besides the loss of information that may hurt tasks like classification and retrieval, the non-invertibility forbids applications that require dense predictions such as 3D object part segmentation and mesh generation, so finding an invertible mesh to sphere map would benefit several fronts.

One way to obtain such a map is through mean curvature flow, a surface evolution process where points move at velocities proportional to the local mean curvature, in the direction of the local surface normal. Intuitively, points move inwards where the curvature is positive and outwards where it is negative, so watertight genus-zero surfaces evolving under this rule tend to approach a sphere and shrink. Mantegazza [138] describes these flows in full detail. There are different ways of computing curvature flows [107, 37] and properties like conformality or authalicity may be enforced. Neural ODEs [27] may also enable learning the flow instead of following the mean curvature rule; Gupta and Chandraker [78] applies it to learn a mapping from sphere to mesh.

Some complicating factors when computing the flow occur when inputs are not (i) manifold meshes, (ii) watertight, and (iii) genus-zero, so some form of pre-processing should be used to handle these cases.

Sinha et al. [182] and Maron et al. [140] present similar ideas that map meshes to the sphere and torus, respectively. While Sinha et al. [182] also obtain a spherical representation of a mesh, they use it just as an intermediate and flatten it to a square image to be processed by a CNN. Maron et al. [140] identify this flattening as a limitation and propose a map from mesh to the torus instead.

Since our spherical CNNs naturally handle spherical signals, we can operate on spherical representations of meshes directly. Moreover, the SWSCNNs also handle spherical vector fields, so the flow process itself can serve as input shape features (besides the usual features
such as curvatures). This is similar in spirit to the heat kernel signature (HKS) \cite{188}, which samples values of the heat kernel at different times to construct vertex descriptors. In our case, flow iterations move the vertices, so we can collect the displacements per time step and assign them to the corresponding final position of the vertex on the sphere, resulting in a multi-channel spherical vector field, which we can call “curvature flow signature”. Similarly to the HKS, the flow is determined by intrinsic shape properties, so the representation is equivariant to isometries.

The idea of encoding shape and transferring features through flows of diffeomorphisms is central in the field of computational anatomy \cite{144}. Another useful idea from this field is the definition of distance between shapes through a metric on the group of diffeomorphisms, which could be leveraged to construct losses for shape inference tasks. Refer to Younes \cite{222} for more details about these ideas.

### 8.2.2 Large scale computer vision problems

The interest in equivariant representations has grown considerably since the research for this thesis began, and it continues to grow. Currently, most successful equivariant models are on tasks with limited data (e.g., medical imaging), on non-Euclidean manifolds (e.g., spherical images), or where inputs are heavily perturbed (e.g., rotated 3D shape retrieval).

While Cohen and Welling \cite{34} and Weiler et al. \cite{205} demonstrated that rotation/reflection equivariant models can improve classification on CIFAR10/100, which are upright natural image datasets, no improvements have been achieved on popular large scale computer vision tasks such as ImageNet image classification \cite{168} and COCO \cite{127} instance segmentation and object detection.

In theory, equivariant models can reduce sample and model complexity, and improve generalization performance even when global perturbations are not present. In practice,
data augmentation, architecture and optimizer choices seem to have a larger effect on performance on these large scale tasks.

At least part of this gap is due to engineering challenges; significant engineering effort has been put on optimizing the standard deep learning operations (e.g., the cuDNN library [28]), while the equivariant counterparts are still mostly in a research stage. It is possible that, with some engineering, models equivariant to planar rotation, reflections, and/or scaling can make progress on popular large scale computer vision tasks.

Even tasks where equivariant models do excel, such as the ones we tackled in Chapters 5 and 7 could be improved with more efficient implementations and further exploration of architecture design. Some of the models introduced in this thesis implement fairly complicated operations with many steps using high-level TensorFlow [1] operations; it is likely that lower-level implementations would be more efficient, enabling larger models and higher resolutions. The e3nn library [71] is a notable related endeavor.

8.2.3 Unsupervised learning of symmetries

Every equivariant model presented in this thesis and the vast majority of related literature assume that the symmetries are known beforehand; we design models to be equivariant to a specific group of symmetries. What if the symmetries are unknown? While some symmetries are ubiquitous, such as the shift-invariance in natural images, which justifies the use of 2D convolutions, other types of symmetries may be unknown, so an unsupervised way of finding them in the data can be useful.

There is some recent exploration in this direction. Krippendorf and Syvaeri [118] search for invariant orbits on the last layer of a pre-trained network, while Zhou et al. [228] use meta-learning to enforce filter constraints that reveal underlying symmetries.
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Our equivariant multi-view networks (EMVNs) aggregate multiple views as functions on rotation groups, then processed with group convolutions. This ensures equivariance to 3D rotations and jointly reasoning over all views, leading to superior shape descriptors. We show functions on the icosahedral group and homogeneous space (H-space) on appropriate solids. Each view is first processed by a CNN and resulting descriptors are associated with a group (or homogeneous space (H-space)) element. When views are identified with an H-space, the first operation is a cross-correlation that lifts features to the group. Once we have an initial representation on the group, a group CNN is applied.

The 60 rotations of the icosahedral group $I$. We consider $g_1$ the identity, highlight one edge, and show how each $g_i \in I$ transforms the highlighted edge.

Cayley table for the icosahedral group $I$. We can see that $I$ is non-abelian, since the table is not symmetric.

Outside-in camera configurations considered. Left to right: $20 \times 3$, $12 \times 5$, and $60 \times 1$. Blue arrows indicate the optical axis and green, the camera up direction. Object is placed at the intersection of all optical axes. Only the $60 \times 1$ configuration avoids views related by in-plane rotations.

Equivariance of view configurations to $I$. The views on the left and right are from 3D shapes separated by a $72^\circ$ rotation in the discrete group. We mark corresponding views before and after rotation with same border color. Notice the five first views in the second row – the axis of rotation is aligned with their optical axis; the rotation effect is a shift right of one position for these views. It is clear that when $g \in I$ is applied to the object, the views permute in the order given by the Cayley table, showing that the mapping from 3D shape to view set is equivariant.

Features learned by our method are visualized on the pentakis dodecahedron, which has icosahedral symmetry so its 60 faces are identified with elements of the discrete rotation group $I$. Columns show learned features from different channels/layers. The first two rows are related by a rotation of $72^\circ$ in $I$. Equivariance is exact in this case, as can be verified by the feature maps rotating around the polar axis (notice how the top 5 cells shift one position). The first and third row are related by a rotation of $36^\circ$ around the same axis, which is in the midpoint between two group elements. Equivariance is approximate in this case, and features are a mixture of the two above.
Figure 4.7 One subset of in-plane related views from the $12 \times 5$ configuration and correspondent polar images. Note how the polar images are related by circular vertical shifts so their CNN descriptors are approximately invariant to the in-plane rotation. There are 12 such subsets for the $12 \times 5$ configuration and 20 for the $20 \times 3$; this allows us to maintain equivariance with 12 or 20 views instead of 60.

Figure 4.8 Localized filters and their receptive fields as we stack more layers. First column shows the filter, second the input, and others are results of stacking group convolutions with the same filter. Top row filter has 12 nonzero elements; middle and bottom have 5. The support for the bottom row contains elements of a 12 element subgroup, so its receptive field cannot cover the full input space.

Figure 4.9 Top: original input from MatterPort3D [23] scene classification task. Bottom: our set of 12 overlapping views.

Figure 4.10 Feature maps with 12 input views.

Figure 4.11 Feature maps with 20 input views.

Figure 4.12 Feature maps with 60 input views.

Figure 5.1 ModelNet40 classification for point cloud [159], volumetric [160], and multi-view [186] methods. The significant drop in accuracy illustrates that conventional methods do not generalize to arbitrary ($SO(3)/SO(3)$) and unseen orientations ($z/SO(3)$).

Figure 5.2 Each row shows the rotated input mesh and a few corresponding spherical feature maps learned by our network. Note the activations on the aircraft engines on the second column; they clearly illustrate rotation equivariance.

Figure 5.3 Overview of our method. From left to right: a 3D model (1) is mapped to a spherical function (2), which passes through a sequence of spherical convolutions, nonlinearities and pooling, resulting in equivariant feature maps (3–9). We show only a few channels per layer. A global weighted average pooling of the last feature map results in a descriptor invariant to rotation (10), which can be used for classification or retrieval. The input spherical function (2) may have multiple channels, in this picture we show the distance to intersection representation.
Figure 5.4  Spherical convolution with localized filters. We arrange the input spherical Fourier transform (SFT) in a lower-triangular matrix where the i-th row contains coefficients of order $\ell = i$. The anchor points shown in the bottom-left are learned (eight parameters, in this example); the rest of the filter spectrum is linearly interpolated. Then, evaluation of Eq. (5.6) for all degrees is a simple multiplication with a diagonal matrix constructed from the zonal filter coefficients. Finally, we apply the inverse spherical Fourier transform (ISFT) to the resulting spectrum to recover the output spherical function.

Figure 5.5  Filters learned in the first layer. The filters are zonal. Left: 16 non-localized filters. Right: 16 localized filters. Nonlocalized filters are parameterized by all spectral coefficients (16, in the example). Even though locality is not enforced, some filters learn to respond locally. Localized filters are parameterized by a few points of the spectrum (4, in the example), the rest of the spectrum is obtained by interpolation; notice how the energy is more concentrated around the pole.

Figure 5.6  Our model learns descriptors that are nearly invariant to input rotations. From top to bottom: five azimuthal rotations and correspondent descriptors (one per row), five arbitrary rotations and correspondent descriptors. The invariance error is negligible for azimuthal rotations; since we use equiangular sampling, the cell area varies with the latitude, and rotations around $z$ preserve latitude. Arbitrary rotations brings a small invariance error, for reasons detailed in Section 5.5.6.

Figure 5.7  We show the grids and views of a mesh of a chair converted to spherical functions $f_E$ and $f_H$ for the equiangular and HEALPix grids, respectively. From left to right: (1) equiangular grid, (2) HEALPix grid, (3) south pole of $f_E$, (4) south pole of $f_H$, (5) equator of $f_E$, (6) equator of $f_H$, (7) original mesh. Note how the equiangular grid results in higher resolution at the poles and lower at the equator, while HEALPix is approximately uniform everywhere. In particular, the HEALPix capture better the arms of the chair, even with fewer points in total (3072 vs 4096).
Figure 5.8  Shape alignment for two categories. We align shapes by running spherical correlation on their feature maps. The semantic features learned can be used to align shapes from the same class even with large appearance variation. 1st and 3rd rows: reference shape, followed by queries from the same category. 2nd and 4th rows: Corresponding aligned shapes. Last column shows failure cases.

Figure 5.9  Spherical convolutional hourglass network (SCHN) architecture. Blocks represent feature maps and arrows, operations. The height of a block represents the spatial resolution and the width, the number of channels. Left: spherical residual bottleneck block. Right: spherical hourglass network.

Figure 5.10  Panorama semantic segmentation results. Top: input spherical panoramas. Middle: segmentation masks produced by our network. Bottom: 2DHG baseline (non-equivariant) results. The baseline model can handle only azimuthal rotations (leftmost frame).

Figure 6.1  Overview. We learn category-based spherical 3D equivariant embeddings that can be correlated for relative pose estimation, and rotated for novel view synthesis. Left: relative pose estimation. Given 2 images of objects from the same class, we obtain the respective spherical embeddings. The relative pose is computed from the spherical correlation between the spherical embeddings. Right: novel view synthesis. We first embed the input view into the spherical representation, then we apply the target rotation to the spherical feature maps, and feed them to the synthesizer to generate novel views.

Figure 6.2  Cross-domain spherical embeddings. Given a 3D mesh, (a) we map it to a spherical function, and use a pre-trained spherical CNN to compute its spherical embedding. (b) During training, we render a view and learn the transformation to the target spherical embedding using an encoder-decoder. For inference, the inputs are 2D images and only the encoder-decoder part is used.

Figure 6.3  Novel view synthesis training. We learn the inverse map from spherical embeddings to 2D views. The map from 2D view to spherical embeddings (in blue) is the same as in Fig. 6.2 and is frozen during training. The synthesizer network (in red) reconstructs the same input view and is trained with an $L_2$ loss.
**Figure 6.4**  **Network architectures used in this chapter.** Rectangles indicate data dimensions (width x height x channels). *Red arrow:* spherical convolutional residual bottleneck layer; *dashed arrow:* global average pooling; *blue arrow:* residual bottleneck layer; *black arrow:* convolutional layer. Nodes with yellow and green backgrounds are the target embeddings for pose and synthesis, respectively.  

**Figure 6.5**  **Category-based relative pose estimation.** We render one object in the pose of the other using our estimated relative pose. *For each block,* top: Inputs 1 and 2, from the test set. Bottom: Mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. We render from the ground truth meshes for visualization purposes only; the inputs to our method are solely the 2D views and the output is the relative pose. Note how the alignment is possible even under large appearance variation.

**Figure 6.6**  **Relative pose estimation for real images.** We render the mesh corresponding to one input in the pose of the other using the estimated relative pose. *For each 4 × 4 block,* top: Inputs 1 and 2, from the test set. Bottom: Mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. Image pairs on the top row map to the same mesh in the dataset; on the bottom row they map to different meshes. The bottom-right block shows a typical failure case due to symmetry. Meshes are used for visualization purposes only; the inputs to our method are the 2D images and the relative pose is estimated directly from their embeddings via cross-correlation.

**Figure 6.7**  **Novel view synthesis.** Our embeddings are category based, capture both geometry and appearance, can be rotated as spheres, and can be inverted through another neural network. We can generate any new viewpoint from any given viewpoint. For each block: top row: inputs; middle row: novel views generated using our method; bottom row: ground truth views rendered from the original mesh. Top two blocks show different views generated from a single image; bottom two blocks show a single view generated from different images. Each block shows a different instance from the test set.

**Figure 6.8**  **More novel view synthesis results.** Top-left: inputs, which are 2D images from the test set. Top row: novel views generated using our method. Bottom row: ground truth views rendered from the original mesh. The bottom right shows a failure case due to a chair with uncommon appearance.
Figure 6.9  **Novel view synthesis visualization.** Each row: inputs, three embedding channels, rotated embedding channels, outputs. Top three rows show generation of a canonical view from arbitrary views. Bottom three rows show generation of arbitrary views from a canonical view.

Figure 6.10  **Relative pose estimation visualization.** Each block of two rows: pair of inputs, three embedding channels per input, mesh 2 rotated into pose 1, and mesh 1 rotated into pose 2. We render from the ground truth meshes for visualization purposes only; our inputs are solely the 2D views and output is the relative pose.

Figure 7.1  Colors represent a scalar field, and the green vectors represent a vector field. Upon rotation, scalar fields transform by simply moving values to another position, while vector fields move and also rotate. Treating vector fields as multi-channel scalars (bottom-right) results in incorrect behavior. The spin-weighted spherical CNNs equivariantly handle vector fields as inputs or outputs.

Figure 7.2  Left block (2 × 3): convolution between sets of functions of spins 0 and 1. The operation is equivariant as a vector field and outputs carry the same spins. Right block (2 × 3): spin-weighted cross-correlation between scalar spherical functions. The operation is also equivariant and we show outputs corresponding to spins 0 and 1. The second row shows the effect of rotating the input F.

Figure 7.3  Samples from SVFMNIST, classification task. We show one sample for each category in canonical orientation for easy visualization.

Figure 7.4  Samples from SVFMNIST, image from vector field prediction “hard” task. Top shows input vector fields, bottom the target spherical images. Note that the targets have different colors based on the category, so the task cannot be solved via simple gradient integration. Samples are in canonical orientation for easy visualization.

Figure 7.5  Samples from SVFMNIST, vector field from image prediction “hard” task. Top shows input spherical images, bottom the target vector fields. The targets have different angular offsets based on the category so the task cannot be solved via simple image gradient estimation. Samples are in canonical orientation for easy visualization.

Figure 7.6  Input/output samples for the spherical vector field to image task. We show two rotated instances of the same input to highlight that standard CNNs and spherical CNNs do not respect the spherical vector field equivariance, while the SWSCNNs do.
Figure 7.7  Input/output samples for the spherical image to vector field task. 192
LIST OF ACRONYMS

CNN convolutional neural network
EMVN equivariant multi-view network
FFT Fast Fourier Transform
G-conv group convolution
G-CNN group equivariant convolutional neural network
H-corr homogeneous space cross-correlation
H-conv homogeneous space convolution
HKS heat kernel signature
H-space homogeneous space
ISFT inverse spherical Fourier transform
mAP mean average precision
mIoU mean intersection over union
MSE mean squared error
MV multi-view
MVCNN multi-view convolutional neural network
PCA principal component analysis
PnP Perspective-n-Point
PTN polar transformer network
ReLU rectified linear unit
RGB red, green, blue
SCHN spherical convolutional hourglass network
SFT spherical Fourier transform
SGD stochastic gradient descent
SOFT rotation group Fourier transform
SP spectral pooling
STN spatial transformer network
SVD singular-value decomposition
SVFMNIST spherical vector field MNIST
SVHN street view house numbers
SWSCNN spin-weighted spherical CNN
SWSF spin-weighted spherical function
SWSFT spin-weighted spherical Fourier transform
SWSH spin-weighted spherical harmonic
WAP weighted average pooling
WGAP weighted global average pooling
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