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Abstract
In this paper, we presented our recently developed Dynamical Radiative and Elastic ENergy loss Approach (DREENA-C) framework, which is a fully optimized computational suppression procedure based on our state-of-the-art dynamical energy loss formalism in constant temperature finite size QCD medium. With this framework, we have generated, for the first time, joint $R_{AA}$ and $v_2$ predictions within our dynamical energy loss formalism. The predictions are generated for both light and heavy flavor probes, and different centrality regions in Pb + Pb collisions at the LHC, and compared with the available experimental data. While $R_{AA}$ predictions agree with experimental data, $v_2$ predictions qualitatively agree with, but are quantitatively visibly above, the experimental data (in disagreement with other models, which underestimate $v_2$). Consistently with numerical predictions, through simple analytic analysis, we show that $R_{AA}$ is insensitive to medium evolution (though highly sensitive to energy loss mechanisms), while $v_2$ is highly sensitive to the evolution. As a major consequence for precision quark-gluon plasma (QGP) tomography, this then leaves a possibility to calibrate energy loss models on $R_{AA}$ data, while using $v_2$ to constrain QGP parameters that are in agreement with both high and low $p_\perp$ data.
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1. Introduction

Quark-gluon plasma (QGP) is a new state of matter [1, 2] consisting of interacting quarks, antiquarks and gluons. Such a new state of matter is created in ultra-relativistic heavy ion collisions at Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC). Rare high momentum probes, which are created in such collisions and which transverse QGP, are excellent probes of this extreme form of matter [3–5]. Different observables (such as angular averaged nuclear modification factor \( R_{AA} \) and angular anisotropy \( v_2 \)), together with probes with different masses, probe this medium in a different manner. Therefore, comparing comprehensive set of joint predictions for different probes and observables, with available experimental data from different experiments, collision systems and collision energies, allows investigating properties of QCD medium created in these collisions [6–12].

However, to implement this idea, it is necessary to have a model that realistically describes high-\( p_T \) parton interactions with the medium. With this goal in mind, we developed state-of-the-art dynamical energy loss formalism [13, 14], which includes different important effects (some of which are unique to this model). Namely, (i) the formalism takes into account finite size, finite temperature QCD medium consisting of dynamical (that is moving) partons, contrary to the widely used static scattering approximation and/or medium models with vacuum-like propagators. (ii) The calculations are based on the finite temperature field theory [15, 16], and generalized HTL approach, in which the infrared divergencies are naturally regulated, so the model does not have artificial cutoffs. (iii) Both radiative [13] and collisional [17] energy losses are calculated under the same theoretical framework, applicable to both light and heavy flavor. (iv) The formalism is generalized to the case of finite magnetic [18] mass and running coupling [19], and most recently, we also applied first steps towards removing widely used soft-gluon approximation from radiative energy loss calculations, enhancing the applicability region of this formalism [20]. This formalism was further integrated into numerical procedure [19], which includes initial \( p_T \) distribution of leading partons [21, 22], energy loss with path-length [23, 24] and multi-gluon [25] fluctuations, and fragmentation functions [26–28], to generate the final medium modified distribution of high \( p_T \) hadrons. While all the above effects have to be included based on theoretical grounds, it is plausible to ask whether all of these ingredients are necessary for accurately interpreting the experimental data, particularly since other available approaches [29–33] commonly neglect some—or many—of these effects. To address this important issue, in [34], we showed that, while abolishing widely used static approximation is the most important step for accurate suppression predictions, including all other effects is necessary for a fine agreement with high-\( p_T \) \( R_{AA} \) (and \( v_2 \), not published) data.

To be able to generate predictions that can reasonably explain the experimental data, all ingredients stated above have to be preserved (with no additional simplifications used in the numerical procedure), as all of these ingredients were shown to be important for reliable theoretical predictions of jet suppression [34]. From computational perspective, it is also necessary to develop a framework that can efficiently generate wide set of theoretical predictions, to be compared with a broad range of available (or upcoming) experimental data. We here present DREENA-C (Dynamical Radiative and Elastic ENergy loss Approach) framework, which is the first step towards this goal. Due to the complexity of the underlying parton-medium
interaction model, this first step takes into account the medium evolution in its simplest form, through mean (constant) medium temperature (thus ‘C’ in DREENA-C framework). In addition to presenting the necessary baseline to be compared with future redevelopments of the dynamical energy loss to more fully account for the medium evolution, DREENA-C is also an optimal numerical framework for studying the medium evolution effects on certain observables. That is, as this framework takes into account state-of-the-art parton-medium interaction model, but only rudimental medium evolution, comparison of its predictions with experimental data allows assessing sensitivity of certain variables to QGP evolution.

DREENA-C framework corresponds to, in its essence, the numerical procedure presented in [19], with a major new development that the code is now optimized to use minimal computer resources and produce predictions within more than two orders of magnitude shorter time compared to [19]. Such step is necessary, as all further improvements of the framework, necessarily need significantly more computer time and resources. So, without this development, further improvements, e.g. towards nontrivially evolving QGP medium, would not be realistically possible. That is, DREENA-C framework, addresses the goal of efficiently generating predictions for diverse observables.

Exploiting the ability to generate predictions for a wide range of observables, we will here use DREENA-C framework to, for the first time, present joint $R_{AA}$ and $v_2$ theoretical predictions within our dynamical energy loss formalism; these predictions will be generated for different experiments (ALICE, CMS and ATLAS), probes (light and heavy) and experimental conditions (wide range of collision centralities). Note that some of our results correspond to true predictions (some centrality intervals for B and D mesons), while for other cases, e.g. for charged hadrons, they correspond to postdictions, as the experimental data are already available. Motivation for generating these predictions is the following: (i) the theoretical models up to now were not able to jointly explain these data, which is known as $v_2$ puzzle [35, 36]. That is, the models lead to underprediction of $v_2$, unless new phenomena (e.g. magnetic monopoles) are introduced [37]. (ii) Having this puzzle in mind, and the fact that other available models employ the complementary approach, i.e. combine simplified energy loss models with more sophisticated medium evolutions, this work will enable assessing to what extent state-of-the-art energy loss model, but with simplest QGP evolution, is able to jointly explain $R_{AA}$ and $v_2$ data. To obtain additional understanding of this important issue, we will bellow complement DREENA-C predictions with analytical estimates. (iii) DREENA-C predictions will establish an important baseline for testing how future introduction of the medium evolution will improve the formalism. Moreover, such step-by-step introduction of different medium evolution effects in the model will also allow to investigate their importance in explaining the experimental data, which is highly relevant for QGP tomography.

2. Methods

The DREENA-C framework is a fully optimized numerical procedure, which contains all ingredients presented in detail in [19]. We below briefly outline the main steps in this procedure.

The quenched spectra of light and heavy flavor observables are calculated according to the generic pQCD convolution:

$$\frac{E_i d^3 \sigma}{dp^3_f} = \frac{E_i d^3 \sigma(Q)}{dp^3_i} \otimes P(E_i \rightarrow E_f) \otimes D(Q \rightarrow H_Q). \quad (1)$$

Subscripts $i$ and $f$ correspond, respectively, to ‘initial’ and ‘final’, and $Q$ denotes initial light or heavy flavor jet. $E_i d^3 \sigma(Q)/dp^3_i$ denotes the initial momentum spectrum, which are computed
According to [21, 22], $P(E_i \to E_f)$ is the energy loss probability, computed within the dynamical energy loss formalism [13, 14], with multi-gluon [25], path-length fluctuations [24] and running coupling [19]. $D(Q \to H_Q)$ is the fragmentation function of light and heavy flavor parton $Q$ to hadron $H_Q$, where for light flavor, D and B mesons we use, DSS [26], BCFY [27] and KLP [28] fragmentation functions, respectively.

Regarding the numerical procedure, a major new development is that the code is now optimized, so that it is two orders of magnitude faster compared to the brute-force approach applied in [19]. Technically, the main optimization method we used was a combination of tabulation and interpolation of values of intermediary functions that appear at various steps of the energy loss calculation. This approach significantly reduces the number of necessary integrations. However, it must be preceded by careful analysis of the behavior of interpolated functions and the function sampling must be tailored to this behavior, so that effectively no loss of precision is introduced. Furthermore, in comparison to the computation of [19], different and better suited methods of numerical integration were used (mostly quasi Monte Carlo integration), producing a large speedup, higher integration precision and stability of the underlying results. Finally, the code was parallelized to take advantage of contemporary multi-core workstations. Furthermore, the optimization also allowed for further improvements of the physical model: (i) due to numerical constraints, in the previous multi-gluon fluctuation procedure, the number of radiated gluons was limited to 3. The procedure is now redeveloped to include the arbitrary number of radiated gluons; the detailed numerical analysis (both from the point of numerical precision and time efficiency) showed that the optimal limit of gluons to be included in the procedure is 4–5. (ii) Both radiative and collisional energy losses are now combined gradually along the traversed path of the parton, unlike in [19], where radiative and collisional losses were accounted separately.

As noted above, we model the medium by assuming a constant average temperature of QGP. We concentrate on the central rapidity region in 5.02 TeV Pb + Pb collisions at the LHC, though we note that these predictions will be applicable for 2.76 TeV Pb + Pb collisions as well, since the predictions for these two collision energies almost overlap [38]. To determine the temperature for each centrality region in 5.02 TeV Pb + Pb collisions, we use [39, 40] $T^3 \sim \frac{dN}{d\eta} \rightarrow T = e^{\left(\frac{dN}{d\eta} \right)^{1/3}}$, where $dN/d\eta$ is gluon rapidity density, $A_\perp$ is the overlap area and $\overline{E}$ is the average size of the medium for each centrality region. At mid rapidity, $\frac{dN}{d\eta}$ is directly proportional to experimentally measured charged particle multiplicity $\frac{dN_c}{d\eta}$, which is measured for 5.02 TeV Pb + Pb collisions at the LHC across different centralities [41]. Furthermore, $c$ is a constant, which can be fixed through ALICE measurement of effective temperature for 0%–20% centrality at 2.76 TeV Pb + Pb collisions LHC [42]. For each centrality region, path-length distributions (as well as overlap area $A_\perp$ and average size of the medium $\overline{E}$) are calculated following the procedure described in [23], with an additional hard sphere restriction $r < R_A$ in the Woods–Saxon nuclear density distribution to regulate the path lengths in the peripheral collisions.

In numerical calculations, we use no fitting parameters in generating predictions for comparison with the data, i.e. all the parameters correspond to standard literature values. We consider a QGP with $\Lambda_{\text{QCD}} = 0.2$ GeV and $n_f = 3$. The temperature dependent Debye mass $\mu_E(T)$ is obtained from [43], while for the light quarks, we assume that their mass is dominated by the thermal mass $M \approx \mu_E/\sqrt{6}$, and the gluon mass is $m_g \approx \mu_E/\sqrt{2}$ [44]. The charm (bottom) mass is $M = 1.2$ GeV ($M = 4.75$ GeV). Finite magnetic mass effect is also included in our framework [18], as various non-perturbative calculations [45, 46] have shown that magnetic mass $\mu_M$ is different from zero in QCD matter created at the LHC and RHIC.
Magnetic to electric mass ratio is extracted from these calculations to be $0.4 < \mu_M/\mu_E < 0.6$, so presented uncertainty in the predictions comes from this range of screening masses ratio. Note that other uncertainties (e.g. in quark masses or effective temperature), are not included in this study. However, we have checked that uncertainties in the quark masses lead to small (up to 4% for $p_\perp > 8$ GeV, and decreasing with increasing $p_\perp$) difference in the resulting predictions. Regarding effective temperature, as this temperature comes with large error bars, in [47] we presented a detailed study of how this uncertainty affects the $R_{AA}$ calculations. We found that $R_{AA}$ dependence on $T$ is almost linear (and the same for all parton energies and all types of flavor) and does not significantly affect the suppression, concluding that uncertainty in the effective temperature would basically lead to a systematic (constant value) shift in the predictions, i.e. the results presented in this paper would not be affected by this uncertainty.

3. Results and discussion

In this section, we will present joint $R_{AA}$ and $v_2$ predictions for high $p_\perp$ charged hadrons, D and B mesons in Pb + Pb collisions at the LHC. In figure 1 we first show probability

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Path-length-distributions.png}
\caption{Path-length distributions. Probability distributions for hard parton path lengths in Pb + Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV for (0–10)%–(50–60)% centrality classes. Solid black curves: the total distributions with all hard partons included are represented; Dashed red curves: the distributions include only in-plane particles ($|\phi| < 15^\circ$ or $|\phi|−180^\circ| < 15^\circ$); dashed–dotted blue curves: the distributions include only out-of-plane partons ($|\phi|−90^\circ| < 15^\circ$).}
\end{figure}
distributions for hard parton path lengths in Pb + Pb collisions for different centralities, obtained by the procedure specified in the previous section. For most central collisions, we observe that in-plane and out-of-plane distributions almost overlap with the total (average) path-length distributions, as expected. As the centrality increases, in-plane and out-of-plane distributions start to significantly separate (in different directions) from average path-length distributions. Having in mind that \[ v_2 \approx \frac{1}{2} \left( \frac{R_{\text{AA}}^\text{in} - R_{\text{AA}}^\text{out}}{R_{\text{AA}}^\text{in} + R_{\text{AA}}^\text{out}} \right), \]

this leads to the expectation of \( v_2 \) being small in most central collisions and increasing with increasing centrality. Regarding the equation (2) above, note that this estimate presents a conventional way \([48-51]\) to calculate high \( p_\perp v_2 \), and it leads to exact result if the higher harmonics \( v_4, v_6, \text{etc.} \) are zero at high \( p_\perp \), and the opening angle (where \( R_{\text{AA}}^\text{in} \) and \( R_{\text{AA}}^\text{out} \) are evaluated) goes to zero.

Based on path-length distributions from figure 1, we can now calculate average \( R_{\text{AA}} \), as well as in-plane and out-of-plane \( R_{\text{AA}}^\text{in} (R_{\text{AA}}^\text{in}^R \text{ and } R_{\text{AA}}^\text{in}^A) \), and consequently \( v_2 \) for both light and heavy flavor probes and different centralities. We start by generating predictions for charged hadrons, where data for both \( R_{\text{AA}} \) and \( v_2 \) are available. Comparison of our joint predictions with experimental data is shown in figure 2, where left and right panels correspond, respectively, to \( R_{\text{AA}} \) and \( v_2 \). We see good agreement with \( R_{\text{AA}} \) data, which is also robust, i.e. achieved across wide range of centralities and experiments. Regarding \( v_2 \), we surprisingly see that our \( v_2 \) predictions are visibly above the data. This is in contrast with other energy loss models which consistently lead to underprediction of \( v_2 \), where to resolve this, new phenomena (e.g. magnetic monopoles) were introduced \([37]\). Despite this quantitative disagreement, we see a reasonable qualitative agreement between the model and the data, i.e. the predictions are just shifted above the data; this will be further discussed below.

In figure 3, we provide predictions for D meson average \( R_{\text{AA}} \) (left panel) and \( v_2 \) (right panel) data, for four different centrality regions. The predictions are compared with the available 5.02 TeV Pb + Pb experimental data. For average \( R_{\text{AA}} \), we observe good agreement with the data. Regarding \( v_2 \), we observe similar behavior as for charged hadron: i.e. while we obtain a reasonable qualitative agreement with the measurements, quantitatively there is again an unexpected (having in mind predictions of other models) overestimation of the data.

Figure 4 shows equivalent predictions as figure 3, only for B mesons. For \( R_{\text{AA}} \), we compare our predictions with the available \( B^- \) \([58]\), \( B^+ \) \([59]\), non-prompt J/\( \Psi \) \([60, 61]\) and non-prompt \( D_0 \) \([62]\) data. Note that we can compare B meson predictions with these indirect b quark suppression data, as due to interplay of collisional and radiative energy loss, B meson suppression is almost independent on \( p_\perp \) for \( p_\perp > 10 \text{ GeV} \) \([47]\), so the fragmentation/decay functions will not play a large role for different types of b quark observables. Also, note that our predictions are provided for mid-rapidity region; for non-prompt \( D_0 \) (which are given for \( |y| < 1\)) we see good agreement between our predictions and the data. For \( B^\pm \) and non-prompt J/\( \Psi \), our predictions show qualitatively good agreement, but overprediction of \( R_{\text{AA}} \) data. This is expected, having in mind that those data are given for \( |y| \lesssim 2 \), where both experiments show 30%–50% increase in \( R_{\text{AA}} \) with decreasing rapidity. Our predictions do not agree with \( B^0 \), but these data come with very large error bars. For \( v_2 \), we predict values significantly different from zero for all centrality regions, and see that our predictions agree with the available non-prompt J/\( \Psi \) data \([61, 63]\), though we note that these predictions are given with very large error bars. This does not necessarily mean that heavy B meson flows, as flow is inherently connected with low \( p_\perp v_2 \), and here we show predictions for high \( p_\perp \). On
Figure 2. Joint $R_{AA}$ and $v_2$ predictions for charged hadrons. **Left panels:** theoretical predictions for $R_{AA}$ versus $p_{\perp}$ are compared with ALICE [52] (red circles), CMS [53] (blue squares) and ATLAS [54] (green triangles) charged hadron experimental data for 5.02 TeV Pb + Pb collisions at the LHC. **Right panels:** theoretical predictions for $v_2$ versus $p_{\perp}$ are compared with ALICE [55] (red circles), CMS [56] (blue squares) and ATLAS [57] (green triangles) charged hadron experimental data for 5.02 TeV Pb + Pb collisions at the LHC. The gray band boundaries correspond to $\mu_M/\mu_E = 0.4$ and $\mu_M/\mu_E = 0.6$. Rows 1–7 correspond to, respectively, 0%–5%, 5%–10%, 10%–20%,..., 50%–60% centrality regions.
the other hand, high \( p_{\perp} \) \( v_2 \) is connected with the difference in the energy loss (i.e. suppression) for particles going in different (e.g. in-plane and out-of-plane) directions; this difference then leads to our predictions of non-zero \( v_2 \) for high \( p_{\perp} \) B mesons.

Overall, we see that our predicted \( R_{AA} \)s agree well with all measured (light and heavy flavor) data, while our \( v_2 \) predictions are consistently above the experimental data. Since our model has sophisticated description of parton-medium interactions, but highly simplified medium evolution model (through average medium temperature), these robust numerical results imply the following: (i) \( R_{AA} \) is largely insensitive to the medium evolution, in contrast to its (previously shown [34]) large sensitivity to parton-medium interactions. (ii) \( v_2 \) is sensitive to the details of medium evolution. These two conclusions have important implications for QGP tomography, in particular (i) \( R_{AA} \) can be used to calibrate parton-medium interaction models, while (ii) \( v_2 \) can be used to constrain QGP medium evolution parameters also from the point of high \( p_{\perp} \) data (in addition to constraining them from low \( p_{\perp} \) predictions/measurements). One should note that insensitivity of \( R_{AA} \) and sensitivity of \( v_2 \) predictions to QGP evolution were also observed by using very different models and numerical frameworks [67, 68]. This then clearly suggests that such (in)sensitivity may be a general phenomenon, but to claim this, one should also gain an analytical understanding, which we provide below. Furthermore, the numerical results presented above also lead to the following questions, which are important from the point of future precision QGP tomography: (i) what is the reason behind the observed overestimation of \( v_2 \) within DREENA-C framework, and can expanding medium lead to a better agreement with the experimental data? (ii) Do we expect that B meson \( v_2 \) predictions will still be non-zero, once the expanding medium is introduced?

To intuitively approach the issues raised above, we start by noting that, within our dynamical energy loss formalism, \( \Delta E/E \sim T^a \) and \( \Delta E/E \sim L^b \), where \( a, b \to 1 \) (\( \Delta E/E \) is
fractional energy loss, $T$ is the average temperature of the medium, while $L$ is the average path-length traversed by the jet. To be more precise, note that both dependencies are close to linear, though $a$ and $b$ are still significantly different from 1 \cite{38}. However, for the purpose of this estimate, let us assume that $a = b = 1$, leading to

$$\frac{\Delta E}{E} \approx \chi L T,$$

where $\chi$ is a proportionality factor.

Another commonly used estimate \cite{25} is that

$$R_{AA} \approx \left( 1 - \frac{1}{2} \frac{\Delta E}{E} \right)^{n^2 - 1},$$

where $n$ is the steepness of the initial momentum distribution function (i.e. approximate exponent of a power-law of initial momentum distribution $p_{\perp}^{-n}$), and $\Delta E/E$ is notably smaller than 1.

In the case when fractional energy loss $\Delta E/E \ll 1$, equation (4) becomes

$$R_{AA} \approx \left( 1 - \frac{n - 2}{2} \frac{\Delta E}{E} \right) \approx (1 - \xi L T),$$

where $\xi = (n - 2) / 2$.

In the DREENA-C approach, $T$ is constant, and the same in in-plane and out-of-plane directions, while $L_{in} = L - \Delta L$ and $L_{out} = L + \Delta L$, leading to

![Figure 4. Joint $R_{AA}$ and $v_2$ predictions for B mesons. Upper panels: theoretical predictions for B meson $R_{AA}$ versus $p_{\perp}$ are compared with ATLAS \cite{60} (green triangles), CMS \cite{61} (cyan triangles) non-prompt $J/\psi$, and CMS non-prompt $D^0$ \cite{62} (purple squares), $B^0$ \cite{58} (blue diamonds) and $B_s^0$ \cite{59} (orange stars) experimental data for 5.02 TeV Pb + Pb collisions at the LHC. Lower panels: theoretical predictions for B meson $v_2$ versus $p_{\perp}$ are compared with ATLAS \cite{63} (green triangles) and CMS \cite{61} (cyan triangles) non-prompt $J/\psi$ for 5.02 TeV Pb + Pb collisions at the LHC. The gray band boundaries correspond to $\mu_E/\mu_M = 0.4$ and $\mu_M/\mu_E = 0.6$. First to fourth column correspond to, respectively, 0%–10%, 20%–40%, 40%–80% and 0%–100% centrality regions.](image)
\[ R_{AA} \approx \frac{1}{2} (R_{AA}^{in} + R_{AA}^{out}) \approx \frac{1}{2} (1 - \xi T_{in} + 1 - \xi T_{out}) \]

\[ = 1 - \xi TL_{in} + L_{out} \]

\[ = 1 - \xi TL, \]

(6)

and

\[ v_2 \approx \frac{1}{2} \frac{R_{AA}^{in} - R_{AA}^{out}}{R_{AA}^{in} + R_{AA}^{out}} \approx \frac{1}{2} \frac{1}{2} \frac{(1 - \xi TL_{in}) - (1 - \xi TL_{out})}{2(1 - \xi TL)} \]

\[ = \frac{1}{2} \frac{\xi TL_{in} - \xi TL_{out}}{2(1 - \xi TL)} \approx \frac{\xi TL_{in} - \xi TL_{out}}{2(1 - \xi TL)}, \]

(7)

If the medium evolves, and by assuming 1 + 1D Bjorken time evolution \([69]\) (as qualitatively sufficient for the early time dynamics \([70]\)), the average temperature along in-plane will be larger than along out-of-plane direction \([71]\), leading to \(T_{in} = T + \Delta T\) and \(T_{out} = T - \Delta T\) (where \(\Delta L/L \cdot \Delta T/T \ll 1\)). By repeating the above procedure in this case, it is straightforward to obtain

\[ R_{AA} \approx 1 - \xi TL \]

(8)

and

\[ v_2 \approx \frac{1}{2} \frac{(1 - \xi TL_{in}) - (1 - \xi TL_{out})}{2(1 - \xi TL)} \]

\[ \approx \frac{\xi TL_{in} - \xi TL_{out}}{2(1 - \xi TL)} \]

(9)

We see that, while \(v_2\) explicitly depends on \(\Delta T\) and \(\Delta L\), \(R_{AA}\) does not. Therefore, it follows that, consistently with previous numerical results, \(R_{AA}\) can be only weakly sensitive to QGP evolution, while \(v_2\) is quite sensitive to this evolution; note that this is to our knowledge, the first time that analytical argument to sensitivity of \(R_{AA}\) and \(v_2\) to medium evolution is provided. Moreover, from equations (7) and (9), we see that introduction of temperature evolution is expected to lower \(v_2\) compared to constant \(T\) case. Consequently, an accurate/complete energy loss models, when applied in the context of constant temperature medium should lead to higher \(v_2\) than expected, while introduction of \(T\) evolution in such models would lower the \(v_2\) compared to non-evolving case. Based on this, and the fact that previous theoretical approaches were not able to reach high enough \(v_2\) without introducing new phenomena \([37]\), we argue that accurate description of high-\(p_T\) parton-medium interactions is crucial for accurate description of high-\(p_T\) experimental data. With regards to this, the above results strongly suggest that the dynamical energy loss formalism has the right features needed to accurately describe jet-medium interactions in QGP, which is crucial for high precision QGP tomography.

Regarding the second question mentioned above, for B meson to have \(v_2 \approx 0\), it is straightforward to see that one needs \(\Delta T/T \approx \Delta L/L\). Having in mind that \(\Delta L/L\) is quite large for larger centralities (see figure 1), \(\Delta T/T\) would also have to be about the same magnitude. We do not expect this to happen, based on our preliminary estimates of the temperature changes in in-plane and out-of-plane in 1 + 1D Bjorken expansion scheme \([69]\). That is, our expectations is that B meson \(v_2\) will be smaller than presented here, but still
significantly larger than zero, at least for large centrality regions. However, this still remains to be tested in the future with the introduction of full evolution model within our framework.

4. Conclusion

In this paper, we introduced the DREENA-C framework, which is a computational suppression procedure based on our dynamical energy loss formalism in finite size QCD medium with constant (mean) medium temperature. This approach, which combines a state-of-the-art energy loss model, but with including QGP evolution in its simplest form, is complementary to other available models that combine simplified energy loss models with more sophisticated medium evolutions. As such, DREENA-C can provide an important insight to what extent the accurate description of high-\(p_{\perp}\) parton-medium interactions versus accurate description of medium evolution is necessary for accurately explaining high \(p_{\perp}\) \(R_{AA}\) and \(v_2\) measurements.

We here used the DREENA-C framework to, for the first time, generate joint \(R_{AA}\) and \(v_2\) predictions for both light and heavy flavor probes and different centrality regions in \(\text{Pb} + \text{Pb}\) collisions at the LHC, and compare them with the available experimental data. We consistently, through both numerical and analytical calculations, obtained that \(R_{AA}\) is sensitive to the average properties of the medium, while \(v_2\) is highly sensitive to the details of the medium evolution. Analytical calculations brought another advantage of DREENA-C, as they would likely not be possible in frameworks with more complex medium evolution models, but bring simple and intuitive predictions/explanations for our results, which is necessary for better qualitative and quantitative understanding of the obtained results.

Since different medium evolution profiles have both different average properties and different details of the evolution, in precision QGP tomography, both \(R_{AA}\) and \(v_2\) have to be jointly used to extract the QGP properties. The DREENA-C framework presents an optimal starting point for QGP tomography, as \(R_{AA}\) predictions (obtained through DREENA-C) can be first used to calibrate the energy loss model itself; that is, DREENA-C is fast (which is important for efficient energy loss calibration), and it does not contain the details of the medium evolution, which could provide an unwanted background for such a purpose. Once this crucial step of accurate description and calibration of parton-medium interactions is achieved, different more-detailed profiles of medium evolution (generated through different bulk medium models and parameters, with and without event by event fluctuations) can be tested (through our future advancement of DREENA framework) to assess which of these profiles provide a simultaneous agreement with both high \(p_{\perp}\) \(R_{AA}\) and \(v_2\) data, across wide range of diverse experimental data and without further adjustment of energy loss models. In this way, QGP parameters can be constrained from both low and high \(p_{\perp}\) measurements.

Furthermore, other approaches face difficulties in jointly explaining \(R_{AA}\) and \(v_2\) data, where smaller \(v_2\), than experimentally observed, is obtained. In distinction to other approaches, we here obtained an overprediction of \(v_2\), where the analytical estimates moreover show that inclusion of more realistic medium evolution models would lead to better agreement with the data. This, together with the fact that \(v_2\) prediction provided here already qualitatively (though not quantitatively) agree with the data, indicate an important (and highly non-trivial) conclusion that accurate description of high-\(p_{\perp}\) parton interactions with QGP is likely the most important ingredient for generating high-\(p_{\perp}\) predictions. These results therefore strongly suggest that our dynamical energy loss formalism provides a suitable basis for the QGP tomography (outlined above), which is our main future goal.
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