Two combined methods for the global solution of semilinear differential-algebraic equations with the use of spectral projectors and Taylor expansions
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Two combined numerical methods for solving semilinear differential-algebraic equations (DAEs) are obtained and their convergence is proved. The comparative analysis of these methods is carried out and conclusions about the effectiveness of their application in various situations are made. In comparison with other known methods, the obtained methods require weaker restrictions for the nonlinear part of the DAE. Also, the obtained methods enable to compute approximate solutions of the DAEs on any given time interval and, therefore, enable to carry out the numerical analysis of global dynamics of mathematical models described by the DAEs. The examples demonstrating the capabilities of the developed methods are provided. To construct the methods we use the spectral projectors, Taylor expansions and finite differences. Since the used spectral projectors can be easily computed, to apply the methods it is not necessary to carry out additional analytical transformations.
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1 Introduction

Consider an implicit semilinear differential equation

\[
\frac{d}{dt}[Ax] + Bx = f(t, x)
\]

with the initial condition

\[
x(t_0) = x_0,
\]

where \( t, t_0 \geq 0, x, x_0 \in \mathbb{R}^n, f \in C([0, \infty) \times \mathbb{R}^n, \mathbb{R}^n), \) and \( A, B: \mathbb{R}^n \to \mathbb{R}^n \) are linear operators (or the corresponding \( n \times n \) matrices) which may be degenerate (noninvertible). An equation of the type (1) with a degenerate operator at the derivative is called a differential-algebraic equation (DAE), since a system of differential and algebraic equations corresponds to it. The initial value \( x_0 \) for the problem (1), (2) with a degenerate operator \( A \) must be chosen so that the initial point \( (t_0, x_0) \) belongs to the manifold

\[
L_0 = \{(t, x) \in [0, \infty) \times \mathbb{R}^n \mid Q_2[Bx - f(t, x)] = 0 \},
\]

where \( Q_2 \) is the spectral projector from (5) (see also (8)). If the operator \( A \) is nondegenerate (invertible), then the equation (1) can be written as an ordinary differential equation (ODE) and \( Q_2 = 0 \). The DAE (1) is called semilinear and is often written in the form

\[
\frac{d}{dt}[Ax] = g(t, x).
\]

There are several reasons why we consider a semilinear DAE in the form (1). Firstly, DAEs of this form are used to describe mathematical models in radio electronics, economics, control
theory, mechanics of multilink mechanisms, chemical kinetics and other fields [1–12]. Secondly, in the equation (1), not only the operator A but also the operator B may be degenerate, and the influence of the linear part \( \frac{d}{dt}[Ax] + Bx \) of the equation is determined by the properties of the pencil \( \lambda A + B \). It is assumed that \( \lambda A + B \) is a regular pencil of index not higher than 1 (see section 2). Then there exist the spectral projectors \( P_1, P_2, Q_1, Q_2 \) [13, 14] (see section 2) which are used in the development of the numerical methods and in the proof of theorems.

Note the following. We do not require that the equation (1) be a regular DAE of index 1 for all \((t, x) \in [0, \infty) \times \mathbb{R}^n\) (or \((t, x) \in L_0\), i.e., that the pencil \( \lambda A + B - \frac{\partial f}{\partial x}(t, x) \) be a regular pencil of index 1 for all \((t, x) \). This requirement is one of the conditions for the global solvability of a nonlinear DAE in the theorem [11, Theorem 6.7]. In [6, 10, 15–18], restrictions similar to the above requirement of index 1 for a regular DAE are used locally to prove the local solvability of DAEs. Various notions of an index for a regular DAE and the relationship between them are discussed in [19, Remark 2.1, section 2].

In what follows, for the sake of generality, the equation (1) with an arbitrary (not necessarily degenerate) linear operator \( A: \mathbb{R}^n \rightarrow \mathbb{R}^n \) will be called a semilinear DAE, since the obtained results are also true in the case of the nondegenerate operator \( A \), however, the main object of our study is the equation (1) with the degenerate operator.

A function \( x(t) \) is called a solution of the initial value problem (1), (2) on some interval \([t_0, t_1]\), \( t_1 \leq \infty \), if \( x \in C([t_0, t_1], \mathbb{R}^n) \), \( Ax \in C^1([t_0, t_1], \mathbb{R}^n) \), \( x \) satisfies the equation (1) on \([t_0, t_1]\) and the initial condition (2).

It should be noted that in the case of the degenerate operator \( A \) a solution of a semilinear DAE of the form
\[
A \frac{d}{dt} x + B x = f(t, x)
\]
must be smoother (the solution \( x(t) \) is continuously differentiable) than a solution of a semilinear DAE of the form (1) (the solution \( x(t) \) is continuous, and its component corresponding to \( Ax(t) \) is continuously differentiable).

A solution \( x(t) \) of the initial value problem (1), (2) is called global if it exists on the interval \([t_0, \infty)\).

A differential-algebraic equation is also called an algebraic-differential, degenerate differential [12], descriptor [7] equation (or system) and a singular system of differential equations [1, 20, 21].

There are various ways of finding approximate solutions of DAEs. In most works, the main idea is the reduction of a DAE to an ODE or the replacement of a DAE by a stiff ODE for the further application of the known methods for solving ODEs, as well as the use of these methods directly for solving DAEs. In [22], various algorithms for reducing regular linear DAEs to ODEs have been presented and references to earlier works have been given. In addition, the BDF (backward differentiation formulas) method for solving a regular nonlinear DAE having uniform index 1 has been proposed (see also [10, 15]). As a rule, the \( \varepsilon \)-embedding method is applied to the autonomous semi-explicit DAE
\[
\dot{y} = f(y, z), \\
0 = g(y, z)
\]
of index 1 (this DAE has index 1 for all \( y, z \) such that \( \left[ \frac{\partial g}{\partial z}(y, z) \right]^{-1} \) exists and is bounded) [16, 17]. The method is as follows: The corresponding stiff system of ODEs \( \dot{y} = f(y, z), \varepsilon \dot{z} = g(y, z), \varepsilon \rightarrow 0 \), is considered, then Runge-Kutta, Rosenbrock or other suitable methods are applied to the
stiff system and \( \varepsilon = 0 \) is put in the resulting formulas. The similar \( \varepsilon \)-embedding method (the Runge-Kutta methods are applied to the stiff system \( \dot{y} = f(t, y, z, \varepsilon), \varepsilon \dot{z} = g(t, y, z), \varepsilon \to 0 \), and then \( \varepsilon = 0 \) is put in the resulting formulas) [6, 10, 15, 18], the BDF method and general linear multi-step methods [6, 10, 15] are applied to the nonautonomous semi-explicit DAE

\[
\dot{y} = f(t, y, z), \\
0 = g(t, y, z)
\]

of index 1 (\( \left[ \frac{\partial g}{\partial z}(t, y, z) \right]^{-1} \) exists and is bounded). The semi-explicit DAE corresponding to the stiff ODE system is called reduced. The application of the Runge-Kutta method to the reduced semi-explicit DAEs of index 2, 3 is described in [16, 17] (for the autonomous DAEs) and in [10, 15] (for the nonautonomous DAEs). For a regular nonlinear DAE of index 1 (this condition for the semilinear DAE was discussed above) [10, 11, 15] and for a regular quasilinear DAE of the form \( C(y)\dot{y} = f(y) \) with constraints providing the local solvability [17], the application of the BDF methods, the Runge-Kutta methods, the backward Euler method (the implicit Euler method) and the general linear multi-step method has been considered. In [6], the BDF and linear multi-step methods are used for solving regular linear DAEs with constant matrix coefficients and it is discussed why similar results cannot hold for linear DAE with variable coefficients. The collocation Runge–Kutta method and the BDF method for solving a regular strangeness-free DAE (with the strangeness index 0) of the form

\[
F_1(t, x, \dot{x}) = 0, \\
F_2(t, x) = 0
\]

are also proposed in [6]. Half-explicit methods for the strangeness-free DAEs are studied in [23]. In [21], an analog of the Euler method is applied to the nonlinear system \( f(\dot{x}, x, t) = 0 \) when special conditions are fulfilled and a DAE of the form \( A(t)\dot{x} + \Phi(x, t) = 0 \) is considered as a particular case. The combination of the simple iteration method and the explicit Euler method is used for solving a degenerate semilinear integro-differential equation in [24]. In [25], two combined methods such as the implicit Euler method in combination with the simple iteration method and the implicit Adams method in combination with the Newton method [25] are proposed for solving the autonomous semi-explicit DAE \( \dot{y} = f(y, z), z = g(y, z) \). In [27], a least-squares collocation method is constructed for linear higher-index DAEs and its convergence is shown for a limited class of such DAEs. Methods of finding numerical solutions of linear DAEs by using the Obreshkov formula [21], the implicit Euler method [11, 20, 26], and finite difference schemes applied to a reduced linear DAE of index 1 [28] are known.

Advantages and disadvantages of the mentioned numerical methods are discussed in the corresponding literature [6, 10, 11, 15–18, 21–23]. The following are disadvantages, in connection with which the new methods described in the present paper were developed:

1. Most of the mentioned methods for solving semilinear and nonlinear DAEs can be correctly applied only on a sufficiently small (local) interval of time and the calculation of the allowable length of this interval is a separate problem. This is due to the fact that the existence of an exact solution and, accordingly, the approximate solution is proved only on a sufficiently small time interval [6, 10, 11, 15–18, 21, 23]. However, for the analysis of the global dynamics of mathematical models, it is important to be able to investigate the behavior of the solution on an arbitrary (arbitrarily large) time interval.
2. For the convergence of the methods (in the case of an arbitrary time interval), conditions that are too restrictive for certain classes of mathematical models described by DAEs are used. These include the global Lipschitz condition and similar conditions, for example, the global condition of contractivity (the Lipschitz condition with a constant less than 1) [11, 24, 25], the condition of global index 1 for a regular DAE [11, 22] and the like. These conditions are not fulfilled for mathematical models of electrical circuits with certain nonlinear parameters (for example, in the form of power functions mentioned in section 6) on the time interval \([t_0, T]\), which is not sufficiently small, and, obviously, on the interval \([t_0, \infty)\). The intervals \([t_0, T]\) and \([t_0, \infty)\) are considered when finding numerical solutions and when studying the existence, uniqueness and Lagrange stability of exact solutions, respectively. In general, various types of differential equations with nonlinear functions which may not satisfy the global Lipschitz condition and similar conditions, for example, various classes of stochastic differential equations with non-Lipschitz (or non-globally Lipschitz) functions (see e.g. [29, 30] and references therein), arise in many applications. Besides, the methods considered above require that the nonlinear functions appearing in the equation be at least continuously differentiable in all arguments and most of the methods require the higher smoothness of the nonlinear functions.

3. For the application of many methods, additional analytical transformations and constructions are required. To use the algorithms and methods from [22], it is necessary that there exist the projection matrices or mappings which transform the DAE to a canonical or semi-canonical form. It is assumed in [28] that there exist the projection mappings with the help of which the linear DAE can be reduced to the ODE at a certain step of the reduction process. In some works, conditions for the existence of operators allowing one to reduce a semilinear DAE to a semi-explicit DAE are given, however, their construction requires additional transformations and computations (cf. [11, 21]). It should be noted that one can reduce the semilinear DAE (1) to the equivalent semi-explicit DAE using the spectral projectors discussed in section 2. Further, in order to apply the aforementioned \(\varepsilon\)-embedding method [6, 10, 15–18], it is necessary to reduce a semi-explicit DAE to the corresponding stiff system of ODEs that requires a sufficient smoothness of the nonlinear function in the algebraic part of the DAE (the continuity of the function is not enough here).

In this paper, we obtain numerical methods having the following advantages in comparison with other known methods for solving equations of the type (1):

1. Applying the obtained methods, it is possible to compute approximate solutions on any given time interval \([t_0, T]\). The theorems on the existence and uniqueness of global solutions (see section 3) and on the convergence of the numerical methods (see section 4) ensure the correctness and convergence of the methods. The results of the theoretical research of the global dynamics of mathematical model considered in section 6 are consistent with the results of the analysis of numerical solutions.

2. The obtained methods require weaker restrictions for the nonlinear part of the equation. To prove the existence and uniqueness of global solutions and to prove the convergence of the methods, the restrictions of the type of the global Lipschitz condition are not used (we discussed these conditions above). Moreover, the methods require the less smoothness the nonlinear part of the equation than other known methods. They are applicable to the DAEs with the continuous nonlinear part which may not be continuously differentiable.
in $t$ (see Remarks 2, 3). This is important for applications, since such equations arise in various practical problems. In particular, the functions of currents and voltages in electric circuits may not be continuously differentiable (or be piecewise continuously differentiable) or may be approximated by functions that are not continuously differentiable. As examples, nonsinusoidal currents and voltages of the “sawtooth”, “triangular” and “rectangular” shapes [31, 32] can be considered. In section 6, the examples of numerical solutions for an electrical circuit with the voltage of the triangular and sawtooth shapes, which have been obtained using the proposed methods, are given. It should be noted that currents and voltages of a more complex shape are occurred.

3. The spectral projectors, with the help of which the DAE (1) is reduced to the equivalent system of a purely differential equation and a purely algebraic equation (to the semi-explicit form), can be constructively determined by the formulas (5) [14, (5), (6)] and be numerically found using (8). The possibility to easily compute the projectors on a computer, using (8), enables to numerically solve the DAE directly in the form (1), i.e., additional analytical transformations are not required for the application of the developed numerical methods.

To construct the numerical methods, the (differential and algebraic) equations of the system equivalent to the DAE (1) (see item 3 above) are approximated by using Taylor expansions and finite differences. As a result, the combined numerical methods are obtained. In method 1 (the method (19)–(22)), we apply the explicit Euler method to the differential equation, that is, the derivative is approximated by a forward difference. In method 2 (the method (42)–(45)), the derivative is approximated by a centered difference, which leads to a certain modification of the Euler method. Therefore, method 2 will also be called modified method 1. In the algebraic equation (for both methods), the Taylor expansion of the nonlinear function in one of the components of the phase variable is used, which gives a method similar to the Newton method with respect to this component. This technique of the expansion allows us to weaken the requirements for the nonlinear function and to apply the obtained methods even for the DAE with the nonlinear part continuous in $t$ (taking into account Remarks 2, 3). The consistency condition $(t_0, x_0) \in L_0$ for the initial values $t_0, x_0$ ensures the best choice of the initial value for the method applied to the algebraic equation. Methods 1 and 2 have the first and second orders of accuracy, respectively. It is clear that the approximations of a higher order of accuracy are used for method 2 and, accordingly, the higher smoothness of the nonlinear part of the equation is required (see Theorems 3, 4).

The paper has the following structure. In Section 2, we consider the restriction on the operator coefficients of the equation (1) (on the operator pencil) and give the corresponding definition of a regular pencil of index not higher than 1; also, we consider the method of spectral projectors for the reduction of the semilinear DAE to an equivalent semi-explicit form. In Section 3, the theorems proved in earlier works [19, 33], which give conditions for the existence and uniqueness of exact global solutions, are presented. In Section 4, the two combined numerical methods for solving the semilinear DAE are obtained and their convergence is proved (note that the method from Subsection 4.1 was proposed by the author in [34] without the theorem on its convergence), as well as the important remarks on the convergence of the methods, when weakening the smoothness requirements for the nonlinear function, are given. In Section 5, the comparative analysis of these methods is carried out and conclusions about the effectiveness of their application in various situations are made. In Section 6, we provide the examples demonstrating the capabilities of the developed methods and information on applied problems in which the semilinear DAEs arise.

The following notation is used in this paper: $L(X, Y)$ is the space of continuous linear operators from $X$ into $Y$, $L(X, X) = L(X)$; $A|_X$ is the restriction of the operator $A$ to $X$; $I$ is an identity
operator (matrix); \( x^T \) is the transpose of \( x \). Sometimes, in the paper, a function \( f \) is denoted by the same symbol \( f(x) \) as its value at the point \( x \) in order to explicitly indicate its argument (or arguments), but it will be clear from the context what exactly is meant.

2 Index of the regular pencil \( \lambda A + B \) and spectral projectors

Consider the initial value problem (1), (2):

\[
\frac{d}{dt}[Ax] + Bx = f(t, x), \quad x(t_0) = x_0.
\]

It is assumed that the pencil \( \lambda A + B \), where \( \lambda \) is a complex parameter, is regular, i.e., there exists a number \( \lambda_0 \) such that \( \det(\lambda_0 A + B) \neq 0 \). Further, we assume that there exist constants \( C_1, C_2 > 0 \) such that

\[
\| (\lambda A + B)^{-1} \| \leq C_1 \quad \text{for all } |\lambda| \geq C_2.
\]

The condition (4) [14] means that either the point \( \mu = 0 \) is a simple pole of the resolvent \( (A + \mu B)^{-1} \) (this is equivalent to the fact that \( \lambda = \infty \) is a removable singular point of the resolvent \( (\lambda A + B)^{-1} \)), or \( \mu = 0 \) is a regular point of the pencil \( A + \mu B \) (i.e., there exists a resolvent \( (A + \mu B)^{-1} \) at the point \( \mu = 0 \) and, hence, the operator \( A \) is nondegenerate).

If \( A \) is degenerate and the point \( \mu = 0 \) is a simple pole of the resolvent \( (A + \mu B)^{-1} \), i.e., (4) is fulfilled, then we will say that \( \lambda A + B \) is a regular pencil of index 1.

If \( A \) is nondegenerate, i.e., \( \mu = 0 \) is a regular point of the pencil \( A + \mu B \), then we will say that \( \lambda A + B \) is a regular pencil of index 0.

Thus, if \( \lambda A + B \) is a regular pencil and (4) is fulfilled, then we will say that \( \lambda A + B \) is a regular pencil of index not higher than 1 (i.e., of index 0 or 1).

In the general case, according to [12, section 6.2], the maximum length of the chain of an eigenvector and adjoint vectors of the matrix pencil \( A + \mu B \) at the point \( \mu = 0 \) is called the index of the matrix pencil \( \lambda A + B \).

Various notions of an index of the pencil, an index of a DAE and their relationship with the mentioned notion of the pencil of index 1 are considered in [19, Remark 2.1].

For the regular pencil \( \lambda A + B \) satisfying (4) there are the two pairs of mutually complementary spectral projectors [14, (5), (6)]

\[
P_1 = \frac{1}{2\pi i} \int_{|\lambda|=C_2} (\lambda A + B)^{-1} A d\lambda, \quad P_2 = I - P_1,
\]

\[
Q_1 = \frac{1}{2\pi i} \int_{|\lambda|=C_2} A (\lambda A + B)^{-1} d\lambda, \quad Q_2 = I - Q_1,
\]

which decompose the space \( \mathbb{R}^n \) into direct sums of subspaces

\[
\mathbb{R}^n = X_1 \oplus X_2, \quad \mathbb{R}^n = Y_1 \oplus Y_2, \quad X_j = P_j \mathbb{R}^n, \quad Y_j = Q_j \mathbb{R}^n, \quad j = 1, 2,
\]

such that the operators \( A, B \) map \( X_j \) to \( Y_j \) and the induced operators \( A_j = A|_{X_j} : X_j \to Y_j, \)

\( B_j = B|_{X_j} : X_j \to Y_j \) \((j = 1, 2)\) are such that \( A_2 = 0 \) and there exist the inverse operators \( A_1^{-1} \in L(Y_1, X_1), B_2^{-1} \in L(Y_2, X_2) \) [14, sections 2, 6]. The projectors are real (since \( A \) and \( B \) are real) and have the properties

\[
AP_1 = Q_1 A = A, \quad AP_2 = Q_2 A = 0, \quad BP_j = Q_j B, \quad j = 1, 2.
\]
Using the spectral projectors, we can also obtain the auxiliary operator $G \in L(\mathbb{R}^n)$ [14, Sections 2, 6],

$$G = A + BP_2 = A + Q_2B,$$

which has the inverse operator $G^{-1} \in L(\mathbb{R}^n)$ with the properties

$$G^{-1}AP_1 = P_1, \quad G^{-1}BP_2 = P_2, \quad AG^{-1}Q_1 = Q_1, \quad BG^{-1}Q_2 = Q_2.$$  

Obviously, the projectors (5) can be calculated by using residues:

$$P_1 = \text{Res}_{\mu=0} \left( \frac{(A + \mu B)^{-1}A}{\mu} \right), \quad P_2 = I - P_1, \quad Q_1 = \text{Res}_{\mu=0} \left( \frac{A(A + \mu B)^{-1}}{\mu} \right), \quad Q_2 = I - Q_1. \quad (8)$$

With respect to the decomposition (6) any vector $x \in \mathbb{R}^n$ can be uniquely represented in the form

$$x = x_{p_1} + x_{p_2}, \quad x_{p_1} = P_1 x \in X_1, \quad x_{p_2} = P_2 x \in X_2. \quad (9)$$

Applying the spectral projectors $Q_1, Q_2$ to the DAE (1) and taking into account their properties, we obtain the equivalent system

$$\frac{d}{dt}[AP_1 x] + BP_1 x = Q_1 f(t, x),$$

$$BP_2 x = Q_2 f(t, x). \quad (10)$$

In the equations of the system we restrict the operators to the subspaces $X_1, X_2$ from (6). Taking into account the invertibility of the induced operators $A_1, B_2$ and the representation (9), the system (10) can be rewritten in the form

$$\frac{d}{dt}x_{p_1} + A_1^{-1}B_1 x_{p_1} = A_1^{-1}Q_1 f(t, x_{p_1} + x_{p_2}),$$

$$x_{p_2} = B_2^{-1}Q_2 f(t, x_{p_1} + x_{p_2}).$$

Thus, the spectral projectors allow one to reduce the original semilinear DAE (1) to the equivalent system of purely differential and purely algebraic equations (to the semi-explicit form).

Since the projectors are easily computed with the help of (8) on a computer, and, consequently, the operator $G$ (7) are easily computed, to construct the numerical methods it is more convenient to use $G^{-1} \in L(\mathbb{R}^n)$. Using $G^{-1}$, we can write the system (10) (equivalent to the DAE (1)) as

$$\frac{d}{dt}[P_1 x] + G^{-1}BP_1 x = G^{-1}Q_1 f(t, P_1 x + P_2 x),$$

$$P_2 x = G^{-1}Q_2 f(t, P_1 x + P_2 x). \quad (11)$$

Thus, the possibility to easily compute the spectral projectors enables to numerically solve the DAE directly in the form (1), i.e., to apply the developed numerical methods it is not necessary to carry out additional analytical transformations.

3 The existence and uniqueness of global solutions

Recall that a function $x \in C([t_0, t_1], \mathbb{R}^n)$ is a solution of the initial value problem (1), (2) on the interval $[t_0, t_1)$ ($t_1 \leq \infty$) if $Ax \in C^1([t_0, t_1], \mathbb{R}^n)$, $x$ satisfies the equation (1) on $[t_0, t_1)$ and the initial condition $x(t_0) = x_0$. The solution is global if it exists on the whole interval $[t_0, \infty)$.

To formulate the theorems given below, we need the following definition.
Definition 1. [19, 33] An operator function (a mapping) $\Phi: D \to L(W, Z)$, where $W, Z$ are $s$-dimensional linear spaces and $D \subset W$, is called basis invertible on an interval $[\hat{w}, \bar{w}]$, where $\hat{w}, \bar{w} \in D$, if for some additive resolution of the identity $\{\Theta_k\}_{k=1}^s$ in the space $Z$ (see [19, Definition 2.2] or [33, Definition 2]) and for any set of vectors $\{w^k\}_{k=1}^s \subset [\hat{w}, \bar{w}]$ the operator $\Lambda = \sum_{k=1}^s \Theta_k \Phi(w^k) \in L(W, Z)$ has the inverse operator $\Lambda^{-1} \in L(Z, W)$.

In this paper, we use for convenience the term “interval $[\hat{w}, \bar{w}]$” instead of the term “convex hull $\text{conv}(\hat{w}, \bar{w})$” used in the papers [19, 33], taking into account that $\text{conv}(\hat{w}, \bar{w}) = [\hat{w}, \bar{w}] = \{\alpha \hat{w} + (1 - \alpha)\bar{w} \mid \alpha \in [0, 1]\}$.

Note that the property of basis invertibility does not depend on the choice of an additive resolution of the identity in $Z$. Also note that if the operator function $\Phi$ is basis invertible on $[\hat{w}, \bar{w}]$, then it is invertible on $[\hat{w}, \bar{w}]$, i.e., for each point $w^* \in [\hat{w}, \bar{w}]$ its image $\Phi(w^*)$ under the mapping $\Phi$ is an invertible continuous linear operator from $W$ into $Z$. The converse statement is not true unless the spaces $W, Z$ are one-dimensional (see [19, Example 2.1]).

Below we use the projectors $P_1, P_2, Q_1, Q_2$ (see (5) or (8)) and the subspaces $X_1, X_2, Y_1, Y_2$ (see (6)) discussed in section 2. Recall that $L_0 = \{(t, x) \in [0, \infty) \times \mathbb{R}^n \mid Q_2[Bx - f(t, x)] = 0\}$ (3).

Theorem 1. Let $f \in C([0, \infty) \times \mathbb{R}^n, \mathbb{R}^m)$, $\frac{\partial f}{\partial x} \in C([0, \infty) \times \mathbb{R}^n, L(\mathbb{R}^m))$, and $\lambda A + B$ be a regular pencil of index not higher than 1. Assume that for any $t \geq 0$ and any $x_{p_1} \in X_1$ there exists $x_{p_2} \in X_2$ such that

$$(t, x_{p_1} + x_{p_2}) \in L_0,$$  

and for any $x_{p_2} \in X_2$ such that $(t, x_{p_1} + x_{p_2}) \in L_0$, $i = 1, 2$, the operator function

$$\Phi: X_2 \to L(X_2, Y_2), \quad \Phi(x_{p_2}) = \left[ \frac{\partial Q_2 f}{\partial x}(t, x_{p_1} + x_{p_2}) - B \right] P_2,$$  

is basis invertible on $[x_{p_2}^1, x_{p_2}^2]$. Assume that there exists a self-adjoint positive operator $H \in L(X_1)$ and for each $T > 0$ there exists a number $R_T > 0$ such that

$$(HP_x, G^{-1}Q_1 f(t, x)) \leq 0 \quad \text{for all } (t, x) \in L_0 \text{ such that } 0 \leq t \leq T, \|P_1 x\| \geq R_T.$$  

Then for each initial point $(t_0, x_0) \in L_0$ there exists a unique global solution $x(t)$ of the initial value problem (1), (2).

Proof. The proof of the theorem is carried out in the same way as the proof of Theorem 1 from [33]. If the DAE (1) has the regular pencil of index 0 ($A$ is nondegenerate), then it can be reduced to an ordinary differential equation. In this case, $Q_2 = P_2 = 0$, $Q_1 = P_1 = I$ and (12), (13) are absent [35].

Corollary 1. Assume that in Theorem 1 the projection $Q_1 f$ admits the representation

$$Q_1 f(t, x) = S_1(t) P_1 x + \psi(t, x) + \Pi(x) e(t),$$  

where $S_1 \in C([0, \infty), L(X_1, Y_1))$, $\psi \in C([0, \infty) \times \mathbb{R}^n, Y_1)$, $\frac{\partial \psi}{\partial x} \in C([0, \infty) \times \mathbb{R}^n, L(\mathbb{R}^n, Y_1))$, $e \in C([0, \infty), \mathbb{R}^n)$, $\Pi \in C^1(\mathbb{R}^n, L(\mathbb{R}^n, Y_1))$ and there exist numbers $C, r > 0$ such that

$$\|\Pi(x)\| \leq C \quad \text{for all } \|P_1 x\| \geq r.$$  

Then Theorem 1 remains valid if instead of (14) the following condition is satisfied:

$$(HP_1 x, G^{-1} \psi(t, x)) \leq 0 \quad \text{for all } (t, x) \in L_0 \text{ such that } 0 \leq t \leq T, \|P_1 x\| \geq R_T.$$
Definition 2. [19, 34] A solution \( x(t) \) of the initial value problem (1), (2) is called Lagrange stable if it is global and bounded, i.e., the solution \( x(t) \) exists on \( [t_0, \infty) \) and \( \sup_{t \in [t_0, \infty)} \| x(t) \| < +\infty \).

The equation (1) is Lagrange stable if every solution of the initial value problem (1), (2) is Lagrange stable.

Theorem 2.

I. Let \( f \in C([0, \infty) \times \mathbb{R}^n, \mathbb{R}^n), \) \( \frac{\partial f}{\partial x} \in C([0, \infty) \times \mathbb{R}^n, L(\mathbb{R}^n)), \) \( \lambda A + B \) be a regular pencil of index not higher than 1 and (12) be fulfilled. Let for any \( x_{p_i}^* \in X_2 \) such that \( (t_*, x_{p_1}^* + x_{p_2}^*) \in L_0, i = 1, 2, \) the operator function (13) be basis invertible on \( [x_{p_1}^*, x_{p_2}^*]. \) Assume that for some self-adjoint positive operator \( H \in L(X_1) \) and some number \( R > 0 \) there exist functions \( k \in C([0, \infty), \mathbb{R}), \) \( U \in C((0, \infty), (0, \infty)) \) such that \( \int_0^\infty \frac{dv}{U(v)} = +\infty \) \( (c > 0) \) and

\[
(HP_1 x, G^{-1}[-BP_1 x + Q_1 f(t, x)]) \leq k(t) U\left(\frac{1}{2}(HP_1 x, P_1 x)\right) \text{ for all } (t, x) \in L_0 \text{ such that } \|P_1 x\| \geq R.
\]

Then for each initial point \( (t_0, x_0) \in L_0 \) there exists a unique global solution \( x(t) \) of the initial value problem (1), (2).

II. If, additionally,

\[
\int_{t_0}^{+\infty} k(t) \, dt < +\infty,
\]

and there exists \( \tilde{x}_{p_2} \in X_2 \) such that for any \( x_{p_2}^* \in X_2 \) satisfying \( (t_*, x_{p_1}^* + x_{p_2}^*) \in L_0 \) the operator function (13) is basis invertible on \( [\tilde{x}_{p_2}, x_{p_2}^*], \) and

\[
\sup_{t \in [0, \infty), \| x_{p_1} \| \leq M} \| Q_2 f(t, x_{p_1} + \tilde{x}_{p_2}) \| < +\infty, \quad M > 0 (M \in \mathbb{R}),
\]

then for the initial points \( (t_0, x_0) \in L_0 \) the equation (1) is Lagrange stable.

Proof. The proof is carried out in the same way as the proof of Theorem 3.1 from [19].

Remark 1. The solution \( x(t) \) of the initial value problem (1), (2) is such that \( P_1 x(t) \in C^1([t_0, \infty), X_1) \) and \( P_2 x(t) \in C([t_0, \infty), X_2). \)

If in Theorems 1, 2 \( f \in C^m([0, \infty) \times \mathbb{R}^n, \mathbb{R}^n), \) \( m \in \mathbb{N}, \) then the solution \( x(t) \) is such that \( P_1 x(t) \in C^{m+1}([t_0, \infty), X_1) \) and \( P_2 x(t) \in C^m([t_0, \infty), X_2). \)

The theorem on the Lagrange instability of the semilinear DAE (1), which gives conditions for the existence and uniqueness of solutions with a finite escape time (the solutions are blow-up in finite time) [19, Definition 2.4], is also proved in [19] (Theorem 4.1). Thus, this theorem gives the conditions under which the initial value problem (1), (2) does not have global solutions.
4 The combined methods and their convergence

We denote by \( z = x_{p_1},\ u = x_{p_2} \) the components of a vector \( x = z + u \in \mathbb{R}^n \) (\( z,\ u \) are the projections of the vector \( x \) onto subspaces \( X_1,\ X_2 \) from (6)). We seek a solution of the initial value problem (1), (2) on an interval \([t_0, T]\). Introduce the uniform mesh \( \omega_h = \{ t_i = t_0 + ih, \ i = 0, ..., N \} \) with the step size \( h = (T - t_0)/N \). The values of an approximate solution of the problem (1), (2) at the points \( t_i \) are denoted by \( x_i = z_i + u_i, \ i = 0, ..., N \) (\( z_i = P_1x_i,\ u_i = P_2x_i \)).

Initial values \( z_0,\ u_0 \) are chosen so that the consistency condition \( Bu_0 = Q_2f(t_0, z_0 + u_0) \), equivalent to the condition \( (t_0, x_0) \in L_0 \) of Theorems 1, 2, is satisfied.

Recall that the spectral projectors \( P_1,\ P_2,\ Q_1,\ Q_2 \) and the auxiliary operator \( G \) are easily computed by the formulas (8) and (7).

4.1 Method 1

**Theorem 3.** Let the conditions of Theorem 1 (or Corollary 1) or the conditions of part I of Theorem 2 be satisfied. Let, additionally, \( f \in C^1([t_0, T] \times \mathbb{R}^n, \mathbb{R}^n) \), and the operator function \( \Phi (13) \) (where \( t_* = t, \ x_* = z,\ x_{p_2} = u \)) be invertible for any points \( (t, z + u) \in [t_0, T] \times \mathbb{R}^n \). Then the method

\[
\begin{align*}
x_0 &= z_0 + u_0, \\
z_{i+1} &= (I - hG^{-1}B)z_i + hG^{-1}Q_1f(t_i, z_i + u_i), \quad (19) \\
u_{i+1} &= u_i - \left[I - G^{-1}\frac{\partial Q_2f}{\partial x}(t_{i+1}, z_{i+1} + u_i)\right]^{-1}\left[u_i - G^{-1}Q_2f(t_{i+1}, z_{i+1} + u_i)\right], \quad (20) \\
x_{i+1} &= z_{i+1} + u_{i+1}, \quad i = 0, ..., N - 1, \quad (21)
\end{align*}
\]

approximating the initial value problem (1), (2) on \([t_0, T],\) converges and has the first order of accuracy \( \max_{0 \leq i \leq N} \|z(t_i) - z_i\| = O(h), \max_{0 \leq i \leq N} \|u(t_i) - u_i\| = O(h)). \)

**Proof.** By virtue of the theorem conditions, there exists a unique global (exact) solution \( x(t) \) of the initial value problem (1), (2) such that \( z(t) = P_1x(t) \in C^2([t_0, T], X_1) \) and \( u(t) = P_2x(t) \in C^1([t_0, T], X_2) \).

The equation (1) is equivalent to the system (11) which, with the new notations, is written in the form

\[
\begin{align*}
\frac{dz}{dt} + G^{-1}Bz &= G^{-1}Q_1f(t, z + u), \\
u &= G^{-1}Q_2f(t, z + u). \quad (23)
\end{align*}
\]

Using the Taylor formula, we obtain

\[
\begin{align*}
\frac{dz}{dt}(t) &= \frac{z(t + h) - z(t)}{h} + O(h), \\
G^{-1}Q_2f(t + h, z(t + h) + u(t + h)) &= G^{-1}Q_2f(t + h, z(t + h) + u(t)) + \\
&+ G^{-1}\frac{\partial Q_2f}{\partial x}(t + h, z(t + h) + u(t))[u(t + h) - u(t)] + O(h). \quad (26)
\end{align*}
\]

From the theorem conditions and

\[
\begin{align*}
-G^{-1}\left[\frac{\partial Q_2f}{\partial x}(t, z + u) - B\right]P_2 &= \left[I - G^{-1}\frac{\partial Q_2f}{\partial x}(t, z + u)\right]P_2 = \left[I - G^{-1}\frac{\partial Q_2f}{\partial x}(t, z + u)\right]_{X_2}
\end{align*}
\]
it follows that there exists the inverse operator \( I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t, z + u) \) \(-1\) for any points \((t, z + u)\) from \(L_0\) and \([t_0, T] \times \mathbb{R}^n\). Using (25), (26) and taking into account the equivalence of the equation (1) and the system (23), (24), we can write the problem (1), (2) at the points of the introduced mesh \(\omega_h\) as

\[
x(t_0) = z(t_0) + u(t_0), \quad z(t_0) = z_0, \quad u(t_0) = u_0, \tag{27}
\]
\[
z(t_{i+1}) = (I - hG^{-1}B)z(t_i) + hG^{-1}Q_1f(t_i, z(t_i) + u(t_i)) + O(h^2), \tag{28}
\]
\[
u(t_{i+1}) = u(t_i) - \left[ I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u(t_i)) \right]^{-1} [u(t_i) - \left( -G^{-1}Q_2f(t_{i+1}, z(t_{i+1}) + u(t_i)) \right)] + O(h), \tag{29}
\]
\[
x(t_{i+1}) = z(t_{i+1}) + u(t_{i+1}), \quad i = 0, ..., N - 1, \tag{30}
\]

where (29) follows from

\[
u(t_{i+1}) = G^{-1}Q_2f(t_{i+1}, z(t_{i+1}) + u(t_i)) + G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u(t_i)) [u(t_{i+1}) - u(t_i)] + O(h). \tag{31}
\]

The corresponding numerical method takes the form (19)–(22) [34], where (21) is obtained from

\[
u_{i+1} = G^{-1}Q_2f(t_{i+1}, z_{i+1} + u_i) + G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i) [u_{i+1} - u_i]. \tag{32}
\]

Since \(\frac{\partial f}{\partial x}(t, x)\) is continuous on \([0, \infty) \times \mathbb{R}^n\), then there exists the constant

\[
M_1 = \sup_{0 < \theta_1 < 1} \left\| G^{-1} \frac{\partial Q_1 f}{\partial x}(t_i, x_i + \theta_1(x(t_i) - x_i)) \right\| \tag{33}
\]

such that (by the formula of finite increments)

\[
\left\| G^{-1}Q_1[f(t_i, z(t_i) + u(t_i)) - f(t_i, z_i + u_i)] \right\| \leq M_1 \left( \|z(t_i) - z_i\| + \|u(t_i) - u_i\| \right).
\]

Then using (28), (20) we obtain the estimate

\[
\left\| z(t_{i+1}) - z_{i+1} \right\| \leq (\|I - hG^{-1}B\| + hM_1) \left\| z(t_i) - z_i \right\| + hM_1 \left\| u(t_i) - u_i \right\| + O(h^2). \tag{34}
\]

Denote \(\varepsilon^z_{i+1} = \|z(t_{i+1}) - z_{i+1}\|, \varepsilon^n_{i+1} = \|u(t_{i+1}) - u_{i+1}\|, g(h) = \|I - hG^{-1}B\| + hM_1\). Then (34) takes the form

\[
\varepsilon^z_{i+1} \leq g(h) \varepsilon^z_i + hM_1 \varepsilon^n_i + O(h^2). \tag{35}
\]

It follows from the initial condition and (20), (28) that \(\varepsilon^z_0 = 0, \varepsilon^n_0 = 0\) and \(\varepsilon^z_1 = O(h^2)\). Using (35), we find recurrently the estimate

\[
\varepsilon^z_{i+1} \leq hM_1 \sum_{j=0}^i g^{i-j}(h) \varepsilon^n_j + O(h^2) \sum_{j=0}^i g^j(h). \tag{36}
\]

Since \(g^j(h) \leq (1 + h(\|G^{-1}B\| + M_1))^j \leq e^{(T-t_0)(\|G^{-1}B\|+M_1)}, j = 1, ..., N, \) then

\[
\varepsilon^z_{i+1} \leq O(h) \sum_{j=0}^i \varepsilon^n_j + O(h), \quad i = 0, ..., N - 1. \tag{37}
\]
Further, it follows from (31), (32) that
\[
  u(t_{i+1}) - u_i = \left[ I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u_i) - \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i) \right] - \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i)[u_{i+1} - u_i] + O(h).
\]
Hence, we easily obtain
\[
  u(t_{i+1}) - u_i = \left[ I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u_i) \right]^{-1} \left[ G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u_i)[z(t_{i+1}) - z_{i+1}] - \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i)[u_{i+1} - u_i] \right] + O(h).
\]
Denote
\[
  C_1 = \sup_{0 \leq i \leq N-1} \left\| G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u_i) \right\|, \quad C_2 = \sup_{0 \leq i \leq N-1} \left\| G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i) \right\|, \quad C_3 = \sup_{0 \leq i \leq N-1} \left\| \left[ I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i) \right]^{-1} \right\|.
\]
Then
\[
  \varepsilon^u_{i+1} \leq C_3 [C_1 \varepsilon^z_{i+1} + C_2 \varepsilon^u_i + (C_2 + 1)O(h)] + O(\varepsilon^z_{i+1} + \varepsilon^u_i).
\]
Consequently, there exist constants \( \alpha, \beta \) such that
\[
  \varepsilon^u_{i+1} \leq \alpha \varepsilon^z_{i+1} + \beta \varepsilon^u_i + O(h), \quad i = 0, \ldots, N-1.
\]
From (39) we obtain that \( \varepsilon^u_1 \leq O(h) \) and, taking into account (37),
\[
  \varepsilon^u_{i+1} \leq O(h) \sum_{j=1}^{i} \varepsilon^u_j + \beta \varepsilon^u_i + O(h), \quad i = 1, \ldots, N-1.
\]
By using the method of mathematical induction, it is easy to prove that
\[
  \varepsilon^u_{i+1} \leq O(h), \quad i = 0, \ldots, N-1.
\]
Then from (37) it follows that
\[
  \varepsilon^z_{i+1} \leq O(h), \quad i = 0, \ldots, N-1.
\]
Thus, \( \max_{0 \leq i \leq N} \varepsilon^u_i = O(h) \) and \( \max_{0 \leq i \leq N} \varepsilon^z_i = O(h) \). Hence, \( \max_{0 \leq i \leq N} \left\| \left( \frac{z(t_i) - z_i}{u(t_i) - u_i} \right) \right\| \leq K h, \) where \( K > 0 \) is some constant, and the method (19)–(22) converges and has the first order of accuracy.

**Remark 2.** If in Theorem 3 we do not require the additional smoothness of the function \( f \), i.e., we assume that \( f \in C([0, \infty) \times \mathbb{R}^n, \mathbb{R}^n) \) and \( \frac{\partial f}{\partial x} \in C([0, \infty) \times \mathbb{R}^n, L(\mathbb{R}^n)) \), then the method (19)–(22) converges, but may not have the first order of accuracy: \( \max_{0 \leq i \leq N} \|z(t_i) - z_i\| = o(1) \) (i.e., \( \max_{0 \leq i \leq N} \|z(t_i) - z_i\| \to 0 \), \( h \to 0 \), \( \max_{0 \leq i \leq N} \|u(t_i) - u_i\| = o(1) \), \( h \to 0 \).
The proof of Remark 2. The proof is carried out in the same way as the proof of Theorem 3, where instead of (25), (26) we use the representations

\[
\frac{dz}{dt}(t) = \frac{z(t + h) - z(t)}{h} + o(1), \quad h \to 0, \quad (40)
\]

\[
G^{-1}Q_{2}f(t + h, z(t + h) + u(t + h)) = G^{-1}Q_{2}f(t + h, z(t + h) + u(t)) + 
+ G^{-1}\frac{\partial Q_{2}f}{\partial x}(t + h, z(t + h) + u(t))[u(t + h) - u(t)] + o(1), \quad h \to 0. \quad (41)
\]

\[
\square
\]

4.2 Method 2 (modified method 1)

**Theorem 4.** Let the conditions of Theorem 1 (or Corollary 1) or the conditions of part I of Theorem 2. Let, additionally, \( f \in C^{2}([t_{0}, T] \times \mathbb{R}^{n}, \mathbb{R}^{n}) \), and the operator function \( \Phi (13) \) (where \( t_{*} = t, x_{p_{1}} = z, x_{p_{2}} = u \) be invertible for any points \( (t, z + u) \in [t_{0}, T] \times \mathbb{R}^{n} \). Then the method

\[
x_{0} = z_{0} + u_{0}, \quad z_{1} = (I - hG^{-1}B)z_{0} + hG^{-1}Q_{1}f(t_{0}, z_{0} + u_{0}), \quad (42)
\]

\[
u_{i+1} = u_{i} - \left[ I - G^{-1}\frac{\partial Q_{2}f}{\partial x}(t_{i+1}, z_{i+1} + u_{i}) \right]^{-1} \left[ u_{i} - G^{-1}Q_{2}f(t_{i+1}, z_{i+1} + u_{i}) \right], \quad i = 0, \ldots, N - 1, \quad (43)
\]

\[
z_{i+1} = z_{i-1} + 2hG^{-1}[Q_{1}f(t_{i}, z_{i} + u_{i}) - Bz_{i}], \quad i = 1, \ldots, N - 1, \quad (44)
\]

\[
x_{i+1} = z_{i+1} + u_{i+1}, \quad i = 0, \ldots, N - 1, \quad (45)
\]

approximating the initial value problem (1), (2) on \([t_{0}, T]\), converges and has the second order of accuracy \((\max_{0 \leq i \leq N} \| z(t_{i}) - z_{i} \| = O(h^{2}), \max_{0 \leq i \leq N} \| u(t_{i}) - u_{i} \| = O(h^{2}))\).

**Proof.** By virtue of the theorem conditions, there exists a unique global (exact) solution \( x(t) \) of the initial value problem (1), (2) such that \( z(t) = P_{1}x(t) \in C^{2}([t_{0}, T], X_{1}) \) and \( u(t) = P_{2}x(t) \in C^{2}([t_{0}, T], X_{2}) \).

Taking into account the smoothness of the solution and the function \( f \), we obtain

\[
\frac{dz}{dt}(t) = \frac{z(t + h) - z(t)}{2h} + O(h^{2}), \quad (46)
\]

\[
G^{-1}Q_{2}f(t + h, z(t + h) + u(t + h)) = G^{-1}Q_{2}f(t + h, z(t + h) + u(t)) + 
+ G^{-1}\frac{\partial Q_{2}f}{\partial x}(t + h, z(t + h) + u(t))[u(t + h) - u(t)] + O(h^{2}). \quad (47)
\]

As shown in the proof of Theorem 3, there exists the inverse operator

\[
[I - G^{-1}\frac{\partial Q_{2}f}{\partial x}(t, z + u)]^{-1} \in L(X_{2}) \text{ for any points } (t, z + u) \text{ from } L_{0} \text{ and } [t_{0}, T] \times \mathbb{R}^{n}.
\]

Using (25), (46), (47) and the system (23), (24) equivalent to the equation (1), we can write the
Define the norm of \( \| \) at the points of the introduced mesh \( \Omega_h \) as

\[
x(t_0) = z(t_0) + u(t_0), \ z(t_0) = z_0, \ u(t_0) = u_0, \\
z(t_1) = (I - hG^{-1}B)z_0 + hG^{-1}Q_1f(t_0, z_0 + u_0) + O(h^2), \\
u(t_{i+1}) = u(t_i) - \left[ I - G^{-1}\frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u(t_i)) \right]^{-1} u(t_i) - \nonumber \]

\[
-G^{-1}Q_2 f(t_{i+1}, z(t_{i+1}) + u(t_i))] + O(h^2), \ i = 0, ..., N - 1, \\
z(t_{i+1}) = z(t_{i-1}) + 2hG^{-1}[Q_1f(t_i, z(t_i) + u(t_i)) - Bz(t_i)] + O(h^3), \ i = 1, ..., N - 1, \\
x(t_{i+1}) = z(t_{i+1}) + u(t_{i+1}), \ i = 0, ..., N - 1, 
\]

The corresponding numerical method takes the form (42)–(45), where \( z_1 \) coincides with \( z_1 \) from (20) and (43) is obtained from (32).

Denote \( \varepsilon_{i+1}^z = \| z(t_{i+1}) - z_{i+1} \|, \varepsilon_{i+1}^u = \| u(t_{i+1}) - u_{i+1} \| \). Obviously, \( \varepsilon_0^z = 0, \varepsilon_0^u = 0, \varepsilon_1^z = O(h^2) \), and there exists the constant \( M_1(33) \) such that

\[
\varepsilon_{i+1}^z \leq \varepsilon_{i-1}^z + 2h(\| G^{-1}B \| + M_1)\varepsilon_i^z + 2hM_1\varepsilon_i^u + O(h^3). 
\]

Consider the system consisting of the inequality (52) and equality \( \varepsilon_i^z = \varepsilon_i^z \). Denoting

\[
\varepsilon_{i+1}^z = \left( \begin{array}{c} \varepsilon_{i+1}^z \\ \varepsilon_i^z \end{array} \right), \ e_1 = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \ \hat{g}(h) = \left( \begin{array}{cc} 2h(\| G^{-1}B \| + M_1) & 1 \\ 1 & 0 \end{array} \right), 
\]

we obtain the representation of this system as

\[
\varepsilon_{i+1}^z \leq \hat{g}(h)\varepsilon_i^z + 2hM_1e_1\varepsilon_i^u + e_1O(h^3), \ i = 1, ..., N - 1. 
\]

Using (53), we find recurrently the estimate

\[
\varepsilon_{i+1}^z \leq \hat{g}(h)\varepsilon_i^z + 2hM_1\sum_{j=1}^{i} \hat{g}^{i-j}(h)e_1\varepsilon_j^u + O(h^3)\sum_{j=1}^{i} \hat{g}^{j-1}(h)e_1. 
\]

Define the norm of \( \varepsilon_{i+1}^z \) as \( \| \varepsilon_{i+1}^z \| = \max\{\| \varepsilon_{i+1}^z \|, | \varepsilon_i^z \| \} \). Then \( \| e_1 \| = 1, \| \varepsilon_i^z \| = \varepsilon_i^z = O(h^2) \), \( \| \hat{g}(h) \| = 1 + 2h(\| G^{-1}B \| + M_1) \), \( \varepsilon_{i+1}^z \leq \| \varepsilon_{i+1}^z \| \) and consequently

\[
\varepsilon_{i+1}^z \leq 2hM_1\sum_{j=1}^{i} \| \hat{g}(h) \|^{i-j}\varepsilon_j^u + O(h^3)\sum_{j=1}^{i} \| \hat{g}(h) \|^{j-1} + O(h^2). 
\]

Since \( \| \hat{g}(h) \| \leq e^{2(T-t_0)(\| G^{-1}B \| + M_1)} \), \( j = 1, ..., N - 1 \), then

\[
\varepsilon_{i+1}^z \leq O(h)\sum_{j=1}^{i} \varepsilon_j^u + O(h^2), \ i = 1, ..., N - 1. 
\]

Further, it follows from (47), (32) that

\[
u(t_{i+1}) - u_{i+1} = G^{-1}\left[ Q_2 f(t_{i+1}, z(t_{i+1}) + u(t_i)) - Q_2 f(t_{i+1}, z_{i+1} + u_i) + \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z(t_{i+1}) + u(t_i))[u(t_{i+1}) - u(t_i)] - \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i)[u_{i+1} - u_i]\right] + O(h^2). 
\]
Hence, we easy obtain
\[
    u(t_{i+1}) - u_{i+1} = \left[ I - G^{-1} \frac{\partial Q_2 f}{\partial x}(t_{i+1}, z_{i+1} + u_i) \right]^{-1} \left[ z(t_{i+1}) - z_{i+1} + O(\|z(t_{i+1}) - z_{i+1} + u(t_i) - u_i\| u(t_{i+1}) - u(t_i)) + O(h^2) \right].
\]
Denote $C_3$ as (38). It is easy to verify that
\[
    \varepsilon_{i+1}^u \leq 3C_3 \left[ \varepsilon_{i+1}^z + O((\varepsilon_{i+1}^z)^2 + (\varepsilon_i^u)^2) + O(h^2) \right].
\]
Taking into account (56), we easy obtain
\[
    \varepsilon_{i+1}^u \leq O(h) \sum_{l=1}^{i} \varepsilon_l^u + O(h^2) \left( \sum_{l=1}^{i} \varepsilon_l^u \right)^2 + \hat{C}_3 (\varepsilon_i^u)^2 + O(h^2),
\]
where $\hat{C}_3$ is some constant. From the obtained estimate, using the polynomial (multinomial) theorem, we obtain
\[
    \varepsilon_{i+1}^u \leq O(h) \sum_{l=1}^{i} (\varepsilon_l^u + (\varepsilon_l^u)^2) + \hat{C}_3 (\varepsilon_i^u)^2 + O(h^2), \quad i = 1, ..., N - 1.
\]
Since $\varepsilon_1^u \leq O(h^2)$, then, by using the method of mathematical induction, it is easy to prove that
\[
    \varepsilon_{i+1}^u \leq O(h^2), \quad i = 1, ..., N - 1.
\]
From the obtained estimate and (56) it follows that
\[
    \varepsilon_{i+1}^z \leq O(h^2), \quad i = 1, ..., N - 1.
\]
Thus, $\max_{0 \leq i < N} \varepsilon_i^u = O(h^2)$ and $\max_{0 \leq i < N} \varepsilon_i^z = O(h^2)$. Hence, the method (42)–(45) converges and has the second order of accuracy.

**Remark 3.** Analogously to Remark 2, if in Theorem 4 $f \in C([0, \infty) \times \mathbb{R}^n, \mathbb{R}^n)$ and $\frac{\partial f}{\partial x} \in C([0, \infty) \times \mathbb{R}^n, L(\mathbb{R}^n))$, then the method (42)–(45) converges: $\max_{0 \leq i \leq N} \|z(t_i) - z_i\| = o(1), h \to 0,
\max_{0 \leq i \leq N} \|u(t_i) - u_i\| = o(1), h \to 0.$

**The proof of Remark 3.** The proof is carried out in the same way as the proof of Theorem 4, where instead of (25), (46), (47) we use the representations (40),
\[
    \frac{dz}{dt}(t) = \frac{z(t + h) - z(t - h)}{2h} + o(1), h \to 0, \text{ and (41).}
\]

**Remark 4.** If the operator function $\Phi$ (13) is basis invertible on $[x_{p_2}^1, x_{p_2}^2]$ for any $x_{p_2}^1, x_{p_2}^2 \in X_2$, $t_* \in [0, \infty)$, $x_{p_1}^* \in X_1$, then the additional condition of the invertibility of $\Phi$ for any $(t, z + u) \in [t_0, T] \times \mathbb{R}^n$ from Theorems 3, 4, as well as the additional condition of the basis invertibility of $\Phi$ on $(\bar{x}_{p_2}, x_{p_2}^*)$ from part II of Theorem 2, are not needed.
5 Comparison of methods 1, 2

Consider the semilinear DAE (1), where

\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix}, \quad A = \begin{pmatrix} L & 0 & 0 \\ 0 & C & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 & r \\ 0 & g & -1 \\ 0 & 1 & r \end{pmatrix}, \quad f(t, x) = \begin{pmatrix} e(t) - \varphi_0(x_1) - \varphi(x_3) \\ -h(x_2) \\ \psi(x_1 - x_3) - \varphi(x_3) \end{pmatrix}.
\]

It is assumed that \( L, C, r, g > 0, x \in \mathbb{R}^3, e \in C([0, \infty), \mathbb{R}), \) and \( \varphi_0, \varphi, \psi, h \in C^1(\mathbb{R}). \) The physical interpretation of this equation and the corresponding parameters, functions and variables \( x_1 = I_L, x_2 = U_C, x_3 = I \) is given in section 6. Let \( L = 5 \cdot 10^{-4}, C = 5 \cdot 10^{-7}, r = 2, g = 0.2, e(t) = \sin t, \) \( \varphi_0(x_1) = x_1^3, \varphi(x_3) = x_3^3, \psi(x_1 - x_3) = (x_1 - x_3)^3, \) and \( h(x_2) = x_2^3. \) Obviously, the initial data \( t_0 = 0, x_0 = (0, 0, 0)^T \) satisfy the consistency condition \((t_0, x_0) \in L_0, \) that is, \( BP_2 x_0 = Q_2 f(t_0, x_0). \) Below, it is shown how the plot of a solution \( x(t) = (I_L(t), U_C(t), I(t))^T \) changes with the mesh refinement \( (h = 0.1, 0.01, 0.001, 0.0001). \)

![Figure 1: The components of the numerical solution obtained by method 1](image-url)
Figure 2: The components of the numerical solution obtained by method 2 (modified method 1)

The plots in Figure 1 were obtained using the method (19)–(22) (method 1), while the plots in Figure 2 were obtained using the method (42)–(45) (method 2). For greater clarity, the first plots in Figures 1, 2 (the plots of the solution component $I_L(t)$) are shown on an enlarged scale in Figure 3.
The figures show that method 2 (modified method 1) converges faster to the exact solution. However, when choosing a more suitable method for solving a certain problem, one should also take into account the quantitative characteristics of stability of the methods, namely, the values of the coefficients $hM_1, g(h) = \|I - hG^{-1}B\| + hM_1 \leq 1 + \|G^{-1}B\| + M_1$ in (36) (for method 1) and $2hM_1, \|\hat{g}(h)\| = 1 + 2h(\|G^{-1}B\| + M_1)$ in (55) (for method 2) and the length of the interval $[t_0, T]$ on which the computation is performed. The larger the quantitative characteristic of stability of a method (the quantities characterizing the stability of the method), the smaller step size should be chosen to achieve the required accuracy of computations. In turn, the choice of a smaller step size leads to larger roundoff errors. In this connection, to carry out a computation with a given accuracy using method 2, it may be necessary to choose a much smaller step size and consequently to spend much more time than using method 1. The differences in the mentioned coefficients from (36) and (55) arise because the derivative is approximated by a forward difference, obtained from the representation (25), in method 1 and by a centered difference, obtained from (46), in method 2. Similar differences arising when using such approximations for the linear differential equation $\dot{x} + Ax = f(t)$ are described in detail in [36, Chapter 5]. It is clear that for small values of $\|G^{-1}B\|, M_1$ or a sufficiently small interval $[t_0, T]$ there are no distinct differences in stability.

In particular, for the considered DAE (1), (58), the larger $L, C, r$ and the smaller $g, M_1$, the less differences in stability. Also, the differences in stability are small on a sufficiently small of time intervals $[t_0, T]$ and Figures 1, 2 confirm this. If we compute the solution for the above quantities and functions on a larger time interval, then method 2 starts to lose stability. This is not visible in Figure 4, but this is already noticeable in Figure 5. Therefore, it is necessary to decrease the step size, as shown in Figure 6.
Figure 4: The component $I_L(t)$ of the solution obtained by method 1 (left) and method 2 (right); the step size $h = 0.001$

Figure 5: The components $U_C(t), I(t)$ of the solution obtained by method 1 (left) and method 2 (right); the step size $h = 0.001$

Figure 6: The components $U_C(t), I(t)$ of the solution obtained by method 2; the step size $h = 0.00001$
However, for the larger value of $r = 4$ (the value is doubled) and the smaller value of $g = 0.1$ (the value is decreased by 2 times), method 2 is stable for the same step size and time interval that were originally (see Figure 7) and, accordingly, there are no visible differences in the stability of the methods.

![Figure 7: The components $U_C(t)$, $I(t)$ obtained by method 2 for the new $r$, $g$ and the original step size $h = 0.001$](image)

We can draw the following conclusions about the effectiveness of application of the methods in various situations. When the parameters in the DAE (1) are chosen arbitrarily, method 2 is better for computing or refining a solution on sufficiently small time intervals (or on the parts of a large interval), since it has a higher order of accuracy with respect to the step size $h$. For large time intervals, it is better to use method 1, since it is more stable (has a smaller coefficient characterizing stability). However, once again note that method 2 can be more effective on a large time interval if the parameters, which are chosen on the basis of the conditions of the problem being solved, do not have a large negative effect on the stability.

6 The application of the numerical methods to the analysis of mathematical models

Differential-algebraic (descriptor, degenerate differential) equations have a wide range of practical applications. Such equations arise from the mathematical modeling of the dynamics of physical, economic, technical, ecological and other processes because of the availability of algebraic connections between the coordinates of the vectors of states of the corresponding dynamical systems. Semilinear DAEs are used in modeling the dynamics of complex mechanical and robotic systems (P.J. Rabier, W.C. Rheinboldt [2], B. Fox, L.S. Jennings, A.Y. Zomaya [3], B. Siciliano, and others), interindustry balance (M. Morishima [4], S.R. Khachatryan, and others), various descriptor systems and neural networks (R. Riaza, J. Zufiria [5], P. Kunkel, V. Mehrmann [6], J.C. Engwerda, I.E. Wijayanti [7], and others), transient processes in electrical circuits (R. Riaza [8], K.E. Brenan, S.L. Campbell, L.R. Petzold [10], R. Lamour, R. März, C. Tischendorf [11], A.G. Rutkas, M.S. Filipkovska [9], and others) and other objects and processes.

A wide class of mathematical models of electrical circuits can be written with the help of the regular (i.e., with the regular pencil $\lambda A + B$) semilinear DAE (1) $d/dt [Ax(t)] + Bx(t) = f(t, x)$ and the regular linear DAE $d/dt [Ax(t)] + Bx(t) = f(t)$ as a particular case (see, for example, [37, 38], [11, section 3.6], [8, section 5, 6]).

In section 5, the mathematical model designed in [19] for a certain nonlinear electrical circuit is presented. This model is described by the DAE (1) with the matrices $A$, $B$ and nonlinear function
f of the form (58) and the vector of variables \( x = (x_1, x_2, x_3)^T = (I_L, U_C, I)^T \). Here \( I_L, I \) are unknown currents, and \( U_C \) is an unknown voltage. An input voltage \( e \) is given. The remaining currents and voltages in the circuit are uniquely expressed in terms of \( I_L, U_C \) and \( I \). Also, here \( L \) is an inductance, \( C \) is a capacitance, \( r \) is a linear resistance, \( g \) is a linear conductance, \( \varphi \), \( \varphi_0 \), \( \psi \) are nonlinear resistances, and \( h \) is a nonlinear conductance. Inductance is given in henries (H), capacitance is given in farads (F), resistance is given in ohm (\( \Omega \)), and conductance is given in siemens (S). When computations are carried out, it is assumed that inductance, capacitance and time are given in \( \mu \)H (microhenries), \( \mu \)F and \( \mu \)s, respectively. For example, in section 5, the parameters \( L = 500, C = 0.5 \) \((L = 500 \mu \text{H} = 5 \cdot 10^{-4} \text{ H}, C = 0.5 \mu \text{F} = 5 \cdot 10^{-7} \text{ F})\) are used to carry out computations and it is assumed that the numerical solutions are obtained for the initial parameters on time intervals given in \( \mu \)s \((1 \mu \text{s} = 10^{-6} \text{ s})\). It is easy to verify that this transition is true. It is done in order to the small values of \( L \) and \( C \) do not lead to large roundoff errors in the computations.

The conditions for the unique global solvability and the Lagrange stability of the DAE (1) with (58) for arbitrary \( \varphi_0, \varphi, \psi, h, e \) are given in [19]. Below we present some classes of functions for which these conditions are satisfied.

In [19] it is proved that for each initial point \((t_0, x^0)\), satisfying the consistency condition
\[ x_2^0 + r x_3^0 = \psi(x_1^0 - x_3^0) - \varphi(x_3^0), \]
there exists a unique global solution of the DAE (1) with (58) and the initial condition \( x(t_0) = x_0 \) \( (x(t_0) = (I_L(t_0), U_C(t_0), I(t_0))^T) \) for the functions of the form
\[ \varphi_0(x_1) = \alpha_1 x_1^{2k-1}, \varphi(x_3) = \alpha_2 x_3^{2l-1}, \psi(x_1 - x_3) = \alpha_3(x_1 - x_3)^{2j-1}, h(x_2) = \alpha_4 x_2^{2s-1}, k, l, j, s \in \mathbb{N}, \alpha_i > 0, i = 1, ..., 4, \]
if \( j \leq k, j \leq s \) and \( \alpha_3 \) is sufficiently small, and for the functions of the form
\[ \varphi_0(x_1) = \alpha_1 x_1^{2k-1}, \varphi(x_3) = \alpha_2 \sin x_3, \psi(x_1 - x_3) = \alpha_3 \sin(x_1 - x_3), h(x_2) = \alpha_4 \sin x_2 \]
(instead of sin one can use cos), if \( \alpha_2 + \alpha_3 < r \). If, additionally, \( \sup_{t \in [0, t]} |e(t)| < +\infty \) or \( \int_{t_0}^{+\infty} |e(t)| \, dt < +\infty \), then for the initial points \((t_0, x^0)\) the DAE is Lagrange stable (in both cases), i.e., every its solution is bounded. These conditions are fulfilled, for example, for the sinusoidal voltage \( e(t) = \beta \sin(\omega t + \theta) \), the power-law voltage \( e(t) = \beta (t + \alpha)^{-n} \), the exponential voltage \( e(t) = \beta e^{-\sigma t} \), and the voltage
\[ e(t) = \beta e^{-\frac{(t-\omega)^2}{\sigma^2}}, \alpha > 0, \beta, \sigma, \omega \in \mathbb{R}, n \in \mathbb{N}, \theta \in [0, 2\pi]. \]
For the voltage \( e(t) = \beta (t+\alpha)^n, \alpha, \beta \in \mathbb{R}, n \in \mathbb{N}, \) global solutions exist, but they are not bounded on the whole domain of definition.

We consider some particular cases. Below, the plots of numerical solutions, demonstrating the evolutionary properties of the mathematical model in the various choice of the linear parameters \( L, C, r, g \), the nonlinear parameters \( \varphi_0, \varphi, \psi, h \) and the input voltage \( e \), are presented. The parameters are given in the units mentioned above and time \( t \) is given in \( \mu \)s.

Choose the linear parameters \( L = 5 \cdot 10^{-4}, C = 5 \cdot 10^{-7}, r = 2, g = 0.2, \) the nonlinear resistances \( \varphi_0(x_1) = x_1^3, \varphi(x_3) = \sin x_3, \psi(x_1 - x_3) = \sin(x_1 - x_3) \) and conductance \( h(x_2) = \sin x_2 \), the input voltage \( e(t) = (2t + 10)^{-2} \) and the initial data \( t_0 = 0, x_0 = (10, -10, 5)^T \). In this case the solution is Lagrange stable, i.e., global and bounded, as confirmed by the plots presented in Figure 8.
If \( e(t) = t^2 \) and \( L = 10^{-3} \), \( C = 5 \cdot 10^{-7} \), \( r = 2 \), \( g = 0.3 \), \( \varphi_0(x_1) = x_1^3 \), \( \varphi(x_3) = x_3^3 \), \( h(x_2) = x_2^3 \), \( \psi(x_1 - x_3) = (x_1 - x_3)^3 \), \( t_0 = 0 \), \( x_0 = (0, 0, 0)^T \), then a solution is global, but not bounded. The plots for the corresponding numerical solution are presented in Figure 9.

For the voltage of the triangular shape (Figure 10) \( e(t) = 50 - |t - 50 - 100k| \), \( t \in [100k, 100 + 100k] \), \( k \in \{0\} \cup \mathbb{N} \), and \( L = 5 \cdot 10^{-4} \), \( C = 5 \cdot 10^{-7} \), \( r = 2 \), \( g = 0.2 \), \( \varphi_0(x_1) = x_1^3 \), \( \varphi(x_3) = x_3^3 \), \( h(x_2) = x_2^3 \), \( \psi(x_1 - x_3) = (x_1 - x_3)^3 \), \( t_0 = 0 \), \( x_0 = (0, 0, 0)^T \), the solution is Lagrange stable, as confirmed by the plots presented in Figure 11.
For the voltage of the sawtooth shape (Figure 12)

\[
e(t) = \begin{cases} 
    t - 5k, & t \in [5k, 4 + 5k], k \in \{0\} \cup \mathbb{N}, \\
    20(k+1) - 4t, & t \in [4 + 5k, 5 + 5k], k \in \{0\} \cup \mathbb{N},
\end{cases}
\]

and \( L = 10^{-5}, C = 2 \cdot 10^{-7}, r = 55, g = 0.015, \varphi_0(x_1) = x_1^3, \varphi(x_3) = x_3^3, h(x_2) = x_2^3, \psi(x_1 - x_3) = (x_1 - x_3)^3, t_0 = 0, x_0 = (0, 0, 0)^T \), the solution is also Lagrange stable. The plots presented in Figure 13 confirm this.
Below is the example of a Lagrange-unstable solution (Figure 14), which is blow-up in finite time (the norm of the solution tends to infinity on a finite time interval). Here \( L = 5 \cdot 10^{-6}, \ C = 5 \cdot 10^{-7}, \ r = 2, \ g = 0.2, \ \phi_0(x_1) = -x_1^2, \ \phi(x_3) = x_3^3, \ h(x_2) = x_2^2, \ \psi(x_1 - x_3) = (x_1 - x_3)^3, \ e(t) = 2 \sin t, \) and \( t_0 = 0, \ x_0 = (1, -6.5, 1.5)^T. \)

In [19] the plots of numerical solutions for other linear parameters, nonlinear functions and voltages are given. The analysis of the obtained numerical solutions verifies the results of theoretical studies.

Thus, the developed numerical methods allow one to carry out the numerical analysis of global dynamics for the mathematical models described by semilinear DAEs and to draw the conclusions about their evolutionary properties. Also, the developed methods have a number of advantages, which have already been mentioned in section 1.

7 Conclusions and outlooks

To solve semilinear DAEs, the combined methods of the first and second orders of accuracy were obtained in this work. The correctness and convergence of the methods were proved. The developed
methods enable to find a solution on any given time interval and require weaker restrictions for the nonlinear part of the equation than other known methods. Also, the effectiveness of the developed methods is due to the possibility to numerically find the spectral projectors using the formulas (8), which enables to numerically solve and analyze a semilinear DAE in the original form without additional analytical transformations. In section 6, the numerical analysis of the semilinear DAE describing the mathematical model for a nonlinear electrical circuit has been carried out. The results of the numerical analysis verify the results of the theoretical studies of global dynamics for the mathematical model. The plots of numerical solutions, demonstrating the evolutionary properties of the considered model, have been presented.

The obtained combined methods are easy to implement, effective enough, and can be applied to a study of real systems and processes which are modeled using DAEs.

In the future, it is planned to improve the methods obtained in this paper and to extend them to more general classes of DAEs. In particular, it is intended to use a predictor-corrector method to achieve a higher order of accuracy of method 1 without additional constraints. Also, it is planned to extend the obtained methods to a certain class of semilinear DAEs with a singular operator pencil. The theorems on the unique global solvability and on the Lagrange stability and instability for this class of equations were proved by the author in [39, 40].
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