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Abstract

We investigated the applicability of a model based on fractals and the Smoluchowski kinetic equations to describe hillock formation in thin metal films. We have previously used this model to analyze cluster and ultrafine particle production. We show how to extract two parameters from measured hillock size distributions which may reveal the scaling of the mobility of clusters and vacancies in films with varying hillock size. On the basis of our application of this model to certain data taken from the literature, the model shows considerable potential for being able to provide an internally consistent quantitative basis for monitoring thermally driven mass redistribution processes in metal films.
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1. Introduction

Depending on deposition conditions, nascent metal films can have structures, i.e. "bumps", which Vook and coworkers [1, 2] called "hillocks" because of their appearance in scanning electron micrographs. The density and size distribution of these hillocks can be correlated with the temperature of the substrate during deposition and the rate at which new film material impinges on the growing film, i.e. the deposition rate. Vook and coworkers used scanning electron microscopy (SEM) to obtain hillock size distributions for a variety of Al and Al alloy films and found that annealing the films, or electromigration in such films, causes the distribution of sizes of hillocks to change. Measurements relating to the reliability of devices [3–6] composed of such films and other structures are apparently correlated with the presence and chemistry of these hillocks.

Granqvist and Buhrman [7–9] suggested that the size distribution of a collection of particles could be used to identify the particle growth mechanism [10, 11]. For example, coalescence growth [10, 11] and Ostwald ripening [12], the two most important limiting forms of particle growth in gas-to-particle conversion or grain growth in films, lead to characteristic size distributions. Coalescence growth is associated with a log-normal distribution having a longer tail to larger particle or grain size. Ostwald ripening leads to a distribution having a longer tail towards smaller sizes and a maximum particle size, consistent with the idea that there is a critical cluster or grain size below which particles are unstable with respect to the evaporation of monomers. The evaporation of monomers leads ultimately to the growth of larger clusters at the expense of those smaller than the critical size.

Vook and coworkers [1] applied the ideas of Granqvist and Buhrman and others to hillock growth in aluminum and aluminum alloy films. They concluded that for most of their data the size distributions were log-normal although there was some evidence in thermally aged samples that Ostwald ripening gains in importance. All the films studied had an oxide overlayer, and SEM secondary and backscattered electron observations suggest that hillocks are probably formed and reside on either side of, and possibly even strad-
dlining, this oxide layer. It is thought that, under the influence of compressive strain, atoms and small pieces of matter are forced into grain boundaries where they move towards the surface of the film away from the film—substrate interface. These atoms and small pieces of matter can coalesce with themselves and existing grains to form larger grains which may be correlated with the objects that Vook and coworkers call hillocks. The motion of the coalescing species on the grain boundaries probably involves many non-reactive interactions or collisions between coalescence events. Stated differently, hillocks diffuse from event to event rather than traveling in straight lines.

The raw data of Vook and coworkers, made available to us, consisted of sets of diameters of “bumps” in SEM images, each set containing from 50 to 215 hillocks. In this paper we reanalyze the data in terms of various population distributions including the asymptotic solution to the Smoluchowski equations describing coalescence growth. Following Vook and coworkers, we suspect that the actual mechanisms of hillock growth and particle formation are not identical and are not simple; thus it is of some fundamental interest to determine the extent to which the asymptotic solution to the Smoluchowski equations is applicable to hillock growth.

In an earlier paper [13] we showed that this asymptotic solution, which was first given by Botet and Jullien [14] in the context of cluster, particle or polymer growth, is close to the log-normal distribution. We suggested that fact [13] as the probable reason that the log-normal distribution has been used successfully for over a century to characterize empirically [15, 16] the particle size distributions. Because the systems should be conservative, in that there was effectively no loss of phases. In this paper we reanalyze the data in terms of various population distributions including the asymptotic solution to the Smoluchowski equations describing coalescence growth. Following Vook and coworkers, we suspect that the actual mechanisms of hillock growth and particle formation are not identical and are not simple; thus it is of some fundamental interest to determine the extent to which the asymptotic solution to the Smoluchowski equations is applicable to hillock growth.

In fact, there have been two main approaches to modeling the creation and evolution of particle size distributions in thin metal films. In one approach, coalescence growth is visualized as a set of serially connected kinetic processes and the Smoluchowski equation is employed formally with random number input parameters. Applying the central limit theorem to this situation implies usage of the log-normal distribution for the form of the particle size distribution. This approach can be quite useful because it allows calculation [17] of measurable macroscopic properties from the size distribution and the properties of the individual particles, but it is intuitively unsatisfying because there is no rigorous connection between the random number input parameters relating the microscopic properties of the coalescing entities to the parameters of the measurable particle size distribution function.

Our variation on the first approach employs the Smoluchowski equation but without using random numbers. Instead, scaling arguments are used to relate the properties of microscopic objects involved in coalescence growth to the experimentally measurable particle size distribution. The parameters obtained by fitting the solution obtained by Botet and Jullien to the experimental results reflect the fractal dimension of the trajectories of the coalescing species, the scaling of the velocities of these species with increasing size, and the dimensionality of the space in which the coalescence phenomenon occurs. The physical content of these scaling arguments, i.e. the use of so-called “fractal dimensions” (scaling exponents) remains to be fully established.

The other general approach [18, 19] involves the use of molecular dynamics or Monte Carlo simulations [20] of growth processes. Using a much more detailed description of atom diffusion [21] and the coalescence event than the Smoluchowski-equation-based methods, modeling the evolution of hillock shapes is much easier than obtaining distribution functions. Much of this type of experimental [22, 23] and theoretical work has been in the context of thin film growth or in the context of electromigration [24–26]. In these cases, there are generally many more parameters which enter into the overall physical picture than in Smoluchowski-based methods but the resulting picture is correspondingly more detailed.

In the present case, Vook and coworkers measured hillock size distributions as a function of time, which allows a test of the internal consistency of the parameters obtained from our model. This and other experiments involved alloys to which the applicability of our model has not been established. There are a variety of possible complications involving alloys. In particular, some of the alloy films that Vook and coworkers studied had stoichiometries involving more copper than is soluble in bulk pure aluminum, so that precipitates may influence the coalescence dynamics.

2. Experimental details

We were fortunate that Vook and coworkers provided us with their lists of cluster sizes. Whenever possible we use the same labels that Vook and coworkers used for the films [1] and these are indicated in Tables 1, 2 and 3. Table 1 gives data for pure aluminum films and Tables 2 and 3 pertain to copper–aluminum alloys. Vook and coworkers described their experiments adequately in earlier publications so only the most important experimental features will be provided here. All the films were evaporated onto oxidized silicon substrates according to the conditions noted in
Table 1

Table of results of fits of pure aluminum films where the film labels are the same as those used by Vook and coworkers and the processing conditions for each film are as shown

| Film Post-deposition anneal | Deposition conditions | Values of fitting parameters |
|----------------------------|-----------------------|-----------------------------|
|                            | Deposition rate (Å s⁻¹) | Substrate temperature (°C) | N_{part} | a | b × 10^{10} (nm⁻³) | ln C | D | E | F |
|-----------------------------|------------------------|-----------------------------|-----------|---|--------------------|------|---|---|---|
| Al10 Yes                    | 2                      | 70                          | 145       | 0.015 | 36.7               | -14.74 | 185 | 206 | 79 |
| Al11 Yes                    | 70                     | 250                         | 56        | -0.354 | 1.89               | -10.79 | 174 | 129 | 53 |
| Al14 Yes                    | 70                     | 70                          | 99        | 0.488  | 22.0               | -24.96 | 108 | 167 | 45 |
| Al15 Yes                    | 2                      | 250                         | 98        | 0.053  | 3.86               | -16.00 | 121 | 160 | 29 |
| Al20a No                    | 2                      | 70                          | 133       | 0.862  | 412.5              | -26.82 | 544 | 199 | 85 |

Table 1 and elaborated below. The careful use of backscattered and secondary electrons allowed Vook and coworkers to conclude that the hillocks were roughly hemispherical and that they were located on or just below the surfaces of the films. As deposited, all the films were of nominal total thickness 3000 Å as indicated by an in-situ crystal quartz deposition monitor (Inficon/Leybold–Heraeus).

The background pressure during deposition was one to two orders of magnitude larger than the typical pressure obtained without heating the substrate and beam source. Contamination by background gases during deposition was assumed to increase as the deposition rate decreased for a particular film thickness and background pressure. The electron microscopy counting of hilocks was done in a manner designed to avoid annealing and other effects of electron bombardment. The films were deposited in one chamber and then exposed to air as they were transferred to the scanning electron microscope for the counting of hilocks and annealing. Except for one pure aluminum film (Al20a) and one alloy film, all the films were annealed in vacuum for 1 h at 320 °C before being exposed to air and transferred to the scanning electron microscope. A set of simultaneously deposited alloy films was the subject for the thermal annealing study (Table 2). This involved heating each of the films for the stated number of minutes in high vacuum before surveying the entire film to choose a region for which the hillock size distribution was obtained. Therefore the data in the series actually correspond to different films at different times, and not to repeated observation of the same film.

3. The model

We have presented our model in detail elsewhere [13]; so we shall give only the important results. The basic idea is that the coalescence growth phenomenon can be modeled by the Smoluchowski kinetic equations [27]:

\[
\frac{d n_k}{dt} = \frac{1}{2} \sum_{j=1}^{k-1} K_{i,j} n_j n_{k-j} - n_k \sum_{j=1}^{\infty} K_{i,j} n_j
\]

(1)

Here, \( n_k \) is the concentration of hillocks (clusters) of size \( k \). Botet and Jullien showed that, if the kernels \( K_{i,j} \) are homogeneous, i.e.

\[
K_{i,j} = \lambda^{2a} K_{ij}
\]

(2)

where \( 2a < 1 \), the size distribution will asymptotically approach a Poisson distribution

\[
n_k \rightarrow C k^a \exp(-b k)
\]

(3)

regardless of the initial distribution of sizes. Here \( a = -2 \omega \) and \( b \) varies with time according to

\[
b(t) \propto \frac{1}{2 \omega - 1}
\]

(4)

We have showed that the log-normal distribution

\[
n_k = C \exp \left[ -\frac{(\ln k + \ln c)^2}{\sigma} \right]
\]

(5)

resembles the Poisson distribution over a substantial range of \( k \).

In these equations, the value of \( k \), referred to as the cluster size, is the number of monomers in a cluster; it is easy to show from Eq. (1) that the total monomer number \( \Sigma k n_k \) is conserved. In applying the equations to hillock growth, something proportional to the number of atoms in a hillock should be used for \( k \). Assuming that all hillocks have the same shape, we used the cube of the reported diameter in our analysis since volume should be proportional to the number of atoms. As mentioned above, we have a list of observed particle diameters for each system; often, there are several particles with the same diameter. In order to avoid artifacts due to binning, we consider the cumulative number of particles of volume, i.e. diameter cubed, less than or equal to \( m \), i.e.

\[
P_m = \sum_{k=0}^{m} n_k
\]

(6)
Table 2
Fits to Poisson distribution for films used in thermal annealing study (these films were Al–15wt.%Cu alloy films)

| Time (min) | \(N_{\text{part}}\) | \(\Sigma k^3\) | \(a\) | \(b \times 10^8\) | \(\ln C\) | \(D\) | \(E\) | \(F\) |
|-----------|-------------------|----------------|-----|-----------------|---------|-----|-----|-----|
| 18        | 216               | 8.03 \times 10^9 | 1.339 | 6.54            | −33.5   | 570 | 279 | 132 |
| 48        | 151               | 1.166 \times 10^{10} | 0.352 | 2.05            | −18.8   | 1327| 208 | 90  |
| 78        | 148               | 1.220 \times 10^{10} | 0.546 | 2.16            | −22.2   | 2295| 202 | 99  |
| 108       | 138               | 1.396 \times 10^{10} | 0.138 | 1.25            | −15.73  | 1938| 199 | 91  |
| 138       | 123               | 1.235 \times 10^{10} | 0.160 | 1.60            | −15.99  | 2184| 186 | 74  |
| 168       | 115               | 9.82 \times 10^9   | 1.211 | 3.49            | −33.38  | 186 | 184 | 75  |

\(P_m\) is to be compared with the corresponding number calculated from the Poisson distribution:

\[
Q_m = \frac{m}{C_k \exp(-bk) \,dk}
\]  

(7)

\(P_m\) and \(Q_m\) are evaluated at 100 equally spaced values of \(m\), chosen for a given system by multiplying the largest volume found by 1.1 and dividing the result by 100, i.e. \(m = nh, n = 1, \ldots , 100\). The three parameters \(C, a\) and \(b\) are chosen to minimize the r.m.s. deviation \(D\):

\[
D = \sum_{m=1}^{100} (Q_m - P_m)^2
\]

(8)

Because it is not possible to see and measure particles below some threshold size, the numbers of particles for smaller sizes, say diameters less than 150 nm, are subject to large uncertainties. To avoid errors from this source, we sometimes consider the “reverse cumulative number”

\[
S_m = \sum_{k=m}^{\infty} n_k
\]

(9)

This is compared with the calculated quantity

\[
R_m = \int_{m}^{\infty} Ck^a \exp(-bk) \,dk
\]

(10)

\(S_m\) and \(R_m\) are evaluated at the same values of \(m\) used for \(P_m\) and \(Q_m\) except that, if \(nh\) is below (150 nm)\(^2\), the first \(n\) points are dropped in the calculation of \(D\) (Eq. (8)).

To judge whether a model fits the data for a given system, one requires a measure of the statistical errors in the data. This is obtained as follows. The number \(N_m = P_m - P_{m-1}\) of particles of size between \((m-1)h\) and \(mh\) is subject to statistical fluctuation \(N_m^{1/2}\), except that, if \(N_m = 0\), the fluctuation is 1. Since the \(N_m\) are independent, the expected statistical error in the data is estimated as

\[
E = \sum_{m=1}^{100} \left( M_m^{1/2}\right)^2
\]

(11)

where \(M_m = N_m\), or \(N_m + 1\) if \(N_m = 0\). Calculated values for \(E\) are given in Tables 1–3. To compare with \(E\), we consider the corresponding deviations

\[
F = \sum_{m=1}^{100} [N_m - (Q_{m+1} - Q_m)^2]
\]

Calculated values for \(F\) using the distributions with optimally determined parameters are shown in the tables.

4. Results

The values of the parameters \(a, b\) and \(C\), of the total number of particles measured and of the value of \(D\) obtained are given in Tables 1–3 for each system considered. Note that for the Poisson distribution of Table 3, the most probable size is \(a/b\) and the average size is \((a + 1)/b\). If \(a\) is negative, there is no maximum in the distribution. If \(a < -1\), the total particle volume is infinite.

There are essentially four types of comparison which can be made with the data provided by Vook and coworkers. First, we can compare pure aluminum films differing in deposition rate and substrate temperature, i.e. films Al10, Al11, Al14 and Al15. Comparing film Al20a with these films, the effect of the post-deposition annealing on pure aluminum films can be assessed. Another comparison can be made involving the time evolution of the hillock size distribution in Al–Cu alloy (i.e. Al–15wt.%Cu) films. Finally, the effect of increasing the proportion of Cu in the alloy is seen on comparing Al14 with Al–1.5wt.%Cu, Al–7.5wt.%Cu and Al–15wt.%Cu, after annealing for 78 min at 320 °C.

The data for the pure aluminum films are fitted quite satisfactorily by the Poisson distributions (Table 1). Fig. 1 compares the actual cumulative distribution (points) and the calculated distribution (full curve) for film Al10, which contains 145 hillocks. The broken curve shows the cumulative distribution from the best
We turn now to the series of alloy samples with different times of in-situ thermal annealing. The results of our analysis are given in Table 2. Fig. 3 shows the time series of Poisson distributions renormalized so that the area under each is unity. Except for the longest annealing time, the values of both the \( a \) and the \( b \) parameters became progressively smaller with increasing time. At the longest time, the \( a \) and \( b \) parameters reverted to being nearly as large as they were at 18 min annealing time. The total hillock volume, which is shown in Table 2 as \( \Sigma \), also decreased for the longest time, approaching the value observed at 18 min. The total number of hillocks counted after annealing for 168 min was the smallest of all the times sampled and was only about half the number counted at the earliest time. Note that the measurements at different times were actually made on different films.

As indicated above, if data involving the time evolution of a hillock size distribution are available, then the value of \( \omega \) can be determined from either \( a \) or \( b \). A plot of \( \ln b \) against \( \ln t \) should produce a straight line with slope \( 1/(2\omega - 1) \). Such a plot is shown in Fig. 4 based on \( a \) and \( b \) values taken from fits of reverse cumulative numbers (Eq. (9)). Linear regression on all the data in the graph gives a correlation between \( \ln b \) and \( \ln t \) of \( R^2 = 0.44 \). If the one datum corresponding to 168 min is ignored, then a linear correlation of \( R^2 = 0.94 \) can be found with a slope of \( -1.19 \). This corresponds to an \( \omega \) value of 0.081. The value of \( a \) is not constant across the series, as is predicted by our model. However, the average value of \( a \) across the series is \(-0.172 \) which corresponds to \( \omega = 0.086 \). This agrees with the value of \( \omega \) obtained from \( b \).

If we use the cumulative distributions \( P_\omega \) (Eq. (6)), which are subject to the effects of undercounting the smaller clusters, the results are qualitatively similar to those obtained using the reverse cumulative distri-

### Table 3
Fits of Poisson, log-normal and Rosin–Rammler distributions to alloy films, where A2Cu1 corresponds to (labels used by Vook and coworkers) Al–1.7wt.%Cu, A8Cu1 corresponds to Al–7.6wt.%Cu, and A2Si corresponds to Al–1.7wt.%Cu–<1wt.%Si

| Distribution system | \( a \) | \( b \) (nm\(^{-3}\)) | \( c \) | \( a \) | \( A \) | \( C \) | \( D \) | \( E \) | \( F \) |
|---------------------|--------|-------------------|-----|-----|-----|-----|-----|-----|-----|
| Poisson distribution |        |                   |     |     |     |     |     |     |     |
| A2Cu1               | -0.416 | \( 3.44 \times 10^{-12} \) |     | 1.9 \times 10^{-2} |       | 356 | 194 | 63  |
| A8Cu1               | -0.196 | \( 4.69 \times 10^{-12} \) |     | 1.7 \times 10^{-7} |       | 1130| 298 | 76  |
| A2Si                | 0.175  | \( 2.21 \times 10^{-12} \) |     | 2.1 \times 10^{-12} |      | 415 | 153 | 62  |
| Log-normal distribution |      |                   |     | 2.048 \times 10^{-8} | 0.322 | 1.95 \times 10^{-9} | 261 | 298 | 62  |
| Rosin–Rammler distribution |    |                   |     | 1.28 \times 10^{-7} | 0.445 | 1.67 \times 10^{-10} | 767 | 153 | 66  |

log-normal distribution, which gives \( D = 222 \), representing a slightly worse fit than the Poisson fit, \( D = 185 \). In Fig. 2 we compare a typical calculated distribution with a measured histogram. The average particle volume from the Poisson distribution is \( (a + 1)/b = 2.77 \times 10^8 \) nm\(^3\), while the log-normal distribution gives \( c = 5.95 \times 10^7 \) nm\(^3\) and \( a = 1.488 \); so the average particle size is \( c \exp(3a^2/4) = 3.13 \times 10^8 \) nm\(^3\), showing how similar are the log-normal and Poisson distributions. We also attempted to fit the data to the distribution corresponding to Ostwald ripening. The values of \( D \) were much larger than those obtained using the Poisson or log-normal distributions, and values of \( F \) indicated that the Ostwald distribution did not fit the experimental data.

The substrate temperature and deposition rates are extreme conditions within the working range used by Vook and coworkers. Considering the films which were subjected to the same post-deposition annealing treatment, 1 h in-situ heating at 320 °C, one can see that both films deposited at a relatively high substrate temperature (250 °C), yield negative values of the parameter \( a \). Of these, the film with the lower deposition rate has the larger \( b \) value. The films deposited on a colder substrate (70 °C) yield positive values of the parameter \( a \). Again, the film with the lower deposition rate has the larger \( b \) value.

Film A120a was produced at exactly the same deposition conditions as film A110 but without the post-deposition annealing treatment. Film A120a has the most positive \( a \) and by far the largest \( b \) value of all the pure aluminum films studied. The large \( b \) value indicates an absence of large particles, suggesting that these form from smaller particles during annealing. The parameters \( a \) and \( b \) decrease with increased substrate temperature; these changes are in the same direction as the changes in \( a \) and \( b \) induced by the post-deposition annealing treatment.
The $a$ and $b$ values for the largest time do not follow the trend of the others. Dropping this point, we perform linear regression on $\ln b$ vs. $\ln t$, obtaining $R^2 = 0.87$ and a slope of $-0.73$, which yields $\omega = -0.18$. This compares reasonably well with the $\omega$ calculated from the average value of $a$ for the first five points: $a = 0.51; \omega = -0.25$.

Varying the composition of the alloy film produced substantial effects on the distributions. Turning from the distribution produced in the pure film AI14 to that produced in Al–1.5wt.%Cu, which had the same post-deposition annealing treatment as all the annealed pure aluminum films, we find that the $a$ parameter became negative and the $b$ parameter decreased by roughly three orders of magnitude. Increasing the proportion of copper further, while maintaining the same post-deposition annealing treatment (Al–7.5wt.%Cu), the $a$ parameter became less negative and the $b$ parameter was not changed substantially. However, it should be noted that a film having nearly double the proportion of copper but deposited at a much lower substrate temperature (a factor of 3 lower than that for all the other films used in this comparison) and only 10% larger deposition rate, Al–15wt.%Cu, had an $a$ parameter roughly comparable with that of the pure aluminum film and a $b$ parameter four orders of magnitude larger than either of the lower proportion copper alloy films.

With regard to the relative suitability of the Poisson, Rosin–Rammler and log-normal distributions to represent the hillock size distributions, we compare values of $D$, for which differences are far more apparent than for $F$. For the first two alloy films, the log-normal distribution is significantly better than the Poisson distribution, although $F < E$ in all cases, but the reverse is true for the third alloy. The Rosin–Rammler distribution is far inferior to the other two for the first two alloys, but comparable with the Poisson distribution, which has the lowest $D$ of the three distributions, for the third. Almost always the distributions for the pure aluminum films are better represented using the Poisson distribution and those for the alloy films are better represented using the log-normal distribution. For the time evolution experiment, which involves alloys, the data were best represented using the log-normal distribution. The Ostwald ripening distribution (results not shown) was far inferior to the others for all samples.
5. Discussion

In the Poisson distribution for population as a function of cluster size, the value of $a$ is most sensitive to the behavior for small sizes and the value of $b$ most sensitive to the behavior for larger sizes. One expects a large positive value of $a$ for distributions with a steep leading edge. A negative value of $a$ in the Poisson distribution leads to a distribution which is decreasing for all values of the cluster size, i.e. it is not a peaked distribution. The value of $b$ determines how fast $n_k$ approaches zero with increasing $k$. A sharply peaked distribution would require a large positive value for $b$ to give the short tail to large sizes.

The detection sensitivity, i.e. counting efficiency, for clusters and hillocks smaller than a certain size is zero. Vook and coworkers considered the smallest hillock size sufficiently visible by SEM and well defined to be included in the count as ≈0.15–0.20 μm. In many cases, the apparent shape of the distribution on the side to smaller sizes than the maximum is mostly fixed by the bin width and the value of the minimum hillock size which can be observed. This is seen in Figs. 1 and 2, for example. Whenever a negative value was obtained, it was found that $D$, the sum of squares of residuals, involved very few data points from the small-size side of the distribution. In addition, the Poisson distribution is thought to hold particularly well at large cluster and hillock sizes.

The apparent value of $a$ may change during the growth of a distribution of hillocks because in the small regime, corresponding to short evolution times, the shape of the distribution is determined by the dependence of detection sensitivity on hillock size. At later times, when the distribution has shifted to larger sizes, the value of $a$ approaches that resulting from the actual shape of the hillock size distribution. Thus the value of $b$ should be considered to be more reliably determined by the data whereas the $a$ parameter is more susceptible to systematic error. The variation in the $b$ parameter with time in the series in Table 2 is roughly as expected.

Because our model has sufficient flexibility and the basic features needed to model the kinetics of hillock formation and growth, we suggest that much of what is observed in the SEM studies can be explained physically in terms of the coalescence growth kinetics, the
mass transfer conditions and the scaling properties of these processes. What is needed to test the model more clearly is a similar experiment utilizing pure metals, ideally with and without the influence of any oxide coatings. At present, the values of the parameters obtained from the data are physically reasonable, given the effects of finite sample size.

We now consider our results in terms of underlying physical mechanisms. The pure aluminum film which was not annealed, Al20a, had a very sharp distribution and consequently had a relatively large positive $a$ and the largest $b$ parameter of all the pure aluminum distributions measured. On annealing, a film deposited under identical conditions evolved into a broader distribution with larger hillocks; $a$ became substantially less positive and $b$ became smaller by an order of magnitude. Both of these films were deposited at a relatively cold substrate temperature and slow deposition rate. Increasing the deposition rate and/or the substrate temperature during deposition has the same qualitative effect on the parameters as annealing a film after deposition is complete; so it may be that all three changes act in the same way.

The equivalence between substrate temperature and post-deposition annealing is obvious. Increasing substrate temperature, during or after deposition, increases the rate of mass transfer and supplies activation energy needed for nascent hillocks to reorganize internally. Vook and coworkers suggested that decreasing the deposition rate increases the amount of background gases incorporated into the film, promoting nucleation in and on the growing film during deposition and producing more and smaller particles. However, nucleation can be initiated by density fluctuations; so background gases are not needed for either film or particle growth. To understand the equivalence of deposition rate, we note that a small local temperature rise on and in the growing film is produced by the impinging material. In the case of aluminum, the source is a wire basket which is white hot, $\approx 1600^\circ$C. Thus the average substrate temperature should increase with increasing deposition rate, resulting in coalescence growth of various mobile entities to form larger, less mobile entities.

This analysis suggests an experiment which could help to unravel the explanation of the dependence of hillock size distribution on deposition rate. The deposition rate can be varied either by changing the heating power causing the evaporation of the source material or by varying the distance between the source and the substrate, since there is an inverse-square dependence of the density of a molecular or atomic beam on the distance from the source of that beam. If the behavior of the hillock size distribution depends on the incorporation of background gases, a shift towards smaller clusters should result from moving the substrate closer to the source. If there is a local heating effect, as we have suggested, the distribution should shift towards larger sizes as the substrate is placed closer to the beam source.

A positive $a$ parameter corresponds to a negative scaling parameter $\omega$ and a peaked hillock size distribution. Scaling is thought to be valid for $\omega \leq \frac{1}{2}$, and $\omega$ is related to physical attributes and chemical mechanisms by

$$2\omega = a + \frac{d - d_{\infty}}{D} \tag{12}$$

In the context of hillock growth by mass-transfer-limited coalescence, $a$ describes how the speed of movement of material associated with a hillock decreases with increasing hillock volume. Its value would be $-\frac{1}{2}$ if all the hillocks had the same kinetic energy, as in the gas phase. The parameter $D$ is the fractal dimension of the hillocks, depending on how the mass of the hillock is distributed in space; $d$ is the dimension of the space in which the coalescence process occurs and would be 2 if hillock and vacancy motion [28] in and around grain boundaries is mostly responsible for coalescence growth. The parameter $d_{\infty}$ is the fractal dimension of the trajectories of the coalescing species between coalescence events and would be 2 for diffusive mass transport. With these values of the parameters, $\omega = \frac{a}{2} = -0.25$.

Of the values of $a$ and $\omega$ obtained for the pure aluminum films, only that for film Al20a does not reflect post-deposition annealing. The value for $\omega$, $-0.43$, suggests that the mobility of hillocks decreases more rapidly with increasing hillock size than for cluster translation in the gas phase, for which the mobility decreases simply because the mass increases ($a = -\frac{1}{2}$). We hypothesize that larger hillocks are slowed down because the number of atoms on its surface which can interact with the environment increases. This number grows as the $\frac{3}{2}$ power of the number of atoms in a hillock.

6. Conclusions

The coalescence growth of hillocks in thin films can be quantitatively modeled using the Smoluchowski equation. The distribution of hillock sizes in either nascent films or pre-deposited films which undergo thermal processing can be represented by a Poisson distribution function. The model explains the parameters in the distribution in terms of an underlying collision mechanism and the geometry of the motion and space in which the coalescence occurs. For an isothermal system, the slowing down of the motion of hillocks as they become larger seems to be the main determinant of the actual shape of measured distributions.
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