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Strongly correlated quantum impurity problems appear in a wide variety of contexts ranging from nanoscience and surface physics to material science and the theory of strongly correlated lattice models, where they appear as auxiliary systems within dynamical mean-field theory. Accurate and unbiased solutions must usually be obtained numerically, and continuous-time quantum Monte Carlo algorithms, a family of algorithms based on the stochastic sampling of partition function expansions, perform well for such systems. With the present paper we provide an efficient and generic implementation of the hybridization expansion quantum impurity solver, based on the segment representation. We provide a complete implementation featuring most of the recently developed extensions and optimizations. Our implementation allows one to treat retarded interactions and provides generalized measurement routines based on improved estimators for the self-energy and for vertex functions. The solver is embedded in the ALPS-DMFT application package.

Program summary

Program title: ct-hyb
Catalogue identifier: AEOL_v1_0
Program summary URL: http://cpc.cs.qub.ac.uk/summaries/AEOL_v1_0.html
Program obtainable from: CPC Program Library, Queen's University, Belfast, N. Ireland
Licensing provisions: Use of the hybridization expansion impurity solvers requires citation of this paper. Use of any ALPS program requires citation of the ALPS [1] paper.
No. of lines in distributed program, including test data, etc.: 650044
No. of bytes in distributed program, including test data, etc.: 20553265
Distribution format: tar.gz
Programming language: C++/Python.
Computer: Desktop PC, high-performance computers.
Operating system: Unix, Linux, OSX, Windows.
Has the code been vectorized or parallelized?: Yes, MPI parallelized.
RAM: 1 GB
Classification: 7.3.
External routines: ALPS [1, 2, 3], BLAS [4, 5], LAPACK [6], HDF5 [7]
Nature of problem: Quantum impurity models were originally introduced to describe a magnetic transition metal ion in a non-magnetic host metal. They are widely used today. In nanoscience they serve as representations of
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quantum dots and molecular conductors. In condensed matter physics, they are playing an increasingly important role in the description of strongly correlated electron materials, where the complicated many-body problem is mapped onto an auxiliary quantum impurity model in the context of dynamical mean-field theory, and its cluster and diagrammatic extensions. They still constitutes a non-trivial many-body problem, which takes into account the (possibly retarded) interaction between electrons occupying the impurity site. Electrons are allowed to dynamically hop on and off the impurity site, which is described by a time-dependent hybridization function.

Solution method:  
The quantum impurity model is solved using a continuous-time quantum Monte Carlo algorithm which is based on a perturbation expansion of the partition function in the impurity–bath hybridization. Monte Carlo configurations are represented as segments on the imaginary time interval and individual terms correspond to Feynman diagrams which are stochastically sampled to all orders using a Metropolis algorithm. For a detailed review on the method, we refer the reader to [8].

Running time:  
1–8 h.
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In a DMFT calculation, these parameters are determined self-consistently.

The observable of primary interest is the impurity Green’s function $G$, defined as
\[ G_{ab}(\tau - \tau') := -(T_b G_a(\tau) c^*_b(\tau')). \]

The Green’s function contains the information about all single-particle properties of the model, including the spectral function and the particle density. Higher-order correlation functions are needed for the measurement of susceptibilities and the calculation of the (reducible or irreducible) vertex.

2. Hybridization expansion

In recent years, a new class of efficient Monte Carlo techniques has been developed for solving quantum impurity models: the continuous-time impurity solvers [14,12,13,15,24–26]. The hybridization expansion [15,24] approach that we describe here is particularly well suited for the single- and multi-orbital impurity problems that typically appear in single-site DMFT calculations. In this approach, the partition function $Z = \text{Tr}_{d,e}[e^{-\beta H_{\text{imp}}}]$ is expanded in powers of the hybridization term $H_{\text{hyb}}$. Monte Carlo configurations consist of a sequence of creation and annihilation operators, and thus represent a sequence of hybridization events (electrons hopping from the bath to the impurity or back into the bath). The Monte Carlo weight $w(\tau_i)$ of such a configuration is the product of two factors,
\[ w(\tau_i) = w_{\text{loc}}(\tau_i) w_{\text{hyb}}(\tau_i), \]

where $w_{\text{loc}}(\tau_i)$ is the impurity state index for the specific sequence of impurity creation and annihilation operators, and $w_{\text{hyb}}(\tau_i)$ is the trace over the bath states. Because the bath is non-interacting, the latter can be expressed as the determinant of a matrix $M^{-1}$, whose elements are hybridization functions connecting the different pairs of creation and annihilation operators.

The local contribution is evaluated explicitly. For a generic model, i.e. if the Hamiltonian is not diagonal in the occupation number basis, this is a computationally expensive procedure which scales exponentially with system size [24,25,27], even though substantial progress has been made to make these simulations affordable [25,28,14,29]. An important simplification occurs if the interaction term is restricted to density–density interactions. In this case, the atomic part of the Hamiltonian takes the form
\[ H_{\text{loc}} = \sum_a E_a n_a + \sum_{a\beta} U_{ab} n_a n_b, \]
and the local trace can be evaluated in polynomial time [15].

3. Implementation

We aim to provide a fast but general implementation of this algorithm. We include a formalism for retarded interactions, efficient measurements of single-particle Green’s functions in imaginary time in both the Matsubara and Legrendre basis, measurements of two-particle Green’s functions, improved estimators for the self-energy and vertex functions, and energy and sector statistics measurements, as well as density–density correlation functions. We briefly describe each of these features in the following. More detailed explanations can be found in a recent review [14] and the original papers.

\textbf{1} We adopt here the 'many-body' definition of $G$ with $G(0_+ < 0$ as opposed to the 'Monte Carlo' definition where $G(0_+) > 0$.

3.1. Retarded interactions

Retarded interactions appear in models with electron–phonon coupling (e.g. the Hubbard–Holstein model [30]) or in realistic material simulations with dynamically screened Coulomb interaction. They also arise in the context of extended dynamical mean-field theory [31,32] and its diagrammatic extension, the dual boson approach [33]. An efficient technique to treat retardation effects in the hybridization expansion has been described in Refs. [18,19]. In order to treat a model with a frequency-dependent local Coulomb interaction $U(\omega)$, one has to (i) set the instantaneous interactions to the screened value $U(\omega = 0)$ and (ii) introduce an effective retarded interaction $K(\tau)$ between all pairs of creation and annihilation operators (irrespective of flavor). The explicit expression for the function $K(\tau)$ in the interval $0 \leq \tau \leq \beta$ is [19]
\[ K(\tau) = \int_0^\infty \frac{d\omega}{\pi} \frac{\text{Im}U(\omega)}{\omega^2} [W_{\alpha}(\tau) - W_{\alpha}(0)], \]

with $W_{\alpha}(\tau) = \cosh(\tau - \frac{\beta}{2})\omega)/\sinh(\frac{\beta}{2}\omega)$. The sign of the retarded interaction depends on the type of operators (creators/annihilators) which are connected, so the additional weight factor of the Monte Carlo configuration becomes
\[ w_{\text{screen}}(\tau_i) = e^{\sum_{\alpha\beta}(\tau_i-\tau_{i-1})\delta(\tau-\tau')}, \]

where the sum is over all the operator pairs $i,j$, and $S_i = +1$ if operator $i$ is a creation operator and $-1$ if it is an annihilation operator.

Frequency-dependent (retarded) interactions can thus be incorporated very easily into the hybridization expansion method. If a new pair of creation and annihilation operators (segment) is introduced into a Monte Carlo configuration, one computes the change in $w_{\text{loc}}$ (using $U(\omega = 0)$) and the change in $w_{\text{screen}}$. For the latter, one has to evaluate the retarded interactions between all the operator pairs which involve at least one of the newly inserted creation and annihilation operators. The computational effort for a local update is $O(n)$ and therefore negligible compared to the evaluation of the determinant ratio, which is $O(n^2)$.

3.2. Green’s function measurements

3.2.1. Imaginary-time measurement

For a given inverse hybridization matrix $M$, the Green’s function, Eq. (5), is measured on the interval $[0, \beta]$ as
\[ G_{ab}(\tau) = \left(-\frac{1}{\beta} \sum_{\alpha\beta=1}^n M_{\alpha\beta} \delta^- (\tau, \tau') \delta(\tau - \tau') \delta(\tau - \tau') \right), \]

where $\langle \ldots \rangle$ denotes the Monte Carlo average and $\delta^-$ $(\tau, \tau') := \text{sgn}(\tau')\delta(\tau - \tau') - \theta(-\tau')\beta$ accounts for the antiperiodicity of $G(\tau)$. The $\tau^-$ $(\tau')$ denote the times of annihilation (creation) operators. The Green’s function is measured on a discrete grid representing the continuous variable $\tau$. Since the complexity of the algorithm does not depend on the grid resolution, this grid can be chosen arbitrarily fine.

3.2.2. Matsubara frequency measurement

It is often convenient to use the Matsubara frequency representation of the Green’s function. Carrying out the Fourier transformation of Eq. (10) analytically, the Matsubara coefficients $G(i\omega_n)$ of $G(\tau)$ are measured directly, without the need of a time-discretization grid:
\[ G_{ab}(\omega_n) = \left\langle -\frac{1}{\beta} \sum_{\alpha\beta=1}^n M_{\alpha\beta} e^{i\omega_n(\tau' - \tau)} \delta_{\alpha\beta} \delta_{\alpha\beta} \right\rangle. \]
3.2.3. Orthogonal polynomial representation

A measurement procedure based on an expansion of the Green’s function on the interval \([0, \beta]\) in terms of orthogonal polynomials was introduced in Ref. [17]. We focus here on Legendre polynomials. Again, the transformation of the measurement rule Eq. (10) is carried out analytically. The Legendre transformation is unitary and can be written in terms of a matrix multiplication \(G(\text{io}_n) = \sum_{l=0}^\infty T_n G_l\), with expansion coefficients

\[
\tilde{G}_{ab,1} = \left( -\frac{2l + 1}{\beta} \right)^\frac{n}{l} M_{ab}^l \tilde{P}_l(\tau_0^a - \tau_0^b) \delta_{ab},
\]

where \(\tilde{P}_l(\tau) := P_0[\tau(x)] \) for \(\tau > 0\) and \(-P_0[\tau(x + \beta)]\) for \(\tau < 0\), and \(x(\tau) = 2\tau/\beta - 1\) maps the interval \([0, \beta]\) to \([-1, 1]\). Observable estimates exhibit a clear plateau as a function of \(l\), making a basis truncation well controlled. The coefficients \(G_l\) generally decay faster than any power of \(1/l\), leading to a highly compact representation of observables. As the noise is mostly carried by high-order coefficients, this representation acts as an efficient noise filter.

3.3. Improved estimators

An important physical quantity is the impurity model self-energy. It is usually computed by inverting the interacting and non-interacting Green’s functions of the impurity according to the Dyson equation

\[
\Sigma(\text{io}_n) = G_0^{-1}(\text{io}_n) - G_0^{-1}(\text{io}_n).
\]

This inversion amplifies statistical noise, in particular at high frequencies where the difference between the Green’s functions \(G_0\) and \(G\) (which both decay as \(1/\text{io}_n\) with constant errors) is small.

This problem has been resolved recently [16]. Using the equation of motion, the product of the self-energy and Green’s function can be expressed in terms of an additional correlator \(F(\tau - \tau') := -(\tau', \Sigma(\tau')\Sigma(\tau'))\) (so-called “Bulla’s trick” [34]):

\[
(G\Sigma)_{ab}(\text{io}_n) = \frac{1}{2} \sum_j (U_{ab} + U_{ba}) F_{ab}^j (\text{io}_n).
\]

The additional quantity can be computed from \(G\) at minimal extra cost, both in the Matsubara and Legendre basis (cf. Eqs. (11), (12)). Combining the Legendre filter with the improved estimator yields self-energies with unprecedented accuracy (see Section 4 for an illustration). The current implementation has been generalized to evaluate the improved estimators in the presence of retarded interactions. Details will be published elsewhere.

3.4. Two-particle Green’s functions

Two-particle Green’s functions and the related vertex function have gained importance in recent years, partly due to an increase in computational resources but also through the development of new methods. They serve as input for the calculation of susceptibilities within DMFT and provide the basis for novel extensions of DMFT [35–37]. To meet these requirements, we provide measurements for the two-particle Green’s function

\[
G^{(2)}(\tau_a, \tau_b, \tau_c, \tau_d) := \langle T_{\tau_a} \Sigma(\tau_0) \Sigma(\tau_b) \Sigma(\tau_c) \Sigma(\tau_d) \rangle.
\]

These functions are measured in frequency space, as a function of two fermionic frequencies and one bosonic frequency. We further provide the measurement of the correlation function

\[
H^i(\tau_a, \tau_b, \tau_c, \tau_d) := \langle T_{\tau_a} \Sigma(\tau_0) \Sigma(\tau_b) \Sigma(\tau_c) \Sigma(\tau_d) \rangle,
\]

which allows one to accurately compute the vertex function from an improved estimator expression in analogy to Eq. (14). For details, see Ref. [16].

3.5. LDA+DMFT interface

The LDA+DMFT method [10,9] provides an interface between band structure methods and many-body theory. A local-density approximation (LDA) band structure is obtained from a band theory calculation, to which two-body correlations (typically static Coulomb repulsion and Hund’s coupling terms) are added. Our code has been designed specifically with these applications in mind, and it provides an interface to specify interaction matrices and double-counting corrections. In the context of LDA+DMFT, off-diagonal hybridizations and non-density–density interactions may become important. While related algorithms exist to treat them [24,27], and substantial progress has been made to make these simulations affordable [25,28,14,29], the present implementation is restricted to diagonal hybridization functions and density–density interactions.

3.6. Sector statistics

A histogram of the atomic states occupied in the course of the simulation may provide important physical insights [25]. An impurity with a single orbital can assume one of four different states: empty (\(|0\rangle\)), singly occupied (\(|\uparrow\rangle\) or \(|\downarrow\rangle\)), or completely filled (\(|\uparrow\downarrow\rangle\)). The algorithm measures the fraction of time the impurity spends in any given atomic state and collects a histogram. A typical example is shown in Fig. 6.

3.7. Parallelization

Continuous-time Monte Carlo codes are straightforwardly parallelizable by running a different random walk on each core. The cost of thermalization and the non-parallel sections of the code are negligible; therefore efficient implementations scale up to a comparatively large number of CPUs [23]. The present implementation of the hybridization expansion code supports MPI parallelization using the next-generation ALPS scheduler [20]. Efficient use of collective communications and state-of-the-art binary data storage [38] mean that for typical applications the code scales to more than 1000 cores without noticeable overhead.

3.8. Python interface

The solver can be built either as a standalone executable or as a Python module. Using the solver as a Python module allows one to perform all computationally expensive operations in C++, while other aspects of the calculation (e.g., a DMFT self-consistency cycle, data evaluation, or application-specific computations) can be written in Python. All data storage is implemented using the popular HDF5 library, with an interface both to C++ and Python.

4. Examples

4.1. Single-orbital Anderson impurity model

As a first example, we consider the single-orbital Anderson impurity model. In the following, we always use a semielliptical
density of states with bandwidth equal to $4t$, and set $t = 1$. Fig. 1 shows the perturbation-order histograms for $U = 2$ and different temperatures. The mean perturbation order shifts to larger values with decreasing temperature. Note that the average perturbation order yields the kinetic energy divided by temperature [25].

As an example for a non-trivial observable, we measure the local spin–spin susceptibility

$$
\chi_{dd}(\omega_m) := \int_0^\beta d\tau \langle S_\uparrow(\tau)S_\downarrow(0)\rangle e^{i\omega_m\tau}
$$

(16)
directly in frequency. Fig. 2 shows its static component $\chi_{dd}(\omega = 0)$ times temperature (i.e., the effective local moment) versus temperature. As the temperature is lowered, a local moment is formed, the magnitude of which increases with $U$. As the temperature is lowered further, the moment decreases as a result of screening due to the Kondo effect. The screening occurs on a scale set by the Kondo temperature $T_K$. With the present solver, it is possible to reach very low temperatures.

4.2. Retarded interactions

As a second application, we consider a single-orbital model with a retarded interaction, corresponding to a Holstein–Hubbard model (“plasmon” frequency $\omega_0$, electron–boson coupling strength $\lambda$), which we solve within DMFT on the Bethe lattice. The retarded interaction function $K(\tau)$ and its derivative are given by

$$
K(\tau) = -\frac{\lambda^2}{\omega_0^2}\frac{\cosh(\omega_0(\beta/2 - \tau))}{\sinh(\omega_0\beta/2)} + c,
$$

$$
K'(\tau) = \frac{\lambda^2}{\omega_0^2}\frac{\sinh(\omega_0(\beta/2 - \tau))}{\sinh(\omega_0\beta/2)},
$$

where the constant $c$ is chosen such that $K(0) = 0$. Fig. 3 shows the electronic self-energy for fixed bare interaction $U = 8t$ and fixed screened interaction $U_{\text{scr}} = U - 2\lambda^2/\omega_0 = 3t$ for different screening frequencies $\omega_0$ at temperature $T = 0.02t$. For large screening frequencies the system is metallic, while it undergoes a metal–insulator transition as $\omega_0$ is lowered. The corresponding results for the spectral function of this model are shown in Ref. [19].

4.3. DMFT for multi-orbital models

The code is well suited for studying multi-orbital problems in the density–density approximation. As an example we consider a two-orbital model with interaction

$$
\sum_{ab} U_{ab} n_{a}\sigma \omega \equiv U \sum_{\alpha=1,2} n_{\alpha,\uparrow} n_{\alpha,\downarrow} + U' \sum_{\sigma} n_{1,\sigma} n_{2,-\sigma} + (U' - J) \sum_{\sigma} n_{1,\sigma} n_{2,\sigma}.
$$

(17)

Here, $\sigma$ and $\alpha$ denote spin and orbital indices, $U$ and $U' = U - 2J$ are the intra- and inter-orbital Coulomb interaction parameters, and $J$ is the Hund’s rule coupling coefficient. We solve the model on the Bethe lattice with bandwidth $4t$ at temperature $T/t = 1/50$. $U/t = 8$ and relatively large Hund’s coupling $J/U = 1/6$. We consider only paramagnetic and pararotational solutions. This model has been shown to exhibit a spin-freezing transition as a function of filling [16]. This manifests itself for example in the spin–spin correlation function (see Fig. 4), which is small for large times (i.e., near $\beta/2$) in the Fermi liquid phase, but approaches a large non-zero value in the frozen moment phase.

As a second example, we show the imaginary part of the self-energy for different fillings across the transition (Fig. 5), determined using the improved estimator measured in two different bases: the Matsubara basis and the Legendre basis ($N_l = 80$ coefficients). The imaginary part of the high-frequency tails $\Sigma_{\text{high}}(\omega_m) = \Sigma_0^0 + \Sigma_1^1/(i\omega_m)$ is shown for comparison. It has been calculated from the orbital densities ($n_{\alpha}$) and equal-time density–density correlation functions $(n_{\alpha} n_{\beta})$ using the expression

$$
\Sigma_{\alpha\beta}^1 = \sum_{\omega} U_{\alpha\beta}(n_{\alpha}\omega - (n_{\alpha})\langle \omega \rangle).
$$

(18)

One can see that the Legendre representation efficiently filters the Monte Carlo noise and correctly reproduces the high-frequency tail.

For the same parameters, we show in Fig. 6 the sector statistics, which measures the fraction of time the impurity spends in a given atomic state. One can see that, for the lowest filling, the...
impurity essentially is either completely empty (|0000\rangle) or singly occupied (|1000\rangle, |0100\rangle, |0010\rangle or |0001\rangle). Doubly or higher occupied states are unlikely, so the correlation effects are weak. Indeed, at these parameters the system has previously been identified as a weakly correlated Fermi liquid [16]. For a higher filling, \( (n) = 1.29 \), the system is on the boundary between the Fermi liquid and the frozen moment phase. While the probability of the singly occupied states remains almost unchanged, the contribution of the empty state becomes small, while the doubly occupied high-spin states (|1010\rangle and |0101\rangle) become significantly populated. This indicates the formation of the spin \( S = 1 \) moment.

5. Installation and usage

5.1. Installation

The program is provided as part of the ALPS [20] package and can be downloaded from http://alps.comp-phys.org. Release milestones and binary nightly builds as well as the source code are available as a package and via anonymous svn access. The code binary hybridization can be found in the ALPS binary directory alps_root/bin. Detailed documentation with an overview of all parameters and example scripts is located in alps_root/doc as hybdoc.pdf.

5.2. Usage

The code is delivered together with tutorial examples which illustrate the usage of the program and allow one to reproduce the data presented here. For a quick inspection and test of the program, do the following. After installation of the library

- Enter directory
  alps_root/tutorials/hybridization-02-kondo
- Inspect the file tutorial2.py, which describes the parameters.
- Run alps_root/bin/alpspython tutorial2.py. The script will start several consecutive runs, which each take a few seconds. After completion, a plot appears. Compare this plot to Fig. 2.

Two more tutorial scripts can be used to generate the data in Figs. 3–6. The extensive documentation in the subdirectory doc provides more information and additional examples.

6. Conclusions

In conclusion, we provide here a state-of-the-art implementation of the hybridization expansion CT-QMC method which takes into account recent advances in methodology. Our code package also includes a set of examples that provide a pedagogical introduction, as well as Python scripts to reproduce the examples in this paper, and allow the user to test the implementation. The code has been written specifically with users from the LDA+DMFT and nanoscience community in mind, with the aim of providing both a starting point for students and a high-performance implementation that can be used in a production environment.
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