SCATTERING OF CUBIC DIRAC EQUATIONS WITH A GENERAL CLASS OF HARTREE-TYPE NONLINEARITY FOR THE CRITICAL SOBOLEV DATA
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Abstract. Recently low-regularity behaviour of solutions to cubic Dirac equations with the Hartree-type nonlinearity has been extensively studied in somewhat a specific assumption on the structure of the nonlinearity. The key approach of previous results was to exploit the null structure in the nonlinearity and the decay of the Yukawa potential. In this paper, we aim to go beyond; we investigate the strong scattering property of cubic Dirac equations with quite a general class of the Hartree-type nonlinearity, which covers the Coulomb potential as well as the Yukawa potential, and the bilinear form, in which one cannot use the specific null structure. As a direct application, we also obtain the scattering for the boson-star equations with the scaling-critical Sobolev data.

1. Introduction

In 1928, the Dirac equation was derived by P. A. M. Dirac [21] to explain the behaviour of relativistic particles of spin $\frac{1}{2}$, i.e., fermions. His trial was successful; his equation is consistent with quantum physics and special relativity. Since then, not only has the Dirac equation shattered the light on the conjunction between quantum mechanics and the theory of special relativity, but it also reveals a new class of mathematical objects, which is of great interest in dispersive equations [6, 7, 8, 22, 31, 35]. In the mathematical aspect one remarkable difference between the Dirac equation and other equations in quantum physics such as the Schrödinger or the Klein-Gordon equations is that the Dirac equation is not written as a single equation. Indeed, it is a linear system of four coupled first-order partial differential equations. To be precise, the Dirac equation is often written in the single symbolic form as (in free particle case with non-negative constant $M \geq 0$)

\begin{equation}
-i \gamma^\mu \partial_\mu \psi + M \psi = 0,
\end{equation}

where the unknown function $\psi$ is the complex-valued four-column field, which is referred to as the Dirac spinor field in the Minkowski space ($\mathbb{R}^{1+3}, m$), where the metric $m$ is given by $m_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$. Here the $\gamma^\mu$, $\mu = 0, 1, 2, 3$ are the $4 \times 4$ complex-valued matrices

$\gamma^0 = \begin{bmatrix} I_{2 \times 2} & 0 \\ 0 & -I_{2 \times 2} \end{bmatrix}$, $\gamma^j = \begin{bmatrix} 0 & \sigma^j \\ -\sigma^j & 0 \end{bmatrix}$,

where the Pauli matrices $\sigma^j$, $j = 1, 2, 3$ are the $2 \times 2$ complex-valued matrices, given by

$\sigma^1 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$, $\sigma^2 = \begin{bmatrix} 0 & i \\ -i & 0 \end{bmatrix}$, $\sigma^3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$,

2010 Mathematics Subject Classification. M35Q55, 35Q40.

Key words and phrases. Dirac equation, Hartree-type nonlinearity, global well-posedness, scattering, the scale-invariant Sobolev space, angular regularity.

1For simplicity of our discussion we restrict ourselves in the $(1 + 3)$ dimensional setting.
and $I_{n \times n}$ is the $n \times n$ identity matrix. We refer to Section 2.1 for some algebraic structures of gamma $\gamma^\mu$ and Pauli matrices $\sigma^j$. We let $(x^\mu)$, $\mu = 0, \cdots, 3$ denote points in the Minkowski space. The partial derivatives with respect to $x^\mu$ is written by $\partial_\mu$. We shall use the notation $t = x^0$ for time variable, and $x = (x^1, x^2, x^3)$ for spatial variable. Then we write $\partial_0 = \partial_t$ and $\nabla = (\partial_1, \partial_2, \partial_3)$. Throughout this paper we adapt the summation convention, i.e., any repeated indices mean the summation over described range. For example we write $\gamma^\mu \partial_\mu = \gamma^0 \partial_t + \sum_{j=1}^{3} \gamma^j \partial_j$.

Based on the homogeneous Dirac equations (1.1), the Dirac equation with specific nonlinearities has been extensively studied to model the self-interacting Dirac fermions, such as electrons. The cubic Dirac equations is one of a widely considered toy model

\begin{equation}
- i \gamma^\mu \partial_\mu \psi + M \psi = (\psi^\dagger \gamma^0 \Gamma \psi) \Gamma \psi.
\end{equation}

The equation (1.2) is called the Soler model [36] when $\Gamma = I_{4 \times 4}$ and the Thirring model [42] if $\Gamma = \gamma^\mu$. Here the dagger notation $\psi^\dagger$ stands for the complex conjugate transpose of $\psi$, i.e., $\psi^\dagger = (\psi^*)^T$. The non-negative constant $M \geq 0$ is a mass of the described fermion. Low regularity behavior of solutions to cubic Dirac equations in two or three dimensional setting is well-known. We refer the readers to [2, 3, 5, 31, 33]. See also [6] for more general cubic nonlinearity.

One may also consider a physical system in which the Dirac fermion is coupled with a scalar field. In this paper we only present the Dirac-Klein-Gordon system which is obtained by coupling the Dirac field and the Klein-Gordon field

\begin{equation}
- i \gamma^\mu \partial_\mu \psi + M \psi = g \varphi \Gamma \psi,
\end{equation}

\begin{equation}
(\Box + m^2) \varphi = - g \psi^\dagger \gamma^0 \Gamma \psi,
\end{equation}

which describes an interaction of the Dirac fermion with the meson field [4]. The complex matrix $\Gamma \in \mathbb{C}^{4 \times 4}$ is chosen to be $I_{4 \times 4}, \gamma^0$, or $\gamma^5$ by the preference of researchers and $g$ is the coupling constant. From the system (1.3), one can derive cubic Dirac equations with the Hartree-type nonlinearity [11, 41, 43], given by

\begin{equation}
\begin{aligned}
- i \gamma^\mu \partial_\mu \psi + M \psi &= g V_b \ast (\psi^\dagger \gamma^0 \Gamma \psi) \Gamma \psi, \\
\psi|_{t=0} &= \psi_0.
\end{aligned}
\end{equation}

The potential $V_b$ is the spatial potential

\[ V_b(x) = \frac{1}{4\pi} \frac{e^{-b|x|}}{|x|}, \quad b \geq 0, \]

and in the sequel we put the coupling constant $g = 1$ for simplicity. In particular, the potential $V_b$ is the Coulomb-type when $b = 0$, whereas it is the Yukawa-type for $b > 0$. Note that the Fourier transform of the potential $V_b$ is $\sqrt{b^2 + |\xi|^2}^{-2} = \langle \xi \rangle_b^{-2}$. The equation (1.4) with $M = 0$ and $b = 0$ obeys the scale-invariant symmetry, i.e., for a solution $\psi$ to the equations (1.4), $\psi_\tau(t, x) = \tau^{\frac{2}{3}} \psi(\tau t, \tau x), \tau > 0$ is also the solutions to (1.4) and the scale-invariant Sobolev space is $L^2_\tau$. The long-time behaviour of solutions to the equation (1.4) for a low regularity data is also well-studied especially when $\Gamma = I_{4 \times 4}, M > 0$, and $b > 0$ [12, 17, 40, 41, 43]. We only mention one result among the previous works. We define the angularly regular homogeneous Sobolev spaces to be the set $\dot{H}^{s, \sigma}$ whose norm is given by $\| \langle \Omega \rangle^s f \|_{\dot{H}^\sigma}$, where $\langle \Omega \rangle = (1 - \Delta_{S^2})^{\frac{1}{2}}$ and $\Delta_{S^2}$ is the Laplace-Beltrami operator on the unit sphere $S^2 \subset \mathbb{R}^3$. We also define the inhomogeneous space $H^{s, \sigma}$ in the obvious way. When $s = 0$, we denote it by $L^{2, \sigma}$. 


Theorem 1.1 (Theorem 1.1 of [14]). Let $M > 0$ and $b > 0$. We consider the equations (1.4) with $\Gamma = I_{4 \times 4}$. We let $\sigma > 0$. Suppose that the initial data $\psi_0 \in L^{2, \sigma}(\mathbb{R}^3)$ satisfies
\[ \|\psi_0\|_{L^{2, \sigma}} \ll 1. \]

Then the Cauchy problems for the equation (1.4) is globally well-posed and the solutions scatter to free waves.

The author of [13] obtained the failure of $C^3$-smoothness of the solution maps in the supercritical range $s < 0$. In this aspect, Theorem 1.1 is optimal up to a small amount of extra weighted regularity in angular variables. The natural question is in general negative [16, 15]. Instead, the authors of [13] obtained modified scattering for the case $\Gamma = \gamma^0$ and $b = 0$, and $M > 0$. We also refer to [23] for global solutions to the equations with $\Gamma = \gamma^0$ in two dimensional setup.

Motivated by partially positive or negative answers, we aim to investigate strong scattering property of solutions to cubic Dirac equations with a wide class of the Hartree-type nonlinearity. We hope to establish global solutions to the equations (1.4) with more general cases, in which one cannot exploit the null structure in the nonlinearity, or one may encounter a serious singularity near origin. To elucidate this point, it is instructive to discuss the main difference between the Yukawa and Coulomb potentials, and between the choices of $\Gamma$, especially $\Gamma = I_{4 \times 4}$ and $\Gamma = \gamma^0$.

1.1. Coulomb potential and Yukawa potential. We recall the potential $V_b(x) = \frac{1}{\pi^2} \frac{e^{-|b x|}}{|x|}$ for $x \in \mathbb{R}^3$. For $b \geq 0$, the Fourier transform of $V_b$ is given by $(b^2 + |\xi|^2)^{-1}$. Compared to the Yukawa potential, the Fourier transform of the Coulomb potential possesses the singularity at the origin. This requires one to deal with carefully the low-output frequency. More precisely, one need to work on the bilinear estimates
\[ \|P_\mu H_N(P_{\lambda_1} H_{N_1} \psi^1 \psi^0_0 P_{\lambda_2} H_{N_2} \phi)\|_{L^2_x L^2_t}, \]
with low frequency: $0 < \mu \leq 1$. Here $P_\lambda$ is the usual Littlewood-Paley projections onto the set $\{ \xi \in \mathbb{R}^3 : |\xi| \approx \lambda \}$ and $H_N$ denotes the projections on angular frequencies of size $N$. Note that for $\mu \geq 1$, the above bilinear estimates have been already known in [14] [15], concerning the scattering property with the Yukawa potential, and there is no essential difference between the Coulomb potential and Yukawa potential in the Fourier side when the output frequency is not very small, i.e., $\mu \geq 1$. One should also remark that the output frequency $\mu$ can be such a low frequency as $\mu \lesssim 1$ only if two input frequencies are high and cause resonant interactions. Meanwhile, it is easy to see that the high-output frequency case, i.e., $\mu \approx \lambda_1$ or $\mu \approx \lambda_2$, is rather easier than low-output case, since the Fourier multiplier $\tilde{V}_b$ is a kernel which exhibits good decay. In consequence, the crucial part of the above bilinear estimates is the low-output case, especially when $\mu \lesssim 1$ and $\mu \ll \lambda_1 \approx \lambda_2$.

1.2. Null structure. Now we give a remark on the nonlinearity in (1.4) with $\Gamma = I_{4 \times 4}$ and $\Gamma = \gamma^0$. The bilinear forms $\psi^1 \psi$ and $\psi^1 \gamma^0 \psi$ exhibit totally different structures. We shall investigate the main difference between two products of spinor fields by exploiting the projection operators $\Pi^M_\theta$ for $\theta \in \{+, -\}$, defined as the Fourier multiplier $\Pi^M_\theta f(\xi) = \Pi^M_\theta(\xi) f(\xi)$ with
\[ \Pi^M_\theta(\xi) = \frac{1}{2} \left( I_{4 \times 4} + \frac{\theta}{(\xi)_M} (\xi \gamma^0 \gamma^j + M \gamma^0) \right), \]
where \( \langle \xi \rangle_M = \sqrt{\xi_1^2 + M^2} \), for \( M \geq 0 \). An easy computation shows that \( \Pi_{\theta_1}^M \Pi_{\theta_2}^M = 0 \) and \( \Pi_{\theta_1}^M \Pi_{\theta_2}^M = \Pi_{\theta_2}^M \).

One can also obtain the commutator identity: (see [1])

\[
\gamma^0 \Pi_{\theta_1}^M = \Pi_{\theta_2}^M \gamma^0 + \theta \frac{M}{\langle \xi \rangle_M}.
\]

Using these one may observe that the product \( \psi^\dagger \gamma^0 \psi \) is written in the Fourier side as

\[
\mathcal{F}_x (\psi^\dagger \gamma^0 \psi) = \sum_{\theta_1, \theta_2 \in \{+, -\}} \mathcal{F}_x [(\Pi_{\theta_1}^M \psi)^\dagger \gamma^0 (\Pi_{\theta_2}^M \psi)] (\xi)
\]

\[
= \sum_{\theta_1, \theta_2 \in \{+, -\}} \int_{\mathbb{R}^3} \hat{\psi}^\dagger (\eta) \Pi_{\theta_1}^M (\eta) \Pi_{\theta_2}^M (\xi - \eta) \hat{\psi}(\xi - \eta) \, d\eta.
\]

\[
+ \theta_2 M \mathcal{F}_x [(\Pi_{\theta_1}^M \psi)^\dagger (\nabla)^{-1}_M \psi] (\xi).
\]

We notice that the composition of projections \( \Pi_{\theta_1} \Pi_{\theta_2} \) yields an additional cancellation property as

\[
\| \Pi_{\theta_1}^M (\xi) \Pi_{\theta_2}^M (\eta) \| \lesssim \langle \xi, \eta \rangle + M (\langle \xi \rangle_M^{-1} + \langle \eta \rangle_M^{-1}),
\]

for \( \xi, \eta \in \mathbb{R}^3 \). (See [1] Lemma 3.1.) In consequence, we observe that the bilinear form in the nonlinearity of the equation (1.4) with \( \Gamma = I_{4 \times 4} \) possesses the cancellation property. The very existence of the null structure is of great importance in the analysis in view of our previous observation in [14]:

**Theorem 1.2** (Theorem 1.2 of [14]). Let \( b = 0 \) and \( M > 0 \). Assume that \( \psi \) be a smooth solution to (1.4) with \( \Gamma = I_{4 \times 4} \) possesses the cancellation property. Then \( \psi, \psi^\dagger \) are in \( L^2_\xi \).  

### 1.3. Additional angular regularity

We would like to highlight the reason why we need an additional angular regularity even when one deals with the equations (1.4) with \( \Gamma = I_{4 \times 4} \), in which case one can exploit the null-form-bound. The above discussion on the null structure says that one can obtain an additional cancellation property from the bilinear form \( (\Pi_{\theta_1}^M \psi)^\dagger \gamma^0 (\Pi_{\theta_2}^M \psi) \) when \( \theta_1 = \theta_2 \). However, the situation becomes totally different if \( \theta_1 \neq \theta_2 \).

**Proposition 1.3** (Proposition 3.7 of [14]). Let \( \mu \ll \lambda_1 \approx \lambda_2 \). We use the shorthand \( P_{\lambda} \psi = \psi_\lambda \). If \( \theta_1 \neq \theta_2 \), then

\[
\| P_{\mu} [(\Pi_{\theta_1}^M \varphi_{\lambda_1})^\dagger \gamma^0 (\Pi_{\theta_2}^M \psi_{\lambda_2})] \|_{L^2_\xi L^2_{\xi} (\mathbb{R}^{1+3})} \lesssim \mu \| \varphi_{\lambda_1} \|_{V^2_{\lambda_1}} \| \psi_{\lambda_2} \|_{V^2_{\lambda_2}}.
\]

We refer the readers to Section 2 for the definition of the \( V^2_{\lambda} \)-spaces. The situation goes even worse when we are concerned with the specific cubic nonlinearity. Indeed, in view of an energy inequality (see Lemma [2112]) we need to consider the following integral:

\[
\int_{\mathbb{R}^{1+3}} V_0 * (\psi_{\lambda_1}^\dagger \gamma^0 \psi_{\lambda_2}) (\psi_{\lambda_1}^\dagger \gamma^0 \psi_{\lambda_3}) \, dx \, dt,
\]

where we omit the projection operators \( \Pi_{\theta_j} \) for brevity. We let \( \xi_j \) denote the spatial Fourier variables of the spinors \( \psi_j, j = 1, \cdots, 4 \), respectively. We also denote the temporal Fourier variables of the spinors \( \psi_j \) by \( \tau_j \). Then we have the relations

\[-\xi_1 + \xi_2 - \xi_4 + \xi_3 = 0, \quad \text{and} \quad -\tau_1 + \tau_2 - \tau_4 + \tau_3 = 0.\]

We define the modulation \( | \tau + \theta \langle \xi \rangle_M | \), the distance to the characteristic hypersurface. Now we define the modulation function

\[
\mathcal{M}_{\theta_{1234}} (\xi_1, \xi_2, \xi_3, \xi_4) = | - \theta_1 \langle \xi_1 \rangle_M + \theta_2 \langle \xi_2 \rangle_M + \theta_3 \langle \xi_3 \rangle_M - \theta_4 \langle \xi_4 \rangle_M |.
\]
The relative size of the modulation function is of great importance in the practical analysis. Indeed, the largeness of $M_{R_{1234}}$ implies an oscillation, and then one can expect a certain cancellation. However, when the function $M_{R_{1234}}$ is small, which we call the resonant interactions, we cannot expect such an oscillation, so that this case is the most critical case in the analysis of the equations (1.4) with $\Gamma = 0$. Furthermore, we will see that the relative size of $M$ is not important in the proof of the estimates (1.11). A simple combination of the bounds (1.8) and (1.11) gives for a small $\delta \ll 1$,

$$
\| P_{\mu}H_N(\varphi^\dagger_{\lambda_1,N_1}\gamma^0\psi_{\lambda_2,N_2})\|_{L^2_tL^2_x} \lesssim \mu^{\delta} \min\{N_1,N_2\} \|\varphi_{\lambda_1,N_1}\|_{V_{\bar{\sigma}_1}} \|\psi_{\lambda_2,N_2}\|_{V_{\bar{\sigma}_2}},
$$

where $\delta$ is some positive number slightly smaller than $\frac{1}{2}$. Furthermore, we will see that the relative size of modulation is not important in the proof of the estimates (1.11). A simple combination of the bounds (1.8) and (1.11) gives for a small $\delta \ll 1$,

$$
\| P_{\mu}H_N(\varphi^\dagger_{\lambda_1,N_1}\gamma^0\psi_{\lambda_2,N_2})\|_{L^2_tL^2_x} \lesssim \mu^{\delta} \min\{N_1,N_2\} \|\varphi_{\lambda_1,N_1}\|_{V_{\bar{\sigma}_1}} \|\psi_{\lambda_2,N_2}\|_{V_{\bar{\sigma}_2}},
$$

which turns out to be enough bound to obtain the desired global solutions.

1.4. Main results. In this paper, we establish the scattering property for the equation (1.4) at the scaling critical regularity in the mass-less case with the Coulomb-type potential, as well as the Yukawa-type potential. In other words, we are concerned with the cubic Dirac equation (1.4) with $M = 0$ and $b \geq 0$ for the scale-invariant Sobolev data.

**Theorem 1.4.** Let $M = 0$ and $b \geq 0$. We consider the equations (1.4) with $\Gamma = I_{4\times 4}$. We let $\sigma > 0$. Suppose that the initial data $\psi_0 \in L^{2,\sigma}(\mathbb{R}^3)$ satisfies

$$
\|\psi_0\|_{L^{2,\sigma}} \ll 1.
$$

Then the Cauchy problems for the equation (1.4) is globally well-posed and the solutions scatter to free waves.

Theorem 1.4 presents the positive answers on the scattering problems of the equations (1.4) with both Yukawa-type potential and Coulomb-type potential in the mass-less case. Now we pay attention to the equations with $\Gamma = \gamma^0$, whose nonlinearity does not possess the null structure as the case $\Gamma = I_{4\times 4}$. In the massive case, i.e., $M > 0$ the authors of [14] observed non-scattering for $b = 0$. However, we get the positive answer on the scattering problem in the mass-less case even when $b = 0$.

**Theorem 1.5.** Let $M = 0$ and $b \geq 0$. We consider the equations (1.4) with $\Gamma = \gamma^0$. We let $\sigma = 1$. Suppose that the initial data $\psi_0 \in L^{2,\sigma}(\mathbb{R}^3)$ satisfies

$$
\|\psi_0\|_{L^{2,\sigma}} \ll 1.
$$

Then the Cauchy problems for the equation (1.4) is globally well-posed and the solutions scatter to free waves.
The main drawback of the equations with \( \Gamma = \gamma^0 \) is that one cannot take an advantage of the null structure, which can relax the resonant interactions arising from especially the High \( \times \) High \( \Rightarrow \) Low interactions. To overcome the problem we exploit fully an angular momentum operator, which turns out to be the efficient equipment to eliminate such a bad interaction. Indeed, the use of an improved space-time estimate by spending an additional angular regularity (Proposition 2.16), and the application of an angular concentration phenomena (Lemma 2.17) show that a certain amount of an angular regularity can substitute for the role of null structures in some sense.

Furthermore, in the proof of Theorem 1.5 we see that the identical argument implies that one can obtain scattering results for the equations (1.4) with \( \Gamma = \gamma^0 \) and \( M > 0, \) and \( b > 0. \)

**Theorem 1.6.** Let \( M > 0 \) and \( b > 0. \) We consider the equations (1.4) with \( \Gamma = \gamma^0. \) We let \( \sigma = 1. \) Suppose that the initial data \( \psi_0 \in L^{2,\sigma}(\mathbb{R}^3) \) satisfies
\[
\|\psi_0\|_{L^{2,\sigma}} \ll 1.
\]
Then the Cauchy problems for the equation (1.4) is globally well-posed and the solutions scatter to free waves.

We postpone the main strategy of the proof of the main Theorem to Section 3. Instead, we summarize the scattering results for the cubic Dirac equations with the Hartree-type nonlinearity on \( \mathbb{R}^{1+3}. \)

| \( \Gamma = I_{4 \times 4} \) | \( M > 0 \) | \( M = 0 \) |
|---|---|---|
| \( b > 0 \) | Theorem 1.4 | Theorem 1.5 |
| \( b = 0 \) | open | Theorem 1.5 |

The table (1.13) shows that only massive case with the Coulomb potential is open. The table (1.14) below shows the scattering results for the case \( \Gamma = \gamma^0. \)

| \( \Gamma = \gamma^0 \) | \( M > 0 \) | \( M = 0 \) |
|---|---|---|
| \( b > 0 \) | Theorem 1.6 | Theorem 1.5 |
| \( b = 0 \) | Theorem 1.2 | Theorem 1.5 |

Recently the authors of [19] studied the scattering problems for the equation (1.4) for the case \( \Gamma = \gamma^5 = i\gamma^0\gamma^1\gamma^2\gamma^3. \) It turns out that the commutator identity \( \gamma^0\gamma^5\Pi^M_0 = \Pi^M_0\gamma^0\gamma^5 \) holds and hence we can utilise the null structure in the same way as the case \( \Gamma = I_{4 \times 4}. \)

| \( \Gamma = \gamma^5 \) | \( M > 0 \) | \( M = 0 \) |
|---|---|---|
| \( b > 0 \) | [19] | Theorem 1.4 |
| \( b = 0 \) | open | Theorem 1.4 |

**Remark 1.7.** We would like to discuss briefly the massive case, i.e., \( M > 0. \) When \( \Gamma = I_{4 \times 4}, \) we shall use the commutator identity (1.6) to exploit the null structure in the bilinear form \( \psi^\dagger\gamma^0\psi. \) If \( b > 0, \) i.e., \( V_b \) is the Yukawa-type potential, the second term in the right-hand side of (1.6) is nothing but an error term. On the other hand, if \( b = 0, \) i.e., \( V_b \) is the Coulomb-type potential, the term \( \langle \nabla \rangle^1_M \) is not an error term anymore. (See also (1.7).) When two high-input frequencies cause low-output frequency \( \mu \lesssim 1, \) the additional term \( \langle \nabla \rangle^1_M \) remains problematic; one cannot relax the whole singularity \( |\xi|^{-2} \) even though one utilise the null structure. This is why answers on the scattering problem for the massive case with \( \Gamma = I_{4 \times 4} \) or \( \Gamma = \gamma^5 \) and \( b = 0 \) are still open. Therefore, it will be left to our future work.
Remark 1.8. As small data scattering is established, the natural question is whether arbitrarily large data scattering is also possible. It is still open, however, it is partially positive provided that one impose a certain condition on initial datum [15]. Indeed, one approach is to define a controlling space-time Lebesgue norm and obtain bounded solutions which exists globally in time and scatter, as the controlling norm remains bounded. On the other hand, one can also apply charge conjugation approach (or the Majorana condition [30]). In the several cases of various choices of $\Gamma \in \mathbb{C}^{4 \times 4}$, in which positive answers on the scattering problems of the equations hold at least for small initial data, one can follow the aforementioned approaches and establish conditional large data scattering. Since the proof is quite similar as [10, 15], we only present in Appendix the proof of bilinear estimates, which is required to obtain the desired conditional-large data scattering.

1.5. The boson star equation. We end this section with a brief introduction on a related equation. We present the Cauchy problems for the boson star equation (or the semi-relativistic equation with the Hartree-type nonlinearity) on $\mathbb{R}^{1+3}$:

$$
\begin{cases}
-i \partial_t u + \sqrt{m^2 - \Delta} u = (V_b * |u|^2) u, \\
u|_{t=0} = u_0
\end{cases}
$$

(1.16)

We refer to [16, 26, 27, 34] for this well-studied equation. After the use of the Dirac projection operators (see Section 2.1), cubic Dirac equations (1.4) with $\Gamma = \gamma^0$ and $b > 0$ is of the form (1.16). Thus as a direct application of Theorem 1.6, we have the following.

Corollary 1.9. Suppose that $m > 0$ and $b > 0$. Let $\sigma = 1$. Suppose that the initial data $u_0 \in L^{2,\sigma}$ satisfies $\|u_0\|_{L^{2,\sigma}} \ll 1$. The Cauchy problems for the equation (1.16) is globally well-posed and scatters to free solutions as $t \to \pm \infty$.

By Corollary 1.9 we improve the previous results on the Cauchy problems for (1.16) and attain the scaling critical regularity. We also refer to [24], which concerns Schrödinger equations with the Hartree-type nonlinearity.

Organisation. In what follows, we present the basic notations. In Section 2 we give preliminaries, which involves the Dirac operators, analysis on the unit sphere, $U^p - V^p$ spaces, and several auxiliary estimates. Section 3 is devoted to the proof of our main results. We briefly discuss the proof of conditional large data scattering in Appendix.

Notations.

(1) As usual different positive constants, which are independent of dyadic numbers $\mu, \lambda,$ and $d$ are denoted by the same letter $C$, if not specified. The inequalities $A \lesssim B$ and $A \gtrsim B$ means that $A \leq CB$ and $A \geq C^{-1}B$, respectively for some $C > 0$. By the notation $A \approx B$ we mean that $A \lesssim B$ and $A \gtrsim B$, i.e., $\frac{1}{C} B \leq A \leq CB$ for some absolute constant $C$. We also use the notation $A \ll B$ if $A \leq \frac{1}{C} B$ for some large constant $C$. Thus for quantities $A$ and $B$, we can consider three cases: $A \approx B$, $A \ll B$ and $A \gg B$. In fact, $A \lesssim B$ means that $A \approx B$ or $A \ll B$.

(2) The spatial and space-time Fourier transform are defined by

$$
\hat{f}(\xi) = \int_{\mathbb{R}^3} e^{-i\xi \cdot x} f(x) \, dx, \quad \hat{u}(\tau, \xi) = \int_{\mathbb{R}^{1+3}} e^{-i(\tau + x \cdot \xi)} u(t, x) \, dt \, dx.
$$
We also write $\mathcal{F}_x(f) = \hat{f}$ and $\mathcal{F}_t(x) = \tilde{u}$. We denote the backward and forward wave propagation of a function $f$ on $\mathbb{R}^3$ by
\[ e^{-\theta t|\nabla|} f = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{ix \cdot \xi} e^{-\theta t|\xi|} \hat{f}(\xi) d\xi, \]
where $\theta \in \{+, -\}$.

(3) For any function $m$ on $\mathbb{R}^3$, we define $m(-i\nabla)$ as the Fourier multiplier operator with symbol $m(\xi)$, i.e., $\mathcal{F}_x[m(-i\nabla)f] = m(\xi)\hat{f}(\xi)$. For example, recall that $V_b = \frac{1}{4\pi} e^{-\theta |x|/|x|}$. We write $V_b * f = \langle \nabla \rangle_b^{-2} f$.

2. Preliminaries

2.1. Dirac projection operators. We let $(\mathbb{R}^{1+3}, \mathbf{m})$ be the Minkowski space with the metric $\mathbf{m}_{\mu\nu} = \text{diag}(-1, 1, 1, 1)$. We first consider the gamma matrices $\gamma^\mu \in \mathbb{C}^{4 \times 4}$, $\mu = 0, 1, \cdots, 3$, given by
\[ \gamma^0 = \begin{bmatrix} I_{2 \times 2} & 0 \\ 0 & -I_{2 \times 2} \end{bmatrix}, \quad \gamma^j = \begin{bmatrix} 0 & \sigma^j \\ -\sigma^j & 0 \end{bmatrix}, \]
with the Pauli matrices $\sigma^j \in \mathbb{C}^{2 \times 2}$, $j = 1, 2, 3$, given by
\[ \sigma^1 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma^2 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \sigma^3 = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \]

An easy computation implies that the Pauli matrices satisfy the following algebraic properties
\[ \sigma^j \sigma^k + \sigma^k \sigma^j = 2\delta^{jk} I_{2 \times 2}, \quad \sigma^1 \sigma^2 \sigma^3 = i I_{2 \times 2}, \]
where $\delta^{jk}$ is the usual Kronecker delta. Using these algebraic relation, we also obtain for $\gamma^\mu$:
\[ \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = -2m^{\mu\nu} I_{4 \times 4}. \]

Now we introduce the Dirac operator with a mass $M \geq 0$
\[ \mathfrak{D} \psi = (-i\gamma^\mu \partial_\mu + M) \psi. \]

Then the equation (1.4) is rewritten as
\[ \mathfrak{D} \psi - V_b * (\psi^\dagger \gamma^0 \Gamma \psi) \Gamma \psi = 0. \]

**Remark 2.1.** It is possible to relax the restriction on the gamma matrices. In fact, one only needs the assumption (2.1) on the gamma matrices to study the Dirac operator. Nevertheless, we adapt the specific representative of the gamma matrices obtained by the Pauli matrices for the convenience. We refer the readers to [3,2].

In the practical study of the Dirac equation, it is accessible to rewrite the equation as the half-wave equation. For this purpose, we introduce the projection operators for $\theta \in \{+, -\}$
\[ \Pi_\theta(\xi) = \frac{1}{2} \left( I_{4 \times 4} + \theta \xi_j \gamma^0 \gamma^j \right), \]
where we used the summation convention. Now we define the Fourier multiplier $\Pi_\theta$ by the identity $\mathcal{F}_x[\Pi_\theta f](\xi) = \Pi_\theta(\xi)\hat{f}(\xi)$. By an easy computation one easily see the identity $\Pi_0 \Pi_\theta = \Pi_\theta$ and $\Pi_0 \Pi_{-\theta} = 0$. An important identity of the projection $\Pi_\theta$ is the commutator identity with the gamma matrices, which presents $\gamma^0 \Pi_\theta = \Pi_{-\theta} \gamma^0$. We also have $\psi = \Pi_+ \psi + \Pi_- \psi$. Then we see that
\[ \Pi_\theta(\gamma^0 \mathfrak{D} \psi) = (-i\partial_t + \theta |\nabla|) \Pi_\theta \psi - M \gamma^0 \Pi_{-\theta} \psi. \]
Note that in mass-less case, i.e., $M = 0$, the above equation is nothing but a half-wave equation. This is the very first step of study on the dispersive property of the Dirac equation. Now we rewrite the equation (1.4) using the projections \((2.3)\) in the mass-less case. For $\Gamma = I_{4 \times 4}$, we obtain
\[
\begin{cases}
(-i \partial_t + \theta |\nabla|) \psi_\theta = \Pi_{\theta}[V_\theta * (\psi^\dagger \gamma^0 \psi) \gamma^0 \psi], \\
\psi_\theta|_{t=0} = \psi_{0,\theta},
\end{cases}
\]
where $\psi_\theta = \Pi_\theta \psi$. Similarly, for $\Gamma = \gamma^0$ we get
\[
\begin{cases}
(-i \partial_t + \theta |\nabla|) \psi_\theta = \Pi_{\theta}[V_\theta * (\psi^\dagger \psi)], \\
\psi_\theta|_{t=0} = \psi_{0,\theta}.
\end{cases}
\]

**Remark 2.2.** When we are concerned with massive Dirac equations, i.e., $M > 0$, we need to invoke a slightly modified projection operator for $\theta \in \{+,-\}$
\[
\Pi_{\theta}^M(\xi) = \frac{1}{2} \left( I_{4 \times 4} + \frac{\theta \xi^0 \gamma^0 + M \gamma^0}{\langle \xi \rangle_M} \right),
\]
where $\langle \xi \rangle_M = \sqrt{M^2 + |\xi|^2}$. Using the projection $\Pi_{\theta}^M$, we rewrite the equation (1.4) in the massive case as
\[
(-i \partial_t + \theta |\nabla|_M) \psi_\theta = \Pi_{\theta}^M[V_\theta * (\psi^\dagger \gamma^0 \Gamma \psi) \gamma^0 \Gamma \psi],
\]
which turns out to be of the form of half-wave decomposition of nonlinear Klein-Gordon equations.

### 2.2. Multipliers.

We fix a smooth function $\rho \in C^\infty_0(\mathbb{R})$ such that $\rho$ is supported in the set $\{ \frac{1}{2} < t < 2 \}$ and we let
\[
\sum_{\lambda \in 2^\mathbb{Z}} \rho \left( \frac{t}{\lambda} \right) = 1.
\]
We define $Q_\mu$ to be a finitely overlapping collection of cubes of diameter $\frac{\mu}{1000}$ covering $\mathbb{R}^3$, and let $\{ \rho_\lambda \}_{\lambda \in Q_\mu}$ be a corresponding subordinate partition of unity. Now we define the standard Littlewood-Paley multipliers, for $\lambda \in 2^\mathbb{Z}$, $\lambda \in Q_\mu$, $d \in 2^\mathbb{Z}$:
\[
P_\lambda = \rho \left( \frac{|-i \nabla|}{\lambda} \right), \quad P_\lambda = \rho_\lambda (-i \nabla), \quad C_d^0 = \rho \left( \frac{|-i \partial_t + \theta |\nabla|}{d} \right).
\]
We also define $C_{\leq d}^0 = \sum_{d \leq d} C_d^0$ and $C_{\leq d}^0$ is defined in the similar way. Given $0 < \alpha \leq 1$, we define $C_{\alpha}$ to be a collection of finitely overlapping caps of radius $\alpha$ on the sphere $S^2$. If $\kappa \in C_{\alpha}$, we let $\omega_\kappa$ be the centre of the cap $\kappa$. Then we define $\{ \rho_{\kappa} \}_{\kappa \in C_{\alpha}}$ to be a smooth partition of unity subordinate to the conic sectors $\{ \xi \neq 0, \frac{\xi}{|\xi|} \in \kappa \}$ and denote the angular Fourier localisation multipliers by $R_{\kappa} = \rho_{\kappa}(-i \nabla)$.

### 2.3. Analysis on the sphere.

We introduce some basic facts from harmonic analysis on the unit sphere. The most of ingredients can be found in [38]. We also refer the readers to [37] for more systematic introduction to the spherical harmonics. We let $\mathcal{S}_\ell$ be the set of homogeneous harmonic polynomial of degree $\ell$. Then define $\{ Y_{\ell,m} \}_{m=-\ell}^{\ell}$ a set of orthonormal basis for $\mathcal{S}_\ell$, with respect to the inner product:
\[
\langle Y_{\ell,m}, Y_{\ell',m'} \rangle_{L_2^2(S^2)} = \int_{S^2} Y_{\ell,m}(\omega) Y_{\ell',m'}(\omega) d\omega.
\]
Given $f \in L_2^2(\mathbb{R}^3)$, we have the orthogonal decomposition as follow:
\[
f(x) = \sum_{\ell} \sum_{m=-\ell}^{\ell} \langle f(|x| \omega), Y_{\ell,m}(\omega) \rangle_{L_2^2(S^2)} Y_{\ell,m}(\frac{x}{|x|}).
\]
For a dyadic number $N > 1$, we define the spherical dyadic decompositions by

\begin{equation}
H_N(f)(x) = \sum_{\ell} \sum_{m = -\ell}^\ell \chi_{[N,2N)}(\ell) \langle f(\|x\|), Y_{\ell, m}(\omega) \rangle_{L^2(S^2)} Y_{\ell, m}(\frac{x}{|x|}),
\end{equation}

(2.8)

\begin{equation}
H_1(f)(x) = \sum_{\ell=0,1} \sum_{m = -\ell}^\ell \langle f(\|x\|), Y_{\ell, m}(\omega) \rangle_{L^2(S^2)} Y_{\ell, m}(\frac{x}{|x|}),
\end{equation}

(2.9)

where $\chi_{\ell}$ is the characteristic function supported on the interval $I$, i.e., $\chi(s) = 1$ for $s \in I$ and $\chi(s) = 0$ when $s \notin I$. Since $-\Delta_{S^2} Y_{\ell, m} = \ell(\ell + 1) Y_{\ell, m}$, by orthogonality one can readily get

$$
\| \langle \Omega \rangle^\sigma f \|_{L^2_S(S^2)} \approx \left\| \sum_{N \in 2^{\mathbb{Z}(0)}} N^\sigma H_N f \right\|_{L^2_S(S^2)}.
$$

Proposition 2.3 (Theorem 3.10 of [37]). Suppose that $f \in L^2_0(\mathbb{R}^3)$ has the form $f(x) = f_0(\|x\|) Y_{\ell, m}(\frac{x}{|x|})$, where $Y_{\ell, m} \in S_\ell$. Then the Fourier transform $\hat{f}$ of $f$ has the form $\hat{f}(\xi) = F_0(|\xi|) Y_{\ell, m}(\frac{\xi}{\|\xi\|})$, where

$$
F_0(r) = 2\pi \epsilon_\ell r - \frac{2\ell + 1}{2} \int_0^\infty f_0(s) J_{2\ell + 1} s^{\frac{2\ell + 1}{2}} ds.
$$

Here $J_m(r)$ is the Bessel functions, whose asymptotic behaviour satisfies

$$
J_m(r) \approx r^m, \quad r \lesssim 1,
$$

$$
J_m(r) = O(r^{-\frac{3}{2}}), \quad r \gg 1.
$$

In this paper we do not use the explicit formular of the Fourier transform of the radial part of given functions. The key point is that the set $S_\ell$ is closed under the Fourier transforms. Now we introduce the Sobolev embedding on the unit sphere $S^2 \subset \mathbb{R}^3$.

Proposition 2.4. Let $n \geq 2$. Let $f$ be a test function on the unit sphere $S^{n-1} \subset \mathbb{R}^n$. For $2 \leq q \leq p < \infty$, we have

$$
\| H_N f \|_{L^p_{q} (S^{n-1})} \lesssim N^{(n-1)(\frac{1}{q} - \frac{1}{p})} \| H_N f \|_{L^q_{p} (S^{n-1})}.
$$

Lemma 2.5 (Lemma 7.1. of [36]). Let $N \geq 1$. Then $H_N$ is uniformly bounded on $L^p(\mathbb{R}^3)$ in $N$, and $H_N$ commutes with all radial Fourier multipliers. Moreover, if $N' \geq 1$, then either $N \approx N'$ or $H_N \Pi_\theta H_N' = 0$.

By Lemma 2.5 we see that $H_N$ commutes with the $P_\lambda$ and $C^0_d$ multipliers since we can write $C^0_d = e^{-\theta i |\nabla|} \rho(-\frac{\nabla}{|\nabla|}) e^{\theta i |\nabla|}$. On the other hand, we note that $H_N$ does not commute with the cube and cap localisation operators $R_a$ and $P_q$, which are non-radial. Obviously, $H_N$ does not commute with $\Pi_\pm$. However we can still enjoy the orthogonality of the projections $\Pi_\theta$ in the presence of $H_N$ by using the following.

Lemma 2.6. Let $\theta \in \{+, -\}$. If $\Pi_\theta \phi = 0$ in $L^2_0$, then $\sum_{N \geq 1} \Pi_\theta H_N \phi = 0$.

Proof. We first observe that for any compactly supported smooth radial $a_{\ell, m}$

$$
\Pi_\theta(a_{\ell, m} Y_{\ell, m}) = \frac{1}{2} (a_{\ell, m} Y_{\ell, m} + \theta \gamma^0 \gamma^j \partial_j (b_{\ell, m} Y_{\ell, m}),
$$

where $b_{\ell, m} = |\nabla|^{-1} a_{\ell, m}$. Using the identity $\partial_j = \frac{x_j}{r} \partial_r + \sum_{k=1}^3 x_k \Omega_{jk}$, one has

$$
\frac{x_j}{r} \partial_r (b_{\ell, m} Y_{\ell, m}) = \partial_r b_{\ell, m} \frac{x_j}{r} Y_{\ell, m}.
$$
In view of the recursion formula of associated Legendre polynomials, \( \frac{\partial}{\partial r} Y_{\ell,m} \) is the linear combination of spherical harmonic functions of degree \( \ell \pm 1 \). Meanwhile, \( \sum_{k=1}^{3} x_k \Omega_{jk} Y_{\ell,m}(\frac{x}{r}) = r^{-\ell} \sum_{k=1}^{3} x_k \Omega_{jk}(Y_{\ell,m}(x)) + 3x_j Y_{\ell,m}(x) \) is a harmonic polynomial of degree \( \ell + 1 \). Hence we deduce that \( \sum_{k=1}^{3} x_k \Omega_{jk} Y_{\ell,m} \) is a linear combination of spherical harmonic functions of degree \( \ell \pm 1 \).

Now in general, if \( \Pi_0 \phi = 0 \) in \( L^2_x \), we have \( (\Pi_0 \phi, Y_{\ell,m})_{L^2_x} = 0 \) for all \( \ell \geq 0 \), \(-\ell \leq m \leq \ell \). Using the decomposition \( \phi = \sum_{\ell} \phi_\ell \), where \( \phi_\ell = \sum_{m=-\ell}^{\ell} a_{\ell,m} Y_{\ell,m} \), from the above argument it follows that for all \( \ell \geq 1 \)

\[
\Pi_0(\phi_\ell) = \phi_{\ell-1}^{\theta,1} + \phi_{\ell}^{\theta,2} + \phi_{\ell+1}^{\theta,3},
\]

where \( \phi_j^{\theta,k} \) is the linear combination of functions \( \phi_j^{\theta,k} (r) Y_{j,m'} \) \((-j \leq m' \leq j\) ). Since \( \phi_\ell \to 0 \) in \( L^2_x \) as \( \ell \to \infty \) and \( \Pi_0 \) is the bounded operator in \( L^2_x \), by orthogonality we see that

\[
\lim_{\ell \to \infty} \phi_\ell^{\theta,k} = 0 \text{ in } L^2_x.
\]

Since \( (\Pi_0 \phi, Y_{\ell,m})_{L^2_x} = 0 \),

\[
\phi_\ell^{\theta,3} + \phi_\ell^{\theta,2} + \phi_\ell^{\theta,1} = 0 \text{ for all } \ell \geq 1.
\]

This implies that

\[
\Pi_0 H_N \phi = \phi_{N-1}^{\theta,1} + \phi_N^{\theta,2} + \phi_{N+1}^{\theta,3} + \phi_{2N-2}^{\theta,2} + \phi_{2N-1}^{\theta,3} + \phi_{2N}^{\theta,3}
\]

and hence

\[
\sum_{N \geq 1} \Pi_0 H_N \phi = \lim_{N \to \infty} (\phi_{2N-2}^{\theta,3} + \phi_{2N-1}^{\theta,3} + \phi_{2N}^{\theta,3}) = 0 \text{ in } L^2_x.
\]

\[\square\]

2.4. Adapted function spaces. We discuss the basic properties of function spaces of \( U^p \) and \( V^p \) type. We refer the readers to \([25],[29]\) for more details. Let \( \mathcal{I} \) be the set of finite partitions \(-\infty = t_0 < t_1 < \cdots < t_K = \infty \) and let \( 1 \leq p < \infty \).

**Definition 2.7.** A function \( a : \mathbb{R} \to L^2_x \) is called a \( U^p \)-atom if there exists a decomposition

\[
a = \sum_{j=1}^{K} \chi_{[t_{k-1},t_k)}(t)f_{j-1}
\]

with

\[
\{f_j\}_{j=0}^{K-1} \subset L^2_x, \sum_{j=0}^{K-1} \|f_j\|^p_{L^2_x} = 1, \quad f_0 = 0.
\]

Furthermore, we define the atomic Banach space

\[
U^p := \left\{ u = \sum_{j=1}^{\infty} \lambda_j a_j : a_j \text{ } U^p \text{-atom, } \lambda_j \in \mathbb{C}, \text{ such that } \sum_{j=1}^{\infty} |\lambda_j| < \infty \right\}
\]

with the induced norm

\[
\|u\|_{U^p} := \inf \left\{ \sum_{j=1}^{\infty} |\lambda_j| : u = \sum_{j=1}^{\infty} \lambda_j a_j, \lambda_j \in \mathbb{C}, \text{ } a_j \text{ } U^p \text{-atom} \right\}.
\]

We list some basic properties of \( U^p \) spaces.

**Proposition 2.8** (Proposition 2.2 of \([25]\)). Let \( 1 \leq p < q < \infty \).

1. \( U^p \) is a Banach space.
We also define the space $U^p$ to be the set of all $u \in \mathbb{R} \rightarrow L^2_x$ such that $e^{it|\nabla|} u \in U^p$ with the obvious norm $\|u\|_{U^p} := \|e^{it|\nabla|} u\|_{U^p}$. We define the 2-variation of $v$ to be

$$|v|_{V^2} = \sup_{\{t_k\}_{k=0}^K} \left( \sum_{k=0}^K \|v(t_k) - v(t_{k-1})\|_{L^2_x}^2 \right)^{1/2}$$

Then the Banach space $V^2$ can be defined to be all right continuous functions $v : \mathbb{R} \rightarrow L^2_x$ such that the quantity

$$\|v\|_{V^2} = \|v\|_{L^p_x L^q_x} + |v|_{V^2}$$

is finite. Set $\|u\|_{V^2_\theta} = \|e^{it|\nabla|} u\|_{V^2}$. We recall basic properties of $V^2_\theta$ space from [11, 13, 25].

**Lemma 2.9** (Lemma 2.3 of [13]). Let $2 \leq p < q < \infty$. The embedding $V^p \subset U^q$ is continuous. In particular, we have $\|u\|_{U^q} \lesssim \|u\|_{V^p}$.

We shall use the following lemma to prove the scattering result.

**Lemma 2.10** (Lemma 7.4 of [9]). Let $u \in V^2_\theta$. Then there exists $f \in L^2_x$ such that $\|u(t) - e^{-it|\nabla|} f\|_{L^2_x} \rightarrow 0$ as $t \rightarrow \pm \infty$.

Recall the modulation-localisation $C^0_{\theta}$. The following lemma is on a simple bound in the high-modulation region.

**Lemma 2.11** (Corollary 2.18 of [25]). Let $2 \leq q \leq \infty$. For $d \in 2\mathbb{Z}$ and $\theta \in \{+,-\}$, we have

$$\|C^0_{\theta} u\|_{L^d_t L^q_x} \lesssim d^{-\frac{1}{q}} \|u\|_{V^2_\theta},$$

**Lemma 2.12** (Lemma 7.3. of [9]). Let $F \in L^\infty_t L^2_x$, and suppose that

$$\sup_{\|P_{\lambda} H_N v\|_{V^2_\theta} \leq 1} \left| \int_{\mathbb{R}} \langle P_{\lambda} H_N v(t), F(t) \rangle_{L^2_x} dt \right| < \infty.$$ 

If $u \in C(\mathbb{R}, L^2_x)$ satisfies $(-i\partial_t + \theta|\nabla|) u = F$, then $P_{\lambda} H_N u \in V^2_\theta$ and we have the bound

$$\|P_{\lambda} H_N u\|_{V^2_\theta} \lesssim \|P_{\lambda} H_N u(0)\|_{L^2_x} + \sup_{\|P_{\lambda} H_N v\|_{V^2_\theta} \leq 1} \left| \int_{\mathbb{R}} \langle P_{\lambda} H_N v(t), F(t) \rangle_{L^2_x} dt \right|.$$ 

We define the Banach space associated with the homogeneous Sobolev space to be the set

$$F^s_{\theta} = \left\{ u \in C(\mathbb{R}; (\Omega)^{-\sigma}{\dot{H}}^s) : \|u\|_{F^s_{\theta}} < \infty \right\},$$

where the norm is defined by

$$\|u\|_{F^s_{\theta}} = \left( \sum_{\lambda \in 2\mathbb{Z}} \sum_{N \geq 1} \lambda^{2s} N^{2\sigma} \|P_{\lambda} H_N u\|_{V^2_\theta}^2 \right)^{1/2}.$$
2.5. **Auxiliary estimates.** To reveal null form in the nonlinearity of the system \( T \), we write

\[
(P_\theta \phi)^\top \gamma^0 P_{\theta^2} \varphi = \left( (P_\theta - P_{\theta^2}) (x) \phi \right)^\top \gamma^0 P_{\theta^2} \varphi + (P_\theta \phi)^\top \gamma^0 (P_{\theta^2} - P_{\theta^2} (y)) \varphi
\]

\[= \phi^\top P_\theta (x) \gamma^0 P_{\theta^2} (y) \varphi,
\]

for any \( x, y \in \mathbb{R}^3 \). Then we have the following null-form-type bound:

\[
|P_{\theta^2} (\xi) \gamma^0 P_{\theta^2} (\eta)| \lesssim \angle (\theta^2, \eta).
\]

To exploit the null form for the first and second terms of \((2.12)\), we use the following lemma:

**Lemma 2.13** (Lemma 8.1. of [9]). Let \( 1 < r < \infty \). If \( \lambda \geq 1, \alpha \geq \lambda^{-1}, \kappa \in C_{\alpha} \), then

\[
\left\| (P_{\theta} - P_{\theta} (\lambda \omega (\kappa))) R_\alpha P_{\lambda} f \right\|_{L^\infty_x} \lesssim \alpha \left\| R_\alpha P_{\lambda} f \right\|_{L^\infty_x}.
\]

Now we introduce the classical Strichartz estimates. It is well-known that the homogeneous solutions of the wave equations satisfy the space-time estimates as \( \left\| e^{-it|\nabla|} P_{\lambda} f \right\|_{L^q_t L^r_x} \lesssim \lambda^{\frac{N}{2}} \left\| P_{\lambda} f \right\|_{L^2_x} \), provided that \( \frac{1}{q} + \frac{1}{r} = \frac{1}{2} \) and \( 2 < q \leq \infty \). See [20]. A simple use of the linear estimates give enough bound for the proof of our main theorem in the \( \text{Low} \times \text{High} \Rightarrow \text{High} \) interactions. This is obviously because the Fourier multiplier \( \hat{V}_b (\xi) \) plays a role as the kernel, which yields good decay. However, in the \( \text{High} \times \text{High} \Rightarrow \text{Low} \) interactions, the above linear estimate is not enough. Even worse, the Fourier multiplier \( \hat{V}_b (\xi) \) becomes a serious singularity especially when \( b = 0 \). To overcome such a problem we shall use the refinement of the classical Strichartz estimates via smaller cube localisations. The following refined estimates can be found in [11, Lemma 3.1]. We also refer the readers to [28], which concerns the refined estimates in general dimensional setting and decay estimates.

**Lemma 2.14.** Let \( 0 < \mu \ll \lambda \). Suppose that \((q, r)\) satisfies \( \frac{1}{q} + \frac{1}{r} = \frac{1}{2} \). Then

\[
\left\| e^{it|\nabla|} P_{\lambda} f \right\|_{L^q_t L^r_x} \lesssim (\mu \lambda)^{\frac{N}{2}} \left\| P_{\lambda} f \right\|_{L^2_x}.
\]

**Proof.** The proof follows from Lemma 3.1 of [1]. Indeed, we let \( T = P_{\lambda} e^{it|\nabla|} \). The required estimate can be obtained by the standard \( TT^* \) argument. In fact, the operator \( TT^* \) is a space-time convolution operator with kernel

\[
K_{q, \lambda} (t, x) = \int_{\mathbb{R}^3} e^{i \theta (t|\xi| + ix \cdot \xi - \rho_2 (\xi) \rho_2 (\lambda \xi) d\xi}.
\]

Then it is enough to show

\[
\left\| TT^* \right\|_{L^q_t L^r_x} \lesssim (\mu \lambda)^{\frac{N}{4}},
\]

where \( \frac{1}{q} + \frac{1}{q} = 1 \) and \( \frac{1}{r} + \frac{1}{r} = 1 \). In view of complex interpolation and Young’s inequality and Hardy-Littlewood-Sobolev inequality, the above estimate is reduced to the following kernel bound:

\[
|K_{q, \lambda} (t, x)| \lesssim \mu^3 (1 + \mu^2 \lambda^{-1} |t|)^{-1}.
\]

The scaling argument gives

\[
K_{q, \lambda} (\lambda t, \lambda x) = \int_{\mathbb{R}^3} e^{i \theta (t|\xi| + ix \cdot \xi - \rho_2 (\xi) \rho_2 (\lambda \xi) d\xi} := K (s, y).
\]

Then the remaining task is to prove

\[
|K (s, y)| \lesssim (\mu \lambda^{-1})^3 (1 + (\mu \lambda^{-1})^2 |s|)^{-1}.
\]
For $|s| \lesssim (\mu \lambda^{-1})^{-2}$, the bound is obvious, because the volume measure of the support of the integrand is $(\mu \lambda^{-1})^{3}$. If $|s| \gg (\mu \lambda^{-1})^{-2}$, then we may replace the cut-off $\rho_{q}(\xi) \rho_{q}(\lambda^{-1} \xi)$ by a smooth cut-off $\zeta$ with respect to a thickened spherical cap of size $\mu \lambda^{-1}$. Now we let $\tilde{K}$ denote the corresponding kernel. We further assume that $y = (0, 0, |y|)$ by rotation. By the use of spherical coordinates we write

$$
\tilde{K}(s, y) = \int_{0}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} e^{i(|y|r \cos\omega + s r)} \zeta(\omega, \phi, r) \sin \omega \rho d\omega dr d\phi.
$$

We may choose $\zeta(\omega, \phi, r) = \zeta_{1}(\omega) \zeta_{2}(\phi) \zeta_{3}(r)$. The stationary point of the phase of the oscillatory integral occurs only if $|y| \approx |s|$ and the cap is centered near the north pole or the south pole. Thus it suffices to consider the case when the cap is localised near the north pole, since the remaining cases yield similar (when localised near the south pole,) or even better bound by oscillation. Now we assume that $|\zeta_{1}| \lesssim (\mu \lambda^{-1})^{-1}$, $\zeta_{1}$ is supported in an interval of length $\lesssim \mu \lambda^{-1}$ in $[0, \pi)$, and $\zeta_{3}$ is supported in an interval of length $\lesssim \mu \lambda^{-1}$ in $(\frac{\pi}{2}, 2)$, with $|\zeta_{3}| \lesssim (\mu \lambda^{-1})^{-1}$. Then the integration by parts with respect to $\omega$ yields

$$
\tilde{K}(s, y) = \frac{i \zeta_{1}(0)}{|y|} \int_{0}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} e^{i(|y|r \cos\omega + s r)} \zeta_{2}(\phi) \zeta_{3}(r) r \,d\phi dr d\rho.
$$

Then the assumptions on $\zeta_{1}$ and $\zeta_{3}$ give

$$
|\zeta_{1}(0)| \lesssim (\mu \lambda^{-1})|y|^{-1},
$$

which gives the required estimates.

After the use of the refined estimates, we need to deal with the square sum to recover the $V_{\theta}^{2}$-norm, which causes a certain loss in our estimates. The following lemma says that such a loss is not harmful.

**Lemma 2.15** (Lemma 8.6. of [18]). Let $\{P_{j}\}_{j \in \mathcal{J}}$ and $\{M_{j}\}_{j \in \mathcal{J}}$ be a collection of spatial Fourier multipliers. Suppose that the symbols of $P_{j}$ have finite overlap, and

$$
\|M_{j}P_{j} f\|_{L_{t}^{2}L_{x}^{2}} \lesssim \delta \|P_{j} f\|_{L_{t}^{2}L_{x}^{2}}
$$

for some $\delta > 0$. Let $q > 2$, $r \geq 2$. Suppose that there exists $A > 0$ such that for every $j$ we have the bound

$$
\|e^{-\theta|\nabla|} P_{j} f\|_{L_{t}^{q}L_{x}^{r}} \leq A \|P_{j} f\|_{L_{t}^{2}L_{x}^{2}}.
$$

Then for every $\epsilon > 0$, we have

$$
\left( \sum_{j \in \mathcal{J}} \|M_{j}P_{j} v\|_{L_{t}^{q}L_{x}^{r}}^{2} \right)^{\frac{1}{2}} \lesssim \delta |\mathcal{J}|^{\epsilon} A \|v\|_{V_{\theta}^{2}}.
$$

Here $|\mathcal{J}|$ is the cardinal number of the set $\mathcal{J}$.

As a direct application of Lemma 2.15, we shall often use the following: for $\mu \leq \lambda$ and $\alpha \gtrsim \lambda^{-1}$,

$$
\left( \sum_{q \in \mathcal{Q}_{\alpha}} \sum_{\kappa \in \mathcal{C}_{\alpha}} \|P_{q} R_{\kappa} P_{\lambda} H_{N} u\|_{L_{t}^{1}L_{x}^{1}}^{2} \right)^{\frac{1}{2}} \lesssim (\mu \lambda)^{\frac{1}{2}} \left( \frac{\mu}{\lambda} \right)^{-\alpha} \lambda^{-\alpha} \|P_{\lambda} H_{N} u\|_{V_{\theta}^{2}}.
$$

As we are concerned with the equations (1.1) with $\Gamma = \gamma^{0}$, we cannot exploit the null structure anymore. However, in the sprit of [KS], the use of angular momentum operator substitutes for the role of null structures. Indeed, by spending an additional angular regularity one can enjoy improved space-time estimates as follows. We also refer to [18], which concerns improved space-time estimates for several differential operators.
Proposition 2.16 (Proposition 3.4 of [38]). For $\frac{1}{2} \leq \eta > 0$, let $q_\eta = \frac{2}{1-3\eta}$. We have the improved Strichartz estimates by imposing angular regularity as follows:

\begin{equation}
\|e^{\theta|\nabla|} P_\lambda H_N f\|_{L^\infty_t L^s_x} \lesssim \lambda^{\frac{4}{3} - \frac{2}{s} - \eta} N^{\frac{3}{2} + \eta} \|P_\lambda H_N f\|_{L^2_x}.
\end{equation}

However, it is easily seen that the angular regularity $(\Omega)^{\frac{3}{2} + \eta}$ is not enough to relax the specific singularity $|\xi|^{-2}$ in the proof of Theorem 1.5. We need to seek another way to exploit an additional angular regularity. We introduce one approach given by [39], so called an angular concentration phenomena, which does not use the dispersion of solutions.

Lemma 2.17 (Lemma 5.2 of [39]). Let $2 \leq p < \infty$, and $0 \leq \sigma < \frac{n-1}{p}$. If $\lambda \in 2^\mathbb{Z}$, $N \geq 1$, $0 < \alpha \lesssim 1$, and $\kappa \in C_\alpha$, then we have

\begin{equation}
\|R_\kappa P_\lambda H_N f\|_{L^p_t L^{\infty}_x} \lesssim (\alpha N)^\sigma \|P_\lambda H_N f\|_{L^p_t L^{\infty}_x}.
\end{equation}

Proof. By orthogonality of spherical harmonics, it is no harm to assume that $f(x) = f_0(|x|) Y_\ell \left(\frac{x}{|x|}\right)$, where $f_0$ is a radial function whose Fourier transform is localised in an angular domain of size $\lambda$ and $Y_\ell$ is a spherical harmonic polynomial of degree $\ell$ and $N \leq \ell < 2N$. It suffices to show that for $s < \frac{n-1}{\alpha}$,

$$
\|R_\kappa f\|_{L^2_x} \lesssim (\alpha N)^s \|f\|_{L^2_x}.
$$

Then the interpolation with the trivial bound $\|R_\kappa f\|_{L^2_x} \lesssim \|f\|_{L^2_x}$ gives (2.16). We let $s < \frac{n-1}{\alpha}$. As the proof of (2.16), we only use the Hölder inequality and the angular Sobolev embedding Proposition 2.4

$$
\|R_\kappa f\|_{L^2_x}^2 = \|R_\kappa \hat{f}\|_{L^2_x}^2 = \int_0^\infty \|R_\kappa \hat{f}\|_{L^2_x(\mathbb{R}^{n-1})}^2 r^{n-1} \, dr \\
\lesssim \int_0^\infty \|R_\kappa \hat{f}\|_{L^2_x(\mathbb{R}^{n-1})}^2 \|\hat{f}\|_{L^2_x(\mathbb{R}^{n-1})}^2 r^{n-1} \, dr \\
\lesssim \int_0^\infty \|R_\kappa \hat{f}\|_{L^2_x}^2 \|\hat{f}\|_{L^2_x}^2 r^{n-1} \, dr \\
\lesssim (\alpha N)^{2s} \|f\|_{L^2_x}^2.
$$

\[\square\]

3. Bilinear estimates: proof of Theorem

This section is devoted to the proof of Theorem 1.4 and Theorem 1.5. The proof of Theorem 1.6 follows by an identical manner as the proof of Theorem 1.5. We first define the Duhamel integral

$$
\mathcal{J}^\theta[F] = \int_0^t e^{-\theta(t-t')} |\nabla| F(t') \, dt'.
$$

Then the integral $\mathcal{J}^\theta[F]$ solves the half-wave equation

$$
(-i\partial_t + \theta |\nabla|) \mathcal{J}^\theta[F] = F,
$$

with vanishing data at $t = 0$. For the proof of Theorem 1.4 and Theorem 1.5 it suffices to show the following trilinear estimates: for $\sigma > 0$,

\begin{align}
\|\mathcal{J}^\theta[\Pi_\theta (V_\ast (\psi^1 \gamma^0 \psi^2) \gamma^0 \psi^3)]\|_{F^{\sigma, \sigma}_\theta} & \lesssim \|\psi_1\|_{F^{\sigma, \sigma}_\theta} \|\psi_2\|_{F^{\sigma, \sigma}_\theta} \|\psi_3\|_{F^{\sigma, \sigma}_\theta}, \\
\|\mathcal{J}^\theta[\Pi_\theta (V_\ast (\psi^1 \psi^2) \psi^3)]\|_{F^{1, 1}_\theta} & \lesssim \|\psi_1\|_{F^{1, 1}_\theta} \|\psi_2\|_{F^{1, 1}_\theta} \|\psi_3\|_{F^{1, 1}_\theta}.
\end{align}
Indeed, multilinear estimates (3.1) and (3.2) together with the standard contraction argument give the global solutions to the equations (1.4) for $\Gamma = I_{4 \times 4}$ and $\Gamma = \gamma_0$, respectively, when we have the appropriate smallness condition for the initial data $\psi_0$. Moreover, the finiteness of the $V^2$-norm of the solutions implies the scattering property by an application of Lemma 2.10. In view of the energy inequality Lemma 2.12, the proof of the trilinear estimates (3.1) and (3.2) is reduced to the estimates of the following quad-linear expression:

$$(3.3) \quad \int_{\mathbb{R}^{1+3}} V_6 \ast (\psi_1^1 \gamma_0 \psi_2)(\psi_4^1 \gamma_0 \psi_3) \, dx \, dt,$$

and

$$(3.4) \quad \int_{\mathbb{R}^{1+3}} V_6 \ast (\psi_1^1 \psi_2)(\psi_4^1 \psi_3) \, dx \, dt.$$  

We let $\xi_j$ be the spatial Fourier variables of the spinor field $\psi_j$, $j = 1, 2, 3, 4$. In view of the Plancherel’s theorem, we have the frequency-relations

$$-\xi_1 + \xi_2 - \xi_4 + \xi_3 = 0,$$

or

$$\xi_0 = -\xi_1 + \xi_2 = -\xi_4 + \xi_3.$$  

For a moment we assume that the Fourier transforms of the spinor fields $\psi_j$ are localised in annuli of size $\lambda_j$, respectively. Then the quad-linear expression vanishes unless the following frequency-relations hold

$$\min\{\lambda_0, \lambda_j, \lambda_k\} \leq \text{med}\{\lambda_0, \lambda_j, \lambda_k\} \approx \max\{\lambda_0, \lambda_j, \lambda_k\},$$

where $\{j, k\} = \{1, 2\}$, or $\{j, k\} = \{3, 4\}$. We have the similar relations for the angular frequencies after the use of the spherical Littlewood-Paley projections $H_{N_j}$

$$\min\{N_0, N_j, N_k\} \leq \text{med}\{N_0, N_j, N_k\} \approx \max\{N_0, N_j, N_k\}.$$  

We further decompose the integrand via the modulation $d$, the distance to the characteristic hypersurface (or the light cone). To do this we introduce the temporal Fourier variables $\tau_j$ of the spinors $\psi_j$. The modulation of the spinor $\psi_j$ is given by $|\tau_j + \theta_j|\xi_j|$. We recall the modulation functions

$$M_{\theta_{1234}}(\xi_1, \xi_2, \xi_3, \xi_4) = | -\theta_1|\xi_1| + \theta_2|\xi_2| + \theta_3|\xi_3| - \theta_4|\xi_4| |.$$  

We pay special attention to the resonant interactions, which means that $M_{\theta_{1234}}$ is relatively small. The modulation function is small only when\footnote{Here we ignore the high-output cases such as $\lambda_1 \ll \lambda_2$ or $\lambda_3 \ll \lambda_4$. As the readers will see below Lemma 3.1, the high-output cases can be easily treated.}

1) $\theta_1 = \theta_2$ and $\theta_3 = \theta_4$ and $\lambda_1 \approx \lambda_2$ and $\lambda_3 \approx \lambda_4$,

2) $\lambda_1 \approx \lambda_2 \approx \lambda_3 \approx \lambda_4$ with $(\theta_1, \theta_2, \theta_3, \theta_4) = (+, -, -, +)$ or $(-, +, +, -)$.

In the case $\{2\}$, we cannot use the null structure and we get the bound as (see also Proposition 3.7 of [43])

$$\|P_\mu(\varphi_{\lambda_1}^1 \gamma_0 \psi_{\lambda_2})\|_{L^2_{t,x}} \lesssim \mu \|\varphi_{\lambda_1}\|_{V^2_{\psi_1}} \|\psi_{\lambda_2}\|_{V^2_{\psi_2}}.$$
The resonant interaction (2) is the main drawback, which hinders one from obtaining the global solutions for the $L^2_x$-data. We overcome such an obstruction by applying extra weighted regularity in the angular variables. In what follows, we will prove for some $\delta > 0$,

$$
\|P_\mu H_N(\varphi_{t,N}^\dagger \gamma^0 \psi_{x,N})\|_{L_t^2 L_x^2} \lesssim \mu \left( \frac{\mu}{\min\{\lambda_1, \lambda_2\}} \right)^\delta \min\{N_1, N_2\} \|\varphi_{t,N_1}\|_{V_{x_1}^2} \|\psi_{x,N_2}\|_{V_{x_2}^2},
$$

and hence we simply combine two bound to get

$$
\|P_\mu H_N(\varphi_{t,N}^\dagger \gamma^0 \psi_{x,N})\|_{L_t^2 L_x^2} \lesssim \mu \left( \frac{\mu}{\min\{\lambda_1, \lambda_2\}} \right)^\delta \min\{N_1, N_2\} \|\varphi_{t,N_1}\|_{V_{x_1}^2} \|\psi_{x,N_2}\|_{V_{x_2}^2},
$$

for an arbitrarily small $\delta \ll 1$. Since we have $\lambda_1 \approx \lambda_2 \approx \lambda_3 \approx \lambda_4$ it is easy to see that the above bound is enough to prove Theorem 1.4 in the case (2).

From now on we deal with the integrals (3.3) and (3.4) in non-resonant interactions and resonant interactions other than (2). We need to consider all possible cases depending on the relative sizes of the frequency and the modulation: $d \ll \max\{\lambda_0, \lambda_1, \lambda_2\}$ and $d \gg \max\{\lambda_0, \lambda_1, \lambda_2\}$. For the latter case, which is relatively high-modal-regime, the task is rather easy. Indeed, the use of the Hölder inequality and the bound for a high-modal-regime (2.10) gives the required bound to prove Theorem 1.4 in the high-modal cases. We refer to [14] and omit the details. On the other hand, for the relatively low-modal-regime, i.e., $d \ll \max\{\lambda_0, \lambda_1, \lambda_2\}$, we prove the following frequency-localised $L^2$-bilinear estimates.

**Lemma 3.1.** Let $\epsilon > 0$ be arbitrarily small number. There exists $\delta > 0$ such that

$$
\|P_\mu H_{N_0}(\varphi_{t,N_1}^\dagger \gamma^0 \psi_{x,N_2})\|_{L_t^2 L_x^2} \lesssim \lambda_0 \left( \frac{\min\{\lambda_0, \lambda_1, \lambda_2\}}{\max\{\lambda_0, \lambda_1, \lambda_2\}} \right)^\delta \min\{N_1, N_2\} \|\varphi_{t,N_1}\|_{V_{x_1}^2} \|\psi_{x,N_2}\|_{V_{x_2}^2},
$$

and

$$
\|P_\lambda H_{N_0}(\varphi_{t,N_1}^\dagger \gamma^0 \psi_{x,N_2})\|_{L_t^2 L_x^2} \lesssim \lambda_0 \left( \frac{\min\{\lambda_0, \lambda_1, \lambda_2\}}{\max\{\lambda_0, \lambda_1, \lambda_2\}} \right)^\delta \min\{N_1, N_2\} \|\varphi_{t,N_1}\|_{V_{x_1}^2} \|\psi_{x,N_2}\|_{V_{x_2}^2}.
$$

In what follows, we only consider the High×High $\Rightarrow$ Low interactions, i.e., $\lambda_0 \ll \lambda_1 \approx \lambda_2$. Indeed, for the case $\lambda_1 \lesssim \lambda_0 \approx \lambda_2$ and $\lambda_2 \lesssim \lambda_0 \approx \lambda_1$, a simple use of the Hölder inequality and the $L^4_{t,x}$-Strichartz estimates gives the desired bound (3.5) and (3.6) without exploiting an additional angular regularity. In consequence the main concern is the case $\lambda_0 \ll \lambda_1 \approx \lambda_2$. We first decompose the modulation as follows:

$$
P_\lambda H_{N_0}(\varphi_{t,N_1}^\dagger \gamma^0 \psi_{x,N_2}) = \sum_{d \in 2^\mathbb{Z}} C_d^0 P_\lambda H_{N_0}[(C_{\leq d}^0 \varphi_{x,N_1})^\dagger \gamma^0 (C_{\leq d}^0 \psi_{x,N_2})]
$$

$$
+ C_{\leq d}^0 P_\lambda H_{N_0}[(C_{d}^0 \varphi_{x,N_1})^\dagger \gamma^0 (C_{d}^0 \psi_{x,N_2})]
$$

$$
+ C_{\leq d}^0 P_\lambda H_{N_0}[(C_{d}^0 \varphi_{x,N_1})^\dagger \gamma^0 (C_{d}^0 \psi_{x,N_2})]
$$

$$
:= \sum_{d \in 2^\mathbb{Z}} I_0 + I_1 + I_2.
$$

The key is to exploit the null structure in the bilinear form $\varphi^\dagger \gamma^0 \psi$ by the decomposition as (2.10) and using the bound (2.13) and Lemma 2.13. Then the remaining step is to apply the $L^4_{t,x}$-Strichartz estimates Lemma 2.14.
3.1. Proof of (5.5). We only deal with the High × High ⇒ Low interactions, i.e., $\lambda_0 \ll \lambda_1 \approx \lambda_2$. From now on we put $\lambda_1 = \lambda_2 = \lambda$ and $\lambda_0 = \mu$ and assume that $\mu \ll \lambda$. We prove the bilinear estimates (5.5) when the modulation is relatively small, i.e., $d \ll \lambda$. Then we must have $\theta_1 = \theta_2$ and hence we can exploit the null structure in the bilinear form $\varphi^1 \gamma^0 \psi$. See also Lemma 8.7 of [9]. We further divide the case $d \ll \lambda$ into two subcases: $d \lesssim \mu$ and $\mu \ll d \ll \lambda$.

We first consider $d \lesssim \mu$. We let $\alpha = (\frac{d}{\lambda})^\frac{1}{2}$. After the almost orthogonal decompositions by cubes in $\mathcal{Q}_\mu$ and angular sectors $\kappa \in \mathcal{C}_\alpha$ we exploit the null structure by using the projection operators $\Pi_\theta$. Then we use the Hölder inequality and then $L_{t,x}^4$-Strichartz estimates as follows.

$$
\mathcal{I}_0 \lesssim \|C_d^1 P_\mu H_N([C_{d \leq d}^2 \varphi \lambda, N_1]^1 \gamma^0 (C_{d \leq d}^2 \psi \lambda, N_2)]\|_{L_t^2 L_x^4}^\frac{1}{2} \\
\lesssim \left( \sum_{\kappa_1, \kappa_2 \in \mathcal{C}_\alpha} \sum_{|\kappa_1 - \kappa_2| \leq 2\mu} \|C_d^1 P_\mu H_N([P_{q_1} R_{\kappa_1} C_{d \leq d}^0 \varphi \lambda, N_1]^1 \gamma^0 (P_{q_2} R_{\kappa_2} C_{d \leq d}^0 \psi \lambda, N_2)]\|_{L_t^2 L_x^4}^2 \right)^\frac{1}{2} \\
\lesssim \alpha \left( \sum_{\kappa_1, \kappa_2 \in \mathcal{C}_\alpha} \sum_{|\kappa_1 - \kappa_2| \leq 2\mu} \|P_{q_1} R_{\kappa_1} C_{d \leq d}^0 \varphi \lambda, N_1\|_{L_t^4 L_x^4}^2 \|P_{q_2} R_{\kappa_2} C_{d \leq d}^0 \psi \lambda, N_2\|_{L_t^4 L_x^4}^2 \right)^\frac{1}{2} \\
\lesssim \alpha^{\frac{1}{2} - \epsilon} (\frac{\mu}{\lambda}) \| \varphi \lambda, N_1 \|_{V^2_{\mu \lambda}} \| \psi \lambda, N_2 \|_{V^2_{\mu \lambda}}.
$$

Then the summation $d \lesssim \mu$ gives

$$
\sum_{d \lesssim \mu} \mathcal{I}_0 \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - 2\epsilon} \| \varphi \lambda, N_1 \|_{V^2_{\mu \lambda}} \| \psi \lambda, N_2 \|_{V^2_{\mu \lambda}}.
$$

For the case $\mu \ll d \ll \lambda$, we follow the identical manner as the previous case $d \lesssim \mu$. The only difference is that we use the orthogonal decomposition by angular sectors $\kappa \in \mathcal{C}_{\mu \lambda^{-1}}$, since the angle between the Fourier supports of the spinor $\varphi \lambda, N_1$ and $\psi \lambda, N_2$ is less than $\frac{\mu}{\lambda}$. Then we see that

$$
\mathcal{I}_0 \lesssim \|C_d^1 P_\mu H_N([C_{d \leq d}^0 \varphi \lambda, N_1]^1 \gamma^0 (C_{d \leq d}^0 \psi \lambda, N_2)]\|_{L_t^2 L_x^4}^\frac{1}{2} \\
\lesssim \left( \sum_{\kappa_1, \kappa_2 \in \mathcal{C}_{\mu \lambda^{-1}}} \sum_{|\kappa_1 - \kappa_2| \leq 2\mu} \|C_{d \leq d}^0 P_\mu H_N([P_{q_1} R_{\kappa_1} C_{d \leq d}^0 \varphi \lambda, N_1]^1 \gamma^0 (P_{q_2} R_{\kappa_2} C_{d \leq d}^0 \psi \lambda, N_2)]\|_{L_t^2 L_x^4}^2 \right)^\frac{1}{2} \\
\lesssim \left( \frac{\mu}{\lambda} \right) \left( \sum_{\kappa_1, \kappa_2 \in \mathcal{C}_{\mu \lambda^{-1}}} \sum_{|\kappa_1 - \kappa_2| \leq 2\mu} \|P_{q_1} R_{\kappa_1} C_{d \leq d}^0 \varphi \lambda, N_1\|_{L_t^4 L_x^4}^2 \|P_{q_2} R_{\kappa_2} C_{d \leq d}^0 \psi \lambda, N_2\|_{L_t^4 L_x^4}^2 \right)^\frac{1}{2} \\
\lesssim \left( \frac{\mu}{\lambda} \right)^{1 - \epsilon} (\mu)^{\frac{1}{2} - \epsilon} \| \varphi \lambda, N_1 \|_{V^2_{\mu \lambda}} \| \psi \lambda, N_2 \|_{V^2_{\mu \lambda}}.
$$

The loss by the summation with respect to the modulation $\mu \ll d \ll \lambda$ is only $\log(\mu/\lambda) \lesssim (\frac{\mu}{\lambda})^{\frac{1}{2}}$ and hence

$$
\sum_{\mu \ll d \ll \lambda} \mathcal{I}_0 \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - 3\epsilon} \| \varphi \lambda, N_1 \|_{V^2_{\mu \lambda}} \| \psi \lambda, N_2 \|_{V^2_{\mu \lambda}}.
$$
Note that the estimates of $I_1$ and $I_2$ can be obtained in the exactly same way. Hence we conclude that
\begin{equation}
\|P_\mu H_N(\varphi_{\lambda,N_1} I^0_1 \gamma^0 \psi_{\lambda,N_1})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - \delta} \|\varphi_{\lambda,N_1}\|_{V^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}},
\end{equation}
for a small $\delta \ll 1$.

Now we exploit the angular regularity. We denote the two input-frequencies by $\xi_1$ and $\xi_2$, respectively. Then the angle $\angle(\xi_1, \xi_2)$ is less than $\frac{\pi}{4}$. This is our first step to exploit an additional angular regularity. We let $\alpha = \mu \lambda^{-1}$. We use the almost orthogonal decompositions by angular sectors of size $\alpha$. We let $q > 2$ be slightly bigger than 2. After an application of the Bernstein inequality and the Hölder inequality, we use the angular concentration estimates \eqref{2.10} and improved Strichartz estimates $L^q_t L^r_x$ for $\varphi_{\lambda,N_1}$ and the classical Strichartz estimates for $\psi_{\lambda,N_2}$ as follows

\begin{align*}
\|P_\mu H_N(\varphi_{\lambda,N_1} I^0_1 \gamma^0 \psi_{\lambda,N_1})\|_{L^2_t L^2_x} & \lesssim \left( \sum_{\kappa_1, \kappa_2 \in \mathbb{C}_{\kappa, \lambda}^{-1}} \|P_\mu H_N((R_{\kappa_1} \varphi_{\lambda,N_1}) I^0_1 \gamma^0 (R_{\kappa_2} \psi_{\lambda,N_1}))\|_{L^2_t L^2_x}^2 \right)^{\frac{1}{2}} \\
& \lesssim \mu^{\frac{3}{2} - \frac{\eta}{2}} \left( \sum_{\kappa_1, \kappa_2 \in \mathbb{C}_{\kappa, \lambda}^{-1}} \|P_\mu H_N((R_{\kappa_1} \varphi_{\lambda,N_1}) I^0_1 \gamma^0 (R_{\kappa_2} \psi_{\lambda,N_1}))\|_{L^2_t L^2_x}^2 \right)^{\frac{1}{2}} \\
& \lesssim \mu^{\frac{3}{2} - \frac{\eta}{2}} \|R_{\kappa_1} \varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \left( \sum_{\kappa_1, \kappa_2 \in \mathbb{C}_{\kappa, \lambda}^{-1}} \|R_{\kappa_2} \psi_{\lambda,N_2}\|_{L^2_t L^2_x}^{2q} \right)^{\frac{1}{2}} \\
& \lesssim \mu^{\frac{1}{2} - \frac{\eta}{2}} \left( \frac{\mu}{\lambda} N_1 \right)^{\frac{1}{2} - \frac{\eta}{2}} \|\varphi_{\lambda,N_1}\|_{U^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}} \\
& \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - \delta} N_1 \|\varphi_{\lambda,N_1}\|_{V^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}}.
\end{align*}

If $N_1 \gg N_2$, we simply interchange the role of $\varphi_{\lambda,N_1}$ and $\psi_{\lambda,N_2}$ and obtain
\begin{equation}
\|P_\mu H_N(\varphi_{\lambda,N_1} I^0_1 \gamma^0 \psi_{\lambda,N_1})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - \delta} \min\{N_1, N_2\} \|\varphi_{\lambda,N_1}\|_{V^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}}.
\end{equation}

Note that we do not need to decompose the modulation. We combine (3.7) and (3.8) to get
\begin{equation}
\|P_\mu H_N(\varphi_{\lambda,N_1} I^0_1 \gamma^0 \psi_{\lambda,N_1})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - \delta} \min\{N_1, N_2\} \|\varphi_{\lambda,N_1}\|_{V^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}},
\end{equation}
where $\epsilon > 0$ is arbitrarily small number. This completes the proof of (3.10).

3.2. **Proof of (3.6).** The proof of (3.6) follows by the identical way as the proof of (3.8). Indeed, we have
\begin{equation}
\|P_\mu H_N(\varphi_{\lambda,N_1} \psi_{\lambda,N_2})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - \delta} \min\{N_1, N_2\} \|\varphi_{\lambda,N_1}\|_{V^2_{\theta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\theta_2}}.
\end{equation}
This completes the proof of Lemma 3.1.

4. **Appendix: refined bilinear estimates**

This section is devoted to a refinement of the bilinear estimates proven in the previous section. Such a refined estimate shall be used to prove large data scattering for the equation (1.4) with a certain condition on the initial datum. The main purpose of the Appendix here is to prove the following:
Lemma 4.1. Let $\epsilon > 0$ be arbitrarily small number. Let $0 < \delta < 1$. There exists $\delta > 0$ such that

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \gamma^0 \psi_{\lambda,N})\|_{L^2_t L^2_x} \leq \lambda_0 \left( \min \frac{\lambda_0, \lambda_1, \lambda_2}{\max \lambda_0, \lambda_1, \lambda_2} \right)^\delta (\min \{N_1, N_2\})^\delta (\|\varphi_{\lambda,N_1}\|_{V^2_{\delta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\delta_2}})^{1-\delta} \times (\lambda_1^{-\frac{1}{2}} \lambda_2^{-\frac{1}{2}} \|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})^\delta, \tag{4.1}
$$

and

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \psi_{\lambda,N})\|_{L^2_t L^2_x} \leq \lambda_0 \left( \min \frac{\lambda_0, \lambda_1, \lambda_2}{\max \lambda_0, \lambda_1, \lambda_2} \right)^\delta (\min \{N_1, N_2\})^\delta (\|\varphi_{\lambda,N_1}\|_{V^2_{\delta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\delta_2}})^{1-\delta} \times (\lambda_1^{-\frac{1}{2}} \lambda_2^{-\frac{1}{2}} \|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})^\delta. \tag{4.2}
$$

Then Lemma 4.1 implies that the global-in-time solutions to the equation (1.4) with a large initial data, provided that a particular dispersive norm $\|u\|_{D^{-\sigma}}$ of the solutions given by

$$
\|u\|_{D^{-\sigma}}^2 = \sum_{N \geq 1} N^{-2\sigma} \|\nabla H_N u\|_{L^2_t L^2_x}^2
$$

remains bounded as the solutions evolve in time. To avoid the repetitive task, which is already seen in previous works, instead of presenting the explicit statement and its proof, we refer the readers to [10] [15] for the proof of conditional large-data scattering. In what follows, we focus on the proof of Lemma 4.1. We recall the important frequency-cases which result in the resonant interactions:

1. $\theta_1 = \theta_2$ and $\theta_3 = \theta_4$ and $\lambda_1 \approx \lambda_2$ and $\lambda_3 \approx \lambda_4$,
2. $\lambda_1 \approx \lambda_2 \approx \lambda_3 \approx \lambda_4$ with $(\theta_1, \theta_2, \theta_3, \theta_4) = (+, -, +, -)$ or $(-, +, +, -)$.

We first consider the case 2. We interpolate the bilinear estimates

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \gamma^0 \psi_{\lambda,N})\|_{L^2_t L^2_x} \lesssim \mu (\|\varphi_{\lambda,N_1}\|_{V^2_{\delta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\delta_2}})
$$

and the trivial bound

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \gamma^0 \psi_{\lambda,N})\|_{L^2_t L^2_x} \lesssim \lambda (\|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})
$$

to get

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \gamma^0 \psi_{\lambda,N})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\lambda}{\lambda} \right)^{-\delta} (\|\varphi_{\lambda,N_1}\|_{V^2_{\delta_1}} \|\psi_{\lambda,N_2}\|_{V^2_{\delta_2}})^{1-\delta} (\|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})^\delta. \tag{4.3}
$$

We combine two bounds (4.3) and (4.5) as

$$
\|P_{\mu} H_N (\varphi_{\lambda,N}^\dagger \gamma^0 \psi_{\lambda,N})\|_{L^2_t L^2_x} \lesssim \mu \left( \frac{\lambda}{\lambda} \right)^{\delta} (\min \{N_1, N_2\})^{8\delta} (\|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})^{1-\delta} \times (\lambda^{-1} \|\varphi_{\lambda,N_1}\|_{L^2_t L^2_x} \|\psi_{\lambda,N_2}\|_{L^2_t L^2_x})^\delta.
$$

Note that we can choose $\delta$ arbitrarily small. This gives the proof of Lemma 4.1 in the resonant case 2. Now we exclusively consider the resonant interaction 1. The proof is very similar as the previous section.
The only difference is to apply the following square-summation estimates. See also [10].

\begin{equation}
\left( \sum_{\nu \in \mathbb{Q}_\mu} \sum_{\kappa \in \mathcal{C}_\alpha} \left\| P_{\nu} R_{\kappa} \varphi_{\lambda,N} \right\|^2_{L_t^4 L_x^4} \right)^{\frac{1}{2}} \lesssim \alpha^{-2\delta} \left( \frac{\mu}{\lambda} \right)^{-2\delta} (\mu \lambda)^{\frac{1}{2}} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{\rho}{\rho-1}} L_x^{\frac{q}{q-1}}}. \tag{4.4}
\end{equation}

As we have done in the previous section, we decompose the bilinear form into the modulation. When the size of the modulation \(d\) is relatively higher than the frequency, i.e., \(d \gtrsim \lambda\), we directly deal with the quad-linear expression (3.3). This case is rather easier than other cases. We omit it and refer to [15] for details. On the other hand, if \(d \lesssim \mu\) then the use of orthogonal decompositions into angular sectors and cubes together with the null form bound yields

\[ I_0 \lesssim \left( \sum_{\nu \in \mathbb{Q}_\mu} \sum_{\kappa \in \mathcal{C}_\alpha} \left\| C_d^d P_{\nu} H_N \left[ (P_{\nu} R_{\kappa} C_{\leq d}^d \varphi_{\lambda,N}) \right] \right\|^2_{L_t^4 L_x^4} \right)^{\frac{1}{2}} \]

\[ \lesssim \alpha \left( \sum_{\nu \in \mathbb{Q}_\mu} \sum_{\kappa \in \mathcal{C}_\alpha} \left\| P_{\nu} R_{\kappa} C_{\leq d}^d \varphi_{\lambda,N} \right\|^2_{L_t^4 L_x^4} \right)^{\frac{1}{2}} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \lesssim \alpha^{1-4\delta} (\mu \lambda)^{\frac{1}{2}} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \left\| \psi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \delta. \]

Then we have

\[ \sum_{d \leq \mu} I_0 \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - 8\delta} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \left\| \psi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \delta. \]

If \(\mu \ll d \ll \lambda\), we follow the similar approach as the case \(d \lesssim \mu\). Indeed, we have

\[ I_0 \lesssim \left( \frac{\mu}{\lambda} \right)^{1-4\delta} (\mu \lambda)^{\frac{1}{2}} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \left\| \psi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \delta. \]

Then

\[ \sum_{\mu \ll d \ll \lambda} I_0 \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - 9\delta} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \left\| \psi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \delta. \]

Hence we conclude that

\[ \sum_{d \ll \lambda} I_0 + I_1 + I_2 \lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\frac{1}{2} - 9\delta} \left\| \varphi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \left\| \psi_{\lambda,N} \right\|_{L_t^{\frac{1}{2}} L_x^{\frac{q}{2}}} \delta. \]

Now we shall exploit the angular regularity. For a small \(\delta \ll 1\), we let \(\frac{1}{q} \ll 1\) so that \(\frac{1}{q} = \frac{1-\delta}{q} + \frac{\delta}{4}\). After an application of orthogonal decompositions of conic sectors of size \(\frac{\mu}{\lambda}\), we use in order the Bernstein inequality, Hölder inequality, the convexity of the \(L_t^q\)-spaces, angular concentration estimates...
and then the Strichartz estimates to get

\[
\|P_\mu H_N(\varphi_{\lambda,N_1}^* \gamma^0 \psi_{\lambda,N_1})\|_{L_t^2 L_x^q} \lesssim \left( \sum_{\kappa_1, \kappa_2 \in C_{\mu,\lambda-1}} \|P_\mu H_N[(R_{\kappa_1} \varphi_{\lambda,N_1})^\dagger \gamma^0 (R_{\kappa_2} \psi_{\lambda,N_1})]\|_{L_t^2 L_x^q} \right)^{\frac{1}{2}}
\]

\[
\lesssim \mu^{\frac{3}{2} - \frac{1}{q}} \left( \sum_{\kappa_1, \kappa_2 \in C_{\mu,\lambda-1}} \|P_\mu H_N[(R_{\kappa_1} \varphi_{\lambda,N_1})^\dagger \gamma^0 (R_{\kappa_2} \psi_{\lambda,N_1})]\|_{L_t^2 L_x^q} \right)^{\frac{1}{2}}
\]

\[
\lesssim \mu^{\frac{3}{2} - \frac{1}{q}} \sup_{\kappa_1} \|R_{\kappa_1} \varphi_{\lambda,N_1}\|_{L_t^q L_x^q} \left( \sum_{\kappa_1, \kappa_2 \in C_{\mu,\lambda-1}} \|R_{\kappa_2} \psi_{\lambda,N_2}\|_{L_t^2 L_x^q} \right)^{\frac{1}{2}}
\]

\[
\lesssim \mu^{\frac{3}{2} - \frac{1}{q}} \left( \sup_{\kappa_2} \|R_{\kappa_1} \varphi_{\lambda,N_1}\|_{L_t^q L_x^q} \right)^{1 - \delta} \|\varphi_{\lambda,N_1}\|_{L_t^q L_x^q} \lambda^{1 - \frac{\delta}{q}} \|\psi_{\lambda,N_2}\|_{L_t^q L_x^q}.
\]

On the other hand, we also have the following trivial bound using the $L_{t,x}^4$-Strichartz estimates

\[
\|P_\mu H_N(\varphi_{\lambda,N_1}^* \gamma^0 \psi_{\lambda,N_1})\|_{L_t^4 L_x^4} \lesssim \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\psi_{\lambda,N_1}\|_{L_t^4 L_x^4}
\]

\[
\lesssim \lambda^{\frac{1}{2}} \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\psi_{\lambda,N_1}\|_{L_t^4 L_x^4}
\]

\[
= \lambda \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\psi_{\lambda,N_1}\|_{L_t^4 L_x^4}.
\]

By an interpolation of two bounds we finally have

\[
\|P_\mu H_N(\varphi_{\lambda,N_1}^* \gamma^0 \psi_{\lambda,N_1})\|_{L_t^2 L_x^q} \lesssim \mu^{1 - \delta} \lambda^{\delta} \left( \frac{\mu}{\lambda} \right)^{\frac{1}{4}} N_1 \|\varphi_{\lambda,N_1}\|_{L_t^4 L_x^4} \|\psi_{\lambda,N_1}\|_{L_t^4 L_x^4}
\]

\[
\times \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q}.
\]

If $N_1 \gg N_2$ then we interchange the role of $\varphi$ and $\psi$. Hence we conclude that for some $\delta > 0$

\[
\|P_\mu H_N(\varphi_{\lambda,N_1}^* \gamma^0 \psi_{\lambda,N_1})\|_{L_t^2 L_x^q}
\]

\[
\lesssim \mu \left( \frac{\mu}{\lambda} \right)^{\delta} \min\{N_1, N_2\} \|\varphi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q} \|\psi_{\lambda,N_1}\|_{L_t^q L_x^q}.
\]

Note that we do not use the specific structure of the bilinear form $\varphi^* \gamma^0 \psi$ in the proof of (4.5). Hence the proof of the second estimate in Lemma 4.1 follows in the identical manner. This completes the proof of Lemma 4.1.
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