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Abstract—This paper analyzes the performance of multiple reconfigurable intelligent surfaces (RISs)-aided networks. The paper also provides some optimization results on the number of reflecting elements on RISs and the optimal placement of RISs. We first derive accurate closed-form approximations for RIS channels’ distributions assuming independent non-identically distributed (i.n.i.d.) Nakagami-\(m\) fading environment. Then, the approximate expressions for outage probability (OP) and average symbol error probability are derived in closed-form. Furthermore, to get more insights into the system performance, we derive the asymptotic OP at the high signal-to-noise ratio regime and provide closed-form expressions for the system diversity order and coding gain. Finally, the accuracy of our theoretical analysis is validated through Monte-Carlo simulations. The obtained results show that the considered RIS scenario can provide a diversity order of \(\frac{1}{2}K\), where \(a\) is a function of the Nakagami fading parameter \(m\) and the number of meta-surface elements \(N\), and \(K\) is the number of RISs.

Index Terms—Reconfigurable intelligent surface, optimization, Nakagami-\(m\) fading, outage probability, average symbol error probability.

I. INTRODUCTION

RECONFIGURABLE intelligent surfaces (RISs) have recently attracted noticeable attention as a promising candidate for future wireless communication networks [1]. An RIS is an artificial surface composed of massive low-cost reconfigurable passive elements. It can reconfigure the propagation of incident wireless signals by adjusting the amplitude and phase shift of each element [2]. As RISs do not require radio frequency (RF) chains, this remarkably reduces energy consumption and hardware costs, making RISs more economical and environmentally friendly than multi-antenna and relaying systems [3]-[4]. Accordingly, RISs represent a new low-cost/less-complicated solution to realize wireless communication with high spectral and energy efficiencies. Driven by these advantages, RISs have received extensive interest from both industry and academy to exploit their benefits fully. In the literature, single-RIS-aided systems have been extensively studied [5]-[13]. In [5], an overview of the basic characteristics of the RIS/antenna technology and its potential applications has been provided. A detailed overview on the state-of-the-art solutions, fundamental differences of RIS with other technologies, and the most important open research issues in this research area has been provided in [6]. The authors in [7] showed that RIS has better performance than conventional massive multiple-input multiple-output systems as well as multi-antenna amplify-and-forward (AF) relaying networks while reducing the system complexity and cost.

Recently, Yang et al. studied in [8] the performance of RIS-assisted mixed indoor visible light communication/radio frequency (RF) system. They derived closed-form expressions for the outage probability (OP) and bit error rate (BER) of AF and decode-and-forward (DF) relaying schemes. In [9], the authors utilized RIS to improve the quality of the source signal, which is sent to the destination through an unmanned aerial vehicle. The secrecy OP of RIS-assisted network has been derived in [10] in the presence of a direct link and eavesdropper. It is worthwhile to mention here that some of the previous works on RIS-assisted networks performed their analysis based on the central limit theorem (CLT), which makes it applicable only for a large number of reflecting elements [11]. Following other approaches and to cover any number of reflecting elements, [11] has derived accurate approximations for the channel distributions and performance metrics of RIS-assisted networks assuming Rayleigh fading channels. Closed-form expressions for the OP, symbol error rate (SER), and ergodic capacity of the same system were presented in [12]. Most recently, [13] provided closed-form expressions for the bit error probability of RIS-assisted network over Nakagami-\(m\) fading channels. As stated by the authors, their results are valid only for BPSK and \(M\)-QAM modulation techniques. Although the authors in [13] considered Nakagami-\(m\) fading channels, they only derived exact expressions for the error probability for the limited number of reflecting elements. In addition, they derived their approximate expressions and bounds for two specific modulation schemes, as mentioned before. Furthermore, no insights into the system performance at high signal-to-noise ratio (SNR) values were provided in that study.

Away from single RIS networks, a few works in literature considered the case of multiple RISs in their analysis. In this regard, the existing papers could be categorized into two types: optimization papers and performance analysis papers. One of the works that proposes and solves an optimization...
problem for RIS-aided networks is \cite{14}. In that paper, the authors proposed new optimum location-based RIS selection policies in RIS-aided wireless networks to maximize the SNR for a power path-loss model in outdoor communications and an exponential path-loss model in indoor communications. The optimization problem was formulated and solved, assuming that the channel coefficients associated with different RISs are independent and identically distributed (i.i.d.) Rayleigh random variables (RVs). Another optimization problem was also proposed in \cite{15} where the authors exploited the line-of-sight (LoS) link between nearby RISs to construct a multi-hop cascaded LoS link between the base station (BS) and user where a set of RISs are selected to successively reflect the BS’s signal so that the received signal power at the user is maximized. However, the authors only considered the impact of path-loss and ignored the impact of fading in that study. A very recent paper on optimizing the performance of RIS-aided networks is the one presented in \cite{16}. Multiple RISs were utilized to serve wireless users where the energy efficiency of the network was maximized by dynamically controlling the on-off status of each RIS as well as optimizing the reflection coefficients matrix of the RISs. More on optimization problems in RIS-aided networks with multiple RISs could be found in \cite{17} and \cite{18}.

One of the early papers on performance analysis of multiple RISs networks is \cite{19}. The authors relied in their uplink rate analysis on the law of large numbers and the CLT to approximate the distributions of RVs, which are functions of the squared magnitude of the channel coefficient, by Gaussian distributions. Again, the CLT analysis approach could be considered accurate only at a very high number of reflecting elements. Another work that utilizes the CLT analysis approach in its evaluation of the performance of RIS-aided networks is \cite{20}. The authors derived tight approximations/bounds for the OP, achievable rate, and average SER of RIS-aided networks in the presence of direct link and assuming Nakagami-$m$ fading channels. In \cite{21}, the authors provided a general expression for the OP and approximate asymptotic expression for the sum-rate of a multi-RIS network over Rayleigh fading channels. The derivations were based on two scenarios, one approximates the RIS channels using the non-central chi-square (NCCS) distribution, and the other approximates it using the $K_G$ distribution. The channel amplitudes were assumed to be i.i.d. RVs with fixed mean and variance. In \cite{22}, the authors discussed the impact of centralized and distributed RIS deployment strategies on the capacity region of multi-RIS-aided systems. However, in the distributed RIS deployment, the authors assumed that the channels associated with the different distributed RISs undergo i.i.d. Rayleigh fading.

A multi-RIS-aided system for both indoor and outdoor communications was considered in \cite{23}. Aiming for low-complexity transmission, the authors proposed a RIS selection strategy that selects the RIS with the highest SNR to assist the communication. However, small-scale fading was ignored, and the performance analysis of the RIS selection strategy was not carried out. In a very recent study, the authors proposed in \cite{24} two schemes, one called exhaustive RIS-aided scheme and the other called opportunistic RIS-aided scheme. In the exhaustive RIS-aided scheme, all RISs help in sending the source message to the destination, whereas in the opportunistic RIS-aided scheme, only the RIS of the best SNR forwards the source message to the destination. The authors showed that either a Gamma distribution or a Log-Normal distribution can be used to approximate the distribution of the magnitude of the end-to-end (e2e) channel coefficients in both schemes. Tight approximate closed-form expressions were derived for the system OP and ergodic capacity assuming i.i.d. fading channels scenario. Most recently, a study that investigates the error probability performance of a multi-RIS-aided network has been proposed in \cite{25}. Closed-form expression was derived for the system SEP assuming i.i.d. Nakagami-$m$ fading channels.

For the sake of performance analysis simplicity, some existing works \cite{15} and \cite{22}-\cite{23} only considered path-loss effects and/or ignored small-scale fading effects, which is not practical. On the other hand, some works relied on the deterministic fading channel \cite{19} or the i.i.d. fading channel model \cite{20} and \cite{21}. Nevertheless, this assumption is too optimistic and does not reflect the real channels in practice. This can be interpreted as in distributed multi-RIS-aided systems, the RISs are installed significantly far apart, e.g., tens of meters, and hence channels between different RISs cannot be assumed to be i.i.d.. It is worth mentioning that the characterization of distributions that be utilized to statistically model the magnitude of the e2e channel coefficient of distributed multi-RIS-aided systems is still a challenging problem. One can observe that some previous works, \cite{5} and \cite{19}, adopted the assumption that the channel distribution of RIS networks can be approximated by the NCCS where the CLT analysis approach could be used. However, results based on CLT are valid only for a very high number of reflecting or meta-surface elements. Besides, it has been noticed that the aforementioned studies do not provide expressions for the system diversity order and coding gains, which are very useful metrics that provide meaningful insights into the system performance. Furthermore, the aforementioned studies do not provide key results on the impact of RIS distribution (serial or parallel), random and equal reflecting elements distributions, and RIS locations on the system performance.

Motivated by the above observations, the contributions of this work can be summarized as follows:

- We provide a performance analysis of multi-RIS-aided networks over Nakagami-$m$ fading channels. For that purpose, we first prove that the RIS channel distributions can be modeled/treated using the Laguerre series method \cite{27}. In this paper, to cover more scenarios and to have flexibility in RIS locations between the source and destination, we consider some practical multi-RIS-aided system settings. Hence, the i.i.d. case is considered for RIS channels. In addition, both small-scale fading and path-loss effects have been considered in the derivation of RIS channel statistics, including probability density function (PDF) and cumulative distribution function (CDF).
- Utilizing the achieved SNR statistics, we derive closed-form approximate expressions for the system OP and average symbol error probability (ASEP). The derived
expressions are valid for an arbitrary number of reflecting elements and non-integer values of fading parameter \( m \).

- To get more insights into the system performance, the derived expression of the OP is utilized in formulating an optimization problem where the optimum number of reflecting elements that guarantees a predetermined outage performance and the optimal relative placement of RISs are determined. In addition, a closed-form simple expression is derived for the asymptotic OP as well as the diversity order and coding gain. The provided results are unique and presented for the first time in this study.

- The impacts of several system parameters, including the number of reflecting elements, number of RISs, distances between the source to RIS and RIS to destination and location of RISs, Nakagami-\( m \) shaping and scaling parameters, etc. are investigated under realistic conditions as shown in Section V.

The rest of this paper is organized as follows. Section II presents the system and channel models. The performance analysis is evaluated in Section III. Section IV gives the formulation and solution of the optimization problem. Some simulation and numerical results are discussed in Section V. Finally, the paper is concluded in Section VI.

Notations and symbols: It is worth mentioning that the notations and symbols used throughout this paper are, respectively, given in Tables I and II.

### II. SYSTEM AND CHANNEL MODELS

In this section, we illustrate the proposed system and channel models of multi-RIS assisted networks. Then, the RIS selection strategy is presented.

#### A. System and Channel Models

As shown in Fig. 1, we consider a multi-RIS assisted network, in which a single-antenna source (S) communicates a single-antenna destination (D) with the help of \( K \) RISs. Each RIS, \( \{\text{RIS}_k\}_{k=1}^{K} \), is equipped with \( N_k \) passive elements. The S-RIS\( k \) links in the first hop are assumed to undergo Nakagami-\( m \) fading, where the channel vector between the S and RIS\( k \) is denoted by \( \mathbf{h}_k \in \mathbb{C}^{N_k \times 1} \),

\[
\mathbf{h}_k = \begin{bmatrix} h_k^{(1)}; \ldots; h_k^{(i)}; \ldots; h_k^{(N_k)} \end{bmatrix}^T, \quad h_k^{(i)} = \frac{1}{\sqrt{P_{L,k,1}^k}} \alpha_k^{(i)} e^{-j \phi_k^{(i)}}
\]

denotes the channel coefficient between the S and RIS\( k \)\( i \)th element, where \( P_{L,k,1}^k \) and \( \alpha_k^{(i)} \) and \( \phi_k^{(i)} \) refer to the path-loss, channel amplitude, and channel phase, respectively for the first hop. Likewise, the RIS\( k \)-D links are also assumed to have Nakagami-\( m \) fading channel model, where the channel vector between the RIS\( k \) and D is denoted by \( \mathbf{g}_k \in \mathbb{C}^{N_k \times 1} \),

\[
\mathbf{g}_k = \begin{bmatrix} g_k^{(1)}; \ldots; g_k^{(i)}; \ldots; g_k^{(N_k)} \end{bmatrix}^T, \quad g_k^{(i)} = \frac{1}{\sqrt{P_{L,k,2}^k}} \beta_k^{(i)} e^{-j \Phi_k^{(i)}}
\]

denotes the channel coefficient between RIS\( k \) and D, where \( P_{L,k,2}^k \) and \( \beta_k^{(i)} \) and \( \Phi_k^{(i)} \) refer to the path-loss, channel amplitude, and channel phase, respectively for the second hop. The reflection coefficients of the RIS\( k \) are denoted by the entries of the diagonal matrix \( \mathbf{\Theta}_k \in \mathbb{C}^{N_k \times N_k} \), for the \( i \)th element. Under the full reflection assumption, we have \( \Theta_k^{(i,i)} = \omega \theta_k^{(i)} \), where \( \theta_k^{(i)} \in [0, 2\pi) \).

The signal received at D from the reflected signals of RIS\( k \) can be expressed as

\[
g_k = \sqrt{\frac{E_s}{P_{L,k}^k}} \sum_{i=1}^{N_k} \alpha_k^{(i)} \beta_k^{(i)} s + n_k, \quad (1)
\]

where \( E_s \) is the average power of the transmitted signal, \( s \) is the transmitted signal, \( n_k \) denotes the additive white Gaussian noise (AWGN) sample with zero mean and variance \( N_0 \), and \( P_{L,k}^k \) denotes the overall path-loss of the RIS\( k \)-assisted path. Here, \( P_{L,k} = P_{L,k,1}^k P_{L,k,2}^k \) and given by

\[
P_{L,k} = \left( \frac{\lambda}{4\pi} \right)^4 \frac{G_{k,1} G_{k,2}}{d_{k,1}^2 d_{k,2}^2 \epsilon_k}, \quad (2)
\]

where \( \lambda \) is the wavelength, \( G_{k,1} \) and \( G_{k,2} \) are the gains of the RIS\( k \) in the first and second hops, respectively, and \( \epsilon_k \) is the efficiency of RIS\( k \), which is described as ratio of transmitted signal power by RIS to received signal power by RIS. In this paper, it is assumed that \( \epsilon_k \) is constant. Additionally, \( d_{k,1} \) and \( d_{k,2} \) represent the distances from the source-to-RIS\( k \) and RIS\( k \)-to-destination, respectively.
where

\[ \bar{\gamma} = \frac{\bar{E}_s}{N_0} \]

is the average SNR.

The PDF of the Nakagami-\(m\) RV, characterized by \(m\) (shape parameter) and \(\Omega\) (scale parameter), is given by

\[
\frac{2mn^m}{\Gamma(m)\Omega^m} x^{2m-1} \exp \left\{ -\frac{m}{\Omega} x^2 \right\}.
\]

Based on the proposed distribution of \(\alpha_k^{(i)}\) and \(\beta_k^{(i)}\), the true distribution of \(\gamma_k\) can well be approximated by the first term of a Laguerre series expansion, which results in gamma distribution, as proved in Theorem 1.

**Theorem 1.** The PDF of e2e SNR for RIS\(_k\), \(\gamma_k\), expressed in (3), is given by

\[
f_{\gamma_k}(\gamma) \simeq \frac{\Gamma(m_k)\gamma^{a_{k,2} - 1}}{2(\bar{E}_s b_{k,2})^{a_{k,2}} \gamma} \exp \left\{ -\frac{\bar{E}_s b_{k,2}}{\gamma} \right\}.
\]

Accordingly, the CDF of \(\gamma_k\) is given by

\[
F_{\gamma_k}(\gamma) \simeq \frac{\gamma^{a_{k,2} - 1}}{\Gamma(a_k)} \frac{\Gamma(m_k,1)}{\Gamma(m_k,2)}.
\]

**Proof.** Let \(V_k^{(i)} = \alpha_k^{(i)} \beta_k^{(i)}\), where \(\alpha_k^{(i)}\) has a Nakagami-\(m\) distribution with shape parameter \(m_{k,1}\) and scale parameter \(\Omega_{k,1}\), and \(\beta_k^{(i)}\) has a Nakagami-\(m\) distribution with shape parameter \(m_{k,2}\) and scale parameter \(\Omega_{k,2}\). Also, it is assumed that \(\alpha_k^{(i)}\) and \(\beta_k^{(i)}\) are independent. Then, it can be shown that the PDF of \(V_k^{(i)}\) is given by

\[
f_{V_k^{(i)}}(v) = \frac{4(\Theta_1 \Theta_2)^{m_{k,1} + m_{k,2}}}{\Gamma(m_{k,1})\Gamma(m_{k,2})} v^{m_{k,1} - 1} (2\Theta_1 \Theta_2 v)^{m_{k,2} - 1} K_{m_{k,1} - m_{k,2}}(2\Theta_1 \Theta_2 v),
\]

where \(\Theta_j = \sqrt{\frac{m_{j,1}}{m_{j,2}}} (j = 1, 2)\), and \(K_{\cdot}(\cdot)\) is the modified \(\nu\)-order Bessel function of the second kind [26 Eq. (8.432)].

Now, let \(Z_k = \sum_{i=1}^{N_k} V_k^{(i)}\). As \(Z_k\) is the sum of i.i.d. positive RVs, and according to [27 Sec. 2.2.2], the PDF of \(Z_k\) can well be approximated by the first term of a Laguerre series expansion, which results in gamma distribution with PDF given by

\[
f_{Z_k}(z) \simeq \frac{1}{\Gamma(a_k) b_{k,2}^{a_k - 1}} z^{a_k - 1} \exp \left\{ -\frac{z}{b_{k,2}} \right\},
\]

where the shape parameter \(a_k = \frac{E(Z_k)^2}{\text{Var}(Z_k)}\) and the scale parameter \(b_k = \frac{\sqrt{E(Z_k) \text{Var}(Z_k)}}{E(Z_k)}\). As the expectation is a linear operator, \(E(Z_k) = N_k \bar{E}_s E(V_k^{(i)})\), and because of independence \(\text{Var}(Z_k) = N_k \text{Var}(V_k^{(i)})\). It can be shown that the \(r\)th moment of \(V_k^{(i)}\), [28 Eq. (5)], is given by

\[
E(V_k^{(i)r}) = \frac{\Gamma(m_{k,1} + \frac{r}{2})}{\Gamma(m_{k,2} + \frac{r}{2})} \frac{\Gamma(m_{k,1}) \Gamma(m_{k,2})}{(\Theta_1 \Theta_2)^r}. \quad (8)
\]

Finally, as \(Z_k\) is a positive RV, the PDF of \(\gamma_k\) can be obtained by applying the transformation of RVs technique, and this completes the proof.

**B. RIS Selection Strategy**

Using all the RISs will increase the overall system complexity. Nevertheless, utilizing RIS selection over multiple RISs will provide a low-complexity and cost-effective transmission while many advantages of multiple RIS-aided systems are still preserved. In this system, we consider that one out of \(K\) RISs is selected to aid the communications. Specifically, an RIS selection is carried out over \(K\) RISs to select the RIS, which has maximum SNR. Accordingly, the maximized e2e SNR of the selected RIS can be expressed as

\[
\gamma^* = \max_{k=1,...,K} \{ \gamma_k \}. \quad (9)
\]

It is worth mentioning that since RISs are passive, the source has to estimate all channels and determine the RIS with the highest SNR. In order to realize (9), we assume that the source has the necessary knowledge of the channel-state-information (CSI). We also assume a time-division duplexing (TDD) system. During the training period, assuming that uplink and downlink channels are reciprocal, the destination sends pilot symbols to the source. Next, the source estimates the channel coefficients for each RIS and then specifies RIS with maximum SNR [29].

**Theorem 2.** The CDF and PDF of \(\gamma^*\), expressed in (9), can be, respectively given by

\[
F_{\gamma^*}(\gamma) = \sum_{n_1=0}^{\infty} \cdots \sum_{n_K=0}^{\infty} \prod_{k=1}^{K} \frac{(-1)^{n_k} \left( \frac{\bar{E}_s b_{k,2}}{\gamma} \right)^{a_k + n_k} K_{n_k} \left( \frac{\bar{E}_s b_{k,2}}{\gamma} \right)^{a_k + n_k} \Gamma(a_k)}{n_k! (a_k + n_k) \Gamma(a_k) \times \gamma^{a_k + n_k} \left( \frac{\bar{E}_s b_{k,2}}{\gamma} \right)^{a_k + n_k}}, \quad (10)
\]
and
\[ f_{\gamma^*}(\gamma) = \sum_{j=1}^{\infty} \frac{p_{L,k}}{\gamma^2} \exp \left(-\frac{p_{L,k}}{\gamma^2}\right) \sum_{k \neq j, k=1}^{\infty} \prod_{k \neq j, k=1}^{K} \frac{(-1)^n_k}{n_k! (a_k + n_k) \Gamma(a_k)} \times \gamma^{n_k} \frac{P_{L,k}}{\gamma b_k}^{a_k+n_k}. \]

**Proof.** According to the order statistics theory, the CDF of \( \gamma^* \) can be formulated as
\[ F_{\gamma^*}(\gamma) = \prod_{k=1}^{K} F_{\gamma_k}(\gamma). \]

With the help of Eq. (8.354.1), the lower incomplete Gamma function in (10) can be expanded into series. With some mathematical simplifications, we can obtain the CDF of \( \gamma^* \) as in (11).

**Theorem 3.** The OP can be given by
\[ P_{\text{out}} = F_{\gamma^*}(\gamma_{\text{out}}). \]

**Proof.** The system OP is defined as the event where the system OP is less than some threshold \( \gamma_{\text{out}} \). Mathematically speaking
\[ P_{\text{out}} = \Pr[\gamma \leq \gamma_{\text{out}}], \]
where \( \Pr[\gamma] \) is the probability operation. Thus, using (11), we have (12) and then the proof is completed.

In this section, we derive theoretical expressions for the system OP and ASEP.

### III. Performance Analysis

#### A. Outage Probability

The derivation of system OP is summarized in the following theorem and corollary.

**Theorem 3.** The OP can be given by
\[ P_{\text{out}} = F_{\gamma^*}(\gamma_{\text{out}}). \]

**Proof.** The system OP is defined as the event where the e2e SNR goes below a predetermined outage threshold \( \gamma_{\text{out}} \). Mathematically speaking
\[ P_{\text{out}} = \Pr[\gamma \leq \gamma_{\text{out}}], \]
where \( \Pr[\gamma] \) is the probability operation. Thus, using (11), we have (12) and then the proof is completed.

In order to gain further insights into the OP performance, we give the following corollary.

**Corollary 1.** Considering the asymptotic behavior of OP, for \( \gamma \to \infty \), the OP is given by
\[ P_{\text{out}}^{\infty} = \prod_{k=1}^{K} \left( \frac{b_k^2}{\gamma_{\text{out}}(a_k)! \frac{1}{\sqrt{\pi}} \Gamma(a_k)} \right)^{-n_k}. \]

**Proof.** The asymptotic OP can be calculated by
\[ P_{\text{out}}^{\infty} = \prod_{k=1}^{K} F_{\gamma_k}(\gamma_{\text{out}}). \]
Then, using Eq. (8.354.1), we get (14), and then the proof is completed.

In the very high average SNR region, the OP can expressed as
\[ P_{\text{out}}^{\infty} = (G_c \gamma)^{-G_d}, \]
where \( G_d \) is the gain in diversity and \( G_c \) is the gain in coding [30]. From Corollary 1, in the case of i.i.d., i.e., \( a = a_k, b = b_k, \) and \( P_L = P_{L,k}, \)
\[ P_{\text{out}}^{\infty} = \prod_{k=1}^{K} \left( \frac{b_k^2}{\gamma_{\text{out}}(a_k)! \frac{1}{\sqrt{\pi}} \Gamma(a_k)} \right)^{-n_k}. \]

#### B. Average Symbol Error Probability

**Theorem 4.** The ASEP can be given by
\[ P_c = \frac{p\sqrt{q}}{2\sqrt{\pi}} \int_{0}^{\infty} \exp(-q \gamma) F_{\gamma^*}(\gamma) d\gamma. \]

Upon inserting (10) in (17), then
\[ P_c = \frac{p\sqrt{q}}{2\sqrt{\pi}} \int_{0}^{\infty} \exp(-q \gamma) F_{\gamma^*}(\gamma) d\gamma. \]

With the help of \[ \int_{0}^{\infty} x^{\alpha-1} \exp(-\mu x) dx = \frac{1}{\mu^\alpha} \Gamma(\nu) \] [26, Eq. (3.831.4)], we obtain (15) and then the proof is completed.

### IV. Optimization

In this section, we aim to provide possible solutions to the following optimization questions:

1. Is it possible to determine the optimal number of reflecting elements on each RIS in order to guarantee a predetermined outage performance \( P_{\text{out}}^{\infty} \)?
2. What is the solution to the above problem if the objective is to minimize the total number of reflecting elements?
3. What is the optimal relative placement of RISs, S, and D, that will result in the minimum \( P_{\text{out}}^{\infty} \)?
For optimization purpose, it is quite challenging to use the asymptotic OP in (14). Hence, we use the following asymptotic upper bound (UB) on the OP
\[
\tilde{P}_{\text{out}} = \prod_{k=1}^{K} e^{a_k \left( \sqrt{2 \gamma_{\text{out}} P_k L_k} - a_k \right)} \frac{a_k}{a_k},
\] (19)
which is true because
\[
\gamma \left( a_k, \sqrt{2 \gamma_{\text{out}} P_k L_k} \right) \leq e^{a_k \left( \sqrt{2 \gamma_{\text{out}} P_k L_k} - a_k \right)} \frac{a_k}{a_k}.
\]
We can express the UB-OP in terms of the number of RIS elements \( N \equiv \{ N_1, \ldots, N_K \} \) as
\[
\tilde{P}_{\text{out}}(N) \triangleq \prod_{k=1}^{K} e^{N_k c_k x_k N_k c_k},
\] (20)
where \( c_k \triangleq \frac{m_k}{m_k} \frac{m_k^2 + (m_k)^2}{2} \), \( x_k \triangleq \sqrt{\frac{a_k}{a_k}} \).

Let us start with the first optimization problem, which can be formulated as the following feasibility problem
\[
\begin{align*}
\text{find } & N_k \quad \text{s.t.} \quad N_k \leq N_{\text{max}}, \quad \forall \ k, \\
& \tilde{P}_{\text{out}}(N) = P_{\text{out}}^\text{th}, \\
& N_k \in \mathbb{Z}^+, \quad \forall \ k,
\end{align*}
\] (21)
where we can relax the non-convex integer constraint (21d), because the solution can be obtained by finding the cell-function of optimized \( N \). In order to deal with the non-convex constraint (21c), we first take natural log of both sides of (21c) because log is a monotonically increasing function of its argument. Therefore, problem (21) can be formulated as
\[
\begin{align*}
\text{find } & N \quad \text{s.t.} \quad (21b), (21c), (21d). \quad \text{(22a)} \\
& f(N) = \ln P_{\text{out}}^\text{th}, \quad \text{(22b)}
\end{align*}
\] (22)
where we achieve (22b) because
\[
\ln \tilde{P}_{\text{out}}(N) = \sum_{k=1}^{K} N_k c_k + N_k c_k \ln x_k - N_k c_k \ln(N_k c_k) = f(N).
\] (23)
Note that \( f(N) \) is concave in \( N \). This is because \( N_k c_k \ln(N_k c_k) \) is a convex function (second-order derivative of \( N_k c_k \ln(N_k c_k) \) is positive) and sum of concave functions is also concave. However, the equality constraint (22b) is still non-convex, which makes the problem (22) non-convex. Therefore, we solve (22) by proposing a path-following algorithm, which generates a sequence of improved feasible points for (22) and finally converges to a locally optimal solution.

Let \( N^{(\kappa)} \equiv \{ N_1^{(\kappa)}, \ldots, N_K^{(\kappa)} \} \) be a feasible point for (22), which is found from \((\kappa - 1)\)-th iteration. We need to approximate (22b) with an affine function, which is given by
\[
\begin{align*}
f(N) & \leq f^{(\kappa)}(N) \\
& = \sum_{k=1}^{K} N_k^{(\kappa)} c_k + c_k \ln \left( \frac{x_k}{N_k^{(\kappa)} c_k} \right) N_k.
\end{align*}
\] (24)

\[
\text{Algorithm 1 Algorithm for solving optimization problem (21)/(26)}
\]

1. **Initialization:** Initialize a feasible point \( N^{(0)} \). Set \( \kappa = 0 \).
2. **Repeat until convergence of** \( N_k \forall k : \text{Generate } N^{(\kappa+1)} \) by solving (25)/(27). Reset \( \kappa \leftarrow \kappa + 1 \).
3. **Output** \( N^{(\kappa)} \) as the optimal solution of (21)/(26).

Therefore, we solve the following convex problem to generate a next feasible point \( N^{(\kappa+1)} \) for (22)
\[
\begin{align*}
\min_{N} & \sum_{k=1}^{K} N_k \quad \text{s.t.} \quad (21b), (21c), (21d). \quad \text{(26a)} \\
& f^{(\kappa)}(N) = \ln P_{\text{out}}^\text{th}.
\end{align*}
\] (26)

By following the similar steps as outlined above in (22a)-(25b), we can iteratively solve the following problem at \( \kappa \)-th iteration to generate a next feasible point \( N^{(\kappa+1)} \) for (26)
\[
\begin{align*}
\min_{N} & \sum_{k=1}^{K} N_k \quad \text{s.t.} \quad (21b), (25b). \quad \text{(27)}
\end{align*}
\] (27)

The objective of solving the above problem is to figure out whether we can save the number of reflecting elements by using a single RIS or by using multiple RISs, which will be demonstrated through simulations in Section V. The path-following procedure to solve the problems (21)/(26) is provided in Algorithm 1.

Finally, let us now formulate the third problem mentioned at the start of Section IV which is about finding the optimal relative placement of RISs, S, and D with the objective of minimizing the \( P_{\text{out}} \). This can be formulated as follows
\[
\begin{align*}
\min_d & \ P_{\text{out}}(d) \quad \text{s.t.} \quad 0 \leq d_k, \leq D, \quad \forall \ k, \quad \text{(28a)}
\end{align*}
\] (28)
where \( d \equiv \{ d_1, \ldots, d_K \} \) is a vector of distances between S and K RISs, \( D \) is the distance between S and D, and \( P_{\text{out}}(d) \) is the asymptotic UB on the OP, which is given by
\[
P_{\text{out}}(d) \triangleq \prod_{k=1}^{K} z_k(d_k, a_k, D - d_k, a_k),
\] (29)
where \( z_k \triangleq \frac{e^{a_k \left( \sqrt{2 \gamma_{\text{out}} P_k L_k} - a_k \right)}}{(\lambda^2 G_{\text{RIS}} G_{\text{rx}})^{a_k/2}}. \) The formulation of (29) assumes linear placement of RISs between S and D because \( d_{k,2} = D - d_{k,1} \), however, this assumption is just for convenience purpose as our target is only to find the optimal relative placement of RISs, S, and D.
The problem (28) is non-convex due to non-convex objective function. In order to deal with it, we first take log of the OP as log is a monotonically increasing function of its argument. Therefore, the problem (28) can be formulated as
\[
\min_{d} \ g(d) \quad \text{s.t.} \quad \text{(28b)},
\] where
\[
g(d) \triangleq \ln \bar{P}_{\text{out}}(d)
= \sum_{k=1}^{K} \ln z_{k} + a_{k} \left( \ln d_{k,1} + \ln (D - d_{k,1}) \right).
\] (31)
Note that \(g(d)\) is concave in \(d\) because \(D \geq d_{k,1} \forall k\). This implies that the objective function in (30) is the minimization of a concave function, which requires us to only evaluate the OP, \(\bar{P}_{\text{out}}(d)\), at the extreme points in the set, i.e.,
\[
d = \{ \{0, 0, \ldots, 0\}, \{D, 0, \ldots, 0\}, \ldots, \{D, D, \ldots, D\} \}.
\]
We can also verify this by linearizing the objective function about \(d^{(k)}\) at the \(k\)-th iteration and iteratively solving the following problem at the \(k\)-th iteration to generate a next feasible point \(d^{(k+1)}\) for (30)
\[
\min_{d} \ g^{(k)}(d) \quad \text{s.t.} \quad \text{(28b)},
\] where
\[
g^{(k)}(d) \leq g^{(k)}(d)
= \sum_{k=1}^{K} \ln z_{k} + a_{k} \left( \ln d_{k,1}^{(k)} + \ln (D - d_{k,1}^{(k)}) \right)
+ a_{k} \frac{2d_{k,1}^{(k)} - D}{D - d_{k,1}^{(k)}} + a_{k} \frac{D - 2d_{k,1}^{(k)}}{d_{k,1}^{(k)}(D - d_{k,1}^{(k)})} d_{k,1}.
\] (33)

V. Numerical Results

In this section, the numerical results corresponding to the considered multiple RISs system are verified by Monte-Carlo simulations and used to validate the theoretical analyses. Unless otherwise stated, in all presented illustrations, the carrier frequency is assumed to be \(f_{c} = 2.4 \text{ GHz}\), the gains of the RISs in the first and second hops are, respectively given as \(G_{k,1} = G_{k,2} = 5 \text{ dB}\), and \(\gamma_{\text{out}} = 0 \text{ dB}\).

In Fig. 2, we validate the achieved analytical and asymptotic results via comparing them with simulation results. It is obvious from this figure that the analytical results match the simulation ones. In addition, it can be seen that the asymptotic results converge to the analytical and simulation results at very high values of SNR. The figure clearly shows that both the number of reflecting elements \((N)\) and number of RISs \((K)\) affect the system diversity order \((G_{d})\), which coincides with the results achieved in Section III. Clearly, as either \(N\) or \(K\) increases, the higher the diversity order \((G_{d})\) and the better the achieved performance.

To get more insights into the derived expressions, five important practical scenarios are studied in Fig. 3. The aim of this figure is to study the joint impact of number of reflecting elements \((N)\), number of RISs \((K)\), and distances between source to RISs and between RISs to destination on the system performance. In this figure, the distance between the source and destination is kept as 10 m and the total number of reflecting elements is also kept as 60. In the first scenario, we have one RIS with \(N_{1} = 60\). In the second scenario, we have two RISs serially distributed between the source and destination with \(N_{1} = 30\). The third scenario is a modified version of the second one where the two RISs are distributed in parallel between the source and destination. In the fourth scenario, we have three RISs serially distributed between the source and destination with \(N_{1} = N_{2} = N_{3} = 20\). The fifth scenario is a modified version of the fourth one where
In Scenario 1, we have the three RISs are distributed in parallel between the source and destination. In Scenario 2, we have

\[ d_{1,1} = 5 \text{ m}, d_{1,2} = 6.7 \text{ m}, d_{2,1} = 6.7 \text{ m}, d_{2,2} = 3.3 \text{ m}, \]

whereas in Scenario 3, we have

\[ d_{1,1} = 5 \text{ m} \text{ and } d_{2,1} = d_{2,2} = 5 \text{ m}. \]

In Scenario 4, we have

\[ d_{1,1} = 2.5 \text{ m}, d_{1,2} = 7.5 \text{ m}, d_{2,1} = 5 \text{ m}, d_{2,2} = 5 \text{ m}, \]

and in Scenario 5, we have

\[ d_{1,1} = d_{1,2} = 5 \text{ m}, d_{2,1} = d_{2,2} = 5 \text{ m}, \] and
\[ d_{3,1} = d_{3,2} = 5 \text{ m}. \]

It is obvious from this figure that the diversity order \((G_d)\) for the five scenarios is equal as the five curves have the same slope. We can also see that Scenario 1 is outperforming the other four scenarios in terms of system coding gain \((G_s)\). This is a key result and being reported for the first time in this paper where we can see that assigning a fixed number of reflecting elements to one RIS gives better performance than distributing them on multiple RISs. The more the number of RISs, the worse the achieved performance. This is because both the number of RISs and number of reflecting elements also have effect on the system coding gain and not only the diversity order, which is fixed in all these scenarios. Now, comparing the scenario where the RISs are serially distributed between the source and destination with the scenario where they are distributed in parallel, one can see that Scenarios 2 and 4 outperform Scenarios 3 and 5 for both two and three RIS cases. This is because the distance between communicating nodes directly affects the path-loss of the system, and hence, affecting the coding gain.

Two scenarios that investigate the effect of distance between the source and destination on the system performance are portrayed in Fig. 4. In this figure, the source is assumed to be located at a center of a circle of radius 5 m, and the destination is assumed to be located somewhere at the circumference of the circle. Then, we assume the source moving away from the source in a straight line till reaches a point that is 20 m away from the source. Here, we consider two scenarios. In Scenario 1, we have two RISs located at the circumference of the circle constructing an isosceles triangle where its base is between the two RISs. The two equal angles here are \(\theta_1 = \theta_2 = 36.87^\circ\). In Scenario 2, we have two more RISs are added on the circumference of the circle constructing another isosceles triangle where its base is again between the two RISs. The two equal angles here are \(\theta_1 = \theta_2 = 11.53^\circ\). Each RIS is assumed to have the same number of reflecting elements, that is \(N_1 = N_2 = N_3 = N_4 = 5\). It is obvious from this figure that increasing the distance between the source and destination deteriorates the system performance, as expected. In addition, it can be seen from this figure that Scenario 2 is outperforming Scenario 1 as the second scenario has a better diversity order. These two scenarios are repeated again, but now when the RISs have more reflecting elements, that is \(N_1 = N_2 = N_3 = N_4 = 20\). Again, Scenario 2 is outperforming Scenario 1, but now with better results compared to the first set of curves where less number of reflecting elements were used.

The impact of channel scale parameter \((\Omega)\) and channel shape parameter \((m)\) on the system performance is studied in Fig. 5. In this figure, we assume the first hops and second hops of all RISs have the same channel scale parameter \((\Omega_{k,1} = \Omega_{k,2} = \Omega)\). Similarly, we assume the first hops and second hops of all RISs have the same channel shape parameter \((m_{k,1} = m_{k,2} = m)\). Clearly, we can see that increasing either \(\Omega\) or \(m\) enhances the system performance. It is important to mention here that \(\Omega\) affects the system performance through the coding gain, whereas \(m\) affects the performance through the diversity order.

A comparison between the effect of number of RISs \((K)\)
and number of reflecting elements \( N \) on the system diversity order is studied in Fig. 6. If we take the case where \( N = 5 \) and \( K = 1 \), we can see that the diversity order of the system here is \( G_d = 5 \). In addition, for the case where \( N = 1 \) and \( K = 5 \), we can see that the diversity order is also \( G_d = 5 \). This means that both system parameters \( K \) and \( N \) have almost the same effect on the system diversity gain.

The ASEP for two modulation schemes is shown in Fig. 7. BPSK \( (p = q = 1) \) and QPSK \( (p = 1, q = 0.5) \). We can see that the QPSK is outperforming the BPSK, as expected. This impact comes in terms coding gain. In addition, the impact of increasing the channel scale parameter \( m \) and the number of reflecting elements \( N \) is clear here through increasing the system diversity order.

In Fig. 8 we study a very important aspect in multi-RIS-aided networks that is the serial RIS configuration where the distance between the source and destination is fixed and the RISs are distributed between them in a serial way, and the parallel RIS configuration where the RISs are located somewhere at the midway between the source and destination. We also investigate in this figure the impact of reflecting elements’ distribution where a fixed number of reflecting elements is one time equally distributed among the multiple RISs and in other time is distributed in a random (unequal) manner. In this figure, the distance between the source and destination is kept as 10 m and the total number of reflecting elements is also kept as 24 with three RISs. In Scenario 1, we locate the three RISs in a parallel configuration \( (d_{1,1} = d_{2,1} = 5 \text{ m}, d_{1,2} = d_{2,2} = d_{3,2} = 5 \text{ m}) \) all located somewhere in the midway between the source and destination (circle-marked solid-line). In Scenario 2, we locate the three RISs in a serial configuration \( (d_{1,1} = 2.5 \text{ m}, d_{1,2} = 7.5 \text{ m}, d_{2,1} = 5 \text{ m}, d_{2,2} = 5 \text{ m}, d_{3,1} = 7.5 \text{ m}, d_{3,2} = 2.5 \text{ m}) \) somewhere on a straight line between the source and destination (square-marked solid-line). Obviously, Scenario 2 is outperforming Scenario 1 in terms of coding gain as the distance impact is embedded in the path-loss \( (P_{L,k}) \), which in turn affects the coding gain of the system. It is worthwhile to mention here that as the total number of reflecting elements \( N \) is the same in both scenarios, the diversity order of the system stayed the same in these two figures. Another important aspect studied in this figure is the distribution of the total number of reflecting elements among the three RISs in both the parallel and serial configurations (circle and square-marked dotted-lines). It can be seen that the scenarios where the total number of reflecting elements is randomly distributed among the multiple RISs gives better performance than the scenario where the reflecting elements are equally distributed among the RISs. This is because the random distribution of reflecting elements gives better coding gain than the equal distribution scenario.

A very important aspect to study in multi-RIS-aided networks is the location of RISs with respect to source and destination locations. To address this very important point, we consider here a hall of \( 10 \times 20 \text{ m}^2 \) area. We also consider that the height of the source, RISs, and destination from the ground is the same, say 1.5 m. Considering the hall plotted in a vertical way, that is the width on the x-axis and the length on the y-axis, we assume that the zero coordinates \((0, 0)\) are represented by the bottom left corner of the room (reference point). We also assume that the source is located at coordinates \((5, 0)\) and the destination at \((5, 20)\). This scenario could represent the practical condition where the source and destination are far away from each other inside the hall. Now, we study the impact of locating two RISs in different locations on side walls on the system performance in Fig. 9. We consider for that purpose 7 different scenarios as follows: Scenario 1: RIS 1 at \((10, 0)\) and RIS 2 at \((0, 0)\), Scenario 2: RIS 1 at \((10, 0)\) and RIS 2 at \((0, 10)\), Scenario 3: RIS 1 at \((10, 0)\) and RIS 2 at \((10, 10)\), Scenario 4: RIS 1 at \((0, 10)\) and RIS 2 at \((10, 20)\) or RIS 1 at \((10, 0)\) and RIS 2 at \((0, 20)\), Scenario 5: RIS 1 at \((10, 0)\) and RIS 2 at \((0, 15)\) or RIS 1 at \((10, 5)\) and RIS 2 at \((10, 15)\), and Scenario...
6: RIS 1 at (10,5) and RIS 2 at (0,5) or RIS 1 at (10,15) and RIS 2 at (0,15). According to the distances between the RISs to source and destination, we can divide these six scenarios into four groups from worst to best: Scenario 2, Scenario 3, Scenarios 5 and 6, and lastly Scenarios 1 and 4. Clearly, we can see that locating the two RISs in Scenario 2 at the horizontal line of symmetry on side walls between the source and destination results in the worst performance. Then, Scenario 3 comes where only one of the two RISs is located at the midway and the other RIS at the corner near either the source or destination. The third set of curves is for both Scenario 5 and 6 where the the two RISs are located either 5 m away from the source or destination on the vertical axis (on side walls). Finally, the best performance is achieved in Scenarios 1 and 4 where the two RISs are located 10 m away from either the source or destination, but on the same horizontal axis. Clearly, the performance in these six scenarios is determined by the distances between the RISs to source and destination, which in turn affects the path-loss, and hence, the coding gain of the system. In summary, for the situation where the source and destination are located at the far sides of the hall, that is the source at (5,0) and the destination at (5,20), it is recommended to have the two RISs located at the hall corners (any two corners of the four).

Finally, we provide some simulations for the optimization analysis, which will provide answer to the questions posed at the start of Section IV. In order to simulate results of this section, we set \((m_{k,1}, m_{k,2}) = (1,1), (\Omega_{k,1}, \Omega_{k,2}) = (1,1)\) and \((d_{k,1}, d_{k,2}) = (5,5)\) for various scenarios of RIS location. \(K = 3, (m_{k,1}, m_{k,2}) = (1,1), (\Omega_{k,1}, \Omega_{k,2}) = (1,1), (d_{k,1}, d_{k,2}) = (1,9), (d_{2,1}, d_{2,2}) = (5,5)\), and \((d_{3,1}, d_{3,2}) = (9,1)\).

Fig. 10: The true expression and asymptotic upper bound of outage probability versus average SNR for \(K = 3, (m_{k,1}, m_{k,2}) = (1,1), (\Omega_{k,1}, \Omega_{k,2}) = (1,1), (d_{1,1}, d_{1,2}) = (1,9), (d_{2,1}, d_{2,2}) = (5,5), (d_{3,1}, d_{3,2}) = (9,1)\).

Fig. 11 plots the optimized number of reflecting elements versus different values of threshold outage probability \(P_{out}^{th}\) by solving problem 4 using Alg. 1 for \(K = 3, (d_{1,1}, d_{1,2}) = (1,9), (d_{2,1}, d_{2,2}) = (5,5), (d_{3,1}, d_{3,2}) = (9,1)\). As expected, the optimal number of reflection elements decreases with the increase in \(P_{out}^{th}\). Note that the optimal value of \(N_2\) is higher than that of \(N_1\) and \(N_2\).
gives us a hint that more reflecting elements are required by the mid-way placed RIS compared to those, which are placed close to the S or D. This is because the signal reflected by the mid-way placed RIS experiences larger effective path-loss. This finding is strongly supported by Fig. 12 which plots the optimized number of reflecting elements by solving problem (26) using Alg. 1. Since the objective is to minimize the total number of reflecting elements, the optimal solution is to use a single RIS, which is placed close to the D. Note that due to non-convexity of the original problem (26), the solution depends on the initialization. With a different initialization, we may observe that the optimal solution by Alg. 1 is to select a single RIS that is placed close to the S. However, the mid-way placed RIS is never selected because it requires the deployment of larger number of RISs.

We also solve the problem (30) to determine the optimal relative placement of RISs, which is iteratively solved by solving the linearized problem (32). As expected from the analysis provided below (30) and from the above explanation, the optimal placement of RISs was at the extreme points, either near to the S or D, depending on the initialized value of the distance vector.

VI. CONCLUSION

This paper studied the performance of multiple RISs-aided networks over Nakagami-$m$ fading channels. In addition, an optimization problem where the optimum number of reflecting elements that guarantee a predetermined outage performance and the optimal relative placement of RISs was formulated and solved. For that purpose, accurate closed-form approximations were first derived for the channel distributions and then used in deriving closed-form approximations for the OP and ASEPs assuming i.i.d. channels. Furthermore, to get more insights into the system performance, an asymptotic expression was derived for the OP at the SNR regime and provides closed-form expressions for the system diversity order and coding gain. Results showed that the considered RIS scenario can provide a diversity order of $\left(\frac{m}{2}\right)K$, where $a$ is a function of the Nakagami-$m$ fading parameter $m$, and the number of meta-surface elements $N$, and $K$ is the number of reflecting elements. Furthermore, results showed that distributing the same number of reflecting elements on multiple RISs decreases the system performance compared to assigning them to a single RIS. In addition, random distribution of reflecting elements on several RISs was shown to give better performance than equal distribution. Finally, some new scenarios on RIS location with respect to source and destination and its impact on the system performance were discussed in this work.
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