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Abstract—Recovery of an unknown sparse signal from a few of its projections is the key objective of compressed sensing. Often one comes across signals that are not ordinarily sparse but are sparse blockwise. Existing block sparse recovery algorithms like BOMP make the assumption of uniform block size and known block boundaries, which are, however, not very practical in many applications. This paper addresses this problem and proposes a two step procedure, where the first stage is a coarse block location identification stage while the second stage carries out finer localization of a non-zero cluster within the window selected in the first stage. A detailed convergence analysis of the proposed algorithm is carried out by first defining the so-called pseudoblock-interleaved block RIP of the given generalized block sparse signal and then imposing upper bounds on the corresponding RIC. We also extend the analysis for complex vector as well as matrix entries where it turns out that the extension is non-trivial and requires special care. Furthermore, assuming real Gaussian sensing matrix entries, we find a lower bound on the probability that the derived recovery bounds are satisfied. The lower bound suggests that there are sets of parameters such that the derived bound is satisfied with high probability. Simulation results confirm significantly improved performance of the proposed algorithm as compared to BOMP.

Index Terms—Compressive Sensing(CS), Generalized Block OMP (GBOMP), Restricted Isometry Property (RIP).

I. INTRODUCTION

The problem of compressed sensing (CS) has emerged as a powerful tool to retrieve an unknown sparse vector with a few nonzero entries in some unknown coordinates, from a small set of measurements, obtained using a sensing matrix $\mathbf{A}$. The recovery problem in CS is formulated as an optimization problem with a set of linear equations as constraint and a cost function, that measures some property of the unknown vector, as the objective $f$. Often such optimization problems involve nonconvex objective functions, which makes the recovery problem NP hard in general [1]. A major line of research in the CS literature attacks this problem by replacing the nonconvex objective function with a convex objective function, and then study and analyze the performance of the algorithm by finding conditions on the measurement matrix under which the solution to the convexified problem coincides with the exact solution to the original nonconvex problem [3]. However, as convex optimization approaches are often computationally too expensive [5], a large number of greedy heuristic approaches, like matching pursuit [6], Orthogonal Matching Pursuit (OMP) [7], [8], to name a few, have been proposed to address the CS problem. Among these, the OMP algorithm has attracted a lot of attention because of its simplicity and capability of good recovery performance with low computational complexity. The OMP algorithm proceeds by gradually constructing the support of the unknown signal by iteratively updating a support by appending indices that correspond to maximum absolute correlations between a certain residual vector and the columns of the sensing matrix. Thereafter, the residual vector is updated by finding the orthogonal projection error found after projecting the measurement vector over the vector space spanned by the vectors with the support constructed so far.

In many practical applications like multiband signal processing [9], [10] and multiple measurement vector (MMV) recovery problem [11], [12] signals typically have the block sparse structure [13], [14]. In this structure, the nonzero elements tend to occur in clusters of known size and it is generally known that such clusters are located within a few prespecified blocks known to the end user. The compressed sensing recovery problem with the block sparse structure was studied in detail in [13]. Furthermore, Block OMP (BOMP) was proposed [15] as an extension of OMP for the block-sparse recovery problem from compressed measurements. The BOMP algorithm works similar to the OMP algorithm. The main difference is that instead of taking correlations between the residual and each column of the sensing matrix, the BOMP algorithm first forms a vector of correlations between a block of columns and the residual vector, and then finds the block for which the norm of such a vector is maximized. Then the residual is updated similar to OMP by taking the orthogonal projection error after projecting the measurement vector on the space spanned by the columns of the blocks identified so far. All these papers analyzed the block recovery problem using methods like block-coherence [13]. Recently, a block restricted isometry property (BRIC) [2], [16], [13] based recovery analysis [17] has found conditions on the block restricted isometry constant (BRIC) of the sensing matrix to ensure perfect recovery using the BOMP algorithm.

In many applications, like the atomic decomposition of audio signals [18] the exact block partitions of the unknown vector is not beforehand. Although a few algorithms have been proposed to address the recovery of this kind of signals [19], [20], all of them use the Bayesian learning framework, which impose prior distributional assumptions on the unknown vector. In this paper we propose and study a new non-Bayesian algorithm called the two stage generalized block OMP (TSGBOMP), which has similar structure to the BOMP algorithm except that the block identification is performed in two stages. The first stage is a coarse block location identification stage.
where, similar to the BOMP algorithm, among a prespecified set of windows (i.e., sets of consecutive columns that the whole set of columns is partitioned into) an window of columns having the maximum correlation (with some prior residual) is selected. In the second stage, the algorithm conducts a finer search for a block by calculating the correlations (with some prior residual) corresponding to all overlapping consecutive clusters of columns throughout the window selected, and then finds the one cluster having the largest absolute correlation\(^1\).

Our main contributions are the following: 1) We propose a new recovery algorithm called TSGBOMP which which uses a two-stage strategy for recovering generalized block sparse vectors with no prior knowledge of block partitions. 2) The analysis of TSGBOMP necessitates the introduction of a new kind of RIP tailored to the particular structure of the unknown vector, termed as pseudoblock-interleaved block RIP (PIBRIP). This kind of RIP is motivated by the model-RIP introduced in \(^2\) for analyzing signals with union of subspace structure. 3) We analyze the TSGBOMP algorithm using the PIBRIP property and find recovery condition that ensures the exact recovery using TSGBOMP. 4) We exhibit using Gaussian random matrices that there are matrices which can satisfy the recovery guarantee deduced in the paper with very high probability. 5) Finally, we use numerical simulations to exhibit the superior probability of recovery performances of the TSGBOMP algorithm with respect to the BOMP algorithm in terms of recovering the signal with the generalized block sparse structure.

II. NOTATIONS

The following notations have been used throughout the paper: ‘\(H\)’ in superscript indicates matrix / vector Hermitian conjugate, \([n]\) denotes the set of indices \(\{1, 2, \cdots, n\}\). For any vector \(x \in \mathbb{C}^n\), the support of \(x\), denoted by \(\text{supp}(x)\), is defined as the set of indices corresponding to the nonzero values of \(x\), i.e., \(\text{supp}(x) = \{i \in [n] | x_i \neq 0\}\). The symbol \(\phi_i\) denotes the \(i\)th column of \(\Phi\), \(i \in [n]\) and all the columns of \(\Phi\) are assumed to have unit length norm, i.e., \(\|\phi_i\|_2 = 1\), which is a common assumption in literature \(^3\), \(^4\). For any two vectors \(u, v \in \mathbb{C}^n\), \((u, v) = u^H v\). For any \(S \subseteq [n]\), \(x_S\) denotes a vector comprising those entries of \(x\) that are indexed by numbers belonging to \(S\). Similarly, \(\Phi_S\) denotes the submatrix of \(\Phi\) formed with the columns of \(\Phi\) having column numbers given by the index set \(S\). For any submatrix \(A\) of \(\Phi\), define \(I(A)\) as the set of indices of the columns of \(\Phi\) that constitute \(A\). We use \(\Phi[i]\) to denote the set of \(L\) consecutive columns of \(\Phi\), with indices \((i-1)L+1 \) to \(Li\), \(i = 1, 2, \cdots, \frac{n}{L}\) (throughout the paper, we assume \(n\) to be divisible by \(L\)), which is hereafter being referred to as the \(i\)th window or the window with index \(i\). Similarly, \(x[i]\) denotes the vector comprising of the entries of \(x\) that are indexed by \((i-1)L+1 \) to \(Li\). We denote by \(\Phi[S]\) (resp. \(x[S]\)) the collection of columns (resp. entries) of \(\Phi\) (resp. \(x\)) corresponding to all the windows with indices in the set \(S\). A set of \(b(\geq 1)\) consecutive indices is called a block. A block is indexed by the starting index of the block, i.e., the \(i\)th block starts with the index \(i\). In this paper, we consider blocks that are non-overlapping though they can be adjacent. The set of the first indices of the “true” nonzero blocks of \(x\) is denoted by \(T = \{t_1, t_2, \cdots\}\), where the indices \(\{t_i\}_{i \geq 1}\) are recursively defined as: \(t_1 = \min\{j \geq 1 | x_j \neq 0\}\), and \(t_{k+1} = \min\{j \geq t_k + b | x_j \neq 0\}, \ k \geq 1\). We denote by \(\Phi(i)\) the submatrix \(\Phi_Z\) where \(Z = \{i, i+1, \cdots, i+b-1\}\) is the \(i\)th block. The vector \(x(i)\) is defined analogously. For any set \(S \subseteq [n]\), \(\Phi\{S\}\) (resp. \(x\{S\}\)) denotes the collection of columns (resp. entries) corresponding to the blocks beginning with the indices in set \(S\). If \(\Phi\{S\}\) has full column rank of \(|S| \times b\) \((|S| \times b < m)\), then the Moore-Penrose pseudo-inverse of \(\Phi\{S\}\) is given by \(\Phi^\dagger(S) = (\Phi^H(S)\Phi(S))^{-1}\Phi^H(S)\). The matrices \(P_S = \Phi\{S\}\Phi(S)\) and \(P_S^\perp = I - P_S\) respectively denote the orthogonal projection operators associated with \(\text{span} (\Phi\{S\})\) and the orthogonal complement of \(\text{span}(\Phi\{S\})\). Finally, for any matrix \(A\), we denote by \(\|A\|_{2\rightarrow 2} = \max_{\|x\|_2 = 1} \|Ax\|_2\) the operator norm of \(A\) defined as \(\|A\|_{2\rightarrow 2} = \max_{\|x\|_2 = 1} \|Ax\|_2\), and can be shown to be equivalent to \(\max_{\|x\|_2 = 1} \frac{|Ax|^2}{\|x\|_2^2}\) when \(A\) is Hermitian \(^5\), pp. 519\). We use the abbreviation w.l.o.g. for without loss of generality.

III. PROPOSED ALGORITHM

The proposed TSGBOMP algorithm aims at recovering an unknown vector \(x\) with \(K\) nonzero blocks of size \(b\) each. However, unlike conventional approaches like the BOMP \(^6\), it does not assume the exact block locations to be known a priori. It is assumed that there can be at most \(p\) adjacent nonzero blocks in \(x\), forming a nonzero cluster of maximum size \(B = pb\). \(^7\) The nonzero clusters are not contiguous (i.e., they are separated by zeros), and if there are a total of \(r\) such nonzero clusters, with the \(s\)th cluster having size \(j_s b\), \(1 \leq j_s \leq p\), \(s = 1, 2, \cdots, r\) (i.e., it has \(j_s\) contiguous blocks of size \(b\) each), then \(\sum_{s=1}^r j_s = K\). The whole signal range is divided into \(n/L\) windows of size \(L\), with \(B, L\) satisfying \(L \geq B\). It is also assumed that any two consecutive nonzero clusters of \(x\) are well-separated by a zone of at least \(L' = L + 2B - b\) zeros. Although, in principle, such a constraint is not necessary for the execution of the algorithm, it ensures that the range of indices, associated to an window identified by TSGBOMP, can contain only one nonzero cluster. This makes the analysis of the algorithm less complicated. Also, we assume that the signal length \(n\) is large enough to accommodate any arrangement of nonzero clusters with \(K\) blocks in the signal (of size \(b\)) such that any two consecutive clusters are separated by at least \(L'\) zeros.

The proposed TSGBOMP algorithm, given in Table \(^7\), employs a two stage search procedure, of which the first one is similar to the BOMP. At any iteration \(k(\geq 1)\) of

---

\(^1\)This philosophy of block selection in the second stage is inspired from a recent paper \(^8\) which searches for a block by calculating absolute correlations corresponding to all possible overlapping clusters of columns in the matrix with certain residual vector and then selecting the one having the highest value.

\(^2\)By “nonzero block of \(x\)” is meant a block over which \(x\) has non-zero values.

\(^3\)In this paper, we use the notion of cluster in most cases rather than block, as the former is more general (a block is a cluster with \(p = 1\)).
the algorithm, it assumes that a residual vector \(r^{k-1}\) and a partially constructed set \(T^{k-1}\) are already available from step \(k-1\) (\(r^0 = y\), \(T^0 = \emptyset\)). Then, following the BOMP procedure, it carries out a window-wise scanning and identifies a window of length \(L\) and index \(w^k\) from the range 1 to \(n/L\), for which the \(l_2\) norm of the correlation vector \(\Phi \{w^k\}^{H}r^{k-1}\) is maximum. Next, it carries out a pointwise scanning over the range \(b^k = \{ L(w^k - 1) - (B-1), \ldots , Lw^k \}\) and identifies a cluster of size \(B\) that has non-empty overlap with the chosen window and for which, the correlation vector \(\Phi \{h^k\}^{H}r^{k-1}\) has maximum \(l_2\) norm, where \(h^k\) denotes the set of the first indices of the elementary blocks (of size \(b\)) contained in the cluster, i.e., \(h^k = \{ i^{k}, i^{k}+b, \ldots , i^{k}+(p-1)b \}\), with \(i^{k} \in b^k\). The set of indices \(h^k\) is then appended to \(T^{k-1}\) to construct \(T^k\), and the residual vector is updated to \(r^k\) by computing \(P^\perp_{T^k} r^k\).

\[ \text{Input: Measurement vector } y \in \mathbb{C}^m, \text{ sensing matrix } \Phi \in \mathbb{C}^{m \times k}; \text{ sparsity level } K; \text{prespecified residual threshold } \epsilon; \text{ window size } (L); \text{ maximum block size } B = pb, p \geq 1. \]

\[ \text{Initialize: Counter } k = 0, \text{ residual } r^0 = y, \text{ estimated support set, } T^0 = \emptyset. \]

\[ \text{While } (\| r^k \|_2 \geq \epsilon \text{ and } k < K) \]

\[ 1) \quad k = k + 1, \]

\[ 2) \quad w^k = \text{arg max}_{1 \leq i < n/L} \| \Phi \{w^k\}^{H}r^{k-1}\|_2, \quad b^k = \{ L(w^k - 1) + 1 - (B-1), \ldots , Lw^k \}, \]

\[ 3) \quad i^k = \text{arg max}_{i \in h^k} \| \Phi \{S^k\}^{H}r^{k-1}\|_2, \quad \text{ where } S = \{ i, i+b, \ldots , i+(p-1)b \}; \]

\[ 4) \quad T^k = T^{k-1} \cup h^k, \]

\[ 5) \quad x^k \{ T^k \} = \text{arg min} \| y - \Phi \{ T^k \} u \|_2, \]

\[ 6) \quad r^k = y - \Phi \{ T^k \} x^k \{ T^k \}. \]

\[ \text{End While} \]

\[ \text{Output: Estimated support set } I(\Phi \{T^K\}) \text{ and estimated vector } \tilde{x} = \text{arg min}_{u \in \text{supp}(u) = I(\Phi \{T^K\})} \| y - \Phi \{ T^k \} u \|_2. \]

**TABLE I: Proposed TSGBOMP ALGORITHM**

IV. SIGNAL RECOVERY USING TSGBOMP

In this section, we derive sufficient recovery condition for TSGBOMP to successfully reconstruct an unknown vector \(x \in \mathbb{C}^n\) from a set of noisy measurements, given by \(y(y(\in \mathbb{C}^m) = \Phi x + e\), where \(e\) is a measurement noise vector that is assumed to be \(l_2\)-bounded by a positive number \(\epsilon\), i.e., \(\| e \|_2 \leq \epsilon\). For this, we follow the approach of induction, i.e., at any \(k\)-th step of iteration \((k \geq 1)\), we assume that in each of the previous \((k-1)\) steps, at least one true cluster of \(x\) has been selected. We then first find a condition ensuring that TSGBOMP identifies a window which has a non-empty intersection with one of the true (as yet unidentified) clusters of \(x\). Then we find that a condition which ensures that a correct cluster (of size between \(b\) and \(pb\)) is identified from among all possible consecutive clusters having nonzero overlap with the identified window. Finally we combine these two conditions to find a uniform recovery condition under which TSGBOMP is successful in identifying a correct cluster at step \(k\). For the analysis of finding a correct window, our proof closely follows the arguments of Theorem 1 of [17] which is widely used for the analysis of BOMP using block sparse structure with predefined block boundaries and uniform block lengths. However, as the TSGBOMP does not assume fixed block boundaries and uniform block length, certain steps in the analysis of Wen et al [17] cannot be directly extended to TSGBOMP, and instead, certain novel structures are required to be defined to continue adopting the analysis of [17]. These significantly change the final conditions for successful recovery.

A. Condition for identifying a correct window at step \(k(k \geq 1)\)

To ensure success at iteration \(k\), we need to ensure that the window selected in iteration \(k\) has a nonempty overlap with at least one of the true clusters of \(x\), having blocks with first indices in the set \(T \setminus T^{k-1}\). To express this mathematically, let us define, for any subset \(S \subseteq \{n\}\), \(O_S = \{ i : \{ i \} \cap I(\Phi \{ S \}) \neq \emptyset \}, \) which is the set containing the first indices of the windows that have nonempty overlap with the blocks beginning with the indices in the set \(S\). Then the necessary condition for selecting a correct window at iteration \(k\) is given by

\[ \max_{i \in O_{T \setminus T^{k-1}}} \| \Phi^H [i] r^{k-1}\|_2 > \max_{j \in O_T \setminus T_{1:1}} \| \Phi^H [j] r^{k-1}\|_2, \]

\[ \Leftrightarrow \| \Phi^H [O_{S^k-1}] r^{k-1}\|_2 > \| \Phi^H [O_{S^k-1}^c] r^{k-1}\|_2, \quad (1) \]

where \(S^k-1 = T \setminus T^{k-1}\). To find a condition to ensure [1] we first observe that using steps similar to the ones used to derive Eq. (4.16) of [17], one obtains

\[ r^k = P^\perp_{T^{k-1}} y = P^\perp_{T^{k-1}} (\Phi x + e) = P^\perp_{T^{k-1}} (\Phi \{ S^{k-1} \} x \{ S^{k-1} \}) + \Phi \{ T \cap T^{k-1}\} x \{ T \cap T^{k-1}\} e, \quad (2) \]

Plugging in the expression of \(r^k\) from Eq. (2), it is easy to see (using triangle and reverse triangle inequalities respectively) that the condition [1] is satisfied if the following is ensured:

\[ \| \Phi^H [O_{S^k-1}] P^\perp_{T^{k-1}} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}\|_{2,\infty} > \| \Phi^H [O_{S^k-1}^c] P^\perp_{T^{k-1}} e\|_{2,\infty} + \| \Phi^H [O_{S^k-1}^c] P_{T^{k-1}} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}\|_{2,\infty}. \]

Now we will find a lower bound of the left hand side (LHS) and upper bound of the right hand side (RHS), of the inequality (3) and compare them to come up with a sufficient condition to ensure (3).

In order to proceed further, we first note that one can write

\[ \| \Phi^H [O_{S^k-1}] P^\perp_{T^{k-1}} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}\|_{2,\infty} = \sum_{i \in O_{S^k-1}} \| x^H [i] [\Phi^H [i] P^\perp_{T^{k-1}} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}] \|_{2,\infty} / \sum_{i \in O_{S^k-1}} \| x^H [i] \|_2. \]

\[ \geq \sum_{i \in O_{S^k-1}} \{ \| x^H [i] [\Phi^H [i] P^\perp_{T^{k-1}} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}] \|_{2,\infty} / \sum_{i \in O_{S^k-1}} \| x^H [i] \|_2 \}
\]
where $\theta$ is the Hölder’s $(1, \infty)$ inequality followed by Cauchy-Schwarz inequality, while (b) uses the triangle inequality. Step (c) uses the observation that $I(\Phi \{ S^{k-1} \}) \subseteq I(\Phi_{O_{S^{k-1}}})$ along with the fact that a window can contain at most one nonzero block (of size $\theta b$, $1 \leq j \leq p$), since such nonzero blocks are separated by at least $L$ zeros. Finally, step (d) uses Cauchy-Schwarz inequality and the observations at step (b) implying $\| x : O_{S^{k-1}} \|_2 = \| x : S^{k-1} \|_2$. We now proceed to find an upper bound of $\| \Phi^H [O_{S^{k-1}}] P_{T_k} \Phi \{ S^{k-1} \} x \{ S^{k-1} \} \|_2$. In order to do that, following the proof of Lemma 4.1 of [17], we will instead find an upper bound of $\| \Phi^H [j] P_{T_k} \Phi \{ S^{k-1} \} x \{ S^{k-1} \} \|_2$ for an arbitrary $j \in O_{S^{k-1}}$ which will hold uniformly for all $j \in O_{S^{k-1}}$. Fix any $j \in O_{S^{k-1}}$, and let $q^{k-1} = P_{T_k} \Phi \{ S^{k-1} \} x \{ S^{k-1} \}$. Following the proof of Lemma 4.1 of [17], we now define a list of quantities for expressing $\| \Phi^H [j] q^{k-1} \|_2$ in a convenient way. Let $\theta > 0$ be an arbitrary positive number. Define,

$$
\mu = -\frac{\sqrt{\theta + 1} - 1}{\sqrt{\theta}},
$$

$$
h_l = \frac{\{ \Phi^H [j] \}^H q^{k-1}}{\| h_l \|_2}, \quad 1 \leq l \leq L,
$$

$$
u = \left[ \begin{array}{c}
x \{ S^{k-1} \} \\
0
\end{array} \right] \in \mathbb{C}^{|l| \{ \Phi \{ S^{k-1} \} \}} + L,
$$

$$
w = \mu \| x \{ S^{k-1} \} \|_2 \| h_l \|_2 \in \mathbb{C}^{|l| \{ \Phi \{ S^{k-1} \} \}} + L,
$$

$$
B = P_{T_k} \Phi \{ S^{k-1} \} \Phi [j].
$$

Using these definitions, it is straightforward to verify that $Bu = q^{k-1}$ and $Bw = \mu \| x \{ S^{k-1} \} \|_2 P_{T_k} \Phi [j] h$, so that

$$
w^H B^H Bu = \mu \| x \{ S^{k-1} \} \|_2 h^H \Phi^H [j] P_{T_k} \Phi^H [j] q^{k-1} = \mu \| x \{ S^{k-1} \} \|_2 h^H \Phi^H [j] q^{k-1}.
$$

Consequently, it can be verified that the following identity holds (see the proof of Lemma 4.1 of [17] for details):

$$
\| B(u + w) \|_2^2 = \| B(\mu^2 u - w) \|_2^2
$$

$$
= (1 - \mu^4) \| Bu \|_2^2
$$

$$
- \sqrt{\theta} \| x \{ S^{k-1} \} \|_2 \| \Phi^H [j] P_{T_k} \Phi \{ S^{k-1} \} x \{ S^{k-1} \} \|_2.
$$

Clearly, if a lower bound of the LHS of Eq. (10) can be found, one can find an upper bound of $\| \Phi^H [j] P_{T_k} \Phi \{ S^{k-1} \} x \{ S^{k-1} \} \|_2$. Consider the two terms of the LHS of Eq. (10), i.e.,

$$
\| B(u + w) \|_2^2 \leq \| P_{T_k} \Phi \{ S^{k-1} \} \Phi [j] (u + w) \|_2^2
$$

and

$$
\| B(\mu^2 u - w) \|_2^2 \leq \| P_{T_k} \Phi \{ S^{k-1} \} \Phi [j] (\mu^2 u - w) \|_2^2.
$$

In the case of BOMP, both the window and block are the same entity, of length, say, $L$, meaning, $\Phi \{ S^{k-1} \}$ has an integral multiple of $L$ (i.e., $|S^{k-1}|$) number of columns, while $\Phi [j]$ has $L$ columns. Together, $\Phi \{ S^{k-1} \}$ along with $\Phi [j]$ constitute the columns of $\Phi$ corresponding to the support of a conventional block sparse vector of block sparsity $|S^{k-1}| + 1$ and block size $L$. As a result, in the analysis of BOMP by Wen et al [17], the properties of block RIP (See Sections 1 and 2 of [17]) could be leveraged to find an upper bound of the LHS of Eq. (10). However, in the case of TSGBOMP, the columns of $\Phi \{ S^{k-1} \}$ correspond to the indices of the as yet unidentified true non-zero blocks of $x$ (totalling $|S^{k-1}|$), the columns of $\Phi [j]$ correspond to the columns of the window with index $j$ and size $L$. Since the unknown vector $x$ has a special non-uniform block structure with unspecified boundaries (as described in Sec. III), together, these columns do not correspond to a conventional block sparse vector. This necessitates definition of a new block sparse structure as given below.

1) The Pseudoblock Interleaved Block Sparse Structure (PIBS): The proposed PIBS structure is a more general form of support set than given by the columns of the matrices $\Phi \{ S^{k-1} \}$ and $\Phi [j]$. In this, clusters of consecutive non-zero blocks (called true clusters from hereafter) with sizes given by integer multiples of a constant $b$, and having unspecified boundaries (analogous to $S^{k-1}$) are well separated by several indices, and these gaps may contain a second type of non-zero blocks that we call pseudo blocks (analogous to the window $[j]$ in $\Phi [j]$). However, unlike above that only has one pseudo block $\Phi [j]$, we consider the more general case of $r$ pseudo blocks, $0 \leq r \leq R$. Further, we do not constrain each pseudo block to remain confined to any specific window. Instead, they can be positioned anywhere in the cluster space such that they do not overlap with any of the true clusters. Positions not occupied by either the true clusters or the pseudo blocks are filled with zeros. The specific structure of a PIBS vector of length $n$ is described by a 6-tuple $(b, p, l, L', K, R)$ that is explained below and is also illustrated in Fig 1.

1. There are $k$ true clusters, with $0 \leq k \leq K$, having lengths $b_1, \ldots, b_k$, where $1 \leq b_s \leq p$, $1 \leq s \leq k$, such that $\sum_{s=1}^{k} b_s = K$.

2. Any two consecutive true clusters are separated by at least $L'$ zeros. We will always assume that $L' = L + 2bp - b$, where $L$ is the length of a window, defined in Section III.

3. There are $r$ pseudo blocks, $0 \leq r \leq R$, which are a second type of nonzero blocks, that are of length $l$ each, $0 \leq l \leq L'$, and are positioned anywhere but in a way so that they do not overlap with any of the $k$ true clusters defined above.
any overlap between the true clusters and the pseudo blocks.

Using this definition of the PIBS structure it can be easily seen that the columns of \( \Phi \{ S^{k-1} \} \), along with the columns of \( \Phi[j] \) correspond to the support of a PIBS vector with parameters \( (b, p, l, l', c_k, 1) \) \( (c_k = |S^{k-1}|) \), where the pseudo block is given by the window corresponding to \( \Phi[j] \), and the true clusters correspond to \( \Phi \{ S^{k-1} \} \).

Next we define a restricted isometry property for this PIBS signal structure, and state and prove a few Lemmas associated to it which will be required in the subsequent analysis of the TSGBOMP algorithm.

Definition 4.1. The pseudoblock interleaved block restricted isometry constant (PIBRIC) of order \( (K, R) \) with parameters \( b, p, l, l' \) of a matrix \( \Phi \in \mathbb{C}^{m \times n} \) is defined as

\[
\delta_{b,p,l,l'}(K,R) = \max_{S \subset [n]: S \in \bigcup_{k=0}^{K} \bigcup_{(k,r) \in \Sigma_{b,p,l,l'}} \| \Phi_H S \Phi_S - I_S \|_{2 \to 2},
\]

where \( \Sigma_{b,p,l,l'}(k,r) \) is the collection of all subsets \( S \subset [n] \) such that a PIBS vector with parameters \( (b, p, l, l', k, r) \) can be supported on \( S \).

The following lemma shows that the above definition is equivalent to the following interpretation of PIBRIC which is frequently used in the definition of RIP in literature.

Lemma 4.1. A matrix \( \Phi \in \mathbb{C}^{m \times n} \) having the PIBRIC \( \delta_{b,p,l,l'}(K,R) \) of order \( (K, R) \) with parameters \( b, p, l, l' \) satisfies the following inequality for every PIBS vector \( x \in \mathbb{C}^n \) with parameters \( (b, p, l, l', k, r) \):

\[
(1 - \delta) \| x \|_2^2 \leq \| \Phi x \|_2^2 \leq (1 + \delta) \| x \|_2^2,
\]

for all \( \delta \geq \delta_{b,p,l,l'}(K,R) \).

Proof. The proof is supplied in Appendix A-A.

Conventionally, in the literature the RIC has been required to be bounded above by a constant strictly smaller than 1 to ensure success of compressed sensing algorithms, which is why we also aim to derive such an upper bound on a PIBRIC of certain order to ensure success of the TSGBOMP algorithm. In the sequel, we adopt the convention that a matrix \( \Phi \in \mathbb{C}^{m \times n} \) is said to satisfy pseudo block interleaved restricted isometry property (PIBRIP) of order \( (K, R) \) with parameters \( b, p, l, l' \) if \( \delta_{b,p,l,l'}(K,R) < 0, 1 \).

Note that the PIBS vector with parameters \((b, p, l, l', K, R)\) is at most \( Kb + Rl \) sparse in the conventional sense. From definition 4.1 the computation of \( \delta_{b,p,l,l'}(K,R) \) requires one to search for the maximum eigenvalue of \( \| \Phi_H S \Phi_S - I_S \|_{2 \to 2} \) only over \( \bigcup_{r=0}^{R} \bigcup_{k=0}^{K} \Sigma_{b,p,l,l'}(k,r) \), whereas the computation of \( \delta_{Kb+Rl} \) requires finding the maximum eigenvalue of a similar submatrix over all subsets \( S \) of size \( \leq (Kb + Rl) \), meaning, the PIBRIC \( \delta_{b,p,l,l'}(K,R) \) is smaller than the conventional RIC \( \delta_{Kb+Rl} \). Similar observations were also made for the block sparse vectors in [13]. Such smaller restricted isometry constants are inherent in signals with specialized signal structure, which belong to a class of general signal structures referred to as model sparse signals [22].

Now we state the following lemmas which will be useful for our analysis of the TSGBOMP algorithm. Similar lemmas have already appeared in the literature in the context of the restricted isometry properties for sparse [2], [22], [26], [27], [28], [29] and block sparse vectors [17]. We modify these lemmas to be applicable to our specific PIBS structure.

Lemma 4.2. Let the matrix \( \Phi \) satisfy PIBRIC with parameters \((b, p, l, l', K, R)\), \( 1 \leq i, j \leq 2, \) and \( K_1 \leq K_2, R_1 \leq R_2 \). Then, \( \delta_{b,p,l,l'}(K_1, R_1) \leq \delta_{b,p,l,l'}(K_2, R_1) \leq \delta_{b,p,l,l'}(K_2, R_2), \) and \( \delta_{b,p,l,l'}(K_1, R_1) \leq \delta_{b,p,l,l'}(K_1, R_2) \leq \delta_{b,p,l,l'}(K_2, R_2). \)

Proof. The proof is provided in Appendix A-B.

Lemma 4.3. For fixed \( b, p, K \), if \( 0 \leq l < L' \), then \( \delta_{b,p,l,l'}(K,R) \leq \delta_{b,p,l,l'}(K,R) \) for \( R = 0, 1, 2 \).

Proof. The proof is provided in Appendix A-C.

Lemma 4.4. For any \( K \geq 1 \) and \( L' = L + 2bp - b \geq L \), \( \delta_{b,p,l,l'}(K,1) \leq \delta_{b,p,l,l'}(K-1,2). \)

Proof. The proof is provided in Appendix A-D.

Lemma 4.5. Let \( \Phi \in \mathbb{C}^{m \times n} \) be a matrix such that \( \delta_{b,p,l,l'}(K,R) < 1 \). Let \( S \) be the support of a PIBS vector of length \( n \) with parameters \((b, p, l', k, r)\), \( 0 \leq k \leq K, 0 \leq r \leq R \), i.e., \( S \) contains the indices of the true clusters as well as the pseudo blocks of such a vector. Let \( S_1, S_2 \subseteq S \) be such that \( S = I(\Phi(S_1)) \cup S_2 \) \( S_1 \) contains the starting indices of some of the true blocks in \( S \), and let \( x \in \mathbb{C}^n \) such that \( \text{supp}(x) = S_2 \). Then,

\[
(1 - \delta_{b,p,l,l'}(K,R)) \| x \|_2^2 \leq \| \Phi x \|_2^2 \leq (1 + \delta_{b,p,l,l'}(K,R)) \| x \|_2^2.
\]

Proof. The proof is provided in Appendix A-E.

Lemma 4.6. Let the matrix \( \Phi \) satisfy \( \delta_{b,p,l,l'}(K,R) < 1 \). Let \( S_1, S_2, S_3 \subseteq [n] \) be such that the sets \( S_2, S_3 \) are disjoint and \( I(\Phi(S_1)) \cup S_2 \cup S_3 \) is the support of a PIBS vector with parameters \((b, p, l, l', k, r)\), \( 0 \leq k \leq K, 0 \leq r \leq R \). Then,
for any two vectors \( u, v \) that are supported on the sets \( S_2, S_3 \) respectively,
\[
\left\| \Phi \{ \Phi u, \Phi v \} \right\|_2 \leq \delta_{b, p, L, L'}(K, R) \| u \|_2 \| v \|_2.
\] (14)

**Proof.** The proof is provided in Appendix. A-F.

**Lemma 4.7.** Given that the matrix \( \Phi \) has columns with unit norm and that it satisfies \( \delta_{b, p, L, L'}(K, 1) < 1 \). Let \( S \subset [n] \) be such that \( I(\Phi \{ S \}) \) is the support of the true clusters of a PIBS vector with parameters \( (b, p, L, L') \) and \( 0 < l \leq K, 0 < l' \leq R \), and let \( j \) be an index such that \( j \notin I(\Phi \{ S \}) \). Then,
\[
\| \Phi^\top \Phi_j \|_2 \geq \sqrt{1 - \delta_{b, p, L, L'}^2(K, 1)}.
\] (15)

**Proof.** The proof is provided in Appendix. A-G.

**B. Recovery guarantee**

Equipped with the definition of PIBS structure in Sec. IV-A, it can be easily seen that the unknown vector \( x \), described in Sec. III has the structure of a PIBS vector of with parameters \( (b, p, L, L', K, 0) \). We now state a sufficient condition that the measurement matrix \( \Phi \) as well as the unknown vector \( x \) need to satisfy so that the TSGBOMP algorithm can exactly recover the support of \( x \) within \( K \) iterations.

**Theorem 4.1.** **Real case:** If \( x \in \mathbb{R}^n, \Phi \in \mathbb{R}^{m \times n} \) and if the measurement matrix \( \Phi \) as well as the unknown vector \( x \), with parameters \( (b, p, L, L', K, 0) \) satisfy the conditions:
\[
\delta < \frac{1}{\sqrt{2K + 1}},
\] (16)
\[
x_{\min} > \max_{\delta \in [0, 1]} \left\{ \frac{K}{2K + 1} \right\} + \frac{\sqrt{2K + 1}}{2K + 1},
\] (17)
where \( B' = pb - b + 1, \delta := \delta_{b, p, L, L'}(K - 1, 2), x_{\min} = \min\{|x_j| : j \in \text{supp}(x)\}, x_{\max} = \max\{|x_j| : j \in \text{supp}(x)\} \), the TSGBOMP algorithm can recover the support of \( x \) exactly within \( K \) iterations.

**Complex case:** If \( x \in \mathbb{C}^n, \Phi \in \mathbb{C}^{m \times n} \) and if the measurement matrix \( \Phi \) as well as the unknown vector \( x \), with parameters \( (b, p, L, L', K, 0) \) satisfy the conditions:
\[
\delta < \frac{1}{\sqrt{2K + 1}},
\] (18)
\[
x_{\min} > \left\{ \frac{\delta \sqrt{K} b + (1 - \delta^2) \sqrt{\delta B'}(1 + \delta)}{1 + \delta} \right\} + \frac{\sqrt{2(1 + B')(1 + \delta)^2}}{1 + \delta},
\] (19)
where \( \delta := \delta_{b, p, L, L'}(K - 1, 2), x_{\min} = \min\{|x_j| : j \in \text{supp}(x)\}, x_{\max} = \max\{|x_j| : j \in \text{supp}(x)\} \), the TSGBOMP algorithm can recover the support of \( x \) exactly within \( K \) iterations.

**Proof.** The derivations are detailed in Sections IV-A, IV-C, IV-D, and IV-E.

C. Back to finding a condition for identifying a correct window at step \( k(k \geq 1) \)

We now return to complete the analysis of Sec. IV, and proceed toward finding the sufficient condition for success of TSGBOMP at any step as provided by Theorem 4.1. Throughout the analysis we maintain that all the PIBS vectors considered will have length \( n \) where \( n \) is chosen large enough to accommodate all possible configurations of the different PIBS vectors emerging in the analysis. [1] We will now find an upper bound of the left hand side (LHS) of Eq. (10) by finding the PIBRIC of the associated PIBRIP of \( B = \Phi_{T_k - 1} \{ \Phi \{ S^{K - 1} \} \Phi j \} \).

First, observe that it can be now easily verified that both the vectors \( u + w \) as well as \( \mu^2 u - w \) have the common support (for \( \mu \neq 0 \)) \( S' = I(\Phi \{ S^{K - 1} \}) \cup I(\Phi j) \) which corresponds to the support of 1 pseudo block of length \( L \) and \( \delta_{b, p, L, L'}(K, 1) \) by Lemma 4.3. On the other hand, if there is a nonempty overlap of the window \( j \) with \( I(\Phi \{ T^{K - 1} \}) \), then there can be overlap with at most one of the true clusters in \( I(\Phi \{ T^{K - 1} \}) \). Call that true cluster (i.e. the set of its indices) \( C' \). Now, there are two cases to consider. In one case if \( C' \) is a proper subset of the window \( j \), the set \( \bar{S} \) corresponds to the support of a PIBS vector with parameters \( (b, p, L, L' - K', 1) \), where \( K' \) is the number of true blocks in the cluster \( C' \). In this case, by Lemma 4.5 the matrix \( B \) satisfies PIBRIP with PIBRIC given by \( \delta_{b, p, L, L'}(K, 1) \), which is upper bounded by \( \delta_{b, p, L', L'}(K, 1) \) by Lemma 4.3. On the other hand, if \( C' \) has only partial overlap with the window \( j \), with say \( l' \) being the size of the overlap (clearly, \( 1 \leq l' \leq pb \leq L \), the set \( S \) corresponds to the support of a PIBS vector with parameters \( (b, p, L - l', L', K, 1) \).

In this case, by Lemma 4.5 the matrix \( B \) satisfies PIBRIP with PIBRIC given by \( \delta_{b, p, L', L'}(K, 1) \), which in turn is upper bounded by \( \delta_{b, p, L', L'}(K, 1) \) by Lemma 4.3. Therefore, using the expressions of \( u, w \) from Eqs. (7) and (8) and the fact that \( u \) and \( w \) are orthogonal, we obtain,
\[
\| B(u + w) \|_2^2 - \| B(\mu^2 u - w) \|_2^2
\]
\[
\geq (1 - \delta_{b, p, L, L'}(K, 1)) \| u + w \|_2^2
\]
\[
- (1 + \delta_{b, p, L', L'}(K, 1)) \| \mu^2 u - w \|_2^2
\]
\[
= (1 - \mu^4) \left[ 1 - \delta_{b, p, L, L'}(K, 1) \right] \| u \|_2^2
\]
\[
= (1 - \mu^4) \left[ 1 - \delta_{b, p, L', L'}(K, 1) \right] \| w \|_2^2
\]
\[
\geq 0.
\]

\footnote{It can be shown that by taking \( n \geq K' b + 2L' + K + 1 \) this property is satisfied.}
Now, using the expression of $\mu$ from Eq. (5), we obtain,
\[
\frac{1 + \mu^2}{1 - \mu^2} = \frac{\theta + (\sqrt{\theta} + 1 - 1)^2}{\theta - (\sqrt{\theta} + 1 - 1)^2} = \frac{2\theta + 2 - 2\sqrt{\theta} + 1}{2\sqrt{\theta} + 1 - 2} = \sqrt{\theta + 1} + 1.
\] (21)

Therefore, one can find a lower bound of the RHS of Eq. (10) as the following:
\[
\|B(u + w)\|_2^2 - \|B(u^2 - w)\|_2^2 \geq (1 - \mu^2) \|x\{s^{k-1}\}\|_2^2 (1 - \sqrt{\theta + 1}b_{p,L',L'}(K,1)).
\] (22)

Since, it is easy to verify that $|\mu| < 1$, and since the identity (10) and the inequality (22) hold true for all $j \in O_{Sk}$, it follows that
\[
\|Bu\|_2^2 - \sqrt{\theta} \|x\{s^{k-1}\}\|_2 \cdot \|\Phi_H(O_{Sk-1}(P_{T \setminus T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 \geq (1 - \sqrt{\theta + 1}b_{p,L',L'}(K,1)) \|x\{s^{k-1}\}\|_2.
\] (23)

Therefore, using (4), (23), and $Bu = P_{T^{k-1}} \Phi\{s^{k-1}\}$, it follows that
\[
\|\Phi_H(O_{Sk-1}(P_{T \setminus T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 \geq (1 - \sqrt{\theta + 1}b_{p,L',L'}(K,1)) \|x\{s^{k-1}\}\|_2.
\] (24)

Clearly, putting $\theta = d_k$ we recover the LHS of Eq. (3) from the LHS of Eq. (24). Consequently, we obtain,
\[
\|\Phi_H(O_{Sk-1}(P_{T \setminus T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 \geq (1 - \sqrt{d_k + 1}b_{p,L',L'}(K,1)) \|x\{s^{k-1}\}\|_2.
\] (25)

To find an upper bound on the RHS of inequality (5), we follow the derivation of the inequality (4.22) in [12]. First we note that there exists windows indexed by $i_0 \in O_{Sk-1}$, $j_0 \in O_{Sk-1}$ such that $\|\Phi_H(O_{Sk-1}(P_{T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 = \|\Phi_H[i_0]P_{T^{k-1}}\|_2$ and $\|\Phi_H(O_{Sk-1}(P_{T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 = \|\Phi_H[j_0]P_{T^{k-1}}\|_2$. Therefore,
\[
\|\Phi_H(O_{Sk-1}(P_{T^{k-1}}) \cdot \Phi\{s^{k-1}\})\|_2 = \|\Phi_H[i_0]P_{T^{k-1}}\|_2 + \|\Phi_H[j_0]P_{T^{k-1}}\|_2 \leq \sqrt{2} \|\Phi_H[i_0 \cup j_0]P_{T^{k-1}}\|_2.
\]

Let the set of indices corresponding to the true cluster having a non-empty overlap with window $w_k$ be denoted by $C_k$ and let $t (1 \leq t \leq p)$ be the number of true blocks in $C_k$. Clearly, $C_k \subset \beta^k$, where $\beta^k$ is the set of indices $I(w_k - 1) + 1 - (B_1 - 1), L(w_k - 1) - (B_1 - 1) + 2, \ldots, Lu_k + B - 1$. Note that the assumption that any two consecutive true clusters are separated by at least $L' = L + 2bp - b$ zeros ensures that the set $\beta^k$ does not have any overlap with a true cluster from $I(\Phi\{s^{k-1}\})$ other than $C_k$, that is, it ensures that $I(\Phi\{s^{k-1}\}) \cap \beta^k \setminus C_k = \emptyset$.

Let $W$ be the collection of all sets $S$ of size $B$ such that $S \subset \beta^k$ and such that $S$ covers $C_k$, i.e., $C_k \subseteq S$. On the other hand, let $W'$ be the collection of all sets $S'$ of size $B$ such
that $S' \subset \beta^k$ and that $S'$ does not cover $C^k$, i.e., $C^k \not\subseteq S'$. Then, a set $S \in W$ is selected at step $k (\geq 1)$ if and only if

$$\max_{S \in W} \| \Phi^H_S r^{k-1} \|_2 > \max_{S \in W} \| \Phi^H_{S'} r^{k-1} \|_2.$$  \hspace{1cm} (29)

Now, let $S_0 = \arg \max_{S \in W} \| \Phi^H_{S'} r^{k-1} \|_2$. Consider any $S'' \in W'$. Let $s' = |S'| \cap C^k$, $t' = |S' \cap S_0 \cap C^k|$. Note that

$$\| \Phi^H_{S'' \cap S_0} r^{k-1} \|_2 \geq \| \Phi^H_{S'' \cap S_0} r^{k-1} \|_2 \geq \sqrt{tb - s'} \min_{j \in C_k} \| \Phi_j r^{k-1} \| \hspace{1cm} (30)$$

where we have used $|C_k \setminus S''| = |C_k| - |C_k \cap S''| = tb - s'$. On the other hand, we have used $|S'' \setminus S_0| = |S''| - |S'' \cap S_0| = |S''| - |S'' \cap S_0 \cap C^k| - |S' \cap C^k| = pb - t' - s'$. Therefore, the inequality (29) is satisfied if

$$\| \Phi^H_{S'' \setminus S_0} r^{k-1} \|_2 \geq \sqrt{pb - s' - tb} \max_{l \in C_k} \| \Phi_l r^{k-1} \|.$$  \hspace{1cm} (31)

where we have used $|S_0 \cap S'_k| = |S_0| - |S_0 \cap S'_k| = |S_0| - |S_0 \cap S'_k \cap C^k| - |S'_k \cap C^k| = \sqrt{pb - t - s'} \max_{l \in C_k} \| \Phi_l r^{k-1} \|,$

where in the above we have used the fact that $0 \leq s' \leq tb - 1$ since, by definition, $S'$ does not cover $C^k$.

Now, note that $\sqrt{tb - s'} + \frac{p - t - b - 1}{b - s'} + 1$ is an increasing function of $s'$ so that $0 \leq t' = |S'_k \cap S_0 \cap C^k| \leq |C_k \cap S_0| = (p - t)b$. Since $s' \leq tb - 1$, we obtain that $\frac{tb - s'}{p - t - b - 1} \leq \frac{tb - s'}{b - s'} \leq t' + 1 \leq pb - b + 1$, where we have used the facts $t \geq 1$, $t' \geq 0$. Therefore, the inequality (32) is satisfied if

$$\min_{j \in C_k} \| \Phi_j r^{k-1} \| \geq \sqrt{b'} \max_{l \in C_k} \| \Phi_l r^{k-1} \|,$$

where $b' = pb - b + 1$.

Fix any $j_1 \in C_k$, $j_2 \in \beta^k \setminus C^k$. Now, we obtain

$$\langle \Phi_{j_1}, r^{k-1} \rangle - \sqrt{b'} \langle \Phi_{j_2}, r^{k-1} \rangle \geq \frac{\langle \Phi_{j_1}, P_{T^{k-1}} \Phi \{S^{k-1} \} x \{S^{k-1} \} \rangle}{F_1} - \sqrt{b'} \frac{\langle \Phi_{j_2}, P_{T^{k-1}} \Phi \{S^{k-1} \} x \{S^{k-1} \} \rangle}{F_2} - \left( \langle \Phi_{j_1}, P_{T^{k-1}} e \rangle \right) + \sqrt{b'} \left( \langle \Phi_{j_2}, P_{T^{k-1}} e \rangle \right).$$

Here, step (d) uses the expression for $r^{k-1}$ from Eq. (20) and the reverse triangle inequality and triangle inequality, respectively. We now proceed to find upper bounds of $F_2, F_3$ and a lower bound of $F_1$.

First consider $F_2$. To find its upper bound, a procedure exactly similar to the one used via (10), (22) and (23) to calculate an upper bound of a similar quantity $\| \Phi^H_{S'} \Phi \{s'^k \} x \{s'^k \} \|_2^2$ can be used. Since, like the window $[j]$ which is disjoint to $I(\Phi \{s'^k \})$, the column $j_2 \not\in I(\Phi \{s'^k \})$, this will imply simply replacing the windows $[j]$ of length $L$ by a window of length 1 consisting of the column $j_2$ only. We make corresponding changes in the definitions of $\mu, \eta, \kappa, w, B$ as given by (5), (6), (7), (8) and (9) respectively, by replacing $\theta$ by some positive number $\alpha$, $L$ by 1, and $[j]$ by $j_2$. To describe the structure of the PIBS vector that emerges as a result of a similar analysis, note that since $j_2 \in \beta^k \setminus C^k$, we always have $j_2 \notin I(\Phi \{T^k \})$. As a result, we have a PIBS vector with parameters $(b, p, 1, L', K, 1)$ (corresponding PIVRC: $\delta_{b,p,1,L'}(K,1)$). Consequently, following the steps of (10), (22) and (25), we obtain the following inequality (for an arbitrary positive number $\alpha$):

$$\| \Phi_{T^{k-1}} \Phi \{s'^k \} x \{s'^k \} \|_2^2 \geq \| x \{s'^k \} \|_2^2 \left(1 - \sqrt{\alpha} \left(1 - \delta_{b,p,1,L'}(K,1)\right)\right).$$

To find an upper bound of $F_3$, we derive:

$$\| \Phi^H_{T^{k-1}} e \|_2 \leq \sqrt{1 + B'} \| \Phi^H_{T^{k-1}} \Phi_U e \|_2,$$

where $U$ is the set of the indices $j_1, j_2$, and the last step follows from Lemma 4.5, which uses the observation that $I(\Phi \{T^k \}) \cup U$ corresponds to the support of a PIBS vector with parameters $(b, p, 1, L', (T^k \cup K) \setminus 2)$ (which is true because $j_1, j_2 \notin I(\Phi \{T^k \})$ and $j_1 \neq j_2$).

Now, we proceed to find a lower bound of $F_1$. For this, first we define, for any $z \in C, z \neq 0$, $\text{csgn} (z) = \frac{z}{|z|}$ (i.e., if $z = re^{i\theta}$, then $\text{csgn} (z) = e^{i\theta}$). Then recalling that $q^{k-1} = P_{T^{k-1}} \Phi \{s'^k \} x \{s'^k \}$, we have $F_1 = \| \langle \Phi_{j_1}, q^{k-1} \rangle \| = \langle s_{j_1} \Phi_{j_1}, q^{k-1} \rangle = \langle s_{j_1} \Phi_{j_1}, \Phi_{T^{k-1}} \Phi_{j_1}, q^{k-1} \rangle$, where, $s_{j_1} = \text{csgn} (\langle s_{j_1} \Phi_{j_1}, q^{k-1} \rangle)$. Also, for two vectors $x, y \in C^n$, if $\langle x, y \rangle$ is real, then we can write $\langle x, y \rangle = \frac{1}{2} \| x \|_2^2 + \| y \|_2^2 - \| x - y \|_2^2$. Then, defining $\alpha' = \alpha / B'$, we can write

$$F_1 = \| \Phi_{T^{k-1}} \Phi \{s'^k \} x \{s'^k \} \|_2^2 \geq \sqrt{\alpha'} \| x \{s'^k \} \|_2^2,$$

$$\left( \frac{1}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2 \left( \frac{4}{\alpha'} \| s_{j_1} \Phi_{j_1} \|_2^2 \right)^2 \left( \frac{4}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2,$$

$$\left( \frac{1}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2 \left( \frac{4}{\alpha'} \| s_{j_1} \Phi_{j_1} \|_2^2 \right)^2 \left( \frac{4}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2,$$

$$\| s_{j_1} \Phi_{j_1} \|_2^2 \left( \frac{4}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2,$$

$$\| s_{j_1} \Phi_{j_1} \|_2^2 \left( \frac{4}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2,$$

$$\| s_{j_1} \Phi_{j_1} \|_2^2 \left( \frac{4}{\sqrt{\alpha'}} \| x \{s'^k \} \|_2 \right)^2.$$
\[
\begin{align*}
&\frac{1}{\sqrt{\alpha'}} \left\| x \{S^{k-1}\} \right\|_2 - (1 + \delta_{b,p,1,L'}(K,0)) \left\| v \right\|_2^2. \\
&\text{Now observe that} \\
&\|v\|^2 = \|x \{S^{k-1}\}\|^2 - |x_j|^2 + |x_j - s_j \sqrt{\alpha'} \|x \{S^{k-1}\}\|_2 \frac{\sqrt{\alpha'}}{2} \\
&= \left(1 + \frac{\alpha'}{4}\right) \|x \{S^{k-1}\}\|^2_2 - \sqrt{\alpha'} \rho(s_j, x_j) \|x \{S^{k-1}\}\|_2.
\end{align*}
\]
\begin{equation}
\text{Therefore, from the inequalities} \ [34], \ [35], \ [36], \ [39], \ \text{and} \ [40], \ \text{one can deduce that,}
\begin{align*}
&\frac{1}{\sqrt{\alpha'}} \|x \{S^{k-1}\}\|_2 \left(1 - \frac{\alpha'}{4} \|x \{S^{k-1}\}\|^2_2 \right) \\
&= \left(1 + \frac{\alpha'}{4}\right) \|x \{S^{k-1}\}\|^2_2 - \sqrt{\alpha'} \rho(s_j, x_j) \|x \{S^{k-1}\}\|_2 \\
&\geq \left(1 + \frac{\alpha'}{4}\right) \|x \{S^{k-1}\}\|^2_2 - \sqrt{\alpha'} \rho(s_j, x_j) \|x \{S^{k-1}\}\|_2
\end{align*}
\end{equation}
\begin{equation}
\text{Hence, if for all} \ j_1 \in C^k, \ \left(1 - \delta_{b,p,1,L'}(\|T^{k-1}\|, 1) \right) |x_{j_1}| > \delta_{b,p,1,L'}(K,0) \|x_{j_1}\|^2_2, \ \text{then,} \ \|x_{j_1}\|^2_2 > \delta_{b,p,1,L'}(K,0) \sqrt{\epsilon_{K,b}}.
\end{equation}
\begin{equation}
\text{for all} \ j_1 \in C^k. \ \text{Now, let} \ x_{\min,k-1} = \min\{|x_j| : j \in I(\Phi \{S^{k-1}\})\}. \ \text{Then, if} \ v \in \mathbb{C}, \ \text{the following holds true:}
\begin{equation}
\|v\|_2 \leq \frac{\alpha'}{4}(1 + \delta_{b,p,1,L'}(\|T^{k-1}\|, 1)) \sqrt{\epsilon_{K,b}}.
\end{equation}
\begin{equation}
\text{Proof. See Appendix B for a proof of this claim.}
\end{equation}
\begin{equation}
\frac{1}{\sqrt{\alpha'}} \left\| x \{S^{k-1}\} \right\|_2 - (1 + \delta_{b,p,1,L'}(K,0)) \left\| v \right\|_2^2. \\
\end{equation}
\begin{equation}
\text{Finally, if} \ x, \ \Phi \ \text{have real valued entries, under the condition} \ \|P_{T^{k-1}} \phi_j\|^2 \|x_j\| > \|P_{T^{k-1}} \phi_j\| \|x_{j_1}\|, \ \text{one has} \ \|x_{j_1}\| \|x_j\| > \|x_{j_1}\| \|x_j\|. \ \text{Consequently, when} \ x, \ \Phi \ \text{have real entries,} \ \text{condition} \ [33] \ \text{is satisfied if the condition} \ [46] \ \text{is satisfied and if the right hand side of inequality} \ [41] \ \text{is made greater than or equal to 0, which is ensured by the following sufficient condition:}
\begin{equation}
\|x\| \leq \frac{\alpha'}{4}(1 + \delta_{b,p,1,L'}(\|T^{k-1}\|, 1)) \sqrt{\epsilon_{K,b}}.
\end{equation}
\end{equation}
In this section we claim that the conditions (16), and (17) follow from (46), since each cluster in $S^{k-1}$ might have non-zero overlap with at most two windows in $O_{g_k-1}$. Therefore, $\frac{\|x\|_2}{\sqrt{\|d_k\|}} \geq \frac{\sqrt{2B^2}}{\sqrt{2} + 1} (\sqrt{K + 1} - \frac{2\sqrt{2} + 1}{3}) > 0$, where step (g) uses the simple observation that $\frac{2\sqrt{2} + 1}{3} < \sqrt{2} \leq K + 1$ since $K \geq 1$. Then, using (17) and (16) it follows that

$$x_{\min} \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) = \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) = \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right)\frac{\sqrt{2B^2} + \sqrt{2} + 1}{3}$$

for all iterations $1 \leq k \leq K$. In the following $\delta$ will be used to denote $\delta_{b,p,L,L'}(K-1,2)$ unless otherwise specified.

E. Condition for overall success

In this section we claim that the conditions (16), and (17) stated in Theorem 4.1 simultaneously satisfy the inequalities (28), (46), and (50) for all iterations $1 \leq k \leq K$. Now, to show that (16) and (17) imply (46), we first observe that

$$\frac{K}{\sqrt{2B^2}} + \sqrt{(K + 1) + 1} > \sqrt{\frac{K}{2} - \frac{2B^2}{3}} \geq 0,$$

where step (g) uses $\delta < \frac{1}{\sqrt{2}}$ (which follows from (16) since $K \geq 1$), and the fact that the function $\delta^2 + (1 - \delta^2)^2$ is monotonically decreasing for $\delta \in [0, \frac{1}{\sqrt{2}}]$ with the minimum at $\frac{1}{\sqrt{2}}$, and step (h) uses the simple observation that $\frac{2\sqrt{2} + 1}{3} < \sqrt{2} \leq K + 1$ since $K \geq 1$. Then, using (17) and (16) it follows that

$$x_{\min} \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) = \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right)\frac{\sqrt{2B^2} + \sqrt{2} + 1}{3}$$

for all iterations $1 \leq k \leq K$. In the following $\delta$ will be used to denote $\delta_{b,p,L,L'}(K-1,2)$ unless otherwise specified.

We first verify that the inequality (28) is satisfied for all $1 \leq k \leq K$ under the conditions (16), and (17). Indeed, using Lemmas 4.4 and 4.2 we obtain $\delta_{b,p,L,L'}(K,1) = \delta_{b,p,L,L'}(K-1,2)$, and $\delta_{b,p,L,L'}(K,1) = \delta_{b,p,L,L'}(K-1,2)$, respectively. Moreover, for all $1 \leq k \leq K$, $d_k = [O_{g_k-1} \leq 2B^2 - c_k \leq 2T] = 2K$, since each cluster in $S^{k-1}$ might have non-zero overlap with at most two windows in $O_{g_k-1}$. Therefore, $\frac{\|x\|_2}{\sqrt{\|d_k\|}} \geq \frac{\sqrt{2B^2}}{\sqrt{2} + 1} (\sqrt{K + 1} - \frac{2\sqrt{2} + 1}{3}) \geq \frac{\sqrt{2B^2}}{\sqrt{2} + 1} (\sqrt{K + 1} - \frac{2\sqrt{2} + 1}{3})$, where the last two inequalities follow from condition (17) and the fact that $B' \geq 1$. After rearrangement, this results in the condition (28).

Now, to show that (16) and (17) imply (46), we first observe that

$$\frac{K}{\sqrt{2B^2}} + \sqrt{(K + 1) + 1} - \sqrt{\frac{K}{2} - \frac{2B^2}{3}} \geq 0,$$

where step (g) uses $\delta < \frac{1}{\sqrt{2}}$ (which follows from (16) since $K \geq 1$), and the fact that the function $\delta^2 + (1 - \delta^2)^2$ is monotonically decreasing for $\delta \in [0, \frac{1}{\sqrt{2}}]$ with the minimum at $\frac{1}{\sqrt{2}}$, and step (h) uses the simple observation that $\frac{2\sqrt{2} + 1}{3} < \sqrt{2} \leq K + 1$ since $K \geq 1$. Then, using (17) and (16) it follows that

$$x_{\min} \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) \geq \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right) = \max_{1 \leq k \leq K} \left( \frac{\sqrt{2B^2} + \sqrt{2} + 1}{3} \right)\frac{\sqrt{2B^2} + \sqrt{2} + 1}{3}$$

for all iterations $1 \leq k \leq K$. In the following $\delta$ will be used to denote $\delta_{b,p,L,L'}(K-1,2)$ unless otherwise specified.
\[ x_{\text{max},k-1} \sqrt{Bb \left( \frac{c_k}{B'} + 1 \right)} \quad \text{where } a, b \geq 0 \text{ in the RHS of the above inequality, we see that the above inequality implies the following:} \]
\[ \left( 1 + \frac{\delta^2}{(1 - \delta^2)^2} \right) x_{\text{max}} \]
\[ + \left( \frac{\sqrt{B b}}{1 + \delta} \right) \left( \frac{K(1 + \delta)}{B'} + \sqrt{K + 1 + 1} \right) \\
\]
desired signal structure and such that the signal is large enough to accommodate the

Fig. 2: Probability of recovery vs sparsity for $n = 200$, $m = 120$

Fig. 3: Probability of recovery vs sparsity for $n = 200$, $m = 160$

exercises, we generate random matrices with size $m \times n$, with i.i.d. Gaussian entries with zero mean and unit variance, and the columns are normalized to have unit norm. For the unknown signal, we generate a PIBS vector with parameters $(b, p, L, K, 0)$. Here the parameters $n, b, p, L, K$ are chosen such that the signal is large enough to accommodate the desired signal structure and $1 \leq p \leq K$. Once the support of such a vector is generated, the entries are filled randomly with values $\pm 10$. The results are averaged over 1000 such trials. All the experiments are carried out on MATLAB 2017a running on a Core i-5 Laptop with 8 GB RAM, 64 bit processor and 1.60 GHz processor speed.

We have conducted two sets of experiments with $n = 200$, and $m = 120$ and 160. In both of these experiments, we have fixed $b = 4$, and have taken $p = 1, 2$. The parameter $L$ is always taken to be $L = 8$. The sparsity $K$ is varied over the range 1 to 16. In these experiments, the TSGBOMP algorithm is executed with parameters $K, B = b p, L \geq b p$; and the algorithms GBOMP and BOMP are executed with parameter $b p$. In all these experiments, we see from the figures 2 and 3 that while both the algorithms GBOMP and TSGBOMP exhibit moderately well recovery of probability performance, the BOMP algorithm has abysmal performance in recovering the unknown vector. This is to be expected, as the BOMP algorithm was not designed to consider the recovery of SBS type vectors which might not exactly fit into prespecified block boundaries, and might have partial overlaps in consecutive blocks. Moreover, we see from figures 3a, 3b or from figures 3a, 3b that the recovery performances of TSGBOMP and GBOMP improve significantly when $p$ is increased. This improvement can be explained by the fact that increasing $p$ produces PIBS vectors with larger nonzero (true) blocks with size varying from $b$ to $b p$, while keeping the total size of the sum of the nonzero blocks to $K b$. This implies that once a true block is found, more than one blocks of size $b$ are found, which reduces the chance of detection of false blocks, thereby increasing the chance of signal recovery.

APPENDIX A

PROOFS OF THE LEMMAS IN SECTION IV-A.2

A. Proof of Lemma 4.2

From the Definition 4.1, $\delta \geq \delta_{b, p, L, L'}(K, R)$, for every PIBS vector $x \in \mathbb{C}^n$ with parameters $(b, p, l, l', k, r)$, $0 \leq k \leq K$, $0 \leq r \leq R$. If $S$ be the support of the vector $(S \in \cup_{r=0}^{R} \cup_{k=0}^{K} \bigcup_{(k, r)} S_{b, p, L, L'}(K, R))$, then, $\delta_{b, p, L, L'}(K, R) \|x\|_2 = \delta_{b, p, L, L'}(K, R) \|x_S\|_2 \geq \|x_S^H (\Phi_S^H \Phi_S - I_{|S| \times |S|}) x_S\|_2 = \|\Phi x_S\|_2 - \|x\|_2^2$, which follows from the definition of the operator norm. From this, the inequality (12) follows trivially for any $\delta \geq \delta_{b, p, L, L'}(K, R)$.

B. Proof of Lemma 4.2

The proof follows immediately after writing down the expressions for $\delta_{b, p, L, L'}(K_i, R_i)$, $1 \leq i, j \leq 2$ using Eq (11) from definition 4.1 and subsequently noting that if $K_i$ (resp. $R_i$) $\leq K_j$ (resp. $R_j$) then the collection of sets over which the search for $\delta_{b, p, L, L'}(K_j, R_j)$ is conducted is a superset of the collection of sets over which $\delta_{b, p, L, L'}(K_i, R_i)$ is searched.

C. Proof of Lemma 4.3

Choose some $k, r$ such that $0 \leq k \leq K$, $0 \leq r \leq R$, $R = 0, 1, 2$. Let $S \subset [n]$ be an arbitrary set $S \in \Sigma_{b, p, L, L'}(k, r)$. Then, the Lemma 4.3 will be proved if we can prove that $\|\Phi_S^H \Phi_S - I_S\|_{2 \rightarrow 2} \leq \delta_{b, p, L, L'}(K, R)$, i.e.,
if we can show that there exists a set $S' \subset [n]$ such that $S' \in \bigcup_{k=0}^{K} \bigcup_{r=0}^{R} \Sigma_{b,p,l',L'}(k,r)$ and $\| \Phi^H_S \Phi_S - I_S \|_{2 \rightarrow 2} \leq \| \Phi^H_{S'} \Phi_{S'} - I_{S'} \|_{2 \rightarrow 2}^{'r'}$, which in turn, will be proved if one can show that $S' \subset S$ for some $S' \in \Sigma_{b,p,l',L'}(k',r')$ for some $0 \leq k' \leq K$, and $0 \leq r' \leq R$.

If $R = 0$, we must have $r = 0$. Then, the set $S$ corresponds to indices of true clusters only, in which case one can simply take $S' = S$ to prove the above claim.

If $R = 1$, one can have $r = 0, 1$. The case $r = 0$ is already considered. For $r = 1$, given $S \in \Sigma_{b,p,l',L'}(k,r)$, it is always possible to construct at least one $S' \in \Sigma_{b,p,l',L'}(k',r')$ with $r' = 1$, which covers $S$, i.e., $S \subset S'$. To show this, we define the leading signal edge and the trailing signal edge respectively as the subset of $[n]$ lying between the first and after the last true cluster. Let the corresponding lengths be $l_1$ and $l_2$ respectively. Then, for $r = 1$, if the pseudo block lies between two true clusters, or, in the leading (trailing) signal edge with $l_1 \geq L'$ ($l_2 \geq L'$), it can be covered by a larger pseudo block of size $L'$ without disturbing the true clusters. If, on the other hand, it lies in the leading signal edge with $l_1 < L'$, one has to move the first true cluster of $S$, of size, say, $f_1$, to the front (i.e., from index 1 to $f_1$), followed by a larger pseudo block of size $L'$ while retaining other true clusters of $S$ (if it lies in the trailing signal edge with $l_2 < L'$, similar treatment in the opposite direction may be used). It is easy to see that the $S'$ created in all the above cases contains $S$.

For $R = 2$, one can have $r = 0, 1, 2$. It is sufficient to consider the case $r = 2$ as the constructions for $S'$ for $r = 0, 1$ have already been described before. For $r = 2$, there are two nontrivial cases (other cases are straightforward and can be handled by direct application of the above arguments). First, consider the case where one pseudo block lies in one signal edge with $l_1 < L'$ while the other one lies in the immediate next inter-cluster space. In this case, as above, we move the first true cluster of $S$ to the front (i.e., from index 1 to $f_1$), followed by a larger pseudo block of size $L'$. If the starting index of the second pseudo block of $S$, say, $n_1 (n_1 \geq l_1 + f_1 + 1)$ is such that $n_1 \leq L' + f_1$, then the first $L' + f_1$ indices have a non-empty overlap with the second pseudo block in $S$. In such case, we place the large pseudo block of size $L'$ from the $(L' + f_1 + 1)$st index, else, it is placed from index $n_1$. It is easy to see that these $L'$ indices cover the second pseudo block of $S$. In both cases, if these $L'$ indices do not overlap with the second true cluster in $S$, then the first $L' + f_1$ indices along with these $L'$ indices cover the two pseudo blocks as well as the first true cluster in $S$, and so these indices, along with the support of the other clusters of $S$ generate the desired $S'$. Otherwise, instead of using $L'$ indices to place the second large pseudo block, we consider $L' + f_2$ indices where the first $f_2$ indices support the second true cluster and the subsequent $L'$ indices support the second large pseudo block. Clearly, this results in a desired $S'$ that covers $S$. The other nontrivial case for $r = 2$ occurs when both the pseudo blocks in $S$ lie in the same inter-cluster space. Here, we start from the first index of the first pseudo block of $S$ and cover it by $L'$ indices, placing the first large pseudo block there. If this does not overlap with the second pseudo block, we cover the second pseudo block with another set of $L'$ indices starting from its first index and place the second pseudo block there, else we start from right after the first set of $L'$ indices. Again, if the second pseudo block overlaps with the next true cluster (of size, say, $f_3$), instead of $L'$ indices, we consider a set of $L' + f_3$ indices to support first the true cluster and then the second pseudo block of size $L'$ (in case the first set of $L'$ indices itself overlaps with the next true cluster, we readjust it so that it covers both the pseudo blocks and remains confined in the inter-cluster space). Clearly, in all the above cases, a desired support set $S'$ is generated that contains $S$. This proves the Lemma.

D. Proof of Lemma 4.3

Consider a PIBS vector with parameters $(b, p, L', L', K, 1), \ K \geq 1$ and let $S$ denote its support set. The solitary pseudo block may lie either in between two consecutive true clusters or beside just one true cluster. Since we are dealing with both $\delta_{b,p,L',L'}(K, 1)$ as well $\delta_{b,p,L',L'}(K - 1, 2)$, it is implicit that the size of the index set $n$ is large enough to accommodate both $K$ true blocks together with one pseudo block of size $L'$, as well as $K - 1$ true blocks together with two pseudo blocks of size $L'$ each. It then easily follows that $b$ consecutive indices (i.e., one true block) either from the front of the true cluster to the left or from the rear of the true cluster to the right can be covered by part of a pseudo block of size $L'$, with the remaining part of the pseudo block of size $(L' - b)$ supported in the inter-cluster space. This results in a support set $S'$ with $S \subset S'$ and thus, $\delta_{b,p,L',L'}(K, 1) \leq \delta_{b,p,L',L'}(K - 1, 2)$.

E. Proof of Lemma 4.5

The proof extends the arguments of the proof of Lemma 5 of [30] with modifications to the PIBS structure. Since $P_{S_1} \Phi_{S_2} \Phi_{S_1} = P_{S_1} \Phi_{S_2} \Phi_{S_1} \Phi_{S_2} \Phi_{S_1}$, one can partition the matrix $\Phi_S = \Phi_S \Phi_{S_1} \Phi_{S_2} \Phi_{S_1}$ where, for brevity, we have written $\Phi_{S_1} = I(\Phi_{S_1} \Phi_{S_2})$. This representation of $\Phi_S$ will then be used, as in [30], to determine that the minimum eigenvalue of $\Phi_{S_2} \Phi_{S_1} \Phi_{S_1} \Phi_{S_2} \Phi_{S_1}$ is lower bounded by the minimum eigenvalue of $\Phi_{S_1} \Phi_{S_1}$, and the maximum eigenvalue of $\Phi_{S_1} \Phi_{S_1}$ is upper bounded by the maximum eigenvalue of $\Phi_{S_2} \Phi_{S_1} \Phi_{S_1} \Phi_{S_2} \Phi_{S_1}$ by definition. 4.1 Once again for the matrix $P_{S_1} \Phi_{S_1} \Phi_{S_1} \Phi_{S_1}$ one concludes that $\delta_{b,p,L',L'}(K, R) \geq \| \Phi_{S_2} \Phi_{S_1} \Phi_{S_1} \Phi_{S_1} - I \|_{2 \rightarrow 2} \| \Phi_{S_1} \Phi_{S_1} \|_{2 \rightarrow 2}$ (Here we have used the fact that $P_{S_1} \Phi_{S_1} = P_{S_1} \Phi_{S_1}$). Then, using Lemma 4.1 for the matrix $P_{S_1}, \Phi_{S_1} \Phi_{S_1}$, the result follows.

F. Proof of Lemma 4.6

Note that the vectors $u$ and $v$ are orthogonal since they are supported on $S_2$ and $S_3$ respectively, which are disjoint. Therefore, writing $S' = S_2 \cup S_3$, one obtains, $\| P_{S_1} \Phi \|_{2 \rightarrow 2}$.
where the last step uses Lemma 4.5. Since \( I(\Phi \{ S_1 \}) \cup S' \) is the support of a PIBS vector with parameters \((b, p, l', k, r)\), \(0 \leq k \leq K\), \(0 \leq r \leq R\).

**G. Proof of Lemma 4.7**

A similar result has been proved in [29] in the context of sparse vectors. We prove this result here using Wielandt’s theorem [31] Theorem 7.4.34, which states that for any two vectors \(u, v \in \mathbb{C}^n\), that are orthogonal, i.e., \( \langle u, v \rangle = 0\), and for any Hermitian positive definite matrix \( B \in \mathbb{C}^{n \times n}\), one has

\[
|u^H Bu|^2 \leq \left( \frac{\max\{B\} - \min\{B\}}{\lambda_{\max}(B)} \right)^2 (u^H Bu)^2,
\]

(68)

Now, \( \| P_{\delta}^S \phi_j \|_2^2 = 1 - \| P_{\delta}^S \phi_j \|_2^2 \). One can express \( P_{\delta}^S \phi_j \) as \( \Phi \{ S \} \) \( z \in \mathbb{C}^n \) supported on \( S \). Define \( S' = I(\Phi \{ S \}) \cup \{ \} \). Then, \( \| P_{\delta}^S \phi_j \|_2^2 = \langle P_{\delta}^S \phi_j, \phi_j \rangle = \langle \Phi_S^z \phi_j, \phi_j \rangle \), where \( e_j \in \mathbb{C}^n \), with \( e_j \in 1\), and \( e_j \) \( l = 0 \) for all \( l \neq j, l \in [n] \). Note that \( z, e_j \) \( 0 \), since \( j \notin I(\Phi \{ S \}) \). By assumption, \( S' \) can be associated with a PIBS vector with parameters \((b, p, l', k, 1)\), \(0 \leq k \leq K\). Since \( \delta_{b, p, l', l}(K, 1) < 1\), we have

\[
1 - \delta_{b, p, l', l}(K, 1) \leq \min\{\delta_{b, p, l', l}(K, 1)\} \leq \delta_{b, p, l', l}(K, 1).
\]

(69)

Now we use the Wielandt’s theorem where in [68], we replace \( B, u \) and \( v \) respectively by \( \Phi_{\delta}^S \phi_j, z_{\delta}^S, e_j \phi_j \), from above, we have, \( \lambda \leq \delta \). From this and the fact that \( f(\lambda) = \frac{\lambda^2}{1 - \lambda^2} \) is an increasing function in \( \lambda \), from (68), we have

\[
\| P_{\delta}^S \phi_j \|_2^2 \leq \delta_{b, p, l', l}(K, 1) \| \Phi_S^z \phi_j \|_2^2 \| \phi_j \|_2 = \delta_{b, p, l', l}(K, 1) \| \Phi_S^z \phi_j \|_2 \quad \Rightarrow \quad \| \Phi_S^z \phi_j \|_2 \leq \delta_{b, p, l', l}(K, 1),
\]

where we have used the fact that \( \| \phi_j \|_2 = 1 \), and \( \Phi_S^z = P_S \phi_j \). Hence (15) follows.

**APPENDIX B**

**PROOF OF LEMMA 4.8**

Let \( v = w/z = R e^{i \theta} \). Then,

\[
\Re \left( \frac{z + w}{z + w^*} \right) = \frac{|z| \Re \left( \frac{1 + v}{1 + \bar{v}} \right)}{\sqrt{1 + R^2 + 2R \cos \theta}}.
\]

(70)

Now, if \( v \) is real, \( \theta = \pi l \) for some integer \( l \), so that, for real \( v \), using the fact that \( R \in [0, 1] \),

\[
\frac{1 + R \cos \theta}{\sqrt{1 + R^2 + 2R \cos \theta}} = \frac{1 + R}{\sqrt{1 + R^2}} = 1.
\]

(71)

On the other hand, for general \( v \), for a fixed \( R \in [0, 1] \), we consider the function

\[
f(\theta) = \frac{1 + R \cos \theta}{\sqrt{1 + R^2 + 2R \cos \theta}}.
\]

(72)

Note that

\[
f(\theta) = \frac{1}{\sqrt{2}} \left[ \sqrt{R \cos \theta + \frac{R^2 + 1}{2}} + \frac{\sqrt{R^2 + 1}}{R \cos \theta + \frac{R^2 + 1}{2}} \right],
\]

where \( \tau(x) = x + (1 - x^2) \). Therefore, finding the minimum non-negative value of \( \tau \) is equivalent to finding the minimum non-negative value of \( \tau(x) \), for \( x = \sqrt{R \cos \theta + \frac{R^2 + 1}{2}} \).

(73)

Therefore, as \( R \leq 1 \), the minimum non-negative value of \( \tau \) is obtained when \( R \cos \theta + \frac{R^2 + 1}{2} = 1 - R^2 \), i.e., when \( \cos \theta = -R \).

(74)

**APPENDIX C**

**PROOF OF THEOREM 5.1**

Let \( F \) be the distribution function of \( \delta_{b, p, l', l}(K - 1, 2) \). For simplicity of writing, in the sequel, we will denote \( \delta_{b, p, l', l}(K - 1, 2) \) by \( \delta \).

Let \( \zeta \) denotes the probability density function associated to the random variable \( \frac{x_{\min}}{x_{\max}} \), then, using the independence of the random variables \( x_{\min} \) and \( \delta \), one can write,

\[
P \left( x_{\min} > f_K(\delta) \right) \leq \frac{1}{\sqrt{2K + 1}}
\]

\[
= 1 - \int_0^{f_K(\delta)} P(\delta \geq \delta_0) \zeta(f_K(\delta_0)) f_K'(\delta_0) d\delta_0 - P \left( \delta \geq \frac{1}{2K + 1} \right),
\]

(75)

where we have used the fact that \( f_K^{-1}(0) = 0 \). Now, we proceed to find a lower bound of the above expression by finding an upper bound on the complementary CDF of \( \delta \), that is, we find an upper bound of the tail probability \( P(\delta > \delta_0) \). In order to do so, we adopt the approach used in the proof of Proposition 3 of [13]. However, our analysis will involve computing a quite different combinatorial quantity that expresses the number of ways the support of a PIBS vector can be generated.

Now recalling the definition 4.1 and Lemma 4.2, it can be observed that, for any \( b, p \geq 1, l, k, r \geq 0 \), whenever \( k \leq k' \) and \( r \leq r' \), for any subset \( S \in \Sigma_{b, p, l, l}(k, r) \), there is a subset \( S' \in \Sigma_{b, p, l, l}(k', r') \) such that \( S \subseteq S' \). Hence, \( \delta = \max_{S' \in \Sigma_{b, p, l, l}(k, r)} \delta_{\min}(\Phi_S) \), where \( \delta_{\min}(\Phi_S) \) is the maximum singular value of \( \Phi_S \), and \( \delta_{\min}(\Phi_S) \) is the minimum (positive) singular value of \( \Phi_S \). Then, it follows that

\[
P(\delta > \delta_0) = P(\delta > \delta_0) + P(\delta^2 < 1 - \delta_0).
\]

(76)

Let \( \gamma = \sqrt{1 + \delta_0} - 1 \). Then, note that \( \delta^2 < 1 - \delta_0 \) implies that \( \delta < 1 - \gamma \), since \( (1 - \gamma)^2 - (1 - \delta_0) = (2 - \sqrt{1 + \delta_0})^2 - (1 - \delta_0) = 4 - 4\sqrt{1 + \delta_0} + 2\delta_0 = 2(\sqrt{1 + \delta_0} - 1)^2 > 0 \). Therefore,

\[
P(\delta > \delta_0) \leq P(\delta > 1 + \gamma) + P(\delta < 1 - \gamma),
\]

(77)

Clearly, we need \( \gamma < 1 \), which is ensured if \( \delta_0 < 3 \). Now, using the result from Davidson and Szarek [32, 33] along
with the analysis that produced Eq (78) in [13], it follows that,
\[ P(\tau > 1 + \lambda + t) \leq N_{b,p,L}(K - 1, 2)e^{-mt^2}, \quad (t > 0). \]
where \( \lambda = \sqrt{(K - 1)b + 2L'/m} \) and \( N_{b,p,L}(K - 1, 2) \) is the number of ways of choosing supports for a PIBS vector with parameters \((b, p, L', K - 1, 2)\). Here it is assumed that \((K - 1)b + 2L' \leq m\). Similarly, it can be derived that
\[ P(g < 1 - \lambda - t) \leq N_{b,p,L}(K - 1, 2)e^{-mt^2}, \quad (t > 0). \]
(79)

Thus, from inequality (77):
\[ P(\delta > \delta_0) \leq 2N_{b,p,L}(K - 1, 2)e^{-mt^2}, \quad (80) \]
whenever \( \lambda + t = \gamma \), or equivalently, \( t = \sqrt{1 + \delta_0 - (1 + \lambda)} \).
Note that \( \nu = \gamma^2 + 2\lambda \). Furthermore, as \( \delta_0 < \int_{K - 1}^{K}(1) \), if we choose \( b, p, L, K, m \) such that \( \nu < \rho < 3 \), where \( \rho = F^{-1}(1) \), we obtain, \( \delta_0 \in [\nu, \rho] \). Therefore, as long as \( \delta_0 \in [\nu, \rho] \), the following holds:
\[ P(\delta > \delta_0) \leq 2N_{b,p,L}(K - 1, 2)e^{-m[\sqrt{1 + \delta_0} - (1 + \lambda)]^2}. \quad (82) \]
We now find an upper bound on \( N_{b,p,L}(K - 1, 2) \). In Appendix D we have established the following upper bound on \( N_{b,p,L}(K, R) \):

**Proposition C.1:** If \( L \geq pb, (R + 1)p \leq K \), then \( N_{b,p,L}(K, R) < \exp[A(p, K, R) + KC(p)] \)
\[ + K \ln(pD(n, b, K, L')/E(L'), \quad (83) \]
where \( A(p, K, R) = \frac{\ln(pD(n, b, K, L')/E(L'))}{2\rho + 1} + R, \quad C(p) = \ln p + 218 - 1/p, \quad D(n, b, K, L') = n - K + b + L', \quad E(L') = L' - 1. \]

Hence, assuming that \( 3p + 1 \leq K \), we have \( N_{b,p,L}(K - 1, 2) < \exp[(A + KC + Kn(pD/K - E)) = e^{h(b,p,L',K,R)}, \]
where \( h(b, p, L', K, R) = A + KC + Kn(pD/K - E), \) and \( A = \frac{3pK + 2}{2(\rho + 1)} + 1, \quad C = \ln p + 218 - 1/p, \quad D = n - (K - 1)b + L', \quad E = L' - 1. \)

Now, note that, since we have assumed that \( \delta_0 \geq \rho \), we have, for any \( \delta_0 \in [\nu, \rho] \),
\[ \sqrt{1 + \delta_0} - (1 + \lambda) \geq \frac{\delta_0 - \nu}{1 + \lambda + \sqrt{1 + \rho}}. \quad (84) \]
Therefore, from Proposition C.1 one obtains, for any \( \delta_0 \in [\nu, \rho] \),
\[ P(\delta > \delta_0) \leq 2e^{h(b,p,L',K,R)}e^{-\frac{m(\delta_0 - \nu)^2}{(1 + \lambda + \sqrt{1 + \rho})^2}}, \quad (85) \]
where \( c_1 = 2e^{h(b,p,L',K,R)}, \quad c_2 = \frac{m}{(1 + \lambda + \sqrt{1 + \rho})^2} \).

Consequently, assuming that way that there exists \( c_0 > 0 \) such that
\[ \nu + c_0 < \frac{1}{\sqrt{2K + 1}} < \rho, \quad (86) \]
we obtain,
\[ P(\delta > \frac{1}{\sqrt{2K + 1}}) \leq c_1e^{-c_2\delta^2}. \quad (87) \]
Furthermore, from (75), we obtain, for any \( \epsilon > 0 \)
\[ P(x_{\min} < f_\kappa(\delta)x_{\max}) \]
\[ > 1 - \int_0^{\epsilon + \nu} 1 - \zeta(f_\kappa(\delta_0))f'_\kappa(\delta_0)d\delta_0 \]
\[ - \int_{\nu + \epsilon}^\rho c_1e^{-c_2(\delta_0-\nu)^2}\zeta(f_\kappa(\delta_0))f'_\kappa(\delta_0)d\delta_0, \]
\[ > 1 - P\left(\frac{x_{\min}}{x_{\max}} < f_\kappa(\nu + \epsilon)\right) \]
\[ - c_1e^{-c_2\epsilon^2}P\left(f_\kappa(\nu + \epsilon) < \frac{x_{\min}}{x_{\max}} \leq 1\right) \]
\[ = g(f_\kappa(\nu + \epsilon))(1 - c_1e^{-c_2\epsilon^2}), \quad (88) \]
where \( g \) is the complementary CDF of the random variable \( \frac{x_{\min}}{x_{\max}} \), i.e., for any \( a \in [0, 1] \), \( g(a) = P\left(\frac{x_{\min}}{x_{\max}} > a\right) \). Therefore, from Eqs. (86) and (88) we obtain the bound (63).

We now find upper and lower bounds of \( g \) as below. In order to do so, first observe that the function \( g \) can be expressed as below:
\[ g(a) = \sum_{i=1}^{Kb} P\left(\cap_{j \neq i} \left| x_i \right| \leq \frac{\left| x_j \right|}{a}\right) \]
\[ \overset{(v_1)}{=} Kbp\left(\cap_{j > 1} \left| x_1 \right| \leq \frac{\left| x_j \right|}{a}\right) \]
\[ \overset{(v_2)}{=} Kb \int_0^\infty P\left(p \leq X \leq \frac{z}{a}\right) dF_Z(z). \quad (89) \]
Here, the steps \((v_1) \) and \((v_2) \) follow from the fact that the random variables \( x_1, \ldots, x_{Kb} \) are i.i.d. and have half normal distribution, i.e., the density of \( X, Z \) is given by
\[ p(u) = \sqrt{\frac{2}{\pi}} e^{-u^2/2}, \quad u \geq 0. \]
Therefore, from (89) we obtain that
\[ g(a) = KbE_Z\left(\mathbb{E}\left(\mathbb{1}\left\{ Z < \frac{Z}{a}\right\}\right)\right)^{Kb-1} \]
\[ \overset{(v_3)}{=} Kb \mathbb{E}\left(\mathbb{E}\left(\mathbb{1}\left\{ Z < \frac{Z}{a}\right\}\right)\right)^{Kb-1} \]
\[ \overset{(v_4)}{=} Kb \int_0^{\frac{1}{a}} \left(1 - \int_0^{\frac{1}{a}} dt\right)^{Kb-1} \]
\[ \overset{(v_5)}{=} Kb \left(\frac{1}{2} - \frac{1}{2}\right)^{Kb-1} \]
\[ \overset{(v_6)}{=} Kb^\frac{2}{\pi} \cot^{-1} a - \frac{1}{2}. \quad (90) \]
Here, the step \((v_3) \) follows from Jensen’s inequality, since, when \( x \geq 0 \), the function \( x^2 \) is convex for all \( r \geq 1 \) and we consider \( Kb \) as integer \( 5 \). In \((v_3) \) the random variable \( F := \frac{X^2}{X^2 + 1} \) is used, which has \( F \)-distribution, with parameters \((1, 1)\), as it is a ratio of two i.i.d. \( \chi^2 \) random variables with degrees of freedom 1. Step \((v_5) \) uses the expression for the cumulative density function \( (CDF) \) of a \( F \)-distributed random variable, which involves the regularized incomplete beta function \( I_a(b, a) \) \( 34 \) which is defined, for \( a, b > 0, x \geq 0 \), as \( I_a(b, a) = \frac{B(x; a, b)}{B(a, b)} \), where \( B(x; a, b) = \int_0^x t^{a-1}(1-t)^{b-1}dt \) is the incomplete beta function \( 35 \), and \( B(a, b) = B(1, a, b) \) is the beta function. Finally \((v_6) \) uses the fact that, \( \forall x \geq 0, I_a(b, a) = \frac{x}{a} \sin^{-1} \sqrt{x}, \) and that \( \sin^{-1}(\frac{1}{x^2 + 1}) = \cot^{-1} a, \) both of which can be easily verified.

Similarly, we can find an upper bound on \( g \) as below:
\[ g(a) \]
\[ \overset{(5)}{=} \text{For the case } Kb = 1 \Leftrightarrow K = 1, b = 1, \frac{x_{\min}}{x_{\max}} = 1, \text{ so that } g(a) = 1, \forall a \in [0, 1] \text{ trivially} \]
\[
\begin{align*}
&\left(\psi_7\right) \leq K b \left( E_Z \left( E_X \left( 1 \left\{ Z < X < \frac{Z}{a} \right\} \right) K^{b-1} \right) \right) \\
\left(\psi_8\right) &\equiv K b \mathbb{P} \left( 1 < F \leq \frac{1}{a^2} \right) \\
&= K b \left( 2 \pi \cot^{-1} a - \frac{1}{2} \right). 
\end{align*}
\]

Here step \(\psi_7\) again uses the convexity of the function \(x^r, r \geq 1\), and step \(\psi_8\) uses the definition of the \(F\)-distributed random variable \(X\) as defined before while deriving the inequality \(90\).

**APPENDIX D**

**FINDING UPPER BOUND ON** \(N_{b,p,L}(K,R)\)

Let \(S\) be a support for a PIBS vector with parameters \((b, p, L', L, K, R)\), with \((R+1)p \leq K\). We will find the number of all such possible supports \(S\).

The support \(S\) correspond to the \(k\) true clusters, with sizes \(b_1, \ldots, b_k\), such that \(1 \leq j_s \leq p\), for all \(s = 1, \ldots, k\), and \(\sum_s j_s = K\). Note that we must have \([K/p] \leq k \leq K\), so that \(kp \geq K\). And between any two consecutive such clusters, there are at least \(L'\) indices (which correspond to either some pseudoblocks or by zeros). The rest of the \(n-Kb\) indices contain \(R\) non-overlapping pseudoblocks scattered in these \(k+1\) places in between the clusters and possibly beside the clusters around the edges (see the structure of a PIBS vector in Fig.\[\ldots\]). Let the number of pseudoblocks in those \(k+1\) places be denoted by \(l_1, \ldots, l_{k+1}\), and the number of zeros in those places be denoted by \(z_1, \ldots, z_{k+1}\). According to the PIBS structure, \(l_1, \ldots, l_{k+1}, z_1, \ldots, z_{k+1} \in S_{2,t}\), where

\[S_1 = \{l = (l_1, \ldots, l_{k+1}) : l_j \geq 0, 1 \leq j \leq k+1, \sum_{j=1}^{k+1} l_j = R\},\]

\[S_{2,t} = \{z_1, \ldots, z_{k+1} : z_j \geq 0, z_{k+1} \geq 0, z_j \geq t_j, j = 2, \ldots, k\},\]

\[
\sum_{j=1}^{k+1} z_j = p, 
\]

where \(P = n - K b - L'R, J_j = (L'(1-l_j))^+, j = 2, \ldots, k,\) and \((x)^+ = \max\{x, 0\}\) for all \(x \in \mathbb{R}\). Thus, given \(k\) and \(j_1, \ldots, j_k,\) the number of ways \(l_1, \ldots, l_{k+1}, z_1, \ldots, z_{k+1}\) can be chosen so that they satisfy the above mentioned constraints, is given by \(N_{j_1, \ldots, j_k, L'}(K, R) = \sum_{t \in S_1} |S_{2,t}|\). Using the generating function technique [36, Chapter 1], and using \(kp \geq K\), it can be shown that \(S_2(l_1, \ldots, l_{k+1})\) is the coefficient of \(x^P\) in the expansion of the formal power series \((1 + x + x^2 + \cdots) \cdot \prod_{j=2}^{k+1} (x^{j+1} + x^{j+1} + \cdots)\).

\[
(1 + x + x^2 + \cdots) = 2 \sum_{j=1}^\infty x^{2j} (1-x)^{-(j+1)}. 
\]

Therefore, \(|S_2(l_1, \ldots, l_{k+1})| = \binom{k+p-s_{k+1}}{s_{k+1}}\). Furthermore, observe that \(s_{k+1} = 1\) if \(q = \frac{Q}{p}\), where \(Q = \{j : 2 \leq j \leq k, J_j \geq 1\}\). Note that for a fixed \(q\), there are \(\binom{k}{q+1}\) such sets \(Q\) where \(l_j \geq 1\) for \(j \in Q\). For each such choice of \(Q\), the number of solutions of the equation \(\sum_{j=1}^{k+1} l_j = R\), such that \(l_1, l_{k+1} \geq 0, \) and \(l_j \geq 1\) for \(j \in Q\), is the coefficient of \(x^R\) in the expansion of \((1-x)^{-q+2}. (x+x^2+\cdots)^q = x^q(1-x)^{-q+2}\). Hence, for a fixed \(q, Q\), the total number of such \(l_1, \ldots, l_{k+1}\) is \((q^2 + R - q - 1) = \binom{R+1}{q}\). Furthermore, note that the minimum value of \(q\) can be \(1\), when all the pseudoblocks are packed into one of the \(k+1\) inter-cluster spaces. Moreover, the maximum value of \(q\) can be \(R\) since it is possible that all the \(R\) pseudoblocks are accommodated among the available spaces in between the true clusters, since we have \(R \leq k - 1\), as we have assumed that \(R \leq k/p - 1 \leq k - 1\). Thus, one obtains,

\[
N_{j_1, \ldots, j_k, L'}(K, R) = \sum_{q=1}^{R} \left( \binom{k-1}{q} \left( \binom{R+1}{q} \left( \binom{k+P-L'(k-1-q)}{R-q} \right) \right) \right). 
\]

To find an upper bound on \(N_{j_1, \ldots, j_k, L'}(K, R)\), we note that \((k+P-L'k(1-q)) \leq (k+P-L'k+L'+R)|k\), and use the identity \(\sum_{j=0}^{k} \left( \binom{m}{k-j} \right) = \binom{m}{k}\), to obtain

\[
N_{j_1, \ldots, j_k, L'}(K, R) \leq \left( k + P - L'k + L' + R \right)^k \left( \binom{R+k}{k} \right) - (R+1) \leq e^k \left( L' + L'R + P \right)^k - (L'-1)^k \left( e^R(1+k/R) - (R+1) \right),
\]

where in the last step we have used the inequality \(\left( \binom{m}{k} \right) \leq (en/k)^k\).

Now, note that this many solutions for the arrangements of the pseudoblocks is obtained for a fixed \(k\) and \(j_1, \ldots, j_k\), such that \(1 \leq j_s \leq p\) for \(1 \leq s \leq k\), and \(\sum_{s=1}^{k} j_s = K\). Now, note that the number of solutions to the equation \(\sum_{s=1}^{k} j_s = K\) such that \(1 \leq j_s \leq p\), \(1 \leq s \leq k\), is equal to \(p^k\mathbb{P} \left( \sum_{s=1}^{k} X_s = K \right)\), where \(X_s, 1 \leq s \leq k\) are i.i.d. discrete random variables with \(\mathbb{P}(X_1 = j) = \frac{1}{p}\), where \(1 \leq j \leq p\). We proceed to find upper bound on the quantity

\[
\mathbb{P} \left( \sum_{s=1}^{k} X_s = K \right).
\]

First observe that \(\mathbb{E}(X_1) = \frac{p-1}{2}\), so that \(\mathbb{E} \left( \sum_{s=1}^{k} X_s = K \right) = \mathbb{P} \left( \sum_{s=1}^{k} X_s = K \right) = \mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) = K - \frac{p+1}{2} \right) \leq \mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) > K - \frac{p+1}{2} \right)\)

Similarly, if \(K < \frac{p+1}{2}\), we can then write,

\[
\mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) = K - \frac{p+1}{2} \right) \leq \mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) \leq K - \frac{p+1}{2} \right). \]

We now bound the probabilities \(\mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) < t \right)\) when \(t > 0\), and \(t \leq 0\) respectively.

When \(t > 0\), we can use the Hoeffding’s inequality [37, Theorem 2.8] to find

\[
\mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) > t \right) \leq \exp \left( -\frac{2t^2}{(k(p-1)^2)} \right), \]

which follows since each random variable \(X_s\) is bounded in the interval \([1, p]\). Similarly, when \(t < 0\), using the result of the problem 2.9 of [37], we find

\[
\mathbb{P} \left( \sum_{s=1}^{k} (X_s - \mathbb{E}(X_s)) < t \right) \leq \exp \left( -\frac{t^2}{2 \sum_{s=1}^{k} \mathbb{E}(X_s^2)} \right). 
\]
where $f$ further upper bound $N_1) + k \geq e$. To verify this, note that as we have assumed that for a $(b,p,L,K)\sum X_k = k < \exp \left( -\frac{3K}{2k(p+1)} \right)$.

Furthermore, using $k \leq K$, we deduce that $-\frac{(K-k+\frac{1}{2})^2}{k} = -\left( \frac{k^2}{k} + k \left( \frac{p}{k^2} \right)^2 - K(p+1) \right) \leq -\left( -Kp + k \left( \frac{p}{k^2} \right)^2 \right)$. Thus,

$$P \left( \sum_{s=1}^{k} X_s = k \right) < \frac{3k}{k} \exp \left( -\frac{3k}{8} \right) \left( \frac{L}{L^* + L'R + P}{r} \right) \left( e^{R(1+k/R)^R} - (R+1) \right)$$

Hence, using (94) and (98), we derive,

$$N_{b,p,L'}(K,R) < \exp \left( -\frac{3k}{8} \right)$$

where $A = \frac{3k}{2k^2 + 1}, R = \ln p + \frac{13}{8}, C = \ln p + 1$, and at step (i) we have used the inequality $e^x \geq 1 + x$, for $x \geq 0$, to obtain $e^{R(1+k/R)^R} - (R+1) < e^{R(1+k/R)^R} < e^{R+k}$. Note that the quantity $D/k - E$ is strictly greater than 1 for all $[K/p] \leq k \leq K$. To verify this, note that as we have assumed that for a PIBS vector, $n \geq K_b + L'R + (K+1)(L-1)$, we obtain $D - EK = n - K_b + L'(L-1)K - L'R + (K+1)(L-1) - L'(L-1) = L'R + 2L' - 1 \geq 1$. Finally, noting that $[K/p] \leq k \leq K$, and using $1 + x < e^{x/2}$, one can further upper bound $N_{b,p,L'}(K,R)$ as

$$N_{b,p,L'}(K,R) < e^A \cdot \left( K - [K/p] + 1 \right) \exp \left[ KC + K \ln(D/[K/p] - E) \right]$$

where $C' = C + (1 - 1/p), D' = pD$.
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