On Bernstein Type Exponential Inequalities for Matrix Martingales

Zijie Tian*

March 26, 2021

Abstract

In this work, Bernstein’s concentration inequalities for squared integrable matrix-valued discrete-time martingales are obtained. Based on Lieb’s theory and Bernstein’s condition, a suitable supermartingale can be constructed. Our proof is largely based on this new exponential supermartingale, Freedman’s method, and Doob’s stopping theorem. Our result can be regarded as an extension of Tropp’s work (ECP, 2012).
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1 Introduction

There have been a lot of research achievements around concentration inequalities. The reader is referred to an excellent book: Concentration Inequalities for Sums and Martingales which gives a detailed introduction of concentration inequalities. The concentration inequality is a class of inequality in probability, which describes the concentration phenomena of the values of the random variable. With a faster convergence rate, exponential type inequalities are of great importance when investigating the law of large numbers and the law of iterated logarithm.

As is known to all, a lot of exponential types inequalities are well known and frequently employed in statistics and probability. Especially, when considering
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the partial sum of independent random variables, there are multiple classical inequalities such as Petrov, Hoeffding [2], Bennett [3, 4] and Bernstein [5]. Bernstein’s inequality is crucial because it gives an exponential upper bound on the tail probability of a large class of random variables.

Let us start by a traditional Bernstein’s inequality. Suppose \((\Omega, \mathcal{F}, P)\) is the probability space which is so large that we can construct all random objects of interest in it, and \(X_1, \cdots, X_n\) be a finite sequence of centered independent variables with finite variances. Then let \(S_n = X_1 + X_2 + \cdots + X_n\) and \(\nu^2 = \frac{1}{n} \text{Var}\left(\sum_{k=1}^{n} X_k\right)\), if there exists a constant \(c > 0\) such that for all \(p > 2\),

\[
\mathbb{E}[|X_k|^p] \leq \frac{p!c^{p-2}}{2} \mathbb{E}[X_k^2],
\]

then

\[
P(S_n \geq \sqrt{n}x) \leq \exp\left(-\frac{\sqrt{n}x^2}{2(\sqrt{n}\nu^2 + cx)}\right), \quad \forall x > 0.
\]

It is worth pointing out that (1) is called Bernstein condition and the estimation of each moment of the random variable sequence is required. In fact, this condition can be reduced or even to the case of bounded random variables.

When considering random matrices, there are some corresponding results. The reader is referred to an article [6], which gives an elaborate introduction of random matrices. There are some results such as Matrix Bennett, Bernstein, Hoeffding, Azuma, and McDiarmid [6, 7], and the Bernstein is also what we are concerned about.

Here and subsequently, we will introduce the semidefinite partial order \(\preceq\), which means

\[
A \preceq B \quad \text{if and only if} \quad B - A \text{ is positive semidefinite}.
\]

The notation \(O \preceq A\) means that \(A\) is positive semidefinite. It is easy to check that \(\lambda_{\max}A \leq \text{tr}A\) if \(A\) is positive semidefinite.

The expectation and the conditional expectation of a random matrix \(X\) are defined as follows. If \(X = (\xi_{ij})_{n \times n}\), and let \((\Omega, \mathcal{F}, (\mathcal{F}_n)_{n \geq 0}, P)\) be a probability space with the flow, then
\[ \mathbb{E}[X] = (\mathbb{E}[\xi_{ij}])_{n \times n}, \quad \mathbb{E}[X|\mathcal{F}_n] = \left(\mathbb{E}[\xi_{ij}|\mathcal{F}_n]\right)_{n \times n}. \]

Consider \( \{X_n\}_{n \geq 0} \) are independent, random, self-adjoint matrices with dimension \( d \), which satisfies

\[ \mathbb{E}[X_k] = \mathbf{0}, \quad \lambda_{\text{max}}(X_k) \leq C, \text{ a.s.} \quad (3) \]

Let \( \sigma^2 = \left\| \sum_{k=1}^{n} \mathbb{E}(X_k^2) \right\| \), where \( \| \cdot \| \) is the spectral norm, which means the largest singular value of a matrix. Then for all \( t \geq 0 \):

\[ \mathbb{P}\left( \lambda_{\text{max}} \left( \sum_{k=1}^{n} X_k \right) \geq t \right) \leq d \cdot \exp\left( -\frac{t^2}{2(\sigma^2 + Rt/3)} \right). \quad (4) \]

Another perspective is the inequalities of martingales such as Azuma-Hoeffding [1,2], Freedman [8], Bernstein [9] and de la Peña’s [10] inequalities. We emphasize that Bernstein’s inequality of martingales gives an estimation of the tailed bound of the square-integrable martingale which satisfied the Bernstein condition. Suppose \( \mathcal{M} \) is an adapted square-integrable process, which satisfies \( M_0 = 0 \), then

\[ \tilde{M}_n = \sum_{k=1}^{n} \mathbb{E}\left[ (M_k - M_{k-1})^2 | \mathcal{F}_{k-1} \right], \]

\[ V_n = \tilde{M}_n - \tilde{M}_{n-1} = \mathbb{E}\left[ (M_n - M_{n-1})^2 | \mathcal{F}_{n-1} \right]. \]

Let \( \{M_n\}_{n \geq 0} \) be a square-integrable martingale such that \( M_0 = 0 \). Assume that there exists a positive constant \( c \) such that, for any integer \( p \geq 3 \) and all \( 1 \leq k \leq n \),

\[ \mathbb{E}\left[ (\Delta M_n)^p | \mathcal{F}_{k-1} \right] \leq \frac{p!c^{p-2}}{2} V_k, \quad (5) \]

Then, for any positive \( x \) and any positive \( y \),

\[ \mathbb{P}(M_n \geq nx, \tilde{M}_n \leq ny) \leq \left( 1 + \frac{x^2}{2(y+cx)} \right)^n \exp\left( -\frac{nx^2}{y+cx} \right) \leq \exp\left( -\frac{nx^2}{2(y+cx)} \right). \quad (6) \]

The main result of the passage is to generalize the traditional inequalities to matrix-valued processes. One of the most important matrix-valued processes
is the matrix martingale. Let \((\Omega, \mathcal{F}, (\mathcal{F}_n)_{n \geq 0}, P)\) be a probability space with the flow. Suppose

\[
X_n = \begin{pmatrix}
\xi_{11}^{(n)} & \xi_{12}^{(n)} & \cdots & \xi_{1d}^{(n)} \\
\xi_{21}^{(n)} & \xi_{22}^{(n)} & \cdots & \xi_{2d}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_{d1}^{(n)} & \xi_{d2}^{(n)} & \cdots & \xi_{dd}^{(n)}
\end{pmatrix}
\]

is a \(d\)-dimensional random matrix, a matrix martingale is an adapted matrix-valued stochastic process \(\{X_n\}\) which satisfies \(\forall 1 \leq i, j \leq d,\)

\[
E[\xi_{ij}^{(n)}|\mathcal{F}_{n-1}] = \xi_{ij}^{(n-1)}, \quad E[\xi_{ij}^{(n)}] < \infty.
\] (7)

That is, matrix martingale refers to a family of random matrices whose matrix elements are martingales.

It is of interest to know whether there are some corresponding inequalities in the adapted matrix-valued process or matrix martingale case. However, there are not many attempts has been made here to develop the traditional inequalities of matrix-valued process or matrix martingales. The Azuma inequality [6] has its matrix-valued and matrix martingale version, and Oliveira [11] has established an analog of Freedman’s inequality in the matrix setting who showed that the tail bound of maximum eigenvalue of the martingale is similar to Freedman’s inequality, and Tropp established a sharper version [12]. We wish to investigate Bernstein’s inequality in matrix-valued process or matrix martingales, and this paper aims to extend the results of Tropp [12] to Bernstein’s inequality of squared integrable matrix martingales.

Our main tool is Lieb’s theorem [7] which can help us complete one crucial step of the proof. To proof our results, we begin by establishing a supermartingale by Lieb’s theorem [13] which has a suitable lower bound. We next define a stopping time and the basic idea is to apply Doob’s stopping time theorem to estimate the eigenvalue of the maximum of squared integrable matrix martingales.

### 2 Main Results

To illustrate our notation, we will introduce the matrix exponential and the matrix logarithm. For Hermitian matrix \(A\), we can introduce the matrix exponential

\[e^A = \sum_{k=0}^{\infty} \frac{A^k}{k!} = I + A + \frac{A^2}{2!} + \frac{A^3}{3!} + \cdots.\]
\( e^A \) by defining
\[
e^A = I + \sum_{n=1}^{\infty} \frac{A^n}{n!},
\]
and the matrix logarithm by defining the functional inverse of the matrix exponential: \( \log(e^A) = A \). There is no loss of generality in assuming that all the matrices in logarithmic functions are positive definite.

Suppose that \( M_n \) is a real symmetric random matrix with dimension \( d \), and the process \( \{M_n\} \) is squared integrable. We next denote \( \Delta M_n = M_n - M_{n-1} \),
\[
\tilde{M}_n = \sum_{k=1}^{n} \mathbb{E} \left[ (M_k - M_{k-1})^2 \mid \mathcal{F}_{k-1} \right],
\]
\[
V_n = \tilde{M}_n - \tilde{M}_{n-1} = \mathbb{E} \left[ (M_n - M_{n-1})^2 \mid \mathcal{F}_{n-1} \right].
\]
Throughout the passage, \( \Lambda_X(t) \) stands for the binary function with matrix \( X \) and \( t \):
\[
\Lambda_X(t) = \log \left( I + \frac{t^2X}{2(1 - tc)} \right),
\]
where \( t > 0, 0 < ct < 1 \) and \( I \) means the unit matrix. Our main result reads as follows.

**Theorem 1 (Bernstein’s Inequality for Matrix Martingales)** Let \( M \) be a squared integrable matrix martingale, \( M_0 = 0 \), and \( M_n \) is a real symmetric random matrix with dimension \( d \) for all \( n \), which satisfies \( \forall t > 0 \) and \( 0 < ct < 1 \),
\[
\mathbb{E} \left[ (\Delta M_n)^p \mid \mathcal{F}_{n-1} \right] \leq \frac{p!c^{p-2}}{2} V_n,
\]
where \( V_n = \mathbb{E} \left[ (M_n - M_{n-1})^2 \mid \mathcal{F}_{n-1} \right] \), then for all \( x, y, t > 0 \), \( 0 < ct < 1 \),
\[
\mathbb{P} \left\{ \exists n : \lambda_{\max}(M_n) \geq nx, \lambda_{\max} \left( \sum_{k=1}^{n} \Lambda_{V_k}(t) \right) \leq n \log \left( 1 + \frac{yt^2}{2(1 - tc)} \right) \right\} \leq d \left( 1 + \frac{x^2}{2(y + cx)} \right)^n \exp \left( -\frac{nx^2}{y + cx} \right) \leq d \exp \left( -\frac{nx^2}{2(y + cx)} \right).
\]
3 Proof of Main Results

Here are some lemmas and tools for our demonstration.

Lemma 1 [14] For any Hermitian matrices $A$ and $B$ with the same dimension, if $A \preceq B$, then
\[
\text{tr}e^A \leq \text{tr}e^B. \tag{11}
\]

This theorem is an important result of Elliott Lieb on the convexity properties of the trace exponential function. See [14] for a short proof of the fact.

Lemma 2 [13] For any fixed Hermitian matrix $B$ with dimensional $d$, The function $f$:
\[
f(A) = \text{trexp} (B + \log A) \tag{12}
\]
is a concave function on the convex cone of $d \times d$ positive-definite matrices.

This lemma is from [13]. And the readers can see [6] and [15] for additional discussion for this lemma. From the theorem mentioned above and Jensen’s Inequality, the following lemma is obtained.

Lemma 3 (Lieb) [16] For any fixed Hermitian matrix $B$ with dimensional $d$, if $X$ is a random Hermitian matrix of the same dimension, we have
\[
\mathbb{E} \left[ \text{trexp}(B + X) \right] \leq \text{trexp} \left( B + \log \mathbb{E}e^X \right). \tag{13}
\]

For the proofs, we refer the reader to [16].

Lemma 4 (Logarithm is Operator Monotone) [7] Suppose $A$ and $B$ are positive-definite matrices. If $A \preceq B$, then $\log A \preceq \log B$.

See [7] for a short proof of this lemma.

Now we will give the proof of our main theorem. To prove our inequality, we need to construct a suitable supermartingale, and it is crucial to estimate its lower bound. In this section, we follow the notation mentioned above.
Define a new stochastic process \( \{S_n\}_{n \geq 0} \):
\[
S_n = G_t(M_n, V_n) = \text{tr} \exp \left[ t M_n - \sum_{k=1}^{n} \Lambda V_k(t) \right]. \tag{14}
\]

We will consider the behavior of the \( S_n \) defined above. The task is now to find whether \( \{S_n\}_{n \geq 0} \) is a supermartingale. In fact, we have the following theorem.

**Theorem 2** The stochastic process \( \{S_n\}_{n \geq 0}, S_0 = d \) is a supermartingale with the Bernstein’s condition
\[
\mathbb{E}\left[ (\Delta M_n)^p \mid \mathcal{F}_{n-1} \right] \lesssim \frac{p!c^{p-2}}{2} V_n, \tag{15}
\]
where the \( d \) is the dimension of \( M_n \).

**Proof.** To prove that the process \( \{S_n\}_{n \geq 0} \) is a supermartingale, we need to prove that \( \mathbb{E}[S_n \mid \mathcal{F}_{n-1}] \leq S_{n-1} \). Because \( V_n = \mathbb{E}\left[ (M_n - M_{n-1})^2 \mid \mathcal{F}_{n-1} \right] \) is measurable to \( \mathcal{F}_{n-1} \), we can still use Lemma 3 \([12]\), which means
\[
\mathbb{E}[S_n \mid \mathcal{F}_{n-1}] = \mathbb{E}\left[ \text{tr} \exp \left[ t M_n - \sum_{k=1}^{n} \Lambda V_k(t) \right] \mid \mathcal{F}_{n-1} \right] \leq \text{tr} \exp \left[ \log \mathbb{E}\left[ \exp\left\{ t \Delta M_n \right\} \mid \mathcal{F}_{n-1} \right] - \sum_{k=1}^{n} \Lambda V_k(t) \right]. \tag{16}
\]
From the properties of conditional expectation, we have
\[
\log \mathbb{E}\left[ \exp\left\{ t M_n \right\} \mid \mathcal{F}_{n-1} \right] = \log \left[ t M_{n-1} \cdot \mathbb{E}\left[ \exp\left\{ t \Delta M_n \right\} \mid \mathcal{F}_{n-1} \right] \right].
\]
From Lemma 1 and a brief calculation, we only need to show that
\[
\log \mathbb{E}\left[ \exp\left\{ t \Delta M_n \right\} \mid \mathcal{F}_{n-1} \right] \lesssim \Lambda V_n(t) = \log \left( I + \frac{t^2 V_n}{2(1 - tc)} \right), \tag{17}
\]
where \( V_n = \mathbb{E}\left[ (M_n - M_{n-1})^2 \mid \mathcal{F}_{n-1} \right]. \) By definition of the matrix exponential, we have
\[
\mathbb{E}\left[ \exp\left\{ t \Delta M_n \right\} \mid \mathcal{F}_{n-1} \right] = I + \sum_{p=2}^{\infty} \frac{t^p}{p!} \mathbb{E}\left[ (\Delta M_n)^p \mid \mathcal{F}_{n-1} \right], \tag{18}
\]
here \( \mathbb{E}[\Delta M_n \mid \mathcal{F}_{n-1}] = 0 \) because \( M_n \) is a martingale. Then from the Bernstein’s condition, we have
\[ \mathbb{E}[\exp(t\Delta M_n) | \mathcal{F}_{n-1}] \leq I + \frac{V_n t^2}{2(1 - tc)}. \] (19)

Then from Lemma 4, (17) has been proved, which means

\[ \mathbb{E}[S_n | \mathcal{F}_{n-1}] = \mathbb{E}\left[ \text{tr} \exp\left[ tM_n - \sum_{k=1}^{n} \Lambda_{V_k}(t) \right] \right] \]
\[ \leq \text{tr} \exp\left[ tM_{n-1} - \sum_{k=1}^{n-1} \Lambda_{V_k}(t) \right] \]
\[ = S_{n-1}. \] (20)

Hence \( \{S_n\}_{n \geq 0} \) is a supermartingale, and it is easily obtained that \( S_0 = \text{tr} \exp O = \text{tr} I = d. \)

Next, we will give an estimation of the lower bound of \( S_n \). Our next claim as follows.

**Theorem 3** If \( \forall x, y, t > 0, 0 < ct < 1, \)

\[ \lambda_{\text{max}}(M_n) \geq nx, \lambda_{\text{max}}\left( \sum_{k=1}^{n} \Lambda_{V_k}(t) \right) \leq n\log\left( 1 + \frac{yt^2}{2(1 - tc)} \right), \] (21)

then

\[ S_n = \text{tr} \exp\left[ tM_n - \sum_{k=1}^{n} \Lambda_{V_k}(t) \right] \geq \exp\left[ n(tx - \Lambda_y(t)) \right]. \] (22)

**Proof.** From the conditions above, we have

\[ S_n = \text{tr} \exp\left[ tM_n - \sum_{k=1}^{n} \Lambda_{V_k}(t) \right] \]
\[ \geq \text{tr} \exp\left[ tM_n - n\log(1 + \frac{yt^2}{2(1 - tc)})I \right] \]
\[ \geq \lambda_{\text{max}} \exp\left[ tM_n - n\log(1 + \frac{yt^2}{2(1 - tc)})I \right] \]
\[ \geq \exp\left[ tnx - n\log(1 + \frac{yt^2}{2(1 - tc)}) \right] \]
\[ = \exp\left[ n(tx - \Lambda_y(t)) \right]. \] (23)
The first inequality depends on
\[
\sum_{k=1}^{n} \Lambda V_k(t) \preceq \lambda_{\max} \left( \sum_{k=1}^{n} \Lambda V_k(t) \right) I
\] (24)
and Lemma 1. The second inequality depends on the fact that \( e^X \) is semidefinite, and the trace of a positive definite matrix is greater than the maximum eigenvalue. The third inequality is based on the spectral mapping theorem and some properties of the maximum eigenvalue map.

We next turn to prove our main result by Doob’s stopping theorem. Let us denote by \( A_n \) the set
\[
A_n = \left\{ \lambda_{\max}(M_n) \geq nx, \lambda_{\max} \left( \sum_{k=1}^{n} \Lambda V_k(t) \right) \leq n \log \left( 1 + \frac{yt^2}{2(1-ct)} \right) \right\}. \tag{25}
\]
Then \( A = \bigcup_{n=1}^{\infty} A_n \). In order to get our inequality, it is necessary to introduce a stopping-time
\[
\tau = \inf \left\{ n \geq 0 : \lambda_{\max}(M_n) \geq nx, \lambda_{\max} \left( \sum_{k=1}^{n} \Lambda V_k(t) \right) \leq n \log \left( 1 + \frac{yt^2}{2(1-ct)} \right) \right\}. \tag{26}
\]
From the Doob’s stopping theorem the \( S_{\tau \wedge n} \) is also a positive supermartingale with an initial value \( d \). Using the fact that \( \tau < \infty \) on event \( A \), by Fatou’s lemma we have
\[
d \geq \lim_{n \to \infty} E[S_{\tau \wedge n}] \geq \lim_{n \to \infty} E[S_{\tau \wedge n} \mathbb{I}_{A}] \geq E[\lim_{n \to \infty} S_{\tau \wedge n} \mathbb{I}_{A}] = E[S_{\tau} \mathbb{I}_{A}]. \tag{27}
\]
Then
\[
d \geq E[S_{\tau} \mathbb{I}_{A}] \geq P(A) \cdot \inf_{A} S_{\tau}. \tag{28}
\]
From the lemma, by choosing \( t = \frac{x}{y + cx} \) we finally have our inequality
\[
P(A) \leq d \cdot \exp \left[ n(\Lambda y(t) - tx) \right] \leq d \left( 1 + \frac{x^2}{2(y + cx)} \right)^n \exp \left( - \frac{nx^2}{y + cx} \right). \tag{29}
\]
The main part of the theorem is proved.
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