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Abstract: This paper demonstrates a smart energy management scheme for solar photovoltaic-biomass integrated grid-interactive microgrid cluster system. Three interconnected microgrids were chosen as a cluster of microgrids for validation of the proposed community energy management scheme. In this work, a Global System for Mobile (GSM)-based bidirectional communication technique was adopted for real-time coordination among the renewable energy sources and loads. To realize the common phenomenon of local grid outage in rural distribution networks, a practical case study is designed in this work. The optimized scheduling of the energy sources and loads of different microgrids and the distribution grid were implemented to ensure zero loss of power supply probability (LPSP) for dynamic load profiles. The laboratory-scale prototype of the proposed microgrid clustering was first developed in this work by establishing real-time communication among multiple energy sources and loads through different energy meters located at different places inside the academic campus. The field validation was performed with a microgrid cluster consisting of 45 kWp solar photovoltaic, 50 kVA biogas plant, community loads in a village. The developed smart energy management solution is a generalized one and applicable to satisfy scalable community energy demands as well.
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1. Introduction

The rapid growth of demand for electric energy has become the primary requirement of today’s world, especially in developing countries where the growth rate of electric power demand is much higher. The rural parts of all countries seriously require a sustainable source of energy to meet their needs. By contrast, the energy requirement of the urban areas is mainly for commercial purposes, which in turn is expected to contribute to the nation’s gross domestic product (GDP). The effectiveness of implementing a microgrid consisting of distributed energy resources (DER) and loads generally built to cater to the local energy demand, with the ability to operate in both grid-connected and islanded modes, needs to be studied. This type of model may be becoming necessary for the rural regions, especially for developing countries such as India.

The sources of electric energy of a microgrid are classified into three categories, primary sources, alternative sources, and the energy storage system. The selection of energy sources of a microgrid depends on its availability. A microgrid situated in a hilly region has a micro-hydro turbine or a solar plant as its primary source [1].

In microgrids, besides the interconnection among the renewable energy sources (RES), real-time scheduling is also essential at both the generation and load end [2,3]. A micro-
grid controller schedules the microgrid sources (MS) and load controller (LC) to achieve optimal energy management. An appropriate combination of multiple RES operating through a distinct network for specified load patterns forming a smart microgrid can satisfy demand response management (DRM) [4–6]. The control technique for enhancing the stable operation of distributed generation units within a microgrid was demonstrated in various papers [7]. In order to achieve optimized energy management [8], one of the core performance requirements of a smart microgrid is two-way communication between the energy sources and the microgrid controller. A microgrid controller schedules the microgrid sources (MS) and load controller (LC) to ensure zero LPSP. This entails that the load is always satisfied by the microgrid sources [9,10]. In order to achieve zero LPSP, it is essential to manage and control the microgrid sources and load controllers.

Some research papers have discussed rural microgrid models for residential and agricultural systems, where precise energy scheduling has been carried out based on load classification and forecasting [11]. Different algorithms are used to predict the short-term power consumption by two types of load. Cloud energy storage (CES) is used to optimize energy storage cost and energy utilization [12]. The energy management systems (EMS) are also working for microgrid operations, which are based on different models of the control strategy. The EMS also focuses on optimizing the cost and energy utilization of a microgrid [13].

The microgrid cluster helps to exchange power generation within a group of microgrids. However, the microgrids should be situated within a certain distance. A microgrid cluster can be connected to the distribution grid or operate in islanded mode. The reasons to implement a microgrid cluster are to mitigate the energy outage of a particular location and ensure 24 × 7 energy availability. If an energy deficit happens in a microgrid, a string of microgrids or microgrid clusters can recover the energy deficit through a commonly connected AC bus. The different frameworks of the architecture of the microgrid cluster are shown in Figure 1. Connections in a microgrid cluster may be in series, parallel, or both combinations [14–16].

![Power router architecture of microgrid cluster.](image)

Figure 1. Power router architecture of microgrid cluster.

In recent days, internet-based low-cost supervisory control and data acquisition (SCADA) are used to communicate and control a microgrid locally or remotely [17,18]. Over the past few years, there has been a growing awareness regarding the concept of the Internet of Things (IoT), which involves connecting to the internet various objects surrounding us in everyday life [19,20]. The primary basis of this concept is closely related to networking for smart cities, and this approach is increasingly enhancing the quality of life by contributing to streamlining resource consumption and protecting the
environment [21,22]. In this era of IoT and cloud-based storage systems, it is easy to implement internet-based control and management system for a microgrid or cluster of microgrids. The major facility of using IoT-based communication in a microgrid system is its open-source compatibility. The remote monitoring and control of microgrids become easier to implement by using this platform. Different papers have established the microgrid management system using the IoT-based platform [19].

The communication medium of the Internet of Things (IoT)-based system depends on their requirements, which can vary based on the data rate, communication range, power consumption, line of sight issue, and so on. For indoor applicable small range low data rate required to communicate with each other, Bluetooth communication can be used, whereas, in the long-range outdoor application and low data rate communications system, Zig-bee or Long-Range (LoRa) can be used. To implement a smart microgrid system in rural areas, the line of sight may be a barrier for uninterrupted communication of the data. The security issue with the communication medium can be a barrier too. A comparative analysis is shown in Table 1 for the selection of different communication mediums [23].

Table 1. Comparative analysis among the communication platforms for IoT-based microgrid cluster and management applications [23].

| Specification            | Bluetooth | Zig-Bee | LoRa        | WiMAX (3G/4G) | GSM/GPRS | Internet over Wi-Fi |
|--------------------------|-----------|---------|-------------|---------------|----------|---------------------|
| Distance coverage        | 100 m–400 m | Up to 3.2 km Outdoor RF line-of-sight range | Up to 15 km | Up to 10 km | Up to 50 km | 300 m               |
| Data transfer rate       | Up to 2 Mbps | Up to 256 Kbps | Up to 37.5 Kbps | Up to 100 Mbps | 512 Kbps | Up to 54 Mbps       |
| Power consumption (W)    | 100 mW Max | 3.7 W | 4.2 W | 72 W | 1 W–2 W | 4.9 W |
| Multi point connection   | No        | Yes     | Yes | Yes | Yes | Yes |
| Security                 | No        | Yes     | Yes | Yes | Yes (Encrypted) | Yes |
| Expansion capability     | Yes       | Yes     | Yes | No  | Yes | Yes |

Having a high data communication rate, data security, and no line of sight issue, a GSM-based communication system can be used to establish proper communication between two or more microgrids in the rural application, which helps to achieve zero LPSP. Various energy meters are associated with energy sources and loads in the different microgrid systems. Each energy meter is connected with a separate communication system having a standard industrial protocol. Different switches and communication protocols are used to control and communicate the DERs in the microgrids. The management and scheduling of sources and loads of microgrids are essential for stable and continuous operation. For a rural microgrid, where there is more uncertainty regarding centralized electricity, clustering of microgrids can be taken into consideration.

For rural microgrid clustering, the communication between the microgrids is essential for balancing the local load demand using different microgrid sources. However, in the rural region, the network connectivity is very uncertain. The other communication mediums can be used judiciously, depending on the requirements. In the case of establishing communication between the two or more rural microgrids, communication redundancy and a stable communication medium are essential. Table 1 shows the comparison between different communications mediums. In this case, we are using GSM as the primary communication medium for its network coverage, range, security, and stable mode operation.

Here, the primary objective is to satisfy community-scale energy management by establishing smart communication for clustered microgrids under the rural scenario. How-
ever, the power purchase and/or commercial aspect of power distribution in microgrid has not been taken into account. Therefore, the privacy issue of the communication network of microgrid was not considered in this work. However, it is required to be considered in the case of commercial analysis of power distribution in microgrids.

A practical field application of the proposed smart energy management technique is shown in this work by considering a cluster of three microgrids comprising a total capacity of 45 kWp distributed solar photovoltaic system (PV) and 50 kVA of a distributed biogas plant. The local distribution grid was considered a rural grid. Throughout the day, dynamic load profiles of the three sub-areas were considered for experimental validation.

Such a type of GSM-based smart communication scheme for clustered microgrid energy management ensuring zero loss of power supply probability (LPSP) has not been reported so far, to the best of our knowledge. Therefore, the field validation of the proposed work is shown to justify its novelty.

The rest of the paper is organized as follows: Section 2 includes the operational architecture of microgrid and clusters of microgrid, different communication systems used for prototype microgrid cluster control, and management on IoT-based platform; Section 3 describes a practical example of a rural microgrid application using a novel cluster control method; Section 4 describes the result; and finally, Section 5 includes the conclusion of this paper.

2. Architecture of the Microgrid

A microgrid allows different RES within it and can be operated in the grid-connected distribution as well as in islanded mode. A microgrid strengthens the distribution grid resilience in a rural area, where it is weak in nature; it is essential for a remote location where the national distribution grid is not present or is weak, and microgrids can support the critical loads effectively.

The microgrid consists of distributed energy resources (DER) and connected loads within its distribution network. An intelligent centralized controller is used to manage the generation and demand of a microgrid. A microgrid system can be connected to the distribution grid at any point of common coupling (PCC). Figure 2 shows the basic architectural diagram of a microgrid. When a microgrid is in grid-connected mode, it can take or give the power partially from the distribution grid if an energy deficit or surplus happens. In addition, in Islanded mode, it can manage the required and generated power within it. A microgrid is capable of driving local loads in an uninterrupted way in the absence of a grid.

Such systems’ technical and economic aspects forecast a steady growth of microgrids that can sustain the availability of power in remote regions in any part of the globe.

Figure 2. Basic microgrid architecture.

2.1. Clustering of Microgrid

Two or more microgrids are connected to form a microgrid cluster [24]. The microgrid cluster aims to satisfy the community load from different DERs and has less dependency on
the distribution grid. The pattern of the connections of microgrids can be different, as shown in Figure 1. Bidirectional communication is used to optimize the operation of a microgrid cluster or manage the microgrid sources and the loads [14–16]. The communication and control schemes of the microgrid cluster are shown in Figure 3.

**Figure 3.** Control scheme of different types of microgrid cluster. (a) Centralized; (b) decentralized; (c) distributed; and (d) hierarchical.

In a centralized control mode of operation, a single central controller is responsible for its control actions in every microgrid source (MS) and load controller (LC), as shown in Figure 3a. In this approach, the controller communicates with each microgrid component [14,15]. The major drawback of this method lies in the centralized control system; any single point fault can destabilize the whole microgrid cluster. In a decentralized control mode of operation, the individual controller is responsible for its operation and control, as shown in Figure 3b. This approach provides an independent control with a data-sharing capability with any microgrid cluster. However, optimal operation can be affected in the absence of a communication link with the cluster unit [14,15].

In distributed control mode of a microgrid operation, different microgrid controllers or agents coordinate for an optimal operation, as shown in Figure 3c. In this topology, two-way communication is required to allow data sharing between separate microgrid controllers and agents. As all the data are shared with each other, security is a concern for this type of system. In the hierarchical control mode of operation, the system is divided into multiple control layers with distinct control tasks and goals, as represented in Figure 3d. For instance, the hierarchical control of a microgrid cluster may operate with multiple microgrid controllers and loads in the first control layer [14,15]. A central management controller (CMC) will take care of all microgrid controllers in the cluster [25,26]. The CMC will connect to the distributed management system (DMS) in the third control layer.

Microgrids can operate in an interconnected microgrid network to share the generation and demand, which is called the clustering of the microgrid [27]. The benefits of this
kind of system can be seen in both grid-connected and the islanded mode of operations. All microgrids participate in a network where they can share and fulfill their energy requirements [15]. However, this kind of coordination requires a stable operation of each microgrid and reliable communication between them [28]. The essential things for a cluster of microgrids are the communication between them. When the microgrids share their sources to contribute their energy demand in the islanded mode of operation, it is essential to schedule their sources to avoid voltage swelling or sagging in the bus. Here, the communication plays a significant role in the operation of sources to prevent such situations. Therefore, a stable mode of communication can make the microgrid cluster stable.

In the rural areas, the availability of biogas is much more than in the urban area, along with other renewable sources such as solar PV and wind energy. This means that more energy can be available from the biogas when the energy demand is high. A microgrid totally depends on its natural energy resources, but it is always difficult to establish a microgrid in a proper location, where the energy demand is high. However, using the clustering mode of microgrid operation, it is easy to ensure the energy demand even in a highly populated rural area. A practical problem is discussed in this paper, where three microgrids are located in three different locations. The line flow constraints and capacity limits are essential issues for a microgrid cluster. However, in the field case study shown in this paper, the distance between the microgrids is less than 1 km, and the capacity of each microgrid is in the range of a few kW; hence, the said constraints were not considered here.

The prototype of the microgrid cluster established at the IIEST, Shibpur campus, can be applied for those villages where different microgrids could meet their own local energy demands [29]. Figure 4 shows four microgrids clustered to meet the energy demand with zero LPSP. In this cluster, microgrid 1 and microgrid 2 have the RES (solar PV and biomass) connected, whereas microgrid 3 and microgrid 4 comprise of local grids and loads. All microgrids (MG-1, MG-2, MG-3, and MG-4) are connected to a local AC distribution grid. The field validation of the proposed microgrid cluster energy management is performed by three interconnected microgrids under therural scenario. These microgrids contain bio-solar energy sources and can communicate in real time by exchanging power when required, using a GSM-based smart communication platform, thus forming the clustered microgrid.

Figure 4. Schematic of the prototype microgrid cluster usinga different communication platform.
2.2. GSM-Based Microgrid

In Figure 4, four subsystems consisting of energy sources and loads are connected to build a cluster of microgrids. The control and management of each microgrid are individual and different. All microgrids are connected to the local grid in parallel, and the communication scheme is hierarchical. All the microgrids are connected to a central monitoring and control device via an IoT platform. Microgrid-1 connects to energy meters to measure the energy consumed by the load and power generated by the energy sources. The power and energy data are fetched by the controller unit, and then the information is communicated to the central management controller unit (CMC).

The energy source (solar PV) and loads of microgrid-1 are connected via energy meters, as shown in Figure 5. The data are collected by the microcontroller unit using industry-standard RS485 Modbus communication. The peripheral modules such as a real-time clock (RTC), SD memory cards, and relays are connected with the microcontroller unit to serve the real-time control. The relays, as shown in Figure 5, are used to schedule the local loads of microgrid-1. Finally, a GSM-based modem is used to communicate between the microgrid controller unit and the ThingSpeak server. The MATLAB ThingSpeak is a graphical user interface (GUI)-based middleware used to present the data graphically [18]. The open-source application ThingSpeak can connect cloud storage or local Message Queuing Telemetry Transport (MQTT) broker to analyze mass data almost in realtime [17].

![Figure 5. Schematic diagrams of GSM and microcontroller-based microgrid (Microgrid-1).](image)

2.3. Wi-Fi-Based Microgrid

In microgrid-2, four energy meters are connected with two energy sources (solar PV and biogas), loads, and the distribution grid, as shown in Figure 6. All energy meters are connected to the controller unit via industry-standard Modbus over TCP/IP protocol. Another microcontroller unit is used to start or stop the biogas generator. This microcontroller unit is also communicating with the Raspberry unit for energy management purposes. That is to say, the raspberry pi controller is used as a microgrid controller, which is further communicated and control by the CMC to form the hierarchical scheme of microgrid clustering. Here, the Raspberry Pi is connected to the Thing Speak server via a Wi-Fi connection. Microgrid-2 has two sources: a local load and a combined distribution grid.

For both the microgrids 1 and 2, the purpose of the communication medium (GSM/Wi-Fi) is to connect the individual microgrids to the Thing Speak server for microgrid clustering purposes.

2.4. Internet-Based Microgrid

Another two microgrids (MG-3 and MG-4) are also connected to the microgrid cluster. The communication medium for those microgrids is the Internet over TCP/IP. The two microgrids consist of loads only. There are no microgrid sources (MS) are present in MG-3 and MG-4 to supply the energy to the cluster. The purpose of these two microgrids (MG-3 and MG-4) is to support the formation of a cluster of microgrids as distributed loads. These were considered in the energy management topology proposed in this work.
Figure 6. Schematic of Wi-fi and single-board computer-based microgrid system (Microgrid-2).

3. Implementation of the Proposed Scheme

3.1. Laboratory Scale

In the campus of IIEST, Shibpur, a lab-scale prototype of microgrid setup was established to realize the clustering between the microgrids. The site-map is shown in Figure 7. As shown in Figure 5, the microgrid-1 is connected to the control and monitoring device or CMC through GSM connectivity. The data are stored in a ThingSpeak-based server system where it can monitor and control the energy sources. In the microgrid lab at IIEST, Shibpur, referred to as microgrid 2, a Raspberry-Pi-based control system is used as a microgrid controller. The Raspberry Pi controller is connected to the control and monitoring device or CMC to monitor and control the sources and loads via Wi-Fi connectivity. Microgrid-3 and microgrid-4 are also connected to the control and monitoring device or CMC via the Internet.

Figure 7. Google-map site view of a microgrid cluster prototype at IIEST, Shibpur.
This kind of cluster aims to meet the energy requirement of the multiple sub-areas and ensure zero LPSP using a central control unit.

3.2. Potential Application-Field Scale

A rural community near Mahishmari Village at Jaynagar, West Bengal, India, was chosen to validate the proposed microgrid cluster management scheme. A survey on energy demands of two complete days was conducted. It is observed that this village consists of 240 houses. According to the input received on the energy survey, the village has a daily demand of 409 units (409 kWh) during summer. The details are shown in Table 2. There, the people face the problem of weak distribution grid and low AC voltage issues. Hence, a microgrid cluster covering the entire area was considered as an ideal solution to the said problem. Here, the entire village is divided into three microgrid zones, as shown in Figure 8. A particular area was marked and chosen for the powerhouse of each microgrid zone, based on the density of availability of rooftops’ solar PV sources and biogas power generation units. Each microgrid zone is designated by its names; “Microgrid Zone-1, Microgrid Zone-2, Microgrid Zone-3”. Microgrid Zone 1 or microgrid-1 consists of 15 kW of a solar power plant and 15 kW of a biogas plant. Microgrid Zone 2 or microgrid-2 consists of 10 kW of a solar power plant and 20 kW of a biogas plant. Microgrid Zone 3 or microgrid-3 consists of 20 kW of a solar power plant and 15 kW of a biogas plant. After forming the cluster between three microgrids, the overall solar power capacity and biogas capacity will be 45 kWp and 50 kVA, respectively.

Table 2. Energy sources and loads of individual microgrids in the rural microgrid cluster.

| Microgrid   | Solar Power Plant (in kW) | Biogas Power Plant (in kVA) | Community Load (in kWh)/Day |
|-------------|---------------------------|-----------------------------|-----------------------------|
| Microgrid-1 | 15                        | 15                          | 165                         |
| Microgrid-2 | 10                        | 20                          | 118                         |
| Microgrid-3 | 20                        | 15                          | 127                         |

Figure 8. Google-map site view (Latitude; 22.191667 N, longitude: 88.5667 E) of the field implemented microgrid clustering.
3.3. Optimization of Energy Management of the Microgrid Cluster

In order to optimize the energy management of the above-mentioned microgrid, the following Equations (1)–(4) will satisfy the objective. The variables and the objective function are defined in the given equations.

\[ P_{Mg1} = P_{pv1}(t, I_1, T_a) + P_{bg1}(t, Q_1) \]  
\[ P_{Mg2} = P_{pv2}(t, I_2, T_a) + P_{bg2}(t, Q_2) \]  
\[ P_{Mg3} = P_{pv3}(t, I_3, T_a) + P_{bg3}(t, Q_3) \]

The power balance in the microgrid cluster is represented by Equation

\[ \sum_{i=1}^{3} L_i(t) = \sum P_{Mg1}(t) \pm \sum P_{Mg2}(t) \pm \sum P_{Mg3}(t) \pm \sum P_g(t) \]

where,
\[ L_i = \text{Load of corresponding microgrid (kW)} \]
\[ P_{bg1}, P_{bg2}, P_{bg3} = \text{Power generated from the biogas plant of microgrid 1, microgrid 2, and microgrid 3, respectively (kW)} \]
\[ I_1, I_2, I_3 = \text{Solar insolation at three microgrid locations} \]
\[ Q_1, Q_2, Q_3 = \text{Gas Volume (cubic meter) for each biogas plant in the microgrids} \]
\[ T_a = \text{Ambient temperature (°C)} \]
\[ P_{pv1}, P_{pv2}, P_{pv3} = \text{Solar power generation from microgrid 1, microgrid 2, and microgrid 3, respectively (kW)} \]
\[ P_g = \text{Distribution Grid power (kW)} \]
\[ P_{Mg1}, P_{Mg2}, P_{Mg3} = \text{Power generation by each separate microgrid (kW)} \]

The Figure 9 flowchart describes energy management optimization techniques for practical microgrid clusters. The flowchart proposed a GSM-based communication system to help the bidirectional communication between microgrids in a cluster. The flowchart starts with checking the GSM connection between all individual microgrids and central management controllers (CMC). The CMC is further connected to the distributed management system (DMS). In any case, if a microgrid misses the data communication with CMC, the microgrid will be disconnected from the cluster and work as a decentralized microgrid to satisfy the local load demand. In that case, the microgrid controller is responsible for controlling the MS and LC. The CMC will control the MS and LC of the remaining microgrid present in the cluster.

In this flow chart, the power deficit of each separate microgrid is measured and compared with the threshold of power deficit of the microgrid (TPDMG). The measured data are sent to the CMC for further action. The CMC will send a command to the connection microgrid to start the alternative DERs via GSM to satisfy the energy balance of the microgrid cluster. In this case, the user can define the threshold power deficit (TPDMG) for each microgrid. The excess power generation of the microgrid cluster is exported to the grid in case of the presence of a distribution grid.

In this operation, the microgrid cluster works in a hierarchical control scheme (as shown in Figure 3d) once the GSM connection establishes with all microgrid controllers. If any microgrid is unable to communicate with the CMC, the corresponding microgrid will be disconnected from the cluster and work in a stand-alone mode or decentralized mode of operation. This novel technique ensures the power delivery to loads of the corresponding microgrid, also avoiding the power irregularity in the cluster’s bus. The remaining microgrid will be connected to the cluster control by CMC. This approach will significantly reduce the energy outage and proper utilization of RES, especially in rural areas.
responsible for controlling the MS and LC. The CMC will control the MS and LC of the remaining microgrid present in the cluster.

Figure 9. Flowchart representation of GSM based optimized energy management of a microgrid cluster.

4. Result and Discussion

As mentioned in Section 3.2, the performance of the proposed smart communication scheme and the energy management scheme was validated in the field by a practical solar PV-biogas integrated hybrid microgrid system at Mahishmari village, West Bengal, India. A complete day’s practical load demand profile (6:00 AM to the next day’s 5:00 AM) was chosen as the target parameter.

The peak load demand of the cluster is 28 kW in order to match the daily demand profile, the total solar PV of 45 kWp, and the total biogas engine-generator of 50 kVA capacity, which was integrated to form the smart hybrid microgrid.
Figures 10–12 show three practical case studies for the demand-side management by observing the dynamics of solar generation and load profile changes in the three clusters. The solar power output profile is chosen based on the local irradiation profile throughout the day. The results in Figures 10–12 also show a special case where the uninterrupted load management was performed by the proposed energy management control strategy even during a grid outage scenario. Here, in this case, from around 6:00 PM to 7:00 PM, the grid outage occurs. Then, the biogas power generator satisfies the demand during that period as there is no solar power available in the evening.

![Figure 10. Demand and generation management at microgrid-1.](image)

![Figure 11. Demand and generation management at microgrid-2.](image)
Figure 11. Demand and generation management at microgrid-2.

Figure 12. Demand and generation management at microgrid-3.

The total daily energy demands for each microgrid are 165 kWh, 118 kWh, and 127 kWh, respectively. This daily energy demand of 409 kWh is satisfied by optimized power-sharing among the RES (solar, biomass) and the distribution grid according to their availability.

As observed in the results, for the biogas power generator, the power never becomes negative as it acts as a reservoir and serves the load until the biogas is sufficient inside the digester. The power with a negative sign for the grid signifies the power imported from the grid during a lack of availability of RES. The grid power with a positive sign signifies power exported to the grid under excess solar PV power generation. The overall smart microgrid operation monitoring and control were executed by a communication platform that plays with the real-time data of PV power generation, biogas power generation, grid power export/import, and the connected load demand.

Figures 10–12 describe the demand and generation management within the three microgrid clusters. The red line represents the solar generation by three microgrids. The blue line describes the biogas electricity generation by three microgrids. The black line describes the load demand by the microgrids. The green line describes energy supplied by the distribution grid to satisfy demand beyond the individual generation of each microgrid. Finally, the pink line represents the overall consumption from the distribution grid by the three microgrid cluster system.

5. Conclusions

In this paper, a GSM-based smart communication-based energy management scheme is developed and validated in the field by a practical solar PV and biogas plant integrated clustered microgrid system. For preliminary demonstration and testing of the cluster system on a laboratory scale, a prototype of the same system consisting of integrated solar PV and biogas plant was developed at IIEST, Shibpur campus. An optimized energy management scheme was developed and demonstrated in a field application of a village containing multiple microgrid clusters.

The field experiment results demonstrate that the dynamic load demand profiles of the chosen interconnected microgrid areas are satisfied by the optimized scheduling of RES, and the grids. These components have been well utilized in the real-time control and exchange of power between the connected microgrids. The smart energy management
scheme developed in this work is a generalized one and can be scaled up for any multi-cluster community energy management.
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