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Abstract—Federated learning has attracted growing interest as it preserves the clients’ privacy. As a variant of federated learning, federated transfer learning utilizes the knowledge from similar tasks and thus has also been intensively studied. However, due to the limited radio spectrum, the communication efficiency of federated learning via wireless links is critical since some tasks may require thousands of Terabytes of uplink payload. In order to improve the communication efficiency, we in this paper propose the feature-based federated transfer learning as an innovative approach to reduce the uplink payload by more than five orders of magnitude compared to that of existing approaches. We first introduce the system design in which the extracted features and outputs are uploaded instead of parameter updates, and then determine the required payload with this approach and provide comparisons with the existing approaches. Subsequently, we analyze the random shuffling scheme that preserves the clients’ privacy. Finally, we evaluate the performance of the proposed learning scheme via experiments on an image classification task to show its effectiveness.1
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I. INTRODUCTION

Federated learning (FL), as a type of distributed learning, preserves data privacy by exchanging model parameter updates and keeping the datasets local [1]. Typically, FL considers a central parameter server (PS) that orchestrates many clients to collaboratively train a deep neural network (DNN) model [2] by aggregating the updates on the weights and biases from each client. FL has attracted significant interest from both academia and industry, and there is an explosive growth in FL research, such as federated averaging (FedAvg) [3], FL with differential privacy [4], and federated transfer learning (FTL) [5], especially model-based FTL [6]–[8]. While the training samples of the target task might be scarce and uploading the parameter updates can be expensive, the open-source big data repositories and deep learning models are becoming prevalent [9]. Through the use of existing datasets or deep learning models based on these datasets that are related to, albeit not exactly the same as, the target input space and output space, transfer learning (TL) is well-known as an attractive solution for various applications, such as text sentiment classification [10].

If the clients are mobile devices and the training process of FL is performed over a wireless network such as a wireless local area network (WLAN) or a cellular system, it is highly desired to reduce the amount of uplink payload (i.e., model parameter update), because the available radio spectrum is limited, and the environment is stochastic due to channel fading and interference [11]. Considering the FL applications on Internet of Things (IoT) devices, the strict budget on computation and uploading power consumption presents additional challenges for complex tasks for which we desire a deeper DNN with massive amount of parameters to train. A large number of aforementioned studies on FL focus on shallow DNNs with three or less layers, while many of the state-of-the-art DNN models have dozens of layers and millions or even billions of trainable parameters to pursue highest accuracy [12], [13].

Inspired by the aforementioned challenges on the budget of uplink payload and local computational power, we in this paper propose feature-based federated transfer learning (FbFtL) as a novel approach to perform the model-based transfer FL. Instead of uploading the gradients, we suggest uploading the output and the input of the subset of DNN to be trained, and analyze and compare the overall uplink payloads of FL, FTL and FbFtL, and provide the corresponding system design to avoid privacy leakage from the uploaded output. We test this approach by transferring the VGG-16 convolutional neural network (CNN) model [14] trained with ImageNet dataset [15] to CIFAR-10 dataset [16], and show that FL, two types of FTL, and FbFtL require uploading 3216 Tb, 949.5 Tb, 599 Tb, and 6.6 Gb of data, respectively, until performance convergence. Hence, the proposed FbFtL leads to an at least 5 orders of magnitude decrease in upload requirements compared to FL and FTL. Additionally, to our best knowledge, existing works on improving FL efficiency (such as compression, sparsification, quantization, federated distillation, pruning, and over-the-air computation) focus on transmitting gradient updates and have a limited payload reduction of only two orders of magnitude of the original payload on the same CIFAR-10 dataset while also experiencing performance degradation [3], [17]–[22]. Therefore, FbFtL is an economically more viable approach. We also show that FbFtL has significantly lower downlink payload.

II. PAYLOAD OF FEDERATED LEARNING AND FEDERATED TRANSFER LEARNING

In this section, we introduce the related prior work on FL and FTL, and analyze the least requirements on their successful uplink payload.

A. Federated Learning

In this paper, we consider the common FL task for which a PS orchestrates a set $U$ of $U$ clients to cooperatively train a DNN model. Each client $u$ owns a local dataset $K_u$ with $K_u$ samples for training, and the $k$th sample $x_{u,k} \in K_u$ consists of an input vector $x_{u,k} \in \mathbb{R}^{N_u}$ and an output vector $y_{u,k} \in \mathbb{R}^{N_y}$. The DNN is a function $f_{\theta}(x)$ that maps the input $x$ to an estimated output $y$ that aims at estimating $y$ with trainable parameter vector $\theta$. The training process of FL is to update the parameter vector $\theta$ according to the training samples from each client to minimize the expected loss $E[L(f_{\theta}(x_{train}))]$ on the unseen sample $s_{test}$ which has the same distribution as the training samples.

In order to minimize the loss and keep the training samples local, the authors in [3] proposed an iterative distributed
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1Code implementation available at: https://github.com/wfw10/Feature-based-Federated-Transfer-Learning.
For each trainable parameter, the client uploads one floating-connected layer, i.e., dense layer) and trainable parameters (such as convolutional layer and fully connected layer) and uploads the sum of updates \( \mathbf{g}_u = \sum_{c=1}^{C} \nabla_{\theta} L(f_{\theta}(\mathbf{x}_{u,c}, k)) \) back to the PS, and the PS updates the parameter \( \theta \) by replacing it with \( \theta = \alpha \sum_{u=1}^{U} \mathbf{g}_u \) where \( \alpha \) is the learning rate that controls the training speed.

Disregarding the processing failures and transmission failures, we assume that the FL with FedAvg iterates \( I^{FL} \) times. Then, all clients upload \( \mathbf{g}_u \) for \( I^{FL}UC \) times during training process. Consider that the DNN consists of \( M \) layers with trainable parameters (such as convolutional layer and fully connected layer, i.e., dense layer) and \( M' \) layers without trainable parameters (such as pooling layer and residue connection), and the \( m \)th trainable layer has \( T_m \) trainable parameters. For each trainable parameter, the client uploads one floating-point number of \( d \) bits for the corresponding element in the update \( \mathbf{g}_u \) during each iteration. Therefore, the overall uplink payload to train a DNN via FL with FedAvg is

\[
P^{FL} = dI^{FL}UC \sum_{m=1}^{M} T_m \text{ bits,}
\]

and we will set this as a benchmark to compare with three other training methods in the remainder of this paper.

### B. Federated Transfer Learning

TL has been shown to be a successful learning technique that leverages the knowledge from a different domain to improve the performance in the target domain, and FTL extends the traditional TL to the privacy-preserving distributed machine learning paradigm to mitigate the challenges arising from the scarcity of spectrum and training data in wireless FL. We assume that the model-based FTL [5], [23] is performed in the same fashion as in the previous subsection, and we only consider similarity in the functionality to extract a high-dimensional description from the input data.

As shown in Fig. 1, we consider FTL on a pre-trained DNN model based on a different open-source dataset with similar but not the same task as the source model to reduce the number of iterations during training. Many of the DNNs can be divided into two parts, the first part extracts the high-dimensional features from the sample input data with general information, and the second part performs operations for a specific task such as classification and is less possible to transfer into a new task. To transfer the knowledge of the source model into a new task before the training starts, the feature extraction part of the source model is directly copied into the new target model, while the task-specific part is randomly initiated. One way to perform FTL is to retrain all parameters with the new data. However, considering the number of parameters to train, one of the most common ways to perform FTL with the aim to minimize the training time and data requirement is to fix the feature extraction part and simply update the task-specific part. Specifically, we select one fully connected layer \( m_c \) (which is Layer 4 in Fig. 1), close to the output without paralleling path (such as residue connection), and randomly initiate all trainable parameters of layers \( m_c, m_c+1, \ldots, M \) (which are Layer 4 and Layer 5 in Fig. 1) for further updating.

For FTL that updates all parameters (FTLf), assuming that FTLf with FedAvg is iterated \( I^{FTL}_f \) times, the overall uplink payload required for training is

\[
P^{FTL}_f = dI^{FTL}_f U C \sum_{m=1}^{M} T_m \text{ bits.}
\]

On the other hand, assuming FTL with FedAvg that only updates the task-specific part (FTLc) with \( I^{FTL}_c \) iterations and assuming that each sum update \( \mathbf{g}_u \) consists of \( \sum_{m=m_c}^{M} T_m \) trainable parameters, the overall uplink payload for training is

\[
P^{FTL}_c = dI^{FTL}_c U C \sum_{m=m_c}^{M} T_m \text{ bits.}
\]

Typically, training from scratch requires more training samples, and thus we have \( I^{FTL}_f U C \approx I^{FTL}_c U C < I^{FL} U C \). For most of the models, the majority of the DNN structure is dedicated to the feature extraction, and obviously

\[
\sum_{m=m_c}^{M} T_m < \sum_{m=1}^{M} T_m.
\]

Therefore,

\[
P^{FTL}_c < P^{FTL}_f < P^{FL}. 
\]

### III. Feature-Based Federated Transfer Learning

In this section, we propose the new framework of FbFTL that requires significantly less uplink payload than FL and FTL, and this is achieved by uploading the extracted features and outputs instead of the parameter updates. To prevent privacy leakage from outputs, we also propose an uploading design to conceal the dependency between the client address and the output data.

#### A. Learning Structure

As shown in Fig. 1, in FbFTL we consider the model-based TL on a source DNN model \( f' \) which is pre-trained on a different task. We pick one fully connected layer \( m_c \) without paralleling path as the cut layer, and divide the new target model \( f \) into two parts. Those layers before layer \( m_c \) (which is Layer 4 in Fig. 2) are regarded as the feature extraction sub-model \( f_2 \), and the parameters \( \theta' \) for the new target model \( f \) are copied from the pre-trained source model \( f' \) and fixed without any further update. The other layers are regarded as the task-specific sub-model \( f_3 \), and all trainable parameters \( \theta^a \) in the new target model \( f \) are randomly initiated for training with the \( u \)th client’s \( k \)th training sample \( \mathbf{x}_{u,k}, \mathbf{y}_{u,k} \) for all \( u \) and \( k \).

The forward pass of the full model \( f_\theta(\mathbf{x}_{u,k}) = f_3(f_2(\mathbf{x}_{u,k})) \) maps the input \( \mathbf{x}_{u,k} \) to the estimated output \( \mathbf{y}_{u,k} \), and we note that the output of the feature extraction sub-model \( \mathbf{z}_{u,k} = f_2(\mathbf{x}_{u,k}) \) is also the input of the task-specific sub-model \( f_3^a \). Since we only desire to train the task-specific sub-model, there may only be forward path from input \( \mathbf{x}_{u,k} \) that generates features \( \mathbf{z}_{u,k} \) at each client and sends to the client.
PS, and the gradient back-propagation is iteratively performed at the PS without any feedback to each client in FbFTL. In contrast, the parameter update of FL and FTL is based on the gradients highly depends on the parameters in the current training iteration, and the same data sample may generate different parameter updates in different iterations during the training process. Therefore in FL and FTL, we either require many more training samples, or need to perform uploading updates multiple times for the same sample. However in FbFTL, each client only needs to upload the intermediate output $z_{u,k}$ and output $y_{u,k}$ once, instead of iteratively uploading the gradients, and the PS may regard these as the input and the output of the training sample for the task-specific sub-model $f^2_{\theta}$. Such pairs of samples are not correlated with the model parameters $\theta^2$, and therefore they can be used at different training iterations without downloading or uploading anything again. We provide the steps of the FbFTL algorithm in Algorithm 1 below.

**Algorithm 1 FbFTL**

PS copies fixed sub-model $f^1_\theta$ from pre-trained source model and randomly initiates trainable sub-model $f^2_{\theta}$.

PS broadcasts $f^1_\theta$ to each client $u \in \mathcal{U}$

Clients execute:

for client $u \in \mathcal{U}$ do

for sample $s_{u,k} \in \mathcal{K}_u$ do

Upload $z_{u,k} = f^1_\theta(x_{u,k})$ and $y_{u,k}$ to PS

end for

end for

PS executes:

while not converge do

for mini-batch $b$ of pairs $\{(u,k) \in \mathcal{U} \times \mathcal{K}_u\}$ do

$\theta^2 \leftarrow \theta^2 - \alpha \sum_{(u,k) \in b} \nabla_{\theta^2} L_0(f_{\theta^2}(z_{u,k}, y_{u,k}))$

end for

end while

FbFTL also has additional critical benefits in improving the training performance in practice, such as hyper-parameter fine-tuning, dataset balancing, and enabling flexible training batch size selection. Among them, the most important benefit is that FbFTL enables iterative fine-tuning of the SGD optimizer hyper-parameters such as the learning rate. To train a DNN via FbFTL, one can train the model from scratch for several times to determine the best hyper-parameters without additional communication with the clients. However for FL and FTL, the entire online training process has to be run several times, costing much more than the ideal uplink payload $P$.

**B. Payload Analysis**

Except the one-time communication benefit of FbFTL, we note that the amount of data in the single upload batch in FbFTL can be much less than that of each sample upload batch of FL and FTL. For each fully connected layer $m$ with bias in the model, we denote the number of input nodes as $N^+_m$ and the number of output nodes as $N^-_m$. Then, the number of trainable parameters in this layer is $T_m = N^+_m(N^-_{m+1} + 1)$. Compared to the dimension of $N^-_{m+1}$, the amount of information for $y_{u,k}$ which is typically a single integer, is negligible. Note that FbFTL requires calculating gradients at the PS, and hence FedAvg is not applicable and each sample has to be uploaded separately. Therefore for FbFTL, the uplink payload for each sample is $dN^+_m$, and the overall successful uplink payload required for training is

$$P_{FbFTL} = d \sum_{u=1}^U K_u N^-_{m_u} \text{ bits.} \quad (5)$$

Compared with the uplink payload of FTL with FedAvg that only updates the task-specific sub-model in (3), the ratio of each upload for single sample between FTL and FbFTL is

$$\frac{P_{FTL}^{FbFTL}}{P_{FTL}} = \frac{dU \sum_{m=1}^M T_m}{d \sum_{u=1}^U K_u N^-_{m_u}} > N^+_{m_c}. \quad (6)$$

The number of extracted features for many state-of-the-art models is larger than $10^3$, and TL usually requires a relatively deeper task-specific sub-model. Therefore, $N^+_{m_c}$ can be large. For the cross-device federated learning, the clients do not obtain huge local datasets, $\sum_{u=1}^U K_u < I^{FTL}U$. Therefore, we have $P_{FbFTL} < P_{FTL}$. Combining this characterization with the conclusion in (4), we have

$$P_{FbFTL} \ll P_c^{FL} < P^{FTL} < P^{FL}, \quad (7)$$

and therefore we expect extremely less uplink payload in FbFTL compared to FTL and FL.

We also note that FbFTL has the least downlink broadcast payload and the least local computation compared to FL and FTL. On the one hand, compared to FL, FTLf, and FTC, FbFTL does not require iterative dowlink broadcasting and only distributes the task-specific sub-model, and therefore requires less downlink payload. On the other hand, for FL and FTL, each client must complete one full forward pass and one backward pass of the parameters to be trained for each sample at each iteration. However for FbFTL, each client only needs to complete the forward pass of feature extraction sub-model once for each sample, and all other computations are transferred to the PS. We note that at the PS, stable electricity supply and advanced processors with much higher efficiency such as graphics processing units (GPUs) can be deployed to facilitate these computations. And, this transfer of
computations to the PS makes FbFTL especially advantageous when users and devices have limitations on their computational capabilities and power (e.g., as in IoT devices).

C. Privacy Analysis

Finally, we analyze how random shuffling preserves the clients’ privacy while uploading the intermediate output \( z \) and the overall output \( y \). The intermediate output \( z \) is also referred to as the smashed data in split learning [24], [25], and cannot be transformed back to the input \( x \) due to the non-linearity of the activation functions in each layer and will protect clients’ privacy as the gradient updates do in FL and FTL. However, the output \( y \) potentially conveys the clients’ private information to a minor extent. Due to this, we propose a specific system design to conceal the relationship between the client’s address and uploaded content, and thus mix the output information from all clients to eliminate the privacy leakage.

To validate this approach, we analyze the private information leakage of a specific batch of all samples from one client to a potential adversary without client address to distinguish the correspondence. According to [26], the privacy loss of a query is the difference between the amount of privacy in the original setting and after query, and in our case, the amount of privacy can be described by the uncertainty from the adversary’s perspective. Subsequently, we in this section conduct the analysis on how much the random shuffling of batches from a large number of clients reduces the amount of privacy loss.

As shown in Fig. 3, we consider a common learning task setting where the output \( y \in [0, 1]^N \) is an axis-aligned unit vector with one element having a value of 1 indicating the label (manual choice by the user who owns the data), and all others equal to 0. We assume that each sample \( \{x_{u,k}, b, Y_suala, y_{u,k}\} \) is independent and identically distributed (i.i.d.). Each client \( u \in U \) transmits one batch with \( K_u = K \) samples, the same number of samples including \( y_{u,k} \). Therefore for this client, there are \( N^K \) different possible ordered batches in total.

Assuming the order of choices in the batch does not hold information, we use \( B \) to denote the set of possible batches without order from client \( u \), and the privacy information of the real batch \( b \) from client \( u \) is the sum vector \( \sum_{k=1}^K y_{u,k} = (n_{1,u}^b, n_{2,u}^b, \ldots, n_{K,u}^b) \), and \( \sum_{k=1}^N n_{a,u}^b = K \). Subsequently, the number of possible batches without order is the combination with replacement of \( N \) items taken \( K \) times, and is given by \( |B| = \binom{N+K-1}{K} \). We denote the index of client \( u \’s \) batch as a random variable \( B \), and the index of the uploaded batch as \( B = b \in B \). We denote the type of the label \( y_{a,u,k} \’s \) distribution as \( Y \).

To evaluate the adversary’s knowledge on one given batch \( B = b \) from the given sample distribution \( Y = y \), we consider the optimally presumed distribution \( P^a_B \) of the batch \( B \) from the adversary’s perspective (instead of the averaged probability of random experiments) to generate the adversary’s uncertainty \( H^a(B) \) of the given batch (instead of the entropy of random batches).

Considering a strong adversary with the ability to obtain the true distribution \( Y = y \), we denote the adversary’s presumed distribution of the batch from client \( u \) as

\[
P^a_B(y) = \mathbb{P}(B \mid Y = y) = \left[ p^a_{y,1}, p^a_{y,2}, \ldots, p^a_{y,|B|} \right],
\]

and the corresponding uncertainty at the adversary in the original setting before query is the entropy

\[
H^a(B \mid Y = y) = - \sum_{b'=1}^{|B|} p^a_{y,b'} \log_2 p^a_{y,b'}.
\]

In the worst case for FbFTL, the strongest query is the process that the adversary acquires all batches without clients’ addresses. Since the batches are randomly shuffled without the knowledge of clients’ addresses, which batch out of \( U \) batches corresponds to which client has a uniform distribution from the adversary’s perspective. We use \( S \) to denote the number of shuffled batches with different types \( b \), and \( s(b) \) is the count for each type. Therefore, the adversary’s presumed probability distribution of \( B \) given this information \( S = s \) but without prior knowledge on \( Y \) is equal to the frequency of each batch type in \( B \), which is

\[
P^a_B(s) = \mathbb{P}(B \mid S = s) = \left[ \frac{s(1)}{U}, \frac{s(2)}{U}, \ldots, \frac{s(|B|)}{U} \right],
\]

Therefore, the adversary’s uncertainty given the shuffled data \( S = s \) is

\[
H^a(B \mid S = s) = - \sum_{b'=1}^{|B|} \frac{s(b')}{U} \log_2 \frac{s(b')}{U}.
\]

Subsequently in the case where the adversary has prior knowledge \( Y = y \) and acquired \( S = s \) via the query, we denote the adversary’s presumed distribution as \( P^a(B \mid Y = y, S = s) \), and its uncertainty on client \( u \’s \) batch \( b \) as \( H^a(B \mid Y = y, S = s) \). Then, we have

\[
P^a(B = b \mid Y = y, S = s) = \frac{P^a(S = s \mid B = b, Y = y) \cdot P^a(B = b \mid Y = y)}{P^a(S = s \mid Y = y)}
\]

\[
= \left( \frac{U - 1}{s(b) - 1} \right) \left( \frac{U}{s(b)} \right) = \mathbb{P}(B = b \mid S = s).
\]

This result indicates that the adversary’s presumed distribution depends only on the frequency of each batch type.

Therefore, the privacy leakage when the samples are shuffled is

\[
H^a(B \mid Y = y) - H^a(B \mid Y = y, S = s)
\]

\[
= H^a(B \mid Y = y) - H^a(B \mid S = s).
\]

Since the number of shuffled batches \( s \) of certain type is the count over \( U \) sampled batches from the true distribution \( y \), when the number of clients \( U \) is small, it is likely that \( P^a_{B\mid y} \neq P^a_{B\mid y} \), and the adversary obtains additional information from getting the shuffled data \( S = s \). However when \( U \) is large, \( \lim_{U \to \infty} P^a_{B\mid s} = P^a_{B\mid y} \) by the law of large numbers, and the privacy leakage converges to 0. Typically, federated learning has a large number of clients (i.e., \( U \) is typically large) while \( N \) and \( K \) are limited, and the privacy leakage with shuffled...
output is negligible.

In order to segregate the client’s Internet Protocol (IP) address from the uploaded content including the output $y$, we consider two different wireless communication architectures: FbFTL via cellular network and FbFTL applied on a local parameter station.

In the first case, we consider the setting in which FbFTL is performed by a commercial corporation via the cellular network and training data from clients is acquired via multiple base stations. Typically, the uploaded content is encrypted and passed from the base station to the core network and then issued to the commercial corporation. The commercial corporation may formulate its own encryption scheme that only shares with the clients in addition to the encryption of the communication operator, so that it is impossible for the communication operator with the IP addresses to extract the contents. When the communication operator passes the contents to the commercial corporation, it should randomly reorder each content from different clients and delete the corresponding IP addresses, so that it is impossible for the commercial corporation to obtain the IP addresses while it has access to the contents. Therefore, no one other than the client may obtain both its IP address and its content.

In the second case, we consider the setting where FbFTL is performed on a local parameter station via WLAN. One of the possible approaches is to randomly choose the clients’ temporary identities. The access point (AP) may build a random address (RA) code pool, and when each client tries to access WLAN, it may randomly choose an RA code as its identity to contend and reserve channels for its transmission. Therefore it is impossible to identify the client via the RA code, and we successfully prevent the PS from locating each client.

IV. EXPERIMENTAL RESULTS

In this section, we apply FL, FTL and FbFTL on VGG-16 CNN model [14] and transfer the knowledge learned from ImageNet dataset [15] to CIFAR-10 dataset [16].

ImageNet is a large virtual database with more than 14 million images with hand-annotated labels (classification types or desired outputs for training), and the pre-trained source model that we use for TL is developed on the ImageNet large scale visual recognition challenge 2012 (ILSVRC2012, [27]) with images from 1000 categories. As an example, we show 10 samples with their labels in Fig. 4.

CIFAR-10 is another database of 60000 images with $N = 10$ different labels, and we use 50000 images for training and 10000 images for testing. Fig. 5 shows the first 10 samples with their labels, and we note that these samples have simple labels and naturally seem blurred compared to those in ImageNet because images in CIFAR-10 have a lower dimension.

In Fig. 6, we show the structure of VGG-16 that we use for training on CIFAR-10. For TL, the first half of the layers marked blue are considered as the feature extraction sub-model $f_b$ and are copied from that trained on ImageNet, and the latter part marked yellow is considered as the task-specific sub-model $f_T$ and is randomly initiated. For FbFTL, the dimension of the intermediate output is $N_{m_\alpha} = 4096$.

To train the model on CIFAR-10, we use Nvidia GeForce GPU with CUDA to simulate the algorithms with PyTorch [28]. We assume that there are $U = 6250$ clients in total, each iteration takes a fraction $C = 1.28 \times 10^{-7}$ of all clients, and each batch contains $K_u = 8$ samples. In the two most commonly used deep learning tools TensorFlow (including Keras) [29] and PyTorch, the default data type of each number has 32 bits and therefore $d = 32$ bits. The learning rate is $10^{-2}$, the momentum of the optimizer is 0.9, and the L2 penalty is $5 \times 10^{-4}$.

In Table I, we compare the performances of FL, FTL, FTLc, and FbFTL. As we have analyzed, the first three algorithms require IUC successfully uploaded batches, while FbFTL only requires $\sum_{u=1}^{U} K_u$ batches. Also, the first three algorithms require uploading $\sum_{m=1}^{M} T_m$, $\sum_{m=1}^{M} T_m$, and $\sum_{m=m_\alpha}^{M} T_m$ parameters, respectively, in each batch, while FbFTL only requires uploading $N_{m_\alpha}$ in each batch. In the third row of the table, we note that FbFTL has a reduction of four orders of magnitude (i.e., reduction by $10^{-4}$) in uplink payload per batch compared to those of the other algorithms for each client, and in the fourth row, it achieves five orders of magnitude reduction (i.e., reduction by $10^{-5}$) in total uplink payload compared to those of the other algorithms during training. We note that the ITU standard of 5G uplink user-experienced data rate is only 50 Mb/s [30], and FbFTL is obviously the most economically prominent approach. There is also a huge reduction on the overall downlink payload by...
privacy leakage vanishes as the number of clients grows. These method that uploads the features and outputs instead of gradients, privacy leakage converges to 0. The curve starts with only one client, and number of clients U. The curve starts with only one client, and in that case all the information (13.86 bits) is leaked to the adversary. As the number of participating clients increases, the privacy leakage drops fast in our considered experiment setting (with 6250 clients). In comparison, the dimension of the input information for each batch is 8 x 3 x 256 x 256 bits or 1.96608×10^6 bits, and the leakage from the labels is comparatively negligible. For the industrial application of FL, the number of clients can be even larger (possibly up to 10^10), and the privacy leakage converges to 0.

V. CONCLUSION

In this paper, we have introduced the feature-based federated transfer learning (FbFTL), as a novel federated learning method that uploads the features and outputs instead of gradient updates. We have described in detail the proposed system design and the learning algorithm, compared its theoretical payload with federated learning and federated transfer learning, and analyzed the privacy preservation via random shuffling. We have shown that significant reduction is achieved in both uplink and downlink payload when FbFTL is employed. Via experiments, we have further shown that FbFTL reduces the uplink payload by up to five orders of magnitude and the privacy leakage vanishes as the number of clients grows. These features render FbFTL a communication-efficient and privacy-preserving novel federated transfer learning scheme.
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