Shaking the causal tree: On the faithfulness and minimality assumptions beyond pairwise interactions
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Built upon the concept of causal faithfulness, the so-called causal discovery algorithms propose the breakdown of mutual information (MI) and conditional mutual information (CMI) into sets of variables to reveal causal influences. These algorithms suffer from the lack of accounting emergent causes when connecting links, resulting in a spuriously embellished view of the organization of complex systems. Here, we show that causal emergent information is necessarily contained in CMIs. We also connect this result with the intrinsic violation of faithfulness and elucidate the importance of the concept of causal minimality. Finally, we show how faithfulness can be wrongly assumed only because of the appearance of spurious correlations by providing an example of a non-pairwise system which should violate faithfulness, in principle, but it does not. The net result proposes an update to causal discovery algorithms, which can, in principle, detect and isolate emergent causal influences in the network reconstruction problems undetected so far.

Introduction. Very large databases are a major opportunity for science, and data analytics is a remarkable growing field of investigation. A cornerstone inside this paradigm is the fact that the better one can characterize the causal model behind the data-generating complex system, the more one can understand how its mechanism works [1, 2]. Only with data on hands, an important task, then, is to correctly infer how the nodes inside the unknown system are generating its information dynamics and, consequently, determine the causation architecture behind the mechanisms.

In this scenario, causal discovery algorithms are powerful tools [3, 4] and they have been receiving substantial attention over the last decade thanks to the need to incorporate time-dependent data [5–12]. A common thread in those works is to analyze the information transfer among processes at multiple spatio-temporal scales proposing a connection between causation and information theory. Indeed, causal analysis is performed on a set of interacting elements or state transitions, i.e., a causal model, and the hope is that information theory is the best way to quantify and formalize these interactions and transitions. To infer correct causal links from multivariate time-dependent data, the recent discovery algorithms use transfer-like quantifiers relying on concepts such as Granger causality and directed information theory [13–15], which are already formally justified by causal concepts such as $d$-separation and faithfulness [16–18].

The emerging field of non-pairwise network modeling [19, 20] is elucidating how standard networks embed pairwise relationships into our structural interpretation of the organization and behavior of complex systems giving a limited representation of higher-order interactions/synergism. In parallel to that, James et al. [21] pointed out how transfer-like analysis can be blinded to non-pairwise interactions. As elucidated in Ref.[10], but not taken forward, the point is that for synergic dependencies the concept of faithfulness can be violated by provoking the failure of all the algorithms above.

Since the appearance of causal models, considerable work has been done in the philosophy of causation into developing a general argument to use or to not faithfulness [4, 22–26]. A more pragmatic answer comes with the recent Weinberger proposal [27]. Instead of showing whether faithfulness fails or not, he argues that its use in a particular context may be defended by using general modeling assumptions rather than by relying on claims about how often it fails.

In this Letter, we make use of simple simulated systems, including higher-order interactions ones, to show quantitatively that genuine causal synergism violates faithfulness. We do so by claiming the importance of the conditioning operation in mutual information to capture pure synergism by formally connecting such concepts with partial information decomposition theory (PID) [28]. We connect this with the concept of causal minimality [3] elucidating its importance in determining tasks.

By comparing different structural organizations of non-pairwise systems, we also show exactly that causal faithfulness is recovered when specific types of redundancy are allowed in the PID eyes. Such a phenomenon manifests when the conditional mutual information (CMI) starts to fail, raising a trade-off between faithfulness and minimality. These results formally clarify a long-standing discussion about the regime of the faithfulness condition for causal discovery in non-pairwise scenarios.
Background. In what follows, we denote random variables with capital letters, $X$, and their associated outcomes using lower case, $x \in \mathcal{X}$ with $\mathcal{X}$ the space of realizations. Random vectors, of size $n$, will be denoted by bold capital letters, $\mathbf{X} = \{X_1, X_2, \ldots, X_n\}$. For the sake of simplicity, in this text, we drop the time indices of temporal causal processes by assuming that the variables from $\mathbf{X}$ are in the past with respect to any univariate variable represented by the letter $Y$. In what follows we consider basic concepts from information theory and causality theory\(^1\) [3]. The amount of information the sources $\mathbf{X}$ (also called parents, $\text{PA}_Y$)\(^2\), carry about the target $Y$ is quantified by the mutual information (MI),

$$I(\mathbf{X}; Y) = \sum_{x,y \in \mathcal{X} \times \mathcal{Y}} p(\mathbf{X}, Y) \log \frac{p(\mathbf{X}, Y)}{p(\mathbf{X})p(Y)}. \tag{1}$$

A core limitation of MI when assessing systems with more than two variables is that it gives little insight into how information is distributed over sets of multiple interacting variables. Consider the classic case of two elements $X_1$ and $X_2$ that regulate a third variable $Y$ via the exclusive logical operation with equal probabilities $p(X_1) = p(X_2) = 1/2$ for all values of $X_1$ and $X_2$. Then $I(X_1; Y) = I(X_2; Y) = 0$ even though both are connected to $Y$. Note that from the chain rule \([29]\) it follows that $0 < I(X_1, X_2; Y) = I(X_2; Y) + I(X_1; Y|X_2) = I(X_1; Y|X_2)$. The point is that the full information is synergically contained in $I(X_1; Y|X_2)$ as explained in what follows.

The PID framework addresses the issue above by a formal method to decompose the contribution of all informational combinations that a set of multiple sources variables provides from a single target variable. The work of Williams & Beer \([28]\) was to realize that such combinations of information are well structured into a lattice of antichains,

$$\mathcal{A}(\mathbf{X}) = \{a \in \mathcal{P}^+(\mathcal{P}^+(\mathbf{X})): a_1 \not\subseteq a_2, \forall a_1, a_2 \in a\}, \tag{2}$$

where $\mathcal{P}^+(\mathcal{S}) = \mathcal{P}(\mathcal{S}) \setminus \{\emptyset\}$ denotes the set of nonempty subsets of $\mathcal{S}$.

These possible combinations of information are called *partial informational atoms* (PI’s) and are defined by the mapping: $a \mapsto I_0(a; Y)$. Decomposing CMI and MI into PI’s\(^3\) and applying this to the XOR process discussed above, with $\mathbf{X} = \{X_1, X_2\}$ and a single target variable $Y$ we have that,

$$I(X_1; Y) = \text{Uni}(X_1; Y) + \text{Red}(X_1, X_2; Y), \tag{3}$$

$$I(X_2; Y) = \text{Uni}(X_2; Y) + \text{Red}(X_1, X_2; Y), \tag{4}$$

$$I(X_1; Y|X_2) = \text{Uni}(X_1; Y) + \text{Syn}(X_1, X_2; Y), \tag{5}$$

where $\text{Red}(X_1, X_2; Y)$ is the PI about $Y$ that is redundantly shared between $X_1$ and $X_2$, $\text{Uni}(X_1; Y)$ refers to the PI about $Y$ that is uniquely present in $X_1$ and not in $X_2$, and $\text{Syn}(X_1, X_2; Y)$ is the PI about $Y$ that is only revealed by the joint states of $X_1$ and $X_2$ considered together. From Eq.5 we can see that the causal link from $\{X_1, X_2\}$ to $Y$ is due to the synergic term $\text{Syn}(X_1, X_2; Y)$.

The existence of this link, even though $I(X_i; Y) = 0$, $i = 1, 2$, is known as a violation of the causal faithfulness condition. Note, however, that the concept of causal minimality is still satisfied since conditional independence plays a role here\(^4\). Also, if $p(X_1) \neq p(X_2)$ in the example above, faithfulness is not violated anymore raising the common claim that its violations are rather pathological \([9, 10, 12]\). Below, we consider a simple causal process showing that when studying synergism, faithfulness violations are not rare corner cases, but can be prevalent in the space of probability distributions.

**Example 1 (Failure of faithfulness).** Consider $\mathbf{X} = \{X_1, X_2, X_3\}$ as three independent binary sources and the target node $Y$ being the logical OR operation (symbol $\lor$) between $X_1 \lor X_2$ ($\lor$ means the exclusive or, XOR operation) and $X_3$, and the probability distribution table given by the table below with $0 \leq f \leq 1$:

| $X_1$ | $X_2$ | $X_3$ | $Y$ | Prob. |
|------|------|------|----|-------|
| 0    | 0    | 0    | 0  | $f/8$ |
| 1    | 0    | 0    | 1  | $f/8$ |
| 0    | 1    | 0    | 1  | $3f/8$ |
| 1    | 1    | 0    | 0  | $3f/8$ |
| 0    | 0    | 1    | 1  | $(1-f)/8$ |
| 1    | 0    | 1    | 1  | $(1-f)/8$ |
| 0    | 1    | 1    | 1  | $3(1-f)/8$ |
| 1    | 1    | 1    | 1  | $3(1-f)/8$ |

By computing the MIs and $\text{CMI} \times f$, see Fig.1, we can see that $\text{MI}(X_2; Y) = 0$, but $\text{CMI}(X_1; X_2|X_3) \neq 0$, $\forall f > 0$, showing a simple system where faithfulness is violated but minimality is not, in a non-pathological way.

![Graph showing MI and CMI](image_url)

**FIG. 1.** (left) $\text{MI}(X_i)$ for $i = 1, 2, 3$ and (right) $\text{CMI}(X_1|X_2, X_3)$ varying $0 \leq f \leq 1$.\(^{4}\)

---

\(^1\) See App.A

\(^2\) Throughout the text we will interchange the notations $\mathbf{X}$ and $\text{PA}_Y$.

\(^3\) See App.B for further details.

\(^4\) Indeed, to satisfies causal minimality, it is sufficient that $I(X_i; Y|\text{PA}_Y \setminus X_i) \neq 0$ when a link exists, see Def.A3 in App.A.
Definition 1 (The redundant and synergic sets). Given a set of sources \( \mathbf{X} = \{ X_1, X_2, \ldots, X_n \} \) we say that the subset \( \mathcal{B} \subseteq \mathcal{A}(\mathbf{X}) \), for \( 2 \leq k \leq n \), is:

(a) **synergic of order** \( k \): This set is represented by the singletons inside \( \mathcal{A}(\mathbf{X}) \) with size \( k \). In this case, we denote \( \mathcal{B} \equiv \mathcal{S}^{(k)}(\mathbf{X}) \);

(b) **redundant of order** \( k \): This set is represented by all elements \( \beta \) inside \( \mathcal{A}(\mathbf{X}) \) of the form \( \beta = \{ b_1, b_2, \ldots, b_k \} \), s.t., exists \( b_j \in \beta, |b_j| = k \). Then, \( \mathcal{B} \equiv \mathcal{R}^{(k)}(\mathbf{X}) \); When considered all the orders \( k \) we will omit the superscript, having then \( \mathcal{S}(\mathbf{X}) = \bigcup_k \mathcal{S}^{(k)}(\mathbf{X}) \) and \( \mathcal{R}(\mathbf{X}) = \bigcup_k \mathcal{R}^{(k)}(\mathbf{X}) \), respectively. Note that \( \mathcal{A}(\mathbf{X}) = \mathcal{R}(\mathbf{X}) \cup \mathcal{S}(\mathbf{X}) \). For a illustration of these sets, see Fig. B1.

Proposition 1 (Synergic property of the conditioning set). Given a node \( X_i \in \mathbf{X} \), with \( \mathbf{X} = \{ X_1, X_2, \ldots, X_n \} \) and \( \mathbf{Z} \subseteq \mathbf{X} \setminus X_i \) with \( |\mathbf{Z}| = k - 2, 2 \leq k \leq n \). Then, \( I(X_i;Y \mid \mathbf{Z}) \) includes all \( \{ S^{(i)}(\mathbf{X}) \}_{i=1}^k \). Furthermore, the term \( S^{(k)} \) increases monotonically according to \( |\mathbf{Z}| \) on \( \mathcal{A}(\mathbf{X}) \).

To elucidate Prop.1 we consider a scenario where the non-pairwise relationships between \( \mathbf{X} \) and \( \mathbf{Y} \) can be expressed as a Gibbs distribution. Full simulation details are reported in App. C. To start, we show the importance of the conditioned set size, \( |\mathbf{Z}| \), to capture information contribution from non-pairwise terms. To do so, we consider a system of \( n + 1 \) spins, with Hamiltonians having interactions only of order \( k \),

\[
H_k(\mathbf{X}) = -\sum_{|\alpha| = k} J_{\alpha} \prod_{i \in \alpha} X_i X_{i+n+1},
\]

where \( J_{\alpha} \) are the interaction coefficients the and the sum runs over all collections of indices \( \alpha \subseteq [n] \) of cardinality \( |\alpha| = k \).

For these systems, we calculate the average normalized \( \text{CMI}, \overline{\text{CMI}} \), to measure the strength of the high-order statistical effects beyond pairwise interactions (Fig. 2). Our results confirm that to get information from a causal influence of order \( k \) we have to account for conditioned sets of proportional size. Furthermore, the pairwise interaction regime is the only case where MIs (CMIs with \( |\mathbf{Z}| = \emptyset \)) are nonzero showing the violation of faithfulness for non-pairwise interactions.

Discussion. In the example 1 above, the robustness of minimality inside the context of the high-order interactions seems to be related to the need to consider conditioned independencies. This point motivates us to view more carefully the conditioning operation under the PID eyes. The natural question, therefore, raises: Is there a subset \( \mathcal{S}(\mathbf{X}) \subset \mathcal{A}(\mathbf{X}) \), in which its elements form a lattice such that one can isolate only synergic nodes in \( \mathcal{S} \)?

To do so, we will look deeper into the PID approach in the search for \( \mathcal{S}(\mathbf{X}) \). To start, we propose Def.1 which gives a formal definition for \( \mathcal{S}(\mathbf{X}) \) allowing us to connect it with the conditioning operation, Prop.1 with proof in App. B.

Proposition 2 (Faithfulness & Minimality). Let \( \alpha \in \mathcal{A}(PA_Y) \) be, then the causal influence of \( \alpha \) in \( \mathbf{Y} \) satisfies,

(a) **faithfulness** if \( \alpha \), necessarily, belongs to \( \mathcal{S}^{(2)} \), i.e., is independent of the others parents; and,

(b) **minimality/contextual-dependency** if \( \alpha \) belongs to \( \mathcal{S}^{(k\geq 2)} \forall k \), i.e., could depend on the others parents.

Prop.2-(a,b) straightly enlighten in an informational way how minimality includes faithfulness. The set \( \mathcal{R}^{(2)}(PA_Y) \) can be viewed as redundancy among only faithful causes. And, \( \mathcal{R}^{(k\geq 2)}(PA_Y) \) as redundancy among faithfully and contextually-dependent causes or only contextually-dependent causes.

The illusion of faithfulness or the deluge of redundancy? Here, we analyze deeper why faithfulness can become optimal because of spurious correlations instead of genuine regularities. To answer this question, we fix the system size and investigate how a change in the organization of the interactions impacts the structure of the

\[\text{interaction order k = 2} \quad \text{interaction order k = 3} \quad \text{interaction order k = 4} \quad \text{interaction order k = 5}\]

\[\text{Conditioned set size +2} \]

\[\text{FIG. 2. Growth of the CMI according to the conditioned set size. Here, we consider systems of size n + 1 = 5 with interaction orders k = 2, 3, 4, 5 obeying Eq.(6) where the last node, X_n, was considered as a target. The calculation of the CMI was made over all permutations of the set } \{ {X_i}^4_{i=1} \} \text{ in the CMI formula.} \]

Note that, by viewing \( \mathcal{A}(\mathbf{X}) \) as a causal informational lattice, \( \mathcal{A}(PA_Y) \), where \( PA_Y \equiv X \) emphasizes that \( \mathbf{X} \) is the set of parents of \( \mathbf{Y} \), and using the terminology of Def.(1) we can identify the concepts of faithfulness and minimality in the PID language, see Prop.(2) with proof in App. B1. This allow us to clarify why faithfulness fails and minimality is necessary to capture high-order causal dependencies.

\[\text{We will restrict the concept of contextual-dependency for the synergic terms of order k \geq 3. Then, we only have redundancy of contextually-dependent causes with the faithful ones if one element inside the set in question is synergic of order 2.}\]
informational antichains and, consequently, the computation of MIs and CMIs. We will consider Hamiltonians with interactions up to order $k$,

$$H_k(X) = -\sum_{i=1}^{n+1} J_i X_i - \sum_{i=1}^{n} \sum_{j=i+1}^{n+1} J_{ij} X_i X_j$$

$$- \ldots - \sum_{|\alpha|=k} J_\alpha \prod_{i \in \alpha} X_i, \quad (7)$$

Firstly, we model non-pairwise components exclusively in the Hamiltonian, which means that if a node has the interaction of order $k$, it cannot interact anymore, represented by the causal directed hyper-graph in Fig.(3-A). For the second case, we relax the exclusivity condition, represented graphically by a dense cloud of connectivity, Fig.(3-B).
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**Fig. 3.** Here, we simulate two non-pairwise systems of size $n + 1 = 11$ following Eq.(7) with different organization. (A) This model has spins with only exclusive interactions of order $k = 3, 4, 5$. (B) Here we are allowing all possible interactions of order $k = 3, \ldots, 10$. Again the last spin, $X_{n+1}$, was considered as target node $Y$, and the calculation of CMIs was done as explained in the previous figure.

Our results show that when the Hamiltonian only possesses exclusive non-pairwise interactions, faithfulness still fails in capturing causal influence. Also, the monotonic increase of the CMIs according to the conditioning set size is preserved showing how minimality remains robust to identify high-order of synergism, Fig.3-(A). However, when we relax the exclusivity condition, even without pairwise interactions, the MI’s are nonzero anymore. More intriguing, faithfulness beats minimality and the latter does not seem to be optimal in capturing synergism anymore, Fig.3-(B).

We argue that such behavior is due to the appearance of a specific type of redundancy, induced by the functional properties of the system. Indeed, as generated independently, we would expected that $MI(X_i, X_j) = 0$ for any sources $X_i, X_j \in PA_Y$, which is the case for the system of Fig.3-(A). However, it occurs that in the system of Fig.3-(B), we have $MI(X_i, X_j) \neq 0$. The existence of these correlations among the sources spuriously inflates the calculation of MIs while it provokes the decrease of CMIs according to the conditioning set size.

Such redundancy is similar to the concept of mechanistic nature [30, 31]. In its simplest form, this type of redundancy occurs when the sources are generated independently and are related to the functional properties of the system as well. While its importance has been recognized, how to define or quantify this type of redundancy inside PID is an open question [32]. In our case, it is due to the existence of correlations between atoms not explored in the informational antichain, e.g., $\{X_1\}$ and $\{X_1X_2\}$.

This elucidation also allows us to explain the balance between MIs and CMIs in the multivariate case. Indeed, it is well-known that for the case of three random variables $X, Y,$ and $Z$, the following interpretation holds [33]:

$$I(X;Y) > I(X;Y|Z) \Rightarrow \text{synergism} \quad (8)$$

$$I(X;Y) > I(X;Y|Z) \Rightarrow \text{redundancy} \quad (9)$$

By the above argumentation we have found empirically that, for high-order systems, $Z_1 \subset Z_2 \subset PA_Y$,

$$I(X;Y|Z_1) < I(X;Y|Z_2) \Rightarrow \text{synergism} \quad (10)$$

$$I(X;Y|Z_1) > I(X;Y|Z_2) \Rightarrow \text{redundancy} \quad (11)$$

where the first inequality holds when the exclusivity condition is satisfied, $R(X) \equiv R_E(X)$, meaning no redundancy dominance; and, the second inequality becomes true according to the growth of the system and mechanistic redundancy dominance.

**Conclusions and Consequences.** The XOR problem is a classical problem in the domain of AI which was one of the reasons for the AI winter during the 70s in the neural networks context [34]. Here, we showed how the difficulties with concepts of statistical independence for the XOR operation raise a problem in the causal discovery domain, as well as when dealing with non-pairwise/synergetic relationships. By doing so, we raised the importance of incorporating concepts, namely, partial information theory, beyond the classical Shannon approach when dealing with the concept of synergism. This strengthens the already well-established link between causality and information theory.

Specifically, we have elucidated a new way to interpret the concepts of faithfulness and minimalism from the causality domain clarifying the failure and importance of these conditions for network discovery beyond pairwise interaction. We showed that, while well accepted, faithfulness fails to capture synergism when the latter is properly defined. And, its assumption is more related to the appearance of spurious regularities than genuine causal influences.

Indeed we argued that this specific spuriousness can be linked with the concept of (mechanistic) redundancy [30]. While important in view of formalizing the
founded empirical inequalities in Eq.10, a qualitative approach is missing in the literature and we leave it for future work. This would be important for a better understating of some phenomena from multivariate information theory.

A possible path in this domain could be to incorporate the so-called context-specific independence (CSI) [35], which is the independence that holds in a certain value of conditioned variables, i.e., the context.

It has been shown that the presence and knowledge of such independence lead to more efficient probabilistic inference by exploiting the local structure of the causal models [36]. The XOR operation follows such relations [37]. Also, it allows the identification of causal effects, which would not be possible without any information about CSI relationships [38]. Further investigations of this approach in synergic causal discovery from large data sets we leave for future work.

Also, our separation of the informational antichain in the subsets $\mathcal{R}(X)$ and $\mathcal{S}(X)$, called strong synergism condition [39], has not been incorporated in the field of causal synergism/emergence [40–42]. It would be interesting to compare these approaches aiming at a different quantifier for causal emergence influences.
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Supplementary Material
A. CAUSAL MODELS

**Definition A1** (Causal Models). A causal model \( \mathcal{M} \) is a 2-tuple \( \langle G_u, P_u \rangle \), where \( G_u = (X, E) \) is directed acyclic graph (DAG) with edges \( E \) that indicate the causal connections among a set of nodes \( X \) and a given set of background conditions (state of exogenous variables) \( U = u \). The nodes in \( G_u \) represent a set of associated random variables, denoted by \( X \) with probability function

\[
P(x_i|\text{pa}_i) = \sum_{u_i} P(x_i|\text{pa}_i, u_i)P(u_i).
\]

where \( \text{pa}_i \) defines the parents for any node \( X_i \in X \) (all nodes with an edge leading into \( X_i \)).

For a causal graph, there is the additional requirement that the edges \( E \) capture causal dependencies (instead of only correlations) between nodes. This means that the decomposition \( P(x) = \prod_i P(x_i|\text{pa}_i) \) holds, even if the parent variables are actively set into their state as opposed to passively observed in that state (causal Markov condition (CMC) [3, 43]),

\[
P(x_i|\text{pa}_i) = \prod_i P(x_i|\text{do}(\text{pa}_i))
\]

**Definition A2** (Spatio-temporal Causal Models). A spatio-temporal causal model \( \mathcal{M}_t \) defines a partition of its nodes \( X \) into \( k + 1 \) temporally ordered steps, \( X = \{X_0, X_1, \ldots, X_k\} \), where \( \text{pa}(X_0) = \emptyset \) and such that the parents of each successive step are fully contained within the previous step \( \text{pa}(X_t) \subseteq X_{t-1}, t = 1, \ldots, k \) [44]. This definition avoids “instantaneous causation” between variables, which means that \( \mathcal{M}_t \) fulfills the temporal Markov property [17]. We also assume that \( U \) contains all relevant background variables, any statistical dependencies between \( X_{t-1} \) and \( X_t \) are causal dependencies, and cannot be explained by latent external variables (causal sufficiency condition [10]).

Finally, because time is explicit in \( G_u \) and we assume that there is no instantaneous causation, then the earlier variables, \( X_{t-1} \), influence the later variables, \( X_t \). And, remembering that the background variables \( U \) are conditioned to a particular state \( u \) throughout the causal analysis they are, otherwise, not further considered. Together, these assumptions imply a transition probability function for \( X \) [44],

\[
P_u(x_t|x_{t-1}) = \prod_i P_u(x_i|x_{t-1}) = \prod_i P_u(x_i|\text{do}(x_{t-1})),
\]

i.e., nodes at time \( t \) are conditionally independent given the state of the nodes at time \( t-1 \).

The part \( X = \{X_0, X_1, \ldots, X_k\} \) in a spatio-temporal causal model can be interpreted as consecutive time steps of a discrete dynamical system of interacting elements; a particular state \( X = x \), then, corresponds to a system transient over \( k + 1 \) time steps, e.g. the directed Ising model used in the main text. As already mentioned in the main text, to not get confused with the subindices meaning time steps or different processes we denoted variables in the past by \( X \) and in the present by \( Y \).

A1. Faithfulness and Minimality

So far, we discussed the assumptions in causal models, which enables us to read off statistical independencies from the graph structure. As our goal here is causal discovery, we need to consider concepts with allows us to infer dependencies from the graph structure such as Faithfulness and Minimality.

**Definition A3** (Faithfulness & Minimality). Consider the causal model \( \mathcal{M} = \{P, G\} \), the target \( Y \) and its parent set \( \text{PA}_Y = \{X_1, X_2, \ldots, X_n\} \). Assume that the joint distribution has a density \( P \) with respect to a product measure. Then,

(F) \( P \) is faithful with respect to the DAG \( G \) if \((X_X \perp_{P} Y | X_L)^6 \) whenever \((K \cap \text{PA}_Y) \neq (L \cap \text{PA}_Y) \forall K, L \subseteq G; \)

(M) \( P \) satisfies causal minimality with respect to \( G \) if and only if \( \forall Y, \) we have that \( X_i \perp_{P} Y | (\text{PA}_Y \setminus X_i), \forall X_i \in \text{PA}_Y \).

---

\(^6\) The conditional independence between two random variables \( X \) and \( Y \) given \( Z \) is denoted by \((X \perp_{P} Y | Z)\), i.e., \((X \perp_{P} Y | Z) \iff P(X|Y, Z) = P(X|Z)\).
Condition (F) ensures that the set of causal parents is unique and that every causal parent presents an observable effect regardless of the information about other causal parents \([3, 9]\). On the other hand, (M) says that a distribution is minimal with respect to a causal graph if and only if there is no node that is conditionally independent of any of its parents, given the remaining parents. In some sense, all the parents are “active” \([18]\). Suppose now, we are given a causal model, for example, in which causal minimality is violated. Then, one of the edges is “inactive”. This is in conflict with the definition of (F), then

**Proposition A1** (Faithfulness implies causal minimality). If \(P\) is faithful and Markovian with respect to \(G\), then causal minimality is satisfied.

### B. INFORMATIONAL LATTICES

According to Williaws & Beer \([28]\), to capture all different kinds of partial information contribution in the MI one should split the domain in such way which different elements do not share common information among them. In other words, the domain of this set can be reduced to the collection of all sets of sources such that no source is a superset of any other, formally

**Definition B4** (The informational antichain). Consider the ensemble of variables \(X = \{X_1, X_2, \ldots, X_n\}\), which are informational sources to the target \(Y\). The set

\[
A(X) = \{a \in P^+(P^+(X)) : a_1 \nsubseteq a_2, \forall a_1, a_2 \in a\},
\]

where \(P^+(S) = P(S) \setminus \{\emptyset\}\) denotes the set of nonempty subsets of \(S\), is called the informational antichain of the sources \(X\). Henceforth, we will denote sets of \(A(X)\), corresponding to collections of sources, omitting the brackets with a dot separating the sets within an antichain, and the groups of sources are represented by their variables with respective indices concatenated. For example, \(X_1 \cdot X_2 X_3\) represents the antichain \(\{\{X_1\}\{X_2, X_3\}\}\) \([21]\).

Antichains form a lattice \([45]\), having a natural hierarchical structure of partial order over the elements of \(A(X)\),

\[
\forall \alpha, \beta \in A(X), \ a \leq b \iff (\forall b \in \beta : \exists a \in \alpha, \ a \subseteq b).
\]

When ascending the lattice, the redundancy function \(I_c(\alpha; Y)\), monotonically increases, being a cumulative measure of information where higher element provides at least as much information as a lower one \([28]\). The inverse of \(I_c(\alpha; Y)\) called the partial information functions (PI-functions) and denoted by \(I_0\) measures the partial information contributed uniquely by each particular element of \(A(X)\). This partial information will form the atoms into which we decompose the total information that \(X\) provides about \(Y\). For a collection of sources \(\alpha \in A(X)\), the PI-functions are defined implicitly by

\[
I_0(\alpha; Y) = I_c(\alpha; Y) - \sum_{\beta \prec \alpha} I_0(\beta; Y).
\]

Formally, \(I_0\) corresponds to the the Möbius inverse of \(I_c\). For singletons we have the identification \(MI \equiv I_c\) such condition, called self-redundancy, allows the computation of the PI’s. The number of PI-atoms is the same as the cardinality of \(A(X)\) for \(X = n - 1\) given by the \((n - 1)\)-th Dedekind number \([45]\), which for \(n = 2, 3, 4, \ldots\) is \(1, 4, 18, 166, 7579, \ldots\) which is super-exponential according to \(|X|\).

#### B.1. Conditioning antichains

Going to the PID in the multivariate case is not so straight. Indeed, adding only one variable more it is sufficient to see the failure of elimination of redundancy when conditioning. Consider the three variable case, \(X = \{X_1, X_2, X_3\}\), then

\[
I(X_1; Y|X_2, X_3) = I(X_1, X_2, X_3; Y) - I(X_2, X_3; Y)
\]

\[
= I_0(X_1; Y) + I_0(X_1 X_2; Y) + I_0(X_1 X_3; Y) + I_0(X_1 X_2 \cdot X_1 X_3; Y).
\]

From Eq. B7, we can see that there is existence of redundancy in the last term which is not eliminated by the operation of conditioning, see Fig.B2. This is because there are new kinds of terms representing combinations of redundancy.
and synergy which are not include in the down set\(^7\) of \(\{X_2, X_3\}\). On the other hand, we can see that all orders of synergic atoms are included. Result below formalizes it.

**Proposition B2** (PID view of conditioning operation). Suppose that we have the set \(X = \{X_1, X_2, \ldots, X_n\}\) and \(Z \subseteq X \setminus X\), with \(X \in X\). Then, the operation of conditioning on \(Z\) the information between \(X\) and \(Y\) is given by

\[
I(X; Y \mid Z) := I(X, Z; Y) - I(Z; Y) = \sum_{a \in \downarrow\{X, Z\}} I_\alpha(a; Y) - \sum_{a \in Z} I_\beta(a; Y) = \sum_{a \in (\downarrow Z)^C} I_\alpha(a; Y)
\]

where \((\downarrow Z)^C\) is the complementary set of \(\downarrow Z\) given the particular subset of collections of \(X\) used to build the information lattice, in this case, was \(\{X, Z\}\).

**Proof of Prop.1.** Let us show the synergism monotonic increasing. This can be seen by noting that the cardinality of \(Z\) — which means conditioning on higher nodes of the lattice — tells the order of synergic terms that \(I(X_j; Y \mid Z)\) includes. Indeed, suppose that we want to include all synergic influence of orders \(\leq n\) among \(X_j \in X\) and \(n - 1\) elements from \(X \setminus X_j\) on node \(Y\). Then, w.l.o.g., consider \(Z := X \setminus \{X_1, X_j\}\) with \(j \neq 1\), the expression

\[
I(X_j; Y \mid Z) = \sum_{a \in (\downarrow Z)^C} I_\beta(a; Y)
\]

does not include any synergic influence terms of order \(n\) of the type \(I_\beta(X_1 \ldots X_{n-1}; Y)\). The argument is the same for \(Z := X \setminus \{X_i, X_j\}\), \(1 \leq i \neq j \leq n\). \(\square\)

**Proof of Prop.2.** Consider the joint distribution \(P\) given by the tuple \((Y, PA_Y)\) and the causal influence of \(\alpha \in A(\mathcal{P}A_Y)\). As \(\alpha \in PA_Y\), then \(\alpha\) is a singleton in \(A(\mathcal{P}A_Y)\) belonging to \(S^{(k \geq 2)}\).

(a) Suppose that \(\alpha\) is faithful. By using the correspondence \(I(X; Y \mid Z) = 0 \iff (X \perp \!\!\!\perp Y \mid Z)\) we can notice that \(I(\alpha; Y) \neq 0\), by using \(K \equiv \alpha\) and \(L \equiv \emptyset\) in Def.A3-(F). Using Prop.B2 for \(Z \equiv \emptyset\) we have \(\alpha \in S^{(2)}\);

(b) Now, suppose that \(\alpha\) is minimal. Then \(I(\alpha; Y \mid PA_Y \setminus \alpha) \neq 0\) by Def.A3-(M) and, using Prop.B2 \(\forall Z\) with \(|Z| = k - 2\) we have that \(\alpha \in S^{(k \geq 2)}\). \(\square\)

**B2.** Graphical illustration of Def.1 in informational antichains

**C. SIMULATION DETAILS**

For all Figs.2, 3 the systems were of \(n + 1\) spins, where \(X_i = \{-1, 1\}\) for \(i = 1, \ldots, n + 1\) whose joint probability distributions can be expressed in the form \(p_{X_{n+1}}(x_{n+1}) = \exp\{H_k(X_{n+1})\} / Z\), with \(\beta\) the inverse temperature choose as 1, \(Z\) the normalisation constant to make sure that the \(p_{X_{n+1}}\)'s are probabilities, and \(H_k(X_{n+1})\) the Hamiltonian function. In all simulations, all interaction coefficients \(J\) in the Hamiltonians were generated i.i.d. from a uniform distribution weighted by the coefficient 0.2. Also, 100 Hamiltonians were sampled at random for each order \(k\) in every experiment.

---

\(^7\) the down set of \(a\) means that \(\beta \preceq a\) for \(a, \beta \in A(X)\).
FIG. B1. Illustration of Def. 1 for the informational lattice $\mathcal{A}(X)$ with $X = \{X_1, X_2, X_3\}$. Coloured boxes explanation: 

- Blue: atoms inside $S^{(3)}(X)$;  
- Orange: atoms inside $R^{(3)}(X)$;  
- Red: atoms inside $R_E^{(3)}(X)$.

FIG. B2. Illustration of the effect of conditioning the information between $X = \{X_1, X_2, X_3\}$ and target node $Y$ on the element $\{X_2, X_3\} \in X^-$ against $\{X_3\} \in X$ for informational lattice $\mathcal{A}(X)$. Coloured boxes explanation:  

- Orange: goes away when $X_1 \mid \{X_3\}$;  
- Orange: goes away when $X_1 \mid \{X_2, X_3\}$;  
- Orange: remains only when $X_1 \mid \{X_2, X_3\}$. 

FIG. B2. Illustration of the effect of conditioning the information between $X = \{X_1, X_2, X_3\}$ and target node $Y$ on the element $\{X_2, X_3\} \in X^-$ against $\{X_3\} \in X$ for informational lattice $\mathcal{A}(X)$. Coloured boxes explanation:  

- Orange: goes away when $X_1 \mid \{X_3\}$;  
- Orange: goes away when $X_1 \mid \{X_2, X_3\}$;  
- Orange: remains only when $X_1 \mid \{X_2, X_3\}$. 

FIG. B2. Illustration of the effect of conditioning the information between $X = \{X_1, X_2, X_3\}$ and target node $Y$ on the element $\{X_2, X_3\} \in X^-$ against $\{X_3\} \in X$ for informational lattice $\mathcal{A}(X)$. Coloured boxes explanation:  

- Orange: goes away when $X_1 \mid \{X_3\}$;  
- Orange: goes away when $X_1 \mid \{X_2, X_3\}$;  
- Orange: remains only when $X_1 \mid \{X_2, X_3\}$.