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Abstract

Kernel functions in support vector machines (SVM) are needed to assess the similarity of input samples in order to classify these samples, for instance. Besides standard kernels such as Gaussian (i.e., radial basis function, RBF) or polynomial kernels, there are also specific kernels tailored to consider structure in the data for similarity assessment. In this article, we will capture structure in data by means of probabilistic mixture density models, for example Gaussian mixtures in the case of real-valued input spaces. From the distance measures that are inherently contained in these models, e.g., Mahalanobis distances in the case of Gaussian mixtures, we derive a new kernel, the responsibility weighted Mahalanobis (RWM) kernel. Basically, this kernel emphasizes the influence of model components from which any two samples that are compared are assumed to originate (that is, the “responsible” model components). We will see that this kernel outperforms the RBF kernel and other kernels capturing structure in data (such as the LAP kernel in Laplacian SVM) in many applications where partially labeled data are available, i.e., for semi-supervised training of SVM. Other key advantages are that the RWM kernel can easily be used with standard SVM implementations and training algorithms such as sequential minimal optimization, and heuristics known for the parametrization of RBF kernels in a C-SVM can easily be transferred to this new kernel. Properties of the RWM kernel are demonstrated with 20 benchmark data sets and an increasing percentage of labeled samples in the training data.
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1. Introduction

Support vector machines (SVM) are a standard technique for pattern classification [13, 19, 36]. Often, kernel functions such as radial basis functions (RBF), sigmoid functions, or polynomials are taken to build a kernel matrix that basically assesses the similarity (e.g., by means of a distance measure) of any two samples in a training data set [6]. This kernel matrix is needed by training techniques such as sequential minimal optimization (SMO) in order to parametrize an SVM, i.e., in order to find the support vectors and their respective weights.

In specific application domains, such as time series classification or document classification, various attempts have been made to define appropriate kernel functions for the specific tasks. Also, a number of attempts have been made to capture structure in the training data and to consider that information in the training process, for example, by modifying the kernel matrix appropriately or by defining a data dependent kernel function. What do we mean with “capturing structure in data”? Essentially, we want to identify the hidden mechanisms underlying the data generation process, e.g., by describing a certain manifold embedded within the feature space in which the sample data lives [5] or by clustering the sample data.

In this article, we propose a new approach to consider structure in sample data in the training process. This approach is based on a parametric density model of the training data, i.e., a Gaussian mixture model in the case of a continuous (real-valued) input space of the classifier. From all Mahalanobis distances being part of the various Gaussian components in this parametric density model we derive a new similarity measure for any two points in the input space of the classifier (a dissimilarity measure, to be precise, as it yields low values for similar samples). This measure, which we call responsibility weighted Mahalanobis (RWM) similarity, considers structure in the data captured by means of the density model which is trained in an unsupervised way (for example with a maximum likelihood approach such as expectation maximization or variational Bayesian inference [5]). In order to call a function “distance”, literature often requires the properties of a metric. Thus, we call our new measure similarity as the triangle inequality does not hold.

The key property of the new RWM similarity is that it emphasizes the influence of those model components of the mixture density models from which the two samples that we want to compare (i.e., assess their similarity) to determine the kernel matrix are assumed to originate. These components are termed to be “responsible” for the respective samples.

Then, the Euclidean distance in an RBF kernel is simply replaced by the new RWM (dis-)similarity to define a new kernel,
the RWM kernel. This kernel can be used in a C-SVM for classification tasks, for instance.

As the parametric density models are built in an unsupervised way, the RWM kernel is perfectly suited for semi-supervised learning (SSL), i.e., training of SVM with partially labeled data sets.

In the following, we will illustrate the properties of the RWM similarity and the RWM kernel with a simple example.

Assume we observe two processes (or, depending on the point of view, one process consisting of two components) producing data in a two-dimensional input space (small blue plus signs and green circles; the two classes we want to recognize). For our example, we generated a set of samples using a Gaussian mixture model (GMM) with two components (GMMgen: \( \mu_1 = \mu_2 = (0.00, 0.00)^T, \Sigma_1 = \begin{pmatrix} 0.07 & 0.00 \\ 0.00 & 0.07 \end{pmatrix}, \Sigma_2 = \begin{pmatrix} 1.93 & 0.00 \\ 0.00 & 1.93 \end{pmatrix}, \pi_1 = \pi_2 = 0.50 \)). The component densities highly overlap and we also say that the respective processes overlap. Assume that, initially, we do not have any label information for the observed samples and we reconstruct the data generating model from the sample data in a completely unsupervised way. The model of this estimate is again a GMM (GMMest: \( \mu_1 = (0.00, 0.00)^T, \mu_2 = (-0.05, -0.05)^T, \Sigma_1 = \begin{pmatrix} 0.00 & -0.01 \\ -0.01 & 0.00 \end{pmatrix}, \Sigma_2 = \begin{pmatrix} 2.23 & -0.02 \\ -0.02 & 1.86 \end{pmatrix}, \pi_1 = 0.55 \) and \( \pi_2 = 0.45 \)). Both, the generating model and the estimated model are not shown in Fig. 1 for sake of simplicity. The class labels are shown but not considered by the unsupervised training step. Then, assume we get labels for only two samples, one for each class (shown in orange color). We train two SVM using these two labeled samples, an SVM with RBF kernel based on a Euclidean distance and an SVM with RWM kernel based on the RWM similarity that considers the information from the unlabeled samples, too (by means of the GMMest). In both cases, the two labeled samples which build the training dataset become support vectors (small black rectangles). To illustrate the differences between the Euclidean distance and the RWM similarity, Figs. 1(a) and 1(d) show some curves of constant distance / similarity of all points in the input space with regard to sample \( x_1 \). Figs. 1(b) and 1(e) show these curves for sample \( x_2 \). It can clearly be seen how the RWM similarity considers the structure information contained in the GMMest, while the Euclidean distance does not rely on this information. And so do the corresponding kernels as shown in Figs. 1(c) and 1(f). These figures illustrate the resulting SVM classifiers and the accuracy on the test data. Essentially, according to the Bayesian principle of risk minimization [5], the decision boundaries (solid black lines) can be constructed from the intersection of corresponding distance / similarity curves with regard to the two support vectors. The RBF kernel does not use structure information and, thus, the decision boundary corresponds to the perpendicular bisector of the connecting line of the two labeled samples. The RWM kernel uses structure information and, thus, the decision boundary becomes a nearly ring-shaped closed curve. The SVM with RWM kernel clearly outperforms the SVM with RBF kernel regarding classification accuracy (about 91% vs. 60%).

The RWM kernel has a number of advantages:

- In the case of semi-supervised learning (SSL) it outperforms some other kernels that capture structure in data such as the Laplacian kernel (Laplacian SVM) [27] that can be regarded as being based on non-parametric density estimates.
- Standard training techniques such as SMO and standard implementations of SVM such as libsvm [7] can be used with RWM kernels without any algorithmic adjustments or extensions as only the kernel matrices have to be provided.
- Such as C-SVM with RBF kernels, C-SVM with RWM kernels can easily be parametrized using existing heuristics relying on line search strategies in a two-dimensional parameter space. This does not hold for the Laplacian kernel, for example.

The remainder of this article is structured as follows: Section 2 gives an overview of related work. Section 3 sketches the density model, defines the RWM (dis-)similarity, proposes the new RWM kernel, and investigates their respective properties. Results of simulation experiments with 20 benchmark data sets are set out in Section 4. Finally, Section 5 summarizes the key findings and gives an outlook to future work.

2. Related Work

The RWM kernel is particularly advantageous for SSL of SVM. Thus, we focus on this aspect here.

In an SSL setting there is, typically, a large amount of unlabeled data (also referred to as set of instances, observations, or samples without classification targets, i.e., desired outputs) in conjunction with only a small subset of labeled data. SSL aims to find a classification function by considering both sets (labeled and unlabeled). A large number of algorithms have been proposed that capture structure information in unlabeled data to improve the classification performance, e.g., [34, 45]. Many SSL algorithms make, explicitly or implicitly, at least one of the following two common assumptions on the marginal distribution (i.e., the distribution of the unlabeled data), that is used to determine the classification function [27].

The first assumption, called cluster assumption [10], claims that two samples in the “same” cluster (high density region) are more likely to have the same class label. One major class of algorithms that follows this idea are the distance metric learning algorithms. These algorithms require a distance metric to compare samples. Often, distances between classes based on the Euclidean distance or its generalization, the Mahalanobis distance [24], are used. Distance metric learning algorithms share the idea to move similar input samples closer and dissimilar ones further away where similarity is generally defined through class membership [43]. For this purpose, convex optimization with pairwise constraints [40] or gradient descent with soft neighborhood assignments [37] are used. This often leads to a two-step approach: First the metric is learned, then it is used to train the classifier of choice, e.g., an SVM. Support Vector Metric Learning (SVML) [43] differs from this
two-step scheme in that it learns a Mahalanobis metric to minimize the validation error of the SVM prediction at the same time the SVM is trained. A similar approach, presented in [29], solves the metric learning problem by quadratic programming with local neighborhood constraints based on the SVM framework. In addition, the cluster assumption implies that the decision boundary between two classes lies in lower density regions of the input space [10]. This conclusion is underlying the category of low-density separation methods that try to place decision boundaries into lower density regions. One of the most frequently used algorithms in this class are transductive SVM [39] and their various implementations, e.g., TSVM [21] and S’VM [10][4][31].

The second assumption, called manifold assumption [4], claims that the marginal distribution underlying the data can be described by means of a manifold of much lower dimension than the input space, so that the distances and densities defined on this manifold can be used for learning [4]. A lot of graph based methods, another major class of SSL techniques, have been proposed, but most of them only perform transductive inference [3][22][44], which means that they classify only the unlabeled training data. The Laplacian support vector machines (LapSVM) [4][30][40] provide a natural out-of-sample extension to classify data that become available after the training process, without having to retrain the classifier. LapSVM follow the principle of manifold regularization by incorporating an “intrinsic regularizer” [27] into the learning process that is empirically estimated from the labeled and unlabeled data using a Laplacian graph (nonparametric density estimator). It has been shown that LapSVM yield very good performance in semi-supervised classification [27]. The last major class of methods are generative models. SSL with generative models can be viewed as an extension of unsupervised learning (clustering plus some class label information). Here, often adapted versions of the well-known c-means algorithm or the more general expectation maximization (EM) algorithm for Gaussian mixture models are used. A detailed description of training algorithms and applications of various kinds of probabilistic mixture models is given in [25].
What do we intend to make better or in another way? Our new SSL approach considers structure information provided by the unlabeled data by means of a parametric density model, i.e., a Gaussian mixture model in case of a continuous (real-valued) input space of the classifier. From all Mahalanobis distances being part of the Gaussians we derive a new kernel function, called responsibility weighted Mahalanobis (RWM) kernel. Basically, this kernel is based on Mahalanobis distances but it reinforces the impact of model components from which any two samples that are compared are assumed to originate.

3. The RWM Kernel

In this section we will first describe the density model which is based on mixtures of Gaussians for real-valued dimensions of the input space of the classifier. This model is basis of the RWM similarity which will then be defined and investigated. Next, we integrate this similarity into the new RWM kernel and explore its properties. Finally, we show how this approach can be extended to categorical input dimensions.

3.1. Density Models Based on Gaussian Mixtures

To capture structure information contained in (unlabeled) sample data, we build a density model from these sample data. We start from the assumption that we have a $D$-sample data, we build a density model from these sample data.

$$p(x) = \sum_{k=1}^{K} p(x, k) = \sum_{k=1}^{K} p(k)p(x|k)$$

Using sum and product rules of probabilities. The $p(x|k)$ are the component densities. Here, we assume that these conditional densities are modeled with multivariate normal densities which can be motivated by the generalized central limit theorem in many applications [13]. That is, we realize Eq. (1) with

$$p(x|\pi, \mu, \Sigma) = \sum_{k=1}^{K} \pi_k N(x|\mu_k, \Sigma_k)$$

where we have mixing coefficients $\pi_k$ and multivariate Gaussians

$$N(x|\mu_k, \Sigma_k) = \frac{1}{(2\pi)^{D/2} |\Sigma_k|^{1/2}} \exp \left( -\frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k) \right)$$

with mean vectors $\mu_k \in \mathbb{R}^D$ and covariance matrices $\Sigma_k \in \mathbb{R}^{D\times D}$ ($\pi, \mu, \Sigma$ in $p(x|\pi, \mu, \Sigma)$ summarize all $\pi_k, \mu_k,$ and $\Sigma_k$ respectively). Here, $|\cdot|$ denotes the determinant of a matrix. The matrix distance

$$\Delta_M(x_i, x_j) = \sqrt{(x_i - x_j)^T M^{-1} (x_i - x_j)}$$

$M = \Sigma_k$ is known as Mahalanobis distance of vectors $x_i, x_j$ in $\mathbb{R}^D$. If $\Sigma_k$ is the unit matrix (and, therefore, $\Sigma_k^{-1}$ too), $\Delta_M(x_i, x_j)$ is the Euclidean distance which shows that the Mahalanobis distance contains the Euclidean distance as a special case. If $\Sigma_k$ is a diagonal matrix, we get a scaled Euclidean distance.

Fig. 2 shows an example for a Gaussian mixture model (GMM) for $p(x) = \sum_{k=1}^{K} p(k)p(x|k)$ in a two-dimensional input space. The level curves correspond to the surfaces of constant density of $p(x)$. For a single Gaussian, such level curves have the shape of an ellipse (or a circle if the covariance matrix is isotropic).

With the K components of such a model we aim at modeling K processes in the real world that are said to “generate” the samples that we observe. For a given sample $x' \in \mathbb{R}^D$ we do usually not know by which process it has been generated but we can estimate that by means of so-called responsibilities (note the use of Bayes’ theorem):

$$\rho_{x', k} = \frac{p(x'|k)}{p(x')} = \frac{\pi_k N(x'|\mu_k, \Sigma_k)}{\sum_{j=1}^{K} \pi_j N(x'|\mu_j, \Sigma_j)}.$$

Thus, a responsibility $\rho_{x', k}$ of a component $k$ for a sample $x'$ can be seen as a gradual assignment of the sample $x'$ to the component $k$ considering structure in the data. Note that $\sum_{k=1}^{K} \rho_{x', k} = 1$ and $\rho_{x', k} > 0$.

The well-known $c$-means clustering, for example, can be seen as a special case of such an approach (cf. [5] for details) where we have a unique assignment of samples to components (i.e., clusters).

How can the various parameters of the Gaussian mixture density model be determined in an unsupervised learning approach, i.e., without using class labels of samples? Here, we perform the parameter estimation not with a standard expectation maximization (EM) technique [5] but with a technique called variational Bayesian inference (VI) which realizes the Bayesian idea of regarding the model parameters as random variables whose distributions must be trained. This approach
has two important advantages. First, the estimation process is more robust, i.e., it avoids “collapsing” components, so-called singularities whose variance in one or more dimensions vanishes. Second, VI optimizes the number of components by its singularities whose variance in one or more dimensions vanishes two important advantages. First, the estimation process is used to model the data. To analyze the influence of on the

3.2. The RWM Similarity Measure

With the Mahalanobis distance measure described above we can determine a distance of any two samples in the D-dimensional input space with respect to a process modeled by a single Gaussian component with given mean and covariance matrix. In general, however, we need a number of \( K > 1 \) components to model densities with sufficient accuracy.

Assume we are given a density model GMM based on Gaussian mixtures as described above. Then, the following distance measure for any two samples \( x_i, x_j \in \mathbb{R}^D \) with \( i, j \in \mathbb{N} \) can be defined as described in [5]:

\[
\Delta_{\text{GMM}}(x_i, x_j) = \sum_{k=1}^{K} \left( \pi_k \Delta_{\Sigma_k}(x_i, x_j) \right).
\]  

(6)

This measure is zero from a sample to itself and positive for two different samples (positive definiteness), symmetric, and it fulfills the triangle inequality. Thus, this distance function is a metric. A proof must exploit the fact that \( \Delta_{\Sigma}(x_i, x_j) = ||x_i - x_j||^2 \), this GMM distance measure considers the distances of two samples with respect to all processes contained in the Gaussian mixture model, weighted with their respective mixing coefficients. These mixing coefficients are related to the responsibilities as follows: \( \pi_k = \sum_{n=1}^{N} \alpha_{n,k} \), i.e., they are determined from \( N \) training samples \( x_1, \ldots, x_N \) in an unsupervised step (e.g., using VI).

In our new RWM similarity, however, we want to give more emphasis to the individual responsibilities of components for two given samples we want to assess. Thus, the Mahalanobis distance \( \Delta_{\Sigma_k}(x_i, x_j) \) gets a weight that depends on the responsibilities of \( K \) for the two considered samples. According to this, the new responsibility weighted Mahalanobis (RWM) measure can be defined with

\[
\Delta_{\text{RWM}}(x_i, x_j) = \sum_{k=1}^{K} \left( \frac{1}{2} \left( \rho_{x,i,k} + \rho_{x,j,k} \right) \right) \Delta_{\Sigma_k}(x_i, x_j).
\]  

(7)

Basically, this measure is a dissimilarity measure as it yields high values for very distinct input samples. It can easily be shown that this measure is a semi-metric according to [41] as the properties of non-negativity, identity of indiscernibles, and symmetry still hold. The triangle inequality is dropped here. For a proof of the former properties it must be considered that responsibilities are non-negative for Gaussian mixtures.

We will now investigate the properties of the RWM similarity in more detail.

First, we want to compare the Euclidean distance to the GMM distance and the RWM similarity. For this purpose we use an synthetic data set generated by a mixture model consisting of two Gaussians with \( \Sigma_1 = \begin{pmatrix} 0.46 & 0.04 \\ 0.04 & 0.51 \end{pmatrix} \), \( \Sigma_2 = \begin{pmatrix} -0.34 & -0.24 \\ -0.24 & 0.33 \end{pmatrix} \), \( \mu_1 = (-0.78, -0.76)^T \), \( \mu_2 = (-0.76, 0.75)^T \) and \( \pi_1 = \pi_2 = 0.50 \). Fig. 5 shows the different behavior of three measures, two of them use structure information for similarity or distance measurement. The depicted ellipses with gray background are level curves of the two Gaussian components of a mixture model estimated from the sample data that are located at centers indicated by large \( \times \). All samples on such a level curve have a Mahalanobis distance of one to the respective center. In the area between the two Gaussians, the gradient of the RWM similarity function is higher than the gradient of the GMM distance (the level curves of the similarity measure are more dense). The reason is that the RWM similarity considers the local structure of the data as it emphasizes the responsibilities (cf. Eq. (5)) of the two samples under consideration.

Figs. 4 and 5 investigate the influence of different scaling factors of covariance matrices \( \Sigma \) and the influence of different values of mixing coefficients \( \pi_k \), respectively. In each of the figures we have Gaussian mixtures consisting of three components with \( \mu_1 = (1.00, 5.00)^T \), \( \mu_2 = (5.00, 3.00)^T \), and \( \mu_3 = (1.00, 1.00)^T \) in a two-dimensional input space. Fig. 4 illustrates that the RWM similarity corresponds to the Euclidean distance if all covariance matrices are isotropic and equal (left). If scaling factors of the matrices are different, we see how the RWM similarity is influenced by local distortions. Here, the mixing coefficients of the Gaussians are fixed to \( \pi_1 = \pi_2 = \pi_3 = 0.33 \). If we allow different mixing coefficients, as shown in Fig. 5 we see that the distortions are also influenced by these. Here, we use \( \Sigma_1 = \begin{pmatrix} 8.13 & 7.88 \\ 7.88 & 8.13 \end{pmatrix} \), \( \Sigma_2 = \begin{pmatrix} 7.00 & -3.46 \\ -3.46 & 3.00 \end{pmatrix} \) and \( \Sigma_3 = \begin{pmatrix} 2.25 & 0.00 \\ 0.00 & 4.00 \end{pmatrix} \).

One might ask the question whether the RWM similarity is influenced by (pseudo-)random influences of the unsupervised modeling process such as parameters of the VI training algorithm or the choice of training samples, e.g., in a cross-validation approach. Figs. 6 and 7 show that the RWM similarity is quite robust regarding these influences.

In the case of continuous input dimensions, the VI algorithm has three hyper-parameters \( \alpha_0, \beta_0 \), and \( w_0 \). The values of these parameters are determined in an unsupervised fashion [52]. The hyper-parameter \( \alpha_0 \) controls how easy components are pruned and it has direct impact on the resulting number of components \( K \). The larger the value of \( \alpha_0 \), the less components are pruned. For the RWM similarity the value of \( \alpha_0 \) is not critical because even with very small values never too many components are pruned. For very large values of \( \alpha_0 \) the resulting model describes the data very well, but it contains almost identical components that model together the same processes. The hyper-parameter \( \beta_0 \) controls how much the component centers get attracted by a prior center. The value of \( \beta_0 \) is also not critical for the RWM similarity. The last hyper-parameter \( w_0 \) controls variances (i.e., the shapes) of the components. The larger the value of \( w_0 \), the smaller the shapes of the resulting Gaussians, and, as a consequence, the larger the number of components are used to model the data. To analyze the influence of \( w_0 \) on the
Figure 3: Comparison of measures that do not use structure information or use structure information in different ways. The level curves correspond to distances or similarity values between the sample $x$ at position $(−1, −0.5)$ (thick black cross) and all samples $y$ with $\Delta(x, y) \in \{0.5, 1.0, 1.5, \ldots, 6.5\}$.

Figure 4: Influence of the scaling of isotropic covariance matrices on the RWM similarity. The level curves correspond to RWM similarity values between the sample $x$ at position $(2, 4)$ (thick black cross) and all samples $y$ with $\Delta_{RWM}(x, y) \in \{0.5, 1.0, 1.5, \ldots, 6.5\}$.

Figure 5: Influence of mixing coefficients on the RWM similarity. The level curves correspond to RWM similarity values between the sample $x$ at position $(2, 4)$ (thick black cross) and all samples $y$ with $\Delta_{RWM}(x, y) \in \{0.5, 1.0, 1.5, \ldots, 6.5\}$. 
RWM similarity, we varied $w_0$ on a synthetic data set consisting of five processes generating data, that are uniquely assigned to one of three classes (green circles, blue plus signs or red rectangles). In Fig. 6 it can be seen that larger values of $w_0$ result in density models with a larger number of components which cover smaller regions. However, the resulting level curves of the RWM similarity are not very different for different values of $w_0$. Nevertheless, the question is: What impact has the number of components $K$ regarding the classification results of an SVM with RWM kernel. This question will be answered in the following section.

In Fig. 7 we see the outcome of a VI training for three disjoint subsets of the Phoneme data set. The level curves correspond to RWM similarity values between the sample $x$ at position $(0,0)$ (thick black cross) and all samples $y$ with $\Delta_{\text{RWM}}(x,y) \in \{0.5, 1.0, 1.5, \ldots, 6.5\}$. To assess the modeling result, signs and colors reflect the class information, but this information is not used by the VI modeling technique.

Figure 7: Robustness of the RWM similarity measure: The parts (a) – (c) show the GMM resulting from a VI training for three disjoint subset of the Phoneme data set. The level curves correspond to RWM similarity values between the sample $x$ at position $(0,0)$ (thick black cross) and all samples $y$ with $\Delta_{\text{RWM}}(x,y) \in \{0.5, 1.0, 1.5, \ldots, 6.5\}$. To assess the modeling result, signs and colors reflect the class information, but this information is not used by the VI modeling technique.

WWM similarity measure:

$$K_{\text{RBF}}(x_i, x_j) = \exp(-\gamma(\|x_i - x_j\|^2))$$

(8)
for any two samples \( \mathbf{x}_i, \mathbf{x}_j \in \mathbb{R}^D \) with the parameter \( \gamma = \frac{1}{2\sigma^2} \in \mathbb{R}^+ \) being the kernel width and \( i, j \in \mathbb{N} \). In this kernel we simply replace the Euclidean distance \( \| \cdot \| \) with the RWM similarity:

\[
K_{\text{RWM}}(\mathbf{x}_i, \mathbf{x}_j) = \exp\left(-\gamma (\Delta_{\text{RWM}}(\mathbf{x}_i, \mathbf{x}_j))^2\right). \tag{9}
\]

This responsibility weighted Mahalanobis (RWM) kernel considers structure in the data captured by a mixture density model as described in the previous section. This is also the case with a kernel based on the GMM based measure,

\[
K_{\text{GMM}}(\mathbf{x}_i, \mathbf{x}_j) = \exp\left(-\gamma (\Delta_{\text{GMM}}(\mathbf{x}_i, \mathbf{x}_j))^2\right), \tag{10}
\]

to which we will compare our approach.

A key advantage of the RWM kernel is that it can be used in combination with any standard implementation of SVM such as libsvm [7] as it is only necessary to construct the kernel matrix needed as input for an optimization procedure such as SMO. One might ask the question whether the use of the RWM kernel always leads to a positive semi-definite (PSD) kernel matrix or not. Though this question is of some theoretical interest, we postpone it here, as we exploit a specific property of the SMO version realized in the libsvm library: This SMO version (for details see [11][15]) is able to cope with non-PSD kernels.

The parameters of a C-SVM with RBF kernel – the penalty parameter \( C \) and the kernel width \( \gamma \) – can be found by applying a heuristic search method presented in [23] instead of doing an exhaustive search. Keerthi and Lin show in [23] that the two-dimensional (log \( \gamma \), log \( C \)) parameter space typically contains two regions, an overfitting / underfitting region and a region with good parameter combinations (cf. Fig. 8), that have similar shapes for all data sets (a property that cannot be observed, e.g., for polynomial or sigmoid kernels).

![Figure 8](image)

Figure 8: The two-dimensional (log \( \gamma \), log \( C \)) parameter space typically contains two regions, an overfitting / underfitting region and a region with good parameter combinations.

This leads to an efficient heuristic to find parameter combinations with small generalization error: First, the optimal penalty parameter \( \hat{C} \) for an SVM with linear kernel is determined, because \( \hat{C} \) defines a straight line \( \log \gamma = \log C - \log \hat{C} \) with a slope of minus one which cuts the region with good parameter combinations (cf. Fig. 9 the line defined by the gray circles that cuts the green colored region). Second, the best combination of \( C \) and \( \gamma \) along this line is determined using an SVM with RBF kernel (cf. Fig. 9 the red circle corresponds to the best combination on the line of otherwise gray circles).

Figs. 9 and 10 show the results of an exhaustive search in the parameter space spanned by log \( \gamma \) and log \( C \) for three data sets from the UCI Machine Learning Repository [2]. The blue circles correspond to the parameter combinations with the smallest generalization error found by an exhaustive search and the red circles represent the best parameter combinations found by the explained heuristic. While Fig. 9 shows the results for an RBF kernel, Fig. 10 demonstrates that the heuristic works with the RWM kernel, too. Thus, a C-SVM with RWM kernel can parametrized just as easily as a C-SVM with RBF kernel.

As the Gaussian mixtures that define the RWM similarity can be trained in an unsupervised way, the RWM kernel is able to consider structure in data even if the data are only partially labeled. It has already been shown in Fig. 9 that the RWM kernel is well-suited for SSL. The same holds, however, for other kernels such as the GMM kernel or the LapSVM (see Section 2) to which we will compare the RWM kernel in Section 4.

Finally, the following question shall be answered with an experiment: How does an SVM with RWM kernel behave if the underlying model has a number of components that is different from the number of data generating processes? For this purpose, we use the data set shown in Fig. 4 for which we varied the parameter \( K \) of the VI algorithm (see above). Now, we use the respective density models to train SVM with RWM kernel. Here, only five samples (orange colored), one from each process, are labeled and used to solve the classification problem. Fig. 11 shows the resulting SVM classifiers. It can be seen that the classification accuracies on the test data decrease slightly with an increasing number of components.

Usually, it is not possible to parameterize the VI algorithm in the way such that the resulting density model contains a number of components that is small. However, we limit the number of components such that the VI can use only four, three, or one to model the data. The resulting models and trained SVM with RWM kernels are depicted in Fig. 12. In case of one component (see Fig. 12(c)) the RWM kernel cannot extract much information from model and, therefore, it behaves like the RBF kernel. Consequently, the SVM with that RWM kernel yields roughly the same test accuracy as an SVM with RBF kernel, namely 87.67%. With an increasing number \( K \), the classification results of the corresponding SVM with RWM kernel also increase. In summary, we can state for this experiment that an SVM with RWM kernel, which is parameterized appropriately, yields at least the classification results of an SVM with RBF kernel.

3.4. Extension of the RWM Kernel for Categorical Input Dimensions

In real classification problems we usually not only have continuous (real-valued) input dimensions. While integer dimensions are often handled such as continuous ones, this is typically not possible for categorical (non-ordinal) inputs. Assume we have a set \( X \) of samples where each sample has \( D \) continuous and \( E \) categorical input dimensions. Each of the \( E \) categorical
Figure 9: Grid search for RBF kernel in the parameter space spanned by $\log \gamma$ (horizontal) and $\log C$ (vertical). The blue circles represent the parameter combinations with the smallest classification error (averaged over a 5-fold cross-validation) on the validation set found with exhaustive searching. The gray circles correspond to the parameter combinations which were analyzed by means of the search heuristic of Keerthi and Lin. The combination with the smallest error is colored red.

Figure 10: Grid search for RWM kernel in the parameter space spanned by $\log \gamma$ (horizontal) and $\log C$ (vertical). The blue circles represent the parameter combinations with the smallest classification error (averaged over a 5-fold cross-validation) on the validation set found with exhaustive searching. The gray circles correspond to the parameter combinations which were analyzed by means of the search heuristic of Keerthi and Lin. The combination with the smallest error is colored red.

Figure 11: Influence of a large number of model components on the classification results of an SVM with RWM kernel. The training samples framed by a black square are support vectors.
input dimensions has $K_e$ different categories for which we use a one-out-of-$K_e$ coding scheme. Then, we extend the RWM kernel as follows:

$$K_{RWM}(x_i, x_j) = \exp \left( -\gamma \left( \Delta_{RWM}(x'_i, x'_j) + \beta \Delta_{0/1}(x''_i, x''_j) \right)^2 \right)$$

with weighting factors $\alpha, \beta \in [0, 1]$, $x_i, x_j \in X$ and $x'_i, x'_j \in \mathbb{R}^D$, $x''_i, x''_j \in \mathbb{R}^E$ (with $E' = \sum_{e \in E} K_e$) only containing the values of the respective continuous and (binary encoded) categorical dimensions. For the categorical dimensions, we define

$$\Delta_{0/1}(x''_i, x''_j) = \sum_{e=1}^{E} (1 - \delta_{e,ij}), \quad (11)$$

with

$$\delta_{e,ij} = \begin{cases} 1 & \text{for } (x''_i)_e = (x''_j)_e \\ 0 & \text{otherwise} \end{cases}, \quad (12)$$

i.e., simply by checking the values in the different dimensions for equality. If necessary, it is also possible to weight the categorical part and the continuous part differently by means of the parameters $\alpha, \beta \in [0, 1]$. If $\alpha$ and $\beta$ are both set to 1 and the covariance matrix of each model component corresponds to the identity matrix, then the RWM kernel behaves like an RBF kernel with binary encoded, categorical dimensions.

### 4. Simulation Experiments

This section compares the new RWM kernel to some other kernels – RBF, GMM, and LAP kernels – in particular for SSL. For the SVM with LAP kernel (also called LapSVM), we ported the MATLAB implementation of Melacci [26] to Java and adapted it to cope with multi-class problems. First, we visualize the behavior of the kernels for five data sets with two-dimensional input spaces. Second, simulation experiments are performed on 20 benchmark data sets to compare the mentioned kernels numerically and in some more detail. Third, we briefly summarize the “lessons learned” from our experimental studies.

#### 4.1. Behavior of SVM using RWM Kernels

To visualize the behavior of an SVM with RWM and other kernels in the presence of very sparse data we took five artificial data sets: The well-known data sets Two Moons (suggested in [26]) and Clouds (from the UCI Machine Learning Repository [21]), and three additional data sets, called Cross, Three Moons, and Adidas, generated by mixtures of Gaussians (for more information, please send an email to one of the authors). We performed a z-score normalization for all five data sets and conducted a stratified 5-fold cross-validation. To get the best possible classification result for each kernel function, we exceptionally (i.e., other than in Section 4.2) optimized the parameters with respect to the test set. For this, we applied an exhaustive search by varying $C = 10^p$ and $\gamma = 10^q$ for $p = \{0, 1, 2\}$ and the additional parameters of the LAP kernel $\gamma_1 = 10^j$, $\gamma_A = 10^j$ for $j = \{-3, -2, \ldots, 2\}$ and the additional parameters of the RBF kernel $\gamma_i = 10^j$, $\gamma_A = 10^j$ for $i \in \{-7, -6, \ldots, 4\}$, $k \in \{5, 7, 9\}$ and $\beta = 1$. Information about the parametrization of the mixture density model underlying the RWM and GMM kernels can be found in Section 4.2.

Fig. [13] shows for each data set the resulting SVM with RWM, LAP, GMM, and RBF kernels from the first cross-validation fold. The orange colored samples correspond to the labeled training samples used by the SMO algorithm, whereas the remaining samples are used to construct the kernel in the case of RWM, LAP, and GMM. A training sample framed by a black square indicates that this sample is a support vector. The black solid line is the decision boundary and gray colored ellipses (in the case of the RWM and GMM kernels) correspond to level curves of Gaussians that are located at centers indicated by large $x$s.

In Fig. [13] we can see that SVM with RBF kernels perform worst. This is not surprising as this kernel does not take advantage from the unlabeled data at all. That is, in the presence of sparsely labeled data the usage of structure information derived from unlabeled data helps to achieve significantly better classification results. One might assume further that a kernel based on a non-parametric density modeling approach such as
Figure 13: Performance comparison of SVM classifiers with RWM, LAP, GMM, and RBF kernels trained on different synthetically generated data sets. For each row the same data set is used, in the following order (from top to bottom): Two Moons, Cross, Clouds, Three Moons, and Adidas.
the LAP kernel performs relatively well even if the generating processes of the data produce clusters with non-convex shapes. Actually, SVM with LAP kernel yield on the data sets Two Moons and Three Moons better results than an SVM using our new RWM kernel based on a parametric density modeling approach. However, the results are only slightly better than with a GMM or an RWM kernel because convex and non-convex clusters can both be modeled with mixtures of Gaussians. On the remaining data sets, SVM with RWM kernel achieve noticeably better results than an SVM with one of the other kernel functions. It is obvious that the LAP kernel has problems if clusters with different class affiliations are overlapping (Cross and Clouds data sets) or if the clusters are not clearly separated (Adidas data set). Interestingly, the new RWM kernel performs either better (four data sets) or equal (one data set) than its relative, the GMM kernel. The GMM kernel is derived from the Gaussian mixture model in straightforward way, while the RWM kernel gives higher weights to components that are responsible for any two samples that are assessed.

4.2. Comparison based on 20 Benchmark Data Sets

To evaluate the performance of an SVM using our new RWM kernel numerically and in more detail, we conduct experiments with 20 publicly available data sets. Thus, we are able to come to statistically significant conclusions concerning the new kernel. In addition, we conduct run-time measurements and analyze the computational complexity of our new approach.

4.2.1. Data Sets and Experimental Setup

For our experiments, we use 20 data sets: 14 real-world data sets (Australian, Credit A, Credit G, Ecoli, Glass, Heart, Iris, Page Blocks, Pima, Seeds, Vehicle, Vowel, Wine, and Yeast) from the UCI Machine Learning Repository [2], two real-world (Phoneme and Satimage) and two artificial data sets (Clouds and Concentric) from the UCL Machine Learning Group [38], and in addition two artificial data sets, (Ripley) suggested in [34] and (Two Moons) suggested in [26]. In order to obtain meaningful results regarding the performance of our new RWM kernel, we consider three requirements for the selection of the data sets: First, the majority of the data sets should come from real-life applications. Second, the data sets should have very different numbers of classes. And third, some of the data sets should have unbalanced class distributions. The description of the data sets is summarized in Table 1.

To find good estimates for the hyper-parameters of the VI algorithm (training of the mixture density models capturing structure information in unlabeled data) we used an exhaustive search. To rate a considered set of VI parameters we applied an interestingness measure, called representativity [16]. It measures the dissimilarity of the mixture density model trained with VI and a density estimate resulting from a non-parametric Parzen window estimation. As dissimilarity measure we used the symmetric Kullback-Leibler divergence instead of the Hellinger distance mentioned in [16].

In our experiments, we performed a z-score normalization for all data sets and conducted a stratified 5-fold cross-validation evaluation, as sketched in Fig. 14. In each round of the outer cross-validation, one fold is kept out as test set T. Of course, T is not considered for any parametrization purposes. The other four folds are used as training set L (cf. part (a) of Fig. 14). To simulate the presence of sparsely labeled data, we selected subsets of different sizes $- 4 \times$ the number of classes (experiment 1), 10\% of $|L|$ (experiment 2), and 100\% of $|L|$ (experiment 3) – from the training set folds (cf. dashed boxes in part (b) of Fig. 14). Precisely, in experiment 1, we chose samples lying in high density regions randomly ($p(x)$ given by the mixture density model). In experiment 2, the selected samples of experiment 1 are enriched with randomly selected samples until the number of ten percent of $L$ is obtained. To get good parametrization results we applied an inner 4-fold cross-validation to these subsets. Here, one fold is used as validation set $L_{val}$ and the other three folds as training set $L_{train}$. The non-randomly chosen samples from L build a subset U that is only considered for capturing structure information (i.e., without class assignments). Consequently, the whole training set $L = L_{val} \cup L_{train} \cup U$ is used to determine the Laplacian graph in case of the LAP kernel and to determine the Gaussian mixture model in case of the RWM and GMM kernels. To rate a considered parameter combination we determined the classification performance by considering $L_{val}$ and U (to determine the expected error) simultaneously.

![Figure 14: Disjoint subsets of one fold of the (outer) 5-fold cross-validation.](image)

The penalty parameter $C = 10^i$ and the kernel width $\gamma = 10^j$ were varied for $i \in \{-3, -2, \ldots, 2\}$, the additional parameters of the LAP kernel $\gamma_1 = 10^i$ and $\gamma_2 = 10^i$ for $j \in \{-6, -5, \ldots, 2\}$, the neighborhood size was fixed to $k = 7$ and the degree to $p = 1$. To account for information from categorical input dimensions we adapted all kernel functions in the same way as the RWM similarity (described in Section 3.4). Consequently, to find the best values of $\alpha$ (weighting factor of continuous input dimensions) and $\beta$ (weighting factor of discrete input dimensions) we varied $\alpha$ and $\beta$ from 0 to 1 in step sizes of 0.1 (for the data sets Australian, Credit A, Credit G, Heart, and Pima that have categorical attributes, cf. Table 1).
To assess our results numerically, we rank the classification paradigms based on a (non-parametric statistical) Friedman test [18]. The Friedman test ranks – considering a given significance value $\alpha - S$ classifiers for each of $N$ data sets separately, in the sense that the best performing classifier gets the lowest rank, a rank of 1, and the worst classifier the highest rank, a rank of $S$. In case of ties, the Friedman test assigns averaged ranks. Let $r_{ij}$ be the rank of the $i$-th classifier on the $j$-th data set, then the Friedman test compares the classifiers based on the averaged ranks $R_j = \frac{1}{N} \sum_{i=1}^{a} r_{ij}$. Under the null hypothesis, which claims that all classifiers are equivalent in their performance and hence their averaged ranks $R_j$ should be equal, the Friedman statistic is distributed according to the $\chi^2$ distribution with $S - 1$ degrees of freedom [20]. The Friedman test rejects the null hypothesis if Friedman’s $\chi^2$ is greater than the p-value of the $\chi^2$ distribution. If the null hypothesis can be rejected we proceed with the Nemenyi test [28] as post hoc test in order to determine which classifier performs significantly different. Here, the performance differences of two classifiers are significant if the corresponding average ranks differ by at least the critical difference $CD = q_a \sqrt{\frac{2 \alpha}{N(S-1)}}$ where the critical value $q_a$ is based on the Studentized range statistic divided by $\sqrt{2}$. Demšar [12] suggests that the results of the Nemenyi test can be visualized with help of critical difference plots. In these plots, non-significantly different classifiers are connected in groups (their rank difference is smaller than CD). To summarize the classification results over all data sets, the average ranks and the numbers of wins are shown. A number of wins outlines the number of data sets for which a paradigm performs best. Wins can be “shared” when different classifiers perform equally on the same data set. That is, a good paradigm yields a low average rank and a large number of wins.

4.2.2. Results

We compare the classification performance achieved by an SVM with RWM kernel to that of an SVM with GMM, LAP, and RBF kernels. The evaluation criterion for our comparison of the four kernel functions is the classification accuracy on the test set $T$, the data set never used for any modeling or other parameterization purposes (averaged over five folds of the cross-validation). In each experiment we use significance values $\alpha$ of 0.01, 0.05, and 0.1 and present the lowest value (if any) of $\alpha$ for which the significant difference of at least one of kernel functions to the other kernels can be stated.

A general observation, which is holds for all kernel functions, is the higher the fraction of labeled samples the higher the number of samples that are used as support vectors. However, this correlation is not linear, because the number of support vectors highly depends on the difficulty to classify a considered data set correctly (e.g., compare data sets Two Moons and Yeast in Tables 2 and 4).

In experiment 1 we limited the number of labeled samples to $4 \times$ the number of classes for each data set. Table 2 shows the classification accuracies for an SVM combined with each kernel function on the 20 data sets. The best results (classifiers that received the smallest ranks according to the Friedman test) for each data set are highlighted in bold face. With four classifiers and 20 data sets, Friedman’s $\chi^2$ is distributed according to a $\chi^2$ distribution with $4 - 1$ degrees of freedom. The critical value of $\chi^2(3)$ for $\alpha = 0.01$ is 11.1 and, thus, smaller than Friedman’s $\chi^2 = 20.83$, so we can reject the null hypothesis. With the Nemenyi test, we compute the critical difference $CD = 3.275 \sqrt{\frac{3}{50}} = 1.337$ to investigate which methods perform significantly different. The corresponding critical difference plot is shown in Fig. 15(a). On a significance level of $\alpha = 0.01$, an SVM with RWM kernel performs significantly better than an SVM combined with GMM, LAP, or RBF kernels, that build a group of not significantly different classifiers.
The superior performance of the RWM kernel is also visible in the last two rows of Table 2. There, we can notice that an SVM with RWM kernel wins more than 14 of the 20 data sets and yields the smallest average rank. Despite the significantly better performance of the RWM kernel, an SVM combined with this kernel does not require more support vectors than with other kernel functions. Thus, with regard to the needed number of support vectors no significant difference is visible (cf. columns 4, 6, 8, and 10 of Table 2).

In experiment 2, we increased the number of labeled samples to 10% of $|I|$ for each data set. The corresponding classification results are summarized in Table 3. For a significance value $\alpha = 0.1$, the critical value of $\chi^2_{0.05}(3)$ is 6.24 and thus smaller than Friedman’s $\chi^2_F = 24.62$, so we can also reject the null hypothesis. The Nemenyi test with critical difference $CD = 2.351 \sqrt{\frac{4(4-1)}{20}} = 0.960$ shows that an SVM with RWM kernel performs significantly better than an SVM combined with one of the other three kernels and, consequently, it confirms the results obtained in the first experiment. The respective CD plot is shown in Fig. 3(b). It shows that an SVM with GMM or RBF kernels performs significantly better than an SVM with LAP kernel. However, for these two kernel functions, no significant difference is observed. The last two rows of Table 3 show again that an SVM with RWM kernel performs better than an SVM in combination with one of the other kernels on more than 13 data sets (wins) and also performs best on average (rank). Note that the significance level $\alpha = 0.1$ in contrast to experiment 1 (there: 0.01). That is, no significant advantage of RWM kernels was stated for $\alpha = 0.01$ and $\alpha = 0.05$. Despite the significantly better performance of the RWM kernel it requires slightly more support vectors than the RBF and GMM kernels, but less support vectors than the LAP kernel for more than a half of the data sets (cf. columns 4, 6, 8, and 10 of Table 5).

In experiment 3, we used all samples in $L$ as labeled training samples for each data set (i.e., we train the SVM completely supervised and not semi-supervised as above). Table 4 summarizes the classification accuracies of SVM with RWM, GMM, LAP, and RBF kernels on all 20 data sets. Here, with $\alpha = 0.1$ the null hypothesis is rejected again (the critical value of $\chi^2_{0.05}(3)$ is 6.24 which is smaller than Friedman’s $\chi^2_F = 23.44$). The Nemenyi test with $CD = 0.960$ shows that an SVM with RWM kernel belongs to the “top” group (a group of not significantly different, but best performing classifiers) together with an SVM combined with GMM or RBF kernel, cf. Fig. 5(c). With a closer look at Table 4, we see that an SVM with GMM or RBF kernels performs best regarding the highest number of wins (6.8) and the smallest average ranks (2.025). In comparison, the SVM with RWM kernel yields a win of 5.8 and an average rank of 2.250. Altogether we can state that, the results of SVM with RWM, GMM, and RBF kernels are not significantly different for $\alpha = 0.01$, $\alpha = 0.05$, and $\alpha = 0.1$. Experiment 3 shows that considering structure information resulting from a parametric or non-parametric density estimation brings no further benefit if the data set is completely labeled. In addition, the columns 4, 6, 8, and 10 of Table 4 show that an SVM combined with a kernel function that uses structure information requires a higher number of support vectors than with an RBF kernel that neglects this information if all samples are labeled.

Experiments 1 to 3 have shown that in the presence of sparsely labeled data the use of an RWM kernel may lead to significantly better results compared to the three kernels LAP, GMM, and RBF. Thus, the RWM kernel seems to be perfectly suited for SSL.
To evaluate the run-time of an SVM with RWM kernel we conducted run-time measurements on an Intel Xeon Processor E5-2670 v2. Here, we measure the run-time averaged over a five-fold cross-validation for three tasks: (1) constructing the kernel matrix (building time), (2) training the SVM with RWM, GMM, RBF, and LAP kernels by solving the optimization problem with the SMO algorithm (training time), and (3) testing the unlabeled samples with trained SVM (testing time). For the RWM and GMM kernels we measure the run-time for the model estimation, too. All run-times are summarized in Table 3. The sizes of the different sample sets that are used to train the SVM ($|\mathcal{L}|/10$), to test the SVM ($|\mathcal{U}|$) and to estimate the (parametric or non-parametric) density model in case of the RWM, GMM, and LAP kernel ($|\mathcal{L}|$) correspond to the sample set sizes used in experiment 2 above. Across all kernels, the training and testing times are very similar. Interestingly, the LAP kernel yields the smallest testing time. This is due to the fact that the LapSVM use an different evaluation function (in comparison to the libsvm). The main difference can be seen if we compare the building times. For a fair comparison of the RWM and GMM kernels to the other two kernels we have to extend their building times by the model estimation time.
4.3. Lessons Learned

What lessons did we learn in our simulation experiments?

First, it is a cumbersome and time-consuming task to optimally parameterize a classifier, especially, if we assume the presence of sparsely labeled data. One reason for this is the fact that often different parameter combinations yield the same “good” classification error on the validation set ($L_{val}$, e.g., with a size of only six samples in case of a binary classification problem in our experiment 1), but most of them show a bad performance on the test set. To solve this problem, we used additional information delivered by the expected error calculated with regard to the set $U$, see Fig. 14. Maybe, this approach is not the best solution. In addition, a classifier is difficult to use in practice, if many parameters have to be set by user. Therefore, it is very advantageous to rely on good parametrization heuristics that exist for the RBF and RWM kernels (cf. Section 3.3).

Second, what kind of density estimation technique to capture structure information shall be used? The used estimation technique, whether parametric or non-parametric, depends on the application itself and the considered data set. However, our experiments 1 – 3 show that a parametric estimation is more robust when data generating processes with different class affiliations are overlapping or if the respective clusters are not clearly separable. An SVM combined with the RWM kernel performs very well even if clusters have non-convex shapes (cf. Section 4). For density estimation we applied variational Bayesian inference that, e.g., determines the number of model components by itself, but VI has some adjustable parameters, too [17]. However, these parameters can be determined offline and, in combination with our approach, in an unsupervised manner. Besides this, a density estimation such as Gaussian mixture models can also be used for additional tasks, e.g., anomaly detection.

Third, can the RWM kernel be applied to large data sets? In this article we only used rather small data sets due to the larger number of simulation experiments. The answer to this question depends on the GMM parameterization step based on VI. This step is influenced by the number of samples but also by the number of input dimensions (or, more precisely, the number of free parameters of the GMM). To address the former, appropriate sampling techniques can be adopted, to cope with the latter, the number of parameters can be reduced, e.g. by restricting the
model to diagonal or isotropic covariance matrices. That is, the RWM kernel can be used on large data sets but this was not an issue in this article.

Fourth, in Section 3.3, we avoided the discussion about PSD (positive semi-definite) kernels. Clearly, we do not provide a formal proof that the RWM similarity always leads a positive semi-definite kernel matrix such that the optimization problem has a unique solution. However, for all data sets which we used in our experimental studies, we applied a test for positive semi-definiteness to the RWM kernel matrices (20\% used in our experimental studies, we applied a test for positive semi-definiteness). Besides this, if a kernel is found to be indefinite, different approaches exist to transform the result such that it can be used to solve the optimization problem (see, e.g., [42]). Another approach is to use the efficient and numerically stable technique mentioned in Section 3.3.

5. Conclusion and Outlook

In this article we proposed and evaluated a new, data dependent kernel function for support vector machines, the responsibility weighted Mahalanobis (RWM) kernel. This kernel considers structure in the data by means of a parametric density modeling approach. We have investigated its properties by evaluating the kernel on a number of benchmark data sets. The key advantages of the RWM kernel can be summarized as follows:

- It may lead to better performance (classification accuracy) than some other kernels on partially labeled data sets, i.e., it is well-suited for semi-supervised learning. This is due to the fact that the parameters of the RWM kernel can be trained in an unsupervised way.
- It is easy to handle. This is due to the facts that (1) standard SVM implementations can be used by just providing them with the kernel matrix and (2) heuristics for the parametrization of the $C$ and $\gamma$ parameters in C-SVM known for RBF kernels can easily be adopted.

The work presented in this article encourages us to investigate the new kernel in much more detail in our future work. Important questions will be: How does the kernel perform in comparison to related approaches such as TSV, or $S^3$VM (cf. Section 3)? Can we use the new kernel in other kernel based techniques (e.g., one-class SVM, support vector regression)? How can we use available class information when we build up the density models, e.g., in a transductive learning step (cf. [12])? Can a self-parametrizing variant of the VI training technique be realized, i.e., a technique that finds parameters based on an analysis of the structure of the training data? How can we modify the GMM modeling step to cope with large data sets? Also, we have to investigate the theoretical properties and the limitations of the RWM kernel in more detail. These are mainly due to limitations of the density based modeling approach, e.g., a difficult parametrization with sparse data. We expect that it will be possible to combine the advantages of parametric and non-parametric density modeling approaches. We also will adapt the RWM kernel in active learning processes [32][33].
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