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Figure 1. HEAT takes a 2D raster image as an input and reconstructs a planar graph by an end-to-end transformer based neural architecture, for example, from a satellite image to an outdoor building architecture, or from a point-density image to an indoor floorplan.

Abstract

This paper presents a novel attention-based neural network for structured reconstruction, which takes a 2D raster image as an input and reconstructs a planar graph depicting an underlying geometric structure. The approach detects corners and classifies edge candidates between corners in an end-to-end manner. Our contribution is a holistic edge classification architecture, which 1) initializes the feature of an edge candidate by a trigonometric positional encoding of its end-points; 2) fuses image feature to each edge candidate by deformable attention; 3) employs two weight-sharing Transformer decoders to learn holistic structural patterns over the graph edge candidates; and 4) is trained with a masked learning strategy. The corner detector is a variant of the edge classification architecture, adapted to operate on pixels as corner candidates. We conduct experiments on two structured reconstruction tasks: outdoor building architecture and indoor floorplan planar graph reconstruction. Extensive qualitative and quantitative evaluations demonstrate the superiority of our approach over the state of the art. Code and pre-trained models are available at https://heat-structured-reconstruction.github.io/

1. Introduction

Human vision has a remarkable capability in holistic structure reasoning. Looking at the building in Figure 1, we can effortlessly identify the structural primitives (e.g., building corners and edges) and their relationships. A fundamental challenge in computer vision research is to acquire such human-level perceptual capability and ultimately reconstruct holistic geometric structures from an image, which would have tremendous impacts on broader domains such as visual effects, construction, manufacturing, and robotics.

Ever since the emergence of deep neural networks (DNNs), geometry reconstruction has seen a breakthrough in low-level primitive detection tasks (e.g., corners and edges) by training DNNs on large annotated datasets [24, 25, 29, 31]. However, holistic structure reasoning (e.g., graph inference from corner candidates) is still a challenge for end-to-end neural architectures. The performance is far below that of human-vision [26] and inferior to classical optimization or search methods [4, 17, 22].

This paper seeks to push the frontier of end-to-end neural architecture for structured reconstruction, in particular, we focus on inferring an outdoor building architecture or an indoor floorplan as a 2D planar graph from raster sensor data. Our approach resembles state-of-the-art Transformer based architectures DETR/LETR for object/edge detection [3, 24]. They extract image information by a ConvNet and pass to the “dummy query nodes” in a Transformer decoder by cross-attention. Our experiments reveal that they do not effectively learn structural regularities of target objects/edges.

Our idea is similar and simple, yet yields much more powerful holistic structural reasoning. For edge detection, instead of creating “dummy query nodes” as placeholders for regressing answers, we 1) create a node for every edge candidate and initialize the feature by a trigonometric positional
encoding of its end-points [23]; 2) fuse multi-scale image features from ConvNet backbone to each edge candidate by an adapted deformable attention mechanism [32] and filter out edge candidates; 3) learn structural patterns of edges by two weight-sharing Transformer decoders, one of which only sees the positional encoding (w/o image features) to enhance geometry learning; and 4) employ a masked learning strategy [6] for end-to-end training and iterative inference. A simple adaptation of the edge classification architecture is our corner detector, which further improves performance.

We have evaluated the proposed approach on two structured reconstruction benchmarks: outdoor building reconstruction from a satellite image and indoor floorplan reconstruction from a point-cloud density image. The qualitative and quantitative evaluations demonstrate that our approach outperforms all the competing methods for the outdoor reconstruction task. For the indoor reconstruction task, our approach outperforms all fully-neural methods and is on par with domain specific solutions [4, 22], which are more than 1000 times slower with the use of optimization and search.

2. Related Work

We review structured reconstruction algorithms in three groups: classical techniques, hybrid approaches incorporating deep learning, and end-to-end neural systems.

2.1. Classical techniques

Structured geometry reconstruction has been an active area of research in computer vision, turning raster sensor data into vectorized geometries including wireframes, planes [8, 21], room layouts [5, 12], floorplans [2], and polygonal loops [9]. Traditional methods rely on low-level image processing techniques such as Hough transform [1, 16] or superpixel segmentation [19]. More sophisticated solvers are also proposed, for example, graphical model inference based on graph-cuts for planar reconstruction [8, 21], dynamic programming for floorplan recovery [2], and Bayesian network for room layout estimation [5]. These methods involve a plethora of heuristics or parameters to tweak by hand.

2.2. Hybrid approaches

With the development of neural networks, deep learning has become a de facto machinery for vector-geometry reconstruction. Many state-of-the-art systems adopt a two-stage pipeline, where neural networks first detect low-level primitives (e.g., corners, edges, region segments) then optimization techniques assemble them into the final models [15, 18, 33]. Nauata et al. [17] and FloorSP [4] rely on Mask R-CNN [10] for primitive detection and apply optimization techniques (e.g., integer programming) to reconstruct outdoor building and indoor floorplan as planar graphs, respectively. MonteFloor [22] takes similar detection framework while resorting to Monte Carlo Tree Search for reconstructing the graph structure. Albeit effective, optimization/search requires domain-specific algorithm design by hand and is a few orders of magnitude slower at test time. A recent approach by Zhang et al. iterates exploration and classification steps to search for a better solution [27], while our approach is much faster and performs better.

2.3. End-to-end neural systems

End-to-end neural architectures require less hand-engineering and achieve fast inference. For the wireframe parsing task [13], L-CNN [30] adapts a likelihood prediction convolutional network (ConvNet) for junction detection, followed by an edge verification network to classify each line candidate. PPGNet [28] and HAWP [25] also use the two-stage framework as L-CNN while proposing more advanced model designs. Zhou et al. [31] extends the wireframe task to 3D by estimating depths and vanishing points together with the geometry primitives. These techniques handle edge candidates independently, while our approach jointly infers an overall structure by learning holistic structural patterns. ConvMPN is a special graph neural network designed for planar graph reconstruction [26], while our attention-based architecture yields much better results.

The recent success of Transformer-based object detector DETR [3] has also been extended to wireframe parsing by LETR [24]. DETR/LETR utilizes “dummy nodes” as placeholders for storing detection answers and refrain from heuristic-based steps like non-maximum suppression. Our approach designs decoders and training strategies over all edge candidates instead of dummy nodes, and demonstrates more effective holistic structural reasoning.

3. Preliminaries

The paper borrows two structured architecture reconstruction tasks in the literature to demonstrate our approach, which are to infer a planar graph (i.e., corners and edges) depicting an architectural structure given a 2D raster image.

Outdoor architecture reconstruction is borrowed from the work by Nauata et al. [17]. A cropped satellite image is the input, containing one building from either Paris, Las Vegas, or Atlanta. An output planar graph depicts a roof structure, where each flat roof component is bounded by edges (See Fig. 1). The images come from the SpaceNet Challenge [7] and are distributed under the CC BY-SA 4.0 license. The dataset contains 1601, 50, and 350 samples for training, validation, and test, respectively. The precision/recall/F-1 scores of the corner/edge/region primitives are the metrics as in their work [17]. This task is more challenging than the following floorplan task because satellite images suffer from perspective distortions and the Manhattan assumption does not hold. Furthermore, a roof component cannot be reliably extracted by an instance segmentation technique. In the floor-
4. Holistic Edge Attention Transformer

Holistic edge attention transformer (HEAT) consists of three steps: 1) edge node initialization; 2) image feature fusion and edge filtering; and 3) holistic structural reasoning with two weight-sharing Transformer decoders. (b) The image feature fusion module for edge nodes. (c) The edge Transformer decoder. For the geometry-only (geom-only) decoder, \( f \) is replaced by \( f_{\text{coord}} \) and the image feature fusion module (gray part) is discarded. The add-norm layers in (b) and (c) are omitted for simplicity.

plan task, rooms can be detected easily which are utilized in state-of-the-art floorplan reconstruction techniques [4, 22]. An input image crop is of resolution 256 × 256 or 512 × 512. The average/maximum numbers of corners and edges across the three steps, followed by the description of 4) the training/inference schemes, and 5) the corner detector, which is an adaptation of HEAT. Input images are either 256 × 256 or 512 × 512, where we explain the architecture parameters in the former case. In the latter case, the spatial resolutions of the ConvNet features simply become double, while the rest of the architecture remains the same. We refer the full network specification to the supplementary.

4.1. Edge node initialization

We start with detecting a set of corner candidates from the input image by a corner detector (See Sect. 4.5). Each pair of corners is an edge candidate and becomes a Transformer node, whose feature \( f_{\text{coord}} \) is initialized by the 256-dimensional trigonometric positional encoding [23]:

\[
f_{\text{coord}} = M_{\text{coord}} [\gamma(e_1^x), \gamma(e_1^y), \gamma(e_2^x), \gamma(e_2^y)],
\gamma(t) = [\sin(w_it), \cos(w_it), \cdots \sin(w_{31}t), \cos(w_{31}t)],
\]

\[w_i = (1/10000)^{2i/32} \quad (i = 0, 1, \cdots, 31).\]

\(e_1\) and \(e_2\) are the two corners. \(e_i^x\) (resp. \(e_i^y\)) denotes the x (resp. y) coordinate of \(e_i\). \(M_{\text{coord}}\) is a 256 × 256 learnable matrix for linear mapping. The function \(\gamma\) encodes ordinal priors including relative distance between coordinates.

4.2. Image feature fusion and edge filtering

We inject image features into each edge node by adapting a deformable attention technique, originally developed for object detection in deformable-DETR [32]. The technique enables adaptive attention over the image features, while existing edge-feature initialization techniques sample pixels uniformly along an edge [25, 30].

We use a ResNet [11] backbone and a Transformer encoder borrowed from deformable-DETR [32] to build a 3-
level image feature pyramid, whose shapes are 64x64x256, 32x32x256, and 16x16x256, respectively. For each level \( l = 1, \ldots, 3 \) of the feature pyramid, we use \( f_{\text{coord}} \) to generate sampling locations around an edge, as well as their attention-weights for aggregation:

\[
\Delta^l = M_{\text{loc}}^l f_{\text{coord}},
\]

\[
w^l = \text{softmax} \left( M_{\text{agg}}^l f_{\text{coord}} \right).
\]

\( M_{\text{loc}}^l \) and \( M_{\text{agg}}^l \) are learnable weights for the feature level \( l \). \( \Delta^l \) contains four 2D sampling offsets with respect to the edge center for the feature level \( l \), and \( w^l \) is the corresponding attention weights after the softmax over all the levels and samples. The image feature \( f_{\text{img}} \) at each edge is given by

\[
f_{\text{img}} = \sum_{l=1}^{3} \sum_{i=1}^{4} w^l(i) \left[ M_{\text{img}}^l B^l \left( \frac{e_1 + e_2}{2} + \frac{\Delta^l(i)}{2} \right) \right]
\]

\( f_{\text{img}} \) is a 256-dimensional vector. \( M_{\text{img}}^l \) is a learnable weight matrix for level \( l \). \( B^l \) denotes the feature map at level \( l \) of its feature pyramid. Note that we also employ 8-way multi-head attention strategy. Finally, we obtain a fused feature \( f \) by a standard add-norm layer and a feed forward network (FFN) as in the original Transformer [23]:

\[
f = \text{FFN} \left( \text{Add&Norm} \left( f_{\text{img}}, f_{\text{coord}} \right) \right).
\]

We illustrate the image feature fusion module in Figure 2b.

**Filtering edge candidates:** Transformer is memory intensive and we filter out bad candidates by passing \( f \) to a 2-layer MLP followed by a sigmoid function and computing a confidence score. We keep the top-\( K \) candidates, where \( K \) is three times the number of corner candidates. This filtering often takes a few thousand candidates and cuts down to a few hundred. This module is trained with the rest of the network with a binary cross entropy (BCE) loss. We have four BCE losses in total and refer to Sect. 5 for the balancing weights.

### 4.3. Holistic edge decoders

HEAT adopts two weight-sharing Transformer [23] decoders to classify each edge candidate to be correct or not.

**Image-aware decoder:** The first decoder takes the fused feature \( f \) for each edge candidate as a node. The network contains six layers of (self-attention, edge image feature fusion module, and feed forward network), with 8-way multi-head attention (See Fig. 2c). The BCE is the loss function.

**Geometry-only decoder:** The second decoder has exactly the same architecture and shares the weights, while we disable the use of image information. First, we pass the coordinate feature \( f_{\text{coord}} \) as the initialization, which does not have image information. Second, this decoder does not have the image feature fusion module (gray parts in Fig. 2c). The decoder is forced to solve the task solely with geometry information, enhancing holistic geometric reasoning and the performance of the image-aware decoder through weight-sharing. This decoder is trained with BCE loss, while only the image-aware decoder is used for test time results.

### 4.4. Masked training and iterative inference

While the proposed architecture works well with vanilla supervised learning, a masked learning strategy inspired by the masked language modeling in BERT [6] can further encourage the learning of structural patterns and boost performance. The idea is to randomly provide ground-truth (GT) labels for some edge candidates and only ask to infer missing labels (See Fig. 3). Each edge candidate has one of the three states: (T) A GT label is given as true; (F) A GT label is given as false; or (U) A GT label is unknown and the network needs to infer. We modify the architecture slightly to inject the state information. Concretely, we represent the state as an one-hot encoding vector, convert to 256-dimension by a linear layer, concatenate with \( f_{\text{coord}} \), and downscale to 256-dimension by another linear layer.

During training, we pick a ratio uniformly from \([0, 0.5]\) and provide GT labels for randomly sampled edge candidates based on the ratio. At test time, we perform iterative label inference with the image-aware decoder. At the first iteration, the state mask contains all U labels (Fig. 3). For the second iteration, edges with confidence predictions less than 0.01 (resp. more than 0.9) will have a F (resp. a T) label, while the remaining will have a U label. At the last iteration, a threshold of 0.5 is used to produce the final predictions. We set the number of iterations to be 3 for all experiments.

### 4.5. Corner detector

HEAT works with any corner detector. We found that an
adaptation of HEAT architecture achieves superior corner detection performance and further improves the edge classification. Concretely, we take the HEAT architecture till the edge-filtering module as a corner detector, as we found that self-attention did not improve corner detection. Every pixel is a corner candidate and hence becomes a Transformer node. The node feature is initialized by the positional encoding of the pixel coordinate, which is half the dimension of the edge feature. Thus we modify $M_{\text{coord}}$ to be a $128 \times 256$ matrix so that the rest of the architecture remains the same. Non-maximum suppression is applied and we use a threshold of 0.01 to select corner candidates, such that important corners are unlikely to be missed. The corner model is also trained with a BCE loss. Please see the supplementary for details.

5. Experiments

We implemented our approach in Python3.7 and Pytorch1.5.1, and used a workstation with a 3.4GHz Xeon and dual NVIDIA RTX 2080 GPUs. Our image encoder contains only one Transformer layer while the edge decoders have six. We use ResNet-50 as the backbone to be consistent with the Transformer-based competing method LETR [24]. The loss balancing weights of the three edge BCE losses are all 1.0, while the weight for corner prediction BCE is 0.05 and 0.1 for the outdoor and indoor tasks, respectively. We train our model with Adam optimizer [14] with an initial learning rate $2e$-4 and a weight decay factor $1e$-5. The learning rate decays by a factor of 10 for the last 25% epochs. With a reference to LETR, our training schedule has 800 epochs for outdoor reconstruction and 400 epochs for floorplan reconstruction, based on the number of training images. Note that the datasets are both small so we set a large epoch number without hyper-parameter search, and the same setting is used for running competing methods. HEAT does not apply any post-processing for generating the final planar graph.

5.1. Competing methods

We evaluate the proposed approach on two tasks (i.e., outdoor architecture and indoor floorplan reconstructions). For the outdoor task, we compare with five methods: ConvMPN [26], IP [17], Exp-clss [27], HAWP [25] and LETR [24]. The first three methods were demonstrated for the same outdoor task, while the latter two methods were for the wire-frame parsing.

- **ConvMPN** is an improved graph neural network for edge classification and requires a pre-trained corner detector.
- **IP** and Exp-clss rely on heavy optimization or search process to reconstruct a planar graph based on geometric primitives detected by neural networks.
- **HAWP** [25] is a state-of-the-art wireframe parsing method, which is an improvement over LCNN [30] and performs independent edge classification.
- **LETR** is a Transformer-based line detection framework adapted from the object detection framework DETR [3].

For the indoor task, we compare with four methods: HAWP, LETR, Floor-SP [4], and MonteFloor [22]. HAWP and LETR have flexible designs with good performance for the outdoor task, and hence are chosen again.

- **Floor-SP** is one of the state-of-the-art floorplan reconstruction techniques with domain specific system design. The method first uses Mask-RCNN [10] to obtain room segmentation, and conducts complex optimization procedure.
- **MonteFloor** is an improvement over Floor-SP with a similar algorithm specifically designed for floorplan reconstruction, where a Monte Carlo tree search algorithm is employed.

For both outdoor and indoor tasks, we borrow the standard metrics in the literature for the evaluation (See Sect. 3). We use the numbers reported in the original papers for domain-specific baselines (i.e., ConvMPN, IP, Exp-clss, Floor-SP, and MonteFloor). The publicly available official implementations are used for HAWP and LETR.

5.2. Quantitative evaluation

**Outdoor architecture reconstruction:** Table 1 presents the main quantitative evaluation. HEAT outperforms all the competing methods on all the F-1 scores, including IP and Exp-Cls, which employ expensive optimization/search methods and are a few orders of magnitude slower than our method. Note that the outdoor reconstruction task [17] uses $256 \times 256$ images, while HAWP and LETR were demonstrated on larger images in their original papers. Therefore, we also conduct experiments in the $512 \times 512$ resolution, where we resize the training/testing images with the same data split. In the higher resolution, LETR exhibits higher region metrics but poor edge precision compared to HAWP. Our hypothesis is that LETR relies mostly on the image features and does not learn holistic geometric reasoning over the “dummy query nodes”, resulting in many false edges and building reconstructions which do not look like buildings. HEAT is still a clear winner.

**Floorplan reconstruction:** Table 2 presents the main quantitative evaluation. The overall performance of HEAT surpasses HAWP, LETR, and Floor-SP, and is on par with MonteFloor. It is surprising that our HEAT is even comparable to MonteFloor, which utilizes both deep neural networks and Monte Carlo tree search algorithm. The average inference time of MonteFloor is more than a minute, while our method runs in a dozen milliseconds.

5.3. Qualitative evaluation

**Outdoor architecture reconstruction:** Figure 4 provides qualitative comparisons. The reconstruction quality of HEAT is clearly better than the competing methods and close to the ground-truth even on large and complex architectures.
Table 1. **Quantitative evaluations on outdoor architecture reconstruction.** Size: the size of input image. Fully-neural: not using hand-crafted optimization or search techniques. Joint: the edge prediction is trained end-to-end with corner detection. The colors cyan and orange mark the top-two results with different image sizes.

| Evaluation Type | Corner Model | Edge Model | Joint | Corner Prec | Edge Prec | Region Prec | Corner Recall | Edge Recall | Region Recall | Corner F-1 | Edge F-1 | Region F-1 |
|----------------|--------------|------------|-------|-------------|-----------|-------------|---------------|-------------|---------------|------------|----------|-----------|
| IP [17]        | -            | -          |       | -           | -         |             | -             | -           | -             | -          | -        | 53.1      |
| Exp-Cls [27]   | -            | -          | 92.2  | 75.9        | 83.2      | 75.4        | 60.4          | 67.1        | 74.9          | 54.7       | 63.5     |
| ConvMPN [26]   | ✓            | -          | 78.0  | 79.7        | 78.8      | 57.0        | 59.7          | 58.1        | 52.4          | 56.5       | 54.4     |
| HAWP [25]      | ✓            | ✓          | 90.9  | 81.2        | 85.7      | 76.6        | 68.1          | 72.1        | 74.1          | 55.4       | 63.4     |
| LETR [24]      | ✓            | ✓          | 87.8  | 74.8        | 80.8      | 59.7        | 58.6          | 59.1        | 68.3          | 48.7       | 56.8     |
| HEAT(Ours)     | ✓            | ✓          | 91.7  | 83.0        | 87.1      | 80.6        | 72.3          | 76.2        | 76.4          | 65.6       | 70.6     |
| HAWP [25]      | 512          | ✓          | 90.6  | 83.7        | 87.0      | 78.8        | 72.0          | 75.2        | 77.5          | 57.8       | 66.2     |
| LETR [24]      | 512          | ✓          | 90.3  | 79.7        | 84.7      | 64.0        | 71.6          | 67.6        | 77.1          | 62.6       | 69.1     |
| HEAT(Ours)     | 512          | ✓          | 90.7  | 86.7        | 88.7      | 82.2        | 77.4          | 79.7        | 79.6          | 69.0       | 73.9     |

Table 2. **Quantitative evaluations on floorplan reconstruction.** Results for MonteFloor and Floor-SP are borrowed from MonteFloor paper. The colors cyan and orange mark the top-two results.

| Eval Type | Room Prec | Corner Prec | Angle Prec | Room Recall | Corner Recall | Angle Recall |
|-----------|-----------|-------------|------------|-------------|---------------|--------------|
| HAWP [25] | 0.02      | 0.78        | 0.88       | 0.66        | 0.77          | 0.60         |
| LETR [24] | 0.04      | 0.94        | 0.90       | 0.80        | 0.78          | 0.72         |
| HEAT(Ours)| 0.11      | 0.97        | 0.94       | 0.82        | 0.83          | 0.78         |
| Floor-SP [4] | 0.85     | 0.89       | 0.88       | 0.81        | 0.75          | 0.80        |
| MonteFl. [22] | 0.96    | 0.94       | 0.89       | 0.77        | 0.86          | 0.75         |

Looking carefully at the structures, HEAT is especially good at capturing fine details and keep the overall prediction consistent and geometrically valid (e.g., less dangling edges, not disturbed by background buildings).

**Floorplan reconstruction:** Figure 5 shows the qualitative comparisons. Only valid polygons of the predicted planar graph are colored. LETR and HEAT are better at recovering complete room structures compared to HAWP, as the use of Transformer enables better structured reasoning. HEAT still outperforms LETR in terms of producing accurate angles, which is consistent with the numbers in Table 2.

### 5.4. Ablation studies

We conduct extensive ablation studies on the outdoor reconstruction task.

**Separating corner and edge modules:** Most methods are combinations of corner detection and edge selection modules. Table 3 assesses individual contributions. In particular, we compare three corner models: 1) a pre-trained Faster-RCNN [20] (FRCNN) used and provided by ConvMPN; 2) an end-to-end trained HourGlass (HG) network used in LCNN and HAWP; and 3) HEAT (ours). The second, the fourth, and the fifth rows share the same HEAT edge model and demonstrate that HEAT corner model makes consistent improvements in all the F1-scores. Next, we compare three edge selection models: 1) ConvMPN; 2) HAWP; and 3) HEAT (ours). The first two rows compare ConvMPN and HEAT, while both using FRCNN as the corner model to be fair. Similarly, the next two rows compare HAWP and HEAT, while using HG as the corner model that was used by HAWP. The table again shows that HEAT makes clear improvements over all the competing methods.

Table 3. **Ablation study for different corner/edge prediction methods,** evaluated with corner/edge/region F-1 scores on outdoor reconstruction. The image size is 256×256. Joint: the corner and edge prediction models are trained end-to-end. FRCNN: pre-trained Faster-RCNN provided by ConvMPN. HG: HourGlass network used by HAWP.

| Corner Model | Edge Model | Joint | Corner Prec | Edge Prec | Region Prec | Corner Recall | Edge Recall | Region Recall |
|--------------|------------|-------|-------------|-----------|-------------|---------------|-------------|---------------|
| FRCNN        | ConvMPN [26] | -     | 78.8        | 58.1      | 54.4        | 78.8         | 58.1        | 54.4          |
| FRCNN        | HEAT(Ours)  | -     | 78.8        | 68.2      | 62.5        | 78.8         | 68.2        | 62.5          |
| HG           | HAWP [25]   | ✓     | 85.7        | 72.1      | 63.4        | 85.7         | 72.1        | 63.4          |
| HG           | HEAT(Ours)  | ✓     | 85.9        | 74.3      | 69.3        | 85.9         | 74.3        | 69.3          |
| HEAT(Ours)   | HEAT(Ours)  | ✓     | 87.1        | 76.2      | 70.6        | 87.1         | 76.2        | 70.6          |

Table 4. **Ablation study for the technical components of HEAT edge prediction,** evaluated with edge/region F-1 scores of outdoor reconstruction. The image size is 256×256. The pre-trained FRCNN from ConvMPN is used as the corner model.

| Coord | D-attn | Dec<sup>img</sup> | Mask | Dec<sup>geom</sup> | Edge | Region |
|-------|--------|-------------------|------|-------------------|------|--------|
| -     | ✓      | -                 | -    | -                 | -    | 59.2   |
| ✓     | -      | -                 | -    | -                 | -    | 62.8   |
| ✓     | ✓      | -                 | -    | -                 | -    | 67.3   |
| ✓     | ✓      | ✓                 | -    | -                 | -    | 67.3   |
| ✓     | ✓      | ✓                 | -    | -                 | -    | 68.5   |
| ✓     | ✓      | ✓                 | ✓    | ✓                 | ✓    | 68.2   |

and demonstrate that HEAT corner model makes consistent improvements in all the F1-scores. Next, we compare three edge selection models: 1) ConvMPN; 2) HAWP; and 3) HEAT (ours). The first two rows compare ConvMPN and HEAT, while both using FRCNN as the corner model to be fair. Similarly, the next two rows compare HAWP and HEAT, while using HG as the corner model that was used by HAWP. The table again shows that HEAT makes clear improvements over all the competing methods.
Figure 4. **Qualitative evaluations on outdoor architecture reconstruction** with image size $256 \times 256$. Large and complex samples are selected to demonstrate the challenges of the task. More results with higher resolution are available in the supplementary material.

**HEAT system components:** Table 4 evaluates the five HEAT system components in the edge selection module. The pre-trained FRCNN model by ConvMPN is used for corner detection to be simple. The five columns indicate:
- [Coord] Node initialization with edge coordinates information or not (i.e., a zero vector);
- [D-attn] The edge deformable attention for image feature extraction or the LoI-Pooling from LCNN [30];
- [Dec$^{img}$] The image-aware decoder or without it (i.e., using the confidence scores from edge filtering for prediction);
- [Mask] The masked learning and iterative inference or single-shot training and inference; and
- [Dec$^{geom}$] The weight-sharing geometry-only decoder or the image-aware decoder alone.

The first row shows that the edge deformable attention cannot
Figure 5. Qualitative evaluations on floorplan reconstruction. Closed polygons in the predicted planar graph are colored while broken ones are not.

Table 5. Edge prediction with the geometry-only decoder, with different types of corners. “edge filter” means all remained edge candidates after the edge filtering. “HEAT (geom)” means using the geometry-only decoder for inference. “GT” uses ground-truth information to select corner pairs as the answers, representing the performance upper-bound given the corners.

| Eval Type | Edge Region | Prec | Recall | F-1 | Prec | Recall | F-1 |
|-----------|-------------|------|--------|-----|------|--------|-----|
| Corners   | Method      |      |        |     |      |        |     |
| FRCNN     | edge filter | 25.8 | 68.5   | 37.5| 3.4  | 22.4   | 5.9 |
|           | HEAT (geom) | 63.3 | 56.5   | 59.7| 49.7 | 44.3   | 46.8|
|           | HEAT        | 77.5 | 60.9   | 68.2| 74.7 | 53.8   | 62.5|
|           | GT          | 83.6 | 66.8   | 74.2| 80.4 | 63.4   | 70.9|
| GT        | edge filter | 38.5 | 99.9   | 55.6| 5.8  | 35.9   | 10.0|
|           | HEAT (geom) | 91.6 | 92.6   | 91.9| 71.9 | 76.2   | 74.0|
|           | HEAT        | 96.6 | 93.8   | 95.2| 91.8 | 84.5   | 88.0|
|           | GT          | 100  | 100    | 100 | 100  | 100    | 100 |

work well without proper coordinate features. Other rows in the table validate the contributions of the components, which consistently improve the metrics.

Geometry-only decoder: Table 5 shows the power of the geometry-only decoder that conducts only geometric reasoning without any image information. Concretely, we compare performance of the four edge-selection results: the edge-filtering, the geometry-only decoder, the image-aware decoder (the full HEAT), and the ground-truth (GT), while using either FRCNN or GT corners for corner detection.

Figure 6. Typical failure modes on the two reconstruction tasks.

The geometry-only decoder makes significant improvements over the edge-filtering, which is the input of the decoder. The most striking result is that the geometry-only decoder with the GT corners is much better than the HEAT full system with FRCNN corners. The result demonstrates that HEAT learns to conduct powerful holistic geometric reasoning.

Limitations Figure 6 presents failure modes of HEAT. The model still misses important corners even with a small threshold, leading to further mistakes in edge prediction. Rare structures (e.g., the bottom-left L-shape building) are also challenges. We do not touch 3D structured reconstruction (e.g., the 3D wireframe parsing task [31]) with HEAT, which can be a potential future work.

Please see the supplementary for more qualitative visualizations as well as quantitative ablation studies (e.g., details of iterative inference, choice of positional encoding, etc.).

6. Conclusion

This paper presents HEAT, a novel attention-based neural network that takes 2D raster image and reconstructs a planar graph depicting the underlying geometric structures. HEAT detects corners and learns to exploit both image information and geometric patterns between edge candidates in reconstructing a planar graph. Two weight-sharing Transformer decoders are the technical core of the approach. The entire system is trained end-to-end with a masked learning strategy and performs iterative inference at test time. Qualitative and quantitative evaluations demonstrate that our method pushes the frontier of end-to-end neural architecture for structured reconstruction. Extensive ablation studies further justify the design choices. We will share our code and models.

Potential negative societal impact: Outdoor reconstruction could potentially facilitate satellite imaging for military tasks. Indoor floorplan estimation could raise privacy concerns for house scanning without user permission.
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