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Abstract

The Giant Southern Stream (GSS) of M31, a keystone signature of a major accretion event, yields crucial constraints on M31 formation and evolution models. Currently, our understanding of the GSS, in terms of both its geometry and its chemistry, results from either wide-field imaging probing only a few magnitudes below the red giant branch tip, or deep imaging or spectroscopy of isolated regions. Here, we take an alternative approach, using Hubble Space Telescope (HST) imaging to characterize the horizontal branch red clump (RC) using unbinned maximum likelihood fits to luminosity functions from observed color–magnitude diagrams. Comparing the RC mean magnitude across three fields at projected distances of 21, 52, and 80 kpc from M31, we find a line-of-sight distance gradient identical to recent literature measurements in fields along the core. We also find tentative evidence that the line-of-sight distance dispersion increases with projected distance from M31. Meanwhile, the metallicity in the 52 kpc field westward of the GSS core is at least as high as that in the 21 kpc GSS core field, and the peak colors of the RC in these two fields imply identical metallicities to within 0.2 dex. We discuss implications for distance and metallicity gradients both along and perpendicular to the GSS in the context of recent ground-based photometric and spectroscopic results, including evidence for a dropoff in metallicity moving westward from the GSS, as well as prospects for further constraining stellar populations in the vicinity of the GSS.
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1. Introduction

Andromeda’s Giant Southern Stream (or Giant Southern Stream, hereafter GSS) is an archetypal signature of a major accretion event seen in halo substructure. Since its discovery from wide-field ground-based imaging (Ibata et al. 2001; Ferguson et al. 2002), subsequent ground-based surveys have revealed that it is a huge coherent structure: the GSS extends across 6 degrees of the sky to at least ∼80 kpc in projected radius Rproj, over which it spans a roughly linear line-of-sight distance gradient of ∼100 kpc (McConnachie et al. 2003; Conn et al. 2016) accompanied by a radial velocity gradient of >200 km s−1 (Ibata et al. 2004; Gilbert et al. 2009, 2014). While the GSS is generally both more metal-rich (Ferguson et al. 2002; Guhathakurta et al. 2006; Gilbert et al. 2014) and kinematically colder (e.g., Guhathakurta et al. 2006) than the surrounding halo at fixed Rproj, a more complex picture is being revealed both chemically and kinematically. With regard to metallicity, imaging (Ibata et al. 2007, 2014) and spectroscopy (Gilbert et al. 2009) both illustrate that the GSS core is more metal-rich than the envelope (also see Koch et al. 2015). Regarding kinematics, the velocity distribution of the GSS population has multiple cold peaks in both the GSS core (Kalirai et al. 2006) and the envelope (Gilbert et al. 2009).

The above ensemble of positional and kinematic information has been leveraged together in models in a hunt for the nature and present-day location of the GSS progenitor. Since initial predictions by Ibata et al. (2004) and Font et al. (2006), remarkable progress has been made in modeling the velocity and density distributions of the GSS by Fardal et al. (2007, 2008), arguing in favor of a cold, rotating disky progenitor. Subsequently, Fardal et al. (2013) used a Plummer sphere progenitor while estimating the mass of the GSS as similar to that of the Large Magellanic Cloud and predicting the mass of M31. Focusing on the nature of a disky progenitor, Kirihara et al. (2017) simulated disrupting infalling disks (with and without a bulge) over a range of initial parameters including axis orientation relative to the M31 disk and progenitor metallicity gradient, and found sets of initial conditions that reproduce the density and/or metallicity gradients in the GSS, also yielding predictions for the azimuthal metallicity gradient across the GSS at various Rproj. Similarly, predictions for the line-of-sight distribution of GSS material have recently been made by Hammer et al. (2018), who argued for the paradigm of a major merger event in the last few Gyr.

Observational constraints on such model predictions have thus far been mostly limited to two categories. Wide-field surveys have the advantage of homogeneity, but probe only a few magnitudes below the tip of the red giant branch (TRGB) and therefore rely on the foreground-decontaminated TRGB for distance measurements (e.g., McConnachie et al. 2003; Conn et al. 2016). Conversely, deep ground-based spectroscopic
(Ibata et al. 2004; Gilbert et al. 2009, 2014, 2018) and space-based photometric campaigns (Ferguson et al. 2005; Brown et al. 2006b, 2009) have yielded detailed information on abundances, kinematics, and/or star formation histories, but only for a set of isolated, “pencil-beam” locations. These studies have provided a plethora of information on their target fields, especially where spectroscopic and deep photometric fields overlap. We now know that the GSS at \( R_{\text{proj}} = 21 \) kpc has a star formation history that is strikingly similar, but not identical, to a minor axis halo field at \( R_{\text{proj}} = 11 \) kpc, such that both host populations with extended distributions of both metallicity (>2 dex) and age (>10 Gyr), although the GSS field is on average about 1 Gyr younger, with a mean age of ~8–9 Gyr and a mean metallicity of \([\text{Fe}/\text{H}] \sim -0.5\) dex (Brown et al. 2006a; Bernard et al. 2015).

Stellar population gradients perpendicular to the GSS remained observationally unconstrained until several years after the discovery of the GSS. Ibata et al. (2007) used contiguous imaging of the upper RGB over a large survey area to demonstrate the difference in metallicity between the GSS core and its envelope to the west, such that the core contains a higher fraction of metal-rich stars. The core–envelope difference was underscored spectroscopically by Gilbert et al. (2009), confirming a decrease of at least ~0.4 dex in metallicity in the envelope and revealing the presence in the envelope of kinematic substructure previously found only in the GSS core. Global metallicity maps of Andromeda’s halo (Ibata et al. 2014) appear inconclusive as to the sharpness of a metallicity dropoff moving westward from the GSS core to the envelope, while illustrating that the mean metallicity in the GSS core remains high over much of its extent, revealing \([\text{Fe}/\text{H}] \gtrsim -0.5\) out to \( R_{\text{proj}} \sim 60\) kpc.

Now that models are providing specific, testable predictions regarding distance, age, and metallicity gradients not just along the GSS, but also perpendicular to it azimuthally and along the line of sight, we employ a different strategy to constrain stellar population gradients from deep imaging. We measure the properties of the horizontal branch red clump (RC) in three fields along the GSS with 21 kpc \( \leq R_{\text{proj}} \leq 80\) kpc, imaged with an identical instrument and filter setup. In this way, we exploit an available lever arm of ~60 kpc in \( R_{\text{proj}} \) to measure gradients in distance, distance distribution, and metallicity. Although the use of the RC as a standard candle or standard crayon comes with several important caveats (discussed in Section 4.2; see Girardi 2016 for a review), we use a strictly differential analysis to minimize the impact of absolute assumptions on the stellar astrophysics inherent in evolutionary models.

In Section 2, we describe the observations and photometry. In Section 3, we measure the properties of the RC and horizontal branch, and the metallicity distribution of the upper RGB in each of our target fields. In Section 4, we discuss the constraints on GSS distance, metallicity, and age gradients resulting from our analysis and compare them with recent literature results, and in the last section, we summarize our results.

2. Data

2.1. Observations

The observations we analyze consist of Hubble Space Telescope (HST) coordinated parallel imaging obtained as part of Project AMIGA (GO-14268, PLehner). The primary science driver of Project AMIGA (Absorption Maps in the Gas of Andromeda) is to leverage the diagnostic power of ultraviolet COS \(^7\) spectra along an ensemble of QSO sightlines through Andromeda’s halo, probing the circumgalactic medium at projected radii of 25 kpc < \( R_{\text{proj}} < 339 \) kpc from M31. During the COS primary exposures along each QSO sightline, parallel imaging was obtained simultaneously with both ACS/WFC and WFC3/UVIS in the F606W and F814W filters of each instrument when feasible, yielding two-color imaging of two pointings separated by ~5.8 arcmin for each AMIGA field. Because the placement and readout of the primary COS exposures constrained these parallel images in depth, observing cadence, roll angle, and dither pattern, parallel imaging was not obtained for some QSO sightlines in one or both filters or instruments. Here we focus on the two innermost AMIGA fields that do have two-filter parallel imaging, denoted AMIGA4 and AMIGA6, because their color–magnitude diagrams (CMDs) and luminosity functions (LFs) show clear evidence of a horizontal branch RC. These two fields are fortuitously located close to the GSS at projected radii of \( R_{\text{proj}} = 52 \) and 80 kpc from M31 (see Figure 1) assuming \((m - M)_{\text{M31}} = 24.47\) (Stanek & Garnavich 1998). Therefore, by combining these fields with archival ACS/WFC F606W, F814W imaging and photometry of a GSS field at \( R_{\text{proj}} = 21\) kpc, which we denote Brown_stream, we can directly compare the RC color and magnitude distributions of the three fields to place independent constraints on distance and metallicity gradients along the GSS over a baseline of \( \Delta R_{\text{proj}} \sim 60\) kpc. By effectively using the 21 kpc Brown_stream field as a baseline for comparison to the AMIGA4 and AMIGA6 fields, we take advantage of the known star formation history (i.e., age and metallicity distributions) of the 21 kpc field, along with its similarity to an 11 kpc minor axis halo field (Brown et al. 2006a, 2006b, 2009; Bernard et al. 2015). In Table 1, we give the locations, number of exposures, and total exposure time per filter per instrument for each of the target fields analyzed here. All the HST data used in this study can be obtained from the MAST archive (doi:10.17909/T9N09X).

2.2. Preprocessing and Photometry

We retrieved individual preprocessed .fle science images as well as a stacked, drizzled, distortion-corrected .drc reference image from the HST archive for each pointing. For subsequent preprocessing and photometry of all images for each pointing, we used version 2.0 of the publicly available Dolphot package\(^8\) (Dolphin 2000). We performed additional preprocessing according to the recommendations of each (instrument-specific) Dolphot manual, including masking bad pixels, separating each science image into individual chips for photometry, and calculating the sky background.\(^9\)

Dolphot uses customized PSFs tailored to each filter of each HST instrument to perform iterative PSF photometry simultaneously across multiple science images which are aligned to the deep reference image. Many optional parameters governing how image alignment, PSF fitting, and sky subtraction are performed may be altered within Dolphot, and in cases of severe stellar crowding, modifying these parameters can result in cleaner, more complete photometric catalogs (Williams et al. 2014). However, given the low stellar densities in our target fields, we found that the ability to identify and reject background galaxies was a much stronger determinant of photometric quality than stellar crowding. In

\(^7\) Cosmic Origins Spectrograph.

\(^8\) http://americano.dolphinsim.com/dolphot/

\(^9\) We use the high-resolution step = 4 value for generating sky frames.
Figure 1. (a, top): map of existing imaging and spectroscopy in the vicinity of the GSS, shown in M31-centric coordinates (north is up and east is to the left). The GSS core and envelope regions from Ibata et al. (2007) are indicated by solid and dotted orange polygons, respectively, and the disk of M31 is depicted using structural parameters from Dorman et al. (2013). Previously analyzed ground-based imaging is shown in grayscale, including fields M1–M8 from McConnachie et al. (2003), fields GSS1–GSS10 from Conn et al. (2016), and the SuprimeCam field analyzed by Tanaka et al. (2010). The HST ACS/WFC fields from Brown et al. (2009) are shown as circles, the Project AMIGA GSS fields we analyze here are shown as filled red diamonds (corresponding to the individual locations of the ACS/WFC and WFC3/UVIS pointings), and M31 halo fields with archival ACS/WFC imaging used to measure M31 halo contamination in our AMIGA GSS fields (see Section 3.5.3) are shown as open red diamonds. Spectroscopic fields are shown as open squares, with fields from the SPLASH survey (Gilbert et al. 2009, 2012, 2014) in magenta and fields with radial velocities from Ibata et al. (2004) in cyan. (b, lower left): a PAndAS density map from Martin et al. (2013) with color rescaled to highlight the GSS. The approximate locations of our three target fields are overplotted in red, as well as the locations of the core and envelope regions as in panel (a), and the location of panel (a) is indicated by a black box. (c, lower right): map of all of the Project AMIGA fields, with field number indicated. Different symbols correspond to fields with contiguous parallel (CPAR) imaging in two filters (solid circles), fields where parallel imaging in the two filters is not spatially coincident (open circles), and fields with no parallel imaging (crosses). The location of panel (b) is shown by the box.
particular, rather than setting $F_{\text{orce}1} = 1$, which forces all objects to be classified as stellar and can improve photometric precision in crowded fields, we retain $F_{\text{orce}1} = 0$ to exploit the ability of Dolphot to flag suspected background galaxies, although some non-zero galaxy contamination still remains (see Section 3.5). Since the ACS/WFC images retrieved from the archive were already corrected for charge transfer efficiency (CTE) by the calac pipeline, we set $UseCTE = 0$. For each set of input images, Dolphot outputs a photometric catalog calibrated to the Vegamag system using the encircled energy corrections and photometric zero points from Bohlin (2012) for ACS/WFC and from Deustua et al. (2016) for WFC3/UVIS.

The WFC3/UVIS catalogs were concatenated with the ACS/WFC catalogs in order to optimize number statistics in the AMIGA4 and AMIGA6 fields, which are relatively sparsely populated compared to fields at smaller projected distances from M31. Publicly available programs from Casagrande & VandenBerg (2014) were used to calculate linear transformation coefficients converting the WFC3/UVIS F606W, F814W magnitudes to F606W, F814W in the ACS/WFC photometric system. The coefficients were derived using synthetic stellar photometry of 12 Gyr stars with $-2 \leq [\text{Fe}/\text{H}] \leq 0$ over the full range of log g covered by their models, noting that variations due to changes in stellar parameters (i.e., source spectral energy distribution) are predicted to be <0.01 mag for $(F606W - F814W)_0 < 3$, but increase to 0.02 mag for metal-rich red giants near the TRGB. For the 21 kpc GSS core field, photometric catalogs and artificial star tests were made publicly available in Brown et al. (2009), but we analyze photometry from a Dolphot re-reduction as described above for three reasons. First, we avoid systematic errors in converting between the STmag and Vegamag photometric systems. Second, we can directly apply our background galaxy contamination maps from imaging processed identically using Dolphot (see Section 3.5.2). Third, we have intentionally reprocessed only a subset of the imaging analyzed by Brown et al. (2009) in order attain a photometric depth and precision similar to those in the two AMIGA fields. This eliminates substantial differences in photometric quality as a potential cause of differences in the RC magnitude dispersion across our fields (see Section 4.1.2).

Artificial star tests were performed, also using Dolphot, to quantify incompleteness and photometric errors in our catalogs. For each field, two sets of artificial star tests are performed. The stars are assigned a flat LF in F814W in both sets of tests, but in one set, stars are assigned colors randomly drawn from the observed color distribution at their magnitude, and in the other set, stars are gridded evenly over the entire color–magnitude space occupied by the observed catalogs. By inserting $>10^5$ artificial stars per field (over 10 times the number in any of the observed catalogs) one at a time, we build up a sufficient sample to quantify the distribution in color and magnitude error at any CMD location (analogous to the scattering kernels of Brown et al. 2009), as well as the variation of completeness over the CMD. A large ensemble of artificial stars also reveals the regions in diagnostic parameter space (i.e., chi or sharp versus magnitude) where only spurious detections are expected to lie, since they will be occupied exclusively by sources in the raw observed catalog but not the catalog of recovered values for input artificial stars. With this in mind, we found that an optimal compromise between eliminating spurious detections and background galaxies versus photometric completeness was obtained by imposing a set of cuts similar to those in Martin et al. (2017). Specifically, we only retained sources from our observed catalogs with $(\sqrt{\text{sharp}_F^2 + \text{sharp}_W^2}) \leq 0.1$, $(\text{crowdf}_{606W}^2 + \text{crowdf}_{814W}^2) \leq 1$, reported $S/N \geq 5$ per filter in both filters, a photometric quality flag $\leq 2$, and an object type of 1 (suspected non-stellar sources are flagged by object types greater than 1). Over the color range occupied by GSS RGB and RC stars, the resulting catalogs are >90% complete from brightward of the M31 TRGB to faintward of the RGB bump, and completeness varies slowly and smoothly as a function of color and magnitude.\(^{11}\)

For each field, the photometric catalogs were corrected for foreground extinction using the Schlafly & Finkbeiner (2011) recalibration of the Schlegel et al. (1998) reddening maps and the extinction coefficients given in Casagrande & VandenBerg (2014, their Table A1). These maps reveal low foreground extinction of $E(B-V) < 0.05$ for all of the sightlines analyzed here. CMDs of each of our target fields are shown in Figure 2, and all of the magnitudes and colors we report are in the ACS/WFC Vegamag system, corrected for foreground extinction.

### 3. Photometric Constraints on Stellar Populations along the Stream

Our goal is to use observed color–magnitude diagrams (CMDs) to constrain age, distance, and metallicity gradients along the GSS. While the sizes of the ACS/WFC and WFC3/UVIS fields are limiting in terms of number statistics, we may exploit their depth and homogeneity to perform strictly differential comparisons between observed properties of the GSS at $R_{\text{proj}} = 21$, 52, and 80 kpc. These comparisons are made using the following metrics:

1. Observed magnitude and width of the RC in both filters.
2. Observed color of the RC.

\(^{11}\) Because the sensitivity of WFC3/UVIS is different from that of ACS/WFC, artificial star tests were performed separately for the two instruments, and the area-weighted results were concatenated to measure completeness and photometric errors as a function of CMD location for each field.
3. Observed color distribution of the horizontal branch (HB).
4. Photometric metallicity distribution functions (MDFs) of upper-RGB stars.

### 3.1. Red Clump Magnitude

We measure the magnitude and width of the RC in both filters using unbinned maximum likelihood fits to the LF in each filter. The LF is constructed from a restricted region in the CMD, shown using a solid red line in Figure 2, to minimize contamination of the LF by foreground Milky Way stars and unresolved background galaxies (see Section 3.5). This CMD region, which we refer to as the RC+RGB region, is generated using a two-step process as follows. First, a rough guess for the RC magnitude is calculated using binned histograms of stars with $0.5 \leq (F606W - F814W) \leq 1.0$ and $23 \leq F814W \leq 26$, shifted by a random fraction of the bin size over 1000 Monte Carlo iterations. The location of the LF maximum averaged over all of the iterations is taken as an initial guess for the RC magnitude. Next, the RC+RGB region is defined using 10 Gyr solar-scaled Dartmouth isochrones (Dotter et al. 2008), selected to allow a direct comparison with recent literature studies (see Section 4.3), and we note that current spectroscopic measurements of $[\alpha/Fe]$ in the halo of M31 remain inconclusive (Vargas et al. 2014).

The region defined by the resulting set of isochrones was then broadened in color using the $1\sigma$ photometric errors resulting from the artificial star tests in both AMIGA fields. This region is then shifted faintward, making the approximation that the difference in the rough-guess $F814W_0$ magnitude of the RC between each field and the 11 kpc minor axis field from Brown et al. (2006b, 2009) is due to a difference in line-of-sight distance, and assuming the 11 kpc minor axis field lies at the same distance as M31. In other words, an identical RC+RGB CMD selection region is used for each field, but with vertical shifts applied corresponding to the shifts in the rough-guess RC magnitude in $F814W_0$. To minimize contamination from both foreground halo sources and background galaxies, we further restrict the RC+RGB region to stars lying within $\pm 1$ mag of the rough-guess HB magnitude. This region is illustrated as a solid red line in Figure 2.

The observed LFs are shown for each target field in Figure 3. For the Brown_stream and AMIGA4 fields, an excess likely representative of the red giant branch bump (RGBB) is seen slightly faintward of the RC (also noted by Brown et al. 2006b in the 21 kpc field). Because the RGBB has a strength relative to the underlying RGB and a peak magnitude relative to the HB) that are correlated with metallicity, analytical template functions that employ two Gaussians to characterize both the RC and the RGBB (e.g., Nataf et al. 2013) may provide valuable clues regarding the similarity between the Brown_stream and AMIGA4 fields. Therefore, all sources passing our photometric quality cuts and lying inside the RC+RGB CMD selection region are fit with an exponential plus double Gaussian analytical template function to represent the differential LF:

$$N(m) = A \left\{ \exp[B(m - m_{RC})] \frac{EW_{RC}}{\sqrt{2\pi} \sigma_{RC}} \times \exp\left(\frac{-(m - m_{RC})^2}{2\sigma_{RC}^2}\right) + \frac{EW_{RGBB}}{\sqrt{2\pi} \sigma_{RGBB}} \exp\left(\frac{-(m - m_{RGBB})^2}{2\sigma_{RGBB}^2}\right) \right\}$$

(1)

The coefficient $A$ is a normalization constant, and the first term represents the underlying RGB with exponential slope $B$. The second term represents the RC as a Gaussian with an area $EW_{RC}$ relative to the underlying RGB, a standard deviation

![Figure 2. CMDs of our target fields, illustrating regions used to select RC+RGB stars (solid red line), horizontal branch stars (dotted red line), and upper-RGB stars used to obtain photometric metallicity distributions (dotted red line). Isochrones representing the CMD location of the TriAnd and TriAnd2 Milky Way halo overdensities (Martin et al. 2007) are shown in blue. The 90% and 50% completeness limits ascertained from artificial star tests are shown as dashed and dotted brown lines, respectively, and photometric errors are indicated along the right-hand side of each CMD.](image-url)
σRC, and mean magnitude mRC. Similarly, the third term is a Gaussian representing the RGBB, with a mean magnitude mRGBB, a standard deviation σRGBB, and an area relative to the underlying RGB of EWRGBB. The number of RC and RGBB stars, N(RC) and N(RGBB), can then be calculated directly since \( \text{EW}_{\text{RC}} = N(\text{RC}) / \Lambda \) and \( \text{EW}_{\text{RGBB}} = N(\text{RGBB}) / \Lambda \).

The stellar densities of our target fields vary by a factor of \(~50\) (see below), so an unbinned maximum likelihood approach is crucial to enable a consistent comparison of the RC (and RGBB) parameters and their uncertainties among our target fields. Following Nataf et al. (2013), the log-likelihood \( \ell \) of the distribution in Equation (1) over \( N_{\text{obs}} \) data points in filter

![Figure 3. Luminosity functions for each of our target fields in F814W (left column) and F606W (right column). To facilitate a visual comparison, observed luminosity functions are shown using bin sizes of 0.02, 0.05, and 0.1 mag, but our maximum likelihood fits were performed without binning the data. The best fitting exponential plus double Gaussian functions as determined by the maximum likelihood fits are shown in each panel, color-coded by target field.](image-url)
of <50 iterations in all cases (finding that convergence was achieved within 10 autocorrelation lengths in all cases), and the results were then measured from 500 additional iterations. In Table 2, we list, for each target field, the total number of stars in the CMD region used to build the LF, \( N_{\text{obs}} \), followed by the best-fit (50th percentile) RC and RGBB parameters and their 1σ confidence limits, corresponding to the 16th and 84th percentiles; we do not assume parameter distributions to be Gaussian. For simplicity, we use \( V/RC \) to represent the ACS/WFC F606W0 magnitude and \( I/RC \) to represent the ACS/WFC F814W0 magnitude of the RC. The observed LFs (binned only to permit a visual comparison) and the best fitting function are shown in Figure 3, for both F606W0 and F814W0, and plots showing the posterior distributions for the LF parameters in each field are given in the Appendix.

The remaining three metrics serve primarily as tests for differences in metallicity across our target fields, since such differences could systematically impact our use of the RC as a distance indicator.

3.2. Peak Color of the Red Clump

To quantify the RC peak color, we use the difference of the peak magnitudes in the two filters rather than a mean or median taken over an entire color distribution, which has the advantage of tracing the dominant (i.e., metal-rich GSS) population. Using the RC peak color as a metallicity diagnostic has the advantage in that it is quite insensitive to age for ages over a few Gyr, as demonstrated by both observational and theoretical evidence. On the observational side, Chen et al. (2017) find that the gradient of RC absolute magnitude with age differs by only their uncertainties of 0.003 mag/Gyr across the Vri passbands using an asteroseismically selected sample (albeit containing only a small fraction of stars older than 8 Gyr). Similarly, evolutionary models predict that the RC \( (V-I) \) color at fixed metallicity varies by only \(-0.03\) mag for ages beyond 3 Gyr, especially at high (near-solar) metallicities (Girardi & Salaris 2001; Girardi 2016). Therefore, we may leverage the small extinction (and correspondingly small extinction uncertainties) and measurements of the RC color to place stringent constraints on the metallicity gradient across our target fields based on their RC peak colors. To derive an empirical relationship between RC peak color in \( (F606W-F814W)_0 \) versus both \( [Fe/H] \) and global metallicity \( [M/H] \) (Salaris et al. 1993), we use publicly available photometry of the metal-rich Galactic globular clusters NGC 104 (47 Tuc) and NGC 5927 from Sarajedini et al. (2007) and supplement them with additional archival imaging of the super-solar-metallicity old open cluster NGC 6791 and the metal-rich bulge globular cluster NGC 6528 (Lagioia et al. 2014; R. E.Cohen et al. 2018, in preparation).

We perform maximum likelihood fits as described in Section 3.1, assuming recent literature distance, reddening, \( [Fe/H] \) and \([\alpha/Fe]\) values as listed in Table 3 and restricting the fits to stars with \(-1.1 \leq M_{814W} \leq 0.9\). The resulting trends of \( V/RC \) versus \( [Fe/H] \) and \([M/H]\) are shown in Figure 4, and imply that \( V/RC \) has a metallicity sensitivity of \(-0.3\) mag per dex. For comparison, the histograms of the MCMC results from our three target fields are overplotted and color-coded by field as in Figure 3. It is apparent that the GSS fields at 21, 52, and 80 kpc have RC colors that agree to within their uncertainties (albeit with large uncertainties for the 80 kpc field owing to poor number statistics), and the peak RC color we measure for the 21 and
Table 2
Red Clump Parameters from Maximum Likelihood Fits

| Field         | \(N_{\text{obs}}\) | \(I(\text{RC})\) \pm 0.004 | \(\sigma(I(\text{RC}))\) | \(V(\text{RC})\) \pm 0.006 | \(\sigma(V(\text{RC}))\) | \(V(\text{RC}) - I(\text{RC})\) \pm 0.008 | \(\sigma(V(\text{RC}) - I(\text{RC}))\) | \(\text{EW}_{\text{RC}}\) \pm 0.098 | \(\text{EW}_{\text{RGBB}}\) \pm 0.098 | \(\text{EW}_{\text{RGBB}}\) \pm 0.098 | \(\text{EW}_{\text{RGBB}}\) \pm 0.098 | \(\sigma(I(\text{RGBB}))\) | \(\text{EW}_{\text{RGBB}}\) \pm 0.098 |
|---------------|---------------------|----------------------------|---------------------------|----------------------------|--------------------------------|----------------------------------------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|----------|-------------------|
| Brown_stream  | 3250                | 24.345 ±0.004              | 0.108 ±0.008              | 25.088 ±0.006              | 0.130 ±0.006                | 0.743 ±0.008                          | 1.36 ±0.098                         | 109 ±4                           | −0.466 ±0.033                     | 0.229 ±0.040                     | 0.129 ±0.025                     | ns         |
| AMIGA4        | 900                 | 24.542 ±0.011              | 0.133 ±0.015              | 25.289 ±0.012              | 0.134 ±0.016                | 0.746 ±0.018                          | 1.36 ±0.098                         | 17.1 ±2                           | −0.406 ±0.028                     | 0.39 ±0.13                        | 0.229 ±0.095                     | ns         |
| AMIGA6        | 139                 | 24.494 ±0.058              | 0.257 ±0.095              | 25.209 ±0.056              | 0.235 ±0.074                | 0.713 ±0.081                          | 1.35 ±0.045                         | 27 ±6                            | −0.15 ±0.16                       | 0.25 ±0.28                        | 0.24 ±0.16                      | ns         |

Note. \(V(\text{RC})\) refers to the RC magnitude in \(F606W\) and \(I(\text{RC})\) refers to the RC magnitude in \(F814W\) in the ACS/WFC Vegamag system. The values given for \(\text{EW}_{\text{RC}}, \text{EW}_{\text{RGBB}}, \sigma(I(\text{RGBB}))\), the density of RC stars \(N(\text{RC})/\text{arcmin}^2\), and the magnitude difference between the RC and RGBB \(I(\text{RGBB})\) are the \(F814W\) values.
52 kpc fields constrains their metallicities to be only slightly subsolar, in agreement with the metallicities we measure photometrically from the upper RGB in Section 3.4. In the right panel of Figure 4, we compare RC peak color variations across our target fields in a strictly differential sense, where the difference between the RC peak color of the AMIGA4 and AMIGA6 fields is shown compared to the Brown_stream field over all MCMC iterations. Given our empirically derived metallicity gradient above, the RC peak color difference between the 21 and 52 kpc fields places a 1σ constraint of ∼0.15 dex on their difference in [Fe/H]. Meanwhile, the broader constraints on the AMIGA6 field easily allow such a difference and give a 1σ limit of ∼0.5 dex on the metallicity decrease seen from 21 to 80 kpc.

3.3. Horizontal Branch Color Distribution

The color ratio of blue to total horizontal branch stars may also be useful to constrain the age and/or metallicity differences between our target fields. To isolate the HB in the CMD, we use the selection box shown in Figure 2, built using the well-populated Brown_stream field as a template. We then measure the ratio of HB stars in the box with $(F606W − F814W)_0 < 0.2$ and 0.4 to all stars in the box, accounting for foreground contaminants, background galaxies, and their uncertainties (see Section 3.5), propagated in quadrature. For the Brown_stream field, we subtract 23% contamination from the Brown_halo11 field (Kallrath et al. 2006) by counting the number of stars in the entire HB selection region as well as those with $(F606W − F814W)_0 < 0.2$ and 0.4 for the Brown_stream field and then normalizing these counts to the total number of observed stars in each region in the Brown_halo11 field. We find that the AMIGA4 field at 52 kpc has a redder HB morphology than the Brown_stream field at more than 1σ; the fraction of HB stars with $(F606W − F814W)_0 < 0.2$ is $0.012 \pm 0.007$ at 52 kpc, compared to $0.027 \pm 0.004$ at 21 kpc, and similarly the fraction of HB stars with $(F606W − F814W)_0 < 0.4$ is unchanged in the 52 kpc field ($0.012 \pm 0.008$), compared to $0.039 \pm 0.005$ at 21 kpc. For the 80 kpc field, the fraction of blue HB stars is statistically equivalent to zero after accounting for background galaxy contamination, but small number statistics result in larger uncertainties. This metric could, in principle, be biased due to the width in magnitude of the HB selection box, since more metal-rich populations would have their RGBB shifted faintward of the selection box boundary on the RGBB. However, the similarity between the RGBB properties of the fields at 21 and 52 kpc (see Table 2) implies that the difference in their HB morphology is not affected by the RGBB.

An alternative way to quantify the HB color was employed by Martin et al. (2017), who use red and blue HB boxes that are fixed in color but allowed to move in magnitude in order to be centered on the RC. They use $\eta$ to denote the fraction of stars located in the blue box compared to the total in both boxes. If we use their color boundaries for the blue and red HB boxes, we find a fraction of $\eta = 0.060 \pm 0.007$ at 21 kpc, compared to $\eta = 0.034 \pm 0.012$ at 52 kpc, indicating a redder HB morphology for the 52 kpc field, consistent with the above analysis. The values of $\eta$ we find are consistent with the more luminous dwarf spheroidal (dSph) galaxies analyzed in Martin et al. (2017), most of which lie in their “Off-plane” sample.

| Cluster | $E(B − V)$ | [Fe/H] | [$\alpha$/Fe] |
|---------|------------|--------|---------------|
| NGC 104 | 0.032 (1)  | −0.76 ± 0.02 (2) | 0.42 ± 0.06 (3) |
| NGC 5927 | 0.415 (1)  | −0.47 ± 0.02 (4) | 0.25 ± 0.08 (4) |
| NGC 6528 | 0.54 (5)   | −0.13 ± 0.07 (6) | 0.26 ± 0.05 (6) |
| NGC 6791 | 0.14 (7)   | 0.36 ± 0.06 (7)  | 0.09 ± 0.01 (7) |
While this result is interesting at face value, the authors point out that the $\eta$ metric is biased. Most relevantly to our results, this bias operates such that the red cutoff of their red HB box, at $(F606W - F814W)_0 = 0.75$, will systematically yield lower values of $\eta$ for clusters with near-solar (or higher) [Fe/H] because as metallicity increases, the RGB is shifted increasingly redward of the red HB box. While this appears to cause small intracluster bias among their sample, the near-solar metallicity of the 52 kpc field could inflate $\eta$ since a higher fraction of RGB stars fall redward of the red HB box.

### 3.4. Photometric Metallicity Distribution

In addition to using the RC and HB colors as a diagnostic of metallicity differences between our fields, we calculate metallicity distributions photometrically by interpolating in an isochrone grid as a check on the constancy of the metallicity along the GSS from 21 to 52 kpc. We use the same CMD selection region as described in Section 3.1, which has been shifted to account for differences in the line-of-sight distance among our target fields and impose the additional restriction that stars must lie $\Delta I \geq 1.3$ mag brightward of the RC in an attempt to minimize contamination from the AGB bump ($\Delta I(\text{HB} - \text{AGBB}) \sim 1.06$; Nataf et al. 2011). The [Fe/H] value for each star is determined by linear interpolation among the isochrones, and in Figure 5 we show CMDs for each field, where stars are color-coded by their metallicity according to the isochrones. Since the boundaries of the CMD selection region have been broadened in color by the 1$\sigma$ photometric errors, there is a small fraction of stars lying outside the isochrones but inside the selection region, but these stars (shown using crosses in Figure 5) constitute $\leq 1\%$ of the sample in all cases and affect the median [Fe/H] at the 0.02 dex level. Histograms of the photometric [Fe/H] distribution in each of our three target fields are shown both individually and together in Figure 6. In the left panels of Figure 6, the photometric metallicity distributions for each of the three target fields are shown individually, where the raw distribution of all sources falling in the selection region is shown as a dashed line. We use the TRILEGAL Galaxy model (Girardi et al. 2005, 2012) to decontaminate the foreground Milky Way contribution (see Section 3.5.1), shown as a gray shaded region, and the resulting foreground-subtracted metallicity distributions are shown as thick solid lines. We obtain predicted foreground contamination fractions of 8% and 25% for the 21 and 52 kpc fields, respectively, while our background galaxy contamination model (see Section 3.5.2) predicts $0 \pm 3$ background galaxy contaminants for all three fields over the upper-RGB region, which is statistically equivalent to zero.

A check on the TRILEGAL predictions is provided by the spectroscopic results of Gilbert et al. (2009, 2012), and to perform a direct comparison between the two, we shift the faint magnitude limit of the upper-RGB region brightward by 0.6 mag in order to sample the CMD region in which their spectroscopic targets were selected. Counting the number of secure Milky Way dwarf contaminants and the number of secure M31 RGB stars reported in Table 1 of Gilbert et al. (2012), their results imply a foreground contamination fraction of 15% compared to 11% from the TRILEGAL simulations in the H13s SPLASH field, which is collocated with the 21 kpc Brown_stream field. For their fields d1 and a13, which bracket the spatial location of our AMIGA4 field (see Figure 1), they find contamination fractions of 48% and 57%, respectively, compared to 33% predicted by the TRILEGAL model. While this appears to indicate that the TRILEGAL model underpredicts foreground contamination by over 40% in the latter case, the size of the spectroscopic sample is fairly small ($< 100$ stars each in the d1 and a13 fields) and has a selection function subject to various systematics as discussed in Gilbert et al. (2006, 2012, see their Section 3.2). In any case, the similarity of the foreground and GSS metallicity distributions renders the foreground-subtracted median metallicity in our target fields fairly insensitive to changes in the assumed foreground contamination fraction. For example, even doubling the foreground contribution from the TRILEGAL models only impacts our median photometric metallicities at $< 0.02$ dex in the 21 and 52 kpc fields.

In the right panel of Figure 6, we plot the differential and cumulative metallicity distributions of the 21 and 52 kpc fields together, where the arrows indicate the median [Fe/H] for each field. We find that the 52 kpc field is actually the most metal-rich, with a median [Fe/H] = $-0.33 \pm 0.04$ compared to $-0.47 \pm 0.02$ in the 21 kpc field (uncertainties represent the quadrature sum of contributions from photometric errors and

---

**Figure 5.** CMDs of the three GSS fields at projected distances of (left to right) 21, 52, and 80 kpc from Andromeda, illustrating photometric metallicities derived by interpolating in an isochrone grid. In each panel, the region used to select M31 RGB stars, defined using Victoria–Regina isochrones with $-2.4 \leq \text{[Fe/H]} \leq +0.4$ plus 1$\sigma$ photometric errors, is outlined in gray. Individual isochrones are shown as curved black lines, in increments of 0.2 dex from right to left, with isochrones corresponding to [Fe/H] = $[0.0, -1.0, -2.0]$ shown as thick lines. Stars inside the gray selection region and more than 1.3 mag brightward of the HB, used to construct the photometric metallicity distribution, are color-coded by metallicity according to the color bar at the top of each plot. Stars falling inside the selection region but beyond the isochrones, with metallicities derived via interpolation outside the isochrone grid, are overplotted as crosses, although they constitute $\leq 1\%$ of the sample in all cases.
Figure 6. Left: photometric metallicity distributions for three GSS fields at projected radii of (top to bottom) 21, 52, and 80 kpc from M31. The raw distribution is shown by the dashed line, before being decontaminated using the area-scaled TRILEGAL Galaxy model (shaded region) to produce the Milky Way-decontaminated metallicity distribution (thick solid line). Right: differential (top) and cumulative (bottom) photometric metallicity distributions for the target fields plotted together. The arrows in the top-right plot indicate the median photometric metallicity in the 21 kpc Brown_stream field (black) and the 52 kpc AMIGA4 field (red). The AMIGA6 field is excluded from the bottom-right plot because the Galaxy model gives an oversubtraction of the foreground metallicity distribution in some bins, and its low stellar density renders its photometric [Fe/H] extremely sensitive to the assumed foreground Galaxy model (see text).

Photometric metallicity distributions for the target fields (left). The raw distribution is shown by the dashed line, before being decontaminated using the area-scaled TRILEGAL Galaxy model (shaded region) to produce the Milky Way-decontaminated metallicity distribution (thick solid line). Right: differential (top) and cumulative (bottom) photometric metallicity distributions for the target fields plotted together. The arrows in the top-right plot indicate the median photometric metallicity in the 21 kpc Brown_stream field (black) and the 52 kpc AMIGA4 field (red). The AMIGA6 field is excluded from the bottom-right plot because the Galaxy model gives an oversubtraction of the foreground metallicity distribution in some bins, and its low stellar density renders its photometric [Fe/H] extremely sensitive to the assumed foreground Galaxy model (see text).

3.5. Sources of Contamination

3.5.1. Milky Way Foreground

Previous studies of fields toward the GSS and M31 halo were able to make use of an ensemble of photometric and spectroscopic information in order to construct samples cleaned of Milky Way foreground contaminants (e.g., Gilbert et al. 2006, 2012). In our case, we have only CMDs at our disposal to mitigate foreground contamination, so the locations of our CMD selection boxes in Figure 2 were set to exclude Milky Way stars to the greatest extent possible. Foreground contamination as a function of color and magnitude is quantified using the TRILEGAL Galaxy model with the appropriate ACS/WFC bandpasses and foreground Milky Way extinction. By performing random draws from an area of 1 deg² (∼300 times the ACS/WFC field of view), we may calculate the effect of Milky Way foreground contaminants and their stochastic variation on our results. The density of Milky Way foreground contaminants predicted by the TRILEGAL models is illustrated in the upper-left panel of Figure 7, and a subset of model foreground stars corresponding to an area of 0.1 deg² is color-coded according to their Galactic component. For reference, the CMD selection region used to build our RC+RGB LF s (Section 3.1) is shown as a solid black line, while the region used to analyze the HB color distribution (Section 3.3) is shown as a dashed black line and the region used to obtain photometric metallicity distributions on the upper RGB (Section 3.4) is shown as a dotted black line.
The TRILEGAL models predict contamination fractions of 2% toward the AMIGA4 field and <1% for the AMIGA4 and Brown_stream fields for both the RC+RGB region and the HB region in the target field CMDs. However, current Galaxy models have been known to underpredict foreground contamination due to their failure to account for recently discovered halo substructure (e.g., Lewis et al. 2013; Martin et al. 2014). In fact, our AMIGA fields are roughly coincident with the location of the TriAnd2 overdensity (Martin et al. 2007; Perottoni et al. 2018). However, using the same models and distance moduli as Martin et al. (2007, 2014) and conservatively assuming 300 stars per deg$^2$ in the magnitude range 21.4 ≤ $m_0$ ≤ 23.4 (see their Figures 1–2 and Perottoni et al. 2018), the number of TriAnd2 main-sequence stars predicted to intrude into our RC+RGB selection region is ~0.2 per arcmin$^2$ assuming a lognormal stellar mass function. Their results illustrate that toward our AMIGA fields, the contribution of TriAnd2 generally dominates over that of TriAnd, but even summing the two contributions assuming they are equal still yields <0.5 stars per arcmin$^2$ for a contamination fraction of <1% (<6%) toward the AMIGA4 (AMIGA6) fields. Our RC analysis is almost certainly unaffected by such a small fraction of contaminants for two reasons. First, any TriAnd contaminants are distributed over >2 mag in the RC+RGB region (see Figure 2). Second, TriAnd or TriAnd2 main-sequence stars are unlikely to extend faintward to overlap the GSS RC itself since TriAnd2 (the more distant of the two) has a small (heliocentric) distance distribution ($D_\odot = 22–32$ kpc; Martin et al. 2014; Sheffield et al. 2014).

### 3.5.2. Background Galaxies

We have set our Dolphot PSF photometry parameters and quality cuts to be optimized for rejection of background galaxies. However, it is crucial that we quantify any remaining contamination from background galaxies with apparently stellar PSFs lest their CMD loci bias any of the parameters we wish to measure. Therefore, we have searched the HST archive for relatively “blank” high-Galactic-latitude ACS/WFC fields observed with identical filters and similar
photometric depth. The blank fields we have selected are listed in Table 4 and include the CT344 field similarly employed by Radburn-Smith et al. (2011) as well as a subset of the parallel imaging taken as part of the Hubble Frontier Fields program (Lotz et al. 2017).

By choosing very sparse fields at high Galactic latitudes (five out of the six blank fields have \(|B| > 60\) and performing PSF photometry identically to that described in Section 2.2, the difference between the CMD loci of the recovered stars (passing our photometric quality cuts) and the TRILEGAL Galaxy model (i.e., foreground) prediction toward each field yields the density of non-rejected background galaxies as a function of CMD location. While this procedure assumes that the Galaxy model correctly predicts the Milky Way population toward the selected high-Galactic-latitude fields, it is pessimistic in the sense that an underprediction of the Milky Way halo population by the Galaxy model will yield an overestimate of the background galaxy density.

The resulting model for background galaxy contamination is shown in panel (b) of Figure 7, where all recovered sources in the high-latitude blank fields are overplotted and color-coded by field as indicated in the upper-right corner of the CMD. The shading indicates the density of background galaxies, corrected for incompleteness using artificial star tests in each blank field, and we find a CMD distribution for background galaxy contaminants in good agreement with recent studies employing a similar approach (e.g., Monachesi et al. 2016; Mihos et al. 2018).

The total CMD density of foreground Galactic contaminants plus background galaxy contaminants is shown in the upper-right panel of Figure 7 for the AMIGA4 field (although TRILEGAL-predicted foreground contamination differs by <2% between the two AMIGA fields due to their similar Galactic latitudes). Note that the color scales for Milky Way versus background galaxy contaminants differ by approximately an order of magnitude, so that the color scale for the sum of the two is shown at a square root stretch in panel (c) to display its full range of variation over the CMD. In both the RC +RGBB region and the HB region, background galaxies are more important as contaminants than foreground Milky Way stars, although they remain fairly insignificant in all but the AMIGA6 field: the total (foreground plus background) contamination fraction in the RC +RGB CMD region is <1% in the Brown_stream field, 2% ± 1% in the AMIGA4 field, and 18% ± 8% in the AMIGA6 field, and contamination fractions in the HB region are similar to within 1%.

As an additional check on our estimates of foreground and background contamination, which rely heavily on Galaxy models, we also take a more conservative, empirical approach. We select among all of the AMIGA parallel imaging fields the one (AMIGA12) at the highest Galactic latitude and process it identically to AMIGA4 and AMIGA6. If we assume all sources in this field are contaminants, we obtain total contamination fractions in the RC +RGB CMD region of 2% ± 1% and 13% ± 8% for AMIGA4 and AMIGA6, respectively, in good agreement with our previous analysis given the large Poissonian uncertainties stemming from the sparsity of the AMIGA12 field.

To summarize the contribution of foreground and background contaminants, it is apparent from Figure 7 that the LF of foreground contaminants decreases toward fainter apparent magnitudes, while the LF of background galaxy contaminants increases toward fainter apparent magnitudes. However, we argue that the systematic impact of these contaminants on our measured RC properties is negligible. This is due not only to the small contamination fractions in the RC +RGB CMD region, but because we allow the LF slope \(B\) to float as a free parameter, the contribution of contaminants effectively gets absorbed into this coefficient. This is directly evidenced by decreasing values of the best-fit value of the LF slope \(B\) moving radially outward from M31 where predicted contamination fractions increase.

3.5.3. M31 Halo

The Brown_stream field has a contamination fraction of \(\sim 23\%\) due to the M31 spheroid, based on a comparison of radial velocity histograms cleaned of Milky Way foreground stars using a carefully honed set of photometric and spectroscopic diagnostics (Kalirai et al. 2006). However, without such an ensemble of diagnostic information in hand for the AMIGA fields, we may still compare their stellar density with the stellar density predicted by an ensemble of M31 halo fields to obtain a crude estimate of M31 halo contamination in the AMIGA GSS fields. Specifically, the minor axis fields analyzed by Brown et al. (2008) are combined with two halo fields at \(R_{\text{proj}} = 59\) and 66 kpc with similar Galactic latitude to our AMIGA fields and archival ACS/WFC F606W, F814W imaging (GO-11658, PI: Turnshek) processed with Dolphot identically to the AMIGA fields. To estimate the contamination fraction, we simply count stars in the same (foreground-extinction-corrected) RC +RGB CMD region used to build LFs. We additionally restrict the magnitude range used for the star counts to be within 0.5 mag faintward of the RC in F814W, as background galaxy contamination increases moving faintward from the RGBB, apparent in Figure 7. This additional restriction results in \(< 0.5\) field stars per arcmin\(^2\) (based on the TRILEGAL model) and a density of background galaxies statistically equivalent to zero.

In Figure 8, we plot both the raw and the foreground- and background-decontaminated number counts in each field (where error bars include uncertainties on the number of observed stars as well as contaminants) versus projected distance from M31. While it is clear qualitatively that the AMIGA4 and AMIGA6 fields are not dominated by the M31 halo, we quantify fractional contamination by the M31 halo and its uncertainty by assuming power-law indices of \(\sim 2.2\) ± 0.2 (Gilbert et al. 2012) and \(\sim 2.66\) ± 0.19 (Ibata et al. 2014) for the projected M31 halo density profile. For each power-law index, the zero point is set by choosing the halo field yielding the highest (i.e., the most pessimistic) contamination fraction, and the corresponding slopes are illustrated in Figure 8. Accounting for uncertainties in the corrected star counts in each field as well as the quoted uncertainties on each power-law slope, the more pessimistic of the two power laws gives an M31 halo contamination fraction of 10% ± 2% for the AMIGA4 field at 52 kpc and 25% ± 7% for the AMIGA6 field at 80 kpc. This simplistic estimate ignores both the change in the line-of-sight distance distribution of M31 halo stars with projected radius, as well as the \(\sim 0.01\) dex/kpc metallicity gradient observed spectroscopically in the M31 halo (Gilbert et al. 2014, but see Brown et al. 2008) as well as any age gradient that may be present. However, it is also clear in Figure 8 that the observed (corrected) star counts are not entirely consistent with the power-law slopes reported in the literature. One simple explanation is that the halo fields we have employed actually have a non-zero contribution from additional M31 substructure. Lewis et al. (2013) and Ibata et al. (2014) illustrate that most halo fields may coincide with...
Figure 8. Stellar density in several M31 halo fields measured from number counts in the RC region (see the text for details). Values before subtraction of Milky Way foreground stars and background galaxies are shown as open circles, and corrected values are shown as filled circles, where error bars represent the quadrature sum of (Poissonian) uncertainties in observed number counts, Milky Way foreground contribution, photometric errors, and background galaxy contribution. For illustrative purposes, the power-law projected density profiles with slopes of −2.2 from Gilbert et al. (2012) and −2.66 from Ibata et al. (2014) are shown as red dashed and blue dotted lines, respectively, normalized to the fields that give the highest contamination fraction at the R_{proj} of our AMIGA4 and AMIGA6 target fields.

substructure, and our chosen halo fields are no exception, e.g., Stream D for the 35 kpc minor axis fields and the SW cloud for the 59 and 66 kpc halo fields. Meanwhile, a power-law fit to the star count data in the halo fields shown in Figure 8 gives a slope of −2.8 ± 1.0, consistent with the aforementioned values especially in the presence of some substructure. In summary, the AMIGA6 field at 80 kpc has an M31 halo contamination fraction consistent with the 21 kpc Brown_stream field within the RC+RGB CMD region, although the observed metallicity gradient in the halo (Gilbert et al. 2014) predicts that the M31 halo contaminants should be ∼0.6 dex more metal-poor toward the AMIGA6 field. On the other hand, the AMIGA4 field at 52 kpc provides a relatively clean GSS sample, particularly in the RC+RGB CMD region, where the total contamination fraction from the M31 halo, the Milky Way, and background galaxies is <15%.

3.5.4. M31 Disk

The locations of the AMIGA fields correspond to a radius of >200 kpc from Andromeda in the plane of the disk, so contamination from Andromeda’s disk is expected to be negligible (<1%). Similarly, disk contamination is expected to be <1% in the halo fields along the minor axis of M31 (Brown et al. 2006b), and the null detection of disk contaminants in the velocity distributions of all fields over the range of projected radii considered here by Gilbert et al. (2014) lends strong justification to our disregard of a potential M31 disk component contributing to the stellar populations in any of the fields considered.

4. Discussion

4.1. The Geometry of the GSS

The observed mean magnitude and width of the RC may both be used together to constrain the geometry of the GSS. In order to minimize systematic uncertainties, we define two quantities in a strictly differential sense, and we use them to evaluate the difference between each of the AMIGA fields (at 52 and 80 kpc) versus the Brown_stream field at 21 kpc.

4.1.1. Line-of-sight Distance

The first quantity, ΔD = D(AMIGA) − D(Brown_stream), represents the relative line-of-sight distance (in kpc) between each of the AMIGA fields and the Brown_stream field. In the left panel of Figure 9, we show histograms of ΔD over all MCMC iterations, color-coded by field. Based on our mean RC magnitudes in F814W, the fields at 52 and 80 kpc both lie more than 50 kpc behind the Brown_stream field, and in the case of the 52 kpc AMIGA4 field, our maximum likelihood fits constrain this line-of-sight distance to better than 8% relative precision. However, in the sparse AMIGA6 field at 80 kpc, number statistics limit relative precision to ∼40%, although they exclude a null distance gradient at 97.5% confidence.

4.1.2. Line-of-Sight Distance Scatter

Second, the quantity Δσlos denotes the excess line-of-sight distance scatter in the AMIGA fields compared to the Brown_stream field. This quantity is calculated by making the assumption (e.g., Gardner & Hawkins 1991; Nataf et al. 2013) that the observed F814W width of the RC σ(RC) results from the (quadrature) sum of its intrinsic width σ_{int}, photometric errors σ_{phot}, and its geometrical line-of-sight broadening σ_{geo},

\[ \sigma_{l}(RC)^2 = \sigma_{int,l}^2 + \sigma_{phot,l}^2 + \sigma_{geo}^2 \] (4)

And correspondingly in F606W,

\[ \sigma_{V}(RC)^2 = \sigma_{int,V}^2 + \sigma_{phot,V}^2 + \sigma_{geo}^2 \] (5)

However, we have the additional constraint that the line-of-sight distance scatter will affect both filters equally, so that σ_{geo} is equal in Equations (4) and (5). This allows σ_{int}/σ_{int,l} to be fixed for any chosen value of σ_{int,l} so with σ_{phot,V} and σ_{phot,l} the RC magnitude in hand from the artificial star tests, we use the distance between fields ΔD (measured from the l(RC) above) to convert the difference in σ_{geo} between fields σ_{geo}(AMIGA) − σ_{geo}(Brown_stream) in magnitudes to a line-of-sight distance difference in kpc, Δσ_{los} = σ_{los}(AMIGA) − σ_{los}(Brown_stream). The problem still remains that we must assume a value for σ_{int,l} so we calculate Δσ_{los} under two extreme assumptions for σ_{int,l} to evaluate their impact.

1. First, we assume that the intrinsic width of the RC in each field is σ_{int,l} = 0.07 mag, essentially the smallest allowed value once photometric errors are taken into account given the value of 0.065 ascertained from a single-age, single-metallicity population, the Galactic globular cluster 47 Tuc (Nataf & Udalski 2011). The resulting values of Δσ_{los}, representing the increase in 1σ line-of-sight distance scatter in each AMIGA field compared to the 21 kpc Brown_stream field, are shown in the middle panel of Figure 9. In this case, where we have assumed that essentially all of the broadening of the observed
Figure 9. Derived parameters from our unbinned maximum likelihood fits, color-coded by field. (a) Difference in the line-of-sight distance between each AMIGA field and the 21 kpc Brown_stream field, calculated from the difference in $l(RC)$. (b) Difference in the line-of-sight distance scatter between each AMIGA field and the 21 kpc field, calculated assuming an intrinsic RC dispersion of 0.07 mag. (c) Same, but assuming the maximum intrinsic RC dispersion allowed in each field, given in the upper-right corner; see text for details.

$\sigma(RC)$ is due to line-of-sight effects, both the AMIGA4 and AMIGA6 fields show an increased line-of-sight distance scatter at a moderate significance of $1.6\sigma$ and $2.2\sigma$, respectively.

2. We make the opposite assumption, namely that the vast majority of the contribution to the observed RC width $l(RC)$ is intrinsic and set $\sigma^2_{\text{int}} = \sigma^2(RC) - \sigma^2_{\text{shot}}$ for each field. The results, plotted in the right panel of Figure 9, illustrate that the increase in $\sigma_{\text{int}}$ results in values of $\Delta\sigma_{\text{geo}}$, which are now compatible with zero for the AMIGA4 field. Meanwhile, the AMIGA6 field is relatively unaffected, still showing an increased distance scatter at $1.7\sigma$.

By requiring a consistent $\sigma_{\text{geo}}$ in both filters, we find values of $1.06 < \sigma_{\text{int},V}/\sigma_{\text{int},I} < 1.44$ for both the Brown_stream and AMIGA4 fields, in good agreement with evidence from both observations and theory (e.g., Correnti et al. 2010; Girardi 2016) that the width of the RC in V will generally be somewhat larger than in I over a broad range of age–metallicity relations. However, for the AMIGA6 field, strong evidence for relatively large values of $\sigma_{\text{int}}$ (the second of the two cases described above) is found in the unphysical values of $\sigma_{\text{int},V}/\sigma_{\text{int},I} < 0.5$ required to obtain a consistent $\sigma_{\text{geo}}$ unless the vast majority of the contribution to $\sigma(RC)$ comes from $\sigma_{\text{int},I}$ ($\sigma_{\text{int},I} \gtrsim 0.2$). One clear source of such a difference in $\sigma_{\text{int},I}$ without invoking any difference in metallicity is an increase in age spread, and we now explore this issue in more detail.

4.2. The Red Clump as a Standard Candle

We have thus far implicitly assumed that the RC is a standard candle, at least in a relative sense among our fields. However, this ceases to be a valid assumption if any of our fields have substantially different star formation histories. The similarity in both RC peak color (Section 3.2), HB morphology (Section 3.3), and photometric metallicity (Section 3.4) across our target fields argue against bulk differences in metallicity distribution, but the RC luminosity even at fixed metallicity is not entirely insensitive to age. Fortunately, this sensitivity remains at $\lesssim 0.03$ mag per Gyr (e.g., Girardi & Salaris 2001; Girardi 2016) for ages above a few Gyr, which seems to be reasonably representative of the GSS population at least at $R_{\text{proj}} \lesssim 20$ kpc (Brown et al. 2006a; Bernard et al. 2015). This implies that, for example, a shift of $\sim 2$ Gyr in the mean age of the metal-rich population from 21 kpc to 52 kpc would affect the distance gradient across our fields at the level of $\lesssim 30\%$.

Unfortunately, such an age difference would require deeper imaging to detect given the photometric errors and galaxy contamination in the AMIGA fields. However, the mean age of 8–9 Gyr found for the 21 kpc GSS population (Brown et al. 2006a; Bernard et al. 2015) allows us to at least place limits on the line-of-sight distance gradient among our fields since, at one extremity, a population with an age close to a Hubble time would have $l(RC)$ only $\sim 0.08$ mag fainter at solar metallicity according to both BaSTI and PARSEC (Bressan et al. 2012) models. At the opposite extreme, the properties of the RC change drastically for ages $\lesssim 1.8$ Gyr (Girardi et al. 2013; Girardi 2016), whereas no such change is observed in the RC morphology between the 21 kpc and 52 kpc fields. Therefore, even if the metal-rich GSS population in the 52 kpc field were to have a bulk age shift down to 2 Gyr, $l(RC)$ would shift brightward by $\sim 0.13$ mag at solar metallicity, implying a distance gradient $\sim 65\%$ steeper than what we find by assuming similar age distributions. However, because the Brown_stream field already has a non-negligible fraction of young metal-rich stars (Brown et al. 2006a), this would be an extreme case, and there are three qualitative arguments against such a large fraction of metal-rich stars with ages $\lesssim 2$ Gyr in the AMIGA4 field:

1. To check for any indications of a difference in age distribution between the Brown_stream and AMIGA4 fields, the difference between the two fields (after foreground and background decontamination) is shown in Figure 10. The differentiated CMD was calculated by shifting the (halo-decontaminated) Brown_stream field faintward by 0.2 mag in $F814W$, scaling it to the same density as the AMIGA4 field, propagating in quadrature the uncertainties in the total contaminant density and Poisson noise on the observed number of stars, so that the differentiated CMD could be plotted in terms of total uncertainty. For comparison, we overplot solar
Figure 10. CMD illustrating the difference between the 21 kpc Brown_stream field and the 52 kpc AMIGA4 field (see text for details), color-coded by statistical significance. Scaled solar Dartmouth isochrones are overplotted at ages of 2, 6, and 10 Gyr, and the 90% and 50% completeness limits are shown as dashed and dotted lines, respectively.

Dartmouth isochrones at ages of 2, 6, and 10 Gyr, illustrating that there is no strong evidence for a relative difference in the fraction of young metal-rich stars between the 21 and 52 kpc fields. Reassuringly, the differences in HB morphology quantified in Section 3.3 are indeed seen in the differed CMD, at appropriately moderate statistical significance, implying that a bulk difference in age distribution, if present, should be detectable.

The comparison to the isochrones also illustrates the need for deeper imaging to make any quantitative statements about the age distribution in the AMIGA fields, since below the 50% completeness limit (shown as a gray dotted line in Figure 10), not only do completeness corrections themselves become more uncertain, but the implicit assumption that incompleteness of background galaxy contaminants scales identically to the incompleteness of actual stars may break down.

2. Focusing on the upper-RGB region used to derive photometric metallicities, the isochrones in Figure 10 illustrate that RGB color becomes increasingly sensitive to age at young ages. In the present case, this well-known age-metallicity degeneracy operates such that if the metal-rich population of the AMIGA4 field had a much younger age than the metal-rich population of the 21 kpc Brown_stream field, even higher actual metallicities would be required to yield the 10 Gyr based photometric metallicities we calculated in Section 3.4. Such a scenario would require that the AMIGA4 field has a mean metallicity of at least solar, and while not implausible astrophysically, such high metallicities in the mean are not seen among either the photometric metallicity maps of Ibata et al. (2014), the photometric metallicities along the GSS core from Conn et al. (2016), or the foreground-cleaned spectroscopic samples of Gilbert et al. (2009).

3. Because the core helium burning evolution timescale of RC stars is a function of their mass, the RC itself can provide some clues on the mean age of the underlying metal-rich population via its strength relative to the RGB, EWRC. This is directly evidenced by a comparison between EWRC for the 11 kpc minor axis halo and the 21 kpc stream field, which have similar mean [Fe/H] to within ~0.1 dex but mean ages differing by ~1 Gyr (Brown et al. 2006a; Bernard et al. 2015). Accordingly, our maximum likelihood fits give a smaller EWRC for the older minor axis field at a statistically significant level, $1.036^{+0.064}_{-0.059}$ versus $1.367^{+0.098}_{-0.100}$ for the 21 kpc stream field.

The similarity of EWRC (to well within their 1σ uncertainties) across all of our target fields argues strongly against a bulk difference in age distribution, especially in the case of the 21 versus 52 kpc fields where the uncertainties on both EWRC and metallicity are smaller.

In summary, the quality of our photometry does not allow quantitative comparisons between the age distributions of the AMIGA fields and the Brown_stream field. However, examining limiting cases at both age extremes demonstrates that the line-of-sight distance gradient between the 21 kpc and 52 kpc fields based on their $I$(RC) values cannot be completely reconciled by an age difference.

4.3. Comparison to Recent Studies

In Figure 11, we plot several quantities for our target fields as a function of projected distance along the GSS in order to compare our results to other recent photometric and spectroscopic studies. The projected distance along the GSS was computed by arbitrarily assuming that a line connecting the Conn et al. (2016) fields demarcates the center of the GSS and taking the intersection of this line with the major axis of M31 as the zero point of projected distance along the GSS. In the upper-left panel of Figure 11, we plot a map with the azimuthal angle of our target fields, compared to TRGB measurements from McConnachie et al. (2003) and Conn et al. (2016). For consistency with Conn et al. (2016), these distances were calculated assuming $(m-M)_{0,3M1} = 24.44$, and in order to convert our relative distance measurements from the RC mean magnitude to heliocentric distances as
they measured, we propagate in quadrature the uncertainties in their measurement of the distance to M31. Lastly, our $\Delta D$ values were converted to total line-of-sight distances assuming that the 11 kpc minor axis field from Brown et al. (2006b, 2009) is at the distance of M31 (any changes in this assumption would only result in small zero-point shifts in the plot). The distance gradient along the GSS implied by the difference in $I_{\text{RC}}$ among the 21, 52, and 80 kpc fields is in excellent agreement with the results of Conn et al. (2016) from TRGB measurements along the GSS core. Our target fields appear to be slightly more distant, although such a small difference ($\sim$5 kpc) could simply be due to differences in the color–$T_{\text{eff}}$ transformations since their observations used different filters, and we note that we have used an identical isochrone set and assumed M31 distance to minimize systematics between our results and those of Conn et al. (2016).

In the lower two panels of Figure 11, we plot the median $[\text{Fe}/H]$ (lower-left panel) and its 1σ width $\sigma[\text{Fe}/H]$ (lower-right panel).
right panel), where our photometric metallicities from Section 3.4 are compared with photometric metallicities from Conn et al. (2016) and foreground-cleaned spectroscopic metallicities from Gilbert et al. (2009). Again, the trend of [Fe/H] along the GSS in Figure 5 of Conn et al. (2016) is reproduced well in a relative sense, since they also find an initial increase in [Fe/H] of ~0.2–0.3 dex moving away from M31 along the GSS out to $R_{proj} \sim 45$ kpc. Our median [Fe/H] of $-0.47 \pm 0.02$ for the 21 kpc Brown_stream field is slightly higher than the Conn et al. (2016) value, and initially seems at odds with the mean [Fe/H] = 0.7 measured by Brown et al. (2006a) using the same imaging. However, this difference can be largely attributed to their higher assumed foreground extinction of $E(B-V) = 0.08$ from then-recent reddening maps (and a slightly shorter M31 distance), and if we instead use their values, we obtain a median [Fe/H] = $-0.67 \pm 0.04$, in much better agreement with their value from maximum likelihood fits to isochrones. Our value is also in good agreement with the median [Fe/H] = $-0.51$ measured spectroscopically from a cleaned sample in the colocated H13s field (Gilbert et al. 2009) and a median [Fe/H] = $-0.37$ from a comparison to BaSTI models (Bernard et al. 2015). Also, while our photometric metallicity for the 80 kpc AMIGA6 field appears somewhat ($<2\sigma$) higher than the Conn et al. (2016) value, recall that our upper-RGB-based values for this field were extremely sensitive to the assumed foreground contamination model (see Section 3.4). Furthermore, the difference in RC peak color from Section 3.2 implies a best-fit value of $-0.64$ dex and a 1σ lower limit of $\sim -1$ dex for this field, in good agreement with Conn et al. (2016). Similarly, despite large uncertainties, the difference in $R_{proj}$ between the 52 and 80 kpc fields argues for a decrease of 0.2 ± 0.3 dex in metallicity according to the relation of Nataf et al. (2013, see their Section 6). In addition, the median [Fe/H] we measure for all three fields are in good agreement with the photometric metallicity maps of Ibata et al. (2014), especially since a larger line-of-sight distance for our fields means their [Fe/H] estimates may run low by up to $\sim 0.2$ dex.

There are two primary differences between the trends observed for our target fields and those in the recent literature. The first difference between the AMIGA fields westward of the GSS core and what is found by Conn et al. (2016) along the GSS core is in the width of the metallicity distribution. The lower-left panel of Figure 11 illustrates that while our measured MDF widths in the 21 and 80 kpc fields are in good agreement with the Conn et al. (2016) results, we find a significantly smaller width for the AMIGA4 field at 52 kpc. This is not due to their use of the slightly higher Schlegel et al. (1998) foreground reddening values, since this only affected our MDF widths at $\sim 0.02$ dex. Since the Conn et al. (2016) fields lie on the GSS core, broadening of the metallicity distribution by M31 halo contaminants should play a larger role for our AMIGA fields, potentially worsening the discrepancy. However, the decreasing [Fe/H] width with increasing $R_{proj}$ we observe from the 21 to 52 kpc fields is in excellent agreement with spectroscopic values from carefully cleaned GSS core samples out to $\sim 30$ kpc analyzed by Gilbert et al. (2009, see their Figure 15). Furthermore, Conn et al. (2016) performed their fitting assuming that the MDFs for the GSS component in each of their fields was Gaussian, while Figure 5 illustrates that this is likely not the case, and it is unclear what the impact of such an assumption would be.

The second difference between our results and those in the literature can be used to improve constraints on the azimuthal metallicity gradients perpendicular to the GSS. Leveraging our values together with the ensemble of GSS fields studied by Gilbert et al. (2009), they measure values of [Fe/H] that are significantly ($\geq 0.6$ dex) more metal-poor than either their GSS core fields or our AMIGA fields for field a13, which lies in the GSS envelope westward of the AMIGA4 field. Meanwhile, higher metallicities consistent with values found in the GSS core are reported for the d1 field, which lies eastward of the GSS envelope. The high [Fe/H] we measure for the AMIGA4 field (more metal-rich than the Gilbert et al. 2009 value but in excellent agreement with the Conn et al. 2016 value) then restricts the location of a dropoff in metallicity to be eastward of the AMIGA4 field but eastward of field a13, and indeed, hints of such a dropoff are seen in Figure 8 of Ibata et al. (2014) running north–south at $\z$ $\sim 0$.

We also briefly mention model-to-model differences in the context of our results shown in Figure 11. We have used the same isochrones and assumed M31 distance as Conn et al. (2016) in an attempt to minimize such systematics, although an earlier version of this draft employed Victoria–Regina isochrones and a Galactic $[\alpha/Fe]$=[Fe/H] law. We found that this choice had a negligible impact on our measured RC parameters, since the location of the RC+RGB CMD region was only slightly affected. This is because its vertical (magnitude) boundaries were chosen empirically from our rough-guess RC apparent magnitude, and its boundaries in color move only slightly since model-to-model differences in predicted $F(606W - 814W)_0$ color are small at the RC luminosity compared to the gradient of color with metallicity. However, this is not necessarily the case on the upper RGB, where differences in stellar atmosphere models, synthetic spectra, and color–$T_{eff}$ transformations are more apparent with increasing metallicity and decreasing surface gravity, and model-to-model differences primarily manifested as substantial ($\sim 0.4$ dex) zero-point shifts in $\Delta$[Fe/H] in the lower-left panel of Figure 11, warning that while the relative gradients we measure along the GSS seem to be insensitive to the choice of evolutionary models, the absolute width of the MDFs we measure are indeed dependent on the choice of model and $[\alpha/Fe]$.

This study essentially serves as a demonstration case for using the RC to place constraints on distance, age, and metallicity, and suffers from two primary limitations. The first, number statistics (in total and relative to stellar and galaxy contaminants), are a limiting factor due to the size of the ACS/WFC and WFC3/UVIS field of view. This problem is alleviated via wide-field ground-based imaging and/or spectroscopic campaigns, which thus far have lacked the depth to probe the RC/HR and therefore rely on the TRGB and upper giant branch (Gilbert et al. 2014; Ibata et al. 2014; Conn et al. 2016). Meanwhile, it has been demonstrated that the RC of M31 and the GSS is well within the reach of current ground-based imagers on large telescopes, allowing constraints from the TRGB and RC to be leveraged together (e.g., Tanaka et al. 2010), ideally using additional filters to remove foreground and/or background contaminants (Komiyama et al. 2018). The second limitation inherent to our observations is their photometric depth, preventing us from using the main-sequence turnoff and subgiant branch to disentangle age and distance effects. This problem has been overcome by using
deeper space-based imaging to probe small fields down to their main sequences, allowing the use of models to construct star formation histories (Brown et al. 2008, 2009; Bernard et al. 2015). The SFH can be recovered (albeit with decreased precision) using observations such as ours, which reach the RC but not the MSTO (e.g., Dolphin 2002), but these approaches are generally applied to stellar populations such as dwarf galaxies which are known or assumed to have fractionally small line-of-sight distance distributions. While this may be a reasonable assumption for the aforementioned studies targeting fields within a few tens of kpc in $R_{\text{proj}}$, our results as well as previous observations (McConnachie et al. 2003; Conn et al. 2016) and models (Kirihara et al. 2017; Hammer et al. 2018) imply that it is likely not the case over the full extent of the GSS.

Our success in the use of the RC as a standard candle implies that it can be a valuable discriminant between major and minor merger scenarios. For example, Hammer et al. (2018) make specific, testable predictions for the line-of-sight distributions of GSS debris, and our data indicate that in the presence of adequate number statistics, such distributions can be quantified and compared to model predictions in detail. In the well-populated 21 kpc field, the formal uncertainty on $I(\text{RC})$ of $\pm 0.005$ mag translates to a relative distance uncertainty of $\sim 2$ kpc, sufficient to disentangle a multimodal line-of-sight distance distribution of metal-rich debris.

5. Conclusions

We have used an unbinned maximum likelihood technique to characterize the RC toward three fields along the GSS at projected distances of 21, 52, and 80 kpc. By comparing the fields observationally in a strictly differential sense, we avoid assumptions specific to any set of stellar models or the true underlying star formation history of any of our fields. By measuring the RC magnitude and its dispersion in our three target fields, we find:

1. The distance gradient across fields azimuthally offset from the GSS core is in excellent agreement with the distance gradient measured along the GSS core by Conn et al. (2016), arguing against any dramatic change in line-of-sight distance moving azimuthally away from the GSS. The exact steepness of this distance gradient could be significantly affected by presently undetectable differences in the age distribution of the metal-rich GSS stars in our target fields, but it cannot be negated.

2. The width of the line-of-sight distance distribution likely increases with projected distance from M31. In the 52 kpc AMIGA4 field, this result could be plausibly nullified by an increased age spread for the metal-rich GSS population as compared to the 21 kpc field. However, in the 80 kpc AMIGA6 field, the increase in line-of-sight distance distribution is significant at $1.7\sigma$ even in the presence of a larger age and/or metallicity spread causing an intrinsic RC width of up to 0.25 mag in $F814W$.

3. Based on the both the color of the RC peak and the metallicity distribution measured photometrically, the metallicity in the 52 kpc AMIGA4 field is at least as high as the GSS core at 21 kpc. Together with a notably more metal-poor metallicity distribution found westward of the AMIGA4 field at a similar $R_{\text{proj}}$, this implies a dropoff in median metallicity moving westward located at $\xi \sim 0$ (the R.A. of M31), hinted at in existing photometric metallicity maps based on the upper RGB.

Support for program GO-14268 (Project AMIGA) was provided by NASA through a grant from the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Inc., under NASA contract NAS 5-26555.

Facilities: HST (ACS/WFC, WFC3/UVIS).

Appendix

Here we present corner plots displaying the posterior distributions of the LF parameters described in Sect. 3.1, including their correlations. Plots for the Brown_stream, AMIGA4, and AMIGA6 field are shown in Figures 12, 13, and 14, respectively.
Figure 12. Corner plot illustrating the posterior distribution functions for the LF parameters in the Brown_stream field and their interdependence, taken directly from the MCMC runs described in Section 3.1. For each parameter, the histogram at the top of the corresponding column shows the 68% confidence interval enclosed within vertical dotted lines, and the two-dimensional plots illustrating correlations between parameters include the [0.5, 1, 1.5, 2]σ contours shown using red lines.
Figure 13. As in Figure 12 but for the AMIGA4 field.
Figure 14. As in Figure 12 but for the AMIGA6 field.
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