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Abstract
We study the free central limit theorem for not necessarily identically distributed free random variables where the limiting distribution is the semicircle distribution. Starting from an estimate for the Kolmogorov distance between the measure of suitably normalized sums of free random variables and the semicircle distribution without any moment condition, we show the free Lindeberg central limit theorem and improve the known results on rates of convergence under the conditions of the existence of the third moments.
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1 Introduction
In classical probability theory, the central limit theorem is undoubtedly one of the most important problems. Therefore, the situation is similar in non-commutative probability theory. In this paper, we treat the central limit theorem in free probability theory, called the free central limit theorem. Although the limiting distribution in the classical central limit theorem is Gaussian distribution, it is known that the limiting distribution in the free central limit theorem is the semicircle distribution. Due to this fact, the semicircle distribution is sometimes called free Gaussian distribution. As for the origin of the free central limit theorem, see, among others, [9] and Theorem 3.5.2 in [10].

With respect to the rate of convergence, Kargin [6] and Chistyakov and Götze [4] proved Berry-Esseen type theorems for the free central limit theorem in the scalar-valued free probability setting via complex analysis method. Mai and Speicher [7] also proved it in the multivariate and operator-valued free probability setting. Some recent achievements on the Berry-Esseen type theorems in free probability theory are [1] and [2]. Austern [1] gave a dynamical version of it, and Banna and Mai [2] improved its quantitative estimate and proved the Berry-Esseen type theorem in terms of the Lévy distance in the operator-valued free probability setting. All of their results used the operator-valued Cauchy transform technique. Among the above, only Chistyakov and Götze [4] treated not necessarily identically distributed free random variables, which we state in Proposition 1.1 below and relies on the existence of the third moments. The purpose of this paper is to improve their result under weaker moment conditions. Our approach does not use the complex analysis method but the method of truncation, which is popular in classical probability theory.

We now formulate the problem. Let \( \mathcal{P}(\mathbb{R}) \) be the set of all probability measures on \( \mathbb{R} \). For \( \mu \in \mathcal{P}(\mathbb{R}) \) and \( k \in \mathbb{N} \), define \( m_k(\mu) = \int_{\mathbb{R}} x^k \mu(dx) \) and \( \gamma_k(\mu) = \int_{\mathbb{R}} |x|^k \mu(dx) \). \( \mu_w \in \mathcal{P}(\mathbb{R}) \) denotes the standard semicircle distribution with mean 0 and variance 1, having the probability distribution

\[
\mu_w(dx) = \frac{1}{2\pi} \sqrt{4 - x^2} 1_{\{|x|\leq 2\}}(x)dx.
\]  

(1.1)

Define by \( \Delta(\mu, \nu) \) the Kolmogorov distance between \( \mu \in \mathcal{P}(\mathbb{R}) \) and \( \nu \in \mathcal{P}(\mathbb{R}) \):

\[
\Delta(\mu, \nu) = \sup_{x \in \mathbb{R}} |\mu((-\infty, x]) - \nu((-\infty, x])|.
\]
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Let \( n \in \mathbb{N} \). For \( j = 1, 2, ..., n \), let \( \mu_j \in \mathcal{P}(\mathbb{R}) \) and suppose that \( m_1(\mu_j) = 0 \), \( \sigma_j^2 = m_2(\mu_j) < \infty \) and \( B_n^2 = \sum_{j=1}^n \sigma_j^2 > 0 \). Write
\[
\mu_{n,j}((-\infty, x]) = \mu_j((-\infty, B_n x]), \quad x \in \mathbb{R}, \quad j = 1, 2, ..., n.
\]

Denote by \( \mathcal{L}(X) \) the probability measure of (classical or free) random variable \( X \). In classical probability theory, for \( \mu, \nu \in \mathcal{P}(\mathbb{R}) \), \( \mu \ast \nu \) denotes the convolution of \( \mu \) and \( \nu \), namely, \( \mu \ast \nu = \mathcal{L}(X + Y) \), where \( X \) and \( Y \) are independent random variables with \( \mu = \mathcal{L}(X) \) and \( \nu = \mathcal{L}(Y) \). The free analogue of \( \mu \ast \nu \) is written as \( \mu \astfree \nu \), called the free additive convolution of \( \mu \) and \( \nu \), which is \( \mu \astfree \nu = \mathcal{L}(X + Y) \), where \( X \) and \( Y \) are free independent random variables with \( \mu = \mathcal{L}(X) \) and \( \nu = \mathcal{L}(Y) \). (See, for instance, [3].)

In what follows, we use the following notation.
\[
\boxplus_{j=1}^n \mu_j = \mu_1 \boxplus \cdots \boxplus \mu_n \quad \text{for} \quad \mu_1, \ldots, \mu_n \in \mathcal{P}(\mathbb{R}).
\]
Write \( \mu_n = \boxplus_{j=1}^n \mu_{n,j} \). The following rate of convergence in the free central limit theorem was shown in [3]. Throughout this paper, \( C \) denotes a positive constant which may differ from one equality or inequality to another.

**Proposition 1.1** (Theorem 2.6 in [3]). Let \( n \in \mathbb{N} \) and suppose \( \gamma_3(\mu_j) < \infty \) for all \( j = 1, 2, ..., n \). Then there exists \( C > 0 \) such that
\[
\Delta(\mu^{(n)}, \mu_w) \leq \frac{C}{B_n^{3/2}} \left( \sum_{j=1}^n \gamma_3(\mu_j) \right)^{1/2}.
\]

Our aim of this paper is to relax the moment condition \( \gamma_3(\mu_j) < \infty \) to weaker moment conditions. We first, in Section 2, show an upper bound for the distance between \( \boxplus_{j=1}^n \mu_j \) with a suitable normalization and \( \mu_w \) without any moment condition, which is a free version of Theorem 7 in Chapter V of [8]. In Section 3, we show an upper bound for \( \Delta(\mu^{(n)}, \mu_w) \) under only the condition of the existence of the second moments. In Section 4, as applications of the result shown in Section 3, we show a free version of Lindeberg central limit theorem and the aim of this paper, namely, rates of convergence under weaker moment conditions than the existence of the third moments.

## 2 An estimate without any moment condition

Let \( n \in \mathbb{N} \) and let \( \mu_j, j = 1, 2, ..., n \), be probability measures on \( \mathbb{R} \). For \( j = 1, 2, ..., n \), let \( t_j < 0 < \tau_j \), \( I_j = [t_j, \tau_j] \),
\[
\nu_j((-\infty, x]) = \begin{cases} 
0 & (x < t_j) \\
\mu_j([t_j, x]) + \mu_j(I_j^c) \delta_0((-\infty, x]) & (|x| \in I_j) \\
1 & (x > \tau_j),
\end{cases}
\]
\[
\alpha_j = \int \! x \nu_j(dx) \quad \text{and} \quad \beta_j^2 = \int \! x^2 \nu_j(dx) - \alpha_j^2.
\]
Assume that \( \beta_j^2 \neq 0 \) for some \( j = 1, 2, ..., n \). Let \( M_n = \sum_{j=1}^n \alpha_j, N_n^2 = \sum_{j=1}^n \beta_j^2 \) and
\[
\nu_{n,j}((-\infty, x]) = \nu_j((-\infty, N_n x + M_n]), \quad \text{namely}, \quad \nu_j((-\infty, x]) = \nu_{n,j}\left((-\infty, \frac{x - M_n}{N_n}\right).
\]
Let \( \mu_w \) be the standard semicircle distribution defined in [11] and let
\[
\nu^{(n)} = \boxplus_{j=1}^n \nu_{n,j}, \quad \Delta_n = \Delta(\nu^{(n)}, \mu_w), \quad \Gamma_n = \sum_{j=1}^n \mu_j(I_j^c).
\]

**Theorem 2.1.** For any \( a > 0 \) and \( b \in \mathbb{R} \),
\[
\sup_{x \in \mathbb{R}} |\boxplus_{j=1}^n \mu_j((-\infty, a(x+b)) - \mu_w((-\infty, x]])| \leq \Delta_n + \Gamma_n + C \frac{|ab - M_n|}{N_n} + C \frac{|a| N_n - 1|}{N_n}.
\]
Proof. It follows from the definition of $\nu_j$ that

$$|\mu_j((-\infty, x]) - \nu_j((-\infty, x])| \leq \mu_j(I_j^*)$$

for every $x \in \mathbb{R}$, implying that

$$\Delta(\mu_j, \nu_j) \leq \mu_j(I_j^*).$$

Proposition 4.13 in [3] says that if $\mu, \mu', \nu, \nu' \in \mathcal{P}(\mathbb{R})$, then

$$\Delta(\mu \ast \nu, \mu' \ast \nu') \leq \Delta(\mu, \mu') + \Delta(\nu, \nu').$$

Thus by the repeated use of this result, we have

$$\Delta \left( \bigoplus_{j=1}^n \mu_j, \bigoplus_{j=1}^n \nu_j \right) \leq \sum_{j=1}^n \Delta(\mu_j, \nu_j) \leq \sum_{j=1}^n \mu_j(I_j^*) = \Gamma_n.$$ We now have

$$\left| \left( \bigoplus_{j=1}^n \mu_j \right)((-\infty, a(x + b)]) - \mu_w((-\infty, x]) \right|$$

$$\leq \left| \left( \bigoplus_{j=1}^n \mu_j \right)((-\infty, a(x + b)]) - \left( \bigoplus_{j=1}^n \nu_j \right)((-\infty, a(x + b)]) \right|$$

$$+ \left| \left( \bigoplus_{j=1}^n \nu_j \right)((-\infty, a(x + b)]) - \mu_w((-\infty, px + q]) \right|$$

$$+ \left| \mu_w((-\infty, px + q]) - \mu_w((-\infty, px]) + |\mu_w((-\infty, px]) - \mu_w((-\infty, x])|$$

for every $p, q \in \mathbb{R}$. Let

$$p = \frac{a}{N_n}, \quad q = \frac{ab - M_n}{N_n}.$$ Then

$$\left| \left( \bigoplus_{j=1}^n \nu_j \right)((-\infty, a(x + b)]) - \mu_w((-\infty, px + q]) \right| = |\nu^{(n)}((-\infty, px + q]) - \mu_w((-\infty, px + q])| \leq \Delta_n.$$ Therefore, we have

$$\sup_{x \in \mathbb{R}} \left| \left( \bigoplus_{j=1}^n \mu_j \right)((-\infty, a(x + b)]) - \mu_w((-\infty, x]) \right| \leq \Gamma_n + \Delta_n + T_1 + T_2,$$

where

$$T_1 = \sup_{x \in \mathbb{R}} |\mu_w((-\infty, x + q]) - \mu_w((-\infty, x])| \quad \text{and} \quad T_2 = \sup_{x \in \mathbb{R}} |\mu_w((-\infty, px]) - \mu_w((-\infty, x])|.$$ It is easy to see that, for $q \in \mathbb{R}$,

$$\sup_{x \in \mathbb{R}} |\mu_w((-\infty, x + q]) - \mu_w((-\infty, x])| \leq \frac{1}{\pi} |q|. \quad (2.1)$$

and for $p > 0$,

$$\sup_{x \in \mathbb{R}} |\mu_w((-\infty, px]) - \mu_w((-\infty, x])| \leq \sup_{x \in \mathbb{R}} \frac{1}{2\pi} \left| \int_x^{px} \sqrt{4 - u^2} 1_{\{|u| \leq 2\}}(u) du \right| \leq \frac{2}{\pi} |p - 1| \quad (2.2)$$

The inequality (2.1) implies that

$$T_1 \leq \frac{1}{2\pi} |q| = C \left| \frac{ab - M_n}{N_n} \right|$$

and (2.2) implies that

$$T_2 \leq \frac{4}{2\pi} |p - 1| = C \left| \frac{a}{N_n} - 1 \right|.$$ The proof of Theorem 2.1 is now completed.
3 An estimate under the condition of the existence of second moments

By the definition of $\nu_j$, all measures $\nu_j$ have bounded supports, implying that they have all finite moments. Therefore we can apply Proposition 2.1 to the estimate of $\Delta_n$ in Theorem 2.1. Then we have

$$\Delta_n \leq \frac{C}{N_n^{3/2}} \left( \sum_{j=1}^{n} |x - \alpha_j|^3 \nu_j(dx) \right)^{1/2} \leq \frac{2\sqrt{2}C}{N_n^{3/2}} \left( \sum_{j=1}^{n} |x|^3 \nu_j(dx) \right)^{1/2},$$

(3.1)

where the last inequality holds by the fact that $|a + b|^p \leq 2^{p-1}(|a|^p + |b|^p)$ for $p \geq 1$. (3.1) will be used in the proof below.

**Theorem 3.1.** For $j = 1, 2, ..., n$, let $\mu_j \in \mathcal{P}(\mathbb{R})$ and suppose $m_1(\mu_j) = \int_{\mathbb{R}} x \mu_j(dx) = 0$, $\sigma_j^2 = \int_{\mathbb{R}} x^2 \mu_j(dx) < \infty$ and $B_n^2 = \sum_{j=1}^{n} \sigma_j^2 > 0$. For $\varepsilon \in (0, 1]$, let

$$\Lambda_n(\varepsilon) = \frac{1}{B_n^2} \sum_{j=1}^{n} \int_{|x| > \varepsilon B_n} x^2 \mu_j(dx) \quad \text{and} \quad \ell_n(\varepsilon) = \frac{1}{B_n^2} \sum_{j=1}^{n} \int_{|x| \leq \varepsilon B_n} |x|^3 \mu_j(dx).$$

Then

$$\Delta(\mu(n), \mu_w) \leq C(\Lambda_n(\varepsilon) + \ell_n(\varepsilon))^{1/2} \quad \text{for every } \varepsilon \in (0, 1].$$

(3.2)

**Proof.** We first prove (3.2) for $\varepsilon = 1$. In Theorem 2.1 we let $a = B_n$, $b = 0$, $-t_j = \tau_j = B_n$ for $j = 1, 2, ..., n$. Note that $N_n^2 \leq B_n^2$. If $N_n^2 \leq \frac{1}{4} B_n^2$, then

$$\frac{3}{4} B_n^2 \leq B_n^2 - N_n^2 = \sum_{j=1}^{n} \left\{ \int_{|x| > B_n} x^2 \mu_j(dx) + \left( \int_{|x| \leq B_n} x \mu_j(dx) \right)^2 \right\} \leq 2 \sum_{j=1}^{n} \int_{|x| > B_n} x^2 \mu_j(dx),$$

(3.3)

and thus $\Lambda_n(1) \geq \frac{3}{8}$. Since $\Delta(\mu(n), \mu_w) \leq 1$, (3.2) holds with $C = \frac{8}{3}$.

We next consider the case when $N_n^2 > \frac{1}{4} B_n^2$. It follows from (3.1) that

$$\Delta_n \leq \frac{2\sqrt{2}C}{N_n^{3/2}} \left( \sum_{j=1}^{n} \int_{|x| \leq B_n} |x|^3 \mu_j(dx) \right)^{1/2} \leq \frac{8C}{B_n^2} \left( \sum_{j=1}^{n} \int_{|x| \leq B_n} |x|^3 \mu_j(dx) \right)^{1/2} = C\ell_n(1)^{1/2}.$$

Furthermore,

$$\Gamma_n = \sum_{j=1}^{n} \int_{|x| > B_n} \mu_j(dx) \leq \frac{1}{B_n^2} \sum_{j=1}^{n} \int_{|x| > B_n} x^2 \mu_j(dx) = \Lambda_n(1),$$

$$\frac{|M_n|}{N_n} \leq \frac{2}{B_n^2} \sum_{j=1}^{n} \int_{|x| > B_n} |x| \mu_j(dx) \leq 2\Lambda_n(1)$$

and

$$\frac{B_n}{N_n} - 1 \leq \left| \frac{B_n}{N_n} - 1 \right| \left| \frac{B_n}{N_n} + 1 \right| \leq \frac{4}{B_n^2} |B_n^2 - N_n^2| = \frac{4}{B_n^2} \sum_{j=1}^{n} \int_{|x| > B_n} x^2 \mu_j(dx) = 4\Lambda_n(1).$$

Thus, by combining above estimates and by Theorem 2.1 we have

$$\Delta(\mu(n), \mu_w) \leq C(\Lambda_n(1) + \ell_n(1))^{1/2},$$

and (3.2) holds for $\varepsilon = 1$. 
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Now let $\varepsilon \in (0, 1]$ arbitrarily. Then $\Lambda_n(1) \leq \Lambda_n(\varepsilon) \leq \Lambda_n(\varepsilon)^{1/2}$ (since $\Lambda_n(\varepsilon) \leq 1$), and
\[
\ell_n(1) = \ell_n(\varepsilon) + \frac{1}{B_n^2} \sum_{j=1}^n \int_{|x| > B_n} |x|^2 \mu_j(dx) \leq \ell_n(\varepsilon) + \frac{1}{B_n} \int |x| > \varepsilon B_n x^2 \mu_j(dx) \leq \ell_n(\varepsilon) + \Lambda_n(\varepsilon).
\]
Consequently, we have
\[
\Lambda_n(1) + \ell_n(1)^{1/2} \leq \Lambda_n(\varepsilon)^{1/2} + (\Lambda_n(\varepsilon) + \ell_n(\varepsilon))^{1/2} \leq 2(\Lambda_n(\varepsilon) + \ell_n(\varepsilon))^{1/2}
\]
for every $\varepsilon \in (0, 1]$. This completes the proof.

4 The free Lindeberg central limit theorem and the Berry-Esseen type estimates.

In this section, we first show, as an application of Theorem 3.1, the following theorem, which is a free version of a well-known result in classical probability theory. The condition (4.1) below is called the Lindeberg condition.

**Theorem 4.1** (Free Lindeberg central limit theorem). If for every fixed $\varepsilon > 0$,
\[
\Lambda_n(\varepsilon) = \frac{1}{B_n^2} \sum_{j=1}^n \int_{|x| > \varepsilon B_n} x^2 \mu_j(dx) \to 0 \quad \text{as } n \to \infty,
\]
then the free central limit theorem holds, namely,
\[
\Delta(\mu^{(n)}, \mu_w) \to 0 \quad \text{as } n \to \infty.
\]

**Proof.** From the definition of $\ell_n(\varepsilon)$, we see that
\[
\ell_n(\varepsilon) \leq \frac{\varepsilon}{B_n^2} \sum_{j=1}^n \int_{|x| \leq \varepsilon B_n} x^2 \mu_j(dx) \leq \varepsilon.
\]
Hence, by (4.2), we have $\Delta(\mu^{(n)}, \mu_w) \leq C(\Lambda_n(\varepsilon) + \varepsilon)^{1/2}$ for every $\varepsilon \in (0, 1]$. This concludes the statement.

We finally show rates of convergence in the free central limit theorem under weaker moment conditions than the existence of the third moments. , by using Theorem 4.1.

Let $G$ be the set of real-valued functions, defined on $\mathbb{R}$, that satisfy the conditions: (a) $g(x)$ is nonnegative, even and nondecreasing on $(0, \infty)$ and (b) $g(x)^{2+\delta}$ is nondecreasing on $(0, \infty)$. A typical example is $g(x) = |x|^\delta$, $0 < \delta \leq 1$. Write $\gamma_{2+\delta}(\mu_j) = \int_{\mathbb{R}} x^2 g(x) \mu_j(dx)$.

**Theorem 4.2.** Let $g \in G$ and suppose $\gamma_{2+\delta}(\mu_j) < \infty$ for $j = 1, 2, ..., n$. Then there exists $C > 0$ such that
\[
\Delta(\mu^{(n)}, \mu_w) \leq \frac{C}{B_n g(B_n)^{1/2}} \left( \sum_{j=1}^n \gamma_{2+\delta}(\mu_j) \right)^{1/2}.
\]

**Proof.** We have
\[
\Lambda_n(1) = \frac{1}{B_n^2} \sum_{j=1}^n \int_{|x| > B_n} x^2 \mu(dx) = \frac{1}{B_n^2 g(B_n)} \sum_{j=1}^n \int_{|x| > B_n} x^2 g(x) \frac{g(B_n)}{g(x)} \mu_j(dx).
\]
Since $g$ is nondecreasing on $(0, \infty)$,
\[
g(B_n) \leq 1 \quad \text{on } \{x : |x| > B_n\}.
\]
Hence
\[
\Lambda_n(1) \leq \frac{1}{B_n^2 g(B_n)} \sum_{j=1}^n \gamma_{2+\delta}(\mu_j).
\]
We also have
\[ \ell_n(1) = \frac{1}{B_n^3} \sum_{j=1}^{n} \int_{|x| \leq B_n} |x|^2 \mu_j(dx) = \frac{1}{B_n^2 g(B_n)} \sum_{j=1}^{n} \int_{|x| \leq B_n} x^2 g(x) \left( \frac{|x|}{g(x)} \right) \mu_j(dx). \]
Since \( \frac{x}{g(x)} \) is nondecreasing on \((0, \infty)\),
\[ \left( \frac{|x|}{g(x)} \right) \leq 1 \text{ on } \{x : |x| \leq B_n\}. \]
Hence
\[ \ell_n(1) \leq \frac{1}{B_n^2 g(B_n)} \sum_{j=1}^{n} \gamma_{2+\delta}(\mu_j). \]
Then Theorem 3.1 implies that
\[ \Delta(\mu^{(n)}, \mu_w) \leq C(\Lambda_n(1) + \ell_n(1))^{1/2} \leq \frac{C}{B_n g(B_n)^{1/2}} \left( \sum_{j=1}^{n} \gamma_{2+\delta}(\mu_j) \right)^{1/2}, \]
completing the proof.

If we choose \( g(x) = |x|^\delta, 0 < \delta \leq 1 \), we have the following.

**Corollary 4.3.** Let \( 0 < \delta \leq 1 \) and suppose \( \gamma_{2+\delta}(\mu_j) = \int_{\mathbb{R}} |x|^{2+\delta} \mu_j(dx) < \infty \) for \( j = 1, 2, \ldots, n \). Then there exists \( C > 0 \) such that
\[ \Delta(\mu^{(n)}, \mu_w) \leq \frac{C}{B_n^{1+\delta/2}} \left( \sum_{j=1}^{n} \gamma_{2+\delta}(\mu_j) \right)^{1/2}. \] (4.3)

When \( \delta = 1 \), (4.3) is (1.2) in Proposition 1.1
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