CONNECTIONS AND FINSLER GEOMETRY OF THE STRUCTURE GROUP OF A JB-ALGEBRA

GABRIEL LAROTONDA AND JOSÉ LUNA

Abstract. We endow the Banach-Lie structure group \( \text{Str}(V) \) of an infinite-dimensional JB-algebra \( V \) with a left-invariant connection and Finsler metric, and we compute all the quantities of its connection. We show how this connection reduces to \( G(\Omega) \), the group of transformations that preserve the positive cone \( \Omega \) of the algebra \( V \), and to \( \text{Aut}(V) \), the group of Jordan automorphisms of the algebra. We present the cone \( \Omega \) as a homogeneous space for the action of \( G(\Omega) \), therefore inducing a quotient Finsler metric and distance. With the techniques introduced, we prove the minimality of the one-parameter groups in \( \Omega \) for any symmetric gauge norm in \( V \). We establish that the two presentations of the Finsler metric in \( \Omega \) give the same distance there, which helps us prove the minimality of certain paths in \( G(\Omega) \) for its left-invariant Finsler metric.

1. Introduction

The geometry of the general linear group with a left-invariant Riemannian metric has been a subject of interest since the seminal works of Arnol’d on the group of diffeomorphisms preserving the volume of a spatial region \([2]\). In his construction, the connection carries more relevant structure than the distance, and it is by solving Euler’s equation for geodesics that the motion of the fluid is described. On the other hand, in the setting of the group \( G_A \) of invertible elements of a \( C^*\)-algebra \( A \), it is more natural to consider the Finsler metric obtained by left-translating the spectral norm of the algebra, and the linear connections that arise in that setting are not necessarily the Levi-Civita connections of a Riemannian metric; this is the viewpoint adopted by Corach, Porta and Recht (see \([8]\) and the references therein). By means of the action \( (g, a) \mapsto gag^* \) of \( G_A \) on the positive cone \( \Omega \) of the algebra \( A \), it is possible to study the relation among the geometries of the group \( G_A \), the stabilizer of the action \( U_A \) (the unitary group of \( A \)), and the quotient space \( \Omega \simeq G_A/U_A \), as shown in \([9]\). The metric in the cone obtained by this construction matches Thompson’s part metric described by Nussbaum in \([30]\). This viewpoint of homogeneous spaces was latter transported to several groups of operators and their homogeneous spaces, see \([1, 7, 10, 19]\) to mention a few. Our intention with this paper is to geometrize the structure group \( \text{Str}(V) \) of a Jordan Banach algebra \( V \), following the guidelines of the previous remarks. In particular, the subgroup \( G(\Omega) \subset \text{Str}(V) \) preserving the positive cone \( \Omega \subset V \) fulfills the role of the group \( G_A \), by means of the action \( (g, a) \mapsto g(a) \) on the cone \( \Omega \), and the group of automorphisms of the algebra \( \text{Aut}(V) \) takes the place of the unitary group in the previous setting. With the recent developments on the
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topology of these groups obtained in [22], we ensure that the rectifiable distances induced by our Finsler metrics in these infinite dimensional groups give in fact their manifold topology, which coincides with the norm topology of $B(V)$.

We now describe the organization and the main results of this paper: in Section 2 we review the main objects of the paper, which are Jordan Banach algebras $V$, their positive cone $\Omega$, and the functional calculus in $V$. Then we describe the main Banach-Lie groups acting on $V$, which are all embedded subgroups of $GL(V)$: the group of automorphisms of the algebra $Aut(V)$, the structure group $Str(V)$ and the subgroup $G(\Omega)$ of $Str(V)$ preserving the positive cone $\Omega$. The Banach-Lie algebra of the structure group is

$$\text{str}(V) \simeq \mathbb{L} \oplus \text{Der}(V)$$

where $\mathbb{L}$ are the left multiplication operators $L_x y = x \circ y$, $x, y \in V$ and $\text{Der}(V)$ are the derivations of the Jordan algebra $V$; the Lie algebra $\text{str}(V)$ has an involution $V^\dagger = (L_x + D)^\dagger = L_x - D$.

In Section 3 we present invariant connections in the group $Str(V)$, and the main results of this section follow:

Let $\gamma \subset Str(V)$ be a smooth path, let $\mu \subset B(V)$ be a vector field along $\gamma$ in $Str(V)$, then if we denote $X = \gamma^{-1}\gamma'$, $Y = \gamma^{-1}\mu \in \text{str}(V)$, then

$$D_t \mu = \mu' - \frac{1}{2} \gamma(XY + YX + X^\dagger Y + Y^\dagger X - XY^\dagger - YX^\dagger)$$

is a covariant derivative without torsion in $Str(V)$. If $V = L + D \in \text{str}(V)$ and $g \in Str$, the exponential map of this connection is $\text{Exp}_g(gV) = ge^{t(L-D)}e^{2tD}$, and along geodesics parallel transport can be explicitly computed (Proposition 3.10). If $V$ is a finite dimensional Euclidian Jordan algebra, this is the Levi-Civita connection of the left-invariant Riemannian metric in $Str(V)$

$$\langle V, W \rangle_g = \frac{1}{2} \text{Tr}(g^{-1}V(g^{-1}W)^\dagger + g^{-1}W(g^{-1}V)^\dagger), \quad g \in Str(V), V, W \in T_g Str(V).$$

We compute the curvature of this connection and we show that it reduces to the subgroups $G(\Omega)$ and $Aut(V)$, and we give a full description of the Killing fields. Then in Section 3.2 we present the cone $\Omega$ as a Cartan homogeneous space of the group $G(\Omega)$, therefore carrying a natural connection (the symmetric connection) for which the geodesics are those of the Thompson’s part metric [30].

In Section 4 we deal with the Finsler geometry of the positive cone $\Omega$. As a byproduct of the Shirshov-Cohn Theorem we derive a formula linking the differential of the exponential map of the connection described previously for $\Omega$, and a linear operator acting on a $C^*$-algebra (Lemma 4.5). With this identity, we prove the minimality of the geodesics of the Thompson part-metric for any symmetric gauge norm in $V$ (Theorem 4.9), extending significantly the minimility property of these paths, which was only known so far for the Jordan algebra norm (see Nussbaum [30] and Neeb [29]).

In Section 5 we endow $Str(V)$ and $G(\Omega)$ with a left-invariant metric using the uniform norm in the Lie algebras of the groups, and we show that the one-parameter groups of
derivations in Aut(V)-geodesics of the connection discussed in Section 3- are of minimal length for this Finsler metric (Theorem 5.3); we characterize all such minimizing paths (there are many since the norm is not smooth). Then we prove that the metric in Ω discussed in the previous section, is in fact the quotient metric of the one given for G(Ω) (Theorem 5.14). Finally, using the notion of horizontal lift of geodesics, we show that one-parameter groups in G(Ω), with initial speed Lv (where Lvw = v ◦ w as before), are indeed minimal for the distance induced by our left-invariant Finsler metric in G(Ω) (Corollary 5.16), relating explicitly the geometry in G(Ω) with the geometry in Ω.

2. JORDAN BANACH ALGEBRAS AND THE STRUCTURE GROUP

Let V be a real vector space with product ◦, possibly infinite dimensional. Then (V, ◦) is a Jordan algebra if ◦ is commutative and

\[ x^2 \circ (x \circ y) = x \circ (x^2 \circ y). \]

Every associative algebra can be made into a Jordan algebra with the Jordan product \( x \circ y = 1/2(xy + yx) \). We will denote as B(V) the associative algebra of operators of linear bounded operators on V, and GL(V) will denote the invertible elements of B(V).

**Definition 2.1** (Quadratic representation). For fixed \( x \in V \), define the operator \( L_x : V \to V \) by means of \( L_xy = x \circ y \), and consider the linear operator \( U_x = 2L_x^2 - L_{x^2} \). This is the quadratic representation of \( V \) in B(V). If we compute the quadratic representation in an associative algebra with Jordan product as defined above, we obtain \( U_xy = xyx \). The quadratic representation gives us a bilinear representation:

\[ U_{x,y} = 1/2(U_{x+y} - U_x - U_y) = \frac{1}{2}D_yU(x) = L_xL_y + L_yL_x - L_{x2y} = U_{y,x}. \]

where \( D_yf(x) \) denotes the differential of the map \( f \) at the point \( y \), in the direction of \( x \).

In an associative algebra with the Jordan product defined above, \( U_{x,y} = \frac{1}{2}(xy + yzx) \). We define the bilinear \( V \)-operators as a permutation of the \( U \), that is \( V_{x,y}(z) = U_{x,z}(y) \). The most important property of this representation is the fundamental formula:

\[ U_{U_{x,y}} = U_{x}U_{y}U_{x}. \]

**Definition 2.2** (Invertible elements and spectrum). An element \( x \in V \) is invertible if there exists an element \( y \in V \) such that \( U_{x,y} = x \) and \( U_{x,y}^2 = 1 \). An element \( x \) is invertible in \( V \) if and only if \( U_{x,y} \) is an invertible operator (for a proof see [28, Part II, Criterion 6.1.2]). Moreover, \( x, y \) are invertible if and only if \( U_{x,y} \) is also invertible: this is plain from \( U_{U_{x,y}} = U_{x}U_{y}U_{x} \) (the fundamental formula) and the previous result. For \( x \in V \), the spectrum of \( x \) is \( \sigma(x) = \{ \lambda \in \mathbb{R} \text{ such that } x - \lambda I \text{ is not invertible} \} \).

**Definition 2.3** (Positive cone \( \Omega \) of a Jordan algebra). Given \( V \) a Jordan algebra and \( x \in V \), we say \( x \) is positive if \( \sigma(x) \) is contained in the positive numbers. We denote by \( \Omega \) the set of positive elements in \( V \). The set \( \Omega \) is a convex proper cone: \( \Omega \cap (-\Omega) = \emptyset \), thus there is a partial order in \( V \): given \( x, y \in V \), we say that \( x < y \) if \( y - x \in \Omega \). The closure \( \overline{\Omega} \) is the set of elements with nonnegative spectrum, see Remark 2.28 in [22].
We now add more structure: we will provide a norm for $V$ related to the order structure. The general reference for JB-algebras is the book [14].

**Definition 2.4.** Let $V$ be a Jordan algebra with norm $\| \cdot \|$ such that $(V, \| \cdot \|)$ is a Banach space. We say $V$ is a JB-algebra if

1) \( \| x \circ y \| \leq \| x \| \| y \| \)
2) \( \| x^2 \| = \| x \|^2 \)
3) \( \| x^2 \| \leq \| x^2 + y^2 \| \).

Then every JB-algebra is totally real: if $x^2 + y^2 = 0$, then both $x = y = 0$. The order norm in $V$ is the norm induced by the partial order and the chosen unit order $e = 1$ in the cone $\Omega \subset V$:

\[
\| x \| = \inf \{ \lambda > 0 : -\lambda 1 < x < \lambda 1 \}.
\]

**Remark 2.5** (Square roots and logarithms). Every JB-algebra is archimedean: for every $x$ in $V$ exists $\lambda > 0$ such that $-\lambda 1 < x < \lambda 1$ (see [14, Proposition 3.3.10] for a proof). Moreover, the order norm coincides with the original norm of the space $V$ [14, Proposition 3.3.10]. The order norm on a JB-algebra allows us to do continuous functional calculus on $V$. Let $C(x)$ be the associative commutative Banach algebra in $V$ generated by $x$; it is isometrically isomorphic to $C(\sigma(x))$. A proof of this can be found in [14, Theorem 3.2.4], and it uses a complexification of $C(x)$ and the known spectral theorem for complex algebras. Then we can characterize $\Omega$ as the cone of squares of $V$: every positive element has a square root, and as $\sigma(x^2) = \{ \lambda^2, \lambda \in \sigma(x) \}$, every square is positive. Likewise, we can also characterize $\Omega = e^V$: every positive element has a real logarithm, and $\sigma(e^x) = \{ e^\lambda, \lambda \in \sigma(x) \}$, so the exponential of every element is positive.

We will consider a group of automorphisms that will act on $\Omega$; we want it to be a Banach-Lie group. To give an appropriate Lie and manifold structure to the group of transformations that fix the cone, we will study first a larger group and derive the structure from there.

**Definition 2.6** (Structure Group). The structure group of $V$ is the set of $g \in \text{GL}(V)$ such that there exists another $g^* \in \text{GL}(V)$ with

\[
U_{gx} = gU_x g^*
\]

for all $x$ in $V$. We denote the structure group as $\text{Str}(V)$; it is a closed subgroup of $\text{GL}(V)$.

**Remark 2.7** (The adjoint and group operations). If $g$ and $h$ belong to $\text{Str}(V)$, then $gh$ belongs to $\text{Str}(V)$ and $(gh)^* = h^* g^*$, and $g^{-1}$ belongs to $\text{Str}(V)$ with $(g^{-1})^* = (g^*)^{-1}$. If $g \in \text{Str}(V)$ so does $g^*$, and $(g^*)^* = g$. Let $y$ be an invertible element in $V$, then $U_y$ belongs to the structure group and $U_y^* = U_y$. This is a direct consequence of the fundamental formula and from the fact that $y$ is invertible if and only if $U_y$ is invertible.

**Definition 2.8.** We say that $k \in \text{GL}(V)$ is a multiplicative automorphism of $V$ (or an automorphism of $V$ for short) if $k(1) = 1$ and $k(a \circ b) = k(a) \circ k(b)$ for all $a, b \in V$. We will denote this set with $\text{Aut}(V)$; it is a closed subgroup of $\text{Str}(V)$. 


Note that \( k(L_x y) = k(x \circ y) = (kx) \circ (ky) = L_{kx} ky \), then \( kL_v k^{-1} = L_{kv} \) and \( U_{kv} = kU_v k^{-1} \) for all \( v \in V \). In particular \( \text{Aut}(V) \) preserves the invertibles and \( k(v^{-1}) = k(v)^{-1} \). Moreover \( \text{Aut}(V) \) preserves the cone \( \Omega \), since \( k(v^2) = (kv)^2 \) and the cone can be characterized as the set of invertible squares in \( V \) (Remark 2.5).

Let \( \text{Der}(V) \) be the subspace of derivations i.e. \( D \in B(V) \) such that \( D(x \circ y) = Dx \circ y + x \circ Dy \) for all \( x, y \in V \). It is plain that \( \text{Der}(V) \subset B(V) \) is a Banach-Lie subalgebra. The following was proved in [22]:

**Theorem 2.9.** \( \text{Str}(V) \subset GL(V) \) is an embedded Banach-Lie group with

\[
\text{Lie}(\text{Str}(V)) = \text{str}(V) = \{ H \in B(V) : 2U_{x,Hx} = HU_x - U_x \overline{H} \quad \forall x \in V \},
\]

where \( \overline{H} = H - 2U_{H1,1} \). Also \( \text{Aut}(V) \subset \text{Str}(V) \) is an embedded Banach-Lie subgroup, with Banach-Lie algebra \( \text{Lie}(\text{Aut}(V)) = \text{Der}(V) \subset \text{str}(V) \).

It is well-know that for any \( x \in V \), then \( e^{2tL_x} = U_{e^t} \). As for every \( t \) and every \( v \in V \) we have that \( e^{tL_v} \in \text{Str}(V) \), the left-multiplication operators \( L_v \) belong to \( \text{str}(V) \), this is a Banach subspace of \( B(V) \), which we denote \( L = \{ L_v, v \in V \} \), i.e. \( L \subset \text{str}(V) \).

On the other hand \( \text{Der}(V) = \{ D \in \text{str}(V) : D1 = 0 \} \), and \( \text{str}(V) = \text{Der}(V) \oplus L \). We have that \( \text{Der}(V) \) is a reductive subalgebra in the following sense:

\[
(3) \quad [L, L] \subset \text{Der}(V) \quad [L, \text{Der}(V)] \subset L \quad [\text{Der}(V), \text{Der}(V)] \subset \text{Der}(V),
\]

i.e. we obtain a Lie-triple system.

**Definition 2.10.** Let \( G(\Omega) \) be the group of automorphisms that preserve the cone

\( G(\Omega) = \{ g \in GL(V) : g(\Omega) = \Omega \} \).

**Remark 2.11.** The inner structure group \( \text{Inn}\text{Str}(V) \) is the subgroup of \( \text{Str}(V) \) generated by the quadratic operators \( U_x \) with \( x \in V \) invertible. Then \( \text{Inn}\text{Str}(V) \) and \( \text{Aut}(V) \) are embedded Banach-Lie subgroups of \( \text{Str}(V) \), and also \( G(\Omega) \subset \text{Str}(V) \) (see [22]). Although \( G(\Omega) \) is contained in the structure group, it does not automatically inherit a differentiable structure. However, if we denote \( \text{Str}(V)_0 \) the connected component of the identity of \( \text{Str}(V) \) (which is open since \( \text{Str}(V) \) is a Banach-Lie group), then \( \text{Str}(V)_0 \subset G(\Omega) \subset \text{Str}(V) \) and each inclusion is open and closed, thus \( G(\Omega) \) is an embedded Banach-Lie subgroup of \( GL(V) \). This is also proved in [22].

### 3. Sprays and connections in \( G(\Omega) \) and \( \Omega \)

For a smooth map \( f : M \rightarrow N \) we denote \( f_x : TM \rightarrow TN \) the fiber bundle map, locally given by \( f_{xp}v = Df_p(v) \), where the latter is the usual differential of \( f \) at \( p \) in the direction of \( v \). If \( \rho : M \rightarrow M \), we will use \( D^2_p \rho \) to denote the second differential of \( \rho \) in a local chart.

In what follows we give a short presentation of covariant derivatives without torsion, from the point of view of quadratic sprays introduced by Ambrose, Palais and Singer:
Remark 3.1 (Quadratic sprays and connections). Let $M$ be a smooth manifold (at least $C^4$) over the Banach space $X$. For $s \in \mathbb{R}$, let $\mu_s : TM \to TM$ be multiplication by $s$ in each fiber (likewise for the fiber bundle $TTM$). A quadratic spray in $M$ is a smooth section $F : TM \to TTM$ (i.e. if $\pi : TM \to M$ is the canonical projection, then $\pi_s F = id_{TM}$) such that $F(\mu_s V) = (\mu_s)_* \mu_s F(V)$ for each $V \in TM$. Note that the projection condition can be restated as $F(V) \in T_V TM$ for each $V \in TM$. Locally, a spray is given by a smooth map $F : U \times X \to X$ that we denote $(p,v) \mapsto F_p(v)$. The Christoffel bilinear operator of the spray is obtained by polarizing $F$, that is

$$\Gamma_p(v,w) = \frac{1}{2}(F_p(v+w) - F_p(v) - F_p(w)).$$

If $X,Y \in \mathfrak{X}(M)$ are smooth vector fields, any quadratic spray induces a unique covariant derivative without torsion, which locally is given by

$$(\nabla_X Y)_p = DY_p(X_p) - \Gamma_p(X_p, Y_p).$$

In particular the parallel transport $\mu_t = P^{t\ast}(\gamma)$ for $\nabla$ along a path $\gamma \subset M$ obeys the differential equation $\mu_t' = \Gamma_{\gamma}(\gamma_t', \mu_t)$, and Euler’s equation for the $\nabla$ geodesics is $\gamma''_t = F_{\gamma}(\gamma_t')$. This is discussed with further detail in [17, Chapter IV] or [18, Capitulo 6]).

In what follows, $M$ is Banach smooth manifold, modelled on a Banach space $X$.

Remark 3.2. If $f$ is smooth and injective, $f : U \to V$ with $U, V$ open in $M$, and $X \in \mathfrak{X}(U)$ consider the push-forward $f_* X \in (V)$ given locally by $f_* X(f(p)) = Df_p(X_p)$.

Definition 3.3 (Automorphisms of the connection, affine transformations). More generally, let $M, \overline{M}$ be smooth manifolds with spray, let $\nabla, \overline{\nabla}$ be their respective connections. Let $f : M \to \overline{M}$ be a local diffeomorphism, we say that $f$ is an affine transformation if for each $U \subset M$ where $f|_U : U \to f(U)$ is bijective, and every pair of vector fields $X, Y$ in $U$, we have

$$\overline{\nabla}_{f_* X} f_* Y = f_*(\nabla_X Y).$$

In particular if $U, V \subset (M, \nabla)$ and $f : U \to V$ is affine, we say that $f$ is a connection automorphism. These automorphisms will be denoted by $\text{Aut}(M, \nabla)$.

Remark 3.4 (Invariance of parallel transport by automorphisms). If $f \in \text{Aut}(M, \nabla)$, then $f$ maps geodesics into geodesics. Moreover, if $\gamma \subset M$, $p = \gamma(0)$, and $\mu(t) = P(\gamma)_t v$ indicates parallel transport of $v \in T_pD$ along $\gamma$, then $\eta = Df_{\gamma} \mu$ is parallel transport of $w = Df_p v$ along $\beta = f \circ \gamma$.

Let $X \in \mathfrak{X}(M)$, we denote $\rho(t, p) = \rho_t(p)$ the local flow of $X$, that verifies $\rho_t'(p) = X(\rho_t(p)), \rho_0(p) = p$. Now we introduce the connection Killing fields, see [17] for proofs of the following:

Theorem 3.5 (Killing fields). Let $X \in \mathfrak{X}(M)$, let $\rho_t$ be the local flow of $X$. The following are equivalent

1. $\rho_t \in \text{Aut}(M, \nabla)$ for all $t$. 
(2) For any $t$ and any $V \in TM$, we have $F((\rho_t)_*V) = (\rho_t)_*F(V)$
(3) For any geodesic $\gamma \subset M$, the field $X$ is Jacobi along $\gamma$.
(4) For any $Y, Z \in \mathfrak{X}(M)$ we have $[X, \nabla_Y Z] = \nabla_{[X,Y]}Z + \nabla_Y[X,Z]$.

A field $X$ verifying any of these conditions is a Killing field of $(M, \nabla)$, we denote with $\text{Kill}(M, \nabla)$ to the set of Killing fields; it is a Lie subalgebra of $\mathfrak{X}(M)$.

Note that by the second property above, Killing fields can be described by the connection $\nabla$ or by the quadratic spray $F$ inducing the connection; we will use $\text{Kill}(M)$ to denote the Killing fields, when the spray or connection is clear from the context. Automorphisms and Killing fields are determined up to first order, see [17, Ch. XIII].

### 3.1. Invariant connections in $\text{Str}(V)$ and $G(\Omega)$
Since $\text{GL}(V)$ is open in the Banach space $B(V)$, we will identify tangent spaces of subgroups $G \subset \text{GL}(V)$ with the left translation of their Lie algebras, that is if $g \in G \subset \text{GL}(V)$ is a Lie group, then $T_gG = gT_1G = g \text{Lie}(G)$.

Then, a typical path in $TG$ is of the form $\gamma_t = g_tv_t$, where $g_t$ is a path in $G$, and $v_t$ is a path in $\text{Lie}(G)$. Thus a typical element of $TTG$ can be identified with the speed of $\gamma$, that is $\gamma' = g'v + gv'$. But since $g_t \subset G$, then $g' \in T_gG$ and it must be of the form $g' = gw$ for some $w \in \text{Lie}(G)$, and also $v' = z \in \text{Lie}(G)$. Thus a typical element of $TVTG$ for $v = gw \in TgG$ must be of the form

$$Z = g w v + g z = g(w v + z), \quad g \in G, \quad v, w, z \in \text{Lie}(G).$$

Therefore a left-invariant connection spray in $\text{Str}(V)$ must be of the form

$$F_g(gV) = g(V^2 + B(V, V)),$$  \hspace{1cm}  $g \in \text{Str}(V), \; V \in \text{str}(V).$$

for some continuous symmetric bilinear operator $B : \text{str}(V) \times \text{str}(V) \to \text{str}(V)$, and it is apparent that each quadratic operator like this defines a left-invariant spray in $\text{Str}(V)$.

**Definition 3.6** (The $\dagger$ operation). In $\text{str}(V) = \mathbb{L} \oplus \text{Der}(V)$ we have the linear operation $(L_x + D)^\dagger = L_x - D$, where $L_x$ is multiplication by $x \in V$ and $D$ is a derivation; the opposite of $\dagger$ is a Lie algebra homomorphism (see Lemma 3.23 below).

**Definition 3.7** (Left-invariant spray). Consider the case of the spray

$$F_g(gV) = g(V^2 + [V^\dagger, V]) = g(V^2 + V^\dagger V - VV^\dagger),$$  \hspace{1cm}  $g \in \text{Str}(V), \; V \in \text{str}(V),$

that is $g^{-1}F_g(g(L_x + D)) = D^2 + (L_x)^2 + 3L_xD - DL_x = (L_x + D)^2 - 2LDx$. If $x, y \in V$ and $D \in \text{Der}(V)$, then the Christoffel bilinear operator $g^{-1}G_g(g(L_x + D), g(L_y + D))$ equals to

$$1/2(L_yL_x + L_xL_y + 3L_xd + 3L_yD - DL_y - dL_x + dD + Dd).$$

The decomposition of $\text{str}(V)$ induces a decomposition of $T\text{Str}(V)$ in the direct sum of two vector bundles, the horizontal bundle and the vertical bundle, where for each
\( g \in \text{Str}(V) \)

\[ H_g = \{ gL_x : x \in V \} = g\mathbb{L} \quad \text{and} \quad V_g = \{ gD : D \in \text{Der}(V) \} = g\text{Der}(V). \]

For horizontal vectors, we have \( F_g(gL_x) = g(L_x)^2 \) while for vertical vectors it is \( F_g(gD) = gD^2 \). On the other hand, it is easy to check that this will be the case for a general spray \( F \) in \( \text{Str}(V) \) of the form (4) if and only if \( B(L_x, L_x) = B(D, D) = 0 \) for all \( x, D \).

**Remark 3.8** (Geodesics). It is easy to check that the unique geodesic of the spray with \( \gamma(0) = g \) and \( \gamma'_0 = V = L_x + D \) is

\[ \gamma(t) = g e^{t(L_x-D)} e^{2tD}. \]

**Remark 3.9** \((\Omega)\) and \( \text{Aut}(V) \) are totally geodesic in \( \text{Str}(V) \). It is apparent that this spray can be restricted to the open subgroup \( G(\Omega) \), and also to the Banach-Lie subgroup \( \text{Aut}(V) \). Since \( e^{t(L_x-D)} \subset \text{Str}(V)_0 \subset G(\Omega) \), and the automorphisms \( e^{2tD} \) also preserve the positive cone \( \Omega \), it is clear that a geodesic with initial position \( g \in G(\Omega) \), stays inside \( G(\Omega) \) for all \( t \). Thus \( G(\Omega) \) is totally geodesic in \( \text{Str}(V) \).

On the other hand, for a geodesic to have initial speed in \( T\text{Aut}(V) \), it is necessary and sufficient that \( g = \gamma(0) \in \text{Aut}(V) \) and that \( L_x = 0 \), thus the geodesic must be of the form \( \gamma(t) = ke^{tD} \) and again we see that \( \text{Aut}(V) \) is totally geodesic in \( \text{Str}(V) \). In particular geodesics of \( \text{Aut}(V) \) are (left translations of) one-parameter groups.

**Proposition 3.10** \((\text{Parallell transport})\). Let \( \gamma \subset \text{Str}(V) \) be a smooth path, let \( v_t = \gamma^{-1}\gamma'_t = L_y + d_t \) with \( d_t \) a path in \( \text{Der}(V) \) and \( y_t \) a path in \( V \). Then \( \mu_t = \gamma(L_{x_t} + D_t) \) is parallell transport along \( \gamma \) if and only if

\[
\begin{align*}
L'_x &= -3/2[d, L_x] + 1/2[L_y, D] \quad \text{inside } \mathbb{L} \\
D' &= -1/2[L_y, L_x] - 1/2[d, D] \quad \text{inside } \text{Der}(V).
\end{align*}
\]

In particular if \( \gamma = g e^{t(L_{y_0}-d_0)} e^{2td_0} \) is a geodesic then \( v_t = e^{-2t \text{ad} d_0} (L_{y_0} + d_0) \) and we can solve explicitly

\[ \mu_t = \gamma_t e^{-2t \text{ad} d_0} e^{tM} \gamma_0^{-1} \mu_0 = g e^{t(L_{y_0}-d_0)} e^{tM} g^{-1} \mu_0, \]

where

\[ M = 1/2 \left( \begin{array}{cc} \text{ad} d_0 & \text{ad} L_{y_0} \\ -\text{ad} L_{y_0} & 3 \text{ad} d_0 \end{array} \right). \]

**Proof.** Let \( \gamma \) be any smooth path in \( \text{Str}(V) \), let \( \mu_t = \gamma(L_{x_t} + D_t) \) for some smooth map \( x_t \) in \( V \) and some smooth map \( D_t \) in \( \text{Der}(V) \). We first compute

\[
\begin{align*}
\gamma^{-1}\mu'_t &= \gamma^{-1}\gamma'(L_x + D) + L'_{x} + D' = (L_y + d)(L_x + D) + L'_x + D' \\
&= L_y L_x + L_y D + dL_x + dD + L'_x + D'.
\end{align*}
\]

Comparing this with (6) we arrive to

\[ L'_x + D' = 1/2[L_x, L_y] + 3/2[L_x, d] + 1/2[L_y, D] + 1/2[D, d]. \]
Recalling the relations (3), it must be $L'_x = 3/2[L_x, d] + 1/2[L_y, D]$ and $D' = 1/2[L_x, L_y] + 1/2[D, d]$ as claimed in the first formulas. Now assume $\gamma$ is a geodesic as stated, we let

$$\epsilon = L_z + \tilde{D} = e^{2t ad d_0} \gamma^{-1} \mu = e^{2t ad d_0} L_x + e^{2t ad d_0} D.$$ 

Since $L'_z + \tilde{D}' = \epsilon' = e^{2t ad d_0}(2[d_0, L_x] + 2[d_0, D] + L'_z + D')$, after plugging this in the equations for $L_x, D$, we obtain that $L'_z = 1/2[d_0, L_x] + 1/2[L_y, \tilde{D}]$ and also that $\tilde{D}' = -1/2[L_y, L_x] - 3/2[d_0, \tilde{D}]$. Hence

$$\left( \begin{array}{c} L'_z \\ \tilde{D}' \end{array} \right) = \frac{1}{2} \left( \begin{array}{cc} ad d_0 & ad L_y \\ -ad L_y & 3 ad d_0 \end{array} \right) \left( \begin{array}{c} L_z \\ \tilde{D} \end{array} \right).$$

Hence it must be $\epsilon = L_z + \tilde{D} = e^{tM} e_0$, and what's left is apparent. 

3.1.1. Motivation: the Riemannian metric of a Euclidean algebra. In this section we give some background and motivation for the choice of this particular affine connection in $\text{Str}(V)$. Let $V$ be a finite dimensional Euclidean Jordan algebra, then if we denote $\text{Tr}$ the trace of $B(V)$, the trace in $V$ given by $\text{tr}(x) = \text{Tr}(L_x)$ induces a positive definite inner product on $V$ by means of $(v|w) = \text{tr}(vw)$. This trace in $V$ is invariant for automorphisms since

$$\text{tr}(kx) = \text{Tr}(L_{kx}) = \text{Tr}(kL_xk^{-1}) = \text{Tr}(L_x) = \text{tr}(x).$$

In particular differentiating $\text{tr}(e^{tD}x) = \text{tr}(x)$ we see that $\text{Tr}(L_{DX}) = \text{tr}(Dx) = 0$ for any $x \in V$ and any $D \in \text{Der}(V)$.

**Theorem 3.11.** If $V$ is a (finite dimensional) Euclidean Jordan algebra with inner product $(v|w) = \text{tr}(vw)$, then $\text{Str}(V)$ admits the left invariant Riemannian metric

$$\langle V, W \rangle_g = 1/2 \text{Tr}(g^{-1}V(g^{-1}W)^\dagger + g^{-1}W(g^{-1}V)^\dagger), \quad g \in \text{Str}(V), V, W \in T_g \text{Str}(V)$$

or equivalently

$$\langle g(L_x + D), g(L_y + \tilde{D}) \rangle_g = \text{Tr}(L_xL_y) - \text{Tr}(D\tilde{D}),$$

The connection $\nabla$ induced by the spray (5) is the Levi-Civita connection of this metric.

**Proof.** It is clear that the formula defines a left-invariant bilinear form, we need only to check that $\langle V, V \rangle_g > 0$ if $V \neq 0$. If $V = L_x + D \in \text{str}(V)$, then $\langle V, V \rangle_1 = \text{Tr}((L_x)^2) - \text{Tr}(D^2)$. Now $Dx^2 = 2x Dx$ thus $D^2x^2 = 2x D^2x + 2(Dx)^2$, hence $-xD^2x = 1/2(Dx^2) - 1/2D^2x^2$ and then $\text{tr}(-xD^2x) = 1/2 \text{tr}((Dx)^2) \geq 0$ (since $D^2x^2 = Dv$ for $v = Dx^2$) and it is 0 only if $Dx = 0$. Let $B = \{v_1, \ldots, v_n\}$ is a basis of $V$, and compute

$$-\text{Tr}(D^2) = \sum_i (-D^2v_i|v_i) = \sum_i \text{tr}(-v_iD^2v_i) = \sum_i \text{tr}((Dv_i)^2) \geq 0.$$

Take a complete system of orthogonal primitive idempotents $c_i$ (which form an orthogonal basis) such that $x = \sum_i \lambda_i c_i$ for some real $\lambda_i$ (see the second spectral theorem in [13, Theorem III.1.2]). Then

$$\text{Tr}((L_x)^2) = \sum_i ((L_x)^2c_i|c_i) = \sum_i \lambda_i^2 \text{tr}(c_i^2) \geq 0.$$
Thus our bilinear form is non-negative. But if \langle V, V \rangle_1 = 0, then it must be \(- \text{Tr}(D^2) = 0\) (which implies that \(Dv_i = 0\) for all \(i\), thus \(D = 0\)), and also that \(\text{Tr}(L^2) = \sum \lambda_i^2 \text{tr}(c_i^2) = 0\), which also implies that \(x = 0\). Then \(\langle V, V \rangle_g = 0\) only if \(V = 0\). Now we prove that the connection (equivalently, the spray \(F\)) is the metric connection for this riemannian metric. Since \(\nabla\) is a connection without torsion, it suffices to check that it is compatible with the metric. Let \(\mu, \eta\) be vector fields along \(\gamma \subset \text{Str}(V)\), we write \(v = \gamma^{-1}\gamma', \tilde{\mu} = \gamma^{-1}\mu\). Then by Remark 3.1

\[
\gamma^{-1}D_t\mu = \gamma^{-1}\mu' - \gamma^{-1}\Gamma_\gamma(\gamma', \mu) = \gamma^{-1}\mu' - 1/2(\tilde{\mu}v + v\tilde{\mu} + [\tilde{\mu}^*, v] + [v^*, \tilde{\mu}]).
\]

We have a similar expression for \(\gamma^{-1}D_t\eta\). Thus using the cyclicity of the trace, after a tedious but straightforward computation we obtain

\[\langle D_t\mu, \eta \rangle_\gamma + \langle D_t\eta, \mu \rangle_\gamma = \text{Tr}(\tilde{\eta}'\gamma^{-1}\mu') + \text{Tr}(\tilde{\mu}'\gamma^{-1}\eta') - \text{Tr}(v\tilde{\mu}\tilde{\eta}') - \text{Tr}(\tilde{\eta}'\tilde{\mu}v).\]

Note that \(\tilde{\mu}' = (\gamma^{-1}\mu)' = -\gamma^{-1}\gamma'\gamma^{-1}\mu + \gamma^{-1}\mu' = -v\tilde{\mu} + \gamma^{-1}\mu',\) and similarly for \(\tilde{\eta}'\). Thus the last term in (7) is equal to

\[
\frac{d}{dt} \text{Tr}(\tilde{\mu}\tilde{\eta}') = \frac{d}{dt} \langle \mu, \eta \rangle_\gamma,
\]

and we are done. \(\square\)

The example above can be also presented in the infinite dimensional setting of Jordan-Hilbert algebras with a finite trace, such as the special Jordan algebra of (self-adjoint) Hilbert-Schmidt operators acting on a complex Hilbert space, see [1] for further discussion.

We now introduce symmetric spaces according to Loos [26], to be able to deal with the geometry of the cone \(\Omega\); see also Neeb’s paper [29] for the Banach setting:

**Definition 3.12** (Symmetric space). Let \(M\) be a Banach manifold \(\mu : M \times M \to M\) smooth, denote \(\mu(x, y) = x \cdot y = S_x(y)\). We say that \((M, \mu)\) is a symmetric space if the following axioms hold for \(x, y, z \in M\):

\[
\begin{align*}
(S1) \quad x \cdot x &= x \\
(S2) \quad x \cdot (x \cdot y) &= y \\
(S3) \quad x \cdot (y \cdot z) &= (x \cdot y) \cdot (x \cdot z) \\
(S4) \quad \text{Each } x \in M \text{ has a neighbourhood } U \text{ s.t. for } y \in U, \text{ if } x \cdot y = y \text{ then } x = y.
\end{align*}
\]

For each \(p \in M\), the map \(S_p : M \to M\) is a diffeomorphism by (S2), because this is equivalent to \(S_p^2 = \text{id}_M\). The first axiom tells us that \(p\) is a fixed point of \(S_p\) and the fourth axiom tells us that \(p\) is an isolated fixed point of \(S_p\). These maps \(S_p\) are known as symmetries of the symmetric space \((M, \mu)\).

**Definition 3.13** (Automorphisms of a symmetric space). Let \((M, \mu)\) be a symmetric space. We say that a local diffeomorphism \(f : M \to M\) is an automorphism of \((M, \mu)\) if \(f(\mu(x, y)) = \mu(f(x), f(y))\) for all \(x, y \in M\). We denote this group by \(\text{Aut}(M, \mu)\). It is immediate from (S3) that the symmetries \(S_p\ (p \in M)\) belong to \(\text{Aut}(M, \mu)\).

**Remark 3.14** (TM as a symmetric space). Let \((M, \mu)\) be a symmetric space, then for all \(p \in M\) we have \((S_p)_{*p} = -\text{id}_{T_pM}\) because of (S4). For \(V, W \in TM\) the product
$V \cdot W = \mu_{s}(V, W)$ defines a symmetric space structure in $TM$. If $v, w \in T_pM$ then $v \cdot w = 2v - w$. Moreover if $f \in Aut(M, \mu)$ then $f_\ast \in Aut(M, \mu_s)$. For $V = (p, v) \in TM$ let $\Sigma_V : TM \to TM$ be given by $\Sigma_V(W) = \mu_{s}(V, W)$, more precisely

$$\Sigma_{(p,v)}(q, w) = \mu_{s(p,q)}(v, w).$$

We will denote with $Z : M \to TM$ the zero section, $Z(q) = (q, 0)$ for $q \in M$.

**Theorem 3.15** (Connection of a symmetric space). Let $(M, \mu)$ be a connected symmetric space. If $V = (p, v) \in TM$, $\Sigma_V \circ Z : M \to TM$ and $(\Sigma_V \circ Z)_s : TM \to TM$, then

1. $F(V) = - (\Sigma_{V/2} \circ Z)_s V$ is a quadratic spray in $M$.
2. $Aut(M, F) = Aut(M, \mu)$.
3. $F$ is the unique quadratic spray in $M$ which is invariant for all the symmetries $S_p$. In fact locally we have $F_p(v) = \frac{1}{2}(D^2S_p)_p(v, v)$ for all $v \in T_pM$.
4. $(M, F)$ is geodesically complete.
5. If $R$ is the curvature tensor of $(M, F)$ then $\nabla R = 0$.

**Proof.** See [29] and for further details see [18, Section 7.5].

**Remark 3.16.** If $F$ is a quadratic spray, the bilinear Christoffel operator is obtained by polarization, i.e. $2\Gamma(V, W) = F(V + W) - F(V) - F(W)$. However for symmetric spaces we have a simpler expression (see [18, Section 7.5]):

$$\Gamma_p(V, W) = -\frac{1}{2}(\Sigma_V \circ Z)_s W = -\frac{1}{2}(\Sigma_W \circ Z)_s V.$$

If $R$ is the curvature tensor we obtain

$$R(U, V) = -\frac{1}{4}\{\Sigma^2(U, Z)_{\ast}(\Sigma_V \circ Z)_s - (\Sigma_V \circ Z)_s(\Sigma_U \circ Z)_s\}.$$

The viewpoint of homogeneous spaces will be also useful so we present it here:

**Definition 3.17** (Symmetric groups and Cartan symmetric spaces). If $G$ is a Banach-Lie group, and $\sigma : G \to G$ is an automorphism, we say that $(G, \sigma)$ is a symmetric Lie group if $\sigma^2 = id_G$. Consider

$$G^\sigma = \{g \in G : \sigma(g) = g\},$$

for an open subgroup $K \subset G^\sigma$, we say that the space $M = G/K$ is a Cartan symmetric space.

We will denote $q : G \to M$ to the quotient map, let also $o = q(1)$ and $g \cdot o = gK$ denote the quotient elements, let $\pi(q, h \cdot o) = \pi_{h \cdot o}(g) = \ell_g(h \cdot o) = (gh) \cdot o$ be the action of $G$ in $M$. So $\ell_g$ is an automorphism of $M$.

**Proposition 3.18.** If $\sigma_\ast : \text{Lie}(G) \to \text{Lie}(G)$ denotes the differential of $\sigma$ at the identity of $G$, then $\sigma_\ast^2 = 1$, thus $\text{Lie}(G) = m \oplus \mathfrak{t}$ where

$$m = \{x \in \text{Lie}(G) : \sigma_\ast x = -x\}, \quad \mathfrak{t} = \{y \in \text{Lie}(G) : \sigma_\ast y = y\}.$$
(1) \( g = \mathfrak{m} \oplus \mathfrak{k} \) is a Cartan decomposition, that is \( [\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{k}, [\mathfrak{k}, \mathfrak{m}] \subset \mathfrak{m}, [\mathfrak{m}, \mathfrak{m}] \subset \mathfrak{k} \).

(2) \( K < G \) is an embedded Banach-Lie subgroup and \( \text{Lie}(K) = \mathfrak{k} \).

(3) \( M \) has a unique smooth structure such that \( q \) is a smooth quotient map, \( q_{s_1} : \mathfrak{m} \to T_oM \) is an isomorphism and \( \ker q_{s_1} = \mathfrak{k} \). A chart of \( M \) around \( o \) is given by the inverse of \( \exp : \mathfrak{m} \to M, x \mapsto e^x \cdot o \) with a suitable restriction to a neighbourhood of \( 0 \in \mathfrak{m} \).

Remark 3.19 (The symmetric space structure of the quotient space \( M = G/K \)). In \( M = G/K \) define

\[
\mu(g \cdot o, h \cdot o) = g\sigma(g)^{-1}\sigma(h) \cdot o.
\]

This is well-defined and \((M, \mu)\) obeys the axioms of a symmetric space, in particular \( G \) acts on \( M \) by \( \mu \) automorphisms: \( \ell_g\mu(p, q) = \mu(\ell_gp, \ell_gq) \).

Abusing notation a bit, if \( g \in G \) and \( x \in \text{Lie}(G) \), we will denote by \( gx \) the differential of left multiplication by \( g \) in the group \( G \). See [29, Theorem 3.6] and [18, Section 7.5] for a proof of the following:

Theorem 3.20 (Geodesics, parallel transport and Killing fields of \((M, F)\)). Let \( M = G/K \) be connected with \((G, \sigma)\) symmetric Banach-Lie group and \( K \subset G^* \) open subgroup. Let \((M, F)\) be the spray induced by the symmetric structure. Then

1. If \( g \in G \) and \( v = q_{s_2}(gx), w = q_{s_2}(gy) \in T_{g \cdot o}M \) with \( x, y \in \mathfrak{m} \), then
   \[
   \Gamma_{g \cdot o}(v, w) = -(\ell_g)\ast_0\Gamma_o(q_{s_1}x, q_{s_1}y) = -\frac{d^2}{ds dt}_{s=t=0} q(ge^{-sy}e^{tx}).
   \]

2. Let \( p = g \cdot o \in M \) and \( v = q_{s_1}x \in T_{o}M \) with \( x \in \mathfrak{m} \). The unique geodesic \( \gamma \) with \( \gamma_0 = p, \gamma'_0 = (\ell_g)\ast_1v = q_{s_2}gx \) is given by \( \gamma(t) = ge^{tx} \cdot o \).

3. Translations \( \tau_1 \) along \( \gamma \) are given by \( \tau_1(p) = ge^{tx}g^{-1} \cdot p \).

4. Parallel transport along \( \gamma \) is given by \( P_0(\gamma)w = (D\tau_t)\gamma_0 w = (\ell_{e^{tx}g^{-1}})\ast_{s=0}w \).

5. For \( x, y, z \in \mathfrak{m} \), if \( X = q_{s_2}(gx) \in T_{g \cdot o}M \) etc., the curvature at \( p = g \cdot o \in M \) is given by
   \[
   R_p(X, Y)Z = -q_{s_2}(g([x, y], z)) = -(\ell_g)\ast_0 q_{s_1}([[x, y], z]).
   \]

6. If \( x \in \mathfrak{m} \) then \( \rho_1(p) = e^{tx} \cdot p \) is the flow of the unique Killing field \( X \) such that \( DX_p = \Gamma_p(X_p, -) \) and \( X(o) = q_{s_1}x \).

3.2. The cone \( \Omega \) as a Cartan symmetric space of \( G(\Omega) \). We are now in position to present the cone of positive elements of a JB-algebra \( V \) as a Cartan homogeneous symmetric space, by the action of the group \( G(\Omega) \):

Definition 3.21. The action \( G(\Omega) \curvearrowright \Omega \) is given by the smooth map \( A : G(\Omega) \times \Omega \to \Omega \) defined as an evaluation,

\[
A(g, p) = g \cdot p = gp = g(p).
\]

We denote the quotient map \( q : G(\Omega) \to \Omega \), that is \( q(g) = g(1) \). In particular \( q_{s_2}\tilde{g} = \tilde{g}(1) \).
Remark 3.22 (\( \Omega = G(\Omega)/\text{Aut}(V) \)). This action is transitive as for every \( p \in \Omega, p = U_{p/2}(1) \). Hence \( \Omega = q(G(\Omega)) = O(1) \), the orbit of 1 \in V by the action of the symmetric group \( G(\Omega) \). Note that \( K \), the stabilizer of the action at 1 \in V is exactly \( \text{Aut}(V) \). Then \( q \) is a smooth submersion, and we can identify \( \Omega \simeq G(\Omega)/\text{Aut}(V) \) as Banach manifolds; moreover
\[
T_1 \Omega = \text{Lie}(G(\Omega))/\text{Lie}(\text{Aut}(V)) = (L \oplus D)/D \simeq L,
\]
which is obvious as \( L \) is isomorphic to \( V \) via the isomorphism \( v \mapsto L_v \).

By combining two antiautomorphisms of the structure group, we obtain an involutive automorphism \( \sigma \) in the structure group \( \text{Str}(V) \) that preserves the open subgroup \( G(\Omega) \):

Lemma 3.23. If \( g \in \text{Str}(V) \), let \( \sigma(g) = (g^*)^{-1} = U_{g1}^{-1} g \). Then

1. \( \sigma : \text{Str}(V) \rightarrow \text{Str}(V) \) is an automorphism with \( \sigma^2 = 1 \) and \( \sigma(G(\Omega)) = G(\Omega) \).
2. \( \sigma(U_x) = U_{x}^{-1} \) for any \( x \in V \), and the fixed point subgroup of \( \sigma \) is \( K = \text{Aut}(V) \).
3. Denote \( H = \sigma_1 H \) for \( H \in \text{str}(V) = L \oplus \text{Der}(V) \), then \( L_x + D = -L_x + D = -(L_x + D) \), thus
\[
\mathbb{L} = \{ H \in \text{str}(V) : \sigma_1 H = -H \} = \mathfrak{m}
\]
\[
\text{Der}(V) = \{ H \in \text{str}(V) : \sigma_1 H = H \} = \mathfrak{g}
\]
is the decomposition of \( \text{str}(V) \) by means of the involutive automorphism \( \sigma \).

Proof. Clearly \( \sigma^2 = 1 \), on the other hand as it is a composition of two antiautomorphisms it follows that \( \sigma(gh) = \sigma(g)\sigma(h) \). Now if \( g \in G(\Omega) \) so is \( g^{-1} \), and every \( U \)-operator preserves the positive cone \( \Omega \) so \( U_{g1} \in G(\Omega) \), hence \( g^* \) preserves the cone, showing that \( \sigma(g) \) preserves the cone, thus \( \sigma(G(\Omega)) = G(\Omega) \). From the fundamental formula we have that \( (U_x^*)^{-1} = U_{x}^{-1} \) and on the other hand if \( k \in \text{Aut}(V) \) then \( U_{k1} = U_1 = 1 \), thus \( \sigma(k) = k \). For the last assertion, note first that
\[
\sigma(e^{tL_x}) = \sigma(U_{e^{t/2}x/2}) = U_{e^{-t}x/2} = e^{-tL_x},
\]
and differentiating at \( t = 0 \) shows that \( \sigma_1 L_x = -L_x \). Finally from \( \sigma(e^{tD}) = e^{tD} \) when \( D \in \text{Der}(V) \), we see that \( \sigma_1 D = D \). \( \square \)

We will now compute the affine connexion \( \nabla \) and spray \( F \) derived by the structure of the symmetric space of \( \text{Str}(V) \). For that, we need to compute the symmetric product in \( \Omega \) and in \( T\Omega \), and from there we compute the spray.

Let \( x, y \in \Omega \), let \( V, W \in T\Omega \); identifying \( T_x\Omega \simeq V \) we can identify \( V = (x, v), W = (y, w) \), where \( v, w \in V \).

Proposition 3.24 (Spray and connection of \( \Omega \) as a symmetric space of \( G(\Omega) \)). Let \( x, y \in \Omega \), let \( V = (x, v), W = (y, w) \in T\Omega \). Then

1. \( \mu(x, y) = x \cdot y = U_x(y^{-1}) \) in \( \Omega \).
2. \( \mu_*(V, W) = 2U_{x,v}(y^{-1}) - U_x U_{w^{-1}} w \) in \( T\Omega \).
3. \( F(V) = F_x(v) = U_x(x^{-1}) \) is the spray of the symmetric structure \((\Omega, \mu)\).
Proof. Let $x = U_{x_1/2}(1)$, $y = U_{y_1/2}(1)$. Then the symmetric product is given by (8):
\[
\mu(x, y) = x \cdot y = U_{x_1/2} \sigma \left( U_{x_1/2} \right)^{-1} \sigma \left( U_{y_1/2} \right)(1) = U_{x_1/2} U_{x_1/2}^{-1} U_{y_1/2}^{-1}(1) = U_{x}(y^{-1}).
\]
The symmetric product in $T\Omega$ is defined by $\mu_\ast$ (Remark 3.14). Consider $\alpha, \beta : I \to \Omega$ such that $\alpha(0) = x$, $\alpha'(0) = v$ and $\beta(0) = y$, $\beta'(0) = w$. Then
\[
\mu_\ast(v, w) = \mu_\ast(x, y)(v, w) = (\mu(\alpha, \beta))'(0) = (U_\alpha(\beta^{-1}))'(0)
\]
\[
= 2U_{\alpha(0), \alpha'(0)}(\beta(0)^{-1}) - U_{\alpha(0)}U_{\beta(0)^{-1}}(\beta'(0)) = 2U_{x, y}(y^{-1}) - U_{x, y}^{-1}(w).
\]
We know that $F_x(v) = -((\Sigma_{v/2} \circ Z)_s(v)$, where $Z$ is the null section from $\Omega$ to $T\Omega$ (Theorem 3.15); then
\[
\Sigma_{v/2} \circ Z(y) = \Sigma_{v/2}(0_{T_y\Omega}) = U_{x, v}(y^{-1}) - U_{x, y}^{-1}(0) = U_{x, v}(y^{-1}).
\]
Now, if $w$ belongs to $T_y\Omega$, let’s calculate the differential of this function in $w$. Take $\alpha : I \to \Omega$ with $\alpha(0) = y$, $\alpha'(0) = w$. Then
\[
(\Sigma_{v/2} \circ Z)_{\sigma y}(w) = \left((\Sigma_{v/2} \circ Z(\alpha))'ight)(0) = (U_{x, \sigma}(\alpha^{-1}))'(0) = -U_{x, \sigma}^{-1}w.
\]
Taking $y = x$ and $w = v$, we have that
\[
F_x(v) = -((\Sigma_{v/2} \circ Z)_s(v) = U_{x, v}U_{x}^{-1}v = U_{v}(x^{-1}),
\]
where the last equality holds by the Shirshov-Cohn’s theorem (see Remark 4.4 below).
\[
\square
\]
Remark 3.25 (Str(V) ⊂ Aut(Ω)). For each $g \in \text{Str}(V)$ we have that
\[
\mu(gx, gy) = U_{gx}(gy)^{-1} = gU_{x}g^{-1}U_{y}g^{-1}g(y^{-1}) = gU_{x}(y^{-1}) = g\mu(x, y)
\]
by [13, Theorem VIII.2.5], thus Str(V) ⊂ Aut(Ω, μ) = Aut(Ω, F) (Theorem 3.15). We show below (Proposition 3.34) that the inner structure group InnStr(V) = ⟨U_x⟩_{x \in V} invertible ⊂ Str(V) of V acts transitively on Ω, giving the paralell transport along geodesics. For a full description of Aut(Ω, F), see the Appendix in [12].

Remark 3.26 (Affine connection of the symmetric space (Ω, μ)). We first obtain the Christoffel operators
\[
\Gamma_x(v, w) = \frac{1}{2}(F_x(v + w) - F_x(v) - F_x(w)) = \frac{1}{2}(U_{v+w} - U_v - U_w)(x^{-1}) = U_{v, w}(x^{-1}).
\]
And the affine conection for $V, W \in \mathfrak{X}(\Omega)$ is then
\[
\nabla_v W(x) = DW_x(V_x) - \Gamma_x(V_x, W_x) = DW_x(V_x) - U_{v, w}(x^{-1}).
\]
This gives us the covariant derivative of a field $X$ along a curve $\gamma \subset \Omega$
\[
\frac{DX}{dt} = \nabla_\gamma X = \frac{dX}{dt} - U_{\gamma'}X(\gamma^{-1}).
\]
Remark 3.27 (The relation between the sprays and connections of G(Ω) and of Ω). Let $F^G$ denote the spray of the group $G(\Omega)$ (Definition 3.7), and let us use $F^\Omega$ for the spray of Ω given in the previous proposition, $F^\Omega_p(v) = U_v(p^{-1})$. Recall that for horizontal vectors we have $F^G_g(gL_x) = g(L_x)^2$, now if $q : G(\Omega) \to \Omega$ is the quotient
map and \( p = U_{p_1/2}(1) = q(U_{p_1/2}) \in \Omega \), then naming \( g = U_{p_1/2} \) we have

\[
F^\mathcal{Q}_{q(g)}(q_*g(L_x)) = F^\mathcal{Q}_p(g L_x) = F^\mathcal{Q}_p(U_{p_1/2} x) = U_{p_1/2} x (p^{-1}) = U_{p_1/2} U_x U_{p_1/2}(p^{-1}) = g = q_* g (g L_x) (1).
\]

Since \( q_* \) is a linear map, \( D^2 q_* g \equiv 0 \) for any \( g \in G(\Omega) \), and the sprays are \( q \)-related, i.e.

\[
F^\mathcal{Q}_{q(g)}(q_* g(V)) = D^2 q_* g(V) + q_* F^G_q(V)
\]

for any horizontal vector \( V \in \mathcal{H}_g = g \mathcal{L} \subset T G(\Omega) \). Keep in mind however, that this will also hold true for any quadratic spray in \( \mathcal{S}tr(V) \) of the form (4) that vanishes in \( \mathcal{L}_x \), i.e. such that \( B(L_x, L_x) = 0 \).

Remark 3.28 (Horizontal vector fields). From the last identity, or also by direct computation, it is not hard to see that if \( X, Y \in \mathfrak{X}(G(\Omega)) \) are horizontal vector fields, then for the push-forward vector fields \( q_* X, q_* Y \in \mathfrak{X}(\Omega) \) and the respective affine connections, we have

\[
q_*(\nabla^G_X Y(g)) = \nabla^\mathcal{Q}_{q_* X} (q_*(g Y)) \quad \forall g \in G(\Omega).
\]

In particular horizontal geodesics of \( G(\Omega) \) (which are of the form \( \gamma(t) = ge^{t\mathcal{L}_v} \) with \( g \in G(\Omega) \), see Remark 3.8) are mapped by \( q \) to geodesics of \( \Omega \), which are of the form

\[
\alpha(t) = q(\gamma(t)) = \gamma(t)(1) = ge^{t\mathcal{L}_v}(1) = g U_{e^t v/2}(1) = g(e^{tv}).
\]

This is discussed with more detail in the next section.

We can describe the geodesics in this space, from here \( \nabla \) denotes the affine connection induced by the symmetric structure \( (\Omega, \mu) \) as described above.

Proposition 3.29 (Geodesics). Let \( x \in \Omega \) and \( v \in \mathcal{V} = T_x \Omega \). We can choose \( g = U_{x^{\frac{1}{2}}} \) so that \( g(1) = x \). The unique geodesic \( \alpha \) of \( (\Omega, \nabla) \) such that \( \alpha(0) = x \), \( \alpha'(0) = v \) is \( \alpha(t) = ge^{t\mathcal{L}_v}(1) = U_{x^{\frac{1}{2}}} e^{tU_{x^{\frac{1}{2}}} U_{x^{\frac{1}{2}}}}(1) = U_{x^{\frac{1}{2}}} U_{e^{t U_{x^{\frac{1}{2}}} v}}(1) = U_{x^{\frac{1}{2}}} \exp(t U_{x^{\frac{1}{2}}} v). \)

Thus the exponential map of the connection \( \nabla \) is \( \exp_x(v) = \alpha(1) = U_{x^{\frac{1}{2}}} \exp(U_{x^{\frac{1}{2}}} v) \), with global smooth inverse for \( x, y \in \Omega \) given by \( \exp^{-1}_x(y) = U_{x^{\frac{1}{2}}} \log(U_{x^{\frac{1}{2}}} y). \)

Proof. We only need to check that \( \alpha'' = F_\alpha(\alpha') \). We have that

\[
F_\alpha(\alpha') = U_{\alpha'}(\alpha^{-1}) = U_{U_{x^{\frac{1}{2}}} (\exp(t U_{x^{\frac{1}{2}}} v) U_{x^{\frac{1}{2}}})(U_{x^{\frac{1}{2}}} (\exp(t U_{x^{\frac{1}{2}}} v)))^{-1}) = U_{U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v)) U_{x^{\frac{1}{2}}} U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v))} = U_{U_{x^{\frac{1}{2}}} U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v))} = U_{U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v))} = U_{U_{x^{\frac{1}{2}}} U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v))} = U_{U_{x^{\frac{1}{2}}} (\exp(-t U_{x^{\frac{1}{2}}} v))} = \alpha''
\]

where we used repeatedly that operations are made in the strongly associative subalgebra generated by \( U_{x^{\frac{1}{2}}} v \). \( \square \)

Remark 3.30. Let \( x, y \in \Omega \), consider the path that joins \( x, y \) inside \( \Omega \) given by:

\[
\alpha_{x,y}(t) = U_{x^{\frac{1}{2}}} \exp(t \log(U_{x^{\frac{1}{2}}} y)).
\]
Note that this curve has initial point $x$ and initial speed $v = U_{x^{1/2}} \log (U_{x^{-1/2}}y)$, and the geodesic with these initial parameters is

$$\alpha(t) = U_{x^{1/2}} e^{tU_{x^{-1/2}}U_{x^1} \log (U_{x^{-1/2}}y)} = U_{x^{1/2}} e^{t \log (U_{x^{-1/2}}y)} = \alpha_{x,y}(t).$$

So $\alpha_{x,y}$ is a geodesic that unites $x$ and $y$. Moreover, it is unique. Now note that for each $z \in V$, we have $e^{tU_z(1)} = U_{e^{tU_z}z} \equiv e^{tZ}$, thus for $z = \log (U_{x^{-1/2}}y)$ we can rewrite

$$\alpha_{x,y}(t) = U_{x^{1/2}} e^{tU_z(1)} = U_{x^{1/2}} e^{tZ}.$$  

So $\alpha_{x,y}$ is the image by the quotient map $q : G(\Omega) \to \Omega$ of the path $t \mapsto U_{x^{1/2}} e^{tZ}$ in $G(\Omega)$.

By Remarks 3.1 and 3.26, a vector field $\eta$ in $T\Omega$ parallel along $\gamma \subset \Omega$ must be a solution of the differential equation

$$\eta' = \Gamma_\gamma(\gamma', \eta) = U_{\gamma', \eta}(\gamma^{-1}).$$

This equation with initial value $\eta(0) = w$ has a unique solution. If the path $\gamma$ is a geodesic we will show how to compute the parallel transport along it.

**Proposition 3.31** (Parallel transport in $\Omega$). Parallel transport along the geodesic $\alpha_{x,y}$ is given by

$$P_{s+t}^*(\alpha_{x,y}) = U_{x^{1/2}} U_{\exp(t/2 \log (U_{x^{-1/2}}y))} U_{x^{-1/2}}.$$ 

and in particular parallel transport along any geodesic is implemented by the Inner Structure group.

**Proof.** By the above remark, if we name $z = \log (U_{x^{-1/2}}y) \in V$, we can write $\alpha_{x,y}(t) = e^{T \cdot \alpha}$ where $g = U_{x^{1/2}}$ and $T = L_z \in G(\Omega)$. Hence by Theorem 3.20, the one parameter-group of automorphisms

$$\tau_t(p) = g e^{T} g^{-1}(p) = U_{x^{1/2}} U_{x^{-1/2}} U_{e^{tL_z}U_{x^{-1/2}}(p)} = U_{x^{1/2}} e^{tU_z} U_{x^{-1/2}}(p)$$

gives translation along $\alpha$. Moreover, by the same theorem, parallel transport along $\alpha_{x,y}$ is given by $P_{s+t}^*(\alpha_{x,y}) = (\tau_t)_{*\alpha_{x,y}(s)}$. Since $p \mapsto \tau_t(p)$ is linear, its differential is itself and the proof is finished. \hfill $\Box$

From Remark 3.16, the formula for the curvature tensor in our symmetric space is

$$R_p(V, W)Z = \Gamma_p(V, \Gamma_p(W, Z)) - \Gamma_p(W, \Gamma_p(V, Z))$$

$$= U_e U_{W, Z}(p^{-1})(p^{-1}) - U_e U_{W, Z}(p^{-1})(p^{-1}).$$

This can be further rewritten as follows:

**Proposition 3.32** (Curvature in $\Omega$). Let $p = U_{p^{1/2}}(1) \in \Omega$, write $v = U_{p^{-1/2}}V$, $w = U_{p^{-1/2}}W$, $z = U_{p^{-1/2}}Z$. Then

$$R_p(V, W)Z = -U_{p^{1/2}} [L_v, L_w](z) = U_{p^{1/2}} (w \circ (v \circ z) - v \circ (w \circ z)), $$

and in particular $R_p(V, W)V = U_{p^{1/2}}(U_v - (L_v)^2)w$.

**Proof.** Let $g = U_{p^{1/2}}(1)$ and note that $V = U_{p^{1/2}}v = U_{p^{1/2}}L_v(1) = q_{*g}(gL_v)$ and likewise with $W, Z$. We recall that $m$, the eigenspace for $\lambda = -1$ of $\sigma_{s1}$ is exactly
\[ \mathfrak{m} = \mathbb{L}. \] Thus by Theorem 3.20, and noting that \([L_v, L_w](1) = vw - wv = 0\), we have

\[
R_p(V, W)Z = -U_p^{1/2}[[L_v, L_w], L_z](1) = -U_p^{1/2}[L_v, L_w](z) = -U_p^{1/2}(v \circ (w \circ z) - w \circ (v \circ z)),
\]

where we used that \((L_v - (L_v)^2)(w) = ((L_v)^2 - L_v x)(w) = v^2 \circ w - v \circ (v \circ w). \)

**Remark 3.33** (Killing fields in \(\Omega\)). We now discuss Killing fields in \((\Omega, \nabla)\), see also the Appendix in [12]. Given \(z \in \text{Lie}(G(\Omega)) = \text{str}(V)\), consider \(\rho_t(p) = e^{tz}(p)\), and define \(X(p) = \rho'_0(p) = z(p)\). As \(\rho_t\) is an one-parameter group, \(X\) is a vector field with flow \(\rho_t\). To see that \(X\) is a Killing field, we need to show that \(\rho_t \in \text{Aut}(\Omega, \nabla)\), which in the case of symmetric spaces is equal to \(\text{Aut}(\Omega, \mu)\) by Theorem 3.15. Then

\[
\mu(e^{tz}(x), e^{tz}(y)) = \mu(e^{tz}U_{x1/2}(1), e^{tz}U_{y1/2}(1)) = e^{tz}U_{x1/2}\sigma(e^{tz}U_{x1/2})^{-1}\sigma(e^{tz}U_{y1/2})(1) = e^{tz}U_x e^{-\sigma x} e^{\sigma z}U_{y1/2}(1) = e^{tz}U_x(y^{-1}) = e^{tz}\mu(x, y),
\]

so \(X\) is a Killing field. Moreover, if \(z = L_x + D\), then \(X(1) = z(1) = xp\) and \(DX_1 = \Gamma_1(z(1), -) = L_z(1) = L_x\). We know that given \(p \in \Omega\), the value of a Killing field \(V\) and its derivative in \(p\) determine \(V\), so we have all the Killing fields. By means of Theorem 3.20, we can further state that

**Proposition 3.34.** The unique Killing field \(X\) in \((\Omega, \nabla)\) with \(X(1) = x \in V = T_1\Omega\) and \(\nabla X(1) = 0\) (i.e. \(DX_1 = L_x = \Gamma_1(x, -)\)) is given by \(X(p) = p \circ x\). It’s flow is \(\rho_t(p) = e^{tL_x}(p) = U_{e^{tx/2}}(p)\).

**Remark 3.35** (The case of a special Jordan algebra). In the case of a special Jordan algebra, this results are maybe well-known: as \(U_x y = xyx\) with the associative product, then straightforward computations show that

\[
\mu(x, y) = x \cdot y = xy^{-1}x \quad \mu_s(v, w) = v \cdot w = xy^{-1}v + vy^{-1}x - xy^{-1}wy^{-1}x
\]

\[
F_x(v) = vx^{-1}v \quad \Gamma_x(v, w) = 1/2(vx^{-1}w + wx^{-1}v)
\]

\[
\frac{DX}{dt} = \frac{dX}{dt} - 1/2(\dot{\gamma} \gamma^{-1} X + X \gamma^{-1} \dot{\gamma}) \quad \exp_x(v) = x^{1/2}e^{x^{-1/2}v x^{-1/2}}x^{1/2}.
\]

The geodesic joining \(x, y\) is \(\alpha_{x,y}(t) = x^{1/2}e^{t \log (x^{-1/2}yx^{-1/2})}x^{1/2}\). Parallel transport along the geodesic joining \(x, y\) is then

\[
P^{x+y}(\alpha_{x,y})(v) = x^{1/2}(x^{-1/2}yx^{-1/2})^{1/2}x^{-1/2}v x^{-1/2}(x^{-1/2}yx^{-1/2})^{1/2}x^{1/2}.
\]

If we write \(V = p^{1/2}v p^{1/2}\), and likewise for \(W, Z\), then the curvature tensor at \(p \in \Omega\) is given by

\[
R_p(V, W)Z = 1/4 p^{1/2}[[v, w], z]p^{1/2}.
\]

The unique Killing field \(X\) in \(\Omega\) with \(X(1) = x \in V\) and \(DX_1 = L_x = \Gamma_1(x, -)\) is given by \(X(p) = 1/2(xp + px)\) and its flow is \(\rho_t(p) = e^{tx/2}pe^{tx/2}\).
4. Finsler metric and geodesic distance in \( \Omega \)

The positive cone \( \Omega \) carries a natural Finsler metric, where the Finsler norm at each tangent space \( T_p\Omega \) is defined as

\[
\|v\|_p = \|U_p^{-1/2}v\| = \|U_p^{-1/2}v\|.
\]

This structure is discussed in detail in [16], [29] and more recently in [11]. Consider the rectifiable length

\[
\text{Length}_\Omega(\gamma) = \int_a^b \|\dot{\gamma}(t)\|_{\gamma(t)} dt,
\]

and its rectifiable distance

\[
\text{dist}_\Omega(p, q) = \inf_{\gamma} \text{Length}_\Omega(\gamma),
\]

where the infimum is taken from all piecewise \( C^1 \) paths \( \gamma \in \Omega \) joining \( p, q \). This defines a metric in \( \Omega \), and since the Finsler norm is compatible, the manifold topology of \( \Omega \) (the norm topology of \( V \)) is the same as the topology induced by this metric in \( \Omega \) (see [12, Section 1] and [31, Proposition 12.22]).

**Remark 4.1** (\( G(\Omega) \)-invariance). The Finsler metric is invariant for the action of the group \( G(\Omega) \) in \( T\Omega \): if \( g \in G(\Omega) \) and \( p \in \Omega \) then

\[
U_{(gp)^{-1/2}g} = U_{(gp)^{-1/2}} - \frac{1}{2} = 1,
\]

and since \( k = U_{(gp)^{-1/2}g} U_{p^{1/2}} \in G(\Omega) \), it must be that \( k \in \text{Aut}(V) \) [22, Proposition 3.22]. Hence

\[
U_{(gp)^{-1/2}g} = kU_p^{-1/2}
\]

for some \( k \in \text{Aut}(V) \), and then

\[
\|gv\|_{gp} = \|U_{gp}^{-1/2}gv\| = \|kU_p^{-1/2}v\| = \|U_p^{-1/2}v\| = \|v\|_p,
\]

since every automorphism of \( G(\Omega) \) is an isometry [22, Proposition 3.22]. Hence both the length of paths and the distance are invariant for the action of the group \( G(\Omega) \).

Moreover, since parallel transport along geodesics is implemented by the Inner Structure group (Proposition 3.31), and this implementation is the same that moves the base point, it is then apparent that

**Corollary 4.2.** Parallel transport along geodesics is isometric for the Finsler metric in \( \Omega \). In particular geodesics of the connection \( \alpha(t) = U_p^{1/2} \exp(lU_p^{-1/2}v) \) have constant speed

\[
\|U_{\alpha^{-1/2}\alpha'}\| = \|\alpha'\|_{\alpha_t} = \|P^t_0(\alpha)\alpha'_0\| = \|\alpha'_0\|_{\alpha_0} = \|U_p^{-1/2}v\|.
\]

The speed at the Lie algebra of any path can be expressed in terms of the \( L \) operators as follows:

**Lemma 4.3.** Let \( \Gamma \subset V \) be a piecewise smooth path and let \( \gamma = e^\Gamma \subset \Omega \). Then

\[
U_{\gamma^{-1/2}\gamma'} = \{G(\text{ad} L_\Gamma)L_\Gamma^{-1}\}(1)
\]

where \( G \) is the real analytic map \( G(\lambda) = \frac{\sinh(\lambda)}{\lambda} \).
Proof. Note that $U_{\gamma^{-1/2}} = U_{e^{\gamma/2}} = e^{-Lt}$; moreover, $\gamma = e^T = U_{e^{T/2}}(1)$. Then, considering the map $F(\lambda) = \frac{1-e^{-\lambda}}{\lambda}$, $F(0) = 1$, we have that

$$\gamma' = (U_{e^{T/2}}(1))' = (e^{LT})'(1) = \{e^{LT} F(\text{ad } L_T)(L_T^r)\}(1)$$

due to the well-known formula for the differential of the exponential map in associative Banach algebras (see for instance [20, Remark 23]). Then,

$$U_{\gamma^{-1/2}} \gamma' = e^{-LT} e^{LT} F(\text{ad } L_T) L_T^r(1) = F(\text{ad } L_T) L_T^r(1).$$

As for every $x$, $y$ in $V$ we have that $[L_x, L_y]$ is a derivation, we have that the odd terms of $F(\text{ad } L_x) L_y$ disappear if we evaluate in $1$. Moreover,

$$F(\lambda) = \frac{1-e^{-\lambda}}{\lambda} = \frac{1 - \cosh(\lambda) + \sinh(\lambda)}{\lambda},$$

so the even terms of $F(\lambda)$ are the terms of $G(\lambda) = \frac{\sinh(\lambda)}{\lambda}$. Then

$$U_{\gamma^{-1/2}} \gamma' = G(\text{ad } L_T) L_T^r(1).$$

All the previous remarks and results of this section still hold in place if we replace the order norm of $V = T_1 \Omega$ with any equivalent $G(\Omega)$-invariant norm in $V$.

Remark 4.4. Let $C(x, y)$ be the closed subalgebra of a JB-algebra generated by two elements $x, y$ and $1$. By the Shirshov–Cohn Theorem [32, Proposition 2.1], it is isometrically isomorphic to a Jordan algebra of self-adjoint operators on a complex Hilbert space. In other words, it can be represented isometrically into a $C^*$ algebra with its special Jordan product.

Lemma 4.5. Let $x, y \in V$, let $\pi : C(x, y) \rightarrow B(H)$ be any isometric representation of the closed JB-algebra generated by $1, x, y$ into a Hilbert space. Then for $G(\lambda) = \frac{\sinh(\lambda)}{\lambda}$ we have

$$\pi (G(\text{ad } L_x)(L_y)(1)) = G \left( \frac{\pi(x)}{2} \right) \pi(y).$$

Proof. It is well-known that for associative Banach algebras, for every pair of elements $T$ and $S$

$$\frac{\sinh(\text{ad } T)}{\text{ad } T}(S) = \int_0^1 e^{(2s-1)T} S e^{(1-2s)T} ds,$$

see for instance [20, Remark 23]. We apply this formula in $B(V)$ with $T = L_x$ and $S = L_y$ for $x, y \in V$. If we call $I \in V$ the evaluation of this operator in $v = 1$, we get

$$I = \frac{\sinh(\text{ad } L_x)}{\text{ad } L_x}(L_y)(1) = \int_0^1 e^{(2s-1)L_x} L_y e^{(1-2s)L_x} ds(1)$$

$$= \int_0^1 e^{(2s-1)L_x} L_y e^{(1-2s)L_x} (1) ds = \int_0^1 e^{(2s-1)L_x} L_y U_{e^{(1/2-s)x}} ds(1)$$

$$= \int_0^1 e^{(2s-1)L_x} L_y e^{(1-2s)x} ds = \int_0^1 U_{e^{(s-1/2)x}} (y \circ e^{(1-2s)x}) ds.$$

Note that the integrand of $I$ belongs to $C(x, y)$ for every $s \in [0, 1]$. Then, so does $I$. As the integrand belongs to $C(x, y)$, the representation $\pi$ commutes with the integral.
Then, applying $\pi$ to $I$ we have
\[
\pi(I) = \pi \left( \int_0^1 U_{e^{(s-1/2)x}} \left( y \circ e^{(1-2s)x} \right) ds \right) = \int_0^1 U_{e^{(s-1/2)\pi(x)}} \left( \pi(y) \circ e^{(1-2s)\pi(x)} \right) ds
\]
\[
= \int_0^1 \frac{1}{2} e^{(s-1/2)\pi(x)} \left( \pi(y) e^{(1-2s)\pi(x)} + e^{(1-2s)\pi(x)} \pi(y) \right) e^{(s-1/2)\pi(x)} ds
\]
\[
= \frac{1}{2} \left( \sinh(\text{ad}(\frac{\pi(x)}{2})) + \sinh(\text{ad}(\frac{-\pi(x)}{2})) \right) \pi(y) = \frac{\sinh(\text{ad}(\frac{\pi(x)}{2}))}{\text{ad}(\frac{\pi(x)}{2})} \pi(y),
\]
where the last equality holds because $\sinh(\lambda)/\lambda$ is an even map.

**Corollary 4.6.** Let $\gamma_t = e^{\Gamma_t}$ be a smooth path in $\Omega$. For each $t \in [a, b] = \text{Dom}(\gamma)$, let $\pi_t$ be any isometric representation of the JB-algebra generated by $1, \Gamma_t, \Gamma'_t \in V$ into a special Jordan algebra. Then
\[
\pi_t(U_{-1/2} \gamma_t') = G(\text{ad} \pi_t \Gamma_t/2) \pi_t(\Gamma'_t).
\]
In particular both operators have the same spectrum, and if the eigenvalues of $U_{-1/2} \gamma_t'$ are isolated, their multiplicity is the same for both operators.

**Proof.** We apply the the previous lemma to $x = \Gamma_t, y = \Gamma'_t$, and we combine it with Lemma 4.3 to obtain the equality. Then the assertions on the spectrum follow because the spectrum (and its multiplicity) is invariant for $\pi$.

With this it is immediate the optimality of the connection geodesics for the Finsler invariant metric in $\Omega$. In [30] the reader can find a completely different proof. See also [29, Remark 6.6] for the proof in the infinite dimensional setting, and also [8] for the particular setting of $C^*$-algebras. We will show in the next section how our new proof enables the generalization of this result to any metric in $\Omega$ induced by a symmetric norm in $V$.

**Theorem 4.7.** The geodesic $\alpha(t) = U_{p^{1/2}} \exp(t U_{p^{-1/2}} v)$ is minimizing for $\text{dist}_\Omega$ in $\Omega$, i.e.
\[
\text{Length}_\Omega(\alpha) = \|U_{p^{-1/2}} v\| = \text{dist}_\Omega(\alpha(0), \alpha(1)).
\]

**Proof.** We will prove the theorem for geodesics $\alpha$ such that $\alpha(0) = 1$. As the metric is invariant for the transitive action of the group $G(\Omega)$, this will prove the result for all geodesics. So assume that $\alpha(t) = e^{tv}$ for some $v \in V$. Take $\gamma = e^{\Gamma}$ a smooth path in $\Omega$. By the previous results, and using that each $\pi_t$ is isometric, we have
\[
\|\gamma'\|_\gamma = \|U_{-1/2} \gamma'\| = \|G(\text{ad} L_{\Gamma'}) L_{\Gamma'}(1)\| = \|\pi(G(\text{ad} L_{\Gamma}) L_{\Gamma'}(1))\|
\]
\[
= \|\frac{\sinh(\text{ad} \pi(\Gamma)/2))}{\text{ad} \pi(\Gamma)/2} \pi(\Gamma')\|.
\]
Now, since $X = \pi(\Gamma)/2$ is a self-adjoint operator of a $C^*$-algebra, we can apply [20, Remark 23], obtaining $\|\gamma'\|_\gamma \geq \|\Gamma'\|$. Finally, if $\gamma = e^{\Gamma} \subset \Omega$ joins $1, e^v$, it must be
that $\Gamma(0) = 0$, $\Gamma(1) = v$, and then
\[\text{Length}_\Omega(\gamma) = \int ||\gamma'||_\gamma \geq \int ||\Gamma'|| = \text{Length}_V(\Gamma) \geq ||v|| = \text{Length}_\Omega(\alpha),\]

since in any Banach space $(V, || \cdot ||)$ the length of any smooth path joining $0, v$ is at least $||v||$. This proves that $\alpha$ is shorter than any other piecewise smooth path joining the given endpoints, and we are done. □

**Remark 4.8** (Thompson’s part metric). If $p, q \in \Omega$, then by Remark 3.30 and the previous theorem
\[\text{dist}_\Omega(p, q) = ||\log(U_{p-1/2}q)|| = ||\log(U_{q-1/2}p)||,
\]
this is Thompson’s part metric for a cone described by Nussbaum [30]. It was proved by Lawson and Lim that this distance among two geodesics in $\Omega$ is a convex function of the time parameter [23]; theirs is a generalization of the theorem by Corach, Porta and Recht for $C^*$-algebras obtained in [9]. For a discussion on the conditions for the uniqueness of geodesics among $p, q \in \Omega$, and the isometries of this metric, see Lemmens, Roelands and Wortel papers [24, 25] and the references therein.

4.1. **Symmetric Gauge norms in $\Omega$.** If $V$ is finite dimensional, we can consider a symmetric gauge invariant function $\phi : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$, which is permutation invariant (see [4, Chapter IV]). Let $s_k(x) \in \mathbb{R}_{\geq 0}$ be the modulus of the eigenvalues of $x$, counted with multiplicity and in decreasing order. Then we can define an equivalent norm in $V$ by means of
\[\|x\|_\phi = \phi(s_1(x), s_2(x), \ldots, s_n(x)).\]
Clearly $\| \cdot \|_\phi$ is positive, non-degenerate and homogeneous. To prove that it is subadditive, take a representation $\pi$ of the closed JB-algebra generated by $x, y \in V$ (Remark 4.4) into $\mathbb{C}^n$. Then the representation preserves the eigenvalues and their multiplicity, hence
\[
\|x + y\|_\phi = \phi(s_i(x + y)) = \phi(s_i(\pi(x + y))) = \phi(s_i(\pi(x) + \pi(y))) \\
\leq \phi(s_i(\pi(x))) + \phi(s_i(\pi(y))) = \phi(s_i(x)) + \phi(s_i(y)) = \|x\|_\phi + \|y\|_\phi,
\]
where the inequality is due to the majorization inequalities [4, Theorem IV.2.1].

We now can give the cone $\Omega$ the Finsler structure induced by the action of $G(\Omega)$ and this gauge norm: define
\[\|v\|_p = \|U_{p-1/2}v\|_\phi, \quad p \in \Omega, \ v \in T_p\Omega \simeq V.
\]
If $g \in G(\Omega)$ and $p \in \Omega$ recall from Remark 4.1 that $k = U_{(gp)-1/2}gU_{p,1/2} \in \text{Aut}(V)$. Hence
\[\|gv\|_{gp} = \|U^{-1/2}_{gp}gv\|_\phi = \|kU_{p-1/2}v\|_\phi = \|U_{p-1/2}v\|_\phi = \|v\|_p,
\]
since every automorphism of $G(\Omega)$ preserves the spectrum and its multiplicity. Hence the length of paths $\text{Length}_\phi$ and the rectifiable distance $\text{dist}_\phi$ are again invariant for the action of the group $G(\Omega)$.

Let $\alpha(t) = U_{\rho/2} \exp(t U_{\rho-1/2} v)$ be the geodesic of the symmetric space structure of $\Omega$. With the same proof as Corollary 4.2, parallel transport along $\alpha$ is an isometry of $(\Omega, \text{dist}_\phi)$. We now prove that geodesics are also minimizing for the gauge norm distance:

**Theorem 4.9.** Let $V$ be a finite dimensional Jordan algebra and consider any symmetric gauge norm in $V$ as in (10). Then the geodesics of the symmetric space connection of $\Omega$ are minimizing, i.e.

$$\text{Length}_\phi(\alpha) = \|U_{\rho-1/2} v\|_\phi = \text{dist}_\phi(\alpha(0), \alpha(1)).$$

Moreover, if the symmetric gauge norm is strictly convex, then geodesics are the unique minimizing paths.

**Proof.** Again, by the invariance of the action of $G(\Omega)$ it suffices to prove that $\alpha(t) = e^{tv}$ is minimizing. Let $\gamma = e^\Gamma \subset \Omega$ be any piecewise $C^1$ path with $\Gamma(0) = 0, \Gamma(1) = v$. By Corollary 4.6, we know that for each $t$, the element $U_{\gamma_t^{-1/2} \gamma_t'}$ and the operator $G(\text{ad} \pi_t \Gamma_t/2) \pi_t(\Gamma_t')$ have the same eigenvalues, and with the same multiplicity. Hence

$$\|\gamma_t'\|_{\gamma_t} = \|U_{\gamma_t^{-1/2} \gamma_t'}\|_\phi = \phi(s_4(G(\text{ad} \pi_t \Gamma_t/2) \pi_t(\Gamma_t'))),$$

where the norm on the right is the symmetric gauge norm induced by $\phi$ in $M_n(\mathbb{C}) = \mathcal{B}(\mathbb{C}^n)$, of the self-adjoint operator $G(\text{ad} \pi_t \Gamma_t/2) \pi_t(\Gamma_t')$. Now again by [20, Remark 23], since $\pi_t \Gamma_t$ is self-adjoint, we have that

$$\|G(\text{ad} \pi_t \Gamma_t/2) \pi_t(\Gamma_t')\|_\phi = \|\frac{\sinh(\text{ad} \pi(\Gamma_t)/2)}{\text{ad} \pi(\Gamma_t)/2} \pi(\Gamma_t')\|_\phi \geq \|\Gamma_t'\|_\phi.$$

Then as in the proof of Theorem 4.7

$$\text{Length}_\phi(\gamma) = \int |\gamma'|_{\gamma} \geq \int ||\Gamma'\|_\phi = \text{Length}_\phi(\Gamma) \geq \|v\|_\phi = \text{Length}_\phi(\alpha),$$

showing that the geodesic is minimizing. Now if $\text{Length}_\phi(\gamma) = \text{Length}_\phi(\alpha)$, then in particular it must be that $\text{Length}_\phi(\Gamma) = \|v\|_\phi$, and if the norm is strictly convex, this is only possible if $\Gamma(t) = tv$. Therefore $\gamma(t) = e^{tv}$ is a geodesic. $\square$

A generalization of these minimality results for infinite dimensional $JBW$-algebras and their symmetric gauge norms will appear elsewhere.

5. **Finsler metrics in $G(\Omega)$**

We will now turn to define a Finsler norm in $G(\Omega)$.

**Definition 5.1.** If $H \in \text{Lie}(G(\Omega)) = \text{str}(V) \subset \mathcal{B}(V)$, consider $\|H\| = \|H\|_\infty$ the supremum norm of $H$ as a linear operator acting on $V$. If $H \in T_g G(\Omega) = g \text{str}(V)$, we define

$$\|H\|_g = \|g^{-1}H\|.$$
This is a left-invariant Finsler norm in $G(\Omega)$. Moreover, since every $k \in \text{Aut}(V)$ is an isometry, and we can identify $T_g G(\Omega) \cdot k = T_{gk} G(\Omega)$, we have
\[
\| Hk \|_{gk} = \| k^{-1} g^{-1} Hk \| = \| g^{-1} H \| = \| H \|_g,
\]
thus this norm is right-invariant (hence bi-invariant) for the action of the group $\text{Aut}(V)$.

**Definition 5.2.** The length of a piecewise $C^1$ path $\alpha : [a, b] \to G(\Omega)$ is
\[
\text{Length}_{G(\Omega)}(\alpha) = \int_a^b \| \dot{\alpha}(t) \|_{\alpha(t)} dt.
\]
and the distance among $g, h \in G(\Omega)$ is given by
\[
\text{dist}_{G(\Omega)}(g, h) = \inf_{\alpha} \text{Length}_{G(\Omega)}(\alpha),
\]
where the infimum is taken over all the paths $\alpha \subset G(\Omega)$ joining $g$ and $h$. Note that this distance is left-invariant as for every smooth path $\alpha$ the map $g\alpha$ is also smooth. Moreover, both the length and the distance are bi-invariant for the action of the subgroup $\text{Aut}(V)$. Using the continuity of the inverse in $GL(V)$ and of multiplication in $B(V)$, and the fact that $G(\Omega)$ is an embedded submanifold of $GL(V)$, it is not hard to check that the Finsler structure is compatible with the manifold structure (see [31, Proposition 12.22]). Thus the topology of the rectifiable distance $\text{dist}_{G(\Omega)}$ matches the topology of the Banach-Lie group $G(\Omega)$ (which is the norm topology of $B(V)$ by Remark 2.11).

As mentioned in Remark 3.9, the geodesics of $\text{Aut}(V)$ for the quadratic spray given in Definition 3.7 are the one-parameter groups $t \mapsto ke^{tD}$, with $k \in \text{Aut}(V)$ and $D \in \text{Der}(V)$. We now show that these are minimizing path for the (restricted) Finsler structure of $\text{Aut}(V)$.

**Theorem 5.3.** Let $k \in \text{Aut}(V)$, $D \in \text{Der}(V)$ such that $\| D \| < \pi/2$. Consider the geodesic $\delta(t) = ke^{tD}$, then $\delta$ is minimizing in $\text{Aut}(V)$, i.e.
\[
\text{dist}_{\text{Aut}(V)}(k, ke^{D}) = \| D \| = \text{Length}(\delta).
\]
Moreover, if $\gamma \subset \text{Aut}(V)$ is any piecewise $C^1$ path joining $k, ke^{D}$ such that $\text{Length}(\Gamma) = \| D \|$, then for any unit norm functional $\varphi \in \text{Der}^*(V)$ such that $\varphi(D) = \| D \|$, we have that $\gamma_{t}^{-1}\gamma'_{t}$ sits inside the same face of the sphere $F_{\varphi} = \varphi^{-1}(\| D \|)$ for all $t$. In particular, if the norm is smooth at $D$, then the unique geodesic is $\delta$.

**Proof.** By [22, Theorem 3.17], the exponential map of $B(V)$ is a diffeomorphisms of the ball of radius $\pi/2$ in $\text{Der}(V)$ onto its image in $\text{Aut}(V)$, which is an open neighbourhood of $Id \in \text{Aut}(V)$. Then the minimality of the one-parameter group follows from [21, Theorem 4.11 and Theorem 4.22].

5.1. **The quotient distances in** $\Omega = G(\Omega) / \text{Aut}(V)$. With the above distance in $G(\Omega)$, we can define a quotient distance in $\Omega$. Given two elements in the cone, the distance between them will be the distance between their respective fibers.
Definition 5.4. Take $x, y \in \Omega$ and take $g, h \in G(\Omega)$ such that $g(1) = x$, $h(1) = y$. Define

$$d'(x, y) = \text{dist}_{G(\Omega)}(g \text{Aut}(V), h \text{Aut}(V)) = \inf_{k_1, k_2 \in \text{Aut}(V)} \text{dist}_{G(\Omega)}(gk_1, hk_2).$$

Proposition 5.5. $d'$ is a well defined $G(\Omega)$-invariant distance in $\Omega$.

Proof. If $g_1(1) = g_2(1)$, then $g_1 \text{Aut}(V) = g_2 \text{Aut}(V)$, then $d'$ is well defined. As $\text{dist}_{G(\Omega)}$ is right-invariant for the action of $\text{Aut}(V)$, we have

$$d'(x, y) = \text{dist}_{G(\Omega)}(g \text{Aut}(V), h \text{Aut}(V)) = \text{dist}_{G(\Omega)}(g, h \text{Aut}(V)) \leq \text{dist}_{G(\Omega)}(g, h).$$

The distance from a point to a closed set is positive, so $d'$ is a distance. Moreover, as $\text{dist}_{G(\Omega)}$ is also left-invariant, for any $f \in G(\Omega)$ we have

$$d'(fx, fy) = \text{dist}_{G(\Omega)}(fg, fh \text{Aut}(V)) = \text{dist}_{G(\Omega)}((fh)^{-1}fg, \text{Aut}(V))$$

$$= \text{dist}_{G(\Omega)}(h^{-1}g, \text{Aut}(V)) = \text{dist}_{G(\Omega)}(g, h \text{Aut}(V)) = d'(x, y),$$

so $d'$ is invariant for the action of $G(\Omega)$. □

We will soon show that this distance $d'$ is in fact equal to the rectifiable distance $\text{dist}_{\Omega}$ defined in Section 4 by means of the Finsler norms.

5.1.1. The metric of $\Omega$ as a quotient Finsler metric. We now consider the following invariant norm in $T\Omega$:

Definition 5.6. Let $Z \in T_g G(\Omega) = g \text{str}(V)$, let $Z(1) = z \in V = T_g(1)\Omega$. Consider the quotient Finsler norm, which is the quantity at $g(1) \in \Omega$ given by

$$\|z\|_g = \inf_{D \in \text{Der}(V)} \|Z - gD\|_g = \text{dist}_{\|\cdot\|_\infty}(g^{-1}Z, \text{Der}(V)).$$

Lemma 5.7. The quotient norm in $T\Omega$ is equal to the Finsler norm $\|v\|_p = \|U_{p^{-1/2}}v\|$ of Section 4, in particular it is a good definition and it does not depend on the $Z$ such that $Z(1) = z$.

Proof. Let $g \in G(\Omega)$, let $Z = g(L_x + D_0) \in T_g \text{Str}(V)$. Then $Z(1) = gx$ thus

$$\|Z - gD\|_g = \|L_x + D_0 - D\| \geq \|(L_x + D_0 - D)(1)\| = \|x\| = \|g^{-1}Z(1)\|$$

and taking infimum over $D \in \text{Der}(V)$ we see that $\|Z(1)\|_g \geq \|g^{-1}Z(1)\|$. On the other hand by considering the special case of $D = D_0$ in the infimum we see that

$$\|Z(1)\|_g \leq \|g(L_x + D_0) - gD_0\|_g = \|L_x\| = \|x\| = \|g^{-1}Z(1)\|.$$ 

Thus if we write $p = g(1) \in \Omega$, it must be $g = U_{p^{1/2}}k$ for some automorphism $k$, and then

$$\|Z(1)\|_g = \|g^{-1}Z(1)\| = \|k^{-1}U_{p^{-1/2}}Z(1)\| = \|U_{p^{-1/2}}Z(1)\|. \quad \square$$

5.2. Comparing both distances. Our goal in this section is to prove that $d' = \text{dist}_{\Omega}$ in $\Omega$.

Lemma 5.8. Let $\gamma$ join $x, y \in \Omega$, let $\Lambda$ be any lift of $\gamma$ to $G(\Omega)$. Then $\text{Length}_{G(\Omega)}(\gamma) \leq \text{Length}_{G(\Omega)}(\Lambda)$. Moreover for every $x, y \in \Omega$ we have that $\text{dist}_{\Omega}(x, y) \leq d'(x, y)$. 

Proof. We compute the speed of $\gamma$ using the previous lemma:

$$\|\gamma\| = \inf_{D \in \text{Der}(V)} \|\Lambda' - \Lambda D\| \leq \|\Lambda'\|_\Lambda.$$  

This implies that $\text{Length}_{\Omega}(\gamma) \leq \text{Length}_{G(\Omega)}(\Lambda)$. Now take $\gamma = e^A$ a path joining $x$ to $y$ in $\Omega$, as the path $\gamma$ and its lift are arbitrary, taking infimum we have that

$$\text{dist}_{\Omega}(x, y) \leq \text{dist}_{G(\Omega)}(\Lambda_0, \Lambda_1).$$

We have to prove that for every pair $k_1, k_2 \in \text{Aut}(V)$ we have that $\text{dist}_{\Omega}(x, y) \leq \text{dist}_{G(\Omega)}(U_{x_1/2k_1}, U_{y_1/2k_2})$. Then, taking infimum we will have the desired conclusion. If $k_1, k_2$ are in different connected components, $\text{dist}_{G(\Omega)}(U_{x_1/2k_1}, U_{y_1/2k_2}) = \infty$, so we can assume they are in the same connected component. Take $k_t$ a smooth path joining $k_1$ and $k_2$ in $\text{Aut}(V)$, $t \in [1, 2]$. Now we consider the path $\Lambda_t = U_{\gamma t/2k_t}$, which is a smooth lift of $\gamma$ to $G(\Omega)$, as $k_t(1) = 1$ for every $t$. As shown above,

$$\text{dist}_{\Omega}(x, y) \leq \text{dist}_{G(\Omega)}(\Lambda_0, \Lambda_1) = \text{dist}_{G(\Omega)}(U_{x_1/2k_1}, U_{y_1/2k_2}),$$

and this finishes the proof. \qed

Definition 5.9 (Isometric lifts). Given a piecewise smooth path $\gamma_t \subset \Omega$, we call a piecewise smooth path $\Lambda_t \subset G(\Omega)$ an isometric lift of $\gamma$ if it is a lift of $\gamma$ and $\text{Length}_{\Omega}(\gamma) = \text{Length}_{G(\Omega)}(\Lambda)$. We call it an $\varepsilon$-isometric lift if

$$\text{Length}_{\Omega}(\gamma) \leq \text{Length}_{G(\Omega)}(\Lambda) + \varepsilon.$$  

As $q : G(\Omega) \to \Omega$ given by $g \mapsto g \cdot p = g(p)$ is a smooth submersion and a quotient map (Remark 3.22), it was proved in [21, Theorem 3.25] that every path $\gamma$ has an $\varepsilon$-isometric lift for every positive $\varepsilon$, and this is sufficient to prove the reversed inequality $d'(x, y) \leq \text{dist}_{\Omega}(x, y)$ for our distances in $\Omega$. In our particular case, however, we will be able to find an isometric lift, as we have a good decomposition of every element in $G(\Omega)$.

Remark 5.10. For $\Gamma$ to be an isometric lift, it has to be a horizontal lift, i.e. a lift for which $\Lambda^{-1}\Lambda' \in \mathbb{L}$. This is because, as we have seen before, $\|L + D\| \geq \|L\|$ for every $D$ derivation and $L \in \mathbb{L}$, so an horizontal lift always has shorter length.

Remark 5.11 (V-identities). Recall the V-operators,

$$V_{x,y}(z) = U_{x,z}(y) = U_{x,z}(y) = L_x L_z y + L_z L_x y - L_{xz} y = x(y) + z(xy) - y(xz),$$

for $x, y, z \in V$, therefore

$$V_{x,y} = L_x L_y - L_y L_x + L_{xy} = [L_x, L_y] + L_{xy}$$

and then $\nabla_{x,y} = [L_x, L_y] - L_{xy} = -V_{y,x}$ by Lemma 3.23. Moreover, we also obtain

$$V_{a,b} + V_{b,a} = L_{2ab} \quad \text{and} \quad V_{a,b} - V_{b,a} = [L_a, L_b].$$

The following identity holds (it can be established in a special Jordan algebra, and then by means of the theorem of McDonald [15, Section I.9], it holds on any Jordan
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Moreover, this lift is isometric.

Now note that for every automorphism \( \gamma \subseteq \Omega \) we have that \( \Lambda = U_{\gamma/2} k_t \) where \( k_t \) is a path of automorphisms.

**Lemma 5.12.** Let \( \gamma \subseteq \Omega \) be smooth, let \( \Lambda = U_{\gamma/2} k_t \) be any smooth lift of \( \gamma \), where \( k_t \subseteq \text{Aut}(V) \). Then the horizontal-vertical decomposition \( \Lambda^{-1} \Lambda' = L\Omega + D_\gamma \subseteq L \oplus \text{Der}(V) \) is given by

\[
H_\gamma(t) = 2k_t^{-1} (L_{\gamma/2}(\gamma/2)) k_t, \\
D_\gamma(t) = k_t^{-1} [L_{\gamma/2}, L_{(\gamma/2)}] k_t + k_t^{-1} k_t'.
\]

**Proof.** We have by (12)

\[
\Lambda^{-1} \Lambda' = k^{-1} U_{\gamma/2} (U_{\gamma/2})' k + k^{-1} k' = 2k^{-1} U_{\gamma/2} U_{\gamma/2}(\gamma/2) k + k^{-1} k'.
\]

Moreover, if we write for \( T \in \text{str}(V) \) by means of Lemma 3.23 the decomposition \( T = \frac{T+T}{2} + \frac{T-T}{2} \), the first summand is a derivation and the second is an \( L \) operator. Then, as for every \( V \) operator we have \( \overline{V_{x,y}} = -V_{y,x} \) by the previous remark, it follows that

\[
2V_{\gamma/2}(\gamma/2) = (V_{\gamma/2}(\gamma/2) + V_{\gamma/2}(\gamma/2)) (V_{\gamma/2}(\gamma/2) - V_{\gamma/2}(\gamma/2)).
\]

Now note that for every automorphism \( k \) we have that \( \overline{kHk^{-1}} = kHk^{-1} \). Then

\[
\Lambda^{-1} \Lambda' = k^{-1} 2V_{\gamma/2}(\gamma/2) k + k^{-1} k'
\]

\[
= k^{-1} (V_{\gamma/2}(\gamma/2) + V_{\gamma/2}(\gamma/2)) k + k^{-1} (V_{\gamma/2}(\gamma/2) - V_{\gamma/2}(\gamma/2)) k + k^{-1} k',
\]

thus

\[
k^{-1} (V_{\gamma/2}(\gamma/2) + V_{\gamma/2}(\gamma/2)) k + k^{-1} k'
\]

is the \( L \) component of \( \Lambda^{-1} \Lambda' \) and

\[
k^{-1} (V_{\gamma/2}(\gamma/2) - V_{\gamma/2}(\gamma/2)) k + k^{-1} k'
\]

is the derivation component of \( \Lambda^{-1} \Lambda' \). The proof finishes by applying the identities in (11).

**Proposition 5.13.** Given \( \gamma \) a piecewise smooth path in \( \Omega \) joining \( x \) to \( y \), there exists a unique horizontal lift \( \Lambda \subseteq G(\Omega) \) with \( \Lambda(0) = U_{\gamma/2} \). This lift is given by \( \Lambda = U_{\gamma/2} k_t \), where \( k_t \) is a path of automorphisms with initial point \( \text{Id} \), that satisfies the differential equation

\[
k_t' = [L_{(\gamma/2)}^2, L_{(\gamma/2)}] k_t.
\]

Moreover, this lift is isometric.
Proof. Note first that the differential equation has a solution inside $\text{Aut}(V)$, since the bracket of two $L$’s is a derivation. Then using Lemma 5.12, it is easy to check that $\Lambda = U_{\gamma_1/2}k_t$ is horizontal. Therefore horizontal lifts exist, and moreover they are unique because the solution of the differential equation with initial data $k_0 = Id$ is unique. Let us prove now that this lift is isometric. Let $\tilde{\Lambda}$ be any other lift of $\Lambda = U_{\gamma_1/2}k_t$ for $\hat{k}_t$ a smooth path of automorphisms. As for every $x \in V$ and $D \in \text{Der}(V)$ we have that $\|L_x + D\| \geq \|L_x\|$, the norm of $\tilde{\Lambda}^{-1}\tilde{\Lambda}'$ is greater than the norm of its $L$–component. Moreover, as automorphisms are isometries,

$$\|\tilde{\Lambda}^{-1}\tilde{\Lambda}'\| \geq \|\hat{k}_t^{-1}L_H, \hat{k}\| = \|k^{-1}L_H, k\| = \|\Lambda^{-1}\Lambda'\|.$$ 

Now let $\varepsilon > 0$, and let $\tilde{\Lambda}$ be an $\varepsilon$-lift of $\gamma$ as in [21, Theorem 3.25], then by Lemma 5.8 and the previous inequality

$$\text{Length}_{\Omega}(\gamma) \leq \text{Length}_{G(\Omega)}(\Lambda) \leq \text{Length}_{G(\Omega)}(\tilde{\Lambda}) \leq \text{Length}_{\Omega}(\gamma) + \varepsilon$$

Since $\varepsilon$ is arbitrary, it follows that $\Lambda$ is an isometric lift of $\gamma$. \qed

Theorem 5.14. For every $x, y \in \Omega$ we have $d'(x, y) = \text{dist}_{\Omega}(x, y)$.

Proof. The inequality $\text{dist}_{\Omega} \leq d'$ was obtained earlier in Lemma 5.8, let us prove that the other inequality holds. Let $\gamma$ be the geodesic of $\Omega$ joining $x, y$, let $\Lambda$ be the isometric lift of $\gamma$ that starts at $U_{x_0}k$. We have that $\Lambda$ finishes in $U_{y_0}k$ for some automorphism $k$. Then

$$d'(x, y) = \text{dist}_{G(\Omega)}(U_{x_1/2}\text{Aut}(V), U_{y_1/2}) \leq \text{dist}_{G(\Omega)}(U_{x_1/2}k^{-1}, U_{y_1/2})$$

$$\text{dist}_{G(\Omega)}(U_{x_1/2}, U_{y_1/2}k) \leq \text{Length}_{G(\Omega)}(\Lambda) = \text{Length}_{\Omega}(\gamma) = \text{dist}_{\Omega}(x, y).$$

Then $d'(x, y) \leq \text{dist}_{\Omega}(x, y)$. \qed

5.3. The metric geometry of $G(\Omega)$. We now return the problem of finding short paths for the Finsler metric introduced in $G(\Omega)$, with the help of the additional tools developed in the previous section.

Theorem 5.15 (Isometric lift of a geodesics). Let $\alpha_t = U_{p_0/2}e^{tv}$ be a geodesic of $\Omega$. Then the isometric lift $\Lambda \subset G(\Omega)$ of $\alpha$ is

$$\Lambda_t = U_{p_0/2}e^{tv} = U_{p_0/2}U_{e^{tv/2}}.$$

Proof. Note that $U_{p_0/2}e^{tv/2}(1) = U_{p_0/2}U_{e^{tv/2}}(1) = U_{p_0/2}e^{tv} = \alpha(t)$, therefore $\Lambda_t$ is a lift of $\alpha$. Since $\Lambda_t^{-1}\Lambda'_t = L_v$, we have that $\Lambda$ is horizontal and moreover

$$\text{Length}_{G(\Omega)}(\Lambda) = \int \|\Lambda^{-1}\Lambda'\| = \|L_v\| = \|v\| = \text{Length}_{\Omega}(\alpha)$$

therefore it is the isometric lift. \qed

From this we can characterize certain minimizing paths in $G(\Omega)$ and compute the distance:

Corollary 5.16. The geodesic $\Lambda_t = U_pe^{tv}$ is minimizing in $G(\Omega)$, i.e.

$$\text{Length}_{G(\Omega)}(\Lambda) = \|L_v\| = \|v\| = \text{dist}_{G(\Omega)}(\Lambda_0, \Lambda_t) = \text{dist}_{G(\Omega)}(U_p, U_pe^{tv}).$$
Proof. By the previous theorem, $\Lambda$ is an isometric lift of the minimizing geodesic $\alpha(t) = U_t e^{i\theta}$ in $\Omega$. Then if $\Phi$ is any path in $G(\Omega)$ joining the same endpoints than $\Lambda$, the path $\phi = \Phi(1)$ is a path in $\Omega$ joining the same endpoints than $\alpha$. Therefore by Lemma 5.8 and the fact that $\alpha$ is minimizing in $\Omega$, we have

$$\text{Length}_{G(\Omega)}(\Lambda) = \text{Length}_{\Omega}(\alpha) \leq \text{Length}_{\Omega}(\phi) \leq \text{Length}_{G(\Omega)}(\Phi),$$

therefore $\Lambda$ is minimizing in $G(\Omega)$.

This enables the following remark:

**Remark 5.17** (Distance from $Id$ to the fiber $e^{Lz} \text{Aut}(V)$). Every $g \in G(\Omega)$ can be written as $g = U_x k$ for some $x \in \Omega$ and $k \in \text{Aut}(V)$, the metric is left-invariant and $\text{Aut}(V)$-right-invariant, and the metric in $\Omega$ is the quotient metric. Therefore we can conclude, by the previous corollary, that for every $g \in G(\Omega)$ and $z \in V$ we have

$$\text{dist}_{G(\Omega)}(g, e^{Lz}) = \text{dist}_{G(\Omega)}(1, e^{Lz}) = \|z\| = \text{dist}_{G(\Omega)}(1, e^{Lz} \text{Aut}(V))$$

and $t \mapsto e^{Lt}$ is the optimal path between $Id \in G(\Omega)$ and the fiber $e^{Lz} \text{Aut}(V) \subset G(\Omega)$.

**Remark 5.18.** Let $D \in \mathfrak{Der}(V)$, let $\delta = -iD^C$ where $D^C$ is the complexification of $D$, i.e. $D^C(x + iy) = Dx + iDy$. Then it is easy to check that $\delta$ is a derivation in $V^C$. Moreover, it is a $*$-derivation i.e. $\delta(w^*) = -(\delta(w))^*$, where $(x + iy)^* = x - iy$ for $x, y \in V$ is the usual involution of the complexification. Then by [33, Corollary 10], we have that $\delta \in \text{Her} B(V^C)$ that is $\varphi(\delta) \subset \mathbb{R}$ for all $\varphi \in (B(V^C))^\ast$ such that $\varphi(Id) = 1 = \|\varphi\|$.

We already noted (and used repeatedly) that $\|L_x + D\| \geq \|L_x\|$, thus the derivations are in some sense orthogonal to $\mathbb{L}$ (this is the notion of Birkhoff orthogonality in normed spaces). Now we show that the $L$ operators are orthogonal to $\mathfrak{Der}(V)$ i.e.:

**Proposition 5.19.** Let $x \in V$, let $D \in \mathfrak{Der}(V)$. Then $\|L_x + D\| \geq \|D\|$.

**Proof.** Let $\varphi$ be a bounded linear functional in the dual of $B(V^C)^\ast$ such that $\varphi(Id) = 1 = \|\varphi\|$. Since $|z| \geq \pm \text{Im} z$ for any $z \in \mathbb{C}$, we have

$$\|L_x + D\| \geq |\varphi(L_x + D)| \geq \pm \text{Im} \varphi(L_x) \pm \text{Im} i\varphi(\delta),$$

where $\delta = -iD$ as in the previous remark. Now the operator $L_x$ is Hermitian, therefore $\varphi(L_x) \subset \mathbb{R}$, and so is $\delta$, hence $\|L_x + D\| \geq 0 \pm \varphi(\delta)$. Thus the numerical range of $\delta$ is in the interval bounded by $\|L_x + D\|$, i.e.

$$V(\delta) = \{\varphi(\delta) : \|\varphi\| = 1 = \varphi(Id)\} \subset [-\|L_x + D\|, \|L_x + D\|].$$

Let $\text{co}(C)$ denote the closed convex hull of the set $C \subset \mathbb{R}$. Since $\delta$ is Hermitian, we have $\text{co}(\sigma(\delta)) = V(\delta)$ and $\|\delta\| = r(\delta) = \max\{\lambda : \lambda \in V(\delta)\} \leq \|L_x + D\|$, see [5, §10] for details. Therefore $\|D\| = \|\delta\| \leq \|L_x + D\|$. \hfill $\square$

We know by Theorem 5.3 that the one-parameter groups $t \mapsto e^{tD}$ are optimal with respect to any other path $\Lambda \subset \text{Aut}(V)$ joining its endpoints. Since derivations are
also in good position with respect to $L$-operators, the question arises: is the one-parameter group in $\text{Aut}(V)$ optimal with respect to any other path $\Lambda \subset G(\Omega)$ joining its endpoints?
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