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Abstract

In recent years, ideas from statistics and scientific computing have begun to interact in increasingly sophisticated and fruitful ways with ideas from computer science and the theory of algorithms to aid in the development of improved worst-case algorithms that are useful for large-scale scientific and Internet data analysis problems. In this chapter, I will describe two recent examples—one having to do with selecting good columns or features from a (DNA Single Nucleotide Polymorphism) data matrix, and the other having to do with selecting good clusters or communities from a data graph (representing a social or information network)—that drew on ideas from both areas and that may serve as a model for exploiting complementary algorithmic and statistical perspectives in order to solve applied large-scale data analysis problems.

1 Introduction

In recent years, motivated in large part by technological advances in both scientific and Internet domains, there has been a great deal of interest in what may be broadly termed large-scale data analysis. In this chapter, I will focus on what seems to me to be a remarkable and inevitable trend in this increasingly-important area. This trend has to do with the convergence of two very different perspectives or worldviews on what are appropriate or interesting or fruitful ways to view the data. At the risk of oversimplifying a large body of diverse work, I would like to draw a distinction between what I will loosely term the algorithmic perspective and the statistical perspective on large-scale data analysis problems. By the former, I mean roughly the approach that one trained in computer science might adopt. From this perspective, primary concerns include database issues, algorithmic questions such as models of data access, and the worst-case running time of algorithms for a given objective function. By the latter, I mean roughly the approach that one trained in statistics (or some application area where strong domain-specific assumptions about the data may be made) might adopt. From this perspective, primary concerns include questions such as how well the objective functions being considered conform to the phenomenon under study and whether one can make reliable predictions about the world from the data at hand.

Although very different, these two approaches are certainly not incompatible. Moreover, in spite of peoples’ best efforts not to forge the union between these two worldviews, and instead to view the data from one perspective or another, depending on how one happened to be trained, the large-scale data analysis problems that we are increasingly facing—in scientific, Internet, financial,
etc. applications—are so important and so compelling—either from a business perspective, or an academic perspective, or an intellectual perspective, or a national security perspective, or from whatever perspective you find to be most compelling—that we are being forced to forge this union.

Thus, e.g., if one looks at the SIG-KDD meeting, ACM’s flagship meeting on data analysis, now (in 2010) versus 10 or 15 years ago, one sees a substantial shift away from more database-type issues toward topics that may be broadly termed statistical, e.g., that either involve explicit statistical modeling or involve making generative assumptions about data elements or network participants. And vice-versa—there has been a substantial shift in statistics, and especially in the natural and social sciences more generally, toward thinking in great detail about computational issues. Moreover, to the extent that statistics as an academic discipline is deferring on this matter, the relatively new area of machine learning is filling in the gap.

I should note that I personally began thinking about these issues some time ago. My Ph.D. was in computational statistical mechanics, and it involved a lot of Monte Carlo and molecular dynamics computations on liquid water and DNA-protein-water interactions. After my dissertation, I switched fields to theoretical computer science, where I did a lot of work on the theory (and then later on the application) of randomized algorithms for large-scale matrix problems. One of the things that struck me during this transition was the deep conceptual disconnect between these two areas. In computer science, we have a remarkable infrastructure of machinery—from complexity classes and data structuring and algorithmic models, to database management, computer architecture, and software engineering paradigms—for solving problems. On the other hand, it seems to me that there tends to be a remarkable lack of appreciation, and thus associated cavalierism, when it comes to understanding how the data can be messy and noisy and poorly-structured in ways that adversely affect how one can be confident in the conclusions that one draws about the world as a result of the output of one’s fast algorithms.

In this chapter, I would like to describe some of the fruits of this thought. To do so, I will focus on two very particular very applied problems in large-scale data analysis on which I have worked. The solution to these two problems benefited from taking advantage of the complementary algorithmic versus statistical perspectives in a novel way. In particular, we will see that, by understanding the statistical properties implicit in worst-case algorithms, we can make very strong claims about very applied problems. These claims would have been much more difficult to make and justify if one chose to view the problem from just one perspective or the other. The first problem has to do with selecting good features from a data matrix representing DNA microarray or DNA Single Nucleotide Polymorphism data. This is of interest, e.g., to geneticists who want to understand historical trends in population genetics, as well as to biomedical researchers interested in so-called personalized medicine. The second problem has to do with identifying, or certifying that there do not exist, good clusters or communities in a data graph representing a large social or information network. This is of interest in a wide range of applications, such as finding good clusters or micro-markets for query expansion or bucket testing in Internet advertising applications.

The applied results for these two problems have been reported previously in appropriate domain-specific (in this case, genetics and Internet) publications [96, 97, 85, 78, 77, 79], and I am indebted to my collaborators with whom I have discussed some of these ideas in preliminary form. Thus, rather than focusing on the genetic issues per se or the Internet advertising issues per se or the theoretical analysis per se, in this chapter I would like to focus on what was going on “under the hood” in terms of the interplay between the algorithmic and statistical perspectives. The hope is that these two examples can serve as a model for exploiting the complementary aspects of the
algorithmic and statistical perspectives in order to solve very applied large-scale data analysis problems more generally. As we will see, in neither of these two applications did we first perform statistical modeling, independent of algorithmic considerations, and then apply a computational procedure as a black box. This approach of more closely coupling the computational procedures used with statistical modeling or statistical understanding of the data seems particularly appropriate more generally for very large-scale data analysis problems, where design decisions are often made based on computational constraints but where it is of interest to understand the implicit statistical consequences of those decisions.

2 Diverse approaches to modern data analysis problems

Before proceeding, I would like in this section to set the stage by describing in somewhat more detail some of diverse approaches that have been brought to bear on modern data analysis problems. In particular, although the significant differences between the algorithmic perspective and the statistical perspective have been highlighted previously, they are worth reemphasizing.

A common view of the data in a database, in particular historically among computer scientists interested in data mining and knowledge discovery, has been that the data are an accounting or a record of everything that happened in a particular setting. For example, the database might consist of all the customer transactions over the course of a month, or it might consist of all the friendship links among members of a social networking site. From this perspective, the goal is to tabulate and process the data at hand to find interesting patterns, rules, and associations. An example of an association rule is the proverbial “People who buy beer between 5 p.m. and 7 p.m. also buy diapers at the same time.” The performance or quality of such a rule is judged by the fraction of the database that satisfies the rule exactly, which then boils down to the problem of finding frequent itemsets. This is a computationally hard problem, and much algorithmic work has been devoted to its exact or approximate solution under different models of data access.

A very different view of the data, more common among statisticians, is one of a particular random instantiation of an underlying process describing unobserved patterns in the world. In this case, the goal is to extract information about the world from the noisy or uncertain data that are observed. To achieve this, one might posit a model: \( \text{data} \sim F_{\theta} \) and \( \text{mean}(\text{data}) = g(\theta) \), where \( F_{\theta} \) is a distribution that describes the random variability of the data around the deterministic model \( g(\theta) \) of the data. Then, using this model, one would proceed to analyze the data to make inferences about the underlying processes and predictions about future observations. From this perspective, modeling the noise component or variability well is as important as modeling the mean structure.
well, in large part since understanding the former is necessary for understanding the quality of predictions made. With this approach, one can even make predictions about events that have yet to be observed. For example, one can assign a probability to the event that a given user at a given web site will click on a given advertisement presented at a given time of the day, even if this particular event does not exist in the database.

Although these two perspectives are certainly not incompatible, they are very different, and they lead one to ask very different questions of the data and of the structures that are used to model data. Recall that in many applications, graphs and matrices are common ways to model the data [57, 83]. For example, a common way to model a large social or information network is with an interaction graph model, \( G = (V, E) \), in which nodes in the vertex set \( V \) represent “entities” and the edges (whether directed, undirected, weighted or unweighted) in the edge set \( E \) represent “interactions” between pairs of entities. Alternatively, these and other data sets can be modeled as matrices, since an \( m \times n \) real-valued matrix \( A \) provides a natural structure for encoding information about \( m \) objects, each of which is described by \( n \) features. Thus, in the next two sections, I will describe two recent examples—one having to do with modeling data as matrices, and the other having to do with modeling data as a graph—of particular data analysis problems that benefited from taking advantage in novel ways of the respective strengths of the algorithmic and statistical perspectives.

3 Genetics applications and novel matrix algorithms

In this section, I will describe an algorithm for selecting a “good” set of exactly \( k \) columns (or, equivalently, exactly \( k \) rows) from an arbitrary \( m \times n \) matrix \( A \). This problem has been studied extensively in scientific computing and Numerical Linear Algebra (NLA), often motivated by the goal of finding a good basis with which to perform large-scale numerical computations. In addition, variants of this problem have recently received a great deal of attention in Theoretical Computer Science (TCS). More generally, problems of this sort arise in many data analysis applications, often in the context of finding a good set of features with which to describe the data or to perform tasks such as classification or regression.

3.1 Motivating genetics application

Recall that “the human genome” consists of a sequence of roughly 3 billion base pairs on 23 pairs of chromosomes, roughly 1.5% of which codes for approximately 20,000 to 25,000 proteins. A DNA microarray is a device that can be used to measure simultaneously the genome-wide response of the protein product of each of these genes for an individual or group of individuals in numerous different environmental conditions or disease states. This very coarse measure can, of course, hide the individual differences or polymorphic variations. There are numerous types of polymorphic variation, but the most amenable to large-scale applications is the analysis of Single Nucleotide Polymorphisms (SNPs), which are known locations in the human genome where two alternate nucleotide bases (or alleles, out of A, C, G, and T) are observed in a non-negligible fraction of the population. These SNPs occur quite frequently, ca. 1 b.p. per thousand, and thus they are effective genomic markers for the tracking of disease genes (i.e., they can be used to perform classification into sick and not sick) as well as population histories (i.e., they can be used to infer properties about population genetics and human evolutionary history).
In both cases, $m \times n$ matrices $A$ naturally arise, either as a people-by-gene matrix, in which $A_{ij}$ encodes information about the response of the $j^{th}$ gene in the $i^{th}$ individual/condition, or as people-by-SNP matrices, in which $A_{ij}$ encodes information about the value of the $j^{th}$ SNP in the $i^{th}$ individual. Thus, matrix computations have received attention in these applications \cite{2, 71, 87, 64, 80}. A common modus operandi in applying NLA and matrix techniques such as PCA and the SVD to to DNA microarray, DNA SNPs, and other data problems is:

- Model the people-by-gene or people-by-SNP data as an $m \times n$ matrix $A$.
- Perform the SVD (or related eigen-methods such as PCA or recently-popular manifold-based methods \cite{112, 101, 104} that boil down to the SVD) to compute a small number of eigengenes or eigenSNPs or eigenpeople that capture most of the information in the data matrix.
- Interpret the top eigenvectors as meaningful in terms of underlying biological processes; or apply a heuristic to obtain actual genes or actual SNPs from the corresponding eigenvectors in order to obtain such an interpretation.

In certain cases, such reification may lead to insight and such heuristics may be justified. (For instance, if the data happen to be drawn from a Guassian distribution, then the eigendirections tend to correspond to the axes of the corresponding ellipsoid, and there are many vectors that, up to noise, point along those directions.) In such cases, however, the justification comes from domain knowledge and not the mathematics \cite{59, 71, 85}. The reason is that the eigenvectors themselves, being mathematically defined abstractions, can be calculated for any data matrix and thus are not easily understandable in terms of processes generating the data: eigenSNPs (being linear combinations of SNPs) cannot be assayed; nor can eigengenes be isolated and purified; nor is one typically interested in how eigengenes respond to treatment when one visits a physician.

For this and other reasons, a common task in genetics and other areas of data analysis is the following: given an input data matrix $A$ and a parameter $k$, find the best subset of exactly $k$ actual DNA SNPs or actual genes, i.e., actual columns or rows from $A$, to use to cluster individuals, reconstruct biochemical pathways, reconstruct signal, perform classification or inference, etc.

### 3.2 A formalization of and prior approaches to this problem

Unfortunately, common formalizations of this algorithmic problem—including looking for the $k$ actual columns that capture the largest amount of information or variance in the data or that are maximally uncorrelated—lead to intractable optimization problems \cite{37, 36}. In this chapter, I will consider the so-called Column Subset Selection Problem (CSP): given as input an arbitrary $m \times n$ matrix $A$ and a rank parameter $k$, choose the set of exactly $k$ columns of $A$ s.t. the $m \times k$ matrix $C$ minimizes (over all $\binom{n}{k}$ sets of such columns) the error:

$$
\min \| A - PC \|_\xi = \min \| A - CC^+ A \|_\xi \quad (\xi = 2, F)
$$

where $\xi = 2, F$ represents the spectral or Frobenius norm of $A$ and where $PC = CC^+$ is the projection onto the subspace spanned by the columns of $C$.

---

\footnote{Recall that the spectral norm is the largest singular value of the matrix, and thus it is a “worst case” norm in that it measures the worst-case stretch of the matrix, while the Frobenius norm is more of an “averaging” norm, since it involves a sum over every singular direction. The former is of greater interest in scientific computing and NLA, where one is interested in actual columns for the subspaces they define and for their good numerical properties, while the latter is of greater interest in data analysis and machine learning, where one is more interested in actual columns for the features they define.}
Within NLA, a great deal of work has focused on this CSSP problem \[19, 54, 21, 22, 12, 63, 24, 60, 14, 95, 94\]. Several general observations about the NLA approach include:

- The focus in NLA is on *deterministic algorithms*. Moreover, these algorithms are greedy, in that at each iterative step, the algorithm makes a decision about which columns to keep according to a pivot-rule that depends on the columns it currently has, the spectrum of those columns, etc. Differences between different algorithms often boil down to how deal with such pivot rules decisions, and the hope is that more sophisticated pivot-rule decisions lead to better algorithms in theory or in practice.

- There are deep *connections with QR factorizations* and in particular with the so-called Rank Revealing QR factorizations. Moreover, there is an emphasis on optimal conditioning questions, backward error analysis issues, and whether the running time is a large or small constant multiplied by \(n^2\) or \(n^3\).

- Good *spectral norm bounds* are obtained. A typical spectral norm bound is:
\[
\|A - PC_k A\|_2 \leq O\left( \sqrt{k(n-k)} \right) \|A - PU_k A\|_2,
\]
and these results are algorithmic, in that the running time is a low-degree polynomial in \(m\) and \(n\) \[60\]. On the other hand, the strongest results for the Frobenius norm in this literature is
\[
\|A - PC_k A\|_F \leq \sqrt{(k+1)(n-k)} \|A - PU_k A\|_2,
\]
but it is only an existential result, *i.e.*, the only known algorithm essentially involves exhaustive enumeration \[63\]. (In these two expressions, \(U_k\) is the \(m \times k\) matrix consisting of the top \(k\) left singular vectors of \(A\), and \(PU_k\) is a projection matrix onto the span of \(U_k\).)

Within TCS, a great deal of work has focused on the related problem of choosing good columns from a matrix \[44, 45, 46, 47, 102, 49\]. Several general observations about the TCS approach include:

- The focus in TCS is on *randomized algorithms*. In particular, with these algorithms, there exists some nonzero probability, which can typically be made extremely small, say \(10^{-20}\), that the algorithm will return columns that fail to satisfy the desired quality-of-approximation bound.

- The algorithms select *more than \(k\) columns*, and the best rank-\(k\) projection onto those columns is considered. The number of columns is typically a low-degree polynomial in \(k\), most often \(O(k \log k)\), where the constants hidden in the big-O notation are quite reasonable.

- Very good *Frobenius norm bounds* are obtained. For example, the algorithm (described below) that provides the strongest Frobenius norm bound achieves:
\[
\|A - PC_k A\|_F \leq (1 + \epsilon) \|A - PU_k A\|_F,
\]
while running in time of the order of computing an exact or approximate basis for the top-\(k\) right singular subspace \[49\]. The TCS literature also demonstrates that there exists a set of \(k\) columns that achieves a constant-factor approximation:
\[
\|A - PC_k A\|_F \leq \sqrt{k} \|A - PU_k A\|_F,
\]
but note that this is an existential result [39]. (Here, \( C_k \) is the best rank-\( k \) approximation to the matrix \( C \), and \( PC_k \) is the projection matrix onto this \( k \)-dimensional space.)

Much of the early work in TCS focused on randomly sampling columns according to an importance sampling distribution that depended on the Euclidean norm of those columns [44, 45, 46, 47, 102]. This had the advantage of being “fast,” in the sense that it could be performed in a small number of “passes” over that data from external storage, and also that additive-error quality-of-approximation bounds could be proved. This had the disadvantage of being less immediately-applicable to scientific computing and large-scale data analysis applications. For example, columns are often normalized during data preprocessing; and even when not normalized, column norms can still be uninformative, as in heavy-tailed graph data where they often correlate strongly with simpler statistics such as node degree.

The algorithm from the TCS literature that achieves the strongest Frobenius norm bounds of the form (2) is the following:

Given an \( m \times n \) matrix \( A \) and a rank parameter \( k \):

- Compute the importance sampling probabilities \( \{p_i\}_{i=1}^n \), where \( p_i = \frac{1}{k||V_k^T(i)||^2} \), where \( V_k^T \) is any \( k \times n \) orthogonal matrix spanning the top-\( k \) right singular subspace of \( A \). (Note that these quantities are proportional to the diagonal elements of the projection matrix onto the span of \( V_k^T \).)

- Randomly select and rescale \( c = O(k \log k/e^2) \) columns of \( A \) according to these probabilities.

A more detailed description of this algorithm may be found in [49, 85], where it is proven that (2) holds with extremely high probability. The computational bottleneck for this algorithm is computing \( \{p_i\}_{i=1}^n \), for which it suffices to compute any \( k \times n \) matrix \( V_k^T \) that spans the top-\( k \) right singular subspace of \( A \). (That is, it suffices to compute any orthonormal basis spanning \( V_k^T \), and it is not necessary to compute the full SVD.) It is an open problem whether these importance sampling probabilities can be approximated more rapidly.

To motivate the importance sampling probabilities used by this algorithm, recall that if one is looking for a worst-case relative-error approximation of the form (2) to a matrix with \( k - 1 \) large singular values and one much smaller singular value, then the directional information of the \( k^{th} \) singular direction will be hidden from the Euclidean norms of the matrix. Intuitively, the reason is that, since \( A_k = U_k \Sigma_k V_k^T \), the Euclidean norms of the columns of \( A \) are convolutions of “subspace information” (encoded in \( U_k \) and \( V_k^T \)) and “size-of-\( A \) information” (encoded in \( \Sigma_k \)). This suggests deconvoluting subspace information and size-of-\( A \) information by choosing importance sampling probabilities that depend on the Euclidean norms of the columns of \( V_k^T \). Thus, this importance sampling distribution defines a nonuniformity structure over \( \mathbb{R}^n \), where the information in \( A \) is being sent, independent of what information is. As we will see in the next two subsections, by using these importance sampling approximations, one can express the SVD as \( A = UV^T \), in which case the best rank-\( k \) approximation to \( A \) can be expressed as \( A_k = U_k \Sigma_k V_k^T \). In the text, I will sometimes overload notation and use \( V_k^T \) to refer to any \( k \times n \) orthonormal matrix spanning the space spanned by the top-\( k \) right singular vectors. The reason is that this basis is used only to compute the importance sampling probabilities; since those probabilities are proportional to the diagonal elements of the projection matrix onto the span of this basis, the particular basis does not matter.

\[ \text{By heavy-tailed graph, I mean a graph (or equivalently the adjacency matrix of such a graph) such as the social and information networks described below, in which quantities such as the degree distribution or eigenvalue distribution decay in a heavy-tailed or power law manner.} \]

\[ \text{Given a matrix } A \text{ and a rank parameter } k, \text{ one can express the SVD as } A = U \Sigma V^T, \text{ in which case the best rank-}k \text{ approximation to } A \text{ can be expressed as } A_k = U_k \Sigma_k V_k^T. \text{ In the text, I will sometimes overload notation and use } V_k^T \text{ to refer to any } k \times n \text{ orthonormal matrix spanning the space spanned by the top-}k \text{ right singular vectors. The reason is that this basis is used only to compute the importance sampling probabilities; since those probabilities are proportional to the diagonal elements of the projection matrix onto the span of this basis, the particular basis does not matter.} \]
probabilities, we can obtain novel algorithms for two very traditional problems in NLA and scientific computing.

3.3 An aside on least squares and statistical leverage

The analysis of the relative-error algorithm described in the previous subsection and of the algorithm for the CSSP described in the next subsection boils down to a least-squares approximation result. Intuitively, these algorithms find columns that provide a space that is good in a least-squares sense, when compared to the best rank-\(k\) space, at reconstructing every row of the input matrix \(A\).

Thus, consider the problem of finding a vector \(x\) such that \(Ax \approx b\), where the rows of \(A\) and elements of \(b\) correspond to constraints and the columns of \(A\) and elements of \(x\) correspond to variables. In the very overconstrained case where the \(m \times n\) matrix \(A\) has \(m \gg n\), there is in general no vector \(x\) such that \(Ax = b\), and it is common to quantify “best” by looking for a vector \(x_{opt}\) such that the Euclidean norm of the residual error is small, i.e., to solve the least-squares (LS) approximation problem

\[
x_{opt} = \arg\min_x ||Ax - b||_2.
\]

This problem is ubiquitous in applications, where it often arises from fitting the parameters of a model to experimental data, and it is central to theory. Moreover, it has a natural statistical interpretation as providing the best estimator within a natural class of estimators, and it has a natural geometric interpretation as fitting the part of the vector \(b\) that resides in the column space of \(A\). From the viewpoint of low-rank matrix approximation and the CSSP, this LS problem arises since measuring the error with a Frobenius or spectral norm, as in (1), amounts to choosing columns that are “good” in a least squares sense.

From an algorithmic perspective, the relevant question is: how long does it take to compute \(x_{opt}\)? The answer here is that it takes \(O(mn^2)\) time \(\ddagger\) — e.g., depending on numerical issues, condition numbers, etc., this can be accomplished with the Cholesky decomposition, a variant of the QR decomposition, or by computing the full SVD.

From a statistical perspective, the relevant question is: when is computing this \(x_{opt}\) the right thing to do? The answer to this is that this LS optimization is the right problem to solve when the relationship between the “outcomes” and “predictors” is roughly linear and when the error processes generating the data are “nice” (in the sense that they have mean zero, constant variance, are uncorrelated, and are normally distributed; or when we have adequate sample size to rely on large sample theory) \(\ddagger\)\dagger.

Of course, in practice these assumptions do not hold perfectly, and a prudent data analyst will check to make sure that these assumptions have not been too violated. To do this, it is common to assume that \(b = Ax + \varepsilon\), where \(b\) is the response, the columns \(A^{(i)}\) are the carriers, and \(\varepsilon\) is the nice error process. Then \(x_{opt} = (A^TA)^{-1}A^Tb\), and thus \(\hat{b} = Hb\), where the projection matrix onto the column space of \(A\), \(H = A(A^TA)^{-1}A^T\), is the so-called hat matrix. It is known that \(H_{ij}\) measures the influence or statistical leverage exerted on the prediction \(\hat{b}_i\) by the observation \(b_j\) \(\ddagger\dagger\ddagger\). Relatedly, if the \(i^{th}\) diagonal element of \(H\) is particularly large then the \(i^{th}\) data point is particularly sensitive or influential in determining the best LS fit, thus justifying the interpretation of the elements \(H_{ij}\) as statistical leverage scores \(\ddagger\dagger\).

\dagger\dagger\dagger In this section only, we will assume that \(m \gg n\).

\dagger\dagger\ddagger This concept has also proven useful under the name of graph resistance [109] and also of coherence [20].
To gain insight into these statistical leverage scores, consider the so-called “wood beam data” example [43, 62], which is visually presented in Figure 1(a) along with the best-fit line to that data. In Figure 1(b), the leverage scores for these ten data points are shown. Intuitively, data points that “stick out” have particularly high leverage—e.g., the data point that has the most influence or leverage on the best-fit line to the wood beam data is the point marked “4”, and this is reflected in the relative magnitude of the corresponding statistical leverage score. Indeed, since \( \text{Trace}(H) = n \), a rule of thumb that has been suggested in diagnostic regression analysis to identify errors and outliers in a data set is to investigate the \( i \)th data point if \( H_{ii} > 2n/m \) [113, 27], i.e., if \( H_{ii} \) is larger than 2 or 3 times the “average” size. On the other hand, of course, if it happens to turn out that such a point is a legitimate data point, then one might expect that such an outlying data point will be a particularly important or informative data point.

Returning to the algorithmic perspective, consider the following random sampling algorithm for the LS approximation problem [48, 49]. Given a very overconstrained least-squares problem, where the input matrix \( A \) and vector \( b \) are arbitrary, but \( m \gg n \):

- Compute normalized statistical leverage scores \( \{p_i\}_{i=1}^m \), where \( p_i = ||U_A^{(i)}||_2^2/k \), where \( U \) is the \( m \times n \) matrix consisting of the left singular vectors of \( A \).

- Randomly sample and rescale \( r = O(n \log n/\epsilon^2) \) constraints, i.e., rows of \( A \) and the corresponding elements of \( b \), using these scores as an importance sampling distribution.

- Solve (using any appropriate LS solver as a black box) the induced subproblem to obtain a vector \( \tilde{x}_{opt} \).

Since this algorithm samples constraints and not variables, the dimensionality of the vector \( \tilde{x}_{opt} \) that solves the subproblem is the same as that of the vector \( x_{opt} \) that solves the original problem. This algorithm is described in more detail in [48, 49], where it is shown that relative error bounds of the form

\[
\|b - A\tilde{x}_{opt}\|_2 \leq (1 + \epsilon)\|b - Ax_{opt}\|_2 \quad \text{and} \\
\|x_{opt} - \tilde{x}_{opt}\|_2 \leq O(\epsilon)\|x_{opt}\|_2
\]

hold. Even more importantly, this algorithm highlights that the essential nonuniformity structure for the worst-case analysis of the LS (and, as we will see, the related CSSP) problem is defined by the statistical leverage scores! That is, the same “outlying” data points that the diagnostic regression analyst tends to investigate are those points that are biased toward by the worst-case importance sampling probability distribution.

Clearly, for this LS algorithm, which holds for arbitrary input \( A \) and \( b \), \( O(mn^2) \) time suffices to compute the sampling probabilities; in addition, it has recently been shown that one can obtain a nontrivial approximation to them in \( o(mn^2) \) time [82]. For many applications, such as those described in subsequent subsections, spending time on the order of computing an exact or approximate basis for the top-\( k \) singular subspace is acceptable, in which case immediate generalizations

\[\text{More generally, recall that if } U \text{ is any orthogonal matrix spanning the column space of } A, \text{ then } H = P_U = UU^T \text{ and thus } H_{ii} = ||U_A^{(i)}||_2^2, \text{ i.e., the statistical leverage scores equal the Euclidean norm of the rows of any such matrix } U \] 

The columns of \( U \) are orthonormal, but the rows of \( U \) in general are not—they can be uniform if, e.g., \( U \) consists of columns from a truncated Hadamard matrix; or extremely nonuniform if, e.g., the columns of \( U \) come from a truncated Identity matrix; or anything in between.
Figure 1: (1(a)) The Wood Beam Data described in [62] is an example illustrating the use of statistical leverage scores in the context of least-squares approximation. Shown are the original data and the best least-squares fit. (1(b)) The leverage scores for each of the ten data points in the Wood Beam Data. Note that the data point marked “4” has the largest leverage score, as might be expected from visual inspection. (1(c)) The so-called Zachary karate club network [116], with edges color-coded such that leverage scores for a given edge increase from yellow to red. (1(d)) Cumulative leverage (with $k = 10$) for a 65,031 × 92,133 term-document matrix constructed Enron electronic mail collection, illustrating that there are a large number of data points with very high leverage score. (1(e)) The normalized statistical leverage scores and information gain score—information gain is a mutual information-based metric popular in the application area [97, 85]—for each of the $n = 5520$ genes, a situation in which the data cluster well in the low-dimensional space defined by the maximum variance axes of the data [85]. Red stars indicate the 12 genes with the highest leverage scores, and the red dashed line indicates the average or uniform leverage scores. Note the strong correlation between the unsupervised leverage score metric and the supervised information gain metric.
of this algorithm are of interest. In other cases, one can preprocess the LS system with a “randomized Hadamard” transform (as introduced in the “fast” Johnson-Lindenstrauss lemma \cite{JohnsonLindenstrauss:1984}). Application of such a Hadamard transform tends to “uniformize” the leverage scores, intuitively for the same reason that a Fourier matrix delocalizes a localized $\delta$-function, in much the same way as application of a random orthogonal matrix or a random projection does. This has led to the development of relative-error approximation algorithms for the LS problem that run in $o(mn^2)$ time in theory \cite{recht2011aggregated, drineas2009fast}—essentially $O(mn \log(n/\epsilon) + n^2 \log^2 m)$ time, which is much less than $O(mn^2)$ when $m \gg n$—and whose numerical implementation performs faster than traditional deterministic algorithms for systems with as few as thousands of constraints and hundreds of variables \cite{recht2011aggregated, drineas2009fast}.

3.4 A two-stage hybrid algorithm for the CSSP

In this subsection, I will describe an algorithm for the CSSP that uses the concept of statistical leverage to combine the NLA and TCS approaches, that comes with worst-case performance guarantees, and that performs well in practical data analysis applications. I should note that, prior to this algorithm, it was not immediately clear how to combine these two approaches. For example, if one looks at the details of the pivot rules in the deterministic NLA methods, it isn’t clear that keeping more columns will help at all in terms of reconstruction error. Similarly, since there is a version of the “coupon collecting” problem at the heart of the usual TCS analysis, keeping fewer than $\Omega(k \log k)$ will fail with respect to this worst-case analysis. Moreover, the obvious hybrid algorithm of first randomly sampling $O(k \log k)$ columns and then using a deterministic QR procedure to select exactly $k$ of those columns does not seem to perform so well (either in theory or in practice).

Consider the following more sophisticated version of a two-stage hybrid algorithm. Given an arbitrary $m \times n$ matrix $A$ and rank parameter $k$:

- **(Randomized phase)** Let $V_k^T$ be any $k \times n$ orthogonal matrix spanning the top-$k$ right singular subspace of $A$. Compute the importance sampling probabilities \{\(p_i\)\}_{i=1}^n, where

  \[ p_i = \frac{1}{k} \|V_k^{T(i)}\|_2^2. \tag{3} \]

  Randomly select and rescale $c = O(k \log k)$ columns of $V_k^T$ according to these probabilities.

- **(Deterministic phase)** Let $\tilde{V}^T$ be the $k \times O(k \log k)$ non-orthogonal matrix consisting of the down-sampled and rescaled columns of $V_k^T$. Run a deterministic QR algorithm on $\tilde{V}^T$ to select exactly $k$ columns of $\tilde{V}^T$. Return the corresponding columns of $A$.

In particular, note that both the original choice of columns in the first phase, as well as the application of the QR algorithm in the second phase, involve the matrix $V_k^T$, i.e., the matrix defining the relevant non-uniformity structure over the columns of $A$ in the $(1 + \epsilon)$-relative-error algorithm \cite{recht2011aggregated, drineas2009fast}, rather than the matrix $A$ itself, as is more traditional\footnote{Note that QR (as opposed to the SVD) is not performed in the second phase to speed up the computation of a relatively cheap part of the algorithm, but instead it is performed since the goal of the algorithm is to return actual columns of the input matrix.} A more detailed description of this algorithm may be found in \cite{recht2011aggregated}, were it is shown that with extremely high probability the
following spectral and Frobenius norm bounds hold:

\[
\|A - PC_A\|_2 \leq O(k^{3/4} \log^{1/2}(k)n^{1/2})\|A - PU_k A\|_2
\]

\[
\|A - PC_A\|_F \leq O(k \log^{1/2} k)\|A - PU_k A\|_F
\]

Interestingly, the analysis of this algorithm makes critical use of the importance sampling probabilities (3), which are a generalization of the concept of statistical leverage described in the previous subsection, for its worst-case algorithmic performance guarantees. Moreover, it is critical to the success of this algorithm that the QR procedure in the second phase be applied to the randomly-sampled version of \(V_k^T\), i.e., the matrix defining the worst-case nonuniformity structure in \(A\), rather than \(A\) itself.

With respect to running time, the computational bottleneck for this algorithm is computing \(\{p_i\}_{i=1}^n\), for which it suffices to compute any \(k \times n\) matrix \(V_k^T\) that spans the top-\(k\) right singular subspace of \(A\). (In particular, a full SVD computation is not necessary.) Thus, this running time is of the same order as the running time of the QR algorithm used in the second phase when applied to the original matrix \(A\). Moreover, this algorithm easily scales up to matrices with thousands of rows and millions of columns, whereas existing off-the-shelf implementations of the traditional algorithm may fail to run at all. With respect to the worst-case quality of approximation bounds, this algorithm selects columns that are comparable to the state-of-the-art algorithms for constant \(k\) (i.e., \(O(k^{1/4} \log^{1/2} k)\) worse than previous work) for the spectral norm and only a factor of at most \(O((k \log k)^{1/2})\) worse than the best previously-known existential result for the Frobenius norm.

### 3.5 Data applications of the CSSP algorithm

In the applications we have considered [96, 97, 85, 16, 17], the goals of DNA microarray and DNA SNP analysis include the reconstruction of untyped genotypes, the evaluation of tagging SNP transferability between geographically-diverse populations, the classification and clustering into diseased and non-diseased states, and the analysis of admixed populations with non-trivial ancestry; and the goals of selecting good columns more generally include diagnostic data analysis and unsupervised feature selection for classification and clustering problems. Here, I will give a flavor of when and why and how the CSSP algorithm of the previous subsection might be expected to perform well in these and other types of data applications.

To gain intuition for the behavior of leverage scores in a typical application, consider Figure 1(c), which illustrates the so-called Zachary karate club network [116], a small but popular network in the community detection literature. Given such a network \(G = (V, E)\), with \(n\) nodes, \(m\) edges, and corresponding edge weights \(w_e \geq 0\), define the \(n \times n\) Laplacian matrix as \(L = B^T W B\), where \(B\) is the \(m \times n\) edge-incidence matrix and \(W\) is the \(m \times m\) diagonal weight matrix. The effective resistance between two vertices is given by the diagonal entries of the matrix \(R = BL^\dagger B^T\) (where \(L^\dagger\) denotes the Moore-Penrose generalized inverse) and is related to notions of “network betweenness” [90]. For many large graphs, this and related betweenness measures tend to be strongly correlated with node degree and tend to be large for edges that form articulation points between clusters and communities, i.e., for edges that “stick out” a lot. It can be shown that the effective resistances of the edges of \(G\) are proportional to the statistical leverage scores of the \(m\) rows of the \(m \times n\) matrix

\[9\] Note that to establish the spectral norm bound, [15] used slightly more complicated (but still depending only on information in \(V_k^T\)) importance sampling probabilities, but this may be an artifact of the analysis.
$W^{1/2}B$—consider the $m \times m$ matrix

$$P = W^{1/2}RW^{1/2} = \Phi(\Phi^T\Phi)^+\Phi^T,$$

where $\Phi = W^{1/2}B$, and note that if $U_\Phi$ denotes any orthogonal matrix spanning the column space of $\Phi$, then

$$P_{ii} = (U_\Phi U_\Phi^T)_{ii} = ||(U_\Phi)_{(i)}||^2.$$

Figure 1(c) presents a color-coded illustration of these scores for Zachary karate club network.

Next, to gain intuition for the (non-)uniformity properties of statistical leverage scores in a typical application, consider a term-document matrix derived from the publicly-released Enron electronic mail collection [10], which is an example of social or information network we will encounter again in the next section and which is also typical of the type of data set to which SVD-based latent semantic analysis (LSA) methods [38] have been applied. I constructed a 65,031 \times 92,133 matrix, as described in [10], and I chose the rank parameter as $k = 10$. Figure 1(d) plots the cumulative leverage, i.e., the running sum of top $t$ statistical leverage scores, as a function of increasing $t$. Since $k/n = \frac{10}{92,133} \approx 1.0854 \times 10^{-4}$, we see that the highest leverage term has a leverage score nearly two orders of magnitude larger than this “average” size scale, that the second highest-leverage score is only marginally less than the first, that the third highest score is marginally less than the second, etc. Thus, by the traditional metrics of diagnostic data analysis [113, 27], which suggests flagging a data point if

$$(P_{U_k})_{ii} = (H_k)_{ii} > 2k/n,$$

there are a huge number of data points that are extremely outlying. In retrospect, of course, this might not be surprising since the Enron email corpus is extremely sparse, with nowhere on the order of $\Omega(n)$ nonzeros per row. Thus, even though LSA methods have been successfully applied, plausible generative models associated with these data are clearly not Gaussian, and the sparsity structure is such that there is no reason to expect that nice phenomena such as measure concentration occur.

Finally, note that DNA microarray and DNA SNP data often exhibit a similar degree of nonuniformity, although for somewhat different reasons. To illustrate, Figure 1(e) presents two plots. First, it plots the normalized statistical leverage scores for a data matrix, as was described in [85], consisting of $m = 31$ patients with 3 different cancer types with respect to $n = 5520$ genes. A similar plot illustrating the remarkable nonuniformity in statistical leverage scores for DNA SNP data was presented in [97]. Empirical evidence suggests that two phenomena may be responsible. First, as with the term-document data, there is no domain-specific reason to believe that nice properties like measure concentration occur—on the contrary, there are reasons to expect that they do not. Recall that each DNA SNP corresponds to a single mutational event in human history. Thus, it will “stick out,” as its description along its one axis in the vector space will likely not be well-expressed in terms of the other axes, i.e., in terms of the other SNPs, and by the time it “works its way back” due to population admixing, etc., other SNPs will have occurred elsewhere. Second, the correlation between statistical leverage and supervised mutual information-based metrics is particularly prominent in examples where the data cluster well in the low-dimensional space defined by the maximum variance axes. Considering such data sets is, of course, a strong selection bias, but it is common in applications. It would be of interest to develop a model that quantifies the observation that, conditioned on clustering well in the low-dimensional space, an unsupervised measure like leverage scores should be expected to correlate well with a supervised measure like informativeness [97] or information gain [85].
With respect to some of the more technical and implementational issues, several observations [16, 15] shed light on the inner workings of the CSSP algorithm and its usefulness in applications. Recall that an important aspect of QR algorithms is how they make so-called pivot rule decisions about which columns to keep [58] and that such decisions can be tricky when the columns are not orthogonal or spread out in similarly nice ways.

- We looked at several versions of the QR algorithm, and we compared each version of QR to the CSSP using that version of QR in the second phase. One observation we made was that different QR algorithms behave differently—e.g., some versions such as the Low-RRQR algorithm of [23] tend to perform much better than other versions such as the qrxp algorithm of [14, 13]. Although not surprising to NLA practitioners, this observation indicates that some care should be paid to using “off the shelf” implementations in large-scale applications. A second less-obvious observation is that preprocessing with the randomized first phase tends to improve more poorly-performing variants of QR more than better variants. Part of this is simply that the more poorly-performing variants have more room to improve, but part of this is also that more sophisticated versions of QR tend to make more sophisticated pivot rule decisions, which are relatively less important after the randomized bias toward directions that are “spread out.”

- We also looked at selecting columns by applying QR on $V_k^T$ and then keeping the corresponding columns of $A$, i.e., just running the classical deterministic QR algorithm with no randomized first phase on the matrix $V_k^T$. Interestingly, with this “preprocessing” we tended to get better columns than if we ran QR on the original matrix $A$. Again, the interpretation seems to be that, since the norms of the columns of $V_k^T$ define the relevant nonuniformity structure with which to sample with respect to, working directly with those columns tends make things “spread out,” thereby avoiding (even in traditional deterministic settings) situations where pivot rules have problems.

- Of course, we also observed that randomization further improves the results, assuming that care is taken in choosing the rank parameter $k$ and the sampling parameter $c$. In practice, the choice of $k$ should be viewed as a “model selection” question. Then, by choosing $c = k, 1.5k, 2k, \ldots$, we often observed a “sweet spot,” in bias-variance sense, as a function of increasing $c$. That is, for a fixed $k$, the behavior of the deterministic QR algorithms improves by choosing somewhat more than $k$ columns, but that improvement is degraded by choosing too many columns in the randomized phase.

3.6 Some general thoughts on leverage scores and matrix algorithms

I will conclude this section with two general observations raised by these theoretical and empirical results having to do with using the concept of statistical leverage to obtain columns from an input data matrix that are good both in worst-case analysis and also in large-scale data applications.

One high-level question raised by these results is: why should statistical leverage, a traditional concept from regression diagnostics, be useful to obtain improved worst-case approximation algorithms for traditional NLA matrix problems? The answer to this seems to be that, intuitively, if a data point has a high leverage score and is not an error then it might be a particularly important or informative data point. Since worst-case analysis takes the input matrix as given, each row is
assumed to be reliable, and so worst-case guarantees are obtained by focusing effort on the most informative data points. It would be interesting to see if this perspective is applicable more generally in the design of matrix and graph algorithms.

A second high-level question is: why are the statistical leverage scores so nonuniform in many large-scale data analysis applications. Here, the answer seems to be that, intuitively, in many very large-scale applications, statistical models are implicitly assumed based on computational and not statistical considerations. In these cases, it is not surprising that some interesting data points “stick out” relative to obviously inappropriate models. This suggests the use of these importance sampling scores as cheap signatures of the “inappropriateness” of a statistical model (chosen for algorithmic and not statistical reasons) in large-scale exploratory or diagnostic applications. It would also be interesting to see if this perspective is applicable more generally.

4 Internet applications and novel graph algorithms

In this section, I will describe a novel perspective on identifying good clusters or communities in a large graph. The general problem of finding good clusters in (or good partitions of) a data graph has been studied extensively in a wide range of applications. For example, it has been studied for years in scientific computation (where one is interested in load balancing in parallel computing applications), machine learning and computer vision (where one is interested in segmenting images and clustering data), and theoretical computer science (where one is interested in it as a primitive in divide-and-conquer algorithms). More recently, problems of this sort have arisen in the analysis of large social and information networks, where one is interested in finding communities that are meaningful in a domain-specific context.

4.1 Motivating Internet application

Sponsored search is a type of contextual advertising where Web site owners pay a fee, usually based on click-throughs or ad views, to have their Web site search results shown in top placement position on search engine result pages. For example, when a user enters a term into a search box, the search engine typically presents not only so-called “algorithmic results,” but it also presents text-based advertisements that are important for revenue generation. In this context, one can construct a so-called advertiser-bidded-phrase graph, the simplest variant of which is a bipartite graph \( G = (U, V, E) \), in which \( U \) consists of some discretization of the set of advertisers, \( V \) consists of some discretization of the set of keywords that have been bid upon, and an edge \( e = (u, v) \in E \) is present if advertiser \( u \in U \) had bid on phrase \( v \in V \). It is then of interest to perform data mining on this graph in order to optimize quantities such as the user click-through-rate or advertiser return-on-investment.

Numerous community-related problems arise in this context. For example, in micro-market identification, one is interested in identifying a set of nodes that is large enough that it is worth spending an analyst’s time upon, as well as coherent enough that it can be usefully thought about as a “market” in an economic sense. Such a cluster can be useful for A/B bucket testing, as well as for recommending to advertisers new queries or sub-markets. Similarly, in advanced match, an advertiser places bids not only when an exact match occurs to a set of advertiser-specified phrases, but also when a match occurs to phrases “similar to” the specified bid phrases. Ignoring numerous natural language and game theoretic issues, one can imagine that if the original phrase
is in the middle of a fairly homogeneous concept class, then there may be a large number of similar phrases that are nearby in the graph topology, in which case it might be advantageous to both the advertiser and the search engine to include those phrases in the bidding. On the other hand, if the original phrase is located in a locally very unstructured part of the graph, then there may be a large number of phrases that are nearby in the graph topology but that have a wide range of meanings very different than the original bid phrase, in which case performing such an expansion might not make sense.

As in many other application areas, in these clustering and community identification applications, a common modus operandi in applying data analysis tools is:

- Define an objective function that formalizes the intuition that one has as a data analyst as to what constitutes a good cluster or community.

- Since that objective function is almost invariably intractable to optimize exactly, apply some approximation algorithm or heuristic to the problem.

- If the set of nodes that are thereby obtained look plausibly good in an application-dependent sense, then declare success. Otherwise, modify the objective function or heuristic or algorithm, and iterate the process.

Such an approach can lead to insight—e.g., if the data are “morally” low-dimensional, as might be the case, as illustrated in Figure 2(a) when the Singular Value Decomposition, manifold-based machine learning methods, or k-means-like statistical modeling assumptions are appropriate; or if the data have other “nice” hierarchical properties that conform to one’s intuition, as suggested by the schematic illustration in Figure 2(b); or if the data come from a nice generative model such as a mixture model. In these cases, a few steps of such a procedure will likely lead to a reasonable solution.

On the other hand, if the size of the data is larger, or if the data arise from an application where the sparsity structure and noise properties are more adversarial and less intuitive, then such an approach can be problematic. For example, if a reasonable solution is not readily obtained, then it is typically not clear whether one’s original intuition was wrong; whether this is due to an improper formalization of the correct intuitive concept; whether insufficient computational resources were devoted to the problem; whether the sparsity and noise structure of the data have been modeled correctly, etc. That common visualization algorithms applied to large networks lead to largely non-interpretable figures, as illustrated in Figure 2(c), which reveal more about the inner workings of the visualization algorithm than the network being visualized, suggests that this more problematic situation is more typical of large social and information network data. In such cases, it would be of interest to have principled tools, the algorithmic and statistical properties of which are well-understood, to “explore” the data.

4.2 A formalization of and prior approaches to this problem

One of the most basic question that one can ask about a data set (and one which is intimately related to questions of community identification) is: what does the data set “look like” if it is cut into two pieces? This is of interest since, e.g., one would expect very different properties from a data set that “looked like” a hot dog or a pancake, in that one could split it into two roughly equally-sized pieces, each of which was meaningfully coherent in and of itself; as opposed to a data
Figure 2: (2(a)) A toy network that is “nice” and easily-visualizable. (2(b)) A schematic of an advertiser-bidding-phrase graph that is similarly “nice.” (2(c)) A more realistic depiction of a large network. (2(d)) Illustration of conductance clusters in a small network. (2(e)) The downward-sloping NCP common to small networks, low-dimensional graphs, and common hierarchical models. (2(f)) The NCP of a “LiveJournal” network. (2(g)) The NCP of an “Epinions” network. (2(h)) The nested core-periphery structure responsible for the upward-sloping NCP. (2(i)) A typical 500-node “community” found with a spectral method. (2(j)) Another 500-node “community” found with a spectral method. (2(k)) A typical 500-node “community” found with a flow-based method. (2(l)) Another 500-node “community” found with a flow-based method.
set that “looked like” a moderately-dense expander-like random graph, in that there didn’t exist any good partitions of any size of the data into two pieces; as opposed to a data set in which there existed good partitions, but those involved nibbling off just 0.1% of the nodes of the data and leaving the rest intact.

A common way to formalize this question of qualitative connectivity is via the graph partitioning problem \cite{99, 65, 109, 55, 114, 91, 105}. Graph partitioning refers to a family of objective functions and associated approximation algorithms that involve cutting or partitioning the nodes of a graph into two sets with the goal that the cut has good quality (i.e., not much edge weight crosses the cut) as well as good balance (i.e., each of the two sets has a lot of the node weight). There are several standard formalizations of this bi-criterion. In this chapter, I will be interested in the quotient cut formulations \cite{10} which require the small side to be large enough to “pay for” the edges in the cut.

Given an undirected, possibly weighted, graph \(G = (V, E)\), the expansion \(\alpha(S)\) of a set of nodes \(S \subseteq V\) is:

\[
\alpha(S) = \frac{|E(S, \overline{S})|}{\min\{|S|, |\overline{S}|\}},
\]

(4)

where \(E(S, \overline{S})\) denotes the set of edges having one end in \(S\) and one end in the complement \(\overline{S}\), and where \(|\cdot|\) denotes cardinality (or weight); and the expansion of the graph \(G\) is:

\[
\alpha(G) = \min_{S \subseteq V} \alpha(S).
\]

(5)

Alternatively, if there is substantial variability in node degree, then normalizing by a related quantity is of greater interest. The conductance \(\phi(S)\) of a set of nodes \(S \subset V\) is:

\[
\phi(S) = \frac{|E(S, \overline{S})|}{\min\{A(S), A(\overline{S})\}},
\]

(6)

where \(A(S) = \sum_{i \in S} \sum_{j \in V} A_{ij}\), where \(A\) is the adjacency matrix of a graph. In this case, the conductance of the graph \(G\) is:

\[
\phi(G) = \min_{S \subseteq V} \phi(S).
\]

(7)

In either case, one could replace the “min” in the denominator with a “product,” e.g., replace \(\min\{A(S), A(\overline{S})\}\) in the denominator of Eqn. (6) with \(A(S) \cdot A(\overline{S})\). The product formulation provides a slightly greater reward to a cut for having a big big-side, and it so has a slightly weaker preference for balance than the minimum formulation. Both formulations are equivalent, though, in that the objective function value of the set of nodes achieving the minimum with the one is within a factor of 2 of the objective function value of the (in general different) set of nodes achieving the minimum with the other. Generically, the Minimum Conductance Cut Problem refers to solving any of these formulations; and importantly, all of these variants of the graph partitioning problem lead to intractable combinatorial optimization problems.

Within scientific computing \cite{99, 110, 67, 68}, and more recently within statistics and machine learning \cite{106, 115, 92, 66}, a great deal of work has focused on the conductance (or normalized cut) versions of this graph partitioning problem. Several general observations about the approach adopted in these literatures include:

\footnote{Other formulations include the graph bisection problem, which requires perfect \(\frac{1}{2} : \frac{1}{2} \) balance and the \(\beta\)-balanced cut problem, with \(\beta\) set to a fraction such as \(\frac{1}{10}\), which requires at least a \(\beta : (1 - \beta)\) balance.}

\footnote{Note that, up to scaling, this is simply the popular Normalized Cut metric \cite{106}.}
• The focus is on *spectral approximation algorithms*. Spectral algorithms use an exact or approximate eigenvector of the graph’s Laplacian matrix to find a cut that achieves a “quadratic approximation,” in the sense that the cut returned by the algorithm has conductance value no bigger than \( \phi \) if the graph actually contains a cut with conductance \( O(\phi^2) \) \[28, 41, 53, 88, 30\].

• The focus is on *low-dimensional graphs*, e.g., bounded-degree planar graphs and finite element meshes (for which quality-of-approximation bounds are known that depend on just the number of nodes and not on structural parameters such as the conductance value). Moreover, there is an acknowledgement that spectral methods are inappropriate for expander graphs that have constant expansion or conductance (basically, since for these graphs any clusters returned are not meaningful in applications).

• Since the algorithm is typically applied to find partitions of a graph that are useful in some downstream application, there is a strong interest in the actual pieces returned by the algorithm. Relatedly, there is interest in the robustness or consistency properties of spectral approximation algorithms under assumptions on the data.

Recursive bisection heuristics—recursively divide the graph into two groups, and then further subdivide the new groups until the desired number of clusters groups is achieved—are also common here. They may be combined with local improvement methods \[69, 52\], which when combined with multi-resolution ideas leads to programs such as Metis \[67, 68\], Cluto \[117\], and Graculus \[40\].

Within TCS, a great deal of work has also focused on this graph partitioning problem \[75, 81, 107, 76, 7, 8\]. Several general observations about the traditional TCS approach include:

• The focus is on *flow-based approximation algorithms*. These algorithms use multi-commodity flow and metric embedding ideas to find a cut whose conductance is within an \( O(\log n) \) factor of optimal \[75, 81, 76\], in the sense that the cut returned by the algorithm has conductance no bigger than \( O(\log n) \), where \( n \) is the number of nodes in the graph, times the conductance value of the optimal conductance set in the graph.

• The focus is on worst-case analysis of arbitrary graphs. Although flow-based methods achieve their worst-case \( O(\log n) \) bounds on expanders, it is observed that spectral methods are appropriate for expander graphs (basically, since the quadratic of a constant is a constant, which implies a worst-case constant-factor approximation).

• Since the algorithmic task is simply to approximate the value of the objective function of Eqn. (5) or Eqn. (7), there is no particular interest in the actual pieces returned by the algorithm, except insofar as those pieces have objective function value that is close to the optimum \[12\].

Most of the TCS work is on the expansion versions of the graph partitioning problem, but it is noted that most of the results obtained “go through” to the conductance versions by considering appropriately-weighted functions on the nodes.

There has also been recent work within TCS that has been motivated by achieving improved worst-case bounds and/or being appropriate in data analysis applications where very large graphs, say with millions or billions or nodes, arise. These methods include:

\[12\] That is not to say that those pieces are not sometimes then used in a downstream data application. Instead, it is to say simply that the algorithmic problem takes into account only the objective function value of those pieces and not how close those pieces might be to pieces achieving the optimum.
• **Local Spectral Methods.** These methods \[111, 3, 31, 33, 32\] take as input a seed node and a locality parameter and return as output a “good” cluster “nearby” the seed node. Moreover, they often have computational cost that is proportional to the size of the piece returned, and they have roughly the same kind of quadratic approximation guarantees as the global spectral method.

• **Cut-Improvement Algorithms.** These methods \[56, 74, 4, 84\], e.g., MQI \[74, 4\], take as input a graph and an initial cut and use spectral or flow-based methods to return as output a “good” cut that is “within” or “nearby” the original cut. As such, they can be combined with a good method (say, from spectral or Metis) for initially splitting the graph into two pieces to obtain a heuristic method for finding low conductance cuts in the whole graph \[74, 4\].

• **Combining Spectral and Flow.** These methods can be viewed as combinations of spectral and flow-based techniques which exploit the complementary strengths of these two classes of techniques. They include an algorithm that used semidefinite programming to find a solution that is within a multiplicative factor of \(O(\sqrt{\log n})\) of optimal \[7, 8\], as well as several related algorithms \[5, 70, 6, 94, 73\] that are more amenable to medium- and large-scale implementation.

### 4.3 A novel approach to characterizing network structure

Most work on community detection in large networks begins with an observation such as: “It is a matter of common experience that communities exist in networks. Although not precisely defined, communities are usually thought of as sets of nodes with better connections amongst its members than with the rest of the world.” (I have not provided a reference for this quotation since variants of it could have been drawn from any one of scores or hundreds of papers on the topic. Most of this work then typically goes on to apply the *modus operandi* described previously.) Although far from perfect, conductance is probably the combinatorial quantity that most closely captures this intuitive bi-criterial notion of what it means for a set of nodes to be a good community.

Even more important from the perspective of this chapter, the use of conductance as an objective function has the following benefit. Although exactly solving the combinatorial problem of Eqn. \(5\) or Eqn. \(7\) is intractable, there exists a wide range of heuristics and approximation algorithms, the respective strengths and weaknesses of which are well-understood in theory and/or in practice, for approximately optimizing conductance. In particular, recall that spectral methods and multi-commodity flow-based methods are complementary in that:

- The worst-case \(O(\log n)\) approximation factor is obtained for flow-based methods on expander graphs \[75, 76\], a class of graphs which does not cause problems for spectral methods (to the extent than any methods are appropriate).

- The worst-case quadratic approximation factor is obtained for spectral methods on graphs with “long stringy” pieces \[61, 110\], basically since spectral methods can confuse “long path” with “deep cuts,” a difference that does not cause problems for flow-based methods.

- Both methods perform well on “low-dimensional graphs”—*e.g.*, road networks, discretizations of low-dimensional spaces as might be encountered in scientific modeling, graphs that are easily-visualizable in two dimensions, and other graphs that have good well-balanced cuts—although the biases described in the previous two bullets still manifest themselves.
I should note that empirical evidence \cite{78, 77, 79} clearly demonstrates that large social and information networks have all of these properties—they are expander-like when viewed at large size scales; their sparsity and noise properties are such that they have structures analogous to stringy pieces that are cut off or regularized away by spectral methods; and they often have structural regions that at least locally are meaningfully low-dimensional.

All of this suggests a rather novel approach—that of using approximation algorithms for the intractable graph partitioning problem (or other intractable problems) as “experimental probes” of the structure of large social and information networks. By this, I mean using these algorithms to “cut up” or “tear apart” a large network in order to provide insights into its structure. From this perspective, although we are defining an edge-counting metric and then using it to perform an optimization, we are not particularly interested \textit{per se} in the clusters that are output by the algorithms. Instead, we are interested in what these clusters, coupled with knowledge of the inner workings of the approximation algorithms, tell us about network structure. Relatedly, given the noise properties and sparsity structure of large networks, we are not particularly interested \textit{per se} in the solution to the combinatorial problem. For example, if we were provided with an oracle that returned the solution to the intractable combinatorial problem, it would be next to useless to us. Instead, much more information is revealed by looking at ensembles of output clusters in light of the artifactual properties of the heuristics and approximation algorithms employed. That is, from this perspective, we are interested in the \textit{statistical properties implicit in worst-case approximation algorithms} and what these properties tell us about the data.

The analogy between approximation algorithms for the intractable graph partitioning problem and experimental probes is meant to be taken more seriously rather than less. Recall, \textit{e.g.}, that it is a non-trivial exercise to determine what a protein or DNA molecule “looks like”—after all, such a molecule is very small, it can’t easily be visualized with traditional methods, it has complicated dynamical properties, etc. To determine the structure of a protein, an experimentalist puts the protein in solution or in a crystal and then probes it with X-ray crystallography or a nuclear magnetic resonance signal. In more detail, one sends in a signal that scatters off the protein; one measures a large quantity of scattering output that comes out the other side; and then, using what is measured as well as knowledge of the physics of the input signal, one reconstructs the structure of the hard-to-visualize protein. In an analogous manner, we can analyze the structure of a large social or information by tearing it apart in numerous ways with one of several local or global graph partitioning algorithms; measuring a large number of pieces output by these procedures; and then, using what was measured as well as knowledge of the artifactual properties of the heuristics and approximation algorithms employed, reconstructing structural properties of the hard-to-visualize network.

By adopting this approach, one can hope to use approximation algorithms to test commonly-made data analysis assumptions, \textit{e.g.}, that the data meaningfully lie on a manifold or some other low-dimensional space, or that the data have structures that are meaningfully-interpretable as communities.

### 4.4 Community-identification applications of this approach

As a proof-of-principle application of this approach, let me return to the question of characterizing the small-scale and large-scale community structure in large social and information networks. Given the conductance (or some other) community quality score, define the \textit{network community profile} (NCP) as the conductance value, as a function of size $k$, of the minimum conductance set of
cardinality $k$ in the network:

$$\Phi(k) = \min_{S \subset V, |S| = k} \phi(S).$$

Intuitively, just as the “surface-area-to-volume” aspect of conductance captures the “gestalt” notion of a good cluster or community, the NCP measures the score of “best” community as a function of community size in a network. See Figure 2(d) for an illustration of small network and Figure 2(e) for the corresponding NCP. Operationally, since the NCP is NP-hard to compute exactly, one can use approximation algorithms for solving the Minimum Conductance Cut Problem in order to compute different approximations to it. Although we have experimented with a wide range of procedures on smaller graphs, in order to scale to very large social and information networks, we used:

- **Metis+MQI**—this flow-based method consists of using the popular graph partitioning package Metis [67] followed by a flow-based MQI cut-improvement post-processing step [74], and it provides a surprisingly strong heuristic method for finding good conductance cuts;

- **Local Spectral**—although this spectral method [8] is worse than Metis+MQI at finding very good conductance pieces, the pieces it finds tend to be “tightly” and more “community-like”; and

- **Bag-of-Whiskers**—this is a simple heuristic to paste together small barely-connected sets of nodes that exert a surprisingly large influence on the NCP of large informatics graphs;

and we compared and contrasted the outputs of these different procedures.

The NCP behaves in a characteristic downward-sloping manner [78, 77, 79] for graphs that are well-embeddable into an underlying low-dimensional geometric structure, e.g., low-dimensional lattices, road networks, random geometric graphs, and data sets that are well-approximatable by low-dimensional spaces and non-linear manifolds. (See, e.g., Figure 2(e).) Relatedly, a downward sloping NCP is also observed for small commonly-studied networks that have been widely-used as testbeds for community identification algorithms, while the NCP is roughly flat at all size scales for well-connected expander-like graphs such as moderately-dense random graphs. Perhaps surprisingly, common generative models, including preferential attachment models, as well as “copying” models and hierarchical models specifically designed to reproduce community structure, also have flat or downward-sloping NCPS. Thus, when viewed from the perspective of 10,000 meters, all of these graphs “look like” either a hot dog (in the sense that one can split the graph into two large and meaningful pieces) or a moderately-dense expander-like random graph (in the sense that there are no good partitions of any size in the graph). This fact is used to great advantage by common machine learning and data analysis tools.

From the same perspective of 10,000 meters, what large social and information networks “look like” is very different. In Figure 2(f) and Figure 2(g), I present the NCP computed several different ways for two representative large social and information networks. Several things are worth observing: first, up to a size scale of roughly 100 nodes, the NCP goes down; second, it then achieves its global minimum; third, above that size scale, the NCP gradually increases, indicating

---

We have examined a large number of networks with these methods. The networks we studied range in size from tens of nodes and scores of edges up to millions of nodes and tens of millions of edges. The networks were drawn from a wide range of domains and included large social networks, citation networks, collaboration networks, web graphs, communication networks, citation networks, internet networks, affiliation networks, and product copurchasing networks. See [78, 77, 79] for details.
that the community-quality of possible communities gets gradually worse and worse as larger and larger purported communities are considered; and finally, even at the largest size scales there is substantial residual structure above and beyond what is present in a corresponding random graph. Thus, good network communities, at least as traditionally conceptualized, tend to exist only up to a size scale of roughly 100 nodes, while at larger size scales network communities become less and less community-like.

The explanation for this phenomenon is that large social and information networks have a nested core-periphery structure, in which the network consists of a large moderately-well connected core and a large number of very well-connected communities barely connected to the core, as illustrated in Figure 2(h). If we define a notion of a whisker to be maximal sub-graph detached from network by removing a single edge and the associated notion of the core to be the rest of the graph, i.e., the 2-edge-connected core, then whiskers contain (on average) 40% of nodes and 20% of edges. Moreover, in nearly every network, the global minimum of the NCP is a whisker. Importantly, though, even if all the whiskers are removed, then the core itself has a downward-then-upward-sloping NCP, indicating that the core itself has a nested core-periphery structure. In addition to being of interest in community identification applications, this fact explains the inapplicability of many common machine learning and data analysis tools for large informatics graphs. For example, it implies that recursive-bisection heuristics are largely inappropriate for this class of graphs (basically since the recursion depth will be very large).

There are numerous ways one can be confident in these domain-specific conclusions. Most relevant for the interplay between the algorithmic and statistical perspectives on data that I am discussing in this chapter are:

- **Modeling Considerations.** Several lines of evidence point to the role that sparsity and noise have in determining the large-scale clustering structure of large networks.
  - Extremely sparse Erdős-Rényi random graphs with connection probability parameter roughly $p \in (1/n, \log(n)/n)$—i.e., in the parameter regime where measure fails to concentrate sufficiently to have a fully-connected graph or to have observed node degrees close to expected node degrees—provide the simplest mechanism to reproduce the qualitative property of having very-imbalanced deep cuts and no well-balanced deep cuts.
  - So-called Power Law random graphs with power law parameter roughly $\beta \in (2, 3)$—which, due to exogenously-specified node degree variability, have an analogous failure of measure concentration—also exhibit this same qualitative property.
  - A model in which new edges are added randomly but with an iterative “forest fire” burning mechanism provides a mechanism to reproduce the qualitative property of a relatively gradually-increasing NCP.

\^14 For example, structural considerations (e.g., small barely connected whiskers, discoverable with pretty much any heuristic or algorithm, are responsible for minimum); lower-bound considerations (e.g., SDP-based lower bounds for large partitions provide a strong nonexistence results for large communities); domain-specific considerations (e.g., considering the properties of “ground truth” communities and the comparing results from networks in different application areas with very different degrees of homogeneity to their edge semantics); and alternate-formalization considerations (e.g., other formalizations of the community concept that take into account the inter-connectivity versus intra-connectivity bi-criterion tend to have similar NCPs, while formalizations that take into account one or the other criteria behave very differently).

\^15 As an aside, these considerations suggest that the data look like local structure on top of a global sparse quasi-random scaffolding, much more than the more commonly-assumed model of local noise on top of global geometric or hierarchical structure, an observation with significant modeling implications for this class of data.
• Algorithmic-Statistical Considerations. Ensembles of clusters returned by different approximation algorithms, e.g., Local Spectral versus the flow-based methods such as Metis+MQI versus the Bag-of-Whiskers heuristic, have very different properties, in a manner consistent with known artifactual properties of how those algorithms operate.

- For example, Metis+MQI finds sets of nodes that have very good conductance scores—at very small size scales, these are similar to the pieces from Local Spectral and these sets of nodes could plausibly be interpreted as good communities; but at size scales larger than roughly 100 nodes, these are often tenuously-connected (and in some cases unions of disconnected) pieces, for which such an interpretation is tenuous at best.

- Similarly, the NCP of a variant of flow-based partitioning that permits disconnected pieces to be output mirrors the NCP from the Bag-of-Whiskers heuristic that combines disconnected whiskers, while the NCP of a variant of flow-based partitioning that requires connected pieces more closely follows that of Local Spectral, at least until much larger size scales where flow has problems since the graph becomes more expander-like.

- Finally, Local Spectral finds sets of nodes with good (but not as good as Metis+MQI) conductance value that that are more “compact” and thus more plausibly community-like than those pieces returned by Metis+MQI. For example, since spectral methods confuse long paths with deep cuts, empirically one obtains sets of nodes that have worse conductance scores but are internally more coherent in that, e.g., they have substantially smaller diameter and average diameter. This is illustrated in Figures 2(i) through 2(l). Figures 2(i) and 2(j) show two ca. 500-node communities obtained from Local Spectral, which are thus more internally coherent than the two ca. 500-node communities illustrated in Figures 2(k) and 2(l) which were obtained from Metis+MQI and which thus consist of two tenuously-connected smaller pieces.

4.5 Some general thoughts on statistical issues and graph algorithms

I will conclude this section with a few general thoughts raised by these empirical results. Note that the modeling considerations suggest, and the algorithmic-statistical considerations verify, that statistical issues, and in particular regularization issues, are particularly important for extracting domain-specific understanding from approximation algorithms applied this class of data.

By regularization, of course, I mean the traditional notion that the computed quantities—clusters and communities in this case—are empirically “nicer,” or more “smooth” or “regular,” in some useful domain-specific sense [89, 29, 11]. Recall that regularization grew out of the desire to find meaningful solutions to ill-posed problems in integral equation theory, and it may be viewed as adding a small amount of bias to reduce substantially the variance or variability of a computed quantity. It is typically implemented by adding a “loss term” to the objective function being optimized. Although this manner of implementation leads to a natural interpretation of regularization as a trade-off between optimizing the objective and avoiding over-fitting the data, it typically leads to optimization problems that are harder (think of $\ell_1$-regularized $\ell_2$-regression) or at least no easier (think of $\ell_2$-regularized $\ell_2$-regression) than the original problem, a situation that is clearly unacceptable in the very large-scale applications I have been discussing.

Interestingly, though, at least for very large and extremely sparse social and information networks, intuitive notions of cluster quality tend to fail as one aggressively optimizes the community-quality score [79]. For instance, by aggressively optimizing conductance with Metis+MQI, one
obtains disconnected or barely-connected clusters that do not correspond to intuitive communities. This suggests the rather interesting notion of implementing implicit regularization via approximate computation—approximate optimization of the community score in-and-of-itself introduces a systematic bias in the properties of the extracted clusters, when compared with much more aggressive optimization or computation of the intractable combinatorial optimum. Of course, such a bias may in fact be preferred since, as in case of Local Spectral, the resulting “regularized communities” are more compact and correspond to more closely to intuitive communities. Explicitly incorporating the tradeoff between the conductance of the bounding cut of the cluster and the internal cluster compactness into a new modified objective function would not have led to a more tractable problem; but implicitly incorporating it in the approximation algorithm had both algorithmic and statistical benefits. It is clearly of interest to formalize this approach more generally.

5 Conclusions and Future Directions

As noted above, the algorithmic and statistical perspectives on data and what might be interesting questions to ask of the data are quite different, but they are not incompatible. Some of the more prominent recent examples of this include:

- Statistical, randomized, and probabilistic ideas are central to much of the recent work on developing improved worst-case approximation algorithms for matrix problems.
- Otherwise intractable optimization problems on graphs and networks yield to approximation algorithms when assumptions are made about the network participants.
- Much recent work in machine learning draws on ideas from both areas; similarly, in combinatorial scientific computing, implicit knowledge about the system being studied often leads to good heuristics for combinatorial problems.
- In boosting, a statistical technique that fits an additive model by minimizing an objective function with a method such as gradient descent, the computation parameter, i.e., the number of iterations, also serves as a regularization parameter.

In this chapter, I have focused on two examples that illustrate this point in a somewhat different way. For the first example, we have seen that using a concept fundamental to statistical and diagnostic regression analysis was crucial in the development of improved algorithms that come with worst-case performance guarantees and that, for related reasons, also perform well in practice. For the second example, we have seen that an improved understanding of worst-case algorithms (e.g., when they perform well, when they perform poorly, and what regularization is implicitly implemented by them) suggested methods for using those approximation algorithms as “experimental probes” of large informatics graphs and for better inference and prediction on those graphs.

To conclude, I should re-emphasize that in neither of these applications did we first perform statistical modeling, independent of algorithmic considerations, and then apply a computational procedure as a black box. This approach of more closely coupling the computational procedures used with statistical modeling or statistical understanding of the data seems particularly appropriate more generally for very large-scale data analysis problems, where design decisions are often made based on computational constraints but where it is of interest to understand the implicit statistical consequences of those decisions.
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