The Volterra type equations related to the non-Debye relaxation.
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I. INTRODUCTION

Dielectric relaxation phenomena which take place in dielectric materials reflect delay of the molecular polarization with respect to the time varying electric field acting on a dielectric medium. They are customarily described in terms of the frequency dependent complex dielectric permittivity \( \hat{\varepsilon}(i\omega) \) which informs us about the reaction of a system on harmonic field and is specified by a complex function whose real and imaginary parts are associated with absorptive and dispersive contributions. Our knowledge of these functions comes from the broadband dielectric spectroscopy and as such it has phenomenological origin which awaits theoretical clarification. In the case of an ideal, noninteracting population of dipoles its response to an alternating external electric field, in the frequency domain described by the so-called spectral function \( \hat{\phi}(i\omega) = \left[ \hat{\varepsilon}(i\omega) - \varepsilon_\infty \right] / \left( \varepsilon_0 - \varepsilon_\infty \right) \), is indicated by the Debye relaxation, namely \( \hat{\phi}(i\omega) = \left[ 1 + (i\omega\tau) \right]^{-1} \) where \( \tau \) denotes some characteristic time. In the time domain the Debye relaxation pattern can be described by the relaxation function \( f(t) = \exp(-t/\tau) \) whose derivative taken with minus sign gives the response function \( \phi(t) = \mathcal{L}^{-1}[\hat{\phi}(i\omega); t] \) where \( \mathcal{L}^{-1}[\cdot; t] \) denotes the inverse Laplace transform. For more complex systems the Debye model fails and the differential equation of the Debye relaxation function, i.e. \( \frac{df(t)}{dt} = -\tau^{-1}f(t) \), is not satisfied any longer. Intuitive explanation says that the system does not follow either changes or switching on/off the external field immediately and its observed reaction is delayed and smeared in time. In the language of evolution equations such time-smearing may be written down in various forms. Within the approach proposed in [16, 29–31] the starting point is the kinetic (master) equation \( \frac{df(t)}{dt} = -r(t)f(t) \) with a non-negative function \( r(t) \) called the transition rate of the system. The master equation may be rewritten as \( f(t) = f(0) - \int_0^t r(\xi)f(\xi)\,d\xi \) where \( f(0) = 1 \). Smearing the function \( r(\xi) \) as \( r(t-\xi) = B(\tau; p)\kappa(t-\xi) \) where \( p \) denote a set of external parameters characterizing the system, we arrive at the inhomogeneous integral equation

\[
f(t) = 1 - B(\tau; p)\int_0^t \kappa(t-\xi)f(\xi)\,d\xi, \tag{1}\]

recently considered in detail within the framework of the stochastic approach to relaxation processes [29–31]. In Eq. (1) the kernel \( \kappa(t) \) plays the role of propagator and the quantity \( B(\tau; p) \) (reducing to \( 1/\tau \) for the Debye relaxation) contains parameters which characterize the process under consideration. Another possibility is to smear the time derivative \( \frac{df(t)}{dt} \). It leads to the homogenous integro-differential equation

\[
\int_0^t k(t-\xi)\frac{d}{d\xi}f(\xi)\,d\xi = -B(\tau; p)f(t), \tag{2}\]
with the kernel \( k(t) \) which mimics memory effects influencing the system evolution and thus we shall call it the memory kernel. Suitable choice of \( k(t) \) enables using fractional analysis tools being nowadays widespread mathematical methods applied to investigate various kinds of relaxation and anomalous diffusion phenomena. We note here that the functional form of \( k(t) \) depends on the physical model under study and is by no means \textit{a priori} restricted to the forms present in the standard definitions of fractional derivatives, like the Riemann-Liouville or Caputo ones. It has been advocated in Refs. [4, 6, 8, 16, 20, 30] that the promising and physically justified choice of the memory kernel is to take it as the Prabhakar function [23], being a representative of the Mittag-Leffler family of functions [9] playing important role in modeling the non-Debye relaxations. In this paper, following arguments presented in [4, 9], we shall focus our interest on the memory kernel given by the Prabhakar function with negative upper parameters, namely

\[
k(\alpha, \nu, \mu; a; t) = e^{-\nu/\alpha, 1-\mu}(-a, t) = t^{-\mu} E^{-\nu/\alpha, 1-\mu}(-at^\alpha), \quad a \in \mathbb{R}, \quad t > 0,
\]

with \( \alpha, \nu, \mu \in (0, 1] \).

The Eq. (2), with Eq. (3) and \( B(\tau; \alpha, \nu, \mu) \) put in, is an integro-differential equation of the Volterra type. We will solve it using two independent techniques namely the umbral calculus and the Laplace transform methods. Tricky methods of the umbral calculus simplify calculations leading to the main results of the paper. However, because umbral calculus methods are repeatedly considered non reliable all results are confirmed using the standard Laplace transform method. Having these results we identify examples of relaxation processes for which Eq. (2) provide us with physically adequate description. Finally, we show that the inhomogeneous integral equation Eq. (1) is equivalent to the homogenous integro-differential equation Eq. (2).

The paper is organized as follows: in the Sec. II we recall solvability conditions for Eq. (2) (obtained in [17]) as well as discuss the series form of its solutions in the Laplace space. The Secs. III and IV are a mathematical interlude. We have decided to include them in order to make the paper self-consistent and to convince the reader to usability of the umbral methods. In Sec. III we introduce the umbral representation of the three parameter Mittag-Leffler function \( E_{\alpha, \nu}^{\mu}(x) \) and show that the umbral techniques permit one to reconstruct numerous formulas obeyed by the Mittag-Leffler functions. Analogous scheme is repeated in Sec. IV for the Mittag-Leffler polynomials. The Secs. V and VI are devoted to study explicitly solvable examples to which the equation Eq. (2) boils down: in Sec. V we solve it for the kernel \( k(\alpha, 1; a, t) = e^{-1/\alpha, 1-\alpha}(-a, t), \quad \alpha \in (0, 1) \); whereas in Sec. VI we consider the kernel \( k(\alpha, \nu; a, t) = e^{-\nu/\alpha, 1-\alpha\nu}(-a, t), \quad \alpha, \nu \in (0, 1] \). We show how to sum up the series expressing the inverse Laplace transform (giving solutions to
Eqs. (6) and (7)) by applying the umbral calculus and the Laplace transform methods. Both results are equivalent and valid in the full range of parameters so there is no need to assume any longer restrictions initially requested by Eqs. (6) and (7). In Sec. VII we consider the case of \( k(\alpha, \nu, \mu; a, t) = e^{-\nu_{1-\mu}(-a, t)}, \alpha, \nu, \mu \in (0, 1] \) which, being depended on three parameters, generalizes results of Sec. VI and it is closely related to the example analysed in [30]. The solution which we have found involves unknown inverse Laplace transform and gives, as a special case, the solution presented in Sec. VI. In Sec. VIII we conclude the paper - in particular we show how our results are related to the Cole-Cole relaxations and how they link to parallel investigations based on integral equations and stochastic approach.

II. SOLUTIONS TO THE VOLterra EQUATION: THE LAPLACE TRANSFORM METHODS

Eq. (2) defines the Cauchy problem which is well understood under quite general assumptions put on the kernel \( k(\alpha, \nu, \mu; a; t) \) [17]. Properties of \( k(\alpha, \nu, \mu; a; t) \) are the best recognized if one describes them in terms of its Laplace transform \( \hat{k}(\alpha, \nu, \mu; a; s) \). It has been shown in [17, Theorem 2] that the solvability of Eq. (2) is determined by the conditions

\[
\begin{align*}
\hat{k}(\alpha, \nu, \mu; a; s) & \to \infty, \quad s\hat{k}(\alpha, \nu, \mu; a; s) \to 0, \quad \text{for} \quad s \to 0, \\
\hat{k}(\alpha, \nu, \mu; a; s) & \to 0, \quad s\hat{k}(\alpha, \nu, \mu; a; s) \to \infty, \quad \text{for} \quad s \to \infty
\end{align*}
\]

which are satisfied by \( \hat{k}(\alpha, \nu, \mu; a; s) = s^{-1+\mu-\alpha\nu} (s^\alpha + a)^\nu \) calculated in [23, Eq. (2.5)]. Weaker condition (proposed in [4, 34] and satisfied in our case) is specified by \([s\hat{k}(\alpha, \nu, \mu; a; s)]^{-1} \to 0\) for \( s \to \infty \). Then \( k(\alpha, \nu, \mu; a, t) \) is called the fading memory, an old concept due to Ludwig Boltzmann, which, loosely speaking, says that a medium obeys it if changes happening in the past have less effect now than equivalent but more recent changes [1]. The fading memory condition is satisfied e.g. by completely monotone functions [2], the property which according to [17, Theorem 2] is guaranteed by conditions listed in Eq. (4).

We have announced earlier that the aim of our paper is to present solutions to the Volterra-type equation involving the memory kernel Eq. (3). General rules of the Laplace method say that taking \( k(\alpha, \nu, \mu; a; t) \) whose Laplace transform exists and next applying the standard formalism of the Laplace transform we can represent the solution of Eq. (2) as

\[
f(t) = \mathcal{L}^{-1}\left[\frac{\hat{k}(\alpha, \nu, \mu; a; s)}{s\hat{k}(\alpha, \nu, \mu; a; s) + B(\tau; \alpha, \nu, \mu)} f(0); t\right],
\]

(5)
where $L^{-1}$ is the inverse Laplace transform. Depending on the ratio $B(\tau; \alpha, \nu, \mu)/[s\hat{k}(\alpha, \nu, \mu; a; s)]$

Eq. (5) can be considered two-fold. The first possibility is to extract $K(\alpha, \nu; a; s)$ from the nominator and denominator of Eq. (5) and use $(1+1)^{-1} = \sum_{r=0}^{\infty}(-x)^r$ for $x = B(\tau; \alpha, \nu, \mu)/[s\hat{k}(\alpha, \nu, \mu; a; s)]$.

In such a case Eq. (5) reads

$$f_1(\alpha, \nu, \mu; B, a; t) = \sum_{r=0}^{\infty}(-1)^r B^r(\tau; \alpha, \nu, \mu)L^{-1}[s^{-1-r}\hat{k}^{-r}(\alpha, \nu, \mu; a; s); t]f(0)$$

satisfied for $|B(\tau; \alpha, \nu, \mu)/[s\hat{k}(\alpha, \nu, \mu; a; s)]| < 1$. This case was discussed in [4, 5, 34]. To realize the second possibility we extract $B(\tau; \alpha, \nu, \mu)$ and apply the series expansion of $(1+x)^{-1}$ but this time for $x = \hat{k}(\alpha, \nu, \mu; a; s)/B(\tau; \alpha, \nu, \mu)$. Now, the solution to the Laplace transformed Eq. (5) can be represented as

$$f_2(\alpha, \nu, \mu; B, a; t) = \sum_{r=0}^{\infty}(-1)^r B^{-1-r}(\tau; \alpha, \nu, \mu)L^{-1}[s^{r}\hat{k}^{1+r}(\alpha, \nu, \mu; a; s); t]f(0),$$

well defined for $|B(\tau; \alpha, \nu, \mu)/[s\hat{k}(\alpha, \nu, \mu; a; s)]| > 1$. This case, omitted in the papers [5, 34], was discussed in [12]. In Secs. V - VII we shall show how to sum up both series using methods of the umbral calculus and Laplace transform.

### III. THE THREE PARAMETER MITTAG-LEFFLER FUNCTION $E_{\alpha,1+\nu}(x)$

The Prabhakar function $e_{\alpha,\mu}(\lambda, t)$ contains the three parameter Mittag-Leffler function $E_{\alpha,\mu}(x)$ whose series form is

$$E_{\alpha,\mu}(x) = \sum_{r=0}^{\infty} \frac{(\nu)_r x^r}{r! \Gamma(\alpha r + \mu)}, \quad \alpha, \mu, \nu > 0.$$  

(8)

The Pochhammer symbol (called also the raising factorial) is given by $(\nu)_r = \Gamma(\nu + r)/\Gamma(\nu) = \nu(\nu + 1)\ldots(\nu + r - 1)$. The three parameter Mittag-Leffler function for $\mu = \nu = 1$ tends to the one parameter or standard Mittag-Leffler function $E_\alpha(x) = E_{1,1}(x)$, whereas for $\nu = 1$ it is the two parameter Mittag-Leffler (Wiman) function $E_{\alpha,\mu}(x) = E_{1,1}(x)$ (for a complete information on the Mittag-Leffler functions see e.g., [9]).

**Umbral representations of $E_{\alpha,1+\nu}(x)$**

In this Section we introduce the umbral representation of $E_{\alpha,1+\nu}(x)$ which allow us to derive a set of handy formulae. [7] Similarly to the classical references on the umbral calculus [26] we start our considerations introducing the shift operator $c_z$ defined as $c_z^a : h(z) \mapsto h(z + a)$ which
satisfies $c_2^a c_2^a = c_2^{a_1+a_2}$. When we chose as $h(z)$ the function $[\Gamma(1 + z)]^{-1}$ then, by definition, $c_2^a [\Gamma(1 + z)]^{-1}|_{z=b} = [\Gamma(1 + b + a)]^{-1}$. Thus we can define the umbral form of the three parameter Mittag-Leffler function as

$$E_{\alpha,1+d}^{\nu}(x) = c_2^d (1 - xc_2^a)^{-\nu}[\Gamma(1 + z)]^{-1}|_{z=0}, \quad (9)$$

where for our future applications we separate out 1 in the parameter $\mu$ such that $\mu = 1+d$, $d \geq -1$.

**Properties of $E_{\alpha,1+d}^{\nu}(x)$**

Below we present examples which show how the known formulae satisfied by $E_{\alpha,1+d}^{\nu}(a, x)$ can be derived with the help of calculations involving the umbral form Eq. (9) and using throughout the proofs tricky methods of the umbral calculus.

**Proposition 1** The Laplace transform of the Prabhakar function $e_{\alpha,1+d}^{\nu}(a, x) = x^d E_{\alpha,1+d}^{\nu}(ax^\alpha)$ (given in Refs. [9, 11, 23]) for $a \in \mathbb{R}$, $\Re(1 + d) > 0$, and $\Re(s) > 0$, $|s| > a^{1/\Re(\alpha)}$ reads

$$L[e_{\alpha,1+d}^{\nu}(a, x); s] = s^{\alpha\nu - 1 - d}(s^\alpha - a)^{-\nu}. \quad (10)$$

**Proof of Eq. (10).** From Eq. (9) we have

$$L[e_{\alpha,1+d}^{\nu}(a, x); s] = \int_0^\infty e^{-sx} x^d c_2^d (1 - ax^\alpha c_2^a)^{-\nu}[\Gamma(1 + z)]^{-1}|_{z=0} \, dx$$

$$= \sum_{r=0}^{\infty} \frac{a^r(\nu)_r}{r!} c_2^{d+\alpha r}[\Gamma(1 + z)]^{-1}|_{z=0} \int_0^\infty e^{-sx} x^{d+\alpha r} \, dx$$

$$= s^{-1-d} \sum_{r=0}^{\infty} \frac{(as^\alpha)^r(\nu)_r}{r!},$$

where in the first equality we have treated the umbral operator $c_2$ as a parameter and in the next step we have changed the order of summation and integration. The integral representation of the gamma function gives $s^{-1-d-\alpha r}\Gamma(\alpha r + 1 + d)$ and such obtained gamma function cancels with the gamma function which comes from $c_2^{d+\alpha r}[\Gamma(1 + z)]^{-1}|_{z=0}$. Using once again the series expansion of $(s^\alpha + a)^{-\nu}$ we complete the proof.

**Proposition 2** The two parameters Mittag-Leffler function $E_{\alpha,1+d}^{\nu}(ax^\alpha) = E_{\alpha,1+d}^{1}(ax^\alpha)$ with $0 < \Re(\alpha) < 1$, $\Re(d) > \Re(\alpha) - 1$, multiplied by $x^d$ is the eigenfunction of the $\alpha$-order fractional derivative in the Caputo sense:

$$C D_x^{\alpha} [x^d E_{\alpha,1+d}^{\nu}(ax^\alpha)] = ax^d E_{\alpha,1+d}^{\nu}(ax^\alpha), \quad a \in \mathbb{R}, \quad (11)$$
where

\[ C D_x^\alpha h(x) = \frac{1}{\Gamma(1 - \alpha)} \int_0^t (t - \xi)^{-\alpha} \frac{d h(\xi)}{d\xi} \, d\xi \quad \text{for} \quad \alpha \in (0, 1). \]

**Proof of Eq. (11).** Taking the definition of the fractional derivative in the Caputo sense, Eq. (9) and the series expansion of \((1 - ax^\alpha c_z^\alpha)^{-1}\) we get

\[
C D_x^\alpha [x^d E_{\alpha,1+d}(ax^\alpha)] = \int_0^\infty \frac{d y}{(x - y)^\alpha} [\Gamma(1 + z) - 1] \frac{dy}{\Gamma(1 - \alpha)} \sum_{r=0}^\infty a^r c_z^{d+ar} [\Gamma(1 + z)]^{-1} \Big|_{z=0} \Gamma(1 - \alpha) \tag{12}\]

The integral in the second line of Eq. (12) is calculated using the formula [24, Eq. (2.2.4.8)], namely

\[ \int_0^a x^{\alpha-1}(a^\mu - x^\mu)^{\beta-1} \, dx = a^{\mu(\beta-1) + \alpha} - \frac{\Gamma(\alpha/\mu)\Gamma(\beta)}{\Gamma(\alpha/\mu + \beta)}, \]

which completes the proof.

**Proposition 3** For \(\Re(\alpha) > 0, \Re(1 + d - n) > 0, n \in \mathbb{N}, \text{ and } a \in \mathbb{R}\) derivatives of the Prabhakar function satisfy

\[
\frac{d^n}{dx^n}[x^d E_{\alpha,1+d}(ax^\alpha)] = x^{d-n} E_{\alpha,1+d-n}(ax^\alpha). \tag{13}\]

**Proof of Eq. (13).** Expanding \((1 - ax^\alpha c_z^\alpha)^{-\nu}\) in Eq. (9) as a series and substituting the result into the RHS of Eq. (13) leads to

\[
\text{RHS of Eq. (13)} = \sum_{r=0}^\infty a^r(v) c_z^{d+ar} \frac{1}{\Gamma(1 + d + ar)} \Gamma(1 + d + ar - n) x^{ar+d-n}. \]

The above is the series representation of the three parameter Mittag-Leffler function multiplied by the power function \(x^{d-n}\), i.e. the LHS of Eq. (13).

**Proposition 4** The two parameter Mittag-Leffler functions satisfy the equalities (see formulae (10) and (13) of [13])

\[ E_{-\alpha,0}(x) = -x^{-1} E_{\alpha,0}(x^{-1}) = -E_{\alpha,0}(x^{-1}). \tag{14}\]

**Proof of Eq. (14).** The first equality in Eq. (14) stems directly from Eq. (9) applied to \(E_{-\alpha,0}(x)\). The second equality of Eq. (14) can be derived from the series representation of the two parameter Mittag-Leffler function in which we change the summation index \(r = 0, 1, \ldots\) to \(n = r + 1\) where \(n = 1, 2, \ldots\). Notice that we can do that because of \(\lim_{r \to 0} y^r / \Gamma(\alpha r) = 0\). Hence, \(E_{\alpha,0}(y) = \sum_{n=1}^\infty y^{n-1} / \Gamma(\alpha n) = y^{-1} E_{\alpha,0}(y)\).
Proposition 5 For \(\alpha \in (0, 1), \beta, \gamma > 0, a \in \mathbb{R}, \) and \(t > 0\) we have

\[
E_{\alpha, \beta}^\gamma(-at^\alpha) = \frac{1}{\Gamma(\gamma)} \int_0^\infty e^{-au} t^{1-\beta} u^{\beta/\alpha-1} g_{\alpha, \beta}^\gamma(u, t) \, du, \tag{15}
\]

where \(g_{\alpha, \beta}^\gamma(u, t) = u^{-1/\alpha} g_{\alpha, \beta}^\gamma(tu^{-1/\alpha}) = u^{\gamma-\beta/\alpha} \mathcal{L}^{-1}[s^{\alpha-\beta} e^{-us^\alpha}; t].\)

Proof of Eq. (15). From Eq. (9) it appears that \(E_{\alpha, \beta}^\gamma(-at^\alpha) = c_z^{\beta-\alpha\gamma-1} (c_z^{-\alpha} + at^\alpha)^{-\gamma} \Gamma(1 + z)^{-1} \big|_{z=0}.\) Using the integral representation of \((c_z^{-\alpha} + at^\alpha)^{-\gamma}\) we get

\[
E_{\alpha, \beta}^\gamma(-at^\alpha) = c_z^{\beta-\alpha\gamma-1} \int_0^\infty d\xi \; e^{-\xi (c_z^{-\alpha} + at^\alpha)} \frac{\xi^{\gamma-1}}{\Gamma(\gamma)} \big|_{\gamma(1 + z)^{-1} \big|_{z=0}}.
\]

The next step is to show that the umbral image \(c_z^{\beta-\alpha\gamma-1} \exp(-\xi c_z^{-\alpha}) \Gamma(1 + z)^{-1} \big|_{z=0}\) is proportional to \(g_{\alpha, \beta}^\gamma(\xi^{-1/\alpha})\) whose series form is presented in Appendix A:

\[
c_z^{\beta-\alpha\gamma-1} \exp(-\xi c_z^{-\alpha}) \Gamma(1 + z)^{-1} \big|_{z=0} = \sum_{r=0}^\infty \frac{(-\xi)^r}{r!} c_z^{\beta-\alpha\gamma-\alpha r} \Gamma(1 + z)^{-1} \big|_{z=0} = \xi^{(\beta-1)/\alpha-\gamma} \sum_{r=0}^\infty \frac{(-1)^r}{r! \Gamma(\beta - \alpha \gamma - \alpha r)} (\xi^{-1/\alpha})^{-1-\alpha r + \beta - \alpha \gamma} = \xi^{(\beta-1)/\alpha-\gamma} g_{\alpha, \beta}^\gamma(\xi^{-1/\alpha}).
\]

Thus, Eq. (16) reads

\[
E_{\alpha, \beta}^\gamma(-at^\alpha) = \int_0^\infty e^{-\xi at^\alpha} \frac{\xi^{\beta/\alpha - (1+1/\alpha)}}{\Gamma(\gamma)} g_{\alpha, \beta}^\gamma(\xi^{-1/\alpha}) \, d\xi.
\]

Setting \(\xi = t^{-\alpha} u\) we complete the proof.

Remark 1. In [11] it has been derived the integral representation

\[
E_{\alpha, \alpha\gamma}^\gamma(-at^\alpha) = \frac{1}{\Gamma(\gamma)} \int_0^\infty e^{-au} t^{1-\alpha\gamma} u^{\gamma-1} \tilde{\Phi}_\alpha(u, t) \, du, \tag{17}
\]

where \(0 < \alpha < 1, \gamma > 0, a \in \mathbb{R}, \) and \(t > 0.\) The function \(\tilde{\Phi}_\alpha(u, t) = u^{-1/\alpha} \tilde{\Phi}_\alpha(tu^{-1/\alpha}) = \mathcal{L}^{-1}[e^{-us^\alpha}; t]\) denotes the one-sided Lévy distribution [22]. This results from Eq. (15) for \(\beta = \alpha\gamma\) for which \(g_{\alpha, \alpha\gamma}^\gamma(u, t) = \tilde{\Phi}_\alpha(u, t).\)

The generalized hypergeometric form

Rewriting [11, Eq. (9)] we can express the three parameter Mittag-Leffler function for rational \(0 < \alpha = l/k < 1\) as a finite sum of generalized hypergeometric functions

\[
E_{\kappa, 1+d}^\nu(x) = \sum_{j=0}^{k-1} \frac{x^j (\nu)_j}{j! (1 + d + \frac{l}{k})^{k+j}} \mathcal{F}_{l+k} \left( \begin{array}{c} 1, \Delta(k, \nu + j) \\ \Delta(k, 1 + j), \Delta(l, 1 + d + \frac{l}{k}) \end{array} \right), \tag{18}
\]
where we adopt the symbol $\Delta(n, a)$ to denote the sequence $a/n, (a+1)/n, \ldots, (a+n-1)/n$ and to encode parameters of the generalized hypergeometric function. The upper (first) list of parameters is equal to 1 and $\Delta(k, \nu + j)$, while the lower list, namely $\Delta(k, 1 + j)$ and $\Delta(l, 1 + d + lj/k)$, is the second lists of parameters. Note that the arguments of generalized hypergeometric functions in Eq. (18) are equal to $x^{k/l}$.

Below we itemize a few examples of Eq. (18) which we will use in forthcoming parts of the paper:

(A) Eq. (18) for $l/k = \nu = 1$ and $d = 1$ yields to

$$E_{1,2}(x) = \frac{\exp(x) - 1}{x},$$

whereas for $l/k = 1, \nu = -1/2$, and $d = 1/2 + r$, $r = 0, 1, 2, \ldots$, it is equal to

$$E_{1,3/2+r}(x) = \frac{\exp(x)}{\Gamma(\frac{3}{2} + r)} \sum_{j=0}^{\infty} \frac{x^j}{(1 + lj/k)} 1_F_1 \left( \frac{2 + r}{3/2 + r}; -x \right).$$

In Eq. (19) we used the representation of the three parameter Mittag-Leffler function given by Eq. (18) and the Kummer relation for $1_F_1$.

(B) Eq. (18) for rational $\alpha = l/k, \nu = 1$, and $d = 0$ is the one parameter, or standard, Mittag-Leffler function:

$$E_{l/k}(x) = \sum_{j=0}^{k-1} \frac{x^j}{(1 + lj/k)} 1_F_1 \left( \frac{1}{\Delta(l, 1 + lj/k); \frac{x^k}{l^k}} \right).$$

As a particular case Eq. (20) reconstructs the well-known form of the one parameter Mittag-Leffler function for $l/k = 1/2$ [9]. Namely, from Eq. (7.11.2.19) of [25] we can express $E_{1/2}(x)$ as

$$E_{1/2}(x) = e^{x^2/2} [1 + \text{erf}(x)],$$

where $\text{erf}(x)$ is the error function.

(C) In the case of the two parameter Mittag-Leffler function $E_{l/k,0}(x)$, i.e. Eq. (18) written down for rational $\alpha = l/k, \nu = 1$, and $d = -1$, we get

$$E_{l/k,0}(x) = \sum_{j=1}^{k} \frac{x^j}{\Gamma(lj/k)} 1_F_1 \left( \frac{1}{\Delta(l, lj/k); \frac{x^k}{l^k}} \right).$$

Notice that the summation index $j$ is shifted and now it goes from 1 to $k$ (see the comment below Eq. (14)). Eq. (21) for $l = k = 1$ reads

$$E_{1,0}(x) = x \exp(x),$$

whereas for $l/k = 1/2$ it leads to the combination of the power function and the one parameter Mittag-Leffler function $E_{1/2}(x)$:

$$E_{1/2,0}(x) = \frac{x}{\sqrt{\pi}} + x^2 E_{1/2}(x).$$
IV. THE MITTAG-LEFFLER POLYNOMIALS $E^{-n}_{\alpha,1+d}(x)$

For $\nu$ being a negative integer, i.e. $\nu = -n$, $n = 1, 2, \ldots$, the three parameter Mittag-Leffler functions become polynomials called by us the Mittag-Leffler polynomials, namely

$$E^{-n}_{\alpha,1+d}(x) \overset{\text{def}}{=} \sum_{r=0}^{n} \binom{n}{r} \frac{(-x)^r}{\Gamma(\alpha r + 1 + d)}, \quad \alpha > 0, \quad d \geq -1. \quad (22)$$

For natural $\alpha$, $\alpha = N \in \mathbb{N}$, they are related to the Konhauser polynomials $Z^d_n(x;\alpha) = \Gamma(Nn + d + 1)E^{-n}_{N,1+d}(x^N)/n! \ [5, 18, 23, 27]$ which for $d > 0$ extend the associated Laguerre polynomials $L^d_n(x)$ for $\alpha > 0$ belong also to the family of Laguerre-Wright polynomials $\Lambda^{(d,\alpha)}_n(x)$ [3] whose generating functions are given in [3].

**Umbral representation of $E^{-n}_{\alpha,1+d}(x)$**

The umbral representation (9) used for $\nu = -n$, $n = 0, 1, 2, \ldots$ enables us to postulate the umbral image of the Mittag-Leffler polynomials Eq. (22) in the form

$$E^{-n}_{\alpha,1+d}(x) = c^{\alpha}_z (1 - x^\alpha c^\alpha_z)^n [\Gamma(1 + z)]^{-1} \bigg|_{z=0}. \quad (23)$$

As seen from the previous paragraph the Mittag-Leffler polynomials $E^{-n}_{\alpha,1+d}(x^\alpha)$ differ from the Konhauser polynomials $Z^d_n(x;\alpha)$ only by the normalization coefficient $n!/\Gamma(\alpha n + 1 + d)$ and $\alpha$ being real positive instead of natural. Thus, all algebraic formulae satisfied by the Konhauser polynomials $Z^d_n(x;\alpha)$ and listed in [27, Subsec. 3.II] as well as in [18, Sec. II] are also fulfilled by $E^{-n}_{\alpha,\beta}(x)$.

**Properties of $E^{-n}_{\alpha,1+d}(x)$**

**Proposition 6** The derivative of the Mittag-Leffler polynomials satisfies

$$\frac{d}{dx}E^{-n}_{\alpha,1+d}(x^\alpha) = -\alpha x^{\alpha-1}E^{1-n}_{\alpha,1+d+\alpha}(x^\alpha), \quad (24)$$

from which one gets

$$x\frac{d}{dx}E^{-n}_{\alpha,1+d}(x^\alpha) = n\alpha \left[ E^{-n}_{\alpha,1+d}(x^\alpha) - E^{1-n}_{\alpha,1+d}(x^\alpha) \right]. \quad (25)$$

**Proof of Eq. (25).** Using the umbral representation Eq. (23) of the Mittag-Leffler polynomials one has

$$x\frac{d}{dx}E^{-n}_{\alpha,1+d}(x^\alpha) = n\alpha c^\alpha_z \frac{(1 - x^\alpha c^\alpha_z) - 1}{1 - x^\alpha c^\alpha_z} (1 - x^\alpha c^\alpha_z)^n [\Gamma(1 + z)]^{-1} \bigg|_{z=0}$$

$$= n\alpha \left\{ c^\alpha_z (1 - x^\alpha c^\alpha_z)^n - c^\alpha_z (1 - x^\alpha c^\alpha_z)^{n-1} \right\} [\Gamma(1 + z)]^{-1} \bigg|_{z=0} \quad (26)$$
which gives Eq. (25).

**Remark 2.** Eqs. (24) and (25) lead to similar but not the same formulae as those obeyed by the standard Konhauser polynomials being exhibited in Eqs. (3.10) and (3.12) of [27]. The difference is caused by the fact that now we are dealing with the real positive parameter $\alpha$. Additionally, from the first equality in Eq. (26) we derive

$$x^\alpha E_{\alpha,1+d+\alpha}^{-n}(x^\alpha) + E_{\alpha,1+d}^{-n-(n+1)}(x^\alpha) = E_{\alpha,1+d}^{-n}(x^\alpha).$$

**Proposition 7** If $a, b > 0$ then

$$\int_0^\infty x^{d+m} e^{-ax} E_{\alpha,1+d}^{-n}((bx)^\alpha) \, dx = a^{-1-d-m} \sum_{r=0}^{n} \binom{n}{r} \left( -\frac{b}{a} \right)^r \frac{\Gamma(1 + d + m + \alpha r)}{\Gamma(1 + d + \alpha r)},$$

which vanishes for $a = b$ and $m = 0, 1$.

**Proof of Eq. (27).** Substitution of the series representation of Eq. (22) into the LHS of Eq. (27) leads to

$$\text{RHS of Eq. (27)} = \sum_{r=0}^{n} \binom{n}{r} (-b^\alpha)^r c_{z}^{d+\alpha r} \left[ \Gamma(1 + z) \right]^{-1} \bigg|_{z=0} \int_0^\infty e^{-ax} x^{d+m+\alpha r} \, dx,$$

in which we use the umbral form of $[\Gamma(\alpha r + 1 + d)]^{-1}$, i.e. the action of the umbral operator $c_{z}^{d+\alpha r}$ on $[\Gamma(1 + z)]^{-1}$ at $z = 0$. Applying the integral representation of the gamma function, we obtain the RHS of Eq. (27).

Vanishing of the integral in Eq. (27), if $a = b$, is seen from [18, Eq. (2)] rewritten for the Mittag-Leffler polynomials. For $m = 0$ and $m = 1$ it is easy to show - for $m = 0$ and from Eq. (27) we get

$$\int_0^\infty x^d e^{-ax} E_{\alpha,1+d}^{-n}((bx)^\alpha) \, dx = a^{-1-d-\alpha n}(a^\alpha - b^\alpha)^n,$$

whereas for $m = 1$ we have

$$\int_0^\infty x^{d+1} e^{-ax} E_{\alpha,1+d}^{-n}((bx)^\alpha) \, dx = a^{-1-d-\alpha n}(a^\alpha - b^\alpha)^n-1[(1 + d)a^\alpha - (1 + d + \alpha n)b^\alpha].$$

RHS’s of both these expressions vanish for $a = b$ which finishes the proof.

**The generalized hypergeometric form**

We complete the information about the Mittag-Leffler polynomials by expressing them as the finite sum of the generalized hypergeometric functions. From the definition of the three parameter
Mittag-Leffler function given via Eq. (18) for the rational \( \alpha = l/k \) in which we apply \((-n)_r = (-1)^r/(n)_r \) one finds
\[
E_{\frac{1}{1}+l}(x) = \sum_{j=0}^{M} \binom{n}{j} \frac{(-x)^j}{\Gamma(1+d+\frac{1}{k}j)} (1+k)^{1+k} \left( \begin{array}{c} \Delta(k,\frac{1}{k}j) \\ \Delta(l,\frac{1}{k}j) \end{array} \right) x^k,
\]
where \( M \) is the smallest number from \( n \) and \( k-1 \). For integer \( \alpha = l/k \), where \( l = N \) and \( k = 1 \), Eq. (28) tends to [27, Eq. (3.2)]; this stems from the hypergeometric representation of the Konhauser polynomials.

V. THE INTEGRAL KERNEL \( e_{\alpha,1-\alpha}^{-1}(-a,t) \)

As the first example of solving Eqs. (6) and (7) we will consider the model governed by Eq. (3) for \( \nu = 1 \) and \( \mu = \alpha \). In this case, the integral kernel \( k(\alpha,1;\alpha;a;t) \) is equal to the Prabhakar function \( e_{\alpha,1-\alpha}^{-1}(-a,t) \) with \( \alpha \in (0,1) \) [5, 7, 33, 34]. The series in Eq. (6) reads as [34, Eq. (10)] and/or as [5, Eq. (16)], namely
\[
f_1(\alpha,1,\alpha;B,a;t) = \sum_{r=0}^{\infty} (-B)^r e_{\alpha,1+\alpha r}^{-1}(-a,t) f(0),
\]
and the series in Eq. (7) is
\[
f_2(\alpha,1,\alpha;B,a;t) = -\sum_{r=0}^{\infty} (-B)^{-1-r} e_{\alpha,1-\alpha(1+r)}^{-1}(-a,t) f(0),
\]
where \( B = B(\tau;\alpha,1,\alpha) \). Summing up the series (29) and (30) will be done two-fold - applying the umbral images of Secs. III and IV or using the Laplace transform method.

The umbral calculus method

The Prabhakar function \( e_{\alpha,1+\alpha r}^{-1}(-a,t) \) in Eq. (29) is the product of the power \( t^{\alpha r} \) and the three parameter Mittag-Leffler functions \( E_{\alpha,1+\alpha r}^{-1}(-at^{\alpha}) \) whose umbral representation is given through Eq. (9). Using the latter we can sum up the series in Eq. (29) and get
\[
f_1(\alpha,1,\alpha;B,a;t) = E_{\alpha}(1+(B+a)t^{\alpha}) f(0)，
\]
which after applying twice the umbral form of the three parameter Mittag-Leffler function leads to
\[
f_1(\alpha,1,\alpha;B,a;t) = E_{\alpha}[-(B+a)t^{\alpha}] f(0) + at^{\alpha} E_{\alpha,1+\alpha}[-(B+a)t^{\alpha}] f(0) \]
\[
= \frac{B}{B+a} [E_{\alpha}[-(B+a)t^{\alpha}] - 1] f(0) + f(0) \]
\[
= \frac{B}{B+a} [E_{\alpha}[-(B+a)t^{\alpha}] - 1] f(0) + f(0).
\]
The middle line in Eq. (31) comes from the upper one by employing the formula $E_{\alpha,1+\alpha}(\sigma) = \sigma^{-1} E_\alpha(\sigma) - \sigma^{-1}$ immediately derived from the series representation of $E_{\alpha,1+\alpha}(\sigma)$ (see Eq. (8) for $\nu = 1$ and $\mu = 1 + \alpha$). Repeating the calculations for the series in Eq. (30) we obtain the same result for $f_2(\alpha, 1; B, a; t)$.

The Laplace transform method

The Laplace transform of $e_{\alpha,1-\alpha}^{-1}(-a, t)$, calculated with the help of Eq. (10), gives $\hat{k}(\alpha, 1; a; s) = \frac{s^{-1} + a s^{-1}}{s^\alpha + (B + a)}$. Thus, Eq. (5) yields to

$$f(\alpha, 1; B, a; t) = \mathcal{L}^{-1}\left\{\frac{s^\alpha - 1 + a s^{-1}}{s^\alpha + (B + a); t}\right\} f(0).$$

Using once again Eq. (10) we express $f(\alpha, 1; B, a; t)$ as the difference of one and two parameter Mittag-Leffler functions given in the first line of Eq. (31).

The reader should not be surprised by this result because the definitions (3) and (22) say that the fading memory kernel is equal to $e_{\alpha,1-\alpha}^{-1}(-a, t) = [t^\alpha \Gamma(1 - \alpha)]^{-1} + a$. Such a substitution into the adjusted Eq. (2) gives

$$C D^\alpha_x f(\alpha, 1; B, a; t) = -(B + a)f(\alpha, 1; B, a; t) + af(0),$$

which solution is Eq. (31) as has been noticed in [10, 21, 32]. Eq. (32) generalizes the Cole-Cole relaxation equation adding into it a non-zero inhomogenous term which may be interpreted as an external "constant force term" $af(0)$. Obviously, for $a = 0$ (identified with $\varepsilon(\infty) = 0$ we get the standard Cole-Cole relaxation governed by the fractional equation with the Caputo derivative.

A remark on asymptotics of $f(\alpha, 1; B, a; t)$

The value of $f(\alpha, 1; B, a; t)$ at $t = 0$ is 1. That can be deducted from Eq. (31) and the fact that the one parameter Mittag-Leffler function equals 1 at zero. It is also seen from the asymptotics of $E_\alpha(\sigma)$. Due to the range of time we have two different asymptotic behaviors [8]:

$$E_\alpha(-at^\alpha) \sim \begin{cases} 1 - At^\alpha / \Gamma(1 + \alpha), & \text{for } A^{1/\alpha} t \ll 1, \\ (At^\alpha)^{-1} / \Gamma(1 - \alpha), & \text{for } A^{1/\alpha} t \gg 1, \end{cases}$$

where $A = B + a$. The first one, valid for $A^{1/\alpha} t \ll 1$, reconstructs the value of one parameter Mittag-Leffler function at zero and from the second one it stems that

$$\lim_{t \to \infty} f(\alpha, 1; B, a; t) = \frac{a}{B + a} f(0).$$
Asymptotic behavior of \( f(\alpha, 1, \alpha; B, a; t) \) is illustrated in Fig. 1 where we have plotted Eq. (31) for \( \alpha = 3/4, B = (1 - \alpha)/\tau \) and \( \tau = 0.2, 0.4, 0.6, 0.8, 1 \). If \( a \neq 0 \) then for \( t \to \infty \) the response function \( f(\alpha, 1, \alpha; B, a; t) \) becomes almost constant but does not vanish which means existence of some residual polarization induced by a constant external field acting on a system.

Figure 1. The solution given by Eq. (31) for \( f(0) = 1, \alpha = 3/4, B = (4\tau)^{-1}, a = 3, \) and \( \tau = 0.2 \) (the black curve), \( \tau = 0.4 \) (the blue curve), \( \tau = 0.6 \) (the red curve), \( \tau = 0.8 \) (the green curve), and \( \tau = 1 \) (the brown curve). The one parameter Mittag-Leffler function for \( \alpha = 3/4 \) is expressed by Eq. (20).

VI. THE INTEGRAL KERNEL \( e_{\alpha, 1}^{-\nu}(-a, t) \)

The next example undergoing our study is Eq. (2) with the memory kernel \( k(\alpha, \nu, \alpha\nu; a; t) = e_{\alpha, 1}^{-\nu}(-a, t) \), \( \alpha, \nu \in (0, 1) \) which the Laplace transform is \( \hat{k}(\alpha, \nu, \alpha\nu; a; s) = s^{-1}(s^\alpha + a)^\nu \). Like it was done previously we shall solve Eqs. (6) and (7) using the umbral calculus and the Laplace transform method. For the Laplace transformed memory kernel \( \hat{k}(\alpha, \nu, \alpha\nu; a; s) \) Eqs. (6) and (7) read

\[
    f_1(\alpha, \nu, \alpha\nu; B, a; t) = \sum_{r=0}^{\infty} (-B)^r e_{\alpha, 1}^{\nu r}(-a, t) f(0)
\]

(33)
and
\begin{equation}
 f_2(\alpha, \nu, \alpha \nu; B, a; t) = - \sum_{r=0}^{\infty} (-B)^{-1-r} e^{-\nu(1+r)\alpha} e_{\nu,0}(-a, t) f(0),
\end{equation}
where \( B = B(\tau; \alpha, \nu, \alpha \nu). \)

The umbral method

Let us begin with differentiating (33) with respect to time:
\begin{align*}
 \frac{d}{dt} f_1(\alpha, \nu, \alpha \nu; B, a; t) &= \sum_{r=0}^{\infty} (-B)^r \left[ \frac{d}{dt} e^{\nu \alpha}_{\alpha,1+a\nu}(-a, t) \right] f(0) \\
 &= \sum_{r=0}^{\infty} (-B)^r t^{a\nu-1} E_{\alpha,\alpha \nu}(-at^\alpha) f(0).
\end{align*}
Substituting next the integral representation of \( E_{\alpha,\alpha \nu}(-at^\alpha) \) given by Eq. (17) into the formula above we get
\begin{equation}
 \frac{d}{dt} f_1(\alpha, \nu, \alpha \nu; B, a; t) = \int_0^{\infty} e^{-au} \sum_{r=0}^{\infty} (-Bu^\nu)^r u^{-1} \Phi_{\alpha}(u, t) du f(0).
\end{equation}
with \( \Phi_{\alpha}(u, t) = \mathcal{L}^{-1}[\exp -us^\alpha; t] \) being the one-sided Lévy distribution. The sum in the integrand multiplied by \( u^{-1} \) is \( e^{1}_{\nu,0}(-B, u) \) so introducing the function \( \Phi_{\alpha}(u, t) = \int_0^{t} \Phi_{\alpha}(u, t) dt \) we rewrite down Eq. (35) as
\begin{equation}
 f_1(\alpha, \nu, \alpha \nu; B, a; t) = f(0) + \int_0^{\infty} e^{-au} e^{1}_{\nu,0}(-B, u) \Phi_{\alpha}(u, t) du f(0).
\end{equation}
Calculations performed for \( f_2(\alpha, \nu, \alpha \nu; B, a; t) \) give the same result.

The Laplace transform method

Summing up the series either for \( f_1(\alpha, \nu, \alpha \nu; B, a; t) \) or for \( f_2(\alpha, \nu, \alpha \nu; B, a; t) \) without the help of Eq. (17) and using only the Laplace transform methods requires rather laborious calculations. If done then their final result reads
\begin{equation}
 f(\alpha, \nu, \alpha \nu; B, a; t) = f_1(\alpha, \nu, \alpha \nu; B, a; t) = f_2(\alpha, \nu, \alpha \nu; B, a; t) \\
 = f(0) + \int_0^{\infty} e^{-a\xi} e^{1}_{\nu,0}(-B, \xi) \Phi_{\alpha}(\xi, t) d\xi f(0),
\end{equation}
where the function \( \Phi_{\alpha}(\xi, t) \) is equal to \( \mathcal{L}^{-1}[s^{-1} e^{-\xi^\alpha}; t] \). Obviously it means that its time derivative equals to the one-sided Lévy stable distribution \( \Phi_{\alpha}(\xi, t) \) and we recover the Eq. (35). Note also that \( \Phi_{\alpha}(\xi, t) \) for \( \alpha = 1 \) reduces to the Heaviside step function.
A few remarks on the function $\Phi_{\alpha}(\xi, t)$

For rational $\alpha = l/k$ the function $\Phi_{l/k}(\xi, t)$ can be expressed by the Meijer $G$ function:

$$\Phi_{l/k}(\xi, t) = \sqrt{k/l} \left( \frac{\xi^k}{(2\pi)^{k/2}} \frac{\Delta(l, 1)}{\Delta(k, 0)} \right)$$

(38)

where the sequence $\Delta(n, a)$ is defined below Eq. (18). Technically burdensome derivation of Eqs. (38) is shifted to Appendix A but its result is worthy to be quoted in extenso because provides us with a tool which may be directly implemented in calculations using the standard algebra computer systems. Eq. (38) appears useful also for analytical calculations.

VII. THE INTEGRAL KERNEL $E_{\alpha,1-\mu}^{-\nu}(-A, T)$

The example discussed in the previous section involves the kernel $e_{\alpha,1-\alpha\nu}^{-\nu}(-a, t)$ depending on two parameters $\alpha, \nu \in (0, 1)$. We generalize it introducing the kernel $k(\alpha, \nu, \mu; a; t) = e_{\alpha,1-\mu}^{-\nu}(-a, t)$ with three independent parameters $\alpha, \nu, \mu \in (0, 1)$. Hence, the solutions of Eqs. (6) and (7) read

$$f_1(\alpha, \nu, \mu; B, a; t) = \sum_{r=0}^{\infty} (-B)^r e_{\alpha,1+\mu r}^{\nu r}(-a, t) f(0)$$

(39)

and

$$f_2(\alpha, \nu, \mu; B, a; t) = -\sum_{r=0}^{\infty} (-B)^{-1-r} e_{\alpha,1-(1+r)\nu}^{-\nu r}(-a, t) f(0).$$

(40)

To sum up these series we will use the method similar to that adopted for Eqs. (33) and (34) but this time we apply Eq. (15) instead of its special case Eq. (17). Derivation of $f_1(\alpha, \nu, \mu; B, a; t)$ with respect to time, with Eq. (13) employed, leads to

$$\frac{d}{dt} f_1(\alpha, \nu, \mu; B, a; t) = \sum_{r=0}^{\infty} (-B)^r t^{\mu r} E_{\alpha,\mu r}^{\nu r}(-at^\alpha) f(0).$$

(41)

Thereafter, we use the integral representation of the three parameter Mittag-Leffler function given through Eq. (15) with $u^{\beta/\alpha-\gamma} g_{\alpha,\beta}^{\gamma}(u, t)$ expressed as the inverse Laplace transform of $s^{\alpha\gamma-\beta} \exp(-us^\alpha)$. That implies

$$\frac{d}{dt} f_1(\alpha, \nu, \mu; B, a; t) = \int_0^{\infty} e^{-au} u^{-1} \sum_{r=0}^{\infty} \frac{(-Bu^\nu)^r}{\Gamma(\nu r)} \mathcal{L}^{-1}[s^{(\alpha\nu-\mu)r} e^{-us^\alpha}; t] \, du$$

$$= \int_0^{\infty} e^{-au} \mathcal{L}^{-1} \left[ u^{-1} \sum_{r=0}^{\infty} \frac{(-Bs^{\alpha\nu-\mu})^r}{\Gamma(\nu r)} e^{-us^\alpha}; t \right] \, du.$$
The inverse Laplace transform in the last integrand above is unknown. If compared with Eqs. (35) and (36) its calculation is obstructed (if $\alpha \nu - \mu \neq 0$) by the dependence of $e^{1}_{\nu,0}(-B s^{\alpha \nu-\mu},u)$ on the Laplace variable $s$. Nevertheless it is not difficult to show that Eqs. (39) and (40) lead to the same result: calculating $df_{2}(\alpha, \nu, \mu; B, a; t)/dt$ with the relation $E_{-\nu,0}(x) = -E_{\alpha,0}(x^{-1})$ used, then integrating over the time and applying the initial condition $f(t = 0) = f(0)$ we arrive at

$$f_{1}(\alpha, \nu, \mu; B, a; t) = f_{2}(\alpha, \nu, \mu; B, a; t) \equiv f(\alpha, \nu, \mu; B, a; t).$$

Observe that Eq. (41) for $\mu = \alpha \nu$ leads to Eq. (37). Similarly, the integral form of $E_{\alpha,\beta}^{\gamma}(-at^{\alpha})$ for $\beta = \alpha \gamma$ reduces to Eq. (17).

**VIII. DISCUSSION AND CONCLUSION**

The spectral function of non-Debye relaxation processes

The relation between the spectral function $\hat{\phi}(\alpha, \nu, \mu; i \omega)$ and the relaxation function $f(\alpha, \nu, \mu; B, a; t)$ is $\hat{\phi}(\alpha, \nu, \mu; a; i \omega) = \mathcal{L}[\frac{-d f(\alpha, \nu, \mu; B, a; t)/dt; i \omega]}{i \omega B(\tau; \alpha, \nu, \mu)}]$. Thus, using the properties of the Laplace transform, we have $f(\alpha, \nu; B, a; t) = \mathcal{L}^{-1}([1 - \hat{\phi}(\alpha, \nu, \mu; a; i \omega)])/(i \omega; t)$ [11]. Inserting Eq. (5) we get

$$\hat{\phi}(\alpha, \nu, \mu; a; i \omega) = \left[1 + \frac{i \omega \hat{k}(\alpha, \nu, \mu; a; i \omega)}{B(\tau; \alpha, \nu, \mu)}\right]^{-1},$$

where we take $f(0) = 1$. Now we calculate the spectral function $\hat{\phi}(\alpha, \nu, \mu; a; i \omega)$ involving the kernel $k(\alpha, \nu, \mu; a; t)$, given via Eq. (3), for which $\hat{k}(\alpha, \nu, \mu; a; s) = s^{-1+\mu-\alpha \nu}(s^\alpha + a)\nu$. From Eq. (42) such kernel yields to

$$\hat{\phi}(\alpha, \nu, \mu; a; i \omega) = \frac{B}{B + (i \omega)^{\mu-\alpha \nu}[a + (i \omega)^{\alpha}\nu]}$$

with $B = B(\tau; \alpha, \nu, \mu)$. The spectral function, given as the ratio of the permittivities $[\tilde{\varepsilon}(i \omega) - \varepsilon_{\infty}]/(\varepsilon_{0} - \varepsilon_{\infty})$ where $\varepsilon_{0}$ and $\varepsilon_{\infty}$ are permittivities in low and high frequencies, must equal 1 for $\omega = 0$. The only possibility to satisfy this condition is to put $\mu = \alpha \nu$, $a = 0$ and, because of dimensional reasons, $B = \tau^{-\mu}$. This leads to the spectral function appropriate for the Cole-Cole model

$$\hat{\phi}(\alpha, \nu, \mu; 0; i \omega) = [1 + (i \omega \tau)^{\mu}]^{-1}.$$

The choice $B = \tau^{-\mu}$ guarantees the correct dimension $[\text{time}^{-1}]$ of the response function $\phi(\alpha, \nu, \mu; 0; t) = B t^{\mu-1} \tilde{E}_{\mu,\mu}(-B t^{\mu})$. 
Discussing this part of our results we conclude that among the standard non-Debye relaxations described by the spectral function $\hat{\Phi}(i\omega) = [1 + (i\omega\tau)^{\beta}]^{-\lambda}$ where $\beta, \lambda \in (0, 1]$ only the Cole-Cole case, i.e. $\lambda = 1$ and $\beta \in (0, 1)$, is reconstructed in the scheme based on the Prabhakar functions. For $a = 0$ the Prabhakar kernel becomes power-like and Eq.(2) takes on the form of the fractional differential equation with the Caputo derivative.

**Jonscher’s universal law**

The law describing the high and low frequency asymptotics of permittivity $\hat{\varepsilon}(i\omega) = \hat{\phi}(i\omega)(\varepsilon_0 - \varepsilon_\infty) + \varepsilon_\infty$ was discovered and advocated by A. K. Jonscher and his collaborators on the basis of comprehensive analysis of experimental results [14]. According to this law properties of the vast majority of dielectric materials are characterized by parameters $m$ and $1 - n$, both from the range of $(0, 1]$, and this feature is independent from structural details of examined dielectrics. Jonscher’s universal law reads

$$\hat{\varepsilon}(i\omega) \propto (i\omega\tau)^{n-1} \text{ for } \tau \omega \gg 1 \text{ and } \Delta \hat{\varepsilon}(i\omega) \propto (i\omega\tau)^m \text{ for } \tau \omega \ll 1,$$

where $\Delta \hat{\varepsilon}(i\omega) = \varepsilon_0 - \hat{\varepsilon}(i\omega)$. For the majority of observed relaxation processes $m \geq 1 - n$; they are called typical and include the Cole-Cole ($m = 1 - n$), Cole-Davidson ($m = 1 > 1 - n$), and Havriliak-Negami ($m > 1 - n$) models. If $m < 1 - n$ then we deal with atypical processes described by e.g. the Jurlewicz - Weron - Stanislavsky (JWS) model [8, 15, 28, 29, 31] - for a convenient illustration see Fig. (1) of [29]. Rewriting Eq. (43) in the form of [30, Eq. (9)] and using the asymptotics given below Eq. (9) there we obtain that $n - 1 = -\mu$ and $m = \mu - \alpha\nu$ with $\mu \in (0, 1]$ and $\alpha\nu \in [\mu - 1, \mu)$. We remark that for $\mu = \alpha\nu$ and $a \neq 0$ the exponent $m = 0$ what is forbidden by the Jonscher’s universal law but for $\mu = \alpha\nu$ and $a = 0$ we have the Cole-Cole model (43) for which Jonscher’s universal law reads

$$\hat{\varepsilon}(i\omega) \propto (i\omega\tau)^{-\mu} \text{ for } \tau \omega \gg 1 \text{ and } \Delta \hat{\varepsilon}(i\omega) \propto (i\omega\tau)^\mu \text{ for } \tau \omega \ll 1.$$

**Link between Eqs. (1) and (2)**

The stochastic nature of the spectral function $\hat{\phi}(\alpha, \nu, \mu; a; i\omega)$ enables one to write

$$\hat{\phi}(s) = [1 + \Psi(s)/B]^{-1}, \quad s \in \mathbb{C},$$

where $B = B(\tau; \alpha, \nu, \mu)$ [29, 31]. The Laplace (Lévy) exponent $\Psi(i\omega)$ is denoted as $\Psi(i\omega)$ and it is connected to the memory $\kappa(t)$ through the inverse Laplace transform, namely $\kappa(t) = L^{-1}\{[\Psi(s)]^{-1}; t\}$.
[31, Eq. (23)]. Comparing Eq. (44) with Eq. (42) we obtain \( \Psi(\alpha, \nu, \mu; a; s) = s\hat{k}(\alpha, \nu, \mu; a; s) \) as well as

\[
\kappa(\alpha, \nu, \mu; a; t) = \mathcal{L}^{-1}\left( [s\hat{k}(\alpha, \nu, \mu; a; s)]^{-1}; t \right),
\]

(45)

From this relation (45) it turns out that the inhomogeneous integral equation (1) in the Laplace space reads \( \hat{f}(s) = s^{-1} - B\hat{\kappa}(s)\hat{f}(s) \) with \( \hat{f}(s) = \mathcal{L}[f(t); s] \). Simple algebra gives

\[
\hat{f}(s) = \frac{[s\hat{\kappa}(s)]^{-1}}{[\hat{\kappa}(s)]^{-1} + B}.
\]

(46)

Eq. (45) enables one to set \( [\hat{\kappa}(\alpha, \nu, \mu; a; s)]^{-1} = s\hat{k}(\alpha, \nu, \mu; B, a; s) \) and \( [s\hat{k}(\alpha, \nu, \mu; a; s)]^{-1} = \hat{k}(\alpha, \nu, \mu; B, a; s) \). When we insert these formulae into Eq. (46) then its inverse Laplace transform equals Eq. (5) and we can say that the inhomogeneous integral equation (1), in which the quantity \( r(t) \) in \( df(t)/dt = -r(t)f(t) \) is smeared and the homogeneous integro-differential equation (2), where we smear the time derivative \( df(t)/dt \), leads to the same results. Thus, we can conclude that these two kinds of smearing give equivalent relations and it depends of our convenience which one to use.

**Example 1** For \( a = 0 \) we have \( \hat{k}(\alpha, \nu, \mu; 0; s) = s^{\mu-1} \) for which the relevant Laplace exponent \( \Psi(s) \) equals to \( s^\mu \). Hence, Eq. (45) yields to \( \kappa(\alpha, \nu, \mu; 0; t) = t^{\mu-1}/\Gamma(\mu) \) such that the inhomogeneous integral equation (1) can be written as

\[
f(\alpha, \nu, \mu; 0; t) = 1 - \tau^\mu \left[ D_t^{-\mu}f(\alpha, \nu, \mu; 0; t) \right] \quad \text{for} \quad \mu \in (0, 1),
\]

(47)

where

\[
(D_t^{-\eta}h)(t) = \frac{1}{\Gamma(\eta)} \int_0^t (t - \xi)^{\eta-1}h(\xi) \, d\xi, \quad \eta \in (0, 1),
\]

is the Riemann-Liouville fractional integral. Eq. (47) can be transformed into the homogeneous integro-differential equation (2) by acting on it the fractional derivative in the Riemann-Liouville sense \( D_t^\mu \). Employing the semigroup property of the fractional derivative (integral) \( D_t^\mu[D_t^{-\eta}h](t) = h(t) \) and the relation \( D_t^\mu 1 = t^{-\eta}/\Gamma(1-\eta) \) we arrive at the homogeneous integro-differential equation (2)

\[
D_t^\mu f(\alpha, \nu, \mu; 0; t) - \frac{t^{-\mu}}{\Gamma(1-\mu)} = -\tau^\mu f(\alpha, \nu, \mu; 0; t),
\]

which LHS, using the relation between the fractional derivatives in the Caputo \( ^CD_t^\eta \) and the Riemann-Liouville \( D_t^\eta \) senses [21]

\[
(^CD_t^\eta h)(t) = (D_t^\eta h)(t) - \frac{t^{-\eta}}{\Gamma(1-\eta)}, \quad \eta \in (0, 1),
\]
is rewritten as the commonly used equation for the Cole-Cole model involving the Caputo fractional derivative.

**Remark 3.** Due to Eq. (45)

\[
s\hat{k}(\alpha, \nu, \mu; a; s) \hat{\kappa}(\alpha, \nu, \mu; a; s) = 1
\]

the memory kernels \(s\hat{k}(\alpha, \nu, \mu; a; s)\) and \(\hat{\kappa}(\alpha, \nu, \mu; a; s)\) are the pair of the coupled quantities, like, e.g., the Caputo fractional derivative and fractional integral in the case of the Cole-Cole model for which \(s\hat{k}(\alpha, \nu, \mu; 0; s) = s^\mu\) and \(\hat{\kappa}(\alpha, \nu, \mu; 0; s) = s^{-\mu}\). Thus, we can suspect that for the generalized fractional derivative, i.e. the integro-differential operator with the kernel \(k(t)\), exists the associated with them the generalized fractional integral, i.e. the integral operator with the kernel \(\kappa(t)\).
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**Appendix A:** \(h_{l/k,\lambda}(u, t) = \mathcal{L}^{-1}[s^{-\lambda}e^{-us^{\alpha}}; t]\)

The derivation of the Meijer G function representation of \(h_{l/k,\lambda}(u, t)\) can be divided into three steps. We start with

\[
s^{-\lambda}e^{-s^{\alpha}} = \mathcal{L}[h_{0,\lambda}(u, t); s].
\]

In the next step, due to [19, Theorem 1] we calculate the Mellin transform of \(s^{-\lambda}\exp(-s^{\alpha})\) for which we use the integral definition of gamma function. That yields to

\[
h_{\alpha,\lambda}^{\text{Mellin}}(u, p) = [\Gamma(1 - p)]^{-1} \int_0^\infty s^{-(p+\lambda)} e^{-us^{\alpha}} ds = u^{\frac{\lambda}{\alpha}} \frac{\Gamma\left(\frac{\lambda}{\alpha} + \frac{1-p}{\alpha}\right)}{\alpha\Gamma(1 - p)}.
\]
In the last step, we calculate the inverse Mellin transform of \( h_{\alpha,\lambda}^{\text{Mellin}}(u, p) \) for rational \( \alpha = l/k \):

\[
h_{\alpha,\lambda}(u, t) = \frac{u^\frac{k}{l} \lambda}{t} \int_{L_M} \left( \frac{u^k}{l^t} \right)^{-1-p} \frac{\Gamma(-\frac{k}{l} + k \frac{1}{l} - p)}{\Gamma(1 - p)} \, dp
\]

\[
= \frac{u^\frac{k}{l} \lambda}{t} \int_{L_M} \left( \frac{u^k}{l^t} \right)^{-z} \frac{\Gamma(-\frac{k}{l} \lambda + kz)}{\Gamma(lz)} \, dz,
\]

in which we set \( p = 1 - lz \) and according to this changes we also changed in an appropriate way the Bromwich contour \( \tilde{L}_M \). Applying the Gauss multiplication formula for gamma functions and the definition of the Meijer \( G \) function [25, Eq. (8.2.1.1)] we have

\[
h_{l/k,\lambda}(u, t) = (2\pi)^{\frac{l}{k} - 1} \left( \frac{u^\frac{k}{l} \sqrt[k]{k}}{l} \right) G_{l,k}^{k,0} \left( \frac{u^k}{l^t} \left| \Delta(l, 0) \right| \Delta(k, -kl/l) \right)
\]  
(A1)

\[
= \frac{\sqrt[k]{k}^{1/2 - \lambda}}{(2\pi)^{(k-l)/2}} G_{l,k}^{k,0} \left( \frac{u^k}{l^t} \left| \Delta(l, \lambda) \right| \Delta(k, 0) \right)
\]  
(A2)

with \( \Delta(n, a) \) defined below Eq. (18). Observing that \( \Delta(l, 0) \) and \( \Delta(k, -kl/l) \) can be written as \( \Delta(l, \lambda) - \lambda/l \) and \( \Delta(k, 0) - \lambda/l \), respectively, as well as applying [25, Eq. (8.2.2.15)] we transform Eq. (A1) into Eq. (A2). Comparing Eq. (A2) for \( \lambda = 1 \) with Eq. (38) it can be seen

\[
\Phi_{l/k}(u, t) = h_{l/k,1}(u, t).
\]

We also find the series form of \( h_{l/k,\lambda}(u, t) \). This purpose is realized by transforming the Meijer \( G \) function in Eq. (A1) into the finite sum of generalized hypergeometric function \( 1 + t F_k \) with the help of [25, Eq. (8.2.2.3)]. Using to the obtained formula the series form of \( 1 + t F_k \) we obtain

\[
h_{\alpha,\lambda}(u, t) = \frac{u^{\lambda - 1}}{\alpha} \sum_{r=0}^{\infty} \frac{(-1)^r}{r! \Gamma(-\lambda - \alpha r)} (tu^{-1/\alpha})^{-\lambda - 1 - \alpha r}, \quad \alpha = l/k \in (0, 1),
\]  
(A3)

which for \( \lambda = \beta - \alpha \gamma \) gives

\[
g_{\alpha,\beta}^{\gamma}(u, t) = u^{\gamma - \beta/\alpha} h_{\alpha,\beta - \alpha \gamma}(u, t).
\]
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