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ABSTRACT

We use a volume-limited spectroscopic sample of isolated galaxies in the Sloan Digital Sky Survey to investigate the frequency and radial distribution of luminous (\(M_r \lesssim -18.3\)) satellites like the Large Magellanic Cloud (LMC) around \(\sim L_\ast\) Milky Way (MW) analogs and compare our results object-by-object to ΛCDM predictions based on abundance matching in simulations. We show that 12% of MW-like galaxies host an LMC-like satellite within 75 kpc (projected), and 42% within 250 kpc (projected). This implies \(\sim 10\%\) have a satellite within the distance of the LMC, and \(\sim 40\%\) of \(L_\ast\) galaxies host a bright satellite within the virialized extent of their dark matter halos. Remarkably, the simulation reproduces the observed frequency, radial dependence, velocity distribution, and luminosity function of observed secondaries exceptionally well, suggesting that ΛCDM provides an accurate reproduction of the observed universe to galaxies as faint as \(L \sim 10^9 L_\odot\) on \(\sim 50\) kpc scales. When stacked, the observed projected pairwise velocity dispersion of these satellites is \(\sigma \approx 160\) km s\(^{-1}\), in agreement with abundance-matching expectations for their host halo masses. Finally, bright satellites around \(L_\ast\) primaries are significantly redder than typical galaxies in their luminosity range, indicating that environmental quenching is operating within galaxy-size dark matter halos that typically contain only a single bright satellite. This redness trend is in stark contrast to the MW’s LMC, which is unusually blue even for a field galaxy. We suggest that the LMC’s discrepant color might be further evidence that it is undergoing a triggered star formation event upon first infall.
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1. INTRODUCTION

In the ΛCDM concordance cosmology, dark matter substructure is ubiquitous due to the continuation of the power spectrum to very small scales. As a result, substructure provides valuable constraints both on the nature of dark matter and its effects on galaxy formation. The missing satellites problem—the observation that \(\sim L_\ast\) galaxies like the Milky Way (MW) have too few satellites for the predicted amount of dark matter substructure (Klypin et al. 1999; Moore et al. 1999)—has been discussed in depth for faint satellites. Proposed solutions include steep slopes or truncations in galaxy formation (e.g., Bullock et al. 2000; Strigari et al. 2008; Bovill & Ricotti 2009; Koposov et al. 2009; Kravtsov 2010, and references therein), as well as a significant component of observational bias (Tollerud et al. 2008; Walsh et al. 2009; Bullock et al. 2010).

In contrast, less is known about more luminous satellites of \(\sim L_\ast\) hosts, e.g., satellites like the Large Magellanic Cloud (LMC) or Small Magellanic Cloud (SMC). These luminosity ranges are instructive to compare to ΛCDM, as the substructure is significant for \(\sim L_\ast\) hosts at these scales, while the satellites are still bright enough to be detected at cosmological distances. Thus, unlike faint Galactic satellites, these brighter satellites can be studied outside of the Local Group (LG) with statistically large samples (Woods et al. 2006; Woods & Geller 2007). Studying the small-scale structure (the halo substructure at cosmological distances) of isolated galaxy halos therefore provides a valuable test for ΛCDM.

In ΛCDM, LMC-sized satellites may be rare around MW-like hosts (e.g., Benson et al. 2002; Strigari et al. 2007; Koposov et al. 2009). Boylan-Kolchin et al. (2010) considered directly how common MW/LMC and MW/LMC/SMC systems are in a very high resolution ΛCDM simulation (the same discussed in Section 3), showing they are potentially quite uncommon (3%–25%), depending on the assumed MW mass. Busha et al. (2010b) performed a similar analysis on a different simulation, with similar results.\(^4\)

Additionally, there are observational hints that LMCs are unusual around MW-like hosts (James et al. 2008; James & Ivory 2011; Liu et al. 2011; van den Bergh 2010). Despite this possibility, models are sometimes tuned to produce the correct number of bright satellites like the MCs, or are advanced because they naturally do so (e.g., Libeskind et al. 2007; Koposov et al. 2009; Kravtsov 2010). Thus, an understanding of the abundance and distribution of luminous satellites around isolated hosts constrains models of galaxy formation, and helps place the LG itself in a clearer cosmological context.

In this study, we present a set of spectroscopically selected galaxy pairs in the Sloan Digital Sky Survey (SDSS) composed of an isolated \(\sim L_\ast\) primary and an \(\sim L_{\rm LMC}\) secondary. We statistically connect these systems to ΛCDM dark matter halos selected identically from simulations. While we would ideally

\(^4\) While these results, and ours, may show differences at a factor of two level, we show below that this is primarily due to the exact choice of definition for “MW-like” or “LMC-like” and thus all are in accord when compared appropriately.
include SMC-like satellites, the SDSS spectroscopic survey is not deep enough to provide a statistically significant sample of SMC analogs. We thus probe the clustering properties of the lowest-luminosity satellites possible with SDSS spectroscopy, SMC analogs. We thus probe the clustering properties of the


table summarizes the criteria in order to test our method and to estimate completeness in our spectroscopic sample.

1. \( M_{r,\text{pri}} - 5 \log(h) < -20.0 \) (i.e., \( M_{r,\text{pri}} < -20.8 \)) for primaries.
2. \(-20.0 < M_{r,\text{sec}} - 5 \log(h) < -17.5 \) (\(-20.8 < M_{r,\text{sec}} < -18.3 \)) for secondaries.
3. \( z_{\text{pri}} < 0.0342 \), which ensures the sample is complete based on SDSS spectroscopic survey completeness limits for \( M_{r} - 5 \log(h) < -17.5 \) (\( M_{r} < -18.3 \)).
4. The primary must have a measured redshift.
5. The primary must be isolated: at most one other galaxy in the primary magnitude range within \( 250 < d_{\text{proj}} < 700 \) kpc (\( 355 < d_{\text{proj}} < 995 \) kpc) and with redshifts such that \( \Delta v_{\text{pri}} < 1000 \) km s\(^{-1}\). There must be none within \( 250 \) kpc \( h^{-1} \) (\( 355 \) kpc) (see Section 3.3).
6. The secondary must be within \( 250 \) kpc \( h^{-1} \) (\( 355 \) kpc) projected and be the nearest (projected) galaxy in the secondary magnitude range.
7. The secondary must have a measured redshift.
8. \( \Delta v \equiv c|z_{\text{pri}} - z_{\text{sec}}| < 500 \) km s\(^{-1}\).

We now consider these criteria and their motivation in more detail. We only consider galaxies with measured redshifts as potential primaries. With these redshifts, we select a volume-limited sample of galaxies, with the maximum redshift set such that all primaries and secondaries are within the completeness limit of the SDSS spectroscopic survey (\( r < 17.77 \)). From these objects, we identify all galaxies more luminous than our primary/secondary boundary (\( M_{r} < -20.8 \)) as primaries. This sample has a median redshift of \( z_{\text{med}} = 0.028 \), near the upper limit due to the larger volume at higher redshifts.

Without further selection, many of these primaries are in groups or clusters. In such dense environments, secondaries with even small projected separations from the primary are often not true satellites (see Section 3). We therefore apply additional criteria to the primaries to ensure we are selecting relatively isolated primaries. Specifically, following Barton et al. (2007), for each primary we identify all other primaries within a projected distance of 1 Mpc for which the redshift difference between the two satisfies \( \Delta v_{\text{pri}} \equiv c|z_{1} - z_{2}| < 1000 \) km s\(^{-1}\). An
isolated primary is then defined as having at most one primary within this distance, and if such a companion is present, it cannot be within 355 kpc. As estimated using cosmological simulations in Section 3.3, this criterion results in ∼90% of the secondaries being true satellites, or a contamination of ∼10%, while still maintaining a large sample.

With a sample of isolated primaries in hand, we then identify the nearest galaxy fainter than this boundary, but more luminous than the limit for secondaries (−20.8 < M_r < −18.3), and label this the secondary if it is within 355 kpc projected. For this step, we assume that the redshift of the secondary is that of the host to determine absolute magnitudes and physical distances. This defines our “full” sample of primary/secondary galaxies. To clean this sample of foreground/background galaxies that only appear associated with the primary in projection, we filter this sample such that the redshift of the secondary be measured (the “any z” sample) and also require the secondary’s redshift to be within 500 km s^{-1} of the primary. This defines our main sample of primary/secondary pairs (hereafter referred to as the “clean” sample), three of which we show in the upper panel of Figure 1. The remaining samples are determined by not including various steps of this procedure, and are specified in Table 1.

One final filtering step is necessary due to imperfections in the SDSS photometric pipeline. For nearby bright galaxies (a significant portion of our primary sample), individual H II regions in a star-forming disk are sometimes classified as separate objects in the SDSS pipeline, as shown in the lower panel of Figure 1. Because these H II regions are extended sources and have redshifts matching the host, they are included in all secondary samples, including the clean sample. Fortunately, this effect is only significant out to separations of ∼10 kpc, so there are a small enough number of possible such pairs (∼50) that they can be removed by visual examination. All samples below have been cleaned of these H II regions. This process is not ideal, as it may remove faint satellites that truly are present, but are superimposed over a disk and thus appear indistinguishable from an H II region. Alternatively, some secondaries may be hidden from view by being behind the primary. Thus, removing apparent H II regions may result in undercounting satellites at small projected separations. Fortunately, this is only of consequence for d_{proj} ≤ 10 kpc, representing only ∼0.3% of a typical primary’s dark matter halo volume. Hence, these undercounting effects are not significant relative to Poisson errors in the discussion below.

The clean selection criteria define a sample of galaxy pairs that are isolated from other luminous galaxies, and composed of a ∼L_∗ primary with a nearest satellite with L ∼ L_{LMC}. We show the g−r, M_r color–magnitude diagram (CMD) in Figure 2, with the clean sample represented by the red (primary) and white (secondary) points plotted over all isolated primaries (above
While the presence of M31 may seem to imply the MW is not “isolated,” the black line) and all galaxies with secondary-like magnitudes (below) in the volume-limited sample. We note here that because the luminosity function climbs sharply for fainter galaxies, the typical luminosity of the clean sample is close to the faint cutoff for these samples: for the isolated primaries, the median absolute magnitude is $M_r = -21.3$ (very close to $M_r$ from Blanton et al. 2003), while for the secondaries it is $M_r = -19.3$. It is important to also note that the secondary sample is not complete because the SDSS spectroscopic survey is not complete. The two main sources of systematic incompleteness are due to two fiber collision effects. The first is collision between the primary and secondary, but this does not significantly bias our sample because the typical primary–secondary separation is larger than the on-sky fiber diameter for most of our objects. The second effect concerns the case where a potential satellite is near a bright background cluster, and hence is not available to be targeted for a spectrum in the SDSS sample. This effect is discussed further in Section 4.

The selection criteria discussed above define a sample roughly analogous to the MW/LMC system. While there are 467 MW/LMC pairs in the clean sample, we find only seven objects if we instead use a volume limit appropriate for SMC-luminosity objects ($\sim$2 mag fainter than the LMC). As a result, we only consider MW/LMC-like pairs for the remainder of this work. We defer further discussion specific to the LG to Section 5.

---

5 While the presence of M31 may seem to imply the MW is not “isolated,” the LG is in fact most likely composed of two isolated halos following the definition of isolation adopted here. Thus, if viewed from far away with typical redshift errors, the LG would be statistically impossible to distinguish from two more widely separated galaxies for most orientations.

---

3. CATALOGS FROM THE MILLENNIUM II SIMULATION

While the observational sample described in the previous sections is designed to produce a sample of isolated $L_*$ hosts with LMC-like satellites, the purity and completeness are not a priori known. Hence, we compare a high-resolution cosmological simulation to our SDSS sample and search for host/satellite pairs, “observing” the simulation in the same way we observe the SDSS data (Barton et al. 2007). We primarily use this simulated catalog to make direct comparison with the SDSS sample, thus factoring out as many selection effects as possible in testing the theory. Moreover, these simulated observations can be used to validate our observational sample selection by comparing the perfect position/velocity information in the simulation to our observational selection criteria. This step is crucial for informing the observations, as it would otherwise be nearly impossible to interpret the observations due to the influence of projection effects and peculiar velocities.

We use the high-resolution Millennium II simulation (MS-II) of Boylan-Kolchin et al. (2009) as our source of dark matter halos with the assumption that all massive dark matter halos host galaxies. The simulation resolves a volume of $137^3$ Mpc$^3$, a nearly identical volume to that probed by our SDSS sample ($z < 0.0342$), evolved from $z = 127$ to 0. The background cosmology is

$$\Omega_\text{tot} = 1.0, \quad \Omega_m = 0.25, \quad \Omega_b = 0.045, \quad \Omega_\Lambda = 0.75,$$

$$h = 0.73, \quad \sigma_8 = 0.9, \quad n_s = 1,$$

where $h$ is the reduced Hubble constant at redshift zero, $\sigma_8$ is the rms amplitude of linear mass fluctuations in $8h^{-1}$ Mpc spheres at $z = 0$, and $n_s$ is the spectral index of the primordial power spectrum. The force resolution (Plummer-equivalent softening) in the simulation is $1.4$ kpc (comoving), and the mass resolution is $9.43 \times 10^8 M_\odot$. Dark matter structures are identified by first using a friends-of-friends (FOF) algorithm (Davis et al. 1985) to identify distinct halos, then applying the SUBFIND algorithm (Springel et al. 2001) to these halos to find substructure. Subhalos are also linked across simulation outputs in merger trees. The combination of these analyses enables us to reliably track redshift zero properties and histories of all subhalos with maximum circular velocities $v_{\text{max}}$ in excess of $30$ km s$^{-1}$. For further details of the simulation, halo catalogs, and merger trees, see Boylan-Kolchin et al. (2009).

3.1. Abundance Matching

To connect our SDSS galaxies to MS-II halos, we require a mapping from galaxy luminosity to halo maximum circular velocity $v_{\text{max}}$. Here we use the well-established subhalo abundance-matching technique to do this mapping (e.g., Kravtsov et al. 2004; Conroy & Wechsler 2009; Moster et al. 2010; Guo et al. 2010). The $v_{\text{max}}$ values from the simulation are computed for all subhalos at $z = 0$ as either (1) the current value of $v_{\text{max}}$, if the subhalo is dominant in its FOF group, or (2) the value of $v_{\text{max}}$ the subhalo had at the time its mass was at a maximum, if the subhalo is non-dominant. Luminosities are then matched to maximum circular velocities by setting $n(>L) = n(>v_{\text{max}})$.

Matching the halo catalogs from the MS-II to the galaxy luminosity function of Blanton et al. (2003), we find our lower limit for selection of host halos is $v_{\text{max}} > 166.5$ km s$^{-1}$ from $M_r,\text{host} < -20.8$, and the constraint for satellite (sub)halos is $166.5 > v_{\text{max}} > 94.8$ km s$^{-1}$, from $M_r,\text{host} < -18.3$. 

![Color-magnitude diagram](https://example.com/color-magnitude-diagram.png)
Additionally, given the median observed \( M_r \) values of \(-21.3 \) and \(-19.3 \) for the primary and secondary samples (see Section 2), with abundance matching we can estimate the median (sub)halo \( v_{\text{max}} \) for our galaxies. For primaries and secondaries, this is \( 211 \) km s\(^{-1}\) and \( 112 \) km s\(^{-1}\), respectively. These are both within \( 1 \) km s\(^{-1}\) of the median \( v_{\text{max}} \) in the simulated clean sample, implying our abundance-matching results are consistent between our subsamples.

We note that by using the parameters for the selection criteria directly from the mock catalog, we are ignoring the effects of observational errors in the luminosity function. To quantify the effects of these errors, we perform 1000 Monte Carlo simulations of the luminosity function by sampling each bin from the luminosity function of Blanton et al. (2005a) assuming Gaussian errors. For each of these, we compute the implied \( v_{\text{max}} \) using the abundance-matching scheme described above. For both the primary and secondary limits, the scatter about the median \( v_{\text{max}} \) is \( \approx 0.3\% \).

Beyond the observational uncertainty in the luminosity function, there is an intrinsic galaxy-to-galaxy scatter in abundance matching due to stochastic effects in galaxy formation. This scatter has been quantified in Behroozi et al. (2010), but their analysis is for matching halo mass to stellar mass, where the systematic errors in estimating stellar mass are the dominant effect. Because we use luminosity instead of stellar mass, observational systematics are less important, but the results are potentially color dependent. Additionally, even random scatter in abundance matching will result in a systematic shift of our \( v_{\text{max}} \) limits inferred from our \( M_r \) limits. This is because the mass and luminosity functions are both rising to the lower mass/faint end, so scatter in abundance matching will shift more galaxies from below to above the limit than vice versa. This has the effect of systematically biasing the \( v_{\text{max}} \) limit for a given \( M_r \).

To estimate the magnitude of this bias in the \( v_{\text{max}} \) limit for a given \( M_r \) for our data set, we use the results of the cosmological smoothed particle hydrodynamics (SPH) simulations of Simha et al. (2010). They find that the 1σ log-scatter of the ratio of the luminosity of a galaxy to the luminosity assigned by abundance matching is 0.15 dex. For each of the MS-II halos, we assign a median luminosity by abundance matching to the Blanton et al. (2005a) luminosity function. We then draw 1000 samples from a lognormal distribution about this median with \( \sigma = 0.15 \) dex. We use this ensemble of halo luminosities to produce 1000 simulated luminosity functions, and abundance match them to the halo \( v_{\text{max}} \) function. Finally, for each abundance-matching mapping, we determine the resulting \( v_{\text{max}} \) limits for our primary and secondary cutoffs of \( M_r < -20.8 \) and \( M_r < -18.3 \). We find that the resulting \( v_{\text{max}} \) limits are indeed systematically biased low, but by \( \lesssim 1\% \), which is much smaller than the scatter due to different lines of sight in MS-II (an estimate of cosmic variance).

To produce scatter comparable to this cosmic variance effect, the scatter in luminosity must be a factor of \( \sim 10 \), an implausibly large scatter based on the results of Behroozi et al. (2010).

### 3.2. Mock Galaxy Catalogs

With the delineation between hosts and satellites in the simulation determined (hosts: \( v_{\text{max}} > 166.5 \) km s\(^{-1}\); satellites: \( v_{\text{max}} > 94.8 \) km s\(^{-1}\)), we proceed to create mock observations of the MS-II in a fashion similar to Barton et al. (2007). As described in Section 2, the key elements of the observational sample are a maximum distance for the volume limit (and associated minimum luminosity), a lower luminosity limit for primaries, a lower luminosity limit for secondaries, isolation criteria for the primaries, and a cut on the difference in line-of-sight velocity between the primary and secondary. Table 1 specifies the exact criteria for the specific samples. Here we describe specifically how this sample is extracted from the MS-II catalogs.

A random position within the box is chosen for the “observer,” and a random rotation to the simulation volume is applied, placing the observer at the origin with the simulation volume in the positive \((x, y, z)\) octant. Line-of-sight distances to all potential hosts in the simulation volume are computed, and for each of these, transverse distances to all other objects in the volume are calculated as well. All hosts within a transverse distance of \( 1 \) Mpc and with a line-of-sight velocity separation less than \( 1000 \) km s\(^{-1}\) of each host are then saved, as is the satellite with the smallest transverse distance. As for observational data, we require (1) zero (at most one) additional hosts within 355 kpc (between 355 and 1000 kpc) of each host, (2) \( z_{\text{pri}}, z_{\text{sec}} < 0.0342 \), and (3) \( |z_{\text{pri}} - z_{\text{sec}}| < 500 \) km s\(^{-1}\). We replicate this procedure 250 times in order to account for variations due to observer positions. In later sections, we derive simulation quantities for each of these realizations separately, and use the median and 68% limits from this ensemble.

We replicate this procedure 250 times in order to account for variations due to observer positions. In later sections, we derive simulation quantities for each of these realizations separately, and use the median and 68% limits from this ensemble.

In order to test the fraction of projected satellites that are true satellites—i.e., are physically associated with their host, and are not simply close in projection—we also compute the true distance to each identified satellite, and the true distance to the satellite that is closest in three dimensions (not in projection). These are often, but not always, the same (see the next sections).

### 3.3. Isolation Criterion and Completeness

In comparing our simulated galaxies to our SDSS sample, we make use of a mock galaxy catalog that we select to experience the same selection effects as the real data. In this sense, we do not need to worry about issues like completeness if our only aim is to test this particular ΛCDM model. Nevertheless, we can use the simulations to estimate to what extent the selection criterion we impose actually select the galaxy halos we are attempting to select, and to determine the degree of completeness we obtain.

For the SDSS sample, as described in Section 2, we require a means of selecting primary galaxies to ensure they are isolated galaxies rather than in a group or galaxy cluster. To this end, we consider an isolation criterion motivated by Barton et al. (2007) such that the primary has no other primary within the radius in which we search for secondaries, and at most one out to a larger radius (criterion 5 from Section 2). This criterion is intended to eliminate cluster galaxies and interacting primaries, while keeping galaxies that are isolated or in very loose groups like the LG.

Note that any isolation selection will necessitate a tradeoff between purity and completeness (e.g., Liu et al. 2011, Figure 1). Our primary concern is purity, and as illustrated below, our choice of sample selection does indeed perform well in that regard (Berrier et al. 2006, 2011; Barton et al. 2007). Purity is the goal because we aim to measure the fraction of primaries with a secondary. Therefore, the overall completeness is not important for the comparison of observations to simulations if our incomplete selection is unbiased. Our sample does present one possible bias, however: because ΛCDM features “assembly bias” (Gao et al. 2005; Wechsler et al. 2006; Croton et al. 2007), sampling from isolated halos in low density regions may result in satellite distributions offset from a more general sample. Fortunately, as we show later (Section 4.2), any assembly bias that may be present because of our selection does not seem to
The quantitative results here are only valid for the choice of halo and satellites. Figure 3 shows the isolation criteria function to provide a sample of real to match the SDSS sample, we can examine how effectively in a significant way.

affect the radial profiles of dark substructure in the simulations in a significant way.

With an MS-II sample (the simulated clean sample) selected to match the SDSS sample, we can examine how effectively these isolation criteria function to provide a sample of real satellites. Figure 3 shows the purity: the fraction of primaries in MS-II for which the secondary is an actual satellite (a real subhalo of its host) as a function of projected primary-secondary distance. The different lines illustrate how the purity changes for different sample selections. The solid (blue) line shows that our fiducial “clean” selection (isolation criteria plus \( \Delta v \) condition) provides a sample that is quite pure, with 80%–90% of identified secondaries being actual satellites. If the isolation criteria are dropped (dashed red) but the \( \Delta v \) condition is kept, the purity plummets to 50%–60%, suggesting that by selecting isolated primaries we are greatly enhancing our ability to interpret the data. The dotted green line shows that the \( \Delta v \) cut is most important at large separations—even when we select primaries that are isolated by our criterion, without a \( \Delta v \) condition the purity drops to \( \sim 65\% \) at the 250 kpc projected. As illustrated by the dot-dashed (magenta) line, less than half of the sample is pure in the absence of either criterion. In summary, our fiducial clean criteria provide a sample that is made up of \( \sim 85\% \) true satellites within 250 kpc. The remaining 15% are halos that are in the secondary mass range, but are isolated (field galaxies) and not actually subhalos of the primary.6

A final question is the incompleteness due to the effect of projection in determining the closest bright satellite. Some fraction of the nearest neighbor galaxies in projection will not be the true closest satellites in three-dimensional distance. While this is not important for comparing \( \Lambda \)CDM to observations, this does affect the observationally implied fraction of primaries with a true satellite. We can use the MS-II mock survey to estimate this effect in our simulated clean sample by simply computing the fraction of primaries with a secondary within a given projected distance that have a true satellite (a subhalo of the appropriate mass) within the primary’s halo. Dividing the clean-sample purity (Figure 3) within the same projected separation by this completeness thus gives the actual fraction of true closest satellites implied by an observed fraction within that separation. The associated ratio is larger than 2 for any separation within 100 kpc, implying that the projected nearest neighbor is unlikely (less than 1/2 of the time) to be the true nearest neighbor at separations smaller than this. This is because the smallest line-of-sight separations tend to be dominated by chance orientation. Interestingly, the correction factor is unity at a projected distance of \( \sim 250 \) kpc, implying that the observed fraction of nearest projected galaxies (in the clean sample) should be equal to the true fraction of nearest satellite galaxies (within the three-dimensional virial extent of the halo) at this distance.

4. COMPARING THE OBSERVATIONS TO THE SIMULATIONS

Having established the particulars of our observational sample and identically selected comparisons in the MS-II simulation, we can consider whether the observed satellites are consistent with this (bare bones) \( \Lambda \)CDM model. We do this by comparing the observed galaxy and simulation halo samples through unambiguous measurements in both the observations and simulations: sky coordinates and line-of-sight velocities. We also compare luminosity functions for our observed sample to those implied by abundance matching in the simulation. Additionally, we show this sample does not deviate strongly from the general halo population for \( \sim L_\ast \) galaxies, and infer the three-dimensional satellite distribution.

4.1. Radial Profiles

An important comparison between the observations and simulations is that of the projected spatial separation between the primaries and their secondaries (e.g., Chen et al. 2006; Klypin & Prada 2009; Liu et al. 2011). In the figures that follow, we plot the fraction of isolated primaries that have a secondary within a given projected distance \( f_{\text{sat}}(d_{\text{proj}}) \equiv N_{\text{sec}}(< d_{\text{proj}})/N_{\text{pri}} \). Using the fraction rather than the raw number is preferred as it will be less sensitive to the effects of cosmic variance and the effects of cosmology on the overall abundance of dark matter halos.

In the lower panel of Figure 4, we plot this fraction for our observational samples. Solid (blue), dashed (green), and dotted (red) lines show the distributions for the clean, any \( z \), and full sample, respectively. See Table 1 for a description of these samples. We also show shaded regions around these lines indicating error bars assuming Poisson statistics.

Because the SDSS spectroscopic survey has missed some secondaries due to failed redshifts or fiber collision, the SDSS spectroscopic survey suffers from incompleteness that is disjoint from the biases we explored with the MS-II simulation in the previous section. To correct for this incompleteness, we make a simple assumption in the SDSS data: that the true selection function relative to the full sample is the same as

6 The quantitative results here are only valid for the choice of halo and subhalo definitions used by MS-II (see Section 3). Other halo-finding methods may result in quantitatively slightly different halo properties, but are unlikely to result in different qualitative results (Knebe et al. 2011), particularly given how the subhalos we consider here are isolated and well resolved.

Figure 3. Purity of secondary sample in MS-II. Each line shows the fraction of secondaries that are actual satellites of the primary (subhalos in an FOF sense) as a function of projected separation. The solid (blue) line is for the simulated clean sample, green (dotted) is for the any \( z \) sample (no \( \Delta v \) restriction). Dashed (red) is for a sample like the clean sample but without the isolation criteria applied to the primary, and dash-dotted (magenta) is any \( z \) without isolation. (A color version of this figure is available in the online journal.)
the clean sample relative to the any $z$ sample. We show this selection function $F_{\text{sel}} = f_{\text{clean}} / f_{\text{Any}}$ in the upper panel of Figure 4 with the associated Poisson errors; it allows us to determine the true clean fraction in the SDSS sample by taking $f_{\text{sel}} \approx f_{\text{clean, corr}} \equiv F_{\text{sel, full}}$.

The corrected nearest secondary fraction, $f_{\text{clean, corr}}$, is plotted as a function of paired separation in the left panel of Figure 5 as the solid (blue) line with errors due to Poisson statistics shown as the blue shaded region. Over this, we plot the MS-II simulated clean sample for all 250 lines of sight as the thin green lines. We also show the fiber radius at the maximum redshift of our sample as the vertical dashed (black) line. This radius is also the approximate physical (rather than projected) separation at which baryonic effects not included in MS-II render the simulation less reliable, so we consider results inside this distance subject to additional uncertainty that is difficult to quantify. The same data are plotted in differential form in the right panel of Figure 5. The number of SDSS galaxies in each $d_{\text{proj}}$ bin is given by (blue) points with Poisson error bars, and the MS-II galaxies are given by (green) bands representing 1σ scatter over all lines of sight. From this plot, it is clear that the SDSS clean sample and MS-II match over most of the range, although with a moderately significant dip at ~80 kpc. Further, we compute the chi-squared for these data, and find $\chi^2_{\text{red}} = 0.67$, with a probability $p = 94\%$ of a $\chi^2$ this high or higher if the simulation is a model for the observations. These results indicate a remarkable consistency between the SDSS observations and the predictions of LCDM. There is no overabundance (nor underabundance) of luminous satellites of isolated $L_*$ galaxies.

Before moving on, we draw attention to the fact that we have only discussed the projected separation distribution for $d_{\text{proj}} < 250$ kpc. This is intentional. As mentioned in Section 2, the targeting scheme of the SDSS spectroscopic survey introduces a bias at radii larger than this that is difficult to quantify accurately. If a background cluster (or group) is close enough to a primary that it is within the projected distance expected for a secondary, the cluster galaxies will be considered as possible secondaries. Because there are multiple bright neighbors in the cluster, only one will be assigned a fiber by the SDSS tiling algorithm, and the others will have no redshift. If assigned the redshift of the primary, often at least one of these galaxies will fall into the magnitude range of a secondary. Hence, in the full sample (Table 1), they will be designated the secondary for that primary if there is no other nearer secondary. Thus, the background galaxy is taken to be a secondary, excluding a true satellite that could be present at a larger projected distance. This effect is not fully accounted for by the use of $f_{\text{clean, corr}}$ because the number of potential secondaries in the no $z$ sample increases by the number of cluster galaxies without redshifts, while the any $z$ sample only increases by one. At large separations, this effect becomes significant at $d_{\text{proj}} \gtrsim 350$ kpc, many secondaries in the no $z$ sample are visually associated with background cluster galaxies. Fortunately, the presence of a background cluster depends strongly on $d_{\text{proj}}$ due to the $d^2$ scaling of background volume. Visual inspection of candidate secondaries at large separation in the full sample shows that this effect does not become significant until $d_{\text{proj}} \gtrsim 250$ kpc. Another reason we have chosen to limit our analysis to $d_{\text{proj}} < 250$ kpc has to do with the analysis of purity and completeness described in Section 3.3: the completeness and purity corrections conspire to be ~1 at that radius, so the fraction at 250 kpc in Figure 5 can be interpreted as an estimate of the true fraction of satellites within the virial extent of the halo. Thus, we expect that ~40% of isolated ~$L_*$ galaxies have a luminous (LMC-like) satellite within their dark matter halo.7

### 4.2. Pairwise Velocity Distributions

The line-of-sight velocities for the SDSS galaxies are directly determined from the measured redshifts of the galaxies in the SDSS sample, and they are easily measured for MS-II halos by projecting the halo velocity along the line of sight. In Figure 6, we show the pairwise velocity distribution $\Delta v \equiv c(z_{\text{sec}} - z_{\text{sec}})$ for the clean sample and the simulated clean sample. We compute the dispersion for the observed sample and find $\sigma = 161 \text{ km s}^{-1}$, of interest as a possible tracer of host or cosmological properties (e.g., Strauss et al. 1998). The pairwise velocity dispersion also provides an indirect test of the halo mass–luminosity assignment that we have used in our simulation (e.g., if our halos were too massive then our simulated velocity distribution would presumably be too large). As illustrated in Figure 6, the simulated and observed distributions agree quite well. We also compute the Kolmogorov–Smirnov (K-S) statistic between the two distributions. This test shows that the simulation and observations are consistent, with a $P_{\text{K-S}} = 33\%$ probability of the observed K-S $D$ statistic if they are drawn from the same distribution. This result is consistent with no velocity bias between the galaxies and their subhalos (e.g., Blanton et al. 1999), although it says nothing about bias of the subhalos relative to the smooth host dark matter distribution (e.g., Colín et al. 2000). Thus, the relative line-of-sight velocities in SDSS
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7 The exact fraction is a function of the host halo mass, as discussed in Sections 4.4 and 6.
Figure 5. Fraction of isolated primaries with a secondary within a particular projected distance in cumulative (left panel) and differential (right panel) form. The thick blue line on the left panel is for SDSS galaxies in the clean sample, corrected for spectroscopic selection ($f_{\text{clean, corr}}$, see the text), with Poisson error bars indicated by the shading above and below the line. The thin green lines are the cumulative fraction of the simulated clean sample for 250 lines of sight in MS-II (see Section 3.2). This operates as an estimate of the effect of cosmic variance. The vertical dashed (black) line indicates the distance corresponding to an SDSS fiber diameter at the maximum redshift of the sample, and also the approximate distance at which baryonic effects may render the MS-II sample uncertain. The right panel presents the same information in differential/binned form, giving the fraction per bin in $d_{\text{proj}}$. Points (blue) with error bars are for the SDSS clean sample and with Poisson errors, and the (green) bars are 1σ ranges for the MS-II sample lines of sight. The reduced chi-squared value comparing the observations to simulation is also shown in this panel, and it indicates no statistically significant deviation between the two (if the bins are uncorrelated). For both panels, the observed fraction is corrected for selection as described in Section 4 by multiplying the fraction in the full sample by $F_{\text{sel}}$ of Figure 4.

(A color version of this figure is available in the online journal.)

Figure 6. Distribution of $\Delta v \equiv c(z_{\text{pri}} - z_{\text{sec}})$ for the clean sample (solid blue histogram) and the clean-like sample from MS-II (dashed green). The K-S test yields $p_{\text{KS}} = 33\%$. The pairwise velocity dispersion in the observed sample is $\sigma = 161$ km s$^{-1}$.

(A color version of this figure is available in the online journal.)

for likely bright satellites around $L_*$ hosts are fully consistent with the predictions of $\Lambda$CDM.

4.3. Luminosity Function

In Section 4.1, we show that the MS-II mock galaxy catalogs (and by proxy, $\Lambda$CDM predictions) match the observed projected separation distribution of luminous satellites. Here, we compare the luminosity function implied by the observed and simulated samples. While a luminosity function of our volume-limited observational sample is straightforward to compute, comparison to the simulation is complicated by the need to use abundance matching to map galaxy luminosities to halos. We proceed as described in Section 3.1, but assign a luminosity to each halo instead of just computing mass ranges for the primary and secondary samples. The resulting luminosity functions are shown in Figure 7 for the selection-corrected clean sample (points) and the simulated clean sample (bars).

We do not directly compare the normalization of the luminosity functions, as the selection of primary galaxies for the SDSS spectroscopic survey results in a highly uncertain survey volume (motivating use of the primary fraction in Section 4.1). Instead, we adjust the normalization of the simulated clean sample to match the observed clean sample and compare shapes. As the reduced $\chi^2$ values in Figure 7 indicate, the luminosity function for secondaries matches well within the error bars, while the primaries are marginally deviant. This level of agreement is noteworthy, as subhalo abundance matching is not well constrained at these low masses/luminosities. While it is highly effective where calibrated for the full galaxy...
sample (Kravtsov et al. 2004; Conroy & Wechsler 2009; Moster et al. 2010, and references therein), abundance matching may not be as effective for biased subsets of galaxies (e.g., Tollerud et al. 2011). Thus, the disagreement for the primaries may be due to a preference for a particular subclass of more or less massive galaxies (e.g., red/passive versus blue/star-forming) to host secondaries. The abundance matching does not capture the differing luminosity functions of these two classes and hence would not match the observed sample. Alternatively, the bias described at the end of Section 3.1 may account for the disagreement, as it would manifest as an enhancement in the observed sample in the faintest bin. Removing this faintest bin lowers the reduced $\chi^2$ to 1.1, suggesting it may be the primary effect.

The luminosity functions in the simulation and observations agree reasonably well, further suggesting that ΛCDM matches the observations. However, this is not necessarily a strong test compared to that discussed in the previous subsection. The (black) dashed lines in Figure 7 show the luminosity function of Blanton et al. (2005a) in the primary and secondary regimes. It is clear that the shapes of these luminosity functions roughly match the clean observed and simulated samples. Thus, this primarily shows that the clean samples very roughly trace the overall luminosity function (the overall luminosity function implied by the simulations must match by construction). This is, however, a necessary consistency check that these samples (and hence ΛCDM) pass.

4.4. Host Halo Sample Biases

We have shown that the isolated (clean) SDSS sample matches the simulated clean sample from MS-II remarkably well. We now ask whether our isolation criteria have forced us to select a special set of host halos that are not representative of the average dark matter halo in their satellite properties. That is, have we measured the satellite statistics that are representative of all $\sim L_*$ halos or just a special group of isolated $\sim L_*$ halos? Such a concern is motivated by the possibility of assembly bias (Gao et al. 2005; Wechsler et al. 2006; Croton et al. 2007).

In Figure 8 we use the MS-II simulation to plot the fraction of primaries with a secondary within a given projected distance compared to a more general set of host halos. The dashed (green) line is for the simulated clean sample and its secondaries. The dot-dashed (black) line is the distribution of the three-dimensional nearest object (nearest in $r$ rather than $d_{proj}$) for all hosts in the MS-II SDSS-like volume. This sample is not subject to assembly bias effects in the way the clean sample may be, as it is not explicitly selected to be isolated. The thin solid lines show fractions for the same hosts sub-divided into quintiles in $v_{\text{max}}$ ($v_{\text{max,host}}$ decreasing from uppermost to bottom line). The median $v_{\text{max,host}}$ values for each line are indicated in the figure legend.

(A color version of this figure is available in the online journal.)
While there is a discrepancy of ~4% at 250 kpc between the any $v_{\text{max}, \text{host}}$ distribution (black dash-dotted) and the simulated clean (green dashed), this is only marginally larger than the scatter over multiple pointings in the mock galaxy catalogs, and is $<1\sigma$ compared to the Poisson errors in the observational sample. Additionally, the mass bin centered around the median $v_{\text{max}, \text{host}}$ for the abundance-matched sample (211 km s$^{-1}$, magenta line) is even closer to the simulated clean distribution. Hence, while the SDSS clean sample at first appears rather tuned and specific in its parameters, it is in fact a fairly general sample that is representative of true satellites of $\sim L_\odot$ hosts. Specifically, there is no sign that differences in halo assembly time associated with large-scale clustering have given rise to any observable bias in our isolated clean sample compared to the general halo population.

4.5. Three-dimensional Density Distribution of Satellites

We now turn to an estimate of the three-dimensional distribution of satellites directly from the data themselves. We start with the two-dimensional (selection-corrected, $f_{\text{clean corr}}$) clean profile from the right panel of Figure 5, and determine the on-sky surface density in these annuli. From this surface density, we numerically perform an inverse Abel Transform to approximate the three-dimensional density profile under the assumption of spherical symmetry.

The resulting three-dimensional number density profile obtained by this prescription is shown in Figure 9 as the (blue) points. This profile is by necessity coarsely binned to reduce numerical noise due to small number statistics, and the missing bins at small radii are due to the declining number of secondaries at radii inside the fiber radius. We also show error bars obtained from a combination of Poisson error and bootstrap resampling to simulate other choices of binning. We fit a power law to the data (black dotted line), normalized to integrate to 42% from 250 kpc. The error bars are generated by a combination of Poisson errors and bootstrap resampling (with replacement). The dashed (black) line is the best-fit power law ($\rho \propto r^{-1.8}$) for this data set, normalized to give the same fraction integrated over the range shown. The dotted (green) line is a Burkert (1995) profile fit to the observed data, with core radius $r_0 = 68$ kpc and $n_0 = 1.6 \times 10^{-7}$ kpc$^{-3}$. Finally, the solid (red) curve is the three-dimensional density profile of the simulated clean sample from MS-II.

(A color version of this figure is available in the online journal.)

primarily random, and hence should not systematically bias the photometric properties of the sample.

5.1. Photometric Properties of Secondaries

In Figure 10 we show the $g-r$, $M_r$ CMD for the secondaries in the clean sample as the white circles, plotted over all galaxies within the volume limit that have magnitudes in the secondary range. We also show the color distribution in Figure 11 for the clean sample as the shaded (blue) histogram and the control sample (a collapsed version of the background of Figure 10) as the solid lined (green) histogram. The control sample, which includes both satellites and non-satellites, clearly shows the “blue cloud”/“red sequence” color bimodality (Strateva et al. 2001) and hence below, when discussing blue cloud galaxies, we refer to galaxies with $g-r < 0.6$.

The most striking feature of Figure 11 is the fact that the color distribution of the clean-sample secondaries is visibly different from the control, confirmed by the K-S test at the $p_{\text{KS}} \approx 10^{-7}$ level. For the secondaries, 52% are on the red sequence, while in the control sample, only 38% of galaxies are red. This is even more surprising given that our control sample has galaxies in all environments, not just isolated (low-density) environments. A control sample selected to be isolated like the primaries would be significantly bluer than average due to the density–morphology or density–star formation rate relations (Dressler 1980; Gómez et al. 2003). Because our control sample is not selected in this

---

8 While the satellite distribution of any individual host is not necessarily spherically symmetric, the halos are oriented randomly relative to the observer in an isotropic universe, and thus the ensemble average for all primaries is spherically symmetric.

9 While fiber collision may bias the sample away from very close pairs, these are always a small fraction of the sample, as the total volume available for satellites at small separations is very small.
manner, the difference between secondaries and similar isolated field galaxies should be even greater than shown here.

This result implies that star formation is suppressed even for single satellites of isolated \( L_\star \) host galaxies. This suggests that harassment by other luminous satellites (Moore et al. 1996) cannot be a major cause, and thus other effects such as strangulation or ram pressure stripping must be at play (e.g., van den Bosch et al. 2008, and references therein). Given the nearly complete lack of gas for MW satellites other than the MCs, however (Grcevich & Putman 2009), the mechanism driving morphological transformation for these objects may be different from that in denser environments. A more in-depth analysis of the secondaries in this context is warranted but beyond the scope of the current work.

5.2. Local Group Photometric Estimates

To determine what the clean secondary sample can tell us about the MW/LMC system, we must estimate the integrated absolute magnitudes and colors of the MW and LMC as the SDSS would observe them from outside the LG. Our SDSS data set focuses on the \( r \) and \( g \) bands, where signal to noise is best, so below we estimate the \( r \)-band absolute magnitudes of the MW and LMC, as well as their \( g-r \) color.

Determining the luminosity of the MW in the optical is notoriously difficult due to the high extinction in the disk, as well as the necessity of precise photometry over a large fraction of the sky. An often-cited estimate from van den Bergh (2000) is \( M_r = -20.9 \). To convert to SDSS \( r \) band, we determine the average color of a sample of Sbc galaxies (the type for the MW according to van den Bergh 2000) in the SDSS from Nair & Abraham (2010), finding \( (g-r)_{Sbc} = 0.60 \). We then use the

\[
M_r = -20.9 + (g-r)_{Sbc} \cdot \text{conversion factor}
\]

Jester et al. (2005) photometric transforms and convert from Vega to SDSS AB magnitudes, yielding \( M_{r, MW} = -21.2 \). This is within 0.1 mag of the median of the SDSS sample of the primaries (and also \( M_\star, r \), by design of the sample).

For the LMC, a somewhat different set of complications is present. Even the high surface brightness parts of the LMC cover a relatively large area on the sky (\( \gtrsim 100 \text{ deg}^2 \)), and hence accurate measurements of the LMC’s integrated magnitudes require photometry with consistent background subtraction over the entire area. Hence, the overall magnitudes for the LMC are rather uncertain. The color is easier to measure because it does not require consistent calibration over the entire area. Uncertainties in the distance to the LMC also propagate to uncertainties in the integrated absolute magnitude, but the uncertainties in the surface photometry are much larger. Thus, we assume a distance to the LMC of 50 kpc (distance modulus 18.50; e.g., Pietrzyński et al. 2009, and references therein).

With these complications in mind, we consider the foreground extinction-corrected apparent magnitude from the Third Reference Catalogue of Bright Galaxies (RC3; de Vaucouleurs et al. 1991) for our estimate of the LMC’s \( r \)-band absolute magnitude. The RC3 gives

\[
U, B, V = 0.52, 0.57, 0.13
\]

which we adjust to SDSS colors using the transformations of Jester et al. (2005), yielding \( M_{r, LMC} = -18.44 \). The \( g-r \) color implied from the RC3 magnitudes is \( (g-r)_{LMC} = 0.22 \).

A second determination of the LMC integrated properties from surface photometry results from the work of Bothun & Thompson (1988). These observations were obtained with a CCD camera mounted to a standard camera lens, providing

\[
\text{CCD Camera}_{LMC}
\]

\[
\text{Photometry}_{LMC}
\]
Table 2

| Source                  | Method            | $M_r$   | $g-r$  |
|-------------------------|-------------------|---------|--------|
| de Vaucouleurs et al.   | Phot. surf. phot. | −18.44  | 0.22   |
| Bothun & Thompson       | CCD surf. phot.   | −18.93  | 0.34   |
| Eskew & Zaritsky        | Population synthesis | −18.44  | 0.27   |

a wide enough field of view to cover a sizable fraction of the LMC in a single exposure. With foreground extinction correction for the LMC assuming $E(B-V) = 0.075$ (Schlegel et al. 1998), these observations and the above transforms yield $(g-r)_{\text{LMC}} = 0.33$. While the field of view was still not large enough to cover the luminous extent of the LMC, an extrapolation of an exponential profile yields $M_r,_{\text{LMC}} = -18.93$.

We also consider an alternative to surface photometry: stellar population synthesis. This method provides colors by computing the luminosity-weighted contribution of the present-day stellar populations with an age and metallicity distribution based on an empirical star formation history (SFH) and final metallicity. This method has the advantage of not requiring the careful calibration necessary for surface photometry, but has the disadvantage of being more model dependent. We consider here the results of Eskew & Zaritsky (2011) based on the LMC SFH of Harris & Zaritsky (2009). From these stellar populations, the color of the LMC at the present day is $(g-r)_{\text{LMC}} = 0.27$. Adopting the stellar mass implied from the SFH of Harris & Zaritsky (2009) then yields $M_r,_{\text{LMC}} = -18.44$. These results differ from the surface photometry; they do not include the effects of reddening and extinction internal to the LMC, as they assume all stars in the synthetic population contribute their full luminosity.

Based on the above measurements, we adopt $M_r,_{\text{LMC}} = -18.44$ ($L_r = 1.75 \times 10^9 L_\odot$) from the RC3 catalog as our fiducial estimate for the LMC, as it is a direct measurement more akin to SDSS observations (although it is consistent within error bars with the Harris & Zaritsky (2009) result), requiring no extrapolation. While this luminosity is marginally fainter than the overall median of the secondaries in our SDSS sample ($M_r = -19.3$), it is close to the median of the blue cloud galaxies apparent in the background of Figure 10. Additionally, there is no compelling reason to favor the $g-r$ colors of any of these results over the others, and thus we consider all of them. Thus, we summarize the photometric estimates for the LMC in Table 2.

5.3. LMC and M33 in Context

An additional feature of Figure 10 is the location of the LMC using our three color estimates and the RC3 magnitude as the star-shaped symbols. We also indicate the LMC color estimates as the left three vertical lines in Figure 11. For all colors we consider here, the LMC is remarkably blue relative to other satellites in its magnitude range, in the 0.3, 1.3, and 9.9 percentile for the RC3, Eskew & Zaritsky (2011), and Bothun & Thompson (1988) colors, respectively (also shown in the legend of Figure 11). In the particular case of the RC3 color, the LMC is the bluest object in the sample. While the other colors are somewhat less extreme, they still place the LMC firmly on the blue side of the blue cloud. For the more luminous satellites, this placement is partly due to the fact that the red sequence becomes more significant at brighter magnitudes, but even restricted to the magnitude range close to the LMC, the LMC is unusually blue. Thus, while the LMC/MW system is not particularly unusual in its existence from the perspective of the sizes of the galaxies involved, it is very unusual in the sense that the LMC has an anomalously high star formation rate.

This remarkably large star formation rate for the LMC, especially when compared to similar satellite systems, begs the question of its cause. The most straightforward explanation for this effect is that the LMC is currently undergoing triggered star formation due to tidal or gas-dynamical perturbation by the MW (Kennicutt et al. 1987; Funes et al. 2004; Woods et al. 2006; Woods & Geller 2007). This is also consistent with SFHs of the LMC (Harris & Zaritsky 2009; Maschberger & Kroupa 2011) that indicate an increase in the star formation rate in the last 100 Myr–1 Gyr (although there are some earlier possible peaks). Thus, the very blue colors of the LMC relative to similar objects are consistent with recent proper motions (Kalivayalil et al. 2006; Piatak et al. 2008) that place the LMC on first infall (Besla et al. 2007; Boylan-Kolchin et al. 2011a). Together with the result that other luminous satellites are red and all MW satellites aside from the M3s are non-star-forming and extremely gas-poor (Guevich & Putman 2009), the complete picture suggests that this star formation rate cannot be sustained for very long.

Finally, we consider the LG galaxy M33. If placed in the SDSS, M33 would appear as a secondary of M31, with a projected separation of 208 kpc (assuming an M31 distance of 791 kpc from Fiorentino et al. 2010) and $\Delta v < 500$ km s$^{-1}$. If we take M33 to have $M_V = -18.87$ and $B-V = 0.65$ following van den Bergh (2000), converting to SDSS bands as described above for the MW gives $M_r,_{\text{M33}} = -19.06$ and $g-r = 0.44$. Thus, in a cosmological context, Figure 3 gives an $\sim 86\%$ probability that M33 is actually a satellite of M31. However, its $g-r$ color is quite typical for star-forming secondaries (see Figures 10 and 11), suggesting it does not have the significant triggered star formation evident in the LMC.

6. COMPARISON WITH OTHER WORK

We now consider these results in the context of recent work examining the frequency of MC-like satellites. Liu et al. (2011) examined a similar set of MW/LMC system analogs in the SDSS photometric sample and determined the abundance of satellites. Our selection is distinguished from these by the use of spectroscopic redshifts to define our clean sample of secondaries, somewhat different selection criteria, and the use of separation distributions instead of a single distance (they adopted 150 kpc). While our use of the spectroscopic sample reduces our volume relative to that of the main sample of Liu et al. (2011), individually our objects have a much higher likelihood of being true satellites because our redshifts are spectroscopic rather than photometric. Nonetheless, our results are consistent within the error bars—the Liu et al. (2011) result of roughly 20% probability to host one satellite matches our result at 150 kpc. We note that, as described in Section 3.3, 250 kpc is more appropriate for asking the specific question of whether or not a host has a satellite within its virial radius.

Boylan-Kolchin et al. (2010) and Busha et al. (2010a) examined exactly this question using high-resolution n-body simulations (Millennium II and Bolshoi, respectively). They both found similar results, finding $\sim 5\%$–$30\%$ of MW analogs host LMCs. While this may appear at first glance to be at discord with our results, examination of Figure 8 explains this.

---

10 M31 would be considered isolated from a distant viewer’s perspective unless the MW–M31 separation vector is close to the line of sight, which would occur $\sim 35\%$ of the time for random orientations.
apparent discrepancy. As the thin solid lines show, the fraction of hosts with satellites within a given separation depends quite strongly on the halo mass. This dependence on halo mass is taken advantage of by Busha et al. (2010a) and Boylan-Kolchin et al. (2011a) to constrain the properties of the MW based on the existence and observed properties of the MCs. Further, as illustrated in Busha et al. (2010a), the satellite mass range also has a (somewhat weaker) effect on the satellite fraction. Thus, while the exact definition of both “MW-like” and “LMC-like” will affect the exact fraction, the effect is generally only a factor of a few for reasonable definitions. Further, when we test matching definitions, we find identical answers within the relevant error bars.

Additionally, in the context of the color distribution for the SDSS clean sample relative to the LMC, the low numbers of LMC-like satellites reported in James et al. (2008) and James & Ivory (2011) become clear. Both are Hα-selected surveys searching MW-like hosts for satellites with LMC-like R-band magnitudes and Hα emission (indicating significant star formation). Both report LMC-like satellites are rare, implying the LG is a statistical outlier. Figure 11 implies that this apparent anomaly is in fact due to the overabundance of red secondaries relative to blue for the primaries in question. Figure 5 of James & Ivory (2011), in particular, indicates that 8.2% of hosts have star-forming satellites in the “LMC” category within 100 kpc (including their specified volume correction of 1.96). While the exact selection criteria are slightly different, this result is fully consistent within Poisson error bars of the fraction of hosts with blue cloud galaxies that we find within 100 kpc. Further, their result that the Hα-inferred star formation rate of the LMC is higher than most of the other star-forming satellites in their survey lends further credence to the claim that the LMC has an unusually large star formation rate for its status as a satellite of an isolated ~L∗ host.

7. CONCLUSIONS

In this study, we examine a spectroscopic sample of galaxy pairs from the SDSS selected to be composed of an isolated ~L∗, (M∗ < ~20.8, median ~21.3) galaxy with a ~0.1 L∗ (~18.3 > M∗ > ~20.8, median M∗ = ~19.3) nearest satellite, loosely resembling the MW/LMC system. We do this by identifying objects with no ~L∗ galaxies nearby (on-sky), and identify fainter galaxies within 250 kpc that have consistent redshifts as likely satellites. We also examine identically selected halos and subhalos in a mock galaxy catalog from the MS-II cosmological simulation. The high purity of the spectroscopic sample allows us to directly compare secondaries to subhalos, confirming our interpretation of the observations in a ΛCDM context. It also allows for direct examination of the secondaries’ photometric properties. This is therefore a cosmologically significant sample of “small-scale structure.” From this work we draw the following conclusions.

1. The projected radial distribution (Figure 5) and line-of-sight velocity distribution (Figure 6) of bright secondaries match ΛCDM predictions. This implies that there is neither an overabundance nor an underabundance problem for luminous (M∗ < ~18.3) satellites of isolated ~L∗ (M∗ ~ ~21.3) galaxies. Specifically, with minimal assumptions (abundance matching) ΛCDM can reproduce the observed properties of the universe for galaxies as faint as L ∼ 10^9L⊙ on velocity scales of ~95 km s^-1 and spatial scales of ~50 kpc.

2. Bright secondaries are significantly redder than a general sample of galaxies of the same luminosity (Figures 10 and 11). More than half of the ~0.1 L∗ secondaries inhabit the red sequence, compared with only ~30% in our control sample. This suggests that environmental quenching is operating within the halos of ~L∗ galaxies, in the absence of harassment from comparably bright satellite counterparts.

3. MW-size galaxies hosting LMC-size satellites are reasonably common in the SDSS sample. We estimate that ~42% of ~L∗ galaxies host a ~0.1 L∗ satellite within the virial radius of their dark matter halos. Further, 10% of isolated ~L∗ galaxies have a bright secondary within 50 kpc, the distance to the LMC. The exact fraction depends on the mass range used for the host, however, fully accounting for the mild difference between this and other similar measurements. In any case, this implies that the presence of a satellite with the luminosity of the LMC in an MW-like dark matter halo is not a major anomaly in a cosmological context.

4. The LMC is remarkable insofar as it is one of the bluest satellites in the sample. This color is a consequence of an unusually high star formation rate, and studies of the LMC may be undergoing strong triggered star formation if it is indeed on first infall, consistent with the most recent proper motions (Kallivayalil et al. 2006; Platek et al. 2008).

In the end, the observations presented here represent another test passed by ΛCDM, and place the LG firmly in the cosmological context of the local universe. They do, however, beg some questions. First, at what scale, if any, do the standard ΛCDM abundance-matching assumptions break down? This work shows that they are successful for v_{max} > 95 km s^-1, while the results of Boylan-Kolchin et al. (2011b) suggest problems with MW satellites for v_{max} ~ 50 km s^-1. This implies there may be a breakdown scale somewhere in the range 50 < v_{max} < 95 km s^-1, but there are no clear causes of such a breakdown in this range. An additional important question is that of what causes the quenching of star formation in these secondaries. Finally, is the remarkable blueness of the MW’s LMC just chance timing, or does it imply something more fundamental? The answers to these questions are well beyond the scope of this work, but it is clear that these isolated host/satellite pairs, while directly comparable to the wider ΛCDM cosmology, may teach us much about our own small corner of the universe.
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