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Abstract
In this paper, we describe a method to capture nearly entirely spherical (360 degree) depth information using two adjacent frames from a single spherical video with motion parallax. After illustrating a spherical depth information retrieval using two spherical cameras, we demonstrate monocular spherical stereo by using stabilized first-person video footage. Experiments demonstrated that the depth information was retrieved on up to 97% of the entire sphere in solid angle. At a speed of 30 km/h, we were able to estimate the depth of an object located over 30 m from the camera. We also reconstructed the 3D structures (point cloud) using the obtained depth data and confirmed the structures can be clearly observed. We can apply this method to 3D structure retrieval of surrounding environments such as 1) previsualization, location hunting/planning of a film, 2) real scene/computer graphics synthesis and 3) motion capture. Thanks to its simplicity, this method can be applied to various videos. As there is no pre-condition other than to be a 360 video with motion parallax, we can use any 360 videos including those on the Internet to reconstruct the surrounding environments. The cameras can be lightweight enough to be mounted on a drone. We also demonstrated such applications.

Index Terms: Computing methodologies—Artificial intelligence—Computer vision—Computer vision problems

1 Introduction
Capturing 360-degree information of the surrounding environments and objects plays an important role in many applications, including vision-based communication, automatic robot or vehicle navigation, geographical information services and motion capture for filmmakers. While an immersive video is still two-dimensional (2D), three-dimensional (3D) environment capture usually needs special sensing devices. This paper describes the retrieval of 3D information from a monocular spherical video with motion parallax.

1.1 Related works
One approach to capture the 3D structure of the surrounding environments is to use other sensing systems than ordinary cameras, such as a laser range finder or an infrared camera and a retroreflective ball, and then to fuse the information into the vision data. Google’s Street View vehicle has a laser range finder to capture the entire 3D world [1]. The special hardware can be very useful if it is affordable and performs adequately.

Another approach is vision-based capture. Many efforts have been made to collect more ray information than is obtainable from a normal perspective camera. The use of multiple cameras is one option to capture full-view spherical stereoscopic images [18, 360Heros and Google Jump capture 360 video using multiple cameras. To retrieve depth information from these multiple cameras, sufficient bandwidth and computing power to calculate stereo pairs are required. Although they are not full-view spherical capture, curved mirrors and reflective optics have also been used to capture wide-angle or 360-degree depth and environment [16] [11] [17]. Broxton et al. [5] used 46 cameras on the surface of a hemispherical dome to reconstruct immersive light field video. In order to reduce the data size, they are using a fixed number of RGBA+depth layers.

Another approach to retrieve 3D information from a 2D video is the use of multiple frames of a single video sequence. Bartczak et al. [2] used an omnidirectional camera to reconstruct 3D surface models from a video sequence. They used the concept of Structure from Motion and required multiple frames to reconstruct the 3D environment. Odometry studies [15] [13] have also been conducted. These studies are mainly focused on two-dimensional motions of the viewpoint on the ground and also require multiple frames.

The development of a high-resolution entire 360 camera such as Ricoh THETA and Insta 360 widened the possibility of capturing the environment in an additional way. There have been several studies to reconstruct 3D data using multiple spherical camera or spherical stereo pairs. Li et al. [9] [10] proposed binocular spherical stereo as an epipolar geometry for spherical stereo pairs and found the effectiveness of using fish-eye cameras, while Ma et al. [12] applied this concept to an actual spherical camera pair. Kim et al. [8] proposed a 3D environment modeling method using multiple pairs of high-resolution spherical images. These studies used multiple or at least two spherical cameras. Bodington et al. [4] proposed a technique to reconstruct an omnistereo image pair from two spherical images captured by a known vertical displacement. Their efforts are mainly focused on the reconstruction of omnistereo imagery. Recent studies include creating 6 degree-of-freedom (DoF) views from a single 360 camera [7] and machine learning-based depth estimation from a single spherical image [20]. While the former focuses on a 6-DoF view synthesis for VR headsets, the latter is mainly for indoor images.

First, we extend the concept of binocular spherical stereo to capture the 3D geometry and reconstruct the point cloud by using spherical images from only two positions separated vertically. Then, we propose a method to estimate depth information using two frames from a spherical video sequence with motion parallax.

2 Binocular spherical stereo
In this section, we describe the method and results of the nearly entirely spherical depth estimation from binocular sphere images.

2.1 Method
An ideal entirely spherical camera maps the incoming light from every direction to its central point C (we call this a viewpoint) on a sphere centered at C. An equirectangular image is obtained directly from this spherical information and now is the defacto format for spherical images.

Figure 1 shows two such cameras placed vertically along with the coordinate system. Here, binocular spherical stereo is formulated as the following. When seen from two positions separated vertically, an object is projected onto the same meridian in the upper and lower images (Figure 2). When we rotate these images by 90° clockwise, we can obtain two images with horizontal parallax. Once
we obtain these images, we can apply any stereo algorithm. In this configuration, the epipole for the upper viewpoint is the south pole and the epipole for the lower viewpoint is the north pole\(^1\). This means that all of the meridians are the epipolar lines.

The distance of an object that has \(n\)-pixel parallax is calculated as follows:

\[
D_n = \frac{d}{\tan\left(\frac{n}{R_{\text{vertical}}}\pi\right)} = \frac{d \cdot R_{\text{vertical}}}{\pi n} \tag{1}
\]

where \(n\) is the distance between the point in the upper image and the corresponding point in the lower image in the number of pixels, \(d\) is the distance of two cameras and \(R_{\text{vertical}}\) is the vertical resolution of the equirectangular expression. The last step is the latitude-based rectification. As is described in Appendix A, we have to rectify the distance of an object based on the latitude \(\phi\) of the incoming light.

\[
D_{\text{REAL}} \approx \frac{D_{\text{APPARENT}}}{\cos \phi} \tag{2}
\]

Figure 3 shows the processing pipeline.

2.2 Results

Figure 4 shows a color-mapped result of reconstructing depth information. The upper and lower images were shot with a Ricoh THETA S from two positions vertically separated by 20 cm. At this time, we captured the images by two separate exposures using a single camera. The equirectangular image has the dimensions \(3,584 \times 1,792\). We used a block matching based stereo matcher (StereoBM in OpenCV4) to estimate the depth. The depth is calculated as the reciprocal of the parallax (of a certain point), while we used the value of the parallax itself in the depth color map. We set the number of disparities at 96. With this resolution, we can clearly see the edges of the building structure, the ground and the far buildings. By using Equation 1, we can calculate \(D_{n=1} = 61\) near the horizon as \(d = 0.2\) and \(R_{\text{vertical}} = 960\). We found that the farthest building is located over 120 m from the cameras. As \(D_{n=0.5} = 122.2\), we can confirm that the stereo matching algorithm estimates the depth from half-pixel parallax. We also found that we can capture depth information from the south latitude \(80^\circ\) (the pattern on the ground) to the north latitude \(80^\circ\) (the building structure). This covers over 98.5% of the entire solid angle of the sphere. We found that the edge of the building is located 20 m from the cameras.

Figure 5 shows the reconstructed point cloud. For each pixel \((\theta, \phi)\) in the equirectangular depth map, we calculated a coordinate of a point \((r \sin(\theta) \cos(\phi), r \sin(\phi), -r \cos(\theta) \cos(\phi))\), where \(r\) is the depth value. We used Open3D[19] to visualize the data. We confirmed that the structures such as roads and buildings can be clearly observed. We compared the top view with the actual floor plan and confirmed that the maximum error in the dimensions obtained from the point cloud is less than 5% for the structure on the ground level whose distance from the camera is within 10 m.

Figure 6 is an example of applying this method to aerial videos. This binocular spherical stereo pair was shot with two Ricoh THETA S cameras attached above and below a drone. The resolution of the equirectangular video was \(1,960 \times 960\), and the video was recorded at 30 frames per second (FPS). Two cameras are separated by 35 cm vertically. We can clearly see the ground and the structure. The small house is located over 100 m from the drone.

Alignment of two cameras In a binocular spherical stereo, it is essential to align the coordinate system (in Figure 1) so that the \(x\), \(y\) and \(z\) axes of two cameras are in parallel. Otherwise, the
3 Monocular Spherical Stereo

In this section, we extend the idea of binocular spherical stereo to retrieve spherical depth information from a monocular spherical video with motion parallax. When we extract two adjacent frames from such video sequences, we can reconstruct spherical depth information for still or slow-moving objects. Let \( C_{t_0} \) and \( C_{t_0+\Delta t} \) the camera positions at \( t = t_0 \) and \( t = t_0 + \Delta t \) respectively, then we can apply the binocular spherical depth estimation to this monocular spherical stereo problem. We select the coordinate system for two viewpoints so that

1. \( x, y \) and \( z \) axes of the two viewpoints \( C_{t=t_0} \) and \( C_{t=t_0+\Delta t} \) are in parallel.
2. Both \( C_{t=t_0} \) and \( C_{t=t_0+\Delta t} \) share the \( z \) axes\(^2\).

In order for Condition 1 to be met, we have to cancel the roll, pitch and yaw rotation. This problem is solved by n-point relative pose estimation\[6\]. In order to stabilize the video, we followed the five-point relative pose estimation algorithm together with RANSAC proposed by Nistér\[14\]. For Condition 2, we have to ensure the moving direction coincides the \( z \) axis. After the stabilization, we analyzed the optical flow on a spherical video for this purpose.

3.1 Estimation of the moving direction

In Figure 9, the optical flow of the top view image is pointing straight downward at every location and the vectors are parallel when the position of the vector source moves upward. \( x \) components of the optical flow vectors in left side window becomes positive, while those in the right side window become negative. Similarly, when the vector source moves to the right direction, \( x \) components in the front window becomes positive, while those in the back window become negative. Thus, we used the following calculation.

- Downward shift of the moving direction was estimated by calculating the ratio
  \[
  \frac{\text{median}[\text{union}[v_{\text{in left window}}, v_{\text{in right window}}]]}{\text{median}[\text{union}[v_{\text{in left window}}, v_{\text{in right window}}]]}
  \]
- Leftward shift of the moving direction was estimated by calculating the ratio
  \[
  \frac{\text{median}[\text{union}[v_{\text{in front window}}, v_{\text{in back window}}]]}{\text{median}[\text{union}[v_{\text{in front window}}, v_{\text{in back window}}]]}
  \]

\(^2\)As the binocular depth estimation discussed in the previous section used the vertical parallax, we once converted the front view expression to a top view expression so that \( z \) axis coincides the moving direction.

Figure 8 shows an example of depth estimation failure due to an inaccurate correction of the top camera angles. In this case, because the rotation around the \( x \) axis is not zero, the parallax for the left half of the equirectangular image becomes larger than the actual. This results in a smaller depth estimation in this area. On the other hand, the parallax for the right half of the image becomes smaller than the actual (sometimes negative). As a result, the depth estimation in this area becomes greater than the actual.

Figure 7 shows how the misalignment of the upper camera causes the deformation of the horizontal line, when the bottom camera is aligned so that its \( y \) axis becomes perpendicular to the ground. Let \( \alpha \), \( \beta \) and \( \gamma \) be the pitch, yaw and roll angles relative to those of the bottom camera respectively. Then the rotation around the \( y \) axis (\( \beta \)) causes a horizontal shift in the top camera equirectangular image, while the rotation around the \( x \) and \( z \) axes (\( \alpha \) and \( \gamma \) respectively) cause a sinusoidal deformation of the horizontal curve. We can cancel this deformation by identifying \( \alpha \), \( \beta \), \( \gamma \) mainly by observing the pitch, yaw and roll fluctuations in the equirectangular images in the process of camera calibration.

Figure 7: The deformation of a horizontal line and its correction.

Figure 8: Depth estimation failure due to a camera misalignment.
Figure 10 shows the processing pipeline of monocular spherical stereo estimation.

![Diagram](image)

**Figure 9:** Optical flow on a spherical image caused by motion of viewpoint. When the vector source moves around the center, the optical flow in the top view is distorted.

**Figure 10:** The processing pipeline of monocular spherical stereo.

- **Capture**
  - Capture spherical video with motion parallax and keep it as an equirectangular expression.
- **Stabilize**
  - Cancel the roll, pitch and yaw rotation for each frame.
- **Convert to top view**
  - Convert this into a top view video by adding 90 degree rotation around the z axis.
- **Estimate depth**
  - Generate spherical depth information by using adjacent frames.
- **Convert to front view**
  - Convert this into a front view equirectangular expression.

3.2 Experiments

**Bike ride spherical video** We attached a Ricoh THETA S on top of the bike helmet and shot first-person spherical videos. The resolution of the equirectangular video was 1,920 × 960. The video was recorded at 30 FPS. Since the typical speed of the bike was at 20 km/h, which corresponds to an inter-frame motion parallax of 20 cm, we used this length during the following calculation.

Figure 11 shows an example of the depth estimation from a first-person spherical video. We can observe the palm tree and the concrete wall. The farthest tree is located over 40 m from the viewpoint.

**Figure 11:** Depth estimation from a first-person spherical bike ride. We can observe the palm tree and the concrete wall. The farthest tree is located over 40 m from the viewpoint.

- **Capture spherical video**
  - We used a Ricoh THETA V. The resolution of the equirectangular video was 3,840 × 1,920, and the video was recorded at 30 FPS. The typical speed was at 30 km/h, which corresponds to an inter-frame motion parallax of 30 cm. We evaluated the size of the blind spot in the front center (moving direction) and the back center (Figure 12 front view). The front and back moving directions correspond to the north and south high latitude area in the binocular spherical stereo described in Section 2.
  - Again, the number of disparities in stereo matching was 96. We calculated and accumulated the point cloud result from the previous frame(s) by utilizing accurate registration algorithms such as iterative closest point (ICP) registration[3].

Detection limit is defined by the stereo block matching margin. Using the coordinate system for the binocular spherical stereo, we evaluated this limit at around north latitude 85°. This results in the sphere coverage ratio of 1 − A_{blind} = 99.56%. On the other hand, regarding the accuracy limit, below which we could obtain a stable depth information, we evaluated this limit at around north latitude 77°. This results in the sphere coverage ratio of 1 − A_{blind} = 97.6%. In the bottom view, We also found that we can capture the depth of the traffic signal above the viewpoint.

**Environment 3D reconstruction** We further converted the spherical depth data into point cloud data using the method mentioned in Section 2.2. Again, the number of disparities in stereo matching was 96. We calculated and accumulated the point cloud for every 30 frames and merged the data into one 3D reconstruction. In order to merge the data with appropriate offset, we estimated the speed of the vehicle and assumed it was constant as well as the moving direction. If the speed is varying, we will obtain the 3D reconstruction result with varying scale. Also if the moving direction is varying, we will obtain the result with varying directions. In both cases we can rotate and translate the 3D data to match the result from the previous frame(s) by utilizing accurate registration algorithms such as iterative closest point (ICP) registration[3].

Figure 13 and 14 show the examples of the 3D reconstruction of the environments. Using Open3D point cloud visualization, we can clearly observe the 3D structure of a row of palm trees, traffic...
signs and a pedestrian slope. Since we have 3D environmental data, we can place virtual cameras at arbitrary positions. Creating such bird-view graphics is useful for many applications including 1) camera work planning and previsualization for filmmakers and sports producers, 2) automatic robot or vehicle navigation and 3) geographical information services.

Application to 360 videos on the Internet We applied this method to a first-person spherical video on the Internet. With equirectangular videos, we don’t need to estimate the field of view (FOV) of a footage. Often, we can easily determine the horizontal line and the zenith position. Figure 15 shows an example of depth estimation from a first-person bike ride footage on YouTube. We can clearly see the structure of the trees and the buildings.

Application to aerial videos It is essential to sense the entirely spherical environment in an automatic navigation of drones. While we already presented the application of binocular spherical stereo to aerial videos in Section 2, we also tried the monocular method (Figure 16). Spherical depth information was calculated from a take-off scene shot by a Ricoh THETA S attached below a drone. This time, the motion parallax was vertical. At lower positions we can observe the ground clearly (a), while at higher positions we can barely observe the edge of the runway (b). We have implemented a prototype of an obstacle detection system by utilizing this algorithm running on an NVIDIA Jetson.

4 DISCUSSIONS

In this section, we discuss the advantages and the challenges of monocular spherical stereo in comparison to binocular method.

4.1 Monocular method advantages

Consistent camera characteristics Because the images are captured with a single camera, we do not need to consider the difference in the characteristics of the sensors. For example, we set the camera capture mode to automatic during the outdoor shooting so that it accommodates dynamic range of brightness. When we use binocular spherical stereo for capturing, we need to watch if the characteristics of the two cameras are exactly the same.

Less visual obstacles To use binocular spherical stereo for capturing, we need to fix two cameras, creating at least two blind spots and the occlusion caused by the adjacent fisheye lens narrows the practical angles for a stereo observation. However, when we use the monocular method, we have only one blind spot. This is clear when we compare the monocular capture with binocular spherical stereo.

4.2 Monocular method challenges

Less accuracy for moving objects Clearly, the ability to detect a moving object is limited. In the bike ride video, we can observe that we cannot capture the depth of a car that is passing the bike, while we can detect an oncoming car. This is because the stereo problem for a passing car contains ill-formed, divergence condition, while the parallax always increases for an oncoming car.

5 CONCLUSION AND FUTURE WORK

We described and demonstrated a method to capture entirely spherical depth information and reconstruct the 3D structures (point cloud) using two frames from a single spherical video. After illustrating a spherical depth information retrieval using two spherical cameras, we demonstrated monocular spherical stereo by using stabilized video footage with motion parallax. Experiments demonstrated that the depth information covered up to 97% (nearly entirely spherical) of the sphere in solid angle. By comparing the 3D reconstruction with the actual floor plan, we found that the maximum error in the
dimensions obtained from the point cloud is less than 5% for a certain range. With two cameras separated by 35 cm vertically, we were able to detect an object located over 100 m from the viewpoint.

Furthermore, we reconstructed the 3D point cloud data using the spherical depth data from monocular spherical video with motion parallax. By accumulating 3D data from several captures, we confirmed the structures such as roads, buildings, pedestrian slope and palm trees can be clearly observed. At a speed of 30 km/h, we were able to detect an object located over 30 m from the moving camera. We applied the method to bike ride, car driving and aerial spherical videos as well as 360 videos on the Internet.

Future works include automated accumulation of 3D data. As discussed in Section 3.2, we are able to reconstruct a wider area by accumulating 3D data without assuming the speed and the moving direction of the viewpoint are constant. We can rotate and translate the most current 3D data to match the accumulated 3D data by using accurate registration algorithms such as ICP. Developing an integrated tool that simply converts the first-person spherical video into wide-range 3D structure data is also included in the future works. This can be further integrated into previsualization and location hunting tools for creators.

### A Distance rectification for high latitude areas

In Figure 17, two cameras are plotted as $C_U$ and $C_L$. The distance $\|C_U C_L\|$ is the interpupilar distance for an object that is on the $y = 0$ plane. However, the distances of the points in the high latitude area are underestimated because of the apparent reduction of the interpupilar distance. For example, $\|OP_1\|$ equals to $\|OP_3\|$ if the interpupilar distance doesn’t vary as the latitude changes ($\|C_U P_3 C_L\| = \|C_U C_L\|$). In reality, the apparent distance of $P_3$

is reduced:

$$\|OP'_{3}\| = \cos \angle P_3 OP_1 \|OP_1\|$$

By the inscribed angle theorem, regarding the vertical visual angle of Point $P_1$, $P_2$ and $P_3$, the formula

$$\angle C_U P_1 C_L = \angle C_L P_2 C_L = \angle C_U P_3 C_L$$

is established when $P_1$, $P_2$, $P_3$, $C_U$ and $C_L$ are on the same circle.

As a result, we have to rectify the distance of an object based on the latitude $\phi$ of the incoming light of the object.

$$D_{REAL} = \frac{D_{APPARENT}}{\cos \phi}$$
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