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1 Introduction

In parametric statistics, the assumption about the probability distribution of data is crucial. The optimal or at least acceptable choice of a probability distribution allows a wide range of powerful parametric procedures to be applied, inappropriate choice potentially resulting in misleading or completely erroneous and even dangerous outcomes. There are numerous statistical methods based on the normal distribution. The issue can be approached theoretically, using the theoretical basis of the data, or experimentally, exploring available data. In addition to exploratory graphs describing the empirical distribution, statistical tests have been designed to determine whether the random sample is drawn from the selected distribution (the normal one in this paper), or if this assumption is at least reasonable. These tests make it possible to assess the suitability of the selected distributions in the form of probabilistic models for the analysed data, not choosing the best of multiple options. Some of them are intended for the normal distribution only (based on its specific properties), others are more generally applicable goodness-of-fit tests.

If the goal is to select a proper test, we can employ a commonly used application-specific one along with practice-proven knowledge and software. It is necessary to consider individually the power of each test, depending on the real shape of the distribution or the random sample size. However, it is very difficult to assess the power of tests analytically, the recommendations thus being often supported by simulation studies. In the present paper, we use the Monte Carlo simulation to compare the power of the most commonly used goodness-of-fit test for a normal distribution. A normality test based on robust L-moments as a robust version of the Jarque-Bera test is compared to more frequently applied tests. To investigate the power of a test, in our simulation, we draw data from differ-
ent—symmetric short- and long-tailed as well as asymmetric—distributions and evaluate the relative frequency of rejection of the hypothesis of normality.

Many statistical tests have been developed to verify whether a sample is drawn from a normal distribution. In our simulation, we compare the performance of ten commonly used tests: in addition to the test relying on L-moments (part 3.1) and standard [JB] and robust versions [RJB] of the Jarque-Bera test, we use the Lilliefors test [LF], chi-square goodness-of-fit test, Shapiro-Francia test [SF], Cramer-von Mises goodness-of-fit test [CM], Shapiro-Wilk test [SF], D’Agostino test [DA] and Anderson-Darling [AD] test. We give original references to these tests in part 3.2 together with some remarks of properties (type one errors and power of tests).

The L-moment-based test, both Jarque-Bera tests, the Lilliefors, Anderson-Darling, D’Agostino, Shapiro-Francia and Shapiro-Wilk tests are intended only for testing normality, while the chi-square goodness-of-fit, Anderson-Darling and Cramer-von Mises tests are generally applicable as goodness-of-fit tests for testing a fully specified distribution (with given parameters) or a family of distributions. We compare the test based on L-moments (part 3.1), tests comparing sample skewness and kurtosis characteristics (Jarque-Bera, robust Jarque-Bera and D’Agostino), empirical and theoretical cumulative distribution functions (Lilliefors, Anderson-Darling) and Cramer based on the correlation coefficient (Shapiro-Francia and Shapiro Wilks).

The choice of the most powerful test in various situations is of interest not only to statisticians, but also to users of statistical methods who only use the statistical tests in their research work. There is a huge spectrum of recommendations available in the statistical literature. The most common method how to approach the problem is a Monte Carlo simulation ([16], [26], [24], [4], [27], and [23]). The authors obtain results for a special choice of distributions and subsequently generalize the results to more general properties of distributions (symmetric, asymmetric, heavy-tailed distributions). Special attention should be paid to the sample size, as the qualities of tests depends strongly on it. Usually the idea behind a test causes the highest power for small or for large samples. Moreover, for small samples the asymptotic approximations are not applicable. According to Yap and Sin [26], descriptive and graphical information supplemented with formal normality tests can aid in making conclusion about the distribution of a variable. In their study, for symmetric short-tailed distributions, D’Agostino and Shapiro–Wilks tests showed the best results; the power of Jarque–Bera and D’Agostino tests being comparable to the Shapiro–Wilks for symmetric long-tailed distributions. For asymmetric distributions, the authors based on their research recommend also the Shapiro–Wilks test. Shapiro-Wilk test was also found well performing for small samples (10-150 observations) for various deviations from normality (Student, chi-squared or beta distribution). For symmetric distribution with high sample kurtosis (symmetric long-tailed), the researcher can use the JB, SW or AD test. Razali and Wah in [20] show that Shapiro-Wilk test is the most powerful normality test, followed by Anderson-Darling test, Lilliefors test and Kolmogorov-Smirnov test. However, the power of all four tests is still low for small sample size.

In the paper, we investigate the above-mentioned normality test properties focusing on the L-moment-based test. An overview of L-moments and the underlying rationale are provided in section 2. In part 3, all tests and reasons for their construction are introduced. The results of the simulation are given in tables and figures in section 4. In the last part of the article, we make some suggestions emerging from the simulation. All computations are performed using the R [19] software.

2 Methods

Let $X_1, X_2, \ldots, X_n$ be a random sample of the size $n$ from a continuous probability distribution of a random variable $X$ with distribution function $F$ and quantile function $Q(P) = F^{-1}(P)$. The hypothesis of normality ($X \sim N(\mu; \sigma^2)$) assumes that $F(x) = \Phi \left( \frac{x-u}{\sigma} \right)$, where $\Phi$ is the cumulative distribution function of the standard normal distribution. Suppose $X_{i:r}$ denotes the $i$-th order statistic in a sample of the size $j$. Let us denote by $s^2$ a sample variance (based on a random sample $x_1, x_2, \ldots, x_n$ with the sample size $n$)

$$s^2 = \frac{1}{n-1} \sum_{i=1}^{n} [(x_i - \bar{x})^2]$$

and sample coefficients of skewness and kurtosis $a_3$ and $a_4$, respectively, as

$$a_3 = \frac{1}{n} \sum_{i=1}^{n} [x_i - \bar{x}]^3, a_4 = \frac{1}{n} \sum_{i=1}^{n} [x_i - \bar{x}]^4,$$

where $\bar{x}$ is the mean of the sample. The (theoretical) coefficient of skewness $a_3$ of all normal distributions is equal to 0, the coefficient of kurtosis $a_4$ equalling 3. The above properties are implemented in the paper, especially in the Jarque-Bera test.

2.1 L-moments

In [12], the formula for the evaluation of L-moments (for $k = 1, 2, \ldots$) based on the quantile function $Q(.)$ is given in the form

$$\lambda_k = \frac{1}{0} Q(u) P^*_r(u) du,$$

where $P^*_r$ is the $r$-th shifted Legendre polynomial written as

$$P^*_r(u) = \sum_{l=0}^{r} p^*_{r,l} u^l,$$

polynomial coefficients $p^*_{r,l}$ being

$$p^*_{r,l} = (-1)^r l^{-l} \binom{r}{l} \binom{r+l}{l}, l \leq r.$$
3 Tests of normality

Let us test the null hypothesis that the data are sampled from a normal distribution.

3.1 Test of normality based on L-moments

The test proposed in [11] is based on the transformations of L-skewness and L-kurtosis and a comparison with the values of normal distributions \( \tau_{3,4} \) in (13). The transformed L-skewness

\[
Z(\tau_3) = \frac{t_3}{\sqrt{\frac{0.1866}{n} + \frac{0.8000}{n^2}}}
\]

has approximately the standard normal distribution which also applies to the transformed L-kurtosis

\[
Z'(\tau_4) = \frac{t_4 - 0.1226}{\sqrt{\frac{0.0883}{n} + \frac{0.6800}{n^2} + 4.9000/n^3}}
\]

or more precisely

\[
Z(\tau_3) = \frac{t_3 - 0.1226}{\sqrt{\frac{0.0883}{n} + \frac{0.6800}{n^2} + 4.9000/n^3}}
\]

Moreover, the transformations are independent. It follows, that the test statistics

\[
\tau_{3,4} = Z(\tau_3)^2 + Z(\tau_4)^2
\]

has an approximate chi-square distribution with two degrees of freedom.

In terms of the test power comparison, the authors in [11] show that the test relying on \( \tau_{3,4} \) has the greatest power in distributions with high kurtosis in small samples and relatively high power in medium-sized or large samples. The test shows consistently high power, outperforming other normality tests for different distributions.

3.2 Tests of normality used in the simulation

The Jarque-Bera test for normality [14] is one of the most common goodness-of-fit tests utilized in economics not only in the distribution fitting but also in regression diagnostics and time series models. The test compares the sample coefficients of skewness and kurtosis with corresponding values for a normal distribution. This generally preferred test resembles an L-moment-based test, the latter using only robust L-moments instead of the classical product ones. The classical sample moments (sample variance, sample coefficients of skewness and kurtosis) are highly sensitive to outliers, the third and fourth powers of differences from the mean being used to evaluate them. The authors in [9] propose a modification of the Jarque-Bera test that utilizes a robust to outliers estimate of variance, using – instead of standard deviation \( s \) given as a root in (1) – the mean absolute deviation from the sample median \( \bar{x} \)

\[
\frac{1}{n} \sum_{i=1}^{n} |x_i - \bar{x}|
\]

Simulation studies indicate that the robust Jarque-Berra test shows higher or similar power in detecting heavy-tailed alternatives compared to the classical JB test.

The Lilliefors test [18] is a variant of the Kolmogorov-Smirnov (KS) test for data normality testing without a fully
specified distribution. The limitation of the KS test is its high sensitivity to extreme values, the LF correction rendering the test less conservative. It is sometimes argued, however, that the test has a low power and therefore should not be seriously considered for testing normality [24].

The Shapiro-Wilk test [21] is based on the correlations of weighted order statistics from the sample and the corresponding normal scores. According to [24], some researchers recommend the SW test as the best choice for testing the normality of data. It is sensitive to non-normality even for samples smaller than 20 observations, asymmetric and long-tailed distributions in particular. Having compared the Shapiro-Wilk, Lilliefors and Anderson-Darling tests, the Monte Carlo simulation in [20] revealed that the SW test (followed by the AD) has the best power for a given level of significance.

The Shapiro-Francia test [22] is well-established and intuitively appealing for testing the departure from normality. The test statistic is the squared correlation between the ordered sample values and the (approximated) expected ordered quantiles from the standard normal distribution. The SF test statistic is one of the most powerful omnibus and purpose tests of non-normality available, its results being quick but not inferior.

The Cramer von Mises and Anderson-Darling [1] tests also compare the hypothetical and empirical distribution function with the test statistics, using the difference defined by the expected value of squared difference instead of the absolute value. The weighting function included in the test statistics allows to consider whether the emphasis is placed on the differences near the median or in the distribution tails. Thus, compared with the Cramer-von Mises distance, the Anderson-Darling distance puts more weight on observations in the tails of the distribution.

The asymptotic chi-square goodness-of-fit test is based on a comparison of hypothetical and empirical frequencies of the distribution. It is sensitive to non-normality even for samples smaller than 20 observations, asymmetric and long-tailed distributions in particular. Having compared the Shapiro-Wilk, Lilliefors and Anderson-Darling tests, the Monte Carlo simulation in [20] revealed that the SW test (followed by the AD) has the best power for a given level of significance.

The Shapiro-Francia test [22] is well-established and intuitively appealing for testing the departure from normality. The test statistic is the squared correlation between the ordered sample values and the (approximated) expected ordered quantiles from the standard normal distribution. The SF test statistic is one of the most powerful omnibus and purpose tests of non-normality available, its results being quick but not inferior.

The Cramer von Mises and Anderson-Darling [1] tests also compare the hypothetical and empirical distribution function with the test statistics, using the difference defined by the expected value of squared difference instead of the absolute value. The weighting function included in the test statistics allows to consider whether the emphasis is placed on the differences near the median or in the distribution tails. Thus, compared with the Cramer-von Mises distance, the Anderson-Darling distance puts more weight on observations in the tails of the distribution.

The asymptotic chi-square goodness-of-fit test is based on a comparison of hypothetical and empirical frequencies of the selected intervals. It is applicable to a fully specified and as well as estimated distribution, the situation affecting the degrees of freedom of the chi-squared distribution.

The D’Agostino test [3] is a test of normality applicable for samples of size fifty or larger which possesses the desirable omnibus property. Simulation results of the test power for possible alternatives if the sample size is 50 indicate that the test compares favourably with the Shapiro-Wilk test.

### 4 Results

We compare the power of tests based on a simulation study.

#### 4.1 Simulation study

We use four continuous distributions with heavy tails in the simulation. The two-parametric lognormal distribution (LN) $LN(\mu; \sigma^2)$ is parameterized by the parameters $\mu$ ($E(\ln X)$) and $\sigma^2$ ($\text{Var}(\ln X)$), where $x > 0$, $\mu \in R$, and $\sigma^2 > 0$. The distribution is unimodal and positively skewed. The skewness of the distribution decreases with $\sigma^2$ (also see Figure 1 or Table 1). We selected $\mu = 0$ and $\sigma = 0.25, 0.3, 0.4, 0.5, 1$.

The Weibull (W) distribution with a positive shape parameter $\alpha$ and positive scale parameter $\beta$ is described by the probability density function

$$f_W(x) = \frac{\alpha}{\beta} \left(\frac{x}{\beta}\right)^{\alpha-1} \exp\left\{-\left(\frac{x}{\beta}\right)^\alpha\right\}, x > 0.$$ (15)

The skewness increases with the shape parameter $\alpha$, the kurtosis being also increasing. In the simulation, parameters $\alpha = 0.25, 0.5, 1, 2$ and $\beta = 1$. The coefficient of skewness is lower than 3 for $\alpha = 0.25, 0.5$ and 1 and higher for the choice $\alpha = 2$ (Table 1).

The loglogistic (LL) distribution is defined by a positive scale parameter $\gamma$ and a shape parameter $\delta$

$$f_{LL}(x) = \frac{\gamma(x/\delta)^{\gamma} \exp\left\{-\left(\frac{x}{\delta}\right)^\gamma\right\}}{x(1+(x/\delta)^\gamma)^2}.$$ (16)

The parameters $\delta = 1$ and $\gamma = 1, 2, 5, 6$. No product moments are defined for $\gamma = 1$, the expected value is finite for $\gamma = 2$, variance for $\gamma = 3$, and third product moment for $\gamma = 3$. Figure 1 shows that the densities are decreasing (for $\gamma = 1$), unimodal and positively skewed for higher parameters.

The values of parameters and classical and L-moment characteristics of the selected distributions are given in Tables 1 and 2. The densities of these distributions are shown in Figure 1, their position being plotted in the L-skewness L-kurtosis graph in Figure 2 (left). The classical skewness-kurtosis graph is shown in the right part of the figure. The allocation of pairs (L-skewness, L-kurtosis) in the bounded subset of the rectangle $[-1,1]x[-0.25,1]$ shown in the left part of Figure 2 and it is easier to assess compliance or difference between probability distributions.

In the case of lognormal and Weibull distributions, all tests can be applied to the selected data. The choice of parameters for the loglogistic distribution were made to violate the assumptions of some test (see Table 2).

Using the Student distribution (t) with degrees of freedom $\nu$ for $\nu = 1, 2, \ldots, 20$, we obtain $E(X) = 0$, $\nu > 1$. From the formula for the variance of the Student distribution $\text{Var}(X) = \nu/(\nu-2), \nu > 2$, we obtain the values from 3 for $\nu = 3$ to 0.11 for $\nu = 20$. The coefficient of skewness is 0 for $\nu > 3$ as the distribution is symmetric. For $\nu > 4$, the coefficient of kurtosis is equal to $\alpha_4 = 6/(6 - \nu), \nu > 4$. For the values of $\alpha$, we obtain those from 6 for $\nu = 5$ to 0.375 for $\nu = 20$. The Student distribution converges to normal with increasing degrees of freedom, and the approximation made for the values greater than 30 is assumed as acceptable.

We made 30,000 draws from the selected distributions and evaluated $p$-values for all tests applicable to particular data. The relative frequency of the rejection of the null hypothesis was recorded as a proxy to the power of the test, because the hypothesis was not valid.

All computations were made in the freeware R environment [19] providing a powerful tool for both statistical modelling and simulations. Packages lmoments [13], lmom [15] and lmomco [2] were used for the evaluation of L-moments, moments [17] for standard product moments and actuarial [5] for
Table 1. Lognormal distribution (left) and Weibull distribution (right). CV denotes the coefficient of variation

| Value | $\mu = 0$, $\sigma$ | $\delta = 1$, $\alpha$ |
|-------|-----------------|-----------------|
|       | 0.25 | 0.3 | 0.4 | 0.5 | 1 | 0.25 | 0.5 | 1 | 2 |
| $E(X)$ | 1.03 | 1.05 | 1.08 | 1.13 | 1.65 | 24.00 | 2.00 | 1.00 | 0.89 |
| $\sqrt{\text{Var}(X)}$ | 0.26 | 0.32 | 0.45 | 0.61 | 2.16 | 199.36 | 4.47 | 1.00 | 0.46 |
| CV | 0.25 | 0.31 | 0.42 | 0.53 | 1.31 | 8.31 | 2.24 | 1.00 | 0.52 |
| $\alpha_3$ | 0.78 | 0.95 | 1.32 | 1.75 | 6.18 | 0.000008 | 0.07 | 2.00 | 6.34 |
| $\alpha_4$ | 4.10 | 4.64 | 6.26 | 8.90 | 113.94 | 0.78 | 0.95 | 1.32 | 1.75 |
| $\tau$ | 0.14 | 0.17 | 0.22 | 0.28 | 0.52 | 0.94 | 0.75 | 0.50 | 0.29 |
| $\tau_3$ | 0.12 | 0.15 | 0.19 | 0.24 | 0.46 | 0.89 | 0.63 | 0.33 | 0.11 |
| $\tau_4$ | 0.13 | 0.14 | 0.15 | 0.19 | 0.29 | 0.78 | 0.40 | 0.17 | 0.11 |

4.2 Results of the simulation study

The simulation results for lognormal, Weibull and loglogistic distributions are displayed in Tables 3, 4 and 5, respectively. We present the relative frequencies of the normality hypothesis rejection for all distributions, including the one that does not meet the requirements for the characteristics used in the test criterion calculation (for the Cauchy distribution, neither product moments nor L-moments exist, for all tests based on the skewness and kurtosis, the finite fourth product moment is assumed). The results for sample sizes 10, 20, 50, 100, and 200 are presented in the tables, including the chi-squared goodness-of-fit results, although it is an asymptotic test, the small sample test outcomes likely resulting from this asymptotics. In the last columns of all tables, the difference between the minimum and maximum hypothesis rejection relative frequencies is shown to demonstrate the difference between the best and the worst test performance for a particular distribution and sample size.
The lognormal distribution is unimodal and positively skewed with the coefficients of skewness and kurtosis increasing in the parameter $\sigma$ (and independent of $\mu$). Therefore, the power is lower for smaller parameters, especially for the test based on, inter alia, skewness. There are some tests with bad results (Lilliefors, chi-squared), a group of others that yield average outcomes (Cramer von Mises, robust Jarque-Bera, L-moments-based, Anderson-Darling), and the best performing ones (Shapiro-Wilks, Shapiro-Francia and D’Agostino, the latter exhibiting excellent properties). The Jarque-Bera test outperforms its robust version, the latter variant being of inferior quality to the robust test based on L-moments. For sample sizes of 100 and 200 observations, there are almost no type-two statistical errors and the frequencies of correct decisions are close to one.

For the Weibull distribution within the selected parameterization, the skewness increases with the shape parameter $a$. The kurtosis is also increasing, but its coefficient is lower than 3 for all selected values (Table 1). Table 4 displays the results, the performance of all tests declining with increasing parameter. For high values of the parameter, larger samples are needed to distinguish between Weibull and normal distributions. In this case, the D’Agostino test is not comparable to the most powerful pair of the Shapiro-Wilks and Shapiro-Francia tests as is the case with the lognormal distribution. Both Jarque-Bera tests are in the group of poor-performing ones together with the chi-square (except for 10 observations and $a = 2$) and Lilliefors tests.

For the loglogistic distribution, no product moments are defined for $\sigma = 1$. Thus, we use the parameters implying only finite expected value $\sigma = 2$, finite variance $\sigma = 3$, or a finite third product moment for $\sigma = 3$. Figure 1 shows that the densities are decreasing (for $\sigma = 1$), unimodal and positively skewed for higher parameters. Problems with the existence of product moments (Table 2) are to be considered carefully. Since we test normality and if the null hypothesis is valid, we nevertheless apply the test although this is problematic according to the nature of the given distribution. The Anderson-Darling performs well for small values of $\sigma = 2$. The three other tests – D’Agostino, Shapiro-Wilks and Shapiro-Francia – are also strong, the latter in particular maintaining a consistently high performance.

Figures 3, 4 and 5 illustrates the test power dependence on the degrees of freedom of the Student distribution. Unlike the other distributions analysed, the Student distribution is symmetric, converging quickly to the standard normal distribution, although we still do not make a normal approximation of the highest value of freedom degrees $\nu = 20$. The graph lines of the same type referring to the test are shifted from the left (sample size 10) to the right (sample size 200). For small values of freedom degrees, it is easier to distinguish between the Student and normal distributions, the power of all tests being relatively high. With increasing degrees of freedom, the two distributions are increasingly similar, thus more difficult to distinguish. For small samples and heavy-tailed distributions, robust tests have the highest power, the one based on L-moments outperforming the robust Jarque-Bera test. The Shapiro-Francia and D’Agostino tests (the latter for higher freedom degree values) can handle heavy tail problems and the resulting data outliers.
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Table 5. Power of test for loglogistic distribution

| n  | shape | tau34 | JB   | RJB  | SW   | DA   | LKS  | AD   | CR   | PE   | SF   | length |
|----|-------|-------|------|------|------|------|------|------|------|------|------|-------|
| 10 | 0.25  | 0.989 | 0.917| 0.923| 0.994| 0.933| 0.968| 0.993| 0.990| 0.991| 0.992| 0.077 |
| 10 | 0.5   | 0.853 | 0.711| 0.693| 0.896| 0.750| 0.756| 0.875| 0.855| 0.876| 0.877| 0.203 |
| 10 | 1     | 0.379 | 0.338| 0.305| 0.446| 0.369| 0.301| 0.412| 0.384| 0.395| 0.435| 0.145 |
| 10 | 2     | 0.077 | 0.079| 0.073| 0.084| 0.086| 0.072| 0.081| 0.076| 0.090| 0.087| 0.019 |
| 20 | 0.25  | 1.000 | 0.999| 0.998| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.002 |
| 20 | 0.5   | 0.997 | 0.961| 0.945| 0.999| 0.978| 0.982| 0.997| 0.995| 0.995| 0.998| 0.054 |
| 20 | 1     | 0.772 | 0.631| 0.568| 0.836| 0.706| 0.756| 0.775| 0.727| 0.655| 0.708| 0.541 |
| 20 | 2     | 0.120 | 0.120| 0.104| 0.153| 0.146| 0.098| 0.129| 0.117| 0.078| 0.142| 0.075 |
| 50 | 0.25  | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 50 | 0.5   | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 50 | 1     | 0.998 | 0.976| 0.932| 1.000| 0.988| 0.960| 0.997| 0.990| 0.983| 0.999| 0.067 |
| 50 | 2     | 0.328 | 0.264| 0.215| 0.410| 0.365| 0.205| 0.306| 0.261| 0.137| 0.353| 0.273 |
| 100| 0.25  | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 100| 0.5   | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 100| 1     | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 100| 2     | 0.642 | 0.563| 0.445| 0.790| 0.697| 0.398| 0.610| 0.513| 0.262| 0.719| 0.529 |
| 200| 0.25  | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 200| 0.5   | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 200| 1     | 1.000 | 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 1.000| 0.000 |
| 200| 2     | 0.961 | 0.947| 0.894| 0.993| 0.959| 0.709| 0.932| 0.853| 0.558| 0.814| 0.435 |

Figure 3. Student distribution, power of test a)

Figure 4. Student distribution, power of test b)
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