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ABSTRACT This paper addresses the few-shot image classification problem, where the classification task is performed on unlabeled query samples given a small amount of labeled support samples only. One major challenge of the few-shot learning problem is the large variety of object visual appearances that prevents the support samples to represent that object comprehensively. This might result in a significant difference between support and query samples, therefore undermining the performance of few-shot algorithms. In this paper, we tackle the problem by proposing Few-shot Cosine Transformer (FS-CT), where the relational map between supports and queries is effectively obtained for the few-shot tasks. The FS-CT consists of two parts, a learnable prototypical embedding network to obtain categorical representations from support samples with hard cases, and a transformer encoder to effectively achieve the relational map from two different support and query samples. We introduce Cosine Attention, a more robust and stable attention module that enhances the transformer module significantly and therefore improves FS-CT performance from 5% to over 20% in accuracy compared to the default scaled dot-product mechanism. Our method performs competitive results in mini-ImageNet, CUB-200, and CIFAR-FS on 1-shot learning and 5-shot learning tasks across backbones and few-shot configurations. We also developed a custom few-shot dataset for Yoga pose recognition to demonstrate the potential of our algorithm for practical application. Our FS-CT with cosine attention is a lightweight, simple few-shot algorithm that can be applied for a wide range of applications, such as healthcare, medical, and security surveillance. The official implementation code of our Few-shot Cosine Transformer is available at https://github.com/vinuni-vishc/Few-Shot-Cosine-Transformer.

INDEX TERMS Few-shot learning, image classification, transformer, cross-attention, cosine similarity.

I. INTRODUCTION

Deep learning methods have shown promising performances in numerous computer vision tasks and real-world applications by leveraging large-scale annotated data [1], [2]. However, collecting and labeling an adequate amount of data for training such methods is extremely costly and time-consuming, particularly in some special contexts such as medical treatment, healthcare monitoring, or security surveillance, where data availability is limited due to scarcity, expensive, or privacy concerns arising respectively. In many practical applications, the balance between quality and quantity for building datasets often be considered for the optimal cost of training and maintenance. For example, developing a smart system that can simultaneously monitor body movement, heart rate, and respiration of yoga learners effectively requires building an extremely costly dataset annotated by various tracking devices under the supervision of specialists in different domains, making by far large-scale dataset development impractical. To address such data limitation challenges in deep learning, few-shot image classification [3], [4], [5] is proposed as one solution for learning to predict unseen data with a very restricted quantity of labeled instances.
In a few-shot learning scenario, typically, the feature representation network is trained with a constrained amount of labeled support data to classify unlabeled query instances sharing the same categories [6], [7], [8]. This approach enables the model to recognize images with only a small quantity of data. To evaluate the few-shot learning model effectively, the training set and the testing set are disjoint in terms of categories and divided into episodic tasks. From a learning perspective, few-shot learning can be categorized into two approaches: (i) inductive learning [9], [10], [11] that categorizes query instance independently by exploiting per query instance representation for decision making and (ii) transductive learning [12], [13], [14] that categorizes query instances concurrently, exploring the entire relationship between support and query instances within a task. From an algorithmic perspective, few-shot learning can be divided into two strategies: (i) learning an embedding space to cluster data features by category under a distance-based metric [15], [16], [17] and (ii) fine-tuning model’s parameters effectively for a novel task with only a few gradient steps [18], [19], [20].

While few-shot learning methods have shown promise in dealing with limited data problems, they still face two critical challenges that significantly affect their learning capacity. First, the limited quantity of support instances may not fully represent the target categories under various visual conditions such as appearance, point of view, and object shape. As the support instances are often chosen randomly, the selected samples might only focus on the hard cases and do not adequately capture the characteristics of the target object. Thus, effectively handling hard samples is crucial in few-shot learning. Second, the support and query distribution might differ greatly due to random sampling and extremely small sample sizes. Therefore, it is crucial to establish a meaningful relationship between these two sets, particularly in transductive learning approaches, where aligning the support and query distributions becomes essential.

To tackle these challenges, we have developed a novel framework aimed at improving support representations and enhancing the transductive few-shot classification process. Our framework consists of two main modules: enhanced prototypical embedding and transformer encoder with a cross-attention mechanism for effective support-query relational mapping. Firstly, the prototypical embedding is enhanced with learnable and adjustable mean weights for computing centroids. This ensures that the prototypical representations take into account both easy and hard samples, resulting in more comprehensive embeddings. Secondly, we introduce a novel Cosine Attention mechanism based on cosine similarity, replacing the traditionally scaled dot-product one. This cosine attention eliminates the disparities between two feature sets, leading to a more stable and effective relational map. It significantly highlights the correlation between support and query samples that share the same characteristic. The correlation map is then used for query prediction in a transductive learning manner. These two improvements on the baseline framework enhance the few-shot image classification methods, resulting in our proposed method Few-shot Cosine Transformer (FS-CT).

Through a comprehensive and empirical evaluation, we demonstrate the effectiveness of our proposed FS-CT under various configurations and datasets. We further analyze the effectiveness of the proposed cosine attention under various transformer-based few-shot algorithms in ablation studies. These studies validate the impact of our improvements for few-shot image classification. To showcase the real-world applicability of our method, we developed a small-scale custom dataset specifically for yoga poses recognition. This dataset consists of 50 categories and nearly 2,500 images. The performance results of FS-CT on this Yoga dataset showcase the potential of few-shot learning in healthcare practical applications in general, and smart Yoga monitoring systems in particular. The official implementation code for FS-CT along with the proposed Yoga Poses Recognition dataset are available at https://github.com/vinuni-vishc/Few-Shot-Cosine-Transformer.

Our contributions can be summarized as follows:

- We propose a novel few-shot image classification method called Few-shot Cosine Transformer (FS-CT), which incorporates a prototypical embedding module and a Transformer encoder architecture.
- We improve the conventional prototypical embedding by introducing a learnable weighted mean operation. This helps enhance the categorical representations for the support set and mitigates the impact of hard samples in few-shot tasks.
- We develop a new attention mechanism called cosine attention, which enhances the transformer layer’s ability to map support and query features. These results in a more stable and significant correlation map, leading to improved transformer outputs and more accurate few-shot predictions.
- We demonstrate the effectiveness of our proposed FS-CT method, particularly in conjunction with the improved cosine attention mechanism through detailed empirical evaluations and ablation studies across few-shot datasets.
- We develop a custom few-shot dataset for the Yoga pose recognition task, where our method’s performance showcases the potential of few-shot learning in practical healthcare applications, particularly in Yoga scoring and monitoring system.

The rest of this paper is organized as follows. Section II reviews the previous studies. Section III provides a mathematical formulation of the few-shot classification problem and Section IV specifies the proposed FS-CT with Cosine Attention mechanism. Section V presents our experimental settings and evaluation. Section VI discusses limitations and future works. Section VII concludes the paper.

II. RELATED WORK

The main objective of this study is to enhance the accuracy of few-shot image classification in a transductive learning
setting by computing a correlational map between the support and query sets using transformer attention. This section provides a brief overview of the related research on the image classification method, few-shot learning, and the Transformer attention mechanism employed to compute the correlational map to support our proposed method.

A. IMAGE CLASSIFICATION

Image classification is one of the fundamental tasks of computer vision, where deep models are developed to recognize images based on their content. Although general Deep learning methods have demonstrated their effectiveness in performing classification tasks on large-scale datasets with deep neural network architectures for most tasks [1], [2], [21], image classification often faces challenges in specific domain areas or suffering under various conditions, e.g., imbalance data, or data in small scales. Therefore, improvements for deep neural networks often be made to tackle the problem. For example, in dealing with small dataset problems, improvements often be made for network architecture, cost function, data augmentation, latent augmentation (adversarial training), and warm-starting method with pre-trained model [22]. Zhou et. al. [23] improved neural network by developing an entanglement coefficient algorithm between pixels based on quantum physics perspective as a general case of various traditional distance functions on geometric sensing images. Zhou et. al. [24] considered both local and global features for blind quality prediction of natural scene images without prior knowledge. Ban et. al. [25] focused on enhancing the quality of microscopic images captured by a monocular camera using depth estimation techniques. Their aim was to improve the images before applying image recognition tasks. While these improvements often bring benefits for specific domain tasks, hyper-parameter optimization is currently underestimated and should be considered in future studies to ensure more accurate evaluations and fair comparisons between methods [22].

Instead of exploring deeply the nature of images from various perspectives for domain-specific tasks, we focus in our research on enhancing network architectures to address small dataset challenges in few-shot learning for various domain tasks. Our technique is highly adaptable, as it can be constructed on any feature backbone architecture using pre-trained models. We conduct a thorough evaluation procedure for our proposed method and provide a fair comparison between ours and existing studies under very detailed experiments and ablation studies with an optimized hyper-parameter configuration.

B. FEW-SHOT LEARNING

Few-shot learning is a subset of meta-learning [18], [19], [26], which develops models that are able to adapt to unseen tasks with small training data. Meta-learning algorithms take an advance on prior knowledge from a large-scale dataset (e.g., a pre-trained deep network) to effectively learn on a small novel dataset via a meta-learner (or few-shot learner) [27], [28]. Based on the learning method, few-shot learning algorithms can be divided into two categories. (i) Metric-based learning [11], [29], [30], [31], [32] focuses on learning an embedding space where samples from the same category are mapped closely together under a distance metric: Active Instance Selection [11] fits categorical distribution for support set, and selects new instances for support set based on a clustering algorithm using a metric distance, thereby improving few-shot learning performance. This method relies on the assumption that the distribution of the support set can be well approximated by a specific model, which may not hold true in all scenarios. Prototypical Network [29] computes prototypical embeddings by averaging support features within the same category as prototypical embeddings, and then measures the Euclidean distance between queries and prototypical embeddings. However, it relies solely on averaging support features without considering the relative importance of different samples, leading to suboptimal representations, especially when dealing with hard or challenging samples. (ii) Optimization-based learning [4], [6], [18], [20], [33] fine-tune model’s parameters to quickly adapt to the new task with only a few effective gradient descent steps: Baseline+++ [4] improves the fine-tuning step by replacing the dot product operation with cosine similarity in the linear classifier layer. Meta-Learner LSTM [18] employs LSTM for updating and tracking parameters across few-shot tasks, enabling fast adaptation. P>M>F [20] adopts a three-stage approach: pre-training the feature backbone on unlabeled external data, re-training the model using the prototypical network, and finally fine-tuning it on novel tasks with a few gradient steps while employing data augmentation.

Among the two categories of few-shot learning methods, metric-based learning stands out as a straightforward yet effective approach. It typically comprises two stages: feature extraction to obtain extracted features from both labeled and unlabeled samples under the same embedding space, and metric function to utilize a similarity or distance metric for categorizing unlabeled samples by comparing [15] or clustering [29] the embedded features. Based on the inference settings, there are two learning approaches for the few-shot algorithm, including inductive learning [3], [9], [27] and transductive learning [15], [34], [35]. Inductive learning classifies each query sample individually, while transductive learning classifies every query sample collectively [11], [36]. The latter learning method allows additional information in data distribution or visual resemblance can be obtained and leveraged among query samples, thus potentially improving the overall performance.

In this study, we explore the alignment between support and query features for few-shot recognition in a transductive manner with a metric-based learning approach. We focus on the cross-attention mechanism in the transformer as an effective method for support-query correlation maps and discuss its advantages and limitations in the following section.
C. TRANSFORMER ATTENTION MECHANISM

After being introduced in [37] for natural language processing tasks, transformer soon rose to dominance in computer vision [38], [39], [40]. The core of the transformer is the attention mechanism, which calculates an attention map that indicates the similarity between features for solving tasks. The mechanism comes with two variants, self-attention determines the internal relationships within a feature set, and cross-transformer calculates the external relationships between two feature sets. Several few-shot learning studies are inspired by the transformer and its attention mechanism [17], [30], [41], [42], [43], where the methods, in general, involve attention mechanism to align labeled and unlabeled feature for classification. SetFeat [17] tackles few-shot classification by matching support and query features at multiple scales using shallow attention mechanisms, incorporating various distance-based methods. CTX [30] focuses on obtaining a coarse alignment between query and support samples by emphasizing local features through an improved spatial attention mechanism. URT [42] takes a different approach by computing a universal representation between labeled and unlabeled samples through the averaging of multiple scaled dot-product attention on domain-specific representation. While attention is a powerful mechanism, it has critical problems of missing good insight about attention and an expensive quadratic computational cost. Thus, research on the attention mechanism focuses on three main directions: (ii) reducing the computation cost, (ii) obtaining a good insight for attention, and (iii) designing a good attention mechanism for a specific task. Most studies on attention often focus on the self-attention mechanism with one set of features as input rather than two in cross-attention. Therefore, the difference between two feature sets that might happen in cross-attention becomes unnoticed. This made the attention output becomes unstable, thus reducing the transformer performance.

In this study, we investigate this limitation inside the scaled dot-product attention mechanism and propose a replacement cosine attention to tackle the problem. Although prior research has utilized the cross-attention mechanism for few-shot learning, our work stands out as the first to investigate deeply the cross-attention limitation for the few-shot classification problem. To the best of our knowledge, this is the first time the cosine similarity-based attention mechanism has been explored and proven its effectiveness in the tasks of few-shot learning.

III. PROBLEM FORMULATION AND NOTATIONS

We first formalize a standard few-shot classification problem while introducing some notations. In the few-shot learning problem, the objective is to develop a few-shot model that is able to perform tasks, in this case, image classification, on any set of random categories given only a very small amount of labeled samples per category as support information. Given a train set $D_{train}$ and few-shot learner $A(\cdot | \theta)$. The objective of few-shot classification is to learn the optimal parameter $\theta^*$ so that it can achieve a good performance of algorithm $A(\cdot | \theta)$ on a test set $D_{test}$. $D_{train}$ and $D_{test}$ must be disjointed in categories. A few-shot learning problem is usually trained with an episodic learning strategy, where the proposed approach is trained and tested on different tasks with different sets of categories. The episodic learning with $m$ tasks is generally described in Fig. 1. Individual task $\mathcal{T} = \{S, Q\} \sim p(D)$ is derived randomly from data set $D$, where $D$ can be either the training set $D_{train}$ or testing set $D_{test}$ depending on the training scheme and $p(D)$ is the distribution over $D$. Each task $\mathcal{T}$ consists of two sub-sets: labeled support set $S$ and unlabeled query set $Q$ that share the same categories. Support set $S$ follows the $n$-way $k$-shot setting. $D_{train}$ and $D_{test}$ are disjointed in categories. A few-shot learner $A$ is trained on $D_{train}$ to perform test on $D_{test}$.

\begin{align*}
D_{train} & \quad S_1^1 \quad S_2^1 \quad S_3^1 \quad S_4^1 \quad \cdots \quad S_n^1 \quad Q^1 \\
D_{test} & \quad S_1^2 \quad S_2^2 \quad S_3^2 \quad S_4^2 \quad \cdots \quad S_n^2 \quad Q^2 \\
\vdots & \quad \vdots \quad \vdots \quad \vdots \quad \vdots \quad \ddots \quad \ddots \\
D_{test} & \quad S_1^m \quad S_2^m \quad S_3^m \quad S_4^m \quad \cdots \quad S_n^m \quad Q^m
\end{align*}

Let $(x, y)$ be defined as the input image sample and its ground truth, respectively. The objective for a few-shot classification task is to predict labels of the query set $Q = \{x^q_i\}_{i=1}^q$, given the support set $S = \{(x_j, y_j)\}_{j=1}^{i=k}$, where $y_j \in C$ for a set of $n$ categories (n-way), $k$ is the number of training samples per category (k-shot), and $q$ is the total number of $Q$ samples. The number of $k$ must be small in a few-shot setting. In this paper, we explore two configurations: 5-way 5-shot and 5-way 1-shot. The few-shot classification problem can
be formulated with the following optimization formula:

$$\theta^* = \arg\min_\theta \mathbb{E}_{(S, Q) \sim p(D)} \mathcal{L}(S, Q; A(\cdot | \theta)), \quad (1)$$

where

$$\mathcal{L}(S, Q; A(\cdot | \theta)) = \frac{1}{q} \sum_{(x_q, y) \in Q} \log \left[ p(y \mid A(x_q \mid \theta); S) \right] + \lambda \mathcal{R}(\theta),$$

with $p(y \mid A(x_q \mid \theta); S)$ is the probabilistic prediction of sample $x_q \in Q$ on true label $y$ using few-shot algorithm $A(\cdot | \theta)$ given for $x_q$ and support set $S$. $\lambda \mathcal{R}(\theta)$ is an optional regularization with factor $\lambda$. The loss function $\mathcal{L}(S, Q; A(\cdot | \theta))$ is dependent on the few-shot problem and method. In this work, the Categorical Cross-entropy loss (1) is explored for categorical classification.

**IV. FEW-SHOT COSINE TRANSFORMER (FS-CT)**

In this section, we describe the proposed Few-Shot Cosine Transformer (FS-CT) architecture, which utilizes transformer framework to learn the similarities between labeled support and unlabeled query features to recognize query samples following the transductive learning approach. Fig. 2 presents the overall architecture of FS-CT, with two main components: learnable prototypical embedding, and Cosine Transformer.

Overall, FS-CT shares a similar architecture with the transformer encoder architecture. Given input support set $S$ and query set $Q$, their images are fed into a backbone feature extractor to obtain two feature tensors $Z_S$ and $Z_Q$, and then features from $Z_S$ are averaged along individual categories to obtain the prototypical representation $Z_P$ like the prototypical network [29]. Unlike other conventional transformer-based architectures, positional encoding is removed, since the arrangement of features is unimportance. After that, $Z_P$ and $Z_Q$ are brought into three linear layers to split into a multi-head cross-attention mechanism to obtain the weight attention features of $Z_Q$ on $Z_P$. Instead of using the vanilla softmax attention, we propose a variation of the attention mechanism named “cosine attention”, which utilizes cosine similarity to calculate the attention weight. The outcome attention values between heads are then fed to an output linear layer to combine heads together, followed by a two-layer MLP with GELU activation function. Two skip-connected layers are applied to prevent losing information and layer normalization is applied before the linear layer for smoothing values throughout the FS-CT. Finally, the outcome feature is brought through a Cosine linear layer followed by the softmax to yield probabilistic scores on individual categories to predict queries’ labels. In the following subsections, we will describe in detail the essential modules within our FS-CT method.

**A. LEARNABLE PROTOTYPEICAL REPRESENTATION**

Given support set $S = (X_S, Y_S)$ and query set $Q = (X_Q, Y_Q)$ follows few-shot setting ($n$-way, $k$-shot, $q$ query samples) with $Y_S, Y_Q \in n$ categories; $X_S, X_Q \in \mathbb{R}^{c \times h \times w}$; $X_S$ and $X_Q$ are first fed to a backbone feature extraction $f(. \mid \theta)$ to obtain the feature representations $Z_S \in \mathbb{R}^{n \times k \times d}$, $Z_Q \in \mathbb{R}^{q \times d}$. Then, all $k$ learned features $\{z_c^i\} \in Z_S$, $i \in [1, k]$ that share the same category $c$ are then average equally (arithmetic mean) to obtain the prototypical representation $Z_P \in \mathbb{R}^{n \times d}$, with $z_c \in Z_P$ represented for the centroid of category $c$. However, with the few supporting samples chosen randomly, the prototypical representations are not guaranteed to be well represented using this arithmetic mean approach. This may happen when the embeddings of chosen samples are in the far margin of the categorical distribution space or close to each other as in Fig. 2. This problem becomes critical when the number of shots is low. To tackle the problem, we propose an improvement to turn the arithmetic mean into mean as weighted sum (or weighted mean), where the weights can be adjusted through the learning process to obtain a better prototypical representation for each category given the same small support samples. The formula for the learnable prototypical

\[ 1 \]To avoid the conflict from double usage of the term “query”, we denote the queries $q^a$ of the attention mechanism to distinguish with the query set $Q$ with sample size $q$ in the few-shot tasks.
embedding is described by:

\[ z_p = \sum_{i=1}^{k} \mathbf{e}_i \cdot \text{Softmax}(g(a | \theta_p)), \quad (2) \]

Initially, the mean weights \( W_{\text{avg}} = g(a | \theta_p) \) for calculating categories' centroid are obtained by feeding a fixed scalar input \( a \) into the linear layer \( g(. | \theta_p) \) with learnable weight \( \theta_p \in \mathbb{R}^{n \times k \times 1} \) and no bias. We used \( a = 1 \) so that the output \( W_{\text{avg}} \) can have the same value with the weight \( \theta_p \). After achieving the mean weight, Softmax is applied along the \( k \) axis to ensure that components within that axis form the weight distribution with the sum of 1. Then, the prototypical representation \( Z_P \in \mathbb{R}^{n \times d} \) is obtained by element-wise multiplication between \( Z_A \in \mathbb{R}^{n \times k \times d} \) and \( W_{\text{avg}} \in \mathbb{R}^{n \times k \times 1} \), then summarize values along the \( k \) axis to achieve the weighted mean representation on each category, which is the prototypical representation.

In our implementation, instead of feeding a fixed scalar into a linear layer, we directly initiate a learnable parameter with value \( a = 1 \) that shares the same dimensional space \( \mathbb{R}^{n \times k \times d} \) and fed it to a softmax function for \( W_{\text{avg}} \). We used the initial value of 1 for the learnable parameter as we want to begin with averaging equally among feature vectors within the same category at first, but then weight values \( w \in W_{\text{avg}} \) will vary through the training process to obtain a better prototypical representation that fits best with given data. In the experiment, the improved learnable prototypical embedding helps us achieve a better representation than the standard one and thus comes with higher performances in many scenarios.

**B. COSINE TRANSFORMER**

1) **COSINE SIMILARITY BETWEEN TWO MATRICES**

Given two vectors \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \), the cosine similarity score between \( \mathbf{a} \) and \( \mathbf{b} \) is calculated by the dot-product of two vectors divided by the product of their magnitudes, by:

\[ S_C(\mathbf{a}, \mathbf{b}) = \frac{\mathbf{a} \cdot \mathbf{b}}{||\mathbf{a}|| \cdot ||\mathbf{b}||} = \frac{\sum_{i=1}^{n} a_i \cdot b_i}{\sqrt{\sum_{i=1}^{n} a_i^2} \sqrt{\sum_{i=1}^{n} b_i^2}}, \quad (3) \]

From the formula for vectors above, we expanded the definition of cosine similarity on matrices. Specifically, the cosine similarity \( S_C(A, B) \in \mathbb{R}^{n \times m} \) between matrix \( A \in \mathbb{R}^{n \times k} \) and \( B \in \mathbb{R}^{k \times m} \) is the Hadamard division between the matrix multiplication of \( A \) and \( B^\top \) and the outer product between vectors \( M_A \in \mathbb{R}^n \) and \( M_{B^\top} \in \mathbb{R}^m \), where \( M_A \) and \( M_{B^\top} \) are the vectorization of the magnitude values of the row vectors of two matrices \( A \) and \( B^\top \), respectively. The definition of cosine similarity on two matrices is described by:

\[ 2S_C(A, B) = (A \cdot B) \otimes (M_A \otimes M_{B^\top}) = (A \cdot B) \otimes \left( \sqrt{\sum_{i=1}^{k} a_{1,i}^2}, \ldots, \sqrt{\sum_{i=1}^{k} a_{n,i}^2} \right) \]

\[ \otimes \left( \sqrt{\sum_{i=1}^{k} b_{1,i}^2}, \ldots, \sqrt{\sum_{i=1}^{k} b_{m,i}^2} \right), \quad (4) \]

With that definition, individual element \( S_C(A, B)_{i,j} \) is the cosine similarity score between the row vector \( a_i \) of matrix \( A \) and the column vector \( b_j \) of matrix \( B \), where \( i \in [1, n] \), \( j \in [1, m] \).

2) **COSINE ATTENTION MECHANISM**

Initially, as \( n \) and \( q \) are different in values, we reshaped the proto-feature \( Z_P \in \mathbb{R}^{n \times d} \) into the \( 1 \times n \times d \) tensor and \( Z_Q \in \mathbb{R}^{q \times d} \) into a \( q \times 1 \times d \) tensor so we can maintain both \( n \) and \( q \) dimensions in the attention output \( h_a \in \mathbb{R}^{q \times n \times d} \), providing the similarity matrix between \( Z_P \) and \( Z_Q \). With the two reshaped tensors, a set of three representations \((q^*, \mathbf{k}, \mathbf{v})\) are obtained by linear layers: \( q^* = Z_P \theta_q^T ; \mathbf{k} = Z_Q \theta_k^T ; \mathbf{v} = Z_Q \cdot \theta_v^T \) where \( \theta_q, \theta_k, \theta_v \in \mathbb{R}^{d \times d} \) are the weight matrices, \( d_h \) is the dimension inside attention. The output attention head \( h_a \) can be computed using the scaled dot-product or “Softmax Attention” (Soft_Attn) by:

\[ h_a^{\text{Soft Attn}} = A \cdot v = \text{softmax}\left( \frac{(q^* \cdot k^\top)}{\sqrt{d}} \right) \cdot v, \quad (5) \]

Specifically, in the softmax attention, the matrix multiplication performs dot-product operation between every pair of feature vectors between \( \mathbf{q}^* \) and \( \mathbf{k}^\top \), then divided by a scaling factor \( \sqrt{d} \) before feeding to a softmax function for an attention map \( A \in \mathbb{R}^{q \times n \times 1} \), then multiplies with \( v \in \mathbb{R}^{q \times 1 \times d} \) for the attention output \( h_a \in \mathbb{R}^{q \times n \times d} \). However, as there is an extra dimension for both \( A \) and \( v \), the matrix multiplication becomes the Hadamard product under tensor broadcasting. Therefore, in nature, the attention output \( h_a \) becomes the element-wise multiplication between query features and the attention map of query samples and support proto-representations. While it is quite different from the usual concept, the nature of the attention mechanism is still preserved in \( h_a \).

The core of the Softmax attention is the dot product operation, which calculates the similarity involving vector angle and length (magnitude). The involvement of feature-length comes with limitations. First, the feature magnitude is a distinguishing yet unimportant factor in calculating attention, and the similarity output map can become unstable when feature magnitudes vary. This can be critical when \( \mathbf{q} \) and \( \mathbf{k} \) come from two distributions: few-shot support and query sets respectively. Second, the enlarging in magnitude makes the softmax function produces an extremely small gradient output, thus leading to gradient vanishing [37]. While the division of the fixed scaling factor \( \sqrt{d} \) in softmax attention helps counter this phenomenon, the differential in feature preservation in \( h_a \).

Therefore, to remove the effect of the differences in vectors’ magnitude, we replaced the dot-product with cosine similarity for calculating \( A \). We clarify that the concept of replacing the dot-product operation with cosine similarity is not new and has been studied in [44] and applied in few-shot image classification in [4], [45] in terms of a cosine similarity-based classification/recognition model.
In this study, the replacement of cosine similarity in the attention mechanism helps us highlight the alignment between two representations by features’ content. Specifically, instead of using a fixed number for scaling the entire weight matrix, individual components of the multiplicated matrix will be divided with the product of their corresponding vector’s magnitude. We refer to this attention mechanism as “Cosine Attention” (Cos_Attn) by (6), based on the definition of cosine similarity for matrices as in (4).

$$h^\text{Cos_Attn}_a = \left( \mathbf{q}^t \cdot \mathbf{k}^T \right) \odot \left( M_{\mathbf{q}^t} \otimes M_{\mathbf{k}} \right) \cdot \mathbf{v}. \quad (6)$$

With cosine similarity, the attention map $A$ focuses more on the features’ content and determines a better correlation matrix between every pair of features $(\mathbf{q}_i^t, \mathbf{k}_j)$ in $\mathbf{k}^T$. Furthermore, the output distribution of cosine attention can be stable even if its input magnitude varies [44]. By removing the magnitude, the output of cosine similarity is bounded into the range of $[-1, 1]$, indicating the similarity between the two features. Thus, the Softmax function is no longer necessary for scaling the values. Without the softmax, attention map $A$ still maintains the probabilistic distributions in the row vectors as well as its components’ ratio. Moreover, as cosine similarity does not scale the weight distributions into the sum of 1, $a_{i,j} \in A$ possesses a wider range of value. This helps emphasize query features on aligned categories in $h_a$ and vice versa, hence boosting the model’s performances. In our empirical experiment, removing softmax operation in cosine attention helps increase our proposed FS-CT performance significantly, and normalizing $\mathbf{q}$ and $\mathbf{k}$ before feeding to the Softmax attention does not procedure an attention map as adequate as using the cosine attention alone.

In our FS-CT method, we apply the multi-head mechanism for cosine attention. The initial three linear layers split $Z_p$ and $Z_q$ into sets of $(\mathbf{q}^t, \mathbf{k}, \mathbf{v})$ where $t \in [1, 8]$. For each set, a corresponding attention output $h^t_a$ is computed by either softmax or cosine attention, represented for the projection output in different perspectives. Then, the $H_{out} \in \mathbb{R}^{q \times n \times d}$ is obtained with the output weight matrix $\theta_c \in \mathbb{R}^{d \times d}$ by:

$$H_{out} = \text{concat}(h^t_a) \cdot \theta_c^T, \quad t = 1, \ldots, 8. \quad (7)$$

3) COSINE LINEAR LAYER FOR QUERIES PREDICTION

After the attention block, two skip connections are performed on $H_{out} = (Z_p + H_{out}) + \text{FFN}(Z_p + H_{out})$ with layer normalization before each step. The feed-forward network FFN is a simple two linear layers with GELU [46] activation function in between. With the final feature output $H_{out} \in \mathbb{R}^{q \times n \times d}$, a linear layer with weight $\theta_{out} \in \mathbb{R}^{d \times 1}$ is applied follows by softmax for $P_{out} \in \mathbb{R}^{q \times n}$, which represent the probabilistic prediction for every query vector on $n$ categories. Instead of using a conventional linear layer, we used a cosine linear layer from [4]. Furthermore, instead of performing the dot-product between $H_{out}$ and $\theta_{out}$, cosine similarity $S_C(a, b)$ is replaced between two L2-normalized tensors with (3). The replacement of cosine similarity instead of the conventional dot-product operation helps us achieve a better prediction score for $P_{out}$. Overall, the probabilistic prediction $p(c \mid h_{q,c}; \theta_{out})$ for representation score $h_{q,c}$ on label $c$ of query sample $x_q$ over $n$ categories and the predicted label $\hat{y}$ are calculated by:

$$p(c \mid h_{q,c}; \theta_{out}) = \exp[S_C(h_{q,c}, \theta^\top_{out})], \quad (8)$$

$$\hat{y} = \arg\max_c p(c \mid h_{q,c}, \theta_{out}). \quad (9)$$

C. EPISODIC TRAINING

We train our proposed FS-CT method with an episodic learning strategy, presented in detail in Algorithm 1. For each training step, task $T = \{S, Q\}$ is selected randomly from $D_{train}$ with $n$ categories. For convenience, all learning parameters are referred to as a general parameter $\theta$. With FS-CT, includes backbone feature extraction $f_c(\cdot, \theta)$, is performed, we obtain the probabilistic prediction $p(y \mid x_Q, S; \theta)$ of sample $x_Q \in Q$ on label $y$ given $S$. Finally, Categorical Cross-entropy loss is applied to update parameters at the end of each training step as in (1).

V. EXPERIMENT RESULTS

A. DATASETS AND EXPERIMENTAL SETUP

To evaluate our method, we adopt three standardized few-shot image classification datasets mini-ImageNet [3], CIFAR-FS [47], and CUB-200 [48]. The mini-ImageNet dataset is the subset of ImageNet dataset (ILSVRC-2012) [49] that consists of 100 different categories with 600 image samples per each, image having the size $84 \times 84$ pixels. In our implementation, we used the splits by Ravi and Laroche [18] including 64 training categories, 16 validation categories, and 20 testing categories. CIFAR-FS including 100 categories containing 600 images for each label with the size of $32 \times 32$ pixels. The splits of this dataset are similar to mini-ImageNet. The CUB-200 dataset contains 200 categories of bird species with 11,788 images of $84 \times 84$ pixels, which are divided into 100 categories for training, 50 categories for validating, and 50 categories for testing.

Besides the three few-shot datasets above, we also created a custom dataset for yoga poses scoring, including 50 categories of main yoga poses with 2,480 images. We developed this small-scale dataset as an initial step toward making a smart monitoring and study scheme for yoga participants. The dataset is partially derived from Kaggle [50] and stored in our implementation code on GitHub2. The number of images are ranging from 30 to 81 samples per category with arbitrary size. Furthermore, some categories’ samples are different in viewpoint, appearance, or visual condition, which makes the dataset more challenging. We split the dataset into 25 categories for training, 13 categories for validating, and 12 categories for testing. Some example poses from the

2https://github.com/vinuni-vishc/Few-shot-transformer/tree/main/dataset/Yoga
Algorithm 1 Episodic training algorithm of FS-CT Over One Training Epoch With \( N \) Tasks (episodic batch). Each Task \( T_i \) Is Chosen Randomly From the Training Set \( D_{\text{train}} \) With a Different Set of Categories to Train and Update the General Parameter \( \theta \) of Our Proposed FS-CT, Including the Embedding Backbone \( f( \cdot | \theta_f) \)

**Input:** Training set \( D_{\text{train}} \). The number of learning tasks \( N \). Learnable parameters \( \theta \), learning rate \( \theta \)

**Output:** Updated parameters \( \theta \) for \( i \) in \( \{1, \ldots, N\} \) do

1. Randomly chosen task \( T_i = \{S, Q\} \sim p(D_{\text{train}}) \).
2. Obtain feature representations \( Z_S, Z_Q \) from \( S \) and \( Q \) by the backbone \( f(\cdot | \theta_f) \).
3. Calculate the prototypical representation \( Z_P \) using (2).
4. Obtain \( (q^*, k, v) \) for attention by:

\[
q^* \leftarrow Z_P \cdot \theta_{q^*}^T; \quad k \leftarrow Z_Q \cdot \theta_k^T; \quad v \leftarrow Z_Q \cdot \theta_v^T
\]
5. Calculate \( H_{\text{out}} \) with Cosine Attention (6) and multi-head mechanism (7).
6. Perform two skip-connections and FFN for Cosine Transformer:

\[
H_{\text{out}} \leftarrow (Z_P + H_{\text{out}}) + \text{linear} (\text{GELU}[\text{linear}(Z_P + H_{\text{out}})])
\]
7. Obtain the query prediction scores \( \hat{y} \), with (9).
8. Compute the loss function \( \mathcal{L} \) as in (1).
9. Perform gradient descent step to update the parameter:

\[
\theta \leftarrow \theta - \alpha \nabla_{\theta} \mathcal{L}
\]

end

**FIGURE 3.** Several exemplary samples for categorical poses of the yoga poses dataset, consisting of 50 different poses with a total of 2,480 images.

**TABLE 1.** Statistical description of the custom image dataset for Yoga poses over three main sets for training, validation, and testing few-shot image classification method.

|               | Train | Val | Test | Total |
|---------------|-------|-----|------|-------|
| Number of Categories | 25    | 13  | 12   | 50    |
| Min number of samples per category | 30    | 39  | 31   | 30    |
| Max number of samples per category | 80    | 81  | 67   | 81    |
| Average of samples per category | 50.2  | 49.9| 48.0 | 49.6  |
| Total samples | 1,255 | 649 | 576  | 2,480 |

dataset are presented in Fig. 3, with the statistics of the dataset distribution presented in Table 1.

**B. IMPLEMENTATION DETAILS**

We implemented our method and conducted experiments on PyTorch, using a CPU Intel Core i9-10900X 3.7GHz with a GPU NVIDIA GeForce RTX 3090 24GB and 16GB RAM memory. Methods were trained and experimented with the learning rate 0.001 without modification scheduler, AdamW [51] optimization function with weight decay \( 1 \times 10^{-5} \), and no dropout. The model is optimized by Categorical Cross-entropy Loss (1). These hyper-parameters are fixed as we want to make a fair comparison between all experiment scenarios. We performed two configurations: 5-way 5-shot and 5-way 1-shot, with 16 query samples for each category, making a total of 80 queries. All training steps are trained on 50 training epochs with 200 episodic batches (episodes) for each. Each training epoch is followed by a validating step with 200 episodes to select the best-performed model for the testing phase on 600 episodes. All training, validating, and testing sets are disjoined in categories. To increase training data samples for training models, we applied augmentation, including random resizing, cropping, horizontal flipping, color jittering, and image normalizing. All experiments were conducted in the same common ground of code, setting, and environment for a fair evaluation and comparison.

For backbone feature extraction, we mainly utilized four backbone models Conv4, Conv6, ResNet-18, and ResNet-32 [21] for the experiments. Conv4 and Conv6 are lightweight CNN models with 4 and 6 layers respectively and trained from scratch without pre-training. These models have been used in previous studies on few-shot classification [3], [4], [15]. On the other hand, the ResNet backbone networks and pre-trained on mini-ImageNet are available on Torchvision. However, as the mini-ImageNet is a subset of the ImageNet, we deployed a special pre-trained model named FETI [35] for evaluating the dataset, which will be described in detail later. For each type of backbone architecture, we resized sample images before training, depending on the dataset...
TABLE 2. Performance of our proposed FS-CT for 5-way setting on mini-ImageNet, CUB-200, and CIFAR-FS, using either the baseline softmax attention (Soft_Attn) or the proposed cosine attention (Cos_Attn) with two shallow backbones Conv4 and Conv6 with 50 training epoch and data augmentation. Similar to [4], we report the mean of 600 randomly generated test episodic tasks. The best and second best results are bolded and underlined, respectively. The evaluation metric is accuracy in percentage.

| Methods                  | mini-ImageNet | CUB-200 | CIFAR-FS |
|--------------------------|---------------|---------|----------|
|                          | Conv4         | Conv6   | Conv4    | Conv6   | Conv4    | Conv6   |
|                          | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot |
| FS-CT + Soft_Attn (baseline) | 42.55     | 58.08   | 53.44    | 66.14   | 55.41    | 65.87   |
| FS-CT + Soft_Attn + Aug  | 38.11     | 57.14   | 51.50    | 69.73   | 48.61    | 71.62   |
| FS-CT + Cos_Attn (proposed) | 45.69     | 60.38   | 56.41    | 67.12   | 55.27    | 66.90   |
| FS-CT + Cos_Attn + Aug  | 40.73     | 60.21   | 56.34    | 75.88   | 55.68    | 76.93   |

TABLE 3. Performance of the baseline CTX [30] and our proposed FS-CT for 5-way setting on three datasets mini-ImageNet, CUB-200, and CIFAR-FS, using the baseline softmax attention (Soft_Attn) or the proposed cosine attention (Cos_Attn), with two embedding backbones ResNet-18 and ResNet-34, pre-trained on ImageNet. Data augmentation is applied for our FS-CT method only. Similar to Table 2, we validate the methods with 600 random task episode tasks and report the mean value. The best and second best results are bolded and underlined, respectively. The evaluation metric is accuracy in percentage.

| Methods                  | mini-ImageNet | CUB-200 | CIFAR-FS |
|--------------------------|---------------|---------|----------|
|                          | ResNet-18     | ResNet-34 | ResNet-18 | ResNet-34 | ResNet-18 | ResNet-34 |
|                          | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot |
| CTX (baseline) + Soft_Attn | 62.37     | 63.09   | 65.08    | 65.66   | 61.24    | 62.12   |
| CTX + Cos_Attn           | 77.21     | 92.18   | 82.09    | 93.41   | 73.14    | 85.71   |
| FS-CT (our) + Soft_Attn  | 72.36     | 84.13   | 73.90    | 85.58   | 74.69    | 85.38   |
| FS-CT + Cos_Attn (proposed) | 75.93     | 90.12   | 79.01    | 91.64   | 77.72    | 89.13   |
| FS-CT + Soft_Attn + Aug  | 73.84     | 84.65   | 74.61    | 88.74   | 75.89    | 88.06   |
| FS-CT + Cos_Attn + Aug   | 77.40     | 91.33   | 80.32    | 93.82   | 81.12    | 91.96   |

Accuracy = \( \frac{\text{Number of correct predictions}}{\text{Total number of predictions}} \times 100 \) (10)

C. ABSTRACTION STUDY

1) EVALUATION ON MINI-IMAGENET, CIFAR-FS, AND CUB-200 DATASETS

For the experiment, besides the FS-CT model, we also deploy another attention-based few-shot learning algorithm CTX [30] as a baseline for the comparison with our proposed FS-CT method. We utilized both two attention mechanisms: the baseline Softmax attention (5) and our proposed cosine attention (6) for two few-shot methods for our ablation evaluation. The two main experiment results on mini-ImageNet, CIFAR-FS, and CUB-200 datasets are presented in Table 2 for the FS-CT method only with two embedding backbones Conv4 and Conv6, and Table 3 for both CTX and FS-CT methods with ResNet-18 and ResNet-32 backbones. Both experiments are conducted in 5-way 1-shot and 5-way 5-shot settings. We use the full ImageNet pre-trained models on ResNet backbones for Table 3 and we will have a separate experiment for a fair evaluation on mini-ImageNet in the latter section. Data augmentation is applied for our proposed FS-CT method only.

In general, our FS-CT outperformed CTX in different ResNet backbones, datasets, and few-shot settings in most cases with both two softmax attention and cosine attention, with the only exceptions on mini-ImageNet, where CTX outperformed FS-CT on 5-shot learning with ResNet-18 backbones and 1-shot learning with ResNet-32 backbones (Table 3). However, in both two cases, CTX is embedded with our proposed cosine attention mechanism, rather than the original version with softmax attention. On the other hand, cosine attention supports few-shot algorithms and backbone model. Particularly, with CNN backbones, we resize images into 64 × 64 pixels for CIFAR-FS (due to its small size originally) and 84 × 84 pixels for other datasets, and with Res-Net backbones, the resized input image is 112 × 112 and 224 × 224, respectively. For all experiments, we report results with Accuracy (10) in percentage as the sole metric and use this performance metric for comparisons. The official implementation of our Few-shot Cosine Transformer and all experimental configurations are presented on our GitHub.

3) https://github.com/vinuni-vishc/Few-Shot-Cosine-Transformer
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FIGURE 4. Testing accuracies between CTX and FS-CT across the three few-shot datasets with softmax and cosine attention mechanisms and augmentation for FS-CT, using ResNet-34 as the backbone. Generally, FS-CT achieved higher accuracies than CTX, with the only exception in mini-ImageNet, where the performances of CTX are nearly equal (in 5-shot learning) or higher (in 1-shot learning) than FS-CT. However, CTX only achieves these performances with our cosine attention mechanism as the core. Cosine attention improves the performances of two few-shot methods, and data augmentation further enhances them.

in outperforming the standard Softmax mechanisms across all backbones, few-shot settings, and datasets, with the improved performances increasing from nearly 5% to over 20% across cases. Overall, 5-shot learning coming with better performance than 1-shot learning. This happens typically on few-shot algorithms as more label samples come with better centroid representation for individual categories, thus classifying queries better. Furthermore, augmentation helps improve classifier performances on FS-CT, mainly on the 5-shot setting. In particular, in Table 3, the second-best and best results mainly are FC-CT using cosine attention and its corresponding method training with augmentation, respectively. There are some occasions when augmentation does not help improve performance in one-shot learning. This could be explained by augmentation that comes with the growth in noise in categorical representation, therefore affecting the performances on one-shot learning. Augmentation seems to be effective on ResNet backbones, as FS-CT using cosine attention with augmentation mainly achieves the best result within individual scenarios. Across scenarios, deeper backbones come with better performances, as increasing the number of layers helps both CNN and ResNet backbones achieve higher results. Moreover, the models’ performance is highly affected by the choice of backbone, as in most cases, ResNet-34 backbone as feature extractor comes with the highest performance among the four. These observations are further illustrated in Fig. 4, where the line graphs present the test accuracy correlations between CTX and FS-CT variants on ResNet-34 backbone across few-shot settings and datasets in Table 3.

2) PERFORMANCES OF TWO ATTENTION MECHANISMS

Fig. 5 illustrates the attention outputs as the correlation heatmap between the baseline Softmax Attention (top) and the improved Cosine Attention (bottom) for 5-way 5-shot learning, from the early training phase (left) to the later training phase (right). Each heatmap point represents the similarity frequency between query samples (x-axis) from one category and the corresponding prototypical representation (y-axis) of the same category. All heatmaps are obtained on the performances from the same few-shot task derived from the testing test of mini-ImageNet. Cosine attention results in a more robust heatmap as it generates a stronger similarity matrix between the query and support samples (through proto-representations) that share the same ground truth categories. We use ResNet-34 as the backbone embedding and perform the 5-way 5-shot setting on the mini-ImageNet test set.

FIGURE 5. Comparison between two attention outputs as the correlation heatmap of Softmax Attention (top row) and Cosine Attention (bottom row) on FS-CT, taken from epoch 10 (left column) and epoch 40 (right column) of the 50-epoch-training process. The attention heatmap is between the query samples and support proto-representations that share the same ground truth categories. We use ResNet-34 as the backbone embedding and perform the 5-way 5-shot setting on the mini-ImageNet test set.

Across Table 2 and 3, we can observe that using cosine attention helps achieve more robust performance than Softmax attention. This observation is further illustrated in Fig. 6, where cosine attention helps both methods achieve a higher accuracy at the starting point, and learn better training graphs across 50 epochs. The two methods’ performances improve significantly as cosine attention produces a more stable
attention outcome. Using cosine attention helps improve the learning ability consistently across datasets, settings, and methods compared with the baseline Softmax attention. Additionally, applying cosine attention without normalizing features is more effective than our early attempts to normalize two input feature sets before calculating the Softmax attention. This further highlights the robust improvement of our cosine attention for the cross-attention mechanism compared with the baseline scaled dot-product attention. Furthermore, the training graphs in Fig. 4 and Fig. 6 also show that, under the same configuration (dataset, few-shot setting, backbone, and attention mechanism), our FS-CT learns and performs better than the baseline CTX significantly.

3) PERFORMANCES OF FS-CT ON MINI-IMAGENET WITH PARTIALLY PRE-TRAINED MODEL
As the mini-ImageNet dataset is a subset of the ImageNet dataset, using a default pre-trained ResNet on the full ImageNet as feature extraction comes with a naturally advanced performance on mini-ImageNet, as shown with very high performance in Table 3. Therefore, it is unfair for us if we want to compare our FS-CT performances with other few-shot classification methods. To tackle the problem, we used a specific pre-trained model that had been trained on a subset of ImageNet that is non-overlapped with the testing set of mini-ImageNet. We adapted this pre-trained model, called “Feature Extractor Trained (partially) on ImageNet” or FETI in abbreviation, from [35]. Because the pre-trained model was trained only on ResNet-18, we used two backbone models ResNet-18 and ResNet-12, as ResNet-32 is too different in layer number and layer size, and ResNet-12 is roughly adequate with ResNet-18 in architecture. Table 4

![Figure 6. Accuracy performances of FS-CT and CTX throughout training for 1-shot and 5-shot setting with ResNet-34 backbone, using either the standard softmax attention or the proposed cosine attention mechanism. Cosine attention significantly improves both few-shot methods among settings and datasets with higher starting points and better training plots. FS-CT achieves better training performances than its counterpart CTX with both attention mechanisms.](image-url)

**TABLE 4. Performance of FS-CT on mini-ImageNet with a pre-trained model FETI (Feature Extractor Trained (partially) on ImageNet) that was trained with non-test-set overlapping ImageNet classes to avoid the natural advantage of ImageNet pre-trained model. We use two supported backbones ResNet-12 and ResNet-18 for the pre-trained model, with the same validating scheme and configurations.**

| Methods | ResNet-12 | ResNet-18 |
|---------|-----------|-----------|
|         | 1-shot    | 5-shot    | 1-shot    | 5-shot    |
| FS-CT (FETI) + Soft Attn | 45.70 | 57.03 | 40.06 | 58.20 |
| FS-CT (FETI) + Cos Attn | 55.62 | 70.36 | 41.84 | 71.34 |
| FS-CT (FETI) + Soft Attn + Aug | 38.88 | 57.16 | 47.72 | 62.71 |
| FS-CT (FETI) + Cos Attn + Aug | 49.39 | 73.00 | 55.67 | 73.42 |
TABLE 5. Evaluation of the baseline CTX and our proposed FS-CT on the custom Yoga dataset using two backbones ResNet-18 and ResNet-34 with 50 training epochs and 600 random testing tasks. The best and second best results are bolded and underlined, respectively. The evaluation metric is accuracy in percentage.

| Methods                                      | Yoga Dataset |
|----------------------------------------------|--------------|
|                                              | ResNet-18    | ResNet-34    |
|                                              | 1-shot | 5-shot | 1-shot | 5-shot |
| CTX (baseline) + Soft_Attn                   | 49.83 | 54.88 | 53.09 | 55.44 |
| CTX + Cos_Attn                               | 59.99 | 76.61 | 63.12 | 77.80 |
| FS-CT (our) + Soft_Attn                     | 61.40 | 69.15 | 58.89 | 71.12 |
| FS-CT + Soft_Attn + Aug                     | 51.89 | 66.21 | 55.08 | 70.12 |
| FS-CT + Cos_Attn                             | 66.38 | 80.34 | 64.32 | 77.66 |
| FS-CT + Cos_Attn + Aug                      | 57.98 | 73.58 | 59.76 | 77.92 |

shows our FS-CT performance on mini-ImageNet with FETI pre-trained model. In general, the performances are reduced in the comparison with results from Table 3. This emphasizes the necessity of having a good embedding through a pre-trained model in order to address the few-shot problem, as pointed out in [52]. Results show that FS-CT with cosine attention still outperformed the baseline softmax attention, demonstrating the robust learning capability of our proposed attention mechanism.

4) EVALUATION ON YOGA POSES DATASET
For the custom Yoga poses dataset, the results are separately presented in Table 5. While cosine attention still comes with more robust performances than the baseline Softmax attention, augmentation overall seems not to help the method in improving the outcome results. The best and second-best performances mainly are FS-CT and CTX, both with cosine attention, while training with augmentation resulted in much lower performances in FS-CT. Our theory is that this phenomenon is affected by the significant difference in hard cases and visual variation of the same pose category in the dataset. Still, these performance results showcase the potential of few-shot learning algorithms in general and our proposed FS-ST in particular for practical applications on healthcare topics, leading to our future studies in developing smart monitoring and scoring system for Yoga learners on downstream devices such as smartphones.

VI. DISCUSSION
We have proposed a transformer-based method for a few-shot classification task with an attention mechanism using cosine similarity. We find the algorithm of our proposed Few-shot Cosine Transformer (FS-CT), along with the improved cosine attention, is straightforward and simple to implement, with the detailed code implementation and experimental configurations presented in the previous section. Our experiments and ablation studies indicate that cosine similarity benefits the attention mechanism to produce a better and more consistent correlational map as attention output and enhance our framework performances across configurations, backbones, and few-shot settings.

However, while our current results in various few-shot datasets are promising, there are some limitations that should be considered in future research. First, our method’s performances highly depend on the choice of embedding backbone, particularly those with a pre-trained model. While the pre-trained backbones provide good embedding representation that supports few-shot learning algorithms to perform significantly, the dependence of the pre-trained model and its impact should be further investigated in future studies. Second, the complexity of architecture may prevent FS-CT from reaching higher performance levels. Although skip-connection was used to preserve information, it is possible that this was insufficient. Many few-shot approaches, including those from [3], [4], [15], [29] share a straightforward pipeline but perform well across few-shot datasets. We want to continue this line of research. Third, while we consider our improved learnable prototypical embedding is a simple method to address the support variation challenge and hard samples in few-shot learning, further exploration should be conducted in further studies to shed light on our improvement, especially when the training and testing sets come from two disjoined domains. Moreover, we believe that more efficient improvements to the prototype network are yet to be discovered, and the balancing between hard and easy samples has not been fully investigated. Last, due to our limited resources, we are only able to perform the comparison between our proposed cosine attention to the standard scaled dot-product attention, neglecting recent other exemplars of the attention mechanism. We suggest future studies based on our work should consider a more comprehensive and wide comparison across recent variations of the attention mechanism for vision transformer-based algorithms (not just limited to few-shot learning or image classification). We leave these limitations and discussions for future studies.

VII. CONCLUSION
In this study, we introduce Few-shot Cosine Transformer (FS-CT), a lightweight and straightforward transductive learning method for the few-shot image classification task based on the prototypical network and vision transformer. We made two improvements to our framework: (i) learnable prototypical embedding to balance between easy and hard samples of the provided labeled support instances and (ii) cosine attention based on cosine similarity to compute correlational map between support and query samples for few-shot recognition. Throughout extensive experiments and analysis, we prove that the cosine similarity supports the attention mechanism in providing a better and more consistent attention output as the correlational map, supporting FS-CT to achieve competitive results across few-shot datasets under various settings and configurations. The empirical results further show our proposed cosine attention also enhances the performances of other vision transformer-based few-shot algorithms as well.
Finally, we showcase the potential of FS-CT in practical application in healthcare research via a custom yoga pose dataset. However, the potential of the proposed learnable prototypical embedding in dealing with hard samples and the impact of pre-trained models on few-shot learning algorithms should be investigated in further studies.

REFERENCES

[1] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet: A large-scale hierarchical image database,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2009, pp. 248–255.
[2] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image recognition,” 2014, arXiv:1409.1556.
[3] O. Vinyals, C. Blundell, T. Lillicrap, and D. Wierstra, “Matching networks for one shot learning,” in Proc. Adv. Neural Inf. Process. Syst., vol. 29, 2016, pp. 1–9.
[4] W.-Y. Chen, Y.-C. Liu, Z. Kira, Y.-C. Wang, and J.-B. Huang, “A closer look at few-shot classification,” in Proc. Int. Conf. Learn. Represent., 2019, pp. 1–6.
[5] X. Li, X. Yang, Z. Ma, and J.-H. Xue, “Deep metric learning for few-shot image classification: A review of recent developments,” Pattern Recognit., vol. 138, Jun. 2023, Art. no. 109381.
[6] C. Finn, K. Xu, and S. Levine, “Probabilistic model-agnostic meta-learning,” in Proc. Adv. Neural Inf. Process. Syst., vol. 31, 2018, pp. 9537–9548.
[7] Y. Wang, Q. Yao, J. T. Kwok, and L. M. Ni, “Generalizing from a few examples: A survey on few-shot learning,” ACM Comput. Surveys, vol. 53, no. 3, pp. 1–34, May 2021, doi: 10.1145/3386252.
[8] X. Zhang, D. Meng, H. Gouk, and T. Hospedales, “Shallow Bayesian meta learning for real-world few-shot recognition,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021, pp. 631–640.
[9] S. Shao, L. Xing, Y. Wang, R. Xu, C. Zhao, Y. Wang, and B. Liu, “MHFC: Multi-head feature collaboration for few-shot learning,” in Proc. 29th ACM Int. Conf. Multimedia, 2021, pp. 4193–4201, doi: 10.1145/3474085.3475553.
[10] S. Zheng, S. Mai, Y. Sun, H. Hu, and Y. Yang, “Subgraph-aware few-shot inductive link prediction via meta-learning,” IEEE Trans. Knowl. Data Eng., vol. 35, no. 6, pp. 6512–6517, Jun. 2023.
[11] J. Shin, Y. Kang, S. Jung, and J. Choi, “Active instance selection for few-shot classification,” IEEE Access, vol. 10, pp. 133186–133195, 2022.
[12] L. Qiao, Y. Shi, J. Li, Y. Tian, T. Huang, and Y. Wang, “Transductive episodic-wise adaptive metric for few-shot learning,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019, pp. 3602–3611.
[13] I. Masud Ziko, M. Boudiaf, J. Dolz, E. Granger, and I. Ben Ayed, “Transductive few-shot learning: Clustering is all you need?” 2021, arXiv:2106.09516.
[14] H. Zhu and P. Koniusz, “Transductive few-shot learning with prototype-based label propagation by iterative graph refinement,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Apr. 2023, pp. 23996–24006.
[15] F. Sung, Y. Yang, L. Zhang, T. Xiang, P. H. S. Torr, and T. M. Hospedales, “Learning to compare: Relation network for few-shot learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 1199–1208.
[16] Y.-X. Wang, R. Girshick, M. Hebert, and B. Hariharan, “Low-shot learning from imaginary data,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 7278–7286.
[17] A. Afrasiyabi, H. Larochelle, J.-P. Lalonde, and C. Gagné, “Matching feature sets for few-shot image classification,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2022, pp. 9004–9014.
[18] S. Ravi and H. Larochelle, “Optimization as a model for few-shot learning,” in Proc. Int. Conf. Learn. Represent. (ICLR), 2017, pp. 1–10.
[19] Q. Sun, Y. Liu, T.-S. Chua, and B. Schiele, “Meta-transfer learning for few-shot learning,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 403–412.
[20] S. X. Hu, D. Li, J. Stühmer, M. Kim, and T. M. Hospedales, “Pushing the limits of simple pipelines for few-shot learning: External data and fine-tuning make a difference,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2022, pp. 9058–9067.
[21] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2016, pp. 770–778.
[45] S. Gidaris and N. Komodakis, “Dynamic few-shot visual learning without forgetting,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 4367–4375.

[46] D. Hendrycks and K. Gimpel, “Gaussian error linear units (GELUs),” 2016, arXiv:1606.08415.

[47] L. Bertinetto, J. F. Henriques, P. H. S. Torr, and A. Vedaldi, “Meta-learning with differentiable closed-form solvers,” 2018, arXiv:1805.08136.

[48] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Belongie, “The caltech-UCSD birds-200–2011 dataset,” California Inst. Technol., Pasadena, CA, USA, Tech. Rep., 2011.

[49] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-Fei, “ImageNet large scale visual recognition challenge,” Int. J. Comput. Vis., vol. 115, no. 3, pp. 211–252, Dec. 2015.

[50] S. Saxena. (2020). Yoga Pose Image Classification Dataset. Accessed: Aug. 2, 2022. [Online]. Available: https://www.kaggle.com/shrutisaxena/yoga-pose-image-classification-dataset

[51] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,” 2017, arXiv:1711.05101.

[52] Y. Tian, Y. Wang, D. Krishnan, J. B. Tenenbaum, and P. Isola, “Rethinking few-shot image classification: A good embedding is all you need?” in Proc. Eur. Conf. Comput. Vis. Cham, Switzerland: Springer, 2020, pp. 266–282.

QUANG-HUY NGUYEN received the B.Eng. degree in computer engineering from the University of Information Technology (UIT), Vietnam National University Ho Chi Minh City (VNU-HCM), in 2020. He was a Research Assistant with UIT, VNU-HCM, from 2019 to 2021, and the VinUni-Illinois Smart Health Center, VinUniversity, in 2022, where he is currently a Research Assistant with the College of Engineering & Computer Science. His research interests include few-shot learning, continual learning, domain adaptation for computer vision, exploring the correlation between machine learning, and optimization to support computer vision research. For more information visit the link (https://quanghuy0497.github.io/).

CUONG Q. NGUYEN received the B.S. degree in computer science from the Honors Program, University of Information Technology, Vietnam National University Ho Chi Minh City, where he is currently pursuing the M.S. degree. He was a Research Assistant with VinUni-Illinois Smart Health Center, VinUniversity, in 2022. His research interests include machine learning, deep learning, and computer vision.

DUNG D. LE received the B.S. degree in mathematics and informatics from the Hanoi University of Science and Technology, Hanoi, Vietnam, in 2014, and the Ph.D. degree in data science and engineering from the School of Computing and Information Systems, Singapore Management University, in 2019.

From 2019 to 2021, he was a Research Scientist with the PreferredAI Research Group, Singapore Management University, and a Senior Data Scientist with Grab Holdings, Singapore. Since August 2021, he has been an Assistant Professor in computer science with the College of Engineering & Computer Science, VinUniversity, Hanoi, Vietnam. His research interests include recommender systems, information retrieval, and visual analytics. For more information visit the link (https://andrew-dungle.github.io/).

HIEU H. PHAM received the engineering degree in industrial informatics from the Hanoi University of Science and Technology (HUST), Vietnam, in 2016, and the Ph.D. degree in computer science from the Toulouse Computer Science Research Institute (IRIT), University of Toulouse, France, in 2019. He is currently an Assistant Professor with the College of Engineering and Computer Science (CECS), VinUniversity, and a Research Fellow and the Associate Director of the VinUni-Illinois Smart Health Center (VISHC). He is currently a Visiting Scholar with the Coordinated Science Laboratory, University of Illinois at Urbana–Champaign (UIUC), Illinois, USA. He is the author or coauthor of 30 scientific articles that appeared in about 20 conferences and journals, such as Computer Vision and Image Understanding, Neurocomputing, Scientific Data, Nature, International Conference on Medical Image Computing and Computer-Assisted Intervention (MICCAI), Medical Imaging with Deep Learning (MIDL), IEEE International Conference on Image Processing (ICIP), IEEE International Conference on Computer Vision (ICCV), and Asian Conference on Computer Vision (ACCV). His research interests include computer vision, machine learning, medical image analysis, and their applications in smart healthcare. He is also serving as a Reviewer for MICCAI, ICCV, CVPR, IET Computer Vision Journal (IET-CVI), IEEE Journal of Biomedical and Health Informatics (JBIH), Nature, and Scientific Reports. Before joining VinUniversity, he was with the Vingroup Big Data Institute (VinBigData) as a Research Scientist and the Head of the Fundamental Research Team. In this position, he led several research projects on Medical AI, including collecting various types of medical data, managing and annotating data, and developing new AI solutions for medical analysis. For more information visit the link (https://huyhieupham.github.io/).