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Abstract

Fair representation learning aims to encode invariant representation with respect to the protected attribute, such as gender or age. In this paper, we design Fairness-aware Disentangling Variational AutoEncoder (FD-VAE) for fair representation learning. This network disentangles latent space into three subspaces with a decorrelation loss that encourages each subspace to contain independent information: 1) target attribute information, 2) protected attribute information, 3) mutual attribute information. After the representation learning, this disentangled representation is leveraged for fairer downstream classification by excluding the subspace with the protected attribute information. We demonstrate the effectiveness of our model through extensive experiments on CelebA and UTK Face datasets. Our method outperforms the previous state-of-the-art method by large margins in terms of equal opportunity and equalized odds.

1 Introduction

Artificial Intelligence (AI) is one of the most popular research fields involving computer vision, natural language processing, robotics and etc. Although lots of AI models show a great performance nowadays, several studies find out that the models still output discriminatory outcomes for gender or race [28][29]. Previous studies define an attribute, which people should not be discriminated against by, as the protected attribute and propose various fairness methods [5][25][34][22][10]. Some studies of them propose fair representation learning methods that encode fair latent variables in terms of the protected attribute and exploit it for various downstream tasks [31][29][32][22][10][2]. Specifically, [7] shows disentangled representation learning [13][16][6], which separates the latent variables into several subspaces independent of each other, can be utilized for fair representation learning. They disentangle representation into the subspaces: 1) sensitive latents that have high mutual information with the protected attribute labels and 2) non-sensitive latents that are independent of sensitive latents. Then, only non-sensitive latents are leveraged for downstream classification tasks to achieve fair classification results.

However, as pointed out in [21][37], it is challenging to learn non-sensitive latents to have discriminative information for downstream target tasks, since it is learned without the supervision of target labels. In addition, we empirically figure out that sensitive latents contain some target attribute information
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Table 1: Comparison between [7] and ours. We perform downstream classification task on CelebA dataset using each subspace of the previous method [7] (left) and ours (right) for the target and protected attributes. The target attribute (TA) and protected attribute (PA) are set to attractive and male, respectively. Sensitive latents show better classification accuracy on both TA and PA than non-sensitive latents. In ours, on the other hand, TAL and PAL shows better performance than each other on TA and PA, respectively.

|                  | FFVAE [7] | Ours       |
|------------------|-----------|------------|
|                  | sensitive latents | non-sensitive latents | TAL | PAL | MAL |
| TA (Acc.)        | 67.4      | 62.7       | 60.3 | 56.6 | 67.2 |
| PA (Acc.)        | 76.7      | 69.1       | 63.0 | 67.3 | 68.9 |

desired to be included in non-sensitive latents, which is conceptually represented in Figure 1. The experiment is designed to perform downstream classifications using each sensitive and non-sensitive latents. Table 1 shows that classifications using sensitive latents show better performances for both the target and protected attributes than using non-sensitive latents. It indicates that some target attribute information is included in sensitive latents and it is removed since sensitive latents are excluded in downstream tasks.

To mitigate the problem aforementioned, we design a Fairness-aware Disentangling Variational AutoEncoder (FD-VAE). Our method disentangles the latent variables into three independent subspaces: the first subspace is related to the target attribute information (TAL), the second one is related to the protected attribute information (PAL), and the last one is related to the mutual attribute information (MAL). In addition, we propose a decorrelation loss to encourage TAL to have only the target attribute information and PAL to have only the protected attribute information as shown in Figure 1(b). MAL encourages to decorrelate the information between TAL and PAL by including the mutual attribute information that is predictive to both the attributes.

When performing downstream classification tasks, we exclude PAL for fair classification with respect to the protected attribute. In addition, we transform MAL into latent variables where the protected attribute information is removed. Then, We utilize TAL and transformed MAL together for a classification, which enables more discriminative classification than using only TAL.

In the experiments section, we compare our method to previous disentangled representation learning methods on CelebA and UTK Face datasets [20, 35]. To evaluate fairness in downstream classification tasks, we utilize two metrics, equal opportunity and equalized odds [12]. In addition, we propose a equalized accuracy to measure unbiased classification accuracy on a skewed test dataset. On both the datasets, our method shows the best performance in terms of fairness and comparable performances to previous methods in terms of accuracy. It indicates ours shows better trade-off performances between fairness and accuracy than previous models. In addition, we validate the contribution of each
component of our method through ablation study on CelebA dataset. In short, the main contributions of our paper are as follows:

- We propose a novel FD-VAE to disentangle the latent variables into three independent subspaces related to the target attribute information (TAL), protected attribute information (PAL), and mutual attribute information (MAL).
- We propose a loss that decorrelates information of the target attribute and protected attribute in disentangled latent space.
- We conduct extensive experiments for downstream classification tasks on CelebA and UTK Face datasets. We exploit equal opportunity and equalized odds to evaluate fairness and suggest equalized accuracy to evaluate unbiased classification accuracy. Our method outperforms the previous state-of-the-art method by large margins in terms of fairness on both datasets.

2 Related Work

2.1 Disentangled Representation Learning

Many studies [13, 16, 6, 27, 24, 36, 23, 3, 18] propose disentangled representation learning methods to learn latent variables independent of each other. [13] proves KL-divergence term in the VAE objective function encourages latent variables to be disentangled and proposes $\beta$-VAE to weight this term with larger hyperparameter $\beta$ ($>1$). However, [16] indicates that $\beta$-VAE has a trade-off between a disentangling performance and reconstruction quality. To reduce the trade-off, they exploit Total Correlation [30], a measure to estimate the dependency between latent variables, to learn disentangled representation. They approximate it with adversarial learning using discriminator. [6] also optimizes the equivalent objective function to FactorVAE [16] and propose a new stochastic estimation method on Total Correlation, enabling more stable training than FactorVAE.

The concept of disentangled representation is also utilized in various tasks [27, 24, 36, 23, 3, 18]. Disentangling methods for a face recognition [27, 24, 36] separate identity representation from other variations like pose or illumination. They exploit the identity representation for a pose-invariant face recognition. In addition, [23] proposes generation method for person image and disentangles the input image into three factors (foreground, background, and pose) to manipulate those for image generation. [33, 19, 9, 14] learn style translation models to disentangle representation into style and content representations. In this paper, we leverage disentangled representation for fair representation learning.

2.2 Fair Representation Learning

Fair representation learning aims to learn fair representation in terms of the protected attribute. [31, 34, 32] utilize adversarial learning to remove information related to the protected attribute from representation. [31] formulates a representation learning process as an adversarial minimax game, which optimizes the predictor to output target labels and the discriminator to reduce bias to the protected attribute. [34] propose an adversarial debiasing method to maximize the ability of the predictor for the target class and to minimize the ability of the adversary network for the protected attribute. In addition, [32] proposes FairGAN that generates synthetic data unbiased to the protected attribute and trains classifiers using the generated data. The classifiers show fair classification results on the test dataset composed of real data.

Furthermore, several studies propose fair representation learning methods based on the VAE [22, 2, 7]. Variational fair autoencoder [22] is trained by the penalty term based on Maximum Mean Discrepancy (MMD) [10] and VAE objective function. This method learns representation that is informative on the target label and invariant to the protected attribute. [2] proposes debiasing-VAE (DB-VAE) for a fair face detection. They train the model to identify under-represented data using the latent distribution and adjust the sampling probability of each data to favor the under-represented data. FFVAE [7] is the most similar method to ours. It disentangles representation into sensitive latents and non-sensitive latents. Sensitive latents are learned to include the protected attribute information by the predictiveness term and removed in various downstream classification tasks. In this paper, we find out the limitation that sensitive latents contain some target attribute information with the
Figure 2: FD-VAE for representation Learning. (a) shows the overall architecture of FD-VAE and (b) shows decorrelation module specifically. PA and TA denote the protected attribute and target attribute, respectively.

protected attribute information since the protected attribute is correlated with other attributes in the real world dataset [26, 11, 25]. Compared to FFVAE, our method explicitly decorrelates information of the protected and target attributes, and mitigates this problem.

3 Proposed Method

When observed data $X = (x_1, ..., x_n)$, target attribute labels $Y_t = (y_{t1}, ..., y_{tn})$, and protected attribute labels $Y_p = (y_{p1}, ..., y_{pn})$ are given, our goal is to learn latent variables $z$ satisfying three conditions below:

- Maximization of mutual information between $z$ and $X$.
- Disentanglement of $z$ into three subspaces: $z_t$ (TAL), $z_p$ (PAL), and $z_m$ (MAL).
- Decorrelation between the protected and target attribute information in $z$.

To achieve the goals, we design FD-VAE that consist of a V AE network, discriminator, and decorrelation module as shown in Figure 2. We learn our model by maximizing the objective function as follows:

$$L_{TOTAL} = L_{VAE} - \alpha L_{DE} - L_D - L_{DC},$$

where $\alpha$ is a hyperparameter and $L_{VAE}$, $L_{DE}$, $L_D$, and $L_{DC}$ denote V AE objective, disentanglement loss, discriminator loss, and decorrelation loss functions, respectively. We specify each loss function in following subsections.

3.1 V AE

Our model is based on variational autoencoder (VAE) [17], which is composed of an encoder and decoder. We learn the V AE network by maximizing the Evidence Lower BOUND (ELBO):

$$L_{VAE} = \sum_{i=1}^{n} \mathbb{E}_{q_{\phi}(z_t, z_p, z_m| x_i)}[\log p_{\theta}(x_i| z_t, z_p, z_m)] - KL[q_{\phi}(z_t, z_p, z_m| x_i)||p(z_t, z_p, z_m)],$$

where $\Phi$ and $\Theta$ are parameters of the encoder and decoder, respectively. The first term of Equation 4 denotes a reconstruction loss that encourages the encoder to map the observed data $X$ into latent variables $z$ and the decoder to reconstruct $X$ from $z$. The latent variables $z$ are sampled from $q_{\phi}(z|x) = N(\mu_{q_{\phi}}(x), \sigma_{q_{\phi}}(x))$ using the reparameterization trick, where $\mu$ and $\sigma$ are the outputs of the encoder. The second term indicates a regularization loss that makes the distribution $q_{\phi}(z|x)$ similar to the gaussian prior distribution $p(z)$ by KL divergence.
3.2 Disentanglement Loss

To disentangle the latent variables $z$ into subspaces as $z_t$, $z_p$, and $z_m$, we minimize Total Correlation \[ L_{DE} = KL[q_{\theta}(z_t, z_p, z_m)] \prod_{j \subseteq S} q_{\phi}(z_j)] = \mathbb{E}_{q_{\phi}(z_t, z_p, z_m)}[\log \frac{q_{\phi}(z_t, z_p, z_m)}{\prod_{j \subseteq S} q_{\phi}(z_j)}], \] (3)

where $S = \{t, p, m\}$. Total Correlation is one of the popular measures that estimate the dependency between latent variables, and it is demonstrated that minimizing this term encourages latent variables to be disentangled [16, 6, 7]. Following the methods in [16, 7], we approximate log density ratio instead of optimizing KL divergence directly by leveraging a discriminator as the following equation:

\[ L_{DE} \approx \mathbb{E}_{q_{\phi}(z_t, z_p, z_m)}[\log \frac{D(z_t, z_p, z_m)}{1 - D(z_t, z_p, z_m)}], \] (4)

where $D(z_t, z_p, z_m)$ is the output probability of the discriminator $D$ that classifies the samples from $q_{\phi}(z_t, z_p, z_m)$ as real and the samples from $\prod_{j \subseteq S} q_{\phi}(z_j)$ as fake. The encoder is trained for the discriminator not to classify whether the samples are real or fake. The fake samples $z^* = [z^*_t; z^*_p; z^*_m]$ are generated by subspace-wise random shuffling within a mini-batch. The following loss is for training the discriminator:

\[ L_D = -\mathbb{E}_{q_{\phi}(z_t, z_p, z_m)}[\log D(z_t, z_p, z_m)] + \log(1 - D(z^*_t, z^*_p, z^*_m)]. \] (5)

3.3 Decorrelation Loss

On top of the disentanglement loss that encourages the subspaces to be independent of each other, we introduce a decorrelation loss that specifies which attribute information to be included to each subspace. The decorrelation loss is composed of $L_{CLS}$ and $L_{ADV}$ as follows:

\[ L_{DC} = \beta L_{CLS} + \gamma L_{ADV}, \] (6)

\[ L_{CLS} = -\sum_{i=1}^{n} \mathbb{E}_{q_{\phi}(z_t, z_p, z_m|x_i)}[\log p_t(y_t|z_t)] \] \[ + \log p_p(y_p|z_p)], \] (7)

\[ L_{ADV} = \max_{t, \hat{t}} \min_{\phi} \sum_{i=1}^{n} \mathbb{E}_{q_{\phi}(z_t, z_p, z_m|x_i)}[\log p_p(y_p|z_t)] \] \[ + \log p_t(y_t|z_p)], \] (8)

where $t$ and $\hat{t}$ denote classifiers for the target attribute, and $p$ and $\hat{p}$ denote classifiers for the protected attribute. $\beta$ and $\gamma$ are hyperparameters. $L_{CLS}$ encourages $z_t$ and $z_p$ to contain the information of the target attribute and protected attribute, respectively. Meanwhile, $L_{ADV}$ encourages $z_t$ and $z_p$ to exclude information of the protected attribute and target attribute, respectively. However, there is some information that is predictive to both the protected and target attributes. Since the mutual attribute information increases $L_{ADV}$ whether it is included in $z_t$ or $z_p$, we introduce $Z_m$ to include this information. There is no additional mapping function on this subspace $Z_m$, but $L_{DE}$ works indirectly.
3.4 Downstream Classification Network

After learning a fair representation, we perform downstream classification tasks to predict the target attribute. The overall architecture of our classification model is shown in Figure 3. The loss function to optimize the classification model is defined by:

$$L_{DCLS} = \max_{d, f} \min_{\tilde{d}} \sum_{i=1}^{n} \mathbb{E}_{q_{\phi}(\tilde{z}_i, z_p, z_m|x_i)}[\log p_d(y_t | \tilde{z}_t \oplus f(z'_m)) - \log p_{\tilde{d}}(y_t | f(z'_m))],$$

(9)

where $d$, $\tilde{d}$, and $\oplus$ indicate a target attribute classifier, protected attribute classifier, and element-wise summation. The values of the learned latent variables $\tilde{z}_t$, $z_p$, and $z_m$ are fixed in downstream classification tasks. Firstly, we exclude $z_p$ that the protected attribute information is not exploited for downstream classifications. Then, $z_m$ is transformed to latent variables $z_m$ that is irrelevant to the protected attribute by a single fully connected layer $f$. $f$ and $\tilde{d}$ are learned adversarially for this transformation. Finally, $z_n$ and $\tilde{z}_t$ are element-wise summed and feed into $d$ for a target classification.

4 Experiments

4.1 Dataset

We validate our contributions on CelebA and UTK datasets. CelebA dataset is consists of about 200k face images with 40 binary attribute annotations and divided into train, validation, and test sets. We set the protected attributes to male and young, and the target attributes to attractive, wavy hair, and big nose. Specifically, we compose four pairs of attributes considering the correlation between the protected and target attributes: [male, attractive], [male, wavy hair], [young, attractive], and [young, big nose].

UTK Face dataset is a face dataset with long age span involving annotations of age, ethnicity, and gender. We set the protected attribute to gender and reclassify the ethnicity annotations into Caucasians and the others, and the age annotations into young and the others(>35). In addition, we divide the dataset into train (10k), validation (2.4k), and test sets (2.4k). In detail, we compose the train set to have a correlation between the protected and target attributes for fairness study. In respect to the ethnicity, one-fifth of Caucasians are female and four-fifths are male, and the others have the opposite ratio. Likewise, in respect to the age, one-fifth of young are male and four-fifths are female, and the others have the opposite ratio. In addition, we set both the datasets for validation and test to be balanced sets (cf. Appendix A).

4.2 Evaluation Metrics

As metrics for fairness, we use equal opportunity and equalized odds which are defined as $|TPR_{p_0} - TPR_{p_1}|$ and $\frac{1}{2}[|TPR_{p_0} - TPR_{p_1}| + |TNR_{p_0} - TNR_{p_1}|]$, respectively, where $p_1$ are data with the positive protected attribute and $p_0$ are vice versa. $TPR$ and $TNR$ are the abbreviation of true positive rate and true negative rate, respectively.

In addition, we suggest equalized accuracy to evaluate unbiased classification accuracy. If train and test set have similar data distributions, the standard accuracy metric benefits models biased to the distribution of train set. On UTK Face dataset, we solve this problem by comprising a balanced test set, but CelebA dataset provides a fixed test set. Alternatively, we introduce equalized accuracy which has the same effect as the balanced set. This metric is defined as: $\frac{1}{2}[TPR_{p_0} + TNR_{p_0} + TPR_{p_1} + TNR_{p_1}]$. More details on equalized accuracy are described in Appendix B.

4.3 Implementation Details

The detailed structures of our networks are specified in Appendix C. In our model, TAL, PAL, and MAL are set to 20 dimensions, respectively. In addition, for fair comparison, the representation of all models are set to 60 dimensions. The dimension of sensitive latents and non-sensitive latents in FFVAE are divided into 30. For downstream classification tasks, we remove one or two latents the most correlated with the protected attribute in FactorVAE and beta-VAE as in [7]. The hyperparameters $\alpha$, $\beta$, and $\gamma$ are fixed to 50,5 and 10, respectively.
Table 2: Classification results on CelebA dataset. TA and PA are the abbreviations of the target attribute and protected attribute. We utilize four metrics: equal opportunity (Opp.), equalized odds (Odds), accuracy (ACC.), and equalized accuracy (EAcc.). M,Y,A,W and B denote male, young, attractive, wavy hair, and big nose attributes, respectively.

| Method            | TA | PA | Opp. | Odds | Acc. | EAcc. |
|-------------------|----|----|------|------|------|-------|
| VAE [17]          | M=1 | 38.2 | 81.5 | 27.2 | 28.7 | 70.0  |
|                   | M=0 | 77.8 | 47.5 | 21.1 | 22.1 | 68.7  |
| β-VAE [13]        | A=1 | 73.1 | 48.8 | 20.7 | 23.4 | 69.0  |
|                   | A=0 | 72.8 | 46.6 | 20.7 | 23.4 | 69.0  |
| FactorVAE [16]    | W=1 | 54.9 | 73.4 | 17.7 | 17.5 | 62.7  |
|                   | W=0 | 63.3 | 46.5 | 17.7 | 17.5 | 62.7  |
| Ours              | A=1 | 66.2 | 67.6 | 1.3  | 4.9  | 64.1  |
|                   | A=0 | 64.4 | 55.8 | 1.3  | 4.9  | 64.1  |

| Method            | G=1 | E=1 | Opp. | Odds | Acc. | EAcc. |
|-------------------|-----|-----|------|------|------|-------|
| VAE [17]          | E=1 | 70.5 | 54.3 | 16.1 | 17.4 | 65.2  |
|                   | E=0 | 58.6 | 77.4 | 16.1 | 17.4 | 65.2  |
| β-VAE [13]        | E=1 | 72.1 | 39.4 | 12.7 | 12.1 | 60.1  |
|                   | E=0 | 48.7 | 60.2 | 12.7 | 12.1 | 60.1  |
| FactorVAE [16]    | E=1 | 72.5 | 60.3 | 12.1 | 12.9 | 59.4  |
|                   | E=0 | 45.8 | 59.5 | 12.1 | 12.9 | 59.4  |
| FFVAE [7]         | E=1 | 65.1 | 55.2 | 9.8  | 9.1  | 59.7  |
|                   | E=0 | 54.8 | 61.0 | 9.8  | 9.1  | 59.7  |
| Ours              | E=1 | 65.8 | 65.5 | 2.3  | 1.1  | 60.3  |
|                   | E=0 | 56.0 | 56.0 | 2.3  | 1.1  | 60.3  |

| Method            | G=1 | G=0 | Opp. | Odds | Acc. | EAcc. |
|-------------------|-----|-----|------|------|------|-------|
| VAE [17]          | E=1 | 50.8 | 75.5 | 17.0 | 19.2 | 67.2  |
|                   | E=0 | 75.8 | 40.7 | 17.0 | 19.2 | 67.2  |
| β-VAE [13]        | E=1 | 45.3 | 62.3 | 17.1 | 20.8 | 54.3  |
|                   | E=0 | 67.1 | 42.5 | 17.1 | 20.8 | 54.3  |
| FactorVAE [16]    | E=1 | 43.5 | 66.7 | 23.2 | 27.1 | 54.6  |
|                   | E=0 | 69.6 | 38.5 | 23.2 | 27.1 | 54.6  |
| FFVAE [7]         | E=1 | 45.2 | 58.9 | 13.6 | 17.2 | 54.5  |
|                   | E=0 | 67.4 | 46.5 | 13.6 | 17.2 | 54.5  |
| Ours              | E=1 | 41.7 | 54.8 | 2.0  | 2.9  | 54.1  |
|                   | E=0 | 63.3 | 59.4 | 2.0  | 2.9  | 54.1  |

4.4 Evaluation

To validate our method, we compare ours with previous methods [13, 16, 7]. Table 2 shows the classification results on CelebA dataset. VAE (baseline), which does not consider the disentanglement of latent variables, shows the unfairest performance in all the experiments. The two disentangling methods β-VAE [13] and FactorVAE [16] improve fairness of results than the baseline. However, it is not significant since they do not leverage the protected attribute in the disentanglement process. FFVAE [7], which is the state-of-the-art method, achieves better results in terms of both equal opportunity and equalized odds than the other previous methods. Our method shows the fairest performance in all the experiments and outperforms FFVAE by large margins of 16.4%, 7.7%, 4.3%, and 3.1% at equal opportunity and 12.6%, 6.5%, 6.3%, and 7.0% at equalized odds. In terms of accuracy and equalized accuracy, ours shows similar performances to FFVAE, and it indicates ours has better trade-off performances between fairness scores and classification accuracy.

The results on UTK Face dataset are shown in Table 3. Similar to the above, VAE (baseline) shows highly unfair results in terms of both equal opportunity and equalized odds, and the previous methods β-VAE [13] and FactorVAE [16] improve fairness scores over the baseline. Our method significantly surpasses the previous methods, showing 2.3% and 1.1% at equal opportunity, and 2.0% and 2.9% at equalized odds.
Table 4: Ablation Study on CelebA dataset. We set FFVAE [7] to the baseline (first row). $z_m$ denotes MAL in representation learning and $\tilde{z}_t$, $\tilde{z}_m$, and $\tilde{z}_n$ denote learned TAL, MAL, and transformed MAL in the downstream classification, respectively. We set the protected attribute to Male (M) and the target attribute to Attractive (A) in this experiment.

| Representation learning | Downstream Classification | TA | PA | Opp. ↓ | Odds ↓ | Acc. ↑ |
|-------------------------|---------------------------|----|----|--------|--------|--------|
| $L_{CLS}$ | $L_{ADV}$ | $z_m$ | $\tilde{z}_t$ | $\tilde{z}_m$ | $\tilde{z}_n$ | $M=1$ | $M=0$ | $M=1$ | $M=0$ | $M=1$ | $M=0$ |
| ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

In conclusion, the experiments on the two datasets indicate that our method decorrelates information of the protected attribute and target attribute better than the others, which causes superior trade-off performance between fairness scores and classification accuracy.

4.5 Ablation Study

We conduct ablation study on CelebA dataset to validate the contribution of each component of our method. We set FFVAE [7] to a baseline in this experiment and added each component step by step. The results are shown in Table 4. Firstly, we add $L_{CLS}$ term of the decorrelation loss, which trains TAL by the supervision with the target attribute labels. As a result, classification accuracy and fairness scores are improved than the baseline model. Secondly, we add the total decorrelation loss ($L_{CLS}+L_{ADV}$). The information between the target and protected attributes is more clearly decorrelated than using $L_{CLS}$ term only. It significantly improves fairness scores by 12.2% and 10.5% in equal opportunity and equalized odds, respectively.

Then, we experiment three models added with MAL ($z_m$) in representation learning. The first model utilizes only TAL ($\tilde{z}_t$) in the downstream classification task. In addition, the second and final models use MAL ($\tilde{z}_m$) or transformed MAL ($\tilde{z}_n$) with TAL, respectively. The first model demonstrates that MAL helps to exclude the protected attribute information from TAL, showing the lowest fairness scores. However, it degrades classification accuracy since the mutual attribute information is not utilized for classification. The second and final models show that the transformation of $\tilde{z}_m$ is effective. Although utilizing learned MAL without the transformation improves classification accuracy, it highly degrades fairness scores. The final model (FD-VAE) improves classification accuracy while maintaining outstanding fairness scores.

5 Conclusion

In this paper, we introduced the Fairness-aware Disentangling Variational Auto Encoder (FD-VAE) that disentangles latent variables into three subspaces including information of the target attribute, protected attribute, and mutual attribute, respectively. By excluding the subspace with protected attribute information, we performed fair downstream classification tasks. In all the experiments on CelebA and UTK datasets, our method achieved the fairest results in terms of equal opportunity and equalized odds.

Broader Impact

This work mitigates ethical-social problems caused by Artificial Intelligence (AI) models. Previous AI models have caused social discrimination, such as racism or sexism. For example, Google Photos, one of the visual recognition applications, recognized a couple of African-Americans as a gorilla [8].
Moreover, Compas algorithm, which is used to predict recidivism by courts in the United States, has judged unfairly on African-American [15]. Our method separates information causing such the discrimination from data representation and makes a fair decision. In addition, our fair representation can be applied to various tasks that the fairness of the results is required. Therefore, our study has a positive impact that mitigates the problems of prejudice in AI models and enables individuals to have fair and plentiful benefits.
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