Linearization and Krein-like functionals of hypergeometric orthogonal polynomials

J.S. Dehesa
Departamento de Física Atómica, Molecular y Nuclear,
Universidad de Granada, Granada 18071, Spain
and
Instituto Carlos I de Física Teórica y Computacional, Universidad de Granada, Granada 18071, Spain

J. J. Moreno-Balcázar
Departamento de Matemáticas, Universidad de Almería, Almería 04120, Spain
and
Instituto Carlos I de Física Teórica y Computacional, Universidad de Granada, Granada 18071, Spain

I.V. Toranzo
Departamento de Matemáticas, Universidad Rey Juan Carlos, Madrid 28933, Spain

The Krein-like $r$-functionals of the hypergeometric orthogonal polynomials $\{p_n(x)\}$ with kernel of the form $x^s[\omega(x)]^\beta p_m(x) \ldots p_n(x)$, being $\omega(x)$ the weight function on the interval $\Delta \in \mathbb{R}$, are determined by means of the Srivastava linearization method. The particular 2-functionals, which are particularly relevant in quantum physics, are explicitly given in terms of the degrees and the characteristic parameters of the polynomials. They include the well-known power moments and the novel Krein-like moments. Moreover, various related types of exponential and logarithmic functionals are also investigated.
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I. INTRODUCTION

Since the works of Ferrers and Adams in the late 1870s and Bailey, Dougall and Erdélyi in the early 1900s about the linearization formula of the product of two hypergeometric orthogonal polynomials (HOPs) of Legendre [1–3], Gegenbauer or ultraspherical [4] and Laguerre [5] type up until now, an intense activity about the linearization problem has been developed in the theory of HOPs from both theoretical [6–20] and applied [21–35] standpoints. See also the monographs of Askey [36], Andrews-Askey-Roy [37], Ismail [38], Koekoek-Lesky-Swarttouw [39], Gautschi [26, 35] and Tcheutia [32] for partial periodic reviews.

This linearization problem, which is equivalent to the evaluation of integrals of the product of three or more HOPs of the same type, is also called Clebsch-Gordan-type problem because its structure is similar to the Clebsch-Gordan series for spherical functions [8, 9, 40, 41]. It arises in a wide range of mathematical and physical problems, from the generalized moment problems as stated by M. G. Krein [42–44], stochastic processes [45] and combinatorics [46, 47], information entropies [20, 54, 55] up to quantum physics. Indeed, numerous physical and chemical properties of a given complex system (atoms, molecules,...) are determined by these overlap integrals or Krein-like functionals of various HOPs, basically because the main route for the search of the solutions of the corresponding Schrödinger equation is their expansion as linear combinations of a known basis set of functions which are controlled by the HOPs (see e.g. [8, 53, 61]). The computation of these overlap Krein-like integrals is a formidable task both analytically and numerically; the latter is basically because a naive numerical evaluation using quadratures is not convenient due to the increasing number of integrable singularities when the polynomial degree is increasing, which spoils any attempt to achieve reasonable accuracy even for rather small degree (see e.g., [27]).

In this work we first determine the generalized Krein-like $r$-integral functionals of HOPs of the form

$$J_{\{m_i\}}(s, \beta) := \int_\Delta [\omega(x)]^\beta x^s p_{m_1}(x) \ldots p_{m_r}(x) \, dx,$$

where $s$ and $\beta$ are real parameters, and $\omega(x)$ denotes the weight function on the real interval $\Delta$ with respect to which the polynomials $\{p_m(x)\}$ are orthogonal. Note that when $r = 2$, they simplify to the standard Krein-like functionals.
mentioned above. These functionals \( J_{(m, r)}(s, \beta) \) are encountered in the computation of numerous fundamental and/or experimentally accessible quantities (e.g., multilevel transition probabilities, electric multipole moments, and kinetic, exchange and correlation energies) of atomic, molecular and nuclear systems by means of entropic and density functional methods (see e.g., \( [62, 63, 65 \text{ et seq}] \)). The resulting compact expressions are given in the form of a multivariate Lauricella’s hypergeometric function \( \mathbb{F}_A^{(r)}(x_1, \ldots, x_r) \) evaluated at \( (\frac{1}{\beta}, \ldots, \frac{1}{\beta}) \). Then, we apply these expressions to the Laguerre, Hermite and Jacobi polynomials \( [63, 70] \). Moreover, we use the corresponding results to evaluate various relevant mathematical quantities which include the well-known power moments \( \langle x^n \rangle_n \), the Krein-like moments \( \langle \omega(x)^k \rangle_n \), and various related types of exponential and logarithmic functionals of the form \( \langle x^k e^{-\alpha x} \rangle_n \), \( \langle (\log x)^k \rangle_n \) and \( \langle \omega(x)^k \log \omega(x) \rangle_n \), where \( \langle f(x) \rangle_n := \int_\Delta f(x) \rho_n(x) \, dx \) and \( \rho_n(x) = \omega(x) [p_n^{(\alpha)}(x)]^2 \) is the Rakhmanov probability density \( [72] \) associated to the polynomial \( p_n^{(\alpha)}(x) \). This density plays a relevant role both in approximation theory and quantum physics because it controls the asymptotic behavior of the ratio of polynomials with consecutive degrees \( [72] \) and it describes the quantum probability density of numerous single-particle quantum systems (see e.g., \( [73] \)). The above-mentioned mathematical expectation values describe a number of entropic \( [74] \) and physical quantities which are experimentally accessible in atomic and nuclear physics \( [62, 63, 75–80] \).

Then, we calculate the simplest and most familiar Krein-like 2-functionals of the form

\[
J_{m,n}(s, \beta) := \int_0^\infty [\omega(x)]^\beta x^s p_m(x) p_n(x) \, dx
\]  

(2)

by means of two different approaches. One which gives the functionals in terms of the coefficients of the second-order differential equation fulfilled by the HOP under consideration. Another one which allows us to express the functionals explicitly in terms of the degrees and the characteristic parameters of the polynomials by making use of various algebraic characterizations of the HOPs, if known; this is illustrated for the canonical families of Hermite, Laguerre and Jacobi types. Both methods are applied to various mathematical quantities of the above-mentioned form \( \langle f(x) \rangle_n \).

The structure of this work is the following. First, we compute the general functionals \( J_{m,n}(s, \beta) \) given by Eq. 11 by using the scarcely known Srivastava-Niukkanen’s linearization method for the product of a finite number of HOPs \( \mathbb{F}_A^{(r)}(x_1, \ldots, x_r) \), where in most cases the linearization coefficients are given in terms of the Lauricella function of type A \( [66, 67] \). Then, this method is used for the Laguerre, Hermite and Jacobi polynomials and later the resulting compact expressions are applied for the evaluation of various mathematical moments of power, Krein, exponential and logarithmic types. Second, we compute the functionals \( J_{m,n}(s, \beta) \), given by Eq. 2, by using the second-order hypergeometric differential equation of the involved HOPs, obtaining expressions in terms of the polynomial coefficients of the differential equation. Then, the utility of these general expressions is illustrated by applying them to the Laguerre, Hermite and Jacobi polynomials. Third, we compute the functionals \( J_{m,n}(s, \beta) \), given by Eq. 2, for the Laguerre, Hermite and Jacobi polynomials by means of various characterizations of these HOPs, obtaining explicit expressions in terms of the degrees and the characteristic parameters of the associated weight functions; then, these expressions are applied for the evaluation of the mathematical moments mentioned above.

II. LAURICELLA-BASED APPROACH TO GENERALIZED KREIN-LIKE FUNCTIONALS OF HOPS

In this section, we describe a method to compute the generalized Krein-like integral functionals of HOPs \( \{p_m\} \equiv \{p_m^{(\alpha)}\} \), \( J_{m,r}(s, \alpha, \beta) \), defined in Eq. 11, by using the orthogonality condition of the polynomials and the following Srivastava-Niukkanen’s expansion \( \mathbb{F}_A^{(r)}(x_1, \ldots, x_r) \) of the integral kernel

\[
x^s p_m^{(\alpha)}(x) \cdots p_m^{(\alpha)}(x) = \sum_{i=0}^\infty c_i(s, r, \{m_1, \ldots, m_r\}, \alpha) p_i^{(\gamma)}(x),
\]  

(3)

where the linearization coefficients \( c_i(s, r, \{m_1, \ldots, m_r\}, \alpha) \) can be usually expressed in terms of a multivariate hypergeometric function of Lauricella \( [66, 67] \) or Srivastava-Daoust types \( [9] \). We take (3) into (11) obtaining

\[
J_{m,r}(s, \alpha, \beta) = \sum_{i=0}^\infty c_i(s, r, \{m_1, \ldots, m_r\}, \alpha) \int_\Delta [\omega(x)]^\beta p_i^{(\gamma)}(x) \, dx,
\]  

(4)
which by a proper change of variable can be transformed as

\[
\mathcal{J}_{(m,r)}(s,\alpha,\beta) = \sum_{i=0}^{\infty} \tilde{c}_i(s,r,\{m_1,\ldots,m_r\},\alpha,\beta) \int_{\Delta} \omega(y) p_i^{(\gamma)}(y) \, dy
\]

(5)

Then, we use the orthogonality relation of the involved HOPs, i.e.,

\[
\int_{\Delta} \omega(x)p_n^{(\alpha)}(x)p_m^{(\alpha)}(x) \, dx = d_n^2 \delta_{n,m},
\]

(6)

where \(d_n\) stands for the normalization constant, to finally obtain

\[
\mathcal{J}_{(m,r)}(s,\alpha,\beta) = \tilde{c}_0(s,r,\{m_1,\ldots,m_r\},\alpha,\beta) d_n^2.
\]

(7)

Herein, we have assumed \(p_0^{(\alpha)}(x) = 1\) and applied Eq. (6). The explicit form of the coefficients \(\tilde{c}_i(s,r,\{m_1,\ldots,m_r\},\alpha,\beta)\) depends on the previous change of variable.

Let us now use this method for generalized Krein-like integral functionals of the three canonical families of HOPS in a continuous real variable; namely, the Laguerre, Hermite and Jacobi polynomials.

A. Laguerre polynomials

In this case the method gives the following result:

**Theorem II.1.** Let \(L_m^{(\alpha)}(x)\) denote the Laguerre polynomials orthogonal with respect to the weight function \(\omega_\alpha(x) = x^\alpha e^{-x}\) on \((0,\infty)\) [69, 70]. Then, the generalized Krein-like functionals of the Laguerre polynomials defined by

\[
\mathcal{J}_{(m,r)}^{(L)}(s,\alpha,\beta) = \int_0^{\infty} \omega_\alpha(x)^\beta x^\gamma L_m^{(\alpha)}(x) \cdots L_m^{(\alpha)}(x) \, dx, \quad \alpha > \frac{s+1}{\beta}, \quad s \in \mathbb{R}_+
\]

(8)

are given by

\[
\mathcal{J}_{(m,r)}^{(L)}(s,\alpha,\beta) = \beta^{-\beta\alpha-s-1} c_0 \left( \beta \alpha + s + 1; \alpha, 0 \right). \]

(9)

with

\[
c_0(\beta \alpha + s + 1, \alpha, 0) = \Gamma(\beta \alpha + s + 1) \frac{m_1 + \alpha}{m_1} \cdots \frac{m_r + \alpha}{m_r} \times F_\alpha^{(r)} \left( \frac{\beta \alpha + s + 1; -m_1, \ldots, -m_r}{\alpha + 1, \ldots, \alpha + 1} ; \frac{1}{\beta} \right). \]

(10)

**Proof.** To obtain (9) from (8) we first make the change of variable \(y = \beta x\), obtaining

\[
\mathcal{J}_{(m,r)}^{(L)}(s,\alpha,\beta) = \int_0^{\infty} e^{-\beta x} x^{\beta\alpha+s} L_m^{(\alpha)}(x) \cdots L_m^{(\alpha)}(x) \, dx
\]

\[
= \beta^{-\beta\alpha-s-1} \int_0^{\infty} e^{-y} y^{\beta\alpha+s} L_m^{(\alpha)}(y/\beta) \cdots L_m^{(\alpha)}(y/\beta) \, dy
\]

(11)

Now we use the following Srivastava-Niukkanen expansion [8, 9] for the Laguerre product

\[
y^\mu L_m^{(\alpha)}(ty) \cdots L_m^{(\alpha)}(ty) = \sum_{i=0}^{\infty} c_i(\mu,r,t,\{m_r\},\alpha,\gamma) L_i^{(\gamma)}(y)
\]

(12)

\((\gamma > -1)\) with the linearization coefficients

\[
c_i(\mu,r,t,\{m_r\},\alpha,\gamma) = (\gamma + 1)_\mu \frac{m_1 + \alpha}{m_1} \cdots \frac{m_r + \alpha}{m_r} \times F_\alpha^{(r+1)} \left( \frac{\gamma + \mu + 1; -m_1, \ldots, -m_r, -i}{\alpha + 1, \ldots, \alpha + 1, \gamma + 1} ; t, \ldots, t \right)
\]

(13)
where \( F_A^{(r+1)}(x_1, \ldots, x_r) \) denotes the following Lauricella function of type A of \( r + 1 \) variables and \( 2r + 3 \) parameters

\[
F_A^{(s)} \left( \begin{array}{c} a; b_1, \ldots, b_s \\ c_1, \ldots, c_s \\ \end{array} ; x_1, \ldots, x_s \right) = \sum_{j_1, \ldots, j_s=0}^{\infty} \frac{(a)_{j_1+\cdots+j_s}(b_1)_{j_1} \cdots (b_s)_{j_s} x_1^{j_1} \cdots x_s^{j_s}}{(c_1)_{j_1} \cdots (c_s)_{j_s} j_1! \cdots j_s!}. \tag{14}
\]

Finally, the orthogonality condition of the Laguerre polynomials \([70]\) allows us to find the wanted Eq. \((9)\) since the only term which survives in the infinite summation is the one with \( i = 0 \).

**Applications.** Let us now apply this theorem to the power, Krein-like, exponential and logarithmic moments of the Rakhmanov probability density \( \rho_n^{(L)}(x) \) of the Laguerre polynomials \( L_n^{(\alpha)}(x) \) given by

\[
\rho_n^{(L)}(x) = \omega_\alpha(x) \left| P_m^{(\alpha)}(x) \right|^2
\]

1. Power moments and Krein-like moments.

The power \( (x^s)_n \) and Krein-like \( \langle [\omega(x)]^k \rangle_n \) moments of the Laguerre polynomials are given by

\[
\langle x^s \rangle_n^{(L)} = \int_{\Delta} x^s \rho_n^{(L)}(x) \, dx = \mathcal{J}_{n,n}^{(L)}(s, \alpha, 1),
\]

\[
\langle [\omega(x)]^k \rangle_n^{(L)} = \int_{\Delta} [\omega(x)]^k \rho_n^{(L)}(x) \, dx = \mathcal{J}_{n,n}^{(L)}(0, \alpha, k + 1)
\]

respectively. From Eq. \((9)\) one has that

\[
\langle x^s \rangle_n^{(L)} = c_0 (\alpha + s, 2, n, 1, \alpha, 0),
\]

with

\[
c_0 (\alpha + s, 2, n, 1, \alpha, 0) = \Gamma(\alpha + s + 1) \left( \begin{array}{c} n + \alpha \\ n \end{array} \right)^2 F_A^{(2)} \left( \begin{array}{c} \alpha + s + 1; -n, -n \\ \alpha + 1, 1 \end{array} ; 1, 1 \right),
\tag{19}
\]

and

\[
\langle [\omega(x)]^k \rangle_n^{(L)} = (k + 1)^{-(k+1)\alpha-1} c_0 \left( k + 1 \alpha, 2, n, \frac{1}{k + 1}, \alpha, 0 \right)
\]

\[
\tag{20}
\]

with

\[
c_0 \left( k + 1 \alpha, 2, n, \frac{1}{k + 1}, \alpha, 0 \right) = \Gamma((k + 1)\alpha + 1) \left( \begin{array}{c} n + \alpha \\ n \end{array} \right)^2
\]

\[
\times F_A^{(2)} \left( \begin{array}{c} (k + 1)\alpha + 1; -n, -n \\ \alpha + 1, 1 \end{array} ; \frac{1}{k + 1}, \frac{1}{k + 1} \right),
\tag{21}
\]

for the power and the Krein-like moments, respectively, where \( F_A^{(2)} \equiv F_2 \) stands for the Appell hypergeometric series of two variables.

2. Other exponential and logarithmic functionals.

The logarithmic and exponential functionals of the Laguerre polynomials are defined as

\[
\langle (\log x)^k \rangle_n^{(L)} := \int_{\Delta} (\log x)^k \rho_n^{(L)}(x) \, dx = \left. \frac{d^k}{ds^k} \mathcal{J}_{n,n}^{(L)}(s, \alpha, 1) \right|_{s=0},
\tag{22}
\]
\[ \langle x^k e^{-\alpha x} \rangle_n^{(L)} := \int_\Delta x^k e^{-\alpha x} \rho_n^{(L)}(x) \, dx = \sum_{m=0}^{\infty} \frac{(-\alpha)^m}{m!} \mathcal{J}_{n,n}^{(L)}(k + m, \alpha, 1), \] (23)

and

\[ \langle \omega^k(x) \log \omega(x) \rangle_n^{(L)} := \int_\Delta \omega^{k+1}(x) \log \omega(x) \rho_n^{(L)}(x) \, dx = \frac{d}{dk} \mathcal{J}_{n,n}^{(L)}(0, \alpha, k + 1). \] (24)

From Eq. (24) one has that they are explicitly given by

\[ \langle (\log x)^k \rangle_n^{(L)} = \left. \frac{d^k}{ds^k} c_0(\alpha + s, 2, n, 1, \alpha, 0) \right|_{s=0} \] (25)

\[ \langle x^k e^{-\alpha x} \rangle_n^{(L)} = \sum_{m=0}^{\infty} \frac{(-\alpha)^m}{m!} c_0(\alpha + k + m, 2, n, 1, \alpha, 0) \] (26)

with

\[ c_0(\alpha + k + m, 2, n, 1, \alpha, 0) = \Gamma(\alpha + k + m + 1) \left( \frac{n + \alpha}{n} \right)^2 \times F_A^{(2)} \left( \begin{array}{c} \alpha + k + m + 1; -n, -n \\ \alpha + 1, \alpha + 1 \end{array} \right), \] (27)

and

\[ \langle \omega^k(x) \log \omega(x) \rangle_n^{(L)} = \mathcal{J}_{n,n}^{(L)}(0, \alpha, k + 1) \left\{ \frac{d}{dk} \log \left[ c_0 \left( (k + 1)\alpha, 2, n, 1, \frac{1}{k + 1}, \alpha, 0 \right) \right] \right. \\
- \left. \frac{1}{k + 1} - \alpha(1 + \log(1 + k)) \right\}. \] (28)

**B. Hermite polynomials**

In this case the method gives the following result:

**Theorem II.2.** Let \( H_m(x) \) denote the Hermite polynomials orthogonal with respect to the weight function \( \omega(x) = e^{-x^2} \) on \(( -\infty, \infty ) \) [66, 70]. Then, the generalized Krein-like functionals of the Hermite polynomials defined by

\[ \mathcal{J}_{\{m_r\}}^{(H)}(s, \beta) = \int_{-\infty}^{\infty} [\omega(x)]^\beta x^s H_{m_1}(x) \cdots H_{m_r}(x) \, dx, \quad s \in \mathbb{Z}_+ \] (29)

are given by

\[ \mathcal{J}_{\{m_r\}}^{(H)}(s, \beta) = \frac{\sqrt{\pi}}{\beta^{\frac{N+\nu}{2}}} \frac{(-1)^r \left( \frac{M-N}{2} \right)^r \Pi_{i=1}^{r} m_i!}{\Pi_{i=1}^{r} \left( \frac{m_i - \nu_i}{2} \right)} c_0 \left( s + N, 2, r, \left\{ m_r - \nu_r \right\} - \frac{1}{2}, \left\{ \nu_r - \frac{1}{2} \right\} \right), \] (30)

where \( M = m_1 + \ldots + m_r, N = \nu_1 + \ldots + \nu_r, \frac{s+N}{2} \in \mathbb{Z}_+, \nu = 0(1) \) for even(odd) degree of the Hermite polynomials and the coefficient \( c_0 \left( \frac{s+N}{2}, 2, r, \left\{ \frac{m_r - \nu_r}{2} \right\} - \frac{1}{2}, \left\{ \nu_r - \frac{1}{2} \right\} \right) \) is given by

\[ c_0 \left( \frac{s+N}{2}, 2, r, \left\{ m_r - \nu_r \right\}, \left\{ \nu_r - \frac{1}{2} \right\} \right) = \left( \frac{1}{2} \right)^{s+N} \prod_{i=1}^{r} \left( \frac{m_i + \nu_i - 1}{2} \right) \frac{m_i - \nu_i}{2} \times F_A^{(r)} \left( \begin{array}{c} \frac{s+N+1}{2}, \ldots, \frac{m_r + \nu_r - 1}{2} \\ \frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2} \end{array} \right). \] (31)
Proof. We first rewrite (29) as

$$J^{(H)}_{(m)}(s, \beta) = \int_{-\infty}^{\infty} e^{-\beta x^2} x^s H_{m_1}(x) \cdots H_{m_r}(x) \, dx,$$

$$= \beta^{-\frac{s}{2}} \frac{1}{\beta} \int_{-\infty}^{\infty} e^{-y^2} y^s H_{m_1}(\frac{y}{\sqrt{\beta}}) \cdots H_{m_r}(\frac{y}{\sqrt{\beta}}) \, dy.$$  \hspace{1cm} (32)

Then, we use the conversion formula (29)

$$H_{m_i}(x) = \frac{(-1)^{m_i-m_{t_i}} m_i!}{(\frac{1}{2})^{m_i+m_{t_i}}} x^{m_{t_i}} L_{m_i+m_{t_i}}^{(m_{t_i}-1)}(x^2),$$  \hspace{1cm} (33)

with \(n_i = 0(1)\) for even(odd) degree of the Hermite polynomials, which allow us to convert the Hermite-dependent kernel of Eq. \(33\) into the following Laguerre-dependent kernel:

$$y^s H_{m_1}(\frac{y}{\sqrt{\beta}}) \cdots H_{m_r}(\frac{y}{\sqrt{\beta}}) = \frac{(-1)^{\frac{s}{2}(M-N)} \prod_{i=1}^{r} m_i! \, y^{s+N} \beta^{\frac{N}{2}}}{\prod_{i=1}^{r} \left(\frac{1}{2}\right)^{m_i+m_{t_i}}} \times L_{m_{t_1}}^{(m_{t_1}-1/2)} \left(\frac{y^2}{\beta}\right) \cdots L_{m_{t_r}}^{(m_{t_r}-1/2)} \left(\frac{y^2}{\beta}\right).$$  \hspace{1cm} (34)

Then, using the Laguerre-linearization formula \(12\) we obtain

$$y^s H_{m_1}(\frac{y}{\sqrt{\beta}}) \cdots H_{m_r}(\frac{y}{\sqrt{\beta}}) = \frac{(-1)^{\frac{s}{2}(M-N)} \prod_{i=1}^{r} m_i! \, y^{s+N} \beta^{\frac{N}{2}}}{\prod_{i=1}^{r} \left(\frac{1}{2}\right)^{m_i+m_{t_i}}} \times \sum_{i=0}^{\infty} c_i \left(\frac{s+N}{2}, r, \frac{1}{2}, \frac{m_r-\nu_r}{2}, \frac{\nu_r-1/2}{2}, -1/2\right) H_{2i}(y)$$  \hspace{1cm} (35)

for \(\frac{s+N}{2} \in \mathbb{Z}_+\) and with coefficients

$$c_i \left(\frac{s+N}{2}, r, \frac{1}{2}, \frac{m_r-\nu_r}{2}, \frac{\nu_r-1/2}{2}, -1/2\right) = \left(\frac{1}{2}\right)^{\frac{s+N}{2}} \prod_{i=1}^{r} \left(\frac{m_{t_i}-\nu_{t_i}}{2}\right) \cdots \left(\frac{m_{t_r}-\nu_{t_r}}{2}\right) \times F_{A}^{(r+1)} \left(\frac{s+N}{2}, \cdots, \nu_r-1/2, 1; \frac{1}{2}, \cdots, \frac{1}{2}\right).$$  \hspace{1cm} (36)

where \(F_{A}^{(r+1)}(x_1, \ldots, x_r)\) denotes the Lauricella function of type A. Now, we take \(35\) into Eq. \(32\) obtaining

$$J^{(H)}_{(m)}(s, \beta) = \frac{(-1)^{\frac{s}{2}(M-N)} \prod_{i=1}^{r} m_i! \, y^{s+N} \beta^{\frac{N}{2}}}{\prod_{i=1}^{r} \left(\frac{1}{2}\right)^{m_i+m_{t_i}}} \times \sum_{i=0}^{\infty} c_i \left(\frac{s+N}{2}, r, \frac{1}{2}, \frac{m_r-\nu_r}{2}, \frac{\nu_r-1/2}{2}, -1/2\right)$$

$$\times \frac{1}{(-1)^{r/2} \beta^1} \int_{-\infty}^{\infty} e^{-y^2} \beta^{N/2} H_{2i}(y) \, dy.$$  \hspace{1cm} (37)

Using the orthogonality condition of the Hermite polynomials \(70\) one finally has the wanted expressions \(30\) and \(31\) of the theorem. \(\blacksquare\)

**Applications.** Let us now apply this theorem to the power, Krein-like, exponential and logarithmic moments of the Rakhmanov probability density \(\rho^{(H)}_n(x)\) of Hermite polynomials \(H_n(x)\) given by

$$\rho^{(H)}_n(x) = \omega(x) [H_m(x)]^2$$
1. Power moments and Krein-like moments.

The power and Krein-like moments of the Hermite polynomials are given by

\[ \langle x^s \rangle_n^{(H)} = \int_{\Delta} x^s \rho_n^{(H)}(x) \, dx = \mathcal{J}^{(H)}_{n,n}(s,1), \]

(38)

\[ \langle [\omega(x)]^k \rangle_n^{(H)} = \int_{\Delta} [\omega(x)]^k \rho_n^{(H)}(x) \, dx = \mathcal{J}^{(H)}_{n,n}(0,k+1) \]

(39)

respectively. From Eq. (30) one has that

\[ \langle x^s \rangle_n^{(H)} = \sqrt{n} \frac{(-1)^{\frac{N+N}{2}} (n!)^2}{\left(\frac{1}{2}\right)^{n+1} \left(\frac{1}{2}\right)^{n+2}} \]

\[ \times c_0 \left( \frac{s+N}{2}, 2, \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}, 1, \left\{ \frac{1}{2} - \nu_2 - \frac{1}{2} \right\} \right), \]

(40)

with \( N = \nu_1 + \nu_2 \),

\[ c_0 \left( \frac{s+N}{2}, 2, \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}, 1, \left\{ \frac{1}{2} - \nu_2 - \frac{1}{2} \right\} \right) = \left( \frac{1}{2} \right)^{\frac{s+N}{2}} \left( \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right) \]

\[ F_{\frac{1}{2}}^{(2)} \left( \frac{s+N+1}{2}; \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}; 1, 1 \right), \]

(41)

and

\[ \langle [\omega(x)]^k \rangle_n^{(H)} = \sqrt{n} \frac{(-1)^{\frac{N+N}{2}} (n!)^2}{\left(\frac{1}{2}\right)^{n+1} \left(\frac{1}{2}\right)^{n+2}} \]

\[ \times c_0 \left( \frac{N}{2}, 2, \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}, \frac{1}{k+1}, \left\{ \frac{1}{2} - \nu_2 - \frac{1}{2} \right\} \right) \]

(42)

with \( M = 2n \),

\[ c_0 \left( \frac{N}{2}, 2, \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}, \frac{1}{k+1}, \left\{ \frac{1}{2} - \nu_2 - \frac{1}{2} \right\} \right) = \left( \frac{1}{2} \right)^{\frac{N}{2}} \left( \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right) \]

\[ F_{\frac{1}{2}}^{(2)} \left( \frac{N+1}{2}; \left\{ \frac{n-\nu_1}{2}, \frac{n-\nu_2}{2} \right\}; \frac{1}{k+1}, \frac{1}{k+1} \right), \]

for the power and Krein-like moments, respectively.

2. Other exponential and logarithmic functionals.

The logarithmic and exponential functionals of the Hermite polynomials are defined as

\[ \langle (\log x)^k \rangle_n^{(H)} := \int_{\Delta} (\log x)^k \rho_n^{(H)}(x) \, dx = \left. \frac{d^k}{ds^k} \mathcal{J}^{(H)}_{n,n}(s,1) \right|_{s=0}, \]

(43)

\[ \langle x^k e^{-ax} \rangle_n^{(H)} := \int_{\Delta} x^k e^{-ax} \rho_n^{(H)}(x) \, dx = \sum_{m=0}^{\infty} \frac{(-a)^m}{m!} \mathcal{J}^{(H)}_{n,n}(k + m, 1), \]

(44)

and

\[ \langle \omega^k(x) \log \omega(x) \rangle_n^{(H)} := \int_{\Delta} \omega^k(x) \log \omega(x) \rho_n^{(H)}(x) \, dx = \frac{d}{dk} \mathcal{J}^{(H)}_{n,n}(0,k+1). \]

(45)
From Eq. (50) one has that they are explicitly given by

\[
\langle (\log x)^k \rangle_n^{(H)} = \sqrt{\pi} \frac{(-1)^{\frac{M-N}{2}} (n!)^2}{(\frac{1}{2})^{\frac{M}{2}+\frac{N}{2}} (\frac{1}{2})^{\frac{N}{2}}} \times \frac{d^k}{ds^k} c_0 \left( s + \frac{N}{2}, \frac{1}{2}, \left\{ \frac{n - \nu_1}{2}, \frac{n - \nu_2}{2} \right\}, 1, \left\{ \nu_1 - \frac{1}{2}, \nu_2 - \frac{1}{2} \right\} \right) \Bigg|_{s=0}. \tag{46}
\]

\[
\langle x^k e^{-\alpha x} \rangle_n^{(H)} = \sqrt{\pi} \frac{(-1)^{\frac{M-N}{2}} (n!)^2}{(\frac{1}{2})^{\frac{M}{2}+\frac{N}{2}} (\frac{1}{2})^{\frac{N}{2}}} \times \sum_{m=0}^{\infty} \frac{(-\alpha)^m}{m!} c_0 \left( \frac{k + m + N}{2}, \frac{1}{2}, \left\{ \frac{n - \nu_1}{2}, \frac{n - \nu_2}{2} \right\}, 1, \left\{ \nu_1 - \frac{1}{2}, \nu_2 - \frac{1}{2} \right\} \right) \tag{47}
\]

with

\[
c_0 \left( \frac{k + m + N}{2}, \frac{1}{2}, \left\{ \frac{n - \nu_1}{2}, \frac{n - \nu_2}{2} \right\}, 1, \left\{ \nu_1 - \frac{1}{2}, \nu_2 - \frac{1}{2} \right\} \right) = \left( \frac{1}{2} \right)^{\frac{N}{2}} P_{\alpha, \beta, \gamma}^{(2)} \left( \frac{k + m + N}{2}, -\frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}, 1, 1 \right), \tag{48}
\]

and

\[
\langle \omega^k(x) \log \omega(x) \rangle_n^{(H)} = J_n^{(H)}(0, k+1) \times \left\{ \frac{d}{dk} \log \left[ c_0 \left( \frac{N}{2}, \frac{1}{2}, \left\{ \frac{n - \nu_1}{2}, \frac{n - \nu_2}{2} \right\}, 1, \left\{ \nu_1 - \frac{1}{2}, \nu_2 - \frac{1}{2} \right\} \right) \right] - \frac{N + 1}{2(k+1)} \right\} . \tag{49}
\]

C. Jacobi polynomials

In this case the method gives the following result:

**Theorem II.3.** Let \( P_m^{(\alpha, \gamma)}(x) \) denote the Jacobi polynomials orthogonal with respect to the weight function \( \omega_{\alpha, \gamma}(x) = (1-x)^{\alpha}(1+x)^{\gamma} \) on \((-1, 1)\) \([68, 77]\). Then, the generalized Krein-like functionals of the Jacobi polynomials defined by

\[
J_{m, r}^{(J)}(s, \alpha, \gamma, \beta) = \int_{-1}^{1} [\omega_{\alpha, \gamma}(x)]^{\beta} x^s P_m^{(\alpha, \gamma)}(x) \ldots P_{m_{r}}^{(\alpha, \gamma)}(x) dx, \quad \alpha, \gamma > -\frac{1}{\beta}, \quad s \in \mathbb{Z}_+
\]

are given by

\[
J_{m, r}^{(J)}(s, \alpha, \gamma, \beta) = \frac{2^{\beta+1} \Gamma(\alpha + 1) \Gamma(\gamma + 1) \Gamma(\beta + 1)}{\Gamma(\beta + \gamma + 2)} c_0(s, r, \{m_r\}, \alpha, \gamma, \beta \alpha, \beta \gamma) \tag{51}
\]
with

\[
\begin{align*}
\tilde{c}_0(s, r, \{m_r\}, \alpha, \gamma, \beta, \alpha, \beta) &= (\beta + 1)_s \frac{(m_1 + \alpha) \cdots (m_r + \alpha)}{(m_1 \cdots m_r)} \cdot \frac{\beta(\alpha + \gamma) + 1}{(\beta(\alpha + \gamma) + 1)s+1} \\
\times &\sum_{j_1, \ldots, j_r = 0}^{m_1, \ldots, m_r} \frac{(\beta(\alpha + \gamma) + s + 2)_{j_1 + \cdots + j_r}}{(\beta(\alpha + \gamma) + \gamma + m + 1)_{j_1 + \cdots + j_r}} \\
\times &\frac{(-m_1)_{j_1}(m_1 + \alpha + \gamma + 1)_{j_1} \cdots (-m_r)_{j_r}(m_r + \alpha + \gamma + 1)_{j_r}}{(\alpha + 1)_{j_1} \cdots (\alpha + 1)_{j_r}} \frac{1}{j_1! \cdots j_r!} \\
= &\frac{(\beta + 1)_s (m_1 + \alpha) \cdots (m_r + \alpha)}{(m_1 \cdots m_r)} \cdot \frac{\beta(\alpha + \gamma) + 1}{(\beta(\alpha + \gamma) + 1)s+1} \\
\times &\frac{\beta(\alpha + \gamma) + s + 1: -m_1, \alpha + \gamma + m + 1; \ldots, -m_r, \alpha + \gamma + m + 1}{j_1! \cdots j_r!} \cdot (\alpha + 1; 1, \ldots, 1), \ s \in \mathbb{Z}_+.
\end{align*}
\]  

(52)

where \(F_{2:1;1;1}^{2:2;\ldots;2}(x_1, \ldots, x_r)\) denotes the \(r\)-variate Srivastava-Daoust function \([9]\) defined as

\[
\begin{align*}
F_{2:1;1;1}^{1:2;2;\ldots;2}(a_0^{(1)}: a_1^{(1)}, a_1^{(2)}; \ldots, a_r^{(1)}, a_r^{(2)}: x_1, \ldots, x_r) &= \\
= &\sum_{j_1, \ldots, j_r = 0}^{\infty} \frac{(a_0^{(1)}_{j_1} + \cdots + a_r^{(1)}_{j_r}) \cdots (a_0^{(2)}_{j_1} + \cdots + a_r^{(2)}_{j_r})}{(b_0^{(1)}_{j_1} + \cdots + b_r^{(1)}_{j_r}) \cdots (b_0^{(2)}_{j_1} + \cdots + b_r^{(2)}_{j_r}) j_1! \cdots j_r!} \times \\
&\cdot \frac{(1)_{j_1} \cdots (1)_{j_r}}{j_1! \cdots j_r!} \cdot \frac{(1)}{j_1! \cdots j_r!} \cdot \frac{(1)}{j_1! \cdots j_r!}
\end{align*}
\]  

(53)

Proof. To begin with, we write Eq. (50) more transparently as

\[
\mathcal{J}_{\{m_r\}}^{(J)}(s, \alpha, \gamma, \beta) = \int_{-1}^{1} (1 - x)^{\beta \alpha}(1 + x)^{\beta \gamma} x^s P_{m_1}^{(\alpha, \gamma)}(x) \cdots P_{m_r}^{(\alpha, \gamma)}(x) \ dx.
\]  

(54)

Then, to obtain Eq. (51), we linearize the kernel product \(x^\mu P_{m_1}^{(\alpha, \gamma)}(x) \cdots P_{m_r}^{(\alpha, \gamma)}(x)\) by using the method mentioned above, i.e.,

\[
x^\mu P_{m_1}^{(\alpha_1, \gamma_1)}(x) \cdots P_{m_r}^{(\alpha_r, \gamma_r)}(x) = \sum_{i=0}^{\infty} c_i(\mu, r, t, \{m_r\}, \{\alpha_r, \gamma_r\}, \epsilon, \delta) P_i^{(\epsilon; \delta)}(x)
\]  

(55)

with coefficients

\[
c_i(\mu, r, t, \{m_r\}, \{\alpha_r, \gamma_r\}, \epsilon, \delta) = (\epsilon + 1)_\mu \frac{(m_1 + \alpha_1) \cdots (m_r + \alpha_r)}{(m_1 \cdots m_r)} \cdot \frac{\epsilon + \delta + 2i + 1}{(\epsilon + \delta + i + 1)_{\mu+1}} \times \\
\times \sum_{j_1, \ldots, j_r = 0}^{m_1, \ldots, m_r} \frac{(\epsilon + \mu + 1)_{j_1 + \cdots + j_r}}{(\epsilon + \delta + i + \mu + 2)_{j_1 + \cdots + j_r}} 2F1(\epsilon + j_1 + \cdots + j_r + \mu + 1, -i; \epsilon + 1; 1) \\
\times \frac{(-m_1)_{j_1}(m_1 + \alpha_1 + \gamma_1 + 1)_{j_1} \cdots (-m_r)_{j_r}(m_r + \alpha_r + \gamma_r + 1)_{j_r}}{(\alpha_r + \gamma_r + 1)_{j_r}} \frac{1}{j_1! \cdots j_r!}, \mu \in \mathbb{R}_+.
\]  

(56)

Now, we use Eq. (55) with \(\alpha_1 = \ldots = \alpha_r = \alpha, \gamma_1 = \ldots = \gamma_r = \gamma, \mu = s, \ t = 1, \epsilon = \beta \alpha\) and \(\delta = \beta \gamma\) into Eq. (54) to obtain

\[
\mathcal{J}_{\{m_r\}}^{(J)}(s, \alpha, \gamma, \beta) = \sum_{i=0}^{s+m_1+\cdots+m_r} c_i(s, r, \{m_r\}, \alpha, \gamma, \beta, \alpha, \beta) \int_{-1}^{1} (1 - x)^{\beta \alpha}(1 + x)^{\beta \gamma} P_i^{(\beta \alpha; \beta \gamma)}(x) \ dx.
\]  

(57)

Finally, using the orthogonality property of the Jacobi polynomials \([70]\) and that \(2F1(\alpha, 0; c; 1) = 1\), Eq. (57) boils down to the wanted expressions (51)-(52) of the theorem. \(\Box\)
D. Power and Krein-like moments

**Applications.** Let us now apply this theorem to the power, Krein-like, exponential and logarithmic moments of the Rakhmanov probability density $\rho_n^{(J)}(x)$ of the Jacobi polynomials $P_n^{(\alpha,\gamma)}(x)$ given by

$$\rho_n^{(J)}(x) = \omega_{n,\gamma}(x) [P_m^{(\alpha,\gamma)}(x)]^2$$

1. Power and Krein-like moments.

The power and Krein-like moments of the Jacobi polynomials are given by

$$\langle x^s \rangle_n^{(J)} = \int_\Delta x^s \rho_n^{(J)}(x) \, dx = \mathcal{J}_{n,n}^{(J)}(s, \alpha, \gamma, 1),$$

$$\langle [\log x]^k \rangle_n^{(J)} = \int_\Delta [\log x]^k \rho_n^{(J)}(x) \, dx = \mathcal{J}_{n,n}^{(J)}(0, \alpha, \gamma, k + 1)$$

respectively. From Eq. (51) one has that

$$\langle x^s \rangle_n^{(J)} = \frac{2^{\alpha+\gamma+1} \Gamma(\alpha+1) \Gamma(\gamma+1)}{\Gamma(\alpha+\gamma+2)} \tilde{c}_0(s, 2, \alpha, \gamma, \alpha, \gamma)$$

with

$$\tilde{c}_0(s, 2, \alpha, \gamma, \alpha, \gamma) = (\alpha+1)_s \left( \frac{n+\alpha}{n} \right)^2 \frac{\alpha+\gamma+1}{(\alpha+\gamma+1)_{s+1}}$$

$$\times F_{1:2:2}^{1:1:1} \left( \begin{array}{c} \alpha + s + 1 : -n, \alpha + \gamma + n + 1; -n, \alpha + \gamma + n + 1 \\ \alpha + n + s + 2 : \alpha + 1; \alpha + 1 \end{array} \right)$$

$$\langle [\log x]^k \rangle_n^{(J)} = \frac{2^{(k+1)(\alpha+\gamma)+1} \Gamma(\alpha(k+1)+1) \Gamma(\gamma(k+1)+1)}{\Gamma((k+1)(\alpha+\gamma)+2)} \times \tilde{c}_0(0, 2, \alpha, \gamma, (k+1)\alpha, (k+1)\gamma)$$

with

$$\tilde{c}_0(0, 2, \alpha, \gamma, (k+1)\alpha, (k+1)\gamma) = \left( \frac{n+\alpha}{n} \right)^2$$

$$\times F_{1:2:2}^{1:1:1} \left( \begin{array}{c} (k+1)\alpha + 1 : -n, \alpha + \gamma + n + 1; -n, \alpha + \gamma + n + 1 \\ (k+1)(\alpha + \gamma) + 2 : \alpha + 1; \alpha + 1 \end{array} \right)$$

for the power and Krein-like moments, respectively.

2. Other exponential and logarithmic functionals.

The logarithmic and exponential functionals of the Laguerre polynomials are defined as

$$\langle [\log x]^k \rangle_n^{(J)} = \int_\Delta (\log x)^k \rho_n^{(J)}(x) \, dx = \frac{d^k}{ds^k} \mathcal{J}_{n,n}^{(J)}(s, \alpha, \gamma, 1) \bigg|_{s=0}$$

$$\langle x^k e^{-\alpha x} \rangle_n^{(J)} := \int_\Delta x^k e^{-\alpha x} \rho_n^{(J)}(x) \, dx = \sum_{m=0}^{\infty} \frac{(-\alpha)^m}{m!} \mathcal{J}_{n,n}^{(J)}(k + m, \alpha, \gamma, 1),$$

and

$$\langle \omega^k(x) \log \omega(x) \rangle_n^{(J)} := \int_\Delta \omega^{k+1}(x) \log \omega(x) \rho_n^{(J)}(x) \, dx = \frac{d}{dk} \mathcal{J}_{n,n}^{(J)}(0, \alpha, \gamma, k + 1).$$
From Eq. [51] one has that they are explicitly given by

$$\langle (\log x)^k \rangle_n^{(J)} = \frac{2^{\alpha+1} \Gamma(\alpha+1) \Gamma(\gamma+1)}{\Gamma(\alpha+\gamma+2)} \frac{d^k}{ds^k} \tilde{c}_0(s, 2, n, \alpha, \gamma, \alpha, \gamma) \bigg|_{s=0}$$

(67)

$$\langle x^k e^{-ax} \rangle_n^{(J)} = \frac{2^{\alpha+1} \Gamma(\alpha+1) \Gamma(\gamma+1)}{\Gamma(\alpha+\gamma+2)} \sum_{m=0}^{\infty} \frac{(-\alpha)^m}{m!} \tilde{c}_0(k+m, 2, n, \alpha, \gamma, \alpha, \gamma), \quad k + m \neq 0$$

(68)

with

$$\tilde{c}_0(k+m, 2, n, \alpha, \gamma, \alpha, \gamma) = (\alpha+1)_{k+m} \left(\begin{array}{c} n+\alpha \\ n \end{array}\right)^2 \frac{\alpha+\gamma+1}{(\alpha+\gamma+1)_{k+m+1}}$$

$$\times \int_{1:2:2}^{1:1:1} \left( \alpha + k + m + 1 : -n, \alpha + \gamma + n + 1; -n, \alpha + \gamma + n + 1 \right)$$

$$\alpha + \gamma + k + m + 2 : \alpha + 1; \alpha + 1$$

(69)

and

$$\langle \omega^k(x) \log \omega(x) \rangle_n^{(J)} = J_{n,n}^{(J)}(0, k+1) \left\{ \frac{d}{dk} \log [\tilde{c}_0(0, 2, n, \alpha, \gamma, (k+1)\alpha, (k+1)\gamma)] \right.$$  

$$\left. + \alpha H_{\alpha(k+1)} + \gamma H_{\gamma(k+1)} - (\alpha + \gamma)(H_{1+(k+1)(\alpha+\gamma)} - \log 2) \right\}.$$  

(70)

where $H_m$ denotes the harmonic numbers defined as $H_m = \sum_{i=1}^{m} \frac{1}{i}$.

### III. DIFFERENTIAL-EQUATION APPROACH TO KREIN-LIKE 2-FUNCTIONALS OF HOPS

In this section we describe a method to compute the standard Krein-like functionals $J_{m,n}(s, \beta)$, given by Eq. (2), i.e.

$$J_{m,n}(s, \beta) = \int_{a}^{b} [\omega(x)]^\beta x^s p_m(x) p_n(x) \, dx$$

(71)

where $\{p_n(x)\}$ represents a family of HOPs of degree $n$ on $[a, b]$ with respect to the weight function $\omega(x)$. This computation will be done by using the second-order hypergeometric differential equation of the involved HOPs, obtaining expressions for $J_{m,n}(s, \beta)$ directly in terms of the polynomial coefficients of the differential equation. Then, the utility of these general expressions is illustrated by applying them to the Laguerre, Hermite and Jacobi polynomials.

We start with the differential equation of the HOPs $\{p_n(x)\}$ which has the form

$$\sigma(x) p_n''(x) + \tau(x) p_n'(x) + \lambda p_n(x) = 0,$$

(72)

where $\sigma(x)$ and $\tau(x)$ are polynomials whose degree is not greater than 2 and 1, respectively, and $\lambda$ is a constant. These polynomial solutions satisfy the orthogonality condition

$$\int_{a}^{b} p_k(x)p_l(x) \rho(x) \, dx = h_{k\ell} \delta_{k,l}.$$  

(73)

The constant $h_n$ can be shown [69] as

$$h_n = (-1)^n n! a_n B_n \int_{a}^{b} (\sigma(x))^n \omega(x) \, dx,$$

(74)

where $a_n$ is the coefficient of the leading term in the explicit expression of $\{p_n(x)\}$ (namely, $p_n(x) = a_n x^n + b_n x^{n-1} + \ldots$) and $B_n$ is the normalization constant appearing in the Rodrigues’ formula

$$p_n(x) = \frac{B_n}{\omega(x)} \frac{d^n}{dx^n} [\sigma(x)]^n \omega(x)].$$

(75)
It is interesting to collect here the following relation between the constants \(a_n\) and \(B_n\) given by

\[
a_n = \frac{B_n}{\omega(x)} \frac{d^n}{dx^n}[(\sigma(x))^n \omega(x)].
\]  

(76)

To compute the wanted Krein functionals \(\mathcal{J}_{mjk}(\beta)\) we consider the linearization relation of the form

\[
x^s p_m(x) = \sum_{k=0}^{s+m} c_{msk} p_k(x),
\]

(77)

where in general the linearization coefficients \(c_{jmn}\) are given by

\[
c_{jmn} = (-1)^n B_n B_j m! \sum_{r=0}^{r_+} \frac{A_{rj}}{h_n (m - n + r)!} \int_a^b x^{m-n+r} (\sigma(x))^{n-r} \frac{d^{r-r}}{dx^{r-r}}[(\sigma(x))^j \rho(x)] \, dx,
\]

(78)

where \(r_+ = \min(n, j), r_- = \max(0, n - m)\), and the coefficients \(A_{mn}\) come up in the generalized Rodrigues' formula

\[
\frac{d^m}{dx^m} \omega(x) = \frac{A_{mn} B_n}{(\sigma(x))^{n} \rho(x)} \frac{d^{m-m}}{dx^{m-m}}[(\sigma(x))^{n} \omega(x)],
\]

(79)

with

\[
A_{mn} = (-1)^m \prod_{k=0}^{m-1} (\lambda_k - \lambda_k) = \frac{n!}{(n-m)!} \prod_{k=0}^{m-1} \left[ r' + \frac{1}{2} (n + k - 1) \sigma'' \right], \quad 1 \leq m \leq n
\]

(80)

Then, substituting (77) into (71) one has

\[
\mathcal{J}_{m,n}(s, \beta) = \sum_{k=0}^{s+m} c_{msk} \int_a^b [\omega(x)]^{\beta} p_k(x) p_n(x) \, dx,
\]

(81)

which, by a proper change of variable \(x \rightarrow y = ax, a = a(\beta)\), can be transformed as

\[
\mathcal{J}_{m,n}(s, \beta) = \sum_{k=0}^{s+m} c'_{msk} \int_a^b \omega(y) p_k(ay) p_n(ay) \, dy.
\]

(82)

Now, one uses the linearization relation of the corresponding orthogonal polynomials, i.e.,

\[
p_k(x) p_n(x) = \sum_{r=0}^{k+n} d(k, n, r) p_r(x),
\]

(83)

where in general the coefficients are given by

\[
d(n, m, r) = \gamma_n \gamma_m \gamma_r \frac{(-1)^r A_{r0}}{h_r} \sum_{j=0}^{j_+} \binom{r}{j} (-1)^j A_{n,j} \sum_{l=0}^{n-j} \binom{n-j}{l} (-1)^l A_{m,n+r-2j-l}
\]

\[
\times \int_a^b f_n(x) \frac{d^{n-n-r+2j+l}}{dx^{n-n-r+2j+l}} \left\{ \sigma^{2j+l-r}(x) \frac{d^l}{dx^l} (\sigma^{r-j}(x)) \right\} \, dx,
\]

(84)

with \(f_n(x) = \sigma^n(x) \omega(x)\), \(\gamma_i\) represents the coefficient associated to the \(n\)-th power of the hypergeometric-type polynomial \(i.e., \ p_n(x) = \gamma_n x^n + \cdots\). \(j_- = \max(0, r - m)\) and \(j_+ = \min(r, n)\). Then,

\[
\mathcal{J}_{m,n}(s, \beta) = \sum_{n=0}^{s+m} c'_{msk} \sum_{r=0}^{k+n} d(k, n, r) \int_a^b \omega(y) p_r(ay) \, dy,
\]

\[
\equiv \sum_{n=0}^{s+m} c'_{msk} \sum_{r=0}^{n+k} d(k, n, r) I_r(a)
\]

(85)
where the remaining integral, $I_{n}(a)$, can be solved straightforwardly for each specific family of polynomials. This expression formally gives the Krein-like functionals in terms of the linearization coefficients, $c_{m,n}$ and $d(k,n,r)$, which are respectively given by Eqs. (23) and (24) in terms of the coefficients $\sigma(x)$ and $\tau(x)$ of the differential equation satisfied by the hypergeometric polynomials involved.

Let us now use this method for generalized Krein-like integral functionals of the Laguerre, Hermite and Jacobi polynomials.

### A. Laguerre polynomials

**Theorem III.1.** Let $L^{(\alpha)}_{n}(x)$ denote the Laguerre polynomials orthogonal with respect to the weight function $\omega_{\alpha}(x) = x^{\alpha}e^{-x}$ on $(0, \infty)$ [69, 70]. Then, we found that the Krein-like functionals of Laguerre polynomials $L^{(\alpha)}_{n}(x)$ defined as

$$\mathcal{J}^{(L)}_{m,n}(s, \alpha, \beta) := \int_{0}^{\infty} x^{s}|\omega_{\alpha}(x)|^{\beta} L^{(\alpha)}_{m}(x)L^{(\alpha)}_{n}(x) \, dx, \quad \alpha > -\frac{s+1}{\beta}, \quad s \in \mathbb{R}_{+}$$

(86)

are given by

$$\mathcal{J}^{(L)}_{m,n} = \frac{1}{\beta^{\alpha+1}} \sum_{j=0}^{m+\gamma} c_{m,\gamma} \sum_{k=0}^{j+n} d(j, n, k) \frac{\Gamma(\alpha+1)(\alpha+1)k}{k!} \left(\frac{\beta-1}{\beta}\right)^{k},$$

(87)

where

$$c_{m,\gamma} = \frac{(-1)^{j+m+\gamma}\Gamma(\gamma+1)}{\Gamma(j+\alpha+1)} \sum_{l=\max(0,j-\gamma)}^{\min(j,m)} \frac{\Gamma(j)}{(j-l)!(m-l)!(\gamma-j+l)!l!(l-m+\gamma+1)}$$

(88)

$$d(j, n, k) = \frac{(-1)^{j+n}}{j!n!} \sum_{i=n+1}^{j+n} \left(\begin{array}{l} j \\ n \\ k-i \\ r \\
\end{array}\right) \left(\begin{array}{c} j-i \\ k \\
\end{array}\right) \frac{k!}{r!} (-1)^{r}$$

(89)

with $\gamma = s + \alpha(\beta - 1)$, $i_{\gamma} = \max(0, k-n)$, $i_{\gamma} = \min(k, j)$ and $r_{\gamma} = \min(j-i, n+i-k)$.

**Proof.** We begin from (24) and perform the change of variable $y = \beta x$ to obtain

$$\mathcal{J}^{(L)}_{m,n} = \frac{1}{\beta^{s+\alpha+\beta+1}} \int_{0}^{\infty} y^{s+\alpha+\beta-\alpha} \gamma \, e^{-y} L^{(\alpha)}_{m}(\frac{y}{\beta}) L^{(\alpha)}_{n}(\frac{y}{\beta}) \, dy,$$

(90)

with a slight modification needed to apply the expansion (77) one has

$$\mathcal{J}^{(L)}_{m,n} = \frac{1}{\beta^{s+\alpha+\beta+1}} \int_{0}^{\infty} y^{s+\alpha} \gamma \, e^{-y} L^{(\alpha)}_{m}(\frac{y}{\beta}) L^{(\alpha)}_{n}(\frac{y}{\beta}) \, dy$$

(91)

so that

$$z^{\gamma} L^{(\alpha)}_{m}(z) = \sum_{j=0}^{\gamma+m} c_{m,\gamma} L^{(\alpha)}_{j}(z),$$

(92)

with $\gamma = s + \alpha(\beta - 1)$. The linearization coefficients $c_{m,\gamma}$ can be obtained directly from (78), obtaining the values given by (88). Then, substituting (92) into (91) one has

$$\mathcal{J}^{(L)}_{m,n} = \frac{1}{\beta^{s+\alpha+\beta+1}} \sum_{j=0}^{m+\gamma} c_{m,\gamma} \int_{0}^{\infty} L^{(\alpha)}_{j}(\frac{y}{\beta}) L^{(\alpha)}_{n}(\frac{y}{\beta}) y^{\gamma} e^{-y} \, dy.$$  

(93)
Now, we use the linearization relation for the product of two Laguerre polynomials whose coefficients have been obtained following the method previously described [12], i.e.,

$$L_n^{(\alpha)}(x)L_m^{(\beta)}(x) = \sum_{k=0}^{n+m} d(n, m, k) L_k^{(\delta)}(x), \quad (94)$$

with

$$d(n, m, k) = \frac{(-1)^{n+m}}{mn!} \sum_{j=k}^{j+m} \binom{n}{j} \binom{m}{k-j} \sum_{r=0}^{r+s} \binom{n-j}{r} \binom{m+k-r}{s} r!$$

$$\times (k + \delta + 1) r (\delta - \alpha + k - n + r + 1) \eta^{-r} (\delta - \beta + k + m + r + 1)^m + 1 - k - r (1)$$

Then, we obtain

$$\mathcal{J}_{m, n}^{(L)} = \frac{1}{\beta^{\alpha+1}} \sum_{j=0}^{j+\gamma} \sum_{k=0}^{k+n} c_{\gamma+j} d(j, n, k) \int_0^\infty L_k^{(\delta)} \left( \frac{y}{\beta} \right) y^\alpha e^{-y} dy$$

which, for $\delta = \alpha$ and taking into account that $L_0^{(\alpha)}(y/\beta) = 1$, can also be written as

$$\mathcal{J}_{m, n}^{(L)} = \frac{1}{\beta^{\alpha+1}} \sum_{j=0}^{j+\gamma} \sum_{k=0}^{k+n} c_{\gamma+j} d(j, n, k) \int_0^\infty L_k^{(\delta)} \left( \frac{y}{\beta} \right) L_0^{(\alpha)} \left( \frac{y}{\beta} \right) y^\alpha e^{-y} dy,$$

which allows as to use the following integral [71]

$$\int_0^\infty L_k^{(\delta)} \left( \frac{y}{\beta} \right) L_n^{(\alpha)} \left( \frac{y}{\beta} \right) y^\alpha e^{-y} dy = \frac{\Gamma(\alpha + 1)(\alpha + 1)k(\alpha + 1)}{k!n!} \times \sum_{i=0}^{k} \frac{(-k)!(-n)!\beta^{l-i}}{(\alpha + 1)!l!}.$$ (98)

Indeed, this integral get simplified when $n = 0$, i.e.,

$$\int_0^\infty L_k^{(\delta)} \left( \frac{y}{\beta} \right) L_0^{(\alpha)} \left( \frac{y}{\beta} \right) y^\alpha e^{-y} dy = \frac{\Gamma(\alpha + 1)(\alpha + 1)k}{k!} \left( \frac{\beta - 1}{\beta} \right)^k,$$ (99)

and substituting (99) into (97) one finally has

$$\mathcal{J}_{m, n}^{(L)} = \frac{1}{\beta^{\alpha+1}} \sum_{j=0}^{j+\gamma} \sum_{k=0}^{k+n} c_{\gamma+j} d(j, n, k) \Gamma(\alpha + 1)(\alpha + 1)k \frac{(-k)!}{k!} \sum_{l=0}^{k} \frac{(-k)!(-n)!\beta^{l-i}}{(\alpha + 1)!l!} \times \sum_{i=0}^{k} \frac{(-k)!(-n)!\beta^{l-i}}{(\alpha + 1)!l!}.$$ (100)

□

B. Hermite polynomials

**Theorem III.2.** Let $H_n(x)$ denote the Hermite polynomials orthogonal with respect to the weight function $\omega(x) = e^{-x^2}$ on $(-\infty, \infty)$. Then, the (standard) Krein-like functionals of the Hermite polynomials defined by

$$\mathcal{J}_{m, n}^{(H)}(s, \beta) := \int_{-\infty}^\infty x^s (\omega^{(H)}(x))^{\beta} H_m(x) H_n(x) dx; \quad s \in \mathbb{Z}_+$$

(101)
are given by
\[
\mathcal{J}^{(H)}_{m,n} = \frac{1}{\sqrt{\beta}} \sum_{j=0}^{m+s} c_{msj} \sum_{k=0}^{\min(J,n)} \binom{J}{k} \binom{n}{k} 2^{-2j-k+m+n+s} \pi^k k! \frac{\beta - 1}{\beta} \frac{2^{(j+k)+m+n+s}}{\Gamma\left(1+2(j+k)-(m+n)-s\right)} ,
\]
(102)
with \( J = m + s - 2j \) and where
\[
c_{msj} = \frac{2^{m-s}m!}{(m+s-2j)!} \sum_{k=\max(0,m-2j)}^{\min(m+s-2j,m)} \binom{m+s-2j}{k} \frac{1}{2^k(m-k)!(k+j-m)!}
\]
(103)

**Proof.** We start by doing the change of variable \( y = \sqrt{\beta} x \) in (108), obtaining
\[
\mathcal{J}^{(H)}_{m,n} = \frac{1}{\sqrt{\beta}} \int_{-\infty}^{\infty} y^s e^{-y^2} H_m \left( \frac{y}{\sqrt{\beta}} \right) H_n \left( \frac{y}{\sqrt{\beta}} \right) dy .
\]
(104)
In order to have an expansion of the type (77), we slightly rewrite the integral as
\[
\mathcal{J}^{(H)}_{m,n} = \frac{1}{\sqrt{\beta}} \int_{-\infty}^{\infty} \left( \frac{y}{\sqrt{\beta}} \right)^s e^{-y^2} H_m \left( \frac{y}{\sqrt{\beta}} \right) H_n \left( \frac{y}{\sqrt{\beta}} \right) dy
\]
(105)
so as to have
\[
z^s H_m(z) = \sum_{j=0}^{m+s} c_{msj} H_{m+s-2j}(z),
\]
(106)
The linearization coefficients \( c_{msj} \) can be obtained directly from (128), with the corresponding values given by (103). Thus, the integral turns out to be
\[
\mathcal{J}^{(H)}_{m,n} = \frac{1}{\sqrt{\beta}} \sum_{j=0}^{m+s} c_{msj} \int_{-\infty}^{\infty} H_{m+s-2j} \left( \frac{y}{\sqrt{\beta}} \right) H_n \left( \frac{y}{\sqrt{\beta}} \right) e^{-y^2} dy .
\]
(107)
Now, we apply the linearization formula for the product of two Hermite polynomials whose coefficients are obtained again following the procedure described above [11]
\[
H_J \left( \frac{y}{\sqrt{\beta}} \right) H_n \left( \frac{y}{\sqrt{\beta}} \right) = \sum_{k=0}^{\min(J,n)} \binom{J}{k} \binom{n}{k} 2^k k! H_{J+n-2k} \left( \frac{y}{\sqrt{\beta}} \right)
\]
(108)
with \( J = m + s - 2j \) to have
\[
\mathcal{J}^{(H)}_{m,n} = \frac{1}{\sqrt{\beta}} \sum_{j=0}^{m+s} c_{msj} \sum_{k=0}^{\min(J,n)} \binom{J}{k} \binom{n}{k} 2^k k! \int_{-\infty}^{\infty} H_{J+n-2k} \left( \frac{y}{\sqrt{\beta}} \right) e^{-y^2} dy
\]
(109)
where the integral is given by (71)
\[
\int_{-\infty}^{\infty} H_{J+n-2k} \left( \frac{y}{\sqrt{\beta}} \right) e^{-y^2} dy = \frac{2^{-2j-2k+m+n+s} \pi^k k!}{\Gamma\left(1+2(j+k)-(m+n)-s\right)} \left( \frac{\beta - 1}{\beta} \right)^{2(j+k)+m+n+s} .
\]
(110)
Thus, taking (110) into (109) one has the wanted (102) of theorem. □
C. Jacobi polynomials

**Theorem III.3.** Let \( P_m^{(\alpha,\gamma)}(x) \) denote the Jacobi polynomials orthogonal with respect to the weight function \( \omega_{\alpha,\gamma}(x) = (1-x)^\alpha(1+x)^\gamma \) on \((-1, 1)\). Then, the (standard) Krein-like functionals of the Jacobi polynomials defined by

\[
\mathcal{J}_{m,n}^{(P)}(s, \alpha, \gamma, \beta) := \int_{-1}^{1} x^s [\omega_{\alpha,\gamma}(x)]^\beta P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) \, dx, \quad s \in \mathbb{Z}_+
\]

can be expressed as

\[
\mathcal{J}_{m,n}^{(P)} = \sum_{k=0}^{n} \sum_{j=0}^{m} \sum_{i=0}^{k+s} A_k(\alpha, \gamma) A_j(\alpha, \gamma) c_{ksi} \frac{2^{\Lambda+\Delta+1} \Gamma(\Lambda+j+1) \Gamma(\Delta+j+1)}{j! \Gamma(\Lambda+\Delta+2j+1) \Gamma(\Lambda+\Delta+j+1)} \delta_{ij},
\]

where

\[
A_i(\alpha, \gamma) = \frac{(-1)^{i-k}(\Delta+2k+\Lambda+1) \Gamma(i+\gamma+1) \Gamma(i+\Lambda+1) \Gamma(k+\Delta+\Lambda+1) \Gamma(i+k+\alpha+\gamma+1)}{(i-k)! \Gamma(k+\gamma+1) \Gamma(k+\Lambda+1) \Gamma(i+\alpha+\gamma+1) \Gamma(i+k+\Delta+\Lambda+2)}
\times \sum_{r=0}^{i-k} \frac{\Gamma(i+k-r+\Lambda+\Delta+1)}{\Gamma(k+r+\Lambda+\Delta+2)} \Gamma(2i+k-r+\Lambda+\Delta+2)
\times \sum_{l=0}^{k-i} \frac{\Gamma(i+k-l+1)}{\Gamma(k+\Lambda-l+1) \Gamma(i+\Delta+l+1)} \Gamma(r+\Delta+l+1)
\times 2F_1(i-s-r, i+\Delta+l+1; 2i+k-r+\Lambda+\Delta+2; 2).
\]

with \( \Lambda = \alpha \beta, \; \Delta = \gamma \beta, \; r_+ = \min(i, k) \) and \( r_- = \max(0, i-s) \).

**Proof.** We start from \( (130) \)

\[
\mathcal{J}_{m,n}^{(P)} = \int_{-1}^{1} x^s (1-x)^{\alpha \beta} (1+x)^{\gamma \beta} P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) \, dx
\]

and consider the expansion of the Jacobi polynomials in terms of the parameters, i.e.,

\[
P_i^{(\alpha,\gamma)}(x) = \sum_{k=0}^{i} \frac{(-1)^{i-k}(\Delta+2k+\Lambda+1) \Gamma(i+\gamma+1) \Gamma(i+\Lambda+1) \Gamma(k+\Delta+\Lambda+1) \Gamma(i+k+\alpha+\gamma+1)}{(i-k)! \Gamma(k+\gamma+1) \Gamma(k+\Lambda+1) \Gamma(i+\alpha+\gamma+1) \Gamma(i+k+\Delta+\Lambda+2)}
\times \sum_{r=0}^{i-k} \frac{\Gamma(i+k-r+\Lambda+\Delta+1)}{\Gamma(k+r+\Lambda+\Delta+2)} \Gamma(2i+k-r+\Lambda+\Delta+2)
\times \sum_{l=0}^{k-i} \frac{\Gamma(i+k-l+1)}{\Gamma(k+\Lambda-l+1) \Gamma(i+\Delta+l+1)} \Gamma(r+\Delta+l+1)
\times \sum_{j=0}^{n} \sum_{k=0}^{m} A_k(\alpha, \gamma) A_j(\alpha, \gamma) \mathcal{J}_{m,n}^{(P)}(s, \alpha, \gamma, \beta)
\times (1-x)^{\alpha \beta} (1+x)^{\gamma \beta} P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x).
\]

Then, \( (131) \) turns out to be

\[
\mathcal{J}_{m,n}^{(P)} = \sum_{k=0}^{n} \sum_{j=0}^{m} A_k(\alpha, \gamma) A_j(\alpha, \gamma) \mathcal{J}_{m,n}^{(P)}(s, \alpha, \gamma, \beta)
\times (1-x)^{\alpha \beta} (1+x)^{\gamma \beta} P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x)
\]

with \( \Lambda = \alpha \beta, \; \Delta = \gamma \beta \). Thus, we use the following expansion of \( (77) \)-type

\[
x^s P_k^{(\Lambda,\Delta)}(x) = \sum_{i=0}^{k+s} c_{ksi} P_k^{(\Lambda,\Delta)}(x)
\]

(The linearization coefficients \( c_{ksi} \) can be obtained directly from \( (78) \), with the values given by \( (114) \) ) to obtain

\[
\mathcal{J}_{m,n}^{(P)} = \sum_{k=0}^{n} \sum_{j=0}^{m} A_k(\alpha, \gamma) A_j(\alpha, \gamma) \sum_{i=0}^{k+s} c_{ksi} \int_{-1}^{1} P_i^{(\Lambda,\Delta)}(x) P_j^{(\Lambda,\Delta)}(x)(1-x)^{\alpha} (1+x)^{\beta} \, dx
\]

\[
\mathcal{J}_{m,n}^{(P)} = \sum_{k=0}^{n} \sum_{j=0}^{m} A_k(\alpha, \gamma) A_j(\alpha, \gamma) \sum_{i=0}^{k+s} c_{ksi} \int_{-1}^{1} P_i^{(\Lambda,\Delta)}(x) P_j^{(\Lambda,\Delta)}(x)(1-x)^{\alpha} (1+x)^{\beta} \, dx
\]
where clearly the integral is the orthogonality relation of the Jacobi polynomials
\[
\int_{-1}^{1} P_i^{(\lambda,\Delta)}(x) P_j^{(\lambda,\Delta)}(x) (1-x)^\lambda (1+x)^\Delta \, dx = \frac{2^{\lambda+\Delta+1} \Gamma(\lambda+j+1) \Gamma(\Delta+j+1)}{j! (\lambda+\Delta+2j+1) \Gamma(\lambda+\Delta+j+1)} \delta_{i,j}.
\]

Now, by taking (120) into (119) one finally has the wanted expression (112) of the theorem, where the coefficients \(A_i(\alpha, \gamma)\) are given in (113).

\[\Box\]

IV. ALGEBRAIC APPROACH TO KREIN-LIKE 2-FUNCTIONALS OF HOPS

In this section we compute the functionals \(\mathcal{J}_{m,n}(s,\beta)\), given by Eq. (2), for the Laguerre, Hermite and Jacobi polynomials by means of various characterizations of these HOPs, obtaining explicit expressions in terms of the degrees and the characteristic parameters of the associated weight functions. Then, these expressions are applied for the evaluation of the moments of power, Krein-like and logarithmic types.

A. Laguerre polynomials

**Theorem IV.1.** Let \(L_m^{(\alpha)}(x)\) denote the Laguerre polynomials orthogonal with respect to the weight function \(\omega(x) = x^a e^{-x}\) on \((0, \infty)\). Then, the (standard) Krein-like functionals of the Laguerre polynomials defined by
\[
\mathcal{J}_{m,n}^{(L)}(s,\alpha,\beta) := \int_0^\infty x^s L_m^{(\alpha)}(x) L_n^{(\alpha)}(x) \, dx, \quad \alpha > -\frac{s+1}{\beta}, \quad s \in \mathbb{R}_+
\]
are given by
\[
\mathcal{J}_{m,n}^{(L)}(s,\alpha,\beta) = (-2)^{n+m} \beta^{-1-s-\alpha \beta} \sum_{k=\max(\alpha, n-m)}^{n+m} \frac{(-1)^k k!}{2^k (m+n-k)!} \sum_{j=\max(0, n-k, m-k)}^{\left[\frac{n+m+1}{2}\right]} \frac{(k-m-n)_j (k-m-n+1)_j (\alpha+k+1)_j}{j! \Gamma(k-n+1+j) \Gamma(k-m+1+j)}
\times \sum_{t=0}^{k} \frac{(-1)^t (k+\alpha)}{t! (k-t)!} \beta^{-t} \Gamma(\alpha + s + 1)
\]
\[
= (-2)^{n+m} \beta^{-1-s-\alpha \beta} \Gamma(\alpha + s + 1) \sum_{k=\max(\alpha, n-m)}^{n+m} \frac{(-1)^k k! \Gamma(\alpha + k + 1) \, _2F_1(-k, \alpha + s + 1; \alpha + 1; 1/\beta)}{2^k (m+n-k)!}
\times \sum_{j=\max(0, n-k, m-k)}^{\left[\frac{n+m+1}{2}\right]} \frac{(k-m-n)_j (k-m-n+1)_j (\alpha+k+1)_j}{j! \Gamma(k-n+1+j) \Gamma(k-m+1+j)}
\]  
\[\text{In case that } m = n, \text{ this expression reduces to}
\]
\[
\mathcal{J}_{n,n}^{(L)}(s,\alpha,\beta) = 2^{2n} \beta^{-1-s-\alpha \beta} \sum_{k=0}^{n} \frac{(-1)^k k! \Gamma(\alpha + k + 1) \, _2F_1(-k, \alpha + s + 1; \alpha + 1; 1/\beta)}{2^k (2n-k)!}
\times \sum_{j=\max(0, n-k)}^{\left[\frac{n-k+1}{2}\right]} \frac{(\frac{k}{2} - n)_j (\frac{k+1}{2} - n)_j (k+\alpha+1)_j}{j! \Gamma^2(k-n+1+j)}
\]
\[
= 2^{2n} \beta^{-1-s-\alpha \beta} \Gamma(\alpha + s + 1) \sum_{k=0}^{n} \frac{(-1)^k k! \Gamma(\alpha + k + 1) \, _2F_1(-k, \alpha + s + 1; \alpha + 1; 1/\beta)}{2^k (2n-k)!}
\times \sum_{j=\max(0, n-k)}^{\left[\frac{n-k+1}{2}\right]} \frac{(\frac{k}{2} - n)_j (\frac{k+1}{2} - n)_j (k+\alpha+1)_j}{j! \Gamma^2(k-n+1+j)}.
\]
Proof. The keys to establish this result are the explicit expression of classical Laguerre polynomials \[70\] and the linearization formula for the product of the Laguerre orthogonal polynomials \[10, 12\]. These formulae are

\[
L_n^{(\alpha)}(x) = \sum_{i=0}^{n} \frac{(-1)^i}{i!} \left( \frac{n + \alpha}{n - i} \right) x^i,
\]

\[
L_n^{(\alpha)}(x)L_m^{(\alpha)}(x) = (-2)^{n+m} \sum_{k=|n-m|}^{n+m} \frac{(-1)^{k}k!}{2^{k}(m+n-k)!} \times \sum_{j=\max\{0,n-k,m-k\}}^{\frac{m+n-k+1}{2}} \left( \frac{k-m-n}{2} \right)_{j} \left( \frac{k-m-n+1}{2} \right)_{j} (\alpha + k + 1)_{j} L_{n-k}^{(\alpha)}(x).
\]

It only remains to combine the above expressions adequately and use the following integral

\[
\int_{0}^{\infty} x^{n+\alpha\beta} e^{-\beta x} dx = \frac{\Gamma(n + \alpha\beta + 1)}{\beta^{n+1+\alpha\beta}}.
\]

Then, after some computations, we obtain the result for \(J_{m,n}^{(L)}(s, \beta)\).

\[ \square \]

Applications. Let us now apply this theorem to compute the power, Krein-like and logarithmic moments of the Rakhmanov probability density \(\rho_{n}^{(L)}(x)\) of the Laguerre polynomials \(L_{n}^{(\alpha)}(x)\).

1. Power moments. From \[122\], with \(m = n\) and \(\beta = 1\), one obtains the analytical expression of the corresponding power moments of the Laguerre polynomials as

\[
\langle x^n \rangle_n^{(L)} = J_{n,n}^{(L)}(s, \alpha, 1) = 2^{2n} \frac{\Gamma(\alpha + s + 1)}{\Gamma(\alpha + 1)} \sum_{k=0}^{2n} \left\{ \frac{(-1)^k \Gamma(\alpha + k + 1)_{2} F_{1}(-k, \alpha + s + 1; \alpha + 1; 1)}{2^k (2n-k)!} \times \sum_{j=\max\{0,n-k\}}^{\frac{n-k+1}{2}} \left( \frac{k-n}{2} \right)_{j} \left( \frac{k+1}{2} - n \right)_{j} (\alpha + k + 1)_{j} \right\}.
\]

(124)

2. Krein-like moments. The Krein-like moments of Laguerre polynomials, obtained from \[122\] by making \(m = n\), \(s = 0\) and \(\beta = k + 1\), are given by

\[
\langle [\omega(x)]^k \rangle_n^{(L)} = J_{n,n}^{(L)}(0, \alpha, k+1) = \frac{2^{2n} \Gamma(\alpha(k+1)+1)}{(k+1)^{\alpha(k+1)+1} \Gamma(\alpha + 1)} \sum_{i=0}^{2n} \left\{ \frac{(-1)^i \Gamma(\alpha + i + 1)_{2} F_{1}(-i, \alpha(k+1) + 1; \alpha + 1; 1)}{2^i (2n-i)!} \times \sum_{j=\max\{0,n-i\}}^{\frac{n-i+1}{2}} \left( \frac{i-n}{2} \right)_{j} \left( \frac{i+1}{2} - n \right)_{j} (\alpha + i + 1)_{j} \right\}.
\]

(125)

3. Logarithmic moments. The logarithmic moments of the Laguerre polynomials are obtained from the power moments as

\[
\langle \log x \rangle_n^{(L)} = \left. \frac{d^k}{ds^k} \langle x^s \rangle_n^{(L)} \right|_{s=0}.
\]

(126)

An example

An advantage of this analytical expression is that it is very efficient computationally when we want to calculate the exact value of the integral. For example, choosing \(\alpha = 4\), we compute easily

\[
J_{7,15}^{(L)}(2, 3) = \int_{0}^{\infty} x^2 [\omega_4^{(L)}(x)]^3 L_4^{(4)}(x)L_{15}^{(4)}(x) dx = \frac{10908801561641984000}{6863037736483} \approx 158950.0448707123773.
\]

(127)
Then, applying (131) and (132), we get

The explicit expression of Hermite polynomials is (see [70])

Proof. We have the following analytical expression

where \( a \) denotes the greatest integer in \( a \). We also need the well–known linearization formula for the product of the Hermite orthogonal polynomials (see, for example, [10, 12])

\[
H_m(x)H_n(x) = \sum_{k=0}^{\min(m,n)} \binom{m}{k} \binom{n}{k} 2^k k! H_{m+n-2k}(x).
\] (132)

Then, applying (131) and (132), we get

\[
\mathcal{J}^{(H)}_{m,n}(s, \beta) = \sum_{k=0}^{\min(m,n)} \binom{m}{k} \binom{n}{k} 2^k k! \int_{-\infty}^{\infty} x^s [\omega^{(H)}(x)]^\beta H_m(x)H_n(x) \, dx.
\]

\[
= \sum_{k=0}^{\min(m,n)} \binom{m}{k} \binom{n}{k} 2^k k! \int_{-\infty}^{\infty} x^s [\omega^{(H)}(x)]^\beta H_{m+n-2k}(x) \, dx.
\]

\[
\times \int_{-\infty}^{\infty} x^{m+n+s-2(k+j)} e^{-\beta x^2} \, dx.
\]

The computations have been made with Mathematica® version 11. The mean timing was 0.00178125 seconds over 1000 trials. The straight evaluation of this integral using Mathematica® needs 0.209031 seconds over the same number of trials. The timing according to Mathematica® reports CPU time used, in this case with a standard computer. Moreover, the mean absolute time over 1000 trials, i.e. the total time to do the computation averaged over 1000 trials, was 0.0025197 using (122) and 0.215385 seconds using straight evaluation of the integral via Mathematica®. In this example, (122) was more than a hundred times faster than the evaluation of the integral via this software.

**B. Hermite polynomials**

**Theorem IV.2.** Let \( H_m(x) \) denote the Hermite polynomials orthogonal with respect to the weight function \( \omega(x) = e^{-x^2} \) on \((-\infty, \infty)\). Then, the (standard) Krein-like functionals of the Hermite polynomials defined by

\[
\mathcal{J}^{(H)}_{m,n}(s, \beta) := \int_{-\infty}^{\infty} x^s [\omega^{(H)}(x)]^\beta H_m(x)H_n(x) \, dx, \quad s \in \mathbb{Z}_+
\] (128)

have the following analytical expression

\[
\mathcal{J}^{(H)}_{m,n}(s, \beta) = \frac{2^{m+n}}{\beta^{(m+n+s+1)/2}} \sum_{k=0}^{\min(m,n)} \binom{m}{k} \binom{n}{k} k! \left( \frac{\beta}{2} \right)^k \Gamma(1/2 - k + (m + n + s)/2) \times 2F_1 \left( k - m + n; \frac{1}{2} + k - m + n; \frac{1}{2} + k - m + n + s; \beta \right)
\] (129)

if \( m + n + s \) even and 0 if \( m + n + s \) odd. In the case \( m = n \) this expression reduces to

\[
\mathcal{J}^{(H)}_{n,n}(s, \beta) = \frac{2^{2n}}{\beta^{n+(s+1)/2}} \sum_{k=0}^{n} \binom{n}{k} 2^k k! \left( \frac{\beta}{2} \right)^k \Gamma(1/2 - k + n + s/2) \times 2F_1 \left( k - n; \frac{1}{2} - k - n; \frac{1}{2} + k - n - \frac{s}{2}; \beta \right)
\] (130)

if \( m + n + s \) even and 0 if \( m + n + s \) odd.

Proof. The explicit expression of Hermite polynomials is (see [70])

\[
H_n(x) = \sum_{k=0}^{[n/2]} \frac{(-1)^k n!}{k!(n-2k)!} (2x)^{n-2k},
\] (131)

where \([a]\) denotes the greatest integer in \( a \). We also need the well–known linearization formula for the product of the Hermite orthogonal polynomials (see, for example, [10, 12])

\[
H_m(x)H_n(x) = \sum_{k=0}^{\min(m,n)} \binom{m}{k} \binom{n}{k} 2^k k! H_{m+n-2k}(x).
\] (132)

Obviously, the above integral is 0 when \( m + n + s \) is odd. Taking into account the following integral

\[
\int_{-\infty}^{\infty} x^{2n} e^{-\beta x^2} \, dx = \frac{\Gamma(n + 1/2)}{\beta^{n+1/2}},
\]

where \( n \) is a nonnegative integer and after some computations we deduce the result for the case \( m + n + s \) even. \( \square \)
Applications. Let us now apply this theorem to the power, Krein-like and logarithmic moments of the Rakhmanov probability density $\rho_{n,H}(x)$ of Hermite polynomials $H_n(x)$ previously defined.

1. Power moments. From (129), with $m = n$ and $\beta = 1$, one obtains the analytical expression of the corresponding power moments of the Hermite polynomials defined in (38) as

$$\langle x^s \rangle_n^{(H)} = J_{n,n}^{(H)}(s,1)$$

$$= 2^{2n} \sum_{k=0}^{n} \binom{n}{k} 2^{k} k!(1/2 - k + n + s/2)$$

$$\times 2F_1 \left( k - n, \frac{1}{2} + k - n, \frac{1}{2} + k - n - \frac{s}{2}; 1 \right)$$

(133)

if $m + n + s$ even and 0 if $m + n + s$ odd.

2. Krein-like moments. The Krein-like moments of Hermite polynomials, obtained from (129) by making $m = n$, $s = 0$ and $\beta = k + 1$, are given by

$$\langle [\omega(x)]^k \rangle_n^{(H)} = J_{n,n}^{(H)}(0,k+1)$$

$$= 2^{2n}(k+1)^{-n-1/2} \sum_{i=0}^{n} \binom{n}{i} 2^i \frac{(k+1)^i}{i!} \Gamma(1/2 - i + n)$$

$$\times 2F_1 \left( i - n, \frac{1}{2} + i - n, \frac{1}{2} + i - n; k + 1 \right).$$

(134)

3. Logarithmic moments. The logarithmic moments of the Hermite polynomials can be obtained from the power moments as

$$\langle (\log x)^k \rangle_n^{(H)} = \left. \frac{d^k}{ds^k} \langle x^s \rangle_n^{(H)} \right|_{s=0}.$$  

(135)

C. Jacobi polynomials

Theorem IV.3. Let $P_{m}^{(\alpha,\gamma)}(x)$ denote the Jacobi polynomials orthogonal with respect to the weight function $\omega_{\alpha,\gamma}(x) = (1-x)^{\alpha}(1+x)^{\gamma}$ on $(-1,1)$ [62, 72]. Then, the (standard) Krein-like functionals of the Jacobi polynomials defined by

$$J_{m,m}^{(J)}(s,\alpha,\gamma,\beta) := \int_{-1}^{1} x^s [\omega_{\alpha,\gamma}(x)]^\beta P_{m}^{(\alpha,\gamma)}(x) P_{n}^{(\alpha,\gamma)}(x) dx, \quad \alpha, \gamma > -\frac{1}{\beta}, \ s \in \mathbb{Z}_+$$

(136)

can be expressed as

$$J_{m,n}^{(J)}(s,\alpha,\gamma,\beta) = \sum_{k=|n-m|}^{n+m} b_{nmk}^{(\alpha,\gamma)} \sum_{j=0}^{k} c_{kj}^{(\alpha,\gamma)}(\beta) d_{j}^{(\alpha,\gamma)}(s,\beta)$$

$$\times \frac{2^{\beta(\alpha+\gamma)+1}\Gamma(j+\alpha\beta+1)\Gamma(j+\beta\gamma+1)}{j!(\beta(\alpha+\gamma)+2j+1)\Gamma(\beta(\alpha+\gamma)+j+1)}.$$ 

(137)
with the coefficients
\[
 b_{nmk}^{(\alpha,\gamma)} = \frac{k! \Gamma(\alpha + \gamma + k + 1) \Gamma(\alpha + \gamma + 2n + 1) \Gamma(\alpha + \gamma + 2n + 1)}{n! m! \Gamma(\alpha + \gamma + 2k + 1) \Gamma(\alpha + \gamma + n + 1) \Gamma(\alpha + \gamma + n + 1)} \times \sum_{t=\max(0,k-m)}^{\min(k,n)} \binom{n}{t} \binom{m}{k-t} \frac{(\alpha + t + 1)_{n-t}}{(\alpha + \gamma + n + t + 1)_{n-t}} \times \sum_{w=0}^{m+1-k} \binom{m + t - k}{w} (-1)^w \frac{(\alpha + \gamma + 2m + 1)_{k+w-m-t} (\alpha + k + 1)_w}{(\alpha + m + 1)_{k+w-m-t} (\alpha + \gamma + 2k + 2)_w} \times \mathbf{3}_F_2(t - n, \alpha + \gamma + n + t + 1, \alpha + k + w + 1; \alpha + t + 1, \alpha + \gamma + 2k + w + 2; 1),
\]
\[
c_{kj}^{(\alpha,\gamma)}(\beta) = \frac{(\alpha + \gamma + k + 1)_j (\alpha + j + 1)_{k-j} (\alpha + \gamma + 2j + 1) \Gamma(\beta(\alpha + \gamma) + j + 1)}{(k - j)! \Gamma(\beta(\alpha + \gamma) + 2j + 2)}
\]
\[
d_j^{(\alpha,\gamma)}(s, \beta) = (-1)^{s-j} \binom{s}{j} \mathbf{2}_F_1(j - s, \beta + j + 1; \beta(\alpha + \gamma) + 2j + 2; 1; 1) \Gamma(\beta(\alpha + \gamma) + j + 1).
\]

\begin{proof}

First, observe that
\[
 \mathcal{J}_{m,n}^{(j)}(s, \alpha, \gamma, \beta) = \int_{-1}^{1} x^s (1 - x)^{\alpha\beta} (1 + x)^{\gamma\beta} P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) \, dx.
\]

Therefore, it is necessary to write down the product \( P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) \) in terms of the polynomials \( P_i^{(\alpha\beta,\gamma\beta)} \). The linearization formula for Jacobi polynomials is given by \([30, 34]\)
\[
P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) = \sum_{k=|n-m|}^{n+m} b_{nmk} P_k^{(\alpha,\gamma)}(x),
\]

where the coefficients \( b_{nmk} \) are given in \([138]\). Applying \([37], \text{Lemma 7.1.1}\) we obtain
\[
P_k^{(\alpha,\gamma)}(x) = \sum_{j=0}^{k} c_{kj}^{(\alpha,\gamma)}(\beta) P_j^{(\alpha\beta,\gamma\beta)}(x),
\]

where \( c_{kj}^{(\alpha,\gamma)}(\beta) \) are given in \([138]\). Therefore, combining the above expressions we get
\[
P_m^{(\alpha,\gamma)}(x) P_n^{(\alpha,\gamma)}(x) = \sum_{k=|n-m|}^{n+m} b_{nmk} \sum_{j=0}^{k} c_{kj}^{(\alpha,\gamma)}(\beta) P_j^{(\alpha\beta,\gamma\beta)}(x),
\]

so,
\[
 \mathcal{J}_{m,n}^{(j)}(s, \alpha, \gamma, \beta) = \sum_{k=|n-m|}^{n+m} b_{nmk} \sum_{j=0}^{k} c_{kj}^{(\alpha,\gamma)}(\beta) \int_{-1}^{1} x^s (1 - x)^{\alpha\beta} (1 + x)^{\gamma\beta} P_j^{(\alpha\beta,\gamma\beta)}(x) \, dx.
\]

Finally, using the inversion formula for Jacobi polynomials \([10, 12]\)
\[
x^s = \sum_{\ell=0}^{s} d_{\ell}^{(\alpha,\gamma)}(s, \beta) P_{\ell}^{(\alpha\beta,\gamma\beta)}(x),
\]

we get
\[
 \mathcal{J}_{m,n}^{(j)}(s, \alpha, \gamma, \beta) = \sum_{k=|n-m|}^{n+m} b_{nmk} \sum_{j=0}^{k} c_{kj}^{(\alpha,\gamma)}(\beta) \sum_{\ell=0}^{s} d_{\ell}^{(\alpha,\gamma)}(s, \beta) \times \int_{-1}^{1} (1 - x)^{\alpha\beta} (1 + x)^{\gamma\beta} P_j^{(\alpha\beta,\gamma\beta)}(x) P_{\ell}^{(\alpha\beta,\gamma\beta)}(x) \, dx.
\]

Applying the orthogonality of Jacobi polynomials in Eq. \([140]\), we arrive at Eq. \([137]\). \qedhere
\end{proof}
### Applications

Let us now apply this theorem to the power, Krein-like, exponential and logarithmic moments of the Rakhmanov probability density $\rho_n^{(J)}(x)$ of the Jacobi polynomials $P_n^{(\alpha,\gamma)}(x)$ previously defined.

1. **Power moments.** From Eq. (137), with $m = n$ and $\beta = 1$, one obtains the analytical expression of the corresponding power moments of the Jacobi polynomials as

$$
\langle x^s \rangle_n^{(J)} = \mathcal{J}_{n,n}^{(J)}(s, \alpha, \gamma, 1)
$$

where one can obtain the values of the coefficients, $b_{nk}^{(\alpha,\gamma)}$, $c_{kj}^{(\alpha,\gamma)}(1)$ and $d_{j}^{(\alpha,\gamma)}(s,1)$ by just substituting $m = n$ and $\beta = 1$ in their corresponding definitions. We omit them since they hardly get simplified.

2. **Krein-like moments.** The Krein-like moments of Jacobi polynomials, obtained from (137) by making $m = n$, $s = 0$ and $\beta = k + 1$, are given by

$$
\langle [\omega(x)]_{n}^{k(J)} \rangle = \mathcal{J}_{n,n}^{(J)}(0, \alpha, \gamma, k + 1)
$$

where one can obtain the values of the coefficients, $b_{nk}^{(\alpha,\gamma)}$, $c_{kj}^{(\alpha,\gamma)}(k + 1)$ and $d_{j}^{(\alpha,\gamma)}(0,k + 1)$ by just substituting $m = n$, $s = 0$ and $\beta = k + 1$ in their corresponding definitions. Again, we omit them since they hardly get simplified.

3. **Logarithmic moments.**

The logarithmic moments of the Jacobi polynomials are obtained from the power moments as

$$
\langle \log x \rangle_n^{k(J)} = \left. \frac{d^k}{dx^k} \langle x^s \rangle_n^{(J)} \right|_{s=0}
$$

### V. CONCLUSIONS

In this work three different approaches are proposed to compute the integral functionals with kernel of the type $[\omega(x)]^k x^m p_{m_1}(x) \cdots p_{m_r}(x)$, where $[p_m]$ denote hypergeometric polynomials orthogonal (HOPs) with respect to the weight function $\omega(x)$ on a real interval. They are called by generalized Krein-like functionals because of their close connection to the moment problems of power and Markov types early studied by M. G. Krein. These functionals are frequently encountered in numerous analytical and computational problems of theoretical physics and applied mathematics ranging from approximation theory, information theory of quantum systems up to quantum physics of atomic, molecular and nuclear physics and intermediate and high energy physics.

In the first approach the general case of a finite number of HOPs has been considered, showing that the associated Krein-like functionals can be expressed in a compact way by use of some multivariate hypergeometric functions of Lauricella and Srivastava-Daoust types. In the second and third approaches we consider only two HOPs for simplicity, obtaining the associated Krein functionals explicitly in terms of its coefficients of the hypergeometric equation and the polynomial degrees and/or the parameters of the corresponding weight function, respectively.

Finally, the usefulness of the resulting expressions is illustrated by their application to compute a number of mathematical quantities like the moments of power, Krein, exponential and logarithmic types of the Rakhmanov probability density of the involved HOPs, which are not only relevant per se but also because they describe numerous fundamental and experimentally accessible physical quantities of quantum systems.
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