Learning from Attacks: Attacking Variational Autoencoder for Improving Image Classification
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Abstract

Adversarial attacks are often considered as threats to the robustness of Deep Neural Networks (DNNs). Various defending techniques have been developed to mitigate the potential negative impact of adversarial attacks against task predictions. This work analyzes adversarial attacks from a different perspective. Namely, adversarial examples contain implicit information that is useful to the predictions i.e., image classification, and treat the adversarial attacks against DNNs for data self-expression as extracted abstract representations that are capable of facilitating specific learning tasks. We propose an algorithmic framework that leverages the advantages of the DNNs for data self-expression and task-specific predictions, to improve image classification. The framework jointly learns a DNN for attacking Variational Autoencoder (VAE) networks and a DNN for classification, coined as Attacking VAE for Improve Classification (AVIC). The experiment results show that AVIC can achieve higher accuracy on standard datasets compared to the training with clean examples and the traditional adversarial training.

Index Terms

Adversarial Attacks, Variational Autoencoder, Deep Learning, Image Classification.

I. INTRODUCTION

Deep Neural Networks (DNNs) have achieved significant success in various applications, e.g. computer vision, natural language processing and speech recognition [1], [2], [3], [4], [5], [6]. Recent development has shown that DNNs can be vulnerable to well-designed adversarial...
Adversarial attacks are considered as the process of generating adversarial examples that mislead DNNs to predict wrong outcome. The adversarial attacks are generated by adding crafted perturbations to the benign example that are not perceptible to the human. Furthermore, adversarial examples have strong transferability among models, which means the adversarial examples generated from one model also have a misleading effect on other models with different architectures.

In order to protect DNNs from adversarial attacks, several strategies including adversarial training, rescaling, denoising and distillation were proposed. All these defensive strategies treat the adversarial attacks as threats, and face the problem of degeneration in the prediction performance of benign examples.

Contrary to the view of defending the adversarial attacks, some works analyze the adversarial attacks from different perspective. For example, the adversarial attacks carry underlying information hidden in observed data that is beneficial to the task predictions, e.g. image classification. Due to the transferability of adversarial examples that attack the classifier, classifier-based adversarial examples cannot sufficiently extract features from the data that are helpful for classification.

Recall that most DNNs models are constructed with the aim of either task-specific predictions, e.g. classification and detection, or data self-expression, e.g. reconstruction and generation, the latter can find the explanatory factors that are capable of describing intrinsic structures of the data. Therefore, in addition to being task-specific prediction models, DNNs can also be used as self-expressive models.

Recent research on adversarial attacks on self-expressive models mainly focuses on how to change the input data distribution or the latent representation distribution to generate wrong samples. In the field of adversarial learning, self-expressive models and task-specific prediction models can work in cooperation, for example, self-expressive models can also be used to generate adversarial examples to attack classifiers, or to help the classifier defend against attacks. Among the self-expressive models, Variational Autoencoder (VAE) is a powerful one, which learns the probability distributions of latent variables of input data. investigated adversarial attacks for VAE, and found VAE is much more robust to the attack, compared to classifiers.

This paper assumes that the features carried in adversarial examples by attacking the VAE are more useful for classification, compared to classifier-based adversarial examples. We propose
a novel learning paradigm that uses a deep neural network named Generator to learn how to generate adversarial examples that can attack the VAE, and uses these adversarial examples to train a classifier to improve classification accuracy. The stronger the destructive ability of the adversarial examples generated by the VAE, the better the adversarial examples can capture the key features for improving classification.

In this paper, we propose the AVIC, short for Attacking VAE to Improve Classification. The proposed joint end-to-end learning diagram of the AVIC consists of four components, as shown in Fig. 1. First, we train a VAE on the clean data to let it learn how to extract the structural features of input data. Secondly, we train a generator to attack the trained VAE via generating the adversarial examples that maximize the loss of VAE. After that, we only use the adversarial examples from the generator to train a classifier. Finally, by construct a joint end-to-end learning paradigm, the generator and the classifier are globally retrained together.

The proposed AVIC has following advantages. i) The AVIC takes full advantage of the unsupervised data self-expression capability of the VAE and the supervised learning capability of classification-driven networks. Both unsupervised and supervised learning capability are leveraged. ii) Since the AVIC can extract the abstract features hidden in the adversarial examples, rather than latent representations of the encoder networks of VAE, the networks for classification are flexible, i.e., we can adopt various classification-driven networks, such as ResNet [37] and VGG [38]. iii) The experiment results show that the proposed AVIC can achieve better performance on standard datasets compared to the training with clean examples and the traditional adversarial training.
II. RELATED WORK

A. Variational Autoencoder

Variational Autoencoder (VAE) [36] is a paradigm of self-expressive model, and has a similar structure of autoencoders [39], which have an encoder and a decoder. For autoencoders, the encoder learns and compresses the input into a much smaller representation that extracts the most representative information, and the decoder learns how to reconstruct from the compressed representation to the input. But the encoder of VAE compresses the high-dimensional input into a vector of means and another vector of standard deviations to distribution, and the decoder generates an output similar to the original input based on the latent code sampled from the mean and standard deviation vectors. Therefore, the VAE has both reconstruction and generation abilities for data. In addition, it is easier to train VAE, compared to Generative Adversarial Network (GAN) [40], another paradigm of self-expressive models.

B. Adversarial Examples

The concept of adversarial examples was first proposed in [41]. [9] proposed the Fast Gradient Sign Method (FGSM) to generate the adversarial examples and showed that models could be regularized by adversarial training on a mixture of adversarial and clean examples. [42] proposed Projected Gradient Descent (PGD) which is considered as the strongest first-order attacking, and also proposed another form of adversarial training to only use adversarial examples instead of the mixture of adversarial and clean examples to train models. Adversarial examples have different underlying distributions to clean examples [26], and models trained with adversarial examples would decrease the accuracy on clean images [42]. In addition to attacking classifiers, adversarial attacks have also been applied to self-expressive models such as VAE and GAN [30, 31].

[27] proposed a new perspective on adversarial examples and categorize the features derived from patterns in the data distribution into robust and non-robust features, where the non-robust features led to the existence of adversarial examples, and proved that non-robust features suffice for standard classification. [26] proposed added an auxiliary batch norm for adversarial examples in addition to the original batch norm for clean images to reduce the distributions mismatch between clean examples and adversarial examples.
C. Joint Self-expressive and Classification Networks

Recent works [43], [44], [45] have demonstrated the reconstruction networks of self-expressive models can learn the underlying information of input to help image classification, but require the classification networks have the same architectures as the reconstruction networks, which limits their applications.

Since reconstruction networks are useful in representation learning and can learn the underlying information from data without labels, they are often used to self-supervised learning and semi-supervised learning to help the downstream tasks [46]. [43] performs joint classification and reconstruction on the input data. While performs classification, where the features from the intermediate layers the classification network are fed into the reconstruction network to obtain the corresponding latent representation for unknown data detection. [45] uses the same parameters in reconstruction network encoder and classification network, and they fed the labeled data to the classification part and unlabeled data to the reconstruction part. [44] adds a reconstruction network branch based on the model proposed by [45]. The classification network in the first branch receives supervised signals, and the reconstruction network in the second branch performs unsupervised learning with information that is not useful to the classification network. Different from these works of training two networks simultaneously, [47] proposed to first train masked autoencoders for restoring the masked images, and then exploited the encoder of the trained masked autoencoders to extract features directly for classification tasks.

III. THE AVIC MODEL

A. Problem Definition

The pipeline of the proposed AVIC method is depicted in Fig. 2. Let \( \mathcal{X} \subseteq \mathbb{R}^{H \times W \times C} \) be the input image space, and \( x \in \mathcal{X} \) be a sample image. A VAE network is firstly trained to learn the map \( f_{\text{VAE}} : \mathcal{X} \to \mathcal{X} \), so that \( \tilde{x} := f_{\text{VAE}}(x) \) is an approximate of \( x \). Then, a generator is trained to produce the adversarial examples \( x_a \) based on \( x \), which can make the reconstruction error, i.e., the difference between \( \tilde{x}_a \) and \( x_a \) as large as possible. After that, \( x_a \) from the trained generator is provided to train the classifier. Finally, fine-tune the generator and the classifier jointly.

B. Training of VAE

Let us assume that the input image \( x \in \mathcal{X} \) is sampled from the intractable real distribution \( p_{\text{r}}(x) \). The decoder of VAE learns a distribution \( p_{\theta}(x) \) for approximating \( p_{\text{r}}(x) \). Let \( \phi \) be
Fig. 2. The overall pipeline of the proposed AVIC. The AVIC contains three stages and four steps. Therein, G denotes the generator and CLS denotes the classifier. Blue arrows indicate that model parameters and image data are passed and left unchanged.

the parameters of the encoder, and \( q_\phi(z|x) \) denotes the conditional probability of the encoder producing the latent representation \( z \) based on the input \( x \). Similarly, let \( p_\theta(x|z) \) be the distribution of \( x \) generated by the decoder given the latent code \( z \) from the encoder.

For the purpose of minimizing the discrepancy between the produced images and the original images, we train the VAE model \( f_{VAE} \) by maximizing the Evidence Lower BOund (ELBO) [36], which can be expressed as:

\[
\arg \max_{\theta, \phi} \text{ELBO} (\theta, \phi; x) = \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta (x|z) \right] - D_{KL} (q_\phi(z|x) \| p_\theta(z)) .
\] (1)

The loss function of VAE is given as in Eq. (2), which consists of the reconstruction error and the KL-divergence, i.e.,

\[
\min \mathcal{L}_{VAE}(x, \tilde{x}) = \arg \min_{\theta, \phi} -\text{ELBO} (\theta, \phi; x) = \frac{1}{2} (x - \tilde{x})^2 + D_{KL} (q_\phi(z|x) \| p_\theta(z)) .
\] (2)

The first item drives the output restored images \( \tilde{x} \) as close as possible to the original images \( x \), and the later is a regularization item, which makes the posterior distribution \( q_\phi(z|x) \) approximate to the prior distribution \( p_\theta(z) \).
In next subsection, we will introduce a joint training paradigm to train attacking and classification networks.

C. Joint Training of Attacking and Classification

The joint training paradigm consists of two stages. The first stage is a separate training step, which includes attacking the trained VAE to train a generator to generate adversarial examples, and then using the adversarial examples from the trained generator to train the classifier. The second stage is a globally end-to-end training step, which combines the processes of attacking the VAE and training classifier to achieve global optimization.

Separate Training. Adversarial examples are considered carrying the underlying features helpful for the supervised tasks. To generate attacks that degrade the reconstruction quality of the VAE, we introduce a DNNs-based generator $f_{\theta_G}$ to produce the adversarial example $x_a$ given the clean input $x$. The architecture of generator is shown in Fig. 3, which consists of three parts: encoder, bottleneck, and decoder.

With the parameters of the VAE fixed, we train the generator to attacking the VAE via maximizing the $\mathcal{L}_{VAE}$. The objective function of the generator during separate training is written as,

$$J_{\text{separate}}(G) = \arg \max_{\theta_G} \mathcal{L}_{VAE}(x_a, \tilde{x}_a) = \arg \max_{\theta_G} \mathcal{L}_{VAE}(f_{\theta_G}(x), \tilde{f}_{\theta_G}(x)), \quad (3)$$

where $\tilde{x}_a$ is the reconstruction of $x_a$ by the VAE.

After the generator finishes training, we turn to train the classifier. We feed the clean images $x$ to the generator to generate adversarial examples $x_a$, and use $x_a$ and the label $y$ corresponding
to $x$ to train classifier,

$$\arg \min_{\theta_{CLS}} \mathcal{L}_{CLS} = \arg \min_{\theta_{CLS}} \text{CrossEntropyLoss}(y, \hat{y})$$

$$= \arg \min_{\theta_{CLS}} \text{CrossEntropyLoss}(y, f_{\theta_{CLS}}(x_a)).$$

Globally end-to-end Training. To achieve higher recognition accuracy, we add the classification loss function to the objective function of the generator.

$$J_{global}(G) = \arg \min_{\theta_G} - \mathcal{L}_{VAE}(x_a, \tilde{x}_a) + \alpha \times \mathcal{L}_{CLS}(y, \hat{y})$$

$$= \arg \min_{\theta_G} - \mathcal{L}_{VAE}(f_{\theta_G}(x), \tilde{f}_{\theta_G}(x)) + \alpha \times \mathcal{L}_{CLS}(y, f_{\theta_{CLS}}(f_{\theta_G}(x))),$$

(5)

where $\alpha$ weighs $\mathcal{L}_{CLS}$ against $\mathcal{L}_{VAE}$. The parameters of the classifier will be updated, but the objective function of the classifier during global training is still in the form of Eq. (4).

Different from adversarial attack methods such as FGSM and PGD, the proposed generator-based attacking strategy is able to combine the processes of adversarial attack and classification training for eliminating the redundant or non-discriminative features, which reduce the performance of the supervised learning in the adversarial examples. For another reason, the global training makes the learned inner- and inter-signal representations more compatible and targeted for the supervised tasks.

IV. Experiments

In this section, we first introduce the implementation details in section IV-A, including the image datasets, the networks architecture of models and the parameter setups for training models. Then, in order to verify the effectiveness of the proposed method on image classification tasks, we compare the performance of classifiers trained with clean data without attacks, adversarial attacks on classification and adversarial attacks on VAE, respectively. After that, ablation studies about the architectures of classifier, attacker strength and the cost function of global training are performed in section IV-C. Finally, we further study the influence of adversarial attacks for VAE on robustness of classifier, and compare with that of adversarial attacks for classifier in section IV-D.

A. Implementation Details

Datasets. Our method is validated by experiments on four benchmark image datasets including MNIST [48], CIFAR10 [49] and CIFAR100 [49]. The evaluation metric of classifiers is the standard testing accuracy on original clean test sets of these benchmark image datasets.
Model architectures. As discussed previously, the proposed AVIC consists of three parts, i.e., VAE, generator and classifier. The generator we used has been shown in Fig. 3. The architecture of the VAE in AVIC is shown in Fig. 4, which is a modified version on the basis of the original VAE [36].

The classifier that we adopted in most cases is the ResNet-18 [37], which is used to measure the quality of different data within classification tasks. In this work, the classifier trained with CIFAR10 is regarded as the standard classification model if it is not specially specified. In addition, VGG-19 [38] is introduced as a supplementary model in ablation experiments to explore the effects of model architectures. VGG-19 is also used as a reference network when analyzing the influence of different classification networks. To produce the adversarial examples based on the original images, a generator whose output can disturb the reconstruction of the VAE is designed.

Parameter setups for training. The value range of all the image samples is rescaled into $[0, 1]$. To limit the noise from the generator within an upper bound, we impose the infinite norm $l_\infty$ constraint to the noise. In all experiments without indicating the perturbation size $\epsilon$, the value of $\epsilon$ is taken as 0.02. For training the ResNet and the VAE, we set the learning rate to 0.005 and 0.05 respectively and adopt the Adam optimizer.

B. Adversarially Attacking VAE for Improving Classification

In this subsection, the performance of our proposed adversarial examples on VAE are compared with clean examples without attacks and adversarial examples on classifier. We compare the performance of classifiers trained with three types of data: (1) clean examples unperturbed by
adversarial attacks, (2) adversarial examples produced by adversarial attacks on the classification network, and (3) adversarial examples produced by adversarial attacks on the VAE. The third one is in the framework of AVIC. Some examples of the above three types of images are shown in Fig. 5. Among them, The reconstruction of adversarial examples and the reconstruction of clean examples for VAE are compared in Fig. 6. From the comparison in Fig. 6, we find that after adding adversarial perturbations to the clean image, the reconstructed image obtained by the same VAE is quite different from the reconstruction of the original image, which is mainly reflected in the color of the images. We denote the training setting that only uses clean examples as vanilla training. As shown in Table I and Table II, the models trained with adversarial examples for VAE achieve higher classification accuracy on the testing set than the model trained with clean examples. What’s more, the changes of adopted datasets and ways of generating adversarial examples have no impact on the accuracy. These results demonstrate the adversarial examples
TABLE II
ACCURACY OF CLASSIFIERS TRAINED WITH DIFFERENT EXAMPLES GENERATED IN DIFFERENT WAYS. THE COLUMN OF 'ATTACK' DENOTES DIFFERENT WAYS OF GENERATING ADVERSARIAL EXAMPLES. 'G-s' AND 'G-g' DENOTE METHODS BASED ON GENERATOR WITH SEPARATE TRAINING AND GLOBAL TRAINING RESPECTIVELY. 'AC' AND 'AR' MEAN ADVERSARIAL ATTACKS ON CLASSIFICATION AND RECONSTRUCTION RESPECTIVELY.

| Attack | FGSM | PGD | G-s | G-g | Clean Examples |
|--------|------|-----|-----|-----|----------------|
| AC     | 71.61| 77.91| 79.04| 80.38|                |
| AR     | 82.68| 82.94| 82.34| 84.31| 81.70          |

Fig. 6. Illustration of original images, the reconstruction of original images, adversarial examples on VAE and the reconstruction of adversarial examples (from left to right).

that are generated by adversarial attacks on VAE contain more useful features than original examples. In other words, the classifiers indeed learn more discriminative information from the adversarial attacks.

On the other hand, adversarial examples for classifier and VAE respectively are also compared in Fig. 5. It shows that perturbations of different forms from adversarial examples for classification are added into adversarial examples for reconstruction. The former perturbations are disorganized, while the latter are regular and grid-like. Combining the results in Table II, it’s obvious that attacks for reconstruction networks can improve classification, while attacks for classification degrade the performance of image discrimination on the contrary.
TABLE III
ACCURACY OF MODELS TRAINED WITH ADVERSARIAL EXAMPLES WITH DIFFERENT PERTURBATION SIZE ON DIFFICULT DATASETS.

| perturbation size $\epsilon$ | MNIST | CIFAR10 | CIFAR100 |
|-----------------------------|-------|---------|----------|
| 0 clean                     | 99.64 | 83.00   | 62.76    |
| separate                    | 99.65 | 83.15   | 63.64    |
| global                      | 99.70 | 84.34   | 63.65    |
| 0.03 separate               | 99.62 | 82.22   | 62.97    |
| global                      | 99.66 | 83.59   | 63.07    |
| 0.05 separate               | 99.64 | 80.79   | 62.79    |
| global                      | 99.66 | 82.15   | 62.95    |
| 0.07 separate               | 99.67 | 79.20   | 59.96    |
| global                      | 99.62 | 80.16   | 60.00    |
| 0.09 separate               | 99.65 | 78.14   | 58.86    |
| global                      | 99.68 | 79.06   | 58.89    |

TABLE IV
ACCURACY OF ResNet TRAINED WITH ADVERSARIAL EXAMPLES WITH DIFFERENT PERTURBATION SIZE.

| perturbation size $\epsilon$ | ResNet |
|-------------------------------|--------|
| 0                             | 81.70  |
| 0.03                          | 83.22  |
| 0.1                           | 64.79  |
| 0.3                           | 66.63  |
| 0.8                           | 28.47  |

C. Ablation Studies

This subsection is to verify the necessity of each module in the proposed AVIC.

Adversarial attacker strength. The adversarial attacker strength corresponds to the sizes of adversarial perturbations $\epsilon$ added to clean images. The results in Table IV demonstrate that the models trained with the adversarial examples with different perturbation intensity mostly achieve lower standard accuracy than the standard classification models. However, when $\epsilon = 0.03$, the result becomes reverse. And the same conclusion is also drawn when the perturbation size is between 0.1 and 0.5, as shown in Table V.
TABLE V
ACCURACY OF RESNET AND VGG TRAINED WITH ADVERSARIAL EXAMPLES WITH DIFFERENT PERTURBATION SIZE.

| perturbation size $\epsilon$ | ResNet  | VGG   |
|-----------------------------|---------|-------|
| 0                           | 81.70   | 86.28 |
| 0.01                        | 83.44   | 86.45 |
| 0.02                        | 84.31   | 86.60 |
| 0.03                        | 83.22   | 86.66 |
| 0.04                        | 81.95   | 86.69 |
| 0.05                        | 81.55   | 86.77 |

TABLE VI
ACCURACY OF CLASSIFIERS TRAINED WITH DIFFERENCE $\alpha$ IN GLOBAL TRAINING ON DIFFERENT DATASETS. $\alpha = 0$ MEANS THE GENERATOR IS TRAINED ONLY WITH $L_{VAE}$ AND THE CLASSIFIER IS STILL TRAINED WITH $L_{CLS}$.

| $\alpha$ | MNIST | CIFAR10 | CIFAR100 |
|----------|-------|---------|----------|
| 0        | 99.65 | 83.91   | 63.65    |
| 0.001    | 99.65 | 83.96   | 63.65    |
| 0.01     | 99.65 | 83.93   | 63.65    |
| 0.1      | 99.65 | 83.89   | 63.65    |
| 1        | 99.65 | 83.98   | 63.65    |
| 10       | 99.65 | 84.06   | 63.65    |
| 100      | 99.65 | 83.89   | 63.65    |
| 1000     | 99.65 | 83.95   | 63.65    |

In addition, experiments with different perturbation sizes are also conducted on MNIST, CIFAR10 and CIFAR100 datasets and the results are shown in Table III. In summary, in the condition of large adversarial perturbation, the adversarial examples damage the classification accuracy. This is because strong adversarial attacks destroy the intrinsic information that can help classification in clean examples. However, when the value of $\epsilon$ is small, the adversarial examples generated by our method can improve the classifier performance better than the clean examples no matter what classification network is tested.

Methods of generating adversarial examples. Generally, it’s by iterative or optimized methods that adversarial examples are generated from original images. In contrast, the way that we propose to generate adversarial examples is utilizing a generator and thus can perform global optimization by simultaneously training a generator and a classifier. Results shown in
Table VII reveal that the adversarial examples generated by a separate trained generator or common adversarial attack methods like FGSM and PGD are equally effective in helping classification tasks. However, results have changed after adding global training for fine-tuning the generator, the classification accuracy of the obtained model is about 2% higher than that of the above-mentioned methods. It’s likely that global training enables the redundant or non-discriminative parts of the generated adversarial examples to be further eliminated. After removing those distracting information in the images, the classification model is better able to learn useful features and thus achieve higher accuracy. This presents the evidence for that our proposed method can better learn from the attack for reconstruction to improve classification.

Cost function in global training. In Eq. (5), there is a hyperparameter $\alpha$ in the cost function of global training. The parameter $\alpha$ only influences the generator. When $\alpha = 0$, the effects of adversarial attack are only considered when training the generator. As $\alpha$ increases, the weight of helping classification in cost function gradually increases. As a result, $\alpha$ represents the trade-off between boosting adversarial attacks and improving classification when training the generator. Table VII shows that different values of $\alpha$ lead to similar performances of corresponding classifiers on three different datasets. On MNIST database, the accuracy in different $\alpha$ is even the same.

Architectures of classifier. Different architectures of classifier are adopted to explore the influence on our proposed method. The results in Table V and Table VII suggest that the network structure doesn’t affect the effect of our method, that is, it can also improve the accuracy of the classifier whatever structure the classifier consists of.
TABLE VIII
The effects of adversarial examples for VAE and classification on both two models. In the table, PGD represents adversarial examples generated by PGD for classification. The larger the increasing rate is, the more successful the attack is.

| Input          | Classification Accuracy(%) | VAE Loss Value | Increasing Rate(%) |
|---------------|---------------------------|---------------|-------------------|
| Clean Examples| 99.80/81.15               | 1.73          | -                 |
| e=0.03        | 0.17/10.27                | 1.73          | 0.12              |
| e=0.1         | 0.08/6.23                 | 1.80          | 0.56              |
| e=0.3         | 0.04/2.48                 | 1.78          | 6.13              |
| e=0.8         | 0.03/1.62                 | 2.02          | 16.41             |
| e=0.03        | 83.00/70.00               | 1.72          | 1.17              |
| e=0.1         | 13.36                     | 1.885         | 8.33              |
| e=0.3         | 10.80/10.25               | 2.33          | 33.09             |
| e=0.8         | 10.00                     | 2.78          | 60.71             |

D. The Effects of Adversarial Examples on Different Models

Experiments in Table VIII display the effects of adversarial examples for reconstruction and classification on both two models. PGD adversarial examples can significantly reduce the accuracy of the classification model from about 80% to around 0.17%, while the influence of their attacking the VAE is limited with the highest increasing rate of VAE loss 16.41%. These results show that the adversarial examples can easily destroy the function of the classification networks, but the damage to the reconstruction network is relatively small. The Fig. 7 shows that the reconstructed image of adversarial example for classification and clean example are similar in the aspects of shape, outline and color. For the human being, there is almost no difference between two images. While different from that, the reconstructed image of the adversarial example for reconstruction has a large change in color from the reconstructed clean image. As for adversarial examples for reconstruction, they can also degrade the performance of classifiers. When the perturbation intensity is relatively large, the accuracy drops a lot. However, the reconstruction adversarial examples just degrade the accuracy by 10% in the case that others degrade by about 80%. This might be the foundation of using adversarial examples to improve classification accuracy.
V. CONCLUSIONS

In this paper, we proposed an algorithmic framework called AVIC, which treated adversarial attacks from a positive perspective and leveraged them to improve accuracy of image classification task. The AVIC includes a VAE, a generator and a classifier. The VAE learns how to characterize the underlying distribution information of image space. The generator learns to attack the trained VAE in order to let the generated adversarial examples can extract abstract representations that improve the training of the classifier. We evaluate the AVIC and the models trained with original images across various benchmark datasets. The comparison results reveal that the classifier under the framework of AVIC achieves higher accuracy. In addition, we conduct ablation studies to verify the effectiveness of the AVIC, and conduct experiments to show that adversarial attacks can not transfer between the classifier and VAE networks. The architecture of the proposed AVIC is flexible and can be extended to more general cases of attacking self-expressive DNN models, such as general autoencoders and self-supervised learning models, for improving classification.
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