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Abstract

We consider the asymptotic behavior of the expectation of the maximum for a special assignment process with constant or i.i.d. coefficients. We show how it depends on the coefficients’ distribution.
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1 Introduction: the assignment problem

Let \((w_{ij})_{1 \leq i, j \leq n}\) be a matrix with non-negative entries, often called a cost matrix. For every \(n\)-permutation \(\pi\) define a variable

\[ R_\pi = \sum_{i=1}^{n} w_{i\pi(i)}. \]

The assignment problem (bipartite matching) consists in the study of \(\max_{\pi \in S_n} R_\pi\) or \(\min_{\pi \in S_n} R_\pi\). Here and elsewhere throughout the article \(S_n\) stands for the permutation group of degree \(n\).

If the matrix \(w\) is random, one deals with a random assignment process \((R_\pi)_{\pi \in S_n}\).

In general, when the random assignment problem is considered, one assumes that \((w_{ij})\) are independent identically distributed random variables and the dependence of the solution of their common distribution and of the matrix size is studied, especially, for the case when the latter goes to infinity.

We recall here a number of the most important known results:

- Uniform case, \(U[0,1]\), Mézard and Parisi [13]:

\[
\mathbb{E} \min_{\pi \in S_n} R_\pi = \frac{\zeta(2)}{n} - \frac{\zeta(2)}{2n} + O\left(\frac{1}{n^2}\right), \text{ as } n \to \infty,
\]
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- Exponential case, Exp(1), Aldous [1]:
  \[ E \min_{\pi \in S_n} R_\pi = \zeta(2)(1 + o(1)), \text{ as } n \to \infty, \]

- Gaussian case, \( N(0,1) \), Mordant and Segers [16], Lifshits and Tadevosian [12]:
  \[ E \max_{\pi \in S_n} R_\pi = n \sqrt{2 \log n(1 + o(1))}, \text{ as } n \to \infty. \]

Recently, some rather general asymptotic results we obtained in [7] and in [13].

Various extensions of the basic assignment problem described here are also available in the literature. It particular, one may consider for a rectangular cost matrix, see [2, 5, 8, 14, 17, 19]. One can also define assignment problem as a combinatorial problem on more general graph structures such as spanning trees, Hamilton cycles, paths between two fixed vertices in complete \( n \)-graphs, see [7].

The random assignment problem has a deep background and application in various fields of engineering and mathematics. The lines of past research vary from bipartite graph modeling of practical industrial problems to low-complexity algorithm design. Bipartite matching problems emerge in auction of goods, resource allocation in wireless networks and electronic vehicle charging, etc.

We recall just a few real-world examples of problems that can be modeled by bipartite graphs. In wireless communication scenarios, when a number of users are transmitting over a shared channel resource, we need to allocate the wireless channel as discrete resource blocks to the user population. The problem of channel resource allocation in OFDMA (Orthogonal Frequency Division Multi-Access) system is modeled by Bai et al. [3] as a maximal matching of random bipartite graph. Later, Bai et al. [4] discussed the outage exponent for non-asymptotic sub-channel allocation problems, where the outage, i.e. failure in data transmission, happens when a user does not receive sufficient channel resource. A similar problem has been investigated by Chen et al. [6], where a joint design of resource block allocation, and assignment of modulation and coding schemes is considered.

Aside from wireless communications, bipartite matching is proposed as a natural model for smart transportation. Ke et al. [10] investigated ride sourcing as an online bipartite matching problem, and proposed a two-stage framework for optimization.

Based on the fundamental works of Shannon [18] and Hartley [9] in information and communication theory, the applied mathematicians [3, 4, 6] came, some times implicitly, to a special form of the random cost matrix, namely, \( w_{ij} = \log(1 + \gamma_{ij} h_{ij}) \), where \( h_{ij} \) are i.i.d. standard exponential random variables, \( \gamma_{ij} \geq 0 \). We call the family \((R_\pi)_{\pi \in S_n}\) for such matrices a special assignment process.
In this paper, we are interested in the behaviour of $E \max_{\pi \in S_n} R_\pi$ for a randomized special assignment process where $\gamma_{ij}$ are considered as i.i.d. non-negative random variables also independent of the array $(h_{ij})$. This randomized setting has a reasonable practical interpretation. For example it applies to the modeling of such telecom systems where the spatial locations of user equipment are heterogeneous (e.g., the distances between users and the base station vary a lot). Then the probability distribution of gamma can be interpreted as a continuum version of the collection of large-scale fading gains when the number of users is very large.

2 A general result

Let $\gamma$ be a generic random variable equidistributed with each $\gamma_{ij}$. Let $h$ be a standard exponential random variable independent of $\gamma$. Finally, denote $w := \log(1 + \gamma h)$ a generic random variable equidistributed with each $w_{ij}$. Our main tool is the Laplace transform

$$\Lambda(\rho) := \mathbb{E} \exp \left( -\rho \gamma - 1 \right).$$

**Theorem 1** For $p \in (0, 1)$ let $g(p)$ be defined as a solution of equation

$$p = \Lambda(e^r - 1)$$

with respect to the variable $r$. If the function $p \mapsto g(p)$ is slowly varying at zero, then

$$\mathbb{E} M_R \sim n g(1/n), \quad \text{as } n \to \infty.$$  \hspace{1cm} (2)

**Proof:** By independence of $\gamma$ and $h$ we have

$$\mathbb{P}(\gamma h \geq \rho) = \mathbb{P}(h \geq \rho \gamma^{-1}) = \mathbb{E} \exp \left( -\rho \gamma^{-1} \right) = \Lambda(\rho).$$

Hence,

$$\mathbb{P}(w \geq r) = \mathbb{P}(\log(1 + \gamma h) \geq r) = \mathbb{P}(\gamma h \geq e^r - 1) = \Lambda(e^r - 1).$$

In other words, we found that $g$ is the tail quantile function,

$$g(p) := \inf \{ r : \mathbb{P}(w \geq r) \leq p \} = \inf \{ r : \Lambda(e^r - 1) \leq p \}.$$

Now we may apply the result of [13] for the general i.i.d. case: as long as the tail quantile function is slowly varying, one has

$$\mathbb{E} M_R \sim n g(1/n), \quad \text{as } n \to \infty.$$  \hspace{1cm} as required in the theorem’s claim. \hfill \Box
3 Some important special cases

3.1 Constant $\gamma$

Let $\gamma \equiv c$ be a constant. Then $\Lambda(\rho) = \exp(-\rho/c)$, hence

$$\Lambda(e^r - 1) = \exp\left(-\frac{(e^r - 1)}{c}\right)$$

and by solving equation

$$p = \exp\left(-\frac{(e^r - 1)}{c}\right)$$
in $r$ for given $p$ we find

$$g(p) = r = \log\left(1 + c|\log p|\right) \sim \log |\log p|, \quad \text{as } p \to 0.$$  

We obtain from (2) that

$$E_M \sim n \log \log n, \quad \text{as } n \to \infty. \quad (3)$$

3.2 Exponential $\gamma$

Let $\gamma$ be a standard exponential random variable. Then

$$\Lambda(\rho) = \int_{0}^{\infty} \exp\left(-\rho y^{-1} - y\right) dy \sim \rho^{1/4} \exp\left(-2\sqrt{\rho}\right) \sqrt{\pi}, \quad \text{as } \rho \to \infty.$$  

Hence, $\log \Lambda(\rho) \sim -2\sqrt{\rho}$, as $\rho \to \infty$. Solving equation $\Lambda(e^r - 1) = p$ or $-\log \Lambda(e^r - 1) = |\log p|$, we arrive at

$$2\sqrt{e^r - 1} = |\log p|(1 + o(1))$$
or equivalently

$$e^r - 1 = \frac{|\log p|^2}{4} (1 + o(1)),$$

which yields

$$g(p) = r = \log\left(\frac{|\log p|^2}{4}\right) + o(1) \sim 2 \log |\log p|, \quad \text{as } p \to 0.$$  

Finally, from (2) it follows that

$$E_M \sim 2n \log \log n, \quad \text{as } n \to \infty. \quad (4)$$

which is two times larger than for the case of constant $\gamma$.  


3.3 Distributions of $\gamma$ with polynomial tails

Let now $\gamma$ have a density $q$ such that

$$q(y) \sim a y^{-\alpha}, \quad \text{as } y \to \infty,$$

with $a > 0$, $\alpha > 1$. Then

$$\Lambda(\rho) = \int_0^\infty \exp\left(-\rho y^{-1}\right) q(y) \, dy \sim b \rho^{-(\alpha - 1)}, \quad \text{as } \rho \to \infty,$$

with $b := a \Gamma(\alpha - 1)$. Equation

$$p = \Lambda(e^r - 1) \sim b (e^r - 1)^{1 - \alpha},$$

yields

$$e^r - 1 \sim \left(\frac{p}{b}\right)^{-1/(\alpha - 1)},$$

$$g(p) = r \sim \frac{\ln p}{\alpha - 1}, \quad \text{as } p \to 0.$$

We conclude that

$$E_MR \sim n \frac{\ln n}{\alpha - 1}, \quad \text{as } n \to \infty. \quad (5)$$

3.4 Uniform $\gamma$

Let $\gamma$ be uniformly distributed on $[0, 1]$. Then

$$\Lambda(\rho) = \int_0^1 \exp(-\rho y^{-1}) \, dy \sim \exp(-\rho) / \rho, \quad \text{as } \rho \to \infty.$$

Solving equation $\Lambda(e^r - 1) = p$, we arrive at

$$e^r - 1 = |\log p|(1 + o(1)),$$

which yields

$$g(p) = r \sim \log |\log p|, \quad \text{as } p \to 0. \quad (6)$$

Finally, from (2) it follows that

$$E_MR \sim n \log \log n,$$

which is the same as for the case of constant $\gamma \equiv 1$. In other words, for the uniform case only the largest possible values count.
4 Some numerical aspects

For practical applications, it is important to understand at which range of \( n \) one may trust to the general asymptotics (2) and, in special cases, to further expansions like (3), (4), (5), or (6). We present some answers to this problem obtained by numerical simulations.

Notice that in the matter of numerical simulations, one has to distinguish the annealed and the quenched cases. Let \( P \) be the common distribution of \( \gamma_{ij} \). In the annealed setting for the assignment problem we deal with the double expectation

\[
\mathbb{E}_M \mathcal{R} = \mathbb{E}_{h \sim \text{Exp}(1)} \mathcal{M}_R.
\]

The simulation was performed as follows: for each \( n \) from some set of positive integers \( I \) we generated \( m \) independent cost matrices \((w_{ij})_{1 \leq i,j \leq n}\) and for each matrix solved the assignment problem exactly via Hungarian algorithm \[11\]. When \( m \) is large, the empirical mean of the optimal matching results provides a sufficiently sharp estimate of \( \mathbb{E}_M \mathcal{R} \).

Then we compared the results obtained by Hungarian method with our theoretical ones obtained from (1) and from further asymptotic expansions.

As a typical example, consider the results of numerical simulations in the case of standard exponential \( \gamma \) ran on \( I = \{10k \mid k = 1, \ldots, 100\} \) and \( m = 300 \).

The estimate given by (1) matches the empirical mean of simulated data almost perfectly: the maximal relative error 4.53% is attained at \( n = 10 \) and quickly goes down to 0.25% at \( n = 1000 \). Notice that equation (1) was solved through symbolical decomposing of the function \( \Lambda(\cdot) \) up to the fourth asymptotic term.

On the contrary, using the “beautiful” one-term asymptotics \( 2n \log \log n \) from (4) does not provide the satisfactory results: in this way, the maximum’s expectation is overestimated by 25–35% with 33.4% at \( n = 1000 \).

Other examples described in Section 3 provide similar results. The common conclusion is that in the range of \( n \) up to 1000 the numerical solution of (1) works well for approximation of \( \mathbb{E}_M \mathcal{R} \) but the approximation via the main asymptotic term of \( ng(1/n) \), as in [3], [4], [5], or [6] is not precise enough. In general, the excessive relative error could be reduced by deriving few more asymptotic terms for \( g(\cdot) \) where it is possible.

The quenched setting for assignment problem consists in sampling a matrix \( \gamma \) from \( P \) once and forever and then sampling matrices \( h \) many times in order to evaluate

\[
\mathbb{E}_M \mathcal{R} = \mathbb{E}_{h \sim \text{Exp}(1)} \mathcal{M}_R \quad \text{for some} \quad \gamma \text{ sampled from } P.
\]

The numerical results obtained in the quenched setting are quite similar to those obtained in the annealed setting.
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