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Abstract. We study the closed neighborhood ideals and the dominating ideals of graphs, in particular, some classes of trees and cycles. We prove that the closed neighborhood ideals and the dominating ideals of some classes of trees are normally torsion free. The closed neighborhood ideals and the dominating ideals of cycles fail to be normally torsion free. However, we prove that the closed neighborhood ideals of cycles admit the (strong) persistence property and the dominating ideals of cycles are nearly normally torsion free.
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Introduction

Square-free monomial ideals have been connected to several combinatorial structures to facilitate the study of their algebraic and homological properties. Common examples of these combinatorial structures include graphs, hypergraphs, simplicial complexes and matroids. In particular, every square-free monomial ideal generated in degree two can be viewed as an edge ideal of a simple graph. Edge ideals were introduced by Villarreal in [23] and, since their first appearance, they have been a central topic of many articles. One of the interesting properties of the edge ideals is that their minimal primes correspond to the minimal vertex covers of their underlying graphs. In other words, the Alexander dual of the edge ideal of a graph $G$ is the cover ideal of $G$, that is, a square-free monomial ideal whose minimal generators correspond to the minimal vertex covers of the underlying graph. Inspired by this relation, the closed neighborhood ideals and the dominating ideals of
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graphs were recently introduced in [20]. Let $G$ be a simple graph. The closed neighborhood ideal $NI(G)$ of $G$ is generated by square-free monomials that correspond to the closed neighborhoods of the vertices of $G$, whereas, the dominating ideal $DI(G)$ of $G$ is generated by the monomials that correspond to the dominating sets of $G$ (see Sect. 1 for the formal definitions). As shown in [20], $NI(G)$ and $DI(G)$ are the Alexander dual of each other, a similar relation that exists between edge ideals and cover ideals of $G$.

Domination in graphs was mathematically formulated by Berge and Ore in the 1960s and has been widely studied by many researchers due to its enormous and growing applications in various fields including computer sciences, operations research, linear algebra and optimization. Let $G$ be a simple graph with vertex set $V(G)$. A set $S \subseteq V(G)$ is known as dominating set of $G$ if every vertex in $V(G) \setminus S$ is adjacent to at least one vertex in $S$. We refer to [7] for further concepts related to the domination in graphs. In this paper, our main goal is to further extend the study on closed neighborhood ideals and dominating ideals. In particular, we focus on normally torsion-freeness and certain stability property of these ideals.

A breakdown of the contents of this paper is as follows: in Sect. 1, we provide all the needed definitions and notions. In Sect. 2, we focus on the closed neighborhood ideals and the dominating ideals of star graphs. Any square-free monomial ideal can be visualized as an edge ideal of a hypergraph. A hypergraph $H$ is called Mengerian if it satisfies a certain min–max equation, which is known as the Mengerian property in hypergraph theory or as the max-flow min-cut property in integer programming. Algebraically, it is equivalent to $I(H)$ being normally torsion free; see [9, Corollary 10.3.15], [24, Theorem 14.3.6]. This fact enhances the importance of normally torsion-free ideals. In Sect. 2, our main goal is to establish the normally torsion-freeness of the closed neighborhood ideals and the dominating ideals of star graphs, which is achieved in Corollaries 2.6 and 2.19. To do this, we first prove some results of general nature, which provide certain inductive and recursive techniques to create new normally torsion-free ideals based on the existing ones; see Theorem 2.3 and Lemma 2.5. We apply these techniques to study the normally torsion-freeness of the closed neighborhood ideals and the dominating ideals of cone graph and whisker graph of a given graph; see Corollary 2.8 and Lemma 2.10. In addition, in Corollary 2.4, we prove that three-path ideals of path graphs are normally torsion free.

In Sect. 3, we turn our attention to the closed neighborhood ideals and the dominating ideals of cycles. The edge ideals and the cover ideals of cycles are well studied in the context of normally torsion-freeness. It is a well known fact that the edge ideals and cover ideals of even cycles are normally torsion free, and odd cycles fails to have this property in general. Given a cycle $C_n$ of length $n$, it is natural to expect somewhat similar behaviour for $NI(C_n)$ and $DI(C_n)$, but we observe in Sect. 3 that this is not the case. Normally, torsion-freeness is not maintained by $NI(C_n)$, but we prove in Theorem 3.2 that they admit strong persistence property, and therefore, the persistence property. This facilitates to study the behavior of depth of powers of $NI(C_n)$.
in Corollary 3.7. As a final result, we prove in Theorem 3.9 that \( DI(C_n) \) are nearly normally torsion free.

1. Preliminaries

Let \( G \) be a finite simple undirected graph with vertex set \( V(G) \) and edge set \( E(G) \). The degree of a vertex \( v \in V(G) \) is denoted by \( \text{deg}(v) \) and it represents the number of vertices adjacent to \( v \). We briefly recall some well-known notions from graph theory. A set \( T \subseteq V(G) \) is called a vertex cover of \( G \) if it intersects every edge of \( G \) non-trivially. A vertex cover is called minimal if it does not properly contain any other vertex cover of \( G \).

For each vertex \( v \in V(G) \), the closed neighborhood of \( v \) in \( G \) is defined as follows:

\[
N_G[v] = \{ u \in V(G) : \{u, v\} \in E(G) \} \cup \{v\}.
\]

When there is no confusion about the underlying graph, we will denote \( N_G[v] \) simply by \( N[v] \). A subset \( S \subseteq V(G) \) is called a dominating set of \( G \) if \( S \cap N[v] \neq \emptyset \), for all \( v \in V(G) \). A dominating set is called minimal if it does not properly contain any other dominating set of \( G \). A minimum dominating set of \( G \) is a minimal dominating set with the smallest size. The dominating number of \( G \), denoted by \( \gamma(G) \), is the size of its minimum dominating set, that is,

\[
\gamma(G) = \min\{|S| : S \text{ is a minimal dominating set of } G\}.
\]

The dominating sets and domination numbers of graphs are well-studied topics in graph theory. We refer to [7] for further information.

Let \( R = K[x_1, \ldots, x_n] \) be a polynomial ring over a field \( K \). An ideal \( I \subset R \) is called a monomial ideal if it admits a generating set consisting of monomials. Furthermore, \( I \) is said to be square-free monomial ideal if it is generated by square-free monomials. Throughout the following text, the unique minimal generating set of a monomial ideal \( I \) will be denoted by \( \mathcal{G}(I) \).

The support of a monomial \( u \), denoted by \( \text{supp}(u) \), is the set of variables that divide \( u \). Moreover, for a monomial ideal \( I \), we set \( \text{supp}(I) = \bigcup_{u \in \mathcal{G}(I)} \text{supp}(u) \).

Let \( t \) be a fixed positive integer. The \( t \)-path ideal of \( G \), denoted by \( I_t(G) \), is defined as

\[
I_t(G) = (x_{i_1}x_{i_2} \cdots x_{i_t} : \{i_1, \ldots, i_t\} \text{ is a path of length } t-1 \text{ in } G).
\]

The notion of path ideals is a generalization of edge ideals. Indeed, we have \( I(G) = I_2(G) \).
In [20], the *closed neighborhood ideal* of $G$ has been introduced as

$$NI(G) = \left( \prod_{j \in N[i]} x_j : i \in V(G) \right).$$

Moreover, in [20], the dominating ideal of $G$ is defined as

$$DI(G) = \left( \prod_{i \in S} x_i : S \text{ is a minimal dominating set of } G \right).$$

Given a square-free monomial ideal $I \subset R$, the Alexander dual of $I$, denoted by $I^\vee$, is given by

$$I^\vee = \bigcap_{u \in G(I)} (x_i : x_i \in \text{supp}(u)).$$

It is a well-recognized fact that $J(G)$ is the Alexander dual of $I(G)$; for example, see [9, Lemma 9.1.4]. It is shown in [20, Lemma 2.2] that $DI(G)$ is the Alexander dual of $NI(G)$.

Next, we recall some notions related to hypergraphs. A finite hypergraph $\mathcal{H}$ on a vertex set $[n] = \{1, 2, \ldots, n\}$ is a collection of edges $\{E_1, \ldots, E_m\}$ with $E_i \subseteq [n]$, for all $i = 1, \ldots, m$. The vertex set $[n]$ of $\mathcal{H}$ is denoted by $V(\mathcal{H})$, and the edge set of $\mathcal{H}$ is denoted by $E(\mathcal{H})$. The *edge ideal* of $\mathcal{H}$ is given by

$$I(\mathcal{H}) = \left( \prod_{j \in E_i} x_j : E_i \in E(\mathcal{H}) \right).$$

A subset $W \subseteq V_\mathcal{H}$ is a *vertex cover* of $\mathcal{H}$ if $W \cap E_i \neq \emptyset$ for all $i = 1, \ldots, m$. A vertex cover $W$ is *minimal* if no proper subset of $W$ is a vertex cover of $\mathcal{H}$. The cover ideal of the hypergraph $\mathcal{H}$, denoted by $J(\mathcal{H})$, is given by

$$J(\mathcal{H}) = \left( \prod_{i \in W} x_i : W \text{ is a minimal vertex cover of } \mathcal{H} \right).$$

Similar to the case of edge ideal of graphs, the cover ideal $J(\mathcal{H})$ is the Alexander dual of $I(\mathcal{H})$, that is, $J(\mathcal{H}) = I(\mathcal{H})^\vee$, for example, see [24, Theorem 6.3.39].

Next, we recall some definitions and notions from commutative algebra. Let $R$ be a commutative Noetherian ring and $I$ be an ideal of $R$. A prime ideal $p \subset R$ is an *associated prime* of $I$ if there exists an element $v \in R$ such that $p = (I :_R v)$, where $(I :_R v) = \{ r \in R | rv \in I \}$. The set of associated primes of $I$, denoted by $\text{Ass}_R(R/I)$, is the set of all prime ideals associated with $I$. The minimal members of $\text{Ass}_R(R/I)$ are called the *minimal* primes of $I$, and $\text{Min}(I)$ denotes the set of minimal prime ideals of $I$. Moreover, the associated primes of $I$ which are not minimal are called the *embedded* primes of $I$. If $I$ is a square-free monomial ideal, then $\text{Ass}_R(R/I) = \text{Min}(I)$; for example see [9, Corollary 1.3.6]. Let $I$ be an ideal of $R$ and $p_1, \ldots, p_r$ be the minimal primes of $I$. When there is no confusion about the underlying ring,
we will denote the set of associated primes of \( I \) simply by \( \text{Ass}(R/I) \). Given an integer \( n \geq 1 \), the \( n \)-th symbolic power of \( I \) is defined to be the ideal 
\[
I^{(n)} = q_1 \cap \cdots \cap q_r,
\]
where \( q_i \) is the primary component of \( I^n \) corresponding to \( p_i \).

**Definition 1.1.** An ideal \( I \) is called \emph{normally torsion free} if \( \text{Ass}(R/I^k) \subseteq \text{Ass}(R/I) \), for all \( k \geq 1 \). If \( I \) is a square-free monomial ideal, then \( I \) is normally torsion free if and only if \( I^k = I^{(k)} \), for all \( k \geq 1 \); see [9, Theorem 1.4.6]. The concept of normally torsion-free ideals is generalized in [3] as follows: a monomial ideal \( I \) in a polynomial ring \( R = K[x_1, \ldots, x_n] \) over a field \( K \) is called \emph{nearly normally torsion free} if there exist a positive integer \( k \) and a monomial prime ideal \( p \) such that \( \text{Ass}(R/I^m) = \text{Min}(I) \) for all \( 1 \leq m \leq k \), and \( \text{Ass}(R/I^m) \subseteq \text{Min}(I) \cup \{p\} \) for all \( m \geq k + 1 \). In [16], several classes of nearly normally torsion-free ideals arising from graphs and hypergraphs are discussed. By Gitler et al. [5], it is well known that the cover ideals of bipartite graphs are normally torsion free. Furthermore, normally torsion-free square-free monomial ideals have been studied in Ha and Morey [8], and Sullivant [22]. On the other hand, little is known for the normally torsion-free monomial ideals which are not square free.

**Definition 1.2.** The ideal \( I \subset R \) is said to have the \emph{persistence property} if \( \text{Ass}(R/I^k) \subseteq \text{Ass}(R/I^{k+1}) \) for all positive integers \( k \). Moreover, an ideal \( I \) satisfies the \emph{strong persistence property} if \( (I^{k+1} : I) = I^k \) for all positive integers \( k \); for more details refer to [10,13]. The strong persistence property implies the persistence property, however the converse is not true, as noted in [10]. Furthermore, we say that \( I \) has the \emph{symbolic strong persistence property} if \( (I^{(k+1)} : I^{(1)}) = I^{(k)} \) for all \( k \), where \( I^{(k)} \) denotes the \( k \)-th symbolic power of \( I \).

Let \( R \) be a unitary commutative ring and \( I \) an ideal in \( R \). An element \( f \in R \) is \emph{integral} over \( I \), if there exists an equation 
\[
f^k + c_1f^{k-1} + \cdots + c_{k-1}f + c_k = 0 \quad \text{with} \quad c_i \in I^i.
\]
The set of elements \( I \) in \( R \) which are integral over \( I \) is the \emph{integral closure} of \( I \). The ideal \( I \) is \emph{integrally closed}, if \( I = \overline{I} \), and \( I \) is \emph{normal} if all powers of \( I \) are integrally closed; refer to [9] for more information. The notion of integrality for a monomial ideal \( I \) can be described in a simpler way as follows: a monomial \( u \in R = K[x_1, \ldots, x_n] \) is integral over \( I \subset R \) if and only if there exists an integer \( k \) such that \( u^k \in I^k \); see [9, Theorem 1.4.2].

2. On the Closed Neighborhood Ideals and Dominating Ideals of Some Classes of Trees

In this section, our main goal is to establish that the closed neighborhood ideals and the dominating ideals of star graphs are normally torsion free. To do this, we will first prove several results of general nature. The next proposition is a well-known result, but we re-prove it by a new proof.
Proposition 2.1. Let $I$ be an ideal in a commutative Noetherian ring $R$ such that it satisfies the strong persistence property. Then, $I$ has the persistence property.

Proof. Fix $k \geq 1$, and choose an arbitrary element $p \in \text{Ass}_S(S/I^k)$. This implies that $p = (I^k :_S h)$ for some $h \in S$. Since $I$ satisfies the strong persistence property, we have $(I^{k+1} :_S I) = I^k$, and so $p = ((I^{k+1} :_S I) :_S h)$. Let $G(I) = \{u_1, \ldots, u_m\}$. Hence, one obtains $p = (I^{k+1} :_S h \sum_{i=1}^m u_i S) = \cap_{i=1}^m (I^{k+1} :_S h u_i)$. Accordingly, we get $p = (I^{k+1} :_S h u_i)$ for some $1 \leq i \leq m$. Therefore, $p \in \text{Ass}_S(S/I^{k+1})$. This means that $I$ has the persistence property, as claimed.

To prove Theorem 2.3, we need the following result. We state it here for ease of reference.

Theorem 2.2. [19, Theorem 3.7] Let $I$ be a square-free monomial ideal in a polynomial ring $R = K[x_1, \ldots, x_n]$ over a field $K$ and $m = (x_1, \ldots, x_n)$. If there exists a square-free monomial $v \in I$ such that $v \in p \setminus p^2$ for any $p \in \text{Min}(I)$, and $m \setminus x_i \notin \text{Ass}(R/(I \setminus x_i)^s)$ for all $s$ and $x_i \in \text{supp}(v)$, then the following statements hold:

(i) $I$ is normally torsion free.

(ii) $I$ is normal.

(iii) $I$ has strong persistence property.

(iv) $I$ has persistence property.

(v) $I$ has the symbolic strong persistence property.

The next theorem will be used frequently to formulate proofs of some main results of this paper. It provides a way to create new normally torsion-free ideals based on the existing ones.

Theorem 2.3. Let $I$ be a normally torsion-free square-free monomial ideal in a polynomial ring $R = K[x_1, \ldots, x_n]$ and $h$ be a square-free monomial in $R$. Let there exist two variables $x_r$ and $x_s$ with $1 \leq r \neq s \leq n$ such that $\gcd(h, u) = 1$ or $\gcd(h, u) = x_r$ or $\gcd(h, u) = x_r x_s$ for all $u \in G(I)$. Then the following statements hold:

(i) $I + hR$ is normally torsion free.

(ii) $I + hR$ is nearly normally torsion free.

(iii) $I + hR$ is normal.

(iv) $I + hR$ has strong persistence property.

(v) $I + hR$ has persistence property.

(vi) $I + hR$ has the symbolic strong persistence property.

Proof. (i) For convenience of notation, put $L := I + hR$. If $L \setminus x_k = m \setminus x_k$ for some $1 \leq k \leq n$, then one can write $L = x_k J + m \setminus x_k$. If $J = R$, then $L = m$, and there is nothing to prove. Let $J \neq R$, and take an arbitrary element $v \in G(J)$. If $x_k \mid v$ for some $\ell \in \{1, \ldots, n\} \setminus \{k\}$, then $v \in m \setminus x_k$, and so $J \subseteq m \setminus x_k$. This implies that $L = m \setminus x_k$, and hence the assertion holds. We thus assume that $L \setminus x_k \neq m \setminus x_k$ for all $k = 1, \ldots, n$. We claim that $h \notin p \setminus p^2$ for any $p \in \text{Min}(L)$. Take an arbitrary element $p \in \text{Min}(L)$. Since
\[ h \in L \text{ and } L \subseteq p, \text{ one has } h \in p. \] Suppose, on the contrary, that \( h \in p^2. \) Due to \( h \) being square free, this gives that \(|\text{supp}(h) \cap \text{supp}(p)| \geq 2.\) We observe the following:

(i) If \( x_s \in \text{supp}(u) \) for some \( u \in G(I), \) then \( x_r \in \text{supp}(u) \) as well. It is due to the assumption on gcd\((h, u)\) with \( u \in G(I).\)

(ii) At most, one of \( x_r \) and \( x_s \) can be in \( \text{supp}(p). \) Indeed, if both \( x_r, x_s \in \text{supp}(p), \) then \( x_r, x_s \in \text{supp}(h) \cap \text{supp}(p). \) From (i), we see that \( u \in p \setminus \{x_s\} \) for all \( u \in G(I). \) Also, \( h \in p \setminus \{x_s\}. \) Hence, \( L \subset p \setminus \{x_s\}, \) a contradiction to the minimality of \( p. \)

To establish our claim, we have the following cases to discuss:

**Case 1.** \( x_r \in p. \) Take any \( x_i \in \text{supp}(h) \cap \text{supp}(p) \) such that \( x_r \neq x_i. \) Then \( x_s \neq x_i \) due to (ii). From the assumption on gcd\((h, u)\) with \( u \in G(I), \) it follows that \( x_i \notin \text{supp}(I). \) Therefore, \( I \subset p \setminus \{x_i\}. \) Since \( h \in p \setminus \{x_i\}, \) we conclude that \( L \subset p \setminus \{x_i\}, \) a contradiction to the minimality of \( p. \)

**Case 2.** \( x_s \in p. \) By mimicking the same argument as in Case 1, we again obtain a contradiction to the minimality of \( p. \)

**Case 3.** \( x_r \notin p \) and \( x_s \notin p. \) Take any \( x_i, x_j \in \text{supp}(h) \cap \text{supp}(p). \) Then \( x_i, x_j \notin \text{supp}(I), \) due to the assumption on gcd\((h, u)\) with \( u \in G(I). \) It yields that \( I \subset p \setminus \{x_i\}. \) Since \( h \in p \setminus \{x_i\}, \) we conclude that \( L \subset p \setminus \{x_i\}, \) again a contradiction to the minimality of \( p. \)

This shows that our claim holds true. To complete the proof, note that for all \( x_k \in \text{supp}(h), \) one has \( L \setminus x_k = I \setminus x_k. \) Based on [18, Theorem 3.21], we gain \( I \setminus x_k \) is normally torsion free as well. This leads to \( L \setminus x_k \) is normally torsion free. Fix \( s \geq 1. \) Suppose, on the contrary, that \( m \setminus x_k \in \text{Ass}(R/(L \setminus x_k)^s) \) for some \( k. \) Because \( \text{Ass}(R/(L \setminus x_k)^s) = \text{Min}(L \setminus x_k), \) we get \( m \setminus x_k \in \text{Min}(L \setminus x_k), \) and so \( L \setminus x_k = m \setminus x_k, \) which is a contradiction. Therefore, \( m \setminus x_i \notin \text{Ass}(R/(I \setminus x_i)^s) \) for all \( s \) and \( x_i \in \text{supp}(h). \) Consequently, the assertion can be concluded readily from Theorem 2.2.

(ii) It is well known, by [16] that normally torsion-freeness implies nearly normally torsion-freeness.

(iii) In view of [9, Theorem 1.4.6], every normally torsion-free square-free monomial ideal is normal. Hence, the claim can be deduced from (i).

(iv) According to [17, Theorem 6.2], every normal monomial ideal has strong persistence property. Thus, the assertion follows readily from (iii).

(v) By Proposition 2.1, the strong persistence property implies the persistence property. Therefore, we can conclude the claim from (iv).

(vi) According to [15, Theorem 5.1], every square-free monomial ideal has the symbolic strong persistence property, and so the assertion holds. \( \square \)

As an immediate consequence of Theorem 2.3, we give the following corollary.

**Corollary 2.4.** The path ideals corresponding to path graphs of length two are normally torsion free.

**Proof.** Let \( P = (V(P), E(P)) \) denote a path graph with the vertex set \( V(P) = \{x_1, \ldots, x_n\} \) and the edge set \( E(P) = \{\{x_i, x_{i+1}\} : i = 1, \ldots, n - 1\}. \) Thus, the assertion follows readily from (iii).
1} \cup \{\{x_n, x_1\}\}. Hence, the path ideal corresponding to the path graph \(P\) of length two is given by
\[
L := (x_ix_{i+1}x_{i+2} : i = 1, \ldots, n - 2).
\]
We proceed by induction on \(n\). If \(n = 3\), then \(L = (x_1x_2x_3)\), and there is nothing to prove. Let \(n > 3\) and the claim has been proven for \(n - 1\). Set \(h := x_{n-2}x_{n-1}x_n\) and \(I := (x_{i}x_{i+1}x_{i+2} : i = 1, \ldots, n - 3)\). One can easily check that, for each \(u \in G(I)\), we have \(\gcd(h, u) = 1\) or \(\gcd(h, u) = x_{n-2}\) or \(\gcd(h, u) = x_{n-2}x_{n-1}\). It follows from the induction hypothesis that \(I\) is normally torsion free. Since \(L = I + hR\), where \(R = K[x_1, \ldots, x_n]\), we can derive the assertion from Theorem 2.3. \(\square\)

As an application of Theorem 2.3, we give the following lemma.

**Lemma 2.5.** Let \(G = (V(G), E(G))\) and \(H = (V(H), E(H))\) be two finite simple graphs such that \(V(H) = V(G) \cup \{w\}\) with \(w \notin V(G)\), and \(E(H) = E(G) \cup \{\{v, w\}\}\) for some vertex \(v \in V(G)\). If \(NI(G)\) is normally torsion free and \(\prod_{j \in N_G(v)} x_j \notin G(NI(G))\), then \(NI(H)\) is normally torsion free.

**Proof.** Let \(NI(G)\) be normally torsion free. It is routine to check that \(NI(H) = NI(G) + (x_vx_w)R\), where \(R = K[x_\alpha : \alpha \in V(H)]\). In addition, one can easily see that either \(\gcd(x_vx_w, u) = 1\) or \(\gcd(x_vx_w, u) = x_v\) for all \(u \in G(NI(G))\). Therefore, the claim follows immediately from Theorem 2.3. \(\square\)

We are ready to state the first main result of this paper as an immediate corollary of Theorem 2.3 and Lemma 2.5.

**Corollary 2.6.** The closed neighborhood ideals of star graphs are normally torsion free.

**Proof.** Proceed by induction on the number of vertices and use Lemma 2.5. \(\square\)

In what follows, we investigate the closed neighborhood ideals related to the whisker graph and cone of a graph.

**Definition 2.7.** [24, Definition 7.3.10] Let \(G_0\) be a graph on the vertex set \(Y = \{y_1, \ldots, y_n\}\) and take a new set of variables \(X = \{x_1, \ldots, x_n\}\). The whisker graph or suspension of \(G_0\), denoted by \(G_0 \cup W(Y)\), is the graph obtained from \(G_0\) by attaching to each vertex \(y_i\) a new vertex \(x_i\) and the edge \(\{x_i, y_i\}\). The edge \(\{x_i, y_i\}\) is called a whisker.

**Question 2.8.** (i) Can we conclude that the closed neighborhood ideals of trees are normally torsion free?

(ii) Let \(G_0\) be a graph and let \(H := G_0 \cup W(Y)\) be its whisker graph. If \(NI(G_0)\) is normally torsion free, then can we deduce that \(NI(H)\) is normally torsion free?

**Definition 2.9.** [24, Definition 10.5.4] The cone \(C(G)\), over the graph \(G\), is obtained by adding a new vertex \(t\) to \(G\) and joining every vertex of \(G\) to \(t\).

**Lemma 2.10.** Let \(G\) be a graph and let \(H := C(G)\) be its cone. Then the following statements hold:
(i) $NI(G)$ is normally torsion free if and only if $NI(H)$ is normally torsion free.
(ii) $NI(G)$ is nearly normally torsion free if and only if $NI(H)$ is nearly normally torsion free.
(iii) $NI(G)$ is normal if and only if $NI(H)$ is normal.
(iv) $NI(G)$ has strong persistence property if and only if $NI(H)$ has strong persistence property.
(v) $NI(G)$ has persistence property if and only if $NI(H)$ has persistence property.
(vi) Both $NI(G)$ and $NI(H)$ have the symbolic strong persistence property.

Proof. Assume that the cone $H = C(G)$ is obtained by adding the new vertex $w$ to $G$ and joining every vertex of $G$ to $w$. Then one can easily see that

$$NI(H) = x_wNI(G) + \left(x_w \prod_{i \in V(G)} x_i\right).$$

Since $\prod_{i \in V(G)} x_i \in NI(G)$, this implies that $NI(H) = x_wNI(G)$.

(i) This claim can be deduced from [18, Lemma 3.12].
(ii) On account of [16, Lemma 3.6], one can derive this claim.
(iii) We can conclude this assertion by virtue of [2, Remark 1.2].
(iv) This claim is an immediate consequence of [17, Lemma 4.5].
(v) Due to [12, Theorem 5.2], we can deduce this assertion.
(vi) This claim follows readily from [15, Theorem 5.1].

We recall the following definition which will be used in the proof of Lemma 2.12.

Definition 2.11. [13, Definition 2.1] Let $I \subset R = K[x_1, \ldots, x_n]$ be a monomial ideal with $G(I) = \{u_1, \ldots, u_m\}$. Then $I$ is said to be unisplit, if there exists $u_i \in G(I)$ such that $\gcd(u_i, u_j) = 1$ for all $u_j \in G(I)$ with $i \neq j$.

Lemma 2.12. Let $G$ be a graph and let $H := C(G)$ be its cone. Then the following statements hold:

(i) $DI(G)$ is normally torsion free if and only if $DI(H)$ is normally torsion free.
(ii) $DI(G)$ is nearly normally torsion free if and only if $DI(H)$ is nearly normally torsion free.
(iii) $DI(G)$ is normal if and only if $DI(H)$ is normal.
(iv) $DI(H)$ has strong persistence property.
(v) $DI(H)$ has persistence property.
(vi) Both $DI(G)$ and $DI(H)$ have the symbolic strong persistence property.

Proof. Suppose that the cone $H = C(G)$ is obtained by adding the new vertex $w$ to $G$ and joining every vertex of $G$ to $w$. Using [20, Lemma 2.2] yields that

$$DI(H) = DI(G) + (x_w).$$

It follows now from [8, Lemma 3.4] that, for all $s$,

$$\text{Ass}(DI(H)^s) = \{(p, x_w) : p \in \text{Ass}(DI(G)^s)\}. \quad (1)$$
(i) Let $DI(G)$ be normally torsion free. Then the claim can be deduced from [18, Theorem 2.5]. Conversely, let $DI(H)$ be normally torsion free. By using [18, Theorem 3.21], we obtain that $DI(G)$ is normally torsion free.

(ii) Based on (1), and by considering the fact that
\[ \text{Min}(DI(H)) = \{(p, x_w) : p \in \text{Min}(DI(G))\}, \]
one can easily show this claim.

(iii) One concludes this assertion by [1, Theorem 3.12].

(iv) By [13, Definition 2.1], $DI(H)$ is a unisplit monomial ideal. Hence, [13, Theorems 2.10 and 3.1] imply that $DI(H)$ has the strong persistence property.

(v) Proposition 2.1 together with (iv) yields that $DI(H)$ has the persistence property.

(vi) This assertion follows promptly from [15, Theorem 5.1]. □

Our next goal is to show that the dominating ideals of star graphs are normally torsion free. To do this, we first prove some results of general nature. We recall some definitions from [4], which are necessary to establish Theorem 2.16. Let $H = (V(H), E(H))$ be a hypergraph with $V(H) = \{x_1, \ldots, x_n\}$.

**Definition 2.13.** (see [4, Definition 2.7]) A $d$-coloring of $H$ is any partition of $V(H) = C_1 \cup \cdots \cup C_d$ into $d$ disjoint sets such that for every $E \in E(H)$, we have $E \not\subseteq C_i$ for all $i = 1, \ldots, d$. (In the case of a graph $G$, this simply means that any two vertices connected by an edge receive different colors.) The $C_i$s are called the color classes of $H$. Each color class $C_i$ is an independent set, meaning that $C_i$ does not contain any edge of the hypergraph. The chromatic number of $H$, denoted by $\chi(H)$, is the minimal $d$ such that $H$ has a $d$-coloring.

**Definition 2.14.** (see [4, Definition 2.8]) The hypergraph $H$ is called critically $d$-chromatic if $\chi(H) = d$, but for every vertex $x \in V(H)$, $\chi(H \setminus \{x\}) < d$, where $H \setminus \{x\}$ denotes the hypergraph $H$ with $x$ and all edges containing $x$ removed.

**Definition 2.15.** (see [4, Definition 4.2]) For each $s$, the $s$-th expansion of $H$ is defined to be the hypergraph obtained by replacing each vertex $x_i \in V(H)$ by a collection $\{x_{ij} \mid j = 1, \ldots, s\}$, and replacing $E(H)$ by the edge set that consists of edges $\{x_{i_1, l_1}, \ldots, x_{i_r, l_r}\}$ whenever $\{x_{i_1}, \ldots, x_{i_r}\} \in E(H)$ and edges $\{x_{il}, x_{ik}\}$ for $l \neq k$. We denote this hypergraph by $H^s$. The new variables $x_{ij}$ are called the shadows of $x_i$. The process of setting $x_{il}$ to equal to $x_i$ for all $i$ and $l$ is called the depolarization.

The following result is a slight generalized form of [16, Theorem 4.9].

**Theorem 2.16.** Assume that $G = (V(G), E(G))$ and $H = (V(H), E(H))$ are two finite simple hypergraphs such that $V(H) = V(G) \cup \{w_1, \ldots, w_t\}$ with $w_i \not\in V(G)$ for each $i = 1, \ldots, t$, and $E(H) = E(G) \cup \{(v, w_1, \ldots, w_t)\}$ for some vertex $v \in V(G)$. Then,
\[ \text{Ass}_R(R'/J(H)^s) = \text{Ass}_R(R/J(G)^s) \cup \{(x_v, x_{w_1}, \ldots, x_{w_t})\}, \]
for all $s$, where $R = K[x_\alpha : \alpha \in V(G)]$ and $R' = K[x_\alpha : \alpha \in V(H)]$. 
Proof. For convenience of notation, set \( I := J(\mathcal{G}) \) and \( J := J(\mathcal{H}) \). We first prove that \( \text{Ass}_R(R/I) \cup \{(x_v, x_{w_1}, \ldots, x_{w_s})\} \subseteq \text{Ass}_R(R'/J^s) \) for all \( s \). Fix \( s \geq 1 \), and assume that \( \mathcal{H}_p = (x_{i_1}, \ldots, x_{i_t}) \) is an arbitrary element of \( \text{Ass}_R(R/I^s) \). According to [4, Lemma 2.11], we get \( \mathcal{H}_p \in \text{Ass}(K[p]/J(\mathcal{G}_p)^s) \), where \( K[p] = K[x_{i_1}, \ldots, x_{i_t}] \) and \( \mathcal{G}_p \) is the induced subhypergraph of \( \mathcal{G} \) on the vertex set \( \{i_1, \ldots, i_r\} \subseteq V(\mathcal{G}) \). Since \( \mathcal{G}_p = \mathcal{H}_p \), we have \( \mathcal{H}_p \in \text{Ass}(K[p]/J(H_p^s)) \). This yields that \( \mathcal{H}_p \in \text{Ass}_R(R'/J^s) \). On account of \( (x_v, x_{w_1}, \ldots, x_{w_s}) \in \text{Ass}_R(R'/J^s) \), one derives

\[
\text{Ass}_R(R/I^s) \cup \{(x_v, x_{w_1}, \ldots, x_{w_s})\} \subseteq \text{Ass}_R(R'/J^s).
\]

To complete the proof, it is enough for us to show the reverse inclusion. Assume that \( \mathcal{H}_p = (x_{i_1}, \ldots, x_{i_t}) \) is an arbitrary element of \( \text{Ass}_R(R'/J^s) \) with \( \{i_1, \ldots, i_r\} \subseteq V(\mathcal{H}) \). If \( \{i_1, \ldots, i_r\} \subseteq V(\mathcal{G}) \), then [4, Lemma 2.11] implies that \( \mathcal{H}_p \in \text{Ass}_R(R/I^s) \), and the proof is done. Thus, let \( \{w_1, \ldots, w_s\} \cap \{i_1, \ldots, i_r\} \neq \emptyset \). It follows from [4, Corollary 4.5] that the associated primes of \( J(\mathcal{H})^s \) will correspond to critical chromatic subhypergraphs of size \( s + 1 \) in the \( s \)-th expansion of \( \mathcal{H} \). This means that one can take the induced subhypergraph on the vertex set \( \{i_1, \ldots, i_r\} \), and then form the \( s \)-th expansion on this induced subhypergraph, and within this new hypergraph find a critical \((s + 1)\)-chromatic hypergraph. Notice that since this expansion cannot have any critical chromatic subgraphs, this implies that \( \mathcal{H}_p \) must be connected. Without loss of generality, one may assume that \( i_1 = v \) and \( i_2 = w_1, i_3 = w_2, \ldots, i_{t+1} = w_t \). Thanks to \( w_1, \ldots, w_t \) are connected to \( v \) in the hypergraph \( \mathcal{H} \), and because this induced subhypergraph is critical, if we remove any vertex \( w_k \) for some \( 1 \leq k \leq t \), one can color the resulting hypergraph with at least \( s \) colors. This leads to that \( w_k \) has to be adjacent to at least \( s \) vertices. But the only things \( w_k \) is adjacent to are the shadows of \( w_i \) for each \( i = 1, \ldots, t \), and the shadows of \( v \), and so one has a clique among these vertices. Accordingly, \( w_k \) and its neighbors will form a clique of size \( s + 1 \). Since a clique is a critical graph, it follows that we do not need any element of \( \{i_{t+2}, \ldots, i_r\} \) or their shadows when making the critical \((s + 1)\)-chromatic hypergraph. Hence, we obtain \( \mathcal{H}_p = (x_v, x_{w_1}, \ldots, x_{w_s}) \). This finishes the proof. \( \square \)

Lemma 2.17. Let \( I \) be a normally torsion-free square-free monomial ideal in a polynomial ring \( R = K[x_1, \ldots, x_n] \) with \( \mathcal{G}(I) \subset R \). Then the ideal

\[
L := IS \cap (x_n, x_{n+1}, x_{n+2}, \ldots, x_m) \subset S = R[x_{n+1}, x_{n+2}, \ldots, x_m],
\]

is normally torsion free.

Proof. It is well known that one can view the square-free monomial ideal \( I \) as the cover ideal of a simple hypergraph \( \mathcal{H} \) such that the hypergraph \( \mathcal{H} \) corresponds to \( I^\vee \), where \( I^\vee \) denotes the Alexander dual of \( I \). Then we have \( I = J(\mathcal{H}) \), where \( J(\mathcal{H}) \) denotes the cover ideal of the hypergraph \( \mathcal{H} \). Fix \( k \geq 1 \). On account of Theorem 2.16, we get the following equality:

\[
\text{Ass}_S(S/L^k) = \text{Ass}_R(R/J(\mathcal{H})^k) \cup \{(x_n, x_{n+1}, x_{n+2}, \ldots, x_m)\}.
\]

Because \( I \) is normally torsion free, one derives that \( \text{Ass}_R(R/J(\mathcal{H})^k) = \text{Min}(J(\mathcal{H})) \), and hence \( \text{Ass}_S(S/L^k) = \text{Min}(J(\mathcal{H})) \cup \{(x_n, x_{n+1}, x_{n+2}, \ldots, x_m)\} \).
This gives rise to \( \text{Ass}_S(S/L^k) = \text{Min}(L) \). Therefore, \( L \) is normally torsion free, as claimed. \( \square \)

**Lemma 2.18.** Let \( G = (V(G), E(G)) \) and \( H = (V(H), E(H)) \) be two finite simple graphs such that \( V(H) = V(G) \cup \{w\} \) with \( w \notin V(G) \), and \( E(H) = E(G) \cup \{\{v, w\}\} \) for some vertex \( v \in V(G) \) and \( \prod_{j \in N_G[v]} x_j \notin G(NI(G)) \). If \( DI(G) \) is normally torsion free, then \( DI(H) \) is normally torsion free.

**Proof.** Let \( DI(G) \) be normally torsion free. It follows from [20, Lemma 2.2] that \( DI(H) = DI(G) \cap (x_v, x_w)R \), where \( R = K[x_\alpha : \alpha \in V(H)] \). Now, we can conclude the assertion from Lemma 2.17. \( \square \)

We are in a position to give the second main result of this paper in the following corollary, which is related to dominating ideals of star graphs.

**Corollary 2.19.** The dominating ideals of star graphs are normally torsion free.

**Proof.** We use the induction on the number of vertices together with Lemma 2.18. \( \square \)

**Question 2.20.** (i) Can we conclude that the dominating ideals of trees are normally torsion free?

(ii) Let \( G_0 \) be a graph and let \( H := G_0 \cup W(Y) \) be its whisker graph. Then if \( DI(G_0) \) is normally torsion free, then can we deduce that \( DI(H) \) is normally torsion free?

### 3. On the Closed Neighborhood Ideals and Dominating Ideals of Cycles

As stated in the introduction, the edge ideals and the cover ideals of bipartite graphs are known to be normally torsion free; see [5,21]. In particular, the edge ideals and the cover ideals of even cycles are normally torsion free. However, this behaviour changes when we consider the odd cycles. The cover ideals of odd cycles happen to be nearly normally torsion free; see [14], but edge ideals of odd cycles do not admit such tamed behavior for the set of their associated primes. Given these facts, it is natural to expect some irregularities for the closed neighborhood ideals and dominating ideals of even and odd cycles. It can be verified by using Macaulay2 [6] that, in general, the closed neighborhood ideals of cycles, regardless of the parity of their lengths, are neither normally torsion free or nearly normally torsion free. However, in this section, we will show that the closed neighborhood ideals of cycles admit strong persistence property. On the other side, as another main result of this section, we will show that the dominating ideals of cycles are nearly normally torsion free.

To establish the above-mentioned results, we begin by proving the following theorem which gives an inductive way to study the normality of an ideal.
Theorem 3.1. Let $I$ and $H$ be two normal square-free monomial ideals in a polynomial ring $R = K[x_1, \ldots, x_n]$ such that $I + H$ is normal. Let $x_c \in \{x_1, \ldots, x_n\}$ be a variable with $\gcd(v, x_c) = 1$ for all $v \in G(I) \cup G(H)$. Then $L := I + x_cH$ is normal.

Proof. Let $G(I) = \{u_1, \ldots, u_s\}$ and $G(H) = \{h_1, \ldots, h_r\}$. Since $\gcd(v, x_c) = 1$ for all $v \in G(I) \cup G(H)$; without loss of generality, one may assume that $x_c = x_1 \in K[x_1]$ and

$$G(I) \cup G(H) = \{u_1, \ldots, u_s, h_1, \ldots, h_r\} \subseteq K[x_2, \ldots, x_n].$$

We must show that $L^t = L^t$ for all integers $t \geq 1$. For this purpose, it is enough to prove that $L^{(t)} \subseteq L^t$. Let $\alpha$ be a monomial in $L^{(t)}$ and write $\alpha = \chi_{\delta}^{\beta}$ with $\chi_1 \nmid \beta$ and $\beta \in R$. On account of [9, Theorem 1.4.2], $\alpha^k \in L^{tk}$ for some integer $k \geq 1$. Write

$$\alpha^k = x_1^{\beta_k} \delta_k = \prod_{i=1}^{s} u_{i}^{p_i} x_1^{q_i + \varepsilon} \prod_{j=1}^{r} h_{j}^{q_j} \beta,$$

with $\sum_{i=1}^{s} p_i = p$, $\sum_{j=1}^{r} q_j = q$, $p + q = tk$, $\varepsilon \geq 0$, and $\beta$ is some monomial in $R$ such that $x_1 \nmid \beta$. Because $x_1 \nmid \beta$, $x_1 \nmid \delta$, and $\gcd(v, x_1) = 1$ for all $v \in G(I) \cup G(H)$, one can conclude that $\beta = q + \varepsilon$. Accordingly, by virtue of (2), we obtain

$$\delta^k = \prod_{i=1}^{s} u_{i}^{p_i} \prod_{j=1}^{r} h_{j}^{q_j} \beta \in (I + H)^{tk}.$$

This leads to $\delta \in (I + H)^{t}$. Thanks to $I + H$ is normal, we deduce that $(I + H)^{t} = (I + H)^{t}$, and so $\delta \in (I + H)^{t}$. Therefore, one can write

$$\delta = \prod_{i=1}^{s} u_{i}^{p_i} \prod_{j=1}^{r} h_{j}^{z_j} \gamma,$$

with $\sum_{i=1}^{s} l_i = l$, $\sum_{j=1}^{r} z_j = z$, $l + z = t$, and $\gamma$ is some monomial in $R$. Note that $x_1 \nmid \gamma$ as $x_1 \nmid \delta$. Due to $x_1^{bk} \delta^k \in L^{tk}$, it follows immediately from (3) that

$$\prod_{i=1}^{s} u_{i}^{l_i} x_1^{bk} \prod_{j=1}^{r} h_{j}^{z_j} \gamma^k \in L^{tk} = (I + x_1H)^{tk}.$$

Consequently, we conclude that $bk \geq zk$, that is, $b \geq z$. This gives rise to

$$x_1^{b} \delta = \prod_{i=1}^{s} u_{i}^{l_i} x_1^{b} \prod_{j=1}^{r} h_{j}^{z_j} \gamma \in (I + x_1H)^{t},$$

and the proof is over. \qed

We state the third main result of this paper in the next theorem, which is related to the closed neighborhood ideals of cycles.

Theorem 3.2. Let $C_n$ be a cycle graph of order $n$. Then the following statements hold:

(i) $NI(C_n)$ is normal.
(ii) $NI(C_n)$ has strong persistence property.
(iii) $NI(C_n)$ has persistence property.

Proof. (i) Let $C_n = (V(C_n), E(C_n))$ be a cycle graph of order $n$ with $V(C_n) = \{x_1, \ldots, x_n\}$ and $E(C_n) = \{(x_i, x_{i+1}) : i = 1, \ldots, n-1\} \cup \{(x_n, x_1)\}$. Then the closed neighborhood ideal of $C_n$ is given by

$$NI(C_n) = (x_ix_{i+1}x_{i+2} : i = 1, \ldots, n) \subset R = K[x_1, \ldots, x_n],$$

where $x_{n+1}$ (respectively, $x_{n+2}$) represents $x_1$ (respectively, $x_2$). If $n = 3$, then $NI(C_3) = (x_1x_2x_3)$, and so there is nothing to prove. Thus, let $n \geq 4$. Put $H := (x_2x_3, x_{n-1}x_n, x_2x_n)$ and $I := (x_ix_{i+1}x_{i+2} : i = 2, \ldots, n-2)$. One can easily see that $NI(C_n) = I + x_1H$. Our strategy is to use Theorem 3.1 to complete the proof. To do this, we first show that $I$, $H$, and $I + H$ are normal.

Assume that $G$ is a path graph with $V(G) = \{x_2, x_3, x_{n-1}, x_n\}$ and $E(G) = \{(x_2, x_3), (x_{n-1}, x_n), (x_2, x_n)\}$. It is routine to check that $I(G) = H$, where $I(G)$ denotes the edge ideal of $G$. Since, by [5, Corollary 2.6], the edge ideal of any path graph is normally torsion free, and by remembering this fact that every normally torsion-free square-free monomial ideal is normal, we deduce that $H$ is a normal square-free monomial ideal. Now, assume that $P$ is a path graph with $V(P) = \{x_2, x_3, \ldots, x_{n-1}, x_n\}$ and $E(P) = \{(x_i, x_{i+1}) : i = 2, \ldots, n-1\}$. It is not hard to check that $I(P) = I_3(P)$, where $I_3(P)$ denotes the path ideal of length 2 of $P$. It follows readily from Corollary 2.4 that $I = I_3(P)$ is normally torsion free, and so is normal. To complete the proof, we show that $I + H$ is normal. To accomplish this, we note that

$$I + H = (x_2x_3, x_{n-1}x_n, x_2x_n, x_ix_{i+1}x_{i+2} : i = 3, \ldots, n-3).$$

Set $A := (x_3, x_n)$ and $B := (x_{n-1}x_n, x_ix_{i+1}x_{i+2} : i = 3, \ldots, n-3)$. Notice that $I + H = B + x_2A$. It is clear that $A$ is a normal ideal. Furthermore, it follows from Corollary 2.4 and Theorem 2.3 that $B$ is normally torsion free, and so is normal. In addition, we have

$$B + A = (x_3, x_n, x_ix_{i+1}x_{i+2} : i = 4, \ldots, n-3).$$

One can easily conclude from Corollary 2.4 and Theorem 2.3 that $B + A$ is normally torsion free, and hence is normal. By virtue of Theorem 3.1, we deduce that $B + x_2A$ is normal, and so $I + H$ is normal as well. Finally, note that $\gcd(v, x_1) = 1$ for all $v \in G(I) \cup G(H)$. This finishes the proof.

The claims (ii) and (iii) can be proven similar to parts (iv) and (v) in Theorem 2.3. □

The neighborhood ideals of cycles are particularly good because they are generated by monomial of the same degree. This fact together with Theorem 3.2 enables us to study the depth of powers of $NI(C_n)$. For this purpose, we first recall the following definition and result from [10].

Definition 3.3. Let $I \subset R$ be a monomial ideal with $G(I) = \{u_1, \ldots, u_m\}$. The linear relation graph $\Gamma_I$ of $I$ is the graph with the edge set

$$E(\Gamma_I) = \{(x_i, x_j) : \text{there exist } u_k, u_l \in G(I) \text{ such that } x_iu_k = x_ju_l\},$$

and the vertex set $V(\Gamma_I) = \bigcup_{\{x_i, x_j\} \in E(\Gamma)} \{i, j\}$. 

Theorem 3.4. [10, Theorem 3.3] Let $I \subset R = K[x_1, \ldots, x_n]$ be a monomial ideal generated in a single degree whose linear relation graph has $r$ vertices and $s$ connected components. Then

$$\text{depth}(R/I^t) \leq n - t - 1 \text{ for } t = 1, \ldots, r - s.$$ 

To apply above theorem, we first analyze the linear relation graph of $NI(C_n)$. Let $V(C_n) = \{1, 2\}, \{2, 3\}, \ldots, \{n - 1, n\}, \{n, 1\}$. We set the following notations.

1. $u_i = \prod_{j \in N[i]} x_j$. In simple words, $u_i$ is the monomial that corresponds to the closed neighborhood of the vertex $i$.

2. Note that $u_i = x_{i-1}x_i x_{i+1}$, for all $i = 2, \ldots, n - 1$ and $u_1 = x_n x_1 x_2, u_n = x_{n-1} x_n x_1$. To synchronize this notation for all $i$, if $i > n$ then we read $i$ as $i \pmod{n}$. In this way, we can write $u_i = x_{i-1} x_i x_{i+1}$, for all $i = 1, \ldots, n$.

Remark 3.5. Let $i \neq j$. Note that each variable $x_i$ appears in exactly three monomials in $G(NI(C_n))$, and these monomials are $u_{i-1} = x_{i-2} x_{i-1} x_i, u_i = x_{i-1} x_i x_{i+1}$ and $u_{i+1} = x_i x_{i+1} x_{i+2}$. From this observation, we conclude that $\{x_i, x_j\} \in E(\Gamma)$ if and only if there exists a path of length three from $i$ to $j$ in $C_n$. Here a path $P$ of length $n$ is defined on $n + 1$ vertices and $n$ edges.

Remark 3.6. Let $n \geq 4$, and set $I_n := NI(C_n)$. Remark 3.5 leads us to the following:

1. $|V(\Gamma_{I_n})| = n$. This can be easily verified because for every $i$, we can find another vertex $j$ such that there is a path of length three from $i$ to $j$ in $C_n$.

2. $\Gamma_{I_n}$ has one connected component if $n \neq 3k$, for all $k \geq 2$. Indeed, if $n = 1 \pmod{3}$, that is, $n = 3k + 1$ for some $k \geq 1$, then we have

$$E(\Gamma_{I_n}) = \{\{x_1, x_4\}, \{x_4, x_7\}, \ldots, \{x_{3k-2}, x_{3k+1}\}, \{x_{3k+1}, x_3\}, \{x_3, x_6\}, \ldots, \{x_{3k-3}, x_{3k}\}, (x_{3k}, x_2), \{x_2, x_5\}, \ldots, \{x_{3k-2}, x_1\}\}.$$ 

If $n = 2 \pmod{3}$, that is, $n = 3k + 2$ for some $k \geq 1$, then we have

$$E(\Gamma_{I_n}) = \{\{x_1, x_4\}, \{x_4, x_7\}, \ldots, \{x_{3k-2}, x_{3k+1}\}, \{x_{3k+1}, x_2\}, \{x_2, x_5\}, \ldots, \{x_{3k-1}, x_{3k+2}\}, \{x_{3k+2}, x_3\}, \{x_3, x_6\}, \ldots, \{x_{3k}, x_1\}\}.$$ 

3. $\Gamma_{I_n}$ has three connected components if $n = 3k$, for some $k \geq 2$. Set $V(\Gamma_1) = \{x_1, x_4, \ldots, x_{3k-2}\}$, and

$$E(\Gamma_1) = \{\{x_1, x_4\}, \{x_4, x_7\}, \ldots, \{x_{3k-2}, x_{3k}\}\}.$$ 

Set $V(\Gamma_2) = \{x_2, x_5, \ldots, x_{3k-1}\}$, and

$$E(\Gamma_1) = \{\{x_2, x_5\}, \{x_5, x_8\}, \ldots, \{x_{3k-1}, x_2\}\}.$$ 

Set $V(\Gamma_3) = \{x_3, x_6, \ldots, x_{3k}\}$, and

$$E(\Gamma_1) = \{\{x_3, x_6\}, \{x_6, x_9\}, \ldots, \{x_{3k}, x_3\}\}.$$
It can be easily verified that $\Gamma_{I_n}$ is the disjoint union of $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$.

Theorem 3.4 together with Remark 3.6 leads to the following corollary:

**Corollary 3.7.** Let $n \not\equiv 0 \pmod{3}$. Set $I_n = NI(C_n) \subset R = K[x_1, \ldots, x_n]$. Then $\text{depth}(R/I_n^{n-1}) = 0$. In particular, $m \in \text{Ass}(R/I_n^{n-1})$ and $\lim_{k \to \infty} \text{depth} R/I_n^k = 0$.

We provide the fourth main result of this paper in the subsequent theorem, which is related to the dominating ideals of cycles. We will use the following result to establish our proof.

**Corollary 3.8.** [16, Corollary 3.3] Let $I$ be a square-free monomial ideal in a polynomial ring $R = K[x_1, \ldots, x_n]$ over a field $K$. Let $I(m \{x_i\})$ be normally torsion free for all $i = 1, \ldots, n$. Then $I$ is nearly normally torsion free.

Now, we state the next main result.

**Theorem 3.9.** The dominating ideals of cycles are nearly normally torsion free.

**Proof.** Let $C_n$ denote a cycle graph of order $n$ with $V(C_n) = \{x_1, \ldots, x_n\}$ and $E(C_n) = \{(x_i, x_{i+1}) : i = 1, \ldots, n-1\} \cup \{(x_n, x_1)\}$. In the light of [20, Lemma 2.2], the dominating ideal of $C_n$ is given by

$$DI(C_n) = \bigcap_{i=1}^{n} (x_i, x_{i+1}, x_{i+2}) \subset R = [x_1, \ldots, x_n],$$

where $x_{n+1}$ (respectively, $x_{n+2}$) represents $x_1$ (respectively, $x_2$). Set $I := DI(C_n)$. Our strategy is to use Corollary 3.8. To do this, we must show that $I(m \{x_i\})$ is normally torsion free for all $i = 1, \ldots, n$, where $m = (x_1, \ldots, x_n)$. Without loss of generality, it is sufficient for us to prove that $I(m \{x_i\})$ is normally torsion free. To simplify notation, set $F := \bigcap_{i=2}^{n-2} (x_i, x_{i+1}, x_{i+2})$. By virtue of Corollary 3.8, one has to show that the ideal $F = I(m \{x_i\})$ is normally torsion free. To do this, let $T = (V(T), E(T))$ be the rooted tree with the root 2, the vertex set $V(T) = \{x_2, \ldots, x_n\}$, and the edge set $E(T) = \{(x_i, x_{i+1}) : i = 2, \ldots, n-1\}$, where $(x_i, x_{i+1})$ denotes the directed edge from the vertex $x_i$ to the vertex $x_{i+1}$ for all $i = 2, \ldots, n-1$. It is not hard to check that $F$ is the Alexander dual of the path ideal generated by all paths of length 2 in the rooted tree $T$. Now, one can deduce from [11, Theorem 3.2] that $F = I(m \{x_i\})$ is normally torsion free. This completes the proof. \qed
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