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Abstract

We study the dynamics of self-interacting scalar fields with $Z_2$ symmetry governed by a relativistic Israel-Stuart type diffusion equation in the vicinity of a critical point. We calculate spectral functions of the order parameter in mean-field approximation as well as using first-principles classical-statistical lattice simulations in real-time. We observe that the spectral functions are well-described by single Breit-Wigner shapes. Away from criticality, the dispersion matches the expectations from the mean-field approach. At the critical point, the spectral functions largely keep their Breit-Wigner shape, albeit with non-trivial power-law dispersion relations. We extract the characteristic time-scales as well as the dynamic critical exponent $z$, verifying the existence of a dynamic scaling regime. In addition, we derive the universal scaling functions implied by the Breit-Wigner shape with critical power-law dispersion and show that they match the data. Considering equations of motion for a system coupled to a heat bath as well as an isolated system, we perform this study for two different dynamic universality classes, both in two and three spatial dimensions.
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1. Introduction

Thermodynamic systems at a critical point display characteristic features caused by large, long-range fluctuations. As the typical length scale of these fluctuations diverges, singular contributions in various observables arise, whose functional form is dictated by scale-invariance. Analogously, the characteristic time scale of the system’s dynamics diverges, leading to singular contributions in multi-time correlation functions. Since microscopic details of the respective systems average out at sufficiently large length and time scales, these critical phenomena show universality: Different physical systems exhibit quantitatively equivalent critical behaviour as long as their effective macroscopic degrees of freedom have similar properties. Thereby, studying the critical behaviour of well-behaved and relatively easy-to-control condensed-matter systems like e.g. thin films \cite{1, 2}, one can gain valuable insight into respective properties of hard-to-access systems, such as e.g. strong-interaction matter described by the theory of quantum chromodynamics (QCD).

The phase diagram of QCD has been subject of many theoretical studies and experimental campaigns over the last decades \cite{3–6}. One particular challenge that remains is a precise determination of the location of the presumed QCD critical endpoint (CEP) at the end of the first-order chiral transition line in the plane of temperature and baryon chemical potential. It is in the main focus of a number of current and future heavy-ion collision experiments at RHIC, GSI-FAIR and NICA, which are designed specifically to probe the relevant part of the QCD phase diagram. The CEP, and with it the onset of the first-order chiral transition are expected to manifest themselves by causing a non-monotonic behaviour in event-by-event fluctuations of conserved charges when varying the beam energy or the centrality class of the collision \cite{3}. While data from the STAR collaboration does show some indications of such a behaviour in fluctuations of the net-proton number \cite{7, 8}, solid theoretical predictions are required for the interpretation of these results. However, first-principles lattice QCD calculations currently cannot address the physics of the high-density region at large baryon chemical potential. Thus, on has to resort to effective descriptions and theories, while using all available prior knowledge about the critical behaviour of QCD \cite{9}.

Close to the QCD CEP, as the baryon diffusion rate vanishes, the relevant slow mode is a linear combination of the net-baryon density and the chiral condensate \cite{10}. The resulting fluctuations are governed by diffusive dynamics. Thus, an apt description of the dynamic critical behaviour of such a diffusive quantity is crucial for the interpretation of future experimental data. In the classification scheme by Hohenberg and Halperin \cite{11}, the dynamic universality class of a system with a conserved order parameter without any further dynamic couplings is that of Model B. Introducing a dynamic coupling to a non-critical conserved scalar density, e.g. the energy density, changes this to Model D. In the case of full QCD dynamics, one additionally has to take into account the energy-momentum tensor and concludes that it is then equivalent to Model H \cite{10} which otherwise describes the dynamics of liquid-gas transitions.

Continuing a previous study \cite{12}, we investigate a relativistic scalar field theory with a second-order phase transition in the same static $Z_2$ Ising universality class as the QCD critical endpoint. Ultimately, the goal is to devise a microscopic model which shares with QCD also the dynamic universality class of Model H. Since modeling the complete set of relevant dynamic degrees of freedom for Model H proves more challenging, here we first focus on the slightly simpler diffusive Model B, without the additional conserved shear modes characteristic of Model H. In addition to the inherent value of a systematic characterization of critical real-time dynamics, we consider this an important further step from the previously studied relaxational Models A and C towards the full dynamics of Model H for QCD.

A powerful tool for quantifying dynamic critical phenomena is the study of real-time correlation functions of the order parameter field and in particular its spectral function. The abundance of information encoded in spectral functions is of great interest for a wide area of research ranging from condensed matter systems to nuclear and particle physics. Specifically, spectral functions in equilibrium contain the spectrum of possible excitations of the system, enabling one to deduce and identify the degrees of freedom most relevant for an effective description. As the system comes close to a critical point, spectral functions strongly reflect the emergent dynamic critical phenomena dominated by slow modes. Since the characteristic time scale diverges with a power of the spatial correlation length determined by the dynamic critical exponent $z$, one observes scale invariance in the low-energy behaviour of spectral functions which can be exactly described by universal dynamic scaling functions \cite{12}.

We employ the framework of classical-statistical lattice simulations in real time \cite{13–15} to non-perturbatively calculate the spectral function of a single-component scalar field theory with dynamically conserved order parameter. We thereby extend our earlier study \cite{12} where we investigated the critical dynamics of a similar model, but with purely relaxational rather than diffusive dynamics. In order to calculate the spectral function, we use the fluctuation-dissipation relation or Kubo-Martin-Schwinger
They can be expanded in terms of the non-vanishing equal-time generalized Poisson brackets \( \{ \phi, \rho \} \) which allows us to obtain the spectral function from the statistical two-point function. The latter can be calculated from an elementary unequal-time correlation function of classical fields. As in Ref. [12], we study the spectral function of the model at finite spatial momenta in 2+1 and 3+1 dimensional space-time, in parallel, both with and without coupling to a heat bath included. This allows us to extract the characteristic time scale \( \xi \) and its divergence at the critical point, the corresponding dynamic critical exponent \( z \), as well as the universal dynamic scaling functions governing the low-energy regime of the critical spectral functions for each case.

This paper is organized as follows: After recapitulating the dynamic equations used in the renormalization-group analysis of dynamic critical phenomena [11] [18], we introduce a generalization of the dynamical models of [12] that allows for order parameter conservation in Section 2. Some subtleties of its lattice regularization are then discussed in Section 2.4. Beginning with Section 3, we show our numerical derivations are given in the appendices.

We start with the scalar Landau-Ginzburg-Wilson (LGW) model in \( d = 2, 3 \) spatial dimensions. The partition function of the order-parameter field \( \phi(x) = \phi(x,t) \) is given by

\[
Z = \int \mathcal{D}[\phi] \exp \left( -\beta \mathcal{S}[\phi] \right),
\]

where \( \mathcal{S}[\phi] \) is the LGW Hamiltonian, and \( \beta = 1/T \) refers to the inverse temperature. In case of vanishing explicit symmetry breaking (\( J = 0 \)), this model is invariant under the \( Z_2 \) transformation of the order parameter field \( \phi(x) \to -\phi(x) \). If one chooses a negative square-mass \( m^2 < 0 \), the symmetry is spontaneously broken for temperatures \( 0 < T < T_c \) below the critical temperature \( T_c \), but restored above \( T_c \) after undergoing a second-order phase transition in the \( Z_2 \) (Ising) universality class.

Here, we consider an extension of the LGW model with an additional non-critical field \( \rho(x) \), such that the effective Hamiltonian is given by

\[
\mathcal{S}'[\phi, \rho] = \mathcal{S}[\phi] + \frac{1}{2} \int d^d x \left[ \rho^2(x) + g \rho(x) \phi^2(x) \right],
\]

where \( \mathcal{S}[\phi] \) is the zero-temperature contributions given explicitly here, which correspond to \( \phi(x,t) = \{ \phi'(x), \phi(x) \} \).

To derive the dynamical equations, we write linearized equations of motion (see e.g. [19]). The dynamic equations are then given by

\[
\dot{\phi}(x,t) = F_{\text{rev}}^\phi[\phi, \rho] - \gamma_\phi \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} - \gamma_{\phi \rho} \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \rho(x,t)} + \xi(x,t),
\]

\[
\dot{\rho}(x,t) = F_{\text{rev}}^\rho[\phi, \rho] - \gamma_\rho \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} - \gamma_{\rho \phi} \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} + \zeta(x,t),
\]

with reversible forces \( F_{\text{rev}} \), dissipative forces driving the system towards a minimum of \( \mathcal{S}' \), and stochastic forces \( \xi, \zeta \). In slight abuse of the notation, the functional derivative is defined here as a \( d \)-dimensional one at a fixed time \( t \). Dots are used for partial time derivatives of the fields \( \phi(x,t) = \hat{\gamma}_\phi \phi(x,t) \).

Reversible forces are present whenever there are non-linear couplings between hydrodynamic modes. They can be expanded in terms of the non-vanishing equal-time generalized Poisson brackets \( \{ \cdot, \cdot \} \). At vanishing temperature, for example, this would here lead to the following form

\[
F_{\text{rev}}^\phi[\phi, \rho] = -\int d^d x' \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \rho(x', t)} \{ \phi(x, t), \rho(x', t) \},
\]

where the \( \{ \cdot, \cdot \} \) refers to the inverse temperature. In case of vanishing explicit symmetry breaking (\( J = 0 \)), this model is invariant under the \( Z_2 \) transformation of the order parameter field \( \phi(x) \to -\phi(x) \). If one chooses a negative square-mass \( m^2 < 0 \), the symmetry is spontaneously broken for temperatures \( 0 < T < T_c \) below the critical temperature \( T_c \), but restored above \( T_c \) after undergoing a second-order phase transition in the \( Z_2 \) (Ising) universality class.

These can be obtained explicitly following the Mori-Zwanzig projector formalism [21] [24].

---

In addition to the zero-temperature contributions given explicitly here, which correspond to \( \phi(x,t) = \{ \phi'(x), \phi(x) \} \), additional terms \( \times T \) might in general be needed for the reversible forces to be compatible with the equilibrium distribution \( \mathcal{P}[\phi, \rho] = e^{-\beta \mathcal{S}[\phi, \rho]} \). These can be obtained explicitly following the Mori-Zwanzig projector formalism [21] [24].

---

2. Dynamical Models

We start with the scalar Landau-Ginzburg-Wilson (LGW) model in \( d = 2, 3 \) spatial dimensions. The partition function of the order-parameter field \( \phi(x) = \phi(x,t) \) is given by

\[
Z = \int \mathcal{D}[\phi] \exp \left( -\beta \mathcal{S}[\phi] \right),
\]

where \( \mathcal{S}[\phi] \) is the LGW Hamiltonian, and \( \beta = 1/T \) refers to the inverse temperature. In case of vanishing explicit symmetry breaking (\( J = 0 \)), this model is invariant under the \( Z_2 \) transformation of the order parameter field \( \phi(x) \to -\phi(x) \). If one chooses a negative square-mass \( m^2 < 0 \), the symmetry is spontaneously broken for temperatures \( 0 < T < T_c \) below the critical temperature \( T_c \), but restored above \( T_c \) after undergoing a second-order phase transition in the \( Z_2 \) (Ising) universality class.

Here, we consider an extension of the LGW model with an additional non-critical field \( \rho(x) \), such that the effective Hamiltonian is given by

\[
\mathcal{S}'[\phi, \rho] = \mathcal{S}[\phi] + \frac{1}{2} \int d^d x \left[ \rho^2(x) + g \rho(x) \phi^2(x) \right],
\]

One can integrate out \( \rho(x) \) by completing the square and absorbing the shift in the anharmonicity by a redefinition of \( \lambda \to \lambda' = \lambda - 3g \rho \). Therefore, the introduction of \( \rho(x) \) does not change the static critical behaviour of the theory, in particular as \( \lambda \to \lambda^* \) approaches a universal fixed point value anyway.

Interpreting the fields \( \phi(x) \) and \( \rho(x) \) as coarse-grained hydrodynamic degrees of freedom, one can write linearized equations of motion (see e.g. [19]). The dynamic equations are then given by

\[
\dot{\phi}(x,t) = F_{\text{rev}}^\phi[\phi, \rho] - \gamma_\phi \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} - \gamma_{\phi \rho} \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \rho(x,t)} + \xi(x,t),
\]

\[
\dot{\rho}(x,t) = F_{\text{rev}}^\rho[\phi, \rho] - \gamma_\rho \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} - \gamma_{\rho \phi} \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \phi(x,t)} + \zeta(x,t),
\]

with reversible forces \( F_{\text{rev}} \), dissipative forces driving the system towards a minimum of \( \mathcal{S}' \), and stochastic forces \( \xi, \zeta \). In slight abuse of the notation, the functional derivative is defined here as a \( d \)-dimensional one at a fixed time \( t \). Dots are used for partial time derivatives of the fields \( \phi(x,t) = \hat{\gamma}_\phi \phi(x,t) \).

Reversible forces are present whenever there are non-linear couplings between hydrodynamic modes. They can be expanded in terms of the non-vanishing equal-time generalized Poisson brackets \( \{ \cdot, \cdot \} \). At vanishing temperature, for example, this would here lead to the following form

\[
F_{\text{rev}}^\phi[\phi, \rho] = -\int d^d x' \frac{\delta \mathcal{S}'[\phi, \rho]}{\delta \rho(x', t)} \{ \phi(x, t), \rho(x', t) \},
\]

---

In addition to the zero-temperature contributions given explicitly here, which correspond to \( \phi(x,t) = \{ \phi'(x), \phi(x) \} \), additional terms \( \times T \) might in general be needed for the reversible forces to be compatible with the equilibrium distribution \( \mathcal{P}[\phi, \rho] = e^{-\beta \mathcal{S}[\phi, \rho]} \). These can be obtained explicitly following the Mori-Zwanzig projector formalism [21] [24].
and an analogous expression for $F_{\text{rev}}[\phi, \rho]$ with $\phi$ and $\rho$ interchanged.

The noise correlators of the stochastic forces are given by

\[
\langle \xi(x, t)\xi(x', t') \rangle = 2T\gamma_{\phi\phi}(x - x')\delta(t - t'),
\]
\[
\langle \xi(x, t)\zeta(x', t') \rangle = 2T\gamma_{\rho\rho}(x - x')\delta(t - t'),
\]
\[
\langle \zeta(x, t)\zeta(x', t') \rangle = 2T\gamma_{\phi\rho}(x - x')\delta(t - t').
\]

Due to Onsager’s principle, the (operator-valued) kinetic coefficient matrix $\gamma$ must be symmetric, i.e. $\gamma_{\phi\rho} = \gamma_{\rho\phi}$. If the off-diagonal terms $\gamma_{\phi\rho} > 0$ are non-zero, one calls $\rho$ and $\phi$ dynamically coupled.

Further constraints on the remaining kinetic coefficients depend on whether the corresponding field is (locally) conserved or not. If it is not conserved, the derivative expansion of the kinetic coefficient starts with an order-zero constant term $\gamma_{\phi\phi} \sim \Gamma_\phi$ which then corresponds to the Onsager relaxation coefficient. In the case of a locally conserved density, on the other hand, the derivative expansion starts at second order. I.e. in momentum space one then has $\gamma_{\phi\rho}(q) \sim \lambda_\phi q^2$ in the static long-wavelength limit to describe the relaxation dynamics of the conserved density with diffusion constant $\lambda_\phi$.

For studies of dynamic critical phenomena in Models A-D one can furthermore assume dynamically decoupled degrees of freedom which amounts to vanishing kinetic cross-coefficients, $\gamma_{\phi\rho} = 0$. As we have studied the dynamics of Models A and C with non-conserved order parameters in Sections 5 and 6 of our previous Ref. [12] already, we now move on to discuss Models B and D here.

When analyzing dynamics of Model D, one has a locally conserved order-parameter $\phi(x)$ statically coupled to a conserved non-critical secondary density $\rho(x)$. Since the mesoscopic fields $\phi$ and $\rho$ neither have non-commuting microscopical equivalents, nor does either of them contain a generator of a symmetry group of the system, the generalized Poisson brackets $\{\phi, \rho\} = 0$ in this case vanish identically [26]. Therefore, the reversible forces themselves vanish as well which thus leads to first-order equations of motion of the form

\[
\frac{d\phi(x, t)}{dt} = \lambda_\phi \nabla^2 \frac{\delta \mathcal{F}[\phi, \rho]}{\delta \phi(x, t)} + \xi(x, t),
\]
\[
\frac{d\rho(x, t)}{dt} = \lambda_\rho \nabla^2 \frac{\delta \mathcal{F}[\phi, \rho]}{\delta \rho(x, t)} + \zeta(x, t),
\]

with the LGW Hamiltonian from [2], and diffusion constants $\lambda_\phi$ and $\lambda_\rho$. In order to be consistent with Eqs. (7) to (9) the noise terms are also conserved with vanishing expectation value and correlators given by

\[
\langle \xi(x, t)\xi(x', t') \rangle = -2T\lambda_\phi \nabla^2 \delta(x - x')\delta(t - t'),
\]
\[
\langle \xi(x, t)\zeta(x', t') \rangle = -2T\lambda_\rho \nabla^2 \delta(x - x')\delta(t - t'),
\]
\[
\langle \zeta(x, t)\zeta(x', t') \rangle = 0.
\]

Setting $g \to 0$ and thus decoupling the non-critical density, one recovers Model-B dynamics for $\phi$. A dynamic renormalization group analysis shows that, due to the order parameter being conserved, there are no $\epsilon$-dependent contributions to the response propagator. Therefore conventional theory holds [11, 15, 27], and one has for the dynamic critical exponent of the order parameter $z_B = 4 - \eta$. This is unchanged if one introduces the secondary, non-conserved conserved quantity $\rho$, which can model e.g. the energy density and is coupled with $g > 0$ to the square of the order parameter field $\phi$. For the secondary density $\rho$, on the other hand, the dynamic scaling hypothesis requires a different dynamic critical exponent $z_C = 2 + \alpha/\nu$ [20] which is the same as that for the order parameter field in Model C (in the Gaussian approximation one has $z_B = z_C = 4$).

2.1. Microscopic field theory realizations

In order to probe the dynamic critical behaviour using classical statistical simulations, we set out to define relativistic continuum theories whose effective dynamic degrees of freedom at the critical point match the prescriptions of the effective Models of Halperin and Hohenberg. In [12], we have studied a relativistic scalar field theory evolving under Langevin and Hamiltonian dynamics. Specifically, we used

\[\text{Without the requirement of locality in the conservation law, one can also have } \gamma_{\phi\rho} \sim q^\sigma \text{ with a more general exponent } \sigma > 0 \text{ leading to different dynamic critical behaviour [25].} \]
as the stochastic evolution equation of the order parameter field $\phi(x, t)$ a second-order equation of motion with uncorrelated white noise of the form

$$
\ddot{\phi}(x, t) = -\frac{\delta S[\phi]}{\delta \dot{\phi}(x, t)} - \gamma \phi(x, t) + \sqrt{2\gamma T} \eta(x, t),
$$

(15)

$$
\langle \eta(x, t) \rangle = 0, \quad \langle \eta(x', t') \eta(x, t) \rangle = \delta(x' - x)\delta(t' - t).
$$

(16)

The real parameter $\gamma$ represents the Langevin coupling to a heat bath via the Gaussian random noise $\eta(x, t)$. The conjugate momentum field in this case is identical to the time derivative of $\phi$, and we define $\pi(x, t) = \dot{\phi}(x, t)$ to be used as the kinetic momentum field throughout in the following. As we have demonstrated explicitly in [12], this system shows the expected dynamic critical behaviour of Model A (C) for finite (vanishing) Langevin coupling $\gamma$.

In the case of the diffusive dynamics of Model B, when the order parameter $Q = \int d^d x \phi(x, t)$ is conserved, i.e. $Q = 0$, we consider equations of motion of the form

$$
\ddot{\phi}(x, t) = \mu \nabla^2 \frac{\delta S[\phi]}{\delta \phi(x, t)} - \gamma \phi(x, t) + \sqrt{2\gamma T} \eta(x, t),
$$

(17)

$$
\langle \eta(x, t) \rangle = 0, \quad \langle \eta(x', t') \eta(x, t) \rangle = -\mu \nabla^2 \delta(x' - x)\delta(t' - t),
$$

(18)

where $\mu$ is the mobility coefficient (for low frequency excitations with $\omega \ll \gamma$ it reduces to $\mu = \gamma \lambda_\phi$ in the linearized equations of the previous subsection).

We note that for both Models A and B, decoupling the system from the heat bath by setting the Langevin coupling $\gamma = 0$, leads to another conserved scalar quantity in the system, which can be identified with the total energy. Due to the presence of this additional conserved quantity, this conservative limit of Model A in Eq. (15) corresponds to the dynamic universality class of Model C as discussed explicitly in [11]. While in the limit $\gamma \to 0$ the equation of motion (17) for Model B also features an additional conserved quantity in Eq. (27), this situation is clearly more subtle. Even though in this limit the model in Eq. (17) features the same set of conserved quantities as Model D, the structure of excitations is completely different as for $\gamma \to 0$, Eq. (17) becomes a non-linear wave-equation, which conserves the order parameter but no longer features ordinary diffusive behavior at tree level. Since the classification of the non-dissipative limit of our Model B dynamics is not obvious, we will refer to it as “Model BC” in the following to highlight that this dynamics emerges as the conservative (C) limit of an Israel-Stuart type diffusive dynamics (Model B).

As a brief recap, the equilibrium distribution of the order parameter field for the standard Langevin evolution in Eq. (15) of course corresponds to the Boltzmann distribution,

$$
\mathcal{P}_A[\phi, \pi] = Z^{-1} \exp \left\{ -\beta \delta S[\phi] - \beta \int d^d x \frac{\pi^2(x)}{2} \right\} = Z^{-1} \exp \left\{ -\beta H_A[\phi, \pi] \right\}.
$$

(19)

It is the stationary solution to the Fokker-Planck equation for the Itô-Langevin process described by Eqs. (15) and (16) with Model A dynamics whose drift term vanishes. One hence has Liouville’s theorem

$$
\frac{d\mathcal{P}_A}{dt} = \frac{\partial \mathcal{P}_A}{\partial t} - \int d^d x \left( \frac{\delta S[\phi]}{\delta \dot{\phi}} \frac{\delta}{\delta \pi} - \frac{\delta S[\phi]}{\delta \pi} \frac{\delta}{\delta \dot{\phi}} \right) \mathcal{P}_A[\phi, \pi] = 0,
$$

(20)

where the implicit time dependence is given by the equal-time Poisson bracket between $H_A$ and $\mathcal{P}_A$ as usual, with subscripts $x$ as shorthand notations for the spatial functional derivatives w.r.t. the fields at fixed times. In general, the right hand side of the Fokker-Planck equation is given by the collision term. For our Model A dynamics it reads,

$$
\frac{d\mathcal{P}_A}{dt} = \gamma \int d^d x \ C_A(x, x, t), \quad \text{with} \quad C_A(x, y, t) = \frac{\delta}{\delta \pi_x} \left[ \pi_y \mathcal{P}_A + T \frac{\delta}{\delta \pi_y} \mathcal{P}_A \right],
$$

(21)

and separately also vanishes in equilibrium, simply because $T \frac{\delta \mathcal{P}_A}{\delta \pi_x} = -\pi_x \mathcal{P}_A$.

By the same line of arguments, the equilibrium distribution for our diffusive Model B dynamics is in turn given by

$$
\mathcal{P}_B[\phi, \pi] = Z^{-1} \exp \left\{ -\beta \delta S[\phi] + \beta \int d^d x \frac{1}{2\mu} \pi(x) \nabla^2 \pi(x) \right\}.
$$

(22)
This is the stationary solution to
\[ \frac{dP_B}{dt} = \frac{\partial P_B}{\partial t} + \int d^d x \left( \left( \mu \nabla^2 \frac{\delta \delta^2 \phi}{\delta \phi \delta \phi} \right) \frac{\delta}{\delta \pi_x} + \pi_x \frac{\delta}{\delta \phi_x} \right) P_B[\phi, \pi] = 0, \]
and it also nullifies the collision integral, where the kernel now gets modified according to
\[ C_B(x, y, t) = \frac{\delta}{\delta \pi_x} \left[ \pi_y P_B - T \mu \nabla^2 \frac{\delta}{\delta \pi_y} P_B \right]. \]

And finally, for completeness, away from equilibrium the full Fokker-Planck equation for our Model B process reads as follows:
\[ \frac{\partial P_B}{\partial t} = -\int d^d x \left( \left( \mu \nabla^2 \frac{\delta \delta^2 \phi}{\delta \phi \delta \phi} \right) \frac{\delta}{\delta \pi_x} + \pi_x \frac{\delta}{\delta \phi_x} \right) P_B[\phi, \pi] - \gamma C_B(x, x, t) \]

Note that the Model A version of the equilibrium distribution in \[19\] is given by the usual Hamiltonian \( H_A[\phi, \pi] \) of the corresponding scalar field theory with a single real field variable \( \phi(x) \) and its conjugate momentum field \( \pi(x) = \dot{\phi}(x) \). It is therefore tempting to also identify the equilibrium distribution in Eq. \[22\] with the Boltzmann distribution \( P_B \propto \exp(-\beta H_B) \) of an effective total energy \( H_B \), i.e.,
\[ H_B = \int d^d x \left\{ -\frac{1}{2\mu} \pi(x) \nabla^2 \pi(x) + \frac{1}{2} \phi(x) (-\nabla^2 + m^2) \phi(x) + \frac{\lambda}{4!} \phi^4(x) - J \phi(x) \right\}. \]
However, the kinetic momentum field \( \pi(x) = \dot{\phi}(x) \) is then no longer equal to the canonically conjugate momentum variable of the field \( \phi(x) \). Introducing a canonical momentum field \( K(x) \) as the solution to \( \pi(x) = -\mu \nabla^2 K(x) \) for the scalar field conjugate to \( \phi(x) \), on the other hand, it is straightforward to show that the Hamiltonian
\[ H_B[\phi, K] = \int d^d x \left( -\frac{1}{2} K(x) \nabla^2 K(x) \right) + \frac{\gamma}{2} \left[ \left( \nabla K(x) \right)^2 + \delta \right] \]
generates the conservative part of the equation of motion \[17\] with \( \dot{\phi}(x, t) = -\mu \nabla^2 K(x, t) \).
An intuitive interpretation of \( K(x, t) \) is obtained from recalling that the diffusive dynamics of Model B results from the conservation of the total magnetization \( Q \), i.e. the order parameter field obeys a continuity equation
\[ \dot{\phi}(x, t) + \nabla \cdot J(x, t) = 0, \]
where the magnetization current \( J(x, t) = \mu \nabla K(x, t) \), in the conservative case, is proportional to the gradient of the conjugate momentum field \( K(x) \), related by the mobility coefficient.
The coupling of the magnetization current to the heat bath must then be consistent with Eq. \[17\], such that we have for its evolution
\[ J(x, t) = \mu \nabla \dot{K}(x, t) - \gamma J(x, t) - \sqrt{2\gamma \mu T} \zeta(x, t), \]
\[ \frac{d}{dt} H_B \delta \phi_x = \gamma \dot{J}(x, t) - \sqrt{2\gamma \mu T} \zeta(x, t), \]
with a \( d \)-component vectorial noise \( \zeta(x, t) \), related to the noise in Eq. \[18\] by \( \sqrt{\mu} \nabla \cdot \zeta = \eta \), and hence with zero mean and covariance here, i.e. \( \left< \zeta(x', t') \zeta(x, t) \right> = \delta_{ij} \delta(x'-x) \delta(t'-t) \).
In particular, this confirms that \( \dot{K} = -\frac{\delta}{\delta \phi_x} H_B[\phi, K] \).

### 2.2. Causal diffusion

Without derivative terms, a standard Landau-Ginzburg Hamiltonian would yield a hyperbolic and causal field equation for the conservative forces in \[17\] because the order of time derivatives then matches that of the spatial ones. This is different when we use the LGW Hamiltonian of Eq. \[2\] which already includes the second-order derivative term which is of order \( p^2 \) in momentum space, so that the right hand side of our diffusive field equation in \[17\] is of order \( p^4 \) while the left hand side is only of order \( \omega^2 \). This mismatch of orders in time versus spatial derivatives is a source of acausal ultraviolet modes and limits the range of applicability of the model to an effective-low energy theory. While this is sufficient for our main focus on the critical infrared dynamics in this paper, a causal ultraviolet extension is possible with
minor modifications. In order to avoid acausal diffusion in the relativistic limit we have to replace our Hamiltonian equations of motion for the irreversible forces from $H_B$ in (27) by relaxation-type equations. Introducing a small relaxation time $\tau_r$ which will not affect the critical dynamics studied in this paper as long as $\tau_r \ll \tau_R = 1/\gamma$, we then write

$$
\tau_r \dot{\phi}(x, t) + \ddot{\phi}(x, t) - \frac{\delta H_B}{\delta \phi} = 0,
$$

(30)

$$
\tau_r \ddot{K}(x, t) + \dot{K}(x, t) + \frac{\delta H_B}{\delta \phi_x} = 0.
$$

(31)

As a result, however, already the conservative equations of motion, for $\gamma = 0$ here, can then no-longer be described by Hamilton dynamics as we did for the purely diffusive dynamics in the previous subsection, and there is no strict energy conservation anymore because $\frac{d}{dt}H_B = O(\tau_r)$. The first relaxation equation for $\phi$ then reads

$$
\tau_r \dot{\phi}(x, t) + \ddot{\phi}(x, t) + \mu \nabla^2 K(x, t) = 0,
$$

(32)

which for $K \sim \phi$ would represent a hyperbolic heat equation, and replaces $\dot{\phi}(x, t) = -\mu \nabla^2 K(x, t)$ above. With the continuity equation in (28) this becomes

$$
\dot{J}(x, t) = -\frac{1}{\tau_r} (J(x, t) - \mu \nabla K(x, t)),
$$

(33)

thus also representing a relaxation equation for the magnetization current to replace the acausal constitutive relation $J(x, t) = \mu \nabla K(x, t)$ used implicitly above. With damping and noise, Eqs. (30) and (31) together then lead to

$$
(\tau_r \dot{c}_t + 1)^2 \dot{c}_t \phi(x, t) + \mu \nabla^2 \phi(x, t) = \gamma \dot{c}_t \phi(x, t) + \sqrt{2\gamma T} \eta(x, t),
$$

(34)

as the regularized causal version of Eq. (17). Using the continuity equation again, the regularized replacement for the evolution of the magnetization current in Eq. (29) simply becomes

$$
(\tau_r \dot{c}_t + 1)^2 \dot{c}_t J(x, t) = -\mu \nabla^2 J(x, t) - \gamma J(x, t) - \sqrt{2\gamma T} \zeta(x, t),
$$

(35)

which is also consistent with Eq. (33) for $\gamma = 0$.

With the main focus on critical dynamics, from the critical low-frequency excitations, we will neglect the problem with possible acausal diffusion of high-frequency ultraviolet excitations and therefore consider the microscopic theory as an effective low-energy theory for the critical dynamics. We can then safely set $\tau_r \to 0$ in the following, so that the causal versions of all the equations for relativistic diffusion in this subsection reduce to those from the previous subsections again, where we have reformulated the diffusion process in terms of Hamiltonian dynamics with the (approximately) conserved energy given by the effective Hamiltonian $H_B$ in Eq. (27).

2.3. Covariant formulation

Both dynamical models can be written in a Lorentz-covariant manner. The model without conserved order parameter is described by the usual Lagrangian density of a self-interacting relativistic scalar field,

$$
L_A = \frac{\phi}{\delta \pi} - \frac{1}{2} \pi^2 - \frac{1}{2} (\nabla \phi)^2 - V(\phi) = \frac{1}{2} (\partial^\mu \phi) \partial^\nu \phi - V(\phi), \quad \text{with} \quad V(\phi) = \frac{m^2}{2} \phi^2 + \frac{\lambda}{4!} \phi^4,
$$

(36)

and metric with signature $(+, +, - , -)$. The Euler-Lagrange equation yields the equation of motion $\partial^\mu \partial^\nu \phi + V'(\phi) = 0$ for the non-dissipative system for $\gamma = 0$ with Model C dynamics. Adding the coupling to the heat bath, we have to specify its local rest frame. Denoting the four-velocity of the bath by $u^\mu$, with $u_\mu u^\mu = 1$, we can then write,

$$
0 = \partial^\mu \partial^\nu \phi + V'(\phi) + \gamma u_\mu \partial^\mu \phi - \sqrt{2\gamma T} \eta
$$

(37)

as the covariant version of the equation of motion for our realization of Model A dynamics, where Eq. (15) is recovered with $u^\mu = (1, 0, 0, 0)$ in the rest frame of the heat bath.

In order to translate the Hamiltonian (27) and the equation of motion Eq. (17) with Model B dynamics to covariant form, we introduce some notation from relativistic hydrodynamics: Along with the local rest-frame velocity $u_\mu$, we denote the corresponding timelike derivative in the local rest frame by $D_\tau = u_\mu \partial^\mu$. The action in the covariant form is

$$
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( \partial^\mu \phi \partial^\nu \phi \right) - \gamma u_\mu \partial^\mu \phi \right] - \int d^4x \sqrt{-g} \left[ \frac{1}{2} \pi^2 - \frac{1}{2} (\nabla \phi)^2 - V(\phi) \right],
$$

(38)

and the Euler-Lagrange equation yields the equation of motion $\partial^\mu \partial^\nu \phi + V'(\phi) = 0$ for the non-dissipative system for $\gamma = 0$ with Model C dynamics. Adding the coupling to the heat bath, we have to specify its local rest frame. Denoting the four-velocity of the bath by $u^\mu$, with $u_\mu u^\mu = 1$, we can then write,

$$
0 = \partial^\mu \partial^\nu \phi + V'(\phi) + \gamma u_\mu \partial^\mu \phi - \sqrt{2\gamma T} \eta
$$

(37)

as the covariant version of the equation of motion for our realization of Model A dynamics, where Eq. (15) is recovered with $u^\mu = (1, 0, 0, 0)$ in the rest frame of the heat bath.

In order to translate the Hamiltonian (27) and the equation of motion Eq. (17) with Model B dynamics to covariant form, we introduce some notation from relativistic hydrodynamics: Along with the local rest-frame velocity $u_\mu$, we denote the corresponding timelike derivative in the local rest frame by $D_\tau = u_\mu \partial^\mu$. The action in the covariant form is

$$
S = \int d^4x \sqrt{-g} \left[ \frac{1}{2} \left( \partial^\mu \phi \partial^\nu \phi \right) - \gamma u_\mu \partial^\mu \phi \right] - \int d^4x \sqrt{-g} \left[ \frac{1}{2} \pi^2 - \frac{1}{2} (\nabla \phi)^2 - V(\phi) \right],
$$

(38)
For the spacelike gradient one first introduces the 4-dimensionally transverse projector, $\Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu$ and with this, $\nabla^\mu = \Delta^{\mu\nu} \partial_\nu$, so that $\partial^\mu = u^\mu D_t + \nabla^\mu$. The corresponding spatial Laplacian is analogously written as $\Delta = -\nabla_\mu \Delta^{\mu\nu} \nabla_\nu = -\nabla_\mu \nabla^\mu$. Moreover, we introduce the spacelike 4-vector

$$\nu^\mu = \Delta^{\mu\nu} J_\nu = -\mu \nabla^\mu K,$$

such that $u_\mu \nu^\mu = 0$. (38)

This relation again holds as it stands first without dissipation. Including the coupling to the heat bath, we can then write our equation of motion for Model B, analogous to Eq. (29), in the following form,

$$D_t \nu^\mu = -\mu D_t (\nabla^\mu K) - \gamma \nu^\mu - \sqrt{2\gamma \mu T} \zeta^\mu_\perp,$$

(39)

where the spacelike noise vectors, with $u_\mu \zeta^\mu_\perp = 0$, now obey

$$\langle \zeta^\mu_\perp (x) \zeta^\rho_\perp (x') \rangle = \Delta^{\mu\rho} \delta(x-x'),$$

(40)

with $d+1$ dimensional $\delta$-function. They are related to the scalar noise $\eta$ by $\sqrt{\mu} \nabla_\mu \zeta^\mu_\perp = \eta$, whose variance is now given by the covariant form of the spatial Laplacian $\Delta = -\nabla_\mu \nabla^\mu$,

$$\langle \eta(x) \eta(x') \rangle = -\mu \Delta \delta(x-x').$$

(41)

In the spacelike projection of Eq. (39) we can now use $\Delta^{\mu\nu} D_\sigma \nabla_\nu = \nabla^\mu D_\sigma$ to commute timelike and spacelike derivatives of the momentum field $K$ on the right hand side. For the timelike derivative of $K$ we furthermore use

$$D_t K = \Delta \phi - V'(\phi),$$

(42)

where we now have $\phi = u_\mu J^\mu$. Eq. (39) thus now becomes

$$\Delta^{\mu\nu} D_\sigma \nu^\nu = -\gamma \left( \nu^\mu - \frac{\mu}{\gamma} \nabla^\mu (V'(\phi) - \Delta \phi) \right) - \sqrt{2\gamma \mu T} \zeta^\mu_\perp.$$

(43)

In this hydrodynamic form, the conserved current $J^\mu$ in the continuity equation (28), $\partial_\mu J^\mu = 0$, is thus decomposed as $J^\mu = \phi u^\mu + \nu^\mu$, and Eq. (43) assumes the role of an Israel-Stewart type relaxation equation 23-29 with relaxation time $1/\gamma$ and vector force $I^\mu = \nabla^\mu (V'(\phi) - \Delta \phi)$. In the non-interacting scalar field theory, for example, the corresponding diffusion rate is thus given by $D_{\text{diff}}(k) = (\mu/\gamma) (m^2 + k^2) = (\mu/\gamma) \chi^{-1}(k)$, i.e. inversely proportional to the respective static susceptibility $\chi(k)$ as expected.

The analogous procedure as used for our Model A or Model C (without dissipation for $\gamma = 0$) Lagrangian $\mathcal{L}_A$ in Eq. (36) above, now first leads to a Lagrangian for the non-dissipative ($\gamma = 0$) part of our theory with conserved order parameter which is of the form,

$$\mathcal{L}_B = -\frac{1}{2\mu} \phi \nabla^2 \phi - \frac{1}{2} (\nabla \phi)^2 - V(\phi)$$

$$= \frac{\mu}{2} K \nabla^2 K + K \ddot{\phi} - \frac{1}{2} (\nabla \phi)^2 - V(\phi),$$

(44)

where we have reintroduced $K$ as a Gaussian auxiliary field whose equation of motion implements the constraint

$$\frac{\partial \mathcal{L}_B}{\partial K} = \ddot{\phi} + \mu \nabla^2 K = 0.$$ (45)

Together with the equation of motion for the $\phi$ field,

$$\frac{\partial \mathcal{L}_B}{\partial \phi} = \nabla^2 \phi - V'(\phi) = \ddot{K},$$ (46)

we thus recover the non-dissipative part of Eq. (17),

$$\ddot{\phi} = -\mu \partial_t \nabla^2 K = -\mu \nabla^2 (\nabla^2 \phi - V'(\phi)).$$ (47)

To avoid acausal diffusion at high frequencies, as discussed in Subsection 2.2, we need to replace $\ddot{\phi} \rightarrow \ddot{\phi} + \tau_\gamma \ddot{\phi}$ and $K \rightarrow K + \tau_\gamma K$ in the equations of motion (45) and (46) which then agree with (30) and (31), and lead to the causal equation of motion (43) instead of its low-frequency approximation in Eq. (17) for the order parameter in Model B.

Moreover, note that we had to commute the time derivative with the spatial Laplacian in (47), in order to get from (45) and (46) to (17). This becomes a bit subtle as well in the covariant formulation when
the local rest-frame velocity is spacetime dependent, for the same reason that we needed the transverse 
projection in the Israel-Stewart equation \[34\] in order to be able to commute the timelike and spacelike 
derivatives on \( K \). In the covariant version of the equation of motion for the scalar field \( \phi \), the necessary 
commutator is readily worked out to be

\[
D_\tau \Delta = \Delta D_\tau + (\partial_\mu u^\mu) a^\nu \nabla_\nu, \tag{48}
\]

where the spacelike vector \( a^\mu = D_\tau u^\mu \) describes the acceleration of the local fluid element, and \( \partial_\mu u^\mu \) its expansion. Hence, the spatial Laplacian \( \Delta = -\nabla_\mu \nabla^\mu \) commutes with the timelike derivative \( D_\tau = u^\mu \partial_\mu \) 
for incompressible fluids with \( \partial_\mu u^\mu = 0 \), and we observe that the non-dissipative part of Eq. \[17\] describes 
the diffusive dynamics of an incompressible fluid.

For causal diffusion we again use the decomposition of the four-vector \( J^\mu = \phi u^\mu + \nu^\mu \), which is 
inverted by \( \phi = u_\mu J^\mu \) and \( \nu^\mu = \Delta^\mu \nu J_\nu \), but now together with the covariant version of the relaxation-
type equation, Eq. \[33\] of Subsection 2.2

\[
\Delta^\mu \nu D_\tau \nu = -\frac{1}{\tau_\tau} (\nu^\mu + \mu \nabla^\mu K), \tag{49}
\]

which by itself resembles Israel-Stewart hydrodynamics with Eq. \[38\] as the corresponding Navier-Stokes 
limit, see App. B. One then readily verifies that the current conservation law in covariant form reads,

\[
\partial_\tau J^\mu = D_\tau \phi + (\partial_\mu u^\mu) \phi + \partial_\mu \nu^\mu 
= \tau_\tau D^2 \phi + D_\tau \phi - \mu \partial_\mu \nabla^\mu K = 0, \tag{50}
\]

where we have again assumed incompressibility \( (\partial_\mu u^\mu = 0) \), and vanishing acceleration \( (a^\mu = D_\tau u^\mu = 0) \) 
in the second line. The covariant version of the Lagrangian \[44\] for this conservative Model BC dynamics,

\[
L_B = \frac{\mu}{2} (\nabla_\mu K) \nabla^\mu K + K D_\tau \phi + \frac{1}{2} (\nabla_\mu \phi) \nabla^\mu \phi - V(\phi), \tag{51}
\]

can only generate the reversible part of the equations of motion, valid for \( \tau_\tau \rightarrow 0 \). Causality then requires 
replacing \( D_\tau \rightarrow \tau_\tau D^2 + D_\tau \) analogous to the procedure explained in Subsection 2.2 above, which yields

\[
\tau_\tau D^2 K + D_\tau K + \partial_\mu \nabla^\mu \phi + V'(\phi) = 0, \tag{52}
\]
\[
\tau_\tau D^2 \phi + D_\tau \phi - \mu \partial_\mu \nabla^\mu K = 0, \tag{53}
\]

as a coupled set of hyperbolic heat equations for \( \phi \) and \( K \) with the conservative force \( -V'(\phi) \) acting as 
a source. Finally note that, in general, \( \partial_\mu \nabla^\mu + \nabla^\mu \partial_\mu \) and neither of the two is equal to the (negative) 
spatial Laplacian \( \nabla_\mu \nabla^\mu = -\Delta \). Only for an incompressible fluid without acceleration they are all the 
same and these distinctions are luckily unnecessary\[3\]. From these equations of motion, adding damping 
and noise again, one can furthermore derive the covariant version of Eq. \[35\],

\[
(\tau_\tau \Delta^\mu \nu D_\tau + g^\mu \nu) (\tau_\tau \Delta_{\rho \sigma} D_\tau + g_{\rho \sigma}) \Delta^\sigma \nu D_\tau \nu = \nabla^\mu (V'(\phi) - \Delta \phi) - \sqrt{2\gamma \mu T} \xi^\mu, \tag{54}
\]

which yields the analogous causal extension of our Israel-Stewart type equation in \[43\].

### 2.4. Lattice Regularization

We employ a lattice regularization to supply a UV cutoff to possible spatial variations of the order 
parameter field \( \phi(x, t) \). The LGW Hamiltonian then becomes a sum over the field \( \phi(x, t) \rightarrow \phi_x(t) \) at discrete lattice sites

\[
\delta \mathcal{H}[\phi_x] = \sum_x a^d \left\{ -\frac{1}{2a^d} \sum_{y \sim x} \phi_x \phi_y + \frac{m^2}{2} + \frac{d}{a^d} \right\} \phi_x^2 + \frac{\lambda}{4!} \phi_x^4 + J \phi_x \right\}, \tag{55}
\]

where the sum \( \sum_{y \sim x} \) runs over all nearest neighbour sites \( y \) attached to the site \( x \), and \( \sum_x a^d \) denotes the 
sum over the spatial volume with lattice spacing \( a \). For the lattice Laplacian we use \( \nabla^2 \phi_x = \nabla_b \cdot \nabla_f \phi_x = a^{-2} \left( \sum_{y \sim x} \phi_y - 2 \phi_x \right) \) which corresponds to applying one forward and one backward derivative defined

\[3\]With acceleration \( a^\mu = D_\tau u^\mu \) and expansion \( \partial_\mu u^\mu \) one has \( \partial_\mu \nabla^\mu = \nabla_\mu \nabla^\mu - a^\mu \partial_\mu \) and \( \nabla^\mu \partial_\mu = \nabla_\mu \nabla^\mu + (\partial_\mu u^\mu) D_\tau \).
as \( \partial_i^J \phi_x = (\phi_{x+i} - \phi_x)/a = \partial_i^0 \phi_{x+i} \), where \( \hat{i} \) is a lattice-unit vector in the direction \( i \). We use periodic boundary conditions so that the rules of partial integration with \( \partial_i^0 = -(\partial_i^0) \) on the spatial lattice apply. To simplify the notation, we from here on let the lattice spacing \( a = 1 \) be unity. If not stated otherwise, the model parameters in these lattice units are set to \( m^2 = -1, \lambda = 1 \), as well as \( J = 0 \).

For Model C, where the order parameter is not conserved, the discretization of the Hamiltonian is straightforward, and we obtain for the lattice Hamiltonian and the equations of motion

\[
H_A = \sum_x \frac{\pi_x^2}{2} - \frac{1}{2} \sum_y \phi_x \phi_y + \left( \frac{m^2}{2} + d \right) \phi_x^2 + \frac{\lambda}{4} \phi_x^4 + J \phi_x, \quad (56)
\]

\[
\dot{\phi}_x = \frac{\partial H_A}{\partial \pi_x} = \pi_x, \quad (57)
\]

\[
\dot{\pi}_x = -\frac{\partial H_A}{\partial \phi_x} - \gamma \pi_x + \sqrt{2\gamma T} \eta_x, \quad (58)
\]

\[
-\frac{\partial H_A}{\partial \partial_x} = -\sum_i (\phi_y - \phi_x) + \left( \frac{m^2 + \lambda \phi_x^2}{6} \right) \phi_x + J, \quad (59)
\]

where \( \eta_x \) is a zero-mean Gaussian white noise at every lattice site with \( \langle \eta_x(t) \eta_x(t) \rangle = \delta_{x,x'} \delta(t-t') \).

For Models B and BC, we begin the discretization by considering again the pair of conjugate variables \( \phi(x,t), K(x,t) \rightarrow \phi_x(t), K_x(t) \), which are defined on the sites of the lattice. For the magnetization current, \( J = \mu \nabla K \) without dissipation, the forward derivative is used as the discrete version of the gradient which defines the components of the discretized magnetization current \( J^x(t) \rightarrow J^x_x(t) \) on the forward links from site \( x \) to \( x + \hat{i} \), i.e.

\[
J_x = \mu \nabla_f K_x \quad (60)
\]

is given by the forward derivative, so that \( J_x \) defines an exact lattice one-form as the discrete exterior derivative of the zero-form site variable \( K \) on the lattice. For the continuity equation we need the lattice divergence of the discrete current, i.e. the lattice version of the exterior co-derivative of the lattice one-form given by the link variable \( J_x \), to the time derivative \( \pi_x \) on the sites. This is achieved by the backward derivative so that the discretized version of the continuity equation \( (28) \) becomes

\[
\pi_x + \nabla_b \cdot J_x = 0. \quad (61)
\]

These basic discrete exterior (co-)derivative operations are illustrated in Fig. 1. Finally, we then have the equations of motion with heat bath, for the discretized current and time derivative,

\[
J_x = \mu \nabla_f K_x - \gamma J_x + \sqrt{2\mu \gamma T} \zeta_x = -\nabla_f \frac{\partial H_B}{\partial \phi_x} - \gamma J_x + \sqrt{2\mu \gamma T} \zeta_x, \quad (62)
\]

\[
\Rightarrow \quad \dot{\pi}_x = -\nabla_b J_x = \mu \nabla_b \nabla_f \frac{\partial H_B}{\partial \phi_x} + \gamma \nabla_b J_x - \sqrt{2\mu \gamma T} \nabla_b \zeta_x.
\]

\[
= \mu \nabla^2_x \frac{\partial H_B}{\partial \phi_x} - \gamma \pi_x - \sqrt{2\mu \gamma T} \nabla b \zeta_x. \quad (63)
\]
In summary, we thus have the lattice Hamiltonian and equations of motion for Model B:

\[
H_B = \sum_x \left\{ \frac{\mu}{2} \sum_{y,z} K_x(K_y - K_z) - \frac{1}{2} \sum_{y,z} \phi_x \phi_y + \left( \frac{m^2}{2} + d \right) \phi_x^2 + \frac{\lambda}{4} \phi_x^4 + J \phi_x \right\},
\]

\[
\dot{\phi}_x = \frac{\partial H_B}{\partial K_x} = -\mu \sum_{y,z} (K_y - K_z) = -\mu \nabla^2 K_x = \pi_x,
\]

\[
\dot{\pi}_x = \mu \sum_{y,z} \left( \frac{\partial H_B}{\partial \phi_y} - \frac{\partial H_B}{\partial \phi_x} \right) = -\pi_x + \sqrt{2\mu/T} \nabla_b \zeta_x,
\]

where \( \partial H_B/\partial \phi_x = \partial H_B/\partial \phi_x \) is given in Eq. (59). For practical reasons, we work with the variables \( \phi_x \) and \( \pi_x \) in both cases. We also set the mobility coefficient in our numerical calculations to \( \mu = 1 \) in lattice units, i.e. in other units \( \mu = a^2 \) according to its canonical dimension \(-2\).

Concerning the noise term in Eq. (63), we remark that by the affine transformation of a \( d \)-component vector of Gaussian random numbers \( \zeta_x(t) \) with unit covariance, we generate random variables with a distribution approaching the correct continuum limit of Eq. (18).

\[
\eta_b(t) = \nabla_b \cdot \zeta_x(t), \quad \text{with} \quad \langle \zeta_x(t) \zeta_x(t') \rangle = \delta_{ij} \delta_{xy} \delta(t - t'),
\]

\[
\Rightarrow \langle \eta_b(t) \eta_b(t') \rangle = \langle (\nabla_b \cdot \zeta_x(t)) (\nabla_b \cdot \zeta_x(t')) \rangle = \left( \sum_{b=1}^d \nabla_{b} \right) \delta_{xy} \delta(t - t') = -\nabla^2 \delta_{xy} \delta(t - t').
\]

In order to generate a thermal distribution of the time derivative field \( \pi \) matching the stationary solution for Model A/C, the lattice variables are drawn from a Gaussian multivariate distribution with the diagonal covariance matrix \( T \delta_{xy} \). In case of Model B/D, however, the covariance matrix is no longer diagonal, but of the form \(-T \mu \nabla^2 \delta_{xy}\). Similar to the generation of the conserving noise, this is realized by taking the backward derivative of a vector noise with the Gaussian distribution,

\[
\pi_x(t = 0) = \sqrt{T \mu \nabla_b \cdot \zeta_x} = \sqrt{T \mu \sum_{i=1}^d \left( \zeta_{i}^x - \zeta_{i-1}^x \right)}
\]

\[
\Rightarrow \langle \pi_x(t = 0) \pi_y(t = 0) \rangle = -T \mu \nabla^2 \delta_{xy}.
\]

2.5. Static critical behavior

The static critical behavior of the scalar field theory in the \( Z_2 \) Ising universality class was analyzed within our framework for classical-statistical lattice simulations in detail in [12], where we investigated expectation values, equal-time correlation functions, and spectral functions of the order parameter for the dynamics without a conserved order parameter, i.e. for Models A and C. Since the static critical behavior of the model is the same for all dynamical models considered here, the required static results are identical to those reported in [12]. The ones relevant for our present study are compactly summarized in Table 1 for convenience here again.

3. Spectral functions

We now turn to the investigation of real-time spectral functions of the order parameter field \( \phi \). In the following, we outline our approach to obtain numerical data on the spectral functions. Using the

| 2D                        | 3D                        |
|----------------------------|----------------------------|
| \( T_c \)                  | 4.4629(10)                | 9.3707(3)               |
| \( f_\xi^+ \)              | 0.918(8)                  | 0.92(3)                |
| \( \nu \)                  | 1                         | 0.629971               |
| \( \eta \)                 | 0.25                      | 0.036298               |

Table 1: Critical temperatures and scaling amplitudes of the correlation length obtained in [12], alongside relevant critical exponents. Non-universal amplitudes are obtained by fits of the correlation length as obtained from plane-cocurrent correlation functions. For the model function, we used an ansatz containing some corrections to scaling as \( \xi(t) = f_\xi^+ t^{-\nu} (1 + f_\xi^+ t^{-\nu}) \) for \( \nu > 0 \); see [12] for details. Critical exponents in 2D are known analytically from Onsager’s solution of the Ising model [31]. High-precision results for the 3D Ising exponents were obtained by the conformal bootstrap approach [31, 32].
classical-statistical lattice formulation discussed in Section 2.4, the calculation of the spectral function can be performed in a straightforward way, as described in detail in Sec. 3 of [12]. Based on the fluctuation-dissipation relation for a (classical) equilibrium system, the spectral function can be determined from the un-equal time correlation function

\[ \rho(t - t', \mathbf{x} - \mathbf{x}', T) = -\frac{1}{T} \langle \pi(\mathbf{x}, t) \phi(\mathbf{x}', t') \rangle_T, \]  

(71)

where \( \langle \cdot \rangle_T \) denotes an average over a thermal ensemble.

While Eq. (71) enables a direct calculation of the spectral function \( \rho(t, \mathbf{x}, T) \) in the time domain, it is in most cases more natural to study the spectral function in the Fourier domain, i.e.

\[ \rho(\omega, \mathbf{p}, T) = -i \int dt d\mathbf{x} e^{i(\omega t - \mathbf{p} \mathbf{x})} \rho(t, \mathbf{x}, T), \]  

(72)

where, following the notation in [12], we introduce an additional factor of \(-i\) to ensure that the spectral function is real in both the time and frequency domain. We restrict our analysis to positive frequencies, since any results can be trivially extended to negative frequencies by the symmetry property of the spectral function \( \rho(-\omega) = -\rho(\omega) \). In practice, we evaluate the thermal expectation value by preparing \( \sim 30 \) independent configurations of the field \( \phi \), using a Hybrid Monte-Carlo method [33]. Subsequently, these thermal initial conditions are then evolved using an Euler-Maruyama scheme for times on the order of \( 10^4 a \) to \( 10^6 a \), where \( a \) denotes the spatial lattice spacing. We note that in order to avoid discretization errors accumulating on large time scales, in particular near the critical point, the time step \( \Delta t \) in the integrator has to be chosen sufficiently small. If not stated otherwise, we employ \( \Delta t = 0.00625a \), for which we checked that time-discretization errors are negligible for the results presented in the following.

By recording the time histories of spatial Fourier modes of the order parameter field for each classical trajectory, we then compute the spectral function as the multi-time correlator of the classical fields in Eq. (71). Statistical errors are estimated by taking the point-wise average over \( \rho(t, \mathbf{p}) \) resp. \( \rho(\omega, \mathbf{p}) \) over different configurations. Since results for the dynamics of a non-conserved order parameter (Models A/C) have already been reported in [12], we will focus on the dynamics for a conserved order parameter, both in the presence \((\gamma > 0)\) and absence \((\gamma = 0)\) of the coupling to an external heat bath (Models B/D).

Before we present our numerical results, it is useful to consider the mean-field limit of the spectral function. We note that for negative square mass parameter \( m^2 < 0 \), one has non-trivial minima of the Hamiltonians where \( \hat{\phi}^2 = \tilde{\phi}^2 = -6m^2/\lambda \). Expanding the fields around \( \phi = \phi \) yields a zero-temperature mean-field squared mass of \( \bar{m}^2 = -2m^2 \).

With this mean-field mass we can write down the spectral function, which has a Breit-Wigner shape,

\[ \rho_{\text{mf}}(\omega, \mathbf{p}) = \frac{\gamma \omega p^2}{(\omega^2 - \mu p^2 (\bar{m}^2 + p^2))^2 + \gamma^2 \omega^2}, \]  

(73)

with dispersion \( \omega^2 = \mu p^2 (\bar{m}^2 + p^2) \). This form of the spectral function is obtained from the imaginary part of the corresponding retarded propagator, which we derive from Israel-Stewart hydrodynamics in Appendix B with the result,

\[ G(z, \mathbf{p}) = \frac{(1 - i\tau R) \chi(\mathbf{p})}{D_{\text{diff}}(\mathbf{p}) \mathbf{p}^2 - \tau R z^2 - i\frac{\gamma}{2}}, \]  

(74)

where we have introduced the relaxation time \( \tau_R = 1/\gamma \), and used the static mean-field susceptibility \( \chi(\mathbf{p}) = (\bar{m}^2 + p^2)^{-1} \) as well as the corresponding momentum-dependent diffusion rate \( D_{\text{diff}}(\mathbf{p}) \),

\[ D_{\text{diff}}(\mathbf{p}) = \frac{\mu}{\gamma}(\bar{m}^2 + p^2) = \frac{\mu}{\gamma \chi(\mathbf{p})}. \]  

(75)

The poles of the propagator are therefore located at

\[ z = \frac{-i\gamma}{2} \pm \frac{i\gamma}{2} \sqrt{1 - 4 \frac{\mu}{\gamma^2}(\bar{m}^2 + p^2)p^2}. \]  

(76)

If the spatial momentum is small compared to the Langevin damping, at fixed mobility and mass for \( \mu p^2 \ll \gamma^2/\bar{m}^2 \), the pole with smaller imaginary part corresponds to the hydrodynamic Navier-Stokes mode at \( z_{\text{hydro}} \approx -i D_{\text{diff}}(0) p^2 \), with another short-lived non-hydrodynamic mode at \( z_{\text{non-hydro}} \approx -i/\tau R \). However, for large spatial momentum \( \mu p^2 \gg \gamma^2/\bar{m}^2 \), one finds the pair of poles located at

\[ z = \frac{-i\gamma}{2} \pm \sqrt{\mu p^2 (\bar{m}^2 + p^2)}, \]  

(77)
corresponding to damped propagating waves. We therefore conclude that at any finite $\gamma > 0$, the infrared limit always contains the classical Navier-Stokes diffusion dynamics. However, the non-dissipative limit $\gamma \to 0$ fundamentally changes the structure of the infrared dynamics. We are then in the limit of infinite relaxation time $\tau_R = 1/\gamma \to \infty$, with propagating modes and no diffusion. The analogous short-lived non-hydrodynamic mode will be determined by the small relaxation time $\tau$, needed for causality in this case, as discussed in Subsection 2.2, while the low-momentum dispersion relation of the remaining modes will always be linear in momentum, with real poles at $z = \pm \hbar \sqrt{\mu p^2}$. We conclude that – in contrast to the usual Model D, which is realized by coupling the diffusive dynamics of Model B to an additional conserved quantity and exhibits the same dynamic critical behavior as Model B [11, 18, 27] – it is not the presence of an additional conserved quantity but rather the absence of a diffusive pole in the limit $\gamma \to 0$ that can be expected to change the dynamic critical behavior of the theory. Since we are not aware of an analogous model in the classification scheme of Halperin and Hohenberg, we will refer to this conservative limit of the relativistic Israel-Stuart type diffusion as Model BC.

3.1. Overview of numerical results

In this subsection we give an overview of our numerical data for the spectral function of the order parameter field and discuss their general shape and structure. If not stated otherwise, the numerical data shown in this section was obtained on lattices of size $256^2$ and $128^3$ for $d = 2$ and $3$ spatial dimensions, respectively. With these lattice sizes any remaining finite volume effects are so small that they become hard to be observable at our present accuracy. Generally, we find that the spectral functions are well described by a single Breit-Wigner structure over a wide range of parameters. Specifically, for the case of vanishing Langevin coupling $\gamma = 0$ shown in Fig. 2 we find that, except for the immediate vicinity of the critical point, the peaks in the spectral functions are generally very narrow, which is indicative of the presence of propagating modes related to the real poles of the retarded Greens function in Eq. (77). Conversely, if the heat-bath coupling is set to a finite value of $\gamma = 0.1$, the situation changes dramatically as can be seen from Fig. 3 where in all cases the spectral function at low spatial momentum becomes much broader, while high-momentum modes stay narrow. Based on our discussion above, the broad low-momentum structure for $\gamma = 0.1$ can be associated with the presence of the hydrodynamic mode in Eq. (76), indicating the diffusive character of the dynamics of the order parameter.

Close to the critical point, the peak of the spectral function at low spatial momentum visibly shifts towards the infrared, indicating a change in the dispersion relation akin to a drop in the effective mass. We find that for finite Langevin coupling $\gamma = 0.1$, the absolute decay widths stay approximately the same. However, since the central frequencies decrease, the low-frequency part of the spectral functions is then dominated by structures with large relative widths, which closely fit the overdamped limit of the mean-field spectral function with $\rho_{\text{BW}}(\omega, p) \to \mu p^2/\gamma \omega$ for $\gamma \to \infty$ in Eq. (77). We note that, in contrast to our precursor study of the systems with non-conserved order parameter (Models A/C) [12], where an additional collective excitation was observed below $T_c$, there are hardly any additional excitations visible anywhere in the phase diagram, neither 2+1D nor 3+1D. Hence, in order to further characterize the temperature dependence of the spectral function, we can fit the spectral functions with a Breit-Wigner ansatz

$$\rho_{\text{BW}}(\omega, p) = \frac{\mu p^2 \Gamma_p \omega}{(\omega^2 - \omega_p^2)^2 + \Gamma_p^2 \omega^2}$$

where the central frequency $\omega_p$ and decay width $\Gamma_p$ are used as the free parameters. Results deep in the symmetric and ordered phase are shown in Fig. 4. We find that our results for the central frequencies $\omega_p^2$ at very low resp. very high temperatures nearly perfectly satisfy the mean-field–like dispersion

$$\omega_p^2 = \mu p^2 (m^2(T) + p^2),$$

with no significant dependence on the Langevin coupling. Conversely, for the decay width $\Gamma_p$ of the spectral function we find that the Langevin coupling $\gamma$ appears as an additional momentum-independent shift

$$\Gamma_p(\gamma) = \Gamma_p(0) + \gamma,$$

and we obtain for the momentum dependence of the decay width without the heat bath

$$\Gamma_p(0) = \bar{\Gamma}(T) \cdot \begin{cases} |p|, & T \ll T_c, \\ p^2, & T \gg T_c. \end{cases}$$
Figure 2: Overview of spectral functions $\rho(\omega, p)$ for diffusive dynamics without dissipation ($\gamma = 0$) at different points in the phase diagram. Heat maps at the bottom of each panel visualize support and spectral strength in the $(p, \omega)$ plane. The axes are scaled logarithmically, and the smallest non-zero momentum modes are highlighted by a black solid line on the front boundary of the surface in the 3D plots. Spectral functions away from the critical temperature are dominated by Breit-Wigner structures with dispersion relation $\omega^2 = \mu p^2 (m^2 + p^2)$. Away from criticality the spectral functions are dominated by Breit-Wigner structures with dispersion relation $\omega^2 = \mu p^2 (m^2 + p^2)$, and the decay widths decrease with a power of $|p|$, leading to narrow peaks at the lower end of the spatial momentum range. Close to criticality, the effective thermal mass vanishes the widths appear to become regular in $|p|$. The shift of the central frequencies towards the infrared produces broad structures at low spatial momenta, although in 3+1D, the peak structure in the low-momentum modes appears to survive at the critical point.
Figure 3: Overview of spectral functions $\rho(\omega, p)$ for diffusive dynamics now with dissipation (Model B, $\gamma = 0.1$) presented in the same style and order as in Fig. 2. Away from the criticality they still follow the Breit-Wigner shapes with dispersion $\omega_p^2 = \mu p^2 (m^2 + p^2)$. The decay widths are now bounded from below by the Langevin damping $\gamma$, and otherwise increase with some power of $|p|$. Since the central frequencies do not have a lower bound here (in contrast to the purely dissipative dynamics of Model A), while the widths are now bounded by $\gamma$, the structures become relatively broad in the infrared. Close to criticality the dispersion relation changes, and the central frequencies at low spatial momenta shift even further into the infrared, leading to dominating broad low-frequency structures.
which is indicated by a dashed line in Fig. 4. In fact, Eqs. (79) to (81) capture the momentum dependence of the spectral function so well, that one can confidently describe the spectral functions at different temperatures and damping constants \( \gamma \) by just two parameters, namely the temperature dependent effective mass \( m(T) \) and amplitude \( \bar{\Gamma}(T) \) of the power-law decay of the width \( \Gamma_p \rightarrow \gamma \) in the long wavelength limit. This is demonstrated in Fig. 5, where we compare the resulting fits with these two parameters to Eqs. (78) to (81) for the frequency dependence of spectral functions at three different spatial-momentum values, both deep in the ordered and the symmetric phase. Even though there are only two free parameters per row in this figure, the fit describes the data nearly perfectly, with minor deviations at low temperatures and large frequencies only for \( \gamma = 0 \). This is exemplified in Fig. 5 for \( d = 2 \) spatial dimensions, but essentially the same quality of two-parameter mean-field fits away from criticality is obtained in 3+1D spacetime as well.

We conclude our overview discussion of the spectral functions by investigating the temperature dependence of the central frequencies \( \omega(p) \) and decay widths \( \Gamma_p \) across the transition. Here, we conversely define a temperature dependent effective mass via \( m_{\text{eff}}(T) = \omega_p^2/\mu p^2 - p^2 \), such that curves for different spatial momenta \( p \) will coincide only if peaks in the spectral functions satisfy the mean-field dispersion relation \( \omega = \pm \sqrt{\mu p^2} \), which is the case sufficiently far away from criticality as shown in Figs. 4 and 5. The resulting effective masses and widths across the transition are shown for \( \gamma = 0 \) in Fig. 6. In the limit of low temperatures, \( T \rightarrow 0 \), there are no fluctuations left in the classical field-theory system and the spectral functions will reduce to corresponding delta-function peaks, with \( \Gamma_p(T = 0, \gamma = 0) \rightarrow 0 \) and the effective mass approaching its classical mean-field value \( m_{\text{eff}}(0) = m = \sqrt{-2\mu} \). Turning on temperature, the effective mass starts to decrease with a non-zero thermal width building up and increasing at first.

We observe from Fig. 6 that close to the critical point, the mean-field dispersion relation in Eq. (79) is no-longer satisfied, although – at least at the lowest temperatures shown in Fig. 6 – the effective
As the system approaches the critical temperature $T_c$ from below, i.e. for $\tau \to 0^-$, the thermal decay widths $\Gamma_p(T)$ turn around and start to decrease rather smoothly across the transition. The effective masses decrease more rapidly, and the low-momentum modes can no-longer be well described by the Breit-Wigner Ansatz (78) with mean-field dispersion Eq. (79) across the transition. As the temperature increases above the critical point, the effective masses reach their minima at a pseudo-critical $T_{pc}$ which is closer to criticality for the lower momentum modes. In the long-wavelength limit, these minimal values tend to zero at criticality, i.e. $m_{eff}(T_{pc}) \to 0$ with $T_{pc} \to T_c$ for $|p| \to 0$. The spatial momentum therefore effectively acts as an infrared cutoff similar to finite-size effects here. For $T > T_{pc}$, the increasing effective masses above the minima converge against one another so that the dispersion relation (79) is gradually satisfied better and better and the corresponding Breit-Wigner shape is restored again as temperature further increases. The effective mass then continues to increase monotonously with temperature for $T \gg T_c$. Notably, the process is smoother for modes with larger spatial momenta in-line with the interpretation of $|p|$ acting as an effective infrared cutoff. While the effective masses of the higher momentum modes also reach a minimum somewhere above the critical temperature at $\tau = 0$, these modes retain their mean-field Breit-Wigner shape all across the transition.

In summary, the measured spectral functions show by and large the expected behavior in the non-critical regime. The dispersion relation obtained from the mean-field analysis is fulfilled over a wide range of temperatures, and we find that the effective masses show the expected temperature dependence on either side of the transition. Close to the critical point, however, the dispersion relation changes as the effective mass at low momenta nearly vanishes. We will find in the next section that the changes in the infrared dispersion are compatible with critical scaling laws. The decay widths exhibit a non-trivial momentum dependence that changes its analytic form as the system crosses the critical point.

---

4Note that this is not in conflict with results shown in Fig. 5 since we are now much closer to the critical point.
Figure 6: Temperature dependence of the effective mass parameter $m_{\text{eff}} \equiv (\omega_p^2/\mu p^2 - p^2)^{1/2}$ and damping rates $\Gamma_p$ at a set of three fixed momenta as a function of reduced temperature around the critical point, here for vanishing Langevin coupling $\gamma = 0$ (which would affect only the damping rates). At zero temperature, resp. $\tau \to -1$, the effective mass and damping start at $m_{\text{eff}} = \bar{m} = \sqrt{2}$ and $\Gamma_p = 0$. With increasing temperature, damping rates first increase before they start to drop again when approaching the critical point. The effective masses drop until they reach a minimum closer and closer to criticality as the spatial momentum (here acting as an effective infrared cutoff) is gradually reduced. At high temperatures, the widths vanish again and the effective masses approach one another as the dispersion relation Eq. (79) gets restored.

cf. Eq. (81). Similar to our findings for the non-critical spectral functions of Models A and C in [12], the spectral functions at large spatial momenta retain their shape and move across the phase transition continuously, while at low momenta their spectral shape changes significantly and exhibits dynamic critical behavior as we will discuss next.
4. Critical dynamics of the order parameter

We now continue to investigate the critical behavior of the spectral functions of the order parameter. Starting with a brief summary of previous studies, we will first demonstrate the existence of a critical scaling regime, and subsequently focus on the determination of the dynamic critical exponent $z$ and, where possible, the determination of a universal scaling function for the spectral function of the order parameter.

Empirical investigations of dynamic critical phenomena in general and in Ising-like models in particular exist since the late 60s, with the first high-precision numerical studies emerging in the 90s [44,37]. Most of those studies were concerned with Glauber-like dynamics, where the order parameter is not conserved over time (Models A/C). Experiments on thin films allow accessing the critical dynamics of 2D systems; Dunlavy and Venus found $\nu z = 2.09 \pm 0.06$ using ferromagnetic films [1]. For Ising-like systems with a conserved order parameter, on obtains the exact result $z = 4 - \eta$ using the dynamic renormalization group framework [27]. However, numerical and experimental measurements are scarce. An early numerical study by Yalabik and Gunton [38] applied the Monte-Carlo renormalization group approach on a 2D Ising model with Kawasaki dynamics, i.e. nearest-neighbour spin flips, finding $z = 3.80$, in very good agreement with the result $z = 4 - \eta = 3.75$ from the dynamic renormalization group. In 2001, Zheng [39] conducted a study on the critical dynamics of the two-dimensional Ising model with Kawasaki dynamics, and found that short-time correlations exhibit scaling behavior with a dynamic critical exponent $z = 3.95(10)$, slightly larger than expected in 2+1D. When changing to a different dynamic scheme, where spin exchanges happen over larger distances and the spin is no longer locally (but still globally) conserved, they found a different, much smaller exponent $z = 2.325(10)$. A study on a quasi-2D lipid bi-layer in water [2] (Models B/H/HC) found that the exponent of the time scale of time-dependent correlation functions changed from $\omega_{\text{eff}} \sim 2$ to $\omega_{\text{eff}} \sim 3$, depending on the ratio of the correlation length of the fluctuations over a hydrodynamic length scale set by transport coefficients. Drastic changes of the dynamic critical exponent $z$ upon seemingly slight changes of the dynamics are therefore not unheard of in systems with conserved order parameter.

In a precursor study [12], we observed dynamic critical behavior of Models A and C based on the dynamic equation (15), where the order parameter is not conserved. While Model A describes the dynamic critical behavior of a system where both the order parameter and energy density are fluctuating, e.g. Eq. (15) with a finite heat-bath coupling ($\gamma > 0$), Model C applies e.g. to Hamiltonian systems ($\gamma = 0$), where the order parameter can fluctuate but the total energy is conserved. By changing the dynamic equations to Eq. (17), such that the order parameter is conserved, the classification scheme by Hohenberg and Halperin [11] suggests that in the case where the theory is coupled to a heat bath ($\gamma > 0$), we are dealing with the dynamics of Model B, describing a system with diffusive dynamics of the order parameter without additional conserved quantities. While the conservative limit of the relativistic Model B evolution in Eq. (17) features the same set of conserved quantities as the usual Model D, i.e. a system with diffusive dynamics of the order parameter together with a conserved energy density, it turns out that – as discussed in Section [3] – setting $\gamma = 0$ here, changes the low-energy spectrum of the theory on. Since the classification of this theory is far from obvious, we will simply refer to it as the conservative limit of our Model B or in brief Model BC. When considering the critical behavior of Model BC, we will indeed find dynamic critical exponents that are much smaller than the Model B and D value $z_B = 4 - \eta$, as in the limit $\gamma = 0$ we obtain values of the critical exponents, that are much closer to those of Models A or C here.

To simplify notation, we remark that, generally, the spectral function does not depend on the direction of the spatial momentum, and we therefore write $\rho(\omega, p, T)$, with $p = |\mathbf{p}| = \sqrt{\mathbf{p}^2}$ denoting the magnitude of spatial momentum from now on. The data presented in this section was obtained on lattices of size $1024^2$ and $256^2$ for $\gamma \leq 0.1$, as well as $256^2$ and $64^3$ for $\gamma = 1.0$, in $d = 2$ and 3 spatial dimensions, respectively.

4.1. (Auto-)Correlation time

We start our study of the critical dynamics of the order parameter fluctuations by analyzing the divergence of the characteristic timescale $\xi_t$ in the vicinity of the critical point. Specifically, we consider the behavior of the momentum-dependent auto-correlation time at criticality, defined as

$$\xi_t(p) = \frac{\int_{\xi_0}^{\xi} t \rho(t, p, T_c) dt}{\int_{\xi_0}^{\xi} \rho(t, p, T_c) dt}, \quad (82)$$
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leading exponent correlation times is overall consistent with the existence of two competing power laws in the infrared, with BC with non-universal amplitude $z$. The exponents for finite heat-bath coupling $\gamma$ strongly depend on the value of $\zeta$. Here, the dimensionless momentum scale $\xi$ spatial momenta clearly exhibit a power law correlation length of the system. Evidently, the amplitudes $f_t$ at higher momentum scales $\bar{p}$ strongly depend on the value of $\gamma$, where the momentum scale of the transition $\tau = 0$ and subleading exponent is defined relative to the amplitude in the power-law divergence $\hat{\xi}$. Our results for the integrated auto-correlation times obtained from the measured spectral functions $f_t$ of Model B, those from the data at vanishing $\gamma = 0$ agree well with the expected dynamic critical exponents $\zeta = 4$ of Model B, those from the data at vanishing $\gamma = 0$ are much smaller, closer to Models A or C.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$d$ & $z(\gamma = 1.0)$ & $f_t(\gamma = 1.0)$ & $z(\gamma = 0.1)$ & $f_t(\gamma = 0.1)$ & $f_t(\gamma = 0.0)$ \\
\hline
2 & 3.83(10) & 1.04(14) & 3.716(17) & 0.190(8) & 2.354(23) \\
3 & 3.95(8) & 0.73(6) & 3.91(6) & 0.090(10) & 0.358(19) \\
\hline
\end{tabular}
\caption{Amplitudes and exponents in $d = 2$ and 3 spatial dimensions obtained from fits to the data in Fig. 7.}
\end{table}

\textit{i.e.} as a function of the spatial momentum $p$ at the critical temperature $T = T_c$. Since the spatial correlation length of the system $\xi$ diverges at the critical point, the relevant infrared cut-off at $\tau = 0$ is again imposed by the finite spatial momentum $\bar{p}$ here. We can therefore expect the momentum dependence of the (auto-)correlation time $\xi_t$ to be given by

$$\xi_t(\bar{p}) = f_t \bar{p}^{-\zeta}, \quad \text{with} \quad \bar{p} = f_t^\xi p.$$  \(83\)

Here, the dimensionless momentum scale $\bar{p}$ is defined relative to the amplitude in the power-law divergence (for $\tau \to 0^+$) of the correlation length listed in Table 4 for the static critical behaviour of our scalar field theory in $d = 2$ and 3 spatial dimensions. Eq. (83) furthermore defines the universal dynamic critical exponent $\zeta$ and a non-universal amplitude $f_t$ characterizing the typical time scale for critical dynamics.

Our results for the integrated auto-correlation times obtained from the measured spectral functions are illustrated in Fig. 7. In both $2+1$ and $3+1$ dimensions, the correlation times $\xi_t(\bar{p})$ show the expected power-law behavior of Eq. (83). In particular, for finite heat-bath coupling $\gamma > 0$, the results at low spatial momenta clearly exhibit a power law $\xi_t(\bar{p}) \sim \bar{p}^{-z_B}$ consistent with the dynamic critical exponent $z_B = 4 - \gamma$ of Model B, which smoothly merges into a second power law with a much smaller scaling exponent at higher momentum scales. Evidently, the amplitudes $f_t$ of the critical power law at low momentum strongly depend on the value of $\gamma$, such that for smaller values of $\gamma$ the transition between the two power laws occurs at lower momenta. When considering the case $\gamma = 0$, the critical behavior of Model B ceases to exist, and therefore only the second power of the Model BC remains.

Based on our analysis of auto-correlation times in Fig. 7 we extract the dynamic critical exponent $\zeta$ and non-universal amplitude $f_t$ from a $\chi^2$-fit to a power law of the form of Eq. (83). Our results for the exponents and amplitudes are given in Table 2. While the exponents for finite heat-bath coupling $\gamma > 0$ confirm the prediction by Model B, namely $z_B = 4 - \eta$, the exponents for our conservative Model BC with $\gamma = 0$, denoted by $z_{BC}$ in Fig. 7, are much smaller. Our analysis for the momentum-dependent correlation times is overall consistent with the existence of two competing power laws in the infrared, with leading exponent $z_B$ and subleading exponent $z_{BC} < z_B$, where the momentum scale of the transition between the two at $p \sim \gamma^{1/(z_B - z_{BC})}$ vanishes in the non-dissipative limit for Langevin coupling $\gamma \to 0$. 

---

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Momentum-dependent correlation time $\xi_t$ at criticality ($\tau = 0$) over the dimensionless momentum scale $\bar{p}$ at different values of the Langevin coupling $\gamma$ in $d = 2$ (left) and $3$ (right) spatial dimensions. Dashed lines indicate power-law fits to the low-momentum limits of the data, the resulting amplitudes and exponents are summarized in Table 2. The exponents for finite heat-bath coupling $\gamma$ are consistent with $4 - \eta$ for Model B dynamics and considerably larger than those for $\gamma = 0$. The amplitudes $f_t$ scale approximately linearly with the Langevin coupling. At higher momenta, here visible especially in $d = 3$, a second power law emerges with a smaller exponent (close to that for $\gamma = 0$) and a prefactor which is practically independent of $\gamma$.}
\end{figure}
of the power laws Eqs. (84) and (85) controlling the momentum dependence of $\omega_p^2$ and $\Gamma_p$ at vanishing Langevin coupling $\gamma = 0$. We find that the scaling exponent of $\omega_p^2$ matches $z_\omega = 4 - \eta$ exceptionally well. Using the Breit-Wigner prediction for low momenta, $\xi_\omega(p) = \Gamma_p/\omega_p^2$ (as shown in Appendix A), and comparing with Eq. (83), one can read off the resulting dynamic critical exponent $z(\gamma = 0) = z_\omega - z_\Gamma$.

### 4.2. Critical spectral function

We continue to analyze the frequency and momentum dependence of the spectral function at criticality. Exemplary data for the spectral functions at different momenta $p$ and different values of the Langevin coupling $\gamma$ in 2+1D and 3+1D are shown in Fig. 5. We find that the critical spectral functions still largely follow a Breit-Wigner shape, as illustrated by the black lines in Fig. 5, which represent fits to the Breit-Wigner form of Eq. (78) but now with the fit parameters $\Gamma_p$ and $\omega_p$ (instead of the thermal mass from the mean-field dispersion Eq. (79)). Visible deviations from the Breit-Wigner shape then only emerge at low momenta and finite heat bath coupling $\gamma > 0$ in 2+1D. We will see shortly that this part of the spectral function is controlled by an underlying universal scaling function.

Next, in order to characterize the momentum dependence of the critical spectral function, we again fit the Breit-Wigner ansatz (78) to the data, and show the extracted fit parameters $\omega_p^2$, $\Gamma_p$ as function of the spatial momentum $p$ in Fig. 9. Similar to the results deep in the ordered or symmetric phases, the dispersion of $\omega_p$ is approximately independent of the Langevin coupling $\gamma$ within the considered range of parameters. However, at criticality the dispersion relation changes, we no-longer find the mean-field-like relation (79). Instead, the momentum dependencies of the central frequencies are themselves controlled by a power law now,

$$\omega_p^2 = \omega_0^2 \tilde{p}^{2z_\omega}$$  \hfill (84)

with a scaling exponent $z_\omega$ matching the dynamic critical exponent $z_B = 4 - \eta$ of Model B with high precision, independent of the heat-bath coupling.

However, a crucial difference between dissipative ($\gamma > 0$) and non-dissipative dynamics ($\gamma = 0$) emerges when considering the momentum dependencies of the decay widths $\Gamma_p$, which are also shown in Fig. 9. While in the dissipative systems, the decay widths $\Gamma_p$ approach the finite dissipation rate $\gamma$ in the long-wavelength limit, without dissipation the decay widths $\Gamma_p$ follow a power-law behaviour as well,

$$\Gamma_p = \Gamma_0 \tilde{p}^{z_\Gamma}.$$  \hfill (85)

We find that the corresponding scaling exponent is given by $z_\Gamma \approx 1.6$ in 2+1D and $z_\Gamma \approx 1.4$ in 3+1D. Our results for exponents $z_\omega, z_\Gamma$ and amplitudes $\omega_0, \Gamma_0$ in the power laws Eq. (84) and Eq. (85) of central frequencies and decay widths from corresponding fits to the data of Fig. 9 are summarised in Table 3.

Notably, the differences in the low-momentum scaling behaviour of the decay widths $\Gamma_p$ can also explain the observed differences in the behaviour of the auto-correlation times $\xi_\lambda(p)$ shown in Fig. 7. By inserting the Breit-Wigner Ansatz (78) into the formula for the integrated correlation time (83), one obtains the correlation time to be equal to the ratio

$$\xi_\lambda(p) = \Gamma_p/\omega_p^2$$  \hfill (86)

for low momenta $p$ in the infrared (see Appendix A for a sketch of the derivation). We can therefore compare our findings for the auto-correlation times with those for the Breit-Wigner parameters here: Because for the dissipative systems the decay widths $\Gamma_p$ approach the finite Langevin damping $\gamma$ in the long-wavelength limit, one concludes $\xi_\lambda(p) = \gamma/\omega_p^2 \sim \tilde{p}^{-4+\eta}$ with an amplitude linearly dependent on the Langevin damping $\gamma$. Conversely, for the non-dissipative dynamics of our Model BC, the momentum dependence of the decay width $\Gamma_p$ becomes relevant, and one has $\xi_\lambda(p) = \Gamma_p/\omega_p^2 \sim \tilde{p}^{-4+\eta+z_\Gamma}$. This explains the different scaling exponents in the momentum dependent correlation times to be observed for $\gamma > 0$ and $\gamma = 0$ at least qualitatively, cf. Fig. 7 and Table 2. Quantitatively, the Breit-Wigner prediction from Eq. (85) with $z(\gamma = 0) \approx z_\omega - z_\Gamma \approx 2.16$ agrees reasonably well and within the errors with the data from the autocorrelation time analysis in 2+1D. On the other hand, there is some tension between the same estimate $z(\gamma = 0) \approx z_\omega - z_\Gamma \approx 2.54$ and the data in 3+1D, cf. Table 2. We suspect that this might be caused by uncertainties in the auto-correlation times $\xi_\lambda(p)$, where too few data points effectively contribute to the fit, see the $\gamma = 0$ data in right panel of Fig. 7.
Figure 8: Spectral functions of the order parameter at criticality for fixed spatial momenta $p = .025$ (red), $p = .998$ (green), $p = .390$ (blue) and $p = 1.414$ (yellow). Solid black lines represent fits to Eq. (78). The extracted fit parameters are illustrated in Fig. 9 below.
4.3. Universal scaling functions

Clearly, the divergence of the auto-correlation time and the results of the Breit-Wigner fits of the spectral function are indicative of the emergence of critical scaling behavior in the vicinity of the critical point. We therefore apply the dynamic scaling hypothesis to the spectral functions to extract underlying universal scaling functions. Since we will only concern ourselves with spectral functions at non-vanishing spatial momentum \( p \), finite size effects are negligible, and we may omit any residual dependences on the finite volume.

We will give our results for the universal scaling functions in terms of dimensionless scaling variables normalized by corresponding non-universal amplitudes. As in \( \text{[53]} \) before, we use \( \bar{\rho} = f^\xi_p \bar{p} \) where \( f^\xi_p \) denotes the \( \tau > 0 \) amplitude of the static correlation length \( \xi \) listed in Table \( \text{[1]} \). Convenient definitions for dimensionless time and frequency variables turn out to be

\[
\bar{t} = t/f^\xi_t \text{ and } \bar{\omega} = f^\xi_t \omega,
\]

where \( f^\xi_t \) is the amplitude of the momentum-dependent auto-correlation time at criticality, \( f^\xi_t(\bar{p}) = f^\xi_t \bar{p}^{-z} \), cf. Eq. \( \text{[53]} \), with the numerical values given in Table \( \text{[2]} \). Note that, in \( \text{[12]} \) the dimensionless time and frequency variables for Models A and C were defined with a normalization \( f^\tau_\xi \) determined from the divergence of the auto-correlation time \( \xi_t(p = 0, \tau) = f^\tau_\xi \tau^{-\nu z} \) in the high-temperature phase. However, in the case of Models B and BC with conserved order parameters, the spectral function at zero momentum is trivial, and this amplitude is not readily accessible. The two amplitudes are however related via a universal ratio, which we call \( Q^\tau_\xi \). This is easily seen by writing down the scaling form of the generalized auto-correlation time \( \xi_t \) at non-vanishing \( \bar{p} \) and \( \tau \),

\[
\xi_t(\bar{p}, \tau) = s^z \xi_0^\tau \bar{X}(s \bar{p}, s^{1/\nu} \tau),
\]

again with a model-dependent amplitude \( \xi_0^\tau \) and a universal scaling function \( \bar{X}(x, y) \). One can then
identify the relation between the measured amplitudes and the scaling functions as

\[ \xi_t(p, 0) = \xi_t(p) = f_t \tilde{p}^{-z} = \tilde{p}^{-z} \xi_t^0 X(1, 0), \quad (90) \]

\[ \xi(0, \tau) = f^\pm |\tau|^{-\nu_z} = |\tau|^{-\nu_z} \xi_t^0 X(0, \pm 1), \quad (91) \]

\[ \Rightarrow \quad \frac{f_t}{f_t^\pm} = \frac{X(1, 0)}{X(0, \pm 1)} = Q_t^\pm = \text{univ.} \quad (92) \]

Re-examining the Model-A/C data, we find that \( Q_t^\pm \) seems to be of order \( \sim 1 \) there.

The scaling law in Eq. \( (87) \) connotes three alternative dynamic scaling functions, which can be obtained by choosing the scale parameter \( s \) to eliminate one parameter dependence at a time. Explicitly, following [12] one finds

\[ \rho(\omega, p, \tau) = \bar{\omega}^{-(2-\eta)/z} f_\omega \left( \tilde{p}^z / \omega, \tau / \bar{\omega}^{1/z} \right), \quad (93) \]

\[ \rho(\omega, p, \tau) = \bar{p}^{-(2-\eta)} f_p \left( \bar{\omega} / \tilde{p}^z, \tau / \bar{p}^{1/z} \right), \quad (94) \]

\[ \rho(\omega, p, \tau) = |\tau|^{-\gamma} f^\pm \left( \bar{\omega} / |\tau|^{\nu_z}, \tilde{p}^{1/z} / |\tau| \right), \quad (95) \]

where the scaling functions \( f_\omega(x_\omega, y_\omega) = \rho_0 P(1, x_\omega^{1/z}, y_\omega) \), \( f_p(x_p, y_p) = \rho_0 P(x_p, 1, y_p) \) and \( f^\pm(x_\tau, y_\tau) = \rho_0 P(x_\tau, y_\tau^{1/\nu_z} \pm 1) \) for \( \text{sgn} \, \tau = \pm 1 \) are universal up to the model-dependent amplitude \( \rho_0 \), and \( \gamma \) is the static susceptibility exponent with \( \gamma = \nu (2 - \eta) \) from static scaling relations.

Evidently, mapping out the full two-dimensional structure of the scaling functions represents a formidable task, and we will therefore follow the strategy of [12] and focus on the behavior along one of the coordinate axes \((x = 0 \text{ or } y = 0)\). Since in case of Models B and BC, the spectral function of the order parameter at either zero spatial momentum or zero frequency is trivial, \( \rho(\omega = 0, p, \tau) = \rho(\omega, p = 0, \tau) = 0 \), the scaling function \( f^\pm \) vanishes identically along each of its coordinate axes. We will thus focus on the functions \( f_\omega, f_p \), which are related to each other via

\[ f_p(x_p, y_p) = x_p^{-(2-\eta)/z} f_\omega \left( 1/x_p, y_p/x_p^{1/z} \right) = x_\omega^{-(\nu_z-2\eta)/z} f_\omega(x_\omega, y_\omega), \quad (96) \]

where we renamed the parameters as

\[ x_\omega = \tilde{p}^z / \bar{\omega}, \quad x_p = \bar{\omega} / \tilde{p}^z, \quad y_\omega = \tau / \bar{\omega}^{1/z}, \quad y_p = \tau / \bar{p}^{1/z}. \quad (97) \]

Notice that the choice of normalization in combination with Eq. \( (83) \) lets us interpret the parameters as \( x_\omega^{-1} = x_p = \omega \xi_t(p) \).

Before we turn to the discussion of the numerical results, it proves insightful to consider some general properties of the scaling functions \( f_\omega \) and \( f_p \). We first note that, since in Models B and BC the order parameter is conserved, the spectral function \( \rho(\omega, p = 0, \tau) \) vanishes trivially, indicating that \( f_\omega(0, y_\omega) = 0 \) for all values of \( y_\omega \). Clearly, this is in contrast to the behavior in Models A and C reported in [12], where \( f_\omega(0, 0) \) approaches a finite constant. By considering the Breit-Wigner ansatz for the spectral function in Eq. \( (78) \), along with the critical scaling laws of the central frequency \( \omega_p \) and decay rate \( \Gamma_p \), we can further determine the expected general shape of the scaling functions. Based on Eqs. \( (84) \) and \( (85) \) with \( z_\omega > z_r \), one finds that at sufficiently low momentum scales \( \bar{p} \ll 1 \), the central frequency \( \omega_p \) is much smaller than the decay rate \( \Gamma_p \), giving rise to two distinct scaling windows for frequencies \( \omega \ll \omega_p \) and \( \omega_p \ll \omega \ll \Gamma_p \). We first focus on the low frequency behavior \( \omega \ll \omega_p \), where the form in Eq. \( (78) \) predicts for spectral function approaches the limit

\[ \lim_{\omega \to 0} \rho(\omega, p, \tau = 0) = \frac{\mu p^2 \Gamma_p}{\omega_p^4} \omega. \quad (98) \]

Using this limit together with the low momentum behavior of \( \omega_p \) and \( \Gamma_p \) in Eqs. \( (84) \) and \( (85) \) to evaluate the left-hand side of Eqs. \( (83) \) and \( (94) \) then gives rise to the following behavior of the scaling functions at criticality \((y_p = y_\omega = 0)\) for small \( x_p \) and large \( x_\omega \):

\[ f_\omega(x_\omega \gg 1, 0) = \tilde{p}^{4-\eta-2z_\omega+\nu_z} \frac{\Gamma_0}{(f_\xi^\pm)^2 f_\omega^0} x_\omega^{-1-(2-\eta)/z}, \quad (99) \]

\[ f_p(x_p \ll 1, 0) = \tilde{p}^{4-\eta-2z_\omega+\nu_z} \frac{\Gamma_0}{(f_\xi^\pm)^2 f_\omega^0} x_p. \quad (100) \]
where the additional factors of $f^\perp_\omega$ and $f_\tau$ originate from re-expressing $p = \tilde{p}/f^\perp_\omega$ and $\omega = \tilde{\omega}/f_\tau$. Because, by definition, the scaling functions $f_\omega$ and $f_p$ depend on the momentum variable $\tilde{p}$ only implicitly, here via the scaling variables $x_\omega$ and $x_p$, for the relations in Eqs. [99] and [103] to be compatible with this definition, the common exponent of $\tilde{p}$ in the prefactors must vanish, i.e.

$$4 - \eta - 2z_\omega + z + z_\Gamma = 0.$$  

(101)

Conversely, to analyze the dynamic critical behavior for large $x_p$ or small $x_\omega$, one needs to consider the intermediate range of frequencies $\omega_p \ll \omega \ll \Gamma_p$, which can be formally obtained by taking the limit $\Gamma_p \to \infty$ of the Breit-Wigner spectral function, yielding

$$\lim_{\Gamma_p \to \infty} \rho(\omega, p, \tau = 0) = \frac{\mu \rho^2}{\omega \Gamma_p}.$$  

(102)

By again using Eqs. [84], [85], [99] and [94], this gives now rise to the following behavior of the scaling function

$$f_\omega(x_\omega \ll 1, 0) = \tilde{p}^{4-\eta-z_\Gamma-z} f_1 \left(\frac{f^\perp_\omega}{\Gamma_0}\right)^2 x_\omega^{1-(2-\eta)/z},$$  

(103)

$$f_p(x_p \gg 1, 0) = \tilde{p}^{4-\eta-z_\Gamma-z} f_1 \left(\frac{f^\perp_p}{\Gamma_0}\right)^2 x_p^{-1},$$  

(104)

and the exponent of $\tilde{p}$ in the prefactors must vanish by the same argument as above again, which now entails

$$4 - \eta - z_\Gamma - z = 0.$$  

(105)

The Breit-Wigner shape Eq. [78] together with the critical scaling laws Eqs. [84] and [85] from Eq. [105] therefore predicts $z = 4 - \eta - z_\Gamma$ and with this in Eq. [101] $z_\omega = 4 - \eta$ as we observed numerically in Section 4.2. Specifically, for Model B, where the decay width is constant in the infrared (hence $z_\Gamma = 0$), one obtains the standard result $z = z_\omega = 4 - \eta$, whereas for our Model BC, where the $\Gamma_p$ exhibits a non-trivial momentum dependence ($z_\Gamma > 0$), the dynamic critical exponent $z$ is instead determined by $z = 4 - \eta - z_\Gamma$ which is smaller than the Model B value by precisely the value of the additional exponent $z_\Gamma$ of the momentum-dependent width $\Gamma_p$.

Now that we have established the limiting behavior of the scaling functions, we turn to the analysis of our numerical data from classical-statistical simulations. By rescaling the critical spectral functions $\rho(\omega, p, \tau = 0)$ at different momenta $p$ with the appropriate powers of $\tilde{\omega}$ and $\tilde{p}$ to compensate the explicit scaling factors in Eqs. [99] and [94] and plotting over the scaling variables $x_\omega = \tilde{\omega}/\tilde{\omega}_0$ and $x_p = \omega/\tilde{\omega}$, we obtain the curves shown in Figs. 10 and 11. Regions of overlapping data points then reveal the underlying scaling functions $f_\omega(x_\omega, 0)$ and $f_p(x_p, 0)$. For dynamic critical exponent $z$ required to scale both axes in Figs. 10 and 11 we employ $z = 4 - \eta$ for the diffusive Model B and $z = 4 - \eta - z_\Gamma$ for the conservative Model BC as discussed above. The respective values used for $z$ are given in the title of each plot. By comparing the results for different momenta $p$, one observes an excellent scaling collapse of the data obtained with finite coupling to the heat bath $\gamma \in \{0.1, 1.0\}$ (Model B), in both 2+1D and 3+1D. Conversely, for vanishing heat bath coupling $\gamma = 0$ (Model BC), the range of spatial momenta where we observe critical scaling is much narrower, and we can only recognize hints of the onset of a critical scaling behavior for very small momenta in 2+1D.

By closer inspection of Fig. 11 and comparison to Eqs. [100] and [104], one finds that the low- and high-$x_p$ tails of the scaling curve $f_p$ in correspond to the range of frequencies $\omega \ll \omega_p$ and $\omega_p \ll \omega \ll \Gamma_p$ of the spectral functions in Fig. 11 which exhibit critical scaling behavior. Conversely, the high-frequency tails $\omega \gg \Gamma_p$, where the spectral function behaves approximately as $\lim_{\omega \to \infty} \rho(\omega) = \rho_0 \Gamma_p/\omega^3$, do not show dynamic critical behavior, leading to sizeable deviations from the scaling curves at large $x_p$ (small $x_\omega$) for larger spatial momenta. We therefore conclude that the scaling window is limited to the range of frequencies $\omega \lesssim \Gamma_p$ smaller than the decay width. Since for the dissipative dynamics of Model B the decay width $\Gamma_p$ of infrared modes is determined by the Langevin damping $\gamma$, the scaling window is comparatively large, whereas for the non-dissipative dynamics of the Model BC ($\gamma = 0$) the decay width $\Gamma_p = \Gamma_0 \tilde{p}^{z_\Gamma}$ decreases rapidly as a function of momentum, resulting in a much narrower scaling window.

Based on our previous analysis, we expect that the limiting behavior of the scaling functions at small and larger arguments is determined by Eqs. [99], [100], [103] and [104]. To include the interpolating region where $x \approx 1$ we make the following ansatz, for example, first for the scaling function $f_p$, which is
Figure 10: Rescaled critical spectral functions at fixed momenta. Regions of overlapping data indicate the approach towards the universal scaling function \( f_c(x_\omega, 0) \). Due to availability of data, we use \( \tau = 0.0009(2) \) \((d = 2)\) resp. \( \tau = 0.00008(5) \) \((d = 3)\) as proxy for the critical temperature. The data was obtained on lattices of size 1024\(^d\) respectively 256\(^d\). Shown as a solid line is the scaling function \( f_c(x_\omega, 0) \) obtained by applying the relation Eq. (106) to the ansatz for \( f_c(x_p, 0) \) in Eq. (106). Note that the parameters are taken from fits to the data in Figs. 7 and 9. For 3+1D, the agreement between data and the ansatz is excellent for \( \gamma > 0 \). In 2+1D, only the limit \( x_\omega \to 0 \) agrees with the data, while there are discrepancies in the other limit for \( \gamma > 0 \). At \( \gamma = 0 \) in both 2+1D and 3+1D however, in the large-\( x_\omega \) limit data and ansatz agree very well, but one needs to go to much lower spatial momenta to be able to observe the expected scaling behaviour for small \( x_\omega \).
Figure 11: Rescaled fixed-momentum cuts of spectral functions at the critical temperature. Regions of overlapping data indicate the universal scaling function $f_p(x_p, 0)$. The data sets and parameters are the same as in Fig. 10. Shown as a solid line is the scaling function $f_p(x_p, 0)$ in Eq. (106). This presentation allows to easily identify small- and large-$x_p$ arms of the scaling function $f_p(x_p, 0)$ with the limits of small frequencies $\omega \ll \omega_p$ resp. large decay rates $\omega_p \ll \omega \ll \Gamma_p$ of the Breit-Wigner functions. Deviations observed at large $x_\omega$ in Fig. 10 manifest themselves here at small $x_p$. 

\[ \]
inspired by the Breit-Wigner form in Eq. (78).

$$f_p(x_p,0) = \frac{(f_0^+)^{-2}}{\omega_0^2 \left( \frac{t_0}{f_t} \right)^{-1} + \frac{t_0}{f_t} x_p}.$$  \hfill (106)

This combines the expected limits Eqs. (100) and (104) in an inverse sum. If the spectral functions are given by broad Breit-Wigner functions and the decay rates \(\Gamma_p \approx 2\omega_p\) are much larger than the central frequencies, then using the expression \(\xi_t(p) = \Gamma_p/\omega_p^2\) for the auto-correlation time one can relate the relevant amplitudes via \(\omega_0^2 = \Gamma_0/f_t\). In that case, the scaling function becomes

$$f_p(x_p,0) = \frac{1}{(f_0^+\omega_0)^2} x_p^{-1} + x_p.$$  \hfill (107)

Comparing to \(f_p(x_p,0) = \rho_0 P(x_p,1,0)\), we can thus separate the model-dependent amplitude from the universal scaling function and obtain

$$\rho_0 = \frac{1}{(f_0^+\omega_0)^2}, \quad \text{and} \quad P(x_p,1,0) = \frac{1}{x_p^{-1} + x_p}.$$  \hfill (108)

Note that universal here means that Eq. (108) describes the functional dependence of the scaling function in all models of the same dynamic universality class, not only those whose spectral functions keep their Breit-Wigner shape exactly. Model dependencies apart from the constant \(\rho_0\) are then hidden in the scaling variable \(x_p\), respectively the normalizations of \(\omega_0\) and \(p\).

Since especially in 2+1D we are in a region of spatial momenta where \(\Gamma_p \gg 2\omega_p\) is not necessarily given, we do not use Eq. (107), but rather the form in Eq. (106) with \(f_t, \Gamma_0\) and \(\omega_0\) as independent parameters, for which we use the results as extracted from fits to the data in Figs. 7 and 9.

To derive the corresponding form for the scaling function \(f_\omega\) it is best to use Eq. (96) which allows to derive \(f_\omega\) from \(f_p\). With Eq. (107) and \(x_\omega = x_p^{-1}\) this immediately yields,

$$f_\omega(x_\omega,0) = \rho_0 P(1,x^{1/2}_\omega,0) = \frac{\rho_0}{x_\omega^{-1} + x_\omega} x_\omega^{-(2-\eta)/1},$$  \hfill (109)

and then combines the limits in Eqs. (99) and (103). The curves obtained for \(f_\omega(x_\omega,0)\) and \(f_p(x_p,0)\) in this way are plotted as the solid lines in Figs. 10 and 11.

This rather simple ansatz for the dynamic scaling functions describes the data for the systems with finite Langevin coupling \(\gamma > 0\) exceptionally well, capturing not only the limits of small and large \(x\) nearly perfectly, but also the transition region at the intermediate \(x \sim 1\). For \(\gamma = 0\), the small-\(x_p/\text{large-}x_\omega\) behaviour is also nicely described by the dynamic scaling functions based on the Ansatz (106), but one obviously has to compute the critical spectral functions at much smaller spatial momenta to verify their asymptotic large-\(x_p/\text{small-}x_\omega\) behaviour. In 2+1D at \(\gamma = 0.1\), we observe a deviation from the scaling function for small \(x_p\) resp. large \(x_\omega\). This is most probably related to the small but significant deviations from the Breit-Wigner shape we already saw in Fig. 8 and which also lead to inaccuracies when trying to extract the central frequencies in Fig. 9. It is also possible that the universal scaling function simply does not approach its limiting behaviour fast enough for \(x_p < 1\), and the deviations we observe are just the result of a less simple functional form of the scaling function at the intermediate \(x_p \sim 1\). We observed a similar phenomenon in [12] when extracting the scaling function \(f_t\), encoding the temperature dependence of the spectral function at vanishing spatial momentum.

5. Conclusion and outlook

We have studied the critical dynamics of relativistic diffusion, by performing classical-statistical simulations of an Israel-Stuart type equation for self-interacting scalar fields in 2+1 and 3+1 space-time dimensions. Close to criticality, we observed a divergent auto-correlation time, which allows us to extract estimates of the dynamic critical exponents \(z\). Based on the classification of Halperin and Hohenberg for non-relativistic models, one expects \(z = 4 - \eta\) for models with a dynamically conserved order parameter, irrespective of the presence (Model D) or absence (Model B) of energy conservation. While our simulation results for the dissipative dynamics of the relativistic Model B are in excellent agreement with \(z = 4 - \eta\), the non-dissipative limit of the Israel-Stuart type diffusion equation is realized non-trivially featuring propagating rather than diffusive behavior at tree level. Due to the absence of tree level dissipation, a
new infrared power law arises in the momentum dependence of the (thermal) damping rate $\Gamma_p \sim p^{\tau_r}$ of the conservative (Model BC) limit of the relativistic Model B, which leads to a significant decrease of the dynamic critical exponent $z = 4 - \eta - \tau_r$ yielding $z \in [2, 2.5]$.

By studying the critical behavior of spectral functions, we have demonstrated that, in the vicinity of the critical point, the spectral function can be described in terms of universal scaling functions [12], which we determined from our numerical simulations. We observed that even at the critical point, the shape of spectral function stays close to the mean-field Breit-Wigner form, while dispersion relations and thermal damping rates exhibit a power law dependence on the momentum. Based on this result, we obtained additional analytical insights into the universal scaling functions, as we derived the critical scaling function of Breit-Wigner spectral functions under the given constraints for central frequencies and decay widths. Notably, the same calculation also provided an expression for the dynamic critical exponent $z$ of the relativistic Models B and BC, which is compatible with our results obtained from the divergence of the autocorrelation time.

While our current study focused on the dynamic critical behavior of relativistic diffusion in thermal equilibrium, our framework can easily be extended to investigate non-equilibrium phenomena in the vicinity of a second order phase transition, e.g. by introducing time-dependent control parameters such as temperature and external fields. Especially in the context of the search for the QCD critical point, non-equilibrium effects are expected to become highly relevant [40–43]. This has been modeled, for example, in [44] where the authors solve a fluid-dynamical diffusion equation with a white noise stochastic current in 1+1D, and find evidence of critical slowing-down and non-equilibrium effects on non-Gaussian cumulants. While these studies aim to implement effective descriptions of the QCD phase transition, the universal aspects of such non-equilibrium phase transitions can also be studied within the microscopic dynamical theories developed in this work. It might also be possible to extend our model to include a coupling to a conserved transverse vector field, replicating the shear modes required for the dynamics of Model H. This could allow us to numerically investigate the dynamic critical behaviour of QCD matter, which would be of great interest in the search for the location of the chiral end point.
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Appendices

A. Breit-Wigner autocorrelation time

Starting with the Breit-Wigner ansatz for the shape of the spectral function, \( \rho_{BW} \), we find

\[
\int_0^\infty t \rho(t) dt = \frac{1}{2} \int_{-\infty}^\infty t \rho(t) dt = \frac{1}{2} \frac{d}{d\omega} \rho(\omega) \bigg|_{\omega=0} = \frac{\Gamma}{2\omega_p^2},
\]

reminding ourselves that our definition of \( \rho(\omega) \) includes an extra factor of \(-i\) (compare Eq. (72)). For the second integral, we again apply a Fourier transformation to get

\[
\int_0^\infty \rho(t) dt = \int_{-\infty}^\infty \Theta(t) \rho(t) dt = \left. -i \int d\omega' \mathcal{F}[\Theta(t)](\omega') \rho(\omega - \omega') \right|_{\omega=0}
\]

but since the spectral function vanishes at the origin \( \rho(\omega = 0) = 0 \) due to its symmetry, the \( \delta \)-term does not contribute. For the remaining term, we employ the residue theorem. We note that the function

\[
\rho_{BW}(\omega, p)/\omega = \frac{\Gamma}{(\omega^2 - \omega_p^2)^2 + \Gamma^2 \omega^2}
\]

has four first-order poles in \( \omega \), namely

\[
\omega_n^2 = -\frac{\Gamma^2 - 2\omega_p^2}{2} \pm \sqrt{\left(\frac{\Gamma^2 - 2\omega_p^2}{2}\right)^2 - \omega_p^4},
\]

where we abbreviate \( A = \Gamma^2 - 2\omega_p^2 \), \( B = \Gamma \sqrt{\Gamma^2 - 4\omega_p^2} \). One can thus express

\[
\frac{\rho_{BW}(\omega)}{\Gamma \omega} = \left[ \left( \omega^2 + \frac{1}{2} (A+B) \right) \left( \omega^2 + \frac{1}{2} (A-B) \right) \right]^{-1}
\]

\[
= \left[ \left( \omega + \frac{i}{\sqrt{2}}(A+B)^{1/2} \right) \left( \omega - \frac{i}{\sqrt{2}}(A+B)^{1/2} \right) \left( \omega + \frac{i}{\sqrt{2}}(A-B)^{1/2} \right) \left( \omega - \frac{i}{\sqrt{2}}(A-B)^{1/2} \right) \right]^{-1}
\]

\[
= \left[ (\omega - \omega_1)(\omega - \omega_2)(\omega - \omega_3)(\omega - \omega_4) \right]^{-1},
\]

where of course \( \omega_1 = -\omega_2 \) and \( \omega_3 = -\omega_4 \). In order to obtain the locations of these poles on the complex plane, we consider the dependence of \( A \) and \( B \) on \( \Gamma \) and \( \omega_p \). For the critical spectral function in the scaling regime, we find in Section 4.2 that for finite Langevin coupling \( \gamma \) one always has \( \Gamma \geq \gamma > 2\omega_p \) (case 1) for sufficiently small spatial momentum, since the central frequencies vanish with \( p \to 0 \). However, given \( \gamma = 0 \), one finds \( \Gamma > 2\omega_p \) (case 2) over a wide range of parameters, even deep into the infrared.

For \( A, B \) we have in those cases

\[
\text{case 1 :} \quad \Gamma > 2\omega_p > 0 : \quad \Rightarrow \quad A > B > 0, \quad \Rightarrow \quad \Im(\omega_2) > 0, \Im(\omega_4) > 0,
\]

\[
\text{case 2 :} \quad 2\omega_p > \Gamma > 0 : \quad \Rightarrow \quad A < 0, \Re(B) = 0, \Re(B) > 0 \quad \Rightarrow \quad \Im(\omega_2) > 0, \Im(\omega_3) > 0.
\]

We choose to complete the integration contour by a semi-circle over the positive half plane, where always two of the poles lie. For the residues one finds

\[
\text{Res}(\omega_2) = \left[ (\omega_2 - \omega_1)(\omega_2 - \omega_3)(\omega_2 - \omega_4) \right]^{-1}
\]

\[
= \left[ \sqrt{2i}(A+B)^{1/2} \left( \frac{-1}{2}(A+B) + \frac{1}{2}(A-B) \right) \right]^{-1}
\]

\[
= \left[ -\sqrt{2i}(A+B)^{1/2} B \right]^{-1} = -\text{Res}(\omega_1),
\]

\[
\text{Res}(\omega_4) = \left[ \sqrt{2i}(A-B)^{1/2} B \right]^{-1} = -\text{Res}(\omega_3)
\]
In general, case 1 best matches the physical reality in the infrared, and thus have for the integral.

\[ \int \frac{d\omega}{2\pi} \rho_{BW}(\omega) = i\Gamma (\text{Res}_{\omega_2} + \text{Res}_{\omega_4}) \]

(125)

\[ = i\Gamma \left( \frac{\sqrt{2}\Gamma \sqrt{A-B} - \sqrt{A+B}}{2B} \right) \]

(126)

If the decay width \( \Gamma \) is e.g. bounded from below by the Langevin coupling \( \gamma \), we find using \( \omega_p \ll \Gamma \)

\[ \int \frac{d\omega}{2\pi} \rho_{BW}(\omega) \approx i\Gamma \left( \frac{\sqrt{2}\Gamma - \sqrt{2B}}{2B} \right) \approx \frac{1}{2\Gamma} \frac{\Gamma}{\omega_p^2} = \frac{1}{2\omega_p^2} \]

(127)

where we used that \( A^2 - B^2 = 4\omega_p^4 \) and, for \( \Gamma > \omega_p \) one has \( A \approx B \approx \Gamma^2 \). This implies for the autocorrelation time the relation

\[ \xi_{\text{BW}} = \frac{\int_0^\infty \tau p(t)\,dt}{\int_0^{\infty} \rho(t)\,dt} = \frac{\Gamma}{\omega_p^2}. \]

(128)

B. Hydrodynamic Green’s functions

We compute in the following the propagator of the field evolving under Israel-Stewart hydrodynamics [28, 29]. Starting point is the conservation law and the definition of the current

\[ \partial_\mu J^\mu = 0, \quad J^\mu = \dot{\phi} \delta^{\mu}_\tau + \nu_\mu, \]

(129)

such that \( \phi = J^\mu u_\mu \) and \( \nu_\mu = \Delta^\mu_\nu J^\nu \) with \( \Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu \) and metric convention \( g^{\mu\nu} = \text{diag}(+, - , - , -) \). Without loss of generality the evolution equation then takes the form

\[ D_\tau \phi + \theta \phi = -\nabla_\mu \nu_\mu, \]

(130)

where \( \nabla_\mu = \Delta^{\mu\nu} \partial_\nu \) denotes the transverse and \( D_\tau = u^\mu \partial_\mu \) the longitudinal derivative, and \( \theta = \partial_\mu u^\mu \) the expansion rate. In Israel-Stewart hydrodynamics [28, 29], the dissipative field obeys the equation of motion

\[ \Delta^{\mu\nu} D_\tau \nu_\nu = -\frac{1}{\tau_R} (\nu^\mu - \nu_{\text{NS}}^\mu), \]

(131)

relaxing to the Navier-Stokes limit \( \nu_{\text{NS}}^\mu = D \nabla^\mu \phi \) with relaxation time \( \tau_R \) and diffusion rate \( D \). Thus, in the limit of vanishing relaxation times \( \tau_R \) for a static fluid \( u^\mu = \text{const} \). and thus \( \theta = 0 \), the evolution equation takes the form of a simple diffusion equation

\[ D_\tau \phi = D \Delta \phi, \]

(132)

where \( \Delta = -\nabla_\mu \nabla^\mu \) is the transverse Laplacian.

In the following, we operate under the assumption of \( u^\mu = (1, 0, 0, 0) = \text{const} \). to facilitate notation. We define the Laplace transform of the field \( \phi(x, t) \) as

\[ \phi(k, z) = \int_0^\infty dt e^{izt} \int d^4x e^{-ikx} \phi(x, t), \]

(133)

and remark that under this transformation, the time derivative transforms as \( \dot{\phi}(t, x) \rightarrow -iz \phi(z, k) - \phi(t = 0, k) \). Abbreviating the longitudinal components of the dissipative currents as \( \nu_\parallel = \nabla_\mu \nu^\mu \), we find that the constitutive equations \([129]\) and \([131]\) transform as

\[ -iz \phi(z, k) + \nu_\parallel(z, k) = \phi(0, k), \]

(134)

\[ -iz \tau_R \nu_\parallel(z, k) = \tau_R \nu_\parallel(0, k) - (\nu_\parallel(k, z) - D k^2 \phi(k, z)). \]

(135)

Solving for the Laplace transform of the field, we obtain

\[ \phi(k, z) = \frac{-\tau_R \nu_\parallel(0, k) + (1 - iz \tau_R) \phi(0, k)}{(-iz + D k^2)(1 - iz \tau_R) + (1 - iz \tau_R) \phi(0, k)} \]

(136)
If we further assume that the initial conditions are uncorrelated \( \langle \nu_\gamma(k, t = 0) \phi(k, t = 0) \rangle = 0 \), we find the retarded propagator

\[
G(k, z) = \int dt e^{izt} \int d^d x e^{-ikx} \Theta(t) \langle \phi(x, t) \phi(0, 0) \rangle
\]

\[
= \frac{(1 - iz\tau_R)\chi(k)}{Dk^2 - \tau_R z^2 - iz}
\]

with the static susceptibility \( \chi(k) = \langle \phi(k, t = 0) \phi(-k, t = 0) \rangle \). The two-point function has poles at

\[
z = -\frac{i}{2\tau_R} \pm \frac{i}{2\tau_R} \sqrt{1 - 4Dk^2\tau_R}.
\]

In the limit of small spatial momentum \( k \to 0 \), we recover Navier-Stokes dynamics plus an additional non-hydrodynamic mode

\[
z_{\text{hydro}} = -iDk^2, \quad z_{\text{non-hydro}} = -\frac{i}{\tau_R}.
\]
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