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Abstract

In this project\(^1\), we first study the Gaussian-based hidden Markov random field (HMRF) model and its expectation-maximization (EM) algorithm. Then we generalize it to Gaussian mixture model-based hidden Markov random field. The algorithm is implemented in MATLAB. We also apply this algorithm to color image segmentation problems and 3D volume segmentation problems.

1. Introduction

Markov random fields (MRFs) have been widely used for computer vision problems, such as image segmentation [10], surface reconstruction [6] and depth inference [5]. Much of its success attributes to the efficient algorithms, such as Iterated Conditional Modes [1], and its consideration of both “data faithfulness” and “model smoothness” [8].

The HMRF-EM framework was first proposed for segmentation of brain MR images [11]. For simplicity, we first assume that the image is 2D gray-level, and the intensity distribution of each region to be segmented follows a Gaussian distribution. Given an image \( Y = (y_1, \ldots, y_N) \) where \( N \) is the number of pixels and each \( y_i \) is the gray-level intensity of a pixel, we want to infer a configuration of labels \( X = (x_1, \ldots, x_N) \) where \( x_i \in L \) and \( L \) is the set of all possible labels. In a binary segmentation problem, \( L = \{0, 1\} \). According to the MAP criterion, we seek the labeling \( X^* \) which satisfies:

\[
X^* = \arg \max_X \{ P(Y|X, \Theta) P(X) \}. 
\]

The prior probability \( P(X) \) is a Gibbs distribution, and the joint likelihood probability is

\[
P(Y|X, \Theta) = \prod_i P(y_i|X, \Theta) = \prod_i P(y_i|x_i, \theta_{x_i}),
\]

where \( P(y_i|x_i, \theta_{x_i}) \) is a Gaussian distribution with parameters \( \theta_{x_i} = (\mu_{x_i}, \sigma_{x_i}) \). In MRF problems, people usually learn the parameter set \( \Theta = \{ \theta_l | l \in L \} \) from the training data. For example, in image segmentation problems, prior knowledge of the intensity distributions of the foreground and the background might be consistent within a dataset, especially domain specific dataset. Thus, we can learn the parameters from some images that are manually labeled, and use these parameters to run the MRF to segment the other images.

The major difference between MRF and HMRF is that, in HMRF, the parameter set \( \Theta \) is learned in an unsupervised manner. In a HMRF image segmentation problem, there is no training stage, and we assume no prior knowledge is known about the foreground/background intensity distribution. Thus, a natural proposal for solving a HMRF problem is to use the EM algorithm, where parameter set \( \Theta \) and label configuration \( X \) are learned alternatively.

2. EM Algorithm for Parameters

We still use the 2D gray-level and Gaussian distribution assumption. We use the EM algorithm to estimate the parameter set \( \Theta = \{ \theta_l | l \in L \} \). We describe the EM algorithm by the following [7]:

1. **Start**: Assume we have an initial parameter set \( \Theta^{(0)} \).
2. **E-step**: At the \( t \)th iteration, we have \( \Theta^{(t)} \), and we cal-
With these assumptions, the HMRF-EM algorithm is given

\[ Q(\Theta|\Theta^{(t)}) = \mathbb{E}_{\Theta_{\text{EM}}} \left[ \ln P(X, Y|\Theta) \right] \]

\[ = \sum_{X \in \chi} P(X|Y, \Theta^{(t)}) \ln P(X, Y|\Theta), \tag{3} \]

where \( \chi \) is the set of all possible configurations of labels.

3. **M-step:** Now maximize \( Q(\Theta|\Theta^{(t)}) \) to obtain the next estimate:

\[ \Theta^{(t+1)} = \arg\max_{\Theta} Q(\Theta|\Theta^{(t)}). \tag{4} \]

Then let \( \Theta^{(t+1)} \to \Theta^{(t)} \) and repeat from the E-step.

Let \( G(z; \theta_i) \) denote a Gaussian distribution function with parameters \( \theta_i = (\mu_i, \sigma_i) \):

\[ G(z; \theta_i) = \frac{1}{\sqrt{2\pi} \sigma_i} \exp \left( -\frac{(z - \mu_i)^2}{2\sigma_i^2} \right). \tag{5} \]

We assume that the prior probability can be written as

\[ P(X) = \frac{1}{Z} \exp (-U(X)), \tag{6} \]

where \( U(x) \) is the prior energy function. We also assume that

\[ P(Y|X, \Theta) = \prod_i P(y_i|x_i, \theta_{x_i}) \]

\[ = \prod_i G(y_i; \theta_{x_i}) \]

\[ = \frac{1}{Z} \exp (-U(Y|X)). \tag{7} \]

With these assumptions, the HMRF-EM algorithm is given below:

1. Start with initial parameter set \( \Theta^{(0)} \).
2. Calculate the likelihood distribution \( P^{(t)}(y_i|x_i, \theta_{x_i}) \).
3. Using current parameter set \( \Theta^{(t)} \) to estimate the labels by MAP estimation:

\[ X^{(t)} = \arg\max_{X \in \chi} \{ P(Y|X, \Theta^{(t)}) P(X) \} \]

\[ = \arg\min_{X \in \chi} \{ U(Y|X, \Theta^{(t)}) + U(X) \}. \tag{8} \]

The algorithm for the MAP estimation is discussed in Section 3.

4. Calculate the posterior distribution for all \( l \in L \) and all pixels \( y_i \) using the Bayesian rule:

\[ P^{(t)}(l|y_i) = \frac{P(y_i;l)P(l|x_N^{(t)})}{P^{(t)}(y_i)} \tag{9} \]

where \( x_N^{(t)} \) is the neighborhood configuration of \( x_i^{(t)} \), and

\[ \sum_{i \in L} G(y_i; \theta_i) P(l|x_N^{(t)}). \tag{10} \]

5. Use \( P^{(t)}(l|y_i) \) to update the parameters:

\[ \mu_i^{(t+1)} = \frac{\sum_i P^{(t)}(l|y_i) y_i}{\sum_i P^{(t)}(l|y_i)} \tag{12} \]

\[ (\sigma_i^{(t+1)})^2 = \frac{\sum_i P^{(t)}(l|y_i) (y_i - \mu_i^{(t+1)})^2}{\sum_i P^{(t)}(l|y_i)} \tag{13} \]

3. **MAP Estimation for Labels**

In the EM algorithm, we need to solve for \( X^* \) that minimizes the total posterior energy

\[ X^* = \arg\min_{X \in \chi} \{ U(Y|X, \Theta) + U(X) \} \tag{14} \]

with given \( Y \) and \( \Theta \), where the likelihood energy (also called unitary potential) is

\[ U(Y|X, \Theta) = \sum_i U(y_i|x_i, \Theta) \]

\[ = \sum_i \left[ \frac{(y_i - \mu_{x_i})^2}{2\sigma_{x_i}^2} + \ln \sigma_{x_i} \right]. \tag{15} \]

The prior energy function (also called pairwise potential) \( U(X) \) has the form

\[ U(X) = \sum_{c \in C} V_c(X), \tag{16} \]

where \( V_c(X) \) is the clique potential and \( C \) is the set of all possible cliques.

In the image domain, we assume that one pixel has at most 4 neighbors: the pixels in its 4-neighborhood. Then the clique potential is defined on pairs of neighboring pixels:

\[ V_c(x_i, x_j) = \frac{1}{2} (1 - I_{x_i, x_j}), \tag{17} \]
where
\[ I_{x_i,x_j} = \begin{cases} 
0 & \text{if } x_i \neq x_j \\
1 & \text{if } x_i = x_j 
\end{cases} . \] (18)

Note that in Eq. (17), the constant coefficient 1/2 can be replaced by a variable coefficient \( \beta \). We just follow [11] to use the 1/2 constant, which proves effective in many of our experiment results.

We developed an iterative algorithm to solve (14):

1. To start with, we have an initial estimate \( \mathbf{X}^{(0)} \), which can be from the previous loop of the EM algorithm.
2. Provided \( \mathbf{X}^{(k)} \), for all \( 1 \leq i \leq N \), we find
\[ x_i^{(k+1)} = \arg\min_{l \in L} \left\{ U(y_i|l) + \sum_{j \in N_i} V_c(l, x_j^{(k)}) \right\} . \] (19)
3. Repeat step 2 until \( U(\mathbf{Y}|\mathbf{X}, \Theta) + U(\mathbf{X}) \) stops changing significantly or a maximum \( k \) is achieved.

4. GMM-Based HMRF

In previous sections, we have been assuming that the intensity distribution of each region to be segmented follows a Gaussian distribution with parameters \( \theta_{x_i} = (\mu_{x_i}, \sigma_{x_i}) \). However, this is a very strong hypothesis which is insufficient to model the complexity of the intensity distribution of real-life objects, especially for objects with multimodal distributions.

Gaussian mixture model (GMM), in contrast, is much more powerful for modeling the complex distributions than one single Gaussian distribution. A Gaussian mixture model with \( g \) components can be represented by parameters:
\[ \theta_l = \{ (\mu_{l,1}, \sigma_{l,1}, w_{l,1}), \ldots, (\mu_{l,g}, \sigma_{l,g}, w_{l,g}) \} . \] (20)

Compared with Eq. (5), the GMM now has a weighted probability
\[ G_{\text{mix}}(z; \theta_l) = \sum_{c=1}^{g} w_{l,c} G(z; \mu_{l,c}, \sigma_{l,c}) . \] (21)

Now, the M-step of the EM-algorithm described in Section 2 changes to a Gaussian mixture model fitting problem. The GMM fitting problem itself can be also solved using an EM-algorithm. In the E-step, we determine which data should belong to which Gaussian component; in the M-step, we recompute the GMM parameters.

5. Experiment Results

We use the above mentioned GMM-based HMRF for two applications: color image segmentation and 3D volume segmentation. For each application, minor modifications need to be made.

5.1. Color Image Segmentation

The difference between color image segmentation and gray-level image segmentation is that, for a color image, the pixel intensity is no longer a number, but a 3-dimensional gray-level image segmentation is that, for a color image, the intensity of background is 0, and the foreground is 100. Random noise uniformly distributed within \([0, 120]\) is added to the entire image, at all positions. Thus clustering methods such as k-means will not guarantee spatial continuousness of the segmentation results. A comparison of k-means segmentation and HMRF segmentation is shown in Figure 5.

The only difference between 2D image segmentation and 3D image segmentation is the neighborhood system. In 2D images, we usually use the 4-neighborhood system or the 8-neighborhood system; in 3D images, we usually use the 6-neighborhood system or the 26-neighborhood system. The difference is shown in Figure 4.

To validate our algorithm for 3D volume segmentation, we generate a synthetic 3D image of size \( 50 \times 50 \times 50 \) and with a foreground sphere of radius 20 at the center. The intensity of background is 0, and the foreground is 100. Random noise uniformly distributed within \([0, 120]\) is added to the entire image, at all positions. Thus clustering methods such as k-means will not guarantee spatial continuousness of the segmentation results. A comparison of k-means segmentation and HMRF segmentation is shown in Figure 5.

With 10 EM iterations and 10 MAP iterations, while setting \( g = 1 \) for GMM, the 3D segmentation takes about 14 seconds on a 2.53 GHz Intel(R) Core(TM) i5 CPU.
Figure 1: Example color image segmentation results. (a) Original color image. (b) Initial segmentation by k-means. (c) Final segmentation by HMRF. (d) Sum of energy in each iteration.

6. Code Documentation

We provide the name and usage of each file of our MATLAB implementation in Table 1 and 2, including both color image segmentation and 3D volume segmentation.

7. Discussion

In this project, we have studied the hidden Markov random field, and its expectation-maximization algorithm. The basic idea of HMRF is combining “data faithfulness” and “model smoothness”, which is very similar to active contours [4], gradient vector flow (GVF) [9], graph cuts [2], and random walks [3]. We also combined the HMRF-EM framework with Gaussian mixture models, and applied it to color image segmentation and 3D volume segmentation problems. The algorithms are implemented in MATLAB. In color image segmentation experiments, we can see the HMRF segmentation results are much more smooth than the results of direct k-means clustering. In 3D volume segmentation results, the segmented object is much closer to the original shape than clustering. This is because Markov random field imposes strong spatial constraints on the segmented regions, while clustering-based segmentation only considers pixel/voxel intensities.

References

[1] J. Besag. On the Statistical Analysis of Dirty Pictures. Journal of the Royal Statistical Society. Series B (Methodological), 48(3):259–302, 1986.
[2] Y. Boykov and G. F. Lea. Graph Cuts and Efficient N-D Image Segmentation. International Journal of Computer Vision, 70(2):109–131, 2006.
[3] L. Grady. Random Walks for Image Segmentation. IEEE Transactions on Pattern Analysis and Machine Intelligence,
Figure 2: More color image segmentation results. First column: original color image; second column: initial segmentation by k-means; third column: final segmentation by HMRF.

28(11):1768–1783, 2006.

[4] M. Kass, A. Witkin, and D. Terzopoulos. Snakes: Active contour models. *International Journal of Computer Vision*, 1(4):321–331, 1988.

[5] A. Saxena, S. Chung, and A. Ng. 3-d depth reconstruction from a single still image. *International Journal of Computer Vision*, 76:53–69, 2008.

[6] N. M. Vaidya and K. L. Boyer. Discontinuity-preserving surface reconstruction using stochastic differential equations. *Computer Vision and Image Understanding*, 72(3):257–270, 1998.

[7] Q. Wang. Hmrf-em-image: Implementation of the hidden markov random field model and its expectation-maximization algorithm. *arXiv:1207.3510 [cs.CV]*, 2012.

[8] Q. Wang and K. L. Boyer. The active geometric shape model: A new robust deformable shape model and its applications. *Computer Vision and Image Understanding*, 116(12):1178–1194, 2012.

[9] C. Xu and J. L. Prince. Snakes, shapes, and gradient vector flow. *IEEE Transactions on Image Processing*, 7(3):359–369, 1998.

[10] L. Zhang and Q. Ji. Image segmentation with a unified graphical model. *IEEE Transactions on Pattern Analysis and Ma-
Figure 3: More color image segmentation results (continued).

[11] Y. Zhang, M. Brady, and S. Smith. Segmentation of brain mr images through a hidden markov random field model and the expectation-maximization algorithm. *IEEE Transactions on Medical Imaging*, 20(1):45–57, Jan. 2001.
Figure 5: 3D volume segmentation results: (a) k-means; (b) HMRF.

| File            | Type    | Usage                                                                 |
|-----------------|---------|----------------------------------------------------------------------|
| demo.m          | Runnable script | A color image segmentation example. Users can run this file directly. |
| image_kmeans.m  | Function | The k-means algorithm for 2D color images. This will generate an initial segmentation. |
| HMRF_EM.m       | Function | The HMRF-EM algorithm.                                               |
| MRF_MAP.m       | Function | The MAP algorithm.                                                   |
| gaussianBlur.m  | Function | Blurring an image using Gaussian kernel.                              |
| gaussianMask.m  | Function | Obtaining the mask of Gaussian kernel.                               |
| ind2ij.m        | Function | Index to 2D image coordinates conversion.                             |
| get_GMM.m       | Function | Fitting Gaussian mixture model to data.                              |
| BoundMirrorExpand.m | Function | Expanding an image.                                                  |
| BoundMirrorShrink.m | Function | Shrinking an image.                                                  |
| 385028.jpg      | Image   | An example input color image.                                        |

Table 1: Name and usage of each file in color image segmentation MATLAB code.

| File            | Type    | Usage                                                                 |
|-----------------|---------|----------------------------------------------------------------------|
| demo.m          | Runnable script | A 3D volume segmentation example. Users can run this file directly. |
| generate_3D_image.m | Runnable script | Generating the synthetic input 3D image.                            |
| image_kmeans.m  | Function | The k-means algorithm for 3D volumes. This will generate an initial segmentation. |
| HMRF_EM.m       | Function | The HMRF-EM algorithm.                                               |
| MRF_MAP.m       | Function | The MAP algorithm.                                                   |
| ind2ijq.m       | Function | Index to 3D image coordinates conversion.                             |
| get_GMM.m       | Function | Fitting Gaussian mixture model to data.                              |
| Image.raw       | Raw 3D image | An example input raw 3D image.                                       |

Table 2: Name and usage of each file in 3D volume segmentation MATLAB code.