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Abstract

In this paper we are concerned with the entire solutions for the classical competitive Lotka-Volterra system with diffusion in the weak competition. For this purpose we firstly analyze the asymptotic behavior of traveling front solutions for this system connecting the origin and the positive equilibrium. Then, by using two different ways to construct pairs of coupled super-sub solutions of this system, we obtain two different kinds of entire solutions. The construction of the first kind of entire solutions is based on these fronts, and their reflects as well as the solutions of the system without diffusion. One component of the solution starts from 0 at $t \approx -\infty$, and as $t$ goes to $+\infty$, the two component of the entire solution will eventually stay in a conformed region. Another kind of entire solutions is related to some traveling front solutions of scalar equations.
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1. Introduction

In this paper, we are concerned with the classical competitive Lotka-Volterra system with diffusion

\[
\begin{align*}
\partial_t u &= \partial_{xx} u + (1 - u - k_1 v)u, \\
\partial_t v &= d \partial_{xx} v + r(1 - v - k_2 u)v,
\end{align*}
\]

where $k_1$, $k_2$, $r$, $d$ are positive constants and $u(x,t)$, $v(x,t)$ denote the population density of two competitive species that are nonnegative.
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To begin with this paper, we remark that, as stated in [24], the solutions $(u(t), v(t))$ of (1.1) without diffusion exhibit the following asymptotic behavior as $t \to +\infty$:

(i) if $0 < k_1 < 1 < k_2$, then $(u(t), v(t)) \to (1, 0)$ ($u$ survives);

(ii) if $0 < k_2 < 1 < k_1$, then $(u(t), v(t)) \to (0, 1)$ ($v$ survives);

(iii) if $k_1, k_2 > 1$, then $(u(t), v(t)) \to (1, 0)$ or $(u(t), v(t)) \to (0, 1)$ depending on the initial condition (strong competition and bistability);

(iv) if $0 < k_1, k_2 < 1$, then $(u(t), v(t))$ converges to the positive equilibrium (weak competition, $u$ and $v$ coexist).

Furthermore, these results can be extended to system (1.1) (21). In this paper, we only pay attention to the existence of entire solutions and other properties for system (1.1) under the case (iv): $0 < k_1, k_2 < 1$, namely the weak competition case, since there are relatively abundant results under the cases (i)-(iii), which will be depicted at length in the following. In this case, the above system has four equilibria that are $(0, 0), (1, 0), (0, 1)$ and $(u^*, v^*) := (\frac{1-k_2}{1-k_1}, \frac{1-k_1}{1-k_2})$. Moreover, we also remark that $u^* + k_1 v^* = k_2 u^* + v^* = 1$, which will be used in the sequel.

A great deal of papers focus on the study of traveling wave solutions of system (1.1) such as [1, 2, 4, 12, 14, 24, 26, 34] and references therein, which is a significant and of particular interesting issue in reaction diffusion systems. Moreover, many authors paid more attention to the existence of monotone traveling wave solutions, namely traveling front solutions.

In [24], the authors discussed the existence of traveling front solutions and traveling wave solutions for a general Lotka-Volterra competition model

\[
\begin{cases}
\partial_t u = \partial_{xx} u + uf(u, v), \\
\partial_t v = d \partial_{xx} v + vg(u, v),
\end{cases}
\]  

$x \in \mathbb{R}$

(1.2)

where the functions $f$ and $g$ satisfy the following assumptions:

(a) $f, g \in C^1$ have a positive zero $(u^*, v^*)$, that is, $f(u^*, v^*) = g(u^*, v^*) = 0$;

(b) if $0 < u < u^*, 0 < v < v^*$, then $0 < f(u, v) < f(0, 0), 0 < g(u, v) < g(0, 0)$;

(c) if $0 < u < u^*, 0 < v < v^*$, then $\partial_u f(u, v) < 0, \partial_v f(u, v) \leq 0, \partial_u g(u, v) \leq 0, \partial_v g(u, v) < 0$;

(d) the eigenvalues of the matrix

\[
\begin{pmatrix}
u^* \partial_u f(u^*, v^*) & u^* \partial_v f(u^*, v^*) \\
v^* \partial_u g(u^*, v^*) & v^* \partial_v g(u^*, v^*)
\end{pmatrix}
\]

have negative real parts. As stated in [1], Perron-Frobenius theorem and the assumption (c) imply that the matrix in assumption (d) has a real and negative eigenvalue. Hence, both eigenvalues are real. Furthermore, in the papers [1] and [2], the authors extended the results in [24] into $N$-equations. Moreover, there exists a family of planar front solutions for (1.2) on $\mathbb{R}^n$ with different types of reaction terms (26).

In fact, it is easy to verify that the reaction terms in (1.1) under the case (iv) fully satisfy the above assumptions. Therefore, from [24], for $c \geq c_{\text{min}} := \ldots$
2 \max \{1, \sqrt{d}\}$, (1.1) admits a family of traveling front solutions connecting $(0,0)$ and $(u^*,v^*)$. More precisely, the traveling front solution $(u(x,t),v(x,t)) = (\phi(\xi),\psi(\xi))$ $(\xi = x + ct, c \geq c_{\min})$ for (1.1) satisfies
\[ \begin{cases} 
\phi'' - c \phi' + (1 - \phi - k_1 \psi) \phi = 0, \\
\psi'' - c \psi' + r (1 - \psi - k_2 \phi) \psi = 0 
\end{cases} \] (1.3)
with
\[ \lim_{\xi \to -\infty} (\phi(\xi),\psi(\xi)) = (0,0), \quad \lim_{\xi \to +\infty} (\phi(\xi),\psi(\xi)) = (u^*,v^*), \] (1.4)
\[ \phi(\xi), \quad \psi(\xi) > 0, \quad \phi'(\xi), \quad \psi'(\xi) > 0. \] (1.5)
We also remark that if $(\phi(x+ct),\psi(x+ct))$ is a traveling front solution of (1.3)-(1.5), then the reflect $(\tilde{\phi}(\xi),\tilde{\psi}(\xi)) = (\phi(-x+ct),\psi(-x+ct))$ $(\xi = -x+ct)$ is also a traveling front solution with the opposite speed satisfying
\[ \lim_{\xi \to -\infty} (\tilde{\phi}(\xi),\tilde{\psi}(\xi)) = (u^*,v^*), \quad \lim_{\xi \to +\infty} (\tilde{\phi}(\xi),\tilde{\psi}(\xi)) = (0,0), \]
and
\[ \tilde{\phi}(\xi), \quad \tilde{\psi}(\xi) > 0, \quad \tilde{\phi}'(\xi), \quad \tilde{\psi}'(\xi) < 0. \]
That is, if (1.3)-(1.5) admits a traveling front solution, then a traveling front solution exists with the opposite speed simultaneously.

However, it is not enough to understand the dynamical structure of solutions of (1.1) by only considering traveling wave solutions. Recently, the existence of entire solutions, which are classical solutions and defined for all $(x,t) \in \mathbb{R} \times \mathbb{R}$, has been widely discussed.

In [9], Hamel and Nadirashvili dealt with KPP equation
\[ \partial_t u = \partial_{xx} u + f(u), \quad (x,t) \in \mathbb{R} \times \mathbb{R}, \] (1.6)
\[ f'(0) > 0 \quad f'(1) < 0. \] (1.7)
The existence of entire solutions is proved by the comparison theorem and super-sub estimates, which consists of traveling front solutions and solutions to the diffusion-free system. Moreover, they also pointed out that the solutions to (1.6) depending only on $t$ and traveling wave solutions are typical examples of entire solutions and showed various entire solutions of (1.6) with (1.7) in their subsequent paper [10]. More importantly, from the geometrical point of view, in [9], they indicated that (1.6) has a 2-dimensional manifold of entire solutions of traveling wave type, which are $\tilde{\phi}(x + \tilde{c}t + \tilde{h})$ and $\tilde{\phi}(-x + \tilde{c}t + \tilde{h})$, where $\tilde{h}$ varies in $\mathbb{R}$ and $\tilde{c}$ varies in $[c_*,+\infty)$ with $c_* = 2\sqrt{f'(0)}$. They also established 5-dimensional, 4-dimensional, 3-dimensional manifolds of entire solutions and showed that each 2-dimensional manifold of entire solutions of traveling wave type is on the boundary of a 3-dimensional manifold of entire solutions, which is also on the boundary point of a 5-dimensional one. As stated in [3], after a
space and time translation, these manifolds can be reduced to 3, 2, 1-dimensional manifolds, where the parameters vary in $[c_*, +\infty] \times [c_*, +\infty] \times [-\infty, +\infty]$.

While for the bistable case, namely both $f'(0) < 0$ and $f'(1) < 0$, Yagisita in [33] revealed that the annihilation process is approximated by a backward global solution of (1.6), which is an entire solution. For Allen-Cahn equation

$$\partial_t u = \partial_{xx} u + u(1 - u)(u - a)$$

with $a \in (0, 1)$, which is a special example of (1.6) in [33], Fukao, Morita and Ninomiya in [3] proposed a simple proof for the existence of entire solutions, which was already found in [33], by using the super-sub solution method and the exact traveling front solutions. Moreover, Guo and Morita in [8] extended the conclusions in [9] and [33] to more general case. In addition, Chen and Guo in [3] used a quite different method to construct the super-sub solutions to obtain the similar results for this more general system in [8].

From the dynamical view the study of entire solutions is essential for a full understanding of the transient dynamics and the structures of the global attractor as mentioned in [22]. Recently, there has been large numbers of papers about the existence of entire solutions of scalar equation, for example, see [5, 16, 17, 30, 31] and the references therein.

In 2009, Morita and Tachibana in [23] firstly extended the existence of entire solutions from scalar equations into system (1.1) under the cases (i), (ii) and (iii) by employing similar ideas in [3], [7], [8] and [22]. This entire solution behaves as two traveling front solutions coming from both sides of the $x$-axis at $t \approx -\infty$ and one component converges to 1 while the other converges to 0, as $t$ goes to $+\infty$. With similar methods, in [29] Wang and Lv obtained entire solutions of system (1.1) by changing (1.1) into the cooperative system with the extra condition $d = 1$ and (iv), and also obtained entire solutions of the classical Lotka-Volterra cooperative system. The asymptotic behavior of entire solutions in [29] is similar as that in [23]. In addition, in [29] the existence of entire solutions of (1.1) is based on traveling front solutions which connect $(0, 1)$ and $(1, 0)$, while in [29] the existence of entire solutions of (1.1) depends on traveling front solutions which connect $(0, 1)$ and the positive equilibrium. In addition, entire solutions of the cooperative system in [29] are related to traveling front solutions connecting the origin and the positive equilibrium.

In addition, there is a technical condition

$$\frac{\phi(\xi)}{1 - \psi(\xi)} \geq \theta_0 > 0$$

for the existence of entire solutions in [23]. In [28], Wang and Li showed some sufficient and necessary conditions for this technical condition and partially proved the result still holds without this condition. In addition, except for the above mentioned papers, for the existence of entire solutions of Lotka-Volterra system one can see [18], [20] and [27] for more details.

From the above statement, we remark that there is no any results for the existence of entire solutions for system (1.1) in the case (iv) based on the solutions to (1.1) with (1.4) and (1.5). In this paper, encouraged by [23] and [29],
we initially want to find entire solutions which can demonstrate that one species
invades from both sides of \(x\)-axis and coexists with the other at last. However, a
pair of coupled super-sub solutions constructed in [29] for the cooperative
system can not be directly used in the competitive system, due to the different
monotonicity of these systems. Thus we firstly use the traveling front solutions
of the above system connecting the origin and the positive equilibrium and their
reflects as well as the solutions of the above system without diffusion to con-
struct different pairs of coupled super-lower solutions leading to the existence
of different kinds of entire solutions. One of them has the following asymptotic
behavior. One component of this entire solution start from 0 at \(t \approx -\infty\). As \(t\)
converges to \(+\infty\), two component of the entire solution will ultimately stay in
a conformed region. This phenomenon implies one species invades from both
sides of \(x\)-axis and will mix with the other. In addition, this entire solution
exhibits quite different behavior compared with that in [23] and [29].

For the sake of realizing the initial conjecture and finding more types of
entire solutions, different methods have been employed. With the idea coming
from [13, 14], we construct the pair of coupled super-sub solutions related to
traveling front solutions of some scalar equations, then another kind of entire
solutions is found.

Moreover, from their applications, we note that this method depends on the
asymptotic behavior of traveling front solutions connecting the origin and the
positive equilibrium as \(\xi \to \pm \infty\). In addition, in the proof of the existence of
entire solutions for (1.1), we use the super-sub solution method and then need
to estimate the asymptotic behavior and the boundness of the constructed pair
of coupled super-sub solutions, which are related to the asymptotic behavior
of traveling front solutions connecting the origin and the positive equilibrium
as \(\xi \to \pm \infty\) as well. Therefore, it is significant for us to study the asymptotic
behavior of traveling front solutions for (1.3) at \((0, 0)\) and \((u^*, v^*)\), respectively,
which will be achieved by linearizing (1.3) and the stable and unstable manifold
theorem.

Though there are some results about the asymptotic behavior of the above
traveling front solutions, we employ the above method to obtain full and accu-
rate conclusions. For instance, with the aid of Laplace transform, the asymptotic
behavior of traveling front solutions for \(c > c_{\text{min}}\) was established in the paper
[15], which is

\[
\lim_{\xi \to -\infty} \left( \phi(\xi) e^{-\tilde{\lambda}_i (\xi + \tilde{h}_i)}, \psi(\xi) e^{-\tilde{\lambda}_i (\xi + \tilde{h}_i)} \right) = (1, 1)
\]

for some \(\tilde{\lambda}_i, \tilde{h}_i > 0, i = 1, 2\). Our results improve this conclusions and extend
to the case \(c = c_{\text{min}}\) and include the asymptotic behavior as \(\xi \to +\infty\). We also
note that in [29], the authors stated the asymptotic behavior of traveling front
solutions for the cooperative system as \(\xi \to \pm \infty\), while, here we show more
details for the competitive system and only the smaller negative eigenvalue of
the linearization matrix at \((u^*, v^*)\) plays role in the asymptotic behavior as
\(\xi \to +\infty\).
The paper is organized as follows. We are devoted to deeply analyzing the asymptotic behavior of traveling front solutions connecting the origin and the positive equilibrium for (1.1) as $\xi \to \pm \infty$ in Section 2. The definition of a pair of coupled super-sub solutions as well as the existence and qualitative properties of entire solutions of general quasi-monotone decreasing reaction-diffusion systems are restated in Section 3. In the end, two different kinds of entire solutions for system (1.1) and their qualitative properties are discussed in Section 4.

2. Asymptotic behavior of traveling front solutions

As emphasized in the introduction, the asymptotic behavior of traveling front solutions connecting the origin and the positive equilibrium for (1.1) as $\xi \to \pm \infty$ should be analyzed at first. In the sequel, we always assume $(\phi(\xi), \psi(\xi))$ is a pair of traveling front solutions connecting the origin and the positive equilibrium for (1.1), that is, which is the solution of (1.3) with (1.4) and (1.5). Set $\phi' = Y$ and $\psi' = Z$, then (1.3) is equivalent to

$$
\begin{align*}
\phi' &= Y, \\
Y' &= cY - \phi + \phi^2 + k_1\phi\psi, \\
\psi' &= Z, \\
Z' &= \frac{c}{\sigma}Z - \frac{r}{\sigma}\psi + \frac{u^*}{\sigma}\psi^2 + \frac{r}{\sigma}k_2\phi\psi.
\end{align*}
$$

(2.1)

We firstly discuss the asymptotic behavior of the solution of (1.3) with (1.4) and (1.5) as $\xi \to +\infty$. Linearizing (2.1) at the point $(u^*, 0, v^*, 0)$ yields that

$$
\begin{pmatrix}
\phi_+ \\
Y_+ \\
\psi_+ \\
Z_+
\end{pmatrix} = A_1
\begin{pmatrix}
\phi_+ \\
Y_+ \\
\psi_+ \\
Z_+
\end{pmatrix},
$$

(2.2)

where

$$
A_1 = 
\begin{pmatrix}
0 & 1 & 0 & 0 \\
\frac{u^*}{\tau} & c & k_1u^* & 0 \\
0 & 0 & 0 & 1 \\
\frac{v^*}{\tau}k_2u^* & 0 & \frac{v^*}{\tau} & 0
\end{pmatrix}.
$$

The characteristic equation of the matrix $A_1$ is

$$
\lambda^4 - (c + \frac{u^*}{\tau})\lambda^3 + \left(\frac{u^*}{\tau}u^* - \frac{v^*}{\tau}v^*\right)\lambda^2 + \left(\frac{u^*v^* + \frac{u^*}{\tau}u^*}{\tau}\right)\lambda + \frac{v^*}{\tau}(1 - k_1k_2)u^*v^* = 0.
$$

Apparently, it is not hard to calculate the eigenvalues of the matrix $A_1$, but the distributions of the eigenvalues can be determined by the method from [24]. Although the proof is similar to that in [24], for the reader’s convenience, we show the proof in the following.

Lemma 2.1. The equilibrium $(u^*, 0, v^*, 0)$ is hyperbolic, and both the stable subspace and the unstable subspace of $A_1$ at $(u^*, 0, v^*, 0)$ are two dimensional.
Proof. To begin with the proof, we introduce a matrix

\[
\Lambda(\rho) = \begin{pmatrix}
0 & 1 & 0 & 0 \\
u^* & c & \rho k_1 u^* & 0 \\
0 & 0 & 0 & 1 \\
\frac{k_2}{\xi} v^* & 0 & \frac{\xi}{\rho} v^* & \frac{\xi}{\rho}
\end{pmatrix}
\]

with the parameter \(\rho \in [0, 1]\), and the corresponding characteristic equation is

\[F_\rho(\lambda) = 0,\]

where

\[F_\rho(\lambda) = \lambda^4 - (c + \frac{\xi}{\rho}) \lambda^3 + \left(\frac{\xi^2}{\rho^2} - u^* - \frac{\xi v^*}{\rho}\right) \lambda^2 + \left(\frac{\xi}{\rho} v^* + \frac{\xi}{\rho} u^*\right) \lambda + d(\rho),\]

and

\[d(\rho) = \det(\Lambda(\rho)) = \frac{\xi}{d} u^* v^* - \frac{\rho k_1 k_2}{d} u^* v^* > 0,\]

since \(0 < k_1, k_2 < 1\).

It is easy to compute that the eigenvalues of the matrix \(\Lambda(0)\) are

\[
\mu_1 = \frac{c + \sqrt{c^2 + 4u^*}}{2}, \quad \mu_2 = \frac{c - \sqrt{c^2 + 4u^*}}{2},
\]

\[
\mu_3 = \frac{c + \sqrt{c^2 + 4dv^*}}{2d}, \quad \mu_4 = \frac{c - \sqrt{c^2 + 4dv^*}}{2d}.
\]

Obviously, they are real, two of them are positive and the others are negative. Meanwhile, the corresponding characteristic equation is \(F_0(\lambda) = 0\), where

\[F_0(\lambda) = (\lambda^2 - c\lambda - u^*) \left(\lambda^2 - \frac{\xi}{d} \lambda - \frac{v^*}{d}\right).
\]

We also note that the function \(F_0(\lambda)\) is positive for some sufficiently large \(|\lambda|\), negative for some positive and negative \(\lambda's\), and \(F_0(0) > 0\).

From the definition of \(F_\rho(\lambda)\), the graph of the function \(F_\rho(\lambda)\) is either upwards or downwards as \(\rho\) changes. More precisely, when \(\rho\) increases from 0 to 1, \(d(\rho)\) decreases leading to the downwards of the graph of the function \(F_\rho(\lambda)\).

Since for each \(\rho\), \(F_\rho(0) = d(\rho) > 0\), the equation \(F_1(\lambda) = 0\), which is the characteristic equation of the matrix \(A_1\), is continuous to have two different negative roots and two different positive roots. This finishes the proof. \(\square\)

From Lemma 2.1 we assume that \(\lambda_1 > \lambda_2\) are two negative eigenvalues of the matrix \(A_1\). Then the corresponding eigenvectors are

\[
\begin{pmatrix}
1 \\
\lambda_1 \\
\tau_1 \\
\tau_1 \lambda_1
\end{pmatrix}, \quad \begin{pmatrix}
1 \\
\lambda_2 \\
\tau_2 \\
\tau_2 \lambda_2
\end{pmatrix},
\]

where

\[
\tau_1 = \frac{\lambda_1^2 - c\lambda_1 - u^*}{k_1 u^*}, \quad \tau_2 = \frac{\lambda_2^2 - c\lambda_2 - u^*}{k_1 u^*}.
\]

\[7\]
We notice that $\lambda_2 < \mu_2 < \lambda_1$ derived from the proof of Lemma 2.1, which leads to $\lambda_1^2 - c\lambda_1 - u^* < 0$ and $\lambda_2^2 - c\lambda_2 - u^* > 0$. Consequently, $\tau_1 < 0$ and $\tau_2 > 0$.

Therefore every solution of (2.2), converging to the origin as $\xi \to +\infty$, can be given by
\[
\begin{pmatrix}
\phi_+ \\
Y_+ \\
\psi_+ \\
Z_+
\end{pmatrix} = C_1 \begin{pmatrix}
1 \\
\lambda_1 \\
\tau_1 \\
\tau_1 \lambda_1
\end{pmatrix} e^{\lambda_1 \xi} + C_2 \begin{pmatrix}
1 \\
\lambda_2 \\
\tau_2 \\
\tau_2 \lambda_2
\end{pmatrix} e^{\lambda_2 \xi},
\]
where $C_1$ and $C_2$ are arbitrarily given real numbers. By applying the stable manifold theorem, as $\xi \to +\infty$, there are some constants $\alpha$ and $\beta$ such that
\[
\begin{align*}
\phi(\xi) &= u^* - \alpha e^{\lambda_1 \xi} - \beta e^{\lambda_2 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= v^* - \alpha \tau_1 e^{\lambda_1 \xi} - \beta \tau_2 e^{\lambda_2 \xi} + \text{h.o.t.}.
\end{align*}
\]

Now we show that $\alpha = 0$. If $\alpha \neq 0$, then we firstly suppose $\alpha > 0$. Because of the above equations, for any $\beta$ and sufficiently large $\xi$, $\psi > v^*$, which contradicts (1.4) and (1.5). On the other hand, if $\alpha < 0$, then for any $\beta$ and sufficiently large $\xi$, $\phi > u^*$, which also is a contradiction. Thus the asymptotic behavior can be refined as
\[
\begin{align*}
\phi(\xi) &= u^* - \beta e^{\lambda_2 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= v^* - \beta \tau_2 e^{\lambda_2 \xi} + \text{h.o.t.},
\end{align*}
\]
where $\beta$ is a positive constant. As a result, the following lemma is obtained.

**Lemma 2.2.** The asymptotic behavior of the traveling front solution $(\phi, \psi)$, as $\xi \to +\infty$, is
\[
\begin{align*}
\phi(\xi) &= u^* - \beta e^{\lambda_2 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= v^* - \beta \tau_2 e^{\lambda_2 \xi} + \text{h.o.t.},
\end{align*}
\]
where $\beta$ and $\tau_2$ are two positive constants.

Next, we are devoted to investigating the asymptotic behavior of the traveling front solution $(\phi, \psi)$ when $\xi \to -\infty$, which is finished by several lemmas. As $\xi \to -\infty$, compared with the paper [19], here we will use a totally different method similar to that in [23] to study the asymptotic behavior and show more details, for example, the asymptotic behavior of $(\phi, \psi)$ under the case $c = c_{\text{min}}$.

Similar to the analysis as above, the linearized system at the point $(0, 0, 0, 0)$, is
\[
\begin{pmatrix}
\phi'_- \\
Y'_- \\
\psi'_- \\
Z'_-
\end{pmatrix} = A_2 \begin{pmatrix}
\phi_- \\
Y_- \\
\psi_- \\
Z_-
\end{pmatrix},
\]
where
\[
A_2 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & c & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{c}{d}
\end{pmatrix}.
\]
There are some arbitrarily given numbers $C_1, C_2, C_3$ and $C_4$ such that

$$
\begin{pmatrix}
\phi_-
\psi_-
Z_-
\end{pmatrix}
= C_4
\begin{pmatrix}
\frac{1}{\lambda_3}
0
0
\end{pmatrix}
e^{\lambda_3\xi} + C_2
\begin{pmatrix}
\frac{1}{\lambda_4}
0
0
\end{pmatrix}
e^{\lambda_4\xi} + C_3
\begin{pmatrix}
0
1
0
\end{pmatrix}
e^{\lambda_5\xi} + C_4
\begin{pmatrix}
0
0
1
\end{pmatrix}
e^{\lambda_6\xi}.
$$

By applying the unstable manifold theorem, it turns out to be that, as $\xi \to -\infty$, there are $\alpha, \beta, \gamma$ and $\sigma$ such that

$$
\phi(\xi) = \alpha e^{\lambda_3\xi} + \beta e^{\lambda_4\xi} + h.o.t.,
\psi(\xi) = \gamma e^{\lambda_5\xi} + \sigma e^{\lambda_6\xi} + h.o.t.
$$
We first note that for any $\beta < 0$, no matter how large $\alpha$ is, $\phi$ is finally negative for sufficiently large negative $\xi$, since $\lambda_3 > \lambda_4$. Hence, $\beta \geq 0$. Also, when $\beta = 0$, $\alpha$ must be positive. Similarly, $\sigma \geq 0$ and when $\sigma = 0$, then $\gamma > 0$. $\square$

Secondly, we consider only two of eigenvalues of the matrix $A_2$ are equal.

Lemma 2.4. When (2.3) has only a multiple root, then the asymptotic behavior of $(\phi, \psi)$ as $\xi \to -\infty$ is shown as follows.

(1) If $\lambda_3 = \lambda_4$, $\lambda_5 > \lambda_6$, and $\lambda_3 \neq \lambda_5$, $\lambda_6$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} - \beta e^{\lambda_4 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_5 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$.

(2) If $\lambda_3 > \lambda_4$, $\lambda_5 = \lambda_6$, and $\lambda_3, \lambda_4 \neq \lambda_5$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} - \sigma e^{\lambda_5 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$.

(3) If $\lambda_3 = \lambda_5$, $\lambda_3 > \lambda_4$, $\lambda_5 > \lambda_6$, and $\lambda_4 \neq \lambda_6$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_6 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$.

(4) If $\lambda_4 < \lambda_3 = \lambda_6 < \lambda_5$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_6 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$.

(5) If $\lambda_3 > \lambda_4 = \lambda_5 > \lambda_6$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_5 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_4 \xi} + \sigma e^{\lambda_6 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$.

(6) If $\lambda_4 = \lambda_6$, $\lambda_3 > \lambda_4$, $\lambda_5 > \lambda_6$, and $\lambda_3 \neq \lambda_5$, then

\[
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{h.o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_6 \xi} + \text{h.o.t.},
\end{align*}
\]

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0 (\beta = 0)$, $\gamma > 0 (\sigma = 0)$. 
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Proof. First of all, consider the case (1). From \( \lambda_3 = \lambda_4 \), we see that \( c = 2 \). Thus \( \lambda_3 = \lambda_4 = 1 \). Set

\[
B_{21} := A_2 - I = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -\frac{r}{d} & 1 \\
0 & 0 & -\frac{r}{d} & -1
\end{pmatrix}.
\]

From directly calculating,

\[
(B_{21})^2 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -\frac{r}{d} & 1 \\
0 & 0 & -\frac{r}{d} & 2 - 1
\end{pmatrix}^2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 - \frac{r}{d} & \frac{2}{d} - 2 \\
0 & 0 & \frac{2r}{d} - \frac{2r}{d} & (\frac{2}{d} - 1)^2 - \frac{r}{d}
\end{pmatrix}.
\]

Hence from the generalized characteristic equations \((B_{21})^2r = 0\), we can find two linearly independent generalized eigenvectors,

\[
\gamma^2_{10} = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad \gamma^2_{20} = \begin{pmatrix} 0 \\ 1 \\ 1 \\ 0 \end{pmatrix}.
\]

Thus,

\[
\gamma^2_{11} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -\frac{r}{d} & 1 \\
0 & 0 & -\frac{r}{d} & -1
\end{pmatrix} \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

\[
\gamma^2_{21} = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -\frac{r}{d} & 1 \\
0 & 0 & -\frac{r}{d} & -1
\end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}.
\]

From Lemma 2.3, the corresponding eigenvectors of \( \lambda_5 \) and \( \lambda_6 \) are \( r^4_1 \) and \( r^4_1 \). Consequently, there are some arbitrarily given numbers \( C_1, C_2, C_3 \) and \( C_4 \) such that

\[
\begin{pmatrix}
\phi_- \\
Y_- \\
\psi_- \\
Z_-
\end{pmatrix} = C_1 \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} e^{\lambda_5 \xi} + C_2 \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} e^{\lambda_6 \xi} + C_3 \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} e^{\lambda_4 \xi} + C_4 \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix} e^{\lambda_4 \xi}.
\]

From the unstable manifold theorem, it yields that, as \( \xi \to -\infty \), there are \( \alpha, \beta, \gamma \) and \( \sigma \) such that

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + h.o.t.,
\]

\[
\psi(\xi) = \gamma e^{\lambda_5 \xi} + \sigma e^{\lambda_4 \xi} + h.o.t..
\]
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With the similar proof as in Lemma 2.3, we conclude that \( \beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0) \).

Then take the case (2) into consideration. Since \( \lambda_5 = \lambda_6 \), then \( c = 2\sqrt{rd} \). Therefore, in fact, \( \lambda_5 = \lambda_6 = \frac{c}{2d} \). Set

\[
B_{22} := A_2 - \frac{c}{2d} I = \begin{pmatrix}
-\frac{c}{2d} & 1 & 0 & 0 \\
-1 & c - \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{c}{2d} & \frac{c}{2d}
\end{pmatrix}.
\]

By directly calculating,

\[
(B_{22})^2 = \begin{pmatrix}
-\frac{c}{2d} & 1 & 0 & 0 \\
-1 & c - \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{c}{2d} & \frac{c}{2d}
\end{pmatrix}^2 = \begin{pmatrix}
\frac{c^2}{4d^2} & 1 & c - \frac{c}{2d} & 0 & 0 \\
\frac{c^2}{4d^2} - c & (c - \frac{c}{2d})^2 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Thus by the generalized characteristic equations \((B_{22})^2 r = 0\), we can find two linearly independent generalized eigenvectors,

\[
r_{30}^2 = \begin{pmatrix} 0 \\ 0 \\ \frac{c}{2d} \\ 1 \end{pmatrix}, \quad r_{40}^2 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]

Hence,

\[
r_{31}^2 = \left( \begin{array}{cccc}
-\frac{c}{2d} & 1 & 0 & 0 \\
-1 & c - \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{c}{2d} & \frac{c}{2d}
\end{array} \right)
\begin{pmatrix} 0 \\ 0 \\ \frac{c}{2d} \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

\[
r_{41}^2 = \left( \begin{array}{cccc}
-\frac{c}{2d} & 1 & 0 & 0 \\
-1 & c - \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{c}{2d} & \frac{c}{2d}
\end{array} \right)
\begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]

From Lemma 2.3, the corresponding eigenvectors of \( \lambda_3 \) and \( \lambda_4 \) are \( r_1^3 \) and \( r_1^4 \). As a result, there are some arbitrarily given numbers \( C_1, C_2, C_3 \) and \( C_4 \) such
that
\[
\begin{pmatrix}
\phi_- \\
Y_- \\
\psi_- \\
Z_-
\end{pmatrix} = C_1 \begin{pmatrix}
1 \\
\lambda_3 \\
0 \\
0
\end{pmatrix} e^{\lambda_3 \xi} + C_2 \begin{pmatrix}
1 \\
\lambda_4 \\
0 \\
0
\end{pmatrix} e^{\lambda_4 \xi} + C_3 \begin{pmatrix}
0 \\
0 \\
1 \\
\frac{\sigma}{2s}
\end{pmatrix} e^{\lambda_5 \xi}
+ C_4 \begin{pmatrix}
0 \\
0 \\
1 \\
\frac{\xi}{2s}
\end{pmatrix} e^{\lambda_5 \xi}.
\]

With the aid of the unstable manifold theorem and the similar proof in Lemma 2.3, it is not hard to see, as \(\xi \to -\infty\), there are \(\alpha, \beta, \gamma\) and \(\sigma\) such that
\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{h.o.t.},
\]
\[
\psi(\xi) = \gamma e^{\lambda_5 \xi} - \sigma \xi e^{\lambda_5 \xi} + \text{h.o.t.},
\]
where \(\beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0)\).

Next, we will consider the case (3). In this case, due to \(\lambda_3 = \lambda_5\), then \(d\lambda_3^2 - c\lambda_3 + r = 0\). We also define
\[
B_{23} := A_2 - \lambda_3 I = \begin{pmatrix}
-\lambda_3 & 1 & 0 & 0 \\
-1 & c - \lambda_3 & 0 & 0 \\
0 & 0 & -\lambda_3 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{\sigma}{d} - \lambda_3
\end{pmatrix}.
\]

From directly calculating,
\[
(B_{23})^2 = \begin{pmatrix}
-\lambda_3 & 1 & 0 & 0 \\
-1 & c - \lambda_3 & 0 & 0 \\
0 & 0 & -\lambda_3 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{\sigma}{d} - \lambda_3
\end{pmatrix}^2
= \begin{pmatrix}
\lambda_3^2 - 1 & c - 2\lambda_3 & 0 & 0 \\
2\lambda_3 - c & (c - \lambda_3)^2 - 1 & 0 & 0 \\
0 & 0 & \lambda_3^2 - \frac{r}{d} & \frac{\sigma}{d} - 2\lambda_3 \\
0 & 0 & 2\frac{r}{d} \lambda_3 - \frac{r}{d} & (\frac{\sigma}{d} - \lambda_3)^2 - \frac{r}{d}
\end{pmatrix}.
\]

Therefore, by the generalized characteristic equations \((B_{23})^2 r = 0\), we can also find two linearly independent generalized eigenvectors,
\[
r^{2}_{50} = \begin{pmatrix}
1 \\
\lambda_3 \\
0 \\
0
\end{pmatrix}, \quad r^{2}_{60} = \begin{pmatrix}
0 \\
0 \\
1 \\
\lambda_3
\end{pmatrix}.
\]
Thus,

\[
\begin{pmatrix}
-\lambda_3 & 1 & 0 & 0 \\
-1 & c - \lambda_3 & 0 & 0 \\
0 & 0 & -\lambda_3 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{r}{d} - \lambda_3
\end{pmatrix}
\begin{pmatrix}
1 \\
\lambda_3 \\
0 \\
0
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix},
\]

Similarly note that from Lemma 2.3, the corresponding eigenvectors of \( \lambda_4 \) and \( \lambda_6 \) are \( r_2^2 \) and \( r_1^4 \). Hence, there are some arbitrarily given numbers \( C_1, C_2, C_3 \) and \( C_4 \) such that

\[
\begin{pmatrix}
\phi_- \\
Y_- \\
\psi_- \\
Z_-
\end{pmatrix}
= C_1 \begin{pmatrix}
1 \\
\lambda_3 \\
0 \\
0
\end{pmatrix} e^{\lambda_3 \xi} + C_2 \begin{pmatrix}
1 \\
\lambda_4 \\
0 \\
0
\end{pmatrix} e^{\lambda_4 \xi} + C_3 \begin{pmatrix}
0 \\
0 \\
1 \\
\lambda_3
\end{pmatrix} e^{\lambda_3 \xi} + C_4 \begin{pmatrix}
0 \\
0 \\
1 \\
\lambda_6
\end{pmatrix} e^{\lambda_6 \xi}.
\]

Similar, we can conclude that

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + h.o.t.,
\]

\[
\psi(\xi) = \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_6 \xi} + h.o.t.,
\]

where \( \beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0) \).

The rest of the proof is similar to the proof of the case (3). \( \square \)

Thirdly, the matrix \( A_2 \) having two different multiple eigenvalues is taken into consideration, in fact, that is \( \lambda_3 = \lambda_4, \lambda_5 = \lambda_6, \lambda_3 \neq \lambda_5, \) or \( \lambda_3 = \lambda_5, \lambda_4 = \lambda_6, \lambda_3 > \lambda_4 \).

**Lemma 2.5.** When \( p(\lambda) \) has two different multiple roots, then the asymptotic behavior of \( (\phi, \psi) \) as \( \xi \to -\infty \) is shown in the following.

(1) If \( \lambda_3 = \lambda_4, \lambda_5 = \lambda_6, \) and \( \lambda_3 \neq \lambda_5 \), then

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + h.o.t.,
\]

\[
\psi(\xi) = \gamma e^{\lambda_3 \xi} - \sigma \xi e^{\lambda_3 \xi} + h.o.t.,
\]

where \( \beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0) \).

(2) If \( \lambda_3 = \lambda_5, \lambda_4 = \lambda_6, \) and \( \lambda_3 > \lambda_4 \), then

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + h.o.t.,
\]

\[
\psi(\xi) = \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_4 \xi} + h.o.t.,
\]

where \( \beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0) \).
Proof. From the proof of the case (1) and (2) in Lemma 2.4, it turns out that there are some arbitrarily given numbers $C_1$, $C_2$, $C_3$ and $C_4$ such that

$$
\begin{pmatrix}
\phi_-
Y_-
\psi_-
Z_-
\end{pmatrix} = C_1 \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} e^{\lambda_3 \xi} + C_2 \left[ \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} + \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix} \xi \right] e^{\lambda_3 \xi} + C_3 \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{\xi}{27} \end{pmatrix} e^{\lambda_3 \xi} + C_4 \left[ \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{\xi}{27} \end{pmatrix} \xi \right] e^{\lambda_3 \xi},
$$

which leads to the desired result followed from the unstable manifold theorem.

Similarly, from the proof of the case (3) and (6) in Lemma 2.4 and with the aid of the unstable manifold theorem, the rest of the result can be obtained. □

Fourthly, we will research the asymptotic behavior, when the matrix $A_2$ has a triple eigenvalue.

Lemma 2.6. When (2.3) has a triple root, then the asymptotic behavior of $(\phi, \psi)$ as $\xi \to -\infty$ is shown as follows.

1. If $\lambda_3 = \lambda_4 = \lambda_5 > \lambda_6$, then

$$
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + \text{o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_3 \xi} + \text{o.t.},
\end{align*}
$$

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0$ ($\beta = 0$), $\gamma > 0$ ($\sigma = 0$).

2. If $\lambda_5 > \lambda_6 = \lambda_3 = \lambda_4$, then

$$
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + \text{o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_3 \xi} + \text{o.t.},
\end{align*}
$$

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0$ ($\beta = 0$), $\gamma > 0$ ($\sigma = 0$).

3. If $\lambda_5 = \lambda_6 = \lambda_3 > \lambda_4$, then

$$
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_3 \xi} - \sigma \xi e^{\lambda_3 \xi} + \text{o.t.},
\end{align*}
$$

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0$ ($\beta = 0$), $\gamma > 0$ ($\sigma = 0$).

4. If $\lambda_3 > \lambda_4 = \lambda_5 = \lambda_6$, then

$$
\begin{align*}
\phi(\xi) &= \alpha e^{\lambda_3 \xi} + \beta e^{\lambda_4 \xi} + \text{o.t.}, \\
\psi(\xi) &= \gamma e^{\lambda_4 \xi} - \sigma \xi e^{\lambda_3 \xi} + \text{o.t.},
\end{align*}
$$

where $\beta \geq 0$, $\sigma \geq 0$, $\alpha > 0$ ($\beta = 0$), $\gamma > 0$ ($\sigma = 0$).
Proof. We firstly consider the case (1), namely, \( \lambda_3 = \lambda_4 = \lambda_5 > \lambda_6 \). From the proof in Lemma 2.4, \( 1 = \lambda_3 = \lambda_4 = \lambda_5 \). Thus \( 1 - \frac{2}{d} + \frac{r}{d} = 0 \), which leads to \( d + r = 2 \). Then it is not hard to calculate

\[
(B_{21})^3 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{2}{d} - 1
\end{pmatrix}^3
\]

\[
= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -1 + \frac{2r}{d} - \frac{2r}{d^2} & 3 - \frac{6}{d} - \frac{r}{d} + \frac{4}{d^2} \\
0 & 0 & -\frac{r}{d} + \frac{4r^2}{d^2} + (\frac{2}{d} - 1)(\frac{2r}{d} - \frac{2r^2}{d^2}) & -\frac{2r}{d} + \frac{2r^2}{d^2} + (\frac{2}{d} - 1)^3 - \frac{r}{d}(\frac{2}{d} - 1)
\end{pmatrix}
\]

Hence, by the generalized characteristic equations \((B_{21})^3r = 0\), we can find three linearly independent generalized eigenvectors,

\[
r_{10}^3 = \begin{pmatrix}1 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad r_{20}^3 = \begin{pmatrix}0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad r_{30}^3 = \begin{pmatrix}0 \\ 0 \\ 1 \\ 1 \end{pmatrix}.
\]

Thus,

\[
r_{11}^3 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{2}{d} - 1
\end{pmatrix} \begin{pmatrix}1 \\ 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix}0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

\[
r_{21}^3 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{2}{d} - 1
\end{pmatrix} \begin{pmatrix}0 \\ 0 \\ 1 \\ 0 \end{pmatrix} = \begin{pmatrix}1 \\ 1 \\ 0 \\ 0 \end{pmatrix},
\]

\[
r_{22}^3 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{2}{d} - 1
\end{pmatrix} \begin{pmatrix}1 \\ 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix}0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]

\[
r_{31}^3 = \begin{pmatrix}
-1 & 1 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 \\
0 & 0 & -\frac{r}{d} & \frac{2}{d} - 1
\end{pmatrix} \begin{pmatrix}0 \\ 0 \\ 1 \\ 1 \end{pmatrix} = \begin{pmatrix}0 \\ 0 \\ 0 \\ 0 \end{pmatrix}.
\]

From Lemma 2.4, the corresponding eigenvector of \( \lambda_6 \) is \( r_4^1 \). Therefore, there
are some arbitrarily given numbers $C_1, C_2, C_3$ and $C_4$ such that

\[
\begin{pmatrix}
\phi \\
Y \\
\psi \\
Z
\end{pmatrix} = C_1 \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 1 & 1 \end{pmatrix} e^{\lambda_3 \xi} + C_2 \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} e^{\lambda_3 \xi} + C_3 \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} e^{\lambda_6 \xi}.
\]

Similarly, we can obtain

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + h.o.t.,
\]
\[
\psi(\xi) = \gamma e^{\lambda_3 \xi} + \sigma e^{\lambda_6 \xi} + h.o.t.,
\]

where $\beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0)$.

We then consider the case (3). From the proof in Lemma 2.4, easily calculating

\[
(B_{22})^3 = \begin{pmatrix}
\frac{e^3}{2d} + \frac{2c}{2d} - c \\
-1 & c - \frac{e^2}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & \frac{c}{2d} & \frac{e}{2d}
\end{pmatrix}^3
\]

Since $\frac{e^3}{2d} = \lambda_5 = \lambda_6 = \lambda_3$, then $(\frac{e^3}{2d})^2 - \frac{e^2}{2d} + 1 = 0$, that is $\frac{e^3}{2d} = \frac{e^2}{2d} - 1$. With $\frac{e^2}{2d} = \frac{e^2}{2d} - 1$, we can simplify $(B_{22})^3$, which is

\[
\begin{pmatrix}
-c^2 + 4 & c^3 - \frac{e^3}{2d} - 4c + \frac{2c}{2d} & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Therefore, by the generalized characteristic equations $(B_{22})^3 r = 0$, we can also find three linearly independent generalized eigenvectors,

\[
r_{40}^3 = \begin{pmatrix} 1 \\ \frac{e}{2d} \\ 0 \\ 0 \end{pmatrix}, \quad r_{50}^3 = \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{c}{2d} \end{pmatrix}, \quad r_{60}^3 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]
Thus,

\[
\begin{align*}
\begin{pmatrix}
\frac{-c}{2d} & 1 & 0 & 0 \\
-1 & \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{e}{d} & \frac{c}{2d}
\end{pmatrix}
&= \begin{pmatrix}
\frac{1}{2d} \\
0 \\
0 \\
0
\end{pmatrix}
\rightarrow 0,
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix}
\frac{-c}{2d} & 1 & 0 & 0 \\
-1 & \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{e}{d} & \frac{c}{2d}
\end{pmatrix}
&= \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix}
\frac{-c}{2d} & 1 & 0 & 0 \\
-1 & \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{e}{d} & \frac{c}{2d}
\end{pmatrix}
&= \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix}
\frac{-c}{2d} & 1 & 0 & 0 \\
-1 & \frac{c}{2d} & 0 & 0 \\
0 & 0 & -\frac{c}{2d} & 1 \\
0 & 0 & -\frac{e}{d} & \frac{c}{2d}
\end{pmatrix}
&= \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}.
\end{align*}
\]

Also from Lemma 2.4, the corresponding eigenvector of \(\lambda_4\) is \(r_3\). Therefore, there are some arbitrarily given numbers \(C_1, C_2, C_3\) and \(C_4\) such that

\[
\begin{pmatrix}
\phi_-
Y_-
\psi_-
Z_-
\end{pmatrix} = C_1 \begin{pmatrix}
1 \\
2d \\
0 \\
0
\end{pmatrix} e^{\lambda_4 \xi} + C_2 \begin{pmatrix}
1 \\
\lambda_4 \\
0 \\
0
\end{pmatrix} e^{\lambda_4 \xi} + C_3 \begin{pmatrix}
0 \\
0 \\
1 \\
\frac{c}{2d}
\end{pmatrix} e^{\lambda_4 \xi}
\]

\[
+ C_4 \begin{pmatrix}
0 \\
0 \\
1 \\
\frac{c}{2d}
\end{pmatrix} \begin{pmatrix}
0 \\
0 \\
\xi \\
\frac{c}{2d}
\end{pmatrix} e^{\lambda_3 \xi}.
\]

The rest of the proof is similar. \(\square\)

In the end, we will consider all the eigenvalues of the matrix \(A_2\) are equal, that is \(\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6\).

**Lemma 2.7.** If \(\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6\), then the asymptotic behavior of \((\phi, \psi)\) as \(\xi \rightarrow -\infty\) is shown in the following

\[
\phi(\xi) = \alpha e^{\lambda_3 \xi} - \beta \xi e^{\lambda_3 \xi} + h.o.t.,
\]

\[
\psi(\xi) = \gamma e^{\lambda_3 \xi} - \sigma \xi e^{\lambda_3 \xi} + h.o.t.,
\]

where \(\beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0)\).
Proof. Since $\lambda_3 = \lambda_4 = \lambda_5 = \lambda_6$, then all them are equal to 1 and also $d = r = 1$.

Set

$$B_{41} := A_2 - I = \begin{pmatrix} -1 & 1 & 0 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & -1 & 1 \end{pmatrix}.$$ 

and it is not hard to calculate,

$$(B_{41})^2 = (B_{41})^3 = (B_{41})^4 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$ 

Therefore from the generalized characteristic equations $(B_{41})^4 r = 0$, we can find four linearly independent generalized eigenvectors,

$$r_{10}^4 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad r_{20}^4 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad r_{30}^4 = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix}, \quad r_{40}^4 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.$$
Consequently, there are some arbitrarily given numbers $C_1$, $C_2$, $C_3$ and $C_4$ such that

$$
\begin{pmatrix}
\phi_-

Y_-

\psi_-

Z_-

\end{pmatrix} = C_1 \begin{pmatrix} 1 \\
1 \\
0 \\
0 
\end{pmatrix} e^{\lambda_3 \xi} + C_2 \begin{pmatrix} 0 \\
0 \\
1 \\
0 
\end{pmatrix} e^{\lambda_3 \xi} + C_3 \begin{pmatrix} 0 \\
0 \\
0 \\
1 
\end{pmatrix} e^{\lambda_3 \xi} + C_4 \begin{pmatrix} 0 \\
0 \\
0 \\
1 
\end{pmatrix} e^{\lambda_3 \xi}.
$$

From the unstable manifold theorem, it yields that, as $\xi \to -\infty$, there are
\( \alpha, \beta, \gamma \) and \( \sigma \) such that
\[
\phi(\xi) = \alpha e^{\lambda_0 \xi} - \beta e^{\lambda_0 \xi} + \text{h.o.t.}, \\
\psi(\xi) = \gamma e^{\lambda_0 \xi} - \sigma e^{\lambda_0 \xi} + \text{h.o.t.}.
\]

With the similar proof in Lemma 2.3, we conclude that \( \beta \geq 0, \sigma \geq 0, \alpha > 0 (\beta = 0), \gamma > 0 (\sigma = 0) \). \( \square \)

We end this section with three remarks, two of which are some sufficient and necessary conditions for \( \lambda_3 = \lambda_4 = \lambda_5, \lambda_3 = \lambda_4 = \lambda_6, \lambda_3 = \lambda_5 = \lambda_6, \lambda_4 = \lambda_5 = \lambda_6 \) and \( \lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 \), while the rest one is devoted to comparing the asymptotic behavior discussed as above with some known results.

**Remark 2.8.** The sufficient and necessary condition under which \( \lambda_3 = \lambda_4 = \lambda_5 > \lambda_6 \) holds is \( c = 2 \) and \( d = 2 - r > 1 \), and \( \lambda_3 = \lambda_4 = \lambda_6 < \lambda_5 \) if and only if \( c = 2 \) and \( 0 < d = 2 - r < 1 \). The remaining case is \( c = 2 \) and \( d = r = 1 \), which leads to \( \lambda_3 = \lambda_4 = \lambda_5 = \lambda_6 \). Thus, if \( c = 2, d \neq 2 - r \), then \( \lambda_3 = \lambda_4 \neq \lambda_5, \lambda_3 = \lambda_4 \neq \lambda_6 \).

**Remark 2.9.** First, \( \lambda_5 = \lambda_6 \) if and only if \( c = 2\sqrt{rd} \), which implies that \( rd \geq 1 \). Thus, \( \lambda_5 = \lambda_6 = \lambda_3 > \lambda_4 \) if and only if \( c = 2\sqrt{rd} \) and \( 0 < d = \frac{r}{2r-1} < 1 \), \( \lambda_5 = \lambda_6 = \lambda_4 < \lambda_3 \) if and only if \( c = 2\sqrt{rd} \) and \( d = \frac{r}{2r-1} > 1 \), \( \lambda_5 = \lambda_6 = \lambda_3 = \lambda_4 \) if and only if \( c = 2 \) and \( d = r = 1 \). Therefore, if \( c = 2\sqrt{rd} \) and \( d \neq \frac{r}{2r-1} \), then \( \lambda_5 = \lambda_6 \neq \lambda_3, \lambda_3 = \lambda_6 \neq \lambda_4 \).

**Remark 2.10.** In the paper [19], the author had already obtained the asymptotic behavior of the solution of \( \{(3.3), (3.5)\} \) as \( \xi \to -\infty \) under the case (iv) and \( c > c_{\min} \), that is,
\[
\lim_{\xi \to -\infty} \left( \phi(\xi)e^{-\tilde{\lambda}_i(\xi + \tilde{h}_i)}, \psi(\xi)e^{-\tilde{\lambda}_i(\xi + \tilde{h}_i)} \right) = (1, 1)
\]
for some \( \tilde{\lambda}_i, \tilde{h}_i > 0, i = 1, 2 \). Here, under the case (iv) and \( c \geq c_{\min} \), our results contain the asymptotic behavior of the solution of \( \{(3.3), (3.5)\} \) as \( \xi \to \pm \infty \). We also remark that in [24], the authors stated the asymptotic behavior of traveling front solutions for the classical Lotka-Volterra cooperative system as \( \xi \to \pm \infty \), which connects the origin and the positive equilibrium. Here, we carefully analyze the asymptotic behavior of traveling front solutions for Lotka-Volterra competitive system as \( \xi \to -\infty \), and accurately show that only the smaller negative eigenvalue of linearization matrix of \( \{(3.3) \} \) at \( (u^*, 0, v^*, 0) \) plays role in the asymptotic behavior as \( \xi \to +\infty \).

### 3. Existence of entire solutions via a pair of coupled super-sub solutions

In this section, we introduce the definition of a pair of coupled super-sub solutions of general quasi-monotone decreasing reaction diffusion systems, and
also state the existence of entire solutions, which has been already given in \[23\], \[28\]. Here we will investigate the qualitative properties of these entire solutions such as the monotonicity, the symmetry.

Now, we focus on the following general reaction diffusion system

\[
\begin{align*}
\partial_t u(x,t) &= \partial_{xx} u(x,t) + f(u,v), \\
\partial_t v(x,t) &= d \partial_{xx} v(x,t) + g(u,v),
\end{align*}
\]

where \(d > 0\), the reaction terms \(f\) and \(g\) are quasi-monotone decreasing in the following sense: \(\partial_u f(u,v) \leq 0, \partial_u g(u,v) \leq 0\).

First of all, we estimate the derivatives of the solutions to (3.1) in the following sense

\[
\begin{align*}
\lim_{x \to -\infty} u(x,t) &= u_0(x), \\
\lim_{x \to -\infty} v(x,t) &= v_0(x),
\end{align*}
\]

and is a solution of system (3.1). For \(t > 1\), let \(\rho\) be a function satisfying

\[
\begin{align*}
\partial_t \rho - \partial_{xx} \rho - f(\rho, \rho) &\geq 0, \\
\partial_t \rho - d \partial_{xx} \rho - g(\rho, \rho) &\geq 0,
\end{align*}
\]

Theorem 3.1. For \(t > 1\), assume that \((u,v)\) satisfies \((0,0) \leq (u,v) \leq (K,K)\) for some positive constant \(K\) and is a solution of system (3.1) with continuous and bounded initial functions. We also suppose that the functions \(f\) and \(g\) are continuous on \([0,K] \times [0,K]\) as well. Then, for \(t > 1\), \(|\partial_t u|, |\partial_t v|, |\partial_x u|, |\partial_x v|, |\partial_{xx} u|, |\partial_{xx} v|\) are bounded.

Secondly, we introduce the definition of a pair of coupled super-sub solutions of (3.1).

**Definition 3.2.** For \((x,t) \in \mathbb{R} \times (T_1, T_0)\), where \(T_1 < T_0 \in \mathbb{R} \cup \{+\infty\}\), let \(\overline{u}(x,t), \overline{v}(x,t)\) and \(\underline{u}(x,t), \underline{v}(x,t)\) be smooth functions satisfying \((\overline{u}, \overline{v}) \geq (\underline{u}, \underline{v})\) and

\[
\begin{align*}
\partial_t \overline{u} - \partial_{xx} \overline{u} - f(\overline{u}, \overline{v}) &\geq 0, \\
\partial_t \overline{v} - d \partial_{xx} \overline{v} - g(\overline{u}, \overline{v}) &\geq 0,
\end{align*}
\]

then the pair of the functions \((\overline{u}(x,t), \overline{v}(x,t))\) and \((\underline{u}(x,t), \underline{v}(x,t))\) are called a pair of coupled super-sub solutions of (3.1) on \(\mathbb{R} \times (T_1, T_0)\). If for any \(T_1 < \min\{T_0, 0\}\), if \((\overline{u}(x,t), \overline{v}(x,t))\) and \((\underline{u}(x,t), \underline{v}(x,t))\) are the pair of coupled super-sub solutions of (3.1) on \(\mathbb{R} \times (T_1, T_0)\), then we call \((\overline{u}(x,t), \overline{v}(x,t))\) and \((\underline{u}(x,t), \underline{v}(x,t))\) the pair of coupled super-sub solutions of (3.1) on \(\mathbb{R} \times (-\infty, T_0)\). The pair of coupled super-sub solutions is called deterministic via translation, if there exist functions \(\rho_1^i(t)\) and \(\rho_2^i(t)\) \((i = 1, 2)\), such that for \((x,t) \in \mathbb{R} \times (-\infty, T_0)\)

\[
(\overline{u}(x,t), \overline{v}(x,t)) \leq (\underline{u}(x + \rho_1^1(t), t + \rho_2^1(t)), \underline{v}(x + \rho_1^1(t), t + \rho_2^1(t))),
\]

\[
\lim_{t \to -\infty} \{|\rho_1^1(t)| + |\rho_1^2(t)| + |\rho_2^1(t)| + |\rho_2^2(t)|\} = 0.
\]

Finally, the existence of entire solutions of (3.1) can be established from some suitable pairs of coupled super-sub solutions defined in Definition 3.2 and the estimates of the derivatives of the solutions to (3.1).
Theorem 3.3. If \((\omega(x,t), \overline{\varphi}(x,t))\) and \((\underline{\varphi}(x,t), \psi(x,t))\) are a pair of coupled super-sub solutions of \((3.1)\) on \(\mathbb{R} \times (-\infty, T_0)\) for some \(T_0 \in \mathbb{R} \cup \{+\infty\}\), satisfying \((0,0) \leq (\omega(x,t), \underline{\varphi}(x,t)) \leq (\omega(x,t), \overline{\varphi}(x,t)) \leq (K,K)\) for all \((x,t) \in \mathbb{R} \times (-\infty, T_0)\), where \(K\) is a positive constant. Then \((3.1)\) admits an entire solution \((u(x,t), v(x,t))\) such that \((u(x,t), v(x,t)) \leq (u(x,t), \psi(x,t)) \leq (\omega(x,t), \overline{\varphi}(x,t))\) for all \((x,t) \in \mathbb{R} \times (-\infty, T_0)\). This entire solution is unique if the pair of coupled super-sub solutions is deterministic via translation. In addition, if \(u(x,t) = u(-x,t)\) and \(v(x,t) = v(-x,t)\), then \(u(x,t) = u(-x,t)\) and \(v(x,t) = v(-x,t)\).

Proof. By Theorem 2 in [25] and refining the proof in [3], we can get the existence and uniqueness of entire solutions. Now we suppose that \((u_n(x,t), v_n(x,t))\) is the unique classical bounded solution of \((3.1)\) with \((u_n(x,-n), v_n(x,-n)) = (\omega(x,-n), \underline{\varphi}(x,-n))\) for \(x \in \mathbb{R}\) and \(t > -n\). By the boundedness of \(\partial_t u_n, \partial_t v_n, \partial_x u_n, \partial_x v_n, \partial_{xx} u_n, \partial_{xx} v_n\), which are gotten from Theorem 3.1, there are subsequences of \(u_n(x,t)\) and \(v_n(x,t)\) which converge to \(u(x,t)\) and \(v(x,t)\) in \(C^{2,1}(\mathbb{R} \times (-\infty, T_0))\), respectively. By the above convergence and remarking \((u(x,-n), \underline{\varphi}(x,-n)) = (u(-x,-n), \underline{\varphi}(x,-n))\), we can get the symmetry. \(\square\)

Remark 3.4. If \(\overline{\varphi}(x,t), \underline{\varphi}(x,t), \omega(x,t)\) and \(\psi(x,t)\) in Definition 3.2 are continuous on \(\mathbb{R} \times (-\infty, T_0)\), but not smooth at some points, then \((u_n(x,t), v_n(x,t))\) is still a unique classical bounded solution of \((3.1)\) with \((u_n(x,-n), v_n(x,-n)) = (\omega(x,-n), \underline{\varphi}(x,-n))\) for \(x \in \mathbb{R}\) and \(t > -n\), and \((3.1)\) also admits an entire solution. Thus, in the proof of the existence of entire solutions of \((3.1)\), the smoothness of \(\omega, \underline{\varphi}, \overline{\varphi}\) and \(\psi\) in Definition 3.2 can be weakened into almost everywhere \(C^1\) in \(t\) and \(C^2\) in \(x\).

4. Existence of different types of entire solutions

In this section, different methods of constructing pairs of coupled super-sub solutions are applied in order to obtain entire solutions. To begin with the discussion, from Lemma 2.2 to Lemma 2.7 one can easily get the following lemma.

Lemma 4.1. Suppose \((\phi(\xi), \psi(\xi))\) is the solution to \((1.3)-(1.4)\) under the case (iv). When \(\xi \leq 0\), there exist some positive numbers \(M_1, M_2, M_3, M_4\) and \(\kappa\) such that

\[
M_1 \leq \frac{\phi(\xi)}{\phi'(\xi)} \leq M_1, \quad M_2 e^{\kappa \xi} \leq \phi(\xi) \leq M_2 e^{\kappa \xi}, \quad \phi'(\xi) \leq M_2 e^{\kappa \xi},
\]

\[
M_1 \leq \frac{\psi(\xi)}{\psi'(\xi)} \leq M_1, \quad M_2 e^{\kappa \xi} \leq \psi(\xi) \leq M_2 e^{\kappa \xi}, \quad \psi'(\xi) \leq M_2 e^{\kappa \xi}.
\]

On the other hand, there are some positive constant \(M_3, M_4, M_5\), such that, for \(\xi > 0\),

\[
M_3 \leq \frac{\phi'(\xi)}{\max\{u^* - \phi(\xi); v^* - \psi(\xi)\}} \leq M_3, \quad \phi'(\xi) \leq M_4 e^{\lambda \xi},
\]

\[
\psi'(\xi) \leq M_4 e^{\lambda \xi},
\]

\[
\phi'(\xi) \leq M_4 e^{\lambda \xi},
\]

\[
\psi'(\xi) \leq M_4 e^{\lambda \xi}.
\]
where \( \lambda_2 \) is given in Lemma 2.2.

In addition, we define

\[
F_3(u, v) = \partial_t u - \partial_{xx} u - u(1 - u - k_1 v), \\
F_4(u, v) = \partial_t v - d \partial_{xx} v - rv(1 - v - k_2 u).
\]

4.1. The first kind of entire solutions

In this subsection, when solutions of (1.1) without diffusion are taken into account, different types of entire solutions to (1.1) are exhibited. Firstly we introduce some properties of the solution of the diffusion-free system

\[
\begin{align*}
    p_1'(t) &= p_1(t)(1 - p_1(t) - k_1 q_1(t)), \\
    q_1'(t) &= rq_1(t)(1 - q_1(t) - k_2 p_1(t)), \\
    \lim_{t \to -\infty} (p_1(t), q_1(t)) &= (0, 0), \\
    \lim_{t \to +\infty} (p_1(t), q_1(t)) &= (u^*, v^*), \\
    (p_1(0), q_1(0)) &= (\theta_1, \theta_2) \in (0, u^*) \times (0, v^*). \\
\end{align*}
\]

(4.1)

It is not hard to see that

\[
(0, 0) < \left( \frac{u^* \hat{\beta}_1 e^{u^* t}}{1 + \hat{\beta}_1 e^{u^* t}}, \frac{v^* \hat{\beta}_2 e^{v^* t}}{1 + \hat{\beta}_2 e^{v^* t}} \right) \leq (p_1(t), q_1(t)) \leq (u^*, v^*),
\]

where \( \hat{\beta}_1 = \frac{\theta_1}{u^* - u_0^*}, \hat{\beta}_2 = \frac{\theta_2}{v^* - v_0^*} \), due to the Cauchy-Lipschitz theorem and \( p_1'(t) > 0, q_1'(t) > 0 \).

Then we will use the solutions of (1.3) with (1.4) and (1.5), namely the traveling front solutions of (1.1) connecting the origin and the positive equilibrium and their reflects as well as the solutions of (1.1) to construct pairs of coupled super-sub solutions. Inspired by the papers [23] and [29], we initially want to find the entire solutions similar with the annihilation type and use them to illustrate one species invading from both sides of the \( x \)-axis and coexisting with the other species. However, whether taking the method in [29] or the way from [23], we can not get any pairs of coupled super-sub solutions of (1.1) satisfying (3.2) in the case (iv). As a result, we turn to find entire solutions similar to that in [8] and [9]. The way to construct super-sub solutions is similar to the one in [28], and different kinds of entire solutions have been obtained. One of them has the following asymptotic behavior. One component of this entire solution starts from 0 at \( t \approx -\infty \) and as \( t \) goes forward, the entire solution will stay in a conformed region. This thing implies one species invades from both sides of the \( x \)-axis and will finally mix with the other species.
It is not hard to prove the following pairs of functions

\[
\begin{align*}
\overline{u}(x, t) &= 1, \\
\overline{u}_{ijm}(x, t) &= \max\{\chi_i \phi(x + ct), \chi_j \phi(-x + ct), \chi_m p_1(t)\}, \\
\overline{v}_{ijm}(x, t) &= \min\{\chi_i \psi(x + ct), \chi_j \psi(-x + ct), \chi_m q_1(t)\}, \\
\underbar{v}(x, t) &= 0
\end{align*}
\]

are pairs of coupled super-sub solutions of (1.1) defined on \(\mathbb{R} \times \mathbb{R}\), where \(\chi_i = i (i = 0, 1), \chi_j = j (j = 0, 1), \chi_m = m (m = 0, 1)\), and \(i, j, m\) are not zero at the same time.

**Theorem 4.2.** Under the case (iv), suppose that \((\phi(\xi), \psi(\xi))\) are the solution of (1.3) with (1.4) and (1.5), where \(c \geq 2 \max\{1, \sqrt{rd}\}\), and \((p_1(t), q_1(t))\) are the solution of (4.1). Then (1.1) admits entire solutions \((u_{ijm}(x, t), v_{ijm}(x, t))\) on \(\mathbb{R} \times \mathbb{R}\), satisfying \((\overline{u}_{ijm}, \overline{v}) \leq (u_{ijm}, v_{ijm}) \leq (\overline{\pi}, \overline{\pi}_{ijm})\), where \((\overline{u}_{ijm}, \overline{v}), (\overline{\pi}, \overline{\pi}_{ijm})\) are given in (4.2), and the following properties:

(i) \((u_{110}(x, t), v_{110}(x, t)) = (u_{110}(-x, t), v_{110}(-x, t))\);
(ii) \(\lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |v_{110}(x, t)| = 0\);
(iii) for any bounded and closed intervals \(I\) of \(\mathbb{R}\),
\[
\lim_{x \to \pm\infty} \sup_{t \in I} |v_{110}(x, t)| = 0;
\]

(iv)
\[
u^* \leq \lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |u_{110}(x, t)| \leq 1, \quad 0 \leq \lim_{t \to +\infty} \sup_{x \in \mathbb{R}} |v_{110}(x, t)| \leq v^*.
\]

**Proof.** The existence of entire solutions can be obtained from Theorem 3.3, thus here we focus on the properties of entire solutions.

From (1.1) and Theorem 3.3, the properties (i) and (ii) are obvious. The proofs of the properties (iv) and (v) are simple and we omit it here. \(\square\)

**Remark 4.3.** In [23] and [28], the authors used some exact solutions of (1.1) to construct the super-sub solutions to obtain the existence of entire solution. Although, under the case (iv), we also can find the exact solutions of (1.1) connecting the origin and the positive equilibrium in the paper [11], we cannot get any pairs of coupled super-sub solutions followed the method in [23] or [28]. Thus we here use the traveling front solutions and their reflects to construct the super-sub solutions to establish entire solutions. When \((i, j, m) = (1, 1, 0)\), the entire solution describes that the species invades from both sides of the \(x-\)axis and finally mix with the other species.

### 4.2. The second kind of entire solutions

Finally we use the solutions from different scalar equations to construct the super-sub solutions of (1.1) which leads to the existence of entire solutions.
When $0 < k_1, k_2 < 1$, from the paper \cite{12} it is not hard to prove that the equation

$$\partial_t u - \partial_{xx} u - u(1 - k_1 - u) = 0$$

admits traveling front solutions $u = \phi(\xi_1)$, $\xi_1 = x + s_1 t$, $s_1 \geq 2\sqrt{1 - k_1}$, connecting 0 and 1 $- k_1$, and the equation

$$\partial_t v - d \partial_{xx} v - rv(1 - k_2 - v) = 0$$

also admits traveling front solutions $v = \psi(\xi_2)$, $\xi_2 = x + s_2 t$, $s_2 \geq 2\sqrt{r(1 - k_2)}$, connecting 0 and 1 $- k_2$. That is to say, $\phi(\xi_1)$ and $\psi(\xi_2)$ respectively satisfy

$$\phi'' - c\phi' + \phi(1 - k_1 - \phi) = 0, \quad \lim_{\xi_1 \to -\infty} \phi(\xi_1) = 0, \quad \lim_{\xi_1 \to +\infty} \phi(\xi_1) = 1 - k_1, \quad (4.3)$$

and

$$d\psi'' - c\psi' + r\psi(1 - k_2 - \psi) = 0, \quad \lim_{\xi_2 \to -\infty} \psi(\xi_2) = 0, \quad \lim_{\xi_2 \to +\infty} \psi(\xi_2) = 1 - k_2. \quad (4.4)$$

Furthermore, from the paper \cite{4}, $\phi'(\xi_1), \psi'(\xi_2) > 0$. Then we will prove the following theorem.

**Theorem 4.4.** Suppose that $0 < k_1, k_2 < 1$, and $\phi(\xi_1), \psi(\xi_2)$ satisfies (4.3) and (4.4), respectively, where $s_1 \geq 2\sqrt{1 - k_1}$, $s_2 \geq 2\sqrt{r(1 - k_2)}$. Then (1.1) admits an entire solution $(u_1(x,t), v_1(x,t))$ on $\mathbb{R} \times \mathbb{R}$ satisfying $(\underline{u}, \underline{v}) \leq (u_1, v_1) \leq (\overline{u}, \overline{v})$, where

$$\overline{u}(x,t) = 1, \quad \overline{v}(x,t) = \max\{\phi(x + s_1 t), \phi(-x + s_1 t)\},$$

$$\overline{v}(x,t) = 1, \quad \overline{v}(x,t) = \max\{\psi(x + s_2 t), \psi(-x + s_2 t)\}.$$  

In addition, on $\mathbb{R} \times \mathbb{R}$, $u_1(x,t) = u_1(-x,t)$, $v_1(x,t) = v_1(-x,t)$.

**Proof.** By substituting $(\overline{u}, \overline{v})$ into $F_3(u, v)$ and $F_4(u, v)$, it is not hard to prove $F_3(\overline{u}, \overline{v}) = k_1 \overline{u} \geq 0$, $F_4(\overline{u}, \overline{v}) = cu' - d u'' - rv(1 - k_2 - \overline{u}) \leq 0$. Similarly, $F_3(\underline{u}, \underline{v}) = cu' - u'' - u(1 - k_1 - \underline{u}) \leq 0$, $F_4(\underline{u}, \underline{v}) = k_2 \underline{u} \geq 0$. The rest of the proof can be derived from Theorem 4.3. \hfill \Box
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