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ABSTRACT

Genetic programming (GP) is an evolutionary-based search paradigm that is well suited to automatically solve difficult design problems. The general principles of GP have been used to evolve mathematical functions, models, image operators, programs, and even antennas and lenses. Since GP evolves the syntax and structure of a solution, the evolutionary process can be carried out in one environment and the solution can then be ported to another. However, given the nature of GP it is common that the evolved designs are unorthodox compared to traditional approaches used in the problem domain. Therefore, efficiently porting, improving or optimizing an evolved design might not be a trivial task. In this work we argue that the same GP principles used to evolve the solution can then be used to optimize a particular new implementation of the design, following the Genetic Improvement approach. In particular, this paper presents a case study where evolved image operators are ported from Matlab to OpenCV, and then the source code is optimized an improved using Genetic Improvement of Software for Multiple Objectives (GISMOE). In the example we show that functional behavior is maintained (output image) while improving non-functional properties (computation time). Despite the fact that this first example is a simple case, it clearly illustrates the possibilities of using GP principles in two distinct stages of the software development process, from design to improved implementation.
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1. INTRODUCTION

Over the past twenty years or so, Genetic Programming (GP) has established itself as one of the most successful evolutionary computation paradigms. In one sense, GP is similar to other supervised learning algorithms, such as neural networks, support vector machines or decision trees, where given a dataset of known inputs and expected outputs these algorithms derive models that best fit, or help explain, the data. The similarities are evident when we consider that the most common application domains for all of these algorithms, including GP, are quite similar, namely regression and classification, probably the most common supervised learning tasks in machine learning. Indeed, the success of standard GP has lead researchers to develop even more powerful GP-based approaches for these type of tasks, including the Fast Function Extraction algorithm (FFX) and Geometric Semantic Genetic Programming (GSGP). These algorithms offer powerful modeling techniques that are competitive with, and many times outperform, traditional machine learning algorithms.

However, the GP approach is much more general than the picture painted above. In a broader sense, we can say that GP is an evolutionary approach to solve design problems, where the goal of the design can be a mathematical (e.g., a real valued mapping for symbolic regression), or a much higher-level construct such as a computer vision algorithm, an antenna or even a quantum computer algorithm. Indeed, in many design problems GP has often outperformed man made designs, evolving what are now commonly referred to as human-competitive results. In this perspective, GP can be seen as an automated evolutionary-based process for computer aided design, where the search returns promising new solutions to design problems, particularly useful for problems where human experts have reached a plateau of sorts and progress has stagnated. The designs produced by a GP search can then be used by human experts based on what they require. For instance, we can use GP as a completely automated process where the result of evolution is basically the best solution (or a set of the best solutions) found by GP, which is returned to the user and applied to the problem as is.

We will use the terms GP and standard GP to refer to the most common and original variant of genetic programming, as proposed by John Koza, using a tree representation and syntactic search operators such as subtree mutation and crossover.
On the other hand, a more nuanced approach is also possible, where the result of evolution is seen as an initial design, that can then be analyzed and possibly modified and improved by the final user. Moreover, the solution can then be ported to a new system or scenario that might be different than the one in which it was originally evolved. Suppose, for example, that a GP algorithm is used to evolve a controller for a simulated robot, where both the GP algorithm and the simulated robot are implemented using Java and compatible libraries. Let’s imagine that the evolved controller achieves state-of-the-art performance (not uncommon in GP literature [6]), outperforming all other known strategies in this particular domain. The performance is so strong, that someone might want to use the evolved design in another simulation environment, with very different software or hardware requirements (think, for instance, a system that needs to support CUDA or FPGA hardware). In essence, this should be entirely possible, since GP returns the syntactic structure of the final design, which can be modified and implemented as the user requires.

What is interesting in this perspective, is that the product of GP evolution is a design that a human expert (scientist or engineer) can then implement in a variety of ways. In particular, as the example above indicates, we are interested in a scenario where we want to port a GP solution that was evolved in one environment to another. This is of course another programming problem, where the solution is known and only the implementation is missing. It is normally assumed that there is no longer a need for an evolutionary search in this step. However, while this assumption might be true in symbolic regression or classification, it might not hold when the product of evolution is a more complex or higher-level process, possibly a new algorithm. Given that what GP produces may be quite different to traditional solutions for a particular problem domain, it may not be entirely evident how this newly evolved design should be ported to a new programming language or system. In particular, it may not be straightforward to determine what is the most efficient implementation for this new solution, such that the design retains its high-fitness behavior while also exploiting the specific features and characteristics of the new computing environment where it is required. Luckily, GP has been recently expanded to address this kind of task, in what is known as Genetic Improvement (GI) [9, 13, 14, 15] allowing us to use the same basic principles of GP in this new task. In GI the idea is to start with a complete and functional implementation of a specific algorithm or software system, which is written in a particular programming language and which is expected to run on a specific computing device. It is assumed that this implementation is not optimal in some way, so the goal is to use an evolutionary search process to modify the code in such a way that the main functional properties of the software are maintained but that one or several non functional properties are improved. Previous works in GI have shown great promise, greatly improving non functional properties such as computational cost or energy consumption while at the same time maintaining the code completely functional and able to solve the original task for which it was designed.

1.1 Proposal

In this work, we intend to put forth a software design cycle that integrates GP in both of the stages discussed above, namely: (1) evolving the solution to a design problem and (2) optimizing the implementation of the solution in a new system, platform or environment.

First, GP is used to solve a difficult design problem, using a specific formulation and implementation. Second, a human programmer ports the evolved solution to a new software system. In this step, given that the evolved solution may be unorthodox, it is reasonable to assume that the human programmer might not necessarily develop the most efficient or effective implementation. Therefore, we envision a third step in the process where GP is used to optimize and/or enhance the previously evolved solution for this new environment, following the general GI approach.

In particular, this work considers as a first case study a computer vision (CV) problem, where GP has been able to produce competitive operators for interest point detection in digital images [21, 15, 14]. The general overview of our approach is summarized in Figure 1.

The remainder of this paper proceeds as follows. Section 2 presents the local feature extraction problem in CV. Then, in Section 3 we discuss how this problem has been addressed using GP. Section 4 describes the problem statement of the case study studied in this work, while also providing a brief description of GI. Section 5 describes our experimental work and our initial results. Finally, Section 6 provides a summary of this work, draws conclusions and outlines future work.

2. COMPUTER VISION PROBLEM: LOCAL FEATURE DETECTION

CV seeks to develop artificial systems that can emulate some of the abilities exhibited by the human visual system, which can analyze and interpret visual information automatically. CV systems usually focuses on high-level tasks that include object recognition, object detection, images classification and 3D reconstruction. One way to solve these tasks is by using local feature extraction methods, that are used to identify the most interesting or promising regions in an image before attempting to interpret all of the content from the captured scene. This section provides a short review of standard approaches towards local feature extraction in CV systems. Comprehensive surveys on this topic can be found in [12, 23]. Here, we briefly describe some of the more popular methods, particularly those that are used in the experimental work.

2.1 Interest Point Detectors

Interest points are simple point features within an image; i.e., interest points are image pixels that are salient or unique when compared with neighboring pixels. The algorithms used to detect interest points analyze the intensity patterns within local image regions and only make weak assumptions regarding the underlying structure of the observed scene. Interest points are quantitatively and qualitatively different from other points, and they usually represent only a small fraction of the total number of pixels in an image.

A measure of how salient or interesting each pixel $x$ is can be obtained using a mapping of the form $K(x) : \mathbb{R}^n \rightarrow \mathbb{R}$ called an interest point operator. Applying the mapping $K$ to an image $I$ produces what can be called an interest image $I^*$. Afterwards, most detectors follow the same basic process: non-maxima suppression that eliminates pixels that
Figure 1: Conceptual diagram of the proposed approach, where GP principles are used in two distinct stages of the software development process, from evolutionary design with standard GP to an improved implementation with GIP.

are not local maxima, and a thresholding step that obtains the final set of points. Therefore, a pixel \( x \) is tagged as an interest point if the following conditions hold,

\[
K(x) > \max \{ K(x_W) \forall x_W \in W, x_W \neq x \} \land K(x) > h,
\]

where \( W \) is a square neighborhood of size \( n \times n \) around \( x \), and \( h \) is an empirically defined threshold. The first condition in Equation 1 accounts for non-maximum suppression and the second is the thresholding step; Figure 2) provides a graphical illustration of the interest point detection process.

The problem of detecting interest points has been well-studied and a large variety of proposals exist in current literature. For instance, the most widely used methods employ image operators that are based on the local second-moment matrix, defined as

\[
A(x, \sigma_I, \sigma_D) = \sigma_D^2 \cdot G_{\sigma_I} \cdot \left[ \begin{array}{cc} L_x L_x & L_x L_y \\ L_x L_y & L_y L_y \end{array} \right],
\]

where \( \sigma_I \) and \( \sigma_D \) are the differentiation and integration scales respectively, and \( L_u = L_u(x, \sigma_D) \) is the Gaussian derivative in direction \( u \) of image \( I \) at pixel \( x \). For instance, the interest point operator used by the Harris detector [3] is

\[
K_H(x) = \text{Det}(A) - k \cdot \text{Tr}(A)^2,
\]

while the Shi-Tomasi operator [17] is given by

\[
K_{S-T}(x) = \min \{ \lambda_1, \lambda_2 \},
\]

where \( \lambda_1, \lambda_2 \) are the two eigenvalues of \( A \). Methods such as these are commonly provided as default interest point detectors in popular CV libraries such as OpenCV.

3. AUTOMATIC DESIGN OF LOCAL FEATURE DETECTORS WITH GP

In this section, we review alternative approaches towards local feature extraction, based on an automatic design methodology with GP.

It is instructive to consider that most published feature detectors are normally accompanied with experimental evidence from a particular domain that illustrates the superiority of the method under some conditions when compared with other techniques. However, such results can rarely provide assurance that a particular method will be well suited for a new or unique scenario. Therefore, researchers have performed extensive experimental evaluations and comparisons of these methods, using domain independent criteria that capture the underlying characteristics that such methods are expected to have [12, 22, 20].

Based on those works, recent contributions have followed the opposite approach, using these experimental criteria as the basis for objective functions, and then posed a search and optimization problem to automatically synthesize high-performance feature detectors [22, 21, 13, 14, 20]. The general goal is to exploit meta-heuristic and hyper-heuristic search methods to help researchers during the design process of specialized operators. However, we do not suggest that such an approach is in some way superior to a traditional
design process. Instead, we agree with [13], hyper-heuristic searchers such as GP can produce novel designs that can assist in the development of high-performance and possibly unconventional solutions to difficult problems. In particular, this paper studies the interest point detector generated with a multi-objective GP [13][21][13], which is described in the following sections. But first a brief introduction to GP is provided, which is the core algorithm used to derive the operator.

3.1 Genetic Programming

Evolutionary algorithms (EA) are population-based search methods, where candidate solutions are stochastically selected and varied to produce new solutions for a specified problem. This process is carried out iteratively until a pre-defined termination criterion is met. In general, to apply an EA the following aspects must be defined based on domain knowledge. First, an encoding scheme to represent and manipulate candidate solutions for a given problem. Second, an evaluation or fitness function \( f \) that measures the quality of each solution based on the high-level given in the problem statement. Third, an EA applies variation operators that take one or more solutions from the population as input and produce one or more solutions as output. Fourth, solutions are chosen by the variation operators based on their fitness using a selection mechanism that prefers highly fit solutions but also encourages diversity. Finally, a survival strategy decides which individuals within the population will appear in the following iteration.

Among EAs, GP is arguably one of the most advanced techniques, since it can be used for automatic program induction and automatic design [10]. In standard GP each individual is represented by a syntax-tree, because such structures can efficiently express simple computer programs, functions, or mathematical operators. Tree nodes contain a single element from a specified finite set of primitives \( P = T \cup F \). Leaf nodes contain elements from the set of terminals \( T \), which normally correspond to inputs, while internal nodes contain elements from the set of functions \( F \), which are the basic operations used to build more complex expressions. In essence, \( P \) defines the underlying search space for the evolutionary search, that contains all of the programs that can be constructed with that primitive set. An important feature of the search space is that even when a maximum depth or size limit for individual trees is enforced, normally the search space is very large but finite.

3.2 Multi-Objective Interest Point Detector

In [13][14], a multi-objective GP was used to design the multi-objective interest point (MOP) detector, optimized based on two competing objectives, point dispersion and repeatability rate. In fact, the MOP detector was constructed by carefully analyzing the Pareto front and the Pareto-optimal set of solutions generated by the GP search. The symbolic expression of the MOP operator \( O_{MOP} \) is

\[
O_{MOP}(I) = \left( G_2 \ast \frac{G_1 \ast \log(G_1 \ast I^2)}{h \cdot G_2 \ast |G_1 \ast I|} + \frac{G_1 \ast I}{I} \right)^2,
\]

where \( I \) is the input image, \( G_\alpha \) denotes Gaussian smoothing filters with scale \( \sigma \), \( h = 0.05 \) is a weight factor that controls the disparity of the detected points, and \( \ast \) denotes convolution operation. After applying the MOP operator, non-maxima suppression and thresholding are used to select the interest points; this process is illustrated in Figure 2.

4. PROBLEM STATEMENT: IMPROVING A HUMAN WRITTEN PROGRAM WITH GP

The interest point operator described in the preceding section was evolved using Matlab and the GPLab toolbox [15], a popular open source GP library for Matlab. Afterward, the operator was ported to C++ based on the OpenCV computer vision library, probably the most widely used vision library. The C++ source code is show in Figure 3.

This operator and implementation is used as the initial case study of the proposal put forth in this paper: optimizing the new implementation of a previously evolved design produced by a GP search, using the principles of GI.

As a brief summary, GI [9][2][8][15][25] is the process of automatically improving the functional and non-functional properties of a system using GP. Langdon presents a very complete overview of GI in [7]. In the present work we have chosen to use the Genetic Improvement of Software for Multiple Objective Exploration (GISMOE) approach and the
problem if we consider that a single image can have many actually quite appropriate for the interest point detection analysis and the output bins due to the short amount of lines cutted with operator is given in Figure 3. The MOP program was executed on a PC with an AMD Turion(tm) II Dual-Core Mobile M520 × 2 processor. It is important to note that the MOP operator function consists of 13 lines of code that the GISMOE approach attempts to improve. The original human implementation of the MOP operator is given in Figure 3. The MOP program was executed with $h = 0.10$.

We applied the GISMOE approach without the sensitivity analysis and the output bins due to the short amount of lines of code of the program and since only one test case was used. While using a single image as a test case seems low, it is actually quite appropriate for the interest point detection problem if we consider that a single image can have many different types of points with different local neighborhoods which are sufficiently varied. Indeed, that is the approach we took when evolving the original MOP operator as reported in [13] [14]. The test case used in GISMOE consists of a reference image $I_1$ shown in Figure 4(a), a grayscale image of size $384 \times 430$. $I_1$ is the input for the modified MOP program, which is then compared with the expected output interest image $O_{MOP}$ (which is the same same size as $I_1$) of the MOP program, shown in Figure 4(b). The GISMOE parameters used in the experiment are:

- Representation: List of replacements, deletions and insertions into BNF grammar.
- Fitness: Based on compiling modified code and testing it for the NCC and processing time.
- Selection: An evolved version cannot be selected to be a parent unless it has an NCC more than a threshold $p = 0.5$ and the processing time is less than $t_{ref} = 0.1$ milliseconds. The first five are selected to have 2 children in the next generation. One child is a mutant, the second is a crossover between a selected parent and another member of the current population. Children must be different from each other and from the current population. If crossover cannot create a different child, the child is created by mutating the selected parent.
- Population: Panmictic, non-elitist, generational with 10 individuals.
- Others: Initial population of random single mutants, 50% append crossover. The 3 types of mutation (delete, replace, insert) are equally likely. No size limit is used for the evolved solutions, and the stopping criterion for the search is a maximum of 150 generations.

Our results show that the best individual generated by GISMOE achieves a NCC of 0.99 and a processing time of 0.781 milliseconds. The achieved correlation is nearly perfect, this can be visually inspected by comparing the interest image of the best individual $O_{GI-MOP}$ with the interest image of the $O_{MOP}$ as shown in Figure 4. We can see that there is almost no difference between Figure 4(b) and Figure 4(c), as was desired. To complement these results, another aspect to evaluate is the number of matches between the interest points detected by $O_{GI-MOP}$ relative to the original $O_{MOP}$, as shown Figure 4(d) and Figure 4(e). In these figures crosses indicates the interest points that match in the same location between both interest point operators and the circles are points that did not match. The point matching of the figures was done by using the SURF descriptor method provided by the OpenCV library and the parameters of the SURF descriptor were manually tuned to obtained the best results. In both cases we can see that the majority of the interest points match, approximately 90% of the total of interest points between both images.

The improvement of the GI version is reflected in the processing time with a reduction in total computation time of 0.781 milliseconds. The achieved correlation is nearly perfect, this can be visually inspected by comparing the interest image of the best individual $O_{GI-MOP}$ with the interest image of the $O_{MOP}$ as shown in Figure 4. We can see that there is almost no difference between Figure 4(b) and Figure 4(c), as was desired. To complement these results, another aspect to evaluate is the number of matches between the interest points detected by $O_{GI-MOP}$ relative to the original $O_{MOP}$, as shown Figure 4(d) and Figure 4(e). In these figures crosses indicates the interest points that match in the same location between both interest point operators and the circles are points that did not match. The point matching of the figures was done by using the SURF descriptor method provided by the OpenCV library and the parameters of the SURF descriptor were manually tuned to obtained the best results. In both cases we can see that the majority of the interest points match, approximately 90% of the total of interest points between both images.

The improvement of the GI version is reflected in the processing time with a reduction in total computation time of 21%. This reduction is verified by computing the average processing time of 1000 executions of both the MOP program and its improved GI version. The reduction can be seen in the source code of the improved version presented in Figure 4 or in its translated mathematical expression, which is given by

```c
GaussianBlur(im, dst, Size(9,9),1,0,1,0);
absdiff(dst,im,dst);
GaussianBlur(dst, dst, Size(9,9),2,0,2,0);
im2=dst*W;
pow(im,2,dst);
GaussianBlur(dst, dst, Size(9,9),1,0,1,0);
im2=dst+im2;
GaussianBlur(im, dst, Size(9,9),1,0,1,0);
divide(dst,im,dst);
dst=abs(dst);
divide(dst,dst,im2);
dst=dst+im2;
pow(dst,2,im2);
GaussianBlur(im2, im2, Size(9,9),2,0,2,0);
```

Figure 3: The MOP operator in C++ using the OpenCV library and written by a human programmer.

public open-source libraries [9] [10] which can be downloaded at [http://www0.cs.ucl.ac.uk/staff/ucacbl/gismoe/] in the Free Code section. As stated before, here we will use GISMOE to refine an implementation of a previously evolved image operator.

5. EXPERIMENTS AND RESULT

The experiment consists of applying the GISMOE approach to the MOP program to improve the functional and non-functional properties of our implementation. In this case, the functional property is measured by calculating the normalized cross correlation (NCC) between the output (interest) image of the modified MOP operator and the output (interest) image of the original MOP operator. The NCC is a common measure used in template matching, which is used to measure the similarity between the interest image and the expected result, the NCC is given in the range $[0,1]$, where 1 indicates that the two images are almost identical (highly correlated) and 0 indicates that they are very different (not correlated).

The non-functional property we measure is the related computational effort, measured by calculating the processing time of applying each operator, which is measured using the functions `getTickCount` and `getTickFrequency` provided by the OpenCV library. The MOP program was implemented in C++ using OpenCV v2.4.2 in Linux Ubuntu 12.04, and it is available in the GP for Computer Vision (GPCV) library published under the GPL license at [http://www.tree-lab.org/index.php/gpcv]. The GISMOE and MOP program were executed on a PC with an AMD Turion(tm) II Dual-Core Mobile M520 × 2 processor. It is important to note that the MOP operator function consists of 13 lines of code that the GISMOE approach attempts to improve. The original human implementation of the MOP operator is given in Figure 3. The MOP program was executed with $h = 0.10$.

We applied the GISMOE approach without the sensitivity analysis and the output bins due to the short amount of lines of code of the program and since only one test case was used. While using a single image as a test case seems low, it is actually quite appropriate for the interest point detection problem if we consider that a single image can have many different types of points with different local neighborhoods which are sufficiently varied. Indeed, that is the approach we took when evolving the original MOP operator as reported in [13] [14]. The test case used in GISMOE consists of a reference image $I_1$ shown in Figure 4(a), a grayscale image of size $384 \times 430$. $I_1$ is the input for the modified MOP program, which is then compared with the expected output interest image $O_{MOP}$ (which is the same same size as $I_1$) of the MOP program, shown in Figure 4(b). The GISMOE parameters used in the experiment are:

- Representation: List of replacements, deletions and insertions into BNF grammar.
- Fitness: Based on compiling modified code and testing it for the NCC and processing time.
- Selection: An evolved version cannot be selected to be a parent unless it has an NCC more than a threshold $p = 0.5$ and the processing time is less than $t_{ref} = 0.1$ milliseconds. The first five are selected to have 2 children in the next generation. One child is a mutant, the second is a crossover between a selected parent and another member of the current population. Children must be different from each other and from the current population. If crossover cannot create a different child, the child is created by mutating the selected parent.
- Population: Panmictic, non-elitist, generational with 10 individuals.
- Others: Initial population of random single mutants, 50% append crossover. The 3 types of mutation (delete, replace, insert) are equally likely. No size limit is used for the evolved solutions, and the stopping criterion for the search is a maximum of 150 generations.

Our results show that the best individual generated by GISMOE achieves a NCC of 0.99 and a processing time of 0.781 milliseconds. The achieved correlation is nearly perfect, this can be visually inspected by comparing the interest image of the best individual $O_{GI-MOP}$ with the interest image of the $O_{MOP}$ as shown in Figure 4. We can see that there is almost no difference between Figure 4(b) and Figure 4(c), as was desired. To complement these results, another aspect to evaluate is the number of matches between the interest points detected by $O_{GI-MOP}$ relative to the original $O_{MOP}$, as shown Figure 4(d) and Figure 4(e). In these figures crosses indicates the interest points that match in the same location between both interest point operators and the circles are points that did not match. The point matching of the figures was done by using the SURF descriptor method provided by the OpenCV library and the parameters of the SURF descriptor were manually tuned to obtained the best results. In both cases we can see that the majority of the interest points match, approximately 90% of the total of interest points between both images.

The improvement of the GI version is reflected in the processing time with a reduction in total computation time of 21%. This reduction is verified by computing the average processing time of 1000 executions of both the MOP program and its improved GI version. The reduction can be seen in the source code of the improved version presented in Figure 4 or in its translated mathematical expression, which is given by

```c
GaussianBlur(im, dst, Size(9,9),1,0,1,0);
absdiff(dst,im,dst);
GaussianBlur(dst, dst, Size(9,9),2,0,2,0);
im2=dst*W;
pow(im,2,dst);
GaussianBlur(dst, dst, Size(9,9),1,0,1,0);
im2=dst+im2;
GaussianBlur(im, dst, Size(9,9),1,0,1,0);
divide(dst,im,dst);
dst=abs(dst);
divide(dst,dst,im2);
dst=dst+im2;
pow(dst,2,im2);
GaussianBlur(im2, im2, Size(9,9),2,0,2,0);
```
Figure 4: Illustration of the test image \( I_1 \) used with GISMOE (a) and the interest image after applying the original \( O_{MOP}(I_1) \) (b) operator and the resultant operator \( O_{GI-MOP}(I_1) \) (c) after running GISMOE. The resulting interest points are shown in the second row: (d) for the original MOP operator and (e) for the GISMOE version. In these figures the crosses represent interest points that were detected with both operators, while circles are points that were detected by one operator but not the other.

\[
O_{GI-MOP}(I) = 
G_2 \left| \log(I^2) + h \cdot G_2 \ast (G_1 \ast I - I) + \frac{G_1 \ast I}{I} \right|^2. \tag{5}
\]

Notice that the improved individual discards one Gaussian filter \( G_1 \) from \( G_1 \ast \log(G_1 \ast I^2) \), a Gaussian filter \( G_1 \) from \( \log(G_1 \ast I^2) \) and the absolute value function from \( |G_1 \ast I - I| \), all from Equation (5). Therefore by discarding 3 operations, or lines of code, we get the reported reduction in the processing time.

In addition to these results, we evaluate a second validation image \( I_2 \), with the reference image, interest images and detected interest points shown in Figure 5. As before, the NCC between the original interest image produced by \( O_{MOP} \) and the one produced by \( O_{GI-MOP} \) is 0.99, with a 95% match between the interest points detected by both image operators, as shown in Figure 5.

6. CONCLUSIONS

It is now becoming evident that the principles of artificial evolution could have a deep impact in the way software solutions are constructed or designed. Going beyond the automatic program induction or problem solving of traditional GP, this paper explores the possibility of using GP principles at two distinct stages of software development.

This paper provides a first, and admittedly rather simple, example of the role that GP can have in the software development process. First, GP is used to evolve a program design, a specialized operator that performs a specific task for higher-level systems. Then, the evolved design is ported to a different software system, using different programming languages and libraries, a scenario that could be quite com-
I2

OMOP(I2)

GI-MOP(I2)

OMOP(I2) interest points

GI-MOP(I2) interest points

Figure 5: Illustration of a second validation image I2 used with GISMOE (a) and the interest image after applying the original OMOP(I2) (b) operator and the resultant operator GI-MOP(I2) (c) after running GISMOE. The resulting interest points are shown in the second row: (d) for the original MOP operator and (e) for the GISMOE version. In these figures the crosses represent interest points that were detected with both operators, while circles are points that were detected by one operator but not the other.

GaussianBlur(im, dst, Size(9,9),1.0,1.0);
absdiff(dst,im,dst);
GaussianBlur(dst, dst, Size(9,9),2.0,2.0);
im2=dst.*W;
pow(im2,dst);
log(dst,dst);
im2=dst+im2;
GaussianBlur(im,dst,Size(9,9),1.0,1.0);
divide(dst,im,dst);
dst=dst+im2;
pow(dst,2,im2);
GaussianBlur(im2,im2,Size(9,9),2.0,2.0);

Figure 6: The improved MOP operator in C++ using the OpenCV library.

mon in real-world domains. This task is performed by a human programmer. At this point, it is reasonable to assume that most GP-evolved solutions tend to be unorthodox in nature, particularly if we consider the possible presence of bloat or redundant code. If this assumption is true, then porting, modifying or optimizing the evolved design might not be trivially done. Here is where GP principles can be used to close the loop, applying the recently proposed GI approach to optimize the new implementation of the evolved design. GI is particularly useful in this case, where the human programmer is probably not an expert on the evolved design, indeed no one is since the design was evolved by GP and not derived analytically as most solutions are.

Our initial case study is for a CV operator for feature detection, a common and important low-level vision task that is often used in higher-level applications and provided by most CV programming libraries. The operator was evolved using a Matlab GP toolbox, relying heavily on Matlab to perform the image processing tasks. It was then ported to C++ and OpenCV, a widely used library that has become an unofficial standard in the field. We then use GISMOE to optimize our C++ implementation, achieving a 21% reduction in computation time, a substantial improvement, while maintaining the main functional behavior as evidenced by the almost perfect correlation between the expected output and the output generated by the improved version.

While the example is rather simple, it is sufficient to illustrate how two important parts of software development can be solved by using artificial evolution. The case study shows how GP can be used to evolve novel designs, and then optimize new implementations using the same general principles, from automatic design to improved implementation.
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