Nontrivial topology in the continuous spectrum of a magnetized plasma
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Classification of matter through topological phases and topological edge states between distinct materials has been a subject of great interest recently. While lattices have been the main setting for these studies, a relatively unexplored realm for this physics is that of continuum fluids. In the typical case of a fluid model with a point spectrum, nontrivial topology and associated edge modes have been observed previously. However, another possibility is that a continuous spectrum can coexist with the point spectrum. Here we demonstrate that a fluid plasma model can harbor nontrivial topology within its continuous spectrum, and that there are boundary modes at the interface between topologically distinct regions. We consider the ideal magnetohydrodynamics (MHD) model. In the presence of magnetic shear, we find nontrivial topology in the Alfvén continuum. For strong shear, the Chern number is $\pm 1$, depending on the sign of the shear. If the magnetic shear changes sign within the plasma, a topological phase transition occurs, and bulk-boundary correspondence then suggests a mode localized to the layer of zero magnetic shear. We confirm the existence of this mode numerically. Moreover, this reversed-shear Alfvén eigenmode (RSAE) is well known within magnetic fusion as it has been observed in several tokamaks. In examining how the MHD model might be regularized at small scales, we also consider the electron limit of Hall MHD. We show that the whistler band, which plays an important role in planetary ionospheres, has nontrivial topology. More broadly, this work raises the possibility that fusion devices could be carefully tailored to produce other topological states with potentially useful behavior.
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I. INTRODUCTION

Recent discoveries have demonstrated the fundamental importance of topology and topological phase to qualitative understanding of physical systems [1–3]. An important feature in topological understanding is the bulk-boundary correspondence principle: the boundary between two materials with differing topological phase has associated interface modes. This effect has been observed in electronic [1], photonic [4], acoustic [5,6], and mechanical systems [7]. The interface modes have attracted significant interest in enabling more efficient devices due to topological protection, the tendency to be robust against scattering in the presence of defects.

Although most of the studies in this field have focused on systems with an underlying periodic lattice, the principles of topological phases can also be brought to bear on fluid systems [8–11]. Fluids represent a new frontier in topological phases of matter. For instance, fluids are typically modeled with a continuum that ignores the discrete microscopic structure at small scales. As a result, a homogeneous fluid possesses continuous translational symmetry, rather than the discrete translational symmetry of a lattice. The unit cell size is effectively zero, and there is no finite Brillouin zone.

The mathematical equations describing fluids are generally nonlinear. The standard procedure to analyze the wave spectrum is to linearize the equations about an equilibrium. The resulting linear operator for the perturbation variables is the effective Hamiltonian. While most real fluids vary in space, analysis of bulk topology is conveniently done by assuming a homogeneous system, which facilitates a Fourier transform and the calculation of the spectrum.
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Here, we demonstrate that a topological phase is found in a novel setting, in the continuous spectrum of an inhomogeneous fluid. A continuous spectrum is often associated with improper eigenfunctions that are not square-integrable. We study ideal magnetohydrodynamics (MHD), a model describing the large-scale behavior of a magnetized plasma, or alternatively, a perfectly conducting fluid.

An inhomogeneous plasma gives rise to a continuous spectrum in ideal MHD [12–16]. It is within the Alfvén continuum spectrum that we find nontrivial topology. An interesting complication is that eigenfunctions associated with the continuous spectrum are singular and non-square-integrable. To deal with the singular eigenfunctions, we use a regularization parameter, compute the Chern number, and then take the limit of the regularization parameter tending to zero. With this procedure, we can extract a nonzero Chern number. The Chern number depends on the local magnetic shear, which is the rate at which the pitch angle of the magnetic field vector changes in space.

A cartoon schematic is depicted on the right side of Fig. 1. Imagine a set of stacked, infinite planes, one for each position \( x \). Each plane is a magnetic surface, a two-dimensional surface in which a magnetic field line wholly lies. Each magnetic surface is associated with a Chern number, which depends on the sign of the magnetic shear. While the magnetic shear can vary continuously across different surfaces, the Chern number of each surface remains fixed as long as the shear does not change sign. If the magnetic shear changes sign within the plasma, then the surfaces across the reversal layer have opposite Chern numbers. A topological phase transition occurs across the shear-reversal layer. Bulk-boundary correspondence suggests a discrete mode will exist, localized to the interface. Indeed, we find an edge mode, a reversed-shear Alfvén eigenmode (RSAE), and numerically confirm its existence.

In fact, the RSAE is already well known within the magnetic fusion community. In a toroidal magnetic confinement device such as a tokamak, the stacked layer of planes from the slab model is replaced by a set of nested tori that form concentric magnetic surfaces, shown on the left side of Fig. 1. Some stable plasma equilibria can exist in which the magnetic shear vanishes on one of the surfaces. RSAEs [17–20] have been observed in multiple tokamaks [21–29] and at least one stellarator [30]. The RSAEs are radially localized to regions of zero magnetic shear. They are an MHD-type mode, and can be excited by kinetic effects such as resonance with energetic particles. A concern for future fusion devices such as ITER is how the interaction between particles and Alfvén eigenmodes may limit reactor performance [31–34]. On the other hand, RSAEs have also proven useful for MHD spectroscopy [35], as they can be reliably detected, with an oscillation frequency close to that predicted by linear theory [36–38]. Detection of the RSAEs can provide information about the magnetic field and safety factor that may be difficult to obtain by other means.

While RSAEs in tokamaks are known and have been both experimentally observed and theoretically studied and simulated, what is new here is the connection to topological physics. The slab model of ideal MHD shares many features with the mathematical description in a torus or cylinder. Most importantly, there exists a continuous spectrum which is determined by the same physics of where the frequency is equal to the local Alfvén frequency. Hence, we suggest that the topological classification of magnetic surfaces could apply also to the torus or cylinder, with dependence on the sign of the magnetic shear, and that like the slab RSAE, the RSAE of tokamaks and stellarators arises as the edge mode due to a topological phase transition within the plasma. There are novel potential implications for tokamaks, as these results suggest that RSAEs may be topologically robust in the presence of three-dimensional perturbations, such as magnetic islands.

These results may have broader implications for understanding of solar physics, where Alfvén waves can play an important role [39,40]. For instance the presence or absence of topological modes can yield information about stellar parameters [10].
The outline for the rest of this paper is as follows. In Sec. II, we introduce linear ideal MHD, the continuous spectrum of the Alfven continuum, and the improper eigenfunctions. In Sec. III, we calculate the Chern number of a magnetic surface and numerically confirm the existence of RSAE modes at a location where the Chern number changes sign. In Sec. IV, we consider an apparent paradox regarding time-reversal symmetry in ideal MHD. In Sec. V, we consider the more detailed model of Hall MHD, which may provide a natural, physics-based regularization to MHD at small scales. Finally, our conclusion is given in Sec. VI.

II. LINEAR IDEAL MHD

For a collisional plasma, MHD can be rigorously derived as the large-spatial-scale, slow-time-scale description through a Chapman-Enskog procedure. The core of a tokamak plasma is extremely hot and collisionless and a hydrodynamic description is not strictly valid, and yet MHD has proven to be a useful model for large-scale plasma behavior. In particular, ideal MHD, which neglects transport coefficients like viscosity and resistivity, contains the basic ingredients for understanding Alfven eigenmodes. The basic equations of MHD are given in Appendix A.

A. Inhomogeneous slab

Here, we consider a slab model in ideal MHD equilibrium, where equilibrium quantities depend only on x. The equilibrium is assumed static, with no flow. The plasma is homogeneous and infinite in y and z. The acceleration due to gravity is \(\hat{g}\), where \(\hat{g}\) is a constant. The gravitational force here plays a role fulfilled by magnetic curvature in toroidal geometry. The equilibrium magnetic field is \(\mathbf{B}(x) = B_y(x)\hat{\mathbf{y}} + B_z(x)\hat{\mathbf{z}}\).

Perturbing about the equilibrium, we obtain the standard linearized ideal MHD formulation, \(\rho\partial^2\mathbf{\xi}/\partial t^2 = \mathbf{F}(\mathbf{\xi})\), where \(\mathbf{\xi}\) is the fluid displacement vector, \(\rho\) is the equilibrium mass density, and \(\mathbf{F}\) is the self-adjoint force operator. After a Fourier transform in time, this problem has self-adjoint form with eigenvalue \(\omega^2\). The full linearized equations are given in Appendix B. It can be shown that two separate continuous spectra exist, the sound continuum and the Alfven continuum, as depicted in Fig. 2. In what follows, we use the low-plasma-beta limit to isolate the Alfven continuum by neglecting the slow magnetosonic wave and the sound continuum. The Alfven continuum is associated with shear Alfven waves propagating on a given magnetic surface at a frequency equal to the local Alfven frequency \(\omega^2 = k^2v_A^2\), where \(k_||\) is the wavenumber parallel to the magnetic field.

Assuming that modes have dependence \(\mathbf{\xi}(x) = \mathbf{\xi}(x)e^{i(k_y y + k_z z - \omega t)}\), we obtain the wave equation for the three components of \(\mathbf{\xi}\), taken here as \(\xi(x) = \xi_x \mathbf{\hat{e}}_x, \xi_y \mathbf{\hat{e}}_y, \) and \(\xi_z \mathbf{\hat{e}}_z\), and we have defined \(\mathbf{\hat{b}}(x) = B_y/B_z\mathbf{\hat{e}}_y + B_z/B_y\mathbf{\hat{e}}_z\). Here, the symbol \(\approx\) denotes a definition. The wave equation is [41]

\[-\rho \omega^2 \xi = \left( \rho v_A^2 \xi' \right)' - f^2 v_A^2 \xi + (\rho g v_A^2 \eta' + \rho g \hat{g} \eta + \rho f \hat{g} \xi),\]

(1a)

\[-\rho \omega^2 \eta = -\rho v_A^2 \xi' + \rho g \hat{g} \xi - \rho (f^2 + g^2) v_A^2 \eta,\]

(1b)

\[-\rho \omega^2 \zeta = \rho f \hat{g} \xi,\]

(1c)

where a prime denotes derivative with respect to \(x\), \(f(x) \equiv (k_y B_y + k_z B_z)/B\) and \(g(x) \equiv (k_z B_y - k_y B_z)/B\) are the parallel and the signed perpendicular wavenumbers, and \(v_A^2(x) \equiv B^2/\rho\) is the Alfven speed squared. The permeability \(\mu_0\) has been set to 1. A derivation of Eq. (1) can be found in Appendix B. One can solve for \(\eta\) and \(\zeta\) in terms of \(\xi\), as

\[\eta = \frac{g}{\omega^2 - (f^2 + g^2)}(v_A^2 \xi' - \hat{g} \xi),\]

(2)

\[\zeta = -\frac{f \hat{g}}{\omega^2} \xi.\]

(3)

One then obtains a single equation for \(\xi\) [41],

\[\frac{d}{dx} \left( P \frac{d\xi}{dx} \right) - Q \xi = 0,\]

(4)

where

\[P(x) \equiv \frac{\rho v_A^2 \omega^2 (\omega^2 - \omega_A^2)}{D},\]

(5)

\[Q(x) \equiv -\left\{ \rho (\omega^2 - \omega_A^2) + \rho g \hat{g} - \frac{\rho (f^2 + g^2) \hat{g}^2 (\omega^2 - \omega_A^2)}{D} \right\},\]

(6)

\[D(x) \equiv \omega^2 \left[\omega^2 - (f^2 + g^2) v_A^2\right],\]

(7)

\[\omega_A^2(x) \equiv f^2 v_A^2.\]

(8)

Here, \(\omega_A^2\) is the local Alfven frequency. For any \(k_y, k_z\), and position \(x_0\), there is a solution with frequency \(\omega^2 = \omega_A(x_0, k_y, k_z)\) which leads to the Alfven continuum. At this \(\omega^2\) and \(x_0\), \(P = 0\) and \(x_0\) is a regular singular point of Eq. (4).

We are now going to restrict ourselves to considering a single magnetic surface, so we fix \(x_0\). Let \(s \equiv x - x_0\); we shall consider only small \(s\). In this and the next section, we use a notation where the subscript \(0\) denotes evaluation at \(s = 0\). For instance, \(\omega_A^2(0,y) = \partial (\omega_A^2)/\partial s\big|_{s=0}\). When \(\omega_A^2(0,y) \neq 0\), we construct a Frobenius series expansion for \(\xi\) about \(s = 0\). The details are given in Appendix C; the important results are quoted here. The Frobenius series results in a repeated indicial exponent of zero, implying there are two (degenerate) solutions,

\[\xi_1 = u(s),\]

(9)

\[\xi_2 = u(s) \ln s + v(s),\]

(10)
where $u(s)$ and $v(s)$ have a Taylor series. The logarithmic singularity of $\xi_1$ is square-integrable, but $\eta_2$, which depends on $\xi_2$, is not.

In the Taylor series $u(s) = 1 + u_1 s + \cdots$, we compute the coefficient $u_1$:

$$u_1 = u_{1a} + \frac{g}{v_A^2}, \quad (11)$$

where

$$u_{1a} = \frac{\hat{\omega}_0^2 \Omega_{0a}}{\rho_0 (\omega_0^2 \hat{\omega}_0^4)}, \quad (12)$$

$$\Omega_{0a} = -\rho_0 g. \quad (13)$$

We have split off $u_{1a}$ because it plays an important role while the other term in Eq. (11) will cancel out.

The $|\psi\rangle = [\xi_2, \eta_2, \zeta_2]$ are the improper eigenfunctions. The dispersion relation of any particular magnetic surface $x_0$ is given by $\omega^2 = \omega_0^2(x_0, k_x, k_z)$. The nonsingular eigenfunctions $[\xi_1, \eta_1, \zeta_1]$ are not important for this calculation. We shall see shortly that $u_{1a}^2$ depends on the magnetic shear. Thus, the eigenfunction $|\psi\rangle$ depends on the magnetic shear through the coefficient of the second term in the Taylor series for $u(s)$.

### B. Regularization

In differential geometric terms, for fixed $x_0$ the improper eigenfunctions form a line bundle over the base manifold of $k$ space. Since these eigenfunctions are not square-integrable, there is no clear way to obtain a Berry connection from them, which requires an inner product. Our procedure is first to regularize the eigenfunctions with a parameter $\epsilon$, giving rise to a regularized line bundle. We then place an inner product on the regularized bundle and determine the Berry connection in the usual way. We shall find that the integral of the Berry curvature of the regularized bundle converges to a value as $\epsilon \to 0$, which we identify with the Chern number of the Alfvén continuum.

We regularize the eigenfunctions by replacing $s$ with $s + i \epsilon$, which is equivalent to a Plemelj form and related to dissipation. This regularization has also been used in Alfvén-wave studies of plasma heating [42,43]. We take $\epsilon > 0$. In principle, dissipation can lead to new types of instabilities, but we assume a stable Alfvén wave as commonly realized in experiments. Using Eqs. (2) and (3), and that $\omega^2$ is equal to $\omega_0^2 = f^2 v_A^2$, we obtain the regularized eigenfunctions

$$\xi_2(s) = u(s) \ln(s + i \epsilon), \quad (14)$$

$$\eta_2(s) = -\frac{1}{g} \left[ \frac{u(s)}{s + i \epsilon} + u'(s) \ln(s + i \epsilon) \right] + \frac{g}{v_A^2} u(s) \ln(s + i \epsilon), \quad (15)$$

$$\zeta_2(s) = -\frac{g}{f v_A} u(s) \ln(s + i \epsilon), \quad (16)$$

where we have neglected $v(s)$ because its contributions to the rest of the calculation are subdominant in $\epsilon$.

We define an inner product

$$\langle \psi | \phi \rangle \equiv \int ds h_\epsilon(s) |\xi_\phi \rangle \phi + \eta_\phi^* \eta_\phi + \xi_\phi^* \xi_\phi |,$$  

where $h_\epsilon(s)$ is a weight function that depends on $s$ and $\epsilon$.

### C. Local magnetic model

At this point, we take an explicit model for the magnetic field,

$$B(s) = B_0 [(1 + s/L_0) \hat{z} + s \hat{y}/L_x], \quad (18)$$

where $B_0$, $L_0$, and $L_x$ are constants. The magnetic shear of the surface at $s = 0$ is characterized by the length scale $L_x$. Finite $L_x$ provides shear. This local linear model is rather generic for a sheared field within the vicinity of any particular surface, as we may rotate our coordinate system so that $\hat{z}$ lies along $B(0)$. Since the details of the magnetic field enter the calculation of the Chern number only through $\omega_0^2$, this simple-looking expression is actually sufficient to characterize any equilibrium magnetic field near a given magnetic surface with nonzero shear.

For this model, $\omega_0^2$ is given by

$$\omega_0^2 = \frac{B_0^2}{\rho_0} \left( -\frac{1}{L_x} k_x^2 + \frac{2}{L_x} k_y k_z \right). \quad (19)$$

where $1/L_x = 1/L_y - 1/L_x$ and $L_y = \rho_0/\rho_0$. As mentioned earlier, the magnetic shear appears in the derivative $\omega_0^2$, even though the shear does not appear in the local Alfvén frequency $\omega_0^2$ itself. The quantity $\omega_0^2$ has nonisolated zeros in the $(k_x, k_z)$ plane and are nonisolated. These zeros are important for the Chern integral and are shown in Fig. 3(a).

### III. TOPOLOGY OF THE ALFVÉN CONTINUUM

#### A. Berry curvature and Chern number

In this section we calculate the Berry curvature and the Chern number. We first must dispense with a technical complication: because of the 2-fold degeneracy of the eigenvalue, one must in general consider the non-Abelian connection $A$ and curvature $\mathcal{F} = dA + A \wedge A$. However, the nonsingular eigenfunction $[\xi_1, \eta_1, \zeta_1]$ has zero contribution to the first Chern form, which is proportional to $\text{Tr}(\mathcal{F}) = \text{Tr}(dA)$. To
see this, note that the nonsingular eigenfunction may be written as pure real, by combining Eq. (9) with Eqs. (2) and (3). As a result, it does not change phase with \( \mathbf{k} \), and hence its diagonal entry in \( \mathcal{A} \) vanishes.

Thus, we need only consider the regularized eigenfunction and its standard Berry connection, which for a normalized eigenfunction \( |\psi\rangle \) is given by

\[
\mathbf{A} = -\text{Im} \langle \psi | \nabla_{\mathbf{k}} \psi \rangle. \tag{20}
\]

It can be shown that \( \langle \psi | \nabla_{\mathbf{k}} \psi \rangle \) is purely imaginary; inserting the imaginary part operator in Eq. (20) can simplify the bookkeeping by allowing us to drop real terms along the way as all such terms must cancel out in the end. It is convenient to work with a non-normalized eigenfunction \( |\psi\rangle \), for which an equivalent formula is

\[
\mathbf{A} = -\frac{\text{Im} \langle \psi | \nabla_{\mathbf{k}} \psi \rangle}{\langle \psi | \psi \rangle}. \tag{21}
\]

Here, our parameter space consists of \( (\xi, \zeta) \), and \( \nabla_{\mathbf{k}} = \hat{\mathbf{k}} \partial / \partial \xi + \hat{\mathbf{z}} \partial / \partial \zeta \).

The localization of the inner product weight function around \( s = 0 \) in Eq. (17) implies we only need the eigenfunction evaluated at \( s = 0 \), and we only require \( u(0) = 1 \) and \( u'(0) = \eta_2 \) from the Frobenius series. Moreover, the inner product also picks out \( f(0) = \xi \), and \( g(0) = \zeta \). For convenience, we state the regularized eigenfunctions evaluated at \( s = 0 \):

\[
\xi_2(0) = \ln \epsilon, \tag{22}
\]

\[
\eta_2(0) = -\frac{1}{\xi} \left[ \frac{1}{\eta_2} \ln \epsilon - i \left( \frac{1}{\epsilon} - \frac{\pi \eta_2}{2} \right) \right], \tag{23}
\]

\[
\zeta_2(0) = -\frac{\i}{\zeta \eta_2} \ln \epsilon, \tag{24}
\]

where we have used \( \text{Im}(\epsilon i) = \ln \epsilon + i \pi / 2 \approx \ln \epsilon \). We have kept the imaginary piece of the logarithm in \( \eta_2 \) for now because \( \eta_2 \) depends on \( \mathbf{k} \) and becomes large at certain angles, though we shall see later that it does not affect the final result and could be neglected. We also note that cancellation in \( \eta_2 \) has occurred between the third term and part of the second term of Eq. (15), after one substitutes the first term in the series for \( u \) and \( u' \). In Eqs. (22)–(24), all of the dependence on the magnetic shear is buried in \( \eta_2 \).

A straightforward calculation yields

\[
\langle \psi | \psi \rangle = \xi_2^*(0) \xi_2(0) + \eta_2^*(0) \eta_2(0) + \zeta_2^*(0) \zeta_2(0) \tag{25}
\]

\[
= \frac{1}{k_z^2} w, \tag{26}
\]

where

\[
w = \frac{u_{1a}^2 \ln \epsilon}{\epsilon} \left( 1 - \frac{\pi \eta_2}{2} \right)^2 + \frac{k_z^2}{k_z^2} \frac{\i}{\zeta \eta_2} \ln \epsilon + k_z^2 \ln \epsilon. \tag{27}
\]

We then compute

\[
\text{Im} \langle \psi | \nabla_{\mathbf{k}} \psi \rangle = \text{Im} \left[ \xi_2^*(0) \nabla_{\mathbf{k}} \xi_2(0) + \eta_2^*(0) \nabla_{\mathbf{k}} \eta_2(0) + \zeta_2^*(0) \nabla_{\mathbf{k}} \zeta_2(0) \right]. \tag{28}
\]

Since \( \nabla_{\mathbf{k}} \xi_2(0) = 0 \), and \( \zeta_2^*(0) \nabla_{\mathbf{k}} \xi_2(0) \) is real, the only contribution is from \( \eta_2 \) and is given by

\[
\text{Im} \left[ \eta_2^*(0) \xi_2(0) \right] = \frac{1}{k_z^2} \frac{\ln \epsilon}{\epsilon} \nabla_{\mathbf{k}} \eta_{1a}. \tag{29}
\]

Hence, the Berry connection is

\[
\mathbf{A} = -\frac{\ln \epsilon}{\epsilon} \frac{1}{w} \nabla_{\mathbf{k}} \eta_{1a}. \tag{30}
\]

The Berry connection determines the Berry curvature, given by

\[
\mathbf{F} = \nabla_{\mathbf{k}} \times \mathbf{A} = \frac{\ln \epsilon}{w^2} \nabla_{\mathbf{k}} w \times \nabla_{\mathbf{k}} \eta_{1a}. \tag{31}
\]

It is convenient to evaluate this expression in polar coordinates. Let \( k_\lambda = k \cos \varphi \) and \( k_\zeta = k \sin \varphi \). Noting that \( \eta_{1a} \) depends only on \( \varphi \) and not on \( k \), we find

\[
\nabla_{\mathbf{k}} \eta_{1a} = -\frac{\i}{k \eta_{2a}} \left( \frac{k_\lambda}{k_\zeta} \cos 2 \varphi - \frac{2}{k_\zeta} \cos \varphi \sin \varphi \right). \tag{32}
\]

Most of the terms in \( \nabla_{\mathbf{k}} w \) do not contribute to \( \mathbf{F} \). The first two terms on the right-hand side of Eq. (27) have no contribution because they yield terms proportional to \( \nabla_{\mathbf{k}} \eta_{1a} \). The third term also does not contribute because it only depends on \( \varphi \), and hence, like \( \nabla_{\mathbf{k}} \eta_{1a} \), its gradient is in the \( \hat{\varphi} \) direction. Only the last term on the right-hand side of Eq. (27) contributes. We obtain

\[
\mathbf{F} = -\frac{\ln \epsilon}{w^2} \frac{2 \Omega_{\alpha a}}{B_0^2} \frac{\cos 2 \varphi}{w^2} \left( \frac{k_\lambda}{k_\zeta} \cos 2 \varphi - \frac{2}{k_\zeta} \cos \varphi \sin \varphi \right)^2. \tag{33}
\]

Since \( \mathbf{F} \) is proportional to \( \Omega_{\alpha a} \), the Berry curvature vanishes in the absence of gravity. The Berry curvature is shown in Fig. 3(b). It is localized near the lines where \( (\omega_\perp^2)'_0 = 0 \), but the Berry curvature itself does not become singular for finite \( \epsilon \).

We compute the Chern number by integrating over the \((\xi, \zeta)\) plane as

\[
C = \frac{1}{2\pi} \int d\xi \, dk_\perp \mathcal{F}_\perp. \tag{34}
\]

The integral is evaluated in the \( \epsilon \to 0 \) limit in Appendix D.

The result is

\[
C = -\text{sgn}(\rho_\perp \mathcal{B}_\perp) \left( 1 - \frac{1}{\sqrt{1 + \frac{4\pi}{\xi^2}} \xi} \right). \tag{35}
\]

Remarkably, the \( \epsilon \) dependence has canceled out, leaving a finite result. This “Chern number” is in general not an integer. A noninteger integral of the Berry curvature has been observed in other continuum fluid models to be the result of an insufficiently smooth linear operator at small scales, leading to the inability to compactify the space \([44]\). This suggests that regularization of the ideal MHD linear operator at small scales could restore a proper integer Chern number. In the limit of strong magnetic shear, \( L_\perp \ll L_\parallel \), the second term in the parentheses vanishes and \( C = -\text{sgn}(\rho_\perp \mathcal{B}_\perp) \). In the opposite case of weak magnetic shear, \( L_\perp \gg L_\parallel \), Eq. (35) reduces to the topologically trivial \( C = 0 \).
As additional support for focusing on the first term in parentheses in Eq. (35), we observe that a Chern number

\[ C_{\text{mod}} = -\text{sgn}(\rho_0^\# g_L) \left( 1 - \frac{1}{\sqrt{1 + \frac{4\pi^2}{\rho_0^\# g_L}}} \right) . \]

Only the second term is affected compared with Eq. (35). Hence, the fact that the result should be independent of \( \alpha \) and \( \beta \) suggests the relative importance of the first term.

The Chern number depends on the sign of the magnetic shear. Therefore, the bulk-boundary correspondence principle implies that a mode will exist localized to a zero-shear layer that separates topologically distinct regions of positive and negative magnetic shear. That this mode indeed exists is shown in the next section.

Previous analyses of Eq. (4) in the vicinity of a maximum of \( \omega_A^2 \) have revealed a condition for an accumulation point of the discrete spectrum to occur [41]. Let \( x_\alpha \) be the location where \( \omega_A^2(x_\alpha, k_x, k_z) \) reaches a maximum for given \( k_x, k_z \). Such a maximum may be created by a minimum in the slab analog of the safety factor, \( B_I(x)/B_0(x) \). The condition for the maximum of \( \omega_A^2 \) to be an accumulation point is

\[ 2(k_x^2 + k_z^2)Q_x / \rho_0^\# (\omega_A^2)^{(3)}_{\text{max}} > 1/4 , \]

where \( Q_x = -\rho_0^\# g_L \) and a \( ^\# \) subscript denotes evaluation at \( x_\alpha \). This condition depends explicitly on the wave vector \( (k_x, k_z) \). A similar condition arises in a tokamak, with \( Q_x \) replaced by contributions due to energetic particles and toroidicity [17,18].

In contrast, the topological characterization here provides a different existence condition for interface modes, which apparently only requires nonzero \( \rho_0^\# g \) and makes no reference to wave vectors. Furthermore, in contrast to the local analysis just described, this conclusion is reached only by analyzing the Alfvén continuum away from the region of zero shear, and using the bulk-boundary correspondence principle to infer the existence of a mode if a zero-shear layer exists.

Before moving on from this section, we consider an additional question. Because the RSAE can also be described within reduced MHD, it is natural to ask if the same topology is found in reduced MHD. In Appendix E, we show that in contrast to MHD, within reduced MHD the Alfvén continuum has trivial topology. This result raises an apparent paradox: if the RSAE is associated with the nontrivial topology of the Alfvén continuum in MHD, how can it be reconciled that the RSAE is found in reduced MHD?

We resolve the apparent paradox as follows. The topology of the vector bundle is a global property of the eigenfunction on the entire \( k \) space. As we discuss in Sec. III C, the computed topology can be sensitive to details that do not affect the physical modes of interest in some local region of \( k \) space. Hence, although reduced MHD still contains the local-in-\( k \)-space analytic ingredients for the RSAE, approximating MHD down to reduced MHD alters the global topological structure of the Alfvén continuum. As shown in Appendix E, the approximation causing the difference in global topology is the neglect of perturbations parallel to the equilibrium magnetic field—a severe alteration to the description of the eigenfunction.

B. Numerical calculation of RSAE interface mode

We confirm the existence of the RSAE at the region of zero shear by numerically solving Eq. (1) directly as an eigenvalue equation using the code Dedalus [45]. We use \( B_0 = 5 \), \( B_z(x) = 1.52x - 1.216x^2 \), \( \rho(x) = \exp(-x^2/20) \), and \( g = 75 \). The boundary conditions are \( \xi(0) = \xi(1) = 0 \).

Figure 4 shows the numerical solution; see the caption for details. The numerical solution confirms that the RSAE is an eigenmode and exists at the layer where the magnetic shear vanishes. For this plot, we discretize \( k_x = n_x \Delta k_x \) with \( \Delta k_x = 10 \) and integer \( n_x \), and we hold constant \( k_z = 3 \). We observe that given \( (k_x, k_z) \), the frequency of the RSAE lies above the maximum of the Alfvén continuum frequency, and thus the factor \( P(x) \) in Eq. (5) is never zero, so the singularity is avoided. The frequency of the fundamental mode is shown. Solutions with additional spatial nodes may sometimes be found, and have frequency closer to the maximum of the continuum. For \( -3 \leq n_x \leq 0 \), no RSAE is found. In that range, \( \omega_A^2 \) inverts and forms a local minimum at \( x \approx 0.625 \) instead of a local maximum.

C. Compactness

Because the Chern number in Eq. (35) need not be an integer, a brief discussion of compactness is merited. The Chern theorem states that for a compact manifold, the integral of the Berry curvature is an integer. The wave vector space
of systems based on periodic lattices is also periodic and is therefore compact. In contrast, the continuum structure of fluid models means that wave vector space extends to infinity and is not compact. That is, because the unit cell size is zero in a fluid, there is no finite Brillouin zone. Because the wave vector space is not compact, the Chern theorem does not apply and one is not guaranteed an integer result for the integral of the Berry curvature integral.

Various ways for dealing with the lack of compactness in continuum models have been discussed [44,46,47]. If the integral of the Berry curvature turns out to not be an integer, one can perform a sort of regularization of the problem at small scales, which allows the space to be compactified, for instance, to the Riemann sphere. One physically motivated regularization is based on the idea that at sufficiently small scales such as lengths shorter than the interparticle spacing, the continuum description is no longer physically valid [44]. An ad hoc regularization to the fluid system at arbitrarily small scales can emulate this behavior and restore compactness and an integer Berry curvature integral.

On the other hand, compactness is a property that simplifies the discussion, but may not matter for practical purposes. In particular, an ad hoc fix at small scales that enables compactification may not necessarily affect whether an edge mode exists at an interface between topologically distinct regions. For example, in Ref. [11], interface modes at the boundary between gaseous plasma and vacuum can be found regardless of whether a regularization is applied at arbitrarily small scales.

From a theoretical viewpoint, an index theorem relating an analytical index and topological index continues to hold for noncompact manifolds, but there will be additional boundary terms that must be accounted for. See, e.g., Sec. 8 of Ref. [48]. From this point of view, noninteger integrals of the Berry curvature are likely related to boundary data arising from the infinite wave vectors.

The application of these ideas to understanding the topology of the continuous spectrum of MHD in more detail will be undertaken in future work. Most likely, a complete and rigorous understanding of this point will require more microscopic physics to be brought in. A partial investigation is explored in Sec. V.

IV. TIME-REVERSAL SYMMETRY IN MHD

If one considers time-reversal symmetry in ideal MHD, a counterintuitive mathematical behavior arises. Consider the standard time-reversal (TR) transformation $T$, which acts in the following way:

$$
T : t \mapsto -t, \quad v \mapsto -v, \quad B \mapsto -B,
$$

and all other variables, including $x$, $p$, and $\rho$, remain unchanged. Under $T$, the nonlinear ideal MHD equations (A1)–(A4) are invariant.

In many situations of interest, an external magnetic field is applied, whose generating current should be regarded as extrinsic to the system under study. The magnetic field can be written as $B = B_s + B_e$, where $B_s$ is the applied field. Under $T$, $B$ changes sign and $B_s$ does not change sign. Hence, in the presence of an externally applied magnetic field, ideal MHD is not invariant under time-reversal transformation $T$.

We can, however, define a modified TR transformation $T'$ in which the magnetic field does not change sign, and under which ideal MHD is invariant. In actuality $T'$ is just $CT$, the composition of charge conjugation and time reversal, since charge conjugation acts to reverse the sign of $B$. $T'$ acts as

$$
T' : t \mapsto -t, \quad v \mapsto -v,
$$

and $B$, $x$, $p$, and $\rho$ are unchanged. Then Eqs. (A1)–(A4) are invariant under $T'$, even in the presence of an externally applied magnetic field.

Physically, MHD can be invariant under $T'$ because electrons are not explicitly modeled within MHD, and the MHD current is therefore decoupled from the MHD fluid velocity. Unlike in classical electrodynamics, in which the current is proportional to the particle velocity, in MHD the current and the magnetic field need not transform like the fluid velocity.

We turn from the nonlinear ideal MHD equations to the linearized equations about a static equilibrium. The linearized equations are given in Eqs. (A6)–(A9). The equilibrium magnetic field $B_0$ behaves like an external field with respect to the perturbation variables. Hence, under a transformation $T$ in which $t$, $v_1$, and $B_0$ change sign, the linearized MHD equations are not invariant. But under $T'$ in which $t$ and $v_1$ change sign but $B_0$ does not, linearized MHD is invariant. Linearized ideal MHD can also be recast in terms of the fluid displacement variable $\xi$, as given in Eq. (A10). This equation is also invariant under $T'$, in which $t$ changes sign but neither $x$ nor $\xi$ changes sign.

The existence of a TR transformation $T'$ under which the linearized ideal MHD equations are invariant suggests a paradox. A standard result is that TR invariance implies that the Berry curvature satisfies

$$
\mathcal{F}(-k) = -\mathcal{F}(k).
$$

Hence, the Chern number, which is the integral of $\mathcal{F}$, would integrate to zero because the contribution of each $k$ would be canceled out by its partner wave vector $-k$. We seem to have a contradiction. Linearized ideal MHD is TR invariant, yet we have calculated a nonzero Chern number.

The resolution of the apparent paradox is our regularization of the problem. First we note that we did not regularize the equations themselves, but rather the eigenfunction, in which we set $s \to s + \epsilon i$. This is effectively equivalent to adding a damping parameter for $\epsilon > 0$, so we would expect this regularization to break TR invariance. The regularized eigenfunction becomes $\xi = \eta(s) \ln(s + i\epsilon) + \psi(s)$. In Fourier space, time reversal can be effected by setting $k \mapsto -k$ and applying complex conjugation. Complex conjugation after regularization clearly breaks TR invariance of the eigenfunction.

The phenomenon of Landau damping provides an illuminating analog. A Fourier transform of the collisionless Vlasov equation with real frequency leads to singularities at velocities $v = \omega/k$. It has long been recognized that the more mathematically rigorous way to handle the problem is to approach it as an initial-value problem and apply a Laplace transform instead of a Fourier transform, which directly leads to the recovery of Landau damping [49]. However, even within a Fourier transform, it can be shown that a continuous spectrum
exists, the so-called Case–Van Kampen modes, each of which is undamped [50, 51]. Any physical mode must consist of an infinite number of such modes, and the phase mixing of different frequencies leads to Landau damping in an alternate guise. To complete matters, there is a third way to recover Landau damping: we can return to the naïve Fourier transform with singularities at $\omega/k$. If one inserts a regularization parameter tending to zero, denoted by $0^+$, into the frequency such that $\omega \rightarrow \omega - 0^+$, the singularity is eliminated and one recovers the Landau damping rate [52]. Landau damping occurs within a TR-invariant system.

The ideal MHD spectrum is similar. Linearized ideal MHD, like the collisionless Vlasov equation, is TR invariant and contains a continuous spectrum. Any physical initial condition would consist of an infinite number of the continuum eigenfunctions, and phase mixing leads to a “decay” in time [14–16]. Just as a damping parameter for regularization can be used in the Vlasov problem to obtain the correct answer for Landau damping, a regularization parameter within a Fourier transform formalism has been used within ideal MHD for similar purposes.

These analogs provide some motivation for using this type of TR-breaking regularization. Moreover, the model of ideal MHD plus $0^+$ damping might be considered more physical than ideal MHD itself, so should perhaps be preferred if the two give different answers. In the next section, we consider an alternate approach and use a model with additional microscopic electron physics compared to MHD that leads to a more natural breaking of TR symmetry.

V. HALL MHD AND ELECTRON MHD

As discussed in Sec. III C, the noninteger Chern numbers found in Sec. III A may result from insufficiently smooth small-scale behavior of the MHD model. MHD is the theory of a conducting fluid and focuses on the ions, which carry almost all of the mass and momentum of a fluid. MHD is a useful description of large scales, but does not provide the correct small-scale physics. Hall MHD is an extension of MHD that incorporates additional electron dynamics and provides one possibility of resolving the smaller scales [53]. The purpose of this section is to explore whether Hall MHD provides a proper regularization of MHD to resolve the noninteger Chern numbers. Tentatively, it appears the answer is yes.

Hall MHD is described by the same equations as MHD, Eqs. (A1)–(A4), except that Eq. (A4) is replaced by

$$\frac{\partial \mathbf{B}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}) - \nabla \times \left( \frac{\mathbf{J}}{n_e} \times \mathbf{B} \right),$$

where $\mathbf{J} = \nabla \times \mathbf{B}$ is the current density and $n_e$ is the electron density. This equation has the additional Hall term proportional to $\mathbf{J} \times \mathbf{B}$ compared to Eq. (A4). This equation can be obtained by combining the electron momentum equation (with electron inertia neglected) and Faraday’s law [53].

The Alfvén continuum is resolved into discrete modes in Hall MHD [54, 55]. Mathematically, the Alfvén continuum appears in MHD because the highest-order derivative vanishes on surfaces where the frequency is equal to the local Alfvén frequency, as in Eq. (4). The inclusion of Hall physics coupled to sound waves adds a higher-order derivative. An alternative way to resolve the singularity is through inclusion of kinetic effects, where the shear Alfvén wave becomes the kinetic Alfvén wave at scales comparable to the ion gyroradius [56–58].

In Sec. IV, we noted a peculiarity of ideal MHD, that it is invariant with respect to a modified time-reversal transformation that does not change the sign of $\mathbf{B}$. Inclusion of electron physics into Hall MHD breaks this property. The Hall induction equation (41) is only invariant to the standard TR transformation in which $\mathbf{B}$ changes sign, and it is not invariant under the modified transformation $T'$ in which $\mathbf{B}$ does not change sign. Furthermore, in the presence of an applied magnetic field, there is no longer any TR symmetry in Hall MHD, which contrasts with the behavior in MHD.

To simplify our analysis, rather than deal with Hall MHD in full, we consider a limit known as electron MHD. Electron MHD treats ions as a fixed stationary background and focuses on the physics provided by the electrons [53, 59] as well as the effects of breaking TR symmetry. Hence, the physics is only valid for timescales shorter than ion times, and length scales shorter than ion lengths. In a collisionless plasma, electron MHD is not valid for very small length scales, as the physical model breaks down, for example due to the presence of electron cyclotron orbits. Our purpose here is not to describe the full, overall behavior of a plasma, but to examine the characteristics of the dispersion relation on scales smaller than MHD, and how that might affect the topology.

The electron MHD equation is given by Eq. (41) with fixed ions, $\mathbf{v} = 0$,

$$\frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \left( \frac{\mathbf{J}}{n_e} \times \mathbf{B} \right) - \frac{1}{n_e} \nabla \times (\mathbf{J} \times \mathbf{B}) + \frac{1}{n_e^2} \nabla n_e \times (\mathbf{J} \times \mathbf{B}).$$

The first term on the right-hand side of this equation describes whistler waves, and the second term describes Hall drift waves [53], which depends on nonzero $\nabla n_e$.

We will consider linear dynamics about a static plasma equilibrium. As in Secs. II and III, we consider a background magnetic field,

$$\mathbf{B}_0 = B_0 \left( \hat{z} + \frac{x}{L_s} \hat{y} \right).$$

The current is then proportional to the magnetic shear,

$$\mathbf{J}_0 = \frac{B_0}{L_s} \hat{z}.$$  

Consider a plasma in force balance equilibrium. Now, we suppose we are looking at a region of space confined within $|x| \ll L_s$. This assumption enables us to set $x/L_s$ to zero, yielding $\mathbf{B}_0 = B_0 \hat{z}$ and $\mathbf{J}_0 = B_0/L_s \hat{z}$. Thus, we have made the standard local approximation of taking both $\mathbf{B}_0$ and its gradient to be spatially uniform. This procedure removes inhomogeneity in our specification of the problem, allowing us to use standard Fourier analysis. Additionally, we see that the equilibrium is force-free within this approximation, $\mathbf{J}_0 \times \mathbf{B}_0 = 0$. Note that magnetic shear is included in this homogeneous formulation. That this can occur within electron MHD stands in contrast
with the situation in MHD, where it is not possible to include magnetic shear in a formulation within a homogeneous fluid.

By considering only $x/L_s \ll 1$, we are effectively restricting ourselves to wave vectors with $k_s L_s \gg 1$. Hence, we are zooming in on a particular magnetic surface, as we did in Sec. II.

With $\nabla n_e = 0$, the linearized electron MHD equation is

$$\frac{\partial B_i}{\partial t} = -\frac{1}{n_i e} \nabla \times (J_i \times B_0 + J_0 \times B_i).$$

(45)

Using Fourier analysis with $\partial_t \to -i \omega$ and $\nabla \to ik$, this equation written out in Cartesian components becomes

$$\omega \begin{bmatrix} B_{1x} \\ B_{1y} \end{bmatrix} = H \begin{bmatrix} B_{1x} \\ B_{1y} \end{bmatrix},$$

(46)

where the Hermitian linear operator $H$ is

$$H = \frac{v_A c}{\omega_{pi}} \begin{bmatrix} \frac{k_z}{L_z} & -ik^2 & ik_y k_z \\ ik^2 & \frac{k_y}{L_y} & -ik_z k_y \\ -ik_y k_z & ik_z k_y & \frac{k_z}{L_z} \end{bmatrix}.$$ 

(47)

$v_A$ is the Alfvén speed, $c$ is the speed of light, $\omega_{pi} = (n_i q_i^2 / e_0 m_i)^{1/2}$ is the ion plasma frequency, and $c/\omega_{pi}$ is the ion skin depth.

We proceed to find the eigenvalues and eigenvectors of $H$. The magnetic shear appears only on the diagonal in the form $k_z/L_z$, and so gives a frequency shift. The frequency roots are given by

$$\omega_0 = \frac{v_A c k_z}{\omega_{pi} L_z},$$

$$\omega_{\pm} = \frac{v_A c (k_z \pm k_y)}{\omega_{pi} L_z},$$

(48)

(49)

where $k^2 = k_x^2 + k_y^2 + k_z^2$. For $k \approx k_z \hat{z}$, we recover the whistler wave dispersion relation in $\omega_{\pm}$, valid in the intermediate regime between the ion and electron cyclotron frequencies. The frequency bands are shown in Fig. 5.
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FIG. 5. Dispersion relation of the three frequency bands in electron MHD as a function of $k_z = \pm \sqrt{k_x^2 + k_y^2}$. For this figure, $v_A c/\omega_{pi} = 1$, $k_z = 1$, and $L_z = 2$.

The non-normalized eigenmode $|\psi_0\rangle$ corresponding to $\omega_0$ is

$$|\psi_0\rangle = \begin{bmatrix} k_x \\ k_y \\ k_z \end{bmatrix}.$$ 

(50)

Similarly, the eigenmode $|\psi_+\rangle$ corresponding to $\omega_+$ is

$$|\psi_+\rangle = \begin{bmatrix} k_x k_z - i k_y k_z \\ k_x k_z + i k_y k_z \\ -k_z^2 \end{bmatrix}.$$ 

(51)

The eigenmode for $\omega_-$ can be found similarly.

We analyze the topology of the frequency bands. The analysis turns out to be similar to the physically distinct problem of shallow water waves [8]. Because the components of $|\psi_0\rangle$ are all real and do not change phase with $k$, the middle branch of the dispersion curve is topologically trivial. We next consider the upper frequency band; the lower band is analogous. We consider a spherical surface in $k$ space, parametrized by the two angles $\theta$ and $\phi$ in the standard spherical coordinates with $k_z = k \sin \theta \cos \phi$, $k_y = k \sin \theta \sin \phi$, and $k_x = k \cos \theta$. The eigenvector $|\psi_+\rangle$ becomes, after normalizing,

$$|\psi_+\rangle(\theta, \phi) = \frac{1}{\sqrt{2}} \begin{bmatrix} \cos \theta \cos \phi - i \sin \phi \\ \cos \theta \sin \phi + i \cos \phi \\ -\sin \theta \end{bmatrix}.$$ 

(52)

This vector field contains a singularity at the north and south poles, which we momentarily ignore. Using the gradient in spherical coordinates $\nabla k = \hat{\theta} k^{-1} \partial_\theta + \hat{\phi} (k \sin \theta)^{-1} \partial_\phi$, we have

$$\nabla k |\psi_+\rangle = -\frac{1}{k} \begin{bmatrix} \sin \theta \cos \phi \\ \sin \theta \sin \phi \\ \cos \theta \end{bmatrix} + \hat{\phi} \frac{1}{k \sin \theta} \begin{bmatrix} -\cos \theta \sin \phi - i \cos \phi \\ \cos \theta \cos \phi - i \sin \phi \\ 0 \end{bmatrix}.$$ 

(53)

Hence, with the standard inner product, the Berry potential for this band is given by

$$A_+ = \frac{\cos \theta}{k \sin \theta} \hat{\phi}.$$ 

(54)

The Berry curvature is then given by

$$F_+ = -\frac{\hat{k}}{k^2}.$$ 

(55)

This is the field of a monopole located at the origin. By the spherical symmetry of the Berry curvature, we see there are no problems at the poles. Hence, any closed surface containing the origin has a Chern number of $-2$.

We can also consider the Chern number of the $(k_x, k_y)$ plane with $k_z$ fixed. The details of the calculation are straightforward and are omitted. On this surface, the Berry curvature is given by $F_+ = -\frac{2k_z}{k^3}$ [which is merely the z component of the Berry curvature in Eq. (55)], and the Chern number after integrating over the $(k_x, k_y)$ plane is $C = -\text{sgn}(k_z)$. This is consistent with the previous result, if we consider a closed cylindrical surface consisting of the $(k_z, k_y)$ planes at heights...
±k_o with radius tending to infinity. The flux of Berry curvature through the sides of the cylinder is zero, and the total Chern number, with contributions from the planes at ±k_o, is −1 − 1 = −2. In a completely analogous way, we can calculate the Chern number of the (k_y, k_z) plane with k_x fixed to be C = −sgn(k_x).

We conclude that there are integer Chern numbers for all three bands of the electron MHD description. The whistler band has nontrivial topology. Interestingly, the Chern number is independent of the magnetic shear. These findings provide evidence that inclusion of more detailed microscopic physics in the MHD calculation of Sec. III could result in an integer Chern number. We suggest a possibility for how this may work. At the large scales where ion physics dominate, there is a nontrivial contribution to the Chern number that depends on the sign of the magnetic shear. This is the piece derived above in Eq. (35). The noninteger piece of that Chern number may arise due to compactification issues at small scales in MHD. But instead of using MHD at infinite k, we can consider a more realistic model. The electron MHD model here, which is valid at intermediate k but not strictly valid at very small k (where ion physics reigns) or very large k in collisionless regimes (where electron cyclotron orbits matter), shows that instead of a noninteger piece, one gets an integer contribution, and in particular one that does not depend on the sign of the magnetic shear.

This description, while attractive, comes from considering the ion scales and the electron scales separately. To be more rigorous, it would be valuable to use a single mathematical description that captures ion and electron scales simultaneously. This is outside the scope of the present work but provides a direction for the future.

We finish this section by returning to our earlier assumption of neglecting \( \nabla n_e \). If we include it in our analysis, taking \( \nabla n_e = 0 \), we obtain a linear operator in place of \( H \),

\[
H' = \frac{\nabla A}{\alpha pi} \left[ \begin{array}{ccc}
\frac{\kappa y}{i\kappa y} & -i\kappa z & \kappa y \\
\frac{\kappa z}{-i\kappa y} & \frac{\kappa y}{\kappa z} & -i\kappa y \\
-i\kappa z & -i\kappa y & \frac{\kappa z}{\kappa z} + \frac{\kappa y}{\kappa y}
\end{array} \right].
\]

Hence, for nonzero \( \nabla n_e \) the linear operator is no longer Hermitian. One could then apply the theory of topology for non-Hermitian Hamiltonians [60,61], which is another potential direction for future research.

VI. DISCUSSION

In summary, we have demonstrated that the continuous spectrum of an ideal MHD fluid possesses nontrivial topology. Because the continuous spectrum is associated with singular eigenfunctions, the 3D plasma breaks up into layers of 2D magnetic surfaces that are considered individually. Regularization was required to deal with the improper eigenfunctions. In the presence of magnetic shear, we have found a nonzero Chern number of the Alfvén continuum on a given magnetic surface. The Chern number depends on the sign of the magnetic shear. By appealing to the bulk-boundary correspondence, modes are expected to occur in a plasma where the shear changes sign. Such modes are confirmed numerically. This result adds to the growing understanding of the role of topology in fluids.

Our work therefore suggests that these reversed-shear Alfvén eigenmodes, which have been observed in tokamaks, may have topological character. An intriguing possibility raised by this work is that RSAEs may be topologically robust in the presence of three-dimensional perturbations such as magnetic islands. This is far from certain, however, and further investigation of RSAEs and topological phenomena is needed. Full consideration of the details of toroidal geometry, such as the toroidicity-induced band gaps in the Alfvén continuum spectrum in which the RSAEs reside, are left for future work. More broadly, this work raises the possibility that fusion devices might be carefully tailored to produce other topological states with potentially useful behavior.

These findings also provide potential research directions in astrophysics and space physics. Alfvén waves can play an important role in solar physics [39,40], and whether manifestations of topological physics are important in that setting is an unresolved question. Additionally, whistler waves guided by magnetic fields commonly occur in the ionosphere of Earth and other planets. In attempting to understand how microscopic physics might regularize MHD, we were motivated to consider electron MHD, which ignores ion dynamics and focuses on electrons. Whistler waves are contained within electron MHD, and in Sec. V we showed that within electron MHD the whistler band has nontrivial topological phase. Further investigations of the whistler band could prove fruitful.
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APPENDIX A: IDEAL NONLINEAR AND LINEAR MHD

In this section, we briefly review the most relevant facets of MHD. The nonlinear ideal MHD equations are given by the continuity equation, the momentum equation, the energy equation, and the induction equation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \quad (A1)
\]

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla p + \mathbf{J} \times \mathbf{B} - \rho \nabla \Phi, \quad (A2)
\]
\[ \frac{\partial p}{\partial t} + v \cdot \nabla p + \gamma p \nabla \cdot v = 0, \quad \text{(A3)} \]

\[ \frac{\partial B}{\partial t} = \nabla \times (v \times B). \quad \text{(A4)} \]

Here, \( \Phi \) is an external gravitational potential and \( J = \nabla \times B \) is the current density (units are taken such that the permeability of free space \( \mu_0 \) is equal to 1).

These equations can be linearized around an inhomogeneous plasma equilibrium to obtain the equations determining the behavior of perturbations. We assume the equilibrium is at rest. The equilibrium condition is determined by force balance,

\[ -\nabla p + J \times B - \rho \nabla \Phi = 0. \quad \text{(A5)} \]

The linearized MHD equations about a static equilibrium are

\[ \frac{\partial \rho_1}{\partial t} = -\nabla \cdot (\rho_0 v_1), \quad \text{(A6)} \]

\[ \rho_0 \frac{\partial v_1}{\partial t} = -\nabla p_1 + (\nabla \times B_1) \times B_0 \]
\[ + (\nabla \times B_0) \times B_1 - \rho_1 \nabla \Phi, \quad \text{(A7)} \]

\[ \frac{\partial p_1}{\partial t} = -v_1 \cdot \nabla p_0 - \gamma p_0 \nabla \cdot v_1, \quad \text{(A8)} \]

\[ \frac{\partial B_1}{\partial t} = \nabla \times (v_1 \times B_0). \quad \text{(A9)} \]

It is possible to write all of the perturbed quantities \( \rho_1, v_1, \) and \( B_1 \) in terms of the fluid displacement vector \( \xi \), which satisfies \( \partial \xi / \partial t = v_1 \). The linearized ideal MHD equation for \( \xi \) is given by

\[ \rho \frac{\partial^2 \xi}{\partial t^2} = F(\xi), \quad \text{(A10)} \]

where

\[ F(\xi) = -\nabla p_1 - B \times (\nabla \times B_1) \]
\[ + (\nabla \times B) \times B_1 + (\nabla \Phi) \nabla \cdot (\rho \xi), \quad \text{(A11)} \]

the quantities \( B, p, \) and \( \rho \) without subscripts refer to the equilibrium variables, and the perturbed magnetic field and pressure are given in terms of \( \xi \) by

\[ B_1 = \nabla \times (\xi \times B), \quad \text{(A12)} \]

\[ p_1 = -\gamma p \nabla \cdot \xi - \xi \cdot \nabla p. \quad \text{(A13)} \]

It is a celebrated result of MHD theory that the force operator \( F \) is self-adjoint [62]. That is, given any two allowed displacements \( \xi \) and \( \eta \),

\[ \int d\mathbf{x} \eta^* \cdot F(\xi) = \int d\mathbf{x} \xi^* \cdot F(\eta). \quad \text{(A14)} \]

If one assumes normal modes with oscillatory dependence, \( \xi \sim e^{-i\omega t} \), then Eq. (A10) becomes

\[ -\rho \omega^2 \xi = F(\xi). \quad \text{(A15)} \]

The self-adjointness of \( F \) guarantees that \( \omega^2 \) is real.

**APPENDIX B: LINEARIZED MHD EQUATIONS IN A SLAB**

We consider an inhomogeneous slab, where equilibrium quantities depend only on \( x \). The magnetic field is \( B(x) = B_x(x) \hat{\mathbf{e}}_x + B_z(x) \hat{\mathbf{e}}_z \), such that magnetic surfaces are planes of constant \( x \). The acceleration due to gravity is taken to be \( -g \hat{\mathbf{e}}_z \), where \( g \) is constant. The force balance condition of Eq. (A5) becomes

\[ \frac{d}{dx} \left( p + \frac{1}{2} B^2 \right) = -\rho g. \quad \text{(B1)} \]

Because the equilibrium is homogeneous in \( y \) and \( z \), we may Fourier transform the perturbations such that \( \xi(x) = \hat{\xi}(x)e^{i(k_y y + k_z z)} \). Rather than using the Cartesian components \( (\hat{\xi}_x, \hat{\xi}_y, \hat{\xi}_z) \), it is more natural to use a projection onto vectors defined relative to the magnetic field. We project onto the position-dependent, orthogonal basis \( (\hat{\mathbf{e}}_x, \hat{\mathbf{e}}_\perp(x), \hat{\mathbf{b}}(x)) \), where \( \hat{\mathbf{b}}(x) = B / B \) and \( \hat{\mathbf{e}}_\perp(x) = \hat{\mathbf{b}} \times \hat{\mathbf{e}}_x \). We define

\[ \hat{\xi}(x) \doteq \xi \cdot \hat{\mathbf{e}}_x, \quad \text{(B2a)} \]

\[ \eta(x) \doteq \xi \cdot \hat{\mathbf{e}}_\perp, \quad \text{(B2b)} \]

\[ \zeta(x) \doteq \xi \cdot \hat{\mathbf{b}}, \quad \text{(B2c)} \]

In this projection, Eq. (A15) becomes

\[ -\rho \omega^2 \xi_x = \left[ f(y p + B_x^2) \xi_x \right]' - f' B_x^2 \xi_x + [g(y p + B_x^2)] y \eta_x + \rho g \eta_x + (g f p \zeta_x)' + f \zeta_x, \quad \text{(B3a)} \]

\[ -\rho \omega^2 \eta_x = -g(y p + B_x^2) \xi_x + \rho g \xi_x - \left[ g^2 (y p + B_x^2) + f^2 B_x^2 \right] \eta_x - g f y \zeta_x, \quad \text{(B3b)} \]

\[ -\rho \omega^2 \zeta_x = -f g p \xi_x + \rho f \xi_x - f g y \eta_x - f^2 g y \zeta_x, \quad \text{(B3c)} \]

where \( f \doteq (k_x B_z + k_z B_x) / B \), \( g \doteq (k_x B_z - k_z B_x) / B \), and \( \omega^2 \) are the parallel and the signed perpendicular wave numbers. For a complete derivation of this wave equation, see the details leading up to Eq. (7.89) in Ref. [41].

Equation (1) is obtained from Eq. (B3) by making the low-plasma-beta approximation. In other words, the plasma pressure is assumed to be much smaller than the magnetic

\[ 03425-11 \]
pressure, or equivalently, the sound speed is assumed much smaller than the Alfvén speed.

APPENDIX C: FROBENIUS SERIES

In this section, we will determine the Frobenius series solution to the differential equation (4) for \( \xi \) to find the leading-order behavior. We consider a particular surface \( x_0 \) and define \( s = x - x_0 \). We rewrite Eq. (4) as

\[
\xi'' + \frac{p(s)}{s} \xi' - \frac{q(s)}{s^2} \xi = 0, \quad (C1)
\]

where

\[
p(s) = \frac{sP'(s)}{P(s)}, \quad (C2)
\]

\[
q(s) = \frac{s^2 Q(s)}{P(s)}, \quad (C3)
\]

and a prime denotes a derivative with respect to \( s \). Because \( P \) is proportional to \( \omega^2 - \omega^2_A \), the differential equation has a regular singular point at a location when \( \omega^2_A = \omega^2 \). We assume that \( k_x, k_z \), and \( \omega^2 \) are chosen such that \( \omega^2_A = \omega^2 \) at \( s = 0 \). We are concerned with the behavior near \( s = 0 \). For a given \( k_x \) and \( k_z \), we assume \( (\omega^2_A)'_0 \neq 0 \), where a 0 subscript on any quantity means that it is evaluated at \( s = 0 \). We can expand

\[
\omega^2 - \omega^2_A = - (\omega^2_A)'_0 s + O(s^2). \quad (C4)
\]

Substituting this expression and \( \omega^2 = (\omega^2_A)_0 + s^2 v_A^2 \) into Eq. (5), we find

\[
P(s) = \frac{\rho_0 (\omega^2_A)'_0}{g_0} s + O(s^2). \quad (C5)
\]

Similarly, from Eq. (6) we obtain

\[
Q(s) = Q_0 + O(s), \quad (C6)
\]

where

\[
Q_0 = Q_{0a} + n Q_{0b}, \quad (C7)
\]

\[
Q_{0a} = -\rho_0 \hat{g}, \quad (C8)
\]

\[
Q_{0b} = \frac{\rho_0 \hat{g}}{g_0 v_A^2} (\omega^2_A)'_0, \quad (C9)
\]

Splitting \( Q_0 \) into two terms will be useful later. Substituting these expressions into Eqs. (C2) and (C3), we obtain

\[
p(s) = 1 + O(s), \quad (C10)
\]

\[
q(s) = \frac{g_0^2 Q_0}{\rho_0 (\omega^2_A)'_0} s + O(s^2), \quad (C11)
\]

confirming that \( p(s) \) and \( q(s) \) are analytic at \( s = 0 \).

We use the method of Frobenius to obtain a solution to Eq. (C1) in the neighborhood of \( s = 0 \). We assume a series

\[
\xi(s) = s^p \sum_{n=0}^{\infty} h_n s^{n+\nu}, \quad (C12)
\]

and also let \( p = \sum p_n s^n \) and \( q = \sum q_n s^n \). Using these series in Eq. (C1), and that \( p_0 = 1 \) and \( q_0 = 0 \), then balancing powers of \( s \), we obtain the two lowest-order equations,

\[
v^2 u_0 = 0, \quad (C13)
\]

\[
[v(v + 1) + 1] u_1 = q_1 u_0. \quad (C14)
\]

Hence, we have the repeated indicial exponent \( v = 0 \). One solution is therefore given by

\[
\xi_1(s) = u(s) = 1 + u_1 s + O(s^2), \quad (C15)
\]

where we have set \( u_0 \) to 1. Moreover, Eq. (C14) determines \( u_1 \) as

\[
u_1 = q_1 = \frac{g_0^2 Q_0}{\rho_0 (\omega^2_A)'_0}. \quad (C16)
\]

As with \( Q_0 \), it is convenient to split \( u_1 \) into the sum of two terms, and we have

\[
u_1 = u_{1a} + u_{1b}, \quad (C17)
\]

where

\[
u_{1a} = \frac{g_0^2 Q_{0a}}{\rho_0 (\omega^2_A)'_0}, \quad (C18)
\]

\[
u_{1b} = \frac{\hat{g}}{v_A^2}. \quad (C19)
\]

Because of the repeated indicial exponent, a second linearly independent solution has the form

\[
\xi_2(s) = u(s) \ln s + v(s), \quad (C20)
\]

where \( v(s) \) is analytic at \( s = 0 \). The logarithmic singularity in \( \xi_2 \) dominates the behavior near \( s = 0 \), and we will not need any terms in the series for \( u \) beyond \( u_1 \). The topology of the magnetic surface at \( s = 0 \) is determined by \( u_{1a} \), and all higher-order terms are subdominant, as are all the terms in \( v(s) \).

APPENDIX D: EVALUATING THE CHERN INTEGRAL

In this section, we evaluate the Chern integral of Eq. (34), restated here:

\[
C = \frac{1}{2\pi} \int d\kappa_x d\kappa_z F_x. \quad (D1)
\]

This entails integrating the Berry curvature \( F_x \) [given in Eq. (33)] over the \((k_x, k_z)\) plane to obtain the Chern number. We work in polar coordinates with \( k_x = k \cos \varphi \) and \( k_z = k \sin \varphi \). We observe that the only \( k \) dependence in \( F_x \) occurs within \( w \) [given in Eq. (27)], which has the form

\[
w_1 = u_{1a} \ln^2 \epsilon + \left( \frac{1}{\epsilon} - \frac{\pi u_{1a}}{2} \right)^2 + \cos^2 \varphi \frac{\hat{g}^2}{\sin^2 \varphi} v_A^2 \ln^2 \epsilon, \quad (D2)
\]

\[
w_2 = \cos^2 \varphi \ln^2 \epsilon. \quad (D3)
\]

The integral over \( k \) is straightforward,

\[
\int_0^{\infty} dk k w^2 = \frac{1}{2w_1 w_2}. \quad (D4)
\]
What remains is the angle integral. To make the manipulations more convenient, we define the following quantities:

\[ n_1 \doteq \frac{Q_{\omega a}}{B_0}, \quad n_2^2 \doteq \frac{\delta^2}{v_{A0}^2}, \quad m_1 \doteq \frac{2}{L_i}, \]  

We now evaluate \( I \) as a function of \( n_1, n_2, m_1, \) and \( m_2 \) in the limit \( \epsilon \rightarrow 0 \). In this limit, the \( \epsilon m_1 \cos^2 \varphi \) term in the denominator can be neglected.

For small \( \epsilon \), the dominant contribution to \( I \) arises near the angles where \( \gamma(\varphi) \) vanishes, which occurs when \( \sin \varphi = 0 \) and \( \tan \varphi = m_1/m_2 \). For example, see the plot of the Berry curvature in Fig. 3(b). Near the resonance peaks where \( \gamma(\varphi) \) vanishes, the integrand can be approximated as a Lorentzian.

The angles that provide the dominant contribution are the same as those in which \((a_2^2)^2 \epsilon = 0\) and the Frobenius solution of Eq. (10) breaks down; see Fig. 3(a). However, these lines on which the Frobenius solution is invalid are points of measure zero in the area integral and do not pose an impediment to evaluating the integral. As pointed out previously, the Berry curvature is finite and continuous.

Let us first consider the resonance peaks where \( \sin \varphi = 0 \). We calculate the contribution due to the region around \( \varphi = 0 \); the contribution from near \( \varphi = \pi \) is identical. Near \( \varphi = 0 \), we approximate \( \sin \varphi \approx \varphi \) and \( \cos \varphi \approx 1 \). Keeping the dominant terms, the contribution from \( \varphi \) near zero is given by

\[ I_1 = m_1 \int_{-\Delta}^{\Delta} \frac{d\varphi}{n_1^2 + n_2^2 m_1^2} \epsilon^2 \ln^2 \epsilon + m_1^2 \psi^2 \]  

where

\[ m_2 \doteq \frac{1}{L_i}, \]  

\[ \gamma(\varphi) \doteq m_1 \cos \varphi \sin \varphi - m_2 \sin^2 \varphi. \]  

After some algebra, we find that (D1) becomes

\[ C = -\frac{\epsilon \ln \epsilon}{2\pi} n_1 I, \]  

for some width \( \Delta \) around \( \varphi = 0 \). In this form, we can extend the limits on the integral to infinity and use the Lorentzian integral

\[ \int_{-\infty}^{\infty} dx \frac{1}{a_1^2 + a_2^2 x^2} = \frac{\pi}{|a_1 a_2|}, \]  

Hence, we find

\[ I_1 = \frac{\pi}{\epsilon \ln \epsilon} \frac{\text{sgn}(m_1)}{\sqrt{n_1^2 + n_2^2 m_1^2}}. \]  

Next, we consider the contribution to \( I \) from the resonance peaks where \( \tan \varphi = m_1/m_2 \). We consider the contribution \( I_2 \) from the region around \( \varphi_0 = \tan^{-1}(m_1/m_2) \); the contribution from \( \varphi_0 + \pi \) is identical. It is convenient to rewrite the integrand by dividing numerator and denominator by \( \cos^2 \varphi \) and, we have

\[ I_2 = \int_{\varphi_0 - \Delta}^{\varphi_0 + \Delta} \frac{d\varphi}{n_1^2 + n_2^2 (m_1 - m_2 \tan \varphi)^2} \epsilon^2 \ln^2 \epsilon + \tan^2 \varphi (m_1 - m_2 \tan \varphi)^2. \]  

Substituting these expressions, changing integration variables to \( x = \varphi - \varphi_0 \), and then extending the limits of the integral to \( \pm \infty \), we obtain

\[ I_2 = -\int_{-\infty}^{\infty} dx \frac{n_1^2 + n_2^2 m_1^2}{n_2^2 \epsilon^2} \frac{1}{x^2 + m_1^2 (m_1^2 + m_2^2) x^2 / m_2^2}, \]  

where an \( x^2 \epsilon^2 \) term in the denominator has been neglected as subdominant. This Lorentzian integral evaluates to

\[ I_2 = -\frac{\pi}{\epsilon \ln \epsilon} \frac{\text{sgn}(m_1)}{|n_1|}. \]
Hence,

\[
I = 2(I_1 + I_2) = -\frac{2\pi}{\epsilon \ln \epsilon} \frac{\text{sgn}(m_1)}{|n_1|} \left( 1 - \frac{1}{\sqrt{1 + \frac{n_2^2}{n_1^2}}} \right) .
\]

(D21)

In this evaluation of \( I \), we have left \( n_1, n_2, m_1, \) and \( m_2 \) as general parameters. However, the definitions in Eqs. (D5)–(D8) imply \( n_2^2/n_1^2 = m_2^2 \). Thus,

\[
I = -\frac{2\pi}{\epsilon \ln \epsilon} \frac{\text{sgn}(m_1)}{|n_1|} \left( 1 - \frac{1}{\sqrt{1 + \frac{n_1^2}{m_2^2}}} \right) .
\]

(D22)

Substituting this expression into (D10), we find that in the limit \( \epsilon \to 0 \), the Chern number associated with a given magnetic surface is

\[
C = -\text{sgn}(\rho_0 g L_s) \left( 1 - \frac{1}{\sqrt{1 + \frac{\xi^2}{\eta^2}}} \right) .
\]

(D23)

The first term in parentheses in Eq. (D23) arises from the tan \( \varphi = m_1/m_2 \) resonances, while the second term arises from the sin \( \varphi = 0 \) resonances. Note that we have obtained a finite result for the Chern number in the \( \epsilon \to 0 \) limit, and it was not at all obvious at the outset this would occur. We have confirmed our analytic results by comparing Eq. (D21) with numerical integrations of Eq. (D11).

We implicitly assumed \( m_1 \neq 0 \), which justified treating the resonances as separated. If the magnetic shear vanishes, implying \( m_1 = 0 \), then instead the result is \( C = 0 \). This can be seen easily from Eq. (D11). If \( m_1 = 0 \), then the numerator of the integrand is odd in \( \varphi \) and the denominator is even in \( \varphi \), so the integral over \( \varphi \) vanishes.

APPENDIX E: TRIVIAL TOPOLOGY IN REDUCED MHD

Reduced MHD offers a simplified description of plasma behavior based on an asymptotic reduction that is often used in theoretical analyses [63]. It is natural to ask whether nontrivial topology can be extracted from reduced MHD, or whether full MHD is required. We conclude that full MHD is necessary.

One assumption of reduced MHD is low beta, a limit we have already taken. Another assumption is that fluctuations are anisotropic, such that typical fluctuations have longer wavelengths along the magnetic field line than across it. Equivalently, the parallel wave number \( f \) is assumed much smaller than the perpendicular wave number \( g \). Finally, one assumes the equilibrium magnetic field is primarily unidirectional, which we take to be the \( z \) direction, such that \( B_z \gg B_r \).

The reduced MHD ordering contains sufficient physics to describe RSEs. A consequence of these assumptions is that in Eq. (1), \( \xi \) decouples from the equations for \( \xi \) and \( \eta \). Equation (1) is replaced by

\[
-\rho \omega^2 \xi = (\rho v_A^2 \xi)' - \rho f^2 v_A^2 \xi + \left( \rho g v_A^2 \eta \right)' + \rho \bar{g} \bar{g} \eta, \quad (E1a)
\]

\[
-\rho \omega^2 \eta = -\rho g v_A^2 \xi' + \rho g \bar{g} \xi - \rho (f^2 + g^2) v_A^2 \eta, \quad (E1b)
\]

which determine the fluid displacement in the directions perpendicular to the equilibrium magnetic field. The fluid displacement \( \xi \) parallel to the magnetic field is typically neglected as small. In effect, reduced MHD offers an economical description of dynamics in the plane perpendicular to the magnetic field.

To see that reduced MHD implies a trivial topology, we demonstrate that if one treats the eigenfunction as \( [\xi, \eta] \), and ignores the existence of \( \zeta \), then one finds the Berry curvature integrates to exactly zero. This is straightforward to see. If \( \zeta \) is neglected, then the third term on the right-hand side of Eq. (27), proportional to \( \xi^2 \), disappears. But that term is the one that provides the dependence on \( n_2 \) in Eq. (D11). Hence, if \( \zeta \) is neglected, the result of the Berry curvature integral is exactly that of Eq. (D21) with \( n_2 = 0 \). The result is zero.
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