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In this paper, we propose Graph-Fused Multivariate Regression (GFMR) via Total Variation regularization, a novel method for estimating the association between a one-dimensional or multidimensional array outcome and scalar predictors. While we were motivated by data from neuroimaging and physical activity tracking, the methodology is designed and presented in a generalizable format and is applicable to many other areas of scientific research. The estimator is the solution of a penalized regression problem where the objective is the sum of square error plus a total variation (TV) regularization on the predicted mean across all subjects. We propose an algorithm for parameter estimation, which is efficient and scalable in a distributed computing platform. Proof of the algorithm convergence is provided, and the statistical consistency of the estimator is presented via an oracle inequality. We present 1D and 2D simulation results and demonstrate that GFMR outperforms existing methods in most cases. We also demonstrate the general applicability of the method by two real data examples, including the analysis of the 1D accelerometry subsample of a large community-based study for mood disorders and the analysis of the 3D MRI data from the attention-deficient/hyperactive deficient (ADHD) 200 consortium.

KEYWORDS
A | INTRODUCTION

Modern biomedical research continues to generate outcome data as a high-dimensional and multivariate object with complex spatial and temporal structures. For example, wearable sensor devices such as accelerometers and smart phones have been increasingly used in observational studies such as National Health and Nutrition Examination Survey (NHANES) and UK Biobank \(^1\) to densely and objectively track subjects’ physical and mental health. Such measures have been shown to avoid self-reporting bias compared with the traditional survey-based methods and to allow continuous monitoring of biosignals such as physical activity patterns over an extended time period and more sensitive to changes with health-related behaviors and clinical outcomes. In neuroscience, sustained growth in computing power and the increasing affordability to collect high-throughput multimodal medical images such as structural and functional magnetic resonance imaging (fMRI) has brought promises to search for etiologic evidence and prognostic markers for human diseases. Appropriate statistical methods that acknowledge the multidimensionality of the outcome and the dependency structures induced by temporal or spatial continuity are needed. Motivated by two specific studies that collect 1D time series of physical activity data and 3D neuroimaging data as the outcome measures, we aim to propose a generalizable regression framework that simultaneously reconstructed the denoised outcomes.

In particular, we focus on the problem of regressing the multiple dimensional arrays on a set of scalar features and propose to use graph-guided total variation penalty to ensure temporal or spatial continuity in the outcome. We propose a Graph-fused Multivariate Regression (GFMR) methods, which extend the Total Variation (TV) denoising, a single image smoothing method, to solve regression problem with high dimensional outcomes and produce smooth coefficient maps. Total Variation smoothing method recovers blurred signals or images by penalizing the average intensity difference of adjacent records/pixels using a \(\ell_1\) norm. \(^4\)\(^5\) generalized the approach to penalizing higher-order gradient differences and pointed out a connection between the dual formulation of TV and spline smoothing of images. TV denoising can be viewed as a support vector regression problem in the discrete counterpart of the Sobolev space, and can be implemented by efficient algorithms (see e.g., \(^6\)\(^7\)\(^8\)).

There are two ways to impose TV penalization. One way is to assume that the outcomes (i.e., the images) have sparse non-smooth points (the discontinuous points for the step-wise constant approximation for the mean of outcome) and the penalty is posed upon the change of values of the neighboring elements. Alternatively, one could impose a penalty on the regression coefficients and assume that the associations change smoothly. In this paper, we propose a method based on the former assumption, where we introduce regularization directly on the outcome data. Thanks to our choice of the objective function, we can develop an efficient distributed algorithm that converges to the global optimizer. Although we assume the smoothness is in the outcome space, the estimation for coefficients are also smooth as a linear transformation of the fitted outcomes (see Lemma A). Alternatively, \(^9\) introduced a local region image-on-scalar regression method, which used the \(\ell_1\) regularization on the coefficients instead of the outcome. Despite the fact, their effort to derive a scalable algorithm, their proposed algorithm based on ADMM cannot handle 2D or 3D outcomes directly. It needs to slice the 3D image into small 2D pieces and solve the penalized regression separately. Implementation is thus case-specific. The final estimation is based on combined local estimators \(^9\); thus, it is hard to derive the theory for global convergence and consistency. In comparison, We demonstrate that our proposed algorithm can be used directly to outcomes of 3D brain imaging.

In a nutshell, we transformed the original objective function and proposed an over-relaxed ADMM algorithm. A
sub-step of the iterative updates in the proposed algorithm is to solve a graph-fused lasso (GFL) problem. This sub-step is the most computationally intensive step, but by our choice of regularizing the outcome instead of the coefficient, this step has a separable objective and can be computed distributively. And we can solve this step efficiently, borrowing the strength of the state-of-art algorithm for GFL. Our proposed algorithm also inherits the appealing feature of GFL that our method can also easily handle complex adjacency structure. The smoothness constraint can go beyond adjacent voxels and be customized by any adjacency structures corresponding to the edges from an arbitrary graph. This could include, for example, the periodicity in longitudinal data such as seasonal effects in physical activity or temporal brain activation during a task fMRI scan.

To the best of our knowledge, our proposed method is the first to provide a global coefficient map estimator for the multivariate outcome, smoothed with respect to a flexible user-defined adjacency structure. In Section 5.2, we provided a novel algorithm that our analysis proved, is globally convergent. We develop the consistency of the estimator via an oracle inequality under the Gaussian noise assumption in Section 5. Our simulation results in Section 7 and 1D and 3D real data examples in Sections 7, 8 demonstrate the feasibility and competitive performance of the proposed algorithm to be applied to regression problems involving high dimensional activity or brain imaging data.

B | OTHER RELEVANT WORKS

Total variation penalization in the regression setting has mostly been used to predict a scalar outcome from multivariate or high-dimensional predictors. For example, fused lasso methods [10,11] were proposed to predict a scalar outcome and assumed that the coefficients of certain predictors are similar to each other. $L_1$ penalization was also proposed for scalar-on-image regression [12]. GraphNet [13] used the elastic net penalization for smooth scalar-on-image regression.

There have been relatively few works on regression with the multivariate outcome, and even fewer that acknowledge the dependency structures in the outcome. One line of research treats the multivariate outcomes as random realizations of functional objects and conduct function-on-scalar regression (FoSR) [14,15,16]. FoSR assumes both the outcomes and the regression coefficients are smooth over time or space, as represented by the expansion of a set of pre-specified basis functions. There also exist methods for tensor response regression, such as the envelope regression [17,18,19]. These methods take advantage of inter-relationship within the response variables to improve prediction accuracy under general sparsity assumption and underlying lower-dimensional representation. However, they have been demonstrated in 2D or 3D applications, but has not been proposed and evaluated for 1D outcomes.

C | NOTATIONS AND OPERATIONS

Multidimensional array $A \in \mathbb{R}^{r_1 \times \cdots \times r_m}$ is called an mth-order-tensor. The vec(·) operator denotes the vectorization operation that stack the entries of a tensor into a one-dimensional vector, so that an entry $a_{i_1, \ldots, i_m}$ of $A$ maps to the $j$th entry of vec(·), where $j = 1 + \sum_{k=1}^{m} (i_k - 1) r_1 \cdots \hat{r}_k \cdots r_m$, and mat(·) denotes the inverse operator. For example, when the tensor is 2D, vectorization is to stack the columns of the matrix.

We will use $\| \cdot \|_F$ for Frobenius norm of a tensor, $\|A\|^2_F = \sum_{i_1, \ldots, i_m} A_{i_1, \ldots, i_m}^2$. We denote the $\ell_1$ norm of a tensor as the $\ell_1$ norm of its vectorization: $\|A\|_{\ell_1} = \|\text{vec}(A)\|_{\ell_1}$. $\otimes$ represents the Kronecker product between two tensors. For an integer $n$, denote $[n] = \{1, 2, \ldots, n\}$.
D | MODEL AND INFERENC

D.1 | Regression Model

Suppose we observe the covariates and tensor outcomes from \( n \) subjects \((X_i, \tilde{Y}_i)_{i=1}^{n}\), where \( X_i \in \mathbb{R}^{p}, \tilde{Y}_i \in \mathbb{R}^{r_1 \times \ldots \times r_m}, \)
\( M = r_1 r_2 \ldots r_m \) is the total number of outcome entries and \( Y_i = \text{vec}(\tilde{Y}_i) \in \mathbb{R}^{M}. \)
Consider the following model

\[
Y_i = X_i^T \Gamma + e_i = \sum_{\ell \in [p]} X_{i\ell} \Gamma_{\ell} + e_i,
\]

where \( \Gamma \in \mathbb{R}^{p \times M} \) is the coefficient matrix of interest, and each row \( \Gamma_{\bullet \ell} \in \mathbb{R}^{M} \) is a tensor of the same shape as \( Y_i \)'s, representing the coefficient map corresponds to the \( \ell \)th feature.

While our theory is derived under the case of i.i.d. Gaussian noise, the method can be applied with any real-value responses without distribution assumptions to produce smooth coefficient maps. Let \( X \in \mathbb{R}^{n \times p} \) be the design matrix and \( Y \in \mathbb{R}^{n \times M} \) be the matrix of outcomes. Now we can stack all the observations and reformulate the problem into the following matrix form:

\[
\text{vec}(Y^T) = \text{vec}((X \Gamma)^T) + \epsilon,
\]

where \( \text{vec}(Y^T) = \left( \begin{array}{c} Y_1 \\ Y_2 \\ \vdots \\ Y_n \end{array} \right) \in \mathbb{R}^{nM} \) is a long vector.

Define the hat matrix as \( H := X(X^T X)^{-1} X^T \), which is the projection matrix to span(\( X \)). And the projection matrix to span(\( X^\perp \)) is \( I - H \). In the vectorization form, we can define the extended projection matrix to project measurements from each voxel to the linear space span(\( X^\perp \)):

\[
I_{nM} - H_v = (I - H) \otimes I_M \in \mathbb{R}^{nM \times nM},
\]

where \( H_v \) is the projection matrix to linear space span(\( X \)). Notice that for any \( \Gamma \in \mathbb{R}^{p \times M}, \)

\[
(I - H_v)\text{vec}((X \Gamma)^T) = ((I - H) \otimes I_M)\text{vec}(\Gamma^T X^T) = \text{vec}(I_M \Gamma^T X^T (I - H)^T) = 0
\]

The penalization for a smoother coefficient map is introduced through an undirected graph. Let \( D \) be the incidence matrix for the graph \( G \) whose edges represent the smoothing affinity. For example, the graph \( G \)'s nodes can be all the pixels/voxels in a image or timestamps in 1D functional data. The grid graph is the most commonly used graph, where the edges are between all the adjacent pixels in image or timestamps in 1-D data. The graph \( G \) can also be chosen to reflect some sophisticated affinity relationships.

To be specific, let \( M \) and \( m \) be the number of vertices and edges respectively, \( D \in \mathbb{R}^{M \times m} \), where the \( j \)th column in \( D \) corresponds to \( j \)th edge \( e_j \). And \( D_{i,j} = 0 \), for \( i \) such that \( v_i \) is not vertex of \( e_j \). For vertexes of \( e_j \), \( \{i_1, i_2\}, i_1 < i_2, D_{i_1,j} = 1 \) and \( D_{i_2,j} = -1 \). Note the objective function has a \( \ell_1 \) penalization term for the differences of means on vertexes of the edges. The signs of \( D_{i_1,j} \) and \( D_{i_2,j} \) can be switched without changing the objective. Define the extended incidence matrix \( D_v = I_n \otimes D \in \mathbb{R}^{nM \times nm} \), then \( \|X \Gamma D\|_{\ell_1} = \sum_{j=1}^{n} \|X_{\bullet,j} \Gamma D\|_{\ell_1} \). The difference in the dimensions in outcome is thus taken
care of in defining the incidence matrix. The algorithm is the same for 1D, 2D, or higher dimensional algorithm. We propose the Graph-Fused Multivariate Regression (GFMR) by minimizing the loss function as follows.
\[
\min_{\Gamma} \frac{1}{2} ||Y - X\Gamma||_F^2 + \lambda ||X\Gamma D\|_{\ell_1},
\]
where \(\lambda\) is a tuning parameter controlling the trade-offs between the linear correlation and the smoothness of the fitted image.

### D.2 Algorithm

Our algorithm is based on the Alternating Direction Method of Multipliers (ADMM), a general algorithm for distributed computing (see Boyd et al. [20] for an overview). However, to implement ADMM naively to our proposed objective function \(\mathbb{P}\) suffer from no convergence due to the high dimension of the outcome. Thus we propose the following transformation of the objective function and an over-relaxed ADMM algorithm, which we will later provide proof of convergence.

To make our problem satisfy the TV-separability condition [21], we consider a reformulation of the original problem. Define \(\hat{\theta} = X\Gamma \in \mathbb{R}^{n \times M}\), the problem is equivalent to,
\[
\min_{\theta} \frac{1}{2} \|\text{vec}(Y^T) - \theta\|_F^2 + \lambda \|D^\top \theta\|_{\ell_1};
\]
\[\text{s.t. } (I - H_v)\theta = 0.\]

The solution of \(\mathbb{P}\) and that of \(\mathbb{CP}\) have the following relationship.

**Lemma A**  Let \(\hat{\theta}\) be the optimal solution of \(\mathbb{CP}\), and \(\hat{\Gamma}\) be the optimal solution of \(\mathbb{P}\). If rank\(\mathbb{X}\) = \(p\), then \(\hat{\Gamma} = (X^\top X)^{-1} X^\top \text{mat}(\hat{\theta})_{n \times M}\).

The estimated coefficient map \(\hat{\Gamma}\) is thus a linear transformation of the fitted outcomes \(\hat{\theta}\), and inherited its smoothness via our proposed \(\ell_1\) penalty.

Now to solve \(\mathbb{CP}\), we introduce two auxiliary variables and write the original problem in the following form.
\[
\min_{\theta, \mu, \eta} \frac{1}{2} \|y - \theta\|^2 + \delta((I - H_v)\eta = 0) + \lambda \|D^\top \mu\|_{\ell_1}
\]
\[\text{s.t. } \theta = \mu, \theta = \eta\]

where \(y = \text{vec}(Y^T)\) and \(\delta(\cdot)\) is the characteristic function, which takes 0 if the condition in the parenthesis is satisfied and infinity otherwise. The objective function is separable for \(\theta, \eta\) and \(\mu\), we solve it with the ADMM as summarized in Algorithm [1].

In Algorithm [1] lines 4-6 are the primal variable updates, and lines 7-8 are the dual variable updates. The update of \(\theta\) at line 4 and the projection step at line 5 both have analytical form and only consist of matrix multiplication. The computational challenge mainly comes from the subproblem at line 6, which can be recognized as a graph-fused lasso (GFL) problem that takes observation \(\theta_{k+1} + V_k\), regularization parameter \(\lambda / \rho\), and graph incidence matrix \(D^\top v\).

Graph-fused lasso (GFL) is a generalization of the fused lasso. It penalizes the first differences of the signal across edges of an arbitrary graph and can be efficiently solved with many off-the-shelf GFL solvers. Fused lasso problem with 1-D chained adjacency structure can be solved in \(O(n)\) time by the ‘taut string” algorithm derived by [22] and the dynamic programming-based algorithm by [23], [24] provides an algorithm to solve graph-fused lasso with an arbitrary
Algorithm 1 ADMM for Total Variation Regularized Tensor-on-scalar Regression

1: Input: Design matrix $X$, Images $Y$, tuning parameter $\rho$, error tolerance $tol$.
2: Initialize $\theta^{(0)}, \mu^{(0)}, \eta^{(0)}$ randomly; $U^{(0)} = V^{(0)} = 0_{n \times M}; k = 0$;
3: while not converge do
4: $\theta^{(k+1)} = (\text{vec}(Y) + \rho(\eta^{(k)} - U^{(k)} + \mu^{(k)} - V^{(k)}))/(2\rho + 1)$;
5: $\eta^{(k+1)} = H_v(\theta^{(k+1)} + U^{(k)})$;
6: $\mu^{(k+1)} = \arg\min_\mu \lambda \|D^T \mu^{(k)}\|_\ell^1 + \frac{\rho}{2} \|\theta^{(k+1)} + V^{(k)} - \mu^{(k)}\|_F^2$;
7: $U^{(k+1)} = U^{(k)} + \mu^{(k+1)} - \eta^{(k+1)}$;
8: $V^{(k+1)} = V^{(k)} + \mu^{(k+1)} - \eta^{(k+1)}$;
9: $k = k + 1$;
10: converge if $\max\{\|\theta^{(k+1)} - \theta^{(k)}\|_F/\|\theta^{(k)}\|_F, \|H_v \theta^{(k+1)}\|_F\} < tol$.
11: end while
12: Output: $\Gamma = (X^T X)^{-1} X^T \text{mat}(\theta^{(k+1)})_{n \times M}$;

adjacency graph by decomposition the graph into trials, the problem is solved separately by fast 1D fused lasso solvers for each trial. In our experiments, we implemented the python package provided by [24].

The convergence of ADMM does not have a simple and unified answer. We present the convergence of Algorithm 1 in the following theorem.

Theorem B Algorithm 1 converges linearly to the unique global optimum of problem CP.

To justify the above theorem, notice our transformed Problem is a two-block problem; we can thus apply the recent results in general two-block problems [25] to complete the proof. The detailed proof is deferred to supplementary materials.

D.3 Software

We provide the open source python code for implementation of Algorithm 1 on github [24], https://github.com/summeryingliu/imagenreg.

E THEORETICAL RESULTS

In this section, we analyze the statistical property of the estimator given by $\hat{\theta}$. We present the result via an oracle inequality on the prediction error of the regression. The following two quantities were related to our proof, which is widely used in the analysis of sparse recovery problems.

Compatibility factor Let $D \in \mathbb{R}^{M \times m}$ be an incidence matrix. The compatibility factor of $D$ for a set $\emptyset \subset T \subset \{m\}$ is defined as

$$\kappa_T := \inf_{\theta \in \mathbb{R}^m} \frac{\sqrt{|T|} \|\theta\|_{\ell_1}}{\|(\theta D)_T\|_{\ell_1}}; \quad \kappa = \inf_{T \subset \{m\}} \kappa_T$$

The compatibility factor gets its name based on the idea that, on the subset of edges indicated by the set $T$, we require the $\ell_1$-norm and the $\ell_2$-norm to be somehow compatible. Compared with other conditions used to derive sparsity oracle
inequalities, such as restricted eigenvalue conditions or irrepresentable conditions, the compatibility factor greater than 0 is shown to be weaker by [26]. More discussion about the relationship between different conditions can be found in [26]. For graphs with bounded degree, it is shown that the compatibility condition is always satisfied.

**Lemma C (Hütter and Rigollet [27])** Let \( D \) be the incidence matrix of a graph \( G \) with maximal degree \( d \) and \( \emptyset \neq T \subset E \). Then, \( \kappa_T \geq \frac{1}{2 \min(\sqrt{d}, \sqrt{|T|})} \).

**Inverse scaling factor** The inverse scaling factor of an incidence matrix \( D \) is defined as \( \rho(D) := \max_{j \in [n]} \| s_j \| \), where \( S = (D^T)^{-1} = [s_1^T, \cdots, s_n^T]^T \) is the pseudo inverse of \( D^T \).

By design of \( D_v \), it is clear that \( \rho(D_v) = \rho(D) \). Now we present the main result.

**Theorem D (Oracle Inequality for Projected TV Regression)** Under model (1) with \( e_i \overset{i.i.d.}{\sim} N(0, \sigma^2 I_M) \), define \( \theta^* = \text{vec}((\Gamma^T X^T) \cdot \hat{\theta}) \) is the solution for (CP). For any \( \delta > 0 \), if \( \lambda = \rho \sigma \sqrt{\log(\min M/\delta)} \), then with probability at least \( 1 - \delta \),

\[
\| \theta^* - \hat{\theta} \|^2_F \leq \inf_{\delta \in \mathbb{R}^M : \hat{\theta} = \theta} \left\{ \| \hat{\theta} - \theta^* \|^2_F + 4\lambda \| (D^T \hat{\theta})_{T^c} \|_{\ell_1} \right\} + 64\sigma^2 \log \left( \frac{2enM}{\delta} \right) + 8\rho^2 \sigma^2 \log \left( \frac{\min M}{\delta} \right) \kappa_T^{-2} |T|
\]

The proof of Theorem D is inspired by that in [27] and is deferred to Section B in supplementary materials.

**Remark** The length of \( \theta \) scales as \( nM \). Hence we care about the mean recovery error \( \frac{1}{\min M} \| \theta^* - \hat{\theta} \|^2 \), which converges at rate \( O \left( \frac{\log(\min M)}{\min M} \right) \). The upper bound exhibits the trade-off between two quantities: the number of non-smooth points \( |T| \) and the total variation of the “smooth” part \( \| (D\hat{\theta})_{T^c} \|_{\ell_1} \). To be more specific, given the total variation of the entire data fixed, when the model is piecewise smooth but have drastic change at the non-smooth points, \( |T| \) will dominate \( \| (D\hat{\theta})_{T^c} \|_{\ell_1} \); on the other hand, if the data has few non-smooth points but fluctuate a lot in each piece, the total variation of \( \theta \) in \( T^c \) will be large compared to \( |T| \).

If the graph has bounded degree, by Lemma C, we immediately have the following corollary.

**Corollary E** If the maximal degree of the penalty graph \( G \) is \( d \), \( \lambda = \rho \sigma \sqrt{\log(\min M/\delta)} \), then with probability at least \( 1 - \delta \),

\[
\| \theta^* - \hat{\theta} \|^2_F \leq \inf_{\delta \in \mathbb{R}^M : \hat{\theta} = \theta} \left\{ \| \hat{\theta} - \theta^* \|^2_F + 4\lambda \| (D^T \hat{\theta})_{T^c} \|_{\ell_1} \right\} + 64\sigma^2 \log \left( \frac{2enM}{\delta} \right) + \frac{2\rho^2 \sigma^2 \log \left( \frac{\min M}{\delta} \right)}{\min \{d, |T|\}} \kappa_T^{-2} |T|
\]

The following Corollary F utilizes Theorem D to infer a bound on the parameter estimation.

**Corollary F** If \( \frac{1}{n} X^T X = I_p \), and \( \lambda = \rho \sigma \sqrt{\log(\min M/\delta)} \), then with probability at least \( 1 - \delta \),

\[
\frac{1}{M_p} \| \hat{\Gamma} - \Gamma^* \|^2_F \leq \inf_{\Gamma \in \mathbb{R}^{p \times M}} \left( \frac{1}{M_p} \| \Gamma - \hat{\Gamma} \|^2_F + \frac{4\lambda}{nM_p} \| (X^T D)_{T^c} \|_{\ell_1} \right) + \frac{64\sigma^2 \log \left( \frac{2enM}{\delta} \right)}{nM_p} + \frac{8\rho^2 \sigma^2 \log \left( \frac{\min M}{\delta} \right)}{nM_p \kappa_T^2} |T|
\]
**Remark** The condition in Corollary 4 can be achieved by normalizing the input design matrix. When the covariance matrix for the features is not isotropic, the error term should be represented in Mahalanobis distance instead, that is, the error along different axis needs to be reweighted by the variance in that direction.

## F Simulation Studies

In this section, we present the simulation results on recovering signal $\Gamma$ with various methods. Since the goal is to accurately estimate $\Gamma$, we use the coefficient-mean deviation as the performance metric, which is defined as $\frac{1}{\sqrt{M_p}} \| \hat{\Gamma} - \Gamma^\ast \|_F$. The standard deviations of the metric over replicates are reported in the parenthesis. We conduct experiments on 1D and 2D synthetic data.

### F.1 One Dimensional Simulation

For 1D data, we mainly compared with the state-of-art Functional-on-Scalar regression methods (FoSR), it is known for good performance for 1D data, especially for data generated from its true basis assumption. We generate two simulation scenarios, each with 200 replications. For each scenario, we present results for sample sizes of 25, 50, and 100.

In the first setting, we generate model that satisfies the assumptions of function-on-scalar regression, i.e., the signals are sparse if expanded in Fourier basis. The predictors are generated as following: $(X_1, X_2)$ are drawn from categorical distribution that takes value $(1, 0)$ with probability $1/4$, $(0, 1)$ with probability $1/4$, and $(0, 0)$ with probability $1/2$. $X_3$ is drawn from standard normal distribution. The true signals are from Fourier basis functions, with index $t$ ranges from 1 to 200, and

$$Y = 0.3 \sin(\pi t/100) + 0.5 X_1 \cos(\pi t/100) - 0.3 X_2 \sin(\pi t/50) + 0.5 \cos(\pi t/25) + 2N(0, 1).$$

We compared our proposed method with FoSR using b-spline and Fourier basis functions.

Table 1 presents the simulation results for scenario 1. When sample size is 25, our proposed GFMR performs better than all the competitors including FoSR with the true Fourier basis, in terms of smaller mean and standard deviation. Our method performs similarly with the FoSR methods when sample size is 50. With large sample size 100, the FoSR methods has a better performance. The Fourier basis function performs slightly better then b-spline basis, however the difference is not phenomenal. FoSR is implemented in R package rFfund and we applied it with $L_2$ penalty, where the tuning parameter is selected through cross validation from a grid of $(2^{-5}, 2^{-3}, 2^{-1}, 2, 2^1, 2^2)$.

### TABLE 1 Mean Deviation of Coefficients for 1D settings

| sample size | GFMR         | periodic_GFMR | FoSR_bspline | FoSR_fourier |
|-------------|--------------|---------------|--------------|--------------|
| 25          | 0.045(0.008) | -             | 0.054(0.015) | 0.053(0.015) |
| 50          | 0.024(0.004) | -             | 0.024(0.006) | 0.024(0.006) |
| 100         | 0.015(0.002) | -             | 0.012(0.003) | 0.011(0.003) |

Setting 2

| sample size | GFMR         | periodic_GFMR | FoSR_bspline | FoSR_fourier |
|-------------|--------------|---------------|--------------|--------------|
| 25          | 0.076(0.009) | 0.033(0.007)  | 0.081(0.015) | 0.078(0.015) |
| 50          | 0.041(0.004) | 0.020(0.004)  | 0.051(0.006) | 0.049(0.006) |
| 100         | 0.020(0.002) | 0.012(0.002)  | 0.039(0.003) | 0.037(0.004) |
The second simulation setting showed the advantage of our methods when the FoSR models are misspecified. It also demonstrates the advantage of our proposed method in the flexibility for defining arbitrary adjacency structure with a self-defined incidence matrix. We generate piecewise constant signals, and in addition, the signals for indexes 1 to 100 are identical with signals in 101 to 200. This setting is motivated by the scenario in time series observations, where one may observe the same pattern over repeated time periods. For example, one may observe repeated patterns in activity data or task fMRI data. We use this setting to demonstrate the performance of incorporating some prior knowledge for the repeated patterns is better than not using this knowledge.

We consider two regimes in defining the edges. The GFMR only assumes edges connecting measurements in adjacent times: \( E = \{(i, i + 1), i = 1, \ldots, 199\} \). The periodic_GFMR adds 100 more edges that connect the pairs of measurements with a time lag of 100, i.e., \((i, 100 + i)\), which utilize the prior information that the signal is periodic. Therefore, the edge set of periodic_GFMR is \( E = \{(i, i + 1), i = 1, \ldots, 199\} \cup \{(i, i + 100), i = 1, \ldots, 100\} \). The true signal is generated by the following model:

\[
Y_{ij} = \mathbb{1}(1 \leq j \leq 20) + \mathbb{1}(101 \leq j \leq 120) + 0.5X_{1i}(\mathbb{1}(31 \leq j \leq 70) + \mathbb{1}(131 \leq j \leq 170)) - X_{2i}(\mathbb{1}(71 \leq j \leq 80) + \mathbb{1}(171 \leq j \leq 180)) + X_{3i}(\mathbb{1}(61 \leq j \leq 100) + \mathbb{1}(161 \leq j \leq 200)) + 2N(0, 1).
\]

The results are shown in Table 2. We can see the proposed GFMR, and periodic_GFMR outperforms the other methods. As sample size increases, all the methods improves with smaller mean and SD for the mean deviation. By adding the additional edges, our proposed method shows better performance, and the advantage is more phenomenal with a small sample size. The proposed method, with added edges to incorporate prior knowledge and encourage similar patterns, reduced the mean deviation to less than half for the one estimated without added edges.

### Table 2
Mean Deviation of Coefficients for 2-D settings

| Sample size | GFMR  | Envelope | FoSR  | TV_OLS | OLS_TV |
|-------------|-------|----------|-------|--------|--------|
| Setting 1   |       |          |       |        |        |
| 25          | 0.298 (0.038) | 0.349 (0.028) | 0.357 (0.019) | 0.501 (0.044) | 0.424 (0.048) |
| 50          | 0.217 (0.022) | 0.241 (0.013) | 0.339 (0.010) | 0.361 (0.028) | 0.313 (0.033) |
| 100         | 0.200 (0.016) | 0.169 (0.007) | 0.330 (0.004) | 0.292 (0.017) | 0.230 (0.013) |
| Setting 2   |       |          |       |        |        |
| 25          | 0.265 (0.008) | 0.561 (0.045) | 0.321 (0.003) | 0.275 (0.006) | 0.919 (0.087) |
| 50          | 0.192 (0.007) | 0.387 (0.019) | 0.318 (0.001) | 0.266 (0.003) | 0.545 (0.033) |
| 100         | 0.126 (0.006) | 0.267 (0.010) | 0.318 (0.001) | 0.259 (0.003) | 0.277 (0.012) |

F.2 Two Dimensional Simulation

For 2D data, we compared the proposed method GFMR with the following methods. We consider the set of edge from the grid graph. We provide a function (creategrid) to generate adjacency matrix for grid graph of 1-D to 3-D applications in the software package [https://github.com/summeryingliu/imagereg](https://github.com/summeryingliu/imagereg).

- **Envelope**: Parsimonious Tensor Response Regression [18], implemented with matlab package provided by the authors.
- **FoSR**: A Variational Bayes implementation for penalized splines [15], implemented using a Variational Bayes algo-
Figure 1: Coefficient Maps for Simulation Setting 1 in 2D.

Algorithm in R package refund.

- TV_OLS: A two-stage method: 1) apply TV denoising separately for each image, 2) conduct a voxel-wise linear regression on the denoised images.
- OLS_TV: A two-stage method: 1) voxel-wise linear regression to get the noisy coefficient maps; 2) apply TV-denoising for each coefficient map.

We consider two different settings in the simulation. For the first setting, the predictors are generated as the following: \((X_1, X_2)\) are drawn from categorical distribution that takes value \((1, 0)\) with probability \(1/4\), \((0, 1)\) with probability \(1/4\), and \((0, 0)\) with probability \(1/2\). And an integer valued variable \(X_3\) is generated uniformly over integers from 56 to 75 to represent the age of a patient.

The image size is \(m_1 = 40\) by \(m_2 = 40\), the true signals are block-size constant with large block sizes, their coefficient maps \((\Gamma_1, \Gamma_2, \Gamma_3)\) are shown in Figures 1(a). And the outcome is generated by

\[
Y = X_1 \Gamma_1 + X_2 \Gamma_2 + X_3 \Gamma_3 + \epsilon,
\]

where \(\epsilon \in \mathbb{R}^{m_1 \times m_2}\), and \(\epsilon_{ij} \sim i.i.d. N(0, 2)\).

In the second setting, two binary variables \(X_1\) and \(X_2\) are generated the same as in setting 1. This setting has various block sizes, the coefficient map of \(X_1\) is generated to have active regions with different sizes: 1, 4, 25 pixels, and the true coefficients are 2, 1.5 and 1, respectively. Please refer to Figure 2(a) for the actual arrangements of these true signals.

Table 2 demonstrates the clear advantage of our proposed methods in recovering the coefficient maps for both settings in terms of a smaller mean deviation of the estimated coefficient from the truth. With increasing sample sizes, all methods perform better. When the sample size is 100, the envelope method has a better performance in setting...
one which large block size for all signals. The envelope method is outperformed by our proposed method and TV_OLS (regression after TV denoising) for setting 2 with all three sample sizes when the block has various sizes.

We further illustrate the estimated coefficient map from various methods in Figure 2 and 3 with one example in sample size 25. Our proposed method achieves a cleaner cut on the boundary and smoother inside the signal blocks. The envelope method is able to capture and display the main pattern, however, does not encourage sparsity of the edges. Thus the solution is not “smooth” anywhere. There is no public available package/code to conduct 2D FoSR as far as we know, so implemented it with input as vectorization of the 2D outcome, the performance is thus not ideal.

Our proposed method is better than the two-step methods in all settings because it is simultaneously conducting regression and total variation smoothing. Thus it can utilize all samples to capture signals with various block sizes. In comparison, if one conducts ‘smoothing’ before regression (TV_OLS), the signal in small blocks is more likely to be ‘smoothed’ away in the image level. This intuitive explanation is consistent with the simulation result that the mean deviation of TV_OLS does not improve much when sample size increases in setting 2, which contains various block sizes. Furthermore, the estimated coefficient maps of TV_OLS are more ‘vague’ at the boundaries, since the smoothing step is done separately for individual images, the edges are not overlapping across the smoothed images. On the other hand, if one conducts ‘smoothing’ after regression (OLS_TV), the random noise of voxel-wise coefficients and signals of small effect size will be ‘smoothed’ in the same step, thus hard to differentiate. With the increasing sample size, the variability of coefficients across pixels will be smaller. However, our simulation shows our proposed method performs much better than OLS_TV in all settings and the presented sample sizes.
G  PHYSICAL ACTIVITY DATA

The first example came from the accelerometry subsample of a large community-based study of mood disorders, the National Institute of Mental Health Family Study of Affective Spectrum Disorder [28]. The study collected minute-level physical activity measures (i.e., activity counts) from about 350 participants using the Philips Respironics Actiwatch for continuous 24 hours over 2 weeks. The outcome measures, time series of activity counts, are densely sampled (> 20,000 values per participant) and highly noisy. Hence we aim to enhance our power in assessing the association between physical activity patterns with covariates of interest such as demographic characteristics and health-related factors by simultaneously denoising the data with regression modeling.

The activity counts were transformed as log (counts + 1) given the skewness [29], and pre-smoothed with a 60-minute sliding window. Under the assumption that physical activity status (e.g., being inactive, moderately or vigorously active) has temporal continuity despite the noisy level shown in the raw data (Figure 3), we believe that such data could benefit from GFMR. The covariates include diagnosis, age, gender, body mass index (BMI), and day of the week. In particular, the diagnosis was determined by DSM-IV and contained 5 exclusive groups: healthy control, type I bipolar (BPI), type II bipolar (BPII), major depressive disorder (MDD), and other disorders. To make the results more clinically interpretable, we categorized BMI into underweight (< 18.5), normal (18.5 ≤ BMI ≤ 25), overweight (25 < BMI ≤ 30) and obese (BMI > 30), with the normal participants being the reference group. Similarly, age was also stratified into four categories: adolescence (under 18), adulthood (18 to 40), middle-age (40 to 60), and elderly (≥ 60). In total, there were 4214 daily activity curves, and the observations were balanced for the 7 days of the week (Monday through Sunday).

![Log Transformed Data](image1)

![Moving Average (60min) Log Transformed Data](image2)

**FIGURE 3** An example of the observed daily activity counts after log transformation with (right) and without (left) pre-smoothing with moving average.

We consider a edge set of all pairs of adjacent time stamps. The estimated time-dependent regression coefficients are shown as red curves in Figure 4. The corresponding point-wise confidence bands were obtained as the upper and lower 2.5% quantiles over 100 bootstrap samples. Compared with the middle-age group, seniors tend to have an overall lower intensity throughout the day, especially from late afternoon to evening. Both adolescent and adult groups have shown higher night-time activity and lower early morning activity, but the difference is more prominent
between adolescent and middle-age group. Participants who were obese or overweight were observed to have lower day-time activity and higher night-time activity as compared to those with normal BMI, but the overweight group had insignificant results. The underweight subjects, compared to normal, had a reversed trend. In terms of diagnostic groups, BPI subjects showed lower activity intensity later of the day (after 12 pm) as compared with healthy controls, which is consistent with previous findings [29]. Females were also observed to have higher average activity intensities during day time and lower intensities at night. Interestingly, the effects of the day of the week were prominent in our results. With Sunday as the reference, we independently observed similar patterns across weekdays (Monday to Friday), where the morning activity intensities are much higher than Sunday, but no difference is shown for the rest of the day. Note that on Friday, we observed a rising trend of activity towards midnight, indicating that subjects have later bedtime on Friday. Saturday has a non-differentiable pattern compared with Sunday, but a similar rising trend towards midnight.
FIGURE 4 Activity Data Analysis Results.
3D BRAIN IMAGING ANALYSIS

We now demonstrate the proposed method for analyzing 3D brain imaging. We are again using the grid graph for adjacency matrix. Our data came from a public data source of attention hyperactivity disorder (ADHD), the ADHD-200 sample, which was an initial effort to understand the neuro basis of the disease by ADHD consortium. The dataset contains structural and BOLD functional magnetic resonance imaging (MRI) scans from 776 subjects, including 491 typically developing controls (TDs) and 285 ADHD children.

We focused on the gray matter voxel-based morphometry (VBM) maps preprocessed via the Burner pipeline using SPM8, downloaded from the Neuro Bureau [https://www.nitrc.org/plugins/mwiki/index.php?title=neurobureau:BurnerPipeline](https://www.nitrc.org/plugins/mwiki/index.php?title=neurobureau:BurnerPipeline). The intensities of the images quantify the normalized gray matter concentration changes at specific brain locations. The same dataset was used in [18], where the performance of OLS and tensor envelope based regression were compared. Following [18], we downsized the images to 30×36×30 using TensorReg from the original dimension of 121×145×121. The covariates in the model include ADHD, age, gender, and handedness defined as 1 for left-handed children and 0 for right-handed. We also include the site indicators in the multivariate analysis to adjust for the systematic site effects. The estimated regression coefficients were mapped back to the 3D population-average template of the Burner VBM images. The Harvard-Oxford Atlas [30] were used for references of the cortical regions.

Figure 5 shows the brain regions with the highest regression coefficients based on GFMR, which corresponds to areas where the gray matter concentrations are mostly associated with ADHD, age, gender, and handedness. The areas where the coefficients’ magnitudes are in the 10%, 5%, 2.5%, and 0.5% tails across the whole brain were displayed. We observed that after adjusting for age, gender, handedness, and site-effects, ADHD showed the most substantial reduction in the gray matter volume in the frontal lobe, such as the anterior and posterior cingulate gyrus and frontal operculum. Such regions have been known to be associated with sensory and motor responses, as well as cognitive and emotional functions. Significant cortical thinning in anterior cingulate gyrus has been reported among children with ADHD [31]. These findings of the frontal lobe were novel in our analysis and were not captured in [18]. Instead, their methods identified superior temporal gyrus, pyramid, and uvula in the cerebellum. Additionally, we observed that cortical thickness increases in the frontal operculum with older children, which is linked with better task controls [32]. Females are shown to have a thicker temporal fusiform cortex and frontal medial cortex. Interestingly, although the magnitude of the handedness effects is small, we observed an asymmetric association where the left-handed children tend to have greater gray matter thickness on the left hemisphere of the brain in regions such as posterior parahippocampal gyrus, lingual gyrus, and temporal occipital fusiform cortex. Such findings are consistent with several previous studies [33].

The 3D outcome is more computationally challenging since the number of edges triples from 1-D to 3-D. This specific example consists of images from 776 subjects; each image consists of 32400 nodes and 94140 edges for a grid smooth structure. Algorithm [1] offers an iterative procedure of solving a TV denoising problem. In this real data example and our simulation studies, the algorithm converges in 10-20 iterations, when the parameters are initialized with random noise following a normal distribution. The most computationally expensive step of Algorithm [1] is line 6, where one is solving a TV denoising problem for a graph with 32400 × 770 nodes and 94140 × 770 edges. Solving TV denoising in a single step with this scale is very costly in memory. Our algorithm can solve this step distributively. Since there are no edges across subjects, one can distribute the fused lasso problem to multiple cores. i.e., within each iteration, at line 6, one could divide the samples to several subgroups, solve for the µ(k+1) for each subgroup, and combine the results together. The combined estimates of µ(k+1) are equivalent to the solutions from computing the combined TV denoising problem. For this dataset, we distributed the problem in lines 6 to 16 cores in a workstation, in
batches with 8 samples and tuning parameter $\lambda = 0.05$.

![Images of brain regions with color bar indicating positive or negative coefficients.](image)

**FIGURE 5** ADHD analysis results: from light to dark are regions with estimated regression coefficients that lie above the 10%, 5%, 2.5% and 0.5% tails across the whole brain, receptively for covariates including ADHD, age, gender (females) and left-handedness. The color bars correspond to the positive or negative coefficients that are shown in the images.

## CONCLUSION

We propose the Graph-Fused Multivariate Regression (GFMR) to solve the challenging regression problem with the noisy and high dimensional outcome. It uses a TV regularization term to encourage smoothness under flexible user-defined spatial and temporal structures. In addition, we propose an efficient and scalable algorithm that converges to the global solution, which has the desirable oracle property. Simulations have shown that our method can adaptively achieve superior performance over various outcome dimensions and data generation mechanisms, including non-uniform sized signal. The advantage of GFMR is especially prominent when the sample size is relatively small. Our method is shown to be directly applicable to 1D accelerometry data and 3D brain imaging outcomes. Since GFMR allows to incorporate a user-defined adjacency matrix for smoothness, the method can be flexibly extended to data of higher dimensions such as 4D functional MRI. It also provides opportunities to integrate prior knowledge from other data modality or view. For example, when the outcome is structural imaging, the brain connectivity graph from fMRI could be input as an adjacency matrix to guide the TV penalty.

In this paper, we presented results for the adjacency matrix $D$ corresponding to the difference in means between the nodes connected by edges. Intuitively, it is most suitable for block-wise constant signals. On the one hand, the simple function approximation Lemma justifies our method is suitable for more general signal patterns since the block-wise
constant signal can approximate any bounded function well, which explains the good performance of our proposed method in the 1D simulation setting 1, where the signals are not piecewise constant. One the other hand, our algorithm can be easily extended to incorporate other continuous constantly changing signals by extending the $D$ matrix to incorporate higher-order differences corresponding to 1st, 2nd or higher-order differentiation. The higher-order $D$ matrix can be implemented by the transformation proposed in [9]; future work can examine whether it could improve the accuracy in some specific applications. Similar to the other penalized regression methods, our proposed method focuses on providing point estimation. In translational medical research, in addition to signal recovering accuracy, proper inference of variability of the estimation is desirable. One can provide a confidence interval for the estimated coefficients through bootstraps. However, as the number of edges increases tremendously in the 3D/4D brain imaging applications, the computational burden became very heavy. Although our algorithm can be distributed to multiple cores to save time, computing bootstrap CI costs thousands of core hours and terabytes of memory on a high performance supercomputer. It remains future work in providing a way to make the inference more feasible in 3D/4D applications.
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A | PROOFS IN SECTION D

A.1 | Proof of Lemma A

Proof of Lemma A: Recall that $H_X$ is the projection matrix onto $\text{span}(X)^\perp$, therefore $\theta \in \text{span}(X)$ is equivalent to $H_X \theta = 0$. By a variable transformation $\hat{\theta} = X\Gamma$, solving (P) is equivalent to solving (CP), and $\hat{\theta} = X\Gamma$. When $X^TX$ is invertible, we solve $\hat{\Gamma} = (X^TX)^{-1}X^T\hat{\theta}$.
A.2  |  Proof of Theorem B

Proof of Theorem B We rewrite problem (D.2) as

\[
\begin{align*}
\min & \quad f(\theta) + g_1(\eta) + g_2(\mu) \\
\text{s.t.} & \quad A_1\theta + A_2\eta + A_3\mu = 0
\end{align*}
\]

where

\[
f(\theta) = \frac{1}{2} \|y - \theta\|^2, \quad g_1(\eta) = \delta((I - H_v)\eta = 0), \quad g_2(\mu) = \|D^T\mu\|_1
\]

\[
A_1 = \begin{bmatrix} -I & \quad I \\ -I & \quad 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} I \\ 0 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 0 \\ I \end{bmatrix} \in \mathbb{R}^{2nM \times nM}
\]

Algorithm 1 is presented in the scaled form of ADMM. As is shown in Boyd et al. [20], it is equivalent to the unscaled form as below. Denote the Lagrangian as

\[
L(\theta, \eta, \mu, U, V, \rho) = f(\theta) + g_1(\eta) + g_2(\mu) + \begin{bmatrix} U \\ V \end{bmatrix}^T \begin{bmatrix} A_1\theta + A_2\eta + A_3\mu \end{bmatrix} + \frac{\rho}{2} \|A_1\theta + A_2\eta + A_3\mu\|^2.
\]

The unscaled form is

\[
\begin{align*}
\theta^{(k+1)} &= \arg\min_{\theta} f(\theta) + \begin{bmatrix} U \\ V \end{bmatrix}^T \begin{bmatrix} A_1\theta + A_2\eta^{(k)} + A_3\mu^{(k)} \end{bmatrix}^2 \\
\eta^{(k+1)} &= \arg\min_{\eta} g_1(\eta) + \begin{bmatrix} U \\ V \end{bmatrix}^T \begin{bmatrix} A_2\eta + A_1\theta^{(k+1)} + A_3\mu^{(k)} \end{bmatrix}^2 \\
\mu^{(k+1)} &= \arg\min_{\mu} g_2(\mu) + \begin{bmatrix} U \\ V \end{bmatrix}^T \begin{bmatrix} A_3\mu + A_1\theta^{(k+1)} + A_2\eta^{(k+1)} + A_3\mu \end{bmatrix}^2
\end{align*}
\]

\[
\begin{bmatrix} U^{(k+1)} \\ V^{(k+1)} \end{bmatrix} = \begin{bmatrix} U^{(k)} \\ V^{(k)} \end{bmatrix} + \rho(A_1\theta^{(k+1)} + A_2\eta^{(k+1)} + A_3\mu)
\]

We first convert the three-block problem into a two-block problem with the technique in [34].

By first-order optimality condition in iteration \(k\), we have

\[
\begin{align*}
f(\theta) - f(\theta^{(k+1)}) + (\theta - \theta^{(k+1)}) &\left(-A_1^T(\lambda^k - \rho(A_1\theta + A_2\eta + A_3\mu))\right) \geq 0, \forall \theta \in \mathbb{R}^{nM} \\
g_1(\eta) - g_1(\eta^{(k+1)}) + (\eta - \eta^{(k+1)}) &\left(-A_2^T(\lambda^k - \rho(A_1\theta + A_2\eta + A_3\mu))\right) \geq 0, \forall \eta \in \mathbb{R}^{nM} \\
g_2(\mu) - g_2(\mu^{(k+1)}) + (\mu - \mu^{(k+1)}) &\left(-A_3^T(\lambda^k - \rho(A_1\theta + A_2\eta + A_3\mu))\right) \geq 0, \forall \mu \in \mathbb{R}^{nM}
\end{align*}
\]
Note that \( A_2^T A_3 = 0 \), we have

\[
\begin{align*}
&f(\theta) - f(\theta^{(k+1)}) + (\theta - \theta^{(k+1)}) \left( -A_1^T (\lambda^k - \rho(A_1 \theta + A_2 \eta + A_3 \mu)) \right) \geq 0, \forall \theta \in \mathbb{R}^{nM} \\
g_1(\eta) - g_1(\eta^{(k+1)}) + (\eta - \eta^{(k+1)}) \left( -A_2^T (\lambda^k - \rho(A_1 \theta + A_2 \eta)) \right) \geq 0, \forall \eta \in \mathbb{R}^{nM} \\
g_2(\mu) - g_2(\mu^{(k+1)}) + (\mu - \mu^{(k+1)}) \left( -A_3^T (\lambda^k - \rho(A_1 \theta + A_3 \mu)) \right) \geq 0, \forall \mu \in \mathbb{R}^{nM}
\end{align*}
\]

which is also the first order optimality condition for the regime:

\[
\hat{\theta}^{(k+1)} = \arg \min f(\theta) - \lambda (k)^T (A_1 \theta) + \frac{\rho}{2} \| A_1 \theta + A_2 \eta + A_3 \mu \|^2;
\]

\[
(\hat{\eta}^{(k+1)}, \hat{\mu}^{(k+1)}) = \arg \min \eta, \mu g_1(\eta) + g_2(\mu) - \lambda (k)^T (A_2 \eta - A_3 \mu) + \frac{\rho}{2} \| A_1 \hat{\theta}^{(k+1)} + A_2 \hat{\eta}^{(k+1)} + A_3 \hat{\mu}^{(k+1)} \|^2;
\]

\[
\begin{bmatrix}
U^{(k+1)} \\
V^{(k+1)}
\end{bmatrix} =
\begin{bmatrix}
U^{(k)} \\
V^{(k)}
\end{bmatrix} - \rho(A_1 \hat{\theta}^{(k+1)} + A_2 \hat{\eta}^{(k+1)} + A_3 \hat{\mu}^{(k+1)})
\]

Clearly, this is a specific application of the two-block ADMM by regarding \((\eta, \mu)\) as one variable, \(B := [A_2, A_3] \) as one matrix, and \(g(\eta, \mu) := g_1(\eta) + g_2(\mu) \) as one function. Existing convergence results for the two-block ADMM thus hold for our case.

Now we note that \(f\) is Lipschitz differentiable and strongly convex, both \(f(\theta)\) and \(g(\eta, \mu)\) are closed (their sublevel sets are closed) and proper (they neither take on the value \(-\infty\) nor are they uniformly equal to \(\infty\)). Also \(A\) and \(B\) both have full column rank. Therefore by Theorem 7 in Nishihara et al. \[25\], Algorithm 1 converges to the unique global solution of \(\mathcal{P}\) linearly.

### B | PROOFS IN SECTION 4

#### B.1 | Proof of Theorem 5

**Proof of Theorem 5** Define \( H_X = I - H_v \) is the projection matrix projecting each voxel to span(\(X\)). Let \( \hat{\theta} \in \mathbb{R}^{nM} \) be the optimal solution for the following constrained optimization problem.

\[
\begin{align*}
\min_{\theta} & \quad \| \text{vec}(Y^T) - \theta \|^2_F + \lambda \| D_\theta \|^1_F \\
\text{s.t.} & \quad H_v \theta = 0.
\end{align*}
\]

When \( \text{rank}(X) = \rho \), by Lemma \[A\] \( \hat{\gamma} = (X^TX)^{-1}X^T \text{mat}(\theta)_{n \times M} \). We first prove an oracle inequality for \( \hat{\theta} \). By the KKT condition, \( \exists z \in \text{sign}(D_\theta \hat{\theta}), \alpha \in \mathbb{R}^{nM} \) such that

\[
\begin{align*}
2(\hat{\theta} - y) + AD_\theta^T z + H_v \alpha &= 0 \quad \text{(B.3)} \\
H_v \hat{\theta} &= 0
\end{align*}
\]
Multiplying $H_X$ on the left of Eq. (B.3), we have $2H_X(\hat{\theta} - y) + \lambda H_X D^T z = 0$. Equivalently,

$$\forall \bar{\theta} \in R^{nM}, \quad 2\bar{\theta}^T H_X (\hat{\theta} - y) + \lambda \bar{\theta}^T H_X D^T z = 0$$

Note that $H_X$ is the projection matrix to the column space of $\text{span}(X)$, it suffices to consider $\forall \bar{\theta} = \text{vec}(T^T X^T)$. By definition of the sign operator, the following holds:

$$\bar{\theta}^T (\text{vec}(Y^T) - \hat{\theta}) = \lambda \|D^T \bar{\theta}\|_1$$

$$\bar{\theta}^T (\text{vec}(Y^T) - \hat{\theta}) \leq \lambda \|D^T \bar{\theta}\|_1$$

Subtracting the former from the latter, and replacing $\text{vec}(Y^T)$ with $\hat{\theta}^* + \varepsilon$, we get

$$(\theta - \hat{\theta})^T (\theta^* - \hat{\theta}) \leq (\theta - \hat{\theta})^T \varepsilon + \lambda \|D^T \theta\|_1 - \lambda \|D^T \bar{\theta}\|_1$$

Note $(\bar{\theta} - \hat{\theta})^T (\theta^* - \hat{\theta}) = \frac{1}{2} \left( \|\bar{\theta} - \hat{\theta}\|^2 + \|\theta^* - \hat{\theta}\|^2 - \|\bar{\theta} - \hat{\theta}\|^2 \right)$,

$$\|\bar{\theta} - \hat{\theta}\|^2 + \|\theta^* - \hat{\theta}\|^2 \leq \|\bar{\theta} - \theta^*\|^2 + 4(\bar{\theta} - \hat{\theta})^T \varepsilon + 4\lambda \|D^T \bar{\theta}\|_1 - 4\lambda \|D^T \bar{\theta}\|_1$$

(B.4)

To bound $(\bar{\theta} - \hat{\theta})^T \varepsilon$, note $DD^T$ is the graph Laplacian, therefore when the graph is connected, we have $\ker(D^T) = \ker(DD^T) = \{1_M\}$. Define $D^\dagger$ be the pseudo inverse of $D$, then $I - (D^\dagger)^T D^T$ is the projection matrix onto $\ker(D^T)$,

$$(\bar{\theta} - \hat{\theta})^T \varepsilon = \sum_{i=1}^n (\hat{\theta}_i - \bar{\theta}_i)^T e_i$$

$$= \sum_{i=1}^n ((I - (D^\dagger)^T D^T)e_i)^T (\hat{\theta}_i - \bar{\theta}_i) + ((D^\dagger)^T D^T e_i)^T (\hat{\theta}_i - \bar{\theta}_i)$$

$$\leq \sum_{i=1}^n \|((I - (D^\dagger)^T D^T)e_i)\|_1 \cdot \|\hat{\theta}_i - \bar{\theta}_i\| + \|(D^\dagger)^T e_i\|_\infty \cdot \|D^T (\hat{\theta}_i - \bar{\theta}_i)\|_1.$$
Applying union bound, with probability at least $1 - \delta$,

\[
(\hat{\theta} - \theta)^T \epsilon \leq \sum_{i=1}^{n} \left( 2\sigma \sqrt{2 \log(2enM/\delta)} \|\hat{\theta}_i - \theta_i\| + \rho \sigma \sqrt{2 \log(2enM/\delta)} \|D^T(\hat{\theta}_i - \theta_i)\| \right)
\leq 2\sigma \sqrt{2 \log(2enM/\delta)} \|\hat{\theta} - \theta\| + \rho \sigma \sqrt{2 \log(2enM/\delta)} \left( \sum_{i=1}^{n} \|D^T(\hat{\theta}_i - \theta_i)\| \right)
\]

By the triangle inequality,

\[
\|D^T(\hat{\theta} - \theta)\|_\ell_1 - \|D^T\hat{\theta}\|_\ell_1 \leq \|D^T\hat{\theta}\|_\ell_1 - \|D^T(\hat{\theta} - \theta)\|_\ell_1
\]

Hence

\[
\|D^T(\hat{\theta}_i - \theta_i)\|_\ell_1 + \|D^T(\hat{\theta}_i)\|_\ell_1 - \|D^T(\hat{\theta}_i)\|_\ell_1
\]

\[
= \|D^T(\hat{\theta}_i - \theta_i)\|_\ell_1 + \|D^T(\hat{\theta}_i - \theta_i)\|_\ell_1 + \|D^T(\hat{\theta}_i)\|_\ell_1 - \|D^T(\hat{\theta}_i)\|_\ell_1 - \|D^T(\hat{\theta}_i)\|_\ell_1
\]

\[
\leq 2\|D^T(\hat{\theta}_i - \theta_i)\|_\ell_1 + 2\|D^T(\hat{\theta}_i)\|_\ell_1
\]

By Definition 1, $\|D^T(\hat{\theta}_i - \theta_i)\|_\ell_1 \leq \kappa^{-1}_T \sqrt{T} \|\hat{\theta}_i - \theta_i\|$. We now plug above and (B.5) back to (B.4), and take $\lambda = \rho \sigma \sqrt{\log(mnM/\delta)}$, then with probability at least $1 - c_7 n^{-1}$,

\[
\|\hat{\theta} - \theta\|^2 + \|\theta^* - \hat{\theta}\|^2 \leq \|\hat{\theta} - \theta\|^2 + 8\sigma \sqrt{2 \log(2en/\delta)} \|\hat{\theta} - \theta\| + 4\lambda \|D^T(\hat{\theta})\|_\ell_1 + 4\lambda \kappa^{-1}_T \sqrt{T} \|\hat{\theta} - \theta\|
\]

(B.6)

Use Young’s inequality,

\[
8\sigma \sqrt{2 \log(2en/\delta)} \|\hat{\theta} - \theta\| \leq \frac{1}{2} \|\hat{\theta} - \theta\|^2 + 64\sigma^2 \log \left( \frac{2en}{\delta} \right)
\]

\[
4\lambda \kappa^{-1}_T \sqrt{T} \|\hat{\theta} - \theta\| \leq \frac{1}{2} \|\hat{\theta} - \theta\|^2 + 8\lambda^2 \kappa^{-2}_T |T|
\]

Canceling out $\|\hat{\theta} - \theta\|^2$ on both sides of (B.6),

\[
\|\theta^* - \hat{\theta}\|^2 \leq \|\theta^* - \theta\|^2 + 4\lambda \|D^T(\hat{\theta})\|_\ell_1 + 64\sigma^2 \log \left( \frac{2enM}{\delta} \right) + 8\lambda^2 \kappa^{-2}_T |T|
\]

Taking infimum on the right and plugging in $\lambda$ we have

\[
\|\theta^* - \hat{\theta}\|^2 \leq \inf_{\theta \in \mathbb{R}^{enM}, 1 / \|D^T(\hat{\theta})\|_\ell_1 + 64\sigma^2 \log \left( \frac{2enM}{\delta} \right) + 8\rho^2 \sigma^2 \log \left( \frac{mnM}{\delta} \right) \kappa^{-2}_T |T|}
\]
**B.2  Proof of Corollary**

Corollary [F] can be proved by combining Lemma [A] and Theorem [D].

**Proof of Corollary** [F] When \( \frac{1}{n} X^T X = I_p \), we will be able to control the error in \( \Gamma \), notice that \( \| \text{vec}(A) \|_2^2 = \| A \|_2^2 \), we have from [B.1] that

\[
\| \hat{\Gamma} - \Gamma^* \|_F^2 = \text{trace}(X^T X)^{-1} X^T \text{mat}(\theta^* - \hat{\theta})(\theta^* - \hat{\theta})^T X(X^T X)^{-1})
\]

\[
= \frac{1}{n} \| \theta^* - \hat{\theta} \|^2
\]

\[
= \inf_{\delta \in \mathbb{R}^{n M}, H, \delta = \delta} \left( \frac{1}{n} \| \delta - \theta^* \|^2 + \frac{4A}{n} \| (D_{\Gamma}^T \delta)_{\tau C} \|_F \right) + \frac{1}{n} \left( 4\sqrt{2 \log(2enM/\delta)} + 2\kappa^{-1}T \right)^2
\]

\[
\leq \inf_{\hat{\Gamma} \in \mathbb{R}^{p \times M}} \left( \| \Gamma - \hat{\Gamma} \|_F^2 + \frac{4A}{n} \| (X \Gamma D)_{\tau C} \|_F \right) + \frac{1}{n} \left( 4\sqrt{2 \log(2enM/\delta)} + 2\kappa^{-1}T \right)^2
\]
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