Stochastic resetting of active Brownian particles with Lorentz force

Iman Abdoli and Abhinav Sharma

The equilibrium properties of a system of passive diffusing particles in an external magnetic field are unaffected by the Lorentz force. In contrast, active Brownian particles exhibit steady-state phenomena that depend on both the strength and the polarity of the applied magnetic field. The intriguing effects of the Lorentz force, however, can only be observed when out-of-equilibrium density gradients are maintained in the system. To this end, we use the method of stochastic resetting on active Brownian particles in two dimensions by resetting them to the line \( x = 0 \) at a constant rate and periodicity in the \( y \) direction. Under stochastic resetting, an active system settles into a nontrivial stationary state which is characterized by an inhomogeneous density distribution, polarization and bulk fluxes perpendicular to the density gradients. We show that whereas for a uniform magnetic field the properties of the stationary state of the active system can be obtained from its passive counterpart, novel features emerge in the case of an inhomogeneous magnetic field which have no counterpart in passive systems. In particular, there exists an activity-dependent threshold rate such that for smaller resetting rates, the density distribution of active particles becomes non-monotonic. We also study the mean first-passage time to the \( x \) axis and find a surprising result: it takes an active particle more time to reach the target from any given point for the case when the magnetic field increases away from the axis. The theoretical predictions are validated using Brownian dynamics simulations.

1 Introduction

A fundamental feature of Active Brownian Particles (ABPs) is self-propulsion which requires a continual consumption of energy from the local environment\,[1–7]. Since ABPs are internally driven, they do not require breaking the spatial symmetry to exist in an out-of-equilibrium state. An ABP is generally modelled as a particle which propels itself along a direction which randomizes via rotational diffusion. Given the simplicity of the model, it is not surprising that ABPs serve as a minimalistic model to study the effect of broken time-reversal symmetry and nonequilibrium steady states in general\,[8–14]. The interest in ABPs is not purely theoretical as evident in the vast body of research in pharmaceutical and medical applications\,[15–22]. Since an ABP adjusts its propulsion speed in response to the local fuel concentration\,[19,23], it is also used as a simple model to understand the emergence of chemotaxis in proto-forms of life\,[24,25].

Recently, the behaviour of diffusion systems subjected to an external magnetic field has attracted considerable interest\,[28–39]. It has been shown that Lorentz force due to an external magnetic field induces additional Lorentz fluxes in diffusion systems which are perpendicular to the typical diffusive fluxes\,[33,35]. The Lorentz force generates dynamics which are different from those of a purely diffusive system. Interestingly, the unusual properties due to the Lorentz force persist in the small-mass limit in which the dynamics are overdamped. However, the equilibrium properties, as expected from the Bohr-van Leeuwen theorem\,[40], are unaffected by the applied magnetic field due to no performance of work on the particle. Since the Lorentz force only influences the dynamics, there are essentially two conditions to observe its unusual effects: (i) the system is out of equilibrium and (ii) there are density gradients in the system. This has been recently demonstrated in a system of ABPs with a uniform activity subjected to an inhomogeneous magnetic field\,[36] which satisfies the aforementioned conditions even in the stationary state. The nonequilibrium steady state in such a system is characterized by density inhomogeneity and bulk fluxes.

In order to ensure that there exists a nontrivial stationary state in a system of ABPs, one requires either a confining potential or periodic boundary condition\,[45]. In recent years, stochastic resetting has emerged as a powerful framework which gives rise to nontrivial stationary states in diffusive systems characterized by a non-Gaussian probability distribution and steady-state fluxes\,[41,53]. Stochastic resetting is unique in the sense that it renews the underlying process and therefore, in some sense, pre-
serves the dynamics of the underlying process in the steady state. With the recent experimental demonstrations \cite{54,55}, stochastic resetting is no longer a pure theoretical pursuit but rather an alternative and practical method to drive and maintain a system out of equilibrium. We have recently shown that stochastically resetting a passive particle to the origin in the presence of Lorentz force gives rise to a novel stationary state which bears the unusual dynamical properties owing to the magnetic field \cite{56}. While the stochastic resetting of passive particles has been thoroughly studied, much less is done about active particles \cite{46,55,57}. In a very recent work, the motion of an ABP under different resetting protocols has been studied \cite{58} with a focus on the steady-state density distribution.

In the present work, we investigate the motion of a charged ABP under resetting and the effect of Lorentz force. The particle is stochastically reset to the line $x = 0$ at a constant rate. In addition, the system is periodic in the $y$ direction. We start with a generalized coarse-grained Fokker-Planck equation and analytically determine the density, flux, and polarization, first for a uniform magnetic field and then for a spatially inhomogeneous magnetic field. We show that whereas for a uniform magnetic field the properties of the stationary state of the active system can be obtained from its passive counterpart, novel features emerge in the case of an inhomogeneous magnetic field which have no counterpart in passive systems. In particular, there exists an activity-dependent threshold rate such that for smaller resetting rates, the density distribution of active particles becomes non-monotonic. We also study the Mean First-Passage Time (MFPT) to the $x$ axis and find a surprising result: it takes an active particle more time to reach the target from any given point for the case when magnetic field increases away from the axis.

The paper continues as follows. In Sec. 2, we define the model and provide a description of the methods used to analyze the system. In Sec. 3, we study the system in the presence of a constant magnetic field. We then consider a space-dependent magnetic field and derived expressions for the density, flux, and polarization in the system. In Sec. 4, we study the system in the presence of a uniform magnetic field. We show that whereas for a uniform magnetic field the density, flux, and polarization, first for a uniform magnetic field, the ABP remains unchanged. The system is subjected to an external magnetic field, $B(\vec{r})$ in the $z$ direction.

$$\Gamma^{-1}(\vec{r}) = 1 - \frac{\kappa(\vec{r})}{1 + \kappa^2(\vec{r})} M + \frac{\kappa(\vec{r})^2}{1 + \kappa^2(\vec{r})} M^2. \quad (4)$$

Note that the orientation of the particle remains unchanged under resetting; the particle restarts its motion with the orientation that it had at the time of resetting.

We also perform Brownian dynamics simulations to validate our theoretical predictions. The dynamics of the particle can be
described by the following Langevin equations
\[ \frac{m}{\gamma} \ddot{\mathbf{r}}(t) = -\Gamma(\mathbf{r}) \cdot \dot{\mathbf{v}} + v_0 \mathbf{p}(t) + \xi(t), \]
and
\[ \ddot{\mathbf{r}}(t) = \ddot{\mathbf{v}}(t), \text{ and } \dot{\mathbf{p}}(t) = \ddot{\mathbf{v}}(t) \times \mathbf{p}(t), \]
where the dot over the vectors denotes the time derivative and the stochastic forces \( \xi(t) \) and \( \ddot{\mathbf{v}}(t) \) satisfy the properties of Gaussian white noise with zero mean value and correlation functions
\[ \langle \xi(t) \xi(t') \rangle = 2D_{\xi} \delta(t-t') \text{ and } \langle \ddot{\mathbf{v}}(t) \ddot{\mathbf{v}}(t') \rangle = 2D_{\mathbf{v}} \delta(t-t'). \]

The first approach, in contrast, does not require the activity to be small and only that the gradients be small compared to the persistence length of the ABP. It therefore allows one to consider an active system in which the activity dominates over thermal fluctuations.

Now we consider periodic boundary conditions in the \( y \) direction and a magnetic field which is varying along the \( x \) direction. With these choices we effectively restrict ourselves to spatially single-variable analysis. By averaging over the \( y \) positional degrees of freedom from the Fokker-Planck equation in (7), we obtain
\[ \frac{\partial g(x,t)}{\partial t} = -\nabla \cdot \left[ \overline{\mathbf{F}}(x,t) + \mathbf{p}(x,t) \right] - \mu g(x,t) + \frac{\mu}{L} \delta(x), \]
where \( L \) is the size of the system and \( g(x,t) \) is the probability density of finding the particle at position \( x \) at time \( t \) given that its initial position was at \( x = 0 \). The flux due to thermal fluctuations is
\[ \overline{\mathbf{F}}(x,t) = -D_{\mathbf{v}} \nabla \left[ \overline{\mathbf{F}}(x,t) \right] \]

is the flux due to activity where \( \nabla \mathbf{F}(x,t) = (\partial \mathbf{F}(x,t),0) \), and
\[ \mathbf{p}(x,t) = -\frac{L}{2g(x,t)} \nabla \cdot \left[ \overline{\mathbf{F}}(x,t) \right], \]
is the polarization. Note that since there is no variation in the \( y \) direction all the derivatives with respect to \( y \) are zero resulting in the reduction of \( \nabla \) in Eqs. (11) and (13) to simply the derivative with respect to \( x \).

To highlight the new features which emerge in the system of ABPs we make a comparison between the active system and its passive counterpart. As the active system we consider the motion of the particle purely due to the activity by ignoring the thermal term (i.e., \( D_{\mathbf{v}} = 0 \)) in Eqs. (5) and (6) and (12a). We compare the active system with the passive one wherein the motion of the particle is due to the thermal fluctuations. The governing Langevin equations and corresponding Fokker-Planck equation of the passive system can be obtained by setting the self-propulsion velocity, \( v_0 \) to zero in Eqs. (5) and (6) and (12b).

3 Uniform magnetic field

We first consider the system subjected to a uniform magnetic field \( k(x) \equiv k \). For the active system the stationary probability density, denoted by \( g''(x) \), can be easily obtained by plugging Eq. (12b) into Eq. (11) and setting \( \partial g(x,t) = 0 \). The solution can be written as
\[ g''(x) = \frac{\alpha}{2L} \exp(-\alpha |x|), \]
where \( \alpha = \sqrt{1+k^2}a_0 \) with \( a_0 = \sqrt{\mu/D_{\mathbf{v}}} \) and \( D_{\mathbf{v}} = v_0^2/2(D_{\mathbf{v}} + \mu) \), being the modified active diffusivity. The stationary solution in (14) is the same as that of the passive system wherein \( D_{\mathbf{v}} \) is replaced by \( D_{\mathbf{v}}[35,36] \).

The polarization can be obtained by plugging Eq. (14) in Eq. (8), which in the \( x \) direction can be written as
\[ p_x(x) = \frac{L}{2} \frac{\alpha a_0}{[1+k^2]} \text{ sign}(x), \]
and in spite of the translational invariance in the y direction there exists polarization which is given as

\[ p_y(x) = \kappa p_x(x), \]  

(15b)

However, the substitution of the polarization into Eq. (12b) gives zero fluxes in y direction and

\[ j_y^0(x) = \frac{\mu}{2L} \text{sign}(x) \exp(-\alpha|x|), \]  

(16)

in the x direction where \( \text{sign}(.) \) denotes the sign function. Note that the stationary polarization and fluxes in the y direction are zero in the absence of the magnetic field.

In Fig. 2 (a-d) we show the density, stationary flux and the x and y components of the orientation, respectively. Note that despite the translational invariant motion in the y direction there exists polarization in this direction. However, the y component of the stationary flux is zero due to the cancellation of fluxes arising from the polarization in the x and y directions.

4 Inhomogeneous magnetic field

In this section, we show that novel features emerge in the case of an inhomogeneous magnetic field which have no counterpart in passive systems. We consider a system subjected to an exponentially varying magnetic field such that \( \kappa(x) = \sqrt{\lambda^2|x| - 1} \) where \( \lambda \) is a constant. With this choice of the magnetic field, the Fokker-Planck equation in (11) can be solved exactly. The stationary probability density is given as

\[ g^0(x) = \frac{\alpha_p}{2L} \exp \left[ \frac{\lambda|x|}{2} - \frac{2\alpha_p}{\lambda} \left( \exp \left( \frac{\lambda|x|}{2} \right) - 1 \right) \right]. \]  

(17)

Using Eq. (13) the polarization in the x direction is given as

\[ p_x(x) = \frac{L_p \text{sign}(x)}{2} \left[ \frac{\lambda}{2} \exp(-\lambda|x|) + \alpha_p \exp(-\lambda|x|) \right]. \]  

(18a)

and similarly

\[ p_y(x) = \frac{L_p \lambda \text{sign}(x)}{4 \sqrt{\exp(\lambda|x|) - 1}} \left[ \frac{4\alpha_p}{\lambda} \sinh \left( \frac{\lambda|x|}{2} \right) \exp(\lambda|x|) - \exp(-\lambda|x|) \right], \]  

(18b)

is the polarization in the y direction. The x and y components of the stationary flux can be obtained using Eq. (12b), which read

\[ j_x^0(x) = \alpha_p D_p \text{sign}(x) \exp \left( -\frac{\lambda|x|}{2} \right) g^0(x), \]  

(19a)

\[ j_y^0(x) = -\frac{\lambda D_p}{2 \sqrt{\exp(\lambda|x|) - 1}} \text{sign}(x) g^0(x). \]  

(19b)

Note that the stationary polarization and stationary flux in the y direction cease to exist in the absence of the magnetic field.

We also consider a passive system under resetting and subjected to the same magnetic field as in the active system. The governing Fokker-Planck equation for the system can be easily written by setting \( v_0 = 0 \) in Eq. (12b) and substituting Eq. (12a) into Eq. (11). The stationary solution, \( g^0(x) \), of the resulting equation is

\[ g^0(x) = \frac{\alpha_p}{2L K_0(\frac{\alpha_p}{\lambda})} \exp \left( \frac{\lambda|x|}{2} \right) K_1 \left( \frac{2\alpha_p}{\lambda} \exp \left( \frac{\lambda|x|}{2} \right) \right), \]  

(20)

where \( \alpha_p = \sqrt{\mu/D_p} \) and \( K_0 \) and \( K_1 \) are the modified Bessel functions of the second kind of order 0 and 1, respectively. The x component of the stationary flux can be written as

\[ j_x^0(x) = \frac{D_p \alpha_p^2}{2L K_0(\frac{\alpha_p}{\lambda})} \text{sign}(x) K_0 \left( \frac{2\alpha_p}{\lambda} \exp \left( \frac{\lambda|x|}{2} \right) \right), \]  

(21)

and similarly

\[ j_y^0(x) = -\sqrt{\exp(\lambda|x|) - 1} j_x^0(x). \]  

(22)

is the flux in the y direction.
The density distribution of the particles becomes non-monotonic. Below this threshold rate, \( \mu < \lambda^2 \kappa^2 / (8D) \), the ABPs accumulate in a vicinity of positions given by \( x = \pm (2/\lambda) \ln (\lambda / 2\alpha) \).

In Fig. 4 we use Eq. (18a) to Eq. (19b) to plot the fluxes and the polarization in the active system. Whereas in the case of a constant magnetic field there is no flux in the \( y \) direction, inhomogeneity in the magnetic field gives rise to the orientation which results in fluxes in the \( x \) and \( y \) directions. Note that the polarization and flux in the \( y \) direction cease to exist in the absence of the magnetic field. Figure 5 shows the \( x \) and \( y \) components of the stationary flux in the passive system. As can be seen the theoretical results from Eq. (21) and Eq. (22) are in good agreement with the simulation results.

Transport properties of Brownian particles have been usually studied by considering systems which are restricted within the confines of structured and inhomogeneous environments. While in many cases, such structured environments can be viewed as confined channels with different boundaries and properties, directed transport can be obtained via spatial control of activity. Here we show that the Lorentz force can result in directed transport with no need for structured geometries. For a better visualization, we consider an ABP under resetting, subjected to the magnetic field \( \mathbf{k}(x) = \sqrt{e^{\lambda x} - 1} \) if \( x < 0 \) and \( \mathbf{k}(x) = -\sqrt{e^{\lambda x} - 1} \) otherwise. We show the flux and density in the active system in two dimensions. Figure 6(a) depicts a vector plot of the stationary flux in the system which clearly shows the particle transport along the \( y \) axis. In Fig. 6(b) we show a surface plot of the stationary probability density in which the arrows show the direction of the particle transport.

5 Mean first-passage time

We now study the first-passage properties of the system in the case of a fixed target at the origin. The searching particle is stochastically reset to its initial position \( x_0 \) to be fixed. The backward Fokker-Planck equation for the survival probability, \( G(x,t) \) – the probability that the searching particle starting at \( x = 0 \) has not reached the target in time \( t \) – can be written as

\[
\frac{\partial G(x,t)}{\partial t} = A(x) \frac{\partial^2 G(x,t)}{\partial x^2} + B(x) \frac{\partial G(x,t)}{\partial x} - \mu G(x,t) + \mu \bar{G}(x_0,t),
\]

(23)

where the initial and boundary conditions are \( G(x,0) = 1 \) and \( G(0,t) = 0 \), respectively. While the coefficients \( A(x) \) and \( B(x) \) for the active system are \( D_x e^{-\lambda x} \) and \( -D_x \lambda e^{-\lambda x} / 2 \), those for the passive one are \( D_x e^{-\lambda x} \) and \( -D_x \lambda e^{-\lambda x} \), respectively. We first solve Eq. (23) and then set \( x = x_0 \) to find the MFPT (see Appendix B for details). The Laplace transform of the backward Fokker-Planck equation in (23) reads

\[
B(x) \frac{\partial^2 \tilde{G}(x,s)}{\partial x^2} + A(x) \frac{\partial \tilde{G}(x,s)}{\partial x} - (\mu + s) \tilde{G}(x,s) = -1 - \mu \tilde{G}(x_0,s),
\]

(24)

where \( \tilde{G}(x,s) = \int_0^\infty dxe^{-s} G(x,s) \) is the Laplace transform of the survival probability. Solving Eq. (24) and setting \( x = x_0 \) we obtain the expressions for the survival probability for the active and passive systems in the Laplace space, which when evaluated at \( s = 0 \) gives the MFPT as

\[
T^a(x_0) = \frac{1}{\mu} \left\{ \exp \left( \frac{2\alpha}{\lambda} \left( \exp \left( \frac{\lambda x_0}{2} \right) - 1 \right) \right) - 1 \right\},
\]

(25)

for the active system, and

\[
T^p(x_0) = \frac{1}{\mu} \left\{ \frac{K_1 \left( \frac{2\alpha}{\lambda} \exp \left( \frac{-\lambda x_0}{2} \right) \right)}{K_1 \left( \frac{2\alpha}{\lambda} \exp \left( \frac{\lambda x_0}{2} \right) \right)} - 1 \right\},
\]

(26)
A spatial control of Lorentz force (or self-propulsion speed) can direct transport with no need for structured geometries. (a) A vector plot of the stationary flux whose direction is shown by the arrows and the magnitude is color coded and (b) a surface plot of the stationary probability density to which the flux is attached. An ABP under resetting to the line $x = 0$ at the rate $\mu = 1.0$ is subjected to the magnetic field such that $\kappa(x) = \sqrt{e^{\lambda x} - 1}$ if $x < 0$ and $\kappa(x) = -\sqrt{e^{\lambda x} - 1}$ otherwise with $\lambda = 2.0$.

for the passive system. Note that the MFPTs of the systems diverge as $\mu \to 0$ or $\mu \to \infty$. This implies that there exists an optimal rate at which the MFPT becomes minimum.

In Fig. 7 we show the MFPT with respect to the stochastic rate for the active and passive systems. We compare the results from the theory, given by Eq. (25) and Eq. (26) and those from Brownian dynamics simulations. It is clear that there exists an optimal resetting rate, $\mu^*$ that minimizes the time for the searcher to reach the target. The optimal resetting rate decreases exponentially with increasing starting point $x_0$ due to inhomogeneity in the magnetic field. The inset shows how the optimal resetting rate varies with increasing initial position of the particle in the active system.

Figure 8 shows the ratio of the MFPT of the active system to its passive counterpart. Interestingly, the active particle is slower than its passive counterpart to reach the target. The relative slowness increases as $x_0 \to 0$ or $x_0 \to \infty$. It implies that there exists a position, $x_0^*$ where if the particles start from, they reach the target with minimum time difference. In the limit of large $x_0$ the MFPT for the active system to find the target is exponentially longer than the passive one and scales as $\sim e^{\lambda x_0/4}$, which is shown by dashed line. The inset depicts the simulation results of the ratio of the MFPTs for the searcher starting at the origin and the target is set at $x_0$. In this case, either active or passive searcher can be faster. There is also a point at which if the particles started from, they would have the same MFPT which occurs in the case of a constant magnetic field (e.g. $\lambda = 0$) as well.

6 Conclusions

In this paper, we studied the motion of a charged ABP under resetting and the effect of Lorentz force. We showed that whereas for a uniform magnetic field the properties of the stationary state of the active system can be obtained from its passive counterpart, novel features emerge in the case of an inhomogeneous magnetic field which have no counterpart in passive systems. In particular, there exists an activity-dependent threshold rate such that for smaller resetting rates, the density distribution of active particles becomes non-monotonic. Moreover, somewhat counter intuitively, it may take an active particle much longer to reach a fixed target than its passive counterpart in an inhomogeneous magnetic field. We also showed that the Lorentz force can result in directed transport with no need for structured geometries.

We would like to emphasize that the choice of the magnetic field is motivated by the mathematical convenience, which allows us to theoretically analyse the system. The qualitative behaviour of the system will remain unaffected by other choices of the magnetic field. We note that an ABP in an inhomogeneous activity field and subjected to a constant magnetic field will give rise to the same phenomenology as presented in this study. A pos-
possible experimental realization is to reset the particle in a rotating frame of reference using optical tweezers. By rotating the reference frame one can induce a Coriolis force which acts the same as the Lorentz force arising from an external magnetic field. From a future perspective, it would be interesting to investigate the effect of stochastic resetting on inertial ABPs.

A Elimination of orientational degrees of freedom

We use a gradient-expansion approach to integrate out the orientational degrees of freedom from the probability density. To do this, we recall the Fokker-Planck equation for the probability density, $P(\vec{r}, \vec{p}; t)$ as

$$
\frac{\partial}{\partial t} P(\vec{r}, \vec{p}; t) = \nabla \cdot \left[ \Gamma^{-1}(\vec{r}) (D_r \nabla - v_0 \vec{p}) P(\vec{r}, \vec{p}; t) \right] + D_r \delta^2 P(\vec{r}, \vec{p}; t) + \Phi_I + \Phi_g, \tag{27}
$$

where

$$
\Phi_I = -\mu P(\vec{r}, \vec{p}; t), \tag{28}
$$

is the loss of the probability from the position $\vec{r}$ due to resetting while

$$
\Phi_g = \mu \delta(x) \int P(\vec{x}', y, p_x, p_y; t) d\vec{x}', \tag{29}
$$

is the gain of the probability at the point $(0, y)$ on the $x$-axis.

The probability density, $P(\vec{r}, \vec{p}; t)$, can be projected on spherical harmonics and consequently written as an expansion. By projecting the probability density on the zeroth and first spherical harmonics we find

$$
P(\vec{r}, \vec{p}; t) = \rho(\vec{r}; t) + \vec{\delta}(\vec{r}; t) \cdot \vec{p} + \Xi, \tag{30}
$$

where $\rho(\vec{r}; t)$ is the positional probability density and the vector $\vec{\delta}(\vec{r}; t)$ is the polar order parameter. Note that $\Xi$ denotes higher-order contributions which are ignored in this study. Plugging this expansion in Eq. (27) and then integrating over the orientational degrees of freedom, we find

$$
\frac{\partial \rho(\vec{r}; t)}{\partial t} = -\nabla \cdot \left[ \vec{J}(\vec{r}; t) + \vec{J}^0(\vec{r}; t) \right] + \Phi_I + \Phi_g, \tag{31}
$$

where

$$
\Phi_I = -\mu \rho(\vec{r}; t), \tag{32}
$$

and

$$
\vec{J}(\vec{r}; t) = -D_r \Gamma^{-1}(\vec{r}) \nabla \rho(\vec{r}; t), \tag{34a}
$$

$$
\vec{J}^0(\vec{r}; t) = -\frac{v_0}{2} \Gamma^{-1}(\vec{r}) \vec{\delta}(\vec{r}; t). \tag{34b}
$$

To calculate the polar order parameter, $\vec{\delta}(\vec{r}; t)$ we multiply Eq. (27) by $\vec{p}$ and integrate over the orientational degrees of freedom. This gives rise to an equation for $\vec{\delta}(\vec{r}; t)$ as

$$
\frac{\partial \vec{\delta}(\vec{r}; t)}{\partial t} = \nabla \cdot \left[ \Gamma^{-1}(\vec{r}) (D_r \nabla \vec{\delta}(\vec{r}; t) - v_0 \rho(\vec{r}; t)) \right] - (D_r + \mu) \vec{\delta}(\vec{r}; t) + \mu \delta(x) \int \vec{\delta}(\vec{x}', y; t) d\vec{x}', \tag{35}
$$

This is the point where we make an assumption in which the density is the slowest mode in the system. In this limit, the gradients in the system are small in comparison to the modified persistence length of the active particle, $l_p = v_0/(D_r + \mu)$ with $D_r \gg \mu$. With this approximation the time derivative of $\vec{\delta}(\vec{r}; t)$ and the first term on the right hand side of Eq. (35), sitting in the bracket, is negligible. In addition, due to the symmetry in the system the integral over the polar order, given as the last term in Eq. (35), is zero. In this limit, Eq. (35) gives

$$
\vec{\delta}(\vec{r}; t) = -\frac{v_0}{(D_r + \mu)} \nabla \cdot \left[ \Gamma^{-1}(\vec{r}) \rho(\vec{r}; t) \right]. \tag{36}
$$

The substitution of Eq. (36) into Eq. (34b) and then the resulting equation together with Eq. (34a) into Eq. (31) gives

$$
\frac{\partial \rho(\vec{r}; t)}{\partial t} = \nabla \cdot \left[ \Gamma^{-1}(\vec{r}) (D_r \nabla + v_0 \vec{\delta}(\vec{r}; t)) \rho(\vec{r}; t) \right] + \Phi_I + \Phi_g, \tag{37}
$$

where (in two dimensions) the polarization, $\vec{\delta}(\vec{r}; t)$ is related to the polar parameter, $\vec{\delta}(\vec{r}; t)$ through

$$
\vec{\delta}(\vec{r}; t) = \frac{\vec{\delta}(\vec{r}; t)}{2 \rho(\vec{r}; t)}. \tag{38}
$$

B Derivation of the MFPT

Here we present the derivation of the MFPT of the active system. A similar approach can be used to derive the MFPT of the passive
system. Using Eq. 23 in the main text, the backward Fokker-Planck equation for the active system can be written as
\[
\partial_t G(x;t) = D_\alpha e^{-\lambda x} \left[ \frac{\partial}{\partial x} G(x;t) - \frac{\lambda}{2} \frac{\partial^2}{\partial x^2} G(x;t) \right] - \mu G(x;t) + \mu G(x_0;t),
\]
(39)
where \(G(x_0;t)\) is the probability that the particle, started at \(x_0\), is not absorbed by the target. The initial and boundary conditions are given as
\[
\begin{align*}
G(x;t) &= 0, \quad \text{at } t = 0, \\
G(x;0) &= 1, \quad \text{at } x = 0.
\end{align*}
\]
(40)
Using the Laplace transform of \(G(x;t)\), which is defined as
\[
\tilde{G}(x,s) = \int_0^\infty e^{-xt} G(x,s) \, dt,
\]
(41)
the transformed backward equation can be written as
\[
D_\alpha e^{-\lambda x} \left[ \frac{\partial}{\partial x} \tilde{G}_0(x;s) - \frac{\lambda}{2} \frac{\partial^2}{\partial x^2} \tilde{G}_0(x;s) \right] - (\mu + s) \tilde{G}(x;s) = -1 - \mu \tilde{G}(x_0;s),
\]
(42)
To solve Eq. 42, we first obtain the solution to the equation without the reinjection flux (the RHS terms), denoted by \(\tilde{G}_0(x;s)\), i.e.
\[
e^{-\lambda x} \left[ \frac{\partial}{\partial x} \tilde{G}_0(x;s) - \frac{\lambda}{2} \frac{\partial^2}{\partial x^2} \tilde{G}_0(x;s) \right] - \alpha_0^2(s) \tilde{G}_0(x;s) = 0,
\]
(43)
where \(\alpha_0(s) = \sqrt{\mu + s}/D_\alpha\). The solution to Eq. 43 is
\[
\tilde{G}_0(x;s) = A \exp \left[ \frac{2\alpha_0(s)}{\lambda} \exp \left( \frac{\lambda x}{2} \right) \right] + B \exp \left[ -\frac{2\alpha_0(s)}{\lambda} \exp \left( \frac{\lambda x}{2} \right) \right],
\]
(44)
where \(A\) and \(B\) are constants. The condition that the probability density is finite as \(x \to \infty\) implies that \(A = 0\). Thus, the solution to the Eq. 42 can be written as
\[
\tilde{G}(x;s) = B \exp \left[ -\frac{2\alpha_0(s)}{\lambda} \exp \left( \frac{\lambda x}{2} \right) \right] + \frac{1 + \mu \tilde{G}(x_0;s)}{\mu + s},
\]
(45)
where the constant \(B\) can be calculated using the boundary condition in Eq. 40, which reads
\[
B = \frac{1 + \mu \tilde{G}(x_0;s)}{\mu + s} \exp \left( \frac{2\alpha_0(s)}{\lambda} \right).
\]
(46)
Plugging Eq. 46 into Eq. 45 gives
\[
\tilde{G}(x;s) = -\frac{1 + \mu \tilde{G}(x_0;s)}{\mu + s} \exp \left[ -\frac{2\alpha_0(s)}{\lambda} \left( \exp \left( \frac{\lambda x}{2} \right) - 1 \right) \right] + \frac{1 + \mu \tilde{G}(x_0;s)}{\mu + s}.
\]
(47)
Finally, by setting \(x = x_0\) we obtain the survival probability, which can be written as
\[
\tilde{G}(x_0;s) = \frac{1 - \exp \left[ -\frac{2\alpha_0(s)}{\lambda} \left( \exp \left( \frac{\lambda x_0}{2} \right) - 1 \right) \right]}{s + \exp \left( -\frac{2\alpha_0(s)}{\lambda} \left( \exp \left( \frac{\lambda x_0}{2} \right) - 1 \right) \right)},
\]
(48)
which when evaluated at \(s = 0\) gives the MFPT. This yields
\[
T^d(x_0) = \frac{1}{\mu} \left[ \exp \left( \frac{2\alpha_0(s)}{\lambda} \left( \exp \left( \frac{\lambda x_0}{2} \right) - 1 \right) \right) - 1 \right],
\]
(49)
where \(\alpha_0 \equiv \alpha_0(0)\). Note that we obtained the MFPT for the active system. However, a similar method can be used to derive the MFPT for the passive system, as well.
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