Some aspects of number theory related to phase operators
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Abstract: We first extend the multiplicativity property of arithmetic functions to the setting of operators on the Fock space. Secondly, we use phase operators to get representation of some extended arithmetic functions by operators on the Hardy space. Finally, we show that radial limits to the boundary of the unit disc in the Hardy space is useful in order to go back to the classical arithmetic functions. Our approach can be understudied as a transition from the classical number theory to quantum setting.

1 Introduction

Many aspects of the Hardy space have a physical meaning. In particular, we found in [15] a characterization of the number-phase statistical of quantum harmonic oscillator by using the inner-outer factorization of the analytic functions in the unit disc. Other important fact related to the inner-outer factorization is the arithmetic of inner functions which is due to A. Beurling [11]. In the same sprit the interference in phase space between components of quantum superposition states has also some effect on the arithmetic of inner functions.

An arithmetic function $\alpha$ is said to be multiplicative if for all relatively prime positive integers $n$, $m$,

$$\alpha(nm) = \alpha(n)\alpha(m).$$

The class of arithmetic functions include well-known multiplicative functions such as, the Euler totient function, denoted by $\varphi$, is defined as the number of positive integers less than and relatively prime to $n$; the Möbius function $\mu$, which is given by

$$\mu(n) = \begin{cases} (-1)^{\omega(n)} & \text{if } n \text{ is a square-free integer} \\ 0 & \text{otherwise}, \end{cases}$$
where $\omega(n)$ is the number of prime factors of $n$. For a more elaborate account on multiplicative functions, we refer the reader to [5].

In this work we formulate an extension of arithmetic multiplicative functions to the operators setting. More precisely we consider functions such that their domain is the positive integers and their range included in some subset of linear operators on the Fock space of harmonic oscillator algebra [4].

Our principal tools to construct extended arithmetic functions is the resolution of the identity in the Fock space and the analytic representation in the Hardy space. In particular we show that arithmetic functions can be obtained by using the Berezin symbol of operators and the radial limit in the unit disc of the extended arithmetic functions. The Berezin symbol of bounded operator is a covariant symbol of the operator. More precisely, it is an real analytic function on the unit disc that is bounded by the numerical radius of the operator. Often the behavior of the Berezin symbol of an operator provides important information about the operator itself. On the Hardy spaces, the Berezin symbol uniquely determines the operator.

The outline of the paper is as follows. In section 2, we explain the connection between the arithmetic functions and extended arithmetic functions in Fock space. Phase operators, phase states and their analytic representations in the Hardy space and Berezin symbol are explained in section 3. Section 4 studies multiplicativity and asymptotic multiplicativity of arithmetic functions in Hardy space [11]. We derive a several identities for arithmetic functions from the radial limit of extended arithmetic functions. We also provide a generalization of the zeta function.

## 2 Extended arithmetic functions

Let us start with the harmonic oscillator algebra $\mathcal{A}$ spanned by three linear operators $a^-, a^+$ and $N$ satisfying the following commutation relations:

$$[a^-, a^+] = 1, \quad [N, a^\pm] = \pm a, \quad (a^-)^\dagger = a, \quad N^\dagger = N. \quad (1)$$

The Hilbert space $H$ of states is generated by the number states $|n\rangle$, where $n = 0, 1, 2, \ldots$. The states are assumed to be orthonormal, $\langle m|n\rangle = \delta_{m,n}$, and constitute a basis in $H$. This representation is usually called Fock space. The operators $a, a^\dagger$ and $N$ satisfying (1) may be realized in Fock space as

$$a|n\rangle = \sqrt{n}|n\rangle \quad a^\dagger |n\rangle = \sqrt{n+1}|n+1\rangle, \quad N|n\rangle = n|n\rangle. \quad (2)$$

In this case the states $\{|n\rangle\}_{n=0}^{\infty}$ are orthonormal and provide a resolution of the identity

$$\sum_{n=0}^{\infty} |n\rangle\langle n| = 1. \quad (3)$$

Thus, for every integer $n$ we have the following spectral decomposition

$$\sum_{j=0}^{n-1} \Pi_j(n) = 1, \quad n = 1, 2, \ldots. \quad (4)$$
where
\[
\Pi_j(n) = \sum_{k=0}^{\infty} |nk + j\rangle\langle nk + j|.
\] (5)

We have also
\[
\Pi_i(n)\Pi_j(n) = \delta_{ij}\Pi_j(n).
\] (6)

Thus, for every fixed integer \( n \), \( \{\Pi_j(n)\}_{j=0}^{n-1} \) constitutes a complete system of orthogonal projections in \( \mathcal{H} \). We also introduce another operator \( S_n \), which we call rotated operator and which we define as
\[
S_n = \sum_{s=0}^{n-1} \varepsilon_s \Pi_{s}(n), \quad \varepsilon_n = e^{\frac{2\pi i}{n}}.
\] (7)

Using the identity
\[
\frac{1}{n} \sum_{s=0}^{n-1} \varepsilon^n s(k-t) = \delta_{kt},
\] (8)
we can invert (7) and get
\[
\Pi_j(n) = \frac{1}{n} \sum_{k=0}^{n-1} \varepsilon^{-kj} \varepsilon^{gk}.
\] (9)

It is easy now to show that the rotated operator \( S_r \) is an unitary operator on \( \mathcal{H} \) and satisfies the relation
\[
S_n^r = 1.
\]

From the well-know identity
\[
\sum_{k=0}^{n-1} \varepsilon^{jk} = \begin{cases} 1 & \text{if } j|n, \\ 0 & \text{otherwise}, \end{cases}
\] (10)
we can also show that for every arithmetic progression \( j + n, \ldots j + rn \), we have
\[
\Pi_j(n) = \sum_{k=1}^{r} \Pi_{j+kn}(nr).
\]

**Lemma 1 (The Chinese Remainder Theorem).** The system of congruences
\[
\begin{cases} x \equiv a \pmod{n} \\ x \equiv b \pmod{m}. \end{cases}
\]
is solvable if, and only if, \( \gcd(n, m) | a - b \). Any two solutions of the system are incongruent \( \pmod{\text{lcm}(n, m)} \).

**Theorem 1.** For arbitrary positive integers \( n, m, \) and \( k, l = 0, 1, \ldots \), we have
\[
\Pi_k(n)\Pi_l(m) = \begin{cases} \Pi_j(\text{lcm}(n, m)) & \text{if } \gcd(n, m) | l - k \\ 0 & \text{otherwise}. \end{cases}
\] (11)

where \( j \) is the unique solution \( \pmod{\text{lcm}(n, m)} \) of the system of congruences
\[
\begin{cases} j \equiv k \pmod{n} \\ j \equiv l \pmod{m}. \end{cases}
\] (12)

Here \( \text{lcm}(n, m) \) is the least common multiple of integers \( n, m \).
Proof. Observe that
\[
\Pi_j(n) = \sum_{k \equiv j \pmod{n}} |k\rangle \langle k|.
\] (13)

Then
\[
\Pi_k(n)\Pi_l(m) = \sum_{r \equiv k \pmod{n}, \ r \equiv l \pmod{m}} |r\rangle \langle r|.
\] (14)

The result follows from the Lemma 1. \qed

Definition 1. A sequence \( \{\Phi(n)\}_{n=1}^{\infty} \) of linear operators on the Fock space \( \mathcal{H} \) is said to be extended multiplicative function on \( \mathcal{H} \), if the map \( \Phi: \mathbb{N} \times \mathcal{H} \to \mathcal{H} \) satisfies the following properties:

1. for any \( n \in \mathbb{N} \), the map \( \Phi(n): \mathcal{H} \to \mathcal{H} \), \( v \to \Phi(n,v) \) is linear,
2. \( \Phi(nm) = \Phi(n)\Phi(m) \), whenever \( \gcd(n,m) = 1 \).

Note that every multiplicative function \( \alpha: \mathbb{N} \to \mathbb{C} \) can be identified with the extended multiplicative function \( \alpha 1 \) (1 is the identity operator). From Theorem 1 we deduce that for every relatively prime \( n \) and \( m \) we have
\[
\Pi_j(n)\Pi_j(m) = \Pi_j(nm).
\] (15)

Thus shows that for every fixed integer \( j \) the sequence \( \{\Pi_j(n)\}_{n=1}^{\infty} \) is an extended multiplicative function on \( \mathcal{H} \). Note also that if \( n \mid m \), then
\[
\Pi_j(n)\Pi_k(m) = \begin{cases} 
\Pi_k(m), & \text{if } k \equiv j \pmod{n} \\
0, & \text{otherwise}.
\end{cases}
\]

By unique factorization, there is a unique way of writing \( n = p_1^{\alpha_1} \cdots p_k^{\alpha_k} \) and (15) gives that
\[
\Pi_j(n) = \Pi_{j_1}(p_1^{\alpha_1}) \cdots \Pi_{j_k}(p_k^{\alpha_k}),
\] (16)

where
\[
1 \leq j_i \leq p_i^{\alpha_i} \text{ and } j_i \equiv j \pmod{p_i^{\alpha_i}}, \quad l = 1, \ldots, k.
\] (17)

We naturally extend the convolution products, such as the Dirichlet product, lcm product and unitary product (see, [2]) as follows:
\[
(A \ast B)(n) = \sum_{kl=n} A(k)B(l) \quad \text{(Dirichlet product),}
\] (18)
\[
(A \boxdot B)(n) = \sum_{\gcd(k,l)=1} A(k)B(l) \quad \text{(lcm-product),}
\] (19)
\[
(A \sqcup B)(n) = \sum_{kl=n} A(k)B(l) \quad \text{(unitary product),}
\] (20)

where \( \{A(n)\} \) and \( \{B(n)\} \) are two sequences of linear operators on \( \mathcal{H} \).

Note that extended convolution products defined above are associative, but in general are not commutative.

We can also show that if \( \alpha, \beta: \mathbb{N} \to \mathbb{C} \) are two arithmetic functions and \( j \geq 1 \), then
\[
\alpha \Pi_j \boxdot \beta \Pi_j = (\alpha \boxdot \beta) \Pi_j,
\] (21)
\[
\alpha P_j \sqcup \beta \Pi_j = (\alpha \sqcup \beta) \Pi_j,
\] (22)
\[
\nu_0 \ast (\alpha \boxdot \beta) \Pi_j = (\nu_0 \ast \alpha \Pi_j) (\nu_0 \ast \beta \Pi_j).
\] (23)
In particular,
\[(\sum_{j} \Pi_j)(n) = M_2(n) \Pi_j(n) \quad \text{and} \quad (\bigoplus \Pi_j)(n) = 2^{\nu_0(n)} \Pi_j(n),\]
where
\[M_s(n) = \begin{cases} 1 & \text{if } n = 1, \\ \prod_{k=1}^r \left( (a_s + 1)^s - a_k^s \right) & \text{if } n = \prod_{k=1}^r p_k^s, \end{cases}\]
and \(\nu_0(n) = 1\).

3 Phase operator

We denote by \(H^2\), the Hardy space of all analytic functions on the unit disc \(D = \{ z \in \mathbb{C} : |z| < 1 \}\) for which
\[\|f\|_2^2 = \sup_{0 < r < 1} \frac{1}{2\pi} \int_0^{2\pi} |f(re^{i\theta})|^2 d\theta < \infty.\]
and \(H^\infty\) is the space the bounded analytic functions on \(D\) equipped with the usual norm
\[\|f\|_\infty := \sup_{z \in D} |f(z)|.\]

Let us recall some fundamental theorems on the Hardy classes see [11]. For \(f \in H^2\) the radial limit
\[f(e^{i\theta}) = \lim_{r \to 1} f(re^{i\theta})\]
exists almost everywhere (a.e.) on the unit circle \(T = \partial D\). As a consequence, we identify functions \(f\) in \(H^2\) with their non-tangential boundary limits on \(T\) also denoted by \(f\). The family \(\{e_n(z) = z^n\}_{n=0}^\infty\) is an orthonormal basis for \(H^2\). The reproducing kernel of \(H^2\) is given by
\[k_\lambda(z) = \frac{1}{1 - \lambda z}.\]

Recall that the Berezin symbol \(\tilde{A}\) of a bounded linear operator \(A\) on \(H^2\) is given by the formula [36]
\[\tilde{A}(\lambda) := \langle \hat{k}_\lambda, \hat{k}_\lambda \rangle, \quad \lambda \in \mathbb{D}.\]
where
\[\hat{k}_\lambda = \frac{k_\lambda}{\|k_\lambda\|}, \quad \lambda \in \mathbb{D}.\]

Phase operators were defined in [15] through the polar decomposition of the annihilation and creation operators \(a^-\) and \(a^+\)
\[a^- = E_- N^{1/2}, \quad a^+ = N^{1/2} E_+\]
The phase operators $E_+, E_-$ can be written as
\[
E_+ = \sum_{n=0}^{\infty} |n+1\rangle\langle n|, \quad (31)
\]
\[
E_- = E_\dagger_+ = \sum_{n=0}^{\infty} |n\rangle\langle n+1|. \quad (32)
\]

$E_+$ is an isometric operator but it is not unitary
\[
E_+E_- = 1 - |0\rangle\langle 0|, \quad E_-E_+ = 1.
\]

Phase states and phase operators has been intensively studied in the context of compact and noncompact groups, see [17]. The major difficulty in formulating in a consistent way a unitary phase operator for a quantum oscillator is the infinite character of the spectrum of the number operator. The non-unitarity of the phase operator for quantum harmonic oscillator is intimately related to the fact that the number operator spectrum is lower bounded see [23].

The eigenstate of the operator $E_-$ are known to be [15]
\[
|z\rangle = (1 - |z|^2)^{1/2} \sum_{n=0}^{\infty} z^n|n\rangle = (1 - |z|^2)^{1/2}(1 - zE_+)^{-1}|0\rangle, \quad |z| < 1, \quad (33)
\]

where
\[
(1 - zE_+)^{-1} = \sum_{n=0}^{\infty} (zE_+)^n, \quad |z| < 1. \quad (34)
\]

The overlap of two phase states is
\[
\langle z|\lambda \rangle = (1 - |z|^2)^{1/2}(1 - |\lambda|^2)^{1/2} \frac{|z\rangle \langle z|}{1 - \lambda z}. \quad (35)
\]

Following [15], the analytic representation is defined by mapping the number state $|n\rangle$ into $z^n$. Consequently, if $|f\rangle$ is an arbitrary state such that
\[
|f\rangle = \sum_{n=0}^{\infty} f_n|n\rangle, \quad \sum_{n=0}^{\infty} |f_n|^2 < \infty, \quad (36)
\]

then it is represented in the Hardy space by the function
\[
f(z) = (1 - |z|^2)^{-1/2}(z^*|f\rangle = \sum_{n=0}^{\infty} f_nz^n \in H^2. \quad (37)
\]

An operator $A$ on the Fock space is represented by
\[
(1 - |z|^2)^{-1/2}(z^*|A|f\rangle.
\]

In particular, the phase operators $E_-$ and $E_+$ are represented by the backward shift operator and the shift operator:
\[
(1 - |z|^2)^{-1/2}(z^*|E_-|f\rangle := \frac{f(z) - f(0)}{z},
\]
\[
(1 - |z|^2)^{-1/2}(z^*|E_+|f\rangle := zf(z).
\]
The scalar product of two states $|f\rangle$ and $|g\rangle$ is given by the boundary functions as
\begin{equation}
\langle f|g \rangle = \frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta})g(e^{i\theta}) \, d\theta.
\end{equation}
(38)

The phase representation is based on the phase states
\begin{equation}
|\theta\rangle = \lim_{|z| \to 1} (1 - |z|^2)^{-1/2}|z\rangle = \sum_{n=0}^{\infty} e^{in\theta}|n\rangle, \quad z = |z|e^{i\theta}.
\end{equation}
(39)

In view of these representations (37) and (39), we will mostly not distinguish between operator on Fock space and it’s representation in the Hardy space. The Berezin symbol of a bounded operator $A$ on the Fock space defined in (28) in terms of the above representation by
\begin{equation}
\widetilde{A}(\lambda) = \langle \lambda^* | A | \lambda^* \rangle.
\end{equation}
(40)

4 Radial limit of extended arithmetic functions

In this section we study the radial limit of the extended arithmetic functions. We need the following definitions.

**Definition 2.** Let $\{\Phi(n)\}_{n=1}^{\infty}$ be a sequence of bounded linear operators on $H^2$.

1) The sequence $\{\Phi(n)\}_{n=1}^{\infty}$ is said to be multiplicative if for all $\lambda \in \mathbb{D}$ we have
\begin{equation}
\widetilde{\Phi(nm)}(\lambda) = \widetilde{\Phi(n)}(\lambda)\widetilde{\Phi(m)}(\lambda) \quad \text{whenever} \quad \gcd(n, m) = 1.
\end{equation}
(41)

2) The sequence $\{\Phi(n)\}_{n=1}^{\infty}$ is said to be asymptotically multiplicative if
\begin{equation}
\lim_{|\lambda| \to 1} \left( \widetilde{\Phi(nm)}(\lambda) - \widetilde{\Phi(n)}(\lambda)\widetilde{\Phi(m)}(\lambda) \right) = 0 \quad \text{whenever} \quad \gcd(n, m) = 1.
\end{equation}
(42)

It is easy to see that every multiplicative sequence is asymptotically multiplicative. The converse is not true. For example, the sequence $\{\Pi_j(n)\}_{n=1}^{\infty}$ is asymptotically multiplicative, but not multiplicative. Indeed, a straightforward computation shows that
\begin{equation}
\widetilde{\Pi_j(n)}(\lambda) = \frac{1 - |\lambda|^2}{1 - |\lambda|^{2n}}|\lambda|^{2j} \quad \text{and} \quad \lim_{|\lambda| \to 1} \widetilde{\Pi_j(n)}(\lambda) = \frac{1}{n}.
\end{equation}
(43)

More examples of asymptotically multiplicative functions can be obtained by considering the Dirichlet convolution product $\alpha * \beta \Pi_j$ for arbitrary multiplicative functions $\alpha$ and $\beta$. From (43), we obtain
\begin{equation}
\alpha * \beta \widetilde{\Pi_j(n)}(\lambda) = \sum_{d|n} \alpha(n/d)\beta(d)\frac{1 - |\lambda|^2}{1 - |\lambda|^{2d}}|\lambda|^{2j}.
\end{equation}
(44)

In particular, it was shown in [10] that
\begin{equation*}
C_j = \mu * \nu_1 \Pi_j \quad \text{and} \quad T_j = \nu_0 * \mu \Pi_j,
\end{equation*}
where
\[ C_j(n) = \sum_{\gcd(k,n) = 1} \varepsilon_n^{-kj} S_n^k \]  \hspace{1cm} (45)
\[ T_j(n) = \sum_{\gcd(k,n) = 1} \varepsilon_n^{kj} \Pi_{j+k}(n). \]  \hspace{1cm} (46)

Hence
\[ \widetilde{C}_j(n) = \sum_{d|n} \mu(d) \frac{n}{\gcd(k,n)} \frac{1 - |\lambda|^{2j}}{1 - |\lambda|^{2n/d} |\lambda|^{2j}} \text{ and } \widetilde{T}_j(n)(\lambda) = \sum_{d|n} \mu(d) \frac{1 - |\lambda|^{2j}}{1 - |\lambda|^{2d} |\lambda|^{2j}}. \]  \hspace{1cm} (47)

and
\[ \lim_{\lambda \to \partial \mathbb{D}} \widetilde{C}_j(n) = \sum_{d|n} \mu(d) = e(n) \text{ and } \widetilde{T}_j(n)(\lambda) = \sum_{d|n} \frac{\mu(d)}{d} = \nu_0 * \nu_1 \mu. \]  \hspace{1cm} (48)

Taking the Berezin symbol in (45) and (46) we get the following identities
\[ \sum_{d|n} \mu(d) \frac{n}{\gcd(k,n)} \frac{1 - |\lambda|^{2j}}{1 - |\lambda|^{2n/d} |\lambda|^{2j}} = \sum_{\gcd(k,n) = 1} \varepsilon_n^{-kj} \frac{1 - |\lambda|^{2j}}{1 - \varepsilon_n^{k} |\lambda|^{2}} \]  \hspace{1cm} (49)
\[ \sum_{d|n} \mu(d) \frac{|\lambda|^{2j}}{1 - |\lambda|^{2d}} = (1 - |\lambda|^{2n})^{-1} \sum_{\gcd(k,n) = 1} \varepsilon_n^{kj} |\lambda|^{2k + 2j}. \]  \hspace{1cm} (50)

Let \( \alpha \) be an arbitrary arithmetic function. We consider the following truncated operator
\[ N_{\alpha,j} = \sum_{k=1}^{\infty} \alpha(k) \Pi_j(k), \]

where
\[ \Pi_j(k) = \Pi_j(k) - |j\rangle \langle j| = \sum_{l=1}^{\infty} |lk + j\rangle \langle lk + j|. \]  \hspace{1cm} (51)

This operator acts on the states \(|n\rangle\) as
\[ N_{\alpha,j}|n\rangle = 0 \text{ for } n = 0, \ldots, j, \]  \hspace{1cm} (52)
\[ N_{\alpha,j}|n\rangle = (\nu_0 * \alpha)(n - j) |n\rangle \text{ for } n \geq j + 1. \]  \hspace{1cm} (53)

Hence we have
\[ N_{\alpha,j} = \sum_{k=1}^{\infty} (\nu_0 * \alpha)(k) |k + j\rangle \langle k + j|. \]  \hspace{1cm} (54)

**Proposition 1.** For every arithmetic functions \( \alpha, \beta \) and every integer \( j \) we have
1. \( N_{\alpha,j}N_{\beta,j} = N_{\alpha \Delta \beta,j} \),
2. \( N_{\mu \ast \alpha,j}N_{\mu \ast \beta,j} = N_{\mu \ast \alpha \Delta \beta,j} \).
Proof. From (49) and Theorem 1, we have

\[ \prod_j (n) \prod_j (m) = (\prod_j (n) - |j\rangle \langle j|)(\prod_j (m) - |j\rangle \langle j|) \]
\[ = \prod_j (n) \prod_j (m) - |j\rangle \langle j| \]
\[ = \prod_j (\text{lcm}(n, m)) - |j\rangle \langle j| \]
\[ = \prod_j (\text{lcm}(n, m)). \]

Using formula (21), we get

\[ N_{\alpha \boxdot \beta, j} = \sum_{n=1}^{\infty} (\alpha \boxdot \beta)(n) \prod_j (n) \]
\[ = \sum_{n=1}^{\infty} (\alpha \prod_j \beta)(n) \]
\[ = \sum_{n=1}^{\infty} \alpha(n) \prod_j (n) \sum_{n=1}^{\infty} \beta(n) \prod_j (n) \]
\[ = N_{\alpha, j} N_{\beta, j}. \]

The second identity follows from the fact that

\[ (\mu \ast \alpha) \boxdot (\mu \ast \beta) = \mu \ast (\alpha \beta). \]

In particular, for \( \alpha = \varphi \) (\( \varphi \) is the Euler Totient arithmetic function) and from the Euler identity

\[ n = \sum_{d|n} \varphi(d), \] (53)

and formula (51), we see that the operator \( N_{\varphi, j} \) coincides with the number operator \( N \), i.e

\[ N_{\varphi,0} = a^+ a^- = \sum_{n=1}^{\infty} \varphi(n)(\Pi_0(n) - |0\rangle \langle 0|), \] (54)
\[ N_{\varphi,1} = a^- a^+ = \sum_{n=1}^{\infty} \varphi(n)(\Pi_1(n) - |0\rangle \langle 0|). \] (55)

More generally, the operator \( N_{\alpha,j} \) can be identified with Hamiltonian associated to some deformed oscillator algebra. The simple choose \( \alpha(n) = \frac{1}{n^s} \) leads to the following generalization of Riemann zeta function

\[ N_{\alpha,0} = \sum_{n=1}^{\infty} \frac{1}{n^s} \prod_0 (n). \]

It is easy to see that for \( \Re(s) > 1 \), \( N_{\alpha,0} \) is bounded operator in \( H^2 \) and

\[ \|N_{\alpha,0}\| \leq \zeta(\Re(s)). \]
Furthermore, from (51) we have

\[ N_{\alpha,0}|n\rangle = \sigma_s(n) n^s |n\rangle, \]  
where the sum of positive divisors function \( \sigma_s(n) \), for a real or complex number \( s \), is defined by

\[ \sigma_s(m) = \sum_{n|m} n^s. \]  
The Berezin symbol of \( N_{\alpha,0} \) takes the form

\[ \widetilde{N}_{\alpha,0}(\lambda) = \sum_{n=1}^{\infty} \frac{1}{n^s} \frac{1 - |\lambda|^2}{1 - |\lambda|^{2n}} |\lambda|^{2n}. \]  
Using the inequality

\[ \left| \frac{1}{n^s} \frac{1 - |\lambda|^2}{1 - |\lambda|^{2n}} |\lambda|^{2n} \right| \leq \frac{1}{n^{\Re(s)+1}}, \quad \lambda \in \mathbb{D}, \]  
we obtain the following Lambert convergence

\[ \lim_{|\lambda| \to 1} \widetilde{N}_{\alpha,0}(\lambda) = \zeta(s + 1). \]  
We can also show that

\[ \zeta(s) N_{\alpha,0} = \sum_{n=1}^{\infty} \frac{1}{n^s} T_0(n), \quad \frac{1}{\zeta(s + 1)} N_{\alpha,0} = \sum_{n=1}^{\infty} \frac{1}{n^{s+1}} C_0(n). \]  
More generally, the boundary limit of Berezin symbol of the operator \( N_{\alpha,j} \) for any arithmetic function \( \alpha \) coincides with Abel convergence and Lambert convergence. Moreover, the obtained zero limit is closely related with compactness of operator (see [14] and references therein).

5 Conclusion

In this work we provide an extension of the classical arithmetic functions and convolution products to the arithmetic quantum theory. Most importantly, we define a generalized number operator, which can be interpreted as a bosonic Hamiltonian of some deformed Heisenberg oscillator algebra and also it is related to fermionic and parafermionic thermal partition functions. On the technical side, the most significant result of this paper is the use of phase operators to get connection between the arithmetic of inner functions and arithmetic quantum theories. We have found that these connections are even more compelling and worthy of study.
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