Nonlinear Induction Detection of Electron Spin Resonance

Gil Bachar,1 Oren Suchoi,1 Oleg Shtempluch,1 Aharon Blank,2 and Eyal Buks1
1Department of Electrical Engineering, Technion, Haifa 32000 Israel
2Schulich Faculty of Chemistry, Technion, Haifa 32000 Israel

We present a new approach to the induction detection of electron spin resonance (ESR) signals exploiting the nonlinear properties of a superconducting resonator. Our experiments employ a yttrium barium copper oxide (YBCO) superconducting stripline microwave (MW) resonator integrated with a microbridge. A strong nonlinear response of the resonator is thermally activated in the microbridge when exceeding a threshold in the injected MW power. The responsivity factor characterizing the ESR-induced change in the system’s output signal is about 100 times larger when operating the resonator near the instability threshold, compared to the value obtained in the linear regime of operation. Preliminary experimental results, together with a theoretical model of this phenomenon are presented. Under appropriate conditions nonlinear induction detection of ESR can potentially improve upon the current capabilities of conventional linear induction detection ESR.

Electron spin resonance (ESR) is a well-known method enabling direct measurements of the electron spin Hamiltonian, with applications ranging from biology to materials science and physics. However, a significant drawback of conventional ESR is its relatively low sensitivity compared with other spectroscopic and analytic techniques, such as fluorescence and mass spectrometry. For example, the world record in electron spin sensitivity stands today at $\sim 10^6$ spins per 1 sec of acquisition (often denoted as spins/$\sqrt{\text{Hz}}$) or slightly more than $10^6$ spins in a reasonable $\sim 1$ h of acquisition, which is still far from single electron spin sensitivity. This current sensitivity limitation also restricts the available imaging resolution of heterogeneous samples. Thus, while the laws of physics do not set a limit to the spatial resolution of ESR (at least up to the atomic-length scale), in practice, as the image’s voxel (volumetric pixel) size decreases, it contains less and less spins and thus quickly runs into the sensitivity limitation wall. For example, the systems in our laboratory, achieved recently a 440 nm resolution, limited mostly by spin sensitivity.

It is therefore evident that there is still a strong need to greatly improve the sensitivity of induction detection ESR up to the ultimate single spin sensitivity (in a reasonable acquisition time of $\sim 1$ h or less), making it a generally applicable method for noninvasive detection and imaging of small numbers of electron spins. Here we take a step in that direction and show that the sensitivity of induction detection may be enhanced if it is employed in conjunction with a unique new class of non linear superconducting resonators. In our new scheme, the sample’s resonance properties affect the non linear properties of the resonator, thereby resulting in a complete new approach to the detection of ESR signals. Our initial experimental results demonstrate this new approach in practice and are accompanied by a theoretical analysis explaining our observations. The measured responsivity of our resonator is enhanced by a factor of up to 100 when operating the system in the nonlinear regime.

The experimental setup is schematically presented in Fig. 1. It is composed of a stripline waveguide MW resonator, with a characteristic impedance of 50$\Omega$. Here we employed its second mode at 6.1 GHz. The resonator is weakly capacitively coupled to a feedline. In the resonator, a narrow section with a length of 11.5 $\mu$m and width of 0.3 $\mu$m is defined. This section is referred hereafter as the "microbridge". We began the fabrication process with a 0.5-mm-thick sapphire wafer coated with 150 nm of yttrium barium copper oxide (YBCO), and a gold cup layer of 200 nm. Gold contacts and alignment marks were patterned using standard photolithography and wet etching. The waveguide was patterned with electron beam lithography and wet etching. In the final step, the microbridge was patterned using a focused ion beam (FIB) system.

The resonator was covered with another 0.5 mm thick sapphire wafer. It was then packed in a copper box whose inner top and bottom surfaces are covered with
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We measured the reflection coefficient of the resonator as a static magnetic field was slowly scanned (0.01 T/min). To do this, we excited the resonator close to the modulation threshold. The reflected signal was measured while the external magnetic field was slowly scanned. In another setup, the resonator’s reflection coefficient was measured using a network analyzer. The resonator’s loaded Q factor was found to be on the order of 5000.

In previous work we have shown that the microbridge-integrated resonator system has a non linear response to a coherent tone injected close to the resonator’s resonance frequency $\omega_p$. When input power exceeds a certain threshold, the power reflected off the resonator shows a self-excited amplitude modulation. We will refer to this threshold hereafter as the "modulation threshold". In Fig. 2 the spectral density of the reflected signal is demonstrated, above (panel b) and below (panel c) the modulation threshold. As will be shown below, the ESR responsivity can be enhanced when operating the resonator close to the modulation threshold.

We began by examining the linear response of the resonator to the ESR signal. The resonator was excited with power well below the modulation threshold, while the static magnetic field was slowly scanned (0.01 T/min). We measured the reflection coefficient of the resonator as a function of the input frequency. Near a magnetic field of $B_{Z,\text{ESR}} = 0.215$ T the resonance frequency of the resonator was shifted and the Q-factor decreased (see Fig. 3). The results obtained by us are similar to those presented by others dealing in the coupling between a paramagnetic sample and a linear superconducting resonator [11,14].

We then examined the response of the resonator at the non linear regime. We excited the resonator by injecting a monochromatic tone at frequency $\omega_p$ which is close to the resonance frequency, and power in the vicinity of the modulation threshold. The static magnetic field was slowly ramped around $B_{Z,\text{ESR}}$, while a low frequency (1.23 kHz) low amplitude (20 µA) current was injected into the wire (as in conventional CW induction detection schemes) providing the magnetic field modulation. A lock-in amplifier (LIA) was tuned to the modulation frequency and measured the envelope of the signal reflected off the resonator. Slightly below the modulation threshold, the response was linear and power reflected off the resonator was proportional to the $S_{11}$ parameter (the reflection coefficient); therefore the LIA measured the derivative of the $S_{11}$ parameter with respect to the magnetic field. The ESR-induced change in the LIA signal was seen at the same value of $B_{Z,\text{ESR}}$ as in direct $S_{11}$ measurement (Fig. 3, blue line). When the input power was set exactly at the modulation threshold, the LIA signal increased significantly by a factor of up to 100 (Fig 3b, green line). As we scanned the static magnetic field we found that the non linearity power threshold shifted; at $B_{Z,\text{ESR}}$ the power threshold increased by $\Delta P < 3 \text{ dBm}$ relative to the case where the static field is far from the resonance value. Thus, by scanning over the $P_{p}$ - $B_z$ plane, and measuring the LIA signal we can obtain the ESR spectrum. (see Fig. 3b).

To analyze the results, we consider an ESR sample placed near a current anti node in a stripline MW-resonator.
onator embedded with a microbridge. An external static magnetic field tunes the Larmor frequency of the ESR sample close to the resonator’s resonance frequency. The dynamics of the resonator in such a case can be captured by two coupled equations of motion. The full derivation is provided in [13]. Below we describe them in brief.

The resonator is driven by a coherent tone \( a^m e^{-i\omega_p t} \) injected into the test port, which is weakly coupled to the resonator, where \( a^m \) is a constant amplitude and \( \omega_p \) is the drive angular frequency. The mode amplitude \( \hat{A} \) can be written as \( \hat{A} = A e^{-i\omega_p t} \), where \( \hat{A}(t) \) is a complex amplitude, which is assumed to vary slowly on the time scale of \( 1/\omega_p \). In this approximation, the equation of motion of \( \hat{A} \) reads

\[
\frac{d\hat{A}}{dt} = [i (\omega_p - \omega_0) - \gamma] \hat{A} - i \sqrt{2\gamma} a^m + c^m, \tag{1}
\]

where \( \omega_0 \) is the resonance frequency, \( \gamma = \gamma_1 + \gamma_2 + \gamma_3 \), \( \gamma_1 \) is the coupling constant between the resonator and the feed-line, and \( \gamma_2 + \gamma_3 \) is the damping rate of the mode, where \( \gamma_2 \) denotes the damping rate of the microbridge, and \( \gamma_3 \) is the damping rate of all other loss mechanisms. The resonator’s Q-factor is defined as \( Q = \omega_0/\gamma \). The term \( c^m \) represents a random-phase input noise with correlation function: \( \langle c^n(t)c^{m}(t') \rangle = 2\gamma |a^m|^2 \delta(t-t') \), for the case of thermal equilibrium at high temperature \((k_B T \gg h\omega_0)\), where \( k_B \) is Boltzmann’s constant.

We consider the case where non linearity is generated by a local hot-spot in the resonator, i.e the microbridge. The microbridge is assumed to be sufficiently small, so that its temperature \( T \) may be considered homogeneous. The temperature of all other parts of the resonator is assumed be equal to that of the coolant \( T_0 \). The heat balance equation for the microbridge reads

\[
C \frac{dT}{dt} = -H (T-T_0) + 2h\omega_p \gamma_2 |\hat{A}|^2, \tag{2}
\]

where \( C \) is the thermal heat capacity and \( H \) is the heat transfer coefficient.

The coupling mechanism between Eq. (1) and Eq. (2) is based on the resonator parameters’ dependence on the impedance of the microbridge [13], which is dependent on its phase, i.e., superconductive (SC) vs. normal conductive (NC). We assume the simplest case, where the dependence is a step-function at the critical temperature \( T = T_c \), namely \( \omega_0, \gamma_2 \) take values \( \omega_{0,s}, \gamma_{2,s} \) for \( T < T_c \) and values \( \omega_{0,n}, \gamma_{2,n} \) for \( T > T_c \) [13].

In general, the two coupled Eqs. (1) and (2), have two attractor sets [24]: \{\( A_{\infty,s}, T_{\infty,s} \)\} (the “super attractor”) and \{\( A_{\infty,n}, T_{\infty,n} \)\} (the “normal attractor”). When \( T < T_c \) the system evolves toward the super attractor, whereas, when \( T > T_c \) it evoloves toward the normal attractor. The stability of the super (normal) attractor is dependent on the relation \( T_{\infty,s} < T_c (T_{\infty,n} > T_c) \). Consequently, four stability zones can be identified in the plane of pump power \( P_p = h\omega_p |a^m|^2 \) vs. pump frequency \( \omega_p \) (see Fig. 2). In the monostable zones, either the SC phase or the NC phase is locally stable; in the bistable zones, both phases are locally stable. In the astable zone, on the other hand, none of the phases are locally stable, and the resonator oscillates between these two phases. As the two phases significantly differ in their reflection coefficients, the oscillations are translated into an amplitude modulation of the reflected pump tone. The borderlines between the four stability zones are given by:

\[
\begin{align*}
\omega_0 & = \omega_{0,s} + \Delta_\omega(n), \\
|c^m| & = |a^m|, \\
|c^m| & = |a^m|, \\
|c^m| & = |a^m|.
\end{align*}
\]

Figure 3. (color online) The resonator’s resonance frequency and Q factor extracted from \( S_{11} \) measurements under \( B_z \) scan. Experimental results (solid blue line) are compared with theoretical prediction based on Eq. (3) (dashed red line). The parameters used in Eq. (3) are: \( t_1 = t_2 = 1/61 \text{ MHz}/\pi, N = 2 \cdot 10^{27} \text{ spins/m}^3, \) \( T_{\text{ESR}} = 4.2 \text{ K}, \) and \( \eta = 8.6 \cdot 10^{-5}. \) The simulation takes into consideration a single homogeneous broadened ESR line, while in experimental data g-factor anisotropy and hyperfine effects are observed [13].

Figure 4. (color online) ESR spectrum obtained in the linear and non-linear regimes. (A) The signal reflected off the resonator, as a function of the static magnetic field and the input power, measured using a LIA at 1.23 kHz. The ESR spectrum can be obtained from the non-linear response readings (local maxima of the graph), and is compared to analytical results obtained from Eqs. (5a) and (5b) (dashed white line). The fitting parameters are \( H = 7\mu \text{ W/K} \) and \( T_c - T_0 = 70 \text{ K} \). (B) Cuts from the two dotted lines which are marked in the colormap: \(-2.8 \text{ dBm (solid-blue)} \) and \(-2.2 \text{ dBm (solid-green)} \) input power, showing linear and non linear response respectively. Note the discontinuity in the vertical axis, which was created in order to make visible the relatively small change in the linear regime.

\[
\begin{align*}
\omega_0 & = \omega_{0,s} + \Delta_\omega(n), \\
|c^m| & = |a^m|, \\
|c^m| & = |a^m|, \\
|c^m| & = |a^m|.
\end{align*}
\]
\[ P_p = \frac{H(T_0 - T_b)}{4\gamma T_s} \left[ (\omega_p - \omega_p)^2 + \gamma_0^2 \right], \quad (3a) \]
\[ P_p = \frac{H(T_0 - T_b)}{4\gamma T_s} \left[ (\omega_p - \omega_0)^2 + \gamma_n^2 \right]. \quad (3b) \]

Eq. (3a) determines the border line between the superconducting monostable zone and the astable zone which is the modulation threshold. The experiments were done in the vicinity of this borderline (Fig. 2a).

We now consider an ESR sample under static external magnetic field \( B_z = B_z \hat{z} \) and MW magnetic field \( B_z = B_z \cos(\omega_p t) \hat{x} \), such that \( B_x \ll B_z \). Under such conditions the susceptibility of the ESR sample is given by (3a):

\[ \chi' = -\frac{1}{2} \left( \omega_p - \omega_0 \right)^2 \omega t_1 t_2 \gamma \chi_0, \quad (4a) \]
\[ \chi'' = -\frac{1}{2} \left( \omega_p - \omega_0 \right)^2 \omega t_1 t_2 \gamma \chi_0, \quad (4b) \]

where \( \omega = \gamma_{ESR} B_z \) is the Larmor frequency, \( t_1 \) and \( t_2 \) are the ESR longitudinal and horizontal relaxation times respectively, and \( \chi_0 \) is the static susceptibility which is given by \( \chi_0 = \mu_0 N \gamma_{ESR}^2 k_B T_{ESR} / \omega_0 \), for the case of spin 1/2 system with g-factor 2, where \( T_{ESR} \) is the ESR sample temperature. The interaction with the spins gives rise to changes in the resonator’s resonance frequency, \( \omega_0 \), the dumping coefficient, \( \gamma \), and the quality factor, \( Q \), according to the expressions (4a):

\[ \Delta \omega / \omega_0 \approx \eta \chi', \quad (5a) \]
\[ \Delta Q / Q_0 \approx -\Delta \gamma / \gamma \approx -Q_0 \eta \chi'', \quad (5b) \]

where \( \eta \) is the filling factor of the sample (1). In the linear regime when analytical results are compared with the experimental results in Fig. 3 a good agreement is found. As can be seen from Eq. (5a) the ESR shifts the borderline between the mono-stable and astable zones. Again, when comparing the analytical results with the experimental results in Fig. 3, good agreement is obtained.

A potential advantage of our methodology can be explained by comparing it to the conventional linear method. In ESR inductive detection with a resonator having a linear response the output signal is relatively small and consequently various readout elements such as cryogenic amplifiers, LIAs, etc. are commonly employed. Reducing the noise of such readout elements to cryogenic temperatures is a major engineering challenge (21, 22).

In our scheme, on the other hand, the ESR signal amplification is achieved by the resonator’s intrinsic behavior, and consequently no further active amplification is needed. A second potential advantage of our methodology is important for the case of paramagnetic materials with broad resonance lines. This advantage can be understood in relation to LIA measurement and field modulation. Commonly, LIA measurement is applied in order to reduce 1/f noise. In the present experiment the LIA detection is carried out with respect to a modulation in the static magnetic field with low frequency. This modulation brings the resonator in/out of the nonlinearity boundary. Such detection scheme is the most common in CW ESR and facilitates its high sensitivity. However, for paramagnetic materials having broad resonance lines reaching 1000 G (1, 2) and more, the conventional field modulation at a large amplitude is not possible, as it causes excessive heat and mechanical vibrations. This problem can be solved in our scheme by employing amplitude modulation of the driving MW frequency (instead of field modulation), for which the width of the ESR spectrum does not limit the detection (see Fig. 2).

In summary, we have introduced a new methodology for induction detection of ESR utilizing the non linear response of the MW resonator. We have presented the phenomenon experimentally and theoretically. Our initial setup is not optimal for ESR measurements of small samples, but in the future, we plan on combining this method with compact MW resonators whose magnetic field is confined to a small volume (4).
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