Validity of Whitham’s modulation equations for dissipative systems with a conservation law
– Phase dynamics in a generalized Ginzburg-Landau system –
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Abstract

It is well-established that Whitham’s modulation equations approximate the dynamics of slowly varying periodic wave trains in dispersive systems. We are interested in its validity in dissipative systems with a conservation law. The prototype example for such a system is the generalized Ginzburg-Landau system that arises as a universal amplitude system for the description of a Turing-Hopf bifurcation in spatially extended pattern-forming systems with neutrally stable long modes. In this paper we prove rigorous error estimates between the approximation obtained through Whitham’s modulation equations and true solutions to this Ginzburg-Landau system. Our proof relies on analytic smoothing, Cauchy-Kovalevskaya theory, energy estimates in Gevrey spaces, and a local decomposition in Fourier space, which separates center from stable modes and uncovers a (semi)derivative in front of the relevant nonlinear terms.
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1 Introduction

Modulation, envelope, or amplitude equations, such as the Ginzburg-Landau equation, the KdV equation, and the NLS equation, play an important role in the qualitative and quantitative description of spatially extended dissipative or conservative physical systems. Mathematical theorems show that these asymptotic models make correct predictions about the dynamics of the original systems on sufficiently long time scales. Examples of regimes which can be described in such a way are pattern-forming systems close to their first instability, the long-wave limit of the water wave problem, or highly oscillatory regimes in nonlinear optics, see [CE90, vH91, Cra85, Kal88], and [SU17] for a recent overview.

Asymptotic models can also be employed to approximate the dynamics of slow modulations of periodic wave trains. If the underlying system is dissipative, approximation theorems have for instance been shown in [MS04b, DSSS09], where the phase diffusion equation and Burgers equation have been justified as asymptotic models.

In this paper we focus on Whitham’s modulation equations (WMEs), cf. [Whi74], as asymptotic models for the description of slowly varying periodic wave trains. Although
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the WMEs were initially derived by Whitham for conservative systems [Whi65a, Whi65b], they arise as asymptotic models in larger classes of problems. As of today, the application and derivation of WMEs, so-called Whitham modulation theory, is still subject of active research [Bri17]. The simplest possible conservative example where WMEs can be derived is the NLS equation or a system of coupled NLS equations, see [DS09, BKS20, BKZ20] for rigorous approximation results.

If dissipative systems are coupled with a conversation law, then WMEs can be derived as asymptotic models for the description of slow modulations of periodic wave trains, too. It can be shown, e.g. by rigorous Evans function computations [JZ10] or by direct Bloch wave expansions [JZB10], that spectral stability of periodic wave trains against large-wavelength perturbations is equivalent to local well-posedness of the associated asymptotic WMEs in Sobolev spaces. Thus, Whitham’s modulation theory has been employed to establish spectral stability of periodic wave trains in various settings [Ser05, JNRZ15, JNR19]. In addition, WMEs have been used in [JZN11, JNRZ13, JNR14] to investigate the nonlinear stability of time- and space-periodic solutions to pattern-forming systems with a conservation law against localized and nonlocalized perturbations.

This begs the question whether a rigorous approximation result for the WMEs can be obtained in such dissipative systems coupled with a conservation law. To the authors’ best knowledge, such an approximation result has not been established so far.

In this paper we make a first step in this direction by establishing such an approximation result for the generalized Ginzburg-Landau system that arise as a universal amplitude system for pattern-forming systems close to a first instability of Turing-Hopf type, see Section 1.1. This generalized Ginzburg-Landau (gGL) system consists of the classical complex Ginzburg-Landau equation coupled with a conservation law. In normalized form it reads

\[
\begin{align*}
\partial_t A &= (1 + i\alpha) \partial_x^2 A + A - (1 + i\beta) A |A|^2 + (\gamma_r + i\gamma_i) AB, \\
\partial_t B &= a \partial_x^2 B + c \partial_x B + d \partial_x(|A|^2),
\end{align*}
\]

with coefficients \(\alpha, \beta, \gamma_r, \gamma_i, c, d \in \mathbb{R}, a > 0\), and with \(A(x, t) \in \mathbb{C}\) and \(B(x, t) \in \mathbb{R}\). The gGL system possesses a two-parameter family of wave-train solutions, which are given by

\[
(A, B) = \left( e^{\rho - i\omega t + qx}, b \right),
\]

where \(b, \omega, q, \rho \in \mathbb{R}\) satisfy

\[
- \omega = -\alpha q^2 - \beta e^{2\rho} + \gamma_i b \quad \text{and} \quad 0 = -q^2 + 1 - e^{2\rho} + \gamma_i b.
\]

### 1.1 Pattern forming systems with a conservation law

The Bénard-Marangoni problem [Tak81], the flow down an inclined plane [CD02], or the Faraday experiment [ANR14] are examples of pattern-forming systems with a conservation law. The WMEs can formally be derived to describe slow modulations in time and space of periodic wave trains appearing in such systems.

Due to the conservation law such systems possess a family of ground states whose linearizations have, even in the stable case, continuous spectrum up to the imaginary axis for all values of the bifurcation parameter, see Figure 1. The wave trains, in which we are interested, are generated when the ground states destabilize through a short wave instability leading to a Turing-Hopf bifurcation. For parameter values close to this instability the gGL system (1) can be derived via a multiple scaling analysis as a universal amplitude system describing slow modulations in time and space of the most unstable linear modes. In [HSZ11]...
it has been shown for a toy problem that the gGL system \( \text{(1)} \) makes correct predictions about the dynamics of pattern-forming systems with a conservation law close to the first instability.

Thus, motivated by its descriptive properties, we will focus on the gGL system \( \text{(1)} \) as original system in this paper to study slow modulations in time and space of its periodic wave-train solutions. We do emphasize that the gauge-symmetry of \( \text{(1)} \) simplifies the subsequent analysis because it allows to extract the local wave number of the solutions in a trivial way. For general pattern-forming systems with a conservation law this step can be rather technical, cf. [DSSS09].
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**Figure 1:** Solutions of the linearization about the trivial ground state of translationally invariant pattern-forming systems are proportional to \( e^{ikx + \lambda_j(k)t} \). The left panel shows the relevant spectral curves \( k \mapsto \lambda_j(k) \) in the stable situation for systems with a conservation law, whereas the right panel depicts the unstable situation.

**Remark 1.1.** To get some intuition about the role of \( A \) and \( B \) in \( \text{(1)} \) let us consider the flow down an inclined plane. For this problem the ground states are given by the family of Nusselt solutions, which have a parabolic flow profile, with different constant fluid heights. The complex amplitude \( A \) in \( \text{(1)} \) describes slow modulations in time and space of the underlying bifurcating spatially periodic pattern. The amplitude \( B \) describes slow modulations in time and space of the underlying background state. For the inclined plane problem these are variations of the averaged mean height of the fluid.

### 1.2 Slow modulations of periodic wave trains

The gGL system \( \text{(1)} \) possesses a family of wave-train solutions given by \( \text{(2)-(3)} \). Wave trains propagate through the spatial domain with constant speed while maintaining their periodic profile, and thus are periodic in time and space. One readily verifies that such wave-train solutions only exist in \( \text{(1)} \) when the trivial solution \( (A, B) = (0, b) \) is unstable.

W.l.o.g. we consider \( b = 0 \) in the following. Indeed, by setting \( (A, B) = (\tilde{A}, b + \tilde{B}) \) we transform the equilibrium \( (A, B) = (0, b) \) of the \( (A, B) \)-system \( \text{(1)} \) into the equilibrium \( (\tilde{A}, \tilde{B}) = (0, 0) \) of the \( (\tilde{A}, \tilde{B}) \)-system. By this transformation the additional term \( (\gamma_r + i\gamma_i)b\tilde{A} \) appears in the \( \tilde{A} \)-equation. By setting \( \tilde{A} = \tilde{A}e^{i\gamma t} \), the part \( i\gamma b\tilde{A} \) can be removed from the \( \tilde{A} \)-equation. In addition, using that in the relevant regime \( \text{(3)} \) it holds \( 1 + \gamma_r b = q^2 + \epsilon^2 \gamma > 0 \), the \( (\tilde{A}, \tilde{B}) \)-system can be brought back to the normal form \( \text{(1)} \) with transformed coefficients \( \gamma, a, c, \) and \( d \) upon rescaling \( \tilde{A}, \tilde{B}, t \) and \( x \).

We are interested in the dynamics near the family of wave trains given by \( \text{(2)-(3)} \). In particular, we are interested in slow long-wave modulations of these solutions. For our
purposes it turns out to be advantageous to work in polar coordinates of the form $A = \tilde{e}^{x+\tilde{r}}$, in which the gGL system reads

$$
\partial_t \tilde{r} = \partial_{\tilde{r}}^2 \tilde{r} - \alpha \partial_{\tilde{r}}^2 \tilde{\varphi} + 1 - \epsilon^2 r^2 + (\partial_{\tilde{r}} \tilde{r})^2 - (\partial_{\tilde{r}} \tilde{\varphi})^2 - 2\alpha (\partial_{\tilde{r}} \tilde{\varphi})(\partial_{\tilde{r}} \tilde{r}) + \gamma r B,
$$

$$
\partial_t \tilde{\varphi} = \partial_{\tilde{r}}^2 \tilde{\varphi} + \alpha \partial_{\tilde{r}}^2 \tilde{r} - \beta \epsilon^2 r^2 + \alpha (\partial_{\tilde{r}} \tilde{r})^2 - (\partial_{\tilde{r}} \tilde{\varphi})^2 + (\partial_{\tilde{r}} \tilde{\varphi})(\partial_{\tilde{r}} \tilde{r}) + \gamma B,
$$

$$
\partial_t B = a \partial_{\tilde{r}}^2 B + c \partial_{\tilde{r}} B + d \partial_{\tilde{r}}(\epsilon^2 r^2).
$$

In these polar coordinates the family of wave-train solutions is given by $\tilde{r} = \rho, \tilde{\varphi} = -\omega t + qx$, and $B = 0$. The deviation from these solutions is then introduced by $\tilde{\varphi} = -\omega t + qx + \phi$, $\tilde{r} = \rho + r$ and $B = 0 + B$. Thus, using (3) to simplify, the modulation $(r, \phi, B)$ of the wave trains satisfies the equations

$$
\partial_t r = \partial_{\tilde{r}}^2 r - \alpha \partial_{\tilde{r}}^2 \phi + e^2 \rho(1 - e^{2r}) + (\partial_{\tilde{r}} r)^2 - 2q(\partial_{\tilde{r}} \phi) - (\partial_{\tilde{r}} \phi)^2
$$

$$
- 2aq(\partial_{\tilde{r}} r) - 2\alpha (\partial_{\tilde{r}} \phi)(\partial_{\tilde{r}} r) + \gamma r B,
$$

$$
\partial_t \phi = \partial_{\tilde{r}}^2 \phi + \alpha \partial_{\tilde{r}}^2 r + \beta e^2 \rho(1 - e^{2r}) + \alpha (\partial_{\tilde{r}} r)^2 - 2aq(\partial_{\tilde{r}} \phi) - \alpha (\partial_{\tilde{r}} \phi)^2
$$

$$
+ 2q(\partial_{\tilde{r}} r) + 2(\partial_{\tilde{r}} \phi)(\partial_{\tilde{r}} r) + \gamma r B,
$$

$$
\partial_t B = a \partial_{\tilde{r}}^2 B + c \partial_{\tilde{r}} B + d e^2 \partial_{\tilde{r}}(\epsilon^2 r^2).
$$

### 1.3 Formal derivation of the WMEs

The WMEs, which we derive in the following, describe the evolution of the local wave number $\psi = \partial_{\tilde{r}} \phi$, for which we find

$$
\partial_t r = \partial_{\tilde{r}}^2 r - \alpha \partial_{\tilde{r}}^2 \psi + e^2 \rho(1 - e^{2r}) + (\partial_{\tilde{r}} r)^2 - 2q(\partial_{\tilde{r}} \psi) - (\partial_{\tilde{r}} \psi)^2
$$

$$
- 2aq(\partial_{\tilde{r}} r) - 2\alpha \partial_{\tilde{r}} \psi(\partial_{\tilde{r}} r) + \gamma r B,
$$

$$
\partial_t \psi = \partial_{\tilde{r}}^2 \psi + \alpha \partial_{\tilde{r}}^2 r + \beta e^2 \rho(1 - e^{2r}) + \alpha (\partial_{\tilde{r}} r)^2 - 2aq(\partial_{\tilde{r}} \psi) - \alpha (\partial_{\tilde{r}} \psi)^2
$$

$$
- 2aq \partial_{\tilde{r}} \psi - \alpha \partial_{\tilde{r}} (\partial_{\tilde{r}} \psi)^2 + 2q \partial_{\tilde{r}}^2 r + 2 \partial_{\tilde{r}} (\psi(\partial_{\tilde{r}} r)) + \gamma r \partial_{\tilde{r}} B,
$$

$$
\partial_t B = a \partial_{\tilde{r}}^2 B + c \partial_{\tilde{r}} B + d e^2 \partial_{\tilde{r}}(\epsilon^2 r^2).
$$

With $T = \varepsilon t$ and $X = \varepsilon x$ we make the long-wave approximation

$$
r = \tilde{r}(X, T), \quad \psi = \tilde{\psi}(X, T), \quad \text{and} \quad B = \tilde{B}(X, T),
$$

where $0 < \varepsilon \ll 1$ is a small parameter. Under this scaling transforms into

$$
\varepsilon \partial_T \tilde{r} = \varepsilon^2 \partial_X^2 \tilde{r} - \varepsilon \alpha \partial_X \tilde{\psi} + e^2 \rho(1 - e^{2r}) + \varepsilon^2 (\partial_X \tilde{r})^2 - 2q(\partial_X \tilde{\psi}) - (\partial_X \tilde{\psi})^2
$$

$$
- 2\varepsilon \alpha \partial_X (\partial_X \tilde{r}) - 2\varepsilon \alpha \partial_X (\partial_X \tilde{\psi}) + \gamma r \tilde{B},
$$

$$
\partial_T \tilde{\psi} = \varepsilon \partial_X \tilde{\psi} + \varepsilon^2 \alpha \partial_X^2 \tilde{r} + \beta \varepsilon^2 \rho(1 - e^{2r}) + \varepsilon^2 \alpha \partial_X ((\partial_X \tilde{r})^2)
$$

$$
- 2\varepsilon \alpha \partial_X \tilde{\psi} - \alpha \partial_X (\tilde{\psi}^2) + 2\varepsilon q \partial_X^2 \tilde{r} + 2\varepsilon \partial_X (\tilde{\psi} (\partial_X \tilde{r})) + \gamma r \partial_X \tilde{B},
$$

$$
\partial_T \tilde{B} = \varepsilon \alpha \partial_X^2 \tilde{B} + c \partial_X \tilde{B} + d e^2 \partial_X (\varepsilon^2 r^2).
$$

At $O(\varepsilon^0)$ we find

$$
0 = -2q \tilde{\psi} - (\tilde{\psi})^2 + e^2 \rho(1 - e^{2r}) + \gamma r \tilde{B},
$$

$$
\partial_T \tilde{\psi} = \beta \partial_X (e^2 \rho(1 - e^{2r})) - 2\alpha \partial_X \tilde{\psi} - \alpha \partial_X (\tilde{\psi}^2) + \gamma r \partial_X \tilde{B},
$$

$$
\partial_T \tilde{B} = c \partial_X \tilde{B} + d e^2 \partial_X (e^2 r).
$$
Equation (6) can be solved explicitly w.r.t. $e^{2\xi}$. Inserting this into the equations (7) and (8) for $\psi$ and $B$ finally gives the WMEs, a system of first order conservation laws,

$$
\partial_T \psi = \partial_X (\beta(2q\psi + (\psi)^2 - \gamma_r B) - 2\alpha q \partial_t \psi - \alpha \psi^2 + \gamma_i B),
\partial_T B = \partial_X (c\partial_t \psi + (2qv - (\psi)^2 + \gamma_r B)).
$$

Depending on the coefficients, (the linearization of) (9) has a hyperbolic or an elliptic character, cf. Remark 3.1 Since (9) only contains first derivatives, solutions can be constructed with the Cauchy-Kovalevskaya theorem for analytic initial conditions independent of the character of (9). It is the goal of this paper to prove that (9) makes correct predictions about the dynamics of (4). Such a proof is a non-trivial task, since solutions of order $O(1)$ have to be controlled on an $O(1/\varepsilon)$-time scale, cf. Remark 1.3.

### 1.4 The functional analytic set-up

In order to state our main result we have to introduce a number of function spaces and notations, where in most cases we do not distinguish between scalar and vector-valued functions.

The Fourier transform of a function $u$ is denoted by

$$
\mathcal{F}(u)(k) = \hat{u}(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ikx} u(x) dx.
$$

Due to the possible elliptic character of (9) we work in Gevrey spaces $G^m_\sigma$, which are defined by the inner product

$$
(u, v)_{G^m_\sigma} = \int_{\mathbb{R}} e^{2\sigma(1+|k|)} (1 + |k|^2)^m \hat{u}(k)\overline{\hat{v}(k)} dk,
$$

for $\sigma \geq 0$ and $m \geq 0$. In the subsequent proofs, we use that $G^m_\sigma$ is an algebra for $m > 1/2$ and if $u, v \in G^m_\sigma$ then

$$
\|uv\|_{G^m_\sigma} \leq C_m \|u\|_{G^m_\sigma} \|v\|_{G^m_\sigma},
$$

where the constant $C_m > 0$ is independent of $\sigma \geq 0$. In the vector-valued case the product is replaced by an inner product on $\mathbb{R}^d$. The formula (10) can be improved to

$$
\|uv\|_{G^{m_1}_{\sigma_1}} \leq C_{m_1,m_2} \left( \|u\|_{G_{\sigma_1}^{m_1}} \|v\|_{G_{\sigma_2}^{m_2}} + \|u\|_{G_{\sigma_2}^{m_2}} \|v\|_{G_{\sigma_1}^{m_1}} \right),
$$

which holds for all $\sigma \geq 0$ and $m_{1,2} > 1/2$, where the constant $C_{m_1,m_2}$ is independent of $\sigma \geq 0$.

Moreover, for any entire function $\phi$ with $\phi(0) = 0$ and any $m > 1/2$, there is an entire function $\phi_m(z)$, which is monotonically increasing on $\mathbb{R}_+$ and satisfies $\phi_m(0) = 0$, such that for all $u \in G^m_\sigma$ we have

$$
\|\phi(u)\|_{G^m_\sigma} \leq \phi_m(\|u\|_{G^m_\sigma}).
$$

Functions $u \in G^m_\sigma$ can be extended to functions that are analytic on the strip $\{z \in \mathbb{C} : \text{Im}(z) < \sigma\}$ by the Paley-Wiener Theorem, cf. [RS75, Theorem IX.13]. It is easily seen that for any $\sigma_1 > \sigma_2 \geq 0$ and any $m \geq 0$ we have the continuous embedding $G^0_{\sigma_1} \hookrightarrow G^m_{\sigma_2}$.

### 1.5 Main results and some remarks

For the formulation of our main result, we introduce $V = (r, \psi, B)$, and abbreviate (1) as

$$
\partial_t V = LV + N(V),
$$

(13)
where \( LV \) stands for the linear and \( N(V) \) for the nonlinear terms.

Now let \((\dot{\psi}, \dot{B})(X, T)\) be a solution to the WMEs \([3]\), whose local existence and uniqueness in Gevrey spaces follows from Cauchy-Kovalevskaya theory, see §2.2. Then, as outlined in §2.3, upon defining the function \( \dot{r}(X, T) \) as the corresponding solution to the algebraic equation \([6]\), we obtain the formal WMEs approximation

\[
V^*_{\text{app}}(x, t) = (\dot{r}, \dot{\psi}, \dot{B}) (\varepsilon x, \varepsilon t),
\]

for long-wave modulations of wave-train solutions to the gGL system.

The following approximation result shows that, if \((\dot{\psi}, \dot{B})(X, T)\) is sufficiently small in the appropriate Gevrey norm, then the WMEs approximation \(V^*_{\text{app}}(x, t)\) approximates a modulation \(V(x, t)\) satisfying (13) on the natural \( O(1/\varepsilon) \)-time scale. Thus, the WMEs make correct predictions about the dynamics of slow modulations of the wave-train solutions (2) to the gGL system \([1]\), cf. Remark 1.5.

**Theorem 1.2.** For \( m > 3/2, \sigma_0, T_0 > 0 \) there exists a constant \( C_{\text{wh}} > 0 \) such that the following holds. Let

\[(\dot{\psi}, \dot{B}) \in C^1((0, T_0], G^m_{\sigma_0}) \cap C([0, T_0], G^{m+1}_{\sigma_0}),\]

be a solution to the WMEs \([3]\) with

\[
\sup_{T \in [0,T_0]}\| (\dot{\psi}, \dot{B})(\cdot, T) \|_{C^m_{\sigma_0}} \leq C_{\text{wh}},
\]

and let \( \dot{r}(X, T) \) be the corresponding solution to the algebraic equation \([6]\). Then, there exist \( C, T_1, \varepsilon_0 > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \), there exists a solution

\[
V \in C^1((0, T_1/\varepsilon], H^m(\mathbb{R})) \cap C([0, T_1/\varepsilon], H^{m+2}(\mathbb{R})),
\]

for all \( \varepsilon \in (0, \varepsilon_0) \) and

\[
\sup_{t \in [0,T_1/\varepsilon]} \sup_{x \in \mathbb{R}} |V(x, t) - V^*_{\text{app}}(x, t)| \leq C\varepsilon^{1/2},
\]

where \( V^*_{\text{app}}(x, t) \) is given by (14).

Our proof is based on analytic smoothing, Cauchy-Kovalevskaya theory, and a local decomposition in Fourier space separating center from stable modes and uncovering a semiderivative in front of the relevant nonlinear terms. This semiderivative, which corresponds to a Fourier multiplier vanishing at frequency \( k = 0 \), allows us to control the center modes on the long \( O(1/\varepsilon) \)-time scale. We note that, in order to obtain a sufficiently small residual, higher-order terms have to be added. Thus, we construct, for every given fixed \( \kappa > 0 \), a higher-order approximation for which the error bound in (14) is \( \leq C\varepsilon^{\kappa-1/2} \) instead of \( \leq C\varepsilon^{1/2} \), cf. §2.3.

**Remark 1.3.** We note that obtaining the above validity result is a nontrivial task. The WMEs approximation \( V^*_{\text{app}}(x, t) \), and thus also the associated solution \( V(x, t) \) to (13), are of order \( O(1) \) for \( \varepsilon \to 0 \). Therefore, a simple application of Grönwall’s inequality would only provide the boundedness of the solutions on an \( O(1) \)-time scale, but not on the natural \( O(1/\varepsilon) \)-time scale of the WMEs approximation.

In this context, we emphasize that there is a number of counterexamples where formally derived amplitude equations make wrong predictions on the natural time scale, cf. [Sch95, SSZ15, HS20]. Although Theorem 1.2 is not optimal in the sense that the possible approximation time \( T_1/\varepsilon \) is possibly smaller than \( T_0/\varepsilon \), we do establish an approximation result on the natural \( O(1/\varepsilon) \)-time scale of the WMEs approximation \( V^*_{\text{app}}(x, t) \).
Remark 1.4. It is a natural question whether the Gevrey spaces can be replaced by classical Sobolev spaces, i.e., what happens if we give up analyticity on a strip in the complex plane and choose the solutions to the WMEs to be only finitely many times differentiable. We have no answer at this point and have to postpone the question to future research. However, such an improved result can only be true under the additional assumption that the wave train is spectrally stable, cf. [BKZ20].

Remark 1.5. In order to formulate the approximation result in the original \((A, B)\)-variables we have to regain the phase \(\phi\) from the local wave number \(\psi = \partial_x \phi\). Integrating the pointwise bound from Theorem 1.2 leads to an error bound on a spatial interval of length \(O(\varepsilon^{-\rho})\) with \(\rho \in (0, \kappa - 1/2)\) rather than an \(\mathbb{R}\)-uniform error bound. Moreover, we have to allow for a global phase \(e^{i\phi(0,t)}\). These two restrictions have been observed in a number of papers before. For a detailed discussion we refer to [MS04a, Section 4] or [DS09, Corollary 2.2].

The plan of the paper is as follows. Section 2 focusses on the construction and properties of approximate solutions. In Section 3 we estimate the difference between these approximate solutions and exact solutions to the gGL system, and thereby prove Theorem 1.2.

Notation. In the following many possibly different constants are denoted by the same symbol \(C\) as long as they can be chosen independent of the small perturbation parameter \(0 < \varepsilon \ll 1\).
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2 Construction of approximate solutions

In this section we collect the necessary Cauchy-Kovalevskaya theory in Gevrey spaces to yield local existence and uniqueness of solutions to the WMEs (9). In addition, we construct higher-order approximations to the slow modulations, which are needed for the proof of our main result, Theorem 1.2. Local existence of these higher-order approximations in Gevrey spaces is established by another application of Cauchy-Kovalevskaya theory.

2.1 The structure of the problem

We start by putting the WMEs in the right framework for Cauchy-Kovalevskaya theory following [BKS20]. Thus, we switch to \((X,T)\)-coordinates in the original system (4), and observe that (5) can be written as

\[
0 = M_r(r, u) + \varepsilon F_r(D^k_X r, D^k_X u, \partial_T r),
\]

\[
\partial_T u = M_u(r, u)\partial_X(r, u) + \varepsilon F_u(D^k_X r, D^k_X u),
\]

where \(r = r\) and \(u = (\psi, B)\), where \(M_r(r, u)\) and \(M_u(r, u)\) are entire functions of their arguments, where \(F_u\) is polynomial in \(D^k_X r = (r, \partial_X r, \ldots, \partial^k_X r)\) and \(D^k_X u = (u, \partial_X u, \ldots, \partial^k_X u)\) with \(k = 3\), and where \(F_r\) is polynomial in \(D^k_X r\), \(D^k_X u\), and linear in \(\partial_T r\). In detail, we have

\[
M_r(r, u) = -2q\dot{\psi} - (\ddot{\psi})^2 + e^{2\rho}(1 - e^{2\rho}) + \gamma_r \dot{B},
\]

\[
\varepsilon F_r(D^k_X r, D^k_X u, \partial_T r) = -\varepsilon \partial_T \dot{r} + \varepsilon^2 \partial_{r}^2 \dot{r} - \varepsilon \alpha \partial_X \dot{\psi} - 2\varepsilon \alpha q(\partial_X \dot{r}) - 2\alpha \varepsilon \dot{\psi}(\partial_X \dot{r}),
\]

\[
M_u(r, u) = \begin{pmatrix}
-2\beta e^{2\rho} e^{2\varepsilon} & -2\alpha q & -2\alpha \dot{\psi} \\
2 \alpha \dot{\psi} & 0 & c
\end{pmatrix},
\]

\[
\varepsilon F_u(D^k_X r, D^k_X u) = \begin{pmatrix}
\varepsilon \partial_{X}^2 \dot{\psi} + \varepsilon^2 \alpha \partial_r^2 \dot{r} + \varepsilon^2 \alpha \partial_X ((\partial_X \dot{r})^2) + 2\varepsilon q \partial_X \dot{r} + 2\varepsilon \partial_X (\dot{\psi}(\partial_X \dot{r})) \\
\varepsilon \alpha \partial_r^2 \dot{r}
\end{pmatrix}.
\]
Theorem 3.1. The advantage of the form \( (18) \) is that for \( \varepsilon = 0 \) it reduces to \( (0)-(8) \), namely

\[
0 = M_r(r, u),
\]
\[
\partial_T u = M_u(r, u)\partial_X(r, u).
\]

We solve \( (19) \) w.r.t. \( r = r^*(u) \) for \( u \) sufficiently small. Inserting this into \( (20) \) yields the WMEs \( (9) \), now written as

\[
\partial_T u^* = M(u^*)\partial_X u^* = M_u(r^*(u^*), u^*)\partial_X(r^*(u^*), u^*),
\]

with

\[
M(u^*) = \left(\begin{array}{cc}
2(\beta - \alpha)q + 2(\beta - \alpha)\tilde{\psi} & -\beta \gamma_r + \gamma_i \\
-2dq - 2d\tilde{\psi} & c + d\gamma_r
\end{array}\right)
\]

an entire function of its arguments.

2.2 Cauchy-Kovalevskaya theory in Gevrey spaces

The following Cauchy-Kovalevskaya theorem provides local existence and uniqueness in Gevrey spaces for the quasilinear abstract Cauchy problem of the form

\[
\partial_T u = M(u)\partial_X u, \quad u|_{T=0} = u_0, \quad X \in \mathbb{R}, \ T \geq 0,
\]

where \( u(X, T) \) is the unknown function taking values in \( \mathbb{R}^d \), the initial condition \( u_0 \) lies in the Gevrey space \( G_{\sigma_0}^{m} \) for some \( m > 1 \) and \( \sigma_0 > 0 \), and \( M(u) \) is an entire matrix-valued function.

**Theorem 2.1.** Let \( m > 1 \) and \( R, \sigma_0 > 0 \). Then, for every \( u_0 \in G_{\sigma_0}^{m} \) with \( 2\|u_0\|_{G_{\sigma_0}^{m}} < R \) and \( \sigma_1 \in (0, \sigma_0) \), there exists a local solution \( u \in C^1([0, T_0], G_{\sigma_1}^{m-1}) \cap C([0, T_0], G_{\sigma_1}^{m}) \) to \( (22) \), satisfying

\[
\sup_{T \in [0, T_0]} \|u(T)\|_{G_{\sigma_1}^{m}} \leq R.
\]

The proof of Theorem 2.1 is standard, cf. [Saf95, Theorem 1.1]. Full details for the relevant case (with \( u(X, T) \in \mathbb{R}^2 \) and \( M(u) \) as in \( (21) \)) can be found in [Haa19, Theorem 4.2.2]. Nevertheless, we provide below a derivation of a priori estimates on \( u(T) \) in the corresponding Gevrey spaces, because it helps the reader to understand how a time-dependent scale of Gevrey spaces leads to useful estimates in our main result, Theorem 1.2. We emphasize that the obtained a priori estimates can be justified a posteriori in a standard way using the vanishing viscosity method. Such an approach is for instance adopted in [BKS20, Theorem 3.1].

Thus, let us derive these a priori estimates assuming we have a sufficiently regular local solution \( u(T) \) to \( (22) \). Consider the Fourier multiplier operator \( |k|_{op} := \sqrt{-\partial_x^2} \), and multiply equation \( (22) \) by

\[
e^{2\sigma(T)(1 + |k|_{op})}(1 + |k|_{op})^m u
\]

where \( \sigma(T) = \sigma_0 - \eta T \). Integration over \( X \in \mathbb{R} \) gives after straightforward calculations that

\[
\frac{1}{2} \frac{d}{dT} \|u\|_{G_{\sigma(T)}^{m}}^2 + \eta (1 + |k|_{op})^{1/2} \|u\|_{G_{\sigma(T)}^{m}}^2
= \text{Re} \left( (M(u) - M(0))\partial_X u, u \right)_{G_{\sigma(T)}^{m}} + (M(0)\partial_X u, u)_{G_{\sigma(T)}^{m}} \right).
\]
The Cauchy-Schwarz inequality
\[
\text{Re}(u, v)_{G^p} \leq \|u\|_{G^{m-1/2}} \|v\|_{G^{m+1/2}},
\]
(24)

together with (10), (12) and the assumption \( m - \frac{1}{2} > \frac{1}{2} \) yield
\[
\frac{1}{2} \frac{d}{dT} \|u\|^2_{G^p(T)} + \eta \|u\|^2_{G^{m+1/2}} \leq \|M(0)\| \|u\|^2_{G^p(T)} + \phi_m(\|u\|_{G^{m-1/2}}) \|u\|^2_{G^{m+1/2}},
\]
where \( \phi_m(z) \) is an entire function, which is monotonically increasing on \( \mathbb{R}_+ \) and satisfies \( \phi_m(0) = 0 \). Finally, this gives
\[
\frac{1}{2} \frac{d}{dT} \|u\|^2_{G^p(T)} + \left( \eta - \|M(0)\| - \phi_m(\|u\|_{G^{m-1/2}}) \right) \|u\|^2_{G^{m+1/2}} \leq 0.
\]
(25)

Now fix \( \eta \) in such a way that \( \eta > \|M(0)\| + \phi_m(R) \). Then, the a priori estimate (25) finally yields (23).

### 2.3 Approximate solutions for the perturbed problem

For approximation theorems it is essential that the residual, i.e., those terms that remain after inserting the approximation into the original system, is sufficiently small. In order to obtain a sufficiently small residual, higher-order terms have to be added to the WMEs approximation (3). Hence, the first step of the proof of Theorem (12) is the construction of an improved approximation.

We proceed as in [BKS20] and consider an approximation to the solution \((r, u)\) to (18) of the form
\[
r(X, T, \varepsilon) = r^0(X, T) + \varepsilon r^1(X, T) + \varepsilon^2 r^2(X, T) + \cdots,
\]
and
\[
u(X, T, \varepsilon) = u^0(X, T) + \varepsilon u^1(X, T) + \varepsilon^2 u^2(X, T) + \cdots.
\]

Inserting these expansions into equation (18) and equating the terms with the same powers of \( \varepsilon \), we get at \( \varepsilon^0 \) for \( r^0 \) and at \( \varepsilon^1 \) for \( u^0 \),
\[
0 = M_r(r^0, u^0),
\]
(26)
\[
\partial_T u^0 = M_u(r^0, u^0)\partial_X (r^0, u^0),
\]
(27)
and by inserting the solution \( r^0 = r^0(u^0) \) to (26) into (27), we obtain
\[
\partial_T u^0 = M(u^0)\partial_X u^0, \quad \text{with} \quad u^0|_{T=0} = u_0,
\]
(28)
which coincides with equation (22) studied earlier.

The higher-order terms \((r^n, u^n)\), \( n \in \mathbb{N} \) can be found by solving the following inhomogeneous equations, which arise at \( \varepsilon^n \) for \( r^n \) and at \( \varepsilon^{n+1} \) for \( u^n \) respectively, namely
\[
0 = \tilde{M}_r(r^n, u^n, r^0, u^0) + F_{r,n}(r^0, u^0, D^2X r^0, D_X u^0, \ldots, D_X^2 r^{n-1}, D_X u^{n-1}, \partial_T r^{n-1}),
\]
(29)
\[
\partial_T u^n = \tilde{M}_u(r^n, u^n)\partial_X (r^n, u^n) + D M_u(r^0, u^0)[(r^n, u^n)]\partial_X (r^0, u^0)
\]
\[
+ F_{r,n}(D^2X r^0, D^2X u^0, \ldots, D^2_X r^{n-1}, D^2_X u^{n-1}),
\]
where \( D M_u(r^0, u^0)[(r^n, u^n)] \) denotes the linearization of the map \((r, u) \mapsto M_u(r, u)\) in point \((r^0, u^0)\) applied to \((r^n, u^n)\). By the implicit function theorem, equation (29) can be solved w.r.t.
\[
r^n = r^n(D^2X r^0, D_X u^0, \ldots, D^2_X r^{n-1}, D_X u^{n-1}, u^n, \partial_T r^{n-1})
\]
(29)
for \((r^0, u^0, \ldots, r^{n-1}, u^{n-1}, u^n, \partial r r^{n-1})\) sufficiently small and regular. In particular \(r^n = 0\) for \((D_X^2 r^0, D_X u^0, \ldots, D_X^2 r^{n-1}, D_X u^{n-1}, u^n, \partial r r^{n-1}) = 0\) and is analytic in a neighborhood of 0. Note that we can express \(r^{n-1}\) – and therefore \(\partial r r^{n-1}\) and \(D_X^2 r^{n-1}\), too – in terms of \((r^0, u^0, \ldots, r^{n-2}, u^{n-2}, u^{n-1})\) and its temporal and spatial derivative. Applying this scheme iteratively shows that all \((r^0, \ldots, r^{n-1})\) can be expressed in terms of \((u^0, \ldots, u^{n-1})\). In that sense \(r^n\) is completely determined by \(u^n\). Therefore we obtain the equation

\[
\partial_T u^n = \tilde{M}(u^n) \partial_X u^n + D\tilde{M}(u^n)[\phi^n] \partial_X u^0 + F_n(D_X^2 r^0, D_X^2 u^0, \ldots, D_X^2 r^{n-1}, D_X^2 u^{n-1})
\]

(30)

with zero initial data for \(n \geq 1\) by the implicit function theorem. We note that \(\tilde{M}, F_n\) as well as the linearization \(D\tilde{M}_n(u^0)\) are entire functions and \(F_n(0) = 0\).

Local existence of the improved approximations \(u^n, n \geq 1\), in a time-dependent scale of Gevrey spaces can be established along the lines of Theorem 2.1 using standard methods [Sa95]. Again, we refer to [Ha19] for a full proof of Theorem 2.2 below and only derive corresponding a priori estimates. As in the previous section, we emphasize that the a priori estimates can be justified a posteriori using the vanishing viscosity method.

Thus, we assume sufficient regularity on the solutions \(u^n\) to (30) for \(n \geq 1\) and on the solution \(u^0\) to (28). We proceed as in 2.2. We set \(\sigma(T) = \sigma_1 - \delta T\) and obtain the basic energy estimate

\[
\frac{1}{2} \frac{d}{dT} \|u^n\|_{G^m_{\sigma(T)}}^2 + \left(\eta - \frac{q}{2} - \|\tilde{M}(0)\| - \phi_m\left(\|u^0\|_{G^m_{\sigma(T)}}\right)\right) \|u^n\|_{G^m_{\sigma(T)}}^2 \
\leq \frac{1}{2q} \|F_n\|_{G^m_{\sigma(T)}}^2,
\]

for each \(q > 0\) by multiplying (30) with \(e^{2\sigma(T)\|k|_{lop} + 1\}(1 + |k|_{lop}^2)^p u^n(T)\), integrating over \(X \in \mathbb{R}\) and applying Young’s inequality. Here, \(\phi_m\) is an entire function, which is monotonically increasing on \(\mathbb{R}_+\), satisfies \(\phi_m(0) = 0\) and depends on \(\tilde{M}, D\tilde{M} and m only. If the solvability condition

\[
\eta - \|\tilde{M}(0)\| - \phi_m\left(\|u^0(T)\|_{G^m_{\sigma(T)}}\right) > 0,
\]

is satisfied uniformly for \(T \in [0, \min(T_0, \sigma_1/\eta)]\), and we take \(q > 0\) sufficiently small, we get the recursive estimate

\[
\|u^n(T)\|_{G^m_{\sigma(T)}} \leq CT \sup_{\tau \in [0, T]} \|F_n\|_{G^m_{\sigma(T)}}^2.
\]

However, since the number of derivatives of \(F_n\) grows with \(n\), we need to assume \(u^0 \in C([0, T], G^m_{\sigma(T)})\) for a \(p \in \mathbb{N}\) and all \(T \in [0, T_0]\) in order to bound the \(G^m_{\sigma(T)}\)-norm of \(F_n\). Another way to bound this norm is to decrease the exponent \(\sigma\) slightly and use the estimate

\[
\|u\|_{G^m_{\sigma - \delta}} \leq \frac{C}{\delta^p} \|u\|_{G^m_{\sigma}}, \quad \delta, p > 0, \sigma \geq 0.
\]

Thus, we have acquired

\[
\|u^n(T)\|_{G^m_{\sigma(T) - \delta}} \leq Q_{\delta, \sigma} \left(\sup_{\tau \in [0, T]} \|u^0(\tau)\|_{G^m_{\sigma(T)}}\right), \quad T \in [0, \min\{T_0, (\sigma_1 - \delta)/\eta]\},
\]

for some monotonically increasing function \(Q_{\delta, \sigma}\).

**Theorem 2.2.** Let \(m > 1\) and \(\sigma_0 > 0\). Suppose there exists a local solution

\[
u^0 \in C^1([0, T_0], G^m_{\sigma_0 - 1}) \cap C([0, T_0], G^m_{\sigma_0}),
\]

to (28). Then, for every \(\sigma_1 \in (0, \sigma_0), n \in \mathbb{N}\), and for all \(0 < k \leq n\), there exist \(T_1 = T_1(\sigma_1, k + 1) \leq T_1(\sigma_1, k) \leq T_0\) and solutions

\[
u^k \in C^1([0, T_1], G^m_{\sigma_1 - 1}) \cap C([0, T_1], G^m_{\sigma_1}),
\]

to (30).
We introduce the \( n \)-th order approximations
\[
\tilde{r}^n(T) = r^0(T) + \varepsilon r^1(T) + \cdots + \varepsilon^n r^n(T), \\
\tilde{u}^n(T) = u^0(T) + \varepsilon u^1(T) + \cdots + \varepsilon^n u^n(T),
\]
and the corresponding residuals
\[
\text{Res}_r^n(T) = M_u(\tilde{r}^n, \tilde{u}^n) + \varepsilon F_r(D^2_r \tilde{r}^n, D^2_r \tilde{u}^n, \partial_r \tilde{r}^n), \\
\text{Res}_u^n(T) = -\partial_r \tilde{u}^n + M_u(\tilde{r}^n, \tilde{u}^n)\partial_X(\tilde{r}^n, \tilde{u}^n) + \varepsilon F_u(D^2_r \tilde{r}^n, D^2_r \tilde{u}^n).
\]

As a direct consequence of Theorem 2.2 we find

**Corollary 2.3.** Assume that the hypotheses of Theorem 2.2 are met. Then, for every \( n \in \mathbb{N} \), the approximate solutions \( (\tilde{r}^n, \tilde{u}^n) \) and residuals \( (\text{Res}_r^n, \text{Res}_u^n) \) are in \( C([0, T_1], G^m_{\sigma_1}) \) for all \( \sigma_1 \in [0, \sigma_1) \). Further, there exists a constant \( C > 0 \) such that we have
\[
\sup_{T \in [0, T_1]} \|(\tilde{r}^n(T), \tilde{u}^n(T)) - (r^0(T), u^0(T))\|_{G^m_{\sigma_1}} \leq C \varepsilon, \\
\sup_{T \in [0, T_1]} \|(\text{Res}_r^n, \text{Res}_u^n(T))\|_{G^m_{\sigma_1}} \leq C \varepsilon^{n+1}.
\]

For a connection between the lifespan of the solutions to (28) and (30) we refer to [BKS20, Remark 4.3].

### 3 Exact solutions and error estimates

In Section 2 we constructed approximate solutions \( (\tilde{r}^n, \tilde{u}^n) \), \( n \in \mathbb{N} \). In the associated Gevrey norms, these approximate solutions lie, by Corollary 2.3, \( O(\varepsilon) \)-close to the WMEs approximations \( (r^0, u^0) \) satisfying (23)-(27) or, equivalently, (9)–(8). In addition, Corollary 2.3 implies that inserting the approximate solutions in the modulation equation (5) (or, equivalently, (18)) yields residuals \( (\text{Res}_r^n, \text{Res}_u^n) \) of order \( O(\varepsilon^{n+1}) \).

We switch back to \((x, t)\)-coordinates, under which system (5) takes the form (4). All that remains is to estimate the difference between the approximate solutions and exact solutions to (4) on the long \( O(1/\varepsilon) \)-time scale, for which we will use a number of properties of (4). Before we do so we, take care of the fact that \( \psi \) is one time less regular than \( r \) and \( B \). Thus, we replace \( \psi \) by the new variable \( v = M^{-1} \psi \), where \( M \) is the Fourier multiplier operator defined through
\[
\hat{\psi}(k) = \sqrt{1 + k^2} \hat{v}(k).
\]

In the new variables \( r, v, \) and \( B \) system (4) reads
\[
\partial_r = \partial_x^2 r - \alpha \partial_x(M v) + e^{2p}(1 - e^{2r}) + (\partial_x r)^2 - 2q(M v) - (M v)^2 \\
- 2\alpha q(\partial_x r) - 2\alpha (M v)(\partial_x r) + \gamma_r B, \\
\partial_t v = \partial_x^2 v + \alpha M^{-1} \partial_x^2 r + \beta e^{2p} M^{-1} \partial_x(1 - e^{2r}) + \alpha M^{-1} \partial_x((\partial_x r)^2) - 2\alpha q \partial_x v \\
- \alpha M^{-1} \partial_x((M v)^2) + 2q M^{-1} \partial_x^2 r + 2M^{-1} \partial_x((M v)(\partial_x r)) + \gamma_r M^{-1} \partial_x B, \\
\partial_t B = a \partial_x^2 B + c \partial_x B + d e^{2r} \partial_x(e^{2r} - 1),
\]

which we abbreviate as
\[
\partial_t W = \Lambda W + G(W),
\]
where \( \Lambda W \) stands for the linear and \( G(W) \) for the nonlinear terms. We observe that now all components of \( W \) have the same regularity. Counting derivatives and using the properties (10) and (12), we immediately see that \( G \) is a mapping from \( G^m_{\sigma} \) to \( G^{m-1}_{\sigma} \) for \( m > 3/2 \). In addition, the linearity \( \Lambda : D(\Lambda) \subset G^m_{\sigma} \to G^{m-1}_{\sigma} \) with \( D(\Lambda) = G^{m+1}_{\sigma} \) is sectorial and, thus, generates an analytic semigroup on \( G^{m-1}_{\sigma} \). Therefore, system (33) is a semilinear parabolic equation, and local existence and uniqueness of solutions in the Gevrey spaces \( G^m_{\sigma} \) for \( m > 3/2 \) follows by standard contraction mapping principles.
3.1 The linear problem

We study the linear part $\partial_t W = \Lambda W$ of (33), which reads

$$
\begin{align*}
\partial_t r &= \partial_r^2 r - \alpha \partial_x (\mathcal{M} v) - 2e^{2\rho} r - 2q (\mathcal{M} v) - 2\alpha q (\partial_x r) + \gamma_r B, \\
\partial_t v &= \partial_r^2 v + \alpha \mathcal{M}^{-1} \partial_x^2 r - 2\beta e^{2\rho} \mathcal{M}^{-1} \partial_x r - 2\alpha q (\partial_x v) + 2q \mathcal{M}^{-1} \partial_r^2 r + \gamma_i \mathcal{M}^{-1} \partial_x B, \\
\partial_t B &= a \partial_r^2 B + c \partial_x B + 2de^{2\rho} \partial_x r.
\end{align*}
$$

This system can be solved explicitly in Fourier space, where it takes the form $\partial_t \hat{W} = \hat{\Lambda}(k) \hat{W}$. For the forthcoming estimation of the error, we obtain pointwise bounds on $\hat{\Lambda}(k)$ below.

First, we study the matrix $\hat{\Lambda}(k)$ near frequency $k = 0$. Using that the operator $\mathcal{M}$ corresponds to pointwise multiplication with the function $k \mapsto \sqrt{1 + k^2}$ in Fourier space, one readily observes that $\hat{\Lambda}(k)$ depends continuously on $k$. Moreover, we find

$$
\hat{\Lambda}(0) = \begin{pmatrix} -2e^{2\rho} & -2q & \gamma_r \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
$$

So, $-2e^{2\rho}$ is a simple negative eigenvalue of $\hat{\Lambda}(0)$, whereas $0$ is a semisimple eigenvalue of $\hat{\Lambda}(0)$ of algebraic and geometric multiplicity $2$.

By its continuous dependence on $k$ the most negative eigenvalue of $\hat{\Lambda}(k)$ can be separated from the rest of the spectrum for $k$ sufficiently small. More specifically, there exist constants $\delta_A \in (0, 1)$ and $c_{A,s} > 0$ such that for $|k| < \delta_A$ the set $\sigma(\hat{\Lambda}(k)) \cap \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) \leq -c_{A,s} \}$ consists of a simple eigenvalue $\lambda_1(k)$ only.

Since $\hat{\Lambda}(k)$ is analytic in $k$ on the disk of radius $\delta_A$ centered at the origin, standard analytic perturbation theory [Kat95] yields that the spectral projection $P_1(k)$ of $\hat{\Lambda}(k)$ onto the eigenspace associated with $\lambda_1(k)$ is also analytic in $k$ on that disk. For $|k| < \delta_A$ it holds

$$
\hat{\Lambda}(k) P_1(k) = \lambda_1(k) P_1(k), \quad \hat{\Lambda}(0)(1 - P_1(0)) = 0,
$$

where the last equality follows from the fact that $0$ is a semisimple eigenvalue of $\hat{\Lambda}(0)$.

We now introduce

$$
P_c(k) = \chi_A(k) (1 - P_1(k)), \quad P_s(k) = 1 - P_c(k),
$$

for $k \in \mathbb{R}$, where $\chi_A : \mathbb{R} \to [0, 1]$ is a smooth cut-off function whose support lies in $(-\delta_A, \delta_A)$, and whose value is $1$ on the interval $[-\delta_A/2, \delta_A/2]$. Subsequently, we decompose

$$
\hat{\Lambda}(k) = \hat{\Lambda}_s(k) + \hat{\Lambda}_c(k), \quad \hat{\Lambda}_j(k) := \hat{\Lambda}(k) P_j(k), \quad j = s, c.
$$

We note that $P_s(k)$ and $P_c(k)$, and thus $\hat{\Lambda}_s(k)$ and $\hat{\Lambda}_c(k)$, are smooth in $k \in \mathbb{R}$. Hence, by the Cauchy-Schwarz inequality, (35) and (36), there exist constants $c_{A,c}, c_{A,s} > 0$ such that for $k \in [-\delta_A/2, \delta_A/2]$ we have the bounds

$$
\begin{align*}
\text{Re} \langle \hat{V}_s(k), \hat{\Lambda}_s(k) \hat{V}_s(k) \rangle &= \text{Re} \lambda_1(k) |\hat{V}_s(k)|^2 \leq -c_{A,s} |\hat{V}_s(k)|^2, \\
\text{Re} \langle \hat{V}_c(k), \hat{\Lambda}_c(k) \hat{V}_c(k) \rangle &= \|\hat{\Lambda}_c(k)\| |\hat{V}_c(k)|^2 \leq c_{A,c} |k| |\hat{V}_c(k)|^2,
\end{align*}
$$

for $\hat{V}_j(k) = P_j(k) \hat{V}$, $j = s, c$ with $\hat{V} \in \mathbb{C}^3$.

On the other hand, to estimate $\hat{\Lambda}(k)$ outside of the neighborhood $(-\delta_A, \delta_A)$ of $0$, we exploit that the linear system (34) is parabolic. In particular, there exist positive constants $\hat{c}_{A,1}$ and $\hat{c}_{A,2}$ such that for $k \in \mathbb{R} \setminus (-\delta_A, \delta_A)$ we have the bound

$$
\text{Re} \langle \hat{V}, \hat{\Lambda}(k) \hat{V} \rangle \leq \hat{c}_{A,\infty} |k||\hat{V}|^2 - \hat{c}_{A,2} k^2 |\hat{V}|^2.
$$
for vectors $V \in \mathbb{C}^3$.

We recall that $\chi_\Lambda(k)$ vanishes on $\mathbb{R} \setminus (-\delta_\Lambda, \delta_\Lambda)$ and thus $P_\Lambda(k) = 1$ and $P_s(k) = 0$ for $k \in \mathbb{R} \setminus (-\delta_\Lambda, \delta_\Lambda)$ by (36). Hence, by combining the low and high frequency bounds (37) and (38), respectively, and using that $\tilde{\Lambda}_s(k)$ and $\tilde{\Lambda}_c(k)$ are continuous in $k$ to bound the middle frequencies, we obtain constants $d_{\Lambda,0}, d_{\Lambda,1}, d_{\Lambda,2} > 0$ such that the following pointwise estimates hold

$$
\begin{align*}
\Re\langle \tilde{V}_s(k), \tilde{\Lambda}_s(k)\tilde{V}_s(k) \rangle &\leq (-d_{\Lambda,0} + d_{\Lambda,1}|k| - d_{\Lambda,2}k^2)|\tilde{V}_s(k)|^2; \\
\Re\langle \tilde{V}_c(k), \tilde{\Lambda}_c(k)\tilde{V}_c(k) \rangle &\leq d_{\Lambda,1}|k||\tilde{V}_c(k)|^2,
\end{align*}
$$

for $k \in \mathbb{R}$ and $\tilde{V}_j(k) = P_j(k)\tilde{V}$, $j = s, c$ with $\tilde{V} \in \mathbb{C}^3$.

**Remark 3.1.** The action of $\tilde{\Lambda}_c(k)$ on the subspace spanned by $P_c(k)$ is analytic in $k$ for $|k| < \delta_{\Lambda/2}$. As observed above, it holds $\tilde{\Lambda}_c(0) = 0$. Since 0 is a semisimple eigenvalue, the first order expansion with respect to $ik$, corresponding to the wave-long time limit of the system reduced to the subspace, is given by $\tilde{\Lambda}_c'(0) = P_c(0)\tilde{\Lambda}'(0)P_c(0)$, see [Kat95, II.2.2]. If we diagonalize $\tilde{\Lambda}(0)$ with respect to the basis $\{(1, 0, 0), (-qe^{-2\rho}, 1, 0), (\gamma_r e^{-2\rho}/2, 0, 1)\}$ of its eigenvectors and call the transform $S$, we find the transformed matrix

$$
S^{-1}\tilde{\Lambda}'(0)S = \begin{pmatrix} 0 & 0 \\ 0 & \Lambda'(0) \end{pmatrix},
$$

where $\tilde{\Lambda}'(0) = \begin{pmatrix} 2q(\beta - \alpha) & \gamma_i - \beta\gamma_r \\ -2dq & c + d\gamma_r \end{pmatrix}$.

Note that $\tilde{\Lambda}'(0)\partial_X$ is the linearization of the WMEs (32). The matrix $\tilde{\Lambda}'(0)$ either has two distinct real eigenvalues, corresponding to the hyperbolic situation, or two complex conjugate eigenvalues, which corresponds to the elliptic situation.

**Remark 3.2.** The possible linear growth rates of the semigroup associated with (34) due to (39) can be controlled by working in a time-dependent scale of Gevrey spaces. This corresponds to the introduction of time-dependent new variables

$$
\tilde{W}_s(k, t) = e^{-(\sigma_0/\varepsilon - \eta t)|k|}\tilde{Z}_s(k, t), \quad \tilde{W}_c(k, t) = e^{-(\sigma_0/\varepsilon - \eta t)|k|}\tilde{Z}_c(k, t).
$$

The linearities in the $\tilde{Z}_s$- and $\tilde{Z}_c$-equations are then given by $\tilde{\Lambda}_s(k) = \tilde{\Lambda}(k) - \eta|k|$ and $\tilde{\Lambda}_c(k) = \tilde{\Lambda}(k) - \eta|k|$, respectively. By choosing $\eta > 0$ sufficiently large, we obtain the estimates

$$
\begin{align*}
\Re\langle \tilde{Z}_s(k), \tilde{\Lambda}_s(k)\tilde{Z}_s(k) \rangle &\leq (-d_{\Lambda,0} - \eta|k|/2 - d_{\Lambda,2}k^2)|\tilde{Z}_s(k)|^2, \\
\Re\langle \tilde{Z}_c(k), \tilde{\Lambda}_c(k)\tilde{Z}_c(k) \rangle &\leq -\eta|k|^2/2|\tilde{Z}_c(k)|^2,
\end{align*}
$$

for $k \in \mathbb{R}$ and $\tilde{Z}_j(k) = P_j(k)\tilde{Z}$, $j = s, c$ with $\tilde{Z} \in \mathbb{C}^3$. Hence, by working in a time-dependent scale of Gevrey spaces linear damping for system (33) can be obtained.

### 3.2 Decomposition in center and stable modes

To exploit the linear growth bounds derived in (31), we decompose the variable $W$ in (33) in accordance with the spectral decomposition of $\tilde{\Lambda}(k)$ as

$$
W = W_s + W_c,
$$

where $W_s$ and $W_c$ are defined by their Fourier transforms:

$$
\tilde{W}_s(k) = P_s(k)\tilde{W}(k), \quad \tilde{W}_c(k) = P_c(k)\tilde{W}(k).
$$
Since $W$ satisfies (33), the resulting system for $W_s$ and $W_c$ reads in Fourier space:

$$\begin{align*}
\partial_t \hat{W}_s &= \hat{\Lambda}_s \hat{W}_s + \hat{g}_s(\hat{W}), \\
\partial_t \hat{W}_c &= \hat{\Lambda}_c \hat{W}_c + \hat{g}_c(\hat{W}).
\end{align*}$$  \hspace{1cm} (41)

where we denote

$$\hat{g}_j(\hat{W}) = P_j(k) \mathcal{F} G \left( \mathcal{F}^{-1} \hat{W} \right), \quad j = s, c.$$  

The nonlinearity in system (33) is of the form

$$G(W) = \left( \begin{array}{c}
\frac{f_v(W)}{\partial_x f_v(W)} \\
\frac{f_B(W)}{\partial_x f_B(W)}
\end{array} \right),$$

i.e., in front of all terms on the right-hand side of the $v$- and $B$-equation in (32) there is a derivative. This structure implies that the nonlinearity in the $\hat{W}_c$-equation in (41) vanishes at frequency $k = 0$. Indeed, one readily computes

$$P_c(0) \left( \begin{array}{c} 0 \\
0 \\
0 \end{array} \right) = \left( \begin{array}{ccc}
0 & -\frac{q}{\varepsilon^p} & \frac{\gamma}{2\varepsilon^p} \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array} \right) \left( \begin{array}{c} 0 \\
0 \\
0 \\
0
\end{array} \right) = 0.$$  

Hence, since $P_c(k)$ is analytic in $k$ on a disk of radius $\delta_\Lambda/2$ centered at $k = 0$, the nonlinearity in the $\hat{W}_c$-equation in (41) can be written as

$$\hat{g}_c(\hat{W}) = P_c \mathcal{F} G \left( \mathcal{F}^{-1} \hat{W} \right) = \hat{\vartheta}_c \hat{g}_c(\hat{W}),$$

for $|k| < \delta_\Lambda/2$ with

$$\hat{\vartheta}(k) = \chi_\Lambda(k) k, \quad \hat{g}_c(\hat{W}) = iP_c(0) \mathcal{F} \left( \begin{array}{c} 0 \\
f_v(\mathcal{F}^{-1} \hat{W}) \\
f_B(\mathcal{F}^{-1} \hat{W})
\end{array} \right) + \frac{P_c(k) - P_c(0)}{k} \mathcal{F} G(\mathcal{F}^{-1} \hat{W}).$$

Thus, we denote (41) in physical space as

$$\begin{align*}
\partial_t W_s &= \Lambda_s W_s + g_s(W), \\
\partial_t W_c &= \Lambda_c W_c + \vartheta g_c(W).
\end{align*}$$  \hspace{1cm} (42)

where $\Lambda_s$, $\Lambda_c$ and $\vartheta$ are Fourier multiplier operators corresponding to $\hat{\Lambda}_s$, $\hat{\Lambda}_c$ and $\hat{\vartheta}$, respectively. Moreover, the nonlinear mappings $g_s$ and $g_c$ are defined by

$$g_s(W) = \mathcal{F}^{-1} \hat{g}_s(\hat{W}), \quad g_c(W) = \mathcal{F}^{-1} \hat{g}_c(\hat{W}).$$

Since the nonlinearity $G$ in (33) is a mapping from $G^m_\sigma$ to $G^{m-1}_\sigma$ for $m > 3/2$, so are $g_s$ and $g_c$ (where we use that, due to analyticity in $|k| < \delta_\Lambda/2$, $k \mapsto (P_c(k) - P_c(0))/k$ is bounded on $\mathbb{R}$).

Thus, on the one hand, the $W_s$-equation in (42) is linearly exponentially damped. On the other hand, the $W_c$-equation in (42) is not linearly exponentially damped at $k = 0$, cf. (39), but has a 'derivative' $\vartheta$, with $|\hat{\vartheta}(k)| \leq C \min\{1, |k|\}$, in front of its nonlinearity $g_c$.  
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3.3 The equations for the error

We write a solution $W$ to (33) as sum of the transformed $n$-th order approximation $W_{an}$, established in Corollary 2.3 and the transformed error $\varepsilon^\kappa R$, i.e.,

$$W = W_{an} + \varepsilon^\kappa R, \quad W_{an}(0) = W(0), \quad \kappa > 1,$$

(43)

where we note that the scaling of the error with $\varepsilon^\kappa$ is beneficial for the final energy estimates, cf. (62) and (65). As in (40), we decompose the error as

$$R = R_s + R_c,$$

(44)

where $R_s$ and $R_c$ are defined by their Fourier transforms:

$$\hat{R}_s(k) = P_s(k)\hat{R}(k), \quad \hat{R}_c(k) = P_c(k)\hat{R}(k).$$

By (42) the equations for $R_s$ and $R_c$ read

$$\partial_t R_s = \Lambda_s R_s + h_s(W_{an}, R) + \varepsilon^{-\kappa}\text{Res}_s(W_{an}), \quad \partial_t R_c = \Lambda_c R_c + \partial h_c(W_{an}, R) + \varepsilon^{-\kappa}\text{Res}_c(W_{an}),$$

(45)  (46)

where $\text{Res}_{s,c}(W_{an})$ is the transformed residual and where we denote

$$h_j(W_{an}, R) = \varepsilon^{-\kappa}(g_j(W_{an} + \varepsilon^\kappa R) - g_j(W_{an}))$$

for $j = c, s$. We have the following tame estimate on $h_j(W_{an}, R)$.

**Lemma 3.3.** Let $m > 3/2$ and $\sigma \geq 0$. For all $M > 0$, there exists a constant $C_1(W_{an}) > 0$, which depends on $\|W_{an}\|_{G^{m+1/2}_{\sigma}}$ only and satisfies $C_1(W_{an}) \to 0$ as $W_{an} \to 0$ in $G^{m+1/2}_{\sigma}$, and there exists a constant $C_2(M, W_{an}) > 0$, which depends on $M$ and $\|W_{an}\|_{G^{m+1/2}_{\sigma}}$ only, such that for all $\varepsilon \in (0, 1)$ and $R \in G^{m+1/2}_{\sigma}$ satisfying $\|R\|_{G^{m+1/2}_{\sigma}} \leq M$ we have the estimate

$$\|h_j(W_{an}, R)\|_{G^{m-1/2}_{\sigma}} \leq C_1(W_{an})\|R\|_{G^{m+1/2}_{\sigma}} + C_2(M, W_{an})\varepsilon^\kappa\|R\|_{G^{m+1/2}_{\sigma}},$$

(47)

for $j = s, c$.

**Proof.** The nonlinear terms appearing on the right-hand side of (41) are entire functions of $r, \psi, B,$ and $\partial_2 r$ in the $r$-equation, of $r, \psi, \partial_2 B, \partial_2 r, \partial_2 \psi,$ and $\partial_2^2 r$ in the $\psi$-equation, and of $r$ and $\partial_2 r$ in the $B$-equation. After the transformation (31), the nonlinear terms appearing on the right-hand side of (32) are entire functions of $r, \mathcal{M}v, B,$ and $\partial_2 r$ in the $r$-equation and of $r$ and $\partial_2 r$ in the $B$-equation. The nonlinear terms appearing on the right-hand side of the $v$-equation consist of the Fourier multiplier operator $\mathcal{M}^{-1}\partial_2$, which corresponds to multiplication with the bounded function $k \mapsto ik/\sqrt{1 + k^2}$, acting on entire functions of $r, \mathcal{M}v, B, \partial_2 B$ and $\partial_2 v$. Subsequently, these terms are mixed in the nonlinearities $g_s$ and $g_c$ in the equations (32) for $W_s$ and $W_c$ by pointwise multiplication in Fourier space with a bounded matrix function. Therefore, $g_s$ and $g_c$ consist of a bounded linear transformation acting on entire functions of $r, \partial_2 r, \mathcal{M}v, B$ and $\partial_2 B$. Hence, the same holds for $h_s$ and $h_c$ upon replacing $W$ by $W_{an} + \varepsilon^\kappa R$.

Thus, by Corollary 2.3 by the fact that $G^{m-1/2}_{\sigma}$ is an algebra satisfying (10) and (12), and by the fact that the nonlinear terms in $G$ are (up to a bounded multiplier operator) entire functions of the variables $r, \mathcal{M}v, B, \partial_2 B$ and $\partial_2 r$, it is readily seen that the terms in the nonlinearity $h_j(W_{an}, R)$ that are linear in $R$ (and thus are paired with a $W_{an}$-contribution) are bounded by $C_1(W_{an})\|R\|_{G^{m+1/2}_{\sigma}}$.
Let us provide the details why the terms in the nonlinearity $h_j(W_{an}, R)$ that are nonlinear in $R$ can be bounded by $C_2(M, W_{an})\varepsilon^n\|R\|_{G_{an}^{m+1/2}}$. First, most nonlinear terms in $G$ contain at most one derivative. Hence, using the properties (10) and (12) again and the fact that the nonlinear terms in $G$ are (up to a bounded multiplier operator) entire functions of the variables $\tau, Mv, B, \partial_x B$ and $\partial_x r$, the corresponding terms in $h_j(W_{an}, R)$ that are nonlinear in $R$ can be bounded by $C_2(M, W_{an})\varepsilon^n\|R\|_{G_{an}^{m+1/2}}$ as long as $\|R\|_{G_{an}^2} \leq M$. Second, nonlinear terms in $G$ that contain more than one derivative are all quadratic and (up to the bounded multiplier operator $M^{-1}\partial_x$) of the form $(\partial_x r)^2, (Mv)^2$ or $(Mv)(\partial_x r)$. The corresponding terms in $h_j(W_{an}, R)$ that are nonlinear in $R$ can thus be bounded with the aid of (11), where we take $m_1 = m - 1/2$ and $m_2 = m - 1$. This leads again to the bound $C_2(M, W_{an})\varepsilon^n\|R\|_{G_{an}^{m+1/2}}$ as long as $\|R\|_{G_{an}^2} \leq M$.

We emphasize that for our purposes the estimate in Lemma 3.3 on $h_c$ is not sufficient, and we need to exploit the factor $\vartheta$ in front of $h_c$ in (16), see Lemma 3.4.

### 3.4 The energy inequalities

As outlined in Section 2.2 the fact that the linear part in the equations (45)-(46) for the error $R$ can exhibit $O(1)$ growth rates in time as $\varepsilon \to 0$ is a serious problem to obtain estimates on an $O(1/\varepsilon)$-time scale. Moreover, the smallness of the nonlinear terms in the derivation of the WMEs comes from the derivatives, i.e., from a loss of regularity. Both problems can be resolved by working in a time-dependent scale of Gevrey spaces as already used in Section 2.

In contrast to Section 2.2 we work now in the unscaled $(x,t)$-variables. We take $0 < \hat{\sigma}_1 < \sigma_1 < \sigma_0$. Then, Theorem 2.2 yields local existence of the $n$-th order approximation in Gevrey spaces, i.e., there exists an $\varepsilon$-independent $T_1 \in (0, \hat{\sigma}_1/\eta)$ such that the transformed $n$-th order approximation $W_{an}$ satisfies

$$W_{an} \in C^1((0, T_1/\varepsilon], G_{\sigma_1/\varepsilon}^m) \cap C([0, T_1/\varepsilon], G_{\sigma_1/\varepsilon}^{m+1}).$$

Setting $\sigma(t) = \sigma_1/\varepsilon - \eta t$, it follows in particular that

$$W_{an} \in C^1((0, t], G_{\sigma(t)}^m) \cap C([0, t], G_{\sigma(t)}^{m+2}),$$

for any $t \in (0, T_1/\varepsilon]$. In addition, local existence of the exact solution $W$ to the semilinear parabolic system (33) follows by a standard contraction mapping argument, see Remark 3.6. Since the error $\varepsilon^n R$ is defined in (43) as the difference between the exact solution $W$ and the $n$-th order approximation $W_{an}$, this yields

$$R \in C^1((0, t], G_{\sigma(t)}^m) \cap C([0, t], G_{\sigma(t)}^{m+2}),$$

for $t \in (0, T_1/\varepsilon]$ as long as $\|R(t)\|_{G_{\sigma(t)}^m}$ remains bounded.

Let $M > 0$ be a (sufficiently large) $t$-independent constant, which we will fix a posteriori. Take $t \in (0, T_1/\varepsilon]$ such that

$$\sup_{\tau \in [0, t]} \|R(\tau)\|_{G_{\sigma(\tau)}^m} \leq M.$$  (49)

As in Section 2.2 and 3.3 let $|k|_{op} = \sqrt{-\partial_x^2}$, and multiply equations (45) and (46) by $e^{2\sigma(t)|k|_{op}(1 + |k|_{op}^2)^m} R_s$ and $e^{2\sigma(t)|k|_{op}(1 + |k|_{op}^2)^s} R_c$, respectively. Integration over $x \in \mathbb{R}$ leads to

$$\frac{1}{2} \frac{d}{dt} \|R_s\|_{G_{\sigma(t)}^m}^2 = -\eta \|k|_{op}^{1/2} R_s\|_{G_{\sigma(t)}^m}^2 + \Re(\Lambda_s R_s + h_s(W_{an}, R) + \varepsilon^{-\kappa}\text{Res}_s(W_{an}), R_s)_{G_{\sigma(t)}^m},$$

$$\frac{1}{2} \frac{d}{dt} \|R_c\|_{G_{\sigma(t)}^m}^2 = -\eta \|k|_{op}^{1/2} R_c\|_{G_{\sigma(t)}^m}^2 + \Re(\Lambda_c R_c + \vartheta h_c(W_{an}, R) + \varepsilon^{-\kappa}\text{Res}_c(W_{an}), R_c)_{G_{\sigma(t)}^m}. $$  (51)
Here, we emphasize that we can estimate the $G^m_{\sigma(t)}$-norm of $R_c$ by its $G^m_{\sigma(t)}$-norm for any $r \geq 0$, because $R_c$ has compact support in Fourier space by (36) and (44).

Thus, the linear terms in (45) and (46) yield the contributions

$$-\eta ||k||^{1/2}_{op} R_s ||G^m_{\sigma(t)}|| + \text{Re}(\Lambda_s R_s, R_s) G^m_{\sigma(t)};$$

$$-\eta ||k||^{1/2}_{op} R_c ||G^m_{\sigma(t)}|| + \text{Re}(\Lambda_c R_c, R_c) G^m_{\sigma(t)}$$

in (50) and (51), respectively, which provide damping in $R_s$ and $R_c$, see estimate (53) below. However, this damping is insufficient to control all $R_c$-contributions in $(h_s(W_{an}, R), R_s) G^m_{\sigma(t)}$, see the upcoming estimate (53) and Lemma 3.3 We emphasize that such terms do not arise in $(\partial h_c(W_{an}, R), R_c) G^m_{\sigma(t)}$, since $\hat{h}(k)$ vanishes at $k = 0$, see Lemma 3.3 below. For the same reason such terms do not appear in $(|k||^{1/2}_{op} h_s(W_{an}, R), |k||^{1/2}_{op} R_s)$. Therefore, we set $r = m - 1/2$, and we do not only consider the energies $||R_s||^2_{G^m_{\sigma(t)}}$ and $||R_c||^2_{G^m_{\sigma(t)}}$, but also $||k||^{1/2}_{op} R_s ||G^m_{\sigma(t)}||^2$.

Thus, multiplying (45) by $e^{2t}(1 + |k||^{1/2}_{op}) |k||^{1/2}_{op} R_s$ yields

$$\frac{d}{dt} ||k||^{1/2}_{op} R_s ||G^m_{\sigma(t)}||^2 = -\eta ||k||^{1/2}_{op} R_s ||G^m_{\sigma(t)}|| + \text{Re}(\Lambda_s |k||^{1/2}_{op} R_s, |k||^{1/2}_{op} R_s) G^m_{\sigma(t)}$$

$$+ \text{Re}(|k||^{1/2}_{op} h_s(W_{an}, R) + |k||^{1/2}_{op} \varepsilon^{-\kappa} \text{Res}_s(W_{an}), |k||^{1/2}_{op} R_s) G^m_{\sigma(t)}.$$  

We readily establish bounds on most terms on the right-hand side of (50), (51) and (52).

1. Using (39) we bound the linear terms as

$$\text{Re}(\Lambda_s R_s, R_s) G^m_{\sigma(t)} \leq -d_{\Lambda,0}(R_s, R_s) G^m_{\sigma(t)} + d_{\Lambda,1}(|k||^{1/2}_{op} R_s, |k||^{1/2}_{op} R_s) G^m_{\sigma(t)}$$

$$\text{Re}(\Lambda_s |k||^{1/2}_{op} R_s, |k||^{1/2}_{op} R_s) G^m_{\sigma(t)} \leq -d_{\Lambda,0}(|k||^{1/2}_{op} R_s, |k||^{1/2}_{op} R_s) G^m_{\sigma(t)}$$

$$+ d_{\Lambda,1}(|k||^{1/2}_{op} R_s, |k||^{1/2}_{op} R_s) G^m_{\sigma(t)},$$

$$\text{Re}(\Lambda_c R_c, R_c) G^m_{\sigma(t)} \leq d_{\Lambda,1}(|k||^{1/2}_{op} R_c, |k||^{1/2}_{op} R_c) G^m_{\sigma(t)}.$$  

with strictly positive constants $d_{\Lambda,0}$ and $d_{\Lambda,1}$.

2. Using (24), (49) and Lemma 3.3 we get

$$|(h_s(W_{an}, R), R_s) G^m_{\sigma(t)}| \leq ||h_s(W_{an}, R)|| G^{m-1/2}_{\sigma(t)} ||R|| G^m_{\sigma(t)}$$

$$\leq C_1(W_{an}) ||R|| G^{m-1/2}_{\sigma(t)} + C_2(M, W_{an}) \varepsilon^n ||R|| G^m_{\sigma(t)}.$$  

3. Using Corollary 2.3 we find

$$|(\varepsilon^{-\kappa} \text{Res}_s(W_{an}), R_s) G^m_{\sigma(t)}| \leq ||\varepsilon^{-\kappa} \text{Res}_s(W_{an})|| G^m_{\sigma(t)} ||R|| G^m_{\sigma(t)}$$

$$\leq \varepsilon^{n+1-\kappa} C_{res} ||R|| G^m_{\sigma(t)} \leq \varepsilon^{n+1-\kappa} C_{res}(1 + ||R||^2 G^m_{\sigma(t)}).$$

Similarly, using $r = m - 1/2$, we obtain

$$|(|k||^{1/2}_{op} \varepsilon^{-\kappa} \text{Res}_s(W_{an}), |k||^{1/2}_{op} R_c) G^m_{\sigma(t)}| \leq ||\varepsilon^{-\kappa} \text{Res}_s(W_{an})|| G^m_{\sigma(t)} ||k||^{1/2}_{op} R_c G^m_{\sigma(t)}$$

$$\leq \varepsilon^{n+1-\kappa} C_{res}(1 + ||k||^{1/2}_{op} R_c||^2 G^m_{\sigma(t)}),$$

$$|(\varepsilon^{-\kappa} \text{Res}_s(W_{an}), R_c) G^m_{\sigma(t)}| \leq ||\varepsilon^{-\kappa} \text{Res}_s(W_{an})|| G^m_{\sigma(t)} ||R_c|| G^m_{\sigma(t)}$$

$$\leq \varepsilon^{n+1-\kappa} C_{res}(1 + ||R_c||^2 G^m_{\sigma(t)}).$$  
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Obtaining useful estimates on the remaining terms

\[ (\partial h_c(W_{an}, R), R_c)_{G^r_{\sigma(t)}} \]

\[ (|k|^{1/2} h_s(W_{an}, R), |k|^{1/2} R_s)_{G^r_{\sigma(t)}} \]

is less trivial. We illustrate how to estimate these terms for the prototypical example \((R_1 \partial_x (W_{an} R_2))_{L^2}\), which we bound in Fourier space by

\[
|\langle R_1, \partial_x (W_{an} R_2) \rangle_{L^2}| \leq \| |k|^{1/2} \hat{R}_1 | |k|^{1/2} (\hat{W}_{an} \ast \hat{R}_2) \|_{L^2} \\
\leq \| |k|^{1/2} \hat{R}_1 | |k|^{1/2} (\hat{W}_{an} \ast \hat{R}_2) + \| \hat{W}_{an} \ast |k|^{1/2} \hat{R}_2 \|_{L^2} \|_{L^2} \\
\leq \| |k|^{1/2} \hat{R}_1 | |k|^{1/2} (\hat{W}_{an} \ast \hat{R}_2) + \| \hat{W}_{an} \|_{L^2} \| |k|^{1/2} \hat{R}_2 \|_{L^2} \|_{L^2} \\
\leq \frac{1}{2} \| |k|^{1/2} \hat{R}_1 \|_{L^2}^2 + \frac{1}{2} \left( \| |k|^{1/2} \hat{W}_{an} \|_{L^2} \| \hat{R}_2 \|_{L^2} \right)^2 \\
+ \| |k|^{1/2} \hat{R}_1 | |k|^{1/2} \hat{R}_2 \|_{L^2} \|_{L^2},
\]

where we used \(\sqrt{|k|} \leq \sqrt{|k_1| + \sqrt{|k_2|}}\). Note that \(\| |k|^{1/2} \hat{W}_{an} \|_{L^1} = O(e^{1/2})\) due to the long-wave character of \(W_{an}\) in physical space. With this idea in mind, we prove the following result.

**Lemma 3.4.** Let \(r > 1\) and \(\sigma \geq 0\). For all \(M > 0\), there exists a constant \(C_2(W_{an}) > 0\), which depends on \(\| W_{an} \|_{G^r_{\sigma+1}}\), only and satisfies \(C_3(W_{an}) \to 0\) as \(W_{an} \to 0\) in \(G^r_{\sigma+1}\) and there exists a constant \(C_4(M, W_{an}) > 0\), which depends on \(M\) and \(\| W_{an} \|_{G^r_{\sigma+1}}\), such that for all \(\varepsilon \in (0, 1)\) and \(R \in G^r_{\sigma+1}\) with \(\| R \|_{G^r_{\sigma+1/2}} \leq M\) we have the estimate

\[
\left| \left( \partial h_c(W_{an}, R), R_c \right)_{G^r_{\sigma}} \right| + \left| \left( |k|^{1/2} h_s(W_{an}, R), |k|^{1/2} R_s \right)_{G^r_{\sigma}} \right| \\
\leq C_3(W_{an}) \left( \| |k|^{1/2} R \|_{G^r_{\sigma+1}}^2 + \varepsilon \| R \|_{G^r_{\sigma+1}}^2 \right) + C_4(M, W_{an}) \varepsilon \| R \|_{G^r_{\sigma+1}}^2.
\]

**Proof.** Recall from the proof of Lemma [3.3] that \(g_s\) and \(g_c\) consist of bounded linear transformations acting on entire functions of \(r, \mathcal{M}v, B, \partial_x B\) and \(\partial_x r\). Hence, the same holds for \(h_s\) and \(h_c\) upon replacing \(W\) by \(W_{an} + \varepsilon \sigma R\). Therefore, we have a representation

\[
h_j(W_{an}, R) = h_{j,lin}(W_{an}, R) + h_{j,non}(W_{an}, R), \quad j = s, c,
\]

with \(h_{j,lin}\) linear in \(R\) and \(h_{j,non}\) nonlinear in \(R\).

As in the proof of Lemma [3.3], we arrive at the estimate

\[
\| h_{j,non}(W_{an}, R) \|_{G^r_{\sigma}} \leq C_4(M, W_{an}) \varepsilon \| R \|_{G^r_{\sigma+1}}, \quad j = s, c,
\]

on the nonlinear terms in \(R\). From the last estimate and

\[
\left| \left( \partial h_{c,non}(W_{an}, R), R_c \right)_{G^r_{\sigma}} \right| \leq \| h_c(W_{an}, R) \|_{G^r_{\sigma}} \| R_c \|_{G^r_{\sigma}}, \\
\left| \left( |k|^{1/2} h_{s,non}(W_{an}, R), |k|^{1/2} R_s \right)_{G^r_{\sigma}} \right| \leq \| h_s(W_{an}, R) \|_{G^r_{\sigma}} \| R_s \|_{G^r_{\sigma+1}}
\]

we immediately obtain the required estimate for the \(h_{j,non}\)-contribution.

By the considerations in the proof of Lemma [3.3], the parts \(\partial h_{c,lin}(W_{an}, R), R_c)_{G^r_{\sigma}}\) and \(|k|^{1/2} h_{s,lin}(W_{an}, R), |k|^{1/2} R_s)_{G^r_{\sigma}}\) are finite sums of terms of the form

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} \tilde{R}_{j_1}(k)s_0(k)s_1(k-l)H(W_{an})(k-l)s_2(l)\tilde{R}_{j_2}(l)dl(1 + |k|^2)e^{2\sigma |k|}dk = (*),
\]
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with \( R_{j1} \) a component of the vector \( R_s \) or \( R_c \), and \( R_{j2} \) a component of the vector \( R \), where \( H(W_{an}) \) is a bounded linear transformation applied to an entire function of \( W_{an} \), and where \( s_0, s_i : \mathbb{R} \to \mathbb{R} \) are functions satisfying \(|s_0(k)| \leq C|k| \) and \(|s_i(k)| \leq C(1 + |k|) \) for \( k \in \mathbb{R} \) and \( i = 1, 2 \). We proceed as in the prototypical example above. First, we observe that

\[
|s_0(k)s_1(k - l)s_2(l)| \leq C|k|(1 + |l|)(1 + |k - l|)
\]

\[
\leq C\sqrt{|k|}(\sqrt{|k - l|} + \sqrt{|l|}) + C|k|(|k - l| + |l|/|k - l|),
\]

for \( k, l \in \mathbb{R} \). Thus, we estimate (*) by

\[
\int_\mathbb{R} \int_\mathbb{R} |s_0(k)s_1(k - l)s_2(l)||\hat{R}_{j1}(k)||H(W_{an})(k - l)||\hat{R}_{j2}(l)|dl(1 + |k|^2)^{r/2}\|\| dk
\]

\[
\leq C_3(W_{an}) \left( \|k\|_{G_{\sigma(t)}}^{1/2} R_{G_{\sigma(t)}}^2 \right)
\]

where we used that \( \|k\|_{H(W_{an})(k)}\|L^1(dk) = \mathcal{O}(\varepsilon^i) \) for \( i = 0, 1/2, 1 \) due to the long-wave character of \( W_{an} \) in physical space. So the required estimate for the \( h_{j,k,\text{lin}} \)-contribution follows, too.

\[\square\]

### 3.5 The final estimates

We define the energies

\[ E_{j,i}(t) = \|R_j(t)\|_{G_{\sigma(t)}}^2, \]

for \( j = s, c \), \( i = r, m \). Moreover, we introduce for \( j = s, c \), \( i = r, m \)

\[ |k|^{1/2} E_{j,i}(t) = \|k\|_{G_{\sigma(t)}}^{1/2} R_j(t)\|_{G_{\sigma(t)}}^2, \quad |k|^{1/2} E_{j,i}(t) = \|k\|_{G_{\sigma(t)}}^{1/2} R_j(t)\|_{G_{\sigma(t)}}^2. \]

In the upcoming part in our notation we suppress the \( t \)-dependency of these quantities.

Since \( R_s \) has compact support in Fourier space by (30) and (14), we can estimate its \( G_{\sigma(t)}^{m+1/2} \)-norm by its \( G_{\sigma(t)}^{r} \)-norm, where we recall \( r = m - 1/2 > 1 \). Thus, there exists a \( t \)-independent constant \( C_{op} > 0 \) such that

\[ E_{c,m+1/2} \leq C_{op} E_{c,r}, \quad |k|^{1/2} E_{c,r+1/2} \leq C_{op} |k|^{1/2} E_{c,r}. \]

(57)

Finally, we set

\[ E_m = E_{s,m} + E_{c,m}, \quad E_r = |k|^{1/2} E_{s,r} + E_{c,r}. \]

Taking \( n \in \mathbb{N} \) with \( n \geq k + 1 \) and \( M > 0 \), the previous estimates (53), (58), (59) and (60), and Lemma 3.4 from Section 3.4 condense in the three inequalities

\[ \frac{1}{2} \frac{d}{dt} E_{s,m} \leq -\eta |k|^{1/2} E_{s,m} - d_{A,0} E_{s,m} + d_{A,1} |k|^{1/2} E_{s,m} + C_{\text{res}} \varepsilon (E_{s,m} + 1) \]

\[ + C_1(W_{an}) E_{m+1/2}^{1/2} + C_2(M, W_{an}) \varepsilon E_{m+1/2}^{1/2}, \]

(58)

\[ \frac{1}{2} \frac{1}{2} \frac{d}{dt} \left[ |k|^{1/2} E_{9,r} \right] \leq -\eta |k|^{1/2} E_{9,r} - d_{A,0} |k|^{1/2} E_{9,r} + d_{A,1} |k|^{1/2} E_{9,r} + C_{\text{res}} \varepsilon (|k|^{1/2} E_{9,r} + 1) \]

\[ + C_3(W_{an}) (|k|^{1/2} E_{r+1/2} + \varepsilon E_{r+1}) + C_4(M, W_{an}) \varepsilon E_{r+1}, \]

(59)

\[ \frac{1}{2} \frac{d}{dt} E_{c,r} \leq -\eta |k|^{1/2} E_{c,r} + d_{A,1} |k|^{1/2} E_{c,r} + C_{\text{res}} \varepsilon (E_{c,r} + 1) \]

\[ + C_3(W_{an}) (|k|^{1/2} E_{r+1/2} + \varepsilon E_{r+1}) + C_4(M, W_{an}) \varepsilon E_{r+1}, \]

(60)
We use $E_{m+1/2} \leq E_{s,m} + |k|_{op}^{1/2} E_{s,m} + E_{c,m+1/2}$ and (57) to rewrite (58) as

$$
\frac{1}{2} \frac{d}{dt} E_{s,m} \leq -\eta |k|_{op}^{1/2} E_{s,m} - d_{\Lambda,0} E_{s,m} + d_{\Lambda,1} |k|_{op}^{1/2} E_{s,m} + C_{res} \varepsilon
$$

$$
+ (C_1(W_{an}) + C_2(M, W_{an}) \varepsilon^{\kappa} + C_{res} \varepsilon)(E_{s,m} + |k|_{op}^{1/2} E_{s,m} + C_{cp} E_{c,r}) .
$$

Lemma 3.3 implies that there exists an $M$- and $t$-independent bound $B_1 > 0$ such that, if we have $\|W_{an}\|_{G_{s_1}^m} < B_1$ and $\varepsilon \in (0, d_{\Lambda,0}/4(1 + C_{res}))$, then it holds

$$
C_1(W_{an}) + \varepsilon + C_{res} \varepsilon < \frac{d_{\Lambda,0}}{2}.
$$

(61)

We note that, by Corollary 2.3, $\|W_{an}\|_{G_{s_1}^{m+1/2}} < B_1$ can be achieved by taking $C_{wh} > 0$ sufficiently small in (15). Then, there exists a bound $\varepsilon_1 = \varepsilon_1(\kappa, M, \|W_{an}\|_{G_{s_1}^{m+1/2}} > 0$, which depends on $\kappa > 1, M$ and $\|W_{an}\|_{G_{s_1}^{m+1/2}}$ only, such that for $\varepsilon \in (0, \varepsilon_1)$ we have

$$
C_2(M, W_{an}) \varepsilon^{\kappa-1} < 1.
$$

(62)

where we use $\kappa > 1$. Thus, assuming (61)-(62) are satisfied and taking

$$
\eta > \frac{d_{\Lambda,0}}{2} + d_{\Lambda,1},
$$

yields

$$
\frac{1}{2} \frac{d}{dt} E_{s,m} \leq -\frac{d_{\Lambda,0}}{2} E_{s,m} + C_{res} \varepsilon + \frac{d_{\Lambda,0}}{2} C_{cp} E_{c,r}
$$

$$
\leq -\frac{d_{\Lambda,0}}{2} E_{s,m} + C_{res} \varepsilon + \frac{d_{\Lambda,0}}{2} C_{cp} E_{c,r}.
$$

(63)

Subsequently, we combine (59)-(60) and use the identities $|k|_{op}^{1/2} E_{r+1/2} \leq |k|_{op}^{1/2} E_{s,r} + |k|_{op}^{1/2} E_{c,r+1/2}$ and $E_{r+1} \leq E_r + |k|_{op}^{1/2} E_{r+1/2}$, in combination with (57) to arrive at

$$
\frac{1}{2} \frac{d}{dt} E_r \leq -\eta |k|_{op}^{1/2} E_{c,r} + d_{\Lambda,1} |k|_{op}^{1/2} E_{c,r} - \eta |k|_{op} E_{s,r} - d_{\Lambda,0} |k|_{op} E_{s,r} + d_{\Lambda,1} |k|_{op} E_{s,r}
$$

$$
+ 2(C_3(W_{an})(1 + \varepsilon) + C_4(M, W_{an}) \varepsilon^{\kappa})(C_{cp}|k|_{op}^{1/2} E_{c,r} + |k|_{op}^{1/2} E_{s,r} + |k|_{op} E_{s,r})
$$

$$
+ 2(C_3(W_{an}) \varepsilon + C_4(M, W_{an}) \varepsilon^{\kappa}) E_r + 2C_{res} \varepsilon + C_{res} \varepsilon E_r.
$$

By Lemma 3.3 there exists an $M$- and $t$-independent bound $B_2 > 0$ such that, if we have $\|W_{an}\|_{G_{s_1}^{r+1}} < B_2$ and $\varepsilon \in (0, \frac{d_{\Lambda,0}}{\eta})$, then it holds

$$
C_3(W_{an})(1 + \varepsilon) + \varepsilon < \frac{d_{\Lambda,0}}{2}.
$$

(64)

As before, this can be achieved by choosing $C_{wh}$ sufficiently small. Moreover, Lemma 3.4 implies that there exists a bound $\varepsilon_2 = \varepsilon_2(\kappa, M, \|W_{an}\|_{G_{s_1}^{r+1}} > 0$, which depends on $\kappa > 1, M$ and $\|W_{an}\|_{G_{s_1}^{r+1}}$ only, such that for $\varepsilon \in (0, \varepsilon_2)$ we have

$$
C_4(M, W_{an}) \varepsilon^{\kappa-1} < 1.
$$

(65)

where we recall $r = m - 1/2$. Thus, assuming (64)-(65) and taking $\eta > 0$ so large that

$$
\eta > d_{\Lambda,1} + (1 + C_{cp}) d_{\Lambda,0},
$$
yields
\[
\frac{1}{2} \frac{d}{dt} \mathcal{E}_r \leq 2 \left( C_3 (W_{an}) + C_4 (M, W_{an}) \varepsilon^\kappa \right) \varepsilon E_r + 2 C_{res} \varepsilon + C_{res} \varepsilon \mathcal{E}_r \\
\leq (d_{\Lambda,0} + C_{res}) \varepsilon \left( E_{s,m} + \mathcal{E}_r \right) + 2 C_{res} \varepsilon.
\]

Our next step is to integrate the system of differential inequalities (63) and (66). We introduce
\[
S_s(\tau) = \sup_{\tilde{t} \in [0, \tau]} E_{s,m}(\tilde{t}) \quad \text{and} \quad \tilde{S}(\tau) = \sup_{\tilde{t} \in [0, \tau]} \mathcal{E}_r(\tilde{t}).
\]
Integrating and applying Grönwall’s inequality to (63), we arrive at
\[
S_s(\tau) \leq C(\tilde{S}(\tau) + \varepsilon), \quad \tau \in [0, t],
\]
since \( W(0) = W_{an}(0) \). We insert the last inequality in (66) and integrate to find
\[
\tilde{S}(t) \leq 2 \int_0^t \left( (d_{\Lambda,0} + 2) \varepsilon (C + 1) \left( \tilde{S}(\tau) + \varepsilon \right) + 2 C_{res} \varepsilon \right) d\tau.
\]
Grönwall’s inequality finally gives bounds \( M_s, M_c > 0 \), which are independent of \( \varepsilon \in \min \{ \varepsilon_1, \varepsilon_2, d_{\Lambda,0}/4(1 + C_{res}) \} \), \( M \) and \( t \) as long as \( t \in (0, T_1/\varepsilon] \), such that
\[
S_s(t) \leq M_s \quad \text{and} \quad \tilde{S}(t) \leq M_c.
\]

We set \( M = (M_s + M_c)^{1/2} \) and apply continuous induction to (19) using (67). We conclude that the error remains bounded (and thus exists, cf. Remark 3.6) for all \( t \in (0, T_{1,\varepsilon}/\varepsilon] \). Thus, we establish (10), because (47), (48) and the embeddings \( G_{\sigma(t)}^m \hookrightarrow H^m(\mathbb{R}) \) and \( G_{\sigma(t)}^{m+1/2} \hookrightarrow H^{m+2}(\mathbb{R}) \) hold for all \( t \in (0, T_1/\varepsilon] \). Finally, upon recalling the prefactor \( \varepsilon^\kappa \) in (13), we arrive at the main error estimate (17) by the fact that (49) and the embedding \( G_{\sigma(t)}^m \hookrightarrow L^\infty(\mathbb{R}) \) hold for all \( t \in (0, T_1/\varepsilon] \). All in all, this proves our main result, Theorem 1.2.

**Remark 3.5.** In the above proof of Theorem 1.2 we obtained a system of differential inequalities
\[
\frac{1}{2} \frac{d}{dt} \left( E_{s,m} \mathcal{E}_r \right) \leq \mathcal{A} \left( E_{s,m} \mathcal{E}_r \right) + C_{res} \varepsilon \left( \frac{1}{2} \right), \quad \mathcal{A} := \left( - \frac{d_{\Lambda,0}}{2} \right) \left( d_{\Lambda,0} + C_{res} \varepsilon \right) \left( d_{\Lambda,0} + C_{res} \varepsilon \right),
\]
where the inequality \( \leq \) should be understood componentwise. We emphasize that the conclusion (67) follows by the properties of the matrix \( \mathcal{A} \). Indeed, the componentwise order in \( \mathbb{R}^2 \) is preserved by the associated matrix exponential \( e^{\mathcal{A} t} \). Hence, integrating the system and observing that the eigenvalues of \( \mathcal{A} \) are bounded from above by \( C \varepsilon \), the estimate (67) readily follows.

**Remark 3.6.** Local existence of the exact solution \( W \) to the semilinear parabolic system (33) in time-independent Gevrey spaces immediately transfers to a time-dependent scale of Gevrey spaces. In particular, there exists a maximal \( t_\varepsilon \in (0, \infty] \) and a solution
\[
W \in C^1 \left( (0, t], G_{\sigma(t)}^m \right) \cap C \left( [0, t], G_{\sigma(t)}^{m+2} \right), \quad t \in (0, t_\varepsilon),
\]
to (33) with \( W(0) = W_{an}(0) \). If \( t_\varepsilon < \infty \), then it must hold
\[
\sup_{t \in [0, t_\varepsilon]} \| W(t) \|_{G_{\sigma(t)}^m} = \infty.
\]
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Indeed, if not, then, by the local theory in time-independent Gevrey spaces, there would exist a $\tau > 0$, which is independent of $t$, such that for any $t \in [0, t_\varepsilon)$ there is a solution

$$W_t \in C^1((t, t + \tau], G_{m(t)}^m) \cap C((t, t + \tau], G_{m+2}^{m+2}),$$

to (33) with $W_t(t) = W(t)$. So, in particular, the solution $W$ to (33) could be extended such that (68) would hold for $t \in [0, t_\varepsilon + \tau/2)$ contradicting the maximality of $t_\varepsilon$.

Combining the latter with (43) and (47), it follows that there exists $t_{1,\varepsilon} \in (0, T_1/\varepsilon]$ such that (48) holds for all $t \in (0, t_{1,\varepsilon})$. If $t_{1,\varepsilon} < T_1/\varepsilon$, then we must have

$$\sup_{t \in [0, t_{1,\varepsilon})} \|R(t)\|_{G_{m(t)}^m} = \infty.$$

Thus, the error $R(t)$ exists in the relevant time-dependent scale of Gevrey spaces for $t \in (0, T_1/\varepsilon]$ as long as $\|R(t)\|_{G_{m(t)}^m}$ remains bounded.
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