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Abstract
To track frequency offset and time-varying channel in orthogonal frequency division multiplexing (OFDM) systems over mobile wireless channels, a common technique is, based on one OFDM training block sample, to apply the maximum-likelihood (ML) algorithm to perform joint frequency tracking and channel estimation employing some adaptive iteration processes. The major drawback of such joint estimation techniques is the local extrema problem arising from the highly nonlinear nature of the log-likelihood function. This makes the joint estimation process very difficult and complicated, and many a time the results are not very satisfactory if the algorithm is not well designed. In this study, rather than using the ML algorithm, we shall apply the method of least squares (LS) for frequency tracking utilizing repeated OFDM training blocks. As will be seen, by using such an LS approach, the frequency offset estimation requires no channel knowledge. The channel state can be estimated separately after the LS frequency offset correction. This not only circumvents the local extrema complication, but also obviates the need for the lengthy adaptive iteration process of joint estimation thus greatly simplifies the entire estimation process. Most importantly, our technique can achieve excellent estimation performance as compared to the usual ML algorithms.
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1. Introduction
In orthogonal frequency division multiplexing (OFDM) communications over mobile wireless channels, after initial time and frequency acquisition, fine frequency offset and time variation of the channel state will continue to exist due to Doppler shift, instability of local oscillators, and multipath fading and hence must be continuously or frequently tracked [1]. To perform fine frequency tracking and channel estimation, the most widely adopted technique is the maximum-likelihood (ML) estimation algorithm. Usually, one OFDM symbol block is used as the training data. When using the ML technique to track frequency offset, one needs to have the channel knowledge. Likewise, to perform ML channel estimation, frequency offset estimation must be given. Therefore, to track both fine frequency offset and the channel state, a popular method is to alternately estimate the frequency offset and channel state by adaptive iterations. In the literature, there exist many proposed ML algorithms of joint frequency tracking and channel estimation for both linear modulation and OFDM systems [2-6]. A major difficulty is the local extrema or multiple solution complication arising from the highly nonlinear nature of the multi-dimensional log-likelihood function. As a result, some schemes of simplification or approximation are often used to help solve the problem [5,6]. In addition, complex algorithms must usually be accompanied to aid the tedious search of the global solution [2-6]. How well such algorithms are designed will greatly affect the global solution convergence performance. When the initial frequency offset is large (close to half the subcarrier spacing), it usually becomes rather difficult to achieve global solution convergence. Carefully observing the simulation results of
most of the cited works above, we can perceive that, when the initial frequency offset exceeds ± 0.1 of the subcarrier spacing, the mean square errors (MSEs) or variances of both the frequency and channel estimators given in these works start to depart away from the Cramer-Rao bound (CRB) as signal-to-noise ratio (SNR) is increased. Thus, their tracking ranges are well below half or ± 0.5 of the subcarrier spacing. This is due to the less accurate results arising from the approximations and/or simplifications when initial frequency offset values become large. In [1], by using the linear minimum-mean-square-error (LMMSE) combiner to optimally combine frequency offset estimators based on single time slot pilot samples from a received time-domain OFDM block, they successfully circumvent the multiple solution difficulty and meanwhile achieve very satisfactory joint estimation performance with wide tracking range (up to half the subcarrier spacing). Moreover, in [1], the estimator MSE will not depart away from the CRB at large SNRs. However, their algorithm still requires the lengthy adaptive iteration process due to joint estimations. Since, as stated earlier, it is necessary to continuously or frequently perform tracking of frequency and channel state, the lengthy adaptive iteration process, which is time-consuming, should be highly undesirable.

In this article, rather than using the ML technique, we apply the method of least squares (LS) to perform fine frequency tracking utilizing repeated OFDM training blocks. Our LS formulation for frequency offset estimation will not require channel knowledge. Then, based on the frequency offset estimator thus obtained, channel estimation is readily performed. This way, not only the multiple solution complication due to nonlinearity of the log-likelihood function can be avoided, but also the need for lengthy adaptive iterations is obviated. Thus, the entire process becomes much simpler and faster. Most important, our estimator performance outperforms those of the existing ML techniques. However, it is to be noted that the advantages and superiority of our technique are achieved at the expense of data transfer rate reduction due to the use of repeated training blocks.

The article is organized as follows: Section 2 presents the signal and system model. Section 3 delineates our LS formulation for frequency tracking. Section 4 addresses the channel estimation techniques after frequency offset correction. Section 5 analyzes our estimation performances. Then, Section 6 presents simulation results. Performance comparisons will be made between our LS algorithm and the usual ML algorithms based on single training block. Finally, Section 7 draws conclusions.

2. Signal and system model
Consider OFDM communications over mobile wireless channels. Assume time and frequency acquisitions have been completed. Due to Doppler shift, instability of the oscillators, and multipath fading, fine frequency offset and time variation of the channel state will continue to exist. Let \( x_\nu \) and \( w_\nu \) respectively, represent the discrete-time baseband data sample, channel impulse response (CIR), and noise sample at the \( \nu \)th time slot of a received time-domain OFDM block having the length of \( N \) sample units or \( T \) seconds. The fine frequency offset normalized to subcarrier spacing \( \Delta f = 1/T \) is denoted as \( \delta \). Then, discarding the cyclic prefix, the demodulated baseband received sample at the \( \nu \)th time slot can be expressed as

\[
x_\nu = x_\nu * h_\nu + w_\nu = e^{j2\pi \nu/N} y_\nu + w_\nu, \quad n = 0, 1, \ldots, N - 1,
\]

where * denotes convolution and \( y_\nu = x_\nu * h_\nu \) is the received noise-free data sample which can be expressed in terms of frequency-domain quantities as

\[
y_\nu = x_\nu * h_\nu = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} H_k X_k e^{j2\pi nk/N},
\]

where \( H_k \) and \( X_k \) are, respectively, the \( k \)th subcarrier channel frequency response (CFR) and transmitted data symbol or the discrete Fourier transform (DFT) of \( h_\nu \) and \( x_\nu \). We have adopted the unitary DFT here for the signal data. Note that \( \{w_\nu\} \) are independent, identically distributed (i.i.d.) complex Gaussian random variables (RVs) with zero mean and variance \( \sigma_w^2 \) and we shall use the familiar notation \( w_\nu \sim N(0, \sigma_w^2) \) for convenience.

For frequency-selective channels, the discrete-time CFR is expressed as

\[
H_k = \sum_{m=0}^{v-1} h_{m} e^{-j2\pi mk/N}, \quad k = 0, 1, \ldots, N - 1,
\]

where we have assumed the channel is causal and its length spans \( v \) data samples. The discrete-time baseband CIRs \( \{h_\nu\} \) are spatially uncorrelated. The DFT output at the receiver is given by

\[
R_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} r_n e^{-j2\pi nk/N} = \frac{1}{N} \sum_{n=0}^{N-1} e^{j2\pi nk/N} \left[ \sum_{p=0}^{N-1} H_p X_p e^{j2\pi np/N} \right], \quad k = 0, 1, \ldots, N - 1,
\]

where \( W_k = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} w_n e^{-j2\pi nk/N} \sim N(0, \sigma_w^2) = N(0, \sigma_w^2) \). Apparently, \( \{W_k\} \) are i.i.d. Gaussian RVs. With the completion of initial frequency acquisition, we can
reasonably assume that the maximum fine frequency offset is less than half the subcarrier spacing or $\delta < 0.5$ [1–6].

3. Frequency tracking by the method of LS

We shall use $P_k$ to denote training or pilot symbols to distinguish it from the data symbol $X_k$. To each transmitted block which is labeled as the initial block or 0th block, we append $L$ identical blocks (i.e., $N$ pilot symbols in each appended block are exactly the same as those of the transmitted block). With this arrangement, the received sample of the $n$th time slot in the $l$th block can be denoted as

$$
\tilde{y}_{ln} = r_{lnN} = \tilde{y}_{ln} + \tilde{u}_{ln}, \quad l = 0, 1, ..., \quad L, n = 0, 1, ..., N - 1,
$$

where $\tilde{u}_{ln} = u_{lnN}$ is a complex Gaussian RV having zero mean and variance $\sigma_u^2$, and

$$
\tilde{y}_{ln} = e^{j2\pi(nLN)/N} \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} H_k P_k e^{j2\pi(nLN)/k/N} = e^{j2\pi(nLN)/N} \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} H_k P_k e^{j2\pi nk/N}.
$$

In (6), we assume L is not so large that the channel fading remains unchanged at least over $(L + 1)$ blocks. Define the vectors

$$
\tilde{\mathbf{y}}_l = [\tilde{y}_{l0}, \tilde{y}_{l1}, ..., \tilde{y}_{lN-1}]^T,
$$

$$
\tilde{\mathbf{w}}_l = [\tilde{w}_{l0}, \tilde{w}_{l1}, ..., \tilde{w}_{lN-1}]^T
$$

with $T$ denoting transpose. Using (6), we can rewrite (5) in vector form as

$$
\tilde{\mathbf{r}}_l = \tilde{\mathbf{y}}_l + \tilde{\mathbf{w}}_l = \tilde{\mathbf{y}}_{l-1} e^{j2\pi\delta} + \tilde{\mathbf{w}}_l = (\tilde{\mathbf{r}}_{l-1} - \tilde{\mathbf{w}}_{l-1}) e^{j2\pi\delta} + \tilde{\mathbf{w}}_l, \quad l = 1, 2, ..., L.
$$

It is easy to see that the combined noise vector $\mathbf{e}_l = -\tilde{\mathbf{w}}_{l-1} e^{j2\pi\delta} + \tilde{\mathbf{w}}_l$ is a complex Gaussian random vector with mean 0 and variance $2\sigma_u^2$. We can stack the vectors of (7) to obtain

$$
\begin{bmatrix}
\tilde{\mathbf{r}}_1 \\
\tilde{\mathbf{r}}_2 \\
\vdots \\
\tilde{\mathbf{r}}_L
\end{bmatrix} =
\begin{bmatrix}
\mathbf{r}_0 \\
\mathbf{r}_1 \\
\vdots \\
\mathbf{r}_{L-1}
\end{bmatrix} e^{j2\pi\delta} +
\begin{bmatrix}
\mathbf{e}_1 \\
\mathbf{e}_2 \\
\vdots \\
\mathbf{e}_L
\end{bmatrix}.
$$

We further define three $N (L + 1) \times 1$ vectors

$$
\mathbf{r}_B = [\mathbf{r}_0^T, \mathbf{r}_1^T, ..., \mathbf{r}_{L-1}^T]^T, \quad \mathbf{r}_T = [\mathbf{r}_0^T, \mathbf{r}_1^T, ..., \mathbf{r}_{L-1}^T]^T, \quad \mathbf{e}_T = [\mathbf{e}_1^T, \mathbf{e}_2^T, ..., \mathbf{e}_L^T]^T.
$$

Equation (8) can then be rewritten as

$$
\mathbf{r}_B e^{j2\pi\delta} = \mathbf{r}_A - \mathbf{e}. \tag{9}
$$

We can view (9) as an over-determined system of complex linear simultaneous equations in one complex variable $x = e^{j2\pi\delta}$. Then, we can apply the method of LS to obtain the estimate of $x$ as

$$
x = (\mathbf{r}_B^H \mathbf{r}_B)^{-1} \mathbf{r}_B^H \mathbf{r}_A = \frac{\mathbf{r}_B^H \mathbf{r}_A}{|\mathbf{r}_B|^2} = \frac{1}{|x|} \sum_{l=1}^{L} \tilde{y}_{l}^H \tilde{y}_{l}, \tag{10}
$$

where $H$ denotes Hermitian transpose. Then, an estimate of $\delta$ can be found as

$$
\delta = \frac{1}{2\pi} \tan^{-1} \left( \frac{\text{Im} \left( \sum_{l=1}^{L} \tilde{y}_{l}^H \tilde{y}_{l} \right)}{\text{Re} \left( \sum_{l=1}^{L} \tilde{y}_{l}^H \tilde{y}_{l} \right)} \right), \tag{11}
$$

where $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$, respectively, denote the real and imaginary parts. It is apparent that the range of $\delta$ given by (11) is $\pm 0.5$ or half the subcarrier spacing, and it has no multiple solution problem, requires no channel knowledge and only takes a one step computation process without adaptive iterations. However, these advantages are not without cost. The price paid is that the estimator of (11) requires the use of more than one OFDM training blocks. This results in a reduction of system throughput or data transfer rate.

It is to be noted that (11) is based on the premise that fading remains unchanged over at least $L + 1$ OFDM blocks. In other words, we have assumed slow quasi-static fading. This implies that the maximum Doppler frequency must satisfy $f_d = v \Delta f / c \ll 1 / T$ corresponding to a mobile speed $v \ll c / (f_c T)$, where $c$ is the speed of light, $T$ is one OFDM block length in seconds, and $f_c$ is the carrier frequency in Hz. Taking an 802.11a standard with $f_c = 5$ GHz and $\Delta f = 1 / T = 312.5$ kHz, this requires $v \ll 67,500$ km/h. Apparently, this requirement for slow quasi-static fading is easily met in practice. For example, if $v = 60$ km/h, then $f_d = 10^{-3} / T$ which is one thousandth of an OFDM block, it is thus reasonable to assume fading to remain unchanged over several hundred OFDM blocks.

In many applications, channel may have fast time variations. Then, our algorithm may lose its advantage, viz., fast processing due to no need for iterations. In such cases, the LMMSE algorithm of [1], which is shown better than most other ML schemes in the literature, may be the best choice. However, if time variation is not so fast or is only moderately fast (in between fast and slow varying), our LS algorithm can be still quite useful as we can cope with the moderately fast time-varying environment by reducing the number of repeated blocks.
4. Channel estimation

After the fine frequency offset has been corrected, the channel estimation can readily be performed. Here, both the methods of LS and the ML technique will be investigated for channel estimation.

4.1. LS channel estimation

Given \( \delta \), we can correct the offset by multiplying (5) by \( e^{-j2\pi(n+LN)\delta}/N \) to obtain \( \tilde{r}_{l,n} = \tilde{r}_{l,n}e^{-j2\pi(n+LN)\delta}/N \) (before \( \tilde{r}_{l,n} \) is fed to the DFT). If the estimate is of good accuracy, the estimate error \( \Delta \delta = \delta - \hat{\delta} \) will be very small. Then, after frequency offset correction, the \( k \)th subcarrier DFT output (during training mode) can be approximated as

\[
\begin{aligned}
R'_{lk} &= \frac{1}{\sqrt{N}} e^{j2\pi l \Delta \delta} \sum_{n=0}^{N-1} e^{j2\pi n \Delta \delta/N} \\
&= \frac{1}{\sqrt{N}} \sum_{p=0}^{N-1} H_p \sum_{p=0}^{N-1} e^{j2\pi n p \Delta \delta/N} + W'_{lk} \\
&= H_k P_k e^{j2\pi l \Delta \delta/N} + W'_{lk}
\end{aligned}
\]

(12)

where \( \alpha_l = \pi \left( 2LN + N - 1 \right)/N \),

\[
W'_{lk} = \sum_{n=0}^{N-1} \tilde{r}_{l,n} e^{-j2\pi(n+LN)\delta}/N \ 	ilde{r}_{l,n} e^{-j2\pi(n+k)\delta}/N \sim \text{N}\left(0, \sigma_W^2\right)
\]

and

\[
\sum_{n=0}^{N-1} e^{j2\pi n \Delta \delta/N} \approx 1 + j\alpha_l \Delta \delta
\]

\[
\sum_{n=0}^{N-1} e^{j2\pi n \Delta \delta/N} \sin[p \pi \Delta \delta/N] \approx N e^{j\pi(N-1)\Delta \delta/N}
\]

If the frequency offset correction were perfect (offset-free), then \( \Delta \delta = 0 \) and (12) would reduce to

\[
\tilde{R}'_{lk} = H_k P_k + W'_{lk} \quad l = 0, 1, ..., L,
\]

(13)

where \( \tilde{R}'_{lk} \) stands for the offset-free DFT output. There are \( L + 1 \) equations in (13) and they form a system of simultaneous linear equations for one variable \( H_k \) and we can thus easily apply the method of LS to get the channel estimators as

\[
\hat{H}_k = (P_k^H P_k)^{-1} P_k^H \sum_{l=0}^{L} \tilde{R}_{lk} \quad k = 0, 1, ..., N - 1,
\]

(14)

where \( P_k = [p_{k1, \ldots, p_{kN}}]^T \) is an \( (L + 1) \times 1 \) vector and \( \tilde{R}'_{lk} = [\tilde{R}_{0,k}, \tilde{R}_{1,k}, \ldots, \tilde{R}_{L,k}]^T \).

In reality, perfect frequency offset correction is not very likely to happen. That is, it is not very likely to obtain the offset-free outputs \( \{\tilde{R}'_{lk}\} \) of (13). The best one can do is to use the \( \{R_{lk}\} \) of (12). Thus, in practice, we shall take

\[
\hat{H}_k = \frac{\sum_{l=0}^{L} R'_{lk}}{(L + 1) P_k} \quad k = 0, 1, ..., N - 1.
\]

(15)

Note that only one sample (the \( k \)th sample \( R'_{lk} \)) in each training block (frequency-domain OFDM block) has been selected to estimate \( H_k \) and there are \( L + 1 \) blocks resulting in only \( L + 1 \) samples used for the LS channel estimation. In order not to reduce data transfer rate too much, \( L \) is not to be too large. Thus, with the small number of \( L + 1 \) samples used, the LS estimator \( \hat{H}_k \) is expected to perform not quite so satisfactorily, though perfectly workable. We will thus seek an alternative approach using the ML technique to be described next.

4.2. ML channel estimation

To perform ML channel estimation, we first need to find the log-likelihood function in terms of the variables to be estimated. These variables must be independent of each other. We shall assume a frequency-selective Rayleigh fading channel of dispersion length \( v \) having the CIR vector \( h = [h_0, h_1, \ldots, h_{v-1}]^T \). Then \( \{h_m, m = 0, 1, \ldots, v\} \) are uncorrelated and hence independent of each other. However, the CFRs \( \{H_k, k = 0, 1, \ldots, N\} \), which are DFTs of \( \{h_m\} \), are obviously correlated and hence dependent upon each other. Consequently, unlike the above case of LS channel estimation where CFR can be estimated directly due to the special one variable over-determined system formulation, here we must first obtain the ML CIR estimator \( \hat{h} \) from a log-likelihood function in terms of \( h \) from which we then get the CFR estimator \( \hat{H} \) through DFT.

Now, assume that frequency offset has been corrected so that \( \hat{\delta} = 0 \). Using (5) and (6) with \( \delta = 0 \), we can readily get

\[
\tilde{r}_l = y_0 + \hat{\omega}_l = \frac{1}{\sqrt{N}} P_k^H (P_k h + \hat{\omega}_l).
\]

(16)
where $y_0 = \frac{1}{\sqrt{N}}F_P^H P F_N h$ is the offset-free noiseless received signal vector with $P = diag\{P_0, P_1, ..., P_{N-1}\}$ being a diagonal matrix and

$$F_P = \begin{bmatrix}
1 & e^{-j\frac{\pi}{N}} & ... & e^{-j\frac{(N-1)\pi}{N}} \\
1 & e^{-j\frac{2\pi}{N}} & ... & e^{-j\frac{2(N-1)\pi}{N}} \\
... & ... & ... & ... \\
1 & e^{-j\frac{(N-1)\pi}{N}} & ... & e^{-j\frac{(N-1)(N-1)\pi}{N}}
\end{bmatrix}. \quad (17)$$

Then, stacking $L + 1$ repeated blocks, we have

$$\begin{bmatrix}
\tilde{r}_0 \\
\tilde{r}_1 \\
... \\
\tilde{r}_{L-1}
\end{bmatrix} = Fr = 
\begin{bmatrix}
y_0 \\
y_1 \\
... \\
y_{L-1}
\end{bmatrix} + 
\begin{bmatrix}
w_0 \\
w_1 \\
... \\
w_{L-1}
\end{bmatrix}. \quad (18)$$

The log-likelihood function for (18) is given by

$$\Lambda = -N \ln \pi \sigma_w^2 - \frac{1}{\sigma_w^2} \sum_{l=0}^{L} \| \tilde{r}_l - \frac{1}{\sqrt{N}}F_P^H P F_N h \|^2. \quad (19)$$

From (19), it can readily be shown that the ML estimate of $h$ is given by

$$\hat{h} = \frac{1}{\sqrt{N}}F_P^H P F_N \left( \frac{1}{L+1} \sum_{l=0}^{L} \tilde{r}_l \right). \quad (20)$$

Training sequence with constant amplitude has been proven optimal for channel estimation [7]. Chu sequence [8], for example, falls onto this category. Using a Chu sequence $\{P_k = e^{i\pi mk/N}, m \text{ being any integer relatively prime to } N\}$ results in $P^H P = I_N$. Then, (20) can be simplified to

$$\hat{h} = \frac{1}{\sqrt{N}}F_P^H P F_N \left( \frac{1}{L+1} \sum_{l=0}^{L} \tilde{r}_l \right). \quad (21)$$

where the fact $F_P^H P_F = NL_r$ has been used. Note that, by using a Chu sequence, (21) can avoid the computation of matrix inversion given in (20). The estimate of the CFR vector $H = [H_0, H_1, ..., H_{N-1}]^T$ can be readily obtained as

$$\hat{H} = F \hat{h}. \quad (22)$$

Since all samples in each of the entire OFDM block are utilized in this ML estimation, we have used a total of $N(L + 1)$ samples for this ML channel estimation. As a result, we expect that the ML channel estimator will outperform the previous LS channel estimator. Later in simulations, we shall make performance comparisons between the CFR estimators given by (15) and (22).

5. Analysis of estimation performance

5.1. Frequency tracking performance

From (11), we see that $\sum_{l=1}^{L} \tilde{r}_l = \sum_{l=1}^{L} \tilde{r}_l e^{2\pi j l \delta}$. Then, using the fact that $\tilde{y}_l = y_0 e^{2\pi j l \delta}$, we can readily show that, for high SNR and small estimate error $\delta - \delta \approx \frac{1}{2\pi L \| y_0 \|^2} \text{Im} \left[ y_0^H w_l e^{-2\pi j l \delta} + w_0^H \tilde{y}_0 \right]$. \quad (23)

Note that $\tilde{y}_0 = [\tilde{y}_{0,0}, \tilde{y}_{0,1}, ..., \tilde{y}_{0,N-1}]^T$ is the noiseless received signal vector of the initial training block, with $\tilde{y}_{0,n} = e^{2\pi j nk/N}$, $n = 0, 1, ..., N-1$ (see Equation (6)). For given $\tilde{y}_0$ and $\delta$, we easily see that the mean $E[\Delta \delta] = E[\delta - \delta] = 0$. Hence, for small errors at high SNR, the frequency offset estimate is unbiased. Using (23), the variance or MSE of the estimate can be evaluated as

$$E[\| \tilde{y}_0 \|^2] = \frac{\sigma_w^2}{4\pi^2 L^2 \| y_0 \|^2} = \frac{\sigma_w^2}{4\pi^2 L^2 N^2}. \quad (24)$$

Note that the block signal power $\| y_0 \|^2$ will increase with $N$. We have thus defined the block SNR as $\gamma = \| y_0 \|^2 / N\sigma_w^2$. We can see that for a given $\gamma$, as $L$ and/or $N$ are increased, the estimate gets better.

5.2. Channel estimation performance

5.2.1. Estimation by method of LS

We substitute (12) into (15) to get

$$\hat{H}_k = H_k + \frac{H_k \sum_{l=0}^{L} [ y_l \Delta \delta]}{(L+1)} + \frac{1}{(L+1)P_k} \sum_{l=0}^{L} W_k l \quad (25)$$

whence, for given $H_k$ and $\delta$, the mean of $\hat{H}_k$ is

$$E[\hat{H}_k] = H_k, \quad (26)$$

where we have used $E[\Delta \delta] = 0$. Hence, for small offset errors at high SNR, the channel estimate is unbiased. Then, using (23), (24), and (25), we can readily calculate the channel estimator variance or MSE (at given $H_k$ and $\delta$) as

$$E[\| \hat{H}_k - H_k \|^2] = \frac{C|H_k|^2 \sigma_w^2}{\| y_0 \|^2} + \frac{\sigma_w^2}{(L+1)P_k^2}. \quad (27)$$
where
\[
C = \frac{(NL + N - 1)^2}{4N^3L^2}.
\] (28)

The overall average variance is defined as
\[
\frac{1}{N}E[||\Delta H||^2] = \frac{1}{N} \sum_{k=0}^{N-1} E[||\hat{H}_k - H_k||^2].
\] (29)

Equations (26) to (29) give the theoretical mean and variance of the ML channel estimators when the frequency offset estimate is imperfect. From (27), we see that, with a given training sequence \(\{p_k\}\), the channel estimate variance is a function of \(H_k\). If frequency offset estimate were perfect and a Chu sequence had been used, we would get
\[
\frac{1}{N}E[||\Delta H||^2] = E[||\hat{H}_k - H_k||^2] = \frac{\sigma_w^2}{L+1}.
\] (30)

5.2.2. Estimation by ML technique
With imperfect frequency offset estimate as most likely would be the usual case, we would actually have
\[
\hat{r}_l = D_{\Delta \delta} y_0 + \tilde{w}_l = \frac{1}{\sqrt{N}} D_{\Delta \delta} F_N^H p^H F_N h + \tilde{w}_l,
\] (31)

where \(\Delta \delta = \delta - \hat{\delta}\) is the frequency offset estimate error which is very small and
\[
D_{\Delta \delta} = \text{diag}\{e^{j2\pi 0[N-1]/N}, e^{j2\pi (1+0)/N}, \ldots, e^{j2\pi (N-1+0)/N}\}
\approx \text{diag}\{1 + j2\pi (0 + 1N)\Delta\delta/N, 1 + j2\pi (1 + 1N)\Delta\delta/N, \ldots, 1 + j2\pi [(N-1) + 1N]\Delta\delta/N\}
= I_N + \frac{j2\pi \Delta \delta}{N} \text{diag}\{0 + 1N, 1 + 1N, \ldots, (N-1) + 1N\}
= I_N + \frac{j2\pi \Delta \delta}{N} (D_N + LN I_N).
\] (32)

and
\[
D_N = \text{diag}\{0, 1, \ldots, N-1\}.
\] (33)

Substituting (31) into (20), we can readily get
\[
\hat{h} = h + (F_N^H p^H F_N)^{-1} F_N^H \tilde{w} + \frac{1}{\sqrt{N(L+1)}} \tilde{w}_l
\] (34)

With \(E[\Delta] = 0\), we can readily see from (34) that
\[
E[\hat{h}] = h.
\] (35)

Therefore, the estimator \(\hat{h}\) is also unbiased.
Defining \(\Delta h = \hat{h} - h\), we can compute the covariance as follows:
\[
\text{Cov}[\Delta h] = E[\Delta h \cdot \Delta h^H] = \frac{4\pi^2}{N^3} F_N^H p^H F_N \left( D_N + \frac{LN}{2} I_N \right) F_N^H p^H F_N (F_N^H p^H F_N)^{-1}^H (F_N^H p^H F_N)^{-1} \left( D_N + \frac{LN}{2} I_N \right) F_N^H p^H F_N
\] (36)

Now using a Chu sequence such that \(p^H \hat{p} = I_N\), (36) reduces to
\[
\text{Cov}[\Delta h] = E[\Delta h \cdot \Delta h^H] = \frac{4\pi^2}{N^3} F_N^H p^H F_N \left( D_N + \frac{LN}{2} I_N \right) F_N^H p^H F_N \left( D_N + \frac{LN}{2} I_N \right)
= \frac{\sigma_w^2}{N^2 L^2 \|y_0\|^2} \text{diag}\{0, 1, \ldots, N-1\}
= \frac{\sigma_w^2}{N^2 L^2 \|y_0\|^2} \text{diag}\{0, 1, \ldots, N-1\}.
\] (37)

where \(y_0\) has been defined earlier in Section 4 and
\(E[\Delta \delta^2] = \frac{\sigma_w^2}{4\pi^2 L^2 \|y_0\|^2} = \frac{\sigma_w^2}{4\pi^2 L^2 \|y_0\|^2}\) as from (24).
Note that if the estimate of frequency offset were perfect, i.e., \(E[\Delta \delta^2] = 0\), we would have
\[
\text{Cov}[\Delta h] = \frac{\sigma_w^2}{N(L+1)},
\] (38)
and hence
\[
E[||\Delta h||^2] = \frac{\nu \sigma_w^2}{N(L+1)}.
\] (39)

This leads to
\[
\frac{1}{N}E[||\Delta H||^2] = E[||\Delta h||^2] = \frac{\nu \sigma_w^2}{N(L+1)} = \frac{\nu \sigma_w^2}{N(L+1)}.
\] (40)

Comparing (30) and (40), it is apparent that the ML channel estimation outperforms the LS channel estimation.
6. Simulation results

In this section, we shall present various performance results of our LS frequency tracking combined with channel estimation in OFDM systems. Also included will be the QAM symbol error rate (SER) performance of an OFDM system employing our tracking algorithm in frequency-selective Rayleigh fading channels. Comparison will be made with the usual ML techniques based on one OFDM training block.

For a frequency-selective channel of dispersion length \( v = 9 \), we choose a given exponential power profile with normalized channel power, i.e., \( \sum_{m=0}^{\infty} |h_m|^2 = 1 \). Figure 1 gives the variance or MSE of the frequency offset estimator \( E[(\hat{\delta} - \delta)^2] \) as a function of SNR \( \gamma \) for three values of \( L = 1,3,9 \) as obtained from Monte Carlo simulations as well as from the theoretical result of (24). We have used 64-point DFT \((N = 64)\) and assume an actual frequency offset of \( \delta = 0.2 \). From the figure, we see that the simulated and theoretical curves coincide well at high SNR values as expected since the theoretical result of (24) was derived based on high SNR values. Also incorporated in Figure 1 for comparison purpose is the CRB for the usual ML frequency estimator based on one OFDM block as the training sample.

For the same frequency-selective channel system as for Figures 1, 2, and 3, the same performance curves are plotted in Figures 4, 5, and 6 for the case of \( \delta = 0.48 \). As expected, with the larger initial frequency offset of 0.48, estimator performances are degraded. The degradations are especially pronounced at low SNR values as can easily be observed from the figures.

It is important to note that comparison of different algorithms may not be always fair due to different system conditions applied to different algorithms. Thus, making trade-off decisions between different algorithms may well be intuitive. Many a time, the intuitive decision is quite obvious and hence rather easy to make. In our cases here, it is certainly unfair to compare the CRB for an ML estimator based on one training block sample with the estimator MSE using multiple training block samples. Nonetheless, the key point here is, by avoiding adaptive iterations, we can achieve considerable time-saving and substantial process simplification, meanwhile accomplish the purpose of lower estimator MSE. In fact, one can also go to great lengths to apply the ML algorithm to perform the usual joint frequency tracking and channel estimation but using multiple training block samples. This will bring the CRBs down a little further than our estimator MSEs. But, such processes would be overly complex and much time-consuming, and hence prohibitively expensive to implement.
Next, we would like to examine the impact of our estimators on the system error rate performance. We shall take square 16-QAM signaling for the OFDM system over frequency-selective Rayleigh fading channels. As before, we again assume a channel length of $v = 9$ and an OFDM block length of $N = 64$ samples. Also, we choose an exponential channel power profile with normalized channel power. Define the received SNR for $k$th subcarrier as $\gamma_k = |H_k|^2\sigma_k^2/\sigma_w^2$, where $\sigma_k^2 = E[|X_k|^2]$ is the average transmitted data power, and the total average SNR as $\bar{\gamma} = 1/N \sum_{k=0}^{N-1} \gamma_k$ with $\gamma_k = E[|H_k|^2\sigma_k^2/\sigma_w^2]$. It can readily be shown that $\bar{\gamma} = E[\gamma]$, where $\gamma = ||\tilde{y}_0||^2/N\sigma_w^2$ is just the block SNR defined earlier in Section 5. Then, for initial frequency offset of $\delta = 0.2$, Figure 7 presents the Monte Carlo simulation results of SER versus average SNR $\bar{\gamma}$ for the OFDM system employing LS frequency tracking combined with channel estimation with $L = 1$ and $L = 3$. Both LS and ML channel estimations are tested. Also included in Figure 7 for comparison is the ideal system 16-QAM SER with perfect frequency synchronization and channel estimation. In fact the ideal QAM SER for an OFDM system over a Rayleigh fading channel can readily be derived in a closed form by using the moment generating function approach given in [9]. We shall not carry out the derivation here, which will carry us afar and take too much space but present the final result as follows:

$$P_M = \frac{1}{M} \left[ M - 1 - \frac{2a(\sqrt{M} - 1)}{\sqrt{1 + a^2}} - \frac{4a(\sqrt{M} - 1)^2}{\pi \sqrt{1 + a^2}} \tan^{-1} \frac{a}{\sqrt{1 + a^2}} \right]. \quad (41)$$

where $M = 16$ has been used for our square 16-QAM signaling and $a = \sqrt{3\bar{\gamma}}/2(M - 1)$. From the figure, we can see that the Monte Carlo results for LS channel estimations are slightly above the ideal SER result with...
the $L = 3$ curve being better as expected, while the Monte Carlo curves for the ML channel estimations almost coincide with the ideal SER curve as the differences are not easily detected by eye. This further confirms the fact that using ML channel estimation after frequency tracking is better than LS channel estimation. We have performed similar simulations for various other values of $\delta$ including values close to $\delta = 0.5$ and found the results very much the same as given by Figure 7. This means, in so far as the SER performance is concerned, within the tracking range of half the subcarrier spacing, the estimators of our algorithm are robust against the frequency offset.

Finally, Figure 8 compares SER performances versus SNR between various algorithms under $\delta = 0.2$ using QAM transmission over the same channel as given for Figure 7. To compare with the LMMSE algorithm of [1], we have used Version B which has a faster convergence speed and wider estimation range than Version A. In the comparisons, we take $L = 1$ for our algorithms, i.e., two repeated OFDM blocks are used for training. Thus, to be fair, we have also used two OFDM blocks as training data for the LMMSE [1] and the EM [5] algorithms so that same bandwidth efficiency is given for all algorithms under consideration. The simulation results show that our proposed algorithm using LS frequency tracking with ML channel estimator gives almost the same SER performance as those given by LMMSE and by the ideal case (i.e., perfect frequency tracking and channel estimation). While our algorithm using LS frequency tracking with LS channel estimation gives a slightly less SER performance. The EM algorithm given in [5] yields a very poor performance under $\delta = 0.2$. Simulation results (not given here) show that the EM algorithm can only work when $\delta$ is very small (less than 0.02).

We note that the LMMSE has comparatively the best performance due to the additional iteration process.
which gives further refined results. Nonetheless, our algorithm using LS frequency tracking with ML channel estimation yields a comparable performance but without the iteration process. This saves considerable computation time and hence contributes the major advantage of our algorithm. Table 1 displays the computational complexity needed for various algorithms. The complexity is counted by the arithmetic operations of two real numbers. One complex multiplication is equivalent to four real multiplications. Also, some composite data matrices can be calculated in advanced and stored in memory before performing estimation algorithm. \[ \frac{1}{N\sqrt{N}} F_L^H X^H F_N \] in (17) of [1], for example, can be pre-computed and stored in memory for later use in adaptive iterations. The needed arithmetic operations displayed in Table 1 exclude such situations. Moreover, \( S \) represents the number of iterative adaption needed in the proposed LMMSE algorithm [1]. Referring to the simulation results in [1], the number of iterations for achieving convergence for various values of CFOs is somewhere between 10 and 20. The reasonable value \( S \) for use in practice is thus a little more than 20.

As an example, we take \( S = 20 \) and \( v = N/4 \). Then, the LMMSE requires \( 40N^2 + 240N \) real multiplications, while the proposed LS frequency tracking with LS channel estimation needs \( N^2 + LN + 1 \) real multiplications, and the proposed LS frequency tracking with ML channel estimation takes only \( \frac{N^2}{2} + LN + 1 \) real multiplications. Notably, the proposed LS frequency tracking with ML channel estimation has the least complexity, while the LMMSE algorithm has the heaviest load of mathematical operations.

7. Conclusion
By using repeated OFDM training blocks, we successfully implement the method of LS to perform frequency
Figure 5 Performance of LS channel estimator after LS frequency offset correction. With initial frequency offset δ = 0.48 and for L = 1, 3, 9, shown here are MSE of LS CFR estimator versus SNR curves by Monte Carlo simulations as well as by theory. The CRB curve is for ML CFR estimator using one OFDM training block.

Figure 6 Performance of ML channel estimator after LS frequency offset correction. With initial frequency offset δ = 0.48 and for L = 1, 3, 9, shown here are MSE of ML CFR estimator versus SNR curves by Monte Carlo simulations as well as by theory. The CRB curve is for ML CFR estimator using one OFDM training block.
Figure 7 16-QAM SER versus total average SNR \( \bar{\gamma} \) for OFDM in frequency-selective Rayleigh fading channels. The OFDM system employs LS frequency tracking combined with LS (ML) channel estimation for \( \delta = 0.2 \). Also included for comparison is the ideal system 16-QAM SER with perfect frequency synchronization and channel estimation.

Figure 8 16-QAM SER versus total average SNR \( \bar{\gamma} \) for various algorithms. The OFDM system employs two consecutive identical symbol blocks for frequency tracking and channel estimation for the same bandwidth efficiency \( \delta = 0.2 \). Also included is the ideal system 16-QAM SER with perfect frequency synchronization and channel estimation.
tracking combined with channel estimation for OFDM systems over mobile wireless channels. Unlike the usual ML algorithms commonly adopted for joint frequency tracking and channel estimation using one OFDM training block, our algorithm has no local extrema problem arising from the highly nonlinear nature of the multi-dimensional log-likelihood function and does not require the use of time-consuming adaptive iterations. Simulation results show that both the tracking performance and the error rate performance for OFDM systems using our proposed method are very satisfactory.
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