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Abstract We propose first-order methods based on a level-set technique for convex constrained optimization that satisfies an error bound condition with unknown growth parameters. The proposed approach solves the original problem by solving a sequence of unconstrained subproblems defined with different level parameters. Different from the existing level-set methods where the subproblems are solved sequentially, our method applies a first-order method to solve each subproblem independently and simultaneously, which can be implemented with either a single or multiple processors. Once the objective value of one subproblem is reduced by a constant factor, a sequential restart is performed to update the level parameters and restart the first-order methods. When the problem is non-smooth, our method finds an $\epsilon$-optimal and $\epsilon$-feasible solution by computing at most $O\left(\frac{G^2}{d^2} \ln^3\left(\frac{1}{\epsilon}\right)\right)$ subgradients where $G > 0$ and $d \geq 1$ are the growth rate and the exponent, respectively, in the error bound condition. When the problem is smooth, the complexity is improved to $O\left(\frac{G^1}{d^1} \ln^3\left(\frac{1}{\epsilon}\right)\right)$. Our methods do not require knowing $G$, $d$ and any problem dependent parameters.

Keywords first-order method · level-set method · convex constrained optimization · error bound condition

Mathematics Subject Classification (2010) 90C25 · 90C26

1 Introduction.

In this paper, we consider a convex optimization problem with inequality constraints:

$$f^* := \min_{x \in X} \{f(x) := f_0(x) \text{ s.t. } g(x) := \max_{i=1, \ldots, m} f_i(x) \leq 0\}, \quad (1)$$

where $f_i$ for $i = 0, \ldots, m$ are convex real-valued functions and $X \subset \mathbb{R}^n$ is a closed convex set onto which the projection mapping is computationally easy. We say a solution $\bar{x}$ to (1) is $\epsilon$-optimal if $f(\bar{x}) - f^* \leq \epsilon$ and $\epsilon$-feasible if $\bar{x} \in X$ and $g(\bar{x}) \leq \epsilon$. The goal of this paper is to find an $\epsilon$-optimal and $\epsilon$-feasible solution of (1) using first-order methods, namely, the algorithms that only utilize the objective value.
and the (sub)gradient of $f_i$ for $i = 0, \ldots, m$. We also assume (1) satisfies an error bound condition with parameters $G > 0$ and $d \geq 1$, namely,

$$\text{dist}(\mathbf{x}, \mathcal{X}^*)^d \leq G \max \{f(\mathbf{x}) - f^*, g(\mathbf{x})\}, \quad \forall \mathbf{x} \in \mathcal{X}, \quad (2)$$

where $\mathcal{X}^*$ is the set of optimal solutions to (1) and $\text{dist}(\mathbf{x}, \mathcal{X}^*)$ is the Euclidean distance of $\mathbf{x}$ to $\mathcal{X}^*$. Our methods do not require knowing or estimating the values of $f^*$, $G$ and $d$. Condition (2) is prevalent in convex optimization. For example, it holds with $d = 1$ if $f_i$ has a polyhedron epigraph (e.g. when $f_i$ is linear) for $i = 0, \ldots, m$ and holds with $d = 2$ if $f_i$ is strongly convex on $\mathcal{X}$ for $i = 0, \ldots, m$. Note that when $f_i \equiv 0$ for $i = 1, \ldots, m$, condition (2) is reduced to a more common version for unconstrained or simply constrained\footnote{Here, being simply constrained means $f_i \equiv 0$ for $i = 1, \ldots, m$ in (1) and $\mathcal{X}$ is a simple set, e.g., $\mathbb{R}^n$, a box or a ball, that allows for a projection mapping of a low cost.} optimization:

$$\text{dist}(\mathbf{x}, \mathcal{X}^*)^d \leq G(f(\mathbf{x}) - f^*), \quad \forall \mathbf{x} \in \mathcal{X}. \quad (3)$$

Although there has been a large volume of literature on convex constrained optimization, the studies on complexity of optimization algorithms under condition (2) remain rare. In fact, the impact of error bound condition to an algorithm’s complexity was mostly studied in the setting of unconstrained optimization in the form (3). This paper fills in the gap by showing the complexity of a class of first-order methods for constrained problems under the more general condition (2).

Our method is closely related to the level-set method which solves (1) by solving a sequence of unconstrained or simply constrained subproblems defined with different level parameters. In contrast to the existing level-set methods which solve one subproblem after another, our method solves them simultaneously by applying an independent first-order method to each subproblem. This can be implemented using multiple processors with each processor solving one subproblem, or using a single processor that rotates through the iterations of all first-order methods. Depending on if $f_i$ is non-smooth or smooth, each subproblem is solved by a subgradient method or a smoothing accelerated gradient method. The total complexity for our methods to find an $\epsilon$-optimal and $\epsilon$-feasible solution is established in terms of the total number of (sub)gradients computed across all processors. Our methods require the access to a solution strictly satisfying all inequality constraints in (1) but do not need to know other problem-dependent parameters such as $f^*$, $G$ and $d$ in (2), the Lipschitz constant of $f_i$ or its gradient (if $f_i$ is smooth), which are required by many other methods in order to accelerate their convergence under error bound conditions.

The scheme of using multiple processors is motivated by [32] for unconstrained optimization and our method can be described more easily under this scheme. Same as [32], our algorithms can be implemented with one processor and the total complexity we defined above is independent of the number of processors. The total wall-clock runtime if implemented with one processor will just be the runtime with multiple processors multiplied by the number of processors and, fortunately, the number of processors we need is in the order of $O(\ln(\frac{1}{\epsilon}))$. In fact, this is the source of one $O(\ln(\frac{1}{\epsilon}))$ factor in our complexity.

Our main contributions are summarized as follows:

- We propose a new class of first-order methods to solve convex constrained optimization problem (1), which is easy to implement and does not require knowing or estimating any problem-dependent parameters other than a lower bound of $f^*$ and a strictly feasible solution. To the best of our knowledge, this paper is the first work on first-order methods for convex constrained optimization under condition (2) with unknown $G$ and $d$.
- When $f_i$, $i = 0, 1, \ldots, m$, in (1) are non-smooth, a subgradient method is used to solve the level-set subproblems. In this case, we show that the total complexity of our method to achieve an $\epsilon$-optimal and $\epsilon$-feasible solution is $O\left(\frac{G^{2/d}}{\epsilon^2} \ln^3\left(\frac{1}{\epsilon}\right)\right)$, where $G$ and $d$ are from (2).
- When $f_i$, $i = 0, 1, \ldots, m$, in (1) are smooth, a smoothing accelerated gradient method is used to solve the level-set subproblems. In this case, we show that the total complexity of our method to achieve an $\epsilon$-optimal and $\epsilon$-feasible solution is $O\left(\frac{G^{2/d}}{\epsilon^{3/d}} \ln^3\left(\frac{1}{\epsilon}\right)\right)$, which is lower than the complexity for the non-smooth case.
2 Related Work.

In this section, we review the works on first-order methods under error bound condition and discuss our connection to them.

2.1 Unconstrained Convex Optimization under Error Bound Condition.

Since the fundamental studies by Hoffman [13], error bound condition has been actively studied during the past decades and widely applied to optimization, feasibility problem, and variational analysis [33, 26, 2, 23, 22, 24, 25]. For unconstrained or simply constrained optimization, numerous evidences have shown that an optimization algorithm can be significantly accelerated through utilizing an error bound condition (3). An non-exhaustive list of those findings include [32, 27, 48, 49, 14, 8, 7, 34, 5, 45, 15, 10, 40, 41, 42, 21, 39, 35, 44, 43, 12]. However, all of those studies only focus on an unconstrained or simply constrained problem and thus cannot be applied to (1).

Generally speaking, an optimization algorithm will not be automatically accelerated if an error bound condition holds. Instead, the acceleration is often achieved after modifying the algorithm according to the error bound condition, e.g., by using a special step length or restarting the algorithm in a particular frequency. However, most of those techniques usually require knowing some problem-dependent parameters such as $G$ and $d$ in (3) or the optimal objective value $f^*$, which are unknown and hard to estimate. Some recent techniques have been developed to address this issue by dynamically estimating $G$ during an algorithm [29, 20, 21, 7] or enumerating the key parameters of an algorithm (e.g. step size or restarting frequency) from a grid of a logarithmic size to make the algorithm adaptive to the values of $G$ or $d$ [34, 15, 14, 32, 8].

Our approach is motivated by the adaptive method from [32] which runs first-order algorithms in logarithmically many processors with each processor using a different step size. In the non-smooth case, the method by [32] has complexity of $O\left(\frac{G^{1/d}}{\sqrt{\epsilon}}\ln\left(\frac{1}{\epsilon}\right)\right)$ when $d > 1$ and $O\left(G^2\ln^2\left(\frac{1}{\epsilon}\right)\right)$ when $d = 1$, both of which are better than our method by logarithmic factors. In the unconstrained and smooth case, the exponent $d$ in (3) must satisfy $d \geq 2$. In this case, the complexity by [32] becomes $O\left(\frac{G^{1/d}}{\sqrt{\epsilon}}\ln\left(\frac{1}{\epsilon}\right)\right)$ when $d > 2$ and $O\left(G^{1/2}\ln^{2}\left(\frac{1}{\epsilon}\right)\right)$ when $d = 2$, which are also better than our complexity in the same setting. Their method requires knowing as few problem-dependent parameters as our method. However, their method is for unconstrained or simply constrained problem while our method allows for nonlinear constraints. Note that our method is not a generalization of [32] to the constrained case. In fact, each setting in their method is for unconstrained or simply constrained problem and thus cannot be applied to (1).

New first-order methods with non-traditional computational complexity are proposed by [9] for unconstrained or simply constrained optimization that satisfies the following growth condition:

$$\text{dist}(x,X^*) \leq G(f(x) - f_{\text{slb}}), \quad \forall x \in X,$$

where $G > 0$ and $f_{\text{slb}}$ is a known strict lower bound of $f^*$. As shown by Theorem 1.1 in [9], property (4) holds under very mild condition. Their methods find an $\epsilon$-relative solution, namely, a solution $\bar{x} \in X$ satisfying $f(\bar{x}) - f^* \leq \epsilon(f^* - f_{\text{slb}})$ with complexity $O\left(\frac{G^2}{\epsilon^2}\right)$, $O\left(\frac{G}{\epsilon}\right)$, and $O\left(\frac{G^2}{\epsilon}\right)$, when the problem is non-smooth, smooth, and structured non-smooth, respectively. Their results improve the complexity of the traditional first-order methods when the initial solution is far away from $X^*$. This is reflected by the dependency of their complexity on the initial solution which is hidden in the $O$ notation above for simplicity. In spite of the big differences in the settings between our paper and [9], we borrow some analysis from [9] to show that, when solving a level-set subproblem, the objective value will be reduced by a constant factor after certain number of iterations if the initial objective gap is large.

2.2 Constrained Convex Optimization.

The recent development in the first-order methods for convex optimization with convex constraints include [1, 35, 38, 37, 36, 47, 17, 18, 3, 6, 11] for deterministic constraints and [16, 47, 19] for stochastic...
constraints. Those works analyze the complexity of different first-order methods without assuming any error bound condition. To find an $\epsilon$-optimal and $\epsilon$-feasible solution for (1), the best complexity achieved by first-order methods in literature is $O(\frac{1}{\epsilon})$ when $f_i$ for $i = 0, 1, \ldots, m$ are non-smooth and $O(\frac{1}{\epsilon^2})$ when smooth. See [18] for example. Assuming (2), our methods have complexity $O(\frac{G^{3/4}}{\epsilon^2} \ln^3(\frac{1}{\epsilon}))$ and $O(\frac{G^{1/4}}{\epsilon^2} \ln^3(\frac{1}{\epsilon}))$ in the non-smooth and smooth cases, respectively. In either case, our complexity has better dependence on $\epsilon$ for any $d \geq 1$.

When $f_i$ for $i = 0, 1, \ldots, m$ are all strongly convex, the error bound condition (2) holds with $d = 2$. In this case, the best complexity achieved by the previous works is $O(\frac{1}{\epsilon})$ for the non-smooth case and $O(\frac{1}{\epsilon^2})$ for the smooth case. See [18] for example. Before our paper, [46] and [31] are the only works that consider error bound conditions when solving (1). A penalty method is proposed by [46], where they model the constraint $g(x) \leq 0$ in (1) as a part of the domain constraint by defining $X' := \{ x \in X | g(x) \leq 0 \}$. As a result, they consider an error bound condition in a form similar to (3), that is, $\text{dist}(x, X')^d \leq G(f(x) - f^*)$ for any $x \in X'$ (instead of any $x \in X$). The methods by [46] have complexity $O(\frac{G^{3/4}}{\epsilon^2} \ln(\frac{1}{\epsilon}))$ and $O(\frac{G^{1/4}}{\epsilon^2} \ln(\frac{1}{\epsilon}))$ in the non-smooth and smooth cases, respectively. By reformulating (1) into a non-smooth convex optimization problem with only affine equality constraints, [31] developed a subgradient method for (1) that has complexity $O(\text{dist}(x, S)^d \ln(\frac{1}{\epsilon}))$ when the reformulated problem satisfies the error bound condition with $d = 1$ (e.g. when (1) is a linear program).

When the same smoothness and the same value of $d$ are assumed, our complexities are higher than [46] and [31] by logarithmic factors. However, to achieve the aforementioned complexities, [46] and [31] require knowing $d$, $G$, $f^*$, and/or other problem-dependent parameters such as the Lipschitz constant of each $f_i$ and its gradient, which are unknown and hard to estimate in general. On the contrary, our methods do not require knowing $d$, $G$, $f^*$, or any problem-dependent parameters. Our methods do require a lower bound of $f^*$ and a strictly feasible solution, which can be obtained easily for many applications. We want to point out that a strictly feasible solution is also required by [46] and [31]. In addition, the algorithms by [46] have to perform exact projections onto $X'$, which is computationally challenging, while our methods only require projection onto the simple set $X$.

3 Preliminaries.

In this section, we introduce some basic definitions in convex constrained optimization and describe a simple level-set method which helps us to illustrate the idea behind the algorithms we propose. Let $\| \cdot \|$ be the Euclidean norm, $\mathcal{X}^*$ be the set of optimal solutions to (1), and $\text{dist}(x, S) := \min_{y \in S} \| y - x \|$ be the distance of $x$ to set $S$.

3.1 Assumptions.

Throughout the whole paper, we assume that there exists a feasible solution of (1) that strictly satisfies the constraint $g(x) \leq 0$ and is accessible to our algorithms.

**Assumption 1** There exists an accessible solution $\hat{x}$ such that $\hat{x} \in \mathcal{X}$ and $g(\hat{x}) < 0$.

We define the level-set function corresponding to (1) as:

$$H(r) := \min_{x \in \mathcal{X}} P(x; r),$$

where $r \in \mathbb{R}$ is called a level parameter and

$$P(x; r) := \max\{ f_0(x) - r, f_1(x), \ldots, f_m(x) \} = \max\{ f(x) - r, g(x) \}.$$  \hspace{1cm} (6)

It is easy to see that $\mathcal{X}^* = \arg\min_{x \in \mathcal{X}} P(x; f^*)$. The main properties of $H(r)$ are summarized below:

**Lemma 1 ([30, 18])** Function $H(r)$ defined in (5) has the following properties:

1. $H(r)$ is non-increasing and convex in $r$;
2. $H(f^*) = 0$;
3. $H(r) > 0$ when $r < f^*$ and $H(r) \leq 0$ when $r > f^*$. If Assumption 1 holds, $H(r) < 0$ when $r > f^*$;

4. For any $x \in \mathcal{X}$ and $r > 0$, we have $H(r) = \min_{y \in \mathcal{X}} P(y; r)$;
Algorithm 1: Level-Set Method

1: Input: $\alpha \in (0, 1)$, $\epsilon > 0$ and $r_0 < f^*$.
2: for $k = 0, 1, 2, \ldots$ do
3:   Find $x_k \in X$ that satisfies $\alpha P(x_k; r_k) \leq f^* - r_k$. \hfill (9)
4:   if $P(x_k; r_k) \leq \epsilon$ then
5:     Terminate and return $x_k$.
6:   end if
7:   Set $r_{k+1} = r_k + \alpha P(x_k; r_k)$.
8: end for
9: Output: $x_k$

4. $H(r) - \delta \leq H(r + \delta) \leq H(r)$ for any $\delta \geq 0$.

According to Lemma 1, $f^*$ is the unique root of $H(\cdot)$ under Assumption 1. Roughly speaking, a level-set method essentially applies a root-finding scheme to $H(\cdot)$ to find a $r \approx f^*$. Classical root-finding schemes, e.g., bisection search, require the exact value of $H(r)$, which requires solving (5) exactly. However, a level-set method allows solving (5) only approximately and uses the returned estimation of $H(r)$ to update $r$ towards $f^*$. Once a $r \approx f^*$ is found, a nearly optimal and nearly feasible solution to (1) can be found by solving $\min_{x \in X} P(x; r)$. We state this formally in the following lemma which can be easily proved by the definition of $P(x; r)$.

**Lemma 2** If $x \in X$ satisfies $P(x; r) \leq \epsilon$ for some $r$, $x$ is $(r - f^* + \epsilon)$-optimal and $\epsilon$-feasible.

Let $\theta$ be the negation of the left-hand derivative of $H(r)$ at $r = f^*$, namely,

$$
\theta := -\lim_{r \rightarrow f^*} \frac{H(r) - H(f^*)}{r - f^*} = \lim_{r \rightarrow f^*} \frac{H(r)}{f^* - r}.
$$

(7)

The following lemma can be easily derived from (7) and properties 1 and 4 in Lemma 1.

**Lemma 3** It holds that $0 < \theta \leq \frac{H(r)}{r - f^*} \leq 1$ for any $r < f^*$ and $0 \leq \frac{H(r)}{r - f^*} \leq \theta$ for any $r > f^*$.

Depending on what level-set method is used, the complexity for finding an $\epsilon$-optimal and $\epsilon$-feasible solution may depend on $\theta$ with smaller $\theta$ leading to high complexity.

Throughout the paper, we also make the following assumption.

**Assumption 2** There exists $G > 0$ and $d \geq 1$ such that

$$
\text{dist}(x, X^*)^d \leq GP(x; f^*), \quad \forall x \in X.
$$

(8)

Because $H(f^*) = \min_{x \in X} P(x; f^*) = 0$, (8) means that $P(x; f^*)$ satisfies the global error bound condition with exponent $d$, or equivalently, that $P(x; f^*)$ has Hölderian growth with a degree of growth $d$. In this paper, we do not assume any of $f^*$, $G$ or $d$ is known.

3.2 Level-Set Method.

We present a level-set method in Algorithm 1. A sequence of level parameters $\{r_k\}_{k \geq 0}$ with $r_k \leq f^*$ is generated in Algorithm 1. For each $r_k$, Algorithm 1 applies another convex optimization algorithm to solve $\min_{x \in X} P(x; r_k)$ and computes a solution $x_k \in X$ such that $\alpha P(x_k; r_k) \leq f^* - r_k$. Note that such a solution always exists because $\min_{x \in X} P(x; r_k) = H(r_k) \leq f^* - r_k \leq \frac{1}{\theta}(f^* - r_k)$ by Lemma 3. Then the next level parameter is computed as $r_{k+1} = r_k + \alpha P(x_k; r_k)$. Algorithm 1 is slightly different from the existing level set methods in [1, 17, 18, 19] in the stopping criterion when solving the subproblem and how $r_k$ is updated. The following theorem characterizes the number of main iterations needed for Algorithm 1 to find an $\epsilon$-optimal and $\epsilon$-feasible point.
Theorem 1 Algorithm 1 terminates in at most
\[ \hat{K} := \left\lceil \frac{1}{a\theta} \ln \left( \frac{f^* - r_0}{\alpha c} \right) \right\rceil + 1 \]  
iterations and it returns an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution to (1).

Proof If \( r_k \leq f^* \), there exists \( x_k \in X \) such that \( \alpha P(x_k; r_k) \leq f^* - r_k \) according to the discussion above. This means Line 3 of Algorithm 1 is well defined. Then Algorithm 1 guarantees
\[ f^* - r_{k+1} = f^* - r_k - \alpha P(x_k; r_k) \geq f^* - r_k - (f^* - r_k) = 0. \]  
(11)

This means \( r_{k+1} \leq f^* \) as long as \( r_k \leq f^* \). Since \( r_0 < f^* \), it holds by induction that \( r_k \leq f^* \) for all \( k \) during Algorithm 1. On the other hand, it also holds that
\[ f^* - r_{k+1} = f^* - r_k - \alpha P(x_k; r_k) \leq f^* - r_k - \alpha H(r_k) \leq (1 - \alpha \theta)(f^* - r_k), \]  
(12)

where the first inequality holds because \( H(r_k) \leq P(x_k; r_k) \) and the second inequality is because of Lemma 3 and the fact that \( r_k \leq f^* \). Since \( \alpha \theta \in (0, 1) \), recursively applying (12) for \( k = 0, 1, \ldots \) gives
\[ 0 \leq f^* - r_k \leq (1 - \alpha \theta)^k (f^* - r_0), \quad \forall k \geq 0. \]  
(13)

Therefore, we have \( P(x_k; r_k) \leq \frac{L - r_0}{\alpha} \leq \frac{1}{\alpha} (1 - \alpha \theta)^k (f^* - r_0) \), which implies \( P(x_k; r_k) \leq \epsilon \) and Algorithm 1 terminates in at most \( \left\lfloor \frac{1}{a\theta} \ln \left( \frac{L - r_0}{\alpha \epsilon} \right) \right\rfloor + 1 \) iterations. Since \( r_k \leq f^* \), the output \( x_k \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible by Lemma 2. \( \Box \)

Theorem 1 shows that the convergence rate of Algorithm 1 depends on \( \theta \). Although the exact value of \( \theta \) is usually unknown in practice, we show by next lemma that \( \theta \) has a non-trivial (positive) computable lower bound under Assumption 1.

Lemma 4 Suppose Assumption 1 holds and \( \hat{\theta} \) is defined as in Assumption 1. We have
\[ \hat{\theta} := f(\hat{x}) - g(\hat{x}) > f^* \quad \text{and} \quad 0 < \hat{\theta}(r) := \frac{g(\hat{x})}{r - \hat{r}} \leq \theta, \quad \forall r < f^*. \]

Proof Since \( \hat{x} \in X \) and \( g(\hat{x}) < 0 \), by the definitions of \( \hat{\theta} \) and \( H(\cdot) \), we have
\[ H(\hat{\theta}) \leq \max \{ f(\hat{x}) - \hat{r}, g(\hat{x}) \} = g(\hat{x}) < 0. \]  
(14)

By property 3 in Lemma 1, we must have \( \hat{\theta} > f^* \) so that \( 0 < \hat{\theta}(r) \) for any \( r < f^* \). By the convexity of \( H(\cdot) \) from property 1 of Lemma 1 and the definition of \( \theta \) in (7), we have
\[ H(r) \geq H(f^*) - \theta(r - f^*) = -\theta(r - f^*), \quad \forall r. \]  
(15)

This further implies that, for \( r < f^* \),
\[ \hat{\theta}(r) = -\frac{g(\hat{x})}{r - \hat{r}} \leq -\frac{-H(\hat{r})}{\hat{r} - \hat{r}} \leq \frac{\theta(\hat{r} - f^*)}{\hat{r} - f^*} < \frac{\theta(\hat{r} - r)}{\hat{r} - r} = \theta, \]  
(16)

where the first inequality is from (14), second from (15) with \( r = \hat{r} \), and last because \( r < f^* < \hat{r} \). \( \Box \)
4 A Restarting First-Order Method.

In iteration $k$ of Algorithm 1, one way to find $x_k \in \mathcal{X}$ satisfying (9) is to solve the level-set subproblem (5) with $r = r_k$, namely,

$$\min_{x \in \mathcal{X}} P(x; r_k).$$

Let $\text{fom}$ represent the first-order method applied to (17). Although there are many choices for $\text{fom}$, it is difficult to numerically verify (9) because $f^*$ is unknown. As a result, we are not able to terminate $\text{fom}$ at the right time. If $\text{fom}$ is terminated too soon, the returned solution $x_k$ will not satisfy (9) so that Algorithm 1 may not converge. If $\text{fom}$ is terminated too late, Algorithm 1 will converge but consume longer runtime than it actually needs.

To address this issue, we propose an adaptive restarting technique. Suppose $\text{fom}$ is initialized at $x^{(0)}_k \in \mathcal{X}$. Let $x^{(t)}_k$ be the solution generated by $\text{fom}$ in iteration $t$. Whenever $x^{(t)}_k$ satisfies

$$P(x^{(t)}_k; r_k) \leq BP(x^{(0)}_k; r_k)$$

for a constant $B \in (0, 1)$, we overwrite $x^{(0)}_k$ with $x^{(t)}_k$, restart $\text{fom}$ at the new $x^{(0)}_k$, and generate $r_{k+1} = r_k + \alpha P(x^{(0)}_k; r_k)$. In other words, whenever $\text{fom}$ reduces the objective value of (17) by a constant factor, we pretend that the current solution in $\text{fom}$ satisfies (9) and use it to update the level parameter as in Algorithm 1. After that, we restart $\text{fom}$ at the current solution.

The remaining question is what will happen if, in the scheme above, we generate $r_{k+1} = r_k + \alpha P(x^{(0)}_k; r_k)$ with $x^{(0)}_k$ that does not satisfy (9). To answer this question, we require $\text{fom}$ to have a special property that, if $\text{fom}$ was initialized at a solution $x^{(0)}_k$ not satisfying (9), $\text{fom}$ will guarantee (18) for a large enough $t$. The $\text{fom}$ with this property will be introduced later. With this property, even if $r_{k+1}$ was generated by $x^{(0)}_k$ not satisfying (9), inequality (18) will hold in a later iteration so that $x^{(0)}_k$ and $r_{k+1}$ will be updated. Since we overwrite $x^{(0)}_k$ with $x^{(t)}_k$ when (18) holds and restart $\text{fom}$ at the new $x^{(0)}_k$, $P(x^{(0)}_k; r_k)$ keeps decreasing geometrically and thus $x^{(0)}_k$ will satisfy (9) after finitely many restarts of $\text{fom}$.

Although this restarting technique eventually will guarantee an solution $x^{(0)}_k$ satisfying (9), it requires solving multiple level-set subproblems like (17) in parallel. The reason is that, when $\text{fom}$ is restarted, we do not know if the new $x^{(0)}_k$ has satisfied (9) or not. In the former case, we want to move on the next subproblem, i.e., $\min_{x \in \mathcal{X}} P(x; r_{k+1})$ so that we can further generate $r_{k+2}$. In the latter case, we have to keep solving $\min_{x \in \mathcal{X}} P(x; r_k)$ by $\text{fom}$ initialized at $x^{(0)}_k$ so that we are able to correct $r_{k+1}$ later.

Since we do not know which case happens, we have to solve $\min_{x \in \mathcal{X}} P(x; r_k)$ and $\min_{x \in \mathcal{X}} P(x; r_{k+1})$ in parallel by two separated $\text{fom}$, denoted by $\text{fom}_k$ and $\text{fom}_{k+1}$, respectively. If $\text{fom}_k$ is restarted earlier than $\text{fom}_{k+1}$, a new $r_{k+1}$ will be generated which changes the subproblem $\min_{x \in \mathcal{X}} P(x; r_{k+1})$. Hence, we also have to restart $\text{fom}_{k+1}$ at its most recent starting point, denoted by $x^{(0)}_k$. If $\text{fom}_{k+1}$ is restarted earlier than $\text{fom}_k$, a new level parameter $r_{k+2} = r_{k+1} + \alpha P(x^{(0)}_{k+1}; r_{k+1})$ will be generated and the next subproblem, $\min_{x \in \mathcal{X}} P(x; r_{k+2})$, will need to be solved by another $\text{fom}$ denoted by $\text{fom}_{k+2}$. We can start this argument at $k = 0$ and repeat until there will be $K$ level-set subproblems, namely, $\min_{x \in \mathcal{X}} P(x; r_k)$ for $k = 0, 1, \ldots, K-1$, to be solved simultaneously. The $k$th subproblem will be solved by a separated $\text{fom}$, denoted by $\text{fom}_k$. An appropriate value for $K$ needs to be determined in advance. In fact, by Theorem 1, $x^{(0)}_{K-1}$ will be $\epsilon$-optimal and $\epsilon$-feasible when $K \geq \bar{K}$ ($\bar{K}$ defined in (10)) and $x^{(0)}_k$ satisfies (9) for each $k$.

In the approach described above, subproblem $\min_{x \in \mathcal{X}} P(x; r_{k+1})$ and its solver $\text{fom}_{k+1}$ are not defined until $\text{fom}_k$ generates $r_{k+1}$ at least once. However, it can happen that $r_k < f^*$ and $\text{fom}_k$ is initialized at a high-quality solution $x^{(0)}_k$; for example, an optimal solution of $\min_{x \in \mathcal{X}} P(x; r_k)$. If this happens, (18) will never happen during $\text{fom}_k$ so that $r_i$ with $i > k$ will not be generated. To address this issue, we introduce an initialization scheme, where we choose a level parameter $r_{mi} < f^*$ and a solution $x_{mi} \in \mathcal{X}$, and then we set $r_{i} = r_{mi}$, $x^{(0)}_i = x_{mi}$ and $r_{k+1} = r_k + \alpha P(x^{(0)}_k; r_k)$ for $k = 0, \ldots, K-2$. After that, we start $\text{fom}_k$ at $x^{(0)}_k$ for all $k$’s at the same time. In our approach, we run all $\text{fom}$ in parallel with synchronization. In particular, each $\text{fom}_k$ will perform iteration $t+1$ only when all $\text{fom}$ complete iteration $t$.

Recall that, when $r_{k+1}$ is updated as a result of (18), we also have to restart $\text{fom}_{k+1}$ because its subproblem has changed. At this moment, the issue mentioned above may still happen in $\text{fom}_{k+1}$. In
Specifically speaking, when (18) holds in we perform the sequential updates similar to the initialization scheme described above when (18) holds. Moreover, if statement A holds, the index \( r_k \) is updated. Observe that, once there exists some \( i \) such that \( r_i = 0 \), we must have \( f_r \geq f_{i} \) for \( i = k, \ldots, K-1 \). Hence, the index \( r_k \) is updated. We extend the hypothesis from \( k \) to \( k+1 \). Since Algorithm 2 will be called when (18) holds in some \( fom_k \), its input must include the index \( k \) in addition to \( r_k \) and \( (x_j^{(0)})_{j=k}^{K-1} \). Its output will be the new \( (x_j^{(0)})_{j=k}^{K-1} \) after this sequential update.

The following observation is very important to the design of our main algorithm.

**Proposition 1** Let \( K \geq \hat{K} \) where \( \hat{K} \) is defined in (10). Suppose \( r_0 < f^* \) and \( r_i+1 = r_i + \alpha P(x_i; r_i) \) for some \( x_i \in X \) for \( i = 0, 1, \ldots, K-2 \). Then there exists \( k \) such that at least one of the following two statements holds:

A. \( r_k < f^* \) and \( \alpha P(x_k; r_k) \geq f^* - r_k \).

B. \( x_k \) is an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution.

Moreover, if statement A holds, the index \( k \) satisfying statement A is unique and we have \( r_0 < \cdots < r_k < f^* \) and \( \alpha P(x_k; r_k) < f^* - r_k \) for \( i = 0, 1, \ldots, k-1 \).

**Proof** Suppose statement A does not hold for any index \( k \). We want to show that statement B holds for some \( k \). Since \( r_0 < f^* \) by assumption, we must have \( \alpha P(x_0; r_0) < f^* - r_0 \), which serves as the base case. Suppose \( r_i < f^* \) and \( \alpha P(x_i; r_i) < f^* - r_i \) for \( i = 0, 1, \ldots, k \). We have \( r_{k+1} = r_k + \alpha P(x_k; r_k) < f^* \). Since statement A does not hold for any index, we must have \( \alpha P(x_{k+1}; r_{k+1}) < f^* - r_{k+1} \), which allows us to extend the hypothesis from \( k \) to \( k+1 \). By induction, we then have \( r_k < f^* \) and \( \alpha P(x_k; r_k) < f^* - r_k \) for \( k = 0, 1, \ldots, K-1 \). Following the proof of (13), we have

\[
 f^* - r_{k+1} = f^* - r_k - \alpha P(x_k; r_k) \leq f^* - r_k - \alpha H(r_k) \leq (1 - \alpha \theta)(f^* - r_k),
\]

which further implies \( f^* - r_k \leq (1 - \alpha \theta)^k (f^* - r_0) \) for any \( k \). Therefore, we have \( P(x_{K-1}; r_{K-1}) < (\frac{f^* - r_0}{1 - \alpha \theta})^{K-1} \). Since \( K \geq \hat{K} \) with \( \hat{K} \) defined in (10), we have \( P(x_{K-1}; r_{K-1}) \leq \epsilon \) and \( x_{K-1} \) is an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution by Lemma 2.

Next we prove the rest of the conclusion. Suppose statement A holds for some index \( k \). Since \( P(x; r) \geq H(r) \geq 0 \) for any \( r < f^* \) and \( r_0 < f^* \), we must have \( r_1 > r_0 \). If \( \alpha P(x_0; r_0) < f^* - r_0 \), we also have \( r_1 < f^* \), which further implies \( r_2 > r_1 \). Repeat this argument until we find an index \( k' \) such that \( r_0 < \cdots < r_{k'} < f^* \), \( \alpha P(x_i; r_i) < f^* - r_i \) for \( i \leq k' - 1 \), and \( \alpha P(x_{k'}; r_{k'}) \geq f^* - r_{k'} \). Note that such an \( k' \) must exist since statement A will not hold otherwise. The last inequality above implies \( r_{k'+1} \geq f^* \). Observe that, once there exists \( r_i \geq f^* \), we must have

\[
 r_{i+1} = f^* - r_i - f^* + \alpha P(x_i; r_i) \geq r_i - f^* + \alpha H(r_i) \geq (1 - \alpha \theta)(r_i - f^*),
\]

where the first inequality is by the definition of \( H(\cdot) \) and the second by Lemma 3. Given that \( r_{k'+1} \geq f^* \), we must have \( r_i \geq f^* \) for any \( i \geq k' + 1 \). Given that \( \alpha P(x_i; r_i) < f^* - r_i \) for \( i \leq k' - 1 \), we must have \( k = k' \). Hence, the index \( k \) has the desired properties and it is unique.

In the following sections, we will show that there is \( fom \) for \( \min_{x \in X} P(x; r) \) with the desired property, namely, ensuring (18) for large enough \( t \) if initialized at a solution \( x_j^{(0)} \) not satisfying (9). We will present different \( foms \) with this property for the non-smooth and smooth problems and instantiate the algorithm described above based on those \( foms \).
5 Non-Smooth Case

In this section, we make the following assumptions in additions to Assumption 1 and 2.

**Assumption 3** There exists $M$ such that \( \max_{\xi \in \partial P_i(x')} \|\xi\| \leq M \) for any \( x \in X \) and \( i = 0, 1, \ldots, m \).

Since \( f_i \)'s are non-smooth, we will use the standard subgradient descent (SGD) method to solve the level-set subproblems. When applied to \( \min_{x \in X} P(x; r) \) with an initial solution \( z^{(0)} \in X \), the SGD method can be presented as

\[
z^{(t+1)} = \text{Proj}_X \left( z^{(t)} - \eta^{(t)} \xi^{(t)} \right), \quad t = 0, 1, \ldots,
\]

(19)

where \( \text{Proj}_X(\cdot) \) is the projection onto \( X \), \( \eta^{(t)} > 0 \) is a step size, \( \xi^{(t)} \in \partial P(z^{(t)}; r) \), and \( \partial P(x; r) \) is the subdifferential of \( P(x; r) \) with respect to \( x \). It is clear that \( \|\xi\| \leq M \) for any \( \xi \in \partial P(x; r) \) for \( x \in X \) and \( r \) under Assumption 3. The output of SGD can be chosen as the historically best iterate, i.e.,

\[
x^{(t)} := \arg \min_{x \in \{z^{(s)}\}_{s=0}^t} P(x; r).
\]

(20)

Before we formally introduce the main algorithm, we first present a well-known convergence result of the SGD method.

**Proposition 2** Let \( z^* = \text{Proj}_X(z^{(0)}) \) and \( x^{(t)} \) be defined as in (20). The SGD method in (19) guarantees, for any \( t \geq 0 \),

\[
P(x^{(t)}; r) - P(z^*; r) \leq \frac{\text{dist}(z^{(0)}, X^*)^2 + \sum_{s=0}^t \eta^{(s)})^2 \|\xi^{(s)}\|^2}{2\sum_{s=0}^t \eta^{(s)}}.
\]

**Proof** By the non-expansion property of \( \text{Proj}_X(\cdot) \) and the fact that \( z^* \in X \), it holds that

\[
\|z^{(t+1)} - z^*\|^2 = \|\text{Proj}_X(z^{(t)} - \eta^{(t)} \xi^{(t)}) - z^*\|
\leq \|z^{(t)} - \eta^{(t)} \xi^{(t)} - z^*\|^2
= \|z^{(t)} - z^*\|^2 - 2\eta^{(t)} (\xi^{(t)})^\top (z^{(t)} - z^*) + \eta^{(t)})^2 \|\xi^{(t)}\|^2
\leq \|z^{(t)} - z^*\|^2 - 2\eta^{(t)} \left( P(z^{(t)}; r) - P(z^*; r) \right) + \eta^{(t)})^2 \|\xi^{(t)}\|^2,
\]

(21)

where last inequality follows from the convexity of \( P(x; r) \) in \( x \). Summing up (21) for \( t = 0, 1, \ldots \) and arranging terms, we have

\[
\left( \sum_{s=0}^t \eta^{(s)} \right) \left[ \min_{x \in \{z^{(s)}\}_{s=0}^t} P(z^{(s)}; r) - P(z^*; r) \right] \leq \sum_{s=0}^t \eta^{(s)} \left( P(z^{(s)}; r) - P(z^*; r) \right)
\leq \frac{1}{2} \|z^{(0)} - z^*\|^2 + \frac{1}{2} \sum_{s=0}^t \eta^{(s)})^2 \|\xi^{(s)}\|^2,
\]

which implies the conclusion we want after organizing terms. \( \square \)

Base on Proposition 2, we can show in Proposition 3 that, if the step sizes are chosen appropriately, the SGD method has the property we want and thus can be used as \( f_{om} \) in our main algorithm. Some argument we use in the proof is borrowed from the proof of Proposition 3.2 in [9].

**Proposition 3** Suppose \( r \leq f^* \) and \( \eta^{(t)} = \frac{(B - \alpha)P(z^{(0)}; r)}{M^2 G^2/d} \) for constants \( \alpha \) and \( B \) satisfying \( 0 < \alpha < B < 1 \). Let \( z^* = \text{Proj}_X(z^{(0)}) \) and \( x^{(t)} \) be defined as in (20). The SGD method in (19) guarantees either (i) \( \alpha P(x^{(t)}; r) < B(f^* - r) \) or (ii) \( P(x^{(t)}; r) \leq BP(x^{(0)}; r) \) for

\[
t = \left\lfloor \frac{M^2 G^2/d}{(B - \alpha)^2 P(z^{(0)}; r)2 - 2/d} \right\rfloor - 1.
\]

(22)

As a consequence, if \( \alpha P(x^{(0)}; r) \geq f^* - r \), we must have \( P(x^{(t)}; r) \leq BP(x^{(0)}; r) \) for \( r \) satisfying (22).
Proof Since $z^* \in X^*$ and $r \leq f^*$, we have $P(z^*; r) = f^* - r$ by the definition of $P(x; r)$. Plugging the definition of $\eta(i)$ into the conclusion of Proposition 2, we have

\[
P(x^{(t)}; r) \leq P(z^*; r) + \frac{\text{dist}(z^{(0)}, X^*)^2}{2(B - \alpha)P(z^{(0)}; r)} \sum_{i=0}^{t-1} \|\xi^{(i)}\|^2 + \frac{B - \alpha}{2} P(z^{(0)}; r) \\
\leq f^* - r + \frac{M^2 \text{dist}(z^{(0)}, X^*)^2}{2(t + 1)(B - \alpha)P(z^{(0)}; r)} + \frac{B - \alpha}{2} P(z^{(0)}; r) \\
\leq f^* - r + \frac{M^2 G^2/d P(z^{(0)}; r)^{2/d}}{2(t + 1)(B - \alpha)P(z^{(0)}; r)} + \frac{B - \alpha}{2} P(z^{(0)}; r),
\]

where the first inequality follows from the definition of $\eta(i)$, the second from Assumption 3, the third from Assumption 2, and the last from the fact that $P(z^{(0)}; f^*) \leq P(z^{(0)}; r)$ which holds because $r \leq f^*$.

Suppose $\alpha P(x^{(t)}; r) \geq B(f^* - r)$ and $t$ satisfies (22). Applying $z^{(0)} = x^{(0)}$ and (22) to (23) gives

\[
P(x^{(t)}; r) \leq f^* - r + \frac{B - \alpha}{2} P(z^{(0)}; r) + \frac{B - \alpha}{2} P(z^{(0)}; r) \leq \frac{\alpha}{B} P(x^{(t)}; r) + (B - \alpha) P(x^{(t)}; r),
\]

which implies $P(x^{(t)}; r) \leq BP(x^{(0)}; r)$. We thus have proved that, if (i) does not hold, (ii) must hold.

Suppose $\alpha P(x^{(0)}; r) \geq f^* - r$ but $P(x^{(t)}; r) > BP(x^{(0)}; r)$ for $t$ satisfying (22). According to the first conclusion of this proposition, we must have $\alpha P(x^{(t)}; r) < B(f^* - r)$, which implies $\alpha P(x^{(0)}; r) < B(f^* - r)$, contradicting with the assumption that $\alpha P(x^{(0)}; r) \geq f^* - r$. Hence, we must have $P(x^{(t)}; r) \leq BP(x^{(0)}; r)$ if $\alpha P(x^{(t)}; r) \geq f^* - r$. \qed

Now we are ready to present our main algorithm in Algorithm 3. In the discussion at the beginning of Section 4, we simply used $x_i^{(t)}$ and $r_i$ to represent the $t$th iterate and the level parameter in $\text{fom}_i$, which will be overwritten every time after $\text{fom}_i$ is restarted. In the theoretical proof, we need to use different notations to represent the values of $x_i^{(t)}$ and $r_i$ after different restarts. Hence, we introduce one more superscript $l$ so that $x_i^{(l; t)}$ represent the solution in the $t$th iteration after $l$th restart of $\text{fom}_i$, and $r_i^{(l; t)}$ represent the level parameter after $l$th restart of $\text{fom}_i$. Since $\text{fom}_i$ may be restarted at different times with different frequencies, we use $t_i$ and $l_i$ to represent $t$ and $l$ for $\text{fom}_i$ in Algorithm 3.

In Algorithm 3, we choose the SGD method in (19) to be $\text{fom}$. Suppose $\text{fom}$ has been restarted $l_i$ restarts. The level-set subproblem which $\text{fom}$ is applied to becomes $\min_{x \in X} P(x; r_i^{(l_i)})$ and $\text{fom}$ initialized at $x_i^{(l_i; 0)}$. In fact, Line 11-12 of Algorithm 3 performs the $t_i$th iteration of $\text{fom}_i$ for each $i$ using the step length in Proposition 3. Line 13-15 ensure the final output $\bar{x}$ is the historically best solution, i.e., the solution with the smallest objective value among all $\epsilon$-feasible solutions in the history of all $\text{fom}$. At the beginning of each iteration of Algorithm 3, we check if $P(x_i^{(l; t_i); r_i^{(l; t_i)}}) \leq BP(x_i^{(l_i; 0); r_i^{(l_i)}})$ holds for some $i$. If yes, we restart $\text{fom}_i$ at $x_i^{(l_i; 0)}$ and restart $\text{fom}_j$ at $x_j^{(l_j; 0)}$ for $j = i + 1, \ldots, K - 1$. Then, we increase the restart counter $t_j$ by one and reset the iteration counter $t_j$ to zero for those restarted $\text{fom}_j$. Finally, we update the level parameters in the restarted $\text{fom}_i$ using SeqUpdate. These steps correspond to Line 5-8. Note that $\text{fom}_i$ with $j = 0, \ldots, i - 1$ are not affected and will continue their iterations.

Remark 1 (Implementation with $K$ processors.) Algorithm 3 is presented for the setting of one processor. To implement it equivalently with $K$ processors, we just need to remove the “for loop” and perform Line 11-15 with the $i$th processor in parallel and synchronize $\text{fom}_i$ every iteration.

The following definitions and lemmas are needed for our complexity analysis.

Lemma 5 $r_0^{(l)} = r_{\text{init}} < f^*$ for any $l$ during Algorithm 3.

Proof This property holds trivially because SeqUpdate will never change the first level parameter according to Algorithm 2 (even if the first input of SeqUpdate is zero). \qed
At the beginning of each iteration of Algorithm 3, we have
\[ r_{l+1}^{(i)} = r_i^{(l)} + \alpha P(x_i^{(l)}, r_i^{(l)}) \text{ for } i = 0, 1, \ldots, K - 1. \] (25)

If \( K \geq \hat{K} \), either \( x_i^{(0, 0)} \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible for some \( i \) or there exists a unique index \( k \) such that
\[ r_0^{(l_0)} < \cdots < r_k^{(l_k)} < f^*, \alpha P(x_k^{(l_k)}, r_k^{(l_k)}) < f^* - r_k^{(l_k)} \text{ for } i = 0, \ldots, K - 1, \text{ and } \alpha P(x_k^{(l_k)}, r_k^{(l_k)}) \geq f^* - r_k^{(l_k)}. \] (26)

**Proof** It is easy to verify (25) according to Line 2 and Line 5-8 in Algorithm 3. The second part of the conclusion is implied by Proposition 1. □

**Definition 1** The following terms are defined for each iteration of Algorithm 3.
- At the beginning of each iteration, the unique index \( k \) satisfying (26) is called a **critical index**.
- Line 5-8 in Algorithm 3 is called **sequential restart from \( \text{fom} \)**. For the sake of convenience, we call the initialization step (Line 2) a sequential restart from \( \text{fom}_0 \).
- Suppose \( k \) is the critical index for at the beginning of an iteration and a sequential restart happens in this iteration. We say this sequential restart is **effective** if it is from \( \text{fom} \), with \( i \leq k \). We say this sequential restart is **critical** if it is effective and, when it finishes (i.e., right after Line 8), either (I) \( x_i^{(l, 0)} \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible for some \( i \), or (II) the unique index \( k \) satisfying (26) increases. For the sake of convenience, we say the initialization step is effective and critical.

**Lemma 7** Suppose \( K \geq \hat{K} \). At most \( \hat{K} \) critical sequential restarts can happen before Algorithm 3 finds an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution.

**Proof** The critical index \( k \) will never decrease during Algorithm 3 and will increase after a critical sequential restart by definition. Suppose \( K = \hat{K} \) so that \( 0 \leq k \leq \hat{K} - 1 \). By its definition, a critical sequential restart can only happen \( K \) times before finding an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution. Suppose \( K \geq \hat{K} + 1 \) and, after \( \hat{K} \) critical sequential restarts, an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution still has not been found. At that moment, the critical index \( k \) should be at least \( \hat{K} \). By (25) and (26), we have
\[ f^* - r_i^{(l+i+1)} = f^* - r_i^{(l)} - \alpha P(x_i^{(l)}, r_i^{(l)}) \leq f^* - r_i^{(l)} - \alpha H(i, t_i) \leq (1 - \alpha \theta) (f^* - r_i^{(l)}), \]
\footnote{The increased \( k \) will be the critical index for the next iteration.}
which further implies
\[ \alpha P(x^{(l+1)}_{k-1}, r^{(l+1)}_{k-1}) < f^* - r^{(l+1)}_{k-1} \leq (1 - \alpha \theta)^{k-1} (f^* - r^{(l)}_{0}) = (1 - \alpha \theta)^{k-1} (f^* - r^{(l)}_{0}) \leq \alpha \epsilon, \]
where the equality is by Lemma 5, the first inequality is from (26), and the last inequality is because \( k \geq \hat{K} \). This means \( x^{(l+1)}_{k-1} \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible by Lemma 2 which leads to a contradiction. Hence, an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution must have been found within \( \hat{K} \) critical sequential restarts.

\[ \square \]

We present the complexity of Algorithm 3 as follows, which is our first main result.

**Theorem 2** Suppose \( K = \left\lceil \frac{1}{\alpha \theta (r_{\text{ini}})} \ln \left( \frac{\epsilon - r_{\text{ini}}}{\alpha \epsilon} \right) \right\rceil + 1 \) in Algorithm 3, where \( \hat{r} \) and \( \hat{\theta} \) are defined as in Lemma 4. Algorithm 3 finds an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution by calculating at most

\[ (m + 1) \cdot K \cdot \left[ \frac{M^2 G^2/d}{(B - \alpha)^2 \epsilon^2 - 2/d} \right] \cdot C_{\text{all}} = O \left( \log^3 \left( \frac{1}{\epsilon} \right) \frac{1}{\epsilon^2 - 2/d} \right) \]

subgradients of \( f_0, f_1, \ldots, \) or \( f_m \) in total, where \( \hat{K} \) is defined in (10) and

\[ C_{\text{all}} := \hat{K} \cdot \ln \left( \frac{2(f^* - r_{\text{ini}})}{\alpha \epsilon} \right) / \ln \left( 1 + \frac{\alpha}{2} (1 - B) \theta \right) + \hat{K} \ln \left( \frac{1}{1 - \alpha} \right) + \ln \left( \frac{f^* - r_{\text{ini}}}{\alpha (1 - B) \epsilon} \right) + 2 \ln \left( \frac{P(x_{\text{ini}}; r_{\text{ini}})}{\epsilon} \right) / \ln(1/B) \]

\[ = O \left( \log^2 \left( \frac{1}{\epsilon} \right) \right). \]

**Proof Step 1: Bound the number of iterations between two consecutive effective sequential restarts.**

Suppose an effective sequential restart happens and, after that, no \( x^{(l,0)}_i \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible for any \( i \). By Lemma 6, a critical index \( k \) is well defined at the beginning of the next iteration. Then we consider when the next effective sequential restart will happen. Note that any ineffective sequential restart must be from \( \text{fom}_j \) with \( j \geq k \) so that it has no impact on \( \text{fom}_i \) with \( i \leq k \) and thus will not change what time the next effective sequential restart will happen. Since a critical index will only change after a critical sequential start, which is a special case of effective sequential restarts, the critical index will always be \( k \) before the next effective sequential restart. According to (26) and Proposition 3, we must have

\[ P(x^{(l,0)}_i; r^{(l,0)}_i) \leq B P(x^{(l,i)}_i; r^{(l,i)}_i) \]

iterations. In fact, this statement is at least true for \( i = k \) if no sequential restart from \( \text{fom}_k \) with \( i \leq k - 1 \) happens before the next sequential restart from \( k \). Since \( x^{(l,0)}_k \) is not \( \epsilon \)-optimal and \( \epsilon \)-feasible and \( r^{(l,k)}_i < f^* \) according to (26), it must holds that \( P(x^{(l,k)}_k; r^{(l,k)}_k) > \epsilon \) by Lemma 2, which means we must have

\[ P(x^{(l,0)}_i; r^{(l,0)}_i) \leq B P(x^{(l,i)}_i; r^{(l,i)}_i) \]

iterations so that an effective sequential restart will happen also within the number of iterations given in (27).

**Step 2: Bound the total number of effective sequential restarts.**

We first bound the number of effective sequential restarts from \( \text{fom}_k \), where \( k \) is the critical index, between two consecutive effective sequential restart. Suppose a critical sequential restart happens and, after that, no \( x^{(l,0)}_i \) is \( \epsilon \)-optimal and \( \epsilon \)-feasible for any \( i \). By Lemma 6, a critical index \( k \) is well defined at the beginning of the next iteration and will not change until the next critical sequential start happens. Because \( k \) does not change between two consecutive critical sequential restarts, the effective sequential restarts during that period are all defined with respect to the same \( k \).
Let $C_k$ be the number of effective sequential restarts from $f_{0m_k}$ before the next critical sequential restart happens. We claim that

$$C_k \leq \left[ \tilde{K} \ln \left( \frac{1}{1-\alpha} \right) + \ln \left( \frac{f^* - r_{\text{ini}}}{\alpha(1-B)\epsilon} \right) + 2 \ln \left( \frac{P(x_{\text{ini}}; r_{\text{ini}})}{\epsilon} \right) \right] / \ln(1/B).$$

We state this claim formally in Proposition 5 in Appendix. If $k = 0$, after $C_k$ effective sequential restarts, there will be a critical sequential restart and $k$ will increase. If $k > 0$, however, the number of effective sequential restarts before the next critical sequential restart can be more than $C_k$ because some effective sequential restarts may be from $f_{0m}$, with $i < k$ and is not counted by $C_k$.

Hence, our next task is to bound the total number of effective sequential restarts from $f_{0m}$ with $i < k$, where $k$ is the critical index. Note that the critical index $k$ is dynamic and never decreases during Algorithm 3. This means, once an index $i$ becomes less than the critical index, it remains so for the rest of the algorithm. Hence, we define $D_i$ as the total number of effective sequential restarts from $f_{0m}$, between the iteration where $i$ just becomes less than the critical index and the iteration where an $\epsilon$-optimal and $\epsilon$-feasible solution is found. We claim that

$$D_i \leq \ln \left( \frac{2(K - f^* - r_{\text{ini}})}{\alpha \epsilon} \right) / \ln \left( 1 + \frac{\alpha}{2} (1 - B) \beta \right) \quad \text{for } i = 0, 1, \ldots, K - 1,$$

We also state this claim formally in Proposition 6 in Appendix.

According to Lemma 7, there are at most $\tilde{K}$ critical sequential restarts before Algorithm 3 finds an $\epsilon$-optimal and $\epsilon$-feasible solution. Hence, the total number of effective sequential restarts from $f_{0m_k}$ with the critical index $k$ is at most $\sum_{k=0}^{\tilde{K}-1} C_k$. On the other hands, the total number effective sequential restarts from all $f_{0m_i}$’s with $i$ less than the critical index is at most $\sum_{i=0}^{\tilde{K}-1} D_i$. Hence, there are at most

$$\sum_{k=0}^{\tilde{K}-1} C_k + \sum_{i=0}^{\tilde{K}-1} D_i \leq C_{\text{all}}$$

effective sequential restarts before Algorithm 3 finds an $\epsilon$-optimal and $\epsilon$-feasible solution.

Step 3: Derive the total complexity.

By Step 1 above, the number of iterations between two effective sequential restart is bounded by (27). By Step 2 above, there are at most $C_{\text{all}}$ effective sequential restarts before an $\epsilon$-optimal and $\epsilon$-feasible solution is found. Moreover, each iteration of Algorithm 3 involves $K$ separated of SGD updates which require calculating $(m + 1)K$ subgradients. Overall, Algorithm 3 must find an $\epsilon$-optimal and $\epsilon$-feasible solution by calculating

$$(m + 1) \cdot K \cdot \left[ \frac{M^2 G^{2/d}}{(B - \alpha)^2 \epsilon^{2 - 2/d}} \right] \cdot C_{\text{all}}$$

subgradients of $f_0, f_1, \ldots$, or $f_m$ in total. □

6 Smooth Case

In this section, we assume functions $f_i$, $i = 0, 1, \ldots, m$ are differentiable and Assumption 3 means $\max \{ \| \nabla f_i(x) \|_2, i = 0, 1, \ldots, m \} \leq M$ for any $x \in X$. In addition to Assumption 3, we further make the following assumptions.

Assumption 4 Functions $f_i$, $i = 0, 1, \ldots, m$, are $L$-smooth on $X$ for some $L \geq 0$, namely, for $i = 0, 1, \ldots, m$, $f_i$ is differentiable and $f_i(x) \leq f_i(y) + \langle \nabla f_i(y), x - y \rangle + \frac{L}{2} \| x - y \|^2$ for any $x$ and $y$ in $X$.

Remember the sub-problem of level-set method is to solve following optimization problem:

$$\min_{x \in X} P(x; r) := \max \{ f_0(x) - r, f_1(x), \ldots, f_m(x) \}$$

(28)

where $r < f^*$ is a level parameter. Although Assumption 4 makes sure $f_i$ is smooth, $P(x; r)$ may still be non-smooth due to the $\max \{ \cdot \}$ operator. However, smoothing approximation method has been proposed to solve original non-smooth optimization problem [18, 4, 28], which can lead to faster convergence rate
Algorithm 4 Accelerated projected gradient step with line search: $\text{APG}(F, \mathbf{x}, v, \tilde{L}, A, \gamma_u)$

1: **Input:** A differentiable function $F: \mathbb{X}, v \in \mathbb{X}, \tilde{L} > 0, A \geq 0, \text{ and } \gamma_u > 1.$
2: $\tilde{L} \leftarrow \tilde{L}/\gamma_u$
3: **repeat**
4: $\tilde{L} \leftarrow \tilde{L} \cdot \gamma_u$
5: Find $\mathbf{a}$ from equation $\frac{\mathbf{a}^2}{\mathbf{a}^2} = \frac{\tilde{L}}{L}$.
6: $\mathbf{y} \leftarrow \frac{\mathbf{a} + v}{\mathbf{a} + v}$
7: $\hat{\mathbf{x}} \leftarrow \text{Proj}_X (y - \tilde{L}^{-1}\nabla F(y))$
8: **until** $\hat{\mathbf{x}} \in X$
9: **Output:** $\mathbf{x}, \tilde{L}, \text{ and } a.$

Algorithm 5 Accelerated gradient method by [29] applied to $\min_{x \in \mathbb{X}} P_\sigma(x; r)$

1: **Input:** $r \in \mathbb{R}, \sigma > 0, x^{(0)} \in \mathbb{X}, \tilde{L} > 0, \gamma_u > 1, \text{ and } \gamma_d > 1.$
2: $A^{(0)} \leftarrow 0$ and $v^{(0)} \leftarrow x^{(0)}$
3: **for** $t = 1, \ldots$ **do**
4: $(x^{(t+1)}, L, A^{(t+1)}) \leftarrow \text{APG}(P_\sigma(x; r), x^{(t)}, v^{(t)}, \tilde{L}, A^{(t)}, \gamma_u)$
5: $v^{(t+1)} \leftarrow \arg \min_{x \in \mathbb{X}} \{\sum_{i=1}^{m+1} \alpha_i \langle \nabla P_\sigma(x^{(i)}; r), x - x^{(i)} \rangle + \frac{1}{2} \|x - x^{(0)}\|_2^2\}$
6: $A^{(t+1)} \leftarrow A^{(t)} + a^{(t+1)}$
7: $\tilde{L} \leftarrow \tilde{L} / \gamma_d$
8: **end for**

in many settings. In this work, we consider exponentially smoothed function $P_\sigma(x; r)$, which is defined by

$$P_\sigma(x; r) := \frac{1}{\sigma} \ln \left( \exp(\sigma (f_0(x) - r)) + \sum_{i=1}^{m} \exp(\sigma f_i(x)) \right),$$  \hspace{1cm} (29)

where $\sigma > 0$ is a smoothing parameter. Lemma 8 characterizes the closeness of $P_\sigma(x; r)$ to $P(x; r)$.

Lemma 8 ([4]) Suppose Assumption 3 and Assumption 4 hold. Given $\sigma > 0$, the exponentially smoothed approximation $P_\sigma(x; r)$ is $(\sigma M^2 + L)$-smooth. Moreover, we have

$$0 \leq P_\sigma(x; r) - P(x; r) \leq \frac{\ln(m + 1)}{\sigma}, \forall x \in \mathbb{X}, \forall r.$$

We consider solving (29) approximately by solving its smooth approximation $\min P_\sigma(x; r)$ using the accelerated gradient method given in (4.9) (with $\mu = 0$) in [29]. That algorithm is presented in Algorithm 5 and its convergence property is given in Theorem 3.

Theorem 3 Algorithm 5 guarantees

$$P_\sigma(x^{(t)}; r) - P_\sigma(x; r) \leq \frac{\gamma_u(\sigma M^2 + L)}{t^2} \|x^{(0)} - x\|^2, \forall x \in \mathbb{X}, \forall t \geq 1.$$

Proposition 4 Suppose $r < f^*$ and $\sigma = \frac{3 \ln(m + 1)}{(B - \alpha)P(x^{(0)}; r)}$ for constants $\alpha$ and $B$ satisfying $0 < \alpha < B < 1$ in Algorithm 3. Let $x^* = \text{Proj}_X(x^{(0)})$. The smoothing APG method in Algorithm 5 guarantees either (i) $\alpha P(x^{(t)}; r) < B(f^* - r)$ or (ii) $P(x^{(t)}; r) \leq BP(x^{(0)}; r)$ for

$$t = \max \left\{ \frac{3\sqrt{\gamma_u} \ln(m + 1) M G^2 / d}{(B - \alpha)P(x^{(0)}; r)^{1 - 1 / d}}, \frac{3\gamma_u L G^2 / d}{(B - \alpha)P(x^{(0)}; r)^{1 - 2 / d}} \right\} \hspace{1cm} (30)$$

As a consequence, if $\alpha P(x^{(0)}; r) \geq f^* - r$, we must have $P(x^{(t)}; r) \leq BP(x^{(0)}; r)$ for $t$ satisfying (30).
Proof Plugging the definition of \( \sigma \) into the conclusion of Theorem 3, we have

\[
P_x(x^{(l)}; r) \leq P_x(x^*; r) + \frac{\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{r^2} + \gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2 + \frac{\log (m + 1)}{\sigma} \\
\leq f^* - r + \frac{\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{r^2} + \frac{\log (m + 1)}{\sigma} \\
\leq f^* - r + \frac{3\ln(m + 1)\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{(B - \alpha)t^2} + \frac{\log (m + 1)}{\sigma} \\
\leq f^* - r + \frac{3\ln(m + 1)\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{(B - \alpha)t^2} + \frac{\log (m + 1)}{\sigma} \\
\leq f^* - r + \frac{3\ln(m + 1)\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{3} + \frac{(B - \alpha)\text{dist}(x^{(0)}, x^*)}{3},
\]

where the first inequality follows from the definition of \( \sigma \) in Theorem 3 and \( x^* \), the second inequality from Lemma 8, the third from Assumption 2, and the last inequality uses the definition of \( \sigma \) and the fact that \( P(x^{(0)}; f^*) \leq P(x^{(0)}; r) \) which holds because \( r < f^* \).

Suppose \( \alpha P(x^{(l)}; r) \geq B(f^* - r) \) and \( t \) satisfies (30). It follows from (31) that

\[
P(x^{(l)}; r) \leq f^* - r + \frac{3\ln(m + 1)\gamma_0(\sigma M^2 + L)\text{dist}(x^{(0)}, x^*)^2}{(B - \alpha)t^2} + \frac{\log (m + 1)}{\sigma} \\
\leq f^* - r + \frac{(B - \alpha)\text{dist}(x^{(0)}, x^*)}{3} + \frac{(B - \alpha)\text{dist}(x^{(0)}, x^*)}{3} \\
\leq \frac{n}{B}P(x^{(l)}; r) + (B - \alpha)P(x^{(l)}; r),
\]

where the second inequality follows from (30). We thus have proved that if (i) does not happen, (ii) must happens.

Suppose \( \alpha P(x^{(l)}; r) \geq f^* - r \) but \( P(x^{(l)}; r) > BP(x^{(l)}; r) \) for \( t \) satisfying (30). According to the first part of the conclusion of this proposition, we must have \( \alpha P(x^{(l)}; r) < B(f^* - r) \), which implies \( \alpha BP(x^{(l)}; r) < B(f^* - r) \), contradicting with the assumption that \( \alpha P(x^{(l)}; r) \geq f^* - r \). Hence, we must have \( P(x^{(l)}; r) \leq BP(x^{(l)}; r) \) if \( \alpha P(x^{(l)}; r) \geq f^* - r \). □

Now we are ready to present our main algorithm in Algorithm 6. Similar to Algorithm 3, we use a superscript \( l \) to distinguish from each other the iterates and the level-parameters after different times of sequential restarts. In Algorithm 6, we choose Algorithm 5 to be \( \text{fom} \). After \( l_i \) restarts, \( \text{fom} \) will be solving \( \min_{x \in X} P(x; r_i^{(l_i)}) \) from the initial solution \( x_i^{(l_i,0)} \). In fact, Line 11-16 of Algorithm 6 performs the \( l_i \)th iteration of \( \text{fom} \), for each \( i \) using the smoothing parameter \( \sigma_i \) suggested in Proposition 4. Similar to Algorithm 3, Algorithm 6 also check if \( P(x_i^{(l_i, k_i)}; r_i^{(l_i)}) \leq BP(x_i^{(l_i,0)}; r_i^{(l_i)}) \) at the beginning of each iteration. The only difference is that, when we restart \( \text{fom} \) at \( x_i^{(l_i, k_i)} \), we also need to reset \( \nu_i^{(l_i, k_i)} \), \( A_i^{(l_i,0)} \) and \( L_i \) accordingly. Similar to Algorithm 3, Algorithm 6 can be implemented equivalently with \( K \) processors by removing the “for loop” and performing Line 11-15 with the \( \text{rith} \) processor in parallel.

With the exactly same proofs, we can show that Lemma 5, Lemma 6, and Lemma 7 also hold for Algorithm 6. Moreover, all concepts in Definition 1 can be also defined for Algorithm 6. With those lemmas and definitions, the complexity of Algorithm 6 is then presented as follows, which is our second main result.

**Theorem 4** Suppose \( K = \left\lfloor \frac{1}{\alpha \theta (r_m)} \ln \left( \frac{\hat{r} - \hat{r} \alpha m}{\alpha m} \right) \right\rfloor + 1 \) in Algorithm 6, where \( \hat{r} \) and \( \hat{\theta} \) are defined as in Lemma 4. Algorithm 6 finds an \( \epsilon \)-optimal and \( \epsilon \)-feasible solution by calculating at most

\[
(m + 1) \cdot K \cdot \max \left\{ \frac{3\gamma_0(\epsilon^2 \ln m + 1)MG_1^{1/d}}{(B - \alpha)\epsilon^{1 - 1/d}}, \sqrt{\frac{3\gamma_0(\epsilon^2 \ln m + 1)MG_2^{1/d}}{(B - \alpha)\epsilon^{1 - 1/d}}} \right\} \cdot C_{all} = O \left( \log^3 \left( \frac{1}{\epsilon} \right) \right) \frac{1}{\epsilon^{1 - 1/d}}
\]

gradients of \( f_0, f_1, \ldots, \) or \( f_m \) in total, where \( \hat{K} \) is defined in (10) and \( C_{all} \) is defined as in Theorem 2.

**Proof** The proof is almost the same as that of Theorem 2 except that the number of iterations between two consecutive effective sequential restarts is at most

\[
\max \left\{ \frac{3\gamma_0(\epsilon^2 \ln m + 1)MG_1^{1/d}}{(B - \alpha)P(x_i^{(l_i, k_i)}; r_i^{(l_i)})^{1 - 1/d}}, \sqrt{\frac{3\gamma_0(\epsilon^2 \ln m + 1)MG_2^{1/d}}{(B - \alpha)P(x_i^{(l_i, k_i)}; r_i^{(l_i)})^{1 - 2/d}}} \right\}
\]
Algorithm 6 Level-Set Method Based on Restarted Accelerated Gradient Method

1: **Input:** Total number of *foms* $K$, initial Lipschitz constant $L$, initial solution $x_{ini} \in X$, initial level parameter $r_{ini} < f^*$, step size $\alpha \in (0, 1)$, and a reduction factor $B \in (\alpha, 1)$.

2: **Initialization:**

\[
(x_j^{(0,0)}, l_j, t_j, L_j) \leftarrow (x_{ini}, 0, 0, \hat{L}) \text{ for } j = 0, \ldots, K - 1,
\]

\[
x \leftarrow x_{ini}, \quad f_{best} \leftarrow +\infty, \quad (r_j^{(0)})_{j=0}^{K-1} \leftarrow \text{SeqUpdate}(0, (x_j^{(0,0)})_{j=0}^{K-1}, r_{ini}).
\]

3: **while** stopping condition is not satisfied **do**

4: **if** $P(x_i^{(l_i, t_i)}; r_i^{(l_i)}) \leq B P(x_i^{(l_i, t_i)}; r_i^{(l_i)})$ for some $i$ (choose any one if there are multiple) **then**

5: \[
(x_i^{(l_i+1,0)}, v_i^{(l_i+1,0)}, A_i^{(l_i+1)}, l_i) \leftarrow (x_i^{(l_i, t_i)}, x_i^{(l_i, t_i)}, 0, \hat{L})
\]

6: \[
(x_j^{(l_j+1,0)}, v_j^{(l_j+1,0)}, A_j^{(l_j+1)}, L_j) \leftarrow (x_j^{(l_j, t_j)}, x_j^{(l_j, t_j)}, 0, \hat{L}) \text{ for } j = i + 1, \ldots, K - 1
\]

7: \[
(l_j, t_j) \leftarrow (l_j + 1, 0) \text{ for } j = i, \ldots, K - 1
\]

8: \[
(r_j^{(l_j)})_{j=i}^{j=m} \leftarrow \text{SeqUpdate}(i, (x_j^{(l_j,0)})_{j=i}^{j=m}, r_i^{(l_i-1)})
\]

9: **end if**

10: **for** $i = 0, 1, \ldots, K - 1$ **do**

11: \[
\sigma_i \leftarrow \frac{2 \log(m+1)}{(B-\alpha) P(x_i^{(l_i, t_i)})}
\]

12: \[
(x_i^{(l_i, t_i+1)}, L_i, A_i^{(l_i+1)}) \leftarrow \text{APG}(P_{\sigma_i}(x_i^{(l_i)}), x_i^{(l_i, 0)}, v_i^{(l_i, 0)}, L_i, A_i^{(l_i)}, \gamma_u)
\]

13: \[
v_i^{(l_i+1)} \leftarrow \arg \min_{x \in X} \left\{ \sum_{s=1}^{l_i+1} \frac{1}{4^s} \left( \nabla P_{\sigma_i}(x_i^{(l_i+s)}; A_i^{(l_i+s)}), x - x_i^{(l_i+s)} \right)^2 + \frac{1}{2} \|x - x_i^{(l_i, 0)}\|^2 \right\}
\]

14: \[
A_i^{(l_i+1)} \leftarrow A_i^{(l_i+1)} + A_i^{(l_i)}
\]

15: \[
L_i \leftarrow L_i/\gamma_d
\]

16: \[
t_i \leftarrow t_i + 1
\]

17: **if** $g(x_i^{(l_i, t_i)}) \leq \epsilon$ and $f(x_i^{(l_i, t_i)}) \leq f_{best}$ **then**

18: \[
x \leftarrow x_i^{(l_i, t_i)}, \quad f_{best} \leftarrow f(x_i^{(l_i, t_i)})
\]

19: **end if**

20: **end for**

21: **end while**

22: **Output:** $x$

---

Iterations according to the iteration number (30) from Proposition 4, where $k$ is the critical index. Before an $\epsilon$-optimal and $\epsilon$-feasible solution is found, we have $P(x_k^{(l_k, 0)}; r_k^{(l_k)}) > \epsilon$ so that the number of iterations between two consecutive effective sequential restarts is at most

\[
\max \left\{ \frac{3 \sqrt{\gamma_u \ln (m+1)} M G^{1/d}}{(B-\alpha) \epsilon^{1-1/d}}, \sqrt{\frac{3 \gamma_u L G^2/d}{(B-\alpha) \epsilon^{1-2/d}}} \right\}.
\]

Overall, Algorithm 3 must find an $\epsilon$-optimal and $\epsilon$-feasible solution by calculating

\[
(m+1) \cdot K \cdot \max \left\{ \frac{3 \sqrt{\gamma_u \ln (m+1)} M G^{1/d}}{(B-\alpha) \epsilon^{1-1/d}}, \sqrt{\frac{3 \gamma_u L G^2/d}{(B-\alpha) \epsilon^{1-2/d}}} \right\} \cdot C_{call}
\]

generates of $f_0, f_1, \ldots, f_m$ in total. □

---

7 Conclusion

We develop first-order methods for convex constrained optimization problem that satisfies an error bound condition. We formulate the original convex constrained problem into a sequence of level-set subproblems and solve them by different processors in parallel. Depending if the problem is smooth or not, each processor applies a subgradient method or an accelerated gradient method with the exponential smoothing technique. The subroutine in each processor is restarted when the objective value is reduced by a factor. The restart in one processor is the followed by a sequence of updates of the level parameters and restarts in the subsquence processors. We derive the total complexity of finding an $\epsilon$-optimal and $\epsilon$-feasible solution.
Appendix

In this section, we present some technical lemmas and propositions with proofs.

In the next lemma, we give a lower bound for $r_j^{(l_j-1)} - r_j^{(l_j)}$, i.e., the change of level parameter after a sequential restart.

**Lemma 9** Suppose $(r_j^{(l_j)})_{j=0}^{K-1}$ are generated by $\text{SeqUpdate}(i, (x_j^{(l_j,0)})_{j=0}^{K-1}, r_i^{(l_i-1)})$ in Line 8 of Algorithm 3. We have $r_i^{(l_i-1)} - r_i^{(l_i)} = 0$ and, for $j \geq i + 1$,

$$r_j^{(l_j-1)} - r_j^{(l_j)} \geq (1 - \alpha)^{j-i} \alpha(1 - B)P(x_i^{(l_i-1)}, r_i^{(l_i-1)}).$$

**Proof** Line 2 of Algorithm 2 implies $r_i^{(l_i-1)} = r_i^{(l_i)}$. By Line 4 of Algorithm 2, we have

$$r_{i+1}^{(l_i+1-1)} - r_{i+1}^{(l_i+1)} = r_i^{(l_i-1)} + \alpha P(x_i^{(l_i-1,0)}, r_i^{(l_i-1)}) - r_i^{(l_i)} - \alpha P(x_i^{(l_i,0)}, r_i^{(l_i)}),$$

where the inequality holds because Line 4 and Line 5 of Algorithm 3. For $j \geq i + 2$, we have

$$r_j^{(l_j-1)} - r_j^{(l_j)} = r_j^{(l_j-1)} - r_j^{(l_j-1)} + \alpha P(x_j^{(l_j-1,0)}, r_j^{(l_j-1)}) - r_j^{(l_j-1)} - \alpha P(x_j^{(l_j-1,0)}, r_j^{(l_j-1)}),$$

where the second equality is because $x_j^{(l_j-1,0)} = x_j^{(l_j-1,0)}$ by Line 6 of Algorithm 3 and the inequality is because $P(x, r) - P(x, r') \geq r' - r$, which holds by the definition of $P(x; r)$ in (6). Applying inequality (33) recursively leads to our conclusion for $j \geq i + 2$. \qed

**Proposition 5** Suppose a critical sequential restart happens and, after that, no $x_j^{(l_j,0)}$ is $\epsilon$-optimal and $\epsilon$-feasible for any $i$. Let $k$ be the critical index right after this critical sequential start. Let $C_k$ be the number of effective sequential restarts from $\text{fom}_k$ before the next critical sequential restart. We have

$$C_k \leq \left[ \hat{K} \ln \left( \frac{1}{1 - \alpha} \right) + \ln \left( \frac{f^* - r_{\text{ini}}}{\alpha(1 - B)\epsilon} \right) + 2 \ln \left( \frac{P(x_{\text{ini}}; r_{\text{ini}})}{\epsilon} \right) \right] / \ln(1/B).$$

**Proof** Suppose the critical sequential restart in the assumption happens at iteration $T_0$ and the next critical sequential happens at iteration $T_1$. We prove (34) under two cases.

**Case 1:** Between iterations $T_0$ and $T_1$, all effective sequential restarts are from $\text{fom}_k$.

In this case, between iterations $T_0$ and $T_1$, $r_k^{(l_k)}$ remains unchanged and $P(x_k^{(l_k,0)}, r_k^{(l_k)})$ will change only because a new $x_k^{(l_k,0)}$ is generated. Note that $x_k^{(l_k,0)}$ generated by a sequential restart from $\text{fom}_k$ must satisfy

$$P(x_k^{(l_k,0)}, r_k^{(l_k)}) \leq BP(x_k^{(l_k-1,0)}, r_k^{(l_k-1)}).$$

Because $\epsilon < P(x_k^{(l_k,0)}, r_k^{(l_k)}) \leq P(x_{\text{ini}}; r_{\text{ini}})$ between iterations $T_0$ and $T_1$, by the definition of $C_k$, we must have

$$\epsilon \leq B^{C_k} P(x_{\text{ini}}; r_{\text{ini}}),$$

which implies

$$C_k \leq \ln \left( \frac{P(x_{\text{ini}}; r_{\text{ini}})}{\epsilon} \right) / \ln(1/B)$$

so that (34) holds for Case 1.

**Case 2:** Between iterations $T_0$ and $T_1$, at least one sequential restart happens from $\text{fom}_i$ with $i < k$.
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Suppose, between iterations $T_0$ and $T_1$, the first sequential restart from $fom_i$ with $i < k$ happens in iteration $T_{0.5}$ with $T_0 < T_{0.5} < T_1$. In other words, all of the effective sequential restarts between $T_0$ and $T_{0.5}$ are still from $fom_k$. By the analysis of Case 1, we know that

$$T_{0.5} - T_0 \leq \ln \left( \frac{P(x_{ini}, r_{ini})}{\epsilon} \right) / \ln(1/B).$$

(35)

Suppose, after the sequential restart in iteration $T_{0.5}$, the solutions and the level parameters in $fom_i$ and $fom_k$ are $(x_{i(l_i,0)}^t, r_{i(l_i)}^t)$ and $(x_{k(l_k,0)}^t, r_{k(l_k)}^t)$, respectively. By Lemma 9, we have

$$f^* - r_{k(l_k)}^t > r_{k(l_k-1)} - r_{k(l_k)}^t \geq (1 - \alpha)k^{-i-1}\alpha(1 - B)P(x_{i(l_i-1,0)}^t, r_{i(l_i-1)}^t) > (1 - \alpha)k^{-i-1}\alpha(1 - B)\epsilon,$$

where the last inequality is because $x_{i(l_i-1,0)}^t$ is not $\epsilon$-optimal and $\epsilon$-feasible. Because $r_{k(l_k)}^t$ will never increase, between iterations $T_{0.5}$ and $T_1$, we always have

$$f^* - r_{k(l_k)}^t > (1 - \alpha)k^{-i-1}\alpha(1 - B)\epsilon \geq (1 - \alpha)\hat{K}\alpha(1 - B)\epsilon,$$

(36)

where the last inequality is because the critical index $k$ is no more than $\hat{K}$ before an $\epsilon$-optimal and $\epsilon$-feasible is found (see Lemma 7).

We define

$$U_{k(l_k)} := \frac{P(x_{k(l_k,0)}^t, r_{k(l_k)}^t)}{f^* - r_{k(l_k)}^t}$$

and analyze the difference between $U_{k(l_k)}$ and $U_{k(l_k-1)}$. Note that $x_{k(l_k,0)}^t$ and $r_{k(l_k)}^t$ cannot be generated by a sequential restart from $fom_j$ with $j > k$. Suppose $x_{k(l_k,0)}^t$ and $r_{k(l_k)}^t$ are generated by a sequential restart from $fom_j$ with $j < k$. We have $x_{k(l_k,0)}^t = x_{k(l_k-1,0)}^t$ and

$$U_{k(l_k)} = \frac{P(x_{k(l_k,0)}^t, r_{k(l_k)}^t)}{f^* - r_{k(l_k)}^t} \leq \frac{P(x_{k(l_k-1,0)}^t, r_{k(l_k-1)}^t) + r_{k(l_k-1)} - r_{k(l_k)}^t}{f^* - r_{k(l_k-1)}^t} \leq \frac{P(x_{k(l_k-1,0)}^t, r_{k(l_k-1)}^t)}{f^* - r_{k(l_k-1)}^t} = U_{k(l_k-1)},$$

(37)

where the first inequality is by the definition of $P(x,r)$ and the second is because

$$P(x_{k(l_k-1,0)}^t, r_{k(l_k-1)}^t) \geq \frac{f^* - r_{k(l_k-1)}^t}{\alpha} \geq f^* - r_{k(l_k-1)}^t$$

and $r_{k(l_k-1)} - r_{k(l_k)}^t \geq 0$. Suppose $x_{k(l_k,0)}^t$ and $r_{k(l_k)}^t$ are generated by a sequential restart from $fom_k$. We must have $r_{k(l_k)}^t = r_{k(l_k-1)}^t$ and $P(x_{k(l_k,0)}^t, r_{k(l_k)}^t) \leq BP(x_{k(l_k-1,0)}^t, r_{k(l_k-1)}^t)$, which implies

$$U_{k(l_k)} = \frac{P(x_{k(l_k,0)}^t, r_{k(l_k)}^t)}{f^* - r_{k(l_k)}^t} \leq \frac{BP(x_{k(l_k-1,0)}^t, r_{k(l_k-1)}^t)}{f^* - r_{k(l_k-1)}^t} = BU_{k(l_k-1)}.$$

(38)

Moreover, between iterations $T_{0.5}$ and $T_1$, we have

$$U_{k(l_k)} = \frac{P(x_{k(l_k,0)}^t, r_{k(l_k)}^t)}{f^* - r_{k(l_k)}^t} > \frac{\epsilon}{f^* - r_{l_0}^t} = \frac{\epsilon}{f^* - r_{ini}},$$

(39)

where the inequality is because $x_{k(l_k,0)}^t$ is not $\epsilon$-optimal and $\epsilon$-feasible, and we also have

$$U_{k(l_k)} = \frac{P(x_{k(l_k,0)}^t, r_{k(l_k)}^t)}{f^* - r_{k(l_k)}^t} \leq \frac{P(x_{ini}, r_{ini})}{(1 - \alpha)\hat{K}\alpha(1 - B)\epsilon},$$

(40)

where the inequality is from (36). Let $C_k^T$ be the number of sequential restart from $fom_k$ between iteration $T_{0.5}$ and $T_1$. According to (37), (38), (39), and (40), the following inequality must hold between iterations $T_{0.5}$ and $T_1$,

$$\frac{\epsilon}{f^* - r_{ini}} \leq \frac{B C_k^T P(x_{ini}, r_{ini})}{(1 - \alpha)\hat{K}\alpha(1 - B)\epsilon}.$$
which implies
\[
C'_k \leq \left( \hat{K} \ln \left( \frac{1}{1-\alpha} \right) + \ln \left( \frac{f^* - r_{\text{ini}}}{\alpha(1-B)\epsilon} \right) + \ln \left( \frac{P(x_{\text{ini}}; r_{\text{ini}})}{\epsilon} \right) \right) / \ln(1/B).
\]
Since \(C_k \leq T_{0.5} - T_0 + C'_k\), combining the inequality above with (35) leads to (34) for Case 2.

\[
\square
\]

**Proposition 6** Suppose a critical sequential restart happens and, after that, no \(x^{(i,0)}\) is \(\epsilon\)-optimal and \(\epsilon\)-feasible for any \(i\). Let \(k'\) and \(k\) be the critical indexes before and after this critical sequential restart, respectively. Suppose an index \(i\) satisfies \(k' \leq i < k\). Let \(D_i\) be the total number of effective sequential restarts from \(f_{\text{om}}\), after this critical sequential restart until an \(\epsilon\)-optimal and \(\epsilon\)-feasible solution is found. We have
\[
D_i \leq \ln \left( \frac{2(f^* - r_{\text{ini}})}{\alpha\epsilon} \right) / \ln \left( 1 + \frac{\alpha}{2}(1-B)\theta \right) \quad \text{for} \quad i = 0, 1, \ldots, K - 1,
\]

**Proof** Let \(i\) and \(k\) be the indexes described in the proposition. Suppose the critical sequential restart in the assumption happens at iteration \(T_0\) and an \(\epsilon\)-feasible and \(\epsilon\)-optimal solution is found at iteration \(T_1\). The analysis below is conducted for the iterations between \(T_0\) and \(T_1\).

We define a quantity
\[
V_{i}^{(l,i)} := f^* - r_i^{(l,i)} - \frac{\alpha}{2}P(x_i^{(l,i)}, r_i^{(l,i)})
\]
and analyze the difference between \(V_{i}^{(l,i)}\) and \(V_{r_i^{(l,i)}}^{(l,i-1)}\). Note that \(x^{(l,i)}\) and \(r_i^{(l,i)}\) cannot be generated by a sequential restart from \(f_{\text{om}}\), with \(j > i\). Suppose \(x_i^{(l,i)}\) and \(r_i^{(l,i)}\) are generated by an effective sequential restart from \(f_{\text{om}}\), with \(j < i\). We have
\[
V_i^{(l,i)} = f^* - r_i^{(l,i)} - \frac{\alpha}{2}P(x_i^{(l,i)}, r_i^{(l,i)}) > f^* - r_i^{(l,i-1)} - \frac{\alpha}{2}P(x_i^{(l,i-1)}, r_i^{(l,i)}) = V_i^{(l,i-1)},
\]
where the inequality is because \(r_i^{(l,i-1)} > r_i^{(l,i)}\), which holds by Lemma 9, and that fact that \(f^* - r - \frac{\alpha}{2}P(x, r)\) is strictly decreasing in \(r\) for any \(x \in \mathcal{X}\) by the definition of \(P(x; r)\). Suppose \(x_i^{(l,i)}\) and \(r_i^{(l,i)}\) are generated by an effective sequential restart from \(f_{\text{om}}\). We must have \(r_i^{(l,i)} = r_i^{(l,i-1)}\) (Lemma 9) and
\[
P(x_i^{(l,i)}, r_i^{(l,i)}) \leq BP(x_i^{(l,i-1)}, r_i^{(l,i)}) \quad \text{according to Line 4-9 of Algorithm 3},
\]
which implies
\[
V_i^{(l,i)} = f^* - r_i^{(l,i)} - \frac{\alpha}{2}P(x_i^{(l,i)}, r_i^{(l,i)}) \geq f^* - r_i^{(l,i-1)} - \frac{\alpha}{2}BP(x_i^{(l,i-1), r_i^{(l,i-1)}}) = V_i^{(l,i-1)} + \frac{\alpha}{2}(1-B)P(x_i^{(l,i-1)}, r_i^{(l,i-1)}).
\]
Since \(r_i^{(l,i)} < r_i^{(l,k)} < f^*\) and \(\theta \leq \frac{H(r_i^{(l,i)})}{f^* - r_i^{(l,i)}} \leq \frac{P(x_i^{(l,i-1)}, r_i^{(l,i-1)})}{f^* - r_i^{(l,i-1)}}\) by Lemma 3, (34) further implies
\[
V_i^{(l,i)} \geq V_i^{(l,i-1)} + \frac{\alpha}{2}(1-B)\theta(f^* - r_i^{(l,i-1)}),
\]
where the second inequality is because \(P(x_i^{(l,i-1)}, r_i^{(l,i-1)}) > H(r_i^{(l,i-1)}) > 0\).

Given that \(i < k\), we have \(\alpha P(x_i^{(l,i)}, r_i^{(l,i)}) < f^* - r_i^{(l,i)}\) after \(T_0\) so that
\[
V_i^{(l,i)} = f^* - r_i^{(l,i)} - \frac{\alpha}{2}P(x_i^{(l,i)}, r_i^{(l,i)}) \geq f^* - r_i^{(l,i)} - \frac{\alpha}{2}P(x_i^{(l,i)}, r_i^{(l,i)}) = \frac{\alpha\epsilon}{2},
\]
where the last inequality is because \(r_i^{(l,i)} < f^*\) and \(x_i^{(l,i)}\) is not \(\epsilon\)-feasible and \(\epsilon\)-optimal (Lemma 2) before \(T_1\). On the other hand, we also have
\[
V_i^{(l,i)} < f^* - r_i^{(l,i)} \leq f^* - r_i^{(l,i)} = f^* - r_{\text{ini}} \quad \text{(46)}
\]
because $P(x_k^{(l,0)}, r_i^{(l)}) \geq H(r_i^{(l)}) > 0$ and $r_0^{(l)} = r_{ini}$ for any $l$ (Lemma 5). By the definition of $D_i$, (42), (44), (45), and (46), we have

$$f^* - r_{ini} \geq \left(1 + \frac{\alpha}{2} (1 - B) \theta\right)^{D_i} \frac{\alpha \epsilon}{2}.$$  

(47)

Taking logarithmic transformation on both sides and organizing terms lead to (41).
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