Real-Space Inversion and Super-Resolution of Ultrafast Scattering using Natural Scattering Kernels
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Directly resolving in real-space multiple atomic motions using ultrafast x-ray or electron scattering is generally limited by the finite detector range. As a result, signal interpretation mostly relies on modeling and simulations of specific excitation pathways. Here, we introduce an approach to resolve ultrafast diffuse scattering signals in real space below the diffraction limit, and recover multiple atomic motions de-novo, using a scattering basis representation that is composed of the measurement parameters and constraints, and the subsequent inversion analysis. We leverage signal priors, such as smoothness and sparsity to deconvolve the spatially transformed signals using convex optimization. We validate the approach on simulated and experimental data, demonstrate super-resolution in real space, and discuss the recovery accuracy and resolution limits vs signal fidelity.

Ultrafast scattering using X-ray free-electron lasers (XFELs) and relativistic electrons are emerging tools to probe motions of photo-excited molecular systems at the angstrom and femtosecond scales. In recent years these methods were successfully used to trace dynamics of molecules in the gas phase [11,11], as well as structural changes of molecules in solution [12,12]. Obtaining the real-space pair distribution function by inversion of the scattering signal was often not possible for these studies because of the limited available range of the scattering vector. As a result, the methods that were developed to interpret the scattering signals were mostly model-based and relied on calculating and attaining trajectory statistics for the specific system under study, where retrieval of the transient structure was usually limited to a single reaction pathway. Complex atomic motions that take place simultaneously and involve multiple pathways were often not resolved or discussed. The inversion of the total measured signal entails an additional complexity, as it can be composed of different types of atom pairs, where each pair contribution has to be disentangled from the overall signal to account for its respective form factors.

Here we introduce a model-free deconvolution approach to overcome the limitations that are imposed by a typical inversion procedure. We show how real-space recovery of multiple and complex motions can be obtained by leveraging the information that naturally arises from the measurement and analysis, including when several types of atom pairs contribute. The approach is applicable for both X-ray and electron scattering, for brevity we’ll discuss mostly the former.

X-ray scattering of time-evolving charge densities is generally inelastic, but under typical experimental conditions, the general electronic scattering operator can be replaced with its elastic expression [20,21]. In experiments, the signal is usually integrated over angle for improved fidelity and subtracted from the signal of the unexcited system, to allow tracing changes of signal positions and infer dynamics [13]. Considering the isotropic signal part was shown to contain all the nuclear and electronic structural evolution of the charge density [22]. For simplicity, we’ll introduce the approach using the isotropic scattering signal, given by the Debye equation [23,24]:

\[
S_0(q, \tau) = \sum_a f_a(q)^2 + \sum_{a\neq b} f_a(q)f_b(q)4\pi \int_0^\infty dR R^2 \rho_{a,b}(R, \tau)j_0(qR), \tag{1}
\]

where \(S_0(q, \tau)\) is the isotropic diffuse scattering signal at time delay \(\tau\) and at the scattering vector magnitude \(q = 4\pi \sin(\theta)/\lambda\), the scattering angle \(\theta\) and wavelength \(\lambda\). The double sum is over all atom pairs, \(f_i(q)\) is the atomic form factor of the \(i\)th atom, \(\rho_{a,b}(R, \tau)\) is the pair charge density, and \(j_0(qR)=\sin(qR)/qR\) is the zeroth order spherical Bessel function. Direct real-space inversion of Eq. 1 can be done for the case of a single \(\rho_{a,b}\) contribution to obtain the isotropic pair density:

\[
PD(R, \tau) = \int_0^\infty dq q^2 S_0(q, \tau)j_0(qR) f_a(q)f_b(q). \tag{2}
\]

The integrand here is often scaled with an exponential function \(e^{-kq^2}\) [14,23] to serve as an effective experimental integration bound, however, this formalism does not capture various aspects of the measurement, such as the experimental configuration, detector truncation, and discretization. As a result, applying Eq. 2 will contain inversion artifacts severely limiting resolution, especially around the few Angstrom length scale that is relevant for molecular structure dynamics.

To illustrate these issues, in Fig 1 we show the inversion of a Dirac delta charge density of a single pair at 2Å, under typical experimental conditions, limiting the q-range to \(0.5<q<4\,\text{Å}^{-1}\). The inverted waveform in Fig 1d fails to resolve the original delta function position as it is distorted by the finite q-range window and its resolution limit given by \(2\pi/4\,\text{Å}^{-1}\sim1.6\,\text{Å}\). However, this provides
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us with a path to define the Natural Scattering Kernel (NSK) as the function that describes the distortion that a $\delta(R-R_m)$ charge density naturally undergoes in terms of composition, measurement process, and analysis:

$$ NSK(R_m) \equiv T_{q \rightarrow R} \{ M_{q \rightarrow q} \{ T_{R \rightarrow q} \{ \delta(R-R_m) \} \} \}. \quad (3)$$

$T_{\alpha \rightarrow \beta}$ is the transformation from domain $\alpha$ to $\beta$, including signal discretization, and $M$ represents the measurement distortion in $q$-space. $R_m = m \Delta R$, and $\Delta R$ is the sampling resolution with $R_{\text{max}} = M \Delta R$. For the isotropic case, the first step is implemented using Eq. (1):

$$ T_{R \rightarrow q} \{ \delta(R-R_m) \} \equiv s(q_i), \quad \{ q_i \}_{i=1}^{N-1} = \frac{j_0}{j_{0N}} g_{\text{max}}. \quad (4)$$

we assume detector discretization $dq$, an upper bound $g_{\text{max}}$, and resample $s(q_i)$ at $q_i$, given by $j_0$, the $i$th root of $j_0$, with $i=1 \ldots N-1$. The distortion due to the measurement can be generally described via:

$$ M_{q \rightarrow q} \{ s(q_i) \} = [s(q_i) \ast v(q_i)] \cdot h(q_i) + b(q_i) \equiv s'(q_i). \quad (5)$$

Where $v(q) \simeq c_1 q - c_2 q^3 + c_3 q^5$ models the $q$-varying blur at $q_i$ with coefficients $c$ that are determined by the sample thickness and distance from the detector. $h(q)$ is a window function that represents the detector’s finite $q$-range as well as $q$-dependent signal absorption, and $b(q)$ is a possible additive background. The transformation back to real-space uses the same discretization scheme:

$$ T_{q \rightarrow R} \{ s'(q_i) \} = \frac{q^2}{j_{0N}} \sum_{i=1}^{N-1} G_{m,i} s'(q_i) q_i \equiv NSK(R_m),$$

where $f_c = f_a f_b$, and the transformation matrix:

$$ [G]_{m,i} = 2 \frac{j_0 \left( \frac{j_0 m j_0}{j_{0N}} \right)}{j_{0N} j_i (j_0 i)}. \quad (7)$$

We can now create a set of NSKs along $R$ to form a dictionary $\mathcal{D}$, an $M \times (N-1)$ matrix that will be used to approximate charge density distributions and explain the distorted inversion signal under the measurement constraints. The discretization and resampling that are used in Eqs. (4 - 7) were obtained similar to [20 - 27] to enable consistent operation rules for multiplication, modulation, and convolution between the $R$ and $q$ domains.

To demonstrate the way NSKs can be used to recover real-space information, we consider a representative case of molecular dynamics under typical experimental conditions. We solved a radial time-dependent Schrodinger equation (TDSE) for diatomic Iodine, with parameters similar to [2], and obtained the time-dependent charge density difference (Fig 2a) exhibiting vibration and dissociation of excited states and depletion of the ground state. We used the calculated charge density to simulate the difference scattering signal $\Delta S_0(q, \tau) = S_0(q, \tau) - S_0(q, 0)$ for each delay $\tau$. We applied typical XFEL scattering geometry, sample distance of 60 mm from an array detector [28], resulting with a $q$-range $0.5 < q < 4 \text{Å}^{-1}$. We assume a signal-to-noise ratio (SNR) of 20 dB, modeled as a $q$-dependent additive white Gaussian noise, where each $q_i$ bin has sampling statistics proportional to the number of detector pixels contributing to it. We used a Slepian window function [29] for the truncation, and signal resampling of $dq = 0.1 \text{Å}^{-1}$ (Fig 2b). We inverted the truncated signal to obtain $PD(R, \tau)$, which is distorted by the measurement constraints and doesn’t correctly recover the distances of the TDSE (Fig 2c). We create NSKs with the same measurement constraints, using $R_{\text{max}} = 30 \text{Å}$, $\Delta R = 0.05 \text{Å}$ to form a dictionary $\mathcal{D}$ (Fig 2b) and use it to model the distorted inversion:

$$ PD = D w, \quad (8)$$

Where we seek to estimate the weights vector $w$ to recover the pair density. Naively, one would attempt to solve this model using least-squares minimization:

$$ \min_w \| PD - D w \|^2, $$

however, this approach is highly sensitive to noise and is generally unstable numerically when the problem is ill-posed. A standard approach for solving ill-posed inverse problems is to use a regularization framework to promote solutions with properties that are based on the information of the data:

$$ \min_w \| PD - D w \|^2 + \lambda R(w) \quad (9)$$

Where $\lambda$ is the regularization parameter that controls the magnitude of the regularization, and the regularizer $R$ is chosen according to some prior information of the measurement to facilitate solutions with preferable features. A widely used regularization approach that addresses the numerical instabilities and produces low variance solutions is the Tikhonov or $\ell_2$ regularization [30], where $R = \sum |w_i|^2$. Using this regularizer provides the closed-form linear solution: $w = (D^T D + \lambda I)^{-1} D^T PD$ that can be solved using singular value decomposition, where $\lambda$ can be obtained using the L-curve method [31].
or by generalized cross-validation \cite{32}. This approach promotes stable and smooth solutions and increases the ability to predict their nature. However, it also often results in most of $w$ elements having non-zero values, as seen in Fig. 2. While this approach handles some of the inversion artifacts, the nature of the solutions it promotes may reduce the ability to resolve weaker signals.

For the case where we assume that the solution for $w$ is sparse, such that the number of sampling points in $R$ that can explain the distorted $PD$ is much smaller than $M$, we can use the $\ell_1$ regularized least-squares model \cite{33, 34}, where $R = \sum |w_i|$. This approach doesn’t have a closed-form solution, it can be solved using convex optimization. In recent years, several algorithmic approaches have evolved to address this, determine the optimal parameters \cite{35, 36}, and transforming areas of research such as statistics, machine learning, and signal processing \cite{37, 38}. We applied convex optimization for the $\ell_1$ regularization case (Eq. 9) using CVX, a package for specifying and solving convex programs \cite{17}, as seen in Fig. 2. This approach accurately captures real-space information, and enables to super-resolve details such as wavepacket dispersion, while significantly suppressing noise from unrelated distances.

The accuracy of the recovery and the ability to achieve super-resolution depends on the SNR, where we make the distinction between noise originating from an additive source that can be modeled by an appropriate distribution to experimental artifacts that can be characterized and used in the NSK formation (Eq. 5). The resolution is given by the diffraction limit $2\pi/q_{\text{max}}$, and super-resolution in the context of diffuse scattering means to resolve two pair-density distances below this limit. To robustly super-resolve using NSKs and $\ell_1$ regularization, an additional minimum separation distance between adjacent NSKs is introduced to avoid solution ambiguity below some $\delta R < \nu/q_{\text{max}}$, where $\nu$ usually depends on signal’s properties and fidelity \cite{48, 50}. To obtain the minimum separation value we identify two possible cases: when two (or more) pair distances approach each other, and when a pair distance is approaching zero. Because the latter case is not physical, we focus on the recovery accuracy as a function of SNR for the case of coalescence of two distances.

We use a model 3-atom system, similar to CO$_2$ (Fig 3), where we fix the positions of the outer atoms (A, C) to $x = \pm 2\text{Å}$, while changing the position of (B) the central atom ($-1\text{Å} < x < 1\text{Å}$). When atom B is at $x = 0$, the pair-distance $R_{AB}$ will merge with $R_{BC}$ at 2Å. We simulate the scattering signal for each of the distances with the same measurement constraints we used for the previ-
ous example $0.5 < q < 4\ \text{Å}^{-1}$. We apply the NSK approach and test the recovery for a range of SNRs (−15 to 30 dB), with 20 realizations to each noise level to obtain recovery statistics. We find that the recovery accuracy for the $\ell_1$ approach is proportional to the noise level, demonstrating the stability of the approach, and in agreement with theory [48]. For the fixed $R_{AC}$ distance the recovery error is $<0.1\ \text{Å}$ across the SNRs (Fig 3h), demonstrating the accuracy of the approach for the case of separated pair distances (Fig 3b). For the case where the two pair distances $R_{AB}$, $R_{BC}$ approach each other, we obtain a minimal separation of $\delta R \approx 0.35 \pm 0.15\ \text{Å}$ and a factor of 3.1–7.8 enhancement over the diffraction limit for the range SNRs used (Fig 3b). We observe that the recovery error in this case is both due to noise and a drift toward the coalescence point (Fig 3b). An additional limiting factor for this analysis is the sparsity assumption. We tested the recovery accuracy as a function of the number of pair distances involved, and obtain the same behavior for the minimal separation condition observed between the two pair distances. Inaccuracies due to this limitation may be addressed by applying an additional real-space blur of the same width to reduce the coalescence artifact effect. For the implementation of this approach for anisotropic signals, see the supplementary material [51].

Extending the approach to experimental data and polyatomic systems with more pair types introduce contributions from different pairs with different form factors, both not separable in the analysis process, as only the total signal $S_0(q)$ is measured. In order to apply the inversion to such cases, we approximate the contributions of different atomic form factors as: $f_e(q) = \sum_{a,b} f_a(q) f_b(q)$, where $f_e$ is an effective form factor of the overall signal $S_0(q)$. Because $f_a(q) f_b(q)$ is a featureless monotonic function in the truncated $q$-range, its real-space inversion will mainly contribute to the amplitude of the main lobe found at $0 < R < \pi/q_{\max}$. As a result, the inaccuracy using $f_e$ will be limited to an amplitude artifact in that range, which can be neglected as it takes place at pair distances below typical bond lengths. Moreover, this contribution is stationary and doesn’t enter signal difference measurements. The outcome will be a pair density distribution where atom-pairs will have an amplitude proportional to their charge densities product, and their detection will be limited by the signal fidelity.

In Fig 4, we apply the NSK inversion approach to an experimental ultrafast electron scattering signal of photoinduced ring-opening of 1,3-cyclohexadiene (CHD), taken from [8]. This well studied polyatomic molecule, has 14 atoms and a total of 91 atom pairs in three groups (C-C, C-H, H-H). We used the effective form factor approximation to invert the experimental signal at 0.55 ps delay, as the structural opening of the ring takes place and 1,3,5-hexatriene (HT) is formed. Our results are in excellent agreement with the ab initio multiple spawning (AIMS) simulations, done at the α-CASSCF(6,4)/6–31G* level of theory, without further processing the trajectories in the same way as the experimental inversion done in [8]. We resolve $<0.3\ \text{Å}$ features, including details of several individual pair distances that were not resolved before. We observe the depletion of the initial steady-state C-C distances at 1.4, 2.5, 2.85 Å, and C-H distance at 2.1 Å as new distances $>3\ \text{Å}$ form due to the ring opening. We obtain a 0.1Å shift vs the simulated C-H separation that forms at 3.6Å, and a reduced negative peak at 3.3Å, that can constrain the temporal HT isomers (\(cZc\), \(cZt\), \(tZt\)) contribution discussed in [8].

In summary, we introduce a model-free approach to recover real-space information from ultrafast diffuse scattering signals. Leveraging the measurement limitations with a consistent analysis scheme we form a dictionary of scattering kernels and use it to deconvolve the real space distorted signals. We introduce an effective form factor approximation for polyatomic systems and validate the approach using simulated and experimental scattering data. We demonstrate super-resolution of simultaneous motions de-novo, and discuss the resolution limit as function of fidelity. Future extensions to this approach can be done using different regularization schemes, off-the-grid type methods [52], and inclusion of additional aspects of the scattering process, such as resonant scattering,inelastic and coherent scattering cross terms [21, 53, 57]. This approach may help bridging the established pair-distribution function analysis that requires much higher $q$ ranges ($>30\ \text{Å}^{-1}$) with time-resolved high-energy 15–25keV diffuse scattering ($q \sim 10\ \text{Å}^{-1}$) experiments that are becoming operational in XFELs.
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