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This study uses computer simulation technology to process trade export data and real demand to create a trade export level measurement model based on computer simulation technology in order to enhance the measurement impact of trade export level. Moreover, this paper analyzes the classic complex network model, combines the trade export level measurement model to improve the algorithm, and builds the trade export level system with the support of the improved algorithm. In addition, this paper combines a complex network model to construct an intelligent model that can be used for trade level measurement. The model can perform an intelligent analysis of multiple factors and can evaluate the level of trade from the actual situation. Finally, this paper verifies the algorithm model of this paper through experimental research. From the research results, it can be seen that the method proposed in this paper has certain effects.

1. Introduction

The higher the economic level of a country, the larger the market and the higher the demand. From this perspective, the level of economic development can promote the development of my country’s import trade. At the same time, the higher the economic level, the higher the people’s living standards, which is equivalent to an increase in people’s income budget. Therefore, consumers will have more choices. At this time, consumers’ consumption will also increase, which will eventually stimulate the import and export trade of domestic enterprises in our country [1]. On the other hand, the higher the economic level is, the more money the country has to invest in technological innovation, brand building, and export subsidies, which will promote the occurrence of export trade by Chinese local enterprises. Therefore, in general, the higher the level of economic development is, the more conducive it is to the improvement of my country’s import and export trade competitiveness [2].

International commerce has delivered a slew of job prospects to our country, but when the degree of financial development declines, it will be difficult for most of our businesses to keep hiring [3]. Someone once speculated that if China and the United States engaged in a financial war, China would have a better chance of prevailing. The reason for this is that China’s investment losses in foreign markets can actually be saved by the huge domestic market, and as long as China persists, gradually eroding overseas financial markets will severely weaken the financial competitiveness of the United States. This may also be the main reason why the United States hates the establishment of the AIIB so much. Although my country currently maintains a trade surplus, in fact, my country’s trade has a feature that most of the exported products are labor-intensive products, and the profits of these products are actually relatively low. Therefore, if my country wants to gain a greater advantage in trade, to seek greater development, then we should vigorously develop technology. Financial innovation is also an entry point for financial reform. In the traditional sense of finance, only deposits and loans are the core. However, this traditional financial model has been unable to meet the needs of today’s economic development, so this has prompted more and more voices for financial innovation. More and more, a country’s international trade is conducive to economic development. It optimizes the international division of
labor, accelerates the flow of factors, makes full use of factor resources, adjusts supply and demand, improves productivity, optimizes domestic industrial structure, strengthens economic exchanges between countries, increases fiscal revenue, and ultimately increases the level of welfare around the world. It is precisely because finance and international trade play an important role in the process of economic development that the interrelationship between the two has always been a hot topic in academia. Our study of the interactive relationship between financial level and trade is also conducive to clarifying the characteristics of the relationship between finance and import and export, analyzing the problems in it, and making policy recommendations for the development of finance and international trade.

Based on the above analysis, this paper uses computer simulation technology to construct a trade export level measurement model, which is systematically verified with experiments to improve the trade export level measurement.

2. Related Work

Literature [4] found that financial development is mainly affected by the economic level, and this impact is greater than its own impact, which shows that finance is actually a tool for economic services. Literature [5] studied the impact of financial development on the scale and structure of export trade and concluded that both the efficiency of financial development and the scale of financial development have a significant impact on export trade. Literature [6] studied the impact of financial development on my country’s regional industrial export trade. Based on the perspective of different factor-intensive industries, it is finally concluded that, across the country, the level of financial development promotes capital-intensive industries but does inhibit labor-intensive products. Literature [7] looked at the link between financial development and the technical level of export trade and found that financial growth favours processing trade while restricting the technical level of general trade exports. Literature [8] examines the two-way influence of financial growth on export commerce in developing countries using mathematical theory. The findings revealed that financial development plays an important role in encouraging export trade in highly capital-intensive sectors and that trade liberalisation may help a country’s capital market expand, providing theological justification for the integration of finance and export commerce. According to literature [9], the size of financial development is the Granger reason for trade openness, and the efficiency of financial development is the Granger reason for international trade competitiveness. Financial development and international commerce have a long-term equilibrium connection, and financial development may encourage international trade, but the influence of international trade on financial development is not evident, according to literature [10]. Literature [11] studied the regional differences in China’s financial development and foreign trade and found that, in different regions, the impacts are different. In the eastern region, financial development promotes import and export trade more than in the central and western regions. Literature [12] proposed that when the financial system is imperfect and international free trade is threatened, trade protectionism will rise. Therefore, the degree of perfection of a country’s financial market will affect the country’s international trade policy. Literature [13] from the perspective of the industry proved that domestic financial development promotes the growth and growth of the industry, and the mode of production determines the country’s trade mode. Literature [14] believed that the improvement of trade structure by financial development depends on the characteristics of assets in different industries. From the perspective of the impact of capital allocation on international trade, literature [15] used panel data empirical analysis to find that finance is the reason for exports and find that countries with high financial levels have an advantage in exporting capital-intensive products. Literature [16] studied the impact of e-commerce on international trade. Literature [17] explained that the level of financial development is the source of comparative advantage in international trade from the perspective of risk reduction. Literature [18] believed that the information economy has drastically promoted the development of my country’s international trade. The information economy mainly refers to the promotion of economic growth of information products represented by software, media, and education. Literature [19] found that my country’s technological innovation and financial development are positively correlated from the perspective of financial development versus technological innovation. The capital market has the largest support for technological innovation, the support effect of banks is the second largest, insurance companies have the least support for technological innovation, and foreign investment inhibits technological innovation. Literature [20] studied the impact of financial development on technological innovation and used a panel vector autoregressive model to analyze it from the perspective of government and enterprises. It also found that financial development has a significant positive correlation between technological innovation and technological investment, and technological innovation and technological investment are mutually causal.

3. Computer Simulation Model Algorithm

A large number of recent studies have shown that although the number of nodes in network models with “small world” characteristics is huge, the average shortest path length is surprisingly small. For example, for a World Wide Web subnet with 325,729 nodes, the average shortest path length is only 2.9. Here, the average shortest path length in the network is represented by variable three. The small world network is a network model that simultaneously has a large aggregation coefficient and a short average path length in a range where the probability p value of two nodes being connected is small. When $p \rightarrow 0$, the model is a “big world” model. At this time, the model can be said to be a regular graph, and its path length tends to $L = N/4k$. On the contrary, if the average degree for a fixed network node is
\( \langle k \rangle \), because the characteristics of the small world behavior change on a logarithmic scale, the increase speed of the average shortest path length \( L \) is at most proportional to the logarithm of the network scale \( IV \) [21]:

\[
L \sim \log N.
\]

(1)

When \( P \) is large, the model at this time becomes like a random graph. Researchers believe that, between these two extremes, there must be a transition form from "big world" behavior to "small world" behavior. In our real life, there are many networks with such small world effects.

In the network, we define the distance \( d_{ij} \) between any two nodes \( v_i \) and \( v_j \) as the number of edges on the shortest path connecting these two nodes. At the same time, the maximum value of the distance between any two nodes existing in the network is called the diameter \( D \) of the network; namely,

\[
D = \max d_{ij}.
\]

(2)

For the average shortest path length \( L \) in the network, it is defined as the average value of the distance between any two nodes [22]:

\[
L = \frac{2}{N(N-1)} \sum_{ij} d_{ij}.
\]

(3)

Among them, \( IV \) is the number of nodes in the network. The average shortest path length of the network is also called the characteristic path length of the network. In formula (3), in view of the particularity of the software network itself, the distance between nodes does not need to consider its own distance. Therefore, formula (3) is obtained by multiplying the factor \( (N + 1)(N - 1) \) on the basis of the original formula. In addition, for a network with \( N \) nodes and \( M \) edges, the average shortest path length can be determined using a breadth-first search algorithm with time complexity of \( O(MN) \).

Regarding the definition of clustering coefficient, one of them is based on network topology. Transitivity refers to the number of sets of three vertices in the network. Among them, this set of three vertices is called a triangle, and each vertex has an edge connection with the other two vertices. The number situation like this is quantified by the aggregation coefficient, which is defined as

\[
C = \frac{3 \times \text{The number of triangles in a network}}{\text{The number of three point groups associated with nodes}}.
\]

(4)

In formula (4), the molecular factor of 3 means that each triangle is counted three times in the three-point group, and the value of \( C \) satisfies \( 0 \leq C \leq 1 \), which is the average probability that the other two vertices connected to the same vertex in the network are related to each other. The "associated three-point group" in the denominator factor refers to a set containing three vertices. The definition of \( C \) here is equivalent to the ratio of the number of three-point groups to the total number of three-point groups.

Another definition of clustering coefficient was proposed by Watts–Strogatz. It defines the clustering coefficient \( C_i \) of the local value node \( i \) of the clustering coefficient as follows:

\[
C_i = \frac{\text{The number of triangles containing node } i}{\text{The number of triples centered on node } i}.
\]

(5)

In the formula, the number of triples centered on node \( v_i \) means that it contains 3 nodes, including node \( v_j \), and there are at least two edges from node \( v_j \) to the other two nodes, as shown in Figure 1.

Formula (5) defines the aggregation coefficient from the perspective of geometric characteristics. In the network, we assume that node \( v_i \) has \( k_i \) nodes connected to it. Obviously, there may be at most \( k_i(k_i - 1)/2 \) edges connected to the \( k_i \) nodes. The ratio of the actual number of edges \( E_i \) between these \( k_i \) nodes to the maximum possible number of edges \( k_i(k_i - 1)/2 \) is the aggregation coefficient of node \( i \), namely,

\[
C_i = \frac{2E_i}{k_i(k_i - 1)}.
\]

(6)

For independent nodes or nodes connected by only one edge, since the denominator and numerator are all zero, we set \( C_i = 0 \). The aggregation coefficient of the entire network is defined as the average value of \( C_i \), namely,

\[
C = \frac{1}{N} \sum_i C_i.
\]

(7)

In formula (7), the denominator factor \( N \) is the number of nodes in the entire network. Obviously, the value of the aggregation coefficient \( C \) also satisfies \( 0 \leq C \leq 1 \). When all nodes in the network are isolated, the value of \( C \) is 0. On the contrary, when all nodes are directly connected, the value of \( C \) is 1 at this time.

Generally speaking, no matter what kind of aggregation coefficient definition is adopted, its value will be much larger than the value obtained in the case of a random graph with the same number of nodes and edges. In fact, for many types of networks, such as a social network, the probability that your friend’s friend is also your friend will approach a nonzero constant value as the network scale expands. That is, when \( n \to \infty \), \( C = O(1) \). In comparison, in the case of a random graph, the \( C \) value tends to \( C = O(N^{-1}) \).

The clustering coefficient is the density of triangles in the network. This coefficient is particularly important for directed graphs because there are two edges in opposite directions in a directed graph. The probability that two nodes point to each other in a directed network is called reciprocity, and this value is often calculated. In other cases, such as the World Wide Web and e-mail networks, this value is sometimes needed.

The higher the degree of a node in a complex network is, the more essential it is. However, in certain actual networks, such a circumstance exists, the node’s degree is relatively low, but it links two major node groups and serves as a bridge. If the node is removed at this moment, the two node groups will be separated, and the network will become paralysed. Here, in order to analyze the importance of nodes and edges in the structure and study the division of the
network partition structure and the overall security of the structure, the concept of betweenness is introduced. Among them, the betweenness is divided into two types: node betweenness and edge betweenness. The betweenness of node \( f \) is defined as the ratio of the number of shortest paths passing through node \( f \) among all the shortest paths in the network to the total number of shortest paths. Its expression is

\[
C^*(i) = \frac{\sum_{i \neq j,k} \delta_{jk}(i)/\delta_{jk}}{\delta_{jk}}.
\]

In formula (8), \( \delta_{jk} \) represents the number of all shortest paths from node \( j \) to node \( k \), and \( \delta_{jk}(i) \) represents the number of all shortest paths from node \( j \) to node \( k \) through node \( i \).

BA network with power-law distribution characteristics can be described in the form of power-law distribution, namely,

\[
P(k) \propto k^{\gamma}.
\]

In the formula, the value of index \( \gamma \) is generally between 2 and 3. Formula (9) characterizes that, in a scale-free network, the probability that there are \( K \) nodes around a node is inversely proportional to \( k^\gamma \). Here, the name “no scale” comes from the fact that \( K \) has no characteristic value. In the ER diagram, the value of the characteristic value \( K \) is the value \( \langle k \rangle \) of the average degree.

The algorithm of the BA model is described as follows:

1. Growth: at the beginning of the algorithm, a small number of nodes \( n \) is given, and then a new node is repeatedly added in each time interval \( t \) and connected to \( M (M \leq n) \) existing nodes.

2. Optimal connection: when selecting the connection of the new node, the new node selects the old node \( i \) to connect to it according to the optimal probability \( \prod (k_i) \), where \( k_i \) is the degree of the old node \( i \). Among them, the probability of selection is

\[
\prod (k_i) = \frac{k_i}{\sum_j k_j}.
\]

After the interval time \( f \), the BA model algorithm generates a network with \( N = t + n \) nodes and \( Mt \) edges. Figure 2 shows the formation process of the BA network model.

At the same time, data simulation shows that the BA network eventually evolves into a scale-invariant state, that is, the probability that a node with \( k \) edges obeys a power-law distribution with an exponent of \( \gamma = 3 \), as shown in Figure 3.

In the BA network model, the corresponding average path length and aggregation coefficient are
Formulae (11) and (12) show that the average path length $L$ in the BA network model is very small, and the aggregation coefficient $C$ is also very small, but its aggregation coefficient is slightly larger than that of the random network model of the same scale. Only when the network size is $N \to \infty$, the clustering coefficient $C \approx 0$ of these two networks no longer has obvious clustering characteristics.

Mean-field theory, master equation method, and rate of change equation technique are three types of theoretical study on the dynamic properties of the degree distribution of the BA network model. These three strategies all get the same asymptotic outcomes. Here, we assume that the degree of node $f$ satisfies the dynamic equation:

$$\frac{\partial k_f}{\partial t} = m\pi(k_f) = m\frac{k_f}{\sum_{j=1}^{N-1}k_j}$$  \hspace{1cm} (13)

According to the change of the degree $k$ of time $t$ and node $i$, the degree distribution is obtained as follows:

$$p(k) = \frac{\partial^{(k_f(t)k)}}{\partial k} = \frac{2m^{1/\beta} - 1}{m + tk^{1/\beta - 1}}$$  \hspace{1cm} (14)
When $T$ tends to infinity, the degree distribution is $p(k) \approx 2^{m^{1/\beta}} k^{-c}$. In the formula, $\gamma = 1/\beta + 1$, and the degree distribution function of the BA network is calculated as

$$p(k) = \frac{2m(m + 1)}{k(k + 1)(k + 2)} \propto 2m^{2}k^{-3}.$$

(15)

It can be seen that the degree distribution of the BA model is a progressive distribution that has nothing to do with time and has nothing to do with the scale of the system. In addition, it can be seen that the coefficient of the power-law degree distribution is proportional to $m^2$. In addition to the “cumulative advantage” in the Price model and the “optimal connection” in the BA model, there is also a network model called node copy in the scale-free model. It was proposed by Kleinberg in 1999, and its idea is to be completed by means of graph reproduction. That is to say, the network graph randomly adds nodes or edges or grows in a way that a node copies other nodes. The network model obtained by this still has the characteristics of power-law distribution, which is commonly used in protein network research and other fields.

In conclusion, the scale-free network model captures its uniqueness to a great degree. Its network structure, for example, functions as a dynamic growth model. In addition, the node degree distribution of the network structure presents a power-law distribution, which is different from the Poisson distribution of the random model or the Delta distribution of the regular network. Moreover, not only is the average path length small, but also the aggregation coefficient is small, but it is larger than the random network. However, when the network scales of the two are both large, their clustering coefficients tend to zero. Finally, Table 1 shows the comparison of the statistical characteristics of the above four common network models.

4. System Design

The business management system of the import and export company designed this time uses Java as the programming language and uses the B/S (browser/server) model for human-computer interaction to finally realize the system’s import and export business operations. In view of the above construction goals, the designed system architecture is shown in Figure 4.

Through the study of the above design ideas, core technology, and system architecture, we have clarified the
research direction of the system as a whole, and then we will design specific functions, mainly including functional requirements such as import and export business management. Specifically, it is divided into self-employment, agency, import, export, and comprehensive analysis. The system function structure diagram is shown in Figure 5.

The topology structure of this design includes the following modules: (1) client; (2) web server; (3) application server; (4) data server. The topological structure of the system network is shown in Figure 6.

5. System Test

This paper demonstrates the model's performance after creating a measuring model of trade export level based on computer simulation. The method developed in this work is primarily utilised in the processing of trade export data, and it evaluates a number of scenarios using computer simulation to provide more effective data outputs. The experiment designed in this paper mainly analyzes the system's trade data processing and trade export level measurement evaluation. First, this paper evaluates the system's trade data processing effect, and the results are shown in Table 2 and Figure 7.

It can be seen from the above research results that the computer simulation technology proposed in this paper can effectively process trade data. On this basis, the effect of the system's trade export level measurement is evaluated and analyzed, and the results are shown in Table 3 and Figure 8. The results show that the computer simulation technology proposed in this paper can effectively measure and analyze the level of trade exports.

Table 2: Statistical table of evaluation of the trade data processing effect

| No. | Data processing | No. | Data processing | No. | Data processing |
|-----|-----------------|-----|-----------------|-----|-----------------|
| 1   | 93.54           | 28  | 96.89           | 55  | 93.62           |
| 2   | 94.66           | 29  | 94.20           | 56  | 92.56           |
| 3   | 92.85           | 30  | 97.00           | 57  | 96.23           |
| 4   | 94.06           | 31  | 96.79           | 58  | 95.42           |
| 5   | 95.66           | 32  | 94.40           | 59  | 94.92           |
| 6   | 97.36           | 33  | 95.92           | 60  | 94.20           |
| 7   | 93.26           | 34  | 97.70           | 61  | 96.23           |
| 8   | 95.12           | 35  | 94.07           | 62  | 97.34           |
| 9   | 93.13           | 36  | 92.44           | 63  | 97.84           |
| 10  | 92.52           | 37  | 95.53           | 64  | 96.88           |
| 11  | 95.60           | 38  | 97.90           | 65  | 95.04           |
| 12  | 92.44           | 39  | 95.52           | 66  | 95.64           |
| 13  | 94.14           | 40  | 92.75           | 67  | 93.59           |
| 14  | 95.10           | 41  | 92.22           | 68  | 97.85           |
| 15  | 97.93           | 42  | 95.08           | 69  | 97.62           |
| 16  | 95.16           | 43  | 92.32           | 70  | 93.71           |
| 17  | 96.82           | 44  | 97.83           | 71  | 93.41           |
| 18  | 94.99           | 45  | 93.07           | 72  | 97.40           |
| 19  | 96.76           | 46  | 97.24           | 73  | 92.37           |
| 20  | 93.83           | 47  | 96.32           | 74  | 96.75           |
| 21  | 93.60           | 48  | 94.06           | 75  | 92.77           |
| 22  | 97.50           | 49  | 95.21           | 76  | 94.61           |
| 23  | 92.66           | 50  | 94.04           | 77  | 97.34           |
| 24  | 97.33           | 51  | 97.12           | 78  | 92.18           |
| 25  | 97.01           | 52  | 94.29           | 79  | 96.80           |
| 26  | 97.43           | 53  | 96.98           | 80  | 95.94           |
| 27  | 97.88           | 54  | 92.49           |

Figure 7: Statistical diagram of evaluation of the trade data processing effect.
6. Conclusion

The present study focuses on the effects of financial development on import and export trade, technical innovation on export trade, economic mode shift on import and export trade transformation, and technological innovation on economic development level. However, there is limited study on the financial effect of import and export trade, the link between technical innovation and import and export commerce, and the impact of export trade on technological innovation. Furthermore, there is a significant disparity in the selection of variable indicators, particularly in the measuring of financial progress and technical innovation. As a result, this research uses computer simulation technologies to create an intelligent model that can be utilised to determine the degree of trade. The model can analyze many elements intelligently and determine the degree of trade based on the current scenario. Finally, experimental research is used to validate the algorithm model presented in this study. The findings of the investigation show that the strategy described in this paper has a certain impact.
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