Non-Equilibrium Dynamics of a Dissipative Two-Site Hubbard Model Simulated on the IBM Quantum Computer
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Many-body physics is one very well suited field for testing quantum algorithms and for finding working heuristics on present quantum computers. We have investigated the non-equilibrium dynamics of one- and two-electron systems, which are coupled to an environment that introduces decoherence and dissipation. In our approach, the electronic system is represented in the framework of a two-site Hubbard model while the environment is modelled by a spin bath. In order to simulate the non-equilibrium population probabilities of the different states on the quantum computer we have encoded the electronic states and environmental degrees of freedom into qubits and ancilla qubits (bath), respectively. The total evolution time was divided into short time intervals, during which the system evolves. After each of these time steps, the system interacts with ancilla qubits representing the bath in thermal equilibrium. We have specifically studied spin baths leading to both, unital and non-unital dynamics of the electronic system and have found that electron correlations clearly enhance the electron transfer rates in the latter case. For short time periods, the simulation on the quantum computer is found to be in good qualitative agreement with the exact results. We also show that slight improvements are already possible with various error mitigation techniques while even significant improvements can be achieved by using the recently implemented single-qubit reset operations. Our method can be well extended to simulate electronic systems in correlated spin baths as well as in bosonic and fermionic baths.

I. INTRODUCTION

Recent remarkable technological advances of small quantum computing devices have led to the possibility of testing quantum computing paradigms and finding novel working heuristics. One of the most promising early applications of quantum computers has been the modeling of quantum chemistry systems with many degrees of freedom. [1–4] Available noisy intermediate-scale quantum (NISQ) devices however are still lacking error correction and fault tolerant operations. [5] Nevertheless, exploring in particular the non-equilibrium quantum dynamics of certain open many-body systems has been suggested as a useful near-term application of NISQ devices. The environment may be taken into account by modeling only those of its aspects which would directly affect the system. [6] Eventually, the entire environment may be modeled with only one ancilla qubit or even without any ancillas at all, but by utilising the intrinsic noise of the quantum computer itself. [6]

Understanding the dynamics of open many-body systems is important in various fields of fundamental research, including, e.g., unrevealing the microscopic mechanism of electron transfer, proton-coupled electron transfer and energy transfer. These key processes in chemistry and biology, with natural energy storage or photosynthesis as prominent examples, feature remarkable energy conversion efficiencies. Advances in understanding such processes directly helps engineering important applications such as artificial energy storage and artificial photosynthesis. [7–11]

To simulate the irreversible transfer inherent to these systems any realistic model needs to include vibronic degrees of freedom, e.g., the solvent, the protein or electromagnetic fluctuations leading to dissipation and decoherence. In this regard, a paradigmatic model is the spin-boson model [12] or its extended versions.

A minimal model, which includes both, electronic correlations and the coupling to an environment introducing dissipation and decoherence, is the two-site dissipative Hubbard model. It has been investigated with the help of real-time path integral Monte Carlo techniques [13] and the time-dependent numerical renormalization group. [14] The main findings were a quantum phase transition, a non-Boltzmann steady state as well as conditions for pair vs. sequential electron transfer.

Our aim is exploring possibilities to simulate the dissipative Hubbard model on an available quantum computer. Although different algorithms for the unitary dynamics of many particle systems modeled by a Hubbard model have been studied and benchmarked before [15–18], there are only a few proposals for quantum algorithms to simulate the inherent, non-unitary dynamics of the dissipative version.

In Ref. [19], an investigation of the dynamics of an open quantum system was reported. A two-state system without inter-state hopping coupled to a spin bath was considered. Input parameters of their algorithm were the system environment interaction, the spectral density of the environment as well as the temperature. The envi-
rionment was represented by ancilla qubits designed to have the same effect as the environment in the Hamiltonian. Ref. [20] reports the time evolution of the density matrix, simulated in the operator-sum representation with Kraus operators for the amplitude damping channel. The Kraus operators were converted to a unitary time evolution problem with the help of the Sz.-Nagy dilation theorem. Ref. [21] discusses a quantum algorithm for many fundamental open quantum systems with unital and non-unital, as well as Markovian and non-Markovian, dynamics. The authors showed that the IBM quantum computer is a robust testbed for implementing a number of theoretical open quantum systems.

Energy transfer has been experimentally simulated using NMR quantum computers. [22] For this purpose, the photosynthetic system was mapped to the NMR system and the effect of the environment was effectively mimicked by a set of pulses, which acted as a classical, pure dephasing noise. Recently, electron and energy transfer have been calculated on a quantum computer. [23] In that work, the unitary part of the transfer was calculated on the quantum computer while the dephasing was simulated on a classical computer.

In our work we simulate open many-body systems using the IBM quantum computer and have explicitly set out to simulate also the environment on the quantum computer. We have considered an open quantum many-body system where the system is described by a two-site Hubbard model. The Hubbard model is mapped onto qubits by a Jordan-Wigner transformation for a filling of one and two electrons. The time is discretized and a Trotter-Suzuki decomposition is used to calculate the time evolution of the system. The population probabilities are calculated and measured for the total time of the system. The population probabilities are calculated and measured for the total time of the system.

The Kraus operators were converted to a unitary time evolution theorem. Ref. [21] discusses a quantum algorithm for many fundamental open quantum systems with unital and non-unital, as well as Markovian and non-Markovian, dynamics. The authors showed that the IBM quantum computer is a robust testbed for implementing a number of theoretical open quantum systems.

In the following, we will describe our simulation of the dynamics of an open quantum system on the IBM quantum computer, which is represented by the Hamiltonian

\[ H = H_{\text{sys}} \otimes I_{\text{bath}} + I_{\text{sys}} \otimes H_{\text{bath}} + H_{\text{sys-bath}} \]  

where \( H_{\text{sys}} \), \( H_{\text{bath}} \) and \( H_{\text{sys-bath}} \) are, respectively, the system, bath and interaction Hamiltonians, and \( I \) is the identity operator.

While it is more common to consider a bath of harmonic oscillators, [14] we choose here instead a spin bath for the quantum computer. This spin bath is fully characterized by the spectral function \( J(\omega) \), depending on the distribution of frequencies \( \omega \) and couplings. The influence of the system on the environment is neglected.

It was shown in Ref. [19] that a large environment can be simulated by resetting the bath into its thermal equilibrium state during the calculation. The spectral density \( J(\omega) \) is discretized in different modes, each of which is represented by a single qubit. In general, already a single ancilla qubit could be sufficient to represent the entire environment. We consider the two-site Hubbard model filled with one or two electrons coupled to an environment or bath, as depicted in Fig. 1 (upper panel). We assume that the system and bath are initially in a product state of density matrices \( \rho_{\text{system}} \otimes \rho_{\text{bath}} \). Since we are only interested in the dynamics of the electronic system, we partially trace out the bath degrees of freedom leading to the completely positive map

\[ \rho \rightarrow \text{Tr}_{\text{bath}} \left( U(\rho_{\text{system}} \otimes \rho_{\text{bath}}) U^\dagger \right) \]  

which describes the density matrix of the electronic system at \( t \), and \( U = e^{-iHt} \) is the unitary time evolution operator imposed on the total electron-bath system. The density matrix \( \rho_{\text{bath}} \) is forced back into the thermal equilibrium after the interaction with the system. Alternatively, a fresh qubit can be chosen.

To set up the full model, we need one or two system qubits \( s \) and bath qubits \( b_1 \) to \( b_q \) (see Fig. 1, lower panel). The time evolution in the Trotter form is implemented by the operator \( U(\Delta t) = \mathcal{N}(\Delta t) \mathcal{U}(\Delta t) \), where \( \mathcal{U}(\Delta t) \) implements the time evolution of the system and \( \mathcal{N}(\Delta t) \) describes the interaction with the bath qubits, representing the bath in thermal equilibrium. This procedure is repeated \( n \) times and the occupation probability is measured during the time \( t = n \cdot \Delta t \). After each interaction with the bath its degrees of freedom are traced out since they do not affect the electronic system (system qubits). This is very similar to the collision approach

The paper is organized as follows: Sec. II is devoted to describing our model of the open quantum many-body system and the mapping on qubits and gates. In Sec. III, we describe the performed experiments on the IBM quantum computer and compare the results with the exact theoretical values, finally briefly evaluating different error mitigation techniques. We summarize our results in Sec. IV and propose work for future studies.

II. MODEL AND METHODS

In the following, we will describe our simulation of the dynamics of an open quantum system on the IBM quantum computer, which is represented by the Hamiltonian

\[ H = H_{\text{sys}} \otimes I_{\text{bath}} + I_{\text{sys}} \otimes H_{\text{bath}} + H_{\text{sys-bath}} \]  

where \( H_{\text{sys}} \), \( H_{\text{bath}} \) and \( H_{\text{sys-bath}} \) are, respectively, the system, bath and interaction Hamiltonians, and \( I \) is the identity operator.

While it is more common to consider a bath of harmonic oscillators, [14] we choose here instead a spin bath for the quantum computer. This spin bath is fully characterized by the spectral function \( J(\omega) \), depending on the distribution of frequencies \( \omega \) and couplings. The influence of the system on the environment is neglected.

It was shown in Ref. [19] that a large environment can be simulated by resetting the bath into its thermal equilibrium state during the calculation. The spectral density \( J(\omega) \) is discretized in different modes, each of which is represented by a single qubit. In general, already a single ancilla qubit could be sufficient to represent the entire environment. We consider the two-site Hubbard model filled with one or two electrons coupled to an environment or bath, as depicted in Fig. 1 (upper panel). We assume that the system and bath are initially in a product state of density matrices \( \rho_{\text{system}} \otimes \rho_{\text{bath}} \). Since we are only interested in the dynamics of the electronic system, we partially trace out the bath degrees of freedom leading to the completely positive map

\[ \rho \rightarrow \text{Tr}_{\text{bath}} \left( U(\rho_{\text{system}} \otimes \rho_{\text{bath}}) U^\dagger \right) \]  

which describes the density matrix of the electronic system at \( t \), and \( U = e^{-iHt} \) is the unitary time evolution operator imposed on the total electron-bath system. The density matrix \( \rho_{\text{bath}} \) is forced back into the thermal equilibrium after the interaction with the system. Alternatively, a fresh qubit can be chosen.

To set up the full model, we need one or two system qubits \( s \) and bath qubits \( b_1 \) to \( b_q \) (see Fig. 1, lower panel). The time evolution in the Trotter form is implemented by the operator \( U(\Delta t) = \mathcal{N}(\Delta t) \mathcal{U}(\Delta t) \), where \( \mathcal{U}(\Delta t) \) implements the time evolution of the system and \( \mathcal{N}(\Delta t) \) describes the interaction with the bath qubits, representing the bath in thermal equilibrium. This procedure is repeated \( n \) times and the occupation probability is measured during the time \( t = n \cdot \Delta t \). After each interaction with the bath its degrees of freedom are traced out since they do not affect the electronic system (system qubits). This is very similar to the collision approach
The Hilbert space can be divided in different subspaces. With a filling of one electron we effectively deal with a two-state system with $|0\rangle = |\uparrow,0\rangle$ and $|1\rangle = |0,\uparrow\rangle$. The subsystem with two electrons and its total spin equal to zero is spanned by the states $|0\rangle = |\uparrow\downarrow,0\rangle$, $|1\rangle = |\downarrow\uparrow,1\rangle$, $|2\rangle = |\uparrow\downarrow\rangle$ and $|3\rangle = |0\downarrow\rangle$ with the notation $\text{site1,site2}$ describing the occupation on site 1 and site 2, respectively. We discuss both subspaces in more detail in the following.

1. Filling with one electron

In the subspace with one electron, which is spanned by $|0\rangle$ and $|1\rangle$, we can rewrite the Hamiltonian

$$H_{\text{sys}} = \varepsilon \sigma_z + t_{12} \sigma_x,$$

with $\varepsilon_1 = -\varepsilon$, $\varepsilon_2 = \varepsilon$, and $\sigma_x$, $\sigma_z$ are the Pauli matrices. To simulate the time evolution of the population probabilities we discretize the time $t = n \cdot \Delta t$ and write the time evolution operator as

$$e^{-i\Delta t} = \left(e^{-iH\Delta t}ight)^n$$

and trotterize the Hamiltonian of the electronic system into the non-commuting parts $\varepsilon \cdot \sigma_z$ and $t_{12} \cdot \sigma_x$

$$U(t) = e^{-iH_{\text{sys}}t} \approx \left(e^{-it_{12}\cdot\sigma_z\cdot\Delta t} e^{-ie\cdot\sigma_z\cdot\Delta t^n}\right)^n$$

with $t = n\Delta t$.

The circuit of one time step is shown in Fig. 2 (a) with

$$R_x(2 \cdot t_{12} \cdot \Delta t) = e^{-it_{12}\cdot\sigma_z\cdot\Delta t}$$

$$= \begin{pmatrix} \cos(t_{12} \cdot \Delta t) & -i \sin(t_{12} \cdot \Delta t) \\ -i \sin(t_{12} \cdot \Delta t) & \cos(t_{12} \cdot \Delta t) \end{pmatrix}$$

and

$$R_z(2 \cdot \varepsilon \cdot \Delta t) = e^{-ie\cdot\sigma_z\cdot\Delta t}$$

$$= \begin{pmatrix} e^{-ie\cdot\Delta t} & 0 \\ 0 & e^{ie\cdot\Delta t} \end{pmatrix}$$

We can approximate the time evolution operator for small $\Delta t$

$$U(n \cdot \Delta t) \approx (R_x(2 \cdot t_{12} \cdot \Delta t) \cdot R_z(2 \cdot \varepsilon \cdot \Delta t))^n$$

and implement it on the quantum computer for the circuit in Fig. 2 (a).

2. Filling with two electrons

In the subspace with two electrons which is spanned by $|0\rangle$, $|1\rangle$, $|2\rangle$ and $|3\rangle$ we can rewrite the Hamiltonian in the Pauli matrix form

$$H = H_t + H_U$$
with
\[ H_t = t_{12} \left( \mathbb{I}_2 \otimes \sigma_x + \sigma_x \otimes \mathbb{I}_2 \right) \]  
(11)
and
\[ H_U = \frac{U_c}{2} \left( \sigma_z \otimes \sigma_z \right) \]  
(12)
with \( \epsilon = 0 \).

We discretize the time \( t = n \cdot \Delta t \). The time evolution operator is approximately decomposed (Trotter-Suzuki) in the product form
\[ U(t) \approx \left( e^{-iH_1 \Delta t} \cdot e^{-iH_2 \Delta t} \right)^n \]  
(13)
with
\[ e^{-iH_1 \Delta t} = e^{-it_{12} \sigma_z \otimes \sigma_z} \otimes e^{-it_{12} \sigma_x \otimes \sigma_x} \]  
(14)
\[ = R_x(2 \cdot t_{12} \cdot \Delta t) \otimes R_x(2 \cdot t_{12} \cdot \Delta t) \]  
(15)
The second factor of Eq. (13) can be written as:
\[ e^{-iH_2 \Delta t} = e^{-i\frac{U_c \Delta t}{2} (\sigma_x \otimes \sigma_x) \Delta t} \]  
(16)
which is \( U_{\text{CNOT}}(\mathbb{I}_2 \otimes R_Z(U_c \cdot \Delta t))U_{\text{CNOT}} = R_{ZZ}(U_c \cdot \Delta t) \).

The gates for the unitary time evolution operator
\[ U(n \cdot \Delta t) \approx \left( (R_x(2 \cdot t_{12} \cdot \Delta t))^{\otimes 2} R_{ZZ}(U_c \cdot \Delta t) \right)^n \]  
(17)
are displayed in Fig. 2 (b). In the next section we discuss the bath and the coupling to the bath.

For the environment we consider a bath of independent two-level systems (spins) in thermal equilibrium. Here, we are showing the coupling to the single-electron subspace. The coupling to the system for the two-electron subspace is done similarly. We consider two different models for the bath and its coupling to the system, first, for the \( ZZ \) coupling
\[ H_{\text{sys-bath}}^{ZZ} = \sum_{k=1}^{d} g_k \left( \sigma_z \otimes \sigma_{z,k} \right) \]  
(18)
\[ H_{\text{bath}}^{ZZ} = -\sum_{k=1}^{d} \omega_k \sigma_{x,k} \]  
(19)
and second, the \( XY \) coupling
\[ H_{\text{sys-bath}}^{XY} = \sum_{k=1}^{d} g_k \left( \sigma_x \otimes \sigma_{x,k} + \sigma_y \otimes \sigma_{y,k} \right) \]  
(20)
\[ H_{\text{bath}}^{XY} = -\sum_{k=1}^{d} \omega_k \sigma_{z,k} \]  
(21)
where \( \omega_k \) are the frequencies of the environment mode, \( g_k \) is the coupling coefficient for the \( k \)-th mode and \( d \) is the number of the bath modes.

We describe the electron dynamics by the reduced density matrix
\[ \rho(t) \rightarrow \text{Tr}_{\text{bath}} \left( U \left( \rho_{\text{system}} \otimes \rho_{\text{bath}} \right) U^\dagger \right). \]  
(22)
We assume that the initial density matrix is a tensor product of the system and the bath density matrices and
that the bath degrees of freedom are in their thermal equilibrium. We discretize the time in \( t = n \Delta t \) and at every time step we apply the unitary time evolution operator
\[
U(\Delta t) = \mathcal{N}(\Delta t) U(\Delta t)
\]
During the time interval \( \Delta t \) the electronic system interacts locally with the degrees of freedom of the environment, i.e., the ancilla qubits as shown in Fig. 1 (lower panel). For the population probability at time \( t \) we need \( n \cdot d \) ancilla qubits. Here we use the approximation that the whole bath is represented by one qubit, so that we have to reset the qubit \( n \) times or use \( n \) fresh qubits in the single electron case. We are only interested in the degrees of freedom of the electronic system and calculate the reduced density operator:
\[
\rho(n) = \text{Tr}_{\text{bath}} \left( (\mathcal{N} U)^n (\rho_{\text{System}} \otimes \rho_{\text{bath}}) (U^\dagger \mathcal{N}^\dagger)^n \right)
\]
The electronic system evolves for the time \( \Delta t \) with the unitary time evolution
\[
U = e^{-iH_{\text{sys}} \Delta t}
\]
and interacts with one of the ancilla qubits which represent the entire bath. The unitary time evolution is
\[
\mathcal{N}^{ZZ} = e^{-i g (\sigma_z \otimes \sigma_z) \Delta t}
\]
The bath qubit is in thermal equilibrium which can be emulated in this case by putting each of the \( n \) bath qubits into the state \( \rho_{\text{bath}} = |+\rangle \langle +| \).
The operator \( \mathcal{N}^{ZZ} \) acts as follows:
\[
\mathcal{N}^{ZZ} \left( |0\rangle_{\text{sys}} \otimes |1\rangle_{\text{bath}} \right) = e^{-i g \Delta t} \left( |0\rangle_{\text{sys}} \otimes |1\rangle_{\text{bath}} \right)
\]
\[
\mathcal{N}^{ZZ} \left( |1\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}} \right) = e^{-i g \Delta t} \left( |1\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}} \right)
\]

The bath is simulated with the circuits depicted in Fig. 3. After the collision, the electronic system evolves with \( U(\Delta t) \). Then the system interacts with the next ancilla qubit in the initial state \( |+\rangle \). The electronic system is measured at \( t = n \Delta t \) after \( n \) collisions (\( n \) repetitions of the circuit). The successive collisions introduce a phase damping \( \rho \rightarrow \frac{1}{2} I_2 \) or \( \rho \rightarrow \frac{1}{2} s_4 \).
For the second example (the XY interaction) the time evolution is given by
\[
\mathcal{N}^{XY} = e^{-i g (\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y) \Delta t}
\]
For the XY coupling the operator acts as follows. (The bath qubits are in the thermal state \( |0\rangle \).)
\[
\mathcal{N}^{XY} \left( |0\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}} \right) = |0\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}}
\]
\[
\mathcal{N}^{XY} \left( |1\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}} \right) = \sin(g \Delta t) \left( |0\rangle_{\text{sys}} \otimes |1\rangle_{\text{bath}} \right) + \cos(g \Delta t) \left( |1\rangle_{\text{sys}} \otimes |0\rangle_{\text{bath}} \right)
\]
After each collision, the electronic system interacts with the next ancilla qubit in the state \( \rho_{\text{bath}} = |0\rangle \langle 0| \). After multiple interactions, the process leads to amplitude damping and \( |1\rangle \rightarrow |0\rangle \).

### III. Quantum Simulation of the Non-Equilibrium Dynamics

We have implemented the algorithms depicted in Figs. 2 and 3 for the two-site Hubbard model alone, and for the dissipative Hubbard model on the 27 and 65 qubits IBM Q devices Paris, Toronto and Manhattan and performed 8192 runs for each circuit. For the bath qubit, we used either \( n \) ancilla qubits in the initial state or we used the recently available reset option, which is performed \( n \) times for the single electron case and \( 2n \) times for the two-electron case if every system qubit is coupled to a different bath qubit. To trace out the bath, we measured the one or two system qubits at the end of the circuit sequence.
Counteracting to this decay is the hopping matrix element between the sites. The effective hopping for $\epsilon \gg t_{12}$ is $t_{12}^2/\epsilon$, leading to a faster transfer in comparison to $\epsilon < t_{12}$.

For $\epsilon = 0$ the quantum computer reproduced the Rabi oscillations in (see, Fig. 5, upper panel) with damped oscillation when the bath featuring the ZZ coupling is coupled to the system. The deviation of experimental values, obtained by the bath qubit reset method, from the classical simulation appear to origin from the quantum computer itself, introducing an own amplitude damping component. Alternative to resetting the bath qubit $n$ times we tried to use $n$ different fresh bath qubits, which led to a faster thermalization already at $n = 5$ (not shown). This is due to multiple swapping operations which introduce noise. The computation shows that it is in principle possible to simulate open quantum one-electron systems on the quantum computer even without error mitigation, for short time scales.

2. Filling with two electrons

Second, we have simulated the population probabilities for the two electron subspace spanned by $|0, 0\rangle, |0, 1\rangle, |1, 0\rangle, |1, 1\rangle$. The probability that two electrons are occupying site 1 is $\text{Tr}(|0, 0\rangle\langle 0, 0| \rho(t))$ and for site 2 it is $\text{Tr}(|1, 1\rangle\langle 1, 1| \rho(t))$ (the two states with a single electron on each site are: $\text{Tr}(|0, 1\rangle\langle 0, 1| \rho(t))$ and $\text{Tr}(|1, 0\rangle\langle 1, 0| \rho(t))$) where $\rho(t) = \text{Tr}((U \rho_0 U^\dagger) e^{-iHt})$ with $U = e^{-iHt}$ and $t = n \cdot \Delta t$ which we simulated according to Eq. (17). The initial condition is "two electrons on site 2" ($\rho_0 = |1, 1\rangle\langle 1, 1|$). We first tested the Trotter approximation which was found to be in good agreement with the exact values until $n = 30$ (not shown). The experimental values on the Manhattan quantum computer obtained by including the post-processing error-mitigation scheme Ignis [26] agree qualitatively well (Fig 6 (upper panel)) to the theoretical values. The two-electron dynamics show pair oscillations: The electron pair oscillates between site 1 and 2 with the small frequency $\frac{\Delta t}{t_{12}^2}$ whereas the fast oscillations with frequency $U_{C}$ characterize the virtual population of the low lying states $|1, 0\rangle$ and $|0, 1\rangle$. [14] We will discuss different error mitigation schemes below.

For the amplitude damping case in Fig. 6 (lower panel) the experimental values are lying on the exact simulation until $n = 5$. Then the values are approaching the equilibrium value, which deviates from the exact simulation. Here, due to the amplitude damping and small effective pair hopping $t_{12}^2/\epsilon$ the initial state $(|1, 1\rangle)$ is decaying very fast towards the thermal equilibrium and two electrons are transferred to the other site irreversibly.

The experimental values for the ZZ coupling to the bath show a strong deviation from the exact simulation and are thermalizing much faster to the equilibrium value (not shown).

Figure 5. Upper panel: Population probabilities $P(t)$ as a function of the discrete time steps $n$, exact (black line) and simulated on the Manhattan quantum computer, of site 2 (blue circles) and site 1 (orange triangles) with $\epsilon \cdot \Delta t = 0$, $t_{12} \cdot \Delta t = 0.1$. Lower panel: Population probabilities with the same parameters but with a finite coupling $g \cdot \Delta t = 0.5$ to the spin bath (ZZ coupling), which leads to unital dynamics (phase damping).

1. Filling with one electron

We chose $n = 25$ and $\Delta t = 0.2$ so that the simulated, trotterized curve lies on the exact calculation. We measured the single electron population probabilities $n_1 = \text{Tr}(|0\rangle\langle 0| \rho(t))$ and $n_2 = \text{Tr}(|1\rangle\langle 1| \rho(t))$ with the initial condition $\rho_0 = |1\rangle\langle 1|$. The quantum circuit on the quantum computer is described in Fig. 2 (a). In Fig. 4 (upper panel) the well-known Rabi oscillations can be seen. The experimental result on the quantum computer coincides with the theoretical curve. [14]

For including the coupling to the bath we chose the XY coupling, which leads to amplitude damping, as simulated with the circuit shown in Fig. 3 (b). In Fig. 4 (lower panel) we start with $\rho_0 = |1\rangle\langle 1|$ for $t = 0$ and the bath qubits in state $|0\rangle$. The experimental curve is in very good agreement with the classical simulation. The amplitude damping introduced a decay of the state $|1\rangle$. The probability associated with the effect is $\text{Tr}(\rho_{e}\rho_{e}^{\dagger})$ with the initial condition $\rho_{e}^{\dagger} = |1\rangle\langle 1|$.
Figure 6. Upper panel: Experimental population probabilities $P(t)$ as a function of the number of time steps in comparison to the exact calculations (black line): doubly occupied site 2 (probability of $|1, 1\rangle$, solid line), doubly occupied site 1, (probability of $|0, 0\rangle$, dashed line) and the single occupied states (probability of $|0, 1\rangle$ and $|1, 0\rangle$, dot-dashed line). The parameters are $t_{12} \cdot \Delta t = 0.1$ and $U_C \cdot \Delta t = 0.4$. Starting point was two electrons on site 2. Lower panel: Population probabilities with the same parameters but with a finite coupling $g \cdot \Delta t = 0.5$ to the spin bath (XY coupling), which leads to non-unital dynamics (amplitude damping).

Figure 7. Upper panel: The same as upper panel of Fig. 6 but with initial state $\frac{1}{\sqrt{2}} (|0, 1\rangle - |1, 0\rangle)$. Lower panel: Comparison of different error mitigation methods for the occupation probability of state $|1, 1\rangle$ as a function of the number of time steps $n$. The result on the Manhattan quantum computer (green stars) is improved by changing $|1\rangle$ to $|0\rangle$ (blue circles) and further improved by the zero noise Richardson extrapolation (red plus signs) in comparison to the exact values (black triangles). The ignis measurement calibration method (light blue dots) improves the result but overshoots the exact simulation.

3. Error mitigation

Errors accumulate due to decoherence, dissipation as well as due to read-out errors. To evaluate the errors, we implemented the circuit shown in Fig. 2(b) but with the initial state being the entangled state $\frac{1}{\sqrt{2}} (|0, 1\rangle - |1, 0\rangle)$. This state belongs to a decoherence-free subspace. Neither is the state changed by hopping nor by including decoherence if both electrons are coupled to the same bath. Therefore, the state has to remain unchanged for all $n$. In the experiment, only the $|0, 1\rangle$ does not thermalize and stays constant. The circuit is symmetric with respect to the exchange of the qubit order. If we switch the order of the qubits, the other state $|1, 0\rangle$ does not thermalize (not shown). Hence, we conclude that the error is introduced only if the control qubit is $|1\rangle$, and therefore the error occurrence depends on the initial state.

We have tested bit flip error detection and post-selection of the erroneous values, but the overhead was too large and introduced too much noise itself. Therefore, we only present the error mitigation techniques here.

For the population probabilities in Fig. 6 (upper panel) we tested different error mitigation techniques for the probability of the state $|1, 1\rangle$ in Fig. 7 for small $n$. To mitigate the error, the quantum circuit is thought of being composed of ideal gates, each of which accompanied by a noise channel similar to our model for the open quantum system $\mathcal{H} = NU$. We have systematically increased the circuit noise by doubling the number $n$ of circuit parts and halving the time step $\Delta t$, and then we
extrapolated \( N \) to zero. With the additional measurements we were able to perform a Richardson extrapolation shown in Fig. 7 (red triangles with dashed line) which improved the result compared to the run on the quantum computer (green stars). The overall read-out noise can be effectively reduced with the Ignis technique (small dots) which was also used to generate the results shown in Fig. 6 (upper panel). The main errors stem from the CNOT gates and the decay of the \([1]\) state during the calculation and measurement. An interchange of \([1]\) and \([0]\) improves the result (blue circles).

### IV. CONCLUSION

We have studied quantum algorithm heuristics for simulating the time evolution of an open quantum system in an environment, which introduces decoherence and dissipation, on an IBM quantum computer. We simulated a two-site dissipative Hubbard model in the single and two-electron subspace, which were mapped onto one and two system qubits, respectively. This model is equivalent to an interacting two-spin system coupled to a non-interacting spin-bath, which is considered to be in thermal equilibrium.

We have discretized the time \( t = n \cdot \Delta t \) and applied the Trotter-Suzuki approximation. The environment is modelled with \( n \) \((2n)\) ancilla qubits or one ancilla qubit which was reset \( n \) \((2n)\) times in the one \((two-electron)\) case, respectively. Each ancilla qubit is representing the entire spin bath in thermal equilibrium. [19]

We considered two different couplings to bath qubits. The ZZ coupling leads to a phase damping whereas the XY coupling leads to amplitude damping, giving rise to non-Markovian dynamics of the system. As proposed in Refs. [21, 25, 27], we have implemented our system-bath interaction as 'consecutive collisions’ between system and bath qubits. The system evolves for the small time interval \( \Delta t \) during which it interacts with the bath in thermal equilibrium, with the strength \( g \). After each time step \( n \) we trace out and disregard the bath degrees of freedom. We have started with simulating the system alone. The single electron Rabi oscillations are found to be quantitatively in very good agreement with the theoretical, analytical result. The data of the two-electron dynamics show some deviations from the theoretical curve, but the agreement can be improved with error mitigation techniques. For large \( n \) equivalent to longer circuits the population probabilities thermalize and deviate strongly from the theoretical values. The main errors stem from the CNOT gates and the decay of the \([1]\) state during the calculation and measurement. For small \( n \), we have been able to improve the results by error mitigation, namely zero noise extrapolation as well as with the Ignis package. With the coupling to the bath decoherence and dissipation are introduced. The ZZ coupling to the spin-bath qubit, which leads to decoherence and unital phase damping, evokes damping of the Rabi oscillations and pair oscillation. The experimental data for the two-electron system show an earlier thermalization as predicted by the classical simulation. The XY coupling to the spin-bath qubit leads to dissipation and non-unital amplitude damping so that the system will irreversibly end up in state \([0]\) or \([00]\), respectively. Counteracting is the hopping matrix element which forces the system to go back to the other states. The effective hopping gets small for a large Coulomb interaction so that the dissipative environment in addition to the electronic correlations leads to a fast and irreversible electron-pair transfer.

In summary, we have demonstrated that today’s emerging quantum computing hardware enables well the evaluation of heuristic quantum algorithms for open many-particle systems. To improve the experimental results, we plan to test other error mitigation schemes with hybrid techniques in future studies. We will investigate other environment models and couplings, e.g., ancilla qubits which simulate a bath of harmonic oscillators, a fermionic bath or correlated bath qubits to simulate non-Markovian processes.
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