Nambu-Jona-Lasinio model in a sphere
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We study the chiral phase transition of the two flavor Nambu-Jona-Lasinio (NJL) model in a sphere with the MIT boundary condition. We find that the MIT boundary condition results in much stronger finite size effects than antiperiodic boundary condition. Our work may be helpful to study the finite size effects in heavy-ion collision in a more realistic way.
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I. INTRODUCTION

The finite size effects in Quantum Chromodynamics (QCD) have caused much theoretical interest for more than two decades. The study of finite size effects is important for the high-energy heavy ion collisions (HICs) experiments. It is believed that these experiments could produce the quark-gluon plasma (QGP), a phase of matter believed to exist in the early universe. However, the QGP systems produced by HICs are always in a finite volume. For instance, the sizes of QGP are estimated to be between 2 fm to 10 fm in [1], although the volume of Au-Au and Pb-Pb before freeze-out is about 50 fm³ to 250 fm³ [2, 3]. The finite size effects can modify the phase structure of strong interaction, dislocating critical lines and critical points, and also affect the dynamics of phase transition [1, 4–17]. The finite size effects have been investigated by different methods including chiral perturbation theory [18, 19], quark-meson model [11, 13, 20, 21], Dyson-Schwinger approach [22–25], Polyakov loop extended Nambu-Jona-Lasinio model [26–28] and other non-perturbative renormalization group methods [29]. A review of finite size effects can be found in [30]. In most existing studies of finite size effects in QCD, the systems are usually treated as a box. However, we know that the QGP in HICs is more like a sphere than a box, so for a more realistic calculation, the shape effect should be considered. There are several studies [6, 31–33] treating the system as a sphere, and the MRE method [34] is used. But the MRE method is essentially an approximation method and has some defects. For instance, It normally takes an asymptotic expansion which becomes invalid for very small volume. This limits the studying range of chiral phase transition since generally speaking the chiral symmetry should get restored in a small volume [22, 35]. So we want to find a better method to deal with the finite size effects in a sphere, which is one of the major subjects of this work.

Our method generalizes that dealing with finite size effects in a box, and it works as follows. Usually, we put the system into a box and a spatial boundary condition is required. It results in discretized momenta in the spatial direction. To consider finite size effects, we replace the integral over spatial momenta with a sum over discrete momentum modes. This "brute force method" has no difficulty to be applied for the sphere case, though the calculation is more complex. In this work, we will use this method to study the chiral phase transition of NJL model in a sphere.

This paper is organized as follows: In Section 2, The gap equation of NJL model in a sphere with the MIT boundary condition is derived. The chiral phase transition of the model is presented in Section 3, and a summary is given in Section 4.

II. NJL MODEL IN A SPHERE WITH THE MIT BOUNDARY CONDITION

NJL model is a low energy effective theory of QCD. It has the feature of dynamical chiral symmetry breaking. The Lagrangian of the two flavor NJL model is

\[ \mathcal{L} = \bar{\psi} (i \gamma^\mu \partial_\mu - m) \psi + G [ (\bar{\psi} \psi)^2 + (\bar{\psi} i \gamma^5 \tau \psi)^2], \]

where \( G \) is the effective coupling and \( m \) is the current quark mass. Here we consider up and down quarks with exact isospin symmetry. In the mean field approximation, the gap equation is given as (only consider the Hartree term)

\[ M = m - 2G \langle \bar{\psi} \psi \rangle, \]

At zero temperature, the condensation [36]

\[ \langle \bar{\psi} \psi \rangle = iN_c N_f \int \frac{d^4 p}{(2\pi)^4} \text{tr} S(p), \]

where \( N_c = 3 \) is the number of colors, \( N_f = 2 \) is the number of flavors, and

\[ S(p) = \frac{\hat{p} \cdot M}{p^2 - M^2}. \]
The trace is taken over the Dirac indices. Apply the three momentum cut-off regulation, the gap equation can be finally written as

\[ M = m + 4GN_cN_f \int \frac{d^3\bar{p}}{(2\pi)^3} \frac{M}{E_p}, \]  

where \( \Lambda \) is the cut-off.

Eq. (5) is the usual gap equation of NJL model in infinite volume. For finite size system, it should be modified. As we stated in the Introduction, three momenta will be discretized within a box under antiperiodic boundary condition. For example, the allowed values of momentum modes in a box under antiperiodic boundary condition are

\[ p_{\text{APBC}}^2 = \frac{4\pi^2}{L_j^2} \sum_{i=1}^{3} (n_i + \frac{1}{2})^2, \quad n_i = 0, \pm 1, \pm 2, \ldots \]  

To modify the gap equation, we only need to replace the integral over momentum with a sum over all allowed momentum modes, i.e.

\[ \int \frac{d^3\bar{p}}{(2\pi)^3} \rightarrow \frac{1}{V} \sum_{p_i}. \]  

This replacement has been used in many works, e.g. [1, 25, 29, 37].

Now we want to follow the above procedure to get the gap equation of NJL model in a sphere. First, we should select a proper boundary condition. In the past studies of finite size effects, periodic and antiperiodic boundary conditions are usually selected. However, it’s hard to define periodic and antiperiodic on a sphere. Dirichlet boundary condition can be defined on a sphere, but for fermions, it is too strict and no solution exists [38]. Here we select the MIT boundary condition, first proposed in the MIT bag model [39, 40]. For a sphere, it can be written as

\[-i\hat{r} \cdot \gamma \psi(t, r, \theta, \phi)|_{r=R} = 0, \]  

where \( \hat{r} \) is the unit vector normal to the sphere surface, and \( \gamma = (\gamma^1, \gamma^2, \gamma^3) \). This boundary condition confines the fermions inside the cavity since it forces the normal component of the fermionic current \( \nabla \gamma \psi \) to be zero at the surface of the cavity [39]. We think the MIT boundary condition is more suitable for the finite size effects study in HICs than (anti)periodic boundary conditions for its confinement character. Note the authors of [41] already investigated the NJL model in a cylinder with the MIT boundary condition. Here we investigate the NJL model in a sphere with also the MIT boundary condition.

Once the boundary condition Eq. (8) has been selected, the discrete values of the momentum can be obtained by solving the equation of motion of the NJL model with Eq. (8). The NJL model after mean field approximation can be seen as a model of free particle with mass \( M \), and its equation of motion is the free Dirac equation. Under spherical MIT boundary condition, the allowed momentum values are given by the following eigen-equations [42]

\[ j_l(x) = \frac{-\text{sgn}(\kappa)}{E + M} \hat{J}_x(pR), \]  

where

\[ \kappa = \pm 1, \pm 2, \ldots \]  

and \( j_l(x) \) is the \( l \)-th ordered spherical Bessel function. The \( p \) stands for \( |\bar{p}| \). With the following replacement

\[ \int \frac{d^3\bar{p}}{(2\pi)^3} \rightarrow \frac{1}{2V} \left( \sum_{p_i, \kappa > 0} + \sum_{p_i, \kappa < 0} \right), \]  

we finally get the gap equation of NJL model in a sphere with the MIT boundary condition. The factor 2 in Eq. (10) comes from the nondegeneracy of \( \kappa + -\kappa \) states. The reader can verify this replacement by direct calculation from Eq. (3).

For finite temperature case, the gap equations (consider both Hartree term and Fock term) in infinite space are [36]

\[ M = m + G \left[ N_c N_f + \frac{1}{2} \frac{M}{\pi^2} \right. \times \int_0^\Lambda dE_p p^2 \left( \tanh \frac{1}{2} \beta \omega_p^+ + \tanh \frac{1}{2} \beta \omega_p^- \right) \right. \]  

\[ + G \int_0^\Lambda dE_p p^2 \left( \tanh \frac{1}{2} \beta \omega_p^+ - \tanh \frac{1}{2} \beta \omega_p^- \right) \]  

\[ \mu' = \mu - G \frac{1}{\pi^2} \int_0^\Lambda dE_p p^2 \left( \tanh \frac{1}{2} \beta \omega_p^+ \right) \]  

where \( \omega_p^{\pm} = E_p \pm \mu' \). As before, use the replacement

\[ \int \frac{4\pi p^2 dp}{(2\pi)^3} \rightarrow \frac{1}{2V} \left( \sum_{p_i, \kappa > 0} + \sum_{p_i, \kappa < 0} \right), \]  

we get the gap equation of NJL model at finite temperature in a sphere with the MIT boundary condition.

III. CHIRAL PHASE TRANSITION OF THE NJL MODEL IN A SPHERE

Solving the gap equation Eq. (5) with replacement Eq. (10) at different radius, we can find how the finite size influence the constituent quark mass at zero temperature and chemical potential. It is well known that spontaneous symmetry breaking can only occur in infinitely large systems in principle [35, 43]. So in our cases, we expect the small size will lead to the restoration of chiral symmetry. In fact, the decrease of the volume has a similar effect with the increase of the temperature, so we expect the constituent quark mass will decrease when the volume decreases. Note these statements have been
confirmed in [37, 44]. Our results are qualitatively consistent with theirs, while quantitative different. Fig. 1 presents the constituent quark mass $M$ as a function of the radius $R$ at zero temperature and chemical potential. The parameters are chosen as $m = 5.5$ MeV, $\Lambda = 631$ MeV, $G\Lambda^2 = 2.02$. We find when the radius reaches about 140 fm, the constituent quark mass gets very close to that in an infinite system. That is to say, a system whose size is above 140 fm can be regarded as an infinitely large system. When the radius is smaller than 5 fm, the finite size effect is so strong that the dynamically generated mass $M$ is almost identical to the current quark mass. Compared with the results of the antiperiodic boundary condition in [37], we can see the MIT boundary condition has much stronger finite size effects than antiperiodic boundary condition. In fact, the confinement character of the MIT boundary condition makes it more like the hard wall boundary condition, which restricts the system more compared to the (anti)periodic boundary condition.

To show the influence of the finite size on the chiral phase transition of NJL model, we solve the gap equation Eq. (11) with the replacement Eq. (12). Fig. 2 presents the constituent masses as functions of temperature at zero chemical potential in spheres with different radius. The parameters are chosen as before. We find at the same temperature, the constituent quark mass in small volume is smaller than that in large volume because the finite size partially restores the chiral symmetry. We notice that when the radius gets below around 7 fm, it seems that there is no chiral phase transition, for the finite size effect is too strong. Considering the diameters of the QGP systems to be several fm, the finite size effects would be strong in these systems. This may lead to important consequences, which should be studied carefully in the future.

IV. SUMMARY

In this work, we apply the widely used "brute force method" to study the finite size effects of the NJL model in a sphere with the MIT boundary condition. The chiral phase transition is investigated in this model and our results are qualitatively consistent with [37]. The MIT boundary condition has much stronger finite size effects than (anti)periodic boundary condition. Since we believe the systems we deal with here are more close to the QGP systems in HICs, we think the finite size effects in HICs may be stronger than former estimations, so it deserves careful study in the future.

ACKNOWLEDGEMENTS

This work is supported in part by the National Natural Science Foundation of China (under Grants No. 11475085, No. 11535005, No. 11905104 and No. 11690030) and by Nation Major State Basic Research and Development of China (2016YFE0129300).
[11] J. Braun, B. Klein, and H. J. Pirner, Phys. Rev. D 71, 014032 (2005).
[12] J. Braun, B. Klein, and H. J. Pirner, Phys. Rev. D 72, 034017 (2005).
[13] J. Braun, B. Klein, H.-J. Pirner, and A. H. Rezaeian, Phys. Rev. D 73, 074010 (2006).
[14] N. Yamamoto and T. Kanazawa, Phys. Rev. Lett. 103, 032001 (2009).
[15] L. F. Palhares, E. S. Fraga, and T. Kodama, J. Phys. G: Nucl. Part. Phys. 37, 094031 (2010).
[16] C. Spieles, H. Stöcker, and C. Greiner, Phys. Rev. C 57, 908 (1998).
[17] E. S. Fraga and R. Venugopal, Physica A 345, 121 (2005).
[18] F. Hansen, Nucl. Phys. B 345, 685 (1990).
[19] P. H. Damgaard and H. Fukaya, J. High Energy Phys. 2009, 052 (2009).
[20] G. Colangelo, S. DÄijjr, and C. Haefeli, Nucl. Phys. B 721, 136 (2005).
[21] G. Colangelo, A. Fuhrer, and S. Lanz, Phys. Rev. D 82, 034506 (2010).
[22] J. Luecker, C. S. Fischer, and R. Williams, Phys. Rev. D 81, 094005 (2010).
[23] B.-L. Li, Z.-F. Cui, B.-W. Zhou, S. An, L.-P. Zhang, and H.-S. Zong, Nucl. Phys. B 938, 298 (2019).
[24] C. Shi, W.-B. Jia, A. Sun, L.-P. Zhang, and H.-S. Zong, Chin. Phys. C 42, 023101 (2018).
[25] C. Shi, Y.-H. Xia, W.-B. Jia, and H.-S. Zong, Sci. China Phys. Mech. 61, 082021 (2018).
[26] A. Bhattacharyya, R. Ray, and S. Sur, Phys. Rev. D 91, 051501 (2015).
[27] A. Bhattacharyya, P. Deb, S. K. Ghosh, R. Ray, and S. Sur, Phys. Rev. D 87, 054009 (2013).
[28] Z. Pan, Z.-F. Cui, C.-H. Chang, and H.-S. Zong, Int. J. Phys. A 32, 1750067 (2017).
[29] R.-A. Tripolt, J. Braun, B. Klein, and B.-J. Schaefer, Phys. Rev. D 90, 054012 (2014).
[30] B. Klein, Phys. Rep. 707-708, 1 (2017).
[31] N. Yamamoto and T. Kanazawa, Phys. Rev. D 72, 054009 (2005).
[32] G. Lugones, A. G. Grunfeld, and M. A. Ajmi, Phys. Rev. C 88, 045803 (2013).
[33] Y.-P. Zhao, R.-R. Zhang, H. Zhang, and H.-S. Zong, Chin. Phys. C 43, 063101 (2019).
[34] R. Balian and C. Bloch, Ann. Phys. 60, 401 (1970).
[35] H. Leutwyler and A. Smilga, Phys. Rev. D 46, 5607 (1992).
[36] S. P. Klevansky, Rev. Mod. Phys. 64, 649 (1992).
[37] Q.-W. Wang, Y.-H. Xia, and H.-S. Zong, Mod. Phys. Lett. A 33, 1850232 (2018).
[38] V. Alonso, S. D. Vincenzo, and L. Mondino, Eur. J. Phys. 18, 315 (1997).
[39] A. Chodos, R. L. Jaffe, K. Johnson, C. B. Thorn, and V. F. Weisskopf, Phys. Rev. D 9, 3471 (1974).
[40] A. Chodos, R. L. Jaffe, K. Johnson, and C. B. Thorn, Phys. Rev. D 10, 2599 (1974).
[41] M. N. Chernodub and S. Gongyo, J. High Energy Phys. 2017, 136 (2017).
[42] W. Greiner, S. Schramm, and E. Stein, Quantum Chromodynamics, Third edition (Springer-Verlag, 2007).
[43] S. Weinberg, The quantum theory of fields. Vol. 2: Modern applications (Cambridge University Press, 2013).
[44] Y.-H. Xia, Q.-W. Wang, H.-T. Feng, and H.-S. Zong, Chin. Phys. C 43, 034101 (2019).