A CONSTRAINT GEOMETRY FOR INFERENCE AND INTEGRATION
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Abstract. We use the geometric framework describing gauge theories to enrich our understanding of the principle of maximum entropy, a variational method appearing in statistical inference and the analysis of stochastic dynamical systems. Using the connection on a principal $G$-bundle, the gradient flows found in the calculus of functional optimisation are grounded in a geometric picture of constraint functions interacting with the dynamics of the probabilistic degrees of freedom of the process. From this, we can describe the point of maximum entropy as parallel transport over the state space. A reinterpretation of splitting results in stochastic dynamical systems is also suggested. Beyond stochastic analysis, we indicate a collection of geometric structures surrounding energy-based inference.
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1. Introduction

We still have very little rigorous understanding of the effectiveness of machine intelligence and other complex statistical algorithms [Sej20, LTR17], which seem to compute the solutions to arbitrarily complicated dynamical systems as data-generating processes, without ever taking a single integral. Indeed, the partial differential equations determining the evolution of systems with probabilistic degrees of freedom are often non-linear, non-stationary, or otherwise difficult to handle analytically. Such algorithms instead take inspiration from variational calculus, approaching these problems by inducing a gradient flow on some functional of the state of the system. For many problems, this procedure is either constructed tautologically—the functional extremised is some metric on the solution space, yielding the distance between a given solution and a solution known to have desired properties—or, maps onto an underlying principle, like the minimisation of the kinetic action [LeC88], the maximisation of entropy [Jay57], or the extremisation of other energy functionals [Fri19]. The principle of maximum entropy is particularly interesting, because several other statistical methods are cases of maximum entropy under individual
constraints \cite{LCH07}, and maximising entropy is able to produce exact solutions to an enormous range of processes \cite{PGLD13b}.

Whilst these variational methods are powerful, this is apparently where the analogy between inference and functional optimisation ends: much of statistical inference is, at the moment, not properly functional analysis, and relies on simpler techniques from multivariable differential calculus like backpropagation. Some other insight must be needed to make sense of the success of these frameworks. Taking the dynamical view of inference, wherein we can consider the act of characterising a process as solving some kind of differential equation, builds a bridge from the purely analytic view to a complementary geometric view. The idea of state spaces with non-trivial potential functions—and dynamics in such spaces—leads us straight to gauge theory. The success of gauge theory as a physical device is unparalleled; physically, gauge symmetries often unify several different phenomena in a theory into a single, coherent, descriptive law or equation \cite{Wit18}, and can be used to describe much of the known universe. Mathematically, the geometry behind gauge theory has become an ideal mathematical language in which to describe the dynamics of physical fields. Gauge theories use generalisations of dynamical systems rooted in geometry, like the covariant derivative or the equivalence principle, to relate dynamics in a space to the structure of the space \cite{Nak03, Ble81}. The variational principles involved in this geometric approach extend the gradient flows already in use throughout statistical inference and PDE analysis, as in the study of geodesics of pseudo-Riemannian manifolds in general relativity. Moreover, relying on sections and the geometry of tangent vector fields removes troublesome analytic elements, like the exact equations of motion generating the field.

The incorporation of physical information about the inference process introduces some extra structure to the state space, in terms of a prior specification of what states are acceptable. Taking highly constrained states as unlikely to be sampled, this naturally shapes the variational dynamics of inference as it solves a PDE for the probability density over states. We provide some geometric preliminaries, and then apply the indicated gauge-theoretic insights to determine how maximum entropy—and inference more generally—operate in the state space of a process. In Theorem 2 we identify a gauge symmetry in maximum entropy, explaining a more general observation (put forth in Theorem 1) that the stationary point of the entropy functional appears to describe a surface on which parallel transport is performed. This naturally occurs on horizontal level sets of the surface, and indeed, these curves are horizontal lifts of the integral curves of the kernel of a local gauge field (given as a pullback connection one-form). Theorem 3 is the main result of this paper, which states that finding the probability density associated to some stochastic dynamical system is equivalent to solving a much simpler, linear problem describing the geometry of the surface we identify as the probability density, as it is determined by a constraining potential function. Some elementary knowledge of both gauge theory and statistical inference is assumed.

2. Preliminaries

We speak—somewhat informally—of an object field, or an object-valued field theory, as a continuous (at minimum) function of an $n$-dimensional input space, assigning values of some object to a base space. For instance, a quantum field theory is a field of quantum states for a particular sort of particle over space-time. A field theory typically consists of the object field, as well as other important data about the field’s behaviour, like the action.
A field configuration is a particular set of states instantiating the abstract field. Later, we will refer to this as a choice of section. The configuration of a physical field arises from an action functional, whose extremal points lead to the equations of motion for the state of the field. This functional is typically a full physical characterisation of a field.

Physically, a gauge theory is a field theory with a free choice of ‘gauge,’ a quantity which comprises an arbitrary degree of freedom in the theory [RW02]. If the action, or the variation of the action, is invariant under the value of any such gauge, then many distinct field configurations may be action-wise equivalent; hence, functionally and physically, there is no difference between these configurations. Whilst the action is invariant, the field itself is typically covariant, meaning it couples to the gauge function such that they change together. Such a redundancy in the theory—that is, physically equivalent fields which have redundant individual descriptions, all of whom are related by gauge transformations—arises from a local symmetry of the action.

Let $X$ be a smooth manifold of dimension $n$. We also equip $X$ with an atlas $\mathcal{U} = \{(U_\alpha, \psi_\alpha) : \alpha \in I\}$ of local patches. For brevity, we denote a coordinate in any such patch by $x$, which is generically a point $\psi_\alpha(\xi) \in \mathbb{R}^n$; it refers to a vector of pulled back coordinate functions $[x^1(\psi_\alpha \circ \xi), \ldots, x^n(\psi_\alpha \circ \xi)]$ at some point $\xi \in X$ contained in the patch. Gauge theory occurs in a principal $G$-bundle over $X$, denoted by $P \xrightarrow{\pi_P} X$. This is a fibre bundle with base $X$ wherein the typical fibre is isomorphic to a Lie group $G$, and there is a right action of $G$ on the total space $P$. Let $F$ be a vector space over a field $K$. There is, in general, a vector bundle $E$ associated to $P$, such that each fibre $E_x$ is a vector space with a symmetry $G \times F \rightarrow F$. The bundle $P \times_G F$, which is what we denote by $E$, can be constructed by the quotient

$$P \times F / G$$

which takes coordinates $(p, f)$ and assigns each to an equivalence class such that $(pg, f) = (pg^{-1}f)$. In other words, these are orbits of $G$.

An $F$-valued field is an $F$-valued function, $f : U_\alpha \rightarrow F$, extended over the input space $X$. Taking a section $s : U_\alpha \rightarrow E$, $x \mapsto (x, f(x))$, we have a function whose image is valued in $F$; hence, a field is given by a local section of $E$. By construction, each such pair is a point in $E$ associated to a set of group elements, representing the equivalence class $[s(x), \sigma(x)]$ for $\sigma : U_\alpha \rightarrow P$. Such a vector bundle has structure group $G$ but typical fibre $F$, and thus records a space which is invariant under the action of a faithful, linear representation of $G$—that is, the transition functions re-framing a local section are $G$-valued. Taking the isomorphism on fibres induced by $\sigma : U_\alpha \rightarrow P$ leads us to the previous function $s : U_\alpha \rightarrow F$, coupling the field to the gauge potential. Suppose the group $G$—identically, $P_x$—is a symmetry group of some action functional. Then, as a $g$-valued function on points $x \in X$, a choice of gauge is a choice of (usually local) section.

On any manifold $M$, including the total space of a fibre bundle, there exists a bundle of fibres consisting of all the tangent vectors to a point on $M$. This vector bundle, $TM$, has fibres $T_mM$ with elements $v(m)$, such that a section $M \rightarrow TM$ is a vector field $(m, v(m))$. The same is true of $P$, in that there is a bundle $TP$ with tangent vectors $v(p) \in T_pP$. A choice of a codimension one horizontal tangent space, such that $T_pP$ consists of two complementary subspaces $V_pP$ and $H_pP$, is known as a connection. The connection itself is a one-form $\omega_p$ projecting tangent vectors into $V_pP$, such that $H_pP$ is given by $\ker(\omega_p)$. The vertical tangent space $V_pP$ can be intuited as coinciding with the fibre sticking up from the base; indeed, the fact that the fundamental vector field at $p$ generated by elements of
the Lie algebra is contained in $G = P_x$ is important for the definition of the connection. The horizontal space $H_pP$, on the other hand, can be thought of as a space from which we generate vector fields on the base manifold, given by the kernel of $\omega$. In particular, the splitting of the tangent space into vertical and horizontal components is such that any individual vector $v(p) \in T_pP$ decomposes into

$$v(p) = \omega_p(v(p)) + v^H(p)$$

where $v^H(p)$ is a horizontal lift of a vector $v(x) \in T_{\pi(p)}X$—that is, a lift of some vector on the base below the point in question. This isomorphism arises from the splitting of the Atiyah sequence

$$0 \to VP \to TP \to \pi^*_pTX \to 0$$

by $TP \cong VP \oplus HP$, leading to a connection on the left and a lift on the right.\footnote{By exactness, $VP$ embeds into $TP$ and is then sent to zero to get the horizontal subbundle; indeed, $VP$ is the kernel of the horizontal projection map in $TP$. The pullback bundle $\pi^*_pTX$ associates to points in $P$ tangent vectors on $X$, such that the fibre and the vector share the same base point $x$ and the lifted vector is parallel to the vector on the base—that is, they both point in a horizontal ‘direction.’ Specifying an isomorphism between the pullback bundle and the horizontal tangent space is the element of choice present.} Likewise, the identification of the vertical component of the vector with the fibre means all that is left in the vector is parallel to the underlying vector, and placed up along the fibre by a choice of vertical component.

This suggest the first item of interest: the existence of a gauge symmetry implies a particular geometry on the tangent space, thus affecting the possible dynamics on $X$. As was noted, a free choice of gauge becomes a choice of local section $\sigma : U_\alpha \to P$, and the local gauge field on $X$, in fact a covector field, induced by the gauge potential is the pullback $\sigma^*\omega$. The gauge field itself has the interpretation of an internal potential field that a field interacts with, guiding its dynamics under any such choice of gauge (see, for instance, the exposition in [BS07] or [BH11]). The connection on the principal bundle leads to an idea of parallel transport, which is the movement of a point along a curve such that the tangent vector to the curve is horizontal. That is, the tangent vectors along the curve do not themselves curve, transporting themselves parallel to tangent vectors along curves in the base. Moreover, parallel transport follows the connection by virtue of staying in $H_pP$. In this context, a connection can be regarded as a potential function, in that it gives us a choice of what counts as a horizontal tangent vector—and thus, a specification of what sort of velocity field a path in $P$ (or in $E$ via the covariant derivative) obeys. Thus, the parallel transportation of a curve along a section is really parallel on the connection. As such, parallel transport solves for the dynamics of a particle obeying a gauge potential.

The induction of a covariant derivative of sections on $E$—a section that follows the geometry of the principal bundle, such that the integral curves of the resulting vector field are geodesics with respect to some potential generating the geometry—is equivalent to a linear dynamical system. Observe the following: for a parallel section,

$$(d + \omega)s(T) = 0.$$  

In other words, the derivative of a section follows the negative connection form exactly. From the perspective of the covariant derivative, the connection form is a correction term that keeps track of the varying choice of gauge across $x$ points. Since the connection is also roughly like the gradient of the potential, this can be seen as a generalisation of a
A dynamical system, $\dot{s} = -\nabla F$. In fact, if the Lie algebra in which $\omega$ is valued consists of matrices, we have the system of ODEs

$$d^j_i(T) = -\omega^j_i(T)s$$

for any directional vector $T$. Parallel transport is always the solution to this equation, no matter how complicated the potential identified with $\omega$ is, so long as $\omega$ has zero curvature—that is, its kernel contains all horizontal vectors, such that $E$ admits a covariantly constant section. It says how the integral curves of the covariant derivative should look, and under the above identification, gives the dynamics of a system following the potential it is subject to, as it is reflected in a deformation of the geometry guiding that solution. This is the key to the results presented here.

Using the objects defined here, we will build inference as a geometric theory of probabilistic dynamics.

### 3. Stochastic dynamical systems maximise their entropy

When we talk about a process, we generally refer abstractly to a function which produces a set of objects indexed by some input argument. A field theory is a process, by definition of a section. Let $X$ be the state space of some process. Also, let $\varphi : X \to X$ be a one-parameter subgroup of diffeomorphisms of $X$, i.e, a path consisting of $x$-coordinates indexed by some variable $t$ corresponding to the solution of a dynamical system. We will generally refer to the process by looking purely at its image, which is one such curve—that is, we forget the abstract map generating the trajectory, and just look at the sequence of states. This is akin to identifying a section $s$ with its image $f(x)$. Under this approach, a useful intuitive picture of a dynamical system is like a marble rolling about in its state space. We can forget about the system itself, and instantiate it in $X$—in other words, the existence of so-called ‘generalised coordinates’ induces a sort of isomorphism between dynamics valued in a space of states, and dynamics situated in a space of states. This is also true of parallel transport as the generator of a horizontal lift.

**Definition 1.** A dynamical system is a pair $(\varphi_0, v)$, or, a tangent vector field $v$ with an integral curve satisfying an initial condition $\varphi_0$. The solution to the dynamical system, $\varphi$, is this integral curve.

The geometric view of a dynamical system is essentially that of a flow through some tangent vector field; a dynamical system is thus a differential equation of some character (possibly noisy or non-linear) whose solution is a list of $x$ values (states, or outputs) parameterised by some variable $t$ (an input). When said informally, we will sometimes identify ‘dynamical system’ with the solution $\varphi$. When our system possesses one-dimensional orbits, or trajectories, it can be described as a path in the state space. The solution to the system is thus a subgroup of the group of diffeomorphisms $X$ under composition, parameterised by $t$, which was our function $\varphi$. This curve—the solution to the dynamical system—describes a process which generates the dynamics observed. Taking a random process, where any particular state $\varphi_t$ comprising a solution is generated under some noisy dynamics, statistical inference can be characterised as a process which attempts to determine the probability measure over the state space. Thus, in estimating the probability of observing any particular state, we naturally solve the associated deterministic dynamical system for $\partial_t p$. This is what constitutes learning or inferring the process generating some observed states.
Definition 2. Let \( \gamma(x,t) \), denoted \( \gamma_t \) for brevity, be an \( X \)-valued random variable satisfying some stochastic differential equation, with labelled instances \( \gamma_t = x_t \). Moreover, let the process in question generating \( \gamma_t \) be stationary, such that \( \gamma_t \) is distributed like \( p(x) \) for every \( t \), and let \( J : X \to \mathbb{R} \) be a scalar measurable function. The Shannon entropy is the action functional

\[
S[p; J] = -\int_X \ln\{p(x)\}p(x)\,dx - \sum_k \lambda_k \left( \int_X J_k(x)p(x)\,dx - C_k \right),
\]

where any \( C_k = \mathbb{E}[J_k(\gamma_t)] \) such that the final term is zero.

Without loss of generality, we typically write \( \lambda J \) for a linear combination of constraint functions, \( \sum_k \lambda_k J_k \). We have denoted this integral and the function \( J \) as being over \( X \), but will no longer do this to emphasise that both are local objects existing on an arbitrary patch on \( X \).

The stationary point of this functional given a particular choice of \( J \) can be found by the variation of (2), which is simply the Euler-Lagrange equation

\[
\frac{\partial}{\partial p(x)} ( -\ln\{p(x)\}p(x) - \lambda J(x)p(x) ) = 0.
\]

This yields the solution \( \exp\{-\lambda J(x)\} \) in general. Various well-known results in the analysis of PDEs elaborate on how the gradient flow maximising constrained entropy is the Fokker-Planck equation—that is, \( \exp\{-\lambda J(x)\} \) is also the stationary solution to diffusion in a potential \( J(x) \), whose dynamics describe the maximisation of entropy [JKO98, MV00]. Here, \( \lambda \) is a Lagrange multiplier, which we consider an arbitrary degree of freedom in the remainder of this paper. In that \( \lambda \) is a force field enforcing the constraint, it can be handled as an effective field to be integrated out or neglected; it is certainly the case that solving for \( \lambda \) merely gives constants, such as the partition function, or other parameters controlling the shape of the distribution at a finer level than just the constraint function.

The statistician’s view of maximum entropy is generally that a constraint plays the role of a specification of the moments of a probability density \( p \), in that we directly ask that the expectation of some quantity \( J \) with respect to \( p \) is some fixed quantity \( C \) [PGLD13b]. If \( J(x) = x \) or \( J(x) = x^2 \), then the interpretation is even more obvious: placing a constraint is demanding that, whatever density is produced, it must have a mean (variance, respectively) of \( C \). In a sense, this shapes the distribution by changing the statistics of possible samples \( a \ priori \). Taking the view of an optimisation theorist, meanwhile, the constraint is something like a penalty term that changes the point at which the maximum of \( S \) occurs. Convex duality dictates that maximising constrained entropy is equivalent (under constraint qualification conditions) to maximising entropy on a constrained set of allowable \( p(x) \)’s [BGW09]. The introduction of this penalty is exhibited by changing \( -\ln\{p(x)\} = 0 \) to \( -\ln\{p(x)\} = \lambda J(x) \), in turn changing the possible landscape of solutions to the minimisation of \( S \)—and indeed, directly changing the solution to the Euler-Lagrange equations. Let \( H[p] \) be the entropy functional. For a vector field on the space of solutions \( p(x; J) \) to the variation of (2), the existence of a constraint level set \( \mathbb{E}[J] = C \) demands that at some point \( p(x; J) \),

\[
\nabla H[p] = \lambda \nabla \mathbb{E}[J],
\]

which returns

\[
-\ln\{p(x)\} = \lambda J(x)
\]
for the gradient in $L_2(dP)$. This reflects that $\lambda$ is merely a velocity function on the curve, or, a non-singular transformation scaling the tangent vectors in the aforementioned vector field.

Interestingly, $J(x)$ itself can be read as a penalty on states $x$: the idea of setting a constraint function is that the mean of that function is some desired quantity, which admits a post hoc interpretation of penalising states $x$ for whom $J(x)$ is too far from that mean. This can be simplified to say that the probability of a state is weighted in direct proportion to $-J(x)$, up to composition with some other function that ensures strict positivity whilst still respecting the inversion induced by the problem. The canonical choice of such a function is the exponential function, due to its well-known qualities as a group homomorphism—in particular, that it takes additive inverses to multiplicative inverses. Thus, we have justified the solution $\exp\{-J(x)\}$ backwards. The point of this paper is, in some sense, to see how instructive this geometric view of constraint functions can be.

4. On the parallel transport of probability

The key motivation for the approach in this paper is twofold: that there ought to be a duality between deformations of the geometry of a state space and constraints on the dynamics in that state space, in such a way that maximum entropy translates between these two viewpoints—and moreover, that maximum entropy describes a density consisting of ‘particles’ moving in the presence of a gauge field. Thus, much like parallel transport gives fields as horizontal lifts of paths on space-time into the total space of the bundle contingent on a chosen gauge field, maximising entropy to build a probability density should be described equivalently by transporting probability over states in parallel fashion.

The latter point is exemplified in the following more general observation: the point in the space of probability densities where entropy is at its maximum is the density corresponding to parallel transport on contour lines of the function $J$.

**Theorem 1.** Parallel transport occurs at maximum entropy, which solves the stationary Fokker-Planck equation directly.

**Proof.** Suppose we choose a constraint function $J$ and define a connection one-form $dJ = \partial_i J(x)\,dx^i$, whose kernel is a distribution with integral curves $J(x^1,\ldots,x^n) = c$. The Euler-Lagrange equation satisfying $\arg\min_p[S]$ is (3),

$$-\ln\{p(x)\} - \lambda J(x) = 0,$$

which is equivalent to the integral of (1), the ODE for parallel transport along any such level set of $J$:

$$\frac{d}{dx} \ln\{p(x)\} = -\frac{d}{dx}\lambda J(x) dp(x) = -\lambda \partial_i J(x)\,dx^i p(x).$$

Now, in the standard basis of $\mathbb{R}^n$, we get the classic ODE

$$\partial_i p(x) = -\lambda \partial_i J(x)p(x).$$

By the gradient theorem, this equation integrates a stationary Fokker-Planck equation with potential $J(x)$ and vector field $-\partial_i J(x)$; its own integral, and thus the solution to the Fokker-Planck equation, is (3).
This theorem gives a straightforward analytic reason for the equivalence of the solutions to parallel transport and maximum entropy, as well as the exponential form of those solutions. Indeed, the gradient flow maximising $S$ famously gives the stationary solution to the Fokker-Planck equation—however, the connection to an ODE whose integral curves generate level sets of the probability density has not previously appeared in the literature. Conversely, this result privileges the Shannon entropy as a ‘canonical’ choice of entropy functional, in that at the stationary point of the Shannon entropy, parallel transport occurs; this is clearly not true of functionals like the Tsallis entropy.

Remark 1. Despite the similarity between the gradient of (3) in Theorem 1 and the variation of (2), this is evidently a coincidence: building a density as a surface consisting of integral curves of an involutive distribution is a purely local construction, exists in a state space and not a space of probabilities, and can be constructed for any $p$, whether or not $S[p; J]$ is extremal. The underlying principle—that constraining the shape of the surface $(x, p(x))$ defining our density is implemented in the same way as placing constraints on the point $p(x)$ at which entropy is maximised—explains this coincidence. Gauge symmetries and parallel transport have both appeared in previous work on statistical inference [Ama01, SF17] and statistical physics [Pol12]. These results, which are of independent interest, focus all the same on the dynamical aspects of flows—as opposed to the idea of covariance with constraints at the point of maximum entropy, a key difference between the constructions.

Theorem 1 is, however, naïve as written. The claim is only true if $J$ indeed has the interpretation of a connection in some bundle to which $p$ lifts, such that (3) truly corresponds to the solution of the parallel transport ODE. This is where having a geometric interpretation of maximum entropy would be useful.

An ideal geometric framework is gauge theory, for its stated dynamical aspects. Given we are agnostic to the solution of the field equation arising from the variation of (2), and given maximising constrained entropy is the same as maximising unconstrained entropy on a constraint manifold—here, a level set $E[J(\gamma_0)] = C$ through the space of probability densities—there is a suggestion of the constraints being redundant. Indeed, referring to (2), the action is written explicitly in such a way that the constraints zero out and $S[p] = S[p; J]$. Despite this apparent redundancy, the choice of gauge does change the solution to the maximisation of $S$; thus, the constraints resemble a choice of gauge coupling to a covariant ‘matter field,’ $p(x)$. In this framework, we can also define a transformation rule for $p(x)$, deriving from a change in constraints. This redistributes the probability mass away from constrained regions, by acting on $p(x)$ with an exponential function. The result is consistent with re-maximising entropy under $J'$, or identically, changing the penalty on subsets of the support of $p(x)$.

In the following theorem, we show invariance under an initial choice of $J$ and any such change in gauge explicitly.

**Theorem 2.** The maximum entropy action couples entropy to constraints such that the action is gauge invariant.

**Proof.** Consider (2). Choose an arbitrary constraint function $J$, and set $C = 0$ without loss of generality. We will show there is a gauge symmetry in maximum entropy, expressed by the invariance of $S$ under the transformation $p(x) \mapsto \exp\{-\lambda J'(x)\}p(x)$, and the resultant
change to $\lambda J'(x) + \lambda J(x)$. These give

$$S[p'; J'] = -\int \ln\{e^{-\lambda J'(x)}p(x)\}e^{-\lambda J'(x)}p(x)\,dx - \int (\lambda J'(x) + \lambda J(x))e^{-\lambda J'(x)}p(x)\,dx$$

for $S$. A brief calculation shows the Lagrangian

$$L = -\ln\{e^{-\lambda J'(x)}p(x)\}e^{-\lambda J'(x)}p(x) - (\lambda J'(x) + \lambda J(x))e^{-\lambda J'(x)}p(x)$$

simplifies to

$$L = (\lambda J'(x) - \ln\{p(x)\})e^{-\lambda J'(x)}p(x) + ( - \lambda J'(x) - \lambda J(x))e^{-\lambda J'(x)}p(x)$$

(4) $$= ( - \ln\{p(x)\} - \lambda J(x))e^{-\lambda J'(x)}p(x),$$

the variation of which yields

$$( - \ln\{p(x)\} - \lambda J(x))e^{-\lambda J'(x)} = 0.$$ 

Since $\exp\{f(x)\} \leq 0$ would imply $f(x) \leq \ln\{0\}$, we have $\exp\{f(x)\} > 0$ for all real-valued $f(x)$. Thus, the above equation holds only when

$$- \ln\{p(x)\} - \lambda J(x) = 0,$$

and as such, $S[p'; J']$ has the same root as $S[p; J]$. In new coordinates

$$p'(x) = \exp\{-\lambda J'(x)\}p(x),$$

the variation of (4) is

$$- \ln\{p(x)\} - \lambda J(x) = 0,$$

which is again identical to (3). Hence $S[p'; J']$ has the same root as $S[p; J]$ in both coordinate systems. \qed

Treating data with maximum entropy demands a specific set of constraints, but much like a gauge theory, it is not initially apparent that any such constraint matters—the initial choice of constraints was completely arbitrary, and could have just as well been an unconstrained problem with $J$ being the constant function equal to zero. Likewise, the transformation is a change in the choice of constraints to something just as arbitrary. Again, like a gauge theory, we generally fix a constraint (especially ‘at runtime,’ that is, in (3) by choosing a particular $J$ function) and calculate a gauge covariant field equation—but, we want to have the flexibility to treat other constraints as equally valid in general, especially re-parameterisations of a fixed constraint. This is a generalisation of previous coordinate invariance arguments due to Jaynes, an essential part of Shore and Johnson’s later axiom scheme for maximum entropy inference (see [PGLD13b] for a review). Likewise, the redundancy of constraints enables us to do away with them; as such, we can use the entropy functional both before and after maximisation [PGLD13a, PGLD15] and still get meaningful results about a system (in the latter case, this yields thermodynamical quantities).

Since the free choice of gauge is formally a choice of section to a principal $G$-bundle with a $G$-equivariant associated vector bundle, we show the existence of both to introduce the geometric material we will leverage.

**Definition 3.** Let $\mathbb{R}_{>0}$ denote the set of strictly positive real numbers. We define $\text{Exp}^\times$ as a closed submanifold of $\mathbb{R}$ consisting of elements $\exp\{q\}$ for some $q \in \mathbb{R}$, whose image is in bijection with $\mathbb{R}_{>0}$. It is easily verified that $\text{Exp}^\times$ is closed under multiplication, has a multiplicative identity and inverses, and, that this multiplication commutes. The
homomorphism $\exp\{q' + q\} = \exp\{q'\} \exp\{q\}$ thus defines $\text{Exp}^x$ as an abelian Lie subgroup of $(GL(1, \mathbb{R}))$, the multiplicative group of non-zero real numbers. Taking exponentiation in $\mathbb{R}$, then by general properties of the exponential map—namely, that $\exp(G) = G$—the Lie algebra of $\text{Exp}^x$ is isomorphic to $\mathbb{R}$.

**Proposition 1.** There exists a real line bundle $E$ with section $s : x \mapsto (x, p(x))$ associated to the principal $\text{Exp}^x$-bundle $P$ with section $\sigma : x \mapsto (x, e^{J(x)})$ such that $E$ is a representation of $\text{Exp}^x$.

**Proof.** We construct both objects explicitly. Take an open cover of $X$ and an intersection $U_{ij} = U_i \cap U_j$ containing a point $x$. Suppose that, on any $x \in X$, there exists a function $\exp\{J(x)\}$. There are two local sections in a neighbourhood around $x$, identified with functions $\exp\{J(x)\}_i$ and $\exp\{J(x)\}_j$. It follows by construction that these are related by a left action of some $\text{Exp}^x$ element, such that transition functions on $X$ are valued in $\text{Exp}^x$. Thus, there is a fibre isomorphic to $\text{Exp}^x$ over any point in $X$, defining a fibre bundle $P \xrightarrow{\pi} X$. Defining a commuting right action of $\text{Exp}^x$ on the total space $P$, we take $\text{Exp}^x$ as the structure group of a principal $\text{Exp}^x$-bundle over $X$. Now, let $p : X \rightarrow \mathbb{R}$ and identify $s$ with $p$ as above. Suppose that there is a real vector bundle with a section that transforms $\text{Exp}^x$-equivariantly under $\exp\{J(x)\}p(x)$. This is the identity representation of $\text{Exp}^x$ such that $E \xrightarrow{\pi_E} X$ is associated to $\text{Exp}^x$. The action given is that of a transition function for $p$ under the change in section $e^{J(x)}p(x)$, defining a probability density with a new set of constraints. By the fibre bundle construction theorem, $E$ is a vector bundle associated to $P$. \qed

Note the obviously gauge-theoretic structure above: an arbitrary choice of probability density is possible (invariance), with a change in the density given by a corresponding change in the constraint (covariance). Likewise, a space which carries a representation of a Lie group generally has symmetry at the level of the space of solutions, but not for any particular solution. It is for this reason that principal and associated bundles are the natural mathematical language for gauge theory.

**Proposition 2.** The vector of partial derivatives of $J$ comprise the coefficients of a gauge field.

**Proof.** Choose a coordinate chart for some neighbourhood of $X$, and let $\sigma : x \mapsto (x, g(x))$ be a local section $U \rightarrow P$. The pullback connection $\sigma^*\omega$ is a one-form $\Gamma(TU) \rightarrow T_xG$, that is, a Lie algebra-valued one-form on tangent vectors on the base. The pullback of $\omega$ is $A + g^{-1}dg$, an arbitrary one-form $A$ added to the Maurer-Cartan form $g^{-1}dg$. Set $A = 0$ and observe that $\exp\{-J(x)\}d\exp\{J(x)\} = \partial_i J(x) dx^i$. The coefficients of this particular one-form are the components of $\nabla J$ in the standard basis of $T\mathbb{R}^n$. \qed

The Maurer-Cartan form for $J$ is the choice of connection we will employ throughout the paper. Thus, from here on we understand $\sigma^*\omega = dJ$ whenever we write either. The exactness condition on the connection is important, as we will see in the following two corollaries of Proposition 2:

**Corollary 1.** Both bundles are flat and admit a covariantly constant section.

**Proof.** Following Proposition 2, we have $dJ$ for our connection one-form. Since this form is exact and is $\mathbb{R}$-valued, $d(dJ) + dJ \wedge dJ = 0$, implying the connection is flat. On a line
bundle, a flat connection $A$ written locally as $d + \alpha$ has a nowhere vanishing parallel section if and only if $\alpha$ is exact. Proposition 2 gives the desired result. □

**Corollary 2.** The contour lines of $J$ are integral curves of the vector field $\ker(\sigma^* \omega)$.

*Proof.* Since the connection one-form is flat and is the exterior derivative of $J$, the horizontal distribution given by its kernel is involutive and its integral curves are level sets $J(x) = c$. □

In particular, a consequence of Corollaries 1 and 2 is that parallel transport has a unique solution.

**Remark 2.** Corollary 2 is essential, since it tells us that the horizontal lifts that build our density are lifts of the contour lines of the surface $J$ as if they were projected down to $X$. This horizontal lift is identically parallel transport with respect to the gauge field, and also has the interpretation of weighting a state’s probability inversely to the constraint on sampling that state. Viewing a constrained weighting as a constrained lift, we can appeal to the fact that the exponential function we compose $J$ with is simply the strictly positive function that preserves inverses (see the homomorphism given in Definition 3), making it a canonical choice for such a weighting. It moreover has the interpretation of a parallel transport map giving the horizontal lifts of the referenced contour lines.

We have previously mentioned that the gauge field determines the configuration of the gauge potential, and the dynamics of particles relative to the gauge potential are given by parallel transport along this connection. It follows that lifts which obey the connection are given by parallel transport. We denote the pullback of a connection by a local section using the local form $A \in \Omega^1(U; g)$ for brevity. Suppose a particle moves along space-time on a path $\phi$, and the connection along this path is given by the pre-composition $\phi^* A = A(\phi)$. For an abelian group $G$, the vector space isomorphism $g \sim T_e G$, and a local connection one-form $A$, the movement of a particle $\epsilon$ with initial state $(x_0, g(x_0) = g_0)$ through a gauge potential is given by the parallel transport equation

$$\text{tra}(\epsilon) = \exp \left\{ - \int_{[0,1]} \phi^* A \right\}.$$ 

This is a geodesic curve in the fibres, following $A$ exactly, whose end-point is a horizontal lift $g(x_f)$ of $x_f$, parallel to the path in the base.

**Proposition 3.** Setting $\sigma^* \omega = g^{-1} \text{dg}$ yields $\exp\{J(x)\}$ for $\text{tra} : \tilde{\varphi}(x_0) \mapsto \tilde{\varphi}(x)$.

*Proof.* Let $\varphi : I \to X$ be a parameterised curve in $X$. For the map $\text{tra}(\epsilon)$ transporting an object along the lift of the path $\varphi$, we have

$$\exp \left\{ - \int_I \varphi^* A \right\}.$$ 

Under our gauge, and by properties of the pullback, we have

$$- \int_{\varphi(0)}^{\varphi(1)} g^{-1} \text{dg} = - \int_{x_0}^{x} e^{-\lambda J(x)} \partial_i \lambda J(x) e^{\lambda J(x)} \text{d}x^i.$$ 

Since this form is exact, the transport of a point above $x_0$ to a point above $x$ in parallel fashion is

$$\exp\{-\lambda J(x)\} \exp\{-\lambda J(x_0)\}.$$
As such, points on the surface parameterised by \((x, p(x))\) taken as end-points of some horizontal lift are given by \(\exp\{-\lambda J(x)\}\).

The claim is that taking \(J\) as a gauge symmetry and asking that the probability of states obeys \(J\) is asking that a point of probability, \(p(x)\), transports itself over \(X\) according to the constraints. To say that the flows or trajectories given by a horizontal lift—formally, lines on a surface of interest—follow the connection can be visualised as these lines evolving along the density and direction of the level sets of \(J\), which themselves indicate how preferable a state is. To maximise entropy is to obey the information contained in the constraints on states. Note that maximum entropy assumes the generating process for states is stationary.

The flow being referred to is not a description of the change in time, but roughly the change in state space, of the probability density resulting from \(J\).

This recovers the integrability result hinted at in Theorem 1—one can imagine transporting some initial point \(p(x)\) parallel to the contour lines given by the constraints, such that finding \(p(x)\) is reduced to solving a linear equation describing the particular spatial shape of the density. That is, we take the probability density as a surface of dimension \(\dim(X)\) embedded in the total space of \(E\) by the section \(s : x \mapsto (x, p(x))\), which consists of integral curves of a tangent vector field to that surface. This vector field is given by the horizontal tangent subbundle, such that the probability density consists of horizontal lifts of contour lines of the pullback one-form. Whilst verbose, the geometry is simple; contrast this with solving a PDE for diffusion in a potential by actually calculating the double integral we have avoided, and the advantage is obvious. There is a very direct sense in which we offload the complexity into the form of the differential operator \(\omega\), but as this is a linear operator, that complexity can be circumvented by the general solution to matrix differential equations. As mentioned, parallel transport is the solution to this system. This is a similar trick to reducing a PDE to a one-parameter linear differential equation (by, for instance, the method of characteristics), found in elementary PDE analysis.

**Example 1.** Here we provide a worked example, namely, that of quadratic constraints on a two-dimensional real base. Let \(\exp\{\lambda J\} : X \rightarrow \mathbb{R}\) correspond to the section
\[(x, y) \mapsto (x, y, \exp\{x^2 + y^2\}).\]

The pullback connection has as components the two-dimensional tangent vector field consisting of vectors \((2x, 2y)\). Under a change in constraint, we have demonstrated this transforms like \(A_i \mapsto A_i + \partial_i J(x, y) \, dx^i\), which adds the derivative of each vector component to the original connection. One can easily verify that this returns the connection of a new section. By Proposition 3, parallel transportation along this connection leads to—when we include a normalisation constraint and solve for its Lagrange multiplier—a two-dimensional Gaussian probability density centred at zero,
\[Z^{-1} \exp\{-x^2 - y^2\}.\]

Likewise, the kernel of \(\sigma^* \omega = 2x \, dz + 2y \, dy\) is the distribution on \(\mathbb{R}^2 \setminus \{0\}\) generated by \(-2y \partial_x + 2x \partial_y\) and \(2y \partial_x - 2x \partial_y\), which has integral curves \(x^2 + y^2 = c\). When the pullback to the base is lifted into \(E\), these integral curves are horizontal circles along which transport is parallel. Once more, this ultimately formalises the statement that the likelihood of a state is weighted by the constraints in a very specific fashion that determines how probability is placed over \(X\). Each lift comprising the density is a horizontal level set of equiprobable states, which assemble into a surface by homotopy.
With that example being stated, we provide a theorem tying together all the results so far.

**Theorem 3.** Maximum entropy inference arises from a constraint geometry on the state space, induced by the coupling of \( p(x) \) to \( J(x) \) in the field-theoretic sense.

**Proof.** We recall Theorem 1, which established that, when \( J \) is a connection, the stationary point of \( S[p; J] \) is equivalent to parallel transport with respect to \( J \). By Theorem 2, \( J \) is a gauge field for the action \( S : \Gamma(E) \to \mathbb{R} \), with the interpretation of a pullback connection one-form on a principal \( G \)-bundle associated to \( E \) by Proposition 2. By Corollary 2, this connection admits integral curves \( J(x) = c \), whose horizontal lifts are given by the parallel transport map \( \exp\{-\lambda J(x)\} \). Since the constraints specified are holonomic, the integral curve of any vector field in the distribution is the solution to a constrained equation of motion in the state space, whose lift gives the probability of observing any state along that curve. Thus it is the case that maximising entropy builds a probability distribution by horizontally lifting contour lines of the pullback connection, such that the integral curves of the evolution of points \( p(x) \) are horizontal paths on a surface implicitly described by \((x, p(x))\).

\[ \square \]

In effect, we have shown that maximising entropy lifts a sampling process in \( X \) to a space of probabilities \( E \), constrained by the connection. This is the main result of the paper.

5. **Consequences for statistical inference and physics**

We have made a somewhat bold claim in these results, which is that, in some sense, gauge theory is the ‘right’ way of thinking about statistical inference. To summarise, we have viewed a probability density as a surface consisting of integral curves (and their respective \( n \)-dimensional generalisations) whose corresponding tangent vector fields are given by the distribution \( \text{ker}(\sigma^*\omega) \), or, the horizontal tangent space of \( P \) pulled back to \( X \). That this arises from a principal \( G \)-bundle with a connection form coupling to the covariant derivative on \( E \) arises from the gauge-invariant nature of \( S \) as a functional on field configurations \( p \), and is reflected in the fact that the stationary point of \( S \) with a fixed constraint \( J \) is parallel transport with respect to \( J \). This further reflects that the shape of this density is dictated by the geometry induced by the constraints, as in a matter field coupled to a gauge field. Indeed, the characterisation of the principle of maximum entropy as lifting integral curves of the constraint distribution reveals the very point of constrained maximum entropy: all we need to do to solve a problem is characterise it with a set of constraints, and then a simple horizontal lift gives us the sought probability density \( p(x) \). Since we know the function \( J \) \textit{a priori} and \( dJ \) is exact, these integral curves are easy to find; moreover, the lift is given by parallel transport, a linear problem whose solution exists uniquely and non-perturbatively.

Recall that, for an exact form \( \sigma^*\omega = df \) and a metric on \( X \), the vector field dual to \( \sigma^*\omega \) is the gradient of \( f \)—a field of vectors perpendicular to the vectors tangent to the contour lines of \( f \). Indeed, these are lines for which the covector field \( \sigma^*\omega \) is a linear approximation at each point. We can sketch an immediate consequence of the gauge-theoretic aspects of these results, for a class of inference algorithm that does estimation: crossing contour lines introduces a climbing component to the flow, which is given by non-zero vertical components of the vectors tangent to that flow. Moreover, this results in a splitting of the
diffusion dynamics sampling from that density into two components, one vertical, and one horizontal.

**Proposition 4.** *Maximising likelihood is charged flow.*

**Proof.** By definition of parallel transport, horizontal flows are along lifts of paths $J(x) = c$, such that tangent vectors to these flows are horizontal. As a result, each horizontal lift is a non-empty locus of points $x$ of equal probability $\exp\{-J(x)\} = \exp\{-c\}$. Since maximising probability is equivalent to decreasing the value of level sets of $J(x)$, any such flow is not along a horizontal lift. Resultantly, the tangent vectors to any such flow have non-zero vertical component. A gradient climbing flow on $(x, p(x))$ is thus equivalent to a gauge force acting on that flow. □

In this sense, the geodesic curvatures of paths on the surface $(x, J(x))$, which encode the gauge force acting on paths on $(x, p(x))$, can be understood as facilitating the convergence of paths to areas of high probability. This suggests the curvature of the constraint surface as an important quantity to understand dynamics under a fixed choice of gauge. Indeed, when a vertical flow can be characterised by the change in the gradient dual to $dJ$, we ought to be able to derive information about the dynamics of paths in $X$ and $E$.

Interestingly, decompositions of this type—having gradient flow and circulatory components—are known to exist for non-equilibrium steady state systems, having invariant measures that break detailed balance [Gra77, Ao04, Qia13, Fri19, BDCF+22]. More generally, the combination of dissipative and conservative flows characterises any invariant measure of Gibbs-type [BTB+21]. These results extend this characterisation of measure-preserving diffusion to a gauge-theoretic framework. In Remark 1, we discussed how this construction focusses on a stationary solution to the Fokker-Planck equation, as opposed to previous results that concern flows on a statistical manifold or non-equilibrium steady states with fluxes. Even given this key difference, there is some clearly non-trivial convergence of our results with previous work. In particular, [Pol12] derives a similar invariance for $p(x)$ as we have here, in an effort to understand constraints on non-equilibrium processes. Likewise, [Gra77]—which is the genesis of the class of decomposition cited above—derives a remarkably similar result to ours that resembles parallel transport. In fact, this is determined using a covariance argument under changes in coordinates—but not a gauge symmetry, explicitly. Hence, our results appear to generalise certain ideas in statistical physics in a way which is compatible with older results in the literature. A more complete account of this splitting will appear in forthcoming work.

It is evident that solving the Fokker-Planck equation via the maximisation of entropy relies on parallel transport dynamics in ‘particle’ space. Looking forward, a critical future direction would be to extend this work to dynamics in ‘distributional’ space, to discover new geometric characterisations of dynamics in non-equilibrium regimes. Connections to existing frameworks on statistical manifolds, or processes that learn the statistics of a target stationary density, could be accommodated by such a generalisation.

Lastly, the formulation of constraints as sections of a principal bundle also allows attractive generalisations to more complicated inference algorithms, which may use high-dimensional or tensorial constraints, rather than scalar reward functions.

**References**

[Amari01] Shun-ichi Amari. Information geometry on hierarchy of probability distributions. *IEEE Transactions on Information Theory*, 47(5):1701–1711, 2001.
[Ao04] Ping Ao. Potential in stochastic differential equations: novel construction. *Journal of Physics A: Mathematical and General*, 37(3):L25, 2004.

[BDCF+22] Alessandro Barp, Lancelot Da Costa, Guilherme França, Karl J Friston, Mark Girolami, Michael I Jordan, and Grigorios A Pavliotis. Geometric methods for sampling, optimisation, inference and adaptive agents. 2022. Preprint arXiv:2203.10592.

[BGW09] Radu Ioan Bot, Sorin-Mihai Grad, and Gert Wanka. *Duality in Vector Optimization*. Springer, first edition, 2009.

[BH11] John C Baez and John Huerta. An invitation to higher gauge theory. *General Relativity and Gravitation*, 43(9):2335–2392, 2011.

[Ble81] David D Bleecker. *Gauge Theory and Variational Principles*. Global analysis. Addison-Wesley, 1981.

[BS07] John C Baez and Urs Schreiber. Higher gauge theory. In Alexei Davydov, Michael Batanin, Michael Johnson, Stephen Lack, and Amnon Neeman, editors, *Categories in Algebra, Geometry and Mathematical Physics: Conference and Workshop in Honor of Ross Street’s 60th Birthday, July 11–16/July 18–21, 2005*, number 431 in Contemporary Mathematics, pages 7–30, Providence RI, 2007. American Mathematical Society.

[BTB+21] Alessandro Barp, So Takao, Michael Betancourt, Alexis Arnaudon, and Mark Girolami. A unifying and canonical description of measure-preserving diffusions. 2021. Preprint arXiv:2105.02845.

[Fri19] Karl J Friston. A free energy principle for a particular physics. 2019. Preprint arXiv:1906.10184.

[Gra77] Robert Graham. Covariant formulation of non-equilibrium statistical thermodynamics. *Zeitschrift für Physik B Condensed Matter*, 26(4):397–405, 1977.

[Jay57] Edwin T Jaynes. Information theory and statistical mechanics. *Physical Review*, 106(4):620–630, 1957.

[JKO98] Richard Jordan, David Kinderlehrer, and Felix Otto. The variational formulation of the Fokker-Planck equation. *SIAM Journal on Mathematical Analysis*, 29(1):1–17, 1998.

[LCH+07] Yann LeCun, Sumit Chopra, Raia Hadsell, Marc Aurelio Ranzato, and Fu Jie Huang. A tutorial on energy-based learning. In Gökhan Bakir, Thomas Hofmann, Bernhard Schölkopf, Alexander J Smola, Ben Taskar, and S V N Vishwanathan, editors, *Predicting Structured Data*. MIT Press, 2007.

[LeC88] Yann LeCun. A theoretical framework for back-propagation. In David Touretzky, Geoffrey Hinton, and Terrence Sejnowski, editors, *Proceedings of the 1988 Connectionist Models Summer School, CMU, Pittsburg, PA*, pages 21–28. Morgan Kaufmann, 1988.

[LTR17] Henry W Lin, Max Tegmark, and David Rolnick. Why does deep and cheap learning work so well? *Journal of Statistical Physics*, 168(6):1223–1247, 2017.

[MV00] Peter A Markowich and Cédric Villani. On the trend to equilibrium for the Fokker-Planck equation: An interplay between physics and functional analysis. *Matemática Contemporânea (SBM)*, 19:1–29, 2000.

[Nak03] Mikio Nakahara. *Geometry, Topology and Physics*. Graduate student series in physics. Taylor & Francis, second edition, 2003.

[PGLD13a] Steve Pressé, Kingshuk Ghosh, Julian Lee, and Ken A Dill. Nonadditive entropies yield probability distributions with biases not warranted by the data. *Physical Review Letters*, 111(18):180604, 2013.

[PGLD13b] Steve Pressé, Kingshuk Ghosh, Julian Lee, and Ken A Dill. Principles of maximum entropy and maximum caliber in statistical physics. *Reviews of Modern Physics*, 85(3):1115–1141, 2013.

[PGLD15] Steve Pressé, Kingshuk Ghosh, Julian Lee, and Ken A Dill. Reply to C Tsallis’ conceptual inadequacy of the Shore and Johnson axioms for wide classes of complex systems. *Entropy*, 17(7):5043–5046, 2015.

[Pol12] Matteo Polettini. Nonequilibrium thermodynamics as a gauge theory. *EPL (Europhysics Letters)*, 97(3):30003, 2012.

[Qia13] Hong Qian. A decomposition of irreversible diffusion processes without detailed balance. *Journal of Mathematical Physics*, 54(5):053302, 2013.

[RW02] Valery Rubakov and Stephen S Wilson. *Classical Theory of Gauge Fields*. Princeton University Press, 2002.
[Sej20] Terrence J Sejnowski. The unreasonable effectiveness of deep learning in artificial intelligence. *Proceedings of the National Academy of Sciences*, 117(48):30033–30038, 2020.

[SF17] Biswa Sengupta and Karl J Friston. Approximate Bayesian inference as a gauge theory. 2017. Preprint arXiv:1705.06614.

[Wit18] Edward Witten. Symmetry and emergence. *Nature Physics*, 14(2):116–119, 2018.

DEPARTMENT OF MATHEMATICS, DEPARTMENT OF PHYSICS AND ASTRONOMY, STONY BROOK UNIVERSITY, STONY BROOK, NY, USA, 11794-3651

VERSES RESEARCH LAB AND SPATIAL WEB FOUNDATION, LOS ANGELES, CA, USA, 90016

Email address: dalton.sakthivadivel@stonybrook.edu

URL: https://darsakthi.github.io