Theory of overparametrization in quantum neural networks
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The prospect of achieving quantum advantage with Quantum Neural Networks (QNNs) is exciting. Understanding how QNN properties (e.g., the number of parameters $M$) affect the loss landscape is crucial to the design of scalable QNN architectures. Here, we rigorously analyze the overparametrization phenomenon in QNNs with periodic structure. We define overparametrization as the regime where the QNN has more than a critical number of parameters $M_c$ that allows it to explore all relevant directions in state space. Our main results show that the dimension of the Lie algebra obtained from the generators of the QNN is an upper bound for $M_c$, and for the maximal rank that the quantum Fisher information and Hessian matrices can reach. Underparametrized QNNs have spurious local minima in the loss landscape that start disappearing when $M \geq M_c$. Thus, the overparametrization onset corresponds to a computational phase transition where the QNN trainability is greatly improved by a more favorable landscape. We then connect the notion of overparametrization to the QNN capacity, so that when a QNN is overparametrized, its capacity achieves its maximum possible value. We run numerical simulations for eigensolver, compilation, and autoencoding applications to showcase the overparametrization computational phase transition. We note that our results also apply to variational quantum algorithms and quantum optimal control.

I. INTRODUCTION

The development of Neural Networks (NNs) and Machine Learning (ML) is one of the greatest scientific revolutions of the twentieth century. Traditionally, computers were explicitly programmed to solve a task, so that a user-created code would take an input and produce a desired output. In ML, however, one follows a fundamentally different approach. Here, a computer is trained to learn from data, with the goal that it can accurately solve the problem when presented with new and previously unseen cases [1]. Currently, ML is used in virtually all areas of science, with applications such as drug discovery [2], new materials exploration [3], and self-driving cars [4].

Despite their tremendous success, training NNs is a difficult task that has even been shown to be NP-hard [5–7]. Thus, finding ways to improve the NNs trainability and generalization capacity has always been a coveted goal. Towards this end, one of the most surprising phenomena in ML is that of overparametrization. Here, one trains a NN with a capacity larger than that which is necessary to represent the distribution of the training data [8]. Usually, this implies having a number of parameters in the NN that is much larger than the number of training points [9]. Naively, one could expect that a model with a large capacity would have training difficulties and also have overfitting (poor generalization). However, overparametrizing a NN can improve its performance and reduce its training and generalization errors [9–13], and even lead to provable convergence results [14, 15].

The advent of quantum computers [16, 17] has brought a tremendous interest in using these devices for data science. Here, researchers have embedded ML into the framework of quantum mechanics, with the new, generalized theory being called Quantum Machine Learning (QML) [18–20]. With QML, the end goal is not formal generalization but rather to exploit entanglement and superposition to achieve a quantum advantage [21–24], that is, to solve the problem more efficiently than any classical algorithm run on a classical supercomputer.

Naturally, as a generalized theory, QML has the potential to exhibit many of the issues and phenomena exhibited by (classical) ML. For instance, like the classical case, it has been shown that training QML models is NP-hard [25]. Since a QML model may consist of a data embedding followed by a parametrized quantum circuit that is often called a Quantum Neural Network (QNN), its training requires optimizing the QNN’s parameters [20, 26–29]. Recently, much effort has gone towards developing so-called Quantum Landscape Theory [30], which studies the prop-
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properties of QML loss function landscapes. Indeed, there are results analyzing the presence of sub-optimal local minima [31, 32], the existence of barren plateaus [33–44], and how quantum noise affects the loss landscape [45–49].

Similar to classical NNs, some examples of QNNs that exhibit overparametrization have been constructed [32, 50–55]. Some of these works have heuristically shown that increasing the number of parameters in the QNN can improve its trainability and lead to faster convergence. However, there is still need for a detailed theoretical analysis of this overparametrization phenomenon. Understanding overparametrization is crucial for Quantum Landscape Theory and for engineering QNNs to enhance their trainability.

In this work we provide a theoretical framework for the overparametrization of QNNs. Our main results indicate that, for a general type of periodic-structured QNNs, one can reach an overparametrized regime by increasing the number of parameters past some threshold critical value $M_c$ (see Fig. 1(a)). Moreover, we prove that $M_c$ is related to the dimension of the Dynamical Lie Algebra (DLA) [56, 57] associated with the generators of the QNN.

We here define overparametrization as the QNN having enough parameters so that the quantum Fisher information matrix saturates its achievable rank. In this case, one can explore all relevant directions in the state space by varying the QNN parameters. We then relate this notion of overparametrization to different measures of the model’s capacity [24, 58], so that a model is overparametrized when its capacity is saturated. Then, as shown in Fig. 1(b), our results have direct implications in understanding why overparametrization can improve the model’s trainability, as the overparametrization onset corresponds to a computational phase transition [52]. We verify our theoretical results by performing numerical simulations. In all cases, we find the predicted computational phase transition, where the success probability of solving the optimization problem is greatly increased after a critical number of parameters.

These results provide theoretical grounds for recent observations of the overparametrization phenomenon in QML [50, 52, 59]. Moreover, our theorems have direct consequences for the field of quantum optimal control [60–63].

II. RESULTS

A. Quantum Neural Networks

Quantum Neural Networks (QNNs) [18–20] employ parametrized quantum circuits to allow for task-oriented programming of quantum computers. Here, one encodes the problem of interest in a loss function $\mathcal{L}(\theta)$, whose minima correspond to the task’s solution. Using data from a training dataset $\mathcal{S}$ composed of quantum states $|\psi_{\mu}\rangle \in \mathcal{S}$, one optimizes the QNN parameters to solve the problem

$$\theta_* = \arg\min_\theta \mathcal{L}(\theta).$$

Measurements on a quantum computer assist in estimating the loss function (or its gradients), while a classical optimizer is used to update the parameters and solve Eq. (1). This hybrid scheme allows the QML model to access the exponentially large dimension of the Hilbert space, with the hope that if the whole process is hard to classically simulate, then a quantum advantage could be achieved [22, 64, 65].

We consider the case when the QNN is a parametrized
Figure 2. Relevant mathematical spaces for QNNs. QNNs employ a set of $M$ trainable parameters $\theta \in \mathbb{R}^M$, which live in parameter space. The QNN itself is represented by a $d$-dimensional unitary $U(\theta)$, which lives in unitary space. An exemplary form of $U(\theta)$ is that of Eq. (2), where the set of unitaries depends on the dynamical Lie algebra $\mathfrak{g}$, which in turn is obtained from the set of generators $\mathcal{G}$ in Definition 1. In most QML applications, the QNN acts on an input state $|\psi_\mu\rangle$ from a training set. Thus, the set of reachable unitaries of the ansatz translates into a set of reachable states in the Hilbert space $\mathcal{H}$. Finally, by performing measurements on a quantum computer one estimates the loss function or its gradient. This information is then used to navigate through the loss function landscape $\mathcal{L}(\theta)$. Understanding the connections between these mathematical spaces is fundamental for the theory of quantum landscapes.

quantum circuit $U(\theta)$ that acts on the quantum states in the training set as $U(\theta)|\psi_\mu\rangle$. Here, $U(\theta)$ has an $L$-layered periodic structure of the form

$$U(\theta) = \prod_{l=1}^L U_l(\theta), \quad U_l(\theta_l) = \prod_{k=1}^K e^{-i\theta_{l_k} H_k},$$  (2)

where the index $l$ indicates the layer, and the index $k$ spans the traceless Hermitian operators $H_k$ that generate the unitaries in the ansatz. Moreover, $\theta_l = (\theta_{l1}, \ldots, \theta_{lK})$ are the parameters in a single layer, and $\theta = (\theta_1, \ldots, \theta_L)$ denotes the set of $M = K \cdot L$ trainable parameters in the QNN.

As discussed in [37], Eq. (2) contains as special cases the hardware-efficient ansatz [66], quantum alternating operator ansatz (QAOA) [67, 68], Adaptive QAOA [69], Hamiltonian Variational Ansatz (HVA) [70], and Quantum Optimal Control Ansatz [71], among others [54]. As we discuss in the Methods section, due to the close connection between training a parametrized quantum circuit and the control pulses used to evolved a quantum state in a quantum optimal control protocol, all the results derived hereon can be directly applied to the field of quantum optimal control.

B. Quantum Landscape Theory

The usefulness of a QNN for a given task hinges on several factors. First and foremost, it is crucial that a solution (or a good approximation to it) actually exists within the ansatz. Then, even if that solution exists, one must be able to find the associated optimal parameters. The goals of Quantum Landscape Theory are to study properties of the QML loss landscape, how they emerge, and how they affect the optimization process. Here we recall the basic theoretical framework of Quantum Landscape Theory.

First, we note that there are several aspects of the problem that play a key role in how the loss function landscape arises. Specifically, as shown in Fig. 2, $\theta$ is a vector in $\mathbb{R}^M$, and each set of parameters corresponds to a unitary $U(\theta)$ in the unitary group $\mathcal{U}(d)$ of degree $d$. Then, one applies the unitary $U(\theta)$ to an $n$-qubit input state $|\psi_\mu\rangle$ (from the dataset $S$) in a Hilbert space $\mathcal{H}$ of dimension $d = 2^n$. Finally, the loss function value $\mathcal{L}(\theta) \in \mathbb{R}$ is determined by performing measurements over the states $U(\theta)|\psi_\mu\rangle$. In this sense, the action of the QML model arises from the composition of the following three maps:

$$\mathbb{R}^M \to \mathcal{U}(d) \to \mathcal{H} \to \mathbb{R}.$$  (3)

Since the landscape is essentially the collection of values obtained at the end of the maps in Eq. (3), understanding each step of this process is crucial to understanding the properties of the landscape.

Let us consider the first map in Eq. (3), i.e., the map between the space of parameters and the unitary group. It has been shown that the unitaries generated by the ansatz in Eq. (2) are characterized via the so-called Dynamical Lie Algebra (DLA) [56, 57]. Specifically, consider the following definition.

**Definition 1** (Set of generators $\mathcal{G}$). Consider a parametrized quantum circuit of the form (2). The set
of generators $G = \{H_k\}_{k=1}^K$ is defined as the set (of size $|G| = K$) of the Hermitian operators that generate the unitaries in a single layer of $U(\theta)$.

Then, the DLA is defined as follows.

**Definition 2 (Dynamical Lie Algebra (DLA)).** Consider a set of generators $\mathcal{G}$ according to Definition 1. The DLA $\mathfrak{g}$ is generated by repeated nested commutators of the operators in $\mathcal{G}$. That is,

$$\mathfrak{g} = \text{span}\langle iH_1, \ldots, iH_K \rangle_{\text{Lie}},$$

where $\langle S \rangle_{\text{Lie}}$ denotes the Lie closure, i.e., the set obtained by repeatedly taking the commutator of the elements in $S$.

Recall that the set of reachable unitaries $\{U(\theta)\}_\theta \subseteq \mathcal{G} \subseteq SU(d)$ obtained from arbitrary choices of $\theta$ forms itself a Lie group, known as the dynamical Lie group $\mathcal{G}$. Then, we note that $\mathcal{G}$ is fully obtained from the DLA as $\mathcal{G} = e^{\mathfrak{g}} [37, 72]$. We refer the reader to the Methods section for some intuitive understanding on the role of the DLA.

Here, we should remark that the optimal choice of ansatz (or equivalently, the best choice of generators) for a given task is still an open question. While a natural choice would (or equivalently, the best choice of generators) for a given task is still an open question. While a natural choice would be to use a QNN that is as expressive as possible [73], it has been shown that such choice can lead to trainability issues such as barren plateaus [33, 37, 38].

We can now analyze the second map in Eq. (3), i.e., the map leading to quantum states in a Hilbert space. Given the fact that $\mathfrak{g}$ determines the set of reachable unitaries, and recalling that the QNN acts on the states $|\psi_\mu\rangle$ in the training set $S$ as $U(\theta)|\psi_\mu\rangle$, then the set of reachable states (i.e., the orbit) is, in turn, also directly determined by the DLA. We note that in many cases the set of generators can have symmetries, in which case the DLA is of the form $\mathfrak{g} = \bigoplus \mathfrak{g}_\nu$. Here, $\nu$ is an index over the invariant subspaces. The states in the training set need not respect some, or any, of the symmetries of the QNN. In this work, we consider the case where the states in the training set respect some of the symmetries, and we denote as $\mathfrak{g}_S$ the DLA associated with the symmetries preserved by the states in $S$. The limiting case when the states in $S$ break all symmetries in the ansatz (or when the ansatz has no symmetries) corresponds to $\mathfrak{g}_S = \mathfrak{g}$.

Here, one can study the set of reachable states through the action of $U(\theta)$ on $|\psi_\mu\rangle$ as follows. Given a set of parameters $\theta$ and an infinitesimal perturbation $\delta$ (possibly obtained from some update rule), it is useful to quantify the distance $D$ between the quantum states $|\psi_\mu(\theta)\rangle = U(\theta)|\psi_\mu\rangle$ and $|\psi_\mu(\theta + \delta)\rangle = U(\theta + \delta)|\psi_\mu\rangle$. The second-order Taylor expansion of $D$ is given by the Fubini-Study metric [74, 75] as

$$D(|\psi_\mu(\theta)\rangle, |\psi_\mu(\theta + \delta)\rangle) = \frac{1}{2} \delta^T \cdot F_\mu(\theta) \cdot \delta.$$  \hspace{1cm} (5)

Here, $F_\mu(\theta)$ is the Quantum Fisher Information Matrix (QFIM) for the state $|\psi_\mu\rangle$. The QFIM is an $M \times M$ matrix whose elements are [76]

$$[F_\mu(\theta)]_{ij} = 4\text{Re}[(\partial_i \psi_\mu(\theta)) (\partial_j \psi_\mu(\theta)) - (\partial_i \psi_\mu(\theta)) (\partial_j \psi_\mu(\theta)) - (\partial_i \psi_\mu(\theta)) (\partial_j \psi_\mu(\theta))].$$  \hspace{1cm} (6)

where $|\partial_i \psi_\mu(\theta)\rangle = \partial_i |\psi_\mu(\theta)\rangle / \partial \theta_i = \partial_i |\psi_\mu(\theta)\rangle$ for $\theta_i \in \theta$. The QFIM plays a crucial role in imaginary time evolution algorithms [77], and in quantum-aware optimizers such as the quantum natural gradient descent [78–81]. Moreover, we recall that the rank of the QFIM quantifies the number of independent directions in state space that can be explored by making an infinitesimal change in $\theta$.

Finally, consider the third map in Eq. (3), i.e., the map leading to the loss function value. Similar to how the QFIM is related to the changes in state space arising by a change in the parameters, one can also quantify how much the loss function value changes by a small parameter update. In this case, one can study the curvature of the loss landscape via the Hessian matrix $\nabla^2 L(\theta)$, an $M \times M$ matrix whose elements are defined as

$$[\nabla^2 L(\theta)]_{ij} = \partial_i \partial_j L(\theta).$$  \hspace{1cm} (7)

Evaluating the gradient and the Hessian at a given point allows one to construct a quadratic model of the loss function, with the Hessian eigenvectors associated with positive (negative) eigenvalues determining directions of positive (negative) curvature. Thus, the rank of $\nabla^2 L(\theta)$ is related to the number of directions that lead to (second order) changes in the loss, as a zero-valued eigenvalue indicates a zero-curvature flat direction. We finally note that the Hessian has been used to characterize the loss landscapes of variational quantum algorithms [42, 82–84].

**C. Theoretical Results**

Here we present our main results, where we rigorously analyze the overparametrization phenomenon in QNNs. Our results prove that: 1) there exists a critical number of parameters $M_c$ needed to overparametrize a QNN, and 2) that $M_c$, and the onset of overparametrization, can be related to the dimension of the associated DLA. The proofs of our main results are sketched in the Methods section and formally derived in the Supplementary Information. For our main results in Theorem 1 and Theorem 2, we make no assumption on the loss function other than the QNN acting on the states $|\psi_\mu\rangle$ in the training set $S$ as $U(\theta)|\psi_\mu\rangle$ and that the loss is estimated via measurements on these evolved states. Then, for Theorem 3 we consider special cases of such loss functions.
First, consider the following definition.

**Definition 3** (Overparametrization). A QNN is said to be overparametrized if the number of parameters $M$ is such that the QFI matrices, for all the states in the training set, simultaneously saturate their achievable rank $R_\mu$ at least in one point of the loss landscape. That is, if increasing the number of parameters past some minimal (critical) value $M_c$ does not further increase the rank of any QFIM:

$$\max_{M > M_c, \theta} \text{rank}[F_\mu(\theta)] = R_\mu. \quad (8)$$

In the Methods section we give additional motivation for this definition, as well as present an equivalent definition that further highlights the geometrical nature of the overparametrization phenomenon.

According to Definition 3, when the QNN is overparametrized, one can explore all relevant and independent directions in the state space by changing the parameters of the ansatz. Evidently, since the rank of the QFIM is at most equal to $M$, then Definition 3 implies that $M_c$ must be such that $M_c \geq \max_\mu R_\mu$. We also remark that the overparametrization is here defined for the QFIM ranks to be equal to $R_\mu$ on a single point in the landscape. In principle, the QFIM could achieve its maximum rank in a given point, and not in others. However, as we numerically verify (see Supplementary Information), at the overparametrization onset the QFIM saturates its rank almost everywhere in the landscape simultaneously. Here, increasing the number of parameters will not further increase the number of accessible directions in state space. However, it can still be beneficial to add more parameters as this will lead to global minima with higher degeneracy [46, 62, 63, 85].

In light of Definition 3, overparametrization has implications for the trainability of the QNN parameters. If the QNN is underparametrized, the loss landscape can exhibit spurious, or false, local minima [86–89]. However, by increasing the number of parameters and overparametrizing the QNN, one can explore more directions in state space, and hence the optimizer is able to escape these false minima. As such, crossing the overparametrization threshold can be considered as a computational phase transition [52] where a more favorable landscape ameliorates the optimization.

Then, our first main result to understand how overparametrization can improve the trainability is as follows.

**Theorem 1.** For each state $|\psi_\mu\rangle$ in the training set $S$, the maximum rank $R_\mu$ of its associated QFIM (defined in Eq. (6)) is upper bounded as

$$R_\mu \leq \dim(g_S). \quad (9)$$

We remark that $\dim(g_S) \leq \dim(g)$, and hence $\dim(g)$ also upper bounds $R_\mu$. Theorem 1 shows that, at most, the QNN can explore $\dim(g_S)$ relevant and independent directions in the state space. And thus, a sufficient condition for overparametrization is that

$$M \geq \dim(g_S). \quad (10)$$

Note here that the number of parameters for overparametrization depends on the data in $S$ and on the set of generators $G$. The latter implies that: 1) Different ansatzes for the QNN can be overparametrized for different depths even when using the same dataset, 2) The same QNN ansatz can reach overparametrization for different depths when used for two different datasets.

Then, as shown in the numerical results below, in many cases the QNN is found to be overparametrized when

$$M \sim \dim(g_S). \quad (11)$$

Evidently, $M$ in Eq. (11) can be intractable for ansatzes where $\dim(g_S) \in \mathcal{O}(b^n)$ with $b > 1$ (e.g. controllable systems [37]). More promising, however, are QNNs where $\dim(g_S) \in \mathcal{O}(\text{poly}(n))$, as here the QNN can be overparametrized for a number of parameters $M \in \mathcal{O}(\text{poly}(n))$. Below we show examples of ansatzes that can achieve overparametrization with polynomially deep circuits.

Here we note that Definition 3 allows us to connect the notion of overparametrization to that of the QNN’s capacity. We recall that the capacity (or power) of a QNN quantifies the breadth of functions that it can capture [90]. While there is no unique definition of capacity, we here consider two definitions for the so-called effective quantum dimension, which measures the power of the QNN. First, following [58], we can define the average effective quantum dimension of a QNN:

$$D_1(\theta) = \mathbb{E} \left[ \sum_{i=1}^{M} \mathcal{I}(\lambda_i^\mu(\theta)) \right], \quad (12)$$

where $\lambda_i^\mu(\theta)$ are the eigenvalues of the QFIM for the state $|\psi_\mu\rangle$, and where $\mathcal{I}(x) = 0$ for $x = 0$, and $\mathcal{I}(x) = 1$ for $x \neq 1$. Here the expectation value is taken over the probability distribution that samples input states from the dataset. The second definition follows from [24]. In the $n \to \infty$ limit, the effective quantum dimension of [24] converges to

$$D_2 = \max_\theta \left( \text{rank} \left[ \tilde{F}(\theta) \right] \right), \quad (13)$$

where $\tilde{F}(\theta)$ is the classical Fisher Information matrix obtained as

$$\tilde{F}(\theta) = \mathbb{E} \left[ \frac{\partial \log(p(\langle \psi_\mu \rangle, y_\mu; \theta))}{\partial \theta} \frac{\partial \log(p(\langle \psi_\mu \rangle, y_\mu; \theta))}{\partial \theta}^T \right]. \quad (14)$$
Here, \( p(\psi, y; \theta) \), describes the joint relationship between an input \( |\psi\rangle \) and an output \( y \) of the QNN. In addition, the expectation value is taken over the probability distribution that samples input states from the dataset.

Then, the following theorem holds.

**Theorem 2.** The model capacity, as quantified by the effective dimensions of Eqs. (12) or (13), is upper bounded as

\[
D_1(\theta) \leq \dim(g_S), \quad D_2 \leq \dim(g_S).
\]

Moreover, when the QNN is overparametrized according to Definition 3, \( D_1(\theta) \) achieves its maximum value on at least one point of the landscape.

Theorem 2 provides an operational meaning to the overparametrization definition in terms of the model’s capacity. Specifically, the onset of the overparametrization arises when the model’s capacity in Eq. (12) can get saturated. Moreover, we here see that increasing the number of parameters can never increase the model capacity beyond \( \dim(g_S) \).

Note that Definition 3 relates the overparametrization phenomenon with the rank of the QFIM and the possibility of exploring all relevant directions in the state space. One can also relate the notion of overparametrization with the rank of the Hessian and the relevant directions in the loss function landscape. Consider the case when the loss function is of the form

\[
\mathcal{L}(\theta) = \sum_{|\psi_\mu\rangle \in S} c_\mu \text{Tr}\left[U(\theta)|\psi_\mu\rangle \langle \psi_\mu|U^\dagger(\theta)O\right],
\]

where \( c_\mu \) are real coefficients associated with each state \( |\psi_\mu\rangle \) in \( S \), and where \( O \) is a Hermitian operator. Such loss functions arise for supervised quantum machine learning [43, 44, 91], autoencoding [92], principal component analysis [93–95], dynamical simulation [96–99], and, more generally, for variational quantum algorithms [20, 100]. Then, the following theorem holds.

**Theorem 3.** Let \( \nabla^2 \mathcal{L}(\theta_*) \) be the Hessian for a loss function of the form of Eq. (16) evaluated at the optimal set of parameters \( \theta_* \). Then, its rank is upper bounded as

\[
\text{rank}[\nabla^2 \mathcal{L}(\theta_*)] \leq \min\{\dim(g_S), 2dr - r^2 - r\},
\]

where \( r = \min\{\text{rank}[\sum_\mu c_\mu |\psi_\mu\rangle \langle \psi_\mu|], \text{rank}[O]\} \), and \( d \) is the Hilbert space dimension.

Theorem 3 shows that the maximum number of relevant directions around the global minima of the optimization problem is always smaller than \( \dim(g_S) \). Here, we again numerically find that in the overparametrization regime adding more parameters only adds zero-valued eigenvalues to the Hessian. We finally remark that Theorem 3 imposes a maximal rank on the Hessian when evaluated at the solution, but in general the Hessian can have a rank larger than \( \dim(g_S) \) at other points in the landscape.

Note that in principle one can define overparametrization as the rank of the Hessian being saturated at the solution. However, as discussed in the Methods, this definition could have potential issues.

### D. Numerical Results

Here we numerically illustrate the overparametrization phenomenon and the associated computational phase transition. We consider three different optimization tasks: the Variational Quantum Eigensolver (VQE), unitary compilation, and quantum autoencoding. We note that the overparametrization phenomenon has been empirically observed for the first two tasks respectively in [50, 59] and [52]. The simulations were performed with the open-source library Qibo [101, 102], and the details can be found in the Supplemental Information.

#### 1. Variational Quantum Eigensolver

First, we use the VQE algorithm [103–105] to minimize the loss function

\[
E(\theta) = \langle \psi(\theta)|H_{\text{TFIM}}|\psi(\theta)\rangle,
\]

and find the ground state of the Hamiltonian of the transverse field Ising model \( H_{\text{TFIM}} \). Here, \( |\psi(\theta)\rangle = U(\theta) |+\rangle^\otimes n \) and \( H_{\text{TFIM}} = -\sum_{i=1}^n \sigma_i^x \sigma_{i+1}^x - h \sum_{i=1}^n \sigma_i^z \), where \( \sigma_i^\mu \) denotes the \( \mu \)-Pauli matrix (with \( \mu = x, z \)) acting on qubit \( i \), and \( h \) is the strength of the transverse field. We set \( h = 1 \) and consider both open (\( n_f = n - 1 \)) and closed (\( n_f = n \)) boundary conditions. In the latter, \( \sigma_{n+1}^x = \sigma_1^x \). We employ a Hamiltonian variational ansatz for the QNN [50, 70]. This ansatz has two parameters per layer and is precisely of the form in (2) (see Methods for a detailed description of the ansatz).

As shown in [37], the dimension of the DLA associated with the ansatz is given by [106]

\[
\text{dim}(g_S^{\text{closed}}) = \frac{3}{2} n^2, \quad \text{dim}(g_S^{\text{open}}) = n^2,
\]

where the superscripts indicate closed and open boundary conditions in the ansatz and in \( H_{\text{TFIM}} \). Hence, from our theoretical results, we expect that both of these ansatzes...
The loss function value minus the exact ground-state energy ($E_{gs}$) is plotted versus iteration. We used a Hamiltonian variational ansatz with open (left) and closed (right) boundary conditions to solve the VQE task in Eq. (18) for a) $n = 4$, b) $n = 6$, c) $n = 8$, and d) $n = 10$ qubits. Solid lines represent the average over 50 random initialized runs while the shaded regions correspond to the standard deviation.

The loss function decreases exponentially with each optimization step when the number of layers is large enough. To analyze the number of parameters for which the overparametrization occurs, Figure 4(a) shows the success probability, i.e., the fraction of randomly-initialized instances that converged within $10^{-7}$ of the true solution. Here, one can see the phase transition at the onset of overparametrization. Indeed, at $M \sim \dim(g_{S})$, the success probability rapidly goes to one. This is due to the fact that the optimization hypersurface becomes more favorable by the removal of false local minima, and thus one can obtain higher-quality solutions with less iterations. Figure 4(a) also shows that further increasing the number of parameters past $\dim(g_{S})$ can in fact lead to the QNN having a higher probability of converging to the solution. There exists a point, however, for which the overparametrization saturates and there is no visible improvement in convergence speed or quality of the solution found. We found that the saturation number of parameters grows linearly for closed boundary conditions and quadratically for open boundary conditions, and thus these saturation numbers have the same scaling as their corresponding $\dim(g_{S})$.

Finally, Fig. 4(b) shows the computations of the ranks of the QFIM and Hessian at the overparametrization threshold for Hamiltonians and ansatzes with open and closed boundary conditions. The rank of the QFIM was evaluated at the global optima, and also at random points in the landscape, and it was found to be the same in all cases. The rank of the Hessian was evaluated at the optima. Dashed lines indicate the functional dependence of the computed ranks. Here, the ansatz had a number of parameters for which overparametrization had been fully achieved.

Figure 3. Training curves for VQE implementation. The loss function value minus the exact ground-state energy ($E_{gs}$) is plotted versus iteration. We used a Hamiltonian variational ansatz with open (left) and closed (right) boundary conditions to solve the VQE task in Eq. (18) for a) $n = 4$, b) $n = 6$, c) $n = 8$, and d) $n = 10$ qubits. Solid lines represent the average over 50 random initialized runs while the shaded regions correspond to the standard deviation.

The loss function can be overparametrized with only a polynomial number of parameters.

Figure 4. Overparametrization threshold for VQE implementation. a) The success probability (i.e., fraction of instances that converged to the global optimum within an error of $10^{-7}$) is plotted versus number of parameters. Results are obtained from 50 randomly-initialized instances, for $n = 4 − 10$ qubits and for the Hamiltonian variational ansatz with open boundary conditions. The vertical black lines indicate the dimension of the DLA. b) The rank of the QFIM and Hessian is plotted versus number of qubits. The rank of the QFIM was evaluated at the optima and at random points in the landscape. The rank of the Hessian was evaluated at the optima. Dashed lines indicate the functional dependence of the computed ranks. Here, the ansatz had a number of parameters for which overparametrization had been fully achieved.
optima. First, let us note that these results show that Theorem 1 and Theorem 3 hold, as the dimension of the associated DLA is always an upper bound for the ranks. As shown in the figure by the dashed lines, we can find the explicit dependence for the ranks as a function of the system size. In the Supplementary Information we present additional plots for the ranks of the QFIM and Hessian.

2. Unitary compilation

Let us now consider a unitary compilation task. Unitary compilation refers to decomposing a target unitary into a sequence of control pulses or quantum gates that can be directly implemented on quantum hardware [107–111].

In variational unitary compiling [110, 111], one trains a parametrized quantum circuit $U(\theta)$ so that its action matches that of a target unitary $V$ (up to a global phase). Thus, one minimizes the loss function

$$L(\theta) = 1 - |\text{Tr}[V^\dagger U(\theta)]|^2/d^2.\quad (20)$$

Here, $L(\theta)$ can be efficiently evaluated on a quantum computer with the Hilbert-Schmidt test [110]. While $L(\theta)$ is not exactly of the form in (16), we also prove in the Methods section a theorem showing that the rank of its Hessian is also upper bounded by $\text{dim}(g_S)$ at the global optima.

We employ a hardware efficient ansatz [66] for $U(\theta)$ composed of alternating layers of single qubit rotations and entangling gates. The number of parameters is therefore $M = 2n + L(4n - 4)$ (see Methods for a detailed description of the ansatz). We sample the target unitary $V$ from the Haar measure in the unitary group of degree $d$. As shown in [37], the dimension of the DLA associated with this ansatz is

$$\text{dim}(g_S) = 4^n,\quad (21)$$

and thus grows exponentially with the number of qubits.

Figure 5(a) shows the results of minimizing the loss function in Eq. (20), for problem sizes of $n = 2, 3, 4, 5$ qubits, and for ansatzes with different depths $L$. In all cases we averaged over 50 random parameter initializations. Here we can again observe that as the depth of the circuit increases, the convergence towards the global optimum improves dramatically until reaching a saturation point. Figure 5(b) plots the success probability for randomly-initialized instances. Similar to the VQE implementation, one finds that around $\text{dim}(g_S)$ parameters are required to consistently find high-quality solutions, and that the probability of convergence to the global optimum undergoes a drastic phase transition when the number of parameters is around $\text{dim}(g_S)$. This result again implies a simplification of the optimization landscape, where local traps disappear. We also numerically verify Theorem 1 and Theorem 3. Namely, Fig. 5(c) plots the rank of the QFIM and the Hessian. The QFIM was evaluated at the optimum and at random points in the landscape. The rank of the Hessian was evaluated at the optimum. Here, the ansatz had a number of parameters for which over-parametrization had been fully achieved.

3. Quantum autoencoding

Finally, we present results for the archetypal QML task of quantum autoencoding [92, 112]. A quantum autoencoder is a special type of QNN that can be used to com-

![Figure 5. Unitary compilation implementation.](image-url)
Press quantum information. Analogously to classical autoencoders, the idea is to reduce the dimensionality of the states in a dataset through the action of an encoder $U(\theta)$. Once compressed, the states belong to a smaller dimensional Hilbert space known as the latent space. The states compressed into this space can subsequently be recovered with high fidelity at a later time by a decoder $U^\dagger(\theta)$.

Consider a bipartite quantum system $AB$ of $n_A$ and $n_B$ qubits, respectively, and let $|\psi_\mu\rangle$ be states from the training set $S$. The goal of the quantum autoencoder is to train an encoding parametrized quantum circuit $U(\theta)$ to compress the states in $S$ onto subsystem $A$, so that one can discard the qubits in subsystem $B$ without losing information. A possible loss function here is given by [92]

$$
\mathcal{L}(\theta) = \frac{1}{|S|} \sum_{|\psi_\mu\rangle \in S} \left[ 1 - \frac{1}{|S|} \text{Tr} \left[ U(\theta) |\psi_\mu\rangle \langle \psi_\mu| U^\dagger(\theta) O \right] \right],
$$

with $O = |0\rangle\langle 0| \otimes \mathbb{1}_A$, and where $\mathbb{1}_A$ denotes the identity on subsystem $A$. We note that an alternative local version of this loss function was proposed in [34] to avoid barren plateaus issues. However, since we here consider small problem sizes, we use the loss in (22).

Our results were obtained for a system of $n = 4$ qubits (with $n_B = 2$) and for the same hardware efficient ansatz used for unitary compilation. The dataset consisted of four states drawn from the NTangled dataset [113], a quantum dataset composed of states with different amounts and types of multipartite entanglement. As shown in Fig. 6, we can again see that an overparametrized QNN is able to accurately reach the global optima in few iterations. When computing the rank of the QFIM at random points of the landscape, we found that the rank is always 30. This is in contrast to the dimension of the DLA, which is $\dim(\mathfrak{g}_S) = 256$, and thus the latter leads to some hope that overparametrization can be achieved with a number of parameters that is much smaller than $\dim(\mathfrak{g}_S)$.

Let us here note a crucial difference between the results obtained for the Hamiltonian variational ansatz and for the hardware efficient ansatz. Namely, for the Hamiltonian variational ansatz the dimension of the DLA scaled polynomially with $n$, whereas for the hardware efficient ansatz the dimension of the DLA grows exponentially with the system size. Thus, in the first case the system becomes overparametrized at a polynomial number of parameters, while the latter case one can require an exponentially large one. This makes it so that overparametrization can be unachievable in practice for large problem sizes when using an ansatz with an exponentially large DLA. In addition, it has been shown that the ansatzes with exponentially large DLAs can exhibit barren plateaus [37], thus further preventing their practical use.

### III. DISCUSSION

Quantum Machine Learning (QML) is an emerging field that aims to analyze (either classical or quantum) data with significant speedup over classical Machine Learning (ML). However, like classical ML, QML also has trainability issues associated with non-convex landscapes, local minima, and the overall NP-hardness of the optimization.

Classical ML has benefited from the discovery of the overparameterization phenomenon, whereby increasing the number of parameters beyond some threshold causes many local minima to disappear (e.g., as in Fig. 1). Similarly, preliminary evidence of overparameterization in QML has been discovered for specific constructions of Quantum Neural Networks (QNNs). However, prior to our work, no general theory existed for the precise properties of QNNs that lead to overparameterization.

In this work, we provide the first general analysis of overparameterization for a broad class of QNNs (i.e., those with periodic structure). We find that the Dynamical Lie Algebra (DLA) obtained from the set of generators of the QNN plays a crucial role in determining properties of the QNN and the ensuing landscape. To our knowledge, our work is the first algebraic theory of overparameterization. This represents an important contribution to Quantum Landscape Theory, i.e., the understanding of QML loss function landscapes and how to engineer them.

We defined overparameterization as the QNN having more than a critical number of parameters that allow it to explore all independent and relevant directions in the state space. This translates to the Quantum Fisher Information Matrices (QFIMs) having reached their maximum achievable rank. This definition has direct implications for
the loss functions of under- and over-parametrized QNNs. Underparametrized QNNs can exhibit spurious, or false, local minima that disappear when one increases the number of parameters and reaches the overparametrization regime. Since the existence of false local minima negatively affect the QNN’s trainability, the overparametrization onset corresponds to a computational phase transition where the QNN parameter optimization improves due to a more favorable landscape.

We found that the critical number of parameters needed to overparametrize the QNN is directly linked to the dimension of the associated DLA $g_s$. Our theorems showed that the rank of the QFIM (across the whole landscape) and the rank of the Hessian (evaluated at the optima) are upper bounded by $\dim(g_s)$. Thus, one can potentially reach overparametrization if the QNN has $\dim(g_s)$ parameters. This result is particularly interesting for QNN constructions where $\dim(g_s) \in \mathcal{O}(\text{poly}(n))$. Thus, our results show that there can exist QNNs that are overparametrized for a polynomial number of parameters.

We verified our theoretical results by performing numerical simulations of problems where the overparametrization had been heuristically observed [50, 52]. Here, our theoretical framework allowed us to shed new light and explain some of the observations in these prior works.

We note that most ansatizes used for QNNs in the literature are ultimately hardware efficient ansatizes. These are known to exhibit barren plateaus, and in view of our recent results, they may require an exponential number of parameters to be overparametrized (e.g., see Fig. 5). These results indicate that the search for scalable and trainable ansatizes should be a priority for the field.

In this sense, our results provide additional guidance to develop QNN architectures with extremely favorable landscapes: overparametrization and absence of barren plateaus. In this context, good candidates are architectures with polynomially large DLAs.

IV. METHODS

In this section, we provide additional details and intuition for the results in the main text, as well as a sketch of the proofs for our main theorems. More detailed proofs of our theorems are given in the Supplementary Information.

Intuition behind the dynamical Lie algebra

According to Definition 2, the DLA $g$ is obtained from the nested commutators of the elements in the set of generators. To understand why this is the case, let us consider a single-layered unitary $U(\theta)$ generated by two Hermitian operators, so that $G = \{H_1, H_2\}$. From the Baker–Campbell–Hausdorff formula, we have that

$$U(\theta) = e^{i\theta_1 H_1} e^{i\theta_2 H_2} = e^{K_1(\theta)},$$

where

$$K_1(\theta) = i(\theta_1 H_1 + \theta_2 H_2 + \frac{i\theta_1 \theta_2}{2}[H_1, H_2]$$

$$- \frac{\theta_1^2 \theta_2}{12} [H_1, [H_1, H_2]] + \ldots).$$

In Eq. (24) we can see that by combining $e^{i\theta_1 H_1}$ and $e^{i\theta_2 H_2}$ into a single term, the new evolution is generated by an operator $K_1(\theta)$ that depends on both $\theta_1$ and $\theta_2$, and which contains the nested commutators between $H_1$ and $H_2$. Here, it is also worth noting that the set formed by the operators $\{i[H_1, iH_2, i[H_1, [H_1, H_2]], \ldots\}$ will eventually be closed under the commutation operation in the sense that not all elements will be linearly independent, but rather there will be a finite basis. This is precisely what the DLA is. It is the space spanned by the $\dim(g)$ operators that form a basis of the nested commutators.

When the QNN has multiple layers, that is, when $U(\theta) = \prod_{l=1}^{L} e^{i\theta_1 H_1} e^{i\theta_2 H_2}$, one can recursively apply the Baker–Campbell–Hausdorff formula to express the action of the QNN as being generated by a single parametrized operator $K_L(\theta)$. That is, to have $U(\theta) = e^{K_L(\theta)}$. Evidently, both $K_1$ and $K_L$ are obtained from the nested commutators of $H_1$ and $H_2$, and thus both operators are elements of $g$. However, while $K_1$ depends on only two parameters $\theta_1$ and $\theta_2$, $K_L$ is parametrized by all $2L$ elements in the vector $\theta = (\theta_1, \theta_2)_{l=1}^{L}$. Having these additional parameters allows for a more fine-tuned control of the action of $U(\theta)$. Intuitively, to hope for a locally surjective map between parameter space and $g$, we need to place at least $\dim(g)$ parameters. Here, there will come a point where further adding parameters does not further increase one’s control of the action of $U(\theta)$.

We finally note that the analysis for a QNN with more than two unitaries in $G$ follows readily.

Motivation for the definition of overparametrization

Let us here motivate our definition of overparametrization. First, we recall that we are considering the case where the QNN $U(\theta)$ acts on the states of the training set as $U(\theta) |\psi_\mu\rangle$, and that the loss function is estimated via measurement outcomes on such evolved states.

In Definition 3, we defined overparametrization as a property of the QNN (independently of how the loss function is defined). More specifically, we consider a QNN to
be overparametrized if the QNN can explore all relevant directions in the state space. This definition is justified from the fact that, irrespective of how the loss function is estimated via measurements on $U(\theta) |\psi_\mu\rangle$, the accessible space in the Hilbert space is ultimately defined by the action of the QNN in the states of the training set.

Here, one could also potentially define overparametrization in terms of exploring all relevant directions in the loss landscape. However, this could have some issues. For instance, consider a QML model where one measures the evolved states $U(\theta) |\psi_\mu\rangle$ in the computational basis and evaluates the loss function as $L(\theta) = \sum_{\mu,z} p(z|\psi_\mu)/|S|$, where $p(z|\psi_\mu)$ is the probability of measuring the bitstring $z$ at the output of the QNN when sending the state $|\psi_\mu\rangle$ as input. Evidently, here $L(\theta) = 1$ for all $\theta$, and independently of how the QNN is defined. Thus, the loss landscape is always flat, and the Hessian is trivially given by the zero matrix.

The previous example shows that while a QNN can be considered as overparametrized in the state space, this might not be relevant in the loss landscape space. In view of this issue, we have opted to define overparametrization in the state space, as the map leading to states in the Hilbert space (third map in Eq. (3) and Fig. 2) is more fundamental than the map leading to the loss landscape (fourth map). Evidently, we also expect that arguments can be made in favor of defining overparametrization in terms of the loss landscape, or even the unitary space. However, for the setting presently analyzed, Definition 3 can be considered as a first step toward better understanding the overparametrization phenomenon.

**Sketch of the Proof of Theorem 1**

Let us here consider for simplicity the case when the states in the training set do not respect any symmetries in the QNN (i.e., $g_S = g$). From Eq. (2) we have that

$$|\partial_j \psi_\mu(\theta)| = \partial_j (U(\theta)|\psi_\mu\rangle) = -iU(\theta)\tilde{H}_j |\psi\rangle$$

(25)

where we defined $\tilde{H}_j = U_\dagger \cdots U_j U_j \cdots U_\dagger$. Note that here the explicit dependence of $\tilde{H}_j$ in the parameters $\theta$ is omitted. Replacing (25) in Eq. (6) we find that the elements of the QFIM can be written as

$$[F_\mu(\theta)]_{ij} = 4 \sum_{m \neq \psi_\mu} \text{Re} \langle |\psi_\mu\rangle |\tilde{H}_i |m\rangle \langle m| \tilde{H}_j |\psi_\mu\rangle \rangle .$$

(26)

From here, one finds that the QFIM can be expressed as

$$F_\mu(\theta) = -2 \sum_{m \neq \psi_\mu} (R_{m\psi_\mu} ^\dagger \cdot R_{m\psi_\mu} ^\dagger + I_{m\psi_\mu} ^\dagger \cdot I_{m\psi_\mu} ^\dagger) ,$$

(27)

where we have introduced the vectors $R_{mn}$ and $I_{mn}$ with components

$$R_{mn}(i) = \text{Re} \langle |m\rangle |\tilde{H}_i |n\rangle \rangle , \quad I_{mn}(i) = \text{Im} \langle |m\rangle |\tilde{H}_i |n\rangle \rangle .$$

(28)

Eq. (27) allows us to write the QFIM as a sum of $2d - 2$ rank-one matrices.

Here we recall that, by definition, $H_j$ are elements in the DLA $g$. Then, since the unitaries $U$ are elements of the dynamical Lie group $G$ generated by $g$, conjugating $H_j$ by any unitary $U$ results in another element in $g$. That is: $\forall U \in G, \forall H_j \in g$ we have $U H_j U \dagger \in g$. Then, by repeating this argument $j$ times, we find that $\tilde{H}_j \in g$.

Letting $\{S_\nu\}_{\nu=1}^{\dim(g)}$ be a basis of $g$, we can express

$$\tilde{H}_j = \sum_{\nu=1}^{\dim(g)} a_\nu(j) S_\nu ,$$

(29)

where $a_\nu(j)$ are real coefficients. From Eq. (29) we can find

$$R_{mn} = \sum_{\nu=1}^{\dim(g)} \text{Re} \langle |m\rangle |S_\nu |n\rangle a_\nu ,$$

(30)

$$I_{mn} = \sum_{\nu=1}^{\dim(g)} \text{Im} \langle |m\rangle |S_\nu |n\rangle a_\nu .$$

(31)

Equations (30), and (31) show that the vectors $R_{mn}$ and $I_{mn}$ can be expressed as a linear combination of $\dim(g)$ other vectors $\{a_\nu\}$. Then, while the $R_{mn}$ and $I_{mn}$ generate the $2d - 2$ rank-one matrices in the QFIM, we have that $F_\mu(\theta)$ has a support on a subspace with a basis that has, at most, $\dim(g)$ elements. Thus, we find $\text{rank}[F_\mu(\theta)] \leq \dim(g)$. The latter hence proves Theorem 1.

Here we note that Eqs. (30), and (31) do not take into consideration what the state $|\psi_\mu\rangle$ is. However, from (27), the QFIM is actually expressed in terms of $R_{m\psi_\mu}$ and $I_{m\psi_\mu}$. Then, from the definitions in Eq. (28), one can see that the state plays a role in the terms $\tilde{H}_i |\psi_\mu\rangle$. From a closer inspection, one can see that $\tilde{H}_i |\psi_\mu\rangle$ is the action of some elements of the Lie algebra over the state $|\psi_\mu\rangle$.

Thus, since $\tilde{H}_i$ are directions in the Lie group, we have that $\tilde{H}_i |\psi_\mu\rangle$ are directions in the state space.

In fact, the expressible states obtained by acting with the QNN on $|\psi_\mu\rangle$ form a submanifold of the Hilbert space known as the state space orbit, which is defined by $G |\psi_\mu\rangle = \{U |\psi_\mu\rangle, \forall U \in G\}$. The latter has a very important implications. Since the rank of the QFIM quantifies the number of independent directions in the state space that are accessible via arbitrary infinitesimal variations of the parameter vector $\theta$, it cannot be larger than the dimension of the state space orbit. Thus, one can tighten
the bound in Theorem 1 as
\[
\text{rank}[F_\mu(\theta)] \leq \dim(G|\psi_\mu)),
\] (32)
where we recall that \(\dim(G|\psi_\mu))\) is upper bounded by \(\dim(g)\).

Thus, one can define the overparametrization as

**Definition 4 (Overparametrization).** A QNN is said to be overparametrized if the number of parameters \(M\) is such that the QFIM has rank equal to the dimension of the orbits given by the action of \(G\) on the states in the training set.

Evidently, a sufficient condition for the QNN to be overparametrized is that \(M \geq \max_\mu \dim(G|\psi_\mu))\). For example, we have numerically verified that this occurs in the VQE implementation, where the overparametrization onset occurs when \(M = \max_\mu \dim(G|\psi_\mu))\).

**Sketch of the Proof of Theorem 3**

The proof of Theorem 3 follows similarly to that of Theorem 1. Specifically, one can show that the Hessian evaluated at \(\theta_\star\) can be expressed as
\[
\nabla^2 \mathcal{L}(\theta_\star) = 2 \sum_{m,n=1}^{d} \kappa_{mn}(R'_{mn} \cdot (R'_{mn})^\top + I'_{mn} \cdot (I'_{mn})^\top),
\] (33)
where \(\kappa_{mn}\) are real coefficients, and where now the vectors \(R'_{mn}\) and \(I'_{mn}\) have components
\[
R'_{mn}(i) = \text{Re}[(m | Q H_j Q^\dagger | n)],
I'_{mn}(i) = \text{Im}[(m | Q H_j Q^\dagger | n)].
\]

Where \(Q\) is the matrix that diagonalizes the operator \(\sigma = \sum_\mu c_\mu |\psi_\mu\rangle\langle\psi_\mu|\).

Then following a similar argument as the one previously used for Theorem 1, we can again show that the rank of the Hessian is such that \(\text{rank}[\nabla^2 \mathcal{L}(\theta_\star)] \leq \min\{\dim(g)\}\), we leave for the Supplementary Information the rest of the proof, where the quantity \(r = \min\{\text{rank}[\sigma, \text{rank}[O]\}\) comes into play.

In the Supplementary Information we also provide a proof for the following theorem

**Theorem 4.** Consider the loss functions for a unitary compilation task,
\[
\mathcal{L}_1(\theta) = 2d - 2\text{Re}[T(\theta)], \quad \text{and} \quad \mathcal{L}_2(\theta) = 1 - \frac{1}{d^2}[T(\theta)]^2,
\]
where \(T(\theta) = \text{Tr}[V^\dagger U(\theta)]\) for a target unitary \(V\). Then, let \(H_1(\theta_\star)\) and \(H_2(\theta_\star)\) be the Hessian for the loss functions \(\mathcal{L}_1(\theta)\) and \(\mathcal{L}_2(\theta)\), respectively evaluated at their solutions \(U(\theta_\star) = V\) and \(U(\theta_\star) = e^{i\theta_\star}V\). Then, the maximal rank of \(\nabla^2 \mathcal{L}_1(\theta_\star)\) and \(\nabla^2 \mathcal{L}_2(\theta_\star)\) is such that \(\text{rank}[\nabla^2 \mathcal{L}_1(\theta_\star)], \text{rank}[\nabla^2 \mathcal{L}_2(\theta_\star)] \leq \dim(g)\).

**Sketch of the Proof of Theorem 2**

Let us here consider for simplicity the case when the dataset contains a single state \(|\psi\rangle\) which does not respect the symmetries of the ansatz \((g = g_\delta = g)\). The more general proof is presented in the Supplementary Information.

Now, the capacities of Eq. (12) and (13) are
\[
D_1(\theta) = \sum_{i=1}^{M} \mathcal{I}(\lambda_1(\theta)),
\]
where \(\lambda_1(\theta)\) are the eigenvalues of the QFIM for the state \(|\psi\rangle\), and
\[
D_2 = \max_\theta \left(\text{rank}[\tilde{F}(\theta)]\right),
\]
for \(\tilde{F}(\theta)\) the classical Fisher information for the input state \(|\psi\rangle\).

First, we note that, by definition, \(D_1(\theta) = \text{rank}[F(\theta)]\), so that the inequality \(D_1(\theta) \leq \dim(g)\) follows readily from Theorem 1. Moreover, by the definition of overparametrization in Definition 3, the capacity \(D_1(\theta)\) is saturated on at least one point of the landscape.

Now we need to show that \(D_2(\theta) \leq \dim(g)\). Here we recall that the quantum and classical Fisher information matrices are such that [75]
\[
\tilde{F}(\theta) \leq F(\theta)
\]
(36)
for all \(\theta\). Then, using that fact that if \(A\) and \(B\) are two Hermitian matrices such that \(A \leq B\), then \(A^q \leq B^q\) for all \(q \in [0,1]\) [114]. Thus, we have that \(\tilde{F}^q(\theta) \leq F^q(\theta)\), and choosing \(q = 0\) leads to
\[
\text{supp}[\tilde{F}(\theta)] \leq \text{supp}[F(\theta)],
\]
(37)
where here \(\text{supp}(\cdot)\) denotes the support of a matrix. Taking the trace on both sides allows us to obtain
\[
\text{rank}[\tilde{F}(\theta)] \leq \text{rank}[F(\theta)].
\]
(38)
Finally, combining Theorem 1 with the definition of overparametrization in Definition 3 and the definition of the capacity \(D_2(\theta)\) in Eq. (35), it follows that \(D_2(\theta) \leq \dim(g)\).
Implications for Quantum Optimal Control

In Quantum Optimal Control (QOC) [115–126] one is typically interested in controlling the dynamics of a quantum state $|\psi\rangle$ evolving through a functional time-dependent Hamiltonian

$$H(t, \{\theta_k(t)\}) = H_0 + \sum_{k=1}^K \theta_k(t)H_k$$

that defines the continuous-in-time equation of motion

$$\frac{dU(t)}{dt} = -iH(t, \{\theta_k(t)\})U(t), \text{ with } U(0) = I.$$  

(40)

Here, the idea is that the functions $\{\theta_k(t)\}$, known as control fields, can be trained to pursue some desired evolution.

Interestingly, it has been shown some that QOC and the field of variational quantum algorithms can unified into a single framework where the evolution of a quantum system is controlled at the pulse level (QOC), or at the gate level (QNN) [37, 127]. Most importantly, irregardless of the choice of controls, the unitaries that are expressible by a QOC ansatz $U(t)$ are, like in the QNN case, contained in the group generated by the DLA $g$ (see Definition 2) that is determined by the set of generators $G = \{H_k\}_{k=0}^K$. Since all of the results presented in this manuscript are stated in terms of the DLA of a given QNN, they can be straightforwardly adapted to the QOC setting. For example, the maximum rank achievable by some QFIM associated with an ansatz of the form in Eq. (18), i.e. a periodic structured parametrized circuit defined by a given set of generators $G$, can be expected to have the same saturation value for their respective QFIM matrices.

Similarly, in analogy with the results in Theorems 3 and 4, the Hessian under a QOC ansatz can be expected to be upper bounded by $\dim(g)$ when evaluated at a solution. While the existence of bounds on the rank of the Hessian at solutions is well known in the control literature [129, 130], these results analyze the case when the ansatz is controllable (i.e., when $g = su(d)$) and thus the bounds found are exponentially large. For example, the rank of the Hessian for unitary compilation tasks (see Eq. (20)), has been shown to be upper bounded by $\dim(g) = \dim(su(d))) = d^2 - 1$. Hence, the results in this work generalize these previous studies to the case of general $g$ (i.e. uncontrollable systems). Let us note that the existence of a fundamental bound on the rank of the Hessian at the global minima is directly connected to another interesting phenomenon: the arisal of continuous submanifolds of degenerate solutions [62, 63, 85].

Although historically the quantum control community has mainly focused on controllable ones, in particular those with $\dim(g) = O(poly(n))$, has been evidenced in [37]. Here, it has been ascertained that control systems with exponentially large DLAs may encounter scalability issues, like the presence of barren plateaus in their optimization landscapes. Conversely, systems with polynomially large DLAs can avoid barren plateaus issues and be scalable. Thus, the results in the present manuscript should also be considered as an additional motivation for QOC systems with polynomially sized algebras, as these will achieve overparametrization with $O(poly(n))$ parameters.

Finally, we remark that our results also provide a new insight into the existence of false traps in the control landscape [83, 86–89]. In QOC, false traps are usually analyzed through the rank of the Jacobian matrix of the map $\{\theta_k(t)\} \rightarrow U(t)$. Here, false traps are critical points in the landscape that are not related to local minima of the loss function itself, but to points where this map is not locally not surjective. In our context, this is precisely what a rank-deficient QFIM means: points in parameter space where all possible variations of parameters do not translate into all possible directions in the state space orbit.

Ansatzes for the numerical simulations

In this section we present the details of the two QNN ansatzes used in our numeric simulations. Let us remark that both ansatzes are of the form in Eq. (18), i.e. a periodic structured parametrized circuit defined by a given set of generators $G$.

Let us first describe the so-called Hamiltonian variational ansatz (HVA) [50, 70]. Consider a VQE task where one wants to minimize a Hamiltonian of the form

$$H = \sum_{k=1}^N a_k A_k,$$

(41)

where $A_k$ are Hermitian operators and $a_k$ real numbers. The basic idea in the HVA ansatz is to use, as generators, the individual terms in the Hamiltonian that is being minimized, i.e. $G = \{A_k\}_{k=1}^N$. For instance, we show in Fig. 7(a) the ansatz used to find the ground-state of the transverse field Ising model with open boundary conditions. Here, the the generators are $A_0 = \frac{1}{2} \sum_i \sigma_i^x$ and $A_1 = \frac{1}{2} \sum_i \sigma_i^z \sigma_{i+1}^x$.

As a second choice of ansatz, let us introduce the hardware efficient ansatz [66] used in the unitary compilation and autoencoding tasks. As shown in Fig. 7(b), this ansatz is composed of single qubit rotations followed by
Figure 7. **QNN ansatzes for the numerical simulations.** a) Hamiltonian variational ansatz for the VQE task. Here we show a single layer of the ansatz for \( n = 4 \) qubits. For closed boundary conditions, there is an extra \( ZZ(\beta) \) gate acting on the uppermost and lowermost qubits. A \( ZZ(\beta) \) gate on qubits \( i, j \) corresponds to the operator \( e^{-i\frac{\beta}{2}\sigma_z^i\sigma_z^j} \), and it may be decomposed into two CNOTs and one \( R_z \) rotation [128]. The input state was \( |+\rangle^\otimes n \). b) Hardware efficient ansatz for the unitary compilation and autoencoding tasks. Here we show a single layer of the ansatz for \( n = 5 \) qubits. Notice that there is an extra \( Ry \) and \( R_x \) rotation on each qubit at the beginning of the circuit.

CZ gates acting on alternating pairs of qubits. Here we can see that the number of parameters in the ansatz is \( M = 2n + L(4n - 4) \).
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SUPPLEMENTARY INFORMATION FOR “THEORY OF OVERPARAMETRIZATION IN QUANTUM NEURAL NETWORKS”

In this Supplementary Information, we present detailed proofs of the theorems, and corollaries presented in the manuscript “Theory of overparametrization in quantum neural networks”. In addition, here we provide additional details and results for the numerical simulations.

I. PRELIMINARIES

Let us start by recalling that we consider the case when the QNN $U(\theta)$ is a parametrized quantum circuit with an $L$-layered periodic structure of the form

$$U(\theta) = \prod_{l=1}^{L} U_l(\theta_l), \quad U_l(\theta_l) = \prod_{k=1}^{K} e^{-i\theta_{lk}H_k},$$

where the index $l$ indicates the layer, and the index $k$ spans the traceless Hermitian operators $H_k$ that generate the unitaries in the ansatz. Here, $\theta_l = (\theta_{l1}, \ldots, \theta_{lK})$ are the parameters in a single layer, and $\theta = \{\theta_1, \ldots, \theta_L\}$ denotes the set of $M = K \cdot L$ trainable parameters in the QNN. In this Supplementary Information, we make use of the following relabelling of the parameters $\theta_{lk}$ and operators $H_k$:

$$U(\theta) \equiv \prod_{j=1}^{LK} e^{-i\theta_{j}H_j}.$$  \hspace{1cm} (43)

For convenience we also recall the following definitions:

**Definition 1** (Set of generators $G$). Consider a parametrized quantum circuit of the form (42). The set of generators $G = \{H_k\}_{k=1}^{K}$ is defined as the set (of size $|G| = K$) of the Hermitian operators that generate the unitaries in a single layer of $U(\theta)$.

And, the definition for the dynamical Lie Algebra:

**Definition 2** (Dynamical Lie Algebra (DLA)). Consider a set of generators $G$ according to Definition 1. The DLA $\mathfrak{g}$ is generated by repeated nested commutators of the operators in $G$. That is,

$$\mathfrak{g} = \text{span}\langle iH_1, \ldots, iH_K \rangle_{\text{Lie}},$$

where $\langle S \rangle_{\text{Lie}}$ denotes the Lie closure, i.e., the set obtained by repeatedly taking the commutator of the elements in $S$.

**Invariant subspaces.** Consider now the case when the elements in the DLA share a symmetry (for simplicity we assume only one symmetry, although generalization to multiple symmetries is straightforward). That is, there exists a Hermitian operator $\Sigma$ such that $[\Sigma, g] = 0$ for all $g \in \mathfrak{g}$. If $\Sigma$ has $N$ distinct eigenvalues, then the DLA has the form $\mathfrak{g} = \bigoplus_{m=1}^{N} \mathfrak{g}_m$. This imposes a partition of Hilbert space $\mathcal{H} = \bigoplus_{m=1}^{N} \mathcal{H}_m$ where each subspace $\mathcal{H}_m$ of dimension $d_m$ is invariant under $\mathfrak{g}$.

Let us introduce some notation. Consider the $d \times d_m$ matrix that results from horizontally stacking the eigenvectors of $\Sigma$ associated with the $m$-th eigenvalue (of degeneracy $g_m$)

$$Q_m^I = \begin{bmatrix} |v_1\rangle, & |v_2\rangle, & \ldots, & |v_{g_m}\rangle \end{bmatrix},$$

where $|v_i\rangle$ denotes the $i$-th eigenvector of $\Sigma$ with eigenvalue $\lambda_i$.
such that $Q_m$ maps vectors from $\tilde{H}$ to $\tilde{H}_m$. These satisfy
\[ Q_m Q_n^\dagger = \mathbb{1}_{d_m} \delta_{mn}, \quad Q_m^\dagger Q_m = \mathbb{P}_m, \tag{46} \]
where $\mathbb{P}_m$ are projectors onto the $m$-th eigenspace, such that $\sum_{m=1}^{N} \mathbb{P}_m = \mathbb{1}$. Let us now use the notation
\[ |\psi\rangle^{(m)} = Q_m |\psi\rangle, \quad A^{(m)} = Q_m A Q_m^\dagger, \tag{47} \]
to denote the $d_m$-dimensional reduced states and operators, respectively. Recall that, since any unitary $U \in \mathbb{C}$ produced by such a system is block diagonal, we can write $U = \sum_m \mathbb{P}_m U \mathbb{P}_m$. Also, let us note that if $A$ is Hermitian, then $A^{(k)}$ is also Hermitian.

II. PROOF OF THEOREM 1

In the following we provide a proof for Theorem 1. Let us first recall the definition of the Quantum Fisher Information Matrix (QFIM). The QFIM entries are given by
\[ [F(\theta)]_{jk} = 4 \text{Re}(\partial_j \psi(\theta) | \partial_k \psi(\theta)) - (\partial_j \psi(\theta) | \psi(\theta)) (\psi(\theta) | \partial_k \psi(\theta)), \tag{48} \]
where $|\psi(\theta)\rangle = U(\theta) |\psi\rangle$. Here we also denote where $|\partial_j \psi(\theta)\rangle = \partial_j |\psi(\theta)\rangle / \partial \theta_j = \partial_j |\psi(\theta)\rangle$ for $\theta_j \in \theta$.

We now restate Theorem 1 for convenience.

**Theorem 1.** For each state $|\psi_\mu\rangle$ in the training set $S$, the maximum rank $R_\mu$ of its associated QFIM (defined in Eq. (48)) is upper bounded as
\[ R_\mu \leq \text{dim}(g_S). \tag{49} \]

**Proof.** Let us first note that the partial derivatives of the parametrized state are
\[ |\partial_j \psi(\theta)\rangle = \partial_j (U(\theta) |\psi\rangle) = -i U(\theta) \tilde{H}_j |\psi\rangle, \quad 1 \leq j \leq M, \tag{50} \]
where
\[ \tilde{H}_j = U_{1,j}^\dagger H_j U_{1,j}, \quad \text{and where} \quad U_{1,j} = U_j \cdots U_1. \tag{51} \]

Thus, $U_{1,j}$ is the propagator up to the $j$-th layer in the circuit and we are labeling $H_j$ modulo $|\mathcal{G}|$, e.g. $H_1 |\psi\rangle = H_1 |\psi\rangle$, i.e. the first generator.

Next, let us consider the case then the DLA has a symmetry (see the Preliminaries section above) and that all states in the training set belong to the $m$-th invariant subspace of the symmetry. We denote by $g_S$ the DLA associated with said symmetry respected by the training set, by $H_S$ the corresponding Hilbert space, and by $|\psi\rangle^{(m)} = Q_m |\psi\rangle$ the projected state according to Eq. (47). Then, for any pair of states $|\phi\rangle, |\chi\rangle \in S$, their overlap can be described in terms of the overlap between the corresponding $d_S$-dimensional reduced states
\[ \langle \chi | \phi \rangle = \langle \chi^{(S)} | \phi^{(S)} \rangle. \tag{52} \]

Then, it is straightforward to see that $|\psi\rangle, |\psi(\theta)\rangle$ and $|\partial_j \psi(\theta)\rangle$ also belong in $H_S$. Hence, the overlaps in Eq. (48) can be computed in terms of their reduced counterparts $|\psi(\theta)^{(S)}\rangle$ and $|\partial_j \psi(\theta)^{(S)}\rangle$. In the following, we will work with everything reduced to such subspace, but to simplify the notation, we will omit the $S$ superscript everywhere. For example, whenever we write operator $O$, we actually mean $O^{(S)} \in \mathbb{C}^{d_S \times d_S}$.

Using the explicit expression for the partial derivatives, we find that the first term in Eq. (48) is
\[ \text{Re} [ (\partial_j \psi(\theta) | \partial_k \psi(\theta)) ] = \text{Re} [ i (-i) \langle \psi | \tilde{H}_j U(\theta)^\dagger U(\theta) \tilde{H}_k | \psi \rangle ] = \text{Re} [ \langle \psi | \tilde{H}_j \tilde{H}_k | \psi \rangle ] . \tag{53} \]
Choosing an orthonormal basis containing $|\psi\rangle$ we can rewrite this term as

$$
\text{Re}\langle (\partial_j \psi(\theta)|\partial_k \psi(\theta)) \rangle = \sum_m \text{Re}[\langle \psi| \tilde{H}_j |m\rangle \langle m| \tilde{H}_k |\psi\rangle] = \text{Re}[\langle \psi| \tilde{H}_j |\psi\rangle \langle \psi| \tilde{H}_k |\psi\rangle] + \sum_{m \neq \psi} \text{Re}[\langle \psi| \tilde{H}_j |m\rangle \langle m| \tilde{H}_k |\psi\rangle].
$$

(54)

Proceeding similarly, we find for the second term in Eq. (48)

$$
\text{Re}[\langle (\partial_j \psi(\theta)|\psi(\theta)) \langle \psi(\theta)|\partial_k \psi(\theta)) \rangle] = \text{Re}[\langle \psi| -i \tilde{H}_j U(\theta)^\dagger |\psi(\theta)) \langle \psi(\theta)|U(\theta)\tilde{H}_k |\psi\rangle]
= \text{Re}[\langle \psi| \tilde{H}_j |\psi\rangle \langle \psi| \tilde{H}_k |\psi\rangle].
$$

(55)

Combining these results we can express the matrix elements of the QFIM as

$$
[F(\theta)]_{jk} = 4 \text{Re}[\langle \psi| \tilde{H}_j \tilde{H}_k |\psi\rangle] - 4 \text{Re}[\langle \psi| \tilde{H}_j |\psi\rangle \langle \psi| \tilde{H}_k |\psi\rangle] = 4 \sum_{m \neq \psi} \text{Re}[\langle \psi| \tilde{H}_j |m\rangle \langle m| \tilde{H}_k |\psi\rangle].
$$

(56)

Note here that this equations also allows us to express the QFIM elements as $[F]_{jk} = 4 \text{Re(Cov}_\psi(\tilde{H}_j, \tilde{H}_k))$. Then, defining the vectors $R_{mn}$ and $I_{mn}$ with components

$$
R_{mn}(j) = \text{Re}[\langle m| \tilde{H}_j |n\rangle], \quad I_{mn}(j) = \text{Im}[\langle m| \tilde{H}_j |n\rangle],
$$

(57)

we can express (56) as

$$
[F(\theta)]_{jk} = 4 \sum_{m \neq \psi} R_{\psi m}(j) R_{\psi m}(k) - I_{\psi m}(j) I_{\psi m}(k) = 4 \sum_{m \neq \psi} R_{\psi m}(j) R_{\psi m}(k) + I_{\psi m}(j) I_{\psi m}(k),
$$

(58)

where the second equality follows from the fact that $R_{mn}(j) = R_{nm}(j)$, while $I_{mn}(j) = -I_{nm}(j)$. Thus, one can finally express the QFIM as a sum of $2d - 2$ rank-one matrices

$$
F(\theta) = -2 \sum_{m=1, \neq \psi}^d \left( R_{m \psi} \cdot R_{m \psi}^\dagger + I_{m \psi} \cdot I_{m \psi}^\dagger \right).
$$

(59)

Here we recall that, by definition, $H_j$ are elements in the DLA $g_S$. Then, since the unitaries $U$ are elements of the dynamical Lie group $G_S$ generated by $g_S$, conjugating $H_j$ by any unitary $U$ results in another element in $g_S$. That is: $\forall U \in G_S, \forall H_j \in g_S$ we have $UH_j U^\dagger \in g_S$. Then, by repeating this argument $j$ times, we find that $\tilde{H}_j \in g_S$, where $\tilde{H}_j$ was defined in Eq. (51).

Letting $\{S_\nu\}_{\nu=1}^{\dim(g)}$ be a basis of $g$, we can express

$$
\tilde{H}_j = \sum_{\nu=1}^{\dim(g)} a_\nu(j) S_\nu,
$$

(60)

with $a_\nu$ real coefficients. Using this fact, we can expand $R_{mn}$ and $I_{mn}$ in the following ways:

$$
R_{mn}(j) = \text{Re}\left[ \sum_{\nu} \langle m| a_\nu(j) S_\nu |n\rangle \right] = \sum_{\nu} \text{Re}[\langle m| S_\nu |n\rangle] a_\nu(j),
$$

(61)

$$
I_{mn}(j) = \text{Im}\left[ \sum_{\nu} \langle m| a_\nu(j) S_\nu |n\rangle \right] = \sum_{\nu} \text{Im}[\langle m| S_\nu |n\rangle] a_\nu(j).
$$

More succinctly, we find

$$
R_{mn} = \sum_{\nu=1}^{\dim(g)} \text{Re} \langle m| S_\nu |n\rangle a_\nu, \quad \text{and} \quad I_{mn} = \sum_{\nu=1}^{\dim(g)} \text{Im} \langle m| S_\nu |n\rangle a_\nu.
$$

(62)
These equations show that the vectors $R_{mn}$ and $I_{mn}$ can be expressed as a linear combination of $\dim(g_S)$ other vectors $\{a_\nu\}$. Then, since the $R_{mn}$ and $I_{mn}$ generate the $2d-2$ rank-one matrices in the QFIM, we have that $F(\theta)$ has a support on a subspace with a basis that has, at most, $\dim(g_S)$ elements. Thus, we find

$$\text{rank}[F_\mu(\theta)] \leq \dim(g_S),$$

(63)

where we have recovered the $\mu$ dependence of the QFIM.

Let us here note that the proof of Theorem 1 holds for all states in the training set $|\psi_\mu\rangle \in S$. Thus, for all $|\psi_\mu\rangle$ we know that the associated QFIM $F_\mu(\theta)$ has a column space contained within some fixed $\dim(g_S)$ dimensional space. More precisely, from the previous proof, we have that the following Proposition holds.

**Proposition 1.** There is some vector space spanned by $\dim(g_S)$ vectors $\{a_\nu\}_{\nu=1}^{\dim(g_S)}$, such that for any state in the training set $|\psi_\mu\rangle \in S$, the associated QFIM $F_\mu(\theta)$ has a column space contained within this vector space.

We will make use of this proposition in the following section.

### III. PROOF OF THEOREM 2

In the following, we provide a proof for Theorem 2. For convenience, we here recall the definition of overparametrization as well as the statement for Theorem 2.

**Definition 3 (Overparametrization).** A QNN is said to be overparametrized if the number of parameters $M$ is such that the QFI matrices, for all the states in the training set, simultaneously saturate their achievable rank $R_\mu$ at least in one point of the loss landscape. That is, if increasing the number of parameters past some minimal (critical) value $M_c$ does not further increase the rank of any QFIM:

$$\max_{M \geq M_c} \text{rank}[F_\mu(\theta)] = R_\mu.$$  

(64)

Let us also recall two definitions of a QNN’s effective dimension. First, following [58], we can define the average effective quantum dimension of a QNN:

$$D_1(\theta) = \mathbb{E} \left[ \sum_{\nu=1}^{M} \mathcal{I}(\lambda_{\mu\nu}(\theta)) \right],$$

(65)

where $\lambda_{\mu\nu}(\theta)$ are the eigenvalues of $F_\mu(\theta)$, and where $\mathcal{I}(x) = 0$ for $x = 0$, and $\mathcal{I}(x) = 1$ for $x \neq 1$. Here the expectation value is taken over the probability distribution that samples input states from the dataset.

The second definition follows from [24]. In the $n \rightarrow \infty$ limit, the effective quantum dimension of [24] converges to

$$D_2 = \max_\theta \left( \text{rank} \left[ F(\theta) \right] \right),$$

(66)

where $F(\theta)$ is the classical Fisher Information matrix obtained as

$$F(\theta) = \mathbb{E} \left[ \frac{\partial \log(p(|\psi_\mu\rangle, y; \theta))}{\partial \theta} \frac{\partial \log(p(|\psi_\mu\rangle, y; \theta))}{\partial \theta}^T \right].$$

(67)

Here, $p(|\psi\rangle, y; \theta)$, describes the joint relationship between an input $|\psi\rangle$ and an output $y$ of the QNN. In addition, the expectation value is taken over the probability distribution that samples input states from the dataset.

Then, consider the following theorem in the main text.

**Theorem 2.** The model capacity, as quantified by the effective dimensions of Eqs. (65) or (66), is upper bounded as

$$D_1(\theta) \leq \dim(g_S), \quad D_2 \leq \dim(g_S).$$

(68)

Moreover, when the QNN is overparametrized according to Definition 3, $D_1(\theta)$ achieves its maximum value on at least one point of the landscape.
Proof. When the QNN is overparametrized according to Definition 3, there exists some $\theta$ such that the ranks of the QFIMs are maximized. That is, $\text{rank}[F_{\mu}(\theta)] = R_{\mu}$.

Note that the effective dimension $D_1(\theta)$ can be expressed as $D_1(\theta) = \mathbb{E} \left[ \text{rank}[F_{\mu}(\theta)] \right]$. Then, since the ranks are maximal at the overparametrization, so is $D_1(\theta)$. More precisely, we have $D_1(\theta) = \mathbb{E} \left[ R_{\mu} \right]$. Additionally, as shown in Theorem 1, $\text{rank}[F_{\mu}(\theta)] \leq \dim(g_S)$ for all $\theta$ and $|\psi_\mu\rangle \in S$, so $D_1(\theta) \leq \dim(g_S)$.

Next we consider the effective dimension $D_2$ (Eq. (66)). $D_2$ specifically quantifies the maximal rank of the expectation value of the classical Fisher information matrices $\tilde{F}_{\mu}(\theta)$. Because the operator $F_{\mu}(\theta) - \tilde{F}_{\mu}(\theta)$ is positive semidefinite ([131], Section 5), the following holds:

$$
\tilde{F}(\theta) = \mathbb{E}_{\mu}[\tilde{F}_{\mu}(\theta)] \leq \mathbb{E}_{\mu}[F_{\mu}(\theta)].
$$

(69)

In addition for any two symmetric matrices $A$ and $B$, having $A \leq B$ implies that $A^0 \leq B^0$ ([114], Theorem 3). Thus,

$$
(\tilde{F}(\theta))^0 \leq (\mathbb{E}_{\mu}[F_{\mu}(\theta)])^0,
$$

(70)

implying that

$$
\text{rank}[\tilde{F}(\theta)] = \text{Tr} \left[ (\tilde{F}(\theta))^0 \right] \leq \text{Tr} \left[ (\mathbb{E}_{\mu}[F_{\mu}(\theta)])^0 \right] = \text{rank}[\mathbb{E}_{\mu}[F_{\mu}(\theta)]].
$$

(71)

By applying Proposition 1 to $\mathbb{E}_{\mu}[F_{\mu}(\theta)]$, we arrive at the desired result:

$$
\text{rank}[\tilde{F}(\theta)] \leq \text{rank}[\mathbb{E}_{\mu}[F_{\mu}(\theta)]] \leq \dim(g_S).
$$

(72)

\[\square\]

IV. PROOF OF THEOREM 3

In the following we prove Theorem 3, which bounds the rank of the Hessian for an observable minimization loss function of the form

$$
\mathcal{L}(\theta) = \sum_{|\psi_\mu\rangle \in S} c_\mu \text{Tr} \left[ U(\theta) |\psi_\mu\rangle \langle\psi_\mu| U^\dagger(\theta) O \right],
$$

(73)

at its optimum. Here, the terms $c_\mu$ are real coefficients associated with each state $|\psi_\mu\rangle$ in $S$, and where the operator $O$ is Hermitian. Let us restate the theorem for convenience.

**Theorem 3.** Let $\nabla^2 \mathcal{L}(\theta_*)$ be the Hessian for a loss function of the form of Eq. (73) evaluated at the optimum set of parameters $\theta_*$. Then, its rank is upper bounded as

$$
\text{rank}[\nabla^2 \mathcal{L}(\theta_*)] \leq \min\{\dim(g_S), 2d r^2 - r\},
$$

(74)

where $r = \min\{\text{rank}\left[\sum_\mu c_\mu |\psi_\mu\rangle \langle\psi_\mu|, \text{rank}[O]\}, \text{rank}[O]\}$, and $d$ is the Hilbert space dimension.

**Proof.** Let us define $\rho = \sum_\mu c_\mu |\psi_\mu\rangle \langle\psi_\mu|$. First, the gradient has the following form:

$$
\partial_\mu \mathcal{L}(\theta) = -\text{Tr} \left[ \partial_\mu U(\theta) \rho U^\dagger(\theta) O - U(\theta) \rho \partial_\mu U^\dagger(\theta) O \right] = i \text{Tr} \left[ [\hat{H}_j, \rho] O_f \right],
$$

(75)

where $\hat{H}_j$ is defined in Eq. (51), and where we defined $O_f = U(\theta)^\dagger O U(\theta)$ (we henceforth drop the explicit dependence on $\theta$). Going forward, we similarly drop a the explicit dependence on $\theta$ on terms which are not being differentiated.
If we assume that $i \leq j$, and note that $\partial_i \tilde{H}_j = i[\tilde{H}_i, \tilde{H}_j]$ in this case, then we can express the matrix elements of the Hessian as

$$\partial_i \partial_j \mathcal{L}(\theta) = i \partial_i \text{Tr} \left[ U(\theta) \tilde{H}_j (\theta) \rho U^\dagger(\theta) O - U(\theta) \rho \tilde{H}_j (\theta) U^\dagger(\theta) O \right]$$

$$= \text{Tr} \left[ \tilde{H}_i \tilde{H}_j \rho O_f \right] - \text{Tr} \left[ [\tilde{H}_i, \tilde{H}_j] \rho O_f \right] - \text{Tr} \left[ \tilde{H}_i \rho \tilde{H}_j O_f \right]$$

$$- \text{Tr} \left[ \tilde{H}_i \rho \tilde{H}_j O_f \right] + \text{Tr} \left[ \rho [\tilde{H}_i, \tilde{H}_j] O_f \right] + \text{Tr} \left[ \rho \tilde{H}_i \tilde{H}_j O_f \right]$$

$$= 2 \text{Re} \left[ \text{Tr} \left[ \rho \tilde{H}_i \tilde{H}_j O_f \right] \right] - 2 \text{Re} \left[ \text{Tr} \left[ \tilde{H}_i \rho \tilde{H}_j O_f \right] \right]$$

(76)

We now evaluate the Hessian at the optimum $\theta_*$. Here, the propagator has the form $U(\theta_*) = R^\dagger Q$ for unitaries $R$ and $Q$ that respectively diagonalize $\rho$ and $O$, i.e. $\rho = Q^\dagger e Q$ and $O = R^\dagger o R$, such that $e$ ($o$) is a diagonal matrix containing the eigenvalues of $\rho$ ($O$) in decreasing (increasing) order. Therefore, we can rewrite Eq. (76) at the optimum as

$$\partial_i \partial_j \mathcal{L}(\theta_*) = 2 \text{Re} \left[ \text{Tr} \left[ \tilde{H}_i \tilde{H}_j O_f \rho \right] \right] - 2 \text{Re} \left[ \text{Tr} \left[ \tilde{H}_i \rho \tilde{H}_j O_f \right] \right]$$

$$= 2 \text{Re} \left[ \text{Tr} \left[ \tilde{H}_i \tilde{H}_j Q^\dagger o e Q \right] \right] - 2 \text{Re} \left[ \text{Tr} \left[ \tilde{H}_i Q^\dagger e Q \tilde{H}_j O_f \right] \right]$$

$$= 2 \sum_{m, n=1}^d (o_m e_m - o_m e_n) \text{Re} \left[ \langle m | Q \tilde{H}_i Q^\dagger | n \rangle \langle n | Q \tilde{H}_j Q^\dagger | m \rangle \right]$$

$$= 2 \sum_{m, n=1}^d (o_m e_m - o_m e_n) (R'_{mn}(i) R'_{mn}(j) + I'_{mn}(i) I'_{mn}(j))$$

(77)

where we have used $O_f = Q^\dagger o Q$ at the optimum and defined $R'_{mn}(j) = \text{Re} \left[ \langle m | Q \tilde{H}_j Q^\dagger | n \rangle \right]$ and $I'_{mn}(j) = \text{Im} \left[ \langle m | Q \tilde{H}_j Q^\dagger | n \rangle \right]$. Because Eq. (77) is symmetric in indices $i$ and $j$, we can remove the assumption that $i \leq j$. By following a proof similar to that in Theorem 1, we have an upper bound of $\dim(\mathcal{g}_S)$ on the rank of the Hessian $\nabla^2 \mathcal{L}(\theta_*)$ because $R'_{mn}(\cdot)$ and $I'_{mn}(\cdot)$ reside in a $\dim(\mathcal{g}_S)$ dimensional space; see Eq. (62).

We will now establish the additional $2dr - r^2 - r$ upper bound stated in the theorem. We will use the short hand $r(o)$ and $r(e)$ for ranks of $o$ and $e$, respectively. Assume that $r(e) \leq r(o)$ (the case of $r(o) \leq r(e)$ proceeds similarly). We would like to split Eq. (77) into disjoint summations over $m$ and $n$. Toward that goal, let us define $t_{mn}(i, j) = R'_{mn}(i) R'_{mn}(j) + I'_{mn}(i) I'_{mn}(j)$ to rewrite Eq. (77):

$$\frac{1}{2} \partial_i \partial_j \mathcal{L}(\theta_*) = \sum_m o_m e_m t_{mm}(i, j) + \sum_{m>n} o_m e_m t_{mn}(i, j) + \sum_{m<n} o_m e_m t_{mn}(i, j)$$

$$- \sum_{m>n} o_m e_m t_{mm}(i, j) - \sum_{m>n} o_m e_n t_{mn}(i, j) - \sum_{m<n} o_m e_n t_{mn}(i, j)$$

$$= \sum_{m>n, m \leq r(e)} o_m e_m t_{mn}(i, j) + \sum_{m<n, m \leq r(e)} o_m e_m t_{mn}(i, j) - \sum_{m>n, m \leq r(o), n \leq r(e)} o_m e_n t_{mn}(i, j)$$

$$- \sum_{m<n, n \leq r(e)} o_m e_n t_{mn}(i, j)$$

(78)

where in the first equality we have simply split the sums among $m = n$, $m > n$, and $m < n$. Then, in the second sum we have attached more specific subscripts to the summation and used the fact that $r(e) \leq r(o)$. We now combine the sums over $m > n$ (and the same for $m < n$, separately) to arrive at
\[
\frac{1}{2} \partial_i \partial_j \mathcal{L}(\theta_\star) = \sum_{m > n; m, n \leq r(e)} (o_m e_m - o_m e_n) t_{mn}(i,j) + \sum_{m < n; m, n \leq r(e)} (o_m e_m - o_m e_n) t_{mn}(i,j) \\
- \sum_{m > n, r(e) < m \leq r(o), n \leq r(e)} o_n e_n t_{mn}(i,j) + \sum_{m < n, n \leq r(e)} o_m e_m t_{mn}(i,j),
\]

where the second summation contains the leftover terms when combining over \( m > n \) and the fourth summations contains the leftover terms when combining over \( m < n \). Note that \( R'_{mn} = R''_{mn} \) and \( I'_{mn} = -I''_{mn} \). This means that we can also combine more terms between the first and second summations, and also combine terms between the third and fourth summations. By rewriting terms so that \( m > n \) and combining, we arrive at

\[
\frac{1}{2} \partial_i \partial_j \mathcal{L}(\theta_\star) = \sum_{m > n; m, n \leq r(e)} (o_m e_m - o_m e_n + o_n e_n - o_n e_m) t_{mn}(i,j) \\
- \sum_{m > n, r(e) < m \leq r(o), n \leq r(e)} (o_m e_n + o_n e_n) t_{mn}(i,j) \\
+ \sum_{m > n, m > r(o), n \leq r(e)} o_n e_n t_{mn}(i,j).
\]

As a result, the Hessian can be expressed as

\[
\frac{1}{2} \nabla^2 \mathcal{L}(\theta_\star) = \sum_{m > n; m, n \leq r(e)} (o_n e_m - o_m e_n + o_n e_n - o_n e_m)(R_{mn} \cdot R_{mn}^\top + I_{mn} \cdot I_{mn}^\top) \\
- \sum_{m > n, r(e) < m \leq r(o), n \leq r(e)} (-o_m e_n + o_n e_n)(R_{mn} \cdot R_{mn}^\top + I_{mn} \cdot I_{mn}^\top) \\
+ \sum_{m > n, m > r(o), n \leq r(e)} o_n e_n(R_{mn} \cdot R_{mn}^\top + I_{mn} \cdot I_{mn}^\top),
\]

where the \( j \)’th entry of \( R_{mn} \) and \( I_{mn} \) are \( R'_{mn}(j) \) and \( I'_{mn}(j) \), respectively. Now each summation is completely disjoint over \((m, n)\) pairs, so the remaining projectors, \( R_{mn} \cdot R_{mn}^\top \) and \( I_{mn} \cdot I_{mn}^\top \), are those such that \( m > n \) and \( n \leq r(e) \). This gives an upper bound on the rank of the Hessian when \( r(e) \leq r(o) \) as

\[
\text{rank}(\nabla^2 \mathcal{L}(\theta_\star)) \leq 2 \left( \frac{r(e)}{2} \right) + 2r(e)(d - r(e)) = r(e)^2 - r(e) + 2r(e)(d - r(e)).
\]

A similar analysis for the case of \( r(o) \leq r(e) \) reveals

\[
\text{rank}(\nabla^2 \mathcal{L}(\theta_\star)) \leq r(o)^2 - r(o) + 2r(o)(d - r(o)).
\]

Thus, defining \( r = \min\{r(e), r(o)\} \), we have an upper bound on the rank of the Hessian as

\[
\text{rank}(\nabla^2 \mathcal{L}(\theta_\star)) \leq 2dr - r^2 - r.
\]

**V. PROOF OF THEOREM 4**

Here we present a proof for Theorem 4, which upper bounds the rank of the Hessian (evaluated at the solution) for a unitary compilation task. Here the goal is to train a QNN so that its action matches that of a target unitary \( V \). We
consider two possible loss functions for this task

\[ \mathcal{L}_1(\theta) = 2d - 2\text{Re}[\text{Tr}[V^\dagger U(\theta)]], \quad \text{and} \quad \mathcal{L}_2(\theta) = 1 - \frac{1}{d^2} |\text{Tr}[V^\dagger U(\theta)]|^2. \]  

(85)

Where \( \mathcal{L}_1(\theta) \) is minimized if \( U(\theta) = V \), while \( \mathcal{L}_2(\theta) \) is minimized if \( U(\theta) = e^{i\phi} V \), for some any phase \( \phi \).

We recall now the statement of Theorem 4:

**Theorem 4.** Consider the loss functions for a unitary compilation task

\[ \mathcal{L}_1(\theta) = 2d - 2\text{Re}[T(\theta)], \quad \text{and} \quad \mathcal{L}_2(\theta) = 1 - \frac{1}{d^2} |T(\theta)|^2, \]

where \( T(\theta) = \text{Tr}[V^\dagger U(\theta)] \) for a target unitary \( V \). Then, let \( \nabla^2 \mathcal{L}_1(\theta_*) \) and \( \nabla^2 \mathcal{L}_2(\theta_*) \) be the Hessians for the loss functions \( \mathcal{L}_1(\theta) \) and \( \mathcal{L}_1(\theta) \), respectively evaluated at their solutions \( U(\theta_*) = V \) and \( U(\theta_*) = e^{i\phi} V \). Then, the maximal ranks of \( \nabla^2 \mathcal{L}_1(\theta_*) \) and \( \nabla^2 \mathcal{L}_2(\theta_*) \) are such that \( \text{rank}[\nabla^2 \mathcal{L}_1(\theta_*)], \text{rank}[\nabla^2 \mathcal{L}_2(\theta_*)] \leq \text{dim}(\mathcal{g}) \).

**Proof.** Let us begin with \( \mathcal{L}_1(\theta) \). The gradient of this loss function is

\[
\nabla \mathcal{L}_1(\theta) = -2\text{Re}[\nabla F(\theta)]
= -2\text{Re} \left[ \text{Tr}[V^\dagger \nabla U(\theta)] \right]
= 2\text{Im} \left[ \text{Tr}[V^\dagger U(\theta) \tilde{H}(\theta)] \right],
\]

(86)

where \( \tilde{H}(\theta) = (\tilde{H}_1(\theta), \ldots, \tilde{H}_M(\theta))^\top \), and where \( \tilde{H}_j(\theta) \) was defined in Eq. (51). Similarly, assuming \( i \leq j \), we find for the matrix elements of the Hessian

\[
\partial_i \partial_j \mathcal{L}_1(\theta) = 2\text{Im} \left[ \text{Tr}[V^\dagger \partial_i U(\theta) \tilde{H}_j + V^\dagger U(\theta) \partial_i \tilde{H}_j] \right]
= -2\text{Re} \left[ \text{Tr}[V^\dagger U(\theta) \tilde{H}_i \tilde{H}_j - V^\dagger U(\theta) [\tilde{H}_i, \tilde{H}_j]] \right]
= -2\text{Re} \left[ \text{Tr}[V^\dagger U(\theta) \tilde{H}_i \tilde{H}_j] \right].
\]

(87)

Evaluating at any optimal set of parameters, that is, such that \( U(\theta_*) = V \), we find that Eq. (87) is symmetric in indices \( i \) and \( j \). Thus, we can remove the assumption that \( i \leq j \) and express the Hessian more succinctly:

\[
\nabla^2 \mathcal{L}_1(\theta_*) = -2\text{Re} \left[ \text{Tr}[\tilde{H} \cdot \tilde{H}^\top] \right]
= -2 \sum_{m,n=1}^d R_{mn} \cdot R_{mn}^\top + I_{mn} \cdot I_{mn}^\top,
\]

(88)

where \( R_{mn} = \text{Re}[\langle m| \tilde{H} |n\rangle] \) and \( I_{mn} = \text{Im}[\langle m| \tilde{H} |n\rangle] \). Hence, we again find that the Hessian is a sum of \( d^2 \) rank-one matrices. We note that from here onward, we drop the \( \theta \) dependence of \( \tilde{H} \).

Then, following a proof similar to the one used in proving Theorem 1, we know that each of the vectors generating the matrices \( R_{mn} \) and \( I_{mn} \) can be written as a linear combination of \( \text{dim}(\mathcal{g}) \) other vectors \( \{a_v\}_{v=1}^{\text{dim}(\mathcal{g})} \). Thus, the rank of the Hessian of \( \nabla^2 \mathcal{L}_1(\theta) \) at the optimum is upper bounded be larger that \( \text{dim}(\mathcal{g}) \).

Now, let us derive the result for \( \mathcal{L}_2(\theta) \). The gradient of the loss function is

\[
\nabla \mathcal{L}_2(\theta) = -\frac{2}{d^2} \text{Re} \left[ \nabla T(\theta) T^*(\theta) \right] = -2\text{Re} \left[ \text{Tr}[V^\dagger \nabla U(\theta)] T^*(\theta) \right] = 2\text{Im} \left[ \text{Tr}[V^\dagger U(\theta) \tilde{H}] T^*(\theta) \right]
\]

(89)

and the Hessian

\[
\nabla^2 \mathcal{L}_2(\theta) = \frac{2}{d^2} \text{Im} \left[ \nabla \cdot \left( \text{Tr}[V^\dagger U(\theta) \tilde{H}^\top] \right) T^*(\theta) + \nabla T^*(\theta) \cdot \text{Tr}[V^\dagger U(\theta) \tilde{H}^\top] \right]
= -\frac{2}{d^2} \text{Re} \left[ \text{Tr}[V^\dagger U(\theta) \tilde{H} \cdot \tilde{H}^\top] T^*(\theta) + \text{Tr}[\tilde{H} U^\dagger(\theta) V] \cdot \text{Tr}[V^\dagger U(\theta) \tilde{H}^\top] \right].
\]

(90)
Evaluating at a solution $U(\theta) = e^{i\theta}V$

$$\nabla^2 \mathcal{L}_2(\theta_*) = -\frac{2}{d^2} \text{Re} \left[ \text{Tr} \left( \tilde{H} \cdot \tilde{H}^\top \right) d + \text{Tr} \left[ \tilde{H} \right] \cdot \text{Tr} \left[ \tilde{H}^\top \right] \right]$$

$$= -\frac{2}{d} \sum_{m,n=1}^{d} R_{mn} \cdot R_{mn}^\top + I_{mn} \cdot I_{mn} + \frac{1}{d} \left( R_{mn} \cdot R_{mn}^\top - I_{mn} \cdot I_{mn}^\top \right).$$

(91)

Again, this is a sum of rank-one matrices that live in the span of \( \{a_i\} \), and following a proof similar to that used in deriving Theorem 1, the rank of \( \nabla^2 \mathcal{L}_2(\theta_*) \) is at upper bounded by \( \dim(g) \).

VI. DETAILS OF THE NUMERICAL SIMULATIONS

The simulations in the main text were carried out in double precision using the open-source library Qibo [101, 102] (version 0.1.6). All circuits have been run on CPU because the overhead of transferring the state vector between the host and the device makes the usage of GPUs not suitable for circuits with less than 15-20 qubits. This is specially true for the case of VQAs, where back and forth communication between host and device results in a deteriorated performance. Simulations have been performed using single-thread multiprocessing to parallelize the execution of different instances of circuits with different number of qubits and depths in multiple cores. In particular, IntelCore i7-9750H, IntelCore i7-10750H and IntelCore i9-9900K cores have been employed.

The optimization method chosen in all cases has been the Adaptive Moment Estimation (Adam) algorithm [132], which is a variant of Stochastic Gradient Descent (SGD) widely used in classical machine learning, that adaptively adjusts the learning rate for each optimization parameter based on information coming from first and second moments of the gradients. This choice has been motivated by the fact that the works that have reported overparametrization in VQAs used this algorithm [50, 52], and also because we consider that a gradient-based optimizer is an appropriate choice to probe relevant features of the optimization landscape, like the disappearance of suboptimal local minima. In order to leverage automatic differentiation for the computation of gradients, the simulation backend in Qibo has been set to tensorflow. This backend, although slower than the qibojit and qibotf custom backends, allows to seamlessly deploy Tensorflow’s implementation of the Adam optimizer. The hyper-parameter values employed in all cases are: initial learning rate = 10^{-2}, \( \beta_1 = 0.9 \), \( \beta_2 = 0.999 \) and \( \epsilon = 10^{-7} \). The optimization was stopped whenever we reached machine precision.

The minimizations have been carried out in all cases without considering sampling noise, i.e. using the full state vector in the simulation to compute expectation values of observables. The main reason for this is that we are here interested in the optimization landscape itself, and not in the stochasticity introduced by finite sampling.

Finally, we mention that parameter-shift rules [133, 134] have been employed in all cases for the computation of the quantum Fisher information and Hessian matrices, and that the simulation backend was switched to the faster qibojit for that.

VII. FORMULAS FOR COMPUTING THE QFIM AND HESSIAN

We present here the explicit formulas employed in the computation of the Quantum Fisher Information Matrix, \( F(\theta) \), and the Hessian, \( \nabla^2 \mathcal{L}(\theta) \), in each of the examples in our numerical simulations. For convenience, we recall the definitions of the elements of these two matrices,

\[
[F_{ij}(\theta)] = 4 \text{Re} \left( \langle \partial_i \psi_\mu(\theta) | \partial_j \psi_\mu(\theta) \rangle \right) - \langle \partial_i \psi_\mu(\theta) | \psi_\mu(\theta) \rangle \langle \psi_\mu(\theta) | \partial_j \psi_\mu(\theta) \rangle, \quad [\nabla^2 \mathcal{L}(\theta)]_{ij} = \partial_i \partial_j \mathcal{L}(\theta),
\]

(92)

where we use the notation \( \partial_i = \frac{\partial}{\partial \theta_i} \) and where the subscript \( \mu \) indicates the quantum state \( |\psi_\mu\rangle \) the QNN acts on. The QFIM can be interpreted, at each point \( \theta \) in the landscape (and up to a constant factor), as the Hessian matrix of a pure state transfer problem where the target state is \( |\psi(\theta)\rangle \) itself. This opens up the possibility of employing quantum circuits to evaluate the QFIM on quantum hardware using parameter shift rules [133, 134], which may be useful for instance when
computing the natural gradient during the optimization of a VQA [78], or when doing variational quantum simulation of imaginary-time evolution [77]. The parameter shift rules are simple recipes to analytically compute partial derivatives of a given loss function with respect to parametrized quantum gates. In the case of the QFIM, its elements are given by [135]

\[ [F'_\mu(\theta)]_{ij} = \frac{1}{2} \partial_i \partial_j \mathcal{L}(\theta) \bigg|_{\theta' = \theta} \]

where

\[ \mathcal{L}(\theta) = 1 - |\langle \psi(\theta') | \psi(\theta) \rangle|^2. \]

We start by computing the QFIM and the Hessian for the Hamiltonian Variational Ansatz (HVA) employed in the Variational Quantum Eigensolver (VQE) implementation. We recall that a HVA is an ansatz of the form in Eq. (42) where the generators \( \mathcal{G} \), for a given Hamiltonian \( H = \sum_{k=1}^{N} a_k A_k \) (with \( A_k \) Hermitian operators and \( a_k \) real numbers), are simply \( \mathcal{G} = \{ A_k \}_{k=1}^{N} \). We employed this type of ansatz in the main text to minimize the loss function

\[ E(\theta) = \langle \psi(\theta) | H_{\text{TFIM}} | \psi(\theta) \rangle, \]

where \( H_{\text{TFIM}} \) is the Hamiltonian of the Transverse Field Ising Model (TFIM). Making use of the fact that for a HVA applied to the TFIM Hamiltonian, all the terms commute within a given \( e^{-i\theta_l H_k} \) operator (where \( H_k = \frac{1}{2} \sum_i \sigma_i^z \sigma_{i+1}^z \) or \( H_k = \frac{1}{2} \sum_i \sigma_i^z \)), we find that

\[ \partial_{\theta_k} e^{-i\theta_l H_k} = \partial_{\theta_k} \prod_i e^{-i\theta_l H_{k,i}} = \sum_{i} \prod_{j \neq i} e^{-i\theta_k H_{k,j}} \partial_{\theta_k} e^{-i\theta_l H_{k,i}} = \sum_{i} \prod_{j \neq i} e^{-i\theta_k H_{k,j}} \partial_{\theta_k} e^{-i\theta_l H_{k,i}}, \]

where \( H_{k,i} = \sigma_i^z \sigma_{i+1}^z \) or \( H_{k,i} = \sigma_i^z \). For convenience, we have additionally introduced the notation \( \theta_{l,k,i} \) to denote the parameter in the \( l \)-th layer, that parametrizes the \( i \)-th term of the \( k \)-th generator. Note that in a periodic-structured ansatz, \( \theta_{l,k,i} = \theta_{l,k} \) for all \( i \). Now, the partial derivative \( \partial_{\theta_k} e^{-i\theta_l H_{k,i}} \) can be obtained by applying the parameter shift rule (since \( H_{k,i} \) has only two distinct non-zero eigenvalues), and hence the partial derivative of a loss function with respect to \( \theta_{l,k} \) is

\[ \partial_{\theta_l} \mathcal{L}(\theta) = \frac{1}{2} \sum_i \left( \mathcal{L}(\theta_{l,k}, \theta_{l,k}^z) - \mathcal{L}(\theta_{l,k}, \theta_{l,k}^{-z}) \right), \]

where \( \overline{l,k} \) denotes all the indices distinct from \( l, k, i \), and \( \theta_{l,k,i}^z = \theta_{l,k} + s \). Therefore, applying the parameter shift rule twice, the matrix elements of the QFIM are given by

\[ [F(\theta)]_{l,k,k'} = \frac{1}{8} \sum_{i,j} \left( \mathcal{L}(\theta_{l,k,i,k'}, \theta_{l,k,i}^z, \theta_{l,k,i}^{-z}) + \mathcal{L}(\theta_{l,k,i,k'}, \theta_{l,k,i}^{-z}, \theta_{l,k,i}^z) \right) \]

\[ - \mathcal{L}(\theta_{l,k,i,k'}, \theta_{l,k,i}^z, \theta_{l,k,i}^{-z}) - \mathcal{L}(\theta_{l,k,i,k'}, \theta_{l,k,i}^{-z}, \theta_{l,k,i}^z) \). \]

To analytically compute the Hessian matrix of the loss function \( E(\theta) \) for the HVA, we can also apply twice the parameter shift rule. The matrix elements \( \nabla^2 E(\theta)_{l,k,k'} = \partial_{\theta_{l,k,i}} \partial_{\theta_{l,k,i}} E(\theta) \) of the Hessian are thus given by (see e.g. [39, 42])

\[ [\nabla^2 E(\theta)]_{l,k,k'} = \frac{1}{4} \sum_{i,j} \left( E(\theta_{l,k,i,k'}, \theta_{l,k,i}^z, \theta_{l,k,i}^{-z}) + E(\theta_{l,k,i,k'}, \theta_{l,k,i}^{-z}, \theta_{l,k,i}^z) \right) \]

\[ - E(\theta_{l,k,i,k'}, \theta_{l,k,i}^z, \theta_{l,k,i}^{-z}) - E(\theta_{l,k,i,k'}, \theta_{l,k,i}^{-z}, \theta_{l,k,i}^z) \). \]
We now turn our attention to the Hardware Efficient Ansatz (HEA) that we employed for unitary compilation and quantum autoencoding in the main text. In this case, every $Rx$ or $Ry$ gate in the ansatz is a generator of the form $e^{-i\frac{\pi}{2}\sigma^x}$ (where $\sigma^x \in \{\sigma^x, \sigma^y\}$ has eigenvalues $\pm 1$), with an independent angle. Hence, the QFIM elements are simply

$$[F(\theta)]_{lk,l'k'} = \frac{1}{8} \left( \mathcal{L}(\theta_{lk}, \theta_{l'k}), \theta_{lk}, \theta_{l'k}^2 + \mathcal{L}(\theta_{lk}, \theta_{l'k}^2), \theta_{lk}^2, \theta_{l'k} \right) - \mathcal{L}(\theta_{lk}, \theta_{lk}^2), \theta_{l'k}^2 - \mathcal{L}(\theta_{lk}, \theta_{lk}^2), \theta_{l'k}^2 \right) + \mathcal{L}(\theta_{lk}, \theta_{lk}^2), \theta_{l'k}^2 - \mathcal{L}(\theta_{lk}, \theta_{lk}^2), \theta_{l'k}^2 \right).$$

We recall that the QFIM is independent of the loss function, and hence the above formula is valid for both the unitary compilation task and the quantum autoencoder. The difference between these two is that the initial states are different, and this has an impact on the QFIM. The Hessian matrices, on the contrary, depend on the loss function and thus are different in each case, but in our simulations we only computed the Hessian for the unitary compilation case. The loss here is given by $\mathcal{L}(\theta) = 1 - \frac{1}{d^2} |\mathbf{Tr}(W^\dagger U(\theta))|^2$, where $W$ is the unitary being compiled and $d = 2^n$. In this case, the term $L(\theta) = \frac{1}{d^2} |\mathbf{Tr}(W^\dagger U(\theta))|^2$ can be directly evaluated on a quantum computer, and so its second partial derivative $\partial_{lk} \partial_{l'k'} L(\theta)$ is

$$\partial_{lk} \partial_{l'k'} L(\theta) = \frac{1}{4} \left( L(\theta_{lk}, \theta_{l'k}^2, \theta_{lk}^2) + L(\theta_{lk}, \theta_{lk}^2, \theta_{l'k}^2) - L(\theta_{lk}, \theta_{l'k}^2, \theta_{lk}^2) - L(\theta_{lk}, \theta_{lk}^2, \theta_{l'k}^2) \right).$$

Then, applying the chain rule twice on $\mathcal{L}(\theta) = 1 - L(\theta)$ as

$$\partial_{lk} \partial_{l'k'} \mathcal{L}(\theta) = \mathcal{L}'(L(\theta)) \partial_{lk} \partial_{l'k'} L(\theta) + \mathcal{L}''(L(\theta)) \partial_{lk} L(\theta) \partial_{l'k'} L(\theta),$$

where $\mathcal{L}' (\mathcal{L}'')$ is the first (second) derivative of $\mathcal{L}$ with respect to $L$, the expression for the Hessian matrix is found to be

$$[\nabla^2 \mathcal{L}(\theta)]_{lk,l'k'} = -\frac{1}{4} \left( L(\theta_{lk}, \theta_{l'k}^2, \theta_{lk}^2) + L(\theta_{lk}, \theta_{lk}^2, \theta_{l'k}^2) - L(\theta_{lk}, \theta_{l'k}^2, \theta_{lk}^2) - L(\theta_{lk}, \theta_{lk}^2, \theta_{l'k}^2) \right).$$

VIII. ADDITIONAL NUMERICAL RESULTS

We present here some additional numerical results that we obtained in simulations. In Sup. Fig. 1, we show the eigenvalues of the QFIM and Hessian computed at the global optimum for the loss function $E(\theta) = \langle \psi(\theta)|H_{TFIM}|\psi(\theta) \rangle$ and the Hamiltonian variational ansatz with closed boundary conditions, for $n = 10$ qubits. The interest in showing these plots is that therein one can better appreciate that the spectrum does not form a continuum, but rather, that there is a large gap between the non-zero and the zero eigenvalues, so that there is no ambiguity when defining the rank, stemming from numerical precision issues. Moreover, we computed the eigenvalues at random points in the landscape, where the rank of the QFIM is also bounded by $\dim(g_S)$, unlike the rank of the Hessian. The spectra of the Hessian at random points in the landscape further informed us that the landscape is highly non-convex, as it contains both positive and negative eigenvalues. It is also interesting to note that in order to obtain a rank of the Hessian that is bounded by $\dim(g_S)$, one needs to compute it at the global minimum; otherwise, we encountered fairly-good local minima that did not fulfill this result. We remark that all these features were found in all cases where we computed and diagonalized the QFIM and the Hessian.

Furthermore, in Sup. Fig. 2 we computed the rank of the QFIM at 30 random points in the landscape for the HVA with open boundaries and different depths (i.e., number of parameters), for $n = 4, 6$ qubits. This figure shows that the rank quickly saturates at all points once a critical number of parameters $M_c$ is reached, suggesting that, at least in this case, overparametrization largely arises simultaneously across the entire landscape. We note as well that before having $M_c$ parameters, the average rank is equal to the number of parameters, i.e., there is a perfectly linear relation between the two quantities. Adding more parameters beyond $M_c$, however seems to have no effect on the rank, as it only adds null eigenvalues.
SUP FIG. 1. Spectra of the QFIM and the Hessian for the VQE implementations. Top row: QFIM spectra for the Hamiltonian variational ansatz with closed boundary conditions, for \( n = 4, 6, 8, 10 \) qubits and \( L = 6, 12, 16, 24 \) layers, both at the global optima and at three random points in the landscape. Bottom row: Hessian spectra for the Hamiltonian variational ansatz with closed boundary conditions, for \( n = 4, 6, 8, 10 \) qubits and \( L = 4, 6, 10, 12, 14, 16, 22, 24 \) layers, both at the global optima and at a random point in the landscape.

SUP FIG. 2. Average QFIM rank versus number of parameters for the VQE implementations. Average rank of the QFIM across 30 random points in the landscape, for the Hamiltonian variational ansatz with open boundary conditions and \( n = 4, 6 \) qubits. The horizontal dashed lines mark the maximal ranks that the QFIMs achieve, and the tilted dashed line is the line \( \langle \text{QFIM rank} \rangle = \text{number of parameters} \). The vertical black lines correspond to the respective \( \dim(g_S) \) (leftmost for \( n = 4 \), and rightmost for \( n = 6 \)). We remark that the standard deviation is exactly 0 for all the points in the plot, except for the case \( n = 4 (6) \) and \( M = 12 (30) \) parameters, where rank\([F(\theta)]\) = 12 (30) for 29 out of 30 points and rank\([F(\theta)]\) = 11 (29) for the remaining one.