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ABSTRACT

Q-learning is the most fundamental model-free reinforcement learning algorithm. Deployment of Q-learning requires approximation of the state-action value function (also known as the Q-function). In this work, we provide online random forests as Q-function approximators and propose a novel method wherein the random forest is grown as learning proceeds (through expanding forests). We demonstrate improved performance of our methods over state-of-the-art Deep Q-Networks in two OpenAI gym environments (‘blackjack’ and ‘inverted pendulum’) but not in the ‘lunar lander’ gym. We suspect that the resilience to overfitting enjoyed by random forests recommends our method for common tasks that do not require a strong representation of the problem domain. We show that expanding forests (in which the number of trees increases as data comes in) improve performance, suggesting that expanding forests are viable for other applications of online random forests beyond the reinforcement learning setting.

Keywords Reinforcement learning · Random Forests

1 Introduction

In reinforcement learning (RL), agents learn to make good decisions through interaction with their environment. Such methods are used in object tracking, games, and recommendation systems and often involve online learning in which observations arrive with volume and variety. Online random forests provide lightweight implementations suitable for such data [Saffari et al. (2009)]. In Q-learning [Sutton (1988)], the action-value function may be approximated by an arbitrary function. Variational methods [Gregor et al. (2019)], linear function approximation methods [Barto et al. (1989)], radial basis function approximation [Powell (1987)], and neural networks have long been a standard for functional approximation in Q-learning [François-Lavet et al. (2018)]. In this work, we explore online random forests (ORFs; Saffari et al. (2009)) for approximation of the Q-function. In order to operationalize ORFs for approximation of Q-functions, we solve two theoretical issues: 1) We bring methods from multiple output random forests [Ernst et al. (2005)] to ORFs, and 2) Previous work in ORFs is limited to categorical output, we extend this to regression trees so that the continuous Q-function can be approximated. We also introduce an expanding trees method to the ORF cannon wherein the number of trees used in random forest regression begins small when the first data points come in and is increased as more data comes in (the new trees are centred at previously learned trees).

In Figure 1 we provide an illustration of our methods. When an agent executes an action, the corresponding tuple of the states, action and reward is stored in replay memory. A random batch of the memory is then used for updating the online trees according to the tuples in the batch. When the agent chooses an action for a given state, the ensembles of online trees predicts the action-value functions. The agent selects the action that returns the maximum predicted reward according to the Q-functions with a probability of $1 - \varepsilon$, or a random action with a probability of $\varepsilon$. As the number of episodes increases, we use an ‘expanding trees’ method to add additional trees to the ensemble. Details are provided in Algorithm S4 in the Supplementary Material.

We apply our methods to several OpenAI gym environments: blackjack, inverted pendulum, and lunar lander [Brockman et al. (2016)], and compare to state-of-the-art Deep Q-Networks (DQNs) and traditional discrete temporal difference (TD) learning. We show that our version of online random forests (which we refer to as RL-ORF for reinforcement learning)
learning with online random forests) can successfully approximate action-value functions for Q-learning in some gyms, with performance exceeding DQNs in the blackjack gym. In Section 2, we describe related work (including online random forests, and offline methods for tree based inference). In Section 3, we describe our methods. In Section 4 and 5, we describe our experiments on OpenAI RL gyms. In Section 6 and 7, we conclude and provide directions of future work.

Figure 1: Schematics of Q-learning with online random forests. Transitions from interactions with the environments are stored in replay memory. Random minibatches of the transitions sequentially update the online trees, which approximate action-value functions for the succeeding state-action pairs. The behaviour policy chooses the action with the largest Q-function with the probability of 1-ε, or a random action with ε. See Section 3 for detail.

2 Related work

We continue this section with an overview of non-linear approximation methods for Q-functions (including approximation through deep neural networks). Then, we discuss previous studies that implemented tree-based function approximators for RL. Lastly, we review online random forests methods and general advances in RL that we adapt for our model, including online bagging, temporal knowledge weighting, and experience replay.

2.1 Non-linear Q-function approximators and Q-networks

Q-learning is an off-policy value iteration process which requires storing and updating all possible state-action pairs and corresponding value functions Watkins and Dayan (1992).

\[ Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha [R_t + \gamma \max_{a \in A} Q(S_{t+1}, a) - Q(S_t, A_t)] \]

Here \(Q(\cdot)\) is the learned action-value function for state-action pair \((S_t, A_t)\) at time \(t\), \(R\) is the reward, \(\alpha\) is the learning rate, and \(\gamma\) is the discount factor. These methods suffer from the high computational cost if there are a large number of possible states and actions and are not applicable to continuous data. Also, the action-value functions estimated in one episode cannot be generalized over the successive episodes, unless there are exact action-value matches. Approximation of the \(Q\)-function allows generalization of TD learning to continuous domains, and mitigate computational costs, making the paradigm feasible. While linear approximations are fast and straightforward to implement and usually come with better convergence guarantees Barto et al. (1989), they are limited as interactions between the features cannot be accounted for. These shortcomings have directed focus to non-linear function approximators, and deep neural networks (Q-networks) have excelled D. Silver, J. Schrittwieser, K. Simonyan, I. Antonoglou, A. Huang, A. Guez, T. Hubert, L. Baker, M. Lai, A. Bolton, Y. Chen, T. Lillicrap, H. Fan, L. Sifre, G. van den Driessche, T. Graepel, D. Hassabis (2017); Tesauro (1994). While Q-networks are effective if extensive computational power is available and deep representations of the problem domain are required, more streamlined methods for approximation of the Q-function (such as random forest approximations) may be indicated for problems with lower dimensional state spaces. Recent work in online random forests suggests a direction for the adoption of random forests as Q-function approximators.

2.2 Tree-based reinforcement learning

Previous work in tree-based RL has introduced a method known as fitted Q-learning Ernst et al. (2005). In this offline method (also known as 'batch mode'), for each iteration, the algorithm builds a training set composed of observations.
obtained by randomly exploring the environment for a certain number of episodes as inputs. The expected reward function is induced by a supervised learning method trained using previous steps as outputs. The model is then re-trained on a training set. However, a large training set size is required to obtain good approximations, which causes high computational costs, and a tree-based ensemble must be re-built at each iteration, confining the algorithm to batch scenarios Barretto (2014). Silva et al. introduced a combination of differentiable decision trees (DDT) with policy gradient method, which outperformed an MLP in various tasks Silva et al. (2020). However, policy gradient methods often converge on a local maximum rather than the global optimum, unlike Q-learning which always try to reach the maximum Sutton and Barto (2018).

2.3 Online bagging and online decision trees

Our methods make reference to previous work in online random forests. Online random forests work by combining online bagging with extremely randomized forests Saffari et al. (2009). The tree in the online random forest starts with a single terminal node. When new data is observed, each tree takes in the new data according to a random integer drawn from Poisson distribution. The terminal node of the tree performs splits only when the statistics computed from a series of new data exceeds a certain threshold. Trees are replaced by a new tree based on their out-of-bag errors (OOBEs).

In Saffari et al. (2009) online bagging Oza and Russell (2001) is utilized to grow trees in a non-recursive manner: as new training data is observed, include each data item a number of times for each tree, and update the trees accordingly. In the online setting, the label proportions at each terminal node are collected over time. To determine when nodes need to split further, two things need to be specified: 1) The sample size that each terminal node needs to observe to produce a robust set of statistics 2) A threshold for the information gain that produces a split that makes a good prediction. Saffari et al. Saffari et al. (2009) proposes two new parameters: The number of samples a terminal node has to observe (η), and the threshold of gain that a split has to achieve (β). In this work, a split proceeds only if the number of observations that a particular node has observed is greater than η. After splitting, p_jlh and p_jrh are passed on to the newly generated left and right children nodes, respectively. This method allows the new terminal nodes to participate in making predictions as soon as new online data comes in. The algorithms for creating and updating nodes are shown below and Algorithm S3 in the Supplementary Material.

Algorithm 1 updateNode(j, [x, y])

Require: Number of training samples observed: |D_j|, a set of randomly created tests in node j: H_j
1: |D_j| + 1
2: Update p_j = \{p_1, ..., p_k\} / |D_j| where p_i = Number of times the label i appeared in j
3: Update p_jlh and p_jrh ∀lh ∈ H_j
4: Compute ∆L(D_j)
5: if |D_j| > η and ∀h_j ∈ H_j : ∆L(D_j, h_j) > β then
6: h_split = argmax_h∈H_j ∆L(D_j, h)
7: createChild(p_jlh_split) # create left child node
8: createChild(p_jrh_split) # create right child node
9: end if

2.4 Experience replay and temporal knowledge weighting

Let c be the number of times an observation is used in a bootstrapped sample in an online random forest. Temporal knowledge weighting developed by Saffari et al. Saffari et al. (2009) uses observations with c = 0 to estimate the trees’ out-of-bag error (OOBEs), and discards trees with large OOBEs. To prevent trees from being discarded in their early stages of growing, Saffari et al. Saffari et al. (2009) also employs another parameter ϕ; the temporal knowledge weighting rate. Only trees with age_i > 1/ϕ are subjected to being discarded. Here, age_i is the number of samples a tree has observed. The tree to be discarded is then randomly chosen and replaced by a new tree with just one node (a stump). While the influence of discarding one tree in an ensemble is relatively low, continually replacing the trees allows the ensemble to adapt to the changes in the sample distribution throughout time Saffari et al. (2009).

Another breakthrough in deep Q-learning is the implementation of experience replay Lin (1992), and this is where the acclaimed method used in Mnih et al. (2013) differs from the original TD-gammon Tesauro (1994). At each step t, the agent interacts with the environment, and outputs a tuple of experience e_t = (s_t, a_t, r_t, s_{t+1}) (here s is the state, a is the action and r is the reward), and this tuple is stored in a dataset D = e_1, e_2, ..., e_N referred to as replay memory Mnih et al. (2013). Only the most recent N observations are stored. When updating the Q-values, we use a fixed-sized minibatch drawn at uniform random from D. Then, the agent chooses the next action to execute by an ε-greedy policy from Q(s_{t+1}, A). Utilization of experience replay has several advantages over learning directly from the most recent
experience only. The method is more data-efficient since each observation participates in updating the Q-function multiple times instead of being thrown away after being used only once. Also, using randomly drawn samples mitigates correlation between the consecutive observations, reducing the prediction variance of the Q-network during Q-value updates. Finally, experience replay prevents the behaviour policy from getting stuck in local modes. For instance, without experience replay, if an action to move left is executed, the next consecutive inputs for Q-value updates would occur from the left side. Then, when the action to move right is chosen, the samples would shift to the right. This phenomenon can cause the parameters of the Q-network to get stuck or even diverge [Mnih et al. (2013)]. Deep neural network (DNN) methods involving the above breakthroughs in RL have drawn public attention after Alpha Go defeated a human Go champion Sedol Lee in 2016 [Lee et al. (2016)]. RL is now widely used in solving real-world problems such as object detection, and recommendation systems [François-Lavet et al. (2018); Lee et al. (2016); Sutton and Barto (2018); Sze et al. (2017)].

3 Methods

Our method is as follows: at each time step, an action is taken by the agent, and the corresponding four-tuple \((s_t, a_t, r_t, s_{t+1})\) is observed from the environment, which is saved in the replay memory. Each tree in the ensemble updates either its terminal node or out-of-bag-error (OOBE) depending on an integer drawn from the Poisson distribution. The OOBE we use is described in the next subsection. Trees are grown until their age reaches \(1/\varphi\), where they become subject to being replaced according to their OOBEs. At episode \(\delta\), the tree with the lowest OOBE is duplicated several times so that the ensemble size is expanded to \(|M_{\text{max}}|\). The episode terminates when the agent reaches the terminal state of the environment. An overview of our method is given in Algorithm S1 in the Supplementary Material.

3.1 Online random forests in regression settings

The seminal work in original online random forests [Saffari et al. (2009)], focuses on classification problems. Generalization of this work to regression is required for RL, as the Q-function is continuous. We achieve this generalization by replacing the objective of splits from maximizing the information gains to maximizing the change in residual sum of squares (RSS), as is done in the batch mode regression tree methods.

In addition, the computation of out-of-bag errors (OOBEs) of the trees must be computed in a different way for regression. In classification, the OOBE for a tree is simply the fraction of the new observation’s label \(y_u\) for some \(u \in k\) in node \(j\): \(\text{OOBE}_{\text{class}} = \frac{\sum_{i=1}^{D_j} \mathbb{1}(y_i \neq y_u)}{|D_j|}\). This quantity naturally falls in the interval \([0, 1]\). However, for regression, this quantity is not necessarily between zero and one, and so we develop a normalized mean absolute error. In our method, the OOBE is computed based on the \(\lambda\) most recent observations that a node has seen, according to the following equation:

\[
\text{OOBE}_{\text{reg.}} = \frac{1}{\lambda} \sum_{i=1}^{\lambda} \min \left( \frac{\text{abs} \left( \frac{y_i - m(x_i)}{y_i + \mu} \right)}{1} \right).
\]

Here \(m(x)\) is the predicted response from the tree, and \(\mu\) is a small arbitrary real number added for numerical stability. The operand of the \(\min(\cdot)\) function tells us how much the predicted value is off from the true response, as a value between \([0,1]\).

3.2 Computing \(\max_{a \in A} \hat{Q}(s, a)\) when \(|A| > 1\)

In reinforcement learning, there is usually more than one possible action afforded by any given non-terminal state. For agents to determine which action to choose, each action needs its own action-value. This gives rise to the need for the function approximator to be able to produce a number of outputs equal to the number of available actions. Deep neural networks naturally solve this problem by having the corresponding number of output nodes in the output layer. However, the online random forest from Saffari et al. (2009) can approximate only one output. To resolve this, we adopt an idea presented in [Ernst et al. (2005)] for handling discrete action spaces. In our method, we grow one forest for each action available in a given reinforcement learning environment. Each ensemble starts with just one node and grows independently on sample observations from experience replay. Each forest approximates the corresponding action-value, and then the largest among them is returned. For a fixed state \(s\) and action \(a\) at time step \(t\),

\[
\max_{a \in A} \hat{Q}(s_{t+1}, a) = \max_{a \in A} \hat{Q}_1(s_{t+1}, a_1), \hat{Q}_2(s_{t+1}, a_2), \ldots, \hat{Q}_{|A|}(s_{t+1}, a_{|A|}).
\]

Here, \(\hat{Q}(\cdot)\) is the function approximator, and \(\hat{Q}_i(s_{t+1}, a_i) = M_i(s_{t+1})\forall i = 1, \ldots, |A|\) where \(M(\cdot)\) denotes prediction by the ensemble. An equivalent method is also applied for action selections: with probability \(\varepsilon\), the agent chooses its
consecutive action by taking the largest action-value among the approximations induced from the ensembles. This is encoded in Algorithm S2 in the Supplementary Material.

Figure 2: Results on blackjack using DQN and RL-ORF as Q-function approximators. (Upper) DQN with hidden layer size 32x32 with $\alpha = 0.05$ showed the highest average cumulative reward at episode 1,000. (Lower) RL-ORF with $\eta = 32$ and ensemble size expansion returned the best average cumulative reward, exceeding DQN’s performances.

3.3 Expanding ensemble size

Growing a large number of trees in each forest can be computationally expensive. In the early stages of learning, the amount of information learned may be expressed using only a small number of trees. We propose training a small number of trees for a certain period and then duplicating the best tree a large number of times later on in the learning process. Our method begins the learning process with just 100 trees in each forest, and expands the number of trees up to a value specified by $|M_{max}|$ according to Algorithm S4 in the Supplementary Material.

3.4 Partial randomness in node splits

In the original online random forest from Saffari et al. (2009), each node selects a subset of features at random. However, it is essential in reinforcement learning that the function approximators utilize as much information from the state as possible. For this reason, we remove randomness in the split variable selection but leave split points selection for each test to be still drawn at random (hence partial randomness). This process is described in Algorithm S3 in the Supplementary Material.

4 Experiments

We apply the RL-ORF model to the OpenAI blackjack, inverted pendulum, and lunard lander gyms. In each case, we compare our methods to DQNs. In OpenAI’s blackjack environment, the state is a tuple containing three elements: the agent’s hand, the dealer’s hand, whether or not the agent holds an ace. The ace can be treated as either one point or eleven. The agent starts with two cards in hand, whereas the dealer starts with only one. The player draws a card by choosing to ‘hit’ (for more details, see Brockman et al. (2016)). Each epoch is one thousand episodes, and each episode consists of multiple time steps (extending over the length of the simulated task). For each time step in the episode, the agent executes an action selected by the behaviour policy and the resulting transition is stored in the replay memory. Random samples are drawn from the memory and the samples are used to update the trees according to Algorithm 1 and Algorithm S3 in the Supplementary Material. For both DQN and RL-ORF, we used $\gamma = 1$, $\varepsilon = 0.5$, and $\varepsilon$-decay = 0.99 with the minimum $\varepsilon = 0.01$. Throughout our experiments, the replay memory size was 10,000 in all experiments with a minibatch size of 32. For DQN, the neural networks comprised two hidden layers. In each experiment, we compared performances of different hidden layer sizes and learning rates with Adam optimizer Kingma and Ba (2014). The input and output layer sizes differed depending on the environment. For RL-ORF, we tested different values of $\eta$ and whether to expand the ensemble size or not. All trees were fully grown without pruning, along with $\beta = 0.01$, $\varphi = 1/5,000$, $|M_{init}| = 100$, and $|M_{max}| = 200$. The average rewards per epoch are summed and shown in units of 100 episodes. For each experiment, we do 100 random restarts, 1,000 episodes for each run.

For the ‘inverted pendulum’ by OpenAI’s CartPole-v1, the agent’s objective is to maintain the pole standing on the cart without falling as long as possible. The state-space tuple consists of 4 elements: cart position, cart velocity, pole
angle, and pole angular velocity. There are two possible actions: move the cart to the left (0) or right (1). The agent gets +1 reward for every step taken, including the termination step [Brockman et al., 2016]. To enhance learning speed, we modified the reward function for both DQN and RL-ORF. In the altered setting, the agent gets a -1,000 reward for falling. We tested hidden layer sizes {32x32, 64x64, 128x128}, and learning rates ($\alpha$) {0.01, 0.005} for DQN. For RL-ORF, different values of $\eta$={32, 64, 128}, and whether to expand the ensemble size from 100 to 200.

Finally, for the ‘lunar lander’ gym the agent tries to land on the landing pad located at coordinates (0,0). The state-space tuple consists of 8 elements: x-coordinate, y-coordinate, horizontal and vertical velocity, lander angle, angular velocity, right-leg grounded, and left-leg grounded. The agent gets -0.3 points for each frame it fires the main engine, -0.03 for each side engine. If the lander reaches the ground too fast (speed > 0), the lander crashes and receives -100. A successful landing (velocity = 0) anywhere awards +100 points, an additional +100 are given for landing on the landing pad. Each leg with ground contact is +10 points. An episode terminates when the lander either crashes or comes to rest [Brockman et al., 2016]. We demonstrate our results for DQN with hidden layer size 32x32, $\alpha$ = 0.01, and for RL-ORF with $\eta$ = 256 and expand ensemble sizes to $|M_{max}| = 200$.

All experiments were conducted on Intel i7-8565U 1.8GHz CPU and 16GB RAM with python version 3.7.8. The DQN is trained using PyTorch version 1.8.1. The code for our experiments are available under an open source license. Portions of our codebase use a modified version of the open source python code from Lui (2017) and Liu (2019).

5 Results

5.1 Experiment 1: Blackjack

In Figure 2, we show representative performance of the DQN and the RL-ORF over a number of hidden layer sizes and parameter settings (figures depicting the full range of parameters explored for each method are provided in Figures S1, S2 and S3 of the Supplementary Material). The settings for the RL-ORF that performed best are $\eta$ = 32 and ensemble size expansion from 100 to 200 at episode 100, and the settings of the best performing DQN are hidden layer size 32x32 with $\alpha$ = 0.05. We varied the parameters of the DQN extensively but found that the settings did not modulate the performance (Figure S1 of the Supplementary Material). For this gym, the RL-ORF performed significantly better than the DQN. The best RL-ORF parameters showed a mean cumulative reward of -6.51 with a standard deviation of 10.97 at episode 1,000, and the best DQN had a mean of -15.18 with a standard deviation of 10.10. A one-sided t-test for difference in the means yields the $p$-value 2.271E-5 (more detail for this test is provided in Table S1 of the Supplementary Material), rejecting the null hypothesis that the performances were equal (i.e., the RL-ORF has higher mean performance). A Shapiro-Wilk test provides no evidence that the distributions of the performances are not normal (this test is described in Table S1 of the Supplementary Material).

Note that the formulation of blackjack by OpenAI reshuffles the deck after every hand, and ties are not in favour of the agent. This means that the game is stacked against the agent, and it is impossible to achieve average reward higher than zero (as indicated by Figure 2). For the blackjack experiment, there was no evidence of catastrophic forgetting in the DQN (in Figure 2, Left, the DQN performance does not decrease after plateau). Also, in this experiment there was no evidence that the expanding trees method improved performance of the RL-ORF (Figure 2 of the Supplementary Material).
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Material). Evidence recommending expanding trees arises in the next experiment. We also apply standard Q-learning (discrete TD learning) to the blackjack gym, and this method performed worse than both the DQN and the RL-ORF methods, with a mean reward of -28.93 and a standard deviation of 12.97 (averaged over 100 random restarts).

5.2 Experiment 2: Inverted pendulum

For the inverted pendulum, the RL-ORF performed significantly better than the DQN in some cases, as shown in Figure 3 (this Figure shows the learning using the best parameter settings found for both methods). With the RL-ORF settings \(\eta = 256\) with ensemble size expansion from 100 to 200 at episode 100, and DQN settings \(\alpha = 0.005\) with hidden layer size 128x128, a Mann-Whitney U-test [Mann, Whitney (1947)] rejects the null hypothesis (with a \(p\)-value of 0.009) that the average reward is the same for RL-ORF and DQN at episode 1,000 (a Shapiro-Wilk test for normality shows that the rewards for this experiment are not normal and so we prefer the Mann-Whitney U-test over the t-test: details for these tests are provided in Tables S3 and S4 of the Supplementary Material). The average reward at the 1,000th episode for DQN is 120.04±91.99 and the average reward for RL-ORF is 139.26±88.78, indicating that RL-ORF is better. In addition, for this gym we find that our expanding trees method improves the RL-ORF performance. Comparisons of all of the parameter settings (beyond Figure 3) are provided in Figures S4, S5 and S6 of the Supplementary Material, including error bars.

We found that in this gym, a lower learning rate of \(\alpha = 0.005\) gave better performance than \(\alpha = 0.01\) for the DQN. However, like in blackjack, a larger number of hidden nodes did not meaningfully improve the overall performance (see Figure S4 of the Supplementary Material). Finally, in both DQN and RL-ORF, we see that the average reward slowly decreases over the episodes. The problem is often referred to catastrophic forgetting [McCloskey and Cohen (1989)]. After reinforcement learning algorithms achieve a reasonable solution to a problem, new incoming experiences that the agent gets are only for ‘good’ cases, leading to a depletion of unsuccessful cases in the experience memory. The function approximator can then start to generate high Q-function values for every state-action pair, which degenerates the accuracy of the agent.

In the lunar lander experiment, neither the DQN nor the RL-ORF performed well: neither method could successfully land the lunar lander a single time over thousands of epochs (this is displayed in Figure S7 in the Supplementary Material). While not managing to land, the DQN method provided more efficient fuel use before cratering, leading to improved average reward over RL-ORFs.

6 Discussion and future work

We discovered that the online tree method could outperform some deep neural networks in terms of average total reward. In the process, we found that starting the forest size with a small number of trees and then expanding the size after the set episodes performed better in later episodes. This may be because when the forest size is expanded, more than half of the trees temporarily show relatively high performance, which could cancel out the performance degradation due to correlations between the trees and tree re-growth. The impact of tree expansion decreases as \(\eta\) increases, indicating that the ensemble becomes more robust to changes with larger \(\eta\). However, online tree methods did not perform well in more complicated environments such as the lunar lander. We believe it would be worth investigating what makes it difficult for the online tree methods to solve those problems. Another limitation is that our online tree method is coded entirely in Python, which made the learning process around 100 times slower than the DQN built on PyTorch. We believe parallelization and implementation of our method in lower-level languages such as C would boost the learning speed.

7 Conclusion

We have developed an online random forest method for reinforcement learning. This method is general and we apply it to gyms without any hand-crafted aspects, without transfer learning, and without building specific representations of the gym. Our experiments demonstrate that we outperform state-of-the-art DQNs and standard TD learning for blackjack and we outperform DQNs in the inverted pendulum.

These gains come at a cost: our method is significantly slower than DQNs (however, our DQN implementation uses torch and we did not attempt to optimize our code with a C implementation matching torch optimization techniques). The lunar lander gym is quite difficult and neither DQN nor our method performs well for that gym. The lunar lander gym would likely be easier with visual representation and convolution, or hand-crafted representations. In addition to providing the RL-ORF (reinforcement learning online random forest), our work shows some limitations on the complexity of problems that can be solved with representation-free reinforcement learning.
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