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Abstract

The particle flow discrete element models for uniaxial compression and tensile tests of rocks are established to study the influence of the particle distribution randomness on the macroscopic mechanical properties of such model. The results of macroscopic mechanical properties show strong discreteness due to the variance of particle distributions, in which compressive strength, tensile strength and Poisson's ratio follow the normal distribution and the Young's modulus follows the negative skewness distribution. The average values of the macroscopic strength obtained based on multiple calculations with different particle distributions should be used for the calibration of microscopic parameters. According to the relationship between sample size and deviation of macro strength averages, the minimum calculation number required to obtain high-precision macro strength with different confidence levels is given.
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NOTATION

\( g_1 \) is the skewness of a statistic
$g_2$ is the kurtosis of a statistic

$v_i$ is the $i$-order center distance of a statistic

$E(X)$ is the expectation of a statistic

$X-E(X)$ is the deviation of a statistic

$Var(X)$ is the variance of a statistic

$n$ is the size of a statistic

$x_j$ is the $j^{th}$ order statistic

$x$ is the mean of a statistic

$u_i$ is the U test coefficient for skewness ($i=1$) or kurtosis ($i=2$)

$\sigma_i$ is standard error of skewness ($i=1$) or kurtosis ($i=2$)

$\alpha$ is the specified significance level

$\alpha$ is the U statistic for bilateral tests at the specified significance level

$D$ is the normal statistic for the LL test

$F^*(X)$ is the cumulative normal distribution function of a statistic

$S_n(X)$ is the cumulative distribution function of a statistic

$W$ is the normal statistic for the S-W test

$x_i$ is the $i^{th}$ variable values of a statistic

$V$ is the covariance matrix of the variable

is the expected value of $i$ order statistic sampled from the standard normal distribution of the random variable

$m_i$ is the significance level corresponding to the statistics when the variable are
tested by LL and S-W

$CL$ is the specified confidence level

$\mu$ is the sample mean

$\delta$ is the sample variance

$n_{min}$ is the minimum sample size

is the value corresponding to the confidence specified in the normal probability distribution table

$S$ is the standard deviation of the population sample

$\Delta_x$ is the allowable error
1 Introduction

The basic principle of the particle flow discrete element method is to use the collection of particles to simulate the rock and soil, and to duplicate the macroscopic mechanical behavior of such materials through the interaction between particles. It is one of the most popular methods to study the problem of rock and soil mechanics (Hrd et al., 2000; Cook et al., 2004; Onate et al., 2004; McDowell et al., 2006; Qin et al., 2013; Zhang et al., 2015; Zhao et al., 2019; Xie et al., 2020). The microscopic parameters of particle flow models are usually not directly equal to the macroscopic mechanical parameters of materials. Simulations of strength tests (uniaxial, biaxial, Brazilian splitting experiments, etc.) are needed to establish the relationship between model microcosmic parameters and the macroscopic mechanical properties of rocks, such a process is called calibration (Xia et al., 2018; Shi et al., 2019). The particle distribution may have a significant influence on the macroscopic mechanical properties of the model because the change of particle locations will affect the crack initiation and propagation in the rock model. Therefore, a one-time simulation under a given particle distribution may not be able to obtain the accurate relationship between microscopic parameters and macroscopic strength in calibrations. This paper studies the influence of the randomness of particle distribution on the macroscopic mechanical parameters of the discrete element model, to improve the calibration accuracy of the particle flow discrete element model.

Scholars have studied the factors that affect the macroscopic properties. Potyondy et al. (Potyondy et al., 2004) found that Young's modulus and tensile strength are strongly correlated
with particle size. Yoon, Wang, Castro-Filgueira, Boutt and Martin et al. (Boutt et al., 2002; Cho et al., 2007; Yoon et al., 2007; Wang et al., 2010; Castro-Filgueira et al., 2017) pointed out that the effective stiffness and stiffness ratio of intergranular contact have the greatest effect on Young's modulus, and the relationship between effective contact modulus and Young's modulus is linear. Tangential and normal contact strength have the greatest influence on compressive strength and tensile strength, and the relationship between contact strength and compressive strength is linear. The stiffness ratio has the greatest influence on Poisson's ratio, but only has minor influence on other macro parameters. The particle friction coefficient merely affects the post-peak response of the particle flow model. Wang and Martin et al. (Wang, 1981; Schöpfer et al., 2009) found that Young's modulus, uniaxial compressive strength (UCS), tensile strength (T), strength ratio (UCS/T) and internal friction angle would all decrease with the increase of porosity, while porosity had almost no influence on Poisson's ratio. Castro-Filgueira et al. (Castro-Filgueira et al., 2016) studied confining pressure and found that Young's modulus, compressive strength and tensile strength all increased with the increase of confining pressure, but had little impact on Poisson's ratio. Coetzee et al. (Coetzee et al., 2009) showed that the internal friction angle increased with the increase of particle stiffness and friction coefficient, while the friction coefficient had little influence on the system stiffness.

The above researches have made a lot of achievements in the aspects of model calibration. However, there are still some unsolved problems. The heterogeneity and randomness of natural rocks lead to a significant discreteness of macroscopic mechanical parameters of such material.
(Yamaguchi, 1970; Ruffolo et al, 2009; Cui et al., 2017). For the discrete element model, the randomly distributed particles could be used to simulate the heterogeneous characteristic of rocks, but how does particle distribution affect the macroscopic strength of the model has not been systematically studied yet. In addition, the particle distributions are usually different in the model for calibration and that for solving practical problems. The difference of particle distributions changes the crack initiation location and propagation path, which may have a significant influence on the macroscopic mechanical properties of the model. That is, due to the randomness of particle distribution, two models with the identical microscopic parameters may not provide the same macroscopic strength. The calibration according to only one calculation without the consideration of particle distribution may not correctly reveal the relation between microscopic parameters and macroscopic strength. Therefore, it is necessary to study the coupling effect of the particle distribution and microscopic parameters on the macroscopic strength of the model, and then to propose a statistic-based calibration principle using the average values from multiple calculations.

In this paper, the particle flow discrete element models for simulating uniaxial compression and tensile tests of rocks are established. Based on a large number of numerical simulations, the relationship between the particle distribution randomness and the macroscopic mechanical response of the model is obtained by using statistical analysis methods. And the minimum sample size required to provide high-precision averages of macroscopic mechanical properties are obtained. The applicability of the "three in five tests for the mean" method
(calculate five times with different particle distribution, and obtain the average value after removing the maximum and minimum) for calibration is verified.

2 Modeling of uniaxial tests for rocks

Natural rocks are characterized by discontinuity, anisotropy, heterogeneity, inelasticity and other inherent characteristics (Jing, 2003). Therefore, for rock modeling the continuum hypothesis may no longer applicable. The particle flow discrete element method is a novel discontinuous medium method, which uses a series of discrete disk (2D) or spherical (3D) particles to model the rock, and to reflects the deformation and failure of rock by the relative position, motion state and bond relationship of the particles. Particle flow discrete element method has unique advantages in simulating large deformation and brittle failure of rocks under various external forces (Mehranpour et al., 2017; Castro-Filgueira et al., 2020; Tian et al., 2020).

The Idaho basalt reported in the reference (Moon et al., 2012) is selected as the representative of rocks in this paper. The macroscopic properties of Idaho basalt are: Young's modulus 9.66 GPa, Poisson's ratio 0.21, compressive strength 28.4 MPa, and tensile strength 6.6 MPa. The two-dimensional simulations of uniaxial compression and uniaxial tensile tests are used for the calibration, as shown in Fig. 1 (a) and (c). The height and width of the models are 100 mm and 50 mm, respectively. Rigid walls are located on the upper and lower sides of the sample for axial loading. The crack distributions inside the rock samples under uniaxial compression and uniaxial tensile load are shown in Fig. 1 (b) and (d), respectively. The microscopic parameters are calibrated according to the traditional method (Castro-Filgueira et al., 2017) without
changing particle distribution yet, to obtained the benchmark for the subsequent study. The macroscopic mechanical properties of the model after calibration are shown in Table 1 and the corresponding microscopic parameters are shown in Table 2.

![Particle flow models](image)

**Fig. 1** Particle flow models for simulating uniaxial tests and typical results: (a) model for uniaxial compression tests; (b) crack distribution after uniaxial compression tests; (c) model for uniaxial tensile tests; (d) crack distribution after uniaxial tensile tests

| Table 1 Macroscopic mechanical properties of particle flow model after calibration |
|---------------------------------|---------------------------------|---------------------------------|
| **Items**                       | **Model**                       | **Experiment (Moon and Oh, 2012)** | **Deviation** |
| Young's modulus                 | 9.5 GPa                         | 9.66 GPa                         | 1.66%          |
| Compressive strength            | 28.63 MPa                       | 28.4 MPa                         | 0.81%          |
| Tensile strength                | 6.49 MPa                        | 6.6 MPa                          | 1.67%          |
| Poisson's ratio                 | 0.211                           | 0.21                             | 0.48%          |

**Table 2 Micromechanical parameters of particle flow model after calibration**

| Categories | Items                           | Symbols  | Values |
|------------|---------------------------------|----------|--------|
| General    | Lower limit of particle diameter, mm | cm_Dlo   | 2      |
To illustrate the influence of particle distributions on the macroscopic mechanical parameters of the model, ten simulations of uniaxial compression and tensile tests with different particle distributions (all other parameters maintain constant) are performed and the corresponding stress-strain curves are shown in Fig. 2. The results show significant discreteness, where the maximum difference of the simulated compressive strength is over 10 MPa, accounting for 30% of the experimental measured value. The tensile strength is also strongly affected by the randomness of particle distributions; the maximum difference of simulated tensile strength in Fig. 2(b) is more than 4.5 MPa, accounting for about 70% of the experimental measured value. The above-mentioned results illustrate the necessity of a systematically investigation on the statistical rule of the particle distribution effect on the macroscopic mechanical properties of the particle flow discrete element model.
Fig. 2 Stress-strain response: (a) uniaxial compression tests; (b) uniaxial tensile tests

3 Statistical analysis on the results of macroscopic mechanical properties

The results of 500 simulations of rock compression and tensile tests with different particle distribution are collected as the sample base for the following statistical analysis: 1) Conducting normality test to obtain the probability distributions of the simulation results. 2) Determining the minimum sample size that could produce high-precision average values of macroscopic mechanical properties. 3) Examining the precision of average values obtained from the commonly used "three in five tests for the mean" method to verify the applicability of such method in the calibration of particle flow model.

3.1 Normality test

The normality test is commonly used to determine whether a sample follows the normal distribution. The popular normality test methods including skewness and kurtosis coefficient test (U test), Lilliefors test (LL), Shapiro-Wilk test (S-W) and Kolmogorov-Smirnov test (K-S), as well as graphic methods such as Q-Q graph, P-P graph and histogram (Keskin et al.,
The applicable scope of the above-mentioned normality test methods has not been clearly defined at present. Taking the S-W method as an example, the references (Mohd et al., 2011) point out that the S-W test is applicable to the case with a sample size greater than 100, while the researcher (Society, R.S, 2019) insists that the S-W test is suitable for data with a sample size of 3~2000, and there are also literatures believe that the S-W test is the most accurate approach for any sample size (Mohd et al., 2011; Society, R.S, 2019). Therefore, to ensure the correctness of normal test results, this work comprehensively uses a variety of normality test methods, including the U test, LL test and S-W test, and supplemented by histogram and Q-Q graph.

The parameters required for the normality tests are shown below.

1) Skewness and kurtosis coefficient test

Skewness is a parameter that reflects the degree and direction of data distribution skewed, which is defined as (Keskin, 2006; Trust, 2016):

\[
g_1 = \frac{\nu_3}{\nu_2^{3/2}} = \frac{\mathbb{E}[X - E(X)]^3}{\text{Var}(X)^{3/2}}
\]

1.

\[
\nu_3 = \frac{1}{n-1} \sum_{j=1}^{n} (x_j - \bar{x})^3
\]

2.

Kurtosis is a parameter that represents the peak value of the probability density
distribution curve at the mean, which is defined as (Keskin, 2006; Trust, 2016):

$$g_2 = \frac{v_4}{\nu_2^2} - 3 = \frac{E[X - E(X)]^4}{[Var(X)]^2} - 3$$

3.

The corresponding U test value is calculated as:

$$u_i = \frac{g_i}{\sigma_{gi}} (i = 1, 2)$$

4.

The variable rejects the normal distribution hypothesis when $$|u_i| > u_{\alpha^{\nu_2}/2}$$.

2) LL test

The key parameter $$D$$ of LL test is defined as (Yap et al, 2011; Mohd et al, 2011):

$$D = \max |F^*(X) - S_n(X)|$$

5.

When $$D > D(n, \alpha)$$ (Massey, 1951) ($$D(n, \alpha)$$ is the statistical threshold of LL test at the specified significance level $$\alpha$$ and sample size $$n$$; for the same sample size, it decreases with increasing confidence level) the variable rejects the normal distribution hypothesis.

3) S-W test
The S-W test is the first normal test method that can be used to detect deviations in skewness, kurtosis, or both exist deviation. The key parameters of S-W test is defined as (Shapiro and Wilk, 1965, 1972; Keskin, 2006; Öztuna, Elhan and Tüccar, 2006; Mohd Razali and Bee Wah, 2011; Yap and Sim, 2011):

\[ W = \frac{\left( \sum_{i=1}^{n} a_i x_i \right)^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2} \]

6.

\[ a_i = (a_1, \ldots, a_n) = \frac{m^T V^{-1}}{\sqrt{(m^T V^{-1} V^{-1} m)}} \]

7.

\[ m = (m_1, \ldots, m_n)^T \]

8.

When \( W < W(n, \alpha) \) (\( W(n, \alpha) \) is the statistical threshold of S-W test at the specified significance level \( \alpha \) and sample size \( n \), it increases with significance level for the same sample size) the variable \( X \) rejects the normal distribution hypothesis.

The above-mentioned methods are applied to implement the normality tests for the simulated macroscopic property results of rock models with different particle distributions. The confidence coefficient is set to be 95% (i.e. confidence level \( CL=0.95 \), significance level \( \alpha=0.05 \)), and the results of normality test are shown in Table 3. The skewness U test value \( u_i \)
of the Young's modulus is -4.45, which are without the range of -1.96~1.96 ($\alpha=0.05$ look-up the normal distribution table has $u_{\alpha}=1.96$); and the significance level $P$ ($P$ is the significance level corresponding to the statistics when the variable are tested by LL and S-W) of both the LL test and the S-W test is 0.015 and 0, respectively, which is less than the corresponding confidence standard $\alpha=0.05$. It can be seen from Fig. 3 (a) and Fig. 4 (a) that the frequency distribution histogram is in poor agreement with the normal distribution curve, a large number of data points are outside the standard range corresponding to the confidence level of the Q-Q graph. To sum up, Young's modulus do not obey normal distribution.

According to Table 3, Fig. 3 and Fig. 4, all normal test statistics of compressive strength, tensile strength and Poisson's ratio are within the standard range corresponding to the confidence level. And the frequency distribution histogram is in good agreement with the normal distribution curve, and few data points in the Q-Q diagram are beyond the standard range of confidence levels. In conclusion, compressive strength, tensile strength and Poisson's ratio obey normal distribution.

Table 3 Normal test of stochastic simulation results of particle distribution

| Items                      | Young's modulus | Compressive strength | Tensile strength | Poisson's ratio |
|----------------------------|------------------|----------------------|------------------|-----------------|
| Mean                       | 9.39             | 28.26                | 6.82             | 0.184           |
| Std. Deviation             | 0.435            | 2.51                 | 0.583            | 0.009           |
| Skewness, $g_1$            | -0.636           | -0.12                | 0.055            | 0.07            |
| Skewness Std. Deviation, $\sigma_{g1}$ | 0.143          | 0.143                | 0.143            | 0.143           |
| U test, $u_1$              | -4.45            | -0.84                | 0.38             | 0.49            |
| Kurtosis, $g_2$            | 0.494            | -0.42                | -0.066           | 0.066           |
|                        |     |     |     |     |
|------------------------|-----|-----|-----|-----|
| Kurtosis Std. Deviation, $\sigma_{g2}$ | 0.286 | 0.286 | 0.286 | 0.286 |
| U test, $u_2$           | 1.73 | -1.47 | -0.23 | 0.23 |
| LL (P)                  | 0.015 | 0.2 | 0.063 | 0.2 |
| S-W (P)                 | 0 | 0.172 | 0.812 | 0.876 |
| Normality               | No | Yes | Yes | Yes |

Fig. 3 Histogram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.
Fig. 4 Q-Q diagram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) Compressive strength; (c) Tensile strength; (d) Poisson's ratio

To determine the specific distributions for the results of Young's modulus, the raw data that do not follow a standard normal distribution need to be converted. Commonly used conversion methods are the logarithmic transformation, square root transformation and reciprocal transformation (Nishida, 2010), as defined in the following:
\[ y = \ln(K - x) \]

9.

\[ y = \sqrt{[(K - x)]} \]

10.

\[ y = \frac{1}{K - x} \]

11.

Where, \( K \) is a constant, \( x \) and \( y \) are the original and transformed data, respectively.

The coefficient \( K \) is obtained by letting the skewness of transformed data equal to zero.

After trial and error, the logarithmic transformation is used for the Young's modulus data. The coefficient \( K \) for Young's modulus 11.384.

Normality tests are performed on the transformed data, and the results are shown in Table 4, Fig. 5 and Fig. 6. The U test values, the significance of LL test and S-W test of the Young's modulus after the transformation meet the standard of normal distributions. Meanwhile, almost all of the data points in the normal Q-Q diagram are within the range corresponding to the confidence level. In summary, the transformed data of Young's modulus follow the normal distribution, and the original data of Young's modulus follows negatively skewed distributions.

| Items          | Young's modulus |
|----------------|-----------------|
| Conversion method | logarithmic     |

Table 4 Results of normality test after data conversion
| Property               | Value |
|-----------------------|-------|
| Skewness, $g_1$       | 0     |
| Skewness Std. Deviation, $\sigma_{g_1}$ | 0.143 |
| U test, $u_1$         | 0     |
| Kurtosis, $g_2$       | 0.018 |
| Kurtosis Std. Deviation, $\sigma_{g_2}$ | 0.286 |
| U test, $u_2$         | 0.063 |
| LL (P)                | 0.2   |
| S-W (P)               | 0.969 |
| Normality (after data conversion) | Yes |

Fig. 5 Histogram of macroscopic property result after Young's modulus data conversion

Fig. 6 Q-Q graph of the macroscopic property result after Young's modulus data conversion
3.2 Determination of the minimum sample size for high-precision averages

It has been demonstrated that the randomness of particle distribution has a significant
effect on the results of macroscopic mechanical properties of the discrete element model. So in
model calibrations, the averages obtained from multiple calculations with different particle
distributions should be used, instead of the results from one calculation without considering
particle distributions. The approach to determine the number of computations (sample size) is
of significant. Apparently, the larger the sample size, the smaller the deviations of averages
(Naing, 2003); but in practice, due to the limitation of computing resource, it is impossible to
perform infinite calculations to obtain the true averages. Therefore, the correlation between the
sample size and the precision of the corresponding average values needs to be studied, then a
reasonable calculation number that balances the computing accuracy and efficiency can be
determine.

According to the fundamental theory of random sampling, the minimum sample size
required to obtain an average for a given precision can be determined according to the total
sample variance, allowable error (accuracy) and confidence (Naing, 2003):

$$n_{\text{min}} = \frac{Z^2S^2}{\Delta_x^2}$$

12.

The standard deviations of the population samples of each item can be found in Table 3.
The selection confidence is 95%. The minimum sample size of each macroscopic properties
under different accuracy are calculated According to Eq. 12, and the results are shown in Fig. 7 (a). The results indicate that the minimum sample size becomes larger when the preset error decreases. The fitted curves are also shown in Fig. 7 (a); the minimum sample size for all macroscopic parameters are inversely proportional to the square of error. By comparing the minimum sample size of each item with the same precision, it can be found that the minimum sample size of tensile strength is always the largest. The confidence level also affects the minimum sample size. As Fig. 7(b) shows, at the same precision, the minimum sample size increases with the confidence level.

Fig. 7 Determination of the minimum sample size :(a) the minimum sample size of each item varies with the accuracy level when the confidence is 95%; (b) the minimum sample size of tensile strength with given accuracy level under different confidence levels

3.3 Verification of the "three in five tests for the mean" method

The "three in five tests for the mean" method (which is shortened as “three in five” method...
in the following) is popular in the investigations involving stochastic problems. In this method, each test will be repeated five times, and the middle three values are adopted to calculate the average. To verify the applicability of the “three in five” method in calculating the averages that used for calibrations, five data points of macroscopic properties are randomly selected from the sample, then the maximum and minimum values are removed and the average are calculated according to the remaining three values. The sampling process is repeated for 20 times, and the corresponding averages are shown in Fig. 8.

All the results (Fig. 8) of Young's modulus, compressive strength, tensile strength and Poisson's ratio show a certain degree of dispersion, but the relative errors of the averages obtained by the “three in five” method are largely smaller ±5%. The maximum error in Fig. 8 is about 7.5%. As shown by Fig. 7 (b), when sample size is five, the relative error of the average is about 8.7% which is larger than that of the average obtained by the “three in five” method where the effects of maximum and minimum are eliminated. In summary, the "three in five" method works well for the problem of calculating the averages that used for calibrations.
Fig. 8 Error analysis of the averages obtained by the "five choose three" method: (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.

4 Conclusion

In this paper, the statistical rule of the influence of particle distributions on the macroscopic mechanical property discreteness of the particle flow model is studied. The major conclusions are as follows:

a. The particle distributions have a significant effect on the macroscopic mechanical properties of particle flow model, and the simulation results of compressive strength, tensile
strength and Poisson's ratio with different particle distributions follows normal distributions, while that of Young's modulus follow negative skewness distributions. Therefore, the averages obtained from multiple calculations with different particle distributions should be used for model calibrations, instead of the results from one calculation without considering particle distributions.

b. The minimum sample size required to obtain averages of macroscopic mechanical properties with a given precision level is inversely proportional to the square of precision.

c. The "three in five" method (calculating five times with different particle distributions and calculate the average value after removing the maximum and minimum) is adopted to obtain the averages of macroscopic mechanical properties that used for model calibrations. The deviations of the averages provided by this method is largely within the range of ±5% while the maximum of deviations is not over ±10%, suggesting that the "three in five" method is effective.
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**Figure captions**
Fig. 1 Particle flow models for simulating uniaxial tests and typical results: (a) model for uniaxial compression tests; (b) crack distribution after uniaxial compression tests; (c) model for uniaxial tensile tests; (d) crack distribution after uniaxial tensile tests

Fig. 2 Stress-strain response: (a) uniaxial compression tests; (b) uniaxial tensile tests

Fig. 3 Histogram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.

Fig. 4 Q-Q diagram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) Compressive strength; (c) Tensile strength; (d) Poisson's ratio

Fig. 5 Histogram of macroscopic property result after Young's modulus data conversion

Fig. 6 Q-Q graph of the macroscopic property result after Young's modulus data conversion

Fig. 7 Determination of the minimum sample size : (a) the minimum sample size of each item varies with the accuracy level when the confidence is 95%; (b) the minimum sample size of tensile strength with given accuracy level under different confidence levels

Fig. 8 Error analysis of the averages obtained by the "five choose three" method : (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.
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Figure 1

Particle flow models for simulating uniaxial tests and typical results: (a) model for uniaxial compression tests; (b) crack distribution after uniaxial compression tests; (c) model for uniaxial tensile tests; (d) crack distribution after uniaxial tensile tests

Figure 2

Stress-strain response: (a) uniaxial compression tests; (b) uniaxial tensile tests
Figure 3

Histogram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.
Figure 4

Q-Q diagram of the macroscopic property results with different particle distributions: (a) Young's modulus; (b) Compressive strength; (c) Tensile strength; (d) Poisson's ratio
Figure 5

Histogram of macroscopic property result after Young's modulus data conversion
Figure 6

Q-Q graph of the macroscopic property result after Young's modulus data conversion
Figure 7

Determination of the minimum sample size: (a) the minimum sample size of each item varies with the accuracy level when the confidence is 95%; (b) the minimum sample size of tensile strength with given accuracy level under different confidence levels.
Figure 8

Error analysis of the averages obtained by the "five choose three" method: (a) Young's modulus; (b) compressive strength; (c) tensile strength; (d) Poisson's ratio.