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Abstract—Cryptocurrencies are rapidly finding application in areas such as Real Time Gross Settlements and Payments. Ripple is a cryptocurrency that has gained prominence with banks and payment providers. It solves the Byzantine General’s Problem with its Ripple Protocol Consensus Algorithm (RPCA), where each server maintains a list of servers, called the Unique Node List (UNL), that represents the network for that server and will not collectively defraud it. The server believes that the network has come to a consensus when servers on the UNL come to a consensus on a transaction.

In this paper we improve Ripple to achieve better speed, security and last mile connectivity. We implement guidelines for resilience, robustness, improved security, and efficient information propagation (IP). We enhance the system to ensure that each server receives information from across the whole network rather than just from the UNL members. We introduce the paradigm of UNL overlap as a function of IP and the trust a server assigns to its own UNL. Our design makes it possible to identify and mitigate some malicious behaviours including attempts to fraudulently Double Spend or stall the system. We provide experimental evidence of the benefits of our approach over the current Ripple scheme. We observe ≥ 99.67% reduction in opportunities for double spend attacks and censorship, 1.71x increase in fault tolerance to ≥ 34.21% malicious nodes, ≥ 4.97x and 98.22x speedup and success rate for IP respectively, and ≥ 3.16x and 51.70x speedup and success rate in consensus respectively.

Index Terms—Ripple, Kelips, Consensus, Unique Node List, Information Propagation.

1 INTRODUCTION

A cryptocurrency is a medium of exchange implemented as a distributed system. It uses blockchain technology to prevent spending of the same resource more than once (the Double Spending Problem). Transactions are stored in a chain that becomes increasingly resistant to modifications as new transactions are added. Some popular cryptocurrencies are Bitcoin [43], Ethereum [72], Ripple [56], Tether [60], Libra [8], LiteCoin [2], Monero [18][42] and IOTA [45]. They are used for Real Time Gross Settlements and Payments.

Cryptocurrencies, in general, face challenges in achieving fast, secure and correct agreement on the validity of transactions (consensus) due to their distributed nature. They attempt to solve these using Proof-of-Work [43][72], Proof-of-Stake [14], Proof-of-Elapsed-Time [44], Practical Byzantine Fault Tolerance [8], and Proof-of-Authority mechanisms. However, some challenges may arise due to malicious or benign network issues like downtime and increased latencies. Additionally malicious nodes could throttle or manipulate information flow, or selectively share wrong information. These open the system to the Byzantine General’s Problem [37] (BGP) and resulting in attacks like Double Spending causing a blockchain fork, consensus delay, or halt. These negate the benefits of using blockchains.

Cryptocurrencies need to solve these blockchain challenges to have widespread adoption and success. They also need to be fast, reliable, highly secure, and resilient and achieve last mile connectivity. For these we look at one such cryptocurrency, Ripple [35][56] that has gained popularity with banks and payment providers. It helps seamlessly and globally transfer value in seconds, much faster and more energy efficient than Bitcoin. These benefits and efforts to integrate with global financial systems make Ripple promising.

Ripple solves the BGP using its Ripple Protocol Consensus Algorithm (RPCA) [56]. Each server maintains its own Unique Node List (UNL), a list of servers which it believes will not collectively defraud it and represent the entire network. Servers need to maintain a minimum overlap between UNLs to ensure the correctness of consensus, and prevent network partitions (NPs) and blockchain forks. This overlap defines the consensus threshold for votes (proposals).

Limitations of Ripple: Currently Ripple has some technical challenges. (1) There are no guidelines or fool-proof ways to ensure the minimum UNL overlap. (2) This overlap can be increased and consensus thresholds reduced, achieving consensus sooner without affecting security. (3) The relatively slow rate of information propagation affects consensus’ convergence rate and can be exploited. It can be improved and be made more robust, resilient and efficient. (4) There is no way to ensure that a server receives all the transactions in the network, let alone optimally. Connectivity (including last mile connectivity) and complete network exposure in the face of network issues and malicious behaviour is not assured. Finally, (5) a transaction that is set to undergo consensus (candidate transaction) propagates across the UNL to a node’s immediate neighborhood via pull. It can take...
several consensus rounds for network-wide propagation.

Our Contributions: The above issues can compromise security, correctness of consensus, affect the rate and quality of information propagation and convergence to a consensus in the face of churn, attacks, network issues and other blockchain challenges. We present solutions to these challenges of Ripple, blockchain, and BGP. We bring about an increase in speed, security and last mile connectivity. We (a) apply a modified consensus algorithm (MCA) and address limitations 2, 3, 4 and 5, (b) implement guidelines for UNLs and address limitations 1, 2, 3 and 4, (c) introduce UNL overlap as a function of information propagation and reputation/ trust value of a node’s UNL and address limitations 1 and 2. Table 1 maps our contributions to limitations 1 to 5.

Our contributions bring the following impacts. Our UNL design and MCA propagate information more freely and to the entire network. The UNL design ensures sufficient overlap and thus provable security. It ensures that all nodes receive information from the entire network. We thus prevent attacks due to NPs, blockchain forks, consensus delay or halt, when all the nodes do not receive information or reach consensus. Thereby we tackle Double Spends, Throttling and Censorship, and BGP. Our UNL design also ensures high availability, churn resilience and last mile connectivity. It along with the concept of overlap helps reduce minimum consensus thresholds. Our contributions improve speed and reduce transaction time. They result in a fast, efficient, reliable, highly secure, and resilient system.

Evaluation: We simulate across multiple systems, consensus algorithms, and consensus, information and maximum path modes. Adverse situations simulated include network issues and malicious nodes spread across the network, and/or eclipsing a node. We observe that our approaches compared to RippleNet (having random UNLs) impact (1) Security: $\geq 99.67\%$ reduction in double spend and censorship attack vectors. $1.71x$ increase in fault tolerance to $\geq 34.21\%$ malicious nodes. (2) Information propagation: $\geq 4.97x$ speed up, $98.22x$ success rate network-wide, $0.05x$ avg received messages (msgs), $0.79x$ avg sent msgs, $419.2x$ rate of having $\leq 3$ hops between source and destination. (3) Consensus: $\geq 3.16x$ speed up, $51.70x$ success rate, $0.42x$ avg received msgs, $1.41x$ avg sent msgs.

Organization: This paper contains 6 sections. First, we briefly describe prior works – Ripple and Kelips. Then we list related works in Section 3. In Section 4 we describe our work – UNL guidelines and overlay structure, and the modified consensus algorithm. We analyse information propagation and a security model. We introduce and analyse UNL overlap as a function of information propagation and trust value. We cover safety and liveness properties. Section 5 deals with experimental work, set up, analysis and interpretations. We then present the areas of our future work in Section 6 and conclude the paper in Section 7.

Table 1: Mapping: ‘Limitations of Ripple’ to ‘Our Contribution’

| Contribution | Limitation 1 | Limitation 2 | Limitation 3 | Limitation 4 | Limitation 5 |
|--------------|-------------|-------------|-------------|-------------|-------------|
| Modified consensus algorithm | $\times$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Guidelines for UNL overlap | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ |

2 BACKGROUND
We first describe elements of Ripple[56] and its components.

2.1 Ripple [5][34][36][56]
Each server running the Ripple Server software (implementing the RPCA) participates in consensus. It maintains a ledger that records the amount of currency in each user’s account and represents the network’s “ground truth”. It also maintains its own Unique Node List (UNL), a list of servers which it believes will not collectively defraud it and represent the entire network. Each individual UNL member is not required to be a trusted member for this.

All nodes apply the RPCA every few seconds to maintain the correctness of and to achieve consensus. Once consensus is reached, the current ledger is updated with transactions passing consensus and is considered closed. It becomes the last-closed ledger and represents the current network state. We now describe the RPCA. A similar process is followed for validation post consensus.

Ripple Consensus Algorithm (RPCA) [34][56]: The RPCA proceeds in rounds. In each round:

1) Each server takes valid transactions seen prior to the start of consensus, that it has not applied to the ledger. This includes new transactions initiated by the server’s users and those pending from a previous consensus round. It makes them public as a list (candidate set).
2) Each server amalgamates the candidate sets of servers in its UNL, and votes on the veracity of transactions by sending proposals (yes votes).
3) The server only considers proposals from servers in its UNL. Transactions that receive more than a minimum percentage of yes votes are passed on to the next round while those that do not are either discarded, or included in the candidate set for the next consensus round.
4) The final consensus round requires a minimum 80% of the UNL agreeing on a transaction. Consensus is reached on transactions passing this requirement.

Agreement and forking: Agreement ensures that all nodes agree to the same ledger version. This ensures absence of “forks” where more than one different version of the ledger exists for certain subsets of nodes. Presence of fork(s) results in the double spending problem. After a formal analysis, the relation $w_{u,v} \geq 2(1 - \rho)$ [5] was identified to ensure absence of forks [5]. Here $w_{u,v}$ is the minimum UNL overlap between any two nodes and $\rho$ is the consensus threshold.

Transaction ordering for transactions is done using Account Sequence [1] for each account. This is a property of each account and incremented for each transaction. It is represented by the Sequence field in the transaction’s fields [63].

In the paper we set up UNL guidelines. For this we use Kelips [25] overlay structure and efficient query routing.

2.2 Kelips [24][25]
Kelips is a peer-to-peer (p2p) Distributed Hash Table (DHT) with O(1) file look-up complexity. Consider a distributed system of $N$ nodes. The nodes are divided into $\sqrt{N}$ buckets (affinity groups) of size $\sqrt{N}$ each. Each node is hashed to a unique affinity group. It stores socket address of nodes in its affinity group in a list and those of $w$ nodes each for other
affinity groups in another. This provides alternate routes for information to propagate in the face of faults and failures.

**Why Kelips:** Popular DHTs such as Kelips [25], Kademia [40], Content Addressable Network (CAN) [48], Pastry [53], Chord [58], Tapestry [73] have lookup complexities of $O(1), O(\log(n)), O(n^{1/2}), O(\log(n)), O(\log_2(n)), O((b - 1) \times \log_b(n))$ respectively. Kelips based information propagation for Ripple would propagate information and achieve consensus sooner. It would be churn resilient and tolerate faults and failures. Kelips’ slightly higher memory overhead is negligible per today’s standards. Thus Kelips.

### 3 Related Works

**Bitcoin and DNS seeds:** Bitcoin clients rely on Domain Name Server (DNS) seeds instead of DHTs for the initial peer selection (fresh or after long disconnection). The seeds resolve to a list of IPs of running nodes. If this fails, they fallback to a hard-coded list of IPs pointing to stable nodes. The previous list is used for subsequent re-connections.

**Ethereum and Kademia:** Ethereum [72] and its spawned cryptocurrencies use Kademia [40] for peer selection and message passing. We notice some challenges. (1) The inefficiency due to Kademia’s $O(\log(n))$ look up complexity cascades to message passing and voting for future PoS [14] implementation. It is worsened by several round trips. (2) The distance between peers is virtual and not per actual network topology. Thus systems and messages are not connected efficiently. Thus performance is affected due to inefficiencies in message passing, dissemination and voting, and with scale (with at least $O(\log(n))$ complexities). (3) Bootstrapping the peer table with one or a few peers is inefficient. It can be circumvented by starting with sufficient peers. Protocols to maintain the peer table too should be given adequate attention. These areas can be vulnerable to table poisoning, overflow attacks, and eclipse attacks [15][29][39].

*Our proposal is different from the existing Kademia solution.* Since Ethereum uses PoW and later PoS, Kademia is used strictly for peer selection and message passing. We use Kelips, a more appropriate DHT, not just for peer selection and message passing but also for systematizing the UNL for consensus voting and improving UNL overlap. We provide improvements in speed, security and last mile connectivity.

**BitTorrent and Mainline DHT:** BitTorrent clients [10][65][63][54] use Mainline DHT [69], a Kademia-based [40] DHT, for peer selection.

**IOTA and auto-peering:** IOTA does not have automated peer selection. Post Coindcide [46], it is working to incorporate auto-peering and peer discovery [46] using DNS seeding like process for bootstrap and ping pong for liveness.

### 4 Our Work: SISSLÉ In Consensus - Ripple

We highlight properties of distributed systems and blockchains below. We also highlight our impact.

From CAP theorem [13], blockchains can achieve two of the three: scale, security, and decentralization [59]. We improve scale and security at negligible cost to decentralisation.

Distributed systems trade-off between safety and liveness. Safety guarantees “a bad thing never happens”. Liveness guarantees “something good eventually happens”. Ripple demonstrates liveness using its simulator [21]. Safety (no forks or double spends [DSs]) has been analysed previously [5]. Ripple’s implementation has no fool-proof mechanism to ensure safety. We improve it’s safety and liveness.

#### 4.1 A Brief Summary of Our Contributions

We present our work improving speed, security and last mile connectivity for Ripple and other blockchains.

1. We introduce peer-to-peer (p2p) inspired network overlays, present a modified version of the UNL, and introduce a new list, the Trustee Node List (TNL).
2. We present our modified consensus algorithm (MCA) where information propagates more freely. Propagation is to the UNL and TNL via push (all purposes). The existing algorithm’s information propagation is more restricted and only to the UNL. It is via pull for the generation of transaction sets to be voted on and via push for consensus voting.
3. We show the soundness and benefits of our approach. We formally analyse and list possible information propagation (IP) paths and create a security model. We list the possible malicious behaviours and some solutions to them. Using proofs and experiments we show that information propagates in 3 Hops across the entire network as long as - a) each node has at least one genuine and non-faulty node in its UNL or TNL, b) our approaches (Kelips-like overlay and MCA) are implemented, and, c) in the presence of $< (c + 1) \times (\sqrt{N} - 1)$ faults. We show how our proposed approaches improve last mile connectivity, and mitigate network partitions (NPs), DS attacks and censorship. We connect IP, UNL overlap and consensus thresholds.
4. We analyse our approach’s impact on safety and liveness.

These contributions solve Ripple’s limitations in an overlapping fashion as described earlier in Table 1.

#### 4.2 P2P inspired overlay for trust and consensus

**Guidelines and overlay structure for UNL:** Consider a Kelips-like [25] network overlay with $N$ nodes running the MCA (described immediately after). These are divided into $\sqrt{N}$ affinity groups, each of size $\sqrt{N}$.

We propose guidelines for trust lists, UNL and TNL, maintained by individual servers. Trust lists contain all nodes connected to that server. A server’s UNL contains two parts: UNL-A or a list of socket addresses of nodes belonging to its affinity group. Its size is $\sqrt{N} - 1$. UNL-B or a list of socket addresses of $c$ nodes from each of the $\sqrt{N} - 1$ affinity groups other than its own (foreign affinity groups). Its size is $c \times (\sqrt{N} - 1)$ where ideally $c \geq 3$.

A server’s Trustee Node List (TNL) contains all servers which have it in their UNL. They depend on its messages towards candidate set generation and consensus. Our guidelines are implementable manually or as a dynamic UNL.

#### 4.3 Modified Consensus Algorithm (MCA):

We propose slight modifications to the RPCA [56] in IP and consensus thresholds. For all other purposes, the algorithm is the same. Each server takes the following steps during each consensus round $v$:
Stage 1: Candidate Set Generation

**Sub-round A:** The server adds valid transactions to its candidate set. These include transactions pending from previous consensus rounds and fresh ones from its users.

**Sub-round B:** The server declares its candidate set to servers in its UNL (and optionally TNL) once.

**Sub-round C:** Outbound: The server forwards candidate sets received from other servers as a set of sets every \(x\) seconds. Each candidate set is forwarded once.

Inbound: The server vets and assimilates transactions in candidate sets of servers in its UNL (and optionally TNL). It may also consider those of other servers.

**Duration:** Sub-round C runs for \(y\) seconds optimised for visibility of most or all of the network’s transactions. If some servers are unable to have network-wide exposure, their inputs are considered in the next consensus round. If this is a large majority, consensus wouldn’t pass. Then \(y\) needs tweaking. Our multi-hop overlay relays information indirectly providing this exposure.

**Note A:** Transactions involve a processing fee with greater priority to higher fee. Transactions are propagated in the descending order of this fee for constrained bandwidths.

**Note B:** Attempts to flood the network with transactions would erode the attacker’s wealth if legitimate transactions have a lower processing fee. This is the best penalty. It might inhibit processing for legitimate users and force them to pay greater fee. AI agents can be used to prevent such attacks.

**Note C:** Network-wide IP takes multiple consensus rounds currently and one round in our approach. (1) Our approach’s mandatory wait time \((y)\) is lesser than the sum of current wait times across multiple consensus rounds. (2) Entire consensus rounds (candidate set generation and voting) spent waiting for network-wide transaction receipt are saved. Consensus is sped up.

Stage 2: Consensus Voting

This stage has several sub-rounds. In each sub-round:
- The server sends its proposals (yes votes) to servers in its TNL (and optionally UNL).
- The server forwards other servers’ proposals to servers in its UNL and TNL once per proposal and in sets.
- The absolute threshold for mathematical certainty decreases after each sub-round with greater IP and thus network overlap.
- The threshold for inclusion of transactions to the next sub-round increases with each sub-round, as in the RPCA [56]. This threshold need not be more than the absolute threshold for mathematical certainty.
- Only proposals (votes) from the UNL are considered.

4.4 Formal Analysis: Information Propagation (IP), Security Model, UNL Overlap and Consensus Threshold

We analyse IP and security in our approach. We connect UNL overlap to IP and the percentage of non-byeantinistic nodes in the UNL. It extends to consensus thresholds for provable security and achieving mathematical certainty of the absence of forks [5].

1. In this paper, we imply ‘hops’ to be vertex hops.

### Table 2: A classification of propagation paths

| Path | No. of Hops | No. of Paths | P(X) |
|------|-------------|--------------|------|
| Same affinity group | | | |
| \(A_s \rightarrow A_d\) | 1 | 1 | 1 |
| \(A_s \rightarrow A_j \rightarrow A_d\) | 2 | \(\sqrt{N} - 2\) | 1 |
| \(A_s \rightarrow B_s \rightarrow A_d\) | 2 | - | < 1 |
| \(A_s \rightarrow B_i \rightarrow B_j \rightarrow A_d\) | 3 | \(c^2 \times (\sqrt{N} - 1)\) | 1 |
| \(A_s \rightarrow B_i \rightarrow C_j \rightarrow A_d\) | 3 | - | < 1 |
| \(A_s \rightarrow B_i \rightarrow A_j \rightarrow A_d\) | 3 | \(c \times (c - 1)\) | 1 |
| \(A_s \rightarrow A_i \rightarrow \ldots \rightarrow A_l \rightarrow A_d\) | 4 | \(\lfloor \sqrt{N} - 2\rfloor p_l\) | 1 |

| Separate affinity groups | | | |
| \(A_s \rightarrow A_d\) | 1 | 1 | 1 |
| \(A_s \rightarrow A_j \rightarrow A_d\) | 2 | \(c\) | 1 |
| \(A_s \rightarrow B_s \rightarrow A_d\) | 2 | \(c\) | 1 |
| \(A_s \rightarrow C_i \rightarrow B_d\) | 2 | - | < 1 |
| \(A_s \rightarrow B_i \rightarrow B_j \rightarrow B_d\) | 3 | \(c \times (\sqrt{N} - 2)\) | 1 |
| \(A_s \rightarrow A_i \rightarrow B_j \rightarrow B_d\) | 3 | \(c \times (\sqrt{N} - 1)\) | 1 |
| \(A_s \rightarrow C_i \rightarrow B_d\) | 3 | \(c \times (\sqrt{N} - 2)\) | 1 |
| \(A_s \rightarrow C_i \rightarrow C_j \rightarrow B_d\) | 4 | \(c \times (\sqrt{N} - 1)\) | 1 |
| \(A_s \rightarrow B_i \rightarrow C_j \rightarrow B_d\) | 4 | \(c \times (\sqrt{N} - 2)\) | 1 |
| \(A_s \rightarrow B_i \rightarrow C_j \rightarrow B_d\) | 4 | \(c \times (\sqrt{N} - 1)\) | 1 |
| \(A_s \rightarrow B_i \rightarrow B_d\) | \(l + 1\) | \(c \times (\sqrt{N} - 2)p_l\) | 1 |

A.) IP: For IP we implement our approaches in a Kelips-like overlay. In our 3 Hop Claim we claim that there is a path of length 3 hops connecting any two nodes (maximum 2 degrees of separation) in this overlay having a minimum of \(c + 1\) \times \(\sqrt{N} - 1\) faults. Towards this claim we list paths of length \(l\) hops, the total number of such paths and their probability. We then build a security model for Ripple including vulnerabilities and their solutions. Next we prove this claim formally and experimentally. We then present benefits in last mile connectivity and mitigation of NPs, DSs, blockchain forks and censorship.

**Formal listing of paths for IP:** We present the same in Table 2.

A generic representation of these paths is provided for two cases: when the source and destination node’s affinity group is the same and when it is different. Notations: \(A\), \(B\) and \(C\) are different affinity groups. Nodes in an affinity group have unique subscripts. Subscripts: \(s\) and \(d\) are for source and destination nodes; \(i\), \(j\) and \(k\) are for different and random nodes; 1 to \(l\) are individual nodes. \(P(X)\) is the probability of the particular path’s existence.

Factors in number of paths estimation: ● \(c\) is when a node accesses a node in its UNL or TNL but not in its affinity group. • \(-\) is for paths having probability less than 1. Their estimation is complex. • \(\sqrt{N}\) is when a node accesses one of the \(\sqrt{N} - 1\) nodes in its own affinity group or one of the other \(\sqrt{N} - 1\) affinity groups. • \(\lceil \cdot \rceil\) is floor function. • \(\geq\) as \(c\) accounts only for nodes in the UNL and not the TNL.

Number of paths of length \(\leq 3\) between source (S) and destination (D) nodes: \(\geq (c^2 \times (\sqrt{N} - 1) + (c \times (c - 1))\) paths

2. We define degree of separation as the number of nodes between source and destination nodes in a path.
when S and D in same affinity group. $2 \times c \times (c + 1) \times \sqrt{N} - 2$ paths when S and D in different affinity groups.

**B. Security Model:** Several vulnerabilities in cryptocurrencies have been documented \[5,11,15,16,17,27,38,55\]. Given this paper’s domain, we focus on vulnerabilities at the network and protocol level and not account or client level. Some of these apply to Ripple: (1) **Direct:** DS Attack, race attack, 51% attack (Sybil [22], or Bribery [12]), DDoS [31,69], transaction flooding, Eclipse attack [28,29,59], network partitioning, routing attack [41,70], censorship [62,68]. (2) **Indirect:** Proof-of-Work (PoW) based attacks (Finney [26,41], Vector76 [9,49], and Brute Force [17]), Proof-of-Stake (PoS) based attack (Nothing-At-Stake [47]), low voter turnout exploit [67], 51% attack (Goldfinger [23,47,50]), attacks at scale [19,20], block withholding [7,51,61], fork after withholding (PAW) [33], time jacking [17]. (3) **Less likely:** transaction malleability [3,57], tampering [17]. (4) **Inapplicable:** selfish mining [3], time base and long range attacks [6]. We are not aware of peer reviewed works on Ripple’s security beyond [5].

**B.1. Vulnerability overview in a Ripple like setting (from above and more):** A) Protocol level: 1) nodes tampering messages, or 2) nodes sending erroneous or malformed transactions, proposals and last closed ledgers (LCLs). B) Network level: 1) nodes throttling or dropping information and then leveraging its effects, 2) DDoS and transaction flooding by nodes or 3) Border Gateway Protocol (BGP) hijack. C) Other: 1) 51% attack (Sybil or Bribery), 2) inadequate UNL overlap or poor UNL configuration, 3) attacks at scale [19,20,41] fork after withholding (PAW) [33], time jacking [17], 4) real world transaction execution on partial digital confirmation, and subsequent digital transaction failure. 5) Transaction flooding by accounts is at protocol and account level.

**B.2. We now rule out some attack vectors.** 1) Public key cryptography prevents malicious nodes from tampering messages or generating transactions (transaction generation by accounts). This prevents message tampering and transaction flooding. 2) Priority is given to transactions with higher processing fee. Thus transaction flooding can only raise this fee. This attack is economically infeasible as such transactions erode the attacker’s wealth if processed. This attack is at an account level and out of the scope of this security model. 3) **Partial confirmation based attacks** can be prevented by waiting for the Last Validated Ledger (LVL). Finally, 4) messages sent by nodes are cryptographically signed. It is possible to trace malformed messages and erroneous LCLs to nodes. The community (currently Ripple Labs, Inc.) can identify and analyse such nodes’ behaviour and choose not to trust them [36]. Thus nodes behaving so do it at their own detriment. We call this solution by Ripple as **Solution A**. Information to identify such behaviour may not be visible network-wide. Our approaches (Solution B) solve this.

**B.3. Some vulnerabilities in detail:** Vulnerabilities are denoted (Vx) and their solutions (Sx) where x is a number

(V1.) Poor UNL design causes poor overlap, DSs, forks [5].

(V2.) is a node not declaring some proposals in a consensus sub-round but declaring them in the next sub-round. It is an anomaly. It can be malicious or benign due to network issues like temporary downtime and increased connection latencies. Currently, there is no way to differentiate between these at a node level or to mitigate the benign challenges. Due to Byzantine possibilities Solution A may face difficulty in identifying malicious nodes exhibiting V2. (V3.) is declaration of an erroneous LCL. It can be malicious or benign due to network issues like temporary downtime and increased connection latencies and with the distributed nature of consensus affecting candidate set generation and proposals. Currently, there is no way to mitigate the benign aspects of V3. Solution A may find it difficult to distinguish between nodes exhibiting V3 maliciously or benignly.

Nodes can maliciously throttle or drop messages. (V4.) is malicious nodes throttling or dropping messages between two parts of the network. (V5.) is malicious nodes sending different messages to two different parts of the network and throttling or dropping them across the two parts. The worst case in these is malicious dropping of all the messages. V4 and V5 can censor, cause NPs and DS Attacks. Eclipse attacks and slower IP worsen it.

(V6.) is a node declaring proposals for transactions and not including them in its LCL. It can be benign (due to consensus failure on the transaction) or malicious. Currently, there is no way to differentiate between these.

**B.4. Out of scope of this model:** 1) 51% attack. 2) Attacks at scale [19,20]. 3) Human error in UNL configuration (poor design). 4) BGP hijack 5) Vulnerability 6 (V6).

**B.5. Adversary model:** V1 is a design vulnerability. V2-V5 are possible malicious behaviours a node can demonstrate at the network and protocol layer. Consider adversaries exhibiting behaviour V2-V5 and freely choosing their UNL.

**B.6. Security Claims:**

(S1.) Our UNL guidelines mitigate V1.

**Base arguments, S4 and S5.** Identification and mitigation of V4 and V5 happens if messages reach the entire network. Solution B propagates messages to the entire network if the node is able to send the information to at least one non-malicious node as proven in the 3 Hop Claim. This mitigates V4 and V5. Messages reach faster and to 100% of the nodes in far more severe cases compared to the existing system. Thus nodes have visibility of each node’s messages and sooner. Last mile connectivity is ensured. NPs, blockchain forks, DS attacks and censorship are mitigated.

(S2, S3, and Solution A.) From base arguments, Solution B mitigates benign aspects of V2 and V3. It becomes easier to identify malicious aspects of V2 and V3 via Solution A. In the absence of Solution B, this identification would have taken longer, may still be uncertain and difficult to prove. Nodes could have claimed benign network and consensus challenges to escape being labelled malicious. Thus, Solution B aids in the mitigation of V2, V3, V4 and V5 and increases the efficacy of Solution A.

3. Evident from point 3 of RPCA
4. Throughout this paper benign implies non-malicious and genuine
5. The LCL does not have the same weight as the LVL. This vulnerability’s impact is relatively negligible.
Table 3: Statistics associated with 3 hop claim

| N = 256 | Malicious Nodes Eclipsing the Node | Malicious Nodes Randomly Throughout The Network |
|---------|-----------------------------------|-----------------------------------------------|
| c = 2   | Avg dist | Avg % mal | Max dist | Avg dist | Avg % mal | Max dist |
| SimC    | 3.24     | 7.36      | 4        | 3        | 17.19     | 3        |
| SimRM   | 2        | 17.19     | 3        | 2        | 17.19     | 2        |
| SimK    | 2        | 17.19     | 3        | 2        | 17.19     | 2        |

B.7) Security Proofs: (S1) The cumulative strength of our approaches including UNL guidelines to counter V1 shall be demonstrated across all the sections upto Section 2. This includes 100% IP to all the nodes in far more severe circumstances and sooner, last mile connectivity, IP speed up, mitigation of NPs, blockchain forks, DS attacks and censorship, mitigation of V2-V5, increased and provable UNL overlap, reduced consensus thresholds, consensus speed up, improved safety and liveness, increased tolerance to faults and malicious nodes.

(Base arguments, S4 and S5) We solve vulnerabilities at the network layer. The 3 Hop Claim, its corollaries and arguments solve V4 and V5. For ease of explanation consider one half of the network as one node.

Claim 1 (3 Hop Claim). A node X under attack by nodes trying to throttle or drop messages to and fro the rest of the network can receive and transmit messages across the whole network within 3 hops as long as it has at least one genuine and non-faulty node Y in its UNL or TNL, our approach (Kelips-like overlay and MCA) is used, and in the presence of \((c + 1) \times (\sqrt{N} - 1)\) faults.

Proof. Consider a system implementing our approaches (Kelips-like overlay and MCA). Due to the MCA, IP is freer and faster. Note, that a message path is bi-directional.

For proving the claim, it would suffice to prove \(\exists a\) path \(P\) containing genuine nodes between a node \(N\) of the network and \(X\) via \(Y\) (where \(Y\) is the only genuine and non-faulty node connected to \(X\)) and its length \(\leq 3\).

Malicious nodes are throttling or dropping messages. We assume that there is no path via them. We eliminate them. All nodes now discussed are genuine and non-faulty.

Case 1: If \(N\) is in the UNL of \(X\), then \(N\) is connected to \(X\). This means \(N\) is genuine and connected to \(X\) \(\Rightarrow\) \(N\) is \(Y\). \(\Rightarrow\) \(\exists\) a path \(N \rightarrow X\) of length 1.

Case 2: If \(N\) is not in the UNL of \(X\), then \(N\) is not in the affinity group of \(X\). Then two possibilities exist: (a): \(N\) is in the UNL of \(Y\) \(\Rightarrow\) \(\exists\) a path \(N \rightarrow Y \rightarrow X\) of length 2. (b): \(N\) is not in the UNL of \(Y\). Given the Kelips-like overlay \(\exists\) a node \(N_i\) in affinity group of \(N\) and in the UNL of \(Y\). \(\Rightarrow\) \(\exists\) a path \(N \rightarrow N_i \rightarrow Y \rightarrow X\) of length 3.

The presence of \((c + 1) \times (\sqrt{N} - 1)\) faults ensures that no node is fully eclipsed by malicious nodes and that there is one genuine and non-faulty node in each UNL.

We reinforce this claim experimentally (ie theory with application). Experiments are run on a 256 node network over 10000 seeded cases. We measure the maximum of shortest distances (MSD) between nodes and the source of messages (transaction/proposal). We do so over Ripple’s (SimC) overlay, a scaled up version of Ripple (SimRM) with connections 10% greater than a Kelips-like overlay, and our approach (SimK). We present it in table 3. The simulation is across two patterns of cases: malicious nodes eclipsing a node, and malicious nodes distributed randomly and evenly in the network. The no. of malicious nodes \((c + 1) \times (\sqrt{N} - 1)\). In simulations, malicious nodes drop messages. If successful, all genuine nodes receive messages. Experimentally we observe MSD between nodes and the source reaches a maximum of 3 for SimK and 4 for SimC. Messages reach all nodes when the avg no of malicious nodes \((c + 1) \times (\sqrt{N} - 1)\). Observation: MSD > 3 for only SimC in 1175/5000 cases and when a node is eclipsed by all but one malicious node.

\[\text{MSD} \leq 3 \text{ with 100% success} \text{ for SimK, if } \bullet \text{ total percentage of malicious nodes in the network} \leq 80 \text{ (for } c = 2) \text{ and malicious nodes distributed randomly, or } \bullet \text{ total percentage of malicious nodes} \leq 28 \text{ (for } c = 2) \text{ and any particular node eclipsed with all but one connection being malicious.} \]

As a consequence of Claim 1 it is safe to conclude:

Corollary 1. It is possible to achieve 100% IP within a max 3 hops so long as each non-malicious node is connected to at least one non-malicious node, our approaches are implemented and faults \((c + 1) \times (\sqrt{N} - 1)\).

In practice 100% IP is achieved in 3 hops in far more severe cases as demonstrated by above experiment. It will be reinforced later in Simulation section. Claim 1 and Corollary 1 mitigate V4 and V5. They lead to the following benefits:

Last mile connectivity: Building upon Claim 1 we can say: if a server with poor connectivity and at a last mile location can connect to one other non-faulty server, its message gets relayed to the entire network in 3 hops. The system will reach consensus on that transaction. The server can then receive the LVL. This server acts as a relay and receives the LVL. We ensure last mile connectivity and increase the graph’s connectedness. This was not guaranteed before.

IP speed up: Our approach provides 100% IP and IP speed up. There are multiple IP routes. Several routes with the lowest latencies help messages reach faster. This is non-redundant and has a limited effect (positive or negative) on message complexity compared to the existing system.

We now build Claim 2. We leverage it and previous claims to solve some key blockchain challenges.

Claim 2. DS Attacks arise due to information asymmetry and can be countered with information availability

Proof. Consider an account with 100 credits. Consider two payment transactions: T1 of 90 credits to Alice and T2 of 90 credits to Bob. A malicious actor Mallory can DS so long as transactions T1 and T2 can be sent to two different NPs A and B respectively and segregation of transactions is maintained across partitions.

This can be countered if both the partitions A and B receive both the transactions T1 and T2.

If transaction ordering can be established, then only one transaction passes. If both have the same sequencing, an anomaly can be detected and handled (say, reject both).

DSs can happen when the Account Sequence is the same (Client-level vulnerability) and with insufficient overlap. At best consensus will fail and the attack goes undetected. At worst DS happens. Our approach makes

6. this metric including distance criteria is also known as Success
it possible to detect and handle this during candidate set generation.

**Mitigating NP, blockchain fork, DS attack and censorship:** Information asymmetry and NPs give rise to blockchain forks and DS attacks (Claim 3). Every case where all the nodes do not receive 100% of the information (complete network exposure) correlates to this. It is an opening for DS attacks or censorship. It can arise due to benign network issues (like downtime and increased connection latencies) or V4 and V5. It is possible in the current Ripple system (RippleNet). Our approaches mitigate this and provide complete network exposure in far worse scenarios. 100% IP to all the nodes in three hops has been demonstrated in Claim 4 experimentally and in Corollary 3. It will be reinforced in Simulations. Our approaches provide visibility and reach this objective in far worse scenarios than RippleNet.

**(S2, S3 and Solution A.)** Increased network exposure and speed provides the network’s information to every node. It prevents or reduces benign network issues explained earlier. This mitigates benign aspects of V2 and V3. It provides visibility of duplicitous and, or malicious information withholding behaviours throughout the network and helps in tracking them while obfuscating sensitive information.

Solution B makes it possible to analyze behaviours for lesser time with lesser errors. Fewer nodes are needed as they receive all or more data vs. earlier cases of partial data receipt. Detecting nodes launching some attacks becomes easier. Some factors that bred uncertainty get removed. Accuracy of flagging becomes easier to prove. Errors in flagging reduce. Chances of a non-malicious node facing benign network issues or being under attack reduce. Malicious nodes can hide lesser behind these issues to escape flagging.

**C.) Information propagation (IP), UNL overlap and consensus threshold:** From Claim 1 if a node can send out a message, then the whole network will receive it in 3 hops. If the node is unable to do so and is eclipsed, then the network will not receive it. Upon identification of this situation via censorship detection, etc. the node can come out of it. Irrespective, the network receives the same information and is in a consistent state. To prevent eclipse attacks, we suggest efficient random selection from a list of the network’s nodes. The UNL selection process can verify another server’s community maintained track record. We address IP and receipt and its security implications.

We use the relation between UNL overlap and consensus threshold. The minimum threshold can be reduced with increase in UNL overlap. The consensus time decreases further. We can have 51% threshold for a 98% overlap.

**Key arguments connecting overlap with information propagation (IP) and percentage byzantine nodes:**

**Definition 1.** From the perspective of black box systems, two servers are said to be the same if they always receive the same input and generate the same output.

Nodes take actions or decisions at the start or end of consolidative phases in Ripple and PBFT systems. Comparison between nodes is applicable at these checkpoints. Definition 1 can be loosened and ‘same’ness measured at these checkpoints. In Ripple, it corresponds to (1) candidate set generation and (2) each consensus sub-round. This negates the difference between two nodes arising due to timing and ordering of messages and propagation within each consolidative phase. Definition 1 gets loosened to Definition 2.

**Definition 2.** In the context of Ripple and PBFT systems: From a black box perspective and for all practical purposes, two servers are said to be the same if they receive the same input/ information (candidate sets and proposals) and produce the same output/ behavior similarly (1. relay the same information and 2. send proposals (yes votes) to the same transactions during consensus sub-round voting) across each consolidative phase.

**Same input:** Our approaches ensure 100% IP as demonstrated by Claim 1, Corollary 3 and reinforced experimentally in Simulations. Thus the same information is received at all nodes across consolidative phases.

Note: Two transactions of an account with the same Account Sequence arriving in the same phase is an attack. Then there would be no ordering. Owing to our approaches (Kelips-like overlay and MCA), both the transactions would be identified during candidate set generation and rejected at all nodes. A mechanism to report these can be created.

**Definition 3.** Good (non-malicious) nodes are those running accurate implementations of the RPCA as same or different software versions.

**Same output:** Two good (non-malicious) nodes implement RPCA accurately and thus exhibit the same behaviour. They receive the same information across consolidative phases using our approaches (including our suggested wait times). They would produce the same output across these phases.

**Claim 3.** Two nodes α and β having two good (non-malicious) nodes A and B in their UNLs respectively have an overlap in A and B provide our approaches are used.

**Proof.** Assume two good (non-malicious) nodes A and B in UNLs of nodes α and β respectively. Given our approach, B receives all messages received by A. Being good, it relays the same over as A. Being good and receiving the same messages as A it sends proposals (aka, yes votes) (say, P1) to the same transactions (say, T1) as A (say, proposal P2 for T1). For all practical purposes and by Definition 2, B is the same as A. Thus α and β have an overlap in A and B.

We extrapolate Claim 3. All nodes have the latest information. α has f1 good nodes in its UNL of size N1 and β has f2 good nodes in its UNL of size N2. Overlap between α and β is ≥ min(\(f1/N1\), \(f2/N2\)). Extrapolating for the network, the threshold for the absence of forks is \(≤ 1 - \frac{\min(f1, f2)}{N1 + N2}\). 100% overlap and thresholds as low as \((50 + \varepsilon)\%\) (\(\varepsilon\) is a negligible positive value) is achieved if all nodes are good.

Thus UNL overlap is a function of IP (candidate set and proposal) and the percent of non-byzantine nodes in UNLs. Increase in propagation with time increases UNL overlap and decreases consensus thresholds. With 100% IP, UNL overlap and consensus thresholds become purely a function of the percentage of non-byzantine nodes in UNLs.

**Implementation perspective:** A node should not share its UNL data including the nodes believed to be byzantine to
prevent Eclipse and other attacks. Thus we can not find overlap and thresholds. This is a challenge. We leverage the fact that a track record of nodes’ behaviour is expected to be maintained by the community or the node. Nodes can freely choose which records to trust. This is a loosely coupled system. Now a node can compute the ‘reputation’ or trust value of its UNL and each node in it. For 100% IP, the overlap and thresholds depend only on the UNL’s trust value. Consensus thresholds can be modified at each node by setting a minimum trust value to be maintained.

Other merits: Our approach is more scalable (UNL size: \(O(\sqrt{N})\)) compared to hard overlap (UNL size: \(O(N)\)). We systematize UNL selection, improve IP and UNL overlap, making it more scalable. We suggest the use of hard overlap for validation and our concept of overlap for consensus.

Usage perspective: Depend on the LVL for large transactions and on the LCL or the LVL for small amounts. This depends if one can wait for a few more seconds for the LVL.

4.5 Safety and Liveness

We now cover safety and liveness properties. Ripple demonstrates liveness via its simulator \([21]\). It shows the system reaching consensus eventually. Our MCA enhances RPCA with IP beyond immediate neighbors. The UNL guidelines further it. There is no major change to the core protocol. Liveness as demonstrated by the simulator \([21]\) holds. IP and consensus and thus liveness is achieved sooner.

We provide adequate overlap for agreement \([5]\). Agreement ensures safety from NPs, forks and attacks. Malicious behaviours have been identified and solved. In simulations we simulate for safety towards (1) correct consensus, and (2) 100% IP to all nodes. These are achieved much sooner and in more adverse scenarios with our approach. We ensure greater safety and sooner. Thus we improve both safety and liveness.

5 Simulation

5.1 Experimental setup

We run a variety of seeded test cases for each simulation on a 256-node network. We build upon Ripple’s \('Sim.cpp’\) \([21]\). Each case begins with information originating at a random source node. All other nodes are unaware of it. We simulate information propagation (IP) which is core to our paper and the base arguments in our security model (Section 4.4). Propagation of only valid transactions occurs because an invalid transaction is not forwarded by other genuine nodes (GNs) and it dies down. A valid transaction is forwarded by all GNs receiving it. \(Given\ the\ scope\ of\ our\ paper\ (IP)\ and\ our\ security\ model,\ we\ consider\ vulnerabilities\ at\ a\ network\ layer.\ Thus\ malicious\ nodes\ attempt\ to\ throttle\ or\ drop\ transactions.\ We\ simulate\ the\ dropping\ of\ transactions,\ the\ worse\ out\ of\ message\ throttling\ and\ dropping.\ The\ simulation\ is\ at\ a\ transaction\ and\ proposal\ level. Selective,\ partial\ or\ complete\ throttling\ of\ messages\ is\ still\ possible\ for\ other\ transactions.\)

Another detail is that 80% of a node’s UNL has to agree on the transaction for consensus in SimC and SimRM. This 9. This consideration is at each node as opposed to at the network 10. This is valid only for our approach SimK. We extend it to the current Ripple system SimC for comparison. 11. We simulate for ‘a’ transaction. Extendable to ‘all’ transactions. threshold reduces over time (due to IP) for our approach SimK. The simulation verifies whether the system comes to a right consensus or if all GNs have received the information basis the mode chosen. Several success metrics (not achieving which is failure) are considered and discussed with simulation modes shortly here after.

We simulate for safety, making improvements over ‘Sim.cpp’ \([21]\) which has some flaws including: • The original starting condition of 50% of the network voting in favor and 50% against a transaction is not accurate. It does not represent IP that influences the starting state. • State change at each node starts as soon as the node receives votes = 50% of smallest UNL size. • Consensus threshold is a property of a node. It is wrongly applied to the whole network for success. • The simulator only proves that the system comes to a ‘consensus’ and not a right consensus.

We now describe the 3 different versions of the system used for comparison: (1) \(SimC[x][y]\): Sim-Classic (or SimC) is the current state of RippleNet. It is made using ‘Sim.cpp’. UNL size and selection procedure, number of links, link latencies and connections are same as ‘Sim.cpp’. (2) \(SimRM[x][y]\): Sim-RippleMid (or SimRM) is a modified version of SimC. UNL size and number of links is slightly greater than SimK. UNL selection procedure, link latencies and connections is randomised as is in SimC. It represents a randomised topology with UNL size and number of links similar to SimK. (3) \(SimK[x][y]\): Sim-Kelips or (SimK) has Kelips inspired UNL membership and network topology. The UNL, number of links, connections are as per our approach. Link latencies are same as SimC.

SimRM serves as a sanity check showing that the current UNL design is inferior to SimK despite having more links. Actual comparison should be between SimC and SimK.

We have various configurables across different simulations: • mode: The mode in which simulation is being run. The different modes are: (a) mode 1 measures consensus at a network level. Success is achieved when the no. of nodes arriving at the right consensus is \(\geq min(GNs, no. of nodes corresponding to Network_Consensus_Percent [aka NCP])\). (b) mode 2 measures IP at a network level. Success is achieved when the no. of nodes that have received information \(\geq min(GNs, no. of nodes corresponding to NCP)\). (c) mode 3 measures consensus at a network level and at a random target node. Success metrics include those for mode 1 and the target node coming to consensus. (d) mode 4 measures IP to a random target node. (e) mode 5 extends mode 3 with the target node partially eclipsed by malicious nodes in its UNL. Success metric same as mode 3. (f) mode 6 extends mode 4 with the target node partially eclipsed by malicious nodes in its UNL. (g) mode 7 measures the maximum of shortest distance (MSD) nodes have from the source node receiving the transaction, when a particular target node is partially eclipsed by malicious nodes up to ‘percentageEclipsed’ nodes in its links (connections). Success is achieved when all the GNs have received information by the time message passing has ended. Success is achieved when all the GNs have received information by the time message passing has ended and MSD
• Network_Consensus_Percent (NCP): The network wide percentage which is one of the factors of a minimum function to be achieved for achieving success. Not valid for modes 4, 6 and 7.  
• percentage_malicious (PM): Percentage of nodes in the network that are malicious and distributed in a random fashion. It does not include nodes eclipsing target nodes.  
• outbound_links_to_node_ratio (OLTNR): Ratio representing the number of outbound links per node to the number of nodes. Applicable only for SimC. Unless otherwise mentioned, we consider it to be 10/256 for simulations. This is higher than the current ratio 15/1024 in a non-randomised topology. As the OLTNR decreases, the graph becomes sparser, and the performance of SimC reduces (as the quality of IP decreases). The chances of failure in consensus increases. Thus, the actual performance of RippleNet in a randomised topology is worse than the performance in simulations.  
• minLatencyFactorForNI (minLFNI) and maxLatencyFactorForNI (maxLFNI): Minimum (inclusive) and maximum (exclusive) factors affecting latencies of links affected by Network Issues. The factors are over a uniform real number distribution.  
• percentNodesAffectedByNI (PNANI): Percentage of nodes affected by Network Issues.  
• percentLinksAffectedByNI (PLANI): Percentage of links affected for each node affected by Network Issues.  
• percentageEclipsed (PE): The percentage of malicious nodes on the other side of links or in the UNL (whichever is applicable) of the test node.  
• seedMax: The number of seeded cases being run. Unless otherwise mentioned seedMax is 1500 for odd modes and 5000 for even modes.  

UNL_B_PER_AFFINITY_SUBGROUP_SIZE: Variable c in UNL-B size as in our paper. For simulations c = 2 .

Note: While interpreting the graphs, all values have a natural and non-negative expected range. The presence of negative value for any particular data point is an indicator that all test cases associated with that data point have ended in failure. Purposefully incorporated, it shows a distinction between low or 0 values and an all failure case. Also, malicious nodes do not add the transactions under consideration in their LCL and do not declare consensus on them in our simulations. Only GNs come to a consensus. If NCP > actual % GN, NCP is set as the actual % GN. It is possible that the percentage of malicious nodes in UNL are > PM nodes in the network. As conditions get severe there can be breakages in the network. Malicious node configurations may become such that a GN gets 100% eclipsed for IP, or > 50% for consensus or some other issues. In such a situation it may not be possible to have IP and consensus at 100% of the nodes. Due to these constraints,

13. Software version: rippled-1.5.0-rc3
14. Eclipse node via Malicious UNL for modes 5 and 6, and Eclipse node via Malicious Links for mode 7
5.2 Results and interpretations

**Degrees of severity:** Degrees of severity are chosen basis simulations shown in Figure 1, and are tabulated in Table 4.

**Information Propagation:** Figures 1 and 2 provide a comparative view of average time and percentage successful cases. They cover modes 2, 4 and 6 associated with IP, under different cases. SimK consistently performs better than SimRM and SimC. By the time 20% of RippleNet receives information, an opportunity for creating a fork, or for censoring a transaction. Thus, SimK improves security along with transaction speed.

| Severity (Severity Num) | Ideal (0) | Real World (1) | Mild (2) | Moderate-Severe (3) | Very Severe (4) |
|-------------------------|-----------|----------------|---------|---------------------|-----------------|
| % Malicious Nodes       | 0         | 20             | 40      | 60                  | 80              |
| minLFNI                 | 0         | 1.5            | 3       | 4.5                 | 6.5             |
| maxLFNI                 | 0         | 2              | 3.5     | 5                   | 7               |
| PLANI                    | 0         | 25             | 50      | 75                  | 75              |
| PNANI                    | 100       | 100            | 100     | 100                 | 100             |
| NCP (%GNs)              | 100       | 80             | 60      | 40                  | 20              |

SimK (though better than SimC) is not able to achieve 100% success in consensus in extremely poor conditions.

Figure 3 provides a comparative view of percentage successful cases and average percentage malicious nodes with mode 7. SimK performs significantly better than SimC. The PM nodes is very slightly higher for SimK as compared to SimRM. Thus SimK’s performance is very slightly poor. However, since there are several possible and faster paths in SimK, it performs better as demonstrated in other simulations associated with IP.

**Consensus:** Figures 1 and 3 provide a comparative view of average time and percentage successful cases. They cover modes 1, 3 and 5 associated with consensus, under different cases. SimK consistently performs better than SimRM and SimC. Every case of consensus failure is a possibility of genuine transactions getting stuck and forcing failed retries. This consumes resources and reduces the utility and adoptability of the system. There is lesser possibility of consensus failure in our approach SimK over SimC. Thus there are lesser opportunities for an attacker to censor or affect the system.

**Protection against Double Spend (DS) Attacks and Censorship:** Figure 1(d) provides a comparative view for IP. Basis Claim 2 we assume that cases where 100% IP is not achieved as cases where attackers can effect DS Attacks or censor the network. We look at figure 1(d) and combine the results to see a cumulative result. It is observed that there are openings for attackers to launch DS Attacks or censor the system a total 53.62%, 6.92% and 0.178% times out of 50000 times.
simulated cases each while varying the configurations and PM nodes for SimC, SimRM and SimK respectively. Given that we have given performance boosts to SimC and SimRM in simulations over the existing systems, they are expected to perform far worse. Thus we get $\geq 99.67\%$ reduction in opportunities for DS attacks and censorship.

**Tolerance to faults and malicious nodes:** The edge case (current limits or lower bounds) of the existing Ripple system is at 20% malicious nodes. The same success rate of consensus as observed at this edge case is observed at 34.21% malicious nodes using our approaches. As before we account for extra performance boost provided to SimC. This implies $1.71x$ increase in fault tolerance from 20% to $\geq 34.21%$.

### 6 LIMITATIONS AND FUTURE WORK

- A methodology to build and maintain a dynamic UNL while avoiding and preventing various attack vectors via multiple avenues including randomisation and membership algorithms for UNLs, detection is out of scope of this paper and the subject of our ongoing research.
- A methodology to calculate and maintain the trust value of UNLs at a node and network level, and reputation management in a loosely coupled system is out of scope of this paper and the subject of our ongoing research.
- A methodology to identify if a malicious node/ account is sending two different sets of messages to different nodes is the subject of our ongoing research.
- Optimisations to reduce chattiness in the context of our modified consensus algorithm can be further looked upon while implementing it and are not covered.

### 7 CONCLUSION

Our approaches and design are inherently generic and are applicable to other cryptocurrencies and systems. Our paper explores and opens concepts associated with systematising the UNL and its overlap, implementation of efficient message propagation and consensus. It further improves the RPCA, and introduces consensus thresholds as a function of information propagation and percentage of non-byzantine nodes in the UNL. It brings in protection against attacks and vulnerabilities. It thus has potential to bring about benefits such as reduced consensus thresholds, increased speed, improved and systematized security, resilience to Double Spend Attacks, Censorship and other byzantine attacks, last mile connectivity. It assures 2 degrees of separation (3 hops). These improvements ensure promotion of a more energy efficient consensus over Proof of Work.
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APPENDIX A

ABBREVIATIONS

A.1 Frequently used abbreviations:
- BGP: Byzantine General’s Problem
- DS: Double Spend
- IP: Information Propagation
- MCA: Modified Consensus Algorithm
- NP: Network Partition
- RPCA: Ripple Protocol Consensus Algorithm
- UNL: Unique Node List

A.2 Infrequently used abbreviations
- DHT: Distributed Hash Table
- DNS: Domain Name Server
- P2P: Peer-to-peer
- TNL: Trustee Node List

A.3 Abbreviations in simulations:
- GN: Genuine Node
- maxLFI: maxLatencyFactorForNI
- minLFI: minLatencyFactorForNI
- MSD: maximum of shortest distance
- NCP: Network_Consensus_Percent
- OLTNR: outbound_links_to_node_ratio
- PE: percentageEclipsed
- PM: percentage_malicious
- PLANI: percentLinksAffectedByNI
- PNANI: percentNodesAffectedByNI

APPENDIX B

GOALS AND CHALLENGES OF DISTRIBUTED PAYMENT SYSTEMS

Owing to their distributed nature, blockchains also suffer from the challenge of being able to achieve only two of the three metrics of an impossible trinity of scale, security, and decentralization (derivative of the CAP theorem [13]).

In this paper we work to improve scale and security at no or negligible cost to decentralisation. While the introduction of introducers negligibly or not at all affect decentralisation in a negative fashion, the automated UNL ensures decentralisation whilst affecting it positively.

Goals of Distributed Payments Systems Some of the goals and areas of work in RTGSs, Distributed Payment Systems and allied systems (in general), needed towards their widespread adoption and success include improvement of utility by

1) improving the transaction speed without compromising on security (with the same or similar levels of certainty)
2) having in place highly resilient and provably secure systems with reasonably comfortable consensus and safety thresholds that are not prone to network partitioning and blockchain forks.
3) improving last mile connectivity (thus being able to conduct transactions even in relatively poor connectivity areas).

The Hazards of Network Partitions and Blockchain Forks
Network partitions and blockchain forks are detrimental to systems because forks detected and resolved post the completion of transactions open the system to Double Spend attacks (illegitimate transactions). It is often resolved by hard forks with legitimate transactions on the discarded forks being invalidated.

Failure to achieve the consensus threshold’s lower bounds results in invalidation and rejection of the transaction. Some of the reasons for this failure include:

1) Not enough trusted members participating in consensus agreeing (voting positively) on the transaction as they did not deem it valid.
2) Non-receipt of transactions due to network issues (latency, DDoS and Eclipse attacks, flux and churn, message throttling, etc), which can lead to network partitioning, blockchain forks and double spend attacks.

Rejection of transactions and thus prevention of the blockchain’s forward movement in a potentially unhealthy network situation prevents potential blockchain forks and double spend attacks. However this contains a flaw – forward movement is prevented merely on the possibility or suspicion of a network partition and not just when the network truly undergoes partitioning. It thus affects the normal functioning and brings to a halt all legitimate transactions and financial activities, dependent systems which have adopted and integrated with it, partially or fully. Thus it has a negative impact on real life human activities and though relatively safer, is still a loss making situation in itself.

The above mentioned challenges undermine systems open to them by undermining their reliability and the trust in them, questioning their very veracity. They raise adoption and viability concerns causing potential loss of new and existing members and reduction in transaction volume. One should thus be mindful of the above challenges and various security considerations and also ensure that normal operations and activity is not impacted by false positives, while designing systems. Engineering and research work going on to make systems secure, fast, fault and partition tolerant thus is of importance and needed to ensure trust and widespread adoption.

Solving for Distributed Payments Systems, and in general
As one can see, the absence of an appropriate consensus process and the possibility of network partitioning or a delay in information propagation can be extremely detrimental. There is a need for

- a consensus algorithm that prevents such vulnerabilities
- an information propagation mechanism that ensures malicious nodes are unable to prevent the network from making forward progress and unable to cause network partitioning and forks in the system.

In our work, we have tried to fulfill these needs and gaps and worked towards achieving the goals associated with distributed payments systems mentioned above. We present guidelines to implement and set up Ripple’s UNL, introduce newer lists and constructs, setting a base network overlay structure for assured overlap and efficient information propagation (in generic and randomised network topology). We also outline various node behaviours, present a modified consensus algorithm. We back this with sound analysis.
and experimental data and bring about improvements as outlined in the previous section and also later in the paper, including in areas such as performance, security, utility, thereby impacting adoption. We also provide methods to automate UNL updation.

It may be noted that since the network topology on top of which the UNL and other constructs is implemented is generic per se, the UNL and other construct’s implementation too is generic. Our work is applicable not just to Ripple, a representative cryptocurrency and distributed payments system but to all other RTGSs, distributed payments systems, cryptocurrencies and to some problems faced as a part of the Byzantine Generals Problem.

**APPENDIX C**

**MODIFIED CONSENSUS ALGORITHM**

The duration \( y \) for Sub-round C of Candidate Set Generation phase (discussed earlier in the paper) includes time for (1) \( \min 3 \text{ hop}^\frac{15}{10} \text{ of IP in our overlay} \) and (2) distributed nature of consensus (factor of 2). Thus \( y \geq 6 \times x \).

**APPENDIX D**

**THE MECHANICS AND PERCENTAGE OF INFORMATION PROPAGATION**

As part of this subsection, we represent assured propagation routes from a source node to destination node in the same affinity group. More routes, similar or otherwise might be possible. For source and destination nodes in separate affinity groups, a similar approach can be followed.

As shown in figure 4, the information propagates to all nodes in the source node’s UNL. \( \frac{(c+1) \times (\sqrt{N} - 1) \times 100}{N} \% \) of the network receives the information as a best case scenario, including the destination node.

![Figure 4: Propagation in 1 Hop: Source and Destination in Same Affinity Group](image)

In case the destination node does not receive the information directly in one hop, it receives the same via two hops through all other nodes in its affinity group, as shown in figure 5. These are assured mechanisms. It might be possible that the source and destination node share common nodes as connections in other affinity groups. As a best case scenario, \( 100\% \) of nodes in the network receive the information within two hops.

In case the destination node still does not receive information within two hops, it receives the same in three hops via the routes depicted in the figure 6 and other routes. It is guaranteed that \( 100\% \) of the network receives the information in the absence of \( \geq (c+1) \times (\sqrt{N} - 1) \) failures.

![Figure 6: Propagation in 3 Hops: Source and Destination in Same Affinity Group](image)

This ensures a distance of 3 hops (maximum 2 degrees of separation) between any two nodes in the absence of \( \geq (c+1) \times (\sqrt{N} - 1) \) failures. For the presence of \( \geq (c+1) \times (\sqrt{N} - 1) \) failures, a node is either un eclipsed, partially eclipsed, fully eclipsed. If a node is un eclipsed or partially eclipsed, it is still able to send and receive all information from the network including the last validated ledger. If a node is fully eclipsed and it is no longer a part of the network and not participating in the consensus process and not associated with any genuine nodes. A node admin should identify such a situation (existing means are censorship detectors [62]) and rectify it.

**APPENDIX E**

**SIMULATION**

Other configurables other than those mentioned earlier include: • UNLA_LL_F_MAX, UNLB_LL_F_MAX: The max-

15. In this paper, we imply ‘hops’ to be vertex hops.
16. These \( (c + 1) \times (\sqrt{N} - 1) \) nodes are the single biggest vulnerabilities for dropping messages or throttling any information to and fro nodes. As long as information reaches any one of these nodes, information is likely to reach the rest of the network as shown later.
imum link latency factor (LLF) for links associated with UNLA and UNLB for SimK and a similar association for links in SimRB. All associated permutations computed using these levers.

- **upperLimitMalicious**: The upper limit (exclusive) of the number of malicious nodes in the system. Corresponds to \((c + 1) \times (\sqrt{N} - 1)\). Only applicable for mode 7.
- **isUpperLimitMaliciousApplicable**: Boolean value ensuring applicability of upperLimitMalicious. Only applicable for mode = 8.
- **num_nodes**: Number of nodes in the network. Unless otherwise mentioned, num_nodes is 256.

**Comparing characteristics at Ripple’s limits to our system’s limits**: The edge case (current limits or lower bounds) of the existing Ripple system is at 20% malicious nodes. At configurations of 20% malicious nodes SimC, SimRM and SimK are able to come to a right consensus 43.13%, 98.6% and 99.53% times out of 1500 simulated cases respectively. SimK is 2.423x faster than SimC at achieving a right consensus at this edge case.

**Other Key Results**: Implementing SimK results in lesser time and messages. The complexity of sent SimK messages is a maximum 2x SimC and lesser than SimRB. However, considering received messages, SimK’s success in significantly lesser received messages than SimC and SimRB. Thus, SimK has higher order of success. There are an average 5120, 18240 and 18432 links in SimC, SimK and SimRM respectively.

**APPENDIX F**

**ADDITIONAL GRAPHS**

*Information Propagation* Figures 8, 9, 10, 11, 12

*Consensus* Figures 13, 14, 15, 16, 17

17. Latencies of links and thus the ratio of link latencies for links within and outside affinity groups can be varied by a factor equal to the link latency factor. Specific link latency factors are represented by \(\{k, l\}\) with \(k\) and \(l\) being link latency factor for UNLA and UNLB respectively. Applicable for SimRB and SimK. A similar nomenclature if used for SimC is applicable only \(k = l\).
Figure 8: (Information Propagation) Comparison of data points for baseline cases \( (\text{percent}_\text{malicious} = 0) \) and percent_malicious cases in the absence of network issues for mode 2.
Figure 9: (Information Propagation) Comparison of data points for baseline cases ($\text{percent\_malicious} = 0$, Ideal condition, $\text{Network\_Consensus\_Percent}$ corresponding to comparison cases’ $\text{Network\_Consensus\_Percent}$) and cases of corresponding severity for mode 2.
Figure 10: (Information Propagation) Comparison of data points for modes 4 and 6 across varying severity
Figure 11: (Information Propagation) Comparison of data points for mode 6 across varying percentageEclipsed for Real World severity
Figure 12: (Information Propagation) Comparison of data points for mode 7.
Figure 13: (Consensus) Comparison of data points for baseline cases ($\text{percent\_malicious} = 0$), ideal condition, Network\_Consensus\_Percent corresponding to comparison cases’ Network\_Consensus\_Percent and cases of corresponding severity for mode 1.
Figure 14: (Consensus) Comparison of data points for percent_malicious = 0, percentLinksAffectedByNI = 75, percentNodesAffectedByNI = 100, Network_Consortium_Pecent = 100 and mode 1
Figure 15: (Consensus) Comparison of Avg Time, Avg Sent Messages and Avg Received Messages for SimK, SimRM and SimC for varying UNL-A and UNL-B Link Latency Factors (Condition: Ideal Severity, 0% percentage_malicious, 100% Network_Consensus_Percent) for mode 1.
Figure 16: (Consensus) Comparison of data points for baseline cases (\(\text{percent\_malicious} = 0\)) and percent_malicious cases in the absence of network issues for mode 1.
Figure 17: (Consensus) Comparison of Avg Time and Percent Successful Cases for baseline cases ($\text{percent\_malicious} = 0$, Ideal condition, Network\_Consensus\_Percent corresponding to comparison cases’ Network\_Consensus\_Percent) and cases of corresponding severity for mode 5.