Architecture for integrating vertical customer’s programmability control of network functions and connectivity in a slice-as-a-service schema

Luis M. Contreras1*, Samier Barguil2, Ricard Vilalta3 and Victor López1

Abstract
Network slicing will permit offering to vertical customers tailored end-to-end logical networks in an on-demand fashion, on top of a common telecom infrastructure, achieving a Slices-as-a-Service (SlaaS) business model. This is possible due to the progressive introduction of network softwarization techniques, such as programmability and virtualization, into existing operational networks, enabling dynamic and flexible provision of slices. Those vertical customers could require the control not only of the network functions composing the end-to-end service, but also of the connectivity among them, e.g., for influencing the paths for steering traffic among function instances. However, this can be problematic since decisions from one vertical customer can collide with decisions from others. One aspect not yet sufficiently investigated is how to permit vertical customers to jointly control the service functions and the underlay connectivity, in such a way that could operate the allocated slice as if it was actually a dedicated network entirely for them. This paper explores some architectural proposition in this respect illustrated with some potential use cases and it provides an example of the provision of SlaaS for a vertical customer.
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1 Introduction
Existing telecom networks are on transition towards a new operational model in which the network is expected to be consumed dynamically by external customers, e.g. vertical industries, through the ability of requesting the necessary capabilities and resources in a flexible manner. This new model is known as network slicing, concept fostered by the advent of 5G but that is of wider applicability and extendable to any kind of service (e.g., as an evolution of existing wholesale corporate services).

Network slicing represents a means for offering tailored services to customers in terms of capacity, functionality, and topology without altering or customizing the physical network infrastructure. This is done by leveraging on the multi-tenancy concept. A first step in this direction [1] has been the wide introduction of cloud computing facilities.
distributed in telecom networks. This facilitates the dynamic instantiation of services and applications, while at the same time interacting with the operator transport network to ensure connectivity. However, this represented yet an overlay approach where the transport network accommodates traffic from cloud environments in an aggregated manner. This is clearly not enough for future service where a more granular and independent behaviour is expected.

This idea of network slicing as multi-tenancy with such granular approach per customer, i.e., customizing both compute and network environments to the specific customer needs, has been extensively explored recently in the literature. Previous survey works in [2–5] introduce the characteristics of network slicing as the mechanism for allowing the co-existence of different vertical industries on top of the same physical infrastructure, linked essentially to 5G. The work in [2] focuses on analysing the network slice concept from the perspectives of the infrastructure (the resources), network function (both control and user plane functions) and the overall service layers (touching different actors such as operators and verticals), also including a discussion on management and operation aspects (mostly orchestration and mapping of functions to resources). In [3] a description of main enablers of network slicing is provided, including the main stakeholders, and expected use case. The work in [4] focuses on methods for the allocation of resources to the demanded slices across different network segments. Finally, [5] complements the analysis with a wide overview of proposed architectures for network slice implementation. All in all, the existing work is mainly focused on the slice provision as a dedicated (logical) network for vertical customers, but without a view on how the vertical customers can operate the allocated resources. That is the main motivation for this paper, by introducing architectural ideas in that direction.

Thus, the aforementioned transition that telecom networks are experimenting is ongoing despite the fact that current telecom networks yet rely in part on old structures and management mechanisms. Network slicing will speed up the need for changes, and it is necessary to reconcile novel procedures with legacy assets as long as the transition is not totally finished. Undoubtedly, this is one of the great challenges that operators face nowadays.

One essential aspect yet to explore is the capability by the vertical customers of controlling, managing, and programming the slices individually, including not only the service part (i.e., the network functions) but also the transport network slice instance. This can raise a number of conflicts if the slices serving different customers are not appropriately isolated in both the control and forwarding planes.

This paper concentrates on the vertical customer control of the allocated slice by exemplifying an architecture enabling the programmability of the allocated network functions and their associated connectivity. The main contributions are:

- Description of mechanisms permitting vertical customers to simultaneously control functions and resources allocated in the form of a network slice.
- Proposal of a novel architecture allowing telecom operators to offer control capabilities to vertical customers of the allocated slice, both at network function and transport levels.
- Example of a vertical slice provision.
The structure of the paper is as follows. Section 2 describes in detail the concept of Slice as a Service, as new formulation of services offered to vertical customers, and presents how the programmable control of those slices can be accomplished by verticals. In Sect. 3, an overall architecture is presented, including two applicability cases, as well as how they can be integrated on legacy environments. In Sect. 4, it is provided an example of the provision of SlaaS for a vertical customer. Finally, in Sect. 5 some concluding remarks and future lines of work are presented.

2 Combined control of service functions and transport connectivity by vertical customers

Network slicing is a paradigm through which different virtual resource elements of a common shared infrastructure (in both connectivity and compute substrates) become allocated to a specific customer who perceived the resulting slice as a fully dedicated, self-contained network for it. The resources are virtualized through a process of abstraction of actually physical lower-level elements, providing a great flexibility and independence of the specific element being used along the customer service lifetime, which permits exercise advanced actions such as scalability, reliability, protection, relocation, etc. All of them represent an incredibly asset for a novel way of service provisioning with respect the present mode of operation in telecom networks.

These new capabilities are enabled by the increasing introduction of Software Defined Networking (SDN) [6, 7] and Network Functions Virtualization (NFV) [8, 9] within operational networks, a process commonly referred as network softwarization. On one hand, it allows automation by the introduction of complementary techniques that could permit triggered corrective actions in a closed loop manner. Secondly, it facilitates a rapid service provisioning through easy reconfiguration of network connectivity and fast deployment of network functions across distributed computing facilities, adapting the service in every moment to the specific circumstances of the network, now interacting gracefully.

The possibility of dynamically instantiating slices through automation enables the provision of slices in an on-demand fashion, dealing to the concept of Slice-as-a-Service (SlaaS). The final objective of a customer for requesting a slice is to dispose of a complete logical end-to-end network on which to deploy the vertical service with full guarantees. The network is then transformed into a production system merging both business and operation domains [10]. On one hand, different business models can be formed around the offering of network slices: Business-to-Business (B2B), Business-to-Consumer (B2C) and Business-to-Business-to Consumer (B2B2C), depending on the kind and variety of stakeholders addressed in the business part. On the other, distinct operational implications (life cycles, service objects, and slice scales) must be taken into account derived from the service scenario where the requested slice applies.

A critical point on the overall provision of a slice is to allow control of the allocated abstract resources to the customer (e.g., the possibility of programming them). Without such control, the slice is simply made available but cannot be re-configured by the customer, leading to a kind of static network. On the contrary, if control capabilities are enabled for the customer, the network can be then flexibly managed, for example
be reconfiguring forwarding paths adapting to changing conditions of traffic within the slice.

Different kind of slices can be considered from the operator perspective in that sense [11], as follows:

- **Internal slices**, as the slices in which the operator retains the total control and management capabilities. This kind of slices will be typically devoted to provider’s internal services.
- **External slices**, offered to vertical customers which perceived them as dedicated networks, but which in reality run on top of shared infrastructure. For external slices is yet possible to distinguish:
  - Slices managed by the operator, where the operator performs the control and management of the slice and the vertical customer simply runs the service on top of the capabilities and resources offered by the operator.
  - Slices managed by the vertical customer, where the customer actually has control of the resources and functions allocated. The level of control could be limited to a set of operations and/or configuration actions, but in any case, the vertical has the possibility of governing the slice behaviour to some extent.

The latter case is the focal point of discussion in this paper. The referred control capabilities in that case should be enabled with care, since different actions from distinct customers could collide. The particular actions from each customer are performed on their specific slice, that is, on the abstracted resources previously allocated. However, those abstractions could affect to a common physical resource shared among slices. Thus, if contradicting configuring actions are in place one customer could negatively impact on the slice of another customer.

Figure 1 graphically represents this distinction, showing the different responsibilities in each case.

For vertical customers that could require a deeper level of control over the service and network resources of their end-to-end slices, there is a need of enabling control mechanisms with that purpose. In the case of the service functions, the objective of such control can be the control of the service logic, basically the configuration of the functions according to the service conditions. In the case of the network resource control, the purpose can be to provide those customers with the ability to manage dynamically the connectivity paths and the overall interconnection topology for each particular logical network.

These two levels of control show two different concerns, service and transport. From a programmability point of view, this approach was developed in [12] and it is illustrated in Fig. 2. This separation of concerns is convenient since the purposes are clearly differentiated, then facilitating operations. When considering a network slice, the vertical customer could require to manage both kind of concerns, as in the case of the external slices managed by the vertical. In that case, the programmability in the service stratum essentially allows the interaction with the network functions
composing the vertical service, while in the case of the transport stratum, the control is performed over the nodes providing connectivity end-to-end.

Furthermore, an interaction among controllers could be also expected if some degrees of automation are present. This could happen in situations when the service controller can leverage on the capabilities of the controller handling the connectivity for adapting the behaviour of the service function (e.g., bit rate adaptation), or alternatively, if the controller responsible of the connectivity can react to service situations (e.g., increase of bandwidth).
2.1 Programmable control of service functions

The service functions composing the vertical service will be instantiated dynamically as Virtual Network Functions (VNFs) leveraging on the ETSI NFV architecture. These virtualized instances of service functions run on top of the NFV Infrastructure (NFVI), formed by the compute, storage and associated networking resources. The VNF management and operation usually resides in conventional Element Managers. The architecture is complemented by the Virtualized Infrastructure Manager (VIM), in charge of managing the interaction of a VNF with the NFVI, the VNF Manager (VNFM) responsible of the VNF lifecycle, and the NFV Orchestrator, coordinating all the necessary actions among components in the architecture for instantiating and deploying the services composed of network functions.

In [13] two distinct SDN controllers for different purposes are proposed for the NFV architecture. On one hand, the so-called Tenant SDN Controller (TC) which controls associated VNFs in a programmatic manner. On the other hand, the Infrastructure SDN Controller (IC) enabling the programmable control of the virtualized connectivity infrastructure. Both SDN controllers can communicate and interact in order to synchronize actions, e.g. scaling up infrastructure while reconfiguring function capabilities. Figure 3 shows the role of both controllers.

The TC could accomplish simple configuration and management tasks. In some other situations, the TC can assist on the configuration of advanced service capabilities. For instance, in the case of Service Function Chains (SFC) [14] the TC can act as a SFC controller [15] programming classification rules at the entry of the SFC domain or instructing the Service Functions about the semantics of the context information encapsulated in the SFC’s Network Service Headers (NSHs) [16]. Also, as part of the service logic, and leveraging on the communication between TC and IC, the TC could trigger the IC for populating rules for lookup purposes at the Service Function Forwarder (SFF) elements which are the elements responsible for forwarding network
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**Fig. 3** Roles of Tenant and Infrastructure SDN controllers in ETSI NFV framework
traffic to and from Service Functions within the SFC domain. The SFFs can then be realized through part of the networking infrastructure in the NFVI.

2.2 Programmable control of transport connectivity

The virtualization of the transport network can be exploited at the time of provisioning and orchestrating the virtualized service functions of the slice. The idea leverages on the concept of Wide-area Infrastructure Manager (WIM) as defined by the ETSI NFV architecture as the element devoted to manage virtualize capabilities in the WAN [17]. When referring to slices, such an entity could be associated to a Transport Slice Controller, as defined in [18] either complementing or being part of an overarching SDN transport network control environment as in [19, 20].

The WIM is in charge of controlling the entire WAN infrastructure, and as such able to perform changes and reconfiguration in the network. Thus, a first option for granting control capabilities to the vertical customer could be simply providing access to the operator’s WIM. This, however, can be complex and overwhelming considering that multiple verticals could require from such an access simultaneously. Alternatively, it could be feasible to instantiate a tailored WIM per vertical adapted to the specific control needs of each customer.

In this sense, two alternative models can be considered, as described in [21]. One model is denominated Full WIM, where the vertical customer has direct control on the networking connectivity assets, and an alternative one, named WIM Agent, where the control is indirectly performed through a centralized control element or network controller which actually has the full control of the transport network. Figure 4 shows the two alternative models.

For the Full WIM case to work, the transport connectivity resources have to be entirely dedicated to each vertical customer to avoid configuration conflicts and network inconsistencies. It is also implies that the vertical’s WIM control entity has to support at its South-Bound Interface (SBI) all the variety of configuration methods for accessing and configuring the devices forming the underlying transport substrate. This is essentially
complex since in addition to multiple possible vertical WIMs flavours, in the transport network there will typically be a large variety of devices from different manufacturers.

In the case of the WIM agent, since the full control is retained by the centralized WIM controller, the configuration conflicts can be naturally resolved by the central configuration point, which facilitates a customized (even limited) set of control capabilities to the WIM agent. From the integration perspective, the vertical’s WIM control entity only requires to consume the centralized North-Bound interface (NBI), which largely simplifies the WIMs implementations, since the NBI offers unified methods.

Here the WIM agent approach is adopted as the mechanism for enabling the vertical customer to manage the slice connectivity. Thus, the vertical customer is granted during the lifetime of the slice with a WIM agent as SDN controller for the allocated transport connectivity resources. That agent or SDN controller instantiated for the vertical could be whatever implementation of preference by the customer (e.g., ONOS, OpenDaylight, etc.), simply ensuring the interaction with the centralized WIM NBI. The functionality expected for the vertical agent is the steering of the traffic flows in the slice, the control and management of the virtual paths and topology, and the associated performance and fault management.

### 3 Proposed architecture

The architecture proposed in this paper permits the vertical customer to get programmatic control over the service functions and the network connectivity constituting the slice provided by the operator. It is graphically summarized in Fig. 5. Once the slice is instantiated, the vertical customer is provided with access to both Function and Network control. The Function control permits to manage and configure the service functions composing the end-to-end vertical service in the different data centers or NFVI PoPs where those functions are deployed. This Function control is linked to the service stratum, then associated to the particular service logic of the vertical. The service functions are deployed as dedicated virtual machines or containers, for instance, on commodity

![Architecture enabling vertical customer control of service functions and their connectivity](image)
servers within the data center. The Function control has a correspondence with the TC of the architecture in [13] in Sect. 2.1. Such correspondence could be as loose as a simple interaction through a well-defined API (as provided by the specific provider of the function to be controlled), or can be as tight as a direct implementation of the TC itself, e.g. through a virtualized instantiation of such controller for the allocated functions.

The Function controller, through the interaction between the TC and the IC in each data center, can indirectly interact with the networking infrastructure of each data center, that is, the router acting as data center gateway (connecting to the WAN) and the leaf and spine switches that typically serve to interconnect the compute nodes hosting the functions. This interaction can happen for instance to accompany scaling events at the service function side (e.g., [22, 23]), thus ensuring that the connectivity associated to the capacity of the network function does not become a bottleneck or, on the contrary, that some connectivity resources can be released, if needed.

The Network controller assists the vertical customer on the control of the transport connectivity on the WAN. The Network controller has a correspondence with the WIM agent in Sect. 2.2, and again such correspondence could be loose or tight depending on if it is made through APIs (through an agreed interface, e.g. the ONF Transport API [24]) or as an actual instantiation of the WIM agent.

As a result, the vertical customer perceives the slice not only as a dedicated logical network, but also as a fully controllable logical network, following the operational model of external slice managed by the vertical customer. The main advantage of this proposal is, then, the feasibility of offering programmatic control to the vertical customer on both functions and connectivity level, not possible with conventional slicing methods.

3.1 Scenarios of applicability

The following scenarios of applicability illustrate how the proposed architecture can assist on the operation of vertical slices.

3.1.1 Service chain across multiple NFVI PoPs

The ETSI NFV architecture supports multi-Point of Presence (PoP) configurations, where a PoP is defined as the physical location where network functions are instantiated, corresponding to a data center. When expanding more than one single PoP, multi-site connectivity should be performed to connect the functions local to each PoP, as described in [25]. For a vertical customer running the service end-to-end it can be necessary interact with the WAN for ensuring the proper behaviour of the service functions interconnection, forming a service chain. Such service chains can be mapped to a dedicated slice. In this manner, if the vertical customer requiring the slicing needs to perform such control actions on both the service and the connectivity, the operator can provide access to both service functions and network resources assisting the vertical in the management and control of the inter-site network slice connectivity.

The architectural schema in Fig. 5 represents this scenario.

3.1.2 Non-public network (NPN) integrated with operator’s network

The digital transformation of productive environments by vertical industries is enabling the emergency of non-public networks (NPN) connected to public operator’s networks.
Different interconnection models are foreseen ranging from standalone NPNs up to NPNs that show different degrees of integration with public networks [26]. The latter are the ones of interest for this paper, since such model implies also some level of interaction among the vertical service and the operator infrastructure.

This scenario assumes that the vertical customer leverages on the operator infrastructure for deploying part of its end-to-end service. This requires from the operator side the enablement of the programmable control of functions and connectivity. Taking as example 5G-based services, and assuming that a User Plane Function (UPF), in charge of forwarding and processing the user plane traffic, is deployed in the internals of the NPN, this would imply that the vertical will be able to manage and control not only the service functions forming the vertical service (e.g., data bases, content repositories, or even 5G control plane functions) but also the connectivity among the NPN UPF and the rest of elements (UPF and others) deployed at the operator’s side. Figure 6 graphically described a generalization of this case.

3.2 Integration with non-programmatic networks

As described before, traditional wholesale service will evolve building on top of the idea of network slicing, sophisticating also the kind of service offerings for this market segment, by including the on-demand instantiation of service functions and their connection. The control schema for verticals will necessary have to interact with non-programmable parts of the network, since brownfield scenarios have to be expected.

---

**Fig. 6** Vertical customer control of service functions and their connectivity in NPN scenario
In the case of the virtualized service functions, the interaction with the legacy approach comes from the integration with physical, monolithic network functions already deployed in the network, known as Physical Network Functions (PNFs). From the service perspective, since the function logic is expected to be the same for both virtual and physical versions of the functions, no major issues could be expected, other than potentially a limitation due to constrained resources (either in the virtual or physical case). A further interworking restriction could come from the data plane encapsulation methods to perform the communication between functions, but also this can be assumed to be similarly supported in both cases. From the management perspective, it is a common trend in the industry that the original management systems will evolve to include SDN capabilities, on one hand, and that those systems will run as software components (e.g., virtual machines) on top of common-of-the-self (COTS) servers.

With respect the programmability of the connectivity substrate, when moving to the SDN paradigm, the integration of legacy, non-programmable devices is commonly performed through the development of plugins or adaptors to interact with either the management systems of such legacy infrastructure or directly with the equipment though the particular Command Line Interface (CLI) of each manufacturer.

In this manner, a path for integration of programmable and non-programmable infrastructure can be facilitated with the approach here considered.

4 Experimental section: exemplary provision of SlaaS

This section exemplifies the provision of SlaaS for a vertical customer. We leverage on SONATA framework [27] for the slice creation on the provider’s side. Once created, the slice is made available for the vertical customer, which can access the slice capabilities (i.e., VNFs and network capabilities) through programmable interfaces.

The scenario of provision considers two separated and interconnected NFVI PoPs in different geographical locations. The SONATA Service Platform interacts with the different VIMs in each of the PoP as well as with the transport network, via the controlling WIM, as represented in Fig. 7. The interaction with the VIMs is through the corresponding API (e.g., Openstack Nova), while the communication with the WIM is performed by means of the ONF TAPI. The VIMs will be in charge of deploying the VNFs running the service functions, while the WIM will connect both PoPs end-to-end. The figure shows the physical view of the network which provides the resources to the slice, as well as the logical view as the dedicated network perceived by the vertical customer.

The workflow of slice creation is sketched in Fig. 8, representing the interaction among the orchestration elements controlling the physical resources in Fig. 7. The SlaaS assumes the deployment of two VNFs, one on each of the PoPs, as well as connectivity service connecting both. The slice will be requested in the form of a Network Service (NS) either by the vertical customer (if having access to the SONATA platform) or directly by the slice provider after a request from the vertical. The platform will process the NS requests, eliciting the requirements of the slice in terms of forming VNFs, their location, and the necessary connectivity among them for the resulting service chain. After the reception of the NS request, the SONATA platform will interact with the VIMs of each of the PoPs for instantiating the VNFs. After that, the platform will also request
the WIM the creation of the connectivity service between VNFs, traversing the transport network.

Once the connection is established, the constitutive service chain associated to the slice becomes created and available for the vertical to operate. As result, the vertical customer gets the logical view represented in previous Fig. 7.

Figure 9 shows the functional messages interchanged during the workflow execution for the SlaaS creation.

Once created, the service provider is in condition of offering to the vertical customer the APIs for the control of the VNFs and the transport network, as described before. The programmatic control of the VNFs will depend on the particular implementation of the function, while for the transport network resources TAPI could be used since it natively allows recursiveness.

Finally, Fig. 10 depicts the CDF of the deployment time of the vertical customer slice. The observed results validate the idea of an affordable commercial on-demand provision of SlaaS for network operators.

5 Results and discussion

Current technologies, leveraging on programmability and virtualization, facilitate the provision of networks tailored to the needs of vertical customers, including service functions and the associated connectivity. That provision is performed in the form of a network slice, dedicating specific resources (both at compute and network level) for the service, guaranteeing isolation to avoid impacts from any other slice.
Fig. 8 SlaaS provision workflow

Fig. 9 Message interaction for slice creation
The next step on such slice service offering is to allow the vertical customer to manage the allocated assets, in such a way that the vertical perceives the slice as a fully dedicated network under its own control. The way of doing that is to offer interfaces or APIs that could permit that fact. In the case of VNFs, the referred interfaces will be particular to the specific function considered. Regarding connectivity, the controller handling the connections associated to the slice could provide limited but sufficient views per vertical, or even existing developments, such as TAPI, can be used, since allow for recursiveness. This paper presents such architectural framework that enables the control by vertical customers of both service functions and network connectivity allocated to the slice. The viability of the on-demand provision of the slice has been validated through experiments orchestrating functions in different locations and connecting them forming a service chain. The provider can then offer programmatic interfaces to the verticals for providing control of the allocated assets, which will perceive the slice as an entirely dedicated network.

6 Conclusions and further work

On-demand Slice-as-a-Service is foreseen as the solution to be offered to vertical customers in the near future for satisfying their communication needs in the systematic digitalization of industrial segments. While mechanisms for provisioning those slices are progressively being introduced in operational networks, it is not yet resolved how the vertical customers will be able to control not only the functions composing the final service but also the underlying connectivity. In that manner, the vertical can have full control of the allocated resources as if the slice was actually a separate network. This paper proposes an architectural approach in that respect, considering some scenarios of applicability.

As future lines of work, it is necessary to incorporate into the provisioning lifecycle of the network slices the capability of control by the verticals, including the instantiation of the control entities here described (for functions and network) and their connection to the control entities maintained at the provider side. Such connection is expected to be done through well-known APIs (e.g. TAPI), also yet to be fully defined. Finally, it is necessary to ensure that the management from each vertical does not interfere other slices,
that is, to ensure isolation mechanisms in this proposed architecture, including ways of resolving configuration conflicts at WIM level.
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