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Organic-inorganic halide CH₃NH₃PbI₃ solar cells have attracted enormous attention in recent years due to their remarkable power conversion efficiency, currently standing at 20.1% [3]. Since being first employed as photovoltaic absorbers in 2009 with an efficiency of 3.8% [2], the pace of development of this material is unprecedented. The high efficiency is attributed to the optimal bandgap (≈ 1.5 eV), high absorption coefficient, and efficient charge transport properties. Long charge carrier diffusion lengths have been observed: over 1 µm for a solution-processed mixed perovskite CH₃NH₃PbI₃−ₓClₓ [3–4], and over 10 µm in samples with improved crystalline quality [5]. There are several open questions regarding the photovoltaic properties of these materials, such as the reason for the long carrier lifetime in highly disordered samples [1, 6], the role of chlorine doping in the device performance [7, 8], and the origin of hysteresis in the current-voltage curve under illumination [6, 11].

A rather different and, so far, less explored aspect of these perovskites is their potential use in spintronics applications [12]. Because of the heavy Pb atom, spin-orbit coupling plays an important role in the electronic structure [13, 14]. Additionally, first-principles calculations indicate that a non-centrosymmetric crystal structure which hosts ferroelectric order is stable [15–17]. Measurements have revealed ferroelectric domain formation [18, 19], although the presence of ferroelectricity in these materials is still under debate [11, 20]. We note that even in bulk centrosymmetric materials, interfaces, surfaces, and planar defects such as grain boundaries locally break inversion symmetry. The combination of strong spin-orbit coupling and breaking of inversion symmetry immediately leads to interesting spin-dependent properties. Structural (bulk) inversion symmetry breaking leads to Rashba [21] (Dresselhaus [22]) spin-orbit coupling; both cases result in a momentum-dependent effective magnetic field. The Rashba model has been shown to describe the electronic structure of non-centrosymmetric CH₃NH₃PbI₃ near the bandgap [23]. Recent work utilizes these effects to propose an implementation of the the Datta-Das spin field-effect transistor with perovskite materials [24, 25].

Since CH₃NH₃PbI₃ exhibits both exceptional photovoltaic characteristics and useful spin properties, it should be an ideal material to study the optical excitation of spintronic effects. In this work we consider optical excitation of spin currents and spin densities in CH₃NH₃PbI₃ by unpolarized light. We consider the generation of ballistic pure spin current, which is associated with the non-equilibrium distribution of photo-excited electron-hole pairs before they undergo momentum relaxation. The optical generation of ballistic spin current has been previously studied theoretically [26–28], and the induced spin densities have been measured in a variety of samples [29–31]. We also consider the spin current and spin densities that result from the diffusion of photo-excited carriers. The influence of spin-orbit coupling on diffusive carrier motion has been extensively studied in the context of 2-d Rashba systems [32–34]. In this work we present a unified description of both the ballistic and diffusive spin-dependent response of CH₃NH₃PbI₃. Our focus on this material is motivated by its exceptional properties, but we employ a generic Rashba model for our analysis so that the results apply to any three-dimensional Rashba semiconductor, such as GeTe [35, 36] and BiTeI [37].

The spin-dependent responses of interest in this work naturally arise from a Rashba model. An intuitive account of these can be formulated based on the spin texture of the conduction bands, as shown in Fig. 1(c). States with momentum +kₓ and −kₓ have spins aligned in opposite directions. If both states are occupied, there is a vanishing spin density, but a nonzero spin current (since the spin current is the product of spin and ve-
licity). A photoexcited distribution of electrons in the conduction band therefore leads to a nonequilibrium spin current. If on the other hand there is an imbalance in the occupation of states at $+k_x$ and $-k_x$ (which corresponds to a current-carrying distribution), there is also an imbalance in spin, resulting in a spin accumulation in the negative $y$-direction (the Edelstein effect \[38\]). The contribution of spin from the outer and inner Fermi circles partially cancel, but a nonzero net spin remains which is proportional to the charge current. The results we derive can be understood roughly in terms of this simple picture.

The paper is organized as follows: In Sec. II we compute the ballistic spin current generation using density functional theory. We find that the steady state optically excited ballistic spin current is proportional to the Rashba spin-orbit parameter, the optical absorption coefficient, and the momentum scattering time. In Sec. III we solve the spin-dependent diffusion equations for a thin film CH$_3$NH$_3$PbI$_3$ layer with a passivated surface and an ideal front contact. We provide analytic expressions for the spin current and spin density, demonstrating how these quantities scale with material parameters. Finally, in Sec. IV we discuss the magnitude of the optically excited spin densities and spin currents, and provide estimates for the photon flux required to induce measurable spin densities and spin currents. We discuss the possible uses of spintronic effects in these materials, including using the optically induced spin density to probe the role of grain boundaries in the photovoltaic behavior of these materials.

II. ELECTRONIC STRUCTURE AND BALLISTIC SPIN CURRENT

In this section we present first-principles results of the ballistic spin current generated by optical absorption in CH$_3$NH$_3$PbI$_3$. We begin by discussing the electronic structure of this material, and demonstrating the applicability of the Rashba model for the conduction and valence bands. We then evaluate the spin current generation rate response function, and compare detailed first-principles results with a simple estimate of this response function provided by the Rashba model.

We perform first-principles density functional theory calculations using local density approximation (LDA) in the form of norm-conserving pseudopotentials as implemented in Quantum-ESPRESSO \[39\]. We use an energy cutoff of 80 Ry for the plane wave basis expansion; for the structural relaxation, a $4 \times 4 \times 3$ grid for the Brillouin zone sampling was employed; all atoms in the unit cell were allowed to move until the force on each is less than 0.5 eV/Å. The lattice constants are calculated to be $a = 0.875$ nm and $c = 1.203$ nm, in good agreement with the experimental measurements ($a = 0.880$ nm and $c = 1.269$ nm) \[40\]. We investigate the tetragonal phase of space group $I4cm$. The Pb atoms are displaced along the $+z$-direction relative to the octahedral center. This lattice structure is non-centrosymmetric and exhibits ferroelectricity. Using the Berry phase approach, we find an electrical polarization of 10.7 $\mu$C/cm$^2$. The band structure along high symmetry directions is shown in Fig. 1(a). To test the influence of the ferroelectric order on the results, we’ve also studied a crystal with a strongly reduced ferroelectric polarization of 0.31 $\mu$C/cm$^2$.

![FIG. 1: (a) Comparison between Wannier interpolated (solid line) and Quantum-ESPRESSO (dots) bands. (b) Zoom in of the conduction bands near the $\Gamma$ point, along with fitting to the Rashba Hamiltonian. The fitting parameters are $m_e^* = 0.11 m_e$, $\alpha_e = -0.22$ eV $\cdot$ nm. For the valence band (not shown), the fitting parameters are: $m_v^* = 0.14 m_e$, $\alpha_v = 0.15$ eV $\cdot$ nm. (c) Cartoon of constant energy circles for $k_x = 0$, showing the $k$-dependent spin texture of the conduction bands. A current-carrying distribution results in more states occupied in the $k_x > 0$ half of the plane (denoted by a thicker line), and a net spin accumulation in the $-y$-direction.

The combination of strong spin-orbit coupling (derived from the Pb atom) together with bulk inversion asymmetry leads to conduction and valence band states which are well described by a 3-dimensional Rashba model \[12\]. The effective Hamiltonian is:

\[
H_{\text{eff}}^{c,v} = \frac{\hbar^2 k^2}{2m_{e,v}^*} + \alpha_{c,v} [\sigma \cdot (k \times z)],
\]

where $z$ is the broken symmetry direction, $k$ is the three-dimensional Bloch wave vector, $\sigma$ is the vector of Pauli spin matrices, $m^*$ is the effective mass, $\alpha$ parameterizes the Rashba spin-orbit coupling, and the $c,v$ subscripts correspond to conduction and valence band. The Rashba parameter $\alpha_{c,v}$ depends on the degree of inversion symmetry breaking, and vanishes for inversion symmetric systems. The Rashba spin-orbit term acts as a $k$-dependent effective magnetic field along the direction perpendicular to $k$ and $z$. Fig. 1(b) shows the fitting of the conduction band structure to the Rashba Hamiltonian. We’ll refer to this effective model to gain an intuitive understanding of the ballistic spin current magnitude, and as a starting point for the description of charge and spin diffusion. All results are presented in terms of
\(\alpha_{c,v}\), and can therefore be applied to cases where inversion symmetry is more weakly broken (for example, in cubic systems with aligned \(\text{CH}_3\text{NH}_3\) dipoles \(\|\|\) or in bulk inversion symmetric systems near interfaces).

We next compute the optically generated spin current. We consider the response of the system to a monochromatic electric field of frequency \(\omega\)

\[
E(t) = E(\omega)e^{-i\omega t} + E^{*}(\omega)e^{i\omega t}
\]

and employ the symmetrized spin current operator defined as \(\hat{Q}^{ij} = \frac{1}{2}\{\hat{v}^i, s^j\}\) \(\|\|\) \(\|\|\), where \(\hat{v}^i\) is the \(i\)-component of the velocity operator, and \(s^j\) is the \(j\)-component of the spin operator. The spin current generation rate is derived by solving semiconductor optical Bloch equations perturbatively to first order in the field intensity \(\|\|\), and is given by:

\[
\dot{Q}^{ij} = \mu^{ijlm}(\omega)E^{l*}(\omega)E^{m}(\omega),
\]

where

\[
\mu^{ijlm}(\omega) = \frac{2\pi e^2}{\hbar^2 \omega^2} V \sum_{k} \sum_{cv} (Q_{cv}^{ij} - Q_{cv}^{ij*}) \times v_{cv}^{l*}(k)v_{cv}^{m*}(k)\delta[\omega_{cv}(k) - \omega]
\]

In Eq. (3) \(v_{cv}^{m*}(k) = \langle \psi_{cv}(k)|\hat{c}^{m*}\rangle\psi_{cv}(k)\) is the velocity operator matrix element between conduction and valence band states, \(Q_{cv}^{ij} = \langle \psi_{cv}(k)|\hat{Q}^{ij}\rangle\psi_{cv}(k)\rangle\), and \(\omega_{cv}(k) = (E_{c}(k) - E_{v}(k))/\hbar\). Roman superscripts indicate Cartesian components and summation over repeated indices is implied. To evaluate Eq. (3) we employed Wannier-function techniques to calculate the band structure and momentum matrix elements on a very fine grid in momentum space \(\|\|\). Fig. (a) shows the matching of the plane wave and Wannier function band structures. We interpolate Eq. (3) to evaluate the pure spin current on a fine grid of \(100 \times 100 \times 75\) \(k\)-points. The accuracy of this method has been verified on a coarse grid by comparing the pure spin current responses calculated with the Wannier interpolation technique and plane wave basis.

In Fig. (b) we show the \(\mu^{xyyy}\) component of spin current response pseudotensor, corresponding to the spin current moving along the \(x\)-direction with spin oriented along the \(y\)-direction under the illumination of light linearly polarized along \(y\)-direction. We find that the spin current response of electrons and holes has the same sign. This is the result of the opposing sign of the effective Rashba parameter in the valence and conduction bands. We note that other works have identified the significance of the relative sign of the conduction and valence band Rashba parameters to the optical response \(\|\|\). Figs. (b) and (d) show that there is nearly an identical spin current response for light polarized along the \(x\) and \(y\)-directions. This is due to the approximate equivalence of \(x\) and \(y\)-directions in the crystal (recall \(z\) is the symmetry-breaking direction). This shows that unpolarized light can effectively generate ballistic spin current in this material.

An order of magnitude estimate of \(\mu\) is provided by noticing the similarity of Eq. (3) to the imaginary part of the dielectric response. Considering linearly polarized light (along the \(y\)-direction), and taking the spin current expectation value to be independent of \(k\), \(\langle Q_{cv}^{ij}(k)\rangle = \hat{Q}^{ij}\), Eq. (3) can be written

\[
\dot{Q}^{ij}(\omega) \approx \hat{Q}^{ij}\beta(\omega)\phi_0 \approx (\alpha_c - \alpha_v)\beta(\omega)\phi_0
\]

where \(\beta(\omega)\) is the absorption coefficient, and \(\phi_0\) is the incident photon flux \(\phi_0 = \epsilon c E^2 / (2h\omega)\). The second approximate relation shown in Eq. (4) follows from evaluating the spin current in the Rashba model, which scales as \(\alpha\). From the ground state electronic structure, we find \(\alpha_c - \alpha_v = -0.37\) eV\cdot nm and \(\beta = (230\) nm\(^{-1}\), leading to an estimated spin current response \(\mu\) value of \(-8.4 \times 10^{-6}\) J/(V\(^2\cdot s\)). The first-principles result has a different sign, which is traced back to larger dipole transition matrix elements for states in the inner Fermi circle relative to the outer Fermi circle (see Fig. (c)). The magnitude of the simple estimate is about 10 times smaller found in the first-principles calculation (see Fig. (a)). The discrepancy in magnitude is mostly attributed to the approximation for the spin current value, but Eq. (5) provides a crude estimate.

We next discuss the role of ferroelectric order in the spin current response function. To study this, we calculate the spin current response for a lattice structure with a computed ferroelectric polarization of 0.31 \(\mu C/cm^2\), or about 30 times smaller than the previous case. The primary difference between the two crystal structures is that in the previous, highly polarized case, the \(\text{CH}_3\text{NH}_3\)
TABLE I: Scaling of the photogenerated spin current and spin density which arises from: the optically generated ballistic spin current (first column), the diffusion of optically generated carriers (second column), and the diffusion of spins created from ballistic spin current gradient (third column). The spin current is scaled by the photon flux, while the spin density is scaled by the generation rate density times the carrier lifetime. The Rashba parameter (see Fig. 2(a)). This shows that the spin current response scales with the magnitude of the effective Rashba parameter, further validating of Eq. 4. In summary, the spin current response is determined by $\alpha$, and $\alpha$ is determined by the degree of inversion symmetry breaking, which is not necessarily correlated with the ferroelectric polarization value.

As described in Ref. 53, momentum scattering destroys the ballistic current generation computed with Eq. 4. This is due to the misalignment of the spin and the effective magnetic field after a momentum-changing scattering event. The misalignment results in the spin precessing around the new effective magnetic field, and after several scatterings, there is a partial decoupling of electron momentum and spin. Here we consider the steady state ballistic spin current, which is given by $Q^{ij} = Q^{ij}\tau_k$, where $\tau_k$ is the momentum relaxation time. We assume that $\tau_k$ is shorter than all other time scales (generally we take $\tau_k \approx 1$ fs), so the ballistic current is equal to its steady state value while the sample is under illumination, and vanishes otherwise. In Table I we show the scaling of the ballistic current (scaled by $\phi_0$) based on the Rashba approximation described in the previous paragraph. Based on material parameters of CH$_3$NH$_3$PbI$_3$ given in the caption of Table I, we estimate a spin current conversion "efficiency" (or spin flux per photon flux) of approximately $9 \times 10^{-4}$. In Sec. IV we discuss the magnitude of this spin current in terms of measurements and spintronics applications.

III. DIFFUSIVE SPIN CURRENT

We next consider the diffusive spin response to optical excitation, which applies for time scales longer than the momentum relaxation time. We utilize the model developed in Ref. 32 which describes the diffusion of carriers subject to the Rashba Hamiltonian of Eq. 1. As carriers diffuse from one impurity to another in momentum-changing scattering events, their spin precesses around the instantaneous effective magnetic field (which is perpendicular to z and the momentum k). A carrier’s real space random walk therefore leads to a random walk in spin space, and ultimately results in Dyakonov-Perel spin relaxation. Additionally, the Rashba interaction leads to spin-charge coupling, whereby a diffusive charge current induces spin accumulation - a diffusive version of the Edelstein effect. Gradients in this spin accumulation subsequently result in diffusive spin current, which is distinct from the ballistic spin current calculated in the previous section.

We consider the limit of $k_F\tau\alpha/h \ll 1$. This corresponds to a small spin precession between scattering events. As discussed in Ref. 32, for diffusion along the y-direction, the charge and x-component of spin decouple from the y and z-components of spin. We therefore restrict our attention to the charge and x-component of spin $S_x$. An incident monochromatic photon flux $\phi_0$ and absorption coefficient $\beta$ lead to a position-dependent electron-hole pair generation rate density given by $\phi_0\beta\exp(-\beta y)$. The steady state diffusion equations for photogenerated electron number density $n$ and number density of spin $S_x$ are then given as:

$$-D\frac{\partial^2 n}{\partial y^2} + \frac{n}{\tau_n} + \Gamma_{sc} \frac{\partial S_x}{\partial y} = \phi_0\beta\exp(-\beta y) \quad (6)$$

$$-D\frac{\partial^2 S_x}{\partial y^2} + \frac{S_x}{\tau_s} + \Gamma_{sc} \frac{\partial n}{\partial y} = \partial Q^{xx}_{ball} \quad (7)$$

where $\tau_n$ is the carrier lifetime (or electron-hole pair recombination time), $D$ is the diffusivity, $\tau_s$ is the spin relaxation time.
lifetime, and $\Gamma_{sc}$ parameterizes the charge-spin conversion, which results from the Rashba interaction. In terms of microscopic parameters, $D = v_F^2 \tau_s / 3$, $\tau_s = 3h^2 / (2\alpha^2 k_F^2 \tau_s)$, and $\Gamma_{sc} = -\langle 7\pi / 32 \rangle \alpha^3 k_F^2 \tau_s^2 / h^3$, where $v_F$ and $k_F$ are the Fermi velocity and wave vector, respectively. Note that the numerical prefactors in these expressions differ from those in Ref. [32] due to the system dimensionality and free electron dispersion along the $z$-direction.

The source term on the right hand side of Eq. 7 is the divergence of the ballistic spin current we evaluated in the previous section. We’ve added this term “by hand”, motivated by the general form of a continuity equation. This procedure is not generally valid because spin-orbit coupling leads to non-conservation of spin. Including the source term in this way amounts to assuming that the divergence of the ballistic spin current is transferred entirely to spin density, and none of its angular momentum is transferred to the lattice [51]. Our analysis therefore represents an upper bound on the conversion of the ballistic spin current provided in the previous section:

$$Q_{ball}^{yx} = \alpha \beta \tau_s \phi_0 \mu \exp (-\beta y),$$

where $\mu$ is a dimensionless parameter we introduce to artificially tune the strength of the ballistic spin current.

The system geometry is shown in Fig. 3(a). Diffusion occurs along the $y$-direction, and we assume a non-selective, Ohmic contact at $y = 0$, and a perfectly passivated surface at $y = L$. The bulk symmetry breaking direction of the material is the $z$-direction.

As discussed in the previous section, both conduction and valence bands are well described by the Rashba model. We present the analysis for the electrons here; the behavior of the holes is similar, and is also described by equations of the form of Eqs. [32]. The relative sign for the Rashba parameter for electrons and holes plays a key role in determining the spin accumulation. In this case, since electrons and holes have opposite signs of the Rashba parameter, electrons and holes diffusing in the same direction lead to a spin accumulation in the same direction.

The boundary conditions and general solution to Eqs. [47] are given in the appendix. Analytical expressions are available in the limit of $\beta L \ll 1$ (uniform generation), $\tau_s \ll \tau_a$, and vanishing ballistic spin current ($\mu = 0$). The diffusive electron and spin number currents collected at $y = 0$ take the form:

$$J_C / \phi_0 = \beta L_d \tanh \left( \frac{L}{L_d} \right)$$

$$Q_{diff}^{yx} / \phi_0 = \frac{\Gamma_{sc}}{\sqrt{D/\tau_s}} \beta L_d \tanh \left( \frac{L}{L_d} \right)$$

where $L_d = \sqrt{D/\tau_s}$ is the diffusion length.

The electron carrier and spin densities for this case are shown in Fig. 3(b) (both carrier and spin are given in number densities, scaled by $\phi_0 \beta \tau_s$). For the spatially uniform generation rate density considered here, the diffusive electron current varies linearly throughout the device thickness. This results in a spin accumulation which increases linearly from the back contact. This spin accumulation is a manifestation of the diffusive Edelstein effect (note that the spin is oriented along the $-\hat{x}$-direction). The collecting contact at $y = 0$ absorbs the nonequilibrium spin. The sharp gradient of the spin density near $y = 0$ determines the collected spin current; the length scale of this steep drop is the spin diffusion length $\sqrt{D/\tau_s} (\approx 2 \text{ nm})$. The scaling of the collected diffusive spin current and nonequilibrium spin density is shown in the second column of Table I. For the parameters given in the caption, we find a much larger conversion efficiency for the diffusive spin current compared to the ballistic spin current. (We emphasize that the magnitude of the diffusive spin current depends on the geometry and boundary conditions.)

We next consider a non-uniform generation rate density with $\beta L = 10$ and a vanishing ballistic spin current generation ($\mu = 0$). The result shown in Fig. 3(c) shows that, as expected, the charge current is developed near the front contact where the absorption occurs. The rapid variation in $n$ near the contact results in a more rapid increase of the nonequilibrium spin. The ratio of the spin current to electron current is nevertheless similar to the uniform generation case.

Finally, we add the ballistic spin current generation, $\mu \neq 0$. For our CH$_3$NH$_3$PbI$_3$ parameters, we find the

![Figure 3](image-url)

**FIG. 3:** (a) shows the system geometry. The gradient in shading of the sample indicates the length scale of generation electron-hole pair generation, $\beta^{-1}$. The blue arrow on the contact in the $z$-direction denotes the direction of symmetry breaking in the perovskite, and the direction of the current induced by the inverse spin Hall effect. (b) is the charge and spin density for $\beta L \ll 1$, $\tilde{\mu} = 0$. Densities are scaled by $\phi_0 \beta \tau_s$. (c) shows the same for $\beta L = 10$. (d) shows the charge and spin density for an unrealistically large value of $\tilde{\mu}$ (100 times larger than the expected value), as an illustration of the effect of a spatially varying ballistic spin current on the diffusion.
inclusion of the ballistic spin current has a negligible impact on the diffusive system response. This is shown in the third column of Table I. The expressions for spin current and spin density given in the table are derived from solving Eq. 7 with \( \Gamma_x = 0 \) and \( \vec{\mu} \neq \vec{0} \). They therefore capture only the contribution of the \( \partial Q_{\text{ball}}^{yx}/\partial y \) source term to the diffusive spin behavior. It’s shown that this contribution is quite small compared to the purely diffusive contributions. In Fig. 3(d) we artificially increase the ballistic spin current magnitude by a factor of 100 over its estimated value in order to observe its effect. We find that there’s still negligible effect on the charge density, while the spin density and spin current increase in magnitude by about a factor of 100.

IV. DISCUSSION

An obvious question is whether the spin currents and densities computed in the last sections are significant enough to be measured, or even used for practical applications. We first consider the optical measurement of the non-equilibrium spin density as a means to probe the diffusive charge current distribution, and discuss the usefulness of this information for polycrystalline photovoltaics. We next consider measuring the optically generated spin current via the inverse spin Hall effect of the contact. In both cases, a primary challenge is to induce sufficiently large spin responses. We provide an estimate of the required photon fluxes in terms of microscopic material parameters.

Before proceeding we first comment on the magnitude of the Rashba parameters obtained from density functional theory. The diffusive spin treatment of the last section relates the Dyakonov-Perel spin relaxation time to the Rashba parameters. The Rashba parameters from density functional theory result in a spin relaxation time for electrons (holes) which is 90 (6) times smaller than that measured in Ref. [53], indicating that these Rashba parameter are unrealistically large. Reducing \( \alpha_c \) and \( \alpha_h \) by a factor of approximately 9.4 and 2.4, respectively (corresponding to \( \alpha_c = -0.02 \text{ eV} \cdot \text{nm}, \alpha_h = 0.06 \text{ eV} \cdot \text{nm} \)) leads to spin lifetimes that agree with experiment. In the discussion below, we present numerical estimates related to the observation of spintronic effects using these reduced values of Rashba parameters.

A. Spin densities

We first consider the magnitude of the induced spin density. Kerr measurements on the nonequilibrium spin density induced by the spin Hall effect in GaAs are able to detect spin densities on the order of \( 10^{13} \text{ cm}^{-3} \) [53–54]. The scaling of the spin density induced by diffusion in a 3-dimensional Rashba material is given in the second row of Table I. For the parameters given in the caption, a measurable diffusive spin density is attained for a photon flux \( \phi_0 \approx 9 \times 10^{23} \text{ m}^{-2} \text{ s}^{-1} \). This flux is approximately 400 times greater than the incident solar flux of photons with energy greater than 1.5 eV (the bandgap of CH\(_3\)NH\(_3\)PbI\(_3\)). The optically generated spin density is proportional to \( \nabla n \); therefore measuring the spatial distribution of the spin accumulation enables the determination of the distribution of charge currents in a photovoltaic device. We discuss the significance of this in the following.

![FIG. 4: Depiction of system geometry used for the detection of spatially nonuniform charge diffusion due to the presence of grain boundaries (shown as dashed line). The perovskite absorber is taken to be p-type and sandwiched between selective contacts. An electrostatic potential attracts minority carriers (electrons) to the grain boundary core, where they diffuse to the electron collecting contact. In the schematic, the electron velocity is denoted with straight black arrows, and the resulting spin density is denoted with thick blue arrows. The detecting photons are used to measure the spin density on the \( x - y \) plane with the magneto-optical Kerr effect, and the crystal symmetry breaking direction of the grains must both be in the \( z \)-direction. \( \phi_0 \) represents the photon flux which excites electron-hole pairs in the absorber.](image)

Many perovskite photovoltaics are polycrystalline; the material is permeated by grain boundaries, which are generally detrimental to charge carrier collection and photovoltaic performance due to their high defect density. (In this discussion we assume the grain boundaries are oriented perpendicular to the charge collecting contacts, see Fig. 4). The high carrier collection which persists in spite of grain boundaries raises the prospect that grain boundaries could in fact play a beneficial role in photovoltaic performance [53, 54]. This echoes similar scenarios put forth to explain the high photovoltaic conversion efficiency of other polycrystalline materials such as CdTe and copper indium gallium selenide (CIGS) [57–62]. Although the overall role of grain boundaries in these materials remains an open question [53, 62, 64], it’s generally accepted that charged grain boundaries which induce band bending sufficient to cause type inversion at the grain boundary core act as an efficient charge collectors rather than as recombination centers [64] (under short circuit conditions). In this case, the electrostatic field near a grain boundary separates electrons and holes, and the carrier which is attracted to the defective grain boundary core avoids recombination because of the type
inversion which occurs there. There is substantial minority carrier diffusion toward grain boundaries, and along the grain boundary cores towards the contacts [65]. The diffusion induces spin accumulation with spin direction perpendicular to the diffusion current direction. Obtaining the spatial distribution of charge diffusion via the spin density offers a route to testing this generally accepted picture of efficient polycrystalline photovoltaics. We emphasize that this proposal requires the grains’ crystal symmetry breaking direction is perpendicular to the sample surface (see Fig. 3).

B. Spin currents

We next consider the magnitude of the optically generated spin current. Spin currents are measured only indirectly. One way to detect spin currents is to observe their influence on ferromagnetic dynamics. A dramatic example is current-induced magnetic switching: a sufficiently large flux of spin current into a thin ferromagnetic layer induces irreversible switching between easy axis orientations through an effect known as spin transfer torque [66–68]. To induce magnetic switching, the spin flux must exceed the magnetic damping rate per area. For typical ferromagnet thin films, the required spin flux (≈ 10^{29} \, h \cdot m^{-2} \cdot s^{-1} for a 1 nm film thickness) likely exceeds that which can be obtained through optical excitation of spin current. This is due to higher order recombination processes (such as radiative and Auger recombination) which occur for large photogenerated carrier densities (typically greater than 10^{18} \, cm^{-3} [69]). These processes dramatically reduce carrier lifetimes and suppress the net generation rate for the large photon fluxes needed for magnetic switching. In colloquial terms, current-induced magnetic switching can push metals to suppress the net generation rate for the large photon fluxes required to generate measurable and potentially useful spin currents and densities. We propose that the spin density can be used to infer the charge current distribution within the material, which would elucidate the role of grain boundaries in charge transport. It is worth noting that the CH$_3$NH$_3$PbI$_3$ we investigated herein is just one of the large family of the organic-inorganic hybrid materials ABX$_3$ (A: CH$_3$NH$_3$, HC(NH)$_2$; B: Pb, Sn; X: Cl, Br, I). It is expected that other hybrid perovskites can also exhibit the spin responses we considered here, depending on the spin-orbit coupling and the degree of inversion symmetry breaking.

V. SUMMARY

In summary, we report on the spin-dependent response of the organic-inorganic hybrid perovskite CH$_3$NH$_3$PbI$_3$ to unpolarized light. We focused on the effect of Rashba spin-orbit coupling in the electronic structure, which leads to the generation of ballistic spin currents, and to the diffusive generation and transport of spin. By considering a simple geometry, we provide analytic expressions which show the scaling of the spin-dependent response with material parameters, and can provide estimates for the photon flux required to generate measurable and potentially useful spin currents and densities. We propose that the spin density can be used to infer the charge current distribution within the material, which would elucidate the role of grain boundaries in charge transport. It is worth noting that the CH$_3$NH$_3$PbI$_3$ we investigated herein is just one of the large family of the organic-inorganic hybrid materials ABX$_3$ (A: CH$_3$NH$_3$, HC(NH)$_2$; B: Pb, Sn; X: Cl, Br, I). It is expected that other hybrid perovskites can also exhibit the spin responses we considered here, depending on the spin-orbit coupling and the degree of inversion symmetry breaking.
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Appendix: Solution to Charge and Spin Diffusion Equations

Here we discuss the solution to the charge and spin diffusion equations. As described in the main text, we assume that the gradient of the ballistic spin current is of the form: \( \tilde{\mu} \alpha \beta^2 \tau_k \phi_0 \exp(-\beta y) \). The coupled charge-spin diffusion equations in 1 dimension (along the \( y \)-direction) are then:

\[
- D \frac{\partial^2 n}{\partial y^2} + \frac{n}{\tau_n} + \Gamma_{sc} \frac{\partial S_x}{\partial y} = \phi_0 \beta \exp(-\beta y) \tag{A.1}
\]

\[
- D \frac{\partial^2 S_x}{\partial y^2} + S_x \frac{\partial n}{\partial y} + \Gamma_{sc} \frac{\partial n}{\partial y} = -\tilde{\mu} \alpha \beta^2 \tau_k \phi_0 \exp(-\beta y) \tag{A.2}
\]

The general solution to Eqs. (A.1-A.2) is:

\[
n(y) = \sum_{j=1}^{5} c_j n_j \exp(i k_j y) \tag{A.3}
\]

\[
s(y) = \sum_{j=1}^{5} c_j s_j \exp(i k_j y), \tag{A.4}
\]

where the wave vectors (decay constants) are given by

\[
k_{1,2} = \pm \sqrt{-1 - \lambda^2 - \Gamma^2 - f} \frac{2 L_d}{2 L_d} \tag{A.5}
\]

\[
k_{3,4} = \pm \sqrt{-1 - \lambda^2 - \Gamma^2 + f} \frac{2 L_d}{2 L_d} \tag{A.6}
\]

\[
k_5 = i \beta, \tag{A.7}
\]

where \( \lambda^2 = \tau_n / \tau_s \), \( \Gamma = \Gamma_{sc} \sqrt{\tau_n / D} \), \( L_d = \sqrt{D \tau_n} \). The charge and spin density basis functions are given by:

\[
n_{1,2} = \pm \frac{\phi_0 \beta \tau_n \left(1 - \lambda^2 + \Gamma^2 + f \mp \alpha \tilde{\mu} \beta \tau_k \sqrt{2(-1 - \lambda^2 - \Gamma^2 - f)}\right)}{i d_+} \tag{A.8}
\]

\[
n_{3,4} = \pm \frac{\phi_0 \beta \tau_n \left(-1 + \lambda^2 - \Gamma^2 + f \pm i \alpha \tilde{\mu} \beta \tau_k \sqrt{2(-1 - \lambda^2 - \Gamma^2 + f)}\right)}{i d_-} \tag{A.9}
\]

\[
s_{1,2} = -\frac{\phi_0 \beta \tau_n \left(\Gamma \sqrt{2(-1 - \lambda^2 - \Gamma^2 - f)} \pm i \alpha \tilde{\mu} \beta \tau_k (-1 + \lambda^2 + \Gamma^2 + f)\right)}{i d_+} \tag{A.10}
\]

\[
s_{3,4} = +\frac{\phi_0 \beta \tau_n \left(\Gamma \sqrt{2(-1 - \lambda^2 - \Gamma^2 + f)} \pm i \alpha \tilde{\mu} \beta \tau_k (-1 + \lambda^2 + \Gamma^2 - f)\right)}{i d_-} \tag{A.11}
\]

\[
n_5 = \frac{i \phi_0 \beta \tau_n \left(\lambda^2 - \beta^2 (1 + \alpha \tilde{\mu})\right)}{d_5} \tag{A.12}
\]

\[
s_5 = \frac{i \phi_0 \beta^2 \tau_n \left(\Gamma + \alpha \tilde{\mu} (\beta^2 - 1)\right)}{d_5} \tag{A.13}
\]
written in terms of the following defined quantities:

\[ f = \sqrt{-4\lambda^2 + (1 + \lambda^2 + \Gamma^2)^2} \quad (A.14) \]
\[ d_\pm = f \sqrt{8 (1 - \lambda^2 - \Gamma^2 \mp f)} \quad (A.15) \]
\[ d_\delta = (\lambda - \beta) (\lambda + \beta) (1 - \beta^2) - \beta^2 \Gamma^2 \quad (A.16) \]

The boundary conditions for the problem described in the main text are given below:

\[ \frac{\partial n(L)}{\partial y} = 0 \quad (A.17) \]
\[ \frac{\partial S_x(L)}{\partial y} = 0 \quad (A.18) \]
\[ n(0) = 0 \quad (A.19) \]
\[ S_x(0) = 0 \quad (A.20) \]

These 4 equations, together with \( c_5 = 1 \), fix the coefficients \( c_j \) of the general solution.

For realistic values of the parameters, the spin lifetime is very short compared to the charge lifetime, and the resulting spin densities are small compared to the charge densities. For this reason, Eq. (A.1) can be easily solved by neglecting the spin source term. The solution for the spin density is then found by solving Eq. (A.2) using the approximate charge density source term.

[1] M. A. Green, K. Emery, Y. Hishikawa, W. Warta, and E. D. Dunlop, Prog. Photovoltaics 23, 1 (2015).
[2] A. Kojima, K. Teshima, Y. Shirai, and T. Miyasaka, J. Am. Chem. Soc. 131, 6050 (2009).
[3] S. D. Stranks, G. E. Eperon, G. Grancini, C. Menelaou, M. J. Alcocer, T. Leijtens, L. M. Herz, A. Petrozza, and H. J. Snaith, Science 342, 341 (2013).
[4] G. Xing, N. Mathews, S. Sun, S. S. Lim, Y. M. Lam, M. Grätzel, S. Mhaisalkar, and T. C. Sum, Science 342, 344 (2013).
[5] D. Shi, V. Adinolfi, R. Comin, M. Yuan, E. Alarousu, A. Buin, Y. Chen, S. Hoogland, A. Rothenberger, K. Katsiev, et al., Science 347, 519 (2015).
[6] W.-J. Yin, T. Shi, and Y. Yan, Appl. Phys. Lett. 104, 063903 (2014).
[7] H. Yu, F. Wang, F. Xie, W. Li, J. Chen, and N. Zhao, Adv. Funct. Mater. 24, 7102 (2014).
[8] S. Colella, E. Mosconi, G. Pellegrino, A. Alberti, V. L. Guerra, S. Mai, A. Listorti, A. Rizzo, G. G. Condorelli, F. De Angelis, et al., J. Phys. Chem. Lett. 5, 3532 (2014).
[9] R. Gottesman, E. Haltzi, L. Gouda, S. Tirosi, Y. Bouhadana, A. Zaban, E. Mosconi, and F. De Angelis, J. Phys. Chem. Lett. 5, 2662 (2014).
[10] C. C. Stoumpos, C. D. Malliakas, and M. G. Kanatzidis, Inorg. Chem. 52, 9019 (2013).
[11] J. Beilsten-Edmands, G. Eperon, R. Johnson, H. Snaith, and P. Radaelli, Appl. Phys. Lett. 106, 173502 (2015).
[12] M. Kim, J. Im, A. J. Freeman, J. Ihm, and H. Jin, Proc. Natl. Acad. Sci. U. S. A. 111, 6900 (2014).
[13] J. Even, L. Pedesseau, J.-M. Jancu, and C. Katan, J. Phys. Chem. Lett. 4, 2999 (2013).
[14] J. Even, L. Pedesseau, J.-M. Jancu, and C. Katan, Phys. Stat. Sol. 8, 31 (2014).
[15] J. M. Frost, K. T. Butler, F. Brivio, C. H. Hendon, M. Van Schilfgaarde, and A. Walsh, Nano Lett. 14, 2584 (2014).
[16] F. Zheng, L. Z. Tan, S. Liu, and A. M. Rappe, Nano Lett. 15, 7794 (2015).
[17] A. Amat, E. Mosconi, E. Ronca, C. Quarti, P. Umari, M. K. Nazeeruddin, M. Grätzel, and F. De Angelis, Nano Lett. 14, 3608 (2014).
[18] Y. Kutes, L. Ye, Y. Zhou, S. Pang, B. D. Huey, and N. P. Padture, J. Phys. Chem. Lett. 5, 3335 (2014).
[19] H. S. Kim, S. K. Kim, B. J. Kim, K.-S. Shin, M. G. Kumar, H. S. Jung, S.-W. Kim, and N.-G. Park, J. Phys. Chem. Lett. 6, 1729 (2015).
[20] Z. Xiao, Y. Yuan, Y. Shao, Q. Wang, Q. Dong, C. Bi, P. Sharma, A. Gruverman, and J. Huang, Nat. Mater. 14, 193 (2015).
[21] E. Rashba, Sov. Phys.-Sol. St. 2, 1109 (1960).
[22] G. Dresselhaus, Phys. Rev. 100, 580 (1955).
[23] A. Stroppa, D. Di Sante, P. Barone, M. Bokdam, G. Kresse, C. Franchini, M.-H. Whangbo, and S. Piccozzi, Nat. Commun. 5, 5900 (2014).
[24] M. Kepenekian, R. Robles, C. Katan, D. Sapor, L. Pedesseau, and J. Even, ACS Nano 9, 11557 (2015).
[25] S. Datta and B. Das, App. Phys. Lett. 56, 665 (1990).
[26] S. D. Ganichev and W. Prettl, J. Phys.: Condens. Matter 15, R935 (2003).
[27] S. A. Tarasenko and E. L. Ivchenko, J. Exp. Theor. Phys. 81, 231 (2005).
[28] R. D. R. Bhat, F. Nastos, A. Najmaie, and J. E. Sipe, Phys. Rev. Lett. 93, 096603 (2005).
[29] H. Zhao, A. L. Smirl, and H. van Driel, Phys. Rev. B 75, 075305 (2007).
[30] J. Hübner, W. W. Rühle, M. Klude, D. Hommel, R. D. R. Bhat, J. E. Sipe, and H. M. van Driel, Phys. Rev. Lett. 90, 216601 (2003).
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The Kerr signal is proportional to the spin density and the Faraday angle of the material. GaAs has an unusually large Faraday angle, so the spin densities needed for a measurable signal in CH$_3$NH$_3$PbI$_3$ may be larger than that of GaAs.