Nonlinear coupling of whistler waves to oblique electrostatic turbulence enabled by cold plasma

Vadim Roytershteyn\textsuperscript{1,\textsuperscript{a}} and Gian Luca Delzanno\textsuperscript{2}

\textsuperscript{1) Space Science Institute, Boulder, CO 80301, USA}
\textsuperscript{2) T-5 Applied Mathematics and Plasma Physics Group, Los Alamos National Laboratory, Los Alamos, NM 87545, USA}

Kinetic simulations and theory demonstrate that whistler waves can excite oblique, short-wavelength fluctuations through secondary drift instabilities if a population of sufficiently cold plasma is present. The excited modes lead to heating of the cold populations and damping of the primary whistler waves. The instability threshold depends on the density and temperature of the cold population and can be relatively small if the temperature of the cold population is sufficiently low. This mechanism may thus play a significant role in controlling amplitude of whistlers in the regions of the Earth’s magnetosphere where cold background plasma of sufficient density is present.
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I. INTRODUCTION

Whistler waves are electromagnetic plasma modes with frequency between the ion and the electron cyclotron frequencies. Famous for their characteristic dispersion relation, whistler waves are frequently observed in the solar wind and are ubiquitous in the Earth’s magnetosphere\(^\text{1}\). They play a major role in the dynamics of the latter\(^\text{2}\), where they appear either as ”chorus”, discrete emissions typically in two distinct bands\(^\text{3–6}\), or ”hiss”, broadband emissions found predominantly in the plasmasphere\(^\text{7–10}\) and in plasmaspheric plumes\(^\text{11}\). The chorus waves are associated with local energization of energetic particles\(^\text{12–14}\), as well as electron precipitation in the form of diffuse\(^\text{15}\) and pulsating aurora\(^\text{16,17}\), or microbursts\(^\text{18,19}\). Whistler waves observed in the Earth’s magnetosphere can reach very large amplitudes, e.g.\(^\text{20–23}\).

Naturally occurring chorus waves in the Earth’s magnetosphere are primarily generated by an instability driven by temperature anisotropy of hot (~keV) electrons\(^\text{24,25}\), which are injected into the magnetosphere during substorms. This whistler instability evolves to reduce the temperature anisotropy, driving the electron distribution towards a marginally stable state, and thus providing an upper bound for the value of the hot electron temperature anisotropy\(^\text{26–32}\). Similar processes have been identified in the solar wind\(^\text{33}\). In addition to hot electrons driving the instability, cold plasma populations are commonly found in the magnetosphere. They generally originate from the ionosphere and in many regions dominate the total plasma density. It is well appreciated that such populations may affect the growth rates and the saturation level of whistler instability\(^\text{34–37}\). However, cold plasma is generally thought of as a ”passive” player, simply providing the inertia of the medium.

In this work, we use kinetic simulations and theory to propose a new scenario in which, in the presence of cold electron populations, whistler waves of sufficiently large amplitude can excite oblique, short-wavelength fluctuations through drift-type secondary instabilities leading to heating of the cold populations and damping of the primary whistler waves. Despite its potential significance, the particular coupling discussed here does not appear to have been previously identified in the literature, although several conceptually similar processes have been discussed. For example, Khazanov et al.\(^\text{38}\) reported observations of lower-hybrid oscillations associated with electromagnetic ion cyclotron (EMIC) waves and attributed them to an instability excited by differential drifts between ions and electrons
driven by the electric field of EMIC waves. Saito et al. demonstrated that large amplitude magnetosonic-whistler modes with frequencies of the order of proton cyclotron frequency and wavelengths of the order of several proton inertial lengths can excite the Modified Two Stream Instability (MTSI), which leads to damping of the primary mode. Similarly to these previous studies, the instabilities reported here are driven by the differential drifts between plasma components. However, they are distinct in that they involve primarily the cold populations, involve coupling with different plasma modes, and operate on different time scales compared to the studies of Refs. and . The latter is an important distinction, since only relatively fast instabilities can affect short-wavelength whistlers whose frequency generally exceeds the lower-hybrid frequency.

We note that in general, a multitude of nonlinear processes associated with whistler waves have been previously identified and extensively studied, in part due to their significance for magnetospheric dynamics. Some examples include nonlinear wave-particle interactions that are thought to be responsible for generation of chorus rising or falling tones, parametric interaction of whistler waves with electrostatic modes, 3-wave coupling processes, nonlinear scattering, and several others, e.g. , . It is interesting to note that the mechanism discussed here has an amplitude threshold that depends on density and temperature of the cold plasma population. While these parameters are often not known accurately, this opens the possibility that the threshold can be comparable or lower than that of many of the previously identified processes.

The process discussed here may thus have important implications for the Earth’s magnetosphere, and possibly other systems, since it may control the amplitude of the whistler waves and hence the rate of pitch-angle scattering and energization of systems like plasma sheet, ring current and radiation belts.

II. METHODS

To illustrate the essential physics of the process, we focus on whistler waves generated by the whistler anisotropy instability and consider a simple local model. We note, however, that the secondary instabilities discussed below do not depend on the particular process generating the primary whistler waves. We performed particle-in-cell (PIC) simulations using the VPIC code, which solves the system of relativistic Vlasov-Maxwell equations. The
initial conditions correspond to three (bi-)Maxwellian particle populations: cold isotropic electrons with density \( n^C \) and temperature \( T^C_{e0} \), hot anisotropic electrons with density \( n^H \), parallel temperature \( T^H_{e0,||} \), and perpendicular temperature \( T^H_{e0,\perp} \), and cold isotropic ions with temperature \( T^C_i = T^C_{e0} \) and density \( n_0 = n^C + n^H \). A uniform magnetic field \( B_0 \) oriented in the \( z \)-direction was imposed at time \( t = 0 \) and the parallel and perpendicular directions are defined with respect to \( B_0 \). In the present discussion, we focus predominantly on 2D cases distinguished by the level of anisotropy of the hot electron population \( A^H = T^H_{e0,\perp}/T^H_{e0,||} - 1 \), which is the driver of the primary instability. Consequently, the amplitude of the excited whistler waves differs between the simulations. For each case we perform one- and two-dimensional (1D/2D) simulations. Additionally, results from a 3D simulation are used to illustrate that when the conditions are favorable, the processes under consideration may lead to almost complete damping of the primary whistler waves.

The parameters of the high-anisotropy case correspond to \( T^C_{e0} = 10 \) eV, \( n^C/n^H = 4 \), \( T^H_{e0,||}/T^C_{e0} = 200 \) and \( A^H = 4 \). The parallel electron beta for the hot electrons is \( \beta^H_{||} = 8\pi n_H T^H_{e0,||}/B_0^2 = 2.5 \times 10^{-2} \), while the cold electrons have \( \beta^C_e = 5 \times 10^{-4} \). For these parameters, the most unstable modes of the whistler instability are field-aligned and the maximum growth rate corresponds to parallel wavenumbers \( kd_e \sim 1 \). Here \( d_s = c/\omega_{ps} \) is the reference inertial length for species \( s \) (ions or electrons) with mass \( m_s \), and \( \omega_{ps}^2 = 4\pi n_0 e^2/m_s \). The 2D simulation has domain size \( L_y \times L_z = (0.4\pi \times 20\pi)d_e \) with \( n_y \times n_z = 304 \times 15200 \) cells. The minimum allowed parallel wavenumber is thus \( k_{\text{min}}^\parallel d_e = 0.1 \), which allows several modes with growth rates near the peak to grow. The average number of particles per cell per particle species (ions and electrons) is \( N_{\text{ppc}} = 10^4 \). The time step is \( \Delta t\omega_{pe} \approx 0.0029 \). The ratio of the reference plasma frequency to the electron cyclotron frequency is \( \omega_{pe}/\Omega_{ce} = 4 \), where \( \Omega_{ce} = eB_0/(m_e c) \). The chosen parameters are consistent with geomagnetically-active conditions measured at geosynchronous orbit by the Los Alamos National Laboratory Magnetospheric Plasma Analyzer (MPA) instruments. They are also consistent with the parameters used by Yu et al., which were obtained from a ring-current/plasmaspheric model. The parameters of the low anisotropy case are \( T^C_{e0} = 1 \) eV, \( n^C/n^H = 4 \), \( T^H_{e0,||}/T^C_{e0} = 2000 \) and \( A^H = 2 \), corresponding to \( \beta^H_{||} = 2.5 \times 10^{-2} \) and \( \beta^C_e = 5 \times 10^{-5} \), and again the most unstable modes are field-aligned. The other parameters are \( L_y \times L_z = (0.2\pi \times 2\pi)d_e \), \( n_y \times n_z = 540 \times 5000 \) cells, \( N_{\text{ppc}} = 10^4 \), and \( \Delta t\omega_{pe} \approx 8.4 \times 10^{-4} \). The 1D simulations for each case have identical parameters to the corresponding 2D ones and the computational
domain is along $B_0$. The simulations described here properly resolve spatial and temporal scales associated with the cold population (such as the Debye length) and, as a consequence, are computationally challenging.

Additionally, we have performed a 3D simulation with parameters corresponding to the high-anisotropy case. Due to a high computational cost of such simulations, we reduced the size of the domain to $L_z \approx 5.5d_e$ and $L_x = L_y = 0.2\pi d_e$, such that only a single primary whistler mode can be accommodated in the simulation domain. The resolution of the domain was also reduced to $n_x = n_y = 48$ and $n_z = 512$ cells. The corresponding time step was $\Delta t \omega_{pe} \approx 0.007$, while other parameters, such as the number of particles per cell, remained the same as in the 2D case.

### III. RESULTS

Fig. 1 summarizes the important features of the high-anisotropy simulation. Panel a) shows evolution of the parallel and perpendicular temperatures of the cold electrons in 2D and 1D simulation with $A^H = 4$, while panel b) shows evolution of the hot electron temperature. The imposed anisotropy of the hot electrons leads to development of the whistler anisotropy instability, which we will refer to as the ”primary” instability. The instability leads to growth of magnetic fluctuations $\delta B$, as shown in panel c), and partial isotropization of the hot population in the time interval $125 \lesssim t \Omega_{ce} \lesssim 250$. This is a well-known result\(^{26}\). Note that in the simulations the instability grows out of numerical noise and since the noise properties differ in 1D and 2D simulations, the respective time traces are shifted in time. Because the primary instability is non-resonant with the cold population, its development does not have an appreciable effect on the temperatures of the latter. However, at later times, the cold electrons experience strong perpendicular and somewhat weaker, but still appreciable, parallel heating. The heating is only present in the 2D case and is associated with the development of short-wavelength, oblique electrostatic turbulence. This is illustrated in panel d) of Fig. 1 which shows the power in small-scale electric field fluctuations $P_E(k_1, k_2) = \sum_{|k_y|=k_1} \langle |\hat{E}_y(k_y, z)|^2 \rangle_z$, where $\hat{E}_y$ refers to the Fourier transform (FT) of $E_y$, and $\langle \cdot \rangle_z$ is the spatial average over $z$. The short-wavelength fluctuations grow after the saturation of the primary instability at around $t \Omega_{ce} \sim 400$. Their growth is correlated with a decrease in the amplitude of the magnetic fluctuations.
and heating of the cold population. Also, it is evident from Fig. 1 that cold plasma heating occurs after the electrostatic fluctuations have reached sufficient amplitude $t\Omega_{ce} \gtrsim 375$. As will be shown below, the electrostatic turbulence is due to the development of a secondary instability with relatively high $k_\perp$, which is the reason why it cannot be captured in 1D configurations.
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**FIG. 1.** Time evolution of various quantities in the high-anisotropy simulation: (a) the parallel and perpendicular temperatures of the cold electron population, (b) the parallel and perpendicular temperatures of the hot electron population, (c) the amplitude of magnetic field fluctuations, and (d) the energy associated with finite-$k_y$ fluctuations of the transverse electric field $E_y$ in the range of wavenumbers between $k_1 \rho_{C} \approx 0.25$ and $k_2 \rho_{C} \approx 19$. The solid (dashed) lines correspond 2D (1D) simulations.

Spatial profiles of $E_y$ fluctuations, as well as the velocity fluctuations of the cold electrons and ions are shown in Fig. 2. We observe that the short-wavelength fluctuations couple cold ions and cold electrons and appear to be associated with the transverse electron flow driven by the primary whistler waves. The top panel in Fig. 3 shows wavenumber spectrum $|\hat{E}_y(k_y, k_z)|^2$ at $t\Omega_{ce} = 400$. The fluctuations are broadband, short-wavelength, and are excited in a range of angles with respect to $B_0$. The bottom panel illustrates frequency spectrum, obtained by performing FT in time and $y$ of electric field $E_y(y, z_0, t)$ collected at a fixed $z = z_0 \approx 0.08d_e$. For the chosen time interval, the dominant fluctuations are characterized by $k_\perp \rho_{C} \lesssim 1$ and $k_\parallel \lesssim k_\perp$. Here $\rho_{C} = v_{te,\perp}/\Omega_{ce}$ is the gyroradius of the cold electrons.
FIG. 2. Spatial profiles of (top to bottom) electric field fluctuations $\delta E_y$, velocity fluctuations of cold electrons $\delta U_{ey}^c$ and ions $\delta U_{iy}$ in the high-anisotropy simulation at $t\Omega_{ce} = 300$. For each quantity, the plots show deviation from the $y$-averaged value, e.g. $\delta U = U - \langle 1/L_y \rangle \int_0^{L_y} Udy$. The bottom panel shows full profile of $U_{ey}^c$. The velocities of electrons and ions are normalized to the initial thermal velocity of the population. Only a small part of the simulation domain is shown.

defined with $v_{te\perp}^C = (2T_{e\perp}^C/m_e)^{1/2}$. For the parameters of the high-anisotropy simulation the reference value is $\rho_e^C/d_e = \sqrt{(n_e/n_e^c)}\beta_e^C = 0.025$. The fluctuations are predominantly electrostatic, with most power in transverse $E_y$ fluctuations at the time shown, although significant signal is also present in the $E_z$ component (see also discussion below). Here and elsewhere in the paper the electric field is normalized to the value $E^* = m_e c \omega_{pe}/e$.

It is important to emphasize that the secondary instabilities can develop at any amplitude of the primary mode, provided that the background electrons are sufficiently cold. This is illustrated by Fig. 4 which shows results from the simulation with $A^H = 2$ in the same format as Fig. 1. Overall, the dynamics resemble the higher-$A^H$ case, cf. Fig. 1. However, the primary instability now saturates at much lower amplitude, $\delta B/B_0 \sim 5 \times 10^{-3}$. Since the amplitude of the fluctuations and the change in the perpendicular temperature of the hot population are related by $\delta B^2 / B_0^2 \propto \beta_{i\perp}^H \delta (T_{i\perp}^H/T_{i\perp,0})$, the hot population experiences much weaker change in its temperatures, such that $\delta T_{i\perp}^H/T_{i\perp,0} \sim 10^{-3}$. Despite relatively small $\delta B$, a wide variety of secondary instabilities still develops and leads to decay of the primary mode and a modest heating of the cold electron population. The magnetic field fluctuations saturate to a finite value $\delta B/B_0 \sim 1 \times 10^{-3}$ after the development of the secondary instabilities. Also notable in Fig. 4 is the fact that the most intense damping of the primary whistler wave is associated with growth of oblique short-wavelength $E_z$ fluctuations,
FIG. 3. Spectral characteristics of $E_y$ fluctuations in the high-anisotropy simulation. Top: $k_\perp - k_\parallel$ spectrum at $t\Omega_{ce} = 400$. Bottom: frequency–$k_\perp$ spectrum obtained by performing Fast Fourier Transform of data collected at $z \approx 0.08d_e$ during $t\Omega_{ce} = 250 - 375$.

as seen in Panel d). Note that the cold electron population has $\beta_e^C = 5 \times 10^{-5}$ in this case, compared to $\beta_e^C = 5 \times 10^{-4}$ in the high-anisotropy case.

To identify the nature of the secondary instabilities, we recall that large transverse drifts between electrons and ions can drive a variety of instabilities (see e.g. a review in Ref.52 and the references therein). In the cases discussed here, the drifts are due to fluctuating current of the primary whistler waves and can be significant in relation to the thermal speed of the cold electron component, provided its temperature is low enough: $V_d/v_e^C \sim j/n_0 e v_e^C \sim (k_\parallel d_e) (\delta B/B_0) / \sqrt{\beta_e^C}$.

A simple model could be obtained by focusing on electrostatic modes. We treat the primary whistler mode as a given driver with electric field $E_D(t) = E_0 e^{i\omega_0 t}$, where $\omega_0 \lesssim \Omega_{ce}$ is the driver frequency. For the parameters considered in the simulations $\omega_0 \approx 0.5\Omega_{ce}$. Since we ignore spatial variation of the driving field, the analysis below is applicable to relatively short-wavelength fluctuations, such that $k_z \gg k_z^0$ where $k_z^0$ is the wavenumber associated
FIG. 4. Time evolution of various quantities in the low-anisotropy simulation: (a) the parallel and perpendicular temperatures of the cold electron population, (b) hot electron temperature, (c) amplitude of magnetic field fluctuations, and (d) the energy associated with finite-$k_y$ fluctuations of the transverse $E_y$ and parallel $E_z$ electric field components. The $E_y$ energy is computed in the range of wavenumbers between $k_1 \rho_e C_e \approx 1$ and $k_2 \rho_e C_e \approx 2.6$, while for $E_z$ power $k_1 \rho_e C_e \approx 0.08$ (minimum allowed by the simulation domain) and $k_2 \rho_e C_e \approx 1$. In panels a) – c) the dashed lines show the same quantities in the corresponding 1D simulation.

with the primary whistler. The cold electrons respond to $E_D$ with drifts $V_c(t)$ that satisfy $m_e dV_c/dt = -eE_D - (e/c)V_c \times B_0$. A transformation into the frame of reference co-moving with the cold electron population can be obtained by a change of coordinates $x' = x - \int_t V_c d\tau$ and $v' = v - V_c$. Assuming electrostatic perturbations, the linearized Vlasov equation for the electrons in this co-moving frame takes the usual form

$$\frac{\partial_t f_e + v' \cdot \nabla_{x'} f_e - \frac{e}{m_e} \left[ \tilde{E} + (v'/c) \times B_0 \right] \cdot \nabla_{v'} f_e = 0,} \tag{1}$$

where $\tilde{E} = E - E_D$ is the perturbed electric field. The response of cold electrons in the co-moving frame can be easily evaluated as

$$\tilde{n}_e^C = \tilde{\phi}(\omega, k) \frac{en_e C}{T_e^C} \left[ 1 + \sum_n \frac{\omega}{k_{||} v_{te}} e^{-\lambda} I_n(\lambda) Z(\xi_n) \right], \tag{2}$$

where $\tilde{\phi}(\omega, k)$ is the Fourier component of the electrostatic potential in the co-moving frame, $\xi_n = (\omega - n\Omega_{ce})/(k_{||} v_{te})$, $\lambda = k_{2}^2 T_e^C / (m_e \Omega_{ce}^2)$, $Z$ is the plasma dispersion function, and
$I_n$ is the modified Bessel function of the first kind. We assume that the ion response is unmagnetized in the relevant range of frequencies and evaluate it in the rest frame of the simulation, since ion drift due to the primary whistler field is negligible:

$$\hat{n}_i = \frac{e n_i}{2T_i} Z' \left( \frac{\omega}{kv_{ti}} \right) \hat{\phi}$$

(3)

where $Z' = dZ(\xi)/d\xi = -2[1 + \xi Z(\xi)]$, $v_{ti} = \sqrt{2T_i/m_i}$, $k = (k_\perp^2 + k_\parallel^2)^{1/2}$, and $\hat{\cdot}$ is used to denote Fourier components in the rest frame.

Using the formalism of Kaw and Lee\(^{53}\) (see also Ref.\(^{56}\)), we can relate the Fourier components of any quantity $A$ in the co-moving frame $\tilde{A}$ to those in the stationary (ion) frame $\hat{A}$ as $\tilde{A}(\omega, k) = \sum_m J_m(a) \hat{A}(\omega + m\omega_0, k)$, where $J_m(a)$ is the Bessel function of argument $a = k_y|V_c|/\omega_0$. For example, the ion response transformed into the co-moving frame and expressed through Fourier components of the electrostatic potential in that frame is

$$\tilde{n}_i(\omega, k) = \frac{en_0}{v_{ti}^2 m_i} \sum_m \sum_{m'} J_m(a) J_{m'}(a)$$

$$Z' \left( \frac{\omega + m\omega_0}{kv_{ti}} \right) \tilde{\phi}(\omega + m\omega_0 - m'\omega_0, k).$$

(4)

(5)

The dispersion relation follows from the Poisson’s equation $k^2 \tilde{\phi}(\omega, k) = 4\pi e(\tilde{n}_i - \tilde{n}_e)$ and couples perturbations at frequencies separated by the harmonics of $\omega_0$. The full dispersion relation can be solved numerically by considering a finite number of sidebands around a given frequency $\omega$ and numerically finding the value $\omega$ that minimizes the determinant of the resulting matrix. Simplified equations can also be obtained in limiting cases of interest, as described below.

First, we consider perturbations perpendicular to $B_0$. If the relative drift between cold electrons and ions were constant and equal to the peak value observed in the simulation, the relevant instability with peak growth rate in the range of wavenumbers observed in the simulations would be electron-cyclotron-drift instability (ECDI)\(^{57}\). Under the conditions of the simulations and with constant drifts, classical dispersion relation for ECDI\(^{57}\) predicts growth rate $\gamma_{\text{ECDI}}/\omega_{\text{ee}} \sim 0.2 - 0.3$ in the vicinity of $k\rho_{\text{e}}^C \sim 1$. However, because $\gamma_{\text{ECDI}}$ is comparable to the typical frequency of the driver (primary whistler mode) $\omega_0$, a more complex analysis is required, taking into account the oscillations of the relative drifts in response to the driving electric field of the primary mode.

A simple form of the dispersion relation can be obtained by taking an appropriate limit\(^{54}\) $\theta \to 90^\circ$ of Eq. 2 and observing that for the parameters considered $|\omega_0/(kv_{ti})| \gg 1$, so that
the ion response can be ignored, except near frequencies satisfying $|\omega + m^*\omega_0| \sim kv_{ti}$ for some integer value of $m^*$. Retaining only the electron terms yields the usual dispersion relation for the electron Bernstein (EB) modes\cite{Hahm1991}. Instabilities potentially appear near the intersection of the EB modes with the harmonics of $\omega_0$. Writing $\omega = -m^*\omega_0 + \delta\omega$, we obtain

$$1 - \frac{n_C^2 2\omega^2_{pe}}{n_0^2} \sum_{n=1}^{\infty} \frac{e^{-\lambda I_n(\lambda)n^2}}{\omega^2 - n^2\Omega_{ce}^2} = \frac{\omega_{pi}^2}{k^2 v_{ti}^2} [J_{m^*}(a)]^2 Z'(\frac{\delta\omega}{kv_{ti}}). \quad (6)$$

Here we assumed that for a given $k$ there exists only one intersection of the EB dispersion relation with the harmonics of $\omega_0$ and ignored couplings to the other modes. Fig. 5 shows an example of the solution of Eq. (6) for the parameters corresponding to the low-anisotropy case and compares it with a solution of the full dispersion relation retaining modes at several harmonics of $\omega_0$. Panel a) and b) show the frequency and the growth rate as a function of wavenumber for $V_c \approx 0.65v_{te}^C$. The branch shown in panels a) and b) corresponds to the intersection of the first EB mode with the third harmonic of the primary whistler mode (such that $m^* = -3$).

![FIG. 5. Solutions of the linear dispersion relation for secondary instabilities for parameters of the low-anisotropy case. Panels a) and b) show frequency and the growth rate obtained by solving Eq. (6) and a full dispersion relation for the most unstable mode for $V_c \approx 0.65v_{te}^C$. The solution of the full dispersion relation is obtained by considering five sidebands on each side of a given frequency. Panels c) and d) show frequency and the growth rate for the oblique mode at $\theta = 60^\circ$ obtained by solving Eq. 7 and the full dispersion relation.]

The quasi-perpendicular modes associated with ECDI appear first in the simulations and could be easily identified by the increase in $E_y$ fluctuations and associated perpendicular heating of the cold populations in Fig. 1 and 4. However, the most significant energy transfer
between the primary whistler and the cold plasma appears to be associated with development of a distinct class of oblique modes that are responsible for the increase in $E_z$ fluctuations in Fig. 1 and 4. We note that some properties of the oblique instabilities can be deduced by taking the limit corresponding to the cold plasma approximation $\lambda \to 0$ and $\xi \gg 1$ in Eq. 2. In this limit, the modes of interest are electrostatic whistlers in the co-moving frame with wavevectors near the critical angle $\cos \theta_c \approx A_1(\lambda)$, where $\omega$ is the frequency in the co-moving frame. We observe that potential instabilities arise at the intersection of electrostatic whistler dispersion relation with Doppler-shifted ion response, i.e. $|\omega - \omega_0| \sim kv_{ti} \ll \omega_0$.

Using the same arguments as for the perpendicular modes, we arrive at the corresponding dispersion relation valid in the vicinity of the whistler branch

$$k^2 + 4\pi n_e C_e e^2 \left[ 1 + \sum_n \frac{\omega}{k|v te} e^{-\lambda} I_n(\lambda) Z(\xi_n) \right] = \frac{\omega_{pi}^2}{\omega_{ti}^2} \left[ J_n(a) \right]^2 Z' \left( \omega - \omega_0 \right).$$

In practice, it is sufficient to keep only a few terms in the sum over the Bessel functions. An instability could also be found when a cold limit is taken for the electron terms on the left-hand side of Eq. 7, but such an analysis significantly overestimates the growth rate and does not yield correct behavior at large $k$. An example of the solution of Eq. 7 for parameters relevant to the low-anisotropy simulation is shown in Panels c) and d) of Fig. 5, where the numerical solution of the full dispersion relation coupling three sidebands is also shown.

The expectations summarized above are confirmed by the analysis of the spectrum of ion density perturbations in the low-anisotropy simulation, which demonstrates excitation of both quasi-perpendicular ECDI-like instabilities and the instabilities near the critical angle corresponding to the driver frequencies, as shown in the left panel of Fig. 6. Both instabilities couple to cold ions, which is possible because they are Doppler shifted in the ion frame of reference. The right panel of Fig. 6 shows iso-contours of constant growth rates $\gamma$ for the two indicated values obtained by numerically solving the full dispersion relation for the secondary modes (obtained by combining Eqs. 2 and 5). We observe that the theoretical analysis correctly predicts the wavenumbers of the instabilities observed in the simulation and yields values for the growth rate consistent with those measured in the simulation (not shown). We note that in contrast to the quasi-perpendicular modes with $k_{\perp} \rho_e C_e \gtrsim 1$, oblique modes appear at $k_{\perp} \sim 40d_e^{-1} \sim 0.3(\rho_e C_e)^{-1}$. In the frame of reference oscillating with cold electrons, these modes correspond to electrostatic whistlers driven unstable by coupling to Doppler-shifted ion response.
FIG. 6. Left: $k_{\perp} - k_{\parallel}$ spectrum of ion density fluctuations in the low-anisotropy simulation at time $t\Omega_{ce} \approx 900$. The white dashed lines correspond to the resonance cone $\cos \theta_c = \omega_0/\Omega_{ce}$. Right: iso-contours of constant growth rate $\gamma$ in the $k_{\perp} - k_{\parallel}$ plane obtained by solving the full dispersion relation for the secondary modes. The modes with relatively high $k_{\perp}$ are related to ECDI, while the modes with smaller $k_{\perp}$ near the critical angle correspond to the electrostatic whistlers in the frame of reference oscillating with the cold electrons.

It is instructive to examine how the properties of the secondary modes change with the properties of the cold population. An example of such an analysis is presented in Fig. 7, which shows the variation of the growth rate as a function of the temperature of the cold populations $T_e^C$. The other parameters were chosen to correspond to the lower-anisotropy case. The peak growth rate for the quasi-perpendicular ECDI-like modes moves towards lower $k_{\perp}$ with increasing $T_e^C$, consistent with the expectation that the modes are characterized by $k_{\perp}\rho_{e}^C \sim 1$. The peak growth rate of the oblique whistler-like modes also moves to lower $k$ with increasing temperature of the cold population, while the angle corresponding to
FIG. 7. Growth rate of the secondary modes for 3 values of the cold electron temperature. The parameters of the driver and the density of the cold electrons are fixed and correspond to the lower-anisotropy simulation with $\delta B/B_0 \sim 5 \times 10^{-4}$.

the maximum growth remains close to $\theta_c$. Note also that the peak growth rate decreases with increasing cold electron temperature, consistent with the expectation that the key parameter controlling the secondary drift instabilities is the amplitude of the induced cold-electron flow relative to the cold electron thermal velocity. Finally, we remark that the presented analysis is within the electrostatic approximation, which can be expected to hold for modes with $k d_e \gg 1$. Electromagnetic effects may modify the behavior at lower values of $k d_e \sim 1$.

In order to further illustrate significance of the processes described here, Fig. 8 shows results of a 3D simulation with parameters corresponding to the high-anisotropy 2D case discussed above. In 3D geometry, multiple secondary modes at different orientations are allowed to develop. We observe that quasi-perpendicular modes, characterized by high amplitude of $E_x$ and $E_y$ fluctuations are excited first and lead to moderate damping of the primary whistler and perpendicular heating of the cold background. However, excitation of the oblique fluctuations, which are characterized by strong $E_z$ fluctuations, leads to much stronger damping of the primary mode and fast increase of both parallel and perpendicular temperatures of the background electrons. For the parameters considered, the amplitude of the primary whistler is reduced by approximately a factor of 6 relative to the peak value.
FIG. 8. Results of the 3D simulation, in the format similar to Fig. 1: (a) the parallel and perpendicular temperatures of the cold electron population, (b) the parallel and perpendicular temperatures of the hot electron population, (c) the amplitude of magnetic field fluctuations. Panel (d) shows power in short-wavelength fluctuations in both $E_y$ (characteristic of predominately perpendicular modes) and $E_z$ (characteristic of the oblique modes). The strongest decay of the primary mode is correlated with onset of oblique instabilities.

IV. CONCLUSIONS AND DISCUSSION

To summarize, we have demonstrated that the presence of cold electron population introduces coupling of the whistler modes to short-wavelength, oblique, electrostatic instabilities. This coupling is driven by a relative drift between the cold ion and cold electron populations induced by the fluctuating electric field of the whistler waves. For the parameters considered in this study, two of the most prominent instabilities are related to the Electron Cyclotron Drift Instability (ECDI) and the electrostatic whistlers. Both of these short-wavelength
instabilities lead to damping of the primary whistler mode and heating of the background cold population. For the parameters considered, the ECDI-type instabilities appear first in the simulations. They lead predominantly to perpendicular heating of the cold population and a modest damping of the primary whistler modes. Oblique electrostatic whistlers appear at later times, but lead to a much faster decay of the primary whistler and stronger isotropic heating of the cold background population due to relatively large fluctuations of the parallel electric field. It is interesting to note that oblique electrostatic whistler modes can also be driven unstable by anisotropy of the cold electrons\textsuperscript{59}. Since the ECDI-like modes predominantly heat the cold electrons in the perpendicular direction, they may induce growth of the oblique whistler if sufficient anisotropy of the cold electrons is generated. Finally, we note that proper description of the discussed instabilities requires challenging multi-dimensional simulations that properly resolve scales associated with the cold electron population (e.g. the cold electron gyroradius), which might explain why they appear to have been missed in the previous investigations.

The processes discussed in this paper may, in principle, have important impact on the propagation of whistler waves in the Earth’s magnetosphere. For example, in the presence of a cold electron population, whistler waves are limited to lower amplitudes $\delta B$ than without it. Since the efficiency of wave-particle interactions generally scales with $\delta B$ (for instance, as $\delta B^2$ in quasi-linear theory), the cold populations could (indirectly) play a significant role in determining the dynamics of the environment. The presented results thus highlight the significance of the cold plasma populations, which are often viewed as “passive”, simply providing the bulk plasma density. The properties of the cold plasma are relatively poorly understood due to the difficulties associated with direct spacecraft measurements\textsuperscript{60}. In the scenario proposed here, the cold populations play an active role, which emphasizes the need for the better understanding of such “hidden” magnetospheric populations.

Unfortunately, the lack of accurate measurements of the cold electron and ion populations (in particular the temperature but more generally the energy distribution) in the relevant regions of the magnetosphere makes unequivocal identification of the processes described here challenging. The main observational signature available from current measurements would likely be observation of high-frequency electrostatic oscillations (with frequencies up to and exceeding electron cyclotron frequency) in the presence of whistler waves in the regions where the density of cold plasma is significant. Strictly speaking, such oscillations
do not correspond to “normal” plasma waves in stationary uniform plasma. Instead, they are eigenmodes of a nonlinear state that essentially depends on the presence of an oscillating electric field associated with the primary whistler wave. When viewed in a frame of reference that is oscillating with the cold electrons, these modes correspond to the intersection of a Doppler-shifted ion response with the dispersion relation of electrostatic whistlers (for the oblique modes) or that of the electron Bernstein modes (for the nearly perpendicular modes). In the stationary frame of reference, such oscillations will appear in one or more frequency bands separated by the harmonics of the primary whistler mode. It is interesting to note that the statistical studies of chorus waves from various spacecraft missions\cite{061,66} indicate that oblique orientation near the resonance cone is commonly seen, even though orientation nearly parallel to the direction of the local magnetic field is the most probable. It is possible that coupling to the cold plasma contributes to the generation of oblique chorus waves, although many other generation mechanisms have also been proposed\cite{43,65}.

It should also be emphasized that the processes described in this paper affect any whistler waves of sufficient amplitude, regardless of their origin. They could therefore affect artificially injected waves, and as such must be considered in the analysis of radiation belt remediation schemes based on whistler waves artificially injected in the environment to induce particle losses and reduce harmful fluxes of relativistic electrons to levels that are tolerable for our space infrastructure\cite{67,68}. Furthermore, the discussed processes enable whistler modes to heat cold electrons. In the plasmasphere, where whistler-mode hiss waves are present, this could provide an additional heat source for the cold plasma that might help explaining why models of the plasmasphere are consistently underestimating the temperature with respect to available observations\cite{69,71}.

We conclude by briefly discussing the limitations of the presented analysis. Our results highlight the existence of a class of nonlinear processes that may affect the dynamics of whistler waves in the magnetosphere. Whether these processes play an important role in any given scenario will be determined to a large degree by the proprieties of the cold populations, which are poorly quantified at present. For the parameters chosen in the simulations, the most unstable primary whistler modes are field-aligned. It is well known that for values of $\beta_{H||e}$ below a certain threshold, the maximum growth rate corresponds to oblique waves\cite{35}, although the presence of cold populations lowers this threshold value. The relative importance of the secondary instabilities and Landau damping due to parallel electric field for
oblique whistlers will need to be explored. Additionally, our simulations are local, focusing on a relatively small domains with periodic boundary conditions. In the real situation, the waves can propagate outside the source region and might return to it (possibly with different amplitude) only if they are reflected back at higher latitudes. With the exception of one case, the simulations are performed in two spatial dimensions, with magnetic field in the plane of the simulation. Such a configuration suppresses nonlinear scattering of whistlers, which could be an important effect in low-\(\beta\) plasmas. Further, we have considered a uniform background magnetic field. For chorus waves, it is well known that a non-uniform magnetic field is important as it might lead to frequency chirping and the formation of rising or falling chorus elements. While the results presented here provide clear evidence for a new nonlinear mechanism affecting whistler waves, it will be important to assess the role played by a non-uniform magnetic field as well as the relative significance of other nonlinear mechanisms involving whistlers that have been previously identified in the literature.

ACKNOWLEDGMENTS

We thank Joe Borovsky, Lauren Blum, Craig Kletzing, Lynn Wilson III, and Cynthia Cattell for stimulating discussions. VR was supported by NSF grant 1707275. GLD was supported by the Laboratory Directed Research and Development program at Los Alamos National Laboratory (LANL) under project 20200073DR. LANL is operated by Triad National Security, LLC, for the National Nuclear Security Administration of U.S. Department of Energy (DOE) (Contract No. 89233218CNA000001). Computational resources supporting this work were provided by the NASA High-End Computing (HEC) Program through the NASA Advanced Supercomputing (NAS) Division at Ames Research Center and by the National Energy Research Scientific Computing Center (NERSC), a U.S. Department of Energy Office of Science User Facility operated under Contract No. DE-AC02-05CH11231.

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author upon reasonable request.
REFERENCES

1R. A. Helliwell, “Low-frequency waves in the magnetosphere,” *Reviews of Geophysics* **7**, 281–303 (1969). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/RG007i001p00281

2R. M. Thorne, “Radiation belt dynamics: The importance of wave-particle interactions,” *Geophysical Research Letters* **37** (2010), 10.1029/2010GL044990. https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2010GL044990.

3W. J. Burtis and R. A. Helliwell, “Banded chorus — a new type of vlf radiation observed in the magnetosphere by ogo 1 and ogo 3,” *Journal of Geophysical Research (1896-1977)* **74**, 3002–3010 (1969). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA074i011p03002.

4B. T. Tsurutani and E. J. Smith, “Postmidnight chorus: A substorm phenomenon,” *Journal of Geophysical Research (1896-1977)* **79**, 118–127 (1974). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA079i001p00118.

5O. Santolik, D. A. Gurnett, J. S. Pickett, J. Chum, and N. Cornilleau-Wehrlin, “Oblique propagation of whistler mode waves in the chorus source region,” *Journal of Geophysical Research: Space Physics* **114** (2009), 10.1029/2009JA014586. https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2009JA014586.

6W. Li, J. Bortnik, R. M. Thorne, C. M. Cully, L. Chen, V. Angelopoulos, Y. Nishimura, J. B. Tao, J. W. Bonnell, and O. LeContel, “Characteristics of the poynting flux and wave normal vectors of whistler-mode waves observed on themis,” *Journal of Geophysical Research: Space Physics* **118**, 1461–1471 (2013). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/jgra.50176.

7N. Dunckel and R. A. Helliwell, “Whistler-mode emissions on the ogo 1 satellite,” *Journal of Geophysical Research (1896-1977)* **74**, 6371–6385 (1969). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA074i026p06371.

8C. T. Russell, R. E. Holzer, and E. J. Smith, “Ogo 3 observations of elf noise in the magnetosphere: 1. spatial extent and frequency of occurrence,” *Journal of Geophysical Research (1896-1977)* **74**, 755–777 (1969). https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA074i003p00755.
9R. M. Thorne, E. J. Smith, R. K. Burton, and R. E. Holzer, “Plasmaspheric hiss,” Journal of Geophysical Research (1896-1977) 78, 1581–1596 (1973) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA078i010p01581.

10D. P. Hartley, C. A. Kletzing, O. SantolÅk, L. Chen, and R. B. Horne, “Statistical properties of plasmaspheric hiss from van allen probes observations,” Journal of Geophysical Research: Space Physics 123, 2605–2619 (2018) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2017JA024593.

11K.-W. Chan and R. E. Holzer, “ELF hiss associated with plasma density enhancements in the outer magnetosphere,” Journal of Geophysical Research 81, 2267–2274 (1976).

12D. Summers, R. M. Thorne, and F. Xiao, “Relativistic theory of wave-particle resonant diffusion with application to electron acceleration in the magnetosphere,” Journal of Geophysical Research: Space Physics 103, 20487–20500 (1998) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/98JA01740.

13N. P. Meredith, R. B. Horne, R. H. A. Iles, R. M. Thorne, D. Heynderickx, and R. R. Anderson, “Outer zone relativistic electron acceleration associated with substorm-enhanced whistler mode chorus,” Journal of Geophysical Research: Space Physics 107, SMP 29–1–SMP 29–14 (2002) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2001JA900146.

14N. P. Meredith, R. B. Horne, R. M. Thorne, and R. R. Anderson, “Favored regions for chorus-driven electron acceleration to relativistic energies in the earth’s outer radiation belt,” Geophysical Research Letters 30 (2003), 10.1029/2003GL017698 https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2003GL017698.

15B. Ni, J. Bortnik, Y. Nishimura, R. M. Thorne, W. Li, V. Angelopoulos, Y. Ebihara, and A. T. Weatherwax, “Chorus wave scattering responsible for the earth’s dayside diffuse auroral precipitation: A detailed case study,” Journal of Geophysical Research: Space Physics 119, 897–908 (2014) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2013JA019507.

16Y. Nishimura, J. Bortnik, W. Li, R. M. Thorne, L. R. Lyons, V. Angelopoulos, S. B. Mende, J. W. Bonnell, O. Le Contel, C. Cully, R. Ergun, and U. Auster, “Identifying the driver of pulsating aurora,” Science 330, 81–84 (2010) https://science.sciencemag.org/content/330/6000/81.full.pdf.
17S. Kasahara, Y. Miyoshi, S. Yokota, T. Mitani, Y. Kasahara, S. Matsuda, A. Kumamoto, A. Matsuoka, Y. Kazama, H. U. Frey, V. Angelopoulos, S. Kurita, K. Keika, K. Seki, and I. Shinohara, “Pulsating aurora from electron scattering by chorus waves,” Nature 554, 337 EP – (2018).

18M. N. Oliven and D. A. Gurnett, “Microburst phenomena: 3. an association between microbursts and vlf chorus,” Journal of Geophysical Research (1896-1977) 73, 2355–2362 (1968) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA073i007p02355.

19A. W. Breneman, A. Crew, J. Sample, D. Klumpar, A. Johnson, O. Agapitov, M. Shumko, D. L. Turner, O. Santolik, J. R. Wygant, C. A. Cattell, S. Thaller, B. Blake, H. Spence, and C. A. Kletzing, “Observations directly linking relativistic electron microbursts to whistler mode chorus: Van allen probes and firebird ii,” Geophysical Research Letters 44, 11,265–11,272 (2017) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2017GL075001.

20C. Cattell, J. R. Wygant, K. Goetz, K. Kersten, P. J. Kellogg, T. von Rosenvinge, S. D. Bale, I. Roth, M. Temerin, M. K. Hudson, R. A. Mewaldt, M. Wiedenbeck, M. Maksimovic, R. Ergun, M. Acuna, and C. T. Russell, “Discovery of very large amplitude whistler-mode waves in Earth’s radiation belts,” Geophysical Research Letters 35, L01105 (2008).

21L. B. Wilson, C. A. Cattell, P. J. Kellogg, J. R. Wygant, K. Goetz, A. Breneman, and K. Kersten, “The properties of large amplitude whistler mode waves in the magnetosphere: Propagation and relationship with geomagnetic activity,” Geophysical Research Letters 38, n/a–n/a (2011).

22E. Tyler, A. Breneman, C. Cattell, J. Wygant, S. Thaller, and D. Malaspina, “Statistical Occurrence and Distribution of High-Amplitude Whistler Mode Waves in the Outer Radiation Belt,” Geophysical Research Letters 46, 2328–2336 (2019).

23E. Tyler, A. Breneman, C. Cattell, J. Wygant, S. Thaller, and D. Malaspina, “Statistical Distribution of Whistler Mode Waves in the Radiation Belts With Large Magnetic Field Amplitudes and Comparison to Large Electric Field Amplitudes,” Journal of Geophysical Research: Space Physics 124, 6541–6552 (2019).

24C. F. Kennel and H. E. Petschek, “Limit on stably trapped particle fluxes,” Journal of Geophysical Research (1896-1977) 71, 1–28 (1966) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JZ071i001p00001.

25S. P. Gary, Theory of space plasma microinstabilities (Cambridge University Press, 1993).
26S. P. Gary and J. Wang, “Whistler instability: Electron anisotropy upper bound,” Journal of Geophysical Research: Space Physics 101, 10749–10754 (1996), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/96JA00323.

27F. Xiao, Q. Zhou, H. Zheng, and S. Wang, “Whistler instability threshold condition of energetic electrons by kappa distribution in space plasmas,” Journal of Geophysical Research: Space Physics 111 (2006), 10.1029/2006JA011612, https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2006JA011612.

28X. Tao, L. Chen, X. Liu, Q. Lu, and S. Wang, “Quasilinear analysis of saturation properties of broadband whistler mode waves,” Geophysical Research Letters 44, 8122–8129 (2017), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2017GL074881.

29X. An, C. Yue, J. Bortnik, V. Decyk, W. Li, and R. M. Thorne, “On the parameter dependence of the whistler anisotropy instability,” Journal of Geophysical Research: Space Physics 122, 2001–2009 (2017), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2017JA023895.

30S. P. Gary, B. Lavraud, M. F. Thomsen, B. Lefebvre, and S. J. Schwartz, “Electron anisotropy constraint in the magnetosheath: Cluster observations,” Geophysical Research Letters 32 (2005), 10.1029/2005GL023234, https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2005GL023234.

31E. MacDonald, M. Denton, M. Thomsen, and S. Gary, “Superposed epoch analysis of a whistler instability criterion at geosynchronous orbit during geomagnetic storms,” Journal of Atmospheric and Solar-Terrestrial Physics 70, 1789 – 1796 (2008), dynamic Variability of Earth’s Radiation Belts.

32C. Yue, X. An, J. Bortnik, Q. Ma, W. Li, R. M. Thorne, G. D. Reeves, M. Gkioulidou, D. G. Mitchell, and C. A. Kletzing, “The relationship between the macroscopic state of electrons and the properties of chorus waves observed by the van allen probes,” Geophysical Research Letters 43, 7804–7812 (2016), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2016GL070084.

33Š. Štverák, P. Trávníček, M. Maksimovic, E. Marsch, A. N. Fazakerley, and E. E. Scime, “Electron temperature anisotropy constraints in the solar wind,” Journal of Geophysical Research: Space Physics 113, n/a–n/a (2008).

34S. Cuperman and R. W. Landau, “On the enhancement of the whistler mode instability in the magnetosphere by cold plasma injec-
35 S. P. Gary, K. Liu, R. E. Denton, and S. Wu, “Whistler anisotropy instability with a cold electron component: Linear theory,” Journal of Geophysical Research: Space Physics 117 (2012), 10.1029/2012JA017631 https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2012JA017631

36 S. Wu, R. E. Denton, and W. Li, “Effects of cold electron density on the whistler anisotropy instability,” Journal of Geophysical Research: Space Physics 118, 765–773 (2013) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2012JA018402

37 S. Cuperman, Y. Salu, W. Bernstein, and D. J. Williams, “A computer simulation of cold plasma effects on the whistler instability for geostationary orbit plasma parameters,” Journal of Geophysical Research (1896-1977) 78, 7372–7387 (1973), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA078i031p07372.

38 G. V. Khazanov, S. Boardsen, E. N. Krivorutsky, M. J. Engebretson, D. Sibeck, S. Chen, and A. Breneman, “Lower hybrid frequency range waves generated by ion polarization drift due to electromagnetic ion cyclotron waves: Analysis of an event observed by the Van Allen Probe B,” Journal of Geophysical Research: Space Physics 122, 449–463 (2017).

39 S. Saito, Y. Nariyuki, and T. Umeda, “Nonlinear damping of a finite amplitude whistler wave due to modified two stream instability,” Physics of Plasmas 22 (2015), 10.1063/1.4926523

40 Y. Omura, D. Nunn, and D. Summers, “Generation processes of whistler mode chorus emissions: Current status of nonlinear wave growth theory,” Geophysical Monograph Series 199, 243–254 (2012)

41 R. W. Boswell and M. Giles, “Generation of whistler-mode radiation by parametric decay of bernstein waves,” Physical Review Letters 39, 277–280 (1977)

42 T. Umeda, S. Saito, and Y. Nariyuki, “Rapid decay of nonlinear whistler waves in two dimensions: Full particle simulation,” Physics of Plasmas 24 (2017), 10.1063/1.4982609

43 X. Fu, S. P. Gary, G. D. Reeves, D. Winske, and J. R. Woodroffe, “Generation of Highly Oblique Lower Band Chorus Via Nonlinear Three-Wave Resonance,” Geophysical Research Letters 44, 9532–9538 (2017)

44 G. Ganguli, L. Rudakov, W. Scales, J. Wang, and M. Mithaiwala, “Three dimensional character of whistler turbulence,” Physics of Plasmas 17, 052310 (2010)
A. Artemyev, O. Agapitov, D. Mourenas, V. Krasnoselskikh, V. Shastun, and F. Mozer, “Oblique Whistler-Mode Waves in the Earth’s Inner Magnetosphere: Energy Distribution, Origins, and Role in Radiation Belt Dynamics,” Space Science Reviews 200, 261–355 (2016).

A. G. Demekhov, U. Taubenschuss, and O. Santolík, “Simulation of VLF chorus emissions in the magnetosphere and comparison with THEMIS spacecraft data,” Journal of Geophysical Research: Space Physics 122, 166–184 (2017).

O. Agapitov, J. F. Drake, I. Vasko, F. S. Mozer, A. Artemyev, V. Krasnoselskikh, V. Angelopoulos, J. Wygant, and G. D. Reeves, “Nonlinear Electrostatic Steepening of Whistler Waves: The Guiding Factors and Dynamics in Inhomogeneous Systems,” Geophysical Research Letters 45, 2168–2176 (2018).

I. Y. Vasko, O. V. Agapitov, F. S. Mozer, J. W. Bonnell, A. V. Artemyev, V. V. Krasnoselskikh, and Y. Tong, “Electrostatic Steepening of Whistler Waves,” Physical Review Letters 120, 195101 (2018), 1801.09862.

K. J. Bowers, B. J. Albright, L. Yin, B. Bergen, and T. J. T. Kwan, “Ultrahigh performance three-dimensional electromagnetic relativistic kinetic plasma simulation,” Physics of Plasmas 15, 055703 (2008).

J. E. Borovsky, M. H. Denton, R. E. Denton, V. K. Jordanova, and J. Krall, “Estimating the effects of ionospheric plasma on solar wind/magnetosphere coupling via mass loading of dayside reconnection: Ion-plasma-sheet oxygen, plasmaspheric drainage plumes, and the plasma cloak,” Journal of Geophysical Research: Space Physics 118, 5695–5719 (2013), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/jgra.50527.

Y. Yu, G. L. Delzanno, V. Jordanova, I. B. Peng, and S. Markidis, “Pic simulations of wave-particle interactions with an initial electron velocity distribution from a kinetic ring current model,” Journal of Atmospheric and Solar-Terrestrial Physics 177, 169 – 178 (2018), dynamics of the Sun-Earth System: Recent Observations and Predictions.

L. Muschietti and B. Lembège, “Two-stream instabilities from the lower-hybrid frequency to the electron cyclotron frequency: Application to the front of quasi-perpendicular shocks,” Annales Geophysicae 35, 1093–1112 (2017).

P. K. Kaw and Y. Lee, “Parametric excitation of lower hybrid instabilities,” Physics of Fluids 16, 155 (1973).

T. H. Stix, Waves in Plasmas (Springer Science & Business Media, 1992).
55. B. D. Fried and S. D. Conte, *The Plasma Dispersion Function* (1961).

56. K. V. Gamayunov, E. N. Krivorytsky, A. A. Veryaev, and G. V. Khazanov, “Parametric excitation of longitudinal oscillations by the lower frequency pumping wave,” *Plasma Physics and Controlled Fusion* **34**, 1359–1367 (1992).

57. D. W. Forslund, R. L. Morse, and C. W. Nielson, “Electron Cyclotron Drift Instability,” *Physical Review Letters* **25**, 1266–1270 (1970).

58. D. W. Forslund, R. L. Morse, C. W. Nielson, and J. Fu, “Electron cyclotron drift instability and turbulence,” *Physics of Fluids* **15**, 1303–1318 (1972).

59. K. Hashimoto and I. Kimura, “A generation mechanism of narrow band hiss emissions above one half the electron cyclotron frequency in the outer magnetosphere,” *Journal of Geophysical Research* **86**, 11148 (1981).

60. G. L. Delzanno, J. E. Borovsky, M. G. Hendersonc, P. A. R. Lira, V. Roytershteyn, and D. Welling, “The impact of cold electrons and cold ions in magnetospheric physics,” *Journal of Atmospheric and Solar-Terrestrial Physics*, accepted (2021).

61. M. Hayakawa, Y. Yamanaka, M. Parrot, and F. Lefeuvre, “The wave normals of magnetospheric chorus emissions observed on board geos 2,” *Journal of Geophysical Research: Space Physics* **89**, 2811–2821 (1984), https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/JA089iA05p02811.

62. N. Haque, M. Spasojevic, O. SantolÅk, and U. S. Inan, “Wave normal angles of magnetospheric chorus emissions observed on the polar spacecraft,” *Journal of Geophysical Research: Space Physics* **115** (2010), https://doi.org/10.1029/2009JA014717, https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2009JA014717.

63. W. Li, J. Bortnik, R. M. Thorne, and V. Angelopoulos, “Global distribution of wave amplitudes and wave normal angles of chorus waves using themis wave observations,” *Journal of Geophysical Research: Space Physics* **116** (2011), https://doi.org/10.1029/2011JA017035, https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2011JA017035.

64. O. Agapitov, V. Krasnoselskikh, Y. V. Khotyaintsev, and G. Rolland, “Correction to ‘a statistical study of the propagation characteristics of whistler waves observed by Cluster’,” *Geophysical Research Letters* **39** (2012), https://doi.org/10.1029/2012GL054320, https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2012GL054320.

65. W. Li, D. Mourenas, A. V. Artemyev, J. Bortnik, R. M. Thorne, C. A. Kletzing, W. S. Kurth, G. B. Hospodarsky, G. D. Reeves, H. O. Funsten,
and H. E. Spence, “Unraveling the excitation mechanisms of highly oblique lower band chorus waves,” Geophysical Research Letters 43, 8867–8875 (2016) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2016GL070386.

66S. Teng, X. Tao, and W. Li, “Typical characteristics of whistler mode waves categorized by their spectral properties using van allen probes observations,” Geophysical Research Letters 46, 3607–3614 (2019) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2019GL082161.

67G. Ganguli, C. Crabtree, M. Mithaiwala, L. Rudakov, and W. Scales, “Evolution of lower hybrid turbulence in the ionosphere,” Physics of Plasmas 22, 112904 (2015)

68B. E. Carlsten, P. L. Colestock, G. S. Cunningham, G. L. Delzanno, E. E. Dors, M. A. Holloway, C. A. Jeffery, J. W. Lewellen, Q. R. Marksteiner, D. C. Nguyen, G. D. Reeves, and K. A. Shipman, “Radiation-belt remediation using space-based antennas and electron beams,” IEEE Transactions on Plasma Science 47, 2045–2063 (2019)

69R. Comfort, “Thermal structure of the plasmasphere,” Advances in Space Research 17, 175 – 184 (1996)

70V. V. Bezrukikh, G. A. Kotova, M. I. Verigin, and J. Smilauer, “Thermal structure of dayside plasmasphere according to the data of tail and auroral probes, and magion-5 satellite,” Cosmic Research 44, 409–418 (2006).

71D. L. Gallagher and R. H. Comfort, “Unsolved problems in plasmasphere re-filling,” Journal of Geophysical Research: Space Physics 121, 1447–1451 (2016) https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1002/2015JA022279.