Character Jacobian: modeling Chinese character meanings with deep learning model
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Abstract

Compounding, a prevalent word-formation process, presents an interesting challenge for computational models. Indeed, the relations between compounds and their constituents are often complicated. It is particularly so in Chinese morphology, where each character is almost simultaneously bound and free when treated as a morpheme. To model such word-formation process, we propose the Notch (Nonlinear Transformation of Character embeddings) model and the character Jacobians. The Notch model first learns the non-linear relations between the constituents and words, and the character Jacobians further describe the character's role in each word. In a series of experiments, we show that the Notch model predicts the embeddings of the real words from their constituents and helps account for the behavioral data of the pseudowords. Moreover, we also demonstrated that character Jacobians reflect the characters' meanings. Taken together, the Notch model and character Jacobians may provide a new perspective on studying the word-formation process and morphology with modern deep learning.

1 Introduction

Recent years have witnessed a growing interest in modeling the internal semantic dynamics of compounds. Indeed, compounding is sometimes argued as a language universal, and it is claimed to be protolinguistic fossils which modern languages frequently elaborate. Compounds are usually loosely defined as forming words with two independent words, such as blackboard and pineapple (Libben, 2014; Bauer, 2009; Jackendoff, 2002). It is apparent that the number of potential combinations is already enormous, even in this simplest form of the two-constituent compound.

The productivity of compounding is particularly evident in Chinese word-formation. Due to the debating nature of Chinese wordhood, there is a vague boundary between word-forming affix and bound root when treating a Chinese character (字 zi) as a morpheme (Huang et al., 2017; Hsieh et al., 2018; Tseng et al., 2020). There is considerable flexibility in Chinese characters, where morphemes can be joined with one another either preceding or following them. For example, the following four words all start with the characters which are the ends of the previous one: 長老 zhǎng lǎo “elder”, 老師 lǎo shī “teacher”, 師範 shī fān “teacher-training”, 範圍 fàn wéi “area”. The versatility of characters leads Hoosain (1992) to describe Chinese text as “a continuous parade of meaningful individual characters (morpheme)” (see Packard (2000) for a complete introduction in Chinese morphology).

However, the productivity of Chinese characters is hard to capture by a computational model. A traditional natural language pipeline starts with word segmentation, which removes the sublexical cues (characters) in the first step. Even for the later distributional semantic model with sub-word information, such as FastText (Bojanowski et al., 2016), it cannot accommodate the different meanings carried by individual Chinese characters. Recent deep learning models, e.g., BERT (Devlin et al., 2018), provide contextualized embeddings of each token. But, as the final representations are mixed (hence contextualized), it is unclear how the embeddings could relate to the original character tokens.

Therefore, we propose the Notch model (Nonlinear Transformation of Character embeddings), and with which we derive character Jacobians. We first train the Notch model to learn the relationships between the constituent
characters’ and the whole word’s meaning. Next, we show that character Jacobians derived from the model capture the different roles of characters in the whole word. The rest of this paper is organized as follows. First, in section 2, we briefly review the relationship between Chinese characters and words and their complicated behaviors in Chinese morphology. Section 3 describes the Notch model and shows that it not only predicts the real words but helps account for the behavioral data of pseudoword. Finally, in 4, we explore the character Jacobians and evaluate them on a Chinese affixoid dataset.

2 Related works

The vague boundary between affixation and compounding does not only occur in Chinese word-formation. For example, Plag (2003) points out the problem of neoclassical elements, such as the word bio-logy. While one would tend to treat bio-, and -logy as prefixes and suffixes, which would violate the basic assumption about the word structure; that is, there will be no root in this word. Plag argues that these words, often called combining forms, should be best treated as compounds.

Studying compounds and their constituents poses interesting questions in computational modeling. As the meaning of the compounds may be free from its composing elements, determining the meaning of a newly encountered compound is thus difficult (Jackendoff, 2002). One interesting attempt is to model the meanings of the constituents separated from their free-word counterparts (Günther and Marelli, 2021; Libben, 2014). The difference between the as-constituent and free-word representations is called semantic shift. A linear model is then built to simultaneously estimate the semantic shifts of the constituents and their linear relations with the compounds by linear algebra.

In Chinese word formation, a character may play different morpho-semantic roles in different words, even if they are in the same position. Therefore, it may not be straightforward to accommodate such versatility into a single linear transformation. Yet, we could consider the relations between the constituents and compounds as a complex non-linear function; the linear transformation is then a local approximation at that specific local neighborhood. Here, we use the Jacobian matrix to obtain the local linear approximation, which is previously used to construct a saliency map and understand network properties (Papernot et al., 2016; Wang et al., 2016). However, before we compute and evaluate the Jacobian, we should first build our non-linear function between constituent and word, that is, the Notch model.

3 The Notch model

The purpose of the Notch model is two-fold. First, it should learn the semantic relationships between the variable-length character sequences (i.e., the constituents) and the whole words. As the semantics of constituents and words are both described by a semantic vector space, the model-learned relationship is essentially a function of $R^{kn} \rightarrow R^n$, with $n$ being the semantic space’s dimension and $k$ being the word length. Second, the model also provides the Jacobians with which we characterize the character’s role in a given word. Therefore, we first train the model to predict the whole word’s embedding from the embeddings of its constituents. ¹

3.1 Model training

We trained the Notch model to learn the relations between whole words and constituents in a given embedding space. The embedding space we used was the Chinese word embeddings from Tencent AI lab (Song et al., 2018). The embedding dataset consisted of two million words with 100 dimensions. As the Tencent embedding is a more task-oriented NLP resource, entries (both simplified and traditional Chinese) included may contain both fine-grained words (words from conventional word segmentation) and coarse-grained words (short phrases or compounds in linguistic senses) ². Therefore, we chose the first 500 thousand of them for the more commonly used words. For comparison, in a manually-segmented Taiwan Mandarin corpus

¹The code is available at https://github.com/lopentu/character-jacobian
²The steps of word segmentation of Tencent embeddings are described on https://ai.tencent.com/ailab/nlp/en/embedding.html
of 15M characters (CKIP, 1998), the number of unique words (word types) is 217K, and 122K of them occurred more than once in the corpus (i.e., words that are not hapax legomena).

These 500 thousand words are further randomly split into 490K training words and 10K testing words. Each word corresponds to a 100-dimension word vector. The word vectors were all first normalized into unit length. The training words comprise 1,809,674 character tokens, which are 8,749 unique characters (character types). There are 7,792 single-character words, 119,062 two-character words, 103,099 three-character words, 166,330 four-character words, and 93,717 words having five or more characters.

The Notch model’s architecture was based on a pre-trained BERT (Devlin et al., 2018) (based on \texttt{bert-base-chinese} model) and followed by a task-specific fully-connected layer. At first, the model took a sequence of variable-length characters as input, which were first tokenized by character with the pretrained \texttt{bert-base-chinese} tokenizer. Next, the BERT’s encoded representation of the first \texttt{[CLS]} token was further transformed with a fully-connected layer, which is responsible for projecting the embeddings from the BERT model space of 768-dimension into Tencent’s embedding space of 100-dimension. The model was trained with a mean-squared-error objective, where the model tried to minimize the error between the predicted embeddings and the actual embeddings. AdamW (Loshchilov and Hutter, 2017) was used for optimization. The learning rate was 1e-4, $\beta_1$ was 0.9, $\beta_2$ was 0.999 and L2 weight decay was 0.01. The learning rate was first warmed up for 100 steps and linearly decayed for the rest of the training. The model was trained for one epoch with a batch size of 32. The training took 25 minutes on a P100 GPU.

### 3.2 Evaluation on real words

We evaluate the model with the top-k accuracies of its predicted embeddings. Specifically, if the model’s predicted vectors have the true embeddings as their closest k neighbors, the model’s predictions are counted as correct.

The evaluation results are shown in Table 1. The overall top1 accuracy of the Notch model’s predicted embeddings is .67, the top 10 accuracy is .84. As the model’s predictions are compared among the 10,000 candidates’ word embeddings, the chance level of the top 1 and top 10 accuracy would be 1e-4 and 1e-3. The results indicate the model captures the relationships between the constituent characters and the corresponding word embeddings. The accuracies vary among different word lengths. The two-character word’s accuracy is lower than the four-character one’s (.63 vs. .75, respectively). As the Chinese four-character words are mostly idioms known for their semantic opaqueness, the pattern might initially seem counter-intuitive. However, a closer look into the word embeddings reveals that these four-character words are mostly coarse-grained words, which act like short-phrases. For example, 乘坐高鐵, which could be considered a two-word short phrase, 乘坐（chéng zuò “riding” and 高鐵 (gāo tiě “high-speed rail”.

To further explore the model predictions, Table 2 shows samples of the prediction errors. The error patterns indicate that the model predicts the meanings not only from the character semantics but the general word-level information. For example, the second one is a transparent two-character word, 脫除 (tuō chú “get rid of”: the composing characters of which both have meanings related to removal. The model thus consistently predicts the words with related meanings. Moreover, the predictions may also be related to word-level properties. For instance, the third example is the name of green tea, the meaning of

| Len. | N | Top 1 | Top 5 | Top 10 |
|------|---|-------|-------|--------|
| 1    | 162 | .73   | .85   | .86    |
| 2    | 2,522 | .63 | .78   | .81    |
| 3    | 2,123 | .66 | .79   | .84    |
| 4    | 3,375 | .75 | .87   | .90    |
| ≥5   | 1,818 | .57 | .72   | .77    |
| All  | 10,000 | .67 | .80   | .84    |

Table 1: Top-k accuracies when predicting word embeddings from the constituents. All top-k accuracies are calculated based on the whole testing set. That is, the chance levels are randomly guessing a word among the 10,000 words regardless of their word length.
Table 2: The prediction errors of the Notch model. The numbers in the brackets are the location of the targets in the predictions; that is, the number 1 indicates the prediction is correct as the Top-1 prediction. The loose translations are provided in the last columns, where the words before the colons are target words, followed by three predictions separated by semicolons.

| Targets          | Predictions                  | Translations                                                                 |
|------------------|------------------------------|-----------------------------------------------------------------------------|
| 1 司仪 (16)       | 钦差: 刘大人; 候立     | emcee: imperial commisioner; Lord Liu; await upon                          |
| 2 脱除 (19)       | 去除, 消退, 卸去     | get rid of: discard; fade away; remove                                       |
| 3 碧螺春 (17)     | 关汉卿, 庐山恋, 孝庄秘史 | bi-luo-chun (a green tea): Guan Hanqing, a Chinese playwright; Romance on Lushan Mountain, a Chinese movie; Xiaozhuang Epic, a TV drama |
| 4 观看中 (15)     | 正片中, 表演中, 故事当中 | watching: in the film; during the performance; in the story |
| 5 社交距离 (16)   | 彼此了解, 交流能力, 像朋友一样 | social distancing: mutual understanding; communication skills; (be) like friends |
| 6 釜底抽薪 (14)   | 抢功, 破罐子破摔, 千夫所指 | solve the root of the problem (an idiom): take credit; (totally) giving up; blamed by everyone |

which is not decomposable to its constituents. However, while not semantically correct, the model’s predictions are also other proper playwright or movie names. Similarly, the model does not capture the word meaning for a fully opaque term (e.g., the last one), but the predictions are related to other opaque idioms.

While the model’s accuracies might suggest the words’ semantics (word embeddings) could be almost determined from their constituents, there are caveats in this interpretation. On the one hand, the model inputs are character tokens, and the model has an embedding layer in its first layer. Therefore the model could learn or tune character embeddings to predict the final word embeddings. In this sense, the model does compute the final word embeddings based on the constituent embeddings. On the other hand, the BERT’s transformer architecture keeps mixing and warping the constituent embeddings in its 12 encoding layers (Lee-Thorp et al., 2021; Tolstikhin et al., 2021; Mai et al., 2022); therefore, the final output of the [CLS] is no longer a simple linear combination of their constituents. That is, the constituent embeddings are themselves changing based on extra-constituent information; thus, it is context-dependent (Baggio et al., 2012).

Finally, we are using a distributed semantic model to operationalize word semantics, the predictability may be the characteristic of the vector semantic model rather than word semantics itself. Moreover, the behavioral data of the pseudowords provide unique insights into lexical processes when the word-level information does not yet influence them.

Therefore, we derive two semantic indices from the Notch model and use statistical mod-
els to examine their effects on pseudoword processing. First, we identify the 50 nearest semantic neighbors of a pseudoword based on the model predicted vectors. The neighbors are selected among the whole 500K words in the dataset. Next, we create a vector whose elements are the 50 neighbor distances in ascending order, \( \pi_w \), where \( w \) is the given pseudoword. Basing on the vector \( \pi_w \), we calculate the average distance of the closest 5 neighbors, \( \text{smSimTop5} \), and the difference of distances between the .90 and .10 quantiles, \( \text{smSimRange} \). Specifically, the \( \text{smSimTop5} \) indicates how close the pseudoword is to a real word, and \( \text{smSimRange} \) captures how densely populated the pseudoword located in the word embedding space. The smaller the \( \text{smSimRange} \), the more densely-packed the neighbors are in a given (hyper-)sphere; the larger the value, the more sparsely-populated the pseudoword is located.

We use the pseudoword data from the MELD-SCH dataset (Tsang et al., 2018). The dataset contains lexical decision data on 25,156 words from 504 native Chinese speakers. There are equal numbers of real words and pseudowords in the dataset, i.e., 12,578 words for each word type. Each of these word types has 1,020 one-character, 10,022 two-character, 949 three-character, and 587 four-character words. The dataset also includes additional character-level information for each word, e.g., number of strokes, character frequency, and number of meanings. This additional information serves as the statistical model’s controlled variables, or the semantic indices’ effects may be proxies or surrogates for other character-level effects. The inclusion of character-level variables also implies a single statistical model could not accommodate words of different lengths as they require a different number of variables. Therefore, we select two-character words as they are the most commonly occurred words in the MELD-SCH and the Tencent word embedding dataset.

We include 12 explanatory variables on this analysis, which are two semantic indices derived from the Notch model, namely \( \text{smSimTop5} \) and \( \text{smSimRange} \); 10 character level indices, that is, character frequency for first and second constituents (\( \text{C1logcf}, \text{C2logcf} \)), number of strokes (\( \text{C1stroke}, \text{C2stroke} \)), number of words formed (\( \text{C1lognwf}, \text{C2lognwf} \)), number of meanings (\( \text{C1nom}, \text{C2nom} \)), number of pronunciations (\( \text{C1nop}, \text{C2nop} \)). These variables are used to predict error rates and response time in their respective models.\(^3\)

The statistical results are shown in Figure 1. The left panel shows the variable importance of 12 variables with respect to error rates and response times. The importance scores are estimated by the “mean decrease in accuracy” following the permutation principle in a 100-tree random forest (Hothorn and Zeileis, 2015). The figure shows the Notch-derived semantic index, \( \text{smSimRange} \), is among the most important features in both error rate and response time models, along with the number of the word formed in second constituents \( \text{C2lognwf} \). The other semantic index, \( \text{smSimTop5} \), however, is the fourth most important feature in error rates but is the seventh one in response time.

A closer look at the variable effects with the generalized additive model (GAM) (Wood, 2011) also shows consistent patterns.\(^4\) Here, we include the semantic indices and other important variables, namely the number of words formed and character frequency in the GAM models. All included variables are highly significant in the models. In particular, the partial effects shown in the center and right panels of Figure 1 indicate a nearly positive linear effect of both \( \text{smSimRange} \) and \( \text{smSimTop5} \). The patterns suggest that the Notch-derived indices, especially \( \text{smSimRange} \), help explain the behavioral error rates and response times. Specifically, when the pseudowords are in a less populated area (large \( \text{smSimRange} \) values), the participants tend to respond slower

\(^3\)Due to their distribution characteristics, the character frequency, and error rates, number of meanings, and number of pronunciations are log-transformed. Response time is reciprocally transformed and multiplied by -1000 to keep the same sign and direction.

\(^4\)Two GAM models have nearly the same explanatory variables, only RT model has an additional \( \text{C1stroke} \) due to its importance in the random forest analysis. \( \text{smSimRange} \) and \( \text{smSimTop5} \) are included as thin plate regression spline smoothing terms. Other pairwise character-level information is included as tensor-product smoothing terms. The worst concordances of the semantic indices are .13 and .09. The Pearson correlation between \( \text{smSimRange} \) and \( \text{smSimTop5} \) is .20.
and make more errors. Similarly, when the pseudowords have similar real word neighbors (larger smSimTop5), the responses tend to be slow and more error-prone. Although the underlying lexical process is inevitably more complicated, the results already demonstrate the relevance of the Notch-model derived semantic indices.

After real words and pseudowords evaluations, we established the Notch model can capture relationships between the constituent and word embeddings. Such capacity would suggest the model may learn the representations of how a character would function as a constituent in a word. Therefore, we further probe into the model to examine its character-level representations.

4 Character Jacobian

In this section, we extract and evaluate the character-level information in the Notch model. Being a model based on BERT, the Notch model learns the contextualized embeddings of each token in its input sequence. The characteristic has been applied to the word sense disambiguation task, where the model is successfully employed to create sense embeddings (Loureiro and Jorge, 2019; Scarlini et al., 2020). Therefore, an interesting question to ask is, how could we extract the character-level context-dependent information from the Notch model?

Specifically, this character-level information should ideally differentiate the word contexts the character occurs. For example, the character 手 shǒu means “hand” as an independent word. However, the same character could occur at the start of the word and carries different meanings, such as 手气 shǒu qì “luck” and 手臂 shǒu bì “arm”. In addition, the meanings are also different when occurring at the end of the word: 歌手 gē shǒu “singer”, or 分手 fēn shǒu “break up”. That is, the character-level information should have different representations for the same character when it is used differently.

There are at least three different approaches to extract character-level information from the Notch model. The first one is to use the BERT input embeddings directly. Since the bert-base-chinese is a by-character tokenizer, the input embeddings act like character embeddings. However, this approach does not have access to other characters in the same word; therefore, it is not context-sensitive as we require. The second approach uses the token embeddings in the later layers of the BERT model, with the advantage that the token embeddings would be context-sensitive after layers of transformation. Yet, it also implies that the token embeddings have already incorporated or mixed the represen-
4.1 Jacobian matrix

The Jacobian matrix is a matrix whose elements are the first-order partial derivatives of a vector-valued function:

$$\nabla F(X) = \begin{bmatrix}
\frac{\partial F_1(X)}{\partial x_1} & \cdots & \frac{\partial F_1(X)}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial F_m(X)}{\partial x_1} & \cdots & \frac{\partial F_m(X)}{\partial x_n}
\end{bmatrix}$$

As the Notch model’s inputs are discrete characters, we need first to convert the input characters to vectors to compute the Jacobian. Therefore, we leverage the input embeddings in the BERT embedding layer and convert the characters to vectors without introducing additional parameters. The converted embeddings are from the raw embeddings that are not yet involved with positional and sequence type encodings. The converted vectors are then used as the model input. Therefore, the Notch model could be considered as a function that brings the input vectors from the space of $R^{768 \times k}$, where $k$ is the word length, to the word embedding space of $R^{768}$.

The Jacobian of the input characters could be considered as the linear projection matrix that best approximates the non-linear transformation at a specific location in space. Informally, it describes how a slight perturbation of the character’s input vector nudges the word vectors in the embedding space. Figure 2 shows a simple illustration of a non-linear function transforming a rectangular grid into a warped mesh. Note that in the figure, although the transformation is non-linear, each transformed arrow is still tangent to its transformed grid. The Jacobian provides a way to describe how each black arrow is warped in its specific location.

Moreover, as the function (i.e., the Notch model) is context-sensitive to its input characters, the Jacobian automatically encodes the context in which the character occurs. In addition, the Jacobian is the first derivative of the character embeddings. We can directly attribute the matrix to that character. Thus, the Jacobian matrix satisfies the requirements of character-level information.

The downside of this approach would be that obtaining Jacobian matrices is relatively computationally expensive. As opposed to the input embedding and token embedding approach, which only requires a vector of 768 dimensions (i.e., the model dimension) for each character in each context, the Jacobian approach will require a $100 \times 768$ matrix and additional steps to compute. However, the issue should be alleviated with the advancement of algorithms (Baydin et al., 2022) and the hardware.

In the following evaluation, we only focus on the two-character word hence the character Jacobian, $J(c_i)$, is defined by the Jacobian, $\nabla F(c_i)$:

$$J(c_i) \triangleq \nabla F(c_i) = \frac{\partial F(\nu_1, \nu_2)}{\partial \nu_i}$$

where $\nu_1$ and $\nu_2$ are the corresponding input vectors.

4.2 Evaluation on affixoids clustering

In this evaluation, we aim to examine to what extent the character Jacobians captures the characters’ role in the words. The dataset we used is the “Common Affixoids Database” compiled by the CKIP group at Academia Sinica, Taiwan. The dataset includes different roles of a character, consisting of prefixes,
suffixes, or morphological roots. 5. Characters with different roles or different meanings will have separate entries. There are 2,471 unique characters and 4,893 entries in the dataset.

Among these entries, we first identified a set of characters that have more than one entry in the dataset. For example, 土 had one entry indicating land or clay, such as 土石 tǔ shí “earth and stones” or 土堤 tǔ tí “embankment”; also, it had another entry indicating “native or local”, such as 土狗 tǔ gǒu “native dog” or 土著 tǔ zhù “indigenous people”. We extracted at least two instances (i.e., example words) for each entry and at most five instances whose word frequencies were larger than one. As a result, we selected 796 unique characters and 1,765 entries. Among these entries, there are 7,072 instances.

For each character, we compute the character Jacobians of each instance in different entries. For example, 土 has two entries, and each entry has two instances, then we compute four character Jacobians for each instance. These Jacobians are then compared to each other to obtain a distance measure. Here we use the L1-norm. If the character Jacobians indeed capture the characters’ roles in different instances, the distances between character Jacobians of the same entry should be closer to those from other entries. That is, we could evaluate the character Jacobians by measuring the clustering performance implied by their pairwise distances. Here, we assess the clustering with the averaged silhouette score (Rousseeuw, 1987).

Furthermore, to establish a reference, we build a null distribution for each averaged silhouette score with random permutations. We randomly permute the instance labels 1,000 times for each character and compute one silhouette score. That is, we calculate the same averaged silhouette score as if the meanings of the characters no longer group the example words. These permuted scores will form a null distribution to which the silhouette score will be compared. Finally, we compute normalized cluster scores $\sigma_c$ for each character to indicate the clustering performance. The normalized cluster scores are defined by $1 - P_{null}(X)$, that is, the probability of obtaining the values higher than the observed silhouette scores assuming the null hypothesis is true. A lower $\sigma_c$ would indicate the corresponding silhouette score is less likely to result from the random chance, hence, the better clustering.

In addition to the character Jacobian of the target character (CharJac-Target, e.g. 土 in 土石), we also include five conditions for comparison. The CharJac-nonTarget refers to the character Jacobian of the character in non-target position (e.g. 石 in 土石). This condition show the roles of the other character in the same word. Next, the NotchVec-Word and TencVec-Word are computing the same silhouette scores but using the word vectors from the Notch predictions and Tencent embeddings respectively. These conditions provide the baseline for word-level semantics. Finally, the TencVec-nonTarget and InputEmb-nonTarget both compute the
scores based on the embeddings of the character at non-target position. The former one uses the single-character word embeddings from Tencent dataset, while the later one uses the input embeddings from the first layer of Notch model. These two conditions serve as the baselines for the information the non-target character could provide in clustering.

The results are shown in Figure 3. It can be seen the two conditions of character Jacobian have distinct distributions compared to other conditions. The inset plot in Figure 3 further shows the median of $\sigma_c$ for each condition. It is apparent that the character Jacobians, regardless of the target or non-target position, could form the clusters better, as indicated by the lower values compared to other conditions. The comparison across conditions additionally reveal that the clustering results cannot be achieved by the word-level semantic (the NotchVec-Word and TencVec-Word condition), or by considering the character as single-character alone (the TencVec-nonTarget and InputEmb-nonTarget). The results demonstrate that character Jacobian captures an important aspect of the character’s role in the word.

5 Conclusion

In this paper, we present the Notch model, from which we derive the character Jacobians. In a series of experiments, we show that the model predicts the embeddings of the real words from their constituents and helps account for the behavioral data of the pseudowords. In addition, we also show that character Jacobians capture characters’ roles in the words, which reflect the meanings of the characters.

The approach to study compounding by modeling the word embeddings and exploring their Jacobians could also be applied to other languages. Multilingual language models and word embeddings are readily available in the community. However, the most interesting question is how to study compounding if the language’s writing system may introduce spaces in the compounds, such as the case in English. The commonly-used word embeddings only include entries with no interword spaces. That is, there will be entries for earthquake, airport, but no entries for rush hour, coffee mug. Moreover, it could be argued that the interword spaces bear significance in cognitive processing (Juhasz et al., 2005). It will be thus an interesting future work to systematically study compounding in this case.

Character Jacobians open up new possibilities to study Chinese characters or morphology with deep learning models. However, as the Jacobian is an abstract mathematical object, other future works include further investigating its relation with morphological rules and lexical categories and how it connects to the distributional semantics.
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