On the $a$-points of the derivatives of the Riemann zeta function
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Abstract

We prove three results on the $a$-points of the derivatives of the Riemann zeta function. The first result is a formula of the Riemann-von Mangoldt type; we estimate the number of the $a$-points of the derivatives of the Riemann zeta function. The second result is on certain exponential sum involving $a$-points. The third result is an analogue of the zero density theorem.

We count the $a$-points of the derivatives of the Riemann zeta function in
\[
1/2 - (\log \log T)^2 / \log T < \Re s < 1/2 + (\log \log T)^2 / \log T.
\]

1 Introduction

The Riemann zeta function $\zeta(s)$ is one of the most important functions in number theory, and its importance comes from its relation to the distribution of primes. The theory of the Riemann zeta function has a famous conjecture, which is the Riemann hypothesis. The Riemann hypothesis states that all of the nontrivial zeros of the Riemann zeta function are located on the critical line, $\Re s = 1/2$.

Hence it is important to study the zeros of the Riemann zeta function. In 1905, von Mangoldt proved the Riemann-von Mangoldt formula
\[
N(T) = \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + O(\log T),
\]
where $N(T)$ is the number of zeros of the Riemann zeta function counted with multiplicity in the region $0 < \Im s < T$. As a generalization of this formula, in 1913, Landau \cite{1} estimated the number of the $a$-points of the Riemann zeta function, where we define the $a$-point of the function $f(s)$ as a root of $f(s) = a$. Especially, $\rho_a = \beta_a + i\gamma_a$ denotes the $a$-points of $\zeta(s)$. For $a \in \mathbb{C}$, he proved the following;

\[
N(a;1,T) := \sum_{1 < \gamma_a < T} 1 = \begin{cases} 
\frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + O(\log T) & (a \neq 1), \\
\frac{T}{2\pi} \log \frac{T}{4\pi} - \frac{T}{2\pi} + O(\log T) & (a = 1).
\end{cases} \tag{1.1}
\]
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Furthermore, Landau [5] proved another generalization of the Riemann-von Mangoldt formula. For $x > 1$, he proved
\[
\sum_{0 < \gamma_0 < T} x^{\rho_0} = -\Lambda(x) \frac{T}{2\pi} + O(\log T),
\]
where $\Lambda(x)$ is the von Mangoldt $\Lambda$ function if $x$ is an integer, and otherwise $\Lambda(x) = 0$. If $x = 1$, the left-hand side is just the number of zeros of the Riemann zeta function counted with multiplicity in the region $0 < \Im s < T$, so this is a generalization of the Riemann-von Mangoldt formula. This formula was also generalized by Steuding [11] who proved that for any positive real number $x \neq 1$ we have
\[
\sum_{0 < \gamma_0 < T} x^{\rho_0} = \left( \alpha(x) - x \Lambda \left( \frac{1}{x} \right) \right) \frac{T}{2\pi} + O(T^{\frac{3}{4} + \varepsilon}),
\]
where $\alpha(x)$ is the coefficient of the series
\[
\frac{\zeta'(s)}{\zeta(s) - a} = \sum_{d > 0} \frac{\alpha(d)}{d^s}
\]
for $x \in \mathbb{Z}$ and $\alpha(x) = 0$ for $x \notin \mathbb{Z}$ if $a \neq 1$. If $a = 1$, $\alpha(x)$ is also the coefficient of (1.3) for $2^n x \in \mathbb{Z}$ with some $n \in \mathbb{N}$. If $2^n x \notin \mathbb{Z}$ for any $n \in \mathbb{N}$, $\alpha(x) = 0$.

On the other hand, in 1914, Bohr and Landau [2] showed that almost all zeros of the Riemann zeta function lie near the critical line. Landau [3] generalized this result under the Riemann hypothesis. He proved that almost all $\alpha$-points of the Riemann zeta function lie near the critical line under the Riemann hypothesis. Later, Levinson [7] proved it unconditionally. Precisely, he proved that for sufficiently large $T$, $T^{1/2} \leq U \leq T$ and $a \in \mathbb{C}$, we have
\[
N^{(1)}(a; T, T + U) := \sum_{T < \gamma_a < T + U} 1 = O \left( \frac{U \log T}{\log \log T} \right),
\]
\[
N^{(2)}(a; T, T + U) := \sum_{T < \gamma_a < T + U \atop \beta_a > 1/2 + (\log \log T)^2 / \log T} 1 = O \left( \frac{U \log T}{\log \log T} \right)
\]
and
\[
N^{(3)}(a; T, T + U) := \sum_{T < \gamma_a < T + U \atop 1/2 - (\log \log T)^2 / \log T < \beta_a < 1/2 + (\log \log T)^2 / \log T} 1 = \frac{U}{2\pi} \log T + O \left( \frac{U \log T}{\log \log T} \right).
\]

These results have been generalized to the case of the zeros of the derivatives of the Riemann zeta function. We define $\zeta^{(k)}(s)$ as the $k\text{th}$ derivative of the
Riemann zeta function, and $\rho_{a}^{(k)} = \beta_{a}^{(k)} + i\gamma_{a}^{(k)}$ denotes the $a$-point of $\zeta^{(k)}(s)$. In 1970, Berndt \[1\] showed a formula of the Riemann-von Mangoldt type for $\zeta^{(k)}(s)$ with $k \geq 1$;

$$N_{k}(0; 0, T) := \sum_{0 < \gamma_{0}^{(k)} < T} 1 = \frac{T}{2\pi} \log \frac{T}{4\pi} - \frac{T}{2\pi} + O(\log T). \quad (1.7)$$

Equations (1.4)-(1.6) are also generalized to the zeros of $\zeta^{(k)}(s)$ by Levinson and Montgomery \[8, Theorem 2\]. They proved

$$N_{k}^{(1)}(0; 0, T) + N_{k}^{(2)}(0; 0, T) := \sum_{0 < \gamma_{0}^{(k)} < T} 1 \ll \delta^{-1}T \log \log T$$

for $k \geq 1$.

In this paper, we generalize these results. We generalize these estimations to the $a$-points of the derivatives of the Riemann zeta function. In Section 2, we prove some lemmas and fundamental results on the $a$-points of $\zeta^{(k)}(s)$. Precisely, we find the "$a$-point free" region and the trivial $a$-points. In Section 3, we prove a generalization of Landau’s result (1.1) and Berndt’s result (1.7).

**Theorem 1.1.** For any positive integer $k$ and any complex number $a \neq 0$, we have

$$N_{k}(a; 1, T) := \sum_{1 < \gamma_{a}^{(k)} < T} 1 = \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{T}{2\pi} + O(\log T).$$

The reason why the summation does not count the $a$-points with $0 < \gamma_{a}^{(k)} \leq 1$ is that there exist many trivial $a$-points. See Theorem 2.3.

In Section 4, we show a generalization of Steuding’s result (1.2).

**Theorem 1.2.** Let $x > 1$. For any positive integer $k$ and any complex number $a$, we have

$$\sum_{1 < \gamma_{a}^{(k)} < T} x^{\gamma_{a}^{(k)}} = \begin{cases} \frac{T}{2\pi} \sum_{l \geq 0 \atop n_{0}, \ldots, n_{l} \geq 2 \atop x = n_{0} \cdots n_{l}} \frac{(-1)^{k(l+1)}}{a^{l+1}} (\log n_{0})^{k+1}(\log n_{1} \cdots \log n_{l})^k + O(\log T) & (a \neq 0), \\ \frac{T}{2\pi} \sum_{l \geq 0 \atop n_{0}, \ldots, n_{l} \geq 3 \atop x = n_{0} \cdots n_{l}/2^{l+1}} \left(\frac{-1}{(\log 2)^k}\right)^{l+1} (\log n_{0})^{k+1}(\log n_{1} \cdots \log n_{l})^k + O(\log T) & (a = 0). \end{cases}$$

If $a \neq 0$, the summation of the right-hand side is zero for $x \notin \mathbb{Z}$, and if $a = 0$ and $2^n x \notin \mathbb{Z}$ for any $n \in \mathbb{N}$, the summation of the right-hand side is zero.
Finally, in Section 5, we prove an analogue of Levinson’s results (1.4)-(1.6).

**Theorem 1.3.** Let $k$ be a positive integer, $\alpha > 1/2$ be a real number and $a$ be a complex number. For sufficiently large $T$ and $T^\alpha \leq U \leq T$, we have

\[
N_k^{(1)}(a; T, T + U) := \sum_{T < \gamma_a(k) < T + U} 1 = O\left( \frac{U \log T}{\log \log T} \right),
\]

\[
N_k^{(2)}(a; T, T + U) := \sum_{T < \gamma_a(k) < T + U} 1 = O\left( \frac{U \log T}{\log \log T} \right),
\]

and

\[
N_k^{(3)}(a; T, T + U) := \sum_{T < \gamma_a(k) < T + U} 1
\]

\[
\leq \frac{U}{2\pi} \log T + O\left( \frac{U \log T}{\log \log T} \right).
\]

These three main results imply a result on the uniform distribution on the derivatives of the Riemann zeta function. Actually, in [6], Lee, Suriajaya and the author give the result on the uniform distribution of \( \{\alpha \gamma_a(k)\} \) for all $\alpha \neq 0$. (See [6, THEOREM 1.1].) In the proof of this result, all of main results in this paper are necessary, and play an important role.

The proofs of the main results are similar to the proofs of [3, (22)], [11, Theorem 6] and [7, Theorem]. The difference between those proofs and our proofs is the existence of the functional equation. In [3], [11] and [7], they studied the Riemann zeta function, and it has the functional equation. On the other hand, in this paper, we study the derivatives of the Riemann zeta function, and it does not have the functional equation. Instead of the functional equation, we prove and apply Lemma 2.1 and Lemma 2.6.

## 2 Lemmas and Fundamental Results

In this section, we prove some lemmas and fundamental results on the $a$-points for the derivatives of the Riemann zeta function. Hereafter we put $s = \sigma + it$.

**Lemma 2.1.** Let $k$ be a positive integer. For $c > 1$, the following equation holds in the region \( \{s \in \mathbb{C} \mid \sigma > c, |t| \geq 1\} \);

\[
\zeta^{(k)}(1 - s) = (-1)^k 2(2\pi)^{-s} \Gamma(s)(\log s)^k \cos \frac{\pi s}{2} \zeta(s) \left( 1 + O\left( \frac{1}{|\log s|} \right) \right).
\]
**Proof.** We use the equation [9 (6)-(7c)]

\[
\zeta(k)(1-s) = (-1)^k2(2\pi)^{-s} \left\{ \Gamma(k)(s)\cos\frac{\pi s}{2} \zeta(s) + \sum_{j=0}^{k-1} \Gamma^{(j)}(s)R_{jk}(s) \right\},
\]

where

\[
R_{jk}(s) = P_{jk}(s)\cos\frac{\pi s}{2} + Q_{jk}(s)\sin\frac{\pi s}{2},
\]

\[
P_{jk}(s) = \sum_{n=0}^{k} a_{jkn}\zeta^{(n)}(s),
\]

\[
Q_{jk}(s) = \sum_{n=0}^{k} b_{jkn}\zeta^{(n)}(s)
\]

and \(a_{jkn}, b_{jkn}\) are constants. By [9 (10)], derivatives of the gamma function can be estimated as

\[
\Gamma^{(j)}(s) = \Gamma(s)(\log s)^j \left( 1 + O\left( \frac{1}{s \log s} \right) \right).
\]

By (2.2), we estimate the first and second terms of (2.1) in the region \(s \in \mathbb{C} \mid \sigma > c, |t| \geq 1\) as follows;

\[
\left| \Gamma(k)(s)\cos\frac{\pi s}{2} \zeta(s) \right| \asymp \Gamma(s)(\log s)^k e^{\pi|t|/2},
\]

\[
\sum_{j=0}^{k-1} \Gamma^{(j)}(s)R_{jk}(s) \ll \Gamma(s)(\log s)^{k-1} e^{\pi|t|/2},
\]

since in the same region, we have \(\zeta(s) \asymp 1\) and \(\zeta^{(j)}(s) = \sum_{n=2}^{\infty}(-\log n)^{j}/n^{s} \ll 1\). Hence we obtain Lemma 2.1. □

By this lemma, we can find the "a-point free" region for \(\zeta(k)(s)\). When \(a = 0\), Spira [9] found the zero free region for \(\zeta(k)(s)\). The next theorem is a generalization of his result.

**Theorem 2.2.** For any positive integer \(k\) and \(a \in \mathbb{C}\), there exist real numbers \(E_{1k}(a) \leq 0\) and \(E_{2k}(a) \geq 1\) such that \(|\zeta(k)(s)| > |a|\) for \(\{s \in \mathbb{C} \mid \sigma \leq E_{1k}(a), |t| \geq 1\}\) and \(|\zeta(k)(s)| < |a|\) for \(\{s \in \mathbb{C} \mid \sigma \geq E_{2k}(a)\}\). In particular, \(\zeta(k)(s)\) has no \(a\)-points for these two regions.

**Proof.** When \(a = 0\), Titchmarsh [12, Theorem 11.5(C)] and Spira [9] have already proved this theorem. Hence we only prove the case \(a \neq 0\). When \(\sigma \leq E_{1k}(a)\) and \(|t| \geq 1\), it follows from Lemma 2.1 that \(\zeta(k)(1-s) \to \infty\) as \(\sigma \to \infty\), so \(\zeta(k)(1-s) \neq a\) for sufficiently large \(\sigma\). When \(\sigma \geq E_{2k}(a)\), since \(\zeta(k)(s) = \sum_{n=2}^{\infty}(-\log n)^{k}/n^{s} \to 0\) as \(\sigma \to \infty\), we have \(\zeta(k)(s) \neq a\) for sufficiently large \(\sigma\). □
To state the next theorem, we define the region $C_n$ as
\[ C_n := \{ s \in \mathbb{C} \mid -2n - 1 < \sigma < -2n + 1, \ -1 < t < 1 \}. \]

Spira \cite{10} proved that there is an $\alpha_k$ such that $\zeta^{(k)}(s)$ has exactly one real zero in $C_n$ for $1 - 2n \leq \alpha_k$. Levinson \cite{7} pointed out that $\zeta(s) = a$ has exactly one root in the neighborhood of $s = -2n$ for large $n$. The same phenomenon holds for $a$-points of $\zeta^{(k)}(s)$.

**Theorem 2.3.** For any positive integer $k$, there exists a positive integer $N = N_k(a)$ such that $\zeta^{(k)}(s) = a$ has just one root in $C_n$ for each $n \geq N$.

**Proof.** We prove that there exists an integer $N = N_k(a) \in \mathbb{N}$ such that $\zeta^{(k)}(1-s) - a$ has just one zero in $C_n'$ for each $n \geq N$, where
\[ C_n' := \{ s \in \mathbb{C} \mid 2n < \sigma < 2n + 2, \ -1 < t < 1 \}. \]

By (2.1), we have
\[ \zeta^{(k)}(1-s) - a = \left\{ (-1)^k2(2\pi)^{-s}\Gamma^{(k)}(s)\cos\frac{\pi s}{2}\zeta(s) \right\} + \left\{ (-1)^k2(2\pi)^{-s}\sum_{j=0}^{k-1}\Gamma^{(j)}(s)R_{jk}(s) - a \right\} \]
\[ =: G_1(s) + G_2(s), \]
say. By (2.3) and (2.4), there exists an $N_1$ such that $|G_1(s)| > |G_2(s)|$ holds in
\[ \{ s \in \mathbb{C} \mid 2n \leq \sigma \leq 2n + 2, \ t = 1 \} \]
for each $n \geq N_1$. Considering the complex conjugate, we find that there exists an $N_2$ such that $|G_1(s)| > |G_2(s)|$ holds in
\[ \{ s \in \mathbb{C} \mid 2n \leq \sigma \leq 2n + 2, \ t = -1 \} \]
for each $n \geq N_2$. Next, we consider the segment
\[ \{ s \in \mathbb{C} \mid \sigma = 2n, \ -1 \leq t \leq -1 \}. \]
Since $|\cos\pi s/2| \asymp 1$ holds on this segment, we have
\[ |G_1(s)| \gg (2\pi)^{-\sigma}|\Gamma(s)||\log s|^k, \]
\[ |G_2(s)| \ll (2\pi)^{-\sigma}|\Gamma(s)||\log s|^{k-1}. \]
Hence there exists an $N_3$ such that $|G_1(s)| > |G_2(s)|$ holds on this segment for each $n \geq N_3$.

Choosing $N = \max\{N_1, N_2, N_3\}$ and applying Rouché's theorem, $\zeta^{(k)}(1-s) - a$ and $G_1(s)$ has the same number of zeros in $C_n'$ for each $n \geq N$. The function $G_1(s)$ has just one zero $s = 2n + 1$ in $C_n'$. Therefore, $\zeta^{(k)}(1-s) - a$ has just one zero in $C_n'$. \qed
Note that if \( a \in \mathbb{C} \setminus \mathbb{R} \), there are infinitely many \( a \)-points of \( \zeta^{(k)}(s) \) in at least one of \( \{s \in \mathbb{C} \mid 0 < t < 1\} \) or \( \{s \in \mathbb{C} \mid -1 < t < 0\} \), since \( \zeta^{(k)}(s) \in \mathbb{R} \) for \( s \in \mathbb{R} \). Furthermore if \( a \in \mathbb{C} \setminus \mathbb{R} \), there exists infinitely many \( a \)-points, or infinitely many \( \bar{a} \)-points, of \( \zeta^{(k)}(s) \) in \( \{s \in \mathbb{C} \mid 0 < t < 1\} \) since \( \zeta^{(k)}(\overline{s}) = \overline{\zeta^{(k)}(s)} \).

Next, to prove the main theorems, we prove the following three lemmas, Lemma 2.4, Lemma 2.5 and Lemma 2.6. These lemmas are generalizations of the classical results. The first lemma is a generalization of \([12, \text{THEOREM 9.6 (A)}]\). The second lemma is a generalization of \([12, \text{THEOREM 9.2}]\). The third lemma is a generalization of \([12, \text{THEOREM 9.6 (A)}]\).

**Lemma 2.4.** For any positive integer \( k \) and any complex number \( a \), there exist complex numbers \( A_{k,a} \), \( B_{k,a} \) and a non-negative integer \( m_{k,a} \) such that the following equations hold:

\[
(s - 1)^{k+1} \left( \zeta^{(k)}(s) - a \right) = e^{A_{k,a} + B_{k,a} s} s^{m_{k,a}} \prod_{\rho_{a}^{(k)} \neq 0} \left( 1 - \frac{s}{\rho_{a}^{(k)}} \right) e^{s/\rho_{a}^{(k)}},
\]

\[
\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} = \frac{k + 1}{s - 1} + B_{k,a} + \frac{m_{k,a}}{s} + \sum_{\rho_{a}^{(k)} \neq 0} \left( \frac{1}{s - \rho_{a}^{(k)}} + \frac{1}{\rho_{a}^{(k)}} \right).
\]

**Proof.** The second equation is given from the first equation by using the logarithmic derivative. Hence we prove the first equation. By Cauchy’s integral theorem, we have

\[
\zeta^{(k)}(s) = \frac{k!}{2\pi i} \int_{|z-s|=\alpha} \frac{\zeta(z)}{(z-s)^{k+1}} dz \tag{2.5}
\]

for positive \( \alpha \). The Riemann zeta function is estimated as \( \zeta(s) \ll |s| \) for \( \sigma \geq 1/2, |s-1| > 1 \) by \([12, \text{(2.12.2)}]\). It follows from the functional equation \( \zeta(1-s) = 2^{1-s} \cos(\pi s/2) \Gamma(s) \zeta(s) \) and Stirling’s formula \( |\Gamma(s)| \ll |\exp\{(s-1/2) \log s - s + O(1)\}| \) that we can also estimate the Riemann zeta function for \( \sigma \leq 1/2, |s| > 1 \) as

\[
\zeta(s) \ll \exp(|s|^{1+\varepsilon}) \tag{2.6}
\]

with any small \( \varepsilon > 0 \). Therefore \( \text{(2.6)} \) holds for \( |s| > 2 \). Using this estimation, we estimate \( \text{(2.5)} \) for \( |s| > 3 \) with \( \alpha = 1 \) as

\[
\zeta^{(k)}(s) \ll \exp(|2s|^{1+\varepsilon}) \ll \exp(|s|^{1+2\varepsilon}).
\]

Since \( \zeta(s) \) has only one simple pole at \( s = 1 \) and the above estimation holds, \( (s - 1)^{k+1} (\zeta^{(k)}(s) - a) \) is an entire function and is of order 1. Hence by the Hadamard factorization theorem, the lemma is valid.
Lemma 2.5. For any complex number \( a \) and any sufficiently large \( T \), we have

\[
N_k(a; 1, T + 1) - N_k(a; 1, T) \ll \log T.
\]

Proof. First we prove that the estimation

\[
\zeta^{(k)}(s) \ll |t|^{\mu(\sigma) + \varepsilon}
\]

holds as \(|t| \to \infty\) for any small \( \varepsilon > 0 \) and fixed \( \sigma \) if \( \mu(\sigma) \) satisfies \( \zeta(s) \ll |t|^{\mu(\sigma) + \varepsilon} \). This function \( \mu(\sigma) \) satisfies the inequality

\[
\mu(\sigma) \leq \begin{cases} 
0 & (\sigma \geq 1) \\
1/2 - \sigma/2 & (0 < \sigma < 1) \\
1/2 - \sigma & (\sigma \leq 0)
\end{cases}
\]

by [12, Section 5.1]. We use (2.5). In (2.5), \( \zeta(z) \) can be estimated for fixed \( \sigma \) as

\[
\zeta(z) \ll |t + \alpha|^{\mu(\sigma - \alpha) + \varepsilon} \\
\ll |1 + \alpha/t|^{\mu(\sigma) + \alpha + \varepsilon} \cdot |t|^{\mu(\sigma) + \alpha + \varepsilon}.
\]

Choosing \( \alpha = 1/\log t \), then \( \zeta(z) \ll |t|^{\mu(\sigma) + \varepsilon} \) holds. Substituting this estimation into (2.5), we have

\[
\zeta^{(k)}(s) \ll |\log t|^k |t|^{\mu(\sigma) + \varepsilon} \\
\ll |t|^{\mu(\sigma) + k \log \log t/\log t + \varepsilon}.
\]

Since we have \( k \log \log t/\log t \to 0 \) as \( t \to \infty \), the estimation (2.7) holds.

When \( a = 0 \), we can easily obtain Lemma 2.5 from (1.7). Hence we only consider the case \( a \neq 0 \). Since \( \zeta^{(k)}(s) \to 0 \) as \( \sigma \to 0 \), there exists a constant \( C_1 > E_{2k}(a) \) such that \( |\zeta^{(k)}(C_1 + it)| \leq |a|/2 \) for all \( t \in \mathbb{R} \). By Jensen’s theorem, we have

\[
\int_0^{C_1 - E_{1k}(a) + 2} n(r) \frac{r}{r} dr \\
= \frac{1}{2\pi} \int_0^{2\pi} \log \left| \zeta^{(k)} \left( C_1 + IT + (C_1 - E_{1k}(a) + 2) e^{i\theta} \right) - a \right| d\theta \\
- \log \left| \zeta^{(k)}(C_1 + iT) - a \right|,
\]

where \( n(r) \) is the number of zeros of \( \zeta^{(k)}(s) - a \) in the circle with center \( C_1 + iT \) and radius \( r \). Since \( \zeta^{(k)}(s) \ll |t|^{\mu(\sigma) + \varepsilon} \), there exists a constant \( C_2 > 0 \) such that

\[
\log \left| \zeta^{(k)} \left( C_1 + IT + (C_1 - E_{1k}(a) + 2) e^{i\theta} \right) - a \right| \leq C_2 \log T.
\]

Furthermore since \( |\zeta^{(k)}(C_1 + iT)| \leq |a|/2 \), we have

\[
\log \left| \zeta^{(k)}(C_1 + iT) - a \right| \ll 1.
\]
$a$-points of $\zeta^{(k)}(s)$

Hence we have

$$\int_0^{C_1 - E_1(k(a) + 2 \ n(r)} \frac{n(r)}{r} dr \ll \log T. \quad (2.8)$$

On the other hand, we have

$$\int_0^{C_1 - E_1(k(a) + 2 \ n(r)} \frac{n(r)}{r} dr \geq \int_{C_1 - E_1(k(a) + 2}^{C_1 - E_1(k(a) + 1} \frac{n(r)}{r} dr \geq n(C_1 - E_1(k(a) + 1) \int_{C_1 - E_1(k(a) + 1}^{C_1 - E_1(k(a) + 1} \frac{1}{r} dr. \quad (2.9)$$

From (2.8) and (2.9), we have

$$N_k(a; 1, T + 1) - N_k(a; 1, T) \leq n(C_1 - E_1(k(a) + 1) \ll \log T.$$

\[\square\]

**Lemma 2.6.** Let $\sigma_1$ and $\sigma_2$ be real numbers with $\sigma_1 < \sigma_2$. For $s \in \mathbb{C}$ with $\sigma_1 < \sigma < \sigma_2$ and large $t$, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} - a = \sum_{|\gamma^{(k)}_a(t)| < 1} \frac{1}{s - \rho^{(k)}_a} + O(\log t).$$

**Proof.** From Lemma 2.4, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} - a = \sum_{\rho^{(k)}_a \neq 0} \left( \frac{1}{s - \rho^{(k)}_a} + \frac{1}{\rho^{(k)}_a} \right) + O(\log t). \quad (2.10)$$

We define $\mathcal{D}_1, \mathcal{D}_2, \mathcal{D}_3$ by

$$\mathcal{D}_1 := \{ s \in \mathbb{C} \mid E_1(k(a) < \sigma < E_2(k(a), 1 < |t| \},$$

$$\mathcal{D}_2 := \{ s \in \mathbb{C} \mid \sigma < -2N_k(a) + 1, |t| < 1 \},$$

$$\mathcal{D}_3 := \{ s \in \mathbb{C} \mid -2N_k(a) + 1 \leq \sigma \leq E_2(k(a), |t| \leq 1 \},$$

respectively. We divide the summation of (2.10) into the following three parts;

$$\sum_{\rho^{(k)}_a \neq 0} \left( \frac{1}{s - \rho^{(k)}_a} + \frac{1}{\rho^{(k)}_a} \right) = \left( \sum_{\rho^{(k)}_a \in \mathcal{D}_1} + \sum_{\rho^{(k)}_a \in \mathcal{D}_2} + \sum_{\rho^{(k)}_a \in \mathcal{D}_3} \rho^{(k)}_a \neq 0 \right) \left( \frac{1}{s - \rho^{(k)}_a} + \frac{1}{\rho^{(k)}_a} \right)

\quad =: S_1(s) + S_2(s) + S_3(s),$$
say. In the region \( D_3 \), \( \zeta^{(k)}(s) - a \) has only finitely many zeros, so we have \( S_3(s) = O(1) \). By Theorem 2.3, every \( a \)-point is in \( C_n \), hence we have

\[
S_3(s) = O(1).
\]

By Theorem 2.3, every \( a \)-point is in \( C_n \), hence we have

\[
|S_2| \leq \sum_{n \geq N_k(a)} \left| \frac{1}{it + 2n + O(1)} + \frac{1}{-2n + O(1)} \right|
\]

\[
\ll \sum_{n \geq N_k(a)} \left| \frac{1}{it + 2n} - \frac{1}{2n} \right|
\]

\[
\ll \sum_{n \geq 1} \left( \frac{t}{4n^2 + t^2} + \frac{t^2}{n(4n^2 + t^2)} \right).
\]

The first term can be estimated as

\[
\sum_{n \geq 1} \frac{t}{4n^2 + t^2} \ll \sum_{1 \leq n \leq t} \frac{1}{n} + \sum_{n > t} \frac{t}{n^2} \ll 1,
\]

and the second term can be estimated as

\[
\sum_{n \geq 1} \frac{t^2}{n(4n^2 + t^2)} \ll \sum_{1 \leq n \leq t} \frac{1}{n} + \sum_{n > t} \frac{t^2}{n^3} \ll \log t.
\]

Therefore we have \( S_2(s) = O(\log t) \).

Finally we estimate (2.10). When \( s = E_{2k}(a) + 1 + it \), since

\[
|\zeta^{(k)}(E_{2k}(a) + 1 + it)| < |\zeta^{(k)}(E_{2k}(a))| < |a| \]

holds by Theorem 2.2, we have

\[
\frac{\zeta^{(k+1)}(E_{2k}(a) + 1 + it)}{\zeta^{(k)}(E_{2k}(a) + 1 + it) - a} \ll 1.
\]

By the above argument, we can also estimate

\[
S_2(E_{2k}(a) + 1 + it) \ll \log t \quad \text{and} \quad S_3(E_{2k}(a) + 1 + it) \ll 1.
\]

Hence we have

\[
\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} = \sum_{\rho^{(k)} \in D_1} \left( \frac{1}{s - \rho^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho^{(k)}} \right) + O(\log t).
\]

For integer \( n \neq -1, 0 \), by Lemma 2.5, we have

\[
\sum_{t+n<\gamma_a^{(k)} \leq t+n+1} \left( \frac{1}{s - \rho^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho^{(k)}} \right)
\]

\[
\ll \sum_{t+n<\gamma_a^{(k)} \leq t+n+1} \frac{E_{2k}(a) + 1 - \sigma}{(s - \rho^{(k)})(E_{2k}(a) + 1 + it - \rho^{(k)})}
\]

\[
\ll \sum_{t+n<\gamma_a^{(k)} \leq t+n+1} \frac{1}{(t - \gamma_a^{(k)})^2}
\]

\[
\ll \sum_{t+n<\gamma_a^{(k)} \leq t+n+1} \frac{1}{n^2} \ll \frac{\log |t + n|}{n^2}.
\]
In this section, by applying Lemma 2.1 and Lemma 2.6, we prove Theorem 1.1.

3 Proof of Theorem 1.1

It follows from the above estimations that the following three estimations hold:

\[
\sum_{t+1<\gamma_a^{(k)}} \left( \frac{1}{s - \rho_a^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho_a^{(k)}} \right) \ll \sum_{n=1}^{\infty} \frac{\log |t + n|}{n^2} \ll \log t,
\]

\[
\sum_{1<\gamma_a^{(k)}<t-1} \left( \frac{1}{s - \rho_a^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho_a^{(k)}} \right) \ll \sum_{1-t\leq n\leq -2} \frac{\log |t + n|}{n^2} + O(1) \ll \log t,
\]

\[
\sum_{\gamma_a^{(k)}\leq-1} \left( \frac{1}{s - \rho_a^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho_a^{(k)}} \right) \ll \sum_{n\leq-t-1} \frac{\log |t + n|}{n^2} + O(1) \ll 1.
\]

Thus we have

\[
\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} = \sum_{|\gamma_a^{(k)}| - t < 1} \left( \frac{1}{s - \rho_a^{(k)}} - \frac{1}{E_{2k}(a) + 1 + it - \rho_a^{(k)}} \right) + O(\log t).
\]

The estimations

\[
\sum_{|\gamma_a^{(k)}| - t < 1} \frac{1}{E_{2k}(a) + 1 + it - \rho_a^{(k)}} \ll \sum_{|\gamma_a^{(k)}| - t < 1} 1 \ll \log t
\]

are valid, so we obtain the lemma.

Theorems

3 Proof of Theorem 1.1

In this section, by applying Lemma 2.1 and Lemma 2.6, we prove Theorem 1.1.

(Proof of Theorem 1.1) Since \( a \neq 0 \) and \( \zeta^{(k)}(s) \to 0 \) as \( \sigma \to \infty \), there exists a constant \( E_{2k}(a) \geq E_{2k}(a) \) such that

\[
\arg(\zeta^{(k)}(s) - a) \in (\arg(-a) - \pi/2, \arg(-a) + \pi/2) \quad (3.1)
\]

for all \( s \) with \( \sigma \geq E_{2k}(a) \). Furthermore, since it follows from Lemma 2.1 that \( \zeta^{(k)}(s) \to \infty \) holds as \( \sigma \to -\infty \) for \( t \geq 1 \), there exists a sufficiently small constant \( E_{1k}(a) \leq \min\{E_{1k}(a), -1\} \) such that \( |a/\zeta^{(k)}(s)| < 1 \) for \( \sigma \leq E_{1k}'(a) \) and \( t \geq 1 \).

By the argument principle, we have

\[
N_k(a; 1, T) = \frac{1}{2\pi} \int \left( \int_{E'_{2k}(a) + i}^{E'_{2k}(a) + iT} + \int_{E_{2k}(a) + i}^{E_{2k}'(a) + iT} + \int_{E_{1k}(a) + i}^{E_{1k}'(a) + iT} + \int_{E_{1k}'(a) + i}^{E_{1k}(a) + iT} \right) \frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} ds
\]

say.

The first integral \( J_1 \) does not depend on \( T \), so \( J_1 = O(1) \) holds.

The second integral is also estimated as \( J_2 = O(1) \) since we have

\[
J_2 = \left[ \arg(\zeta^{(k)}(s) - a) \right]_{E'_{2k}(a) + iT}^{E_{2k}(a) + iT} \ll 1
\]
by (3.1).

Next we consider the fourth integral $J_4$. Since $|a/\zeta^{(k)}(s)| < 1$, we have

$$J_4 = \Im \int_{E'_{1k}(a) + iT}^{E'_{1k}(a) + i} \frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} \left(1 + \sum_{n=1}^{\infty} \left(\frac{a}{\zeta^{(k)}(s)}\right)^n\right) ds.$$

By Lemma 2.1 and Stirling’s formula, we have

$$\zeta^{(k)}(E'_{1k}(a) + it) \gg |t|^{1/2 - E'_{1k}(a)} e^{-\pi|t|/2} \cdot \log(|t + 2|)^{k} e^{\pi|t|/2}$$

$$\gg |t|^{1/2 - E'_{1k}(a)} \gg |t|^{3/2}.$$  \hspace{1cm} (3.2)

Hence we have

$$\sum_{n=1}^{\infty} \left(\frac{a}{\zeta^{(k)}(E'_{1k}(a) + it)}\right)^n \ll |t|^{-3/2}.$$

Moreover by Lemma 2.1, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} \ll |\log(1 - s)|$$

for $s = E'_{1k}(a) + it$. Therefore we have

$$J_4 = \Im \int_{E'_{1k}(a) + iT}^{E'_{1k}(a) + i} \frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} ds + O \left(\int_{E'_{1k}(a) + iT}^{E'_{1k}(a) + i} |\log(1 - s)||t|^{-3/2} ds\right)$$

$$= \Im \int_{E'_{1k}(a) + iT}^{E'_{1k}(a) + i} \frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} ds + O(1).$$ \hspace{1cm} (3.3)

The integral of the first term of (3.3) coincides with $I_4$ in [1]. By the calculations on $I_4$ in [1], we have

$$J_4 = T \log \frac{T}{2\pi} - T + O(\log T).$$

Finally, we consider the third term $J_3$. We apply Lemma 2.6, then we have

$$J_3 = \Im \left(\sum_{|\gamma_a^{(k)} - t| < 1} \frac{1}{s - \rho_a^{(k)}} ds + O \left(\int_{E'_{2k}(a) + iT}^{E'_{2k}(a) + i} \log t ds\right)\right)$$

$$= \Im \sum_{|\gamma_a^{(k)} - T| < 1} \int_{E'_{2k}(a) + iT}^{E'_{2k}(a) + i} \frac{1}{s - \rho_a^{(k)}} ds + O(\log T).$$

For each integral, we change the path of integration. If $\gamma_a^{(k)} \leq T$, then we change the path to the upper semicircle with center $\rho_a^{(k)}$ and radius 1. If $\gamma_a^{(k)} > T$, then we change the path to the lower semicircle with center $\rho_a^{(k)}$ and radius 1. Then we have

$$\int_{E'_{2k}(a) + iT}^{E'_{2k}(a) + i} \frac{1}{s - \rho_a^{(k)}} ds \ll 1.$$
Therefore, by Lemma 2.5, we have

$$J_3 = \sum_{|\gamma_a^{(k)} - T| < 1} O(1) + O(\log T) = O(\log T).$$

Combining the estimations of $J_1, \ldots, J_4$, we obtain Theorem 1.1. \hfill \Box

4 Proof of Theorem 1.2

**Lemma 4.1.** For $k \geq 1$, $a \in \mathbb{C}$ and $s \in \mathbb{C}$ with sufficiently large $\sigma \geq E_{2k}(a)$, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} = \begin{cases} \sum_{l \geq 0} \sum_{n_0, \ldots, n_l \geq 2} \frac{(-1)^k (l+1)}{a^{l+1}} (\log n_0)^k (\log n_1 \log n_l) \prod_{i=0}^l \frac{1}{n_i} & (a \neq 0) \\ \sum_{l \geq 0} \sum_{n_0, \ldots, n_l \geq 2} \left( \frac{-1}{(\log 2)^k} \right)^{l+1} (\log n_0)^k (\log n_1 \log n_l) \prod_{i=0}^l \frac{2^{(l+1)s}}{n_i} & (a = 0). \end{cases}$$

**Proof.** When $a \neq 0$, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} = \frac{(-1)^k \sum_{n_0 \geq 2} (\log n_0)^k}{a(1 - (-1)^k a^{-1} \sum_{n_1 \geq 2} (\log n_1)^k / n_1^s)}$$

$$= \frac{(-1)^k}{a} \sum_{n_0 \geq 2} \frac{(\log n_0)^k}{n_0^s} \sum_{l \geq 0} \left( \frac{-1}{a} \sum_{n_1 \geq 2} (\log n_1)^k \right)^l$$

$$= \sum_{l \geq 0} \frac{(-1)^k (l+1)}{a^{l+1}} (\log n_0)^k (\log n_1 \log n_l) \prod_{i=0}^l \frac{1}{n_i}.$$

When $a = 0$, we have

$$\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s)} = -\frac{\sum_{n_0 \geq 2} (\log n_0)^k / n_0^s}{(\log 2)^{k-2s} (1 + (\log 2)^{-k} \sum_{n_1 \geq 3} (\log n_1)^k / n_1^s)}$$

$$= -\frac{2^s}{(\log 2)^k} \sum_{n_0 \geq 2} \frac{(\log n_0)^k}{n_0^s} \sum_{l \geq 0} \left( -\frac{2^s}{(\log 2)^k} \sum_{n_1 \geq 3} (\log n_1)^k n_1^l \right)$$

$$= \sum_{l \geq 0} \frac{(-1)}{(\log 2)^k} \left( \frac{2^{(l+1)s}}{n_0^s} \right) (\log n_0)^k (\log n_1 \log n_l) \prod_{i=0}^l \frac{2^{(l+1)s}}{n_i}.$$
For sufficiently large $U, V > 0$ and $U > c > 1$, by Cauchy’s integral formula, we have

\[
\sum_{1 < \gamma_a(k) < T} x^{\rho_a(k)} = \frac{1}{2\pi i} \left( \int_{-U+i}^{V+i} + \int_{V+i}^{V+iT} + \int_{-c+iT}^{-c+i} + \int_{-c+iT}^{V+iT} + \int_{-U+iT}^{-c+iT} + \int_{-U+iT}^{-U+i} \right) x^{s} \frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} ds
\]

say. Note that the constant $c$ is defined in the statement of Lemma 2.1.

The second term does not depend on $U$ and $T$, so we have $K_2 = O(1)$.

Similar to the estimation on $J_3$, by Lemma 2.5 and Lemma 2.6, the fourth term $K_4$ can be estimated as

\[
K_4 = \sum_{|\gamma_a(k) - T| < 1} \int_{V+iT}^{-c+iT} x^s \frac{1}{s - \rho_a(k)} ds + O \left( \int_{V+iT}^{-c+iT} x^s \log t ds \right)
\]

\[
= \sum_{|\gamma_a(k) - T| < 1} O(1) + O(\log T)
\]

\[= O(\log T).\]

To estimate the fifth term $K_5$, we apply Lemma 2.1 and we obtain

\[
\frac{\zeta^{(k+1)}(s)}{\zeta^{(k)}(s) - a} \ll |\log(1 - s)|
\]

for $\sigma < 1 - c$ and $|t| \geq 1$. Thus we have

\[
K_5 \ll \left| \int_{-c+iT}^{-U+iT} x^s \log(1 - s) ds \right|
\]

\[\ll \left| \int_{-c}^{U} x^\sigma \log|1 - \sigma - iT| d\sigma \right|
\]

\[\ll \log T.\]

Note that this estimation does not depend on the choice of $U$.

By an argument similar to the above, we can estimate the first term $K_1$ as $K_1 = O(1)$, and this estimation also does not depend on the choice of $U$.

By (4.1), we can estimate the sixth term $K_6$ as

\[
K_6 \ll \left| \int_{-U+iT}^{-U+i} x^{-U} \log(1 - s) ds \right|
\]

\[\ll x^{-UT} \log|1 + U + iT|
\]

\[\rightarrow 0 \quad (U \rightarrow \infty).\]
Finally we estimate the third term $K_3$. In Lemma 4.1, the right-hand side is too long, so we define $\alpha(d)$ as $\zeta^{(k+1)}(s)/(\zeta^{(k)}(s) - a) = \sum \alpha(d)d^{-s}$ for brevity. Then we have
\[
K_3 = \int_{V+i}^{V+iT} x^s \sum \alpha(d)d^{-s} \, ds \\
= \sum \alpha(d) \int_{V+i}^{V+iT} \left(\frac{x}{d}\right)^s \, ds \\
= Ti\alpha(x) + \sum_{d \neq x} \alpha(d) \left[\frac{(x/d)^s}{\log(x/d)}\right]_{V+i}^{V+iT} + O(1) \\
= Ti\alpha(x) + O(1).
\]

Combining the estimations of $K_1, \ldots, K_6$, we obtain Theorem 1.2. \hfill \Box

5 Proof of Theorem 1.3

Lemma 5.1. For $a \neq 0$, $U \gg 1$ and sufficiently large $T$, we have
\[
2\pi \sum_{T < \gamma_a^{(k)} < T + U \atop \beta_a^{(k)} > 1/2} \left(\beta_a^{(k)} - \frac{1}{2}\right) = \int_T^{T+U} \log \left|a - \zeta^{(k)} \left(\frac{1}{2} + it\right)\right| \, dt - U \log |a| + O(\log T).
\]

Proof. For sufficiently large $C$ and a real number $b$ with $-b < C$, by Littlewood’s lemma, we have
\[
2\pi \sum_{T < \gamma_a^{(k)} < T + U \atop \beta_a^{(k)} > -b} \left(\beta_a^{(k)} + b\right) \\
= \int_T^{T+U} \log \left|a - \zeta^{(k)} (-b + it)\right| \, dt - \int_T^{T+U} \log \left|a - \zeta^{(k)} (C + it)\right| \, dt \\
+ \int_{-b}^{C} \arg \left|a - \zeta^{(k)} (\sigma + iT)\right| \, d\sigma - \int_{-b}^{C} \arg \left|a - \zeta^{(k)} (\sigma + iT)\right| \, d\sigma \quad (5.1)
\]
where we take the logarithmic branch of $\arg(1 - \zeta^{(k)}(s)/a)$ as $\arg(1 - \zeta^{(k)}(s)/a) \to 0$ as $\sigma \to \infty$. We define the function $G_a(s)$ as
\[
G_a(s) := \frac{a - \zeta^{(k)}(s)}{a} = 1 - \frac{\zeta^{(k)}(s)}{a}.
\]
Since $C$ is sufficiently large, we have $|G_a(s)| > 1/2$ for $\sigma \geq C$. Furthermore we define $H_{a,T}(s)$ as
\[
H_{a,T}(s) := \frac{G_a(s + iT) + G_a(s - iT)}{2}.
\]
Let \( n'_z(r) \) denote the number of zeros of \( H_{a,T}(s) \) in the circle with center \( z \) and radius \( r \). Then we have \( |\arg G_a(\sigma + iT)| \leq 2\pi n'_{C+iT}(C + b) \) for \(-b < \sigma < C\).

Hence by Jensen’s theorem and (2.7), we have

\[
|\arg G_a(\sigma + iT)| \ll \int_0^C \frac{n'_{C+iT}(r)}{r} dr
\]

for \(-b < \sigma < C\). Hence the fourth term of (5.1) can be estimated as

\[
\int_{-b}^C |a - \zeta^{(k)}(\sigma + iT)| d\sigma \ll \log T.
\]

Considering \( H_{a,T+U}(s) \), we can also estimate the third term of (5.1) as

\[
\int_{-b}^C |a - \zeta^{(k)}(\sigma + iT + U)| d\sigma \ll \log T.
\]

Finally, we estimate the second term of (5.1). For \( \sigma \geq C \), we have

\[
|\zeta^{(k)}(s)| \leq \sum_{n=2}^{\infty} \frac{(\log n)^k}{n^\sigma} \ll 2^{-\sigma+\varepsilon}
\]

for any \( \varepsilon > 0 \). By this inequality and Cauchy’s integral formula, we have

\[
\left| \int_T^{T+U} \log \left| \frac{a - \zeta^{(k)}(C + it)}{a} \right| dt \right| \\
\leq \left| \int_T^{T+U} \log \left| \frac{a - \zeta^{(k)}(C + it)}{a} \right| dt \right| \\
= \left| \int_C^\infty \left( \log \left( 1 - \frac{\zeta^{(k)}(\sigma + iT)}{a} \right) - \log \left( 1 - \frac{\zeta^{(k)}(\sigma + iT + U)}{a} \right) \right) d\sigma \right| \\
\ll \int_C^\infty 2^{-\sigma+\varepsilon} d\sigma \ll 1.
\]

Hence we obtain

\[
2\pi \sum_{T < \gamma^{(k)}_a < T+U} \left( \beta_a^{(k)} + b \right) = \int_T^{T+U} \log \left| a - \zeta^{(k)}(-b + it) \right| dt - U \log |a| + O(\log T).
\]

Taking \( b = -1/2 \), we obtain Lemma 5.1.

**Lemma 5.2.** Let \( \alpha > 1/2 \). For \( T^\alpha \leq U \leq T \), we have

\[
2\pi \sum_{T < \gamma^{(k)}_a < T+U} \left( \beta_a^{(k)} - \frac{1}{2} \right) \ll U \log \log T.
\]

(5.2)
**Proof.** When \( a = 0 \), Lemma 5.2 was already proved by Ki and Lee [3, Theorem 3]. Hence we prove Lemma 5.2 in the case \( a \neq 0 \). By Lemma 5.1 it is enough to prove that there exists a constant \( A \) such that
\[
\int_T^{T + U} \log \left| a - \zeta^{(k)} \left( \frac{1}{2} + it \right) \right| \, dt \leq AU \log \log T. \tag{5.3}
\]
By the triangle inequality, we have
\[
\int_T^{T + U} \log \left| a - \zeta^{(k)} \left( \frac{1}{2} + it \right) \right| \, dt \\
\leq \int_T^{T + U} \log \left( |a| + \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right| \right) \, dt \\
\leq \frac{1}{v} \int_T^{T + U} \log \max \left( |a|^v, \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right|^v \right) \, dt + U \log 2
\]
for positive \( v \). By Jensen’s inequality, we have
\[
\int_T^{T + U} \log \max \left( |a|^v, \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right|^v \right) \, dt \\
\leq U \log \left( \frac{1}{U} \int_T^{T + U} \max \left( |a|^v, \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right|^v \right) \, dt \right) \\
\leq U \log \left( \frac{1}{U} \int_T^{T + U} \left( |a|^v + \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right|^v \right) \, dt \right) \\
\leq U \log \left( |a|^v + \frac{1}{U} \int_T^{T + U} \left| \zeta^{(k)} \left( \frac{1}{2} + it \right) \right|^v \, dt \right).
\]
For positive \( p, q \) with \( 1/p + 1/q = 1 \), by Hölder’s inequality, we have
\[
\int_T^{T + U} \left| \frac{\zeta^{(k)}}{\zeta} \left( \frac{1}{2} + it \right) \right|^v \, dt \\
\leq \left( \int_T^{T + U} \left| \frac{\zeta^{(k)}}{\zeta} \left( \frac{1}{2} + it \right) \right|^{pv} \, dt \right)^{1/p} \left( \int_T^{T + U} \left| \zeta \left( \frac{1}{2} + it \right) \right|^{qv} \, dt \right)^{1/q}.
\]
We put \( v = 2/(4k + 1) \), \( p = 1 + 1/(4k) \) and \( q = 4k + 1 \), then we have \( pv = 1/(2k) \), \( qv = 2 \) and \( 1/p + 1/q = 1 \). By [3, Claim] and [12, Theorem 7.4], we have
\[
\int_T^{T + U} \left| \frac{\zeta^{(k)}}{\zeta} \left( \frac{1}{2} + it \right) \right|^{1/(2k)} \, dt \ll U \sqrt{\log T}
\]
and
\[
\int_T^{T + U} \left| \zeta \left( \frac{1}{2} + it \right) \right|^2 \, dt \ll U \log T.
\]
Hence we have
\[
\int_T^{T + U} \left| \frac{\zeta^{(k)}}{\zeta} \left( \frac{1}{2} + it \right) \right|^v \, dt \ll \left( U \sqrt{\log T} \right)^{1/p} (U \log T)^{1/q} \ll U \log T.
\]
Thus we obtain (5.3).
Lemma 5.3. Let \( \alpha > 1/2 \). For \( T^\alpha \leq U \leq T \), we have

\[
N_k^{(1)}(a; T, T + U) = O \left( \frac{U \log T}{\log \log T} \right).
\]

Proof. By Lemma 5.2, we have

\[
\sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} - \frac{1}{2} \right) \leq \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} - \frac{1}{2} \right) \ll U \log \log T.
\]

On the other hand, we have

\[
\sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} - \frac{1}{2} \right) \geq N_k^{(1)}(a; T, T + U) \frac{(\log \log T)^2}{\log T}.
\]

Combining these two inequalities, we obtain Lemma 5.3. \( \square \)

Lemma 5.4. Let \( a \neq 0 \) and \( \alpha > 1/2 \). For sufficiently large \( b \), \( T \) and \( T^\alpha \leq U \leq T \), we have

\[
2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} + b \right) = \left( \frac{1}{2} + b \right) \left\{ (T + U) \log \frac{T + U}{2\pi} - T \log \frac{T}{2\pi} - U \right\}
\]

\[
+k \{(T + U) \log \log(T + U) - T \log \log T\} - U \log |a| + O \left( \frac{U}{\log T} \right).
\]

Proof. We use (5.2). The integrand can be calculated as

\[
\log \left| a - \zeta^{(k)}(-b + it) \right| = \log \left| \zeta^{(k)}(-b + it) \right| + \log \left| 1 - \frac{a}{\zeta^{(k)}(-b + it)} \right|.
\]

By Lemma 2.1, the first term on the right-hand side of (5.4) is decomposed as

\[
\log \left| \zeta^{(k)}(-b + it) \right| = \log |\chi(-b + it)| + \log |\log(1 + b - it)| + \log |\zeta(1 + b - it)| + O \left( \frac{1}{\log t} \right)
\]

where \( \chi(s) = 2^s \pi^{-1/2} \sin(\pi s/2) \Gamma(1 - s) \). By (3.2), the second term on the right-hand side of (5.4) is estimated as

\[
\log \left| 1 - \frac{a}{\zeta^{(k)}(-b + it)} \right| \ll |t|^{-3/2}.
\]

Thus (5.4) can be calculated as

\[
\log \left| a - \zeta^{(k)}(-b + it) \right| = \log |\chi(-b + it)| + \log |\log(1 + b - it)| + \log |\zeta(1 + b - it)| + O \left( \frac{1}{\log t} \right).
\]
Substituting this result into (5.2), we have

\[
2\pi \sum_{T < \gamma^{(k)}_a < T+U, \beta^{(k)}_a > -b} \left( \beta^{(k)}_a + b \right) = \int_T^{T+U} \log |\chi(-b + it)| dt + k \int_T^{T+U} \log \left| \log(1 + b - it) \right| dt \\
+ \int_T^{T+U} \log |\zeta(1 + b - it)| dt + \int_T^{T+U} O \left( \frac{1}{\log t} \right) dt - U \log |a| + O(\log T) =: L_1 + L_2 + L_3 + L_4 - U \log |a| + O(\log T),
\]

say. For the first term \(L_1\), by the equation written on the left side of [7, p.1323], we have

\[
L_1 = \int_T^{T+U} \left( \frac{1}{2} + b \right) \log \left| \log \left( \frac{t}{2\pi} \right) \right| dt + \int_T^{T+U} O \left( \frac{1}{t} \right) dt \\
= \left( \frac{1}{2} + b \right) \left\{ (T + U) \log \frac{T + U}{2\pi} - T \log \frac{T}{2\pi} - U \right\} + O(\log T).
\]

Next we consider the second term \(L_2\). We have

\[
L_2 = k \int_T^{T+U} \log \left| \log t + \log \left( -i + \frac{1 + b}{t} \right) \right| dt \\
= k \int_T^{T+U} \log \left| \log t + O(1) \right| dt \\
= k \int_T^{T+U} \log \log t dt + \int_T^{T+U} O \left( \frac{1}{\log t} \right) dt \\
= k(T + U) \log \log(T + U) - kT \log \log T + O \left( \frac{U}{\log T} \right).
\]

Similar to the estimation of the second term of (5.1), we can estimate \(L_3 = O(1)\).

Furthermore we can easily estimate \(L_4 = O(U/\log T)\). \qed

Lemma 5.5. For sufficiently large \(b\), \(T\) and \(T^\alpha \leq U \leq T\), we have

\[
2\pi \sum_{T < \gamma^{(k)}_a < T+U} \left( \beta^{(k)}_a + b \right) \\
= \left( \frac{1}{2} + b \right) \left\{ (T + U) \log \frac{T + U}{2\pi} - T \log \frac{T}{2\pi} \right\} \\
+ k \left\{ (T + U) \log \log(T + U) - T \log \log T \right\} \\
- U \left( \frac{1}{2} + b + b \log 2 + k \log \log 2 \right) + O \left( \frac{U}{\log T} \right).
\]

Proof. From [8, Lemma 3.1], we can easily obtain this result. \qed
Lemma 5.6. For $T^\alpha \leq U \leq T$, any complex number $a$ and any positive integer $k$, we have

$$N_k(a; T, T + U) = \begin{cases} 
\frac{T + U}{2\pi} \log \frac{T + U}{2\pi} - \frac{T}{2\pi} \log \frac{T}{2\pi} - \frac{U}{2\pi} + O(\log T) & (a \neq 0), \\
\frac{T + U}{2\pi} \log \frac{T + U}{4\pi} - \frac{T}{2\pi} \log \frac{T}{4\pi} - \frac{U}{2\pi} + O(\log T) & (a = 0).
\end{cases}$$

Proof. From Theorem 1.1 and (1.7), we can easily obtain this result. \(\square\)

(Proof of Theorem 1.3) By Lemma 5.3, $N_k^{(1)}(a; T, T + U)$ is already estimated. Hence we estimate $N_k^{(2)}(a; T, T + U)$ and $N_k^{(3)}(a; T, T + U)$. First we decompose the summation as

$$2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} + b \right)$$

$$= 2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left\{ \left( \beta_a^{(k)} - \frac{1}{2} \right) + \left( b + \frac{1}{2} \right) \right\}$$

$$+ 2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left\{ \left( \beta_a^{(k)} - \frac{1}{2} \right) + \left( b + \frac{1}{2} \right) \right\}$$

$$+ 2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} + b \right).$$

From Lemma 5.2, we have

$$2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} + b \right) \leq O(U \log \log T) + 2\pi \left( b + \frac{1}{2} \right) N_k^{(1)}(a; T, T + U)$$

$$+ 2\pi \left( b + \frac{1}{2} \right) N_k^{(3)}(a; T, T + U)$$

$$+ 2\pi \left( b + \frac{1}{2} - \frac{(\log \log T)^2}{\log T} \right) N_k^{(2)}(a; T, T + U).$$

Since

$$N_k^{(1)}(a; T, T + U) + N_k^{(3)}(a; T, T + U) = N_k(a; T, T + U) - N_k^{(2)}(a; T, T + U),$$

we have

$$2\pi \sum_{T < \gamma_a^{(k)} < T + U} \left( \beta_a^{(k)} + b \right)$$

$$\leq 2\pi \left( b + \frac{1}{2} \right) N_k(a; T, T + U)$$

$$- 2\pi \frac{(\log \log T)^2}{\log T} N_k^{(2)}(a; T, T + U) + O(U \log \log T).$$
By Lemma 5.6, we have
\[
2\pi \sum_{T < \gamma_a^{(k)} < T+U} \left( \beta_a^{(k)} + b \right)
\leq \left( b + \frac{1}{2} \right) \{(T + U) \log(T + U) - T \log T \}
- 2\pi \frac{\log \log T}{\log T} N_k^{(2)}(a; T, T + U) + O(U \log \log T).
\] (5.6)

By Lemma 5.4 and Lemma 5.5, the left-hand side is
\[
2\pi \sum_{T < \gamma_a^{(k)} < T+U} \left( \beta_a^{(k)} + b \right)
= \left( \frac{1}{2} + b \right) \{(T + U) \log(T + U) - T \log T \}
+ k \{(T + U) \log \log(T + U) - T \log \log T \} + O(U).
\] (5.7)

From (5.6) and (5.7), we have
\[
N_k^{(2)}(a; T, T + U)
\leq - \frac{k \log T}{2\pi (\log \log T)^2} \{(T + U) \log \log(T + U) - T \log \log T \} + O \left( U \frac{\log T}{\log \log T} \right)
\leq O \left( U \frac{\log T}{\log \log T} \right).
\]

Hence we have
\[
N_k^{(2)}(a; T, T + U) = O \left( U \frac{\log T}{\log \log T} \right).
\]

The estimation of \(N_k^{(3)}(a; T, T + U)\) is given from (5.5) and the estimations of \(N_k^{(1)}(a; T, T + U)\) and \(N_k^{(2)}(a; T, T + U)\).

\[\square\]
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