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Realities Check
Health researchers routinely collect a subset of data (sample) to study disease characteristics. However, the purpose almost always is to generalize findings to the population. Inferential statistics plays a significant role in the generalization of conclusions from sample to population. The inferential statistics uses probability theory to quantify uncertainty for generating evidence in favor or against the intervention. There are several statistical software for data analysis. However, the lack of fundamental statistical concepts may lead to flawed assumptions and incorrect data analysis. The erroneous statistical analysis precedes both inaccurate reporting and interpretation. Thus, it is essential to understand the fundamentals of statistical jargon before delving into the statistical analysis. In this context, the researcher wants to understand few concepts such as:

• What is the difference between random selection and random allocation?
• What are the differences between standard deviation (SD) and standard error (SE)?
• Are α and p value the same or different?
• What are type-I and type-II errors?
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Introduction
Academic publication in peer-reviewed journals is prestigious and professionally gratifying. Therefore, graduate students and young faculty are encouraged to publish early in their scholarly careers. The publication of study findings also establishes the credibility of research and researcher among the scientific fraternity. However, there is often a considerable gap in researching and publishing the same in peer-reviewed journals. Literature highlights the numerous barriers to successful publication.²⁻⁴ Besides being scope and novelty, statistical analysis is one of the foremost reasons for the manuscripts’ rejection.

The twin hallmark of science is replication and objective evaluation of evidence. Therefore, scientists across the globe carefully plan, document, and execute the studies to generate evidence. The researcher rigorously analyses and evaluates study data before sharing it with the scientific fraternity. Thus, the statistical analysis is a vital ingredient of quality scientific evidence. The statistical issues for data analysis may vary from single to multiple such as non-optimal sample size, unclear and untidy data, inappropriate graphs and tables, flawed assumptions, incorrect statistical tests, wrong conclusions, and interpretations. Thus, many applied researchers collaborate and work with statisticians due to a lack of rigorous statistical training, time, and core subject area priorities.

This manuscript will try to explain the subtle differences in fundamental statistical jargon with an example. Flowchart 1 displays a general list of steps involved in conducting many scientific studies. However, the steps in the figure are not exclusive and exhaustive. Authors need to think and tailor the diagram for their studies and specialization to figure out other issues. Although study design and sample size calculation are at the heart of any research. The discussion about study designs and sample size calculation is beyond the current manuscript’s scope and will be dealt with separately.
of proof. It is almost impossible to prove that all swans are white despite observing the population because only one black swan is enough to disapprove of the theory. Therefore, standard textbooks and journal articles use the phrase “reject or do not reject the null hypothesis” rather than accept the hypothesis.

**Null Hypothesis (H₀)**

The null hypothesis states no difference between the comparison groups, i.e., no difference, no association, or effect. In our example, H₀ is “There is no significant association (relationship) between vaccination (IV) and blood clots (DV) formation”.

**Alternative Hypothesis (Hₐ or H₁)**

An alternate hypothesis states a significant difference between groups, i.e., an association or “effect”. The Hₐ is “There is a significant (higher or lower effect) association between vaccination and blood clots formation”.

**Randomization**

Randomized control trials are the gold standard of medical research. Fisher proposed randomized allocation in the 1920s for agricultural experiments, and the same concept but in a different and unrelated fashion was popularized two decades later by Hill in medical research. Randomization is vital for the generalization of the study findings. Randomization has a particular meaning contrary to the belief that it is haphazard. It is a characteristic in which each participant has an equal and known chance of being selected. Random selection is possible when the researcher knows the sampling frame and has access to the population. The typical example of a random sample is the lottery method, house allocation, etc. Some researchers still use a lottery, coin tossing, dice, or odd-even days, but these are non-verifiable techniques and leave the chance to introduce researcher bias. Researchers involved in medical sciences typically do not have access to sampling frames. Researchers make a crucial assumption that participants coming to health facilities represent the diseased people in the community. Thus, participants are assessed based on inclusion criteria and randomly allocated to intervention and control groups.

**Random Selection**

Random selection is selecting a subset of participants from a list of all the participants. The researcher needs to know the sampling frame for selecting participants. Probability sampling techniques such as simple random sampling, stratified random sampling, and cluster sampling are typical examples of random selection. The principle of random selection will assume that the population includes COVID-19 positive patients who are vaccinated and non-vaccinated. The participants will be randomly selected from both vaccinated and non-vaccinated COVID infected groups to assess each group’s frequency of blood clotting. However, in medical sciences, it is rare to have complete information such as the total number of COVID-19 patients.

**Random Allocation**

Random allocation allocates participant reporting in the health facility after assessing inclusion and exclusion criteria. In our situation, the researcher will assign each COVID positive patient to either the intervention group (drug in controversy) or control group (placebo/other drugs not in debate). Subsequently, the infection rate in both groups will be compared to find the association between vaccination and blood clots formation. Typically, researchers in health settings use simple randomization, block randomization, and stratify randomization to allocate participants to intervention and control groups. Block randomization is ideal for distributing equal sample sizes among groups for a small sample size. Stratify randomization is superior when known confounding factors such as age and sex affect the outcome and need to be balanced between groups.

**Variability**

Data analysis succeeds data collection. Descriptive statistics is the first natural step in data analysis as it defines the characteristics of data. It is becoming friendly with data regarding data range and restrictions, assumptions met and unmet, and selecting appropriate reporting standards. In the current times, almost anyone can analyze data with the help of available statistical software. However, the software will not tell the researcher about data cleaning, assumptions validation, and wrong statistical test selection. Software often gives multiple outputs such as standard deviation (SD) and standard error (SE). However, researchers not friendly with statistical jargon tend to confuse and report SD in place of SE or vice versa.

**Standard Deviation**

The SD of a variable is a quantity that measures the variability of a set of observations around the mean value. It explains the variability in measurements for a variable (sample); demographic tables reporting characteristics of the sample report SD.

**Standard Error**

The quantity measures the uncertainty in estimating a population parameter from a sample. It is the average deviation of each sample’s estimate from the population parameter. Therefore, it is reported primarily with inferential statistics such as odds ratio (OR), risk ratio, hazard ratio, and regression coefficients while generalizing the sample findings to the population.

**p value Conundrum**

Inferential statistics is a crucial final step in data analysis. The fundamental idea of inductive reasoning dominates the majority of biomedical research. In inductive reasoning, the researcher makes an assertion and validates it in a sample. Subsequently, researchers generalize the argument to the population after testing of hypotheses. The researcher uses the p value approach to declare the significance of importance. However, many researchers find it challenging to interpret and discriminate between p value and α.
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The $p$ value is the probability of obtaining the observed (difference of means or proportions between the groups) or more extreme difference, given the null hypothesis is true. Assume researcher obtain OR = 2 with $p = 0.04$ after analyzing sample data. If we repeat our experiment multiple times under similar conditions, we can expect four times out of 100 to see an OR = 2. It can happen under two situations:

- The null hypothesis is correct, and the researcher obtains a small $p$ value due to unusual or wrong sample selection.
- The null hypothesis is incorrect, and a small $p$ value is not obtained due to unusual or wrong sample selection.

### $\alpha$-value

An $\alpha$-value (0.05 or 0.01 or 0.001) is an arbitrary value selected by the researcher at the study’s beginning to reject or not reject a null hypothesis. An $\alpha$-value is a comparator against which the $p$ value is compared. The usual rejection rule for the null hypothesis is when $p < \alpha$. In other words, the results are unlikely by chance if $p < \alpha$. The researcher concludes that there is sufficient evidence to reject the null hypothesis of no difference. $\alpha$-value is always selected before data analysis.

### Types of Errors

The interpretation and conclusion of study results from data analysis is a vital step. However, due to the inductive nature of evidence generation, there is always a possibility of a wrong conclusion, no matter how so ever small it is. Researchers call it type-I and type-II errors. Figure 1 displays the situation leading to 2-type of errors. Scientists usually call type-I error as serious among two errors and type-II error than type-I error and are usually selected or fixed after selecting type-I. It is known as a false-negative (FN) result. It can occur either due to the null hypothesis’s erroneous non-rejection or obtain clinically significant differences but do not attain statistical significance. Typically type-II errors arise due to the small sample size.

### CONCLUSION

Statistics is the Achilles’ heel of many applied researchers. Despite inadequate training, many people self-analyze and report statistical analysis due to the wide availability of statistical software. However, when it comes to publication in peer-reviewed journals, finer details make a lot of difference. Therefore, it is ideal for collaborating with statisticians while designing the study. However, many adventurous researchers will take in their stride to learn and perform statistical analysis independently. The current article explained few fundamental statistical tricks that will help both adventure seekers and naive alike.
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