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Abstract
The injection and in situ generation of foam in porous media successfully control gas mobility and improve the fluids’ sweep efficiency inside porous media. Mathematical models describing this problem use two phases, foamed gas, and fluid, and usually have a term for foam generation and destruction. Moreover, the non-Newtonian foam behavior is frequently modeled using Hirasaki and Lawson’s formula for foamed gas viscosity. In this paper, we detail how the traveling wave analysis can be used to estimate the propagation profiles and velocity for a range of non-Newtonian foam models in porous media at constant total superficial flow velocity. We reformulate Hirasaki and Lawson’s formula in an explicit form allowing us to find traveling wave solutions for a foam model with non-Newtonian gas viscosity and a foam generation linearly dependent on the foam texture. Comparing the solution with the one for the Newtonian version allows us to analyze qualitatively and quantitatively the rheology of the foam flow in porous media.
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1 Introduction
One technique to control gas mobility and improve fluid sweep efficiency in a porous medium consists of injecting foaming agents, e.g., surfactants and nanoparticles, in aqueous solutions that create bubbles in the gas phase. Several studies point out the favorable application of this method in enhanced oil recovery, e.g., (Casteel and Djabbarah 1988; Grassia et al. 2014), acid diversion during matrix stimulation, e.g., (Behenna 1995), and...
contaminated aquifer remediation, e.g., (Mamun et al. 2002), soil treatment (Boakye-Ansah and Grassia 2021).

The behavior of foam is frequently reported as shear-thinning (Fernø et al. 2016; Heller and Kuntamukkula 1987; Marsden and Khan 1966; Zitha 2006), which means that its apparent viscosity decreases with increased shear stress. Hirasaki and Lawson (1985) derived a shear-thinning expression for the apparent viscosity of foam flowing in capillary tubes and validated it through laboratory experiments. This non-Newtonian formula is consistent with the classical result of Bretherton (1961) using isolated bubbles and has application in several foam propagation models, e.g., (Izadi and Kam 2019; Kam 2008; Kovscek et al. 1995; Simjoo and Zitha 2015). Hirasaki and Lawson’s expression defines apparent gas viscosity as a function of the gas velocity, and gas velocity itself is a function of the viscosity. Other works report that, for particular regimes, it behaves as a Newtonian fluid, i.e., its viscosity does not depend on the gas velocity. For example, foam flow can be classified as Newtonian under nearly constant capillary pressure during steady radial flow (Rossen 1991). Following this idea, some models consider foam flow to be a Newtonian fluid (Ashoori et al. 2011; Lozano et al. 2021) and present results compatible with experimental data (Zavala et al. 2021). Hirasaki and Lawson’s formula is so important that numerous papers investigate the foam flow in porous media only focusing on the apparent viscosity (or, equivalently, the mobility reduction factor), see, e.g., (Kapetas et al. 2016, 2017; Ma et al. 2013a, b, 2014; Boeije and Rossen 2015).

The studies reported above motivate the current discussion on when to consider non-Newtonian behavior of the foam flow. Vassenden and Holt (1998) present and validate a model for the transition of foam flow behavior from Newtonian to shear-thinning according to the gas flow rate. Alvarez et al. (2001) conclude the foam behavior is shear-thinning in the low-quality regime and shear-thickening in high-quality regimes. Rossen (1991) highlights the change from Newtonian to non-Newtonian behavior of uniform texture foam for changing capillary pressure.

One may find several predictive mathematical models in the literature aiming to represent foam propagation inside porous media. Local Equilibrium foam models use algebraic expressions to compute the foam texture, which impacts the foam’s rheology. However, Local Equilibrium models can be inadequate when strong foam generation is not certain (Kam et al. 2007). Mechanistic foam models, introduced by Falls et al. (1988) and Patzek (1988), describe the foam texture dynamically using partial differential equations. They have the unique potential to describe both transient and stationary conditions for foam flow as they track the foam texture in space and time (Eide et al. 2020). Many works successfully report mechanistic models to match laboratory experiments, e.g., in Kovscek et al. (1995), Kam (2008) and Simjoo and Zitha (2015). Besides that some authors prefer these models when extracting analytical estimates of the foam flow, e.g., (Almajid et al. 2019; Eide et al. 2020; Simjoo and Zitha 2015). Moreover, several works suggest that, after a transient stage, foam travels inside the porous media under invariant water saturation profiles (similar to traveling wave solution), e.g., (de Vries and Wit 1990; Ettinger and Radke 1992; Simjoo and Zitha 2015; Chen et al. 2010). One strategy to obtain solution profiles, employed in (Izadi and Kam 2019; Kam 2008; Simjoo and Zitha 2015), consists of disregarding the capillary pressure gradient in each phase’s superficial velocity and applying the classical method of characteristics. Another strategy consists of seeking traveling wave solutions, which are profiles invariant to translation in space (Volpert et al. 2000). They are especially suited for analyzing nonlinear wave propagation problems at a constant speed. Ashoori et al. (2011) and Lozano et al. (2021) used this procedure to find traveling wave solutions for Newtonian foam models at fixed total superficial
velocity. Ashoori et al. (2011) also find traveling waves for the model from Kam (2008) which does not consider capillary pressure derivatives.

The present work shows how to compute traveling wave solutions that connect two equilibrium states of a generic mechanistic non-Newtonian foam model that consider capillary pressure derivatives. We assume the total superficial velocity is fixed, which is the case of predominant rectilinear flow. The non-Newtonian foamed gas viscosity is modeled by Hirasaki and Lawson’s formula. We rewrite this formula in terms of water saturation, foam texture, and total superficial velocity to avoid the direct dependency on the gas superficial velocity. The traveling wave profiles serve as a basis to compare the differences between using Newtonian and non-Newtonian gas viscosity expressions on the Linear Kinetics foam model [the name given by authors Ashoori et al. (2011)]. In the latter, foam generation and coalescence are linear functions of the foam texture.

We organize this paper as follows. Section 2 presents the general population-based foam model. Section 3 shows the Hirasaki and Lawson apparent gas viscosity and its reformulated version. Section 4 presents the procedure for obtaining traveling wave solutions for the non-Newtonian foam flow model. Section 5 applies the procedure to the Linear Kinetics model and uses the traveling wave profiles to compare Newtonian and non-Newtonian models. Section 6 presents the discussions and conclusions.

2 The Population-Balance Foam Model

Consider the two-phase flow of gas-water solution with foaming agents in a porous medium, where the flow occurs only in one direction, and all fluids are incompressible. The last assumption is undesirable but necessary for the mathematical analysis performed in this paper. The process is modeled by the mass balance of each phase as

$$\partial_t(\phi S_i) + \partial_x u_i = 0, \quad i \in \{w, g\},$$

where $t$ is the time variable, $x$ is the space variable, $\phi$ is the porosity, $S_i$ and $u_i$ are the saturation and superficial velocity of the phase $i$. In this paper, we use the notation $\partial_x$ and $\partial_t$ to indicate partial derivatives with respect to $x$ and $t$, respectively. The subscript ‘$w$’ represents the liquid (wetting) phase, and ‘$g$’ represents the gas (non-wetting) phase. The phase superficial velocities satisfy the generalized Darcy’s laws (Chen and Ewing 1997)

$$u_w = f_w \left( u + \lambda_g K \partial_x P_c \right), \quad u_g = f_g \left( u - \lambda_w K \partial_x P_c \right),$$

where $K$ is the permeability, $u = u_w + u_g$ is the (constant) total superficial velocity, and $P_c$ is the capillary pressure [often associated with a population-balance of bubbles within the foam, cf. (Hematpour et al. 2016)]. For each phase $i$, the fractional fluxes ($f_i$) and phase mobilities ($\lambda_i$) are given by

$$f_i := \frac{\lambda_i}{\lambda_w + \lambda_g}, \quad \lambda_i := \frac{k_{r_i}}{\mu_i}, \quad i \in \{w, g\},$$

where $k_{r_i}$ is the relative permeability, and $\mu_i$ is the apparent phase viscosity. The balance of foam texture $n_f$ (also known as population-balance of bubbles in the foam) in the gas phase is

$$\partial_t(\phi S_g n_f) + \partial_x (n_f u_g) = \phi S_g R,$$
where $R := r_g - r_c$, and $r_g$ and $r_c$ are the rates of foam generation and coalescence, respectively. It is useful to define the dimensionless foam texture ($n_D$) as follows

$$n_D := \frac{n_f}{n_{\text{max}}},$$

(5)

where $n_{\text{max}}$ is the reference foam texture.

Some auxiliary physical quantities are equally important in this work. We define the effective water saturation ($S_{\text{we}}$), with values in $[0,1]$, as

$$S_{\text{we}} := \frac{S_w - S_{\text{wc}}}{1 - S_{\text{wc}} - S_{\text{gr}}},$$

(6)

where $S_{\text{wc}}$ is the connate water saturation, and $S_{\text{gr}}$ is the residual gas saturation. The total apparent viscosity ($\mu_{\text{app}}$) is

$$\mu_{\text{app}} := \frac{1}{\lambda_w + \lambda_g},$$

(7)

and the mobility reduction factor (MRF) is

$$\text{MRF} := \frac{\mu_g}{\mu_{\text{g}}}.$$

(8)

where $\mu_{\text{g}}$ is the gas viscosity in the absence of foam. To avoid problems in the nomenclature, we emphasize using the word “total” when referring to the apparent viscosity $\mu_{\text{app}}$. Note that the total apparent viscosity represents the equivalent viscosity of the fluid system in the following Darcy’s law

$$u = -\frac{K}{\mu_{\text{app}}} \partial_x P,$$

(9)

where $P$ represents pressure. Finally, the phase-$i$ interstitial velocity is

$$v_i := \frac{|u_i|}{\phi S_i}, \quad i \in \{w, g\}.$$

(10)

It is worth mentioning that several models exist that state $P_c$ depending exclusively on the fluid phase saturation, and many of them are based on the classical works of Corey (1954), Brooks and Corey (1966) and van Genuchten (1980). The relative permeabilities $k_{rw}$ and $k_{rg}$ are either derived directly from the capillary pressure or fitted experimentally [see (Li and Horne 2006) and references therein]. Foam generation and coalescence expressions $r_g$ and $r_c$ are either inspired by microscopic mechanisms (Kam 2008; Kovscek et al. 1995), based on macroscopic observations (Ashoori et al. 2011; Simjoo and Zitha 2015), or fitted using laboratory experiments (Thorat and Bruining 2016). We postpone the definitions of the expressions $k_{rw}(S_w)$, $k_{rg}(S_w)$, $r_g(S_w, n_D, u_w)$, $r_c(S_w, n_D, u_w)$, and $P_c(S_w)$ to Sect. 5. Section 3 presents the formulas for $\mu_{\text{g}}$.

Some mechanistic (population-based) models use an expression for Local Equilibrium foam texture, $n_{\text{DL}}^{\text{LE}}$, that naturally arises from the constraint $R = 0$. For example:

1. The model from Simjoo and Zitha (2015) uses a constant value $n_{\text{DL}}^{\text{LE}}$, which is compatible with laboratory experiments.
2. In Ashoori et al. (2011), $R = 0$ if and only if $n_D = n_D^{LE}(S_w) = \tanh(400(S_w - 0.37))$, which approximates the Heaviside step function.

3. In Chen et al. (2010), $n_D^{LE}$ is the only real solution of

$$(n_D^{LE})^3 + \frac{k_{-1}v_{g}^{2/3}}{k_{1}^{0}v_{w}}n_D^{LE} - 1 = 0,$$  \hspace{1cm} (11)

where $k_{-1}$ and $k_{1}^{0}$ are positive coefficients possibly depending on $S_w$. Therefore, $n_D^{LE} = n_D^{LE}(S_w, u_w, u)$. In the examples above, $0 \leq n_D^{LE} \leq 1$. The expression $n_D^{LE}$ from Kovscek et al. (1995) can be also written as a function of $S_w$, $u_w$ and $u$ but it is not constrained to the interval $[0, 1]$. In (Kam 2008), $n_D^{LE}$ is also not constrained to the interval $[0, 1]$ and it is a function of $S_w$ and $\partial_x P$ (See Ashoori et al. (2011) for a traveling wave analysis of the model in Kam (2008)). In this work, we target models where $n_D^{LE} = n_D^{LE}(S_w, u_w, u)$. Sections 3 and 4 apply to models using all three kinds of $n_D^{LE}$ listed above. Section 5 shows examples of models using the expression $n_D^{LE}$ from Ashoori et al. (2011).

Remark 1 Some models make a distinction between trapped and flowing foam phases, e.g., (Izadi and Kam 2019; Kovscek et al. 1995; Kharabaf and Yortsos 1998). Other studies report the importance of understanding the gas trapping mechanism to model foam flow in porous media (Almajid et al. 2019; Jones et al. 2018). Simjoo and Zitha (2015) observe no trapping, arguing that foam could be moving slowly. On top of that, how to model trapped foam fraction still needs to be clarified, although some models try to explain it Kovscek et al. (1995), Cohen et al. (1997) and Tang and Kovscek (2006). The analysis presented in this paper may be applied to some trapped foam models, for instance, the model from Kovscek et al. (1995) and its derivatives.

3 The Hirasaki and Lawson’s Gas Viscosity

The apparent gas viscosity in the presence of foam is frequently modeled by Hirasaki and Lawson’s formula

$$\mu_g = \mu_g^0 + \alpha \frac{n_f}{v_{g}^{1/3}},$$  \hspace{1cm} (12)

when the foam is considered a shear-thinning fluid. The proportionality constant $\alpha$ depends on many factors, including the pore structure, the liquid viscosity, and the gas-liquid surface tension (Hirasaki and Lawson 1985). Due to the inherent difficulty of obtaining $\alpha$, many works use it as a fitting parameter, e.g., (Chen et al. 2010; Eide et al. 2020; Kam 2008; Kovscek et al. 1995; Simjoo and Zitha 2015; Thorat and Bruining 2016). Since $v_g$, $\mu_g$ (see (2), (3) and (10)), Eq. (12) defines $\mu_g$ implicitly, which hinders the analytical and numerical analysis of the model.

The first contribution of this work is to rewrite (12), eliminating the direct dependency on $v_g$. To do so, we replace (2), (3), and (10) into (12) obtaining a cubic equation $Q(X) = X^3 + 3AX - 2B = 0$ in the non-dimensional variable $X = (k_{rg} + \lambda_w \mu_g)^{1/3}$ where...
Since \( Q(0) < 0 < \lim_{X \to \infty} Q(X) \) and \( Q \) has a single inflection point \( X > 0 \), \( Q(X) = 0 \) admits a unique positive root \( X \), in which \( \mu_g \) is given by

\[
\mu_g = \mu_g^0 + \frac{3A}{\lambda_w} \left( 3\sqrt{B + \sqrt{B^2 - A^3}} + 3\sqrt{B - \sqrt{B^2 - A^3}} \right). 
\]

This means that (12) and (14) are equivalent expressions.

In the following sections, we need to evaluate \( \mu_g \) at equilibrium states where \( \partial_x P_c = 0 \). Therefore, it is useful to define

\[
\mu^\text{eq}_g := \mu_g^0 + \frac{3A}{\lambda_w} \left( 3\sqrt{B + \sqrt{B^2 - A^3}} + 3\sqrt{B - \sqrt{B^2 - A^3}} \right),
\]

where \( A \) is the same as \( A \) but disregards the term with \( \partial_x P_c \). Since \( \lambda_w \) and \( k_{tg} \) are functions of \( S_w \), and \( \mu^0_g, \alpha, n_{\text{max}}, \) and \( \phi \) are constant parameters, \( \mu^\text{eq}_g = \mu^\text{eq}_g(S_w, n_D, u) \).

### 4 Traveling Wave Solutions

Ashoori et al. (2011); Lozano et al. (2021) investigated traveling wave solutions for a foam model with Newtonian gas viscosity, where the apparent gas viscosity \( (\mu_g) \) depends only on the foam texture \( (n_D) \). Both works used parameter values from Alvarez et al. (2001). Below, we present the analysis for the generic non-Newtonian model described in Sect. 2 with the apparent viscosity formula detailed in Sect. 3. One of the examples we deal with uses the same parameter values as Ashoori et al. (2011) and Lozano et al. (2021).

#### 4.1 Traveling Wave Formulation

The traveling wave solutions of a system of evolutionary partial differential equations are the solutions invariant to translation in space [see (Volpert et al. 2000) and references therein]. Mathematically speaking, they depend on a traveling variable \( \xi := x - vt \), where \( v \in \mathbb{R} \) is the traveling wave velocity. For the system (1), (2) and (4) with step function initial conditions

\[
(S_w, n_D) = \begin{cases} 
(S_w^-, n_D^-), & x = 0 \\
[5pt] (S_w^+, n_D^+), & x > 0 
\end{cases}
\]

the traveling wave solution is represented by bounded and differentiable functions \( \tilde{S}_w, \tilde{n}_D : \mathbb{R} \to \mathbb{R} \) satisfying \( (\tilde{S}_w, \tilde{n}_D)(x - vt) = (S_w, n_D)(x, t) \) for some \( v \in \mathbb{R} \), all \( x \in (0, L) \), \( L > 0 \), and all \( t \in (0, +\infty) \). Moreover, the wave front \( (\tilde{S}_w, \tilde{n}_D) \) must satisfy the boundary conditions (Volpert et al. 2000):

\[
\lim_{\xi \to -\infty} (\tilde{S}_w, \tilde{n}_D)(\xi) = (S_w^-, n_D^-) \in \mathbb{R}^2, \quad \text{and} \quad \lim_{\xi \to +\infty} (\tilde{S}_w, \tilde{n}_D)'(\xi) = 0, 
\]

\[
\lim_{\xi \to -\infty} (\tilde{S}_w, \tilde{n}_D)(\xi) = (S_w^-, n_D^-) \in \mathbb{R}^2, \quad \text{and} \quad \lim_{\xi \to +\infty} (\tilde{S}_w, \tilde{n}_D)'(\xi) = 0, 
\]
where we use prime (′) to denote total derivatives. The (left) state \((S_w^-, n_D^-)\) corresponds to the inflow boundary conditions, and the (right) state \((S_w^+, n_D^+)\) corresponds to the initial conditions for the original system of partial differential equations.

Starting from (1), (2) and (4), one may verify that the wave front \((\bar{S}_w, \bar{n}_D)\) is a solution of the following system of ordinary differential equations (ODEs):

\[
\begin{aligned}
\{ (-v \phi \bar{S}_w + \bar{u}_w)'(\xi) &= 0, \\
[\bar{n}_D n_{\text{max}} (-v \phi (1 - \bar{S}_w) + (u - \bar{u}_w))]'(\xi) = \phi (1 - \bar{S}_w(\xi)) \bar{R}(\xi),
\end{aligned}
\]

for all \(\xi \in \mathbb{R}\), where \(\bar{R} := R(\bar{S}_w, \bar{n}_D, \bar{u}_w)\).

\[
\bar{u}_w := \bar{f}_w \left[ u + \frac{k_{tg}(\bar{S}_w)}{\bar{\mu}_g} K P'_c(\bar{S}_w) \bar{S}_w' \right], \quad \bar{f}_w := \frac{\lambda_w(\bar{S}_w)}{\lambda_w(\bar{S}_w) + \frac{k_{tg}(\bar{S}_w)}{\bar{\mu}_g}},
\]

and \(\bar{\mu}_g\) is given below in (23). The solution \((\bar{S}_w, \bar{n}_D)\) of (18) satisfying the limits (17) is known as a traveling wave solution.

Notice that, from (18), \(-v \phi \bar{S}_w + \bar{u}_w\) is a constant. Therefore, we can use the limits from (17) to conclude that there exists \(u_g^+ := u - \lim_{\gamma \to +\infty} \bar{u}_w\) such that

\[
-v \phi (1 - \bar{S}_w) + (u - \bar{u}_w) = -v \phi (1 - S^+_w) + u_g^+
\]

for all \(\xi \in \mathbb{R}\). Thus, we can rewrite (18)–(20) as follows

\[
\begin{aligned}
\{ \left( -\lambda_w \frac{k_{tg}}{k_{tg} + \lambda_w \bar{\mu}_g} K P'_c \right) \bar{S}_w' &= \left[ u_g^+ - \frac{k_{tg} u}{k_{tg} + \lambda_w \bar{\mu}_g} \right] - v \phi (\bar{S}_w - S^+_w), \\
n_{\text{max}} (u_g^+ - v \phi (1 - S^+_w)) \bar{n}_D' &= \phi (1 - \bar{S}_w) \bar{R}.
\end{aligned}
\]

One direct conclusion from (21) is that \(\lim_{\gamma \to +\infty} \bar{R}(\xi) = 0\). This property is used in Sect. 4.2 to obtain the equilibrium states and traveling wave velocity.

Note that (20) also implies that, for all \(\xi \in \mathbb{R}\),

\[
\frac{|u - \bar{u}_w|}{\phi (1 - \bar{S}_w)} = v \left( \frac{S_w^+ + \frac{u_G^+}{\phi v} - \bar{S}_w}{1 - \bar{S}_w} \right).
\]

Then, one may replace (22) into (12) to obtain

\[
\bar{\mu}_g = \bar{\mu}_g^0 \left[ 1 + \frac{\alpha n_{\text{max}}}{\bar{\mu}_g^0 \phi v} \left( \frac{1 - \bar{S}_w}{|S_w^+ + \frac{u_G^+}{\phi v} - \bar{S}_w|} \right)^{\frac{1}{2}} \bar{n}_D \right].
\]

Equation (23) is an alternative version of (12) valid only for the traveling wave profile.

Let us summarize these calculations. We start with the problem (1)–(4) defined in \((0, L) \times (0, +\infty)\), with initial condition \((S_w, n_D)(x, 0) = (S_w^+, n_D^+)\) and boundary condition \((S_w, n_D)(0, t) = (S_w^-, n_D^-)\). A traveling wave solution for this problem is given by the solution of (21), which satisfies limit conditions (17). We discuss how to obtain these limit conditions in Sect. 4.2.
The existence of the solution of (21) is not trivial. Lozano et al. (2021) investigate the existence of solutions for (21) using Newtonian foam flow and particular choice of $R = r_g - r_c$. They show that such solutions exist in specific parameter regions, depending on the model and the limit states. We do not perform such deep analysis here; however, we give evidence that the solutions exist for the examples from Sect. (5).

### 4.2 Traveling Wave Velocity and Equilibria

The usual procedure to determine the traveling wave velocity and equilibria is to apply limits (17) to the ODE system (21). On physical grounds, $k_{yw}(S_w^\pm)$, $k_{wg}(S_w^\pm)$, and $P'_c(S_w^\pm)$ are real numbers and $k_{wg}(S_w^\pm) > 0$. As $\lim_{\xi \to \pm \infty} \tilde{S}_w'(\xi) = 0$ from (17), it follows that $\lim_{\xi \to \pm \infty} \partial_x P_c(\xi) = 0$. Therefore, $\lim_{\xi \to \pm \infty} \tilde{R}_g(\xi) = \mu_{\text{eq}}(S_w^\pm, n_D^\pm, u)$ as defined in (15). Moreover, we use the fractional flux definition in (3), and apply the limits in (17) to (21) and (19) to obtain the algebraic system of nonlinear equations

$$\frac{k_{wg}(S_w^-)}{k_{wg}(S_w^-) + \lambda_w(S_w^-) \mu_{\text{eq}}(S_w^-, n_D^-, u)} = f_g^-,$$  
\hspace{1cm} (24)

$$\frac{k_{wg}(S_w^+)}{k_{wg}(S_w^+) + \lambda_w(S_w^+) \mu_{\text{eq}}(S_w^+, n_D^+, u)} = \frac{u_g^+}{u},$$  
\hspace{1cm} (25)

$$\left( u_g^+ - f_g^- u \right) - v \phi(S_w^- - S_w^+) = 0,$$  
\hspace{1cm} (26)

$$R(S_w^-, n_D^-, u(1 - f_g^-)) = 0,$$  
\hspace{1cm} (27)

$$R(S_w^+, n_D^+, u - u_g^+) = 0.$$
\hspace{1cm} (28)

As we have eight unknowns ($S_w^-, n_D^-, n_D^+, u_g^+, v, u, S_w^+, f_g^-$) and five algebraic Eqs. (24)–(28), one expects to find five of the unknowns as functions of the other three unknowns. From the experimental point of view, it is plausible to assume that we know the initial water saturation ($S_w^+$), we control the total superficial velocity ($u$), and we measure the fraction of the injected fluids ($f_g^-$). Therefore, we consider $u, S_w^+$ and $f_g^-$ to be the known values and ($S_w^-, n_D^-, n_D^+, u_g^+, v$) as the main unknowns in (24)–(28). In Sect. 5, we follow (Ashoori et al. 2011) and investigate cases with high initial water saturation ($S_w^- < S_w^+ \leq 0.72$) and injection of both high quality ($f_g^- = 0.268$) and low quality ($f_g^- = 0.9$) foam.

As discussed in Sect. 2, there is a particular case where the constraints $R = 0$ and $\partial_x P_c = 0$ result in the foam texture $n_D = n_D^{LE}(S_w, u_w, u)$. For instance, the models from Ashoori et al. (2011), Chen et al. (2010), Kam (2008), Kovscek et al. (1995) and Simjoo and Zitha (2015) allow for such an expression of local-equilibrium foam texture. For these models, one may use the following strategy to solve (24)–(28) given $u, S_w^+$ and $f_g^-$:

1. Solve (24) for $S_w^-$ using $n_D^- = n_D^{LE}(S_w^-, u(1 - f_g^-), u)$ consistently with (27);
2. Solve (25) for $u_g^+$ using $n_D^+ = n_D^{LE}(S_w^+, u - u_g^+, u)$ consistently with (28);
3. Solve (26) for $v$.

This algorithm involves the solution of two uncoupled scalar nonlinear equations, which can be done either analytically or by applying a classical numerical procedure, see (Mathews 1992). After obtaining all constant parameters, one must solve the ODE system (21) with limit conditions in (17) using usual ODE solvers for nonlinear systems to obtain the traveling wave profile.

Remark 2 The procedure to obtain the traveling wave limits and wave velocity described above can still be used for initial gas at residual saturation, i.e., $S_w^+ = 1 - S_{gr}$. In this case, the existence of traveling wave limits relies on the following limit

$$\lim_{\xi \to +\infty} \tilde{S}_w'(\xi) = \lim_{S_w \to 1 - S_{gr}} \frac{u - v \phi (1 - S_w - S_{gr}) k_{ig} \mu_w^{eq}}{k_{ig} \lambda_w \phi (1 - S_w - S_{gr})} = 0.$$ 

Ashoori et al. (2011) use a modified Brooks–Corey capillary pressure equation obtained by multiplying the original formula $P_b/S_{we}$ by the term $(1 - S_w - S_{gr})^{0.01}$, where $P_b$ is the non-wetting fluid (gas) entry capillary pressure head [see (Lenhard et al. 1989)]. Such modification does not affect the phenomenological conclusions but guarantees the limit above holds. In the present paper, we use the model from Ashoori et al. (2011) with the referred modification. We stress that one can propose other modifications to the capillary pressure, provided the limit above remains valid.

5 Application in The Linear Kinetics Model

In this section, we apply the methodology from the previous sections to obtain traveling wave solutions for a foam propagation model previously studied by Ashoori et al. (2011). We use them to compare the influence of the non-Newtonian apparent viscosity in the foam model. In this model, the relative permeabilities, $k_{rw}(S_w)$ and $k_{rg}(S_w)$, are generalized Brooks–Corey expressions fitted for the nitrogen-water flow in the Boise sandstone. The capillary pressure has an equivalent unitary pore size distribution index, also inspired in the work of Brooks and Corey (1966). Foam generation and coalescence are controlled by expressions $r_g(S_w)$ and $r_c(n_D)$ as follows

$$k_{rw}(S_w) := 0.2 S_{we}^{4.2},$$
$$k_{rg}(S_w) := 0.94 (1 - S_{we})^{1.3},$$
$$P_c(S_w) := \frac{P_b (1 - S_w - S_{gr})^{0.01}}{S_{we} (1 - S_{we} - S_{gr})},$$
$$r_g(S_w) := K_c n_{max} n_D^{LE}(S_w),$$
$$r_c(n_D) := K_c n_{max} n_D,$$
$$n_D^{LE}(S_w) := \begin{cases} 
\tanh(400 (S_w - 0.37)) & \text{if } S_w > 0.37, \\
0 & \text{if } S_w \leq 0.37,
\end{cases}$$

(29)
where $K_c$ is the kinetic generation/coalescence rate parameter. The coefficient $P_b = 330 \text{ Pa}$ is the gas entry capillary pressure head and stems from the Leverett J-function (Leverett 1941) with a gas-water surface tension of $0.03 \text{ N/m}$. Table 1 shows the remaining parameter values from Ashoori et al. (2011). To summarize, we analyze the model described by (1)–(4), (12) and (29) with parameters from Table 1.

Ashoori et al. (2011) studied the incompressible foam flow considering foam as a Newtonian fluid. They used the following apparent gas viscosity formula (hereafter, the superscript ‘N’ identifies the properties of the Newtonian model)

$$
\mu_g^N(n_D) := \mu_g^0 \text{MRF}^N(n_D), \quad \text{MRF}^N(n_D) := 1 + C_{\text{MRF}} n_D,
$$

where $C_{\text{MRF}}$ is a reference mobility reduction factor (MRF) for the strongest foam. One direct consequence of this simplification is that the fractional fluxes are algebraic expressions of the water saturation and foam texture as follows

$$
f_w^N(S_w, n_D) := \frac{k_w(S_w)}{\mu_w} \cdot \frac{k_w(S_w)}{\mu_w} + \frac{k_g(S_w)}{\mu_g} \cdot \frac{k_g(S_w)}{\mu_g}.
$$

Two well-known foam properties inspired the simplification: (1) foamed gas mobility reduction is large and nearly constant at high water saturation, and (2) there exists a limiting capillary pressure, where foam collapses abruptly.

To compare the influence of considering foam as a non-Newtonian fluid, we need to find a mapping between $\mu_g$ (defined in (12)) and $\mu_g^N$. We proceed by choosing a parameter $\alpha > 0$ such that it minimizes the mean squared difference between the gas mobilities under Local Equilibrium conditions and disregarding capillary pressure derivatives, i.e.,
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\[
\min_{\alpha > 0} \int_{S_w}^{1-S_w} \left( \frac{k_{eq}(S_w)}{\mu_{eq}^N(S_w, n_{D}^{LE}(S_w), u)} - \frac{k_{eq}(S_w)}{\mu_{eq}^N(n_{D}^{LE}(S_w))} \right)^2 \, dS_w. \tag{32}
\]

using parameters from Table 1. We find \( \alpha = 2.44 \times 10^{-16} \text{ Pa s}^{2/3} \text{ m}^{-10} \) (See Remark 3). This mapping generalizes the one proposed by Zavala et al. (2021).

In what follows, we compute traveling wave profiles for the Linear Kinetics model using the non-Newtonian apparent gas viscosity (12). We compare those profiles with the ones obtained using the Newtonian apparent viscosity (30). We analyze two scenarios. The first one reproduces the example found in Ashoori et al. (2011). The second one shows a case where the non-Newtonian foam model brings significant information. Table 2 shows the equilibria computed using (24)–(28) for the Newtonian and non-Newtonian models in two scenarios. After those two scenarios, a third subsection shows how the total apparent viscosity \( \mu_{\text{app}} \) changes when we change the foam quality. We measure this quantity at equilibrium states, i.e., \( n_{D} = n_{D}^{LE} \) and \( \partial_x P_c = 0 \).

### 5.1 Scenario 1

Scenario 1 corresponds to the flow data from the literature (Ashoori et al. 2011) with the limit states \( S_w^+ = 0.72 \) and \( f_w^- = 0.268 \). The autonomous system (21) can be rewritten in the standard form:

\[
\begin{align*}
\min_{\alpha > 0} & \int_{S_w}^{1-S_w} \left( \frac{k_{eq}(S_w)}{\mu_{eq}^N(S_w, n_{D}^{LE}(S_w), u)} - \frac{k_{eq}(S_w)}{\mu_{eq}^N(n_{D}^{LE}(S_w))} \right)^2 \, dS_w. \tag{32}
\end{align*}
\]

### Table 2 Parameter values at limit states and traveling wave velocities in two scenarios used to compare Newtonian and non-Newtonian models

| Parameter | Scenario 1 | Scenario 2 |
|-----------|------------|------------|
| \( f_w^- = 0.268; S_w^+ = 0.72 \) | \( f_w^- = 0.9; S_w^+ = 0.819 \) |
| \( \text{Newtonian} \) | \( \text{non-Newt.} \) | \( \text{Newtonian} \) | \( \text{non-Newt.} \) |
| \( S_w^- [-] \) | 3.720 \times 10^{-1} | 3.719 \times 10^{-1} | 5.011 \times 10^{-1} | 4.672 \times 10^{-1} |
| \( n_{D}^+ [-] \) | 6.650 \times 10^{-1} | 6.503 \times 10^{-1} | 1.000 | 1.000 |
| \( n_{D}^- [-] \) | 1.000 | 1.000 | 1.000 | 1.000 |
| \( u_g^- \quad \text{[m/s]} \) | 7.251 \times 10^{-8} | 6.111 \times 10^{-9} | 8.782 \times 10^{-11} | 3.193 \times 10^{-13} |
| \( [\partial_x P^-] \quad \text{[Pa/m]} \) | 8.566 \times 10^{6} | 8.579 \times 10^{6} | 2.738 \times 10^{6} | 4.520 \times 10^{6} |
| \( [\partial_x P^+] \quad \text{[Pa/m]} \) | 3.059 \times 10^{5} | 3.066 \times 10^{5} | 1.475 \times 10^{5} | 1.475 \times 10^{5} |
| \( v \quad \text{[m/s]} \) | 2.457 \times 10^{-4} | 2.464 \times 10^{-4} | 3.687 \times 10^{-5} | 3.687 \times 10^{-5} |
| \( u_g^- / u \quad [-] \) | 2.475 \times 10^{-3} | 2.086 \times 10^{-4} | 2.997 \times 10^{-6} | 1.090 \times 10^{-8} |
| \( v/u \quad [-] \) | 8.385 | 8.410 | 1.258 | 1.137 |

We use \( u = 2.930 \times 10^{-6} \text{ m/s} \)
\[
\begin{bmatrix}
\tilde{S}_w \\
\tilde{n}_D
\end{bmatrix}' = F(\tilde{S}_w, \tilde{n}_D);
\]
where
\[
F(S_w, n_D) := \begin{bmatrix}
\left( u_g^+ - \frac{k_{ig} u}{k_{ig} + \lambda_w \mu} \right) - \nu \phi (S_w - S_w^+) \\
- \frac{k_{ig} u}{k_{ig} + \lambda_w \mu} \lambda_w K P_c' \\
- \phi (1 - S_w) R \\
n_{\text{max}} \left( u_g^+ - \nu \phi (1 - S_w^+) \right)
\end{bmatrix}^{1/3} n_D,
\]
and \( \mu := \mu_0 + \frac{\alpha n_{\text{max}}}{\nu^1} \left( \frac{1 - S_w}{S_w^+ + \frac{u_g^+}{\nu \phi} - S_w} \right)^{1/3} n_D, \)

where the latter comes from (23). One standard approach for proving the existence of the solution connecting two equilibria in an autonomous system is based on the analysis of the ODE’s phase space, as done by Lozano et al. (2021). We repeat some steps of their analysis.

Lozano et al. (2021) started by proving that:

1. \( F(S_w, n_D) = 0 \) if and only if \( n_D = n_{D}^{LE}(S_w) \) and \( u_g^+ - (k_{ig} u)/(k_{ig} + \lambda_w \mu) = \nu \phi (S_w - S_w^+) \);
2. The curve \( u_g^+ - (k_{ig} u)/(k_{ig} + \lambda_w \mu) \) constrained to \( n_D = n_{D}^{LE}(S_w) \) intersects the straight line \( \nu \phi (S_w - S_w^+) \) in at most two values of \( S_w \in (S_{wc}, 1 - S_{gr}) \).

Since \( F(S_w^+, n_D^+) = F(S_w^-, n_D^-) = 0 \), those are the only two roots of \( F \) in \( (S_{wc}, 1 - S_{gr}) \times [0, 1] \).

Second, let us comment on the dynamics in the neighborhood of the limit states of Scenario 1 in Table 2. In two-dimensional \((S_w, n_D)\) phase space, this analysis reduces to look at the real part’s sign of the eigenvalues of the Jacobian matrix \( F'(S_w, n_D) \); positive signs indicate source directions, and negative signs indicate sink directions. Since \( F(S_w, n_D) = 0 \) only over the equilibria, the orbit (solution of (33)) exits if there is at least one source direction in the left state and at least one sink direction in the right state. Table 3 shows the eigenvalues for states – and + using the non-Newtonian model. In all cases, the states—have eigenvalues with positive real parts (sources), and states + have eigenvalues with real parts with opposite signs (saddle points), which proves the traveling wave connection.

### Table 3 Eigenvalues of the Jacobian matrix \( F'(S_w, n_D) \) at the equilibrium states – and + of Scenario 1

| \( K_c \) [1/s] | State | \( \lambda_1 \) [1/m] | \( \lambda_2 \) [1/m] | Classification |
|---|---|---|---|---|
| 200 | – | 1.089×10^5 | 1.715×10^6 | Source |
| 200 | + | -1.020×10^6 | 8.092×10^5 | Saddle |
| 1 | – | 1091+2854i | 1091–2854i | Spiral source |
| 1 | + | -1.020×10^6 | 4.046×10^3 | Saddle |
| 0.01 | – | 1.209×10^4 | 7.726×10^2 | Source |
| 0.01 | + | -1.020×10^6 | 4.046×10^1 | Saddle |

The classification follows a typical nomenclature (Guckenheimer et al. 1984)
Table 2 shows that the relative difference between Newtonian and non-Newtonian viscosity models for the states $n_D$ is lower than 3%, and the values of $u^+$ are negligible relative to $u$. The remaining parameter values vary less than 1% between the models. Note that the Newtonian model’s values in scenario 1 coincide with those from Ashoori et al. (2011). The solution profiles for $S_w$ and $n_D$ for the non-Newtonian case are very similar to the ones of the Newtonian model found in Ashoori et al. (2011).

Figure 1 shows the MRF and $f_w$ profiles along the traveling wave using its coordinate $\xi$. The MRF ($\tilde{\mu}/\mu_0^*$) in the left panel of Fig. 1 is governed by (23) for the non-Newtonian case. This formula indicates that MRF increases indefinitely as $S_w$ approaches $S_w^+ + u^+/(u \phi)$, which we see when $\xi$ is close to 0.3. On the other hand, $\tilde{f}_w$ in the right panel of Fig. 1 presents a gradual change in the region where the non-Newtonian MRF changes abruptly. Notice that $f_w = 1/(1 + (\lambda_0^0/\lambda_w)(1/MRF))$, where $\lambda_0^0$ represents the gas mobility in the absence of foam. Thus, the gradual change in $\tilde{f}_w$ is due to the moderate magnitude of the ratio $\lambda_0^0/\lambda_w$ for $S_w > 0.7$.

**Remark 4** We recall that traveling waves are invariant to translation in space ($\xi$-axis). In Figs. 1, 2, we align the profiles to help visually compare the models.
5.2 Scenario 2

The second scenario explores higher differences between Newtonian and non-Newtonian behaviors by taking a higher initial water saturation, \( S^+_w = 0.819 \), and injecting a mixture with lower foam quality, \( f_w^- = 0.9 \). This scenario, usually denoted by the term low-quality regime, was not based on experimental data from the literature; it was built to enlarge the differences between Newtonian and non-Newtonian regimes describing foam flow in porous media. Scenario 2 addresses a fundamental scientific discussion on understanding the non-Newtonian nature of foam displacement. The analysis of the existence of traveling wave solutions for Scenario 2 is analogous to the one from Sect. 5.1; therefore, we omit it. We use \( K_c = 200 \text{ s}^{-1} \) for Scenario 2.

Table 2 shows the equilibria for the Newtonian and non-Newtonian models in Scenario 2. We note that the Newtonian water saturation \( S^-_w \) and pressure gradient \( \frac{\partial x P}{\partial x} \) differ from the corresponding non-Newtonian values 7% and 39%, respectively. As expected, the traveling wave velocity is larger than the total superficial velocity in all cases. However, in Scenario 1, the Newtonian model results in a wave 0.3% faster than the non-Newtonian one; while in Scenario 2, the Newtonian model results in a wave 11% slower than the non-Newtonian one.

Figure 2 shows the traveling wave profiles \( \ddot{S}_w \) and \( \ddot{n}_D \) and the absolute value of the pressure gradient along the traveling wave for both models. The pair \( (\ddot{S}_w, \ddot{n}_D) \) solve (21) with conditions (17). Besides the difference in the limit states, the non-Newtonian foam model profiles are sharper than the ones in the Newtonian model. Figure 3 shows the MRF and \( f_w \) along the traveling wave. As in scenario 1, MRF is qualitatively and quantitatively different between the models. In this case, however, the fractional flux profile changes between the models leading to different water saturation profiles; see left panel of Fig. 2.

5.3 Traveling Wave Equilibria for Different Flow Velocities

Figure 4 shows isolines of the superficial gas velocity \( u_g \) as a function of the foam quality \( f_g \) and the total apparent viscosity \( \mu_{\text{app}} \) defined in (7). To plot it, we consider equilibrium conditions, i.e., \( n_D = n_D^\text{LE} \) and \( \partial x P_c = 0 \); we use finite sets of values for total superficial velocity \( u \) (from 0.1 to 100 \( \mu \text{m/s} \)) and water saturation (from \( S_{wc} \) to \( 1 - S_{gr} \)). Those ranges cover laboratory and field experimental values (Chen et al. 2010; Ashoori et al. 2011; Farajzadeh et al. 2012). Using these sets of values, we compute \( \mu_{\text{app}} \) using (3), (5), (7), (15), (29) and (13). Next, \( u_g = u(1 - \lambda_w \mu_{\text{app}}) \) and \( f_g = 1 - \lambda_w \mu_{\text{app}} \) are generated using (29).

![Fig. 3 MRF and \( f_w \) along the traveling wave in the non-Newtonian and Newtonian models in Scenario 2](image-url)
As expected, at both ends in Fig. 4, all curves $\mu_{\text{app}}$ approach the same value. This happens because for the low value of the water saturation (corresponding to big $f_g$), the foam collapses, and all curves $\mu_g$ approach the same $\mu_g^0$. For high water saturation values (corresponding to low $f_g$), there is no gas phase to form foam, and $\mu_{\text{app}}$ approaches the water viscosity. One can see that the lower the superficial gas velocity, the stronger the foam (higher $\mu_{\text{app}}$). In agreement with Eide et al. (2020); Gassara et al. (2020), the high-quality regime region (after the peak of the strongest foam) shrinks when the superficial gas velocity increases.

In the Newtonian model, total apparent viscosity and fractional fluxes do not depend on $u_g$; however, they depend on $S_w$ (or equivalently on $f_g$) and the fitting constant $C_{\text{MRF}}$, see (30). In Fig. 4, we plot the apparent viscosity for the Newtonian model for $C_{\text{MRF}} = 37000$ and $C_{\text{MRF}} = 185000$. As one can see, varying $C_{\text{MRF}}$, it is possible to choose $C_{\text{MRF}}$ in such a way that the Newtonian model better represents the non-Newtonian gas viscosity accordingly to the flow regime.

**Remark 5** Scenario 2 evidences some differences between the traveling wave solutions of non-Newtonian and Newtonian models. The parameter values in this scenario assume the injection of a mixture with low gas concentration. Although this injection is uncommon, such configuration occurs in industrial applications, e.g., surfactant alternated gas (SAG) injection in the Enhanced Oil Recovery (EOR) (Farajzadeh et al. 2012). During this procedure, pure water (containing surfactant) and pure gas are injected into the reservoir periodically, resulting in alternated low and high gas concentrations inside the porous medium. The main challenge consists of avoiding the gas-fingering formation, e.g., not allowing the gas phase to penetrate the water phase. That is why several experimental and theoretical investigations (including the present one) concentrate on studying the two-phase flow in the presence of foam (Simjoo et al. 2012; Simjoo and Zitha 2015; Ashoori et al. 2011; Kapetas et al. 2016; Boeije and Rossen 2015).

**Remark 6** We used the explicit Runge–Kutta method RK5(4) (Shampine 1986) to solve (21) in the variable $\eta := -\xi$ on $[0, \eta_F]$ with initial conditions $(\bar{S}_w, \bar{n}_D)(0) = (S_w^+ - 10^{-6}, n_D^+)$.
and step size $\eta_F/1000$. This change of variables, $\xi$ to $-\eta$, helps the numerical solver to find the correct solution.

6 Discussion and Conclusions

In this paper, we detailed the procedure of obtaining traveling wave solutions for a range of models describing foam propagation in porous media. For that we reformulate Hirasaki and Lawson’s apparent viscosity in terms of the foam model’s unknowns $S_w$, $n_D$, and $u$. We restrict the analysis to the case of constant total superficial velocity $u$ as in previous works (Lozano et al. 2021, 2022). It is worth mentioning that the reformulated apparent viscosity formula can be used in other contexts. One example is to reconstruct fractional fluxes directly from the experimental data.

In order to evidence the potential of the proposed methodology, we find the traveling wave solutions for the Linear Kinetics model. We use the solutions to quantify the importance of considering the non-Newtonian apparent viscosity in the model. We proposed a mapping procedure to map one model in the other. This procedure involves solving a minimization problem for the mean square difference between gas mobilities in the two models. We conclude that:

- For the cases reproduced from Ashoori et al. (2011), the non-Newtonian viscosity brings no new relevant information. This is expected in such a high-quality regime, as observed in several other works, e.g., (Cheng et al. 2000; Salazar Castillo et al. 2020; Valdez et al. 2021).
- In the low-quality example, we identify a foam flow regime with stronger non-Newtonian fluid behavior and obtain more significant discrepancies between the two models. Our example showed a relative difference of 39% in the pressure gradient and 11% in the traveling wave velocity. We noticed that the Newtonian approximation might result in traveling wave velocities higher or lower than the non-Newtonian one. Estimating the traveling wave velocity is crucial to predicting the gas breakthrough during an enhanced recovery process in porous media. It is worth mentioning that we achieve such contrast even using the same constant total superficial velocity from Scenario 1.
- The mobility reduction factor gives significantly less information on the foam flow than the fractional flux curves. In the two scenarios we analyze, the mobility reduction factors between Newtonian and non-Newtonian presented qualitative and quantitative differences. However, the water saturation and foam texture wave profiles coincide qualitatively in the first scenario, while, in the second one, they do not.
- For different total flow velocities and quality regimes, one may still use the Newtonian gas viscosity formula, although the parameters should be adjusted so that the shear-thinning behavior of foam can be accurately represented.
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