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Abstract. We consider the Dirichlet problem for an elliptic multivalued maximal monotone operator \(A_\varepsilon\) satisfying growth estimates of power type with a variable exponent. This exponent \(p_\varepsilon(x)\) and also the symbol of the operator \(A_\varepsilon\) oscillate with a small period \(\varepsilon\) with respect to the space variable \(x\). We prove a homogenization result for this problem.

1. Introduction. This paper relates to the intersection of two fields in homogenization theory. The first one studies problems under non-standard coerciveness and boundedness conditions; the second one is connected with multivalued mappings corresponding to maximal monotone operators. The paper is motivated with the survey article by A.Pankov [21] where some open problems are formulated for elliptic monotone operators under nonstandard growth conditions. Our exposition concerns one of the problems posed in [21].

Non-standard coerciveness and boundedness conditions. Integral functionals subordinate to non-standard boundedness conditions and relating to them PDEs were studied from the 70’s-80’s by many mathematicians (see, for example, overviews [29], [11] and references therein). One of the model functionals of this type is

\[
F(u) = \int_\Omega \frac{|D u(x)|^{p(x)}}{p(x)} \, dx,
\]

where \(\Omega \subset \mathbb{R}^n\),

\[
p \in L^\infty(\Omega), \quad 1 < \alpha \leq p(x) \leq \beta < +\infty,
\]

and the corresponding integrand

\[
f(x, \xi) = |\xi|^{p(x)}, \quad \xi \in \mathbb{R}^n,
\]

satisfies coercivity and boundedness conditions

\[
c_1|\xi|^\alpha - c_0 \leq f(x, \xi) \leq c_0 + c_2|\xi|^\beta, \quad \forall \xi \in \mathbb{R}^n, \quad c_1, c_2 > 0, c_0 \geq 0.
\]
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Here, the different constant exponents $\alpha, \beta$ stand in the lower and the upper bounds, while, for the functionals of the classical calculus of variations, the constant exponent should be the same in both sides of the bilateral estimate of the type (4), i.e. $\alpha = \beta$.

In the contest of homogenization theory, a strongly nonhomogeneous functional of the form (1) emerges if the variable exponent $p(x)$ is replaced by an $\varepsilon$-periodic exponent $p(\varepsilon z)$, highly oscillating as the positive parameter $\varepsilon$ tends to zero. Namely,

$$F_\varepsilon(u) = \int_\Omega \frac{|Du(x)|^{p(\varepsilon z)}}{p(\varepsilon z)} \, dx, \quad \varepsilon \in (0, 1],$$  \tag{5}

the corresponding integrand is $f_\varepsilon(x, \xi) = |\xi|^{p(\varepsilon z)}$. In numerous papers by Zhikov (see [26]–[29] and references in the overview [29]) beginning from the 80’s, various aspects of the theory of nonstandard functionals satisfying (4) were studied. Among them, the so-called Lavrentiev phenomenon and $\Gamma$-convergence of integrands (or functionals) with the account of the Lavrentiev phenomenon. For the first time, an example of exponents $p(x)$, providing the Lavrentiev phenomenon for the functional (1), was given in [26]. In the framework of $\Gamma$-convergence theory, we single out the homogenization result [27] concerning the functional (5). In this case, the homogenized functional

$$F_0(u) = \int_\Omega f_0(Du(x)) \, dx$$

appears in the limit as $\varepsilon \to 0$. Its integrand $f_0(\xi)$ is a convex function (not power-like) subordinate to the estimate (4), and $f_0(\xi)$ can be different in minimization problems considered on different spaces, for example, on $W^{1,\alpha}(\Omega)$ or $W^{1,\beta}(\Omega)$, $\alpha$ and $\beta$ being from (4).

The Euler-Lagrange equations corresponding to minimization problems with the functional (1) contain the $p(\cdot)$-Laplacian acting as $\Delta_{p(\cdot)}u = -\text{div} \left(|Du|^{p(\cdot)-2}Du\right)$. Note that the $p(\cdot)$-Laplacian is a monotone operator, it arises as a result of the differentiation of the appropriate convex functional. It is natural next to turn to monotone operators with variable growth exponent which, in contrast with $\Delta_{p(\cdot)}$, do not relate to any convex functional via differentiation. The model example is the anisotropic $p(\cdot)$-Laplace operator

$$L^A_{p(\cdot)}u = -\text{div} \left(|Du|^{p(\cdot)-2}A(x)Du\right),$$  \tag{6}

where $A = A(x)$ is a measurable symmetric matrix such that

$$\exists \nu > 0 : \nu|\xi|^2 \leq A\xi \cdot \xi \leq \nu^{-1}|\xi|^2 \quad \forall \xi \in \mathbb{R}^n.$$

As for monotonicity, this property is not provided here for an arbitrary matrix $A$ even if $A$ is constant and diagonal and $p$ is also constant (see an example in [25]). A Cordes-type condition should be imposed on the matrix $A$ to guarantee monotonicity properties of the operator $L^A_{p(\cdot)}$ (see details in [25] and [24]).

Now, we proceed to monotone operators of more general form

$$Au = -\text{div} \, a(x, Du),$$  \tag{7}

where $a : \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is a Carathéodory function (with continuity in $\xi$) such that $a(x, \cdot)$ is monotone and subordinate to the following coercivity and boundedness estimates:

$$a(x, \xi) \cdot \xi \geq c_1|\xi|^{p(x)} - c_0, \quad |a(x, \xi)|^{p'(x)} \leq c_2|\xi|^{p(x)} + c_0, \quad p'(x) = p(x)(p(x) - 1)^{-1},$$  \tag{8}

$$p(x) \leq p(\varepsilon z)$$  \tag{9}
for a.e. \( x \in \Omega \) and all \( \xi \in \mathbb{R}^n \) with the exponent \( p(x) \) as in (2) and the constants \( c_1, c_2 > 0, c_0 \geq 0 \). Clearly, the anisotropic \( p(\cdot) \)-Laplacian (6) satisfies these conditions.

Because of properties (8), (9), it is natural to define the operator (7) on the variable exponent Sobolev space \( W^{1,p(\cdot)}(\Omega) \) that is the extension of the classical Sobolev space \( W^{1,p}(\Omega) \) with the constant exponent \( p \). This allows the adequate description and study of the operator \( A \). By the way, the latter remark is valid also for functionals of the type (1).

Suppose that functions \( p(\cdot) \) and \( a(\cdot, \xi) \) are 1-periodic and such that estimates of the type (8), (9) are valid. Then, coercivity and boundedness conditions for \( a(x/\varepsilon, \xi) \) are formulated with the exponent \( p(x/\varepsilon) \) highly oscillating as \( \varepsilon \to 0 \). Consequently, operators

\[
A_\varepsilon u = -\text{div} a(x/\varepsilon, Du), \quad \varepsilon \in (0, 1],
\]

are adequately defined on the Sobolev spaces \( W^{1,p(\cdot)}(\Omega) \), \( p_\varepsilon(x) = p(x/\varepsilon) \). Therefore, in homogenization problems related to operators (10), one should “pass to the limit” not only in the operator \( A_\varepsilon \) but also in the energy space \( W^{1,p(\cdot)}(\Omega) \) varying as \( \varepsilon \to 0 \). The homogenization results for operators of the type (10), both scalar and vector, were established in [30] and [32].

**Multi-valued operators.** The homogenization of nonlinear monotone operators of the form

\[
-\text{div} a(x/\varepsilon, Du), \quad u \in W^{1,p(\cdot)}_0(\Omega),
\]

where \( p \) is constant and \( a(y, \xi) \) is allowed to be multivalued, was considered in [10], as a natural generalization of the variational setting. In fact, the homogenization of integral functionals

\[
\int_\Omega f\left(\frac{x}{\varepsilon}, Du\right) \, dx,
\]

which are correlated with boundary-value problems if \( a(y, \xi) = \nabla_\xi f(y, \xi) \), was achieved gradually removing the differentiability assumption for \( f(y, \cdot) \) (see [19], [7], [4]). The (possibly) multivalued map \( a(y, \xi) = \partial_\xi f(y, \xi) \) represents a model for homogenization problems in the multivalued setting.

Another reason to treat multivalued monotone operators in homogenization theory stems from this theory itself. Assume that we deal with a family of non-strictly monotone single-valued operators \( A_\varepsilon \) (\( \varepsilon > 0 \) is a small parameter characterizing their heterogeneity) for which there is no, in general, unique solvability of operator equations \( A_\varepsilon u_\varepsilon = h \). Then it may happen that the limit, or homogenized, operator \( A_0 \), as \( \varepsilon \to 0 \), is multivalued. One can easily believe in this (rather strange only at first sight) phenomenon following the lines of the homogenization procedure. In fact, the so-called cell problem generates the symbol of the homogenized operator via its solutions according to a certain rule. Thus, the multiplicity of cell problem solutions may be a prerequisite for the emergence of the multi-valued homogenized operator. The example of a single-valued operator whose associated homogenized operator turns out to be multivalued is given in [10].

Meanwhile, it is interesting to look at homogenization of multi-scale problems with non-strictly monotone operators where reiterated homogenization procedure should be used. Homogenization of such kind multi-scale operators, but only strictly monotone, was studied, e.g. in [23]. Under assumption of the mere monotonicity (when we drop the strict form of it), we may encounter naturally, as it is explained above, multivalued operators even at intermediate stages of reiterated homogenization before we come to the final homogenized operator.
The paper is organized as follows. In Section 2, we formulate the homogenization problem under consideration after presenting, in a short form, the necessary background material on variable exponent spaces and on multivalued-monotone maps. Section 3 contains some known results for the case of single-valued operators, both in the variational and non-variational setting, from which we proceed. Here, we introduce, incidentally, the function \( f \) as well as the Sobolev space with generalized Orlicz integrability \( W^{1,f}_{0,0}(\Omega) \) that appears in the formulation of the homogenized problem. Section 4 is dedicated to the study of the, so-called, cell problem, its solvability and the main properties of the solutions. The homogenized operator and the homogenized problem are defined and studied in Section 5. The main homogenization result, that is Theorem 6.2, is stated and proved in Section 6. A crucial tool in the proof of the convergence of the solutions of the given problem to those of the homogenized one is a peculiar version of the Compensated Compactness Lemma (see below, Lemma 6.1), which is due to Zhikov and Pastukhova [32].

2. Description of the problem. In this section, we introduce the notation, recall some standard definitions, collect necessary theorems and facts that will be used to establish our main result, and eventually give a problem set-up.

2.1. Variable exponent spaces. Good overview on variable exponent spaces appeared in the long-standing publication [17]. For a more detailed study see also the recent book [12]. In what follows, we present some necessary explications.

Given a bounded open set \( \Omega \subset \mathbb{R}^n \) with Lipschitz boundary, and a real-valued measurable bounded function \( p : \Omega \to \mathbb{R} \) with values in the diapason \([\alpha, \beta]\), where \( 1 < \alpha < \beta < \infty \), we recall the definition of the Lebesgue and Sobolev spaces with the variable exponent \( p(\cdot) \)

\[
L^p(\Omega) = \{ v \in L^1(\Omega) : \int_{\Omega} |v(x)|^{p(x)} \, dx < \infty \},
\]

(11)

\[
W^{1,p}_{0,0}(\Omega) = \{ u \in W^{1,1}_{0,0}(\Omega) : \int_{\Omega} |Du(x)|^{p(x)} \, dx < \infty \}.
\]

(12)

Here and hereafter, we make no difference in notation for spaces of scalar and vector-valued functions. For instance, in (11) any function \( v \in L^1(\Omega, \mathbb{R}^m) \), \( m \in \mathbb{N} \), is meant.

Equipped with the following norms

\[
\|v\|_{L^{p(\cdot)}(\Omega)} = \inf \left\{ \lambda > 0 : \int_{\Omega} \frac{|v(x)|^{p(x)}}{\lambda} \, dx \leq 1 \right\},
\]

(13)

called the Luxemburg norm, and

\[
\|u\|_{W^{1,p(\cdot)}_{0,0}(\Omega)} = \|Du\|_{L^{p(\cdot)}(\Omega)},
\]

(14)
the sets (11), (12) become reflexive, separable Banach spaces.

The conjugate space to \( L^{p(\cdot)}(\Omega) \) coincides with \( L^{p'(\cdot)}(\Omega) \), where \( p'(x) = p(x)(p(x) - 1)^{-1} \) is the Hölder conjugate exponent.

From the definition of the Luxemburg norm, the bilateral estimate follows:

\[
\|v\|_{L^{p(\cdot)}(\Omega)}^p - 1 \leq \int_{\Omega} |v(x)|^{p(x)} \, dx \leq \|v\|_{L^{p(\cdot)}(\Omega)}^{p'} + 1.
\]

(15)

It means that boundedness property in \( L^{p(\cdot)}(\Omega) \) may be equivalently considered in the sense of the norm \( \| \cdot \|_{L^{p(\cdot)}(\Omega)} \) or in the sense of the integral functional...
standing in (15) usually called a modular. Further, we will deal mostly with modular boundedness.

Evidently,

\[ L^\beta(\Omega) \subset L^{p(\cdot)}(\Omega) \subset W_0^{1,\beta}(\Omega) \subset W_0^{1,p(\cdot)}(\Omega) \subset W_0^{1,\alpha}(\Omega), \]

and these embeddings are continuous (see, e.g. [17] and [12]).

In the framework of the variable exponent Lebesgue spaces, the Hölder inequality acquires the form

\[ \int_{\Omega} |u \cdot v| \, dx \leq 2 ||u||_{L^{p(\cdot)}(\Omega)} ||v||_{L^{p'(\cdot)}(\Omega)}, \]

where the constant 2 is not sharp and can be replaced with \( c_p = \frac{1}{\alpha} + \frac{1}{\beta'} < 2. \)

The peculiar feature of the variable exponent Sobolev spaces is that the set \( C_0^\infty(\Omega) \) may be not dense in \( W_0^{1,p(\cdot)}(\Omega) \), and its closure, denoted by \( H_0^{1,p(\cdot)}(\Omega) \), is generally a proper subspace of \( W_0^{1,p(\cdot)}(\Omega) \). The non-coincidence of these two spaces, i.e.

\[ W_0^{1,p(\cdot)}(\Omega) \neq H_0^{1,p(\cdot)}(\Omega), \]

is often referred to as the Lavrentiev phenomenon. In the case (18), the exponent \( p(\cdot) \) is called nonregular; thus, the set \( C_0^\infty(\Omega) \) is dense in \( W_0^{1,p(\cdot)}(\Omega) \) for a regular exponent \( p(\cdot) \).

It is known that \( p(\cdot) \) is regular under the so-called log-condition (see, e.g. [29] or [12])

\[ \exists k > 0 \ |p(x) - p(y)| \leq \frac{k}{\log(1/|x - y|)}, \quad \forall x, y \in \Omega, |x - y| < \frac{1}{2}, \]

Another sufficient condition of the type (19) with the double logarithm in the numerator of the right-hand side can be found in [28], [29].

The examples show (see, e.g. [31]) that, in order to avoid (18), the exponent \( p(\cdot) \) should not be merely continuous but with a proper modulus of continuity. On the other hand, discontinuous exponents can be regular if they are subordinate to certain monotonicity condition (see, e.g. [13]).

Only for simplification of our exposition, which will be already rather cumbersome because of the multivalued setting, we avoid the Lavrentiev phenomenon and consider only the Sobolev spaces with regular variable exponents. In other words, we assume further that the exponent \( p(\cdot) \) is regular.

2.2. Multivalued monotone maps. Now, we introduce notation and recall some definitions together with several fundamental results connected with multivalued mappings and measurability.

**Multivalued maps.** A multivalued function \( F \) from a set \( X \) to a set \( Y \) is a map that associates to any \( x \in X \) a subset \( Fx \) of \( Y \). A selection of a multi-valued map \( F \) is a function \( f : X \rightarrow Y \) such that for any \( x \in X \) \( f(x) \in Fx \). Let \((X, T)\) be a measurable space.

**Definition 2.1.** We say that a multivalued function \( F : X \rightarrow \mathbb{R}^n \) is measurable if

\[ F^{-1}(C) = \{ x \in X : Fx \cap C \neq \emptyset \} \subset T \]

for each closed set \( C \subset \mathbb{R}^n \).
Remark 1. It is known that if \((X, \mathcal{T}, \mu)\) is a measurable space with a \(\sigma\)-finite complete measure \(\mu\) defined on \(\mathcal{T}\), and \(F : X \to \mathbb{R}^n\) is a multivalued function with non-empty closed values, then \(F\) is measurable if and only if its graph 
\[ \text{Gr}(F) = \{(x, y) \in X \times \mathbb{R}^n : y \in Fx\} \]
belongs to the \(\sigma\)-algebra \(\mathcal{T} \otimes \mathcal{B}(\mathbb{R}^n)\) (see Chapter III, Section 2, in [8]), where \(\mathcal{B}(\mathbb{R}^n)\) denotes the \(\sigma\)-algebra of Borel subsets of \(\mathbb{R}^n\).

It is useful to recall the so-called Projection Theorem (see Theorem III.23, in [8]).

**Theorem 2.2.** If \((X, \mathcal{T}, \mu)\) is a measurable space with a \(\sigma\)-finite complete measure \(\mu\) defined on \(\mathcal{T}\), and 
\[ \text{Gr}(F) \in \mathcal{T} \otimes \mathcal{B}(\mathbb{R}^n), \]
then the projection of \(\text{Gr}(F)\) on the first factor \(X\) belongs to \(\mathcal{T}\).

We will deal with measurable selections of multivalued functions. A condition for the existence of measurable selections is due to Aumann-von Neumann (see Theorem III.22, in [8]).

**Theorem 2.3.** Let \((X, \mathcal{T})\) be a measurable space and \(F : X \to \mathbb{R}^n\) be a multivalued map with non-empty values. If 
\[ \text{Gr}(F) \in \mathcal{T} \otimes \mathcal{B}(\mathbb{R}^n), \]
and there exists a complete \(\sigma\)-finite measure defined on \(\mathcal{T}\), then \(F\) has a measurable selection.

**Definition 2.4.** A multivalued map \(F : X \to Y\) is said upper-semicontinuous if for every \(x \in X\) and for every open neighbourhood \(V\) of \(Fx\) in \(Y\) there exists a neighbourhood \(U\) of \(x\) in \(X\) such that 
\[ Fz \subset V \] for all \(z \in U\).

**Multivalued monotone maps.** Let \(X\) be a Banach space, \(X'\) be its dual, and \((\cdot, \cdot)\) denotes the corresponding duality product. For \(X = \mathbb{R}^n\) the duality product will be simply denoted by (the scalar product) \(x \cdot y\). We recall the main definitions and results concerning multivalued monotone maps from \(X\) to \(X'\).

**Definition 2.5.** A (possibly) multivalued map \(F : X \to X'\) is monotone if its graph \(\text{Gr}(F)\) is monotone in the following sense:
\[ \langle y_1 - y_2, x_1 - x_2 \rangle \geq 0 \quad \forall (x_i, y_i) \in \text{Gr}(F). \]  
Moreover, \(F\) is said maximal monotone if its graph \(\text{Gr}(F)\) is monotone and it is the maximal monotone subset of \(X \times X'\), i.e. from
\[ \langle y - \eta, x - \xi \rangle \geq 0 \quad \forall (\xi, \eta) \in \text{Gr}(F) \]
it follows that \(y \in Fx\).

**Remark 2.** We note that, since \((x, y) \in \text{Gr}(F)\) iff \((y, x) \in \text{Gr}(F^{-1})\), then \(F\) is (maximal) monotone iff \(F^{-1}\) has the same property. Moreover, if \(F\) is maximal monotone and \(Fx \neq \emptyset\), then \(Fx\) is closed and convex (see, for example, [22], Chapter III.2).

Lastly, we formulate sufficient conditions for multivalued operators to be, first, maximal monotone and, second, surjective.

**Theorem 2.6.** (see [3], Theorem 3.18) Let \(F : X \to X'\) be a (multivalued) monotone map with non-empty convex values, closed with respect to weak* topology, such that, for each line segment in \(X\), \(F\) is upper-semicontinuous from the line segment to \(X'\) with the weak* topology. Then \(F\) is maximal monotone.
Theorem 2.7. (see [22], Chapter III, Theorem 2.10) Let \( F : X \to X' \) be a (multi-valued) maximal monotone map, where \( X \) is a reflexive Banach space. If \( F \) is coercive, i.e.
\[
\lim_{\|x\| \to +\infty} \frac{\langle Fx, x \rangle}{\|x\|} = +\infty,
\]
then \( F(X) = X' \).

2.3. Multivalued monotone maps depending on the space variable. Let us fix a bounded domain \( \Omega \subset \mathbb{R}^n \). We consider now multivalued maps \( a = a(x, \cdot) \) that depend on the space variable \( x \in \Omega \) and satisfy some further conditions. Let \( p \in L^\infty(\Omega) \) satisfy (2), and let \( p' \) be its Hölder conjugate. We denote by \( M_{\Omega}^{p(\cdot)} \) the set of all multivalued maps \( a : \Omega \times \mathbb{R}^n \to \mathbb{R}^n \), whose values are closed sets in \( \mathbb{R}^n \), and that are subordinate to the following conditions:

(i) \( a(x, \cdot) \) is maximal monotone for a.e. \( x \in \Omega \);

(ii) the coercivity and boundedness estimates
\[
c_1|\xi|^{p(x)} \leq \xi \cdot \eta + m_1,
\]
\[
c_2|\eta|^{p(x)} \leq \xi \cdot \eta + m_2
\]
hold for a.e. \( x \in \Omega \) and for every \( \xi, \eta \in a(x, \xi) \) with fixed constants \( c_1, c_2, > 0 \) and \( m_1, m_2 \geq 0 \);

(iii) \( a \) is measurable with respect to \( L(\Omega) \otimes \mathcal{B}(\mathbb{R}^n) \) and \( \mathcal{B}(\mathbb{R}^n) \), i.e.
\[
a^{-1}(C) = \{(x, \xi) \in \Omega \times \mathbb{R}^n : a(x, \xi) \cap C \neq \emptyset\} \in L(\Omega) \otimes \mathcal{B}(\mathbb{R}^n)
\]
for every closed set \( C \subseteq \mathbb{R}^n \);

(iv) \( a(x, 0) = 0 \) for a.e. \( x \in \Omega \).

In (iii), \( L(\Omega) \) is the \( \sigma \)-algebra of Lebesgue measurable subsets of \( \Omega \).

Remark 3. In condition (ii), estimate (24) may be replaced with the following one:
\[
|\eta|^{p(x)} \leq c_3|\xi|^{p(x)} + m_3
\]
for a.e. \( x \in \Omega \) and for every \( \xi, \eta \in a(x, \xi) \). The pair of estimates (23) and (24) is equivalent to the pair of estimates (23) and (25). The latter pair is usually called in literature as coercivity and boundedness estimates. In the same fashion, we refer to (23), (24).

Let \( Y = (0, 1)^n \) be the unit cube in \( \mathbb{R}^n \). Assume that \( p(\cdot) \) and \( a(\cdot, \xi) \) are \( Y \)-periodic on \( \mathbb{R}^n \) and \( a : Y \times \mathbb{R}^n \to \mathbb{R}^n \) is of class \( M_Y^{p(\cdot)} \). The set of functions \( a \) of this type will be denoted by \( M_Y^{p(\cdot)} \). Setting
\[
p_\varepsilon(x) = p(\frac{x}{\varepsilon}), \quad a_\varepsilon(x, \xi) = a(\frac{x}{\varepsilon}, \xi), \quad \varepsilon \in (0, 1],
\]
we obtain the \( \varepsilon \)-periodic mappings \( a_\varepsilon(x, \xi) \) for \( x \in \Omega \) and \( \varepsilon \in (0, 1] \). Then, condition (ii) in the definition of the class \( M_Y^{p(\cdot)} \) implies estimates for \( a_\varepsilon(x, \xi) \) with highly oscillating exponent \( p_\varepsilon(x) \) as \( \varepsilon \to 0 \), but with fixed constants \( c_1, m_1 \). Namely,
\[
c_1|\xi|^{p_\varepsilon(x)} \leq \xi \cdot \eta + m_1,
\]
\[
c_2|\eta|^{p_\varepsilon(x)} \leq \xi \cdot \eta + m_2
\]
hold for a.e. \( x \in \Omega \) and for every \( \xi, \eta \in a_\varepsilon(x, \xi) \). In a similar way as for (25), from (28) it follows that
\[
|\eta|^{p(\varepsilon)} \leq c_3|\xi|^{p(\varepsilon)} + m_3
\]
for a.e. \( x \in \Omega \) and for every \( \xi, \eta \in a_\varepsilon(x, \xi) \).
2.4. Statement of the problem. From now on, we fix a measurable bounded function $p(\cdot)$ that is $Y$-periodic on $\mathbb{R}^n$ and then take $a(\cdot, \xi) \in M_{\text{per}}^{p(\cdot)}$. Given a vector function $h \in L^\infty(\Omega)$, we consider the differential inclusion with Dirichlet boundary condition

$$
\begin{aligned}
&\left\{ \begin{array}{l}
u_\varepsilon \in W^{1, p_\varepsilon}(\Omega), \\
g_\varepsilon(x) \in a_\varepsilon(x, Du_\varepsilon) \quad \text{for a.e. } x \in \Omega,
\end{array} \right.
\end{aligned}
$$

where $p_\varepsilon(x)$ and $a_\varepsilon(x, \xi)$ are defined in (26).

In the sequel, we use the fact that the flow $g_\varepsilon - h$, corresponding to (30), is a solenoidal vector. A vector $z \in L^1(\Omega)$ is said to be solenoidal if $\text{div} \ z = 0$ in the sense of distributions on $\Omega$ (or shortly, in $D'(\Omega)$). Denote by $L^{p_\varepsilon'}(\Omega)_{\text{sol}}$ the set of all vectors from $L^{p_\varepsilon'}(\Omega)$ that are solenoidal. Then $g_\varepsilon - h \in L^{p_\varepsilon'}(\Omega)_{\text{sol}}$, due to (30) and (29).

**Theorem 2.8.** Under the above assumptions, for every $h \in L^\infty(\Omega)$, problem (30) has at least one solution $(u_\varepsilon, g_\varepsilon)$. Moreover, the following estimates hold true

$$
\int_{\Omega} |Du_\varepsilon|^{p_\varepsilon(x)} \, dx \leq c, \quad \int_{\Omega} |g_\varepsilon|^{p_\varepsilon'(x)} \, dx \leq c,
$$

where $c > 0$ does not depend on $\varepsilon$.

**Proof.** The existence of $(u_\varepsilon, g_\varepsilon)$ is a consequence of a more general result that can be found in [1]. To prove estimates (31), we insert $v = u_\varepsilon$ in the integral identity in (30) and get

$$
\begin{aligned}
&\int_{\Omega} g_\varepsilon \cdot Du_\varepsilon \, dx = \int_{\Omega} h \cdot Du_\varepsilon \, dx, \\
&c_1 \int_{\Omega} |Du_\varepsilon|^{p_\varepsilon} \, dx \leq \int_{\Omega} g_\varepsilon \cdot Du_\varepsilon \, dx + m_1 |\Omega| = \\
&= \int_{\Omega} h \cdot Du_\varepsilon \, dx + m_1 |\Omega| \leq \\
&\leq \|h\|_{L^\infty(\Omega)} \int_{\Omega} |Du_\varepsilon| \, dx + m_1 |\Omega|,
\end{aligned}
$$

where (27) is used.

Now, due to Young inequality, for any $\delta > 0$ there exists $c_\delta > 0$ such that

$$
\int_{\Omega} |Du_\varepsilon| \, dx \leq \int_{\Omega} (\delta |Du_\varepsilon|^{p_\varepsilon} + c_\delta) \, dx.
$$

For sufficiently small $\delta$, the above inequalities imply estimate (31) for $u_\varepsilon$. Due to inequality (29), the estimate for $g_\varepsilon$ follows directly from that for $u_\varepsilon$. \qed

We are interested in the asymptotic behaviour, as $\varepsilon \to 0$, of the solutions of problem (30). For constant $p$ in the case of multivalued mapping, the result can be found in [10]), while, for single-valued setting with a variable exponent $p(\cdot)$, the result is contained in [32].

According to (30), the function $u_\varepsilon$ belongs to the energy space $W^{1, p_\varepsilon}(\Omega)$ depending on $\varepsilon$ (varying space). Consequently, due to the estimate (29), the momentum $g_\varepsilon$ belongs to the space $L^{p_\varepsilon'}(\Omega)$ also depending on $\varepsilon$. Hence, using embeddings
of the type (16), we consider \( \{ u_\varepsilon \} \) as a family from the fixed space \( W^{1,\alpha}_0(\Omega) \) and, similarly, \( \{ g_\varepsilon \} \) as a family from the fixed space \( L^{\beta'}(\Omega) \). Note for the latter that the Hölder conjugate exponent \( p' \) satisfies an estimate of the type (2), namely

\[
1 < \beta' \leq p' \leq +\infty
\]

(by prime the Hölder conjugate is always denoted, e.g. \( \alpha' = \alpha/(\alpha - 1) \)). Thereby, \( L^{p'\cdot}(\Omega) \subset L^{\beta'}(\Omega) \).

Thanks to estimates (31) and continuity of embeddings (16), we have weak convergence (up to subsequence)

\[
u_\varepsilon \rightharpoonup u \quad \text{in} \quad W^{1,\alpha}_0(\Omega),
\]

\[
g_\varepsilon \rightharpoonup g \quad \text{in} \quad L^{\beta'}(\Omega).
\]

Passing to the limit in the integral identity of problem (30), we obtain

\[
\int_\Omega g \cdot Dv \, dx = \int_\Omega h \cdot Dv \, dx
\]

for all \( v \in C^\infty_0(\Omega) \). The main problem is then to establish the connection between the limit functions \( u \) and \( g \). It will be a relation of the same type as in (30), i.e. a differential inclusion, but much simpler in a certain sense. Namely, \( g \in b(Du) \), where the multivalued maximal monotone mapping \( b : \mathbb{R}^n \to \mathbb{R}^n \) does not depend on the space variable \( x \), which is quite customary in homogenization theory. On the other hand, the coercivity and boundedness estimates (27), (28) for the initial multivalued mapping \( a_\varepsilon(x,\xi) \) are subjected to the homogenization process. As a result, there appear estimates of a new type for the map \( b \) (see (79), (80)), which are formulated in terms of the convex function \( f_{\text{hom}}(\xi) = f(\xi) \) (see Section 3 for the exact definition of \( f(\xi) \)). We underline here that the function \( f(\xi) \) is not power-like, but it inherits some important properties from the power-like functions \( f_\varepsilon(x,\xi) = |\xi|^{p_\varepsilon(x)} \) involved in (27), (28). The reason lays in the fact that \( f(\xi) \) is the so-called \( \Gamma \)-limit of the family \( f_\varepsilon(x,\xi) \) in the sense of \( \Gamma \)-convergence of integrands (see [27], [29] and references there). Simultaneously, the condition \( u_\varepsilon \in W^{1,\alpha}_0(\Omega) \), subjected to the homogenization process, gives rise to a similar condition for the limit function, namely \( u \in W^{1}(\Omega) \). The function \( f \) that has been already discussed above turns to be a, so-called, N-function, according to the traditional terminology [12]. Thus, \( W^{1}_0(\Omega) \) is the Sobolev space with generalized Orlicz integrability defined by the function \( f(\xi) \).

The homogenization result concerning problem (30) is formulated exactly in Theorem 6.2 and proved in Section 6. Some preliminary material is collected in Sections 3-5. Meanwhile, in Section 3 we make a survey of some important results for single-valued monotone operators, from which we proceed.

3. Problems with single-valued operators.

3.1. Variational setting. The special case of single-valued monotone operator with symbol

\[
a(y,\xi) = |\xi|^{p(y)-2}\xi,
\]

where \( p(\cdot) \) is 1-periodic, which corresponds to the \( p(\cdot) \)-Laplacian with the variable exponent (see Introduction), was studied by Zhikov in the early 90’s, e.g. in [27].
The symbol (35) is related, after substitutions (26), to the minimum problem stated as: find
\[
E_\varepsilon = \min \left\{ \int \left( \frac{|Du|^{p_\varepsilon(x)} - h \cdot Du}{p_\varepsilon(x)} \right) dx : u \in W^{1,p_\varepsilon(\cdot)}_0(\Omega) \right\}.
\] (36)
The Euler-Lagrange equation for this problem gets actually a form simpler than (30), namely:
\[
\begin{aligned}
&u_\varepsilon \in W^{1,p_\varepsilon(\cdot)}_0(\Omega), \\
g_\varepsilon(x) = a_\varepsilon(x, Du_\varepsilon) \quad \text{for a.e. } x \in \Omega, \\
\int g_\varepsilon(x) \cdot Dv dx &= \int h \cdot Dv dx \quad \text{for all } v \in W^{1,p_\varepsilon(\cdot)}_0(\Omega),
\end{aligned}
\] (37)
where \(a_\varepsilon(x, Du_\varepsilon) = |Du_\varepsilon|^{p_\varepsilon(x)} - 2Du_\varepsilon\).

Zhikov proved that
\[
\lim_{\varepsilon \to 0} E_\varepsilon = E, \quad E = \min \left\{ \int \left( f(Du) - h \cdot Du \right) dx : u \in W^{1,1}(\Omega) \right\},
\] (38)
where
\[
f(\xi) = \min \left\{ \int |\xi + Du|^{p(y)} \frac{dy}{p(y)} : u \in W^{1,p(\cdot)}(\Omega) \right\},
\] (39)
and the minimization is taken over
\[
W^{1,p(\cdot)}(\Omega) = \{ w \in W^{1,1}_{\text{per}}(\Omega) : \int_Y w dy = 0, \int_Y |Du(\cdot)|^{p(y)} dy < \infty \},
\] (40)
which is the variable exponent Sobolev space on the cell of periodicity \(Y = (0,1)^n\).

The proof of Zhikov’s result relies, first, on duality arguments and, second, on the following lower-semicontinuity result for power-like integral functionals with oscillating exponents \(p_\varepsilon(\cdot)\) or \(p'_\varepsilon(\cdot)\) considered on the space of potential vectors \(\{Du_\varepsilon : u_\varepsilon \in W^{1,p_\varepsilon(\cdot)}_0(\Omega)\}\) or on the space of solenoidal vectors \(L^{p'_\varepsilon(\cdot)}(\Omega)\), respectively.

**Lemma 3.1.** (i) Assume \(u_\varepsilon \in W^{1,p_\varepsilon(\cdot)}_0(\Omega)\) and \(Du_\varepsilon \rightharpoonup Du\) in \(L^\infty(\Omega)\). Then
\[
\liminf_{\varepsilon \to 0} \int |Du_\varepsilon|^{p_\varepsilon(x)} dx \geq \int f(Du) dx.
\] (41)
(ii) Assume \(w_\varepsilon \in W^{p'_\varepsilon(\cdot)}_{\text{sol}}(\Omega)\) and \(w_\varepsilon \rightharpoonup w\) in \(L^p(\Omega)\). Then
\[
\liminf_{\varepsilon \to 0} \int |w_\varepsilon|^{p'_\varepsilon(x)} dx \geq \int f^*(w) dx,
\] (42)
where \(f^*(\eta)\) is the Fenchel conjugate of \(f(\xi)\), i.e.
\[
f^*(\eta) = \sup_{\xi} \left( \eta \cdot \xi - f(\xi) \right).
\] (43)

In [27] a deeper result was actually proved, taking into account the Lavrentiev phenomenon in the variable order Sobolev spaces, provided that the exponent \(p(\cdot)\) is not necessarily regular. All the above statements can differ by the choice of the set over which the functional in (36) is minimized: the set of all admissible functions, that is the space \(W^{1,p_\varepsilon(\cdot)}_0(\Omega)\), or the set \(C_0^\infty(\Omega)\), the same as \(H^{1,p_\varepsilon(\cdot)}_0(\Omega)\). It can happen that the minimum over a narrower set is greater than the minimum over a wider set. For this gap, the Lavrentiev phenomenon is responsible. This difference
following Hölder inequality holds true:

\[ (38) \]

provided that the minimization in the initial problem is taken over the spaces \( W_0^{1,p_e} (\Omega) \) or \( H_0^{1,p_e} (\Omega) \) and these two spaces fail to coincide. Accordingly, in [27] the lower-semicontinuity properties \((41), (42)\) are proved in a sharper form with account of the Lavrentiev phenomenon. For example, the property (i) in Lemma 3.1 may have two different functionals as a lower bound if the sequence \( u_\varepsilon \) is taken from \( W_0^{1,p_e} (\Omega) \) or from its proper subspace \( H_0^{1,p_e} (\Omega) \).

The results of [27] were extended in [33] and [34] to the case of functionals with integrands \( f_\varepsilon (x, u, Du) \), which are \( \varepsilon \)-periodic with respect to \( x \), satisfying some Lipschitz-type condition with respect to \( u \) and convex with respect to \( Du \).

Finally, we list properties of the homogenized integrand \( f(\xi) \) defined in (39) (for the proof see [27], [32]). The function \( f : \mathbb{R}^n \to \mathbb{R} \) is non-negative, convex and subordinate to the estimate

\[ C_1 |\xi|^\alpha - 1 \leq f(\xi) \leq C_2 |\xi|^\beta + 1, \quad \forall \xi \in \mathbb{R}^n, \quad (44) \]

where \( C_1, C_2 \) are positive constants. Besides, \( f(\xi) = 0 \) iff \( \xi = 0 \): \( f(\xi) \) is even; \( f(\xi) \) and its Fenchel conjugate \( f^*(\eta) \) satisfy the \( \Delta_2 \)-condition that means

\[ f(2\xi) \leq cf(\xi) \quad \forall \xi \in \mathbb{R}^n, \quad c > 0. \quad (45) \]

More precisely, the following estimate holds:

\[ f(\xi/\lambda)(\lambda^\alpha - 1) \leq f(\xi) \leq f(\xi/\lambda)(\lambda^\beta + 1), \quad \lambda > 0, \quad (46) \]

whence, in particular, the \( \Delta_2 \)-condition follows for \( f \) and \( f^* \) (see Proposition 2.1 in [32]). Indeed, the upper bound in (46) with \( \lambda = 2 \) implies directly the \( \Delta_2 \)-condition for \( f \) whereas the lower bound yields \( f(\xi/2) \geq f(\xi/(2\lambda))(\lambda^\alpha - 1) \), in particular, \( f(\xi/2) \geq tf(\xi/t) \) with \( t = 2\lambda = \lambda^\alpha - 1 \). Passing to the conjugate \( f^* \) leads to \( f^*(2\xi) \leq tf^*(\xi) \) which is exactly the \( \Delta_2 \)-property for \( f^* \).

The properties of \( f(\xi) \) permit to define the Orlicz class

\[ L^f(\Omega) = \{ v \in L^1(\Omega) : f(v) \in L^1(\Omega) \} \quad (47) \]

and endow it with the Luxemburg norm

\[ ||v||_{L^f(\Omega)} = \inf \left\{ \lambda > 0 : \int_\Omega f\left( \frac{v}{\lambda} \right) dx \leq 1 \right\}. \quad (48) \]

Since \( f \) and its conjugate \( f^* \) satisfy both the \( \Delta_2 \)-condition, \( L^f(\Omega) \) is a reflexive separable Banach space, and its dual space coincides with \( L^{f^*}(\Omega) \). Besides, the following Hölder inequality holds true:

\[ \left| \int_\Omega u \cdot v dx \right| \leq 2||u||_{L^f(\Omega)} ||v||_{L^{f^*}(\Omega)}. \quad (49) \]

The estimates (46) together with the definition of the norm (48) imply that

\[ ||v||_{L^f(\Omega)}^\alpha - 1 \leq \int_\Omega f(v) dx \leq ||v||_{L^f(\Omega)}^\beta + 1. \quad (50) \]

This is a counterpart of (15). Clearly, \( L^\beta(\Omega) \subset L^f(\Omega) \subset L^\alpha(\Omega) \), as a corollary of (44).

Next, we introduce the Sobolev space \( W_0^f(\Omega) \) with generalized Orlicz integrability, defined by the function \( f(\xi) \), as follows:

\[ W_0^f(\Omega) = \{ v \in W_0^{1,1}(\Omega) : Dv \in L^f(\Omega) \}, \quad (51) \]
and endow it with the norm \( \|v\|_{W^1_0(\Omega)} = \|Dv\|_{L^p(\Omega)} \). Thanks to the properties of \( f \) and \( f^* \), \( W^1_0(\Omega) \) is a reflexive Banach space. It is known that the set \( C^\infty_0(\Omega) \) is dense in \( W^1_0(\Omega) \) (see, e.g., [14], [15]).

According to (41), the limit function \( u \) in Lemma 3.1(i) belongs to the space \( W^1_0(\Omega) \). This motivates the introduction of this space in our exposition.

3.2. Non-variational settings. Given a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), let us consider the Dirichlet boundary value problem for the operator \( A^\varepsilon : W^1_0(\Omega) \) defined in (7)-(10), where \( W^1_0 = W^{1,p^\varepsilon(\cdot)}_0(\Omega) \), for brevity. We state the problem in a weak form and say that \( u^\varepsilon \) is its solution if

\[
 u^\varepsilon \in W^1_0, \quad \int_{\Omega} a^\varepsilon(x,Du^\varepsilon) \cdot Dv \, dx = \int_{\Omega} h \cdot Dv \, dx \quad \text{for all } v \in W^1_0, \quad (52)
\]

where \( h \in L^\infty(\Omega) \) is a given function. Additionally, let \( a(x,\cdot) \) be a strictly monotone vector.

For every fixed \( \varepsilon \in (0,1] \), there exists a unique solution to (52). The solvability result is established in a similar fashion as in the case of a monotone operator with a constant exponent \( p \) in growth conditions (see [18]). Now, we describe the asymptotic behaviour, as \( \varepsilon \to 0 \), of the solutions \( u^\varepsilon \) and the momenta \( g^\varepsilon = a^\varepsilon(x,Du^\varepsilon) \). According to [32], these families converge in a certain sense, specified a little bit later, to a solution \( u \) and a momentum \( g = a(Du) \) of the problem

\[
 u \in W, \quad \int_{\Omega} a(Du) \cdot Dv \, dx = \int_{\Omega} h \cdot Dv \, dx \quad \text{for all } v \in W, \quad (53)
\]

where the space \( W = W^1_0(\Omega) \) is defined in (51). The symbol \( a(\xi) \) in (53) is constructed with the help of solutions to the cell problem

\[
 w_\xi \in W_{\text{per}}, \quad \int_{\mathcal{Y}} a(y,\xi + Dw_\xi) \cdot Dv \, dy = 0 \quad \text{for all } v \in W_{\text{per}}, \quad (54)
\]

where \( \xi \in \mathbb{R}^n \) is a vector parameter and the space \( W_{\text{per}} = W^{1,p^\varepsilon(\cdot)}_{\text{per}}(\mathcal{Y}) \) is the same as in (40). More precisely,

\[
 a(\xi) = \int_{\mathcal{Y}} a(y,\xi + Dw_\xi) \, dy. \quad (55)
\]

This function \( a : \mathbb{R}^n \to \mathbb{R}^n \) turns to be continuous, strictly monotone and subordinate to the estimates

\[
 a(\xi) \cdot \xi \geq c(f(\xi) - 1), \quad c > 0, \quad (56)
\]

\[
 f^*(a(\xi)) \leq C(f(\xi) + 1) \quad (57)
\]

with the convex functions \( f \) and \( f^* \) defined in (39) and (43). We see that coercivity and boundedness conditions for the symbol (55) are of a new form, not power-like. Nevertheless, the limit problem (53) is well posed.

Now we specify the convergence mentioned above. Pay attention, first, that the solution \( u^\varepsilon \) is found in the space \( W^1_0 = W^{1,p^\varepsilon(\cdot)}_0(\Omega) \) varying as \( \varepsilon \) tends to zero. On the other hand, \( u^\varepsilon \) belongs to \( W^{1,\alpha}(\Omega) \) and is uniformly bounded in this fixed space for all \( \varepsilon \). A similar fact is valid for the momenta \( g^\varepsilon = a^\varepsilon(x,Du^\varepsilon) \in L^{p^\varepsilon(\cdot)}(\Omega) \subset L^\beta(\Omega) \).

Therefore, weak convergences (32) and (33) were considered in the formulation of homogenization result in [32]. In [32] a deeper result was actually proved assuming the exponent \( p^\varepsilon(\cdot) \) not necessarily regular. In this case, the Dirichlet boundary value problem for the operator \( A^\varepsilon \) has non-unique setting. There are the Dirichlet problems of at least two
types: stated in the spaces $W^{1,p_x(\cdot)}_0(\Omega)$ and $H^{1,p_x(\cdot)}_0(\Omega)$ which do not not coincide in the presence of the Lavrentiev phenomenon. The Dirichlet problem of the first type is formulated in (52). Replacing $W_\varepsilon$ with the space $H^{1,p_x(\cdot)}_\varepsilon(\cdot)$ does not coincide in $H^{1,p_x(\cdot)}_\varepsilon(\cdot)$ everywhere in (52), we come to the setting of the Dirichlet problem of the second type. Both Dirichlet problems are well posed; their solutions, in general, do not coincide; moreover, homogenization procedures are different for them and lead to the different homogenized problems.

**Remark 4.** To make nonuniqueness of homogenization procedure in the presence of Lavrentiev’s phenomenon more visible, note once more that the homogenized symbol $a(\xi)$ is defined in terms of the solution to the cell problem which may have nonunique setting. Along with (54) there is another setting in $H_{\text{per}}$: generally, $H_{\text{per}} \neq W_{\text{per}}$ if the exponent $p(x)$ is not regular and Lavrentiev’s phenomenon is possible. It may occur that $H_{\text{per}}$- and $W_{\text{per}}$-solutions to the cell problem don’t coincide, thereby, two different homogenized symbols $a(\xi)$ may appear (the example of such type situation is given in [27]). Furthermore, the homogenized integrand $f(\xi)$ may be defined through the minimization problem (3.5) also not in unique way if $p(x)$ is not regular. Thus, the Sobolev–Orlicz space $W^f$, as the energy space for the limit problem, may appear not in unique way either.

**Remark 5.** We mention here also the interesting result by Zhikov [30] related to homogenization of a Navier-Stokes type system for electrorheological fluids. The constitutive equation for the motion of highly non-homogeneous electrorheological fluids contains the operator similar to (10) satisfying the growth condition with oscillating $\varepsilon$-periodic exponent. After homogenization, a new type constitutive equation emerges in which there stands the operator satisfying coercivity and boundedness conditions, as in (56), (57).

**Remark 6.** Being in multivalued setting, the problem (30) is a direct extension of the problem (52). Thus, in the process of its homogenization, it is quite natural to expect the counterparts relating to the problems (53), (54), the definition (55), and the inequalities (56), (57). Certainly, all of them may acquire a more complicated form. This is indeed the case we have, which is shown in subsequent sections.

### 4. The cell problem.

#### 4.1. Set-up and solvability.

In this section, we deal with a boundary-value problem defined on the unit cube $Y$, with periodic boundary conditions. To state this problem, we need the variable order Sobolev space of periodic functions (40) endowed with the norm

$$
||w||_{W^{1,p_x(\cdot)}_{\text{per}}(Y)} = ||Dw||_{L^{p(\cdot)}(Y)}.
$$

For any fixed $\xi \in \mathbb{R}^n$, we consider the problem

$$
\begin{cases}
  w \in W^{1,p_x(\cdot)}_{\text{per}}(Y), \\
  k(y) \in a(y, \xi + Dw) \quad \text{for a.e. } y \in Y, \\
  \int_Y k \cdot D\varphi \, dy = 0 \quad \text{for all } \varphi \in W^{1,p_x(\cdot)}_{\text{per}}(Y).
\end{cases}
$$

Evidently, introducing the space of potential vectors

$$
V = \{v = Dw : w \in W^{1,p_x(\cdot)}_{\text{per}}(Y)\} \subset L^{p(\cdot)}(Y)
$$

(59)
endowed with the strong topology of \( L^p(\cdot)(Y) \), we can rewrite the problem (58) in the following form: find \((v, k)\) such that
\[
\begin{align*}
  v &\in V, \\
  k(y) &\in a(y, \xi + v(y)) \quad \text{for a.e. } y \in Y, \\
  \int_Y k \cdot z \, dy &= 0 \quad \text{for all } z \in V.
\end{align*}
\] (60)

**Theorem 4.1.** For any fixed \( \xi \in \mathbb{R}^n \), there exists a solution \((v, k)\) of the cell problem (60).

To prove this existence result, we follow the lines of the proof of Theorem 2.7 in [9], adapting it to our case. We introduce the multivalued operator
\[
L \quad \text{endowed with the strong topology of } V.
\]

Moreover, the multivalued map
\[
A
\]

is maximal monotone and \( R(A) = Y \).

**Proof.** By using Theorem 2.6 we first prove that \( A \) is maximal monotone.

(a) The proof of the monotonicity of \( A \) is a direct consequence of its definition and of the monotonicity of \( a(x, \cdot) \) itself (see, e.g. Step 2 in the proof of Theorem 5.1).

(b) Given any \( v \in V \), the image \( Av \) is non empty. In fact, by assumptions on \( a \), the set \( a(y, \xi + v(y)) \) is non empty and closed, as a subset of \( \mathbb{R}^n \), for a.e. \( y \in Y \). Moreover, the multivalued map \( F : Y \to \mathbb{R}^n \) defined by \( Fy = a(y, \xi + v(y)) \) is measurable in the sense of Definition 2.1. Hence, by Remark 1 and Theorem 2.3, \( F \) has a measurable selection \( k : Y \to \mathbb{R}^n \). By estimate (25), \( k \) belongs to \( L^p(\cdot)(Y) \), and the corresponding functional \( \Phi \) defined by (61) turns to be from the image \( Av \), so (b) is proved.

(c) For every \( v \in V \), \( Av \) is a convex set in \( V' \). This follows from the fact that, by Remark 2, \( a(y, \xi + v(y)) \) is a convex subset of \( \mathbb{R}^n \) for a.e. \( y \in Y \).

(d) For every \( v \in V \), the set \( Av \) is weakly closed in \( V' \) and the operator \( A \) is upper-semicontinuous from the strong topology of \( V \) to the weak topology of \( V' \). In order to prove this assertion, thanks to the boundedness condition (25), it is enough to prove the following: given \( v_j, \Phi_j \) such that \( v_j \to v \) strongly in \( V \), \( \Phi_j \to \Phi \) weakly in \( V' \), and \( \Phi_j \in Av_{v_j} \), then \( \Phi \in Av \). Since \( \Phi_j \in Av_{v_j} \), by the definition of \( A \) there exists \( k_j(y) \in a(y, \xi + v_j(y)) \) a.e. in \( Y \) such that
\[
\langle \Phi_j, z \rangle = \int_Y k_j \cdot z \, dy \quad \forall z \in V.
\]

Due to (25), \( k_j \) is bounded in \( L^p(\cdot)(Y) \) and hence (up to a subsequence) is weakly converging to some \( k \in L^p(\cdot)(Y) \). In order to conclude the proof, we have to show that \( k(y) \in a(y, \xi + v(y)) \) a.e. in \( Y \). To this end, let us set
\[
E = \{ y \in Y : \exists \zeta \in \mathbb{R}^n, \exists \eta \in a(y, \zeta) \text{ such that } (k(y) - \eta) \cdot (\xi + v(y) - \zeta) < 0 \}. \quad (62)
\]
If we prove that $E$ has Lebesgue measure zero, i.e. $|E| = 0$, it follows that $k(y) \in a(y, \xi + v(y))$ a.e. in $Y$, by the maximal monotonicity of $a$. In order to show that $E$ is Lebesgue measurable, let us rewrite (62) in the form $E = \{y \in Y : Gy \neq \emptyset\}$, where $G : Y \to \mathbb{R}^n \times \mathbb{R}^n$ is a multi-valued function defined for each $y \in E$ as

$$Gy = \{(\zeta, \eta) \in \mathbb{R}^n \times \mathbb{R}^n : \eta \in a(y, \zeta), (k(y) - \eta) \cdot (\xi + v(y) - \zeta) < 0\}.$$ 

Now, by the measurability assumptions for $a$ and Remark 1 it follows that the graph of $G$ belongs to $\mathcal{L}(Y) \otimes \mathcal{B}(\mathbb{R}^n) \otimes \mathcal{B}(\mathbb{R}^n)$, thus $E \in \mathcal{L}(Y)$ due to the projection Theorem 2.2. By the Aumann-von Neumann Theorem 2.3, there exists a measurable selection $(\zeta, \eta)$ of $G$ defined on $E$. Therefore $\eta(y) \in a(y, \zeta(y))$ and

$$(k(y) - \eta(y)) \cdot (\xi + v(y) - \zeta(y)) < 0$$

for every $y \in E$. On the other hand, the monotonicity of $a$ implies that

$$(k_j(y) - \eta(y)) \cdot (\xi + v_j(y) - \zeta(y)) \geq 0 \quad \text{a.e. } y \in E$$

for every $j$. If $|E| > 0$, there exists a measurable subset $E'$ of $E$ with $|E'| > 0$ such that $(\zeta(y), \eta(y))$ is bounded on $E'$. By integrating (64) on $E'$ and passing to the limit as $j \to +\infty$ we get

$$\int_{E'} (k(y) - \eta(y)) \cdot (\xi + v(y) - \zeta(y)) \, dy \geq 0$$

which contradicts (63) under assumption $|E'| > 0$. Therefore, we conclude that $|E| = 0$ which is required. This proves (d) and completes the proof of maximal monotonicity of $A$.

(e) Now, we prove the coerciveness of $A$, that is

$$\frac{\langle \Phi, v \rangle}{\|v\|_{L^{p(y)}(Y)}} \to +\infty$$

as $\|v\|_{L^{p(y)}(Y)} \to +\infty$, where $\Phi \in A v$. To this end, let us fix $v \in V$ and $k(y) \in a(y, \xi + v(y))$ such that (61) is valid. Therefore,

$$\langle \Phi, v \rangle = \int_Y k \cdot v(y) \, dy = \int_Y k \cdot (v(y) + \xi) \, dy - \int_Y k \cdot \xi \, dy.$$ \hspace{1cm} (66)

By estimate (23),

$$\int_Y k \cdot (v + \xi) \, dy \geq -m_1 + c_1 \int_Y |v + \xi|^{p(y)} \, dy.$$ \hspace{1cm} (67)

On the other hand, by the Young inequality,

$$\int_Y k \cdot \xi \, dy \leq \delta \int_Y |k(y)|^{p'(y)} \, dy + C_5 \int_Y |\xi|^{p(y)} \, dy,$$ \hspace{1cm} (68)

where, due to (25),

$$\int_Y |k(y)|^{p'(y)} \, dy \leq c_3 \int_Y |v + \xi|^{p(y)} \, dy + m_3.$$ \hspace{1cm} (69)

Besides, by convexity of the power function $|\xi|^{p(y)}$ and the estimate (2),

$$\int_Y |v + \xi|^{p(y)} \, dy \geq 2^{1-\beta} \int_Y |v|^{p(y)} \, dy - \int_Y |\xi|^{p(y)} \, dy.$$ \hspace{1cm} (70)
Collecting the above inequalities (67)-(70) and choosing $\delta > 0$ sufficiently small, we can find constants $c > 0$ and $d, m \geq 0$ such that
\[
\langle \Phi, v \rangle \geq c \int_Y |v|^{p(y)} \, dy - d \int_Y |\xi|^{p(y)} \, dy - m.
\]
(71)

Dividing (71) by $||v||_{L^p(Y)}$, using the bilateral estimate (15), and letting $||v||_{L^p(Y)} \to +\infty$, we easily deduce (65).

At this point, by Theorem 2.7 we conclude that $R(\mathcal{A}) = V'$, since $\mathcal{A}$ is maximal monotone and coercive.

Remark 7. The integral identity in (58) implies that $k \in L^1_{\text{loc}}(\mathbb{R}^n)$ is a solenoidal vector, i.e. $\text{div } k = 0$ (in $D'(\mathbb{R}^n)$). Besides, $k \in L^{p'}_{\text{loc}}(\mathbb{R}^n)$ owing to estimate (25) and first two relations in (58).

4.2. Boundedness and continuity properties. The cell problem depends on a vector parameter $\xi \in \mathbb{R}^n$. Below, we establish properties of cell problem solutions with respect to $\xi$.

Lemma 4.3. Let $(v, k)$ be a solution to problem (60) for a given $\xi \in \mathbb{R}^n$. Then
\[
\int_Y |v|^{p(y)} \, dy + \int_Y |k|^{p(y)} \, dy \leq d_1 |\xi|^\beta + d_2,
\]
(72)

where constants $d_1, d_2 > 0$ depend only on $c_1, c_2, m_1, m_2$ that appear in estimates (23), (24), and $\beta$ is the upper bound of the exponent $p(\cdot)$ in (2).

Proof. From (24) it follows
\[
c_2 \int_Y |k|^{p'(y)} \, dy \leq \int_Y (v + \xi) \cdot k \, dy + m_2 = \int_Y \xi \cdot k \, dy + m_2,
\]
where we use the fact that
\[
\int_Y k \cdot v \, dy = 0
\]
due to the integral identity in (60). By the Young inequality, for any $\delta > 0$, there exists $c_3 > 0$ such that
\[
\int_Y \xi \cdot k \, dy \leq \delta \int_Y |k|^{p'(y)} \, dy + c_3 \int_Y |\xi|^{p(y)} \, dy,
\]
where obviously $|\xi|^{p(y)} \leq |\xi|^{\beta} + 1$. Hence,
\[
\int_Y |k|^{p'(y)} \, dy \leq d_1 |\xi|^\beta + d_2.
\]

Using now (23) and similar arguments as above, we get the estimate also for $v$, which completes the proof.

Lemma 4.4. Let $\xi_j, \xi \in \mathbb{R}^n$ such that $\xi_j \to \xi$. Let $(v_j, k_j)$ be a solution to the cell problem (60) corresponding to the parameter $\xi_j$. Then (up to a subsequence)
\[
v_j \rightharpoonup v \quad \text{weakly in } L^{p'}(Y),
\]
(73)
\[
k_j \rightharpoonup k \quad \text{weakly in } L^{p'}(Y),
\]
(74)

and $(v, k)$ is a solution of the cell problem (60) corresponding to the parameter $\xi$. 

Proof. By estimate (72), $v_j$ and $k_j$ are bounded in $L^{p(\cdot)}(Y)$ and $L^{p'(\cdot)}(Y)$, respectively. Therefore, we can assume (73), (74). Clearly $v \in V$ and $k \in V^\perp$, in other words, $k$ satisfies the integral identity in the cell problem (60). It remains to prove only the differential inclusion

$$k(y) \in a(y, \xi + v(y)) \quad \text{a.e. in } Y.$$  \hspace{1cm} (75)

To this end, we introduce the multivalued operator $A : L^{p(\cdot)}(Y) \to L^{p'(\cdot)}(Y)$ defined by

$$A \eta = \{ \zeta \in L^{p'(\cdot)}(Y) : \zeta(y) \in a(y, \eta(y)) \text{ a.e. in } Y \},$$  \hspace{1cm} (76)

It is possible to prove that $A$ is a maximal monotone operator similarly to what has been done previously in the proof of Theorem 4.1 for operator $A$. Clearly $(v_j, k_j)$ belongs to the graph $Gr(A)$ of $A$. So, by the maximal monotonicity of $A$, for any pair $(\eta, \zeta) \in Gr(A)$ we have

$$\int_Y (v_j + \xi_j - \eta) \cdot (k_j - \zeta) \, dy \geq 0.$$  \hspace{1cm} (77)

Passing to the limit as $j \to +\infty$ gives

$$\int_Y (v + \xi - \eta) \cdot (k - \zeta) \, dy \geq 0 \quad \forall (\eta, \zeta) \in Gr(A),$$

and the maximal monotonicity of $A$ implies the inclusion (75).

Let us explain the above passage to the limit. The left-hand side of inequality (77) consists actually of four integral terms, containing products $(v_j + \xi_j) \cdot k_j, \eta \cdot \xi, (v_j + \xi_j) \cdot \zeta, \eta \cdot k_j.$ In the last two of them, the passage to the limit is done merely due to the weak convergences (73), (74). The only integral term that requires care is this one:

$$\int_Y (v_j + \xi_j) \cdot k_j \, dy.$$

We can pass to the limit in it, rewriting it thanks to the integral identity in the cell problem, as follows:

$$\int_Y (v_j + \xi_j) \cdot k_j \, dy = \int_Y \xi_j \cdot k_j \, dy \to \int_Y \xi \cdot k \, dy = \int_Y (v + \xi) \cdot k \, dy.$$  \hspace{1cm} \Box

5. The limit problem. We define a multivalued map $b : \mathbb{R}^n \to \mathbb{R}^n$ as

$$b(\xi) = \left\{ \int_Y k(y) \, dy : k \in L^{p'(\cdot)}(Y), \exists v \in V \text{ such that } (v, k) \text{satisfies } (60) \right\}. \hspace{1cm} (78)$$

Theorem 5.1. The map $b$ is maximal monotone and satisfies the estimates

$$c_1 f(\xi) \leq \xi \cdot \nu + m_1, \hspace{1cm} (79)$$

$$c_2 f^*(\nu) \leq \xi \cdot \nu + m_2 \hspace{1cm} (80)$$

for every $\xi \in \mathbb{R}^n, \nu \in b(\xi)$, where $f, f^*$ are defined in (39), (43), and the constants $c_1, m_1, c_2, m_2$ are the same as in (23), (24).

Proof. We prove the estimates (79), (80) and then verify assumptions of Theorem 2.6 to conclude maximal monotonicity of the map $b$.

Step 1. Estimates (79), (80) are deduced from the definition of $b$ and assumptions (23), (24) for the map $a$ by applying the minimization procedure (39). In fact,
Lemma 5.2. Let \( \xi \in \mathbb{R}^n \) and \( \nu \in b(\xi) \), there exists a pair \((v, k)\) satisfying (60), such that \( \int_Y k(y) \, dy = \nu \). By (23),

\[
\left| \xi + v(y) \right|^p \leq (\xi + v(y)) \cdot k(y) + m_1 \quad \text{a.e. in } Y.
\]

Integrating over \( Y \) and using properties of the solution \((v, k)\), we get

\[
\nu \cdot \xi = \int_Y k(y) \cdot \xi \, dy = \int_Y k(y) \cdot (\xi + v(y)) \, dy \geq c_1 \int_Y |\xi + v(y)|^p \, dy - m_1 \geq c_1 \int_Y \frac{|\xi + v(y)|^p \, dy}{p(y)} - m_1 \geq c_1 f(\xi) - m_1,
\]

where at the last step we use the definition of the symbol \( f(\xi) \) in (39).

To prove (80) we use the dual formulation of the minimum problem (39), that is,

\[
f^*(\nu) = \min \left\{ \int_Y \frac{|z|^{p(y)}}{p'(y)} \, dy : \ z \in L^{p'(y)}(Y), \ \text{div } z = 0, \ \int_Y z \, dy = \nu \right\},
\]

given in [27]. Then, similarly to the above manipulations, we deduce

\[
\nu \cdot \xi = \int_Y k(y) \cdot \xi \, dy = \int_Y k(y) \cdot (\xi + v(y)) \, dy \geq c_2 \int_Y |k(y)|^{p'(y)} \, dy - m_2 \geq c_2 \int_Y \frac{|k(y)|^{p'(y)} \, dy}{p'(y)} - m_2 \geq c_2 f^*(\nu) - m_2.
\]

We use here (24), (81) and the properties of \( k \) such that \( \text{div } k = 0 \) and \( \int_Y k \, dy = \nu \).

**Step 2.** The map \( b \) is monotone. In fact, take any \( \xi_i \in \mathbb{R}^n, \ \nu_i \in b(\xi_i), \ i = 1, 2, \) and any solution \((v_i, k_i) \in V \times L^{p'(\cdot)} \) to problem (60) such that \( \int_Y k_i(y) \, dy = \nu_i \). Then

\[
(v_1 - v_2) \cdot (\xi_1 - \xi_2) = \int_Y (k_1(y) - k_2(y)) \cdot (\xi_1 - \xi_2) \, dy = \int_Y (k_1(y) - k_2(y)) \cdot (v_1 + \xi_1 - (v_2 + \xi_2)) \, dy,
\]

where the last equality is due to the integral identity in the cell problem (60). The last integral is then non-negative, by the monotonicity of \( \alpha \).

**Step 3.** For every \( \xi \in \mathbb{R}^n, \ b(\xi) \neq \emptyset \). This is a consequence of Theorem 4.1.

**Step 4.** For every \( \xi \in \mathbb{R}^n, \ b(\xi) \) is convex. This assertion follows from maximal monotonicity of the mapping \( A : L^{p'(\cdot)}(Y) \to L^{p'(\cdot)}(Y) \) defined in (76).

**Step 5.** For every \( \xi \in \mathbb{R}^n, \ b(\xi) \) is closed and the map \( \xi \mapsto b(\xi) \) is upper-semicontinuous. Thanks to estimates (79), (80), it is enough to show that for every \( \xi_j \to \xi \) and \( \nu_j \in b(\xi_j) \) such that \( \nu_j \to \nu \) it follows that \( \nu \in b(\xi) \). But this fact is ensured by Lemma 4.4. \( \square \)

As an immediate corollary of Lemma 3.1 and uniform estimates (31), we obtain

**Lemma 5.2.** Let \( (u_n, g_n) \) be a sequence of solutions to problem (30) and \( (u, g) \) be the limit pair for convergences (32) and (33). Then \( u \in W^{1,p}_0(\Omega) \) and \( g \in L^{p'}(\Omega) \).
Now we are in position to introduce the homogenized problem

\[
\begin{aligned}
    u &\in W^f_0(\Omega), \\
g(x) &\in b(Du(x)) \text{ for a.e. } x \in \Omega, \\
\int_\Omega g \cdot Dv \, dx &= \int_\Omega h \cdot Dv \, dx \text{ for all } v \in W^f_0(\Omega).
\end{aligned}
\]  

(82)

**Theorem 5.3.** For every \( h \in L^f(\Omega) \), problem (82) has at least one solution \((u, g)\).

This is a consequence of a general result from [1] concerning the multivalued operator \( A_0 : W^f_0(\Omega) \to (W^f_0(\Omega))' \) defined as \( A_0 u = -\text{div} b(Du) \) which is maximal monotone and coercive. Note only that every \( h \in L^f(\Omega) \) defines a functional \( \langle h, \varphi \rangle = \int_\Omega h \cdot Dv \, dx \) on \( W^f_0(\Omega) \) thanks to the Hölder inequality (49). In our case, \( h \in L^\infty(\Omega) \) is inherited from the initial problem (30), and clearly \( h \in L^f(\Omega) \).

6. **Homogenization.** In this section we formulate the homogenization result for problem (30) and prove it. The main tool for us will be the following variant of Compensated Compactness Lemma proved in [32].

**Lemma 6.1.** Let \( u_\varepsilon, w_\varepsilon \) satisfy the following conditions:

(i) \( u_\varepsilon \in W^{1, p_\varepsilon}(\Omega), \ w_\varepsilon \in L^{p_\varepsilon'}(\Omega) \) and \( \text{div } w_\varepsilon = 0; \)

(ii) \( \int_\Omega |Du_\varepsilon|^{p_\varepsilon} \, dx \leq c, \ \int_\Omega |w_\varepsilon|^{p_\varepsilon'} \, dx \leq c \text{ for some constant } c > 0; \)

(iii) \( Du_\varepsilon \rightharpoonup Du \text{ in } L^\alpha(\Omega), \ w_\varepsilon \rightharpoonup w \text{ in } L^{\beta'}(\Omega); \)

(iv) \( \{u_\varepsilon\} \) is compact in \( L^\beta(\Omega). \)

Then (up to a subsequence)

\[
\int_\Omega Du_\varepsilon \cdot w_\varepsilon \varphi \, dx \to \int_\Omega Du \cdot w \varphi \, dx \quad \forall \varphi \in C_0^\infty(\Omega).
\]  

(83)

Both integrals in (83) make sense due to the Hölder inequalities either (17) or (49). For the latter one, note that the limit elements \( Du \) and \( w \) belong to the mutually conjugate spaces \( L^f(\Omega) \) and \( L^{f'}(\Omega) \), respectively, thanks to Lemma 3.1.

In the sequel, we will use systematically the **mean value property** of periodic functions: if \( z(y) \) is an \( Y \)-periodic function that belongs to \( L^s(Y), \ s \in [1, +\infty) \), then

\[
    z \left( \frac{x}{\varepsilon} \right) \rightharpoonup \int_Y z(y) \, dy \quad \text{in } L^s_{\text{loc}}(\mathbb{R}^n)
\]

(see the proof, e.g. in [16], Chapter I, §1).

Our main result is

**Theorem 6.2.** Let \( (u_\varepsilon, g_\varepsilon) \) be a sequence of solutions to problem (30) and let \( (u, g) \) be the limit pair from (32) and (33). Then, \( u \in W^f_0(\Omega) \) and \( g \in L^{f'}(\Omega) \) satisfy problem (82).
Proof. We follow the lines of the proof of Theorem 3.1 in [32] adapting it to our case. We proceed in several steps.

**Step 1.** Given $\xi \in \mathbb{R}^n$, let us take a pair $(w, k)$ that is a solution to problem (58) and set
\[ w_{\varepsilon}(x) = \xi \cdot x + \varepsilon w \left( \frac{x}{\varepsilon} \right), \quad k_{\varepsilon}(x) = k \left( \frac{x}{\varepsilon} \right). \]
Clearly, we have an $\varepsilon$-periodic function $ Dw_{\varepsilon}(x) = \xi + (D_y w(y))|_{y=x/\varepsilon}$ and
\[ Dw_{\varepsilon} \to \xi \quad \text{in} \quad L^a(\Omega), \quad (84) \]
by the mean value property. For the same reason,
\[ k_{\varepsilon}(x) \to \nu = \int_Y k(y) \, dy \quad \text{in} \quad L^b'(\Omega). \quad (85) \]
Besides, under our assumptions,
\[ Du_{\varepsilon}(x) \to Du(x) \quad \text{in} \quad L^a(\Omega), \quad g_{\varepsilon}(x) \to g(x) \quad \text{in} \quad L^b'(\Omega). \quad (86) \]
By the monotonicity of $a(x, \cdot)$, we can write
\[ \int_{\Omega} (g_{\varepsilon}(x) - k_{\varepsilon}(x)) \cdot (Du_{\varepsilon}(x) - Dw_{\varepsilon}(x)) \varphi(x) \, dx \geq 0 \quad (87) \]
for every $\varphi \in C^\infty_0(\Omega)$, $\varphi \geq 0$.

Let us assume that the following convergences take place:
\[ k_{\varepsilon}(x) \cdot Dw_{\varepsilon}(x) \to \nu \cdot \xi \quad \text{in} \quad L^1(\Omega), \quad (88) \]
\[ g_{\varepsilon}(x) \cdot Dw_{\varepsilon}(x) \to g(x) \cdot \xi \quad \text{in} \quad L^1(\Omega), \quad (89) \]
\[ k_{\varepsilon}(x) \cdot Du_{\varepsilon}(x) \to \nu \cdot Du(x) \quad \text{in} \quad L^1(\Omega), \quad (90) \]
and
\[ \int_{\Omega} g_{\varepsilon}(x) \cdot Du_{\varepsilon}(x) \varphi(x) \, dx \to \int_{\Omega} g(x) \cdot Du(x) \varphi(x) \, dx \quad (91) \]
for all $\varphi \in C^\infty_0(\Omega)$. Then, passing to the limit in (87) yields
\[ \int_{\Omega} (g(x) - \nu) \cdot (Du(x) - \xi) \varphi(x) \, dx \geq 0 \]
for all $\varphi \in C^\infty_0(\Omega)$, $\varphi \geq 0$. Therefore, for every $\xi$ and $\nu \in b(\xi)$ we have
\[ (g(x) - \nu) \cdot (Du(x) - \xi) \geq 0 \quad \text{for a.e.} \quad x \in \Omega. \]
In particular, the same is true for a dense subset $(\xi_j, \nu_j)$ in the graph of $b$
\[ (g(x) - \nu_j) \cdot (Du(x) - \xi_j) \geq 0 \quad \text{for a.e.} \quad x \in \Omega \quad \text{and} \quad \forall j \in \mathbb{N}. \]
This implies easily that
\[ (g(x) - \nu) \cdot (Du(x) - \xi) \geq 0 \]
for a.e. $x \in \Omega$ and for all pairs $(\xi, \nu)$ in the graph of $b$. From here, the maximal monotonicity of $b$ yields that
\[ g(x) \in b(Du(x)) \quad \text{a.e. in} \quad \Omega, \]
which concludes the proof.

**Step 2.** It remains to justify the passage to the limit in (87), in other words, to obtain the convergences (88)-(91). As for (88), it is a direct corollary of the mean value property:
\[ k_{\varepsilon}(x) \cdot Dw_{\varepsilon}(x) \to \int_Y k(y) \cdot (\xi + Dw(y)) \, dy = \int_Y k(y) \cdot \xi \, dy = \nu \cdot \xi, \]
where we use also the integral identity in (58).

What concerns (89)-(91), the identification of the corresponding limits is not so simple. First, we consider cases (89), (90), where we deal with families that are weakly convergent in $L^1(\Omega)$. The weak convergence in $L^1(\Omega)$ is verified below. To this end, we recall the well-known result about the weak convergence in $L^1(\Omega)$ (see, e.g. [14]).

**Lemma 6.3. (Criterion for weak convergence in $L^1(\Omega)$)** The following assertions are equivalent:

(i) the family $v_\varepsilon$ is weakly compact in $L^1(\Omega)$;

(ii) the family $v_\varepsilon$ is equiintegrable in $L^1(\Omega)$, i.e., $\forall \tau > 0 \exists \delta > 0$ such that $\int_M |v_\varepsilon| \, dx < \tau$ for any measurable set $M \subset \Omega$ such that the Lebesgue measure $|M| < \delta$.

**Proposition 1.** The families $W_\varepsilon(x) = |Dw_\varepsilon(x)|^{p_\varepsilon(x)}$, $K_\varepsilon(x) = |k_\varepsilon(x)|^{p_\varepsilon(x)}$ are equiintegrable.

**Proof.** By the mean value property, we have weak convergence

$$K_\varepsilon(x) \to \int_Y |k(y)|^{p(y)} \, dy \quad \text{in} \quad L^1(\Omega),$$

and the equiintegrability property is ensured by the Criterion for weak convergence in $L^1(\Omega)$. The same argument is valid for the family $W_\varepsilon(x)$. \qed

**Proposition 2.** The families $k_\varepsilon(x) \cdot Du_\varepsilon(x)$, $g_\varepsilon(x) \cdot Dw_\varepsilon(x)$ are equiintegrable.

**Proof.** By the Young inequality,

$$\int_M k_\varepsilon(x) \cdot Du_\varepsilon(x) \, dx \leq \delta \int_M |Du_\varepsilon(x)|^{p_\varepsilon(x)} \, dx + C_\delta \int_M |k_\varepsilon(x)|^{p_\varepsilon(x)} \, dx \leq c\delta + C_\delta \int_M |k_\varepsilon(x)|^{p_\varepsilon(x)} \, dx$$

for any measurable set $M \subset \Omega$, where we use estimate (31). For arbitrary $\delta > 0$, the last integral is less than $\delta/C_\delta$, provided the Lebesgue measure $|M|$ is sufficiently small, since, $|k_\varepsilon(x)|^{p_\varepsilon(x)}$ is equiintegrable according to Proposition 1. Similar argument gives the equiintegrability of the product $g_\varepsilon(x) \cdot Dw_\varepsilon(x)$. \qed

**Step 3.** To find the limits in (89)-(91), we use Lemma 6.1. However, this Lemma cannot be applied directly to the vectors we deal with, because of the lack of necessary compactness property (see, (iv) in Lemma 6.1). We gain this compactness property using a truncation procedure for the potential vectors. Therefore, we act further according to the following scheme. First, we obtain the limit relations of the type (89)-(91) with the truncated potential vectors. Then, we explain why the truncation may be omitted everywhere. To this end, certain properties of the truncation are helpful. In the sequel, we use

$$u_{\varepsilon,m}(x) = \begin{cases} 
  u_\varepsilon(x) & \text{if } |u_\varepsilon(x)| \leq m, \\
  \pm m & \text{if } |u_\varepsilon(x)| > m,
\end{cases}$$

for $m \in \mathbb{N}$ and call it a truncated function.

**Proposition 3.** For the solution $(u_\varepsilon, g_\varepsilon)$ of problem (30), the following assertions are valid:

$$0 \leq g_\varepsilon(x) \cdot Du_{\varepsilon,m}(x) \leq g_\varepsilon(x) \cdot Du_\varepsilon(x) \quad \text{a.e. in } \Omega; \quad (92)$$

$$\lim_{m \to +\infty} \int_\Omega g_\varepsilon(x) \cdot (Du_\varepsilon(x) - Du_{\varepsilon,m}(x)) \, dx = 0 \quad (93)$$
uniformly with respect to $\varepsilon$.

**Proof.** Due to the monotonicity of $a(x, \cdot)$, and the fact that $a(x, 0) = 0$, we get
\[ 0 \leq g_\varepsilon(x) \cdot Du_\varepsilon(x) \]
a.e. in $\Omega$. Besides, $g_\varepsilon(x) \cdot Du_{\varepsilon, m}(x)$ is either zero or equal to $g_\varepsilon(x) \cdot Du_\varepsilon(x)$. Hence, we conclude the proof of (92).

Letting
\[ T_{\varepsilon, m} = \{ x \in \Omega : |u_\varepsilon(x)| > m \}, \]
we easily obtain
\[ |T_{\varepsilon, m}| \leq m^{-1} \| u_\varepsilon \|_{L^1(\Omega)} \leq cm^{-1}, \quad (94) \]
by boundedness property of the family $u_\varepsilon$.

Substituting $v = u_\varepsilon$ and $v = u_{\varepsilon, m}$ in the integral identity of problem (30) we derive
\begin{align*}
0 &\leq \int_{\Omega} g_\varepsilon(x) \cdot (Du_\varepsilon(x) - Du_{\varepsilon, m}(x)) \, dx = \int_{\Omega} h(x) \cdot (Du_\varepsilon(x) - Du_{\varepsilon, m}(x)) \, dx \\
&= \int_{T_{\varepsilon, m}} h(x) \cdot Du_\varepsilon(x) \, dx \\
&\leq \left( \int_{T_{\varepsilon, m}} |Du_\varepsilon(x)|^\alpha \, dx \right)^{1/\alpha} \left( \int_{T_{\varepsilon, m}} |h(x)|^{\alpha'} \, dx \right)^{1/\alpha'} \leq c_1 \| h \|_{L^\infty(\Omega)} |T_{\varepsilon, m}|^{1/\alpha'}, \quad (95) \end{align*}
where the first inequality in this chain is due to (92) and the last one employs the boundedness property of the family $u_\varepsilon$. From (94) and (95) we derive (93). \hfill \square

**Step 4.** We prove now the convergence (91). Obviously, it is enough to show that
\[ z_\varepsilon \cdot Du_\varepsilon \rightharpoonup z \cdot Du \quad \text{in} \quad \mathcal{D}'(\Omega), \quad (96) \]
where $z_\varepsilon = g_\varepsilon - h$, $z = g - h$. Taking the truncated functions $u_{\varepsilon, m}$ and $u_m$, we write
\[ z_\varepsilon \cdot Du_\varepsilon - z \cdot Du = (z_\varepsilon \cdot Du_{\varepsilon, m} - z \cdot Du_m) + z \cdot (Du_m - Du) + r_{\varepsilon, m} \quad (97) \]
Here $r_{\varepsilon, m} = z_\varepsilon \cdot (Du_\varepsilon - Du_{\varepsilon, m})$ for which (93) ensures that
\[ \| r_{\varepsilon, m} \|_{L^1(\Omega)} \leq \delta \quad \forall m > m_1(\delta) \]
uniformly with respect to $\varepsilon$.

Setting $T_m = \{ x \in \Omega : |u(x)| > m \}$, we easily derive
\[ \| z \cdot (Du_m - Du) \|_{L^1(\Omega)} \leq \int_{T_m} f^*(z) \, dx + \int_{T_m} f(Du) \, dx, \]
where we employ the Young inequality
\[ \eta \cdot \zeta \leq f(\eta) + f^*(\zeta) \quad \forall \eta, \zeta \in \mathbb{R}^n \]
and the fact that the function $f$ is even. Hence,
\[ \| z \cdot (Du_m - Du) \|_{L^1(\Omega)} \leq \delta \quad \forall m > m_2(\delta) \]
since $f^*(z), f(Du) \in L^1(\Omega)$ by Lemma 5.2 and $|T_m| < cm^{-1}$, that is a counterpart of estimate (94).

Taking $m > \max\{m_1, m_2\}$ and any $\varphi \in C_0^\infty(\Omega)$, we deduce from (97) that
\[ \left| \int_{\Omega} \varphi z_\varepsilon \cdot Du_\varepsilon \, dx - \int_{\Omega} \varphi z \cdot Du \, dx \right| \leq \int_{\Omega} \varphi z_\varepsilon \cdot Du_{\varepsilon, m} \, dx - \int_{\Omega} \varphi z \cdot Du_m \, dx \right| + 2\delta, \quad (98) \]
where the difference of integrals in the right-hand side vanishes as $\varepsilon \to 0$ by Lemma 6.1. In this case, the assumptions of this lemma are obviously fulfilled, with the exception of condition (iv), which should be verified. To this end, we invoke condition (iii) and properties of truncation, whence $u_{\varepsilon,m} \to u_m$ in $W^{1,\alpha}(\Omega)$ and, therefore,

$$u_{\varepsilon,m} \to u_m \text{ in } L^s(\Omega) \quad \forall s \geq 1,$$

since $u_{\varepsilon,m} \in L^\infty(\Omega)$. In particular, $s = \beta$ is possible.

Eventually, by the arbitrary smallness of $\delta$, inequality (98) implies (96).

**Step 5.** To prove (90), we engage again the truncated functions $u_{\varepsilon,m}$, $u_m$ and write

$$k_x \cdot Du_x - k \cdot Du = (k_x \cdot Du_{\varepsilon,m} - \nu \cdot Du_m) + \nu \cdot (Du_m - Du) + r^m,$$

where $r^m = k_x \cdot (Du_x - Du_{\varepsilon,m})$. Note that $k_x$ is the solenoidal vector with the proper integrability property (see Remark 7). We apply Lemma 6.1 to the first difference in the right-hand side of (99) in a similar way as before, when we justify passing to the limit in (97). As for the remaining terms in the right-hand side of (99), they are arbitrarily small if the truncation parameter $m$ is large enough. To this end, we rely on the equiintegrability of the family $k_x \cdot Du_x$ (see Proposition 2).

In fact, for arbitrary $\delta > 0$ we have

$$\|r^m\|_{L^1(\Omega)} = \|k_x \cdot D(u_x - u_{\varepsilon,m})\|_{L^1(\Omega)} = \|k_x \cdot Du_x\|_{L^1(T_{\varepsilon,m})} \leq \delta$$

uniformly with respect to $\varepsilon$, provided that $m$ is properly chosen to make the Lebesgue measure $|T_{\varepsilon,m}|$ sufficiently small (see (94)).

To prove (89), we introduce the truncated function

$$v_x(x) = \xi + (D\bar{w})(x), \quad \bar{w}(y) = \begin{cases} w(y) & \text{if } |w(y)| \leq \varepsilon^{-1}, \\ \pm \varepsilon^{-1} & \text{if } |w(y)| > \varepsilon^{-1}. \end{cases}$$

Clearly, $v_x \to \xi$ in $L^\alpha(\Omega)$. Setting $T_x = \{x \in \Omega : |w(\xi)| > \varepsilon^{-1}\}$, we have $|T_x| < c\varepsilon$.

Due to Lemma 6.1,

$$g_x(x) \cdot \nabla (v_x(x)) \to g \cdot \xi \quad \text{in } L^1(\Omega),$$

and the truncation can be removed here, thanks to the equiintegrability of the family $g_x(x) \cdot Du_x$ (see Proposition 2).

Theorem 6.2 is proved.

7. Some discussions.

**Remark 8.** The above homogenization result was proved with a help of the suitable version of Compensated Compactness Lemma. But it can be obtained also by another approach based on two-scale convergence technique developed in [35]. The advantage of the latter one lays in its applicability to vector problems. This may be the subject of a particular article in future.

**Remark 9.** Interesting results extending [32] are obtained in [5] where homogenization is studied in the framework of nonreflexive Musielak–Orlicz spaces.

**Remark 10.** Except for $f(x,\xi) = |\xi|^p(x)$, there are other model integrands $f(x,\xi)$ satisfying (4). We list some of them:

(i) $a(x)|\xi|^\alpha + \sum_j |\xi_j|^\beta$ with $a(x) \geq 0$, where $\beta = \max\{\alpha, q_1, \ldots, q_n\}$ (anisotropic integrand);

(ii) $a(x)\log(1+|\xi|)$ with $a(x) \geq 0$, where $\beta = \alpha + \delta$ and $\delta > 0$ is arbitrary;

(iii) $|\xi|^\alpha + a(x)|\xi|\beta$ with $a(x) \geq 0$ (double phase integrand);

(iv) $a(x)|\xi|^2$ with $a(x) \geq 0$, where $a, 1/a \in L^\infty(\mathbb{R}^n), t > 1$ (integrand with a degenerate weight).
For the weighted integrand (iv), $\alpha = 2t/(t+1)$ and $\beta = 2t/(t-1)$ which is calculated in [29], Chap.8.

During last decades different existence and regularity problems for functionals and PDEs relating to integrands (i)–(iii) were studied in numerous papers of P. Marcellini, G. Mingione and their coauthors (see, e.g., [20], [2] and references therein). As for (iv), we highlight here homogenization results with homogenization error estimates obtained in [37] and [36] where the weight $a(x)$ in this integrand is supposed to be rather general and may admit Lavrentiev’s phenomenon. To our knowledge, such kind homogenization results do not exist for the cases (i)–(iii) or (3) by the date of submission of this paper. On the other hand, homogenization result with homogenization error estimate from [23] surely can be extended to the case of multivalued monotone operators.
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