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The dependence of high-order harmonic generation spectra for Su-Schrieffer-Heeger chains on the size of the chains and the sampling of the Brillouin zone is investigated. For relatively short chains or coarse sampling or sufficiently strong laser fields, the expected shape of the high-order harmonic generation spectra is observed: a plateau due to interband harmonic generation ranging from the minimal to the maximal gap between valence and conduction band. However, for lower laser intensities, the high-harmonic plateau is found to depend strongly on the chain length or Brillouin zone sampling. Only in the limit of very long chains or very fine sampling a cutoff develops that depends on the laser field amplitude. Destructive interference of the high-harmonic emission by electrons with different initial lattice momenta is essential for the formation of that cutoff.

I. INTRODUCTION

High-order harmonic generation (HHG) is an important tool to create ultrashort laser pulses up to frequencies in the X-ray regime. It was first observed in atomic systems and subsequently described using a semi-classical three-step-model [1][2] 30 years ago. The efficient generation of high harmonics in solids was reported in 2010 [3]. HHG in solids is very attractive for several reasons. For instance, the higher target density compared to gases allows for more compact radiation sources [4][7] and better scalability. From the fundamental research perspective, HHG can be used to probe static properties [8][10] and dynamical processes [11–15] in condensed matter. HHG in solids has been recently reviewed in [16, 17].

In solids, several processes contribute to the generation of high-order harmonics: harmonics originating from the movement of electrons within a band (intraband harmonics) and the harmonics due to transitions between two bands (interband harmonics). Further, the time-dependent injection of electrons into the conduction band also generates harmonics [18]. The well established three-step-model for atomic HHG can be adopted to describe the interband harmonics [19]. First, an electron from the valence band is excited into the conduction band. This tunneling process occurs preferentially around the minimal band gap. In the presence of the laser field, the electron (hole) moves in the conduction (valence) band. Electron and hole might recombine, which leads to the emission of harmonic radiation.

HHG in condensed matter can be theoretically simulated by solving the time-dependent Schrödinger equation (TDSE) for non-interacting electrons directly in position space (e.g., if finite-size effects and the influence of edges are of interest) or, after a Bloch ansatz, in momentum space for the bulk or a finite system with periodic boundary conditions. Electron-electron interaction can be included on a density-functional level [9]. The semiconductor Bloch equations can be used if relaxation processes due to couplings to other degrees of freedom (e.g., phonons or an environment) need to be taken into account via ad hoc relaxation times [19][20].

In this work, we restrict ourselves to the non-interacting TDSE level and a simple tight-binding description of a 1D chain, the so-called Su-Schrieffer-Heeger (SSH) model [21] in order to investigate in detail a fact that we observed during our previous works: HHG spectra for the bulk might strongly depend on the k−sampling of the Brillouin zone (BZ). For finite systems with periodic boundary conditions, the k−sampling is uniquely defined by the number of lattice sites N. However, for the bulk in the thermodynamic limit N → ∞ one should in principle integrate over the first BZ or, numerically, sample fine enough to reach convergence. As we show in this paper, this convergence can be surprisingly slow, and a new qualitative feature in the HHG plateau, i.e., a pronounced drop in the harmonic yield, emerges only for large enough N. The same behavior is observed in TDSE simulations of large but finite chains in position space, showing that the observed effect is not merely a numerical curiosity but of physical relevance.

Figure 1 shows a finite SSH-chain (top) and a periodic one (bottom). The chains consists of two sublattice sites, indicated by open (sublattice site α = 1) and filled (sublattice site α = 2) circles. Two sites form a unit cell. The distance between two neighboring unit cells is the lattice constant a. As the SSH-model is based on the tight-binding description, hopping amplitudes between adjacent sites are introduced. The hopping amplitude between sites in the same unit cell is v, and across neighboring unit cells it is w. Hopping (i.e., tunneling) should be more likely if two sites are closer together. Hence, different hopping amplitudes v and w correspond to different distances. Starting from the equidistant configuration where v = w (dashed vertical lines), we consider the sites to be shifted alternatingly by –δ or +δ. For the periodic system, hopping between the left most site and the right most site is allowed with amplitude w. Finite SSH chains host topological edge states for w > v [22] whose effect on HHG has been studied in [23][25]. However, the topological nature of the SSH model is not relevant for the size and sampling dependence discussed in this work.

This paper is structured as follows. First, the methods and theory are described in Sec. 11. The dependence of the HHG spectra on the size of the finite chains and
the sampling of the BZ are shown in Sec. III A and III B. Section III C covers the amplitude dependence of HHG before the results of a semi-analytical treatment for small laser field strengths are presented in Sec. III D. In Sec. III E, a time-frequency analysis of the HHG is presented. The work is summarized in Sec. IV.

II. METHODS

Considering that tunneling probabilities scale exponentially with distance, we model the hopping amplitudes for the SSH chain as

$$v = e^{-(a/2-2\delta)} \quad w = e^{-(a/2+2\delta)}.$$  \hspace{1cm} (1)

The results shown in this paper are for a lattice constant of $a = 4.0$ and a shift of $\delta = 0.15$. However, our findings are not specific to this choice of model parameters.

In the following, we briefly review the theory of the SSH bulk model and its coupling to a laser field. The treatment of finite SSH-chains is covered in [25] and briefly summarized in the Appendix A.

Atomic units ($\hbar = |e| = m_e = 4\pi\epsilon_0 = 1$) are used unless stated otherwise.

A. Static bulk system

The bulk Hamiltonian of the SSH-chain can be obtained by a Bloch ansatz (see appendix B or [26]), resulting in a $2 \times 2$-Hamiltonian

$$\hat{H}(k) = \begin{pmatrix} 0 & s^*(k) \\ s(k) & 0 \end{pmatrix} \hspace{1cm} (2)$$

with

$$s(k) = ve^{-i(\alpha/2-2\delta)k} + wve^{i(\alpha/2+2\delta)k}. \hspace{1cm} (3)$$

Note that in Ref. [26] the lattice constant $a$ is set to one and the shifts $\delta$ are considered small and hence set to zero. In this work we take the exact distances into account.

The time-independent Schrödinger equation (TISE) for the bulk-system reads

$$E_n(k) \left( \frac{g_n^1(k)}{g_n^2(k)} \right) = \hat{H}(k) \left( \frac{g_n^1(k)}{g_n^2(k)} \right), \hspace{1cm} (4)$$

where $g_n^\alpha$ is the value of the wavefunction at sublattice site $\alpha = 1, 2$, and the index $n = \pm$ indicates the valance (\textquoteleft-\textquoteleft) or the conduction (\textquoteleft+\textquoteleft) band. The band gap (energy gap between valence and conduction band) is given by

$$E_g(k) = E_+(k) - E_-(k) = 2E_+(k) = 2\sqrt{s(k)s^*(k)}$$

$$= 2\sqrt{v^2 + w^2 + 2vw \cos(ak)}. \hspace{1cm} (5)$$

B. Presence of an external field

In the presence of an external field, using velocity gauge and dipole approximation, the Hamiltonian becomes time-dependent

$$\hat{H}(k,t) = \begin{pmatrix} 0 & s(k,t) \\ s^*(k,t) & 0 \end{pmatrix}$$

with

$$s(k,t) = ve^{-i(\alpha/2-2\delta)[k+A(t)]} + wve^{i(\alpha/2+2\delta)[k+A(t)]}$$

$$= s(k + A(t)).$$ \hspace{1cm} (6)

Hence, the time-dependent function $s(k,t)$ is the time-independent function $s(k_{\text{eff}})$ evaluated at an effective lattice momentum $k_{\text{eff}} = k + A(t)$. As a consequence, the time-dependent Hamiltonian can be obtained by replacing the argument of the time-independent one, i.e.,

$$\hat{H}(k,t) = \hat{H}(k + A(t)).$$

A laser pulse consisting of $n_{\text{cyc}} = 5$ cycles is considered, described by the vector potential

$$A(t) = A_0 \sin^2 \left( \frac{\omega_0 t}{2n_{\text{cyc}}} \right) \sin \omega_0 t, \hspace{0.5cm} 0 < t < 2\pi n_{\text{cyc}}/\omega_0$$

and zero otherwise. The angular frequency is set to $\omega_0 = 0.0075$ (i.e. the wavelength $\lambda_0 \approx 6.1 \mu m$). The amplitude $A_0$ is varied in this paper but chosen positive.

The time-dependent Schrödinger equation reads

$$i\dot{g}(k,t) = \hat{H}(k,t)g(k,t), \hspace{1cm} (9)$$

where $g(k,t) = \begin{pmatrix} g^1(k,t) \\ g^2(k,t) \end{pmatrix}$ is the time-dependent state in $k$-space. The initial value is $g(k,t) = \begin{pmatrix} g^1(k) \\ g^2(k) \end{pmatrix}$, which is the eigenstate with the smallest energy for one particular $k$ (i.e., corresponding to the valence band) of the time-independent Hamiltonian [2].
To obtain the harmonic spectrum, the current is calculated according to

$$j(k, t) = g^\dagger(k, t) \left[ \partial_k \hat{H}(k, t) \right] g(k, t).$$  \hfill (10)

Hence, the derivative of the time-dependent Hamiltonian with respect to $k$ is the current operator. This statement only holds true if the right Bloch-ansatz is chosen in which the distances between the sites are taken into account \[26\]. The derivative gives

$$\partial_k \hat{H}(k, t) = i \begin{pmatrix} 0 & -s^*_+(k, t) \\ s_-(k, t) & 0 \end{pmatrix}$$  \hfill (11)

with

$$s_-(k, t) = (a/2 - 2\delta) e^{-i(a/2 - 2\delta) |k + A(t)|} - (a/2 + 2\delta) e^{i(a/2 + 2\delta) |k + A(t)|}.$$  \hfill (12)

The current \(j(\omega, t)\) is calculated for different $k$-values within the first BZ with

$$k_n = n \frac{2\pi}{Na} \quad \text{and} \quad n \in [0, 1, 2, ..., N - 1].$$  \hfill (13)

Here, $N$ determines the sampling of the first BZ. The current is summed up over all calculated $k$-values, giving the total current

$$J(t) = \sum_{n=0}^{N-1} j(k_n, t).$$  \hfill (14)

We are interested in the spectrum of this current, which we obtain via Fourier transformation,

$$I_{\text{total}}(\omega) = \left| \int_{-\infty}^{+\infty} J(t) e^{-i\omega t} dt \right|^2.$$  \hfill (15)

In order to reveal interference effects it is useful to compare $I_{\text{total}}(\omega)$ with the analogue incoherent result

$$I_{\text{incoherent}}(\omega) = \sum_{n=0}^{N-1} I(\omega, k_n)$$  \hfill (16)

where

$$I(\omega, k_n) = \left| \int_{-\infty}^{+\infty} j(k_n, t) e^{-i\omega t} dt \right|^2.$$  \hfill (17)

Fourier transforms are approximated by the fast Fourier transformation using a Hann-window and subtracting a constant offset to avoid artificial features.

C. Time-frequency analysis

A time-frequency analysis displays the time-resolved emission spectrum. For this, the current \(j(\omega, t)\) is first multiplied with a narrow window function $f(t, t_0)$, which is almost zero anywhere except in a close vicinity around $t = t_0$,

$$J(t, t_0) = J(t) f(t, t_0).$$  \hfill (18)

Fourier-transforming this current gives $\tilde{J}(\omega, t_0)$ and the absolute value squared $|\tilde{J}(\omega, t_0)|^2$ reveals which harmonics are emitted at time $t_0$. The window function is chosen Gaussian,

$$f(t, t_0) = e^{-(t-t_0)^2/(2\sigma)}.$$  \hfill (19)

with a full width at half maximum of FWHM = 100, which corresponds to $2\sigma \approx 3606.7$.

The variable $t_0$ is sampled in small steps between $t_0 = 0$ and the end of the laser pulse ($t_0 = 2\pi n_{\text{cyc}}/\omega_0$). For all Fourier transformations, a Hann-window as broad as the laser pulse is applied. Whenever we show a time-frequency analysis we replace $t_0$ by $t$ at the abscissa.

III. RESULTS

A. Convergence of HHG from finite SSH-chains

High-harmonic radiation emitted from finite chains depend on the size of the chains, see for instance Ref. [27]. In previous studies, harmonic spectra of a finite chain containing 100 sites were investigated using time-dependent density functional theory [23, 24] and the SSH-model [25]. The results were similar for chains containing 30 and 100 sites [24].

For our current work, we calculated HHG spectra for much longer, finite chains. In Fig. 2a, the spectra for
This is seen for $N = 200$ and $N = 400$ are similar. However, if $N_a$ is increased further, differences appear. This is seen for $N_a = 600$ and even more obvious for $N_a = 800$ where a drop in the harmonic yield around order 60 clearly developed. Changing the number of atoms to a much higher number of $N_a = 2000$ does not change the spectrum any further. The point is that if we only considered chains up to $N_a = 200$ and $N_a = 400$ we might had erroneously concluded that convergence had been reached already. Note that the effect we observe here is very different from the finite-size effects discussed in [27], in which much smaller chains (up to 100 sites) are investigated.

In Fig. 2, the harmonic yield for the coherently and incoherently summed up dipole acceleration for $N_a = 2000$ sites are compared. Only the result for the coherent sum shows the drop in the harmonic yield around harmonic 60. As the incoherent sum does not show this feature, it has to originate from destructive interference.

### B. Convergence of HHG from the bulk of the SSH-chain

HHG spectra in the bulk limit are calculated according to (15) with the total current (14). In Fig. 3, the spectra for different samplings $k_n$, $n = 0, 1, 2, \ldots N - 1$ are shown for a laser amplitude of $A_0 = 0.2$. The spectra are similar to the results for the finite chain: if the BZ is not sampled fine enough (small $N$), the spectrum has a plateau for interband harmonics between the minimal and maximal band gap (dashed lines). If the sampling is higher, the harmonic yield around harmonic order 60 decreases significantly. This leads effectively to a smaller plateau with a cutoff around harmonic order 50. A local maximum around the maximal band gap is observed as well. This decreased harmonic yield before the maximal energy gap is again due to destructive interference, as it is not visible for the calculation using the incoherent sum, see Fig. 3b.

### C. Dependence on the amplitude

Figure 4 shows high-harmonic spectra as a function of the vector potential $A_0$ for the bulk and $N = 1000$ sampling points in the first BZ. The spectra are normalized to the intensity of the harmonic corresponding to the minimal band gap. A plateau can be observed for energies larger than the minimal band gap. The cutoff of the plateau depends on the laser intensity and shifts to larger harmonic orders as the intensity increases. A dependence of the cutoff on the amplitude of the laser was expected, as shown in Refs. [28–31]. Around the maximal band gap ($\approx 75 \omega_0$), a local maximum is observed.
However, this yield is much smaller than the yield in the region of the plateau (see also Fig. 3) and hence not visible in this contour plot for $0.25 < A_0 < 0.3$.

For a given $k$, the probability for electrons to be excited from the valence into the conduction band depends on the energy gap and the respective transition matrix element. Excitation is typically more likely if the energy gap is small. Therefore, most electrons tunnel into the conduction band at the minimal band gap [19]. In the presence of the laser field, the electrons move inside the bands according to $k(t) = k_0 + A(t)$, where $k_0$ is the $k$-value for $A(t) = 0$.

If the electron tunnels into the conduction band when the vector potential is zero, the electron can move at most $A_0$ to the left or to the right, see Fig. 1b. The minimal band gap is located at $k = -\frac{\pi}{a}$. As it was shown in Ref. 22, the electron and hole do not necessarily have to re-collide in position space in order to recombine and emit light. Assuming that the electron might recombine with the hole in the valence band at any time, the highest possible transition energy is $E_g(-\frac{\pi}{a} + A_0)$. Here, $E_g(k)$ is the band gap at momentum $k$, see [5]. If the electron is displaced too far from the minimal band gap, it might reach the maximal band gap (at either $k = -2\frac{\pi}{a}$ or $k = 0$). Hence, if $A_0 > \frac{\pi}{a}$ the electron-hole pair will be shifted beyond the maximal band gap, and the maximal transition energy is given by the maximal band gap. The black dotted line in Fig. 4a shows the function $E_g(-\frac{\pi}{a} + A_0)$. This line does not agree well with the cutoff frequency.

Alternatively, the electron might also tunnel at a different phase of the vector potential. The most extreme case would be when the absolute value of the vector potential maximum. Figure 4 shows the first case, tunneling at the minimum of the vector potential. In this case, the electron is initially located at a $k$-value given by $k_0 = -\frac{\pi}{a} + A_0$. This electron is driven to the minimal band gap (at $k = -\frac{\pi}{a}$) when $A(t) = -A_0$. After the electron has tunneled, it is driven back to its original position in $k$-space when the vector potential is zero. At the maximum vector potential, the electron-hole pair is 2 $A_0$ away from the minimal band gap. Hence, the highest transition energy for this scenario is given by $E_g(-\frac{\pi}{a} + 2A_0)$ (unless $2A_0 > \frac{\pi}{a}$, in which case the maximal band gap is the largest transition energy possible). The dashed white line in Fig. 4a indicates the value of the function

$$E_g^*(\frac{\pi}{a} + 2A_0) = \begin{cases} E_g(-\frac{\pi}{a} + 2A_0) & \text{if } 2A_0 < \frac{\pi}{a} \\ E_g(0) & \text{else} \end{cases} \quad (20)$$

where $E_g(0)$ is the maximal band gap $E_{g,\text{max}}$. This function agrees better with the cutoff, although not precisely as the harmonic yield at this energy is already several orders below the yield in the plateau. The given examples for certain tunneling instants are only the extreme cases. The electron might also tunnel at any other phase of the vector potential. However, the maximal displacement of the electron from the minimal band gap is given by $cA_0$ with the parameter $c$ restricted to values $1 \leq c \leq 2$. The red solid line in Fig. 4a indicates the energy difference for $c = 1.7$ ($E_g(-\pi/a + 1.7A_0)$), which appears to be a good fit to describe the cutoff as function of $A_0$. Previously found cutoff laws show a linear dependence for various materials [23–24]. This linear scaling is different from ours because of the almost linear dispersion relation in the relevant part of the BZ for these materials.

We also found that the position of the cutoff is not dependent on the number of laser-cycles $n_{\text{cyc}}$, which was tested for $A_0 = 0.2$ up to $n_{\text{cyc}} = 20$ laser-cycles (not shown).

D. Semi-analytical approximation for low intensities

We saw that the cutoff for the relatively weak field $A = 0.2$ occurs for a much smaller harmonic order than the maximal band gap because of destructive interference. In this section we want to show why this destructive interference occurs mathematically for small field strengths.

The analytical expression for the interband current in the bulk SSH-model is given in [24]. This expression is still not solvable analytically. However, if we consider a weak laser field we can approximate $k(t) = k + A(t) \approx k$. In Appendix C, the calculation for this approximation is performed. The final result is

$$j(k, t) \propto \frac{(u^2 - v^2)^2}{4E_g^3(k)} \left\{ 2A_0 \cos(\omega_0 t) - A_0 \cos[E_g(k)t] \right\}. \quad (21)$$

The total current is given by integration over the first BZ

$$J(t) = \int_{BZ} j(k, t) \, dk. \quad (22)$$

This integral is solved numerically, using $N$ sampling points within the first BZ. Figure 5 shows the results for different $N$. For a small number of sampling points ($N = 100$), a peak at the fundamental harmonic and a plateau at higher energies can be observed. For a larger number of points ($N = 1000$), [23] gives only three peaks, at the fundamental harmonic and both the minimal and
maximal band gap. The current in \[21\] obviously generates the fundamental harmonic \(\omega_0\) due to the term with \(\cos(\omega_0 t)\) and harmonics between minimal and maximal band gap because of the term \(\cos(E_g(k) t)\). In the integrated current, however, only the fundamental harmonic and peaks around the minimal and maximal band gap survive.

For larger vector potentials, this approximation is not applicable anymore. As the result in Fig. 4a shows, the peak around the minimal band gap expands towards higher energies. A similar expansion occurs around the maximal band gap. However, this effect is much weaker and not clearly visible. Harmonics between those energies still interfere destructively.

### E. Time-frequency analysis

A time-frequency analysis is performed to gain insight into the dynamical processes underlying the harmonic spectra and finally the cutoff law that was found empirically in Sec. III C.

Figure 6 shows the result of the time-frequency analysis for different field amplitudes and different sampling rates of the first BZ. Comparing the results for the same amplitude but for different samplings shows that the spectrum appears less smeared-out for a larger number of sampling points \(N\), with arc-like structures becoming visible for energies between the minimal and maximal band gap (black dashed, horizontal lines).

The clear signatures in the time-frequency analysis that correlate certain harmonics with certain emission times indicate that there must exist an explanation in terms of semi-classical orbits \[33, 35\]. In the following, we try to identify those semi-classical orbits.

The dashed, red line indicates the shape of the vector potential. As discussed in Sec. III C, the electrons move inside the conduction band with the vector potential \(k(t) = k_0 + A(t)\). Assuming vertical transitions, the electrons in the conduction band can recombine with the holes in the valence band and emit a photon with the respective energy difference between both bands at the given \(k(t)\). The white lines indicate the transition energy \(E_g(k(t))\) at the respective \(k(t)\) over time. The two solid white lines are for electrons that start at either the maximum or minimum band gap at the beginning of the laser pulse. The dotted white line indicates the case where the electron tunnels into the conduction band at the minimal band gap when the vector potential is close to its maximum.

In the following we focus on the spectra for the higher sampling rate \((N = 1000;\) Figs. 6b, d). Around the maximal band gap, an oscillating pattern is observed, best seen for the smaller amplitude in Fig. 6b. The white solid line agrees well with these oscillations. This line indicates the case where the tunneling process happens at the maximal band gap when the vector potential \(A(t)\) is zero. This is expected, as tunneling processes are more likely when the electric field \(-\partial_t A(t)\) is large, i.e., \(A(t) \approx 0\).

Around the minimal band gap, more and stronger oscillations and arches are observed. The solid white line close to the minimal band gap in Figs. 6b, d show the transition energies over time if the electron tunnels into the conduction band at the minimal band gap when the vector potential \(A(t)\) is zero. Parts of the emission spectrum can be explained by this pathway but not all. The dotted white line indicates the transition energy when the tunneling process occurs close to the maximum of the vector potential. Therefore, these pathways contribute to the higher harmonics.

Not all features around the minimal band gap can be explained by those two trajectories alone. The agreement between the semi-classical trajectories and the time-frequency analysis may be improved by performing a more detailed calculation using the saddle-point approximation \[39, 45\].

These findings suggest that for the converged results only electrons which tunnel into the conduction band around either the minimal or maximal band gap contribute to the emission spectrum. The harmonics in between interfere away if the sampling of the BZ is fine enough. Around the maximal band gap, the tunneling process requires a high electric field, i.e., a vector potential close to zero. Around the minimal band gap, however, tunneling is much more likely and can also occur for much smaller values of the electric field (larger \(A(t)\)). Hence, trajectories of electrons which tunnel when the vector potential is large also contribute to the overall spectrum and are responsible for high-energetic photons.

Comparing the results for different laser intensities shows the development of the cutoff law. Only certain trajectories contribute to the overall spectrum and other harmonics interfere away. In particular, harmonics that can be explained by semi-classical trajectories do not interfere away if the electrons are excited into the conduction band around the minimal band gap. When the intensity is small, the electrons cannot move away from the minimal band gap much, leading to a cutoff at a rather small energy. When the intensities increase, the electrons can move further away from the minimal band gap. This leads to a larger possible transition energy in this semi-classical picture. Hence, the cutoff shifts to larger energies.

### IV. SUMMARY AND CONCLUSION

In this work, we found for very long SSH-chains a pronounced dip in the high-harmonic yield close to the maximal band gap due to destructive interference. The falling edge of that dip on the low-energy side effectively forms the high-harmonic plateau cutoff. The same effect is ob-
observed for the bulk of the SSH-model where only for a very fine sampling of the BZ a converged spectrum with the dip is obtained. The cutoff law as a function of the laser-field amplitude is determined empirically and explained by trajectories that follow the usual three-step model for high-harmonic generation in solids. With a too coarse sampling the cutoff is not obtained and the plateau harmonics range from the minimal to the maximal band gap energy. The white lines (solid and dotted) indicate different trajectories.

One may object that a tight-binding model with just two bands is too simplistic to be of practical relevance. In fact, the somewhat counter-intuitive local maximum in the harmonic yield around the maximum band gap might be artificially enhanced by the limitation to only two bands. However, the simple modelling has also advantages. Note, for instance, that our results are strictly gauge invariant with respect to the coupling to the laser field and the choice of a basis (e.g., field-free or adiabatically following). This is different from the case where the number of bands is restricted after the Bloch ansatz for the (continuous) Schrödinger equation was made and a basis was chosen.

Another critical issue is that decoherence due to coupling to other degrees of freedom (e.g., phonons or environment) might spoil the delicate destructive-interference effect observed in this work. In fact, studies showed that the decreased harmonic yield for intraband harmonics, found for example in Refs. [23, 25], is not observed or less prominent if a finite, ad hoc dephasing time is introduced [39, 40] in the Lindblad or semiconductor Bloch equations for the density matrix. Whether the decrease in the interband harmonic yield found in our present study survives dephasing will be examined in future work. Anyhow, it is useful to first understand the relatively simple and “clean” time-dependent Schrödinger results before introducing manually relaxation times.

Finally, we note that we also found a drop in the harmonic yield at certain energies for the two-dimensional Haldane model [41] if the sampling of the BZ was sufficiently high. It thus appears that the effect is rather general and not restricted to the one-dimensional SSH-model.
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Appendix A: Methods for the finite SSH-chain

This section briefly summarizes the methods used for calculating harmonic spectra for finite SSH-chains. The equations are similar to Ref. [25]. However, note that in that reference a denotes the distance between neighboring sites. In this paper, a is the lattice constant.

1. Static system

The Hamiltonian of the unperturbed system (without external field) for an even number of atoms \( N_a \) in the
chain reads
\[ \hat{H}_{\text{finite}} = \sum_{m=1}^{N_a/2} (v |m, 2\rangle \langle m, 1|) \]
\[ + \sum_{m=1}^{N_a/2-1} (w |m + 1, 1\rangle \langle m, 2|) + \text{h.c.} \] \hspace{1cm} (A1)

The TISE
\[ \hat{H}_{\text{finite}} \Psi_i = E_n \Psi_i, \] \hspace{1cm} (A2)

is solved numerically. Here, the eigenstate \( \Psi_i \) has the form \( \Psi_i = (\Psi_i^{1,1}, \Psi_i^{1,2}, ..., \Psi_i^{m,\alpha}, ..., \Psi_i^{N_a/2,1}, \Psi_i^{N_a/2,2})^T \).

The vector component \( \Psi_i^{m,\alpha} \) is the value of the wavefunction of state \( \Psi_i \) at sublattice site \( \alpha \) in unit cell \( m \) (see Fig. 1). There are \( N_a \) eigenstates of the TISE (i.e., \( i = 0, 1, 2, ..., N_a - 1 \)), which can be sorted according to their energies, \( E_0 \leq E_1 \leq E_2 \leq ... \leq E_{N_a-1} \).

The absolute positions of the sites are chosen
\[ x_{m,\alpha} = m a + (a/2 - 2\delta) \delta_{\alpha,2}, \quad m = 1, 2, ..., N_a/2 \] \hspace{1cm} (A3)

with the Kronecker delta \( \delta_{\alpha,2} \). With this convention, the position of the first site (see Fig. 1) is set to \( x_{m=1,\alpha=1} = 0 \).

2. Coupling to an external field

For the coupling to an external field, the velocity gauge is used. In that gauge the hopping elements become time-dependent (Peierls substitution) [38]
\[ v(t) = v \exp[-i(a/2 - 2\delta)A(t)] \]
\[ = - \exp[-i(a/2 - 2\delta)[1 + iA(t)]], \] \hspace{1cm} (A4)
\[ w(t) = w \exp[-i(a/2 + 2\delta)A(t)] \]
\[ = - \exp[-i(a/2 + 2\delta)[1 + iA(t)]]. \] \hspace{1cm} (A5)

The time-dependent Hamiltonian has a similar structure as the time-independent one [A1] but with the time-dependent hopping amplitudes
\[ \hat{H}_{\text{finite}}(t) = \sum_{m=1}^{N_a/2} (v(t) |m, 2\rangle \langle m, 1| + v^*(t) |m, 1\rangle \langle m, 2|) \]
\[ + \sum_{m=1}^{N_a/2-1} (w(t) |m + 1, 1\rangle \langle m, 2| + w^*(t) |m, 2\rangle \langle m + 1, 1|). \] \hspace{1cm} (A6)

The TDSE
\[ i\partial_t \Psi_i(t) = \hat{H}_{\text{finite}}(t) \Psi_i(t) \] \hspace{1cm} (A7)

is solved numerically using the Crank-Nicolson approximation with the initial value given by the eigenstates of the unperturbed Hamiltonian \( \Psi_i(t = 0) = \Psi_i \). The TDSE is solved for all states \( i = 0, 1, 2, ..., N_a/2 - 1 \) corresponding to the valence band. The other states correspond to the initially unpopulated conduction band.

Instead of the current, the dipole acceleration is used to calculate the harmonic spectrum for finite chains. References [42] [43] showed that the harmonic spectrum can be calculated using either the dipole, the current, or the dipole acceleration. For sufficiently long pulses, the results differ by prefactors \( \omega^2 \). The total dipole is given by
\[ X(t) = \sum_{i=0}^{N_a/2-1} \sum_{m=1}^{N_a/2} \Psi_i^{m^*}(t)x_m \Psi_i^m(t). \] \hspace{1cm} (A8)

The harmonic spectra shown in Fig. 2a, b was calculated as the absolute value squared of the Fourier-transformed dipole acceleration \( \hat{X}(t) \). We chose the dipole acceleration here to increase the dynamic range compared to Fourier transforms of the current or the dipole itself.

Appendix B: Bloch-ansatz for the bulk-Hamiltonian

Starting point for the derivation of the Hamiltonian of the bulk system [2] is the tight-binding Hamiltonian of the periodic system with \( N_a \) atomic sites in position space
\[ \hat{H}_{\text{bulk}} = \sum_{m=1}^{N_a/2} (v |m, 2\rangle \langle m, 1| + w |m + 1, 1\rangle \langle m, 2|) + \text{h.c.} \]
\[ \text{with the periodic boundary condition } |N_a/2 + 1, \alpha\rangle = |1, \alpha\rangle. \]

In order to solve the TISE
\[ \hat{H}_{\text{bulk}} |\Psi_n\rangle = E_n |\Psi_n\rangle, \] \hspace{1cm} (B2)

we make the Bloch-ansatz
\[ |\Psi_n(k)\rangle = \frac{1}{\sqrt{N_a}} \sum_{m=1}^{N_a} \exp(igmk) |m\rangle \]
\[ \times \sum_{\alpha=1,2} \exp[i(a/2 - 2\delta)k\delta_{\alpha,2}] g^{\alpha}(k) |\alpha\rangle, \] \hspace{1cm} (B3)

in which the positions of all sites are considered, see (A3). This is important to ensure physically meaningful currents when using [10].

One obtains
\[ \hat{H}_{\text{bulk}} |\Psi_n(k)\rangle = \frac{1}{\sqrt{N_a}} \sum_{m=1}^{N_a/2} g^2 |m\rangle \exp(i m' \delta k) \]
\[ \times \exp[i(a/2 - 2\delta)k] \{ v |m, 1\rangle + w |m + 1, 1\rangle \}
\[ + g^1 \exp(i m' \delta k) |m\rangle \exp(-i a k) |\alpha\rangle \] \hspace{1cm} (B4)

and
\[ \sqrt{N_a} \langle m' | \hat{H}_{\text{bulk}} |\Psi_n(k)\rangle = g^2 |m'\rangle \exp(i m' \delta k) \]
\[ \times \exp[i(a/2 - 2\delta)k] \{ v + w \exp(-i a k) \} |\alpha\rangle \] \hspace{1cm} (B5)

\[ + g^1 \exp(i m' \delta k) |v + w \exp(i a k) \} |2\rangle. \]
Analogously,
\[ \sqrt{N_a} \langle m' | E_n(k) | \Psi_n(k) \rangle = E_n \exp(i m'ak) \times [g_n(k) |1 \rangle + \exp[i(a/2 - 2\delta)k]g_n^\dagger(k) |2 \rangle . \] (B6)

Hence, from the TISE \[B2\] follows
\[ \sqrt{N_a} \langle m' | \hat{H}_{\text{bulk}} | \Psi_n(k) \rangle = \sqrt{N_a} \langle m' | E_n(k) | \Psi_n(k) \rangle , \] (B7)
and in matrix form
\[ E_n(k) \begin{pmatrix} g_n^1(k) \\ g_n^\dagger(k) \end{pmatrix} = \begin{pmatrix} 0 & s(k) \\ s^*(k) & 0 \end{pmatrix} \begin{pmatrix} g_n^2(k) \\ g_n^\dagger(k) \end{pmatrix} , \] (B8)
with
\[ s(k) = v \exp(-i(a/2 - 2\delta)k) + w \exp(i(a/2 + 2\delta)k) . \] (B9)

This gives the Hamiltonian for the bulk \[2.\]. A similar calculation can be performed to derive the time-dependent Hamiltonian in \[6.\].

**Appendix C: Semi-analytical solution for small vector potentials**

An analytical approximation for the interband harmonics is given by the real part of the equation (66) in Ref. \[26\]
\[ v^{+-}(k, t) \simeq \frac{(w^2 - v^2)^2}{8 E_+(k + A(t))} \int_0^t dt' \frac{\dot{A}(t')}{E_+(k + A(t'))} \] (C1)
\[ \times e^{-i \int_0^t \dot{A}(t') \left[ 2E_+(k + A(t')) \right] dt'} \]
where \( E_+ \) is the dispersion relation for the conduction band.

For a weak field \( A(t) \), the time-dependent momentum is approximated as \( k(t) = k + A(t) \approx k \), i.e., time-independent. Further, the expression \( E_+(k + A(t)) \rightarrow E_+(k) \) is now time-independent as well. As a consequence,
\[ v^{+-}(k, t) \simeq \frac{(w^2 - v^2)^2}{8 E_+(k)} \int_0^t dt' \frac{\dot{A}(t')}{E_+(k + A(t'))} \]
\[ = \frac{(w^2 - v^2)^2}{8 E_+(k)} \int_0^t dt' \frac{\dot{A}(t')}{E_+(k + A(t'))} e^{-2iE_+(k)(t-t')} , \] (C2)
which can be solved with integration by parts,
\[ \int_0^t dt' \dot{A}(t') e^{-2iE_+(k)(t-t')} = \left[ A(t) e^{-2iE_+(k)(t-t')} \right]_t=0 \]
\[ - \int_0^t dt' A(t') e^{-2iE_+(k)(t-t')} 2iE_+(k) . \] (C3)
The first term on the right-hand side gives \( A(t) \) (because we assume that the vector potential is zero in the beginning \( A(t'=0) = 0 \)) such that it only contributes to the fundamental harmonic \( \omega_0 \).

The interband current is proportional to
\[ j(k, t) \propto 2 \Re \left( \frac{(w^2 - v^2)^2}{8 E_+(k)} \right) \]
\[ \times \left( A(t) - \int_0^t dt' A(t') e^{-2iE_+(k)(t-t')} 2iE_+(k) \right) \] (C4)
\[ = \frac{(w^2 - v^2)^2}{4 E_+(k)} \begin{pmatrix} A(t) \\ E_+(k) \end{pmatrix} \]
\[ - 2a \int_0^t dt' A(t') \sin(2 E_+(k)(t-t')) . \]

We assume that the intensity of the laser pulse is slowly ramped up so that the pulse envelope can be neglected. Considering \( A(t) = A_0 \cos(\omega_0 t) \), we obtain
\[ j(k, t) \propto \frac{(w^2 - v^2)^2}{4 E_+(k)} \begin{pmatrix} A(t) \\ E_+(k) \end{pmatrix} - 2A_0 \int_0^t dt' \cos(\omega_0 t) \sin(2 E_+(k)(t-t')) \]
\[ = \frac{(w^2 - v^2)^2}{4 E_+(k)} \begin{pmatrix} A(t) \\ E_+(k) \end{pmatrix} + A_0 \begin{pmatrix} \cos((2 E_+(k) - \omega_0) t' - 2 E_+(k)t) \\ 2 E_+(k) - \omega_0 \end{pmatrix} + \cos((2 E_+(k) + \omega_0) t' - 2 E_+(k)t) \]
\[ = \frac{(w^2 - v^2)^2}{4 E_+(k)} \begin{pmatrix} A(t) \\ E_+(k) \end{pmatrix} + A_0 \begin{pmatrix} \cos(-\omega_0 t') - \cos(-2 E_+(k)t) \\ 2 E_+(k) - \omega_0 \end{pmatrix} + \cos(\omega_0 t) - \cos(-2 E_+(k)t) \]
\[ \simeq \frac{(w^2 - v^2)^2}{4 E_+(k)} \begin{pmatrix} A(t) + A_0 [\cos(\omega_0 t) - \cos(2 E_+(k)t)] \end{pmatrix} = \frac{(w^2 - v^2)^2}{4 E_+(k)} (2 A(t) - A_0 \cos(2 E_+(k)t)) . \] (C5)

In the last line, we assumed that the driver frequency is much smaller than the band gap \( \omega_0 < 2 E_+(k) = E_g(k), \)
as is usually the case in HHG. The total current follows by integration over the first BZ
\[
J(t) = \int_{\text{BZ}} j(k, t) \, dk,
\]
which we performed numerically.
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