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Abstract

It has been proposed in [21] that 4D Einstein gravity becomes effectively reduced to 3D after solving the Lagrangian analogues of the Hamiltonian and momentum constraints of the Hamiltonian quantization. The analysis in [21] was carried out at the classical/operator level. We review the proposal and make a transition to the path integral account. We then set the stage for explicitly carrying out the two-loop renormalization procedure of the resulting 3D action. We also address a potentially subtle issue in the gravity context concerning whether renormalizability does not depend on the background around which the original action is expanded.
1 Introduction

Rough horizon ideas [1] [2] may eventually lead us to fill in some of the gaps and potentially bring more radical changes in our understanding of black hole physics. It was proposed in [2] that not all of the postulates of the black hole complementarity [3] may be mutually consistent. The arguments that oppose (e.g., [4–10]) or support (e.g., [11–14]) this so-called Firewall have mostly been indirect. See, e.g., [15–17] for other related discussions as well as [18–20] for the works that more directly address Firewall by using specific models. We believe that it would have been possible to address Firewall much more directly if it had been known how to quantize gravity in a renormalizable way. Thus motivated by better understanding of Firewall, we have revisited quantization of 4D Einstein gravity in [21] [22].

Quantization of 4D gravity has a long history ( [24–33] and refs therein). Past approaches can be grouped into two categories: “canonical” and “covariant.” The canonical approach splits the spacetime into time and space, and historically Dirac’s method was used. The covariant approach treats the time and space on an equal footing, thus relatively more covariant compared with the canonical approach, but does consider the theory around a fixed background. The present approach has elements from both the canonical and covariant approaches: it uses 3+1 splitting of the spacetime and starts with the ADM Hamiltonian quantization. However, instead of remaining entirely in the Hamiltonian quantization followed by the Wheeler-DeWitt equation, the present method employs the Lagrangian method.

Six metric components are kept in the conventional covariant attempts of quantizing gravity [34–38] wherein four out of ten components are gauge-fixed by the bulk diffeomorphism. The advantage of keeping six components, four of which are unphysical, lies in maintenance of the 4D covariance. It has recently been proposed in [21] [22] that all of the eight unphysical components can explicitly be removed in the ADM formulation by exploiting the non-dynamical nature of the lapse function and shift vector. Gauge-fixing of these non-dynamical fields introduces constraints; 4D Einstein gravity reduces to 3D as a result of solving these constraints, and thereby a possibility for renormalizability of 4D Einstein gravity opens.

The proposal was based on the observation that there exists an elaborate gauge-fixing procedure that induces an effective reduction of the 4D Einstein-Hilbert action to the 3D Einstein-Hilbert action of a hypersurface. Unlike
the constraints in the conventional Hamiltonian quantization, the shift vector and lapse function constraints admit an explicit solution in the Lagrangian formulation, an outcome that was crucial for the reduction that opens up the possibility of the renormalizability. The goal of the present work is to give a more detailed and refined account of [21], and to set the stage for an explicit two-loop renormalization procedure in the 3D description.

There seem to be several reasons why explicit removal of all of the unphysical degrees of freedom was not sought in the context of quantizing general relativity in the past even though such removal was considered in other contexts such as the radiation gauge used in the linearized gravity [39] [40]. Firstly, it was the success of renormalization of gauge theories in covariant gauges. Unlike gravity, gauge theories were shown to be renormalizable even in the presence of the unphysical fields running in the loops: the advantages offered by covariance outweighed the “inefficiency” of keeping the non-dynamical fields. Even without the success of the gauge theories, the covariance would have been viewed as a device that helped one to recognize possible forms of the counterterms. Secondly, emphasis was somehow placed on the Hamiltonian formalism, while little attention was paid, as far as we are aware, to the implications of the Hamiltonian result for the Lagrangian formalism. Once incorporated into the Lagrangian setup, the result of the Hamiltonian analysis reveals, as we will review, that the physical degrees of freedom of the system are reduced to those of a hypersurface [21].

The search for the true degrees of freedom for gravity has a long history (see, e.g., [41–45]). The fact that the true degrees of freedom are those of a 3D hypersurface appeared in [41], [42]. Reduction of degrees of freedom to lower dimensions also appeared later in the holography proposed in the black hole entropy context and more recently in AdS/CFT. A more mathematical search has also been conducted, e.g., in [46–48].

The Quantization carried out in [21] was in the Lagrangian operator framework with inputs from the Dirac’s Hamiltonian method. In the present work, we discuss passing to the path integral description after reviewing and refining the analysis in [21]. We classically identify all the physical degrees of freedom, after which the canonical commutations relations can be imposed to quantize the system. The operator formalism, being on-shell, has certain advantages over the path integral approach.1

---

1 By path integral, we mean the path integral that is referred to as the “independent path-integral approach” below, i.e., the path integral approach not guided by the canonical
Although it might be necessary to restrict the configuration space to globally hyperbolic spacetimes in order to have the reduction, such restriction must be only mild in nature, given that our goal at hand is perturbative analysis. This is because small fluctuations around a given globally hyperbolic spacetime should all be globally hyperbolic since they must have the same topology.

The second half of this work is devoted to setting a stage for an explicit two-loop perturbative analysis in the three-dimensional description. Our 3D theory is not the genuine 3D gravity in that it inherits two physical degrees of freedom from the 4D theory: we are just using a “3D window” to describe the 4D physics. Thus a legitimate perturbation theory can be set. The counterterms can be computed by using the background field method [49] [50].

One-loop renormalizability was established in [34, 37] where the counterterms were obtained through the background field method. The metric was shifted according to \( g_{\mu\nu} = \hat{g}_{\mu\nu} + g_{\mu\nu}^B \) where \( g_{\mu\nu}^B \) is the background (or external) field. Once \( \hat{g}_{\mu\nu} \) was integrated out, a covariant expression resulted as it should. Although this procedure may be sufficient to establish the one-loop renormalizability, it is rather formal in that one would not precisely follow this procedure when one considers physics around a specific background. One would explicitly expand the action around a vacuum of interest (e.g., a flat spacetime), and consider perturbation around it. Although one faces the issue of background (in)dependence of renormalization in this approach, it should be a good starting point. As a matter of fact, the perturbative analysis around a flat background was carried out in [51] long ago. We first review and extend the work of [51]. We also address issues that need to be understood to relate [51] to [34, 37]. This is the aforementioned issue of whether renormalizability depends on the choice of the background solution, and seems related to the question of what gauge invariant physical degrees of freedom are.

The rest of the paper is organized as follows. In the next section, we present a more detailed account of the holographic reduction observed in [21]. We start with the Lagrangian and employ the Dirac’s Hamiltonian method. The well-known non-dynamism of the lapse and shift leads then to the conclusion that only 3D residual symmetry is required for the removal of the shift vector.

\[\text{operator analysis in precise identification of the physical degrees of freedom.}\]
In other words, the residual symmetry after the bulk gauge-fixing (we use de Donder gauge) is sufficient to remove the shift vector. The removal of the shift vector renders the system three-dimensional. After review of the operator approach, we discuss the transition to the path integral. In section 3, we take the 3D description to prepare to carry out the two-loop renormalization. First, we check the result of [51] obtained in the 4D context. Our results do not exactly match those of [51]. In our view, an error in [51] was made in applying a Ward-Takahashi type identity. We discuss what we believe to be the correct Ward-Takahashi identity. With our tools checked, we tackle the background (in)dependence of renormalizability in the current context. Next we turn to 3D. Unlike the genuine 3D gravity, the reduced system carries two physical degrees of freedom inherited from 4D; therefore it is legitimate to introduce the graviton propagator. We conclude with discussions and future directions.

2 Constraints and quantization

In this section, we review the quantization of 4D Einstein gravity proposed in [21] with a more detailed and refined account. The operator method\(^2\) - which is useful for carefully identifying the physical fields relevant for path integral quantization - will be considered first and a transition to the path integral will be discussed. The approach of [21] contains elements from both the canonical and covariant methods - for example, it employs the ADM formalism on one hand but at the same time considers a fixed background and perturbative analysis around it. One of the salient features is solvability of the constraints that arise from the gauge-fixing of the lapse and shift in the Lagrangian.

The ADM formalism [25] employs the 3+1 splitting

\[ x^\mu \equiv (y^m, x^3) \]  

(1)

The separated-out coordinate \(x^3\) will play the role of “time” until the theory is reduced to 3D; afterwards the genuine time coordinate \(t\) will be considered.\(^3\) The “Hamiltonian of \(x^3\) evolution” is obtained by applying the usual

\(^2\)See, e.g., the recent book by K. Huang [52].

\(^3\)The unconventional splitting of “time” and space appeared, e.g., in [56] in the supergravity context. It also appeared more recently in [57] in the fluid/gravity context; we thank J. de Boer for pointing out the use in this context.
Legendre transformation to the ADM Lagrangian. As well known, the Hamiltonian equations of motion reveal that the lapse and shift are non-dynamical. One can go from the classical theory to the quantum theory by imposing the canonical commutation relations. In particular, the equations of motion of the shift and lapse imply they are “time”- (i.e., $x^3$-) independent.

The key step for the quantization is an elaborate gauge-fixing followed by solving of the resulting constraints: we will review that it is possible to gauge away the shift vector by exploiting the 3D symmetry left over after the bulk gauge-fixing by the 4D de Donder gauge.\(^4\) Although the relevance of a globally hyperbolic spacetime was discussed only in the more mathematical context of [22], we will observe below how the potential relevance of a globally hyperbolic spacetime may arise in the context of [21] as well.

### 2.1 Dirac’s method and Lagrangian quantization

Consider the 4D Einstein-Hilbert action

$$S = \int d^4x \sqrt{-g} \ R$$

Let us separate the $x^3$ out from the rest:

$$x^\mu \equiv (y^m, x^3)$$

where $\mu = 0,.., 3$ and $m = 0, 1, 2$. (See appendix A for the conventions.) By parameterizing the 4D metric according to

$$g_{\mu\nu} = \begin{pmatrix} \gamma_{mn} & N_m \\ N_n & n^2 + \gamma^{mn}N_mN_n \end{pmatrix}, \quad g^{\mu\nu} = \begin{pmatrix} \gamma^{mn} + \frac{1}{n^2}N^mN^n & -\frac{1}{n^2}N^m \\ -\frac{1}{n^2}N^n & \frac{1}{n^2} \end{pmatrix}$$

the 3+1 splitting yields (the boundary terms will not be kept track of) [25] [53–56]

$$S = \int d^4x \ n\sqrt{-\gamma} \left( R^{(3)} + K^2 - K_{mn}K^{mn} \right)$$

with

$$K_{mn} = \frac{1}{2n} \left( \mathcal{L}_{\partial_3} \gamma_{mn} - \nabla_mN_n - \nabla_nN_m \right), \quad K = \gamma^{mn}K_{mn}. \quad (6)$$

\(^4\)This is one of the places where the analysis will be refined as compared to [21].
where $\mathcal{L}_{\partial_3}$ denotes the Lie derivative along the vector field $\partial_3$ and $\nabla_m$ is the 3D covariant derivative constructed out of $\gamma_{mn}$; $n$ and $N_m$ denote the lapse function and shift vector respectively. The “time” derivative does not act on $N_m$ or $n$ in their field equations, which read

$$\nabla_m (K^{mn} - \gamma^{mn} K) = 0$$

$$R^{(3)} - K^2 + K_{mn} K^{mn} = 0$$

We should take these as the constraints at the operator level. We come back to this Lagrangian system after going through the Hamiltonian formulation. One can go to the Hamiltonian formulation by the usual Legendre transformation. The bulk part of the “Hamiltonian” of $x^3$-evolution is

$$H = \int d^3 y \left[ n h^{-1/2} (\pi^{mn} \pi_{mn} + \frac{1}{2} \pi^2) - n h^{1/2} R^{(3)} - 2 N_m h^{1/2} \nabla_n (h^{-1/2} \pi^{mn}) \right]$$

where the canonical momentum is given by

$$\pi^{mn} = \sqrt{h} (K^{mn} - K h^{mn})$$

For any field $u$ including $n, N_m, \gamma_{mn}$, the Hamiltonian equation of motion can be written as

$$\mathcal{L}_{\partial_3} u = [u, H]_P$$

where $[\cdots]_P$ denotes the Poisson bracket. For $u = n, N_m$, the right-hand side vanishes without using any other relations such as the other constraints:

$$\mathcal{L}_{\partial_3} n = 0 \quad , \quad \mathcal{L}_{\partial_3} N_m = 0$$

These equations tell that $n, N_m$ are non-dynamical. The fact that $n, N_m$ are $x^3$-independent can be explicitly used.

We now show that the dynamics associated with the $x^3$ evolution of the hypersurface is not genuine in the perturbative analysis around a vacuum compatible with the gauge-fixing that will be discussed shortly. As we will see, the shift vector can be gauge-fixed away by using the 3D residual symmetry. Nevertheless, there should be non-trivial dynamics within the hypersurface itself. Let us turn back to the Lagrangian formulation. Given the $x^3$-independence of $n, N_m$, the action takes

$$S = \int d^4 x \ n(y) \sqrt{-\gamma} \left( R^{(3)} + K^2 - K_{mn} K^{mn} \right)$$
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the constraints (7) and (8) take the same forms
\[ \nabla_m (K^{mn} - \gamma^{mn} K) = 0 \] (14)
\[ R^{(3)} - K^2 + K_{mn} K^{mn} = 0 \] (15)
but now with
\[ K_{mn} = \frac{1}{2n(y)} (\mathcal{L}_{\partial_x} \gamma_{mn} - \nabla_m N_n(y) - \nabla_n N_m(y)) , \quad K = \gamma^{mn} K_{mn}. \] (16)

In other words, we have explicitly used the fact that \( n = n(y), N_m = N_m(y) \); \( \gamma_{mn} \) still has the full \( x^\mu \)-dependence. The bulk de Donder gauge \( g^{\rho\sigma} \Gamma^\mu_{\rho\sigma} = 0 \) [39] reads, in the ADM fields,
\[ \begin{align*}
(\partial_x^3 - N^m \partial_m) n &= n^2 K \\
(\partial_x^3 - N^m \partial_m) N^m &= n^2 (\gamma^{mn} \partial_n \ln n - \gamma^{pq} \Gamma^m_{pq})
\end{align*} \] (17)

This way of imposing the de Donder gauge differs in two respects from the usual way adopted in the perturbative analyses in the literature. Firstly, the linear form instead of the full form is used in perturbative analyses. Secondly, it is actually not the linear form itself but the square of the linear form so that the quadratic part of the action can be inverted to yield the propagator.

We will impose the de Donder gauge as given in (17), and the usual form of de Donder gauge will be used in the next section where the perturbative analysis will be carried out. An analogous discussion with the axial gauge in a gauge theory can be found in [50].

The gauge-fixing (17) leaves residual symmetry that will play an important role. Let us consider the following to see the form of the residual symmetry. The non-covariant term in the 4D transformation of \( g^{\rho\sigma} \Gamma^\mu_{\rho\sigma} \) is the second term in the right-hand side of
\[ g^{\rho^\prime \sigma^\prime} \Gamma^{\mu^\prime}_{\rho^\prime \sigma^\prime} = \frac{\partial x^{\mu^\prime}}{\partial x^\mu} \left( g^{\rho\sigma} \Gamma^\mu_{\rho\sigma} \right) - g^{\rho\sigma} \frac{\partial^2 x^{\mu^\prime}}{\partial x^\rho \partial x^\sigma} \] (18)

Let us set the non-covariant piece to zero:
\[ g^{\rho\sigma} \frac{\partial^2 x^{\mu^\prime}}{\partial x^\rho \partial x^\sigma} = 0 \] (19)

For the case of an infinitesimal transformation \( x^{\mu^\prime} = x^\mu + \epsilon^\mu \), this becomes
\[ g^{\rho\sigma} \frac{\partial^2 \epsilon^\mu}{\partial x^\rho \partial x^\sigma} = 0 \] (20)
With this satisfied, the quantity $g^{\alpha \sigma} \Gamma_{\mu \sigma}^\rho$ transforms as a contravariant vector. In other words, the transformation parameter that satisfies this condition will generate the residual symmetry. According to Theorem 10.1.2 of [40] (see also Theorem 10.1.1), the equation (20) admits a well-defined initial value problem (thus a solution) if the metric is that of a globally hyperbolic spacetime. As a matter of fact, all that is needed is for (20) to admit a solution in order for the residual symmetry to exist: it might not be necessary to restrict the metric to that of a globally hyperbolic spacetime. However, at least as far as the perturbative analysis is concerned, a globally hyperbolic spacetime should not impose a serious restriction as stated before. Since $N_m$ is three-dimensional, it should be possible, by choosing $\epsilon^m$ (i.e., $\epsilon^\mu$ with $\epsilon^3 = 0$) appropriately, to set

$$N'_m = N_m + \nabla_3 \epsilon^R_m = 0 \quad \text{(21)}$$

where the superscript $R$ stands for “residual.” This will set the initial conditions for $\epsilon^R_m$.

Let us recapitulate: by using the residual 3D symmetry discussed above, one can gauge away the shift vector:

$$N_m = 0 \quad \text{(22)}$$

As shown in [21] and [22], the constraint equation (14) implies

$$\mathcal{L}_{\partial_y} n = 0 \quad \text{(23)}$$

This, with the “time”-independence of $n$, allows gauge-fixing $n = \text{const}$; for convenience we fix $n = 1$, a valid choice for a flat background, the case of the main focus in this work. With these fixings, the two equations of the de Donder gauge in (17) simplify to

$$K = 0 \quad \text{(24)}$$

and

$$\gamma^{pq} \Gamma_{pq}^m = 0 \quad \text{(25)}$$

The function $A$ in theorem 10.1.2 will need to be chosen as a metric dependent expression.
Note that (25) takes the form of the 3D de Donder gauge. This is only 
apparently true at this point: the arguments of $\gamma^{pq}$ and $\Gamma^m_{pq}$ are still four-
dimensional. However, this status will change.

Although the apparent 3D form of (25) may appear to be just a curiosity, it
is more significant than this, as can be seen from the following analysis. Let
us take a $\gamma_{mn}$-variation of (13) with the constraint (15) taken into account:

$$
\delta S = \delta \int d^4x \sqrt{-\gamma} (R^{(3)} + K^2 - K_{mn}K^{mn})
= \int d^4x (\delta \sqrt{-\gamma}) (R^{(3)} + K^2 - K_{mn}K^{mn}) + (\delta R^{(3)} + \delta [K^2 - K_{mn}K^{mn}])
$$

(26)

Upon substituting $K^2 - K_{mn}K^{mn} = R^{(3)}$ and $\delta [K^2 - K_{mn}K^{mn}] = \delta R^{(3)}$, one
gets

$$
\delta S = 2\delta \int d^4x \sqrt{-\gamma} R^{(3)}
$$

(27)

Therefore, the action takes the three-dimensional form other than the measure
and the implicit $x^3$-dependence of $R^{(3)}$. Let us omit the factor 2:

$$
S = \int d^4x \sqrt{-\gamma} R^{(3)}
$$

(28)

Its field equation is

$$
R^{(3)}_{mn} = 0, \quad R^{(3)} = 0
$$

(29)

On account of (29) and (24), the constraint (15) becomes

$$
K_{mn}K^{mn} = 0
$$

(30)

This implies, up to the Wick rotation in the time $t$ direction,

$$
K_{mn} = 0
$$

(31)

which, in turn, implies reduction of the metric at the operator (and classical)
level,

$$
\gamma_{mn}(x^\mu) \Rightarrow \gamma_{mn}(y^p)
$$

(32)
The upshot of the operator analysis so far is that, for the perturbative analysis around a vacuum on which (23) can be imposed (Minkowski spacetime is a representative example), the original system reduces to

\[ S = \int d^4x \sqrt{-\gamma} R^{(3)} \]  

(33)

with the reduced gauge-fixing condition

\[ \gamma^{pq} \Gamma_{pq}^m = 0 \]  

(34)

As shown in [21] and presented for review in the next section, the action effectively further reduces to

\[ S = \int d^3x \sqrt{-\gamma} R^{(3)} \]  

(35)

with renormalization of the Newton’s constant that has been suppressed. The analysis so far implies that the path integral corresponding to the Lagrangian operator analysis takes

\[ < \text{Vac}, \text{out} | \text{Vac}, \text{in} > = \int d\gamma_{rs} \ e^{i \int d^4x R^{(3)}} \det(\mathcal{F}) \delta(f) \delta[\gamma^{pq} \Gamma^m_{pq}] \]  

(36)

where the \( \det(\mathcal{F}) \) is the Faddeev-Popov determinant associated with the gauge-fixing \( \delta[\gamma^{pq} \Gamma^m_{pq}] \). (\( f \) will be chosen as the traceless condition of the 3D metric below; this choice does not introduce a non-trivial determinant.) This completes the discussion of the Lagrangian operator approach and the corresponding path integral description. In the next subsection, we sidestep to examine a more path integral-centered approach and reach the same conclusion.

### 2.2 “independent” path integral approach

In the previous subsection, we started with the canonical operator analysis, and, thus guided, could write the path integral down in (36). We will use (36) in the next section to carry out an explicit renormalization procedure. In the present subsection, we sidestep to explore a more path integral-centered attempt to quantize gravity.
If is often stated in the general gauge theory context in literature that one may take the path integral, instead of the canonical analysis, as the starting point (hence the title of this subsection). We adopt this viewpoint in this subsection and push quantization as far as possible. As we will see, this exercise leads to a result not fully consistent with the path integral approach guided by the canonical operator analysis, namely (36). We attribute this discrepancy to the fact that the unphysical shift vector is not gauge-fixed in this “independent” path integral approach.

Let us first examine how the gauge symmetry is realized in the ADM formulation. Early work on gauge symmetry in the ADM Hamiltonian formalism can be found in [58]. The symmetry generated by the shift vector constraint, the so-called spatial diffeomorphism, takes a simple form; it is the symmetry generated by the lapse function constraint that has complications. The present analysis should shed light on the origin of the complication of the conventional Hamiltonian analysis, and will be used in the subsequent discussion of the path integral description.

The action of the ADM formulation has manifest 3D gauge invariance with the 4D invariance not as manifest. In terms of the ADM variable the 4D transformation is a non-linear field-dependent transformation since the lapse function is given by a non-linear field redefinition of the usual metric components. The usual infinitesimal coordinate transformation, \( \delta g_{\mu\nu} = \nabla_\mu \epsilon_\nu + \nabla_\nu \epsilon_\mu \), can be translated into the rules in the ADM formalism. The shift vector transformation is the same as \( g^{3m} \); the lapse function transformation can be determined from

\[
\delta g_{33} = \delta(n^2 + \gamma^{mn} N_m N_n) = 2n \delta n + 2N_m \gamma^{mn} \delta N_n + N_m (\delta \gamma^{mn}) N_n
\]  

(37)

Solving this for \( \delta n \), one gets

\[
\delta n = \frac{\delta g_{33} - 2N_m \gamma^{mn} \delta N_n - N_m (\delta \gamma^{mn}) N_n}{2n}
\]  

(38)

The complexity seen in [58] should be related to the fact that \( \delta n \) takes a rather complicated form.\( ^6 \) Let us turn to the “independent” path integral.

\( ^6 \)Although \( \delta n \) has a highly non-linear and complicated metric dependence, it becomes simple once the gauge conditions \( n = 1, N_m = 0 \) are imposed:

\[
\delta n|_{n=1,N_m=0} = \frac{1}{2} \delta g_{33} = \nabla_3 \epsilon_3|_{n=1,N_m=0} = \partial_3 \epsilon_3
\]  

(39)
It is rather obvious from the beginning that staying entirely within the path integral formulation (i.e., without the close guidance from the canonical operator formalism) should be impossible since, for one thing, the physical states must be determined through the operator description. One may still try to construct as completely as possible the path integral expression that would be the counterpart of (36), and see where this approach leads. As we will show now, this approach points towards the same direction as the operator approach to a certain extent. However, the resulting expression does not completely coincide with (36), and the reason will be found in gauge-unfixing of the shift vector.

One’s first guess for the path integral expression would be

\[<\text{Vac, out}|\text{Vac, in}> = \int d\gamma_1 d\gamma_2 d\gamma_3 e^{i\int(\gamma_{rs} \pi^{rs} - \mathcal{H})} \det(D)\]

where \(\mathcal{H}\) is the Hamiltonian density, \(H = \int d^3y \mathcal{H}\); the arguments of the delta functions are the de Donder gauge conditions (i.e., \(\gamma_{\rho\sigma} \Gamma_{\mu \rho\sigma} = 0\)) in the ADM variables, and \(\det(D)\) denotes the determinant factor that corresponds to this gauge.

However, there are several undesirable features in the expression above. For example, there is an ambiguity with regards to whether one should use \(K_{mn}\) (or equivalently \(\partial_{x^3} \gamma_{mn}\)) or \(\pi_{mn}\) inside the delta functions. To get the usual Lagrangian after the momentum integration, one should use \(K_{mn}\) (as indicated in (40)) and treat the momenta \(\pi_{mn}\) independently of the \(K\)-fields when performing the \(\pi_{mn}\) integration. More seriously, the path integral form above leads to a clash between the lapse/shift constraint and the de Donder gauge conditions: The constraints \(\nabla_m (K_{mn} - \gamma_{mn} K) = 0, R^{(3)} - K^2 + K_{mn} K^{mn}\) have not been imposed; we would like them to be automatically imposed by the path integral over \(n, N_m\). But then, one encounters a problem since \(n\) and \(N_m\) have appeared inside the delta function.\(^8\)

The transformation parameter \(\epsilon_\mu\) with the \(\epsilon_3 = 0\) will therefore preserve \(n\), and this is consistent with our finding above (21).

\(^7\)We will comment shortly on the relationship between this path integral and the more covariant form \(\int d\gamma \mu \nu (\cdots) e^{i\int d^4x R}\) where \((\cdots)\) denotes the gauge-fixing related terms.

\(^8\)There is another fact that should be taken into account. The coefficient of \(\pi_{mn}^2\) in
Because of these factors, one is led to consider a gauge condition that does not involve $K_{mn}$ or $n, N_m$. As far as we can see, this measure (i.e., employing a gauge condition not involving $K_{mn}$ or $n, N_m$) should be the only reasonable thing to correctly enforce the lapse and shift constraints. Motivated in part by the operator analysis as well, let us consider

$$\langle \text{Vac}, \text{out} | \text{Vac, in} \rangle = \int d\gamma_1 d\gamma_2 d\pi_1 d\pi_2 e^{i\int \gamma_{mn} \pi^{mn} - \mathcal{H}} \det(\mathcal{F}) \delta(f) \delta[\gamma_{pq} \Gamma_{pq}]$$

where the $\det(\mathcal{F})$ is the Faddeev-Popov determinant factor associated with the “3D” de Donder gauge $\delta[\gamma_{pq} \Gamma_{pq}]$. ($f$ will be chosen as before in the previous subsection.) The path integral over the momenta will force the field equation that relates the canonical fields and their conjugate momenta; thus we may freely insert the delta function with this field equation as the argument:

$$\langle \text{Vac}, \text{out} | \text{Vac, in} \rangle = \int d\gamma_{rs} d\pi_{mn} e^{i\int \gamma_{mn} \pi^{mn} - \mathcal{H}} \det(\mathcal{F}) \delta[\pi_{mn} - \sqrt{h}(K_{mn} - Kh_{mn})] \delta(f) \delta[\gamma_{pq} \Gamma_{pq}]$$

Let us carry out the $n, N_m$ integration; the path integral takes

$$\langle \text{Vac}, \text{out} | \text{Vac, in} \rangle = \int d\gamma_{rs} e^{i\int \gamma_{mn} \sqrt{h}(K_{mn} - Kh_{mn})} \det(\mathcal{F}) \delta(f) \delta[\gamma_{pq} \Gamma_{pq}]$$

(41)

The lapse and shift constraints are to be imposed separately:

$$\nabla_m (K_{mn} - \gamma_{mn} K) = 0$$

(42)

$$R^{(3)} - K^2 + K_{mn} K^{mn} = 0$$

(43)

A direct integration over $n, N_m$ would put these in the path integral in the form of delta functions. Separate consideration of them, i.e., outside of the
path integral, is reminiscent of old covariant quantization of string theory. With the steps above, the \( e^{i \int d^4x (\gamma_{mn} \pi^{mn})} \) factor becomes \( e^{i \int d^4x R(3)} \), bringing the path integral close to the operator formulation:

\[
< \text{Vac, out} | \text{Vac, in} > = \int d\gamma_{rs} e^{i \int d^4x R(3)} \delta(f) \delta \left[ \gamma_{pq} \Gamma^{pq} \right] \quad (44)
\]

Let us turn to the issue stated in footnote 7. As often stated in the gauge theory context, one may take, as the starting point, the more covariant form of the path integral in terms of the usual metric component measure

\[
\int dg_{\mu\nu} (\cdots) e^{i \int d^4x R} \quad (45)
\]

where \((\cdots)\) represents the gauge-fixing conditions and corresponding Faddeev-Popov determinants: the de Donder gauge and \( n = 1, N_m = 0 \) with the corresponding constraints (with everything expressed in terms of \( g_{\mu\nu} \)). The Jacobian for the change of variables from \( g_{\mu\nu} \) to \((n, N_m, \gamma_{mn})\) is \( 2n \):

\[
dg_{\mu\nu} = dn dN_m d\gamma_{pq} (2n) \quad (46)
\]

The determinant factor from the change of the variables becomes 1 (2 more precisely) for the \( n = 1 \) gauge-fixing. Also, the Faddeev-Popov determinant factor becomes field-independent, thus immaterial. This way, it seems possible to make a connection between the current approach and the more covariant approach. In particular, the measure in (36) can be viewed as a gauge-fixed version of the 4D diffeomorphism invariant measure.
3 Effectively 3D perturbative analysis

By the canonical operator quantization in the previous subsections, we have precisely identified the physical fields and deduced the path integral expression. A legitimate perturbative analysis can be set up with (36), and for the gauge-fixing, the usual linearized version of (34) will be imposed. The renormalization procedure involves much tedious algebra that is best handled by computer codes. We employ a Mathematica package xAct’xTensor’. Since the number of terms is quite large, we have decide to check our strategy and apparatus against the known results first; namely, the 4D analysis in [51] in which one-loop divergence of two-point amplitude was computed. As we will show below our result does not fully agree with [51]. We believe that the reason for the discrepancy is their use of an erroneous Ward-Takahashi type identity, while our result satisfies the correct Ward-Takahashi type identity.

The counterterms were not computed in [51]; we go further and compute the explicit counterterms by applying the background field method to the action expanded around a flat background. This procedure is different from that of [34] in that we do expand the action around a specific background (i.e., a flat background in the present case). Although the type of analysis carried out in [34] may be sufficient to establish renormalizability, one will have to fix a background in order to study physical processes such as scattering of gravitons in a given background.

The difference in the approaches of [34] and the present paper will pose a subtle question; let us first contrast the two approaches. We illustrate the issue by taking the scalar $\lambda \zeta^3$ theory,

$$L = -\frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta - \frac{\lambda}{3!} \zeta^3$$ (47)

Consider the trivial vacuum $\zeta = 0$ and the perturbation theory around it. One can compute the counterterms by the background field method in which the field is shifted

$$\zeta \rightarrow \zeta + \zeta_B$$ (48)

Once one integrates out $\zeta$ in such a way that $\zeta_B$ becomes external lines, one can obtain the counterterms for the one-loop two-point diagram. One may

---

9We will come back to this point later.
also consider a nonzero constant vacuum $\zeta = \zeta_0$ and expand the theory (47) around this vacuum.

$$\mathcal{L} = -\frac{1}{2} \partial_\mu \zeta \partial^\mu \zeta - \frac{\lambda}{3!} (\zeta + \zeta_0)^3$$  \hspace{1cm} (49)$$

This theory will have one-loop divergence, and one can compute the counterterms again by employing the background field method; shift the action (49) around $\zeta = \zeta_B$

$$\mathcal{L} = -\frac{1}{2} \partial_\mu (\zeta + \zeta_B) \partial^\mu (\zeta + \zeta_B) - \frac{\lambda}{3!} (\zeta + \zeta_B + \zeta_0)^3$$  \hspace{1cm} (50)$$

and integrate out the $\zeta$ field in such a way that the background field becomes external lines. Both with (47) and (49), it will be possible to absorb the counterterms into the existing terms in the shifted actions, and the background independence of renormalization is demonstrated.\footnote{The author thanks M. Rocek for the discussions on related issues.} We also have explicitly checked this for the diagram Fig. 3 (a) below in which the lines now represent the gauge fields.

The background actions in [34–37] were obtained by shifting the metric $g_{\mu\nu} = \hat{g}_{\mu\nu} + g^B_{\mu\nu}$, where $g^B_{\mu\nu}$ is the background (or external) field and integrating out $\hat{g}_{\mu\nu}$. The resulting background action is covariant.\footnote{The definition of 1PI action through the usual background method gives the effective action when the field is expanded around zero vev. In other words, if it is possible to do perturbation theory around $g_{\mu\nu} = 0$, the counterterms obtained in [34] would be appropriate.}
of the scalar theory around $\zeta = 0$ above is analogous to this. However, there is a big difference between non-gravity theories and gravity theories. For a gravity theory, perturbation around $g_{\mu\nu} = 0$ is not defined.

In this work, we consider shifting the metric $\tilde{g}^{\mu\nu} = \phi^{\mu\nu} + \tilde{g}^{\mu\nu}$ where $\tilde{g}^{\mu\nu} \equiv \sqrt{-g}g^{\mu\nu}$ and $\tilde{g}^0_{\mu\nu}$ (or more precisely, $g^0_{\mu\nu}$) is a solution of the Einstein equation (such as a flat metric) to obtain the expanded action as in [51]. Then we shift $\phi^{\mu\nu}$ itself according to $\phi^{\mu\nu} \rightarrow g^{\mu\nu}_B + \phi^{\mu\nu}$ where $g^{\mu\nu}_B$ is the background (or external) field with the resulting action and obtain the doubly expanded action. We integrate $\phi^{\mu\nu}$ out and obtain the background effective action. The situation is analogous to the perturbation around $\zeta = \zeta_0$ above, but unlike the scalar theory, the counterterms cannot be reabsorbed into the existing terms in the action or field redefinition of the metric. The resulting action is not covariant although it is the correct counter term action. In other words, we employ the background field method according to ch.16 of [50] in order to conveniently produce the counterterms for the action expanded around a flat background. Since the action is expanded around a specific background first, the counterterms are not expected to have covariant forms, and they indeed turn out to be non-covariant. Since the one-loop divergence and counterterms do not vanish, this brings us back to the question of one-loop renormalizability of the 4D action, an issue that we take up with other related ones in Discussions. We put these subtle issues aside for the moment and carry out the computations of divergences and their counterterms in the next subsection.

3.1 review of 4D case

In terms of $\bar{g}^{\alpha\beta} \equiv \sqrt{-g}g^{\alpha\beta}$, the Einstein-Hilbert action reads

$$S = -\int d^Dx \frac{1}{4} \left( \bar{g}_{\kappa_1\kappa_2} \bar{g}_{\kappa_3\kappa_4} \bar{g}^{\alpha\beta} \partial_\alpha \bar{g}^{\kappa_1\kappa_2} \partial_\beta \bar{g}^{\kappa_3\kappa_4} - 2 \bar{g}_{\kappa_1\kappa_2} \partial_\alpha \bar{g}^{\kappa_1\kappa_2} \partial_\beta \bar{g}^{\kappa_3\kappa_4} \right)$$

where $D$ denotes the spacetime dimensions and will be set $D = 4$ in this subsection. The advantage of using $\bar{g}^{\mu\nu}$ over $g^{\mu\nu}$ is that the number of cubic couplings is substantially reduced. Let us numerically rescale this action by

\[12\) The use of $\bar{g}^{\mu\nu}$ instead of $g^{\mu\nu}$ is irrelevant for the issue at hand.\]
a factor 2 so that with
\[ \tilde{g}^{\mu\nu} \equiv \eta^{\mu\nu} + \phi^{\mu\nu} \] (52)

the quadratic and cubic order actions are given by

\[ \mathcal{L}_{(2)} \equiv \int -\frac{1}{2} \partial_{\alpha} \phi_{\mu
u} \partial^{\alpha} \phi^{\mu\nu} + \phi^{\kappa} \phi_{\kappa} + \frac{1}{2(D-2)} \partial_{\mu} \phi \partial^{\mu} \phi \]
\[ \mathcal{L}_{(3)} \equiv \int -\frac{1}{2} \phi^{\alpha\beta} \partial_{\alpha} \phi^{\rho\sigma} \partial_{\beta} \phi_{\rho\sigma} + \phi_{\rho\sigma} \partial^{\alpha} \phi^{\rho\kappa} \partial_{\alpha} \phi^{\sigma}_{\kappa} - \phi_{\rho\sigma} \partial_{\alpha} \phi^{\rho\beta} \partial_{\beta} \phi^{\sigma}_{\alpha} \]
\[ -\frac{1}{2(D-2)} \left( -\phi^{\alpha\beta} \partial_{\alpha} \phi \partial_{\beta} \phi + 2 \phi_{\rho\sigma} \partial_{\alpha} \phi \partial^{\alpha} \phi^{\rho\sigma} \right) \] (53)

where we have introduced short-hand notations
\[ \phi \equiv \eta^{\mu\nu} \phi^{\mu\nu}, \quad \phi^{\mu} \equiv \partial_{\kappa} \phi^{\kappa\mu} \] (54)

The gauge-fixing term is
\[ \mathcal{L}_{g.c.} = -\phi_{\mu} \phi^{\mu} \] (55)

and with this the quadratic piece becomes
\[ \mathcal{L}_{(2)} + \mathcal{L}_{g.c.} = -\frac{1}{2} \partial_{\alpha} \phi_{\mu\nu} \partial^{\alpha} \phi^{\mu\nu} + \frac{1}{2(D-2)} \partial_{\mu} \phi \partial^{\mu} \phi \] (56)

The 4D propagator is given by
\[ <\phi_{\mu\nu}(x_{1})\phi_{\rho\sigma}(x_{2})> = \mathcal{P}_{\mu\rho\sigma} \int \frac{d^{4}k}{(2\pi)^{4}} \frac{e^{ik(x_{1}-x_{2})}}{2k^{2}} \] (57)

where
\[ \mathcal{P}_{\mu\rho\sigma} \equiv \frac{1}{2} (\eta_{\mu\rho} \eta_{\nu\sigma} + \eta_{\mu\sigma} \eta_{\nu\rho} - \eta_{\mu\nu} \eta_{\rho\sigma}) \] (58)

One can show (from (4.6) of [62]) that the quadratic and cubic ghost terms are given by
\[ -\partial_{\mu} \bar{C}_{\nu} C_{\beta} \partial^{\beta} \tilde{g}^{\mu\nu} + \partial_{\nu} \bar{C}_{\mu} \partial^{\nu} C_{\gamma} \tilde{g}^{\mu\gamma} + \partial_{\nu} \bar{C}_{\mu} \partial_{\gamma} C_{\alpha} \tilde{g}^{\mu\alpha} - \partial_{\mu} \bar{C}_{\nu} \partial^{\beta} C_{\beta} \tilde{g}^{\mu\nu} \] (59)

which, upon substituting \( \tilde{g}^{\mu\nu} \equiv \eta^{\mu\nu} + \phi^{\mu\nu} \), yields
\[ \mathcal{L}_{(2)} + \mathcal{L}_{(3)}^{gh} \equiv \bar{C}^{\rho} \partial^{\sigma} \partial_{\sigma} C_{\rho} - \bar{C}_{\rho} (\partial_{\kappa} \phi^{\kappa\rho}) C_{\sigma} + \bar{C}^{\rho} (\partial_{\kappa_{1}} \phi^{\kappa_{1}\kappa_{2}}) \partial_{\kappa_{2}} C_{\rho} \]
\[ -\bar{C}_{\rho} (\partial_{\kappa_{1}} \phi^{\kappa_{1}\kappa}) \partial_{\kappa_{2}} C_{\kappa_{2}} + \bar{C}^{\rho} \phi^{\kappa_{1}\kappa_{2}} \partial_{\kappa_{1}} \partial_{\kappa_{2}} C_{\rho} \] (60)
Let us partially integrate and obtain the following form more convenient for Mathematica manipulations:

\[
L_{(3)}^{gh} \equiv -\phi^{\kappa_1 \kappa_2} \partial_{\kappa_1} C_\rho \partial_{\kappa_2} C^{\rho} - \phi^{\kappa_1 \kappa_2} \partial_{\kappa_1} C_\rho \partial_{\kappa_2} C_\rho + \phi^{\rho \sigma} \partial_\rho \tilde{C}_\sigma C^{\kappa}
+ \partial_\kappa \phi^{\rho \sigma} \partial_\rho \tilde{C}_\sigma C^{\kappa}
\]  

(61)

The ghost propagator is given by

\[
\langle C_\mu(x_1) \tilde{C}_\nu(x_2) \rangle = \eta_{\mu \nu} \int \frac{d^4k}{(2\pi)^4} \frac{1}{ik^2} e^{ik(x_1-x_2)}
\]  

(62)

For the 1-loop diagram Fig. 3, one should consider

\[
\langle \phi_{\mu \nu}(x_1) \phi_{\rho \sigma}(x_2) \rangle \left( -\frac{1}{2} \right) \left( \int L_{(3)} \right)^2 >_{1-loop}
\]  

(63)

a tedious computation. The computation can be best handled by a computer and we employ the Mathematica package xAct’xTensor’. The package can conveniently be used, once the cubic coupling is written

\[
L_{(3)} \equiv \phi_{\lambda_1 \lambda_2} \partial_{\alpha_1} \phi_{\lambda_3 \lambda_4} \partial_{\beta_1} \phi_{\lambda_5 \lambda_6} T^{\alpha_1 \beta_1 \lambda_1 \lambda_2 \lambda_3 \lambda_4}
\]  

(64)

where

\[
T^{\alpha_1 \beta_1 \lambda_1 \lambda_2 \lambda_3 \lambda_4} \equiv -\eta^{\lambda_1 \alpha_1} \eta^{\lambda_2 \beta_1} \eta^{\lambda_3 \lambda_5} \eta^{\lambda_4 \lambda_6} + \eta^{\lambda_1 \lambda_3} \eta^{\lambda_2 \lambda_5} \eta^{\alpha_1 \beta_1} \eta^{\lambda_4 \lambda_6} - \eta^{\lambda_1 \lambda_5} \eta^{\alpha_1 \beta_1} \eta^{\lambda_3 \lambda_4} \eta^{\lambda_2 \lambda_6}
\]

Then (63) can be rewritten

\[
-\frac{1}{2} \int \int < \phi_{\mu \nu}(x_1) \phi_{\rho \sigma}(x_2) \phi_{\lambda_1 \lambda_2} \partial_{\alpha_1} \phi_{\lambda_3 \lambda_4} \partial_{\beta_1} \phi_{\lambda_5 \lambda_6} \phi_{\lambda_1 \lambda_2} \partial_{\alpha_1} \phi_{\lambda_3 \lambda_4} \partial_{\beta_1} \phi_{\lambda_5 \lambda_6} > T^{\alpha_1 \beta_1 \lambda_1 \lambda_2 \lambda_3 \lambda_4} T^{\alpha_1 \beta_1 \lambda_1 \lambda_2 \lambda_3 \lambda_4}
\]
After one computes
\[
< \phi_{\mu\nu}(x_1)\phi_{\rho\sigma}(x_2)(\phi_{\lambda_1\lambda_2}\partial_{\alpha_1}\phi_{\lambda_3\lambda_4}\partial_{\beta_1}\phi_{\lambda_5\lambda_6})(\phi_{\chi_1'\chi_2'}\partial_{\alpha_1'}\phi_{\chi_3'\chi_4'}\partial_{\beta_1'}\phi_{\chi_5'\chi_6'}) >_{1\text{-loop}}
\]
and goes to the momentum space, the multiplication by $T^{\cdots T^{\cdots}}$ can effectively be carried out by xAct’xTensor’. The following result is obtained for the graviton sector:

\[
\int \frac{d^4x_1}{(2\pi)^4} e^{ip_1 \cdot x_1} \int \frac{d^4x_2}{(2\pi)^4} e^{ip_2 \cdot x_2} < \phi_{\mu\nu}(x_1)\phi_{\rho\sigma}(x_2) >_{\text{graviton}} \]

⇒ \( (2\pi)^4 \delta(\Sigma p_i) \frac{\Gamma(\epsilon)}{(4\pi)^2} \left[ -\frac{17}{48} p_1^4 (\eta^{\mu\sigma} \eta^{\nu\rho} + \eta^{\mu\rho} \eta^{\nu\sigma}) - \frac{7}{16} p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} \right.
\]
\[+ \frac{1}{3} p_1^2 (p_1^\mu p_1^\sigma \eta^{\mu\rho} + p_1^\nu p_1^\rho \eta^{\mu\sigma} + p_1^\mu p_1^q \eta^{\rho\sigma} + p_1^\mu p_1^\rho \eta^{\nu\sigma}) \]
\[+ \frac{19}{24} p_1^2 (p_1^\mu p_1^\sigma \eta^{\mu\nu} + p_1^\mu p_1^\nu \eta^{\rho\sigma}) - \frac{11}{6} p_1^\mu p_1^\nu p_1^\rho p_1^\sigma \right]
\]

(66)

where \( \epsilon \equiv 2 - D/2 \) and ⇒ indicates

⇒ : divergent part of the 1PI diagram

(67)

Not all of the coefficients match those obtained in [51]. (The coefficient of \( p_1^2 p_1^\mu p_1^\nu \eta^{\rho\sigma} \), \( \frac{19}{24} \), for example, does not match.) We will come back to this point after discussing the ghost sector in which a similar discrepancy is found. Our result for the ghost sector is

\[
\int \frac{d^4x_1}{(2\pi)^4} e^{ip_1 \cdot x_1} \int \frac{d^4x_2}{(2\pi)^4} e^{ip_2 \cdot x_2} < \phi_{\mu\nu}(x_1)\phi_{\rho\sigma}(x_2) >_{\text{ghost}} \]

⇒ \( (2\pi)^4 \delta(\Sigma p_i) \frac{\Gamma(\epsilon)}{(4\pi)^2} \left[ \frac{1}{60} p_1^4 (\eta^{\mu\sigma} \eta^{\nu\rho} + \eta^{\mu\rho} \eta^{\nu\sigma}) + \frac{59}{240} p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} \right.
\]
\[+ \frac{1}{240} p_1^2 (p_1^\mu p_1^\sigma \eta^{\mu\rho} + p_1^\nu p_1^\rho \eta^{\mu\sigma} + p_1^\mu p_1^q \eta^{\rho\sigma} + p_1^\mu p_1^\rho \eta^{\nu\sigma}) \]
\[− \frac{7}{20} p_1^2 (p_1^\mu p_1^\sigma \eta^{\mu\nu} + p_1^\mu p_1^\nu \eta^{\rho\sigma}) + \frac{7}{15} p_1^\mu p_1^\nu p_1^\rho p_1^\sigma \right]
\]

(68)

This result again is different from that of [51]. The coefficient of \( p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} \), \( \frac{59}{240} \), for example, is different from the corresponding result in [51]. We manually double-checked the coefficient of \( p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} \) by computing \( < \phi^{11} \phi^{22} > \) with the condition \( p_1^{\mu=1} = 0 = p_1^{\mu=2} \), which substantially reduces the amount.
of algebra; the manual computation confirmed the coefficient \( \frac{59}{240} \). The sum of the graviton and ghost contributions is given by

\[
\int \frac{d^4x_1}{(2\pi)^4} e^{ip_1\cdot x_1} \int \frac{d^4x_2}{(2\pi)^4} e^{ip_2\cdot x_2} < \phi_{\mu\rho}(x_1)\phi_{\rho\sigma}(x_2) > \sim \text{1-loop total}
\]

\[\quad \approx (2\pi)^4 \delta(\Sigma p_i) \frac{\Gamma(\epsilon)}{(4\pi)^2} \left[ -\frac{27}{80} p_1^2 \eta^{\mu\nu} \eta^{\rho\sigma} - \frac{23}{120} p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} + \frac{27}{80} p_1^2 (p_1^\mu p_1^\rho \eta^{\mu\nu} + p_1^\nu p_1^\rho \eta^{\mu\sigma} + p_1^\rho p_1^\nu \eta^{\mu\sigma} + p_1^\mu p_1^\nu \eta^{\rho\sigma}) \right.\]

\[\left. + \frac{53}{120} p_1^2 (p_1^\rho p_1^\sigma \eta^{\mu\nu} + p_1^\mu p_1^\nu \eta^{\rho\sigma}) - \frac{41}{30} p_1^4 \eta^{\mu\nu} \eta^{\rho\sigma} \right] \quad (69)
\]

The discrepancy observed above seems to be due to the application of an incorrect identity in [51] wherein it was stated that the following expression is independent of \( B^\nu \):

\[
Z[j_{\mu\nu}] = \int d\tilde{g}^{\alpha\beta} \Delta[\tilde{g}^{\alpha\beta}] \delta(\partial_\mu \tilde{g}_{\mu\nu} - B^\nu) e^{i \int \mathcal{L} + j_{\kappa_1 \kappa_2} \tilde{g}^{\kappa_1 \kappa_2}} \quad (70)
\]

based on which a Ward-Takahashi type identity was written. The expression actually \textit{does} depend on the gauge-fixing term \( \delta(\partial_\mu \tilde{g}_{\mu\nu} - B^\nu) \) (and thus on \( B^\nu \)) through a field-independent factor [50]. For the correct identity, let us consider

\[
Z[j_\mu] = \int d\phi^{\sigma\alpha} \det(F) e^{-i \int \phi_\kappa \phi^\kappa} e^{i \int \mathcal{L}(2)+ \mathcal{L}(3)+ \cdots + j_\nu \phi^\nu} \quad (71)
\]

This is the path integral that we have been using other than the presence of \( \phi^\nu j_\nu \). This path integral depends on \( j_\nu \); schematically the dependence goes as \( \sim e^{j(\cdots) j} \). We have checked that the graviton 3-point amplitude \( < \phi_\mu \phi_\nu \phi_\rho > \) at tree-level vanishes.\(^{13} \) (The correlator \( < \phi_\mu \phi_\nu \phi_\rho > \) should not vanish if the Ward-Takahashi type identity of [51] is correct.)

Above, we have computed the total one-loop divergence in the two-point amplitude. Now we turn to the corresponding counterterms. We illustrate

\(^{13}\)There seems to be some kind of a non-renormalization theorem: The following two-point function at one-loop vanishes:

\[
< \phi^\mu \phi^\nu > = 0 \quad (72)
\]

(We checked that our result (69) satisfies the corresponding momentum space version of this: once the expression in (69) is contracted with \( p_1^\mu p_2^\nu \), the resulting expression vanishes.)
the computations involved with a sample calculation in the ghost sector; the computation for the rest of the ghost sector and graviton sector can be found in one of the appendices. The cubic terms that involve the ghost fields are

\[ L_{\phi CC} \equiv L_{(3)}^{gh} \equiv -\phi^{\rho_2 \kappa_2} \partial_\kappa_1 \bar{C}_\rho \partial_{\kappa_2} C^{\kappa_1} - \phi^{\kappa_1 \kappa_2} \partial_\kappa_1 \bar{C}_\rho \partial_{\kappa_2} C^\rho + \phi^{\sigma \rho} \partial_\rho \bar{C}_\sigma \partial_\kappa C^\kappa + \partial_\kappa \phi^{\rho \sigma} \partial_\rho \bar{C}_\sigma C^\kappa \]

(73)

Let us shift the field

\[ \phi^{\mu \nu} \to \phi^{\mu \nu} + \varphi^{\mu \nu} \]

(74)

where \( \varphi^{\mu \nu} \) represents the background field. The relevant part of the shifted action is

\[ L_{\varphi CC} \equiv -\varphi^{\rho \kappa} \partial_\kappa \bar{C}_\rho \partial_{\kappa} C^{\kappa} - \varphi^{\kappa_1 \kappa_2} \partial_\kappa_1 \bar{C}_\rho \partial_{\kappa_2} C^\rho + \varphi^{\sigma \rho} \partial_\rho \bar{C}_\sigma \partial_\kappa C^\kappa + \partial_\kappa \varphi^{\rho \sigma} \partial_\rho \bar{C}_\sigma C^\kappa \]

(75)

The background action can be obtained by considering

\[ -\frac{1}{2} < \left( \int L_{\varphi CC} \right)^2 >_{1 \text{-loop}} \]

(76)

and integrating out the ghost fields. For example, one of the terms in (76) is

\[ -\frac{1}{2} < \left( \int \partial_\kappa \varphi^{\rho \sigma} \partial_\rho \bar{C}_\sigma C^\kappa \right)^2 >_{1 \text{-loop}} \]

(77)
and leads to the following background action:

\[- \frac{\Gamma(\epsilon)}{(4\pi)^2} \int d^4x \left( \frac{1}{12} \partial_{\sigma_1} \partial_{\sigma_2} \phi^{\rho_1 \sigma_1} \partial_{\rho_1} \partial_{\rho_2} \phi^{\rho_2 \sigma_2} + \frac{1}{24} \partial_{\sigma_1} \partial_{\sigma_2} \phi^{\rho_1 \sigma_1} \partial^\kappa \partial_{\kappa} \phi^{\sigma_2}_{\rho_1} \right) \]  

(78)

where we have switched $\varphi$ back to $\phi$. One can straightforwardly show that the divergent part from (77) is cancelled exactly by the tree-level graph of the background action (78).

The total one-loop counter term action can be found in (B.14):

\[ \Delta L_{1-loop} = \frac{\Gamma(\epsilon)}{(4\pi)^2} \int d^4x \left[ \frac{41}{60} \partial_\alpha \partial_\beta \phi^{\alpha \beta} \partial_\gamma \partial_\delta \phi^{\gamma \delta} + \frac{27}{80} \partial^\kappa \partial_\kappa \phi^{\alpha \beta} \partial^\lambda \partial_\lambda \phi^{\alpha \beta} \\
- \frac{59}{480} \partial^\kappa \partial_\kappa \phi \partial^\lambda \partial_\lambda \phi + \frac{13}{30} \partial^\kappa \partial_\kappa \phi \partial_\gamma \partial_\delta \phi^{\gamma \delta} - \frac{27}{40} \partial^\kappa \partial_\kappa \phi^{\alpha \beta} \partial^\alpha \partial_\gamma \phi^{\gamma \delta} \right] \]  

(79)

where $\epsilon \equiv 2 - D/2$. One can easily check that the counterterms cannot be written in terms of $R$ and $R_{\mu \nu}$, given that in the leading order,

\[ R_{\alpha \beta} = \frac{1}{2} \partial^2 \phi_{\alpha \beta} - \frac{1}{4} \eta_{\alpha \beta} \partial^2 \phi - \frac{1}{2} \partial_\alpha \partial^\gamma \phi_{\beta \gamma} - \frac{1}{2} \partial_\beta \partial^\gamma \phi_{\alpha \gamma} \]

\[ R^2 = \frac{1}{4} \partial^2 \phi \partial^2 \phi + \partial^2 \phi \partial_\mu \partial_\nu \phi^{\mu \nu} + \partial_\alpha \partial_\beta \phi^{\alpha \beta} \partial_\gamma \partial_\delta \phi^{\gamma \delta} \]

\[ R^{\alpha \beta} R_{\alpha \beta} = \frac{1}{4} \partial^2 \phi_{\alpha \beta} \partial^2 \phi^{\alpha \beta} - \frac{1}{2} \partial^2 \phi_{\alpha \beta} \partial^\alpha \partial_\gamma \phi^{\beta \gamma} + \frac{1}{2} \partial^2 \phi \partial_\alpha \partial_\beta \phi^{\alpha \beta} + \frac{1}{2} \partial_\alpha \partial_\beta \phi^{\alpha \beta} \partial_\gamma \partial_\delta \phi^{\gamma \delta} \]  

(80)
3.2 3D analysis

Our 3D gravity (with two physical degrees of freedom) does not require counterterms at one-loop because Gamma functions can be finite by formal identities in dimensional regularization. However, counterterms are required at two-loop as we will see in the following example.

As in 4D, we consider

\[ \bar{g}^{mn} \equiv \sqrt{-g} g^{mn} \equiv \eta^{mn} + h^{mn} \]  

In terms of \( h^{mn} \), the quadratic and cubic actions take

\[ \mathcal{L}_{3D}^{(2)} \equiv -\frac{1}{2} \partial_a h_{mn} \partial^a h^{mn} + h^\kappa h_\kappa + \frac{1}{2} \partial_m h \partial^n h \]  

\[ \mathcal{L}_{3D}^{(3)} \equiv -\frac{1}{2} h^{ab} \partial_a h^{rs} \partial_b h_{rs} + h_{rs} \partial^a h^{rk} \partial_a h_k^s - h_{rs} \partial_a h^{rb} \partial_b h^{sa} \]

\[ -\frac{1}{2} \left( -h^{ab} \partial_a h \partial_b h + 2 h_{rs} \partial_a h \partial^a h^{rs} \right) \]  

The propagator that follows from (82) is

\[ <\phi_{mn}(y_1)\phi_{pq}(y_2)> = \frac{1}{2} (\eta_{m\eta_q} + \eta_{n\eta_p} - \eta_{mn} \eta_{pq}) \int \frac{d^3k}{(2\pi)^3} \frac{e^{ik(y_1-y_2)}}{ik^2} \]  

Let us consider an example of the two-loop diagrams drawn in Fig. 4. The quartic coupling is given by

\[ \mathcal{L}_{3D}^{(4)} = \frac{1}{2} \left[ \left( \eta_{k_1 k_3} h_{k_2 k_4} + \eta_{k_2 k_4} h_{k_1 k_3} \right) h^{ab} \partial_a h^{k_1 k_2} \partial_b h^{k_3 k_4} \right. \]

\[ -\left( \eta_{k_1 k_3} h_{k_2 k_4} + \eta_{k_2 k_4} h_{k_1 k_3} + h_{k_1 k_3} h_{k_2 k_4} \right) \eta^{ab} \partial_a h^{k_1 k_2} \partial_b h^{k_3 k_4} \]

\[ + 2 h_{k_1 r} h_{k_2 k_4} \partial_a h^{k_1 b} \partial_b h^{k_2 a} - \left( \eta_{k_1 k_3} h_{k_2 k_4} + \eta_{k_3 k_4} h_{k_1 k_2} \right) \eta^{ab} \partial_a h^{k_1 k_2} \partial_b h^{k_3 k_4} \]

\[ \left. + \left( \eta_{k_1 k_3} h_{k_2 k_4} + \eta_{k_3 k_4} h_{k_1 k_2} \right) \eta^{ab} \partial_a h^{k_1 k_2} \partial_b h^{k_3 k_4} \right] \]  

As in the previous subsections, this can be written as

\[ h_{l_1 l_2} h_{l_3 l_4} \partial_a h_{l_5 l_6} \partial_b h_{l_7 l_8} T_{4h}^{abkl_1 l_2 l_3 l_4 l_5 l_6 l_7 l_8} \]  

where \( T_{4h}^{abkl_1 l_2 l_3 l_4 l_5 l_6 l_7 l_8} \) is a numerical tensor whose explicit form can be written easily. The two-loop diagram comes from the following correlator:

\[ -\frac{1}{2} <h_{mn} h_{rs} \left( h_{l_1 l_2} h_{l_3 l_4} \partial_a h_{l_5 l_6} \partial_b h_{l_7 l_8} T_{4h}^{abkl_1 l_2 l_3 l_4 l_5 l_6 l_7 l_8} \right)^2 > \]  
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Let us compute

\[ < h^{mn} h^{rs} \int h_1^{ll_1} h_4^{ll_4} \partial^a h_5^{ll_5} \partial^b h_6^{ll_6} \int h_{l_1}^{ll_1} h_{l_4}^{ll_4} \partial^{a'} h_{l_5}^{ll_5} \partial^{b'} h_{l_6}^{ll_6} > \]  

(88)

There are altogether 16 different contractions, some of which are related by simple permutations of indices, that contribute to the two-loop diagrams in Fig. 4. We will illustrate the computations involved with one of the sixteen terms, and pursue the complete evaluation elsewhere. One of the sixteen terms is given in the momentum space by

\[
\frac{i}{2} \int \frac{d^3k_3}{(2\pi)^3} \int \frac{d^3k_5}{(2\pi)^3} \frac{k_3^a k_5^b}{(k_5 + k_4 - p_1)^2}
\]

(90)

Let us evaluate the momentum integrals in two steps; after the Feynman parameterization, the integration over \( k_5 \) yields

\[
\int \frac{d^3k_5}{(2\pi)^3} \frac{k_5^b}{(k_5 + k_4 - p_1)^2} = \frac{\pi^{\frac{3}{2}}}{8(4\pi)^{\frac{3}{2}}} \left( 3 \frac{(k_4^{b_1} - p_1^{b_1})(k_4^{b_2} - p_1^{b_2})}{[(k_4 - p_1)^2]^{1/2}} - \eta_{b_1 b_2}[(k_4 - p_1)^2]^{1/2} \right)
\]

(91)

The integrals in the expression can be evaluated by making repeated use of the following formula [63]:

\[
\int \frac{1}{(k^2)^{\xi_1 + \xi_2 - \frac{D}{2}}} = \pi^{D/2} \frac{G(\xi_1, \xi_2)}{(p^2)^{\xi_1 + \xi_2 - \frac{D}{2}}}
\]

(92)

where \( \xi_1, \xi_2 \) are arbitrary numbers, and

\[
G(\xi_1, \xi_2) = \frac{\Gamma(\xi_1 + \xi_2 - \frac{D}{2})\Gamma(\frac{D}{2} - \xi_1)\Gamma(\frac{D}{2} - \xi_2)}{\Gamma(\xi_1)\Gamma(\xi_2)\Gamma(D - \xi_1 - \xi_2)}
\]

(93)
where $\Gamma$ represents the Gamma function. We illustrate the computations involved with the second term in (91):

$$\int \frac{d^3k}{(2\pi)^3} \frac{k^a k'^a [(k - p_1)^2]^{1/2}}{k^2}$$

$$= -\frac{1}{3} \frac{\partial}{\partial (p_1)_{a_1}} \int \frac{d^3k}{(2\pi)^3} \frac{k'^a [(k - p_1)^2]^{3/2}}{k^2} + p_{p_1}^a \int \frac{d^3k}{(2\pi)^3} \frac{k'^a [(k - p_1)^2]^{1/2}}{k^2}$$

(94)

Similar steps can be applied to the two terms in (94), and lead to expressions that do not contain any uncontracted indices on the momentum $k$. One can then use the formula (92); after some tedious algebra, one gets

$$\int \int \frac{d^3k_4}{(2\pi)^3} \frac{d^3k_5}{(2\pi)^3} \frac{k'^a_4 k'^b_4 k'^b_5}{k_4^2 k_5^2 (k_5 + k_4 - p_1)^2}$$

$$= \frac{\Gamma(\frac{3-D}{2})}{64 \times 105 (2\pi)^2} \left[ (2\eta^{\alpha\alpha'} \eta^{bb'} + \eta^{ab} \eta^{a'b'} + \eta^{ab'} \eta^{a'b}) (p_{p_1}^2) - 8(\eta^{\alpha\alpha'} p_{p_1}^b p_{p_1}^{b'}) + 4(\eta^{ab} p_{p_1}^a p_{p_1}^b) + \eta^{ab'} p_{p_1}^a p_{p_1}^{b'} \right]$$

(95)

Once this result is substituted into (89), the computation of (89) is complete.

4 Discussions

In this work, we have reviewed and refined the proposal in [21], where it was noted that the Lagrangian analogues of the Hamiltonian and momentum constraints can be solved. The analysis led to the conclusion that the physical states are three-dimensional at the classical level. The system can be quantized by imposing the canonical commutation relations. In general, quantization introduces fluctuations around the classical vacuum; the fluctuations in the present case were three-dimensional in the operator formalism, and this feature has been carried over to the path integral account of the perturbative analysis that we have developed in this work. The next task was to carry out explicit renormalization in the three-dimensional description. The 3D renormalization at one-loop does not require counterterms in dimensional regularization, thus one will have to consider two-loop renormalization. Most
of the computations were done for the 4D case to set the ground for the 3D case; for the three-dimensional two-loop diagrams, we have considered Fig.4 to illustrate the computations involved.

With the help of a Mathematica package xAct’xTensor’, we first carried out one-loop renormalization of the 4D action expanded around a flat spacetime, and compared the results with the those in [51] obtained long ago. The two results on divergences do not entirely match up; an erroneous Ward-Takahashi type identity used in [51] should be the reason for the incongruity. We have explicitly obtained the counterterms by applying the background field method to the 4D action expanded around a flat background, and as far as we are aware this is a new result.

Unlike, e.g., [34, 37], the counterterms that we have obtained are non-covariant and cannot be expressed in terms of covariant quantities such as $R^2$ and/or $R_{\mu\nu}R^{\mu\nu}$ expanded around the flat vacuum. This then takes us to an issue that is relatively well-understood through a formal argument and explicit examples in non-gravitational theories; namely, the background independence of renormalizability. The fact that the counterterms cannot be expressed in terms of $R^2$ and/or $R_{\mu\nu}R^{\mu\nu}$ seems to contradict this expectation. The non-covariance of the counterterms was expected from the beginning since the diffeomorphism gets broken once the action is expanded around a flat vacuum. What makes the gravitational cases different from non-gravitational cases is the fact that the counterterms cannot be absorbed into the terms in the expanded action even at one-loop: once the action is expanded around a fixed background, the one-loop renormalizability seems to become more subtle.

As noted in the main body, this unsettling status of the matter should presumably be due to the fact that the counterterms obtained in [34] would formally correspond to the counterterms of the action expanded around the zero metric background. With such expansion, explicit perturbative analysis of course cannot be carried out. In this sense, the meaning of the counterterms found in [34] is not entirely clear (at least to us). Nevertheless, the result of [34] does seem to imply that the counterterms for gauge invariant physical quantities would be covariant and come in powers in $R, R_{\mu\nu}, R_{\mu\nu\rho\sigma}$. Therefore once the theory is reduced to 3D, renormalizability would be restored in the sense of [34,37,38].

\footnote{Or it could simply be the field redefinition (A.4) that caused the problem. This issue is currently under investigation.}
The 3D two-loop renormalization would be much more technically demanding than the analysis in the present work. It would be interesting to investigate the possibility that removing the trace piece in the sense of [21] could make things work. Of course, the fact that the external legs are not gauge-invariant does not depend on whether or not the trace piece is present. Therefore, even after removing the trace piece in 3D, one cannot a priori expect the counterterms become expressible in terms of $R$ and $R_{\mu\nu}$. The absence of the trace piece will, however, substantially reduce the number of different types of the counterterms. Also, once the trace piece is removed, all of the unphysical degrees of freedom are gone, therefore, there might be a higher chance that the counterterms will be expressible in terms of $R$ and $R_{\mu\nu}$. We will report on some of these and/or related issues in the near future.
A notations/conventions and identities

The signature is mostly plus:

$$\eta_{\mu\nu} = (-, +, +, +) \quad (A.1)$$

All the Greek indices are four-dimensional

$$\alpha, \beta, \gamma, ..., \mu, \nu, \rho... = 0, 1, 2, 3 \quad (A.2)$$

and all the Latin indices are three-dimensional

$$a, b, c, ..., m, n, r... = 0, 1, 2 \quad (A.3)$$

The perturbative analysis is carried out in terms of the redefined metric:

$$\tilde{g}^{\mu\nu} \equiv \sqrt{-g} g^{\mu\nu} \equiv \eta^{\mu\nu} + \phi^{\mu\nu} \quad (A.4)$$

for 4D;

$$\tilde{g}^{mn} \equiv \sqrt{-\gamma} \gamma^{mn} \equiv \eta^{mn} + h^{mn} \quad (A.5)$$

for 3D. The following shorthand notations were used:

$$\dot{\phi} \equiv \eta_{\mu\nu} \phi^{\mu\nu}, \quad \dot{\phi}^\mu \equiv \partial_\kappa \phi^{\kappa\mu} \quad (A.6)$$

for 4D;

$$h \equiv \eta_{mn} h^{mn}, \quad h^m \equiv \partial_k h^{km} \quad (A.7)$$

for 3D. The 4D graviton and ghost propagators are given by

$$< \phi_{\mu\nu}(x_1) \phi_{\rho\sigma}(x_2) > = P_{\mu\nu\rho\sigma} \int \frac{d^4k}{(2\pi)^4} \frac{e^{ik \cdot (x_1-x_2)}}{ik^2}$$

$$< C_\mu(x_1) \bar{C}_\nu(x_2) > = \eta_{\mu\nu} \int \frac{d^4k}{(2\pi)^4} \frac{1}{ik^2} e^{ik \cdot (x_1-x_2)} \quad (A.8)$$

where

$$P_{\mu\nu\rho\sigma} \equiv \frac{1}{2}(\eta_{\mu\rho}\eta_{\nu\sigma} + \eta_{\mu\sigma}\eta_{\nu\rho} - \eta_{\mu\nu}\eta_{\rho\sigma}) \quad (A.9)$$
Similarly, the 3D graviton and ghost propagators are given by

\[
< \phi_{mn}(y_1)\phi_{pq}(y_2) > = P_{mnpq} \int \frac{d^3k}{(2\pi)^3} \frac{e^{ik(y_1-y_2)}}{ik^2}
\]

\[
< C_m(y_1)C_n(y_2) > = \eta_{mn} \int \frac{d^3k}{(2\pi)^3} \frac{1}{ik^2} e^{ik(y_1-y_2)} \quad (A.10)
\]

where

\[
P_{mnpq} = \frac{1}{2}(\eta_{mp}\eta_{nq} + \eta_{mq}\eta_{np} - \eta_{mn}\eta_{pq}) \quad (A.11)
\]

With the Feynman parameterization, one can show

\[
\int \frac{d^Dl}{(2\pi)^4 (l-p)^2 l^2} = \frac{\Gamma(\epsilon)}{(4\pi)^2 l^2}
\]

\[
\int \frac{d^Dl}{(2\pi)^4 (l-p)^2 l^2} = \frac{\Gamma(\epsilon)}{(4\pi)^2} \frac{p_\mu}{2}
\]

\[
\int \frac{d^Dl}{(2\pi)^4 (l-p)^2 l^2} = \frac{\Gamma(\epsilon)}{(4\pi)^2} \frac{1}{12} \delta_{\mu\nu}p^2
\]

\[
\int \frac{d^Dl}{(2\pi)^4 (l-p)^2 l^2} = \frac{\Gamma(\epsilon)}{(4\pi)^2} \frac{1}{24} \delta_{\mu\nu}p_\mu p_\nu + \frac{1}{240} (\delta_{\mu\nu}p_\rho + \delta_{\mu\nu}p_\rho + \delta_{\mu\nu}p_\rho) p^2
\]

\[
\int \frac{d^Dl}{(2\pi)^4 (l-p)^2 l^2} = \frac{\Gamma(\epsilon)}{(4\pi)^2} \frac{1}{5} \delta_{\mu\nu}p_\rho p_\sigma + \delta_{\mu\sigma}p_\nu p_\rho + \delta_{\mu\sigma}p_\nu p_\rho + \frac{1}{240} (p^2)^2 (\delta_{\mu\nu}\delta_{\rho\sigma} + \delta_{\mu\nu}\delta_{\rho\sigma} + \delta_{\mu\nu}\delta_{\rho\sigma})
\]  

(A.12)

where \( \epsilon \equiv 2 - D/2 \). For the two-loop graph in three dimensions, the following identities were used:

\[
\int \frac{d^Dk}{(2\pi)^D k^2[(k-p)^2]^\frac{1}{2}} = \frac{\Gamma(\delta)}{(2\pi)^D - 1}
\]

\[
\int \frac{d^Dk}{(2\pi)^D k^2[(k-p)^2]^\frac{1}{2}} = \frac{\Gamma(\delta)}{(2\pi)^D - 1} \frac{p^m}{3}
\]

\[
\int \frac{d^Dk}{(2\pi)^D k^2[(k-p)^2]^\frac{1}{2}} = \frac{\Gamma(\delta)}{(2\pi)^D - 1} \left[ -\frac{1}{15} \eta^{mn}p^2 + \frac{1}{5} p^m p^n \right] \quad (A.13)
\]

\[
\int \frac{d^Dk}{(2\pi)^D k^2[(k-p)^2]^\frac{1}{2}} = \frac{\Gamma(\delta)}{(2\pi)^D - 1} \left[ -\frac{1}{35} (\eta^{mn}p^\rho + \eta^{mr}p^n + \eta^{mr}p^m)p^2 + \frac{1}{7} p^m p^n p^r \right]
\]
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\[
\int \frac{d^D k}{(2\pi)^D} \frac{k^m k^n k^r k^s}{k^2[(k - p)^2]^\frac{1}{2}} = \frac{\Gamma(\delta)}{(2\pi)^{D-1}} \left[ \frac{1}{5 \times 7 \times 9} \left( \eta^{mn} \eta^{rs} + \eta^{mr} \eta^{ns} + \eta^{nr} \eta^{ms} \right) (p^2)^3 \right.
\]
\[
- \frac{1}{7 \times 9} \left( \eta^{ms} p^m p^r + \eta^{ns} p^m p^r + \eta^{rs} p^m p^n + \eta^{mr} p^n p^r + \eta^{mn} p^r p^s + \eta^{nr} p^m p^s \right) (p^2) + \frac{1}{9} p^m p^n p^r p^s \right]
\]
where \( \delta \equiv \frac{3 - D}{2} \).

B 4D case

Let us shift the field
\[
\phi^{\mu\nu} \rightarrow \phi^{\mu\nu} + \varphi^{\mu\nu} \quad (B.1)
\]
where \( \phi \) on the right-hand side denotes the fluctuation and \( \varphi \) the background field.

B.1 ghost sector

Let us put \( L_{\phi CC} \) in (75) into two groups:
\[
L_{\phi CC} = L_{\phi CC,I} + L_{\phi CC,II} \quad (B.2)
\]
where
\[
L_{\phi CC,I} = -\varphi^{\rho\sigma} \partial_{\gamma_1} C^{\rho \gamma_1} \partial_{\gamma_2} C^{\sigma \gamma_2} - \varphi^{\kappa_1 \kappa_2} \partial_{\gamma_1} C^{\rho \gamma_1} \partial_{\gamma_2} C^{\sigma \gamma_2} + \varphi^{\rho \sigma} \partial_{\gamma} C^{\rho \gamma} \partial_{\gamma} C^{\sigma \gamma}
\]
\[
L_{\phi CC,II} = \partial_{\gamma} \varphi^{\rho \sigma} \partial_{\gamma} C^{\rho \sigma}
\]
Then \( L_{\phi CC}^2 \) in (76) can be grouped into three parts:
\[
L_{\phi CC}^2 = L_{\phi CC,I}^2 + 2L_{\phi CC,I}L_{\phi CC,II} + L_{\phi CC,II}^2 \quad (B.3)
\]
We have computed the background action from \( L_{\phi CC,II}^2 \) in (78):
\[
\Delta L_{II}^{gh} = -\frac{\Gamma(\epsilon)}{(4\pi)^2} \int d^4x \left( \frac{1}{12} \partial_{\sigma_1} \partial_{\sigma_2} \phi^{\rho_1 \sigma_1} \partial_{\rho_1} \partial_{\rho_2} \phi^{\rho_2 \sigma_2} + \frac{1}{24} \partial_{\sigma_1} \partial_{\sigma_2} \phi^{\rho_1 \sigma_1} \partial_{\rho_1} \phi^{\sigma_2 \gamma} \partial_{\gamma} \phi^{\rho_2 \sigma_2} \right) \quad (B.4)
\]
Here we compute the background action resulting from the other two terms in (B.3). Let us first note that \( L_{\phi CC,I} \) can be rewritten as
\[
L_{\phi CC,I} = \varphi_{\lambda_1 \lambda_2} \partial_{\rho_1} C^{\lambda_1} \partial_{\rho_2} C^{\lambda_2} T_{gh}^{\rho_1 \rho_2 \lambda_1 \lambda_2 \lambda_3 \lambda_4} \quad (B.5)
\]
where
\[ T_{gh}^{\alpha_1\beta_1\lambda_1\alpha_2\lambda_2\lambda_4} \equiv -\eta^{\lambda_1\lambda_3} \eta^{\lambda_2\beta_1} \eta^{\alpha_1\lambda_4} - \eta^{\lambda_1\alpha_1} \eta^{\lambda_2\beta_1} \eta^{\lambda_3\lambda_4} + \eta^{\lambda_1\alpha_1} \eta^{\lambda_2\lambda_3} \eta^{\beta_1\lambda_4} \]  \hspace{1cm} (B.6)

The background action from \( \mathcal{L}_{\phi CC,I}^2 \) can be obtained by multiplying \( T_{gh}^{\alpha_1\beta_1\lambda_1\alpha_2\lambda_2\lambda_4} T_{gh}^{\alpha_2\beta_2\lambda_1^\prime\lambda_1^\prime\lambda_4} \) with the background action that arises from
\[ -\frac{1}{2} \int d^4 x d^4 v < (\phi_{\alpha_1\lambda_2} \partial_{\alpha_1} \tilde{C}_{\lambda_3} \partial_{\beta_1} C_{\lambda_4}) (\phi_{\alpha_2\lambda_2} \partial_{\alpha_2} \tilde{C}_{\lambda_3} \partial_{\beta_2} C_{\lambda_4}) >; \]  \hspace{1cm} (B.7)

a straightforward calculation leads to the following background action
\[ -\frac{1}{2} \int d^4 x \eta_{\lambda_3\lambda_1^\prime} \eta_{\lambda_4\lambda_1^\prime} \left[ \frac{1}{30} \partial_{\alpha_1} \partial_{\beta_1} \phi_{\lambda_1\lambda_2} \partial_{\alpha_2} \partial_{\beta_2} \phi_{\lambda_1^\prime\lambda_2^\prime} \right. \]
\[ + \frac{1}{60} \partial_{\alpha_1} \partial_{\beta_1} \phi_{\lambda_1\lambda_2} (\eta_{\alpha_1\alpha_2} \partial_{\beta_1} \partial_{\beta_2} + \eta_{\alpha_1\beta_2} \partial_{\alpha_2} \partial_{\beta_1} + \eta_{\beta_1\beta_2} \partial_{\alpha_1} \partial_{\alpha_2}) \phi_{\lambda_1^\prime\lambda_2^\prime} \]
\[ - \frac{1}{40} \partial_{\alpha_1} \partial_{\beta_1} \phi_{\lambda_1\lambda_2} (\eta_{\alpha_1\beta_2} \partial_{\alpha_2} \partial_{\beta_1} + \eta_{\alpha_1\beta_2} \partial_{\alpha_1} \partial_{\beta_2}) \phi_{\lambda_1^\prime\lambda_2^\prime} \]
\[ + \frac{1}{240} (\eta_{\alpha_1\beta_2} \eta_{\alpha_2\beta_1} + \eta_{\alpha_1\beta_1} \eta_{\alpha_2\beta_2} + \eta_{\alpha_1\beta_2} \eta_{\alpha_2\beta_2}) \partial_{\kappa} \partial_{\rho} \phi_{\lambda_1\lambda_2} \partial_{\delta} \partial_{\rho} \phi_{\lambda_1^\prime\lambda_2^\prime} \]  \hspace{1cm} (B.8)

Taking the tensors \( T_{gh}^{\alpha_1\beta_1\lambda_1\alpha_2\lambda_2\lambda_4} T_{gh}^{\alpha_2\beta_2\lambda_1^\prime\lambda_1^\prime\lambda_4} \) into account, one gets
\[ \Delta \mathcal{L}_{I_2}^{gh} = -\frac{1}{60} \partial^\gamma \partial_{\gamma} \phi_{\alpha\beta} \partial^\kappa \partial_{\kappa} \phi_{\alpha\beta} \]  \hspace{1cm} (B.9)

The background action from \( 2\mathcal{L}_{\phi CC,I} \mathcal{L}_{\phi CC,II} \) sector is
\[ \Delta \mathcal{L}_{I_1I}^{gh} = \frac{1}{12} \partial^r \partial_r \phi_{mn} \partial^m \partial^p \phi_{pq} \eta^{mn} \]  \hspace{1cm} (B.10)

The total background action from the ghost sector is sum of (B.4), (B.9) and (B.10):
\[ \Delta \mathcal{L}^{gh} = \Delta \mathcal{L}_{I_2}^{gh} + \Delta \mathcal{L}_{I_1I}^{gh} + \Delta \mathcal{L}_{I_1}^{gh} \]  \hspace{1cm} (B.11)

They will be added to the background action arising from the graviton sector, which we will now examine.
B.2  graviton sector

Upon substituting this into the cubic terms and collecting the terms that contain one factor of $\varphi$, one gets

$$L_{\varphi\phi} = -\partial_\alpha \varphi^{\rho\sigma} \partial_\beta \phi_{\rho\sigma} \phi_{\alpha\beta} + 2\partial\varphi^{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta} - 2\partial_\beta \varphi^{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta}$$

$$+ \frac{1}{2} \partial_\alpha \varphi \phi_{\alpha\beta} \phi_{\rho\sigma} - \frac{1}{2} \varphi^{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta} - \frac{1}{2} \partial_\alpha \varphi \phi_{\alpha\beta} \phi_{\rho\sigma}$$

$$- \frac{1}{2} \varphi^{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta} + \varphi_{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta} - \varphi_{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta}$$

$$+ \frac{1}{4} \varphi^{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta} - \frac{1}{2} \varphi_{\rho\sigma} \partial_\alpha \phi_{\rho\sigma} \phi_{\alpha\beta}$$

(B.12)

The background action from this is given by

$$\Delta L_{\text{grav}} = -\frac{1}{2} \frac{\Gamma(e)}{(4\pi)^2} \left[ -\frac{11}{6} \partial_\mu \partial_\nu \phi_{mn} \partial_\rho \partial_\sigma \phi_{pq} - \frac{17}{24} \partial^r \partial_\tau \phi_{mn} \partial^s \partial_\varsigma \phi_{mn} \partial_\rho \partial_\sigma \phi_{pq} \right]$$

$$+ \frac{11}{48} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq} + \frac{13}{12} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq} + \frac{4}{3} \eta^{pq} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq}$$

(B.13)

B.3  total background action

Combining the ghost and graviton sectors, one gets for the total one-loop

$$\Delta L_{1-loop} = \Delta L_{\text{grav}} + \Delta L_{\text{gh}} + \Delta L_{\text{gh}} + \Delta L^{\text{gh}}$$

$$= \frac{\Gamma(e)}{(4\pi)^2} \int d^4x \left[ -\frac{1}{2} \frac{\Gamma(e)}{(4\pi)^2} \left[ -\frac{11}{6} \partial_\mu \partial_\nu \phi_{mn} \partial_\rho \partial_\sigma \phi_{pq} - \frac{17}{24} \partial^r \partial_\tau \phi_{mn} \partial^s \partial_\varsigma \phi_{mn} \partial_\rho \partial_\sigma \phi_{pq} \right]$$

$$+ \frac{11}{48} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq} + \frac{13}{12} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq} + \frac{4}{3} \eta^{pq} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq} \right]$$

$$- \frac{1}{12} \partial_\mu \partial_\nu \phi_{mn} \partial_\rho \partial_\sigma \phi_{pq} - \frac{1}{120} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq}$$

$$+ \left( -\frac{1}{60} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi \partial_\rho \partial_\sigma \phi_{pq} - \frac{1}{15} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq} \right)$$

$$+ \left( -\frac{1}{60} \eta^{pq} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq} + \frac{1}{60} \partial^r \partial_\tau \phi \partial^s \partial_\varsigma \phi \partial_\rho \partial_\sigma \phi_{pq} \right)$$

$$+ \frac{1}{12} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq} \eta^{pq} - \frac{1}{8} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq} - \frac{1}{12} \partial^r \partial_\tau \phi \partial_\rho \partial_\sigma \phi_{pq}$$

$$= \frac{\Gamma(e)}{(4\pi)^2} \int d^4x \left[ \frac{41}{60} \partial_\alpha \partial_\beta \phi^{\alpha\beta} \partial_\gamma \partial_\delta \phi^{\gamma\delta} + \frac{27}{80} \partial^\rho \partial_\kappa \phi^{\alpha\beta} \partial^\lambda \partial_\delta \phi^{\alpha\beta} \right]$$
\[-\frac{59}{480} \partial^{\kappa} \partial_{\kappa} \phi \partial^{\lambda} \partial_{\lambda} \phi + \frac{13}{30} \partial^{\kappa} \partial_{\kappa} \phi \partial_{\gamma} \partial_{\delta} \phi^{\gamma \delta} - \frac{27}{40} \partial^{\kappa} \partial_{\kappa} \phi_{\alpha \beta} \partial^{\alpha} \partial^{\gamma} \phi_{\gamma}^{\beta}\] (B.14)
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