A Measurable Force driven by an Excitonic Condensate in DQWs
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New free energy related signatures of the condensed excitons in Double Quantum Wells (DQW) are predicted and experiments are proposed to measure the effects. These signatures are related to the measurement of a conceptually new kind of force ($\approx 10^{-9}N$) due to the condensate. This force, which may be coined as the Exciton Condensate (EC)-force is attractive and reminiscent of the Casimir force between two perfect metallic plates, but also distinctively different from it by its driving mechanism and dependence on the parameters of the condensate. The proposed experiments here are based on a recent experimental work on a driven micromechanical oscillator with a proven high quality factor. The free energy related measurements are immune to the commonly agreed drawbacks of the existing photoluminescence experiments. In this regard, the proposed experiments are highly decisive about the EC.
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In the late 40’s Casimir predicted the presence of an unusual attractive force between two uncharged metallic plates held in vacuum[1]. The Casimir force (CF) is a pure quantum mechanical effect manifested by the vacuum fluctuations of the electromagnetic field in the presence of metallic boundaries. The CF is attractive between the two ideally infinite metallic plates and the force per unit area (the Casimir pressure) is given by $P_c = \frac{\pi^2 \hbar c}{240D^4}$ where $A$ is the area of the plates and $D$ is the separation between them. For typical values $A \approx 1\mu m^2$ and $D \approx 100\AA$, $P_c \approx -1.3 \times 10^{-7}N$. The early measurements of Casimir force were done between a metal plate and a metal sphere[2]. The earliest successful measurements, on the other hand, between two metallic plates were more demanding due to the requirement of the perfect alignment between the plates. These experiments date back to eleven years ago where a perfect agreement with the theory was achieved[3].

There are many equivalent ways of deriving the Casimir force in arbitrary geometries[4]. One way is to calculate the difference between the vacuum free energies and their dependence on the geometry. Since the free energy as well as the photon pressure is infinite for the electromagnetic vacuum, one has to apply delicate regularization techniques to extract the finite part of the photon pressure difference between the sides of the metallic plates. On the other hand, this phenomenon can be generalized to a wider conceptual basis if one replaces the electromagnetic vacuum with the many body ground state of an interacting quantum system. The idea of the vacuum can then be extended to a more general context including for instance, the macroscopically coherent ground states. The role of the vacuum fluctuations are then played by the critical fluctuations of the order parameter describing the macroscopic order. In confined systems these critical fluctuations are geometry dependent and quantized through the boundary conditions. Therefore it is expected that some statistical mechanical systems at the boundary of a phase transition also exhibit a similar effect. Indeed, this is known as the critical Casimir Force (CCF) which was predicted[5] and measured[6] for binary liquid mixtures. The CCF, was also theoretically predicted for a BEC[7] but experimentally has not been verified yet. On the other hand, the Casimir-Polder-like force between a BEC and a semiconductor plane has been measured[8].

The free energy of an interacting many body ground state may also depend on the geometrical scale through various other factors than the boundary conditions discussed above. One distinct case is a condensate of which the pairing interaction strength depends on the physical size of the system (see below). An example is spatially indirect coupling between interacting electron-hole systems confined to two separate layers (the DQW geometry). If the layer separation is on the order of an exciton Bohr radius $a_B$, the electrons and holes in separate layers form bound pairs, i.e. Wannier Mott excitons. In sufficiently low densities, when excitons act like independent bosons, they are expected to Bose-Einstein condense, below a $T_c$, inversely proportional to their reduced mass, into a phase coherent ground state[9] with a gap opening in the energy spectrum. Due to the small exciton reduced mass, the critical temperature of the exciton condensate should be on the order of a few Kelvin. As the density increases, the exciton wavefunctions start spatially overlapping, with a higher Fermi energy scale than the pairing interactions, moving into a BCS like paired ground state. A thorough understanding of this mechanism has not been conclusive mostly due to the inherent difficulties such as the short exciton lifetime, the momentum as well as angular momentum dependence of the residual interactions between the fermionic constituents and unconventional pairing symmetries[10]. Commonly used experimental techniques such as the photoluminescence measurements are also limited in probing all components of the condensate due to the angular momentum selection rules. It
should be realized that EC research with such theoretical and experimental challenges is a broad resource in better understanding the unconventional aspects of many body interacting quantum systems in general. It is a common sense to say that, in such a broad area, a rich variety of experimental methods going beyond the photoluminescence techniques should avail. The free energy related measurements, which we discuss here, are among such alternatives.

The Coulomb pairing interaction strength in an interacting electron-hole system in a DQW geometry is an exponential function of the layer separation $D$ between the electron and the hole layers given by $V_{ch}(q) = -e^2/(2\varepsilon q) e^{-q L}$. Here $q = |q|$ is the inplane exchange momentum between the electrons and the holes and $\varepsilon$ is the dielectric constant of the medium. The s-like conduction band in one of the layers and the p-like valence band in the other layer of the DQW structure are populated by electrons and holes using a pump laser resonant with the semiconductor gap. Under lattice temperatures of a few Kelvin, a few nanoseconds is sufficient for the electrons and the holes to relax with the lattice. In experiments, the lifetime of the created excitons can be promoted up to a few $\mu$s if a perpendicular electric field is applied to minimize the dipolar coupling. However, even a marginal dipole strength is sufficient to couple with the spontaneous radiation field. The bright excitons with their odd angular momenta couple to the radiation field and recombine within a few $\mu$s. It is commonly accepted that, due to this radiative dipolar coupling, the ground state of the condensed excitons is dominated by the dark states with bright dominated states existing at a slight higher energy scale above the ground state, on the order of 10 $\mu$eV. Despite this statement has been widely accepted, it was adopted from our knowledge in the normal excitonic fluid, not the condensate. From the condensate’s perspective, this statement was verified recently [13] starting from a microscopic theory including the coupling of the bright state with the radiation field. On the other hand, there is a faster mechanism for the ground state to be populated by dark excitons, i.e. the Pauli exchange scattering of two bright states into two dark ones [11]. This happens when two bright excitons exchange their electrons or holes within their proper QWs. Unless the density is extremely low, this mechanism is only weakly dependent on the exciton density and should occur in a wide density range. Although the bright-to-dark and dark-to-bright transitions are fundamental microscopic processes of equal strengths, under low temperature conditions more bright states turn into the dark ones in order to lower the free energy, yielding a dominantly dark ground state. The basic reason behind the lack of complete experimental evidence of the ground state in EC is that dark states do not couple to light due to their even angular momenta.

In this letter, we demonstrate that the free energy related experiments on the condensed excitons do not differentiate between the dark and the bright components and hence, offer a promising complementary method to the photoluminescence measurements that can only probe the bright contribution. In these systems, the free energy depends, through the condensate’s order parameter, on the layer separation $D$. For smaller $D$, the coupling is stronger and the condensation free energy should be lower, pointing at a new type of an attractive force between the plates of the DQW, as a signature of the condensation. This force may be coined as the EC-force and we address in this letter three fundamental questions: 1) Can we understand the analytic dependence of the EC-force on the physical parameters such as $D$ and the exciton concentration $n_x$?, 2) Is the EC-force measurable under realistic conditions and current experimental accuracy? 3) If so, can new experimental methods be proposed for its measurement?

In a recent work, the free energy of an EC was numerically calculated using a self-consistent mean field Hartree-Fock scheme [13]. The calculations indicate the existence of a sharp phase boundary separating the condensed phase from the fluctuating normal liquid. In EC one has a large number of controllable parameters like the density of condensed excitons $n_x$, the electron-hole density imbalance $n_-$, the layer separation $D$ and the temperature $T$. The sharp phase boundary, separating the EC from the fluctuating normal liquid, is defined by the critical values of these parameters. It was predicted that [13], in EC the phase boundary is present even at zero temperatures, where the free energy has a sharp second order phase transition defined by the remaining set of critical parameters. At zero temperature, the numerical solution of the free energy resembles the shape of an inverted parabola as a function of $D_c - D$ near $D \approx D_c$ where $D_c$ is the critical layer separation for fixed $n_x$ and $n_-$. Due to the attractive coupling and the negative condensation energy, the EC-force exists not only at, but also deep inside the phase boundary. In this work, we provide an order of magnitude estimation of this force with its analytical dependence on the critical parameters.

In a many body condensate, the condensed phase is determined by the condensation energy given by $\Delta \Omega = \Omega_\Delta - \Omega_N \leq 0$, where the equality holds for the phase boundary. Here $\Omega_\Delta$ and $\Omega_N$ are the total free energies in the condensed and the uncondensed phases respectively. In an EC, we observe two types of dependence on $D$. The first is the critical thermal fluctuations of the condensate around its mean value near $T_c$. This term is suppressed if $T < T_c$. The second dependence on $D$ arises from the condensate’s dominantly dark order parameter $\Delta_k$ where $k = (k_x, k_y)$ is the planar quasiparticle momentum (see [12, 13]). The dependence of $\Delta_k$ on the layer separation is essential for the predictions in this work. On the other hand, one also has to understand the role of the electron and hole self energies. These are driven by the
D-independent intralayer Coulomb interaction. Our numerical calculations indicate that although the inclusion of the self energies and the realistically different electron and hole masses perturbatively shift the position of the phase boundary, the existence and the shape of it is unaffected. In this letter, we also ignore the thermal fluctuations of the order parameter by formulating the theory at zero temperature.

The EC-force arises from the dependence of the condensation energy $\Delta \Omega$ on $D$ through $\Delta_k$ as given by

$$ F_{EC} = -\frac{\partial \Delta \Omega}{\partial \Delta_k} \frac{\partial \Delta_k}{\partial D}. $$

with a sum over $k$ implied. The free energy is given up to a constant term by the standart expression at finite temperatures,

$$ \Omega_\Delta = \sum_{\sigma, k} \{ \sigma f_\sigma \frac{\Delta_k^2}{2E_k} - \frac{\partial}{\partial \beta} \ln(1 - f_\sigma) \} $$

Here $\sigma = (+, -)$ denotes the upper and the lower excitonic branches separated by condensate's gap and at zero temperature only the lower branch contributes. Additionally, $\beta = 1/(k_BT)$, $\Delta_k$ is the order parameter of the condensate\cite{12}, $f_\sigma = 1/[1 + e^{\beta(\epsilon_k^{(\sigma)} - \mu_e)]}$ is the Fermi-Dirac factor for the quasi-particles in the energy branch $\sigma$, $\epsilon_k^{(\sigma)} = (\epsilon_k^{(e)} - \epsilon_k^{(h)})/2$ and $\bar{\epsilon}_k^{(e)} = \hbar^2 k^2/(2m_e) - \mu_e$, $\bar{\epsilon}_k^{(h)} = \hbar^2 k^2/(2m_h) - \mu_h$ parameterized by the electron and the hole band masses $m_e, m_h$ and the chemical potentials $\mu_e, \mu_h$, and the quasiparticle eigenenergies $E_k = (\epsilon_k^{(e)} + \Delta_k^2)^{1/2}$ where $\epsilon_k = (\epsilon_k^{(e)} + \epsilon_k^{(h)})/2$. Eq.\cite{8} reduces, at zero temperature, to the standart free energy of the condensed state given by $\Omega_\Delta = -\sum_k \{ \Delta_k^2/(2E_k) + E_k \}$.

In what follows we assume that the electron and the hole masses are equal\cite{14}, whereas allow, for now, an imbalance between their concentrations. We have then, $\epsilon_k^{(-)} = -\mu_-$ where $\mu_- = (\mu_e - \mu_h)/2$.

At zero temperature, and in the light of the previous discussions, $\Delta_k$ is given by\cite{13}

$$ \Delta_k = -\frac{\pi e^2}{\varepsilon} \int \frac{dq}{(2\pi)^2} \frac{e^{-qD}}{q} G_{k+q} $$

where

$$ G_k = \frac{\Delta_k F(\epsilon_k^{(-)} - \epsilon_k^{(e)})}{\sqrt{(\epsilon_k^{(e)} - \mu_+)^2 + \Delta_k^2}}. $$

Here $F(\epsilon_k^{(-)}, E_k) = \Theta(-\epsilon_k^{(-)} - E_k) - \Theta(-\epsilon_k^{(-)} + E_k)$ with $\Theta(x)$ describing the step function. The solution of Eq.\cite{3} should be found numerically together with the constraints on $n_x$ and $n_-$ fixing the exciton chemical potential $\mu_x = (\mu_e + \mu_h)/2$ and imbalance chemical potential $\mu_-$. In order to understand the EC-force given by Eq.\cite{11} one has to understand the dependence of the condensate's order parameter analytically on the layer separation $D$. For such a model with a predictive power, the basic features of the earlier numerical results should also be reproducible. On the other hand, analytic calculations here are more demanding than those in the constant interaction models in atomic condensates by the presence of the momentum dependent interaction $V_{eh}(q)$. Due to the lucky presence of the exponential in Eq.\cite{3}, the leading contribution comes from the region $q \ll 1/D$.

Expanding $G_{k+q}$ up to second order in $q$ near $q = 0$, i.e. $G_{k+q} \approx G_k + \nabla_k G_k \cdot q + G_k^{(2)} q^2/2$ where $G_k^{(2)}$ is the second derivative with respect to $k_x$ (or equivalently to $k_y$) at $k = 0$ and examining Eq.\cite{3} in the vicinity of $k = 0$ by a similar parabolic approximation for $\Delta_k \approx \Delta_0 + k^2 \Delta_0''/2$ where the first order terms in both expansions are absent due to the angular symmetry, we have a self consistency condition for $\Delta_0 = \Delta_k|_{k=0}$ and $\Delta_0'' = \Delta_k''|_{k=0}$ given by

$$ \Delta_0 = -E_0 \{ G_0 + \frac{2}{D^2} G_0'' \}, \quad E_0 = \frac{e^2}{2\pi D} \Delta_0'' $$

$$ \Delta_0'' = -\frac{\Delta_0}{\mu_x} \frac{\hbar^2}{m} $$

We notice that Eq.\cite{8} is easy to solve at the zero temperature since

$$ \lim_{k \to 0} F(\epsilon_k^{(-)}, E_k) = \begin{cases} 1 & \text{for } \Delta_0^2 + \mu_+^2 < \mu_-^2 \\ -1 & \text{for } \Delta_0^2 + \mu_+^2 > \mu_-^2 \end{cases}. $$

The first case in Eq.\cite{6} is allowed when there is a high electron hole imbalance, indicated by a sufficiently large $\mu_-$. For such large $\mu_-$ there is no non-zero solution for $\Delta_k$, and indeed this is verified by our earlier numerical calculations (Fig.\cite{3} in \cite{13}). If $\mu_- \approx 0$ or weak, a nonzero solution is allowed by the lower case in Eq.\cite{6}. Considering $\mu_- = 0$ we find that,

$$ \Delta_0 = \sqrt{E_0^2 - \mu_+^2} $$

with $\Delta_0''$ as given by Eq.\cite{5}. Eq.\cite{7} is the first indication that the model can reproduce a sharp phase boundary. Indeed, at a critical layer separation $D = D_c$, $\Delta_0 = 0$ where $D_c = e^2/(2\mu_+)$. A simple expansion of Eq.\cite{7} near $D = D_c$ yields that,

$$ \Delta_0 \approx \alpha \sqrt{1 - \frac{D}{D_c}} \quad \text{with} \quad \alpha = \frac{\sqrt{3}}{3} E_0. $$

As a result of this parabolic expansion, we find that

$$ E_k = \frac{E_0}{\mu_x} \frac{\epsilon_k}{E_k} $$

The exciton chemical potential $\mu_x$ is determined by the particle number conservation for $n_x = (n_e + n_h)/2$ as given by

$$ n_x = \frac{1}{A} \sum_k (1 - \epsilon_k^{(-)} E_k) $$

Solving this for $\mu_x$ using the parabolic approximation,

$$ \mu_x = -\frac{E_0}{2} + \sqrt{\left(\frac{E_0}{2}\right)^2 + \frac{E_0 n_x}{\Gamma}} $$
where $\Gamma = m_x/(2\pi \hbar^2)$ is the two-dimensional density of states with $m_x$ being the exciton reduced mass. The condensation energy $\Delta \Omega$ given by Eq. (2) can be found similarly using Eq.’s (7) and (11). The result is,

$$\Delta \Omega = -\frac{\Gamma}{E_0}(\mu_0^2 + \frac{3}{2}\Delta^2_0 - \mu_0^3), \quad D \leq D_c$$

(12)

where $\mu_0 = n_x/2\Gamma$ is the chemical potential $\mu_x$ evaluated at the phase boundary $\Delta_0 = 0$. Using Eq. (6) and $\mu_x$ in Eq. (11), Eq. (12) can be represented at the phase boundary as

$$\Delta \Omega = -3\Gamma \mu_0^2 (\frac{D}{D_c}), \quad D \simeq D_c$$

(13)

predicting a linear dependence of $\Delta \Omega$ with respect to $D$. A comparison between earlier numerical results in [13] in the vicinity of the phase boundary and Eq.’s (8) and (13) are shown in Fig. (1). The accuracy of this simple parabolic approximation in capturing the main features of the numerical calculations in [13] is quite remarkable. Encouraged by this, now we proceed to one of the main result of our work, i.e. finding an expression for the EC-force. Using Eq. (13) in Eq. (1) we find that

$$\frac{F_{EC}}{A} \simeq -\frac{3 n_x^2}{4 \Gamma D_c}, \quad D \simeq D_c$$

(14)

where $A$ is the sample area and $D_c$ is the critical layer separation. The latter can be found from Eq. (7) for $\Delta_0 = 0$ as $D_c = e^2 \Gamma/(\epsilon n_x)$. Eq. (14) indicates that, for a sample size of $A \simeq 10^9 \mu m^2$ and a typical concentration of $n_x \simeq 3 \times 10^{11} cm^{-2}$, the EC-force is $F_{EC} \simeq 10^{-2}N$ which is quite measurable within experimentally available precision.

Here, a brief discussion about the realizability of the Hartree-Fock mean field approximation is also necessary. This technique which is successfully used in the theory of superconductivity as well as in BEC, requires in this case the self consistent handling of the condensate’s dark and bright components simultaneously. The fundamental Pauli exchange scatterings between two dark (bright) excitons into to bright (dark) ones is a correction to Hartree-Fock self consistent scheme due to the fluctuations induced by the exciton-exciton interactions. The exchange of two electrons in the scattering of two dark states yields two bright states and visa versa. Due to the detailed balance, a marginal concentration of bright states is therefore expected to be present in the dominantly dark condensate. However, the existence of bright states, costs positive energy in the presence of a strong dark condensate. Pauli exchange mechanism can therefore be important at the phase boundary where the dark condensate is weakened. The result of this effect is to smear out the sharpness of the transition in Fig. (1) at $D = D_c$ and weaken the EC-force. Considering the linear dependence of the free energy in the inset of Fig. (1), this marginal effect can be avoided by staying away from the phase boundary at $D_c = e^2 \Gamma/(\epsilon n_x)$. This can be done easily by controlling $n_x$ via the power of the pump laser such that $D/D_c < 1$.

We are now at a point where we can discuss the experimental proposals to measure $F_{EC}$. Due to the dielectric between the quantum wells, the direct measurement is much more challenging than measuring the electromagnetic Casimir Force between the two metallic plates separated by vacuum. To overcome this, we propose the experimental set-up in Fig. (2) based on the motion of a micro-mechanical resonator under a driving force. Here $F_{EC}$ serves as a driving force for exciting static displacement as well as dynamical oscillations of the cantilever. Similar micro-mechanical oscillators with high quality factors have been successfully tested recently [15].

For the measurement of the static displacements, the
actuation of $F_{EC}$ is to deform tetragonally the lattice around the EC within the DQW. If the DQW is grown asymmetrically with respect to the neutral plane of the cantilever, the emergence of $F_{EC}$ yields a bending of the cantilever in accordance with Fig. 2. The deflection angle $\Delta \Theta$ can then be measured using a deflection-detection laser and an optical interferometer. Using classical theory of beam bending under stress \cite{16}, we can estimate the angular deflection as $\Delta \Theta \approx \frac{L_y L_y F_{EC}}{12EI}$ where $L_y \approx 100 \mu m, L_x \approx 10 \mu m$ as indicated in Fig. 2. $E$ is the Young’s modulus and $I \approx L_y W^3/3$ is the second area moment of the curved structure with $W = 0.3 \mu m$ being the thickness of the cantilever. Using $E \approx 80 GPa$ in GaAs type materials, and for $F_{EC} \approx 10^{-9} N$, we find that $\Delta \theta \approx 3 \times 10^{-4} \text{rad}$ which is possible to detect. \cite{17}

A second and perhaps more realistic method is the measurement of the periodically driven dynamical oscillations of the cantilever. A typical cantilever oscillator \cite{15} can be driven with a power consumption $P = m_{eff} \Omega^2 \Delta z_{rms}^2 / Q \approx 2 \times 10^{-15} J/s$ where $\Delta z_{rms}$ is the rms vibrational amplitude, $m_{eff} \approx 10^{-10} kg$ is the effective mass of the cantilever, $\Omega_0/(2\pi) \approx 20 kHz$ is the resonance frequency, and $Q \approx 2.5 \times 10^5$ is the quality factor of the resonator. In the Fig. 2 geometry at resonance, this leads to $\Delta z_{rms} \approx 50 nm$ which is detectable.

In order to be able to observe the predicted force using the scheme in Fig. 2, one has to take into account a delicate balance between various physical parameters such as the thermal relaxation time, thermomechanical noise, the pulse duration and the peak power of the pump laser in resonance with the band-width, the exciton lifetime and the photon pressure applied on the cantilever by the deflection-detection laser measuring the deflection angle. The created electrons and holes reach thermal equilibrium with the lattice within the thermal relaxation on the order of a few nanoseconds. On the other hand, the lattice thermalization time, which is important in consideration of the heating effects by the lasers, is much longer, in the order of a few microseconds. If the pulse period of the pump laser creating the electron-hole pairs (typically a few tens of kHz in mechanical resonance with the cantilever) is much shorter than the lattice thermalization time and if the peak power is within the mW range, the heating of the cantilever can be avoided. On the other hand, within a single period of the pump laser, the pairs are created and thermally relaxed within a few nanoseconds and condensed in the ground state. During the idle part of the full period, the condensed excitons should disappear by recombination before the second pulse arrives. Therefore the pulse period should be much larger than the exciton lifetime. This is already a common practice in existing experiments considering the $\approx 10 \mu s$ lifetime of the excitons (in spatially indirect DQW geometry and under stabilizing static electric field) and a realistic $20 - 50 kHz$ pulse frequency of the pump laser. Once the condensate forms within each active pulse period, the appearance of the EC-force is almost instant in comparison with the pulse width. Therefore a pulse frequency of $20 - 50 kHz$ creates a periodic square-well shaped profile for the EC-force driven in the same frequency. The physical size of the cantilever is adopted after [15] such that the natural resonance frequency of the cantilever is equal to the pulse frequency of the pump laser. As a result, the cantilever is brought in resonance with the periodic square-well modulations of the EC-force, very much like exciting a high quality harmonic spring periodically at its resonant frequency. The resulting resonant amplitude of the cantilever, considering the high quality factor $Q \approx 2.5 \times 10^5$ as in [15], turns out to be about $50 nm$.

One should also be aware of another secondary effect, the photon force exerted by the deflection-detection laser in connection with the interferometric measurement of the cantilever’s motion. If a mW range, $600 nm$ wavelength is used for the deflection-detection laser, a simple calculation shows that about $10^{-11} N$ constant photon force would be exerted on the cantilever at normal incidence, which is already a hundred times smaller than $F_{EC}$. In order to avoid the heating of the cantilever by the deflection-detection laser, a highly reflecting thin coating can be made on the top part of the cantilever with a wide angle of incidence close to $\pi/2$. The wide angle also reduces the magnitude of the photon force by another $\approx 10^2$ times down to $10^{-12} - 10^{-13} N$ range. The oscillation frequency as well as the amplitude of oscillations of the cantilever are however unaffected by this time independent and weak photon force (like harmonic spring oscillation frequency is unaffected by the constant gravity).

Yet another important issue is minimizing the thermomechanical noise. This is an important factor usually for low resonant frequencies in the sub $kHz$ range which dies exponentially for higher resonant frequencies. This problem is handled in our case by a resonant frequency of the cantilever in the $20 kHz$ range.

There are basically two main results of our work. The first result is that, an exciton condensate created in a DQW geometry, gives rise to a new type of force that is not known yet in other condensed matter systems. The EC-force, although it reminds the Casimir effect due to the electromagnetic vacuum fluctuations of the radiation field, here is the result of the Coulomb interaction. In the Casimir case, the driving mechanism is the dependence of the photon density of states on the geometrical scale imposed by the boundary conditions, whereas in the EC, it is the specific dependence of the Coulomb coupling on the geometry. As a result, the EC-force depends on the properties of the condensate as given by Eq. (14). In particular the $1/D^4$ dependence in Eq. (14) is contrasting with the $1/D^1$ dependence of the electromagnetic Casimir Force. A similar experimental set-up to our proposal in Fig. 2 has already been tested in Ref. [15] in a
different context. Besides introducing this genuinely new force in physics as the first result, our second result in this work is not crucial to a lesser extent than the first one. This is motivated by the necessity to go beyond the standard photoluminescence experiments on EC in order to observe the true ground state properties dominated by the dark excitons.

In this regard, the authors hope that, these results can motivate new generation experimental efforts complementary to the photoluminescence techniques on the EC. This work can also hopefully stimulate research in other quantum condensed systems where the conceptual mechanism of a force due to a quantum condensate can be investigated.
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