Thermal Casimir effect for Drude metals in the plane-sphere geometry
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We compute the Casimir interaction between a plane and a sphere, the configuration employed in the most precise experiments. The scattering formula is developed by taking a suitably chosen plane-wave and multipole basis and is valid for arbitrary values of the sphere radius, inter-plate distance, temperature and arbitrary dielectric functions for both sphere and plate. Our analytical and numerical results for metallic surfaces show a non-trivial interplay between the effects of curvature, temperature, finite conductivity and dissipation.

I. INTRODUCTION

Measuring the Casimir force [1, 2] has been the aim of an increasing number of experiments in the last years [3–17]. The comparison of these measurements with predictions from quantum electrodynamics theory have been applied to put constraints on hypothetical new forces predicted by unification models [18, 19]. Accurate theoretical computations, accounting for a modeling of experimental conditions, are sorely needed for all comparisons to be reliable [20–21].

The Casimir force is indeed very sensitive to experimental conditions. The effect of finite conductivity [22] plays an essential role in the accurate determination of the force while the contribution of thermal fluctuations gives rise to a remarkable interplay with the latter effect [23–28]. In the calculations performed for the geometry of two parallel plates, the Casimir force computed within the dissipative Drude model turns out to be a factor of 2 smaller than the result obtained within the lossless plasma model. As a consequence, the plasma theory of the Casimir effect cannot be obtained from the Drude one by taking the corresponding relaxation constant to zero. The current experimental results [11] do not explore the region where the calculations for lossy and lossless models give large differences but their precision is sufficient to favor the plasma over the Drude theory, in spite of the dissipative nature of the metallic plates used in the experiments.

Now, the most precise experiments are performed with a spherical metallic surface in front of a plane surface. The force is usually derived from the force evaluated in the parallel-plate geometry with subsequent averaging over the local separation distances. This Proximity Force Approximation (PFA) [29] is expected to provide an accurate description in the limit of large sphere radii (see [31, 32] for derivations with perfect mirrors at zero temperature). Even if spheres used in the experiments are much larger than the typical distance between them, it remains necessary to master the beyond-PFA geometry correction [32] even for large spheres in order to match the experimental accuracy level.

There is no reason why the thermal, finite-conductivity and beyond-PFA corrections could be expected to be independent. Therefore, an accurate description of the experimental conditions has to take these effects into account simultaneously within a single theoretical model. In this paper, we develop the beyond-PFA scattering approach [20] for the plane-sphere geometry at finite temperature, with material properties described by either the perfect reflector, plasma or Drude models. We show that the interplay between temperature and material properties is drastically affected when the parallel-plate configuration is replaced by the plane-sphere geometry. The results obtained from the Drude and plasma models are generally closer to each other than in the parallel-plate geometry. In particular, the factor of 2 between the two models reached at the limit of long distances between parallel plates is reduced to 3/2 for a plate and a sphere, and even less if small spheres are considered. Finally, we find that PFA underestimates the thermal contribution to the Casimir force for the Drude model at short distances, whereas it overestimates it at all distances for the perfect reflector and plasma models.

We start from the scattering theory of Casimir interaction [21], which allows one to consider non-trivial geometries at finite temperatures together with a realistic description of the material properties. The Casimir free energy is written in terms of general reflection operators, which describe non-specular diffraction by the material surfaces. The resulting formula provides a compact way of taking into account the multiple scatterings between the interacting bodies [33]. In the particular case of parallel plane surfaces, the reflection operators are diagonal in the plane-wave basis, so that the Casimir free energy is given in terms of specular reflection coefficients [34]. In the plane-sphere geometry, scattering on the sphere is easily made explicit in the multipole spherical-waves basis [35] (see also [36] for a treatment of non-retarded interactions). It is also essential to combine the multipole basis with the plane wave basis [37] well adapted to the treatment of non-ideal reflection by metals. By judiciously employing the two bases at appropriate steps.
of the derivation, the scattering formalism thus allows to analyse the interplay between geometry and finite conductivity at zero \[\text{[38]}\] and non-zero temperature \[\text{[39]}\].

Let us note that several papers have been devoted in the recent years to the study of the Casimir effect in non-planar geometries. Besides the already cited papers, let us refer to the following applications of the scattering approach \[\text{[11–17]}\] or of alternative methods \[\text{[18–55]}\]. The first application of the scattering approach to non-trivial geometries and non-ideal reflectors can be found in \[\text{[53–55]}\]. An historical overview of the various forms of the multiple scattering method can be found in \[\text{[59]}\]. In this paper, we analyse in a detailed manner the full interplay between finite conductivity, finite temperature and plane-sphere geometry, which was only briefly discussed in \[\text{[39]}\].

This paper is organized as follows: our main goals and basic notations are presented in Sec. II. In Sec. III, we develop the scattering approach for the plane-sphere geometry and derive the formal results used in Secs. IV (perfect reflectors) and V (plasma and Drude models). Concluding remarks are presented in Sec. VI.

II. DEFINITIONS AND GENERAL OUTLOOK

We consider the Casimir interaction between a metallic sphere of radius \(R\) and a metallic plate at a distance of closest approach \(L\) at an arbitrary temperature \(T\), as shown in Fig. 1. The center-to-plate distance is

\[
L = L + R.
\]

Experimental results for the Casimir force in the plane-sphere geometry are usually compared with PFA-based theoretical models \[\text{[28]}\]. The spherical surface is assumed to be nearly flat over a scale of the order of \(L\), and then the total Casimir energy is obtained by adding the contributions corresponding to different local inter-plate distances over the sphere surface. Although the Casimir energy is not additive, PFA is usually expected to provide an accurate description when \(R \gg L\). The resulting Casimir force \(F^{\text{PFA}}\) is

\[
F^{\text{PFA}} = 2\pi R \frac{F_{\text{PP}}}{A}.
\]  

(1)

\(F_{\text{PP}}\) is the Casimir free energy for two parallel plates of area \(A\). Thus, PFA neglects diffraction due to the sphere curvature and provides a direct connection to the parallel-plates geometry, the force being proportional to the Casimir free energy per unit area calculated for this much simpler geometry.

In this paper, we develop an exact theoretical model taking diffraction fully into account. We first compute the Casimir free energy \(F(L, T)\) for the plane-sphere geometry from the scattering formula \[\text{[20]}\] (Sec. III) and then derive the force \(F\) and entropy \(S\) from

\[
F = -\frac{\partial F}{\partial L}, \quad S = \frac{\partial F}{\partial T}.
\]  

(2)

The latter is at the core of the ongoing debate about a possible violation of the third law of thermodynamics in the dissipative Drude model \[\text{[26, 27]}\]. Negative Casimir entropy values found for parallel plates have been explained in terms of the coupling to a heat bath associated to dissipation \[\text{[28]}\]. But here we find negative entropies even for the perfect reflector model, showing that geometry itself plays a non-trivial thermodynamical role, provided that beyond-PFA diffraction effects are taken into account.

To quantify the deviation from PFA, we define the quantity

\[
\rho_F = \frac{F}{F^{\text{PFA}}},
\]  

(3)

The ratio

\[
\vartheta = \frac{F(L, T)}{F(L, 0)}
\]  

(4)

represents the temperature correction at a given separation distance and for a given model. In the next sections, we calculate \(\rho_F\) and \(\vartheta\) for the perfect reflector, plasma and Drude models for metallic surfaces.

The Drude dielectric function

\[
\epsilon(i\xi) = 1 + \frac{\omega_P^2}{\xi(\xi + \gamma)}
\]  

(5)

at imaginary frequencies \(\omega = i\xi\) contains two frequency scales: the plasma frequency \(\omega_P\) and the relaxation frequency \(\gamma\). The plasma dielectric function is obtained from \[\text{[5]}\] in the lossless limit \(\gamma \to 0\). Note, however, that there is no continuity in the Casimir force from the Drude to the plasma model in this limit \[\text{[28]}\]. By taking the further limit \(\omega_P \to \infty\) from the plasma model, we recover the perfect reflector limit (to be discussed in Sec. IV), which corresponds to an infinite dielectric function at all frequencies.

In Sec. V, we provide a detailed comparison between plasma and Drude models for the Casimir effect. Since the dc conductivity \(\sigma_0 = \omega_P^2/\gamma\) diverges in the limit \(\gamma \to 0\), the Drude model is expected, in principle, to provide a more realistic description of normal (i.e., non-superconducting) metals. However, experimental data are surprisingly in better agreement with the plasma
model when PFA is employed to analyze the plane-sphere geometry [11]. Here we show that the results from the two models are actually closer than predicted by PFA-based theories, which might help to solve this paradox. We consider a rich parameter space containing five different length scales: besides the geometrical scales $L$ and $R$, our problem contains the thermal wavelength ($k_B$ is the Boltzmann constant)

$$\lambda_T = \frac{\hbar c}{k_B T}$$

the plasma wavelength $\lambda_P = 2\pi c/\omega_P$ and the wavelength corresponding to the relaxation frequency $\lambda_\gamma = 2\pi c/\gamma$. Different orderings of these length scales can in principle be considered, leading to various regimes associated to non-trivial interplays between temperature, geometry, finite conductivity and dissipation. Most experiments are performed with gold at room temperature, hence the numerical results presented in the following sections correspond to $\lambda_T = 7.6 \mu m$, $\lambda_P = 136 \text{ nm}$ (plasma and Drude) and $\lambda_\gamma/\lambda_P = 250$ (Drude).

III. SCATTERING APPROACH IN THE PLANE-SPHERE GEOMETRY

In this section, we apply the scattering approach to the plane-sphere geometry (see Fig. 1) at finite temperature. The Casimir free energy is written as a sum over the Matsubara frequencies $\xi_n$ ($n \geq 0$) [20]:

$$\mathcal{F} = k_B T \sum_n \log \det (1 - \mathcal{M}(\xi_n)) \; , \; \xi_n = \frac{2\pi n k_B T}{\hbar}$$

$$\mathcal{M}(\xi) \equiv \mathcal{R}_S(\xi)e^{-K(\xi)\mathcal{L}}\mathcal{R}_P(\xi)e^{-K(\xi)\mathcal{L}},$$

where the primed sum means that the $n = 0$ term is counted for a half. The reflection operators of the sphere, $\mathcal{R}_S(\xi)$, and the plate, $\mathcal{R}_P(\xi)$, are evaluated with reference points at the sphere center and at its projection on the plane, respectively. The operator $e^{-K(\xi)\mathcal{L}}$ accounts for one-way propagation along the $z$ axis between these points, and the length $\mathcal{L}$. Thus, the operator $\mathcal{M}(\xi)$ represents one round-trip propagation inside the open cavity formed by the two surfaces.

The plane-wave basis $|k, \pm, p\rangle \; (k = \text{wavevector component parallel to the } xy \text{ plane}, \; p = \Theta, \Theta_M \text{ for polarization and } +/\pm \text{ for upwards/downwards propagation direction})$ is well adapted to the description of the propagation operator $e^{-K(\xi)\mathcal{L}}$, which is diagonal in this basis with matrix elements $e^{-\kappa L}$, $\kappa = \sqrt{\xi^2/c^2 + k^2}$ representing the wave-vector $z$-component associated to the imaginary frequency $\xi$. Reflection on the plane also preserves all plane wave quantum numbers but the propagation direction, and the non zero elements of $\mathcal{R}_P(\xi)$ are given by the standard Fresnel specular reflection amplitudes $r_p(k, \xi)$ for an homogenous medium.

On the other hand, the multipole basis $|\ell m P\rangle_{\xi}$, with $\ell(\ell + 1)$ and $m$ denoting the usual angular momentum eigenvalues (with $\ell = 1, 2, ..., m = -\ell, ..., \ell$) and $P = E, M$ representing electric and magnetic multipoles, is well adapted to the spherical symmetry of $\mathcal{R}_S(\xi)$. By rotational symmetry around the $z$ axis, $\mathcal{M}(\xi)$ commutes with the angular momentum operator $J_z$. Hence $\mathcal{M}(\xi)$ is block diagonal, and each block $\mathcal{M}^{(m)}(\xi)$ (corresponding to a given subspace $m$) yields an independent contribution to the Casimir energy. We find its matrix elements in the multipole basis after introducing the spectral resolution of the identity operator in the plane wave basis:

$$\mathcal{M}^{(m)}(\xi)_{1,2} = \int \frac{d^2 k}{(2\pi)^2} \sum_{p = \Theta, \Theta_M} \langle \ell_1 m P_1 | \mathcal{R}_S(\xi) | k, +, p \rangle \times r_p(k, \xi) e^{-2\pi L} \langle k, -, p | 2 m P_2 \rangle. \quad (7)$$

This expression has a simple interpretation when read from right to left: a multipole wave $|\ell_2 m P_2\rangle$ is first decomposed into plane waves (coefficients $\langle k, -, p | \ell_2 m P_2 \rangle$) which propagate towards the plane (factor $e^{-2\pi L}$). After reflection by the plane (specular amplitude $r_p(k, \xi)$), the plane wave components propagate back to the sphere (second factor $e^{-2\pi L}$) and are finally scattered into a new multipole wave $|\ell_1 m P_1\rangle$.

The matrix elements of $\mathcal{R}_S$ in (7) represent the multipole components of the field scattered by the sphere for a given incident plane wave. In Mie scattering calculations, one usually assumes that the incident plane wave propagates along the $z$-direction [61]. Here this is no longer possible, since we have to consider field modes propagating simultaneously along all possible directions. It is then useful to re-formulate [62] the Mie scattering expressions in terms of the matrix elements of finite rotation [63]

$$d_{m,mm}^{(m)}(\theta) = \langle \ell m P_1 | e^{-i\theta J_z} | \ell m' \rangle$$

with $m' = \pm 1$ accounting for the photon spin.

The resulting expressions for $\langle \ell_1 m P_1 | \mathcal{R}_S(\xi) | k, +, p \rangle$ (see appendix), are proportional to the Mie coefficients $a_\ell(\xi)$ and $b_\ell(\xi)$ [61], which represent the scattering amplitudes for electric and magnetic multipole waves. At the imaginary frequency axis, they are written in terms of the modified Bessel functions [64] evaluated at the ‘size parameter’

$$\bar{\xi} = \frac{\xi R}{c}$$
as follows:

\[ a_{\ell}(i\xi) = \frac{\pi}{2} \frac{n^2 s_{\ell}^{(a)} - s_{\ell}^{(b)}}{n^2 s_{\ell}^{(c)} - s_{\ell}^{(d)}} \]  \hspace{1cm} (8)

\[ b_{\ell}(i\xi) = \frac{\pi}{2} \frac{n^2 s_{\ell}^{(a)} - s_{\ell}^{(c)}}{n^2 s_{\ell}^{(c)} - s_{\ell}^{(d)}} \]  \hspace{1cm} (9)

\[ s_{\ell}^{(a)} = I_{\ell+1/2}(n\xi) \left( I_{\ell+1/2}(\xi) - \xi I_{\ell-1/2}(\xi) \right) \]

\[ s_{\ell}^{(b)} = I_{\ell+1/2}(\tilde{\xi}) \left( I_{\ell+1/2}(\tilde{\xi}) - \tilde{\xi} I_{\ell-1/2}(\tilde{\xi}) \right) \]

\[ s_{\ell}^{(c)} = I_{\ell+1/2}(n\xi) \left( K_{\ell+1/2}(\tilde{\xi}) + \tilde{\xi} K_{\ell-1/2}(\tilde{\xi}) \right) \]

\[ s_{\ell}^{(d)} = K_{\ell+1/2}(n\xi) \left( I_{\ell+1/2}(n\xi) - n\xi I_{\ell-1/2}(n\xi) \right) \]

with \( n = \sqrt{\xi} \) representing the sphere refractive index.

We also derive in the appendix the change-of-basis matrix elements (\( k, -p \)) \( m_2 m_2 p_2 \). They yield, when replaced into (4), explicit expressions for the matrix elements of the round-trip operator \( \mathcal{M}^{(m)}(\xi) \), which we organize as a block matrix:

\[ \mathcal{M}^{(m)}(\xi) = \begin{pmatrix} \mathcal{M}^{(m)}(E, E) & \mathcal{M}^{(m)}(E, M) \\ \mathcal{M}^{(m)}(M, E) & \mathcal{M}^{(m)}(M, M) \end{pmatrix} \]  \hspace{1cm} (10)

Each block is the sum of TE and TM contributions: \( \mathcal{M}^{(m)}(P_1, P_2) = \sum_{\ell} \mathcal{M}^{(m)}_{\ell}(P_1, P_2) \). For the diagonal blocks, we find:

\[ \mathcal{M}^{(m)}_{TE}(E, E)_{\ell_1, \ell_2} = \sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} A_{\ell_1, \ell_2, TE} a_{\ell_1}(i\xi) \]  \hspace{1cm} (11)

\[ \mathcal{M}^{(m)}_{TM}(E, E)_{\ell_1, \ell_2} = \sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} B_{\ell_1, \ell_2, TM} a_{\ell_1}(i\xi) \]  \hspace{1cm} (12)

\[ \mathcal{M}^{(m)}_{TM}(M, M)_{\ell_1, \ell_2} = \sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} A_{\ell_1, \ell_2, TM} b_{\ell_1}(i\xi) \]  \hspace{1cm} (13)

\[ \mathcal{M}^{(m)}_{TE}(M, M)_{\ell_1, \ell_2} = \sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} B_{\ell_1, \ell_2, TE} b_{\ell_1}(i\xi). \]  \hspace{1cm} (14)

The matrices \( A^{(m)} \) and \( B^{(m)} \) do neither depend on the radius \( R \) nor on the refractive index of the sphere (spherical harmonics \( Y_{\ell m}(\theta, \varphi) \)) calculated at the azimuthal angle \( \varphi = 0 \):

\[ A_{\ell_1, \ell_2, p}^{(m)} = -im \int_{0}^{\infty} \frac{dk}{\kappa} \left[ d_{\ell_1, m_1}^{(+)}(\theta^{(p)}) + d_{\ell_1, m_1}^{(-)}(\theta^{(p)}) \right] \times Y_{\ell m_2}(\theta^{-}) r_{p}(k) \exp(-2\kappa L) \]  \hspace{1cm} (15)

\[ B_{\ell_1, \ell_2, p}^{(m)} = -\frac{c}{\xi} \int_{0}^{\infty} \frac{dk}{\kappa} \left[ d_{\ell_1, m_1}^{(+)}(\theta^{(p)}) - d_{\ell_1, m_1}^{(-)}(\theta^{(p)}) \right] \times \partial_{\theta} Y_{\ell m_2}(\theta^{-}) r_{p}(k) \exp(-2\kappa L) \]  \hspace{1cm} (16)

\[ \sin \theta^{\pm} = -i \frac{ck}{\xi}, \cos \theta^{\pm} = \pm \frac{ck}{\xi}, \kappa \equiv \sqrt{\xi^2/c^2 + k^2}. \]  \hspace{1cm} (17)

Similar expressions are found for the non-diagonal blocks:

\[ \mathcal{M}^{(m)}_{TE}(E, M)_{\ell_1, \ell_2} = i\sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} C_{\ell_1, \ell_2, TE} a_{\ell_1}(i\xi) \]  \hspace{1cm} (18)

\[ \mathcal{M}^{(m)}_{TM}(E, M)_{\ell_1, \ell_2} = i\sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} D_{\ell_1, \ell_2, TM} a_{\ell_1}(i\xi) \]  \hspace{1cm} (19)

\[ \mathcal{M}^{(m)}_{TM}(M, E)_{\ell_1, \ell_2} = -i\sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} C_{\ell_1, \ell_2, TM} b_{\ell_1}(i\xi) \]  \hspace{1cm} (20)

\[ \mathcal{M}^{(m)}_{TE}(M, E)_{\ell_1, \ell_2} = -i\sqrt{\frac{(2\ell_1+1)\pi}{t_2(t_2+1)}} D_{\ell_1, \ell_2, TE} b_{\ell_1}(i\xi). \]  \hspace{1cm} (21)

\( C^{(m)} \) and \( D^{(m)} \) are also written in terms of spherical harmonics and rotation matrices:

\[ C_{\ell_1, \ell_2, p}^{(m)} = \frac{c}{\xi} \int_{0}^{\infty} \frac{dk}{\kappa} \left[ d_{\ell_1, m_1}^{(+)}(\theta^{(p)}) + d_{\ell_1, m_1}^{(-)}(\theta^{(p)}) \right] \times \partial_{\theta} Y_{\ell m_2}(\theta^{-}) r_{p}(k) \exp(-2\kappa L) \]  \hspace{1cm} (18)

\[ D_{\ell_1, \ell_2, p}^{(m)} = im \int_{0}^{\infty} \frac{dk}{\kappa} \left[ d_{\ell_1, m_1}^{(+)}(\theta^{(p)}) - d_{\ell_1, m_1}^{(-)}(\theta^{(p)}) \right] \times Y_{\ell m_2}(\theta^{-}) r_{p}(k) \exp(-2\kappa L). \]  \hspace{1cm} (19)

By inspection of (15) and (19), it is easy to show that the diagonal blocks are invariant when we replace \( m \rightarrow -m \), whereas the non-diagonal blocks given by (13) and (19) change sign. Thus, the matrix \( \mathcal{M}^{(m)} \) is block diagonal and \( \det(1 - \mathcal{M}^{(m)}(\xi_n)) \) does not depend on the sign of \( m \), allowing us to write the Casimir free energy as a double primed sum (with only non-negative values of \( m \)):

\[ F = 2k_B T \sum_{\ell} \sum_{m} \log \det \left( 1 - \mathcal{M}^{(m)}(\xi_n) \right). \]  \hspace{1cm} (20)

The zero-temperature limit can also be obtained from (20) by changing the sum over Matsubara frequencies by an integral over \( \xi \):

\[ k_B T \sum_{\ell} \sum_{m} \lim_{T \to 0} \int_{0}^{\infty} \frac{dk}{2\pi} \]  \hspace{1cm} (21)

**Numerical considerations.** When evaluating the free energy from (20), one needs to truncate the vector space at some maximum value \( \ell_{\text{max}} \) of angular momentum. From the localization principle \( 63 \), the value of \( \ell_{\text{max}} \) required for a given accuracy level is expected to scale with the size parameter \( \xi \) which captures the dependence of \( \mathcal{M}^{(m)} \) on the sphere radius according to \( 35 \). Characteristic frequencies, giving the main contribution to the Casimir energy, scale as \( \xi \sim c/L \). As a consequence, the required \( \ell_{\text{max}} \) should scale as \( R/L \) for intermediate and short separation distances. This is verified by the numerical evaluations discussed below. They are limited to \( \ell_{\text{max}} = 85 \) at the moment (\( \ell_{\text{max}} = 45 \) for Drude model), allowing us to calculate for \( R/L < 20 \) (\( R/L < 10 \) for Drude model), not far from for the experimental range \( 32 \). Any \( R/L \geq 10^2 \) which would require a larger \( \ell_{\text{max}} \).

Apart from this restriction, we are able to calculate the exact Casimir free energy and force for parameters closely
mimicking the experimental conditions. As a first example, we plot in Fig. 2 the Casimir force as a function of distance \( L \) for a sphere of radius \( R = 10 \mu m \) at room temperature. The dashed and solid lines correspond to the perfect reflector model (to be discussed in detail in Sec. IV) and to the Drude model (Sec. V), respectively. We also show the PFA result for perfect reflectors (dotted line). The interplay between the effects of temperature, geometry, finite conductivity and dissipation is better understood when considering the ratios defined in Sec. II, which are analyzed in detail in the next sections. At the limit of large separation distances, simple analytical results can be derived, as discussed below.

**Large-distance limit.** When \( R \ll L \), the characteristic size parameters scale as \( \xi \sim R/L \ll 1 \) and the Mie coefficients \( a_{\ell}(\xi) \sim \xi^{2\ell+1} \), with the magnetic coefficients \( b_{\ell}(\xi) \) of the same order or smaller than \( a_{\ell}(\xi) \) depending on the material properties of the sphere. The resulting matrix elements of the PFA model for metals, the dielectric permittivity is taken to be infinite at all frequencies. This simple albeit unphysical model for metals provides an accurate description at large separations in the ideal zero-temperature case. At finite temperatures, however, it is still unclear if the perfect reflector model reproduces the correct long distance regime for real metals. In fact, for parallel plates, it predicts a force twice as large as the value obtained within the dissipative Drude model for metals in the long-distance limit, while we would in principle expect the two results to agree in this limit.

It is thus extremely important to compare the results obtained from the different models for the plane-sphere geometry. In this section, we start with the perfect reflector model, with Fresnel reflection coefficients \( r_{\text{TE}}^{\text{perf}} = - r_{\text{TM}}^{\text{perf}} = -1 \). The Mie coefficients are obtained by taking \( n \gg 1 \) and \( n\xi \gg 1 \) in [38-40]:

\[
\begin{align*}
a_{\ell}^{\text{perf}}(i\xi) &= \frac{\pi}{2} (-)^{\ell+1} \frac{I_{\ell+1/2}(\xi) - \bar{\xi}I_{\ell-1/2}(\xi)}{I_{\ell+1/2}(\bar{\xi}) + \bar{\xi}I_{\ell-1/2}(\bar{\xi})} \quad (25) \\
b_{\ell}^{\text{perf}}(i\xi) &= \frac{\pi}{2} (-)^{\ell+1} \frac{I_{\ell+1/2}(\xi)}{K_{\ell+1/2}(\bar{\xi})} \quad (26)
\end{align*}
\]

The Fresnel and Mie coefficients written above can also be obtained from the plasma model expressions (discussed in the next section) by taking the limit \( \lambda_P \to 0 \).

**Large-distance limit for perfect reflectors.** For \( \xi \ll 1 \) we may take the power expansion of \( \bar{\xi}^{\ell+1} \) to \( \ell+1 \leq 3 \) such that:

\[
\begin{align*}
a_{1}^{\text{perf}}(i\xi) &= -\frac{2}{3} \bar{\xi}^3 + \mathcal{O}(\xi)^3, \\
b_{1}^{\text{perf}}(i\xi) &= \frac{1}{3} \bar{\xi}^3 + \mathcal{O}(\xi)^3.
\end{align*}
\]  

Note that \( b_1 \), representing the magnetic dipole contribution, is of the same order of the electric dipole coefficient \( a_1 \) for \( \xi \ll 1 \). This property holds whenever \( n\xi \gg 1 \), which is also the case for the plasma model at low frequencies when \( \lambda_P \ll R \). On the other hand, for any finite dielectric constant, the magnetic dipole is always of the order of the electric quadrupole and thus much smaller than the electric dipole contribution in the low-frequency limit. We find this so-called Rayleigh scattering regime when discussing the long-distance limit within the Drude model in the next section.

We insert (27) and the values for the Fresnel coefficients into [20-24] and write the resulting expression for

**IV. PERFECT REFLECTORS**

Within the perfect reflector model for metals, the dielectric permittivity is taken to be infinite at all frequencies. This simple albeit unphysical model for metals provides an accurate description at large separations in the ideal zero-temperature case. At finite temperatures, however, it is still unclear if the perfect reflector model reproduces the correct long distance regime for real metals. In fact, for parallel plates, it predicts a force twice as large as the value obtained within the dissipative Drude model for metals in the long-distance limit, while we would in principle expect the two results to agree in this limit.

It is thus extremely important to compare the results obtained from the different models for the plane-sphere geometry. In this section, we start with the perfect reflector model, with Fresnel reflection coefficients \( r_{\text{TE}}^{\text{perf}} = - r_{\text{TM}}^{\text{perf}} = -1 \). The Mie coefficients are obtained by taking \( n \gg 1 \) and \( n\xi \gg 1 \) in [38-40]:

\[
\begin{align*}
a_{\ell}^{\text{perf}}(i\xi) &= \frac{\pi}{2} (-)^{\ell+1} \frac{I_{\ell+1/2}(\xi) - \bar{\xi}I_{\ell-1/2}(\xi)}{I_{\ell+1/2}(\bar{\xi}) + \bar{\xi}I_{\ell-1/2}(\bar{\xi})} \quad (25) \\
b_{\ell}^{\text{perf}}(i\xi) &= \frac{\pi}{2} (-)^{\ell+1} \frac{I_{\ell+1/2}(\xi)}{K_{\ell+1/2}(\bar{\xi})} \quad (26)
\end{align*}
\]

The Fresnel and Mie coefficients written above can also be obtained from the plasma model expressions (discussed in the next section) by taking the limit \( \lambda_P \to 0 \).

**Large-distance limit for perfect reflectors.** For \( \xi \ll 1 \) we may take the power expansion of \( \bar{\xi}^{\ell+1} \) to \( \ell+1 \leq 3 \) such that:

\[
\begin{align*}
a_{1}^{\text{perf}}(i\xi) &= -\frac{2}{3} \bar{\xi}^3 + \mathcal{O}(\xi)^3, \\
b_{1}^{\text{perf}}(i\xi) &= \frac{1}{3} \bar{\xi}^3 + \mathcal{O}(\xi)^3.
\end{align*}
\]  

Note that \( b_1 \), representing the magnetic dipole contribution, is of the same order of the electric dipole coefficient \( a_1 \) for \( \xi \ll 1 \). This property holds whenever \( n\xi \gg 1 \), which is also the case for the plasma model at low frequencies when \( \lambda_P \ll R \). On the other hand, for any finite dielectric constant, the magnetic dipole is always of the order of the electric quadrupole and thus much smaller than the electric dipole contribution in the low-frequency limit. We find this so-called Rayleigh scattering regime when discussing the long-distance limit within the Drude model in the next section.

We insert (27) and the values for the Fresnel coefficients into [20-24] and write the resulting expression for
the free energy in terms of the thermal wavelength $\lambda_T$:

$$F^{perf} = \frac{3R^3}{4\xi T^3} \sum_n \left(1 + 2\nu n + 2\nu^2 n^2\right) e^{-2\nu n} \tag{28}$$

$$\nu = \frac{2n\xi}{\lambda_T}. \tag{29}$$

The evaluation of the sum over Matsubara frequencies in (28) is straightforward:

$$F^{perf} = \frac{3\hbar c R^3}{4\lambda_T\xi^3} \phi(\nu), \quad \xi \gg R \tag{30}$$

$$\phi(\nu) \equiv \frac{\nu \sinh \nu + \cosh \nu (\nu^2 + \sinh^2 \nu)}{2 \sinh^2 \nu}.$$

The low temperature approximation is derived by expanding $\phi(\nu)$ in powers of $\nu$:

$$F^{perf} \approx -\frac{3\hbar c R^3}{16\pi \xi^4} \left(1 - \frac{\nu^4}{135} + \frac{4\nu^6}{945}\right), \quad \lambda_T \gg \xi \gg R. \tag{31}$$

Note that the zero-temperature limit contained in the above expression can also be obtained by replacing the sum over $n$ in (28) by an integral over $\xi$ as in (21).

The first finite-temperature correction in (31) does not depend on $\xi$, so that the temperature correction to the Casimir force comes from the next-to-leading-order term, proportional to $(k_B T)^6$. It is a repulsive contribution from thermal photons that makes the net force slightly less attractive. We discuss this point further in the context of the numerical evaluations presented below.

We can compute the high-temperature limit by taking $\nu \to \infty$ in (30) or by considering the $n = 0$ Matsubara frequency contribution in (28):

$$F^{perf} \approx -\frac{3\hbar c R^3}{8\lambda_T^3}, \quad \xi \gg \lambda_T, R. \tag{32}$$

It is also interesting to compute the Casimir entropy from (30):

$$S^{perf} = \frac{3k_B R^3}{4\xi^3} \left(\phi(\nu) + \nu \phi'(\nu)\right), \quad \xi \gg R. \tag{33}$$

Remarkably, this expression yields $S^{perf} < 0$ for $\nu \lesssim 1.5$, that is $L \lesssim 1.8 \mu$m at $T = 300$K. In the parallel plates geometry, negative entropies have been found for the dissipative Drude model only [54]. Here we find negative entropies also for perfect reflectors over a wide separation distance range, as discussed below.

Numerical results. In Fig. 3a, we plot the ratio $\vartheta^{perf}$, quantifying the thermal correction to the Casimir force, for different sphere radii as a function of the separation distance $L$. We also show the results obtained by using the PFA formula $\theta$ (dashed line) and by deriving the analytical long-distance expression (30) with respect to $L$ after replacing $\xi \approx L$ (dotted line). The agreement with the analytical formula is as expected better if we keep the variable $\xi$ in (30), as shown in Fig. 3a, where we plot $\vartheta^{perf}$ as a function of $L$.

At very short distances $L \ll \lambda_T$ we recover, as expected, the zero temperature result ($\vartheta = 1$). As the distance increases, we find, in most cases, that $\vartheta$ decreases below one, reaches a radius-dependent minimum and then increases again at long distances. As long as $R$ is not too large, the thermal photons provide a repulsive contribution (thus decreasing the magnitude of the overall attractive force) over a distance range that becomes wider as $R$ decreases. This range corresponds to $L \lesssim \lambda_T/\pi$ when $R \ll L$, as obtained from (33).

The reduction of the Casimir force is consistent with the negative Casimir entropies found from (33) in the limit $R \ll L$. We plot $S$ as a function of $L$ (Fig. 4a) or $L$ (Fig. 4b) for different sphere radii. Fig. 4b shows that (33) provides an accurate description for $L/R > 4$. Negative entropies are found for $R$ as large as $1 \mu$m.

An additional relevant property can be inferred from Fig. 5: the PFA always overestimates the thermal correction for perfect reflectors, the overestimation being smaller for larger radii (at a given separation distance $L$) as expected.
FIG. 4: Casimir entropy at $T = 300K$ computed for perfectly reflecting sphere and plane, as a function of surface separation distance $L$ (a) and center-to-plate distance $L(b)$. The dashed curve corresponds to the analytical asymptotic expression for $L \gg R$. [Colors online].

In Fig. 5 we plot the beyond-PFA correction $\rho$ at room temperature as a function of $L/R$, for different values of $R$. At zero temperature, the different curves shown in this figure would collapse into a single one \[35, 37\]. For a given ratio $L/R$, the thermal reduction effect already apparent in Fig. 3 is larger for larger radii. The fact that $\rho$ depends on $R$ for a given $L/R$ is again a clear signature of the interplay between thermal and geometry effects, that can damage the precision of PFA. In the next section, we discuss how this interplay is modified when finite conductivity and dissipation are included in the model.

V. PLASMA AND DRUDE METALS

The plasma model provides the simplest way to take the finite conductivity of metals into account. The Drude model is a more accurate description of non-superconducting metals since it also includes the relaxation of conduction electrons and the associated finite dc conductivity. In this section, we take the dielectric constant $\epsilon$ given by \[36\] (with $\gamma = 0$ in the plasma model) and derive analytical and numerical results for the Casimir free energy and force.

Large distance high-temperature limit. When $L \gg R$, we take the low-frequency expansion of the Mie coefficients and find, for the plasma model \[66\],

$$a_{1}^{\text{plas}} \approx -\frac{2}\frac{c^3}{3}, \quad b_{1}^{\text{plas}} \approx \left(\frac{1}{3} + \frac{1}{\alpha^2} - \frac{\coth \alpha}{\alpha}\right)\hat{\xi}^3 \quad (34)$$

$$\alpha = \frac{2\pi}{\lambda_{P}}. \quad (35)$$

Here we also assume that $L \gg \lambda_{T}$ (high-temperature limit), so that we take only the first Matsubara frequency $\xi_{0} = 0$ when computing the Casimir free energy from \[20\] In the low frequency limit, the Fresnel coefficients are given by $r_{TE} \approx -r_{TM} \approx -1$, and then we find, from plugging $34$ into Eqs. \[22\]-\[24\] :

$$F_{\text{plas}} \approx -\frac{3\hbar c R^3}{8\lambda_{T} L^3} \left(1 + \frac{1}{\alpha^2} - \frac{\coth \alpha}{\alpha}\right), \quad L \gg \lambda_{T}, R. \quad (36)$$

This result reproduces, as a particular case, the perfectly-reflecting limit given by \[32\] when $\lambda_{P} \ll R$.

For the Drude model, the TE Fresnel reflection coefficient has the well-known low-frequency limit $r_{TE} \to 0$, whereas the TM coefficient behaves as in the plasma model: $r_{TM} \approx 1$. The low-frequency expansion of the Mie coefficients are also quite different from the plasma case. For the electric dipole coefficient, we find

$$a_{1}^{\text{Drud}} \approx -\frac{2c^3}{3} + \frac{c^3 R}{\sigma_{0} R} \quad (37)$$

As discussed in Sec. IV, the magnetic dipole $b_{1}$ is always much smaller than the electric dipole $a_{1}$ for any finite value of $\epsilon$ in the limit $\xi \to 0$. For any non-zero value of the relaxation frequency $\gamma$, the zero-frequency limit...
of $\epsilon$ is finite. In contrast with the perfect-reflector and plasma cases, the magnetic dipole contribution is then negligible

$$\vartheta_{1}^{\text{Drud}} \approx \frac{\sigma_0 R \mathcal{E}^4}{45 c} \ll \vartheta_{1}^{\text{Drud}}$$

for any finite value of the Drude dc conductivity $\sigma_0 = \omega_p^2 / \gamma$. The Drude sphere at low frequencies thus behaves as an inducible electric dipole for any finite value of $\sigma_0$, corresponding to the Rayleigh scattering limit.

The resulting high-temperature large-distance limit for the free energy reads

$$\mathcal{F}^{\text{Drud}} \approx - \frac{\hbar c R^3}{4 \lambda_T \mathcal{L}^3}, \quad \mathcal{L} \gg \lambda_T, R.$$  

(39)

Remarkably this result does not depend on the length scales $\lambda_P$ and $\lambda_\gamma$ characterizing the material response, whereas the corresponding plasma result [23] clearly depends on $\lambda_P$. One can show that this is always the case in the high-temperature limit $\lambda_T \ll \mathcal{L}$, with $\mathcal{F}^{\text{Drud}}$ converging to the universal function of $L/R$ shown in Fig. 6, which is determined by the contribution of higher multipoles $\ell \leq \ell_{\text{max}} \sim R / L$.

The expression [39] corresponds to $\frac{1}{3}$ of the value for perfect reflectors [32], to be compared with the ratio $\frac{1}{3}$ found in the parallel-planes geometry [23], which results from the fact that the Fresnel coefficient $r_{\text{TE}}$ vanishes at the zero frequency limit. Here the TE and TM contributions are redistributed into electric and magnetic multipole spherical modes, thus explaining the change from $\frac{1}{3}$ to $\frac{1}{2}$. In fact, for perfect reflectors the magnetic dipole contribution proportional to $b_1$ is one-third of the total free energy [32], as can be surmised from [27] which shows that $|b_1| \approx |a_1| / 2$. Since this contribution is negligible in the Drude model, the free energy is reduced by the factor $\frac{1}{3}$.

**Numerical results.** An important consequence of the discussion presented above is that results from Drude and perfect reflector as well as plasma models are closer in the plane-sphere geometry than in the parallel-planes geometry. We have computed the Casimir force numerically for arbitrary (not too small) values of the surface distance $L$. For the plasma model, the thermal correction $\vartheta_{1}^{\text{plas}}$ (not shown) is found to be close to the values for perfect reflectors shown in Fig. 4. On the other hand, the variation of $\vartheta_{1}^{\text{Drud}}$ calculated within the Drude model is remarkably different, as shown in Fig. 7.

In contrast with the perfect reflectors and plasma model calculations, for which PFA always overestimates the thermal correction, PFA underestimates the thermal correction at short distances for the Drude model, while it overestimates it at long distances. The overestimation is, however, clearly smaller than for perfect reflectors. Since PFA results for plasma metals are above the values calculated for Drude metals, the exact beyond-PFA Casimir force values at short distances for Drude and plasma models turn out to be much closer than predicted by the PFA-based theoretical models used in the analysis of experimental data.

In order to highlight this striking feature, we plot in Fig. 8 the ratio between the thermal Casimir force values $F^{\text{plas}}$ calculated with the plasma model and $F^{\text{Drud}}$ obtained with the Drude model, as a function of the distance $L$, and for different values of the sphere radius $R$ increasing from bottom to top. The fact that $F^{\text{plas}} / F^{\text{Drud}}$ depends on $R$ is a clear signature of the interplay between geometry, temperature and dissipation. We also show the ratio computed within PFA (dashed line), which approaches 2 at large distances since the PFA result is proportional to the energy for parallel planes. On the other hand, the exact ratio approaches $3/2$ for large radii $R \gg \lambda_P$ and more generally a value between 1 and $3/2$.
obtained from (36) and (39):
\[
\frac{F^{\text{Plas}}}{F^{\text{Drude}}} \approx 3 \left( 1 + \frac{1}{\alpha^2} \coth \alpha \right), \quad L \gg \lambda_T, R.
\]

The factor 2 predicted by PFA in the large-distance limit is never approached by our exact results.

FIG. 8: Ratio between thermal Casimir force values calculated with the plasma and the Drude models, as a function of surface separation \( L \) for different sphere radii. The solid curves from bottom to top correspond to increasing values of sphere radii. The PFA prediction corresponds to the dashed curve. [Colors online].

The factor 2 predicted by PFA in the large-distance limit is never approached by our exact results.

VI. CONCLUSION

In this paper, we have used the scattering approach to compute the Casimir free energy and force in the plane-sphere geometry, taking into account both the non zero temperature and the metallic nature of reflectors.

For the simpler case of perfect metals at intermediate distances, we observe from numerical computations a strong correlation between thermal and geometry effects, and negative entropy values for small spheres, which are clearly not related to dissipation but rather to geometry itself. For small spheres, thermal photons provide a repulsive contribution, thus diminishing the total attractive Casimir force. Those results are endorsed by analytical derivations in the long distance regime.

For the case of Drude metals, evidence of correlations between temperature and dissipation, qualitatively different from those in the parallel plates geometry, is given. As a consequence, the results for the lossless plasma and full Drude models are closer to each other than in the parallel-plate geometry, with the long distance ratio of 2 reduced to at most 3/2. If these results also hold in the experimental range \( R/L > 10^2 \), it might diminish the discrepancy between experimental results and predictions of the thermal Casimir force using the Drude model.
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Appendix A: Matrix elements of the round-trip operator \( \mathcal{M}^{(m)} \)

In this appendix, we derive explicit expressions for the matrix elements \( \mathcal{M}^{(m)} (\xi, \lambda) \) given by (7). The different coefficients appearing in this equation are first calculated for real frequencies \( \omega \). Given values of \( \omega \) and \( \mathbf{k}(k, \varphi) \) define two directions \( \hat{\mathbf{K}}(\hat{\vartheta}, \varphi) \) in reciprocal space with
\[
\sin \hat{\vartheta} = \frac{ck}{\omega}, \quad \cos \hat{\vartheta} = \frac{ck_z}{\omega}, \quad k_z \equiv \sqrt{\omega^2/c^2 - k^2}.
\]

We first consider the matrix elements implementing the change from the multipole to the plane wave basis. The free-space magnetic multipole fields have the Fourier representation
\[
\hat{\mathbf{I}}^{(M)}_{\ell,m}(\mathbf{K}) = (2\pi)^2 \frac{\delta(\mathbf{K} - \omega/c)}{\omega/c} \mathbf{L}_K Y_{\ell m}(\hat{\mathbf{K}}) \quad (A2)
\]

The electric multipole fields are in turn given by \( \hat{\mathbf{I}}^{(E)}_{\ell,m}(\mathbf{K}) = -\hat{\mathbf{K}} \times \hat{\mathbf{I}}^{(M)}_{\ell,m}(\mathbf{K}) \).

In order to specify the plane-wave basis, we take the usual TE and TM polarizations adapted to treat the reflection by the plane at \( z = 0 \):
\[
\hat{e}_{\text{TE}} = \hat{z} \times \hat{\mathbf{K}} = \hat{\varphi}
\]
\[
\hat{e}_{\text{TM}} = \hat{\mathbf{e}}_{\text{TE}} \times \hat{\mathbf{K}} = \hat{\vartheta}.
\]

The matrix element \( \langle \mathbf{k}, -p|\ell, m, P \rangle \) are then obtained from the scalar product \( \hat{e}_P \cdot \hat{\mathbf{I}}^{(M)}_{\ell m}(\mathbf{K}^{(-)}) \) with \( \mathbf{K}^{(-)} = (\omega/c)\hat{\mathbf{K}}(\theta^-, \varphi) \) after multiplication by the square root of the Jacobian \( dk_z/d(\omega/c) = \omega/(ck_z) \):
\[
\langle \mathbf{k}, -p|\ell m E \rangle = \frac{2\pi m \sqrt{\omega/c}}{k \sqrt{k_z}} Y_{\ell m}(\theta^-, \varphi) \sqrt{\ell(\ell + 1)}
\]
\[
\langle \mathbf{k}, -p|\ell m M \rangle = \frac{-2\pi m}{k \sqrt{k_z \omega/c}} \partial_\varphi Y_{\ell m}(\theta^-, \varphi) \sqrt{\ell(\ell + 1)}
\]
\[
\langle \mathbf{k}, -p|\ell m E \rangle = \langle \mathbf{k}, -p|\ell m M \rangle
\]
\[
\langle \mathbf{k}, -p|\ell m E \rangle = -\langle \mathbf{k}, -p|\ell m E \rangle.
\]
of the Debye potentials (scalar fields satisfying Helmholtz equation) $\Pi^{(E)}(r)$ and $\Pi^{(M)}(r)$ for the electric and magnetic multipole components. In order to have the Debye potentials for a TE-polarized plane wave propagating along an arbitrary direction $\mathbf{K}(\theta, \varphi)$ (amplitude $E_0$), we take a rotation with Euler angles $\alpha = \varphi, \beta = \theta, \gamma = 0$. In terms of the coordinates $x', y', z'$ corresponding to the rotated axis, the Debye potentials have the usual form \[ [61] \] that corresponds to a plane wave propagating along the $y'$ axis linearly polarized along the $z'$ axis. To write in terms of the original coordinates, we use the matrix elements of finite rotations and find \[ (j_\ell(Kr) \text{ are the spherical Bessel functions} \text{[64]} \]

$$\Pi^E_{K,TE}(r, \Theta, \Phi) = \frac{E_0}{2K} \sum_{\ell,m} \int \frac{4\pi(2\ell + 1)}{\ell(\ell + 1)} j_\ell(Kr) (A10)$$

$$\Pi^M_{K,TE}(r, \Theta, \Phi) = \frac{E_0}{2K} \sum_{\ell,m} \int \frac{4\pi(2\ell + 1)}{\ell(\ell + 1)} j_\ell(Kr) (A11)$$

We use the same method to derive the Debye potentials for TM incident polarization: either we take the polarization along the $x'$-direction (instead of the $y'$-direction as done in the derivation for TE polarization) or else take the third Euler angle to be $\gamma = \pm \pi/2$ so that the rotated $Oy'$ axis coincides with $\hat{e}_T$ instead of $\hat{e}_X$. This amounts to introduce an additional phase $e^{\mp \gamma}$ instead of $\hat{e}_X$. Hence the potentials $\Pi^{E,M}_{K,TM}(r, \Theta, \Phi)$ are obtained from \([A10]\) and \([A11]\) by replacing $d^\ell_{m,\pm 1}(\theta) \rightarrow (\pm i)d^\ell_{m,\pm 1}(\theta)$

Since the scattered field propagates outward from the sphere, the corresponding potentials are written in terms of the spherical Hankel functions $h^{(1)}_\ell(Kr)$ \[ [64] \]. The Debye potentials for the scattered field are then obtained by considering the boundary conditions at the surface of the sphere. In the resulting expression, each partial-wave term is multiplied by the corresponding Mie coefficient $a_\ell$ (electric multipoles) or $b_\ell$ (magnetic multipoles) \[ [62] \]. As expected from spherical symmetry, the Mie coefficients do not depend on $m$ nor on the direction of incidence. They are written in terms of the Riccati-Bessel functions $\psi_\ell(\beta) = \beta j_\ell(\beta)$, $\zeta_\ell(\beta) = \beta h^{(1)}_\ell(\beta)$ evaluated at the size parameter $\beta = \omega R/c$ and at $n\beta$ \[ [63] \]:

$$a_\ell(\omega) = \frac{n\psi_\ell(n\beta)}{n\psi_\ell(n\beta)\zeta_\ell(n\beta) - \zeta_\ell(\beta)\psi_\ell(n\beta)} \psi_\ell(n\beta)\zeta_\ell(\beta) - n\zeta_\ell(\beta)\psi_\ell(n\beta)$$

$$b_\ell(\omega) = \frac{n\psi_\ell(n\beta)}{n\psi_\ell(n\beta)\zeta_\ell(n\beta) - \zeta_\ell(\beta)\psi_\ell(n\beta)} \psi_\ell(n\beta)\zeta_\ell(\beta) - n\zeta_\ell(\beta)\psi_\ell(n\beta)$$

From the Debye potentials for the scattered field, we find the explicit multipole expansion for the scattered electric field (in position representation) $(r|\mathcal{R}_S|k, p)$ with $p = TE, TM$ representing the incident polarization, which can also be cast into the formal decomposition

$$\langle r|\mathcal{R}_S|k, p \rangle = \sum_{\ell,m} \int_0^\infty \frac{d\omega}{2\pi\epsilon} (\omega \ell m P) (A14)$$

$$\times (\omega \ell m P|\mathcal{R}_S|k, +, p)$$

where the vector fields $(\omega \ell m P)$ are the inverse Fourier transforms of $L_{\ell m P}(K)$ \[ [\text{see Eq. (A2)}] \]. Since the scattering does not change the frequency, the matrix elements of $\mathcal{R}_S$ have the general form $(K = k + k_S, k > 0)$

$$(\omega \ell m P|\mathcal{R}_S|k, +, p) = 2\pi\delta(K - \omega/c) \sqrt{\frac{ck_S}{\omega}} (\ell m P|\mathcal{R}_S|k, +, p)$$

with the square root of the Jacobian $dk_S/dd(\omega/c)$ providing once more the connection to our plane-wave basis $|k, \pm, p\rangle$ associated to a given frequency $\omega$.

By comparing the explicit expressions for $\langle r|\mathcal{R}_S|k, p \rangle$ with the formal decomposition \([A14]\) and taking \([A15]\) into account, we find

$$\langle \ell m E|\mathcal{R}_S|k, +, TE \rangle = \sqrt{\pi(2\ell + 1)} \frac{a_\ell(\omega)}{k_\omega/c} (A16)$$

$$\times e^{-i\omega} (d^\ell_{m,1}(\theta^+) + d^\ell_{m,-1}(\theta^-))$$

$$\langle \ell m M|\mathcal{R}_S|k, +, TE \rangle = i \sqrt{\pi(2\ell + 1)} \frac{b_\ell(\omega)}{k_\omega/c} (A17)$$

$$\times e^{-i\omega} (d^\ell_{m,1}(\theta^+) - d^\ell_{m,-1}(\theta^-))$$

For TM polarization, the matrix elements are obtained from \([A16]\) and \([A17]\) by substituting $d^\ell_{m,\pm 1}(\theta) \rightarrow (\pm i)d^\ell_{m,\pm 1}(\theta)$.

The Casimir free energy may be written as an integral over the positive frequency semi-axis (which includes the evanescent sector $0 \leq \omega < c$). Using analyticity properties of the reflection operators for plane and sphere over the upper complex frequency plane, we transform the integral over real positive frequencies into an integral over the upper complex frequency plane, we transform the
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