On the Small Mass Limit of Quantum Brownian Motion with Inhomogeneous Damping and Diffusion
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We study the small mass limit (or: the Smoluchowski-Kramers limit) of a class of quantum Brownian motions with inhomogeneous damping and diffusion. For Ohmic bath spectral density with a Lorentz-Drude cutoff, we derive the Heisenberg-Langevin equations for the particle’s observables using a quantum stochastic calculus approach. We set the mass of the particle to equal \( m = m_0 \epsilon \), the reduced Planck constant to equal \( \hbar = \epsilon \) and the cutoff frequency to equal \( \Lambda = E_\Lambda / \epsilon \), where \( m_0 \) and \( E_\Lambda \) are positive constants, so that the particle’s de Broglie wavelength and the largest energy scale of the bath are fixed as \( \epsilon \to 0 \). We study the limit as \( \epsilon \to 0 \) of the rescaled model and derive a limiting equation for the (slow) particle’s position variable. We find that the limiting equation contains several drift correction terms, the quantum noise-induced drifts, including terms of purely quantum nature, with no classical counterparts.

I. INTRODUCTION

Multiscale analysis of both classical and quantum systems has been a subject of active investigation in recent years. The underlying idea is that due to the presence of widely separated characteristic time scales in the system, one can obtain a simplified, reduced model that often captures the essential dynamics on a coarse-grained time scale [1–5]. Depending on the nature of the systems, different approaches can be undertaken to implement this idea. For instance, Markovian limits such as weak coupling limit and repeated interaction limit were studied in [6–12] to justify the use of effective equations such as quantum Langevin equations in modeling quantum systems arising in quantum optics and quantum electrodynamics [13–15]. Adiabatic elimination type problems for open quantum systems were studied in [16–24] and perturbative methods were considered in [25–28].

Of particular interest is the small mass limit (or the Smoluchowski-Kramers limit [29, 30]) of noisy dynamical systems. It has been extensively studied and is well understood for classical systems; see for instance, [31–37]. On the other hand, analogous questions for quantum systems [38, 39] are more intricate, and there were few attempts to study the small mass limit, or the related strong friction limit for quantum systems. Such study was initiated and refined in the series of works [40–44] for the Caldeira-Leggett model of quantum Brownian motion (QBM) [45–48]. In these works, a quantum Smoluchowski equation, an equation for the coordinate-diagonal elements of the density operator (i.e. the position probability distribution), was derived in the overdamped regime.
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The results of these works (see for instance, [40]) say that the strong friction limit of quantum mechanics is essentially classical mechanics as the quantum effects are buried in the fast momentum variable, which is adiabatically eliminated due to separation of associated time scales in the limit. Such limit is the opposite of the weak coupling limit [49, 50], and its result can be viewed as a consequence of decoherence due to the strong coupling. In [51–54], more careful analysis and related applications were presented, whereas in [55] a Heisenberg approach was used. All these attempts rely on asymptotic expansions to study a restricted class of QBM, where the coupling of the system to the environment is linear in the system’s position. One important message from these asymptotic expansions is that the leading correction term to the Smoluchowski equation is a quantum correction that dominates the classical ones in the low temperature regime, revealing the important role of zero-point quantum fluctuations.

Similar studies for QBM in inhomogeneous environments are even more interesting [56]. Such study was conducted in [57, 58], where a semi-classical Langevin approach was employed. In [59], using the Fokker-Planck equation, the authors derived a limiting c-number Langevin equation for the position variable in the overdamped limit. While the limiting equation obtained contains interesting quantum correction terms, these studies are not satisfactory for two main reasons. First, an ad-hoc Markovian approximation is made before the overdamped limit was studied. Second, a semi-classical approach is used and assumed that the quantum fluctuations around the mean value of the system’s observables are small. Therefore, a more systematic study that takes into account the full quantum nature of the model, including the noise, is necessary. Motivated by this and our goal to generalize the study of small mass limit to quantum dissipative systems, this paper presents a quantum stochastic calculus approach to study a related limit for a class of non-Markovian QBM with inhomogeneous damping and diffusion. In particular, we will model the noise using the fundamental noise processes of the theory of quantum stochastic calculus, introduced by Hudson and Parthasarathy in the seminal paper [60]. Rigorous justification of the results in this paper will be presented elsewhere.

The paper is organized as follows. In Section II, we introduce a QBM field model to model interaction of a quantum particle with an equilibrium quantum heat bath at a positive temperature. In Section III, we present the exact Heisenberg equations of motion for the particle’s observables. In Section IV, we review some basic results from Hudson-Parthasarathy (H-P) quantum stochastic calculus and fix our notations. Modeling the stochastic force, appearing in the Heisenberg equations, using Hudson-Parthasarathy quantum noise processes, we derive a quantum stochastic differential equation (QSDE) version of the QBM model in Section V. We identify the characteristic time scales of the model and study its rescaled version in Section VI. Our main result is the derivation of the effective equation (see eqn. (112)) for the (slow) position variable in the limit as all the characteristic time scales of the model tend to zero at the same rate. The derivations, as well as discussions of the results, are presented in Section VII. We end the paper by stating the conclusions and making some remarks in Section VIII.

II. QBM MODEL

In this section, we introduce a one-dimensional Hamiltonian model to study the dynamics of a quantum Brownian particle coupled to an equilibrium heat bath. The particle interacts with the heat bath via a coupling, which is a function of the position variables. This function can be nonlinear in the system’s position, in which case the particle is subject to inhomogeneous damping and diffusion [38, 47, 61]. The model can be viewed as a field version
of the one studied in [47, 61], a generalization of the Pauli-Fierz model [62–64], or a quantum analog of the one studied in Appendix A of [36]. It is a fundamental model which not only allows simple analytic treatments and provides physical insights, but also realistically models many open quantum systems — for instance, an atom in an electromagnetic field.

The full dynamics of the model is described by the Hamiltonian:

$$ H = H_S \otimes I + I \otimes H_B + H_I + H_{\text{ren}} \otimes I, $$

where $H_S$ and $H_B$ are Hamiltonians for the particle and the heat bath respectively, given by

$$ H_S = \frac{P^2}{2m} + U(X), \quad H_B = \int_{\mathbb{R}^+} \hbar \omega b(\omega)b(\omega) d\omega, $$

$H_I$ is the interaction Hamiltonian given by

$$ H_I = -f(X) \otimes \int_{\mathbb{R}^+} \left[ c(\omega)b(\omega) + c(\omega)b(\omega) \right] d\omega, $$

and $H_{\text{ren}}$ is the renormalization Hamiltonian given by

$$ H_{\text{ren}} = \left( \int_{\mathbb{R}^+} \frac{|c(\omega)|^2}{\hbar \omega} d\omega \right) f(X)^2. $$

Here $X$ and $P$ are the particle’s position and momentum operators, $m$ is the mass of the particle, $U(X)$ is a smooth confining potential, $b(\omega)$ and $b(\omega)$ are the bosonic annihilation and creation operator of the boson of frequency $\omega$ respectively and they satisfy the usual canonical commutation relations (CCR): $[b(\omega), b(\omega')] = \delta(\omega - \omega')$, $[b(\omega), b(\omega')] = [b(\omega), b(\omega')] = 0$. We assume that the operator-valued function $f(X)$ is positive and can be expanded in a power series, and $c(\omega)$ is a complex-valued coupling function (form factor) that specifies the strength of the interaction with each frequency of the bath. It determines the spectral density of the bath and therefore the model for damping and diffusion of the particle. The heat bath is initially in the Gibbs thermal state, $\rho_\beta = e^{-\beta H_B}/Tr(e^{-\beta H_B})$, at an inverse temperature $\beta = 1/(k_B T)$.

In this paper, we consider the coupling function:

$$ c(\omega) = \frac{\hbar \omega}{\pi} \frac{\Lambda^2}{\omega^2 + \Lambda^2}, $$

where $\Lambda$ is a positive constant. The bath spectral density is given by:

$$ J(\omega) := \frac{|c(\omega)|^2}{\hbar} = \frac{\omega^2}{\pi} \frac{\Lambda^2}{\omega^2 + \Lambda^2}, $$

which is the well-known Ohmic spectral density with a Lorentz-Drude cutoff [49]. The renormalization potential $H_{\text{ren}}$ is needed to ensure that the bare potential acting on the particle is $U(X)$ and that the Hamiltonian can be written in a positively defined form: $H = H_S \otimes I + H_{B-I}$, where $H_{B-I}$ is given by

$$ H_{B-I} = \int_{\mathbb{R}^+} \hbar \omega \left( b(\omega) - \frac{c(\omega)}{\hbar \omega} f(X) \right) \left( b(\omega) - \frac{c(\omega)}{\hbar \omega} f(X) \right) d\omega. $$
III. HEISENBERG-LANGEVIN EQUATIONS

In this section, we present the Heisenberg equations of motion and study the stochastic force term appearing in the equation. This will pave the way to model the action of the heat bath on the particle by appropriate quantum colored noises introduced in the next sections. Our final goal is the construction of dissipative non-Markovian Heisenberg-Langevin equations driven by appropriate thermal noises, which are built from H-P fundamental noise processes. From now on, \( I \) denotes identity operator on an understood space and \( 1_A \) denotes indicator function of the set \( A \).

Define the particle’s velocity, \( V(t) = \frac{P(t)}{m} \) and note that \( f'(X) = -i[f(X), P]/\hbar \). Starting from the Heisenberg equations of motion and eliminating the bath variables, one obtains the following equations for the particle’s observables (see Appendix A for details of derivations):

\[
\dot{X}(t) = V(t),
\]

\[
m\dot{V}(t) = -U'(X(t)) - f'(X(t)) \int_0^t \kappa(t - s) \frac{\{f'(X(s)), V(s)\}}{2} ds
+ f'(X(t)) \cdot (\zeta(t) - f(X)\kappa(t)),
\]

where

\[
\kappa(t) = \int_{\mathbb{R}^+} d\omega \frac{2|c(\omega)|^2}{\hbar \omega} \cos(\omega t) = \int_{\mathbb{R}^+} d\omega \frac{2J(\omega)}{\omega} \cos(\omega t)
\]

is the memory kernel,

\[
\zeta(t) = \int_{\mathbb{R}^+} d\omega c(\omega)(b^\dagger(\omega)e^{i\omega t} + b(\omega)e^{-i\omega t})
\]

is a stochastic force whose correlation function depends on the coupling function, \( c(\omega) \), and the distribution of the initial bath variables, \( b(\omega) \) and \( b^\dagger(\omega) \) – let us remind that we initially consider a thermal Gibbs state. The term \( f'(X(t))f(X)\kappa(t) \) is the initial slip term [65]. The initial position and velocity are given by \( X \) and \( V \) respectively.

The above equations are exact, non-Markovian, operator-valued and describe completely positive dynamics. Note that in the damping term which is nonlocal in time, we have an anti-commutator, which does not appear in the corresponding classical equation or in the equation for the linear QBM model (where \( f(X) = X \)). The presence of the anti-commutator is thus a quantum feature of the inhomogeneous damping.

The initial preparation of the total system, which fixes the statistical properties of the bath operators and of the system’s degrees of freedom, turns the force \( \zeta(t) \) into a random one [66]. We specify a preparation procedure to fix the properties of the stochastic force. To this end, we absorb the initial slip term into the stochastic force, defining:

\[
\xi(t) := \zeta(t) - f(X)\kappa(t).
\]

With this, in the nonlinear coupling case, the equation for the particle’s velocity is driven by the multiplicative noise \( f'(X(t))\xi(t) \). From now on, we refer to \( \xi(t) \) as the quantum noise. The statistics of \( \xi(t) \) depends on the distributions of the initial bath variables \( (b(\omega), b^\dagger(\omega)) \) and the initial system variable \( f(X) \).

Denoting by \( E_\beta \) the expectation with respect to the thermal Gibbs state \( \rho_\beta \) at the tem-
perature $T$, we have
\begin{equation}
E_\beta[(b^\dagger(\omega)e^{i\omega t} + b(\omega)e^{-i\omega t})(b^\dagger(\omega')e^{i\omega' t} + b(\omega')e^{-i\omega' t})] \\
= \left[ (1 + \nu_\beta(\omega))e^{-i\omega(t-s)} + \nu_\beta(\omega)e^{i\omega(t-s)} \right] \delta(\omega - \omega'),
\end{equation}
where $\nu_\beta(\omega)$ is given by the Planck’s law
\begin{equation}
\nu_\beta(\omega) = \frac{1}{\exp(\beta\omega) - 1}.
\end{equation}

Since we absorbed the initial slip term into the stochastic force, $\xi(t)$ no longer has a stationary correlation when averaged with respect to $\rho_\beta$ [67]. However, $\xi(t)$ is stationary and Gaussian when conditionally averaged with respect to $\rho'_\beta = e^{-\beta H_{B-1}}/Tr(H_{B-1})$, where $H_{B-1}$ is the quadratic Hamiltonian defined in (7) and the average is conditioned on the initial position variable $X$.

We will work in a Fock vacuum representation using the H-P quantum stochastic calculus approach (see Section IV). In particular, our goal is to describe the quantum noise as a quantum stochastic process satisfying certain QSDE such that the symmetric correlation function of the stochastic process with respect to the vacuum state on an enlarged Fock space coincides with that of $\xi(t)$ with respect to $\rho'_\beta$. As a preparation to achieve this goal, we study $E'_\beta[\xi(t)\xi(s)]$ in the following. We write:
\begin{equation}
E'_\beta[\xi(t)\xi(s)] = \int_{\mathbb{R}^+} d\omega \hbar J(\omega) \left( \coth \left( \frac{\hbar\omega}{2k_B T} \right) \cos(\omega(t-s)) - i\sin(\omega(t-s)) \right)
\end{equation}
\begin{equation}
=: D_1(t-s) - iD(t-s),
\end{equation}
where $D_1$ is the noise kernel given by
\begin{equation}
D_1(t-s) := E'_\beta[\{\xi(t), \xi(s)\}/2],
\end{equation}
i.e. the symmetric correlation function of $\xi(t)$ with respect to $\rho'_\beta$, and $D$ is the dissipation kernel given by
\begin{equation}
D(t-s) := iE'_\beta[\{\xi(t), \xi(s)\}/2],
\end{equation}
which is related to linear susceptibility. Expanding, one gets for small $\hbar$ (or similarly, for large $T$), $E'_\beta[\xi(t)\xi(s)] = k_B T \kappa(t) + O(\hbar)$, which is the classical Einstein’s relation.

For our choice of $c(\omega)$ (see (5)), the memory kernel, $\kappa(t)$, is exponentially decaying with decay rate $\Lambda$, i.e. $\kappa(t) = \Lambda e^{-\Lambda t}$. Moreover, one can compute, for $t > 0$:
\begin{equation}
D_1(t) = \frac{\hbar \Lambda}{2} \cot \left( \frac{\hbar \Lambda}{2k_B T} \right) \kappa(t) + \sum_{n=1}^{\infty} 2k_B T \Lambda^2 \nu_n - \nu_n t, e^{-\nu_n t},
\end{equation}
where $\nu_n = \frac{2\pi n k_B T}{\hbar}$ are the bath Matsubara frequencies [68]. Also, the dissipation kernel is
\begin{equation}
D(t) = \frac{\hbar \Lambda^3}{2} e^{-\Lambda t}.
\end{equation}

In this paper, we consider the case $k_B T > \hbar/\pi$, so that $\cot(\hbar\Lambda/2k_B T)$ and all the terms
in the series in (19) are positive.

We end this section with the following remark. For $T \to 0$ we have instead:

$$E'_\beta[\{\xi(t), \xi(s)/2\}] \to \frac{-\hbar \Lambda^2}{2\pi} (e^{-\Lambda(t-s)} Ei(\Lambda(t-s)) + e^{\Lambda(t-s)} Ei(-\Lambda(t-s))),$$

(21)

where $Ei$ is the exponential integral function defined as follows:

$$-Ei(-x) = \hat{\gamma}(0, x) = \int_x^\infty e^{-t}/tdt.$$

(22)

Here $Ei(x) = \frac{1}{2}(Ei^+(x) + Ei^-(x))$, $Ei^+(x) = Ei(x+i0)$, $Ei^-(x) = Ei(x-i0)$. The symmetric correlation function obtained above can be interpreted as follows. As the temperature $T$ decreases, the Matsubara frequencies $\nu_n$ get closer to each other, so at zero temperature all of them contribute and the sum in (19) may be replaced by an integral, which turns out to have expression in terms of the $Ei$ functions [69]. In fact, in this case the symmetric correlation function decays polynomially for large times [70]. In other words, systems at zero temperature are strongly non-Markovian and the techniques in this paper cannot be applied to study them.

IV. PRELIMINARIES ON QUANTUM STOCHASTIC CALCULUS

To ensure that our exposition is self-contained, as well as to fix the notations and terminologies, we review some basic ideas and results from H-P quantum stochastic calculus, which is a boson Fock space stochastic calculus based on the creation, conservation and annihilation operators of free field theory. For details of the calculus, we refer to the monographs [71] and [72]. For recent developments, perspectives and applications of the calculus to the study of open quantum systems, we refer to [73–84]. In the following, we use Dirac’s bra-ket notation.

The natural space to support the quantum noise, which models the effective action of the environment on the system, is a bosonic Fock space. It describes states of a quantum field (heat bath in our case) consisting of an indefinite number of identical particles. The bosonic Fock space, over the one-particle space $H$, is defined as

$$\Gamma(H) = C \oplus H \oplus H^{\otimes 2} \oplus \cdots \oplus H^{\otimes n} \oplus \ldots,$$

(23)

where $C$, denoting the one-dimensional space of complex numbers, is called the vacuum subspace and $H^{\otimes n}$, denoting the symmetric product of $n$ copies of $H$, is called the $n$-particle subspace. For any $n$ elements $|u_1\rangle, |u_2\rangle, \ldots, |u_n\rangle$ in $H$, the vector $\otimes_{j=1}^n |u_j\rangle$ is known as the Fock vector. Since the particles constituting the noise space (and in each of the $n$-particle space) are bosons, in order to describe the $n$-particle state (i.e. to belong to the $n$-particle space, $H^{\otimes n}$), a Fock vector has to be symmetrized:

$$|u_1\rangle \circ |u_2\rangle \circ \cdots \circ |u_n\rangle = \frac{1}{n!} \sum_{\sigma \in \mathcal{P}_n} |u_{\sigma(1)}\rangle \otimes |u_{\sigma(2)}\rangle \otimes \cdots \otimes |u_{\sigma(n)}\rangle,$$

(24)

where $\mathcal{P}_n$ is the set of all permutations $\sigma$, of the set $\{1, 2, \ldots, n\}$.
Important elements of the bosonic Fock space, $\Gamma(\mathcal{H})$, are the exponential vectors:

$$|e(u)\rangle = 1 \oplus |u\rangle \oplus \frac{|u\rangle \otimes 2}{\sqrt{2!}} \oplus \cdots \oplus \frac{|u\rangle \otimes n}{\sqrt{n!}} \oplus \ldots,$$

(25)

where $|u\rangle \in \mathcal{H}$ and $|u\rangle \otimes n$ denotes the tensor product of $n$ copies of $|u\rangle$. The exponential vectors satisfy the following scalar product formula:

$$\langle e(u)|e(v)\rangle = e^{\langle u|v \rangle}$$

(26)

for every $|u\rangle, |v\rangle \in \mathcal{H}$, with the same notation for scalar products in appropriate spaces.

The linear span, $\mathcal{E}$, of all exponential vectors forms a dense subspace of $\Gamma(\mathcal{H})$. We refer to $\mathcal{E}$ as the exponential domain. Any bounded linear operator on $\Gamma(\mathcal{H})$ can be determined by its action on the exponential vectors. Note that $\langle \psi(u)| = e^{-|u|/2}|e(u)\rangle$ is a unit vector. The pure state with the density operator $|\psi(u)\rangle\langle \psi(u)|$ is called the coherent state associated with $|u\rangle$. We call $|\Omega\rangle := |e(0)\rangle$ the Fock vacuum vector, which corresponds to the state with no particles. In the special case when $\mathcal{H} = \mathbb{C}$, the coherent states on $\Gamma(\mathcal{H}) = \mathbb{C} \oplus \mathbb{C} \oplus \ldots$ are sequences of the form:

$$|\psi(\alpha)\rangle = e^{-|\alpha|^2/2} \left(1, \alpha, \frac{\alpha^2}{\sqrt{2!}}, \ldots, \frac{\alpha^n}{\sqrt{n!}} \ldots\right).$$

(27)

Consider now the case when the one-particle space is $\mathcal{H} = L^2(\mathbb{R}^+)$, leading to the bosonic Fock space $\Gamma(L^2(\mathbb{R}^+))$. We will be formulating a differential (in time) description of processes on the Fock space, and $\mathbb{R}^+$ represents the time semi-axis. We emphasize that this has to be distinguished from the frequency representation, as adopted when writing the bath Hamiltonian $H_B$ in Section II. One can think of $\Gamma(L^2(\mathbb{R}^+))$ as the space describing a single field channel coupled to the system.

In general, one can consider the bosonic Fock space over the one-particle space, $L^2(\mathbb{R}^+) \otimes \mathcal{Z} = L^2(\mathbb{R}^+; \mathcal{Z})$, where $\mathcal{Z}$ is a complex separable Hilbert space, equipped with a complete orthonormal basis $(|z_i\rangle)_{i \geq 1}$. The space $\mathcal{Z}$ is called the multiplicity space of the noise. An element of $L^2(\mathbb{R}^+) \otimes \mathcal{Z}$ is a square integrable function from $\mathbb{R}^+$ into $\mathcal{Z}$. Physically, the dimension of $\mathcal{Z}$ is the number of field channels coupled to the system. When $\mathcal{Z} = \mathbb{C}$ (one-dimensional), the corresponding bosonic Fock space describes a single field channel [79]. When $\mathcal{Z} = \mathbb{C}^d$ and the $|z_i\rangle = (0, \ldots, 0, 1, 0, \ldots, 0)$ with 1 in the $i$-th slot, $i = 1, 2, \ldots, d$, is fixed as a canonical orthonormal basis in $\mathbb{C}^d$, the corresponding Fock space describes $d$ field channels coupled to the system. Since the dimension of $\mathcal{Z}$ can be infinite, it allows considering infinitely many field channels coupled to the system. To take advantage of this generality, we take the quantum noise space to be the bosonic Fock space $\Gamma(\mathcal{H})$ over $\mathcal{H} = L^2(\mathbb{R}^+) \otimes \mathcal{Z}$ in the following.

The canonical observables on the bosonic Fock space are the creation and annihilation operators associated to a vector $|u\rangle \in \mathcal{H}$, denoted $a^\dagger(u)$ and $a(u)$ respectively. They satisfy the commutation relations: $[a(u), a(v)] = 0$, $[a^\dagger(u), a^\dagger(v)] = 0$ and $[a(u), a^\dagger(v)] = \langle u|v \rangle = \int_{\mathbb{R}^+} u(s)v(s)ds$, for $|u\rangle, |v\rangle \in \mathcal{H}$. Their action on the exponential vectors is defined by:

$$a(u)|v\rangle = \langle u|v\rangle |e(v)\rangle,$$

(28)

$$a^\dagger(u)|v\rangle = \frac{d}{de}|e(v + eu)\rangle\bigg|_{e=0}.$$

(29)
for all $|u\rangle, |v\rangle \in \mathcal{H}$. Note that in the special case $u = v$, we have $a(u)|\psi(u)\rangle = \langle u|u\rangle|\psi(u)\rangle$, which is an eigenvalue relation similar to the one that defines the coherent state as eigenvector of annihilation operator in quantum optics [85]. Moreover, we have

$$a(u)|e(0)\rangle = 0,$$

$$a(u)|v\rangle^\otimes n = \sqrt{n} (u|v\rangle|v\rangle^\otimes (n-1));$$

$$a^\dagger(u)|v\rangle^\otimes n = \frac{1}{\sqrt{n} + 1} \sum_{r=0}^{n} |v\rangle^\otimes r \otimes |u\rangle \otimes |v\rangle^\otimes (n-r).$$

Since vectors of the form $|v\rangle^\otimes n$ linearly span the $n$-particle space, this shows that $a(u)$ maps the $n$-particle subspace into the $(n - 1)$-particle subspace while $a^\dagger(u)$ maps the $n$-particle subspace into the $(n + 1)$-particle subspace, justifying their names as annihilation and creation operators respectively.

The basic idea of H-P quantum stochastic calculus comes from the continuous tensor product factorization property of bosonic Fock space. The tensor product factorization property says that when the one-particle space is given by a direct sum, $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2$, we have the factorization property for the corresponding Fock space: $\Gamma(\mathcal{H}) = \Gamma(\mathcal{H}_1) \otimes \Gamma(\mathcal{H}_2)$. In our setup,

$$L^2(\mathbb{R}^+; \mathbb{Z}) = L^2([0, t]; \mathbb{Z}) \oplus L^2([t, \infty); \mathbb{Z})$$

for every $t > 0$. We exploit this property to describe the total space on which the system and the noise evolve jointly. Denote, for all $0 < s < t$:

$$\mathcal{F}_t = \mathcal{H}_s \otimes \Gamma(L^2([0, t]; \mathbb{Z})), \quad \mathcal{F}_{[s, t]} = \Gamma(L^2([s, t]; \mathbb{Z})), \quad \mathcal{F}_t = \Gamma(L^2([t, \infty); \mathbb{Z})),$$

with $\mathcal{F}_0 = \mathcal{H}_S$ (the initial space describing the system) and $\mathcal{F} = \mathcal{H}_S \otimes \Gamma(\mathcal{H})$ (the total space for the time evolution of the system in the presence of quantum noise). We then have the natural identification $\mathcal{F} = \mathcal{F}_t \otimes \mathcal{F}_t$ based on the factorization of the exponential vectors:

$$|\psi\rangle \otimes |e(u)\rangle = |\psi\rangle \otimes |e(u_{[0, t]}\rangle) \otimes |e(u_{[\infty, \infty]}\rangle),$$

where $|\psi\rangle \in \mathcal{H}_S$, $u_{[0, t]}(\tau) = 1_{[0, t]}(\tau)u(\tau), u_{[\infty, \infty]}(\tau) = 1_{[\infty, \infty]}(\tau)u(\tau)$. Note that $\mathcal{F}_t$ and $\mathcal{F}_t$ embed naturally into $\mathcal{F}$ as subspaces by tensoring with the vacuum vector.

Any vector $|u\rangle \in \mathcal{H}$ may be regarded as a $\mathbb{Z}$-valued function. For a fixed basis of $\mathbb{Z}$ (e.g. in the case when $\mathbb{Z}$ is the space $\mathbb{C}^d$ with the canonical basis $|z_k\rangle$), we set $u_k(t) = \langle z_k | u(t) \rangle z$ for $k \geq 1$, where $\langle \cdot | \rangle_\mathbb{Z}$ denotes scalar product on $\mathbb{Z}$. We define the creation and annihilation processes associated with the orthonormal basis $\{|z_k\rangle\}_{k \geq 1}$ as follows:

$$A_k^+(t) = a^\dagger(1_{[0, t]} \otimes z_k), \quad A_k(t) = a(1_{[0, t]} \otimes z_k),$$

for $k = 1, 2, \ldots$, where $1_{[0, t]}$ denotes indicator function of $[0, t]$ as an element of $L^2(\mathbb{R}^+)$. Each $A_k$ (respectively, $A_k^+$) is defined on a distinct copy of the Fock space $\Gamma(L^2(\mathbb{R}^+))$ and therefore, the $A_k$’s (respectively, $A_k^+$) are commuting. Physically, each of them represents a single channel of quantum noise input coupled to the system. Note that in the special case $\mathbb{Z} = \mathbb{C}$, the above construction only gives a single pair of creation and annihilation process and in the case $\mathbb{Z} = \mathbb{C}^d$, we have $d$ pairs of creation and annihilation processes associated with $d$ distinct noise inputs. The actions of the $A_k(t)$ on the exponential vectors are given
by the eigenvalue relations:
\[
A_k(t)|e(u)\rangle = \left( \int_0^t u_k(s)ds \right) |e(u)\rangle,
\]
and the \( A_k^†(t) \) are the corresponding adjoint processes:
\[
\langle e(v)|A_k^†(t)|e(u)\rangle = \left( \int_0^t \overline{v_k(s)}ds \right) \langle e(v)|e(u)\rangle.
\]

The above processes, which are time integrated versions of instantaneous creation and annihilation operators are two of the three kinds of fundamental noise processes introduced by Hudson and Parthasarathy. They satisfy an integrated version of the CCR:
\[
[A_k(t), A_l^†(s)] = \delta_{kl}\min(t,s), \quad [A_k(t), A_l(s)] = [A_k^†(t), A_l^†(s)] = 0.
\]

For each \( k \), their ‘future pointing’ infinitesimal time increments, \( dA_k^\#(t) := A_k^\#(t + dt) - A_k^\#(t) \), where \( \# \) denotes either creation or annihilation processes, with respect to the time interval \([t, t + dt]\), are independent processes. The independence is due to the fact that time increments with respect to non-overlapping time intervals are commuting since they are adapted with respect to \( \mathcal{F} \), i.e. they act non-trivially on the factor \( \mathcal{F}_{[t, t+dt]} \) of the space \( \mathcal{F} = \mathcal{F}_t \otimes \mathcal{F}_{[t,t+dt]} \otimes \mathcal{F}_{[t+dt]} \) and trivially, as identity operator on the remaining two factors. In other words, for a fixed \( k \),
\[
dA_k^\#(t)|e(u)\rangle = (A_k^\#(t + dt) - A_k^\#(t))|e(u)\rangle
\]
\[
= e(u_{[0,t]}) \otimes a^\#(1_{[t,t+dt]} \otimes z_k) e(u_{[t,t+dt]}) \otimes e(u_{[t+dt,\infty]}),
\]
where the operators \( a^\# \) are defined in (36). Therefore, any Hermitian noise processes \( M(t) \) that are appropriate combinations of the \( A_k^\#(t) \) (for instance, the quantum Wiener processes introduced later in (44)) have independent time increments, i.e. if we define the characteristic function of \( M \) with respect to the coherent state, \( |\psi(u)\rangle \), as \( \varphi_M(\lambda) := \langle \psi(u)|e^{i\lambda M}|\psi(u)\rangle \), then for any two times \( s \leq t \), we see that their joint characteristic function with respect to the coherent states is the product of individual characteristic functions:
\[
\varphi_{M(s),M(t)-M(s)}(\lambda_s, \lambda_t) := \langle \psi(u)|e^{i\lambda_s M(s)}e^{i\lambda_t (M(t)-M(s))}|\psi(u)\rangle
\]
\[
= \varphi_M(\lambda_s) \varphi_{M(t)-M(s)}(\lambda_t).
\]

This property is a quantum analog of the notion of processes with independent increments in classical probability.

**Remark IV.1.** In quantum field theory, the operators \( A_k(t) \) and \( A_k^†(t) \) are called the smeared field operators and are usually written formally as:
\[
A_k(t) = \int_0^t b_k(s)ds, \quad A_k^†(t) = \int_0^t \overline{b_k}(s)ds,
\]
where the \( b_k(t) = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} \tilde{b}_k(\omega)e^{-i\omega t}d\omega \) and \( \overline{b}_k(t) = \frac{1}{\sqrt{2\pi}} \int_\mathbb{R} \overline{\tilde{b}_k}(\omega)e^{i\omega t}d\omega \) are the idealized Bose field processes satisfying the singular CCR: \( [b_k(t), \overline{b}_k^†(s)] = \delta_{kl}\delta(t-s) \) [15]. Physically, since \( b_k^†(s) \) creates a particle at time \( s \) through the \( k \)th noise channel, \( A_k^†(t) \) creates a particle that survives up to time \( t \). These formal expressions for the annihilation and creation processes are simpler to work with than the more regular integrated processes.
defined in (37)-(38). As remarked on page 39 of [79], the more fundamental processes from the underlying physics point of view are the quantum field processes, not the rigorously defined, more regular integrated processes.

Exploiting the structure of bosonic Fock space and the properties of the fundamental noise processes outlined above, Hudson and Parthasarathy developed and studied quantum stochastic integrals with respect to these fundamental processes for a suitable class of adapted integrand processes, in analogy with the constructions of the classical Itô theory. The most important result of the calculus is the quantum Itô formula, which describes how the classical Leibnitz formula for the time-differential of a product of two functions gets corrected when these functions depend explicitly on the fundamental processes. In the vacuum state, the quantum Itô formula can be summarized by:

\[ dA_k(t)dA_k^\dagger(t) = \delta_{kl}dt \]  

(43)

and all other products of differentials that involve \(dA_k(t), dA_k^\dagger(t)\) and \(dt\) vanish. This can be viewed as a chain rule with Wick ordering [86] and as a quantum analogue of the classical Itô formula.

In particular, with respect to the initial vacuum state, the field quadratures \(W^0_k(t) = A_k(t) + A_k^\dagger(t)\) \((k = 1, 2, \ldots)\) are mean zero Hermitian Gaussian processes with variance \(t\). Therefore, they can be viewed as quantum analogue of classical Wiener processes and their formal time derivatives, \(dW^0_k(t)/dt = b_k(t) + b_k^\dagger(t)\), are quantum analogues of the classical white noises. If one takes \(Z = \mathbb{C}^d\), then \((W^0_1, W^0_2, \ldots, W^0_d)\) is a collection of commuting processes and thus form a quantum analogue of \(d\)-dimensional classical Wiener process in the vacuum state. Moreover, one has \(dW^0_i(t)dW^0_j(t) = \delta_{ij}dt\), which is the classical Itô correction formula for Wiener process. These results hold for a more general class of field observables:

\[ W^{\theta}_k(t) = e^{-i\theta_k}A_k(t) + e^{i\theta_k}A_k^\dagger(t), \]  

(44)

where \(\theta_k \in \mathbb{R}\) is a phase angle. We refer to the \(W^{\theta}_k(t)\) as quantum Wiener processes, as they are operator-valued processes on a Fock space, analogous to classical Wiener processes.

In contrast to closed quantum system’s unitary evolution, interaction with an environment leads to randomness in the unitary evolution of an open quantum system. Using the quantum Itô formula, Hudson and Parthasarathy deduced the general form of a unitary, reversible, Markovian evolution for a system interacting with an environment described by the fundamental noise processes. The unitary evolution operator, \(V(t)\), of the whole system, in the interaction picture with respect to the free field dynamics, is found to satisfy an Itô SDE of the following form:

\[ dV(t) = \left( \frac{i}{\hbar}H_e - \frac{1}{2} \sum_k L_k^\dagger L_k \right) dt + \sum_k \left( L_k^\dagger dA_k(t) - L_k dA_k^\dagger(t) \right) V(t), \]  

(45)

\[ V(0) = I, \]  

(46)

associated to the system operators \((H_e, \{L_k\})\), where \(H_e = H_e^\dagger\) is an effective Hamiltonian and the \(L_k\) are Lindblad coupling operators. It can be viewed as a noisy Schrödinger equation. The evolution of a noisy system observable, \(X\), initially defined on \(\mathcal{H}_S\), can also be obtained. By applying the quantum Itô formula, one can deduce that its evolution,
Remark IV.2. Following Remark IV.1, one can introduce the notion of quantum colored noise [88, 89]. For $k = 1, 2, \ldots$, define

$$b_{g,k}^\dagger(t) := \frac{1}{\sqrt{2\pi}} \int_R \hat{b}_{k}^\dagger(\omega)e^{i\omega t}\hat{g}(\omega)d\omega, \quad b_{g,k}(t) := \frac{1}{\sqrt{2\pi}} \int_R \hat{b}_{k}(\omega)e^{-i\omega t}\hat{g}(\omega)d\omega,$$

(52)

where $\hat{g}(\omega)$ and $\hat{b}_{k}(\omega)$ denote the Fourier transform of $g(t)$ and $b_{k}(t)$ respectively. Note that $b_{g,k}^\dagger(t)$ is the inverse Fourier transform of $\hat{b}_{k}^\dagger(\omega)\hat{g}(\omega)$ and so by the convolution theorem we have:

$$b_{g,k}^\dagger(t) = \frac{1}{\sqrt{2\pi}} \int_R g(t-s)b_{k}^\dagger(s)ds = \frac{1}{\sqrt{2\pi}} \int_R g(t-s)dA_k^\dagger(s),$$

(53)

where the $A_k^\dagger(s)$ are creation processes. This is reminiscent of the formula for classical colored noise defined via filtering of white noise [90]:

$$\int_R \gamma(t-s)1_{\{s \leq t\}}(s)dB_s = \int_{-\infty}^t \gamma(t-s)dB_s,$$

(54)

where $\gamma(t)$ describes the filter and $B = (B_s)$ is a classical Wiener process. In the limit $g \to 1$ (flat spectrum limit), the $b_{g,k}^\dagger(t)$ converge to the fundamental noise process $b_{k}^\dagger(t) = dA_k^\dagger/dt.$ Similar remarks apply to $b_{g,k}(t)$ and to appropriate linear combinations of $b_{g,k}(t)$ and $b_{g,k}^\dagger(t),$ which therefore deserve to be called quantum colored noise processes.
V. QSDE’S FOR QUANTUM NOISE

Guided by formula of the symmetric correlation function in (19) and the plan outlined in Section III, we model the quantum noise by:
\[
\sum_{k=0}^{\infty} \eta_k(t),
\]
(55)
where the \( \eta_k(t) \) are independent quantum Ornstein-Uhlenbeck processes [91], satisfying the SDEs:
\[
d\eta_k(t) = -\alpha_k \eta_k(t)dt + \sqrt{\lambda_k} dW^\theta_k(t), \quad \eta_k(0) = \eta_k.
\]
(56)
Here the \( W^\theta_k \) are independent quantum Wiener processes defined in Section IV and the \( \eta_k \) are initial variables on a copy of Fock space. For a fixed \( \theta \), independence and commutation for these processes can be achieved by realizing the \( \eta_k(t) \) on distinct copies of Fock space, i.e.
\[
\sum_{k=0}^{\infty} \eta_k(t) = \eta_0(t) \otimes I \otimes I \otimes \cdots + I \otimes \eta_1(t) \otimes I \otimes \cdots + \cdots
\]
(57)
on \( \bigotimes_{k=0}^{\infty} \Gamma(L^2(\mathbb{R}^+) \otimes \mathcal{K}) \) where the multiplicity space \( \mathcal{K} \) is a sequence space whose elements are of the form \((x_0, x_1, x_2, \ldots)\), with each \( x_i \in \mathbb{C} \). From now on, each \( \eta_k \) is understood to be
\[
I \otimes \cdots \otimes I \otimes \eta_k \otimes I \otimes \cdots
\]
(58)and similarly for each \( W^\theta_k \).

The formal solution to the SDE (56) is given by:
\[
\eta_k(t) = \eta_k e^{-\alpha_k t} + \sqrt{\lambda_k} \int_0^t e^{-\alpha_k(t-s)} dW^\theta_k(s).
\]
(59)
Since there is a unique stationary solution of the SDEs (56), for all \( k \) and \( s \in [0, t] \):
\[
E''_{\infty}[\eta_k^2] = \frac{\lambda_k}{2\alpha_k}, \quad E''_{\infty}[\eta_k W^\theta_k(s)] = E''_{\infty}[W^\theta_k(s)\eta_k] = 0,
\]
(60)
where \( E''_{\infty} \) denotes expectation with respect to the vacuum state associated with \( \Omega \otimes \Omega \otimes \cdots \) on the enlarged Fock space \( \Gamma(L^2(\mathbb{R}^+) \otimes \mathcal{K}) \). Then, with the parameters \( \alpha_n \) and \( \lambda_n \) defined by
\[
\alpha_n = \nu_n 1_{\{n \geq 1\}} + \Lambda 1_{\{n=0\}} > 0
\]
and
\[
\lambda_n = \frac{4\nu_n^2 \Lambda^2 k_B T}{\nu_n^2 - \Lambda^2} 1_{\{n \geq 1\}} + \hbar \Lambda^3 \cot \left( \frac{\hbar \Lambda}{2k_B T} \right) 1_{\{n=0\}} > 0,
\]
(62)
it can be verified that
\[ E''_\infty \left[ \frac{\{ \sum_k \eta_k(t), \sum_l \eta_l(s) \}}{2} \right] = D_1(t - s), \] (63)
where \( D_1 \) is given in (19).

Equations (61) and (62) establish a link between the quantum noise as introduced in eqn. (55) and the physical model of Section II. We remark that there is freedom in the above construction of quantum noise, as the driving noise process, \( (W^\theta_k) \), is a family of quantum Wiener processes parametrized by \( \theta \). On the one hand, the choice of the parameter should be fixed by physical considerations, i.e. by the nature of the field that the system couples to in the microscopic model. On the other hand, one would like to show that the quantum noises describe a Markovian system, so one should write the SDEs (56) in a H-P QSDE form.

To this end, let \( \xi_k(t) \) and \( \eta_k(t) \) be canonical conjugate bath observables that obey the commutation relation \([\xi_j(t), \eta_k(t)] = i\hbar \delta_{jk}I\) for all \( t \geq 0 \). Suppose that the evolution of each pair \((\xi_k(t), \eta_k(t))\) is Markovian and can be described by the H-P QSDEs associated with \((H_k, L_k)\), where
\[ H_k = \frac{\eta_k^2}{2} + \frac{\alpha_k}{4} \{ \xi_k, \eta_k \}, \quad L_k = \frac{\sqrt{\lambda_k}}{\hbar} \xi_k + i \frac{\alpha_k}{2\sqrt{\lambda_k}} \eta_k, \] (64)
where \( \alpha_k \) and \( \lambda_k \) are given as before. Therefore, they solve the H-P QSDEs:
\[ d\xi_k(t) = \eta_k(t)dt + \frac{\hbar \alpha_k}{2\sqrt{\lambda_k}} dW_k^\pi(t), \] (65)
\[ d\eta_k(t) = -\alpha_k \eta_k(t)dt + \sqrt{\lambda_k} dW_k^{-\pi/2}(t), \] (66)
where
\[ W_k^\pi(t) = -(A_k(t) + A_k^\dagger(t)), \quad W_k^{-\pi/2}(t) = i(A_k(t) - A_k^\dagger(t)) \] (67)
are noncommuting, conjugate quantum Wiener processes satisfying \([W_k^\pi(t), W_k^{-\pi/2}(s)] = 2i\delta(t - s)I\). Modulo the negative factor, one can view the formal time derivatives of the \( W_k^\pi(t) \) and \( W_k^{-\pi/2}(t) \) as the noises arising from the position and momentum field observables respectively. We fix the freedom in our construction by taking the Markovian system (65)-(66) as the model for noise. Therefore, we take \( \sum_k \eta_k(t) \) to be the quantum colored noise that models the action of the heat bath on the evolution of the system’s observables.

Physically, one can think of our quantum noise model as equivalent to a model of infinitely many non-interacting ancillas that convert the white noise to colored noise through a channel at each Matsubara frequency [92]. That one needs infinitely many ancillas is due to the fact that there are infinitely many transition (Bohr) energies, each of which equals the energy of a boson with a particular Matsubara frequency in the bath. According to our noise model, when a boson with the Matsubara frequency \( \nu_k \) is created or annihilated, the energy transition does not occur instantaneously but happens on the time scale of \( 1/\alpha_k \) via a channel associated with \( \nu_k \).
VI. THE RESCALED MODEL AND SDE’S

We set \( m = m_0 \varepsilon, \Lambda = E_\Lambda / \varepsilon \) and \( \hbar = \varepsilon \), where \( m_0 \) and \( E_\Lambda \) are fixed positive constants and \( \varepsilon > 0 \) is a small parameter, so that \( \hbar \Lambda = E_\Lambda \) (the maximum energy of bosons in the bath) and \( m / \hbar = m_0 \) (proportional to the de Broglie wavelength of the Brownian particle) are fixed in the Hamiltonian.

These scalings of the model parameters are motivated as follows. An atom’s mass is often small and so are the characteristic time scales of the quantum bath. On the other hand, for small Planck constant the equipartition theorem is valid, so the mean kinetic energy of the system is \( O(1) \) (i.e. of order 1) as \( \varepsilon \to 0 \). This has to be compared to the classical case, where the fact that the kinetic energy is \( O(1) \) leads to the presence of noise-induced drift in the small \( m \) limit when the original system is subject to state-dependent damping and diffusion [4]. Hence, this suggests that the scalings give meaningful effective dynamics in the limit \( \varepsilon \to 0 \).

Next, we elucidate our scalings in the context of separation of time scales. Taking \( \varepsilon \to 0 \) is equivalent to taking the joint limit of small mass \( (m \to 0) \), the memoryless limit \( (\Lambda \to \infty) \) (which also implies the small noise correlation time limit, due to the quantum fluctuation-dissipation relation) and the classical limit \( (\hbar \to 0) \). Note that in the limit the spectral density \( J(\omega) \) becomes strictly Ohmic, since the cutoff is removed as \( \varepsilon \to 0 \). In other words, the inertial time scale, the memory time scale, the noise correlation time scale and the quantum time scale vanish simultaneously at the same rate as we take \( \varepsilon \to 0 \) in the rescaled model. This limit is a quantum version of the one studied in [36].

Upon applying the above rescalings, the parameters in the QSDEs for the \( \xi_n(t) \) and \( \eta_n(t) \) in Section V become

\[
\alpha_n = \frac{2\pi nk_BT}{\varepsilon} 1_{\{n \geq 1\}} + \frac{E_\Lambda}{\varepsilon} 1_{\{n=0\}} =: \frac{1}{\varepsilon} a_n, \tag{68}
\]

and

\[
\lambda_n = \frac{4k_BT(2\pi nk_BT)^2}{(2\pi nk_BT)^2 - E_\Lambda^2} 1_{\{n \geq 1\}} + E_\Lambda \cot \left( \frac{E_\Lambda}{2k_BT} \right) \frac{E_\Lambda^2}{\varepsilon^2} 1_{\{n=0\}} =: \frac{1}{\varepsilon^2} \Sigma_n^2. \tag{69}
\]

Notice that in the following the relevant parameters are \( a_n \) and \( \Sigma_n \) as defined in eqns. \(68\) and \(69\). The rescaled version of the resulting Heisenberg-Langevin equations \((8)-(9)\) can be cast as the following system of SDEs on the total space \( \mathcal{F} = \mathcal{H}_S \otimes \Gamma(\mathcal{L}^2(\mathbb{R}^+) \otimes \mathcal{K})\):

\[
dX(t) = V(t)dt, \tag{70}
\]

\[
m_0 cdV(t) = -U'(X(t))dt + f'(X(t)) \sum_{n=0}^{\infty} \eta_n(t)dt - f'(X(t))Y(t)dt, \tag{71}
\]

\[
dZ(t) = Y(t)dt, \tag{72}
\]

\[
\epsilon dY(t) = -E_\Lambda Y(t)dt + E_\Lambda f'(X(t))V(t)dt - i \frac{E_\Lambda}{2m_0} f''(X(t))dt, \tag{73}
\]

\[
d\xi_n(t) = \eta_n(t)dt + \sqrt{\frac{a_n}{2\Sigma_n}} dW_\pi^n(t), \quad n = 0, 1, 2, \ldots, \tag{74}
\]

\[
\epsilon d\eta_n(t) = -a_n \eta_n(t)dt + \Sigma_n dW^{-\pi/2}_n(t), \quad n = 0, 1, 2, \ldots, \tag{75}
\]
where we have defined the auxiliary quantum stochastic process

\[
Y(t) = \frac{E_A}{\epsilon} \int_0^t e^{-\frac{E_A}{\epsilon}(t-s)} \frac{f'(X(s)), V(s)}{2} ds
\]  

(76)

and used the commutation relation \([P, f'(X)] = -if''(X)/2m\) to rearrange the order, so that \(V(t)\) appears last in (73). Note that it is crucial that we have the scaling \(\frac{\hbar}{m} = \frac{1}{m}\) so that the last term on the right hand side of (73) is \(O(1)\). It should be clear from the context which factor of the total space the operators act non-trivially on. For instance, \(X = X(t=0) = X(t=0) \otimes I_0 \otimes I_1 \otimes \ldots; \xi_n(t) = I \otimes I_0 \otimes \ldots \otimes I_{n-1} \otimes \xi_n(t) \otimes I_{n+1} \otimes \ldots;\) for \(n = 0, 1, \ldots;\) etc, where \(I\) is identity operator on \(H_S\) and \(I_n\) is identity operator on the \(n\)th copy of Fock space.

From now on, vectors and matrices whose elements are operators will be denoted by bold letters. For an operator matrix \(A = (A_{ij})_{i,j=0,1,2,...}\), its transpose, denoted by \(^T\), is defined as \((A_{ij})_{i,j=0,1,2,...}^T := (A_{ji})_{i,j=0,1,2,...}\). The action of \(A\) on an operator vector \(x = (x_j)_{j=0,1,2,...}\), written as \(Ax\), results in another operator vector \((\sum_j A_{ij}x_j)_{i=0,1,2,...}\). If \(A\) is diagonal, we write it as \(\text{diag}(A_k)_{k=0,1,2,...}\).

Introducing the operator vectors

\[
X_t = [X(t) \ Z(t) \ \xi_0(t) \ \cdots \ \xi_N(t) \ \cdots]^T, \quad V_t = [V(t) \ Y(t) \ \eta_0(t) \ \cdots \ \eta_N(t) \ \cdots]^T
\]

(77)

we rewrite the above system in a more compact way:

\[
dX_t = V_{i,t} dt + \epsilon \mu dW^i_t,
\]

\[
\epsilon dV_t = -\gamma(X(t))V_{i,t} dt + F(X(t)) dt + \sigma dW_t^{-n/2},
\]

(78)

(79)

with the initial conditions \(X_t = X\) and \(V_t = V\).

In the above, \(\gamma(X(t))\) (the superoperator that acts on \(V_t\)) denotes the block operator matrix, whose entries depend on \(X(t)\), given by

\[
\gamma(X(t)) = \begin{bmatrix} A(X(t)) & B(X(t)) \\ 0 & D \end{bmatrix},
\]

(80)

with

\[
A(X(t)) = \begin{bmatrix} 0 & f'(X(t)) \\ -E_A f'(X(t)) & \frac{m_0}{E_A} \end{bmatrix},
\]

(81)

\[
B(X(t)) = \begin{bmatrix} f'(X(t)) \\ \frac{m_0}{0} \\ \cdots \end{bmatrix}, \quad 0 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ \vdots & \vdots \end{bmatrix},
\]

(82)

\[
D = \text{diag}(a_n)_{n=0,1,..} \text{ is the diagonal operator matrix},
\]

\[
F(X(t)) = \begin{bmatrix} -U'(X(t)) \\ -\frac{E_A}{2m_0} f''(X(t)) & 0 & 0 & \cdots \end{bmatrix}^T
\]

(83)
\( \mu \) is the block operator matrix given by
\[
\mu = \begin{bmatrix} 0^T \\ \mu_1 \end{bmatrix}, \text{ with } \mu_1 = \text{diag } \left( \frac{a_n}{2\Sigma_n} \right)_{n=0,1,\ldots}, \tag{84}
\]

\( \sigma \) is the block operator matrix given by
\[
\sigma = \begin{bmatrix} 0^T \\ \Sigma \end{bmatrix}, \text{ with } \Sigma = \text{diag } (\Sigma_n)_{n=0,1,\ldots}, \tag{85}
\]

and
\[
W_t^\pi = [W_0^\pi(t) \ W_1^\pi(t) \ldots]^T \text{ and } W_t^{-\pi/2} = [W_0^{-\pi/2}(t) \ W_1^{-\pi/2}(t) \ldots]^T. \tag{86}
\]

In the above, the scalar-looking entries are really scalar multiples of appropriate identity operators. In particular, 0 denotes the zero operator on appropriate space.

**VII. FORMAL DERIVATION OF LIMITING EQUATION**

We are interested in the limit as \( \epsilon \to 0 \) of (78)-(79). These equations are similar to the ones studied in [32] and we adapt the techniques employed there and use the main results from quantum Itô calculus outlined in Section IV to study the limit problem.

In the limit \( \epsilon \to 0 \), we expect that \( X_t \) is a slow variable compared to \( V_t \). In the following, we formally derive the limiting equation for the first component of \( X_t \), i.e. the particle’s position \( X(t) \), in the limit \( \epsilon \to 0 \). To give meanings to our derivations, one considers the action of an operator, say \( Z(t) \), on a vector of the form \( \psi \otimes e(u) \), i.e.
\[
Z(t)(\psi \otimes e(u)), \text{ where } \psi \in \mathcal{H}_S \text{ and } e(u) \text{ is the exponential vector associated with } u \in L^2(\mathbb{R}^+) \otimes K.
\]
We suppress this interpretation of operators in the following and work directly with the operators.

A rewriting of (79) leads to:
\[
V_t dt = -c\hat{\gamma}^{-1}(X(t))dV_t + \hat{\gamma}^{-1}(X(t))F(X(t))dt + \hat{\gamma}^{-1}(X(t))\sigma dW_t^{-\pi/2}, \tag{87}
\]

where \( \hat{\gamma}^{-1} \) satisfies \( \hat{\gamma}^{-1}\hat{\gamma} = \hat{\gamma}\hat{\gamma}^{-1} = I \) and can be verified to be given by the following block operator matrix:
\[
\hat{\gamma}^{-1}(X(t)) = \begin{bmatrix}
A^{-1}(X(t)) & -A^{-1}(X(t))B(X(t))D^{-1} \\
0 & D^{-1}
\end{bmatrix}, \tag{88}
\]

where
\[
A^{-1}(X(t)) = \begin{bmatrix}
\frac{m_0[f'(X(t))]^2}{m_0[f'(X(t))]^{-1}} & -[a_0f'(X(t))]^{-1} \\
[1] & 0
\end{bmatrix}, \tag{89}
\]

\[
-A^{-1}(X(t))B(X(t))D^{-1} = \begin{bmatrix}
[a_0f'(X(t))]^{-1} [a_1f'(X(t))]^{-1} & \cdots \\
\frac{a_0^{-1}}{a_1^{-1}} & \cdots
\end{bmatrix}, \tag{90}
\]

and
\[
D^{-1}(X(t)) = \text{diag}(a_n^{-1})_{n=0,1,\ldots}. \tag{91}
\]
As \(dX_t = V_t dt + \epsilon \mu dW_t^\epsilon\), it follows that we can write \(X_t\) in the integral form:

\[
X_t = X - \int_0^t \epsilon \tilde{\gamma}^{-1}(X(s))dV_s + \int_0^t \tilde{\gamma}^{-1}(X(s))F(X(s))ds + \int_0^t \tilde{\gamma}^{-1}(X(s))\sigma dW_s^{-\gamma/2} + \epsilon \mu (W_t^\epsilon - W^\epsilon).
\]  

(92)

The only terms that depend explicitly on \(\epsilon\) on the right hand side above are the second term and the last term. Therefore, we study the asymptotic behavior of these terms as \(\epsilon \to 0\). The last term will tend to zero as \(\epsilon \to 0\). For the second term, we consider the components of the operator process \(\int_0^t \epsilon \tilde{\gamma}^{-1}(X(s))dV_s = [D_1(t) \ D_2(t) \ \cdots]^T\), where

\[
D_1(t) = \int_0^t [f'(X(s))]^{-2}m_0 \epsilon dV(s) - \int_0^t [a_0 f'(X(s))]^{-1} \epsilon dY(s)
\]

\[
+ \sum_{n=0}^{\infty} \int_0^t [a_n f'(X(s))]^{-1} \epsilon d\eta_n(s),
\]

(93)

\[
D_2(t) = \int_0^t [f'(X(s))]^{-1}m_0 \epsilon dV(s) + \sum_{n=0}^{\infty} \int_0^t \frac{\epsilon}{a_n} d\eta_n(s),
\]

(94)

\[
D_{n+3}(t) = \frac{\epsilon}{a_n} (\eta_n(t) - \eta_n), \quad n = 0, 1, 2, \ldots.
\]

(95)

In particular, the first component of \(X_t\) is given by:

\[
X(t) = X - D_1(t) - \int_0^t [f'(X(s))]^{-2}U'(X(s))ds + \frac{i}{2m_0} \int_0^t [f'(X(s))]^{-1}f''(X(s))ds
\]

\[
+ \int_0^t \sum_{n=0}^{\infty} \frac{\sum_n}{a_n} [f'(X(s))]^{-1}dW_{n-\gamma/2}(s).
\]

(96)

Integrating by parts, we can write the first integral in (93) as:

\[
\int_0^t [f'(X(s))]^{-2}m_0 \epsilon dV(s) = [f'(X(t))]^{-2}m_0 \epsilon V(t) - [f'(X)]^{-2}m_0 \epsilon V
\]

\[
- \int_0^t \frac{d}{ds} \left( [f'(X(s))]^{-2} \right) m_0 \epsilon V(s)ds.
\]

(97)

Next, we make a remark on taking derivatives of operator-valued functions. Let \(h(X(s))\) be a function, depending on the position process \(X(s)\), which can be expanded in a power series. The formula for the derivative of the operator inverse reads

\[
\frac{d}{ds} ([h(X(s))]^{-1}) = -[h(X(s))]^{-1} \left( \frac{d}{ds} [h(X(s))] \right) [h(X(s))]^{-1}.
\]

(98)

For \(h(X(s)) = X(s)^p\), where \(p = 2, 3, \ldots\), rearranging the order to move \(V(s)\) to the right, one obtains:

\[
\frac{d}{ds} X(s)^p = pX(s)^{p-1}V(s) - \frac{i\hbar}{m} X(s)^{p-2}c(p),
\]

(99)
where \( c(p) \) is a constant depending on \( p \). From this, one deduces:

\[
\frac{d}{ds} [h(X(s))] = \left( \frac{\partial}{\partial X(s)} h(X(s)) \right) V(s) - \frac{i\hbar}{m} g(X(s)),
\]

for some function \( g \), where \( \frac{\partial}{\partial X(s)} \) denotes formal derivative with respect to \( X(s) \). Using this, it can be shown that, for some function \( k \),

\[
\frac{d}{ds} \left[ (h(X(s)))^{-1} \right] = - (h(X(s)))^{-1} \left( \frac{\partial}{\partial X(s)} h(X(s)) \right) \left[ (h(X(s)))^{-1} V(s) + \frac{i\hbar}{m} k(X(s)) \right]
\]

\[
= \frac{\partial}{\partial X(s)} [(h(X(s)))^{-1}] V(s) + \frac{i\hbar}{m} k(X(s)).
\]

Note that \( \hbar/m = 1/m_0 \) is independent of \( \epsilon \) and the above remark allows us to apply the following chain rule for operators:

\[
\frac{d}{ds} \left( [f'(X(s))]^{-2} \right) = \frac{\partial}{\partial X(s)} ([f'(X(s))]^{-2}) V(s) + \frac{i}{m_0} l(X(s)),
\]

for some function \( l \), so that

\[
\int_0^t [f'(X(s))]^{-2} m_0 \epsilon dV(s) = [f'(X(t))]^{-2} m_0 \epsilon V(t) - [f'(X)]^{-2} m_0 \epsilon V
\]

\[
- \int_0^t \left( \frac{\partial}{\partial X(s)} [f'(X(s))]^{-2} \right) m_0 \epsilon V(s)^2 ds - i \int_0^t l(X(s)) V(s) ds
\]

Guided by the estimates in the classical case [36], we expect that the terms in the above expression, which contain the momentum process, \( \epsilon V(s), s \in [0, t] \), tend to zero as \( \epsilon \to 0 \) and the terms containing the “kinetic energy”, \( \epsilon V(s)^2, \) are \( O(1) \) as \( \epsilon \to 0 \). Physically, these statements can be justified by arguing that the momentum process is a fast variable that equilibrates rapidly and the equipartition theorem becomes valid in the considered limit, respectively. It is these contributions from \( \epsilon V(s)^2 \) that invalidate the naive procedure to obtain the limiting equation by simply setting \( \epsilon \) to zero in the pre-limit equations; one expects to obtain correction drift terms in the limiting equation for particle’s position.

Similarly, we can repeat the above calculations and arguments for the other integral terms in (93). We are thus left with the problem of deriving the limiting expressions for \( \epsilon V(s)^2, \epsilon V(s) Y(s), \epsilon V(s) \eta_n(s), n = 0, 1, \ldots \) as \( \epsilon \to 0 \).

To derive them, we apply quantum Itô formula to

\[
\epsilon^2 V_s V_s^T = \epsilon^2 \begin{bmatrix}
V(s)^2 & V(s)Y(s) & \cdots & V(s)\eta_N(s) & \cdots \\
V(s)Y(s) & Y(s)^2 & \cdots & Y(s)\eta_N(s) & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
\eta_N(s)V(s) & \eta_N(s)Y(s) & \cdots & \eta_N^2(s) & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots
\end{bmatrix},
\]

where the entries should be interpreted as tensor products of operators.
This gives:

\[ d[(\epsilon V_s)(\epsilon V_s^T)] = d[\epsilon V_s]eV_s^T + eV_s d[\epsilon V_s^T] + d[\epsilon V_s]d[\epsilon V_s^T] \]

\[ = [-\dot{\gamma}(X(s))V_s + F(X(s)) + \sigma dW^{-\pi/2}_s]eV_s^T ds \]

\[ + eV_s[-\dot{\gamma}(X(s))V_s + F(X(s)) + \sigma dW^{-\pi/2}_s]^T ds + \sigma \sigma^T ds, \quad (105) \]

where we have used the quantum Itô formula (43) to compute:

\[ dW^{-\pi/2}_s d(W^{-\pi/2}_s)^T = Ids. \quad (106) \]

Rearranging, we obtain the following operator Lyapunov equation [93, 94]:

\[ \dot{T}(J) := \Gamma J + J \Gamma^T = B_1 + B_2 + B_3, \quad (107) \]

where

\[ \Gamma = \dot{\gamma}(X(s)), \quad J = \epsilon V_s V_s^T ds, \quad B_1 = -d[\epsilon^2 V_s V_s^T], \quad (108) \]

\[ B_2 = \epsilon[(\sigma dW^{-\pi/2}_s + F(X(s))V_s^T + V_s(d(W^{-\pi/2}_s)^T \sigma^T + F(X(s))^T)]ds, \quad (109) \]

\[ B_3 = \sigma \sigma^T ds. \]

The formal solution to this equation can be written as

\[ J = \dot{T}^{-1}(B_1) + \dot{T}^{-1}(B_2) + \dot{T}^{-1}(B_3). \quad (110) \]

By previous arguments on the asymptotic behavior of the momentum process, we expect that \( \dot{T}^{-1}(B_1) \) and \( \dot{T}^{-1}(B_2) \) tend to zero as \( \epsilon \to 0 \).

Therefore, in the limit \( \epsilon \to 0 \), \( \epsilon V_s V_s^T \) converges to the solution, \( \dot{J} \), of the operator Lyapunov equation:

\[ \dot{\gamma}(\bar{X}(s))\dot{J} + \dot{\gamma} \dot{\gamma}(\bar{X}(s))^T = \sigma \sigma^T. \quad (111) \]

Solving the above equation for \( \dot{J} \) allows us to extract the limits of \( \epsilon V(s)^2 \), \( \epsilon V(s)Y(s) \) and \( \epsilon V(s)\eta_n(s), n = 0, 1, \ldots \), which we denote by \( J_{1,1}, J_{1,2}, J_{1,n+3} \) for \( n = 0, 1, \ldots \), respectively. We refer to Appendix B for the solution of this equation. This is what we need to determine the asymptotic behavior of \( X(t) \) in (96) as \( \epsilon \to 0 \). The following limiting equation for \( \bar{X}(t) \) is the main result of this paper. It is derived for a large class of non-Markovian QBMs with inhomogeneous damping and diffusion and is valid for positive temperature.

**The Main Result.** In the limit \( \epsilon \to 0 \), the particle’s position, \( X(t) \), converges to the solution, \( \bar{X}(t) \), of the following equation:

\[ d\bar{X}(t) = -[f'(\bar{X}(t))]^{-2}U'(\bar{X}(t))dt + \frac{i}{2m_0}[f'(\bar{X}(t))]^{-1}f''(\bar{X}(t))dt + S(\bar{X}(t))dt \]

\[ + [f'(\bar{X}(t))]^{-1} \left( \sqrt{a_0 \cot \left( \frac{a_0}{2k_BT} \right)} dW_0^{-\pi/2}(t) + \sum_{n=1}^{\infty} \sqrt{\frac{4a_0^3k_BT}{a_n^2 - a_0^2}} dW_n^{-\pi/2}(t) \right), \quad (112) \]
where $S(\bar{X}(t))$ is the quantum noise-induced drift, arising in the limit of simultaneously vanishing inertial, memory, noise correlation and quantum time scales, given by:

$$S(\bar{X}) = \left( \frac{\partial}{\partial \bar{X}} [f']^{-2} \right) \frac{a_0}{2} \cot \left( \frac{a_0}{2k_B T} \right)$$

$$+ \left( \frac{\partial}{\partial \bar{X}} [f']^{-2} \right) \sum_{n=1}^{\infty} \frac{2k_BT a_0^2}{a_n^2 - a_0^2} \left( I + \frac{a_n}{m_0 a_n(a_n + a_0)} (f')^2 \right) \left( I + \frac{a_0}{m_0 a_n(a_n + a_0)} (f')^2 \right)^{-1} \right \} f',$$  \hspace{1cm} (113)

where $a_0 = E_A$, $a_n = 2\pi n k_B T$ and the $W_0^{-\pi/2}(t) = \bar{X}(A_n(t) - A_n^e(t))$, $n = 0, 1, \ldots$, are independent quantum Wiener processes introduced in (44) of Section IV.

We make a few remarks about the limiting equation (112).

First, as in the classical case, it contains drift correction terms induced by vanishing of all the characteristic time scales. The presence of such noise-induced drift is a consequence of nonlinear coupling in the QBM model. Expanding $S(\bar{X})$ about large $T$, we see that:

$$S(\bar{X}) = \frac{\partial}{\partial \bar{X}} ([f'(\bar{X})]^{-2}) k_B T + O(1/T),$$  \hspace{1cm} (114)

and so the form of the zeroth order contribution coincides with the classical noise-induced drift obtained in the case of equilibrium bath where the Einstein’s relation is satisfied (c.f. (101) in [32] with $D = [f']^{-2} k_B T$). Moreover, the zeroth order contribution after expanding in large $T$ for the noise terms reads

$$[f']^{-2} \sqrt{2k_BT} dW_0^{-\pi/2}(t),$$  \hspace{1cm} (115)

whose form (modulo the quantum nature of the noise $W_0^{-\pi/2}$) is identical to that in the classical result. Therefore, we see that our quantum noise-induced drift consists of a classical counterpart (the first term in the formula for $S(\bar{X})$ above), which reduces to the classical noise-induced drift in the high temperature regime, and also several drift terms that are purely quantum in origin. The latter drifts depend explicitly on both bath parameters $a_n$ and $E_A$. Note that, in contrast to the classical results and to the linear coupling case, we have an additional term (the contribution involving the imaginary number) in the limiting equation due to inhomogeneous nature of the bath.

Second, in the linear coupling ($f(\bar{X}) = \bar{X}$) case, the limiting equation reduces to:

$$d\bar{X}(t) = -U'(\bar{X}(t))dt + \sqrt{E_A} \cot \left( \frac{E_A}{2k_B T} \right) dW_0^{-\pi/2}(t) + \sum_{n=1}^{\infty} \sqrt{\frac{4E_A^2 k_B T}{a_n^2 - E_A^2}} dW_n^{-\pi/2}(t).$$  \hspace{1cm} (116)

In contrast to the results obtained in the literature (see for instance, eqn. (14) in [42]), the limiting equation is not a classical SDE, but a QSDE driven by quantum thermal noises. At low temperature, all the quantum noise terms in the above expression contribute significantly to the limiting dynamics. While this is in agreement with the finding in [42] that quantum fluctuations play an important role at low temperatures, the detailed expression of this role obtained here is different. On the other note, in this special case $S(\bar{X}) = 0$, so drift correction terms are absent in the limiting equation and the formal procedure of setting $\epsilon$ to zero in (70)-(75) yields a correct limiting equation.
Third, to demonstrate the relations between the noise coefficients and the parameters in the noise-induced drifts, one can rewrite:

\[ d\tilde{X}(t) = -[f'(\tilde{X}(t))]^{-2}U'(\tilde{X}(t))dt + \frac{i}{2m_0} [f'(\tilde{X}(t))]^{-1} f''(\tilde{X}(t))dt + S(\tilde{X}(t))dt \]

\[ + \sqrt{4k_B T} [f'(\tilde{X}(t))]^{-1} \sum_{n=0}^{\infty} \beta_n dW_n - \pi/2(t), \]  

(117)

where

\[ S(\tilde{X}) = 2k_B T \left[ \frac{\partial}{\partial X} ([f']^{-2}) \beta_0^2 + \frac{\partial}{\partial X} ([f']^{-2}) \sum_{n=1}^{\infty} \left\{ \beta_n^2 \left( I + \frac{\beta_n^2}{m_0 d_n} (f')^2 \right) \right\} \right] \]

\[ - \frac{\partial}{\partial X} ([f']^{-1}) \sum_{n=1}^{\infty} \left\{ \frac{\beta_n^2}{m_0 d_n} \left( I + \frac{\beta_n^2}{m_0 d_n} (f')^2 \right)^{-1} \right\} f', \]

(118)

with

\[ \beta_0 = \sqrt{\frac{a_0}{4k_B T} \cot \left( \frac{a_0}{2k_B T} \right)}, \quad \beta_n = \sqrt{\frac{a_n^2}{a_n^2 - a_0^2}} \quad d_n = a_n - a_0, \quad c_n = \frac{a_n^2}{a_n} \frac{a_0}{a_n - a_0}. \]  

(119)

The formulae for the noise parameters \( \beta_n \) \( (n = 1, 2, \ldots) \) resembles those derived in [95]. In particular, \( \beta_n^2 \) can be written as \( 1/(\epsilon(n)/k_B T - 1) \), with \( \epsilon(n) = 2k_B T \ln(a_n/a_0) > 0 \) and similarly for \( d_n/a_n = a_n c_n/a_0 \). Therefore, information about expected number of bosons in an energy state of energy \( \epsilon(n) \) is encoded in the noise coefficients of the limiting equation and, more importantly, since the quantum noise-induced drifts depend explicitly on \( \beta_n^2 \), they also encode such information about the heat bath.

Fourth, for the nonlinear coupling case the limiting equation does not describe a Markovian dynamics and so cannot be cast as a QSDE in a H-P form, due to the presence of nonzero contribution containing the imaginary expression in the equation. On the other hand, for the linear coupling case, the limiting equation can be cast into a H-P QSDE. However, the H-P form is not unique since the associated effective Hamiltonian and Lindblad operators can only be deduced from the form of Heisenberg-Langevin equation for a single observable and the Lindblad form is invariant under certain transformations of the Hamiltonian and Lindblad operators. One way to choose a Lindblad form is to argue as follows. In the usual weak coupling limit the effective dynamics would be a Markovian non-dissipative dynamics with the Lindblad operator given by \( L = X \) and the effective system Hamiltonian \( H_{eff} \) equal \( H_S \) (plus possibly a correction term proportional to \( X^2 \)). Since here we are taking small mass limit together with a white noise limit, one would expect to obtain Markovian dynamics associated with a modified \( L \) and a modified \( H_e \). In this way, one postulates the Lindblad operators to be:

\[ L_n = \tilde{X} - \sqrt{4k_B T} \beta_n P/\hbar, \quad n = 0, 1, 2, \ldots \]  

(120)

and the effective system Hamiltonian to be:

\[ H_e = \{-U'(\tilde{X}), P\}/2. \]  

(121)
VIII. CONCLUSIONS AND FINAL REMARKS

In this paper, we study the small mass limit of QBM model using a quantum stochastic calculus approach, extending analogous studies for classical models. More precisely, in the limit considered, the particle’s momentum is a fast variable that can be adiabatically eliminated to obtain a reduced dynamics described by evolution of position alone, while at the same time memory effects reduce to additional drifts. Our main result is derivation of the limiting equation (112) for the particle’s position. This equation exhibits strong quantum effects. It is driven by thermal noises which are linear combinations of H-P fundamental processes. Its most important feature is the presence of quantum noise-induced drift given in eqn. (113), which corrects the equation one would obtain by naively setting \( \epsilon \) to zero in the pre-limit equations. This correction consists of terms which have classical counterparts, as well as drifts that are purely quantum in origin.

We expect that such quantum noise-induced drifts will lead to interesting effects in experimental studies of small mass quantum system at low temperatures, such as an impurity in a ultracold Bose gas. In [47, 96–98], it has been shown that the Hamiltonian of this system may be cast in the form of a QBM model. Here, the impurity plays the role of the Brownian particle, while the environment is represented by the Bogoliubov excitations of the gas. In general, the coupling between the impurity and the bath shows a nonlinear dependence on the position of the former. Accordingly, this system is a good candidate to detect a quantum noise-induced drift. However, the spectral density of an impurity in a Bose gas cannot be reduced to an Ohmic one. For instance, in [98] it has been shown that, in the case in which the gas is homogeneous, i.e. its density is space-independent, the spectral density shows the following behavior:

\[
J(\omega) \sim \omega^{d+2},
\]

where \( d \) is the dimension of the system. Therefore, it would be interesting to extend the present study to a QBM model where the bath spectral density is different from the one considered here, in particular the non-Ohmic ones [99, 100]. We will leave these further explorations to future work.
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APPENDICES

Appendix A: Derivation of Heisenberg Equations for Particle’s Observables

In this appendix we derive equations (8)-(9). Let

\[ b(\omega) = \sqrt{\frac{\omega}{2\hbar}} \left( x(\omega) + \frac{i}{\omega} p(\omega) \right), \quad b^\dagger(\omega) = \sqrt{\frac{\omega}{2\hbar}} \left( x(\omega) - \frac{i}{\omega} p(\omega) \right), \]

\[ [x(\omega), p(\omega')] = i\hbar(\omega - \omega')I, \]

where we have normalized the masses of all bath oscillators.
The Heisenberg equation of motion gives

\[
\dot{X}(t) = \frac{i}{\hbar} [H, X(t)] = \frac{P(t)}{m},
\]

(A3)

\[
\dot{P}(t) = \frac{i}{\hbar} [H, P(t)]
= -U'(X(t)) + f'(X(t)) \int_{\mathbb{R}^+} d\omega c(\omega) \sqrt{\frac{2\omega}{\hbar}} x_t(\omega) - 2f(X(t))f'(X(t)) \int_{\mathbb{R}^+} r(\omega)d\omega,
\]

(A4)

\[
\dot{x}_t(\omega) = \frac{i}{\hbar} [H, x_t(\omega)] = p_t(\omega), \quad \omega \in \mathbb{R}^+,
\]

(A5)

\[
\dot{p}_t(\omega) = \frac{i}{\hbar} [H, p_t(\omega)] = -\omega^2 x_t(\omega) + \sqrt{\frac{2\omega}{\hbar}} c(\omega)f(X(t)), \quad \omega \in \mathbb{R}^+, \quad \omega \in \mathbb{R}^+,
\]

(A6)

where \(r(\omega) = |c(\omega)|^2/(\hbar \omega)\) and \(f'(X) = [f(X), P]/(\hbar i)\).

Next we eliminate the bath degrees of freedom from the equations for \(X(t)\) and \(P(t)\).

Solving for \(x_t(\omega), \omega \in \mathbb{R}^+\), gives:

\[
x_t(\omega) = x_0(\omega) \cos(\omega t) + p_0(\omega) \sin(\omega t) + \int_0^t \frac{\sin(\omega(t-s))}{\omega} \sqrt{\frac{2\omega}{\hbar}} c(\omega)f(X(s))ds.
\]

(A7)

Substituting this into the equation for \(P(t)\) results in:

\[
\dot{P}(t) = -U'(X(t)) + f'(X(t)) \int_{\mathbb{R}^+} d\omega c(\omega) \sqrt{\frac{2\omega}{\hbar}} x_0(\omega) + \frac{2}{\hbar} f'(X(t)) \int_{\mathbb{R}^+} d\omega |c(\omega)|^2 \int_0^t ds \sin(\omega(t-s))f(X(s)) - 2f(X(t))f'(X(t)) \int_{\mathbb{R}^+} d\omega r(\omega).
\]

(A8)

Using integration by parts, we obtain

\[
\int_0^t ds \sin(\omega(t-s))f(X(s)) = \frac{f(X(t))}{\omega} - f(X) \frac{\cos(\omega t)}{\omega} - \int_0^t \frac{\cos(\omega(t-s))}{\omega} \frac{d}{ds} (f(X(s))) ds
\]

and therefore,

\[
\dot{P}(t) = -U'(X(t)) + f'(X(t)) \int_{\mathbb{R}^+} d\omega c(\omega) (b_1^\dagger(\omega) + b_1(\omega))

\underbrace{\frac{\zeta(t)}{\kappa(t)}}_{\zeta(t)} - f'(X(t)) \int_0^t ds \int_{\mathbb{R}^+} d\omega 2r(\omega) \cos(\omega(t-s)) \frac{d}{ds} (f(X(s))) \underbrace{\kappa(t-s)}_{\kappa(t-s)}

- f'(X(t)) f(X) \int_{\mathbb{R}^+} d\omega 2r(\omega) \cos(\omega t),
\]

(A9)
\[
\frac{d}{ds} (f(X(s))) = i \hbar [H, f(X(s))] = \frac{\{f'(X(s)), P(s)\}}{2m},
\]

\(b_t(\omega) = b(\omega)e^{-i\omega t}, b_t^\dagger(\omega) = b_t^\dagger(\omega)e^{i\omega t}\) and \(\{\cdot, \cdot\}\) denotes anti-commutator.

**Appendix B: Solving the Operator Lyapunov Equation**

We outline the derivation of the solution, \(\bar{J}\), to the operator Lyapunov equation:

\[
\dot{\gamma}(\bar{X}(s))\bar{J} + \bar{J}\dot{\gamma}(\bar{X}(s))^T = \sigma\sigma^T,
\]

where \(\dot{\gamma}\) and \(\sigma\) are block operator matrices, defined in Section VI. First, we observe that upon taking transpose on both sides of the equation, we have

\[\dot{\gamma}(\bar{X}(s))\bar{J}^T + \bar{J}^T \dot{\gamma}(\bar{X}(s))^T = \sigma\sigma^T,\]

so uniqueness of the solution implies \(\bar{J} = \bar{J}^T\), i.e. \(J_{k,l} = J_{l,k}\) for all \(k,l\).

We write \(\bar{J}\) in the block-structure form:

\[
\bar{J} = \begin{bmatrix} J_1 & J_2 \\ J_2^T & J_4 \end{bmatrix},\]

where

\[
J_1 = \begin{bmatrix} J_{1,1} & J_{1,2} \\ J_{1,2} & J_{2,2} \end{bmatrix}, \quad J_2 = \begin{bmatrix} J_{1,3} & J_{1,4} & \cdots \\ J_{2,3} & J_{2,4} & \cdots \end{bmatrix} \quad \text{and} \quad J_4 = \begin{bmatrix} J_{3,3} & J_{3,4} & \cdots \\ J_{4,3} & J_{4,4} & \cdots \\ \vdots & \vdots & \ddots \end{bmatrix}.
\]

Working out the matrix multiplications of the block operator matrices in the equation gives

\[
J_4 = \frac{1}{2}D^{-1}\Sigma^2,
\]

which is a diagonal block operator matrix, and the following Sylvester-type equations:

\[
AJ_2 + J_2D = -\frac{1}{2}BD^{-1}\Sigma^2, \tag{B5}
\]

\[
AJ_1 + J_1A^T = -BJ_2^T - J_2B^T. \tag{B6}
\]

Eqn. (B5) gives a system of linear equations for \(J_{1,n+3}\) and \(J_{2,n+3}\), for \(n = 0, 1, \ldots\):

\[
f' \frac{J_{2,n+3}}{m_0} + a_n J_{1,n+3} = \frac{f'}{2m_0} \Sigma_n^2, \tag{B7}
\]

\[-a_0 f' J_{1,n+3} + (a_0 + a_n) J_{2,n+3} = 0. \tag{B8}\]
which has the solution:

\[
J_{2,n+3} = \frac{\sum_n a_n^2}{2m_0 a_n^2 (a_0 + a_n)} \left[ I + \frac{a_0}{m_0 a_n (a_0 + a_n)} (f')^2 \right]^{-1} (f')^2,
\]

\[
J_{1,n+3} = \frac{\sum_n a_n^2}{2m_0 a_n^2} \left[ I + \frac{a_0}{m_0 a_n (a_0 + a_n)} (f')^2 \right]^{-1} f',
\]

where we have used the fact that \( h(X)g(X) = g(X)h(X) \) for any functions \( g, h \). Similarly, eqn. \( (B6) \) gives:

\[
J_{1,2} = \sum_{n=0}^{\infty} J_{1,n+3}, \quad J_{2,2} = \frac{1}{2} \{ f', \sum_{n=0}^{\infty} J_{1,n+3} \},
\]

\[
J_{1,1} = \left( (f')^{-1} + \frac{1}{m_0 a_0} f' \right) \sum_{n=0}^{\infty} J_{1,n+3} - \frac{1}{m_0 a_0} \sum_{n=0}^{\infty} J_{2,n+3}.
\]

Substituting the expressions for \( J_{2,n+3} \) and \( J_{1,n+3} \) from \( (B9)-(B10) \) into the above equation gives the formula for \( J_{1,2}, J_{2,2} \) and \( J_{1,1} \). In particular,

\[
J_{1,1} = \sum_{n=0}^{\infty} \left\{ \frac{\sum_n a_n^2}{2m_0 a_n^2} \left[ I + \frac{a_n}{m_0 a_0 (a_0 + a_n)} (f')^2 \right] I + \frac{a_0}{m_0 a_n (a_0 + a_n)} (f')^2 \right\}^{-1} \right\}.
\]

We remark that upon taking the limit, the contributions involving the \( J_{1,2} \) and \( J_{1,3} \) cancel each other, as in the classical situation, and so the contributions coming from \( J_{1,n} \) \((n \geq 4)\) are indeed correction drift terms induced by purely quantum noises.