Implementation of the SMART protocol for global qubit control in silicon
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Quantum computing based on spins in the solid state allows for densely-packed arrays of quantum bits. While high-fidelity operation of single qubits has been demonstrated with individual control pulses, the operation of large-scale quantum processors requires a shift in paradigm towards global control solutions. Here we report the experimental implementation of a new type of qubit protocol – the SMART (Sinusoidally Modulated, Always Rotating and Tailored) protocol. As with a dressed qubit, we resonantly drive a two-level system with a continuous microwave field, but here we add a tailored modulation to the dressing field to achieve increased robustness to detuning noise and microwave amplitude fluctuations. We implement this new protocol to control a single spin confined in a silicon quantum dot and confirm the optimal modulation conditions predicted from theory. Universal control of a single qubit is demonstrated using modulated Stark shift control via the local gate electrodes. We measure an extended coherence time of 2 ms and an average Clifford gate fidelity > 99% despite the relatively long qubit gate times (> 15 µs, 20 times longer than a conventional square pulse gate), constituting a significant improvement over a conventional spin qubit and a dressed qubit. This work shows that future scalable spin qubit arrays could be operated using global microwave control and local gate addressability, while maintaining robustness to relevant experimental inhomogeneities.

I. INTRODUCTION

The successful implementation of full scale quantum computing is expected to drive technological progress in a multitude of areas, however, the realisation of a fault-tolerant quantum computer requires qubits that are resilient to errors. Most qubit implementations will require Quantum Error Correction (QEC), which sets strict requirements on qubit fidelities [1, 2]. At most an error rate of 1% is tolerable for a two-dimensional qubit array using the surface code [3, 4]. Depending on the error rate, the number of physical qubits is expected to exceed millions, underpinning the need for the qubits to be not only highly robust against errors but also readily scalable. Silicon quantum dots, in particular those based on silicon metal–oxide–semiconductor (SiMOS) devices, are promising candidates for qubits due to their long coherence times and their compatibility with current semiconductor manufacturing capabilities [5–9]. However, even with isotopically enriched silicon substrates, residual nuclear spins [10, 11] and spin-orbit-coupling due to interface disorder [12, 13] reduce both the coherence time and the homogeneity of the spin qubit properties. It is therefore important to have a control scheme that is resilient to qubit variability.

Different global qubit control strategies, amenable to large-scale operation and manufacturing, have been discussed in recent works [14–17]. A control strategy proposed by Kane in 1998 [18] involves a global microwave field that is by default off-resonance with the qubits, and local controls are applied to tune the individual qubits into resonance to perform gate operations [19]. These qubits, however, can suffer from reduced coherence due to environmental noise. Another option is to collectively drive all qubits on-resonance by default, to operate them as dressed qubits [16, 20–22]. The global dressing field provides continuous decoupling of the two-level systems from the noisy environment, enabling longer coherence times [23, 24]. For scalability this scheme is, however, limited by the spread in resonance frequencies of the qubits, making them susceptible to crosstalk [25]. To make dressed qubits more robust to frequency deviations (typically around 200 kHz for quantum dot spin qubits [10]) and amplitude fluctuations of the driving field, a new type of qubit dressing, named the SMART protocol, has been proposed [26], which employs a custom-designed modulation of the global microwave field.

Here we use a SiMOS quantum dot device to confirm the increased robustness of qubits operated using the SMART protocol to time dependent detuning and microwave amplitude fluctuations, as suggested in Ref. 26. The experiments are performed on a device identical to the one shown in Fig. 1(a) and investigated in earlier work [27–29]. A single quantum dot is formed under gate G1, while gate G2 is pulsed to control the qubit through Stark shift of the gyromagnetic ratio [6]. The experiment is conducted in a dilution refrigerator with an electron temperature of 100 – 150 mK. We confirm the optimal modulation conditions from theoretical predictions, and demonstrate coherent and universal control as well as one qubit randomised benchmarking.
II. THE SMART QUBIT PROTOCOL

In this work we are investigating a qubit continuously driven by a resonant a.c. magnetic field that is amplitude-modulated by a sinusoid. For this kind of driven qubit we work in the dressed basis, in which the quantisation axis is defined perpendicular to the |↑⟩/|↓⟩ axis and the basis states are the superposition states

\[ |↑⟩ = \frac{1}{\sqrt{2}} (|↑⟩ + |↓⟩) \quad \text{and} \quad |↓⟩ = \frac{1}{\sqrt{2}} (|↑⟩ - |↓⟩) \].

This implies the following axes transformations from the rotating basis: |↑⟩ → |x⟩, |↓⟩ → |y⟩, |⟩ → |z⟩, |−⟩ → |z⟩, |⟩ → |y⟩, and |⟩ → |z⟩ [see Fig. 1(c)]. Notice how the sign of dressed basis y⟩ is flipped compared to the rotating basis. The same basis transformation is used in Ref. 16 and 26. The SMART protocol qubit system is defined by the Hamiltonian in the dressed basis \( \{|z⟩, |z⟩\} \)

\[ H_{p}^{\text{cos}} = \frac{\hbar}{2} \left( \Omega R \sqrt{2} \cos(2\pi f_{\text{mod}}t)\sigma_{x} + \Delta \nu(t)\sigma_{z} \right) \].

where \( \hbar \) is the Planck constant, \( \Omega R \) the Rabi frequency, \( f_{\text{mod}} \) the modulation frequency and \( \Delta \nu(t) \) the frequency detuning (see Appendix A for derivation of \( H_{p}^{\text{cos}} \) from the laboratory frame). One period of the sinusoidal modulation will from now on be denoted \( T_{\text{mod}} \). The \( \sqrt{2} \) factor accounts for the root mean square power difference between a square pulse and a sinusoid. Similarly to Eq. 1 we can modulate the global field with a sine instead of a cosine. We will refer to these two variants as SMART (cos) and SMART (sin).

Measurement of qubits in the SMART qubit protocol is based on initializing a |↓⟩ state and reading out the |↑⟩ probability using a single electron transistor (SET). To transform into the dressed basis we apply a resonant \( \pi/2 \) pulse about \( -y \) rotating the |↓⟩ state into the |⟩ state [23]. Spin-to-charge conversion is used for spin readout [30] at the first electron transition [Fig. 1(b)].

All controls applied to the device for the SMART qubit protocol are a.c., hence one can use high-pass filters to reduce d.c.- and high frequency noise. For SMART (cos) operation we add a pulse sequence at the beginning and end of the microwave sequence to avoid sharp jumps in amplitude (see Appendix D).

III. COHERENCE TIMES

The coherence time of a driven spin qubit cannot be directly compared to that of a bare spin qubit as they are not sensitive to the same type of noise. Driven spin qubits are dominated by noise at the frequency of the driving field [26, 31]. The quantisation axis (\( T_{1} \) axis) for the dressed qubit is along the driving field axis \( z_{p} \). For the SMART (cos) protocol on the other hand, the qubit quantisation axis is along \( x_{p} \) and along the \( w \)-axis for the SMART (sin) protocol. Due to this we define a new parameter \( T_{\text{decay}} \) as the measured coherence time of the spin rotation resulting from the driving field, when initialised to \( |y⟩ \) (driving field along \( z_{p} \)). We note that more extensive noise spectroscopy/tomography should be completed to get a better picture of the noise mechanics in driven qubit systems. This is left for future work.

After initialising the qubit to \( |y⟩ \) via a \( \pi/2 \) rotation about \( z_{p} \) (denoted \( \sqrt{X_{\text{rot}}} \) as it is a rotation about \( x \) in the rotating basis and \( z_{p} \) in the dressed basis) the modulated driving about the same axis is turned on for a certain wait time, \( t_{\text{wait}} \), followed by a final \( \pi/2 \) rotation about \( z_{p} \) \( [\sqrt{X_{\text{rot}}} = t_{\text{wait}}, \sqrt{X_{\text{rot}}} \text{, see Fig. 2(c) right panel}] \). The spin is then measured at increasing multiples of \( T_{\text{mod}} \), where the modulated driving itself ideally equates to an identity operation after every period. By keeping \( \Omega R \) fixed and varying the period \( T_{\text{mod}} \), the 2D map in Fig. 2(a) is
acquired. Similarly, $T_{\text{mod}}$ can be kept fixed while varying $\Omega_R$. The data is fitted according to an exponential decay $\propto e^{-t/T_{\text{decay}}}$, resulting in the decay rate plotted in Fig. 2(b). The decay rate as a function of $T_{\text{mod}}$ closely resembles the absolute value of the zeroth order Bessel function plotted for comparison. The maximum $T_{\text{decay}}$ measured here is 2(1) ms at $T_{\text{mod}} = 24.28 \mu$s. For comparison the bare spin qubit ($T^*_2$) and the dressed qubit coherence times are measured to be 16(3) ms and 235(38) ms in the same device [Fig. 2(c-d)]. The dressed data is very sensitive to changes in precession frequency, therefore a fit of the envelope is shown as well. For the remaining part of this paper we will focus on the first peak from left in Fig. 2(a) where $T_{\text{mod}} = 6.76 \mu$s and $T_{\text{decay}} = 1.6(6) \mu$s.

The improvement in coherence time with distinct periods of the microwave field modulation, as apparent by the four peaks in Fig. 2(a), agrees with the theoretical prediction originating from the geometric formalism in [28, 32]. Certain modulation frequencies are more desirable because they cancel out both first and second order noise, making the SMART qubit protocol more robust to detuning and microwave amplitude noise. From Fig. 2(a-b) it can be seen how the optimal modulation period [26] follows

$$T_{\text{mod}}^{\text{opt}} = j_1/\Omega_R \sqrt{2},$$

where $j_1$ is solution 1 to the zeroth order Bessel function. In this work we focus on the solution with $j_1 = 2.404826$ corresponding to the first peak in Fig. 2(a).

The width of the four peaks in Fig. 2(a) demonstrates the robustness to microwave strength spatial variation. One can get significant amplitude variation if the antenna is not broadband, for example if a microwave resonator is used to provide the driving field to the spin. Another limitation is set by the global field modulation frequency. A 6 GHz resonator with a Q-factor of $10^4$ only has a 600 kHz bandwidth. The resonator bandwidth must be in the range of the modulation frequency (MHz) in order to successfully create qubits with the SMART protocol. This can be relaxed by choosing a larger $T_{\text{mod}}$ [peaks to the right in Fig. 2(a)] at the expense of longer gate times. Another alternative is to use multimode cavities.

IV. MORE ADVANCED DRIVING FIELDS

We employ a simple single-tone sinusoidal driving field for most measurements in this work, however, more complex modulation shapes can potentially contribute to higher robustness. In Fig. 3(b,c) we investigate, experimentally and by simulations, a multi-tone driving field using the first and third harmonic of a cosine modulated microwave field according to

$$D(t) = \Omega_R \sqrt{2}[\cos(\theta) \cos(2\pi f_{\text{mod}} t) + \sin(\theta) \cos(6\pi f_{\text{mod}} t)]$$

where $\Omega_R$ is the driving field amplitude and $\theta$ determines the ratio of the two harmonics, while keeping the total power fixed. We name this SMART (3rd) and examples of different modulation shapes are shown in Fig. 3(a).

The experimental data in Fig. 3(b) is acquired in a similar fashion to the Ramsey experiment in Fig. 2, but at a fixed wait time of 400 ms and $T_{\text{mod}} = 40 \mu$s, for a range
of driving field amplitudes $\Omega_G$ and ratios of the two tones as defined by $\theta$ in Eq. 3. The four peaks observed in Fig. 2 correspond to the case of $\theta = 0$ for which the relative amplitude of the third harmonic is zero. The high spin-up probability regions ($T_{\text{decay}} > 400 \mu$s) in Fig. 3(b) indicate the more ideal modulation parameters for the multi-tone drive for which the qubit is less sensitive to detuning and amplitude fluctuations. These regions closely resemble the simulated data in Fig. 3(c).

One of these regions of high robustness is at $\theta = -0.67545$ rad as indicated by the red lines in Fig. 3(b-c), and we show the corresponding modulation shape in Fig. 3(d). We further investigate this special case by recording Ramsey data for a range of amplitudes. We plot the experimental data in Fig. 3(e) and the corresponding simulations in Fig. 3(f). The maximum $T_{\text{decay}}$ in Fig. 3(e) is 2.15 ms. The width of the peak represents high resilience to amplitude fluctuations at the order of 10% of $\Omega_G$. This is an improvement compared to the peaks in Fig. 2(a).

The use of even more complex or optimally-shaped, arbitrary driving fields might result in even better performance, however we leave the development of the appropriate control terms for future work.

V. SMART PROTOCOL QUBIT CONTROL AND PROCESS TOMOGRAPHY

In order to perform controlled rotations using the SMART qubit protocol, we employ modulated Stark shift control of the spin via the top gate, according to the theory developed in [23, 26]. A typical Stark shift region for the device is shown in Fig. 4(a,b) where we measure a Stark shift magnitude of $-55 \text{MHz/V}$ for gate G2. For
gate G1, we find the Stark shift to have a larger magnitude, but to be less linear. Therefore, we use G2 for gate control throughout this paper.

To confirm the rotation axes predicted in [26], we perform process tomography [33]. In order to completely reconstruct the $2 \times 2$ density matrix, 6 tomography projections are acquired [28] (see Appendix C for more details). We demonstrate the two variants of the SMART qubit protocol; SMART (cos) with cosine modulation and SMART (sin) with sine modulation, and compare them to the dressed qubit. In Fig. 5, we show the results for the gates $\sqrt{X}$, $\sqrt{Y}$, $\sqrt{V}$ and $\sqrt{W}$ for (a,b) the dressed qubit (using FM resonance control [23]), (c,d) SMART (cos) and (e-h) SMART (sin) protocol. The $\sqrt{V}$ and $\sqrt{W}$ gates constitute rotations about an alternative, diagonal set of rotation axes (see top right insert), that can be used for the SMART qubit protocol [26]. The individual panels contain the measured superoperator matrices as well as details on the pulse sequences and modulation shapes. For comparison, we plot the ideal superoperators to the far right. All measured superoperator matrices are in agreement with the ideal matrices with good fidelity.

In order for the comparison between the dressed and the SMART qubit protocol to be fair, the same global field root mean square power is used. For controlled rotations, Stark shift amplitudes are chosen such that the gate durations of the two qubits are approximately the same. Here we use gate times for the SMART qubit protocol of $7 \times T_{\text{mod}}$ and for the dressed qubit $10/\Omega_R$, as shown in Fig. 5. The rotating wave approximation (RWA) must be taken into account here, as discussed in Refs. 26 and 34.

**VI. RANDOMISED BENCHMARKING**

In order to assess the performance of the SMART qubit protocol we carry out randomised benchmarking. Here we determine the average Clifford gate fidelity $F_C$ and the noise coherence $\xi_C$ [35] according to the state purity. The 24 Clifford gates are generated using the dressed basis gate set $\{X,Y,\pm\sqrt{X},\pm\sqrt{Y}\}$. The results for the dressed and SMART qubit protocol are presented in Fig. 6. The data sets are acquired in an interleaved fashion with and without artificial detuning noise added to the G2 gate as illustrated in Fig. 6(a). The noise is quasi-static, white Gaussian Stark shift noise of $\sigma = 20$ kHz to imitate g-factor variability in a qubit ensemble. For the dressed scheme, the average Clifford gate fidelity and the noise coherence are found to be $98.6(14)$% and $99.1(14)$%
The fidelities measured here are most likely limited by the Rabi frequency, which we kept below 0.5 MHz to reduce excitation of two-level charge fluctuators by the stray electric field from the on-chip microwave antenna. To work at higher Rabi frequencies, a microwave antenna or a microwave cavity with lower electric field is required [14, 15]. The Rabi frequency limits the gate speed in the SMART qubit protocol, since one gate lasts for at least one period of the global field modulation (\( \geq T_{\text{mod}} \times \frac{1}{\Omega_{B}} \)). The duration of a SMART qubit protocol gate compared to a square pulse conventional qubit gate is therefore necessarily longer. The linearity of the Stark shift [29] is another factor affecting the calibration of the SMART gates. From Fig. 4 we know that the Stark shift is not perfectly linear, hence it might be necessary to scale the amplitudes making it a more complex process.

**SUMMARY**

We have shown that there exist optimal modulation conditions for a global dressing field to make spin qubits more robust to detuning and microwave amplitude noise while the qubits are individually addressable via electrical Stark shift control. We also suggest more advanced modulation protocols to account for higher order noise. We demonstrate universal control with process tomography as well as randomised benchmarking with fidelities > 99%. Our experimental results confirm the expected improvement in coherence as compared to a conventionally dressed qubit. The SMART protocol demonstrated here can be implemented with any qubit that allows dressing, providing robustness to qubit variability and improving the prospects for scaling up to full-scale quantum processors.
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Appendix A: Hamiltonian deduction

The laboratory frame Hamiltonian is given by

$$H_{\text{lab}}^{\text{cos}} = \frac{\hbar}{2} \left( \nu(t) \sigma_z + \Omega_R \sqrt{2} \cos \left( 2\pi f_{\text{mod}} t \right) \cos \left( 2\pi f_{\text{mw}} t \right) \sigma_x \right),$$  \hspace{1cm} (A1)

the rotating frame Hamiltonian by

$$H_{\text{rot}}^{\text{cos}} = \frac{\hbar}{2} \left( \Delta \nu(t) \sigma_z + \Omega_R \sqrt{2} \cos \left( 2\pi f_{\text{mod}} t \right) \sigma_x \right), \hspace{1cm} (A2)$$

and the rotating frame Hamiltonian using the dressed basis by

$$H_{\rho}^{\text{cos}} = \frac{\hbar}{2} \left( \Omega_R \sqrt{2} \cos \left( 2\pi f_{\text{mod}} t \right) \sigma_z + \Delta \nu(t) \sigma_x \right). \hspace{1cm} (A3)$$

Here, $\hbar$ is Planck’s constant, $\nu(t)$ the qubit Larmor frequency, $f_{\text{mod}}$ the modulation frequency, $f_{\text{mw}}$ the microwave frequency, $\Omega_R$ the Rabi frequency and $\Delta \nu(t)$ the frequency detuning between the Zeeman and the microwave frequency.

Appendix B: Frequency feedback protocol

Frequency feedback is applied according to Ref. 36 to compensate for magnetic field decay, residual 28Si nuclear spins and charge fluctuations causing drifts and jumps of the electron spin resonance frequencies.

Appendix C: Process tomography processing

The following procedure is applied when converting the state tomography data into the $\chi$ matrix representation in Fig. 5. After extracting the x-, y- and z probabilities from the six measured projection in the raw data [28], taking 120 shots with three repetitions for six different initial states ($\pm x, \pm y, \pm z$), the density matrix is calculated according to

$$\rho = \frac{1}{2} \left( I + P_x \sigma_x + P_y \sigma_y + P_z \sigma_z \right). \hspace{1cm} (C1)$$

We denote the quantum operation map that maps a quantum state $\rho(0)$ to $\rho(T)$ over time $T$ with a certain control sequence $\mathcal{E}$

$$\rho(T) = \mathcal{E}(\rho(0)). \hspace{1cm} (C2)$$

The following equation is used to find the superoperator $\mathcal{E}$, by vectorising the series of $\rho$

$$\vec{\rho}(t) = [\hat{\rho}_1(t), \hat{\rho}_2(t), ..., \hat{\rho}_n(t)] \hspace{1cm} (C3)$$

$$\mathcal{E} = \vec{\rho}(T)\vec{\rho}(0)^+. \hspace{1cm} (C4)$$

Here, we have extended the total control sequence time to $8T$, where we obtained 9 sets of density matrices $\vec{\rho}(0), \vec{\rho}(T), \vec{\rho}(2T), ..., \vec{\rho}(8T)$. This gives a better fit for the superoperator that has less time dependent variations. Now Eq. C4 can be written as:

$$\mathcal{E} = [\vec{\rho}(8T), \vec{\rho}(7T), ..., \vec{\rho}(T)][\vec{\rho}(7T), \vec{\rho}(6T), ..., \vec{\rho}(0)]^+. \hspace{1cm} (C5)$$

The $\chi$ matrix is then found from

$$\chi_{ij} = \frac{1}{4} \text{Tr} \left( (\sigma_i \otimes \sigma_j)^T \mathcal{E} \right). \hspace{1cm} (C6)$$

Here $\chi$ completely describes the process in the Pauli basis.

Appendix D: Amplitude correction pulse sequence

Due to final rise time and power the cosine modulation is sandwiched between a pulse sequence and its mirror symmetric version. The sequence by itself results in identity operation and simultaneously brings the amplitude from zero to the amplitude of the cosine in a smooth manner as shown in Fig. 7.

![Diagram](attachment:image.png)

FIG. 7. Sequence added before and after the desired microwave modulation in order to avoid jumps in the amplitude, for example making sure a cosine wave has a smooth transition from zero to the amplitude.
FIG. 8. Coherence times extracted from the Ramsey data in Fig. 2(a) with error bars. The times are extracted with an exponential decay times a cosine term.

Appendix E: $T_{\text{decay}}$

The $T_{\text{decay}}$ times extracted from Fig. 2 is given in Fig. 8. We also extract the coherence times corresponding to the randomised benchmarking data in Fig. 6, displayed in Table I.

| Dressed time (µs) | SMART (sin) time (µs) |
|-------------------|----------------------|
| Noise             | 0 kHz 20 kHz         |
| 0 kHz 20 kHz      | 0 kHz 20 kHz         |
| Overlap           | 1097(175) 364(157)   |
| 1721(341) 785(220)|                     |
| Purity            | 1785(518) 1002(290)  |
| 2656(923) 1534(381)|                     |

TABLE I. Coherence times extracted from randomised benchmarking data where $\Omega_R = 0.33 \text{ MHz}$, $T_{\text{mod}} = 5.15 \text{ µs}$ and the gate lengths are $5/\Omega_R$ and $3 \times T_{\text{mod}}$ for the dressed and SMART protocol, respectively.
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