Land use land cover analysis with pixel-based classification approach
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ABSTRACT

Rapid development in certain urban area will affect its natural features. Therefore, it is important to identify and determine the changes occur for further analysis and future development planning. This process will influence several factors such as area development, environmental issues and human social activities. The selection of remote sensing data and method will derive the accurate land use land cover maps. This research study accessed the classification accuracy of different classifier approach for land use land cover classification in urban area. The objective of this paper is to compare the accuracy of the classification for each technique used. The study was conducted in a highly urbanized area in Kuala Lumpur, Malaysia. The dataset used for this study is the multi temporal LANDSAT satellite imageries for the year of 2001, 2006, 2011 and 2016. The pre-processing and analysis of the dataset has been done using software ENVI 5.3. Five land use classes (Urban/built up area, Forest, Agriculture, Water Body and fallow land) were identify for classification process. The classification approach for this study is the supervised classification with two algorithms namely Maximum Likelihood (ML) and Support Vector Machine (SVM). The overall accuracy and kappa statistic of the classification indicate that support vector machine algorithm was more accurate than maximum likelihood algorithm for five different time intervals. Therefore, this classification approach is acceptable and highly recommended for mapping the changes of land cover.
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1. INTRODUCTION

Environmental changes mostly occurred in an area that have rapid development and high-density population. Surface cover on the ground such as vegetation area, water elements and development area represent the land cover of an area [1]. Human activities definitely will change the land covers. This activity will give huge impact towards sustainable resources, for example degradation or losses of land and water resources and demand space for urban development [2]. Land use change in urban area influences by physical and human aspects that related with socio economic factors. Change detection for land use is important to determine the rapid changes happen in an area this have been widely used for planning and managing land [3]. Global environment changes can be identified with the identification of land use land cover elements [4]. Moreover, to have substantial development, state authorities need to have a tool to efficiently monitor land use land cover changes and planning towards future demand.

Therefore, decision makers, stakeholders and city citizen should understand the impact to the environment due to the changes that happen towards the land cover. This will ensure that urban green spaces
and its ecosystem is protected for better sustainable environment planning. Identification and extraction of information for change detection purpose can be done using digital classification.

Remote sensing has several advantages such as time saving, update map information, cover huge data with less time (more economic), digital image classification, variety dataset (multi resolution and multi temporal) and spectral information [1]. Conventional methods for land use land cover classification and mapping is a time consuming and high cost to process [5]. Mapping of land use and land cover changes are important for global environment monitoring and future development planning [6, 7]. Remote sensing technology has an advantage to produce accurate classified result of land use land cover over large area and combined with conventional field sampling data [8]. Furthermore, remote sensing is an advance tool that offers several classification approach for mapping of land use and land cover.

Remote sensing classification techniques has been used widely to determine the distribution of earth surface cover. Image classification had made great progress for land cover map production with the use of its advance classification algorithms [6]. The high resolution multispectral sensor contains a visual band and infrared layer that can represent the real sight of earth surface visualization, thus it can be used for classification of land information [3]. Most of the land use land cover classification were derived from remotely sensed data using pixel based method of classification mainly by supervised classification. Remote sensing classification algorithm that mostly used for land information mapping is the Maximum Likelihood classification (MLC) and Support Vector Machines (SVM) [9, 10]. In supervised classification approach, useful information categories are distinct first by identify the training sites and each pixel is classified based on statistical analysis then their separability is examined accurately [11].

MLC is known to be the most popular supervised classification algorithm used widely in several application for field mapping [11]. Remote sensing dataset is widely used for land cover classification and monitoring land use changes using Maximum Likelihood classification approach, this classification approach has proven to produce high accuracies that more that 80% [12]. This classification using parametric approach which the spectral statistic data should be distributed normally [13, 14]. The MLC tool considers both the variances and covariance’s of the class signatures when assigning each cell to one of the classes represented in the signature file [15].

Based from recent research in the classification field, Support Vector Machines (SVM) also known as supervised classification algorithm that has been used in the field of remote sensing with its primary advantage in generalization with limited training samples [7, 9, 16]. This classification approach has been used in several remote sensing datasets such as Landsat multispectral and Hyperspectral data [17]. SVM algorithm is a non-parametric that determines the boundaries in feature space by divide and differentiates the classes [18]. SVM has been proven a good classifier for complex man made infrastructures that have similar spectral signatures [19-21]. This classification algorithm able to provide higher accuracy in comparison to Maximum Likelihood classification for certain application [22-25]. This research work aims to access the classification accuracy of land use land cover using pixel based with MLC and SVM classification algorithm in urban area of Kuala Lumpur, by multi temporal Landsat imagery.

2. MATERIALS AND METHOD

2.1. Study area

The selected study area is located in Kuala Lumpur, Malaysia, this area is known as the well-developed area with high population density. The study area covers the coordinates of 3° 8’ 51” N, 101° 41’ 36” E (Figure 1). This area has experienced huge urbanization process due to economic and population growth and expected to enlarge it urban area in future. The total population of Kuala Lumpur in 2016 is 1.79 million people in an area of 243 km² [26].

Figure 1. Study area, Kuala Lumpur (Source: Google)
2.2. Dataset
The data used for this research are mostly from secondary data such as satellite imageries: Landsat 5 TM (Thematic Mapper) for year 2001 and 2006, Landsat 7 ETM + (Enhanced Thematic Mapper plus) for year 2011 and Landsat 8 OLI (Operational Land Imager) for year 2016. The satellite imagery for this study were downloaded from the USGS Earth Explorer. All imageries were captured with different type of sensors with cloud cover less than 20% with 30m spatial resolution. This data is corrected for geometric and topographic errors. Others supporting is the current land use map of Kuala Lumpur provided by Town and Regional Planning department, this data is important for validation purpose.

2.3. Image Preprocessing
The main steps for image classification include selection of suitable classification method, selection of training samples, image pre-processing, feature extraction, selection of classification algorithm, post classification processing and accuracy assessment. Image classification is the stage of image analysis in which the multivariate quantitative measurement associated with each pixel is translated into a label from a pre-defined set (e.g., land use categories) [4]. The multi temporal images downloaded from the USGS free website is a standard product that have been geometrically and radiometrically corrected by the data providers. All the satellite images were geometrically corrected to the ortho-rectified level. For this study, the spatial detail, original pixel size and value for each image for specific bands are retain.

2.4. Classification of Images
As for the classification stage, a uniform supervised classification was applied on all images. Supervised classification was done by collecting training samples for land use land cover classes. Training areas was created accurately using polygon for each of the classes and classification was performed using Maximum Likelihood (ML) and Support Vector Machine (SVM) method. The classification was done by only considering five main classes: urban/built up area, vegetation, water body, low land and bare land. The main classes and their description are presented in Table 1. The overall image classification procedure was illustrated in Figure 2.

Figure 2. Flow chart of Image Processing
Table 1. Description of Land use Land Cover Classes

| Classes       | Description                                                                                                                                 |
|---------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Built-up area | Industrial, residential, commercial and services, transportation infrastructure, villages and settlement.                                    |
| Vegetation    | Trees, shrub lands and semi natural vegetation, deciduous, coniferous and mixed forest, gardens, inner city                                     |
| Water Bodies  | Tree areas, park and playground, grass land and vegetable land.                                                                             |
| Water Bodies  | River, permanent open water, lakes, ponds, canals and reservoirs                                                                           |
| Land          | Permanent and seasonal wetland, low-lying areas, marshy land, mudflats, all cultivated areas including urban agriculture, crop fields and rice paddies. |
| Low land      | Sand in fillings, construction sites, developed land, excavation sites, solid waste landfills, open space, bare and exposed soils.             |
| Fallow land   |                                                                                                                                               |

2.5. Accuracy Assessment

The final stage of the image classification process involves with an accuracy assessment process to evaluate the result from the classification stages [20]. This process is useful in evaluation of classification algorithm and able to determine the level of error that contribute by the image. The classification accuracy of each algorithm being used is expressed or shown in the form of confusion matrix. The accuracy measures for this paper tested the overall accuracy, user and producer accuracy and kappa coefficient.

3. RESULTS AND ANALYSIS

The final land use land cover maps for Kuala Lumpur in the year of 2001, 2006, 2011 and 2016 were presented in Figure 3 and Figure 4. The land use land cover maps show the major classes are built up area, vegetation, water body, low land and fallow land. The classification result was compare base on the corresponding accuracy assessment measures (overall, producer’s and user’s accuracies and kappa coefficient). The classification result was tested using confusion matrix. To perform the confusion matrix, training samples were needed. The five different time intervals (year) overall accuracy and kappa statistic produced using Maximum Likelihood were 2001 (83.46%, 0.73), 2006 (90.83, 0.85), 2011 (90.93, 0.855) and 2016 (89.38, 0.83) and using Support Vector Machine classifier were 2001 (91.65%, 0.86), 2006 (94.83%, 0.91), 2011 (93.43%, 0.89) and 2016 (92.83, 0.88). Therefore, both classification methods performed good results and can be used to classify land use and land cover accurately from multi temporal Landsat imagery. An evaluation of the accuracy of the classified images shows that the overall accuracies for support vector machine (SVM) classification is higher that Maximum Likelihood pixel-based classification results. This result indicates that support vector machine able to classify land use land cover in urban area accurately than maximum likelihood base from the accuracy results. This result supported by previous research that has evaluated various classification algorithm and concluded that SVM able to provide higher accuracy than MLC in land use land cover mapping [25].

Figure 3. Classified land use/land cover maps using Maximum Likelihood classifier for 2001-2016

Figure 4. Classified land use/land cover maps using Support Vector Machine classifier for 2001-2016
The classification algorithms have been used to extract urban land use and land cover classes. The success of an image identification classification in remote sensing depends on several factors such as the availability of quality remotely sensed imagery, the framework of the classification procedure and the skills or experience by the analysts to execute the image processing procedure. The classification result will reflect in the accuracy assessment of the classification in the statistical table. In this study, the comparison between two different classification algorithms has been used to extract urban land use and land cover classes. The multi temporal remote sensing dataset of Kuala Lumpur, in 5 years’ interval has been used (Year 2001, 2006, 2011 and 2016). From the results, it is proven that the level of accuracy from support vector machine method is higher than maximum likelihood method. Maximum likelihood probably unable to handle complex images therefore many of the pixels are not classified accordingly, as compared to support vector machine, this classifier able to overcome the mixed pixel problem and classified the pixel correctly. Selection of classification algorithm plays an important role to identify and classify every object in an urban area. Satellite remote sensing technology are useful for understanding the land use and land cover change dynamics. Therefore, this study would be time and cost-effective methods for urban planners and decision makers towards better planning for new development. According to this study the selection of classification algorithm plays is important to develop accurate land use land cover map for urban area and its surroundings. This information is useful for further monitoring and planning purposes of land use and land cover in urban area in future.
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