Small Organ Segmentation in Whole-body MRI using a Two-stage FCN and Weighting Schemes
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Abstract. Accurate and robust segmentation of small organs in whole-body MRI is difficult due to anatomical variation and class imbalance. Recent deep network based approaches have demonstrated promising performance on abdominal multi-organ segmentations. However, the performance on small organs is still suboptimal as these occupy only small regions of the whole-body volumes with unclear boundaries and variable shapes. A coarse-to-fine, hierarchical strategy is a common approach to alleviate this problem, however, this might miss useful contextual information. We propose a two-stage approach with weighting schemes based on auto-context and spatial atlas priors. Our experiments show that the proposed approach can boost the segmentation accuracy of multiple small organs in whole-body MRI scans.

1 Introduction

Multi-organ segmentation in abdominal and whole-body scans is challenging as there are various organs and structures the need to be captured simultaneously. The size, shape and appearance of abdominal organs vary considerably between patients, but also the relative positions change to some degree. Small organs are less often investigated compared to major organs, although small organs are of interest for diagnosis and clinical applications such as cancer screening. Machine learning methods have been used to segment multiple organs in abdominal images \cite{7}. However, small organs are still underrepresented and show lower accuracies compared to the large ones with less shape variability (e.g., lungs, heart, spine). Small object segmentation is generally more challenging due to large class imbalance between object and background samples. For example, the ratio of small organs in whole-body MRI in our data is less than 0.007\% of the overall volume. We focus on bladder, sacrum, rectum, clavicles, pancreas, gall-bladder, and adrenal gland. The complexity of background intensity and weak boundaries often make it more difficult to segment small organs.

Most of the multi-organ segmentation work is applied to CT for which data seems more widely available. We focus on MRI, as there are still fewer works on this modality while whole-body MRI has become an important diagnostic tool for cancer screening. Early works of multi-organ abdominal segmentation...
include multi-atlas label fusion [1] and statistical shape models [3]. Multi-atlas techniques register images from a reference database to each new image and fuse multiple atlases to obtain the final segmentation. More recent work has made use of deep learning, for example, architectures for multi-organ segmentation, such as the dense V-network [5]. Weighted U-Net with weight proportion for foreground and background has been used to address the class imbalance problem [11].

In the medical domain, a coarse-to-fine approach has been applied for small structures, such as lesion segmentation in the pancreas [17] and liver [4]. Combination of multi-atlas and CNN techniques were used in [6], where localization of region of interest using a multi-atlas approach is combined with voxel-wise binary classification using CNNs. A more advanced iterative coarse-to-fine approach has been proposed by [18], which uses a smaller input region for a more accurate segmentation from multi-view coarse segmentations. However, finer segmentation consists of iterative refinement of at least 10 iterations, which can be time consuming.

Pancreas is the most studied small organ in previous works, as it is an abdominal organ of great importance with high anatomical variability. An earlier work on pancreas segmentation by [12] combines regional CNNs with superpixels at multiple scales. Later, [13] integrates semantic mid-level cues (organ interior and boundary maps) via spatial aggregation and [2] applied long short-term memory (LSTM), to address the contextual learning and pancreas segmentation consistency problem. A novel approach with self-attention gating in CNNs to segment the pancreas is introduced in [9] for a more specific local region segmentation. As an end-to-end approach, they showed an improvement in pancreas segmentation, compared to standard FCNs, dense dilated FCNs [5], holistically nested FCNs [13], and standard U-Net. To alleviate the missing contextual information in the common two-stage approach, a recurrent saliency transformation network was proposed to relate the coarse and fine stages [16]. This saliency transformation module repeatedly transforms the segmentation probability map from previous iterations as spatial priors. However, performance can be lower than the coarse segmentation results because of the unsatisfying convergence over iterations.

Our contributions are as follows: (1) Previous work focuses on CT segmentation and a single organ [2,12,13,5,9], while we study segmentation of multiple small organs on whole-body MRI including structures such as bones rarely considered. (2) This work is based on a coarse-to-fine framework [2,15,18] but goes one step further by incorporating weighting schemes and a specialized ROI selection. Weighting helps with class imbalance. For fine-scale segmentation, we apply auto-context with spatial information obtained from atlases so that coarse-and-fine-scaled networks are optimized jointly.

2 Materials and Methods

2.1 Materials

In-house whole-body MRI data was obtained from 48 healthy volunteers using the protocol described in [8]. Segmentations include 11 abdominal organs (heart,
right lung, left lung, liver, adrenal gland, gall bladder, right kidney, left kidney, spleen, pancreas, and bladder) and 7 bones (spine, right clavicle, left clavicle, pelvis, humerus, sacrum). For our experiments, we only use T2w sequences, which we were resampled to a size (112, 80, 256) with isotropic 4 mm spacing.

2.2 Two-stage network: A coarse-to-fine approach

Our aim is to segment multiple small organs from MRI scans, which occupy only a very small part of an MRI volume. We apply a two-stage network, which has been shown to be successful in an organ segmentation task [2,18,12]. CNN-based methods produce less accurate results when detecting small organs, particularly because the network is confused by the complicated context in the background and other organs. A coarse-scale is first used to locate the organ of interest for a subsequent fine-scale organ segmentation.

**Fig. 1.** Overview. First stage: Coarse-scale segmentation with multi-organ segmentation with weighted-FCN, where we obtain the segmentation results and probability map for each organ. Second stage: Fine-scale binary segmentation per organ. The input consists of a cropped volume and a probability map from coarse segmentation.

The two-stage strategy effectively reduces the complexity of the background while enhancing the discriminative information of a small organ. We train a
coarse-scale segmentation to deal with the multi-organ segmentation on the whole-body scan. Then, at the fine-scale segmentation, we only focus with the ROI selection according to the coarse segmentation. On each stage, two different networks were trained respectively. Similarly in testing stage, the coarse-scale network was first used to obtain the rough position of multiple small organs. Then, fine-scale networks were employed for binary segmentation for each of the small organs.

To counter the class imbalance of the small organs, we use a weighted-FCN \[11\] in both segmentation scales (coarse and fine). For coarse segmentation we use a weighted-FCN for multi-class segmentation with different weights set for each class. Small weights were set for bigger organs (such as livers, lungs, etc.) and large weights were applied for small organs, according to the relative size to the whole body volumes. This per-class-weight proportion was chosen via experimentation and the statistics of each organ proportion in the database.

**ROI Selection** In whole-body scans, each organ is located in a specific region. Therefore, context and spatial information is crucial for organ segmentation. After organ localisation from the coarse-scale segmentation, we found that in some cases, the FCN fails to locate small organs, leading to a much wider ROI for the fine-scale segmentation. Therefore, we need to induce spatial priors in order to guide the second stage network with a better ROI. A multi-atlas technique was chosen for producing spatial priors, because with multi-atlas segmentation, although the segmentation accuracy is lower than CNN-based accuracy, it mostly generates good organ localisation \[7\]. As shown in Fig.1, the bladder segmentation result of multi-atlas is focused in one specific location instead of having multiple predictions scattered in other areas (shown in FCN probability maps).

In the multi-atlas approach, each atlas image is registered to the target and then fused using the methods described in \[1\]. We chose the PBAF (patch-based segmentation with augmented features) label fusion technique, as compared to other methods, this provides better accuracy for small organs. While \[6\] used a multi-atlas approach for organ localisation at first step before binary segmentation via CNNs, we only incorporate it after the coarse-scale segmentation. Here, the probability maps of coarse-segmentation is multiplied with the one from the multi-atlas approach (as a spatial prior for false-positive reduction, so that the fidelity of the final probability map is improved) to produce the 3D bounding box for fine-scale segmentation, see Fig.1 top for details. We denoted this part of spatial prior incorporation as combined multi-atlas.

**Auto-context** We utilize the classical approach of auto-context \[14\] into our framework to fuse and to integrate the information from different stages with the context. The problem of coarse-to-fine segmentation is that sometimes the cropped ROI within the bounding box has less sufficient spatial context, making the fine-scale networks more confused than the coarse-scale segmentation \[13\]. Hence, we incorporate the probability maps from the coarse-scale segmentation into the fine-scale segmentation. The benefit of probability maps as visual cues
have been discussed in [13] as a spatial aggregation from multi-view segmentation and in [16] as an updated input for an iterative fine-scale segmentation with saliency transformation network. In our case, a simple auto-context with probability maps incorporation helps the FCN to integrate the information from coarse-to-fine level segmentation. By using additional input (see Fig.1 - bottom), uncertainties and errors from the first stage are adjusted.

3 Experiments and Results

We use different strategies to achieve small organ segmentation. For coarse and fine scale segmentation, we use the same architecture of an FCN with residual layers, as implemented in [10]. We train the network using Adam optimisation with a learning rate of 0.001, $\beta_1 = 0.9$ and $\beta_2 = 0.999$, $\epsilon = 10^{-5}$. In coarse-scale segmentation, we use mini-batch training of 16 training examples with size $64^3$, to provide enough context at 4 mm resolution, while in fine-scale segmentation, the example size are $8^3$ to fit with the input images. We train each networks with 10K iterations.

We perform two-fold cross-validation, where we split the dataset into two fixed folds with equal number of samples. For evaluation, we measure the segmentation accuracy by computing the Dice Similarity Coefficient (DSC) for each subject.

| Approaches | Adrenal Gland | Gall Bladder | Pancreas | Bladder R. | Clavicle L. | Clavicle Rectum | Sacrum | Avg. |
|------------|---------------|--------------|----------|------------|-------------|----------------|--------|------|
| Multi-atlas | 0.034         | 0.298        | 0.317    | 0.880      | 0.135       | 0.163          | 0.459  | 0.466| 0.324 |
| FCN        |               |              |          |            |             |                |        |      |
| W          | 0.006         | 0.330        | 0.373    | 0.401      | 0.055       | 0.055          | 0.146  | 0.160| 0.244 |
| AC         |               | 0.067        | 0.443    | 0.465      | 0.689       | 0.402          | 0.454  | 0.526| 0.483 |
| 2SN        |               | 0.283        | 0.436    | 0.512      | 0.717       | 0.381          | 0.397  | 0.549| 0.487 |
| CMA        |               | 0.034        | 0.375    | 0.465      | 0.594       | 0.274          | 0.379  | 0.490| 0.376 |
| W AC       | 0.134         | 0.507        | 0.612    | 0.729      | 0.519       | 0.535          | 0.591  | 0.721| 0.543 |
| 2SN CMA    | 0.146         | 0.532        | 0.567    | 0.754      | 0.541       | 0.547          | 0.658  | 0.735| 0.560 |

Table 1. Different strategies on segmentation of small organs, using the baseline FCN, weighted-FCN (W), auto-context (AC), two-stage networks (2SN), and combined multi-atlas (CMA) for ROI selection. Improvements in overall small organ segmentation accuracy (reported in DSCs) was achieved with our proposed approach.

First stage of the network was trained for multi-organ (18 classes, including large organs) on the entire 3D whole-body ROI. However, for our study, we were only interested in small organs as large organs, such as heart, liver, lungs, and spine - have achieved satisfactory results (with above 0.9 DSC). Our complete benchmarks for different strategies applied in small organ segmentation are shown in Table 1. Although the overall results on 18 organs for multi-atlas segmentation are lower (DSC: 0.486) than baseline FCN (DSC: 0.516) (without weights, auto-context, two-stage network and combined multi-atlas), the accuracy for small organs improved.
We then investigate the role of introducing different weights when taking training samples from different classes on coarse-scale multi-organ segmentation. As we give larger weights on small organs, we can reduce the effect of class imbalance [11]. This weighted-FCN gives significant improvement over small organs compared to the baseline FCN, with overall small organ accuracies increase from 0.244 to 0.483 DSC.

To evaluate the spatial prior in combined multi-atlas, we multiply the probability maps from the weighted-FCN with the multi-atlas prediction. Table 1 shows that it slightly improves the accuracy for small organ segmentation, especially adrenal gland (DSC: 0.203). However, some organs, such as both clavicles are worse because of the lower accuracy on multi-atlas segmentation. The probability maps given by multi-atlas are tighter, so that the segmentation misses some parts of the region of interested.

To verify that the two-stage network can segment small organs more accurately, we run the state-of-the-art method [17], which takes input from baseline FCN segmentation to crop the ROI for fine-scale segmentation. Compared to the small organ segmentation accuracies produced by the FCN baseline (DSC: 0.244), we observe an improvement of about 50%. This result shows the advantage of using a two-stage network on small organ segmentation.

We then employ a two-stage scheme using the weighted-FCN with auto-context and the probability map from the weighted-FCN prediction as an additional input to the network. With this strategy, we get much higher accuracy on all organs (see Table 1). Weightings, auto-context, and region cropping are shown to boost the performance of small organ segmentation.

To add the spatial prior, we crop the ROI for fine-scale segmentation for organ-specific bounding box, according to the Section 2.2. As detailed in Table 1, adding spatial priors is useful in almost all small organs, except the pancreas because of its poor tissue contrast and shape variability. For adrenal gland, too, we find that the results of direct multiplication between coarse-scale segmentation and spatial prior gives better results. Multi-atlas prior information gives better localisation for adrenal gland, which is the smallest organ in our task (only occupied about 0.0001% of the whole volume). Overall, the addition of auto-context and spatial priors to two-stage weighted-FCN gives the best results on small organ segmentation (DSC: 0.560), as detailed in Table 1.

4 Discussion and Conclusion

The challenge in small organ segmentation is our main motivation in this work. A standard CNN-based approach gives good performance on larger organs, but still fails to accurately segment small organs. We found that by setting different weights on training examples per class could boost the performance of small organ segmentation. The class imbalance problem is countered by a multi-class weighted-FCN. As the target is often very small, we need to focus on a local input region. The two-stage network scheme seems to help the small organ segmentation. However, lack of contextual information and spatial knowledge
Fig. 2. Fine-scale segmentation of small organs. Two-stage network (2SN) with weighting (W), auto-context (AC), and combined spatial prior from multi-atlas (CMA) can improve small organ segmentation results.

sometimes make the network confused. Hence, we apply a simple auto-context, which uses the coarse-scale probability map to carry useful context information for fine-scale segmentation.

Some examples of small organ fine-scale segmentation are shown in Figure 2. We can see that the two-stage weighted-FCN with auto-context and combination with multi-atlas produce better results in small organ segmentation. False positives are reduced and the ROIs are more focused to the specific organ. Our experiments show that the proposed approach outperforms the baseline (standard FCN and previous state-of-the art) on multiple small organs segmentations. This work shows a promising result for small organ and bone segmentation in whole-body MRI.
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