Nonlinear Schrödinger equation on the half-line without a conserved number of solitons

Vincent Caudrelier¹, Nicolas Crampé², Eric Ragoucy³, Cheng Zhang⁴
v.caudrelier@leeds.ac.uk, crampe1977@gmail.com, ragoucy@lapth.cnrs.fr, ch.zhang.maths@gmail.com

¹ School of Mathematics, Leeds University, Leeds, LS2 9JT, UK
² Institut Denis-Poisson CNRS/UMR 7013 - Université de Tours - Université d’Orléans, Parc de Grandmont, 37200 Tours, France
³ LAPTh, CNRS and Université Savoie Mont Blanc, Annecy, 74600, France
⁴ Department of Mathematics, Shanghai University, Shanghai, 200444, China

Abstract

We explore the phenomena of absorption/emission of solitons by an integrable boundary for the focusing nonlinear Schrödinger equation on the half-line. This is based on the investigation of time-dependent reflection matrices which satisfy the boundary zero curvature equation. In particular, this leads to absorption/emission processes at the boundary that can take place for solitons and higher-order solitons. As a consequence, the usual charges on the half-line are no longer conserved but we show explicitly how to restore an infinite set of conserved quantities by taking the boundary into account. The Hamiltonian description and Poisson structure of the model are presented, which allows us to derive for the first time a classical version of the boundary algebra used originally in the context of the quantum nonlinear Schrödinger equation.
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1 Introduction

The topic of integrable boundary conditions with the objective of constructing initial-boundary value problems that can be solved by taking advantage of the integrability of the Partial Differential Equation (PDE) under study has a long history. The first instance can be found in [1] where the Inverse Scattering Method (ISM) [2,19,33] was combined with the idea of odd-even extensions familiar in linear PDEs to derive solutions of certain integrable PDEs on the half-line with Dirichlet or Neumann boundary conditions. Two important steps were taken later by Sklyanin and Habibullin to propose systematic methods for: 1) Identifying boundary conditions that preserve (Liouville) integrability [28,29]; 2) Constructing solutions in the spirit of the odd-even extensions by mapping the half-line problem to a full-line problem [23] (see also [4,50]). These two aspects grew essentially independently initially. For a detailed review of the evolution of these ideas and subsequent developments (including the Fokas method [15,16]), we refer the reader to the introduction of [7] where a synthesis of the relationships between the various points of view was given. In Sklyanin’s approach, the main ingredient is the reflection matrix $K(t;\lambda)$ which is required to satisfy the (time-dependent) boundary zero curvature equation (written here in the case of the nonlinear Schrödinger (NLS) equation)

$$\frac{\partial}{\partial t} K(t;\lambda) = V(0,t;\lambda) K(t;\lambda) - K(t;\lambda) V(0,t;\lambda),$$

(1.1)
where $V(x,t;\lambda)$ is the Lax matrix for the time part of the auxiliary problem. The main idea in Habibullin’s approach is to use a Bäcklund transformation, realised by a Bäcklund-Darboux matrix $L(x,t;\lambda)$, to obtain solutions on the half-line from solutions on the full-line with special symmetries on their scattering data. As exhibited for instance in [7,8,11,30], the connection between the two points of view boils down to

$$K(t;\lambda) = L(0,t;\lambda).$$ (1.2)

The initial-boundary value problems obtained by Sklyanin’s criterion, in the case of time-independent reflection matrices $K(\lambda)$, fall into the class of special initial-boundary value problems called linearizable in the Fokas method. They are amenable to Habibullin’s nonlinear mirror image method (terminology adapted from [5]) which offers the advantage of producing multi-soliton solutions explicitly. Of course the Fokas method is powerful in the sense that it allows one to also consider boundary conditions which break integrability at the boundary. In this respect, we note that a phenomenon of emission of solitons from the boundary was analysed in [17] using the early ideas of the Fokas method. In that context, the production of solitons by the boundary was identified indirectly using long-time asymptotic analysis via a Riemann-Hilbert formulation of the solution of the focusing NLS. The latter solution was not written in closed form and did not correspond to integrable boundary conditions as opposed to the present work. To compare those results with ours within the Fokas method, the notion of time-dependent linearizable boundary conditions should be introduced and studied. This was already identified in [7] as a necessary ingredient in the programme of unification of methods for initial-boundary value problems for integrable PDEs.

There are renewed interest and various motivations for studying integrable boundary conditions beyond the time-independent case, as illustrated by the series of works [3,7,22,31,34–36]. In [7], it was demonstrated that the nonlinear mirror image can be successfully extended to the case of time-dependent reflection matrices $K(t;\lambda)$. This led to a new and exciting phenomenon of absorption or emission of solitons by the boundary. In turn, this is consistent with the intuition behind the derivation of (1.1) in the Hamiltonian picture for a non-diagonal reflection matrix which is the signal that “particles” can be absorbed or emitted by the boundary.

The first objective of this paper is to develop the investigation of time-dependent reflection matrices beyond the simplest case of [34] (see also [7,22,31]) and to analyze the corresponding absorption/emission processes that can take place for solitons and higher-order solitons on the half-line. This leads to an interesting phenomenon that the usual charges such as the number of solitons are no longer conserved. The particular model we consider is the focusing NLS on the half-line with fast-decaying behavior at infinity. Instead of using the time-dependent version of the nonlinear mirror image method introduced in [7,8], we adopt the recent method of [36] which allows for the reconstruction of the solution $q(x,t)$ of the half-line problem directly from Sklyanin’s double-row monodromy matrix. This bypasses the need for the construction of an adequate Bäcklund-Darboux matrix and eliminates the step involving the mapping to the full-line problem. The latter point is similar to the point of view taken in the Fokas method. However, the method differs in that the scattering data required for the reconstruction of $q(x,t)$ is drawn directly from the double-row monodromy matrix rather than being built from two separate sets of scattering data which are then required to satisfy a global relation, see e.g. [16]. We note that the results on the symmetries of the scattering data (c.f. (3.13) below) were already obtained [24] using Habibullin’s Bäcklund transformation method. In this sense, our findings within the construction of the double-row monodromy matrix represent an alternative derivation of those symmetries. Further comparisons between [24] and our results will be made in Remark 3.3.

The second objective of this paper is to lay the ground for a possible quantization of integrable PDEs with time-dependent boundary conditions and to make contact with older results concerning the quantum NLS with integrable boundary conditions [20,21,26]. Specifically, we present the Hamiltonian description of our model with time-dependent boundary conditions and derive explicitly for the first time the classical version of the boundary (Zamolodchikov-Faddeev) algebra introduced in [25].
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latter was used to quantize NLS with Robin boundary conditions in \cite{20,21} and to study the quantum symmetries of this model \cite{26} (in the vector-valued case). We derive our results in the absence of any discrete spectrum, as this is the only regime for which (second) quantization is known, to the best of our knowledge.

The paper is organized as follows. In Section 2, we review the Lax pair formalism for integrable boundary conditions. We also present a general result (Prop. 2.1) about the structure of the boundary conditions we are interested in and their characterization in terms of a time-dependent reflection matrix $K(t; \lambda)$. In Section 3 we explain how this reflection matrix enters Sklyanin’s double-row monodromy matrix $\Gamma(t; \lambda)$ and extend the results of \cite{36} which allow one to reconstruct (soliton) solutions of the NLS equation with time-dependent boundary conditions directly from $\Gamma(t; \lambda)$. The results are then illustrated by a variety of explicit examples where phenomena of absorption and/or emission of solitons at the boundary occur. Section 4 shifts the emphasis to the Hamiltonian formulation of the model at hand. Our main motivation for this section is to lay the ground for a possible quantization. The main result in this section is the explicit derivation of a classical version of the boundary algebra introduced in \cite{25}. Finally, in Section 5 are gathered our conclusions which are put into perspective and related to open questions.

2 Lax pair formalism and integrable boundary conditions

This section first recalls the bulk and boundary Lax pair formalism, also known as the bulk and boundary zero curvature equation respectively, for the focusing NLS equation on the half-line. The boundary zero curvature equation enables us to derive a class of integrable time-dependent boundary conditions.

2.1 Lax pair formalism for NLS on the half-line

We recall that the focusing non-linear Schrödinger equation for the complex field $q := q(x,t)$ on the positive half-line reads

$$iq_t + q_{xx} + 2|q|^2q = 0, \quad \text{for} \quad x \geq 0,$$

where the subscripts $x$ and $t$ denote partial derivative with respect to $x$ and $t$ respectively. We assume that the NLS field $q(x,t)$ and its derivatives vanish rapidly as $x \to \infty$. In other words, the vanishing boundary conditions are imposed at infinity. We shall impose boundary conditions at $x = 0$ (see below) such that there still exists a description in terms of the Lax pair.

First of all, let us summarize the well-known results about the Lax pair formalism. In this context, the bulk equation (2.1) is rewritten equivalently as follows

$$U_t(x, t; \lambda) - V_x(x, t; \lambda) + [U(x, t; \lambda), V_x(x, t; \lambda)] = 0,$$

known as the (bulk) zero curvature equation, where

$$U(x, t; \lambda) = -i\lambda \sigma_3 + Q(x, t), \quad V(x, t; \lambda) = \left( -2i\lambda^2 + |q(x, t)|^2 \right) \sigma_3 + 2\lambda Q(x, t) - iQ_x(x, t) \sigma_3,$$

with

$$Q(x, t) = \frac{0}{q(x, t)}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

We call $U$ and $V$ respectively the space-part and time-part of the Lax pair $(U, V)$. They are traceless matrices, and obey the involution relations

$$U^*(x, t; \lambda^*) = \sigma_2 U(x, t; \lambda) \sigma_2, \quad V^*(x, t; \lambda^*) = \sigma_2 V(x, t; \lambda) \sigma_2, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. $$
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where the superscript * denotes the complex conjugate. Due to the vanishing boundary conditions imposed as \( x \to \infty \), one has

\[
\lim_{x \to +\infty} U(x, t; \lambda) = -i\lambda \sigma_3, \quad \lim_{x \to +\infty} V(x, t; \lambda) = -2i\lambda^2 \sigma_3.
\]  

(2.6)

Similarly to the bulk equation, we require that the boundary conditions at \( x = 0 \) can be written in the form of a boundary zero curvature equation

\[
K_t(t; \lambda) = V(0, t; -\lambda) K(t; \lambda) - K(t; \lambda) V(0, t; -\lambda),
\]

(2.7)

for some \( 2 \times 2 \) time-dependent matrix \( K \), which is called reflection matrix, or simply \( K \)-matrix. The \( K \)-matrix is assumed to be nondegenerate for generic \( \lambda \). The strategy is to find an appropriate \( K \)-matrix to determine the boundary conditions. Assuming the local existence of a \( 2 \times 2 \) matrix \( \Psi(x, t; \lambda) \) satisfying

\[
\Psi_x(x, t; \lambda) = U(x, t; \lambda) \Psi(x, t; \lambda), \quad \Psi_t(x, t; \lambda) = V(x, t; \lambda) \Psi(x, t; \lambda),
\]

(2.8a)

\[
\Psi(0, t; \lambda) = K(t; \lambda) \Psi(0, t; -\lambda),
\]

(2.8b)

(2.2) and (2.7) can be seen as the consistency conditions for this system.

### 2.2 Time-dependent boundary conditions

Before deriving explicit forms of the \( K \)-matrices, let us recall some properties of the reflection matrices c.f. [36]. It follows from the fact the time-part Lax matrix \( V \) is traceless that \( \det K(t; \lambda) \) is time-independent and is denoted by \( \kappa(\lambda) \), i.e.

\[
\det K(t; \lambda) = \kappa(\lambda).
\]

(2.9)

Since equation (2.7) is linear in \( K \), it does not fix its normalization. For later convenience, it is fixed in the following way:

\[
K^{-1}(t; \lambda) = K(t; -\lambda), \quad \kappa(-\lambda) K(t; \lambda) = \sigma_2 K^*(t; \lambda^*) \sigma_2,
\]

(2.10)

which is equivalent to requiring

\[
\kappa(\lambda) \kappa(-\lambda) = 1, \quad \kappa^*(\lambda^*) = \kappa(-\lambda).
\]

(2.11)

If we assume that the asymptotic of \( K \) is fixed as follows

\[
\lim_{\lambda \to \infty} K(t; \lambda) = \begin{pmatrix} 1 & 0 \\ 0 & \epsilon \end{pmatrix},
\]

(2.12)

and that \( \kappa \) is a rational function in \( \lambda \), then, due to (2.11), it can be expressed in the form

\[
\kappa(\lambda) = \epsilon \prod_{j=1}^{\mathcal{N}} \left[ \frac{\lambda - \beta_j}{\lambda - \beta_j^*} \right] \prod_{\ell=1}^{\mathcal{M}} \left[ \frac{\lambda - i\alpha_\ell}{\lambda + i\alpha_\ell} \right], \quad \epsilon = \pm 1,
\]

(2.13)

where \( \beta_j \) is a complex number with a non-vanishing real part, and \( \alpha_\ell \) is a non-vanishing real number. Then, if the determinant of \( K \) is fixed as (2.13), the \( K \)-matrix can be uniquely determined by the relation (2.7).

Here, we focus on the solutions \( K(t; \lambda) \) of equation (2.7) having a determinant given by (2.13) with \( \mathcal{M} = 0 \) and \( \epsilon = 1 \). Without loss of generality, we restrict ourselves to the case where the imaginary part of \( \beta_j \) is negative and the real part is nonzero. This yields a class of time-dependent \( K \)-matrices accompanied by a class of time-dependent integrable boundary conditions.
Proposition 2.1  The solution to equation (2.7) satisfying (2.12) and with a determinant

\[\kappa(\lambda) = \prod_{j=1}^{N} \left[ \frac{1}{\lambda - \beta_j} + \frac{1}{\lambda + \beta_j} \right] \left( \sum_{j=0}^{N} \lambda^{j} f_{2j+1}(t) \right),\]  

(2.14)
takes the form

\[K(t; \lambda) = \prod_{j=1}^{N} \left[ \frac{1}{\lambda - \beta_j} + \frac{1}{\lambda + \beta_j} \right] \left( \sum_{j=0}^{N} \lambda^{j} f_{2j+1}(t) \right),\]  

(2.15)
where \(\mathbb{I}\) is the identity matrix, \(f_{j}(t)\) are real-valued functions and \(g_{j}(t)\) are complex-valued functions, with \(f_{2N}(t) = 1\). Then, the functions \(g_{j}(t)\) can be expressed as

\[g_{2j-1}(t) = D_{t}^{N-j} q - \sum_{k=0}^{N-j-1} D_{t}^{k} \left( -q f_{2(j+k)}(t) + \frac{1}{2} q_{x} f_{2(j+k)+1}(t) \right), \quad 1 \leq j \leq N\]  

(2.16)
where \(D_{t} := \frac{i}{4} \frac{d}{dt} + \frac{1}{2} |q|^{2}\), and \(q\) stands for \(q(0, t)\). The functions \(f_{j}(t)\) obey, for \(0 \leq p \leq 2N\),

\[\sum_{0 \leq k \leq 2N, k + \ell \equiv 2p} \left( f_{k}(t) f_{\ell}(t) + g_{k}^{*}(t) g_{\ell}(t) \right) = (-1)^{p} \tau_{2N-p}(\beta_{1}, \ldots, \beta_{N}^{*}, (\beta_{1}^{*})^{2}, \ldots, (\beta_{N}^{*})^{2}),\]  

(2.17)
where by convention, \(g_{2j}(t) = g_{2j}^{*}(t) = 0, 0 \leq j \leq N\). \(\tau_{n}\) is the \(n^{th}\) elementary symmetric polynomial.

The boundary relation associated to a \(K\)-matrix of the form (2.15) reads

\[D_{t}^{N} q = \sum_{k=0}^{N-j-1} D_{t}^{k} \left( -q f_{2k}(t) + \frac{1}{2} q_{x} f_{2k+1}(t) \right),\]  

(2.18)
where the functions \(f_{k}(t)\) are subject to the constraints (2.17) with \(g_{k}^{*}(t)\) and \(g_{\ell}(t)\) replaced by their expressions (2.16).

Proof: The condition (2.12) with \(\epsilon = 1\) implies that \(f_{2N}(t) = 1\). Plugging the expansion (2.15) into equation (2.7) we get, for \(0 \leq j \leq N - 1\),

\[i \frac{d}{dt} f_{2j}(t) = 2 q g_{2j-1}(t) - 2 q^{*} g_{2j-1}(t), \quad i \frac{d}{dt} f_{2j+1}(t) = q_{x} g_{2j+1}(t) - q_{x} g_{2j}^{*}(t),\]  

(2.19a)
\[i \frac{d}{dt} g_{2j+1}(t) = 2 g_{2j-1}(t) - |q|^{2} g_{2j+1}(t) - 2 q f_{2j}(t) + q_{x} f_{2j+1}(t),\]  

(2.19b)
\[g_{2N-1}(t) = q,\]  

(2.19c)
where by convention \(g_{-1}(t) := 0\). In particular, one gets \(\frac{d}{dt} f_{0}(t) = 0\). These relations are equivalent to (2.7) once the expansion of \(K\) is assumed. Equations (2.19a) are compatible with the reality of the functions \(f_{j}(t)\) and equations for \(g_{2j+1}(t)\) are deduced from (2.19a) by complex conjugation.

Comparing the explicit form of \(\kappa(\lambda)\) and a direction computation of the determinant of (2.15), one gets (2.17). It can be shown that, keeping equations (2.19b), the set of equations (2.19a) can be replaced by the set (2.17).

Then, starting from (2.19c), equations (2.19b) for \(j = N - 1, N - 2, \ldots, 1\), allows us to express recursively \(g_{2j-1}(t)\) in terms of \(q\), its derivative and the functions \(f_{k}(t)\) to obtain (2.16). Finally, the last equation (2.19b) for \(j = 0\) provides the boundary relation.

It can be shown, see Appendix [B], that the \(K\)-matrix of Prop. 2.1 has the dressed structure familiar in Sklyanin’s approach [28]. This structure is also the main object of the construction in [36].
Applying the procedure described above, the boundary condition becomes

\[-\text{of some nonlinear differential-algebraic system, the NLS fields at the boundary, and the time-dependent boundary conditions are actually expressions appearing, in the K-matrix can be interpreted as the some degrees of freedom that are coupled to the NLS fields at the boundary, and the time-dependent boundary conditions are actually expressions of some nonlinear differential-algebraic system, i.e. (2.17), (2.18) and its complex conjugate. In the following, we show explicit examples for } N = 1, 2.

**Example \( N = 1 \).** In this case, \( f_0 \) and \( f_1(t) \) are given by \( f_0^2 = |\beta_1|^4 \) and \( f_1(t)^2 + 2f_0 + |q|^2 = -\beta_1^2 - (\beta_1^*)^2 \). Since \( f_0 \) and \( f_1(t) \) are real, the previous two relations become

\[
f_0 = -|\beta_1|^2 \quad \text{and} \quad f_1(t)^2 = -|q|^2 - (\beta_1 - \beta_1^*)^2.
\]

Applying the procedure described above, the boundary condition becomes

\[
\frac{i}{2} \frac{d}{dt} q = -|q|^2 q + 2q|\beta_1|^2 + q_x f_1(t).
\]

We recover the time-dependent boundary conditions introduced in [34] whose solutions are studied in [7,22,31]. An equivalent form of (2.21), involving the second-order derivative of \( q_{xx} \) obtained by eliminating \( q_t \) using the NLS equation (2.1) continued at \( x = 0 \), was obtained earlier in [4,24].

**Example \( N = 2 \).** In this case, one gets

\[
\frac{i}{2} \frac{d}{dt} g_1(t) = -|q|^2 g_1(t) - 2qf_0(t) + q_x f_1(t),
\]

\[
\frac{i}{2} \frac{d}{dt} q = 2g_1(t) - |q|^2 q - 2q f_2(t) + q_x f_3(t),
\]

and

\[
f_0^2 = \tau_4, \quad 2f_0f_2(t) + f_1(t)^2 + |g_1(t)|^2 = -\tau_3, \quad f_4 = 1, \quad f_3(t)^2 + 2f_2(t)f_4(t) + |q|^2 = -\tau_1,
\]

where the variables entering the symmetric polynomials \( \tau_i \) are \( \beta_1^2, \beta_2^2, (\beta_1^*)^2 \) and \( (\beta_2^*)^2 \). As explained in the generic case, we can determine \( g_1 \) using (2.22b) and use this expression to transform (2.22a) to the following boundary condition

\[
\frac{d^2q}{dt^2} = 8qf_0 - 4q_x f_1(t) + 2f_2(t)(2q|q|^2 + i\dot{q}_t) - f_3(t)(i\dot{q}_{xx} + 2q^2 \dot{q}_t) + 2i|q|^2 q_t - |q_x|^2 q + q_x^2 q^* + 2q|q|^4.
\]

Note that in the process of simplification of the boundary condition, it is easier to use (2.19a) rather than its equivalent form (2.17). Expression (2.17) is useful to get a factorization of the determinant \( \kappa(\lambda) \), i.e. (2.14).

### 3 Soliton solutions of NLS on the half-line with time-dependent boundary conditions

In this section, we construct multi-soliton solutions of NLS on the half-line subject to the integrable boundary conditions given in Prop. 2.1. This relies on the method of [30] which allows for reconstruction of the half-line solutions directly from the double-row monodromy matrix. We also explore the phenomena of absorption/emission of solitons by the boundary.
3.1 Double-row monodromy matrix

We briefly recall the notion of double-row monodromy matrix \[28,29\] (see also \[3\] for a recent survey). The scattering functions, as entries of the double-row monodromy matrix, encode the initial-boundary data, and allow us to reconstruct exact solutions of NLS on the half-line \[36\]. They also play a central role in the Hamiltonian formalism of the model (see Section 4).

\[
\begin{array}{cccc}
T^{-1}(t; -\lambda) & 0 & \rightarrow & \infty \\
K(t; -\lambda) & & & K_+(\lambda) \\
T(t; \lambda)
\end{array}
\]

Figure 1: Double-row monodromy matrix following the path circling the semi-axis.

The double-row monodromy matrix \(\Gamma(t; \lambda)\) can be constructed following a path circling the positive semi-axis as depicted in Figure 1 by employing the “single-row” transition matrix \(T(t; \lambda)\) and the reflection matrices \(K(t; \lambda)\) and \(K_+(\lambda)\) (we assume \(K_+(\lambda)\) to be time-independent, this point will be discussed below after Prop. 3.1) located respectively at \(x = 0\) and at infinity as

\[
\Gamma(t; \lambda) = T(t; \lambda) K(t; -\lambda) T^{-1}(t; -\lambda) K_+(\lambda).
\]

The single-row transition matrix \(T(t; \lambda)\) (assuming it exists) is defined as \[16\]

\[
T(t; \lambda) = \lim_{L \to \infty} (e^{i\lambda \sigma_3} T(L, 0, t; \lambda)),
\]

with \(T(x, y, t; \lambda)\) being the fundamental solution of the space-part of the Lax equations, i.e.

\[
T(x, y, t; \lambda) = \exp \int_y^x U(\xi, t; \lambda) d\xi, \quad T(x, x, t; \lambda) = \mathbb{I},
\]

where \(\exp\) denotes the path-ordered exponential. The reflection matrix \(K(t; \lambda)\) is supposed to be one of the solutions provided in Prop. 2.1. Therefore, the time-dependent boundary conditions associated with \(K(t; \lambda)\) are imposed at \(x = 0\). The form of the reflection matrix \(K_+(\lambda)\) will be characterized in Prop. 3.1 below in order to make the half-line NLS model integrable.

Note that, for the above definition of \(\Gamma(t; \lambda)\), the choice of the starting point of the path of integration as well as the orientation of the path, is irrelevant to the spectral properties of \(\Gamma(t; \lambda)\). In our case, we fix the starting point at infinity and make the path anti-clockwise (see Figure 1). We also assume that the NLS field \(q(x, t)\) belongs to the functional space of Schwartz-type for \(x \geq 0\) at a fixed time \(t\) so that the single-row transition matrix \(T(t; \lambda)\) (3.2) is well-defined.

**Proposition 3.1** Assume the single-row transition matrix \(T(t; \lambda)\) (3.2) is well-defined, and let \(K(t; \lambda)\) be one of the solutions provided in Prop. 2.1 with the normalization

\[
\det K(t; \lambda) = \kappa(\lambda),
\]

where \(\kappa(\lambda)\) is given in (2.14). If \(K_+(\lambda)\) is a time-independent matrix such that

\[
\begin{align}
[\sigma_3, K_+(\lambda)] &= 0, \\
\det K_+(\lambda) &= \kappa(\lambda), \\
\kappa(\lambda)\sigma_2 K_+^*(\lambda^*)\sigma_2 &= K_+(\lambda), \\
\lim_{\lambda \to \infty} K_+(\lambda) &= \mathbb{I},
\end{align}
\]

then the inverse part of the ISM applied to \(\Gamma(t; \lambda)\) leads to solutions of NLS on the half-line subject to the time-dependent boundary conditions at \(x = 0\) associated with \(K(t; \lambda)\).
In other words, the set of constraints (3.5) provides a sufficient condition for the half-line NLS model to be integrable by means of the ISM. Proof of this statement can be found in [36, Theorem 4.5]. Actually, the integrability can already be seen through the properties of the double-row monodromy matrix, such as the Lax formulation (3.6) and the unimodularity listed below. The ISM requires extra analytic properties of the scattering system associated with \( \Gamma(t; \lambda) \), and the inverse part of the ISM can be formulated as a Riemann-Hilbert problem. Also note that the assumption that \( K_+^{\lambda}(\lambda) \) is a time-independent matrix can be regarded as a consequence of \( K_+^{\lambda}(\lambda) \) also satisfying the boundary zero curvature equation (2.7) evaluated as \( x \to \infty \).

Let us comment on some direct consequences of the above characterizations of the double-row monodromy matrix \( \Gamma(t; \lambda) \).

- \( \Gamma(t; \lambda) \) satisfies the following Lax formulation

\[
\frac{d}{dt} \Gamma(t; \lambda) = \lim_{x \to \infty} \left[ V(x, t; \lambda), \Gamma(t; \lambda) \right] = -2i\lambda^2 \sigma_3, \Gamma(t; \lambda) \] (3.6)

This can be derived using (2.7) and (3.5a), and the fact that the vanishing boundary conditions as \( x \to \infty \) are imposed.

- \( \Gamma(t; \lambda) \) is unimodular, i.e. \( \det \Gamma(t; \lambda) = 1 \), and satisfies the involution relation

\[
\Gamma^*(t; \lambda^*) = \sigma_2 \Gamma(t; \lambda) \sigma_2. \] (3.7)

- One can express \( \Gamma(t; \lambda) \) as

\[
\Gamma(t; \lambda) = \begin{pmatrix} A(\lambda) & -e^{-4i\lambda^2t} B^*(\lambda^*) \\ e^{4i\lambda^2t} B(\lambda) & A^*(\lambda^*) \end{pmatrix}. \] (3.8)

The scattering functions \( A(\lambda), B(\lambda) \) are well-defined for \( \lambda \in \mathbb{R} \), and \( A(\lambda) \) (resp. \( A^*(\lambda^*) \)) can be analytically extended off the real axis to the upper (resp. lower) half complex plane, and behaves asymptotically as

\[
\lim_{\lambda \to \infty} A(\lambda) = 1 + O(1/\lambda). \] (3.9)

- \( \Gamma(t; \lambda) \) satisfies a second involution relation

\[
\Gamma^{-1}(t; -\lambda) = K_+^{-1}(\lambda) \Gamma(t; \lambda) K_+^{-1}(\lambda). \] (3.10)

Recall the form of \( \kappa(\lambda) \) given in (2.14). It follows from the constraints (3.5) that the reflection matrix \( K_+^{\lambda}(\lambda) \) should be put in the form

\[
K_+^{\lambda}(\lambda) = \begin{pmatrix} \varphi(\lambda) & 0 \\ 0 & \kappa(\lambda)/\varphi(\lambda) \end{pmatrix}, \] (3.11)

where \( \varphi(\lambda) \) is given by

\[
\varphi(\lambda) = \prod_{j \in \mathcal{J}} \frac{\lambda - \beta_j}{\lambda - \beta_j^*} \prod_{k \in \mathcal{K}} \frac{\lambda + \beta_k^*}{\lambda + \beta_k}, \] (3.12)

with \( \mathcal{J}, \mathcal{K} \) being disjoint subsets of \( \{1, \ldots, N\} \).

**Remark 3.2** We stress that the form of \( K_+^{\lambda}(\lambda) \) given in (3.11) along with the involution relation (3.10) represents a crucial generalization to the results given in [36]. Such form of \( K_+^{\lambda}(\lambda) \) leads to certain symmetries of the scattering functions which characterize initial-boundary data for the half-line problem under consideration. In particular, novel types of absorption/emission of solitons by the boundary can be constructed.
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Using the form of $K_+(\lambda)$ given in (3.11), it follows from (3.10) that $A(\lambda), B(\lambda)$, for $\lambda \in \mathbb{R}$, satisfy the following symmetric relations

$$A(-\lambda) = g_A(\lambda)A^*(\lambda^*), \quad B(-\lambda) = g_B(\lambda)B(\lambda),$$

(3.13)

where

$$g_A(\lambda) = \varphi(\lambda)\varphi(-\lambda) = \prod_{j \in \mathcal{J}} \left[ \frac{\lambda^2 - \beta_j^2}{\lambda^2 - (\beta_j^*)^2} \right] \prod_{k \in \mathcal{K}} \left[ \frac{\lambda^2 - (\beta_k^*)^2}{\lambda^2 - (\beta_k)^2} \right],$$

(3.14a)

$$g_B(\lambda) = -\frac{\kappa(\lambda)\varphi(-\lambda)}{\varphi(\lambda)} = -\prod_{i \in \mathbb{Z}} \left[ \frac{\lambda - \beta_i^* \lambda + \beta_i^*}{\lambda - \beta_i^* \lambda + \beta_i} \right],$$

(3.14b)

with $\mathcal{J}, \mathcal{K}$ being disjoint subsets of $\{1, \ldots, N\}$ and $\mathcal{I} = \{1, \ldots, N\} \setminus (\mathcal{J} \cup \mathcal{K})$. In particular, $B(\lambda)$ obeying the above symmetric relation characterizes the so-called continuous scattering data of the half-line NLS model under consideration.

**Remark 3.3** It should be noted that similar results as (3.13) were already obtained by Habibullin (see (1.4) in [24]). It was based on a symmetric extension of the monodromy matrix which coincides with the involution relation of the double-row monodromy matrix (3.10). The associated boundary conditions were derived using a Bäcklund transformation by exploring the space reversal symmetry of the NLS equation. In the present paper, (3.10) as well as the boundary conditions are derived as consequences of the construction of $\Gamma(t; \lambda)$. These two approaches reflect the two paths for the same problem initiated respectively by Habibullin and Sklyanin, and are eventually connected as mentioned in Introduction. However, we stress that a detailed analysis of the solution content which derives from the symmetry on the scattering data, in particular the possibility of emission/absorption of solitons at the boundary and the consequences for conserved quantities, as presented in the next (sub)sections, were not discussed in [24].

### 3.2 Absorption and/or emission of solitons by the boundary

Let us first the recall the multi-soliton solutions of NLS [14]. The $N$-soliton solutions of NLS on the full-line are expressions of $2N$ nonzero complex parameters $\{\lambda_j, c_j\}, j = 1, \ldots, N$, known as the discrete scattering data. Here, $\lambda_j$ denotes the discrete spectrum having positive imaginary part, and $c_j$ is the norming constant associated with $\lambda_j$. We also assume that the discrete spectrum are distinct from each other. Then, the $N$-soliton solutions of NLS for $-\infty < x < \infty$ can be put in the form

$$q(x, t) = \frac{-2i}{\det M} \begin{vmatrix} 0 & 1 & \cdots & 1 \\ \gamma_1 & M \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_N \end{vmatrix},$$

(3.15)

where $\gamma_j := c_j e^{-2i\lambda_j(x + 2\lambda_j t)}$, and $M$ is a $N \times N$ matrix with components $M_{j\ell} = \frac{2\gamma_j^2 + 1}{\lambda_j - \lambda_{j'}}$. This formula will be employed later in the construction of multi-soliton solutions of NLS on the half-line. Note that the large-time asymptotics of the $N$-soliton solutions leads to $N$ independent solitons. Let $\mu_j, \nu_j$ (assume $\nu_j > 0$) be respectively the real and imaginary parts of $\lambda_j$, i.e. $\lambda_j = \mu_j + i\nu_j$, then the amplitude and velocity of each asymptotic soliton associated with $\lambda_j$ are respectively $2\nu_j$ and $-4\mu_j$. One could also consider higher-order (or multi-pole) soliton solutions by taking several discrete eigenvalues to have the same value. Then, the multi-pole soliton solutions can be obtained using certain limiting process of the above formula. A special type of double-pole soliton fully absorbed and/or emitted by the boundary on the half-line will be constructed below. Take $\kappa(\lambda)$ in the form (2.14), and without loss of generality, assume all the boundary parameters $\beta_j, i = 1, \ldots, N$, are located
in the fourth quadrant of the complex plane, i.e. having positive real parts and negative imaginary parts. Then, as a consequence of the symmetric relation \( |\beta_j| = |\beta_k| \), the scattering function \( A(\lambda) \) in the pure-soliton (or reflectionless) case can be expressed as

\[
A(\lambda) = \prod_{\ell=1}^{N} \frac{\lambda - \mu_\ell}{\lambda - \mu_\ell^*} \frac{\lambda - \bar{\mu}_\ell}{\lambda - \bar{\mu}_\ell^*} \prod_{j \in J} \frac{\lambda + \beta_j^*}{\lambda + \beta_j} \prod_{k \in K} \frac{\lambda - \beta_k^*}{\lambda - \beta_k} = \prod_{\ell=1}^{N} \frac{\lambda - \mu_\ell}{\lambda - \mu_\ell^*} \frac{\lambda - \bar{\mu}_\ell}{\lambda - \bar{\mu}_\ell^*} \varphi(-\lambda),
\]

where \( \varphi(\lambda) \) is given in (3.12) and

\[
\bar{\mu}_\ell = -\mu_\ell^*.
\]

This form extracts the discrete spectrum that are zeros of \( A(\lambda) \). A pair \( \mu_\ell, \bar{\mu}_\ell \) of the spectrum, together with the paired norming constants \( c_\ell, \bar{c}_\ell \) (see (3.19)), generates two solitons on the full-line with opposite velocities. This corresponds to one soliton on the half-line reflected by the boundary. The new feature here is the combinatorial aspect of relating zeros of \( A(\lambda) \) with the boundary parameters. This leads to the phenomena of absorption and/or emission of one or several solitons by the boundary, which is the content of the following statement.

**Proposition 3.4** Take \( \kappa(\lambda) \) in the form (2.14) and \( g_B(\lambda) \) in (3.14b) and assume the boundary parameters \( \beta_j, j = 1, \ldots, N \), are located in the fourth quadrant of the complex plane. Then, the multi-soliton solutions of NLS on the half-line subject to the boundary conditions associated with \( \kappa(\lambda) \) can be constructed using formula (3.15), restricting it to \( x \geq 0 \), with the discrete scattering data

\[
\{\mu_\ell, \bar{\mu}_\ell; c_\ell, \bar{c}_\ell\}_{\ell=1,\ldots,N} \cup \{-\beta_j; c_j\}_{j \in J} \cup \{\beta_k^*; c_k\}_{k \in K},
\]

where the discrete spectrum \( \mu_\ell, \bar{\mu}_\ell, -\beta_j, \beta_k^* \) \( (\ell = 1, \ldots, N, j \in J, k \in K) \) are distinct parameters, and \( \bar{\mu}_\ell, \bar{c}_\ell \) are paired with \( \mu_\ell, c_\ell \) as

\[
\bar{\mu}_\ell = -\mu_\ell^*, \quad c_\ell \bar{c}_\ell = g_B(\mu_\ell).
\]

The norming constants \( c_j \) and \( c_k \) associated with \( -\beta_j \) and \( \beta_k^* \) are nonzero and can be freely chosen. Let \( |J| \) and \( |K| \) be the cardinality of \( J \) and \( K \). Then, the so-constructed solutions correspond to \( (N + |J| + |K|) \)-soliton solutions on the half-line with \( N \) solitons reflected, \( |J| \) solitons emitted and \( |K| \) solitons absorbed.

Note that (3.15) is also used here as the reconstruction formula for half-line soliton solutions but combined with the extra symmetries of the scattering data. This is due to the fact that the inverse part of the ISM for the half-line problem (formulated as a Riemann-Hilbert problem) shares a lot of similarities with that of a full-line problem. As a consequence, soliton solutions can be reconstructed using certain Darboux-dressing procedure in complete analogy with a full-line problem. Details of the Riemann-Hilbert formulation of the half-line problem as well as the dressing procedure can be found in [36]. The sketch of the proof for the symmetries of the scattering data will be given in Appendix A. This implies the usual charges such as the number of solitons are no longer conserved for the half-line problem subject to the integrable time-dependent boundary conditions. However an infinite set of modified conserved quantities will be provided in the next Section by taking the boundary into account.

As a particular example, we provide now details of two-soliton solutions of NLS on the half-line with \( N = 2 \) (see [7] for the case \( N = 1 \)). In this case, one has

\[
\kappa(\lambda) = \left( \frac{\lambda - \beta_1}{\lambda + \beta_1^*} \right) \left( \frac{\lambda - \beta_2}{\lambda + \beta_2^*} \right),
\]

and \( N + |J| + |K| = 2 \).

**Case I:** \( \beta_1 \neq \beta_2 \). We have the following choices for the function \( \varphi(\lambda) \) (note that the zeros of \( A(\lambda) \) induced by the boundary parameters are determined by \( \varphi(-\lambda) \), c.f. (3.16)).
• For \( \varphi(\lambda) = 1, |\mathcal{J}| = |\mathcal{K}| = 0, \) and \( N = 2 \). We recover the usual reflected soliton solutions where two-soliton solutions are reflected by the boundary.

• For \( \varphi(\lambda) = \frac{\lambda - \beta_j}{\lambda - \beta_i}, k = 1, 2, |\mathcal{J}| = 0, |\mathcal{K}| = 1, \) or for \( \varphi(\lambda) = \frac{\lambda - \beta_j}{\lambda - \beta_i}, j = 1, 2, |\mathcal{J}| = 1, |\mathcal{K}| = 0. \) In both cases, \( N = 1 \), we can obtain two-soliton solutions where one soliton is either absorbed (\(|\mathcal{K}| = 1\)) or emitted (\(|\mathcal{J}| = 1\)), and the other one is reflected. This is similar to the case with \( N' = 1 \) treated in [7].

• For \( \varphi(\lambda) = \frac{\lambda - \beta_1}{\lambda - \beta_2}, |\mathcal{J}| = 2, |\mathcal{K}| = 0, N = 0. \) We get solutions where two solitons with different speed are emitted. This is illustrated in Figure 2 where the contour of a particular solution is displayed. Similarly, for \( \varphi(\lambda) = \frac{\lambda + \beta_1^*}{\lambda + \beta_2}, |\mathcal{J}| = 0, |\mathcal{K}| = 2, N = 0, \) one gets two solitons absorbed by the boundary.

• For \( \varphi(\lambda) = \frac{\lambda - \beta_1}{\lambda - \beta_2} \) (or \( \varphi(\lambda) = \frac{\lambda + \beta_1^*}{\lambda + \beta_2}, |\mathcal{J}| = |\mathcal{K}| = 1. \) This provides two-soliton solutions where one soliton is emitted and the other one is absorbed (see Fig 3).

![Figure 2: 2D-contour plots of |q(x, t)| corresponding to two emitted solitons with time-dependent boundary conditions of N = 2. One has \( \beta_1 = 1 - 2i, \beta_2 = (1 - 5i)/2. \) The scattering data are \( \{-\beta_1, -\beta_2; c_1 = e^{20}, c_2 = 5\} \) for the left figure, and \( \{-\beta_1, -\beta_2; c_1 = e^{-20}, c_2 = 5\} \) for the right figure.](image)

**Case II: \( \beta_2 = \beta_1 \)** Here, we explore another interesting phenomena by setting both the boundary parameters to be the same. Let \( \varphi(\lambda) = (\frac{\lambda + \beta_2}{\lambda + \beta_1})^2, |\mathcal{J}| = 0, |\mathcal{K}| = 2, N = 0. \) In this case, one has the double-pole soliton solutions that can be obtained using certain limiting process of \[3.15\], c.f. [18]. In general, the double-pole soliton solutions on the full-line associated with the scattering data \( \{\lambda_1; c_1, c_2\} \) can be expressed as

\[
q(x, t) = 2\Delta_1 \left( \frac{i\Delta_1 (\gamma_1^* \gamma_1^2 + \gamma_2) + 2(1 + |\gamma_1|^2)\gamma_1}{\Delta_1^2 |\gamma_2|^2 + (1 + |\gamma_1|^2)^2} \right),
\]

(3.21)

where \( \Delta_1 = -2i \Im(\lambda_1), \gamma_1 := c_1 e^{-2i\lambda_1 (x + l_{1,1})}, \gamma_2 := (c_2 - 2i(x + 4l_{1,1}))\gamma_1, \) and \( c_1, c_2 \) as the norming constants associated to \( \lambda_1 \) can be freely chosen with \( c_1 \neq 0. \) For the half-line problem, let \( \lambda_1 = \beta_1^* \). Then, one obtains a double-pole soliton completely absorbed by the boundary as displayed in Figure 4.

Similarly, for \( \varphi(\lambda) = (\frac{\lambda - \beta_1}{\lambda - \beta_2})^2, \) setting \( \lambda_1 = -\beta_1 \) would provides a double-pole soliton completely emitted by the boundary. Other choices of \( \varphi(\lambda) \) can be treated similarly as in Case I.
Figure 3: 2D-contour plots of $|q(x, t)|$ corresponding to two solitons (one emitted and one absorbed) with time-dependent boundary conditions of $\mathcal{N} = 2$. One has $\beta_1 = 1 - 2i, \beta_2 = (1 - 5i)/2$. The scattering data are $\{-\beta_1, \beta_2^*; c_1 = e^{20}, c_2 = 5\}$ for the left figure, and $\{-\beta_1, \beta_2^*; c_1 = e^{-20}, c_2 = 5\}$ for the right figure.

Figure 4: 2D contour plots (on the left) and 3D plot (on the right) of $|q(x, t)|$ corresponding to a double-pole soliton with time-dependent boundary conditions of $\mathcal{N} = 2$. One has $\beta_1 = 3/2 - 2i$. The scattering data are $\{\beta_1^*; c_1 = 2, c_2 = 0\}$. 
4 Hamiltonian formalism

In this section, we present a formula for the conserved charges of the model with our time-dependent boundary conditions. The derivation is skipped as it is similar to the one given in [7]. We then turn to Hamiltonian aspects of our model, restricting our attention to the continuous scattering data only and to real spectral parameters. This allows us to derive a classical version of the boundary algebra [25] that was used originally in the context of the quantum nonlinear Schrödinger equation.

4.1 Integrability and conserved charges

We compute the conserved quantities of the NLS model with boundary conditions dictated by the $K$-matrix given in (2.15). We introduce the function

$$G(x,t;\lambda) = \sum_{n=1}^{\infty} G^{(n)}(x,t) \frac{q^n}{(2i\lambda)^n}$$

whose coefficients are defined recursively as

$$G^{(1)} = q^*, \quad G^{(n+1)} = (G^{(n)})_x + q \sum_{k=1}^{n-1} G^{(k)}G^{(n-k)}.$$  \hspace{1cm} (4.2)

By a standard argument, the quantities $qG^{(2n-1)}$ are the densities for the conserved charges of the model on the full-line. Here, it is natural to consider their half-line analogs

$$I^{(2n-1)} = \int_0^\infty (qG^{(2n-1)}) dx.$$  \hspace{1cm} (4.3)

For instance, $I^{(1)}$ counts the number of solitons on the half-line (in appropriate units) and $I^{(3)}$ counts the energy. However, the quantities $I^{(2n-1)}$ are not conserved in time. Instead, one can show as in [7] that the following holds

$$\partial_t I^{(2n-1)}(t) = \partial_t K^{(2n-1)}(t),$$  \hspace{1cm} (4.4)

where $K^{(n)}(t)$ is given by

$$\sum_{n=1}^{\infty} K^{(n)}(t) \frac{1}{(2i\lambda)^n} = \frac{1}{2} \ln \left( K_{11}(t;\lambda) + K_{12}(t;\lambda)G(0,t,\lambda) \right).$$  \hspace{1cm} (4.5)

Thus, the conserved quantities of the model with time-dependent boundary conditions are given by

$$\mathcal{I}^{(2n-1)} = I^{(2n-1)}(t) - K^{(2n-1)}(t),$$  \hspace{1cm} (4.6)

In [15], $K_{ij}(t;\lambda)$ are the entries of the matrix $K(t;\lambda)$. For the $K$-matrix given in (2.15), the first two non trivial conserved quantities reads (up to additive constant terms)

$$\mathcal{I}^{(1)} = \int_0^\infty |q(x,t)|^2 dx + f_{2N-1},$$

$$\mathcal{I}^{(3)} = \int_0^\infty (|q(x,t)|^4 - |q_x(x,t)|^2) dx - 4f_{2N-3} + \frac{2f_{2N-1}}{3} (3|q(0,t)|^2 + 2f_{2N-1}^2 + 6f_{2N-2})$$  \hspace{1cm} (4.7)

where $f_{-1} = 0$, by convention. Recall that the functions $f_j$ depend on $t$ in general.

The conserved quantity $\mathcal{I}^{(3)}$ is linked to the NLS Hamiltonian with a boundary term associated to the chosen $K$-matrix (see Section 4.2). In the following, we provide the explicit form of this Hamiltonian (and also $\mathcal{I}^{(1)}$) for the $K$-matrix studied in Section 2.2 in the cases $N = 1$ and $N = 2$.  
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Example $\mathcal{N} = 1$. The first two conserved quantities read
\begin{align}
\mathcal{I}^{(1)} &= \int_{0}^{\infty} |q(x,t)|^2 dx + f_1, \\
\mathcal{I}^{(3)} &= \int_{0}^{\infty} (|q(x,t)|^4 - |q_2(x,t)|^2) dx + \frac{2f_1}{3} (|q(0,t)|^2 - 2(\beta_1 + \beta_1^*)^2 + 2|\beta_1|^2),
\end{align}
up to additive constant terms $i(\beta_1 - \beta_1^*)$ and $-\frac{4i}{3}(\beta_1^3 - (\beta_1^*)^3)$, respectively. The Hamiltonian of this model is chosen as $H = -\mathcal{I}^{(3)}$ (as already given in [34]), such that the bulk equation of motion (2.1), and the boundary condition (2.21) are recovered, see Section 4.2 below.

Example $\mathcal{N} = 2$. In this case, the first two conserved quantities become
\begin{align}
\mathcal{I}^{(1)} &= \int_{0}^{\infty} |q(x,t)|^2 dx + f_3, \\
\mathcal{I}^{(3)} &= \int_{0}^{\infty} (|q(x,t)|^4 - |q_2(x,t)|^2) dx - 4f_1 + \frac{2f_3}{3}(3|q(0,t)|^2 + 2f_3^2 + 6f_2),
\end{align}
up to additive constant terms $i(\beta_1 - \beta_1^* + \beta_2 - \beta_2^*)$ and $-\frac{4i}{3}(\beta_1^3 - (\beta_1^*)^3 + \beta_2^3 - (\beta_2^*)^3)$.

4.2 Poisson structure

In this section, as required in the Hamiltonian formalism, time dependence arises as a flow on phase space and quantities in Poisson brackets do not depend on it explicitly. In other words, The Poisson brackets are computed at equal time. Thus, we drop the variable $t$ in the quantities for which we compute the Poisson brackets. We use the auxiliary space notation which is standard when dealing with classical $r$-matrix calculations. The reader is referred to [14] for details.

The bulk Poisson bracket between the fields
\begin{equation}
\{ q(x), q^*(y) \} = i \delta(x-y) \quad \text{for } x, y > 0,
\end{equation}
can be recovered from the following Poisson bracket of the Lax matrix $U(x;\lambda)$:
\begin{equation}
\{ U(x;\lambda) \otimes U(y;\mu) \} = \delta(x-y) \left[ U_1(x;\lambda) + U_2(y;\mu), r_{12}(\lambda - \mu) \right],
\end{equation}
where $U_1 = U \otimes \mathbb{1}$ and $U_2 = \mathbb{1} \otimes U$, and we have the usual classical $r$-matrix of the NLS model in the form (the subscripts 1 and 2 refer to the auxiliary space notation)
\begin{equation}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\end{equation}

Following the general approach on classical integrable systems with boundary, we obtain the Poisson structure at $x = 0$ from the classical reflection equation [3][29]
\begin{equation}
\{ K(\lambda) \otimes K(\mu) \} = r_{12}(\lambda - \mu) K_1(\lambda) K_2(\mu) - K_1(\lambda) K_2(\mu) r_{12}(\lambda - \mu)
- K_1(\lambda) r_{12}(\lambda + \mu) K_2(\mu) + K_2(\mu) r_{12}(\lambda + \mu) K_1(\lambda),
\end{equation}
where $K_1 = K \otimes \mathbb{1}$ and $K_2 = \mathbb{1} \otimes K$. Writing
\begin{equation}
K(\lambda) = \chi_0(\lambda) \mathbb{1} + \chi_3(\lambda) \sigma_3 + \chi_+(\lambda) \sigma_+ + \chi_-(\lambda) \sigma_-,
\end{equation}

\begin{equation}
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\end{equation}
where
\[ \sigma_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \sigma_- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \]
we get as non-vanishing Poisson brackets
\[
\{\chi_0(\lambda), \chi_3(\mu)\} = \frac{\lambda}{2(\lambda^2 - \mu^2)} \left( \chi_+^{(\lambda)} \chi_-^{(\mu)} - \chi_-^{(\lambda)} \chi_+^{(\mu)} \right) \tag{4.17a}
\]
\[
\{\chi_0(\lambda), \chi_\pm(\mu)\} = \pm \frac{\lambda}{\lambda^2 - \mu^2} \left( \chi_3^{(\lambda)} \chi_\pm^{(\mu)} - \chi_\pm^{(\lambda)} \chi_3^{(\mu)} \right) \tag{4.17b}
\]
\[
\{\chi_3(\lambda), \chi_\pm(\mu)\} = \pm \frac{1}{\lambda^2 - \mu^2} \left( \lambda \chi_0^{(\lambda)} \chi_\pm^{(\mu)} - \mu \chi_0^{(\mu)} \chi_\pm^{(\lambda)} \right) \tag{4.17c}
\]
\[
\{\chi_+^{(\lambda)}, \chi_-^{(\mu)}\} = \frac{2}{\lambda^2 - \mu^2} \left( \lambda \chi_3^{(\mu)} \chi_0^{(\lambda)} - \mu \chi_0^{(\mu)} \chi_3^{(\lambda)} \right) \tag{4.17d}
\]
Using the expansion \(2.15\), it allows to determine the Poisson brackets of the functions \(f_k, g_\ell\) and \(q(0)\), as we shall see in an example.

**Example** \(\mathcal{N} = 1\). In that case, \(\chi_0(\lambda) = \lambda^2 + f_0, \chi_3(\lambda) = i\lambda f_1, \chi_+^{(\lambda)} = i\lambda q(0)\) and \(\chi_-^{(\lambda)} = i\lambda q^*(0)\), where the (irrelevant here) normalisation of \(K\) has been omitted. It leads to the non-vanishing Poisson brackets
\[
\{q(0), q^*(0)\} = -2if_1 \quad \{f_1, q(0)\} = -iq(0) \quad \{f_1, q^*(0)\} = iq^*(0). \tag{4.18}
\]
The last two Poisson brackets can be consistently deduced from the first one and the definition of \(f_1 = -|q(0)|^2 - (\beta_1 - \beta_1^*)^2\). Using the Poisson bracket structure \(4.18\) and writing the Hamiltonian as
\[
H = -\int_0^\infty \left( q_{xx}(x,t) q^*(x,t) + |q(x,t)|^4 \right) dx - q_x(0,t) q^*(0,t) - \frac{2f_1}{3} (|q(0,t)|^2 - 2(\beta_1 + \beta_1^*)^2 + 2|\beta_1|^2)
\tag{4.19}
\]
we recover the equation of motion \(2.1\) and the boundary condition \(2.21\) through the relation \(q_t = \{H, q\}\) for \(x > 0\) and \(x = 0\) respectively.

### 4.3 Poisson structure of the scattering data

We now turn to the derivation of the Poisson structure of the continuous scattering data in a form suitable for comparison with a quantum algebra, called boundary algebra, which was introduced in \[25\] to describe integrable quantum field theories with a boundary. We define
\[
\mathbb{K}(\lambda) = \Gamma(\lambda) K_+^{(\lambda)_-}^{-1}, \tag{4.20}
\]
where \(\Gamma(\lambda)\) is defined in \(3.1\) with its entries obeying the symmetry relations \(3.13\). When \(\lambda\) is real, the functions \(g_A\) and \(g_B\) (see \(3.14\)) obey
\[
g_A(\lambda) g_A(-\lambda) = 1 = g_B(\lambda) g_B(-\lambda), \quad g_A(\lambda) g_A^*(\lambda) = 1 = g_B(\lambda) g_B^*(\lambda). \tag{4.21}
\]
From \(3.8\), we deduce
\[
\mathbb{K}(\lambda) = \frac{1}{\varphi(\lambda)} \begin{pmatrix} A(\lambda) & -u(\lambda) B^*(\lambda^*) \\ B(\lambda) & u(\lambda) A^*(\lambda^*) \end{pmatrix} \text{ with } u(\lambda) = -g_A(\lambda) g_B(\lambda). \tag{4.22}
\]
Following Sklyanin \[29\], the quantity \(\mathbb{K}(\lambda)\) satisfies the following classical limit of the (quantum) reflection algebra
\[
\{\mathbb{K}(\lambda_1) \otimes \mathbb{K}(\lambda_2)\} = \mathbb{K}_2(\lambda_2) \mathbb{K}_1(\lambda_1) r_{21}(-\lambda_2, -\lambda_1) - r_{12}(\lambda_1, \lambda_2) \mathbb{K}_1(\lambda_1) \mathbb{K}_2(\lambda_2)
+ \mathbb{K}_2(\lambda_2) r_{12}(\lambda_1, -\lambda_2) \mathbb{K}_1(\lambda_1) - \mathbb{K}_1(\lambda_1) r_{21}(\lambda_2, -\lambda_1) \mathbb{K}_2(\lambda_2), \tag{4.23}
\]
where \( r_{21}(\lambda_2, \lambda_1) = P_{12} r_{12}(\lambda_2, \lambda_1) P_{12} \). This leads to the following Poisson brackets:

\[
\{ A(\lambda_1), A(\lambda_2) \} = 0 \quad ; \quad \{ A(\lambda_1), A^*(\lambda_2) \} = 0 \quad ; \quad \{ B(\lambda_1), B(\lambda_2) \} = 0
\]

\[
\{ A(\lambda_1), B(\lambda_2) \} = \left( -\frac{1}{\lambda_2} - \frac{1}{\lambda_1 + \lambda_2} \right) A(\lambda_1) B(\lambda_2)
\]

\[
+ \frac{i\pi}{2} \left( \delta(\lambda_1 - \lambda_2) + \delta(\lambda_1 + \lambda_2) \right) A(\lambda_1) B(\lambda_2)
\]

\[
\{ A(\lambda_1), B^*(\lambda_2) \} = \frac{1}{2} \left( -\frac{1}{\lambda_1 - \lambda_2} - \frac{1}{\lambda_1 + \lambda_2} \right) A(\lambda_1) B^*(\lambda_2)
\]

\[
- \frac{i\pi}{2} \left( \delta(\lambda_1 - \lambda_2) + \delta(\lambda_1 + \lambda_2) \right) A(\lambda_1) B^*(\lambda_2)
\]

\[
\{ B(\lambda_1), B^*(\lambda_2) \} = -i\pi \delta(\lambda_1 - \lambda_2) A(\lambda_1) A^*(\lambda_1) + \frac{i\pi}{u(\lambda_2)} \delta(\lambda_1 + \lambda_2) A(\lambda_1) A(\lambda_2)
\]

We introduce the following functions

\[
C(\lambda) = \int \frac{|B(\lambda)|^2}{|A(\lambda)|^2} \frac{B(\lambda)}{A(\lambda)} \quad ; \quad C^*(\lambda) = \int \frac{|B(\lambda)|^2}{|A(\lambda)|^2} \frac{B^*(\lambda)}{A^*(\lambda)}
\]

\[
R(\lambda) = \frac{g_B(\lambda)}{g_A(\lambda)} \frac{A(\lambda)}{A^*(\lambda)} \quad ; \quad N(\lambda) = C^*(\lambda) C(\lambda)
\]

where \( f(x) \) is a real function obeying the differential equation

\[
(1 + x) \left( 2x f'(x) + f(x) \right) f(x) = 2.
\]

A solution for \( f \) that is well-defined for \( x \geq 0 \) is given by \( f(x) = \sqrt{\frac{\ln(1+x)}{x}} \). In \( C(\lambda) \) and \( C^*(\lambda) \), we have the combinations \( \frac{B(\lambda)}{A(\lambda)} \) and \( \frac{B^*(\lambda)}{A^*(\lambda)} \) similar to the familiar reflection coefficients appearing in ISM on the line. The extra normalisation factor \( \int \frac{|B(\lambda)|^2}{|A(\lambda)|^2} \) is introduced here so that \( C(\lambda) \) and \( C^*(\lambda) \) have Poisson brackets that can directly be interpreted as the classical limit of the corresponding relation in the boundary algebra. In the latter context, the corresponding (quantum) operators \( C(\lambda) \) and \( C^*(\lambda) \) have the interpretation of creation and annihilation operators for asymptotic states with momentum \( \lambda \). The quantum counterpart of \( R(\lambda) \) is the boundary operator whose action on the vacuum state of the theory yields the reflection matrix and labels the (Fock) representation of the boundary algebra. Finally the quantum counterpart of \( N(\lambda) \) is the number operator which counts the number of particles created by \( C^*(\lambda) \).

Due to the symmetry relations (3.13), we have

\[
C(-\lambda) = \frac{g_B(\lambda)}{g_A(\lambda)} \frac{A(\lambda)}{A^*(\lambda)} C(\lambda) \equiv R(\lambda) C(\lambda),
\]

in agreement with the interpretation of \( R(\lambda) \) as a classical boundary “operator”. Remark that due to the relations (4.21), we have the property

\[
R(\lambda) R^*(\lambda) = 1 \quad \text{and} \quad R(\lambda) R(-\lambda) = 1.
\]
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Then, in this new basis, we get

\[
\{C(\lambda_1), C(\lambda_2)\} = \frac{1}{\lambda_1 - \lambda_2} C(\lambda_1) C(\lambda_2)
\]

\[
\{C(\lambda_1), C^*(\lambda_2)\} = \frac{-1}{\lambda_1 - \lambda_2} C(\lambda_1) C^*(\lambda_2) + 2i\pi\left(\delta(\lambda_1 - \lambda_2) + \delta(\lambda_1 + \lambda_2) R^*(\lambda_1)\right)
\]

\[
\{C(\lambda_1), R(\lambda_2)\} = \left(\frac{-1}{\lambda_1 - \lambda_2} + \frac{1}{\lambda_1 + \lambda_2}\right) C(\lambda_1) R(\lambda_2)
\]

\[
\{C^*(\lambda_1), R(\lambda_2)\} = \left(\frac{1}{\lambda_1 - \lambda_2} + \frac{1}{\lambda_1 + \lambda_2}\right) C^*(\lambda_1) R(\lambda_2)
\]

\[
\{R(\lambda_1), R(\lambda_2)\} = 0
\]

\[
\{N(\lambda_1), C(\lambda_2)\} = -2i\pi C(\lambda_2)\left(\delta(\lambda_1 - \lambda_2) + \delta(\lambda_1 + \lambda_2)\right)
\]

\[
\{N(\lambda_1), C^*(\lambda_2)\} = 2i\pi C^*(\lambda_2)\left(\delta(\lambda_1 - \lambda_2) + \delta(\lambda_1 + \lambda_2)\right)
\]

\[
\{N(\lambda_1), N(\lambda_2)\} = 0 ; \; \{N(\lambda_1), R(\lambda_2)\} = 0.
\]

What we have achieved is the derivation, for the first time, of the classical version (in the sense of the classical limit explained in [29]) of the boundary algebra introduced in [25], with the choice,

\[
s_{12}(\lambda_1, \lambda_2) = \frac{-1}{\lambda_1 - \lambda_2}.
\]

Let us emphasize the choice of terminology whereby (classical) boundary algebra, following [25], should not be confused with (classical) reflection algebra, as presented in [29]. The former allows to construct solutions to integrable field theories, while the solutions to the latter provide reflection matrices describing integrable boundary conditions within these field theories.

5 Conclusions

We presented an in-depth study of the effect of absorption and/or emission of solitons by a boundary described by a time-dependent reflection matrix. The results and formulas imply that a rich variety of phenomena can occur which include reflection of (higher order) solitons together with absorption/emission controlled by the boundary parameters. We illustrated the simplest key scenarios. These findings show that the original results found in [7] are part of a large family of boundary phenomena. The absorption/emission phenomenon of solitons is a signature of time-dependent integrable boundary conditions and is absent in the well-known case of Robin boundary conditions, as shown in [7]. In the present paper, we opted to take advantage of the results of [36] to construct solutions instead of using the nonlinear mirror image as was done in [7]. Although this is not reported explicitly here, we did compare the two methods and check their consistency. This involved the construction of the appropriate Darboux-Bäcklund matrix \(L(x, t; \lambda)\) and showing that it correctly interpolates between \(K_+\) as \(x \to \infty\) and \(K(t; \lambda)\) at \(x = 0\).

Our results raise the question of classifying possible time-dependent reflection matrices for other integrable models and investigate if similar absorption/emission effects take place. This would require solving the analog of (2.7) for the Lax matrix \(V\) associated to the desired model. We expect the phenomenon to be rather generic but with the details being model dependent. Perhaps the simplest next model to investigate would be the vector nonlinear Schrödinger equation. Indeed, the possible phenomena could be even richer due to the extra degrees of freedom in this model which allow for more intricate time-dependent boundary conditions, as discussed in the recent work [32]. Hamiltonian and Lax pair aspects of vector NLS with time-independent integrable boundary conditions were presented earlier in [12][13].
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The results of Section 4 could provide the basis for quantization of our construction following for instance the ideas of [20, 21, 26]. So far only time-independent (Robin) boundary conditions have been quantized along these lines, for free fields or for the NLS equation on the half-line. The quantization of our time-dependent boundary conditions appears exciting but rather challenging, due to their high nonlinearity. The phenomenon of absorption/emission displayed here is particularly puzzling from the quantization point of view. It might fall instead into the remit of the more general Reflection-Transmission algebras introduced in [27] and used in [9, 10] to study the quantum NLS with an impurity. This is unclear at this stage and deserves further investigation.
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A Proof of Prop. 3.4

The proof takes advantage of the ISM for the NLS model on the half-line from the double-row monodromy matrix [36]. In this setting, the direct scattering process transforms the initial-boundary conditions into the scattering functions \( A(\lambda), B(\lambda) \) that are the entries of the double-row monodromy matrix \( \Gamma(t; \lambda) \), c.f. (3.8). The inverse part of the ISM can be formulated as a Riemann-Hilbert problem which can be shown to be equivalent to the half-line NLS equation subject to the boundary conditions determined by Prop. 2.1. Details can be found in [36]. Here, we simply formulate the results in the direct scattering part. This relies on the following scattering system

\[
Y(x, t; \lambda) = X(x, t; \lambda)\Gamma(t; \lambda), \quad \lambda \in \mathbb{R},
\]

where \( \Gamma(t; \lambda) \) takes the form (3.8), and \( X, Y \) are \( 2 \times 2 \) matrix-valued functions playing the roles of the normalized Jost solutions. Let

\[
Y = \begin{pmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{pmatrix}, \quad X = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix},
\]

(A.2)

one can show that the first column of \( Y \) and second column of \( X \) are analytic and bounded in the upper half complex plane, while the second column of \( Y \) and the first column of \( X \) are analytic and bounded in the lower half complex plane [36]. For simplicity, let \( x = t = 0 \) so that the space and time dependences are omitted. This will not affect the relations among the discrete data.

It follows from (A.1) that

\[
A(\lambda) = \det \begin{pmatrix} Y_{11} & Y_{12} \\ Y_{21} & Y_{22} \end{pmatrix}, \quad A^*(\lambda^*) = \det \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix}.
\]

(A.3)

If

\[
\left. \frac{X_{12}}{X_{22}} \right|_{\lambda=\mu_\ell} = c_\ell \left. \frac{Y_{11}}{Y_{21}} \right|_{\lambda=\mu_\ell},
\]

(A.4)

with \( \mu_\ell \) being a complex number with positive imaginary part, then \( A(\mu_\ell) = 0 \), or \( \mu_\ell \) is a zero of \( A(\lambda) \). This means there is a bound state associated to the discrete spectrum \( \mu_\ell \) for the Lax system (2.8a), and \( c_\ell \) is the associated norming constant. A collection of \( \{ \mu_\ell; c_\ell \}_{\ell=1, \ldots, N} \), with distinct \( \mu_\ell \) as simple zeros of \( A(\lambda) \), will generate \( N \)-soliton solutions as in the case of full-line problem.

Now taking the second involution relation (3.10) into account. First, assume \( \mu_\ell \) does not coincide with any boundary parameter \( \beta_j^+ \) or \( -\beta_j \), what we are showing is that there are simultaneously paired
scattering data \( \{ \tilde{\mu}_\ell; \tilde{c}_\ell \}_{\ell=1,\ldots,N} \) obeying (3.19). Due to the first formula in (3.13), if \( A(\mu_\ell) = 0 \), then \( A(-\mu_\ell^*) = 0 \), and \textit{vice versa}. This leads to a bound state as

\[
\begin{pmatrix} X_{12} \\ X_{22} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell^*} = \tilde{c}_\ell \begin{pmatrix} Y_{11} \\ Y_{21} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell^*},
\]

(A.5)

with \( \tilde{c}_\ell \) to be determined. Taking \( K_+ (\lambda) \) in the form (3.11), and using (3.10), one has

\[
\begin{pmatrix} Y_{11} \\ Y_{21} \end{pmatrix} (\lambda) = \varphi(\lambda) K_+ (-\lambda) \begin{pmatrix} X_{11} \\ X_{21} \end{pmatrix} (-\lambda), \quad \begin{pmatrix} Y_{12} \\ Y_{22} \end{pmatrix} (\lambda) = \frac{\kappa(\lambda)}{\varphi(\lambda)} K_+ (-\lambda) \begin{pmatrix} X_{12} \\ X_{22} \end{pmatrix} (-\lambda).
\]

(A.6)

This leads to

\[
\begin{pmatrix} Y_{11} \\ Y_{21} \end{pmatrix} \bigg|_{\lambda=\mu_\ell} = \varphi(\mu_\ell) K_+ (-\mu_\ell) \begin{pmatrix} X_{11} \\ X_{21} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell} = \varphi(\mu_\ell) K_+ (-\mu_\ell) \begin{pmatrix} X_{12} \\ X_{22} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell^*},
\]

(A.7)

where the last equality follows from the involution relation (3.7). Similarly, one has

\[
\begin{pmatrix} X_{12} \\ X_{22} \end{pmatrix} \bigg|_{\lambda=\mu_\ell} = \frac{\varphi(-\mu_\ell)}{\kappa(-\mu_\ell)} K_+ (-\mu_\ell) \begin{pmatrix} Y_{12} \\ Y_{22} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell} = \frac{\varphi(-\mu_\ell)}{\kappa(-\mu_\ell)} K_+ (-\mu_\ell) \begin{pmatrix} Y_{21} \\ Y_{11} \end{pmatrix} \bigg|_{\lambda=-\mu_\ell^*}.
\]

(A.8)

Taking (A.4) and (A.5) into account, one has the desired relation between \( c_\ell \) and \( \tilde{c}_\ell \). This pairing mechanism generates \( 2N \)-soliton solutions on the full-line with opposite velocities, which leads to \( N \) reflection solitons on the half-line by restricting \( x \geq 0 \). The boundary conditions can be understood as interactions among the \( 2N \) solitons.

If one or several zeros of \( A(\lambda) \) coincide with the boundary parameters as shown in (3.16), then the associated norming constants can be freely chosen. This corresponds to the case where absorption/emission of solitons by the boundary take place.

### B Dressing of \( K(t; \lambda) \)

In general, from Sklyanin’s work [29], one expects that a time-dependent (dynamical) reflection matrix such as the one we are working with should be of the factorised form

\[
K(t, \lambda) = T(t, -\lambda)^{-1} N(\lambda) T(t, \lambda)
\]

(B.1)

where \( N(\lambda) \) is a purely numerical, time-independent, reflection matrix and \( T(t, \lambda) \) can be viewed as a transition matrix and contains the time-dependence. This structure is clear in the works [7,34] which correspond to the case \( \mathcal{N} = 1, \mathcal{M} = 0 \) here. However, for convenience in the present work, we choose to work with \( K(t, \lambda) \) as in (2.15) so it is not clear whether (B.1) holds in our case. The purpose of this Appendix is to show that this is the case by using the same idea as in [7], \textit{i.e.} by dressing repeatedly an appropriate matrix \( N(\lambda) \). Two remarks are in order for such a purpose. First, the \( K \)-matrix, once assumed to be of the form (2.15), is uniquely defined by the relation (2.7). Second, the factorised Bäcklund matrix can be constructed by dressing iteratively as follows

\[
\mathcal{B}(x, t; \lambda) \rightarrow \mathcal{L}(-x, t; -\lambda)^{-1} \mathcal{B}(x, t; \lambda) \mathcal{L}(x, t; \lambda).
\]

(B.2)

In (B.2), the Lax operator \( \mathcal{L}(x, t; \lambda) \) is defined as (up to a normalisation function):

\[
\mathcal{L}(x, t; \lambda) = (\lambda + \rho) \sigma_3 + \begin{pmatrix} \lambda_0(x, t) & h_+(x, t) \\ h_+(x, t) & \lambda_0(x, t) \end{pmatrix},
\]

(B.3)

where \( \lambda_0(x, t) \) is a real-valued function and \( \det \mathcal{L}(x, t; \lambda) \) is independent of \( x, t \), see eq. (4.11) in [7]. The latter fact, together with the explicit expression \( \det \mathcal{L}(x, t; \lambda) = -\lambda + \rho)^2 - \lambda_0(x, t)^2 - |h_+(x, t)|^2 \);
show that det\(L(x,t;\lambda)\) is a polynomial in \(\lambda\) of degree 2 with real coefficients, which implies that the determinant can be factorised as \(-(\lambda + \beta)(\lambda + \beta^*)\) for some \(\beta \in \mathbb{C}\). Thus the Bäcklund matrix is characterised by two real numbers which we call its parameters.

The first step of the recursion is given by the results of [7], see eq. (5.11) there. We have (in the \(N = 1\) case) \(K(t,\lambda) = B_1(0, t; \lambda)\) where \(B_1(x,t;\lambda) = L_1(-x,t,-\lambda)^{-1} L_1(x,t;\lambda)\) and \(L_1(x,t;\lambda)\) is exactly of the form (B.3). This establishes (B.1) with \(N(\lambda) = \mathbb{I}\) and \(T(t,\lambda) = L_1(0,t;\lambda)\). Noting that \(K(t,\lambda) = B_1(0, t; \lambda)\) has the form (2.15) thus establishes the first step of the recursion.

Next, suppose we have a matrix \(B_N(x,t;\lambda)\) which, at \(x = 0\), is of the form (2.15), with real-valued functions \(f_j(t)\), complex-valued functions \(g_j(t)\) and \(f_{2N}(t) = 1\), and also of the form (B.1), with \(N(\lambda) = \mathbb{I}\) and some \(T_N(t,\lambda)\). Following the dressing idea that led to \(B_1(x,t;\lambda)\), we dress it as in (B.2) using the following normalised version of (B.3)

\[
L(x,t;\lambda) = \frac{-1}{\lambda + \beta_{N+1}} \left[ (\lambda + \rho) \sigma_3 + \begin{pmatrix}
 i h_0(x,t) & h_+(x,t) \\
 h_+(x,t)^* & i h_0(x,t) 
\end{pmatrix}
\right] \tag{B.4}
\]

with \(\rho\) a constant real number, \(h_0(x,t)\) real-valued function, and \(\beta_{N+1}\) a complex parameter given by

\[\lambda + \rho)^2 + h_0(x,t)^2 + |h_+(x,t)|^2 = (\lambda + \beta_{N+1})(\lambda + \beta_{N+1}^*)\] \tag{B.5}

Recall that det\(L(x,t;\lambda)\) is a constant polynomial in \(\lambda\) so this indeed defines a constant \(\beta_{N+1}\). It is easy to see that \(B_{N+1}(0,t;\lambda) = L(0,t,-\lambda)^{-1} B_N(0,t;\lambda) L(0,t;\lambda)\) has also the form (2.15), with \(N \to N+1\). By construction, it also has the factorised form (B.1) with \(T_{N+1}(t,\lambda) = T_N(t,\lambda) T(t,\lambda)\).

Finally, by the properties of the dressing method, it satisfies (2.7) and therefore it is equal to \(K(t,\lambda)\) (by the uniqueness property recalled above). This shows the desired result at \(N+1\). It also shows that the boundary parameters arise as the parameters that are known to be associated with each NLS Bäcklund matrix \(L(x,t;\lambda)\). Summarising our discussion, we have

**Proposition B.1** The time-dependent reflection matrix \(K(t,\lambda)\) in (2.15) possesses the factorised form

\[K(t,\lambda) = T(t, -\lambda)^{-1} N(\lambda) T(t,\lambda)\]

where \(N(\lambda) = \mathbb{I}\) and \(T(t,\lambda)\) is a product of successive NLS Bäcklund matrices evaluated at \(x = 0\), with the parameters fixed by the boundary parameters by requiring that their determinant factorises as in (B.5).

**References**

[1] M. Ablowitz, H. Segur, *The inverse scattering transform: Semi-infinite interval*, J. Math. Phys. 16.5 (1975):1054–1056.

[2] M.J. Ablowitz, D.J. Kaup, A.C. Newell, H. Segur, *The inverse scattering transform-Fourier analysis for nonlinear problems*, Stud. Appl. Math. 53.4 (1974):249–315.

[3] J. Avan, V. Caudrelier, N. Crampe, *From Hamiltonian to zero curvature formulation for classical integrable boundary conditions*, J. Phys. A: Math. Theor. 51.30 (2018):30LT01.

[4] R.F. Bikbaev, V.O. Tarasov, *Initial boundary value problem for the nonlinear Schrödinger equation*, J. Phys. A: Math. Theor. 24.11 (1991):2507–2516.

[5] G. Biondini, G. Hwang, *Solitons, boundary value problems and a nonlinear method of images*, J. Phys. A: Math. Theor. 42.20 (2009):205–217.

[6] N.M. Bogoliubov, L.D. Faddeev, A.G. Izergin, V.E. Korepin, C.K. Majumdar, T. Miwa, B. Sutherland, I.A. Takhtajan, *Exactly solvable problems in condensed matter and relativistic field theory*, Lect. Notes in Phys. 242, H. Araki, S. S. Jha and V. Singh Eds, Springer Berlin, 1985.
[7] V. Caudrelier, N. Crampe, C. Mbala Dibaya, Nonlinear mirror image method for nonlinear Schrödinger equation: Absorption/emission of one soliton by a boundary, Stud. Appl. Math. 148.2 (2022):715-757.

[8] V. Caudrelier, N. Crampe, New integrable boundary conditions for the Ablowitz–Ladik model: From Hamiltonian formalism to nonlinear mirror image method, Nucl. Phys. B 946 (2019):114720.

[9] V. Caudrelier, M. Mintchev, E. Ragoucy, The quantum nonlinear Schrödinger model with point-like defect, J. Phys. A: Math. Theor. 37.30 (2004):L367.

[10] V. Caudrelier, M. Mintchev, E. Ragoucy, Solving the quantum nonlinear Schrödinger equation with δ-type impurity, J. Math. Phys. 46.4 (2005):042703.

[11] V. Caudrelier, C. Zhang, The vector nonlinear Schrödinger equation on the half-line, J. Phys. A: Math. Theor. 45.10 (2012):105201.

[12] A. Doikou, D. Fioravanti, F. Ravanini, The generalized non-linear Schrödinger model on the interval, Nucl. Phys. B 790 (2008):465.

[13] A. Doikou, Lax pair formulation in the simultaneous presence of boundaries and defects, J. Phys. A: Math. Theor. 48.6 (2015):065203.

[14] L.D. Faddeev, L.A. Takhtajan, Hamiltonian Methods in the Theory of Solitons, Classics in Mathematics, Springer, Berlin, 2007.

[15] A.S. Fokas, A unified transform method for solving linear and certain nonlinear PDEs, Proc. R. Soc. A: Math. Phys. Eng. Sci. 453.1962 (1997):1411–1443.

[16] A.S. Fokas, Integrable nonlinear evolution equations on the half-line. Commun. Math. Phys. 230.1 (2002):1–39.

[17] A. S. Fokas and A. R. Its, Soliton generation for initial-boundary-value problems, Phys. Rev. Lett. 68 (1992), 3117.

[18] L. Gagnon, N. Stiévenart, N-soliton interaction in optical fibers: the multiple-pole case, Opt. Lett. 19.9 (1994):619–621.

[19] C.S. Gardner, J.M. Greene, M.D. Kruskal, R.M. Miura, Method for Solving the Korteweg-deVries Equation, Phys. Rev. Lett. 19.19 (1967):1095.

[20] M. Gattobigio, A. Liguori, M. Mintchev, Quantization of the Nonlinear Schrödinger Equation on the Half Line, Phys. Lett. B 428.1-2 (1998):143–148.

[21] M. Gattobigio, A. Liguori, M. Mintchev, The Nonlinear Schrödinger Equation on the Half Line, J. Math. Phys. 40.6 (1999):2949–2970.

[22] K.T. Gruner, Dressing a new integrable boundary of the nonlinear Schrödinger equation, arXiv:2008.03272 (2020).

[23] I.T. Habibullin, The Bäcklund transformation and integrable initial boundary value problems, Math. Notes of the Academy of Sciences of the USSR 49.4 (1991):130–137.

[24] I.T. Habibullin, Boundary conditions for nonlinear equations compatible with integrability, Theor. Math. Phys. 96.1 (1993):845–853.

[25] A. Liguori, M. Mintchev and L. Zhao, Boundary exchange algebras and scattering on the half line, Comm. Math. Phys. 194.3 (1998):569–589.
[26] M. Mintchev, E. Ragoucy, P. Sorba, Spontaneous symmetry breaking in the $gl(N)$-NLS hierarchy on the half line, J. Phys. A: Math. Theor. 34.40 (2001):8345.

[27] M. Mintchev, E. Ragoucy, P. Sorba, Reflection–transmission algebras, J. Phys. A: Math. Theor. 36.41 (2003):10407.

[28] E.K. Sklyanin, Boundary conditions for integrable equation, Funct. Anal. its Appl. 21.2 (1987):164–166.

[29] E.K. Sklyanin, Boundary conditions for integrable quantum systems, J. Phys. A: Math. General 21.10 (1988):2375.

[30] V.O. Tarasov, The integrable initial-boundary value problem on a semiline: nonlinear Schrödinger and sine-Gordon equations, Inverse Probl. 7.3 (1991):435.

[31] B. Xia, On the nonlinear Schrödinger equation with a boundary condition involving a time derivative of the field, J. Phys. A: Math. Theor. 54.16 (2021): 165202.

[32] B. Xia, A type I defect and new integrable boundary conditions for the coupled nonlinear Schrödinger equation, J. Nonlinear Sci. 32.4 (2022):1–33.

[33] V.E. Zakharov, A.B. Shabat, Exact theory of two-dimensional self-focusing and one-dimensional self-modulation of waves in nonlinear media, Sov. Phys. JETP 34.1 (1972):62.

[34] C. Zambon, The classical nonlinear Schrödinger model with a new integrable boundary, J. High. Energy Phys. 2014.8 (2014):1–18.

[35] C. Zhang, Dressing the boundary: on soliton solutions of the nonlinear Schrödinger equation on the half-line, Stud. Appl. Math. 142.2 (2019):190–212.

[36] C. Zhang, On an inverse scattering transform for the nonlinear Schrödinger equation on the half-line, arXiv:2106.02336 (2021).