Object-based Conditional Random Fields for Road Extraction from Remote Sensing Image

To cite this article: Zhijian Huang et al 2014 IOP Conf. Ser.: Earth Environ. Sci. 17 012276

View the article online for updates and enhancements.

Related content

- The pixel rectangle index used in object based building extraction from high resolution images
  W H Cui, X Feng and K Qin

- Determination of The Water Catchment Area in Semarang City Using a Combination of Object Based Image Analysis (OBIA) Classification, InSAR and Geographic Information System (GIS) Methods Based On a High-Resolution SPOT 6 Image and Radar Imagery
  Yudo Prasetyo, Setyo Ardi Gunawan and Zia Ul Maksum

- Gesture Recognition using Latent-Dynamic based Conditional Random Fields and Scalar Features
  I N Yulita, M I Fanany and A M Arymurthy

Recent citations

- Road Extraction From Very High Resolution Remote Sensing Optical Images Based on Texture Analysis and Beamllet Transform
  Moslem Ouled Sghaier and Richard Lepage
Object-based Conditional Random Fields for Road Extraction from Remote Sensing Image

Zhijian Huang$^{a,b}$, Fanjiang Xu$^b$, Lei Lu$^c$, Hongshan Nie$^a$

$^a$SPDF. School of Electronic Science and Engineering, National University of Defense Technology, Changsha, China (zhijian07@iscas.ac.cn)

$^b$IIST. Key Lab. Institute of Software, Chinese Academy of Science, Beijing, China

$^c$95980Troop, People's Liberation Army Air Force.

E-mail: zhijian07@iscas.ac.cn

ABSTRACT. To make full use of spatially contextual information and topological information in the procedure of Object-based Image Analysis (OBIA), an object-based conditional random field is proposed and used for road extraction. Objects are produced with an initial segmentation, then their neighbours are constructed. Each object is represented by three kinds of features, including the colour, the gradient of histogram and the texture. Formulating the road extraction as a binary classification problem, a Conditional Random Fields model learns and is used for inference. The experimental results demonstrate that the proposed method is effective.

1. Introduction

Road not only plays a central role in the vehicle navigation, but also is an important data layer in Geographical Information Systems (GIS). Automatic extraction of road can save time and labor to a great degree in updating road spatial database. The task of road extraction can be considered as a problem of binary classification. Most methods based either on individual pixel\cite{1-3} or on constellations of homogeneous pixels, called object-based\cite{4-6}. The latter has attracted more and more attention, since its good performance on anti-noise ability and making full use of spatial information. However, the conventional object-based approach is hard to make use of spatially contextual information and topological information, which are beneficial for accurate object extraction from remote sensing image.

Conditional Random Fields (CRF) \cite{7, 8} offers a discriminative probabilistic graph model for fusing all kinds of contextual information, including the context of different scales, of the observation field and of the label field. Different from Markov Random Field, the CRF models the posterior probability directly, causing better predictive performance and faster inference speed\cite{9}. The CRF also has the ability of fusing multi-feature, which is the characteristic of a reliable algorithm for object recognition and extraction. As a consequence, it has been used widely on natural scene understanding \cite{10-12} and textual image analysis. Some researchers also try to use the CRF on remote sensing image analysis. However, all the works are based on pixels, which is easily disturbed by noise.

To take both advantages of the object-based method and the CRF, an object-based CRF for road extraction is proposed in this paper. Object is a set of connected pixels with certain homogeneous
characteristics. Objects are segmented with a Statistical Region Merging (SRM)[13] algorithm. The object neighborhood is different from the pixel neighborhood, and should be constructed before setting into the CRF. To capture the visual saliency of object in remote sensing image, not only the consistency of road region, but also the difference with its circumstance are considered with the CRF model. Three kinds of features, composing a 29 dimensions vector, are used for model training and inference. The results of experiment show that the proposed method is promising.

2. CRF Model for Road Extraction

2.1. CRF Model

The CRF is a discriminative model, proposed firstly by Professor Lafferty [7] at 2001. Different from Markov Random Field (MRF), CRF models directly the posterior probability given the entire observation.

An observation field is denoted by a set of random variables \( \{ x_1, x_2, \ldots, x_n \} \), where \( x_i \) is a \( D \) dimensions feature vector of an object. A convention CRF is defined over \( \{ y_1, y_2, \ldots, y_m \} \), where \( y_i \) takes a value from a label set \( \{ l_1, l_2, \ldots, l_k \} \) corresponding to the set of object classes. With regards to road extraction, \( k = 2 \), and means \( l_1 \) road and \( l_2 \) non-road respectively. According to [14], given data \( y \) the posterior probability of the CRF is a Gibbs distribution and can be written as:

\[
P(x | y, \theta) = \frac{1}{Z(y, \theta)} \exp[-\sum_{i \in C} \psi_i(x_i, y, \theta)]
\]

where \( Z(y, \theta) = \sum_x \exp[\sum_{i \in \mathcal{C}} \psi_i(x_i, y, \theta)] \) is a normalizing constant called the partition function, \( \theta \) is the parameter vector to be learned by training and \( \mathcal{C} \) is the set of all cliques. The term \( \psi_i(x_i, y, \theta) \) is known as the potential function of the clique. In this paper only the unary and pairwise potential are considered, so the equation (1) can be written as:

\[
P(x | y, \theta) = \frac{1}{Z(y, \theta)} \exp[-\sum_{i \in \mathcal{C}} \psi_i(x_i, y, \theta)]
\]

where \( \theta_u \) and \( \theta_p \) are the model parameters. The corresponding Gibbs energy is given by:

\[
E(x) = -\log P(x | y, \theta) + \log Z(y, \theta) = \sum_{i \in \mathcal{C}} \psi_i(x_i, y, \theta) + \log Z(y, \theta)
\]

So, the Maximum a Posteriori (MAP) is formulated as a problem of energy minimization:

\[
x^* = \arg \max_{x \in \mathbb{X}} P(x | y, \theta) = \arg \min_{x \in \mathbb{X}} E(x)
\]

where \( x^* \) is the ground truth. As the partition function is constant and thus does not affect the solution of the optimization problem, it can be dropped for compactness.

2.2. Potential Functions

Theoretically, the Potential Function in CRF can be viewed as arbitrary local discriminative classifiers. This allows one to use domain-specific discriminative classifiers for structured data rather than restrict the potentials to a specific form. However, in order to be seamlessly integrated into the CRF models, the discriminative classifiers should have analytical formulation[15].

The unary potential is used to model and discriminate observations for single object. Contrary to conventional linear discriminant analysis, Logistic Regression (LR) mode requires fewer restrictive assumptions. In this case, the observations need not be normally distributed and linearly separable related to the class. Hence, the LR is usually utilized in the remote sensing image analysis. The LR model can be written as:

\[
\phi(x_i, y, \theta) = \log \left( \frac{1}{1 + e^{-\phi(x_i, y, \theta)}} \right) = \log(\sigma(x_i, \theta, y, \theta))
\]

where \( \sigma(x) = 1/(1+e^{-x}) \).
The pairwise potential emphasizes the spatial interaction, and the interaction strength depends on the observed objects. The ability of encoding contextual information is our focus to define a pairwise potential. In this paper, the Ising/Potts model is used to model the pairwise potential:

$$\phi_{ij}(x_i, x_j, \theta_p) = x_i x_j \theta_p^T g_{ij}(y)$$

(6)

where $\theta_p^T$ is the model parameter, and $g_{ij}(y)$ denotes the feature vector on adjacent objects $i$ and $j$. The form in (6) acts as a data-dependent discontinuity adaptive model that will moderate smoothing when the data from the two objects are “different.”

2.3. Training and inference

2.3.1. Training

For estimating the parameters $\theta = \{\theta_u, \theta_p\}$, $K$ independent identically distributed labelled training samples $\{x^k, y^k, k = 1, ..., K\}$ are available. The standard maximum-likelihood (ML) approach is utilized for training, i.e.

$$\theta^* = \arg \max_{\theta} \{ \log(\prod_{k=1}^{K} p(x^k | \phi(y^k, \theta))) \}$$

(7)

The log likelihood of the CRF used in this paper is given by

$$L(\theta) = \sum_{k=1}^{K} \left[ -\sum_{i} \log(\sigma(x_i^k \theta_p^T x_i^k)) - \sum_{i,j} \log(x_i^k x_j^k \theta_p^T g_{ij}(y^k)) + \log(z(y, \theta)) \right]$$

(8)

Since there is not analytical solution of the (7), we used gradient descent method.

2.3.2. Inference

For binary classification, the MAP estimation can be computed exactly using the max-flow/min-cut type of algorithm if the probability distribution meets certain condition [16]. To release the restrictive condition, we use the loopy belief propagation (LBP), which is introduced in detail in[17].

3. Object and Neighbourhood Construction

An object is defined as a connected region with certain homogeneous characteristics. To get objects, it is necessary to utilize a segmentation algorithm, such as Normalized Cut Segmentation Algorithm[18] and Fractal Net Evolution Approach (FNEA)[19, 20]. The SRM is a state-of-the-art segmentation algorithm. It is able to capture the main structural components of image using a simple but effective statistical analysis, and it has the ability to cope with significant noise corruption, handle occlusions. Hence, the SRM algorithm is exploited[13] in this paper.

Different from pixel with simple 4-connective or 8-connective neighborhood, the neighborhood of object is more complex. A neighbor of object $A$ is an object which has a common edge with object $A$. To construct neighborhood for each object, it is necessary to analyze the spatial topology relation. Tracing the contour of each object, its neighbors can be found out and reserved.

Based on the object neighborhoods, the pairwise potential of CRF is learned and used for inference. By this way, the contextual information carried by neighborhood objects can be made use of.

4. Features Extraction and Selection

To capture the characteristics of road objects, this paper selects three kinds of features, including the color, the gradient of histogram (GoH), and the Texton[21]. With these features, a 29-D feature vector for each object is constructed, shown in Table 1 in detail.

Though roads in the real world are constructed with various kinds of material, there are three typical road: the concrete, the asphaltum and the mud. Hence, the colors are important characteristics of road in remote sensing image. The color of each object consists of six elements,
including the red mean, the green mean, the blue mean, the hue mean, the hue standard deviation and the saturation mean.

| Table 1. Features Used in The CRF |
|-----------------------------------|
| **Color (6 dimension)**           |
| mean                             |
| Red channel                      | 1 |
| Green channel                    | 1 |
| Blue channel                     | 1 |
| the saturation                   | 1 |
| the hue                          | 1 |
| standard deviation               |
| the hue                          | 1 |
| **GoH (6 dimension)**            |
| mean                             | 1 |
| energy                           | 1 |
| entropy                          | 1 |
| the first three moment           | 3 |
| **Texton (17 dimension)**        |
| Gaussian Kernel                  |
| Red channel                      | 3 |
| Green channel                    | 3 |
| Blue channel                     | 3 |
| X direction derivative           | 2 |
| y direction derivative           | 2 |
| Laplacians of Gaussian Kernel    | 4 |

The GoH can represent the smoothness of the object surface. Instead of incrementing the counts in the histogram, each count is weighted by the gradient magnitude at that pixel. If the object is smooth, the gradients will be very small and the mean magnitude of the histogram over all the bins will also be small. In contrast, if it is a textured region such as grassland, the histogram will have approximately uniformly distributed bin magnitudes. Finally, if super-pixel contains a few straight lines and/or edges embedded in smooth background, as is the case for the structured class, a few bins will have significant peaks in the histogram in comparison to the other bins[22]. The GoH of super-pixel is a six dimension vector including the mean of gradient magnitude, the energy, the entropy and the first three moment.

The textons mentioned in[21] is a kind of discriminative feature, which have been proven effective in categorizing. Using Mahalanobis distance, a dictionary of textons is learned by convolving a 17-dimensional filter bank with all the training images and running K-means clustering on the filter responses. For extracting the texton, each pixel in each image is assigned to the nearest cluster center. The slightly different here is that the texton is object level which is an average of its pixel level textons.

It is notable that all features mentioned above should be normalized for further calculation.
5. Database Description

For training and inference, it is necessary to construct a database containing ground truth. We collect a group of images, and label the ground truth manually. The database contains 50 training and 100 test images in all, including QuickBird (download from: http://www.digitalglobe.com), IKONS (download from: http://www.geoeye.com/CorpSite/), SPOTS 5 (download from: http://www.spotimage.com.cn/).

The ground truths are manually described with the polygon drawing tool in ArcGis. They are saved as vector format. Road objects are labeled as 1 while non-road labeled as 0. Noted that we intentionally collect images with various backgrounds (e.g. urban, suburban and rural). The road in our image database also appear in various kinds of brightness, clarity, colors and shapes. In a word, we try our best to let the database be representative and be unbiased to any specified scene. Some examples of the database are show in the Figure 1.

6. Experiment and Discussion

In our experiments, the training image set includes 15 rural images, 15 suburban images and 20 urban images. The left 100 images are used for testing. During the training procedure, if above 50% area of an object is road in ground truth, the object is treated as road object. Some example of the result are showed in Figure 2, where the green regions are roads, and the black regions are non-roads.

Seen from the Figure 2, the scenes are complex. Roads appear in various kinds of shapes, such as interchange bridges and crossroads. The color and brightness of the roads are also not consistent. The roads are always occluded by trees, high buildings and big vehicles. The most serious is that there are many non-road regions which has the similar color, smoothness and texture with road region.

However, the results are exciting. Most of the road regions are extracted correctly. That should owe to the CRF model which considers the spatial contextual information and the topology information simultaneity.

There are also some false regions and missing regions. The false regions due to the situation that some non-road super-pixels are indeed similar with the road one, such as the bareland, the houses et al.. The extraction accuracy is also affected by the primary segmentation, i.e. the SRM. If the SRM merges a small road region with a non-road region (i.e. under-segment), the road region may miss in the last results.
7. Conclusion
To make full use of spatially contextual information and topological information in the object-based method, an object-based CRF model for road extraction is proposed. The SRM is used as an initial segmentation to produce objects. Three kinds of features (including the color and the GoH and the Texton) are exploited for model training and inference. The results of experiment show that the proposed method is effective.
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