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The antibody candidate set generated by the clonal selection algorithm has only a small number of antibodies with high antigen affinity to obtain high-frequency mutations. Among other antibodies, some low-affinity antibodies are replaced by new antibodies to participate in the next clonal selection. A large number of antibodies with high affinity make it difficult to participate in clonal selection and exist in antibody concentration for a long time. This part of inactive antibody forms a “black hole” of the antibody set, which is difficult to remove and update in a timely manner, thus affecting the speed at which the algorithm approximates the optimal solution. Inspired by the mechanism of biological forgetting, an improved clonal selection algorithm is proposed to solve this problem. It aims to use the abstract mechanism of biological forgetting to eliminate antibodies that cannot actively participate in high-frequency mutations in the antibody candidate set and to improve the problem of insufficient diversity of antibodies in the clonal selection algorithm, which is prone to fall into the local optimal. Compared with the existing clonal selection and genetic algorithms, the experiment and time complexity analysis show that the algorithm has good optimization efficiency and stability.

1. Introduction

As a heuristic algorithm to solve complex problems with a high mutation rate, the clonal selection algorithm has two important characteristics: it has efficient optimization performance [1] and it is difficult to get into local optimum [2]. As a result, it has attracted the attention of scholars in related fields. Kim and Bentley [3] used a dynamic cloning selection algorithm to solve the problem of anomaly detection in the changing environment. In recent years, the cloning selection algorithm inspired by biological immunity has also been widely used in power industries such as power plant addressing [4], electricity price prediction [5], hybrid shop scheduling [6], car flow organization [7] and other power industries, playing an active role in the improvement of clustering [8] as well as machine learning algorithms [9–11].

The classical clonal selection algorithm has problems of algorithm efficiency, convergence rate, and lack of sufficient theoretical support [12]. Therefore, people use the cloning selection algorithm to solve practical problems but also put forward many useful improvements to the algorithm itself. For example, Gálvez et al. [13] proposed an elitist clonal selection algorithm for complex multimodal and multivariable continuous nonlinear optimization problems. The algorithm replaces the selection and cloning mechanism of the classical clonal selection algorithm with the antibody with the best affinity for antigen and selects the optimal set of the first n antibodies. This algorithm is better than the related alternative method of genetic algorithm in the automatic node adjustment for the B-spline curve. Gong et al. [14] proposed an improved cloning selection algorithm based on the Baldwin effect, which makes the algorithm more effective and robust by promoting the evolutionary exploration of good genotypes. Rao and Vaisakh proposed [15] a multi-objective adaptive cloning selection algorithm to solve the optimal power flow problem. Pareto optimization was found by using the crowded distance, and the best strategy was selected based on the fuzzy mechanism. In terms of
theoretical analysis, Hong et al. [16] analyzed the convergence of elitist clonal selection algorithm from the perspective of the state transition probability matrix, Markov chain, and other random process-related theories and proposed a method to evaluate the convergence property of the algorithm, which has a certain reference value. This algorithm is better than the genetic algorithm in terms of automatic node adjustment of B-spline curves.

It can be seen from the above literature that the current clonal selection algorithm flow mainly includes steps of selection, cloning, mutation, reevaluation, and replacement. At present, a large number of improved algorithms are intended to improve the steps of selection, cloning, and mutation, without considering the improvement and optimization of the replacement and update steps of antibody-concentrated antibodies by clonal selection algorithm. In order to improve the update efficiency of the antibody set, this paper tries to find a new scheme to replace the replacement steps used in the current clonal selection algorithm, so as to improve the overall search accuracy and convergence stability of the algorithm.

The antibody candidate set is a set of antibodies produced by the clonal selection algorithm during initialization. The clonal selection algorithm sorts the affinity of the antibodies in the set and selects the first \( n \) antibodies with high affinity to clone and mutate. Since \( n \) depends on manual experience, it is generally set to 10% to 50% of the population size [12]; this selection mechanism inevitably leads to a large number of antibodies with general affinity “retention” in the antibody candidate set. Some were replaced by new antibodies due to low affinity, and the other part did not satisfy the conditions of being replaced and remained in the antibody candidate set for a long time. This was not conducive to the rapid update of the antibody set and affected the efficiency of the algorithm in finding the optimal solution.

This kind of antibody that stays in the candidate set of antibodies for a long time can neither converge nor update quickly, jumping out of the local optimal interval. Therefore, there is a phenomenon in which antibodies cannot be selected and update iterations in a short period of time, which is vividly called “black hole” in this paper.

In this paper, an improved clonal selection algorithm based on the mechanism of biological forgetting (FCSA) is proposed. Aiming at the black hole formed by antibodies whose affinity does not meet the mutation and update conditions, the forgetting mechanism is applied to the antibody candidate set update process of the algorithm. The aim is to update these inactive and long-lasting antibodies in the candidate antibody set and enhance the diversity of antibodies in the antibody set, thereby increasing the convergence speed of the algorithm.

### 2. Overview of the Biological Forgetting Mechanism

#### 2.1. Biological Forgetting Research Background

In 1885, Ebbinghaus [17] put forward the Ebbinghaus memory curve, which described the amount of forgetting over time. Over the next 100 years, numerous scholars have proposed theories to explain how forgetting occurs. At present, there are various opinions as to the causes of forgetting, and the widely supported explanations include decay theory [18] and interference theory [19]. Decay theory holds that the decay of forgetting, which is similar to the decay of radioactive elements, is a process in which memories disappear spontaneously over time. According to the interference theory, forgetting is caused by the conflict between memory blocks. The similarity, quantity, and intensity of memory blocks determine the degree of forgetting. The more similar the contents between memory blocks are, the more times they are remembered, and the higher the memory intensity is, the less likely they are to be forgotten.

#### 2.2. Forgetting Mechanism Affected by Rac1 Activity

Although both attenuation theory and interference theory are supported by experimental results, they lack an objective mechanism to explain why attenuation theory is only applicable to long-term memory, while interference theory is more applicable to short-term memory.

Shuai et al. [20] studied the small G protein Rac1 in the brain of drosophila and found that Rac1 activity affected the degree of forgetting in a drosophila olfactory avoidance experiment. Specifically, after Rac1 activity was inhibited in the brain of drosophila, the forgetting rate slowed down; after Rac1 activity was enhanced by stimulation, the forgetting rate increased. Changes in Rac1 activity in drosophila fly brain during memory decay and memory interference mentioned in Section 2.1 of this paper also support the above conclusions.

Therefore, Shuai et al. [20] proposed a set of forgetting mechanisms affected by Rac1 activity. The activity of Rac1 would also change according to the memory process with differing time lengths. When memory was disturbed for a short time, Rac1 activity also increased rapidly, making the previous outdated memory forgotten. Rac1 takes longer to activate when the time span is large, suggesting that memory declines over time.

Liu et al.’s [21] studies on Rac1 protein activity in mouse hippocampal neurons and object recognition memory in mice further support the role of Rac1 activation in forgetting.

#### 2.3. Observations about Biological Forgetting

In the complex biological system, the process of forgetting often occurs. This paper argues that forgetting is a process of information loss, and information loss is meaningful under certain circumstances. In reference [22], the odor type that would cause the fruit fly to receive an electric shock was repeatedly changed, and the fruit fly would remember the odor that would receive an electric shock the most recently, so as to avoid this type of odor. This suggests that in complex external situations, memories that cannot be adapted to the current environment need to be forgotten. Above, we suggest that the forgetting mechanism is meaningful for behaviors requiring rapid adaptation to the new environment, such as cloning selection for a high-mutation environment.
At the same time, the idea of attenuation theory of biological forgetting is introduced into the replacement process of the clonal selection algorithm. The number of iterations of antibodies in the antibody candidate set is taken as the time length, and whether the antibody participates in high-frequency mutation in a certain iteration is taken as the basis of whether the antibody is remembered at the point in time, so as to realize the purpose of replacing the antibody with weak memory degree when the time span is large. Moreover, since the current replacement mechanism of clonal selection is still to replace the antibodies with the lowest affinity with the lowest affinity when the time span is large, the antibody can be dynamically replaced according to its own characteristics after the introduction of attenuation theory.

3. Clonal Selection Algorithm Based on Forgetting Mechanism

3.1. Clonal Selection Algorithm and Forgetting Mechanism

3.1.1. Introduction to Clonal Selection Algorithm. In 2002, De Castro and Von Zuben [23], inspired by biological as well as artificial immunology, proposed a clonal selection algorithm to solve the problems of multimodal and combinatorial optimization by using the principle of clonal selection. The main flow of this algorithm is

**Step 1.** Initialize the size of the antibody set, iteration number, cloning number, and other relevant parameters, randomly select an antigen from the antigen set, and generate the candidate antibody set, which is composed of a memory set and residual set.

**Step 2.** Calculate the affinity between each antibody and antigen in the candidate antibody concentration, and select the first \( n \) antibodies with the highest affinity.

**Step 3.** Clone the \( n \) antibodies, and the number of antibody clones is positively correlated with their affinity to the antigen.

**Step 4.** Carry out mutation treatment on the antibody set generated after cloning, and the higher the affinity, the lower the probability of antibody mutation.

**Step 5.** Calculate the antibody affinity after mutation, select the antibody with the highest affinity, and compare it with the antibody in the current memory set. Then, select the antibody with the highest affinity and put it into the memory set.

**Step 6.** Randomly select \( d \) new antibodies to replace the \( d \) antibodies with the worst affinity to the antigen in the remaining set.

**Step 7.** Skip to step 2 for the next iteration. When the number of iterations meets the termination condition, the algorithm terminates.

It can be seen that the cloning selection algorithm selects the first \( n \) antibodies with the highest concentration affinity of candidate antibodies in step 2, and the subsequent steps primarily involve cloning and mutation of these \( n \) antibodies. The rest of the antibody candidate set does not participate in the epicycle mutation, leading to the following situations: Antibody A does not belong to the first \( n \) antibodies with the highest affinity in one iteration of the algorithm, and it is not replaced in step 6. In the subsequent rounds of iterations, antibody A does not always become the \( d \) antibody with the lowest affinity with the antigen. In this case, antibody A can no longer adapt to new changes, cannot participate in the high mutation process of the algorithm, and cannot be replaced as the worst \( d \) antibody in time, thus affecting the update rate of antibodies in the whole candidate antibody concentration.

3.1.2. Clonal Selection Algorithm Inspired by Forgetting Mechanism. In order to more intuitively explain the state of the candidate antibodies in a certain round of iteration, the affinity between the antigen and the antibody is expressed in the form of distance. According to the previous section, after all antibodies are sorted according to their affinity, the clonal selection algorithm selects the \( n \) best antibodies in the antibody candidate set for cloning and mutation. As shown in Figure 1, in the reselect step, the original antibody and the antibody are mixed and screened for the next iteration. At this time, there are antibodies that were not selected as clones in the previous round. We divide the best \( n \) antibodies into the first layer and the worst \( d \) antibodies among the remaining antibodies into the third layer, and then, the second layer contains the intermediate antibodies.

Since the total number \( P \) of antibodies remains unchanged, after the completion of one iteration of the CSA, all of the antibodies in the third layer will be replaced with new antibodies, and the antibodies in the antibody candidate set will be reordered according to the affinity with the antigen, so some of the antibodies in the entire set of antibody candidates will migrate. In the first layer, a part of the antibody will migrate to the first tier II. In addition, some of the antibodies in layer II migrate to layer III. Analyze the layer II antibodies at this time, including the antibodies migrated into layer I and layer III and the original antibodies not migrated out of layer II. After multiple rounds of iteration, there are still some unmigrated native antibodies in layer II which have not migrated to the high-frequency mutations involved in the algorithm in layer I and have not been replaced with new antibodies in layer III. It is suggested that the above unmigrated antibodies that always exist in layer II are a memory that cannot adapt to the current environment and should be updated along with the antibody in layer III.

Inspired by the forgetting mechanism, for each antibody in the candidate antibody set, calculate the number of times it is selected as the top \( n \) affinity and the number of iterations in the candidate antibody set and use these two as antibody characteristics. These antibody characteristics were used as the basis for the change of Rac1 activity, and the activation degree of Rac1 determined whether to eliminate the "stranded" antibody from the concentration of candidate antibodies.

As shown in Figure 2, antibodies in the candidate set of antibodies are divided into two layers according to the size of affinity. Layer II contains all remaining antibodies.
For each antibody in the candidate set, the Rac1 activity of the antibody in layer I is significantly lower than that in layer II. When the Rac1 activity of the layer II antibody exceeds the activity threshold, the antibody is replaced and the entire antibody candidate set is updated. In this way, the clonal selection algorithm avoids the antibody “black hole” formed by the partially unmigrated original antibodies in layer II.

3.2. Abstract Definition of Forgetting Mechanism. The following definitions relate to the forgetting mechanism:

(1) Antibody survival time is the number of iterations that antibodies have participated in the antibody candidate set.

(2) Time $T$ is the execution time of the clonal selection algorithm. In this paper, $T$ refers to the number of algorithm iterations.

(3) Appropriate memory is the attribute of each candidate antibody. In an iteration, if the antibody belongs to the best $n$ antibodies, it is regarded as a suitable memory.

(4) Appropriate memory strength is the appropriate memory accumulated by candidate antibodies during $T$ time.

(5) Rac1 protein activity is the index affecting antibody forgetting, determined by the survival time of antibody in candidate antibody concentration and the strength of appropriate memory. Rac1 protein activity is proportional to the survival time of antibodies and inversely proportional to the degree of appropriate memory.

3.3. Improved Clonal Selection Algorithm. In this paper, an improved clonal selection algorithm (FCSA) inspired by the forgetting mechanism is proposed. Its core implementation idea is to replace the receptor editing mechanism [24] in the CSA with a unique forgetting mechanism.

The specific implementation method is as follows: In each iteration of the algorithm, the appropriate memory strength and survival time of each antibody candidate set are recorded. After several iterations of the algorithm, antibody
forgetting was determined based on whether Rac1 protein activity reached the threshold.

3.3.1. Affinity Calculation. To simplify the calculation, the target test function of antibody affinity to antigen is the function value, which can be expressed as

\[ \text{Aff}_{ab} = f(x_1, x_2, \ldots, x_D) \]

(1)

where \( \{x_i | i = 1, 2, \ldots, D\} \) is the antibody and \( D \) is the dimension of the antibody.

3.3.2. Cloning Method. According to the affinity corresponding to the antibody and antigen, the cloning method performs the cloning operation on the antibody. The higher the affinity, the greater the number of antibodies that will be cloned. The specific cloning formula is

\[
\text{Abc} = \left\{ ab_i \middle| i \in [0, \text{population}_\text{size} - 1] \right\}, \quad j = \max \left( 1, \frac{\text{Aff}_{ab} + a}{\text{max}_\text{clone}} \right), \quad a > 0,
\]

(2)

where \( \text{population}_\text{size} \) represents the number of antibodies in the candidate set of antibodies, \( \text{Aff}_{ab} \) represents the affinity between the antibody \( ab_i \) and the antigen, \( \text{max}_\text{clone} \) represents the initial clone number, and \( j \) represents the clone number of the antibody \( ab_i \).

3.3.3. Variation Method. The mutation method aims at the \( ab_i \) of the cloned antibody and determines the mutation degree of the antibody according to the affinity between the antibody and the antigen. The higher the affinity, the less the possibility and degree of the mutation.

The specific variation formula is

\[
x_i = \begin{cases} x_i + \text{random}(-a, a), & \text{random}(0, 1) < e^{-r \times \text{aff} / \text{max}_\text{aff}}, \\ x_i, & \text{random}(0, 1) > e^{-r \times \text{aff} / \text{MAX}_\text{aff}}. \end{cases}
\]

(3)

where \( r \) is the mutation rate, \( a \) is the variation range, \( a > 0 \), and \( \text{max}_\text{aff} \) is the maximum affinity of the concentrated antibody.

3.3.4. Forgetting Method. The method of forgetting determines the necessity of antibody forgetting based on the survival time of the antibody, the appropriate memory intensity, and the activity of the Rac1 protein.

The specific forgetting formula is

\[
ab = \{x_i | i = 1, 2, \ldots, D\}, \quad \frac{ab_{\text{time}}}{ab_{\text{strength}}} > c,
\]

\[
x_i = \begin{cases} \text{random}((\text{min}_\text{Domain}, \text{max}_\text{Domain})), & x_i \in \text{Abc} \\ x_i, & \text{otherwise}, \end{cases}
\]

(4)

where \( ab_{\text{time}} \) is the antibody survival time, \( ab_{\text{strength}} \) is the appropriate memory strength, and \( c \) is the Rac1 protein activity threshold.

3.3.5. Algorithm Flow. The flow of the improved algorithm proposed in this paper is shown in Algorithm 1.

The suspension conditions of the algorithms in Algorithm 1 can be determined according to specific needs. Common termination conditions include reaching the maximum value of the function evaluation and reaching the maximum number of generations.

In the algorithm, Rac1 protein activity is an inherent property of each candidate antibody, which is calculated based on antibody survival time and appropriate memory strength when the antibody is first selected into the candidate set. And it changes dynamically with the execution of the algorithm. When the property value of the antibody reaches the threshold, it means that the antibody has not mutated in a better direction within the time we expect, and it is not sufficiently competitive with other candidate antibodies. So in the algorithm, the antibody that meets the threshold value will perform the forgetting operation.

4. Experiment and Algorithm Evaluation

Thirteen kinds of testing were done to select CEC test function optimization algorithm functions as experimental test functions, respectively, using the test function of the presented algorithm (FCSA) proposed in [13], the elitist clonal selection algorithm (ECSA) proposed in literature [14], Baldwinian learning in clonal selection algorithm (BCSA), and search accuracy of the genetic algorithm (GA) for testing. The experimental steps are as follows.

First, initialize various parameters of the algorithm. The termination criterion in this experiment is to run the GA, BCSA, ECSA, and FCSA until the number of function evaluations reaches the maximum value of 350,000.

Second, find the optimal solution of the test function. Three algorithms were executed to obtain the optimal solution generated by each execution of the algorithm. The average optimal solution, maximum optimal solution, and minimum optimal solution after 100 executions were analyzed.

The purpose of the experiment in this paper is to analyze the effectiveness of the forgetting mechanism applied to the clonal selection algorithm. The performance of the algorithm is mainly evaluated by the quality of the results obtained when the suspension conditions are consistent. This
article counts the mean and standard deviation of the results of multiple runs of the algorithm to evaluate the quality of the results. These two indicators reflect the concentration trend and the degree of dispersion of the experimental data, respectively. Therefore, this paper uses these two indicators to verify the effectiveness of the improved algorithm.

Finally, we obtained the results of GA, CSA, and FCSA running at 1000 generations and plotted them as line charts. The purpose is to analyze the accuracy and speed of the algorithm by characterizing the relationship between generations and algorithm results.

Among them, the algorithm parameters are set as shown in Table 1, and the execution environment of the algorithm is shown in Table 2.

4.1. Test Function. The test functions selected in this paper are shown in Table 3. Their common feature is that they have a global minimum value [25], and the function image is complex with multiple local minimum values. Conversely, the opposite value of the test function is the global maximum.

Consider the test functions in Table 3. Since antibodies with high affinity are generally selected when comparing the affinity of antigens and antibodies, this paper takes the opposite value corresponding to these test functions as the global maximum value, which is equivalent to the global minimum value of the test function in Table 3. The opposite of the trial function is the global maximum.

4.2. Experimental Results. The results of our experiment are shown in Table 4. The closer the average value of the optimal solution obtained by each algorithm is to the reference value, the higher the accuracy of the algorithm under the termination condition. For the case that the test functions f_1, f_6, f_8, f_9, and f_12 have high-dimensional solutions, in order to verify the convergence of the FCSA in high-dimensional test function, set d = 50 and d = 100 and compare the results with ECSA and BCSA, as shown in Tables 5 and 6.

After replacing the updating operator in BCSA with the forgetting operator, set d = 50 and d = 100 to test the updating ability of the forgetting operator compared with the previous updating operator in different dimensions.
## Table 3: Test function.

| Test function          | Expression                                                                 | Optimum       |
|------------------------|---------------------------------------------------------------------------|---------------|
| Ackley Function        | $f_1(x) = -20 \exp(-0.2 \sqrt{\sum_{i=1}^d x_i^2}) - \exp(\sum_{i=1}^d \cos(2\pi x_i)) + 20 + \exp(1)$ | 0             |
| Bukin Function n. 6    | $f_2(x) = 100 \sqrt{|x_2 - 0.01 x_1|^2 + 0.01|x_1 + 10|^2} - 512 , \quad 0$ |               |
| Cross-in-Tray Function | $f_3(x) = -0.0001 ([\sin(x_1 \sin x_2 \exp([100 - (\sqrt{x_1^2 + x_2^2}/\pi)]) + 1])^0.1$ | -2.06261      |
| Drop-Wave Function     | $f_4(x) = -(1 + \cos(12 \sqrt{x_1^2 + x_2^2}))/0.5(x_1^2 + x_2^2) + 2$ | -1            |
| Eggholder Function     | $f_5(x) = -(x_2 + 47)\sin(\sqrt{|x_2 + (x_1/2) + 47|}) - x_1 \sin(\sqrt{|x_1 - x_2 - 47|})$ | -959.6407     |
| Griewank Function      | $f_6(x) = \sum_{i=1}^d x_i^2/4000 - \prod_{i=1}^d \cos(x_i/\sqrt{I}) + 1$ | 0             |
| Holder Table Function  | $f_7(x) = -[\sin(x_1)\cos(x_2)\exp([1 - (\sqrt{x_1^2 + x_2^2}/\pi)])]$ | -19.2085      |
| Levy Function          | $f_8(x) = \sin^2(\pi w_1) + \sum_{i=1}^{d-1} (w_i - 1)^2(1 + 10 \sin^2(\pi w_1)) + (w_d - 1)^2(1 + \sin^2(2\pi w_d))$ | 0             |
| Rastrigin Function     | $f_9(x) = 10d + \sum_{i=1}^d [x_i^2 - 10\cos(2\pi x_i)]$ | 0             |
| Schaffer Function n. 2 | $f_{10}(x) = 0.5 + (\sin^2(x_1^2 - x_2^2) - 0.5/[1 + 0.001 (x_1^2 + x_2^2)^{12})$ | 0             |
| Schaffer Function n. 4 | $f_{11}(x) = 0.5 + (\cos(\sin(|x_1^2 - x_2^2|)) - 0.5/[1 + 0.01 (x_1^2 + x_2^2)^{12})$ | 0.5           |
| Schwefel Function      | $f_{12}(x) = 418.9829d - \sum_{i=1}^d x_i \sin(\sqrt{|x_i|})$ | 0             |
| Shubert Function       | $f_{13}(x) = (\sum_{i=1}^d i \cos((i+1)x_1 + i))(\sum_{i=1}^d i \cos((i+1)x_2 + i))$ | -186.7309     |
Finally, the comparison results of the three algorithms of GA, CSA, and FCSA in the 1000th generation are shown in Figure 3. The abscissa represents the current generation number of the algorithm, theordinate represents the current result of the algorithm, the dashed line represents GA, and the thin solid line represents CSA. The line represents FCSA.

In the test results of the Ackley Function, the optimal interval of FCSA in the process of 100 executions of the algorithm is (−1, 0), the optimal interval of CSA is (−1.5, 0), and the optimal interval of GA is (−2.5, 0). The convergence degree of the GA is worse than that of CSA and FCSA, and FCSA has the best degree of convergence.

Among the test results of the Bukin Function, drop-wave Function, Rastrigin Function, and Schaffer Function, the FCSA has the best optimization accuracy and convergence stability, while the GA has a poor optimization accuracy and convergence degree compared with CSA.

In the test results of functions, Cross-in-Tray Function, Holder Table Function, Levy Function, and Shubert Function, the CSA and FCSA algorithms converge stably to the global optimal, among which FCSA has the optimal average search accuracy and stability, while the GA still has deviation points and the convergence is not stable.
According to the test results of Eggholder Function, the convergence stability of the CSA and FCSA is worse than GA, but the optimization accuracy is better than GA.

In the test results of Griewank Function, the optimization accuracy of the CSA and FCSA is better than that of GA, and GA has a few deviation points as well as poor convergence stability. With the improved CSA, when \( d = 50 \), FCSA is the best in algorithm stability, and when \( d = 100 \), FCSA is the best in algorithm optimization accuracy.

In the test results of Schaffer Function, the GA has better convergence stability and optimization accuracy than the CSA and FCSA. For Schewef Function, FCSA shows a more stable degree of convergence in higher dimensions, while BCSA shows more accurate convergence in higher dimensions.

As can be seen from the experimental results in Table 7, the mean value and standard deviation of the optimal solution in the test functions \( f_1, f_6, f_8, \) and \( f_9 \) after the forgetting mechanism is introduced into the BCSA algorithm, are both better than the results of the original BCSA in Tables 5 and 6.

On the other hand, it can be seen from Figure 3 that the clone selection algorithm converges around 300 generations and is very close to the global minimum of the function (the global minimum is 0). In particular, the improved algorithm proposed in this paper is more accurate when compared with the comparison algorithm, and it can always find better results when the generation is the same.

### 5. Conclusion

To solve the problem that the CSA cannot in a timely way eliminate antibodies that are not adapted to the new environment and thus form an antibody black hole, we see that by changing the receptor editing mechanism of the clonal selection algorithm to a new forgetting mechanism, the antibody candidate set can be replaced and updated under the regulation of Rac1 protein. Experiments show that FCSA is an effective improved algorithm compared with ECSA and BCSA in terms of optimization efficiency, optimization accuracy, and convergence stability.

Because FCSA changes the substitution step in the current clonal selection algorithm, it is better than the existing improved clonal selection algorithm. However, from the experimental performance in high-dimensional test function, FCSA still has the problem of low optimization precision. In the future, the FCSA will be combined with the existing improved clonal selection algorithm to further optimize the precision and stability of high-dimensional optimization.

We also note that Luo et al. [26] proposed a clonal selection method for dynamic multimodal optimization problems and proved the effectiveness of the method. When the global peaks of the problem change with time, how to use the forgetting mechanism to quickly adapt to the new height of global peaks and forget the outdated experience in time will be our future research direction.

At the same time, as an effective updating mechanism, the forgetting mechanism can also be applied to other heuristic algorithms that need to update the population of algorithms.
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