THE SHARP ESTIMATES ON THE ORTHOGONAL POLYNOMIALS FROM THE STEKLOV CLASS

A. APTEKAREV, S. DENISOV, D. TULYAKOV

ABSTRACT. Given any \( \delta \in (0, \delta_0) \) with sufficiently small \( \delta_0 \), we define the Steklov class \( S_\delta \) to be the set of probability measures \( \sigma \) on the unit circle, such that \( \sigma'(\theta) \geq \delta/(2\pi) > 0 \) at every Lebesgue point of \( \sigma \). One can define the orthonormal polynomials \( \phi_n(z) \) with respect to \( \sigma \in S_\delta \). In this paper we consider the following variational problem. Fix \( n \in \mathbb{N} \) and define \( M_{n,\delta} = \sup_{\sigma \in S_\delta} \| \phi_n \|_{L^\infty(T)} \). Our main result is the lower bound in the following estimate

\[
C(\delta) \sqrt{n} < M_{n,\delta} \leq \sqrt{n + 1} / \delta
\]

1. Introduction

One version of the Steklov’s problem (see [12], [13]) is to find bounds for the polynomial sequences \( \{P_n(x)\}_{n=0}^\infty \), which are orthonormal

\[
\int_{-1}^{1} P_n(x) P_m(x) \rho(x) \, dx = \delta_{n,m}, \quad n, m = 0, 1, 2, \ldots
\]

with respect to the strictly positive weight \( \rho \):

\[
\rho(x) \geq \delta > 0, \quad x \in [-1,1].
\]

In 1921, V.A. Steklov made a conjecture that a sequence \( \{P_n(x)\} \) is bounded at any point \( x \in (-1,1) \) provided that the weight \( \rho \) does not vanish on \([-1,1]\). This problem and some related questions gave rise to an extensive research, see, e.g., the survey paper [13]. In 1979, Rakhmanov [9] disproved this conjecture constructing a weight from the Steklov class \( S_\delta \), for which

\[
\sup_n \{ |P_n(0)| \} = \infty.
\]

It is known (see, for example [9]) that for any Steklov’s weight the following bound

\[
|P_n(x)| = \mathcal{O}(\sqrt{n})
\]

holds true for any \( x \in (-1,1) \). In his next paper [10], Rakhmanov proved that for every \( \epsilon > 0 \) and \( x_0 \in (-1,1) \) there is a weight \( \rho(x; x_0, \epsilon) \) from the Steklov class such that the corresponding \( \{P_n(x)\} \) are growing as

\[
|P_n(x_0)| \geq n^{1/2-\epsilon}, \quad n \in \Lambda,
\]

where \( \Lambda \) is some sequence of natural numbers. In [1], the size of the polynomials for the continuous weight was studied.
All Rakhmanov’s counterexamples were obtained as corollaries of the corresponding results for the polynomials \( \{ \phi_n \} \) orthonormal on the unit circle
\[
\int_0^{2\pi} \phi_n(\bar{\phi}_m) d\sigma(\theta) = \delta_{n,m}, \quad n, m = 0, 1, 2, \ldots,
\]
(4)
with respect to measures from the Steklov class \( S_\delta \) defined as the class of probability measures \( \sigma \) on the unit circle satisfying
\[
\sigma' \geq \delta/(2\pi)
\]
at every Lebesgue point. An important role in this construction was played by the following extremal problem. For a fixed \( n \), define
\[
M_{n,\delta} = \sup_{\sigma \in S_\delta} \| \phi_n(z; \sigma) \|_{L^\infty(T)}
\]
(5)
The problem of estimating the size of \( \phi_n \) is one the most basic and most well-studied in the Approximation theory. The Steklov’s condition on the weight is very important: e.g., it is a natural way to normalize the weight and the corresponding polynomials on the arcs in \( T \). Indeed, if one multiplies the weight by the constant \( C \), the corresponding polynomials will be multiplied by \( C^{-1/2} \) and one can expect similar phenomenon on the arcs. The Steklov’s condition rules out the scalings like that. In spite of the importance of this problem, very few methods were available to handle questions of that type. In the current paper we suggest a method which, we believe, is general enough to study the variational problems for other situations when the constructive information on the weight is given.

**Remark.** Since \( S_\delta \) is invariant under the rotation and \( \{ \phi_j(z e^{-i\theta_0}, \mu) \} \) are orthonormal with respect to \( \mu(\theta - \theta_0) \), we can always assume that \( \| \phi_n \|_\infty \) is reached at point \( z = 1 \). Therefore, we have
\[
M_{n,\delta} = \sup_{\mu \in S_\delta} |\phi_n(1, \mu)|
\]
One of the key results in [10] is the following inequality
\[
C \sqrt{\frac{n+1}{\delta \ln^3 n}} \leq M_{n,\delta}, \quad C > 0.
\]
(6)
We also recall the well known estimate (see [6])

**Lemma 1.1.** We have
\[
M_{n,\delta} \leq \sqrt{\frac{n+1}{\delta}}, \quad n \in \mathbb{N}.
\]
(7)

**Proof.** Indeed,
\[
1 = \int_T |\phi_n|^2 d\sigma \geq \delta/(2\pi) \int_T |\phi_n|^2 d\theta
\]
so (7) follows from
\[
\| \phi_n \|_{L^2(\mu)}^2 = \left( \sum_{j=0}^n c_j z^j \right)^2_{L^2(\mu)} = 2\pi \sum_{j=0}^n |c_j|^2 \leq 2\pi/\delta
\]
and Cauchy-Schwarz
\[
\| \phi_n \|_\infty \leq (n+1)^{1/2} \sqrt{\sum_{j=0}^n |c_j|^2}
\]
Remark. Notice that all we used in the proof is the normalization $\|\phi_n\|_{2,\sigma} = 1$ and the Steklov’s condition on the measure. The problem, though, is whether the orthogonality leads to further restrictions on the size.

The purpose of the current paper is to get rid of the logarithmic factor in the denominator in (6) and thus prove the optimal result.

One can consider the monic orthogonal polynomials $\Phi_n(z, \mu) = z^n + \ldots$ and the Schur parameters $\gamma_n$ so that

$$\phi_n(z, \mu) = \frac{\Phi_n(z, \mu)}{\|\Phi_n\|_{\mu}}$$

and $\Phi_n(0, \mu) = -\pi_{n-1}$. If $\rho_n = (1 - |\gamma_n|^2)^{1/2}$ then

$$\Phi_n(z, \mu) = \phi_n(z, \mu)\left(\rho_0 \cdot \ldots \cdot \rho_{n-1}\right)$$

The Szegő formula [11] yields

$$\exp\left(\frac{1}{4\pi} \int_{-\pi}^{\pi} \log(2\pi\mu'(\theta))d\theta\right) = \prod_{j \geq 0} \rho_j$$

So, for $\mu \in S_\delta$, we have

$$\delta^{1/2} \leq \prod_{n \geq 0} \rho_n \leq 1$$

and therefore

$$\delta^{1/2} |\phi_n(z, \mu)| \leq |\Phi_n(z, \mu)| \leq |\phi_n(z, \mu)|, \quad z \in \mathbb{C}$$

for any $\mu \in S_\delta$. Thus, we have

$$\delta^{1/2} M_{n,\delta} \leq \sup_{\mu \in S_\delta} |\Phi_n(z, \mu)| \leq M_{n,\delta}$$

and for fixed $\delta$ the variational problems for orthonormal and monic orthogonal polynomials are equivalent.

The structure of the paper is as follows. The Section 2 contains several auxiliary results: existence of the optimal measure and its property along with asymptotics of $M_{n,\delta}$ in the small $\delta$ regime. In Section 3, we obtain the main result of the paper, i.e., we prove the lower bound $M_{n,\delta} > C(\delta) \sqrt{n}$ for fixed $\delta$ and large $n$. The application to the orthogonal polynomials entropy is presented in the Section 4. The Appendixes contain some auxiliary results.

The proofs by Rakhmanov were based on the following formula for the orthogonal polynomial that one gets after adding several point masses to “background” measure at the particular locations on the circle (see [9]).

**Lemma 1.2.** Let $\mu$ be a positive measure on $\mathbb{T}$, $\Phi_n(z, \mu)$—the corresponding monic orthogonal polynomials and

$$K_n(\xi, z, \mu) = \sum_{l=0}^{n} \phi_j(\xi, \mu)\phi_j(z, \mu)$$

is the Christoffel-Darboux kernel, i.e.

$$P(\xi) = \langle P(z), K_n(\xi, z, \mu)\rangle, \quad \deg P \leq n$$

Then, if $\xi_j \in \mathbb{T}, j = 1, \ldots m, m \leq n$ are chosen such that

$$K_{n-1}(\xi, \xi_l, \mu) = 0, j \neq l$$

(8)
then
\[
\Phi_n(z, \eta) = \Phi_n(z, \mu) - \sum_{k=1}^{m} \frac{m_k \Phi_n(\xi_k, \mu)}{1 + m_k K_{n-1}(\xi_k, \xi_k, \mu)} K_{n-1}(\xi_k, z, \mu)
\]
where
\[
\eta = \mu + \sum_{k=1}^{m} m_k \delta(\theta - \theta_k), \quad z_k = e^{i \theta_k}, \quad m_k \geq 0
\]

The limitation that \( \xi_j \) must be the roots of \( K \) is quite restrictive and the direct application of this formula with background \( d\mu = d\theta \) yields only logarithmic growth at best as was showed in [8].

We will use completely different approach. First, we will rewrite the Steklov condition in the convenient form as some conditions that involve Herglotz function and a polynomial. Then, we will present this function and the polynomial and show that they satisfy the necessary conditions. This allows us to have a good control on the size of the polynomial itself and on the structure of the measure of orthogonality.

Some notation used in the paper: the Cauchy kernel for the unit circle is denoted by \( C(z, \xi) \), i.e.
\[
C(z, \xi) = \frac{\xi + z}{\xi - z}, \quad \xi \in \mathbb{T}
\]
If the function is analytic in \( \mathbb{D} \) and has a nonnegative real part there, then we will call it Carathéodory function. Given two positive functions \( F_1 \) and \( F_2 \) defined on \( \mathbb{D} \), we write \( F_1 \lesssim F_2 \) if there is a constant \( C \) (that might depend only on the fixed parameters) such that
\[
F_1 < CF_2
\]
on \( \mathbb{D} \). We write \( F_1 \sim F_2 \) if
\[
F_1 \lesssim F_2 \lesssim F_1
\]

2. Structure of the extremal measure and solution of the problem in the small \( \delta \) regime

In this section, we first address the problem of the existence of maximizers, i.e., \( \mu_n^* \in S_\delta \) for which
\[
M_{n,\delta} = |\phi_n(1; \mu_n^*)|
\]
We will prove that these extremizers exist and will study their properties.

**Theorem 2.1.** There are \( \mu_n^* \in S_\delta \) for which (11) holds.

**Proof.** Suppose \( \mu_k \in S_\delta \) is the sequence which yields the sup, i.e.
\[
|\phi_n(1; \mu_k)| \to M_{n,\delta}, \quad k \to \infty
\]
Since the unit ball is weak-(*) compact, we can choose \( \mu_{kj} \to \mu^* \) and this convergence is weak-(*), i.e.
\[
\int f d\mu_{kj} \to \int f d\mu^*, \quad j \to \infty
\]
for any \( f \in C(\mathbb{T}) \). In particular, \( \mu^* \) is a probability measure. Moreover, for any interval \( (a, b) \subseteq (-\pi, \pi) \), we have (assuming, e.g., that the endpoints \( a \) and \( b \) are not atoms for \( \mu^* \)):
\[
\int_{[a,b]} d\mu^* \geq \delta(b-a)/(2\pi)
\]
since each \( \mu_k \in S_\delta \). This implies \( \mu^* \gg \delta/(2\pi) \) a.e. on \( \mathbb{T} \). The moments of \( \mu_k \) will converge to the moments of \( \mu^* \) and therefore

\[
\phi_n(1; \mu_k) \to \phi_n(1; \mu^*)
\]

Therefore, \( \mu^* \in S_\delta \) and \( |\phi_n(1; \mu^*)| = M_{n, \delta} \).

This argument gives existence of an extremizer. Although we do not know whether it is unique, we can prove that every \( dt \mu^* \) must have a very special form. We start with the following well-known result attributed to Geronimus:

**Lemma 2.1.** Consider \( \mu(t) = (1 - t)\mu + t\delta(\theta) \) where \( t \in (0, 1) \). Then,

\[
\Phi_n(z, \mu(t)) = \Phi_n(z, \mu) - t \frac{\Phi_n(1, \mu)K_{n-1}(1, z, \mu)}{1 - t + tK_{n-1}(1, 1, \mu)}
\]

(11)

**Proof.** Notice that the r.h.s. is a monic polynomial of degree \( n \). Then, one checks that

\[
\langle \text{r.h.s.}, z^j \rangle_{\mu(t)} = 0, \quad j = 0, \ldots, n - 1
\]

which yields orthogonality.

The proof of the next statement can be found in ([11], theorem 10.13.3, formula (10.13.17)).

**Lemma 2.2.** The following formulas hold true

\[
||\Phi_n(z, \mu(t))||_{\mu(t)}^2 = ||\Phi_n(z, \mu)||_{\mu}^2 \left(1 - t\right) \frac{1 - t + tK_{n-1}(1, 1, \mu)}{1 - t + tK_{n-1}(1, 1, \mu)}
\]

These two results give the following expression

\[
|\phi_n(1, \mu(t))|^2 = |\phi_n(1, \mu)|^2 \frac{1 - t}{(1 - t + tK_{n-1}(1, 1, \mu))(1 - t + tK_{n}(1, 1, \mu))}
\]

We will need the following lemma later on

**Lemma 2.3.** The following formulas are true

\[
\left. \frac{d}{dt} \Phi_n(1, \mu(t)) \right|_{t=0} = -2K_{n-1}(1, 1, \mu)|\Phi_n(1, \mu)|^2 < 0
\]

(12)

\[
\left. \frac{d}{dt} |\phi_n(1, \mu(t))|^2 \right|_{t=0} = |\phi_n(1, \mu)|^2 (1 - K_{n}(1, 1, \mu) - K_{n-1}(1, 1, \mu))
\]

(13)

**Proof.** We have

\[
|\Phi_n(1, \mu(t))|^2 = \frac{(1 - t)^2|\Phi_n(1, \mu)|^2}{(1 - t + tK_{n-1}(1, 1, \mu))^2}
\]

Taking derivative at zero gives (12). One gets (13) similarly.

**Corollary 2.1.** If \( n > n_0(\delta) \gg 1 \) and \( \mu^*_n \) is an extremizer, then

\[
\left. \frac{d}{dt} |\phi_n(1, \mu^*_n(t))|^2 \right|_{t=0} < 0
\]

(14)

**Proof.** For fixed \( \delta \), we have a bound

\[
M_{n, \delta} > C \sqrt{\frac{n + 1}{\delta \log^3 n}}
\]

which implies that \( |\phi_n(1, \mu^*_n(t))| \to \infty \) as \( n \to \infty \). Consequently, \( K_n(1, 1, \mu^*_n(t)) \to \infty \) and the formula (13) finishes the proof.
Suppose we have a positive measure $\mu$ and the moments
\[ s_j = \int e^{ij\theta} d\mu = s_j^R + is_j^I, \quad j = 0, 1, \ldots \]
Then the following formula is well-known
\[ \Phi_n(z) = D_{n-1}^{-1} \begin{bmatrix} s_0 & s_1 & \ldots & s_n \\ s_{-1} & s_0 & \ldots & s_{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ s_{-(n-1)} & s_{-(n-2)} & \ldots & s_1 \\ 1 & z & \ldots & z^n \end{bmatrix} \]
\[ D_n = \det T_n, \quad T_n = \begin{bmatrix} s_0 & s_1 & \ldots & s_n \\ s_{-1} & s_0 & \ldots & s_{n-1} \\ \vdots & \vdots & \ddots & \vdots \\ s_{-(n-1)} & s_{-(n-2)} & \ldots & s_1 \\ s_{-n} & s_{-(n-1)} & \ldots & s_0 \end{bmatrix} \]
Therefore, the functions $F_{1(2)}$ given by
\[ F_1(s_0, s_1^R, \ldots, s_n^I) = |\Phi_n(1)|^2, \quad F_2(s_0, s_1^R, \ldots, s_n^I) = |\phi_n(1)|^2 \]
are the smooth functions of the variables $\{s_j^R, s_j^I\}, j = 0, \ldots, n$ wherever they are defined. Consider
\[ \Omega_n = \{s : T_n(s) > 0\}. \] Clearly, if $s \in \Omega_n$, then there is a family of measures $\mu$ which have $s$ as the first $n$ moments (the solution to the truncated trigonometric moments problem).

We will need the following

**Lemma 2.4.** The function $F_1(s)$ does not have stationary points on $\Omega_n$. If $n > n_0(\delta) \gg 1$ and $\{s_j^*\}$ are the moments of the extremizer $\mu_n^*$ then this $s^*$ is not a critical point for $F_2(s)$.

**Proof.** Indeed, suppose $\widehat{s}$ is a stationary point and $\widehat{\mu}$ is one of the measures that generates it. Then, consider $\mu(t) = (1-t)\widehat{\mu} + t\delta(\theta)$. The corresponding moments $s_j(t)$ are linear functions in $t$. Therefore,
\[ g(t) = F_1(s_0(t), s_1^R(t), \ldots, s_n^I(t)) \]
is differentiable at $t = 0$ and $g'(0) = 0$ as $\widehat{s}$ is a stationary point. This contradicts (12). The argument for $F_2$ is the same except that one gets the contradiction with (14). \[ \square \]

**Remark.** The proof actually shows that at least one of the derivatives $\partial F_2/\partial s_j^R$ is different from zero and $j = 1, 2, \ldots, n$. This is because the measure $\mu(t)$ has the same variation as $\mu$.

**Theorem 2.2.** If $\mu^*$ is a maximizer then it can be written in the following form
\[ d\mu^* = \delta d\theta + \sum_{j=1}^{N} m_j \delta(\theta - \theta_j), \quad 1 \leq N \leq n \] (15)
where $m_j \geq 0$ and $-\pi < \theta_1 < \ldots < \theta_N \leq \pi$.

**Proof.** Our variational problem is extremal problem for a functional $F(s_0, s_1^R, \ldots, s_n^I)$ on the finite number of moments $\{s_0, s_1^R, \ldots, s_n^I\}$ of the measure from $S_k$. We can take
\[ F(s_0, s_1^R, \ldots, s_n^I) = |\phi_n(1)|^2. \]
The function $F$ is differentiable. Moreover,
\[ s_0 = \int d\mu, \quad s_j^R = \int \cos(j\theta) d\mu, \quad s_j^I = \int \sin(j\theta) d\mu, \quad j = 0, 1, \ldots, n \]
Considering the moments as the functionals in \( \mu \), we compute the derivative of \( F \) at the point \( \mu^* \) in the direction \( \delta \mu \):

\[
dF = \int \left( \frac{\partial F}{\partial s_0}(s^*) + \frac{\partial F}{\partial s_1}(s^*) \cos(\theta) + \ldots + \frac{\partial F}{\partial s_n}(s^*) \sin(n\theta) \right) d(\delta \mu)
\]

Consider the trigonometric polynomial of degree at most \( n \):

\[
T_n(\theta) = \frac{\partial F}{\partial s_0}(s^*) + \frac{\partial F}{\partial s_1}(s^*) \cos(\theta) + \ldots + \frac{\partial F}{\partial s_n}(s^*) \sin(n\theta)
\]

From the previous lemma and remark, we know that it is not identically constant. Let \( M = \max T_n(\theta) \) and \( \{\theta_j; j = 1, \ldots, N\} \) are the points where \( M \) is achived. Clearly, \( N \leq n \).

Now, if we find a smooth curve \( \mu(t), t \in (0, 1] \) such that \( \mu(t) \in S_\delta, \mu(1) = \mu^* \) and define

\[
H(t) = F(s_0(\mu(t)), s_1^R(\mu(t)), \ldots, s_n^*(\mu(t))
\]

then \( H'(1) \geq 0 \) as follows from the optimality of \( \mu^* \).

Now, we will assume that the measure \( \mu^* \) is not of the form (15) and then will come to the contradiction by choosing the curve \( \mu(t) \) in a suitable way.

We will first prove that the singular part of \( \mu^* \) can be supported only at points \( \{\theta_j\} \). Indeed, suppose we have

\[
\mu^* = \mu_1 + \mu_2
\]

where \( \mu_2 \) is singular and supported away from \( \{\theta_j\} \). Consider smooth \( p_1(t) \) and \( p_2(t) \) defined on \( (0, 1] \) and satisfying

\[
|\mu_1| + p_1(t) + p_2(t)|\mu_2| = 1, \quad p_1(1) \geq 0, \quad p_1(1) = 0, \quad p_2(1) = 1
\]

For example, one can take \( p_1(t) = |\mu_2|(1 - t), p_2(t) = t \). Take \( \mu(t) = \mu_1 + p_1(t)\delta(\theta_1) + p_2(t)\mu_2 \). We have \( \mu(t) \in S_\delta \) and

\[
H'(1) = \int T_n(\theta) d\mu_2 - |\mu_2|T_n(\theta_1) < 0
\]

since \( \theta_1 \) is the point of global maximum for \( T_n \) and \( \mu_2 \) is supported away from \( \{\theta_j\} \) by assumption. This contradicts with optimality of \( \mu^* \) and so \( \mu_2 = 0 \).

We can prove similarly now that \( (\mu^*)' = \delta \) a.e. Indeed, suppose

\[
\mu^* = \mu_1 + \mu_2, \quad \mu_2 = f(\theta)\chi_{\Omega} d\theta
\]

where \( f(\theta) > \delta_1 > \delta \) on \( \Omega, |\Omega| > 0 \) and \( \mu_1 \) is supported on \( \Omega^c \). We consider the curve

\[
\mu(t) = \mu_1 + p_1(t)\delta(\theta_1) + p_2(t)\mu_2(t)
\]

The choice of \( p_1(t) \) is the same and then \( \mu(t) \in S_\delta \) for \( t \in (1 - \epsilon, 1) \) provided that \( \epsilon(\delta_1) \) is small. The similar calculation gives \( H'(1) < 0 \) and that gives a contradiction.

\[\square\]

The formula (11) expresses all monic polynomials resulted from adding one point mass to arbitrary measure at any location and one can try to iterate it to get the optimal measure \( d\mu^* \). That, however, leads to very complicated analysis. Nevertheless, the simple application of this formula shows that the total number of mass points in the optimal \( \mu^* \) must necessarily grow in \( n \).

One can make a trivial observation that is \( \mu \) is any positive measure (not necessarily a probability one) and \( \phi_n(z; \mu) \) is the corresponding orthonormal polynomial, then

\[
\phi_n(z, \alpha\mu) = \alpha^{-1/2}\phi_n(z; \mu)
\]

for every \( \alpha > 0 \). The monic orthogonal polynomials, though, stay unchanged

\[
\Phi_n(z, \alpha\mu) = \Phi_n(z; \mu)
\]
Now, consider the modification of the problem: we define
\[
\tilde{M}_{n, \delta} = \sup_{\mu' > \delta/(2\pi)} \| \phi_n(z; \mu) \| \infty = \sup_{\mu' > \delta/(2\pi)} | \phi_n(1; \mu) |
\]
i.e. we drop the requirement for the measure \( \mu \) to be a probability measure. In this case, the upper estimate for \( \tilde{M}_{n, \delta} \) stays the same (same proof)
\[
\tilde{M}_{n, \delta} \leq \sqrt{n + 1} \delta
\]
It turns out that the sharp lower bound in this case can be easily obtained and so we get

**Theorem 2.3.** We have
\[
\tilde{M}_{n, \delta} = \sqrt{n + 1} \delta
\]

**Proof.** Consider
\[
d\sigma = \frac{\delta}{(2\pi)} d\theta + \sum_{k=1}^{\infty} m_k \delta(\theta - \theta_k), \quad \theta_k = \frac{k}{n + 1} 2\pi, \quad k = 1, \ldots, n,
\]
and one gets: \( \Pi_n(z) = 1 + z + \ldots + z^n \), \( \| \Pi_n \|_{\sigma}^2 = \delta(n + 1) \). We define now
\[
\Phi_n = \Pi_n + Q_{n-1}
\]
where \( Q_{n-1}(z) = q_{n-1}z^{n-1} + \ldots + q_1z + q_0 \) is chosen to guarantee the orthogonality \( \langle \Phi_n, z^j \rangle_{\sigma} = 0, j = 0, \ldots, n - 1 \). Suppose now that \( m_k = m \) for all \( k \). Then, we have the following equations
\[
\delta + \delta q_j + m \sum_{l=0}^{n-1} q_l \sum_{k=1}^{n} e^{i\theta_k} = 0, \quad j = 0, \ldots, n - 1
\]
Then, since
\[
\sum_{k=0}^{n} e_k^d = 0, \quad d \in \{-n, \ldots, -1, 1, \ldots, n\}
\]
we get
\[
\delta + \delta q_j + m(n + 1)q_j - m \sum_{l=0}^{n-1} q_l = 0, \quad j = 0, \ldots, n - 1
\]
and
\[
q_j = -\frac{\delta}{\delta + m}, \quad j = 0, \ldots n - 1
\]
Thus,
\[
\Phi_n(z) = 1 + \ldots + z^n - \frac{\delta}{\delta + m}(1 + \ldots + z^{n-1}) = \frac{m}{\delta + m} \Pi_n(z) + \frac{\delta}{\delta + m} z^n
\]
Now, we have
\[
\| \Phi_n \|_{\infty} = \Phi_n(1) = n + 1 - \frac{\delta}{\delta + m}, \quad n = 1 + \frac{mn}{\delta + m}
\]
and
\[ \|\Phi\|_\sigma^2 = \delta \left(1 + \frac{m^2 n}{(\delta + m)^2}\right) + \frac{\delta^2 nm}{(\delta + m)^2} = \delta \left(1 + \frac{mn}{\delta + m}\right) \]
For the orthonormal polynomial, we have
\[ \phi_n(1) = \frac{\Phi_n(1)}{\|\Phi_n\|_\sigma} \]
For fixed \( n \), we have
\[ \lim_{m \to \infty} \|\phi_n\|_\infty = \sqrt{(n + 1)/\delta} \]

**Remark.** This theorem has the following implication for our original problem. Suppose we consider the class \( S_\delta \) but \( \delta \) is small in \( n \). Then, (16) implies that
\[ M_{n,\delta} = \sqrt{\frac{n + 1}{\delta_n}}(1 + \sigma(1)) \]
where
\[ \delta_n = \frac{C}{n m_n}, \quad m_n \to +\infty, \quad \text{as} \quad n \to \infty \]
Thus, in the small \( \delta \) regime the upper bound for \( M_{n,\delta} \) is sharp. If one takes \( m_n = 1/n \) in the proof above to make the total mass finite, the polynomials \( \phi_n \) constructed above are bounded in \( n \) as \( \delta \sim 1 \).

3. The main theorem

In this section, we prove the main result of this paper, the sharp lower bound for fixed \( \delta \). We start by introducing some notation and recalling the relevant facts from the theory of polynomials orthogonal on the unit circle. Given any polynomial \( P_n(z) = p_n z^n + \ldots + p_1 z + p_0 \), we can define its \( n \)-th reciprocal (or the \(*\)-transform)
\[ P_n^*(z) = z^n P_n(1/z) = \overline{p}_0 z^n + \overline{p}_1 z^{n-1} + \ldots + \overline{p}_n \]
Notice that if \( z^* \neq 0 \) is a root of \( P_n(z) \), then \( (\overline{z^*})^{-1} \) is a root of \( P_n^*(z) \).

The following trivial lemma will be relevant later

**Lemma 3.1.** If a polynomial \( P_n \) has all zeroes inside \( \mathbb{D} \) then \( D_n(z) = P_n(z) + P_n^*(z) \) has all zeroes on the unit circle.

**Proof.** We have
\[ D_n(z) = P_n^* \left(1 + \frac{P_n}{P_n^*}\right), \quad z \in \mathbb{D} \]
The first factor is zero free in \( \mathbb{D} \). In the second one, \( P_n/P_n^* \) is a Blaschke product. If \( P_n = -P_n^* \) identically then the zeroes of \( P_n \) must be on \( \mathbb{T} \) which is impossible by assumption. Therefore, by maximum principle,
\[ 1 + \frac{P_n}{P_n^*} \]
does not have zeroes in \( \mathbb{D} \). Since \( D_n \) is invariant under the \(*\)-transform, it has the following property: \( D_n(w) = 0 \) implies \( D_n(\overline{w}^{-1}) = 0 \). Therefore, \( D_n \) is zero free in \( |z| > 1 \) as well. \( \square \)
Remark. One can actually show that $D_n$ has the same degree as $P_n$ under the assumptions of the lemma. Indeed, suppose not, then we can assume that $P_n^* = z^n - 1 + z\hat{P}(z)$ where $\hat{P}$ is a polynomial. Now, we can use the argument principle: $\text{Var arg}(z\hat{P})|_\Gamma \geq 2\pi$ and $\text{Var arg}\left(z^n - (1 + \epsilon)\right)|_\Gamma = 0$ for any $\epsilon > 0$. Thus, $P_n^* - \epsilon$ has a zero in $D$ for arbitrarily small $\epsilon > 0$ which is impossible since by assumption $P_n^*$ has all zeroes in $|z| > 1$.

We will be mostly working with the orthonormal polynomials $\phi_n$ and the corresponding $\phi_n^*$. It is well known \cite{11} that all zeroes of $\phi_n$ are inside $\mathbb{D}$ thus $\phi_n^*$ has no zeroes in $\mathbb{D}$. However, we also need to introduce the second kind polynomials $\nu_n$ along with the corresponding $\nu_n^*$. Let us recall (\cite{11}, p. 57) that
\[
\left\{ \begin{array}{l}
\phi_{n+1} = \rho_n^{-1}(z\phi_n - \gamma_n\phi_n^*), \quad \phi_0 = 1 \\
\phi_{n+1}^* = \rho_n^{-1}(\phi_n^* - \gamma_n'\phi_n), \quad \phi_0^* = 1
\end{array} \right.
\]
and the second kind polynomials satisfy the recursion with Schur parameters $-\gamma_n$, i.e.
\[
\left\{ \begin{array}{l}
\nu_{n+1} = \rho_n^{-1}(z\nu_n - \gamma_n\nu_n^*), \quad \nu_0 = 1 \\
\nu_{n+1}^* = \rho_n^{-1}(\nu_n^* + \gamma_n'\nu_n), \quad \nu_0^* = 1
\end{array} \right. \tag{19}
\]
and the following Bernstein-Szegő approximation result is valid:

**Theorem 3.1.** Suppose $d\mu$ is a probability measure and $\{\phi_j\}$ and $\{\psi_j\}$ are the corresponding orthonormal polynomials of the first/second kind, respectively. Then, for any $N$, the function
\[
F_N(z) = \frac{\nu_N^*(z)}{\phi_N(z)} = \int_T C(z, e^{i\theta})d\mu_N(\theta), \quad d\mu_N(\theta) = \frac{1}{2\pi|\phi_N(e^{i\theta})|^2} \frac{1}{2\pi|\phi_N^*(e^{i\theta})|^2}
\]
has the first $N$ Taylor coefficients (which are the moments of $d\mu_N$ up to a constant) identical to the Taylor coefficients of the function
\[
F(z) = \int_T C(z, e^{i\theta})d\mu(\theta)
\]
In particular, the polynomials $\{\phi_j\}$ and $\{\psi_j\}$, $j \leq N$ are the orthonormal polynomials of the first/second kind for the measure $d\mu_N$.

In a way, the converse to the Bernstein-Szegő approximation holds as well.

**Lemma 3.2.** The polynomial $P_n(z)$ of degree $n$ is the orthonormal polynomial for the probability measure with infinitely many growth points if and only if
1. $P_n(z)$ has all $n$ zeroes inside $\mathbb{D}$ (counting the multiplicities).
2. The normalization condition
\[
\int_T \frac{d\theta}{2\pi|P_n(e^{i\theta})|^2} = 1
\]
is satisfied.

Now, we are ready to formulate the main result of the paper.

**Theorem 3.2.** For any $\delta \in (0, \delta_0)$ with $\delta_0$ sufficiently small, we have
\[
M_{n,\delta} > C(\delta)\sqrt{n} \tag{20}
\]

**Remark.** We are not trying to track the dependence of $C(\delta)$ on $\delta$ as $\delta \to 0$ and we do not attempt to make $\delta_0 = 1$.

**Proof.** We first need to rewrite the problem in more convenient form.

**Lemma 3.3.** To prove (20), it is sufficient to find a polynomial $\phi_n^*$ and a Herglotz function $\hat{F}$ which satisfy the following properties
1. \( \phi_n^*(z) \) has no roots in \( \mathbb{D} \).
2. Normalization
\[
\int_\pi |\phi_n^*(z)|^{-2} d\theta = 2\pi
\]  
(21)
3. Large uniform norm, i.e.
\[
|\phi_n^*(1)| \sim \sqrt{n}
\]
4. \( \tilde{F} \in C^\infty(\mathbb{T}) \), \( \Re \tilde{F} > 0 \) on \( \mathbb{T} \), and
\[
\frac{1}{2\pi} \int_\pi \Re \tilde{F}(e^{i\theta}) d\theta = 1
\]  
(22)
Moreover,
\[
|\phi_n^*(z)| + |\tilde{F}(z)(\phi_n(z) - \phi_n^*(z))| < C_1(\delta) \left( \Re \tilde{F}(z) \right)^{1/2}
\]  
(23)
uniformly in \( z \in \mathbb{T} \).

**Proof.** By lemma \[3.2\] the first two conditions guarantee that \( \phi_n(z) \) is orthonormal polynomial of some probability measure and it also determines its first \( n \) Schur parameters: \( \gamma_0, \ldots, \gamma_n-1 \). The third gives the necessary growth. Next, let us show that the fourth condition is sufficient for the existence of a measure \( \sigma \in S_\delta \) for which \( \phi_n \) is the \( n \)-th orthonormal polynomial.

Notice that \( \tilde{F} \) defines the corresponding probability measure \( \tilde{\sigma} \) which is purely absolutely continuous and has positive smooth density \( \tilde{\sigma}' \) given by
\[
\tilde{\sigma}'(\theta) = \frac{\Re \tilde{F}(e^{i\theta})}{2\pi}
\]  
(24)
Denote its Schur parameters by \( \{\tilde{\gamma}_j\}, j = 0, 1, \ldots \) and the orthonormal polynomials of the first and second kind by \( \{\tilde{\phi}_j\} \) and \( \{\tilde{\psi}_j\}, j = 0, 1, \ldots \), respectively. By Baxter’s theorem \[11\] we have \( \tilde{\gamma}_j \in \ell^1 \) (in fact, the decay is much stronger but \( \ell^1 \) is enough for our purposes). Then, let us consider the measure \( \sigma \) which has the following Schur parameters
\[
\gamma_0, \ldots, \gamma_{n-1}, \tilde{\gamma}_0, \tilde{\gamma}_1, \ldots
\]
We will show that this measure satisfies the Steklov’s condition. Denote
\[
\gamma_n = \tilde{\gamma}_0, \gamma_{n+1} = \tilde{\gamma}_1, \ldots
\]  
(25)
The Baxter’s theorem yields that \( \sigma \) is purely a.c., \( \sigma' \) belongs to the Wiener’s class \( W(\mathbb{T}) \), and \( \sigma' \) is positive on \( \mathbb{T} \). The first \( n \) orthonormal polynomials corresponding to the measure \( \sigma \) will be \( \{\phi_j\}, j = 0, \ldots, n-1 \). Let us compute the polynomials \( \phi_j \) and \( \psi_j \) (orthonormal with respect to \( \sigma \)) for the indexes \( j > n \). Since the second kind polynomials correspond to Schur parameters \( \{-\gamma_j\} \) (see \[19\]), the recursion can be rewritten in the following matrix form
\[
\begin{pmatrix}
\phi_{n+m}^* \\
\psi_{n+m}^* \\
\phi_{n+m} \\
-\psi_{n+m}^*
\end{pmatrix} =
\begin{pmatrix}
A_m & B_m \\
C_m & D_m
\end{pmatrix}
\begin{pmatrix}
\phi_n^* \\
\psi_n^* \\
\phi_n \\
-\psi_n^*
\end{pmatrix}
\]  
(26)
where \( A_m, B_m, C_m, D_m \) satisfy
\[
\begin{pmatrix}
A_0 & B_0 \\
C_0 & D_0
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix},
\]
\[
\begin{pmatrix}
A_m & B_m \\
C_m & D_m
\end{pmatrix} = \frac{1}{\bar{\rho}_0 \cdots \bar{\rho}_{m-1}}
\begin{pmatrix}
z & \tilde{\gamma}_{m-1} \\
-\bar{\gamma}_{m-1}z & 1
\end{pmatrix}
\cdots
\begin{pmatrix}
z & \tilde{\gamma}_0 \\
-\bar{\gamma}_0z & 1
\end{pmatrix}
\]
and thus depend only on \( \gamma_n, \ldots, \gamma_{n+m-1} \) (i.e., \( \tilde{\gamma}_0, \ldots, \tilde{\gamma}_{m-1} \) by \[25\]). Moreover, we have
\[
\begin{pmatrix}
\tilde{\phi}_m \\
\tilde{\psi}_m \\
\tilde{\phi}_m^* \\
-\tilde{\psi}_m^*
\end{pmatrix} =
\begin{pmatrix}
A_m & B_m \\
C_m & D_m
\end{pmatrix}
\begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}
\]
Thus, \( A_m = (\phi_m + \psi_m)/2, B_m = (\phi_m - \psi_m)/2, C_m = (\phi_m^* - \psi_m^*)/2, D_m = (\phi_m^* + \psi_m^*)/2 \) and substitution into (26) yields

\[
2\phi_{n+m} = \phi_n(\phi_m - \psi_m) + \phi_n(\phi_m^* + \psi_m^*) = \phi_n^*(\phi_n + \phi_n^* + F_m(\phi_n^* - \phi_n))
\]

where

\[
\tilde{F}_m(z) = \frac{\psi_m(z)}{\phi_m(z)}
\]

Since \( \{\gamma_n\} \in \ell^1 \) and \( \{\gamma_n\} \in \ell^1 \), we have (11), p.225

\[
\tilde{F}_m \rightarrow \tilde{F} \text{ as } m \rightarrow \infty \text{ and } \phi_n^* \rightarrow \Pi, \phi_n^* \rightarrow \tilde{\Pi} \text{ as } n \rightarrow \infty
\]

uniformly on \( \overline{D} \). The functions \( \Pi \) and \( \tilde{\Pi} \) are the Szegő functions of \( \sigma \) and \( \tilde{\sigma} \), respectively, i.e. they are outer functions in \( D \) that give the factorization

\[
|\Pi|^{-2} = 2\pi \sigma', \quad |\tilde{\Pi}|^{-2} = 2\pi \tilde{\sigma}'
\]

In (27), send \( m \rightarrow \infty \) to get

\[
2\Pi = \tilde{\Pi} \left( \phi_n + \phi_n^* + F(\phi_n^* - \phi_n) \right)
\]

Thus, the first formula in (28) shows that in the category of sufficiently regular measures the Steklov’s condition \( \sigma' > \delta/(2\pi) \) is equivalent to

\[
\left| \tilde{\Pi} \left( \phi_n + \phi_n^* + F(\phi_n^* - \phi_n) \right) \right| \leq \frac{2}{\sqrt{\delta}}, \quad z = e^{i\theta} \in \mathbb{T}
\]

Since \( |\phi_n| = |\phi_n^*| \) on \( \mathbb{T} \), we have

\[
\left| \tilde{\Pi} \left( \phi_n + \phi_n^* + F(\phi_n^* - \phi_n) \right) \right| \leq 2|\tilde{\Pi}| \left( |\phi_n^*| + |F(\phi_n^* - \phi_n)| \right) < 2C_1(\delta)|\tilde{\Pi}| \left( \text{Re} F \right)^{1/2} = 2C_1(\delta)
\]

due to (23), (24), and the second formula in (28). Thus, to guarantee (30), we only need to take \( C_1(\delta) = \delta^{-1/2} \) in (23). In this paper, we assume \( \delta \) to be fixed so the exact formulas for \( C(\delta) \) and \( C_1(\delta) \) will not be needed.

Having rewritten the Steklov’s condition, we only need to present the polynomial \( \phi_n^* \) and the function \( F \) which satisfy the conditions given in the lemma. Take \( \epsilon_n = n^{-1} \).

1. **Choice of \( F \).** Consider two parameters: \( \alpha \in (1/2, 1) \) and \( \rho \in (0, \rho_0) \) where \( \rho_0 \) is sufficiently small. Take

\[
F(z) = \tilde{C}_n \left( \rho(1 + \epsilon_n - z)^{-1} + (1 + \epsilon_n - z)^{-\alpha} \right),
\]

where the positive constant \( \tilde{C}_n \) will be chosen later. Clearly \( F \) is smooth and has a positive real part in \( \overline{D} \). Notice that for \( z = e^{i\theta} \in \mathbb{T} \) and \( \theta \sim 0 \) we have

\[
1 + \epsilon_n - z = \epsilon_n + \frac{\theta^2}{2} - i\theta + O(\theta^3)
\]

and so

\[
F(e^{i\theta}) = \tilde{C}_n \left( \frac{\rho \epsilon_n}{\epsilon_n^2 + \theta^2} + i \frac{\rho \theta}{\epsilon_n^2 + \theta^2} + (1 + \epsilon_n - z)^{-\alpha} + O \left( \frac{|\theta|}{\epsilon_n + |\theta|} \right) \right)
\]

For small fixed \( \nu \) and \( \theta \in (-\nu, \nu) \) we have

\[
(1 + \epsilon_n - e^{i\theta})^{-\alpha} \sim (\frac{\nu}{\epsilon_n + \theta^2})^{-\alpha/2} \exp(-i\alpha \Gamma_n(\theta))
\]

\[
\Gamma_n(\theta) = -\arctan \left( \frac{\sin \theta}{1 + \epsilon_n - \cos \theta} \right) \in (-\pi/2, \pi/2)
\]
The following bound is true
\[ \left\| \frac{\epsilon_n}{\epsilon_n^2 + \theta^2} + (1 + \epsilon_n - z)^{-\alpha} \right\|_{L^1[-\pi,\pi]} \sim C_2(\alpha, \rho) \]
uniformly in \( n \). Then, we choose \( \tilde{C}_n \) to guarantee (22) and then \( \tilde{C}_n \sim C_2(\alpha, \rho) \) uniformly in \( n \). For \( |\theta| < \epsilon_n \)
\[ |\tilde{F}| \sim \epsilon_n^{-1} = n \]  \hspace{1cm} (34)
and for \( |\theta| > \epsilon_n \)
\[ |\tilde{F}| \sim |\theta|^{-1} \]  \hspace{1cm} (35)

2. Choice of \( \phi^*_n \). Let \( \phi^*_n \) be as follows
\[ \phi^*_n(z) = C_n f_n(z), \quad f_n(z) = P_m(z) + Q_m(z) + Q^*_m(z) \]
where \( P_m \) and \( Q_m \) are certain polynomials of degree
\[ m = [\delta_1 n] \]  \hspace{1cm} (36)
where \( \delta_1 \) is small and will be chosen later. Notice here that \( Q^*_m \) is defined by applying the \( n \)-th order star operation. The constant \( C_n \) will be chosen in such a way that
\[ \int_{-\pi}^{\pi} |\phi^*_n|^{-2} d\theta = 2\pi \]
(i.e. (21) is satisfied). To prove the theorem, we only need to show that
\[ C_n = \left( \int_{-\pi}^{\pi} |f_n|^{-2} d\theta \right)^{1/2} \sim 1 \]  \hspace{1cm} (37)
uniformly in \( n \) and that \( f_n \) satisfies the other conditions of the lemma.

Consider the Fejer kernel
\[ \mathcal{F}_m(\theta) = \frac{1}{m} \frac{\sin^2(m\theta/2)}{\sin^2(\theta/2)} = \frac{1}{m} \frac{1 - \cos(m\theta)}{1 - \cos(\theta)}, \quad \mathcal{F}_m(0) = m \]  \hspace{1cm} (38)
and the Taylor approximation to the function \((1 - z)^{-\alpha}\), i.e.
\[ R_{(k,\alpha)}(z) = c_0 + \sum_{j=1}^{k} c_j z^j \]
(see Appendix B for the detailed discussion). We define \( Q_m \) as an analytic polynomial without zeroes in \( \mathbb{D} \) which gives Fejer-Riesz factorization
\[ |Q_m(z)|^2 = G_m(\theta) + |R_{(m,\alpha/2)}(e^{i\theta})|^2 \]  \hspace{1cm} (39)
\[ G_m(\theta) = \mathcal{F}_m(\theta) + \frac{1}{2} \mathcal{F}_m \left( \theta - \frac{\pi}{m} \right) + \frac{1}{2} \mathcal{F}_m \left( \theta + \frac{\pi}{m} \right) \]  \hspace{1cm} (40)
Clearly, the right hand side of (39) is positive trigonometric polynomial of degree \( m \) so this factorization is possible and \( Q_m \) is unique up to a unimodular factor. We choose this factor in such a way that \( Q_m(0) > 0 \), i.e.
\[ Q_m(z) = \exp \left( \frac{1}{2\pi} \int C(z, e^{i\theta}) \log |Q_m(e^{i\theta})| d\theta \right) \]  \hspace{1cm} (41)
Notice that \( Q^*_m \) is a polynomial of degree \( n \) with positive leading coefficient. Since \( |Q_m(e^{i\theta})| \) is even in \( \theta \), the multiplicative representation shows that \( H(z) = \log Q_m(z) \) is analytic in \( \mathbb{D} \) and has real
Taylor coefficients (indeed, \( H(z) = H(\overline{z}) \)). That, on the other hand, implies that \( Q_m(z) = e^{H(z)} \) has real coefficients as well.

For \( P_m \), we take
\[
P_m(z) = Q_m(z)(1 - z)(1 - 0.1R_{(m,-(1-\alpha))}(z))
\]
and \( \deg P_m = 2m + 1 < n \) by the choice of small \( \delta_1 \). Consequently, \( \deg \phi^*_n = n \).

Now that we have chosen \( \tilde{F} \) and \( \phi^*_n \), it is left to show that they satisfy the conditions of the lemma.

1. **\( f_n \) has no zeroes in \( \overline{D} \).** For \( f_n \), we can write
\[
f_n = Q_m \left( (1 - z)(1 - 0.1R_{(m,-(1-\alpha))}(z)) + 1 + z^n e^{-2i\phi} \right), \quad z \in \mathbb{T}
\]
where
\[
e^{-2i\phi} = \frac{Q^*_m}{Q_m}
\]
so \( \phi \) is an argument of \( Q_m \). The polynomial \( Q_m \) has no zeroes in \( D \) and
\[
(1 - z)(1 - 0.1R_{(m,-(1-\alpha))}(z)) + 1 + \frac{Q^*_m}{Q_m}
\]
is analytic in \( D \) and has positive real part. Indeed,
\[
\text{Re} \left( 1 + \frac{Q^*_m}{Q_m} \right) \geq 0, \quad z \in \mathbb{T}
\]
since \( |Q_m| = |Q^*_m| \).

Since \( Q_m \) has real coefficients, \( Q_m(1) \) is real and so \( \phi(0) = 0 \) and
\[
\text{Re} \left( 1 + \frac{Q^*_m}{Q_m} \right) = 2, \quad z = 1
\]
For the first term in (44), we have
\[
\text{Re}(1 - z)(1 - 0.1R_{(m,-(1-\alpha))}(z)) = (1 - \cos \theta)(1 - 0.1X) - 0.1Y \sin \theta
\]
where
\[
X = \text{Re} R_{(m,-(1-\alpha))}, \quad Y = \text{Im} R_{(m,-(1-\alpha))}
\]
Notice that \( |R_{(m,-(1-\alpha))}| < 3 \) for \( z \in \mathbb{D} \) so \( |X| < 3 \) in \( \mathbb{D} \) as well. The function \( Y \) is odd in \( \theta \) and \( Y'(\theta) < 0 \) for \( \theta > 0 \) (as follows from the lemma 5.4 in Appendix A). Thus, the function \( f_n(z) \) has a positive real part on \( \mathbb{T} \) and, in particular, has no zeroes in \( \mathbb{D} \). We conclude then that \( \phi^*_n \) has no zeroes in \( \mathbb{D} \).

**Remark.** The polynomial \( Q_m + Q^*_m \) has all zeroes on the unit circle as follows from lemma 3.1. The relatively small correction \( P_m \) moves them away from \( \mathbb{D} \).

2. **The growth at \( z = 1 \).** The (43) implies
\[
f_n(1) = 2Q_m(1)
\]
Then, (38) and (39) yield
\[
|f_n(1)| \gtrsim \sqrt{m} \sim \sqrt{n}
\]
due to (36).

3. **Steklov’s condition.** We need to check (23) with \( \phi_n \) replaced by \( f_n \). From (39) and (38), we get
\[
|f_n|^2 \lesssim |Q_m|^2 = |m(\theta)| + |R_{(m,\alpha/2)}(e^{i\theta})|^2
\]
From lemma \ref{lemma5.2}
\[ |R_{m,\alpha/2}(e^{i\theta})|^2 \lesssim (\epsilon_m + |\theta|)^{-\alpha} \lesssim (\epsilon_n + |\theta|)^{-\alpha} \]
The exact form of the Fejér's kernel \ref{fejer} gives
\[ S_m(\theta) \lesssim \frac{m}{m^2 \theta^2 + 1} \lesssim \frac{n}{n^2 \theta^2 + 1} = \frac{\epsilon_n}{\epsilon_n^2 + \theta^2} \]
The bounds \ref{31}, \ref{32}, and \ref{33} give
\[ \text{Re} \tilde{F} \sim \frac{\epsilon_n}{\epsilon_n^2 + \theta^2} + (\epsilon_n^2 + \theta^2)^{-\alpha/2} \]
Therefore,
\[ |f_n| \lesssim |Q_m| \lesssim (\text{Re} \tilde{F})^{1/2} \tag{46} \]
Then, for the second term in \ref{23}, we get
\[ |\tilde{F}(f_m - f_n^*)|^2 = |\tilde{F}(P_m - P_n^*)|^2 \lesssim |\tilde{F}(1 - z)|^2 |Q_m|^2 \]
The uniform bounds
\[ |\tilde{F}(1 - z)| \lesssim 1, \quad |Q_m|^2 \lesssim \text{Re} \tilde{F} \]
together with \ref{46}, imply \ref{23} with $\phi_n$ replaced by $f_n$.

4. Normalization. We only need to check now that
\[ \int_\mathbb{T} \frac{1}{|f_n|^2} d\theta \sim 1 \]
(see \ref{37}). We only need to consider $\theta \in [0, \upsilon]$ where $\upsilon$ is small and fixed as $f_n(\theta)$ is even and
\[ |f_n| > C_5(\upsilon), \quad \theta \in [\upsilon, \pi] \]
as follows from \ref{39}, \ref{13}, and \ref{45}.
Notice that \ref{39} yields
\[ |Q_m(e^{i\theta})|^2 \geq |R_{m,\alpha/2}(e^{i\theta})|^2 \]
and the lemma \ref{lemma5.2} from Appendix A yields
\[ |f_n|^2 \gtrsim (m^{-1} + |\theta|)^{-\alpha} \left| (1 - z)(1 - 0.1R_{m,\alpha/2}(z)) + 1 + z^\alpha e^{2i\phi} \right|^2 \]
Then, the representation \ref{45} gives
\[ \left| (1 - z)(1 - 0.1R_{m,\alpha/2}(z)) + 1 + z^\alpha e^{2i\phi} \right|^2 = \tag{47} \]
\[ \left( (1 - \cos \theta)(1 - 0.1X) - 0.1Y \sin \theta + 1 + \cos(n\theta - 2\phi) \right)^2 + \]
\[ \left( -0.1Y(1 - \cos \theta) - (1 - 0.1X) \sin \theta + \sin(n\theta - 2\phi) \right)^2 \]
For the first term, we have
\[ (1 - \cos \theta)(1 - 0.1X) - 0.1Y \sin \theta + 1 + \cos(n\theta - 2\phi) \geq -0.1Y \sin \theta \gtrsim \theta^{2-\alpha} \]
where the last inequality follows from lemma \ref{lemma5.4}. Thus,
\[ |f_n|^2 \gtrsim (m^{-1} + |\theta|)^{-\alpha} \left[ \left( \theta^{2-\alpha} \right)^2 + \left( \Psi(\theta) + \sin(n\theta - 2\phi) \right)^2 \right] \tag{48} \]
where
\[ \Psi = -0.1Y(1 - \cos \theta) - (1 - 0.1X) \sin \theta \]
The lemma \ref{lemma5.5} gives
\[ |\Psi'(\theta)| \lesssim 1 \]
uniformly in $n$ and $\Psi(0) = 0$ implies
\[
|\Psi(\theta)| \lesssim \theta
\]
by integration.

For the phase $\phi$, we have $\phi(0) = 0$ and
\[
|\phi'(\theta)| \lesssim m
\]
as proved in Appendix B. Since we have the derivative of $\phi$ under control, making $\delta_1$ small we can make sure that the function $n\theta - 2\phi(\theta)$ is monotonically increasing and
\[
n/2 < (n\theta - 2\phi(\theta))' < 2n
\]
Denote the consecutive zeroes of $\Psi(\theta) + \sin(n\theta - 2\phi(\theta))$ on the interval $[0, \upsilon]$ by $\{\theta_j\}$: $0 = \theta_0 < \theta_1 < \ldots < \theta_k \leq \upsilon$. These zeroes can be found from two sets of equations
\[
F_1(\theta_{2j}) = 2j\pi, \quad j = 0, 1, \ldots, N_1; \quad F_1(\theta) = n\theta - 2\phi(\theta) + \arcsin \Psi(\theta)
\]
and
\[
F_2(\theta_{2j-1}) = (2j + 1)\pi, \quad j = 0, 1, \ldots, N_2; \quad F_2(\theta) = n\theta - 2\phi(\theta) - \arcsin \Psi(\theta)
\]
Since
\[
n/2 < F_1'(2) < 2n \quad \text{and} \quad F_1(2) = 0
\]
these $\{\theta_j\}$ exist, $N_{1(2)} \sim n$, and
\[
\frac{1}{20n} < |\theta_{j+1} - \theta_j| < \frac{20}{n}, \quad \theta_j \sim \frac{j}{n} \quad \text{(49)}
\]
Now, consider the intervals $I_0 = [0, 0.01n^{-1}]$, $I_j = [\theta_j - 0.01n^{-1}, \theta_j + 0.01n^{-1}], j = 1, \ldots, k$ centered around $\{\theta_j\}$. For $\theta \in I_j$, we have
\[
|\Psi(\theta) + \sin(n\theta - 2\phi(\theta))| = \left| \int_{\theta_j}^{\theta} \left( \Psi'(\xi) + \cos(n\xi - 2\phi(\xi))(n - 2\phi'(\xi)) \right) d\xi \right| \sim n|\theta - \theta_j|
\]
and
\[
|\Psi(\theta) + \sin(n\theta - 2\phi(\theta))| \sim 1
\]
outside $\bigcup_j I_j$.

Therefore, from (48), we have
\[
\|f_n^{-1}\|_2^2 \lesssim \int_{[0, \upsilon] \cap (\bigcup_j I_j)^c} \theta^\alpha d\theta + \sum_{j=1}^{C_n} \theta_j^\alpha \int_0^{C_n^{-1}} \frac{d\theta}{(\theta^2 - \alpha)^2 + n^2 \theta^2}
\]
\[
\lesssim 1 + \frac{1}{n} \sum_{j=1}^{C_n} \theta_j^{-2+2\alpha} \sim 1 + \int_0^1 \theta^{2\alpha-2} d\theta \lesssim 1
\]
where we used (49) and $\alpha \in (1/2, 1)$.

\[\square\]

Remark. Although the limitation $\alpha > 1/2$ seems rather artificial, we believe it is the range of $\alpha \in (1 - \epsilon, 1)$ with small $\epsilon$ that is essential for the argument to hold.
Our method allows to compute the measure of orthogonality $\sigma$ for which the orthonormal polynomial has the required size and it is interesting to compare it to the results on the maximizers we obtained before. This $\sigma$ is purely absolutely continuous. To find it we use (28) and (29) and get
\[
\sigma' = \frac{4\tilde\sigma'}{\pi |\phi_n + \phi_n^* + \bar{F}(\phi_n^* - \phi_n)|^2} = \frac{2 \Re \bar{F}}{\pi |\phi_n + \phi_n^* + \bar{F}(\phi_n^* - \phi_n)|^2}
\]
This expression is explicit as we know the formulas for all functions involved. We have
\[
\sigma_n^{-1} = \frac{C_n|Q_n|^2}{\Re \bar{F}} |2(1 + e^{i(n\theta - 2\phi)}) + H_n(e^{i\theta}) + \bar{F}(e^{i\theta}) + \bar{F}(1 + \bar{F})^2 |^2
\]
where
\[
H_n(z) = (1 - z)(1 - 0.1R_{(m,-(1-\alpha))}(z)), \quad C_n \sim 1
\]
as follows from (12).
Consider the first factor. We can apply (34), (35), and lemma 5.2 to get
\[
\frac{|Q_n|^2}{\Re \bar{F}} \sim 1
\]
Recall that $\bar{F}$ is given by
\[
\bar{F}(z) = \bar{C}_n(\rho(1 + \epsilon_n - z)^{-1} + (1 + \epsilon_n - z)^{-\alpha}), \quad \bar{C}_n = (\rho/(1 + \epsilon_n) + (1 + \epsilon_n)^{-\alpha})^{-1}
\]
where the choice for constant $\bar{C}_n$ comes from the normalization (22).
Substitution into the second factor in (50) gives
\[
(\sigma')^{-1} \sim \left((2 + \bar{T}_n(1 + \bar{F})) \left(e^{i(n\theta - 2\phi)} + \frac{2 + H_n(1 - \bar{F})}{2 + \bar{H}_n(1 + \bar{F})}\right)^2
\]
For $z = e^{i\theta}$ and small positive $\theta$ (negative values can be handled similarly), we have
\[
H_n(e^{i\theta}) = -i\theta + 0.1\theta R_{(m,-(1-\alpha))}(e^{i\theta}) + O(|\theta|^2)
\]
and for $R_{(m,-(1-\alpha))}$ lemma 5.4 can be used. For $\bar{F}$,
\[
\bar{F}(e^{i\theta}) = \bar{C}_n \left(\frac{\rho}{\epsilon_n - i\theta} + \frac{1}{(\epsilon_n - i\theta)^{\alpha}}\right) + O(1)
\]
and therefore the first factor
\[
|2 + \bar{T}_n(1 + \bar{F})| \sim 1
\]
for $\rho \in (0, \rho_0)$ as long as $\rho_0$ is small.
Consider
\[
J = \frac{2 + H_n(1 - \bar{F})}{2 + \bar{H}_n(1 + \bar{F})}
\]
Notice first that $|J| < 1$ for $\theta \neq 0$. Indeed,
\[
1 - |J|^2 = \frac{-|2 + H_n(1 - \bar{F})|^2 + |2 + \bar{H}_n(1 + \bar{F})|^2}{|2 + \bar{T}_n(1 + \bar{F})|^2} = \frac{4 \Re \left((H_n + \bar{H}_n + |H_n|^2)\bar{F}\right)}{|2 + \bar{T}_n(1 + \bar{F})|^2} = \frac{4(\Re \bar{F})(|H_n|^2 + 2 \Re H_n)}{|2 + \bar{T}_n(1 + \bar{F})|^2}
\]
and the last expression is positive by the choice of $\bar{F}$ and $H_n$. For $\theta = 0$, we have $J(0) = 1$. 
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For small $\theta$, we have asymptotics

$$1 - |J|^2 \sim |\theta|^{2-\alpha} \left( \frac{\rho \epsilon_n}{\sigma_n^2 + \theta^2} + |\theta|^{-\alpha} \right), \quad |\theta| > 0.1n^{-1}$$

(51)

and

$$1 - |J|^2 \sim \left( \frac{\rho \epsilon_n}{\sigma_n^2 + \theta^2} + \epsilon_n^{-\alpha} \right) |\theta|n^{1-\alpha}, \quad |\theta| < 0.1n^{-1}$$

If we write

$$J^{-1} = r(\theta)e^{i\Upsilon(\theta)}$$

then

$$(\sigma')^{-1} \sim |e^{i(n\theta - 2\phi(\theta) + \Upsilon(\theta))} + r(\theta)|^2 = (\cos(n\theta - 2\phi(\theta) + \Upsilon(\theta)) + r(\theta))^2 + \sin^2(n\theta - 2\phi(\theta) + \Upsilon(\theta))$$

Consider solutions $\{\hat{\theta}_j\}$ to

$$n\theta - 2\phi(\theta) + \Upsilon(\theta) = \pi + 2\pi j, \quad |j| < N_3$$

that belong to some small fixed arc $|\theta| < \nu$. We have $\Upsilon(0) = 0$ and the direct estimation gives

$$|\Upsilon'(\theta)| < 0.1n$$

uniformly for all $\theta$. Indeed, it is sufficient to prove

$$\left| \partial_\theta \left( \frac{2 + H_n(1 - \overline{F})}{2 + \overline{H_n}(1 - \overline{F})} \right) \right| < 0.01n$$

and

$$\left| \partial_\theta \left( \frac{2 + \overline{H_n}(1 + F)}{2 + H_n(1 + F)} \right) \right| < 0.01n$$

The both estimates follow from the bounds in lemmas 5.4 and 5.5 by the choice of small $\rho$ (one can actually obtain much better bounds by looking at $\partial_\theta J$ itself).

Now we can argue that the distance between the consecutive $\{\hat{\theta}_j\}$ is $\sim n^{-1}$ and the density $\sigma'$ has spikes of width $\sim n^{-1}$ around these points each carrying the weight $m_j$ where

$$m_j \lesssim \int_0^{C_n^{-1}} \frac{d\theta}{(r(\theta_j) - 1)^2 + n^2\theta^2} \lesssim \frac{1}{n(r(\theta_j) - 1)}$$

and

$$\sum_{j=-N_3}^{N_3} m_j \lesssim \int_{0,1^{-1}<|\theta|<\nu} \frac{d\theta}{r(\theta) - 1} < \infty$$

as follows from (51) and $\alpha \in (1/2, 1)$. Away from these spikes the density is $\sim 1$. In this argument we assumed that $\rho_0$ is sufficiently small.
4. The polynomial entropies and the Steklov class

In recent years, a lot of efforts were made (see, e.g., [2, 3, 4]) to study the so-called polynomial entropy
\[ \int_{T} |\phi_n|^2 \log |\phi_n| d\sigma \]
where \( \phi_n \) are orthonormal with respect to \( \sigma \). Since \( \sup_{x \in [0,1]} x^2 \log x < \infty \), this quantity is bounded if and only if
\[ \int_{T} |\phi_n|^2 \log^+ |\phi_n| d\sigma \]
is bounded. The last expression is important as it contains the information on the size of \( \phi_n \). In this section, we consider the following variational problem
\[
\Omega_n(\mathcal{K}) = \sup_{\sigma \in \mathcal{K}} \int_{T} |\phi_n|^2 \log^+ |\phi_n| d\sigma
\]
where \( \phi_n \) is the \( n \)-th orthonormal polynomial with respect to \( \sigma \) taken in \( \mathcal{K} \), some special class of measures. It is an interesting question to describe those \( \mathcal{K} \) for which \( \Omega_n(\mathcal{K}) \) is bounded in \( n \). So far, this is known only for very few \( \mathcal{K} \), e.g., the Baxter class of measure. For the Szeg\"o class with measures normalized by the \( \ell^2 \) norm of Schur parameters, the sharp estimate \( \Omega_n \sim \sqrt{n} \) is known [5]. In this section, we will obtain the sharp bound on \( \Omega_n(S_\delta) \).

**Lemma 4.1.** If \( \delta \in (0, \delta_0) \) and \( \delta_0 \) is sufficiently small, then
\[ \Omega_n(S_\delta) \sim \log n \]

**Proof.** If one takes the measure \( \sigma \) and the polynomial \( \phi_n \) constructed in the previous section, then
\[
\Omega_n(S_\delta) \gtrsim \int_{T} |\phi_n|^2 \log^+ |\phi_n| d\theta \gtrsim 1 + \int_{0.01n^{-1}}^{\theta_1 - 0.01n^{-1}} |f_n|^2 \log^+ |f_n| d\theta
\]
where \( \theta_1 \) was introduced in the proof of the main theorem. On that interval, \( |\Psi'(\theta) + \sin(n\theta - 2\phi)| > C \) and so \( |f_n| \sim |Q_m| \). That follows from (43) and the verification of the normalization condition in the proof of the main theorem. Then, the estimate (62) gives a very rough lower bound
\[
|Q_m(e^{i\theta})|^2 \gtrsim \frac{m}{m^2\theta^2 + 1} + 1
\]
This shows \( |Q_m| \sim \sqrt{n} \) on the interval \((0.01n^{-1}, \theta_1 - 0.01n^{-1})\) and so
\[ \Omega_n(S_\delta) \gtrsim n^{-1} \cdot n \cdot \log n \sim \log n \]
Therefore the polynomial entropy grows at least as the logarithm. On the other hand, the trivial upper bound
\[ \|\phi_n\|_{\infty} \lesssim \sqrt{n} \]
implies that
\[ \Omega_n(S_\delta) \lesssim \log n \]
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5. Appendix A

In this Appendix, we will introduce and study the polynomials that approximate the function $(1 - z)^{-\alpha}$ (used in the formula (39)) and the function $(1 - z)^{1-\alpha}$ (used in the definition of $P_m$, formula (42)). Notice first, that both $(1 - z)^{\beta}$ is analytic in $\mathbb{D}$ for any $\beta \in (-1, 1)$ and has the positive real part. For $z = e^{i\theta} \in \mathbb{T}$, we have

$$(1 - z)^{\beta} = \left((1 - \cos \theta)^2 + \sin^2 \theta\right)^{\beta/2} \exp(-i\beta L(\theta))$$

where

$$L(\theta) = \arctan \left(\frac{\sin \theta}{1 - \cos \theta}\right)$$

and so

$$(1 - z)^{\beta} = |\theta|^\beta (1 + O(\theta^2)) \exp(-i\beta L(\theta)), \quad L(\theta) \to \frac{\pi \text{sign}(\theta)(1 - \theta + O(\theta^2))}{2}, \quad \theta \to 0 \quad (52)$$

We will now introduce the polynomials that will approximate $(1 - z)^{\beta}$ uniformly on compacts in $\mathbb{D}$ and will behave on the boundary in a controlled way. We will treat the cases of positive and negative $\beta$ separately. Let $A_n(z)$ be the $n$-th Taylor coefficients of $(1 - z)^{\beta}$ plus a correction $M n^{-\beta}$, i.e.

$$A_n(z) = M n^{-\beta} + \sum_{j=1}^{n} c_j (1 - z^j)$$

and $M$ is some positive constant. The polynomial $R_{(n, -(1-\alpha))}$ in the main text will be taken as $A_n$ with $\beta = 1 - \alpha \in (0, 1/2)$.

For $B_n(z)$, we choose $n$-th Taylor coefficient of $(1 - z)^{-\beta}$, i.e.

$$B_n(z) = 1 + \sum_{j=1}^{n} d_j z^j$$

and

$$d_j = \frac{\beta(\beta + 1) \ldots (\beta + j - 1)}{j!} = C_3(\beta) j^{\beta-1} + O(j^{\beta-2}), \quad C_3(\beta) > 0$$

The polynomial $R_{(n, \alpha/2)}$ used in the main text is $B_n$ with $\beta = \alpha/2 \in (1/4, 1/2)$.

We need the following simple lemmas.

**Lemma 5.1.** For any $a > 0$, we have

$$\int_0^a \frac{\cos x}{x^\gamma} \, dx > 0, \text{ if } \gamma \in [1/2, 1)$$

and

$$\int_0^a \frac{\sin x}{x^\gamma} \, dx > 0, \int_0^\infty \frac{\sin x}{x^\gamma} \, dx > 0, \text{ if } \gamma \in (0, 1)$$

**Proof.** The inequalities with sin are elementary as $x^{-\gamma}$ decays and sin $x$ satisfies

$$\sin(\pi + x) = -\sin x; \quad \sin x > 0, \quad x \in (0, \pi)$$

For the first inequality, we notice that

$$\int_{3\pi/2}^a \frac{\cos x}{x^\gamma} \, dx > 0$$

for any $a > 3\pi/2$ and we only need to show that

$$\int_0^{3\pi/2} \frac{\cos x}{x^\gamma} \, dx > 0$$
Integrating by parts we have
\[ \int_0^{3\pi/2} \frac{\cos x}{x^\gamma} \, dx = -\left( \frac{2}{3\pi} \right)^\gamma + \gamma \int_0^{3\pi/2} \frac{\sin x}{x^{\gamma+1}} \, dx > -\left( \frac{2}{3\pi} \right)^\gamma + \frac{2\gamma}{\pi} \int_0^{\pi/2} x^{-\gamma} \, dx \]
where in the last inequality we dropped the integral over \([\pi/2, 3\pi/2]\) and used decay of \(x^{-1}\sin x\) on \([0, \pi/2]\). Calculating the integral, we get
\[ \frac{2\gamma}{\pi(1-\gamma)} \left( \frac{\pi}{2} \right)^{1-\gamma} - \left( \frac{2}{3\pi} \right)^\gamma > 0 \]
for \(\gamma \in [1/2, 1]\).

Let us first study the properties of \(B_n\). As \(B_n\) is the Taylor expansion of \((1-z)^{-\beta}\) and \(\beta \in (0, 1/2)\), we have the uniform convergence \(B_n(z) \to (1-z)^{-\beta}\) in \(\{|z| \leq 1\} \cap \{|1-z| > 1-\nu\}\) for any fixed \(\nu > 0\) as long as \(n \to \infty\). We now take \(z = e^{i\theta}\) with \(\theta \in (-\nu, \nu)\) where \(\nu\) is small.

We will need to use the following approximations by the integrals. Let \(\gamma \in (0, 1)\).

\[ \int_1^n \frac{\cos(x\theta)}{x^\gamma} \, dx = \sum_{j=1}^{n-1} \int_j^{j+1} \frac{\cos(x\theta)}{x^\gamma} \, dx = \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \int_j^{j+1} \cos(x\theta) \, dx + \sum_{j=1}^{n-1} \int_j^{j+1} \cos(x\theta) \left( \frac{1}{x^\gamma} - \frac{1}{j^\gamma} \right) \, dx \]

Since
\[ \max_{x \in [j, j+1]} |x^{-\gamma} - j^{-\gamma}| \lesssim j^{-\gamma-1} \]
the second term is \(O(1)\) uniformly in \(\theta\) and \(n\) and that gives
\[ \int_1^n \frac{\cos(x\theta)}{x^\gamma} \, dx = O(1) + \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \sin(\theta/2) / \theta/2 \cos(j\theta + \theta/2) = O(1) + \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \sin(\theta/2) \left( \cos(j\theta) \cos(\theta/2) - \sin(j\theta) \sin(\theta/2) \right) \]

Similarly
\[ \int_1^n \frac{\sin(x\theta)}{x^\gamma} \, dx = \sum_{j=1}^{n-1} \int_j^{j+1} \frac{\sin(x\theta)}{x^\gamma} \, dx = \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \int_j^{j+1} \sin(x\theta) \, dx + \sum_{j=1}^{n-1} \int_j^{j+1} \sin(x\theta) \left( \frac{1}{x^\gamma} - \frac{1}{j^\gamma} \right) \, dx \]

By (54), the second term is \(O(1)\) as \(\theta \to 0\) uniformly in \(n\). Therefore, we have
\[ \int_1^n \frac{\sin(x\theta)}{x^\gamma} \, dx = o(1) + \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \int_j^{j+1} \sin(x\theta) \, dx =
\[ o(1) + \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \sin(j\theta + \theta/2) =
\[ \overline{O}(1) + \sum_{j=1}^{n-1} \frac{1}{j^\gamma} \frac{1}{\theta/2} \left( \sin(j\theta) \cos(\theta/2) + \cos(j\theta) \sin(\theta/2) \right) \]

Above \(O(1)\) and \(\overline{O}(1)\) are in \(\theta \to 0\) uniformly in \(n\). Now, representations (53) and (55) yield the formulas for
\[ \sum_{j=1}^{n-1} \frac{\cos(j\theta)}{j^\gamma}, \sum_{j=1}^{n-1} \frac{\sin(j\theta)}{j^\gamma} \]
i.e.
\[
\sum_{j=1}^{n-1} \frac{\cos(j\theta)}{j^\gamma} = O(1) + C_{11}(\theta) \int_1^n \frac{\cos(x\theta)}{x^\gamma}dx + C_{12}(\theta) \int_1^n \frac{\sin(x\theta)}{x^\gamma}dx
\]  
(56)

and
\[
\sum_{j=1}^{n-1} \frac{\sin(j\theta)}{j^\gamma} = o(1) + C_{21}(\theta) \int_1^n \frac{\sin(x\theta)}{x^\gamma}dx + C_{22}(\theta) \int_1^n \frac{\cos(x\theta)}{x^\gamma}dx
\]  
(57)

where \( C_{11} \to 1, C_{12} \to 0, C_{21} \to 1, C_{22} \to 0 \) as \( \theta \to 0 \) uniformly in \( n \).

Now we are ready for the next lemma.

**Lemma 5.2.** Let \( \beta \in (0, 1/2) \) and \( v \) is sufficiently small fixed positive number, then
\[
\Re B_n(e^{i\theta}) \sim (n^{-1} + |\theta|)^{-\beta}, \quad \theta \in (-v, v)
\]

and
\[
\frac{\Im B_n(e^{i\theta})}{\text{sign}(\theta)} \sim |\theta|^{-\beta}, \quad 0.01n^{-1} < |\theta| < v
\]
\[
\frac{\Im B_n(e^{i\theta})}{\theta} \sim n^{1+\beta}, \quad |\theta| < 0.01n^{-1}
\]

**Proof.** The case \( |\theta| < 0.01n^{-1} \) follows from \( \cos(j\theta) \sim 1 \) and \( \sin(j\theta)/(j\theta) \sim 1 \). For the other \( \theta \), we first notice that it is sufficient to consider \( \theta \in (0.01n^{-1}, v) \) and that
\[
B_n(e^{i\theta}) = 1 + C_3(\beta) \left( \sum_{j=1}^n j^{1+\beta} e^{i\theta j} + O(1) \right)
\]

Let \( \gamma = 1 - \beta \in (1/2, 1) \) and use the formulas (56) and (57). Notice that
\[
\int_1^n \frac{\cos(x\theta)}{x^\gamma}dx = \theta^{\gamma-1} \int_\theta^n \frac{\cos t}{t^{\gamma}}dt \sim \theta^{\gamma-1} \quad \text{any } \gamma \in (1/2, 1)
\]
as long as \( \theta \in (0.01n^{-1}, v) \) as follows from the lemma 5.1. Similarly
\[
\int_1^n \frac{\sin(x\theta)}{x^\gamma}dx = \theta^{\gamma-1} \int_\theta^n \frac{\sin t}{t^{\gamma}}dt \sim \theta^{\gamma-1} \quad \text{any } \gamma \in (0, 1)
\]

That finishes the proof. \( \square \)

**Lemma 5.3.** For any \( \beta \in (0, 1) \) we have
\[
|B'_n(e^{i\theta})| \lesssim \begin{cases} |\theta|^{-1}n^{\beta}, & |\theta| > n^{-1} \ 
 n^{1+\beta}, & |\theta| < n^{-1} \end{cases}
\]
\[
|B''_n(e^{i\theta})| \lesssim \begin{cases} |\theta|^{-1}n^{\beta+1}, & |\theta| > n^{-1} 
 n^{2+\beta}, & |\theta| < n^{-1} \end{cases}
\]

where the derivative is taken in \( \theta \in (-v, v) \).

**Proof.** For \( |\theta| < n^{-1} \), this follows from
\[
B'_n = \sum_{j=1}^n ijde^{ij\theta}, \quad B''_n = \sum_{j=1}^n (ij)^2 d_j e^{ij\theta}
\]

by estimating the absolute values of the terms.
For $|\theta| > 1/n$ we can use Abel’s lemma. Indeed,

$$|B'_n| = \left| \sum_{j=1}^{n} j d_j e^{ij\theta} \right| \lesssim \left| \sum_{j=1}^{n} e^{ij\theta} j^\beta \right| + \sum_{j=1}^{n} j^{\beta-1}$$

The second term in the sum is bounded by $Cn^\beta$. For the first one, we have

$$\left| \sum_{j=1}^{n} e^{ij\theta} j^\beta \right| \lesssim n^\beta |S_n| + \left| \sum_{j=1}^{n} S_j j^{\beta-1} \right|, \quad S_j = \sum_{j=1}^{n} e^{ij\theta}, \quad |S_j| \lesssim |\theta|^{-1}$$

and that yields the bound for $B'_n$. The second derivative can be estimated similarly. \qed

Next, we will study the polynomial $A_n$. For the Taylor expansion of $(1 - z)^\beta$, we have

$$(1 - z)^\beta = 1 + \sum_{j=1}^{\infty} \frac{(-1)^j \beta (\beta - 1) \ldots (\beta - (j - 1))}{j!} z^j$$

If

$$c_j = \frac{\beta (\beta - 1) \ldots (j - 1 - \beta)}{j!} = C_4 (\beta) j^{\beta-1} + O(j^{\beta-2}) > 0$$

then

$$\sum_{j=1}^{\infty} c_j = 1$$

Therefore, the formula for $A_n$ can be rewritten as

$$A_n(z) = Mn^{-\beta} + \sum_{j=1}^{n} c_j (1 - z^j)$$

We again notice that $A_n(z)$ converges uniformly to $(1 - z)^\beta$ in $\{|z| \leq 1\} \cap \{|1 - z| > 1 - v\}$ for any fixed $v > 0$.

**Lemma 5.4.** Let $\beta \in (0, 1)$. We have

$$\text{Re } A_n(e^{i\theta}) \sim (n^{-1} + |\theta|)^\beta, \quad \theta \in (-v, v)$$

and

$$-\frac{\text{Im } A_n(e^{i\theta})}{\text{sign}(\theta)} \sim \begin{cases} |\theta| n^{1-\beta}, & |\theta| < 0.01 n^{-1} \\ |\theta|^\beta, & 0.01 n^{-1} < |\theta| < v \end{cases}$$

**Proof.** We only need to handle positive $\theta$. Again, if $0 < \theta < 0.01 n^{-1}$, the estimate is simple.

$$\text{Re } A_n = Mn^{-\beta} + \sum_{j=1}^{n} c_j (1 - \cos(j\theta))$$

and we have a bound

$$Mn^{-\beta} \leq \text{Re } A_n \lesssim Mn^{-\beta} + \sum_{j=1}^{n} j^{-\beta-1} (j^2 \theta^2) \lesssim (M + 1)n^{-\beta}$$

Similarly

$$\text{Im } A_n = -\sum_{j=1}^{n} c_j \sin(j\theta)$$
\[ \sum_{j=1}^{n} c_j \sin(j\theta) \sim \theta \sum_{j=1}^{n} j c_j \lesssim \theta n^{1-\beta} \]

For the other \(\theta\), we can again approximate by the integrals. We have
\[ \sum_{j=1}^{n} c_j \sin(j\theta) = C_4(\beta) \sum_{j=1}^{n} j^{\beta-1} \sin(j\theta) + O\left( \sum_{j=1}^{n} j^{\beta-2}(j\theta) \right) \]

The last term is \(O(\theta)\). Then, take
\[ \int_{1}^{n} \frac{\sin(x\theta)}{x^{1+\beta}} \, dx = \sum_{j=1}^{n-1} \int_{j}^{j+1} \frac{\sin(x\theta)}{x^{1+\beta}} \, dx = \sum_{j=1}^{n-1} j^{\beta-1} - \frac{\sin(x\theta)}{x^{1+\beta}} + O\left( \sum_{j=1}^{n-1} j^{\beta-2}(j\theta) \right) \]

The second term is \(O(\theta)\) and
\[ \frac{\sin(\theta/2) \cos(\theta/2)}{\theta/2} \sim 1 \]

for \(\theta \in (0, \nu)\). Then,
\[ \int_{1}^{n} \frac{\sin(x\theta)}{x^{1+\beta}} \, dx = \theta^\beta \int_{0}^{\theta} \frac{\sin x}{x^{1+\beta}} \, dx = \int_{0}^{\theta} \frac{\sin x}{x^{1+\beta}} \, dx + O(\theta) \]

Notice that
\[ C > \int_{0}^{a} \frac{\sin x}{x^{1+\beta}} \, dx > \delta_2 > 0 \]

for any \(a > 0.01\) and so we have
\[ \sum_{j=1}^{n} c_j \sin(j\theta) \sim \theta^\beta + O(\theta) \sim \theta^\beta \]

This implies (59). For the real part,
\[ \text{Re} A_n(e^{i\theta}) = Mn^{-\beta} + T_n(\theta) + O\left( \theta \sum_{j=1}^{n} j^{1-\beta} \right), \quad T_n = \sum_{j=1}^{n} \frac{1 - \cos(j\theta)}{j^{1+\beta}} \]

The last term is \(O(\theta)\) and for \(T_n\) we have
\[ T_n(0) = 0, \quad T_n'(\theta) = \sum_{j=1}^{n} \frac{\sin(j\theta)}{j^\beta} \]

For \(\theta \in (0, 0.01n^{-1})\), we have \(T_n' \sim \theta n^{2-\beta}\). For \(\theta \in (0.01n^{-1}, \nu)\), the formula (57) gives
\[ T_n' \sim \theta^{\beta-1} \]

Integration gives
\[ T_n(\theta) = \int_{0}^{\theta} T_n'(\xi) \, d\xi \sim \theta^\beta, \quad \theta \in (0.01n^{-1}, \nu) \]
That finishes the proof.

It is instructive to compare the results of lemmas 5.2 and 5.4 with (52). For the derivative of $A_n$ in $\theta$, we have

$$A'_n = -i \sum_{j=1}^{n} j c_j e^{ij\theta}$$

**Lemma 5.5.** If $\beta \in (0, 1)$, then

$$|A'_n| \lesssim \begin{cases} \frac{|\theta|^{\beta - 1}}{n^{1-\beta}}, & |\theta| > 0.01n^{-1} \\ \frac{1}{n^{1-\beta}}, & |\theta| < 0.01n^{-1} \end{cases}$$

uniformly in $n$.

**Proof.** For $|\theta| < 0.01n^{-1}$, the estimate is obtained by taking the absolute values in the sum. For $|\theta| > 0.01n^{-1}$,

$$|A'_n| \lesssim \left| \sum_{j=1}^{n} j^{-\beta} e^{ij\theta} \right| + 1$$

The estimates (56) and (57) along with the trivial estimates on the integrals involved yield the statement of the lemma.

6. **Appendix B**

In this Appendix, we will control $\phi$, the phase of $Q_m(e^{i\theta})$, for $|\theta| < \nu$, where $\nu$ is some small positive and fixed number.

**Lemma 6.1.** For any $\theta \in (-\nu, \nu)$, we have

$$|\phi'(|\theta|)\| \lesssim m$$

**Proof.** Recall that (see (41))

$$Q_m(z) = \exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} C(z, e^{i\xi}) \log |Q_m(e^{i\xi})| d\xi \right)$$

and $\phi(\theta) = \arg Q_m(e^{i\theta})$, i.e.

$$\phi(\theta) = \text{Im} \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} C(e^{i\theta}, e^{i\xi}) \log |Q_m(e^{i\xi})| d\xi \right)$$

where

$$C(e^{i\theta}, e^{i\xi}) = \frac{e^{i\xi} + e^{i\theta}}{e^{i\xi} - e^{i\theta}}$$

where the integral is taken in principal value.

$$\phi(\theta) = -\frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\cos((\xi - \theta)/2)}{\sin((\xi - \theta)/2)} \log |Q_m(e^{i\xi})| d\xi$$

which amounts to controlling the Hilbert transform of $\log |Q_m(e^{i\xi})|$ since

$$\frac{\cos(\xi/2)}{\sin(\xi/2)} = \frac{2}{\xi} + O(\xi), \quad \left( \frac{\cos(\xi/2)}{\sin(\xi/2)} \right)' = -\frac{2}{\xi^2} + O(1)$$

Therefore, if $x \in (-\nu, \nu)$, then

$$|\phi'(x)| \lesssim \left| \int_{-\pi}^{\pi} \frac{D_m'(\xi + x)}{\xi} d\xi \right| + 1$$
where

\[ D_m(\xi) = \log \left( G_m(\xi) + |R_{(m,\alpha/2)}(e^{i\xi})|^2 \right) + \log m \]

(since \((\log m^{-1})' = 0\)). So

\[ |\phi'(x)| \lesssim 1 + m \left[ \int_{-m\pi}^{m\pi} \frac{M'_m(t + \widehat{x})}{tM_m(t + \widehat{x})} \, dt \right], \quad M_m(t) = \exp D_m(t/m), \quad \widehat{x} = mx \]

and

\[ M_m(t) = \frac{\sin^2(t/2)}{m^2 \sin^2(t/(2m))} + \frac{\cos^2(t/2)}{2m^2 \sin^2((t - \pi)/(2m))} + \frac{\cos^2(t/2)}{2m^2 \sin^2((t + \pi)/(2m))} + m^{-1} |R_{(m,\alpha/2)}(e^{it/m})|^2 \tag{61} \]

due to \((38)\) and \((40)\). Thus we only need to show that we have

\[ I_1(\widehat{x}) = \left| \int_{-1}^{1} \frac{M'_m(t + \widehat{x})}{tM_m(t + \widehat{x})} \, dt \right| \lesssim 1 \]

and

\[ I_2(\widehat{x}) = \left| \int_{1 < |t| < \pi m} \frac{M'_m(t + \widehat{x})}{tM_m(t + \widehat{x})} \, dt \right| \lesssim 1 \]

uniformly in \(\widehat{x} \in [-mv, mv]\).

Let us start with \(I_2\) and so \(|t| < \pi m\). Therefore, for \(\xi = t + \widehat{x}\) we have \(|\xi| < (\pi + \nu)m\). We can rewrite \((61)\) as follows

\[ M_m(\xi) = \frac{\sin^2(\xi/2)}{(\xi/2)^2} \left( 1 + G \left( \frac{\xi}{2m} \right) \right) + \frac{\cos^2(\xi/2)}{2((\xi - \pi)/2)^2} \left( 1 + G \left( \frac{\xi - \pi}{2m} \right) \right) + \frac{\cos^2(\xi/2)}{2((\xi + \pi)/2)^2} \left( 1 + G \left( \frac{\xi + \pi}{2m} \right) \right) + m^{-1} |R_{(m,\alpha/2)}(e^{i\xi/m})|^2 \tag{62} \]

where

\[ G(x) = \frac{x^2}{\sin^2 x} - 1 \]

is positive infinitely smooth function defined on \((-\pi, \pi)\) and \(G(x) \sim x^2\) on \((-a, a) \subset (-\pi, \pi)\).

For large \(|\xi|\), we have

\[ M_m(\xi) = \left( \frac{4}{\xi^2} + O(\xi^{-3}) \right) \left( 1 + O \left( \frac{\xi^2}{m^2} \right) \right) + m^{-1} |R_{(m,\alpha/2)}(e^{i\xi/m})|^2 \gtrsim |\xi|^{-2} + m^{-1} |R_{(m,\alpha/2)}(e^{i\xi/m})|^2 \tag{63} \]

and

\[ M_m(\xi) > C + m^{-1} |R_{(m,\alpha/2)}(e^{i\xi/m})|^2 \tag{64} \]

uniformly in \(m\) and \(\xi \in (-a, a)\) with any fixed \(a\). For the derivative of \(M_m(\xi)\), the representation \((62)\) gives an upper bound

\[ |M'_m(\xi)| \lesssim \frac{1}{(1 + |\xi|)^3} + \frac{1}{m^2(|\xi| + 1)} + \left| (m^{-1} |R_{(m,\alpha/2)}(e^{i\xi/m})|^2)' \right| \tag{65} \]

Consider first \(1 < |\xi| < (\pi + \nu)m\). The lemma \(5.2\) gives

\[ M_m(\xi) \gtrsim \frac{1}{\xi^2} + m^{-1} \left| \frac{\xi}{m} \right|^{-\alpha} \]
Now, it is sufficient to use lemmas 5.2 and 5.3 to bound the last term in (65) as

\[ |m^{-1}R_{(m,\alpha/2)}(e^{i\xi/m})^2|^2 \lesssim \frac{1}{m^2} |\xi|^{-\alpha/2} \frac{m^{1+\alpha/2}}{\xi} \]

Combining the bounds we have

\[ \left| \frac{M_m'(\xi)}{M_m(\xi)} \right| \lesssim \frac{1}{|\xi|^3} + \frac{1}{m^2} \frac{\xi - \alpha}{|\xi|^\alpha} + \frac{m^{\alpha-1}}{\xi^2} + \frac{1}{\xi^2} \frac{1}{m^{\alpha-1}} \lesssim |\xi|^{-1} + |\xi|^{\alpha/2-1} \quad (66) \]

for \( 1 < |\xi| < (\pi + \nu)m \).

For \( |\xi| < 1 \), the analogous estimates give

\[ \left| \frac{M_m'(\xi)}{M_m(\xi)} \right| \lesssim \frac{1 + m^{\alpha-1}}{1 + m^{\alpha-1}} \lesssim 1 \quad (67) \]

Combining (66) and (67), we get

\[ \left| \frac{M_m'(\xi)}{M_m(\xi)} \right| \lesssim (|\xi| + 1)^{-1} + (|\xi| + 1)^{\alpha/2-1} \quad (68) \]

which holds on \( |\xi| < (\pi + \nu)m \) uniformly. Now, the Cauchy-Schwarz inequality implies the bound for \( I_2 \)

\[ |I_2(\xi)| \lesssim \left( \int_{|\xi| < (\pi, \nu)m} |\frac{M_m'(\xi)}{M_m(\xi)}|^2 \right)^{1/2} \lesssim 1 \]

Consider \( I_1 \). Apply the mean value formula to rewrite it as

\[ |I_1(\xi)| = \left| \int_{-1}^{1} \frac{1}{t} \left( \frac{M_n'(\xi)}{M_n(\xi)} + t \frac{M_n'(\xi)}{M_n(\xi)} \right) \right| \lesssim \frac{M_m''(\xi)}{M_m(\xi)} + \frac{M_m'(\xi)}{M_m(\xi)} \]

The second term was estimated in (67) so we only need to control the first one. We use (62), (63), and (64) to get

\[ \frac{M_m''(\xi)}{M_m(\xi)} \lesssim \frac{1}{|\xi|^2 + m^{-1} R_{(m,\alpha/2)}(e^{i\xi/m})^2} \]

The estimates from the lemmas 5.3 and 5.2 in Appendix A can now be used as follows. We have

\[ \left| \frac{M_m''(\xi)}{M_m(\xi)} \right| \lesssim 1 + \frac{|R_{(m,\alpha/2)}(e^{i\xi/m})|^2 + |R_{(m,\alpha/2)}(e^{i\xi/m})|^2}{R_{(m,\alpha/2)}(e^{i\xi/m})} \]

For \( 1 < |\xi| < \nu m + 1 \), one gets

\[ \left| \frac{R_{(m,\alpha/2)}(e^{i\xi/m})'}{R_{(m,\alpha/2)}(e^{i\xi/m})} \right| \lesssim |\xi|^{\alpha/2-1} \]

For \( |\xi| < 1 \), we have

\[ \left| \frac{R_{(m,\alpha/2)}(e^{i\xi/m})'}{R_{(m,\alpha/2)}(e^{i\xi/m})} \right| \lesssim 1 \]
This gives a bound

$$\left\| \frac{M'_m}{M_m} \right\|_\infty \lesssim 1$$

which ensures

$$|I_1(\tilde{x})| \lesssim 1$$

uniformly in $\tilde{x} \in [-mv, mv]$. This finishes the proof of the lemma. □

**Remark.** Since $Q_m$ has no zeroes in $\overline{D}$, we can write it as

$$Q_m(z) = \prod_{j=1}^{m} (z - z_j)$$

where $z_j \in \{|z| > 1\}$ are its zeroes. Therefore,

$$\arg Q_m(e^{i\theta}) = \sum_{j=1}^{m} \text{Im} \log(e^{i\theta} - z_j)$$

Taking the derivative, we have

$$\phi' = \sum_{j=1}^{m} \text{Im} \left( \frac{ie^{i\theta}}{e^{i\theta} - z_j} \right)$$

This formula shows that the size of $\phi'$ is controlled by the location of zeroes with respect to the unit circle.
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