Turing patterns in the simplest MCNN
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Abstract:
Complex patterns can be often retrieved in spatially-extended systems formed by coupled nonlinear dynamical units. In particular, Turing patterns have been extensively studied investigating mathematical models related to different contexts, such as chemistry, physics, biology, and also mechanics and electronics. In this paper, we focus on the emergence of Turing patterns in a circuit architecture formed by coupled units in which a memristive element is considered. Furthermore, the unit is formed by only two elements, namely a capacitor and a memristor. The analytical conditions for which Turing patterns can be obtained in the proposed architecture are discussed in order to inform the design of the circuit parameters. Moreover, the characterization of the different types of patterns is performed with respect to the strength of the diffusion occurring between the units. Finally, it is worth to note that the proposed architecture can be considered as the simplest electronic circuit able to undergo Turing instability and give rise to pattern formation.
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1. Introduction
Since the seminal work on morphogenesis in biological organisms proposed by Alan Turing [1], many efforts have been devoted to fully understand mechanisms dealing with pattern formation in areas such as biology and chemistry. Phenomena leading to pattern formation in spatially-extended systems have been also investigated in fields far from biology, namely mechanics [2], electronics [3] and thermodynamics [4]. These studies are based on the use of models belonging to a class of nonlinear differential equations, known as reaction-diffusion models, which are adopted to mimic the dynamics of spatially-extended systems where a competitive inhibition-activation effect occurs. The spatial extension of such systems involves a suitable discretization of the active medium in cells, i.e. basic units of the reaction-diffusion model, usually described as second-order systems, in which state variables represent the two concentrations of morphogenes [1]. Diffusion processes occur in the presence of a gradient in the morphogene concentrations, in particular a self-diffusion occurs if one morphogene induces a flux of the same morphogene, otherwise when different chemical species are actually diffusing, a cross-diffusion process occurs. Although cross-diffusion is usually neglected, in many natural pro-
cesses, such as chemotaxis, ecology and social systems, it is shown to play a central role [5]. Recently, evidence of Turing pattern formation has been presented in a spatially-extended electronic system in which cross-diffusion is considered [6].

In order to implement the circuit architecture considered in this paper, the Cellular Nonlinear Networks (CNNs) paradigm has been adopted. This choice has been widely explored in the past to study spatio-temporal phenomena, including Turing patterns and autowaves formation. In fact, CNNs are perfectly suited to fit the structure of reaction-diffusion systems, since they can be used to map partial differential equations [3].

In pattern formation, the presence of nonlinear elements is fundamental. Therefore, in this paper we considered one of the most interesting nonlinear device, the memristor [7, 8]. Theorized in 1971 [9], the first actual memristor has been implemented after three decades at the Hewlett-Packard laboratories [7]. It is a two-terminal electronic device displaying a functional relationship between the time integral of the current through it and that of the voltage across its terminals. Different models can be retrieved for memristive devices, either based on the physics of the component, or on the representation of the functional relationship between flux and charge. Furthermore, its nonlinearity is modeled by means of piece-wise linear [10] or more sophisticated functions [11, 12].

As shown in [6, 13, 14], memristive CNNs (MCNN) made of memristor-based basic cells may be adopted for the investigation of spatio-temporal phenomena such as autowaves formation and Turing patterns. In these works, a basic cell with three circuit elements (a linear passive inductor, a linear passive capacitor and a nonlinear active memristor) was considered for the reaction-diffusion MCNN. In this paper, we propose a new MCNN model consisting in a two-dimensional array of cells made by only two components: a linear passive capacitor and a nonlinear active memristor. Thus, the proposed circuit not only reduces the number of circuit elements required, but it represents the simplest possible cell able to generate Turing patterns. In addition, quite counterintuitively, the adoption of a simplified cell also leads to a simplification of the coupling mechanism: in accordance with real cases described in [5] our results in fact point out that only cross-diffusion of a single species towards the other is needed for pattern formation.

The remainder of the paper is organized as follows: in Section 2 the MCNN is described; in Section 3 the conditions for the emergence of Turing patterns are determined for the proposed MCNN system; in Section 4 numerical results are presented showing the different types of Turing patterns that can be observed in the proposed MCNN; in Section 5 the conclusions are reported.

2. The memristive Cellular Nonlinear Network

The MCNN discussed in the following represents an active medium discretized in a lattice of $N \times N$ basic cells. At first the basic cell will be described with the aim of deriving the set of equations governing the dynamical behavior of the whole structure.

The basic cell is the simple electronic circuit reported in Fig. 1. It is composed by the parallel of two basic components: a capacitor, which is linear and passive, and a memristor. As in [15], the memristor is actually a memristive system, whose model is defined by the following equations:

$$
\begin{align*}
\dot{i}_M &= M(\phi)v_M = \beta(\phi^2 - 1)v_M \\
\dot{\phi} &= f_M(\phi, v_M) = v_M - \alpha \phi - v_M \phi
\end{align*}
$$

where $v_M$ and $i_M$ are the voltage and the current, respectively, associated to the memristive sys-

![Fig. 1. Schematic representation of two memristor-based circuits: memristor-capacitor circuit.](image)
tem, $\phi$ is the internal state, i.e. the flux, $f_M(\phi, v_M)$ is the internal state function, and $M(\phi)$ is the memductance of the memristive system. Furthermore, $\alpha$ and $\beta$ are constant parameters.

Applying the standard Kirchhoff laws and the model in Eqs. (1) to the circuit in Fig. 1, the following equations can be derived:

$$C\dot{v} = -\beta(\phi^2 - 1)v$$
$$\dot{\phi} = v - \alpha \phi - v\phi$$

(2)

where $v$ is the voltages across both the capacitor $C$ and the memristor $M$, and $\phi$ is the flux associated with the memristor. Introducing the dimensionless variables $x = v$, $y = \phi$ and the parameter $\gamma = \frac{1}{2}$, Eqs. (2) can be rewritten as:

$$\dot{x} = -\gamma \beta(y^2 - 1)x$$
$$\dot{y} = x - \alpha y - xy$$

(3)

The model describing the $N \times N$ MCNN is obtained by considering the circuit equations (3) as the model governing each cell of the grid and introducing a diffusive coupling which locally connects it with its four nearest neighbors as:

$$\dot{x}_{i,j} = -\gamma \beta(y_{i,j}^2 - 1)x_{i,j} + D_{11}(x_{i-1,j} + x_{i+1,j} + x_{i,j-1} + x_{i,j+1} - 4x_{i,j})$$
$$+ D_{12}(y_{i-1,j} + y_{i+1,j} + y_{i,j-1} + y_{i,j+1} - 4y_{i,j})$$
$$\dot{y}_{i,j} = x_{i,j} - \alpha y_{i,j} - x_{i,j}y_{i,j} + D_{21}(x_{i-1,j} + x_{i+1,j} + x_{i,j-1} + x_{i,j+1} - 4x_{i,j})$$
$$+ D_{22}(y_{i-1,j} + y_{i+1,j} + y_{i,j-1} + y_{i,j+1} - 4y_{i,j})$$

(4)

where $i, j$ represent the indices of the row and the column, $D_{11}$ and $D_{22}$ are the self-diffusion coefficients, while $D_{12}$ and $D_{21}$ are the cross-diffusion coefficients. The set of dynamical equations (4) represents a reaction-diffusion system in which a general form of diffusion takes place, i.e. a process which includes both self- and cross-diffusion among variables.

We now rewrite Eqs. (4) in compact form by defining $f(x, y) = -\gamma \beta(y^2 - 1)x$ and $g(x, y) = x - \alpha y - xy$, and adopting the following notation for the two-dimensional discrete Laplacian:

$$\nabla^2 x_{i,j} = x_{i+1,j} + x_{i,j-1} + x_{i,j+1} - 4x_{i,j}$$
$$\nabla^2 y_{i,j} = y_{i+1,j} + y_{i,j-1} + y_{i,j+1} - 4y_{i,j}$$

(5)

In this way, system (4) is written as

$$\dot{x}_{i,j} = f(x_{i,j}, y_{i,j}) + D_{11}\nabla^2 x_{i,j} + D_{12}\nabla^2 y_{i,j}$$
$$\dot{y}_{i,j} = g(x_{i,j}, y_{i,j}) + D_{21}\nabla^2 x_{i,j} + D_{22}\nabla^2 y_{i,j}$$

(6)

In addition, in the following the partial derivatives of the functions $f(x, y)$ and $g(x, y)$ will be denoted by $f_x = \frac{\partial f}{\partial x}$, $f_y = \frac{\partial f}{\partial y}$, $g_x = \frac{\partial g}{\partial x}$ and $g_y = \frac{\partial g}{\partial y}$.

### 3. Turing conditions

The reaction-diffusion model in Eqs. (6) may exhibit Turing patterns, that is diffusion-driven instability, when the equilibrium point of the isolated cell is stable but it is driven to instability when the diffusion process takes place. This principle can be translated into mathematical conditions by first considering the cell as isolated, linearizing the dynamics around its equilibrium and studying the stability of its equilibrium point through the analysis of the Jacobian matrix. A first set of conditions is obtained by imposing that the equilibrium point is stable. Then, the effect of the diffusion is considered through a technique based on the evaluation of the spatial eigenvalues, which allows to consider the effect of the coupling. The stability of the system is then investigated deriving the conditions on the parameters such that the equilibrium point becomes unstable [16]. In this section, this approach is applied to the MCNN in Eqs. (6) in order to derive the conditions in the parameter space leading to the emergence of Turing patterns.

The isolated cell described by Eqs. (3) admits two equilibrium points, one located at the origin $Q_0 = (0, 0)$, and the other in $Q_1 = (-\frac{\alpha}{2}, -1)$. We focus on $Q_1$, since for $Q_0$ two mutually excluding
conditions arise. The stability of $Q_1$ is, therefore, studied through the eigenvalues of Jacobian matrix A, evaluated around $Q_1$:

$$A = \begin{bmatrix} f_x & f_y \\ g_x & g_y \end{bmatrix} \bigg|_{(x,y)=(-\frac{\alpha}{2},-1)} = \begin{bmatrix} -\gamma \beta (y^2 - 1) x & -2\gamma \beta y x \\ 1 - y & -\alpha - x \end{bmatrix} = \begin{bmatrix} 0 & -\gamma \alpha \beta \\ 2 & -\frac{\alpha}{2} \end{bmatrix}, \quad (7)$$

Setting $\gamma = 1$, and indicating with

$$\text{tr}(A) = (f_x + g_y)|_{(x,y)=(-\frac{\alpha}{2},-1)} = -\frac{\alpha}{2}$$
$$\det(A) = (f_x g_y - f_y g_x)|_{(x,y)=(-\frac{\alpha}{2},-1)} = 2\alpha \beta$$

the characteristic polynomial of the matrix A takes the following form:

$$\lambda^2 - \text{tr}(A) \lambda + \det(A) = 0$$

(9)

The equilibrium point $Q_1$ is, hence, stable if and only if $\text{tr}(A) < 0$ and $\det(A) > 0$. As a consequence, the first two conditions for Turing patterns are:

$$-\frac{\alpha}{2} < 0 \quad (C.1)$$
$$\alpha \beta > 0 \quad (C.2)$$

Let us consider now the MCNN state equations (6). In order to obtain the conditions on the coupled system, Eqs. (6) are linearized around the equilibrium point $Q_1$ of the isolated cell [3] obtaining:

$$\dot{x}_{i,j} = f_x \tilde{x}_{i,j} + f_y \tilde{y}_{i,j} + D_{11} \nabla^2 \tilde{x}_{i,j} + D_{12} \nabla^2 \tilde{y}_{i,j}$$
$$\dot{\tilde{y}}_{i,j} = g_x \tilde{x}_{i,j} + g_y \tilde{y}_{i,j} + D_{21} \nabla^2 \tilde{x}_{i,j} + D_{22} \nabla^2 \tilde{y}_{i,j} \quad (10)$$

The properties of (10) are analyzed by the spatial eigenfunction-based decoupling [3]. This approach allows us to study a system of $2N^2$ coupled differential equations as $N^2$ uncoupled systems of two-first-order differential equations. The main idea behind this approach is to find a solution of the MCNN as a weighted sum of $N^2$ orthonormal space-dependent eigenfunctions $\phi_{N^2}(m,n,i,j)$ associated with the discrete Laplacian operator:

$$\nabla^2 \phi_{N^2}(m,n,i,j) = \phi_{N^2}(m,n,i+1,j) + \phi_{N^2}(m,n,i-1,j) + \phi_{N^2}(m,n,i,j+1) + \phi_{N^2}(m,n,i,j-1) - 4\phi_{N^2}(m,n,i,j) = -k^2_{mn} \phi_{N^2}(m,n,i,j) \quad (11)$$

where $k^2_{mn}$ are the corresponding spatial eigenvalues and the form of $\phi_{N^2}(m,n,i,j)$ depends on the boundary conditions [3].

If one of the modes $k^2_{mn}$ is unstable, diffusion-driven instability is induced. To check the occurrence of this condition, the stability of the equilibrium point of the cell in the presence of diffusion is studied with respect to $k^2$. Hence, in the following equations the index $mn$ will be dropped, thus neglecting which mode becomes unstable. Then, the instability of the MCNN when diffusion is present depends on the following Jacobian matrix:

$$J = A - k^2 D = \begin{bmatrix} -k^2 D_{11} & -\alpha \beta - k^2 D_{12} \\ 2 & -k^2 D_{21} \end{bmatrix}, \quad (12)$$

where $k^2$ is the spatial eigenvalue, and $D = \begin{bmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{bmatrix}$ is the diffusion coefficients matrix.

The conditions for Turing instability requires that the Jacobian matrix J admits at least an unstable eigenvalue. This implies that $\text{tr}(J) > 0$ or $\det(J) < 0$. In our case, the trace and the determinant of J are:

$$\text{tr}(J) = -(D_{22} f_x + D_{11} f_y - D_{21} g_x - D_{12} g_y) k^2$$
$$\text{det}(J) = -(D_{22} f_x + D_{11} f_y - D_{21} g_x - D_{12} g_y) k^4 + \det(D) k^4 + \det(A) \quad (13)$$

As concerns $\text{tr}(J)$, according to condition (C.1) the trace of A is negative and $-k^2(D_{11} + D_{22})$ is
also negative. This leads to the fact that their sum, i.e. $\text{tr}(J)$, is also negative. Therefore, Turing instability can occur only if $\det(J) < 0$ for some value of $k^2$. To this aim, since $\det(D) = D_{11}D_{22} - D_{12}D_{21} > 0$ (in order to have a dissipative diffusion coupling) and $\alpha \beta > 0$ (C.2), a first condition is $-\frac{\alpha}{2}D_{11} - 2D_{12} + \alpha\beta D_{21} > 0$. Then, in order to ensure the existence of a band of unstable spatial modes, the minimum of $\det(J)$ with respect to $k^2$ must be negative [17], leading to $\frac{2\det(J)}{\partial k^2} < 0$ which implies:

$$(-\frac{\alpha}{2}D_{11} - 2D_{12} + \alpha\beta D_{21})^2 - 8\det(D)\alpha\beta > 0$$

(14)

It follows from the above analysis that the necessary conditions for system (6) to exhibit Turing patterns are

$$-\frac{\alpha}{2} < 0$$
(C.1)

$$\alpha\beta > 0$$
(C.2)

$$-\frac{\alpha}{2}D_{11} - 2D_{12} + \alpha\beta D_{21} > 0$$
(C.3)

$$\left(-\frac{\alpha}{2}D_{11} - 2D_{12} + \alpha\beta D_{21}\right)^2 - 8\det(D)\alpha\beta > 0$$
(C.4)

$$\det(D) = D_{11}D_{22} - D_{12}D_{21} > 0$$
(C.5)

We remark that, if only self-diffusions are present, i.e. $D_{12} = D_{21} = 0$, since $D_{11}$ is a positive coefficient, conditions (C.1) and (C.3) cannot be simultaneously satisfied. Hence, in this case the instability must be driven by the cross-diffusion terms. So, at least $D_{21} \neq 0$ should be present allowing (C.1) to be satisfied.

4. Numerical results

Numerical simulations of the MCNN in Eqs. (6) have been performed considering $N = 100$. Without loss of generality, the initial conditions for the variables $x_{i,j}$ and $y_{i,j}$ have been drawn from a random uniform distribution between 0 and 1, and zero-flux boundary conditions are imposed. We consider the minimal case in which only the necessary cross-diffusion term $D_{21}$ is present and check whether or not Turing Patterns emerge, therefore in the following we will consider $D_{12} = 0$.

We discuss now the numerical results obtained from the integration of the MCNN for a specific set of parameters, namely: $\alpha = 0.6$, $\beta = 1.5$, $D_{12} = 0$ and $D_{21} = 5$, $D_{11} = 5$, varying $D_{22}$ to observe the different nature of the emerging patterns. In particular, diffusion coefficients affect the final state of the CNN, therefore, Turing pattern typology as a function of self-diffusion coefficients have been investigated. Different self-diffusion rates of the second variable, $D_{22}$, have been considered in our numerical simulations while keeping constant the left system parameters. As a result, different structures emerge as Fig. 2 shows. In particular, stripes (Fig. 2(a)), mixed (Fig. 2(b)) and spots (Fig. 2(c)) like patterns are obtained by only increasing $D_{22}$ that assumes a value of $D_{22} = 2$, $D_{22} = 5$ and $D_{22} = 8$ respectively.

In Fig. 2, only layer $x$ is shown; notice that the pattern is characterized by red structures in blue background. Below, we will discuss a case of a reverse pattern, with blue structures in red background.

A broader investigation of the effects of both the self-diffusion coefficients on pattern selection has then been performed. In particular, in Fig. 3 a sketch of the different regions of the parameter space $D_{11}$ and $D_{22}$ is presented, when $\alpha = 0.6$, $\beta = 1.5$, $D_{12} = 0$, $D_{21} = 5$.

It is noteworthy that in Fig. 3 two mixed stripe/spot areas appear, one emerges between the spots domain area and the stripes one, while the other emerges between the stripes domain area and the unstable one. In particular, the latter mixed region for which $D_{11}$ assumes higher values is characterized by a peculiar behavior. The emerging patterns have a reversed structure respects the ones previously shown in Fig. 2, i.e. the emerging patterns are characterized by blue stripes and spots in red background, Fig. 4.

The spatial wavelength of the emerging pattern has then been explored. The same topic has been investigated in [18], where the critical wave number at the onset of Turing patterns is defined as the degenerate root of $\det(J)$ in (13). Thus, by solving this quadratic equation respect $k^2$, the roots are
Fig. 2. Turing patterns generated from a 100 × 100 MCNN as in Eqs. (6) in layer $x$, where $D_{22}$ assumes three different values: (a) $D_{22} = 2$, stripes, (b) $D_{22} = 5$, mixture of stripes and spots, (c) $D_{22} = 8$, red spots in blue background. The other parameters are fixed as: $\alpha = 0.6$, $\beta = 1.5$, $D_{11} = 5$, $D_{12} = 0$, $D_{21} = 5$. Without loss of generality, initial conditions are taken randomly from a uniform distribution between 0 and 1, zero-flux boundary conditions are considered.

Fig. 3. Dependence of the type of pattern on the self-diffusion coefficients $D_{11}$ and $D_{22}$. Other parameters are fixed as $\alpha = 0.6$, $\beta = 1.5$, $D_{12} = 0$, $D_{21} = 5$. Different colors indicate the emergence of stripes, spots, or mixed stripe/spot patterns.

$$k^2 = \frac{(\alpha \beta D_{21} - \frac{\alpha}{2} D_{11} - 2D_{12})}{2 \det(D)} \pm \sqrt{(\alpha \beta D_{21} - \frac{\alpha}{2} D_{11} - 2D_{12})^2 - 4 \det(D)}$$  \hspace{1cm} (15)

Roots will degenerate when condition the following condition holds:

$$(\alpha \beta D_{21} - \frac{\alpha}{2} D_{11} - 2D_{12})^2 = 4D_{11}D_{22}$$  \hspace{1cm} (16)

By plugging (16) in (15), the critical wave number is derived as
Fig. 4. Reverse mixed pattern when $D_{11} = 9$, $D_{12} = 0$, $D_{21} = 5$, $D_{22} = 6$, $\alpha = 0.6$, $\beta = 1.5$.

Fig. 5. Relationship between the pattern spatial frequency $k^2_c$ and the self-diffusion terms $D_{11}$ and $D_{22}$.

\[ k^2_c = \sqrt{\frac{\det(A)}{\det(D)}} \] (17)

Since the relationship between the wave number and the spatial wavelength is

\[ \Omega = \frac{2\pi}{k_c} \] (18)

it follows that

\[ \Omega = \frac{2\pi}{k_c} = \frac{2\pi}{\sqrt{\frac{\det(A)}{\det(D)}}} \] (19)

From Eqs. (17) and (19) it follows that patterns with different spatial wavelength may emerge by changing $D_{11}$ and $D_{22}$. In particular, by increasing the product $D_{11}D_{22}$, the wave number decreases as it shown in Fig. 5 where $k_c$ is mapped as a function of the self-diffusion coefficients. Patterns at different spatial frequency can be obtained by setting the parameters to $\alpha = 0.6$, $\beta = 1.5$, $D_{12} = 0$ and $D_{21} = 5$ and changing $D_{11}$ and $D_{22}$: for lower values of $D_{11}$ and $D_{22}$, higher wave numbers.

It can be noticed that for both the stripes (Figs. 6(a), 6(c)) and spots (Figs. 6(b), 6(d)) patterns, the spatial frequency decreases as $D_{11}D_{22}$ increases. It is important to remark that these values satisfy conditions (C.1)–(C.6).

5. Conclusions

The possibility to implement electronic devices able to reproduce complex spatio-temporal patterns is a well established result. This research aimed at reducing the complexity of the electronic device towards the simplest possible. Under this perspective, using a device incorporating a memristive element allowed us to reduce to only two components the topology of the basic unit.
Fig. 6. Turing patterns generated from a $100 \times 100$ MCNN on layer $x$ obtained (a–c) by fixing $D_{21} = 5$ and $D_{12} = 0$ and by varying $D_{11}$ and $D_{22}$. (a) $D_{11} = 4$ and $D_{22} = 2$, (b) $D_{11} = 2$ and $D_{22} = 9$, (c) $D_{11} = 8$ and $D_{22} = 5$, (d) $D_{11} = 6$ and $D_{22} = 8$. Other parameters as indicated in the text.

We focused on Turing patterns and on deriving the conditions to design the memristive device able to show their emergence. By means of numerical simulations, different types of patterns, including spots, stripes, mixed and reverse conditions, have been obtained. Furthermore, the analysis of the spatial wavelength of the emerging patterns has been performed with respect to the parameters of the diffusion process. Interestingly, the simplicity of the cell leads to a simplification of the diffusion coupling mechanism needed to obtain Turing patterns. With reference to the results presented in [6], in which both variables undergo a cross-diffusion coupling, here we have found that a single cross-diffusion is sufficient to satisfy Turing conditions. From a modeling point of view, this result may represent a fundamental insight since the occurrence of a single cross-diffusion is typical of real phenomena such as pattern formation in chemotaxis and social systems [5].

In the perspective of real implementations of memristor-based systems generating Turing patterns, the simplicity of the cell here studied seems a particularly important factor. Another potential advantage could derive from the characteristics of the recently introduced $\Phi-$ memristor [19], a simple device accounting for a direct flux-charge interaction composed by a conductor carrying a controlled amount of current located in proximity to a magnetic lump and, simultaneously, sensing the possibly induced voltage by the switched flux. In particular, with such devices, the possibility of obtaining diffusion among the fluxes of memristive elements as a direct consequence of having adjacent memristors in concentrated circuits [20] can be explored. However, it remains to be solved the limitation that, currently, $\Phi-$ memristors are passive components.
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