Estimation of Clinical Workload and Patient Activity using Deep Learning and Optical Flow
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Abstract—Contactless monitoring using thermal imaging has become increasingly proposed to monitor patient deterioration in hospital, most recently to detect fevers and infections during the COVID-19 pandemic. In this letter, we propose a novel method to estimate patient motion and observe clinical workload using a similar technical setup but combined with open source object detection algorithms (YOLOv4) and optical flow. Patient motion estimation was used to approximate patient agitation and sedation, while worker motion was used as a surrogate for caregiver workload. Performance was illustrated by comparing over 32000 frames from videos of patients recorded in an Intensive Care Unit, to clinical agitation scores recorded by clinical workers.

Index Terms—Clinical Workload, Patient Activity, Deep Learning, Optical Flow

I. Introduction

High caregiver workload has been implicated in an increased risk of burnout, potentially reducing workforce capacity and worsening patient outcomes \cite{1}. This has been made worse through higher demands associated with the COVID-19 pandemic \cite{2}. While many semi quantitative metrics have been suggested as ways of monitoring workload \cite{3}, the use of computer vision to directly monitor and quantify caregiver-patient interaction and task performance could potentially provide an objective measurement of caregiver workload.

While computer vision has been used previously to monitor wellbeing in animal studies \cite{4}, to our knowledge it has never been used to monitor staffing workload.

Multiple studies have used deep learning to monitor patients. For example, Anis et al. suggested the use of cameras to monitor facial expressions in patients for main and discomfort \cite{5}. Bedridden patient positions have been observed by using micro-doppler signatures \cite{6}. Respiratory rate and other vital signs have been monitored using thermal cameras coupled with deep learning by Lyra et al. \cite{7}. We propose the use of dense optical flow to estimate both patient motion, which can be correlated to a clinical sedation and agitation score, as well as caregiver motion and their proximity to the patient, which is used as a corollary to workload.

In this letter, we propose a method to automatically observe patient motion and physical interactions with healthcare workers using a single low resolution thermal camera that would maintain privacy. Our contributions include a) the use of a single low cost thermal camera sensor trained to recognize and monitor patient motion, caregiver workload and worker-patient interaction; b) A real world illustration of this method’s performance comparing existing clinical metrics with recorded videos.

II. Method

An overview of the proposed method is displayed in Fig. 1. A thermal camera was set up to continuously capture video from a clinical bedspace in a metropolitan Intensive Care Unit (ICU). Video frames were then sent to a server for preprocessing and storage. A deep learning model (e.g., YOLOv4 \cite{8}) was then employed to detect the bounding box locations of the patient and healthcare workers in the frame. The system then used the boxes to record interaction time between the healthcare workers and the patient, calculated by leveraging the overlap of these boxes. Specifically, interactions were counted when the box overlapping between patient and worker was larger than a defined threshold. Motion estimation of the patient was then simultaneously estimated by using dense optical flow \cite{9}.

A. Thermal camera

Thermographic footage was obtained with the Thermal Experts TE-Q1 narrow-angle camera at 384 x 288 resolution Cameras were connected to a Raspberry Pi 2 Model B (Cambridge, UK), streaming raw unprocessed files as Numpy arrays of temperature measurements to a portable storage device.

B. Data collection

Data was collected as part of a prospective observational single centre study in the ICU department of a major metropolitan hospital (Box Hill Hospital) in Melbourne between March 2019 and May 2020. Ethics approval was obtained from the Eastern Health Human Research Ethics Committee (LRR 033/2017) and conducted in accordance with the Declaration of Helsinki. Patients admitted into an Intensive Care Unit room with the thermal imaging camera installed were eligible. Informed consent was obtained from patients allowing thermal imaging recording, the usage of thermal data and access to their clinical record. Patients were recorded continuously throughout their stay.

The thermal imaging cameras were mounted on the ceiling of an ICU room 2.2m away from the patients at a 30 degree angle. The ICU room measures 5.2m x 4.2m x 27m. Room temperature in the ICU room is controlled to 22 degrees Celsius. Thermal images were 384x288 resolution, with each "pixel" containing a temperature...
Fig. 2: Patient observation model pipeline takes video frames. YOLOv4 performs object detection task. Patient and worker locations are then processed to do nursing and motion estimation.

reading in Celsius. Using OpenCV in python, the Numpy arrays were converted to JPEG with appropriate brightness and contrast adjustments applied to yield a black and white image.

C. Patient and worker observation model

A pipeline of the model is on Fig. 2.

The backbone module of the method was to leverage a trainable object detection model (e.g., YOLOv4 [8]) that determined the object locations on the video frame where certain patients and workers are present, as well as classifying those objects. In Fig. 2, video frames are first inputted into YOLOv4, which detected the locations of workers and patients. Based on the detection outputs, we further improved the accuracy of our patient observation estimations by eliminating extraneous information including the background and other room objects.

1) Object detection using YOLOv4

You Only Look Once (YOLO) is a deep neural network model used for real-time object detection. It significantly outperforms other object detection (e.g., R-CNN [11]) in terms of running time, which was necessary in our use case. YOLO has been further improved by adding batch normalization [12] and feature pyramid networks such as in YOLOv2 [13] and YOLOv3 [14]. In this paper, we exploited YOLOv4 [8], which applied CIoU loss [15] to achieve optimal speed and accuracy in object detection tasks.

Object detection in our framework can be understood as a function \( f(I) \). This function takes an input video frame \( I \), then generates bounding boxes and its class prediction as shown in Eq. 1.

\[
f(I) = \begin{cases} 
\text{patient}_1 & \text{bounding_box}_{location}, \\
\text{worker}_1 & \text{bounding_box}_{location}, \\
... & ...
\end{cases}
\]

where \( n, m \) and \( bounding\_box\_location \) is number of patients, number of workers, location of a detected object on input image respectively.

YOLOv4 [8] was trained and optimized to a 0.91 mAP performance (see the Experiments section for more details). It was then deployed to take an input video frame every second. It then separated locations of patients and workers with their class probabilities for next steps, shown in Fig. 2.

2) Nursing time and physical interaction estimation

**Nursing time** was defined as the total time that the patient admitted to the ICU was looked after by healthcare workers. Because the YOLOv4 generated predictions in a short interval time (e.g., one second in our framework), we were able to simply count the number of workers that appear in front of the thermal camera shown in Fig. 2 to quantify. Nursing time in seconds was calculated in Eq. 2.

\[
nursing\_time = \sum_t m_t, \quad (2)
\]

where \( t \) is one second.

**Physical interaction (PI)** between patient and worker was calculated to approximate caregiver workload. In our framework, we defined a physical interaction as when the union of worker and patient bounding boxes divided by patient bounding box was bigger than a threshold \( \tau \) as shown in Eq. [3] \( \tau \) was set at 0.1. Similar to nursing time, we counted the number of physical interactions for each output prediction from YOLOv4 [8] that was equivalent to one second in real-time.

\[
PI = \begin{cases} 
1 & \text{patient\_bounding\_box} \cup \text{worker\_bounding\_box} \\
0 & \text{otherwise}
\end{cases}
\]

where \( m_t \) is the number of workers that appear in front of the thermal camera shown in Fig. 2.

\[
\text{patient\_bounding\_box} \cup \text{worker\_bounding\_box} \geq \tau
\]

3) Patient motion estimation

Patient motion was defined as a scalar number which indicated movement intensity of patient at time \( t \) compared to patient’s location from the previous frame at \( t - dt \) by interval time \( dt \) in the video. Dense optical flow was used to estimate movement of objects between the two frames. The bounding box around the patient was denoted as an image \( I_{\text{patient}}(x, y, t - dt) \) with the \( x, y \) pixel location in two dimensions at time \( t - dt \). This image moves by distance \( dx, dy \) in the next frame at time \( t \). We can form:

\[
I_{\text{patient}}(x, y, t - dt) = I_{\text{patient}}(x + dx, y + dy, t) \quad (4)
\]

**Optical flow** [9] was used to estimate movement vectors \( flow(dx, dy) \) at every \( (x, y) \) pixel location shown in Fig. 5a. This was further refined \( flow(dx, dy) \) by subtracting physical interactions between the worker and patient shown in Fig. 5a. Motion at time \( t \) was computed by the mean and the standard deviation \( std \) of the flow magnitude \( ||flow|| \). Motion is then relaxed by adding the previous motion as shown in Eq. [5] in our framework, \( \alpha = 0.7 \) and \( dt = 1 \) second.

\[
motion = \alpha(\text{mean}(||flow||) + \text{std}(||flow||)) + (1 - \alpha)\text{motion}_{t-1} \quad (5)
\]

III. Experiments

In this section, the performance of our method is illustrated using various scenarios and metrics. YOLOv4 was individually evaluated using mean Average Precision (mAP) on 1000 human labeled test images. We then compared nursing time and physical interaction to ground-truth data (e.g., over 32k manually annotated video frames). We also show the correlation between our motion estimation and the Riker sedation-agitation score recorded by healthcare professionals during the patient stay.
Table 1: Mean Average Precision (mAP) on testing images.

|        | Patient | Worker |
|--------|---------|--------|
| mAP@0.5| 0.99    | 0.95   |
| mAP@0.7| 0.99    | 0.95   |
| mAP@0.9| 0.87    | 0.70   |
| Average| 0.95    | 0.87   | 0.91   |

### A. YOLOv4 evaluation

**Setup.** Optimal performance in our framework was achieved by training and evaluating YOLOv4 to maximize object detection \[6\].

A dataset was generated by randomly selecting 5000 images from arbitrary videos in the storage. Bounding box locations of patients and workers were then manually annotated using the Computer Vision Annotation Tool\[17\]. This dataset was then split to two 4000 images for training and 100 images for testing. YOLOv4 was implemented using Tensorflow\[4\]. YOLOv4 was trained using DarkNet53\[14\] feature extractor with Adam optimizer\[16\] on a Titan V GPU.

**Metric.** We evaluated performance of the object detection by using a well-known metric called mean Average Precision (mAP)\[17\]. mAP calculates mean class precisions by comparing the ground-truth bounding box to the detected box and its class prediction given an intersection over union (IoU) threshold. Specifically, given a threshold is equal to 0.5, an object is correctly predicted when classification is the same to class label and its detected box overlaps more than 50% (IoU=0.5) to the corresponding ground-truth. The higher mAP score (range from 0 to 1), the better performance is in the YOLOv4 detection.

**Result.** mAP was calculated with different IoU thresholds to test the YOLOv4. In Table 1 mAPs of more than 0.99 and 0.94 were achieved at 0.5 and 0.7 thresholds for patient and worker detection respectively. Overall mAP was approximately 0.91 for both patient and worker detection.

### B. Nursing time and physical interaction evaluation

**Setup.** Caregiver time and physical interaction estimation was derived from three videos from three different patients, randomly sampled from the storage archive. Each of the videos was three hours in length and recorded at different times of the day (video 1 from 7AM-11AM, video 2 from 1PM-4PM, video 3 from 10AM-1PM). Nursing time and physical interactions were manually labelled every second.

**Result.** The accuracy between the model prediction and human labelling between number of healthcare workers and physical interactions is shown in Table 2. In video 2, our framework achieved 0.98 and 0.979 accuracy on worker and physical interaction respectively. The average accuracy of the three videos was 0.956 and 0.98 for worker and interaction counting respectively.

The total nursing time derived from the model compared to human labelling is shown in Table 3. The proposed framework estimated nursing time with an error of approximately 5 minutes.

**Table 2: Accuracy of healthcare worker and physical interaction counting.**

| Video  | Worker counting | Physical interaction counting |
|--------|-----------------|-----------------------------|
| Video 1| 0.91            | 0.98                        |
| Video 2| 0.98            | 0.979                       |
| Video 3| 0.978           | 0.982                       |
| Average| 0.956           | 0.98                        |

**Table 3: Nursing time comparison.**

| Video  | Predicted nursing time | Label nursing time | Error time |
|--------|------------------------|--------------------|------------|
| Video 1| 57m25s                 | 52m10s             | 5m15s      |
| Video 2| 1h28m13s               | 1h30m23s           | 2m10s      |
| Video 3| 1h00m21s               | 1h05m29s           | 5m29s      |

### IV. Conclusion

By utilizing object detection and analyzing motion, the amount of time caregivers spend interacting with patients could be quantified and potentially allow healthcare managers to efficiently roster staff and minimize overwork, potentially reducing staff burnout. Further, this same technique could be employed to monitor the overall comfort and progress of patients.

In this letter, we propose a novel method to monitor both patient motion and caregiver workload using a single thermal camera. Our method demonstrates accurate detection of both patients and caregivers as well as the ability to estimate motion, caregiver time and physical interaction. We believe this method could potentially help better quantify caregiver workload and patient agitation in a healthcare setting without compromising patient and staff privacy. Future
Table 4: Physical interaction time comparison.

|                     | Predicted interaction time | Label interaction time | Error time |
|---------------------|---------------------------|------------------------|------------|
| Video 1             | 13m38s                    | 14m10s                 | 32s        |
| Video 2             | 38m12s                    | 39m20s                 | 1m8s       |
| Video 3             | 33m33s                    | 34m48s                 | 1m15s      |

Fig. 4: Comparison between model’s prediction and ground-truth over three hours. First row: number of workers Second row: number of physical interactions.

Fig. 5: Mean of predicted motion at different Riker scores.

Fig. 6: First row: Motion over time. Second row: Correlation between mean of motion and Riker score.

directions could potentially further improve method performance by fine-tuning YOLOv4 object detection and dense optical flow.
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