Initial boundary value problem for 1D scalar balance laws with strictly convex flux
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Abstract. A Lax-Oleinik type explicit formula for 1D scalar balance laws has been recently obtained for the pure initial value problem by Adimurthi et al. in [1]. In this article, by introducing a suitable boundary functional, we establish a Lax-Oleinik type formula for the initial-boundary value problem. For the pure initial value problem, the solution for the corresponding Hamilton-Jacobi equation turns out to be the minimizer of a functional on the set of curves known as $h$-curves. In the present situation, part of the $h$-curve joining any two points in the quarter plane may cross the boundary $x = 0$. This phenomenon breaks the simplicity of the minimization process through the boundary functional compared to the case of conservation laws. Moreover, this complicates the verification of the boundary condition in the sense of Bardos, le Roux, and Nédélec [2]. To verify the boundary condition, the boundary points are classified into three types depending on the structure of the minimizers at those points. Finally, by introducing characteristic triangles, we construct generalized characteristics and show that the explicit solution is entropy admissible.
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1. Introduction and main results

In this article, we are interested in studying the initial boundary value problem for the scalar balance laws in one space dimension. We consider the balance law

$$u_t + f(u)_x = \alpha(t)u, \quad x > 0, \quad t > 0,$$

(1.1)
adjoined with the initial and boundary data

\[ u(x, 0) = u_0(x), \quad u(0, t) = u_b(t), \]

where \( u_0 \in L^\infty([0, \infty)) \) and \( u_b \in BV([0, \infty)) \). Moreover, we set the following assumptions on the flux \( f \) and source term \( \alpha \) in (1.1):

\[ f : \mathbb{R} \to \mathbb{R} \text{ is a } C^2 \text{ strictly convex function with superlinear growth, i.e., } \lim_{|u| \to \infty} \frac{f(u)}{|u|} = \infty \text{ and } \alpha \in L^\infty([0, \infty); \mathbb{R}). \]

Prior to discussing the theoretical developments, let us mention that from an application viewpoint, the population dynamics [3], fluid flow in a vessel [4], as well as bacterial culture development in an ongoing process of fermentation [5] have been successfully studied using the balance law (1.1).

When \( \alpha = 0 \), the equation (1.1) becomes a scalar conservation law and the corresponding Cauchy problem has been extensively studied in one and higher space dimensions (see [6–8] and references cited therein). One of the important aspects of their study is to obtain an explicit representation of solutions to the scalar conservation laws. The work of Hopf [9] is the first significant result in this direction. He considered the initial value problem for the Burgers’ equation (set \( f(u) = u^2/2 \) and \( \alpha(t) = 0 \) in (1.1)) in one space dimension and obtained an explicit formula via vanishing viscosity method. In a subsequent work [10], Lax generalized this result and obtained the explicit representation of solutions for any strictly convex flux \( f \) with superlinear growth by introducing a variational principle. Joseph, in his work [11] first considered the Burgers’ equation in the quarter plane, and obtained the explicit formula by introducing a new boundary functional and utilizing the vanishing viscosity method. In [12], Joseph and Gowda extended the prior result and studied the initial boundary value problem for the scalar conservation laws (set \( \alpha = 0 \) in (1.1)) in the framework of Lax. It is shown that the explicit representation of solutions to the initial boundary value problem depends on the minimization of two kinds of functionals-initial and boundary functionals and the relation between them at the boundary. Recently, Adimurthi et al. [1] extended the results of Lax [10] and derived the Lax-Olešik formula to the initial value problem for the scalar balance laws (1.1). In this current contribution, we address the question concerning the explicit representation of solutions to the initial boundary value problem associated with (1.1). Although, in our case, we broadly follow the path of [12], a large amount of new and different strategies are required to employ the variational approach. One of the primary reasons for these difficulties is that we have less control over the behaviour of the characteristic curves in the quarter plane which happen to be straight lines in the \( \alpha = 0 \) case. We will describe this phenomenon in detail in the subsequent sections.

For the initial boundary value problem, one of the key issues is to define the correct notion of boundary condition as the solution may not satisfy the boundary data in the strong sense at the boundary. We show that the derived explicit formula for the solution satisfies the initial condition in the strong sense and a weak form of boundary condition in the sense of Bardos- le Roux- Nédélec [2]. Let \( u_b(t) \) be a boundary data given in (1.2), then the weak form of boundary condition in the sense of Bardos- le Roux- Nédélec for the solution \( u(x, t) \) is the following:

\[ \sup_{k \in I(u(0+, t), u_b(t))} Sgn \left[ (u(0+, t) - k)(f(u(0+, t)) - f(k)) \right] = 0, \text{ for almost every } t > 0, \]

where

\[ I(u(0+, t), u_b(t)) = \left[ \min\{u(0+, t), u_b(t)\}, \max\{u(0+, t), u_b(t)\} \right]. \]

For strictly convex \( f \), the above condition can be simplified (see [13]) to an equivalent form,

\[ \begin{cases} \text{either } u(0+, t) = \bar{u}_b(t), \\ \text{or } f'(u(0+, t)) \leq 0 \text{ and } f(u(0+, t)) \geq f(\bar{u}_b(t)). \end{cases} \]

Here \( \bar{u}_b(t) = \max\{u_b(t), \lambda_f\} \), where \( \lambda_f \) is the point where \( f' \) changes its sign.
Remark 1.1. Note that Bardos et al. [2] derived the weak form of boundary condition by considering a general quasi-linear hyperbolic equation in a bounded domain $\Omega \times [0, T]$, where $\Omega \subset \mathbb{R}^d$ with a piecewise regular boundary. The above mentioned form of the boundary condition (1.3) is suitably reformulated by LeFloch [13] (also see [14] for two boundaries) to establish the existence and uniqueness of scalar conservation laws with strictly convex flux in the quarter plane.

In the subsequent subsection, we provide a concise overview of prior research endeavours that have examined balance laws.

1.1. Background of balance laws. The general form of a Cauchy problem of 1D scalar balance laws reads

$$ u_t + f(u)_x = g(x, t, u), \quad (1.4) $$

$$ u(x, 0) = u_0(x). $$

Dafermos [15] studied the structure of the solution of the above Cauchy problem for more general flux with source field, where $f \in C^2, f_{uu} > 0, g \in C^1$ and also $f, g$ depends on time and space variables. However, in [15] the construction procedure of the solution was not discussed. The main tool for studying the structure of the solution is to study the generalized characteristics associated with the corresponding solution. The author deals with a solution $u(x, t)$ which is in the class of $BV_{loc}$ on $\mathbb{R} \times [0, \infty)$ and $u(\cdot, t)$ has locally bounded variation in $x$ on $\mathbb{R}$ for any fixed time $t \in [0, \infty)$. Regarding the well-posedness theory for the initial boundary value problem, we refer to the work of Colombo and Rosini [16] who considered the system of equations of type (1.4) in a domain $\Omega = \{(x, t) \in \mathbb{R}^2 \mid x \geq \psi(t) \text{ and } t \geq t_0\}$ for $t_0 \in \mathbb{R}$ and $\psi \in C^0([t, \infty), \mathbb{R})$ and also see [17, 18] for the system of balance laws with non-characteristic boundary. Moreover, in [19] Colombo and Rossi established the well-posedness theory for a more general version of (1.4) in the multidimensional bounded domain $\Omega$ with non-zero boundary data $u_b \in (BV \cap L^\infty) (\Omega \times [0, T], \mathbb{R})$ via obtaining rigorous TV bounds on the solution. Recently, in [20], the authors showed that the solution of (1.4) with the source depending only on $(x, t)$ and having integral bound can behave wildly and some conjectures on the regularity of solutions are posed.

Another physically important equation is the balance laws with a moving source, for instance,

$$ u_t + f(u)_x = C(x)h(u). $$

The existence theory for the above equation via the vanishing viscosity method has been studied by Dias and LeFloch in [21] and considering different appropriate conditions on the source field $C(x)h(u)$, the large time behavior of the solution has been studied by Liu [22]. There are many pieces of literature where the large-time behavior has been extensively studied, possibly for the general source term $g(x, t, u)$. Depending on the choice of method, suitable conditions on the flux and the source are taken in different situations, for some of the works we refer to [23–33] and the references therein. We emphasize that the works mentioned above did not consider the construction of explicit formulas. Even when the source depends only on $(x, t)$ (but not on the unknown), the question is not well settled.

In the case of balance laws, because of the wild behavior of the characteristics, getting the Lax-Oleěnik type representation for the solution is not always possible for a large class of balance laws. On the other hand, the balance laws are mathematically significant as the balance term breaks the symmetry of the equation. Therefore, it is challenging to obtain a rarefaction solution in contrast to the case of conservation law (zero balance term). In the most basic example of (1.1), our goal is to investigate the potential of establishing a Lax-Oleěnik type formula for the initial-boundary value problem. In the following subsection, we describe the main contributions of this paper in detail.

1.2. Main results. As mentioned earlier, several authors studied the scalar balance laws from the perspective of the structure of the solution, asymptotic behaviour etc. However, even for the initial value problem, the explicit construction of a solution was unavailable. Adimurthi et al.[1] first
studied the Lax-Olešik type formula for the pure initial value problem. In this paper, we extend the previous results of [1] to the initial boundary value problem. The balance laws \((1.1)\) can be rephrased as
\[ w_t + e^{-\beta(t)} f \left( e^{\beta(t)} w \right)_x = 0, \] (1.5)
where \( w = e^{-\beta(t)} u \) and \( \beta(t) = \int_0^t \alpha(\theta) d\theta \). Furthermore, the counterpart of the conservation laws \((1.5)\) is the Hamilton-Jacobi equation
\[ W_t + e^{-\beta(t)} f \left( e^{\beta(t)} W_x \right) = 0, \]
adjointed with the following initial and boundary data:
\[ W(x, 0) = \int_0^x u_0(y) dy, \quad W_x(0, t) = e^{\beta(t)} u_0(t). \]
Now motivated by the works of Joseph and Gowda [11, 12], for any Lipschitz continuous path \( \gamma : [0, t] \rightarrow [0, \infty) \) with \( \gamma(t) = x \), we introduce the following functional,
\[ J(\gamma, x, t) = \int_{\{\gamma(\theta)\neq 0\}} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta)=0\}} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma(0), 0). \] (1.6)
The above functional \((1.6)\) will be minimized over all such Lipschitz curves, although the minimizing curve might not be unique. Moreover, the minimizing curves have specific geometric structures and will be known as the characteristics.

In the case of pure initial value problem [1], the characteristic curves turn out to be \( h\)-curves, and in general, they are not straight lines. Below, let us give the definition \( h\)-curves suitable adapted to the quarter plane.

**Definition 1.1 (h-curves).** Given any two points \((x_1, t_1)\) and \((x_2, t_2)\) in \([0, \infty) \times [0, \infty)\) with \(0 \leq t_2 < t_1\), the curve \(X(t)\) with \(X(t_1) = x_1\) and \(X(t_2) = x_2\) is called a \( h\)-curves if there exists a unique \(y_0 \in \mathbb{R}\) such that following relation holds,
\[ \dot{X}(t) = f' \left( y_0 e^{\beta(t)} \right). \]
Moreover, for \(x_2 = 0\), we denote the unique point \(y_0\) as \( h(x_1, t_1, t_2) \) and for \(t_2 = 0\), we denote the unique point \(y_0\) as \( h(x_1 - x_2, t_1) \).

In the case of the initial boundary value problem, \( h\)-curves joining any two points of the quarter plane can cross the boundary and go beyond the prescribed domain (see Example 1.1). Therefore such curves are not allowed to be a part of the minimization process and this complicates the structure of characteristics (see Example 2.1). To be more precise, characteristics may oscillate along the boundary (which is \( t\)-axis) and meet the boundary at countably many points. This phenomenon is completely different from the homogeneous case \( \alpha(t) = 0 \) in which Joseph and Gowda [12] showed that the characteristic curve is at most of three pieces of line segments. Unlike them, in this scenario, characteristic curves obtained via minimization may consist of countably many pieces of \( h\)-curves, and this leads to new difficulties in utilizing the variational approach.

As stated above, **\( h\)-curves** joining any two points can leave the quarter plane. Therefore, we introduce two sets \( H_A(x, t) \) and \( H_B(x, t) \) as follows:
\[
H_A(x, t) = \left\{ y \mid y + \int_0^\tau f' \left( h(x - y, t)e^{\beta(\theta)} \right) d\theta \geq 0, \text{ for fix } (x, t) \text{ and } 0 \leq \tau \leq t \right\},
\]
\[
H_B(x, t) = \left\{ \tau \mid \int_0^s f' \left( h(x, t, \tau)e^{\beta(\theta)} \right) d\theta \geq 0, \text{ for fix } (x, t) \text{ and } 0 \leq \tau \leq s \leq t \right\}.
\]
Now following [12], we introduce the initial functional $A(y, x, t)$ as,

$$A(y, x, t) = \int_0^t e^{-\beta(\theta)} f^* \left( f' \left( h(x - y, t)e^{\beta(\theta)} \right) \right) d\theta + W(0, \tau),$$  \hspace{0.5cm} (1.7)

for $y \in H_A(x, t)$, and boundary functional $B(\tau, x, t)$ as,

$$B(\tau, x, t) = \int_\tau^t e^{-\beta(\theta)} f^* \left( f' \left( h(x, t, \tau)e^{\beta(\theta)} \right) \right) d\theta + W(0, \tau),$$  \hspace{0.5cm} (1.8)

for $\tau \in H_B(x, t)$. Here $f^*$ is the convex dual of $f$ defined as $f^*(u) = \max_{v \in \mathbb{R}} \{uv - f(v)\}$, and

$$W(0, \tau) := \inf_{\gamma} \int_{\gamma(\theta) \neq 0} f^* (\gamma(\theta)) e^{-\beta(\theta)} - \int_{\gamma(\theta) = 0} f(\bar{u}_0(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma(0), 0).$$

Minimization in the above functional is taken over all Lipschitz paths in the quarter plane joining $(0, \tau)$ to $(\gamma(0), 0)$ such that $\gamma(\tau) = 0$.

Also, for a given $(x, t)$, $y_*(x, t)$ and $y^*(x, t)$ is the leftmost and rightmost points on the $x$-axis from the set $H_A(x, t)$ such that

$$A(x, t) = \min_{y \in H_A(x, t)} A(y, x, t) = A(y_*(x, t), x, t) = A(y^*(x, t), x, t)$$  \hspace{0.5cm} (1.9)

and $\tau_*(x, t)$ and $\tau^*(x, t)$ is the lowermost and uppermost points on the $t$-axis from the set $H_B(x, t)$ such that

$$B(x, t) = \min_{\tau \in H_B(x, t)} B(\tau, x, t) = B(\tau^*(x, t), x, t) = B(\tau_*(x, t), x, t).$$  \hspace{0.5cm} (1.10)

Note that the superlinear growth of $f^*$ followed by an application of Jensen’s inequality gives the existence of the above minimization, and the minimizer lies in a compact interval for any fixed $(x, t)$. Therefore $y_*(x, t), \tau_*(x, t)$ are well defined. This implies that $h(x - y_*(x, t), t)$ and $h(x, t, \tau_*(x, t))$ are also well defined. Proof of these facts is available in Lemma 2.6 and Lemma 2.2, respectively.

Now, we are ready to state the main results. Before that, let us quickly recall the solution concept for balance laws and introduce the necessary definitions. It is well known that the solution of balance laws may develop discontinuity after a finite time even if the initial data is smooth. Therefore, the solution is always considered in the weak sense. The weak formulation to (1.1) is the following:

**Definition 1.2 (Weak solution)**. A function $t \mapsto u(x, t) \in C \left([0, T]; L^1_{\text{loc}}(0, \infty)\right)$ is said to be a weak solution to (1.1) if the following integral identity

$$\int_0^\infty \int_0^\infty u \varphi_t + f(u) \varphi_x - \alpha(t) u \varphi \cdot dx dt + \int_0^\infty u_0(x) \varphi(x, 0) \cdot dx = 0$$

holds for all $\varphi \in C^\infty_c((0, \infty) \times [0, \infty))$ and $u(\cdot, t) \in BV(\mathbb{R}^+, \mathbb{R})$ for any fixed $t > 0$, and satisfies (1.3).

Next, we define the controlled curves.

**Definition 1.3 (Controlled curves)**. Let $x \in [0, \infty)$ and $0 \leq s \leq t$, we then define the set of controlled curves to be

\[ \Gamma(x, t, s) := \left\{ \gamma : [s, t] \rightarrow [0, \infty), \gamma(t) = x \text{ and } \gamma \text{ is a Lipschitz function} \right\}, \]

\[ \Gamma(x, t) := \Gamma(x, t, 0). \]

Using the functional $J(\gamma, x, t)$ defined in (1.6), for any $0 \leq s \leq t$ we define

$$J(\gamma, x, t, s) := \int_{\{\gamma(\theta) \neq 0\}} f^* (\gamma(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta) = 0\}} f(\bar{u}_0(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma(s), s).$$

Now the value functions are defined as
**Definition 1.4 (Value function).** Let $x \in [0, \infty)$ and $0 \leq s < t$. We define the value functions by
\[
W(x, t) = \inf_{\gamma \in \Gamma(x, t)} J(\gamma, x, t),
\]
\[
W(x, t, s) = \inf_{\gamma \in \Gamma(x, t, s)} J(\gamma, x, t, s).
\]

One of the main results of this article is stated below.

**Theorem 1.1 (Explicit representation of solution).** The value function $W(x, t)$ in Definition 1.4 is a locally Lipschitz continuous function in $(0, \infty) \times (0, \infty)$ and the explicit formula of its partial derivative $W_x = w$, defined almost everywhere is given by
\[
w(x, t) = \begin{cases} h(x - y_+(x, t), t) & \text{if } A(x, t) \leq B(x, t), \\ h(x, t, \tau_+(x, t)) & \text{if } A(x, t) > B(x, t), \end{cases}
\]
where $\beta(t) = \int_0^t \alpha(\theta)d\theta$ and $A(x, t), B(x, t)$ are given by (1.9)-(1.10). Furthermore, $u(x, t) = e^{\beta(t)}w(x, t)$ satisfies (1.1)-(1.2) in the sense of Definition 1.2.

One of the crucial tasks in the above theorem is to prove that the constructed solution satisfies the boundary condition (1.3). Due to the structure of the characteristic curves, the minimizer $\tau(x, t) \not\rightarrow t$ always as $x \rightarrow 0^+$, and therefore the proof of boundary condition is also not direct. We settle this issue by introducing a classification of boundary points depending upon the structure of characteristics and using the dynamic programming principle repeatedly at suitable time slices.

Next, we describe the solution by constructing the generalized characteristic. For that purpose, we need to introduce different types of characteristics triangles with an apex $(x, t), x \geq 0, t > 0$, depending on the different cases $A(x, t) < B(x, t), A(x, t) > B(x, t)$ or $A(x, t) = B(x, t)$. More precisely, we construct a curve $x(t)$ such that $\dot{x}(t) = f'(u(x(t), t))$. In fact, we prove the following:

**Theorem 1.2 (Generalized characteristics).** Let $t_1 > 0$ be fixed. Then for each $(x_1, t_1)$, there exists a unique Lipschitz continuous curve $x = x(t)$ with $x(t_1) = x_1$ such that the characteristic triangles associated with each point on the curve forms an increasing family of triangles and we have $u(x, t) = f^{-1}(\dot{x}(t))$ almost everywhere in $\mathbb{R}^2$.

A more rigorous statement is presented in the Theorem 3.1 on Section 3, which says that the solution would satisfy the Rankine-Hugoniot condition along the discontinuity curve. The construction of such generalized characteristics may be useful while studying the structure of the solution to the initial boundary value problem for (1.1) and balance laws with discontinuous flux, which will be our next goal of research.

Now we address the issue of the uniqueness of the entropy solution. Lax entropy admissibility of the explicit solution presented in the Theorem 1.1 is shown in Theorem 3.2. Following the same proof as in the homogeneous case $(\alpha = 0)$, one can easily obtain that if $u(x, t)$ is a weak solution in the sense of Definition 1.2 satisfying Lax entropy condition and is piecewise smooth, then it satisfies the Kruzkov’s entropy inequality. Hence $u$ is the unique entropy solution that is given by the vanishing viscosity method (see [2, page 1028]).

**Theorem 1.3 (Uniqueness of entropy solution).** Let $u, v \in L^\infty \cap BV_{loc}$ are two solutions to (1.1)-(1.2) in the sense of Definition 1.2 with the initial and boundary datum $u_0 \in L^1([0, \infty)) \cap L^\infty([0, \infty)), u_0 \in BV([0, \infty))$ respectively and satisfies the Lax entropy condition (3.13). Moreover, assume that $u, v$ are $C^1$ except a discrete set of Lipschitz curves, then $u \equiv v$.

We finish this section with an example showing that minimization can not be taken over all $h$-curves joining any point $(x, t)$ and $(y, 0)$ for balance laws, as the $h$-curve joining these points may leave the domain-the quarter plane.
Example 1.1. Consider the balance law
\[
\begin{cases}
  u_t + \left(\frac{(u-60)^2}{2}\right)_x = \left(\frac{12t^2-60t+70}{4t^2-30t+70+10}\right)u, \\
  u_0(x) = 10, \text{ and } u_b \text{ is any bounded measurable function.}
\end{cases}
\]
The \textit{h-curve} \(X(t)\) joining (24,5) and (0,24) satisfies
\[
X'(t) = 10e^{\beta(t)} - 60, \quad X(0) = 24, \quad X(5) = 24
\] (1.12)
where
\[
\beta(t) = \int_0^t \frac{12\theta^2 - 60\theta + 70}{4\theta^3 - 30\theta^2 + 70\theta + 10} d\theta.
\]
Then one can solve the above equation (1.12) to get
\[
X(t) = (t-1)(t-2)(t-3)(t-4).
\]
This crosses the \(t\)-axis four times, and parts of the curve lie outside the quarter plane. It is easy to see that \(\alpha(t)\) is bounded as \(t \to 0\) and \(t \to \infty\). Moreover the roots of the denominator are either negative or complex. Hence \(\alpha \in L^\infty([0,\infty), \mathbb{R})\).

1.3. Organization of the paper. The rest of the article is organized as follows. In Section 2, we prove Theorem 1.1 via a variational approach and discuss the boundary conditions. In Section 3, we construct generalized characteristics (Theorem 1.2) and show that the solution for the initial-boundary value problem is entropy admissible in the sense of Lax. Finally, using this and the boundary condition (1.3), we conclude Theorem 1.3.

2. The explicit formula

This section aims to prove Theorem 1.1. The proof of Theorem 1.1 needs several preparatory lemmas.

We denote the quarter plane as \(Q\), i.e., \(Q = [0,\infty) \times [0,\infty)\). Below, we prove the dynamic programming principle which is the first result towards proving Theorem 1.1.

Lemma 2.1 (Dynamic programming principle). Let \((x,t) \in Q\). Then the value function \(W(x,t)\) satisfies the dynamic programming principle, i.e., for any \(0 \leq s \leq t\), we have
\[
W(x,t) = W(x,t,s).
\]

Proof. First, we prove that \(W(x,t) \geq W(x,t,s)\). Let \(\gamma : [0,t] \to [0,\infty)\) be any Lipschitz continuous curve satisfying \(\gamma(t) = x\). Then we have
\[
J(\gamma, x, t) = \int_{\{\gamma(\theta) \neq 0\} \cap [s,t]} f^*(\gamma(\theta))e^{-\beta(\theta)}d\theta - \int_{\{\gamma(\theta) = 0\} \cap [s,t]} f(\bar{u}_b(\theta))e^{-\beta(\theta)}d\theta
\]
\[
+ \int_{\{\gamma(\theta) \neq 0\} \cap [0,s]} f^*(\gamma(\theta))e^{-\beta(\theta)}d\theta - \int_{\{\gamma(\theta) = 0\} \cap [0,s]} f(\bar{u}_b(\theta))e^{-\beta(\theta)}d\theta + W_0(\gamma(0))
\]
\[
\geq \int_{\{\gamma(\theta) \neq 0\} \cap [s,t]} f^*(\gamma(\theta))e^{-\beta(\theta)}d\theta - \int_{\{\gamma(\theta) = 0\} \cap [s,t]} f(\bar{u}_b(\theta))e^{-\beta(\theta)}d\theta + W(\gamma(s), s).
\]
Therefore
\[
J(\gamma, x, t) \geq \inf_{\gamma \in \Gamma(x,t,s)} \int_{\{\gamma(\theta) \neq 0\}} f^*(\gamma(\theta))e^{-\beta(\theta)}d\theta - \int_{\{\gamma(\theta) = 0\}} f(\bar{u}_b(\theta))e^{-\beta(\theta)}d\theta + W(\gamma(s), s).
\]
Taking infimum over all \(\gamma \in \Gamma(x,t)\), we obtain
\[
W(x,t) \geq W(x,t,s).
\] (2.1)
To establish the reverse inequality, let us recall from (1.11):

\[ W(x,t,s) = \inf_{\gamma \in \Gamma(x,t,s)} \int_{\{ (\gamma(\theta)) \neq 0 \}} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{ (\gamma(\theta)) = 0 \}} f(\dot{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma(s), s). \]

Now for any \( \varepsilon > 0 \) there exists a \( \gamma_\varepsilon \in \Gamma(x, t, s) \) such that

\[ \int_{\{ (\gamma_\varepsilon(\theta)) \neq 0 \}} f^*(\dot{\gamma}_\varepsilon(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{ (\gamma_\varepsilon(\theta)) = 0 \}} f(\dot{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma_\varepsilon(s), s) \leq W(x, t, s) + \varepsilon. \]

Again for \( \varepsilon' > 0 \) there exists a \( \gamma_{\varepsilon'} \in \Gamma(\gamma_\varepsilon(s), s) \) such that

\[ \int_{\{ (\gamma_{\varepsilon'}(\theta)) \neq 0 \}} f^*(\dot{\gamma}_{\varepsilon'}(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{ (\gamma_{\varepsilon'}(\theta)) = 0 \}} f(\dot{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W(\gamma_{\varepsilon'}(0), 0) \leq W(\gamma_\varepsilon(s), s) + \varepsilon'. \]

Let us define the curve

\[ \tilde{\gamma}(\theta) = \begin{cases} \gamma_{\varepsilon'}(\theta) & \text{if } \theta \in [0, s], \\ \gamma_\varepsilon(\theta) & \text{if } \theta \in [s, t]. \end{cases} \]

Combining the above equations (2.2) and (2.3), we get

\[ J(\tilde{\gamma}, x, t) \leq W(x, t, s) + \varepsilon + \varepsilon'. \]

Since \( \varepsilon \) and \( \varepsilon' \) are arbitrary positive numbers, we get

\[ W(x, t) \leq W(x, t, s). \] (2.4)

The inequalities (2.1) and (2.4) complete the proof of the dynamic programming principle. \( \square \)

Despite the fact that the proof is simple, the following lemma is crucial for characterising the minimizers of \( J(\gamma, x, t) \).

**Lemma 2.2 (Minimization via h-curve).** Let \( S_L \) be the set of all Lipschitz continuous curves in \( Q \) joining \( (x_1, t_1) \) to \( (x_2, t_2) \) with \( t_1 < t_2 \), i.e.,

\[ S_L := \left\{ \gamma \mid \gamma : [t_1, t_2] \to [0, \infty) \text{ is a Lipschitz function with } \gamma(t_1) = x_1 \text{ and } \gamma(t_2) = x_2 \right\}, \]

then we have a unique \( X \in S_L \) such that

\[ \inf_{\gamma \in S_L} \int_{t_1}^{t_2} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta = \int_{t_1}^{t_2} f^*(\dot{X}(\theta)) e^{-\beta(\theta)} d\theta, \] (2.5)

where \( X(t) \) satisfies

\[ \dot{X}(t) = f'(y_0 e^{\beta(t)}) \]

for a unique \( y_0 \in \mathbb{R} \). In other words, \( X(t) \) is a h-curve.

**Proof.** To establish the existence of such curve \( X \), we consider the function \( \Phi : \mathbb{R} \to \mathbb{R} \) defined as

\[ \Phi(z) := x_1 + \int_{t_1}^{t_2} f'(z e^{\beta(\theta)}) d\theta. \]

Since \( f \) has superlinear growth, as \( z \to \pm \infty \), we have \( \Phi(z) \to \pm \infty \). On the other hand, since \( f' \) is increasing, using the intermediate value theorem, we get a unique \( y_0 \in \mathbb{R} \) such that \( \Phi(y_0) = x_2 \). Now setting

\[ X(s) = x_1 + \int_{t_1}^{s} f'(y_0 e^{\beta(\theta)}) d\theta \text{ for all } s \in [t_1, t_2], \]

we obtain the desired curve.
Next to show (2.5), we use the convexity of $f^*$, i.e.,
\[ f^*(x) \geq f^*(y) + f''(y)(x-y). \]  
(2.6)
Let $\gamma \in S_L$. Setting $x = \hat{\gamma}(\theta)$ and $y = \hat{X}(\theta)$ in (2.6) and integrating over the interval $[t_1, t_2]$, we get
\[ \int_{t_1}^{t_2} e^{-\beta(\theta)} f^*(\hat{\gamma}(\theta)) d\theta \geq \int_{t_1}^{t_2} e^{-\beta(\theta)} f^* \left( f'(y_0 e^{\beta(\theta)}) \right) d\theta + \int_{t_1}^{t_2} y_0 (\hat{\gamma}(\theta) - \hat{X}(\theta)) d\theta, \]
(2.7)
where we used the identity $f''(\cdot) = (f')^{-1}(\cdot)$. Now (2.5) follows from the fact that
\[ \int_{t_1}^{t_2} y_0 (\hat{\gamma}(\theta) - \hat{X}(\theta)) d\theta = 0. \]
To prove the uniqueness of the minimizer, we observe that if any curve $\gamma$ is different from $X$, then
\[ \mu \left( \left\{ \theta \mid \hat{\gamma}(\theta) \neq \hat{X}(\theta) \right\} \right) > 0 \]
where $\mu$ denotes the Lebesgue measure. This implies the inequality (2.6) is strict in a set of positive measures, thereby making the inequality (2.7) strict. Therefore the minimizer $X$ is unique.

The next lemma associates the value function $W(x, t)$ with $A(x, t)$ and $B(x, t)$ given in (1.9)-(1.10).

**Lemma 2.3.** Let $x > 0, t > 0$ be fixed. Then the value function $W(x, t)$ can be represented as
\[ W(x, t) = \min \{ A(x, t), B(x, t) \} \]
where $A(x, t)$ and $B(x, t)$ are given by (1.9) and (1.10) respectively.

**Proof.** Let $\gamma : [0, t] \to [0, \infty)$ is a Lipschitz continuous curve joining $(x, t)$ to $(y, 0)$ with Lipschitz constant $M_0$. We consider the following two cases.
**Case 1.** Let $\gamma(\tau_0) = 0$ for some $\tau_0 \in [0, t]$ and $\gamma(\theta) > 0$ for all $\theta \in (\tau_0, t]$. In this case we will show that $B(x, t) \leq J(\gamma, x, t)$. This will be proved in the following three steps.
**Step 1:** We show that the $h$-curve joining the nearby points $(x_1, t_1)$ and $(x_2, t_2)$ (with $x_i, t_i > 0$ for $i = 1, 2$) lying on $\gamma$ completely stays in the interior of $Q$. Let
\[ X(s) = x_1 + \int_{t_1}^{s} f'(y_0 e^{\beta(\theta)}) d\theta \]
for all $s \in [t_1, t_2]$ is a $h$-curve joining $(x_1, t_1)$ and $(x_2, t_2)$. Then for $y_0 \geq 0$ (resp. $y_0 \leq 0$), we have
\[ \left( f' \right)^{-1} \left( \frac{x_2 - x_1}{t_2 - t_1} \right) \leq y_0 \leq \left( f' \right)^{-1} \left( \frac{x_1 - x_2}{t_2 - t_1} \right). \]
This implies
\[ |y_0| \leq \max_{e^{\beta(\theta)} \in [t_1, t_2] \beta(\theta)} \left( f' \right)^{-1} \left( \frac{x_2 - x_1}{t_2 - t_1} \right) \min_{e^{\beta(\theta)} \in [t_1, t_2] \beta(\theta)} \left( f' \right)^{-1} \left( \frac{x_1 - x_2}{t_2 - t_1} \right), \]
(2.8)
where $\left| \frac{x_2 - x_1}{t_2 - t_1} \right| \leq M_0$ and we conclude that
\[ x_2 - x_1 = \int_{t_1}^{t_2} f'(y_0 e^{\beta(\theta)}) d\theta \to 0 \text{ as } t_1 \to t_2. \]
Therefore if $(x_1, t_1)$ and $(x_2, t_2)$ are nearby points on $\gamma$, the $h$-curve joining these two points completely lies inside the quarter plane.
Step 2: Let $X_\tau$ be the $h$-curve joining the points $(x, t)$ to $(\gamma(\tau), \tau)$, i.e.,

$$X_\tau(s) = \gamma(\tau) + \int_{\tau}^{s} f'(y_0(\tau)e^{\beta(\theta)}) \, d\theta, \quad \tau \leq s \leq t.$$  

We claim that $y_0$ is a continuous function. Indeed, from the step 1, we have that $y_0(\tau)$ is bounded and also, we note that

$$x - \gamma(\tau) = \int_{\tau}^{t} \left( f'(y_0(\tau)e^{\beta(\theta)}) \right) \, d\theta. \quad (2.9)$$

Let us assume that for any sequence $\tau_n \to \tau$, there exists a subsequence $\tau_{n_k}$ such that $y_0(\tau_{n_k}) \to \alpha$. Now passing to the limit in (2.9), we obtain

$$x - \gamma(\bar{\tau}) = \int_{\tau}^{t} f'(\alpha e^{\beta(\theta)}) \, d\theta.$$ 

By the uniqueness of $y_0$, we have $y_0(\bar{\tau}) = \alpha$. This proves the continuity of $y_0$.

Step 3: First, let us define a set

$$H_{\tau_0} := \left\{ \tau \in [\tau_0, t] \mid \text{there exists a } h\text{-curve in } Q \text{ joining } (x, t) \text{ to } (\gamma(\tau), \tau) \right\}.$$ 

Clearly $H_{\tau_0} \neq \phi$ by Step 1. Moreover, let $\tau' = \inf_{\tau \in H_{\tau_0}} H_{\tau_0}$. If $\tau' > \tau_0$, using the continuity of $y_0$ we conclude that there exists a point $(0, \tau_1)$ on the boundary such that the $h$-curve joining $(x, t)$ to $(\gamma(\tau'), \tau')$ will touch the boundary at $(0, \tau_1)$. Then by Lemma 2.2, we obtain

$$\int_{\tau_1}^{t} e^{-\beta(\theta)} f^*(f'(h(x, t, \tau_1)e^{\beta(\theta)})) \, d\theta + W(0, \tau_1) \leq J(\gamma, x, t),$$

which implies $B(\tau_1, x, t) \leq J(\gamma, x, t)$ and hence

$$B(x, t) = \inf_{\tau \in H_{\tau_0}} B(\tau_1, x, t) \leq J(\gamma, x, t).$$

If $\tau' = \tau_0$, in that case $\tau_0 = \tau$ and the $h$-curve joining $(x, t)$ to $(0, \tau)$ completely lies in $Q$. Then by the Lemma 2.2

$$\int_{\tau}^{t} e^{-\beta(\theta)} f^*(f'(h(x, t, \tau)e^{\beta(\theta)})) \, d\theta + W(0, \tau) \leq J(\gamma, x, t)$$

and again we conclude that $B(x, t) \leq J(\gamma, x, t)$. Therefore from the Definition 1.4, we have

$$B(x, t) = \inf_{\gamma \in \Gamma(x, t)} J(\gamma, x, t) = W(x, t).$$

Case 2. Let $\gamma(\theta) > 0$ for all $0 < \theta < t$, then by the previous analysis one can infer that either there exists a $h$-curve joining $(x, t)$ to $(y, 0)$ that touches $t$-axis at $(0, \tau_1)$ or the $h$-curve joining $(x, t)$ to $(y, 0)$ completely lies in $Q$. Therefore, either

$$\int_{\tau_1}^{t} e^{-\beta(\theta)} f^*(f'(h(x, t, \tau_1)e^{\beta(\theta)})) \, d\theta + W(0, \tau_1) \leq J(\gamma, x, t)$$

or

$$\int_{0}^{t} f'(h(x - y, t)e^{\beta(\theta)}) \, d\theta + U_0(y) \leq J(\gamma, x, t).$$

This implies either $B(x, t_1) \leq J(\gamma, x, t)$ or $A(y, x, t) \leq J(\gamma, x, t)$. Therefore we conclude

$$W(x, t) = \min \left\{ A(x, t), B(x, t) \right\}.$$ 

This completes the proof. 

Next, we characterize the value function $W(x, t)$ at the boundary.
Lemma 2.4 (Characterization of $W(0,t)$). The value function $W(0,t) = \min_y J(y,0,t)$ is achieved and if $W(0,t) = J(\gamma,0,t)$, then the minimizing curve $\gamma$ has the following property: If $(t_1,t_2) \subset \{ \theta : \gamma(\theta) \neq 0 \}$, then $\gamma : (t_1,t_2) \to (0,\infty)$ is a $h$-curve.

Proof. First, we show that for any Lipschitz curve $\gamma_0$ joining $(0,0)$ to $(y,0)$, there exists a curve $\eta_0$ with the same endpoints such that $|\eta_0(\theta)| \leq C_0$, where $C_0$ is independent of the Lipschitz constant of $\gamma_0$ and $J(\eta_0,y,x,t) \leq J(\gamma_0,y,x,t)$. An explicit construction of the curve $\eta_0$ is as follows: for each Lipschitz curve $\eta : [0,t] \to [0,\infty)$, we define the set

$$D_\eta = \left\{ \theta \in [0,t] \mid \eta(\theta) \neq \gamma_0(\theta) \right\}.$$ 

Now consider the set of all Lipschitz curve $\eta : [0,t] \to [0,\infty)$ such that $\eta(t) = 0$ and $\eta(0) = y$, and define

$$S = \left\{ \eta \mid |\eta'(t_0)| \leq M \text{ for any } t_0 \in D_\eta \text{ and } t_0 \text{ be a Lebesgue point of } \eta'(\theta) \right\},$$

where

$$M = \max \left( \max_{\xi_1, \xi_2 \in [0,t]} f'(e^{\beta(\xi_1)-\beta(\xi_2)} x) \right), \text{ Lipschitz constant of } \gamma_0.$$ 

Let $\eta_i \in S$ be a sequence such that

$$\lim_{i \to \infty} J(\eta_i,x,t) = \inf_{\eta \in S} J(\eta,x,t).$$

Since $\eta_i \in S$, $|\eta_i'(\theta)| \leq M$ a.e. and by Arzela-Ascoli, we have a subsequence (still denoted by $\eta_i$) such that $\eta_i \to \eta_0$ uniformly. The proof of the facts that $\eta_0$ satisfies $|\eta_0(\theta)| \leq C_0$, and $J(\eta_0,x,t) \leq J(\gamma_0,x,t)$ is divided into three steps.

**Step 1:** We first prove that $\eta_0 \in S$. To show this, consider $(a,b) \subset \{ \theta \in [0,t] : \eta_0(\theta) \neq \gamma_0(\theta) \}$. Then there exists $i_0 \in \mathbb{N}$ such that $\eta_i(\theta) \neq \gamma_0(\theta)$, for $\theta \in (a,b)$ and $i \geq i_0$. Therefore $|\eta_i'(\theta)| \leq M$ for almost every $\theta \in (a,b)$. Now for any test function $\varphi$, we have

$$\left| \int_a^b \eta_i'(\theta) \varphi(\theta) \right| \leq M \int_a^b |\varphi(\theta)| d\theta \quad \Rightarrow \quad \left| \int_a^b \eta_0'(\theta) \varphi(\theta) \right| \leq M \int_a^b |\varphi(\theta)| d\theta.$$ 

Let $t_0 \in (a,b)$ be a Lebesgue point of $\eta_0$. Now choose $\varphi$ as a suitable Friedrichs mollifier converging to $\delta_{t_0}$ to arrive at the result that $|\eta_0'(t_0)| \leq M$. This proves the claim.

**Step 2:** Next we show that $J(\eta_0,x,t) = \inf_{\eta \in S} J(\eta,x,t)$. Note that $f^*$ satisfies

$$f^*(x) \geq f^*(y) + (f^*)'(y)(x-y).$$

Taking $x = \eta_i'(\theta)$ and $y = \eta_0'(\theta)$, multiplying with $e^{-\beta(\theta)}$ and integrating over $\eta_i \neq 0$ we get

$$\int_{\eta_i \neq 0} f^*(\eta_i'(\theta)) e^{-\beta(\theta)} d\theta \geq \int_{\eta_i \neq 0} f^*(\eta_0'(\theta)) e^{-\beta(\theta)} d\theta + \int_{\eta_i \neq 0} (f^*)'(\eta_0'(\theta))(\eta_i'(\theta) - \eta_0'(\theta)) e^{-\beta(\theta)} d\theta.$$ 

Again adding the $-\int_{\eta_i = 0} f(\tilde{u}_0(\theta)) e^{-\beta(\theta)} d\theta + W_0(\eta_i(0))$ on both sides we get

$$\int_{\eta_i \neq 0} f^*(\eta_i'(\theta)) e^{-\beta(\theta)} d\theta - \int_{\eta_i = 0} f(\tilde{u}_0(\theta)) e^{-\beta(\theta)} d\theta + W_0(\eta_i(0)) \geq \
\int_{\eta_i \neq 0} f^*(\eta_0'(\theta)) e^{-\beta(\theta)} d\theta + \int_{\eta_i \neq 0} f^*(\eta_0'(\theta))(\eta_i'(\theta) - \eta_0'(\theta)) e^{-\beta(\theta)} d\theta \
- \int_{\eta_i = 0} f(\tilde{u}_0(\theta)) e^{-\beta(\theta)} d\theta + W_0(\eta_i(0)). \quad (2.10)$$

As $\eta_i'$ convergence weakly to $\eta_0'$, applying the lim inf as $i \to \infty$ in the above inequality (2.10) yields
\[
\inf_{\eta \in S} J(\eta, x, t) \geq \int_{\theta_0 \neq 0} f^*(\eta_0(\theta)) e^{-\beta(\theta)} d\theta - \int_{\theta_0 = 0} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W(\eta_0(0)) = J(\eta_0, x, t).
\]

**Remark 2.1.** If \(\tilde{u}_b\) satisfies \(f(\lambda_1 e^{\beta(t)}) \leq f(\tilde{u}_b(t))\) for almost every \(t > 0\), then \(W(x, t)\) has the following form:

\[
W(x, t) = \min_{t_2 \geq t_1 \geq t_0 \geq 0, y} \int_{t_2} e^{-\beta(\theta)} f^*(f'(h(x, t, t_2) e^{\beta(\theta)})) d\theta - \int_{t_1} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta \\
+ \int_{0}^{t_1} e^{-\beta(\theta)} f^*(f'(\tilde{u}_b(\theta) e^{\beta(\theta)})) \theta + \int_{0}^{y} u_0(\theta) d\theta.
\]

(2.11)

**Step 3:** In this final step, we will show that \(|\eta_0(\theta)| \leq C_0\) a.e. on \([0, t]\), where \(C_0\) is independent of the Lipschitz constant of \(\gamma_0\), more precisely,

\[
C_0 = \max \left\{ \max_{\xi_1, \xi_2 \in [0, t]} f'(e^{\beta(\xi_1)} - e^{\beta(\xi_2)} \lambda_f), \max \left( \frac{\beta(\xi_2)}{\beta(\xi_1)}, \frac{\beta(\xi_1)}{\beta(\xi_2)} \right) \right\},
\]

where

\[
|y_0| \leq \max \left\{ \frac{f'^{-1}(y/t)}{\max_{e^\theta \in [0, t]} \beta(\theta)}, \frac{f'^{-1}(y/t)}{\min_{e^\theta \in [0, t]} \beta(\theta)} \right\}.
\]

Suppose this is not the case. Then there exists an interval \([a, b] \subset [0, t]\) where \(\eta_0(\theta) \neq 0\) and a small \(\delta > 0\) such that

\[
\left| \left\{ \theta \in (a, a + \delta) \left| |\eta_0(\theta)| > C_0 \right\} \right| > 0.
\]

Then for some \(\theta_1 \in (a, b)\), there exists a \(h\)-curve \(h_1\) joining \((\eta_0(a), a)\) and \((\eta_0(\theta_1), \theta_1)\) that either lies completely in \(Q\) or touches the \(t\)-axis at some point \((0, \theta_2)\). If \(h_1\) touches the boundary, noting that \(h'_1(\theta) = f'(y_0 e^{\beta(\theta)})\) for some \(y_0\) and \(f'(y_0 e^{\beta(\theta_2)}) = 0\), we find \(y_0 = \lambda_f e^{-\beta(\theta_2)}\) which gives \(|h'_1(\theta)| \leq C_0\). Now the new curve \(\eta_1\) defined as

\[
\eta_1(\theta) = \begin{cases} h_1(\theta), & a \leq \theta \leq \theta_1 \\ \eta_0(\theta), & \theta_1 \leq \theta \leq b \end{cases}
\]

is an element of \(S\) and satisfies \(J(\eta_1, x, t) < J(\eta_0, x, t)\) which is a contradiction to the previous step that \(\eta_0\) is the minimizer.

If \(h_1\) completely lies in \(Q\), then we have a \(h\)-curve joining \((0, t)\) to \((\eta_0(a), a)\) that does not touch the boundary at any point \(\theta \in [a, t]\) and completely lies in \(Q\).

Now if there exists a point \(0 \leq \theta_3 < a\), and a \(h\)-curve \(h_2\) such that it joins \((0, t)\) to \((\eta_0(\theta_3), \theta_3)\) and touches \(t\)-axis at \(\theta_4\), then using the previous argument we get a contradiction. If such a \(h\)-curve \(h_2\) does not exist, we can further find a point below \(\theta_4\) and a \(h\)-curve that joins \((0, t)\) to the corresponding point on the curve \(\eta_0\) and touches the boundary. If the above process does not give any \(\theta_i\) for \(i = 2, 4\), then we have a \(h\)-curve, let say, \(h_3\) joining \((0, t)\) and \((y, 0)\). In that case \(h_3 \in S\), and \(|h'_3(\theta)| \leq C_0\), and furthermore \(J(h_3, 0, t) < J(\eta_0, 0, t)\) leading to the contradiction again.

Therefore, considering the set of Lipschitz curves,

\[
D_{C_0} = \left\{ \eta : [0, t] \to [0, \infty) \text{ Lipschitz curve} \bigg| |\eta'(\theta)| \leq C_0 \text{ for a.e } \theta \in [0, t] \right\},
\]

we obtain

\[
\inf_{\eta} J(\eta, 0, t) = \inf_{D_{C_0}} J(\eta, 0, t).
\]

Then following Step 1 to Step 2 we get the existence of a minimizer \(\gamma\). Now applying the Lemma 2.2, we conclude the proof of the theorem. 

\[\square\]
In particular if $f'(0) = 0$, $W(x,t)$ is of the form (2.11).

**Proof of Remark 1.2.** It is enough to verify the following inequality for any curve $\gamma$ which satisfies $\gamma(t_1) = \gamma(t_2) = 0$, the following inequality holds:

$$\int_{t_1}^{t_2} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta \geq -\int_{t_1}^{t_2} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta. \quad (2.12)$$

This forces the minimum to be held along the boundary. The above inequality (2.12) follows from the following inequality:

$$\int_{t_1}^{t_2} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta = \int_{t_1}^{t_2} \sup_{v \in \mathbb{R}} [v \dot{\gamma}(\theta) - f(v)] e^{-\beta(\theta)} d\theta \geq -\int_{t_1}^{t_2} f(\lambda_f e^{\beta(\theta)}) e^{-\beta(\theta)} d\theta.$$

In the above, we have chosen $v = \lambda_f e^{\beta(\theta)}$ in the second term to arrive at the last term. This proves the **Remark 2.1**

In particular if $f'(0) = 0$, the inequality $f(\lambda_f e^{\beta(t)}) \leq f(\bar{u}_b(t))$ reduces to $f(\bar{u}_b(\theta)) \geq f(0)$ and the latter holds true as $f'$ changes sign at 0.

The following example demonstrates that the minimization can be achieved by a curve consisting of many pieces of $h$-curves. We consider the boundary data $u_b$ to be a step function. Note that $u_b$ is a bounded measurable function but not a function of bounded variation in any interval containing zero. Such pathological examples can also be constructed for the BV boundary datum.

**Example 2.1.** Consider the balance law

$$\left\{ \begin{array}{ll}
\dot{u}_t + \left( \frac{(u-60)^2}{2} \right)_x = \alpha(t)u, \\
u(x,0) = 0, \; u(0,t) = u_b(t).
\end{array} \right.$$

We set $\alpha(t)$ and $u_b(t)$ as:

$$\alpha(t) = \begin{cases} \dot{\gamma}(t) + 60 \frac{\gamma(t)}{\gamma} & \text{if } t \in \left(0, \frac{1}{n}\right) , \\
0 & \text{if } t \in \left(\frac{1}{n}, \infty\right) .
\end{cases}$$

$$u_b(t) = \begin{cases} 60 & \text{if } t \in \bigcup_{n=1}^{\infty} \left(\frac{1}{2n\pi}, \frac{1}{(2n-1)\pi}\right) , \\
4080 & \text{if } t \in \bigcup_{n=1}^{\infty} \left(\frac{1}{(2n+1)\pi}, \frac{1}{2n\pi}\right) , \\
60 & \text{if } t \in \left(\frac{1}{n}, \infty\right) ,
\end{cases}$$

where $n \in \mathbb{N}$ and $\gamma(\theta) = \left(\theta \sin \frac{1}{\theta}\right)^4$. We get

$$W\left(0, \frac{1}{n}\right) = \inf_{\gamma \in \Gamma(0, \frac{1}{n})} \left\{ \int_{\{\gamma(\theta) \neq 0\}} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta) = 0\}} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta \right\}$$

$$= \sum_{n \in \mathbb{N}} \int_{\frac{1}{2n\pi}}^{\frac{1}{(2n-1)\pi}} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{\frac{1}{(2n+1)\pi}}^{\frac{1}{2n\pi}} f(u_b(\theta)) d\theta.$$

Here $f(u) = \left(\frac{(u-60)^2}{2}\right)$, $f^*(u) = u^2 + 60u$. Indeed, for any curve $\gamma$ that joins $(0,t)$ to $(y,0)$, we get

$$\int_{\{\gamma(\theta) \neq 0\}} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta) = 0\}} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta \quad (2.13)$$

$$= \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left(\frac{1}{2n\pi}, \frac{1}{(2n-1)\pi}\right)} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta + \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left(\frac{1}{(2n+1)\pi}, \frac{1}{2n\pi}\right)} f^*(\dot{\gamma}(\theta)) e^{-\beta(\theta)} d\theta$$

$$- \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left(\frac{1}{2n\pi}, \frac{1}{(2n-1)\pi}\right)} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left(\frac{1}{(2n+1)\pi}, \frac{1}{2n\pi}\right)} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta.$$
\[
\sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left[ \frac{1}{2n\pi} \left(2n - 1\right)\pi, \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta + \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left[ \frac{1}{2n\pi} \left(2n - 1\right)\pi, \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta \\
+ \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left[ \frac{1}{(2n+1)\pi} \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left[ \frac{1}{(2n+1)\pi} \frac{1}{2n\pi} \right]} f^*(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta
\]

where we used the fact that \(f^*(\gamma(\theta)) = f(\tilde{u}_b(\theta))\) = 0 in \((1/2n\pi, 1/(2n - 1)\pi)\). Now invoking Lemma 2.2, we obtain

\[
\sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left[ \frac{1}{2n\pi} \left(2n - 1\right)\pi, \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta + \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left[ \frac{1}{2n\pi} \left(2n - 1\right)\pi, \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta \\
= \sum_{n \in \mathbb{N}} \int_{\frac{1}{2n\pi}}^{\frac{1}{(2n+1)\pi}} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta \geq \sum_{n \in \mathbb{N}} \int_{\frac{1}{2n\pi}}^{\frac{1}{(2n+1)\pi}} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta.
\]

Moreover, using Remark 2.1, we deduce

\[
\sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left[ \frac{1}{2n\pi} \left(2n - 1\right)\pi, \frac{1}{2n\pi} \right]} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left[ \frac{1}{2n\pi} \frac{1}{2n\pi} \right]} f^*(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta \\
\geq - \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) \neq 0\} \cap \left[ \frac{1}{(2n+1)\pi} \frac{1}{2n\pi} \right]} f'(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{\{\gamma(\theta) = 0\} \cap \left[ \frac{1}{(2n+1)\pi} \frac{1}{2n\pi} \right]} f'(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta \\
= - \sum_{n \in \mathbb{N}} \int_{\frac{1}{2n\pi}}^{\frac{1}{(2n+1)\pi}} f'(u_b(\theta)) d\theta.
\]

Finally, inserting (2.14) and (2.15) in (2.13), we get

\[
\int_{\{\gamma(\theta) \neq 0\}} f^*(\gamma(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta) = 0\}} f'(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta \\
\geq \int_{\{\gamma(\theta) \neq 0\}} f'(\gamma(\theta)) e^{-\beta(\theta)} d\theta - \int_{\{\gamma(\theta) = 0\}} f'(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta.
\]

**Lemma 2.5 (Lipschitz continuity of value function).** If the boundary data \(u_b\) is a function of bounded variation in \([0, \infty)\), then the value function \(W(x, t)\) is locally Lipschitz continuous for all \(x > 0\) and \(t > 0\) and continuous up to the boundary.

**Proof.** First, we show that \(W(0, t)\) is a locally Lipschitz continuous for \(t > 0\). For a fixed \(t_0 \in (0, \infty)\), choose \(t_1, t_2 \in (t_0 - \delta, t_0 + \delta)\) with \(0 < t_1 < t_2\) for a small \(\delta > 0\). Note that \(W(0, t_2) \leq W(0, t_1) - \int_{t_1}^{t_2} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta\). This implies

\[
W(0, t_2) - W(0, t_1) \leq - \int_{t_1}^{t_2} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta.
\]

For \(s \in (t_0 - \delta, t_0 + \delta)\), using the above characterization in Lemma 2.4, we deduce that \(W(0, s)\) is achieved by a Lipschitz curve \(\gamma_s\) such that \(|\gamma_s(\theta)| < M\) for some \(M > 0\). Then

\[
W(0, t_2) = \int_{t_2}^{t_2} f^*(\gamma_s(\theta)) e^{-\beta(\theta)} d\theta - \int_{\gamma_s(\theta) = 0} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W_0(\gamma_s(0)).
\]

Define a new curve \(\tilde{\gamma} : [0, t_1] \rightarrow [0, \infty)\) such that \(\tilde{\gamma}(\theta) = \gamma_s(\theta + t_2 - t_1)\). Now we estimate

\[
W(0, t_1) - W(0, t_2) \leq J(\tilde{\gamma}, 0, t_1) - J(\gamma_s, 0, t_2) \\
\leq \int_{\tilde{\gamma}(\theta) \neq 0} f^*(\tilde{\gamma}(\theta)) e^{-\beta(\theta)} - \int_{\tilde{\gamma}(\theta) = 0} f(\tilde{u}_b(\theta)) e^{-\beta(\theta)} d\theta + W_0(\tilde{\gamma}(0))
\]

2.14

2.15

2.16

2.17
bounded monotone increasing functions. 

Since \( \dot{\gamma}_{t_2} \) is bounded, \( I_1 \leq C_1 |t_1 - t_2| \). Now to estimate \( I_2 \), denote \( g(\theta) = f(\bar{u}_b(\theta))e^{-\beta(\theta)} \). Note that \( g \) is a function of bounded variation. Therefore \( g \) can be written as \( g = g_1 - g_2 \) where \( g_1 \) and \( g_2 \) are bounded monotone increasing functions. We estimate
\[
|I_2| \leq \left| \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} \left[ f(\bar{u}_b(\theta + t_1 - t_2))e^{-\beta(\theta + t_1 - t_2)} - f(\bar{u}_b(\theta))e^{-\beta(\theta)} \right] d\theta \right|
\]
\[
= \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} \left| \frac{d}{d\theta} \left( f(\bar{u}_b(\theta + t_1 - t_2)) - f(\bar{u}_b(\theta)) \right) \right| d\theta
\]
\[
= \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} \left| g(\theta + t_1 - t_2) - g(\theta) \right| d\theta
\]
\[
\leq \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} \left| g_1(\theta + t_1 - t_2) - g_2(\theta + t_1 - t_2) - g_1(\theta) + g_2(\theta) \right| d\theta
\]
\[
= \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} (g_1(\theta) - g_2(\theta + t_1 - t_2)) d\theta + \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} (g_2(\theta) - g_2(\theta + t_1 - t_2)) d\theta
\]
\[
= \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} (g_1(\theta) + g_2(\theta)) d\theta - \int_{\gamma_{t_2}(\theta) = 0}^{\gamma_{t_2}(\theta)} (g_1(\theta) + g_2(\theta)) d\theta
\]
Since \( g_1 \) and \( g_2 \) are bounded, there exists \( C_2 \) such that \( |I_2| \leq C_2 |t_1 - t_2| \). Again the Lipschitz continuity of \( W_0 \), we obtain \( |I_3| \leq C_3 |t_1 - t_2| \). Therefore combining the estimates (2.16)-(2.17), we have
\[
|W(0, t_1) - W(0, t_2)| \leq C |t_1 - t_2|.
\]

When \( W(x, t) = A(x, t) \), the proof of Lipschitz continuity is available in [1]. We only provide the proof when \( W(x, t) = B(x, t) \). First, we prove that \( B(x, t) \) is Lipschitz continuous in \( t > 0 \). Similar to the above, we fix a point \( t_0 \in (0, \infty) \) and choose \( t_1, t_2 \in (t_0 - \delta, t_0 + \delta) \) with \( 0 < t_1 < t_2 \), and also for \( s \in (t_0 - \delta, t_0 + \delta) \), there exists a h-curve \( \gamma_s \) along which \( B(x, t) \) achieves its minimum. As \( \dot{\gamma}_s \) is uniformly bounded, there exists \( M > 0 \) such that \( |f^*(\dot{\gamma}_s)| < M \). Let \( \gamma_{t_1} : [\tau, t_1] \to [0, \infty) \) is a Lipschitz continuous curve such that \( \gamma_{t_1}(t_1) = x, \gamma_{t_1}(\tau) = 0 \) and
\[
B(x, t_1) := J(\gamma_{t_1}, x, t) = \int_{\tau}^{t_1} f^*(\dot{\gamma}_{t_1}(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau).
\]
Moreover, we define \( \tilde{\gamma} : [\tau + (t_2 - t_1), t_2] \to [0, \infty) \) as follows:
\[
\tilde{\gamma}(\theta) = \gamma_{t_1}(\theta + t_1 - t_2)
\]
such that $\tilde{\gamma}(t_2) = x$. Then we have the following inequality

$$B(x, t_2) - B(x, t_1) \leq J(\tilde{\gamma}, x, t_2) - J(\gamma_{t_1}, x, t_1)$$

which implies

$$B(x, t_2) - B(x, t_1) \leq \int_t^{t_1} f^*(\tilde{\gamma}_{t_1}(\theta)) \left[ e^{-\beta(\theta + t_2 - t_1)} - e^{-\beta(\theta)} \right] d\theta + W(0, \tau + t_2 - t_1) - W(0, \tau).$$

Therefore using the Lipschitz continuity of $W(0, \tau)$, we have

$$B(x, t_2) - B(x, t_1) \leq C_1 |t_1 - t_2|.$$ 

Similarly, to estimate $B(x, t_1) - B(x, t_2)$, we assume $B(x, t_2) = J(\gamma, x, t_2)$ and obtain

$$B(x, t_1) - B(x, t_2) \leq C_2 |t_1 - t_2|.$$ 

Combining the above two inequalities, we complete the proof.

Next we shall show that $B(x, t)$ is locally Lipschitz for $x > 0$. Fix $x_0 \in (0, \infty)$ and let $x_2 \in (x_0 - \delta, x_0 + \delta)$ with $x_1 < x_2$. Also, for any $s \in (x_0 - \delta, x_0 + \delta)$ there exists a $h$-curve $\eta_s$ along which $W(x, t)$ achieved its minimum. Since $\eta_s$ is uniformly bounded, there exists $M > 0$ such that for $r \in (0, 1)$, $(f^*)'(r\eta_s) < M$. Let $\gamma_{x_2} : [\tau, t] \rightarrow [0, \infty)$ such that $\gamma_{x_2}(t) = x_2$ and

$$B(x_2, t) = \int_{\tau}^{t} f^*(\hat{\gamma}_{x_2}(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau).$$

Define the new curve $\hat{\gamma} : [\tau, t] \rightarrow [0, \infty)$ as: $\hat{\gamma}(\theta) = x_1 \gamma_{x_2}(\theta)/x_2$. Then $\hat{\gamma}(\tau) = 0$ and $\hat{\gamma}(t) = x_1$. Now we estimate

$$B(x_1, t) - B(x_2, t) \leq \int_{\tau}^{t} \left( f^*(\hat{\gamma}(\theta)) - f^*(\gamma_{x_2}(\theta)) \right) e^{-\beta(\theta)} d\theta = \int_{\tau}^{t} f^*(\hat{\gamma}(\theta)) (x_1 / x_2 - 1) \gamma_{x_2}(\theta) e^{-\beta(\theta)} d\theta$$

and since $\gamma_{x_2}$ is bounded, we obtain

$$B(x_1, t) - B(x_2, t) \leq C e^{\max_{\theta \in [\tau, t]} \{-\beta(\theta)\}} (x_1 - x_2) \leq C_1 |x_1 - x_2|. \quad (2.18)$$

To estimate $B(x_2, t) - B(x_1, t)$, similarly we assume that $\gamma_{x_1} : [\tau, t] \rightarrow [0, \infty)$ is a $h$-curve such that $\gamma_{x_1}(t) = x_1$ and

$$B(x_1, t) = \int_{\tau}^{t} e^{-\beta(\theta)} f^*(\hat{\gamma}_{x_1}(\theta)) d\theta + W(0, \tau).$$

Now define a curve

$$\hat{\gamma}(\theta) = \begin{cases} 
\gamma_{x_1}(\theta) + x_2 - x_1 & \text{if } \theta \in [\tau, t], \\
\theta - \tau + x_2 - x_1 & \text{if } \theta \in [\tau - (x_2 - x_1), \tau], 
\end{cases}$$

and the following estimate holds:

$$B(x_2, t) - B(x_1, t) \leq \int_{\tau - (x_2 - x_1)}^{t} e^{-\beta(\theta)} f^*(\hat{\gamma}(\theta)) d\theta + W(0, \tau - (x_2 - x_1)) \quad - \int_{\tau}^{t} e^{-\beta(\theta)} f^*(\hat{\gamma}_{x_1}(\theta)) d\theta - W(0, \tau)$$

$$\leq \int_{\tau - (x_2 - x_1)}^{t} e^{-\beta(\theta)} f^*(1) d\theta \quad + |W(0, \tau - (x_2 - x_1)) - W(0, \tau)| \leq C_2|x_2 - x_1| \quad (2.19)$$

where in the last inequality we used the Lipschitz continuity of $W(0, t)$. Combining the inequalities (2.18)-(2.19) we get $B(\cdot, t)$ is Lipschitz continuous.

Finally, one can follow a variant of the arguments as in Step 1 to Step 3 of Lemma 2.4 to show that the value function $W(x, t)$ is continuous at the boundary $x = 0$. This completes the proof. \qed
Lemma 2.6 (Existence of minimizer). Let $A(y,x,t)$ and $B(\tau, x, t)$ be the initial and boundary functional, respectively given by (1.7)-(1.8). Then there exists $\bar{y} \in H_A(x,t)$ and $\bar{\tau} \in H_B(x,t)$ such that $A(x,t) = A(\bar{y}, x, t)$ and $B(x,t) = B(\bar{\tau}, x, t)$.

Proof. Consider the sequence $y_n \in H_A(x,t)$ such that
$$\int_0^t e^{-\beta(\theta)} f^*(f'(h(x,y_n,t)e^{\beta(\theta)}))d\theta \to A(x,t) \text{ as } n \to \infty.$$  

From (2.8), we note that $\{y_n\}$ is a bounded sequence. Hence there exists convergent subsequence $y_{n_k}$ of $y_n$ such that $y_{n_k} \to \bar{y}$. By continuity of $h(\xi, x, t)$, we obtain $h(x - y_{n_k}, t) \to h(x - \bar{y}, t)$. Thus by dominated convergence, we have
$$\int_0^t e^{-\beta(\theta)} f^*(f'(h(x,y_{n_k},t)e^{\beta(\theta)}))d\theta + U_0(y_{n_k}) \to \int_0^t e^{-\beta(\theta)} f^*(f'(h(x,\bar{y},t)e^{\beta(\theta)}))d\theta + U_0(\bar{y})$$  

Since $W(0, \bar{\tau})$ is Lipschitz continuous, similar arguments can be used for the functional $B(\tau, x, t)$. □

Next lemma shows the non-intersecting property for $W(x,t) = \min\{A(x,t), B(x,t)\}$. When $W(x,t) = A(x,t)$, the non-intersecting property is already proved in [1]. We only consider the case when $W(x,t) = B(x,t)$.

Lemma 2.7 (Non-intersecting property). Given a fixed point $(x,t)$ with $x \geq 0, t > 0$, let $W(x,t) = B(x,t) = B(\tau, x, t)$ for some point $\tau$. Let
$$B(\tau, x, t) = \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau),$$

where $\gamma$ is a h-curve that joins $(x,t)$ to $(0,\tau)$. Then for any point $(\bar{x}, \bar{t})$ on $\gamma$, we have
$$B(\bar{x}, \bar{t}) < J(\hat{\gamma}, \bar{x}, \bar{t})$$

where $\hat{\gamma} \in Q$ is different from $\gamma$ in the interval $[\tau, \bar{t}]$. Consequently, the minimizers corresponding to the points $(x_1, t)$ and $(x_2, t)$ where $x_1 \neq x_2$, will not intersect.

Proof. From the definitions of $W(x,t)$ and the boundary functional $B(\tau, x, t)$, we have
$$W(x,t) = \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau)$$

where $\gamma$ is a h-curve and $\tau = \max \left\{ \theta \mid \gamma(\theta) = 0 \right\}$. Suppose at the point $(\hat{x}, \hat{t})$ on $\gamma$, there exists a h-curve $\hat{\gamma}$ different from $\gamma$ and $\tau' = \max \left\{ \theta \mid \hat{\gamma}(\theta) = 0 \right\}$ such that
$$W(\hat{x}, \hat{t}) = \int_{\tau'}^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau').$$

Since $\gamma$ is the minimizer at $(x,t)$, we have
$$W(x,t) = \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau) = \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau') + \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta \geq W(\hat{x}, \hat{t}) + \int_\tau^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta$$

$$= \int_{\tau'}^t f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta + W(0,\tau') + \int_\tau^{\tau'} f^*(\hat{\gamma}(\theta))e^{-\beta(\theta)}d\theta.$$  

Then defining the following curve,
$$\Gamma(\theta) = \begin{cases} 
\gamma(\theta) & \text{if } \theta \in [\hat{t}, t], \\
\hat{\gamma}(\theta) & \text{if } \theta \in [\tau', \hat{t}], 
\end{cases}$$
we get
\[ W(x, t) \geq \int_{\tau'}^{t} f^*(\hat{\Gamma}(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau'). \]

Now we define \( \tau'' \) as follows:
\[ \tau'' = \inf_{\tau' \leq \theta \leq t} \{ \theta \mid \text{there exists a h-curve } \Gamma_\theta \text{ in } Q \text{ joining } (x, t) \text{ to } (\Gamma(\theta), \theta) \}. \]

From the construction as in Lemma 2.3, we have that \( \tau'' < \tilde{\tau} \) and the h-curve \( \Gamma_{\tau''} \) joining \((x, t)\) to \((\Gamma(\tau''), \tau'')\) touches the boundary, i.e., the \( t \)-axis. Next we define a curve \( \hat{\Gamma} \) by
\[ \hat{\Gamma}(\theta) = \begin{cases} \Gamma_{\tau''}(\theta) & \text{if } \theta \in [\tau'', t] \\ \Gamma(\theta) & \text{if } \theta \in [\tau', \tau'']. \end{cases} \]

Since \( \tau'' < \tilde{\tau} \), the Lemma 2.2 gives
\[ W(x, t) = \int_{\tau'}^{t} f^*(\hat{\Gamma}(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau') > \int_{\tau'}^{t} f^*(\hat{\Gamma}(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau'), \]
which is a contradiction. This completes the proof of non-intersecting property. \( \square \)

Next, we collect some properties of \( y_s, y^*, \tau_s, \tau^* \) in the following lemma.

**Lemma 2.8.** With the definitions (1.9)-(1.10), we have the following:

1. \( \tau_s(x, t) \) and \( \tau^*(x, t) \) are, for fixed \( x \), monotonically increasing in \( t \) and for fixed \( t \) monotonically decreasing in \( x \). Moreover we have for \( t_1 < t_2 \) that \( \tau^*(x, t_1) \leq \tau^*(x, t_2) \) and for \( x_1 < x_2 \) that \( \tau_s(x_1, t_1) \geq \tau^*(x_2, t_1) \).
2. \( y_s(x, t) \) and \( y^*(x, t) \) are, for fixed \( t \) monotonically increasing in \( x \) and for \( x_1 < x_2 \) we have \( y^*(x_1, t) \leq y^*(x_2, t) \).
3. \( \tau_s(x, t) \) is lower semicontinuous and \( y^*(x, t) \) is upper semicontinuous.
4. \( \tau_s(x, t) \) is lower semicontinuous and \( \tau^*(x, t) \) is upper semicontinuous.

**Proof.** Proof of these properties follows from the non-intersecting property. \( \square \)

2.1. **Proof of Theorem 1.1.** The proof of Theorem 1.1 is divided into two parts. In the first part, we derive the explicit representation of the solution and in the second part, we show that the explicit formula satisfies the boundary condition (1.3).

2.1.1. **Derivation of the explicit formula.** First of all, we observe that in the case \( B(x, t) \leq A(x, t) \), i.e., when the minimum is achieved by the boundary functional, by virtue of the Lemma 2.1 (dynamic programming principle) one can find a time level \( t = \tau \) such that the minimum is achieved by the initial functional \( A(y(x, t), x, t) \). Keeping this idea in mind, we will present a proof that essentially works for both of the cases whether \( A(x, t) \leq B(x, t) \) or \( B(x, t) \leq A(x, t) \) for any fixed \( (x, t) \in Q \).

**Step 1:** Let \((x, t)\) be a point of continuity for \( y_s, \tau_s, y^* \) and \( \tau^* \). Using the dynamics programming principle (Lemma 2.1), there exist a level \( \tau > 0 \) and a neighbourhood \( N_A \) of \( x \) and \( N_B \) of \( t \) such that for \((y, s) \in N_A \times N_B \), \( W(y, s, \tau) \) can be expressed as follows:
\[ W(y, s, \tau) = \min_{z \in H_A(y, s, \tau)} \left\{ W(z, \tau) + \int_s^\tau f^* \left( f' \left( h(y - z, s, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta \right\}. \]

Define
\[ W(z, y, s, \tau) = W(z, \tau) + \int_s^\tau f^* \left( f' \left( h(y - z, s, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta. \]

Let \( x_1 < x < x_2 \) and \((x_1, x_2) \in N_A \), now we calculate
\[ W(x_1, t, \tau) - W(x_2, t, \tau) = W(z(x_1, t, \tau), x_1, t, \tau) - W(z(x_2, t, \tau), x_2, t, \tau). \]
\( W(z(x_1, t, \tau), x_1, t, \tau) - W(z(x_1, t, \tau), x_2, t, \tau) + W(z(x_1, t, \tau), x_2, t, \tau) - W(z(x_2, t, \tau), x_2, t, \tau). \)

As the second term is non-negative, we obtain

\[
W(x_1, t, \tau) - W(x_2, t, \tau) \\
\geq W(z(x_1, t, \tau), x_1, t, \tau) - W(z(x_1, t, \tau), x_2, t, \tau) \\
= \int_{\tau}^{t} \left[ f^* \left( f' \left( h(x_1 - z(x_1, t, \tau), t, \tau)e^{\beta(\theta)} \right) \right) - f^* \left( f' \left( h(x_2 - z(x_1, t, \tau), t, \tau)e^{\beta(\theta)} \right) \right) \right] e^{-\beta(\theta)} d\theta.
\]

(2.20)

Similarly, we have

\[
W(x_1, t, \tau) - W(x_2, t, \tau) \\
= W(z(x_1, t, \tau), x_1, t, \tau) - W(z(x_2, t, \tau), x_2, t, \tau) \\
= W(z(x_1, t, \tau), x_1, t, \tau) - W(z(x_2, t, \tau), x_1, t, \tau) + W(z(x_2, t, \tau), x_1, t, \tau) - W(z(x_2, t, \tau), x_2, t, \tau).
\]

As the first term is non-positive, we get

\[
W(x_1, t, \tau) - W(x_2, t, \tau) \\
\leq W(z(x_2, t, \tau), x_1, t, \tau) - W(z(x_2, t, \tau), x_2, t, \tau) \\
\leq \int_{\tau}^{t} \left[ f^* \left( f' \left( h(x_1 - z(x_2, t, \tau), t, \tau) \right) e^{\beta(\theta)} \right) - f^* \left( f' \left( h(x_2 - z(x_2, t, \tau), t, \tau)e^{\beta(\theta)} \right) \right) \right] e^{-\beta(\theta)} d\theta.
\]

(2.21)

Step 2: In the second step we simplify both the expressions (2.20) and (2.21). Let us calculate

\[
\frac{\partial}{\partial \xi} \left[ e^{-\beta(\theta)} f^* \left( f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) \right) \right] \\
= h(x - \xi, t, \tau) \frac{\partial}{\partial \xi} f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right).
\]

Integrating the above expression from \( x \) to \( z \) with respect to the variable \( \xi \),

\[
e^{-\beta(\theta)} f^* \left( f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) \right) - e^{-\beta(\theta)} f^* \left( f' \left( h(0, t, \tau)e^{\beta(\theta)} \right) \right) \\
= \int_{x}^{z} h(x - \xi, t, \tau) \frac{\partial}{\partial \xi} f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) d\xi.
\]

Again integrating from \( \tau \) to \( t \) with respect to the variable \( \theta \), we find

\[
\int_{\tau}^{t} e^{-\beta(\theta)} f^* \left( f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) \right) d\theta \\
= \int_{\tau}^{t} \int_{x}^{z} h(x - \xi, t, \tau) \frac{\partial}{\partial \xi} f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) d\xi d\theta + \int_{\tau}^{t} e^{-\beta(\theta)} f^* \left( f' \left( h(0, t, \tau)e^{\beta(\theta)} \right) \right) d\theta \\
= \int_{x}^{z} \int_{\tau}^{t} h(x - \xi, t, \tau) \frac{\partial}{\partial \xi} f' \left( h(x - \xi, t, \tau)e^{\beta(\theta)} \right) d\theta d\xi + \int_{\tau}^{t} e^{-\beta(\theta)} f^* \left( f' \left( h(0, t, \tau)e^{\beta(\theta)} \right) \right) d\theta \\
= - \int_{x}^{z} h(x - \xi, t, \tau) d\xi - \int_{\tau}^{t} e^{-\beta(\theta)} f \left( h(0, t, \tau)e^{\beta(\theta)} \right) d\theta,
\]

(2.22)

where we used the identity

\[
\int_{\tau}^{t} e^{-\beta(\theta)} f^* \left( f' \left( h(0, t, \tau)e^{\beta(\theta)} \right) \right) d\theta = - \int_{\tau}^{t} e^{-\beta(\theta)} f \left( h(0, t, \tau)e^{\beta(\theta)} \right) d\theta.
\]
which follows by using the identity \( f^*(f'(p) = pf'(p) - f(p) \) and the Definition 1.1. Dividing by \( x_1 - x_2 \) and simplifying the inequalities (2.21) and (2.20) using (2.22), we obtain
\[
\frac{1}{x_1 - x_2} \int_{x_2 - z(x_1,t)}^{x_1 - z(x_1,t)} h(p,t,\tau) dp \leq \frac{W(x_1,t,\tau) - W(x_2,t,\tau)}{x_1 - x_2} \leq \frac{1}{x_1 - x_2} \int_{x_2 - z(x_1,t)}^{x_1 - z(x_2,t,\tau)} h(p,t,\tau) dp.
\]

Then passing to the limit as \( x_1, x_2 \to x \) and using the properties \( z(\cdot, t, \tau) \) from the Lemma 2.8, we conclude
\[
W_x = h(x - z(x, t, \tau), t, \tau).
\]

**Step 3:** Let \( t_1 < t < t_2 \) and \( t_1, t_2 \in N_B \). Now we calculate
\[
W(x, t_1, \tau) - W(x, t_2, \tau) = W(z(x, t_1, \tau), x, t_1, \tau) - W(z(x, t_2, \tau), x, t_2, \tau)
\]
\[
= W(z(x, t_1, \tau), x, t_1, \tau) - W(z(x, t_2, \tau), x, t_1, \tau) + W(z(x, t_2, \tau), x, t_1, \tau) - W(z(x, t_2, \tau), x, t_2, \tau).
\]

As the first term is not positive, we get
\[
W(x, t_1, \tau) - W(x, t_2, \tau) \leq W(z(x, t_2, \tau), x, t_1, \tau) - W(z(x, t_2, \tau), x, t_2, \tau)
\]
\[
= \int_{t_2}^{t_1} f^* \left( f' \left( h(x - z(x, t_2, \tau), t_1, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta
\]
\[
- \int_{t_1}^{t_2} f^* \left( f' \left( h(x - z(x, t_2, \tau), t_2, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta.
\]

Dividing by \( t_1 - t_2 \) and passing to the limit as \( t_1, t_2 \to t \) in (2.23) we get that the right-hand side of the above inequality is the derivative of
\[
\int_{\tau}^{\tau} f^* \left( f' \left( h(x - z(x, t_2, \tau), r, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta
\]
with respect to \( r \) evaluated at the point \( t \). Now we calculate
\[
\frac{d}{dr} \left[ \int_{\tau}^{\tau} f^* \left( f' \left( h(x - z(x, t_2, \tau), r, \tau) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta \right]
\]
\[
= \frac{d}{dr} \left[ h(x - z(x, t_2, \tau), r, \tau)(x - z(x, t_2, \tau)) - \int_{\tau}^{\tau} f \left( h(x - z(x, t_2, \tau), r, \tau) e^{\beta(\theta)} \right) e^{-\beta(\theta)} d\theta \right]
\]
\[
= h_r(x - z(x, t_2, \tau), r, \tau)(x - z(x, t_2, \tau)) - f \left( h(x - z(x, t_2, \tau), r, \tau) e^{\beta(\theta)} \right) e^{-\beta(\theta)} d\theta.
\]

Therefore from (2.23) we get
\[
\limsup_{t_1, t_2 \to t} \frac{W(x, t_1, \tau) - W(x, t_2, \tau)}{t_1 - t_2} \leq -f \left( h(x - z(x, t, \tau), t, \tau) \right) e^{\beta(t)} e^{-\beta(t)}.
\]

Similar calculation yields
\[
\liminf_{t_1, t_2 \to t} \frac{W(x, t_1, \tau) - W(x, t_2, \tau)}{t_1 - t_2} \geq -f \left( h(x - z(x, t, \tau), t, \tau) \right) e^{\beta(t)} e^{-\beta(t)}.
\]

The above two inequalities show that the derivative of \( W \) with respect to \( t \) exists and
\[
W_t = -f \left( h(x - z(x, t, \tau), t, \tau) \right) e^{\beta(t)} e^{-\beta(t)}.
\]
2.1.2. Verification of boundary condition. In this section we verify the boundary condition in the sense of (1.3). Based upon the characterization of \( W(0, t) \) in Lemma 2.4, we classify the boundary points into three types:

**Definition 2.1 (Classification of boundary points).** Let \( t > 0 \) and \((0, t)\) be a point on the boundary \( x = 0\).

1. The point \((0, t)\) is said to be a boundary point of Type-I if
   \[
   W(0, t) = -\int_\tau^t f((\bar{u}_b(\theta))) e^{-\beta(\theta)} d\theta + W(0, \tau)
   \]
   for some \( \tau < t \).

2. The point \((0, t)\) is said to be a boundary point of Type-II if
   \[
   W(0, t) = -\int_\tau^t f'( \left( h(0, t, \tau) e^{\beta(\theta)} \right) ) e^{-\beta(\theta)} d\theta + W(0, \tau)
   \]
   for some \( \tau < t \).

3. The point \((0, t)\) is said to be a boundary point of Type-III if there exists a sequence of points \( \{t_n\} \) satisfying \( t_n < t_{n+1} \) and converging to \( t \) such that
   \[
   W(0, t) = \sum_{n \in \mathbb{N}} \int_{t_{2n-1}}^{t_{2n}} f' \left( h(0, t_{2n}, t_{2n-1}) e^{\beta(\theta)} \right) ) e^{-\beta(\theta)} d\theta - \sum_{n \in \mathbb{N}} \int_{t_{2n}}^{t_{2n+1}} f(\bar{u}_b(\theta)) d\theta + W(0, t_1).
   \]

Now, we prove the weak form of boundary condition in the sense of Bardos-le Roux- Nédélec.

**Lemma 2.9.** The explicit solution \( u \) to (1.1)-(1.2) given in Theorem 1.1 satisfies the initial condition and a weak form of boundary condition in the sense of (1.3).

**Proof.** To verify the initial condition, note that for \( x > 0 \), there exists an \( \kappa > 0 \) such that for \( t < \kappa \), we have \( A(x, t) < B(x, t) \). In that case \( u(x, t) \) satisfies the initial condition (see [1]). Here, we prove the boundary condition. The proof of the boundary condition is divided into several cases depending on the classification of boundary points as well as the relation between \( A(x, t) \) and \( B(x, t) \) at the boundary. Furthermore, since \( \tau_s(x, t) \not\to t \) as \( x \to 0^+ \) always, one must consider the separate cases depending on this fact too.

**Case 1.** When \( A(0, t) \leq B(0, t) \), first we assume that the \( h\)-curve \( X(\theta) \) joining \((0, t) \) to \((y^*(0, t), 0)\) does not touch \( t\)-axis in the interval \((0, t)\). We note that \( u(0+, t) = e^{\beta(t)} h(-y^*(0, t), t) \) and

\[
X'(\theta) = f' \left( h(-y^*(0, t), t) e^{\beta(\theta)} \right).
\]

Since \( X(\theta) \geq 0 \) and \( X(t) = 0 \), \( X'(\theta) \leq 0 \). This implies \( f'(u(0+, t)) \leq 0 \). Note that

\[
\min_{\tau \in H_B} B(\tau, x, t) = \min_{t \geq t_2 \geq t_1 \geq 0, y} \int_{t_1}^{t_2} e^{-\beta(\theta)} f^* \left( f' \left( h(x, t_2) e^{\beta(\theta)} \right) \right) d\theta - \int_{t_1}^{t_2} f(\bar{u}_b(\theta)) e^{-\beta(\theta)} d\theta
\]

\[
+ \int_{0}^{t_1} e^{-\beta(\theta)} f^* \left( f' \left( h(-y, t_1) e^{\beta(\theta)} \right) \right) d\theta + \int_{0}^{y} u_0(\theta) d\theta := \min_{t \geq t_2 \geq t_1 \geq 0, y} B(x, y, t_1, t_2).
\]

Here the minimum is taken over the points \((y, t_1, t_2)\), wherever the expression \( B(x, y, t_1, t_2) \) is meaningful. Now as in the proof of Theorem 1.1, we rewrite the functional \( A(y, x, t) \) and \( B(x, y, t_1, t_2) \) in the following equivalent form:

\[
A(y, x, t) = \int_{0}^{y} u_0(\theta) d\theta - \int_{\tau}^{t} e^{-\beta(\theta)} f \left( h(x - y, \theta) e^{\beta(\theta)} \right) d\theta - \int_{0}^{\tau} e^{-\beta(\theta)} f \left( h(x - y, \tau) e^{\beta(\theta)} \right) d\theta + (x - y) h(x - y, \tau),
\]

\[
B(x, y, t_1, t_2) = \int_{0}^{y} u_0(\theta) d\theta - \int_{t_1}^{t_2} e^{-\beta(\theta)} f(\bar{u}_b(\theta)) d\theta - \int_{t_1}^{t_2} e^{-\beta(\theta)} f \left( h(-y, \theta) e^{\beta(\theta)} \right) d\theta
\]
\[- \int_0^\tau e^{\beta(\theta)} f \left( h(-y, \tau) e^{\beta(\theta)} \right) d\theta - yh(-y, \tau) + \int_0^x h(\theta, t_2) d\theta - \int_{t_2}^\tau e^{\beta(\theta)} f \left( h(0, t_2) e^{\beta(\theta)} \right) d\theta.\]

We further notice that there exists a sequence \( \varepsilon_n \to 0 \) such that the expression \( B(0, y^*(0, t), t - \varepsilon_n) \) makes sense. Since the \( h \)-curve joining the points \((0, t)\) to \((y^*(0, t), t)\) is a minimizer of the functional \( A(y, x, t) \), we find
\[
A(y^*(0, t), 0, t) \leq B(0, y^*(0, t), t - \varepsilon_n).
\]

Since
\[
\frac{(f')^{-1}(0)}{\max_{\theta \in [t_2, t]} \beta(\theta)} \leq h(0, t, t_2) \leq \frac{(f')^{-1}(0)}{\min_{\theta \in [t_2, t]} \beta(\theta)},
\]
we have
\[
\lim_{t_2 \to t} \int_{t_2}^t e^{-\beta(\theta)} f \left( h(0, t_2) e^{\beta(\theta)} \right) d\theta = 0.
\]

Hence from the inequality (2.25), we have
\[
\int_0^{y^*(0, t)} u_0(\theta) d\theta - \int_{t_2}^t e^{-\beta(\theta)} f \left( h(-y^*(0, t), \theta) e^{\beta(\theta)} \right) d\theta - \int_0^\tau e^{\beta(\theta)} f \left( h(-y^*(0, t), \tau) e^{\beta(\theta)} \right) d\theta
\]
\[
- y^*(0, t)h(-y^*(0, t), \tau)
\]
\[
\leq \int_0^{y^*(0, t)} u_0(\theta) d\theta - \int_{t_2}^t e^{-\beta(\theta)} f(\bar{u}_b(\theta)) d\theta - \int_{(t_2, t)} e^{-\beta(\theta)} f \left( h(-y^*(0, t), \theta) e^{\beta(\theta)} \right) d\theta
\]
\[
- \int_0^\tau e^{\beta(\theta)} f \left( h(-y^*(0, t), \tau) e^{\beta(\theta)} \right) d\theta - y^*(0, t)h(-y^*(0, t), \tau).
\]

This implies
\[
\int_{t_2}^t e^{-\beta(\theta)} f(\bar{u}_b(\theta)) d\theta \leq \int_{t_2}^t e^{-\beta(\theta)} f \left( h(-y^*(0, t), \theta) e^{\beta(\theta)} \right) d\theta.
\]

Now dividing by \( \varepsilon_n \) on the both sides and passing to the limit as \( \varepsilon_n \to 0 \), we get
\[
f(\bar{u}_b(t)) \leq f(u(0+, t)).
\]

Note that if a boundary point \((0, t)\) is of \( Type-I \), then \( B(0, t) \leq A(0, t) \). Therefore in this case \((0, t)\) cannot be of \( Type-I \). If \((0, t)\) is of \( Type-II \), then we use the dynamic programming principle at a suitable time level to conduct the same proof described above. In the remaining case, if it is not of \( Type-I \) or \( Type-II \), then the \( h \)-curve joining \((0, t)\) to \((y^*(0, t), 0)\) touches the \( t \)-axis at the points \( \{t_n\} \) such that \( t_n < t_{n+1} \) and \( t_n \to t \). In this case, we can take \( \varepsilon_n = t - t_n \) and follow the analysis as above. This completes the proof of this case.

**Case 2.** When \( B(0, t) < A(0, t) \) and \( \tau_*(x, t) \) does not converge to \( t \). This case is independent of the type of \((0, t)\). Let \( \tau_*(x, t) \to t_1 \) for some \( t_1 < t \). Then
\[
W(0, t) = \int_{t_1}^t f^\dagger \left( f^\dagger \left( h(0, t, t_1) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta + W(0, t_1).
\]

Using dynamics programming principle, one can find a level \( t_2 \) with \( t_1 < t_2 < t \), such that
\[
W(0, t) = \int_{t_2}^t f^\dagger \left( f^\dagger \left( h(0, t, t_1) e^{\beta(\theta)} \right) \right) e^{-\beta(\theta)} d\theta + W(X(t_2), t_2),
\]
where \( X \) is the \( h \)-curve joining \((0, t)\) to \((0, t_1)\). Now following the analysis of **Case 1**, we obtain
\[
f^\dagger(u(0+, t)) \leq 0 \quad \text{and} \quad f(\bar{u}_b(t)) \leq f(u(0+, t)).
\]

**Case 3.** When \( B(0, t) < A(0, t) \) and \( \tau_*(x, t) \) converges to \( t \). If \((0, t)\) is of \( Type-II \), then \( \tau_*(x, t) \) does not converge to \( t \). Therefore in this case the boundary points \((0, t)\) are not of \( Type-II \). Therefore, this case has the following two subcases.
Subcase 1. If $(0, t)$ is of Type-I, then for $(x, t)$ near to $(0, t)$, we have

$$W(x, t) = \int_{\tau(x, t)}^{t} f^*(f'(h(x, t, \tau(x, t))e^{\beta(\theta)})) e^{-\beta(\theta)} d\theta - \int_{\tau}^{\tau(x, t)} f(\hat{w}_b(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau).$$

Given any sequence $x_k \to 0$, $X(\tau(x_k, t)) = f'(h(x_k, t, \tau(x_k, t))e^{\beta(\tau(x_k, t))}) \geq 0$, where $X(\theta)$ is the $h$-curve joining $(x_k, t)$ to $(0, \tau(x_k, t))$. If $(x_k, t)$ satisfies $f'(h(x_k, t, \tau(x_k, t))e^{\beta(\tau(x_k, t))}) > 0$, then there exists a $\delta > 0$ such that for $\tau_1 \in (\tau(x_k, t) - \delta, \tau(x_k, t) + \delta)$, the $h$-curves joining $(x_k, t)$ to $(0, \tau_1)$ lies completely in $Q$. Then

$$B(\tau_1, x, t) = \int_{\tau_1}^{t} f^*(f'(h(x, t, \tau(x, t))e^{\beta(\theta)})) e^{-\beta(\theta)} d\theta - \int_{\tau}^{\tau_1} f(\hat{w}_b(\theta)) e^{-\beta(\theta)} d\theta + W(0, \tau).$$

attains its minimum at $\tau_1 = \tau(x_k, t)$. Therefore $\frac{\partial}{\partial \tau_1} W(x, t, \tau_1) = 0$ at $\tau_1 = \tau(x_k, t)$. This implies $f(\hat{u}_b(\tau(x_k, t))) = f(h(x_k, t, \tau(x_k, t))e^{\beta(\tau(x_k, t))})$. In any case, for a sequence $x_k \to 0$, we have $f'(u(0+, t)) \geq 0$ and this implies $u(0+, t) = \hat{u}_b(t)$.

Subcase 2. If $(0, t)$ is of Type-III, then we have two possibilities. If there are infinitely many $k$ such that $x_k \to 0$ for which $\tau(x_k, t) \in [t_{2n_k}, t_{2n_k+1}]$, then the same analysis as in Subcase 1 can be followed to obtain $u(0+, t) = \hat{u}_b(t)$.

If there are infinitely many $k$ such that $x_k \to 0$ for which $\tau(x_k, t) \in (t_{2n_k-1}, t_{2n_k})$, then $\tau(x_k, t) = t_{2n_k}$ because two minimizers cannot intersect by the non-intersecting property, Lemma 2.7. Further $f'(h(x, t, t_{2n_k})e^{\beta(t_{2n_k})}) = 0$ as the $h$-curve joining $(x, t)$ to $(0, t_{2n_k})$ and the $h$-curve joining $(0, t_{2n_k})$ to $(0, t_{2n_k-1})$ is the single $h$-curve (since minimizer attend by $h$-curves) and this concludes $h(x, t, t_{2n_k})e^{\beta(t_{2n_k})} = \lambda_f$. In this case $f(u(0+, t)) = f(\lambda_f)$. Then $u(0+, t) = \lambda_f$. In this case, $f'(u(0+, t)) = 0$ holds and by the definition of $\hat{u}_b$, we obtain that $f(\hat{u}_b(t)) \geq f(u(0+, t))$. Moreover, we have

$$W(x, t, k) = \int_{t_{2n_k}}^{t} f^*(f'(h(x, t, t_{2n_k})e^{\beta(\theta)})) e^{-\beta(\theta)} d\theta + W(0, t_{2n_k})$$

and for $x_k \to 0$, there exists $0 < h_{x_k} < x_k$ such that

$$B(t_{2n_k} + h_{x_k}, x_k, t) > B(t_{2n_k}, x_k, t).$$

This implies

$$\int_{t_{2n_k} + h_{x_k}}^{t} f^*(f'(h(x, t, t_{2n_k} + h_{x_k})e^{\beta(\theta)})) e^{-\beta(\theta)} d\theta - \int_{t_{2n_k}}^{t} f^*(f'(h(x, t, t_{2n_k})e^{\beta(\theta)})) e^{-\beta(\theta)} d\theta \geq W(0, t_{2n_k} + h_{x_k}) - W(0, t_{2n_k})$$

(2.26)

From the definition of $W(0, t_{2n_k})$, we have $W(0, t_{2n_k} + h_{x_k}) - W(0, t_{2n_k}) \geq t_{2n_k} + h_{x_k} f(\hat{u}_b(\theta)) e^{-\beta(\theta)} d\theta$. Hence, dividing by $h_{x_k}$ and passing to the limit as $x_k \to 0$ in the above inequality (2.26), we conclude $f(u(0+, t)) \geq f(\hat{u}_b(t))$.

Note that the passage of limit $x_k \to 0$ in (2.26) can be executed similarly as in Step 2 of Section 2.1.1. Therefore we obtain $f(u(0+, t)) = f(\hat{u}_b(t))$. □

Remark 2.2. In the proof of Bardos- le Roux- Nédélec condition, we used the continuity of the boundary data $u_b$ in addition to the BV regularity on $u_b$. For any BV data $u_b$, a variant of the proof used in the above lemma can be carried out to show the Bardos- le Roux- Nédélec condition at the Lebesgue points of $u_b$. 

**EXPLICIT FORMULA FOR BALANCE LAWS IN THE QUARTER PLANE**
Remark 2.3. Let us comment on regularity assumptions on the boundary data $u_b$. The BV regularity of $u_b$ is used to estimate the integral $I_2$ in (2.17) of Lemma 2.5. We observe the following:

1. If $u_b$ is only bounded measurable and $h$-curves meets finitely many times at the boundary $x = 0$, then we can still estimate $I_2$ of Lemma 2.5.
2. If $u_b$ is only bounded measurable and $h$-curve meets the boundary infinitely many times, then as of now, it is not clear how to treat this case as we have difficulties in estimating $I_2$ of Lemma 2.5. However, Example 2.1 shows that in certain cases such a situation can occur where we consider $u_b$ as a step function.

Now we can complete the proof of Theorem 1.1.

Proof of Theorem 1.1. To complete the proof, it only remained to show the weak formulation. In Section 2.1.1, we obtained

\[
\begin{align*}
W_x &= h(x - z(x,t),t,t) := w, \\
W_t &= -f(e^{\beta(t)}w)e^{-\beta(t)}. 
\end{align*}
\]

Therefore, we have

\[
0 = \int_0^\infty \int_0^\infty \left[ W_t + e^{-\beta(t)}f(e^{\beta(t)}W_x) \right] \varphi_x(x,t)dxdt \\
&= -\int_0^\infty \int_0^\infty W\varphi_t + e^{-\beta(t)}f(e^{\beta(t)}W_x)\varphi_x dxdt - \int_0^\infty W(x,0)\varphi_x(x,0)dx \\
&= \int_0^\infty \int_0^\infty W_x\varphi_t + e^{-\beta(t)}f(e^{\beta(t)}W_x)\varphi_x dxdt + \int_0^\infty W_x(x,0)\varphi(x,0)dx \\
&= \int_0^\infty \int_0^\infty w\varphi_t + e^{-\beta(t)}f(e^{\beta(t)}w)\varphi_x dxdt + \int_0^\infty w(x,0)\varphi(x,0)dx.
\]

Thus $w$ satisfies $u_t + e^{-\beta(t)}f(e^{\beta(t)}w)_x = 0$ in the sense of Definition 1.2 and since $w(x,0) = u_0(x)$, we conclude that $u$ satisfied the integral identity in Definition 1.2. Moreover, in Lemma 2.9, we showed that $u(\cdot,t)$ satisfies the boundary condition (1.3) for any fixed $t > 0$. This completes the proof. \qed

3. Construction of generalized characteristics

In this section, we will interpret the explicit formulae obtained in Theorem 1.1 for the balance laws in terms of the generalized characteristics.

3.1. Proof of Theorem 1.2. Inspired by [34], we begin with the definition of characteristic triangles.

Definition 3.1 (Characteristic triangles). Let $x \geq 0$, $t > 0$ and $A(x,t)$, $B(x,t)$ are given as in (1.9) and (1.10).

1. For $A(x,t) < B(x,t)$, we define the characteristics triangle at the point $(x,t)$ as the region bounded by the $h$-curves joining the points $(x,t), (y_+(x,t),0)$ and $(y_+(x,t),0)$.

2. For $A(x,t) > B(x,t)$, we define the characteristics triangle at the point $(x,t)$ as the region bounded by the $h$-curves joining the points $(x,t), (0,\tau_+(x,t))$, and $(0,\tau^+(x,t))$.

3. For $A(x,t) = B(x,t)$, we define the characteristics triangle at the point $(x,t)$ as the region bounded by the $h$-curves joining the points $(x,t), (y^+(x,t),0), (0,\tau^+(x,t))$ which includes the point $(0,0)$, where $(x,t)$ and $(y_+(x,t),0)$ (resp. $(\tau^+(x,t),0)$) are joined by a $h$-curves for initial (resp. boundary) functional.
4. For \(A(0,t) < B(0,t)\), we define the characteristic triangle as the region bounded by the \(h\)-curve \(\gamma : [0,t] \rightarrow [0,\infty)\) joining \(0,0\) to \((y^*(0,t),0)\) and \(\gamma(\theta) > 0\) for all \(\theta \in [0,t)\).

We denote the characteristic triangle associated with the point \((x,t)\) by \(\Delta(x,t)\).

We list some properties of characteristic triangles in the following lemma.

**Lemma 3.1 (Properties of triangles).** Let \(x \geq 0, t > 0\). Then we have the following properties of characteristic triangles.

1. When \(t > 0\) be fixed, and \(x_1, x_2 > 0, x_1 \neq x_2\) but arbitrary. Then the characteristic triangles associated with \((x_1,t)\) and \((x_2,t)\) do not intersect in the interior of \(\mathbb{R}_2^+\).

2. If two characteristic triangles intersect in \(\mathbb{R}_2^+\), then one is contained in the other.

3. For any time \(t_0 > 0\) we have

\[
\bigcup_{x \in [0,\infty)} \Delta(x,t_0) = \{ (x,t) | x \in [0,\infty), 0 \leq t \leq t_0 \}.
\]

**Proof.** The proof uses Lemma 2.7 and Lemma 2.8 and follows the similar lines given in [34]. □

Our next goal is to prove Theorem 1.2. We start by stating a more rigorous version of it.

**Theorem 3.1.** Let \(t_1 > 0\) be fixed. For each \((x_1,t_1)\) there exists a unique Lipschitz continuous \(x = X(t)\) with \(X(t_1) = x_1\) such that the characteristic triangles associated with each point on the curve form an increasing family of triangles and for any point \((x,t), t \geq t_1\) on the curve, we have the following:

(i) When \(A(x,t) < B(x,t)\) we have

\[
\lim_{t'' \to t^+, t' \to t^-} \frac{X(t'') - X(t')}{t'' - t'} = \begin{cases} 
  f'(h(x,y(x,t),t)e^{\beta(t)}) & \text{if } y_*(x,t) = y^*(x,t), \\
  f(h(x,y_*(x,t),t)e^{\beta(t)}) - f(h(x,y^*(x,t),t)e^{\beta(t)}) & \text{if } y_*(x,t) < y^*(x,t).
\end{cases}
\]

(ii) When \(B(x,t) < A(x,t)\) we have

\[
\lim_{t'' \to t^-, t' \to t^+} \frac{X(t'') - X(t')}{t'' - t'} = \begin{cases} 
  f'(h(x,t,\tau(x,t))e^{\beta(t)}) & \text{if } \tau_*(x,t) = \tau^*(x,t), \\
  f(h(x,t,\tau_*(x,t))e^{\beta(t)}) - f(h(x,t,\tau^*(x,t))e^{\beta(t)}) & \text{if } \tau_*(x,t) < \tau^*(x,t).
\end{cases}
\]

(iii) When \(A(x,t) = B(x,t)\) and \(y^*(x,t) \neq 0\) or \(\tau^*(x,t) \neq 0\), we have

\[
\lim_{t'' \to t^+, t' \to t^-} \frac{X(t'') - X(t')}{t'' - t'} = f'(h(x,y^*(x,t),t)e^{\beta(t)}) - f(h(x,t,\tau^*(x,t))e^{\beta(t)}).
\]

(iv) When \(A(x,t) = B(x,t)\) and both \(y^*(x,t) = 0, \tau^*(x,t) = 0\) we have

\[
\lim_{t'' \to t^-, t' \to t^+} \frac{X(t'') - X(t')}{t'' - t'} = f'(h(x,t)e^{\beta(t)}).
\]

**Proof.** At any level \(t > t_1\), by Lemma 3.1 there exists a unique characteristics triangle containing the point \((x_1,t_1)\) with apex at some point denoted as \((X(t),t)\). This procedure gives the existence and uniqueness of the curve \(X(t)\).

Let \(t < t' < t''\) and \(X(t) = x, X(t') = x', X(t'') = x''\). For the sake of concreteness, henceforth, without loss of any generality, we assume that the \(h\)-curve joining any two points in \(Q\) lies completely in \(Q\). In the case of the initial value problem, note that the functional \(A(y_*(x',t'),x'',t'')\) in the inequality (3.2) is well defined as \(y_*(x',t') \in H_A(x'',t'')\). Indeed, if the \(h\)-curve joining \((x'',t'')\) to \((y_*(x',t'),0)\) leaves the domain \(Q\) and comes back, then it has to meet the \(h\)-curve joining \((x',t')\) to \((y_*(x'',t''),0)\) at say \((x_1,t_1)\) point. Hence we get a contradiction to the uniqueness of \(h\)-curve joining any two points in \(Q\), as \((x'',t'')\) and \((x_1,t_1)\) is joined by two different \(h\)-curves. The case of the
boundary functional in (3.7) can also be treated in the same way using the dynamic programming principle, Lemma 2.1.

To prove (i), first we consider the case $y_*(x,t) = y^*(x,t)$. In this case the slope $\frac{y''(x,t') - y''(x,t'')}{t'' - t'}$ lies between the slope of the $h$-curve joining the points $\{(x'',t''),(y^*(x'',t''),0)\}$ and $\{(x'',t''),(y_*(x'',t''),0)\}$. The $h$-curve through the points $\{(x'',t''),(y_*(x'',t''),0)\}$ is
\[
X_1(\xi) = y_*(x'',t'') + \int_0^\xi f' \left( h(x'' - y_*(x'',t''),t'') e^{\beta(\theta)} \right) d\theta,
\]
and $h$-curve through the points $\{(x'',t''),(y^*(x'',t''),0)\}$ is
\[
X_2(\xi) = y^*(x'',t'') + \int_0^\xi f' \left( h(x'' - y^*(x'',t''),t'') e^{\beta(\theta)} \right) d\theta.
\]
Hence
\[
\frac{X_1(t'') - X_1(t')}{t'' - t'} \geq \frac{x'' - x'}{t'' - t'} \geq \frac{X_2(t'') - X_2(t')}{t'' - t'},
\]
i.e.,
\[
\int_{t'}^{t''} f' \left( h(x - y_*(x'',t''),t'') e^{\beta(\theta)} \right) d\theta \geq \int_{t'}^{t''} f' \left( h(x - y^*(x'',t''),t'') e^{\beta(\theta)} \right) d\theta.
\]
Now passing to the limit as $t''\to t$ and using the monotonicity and semicontinuity of $y_*,y^*$ we obtain the first identity of (i). Now consider the case $y_*(x,t) < y^*(x,t)$. From the definition of $A(y,x,t)$ we have
\[
A(y^*(x'',t''),x'',t'') - A(y_*(x',t'),x'',t'') \leq A(y^*(x'',t''),x',t') - A(y_*(x',t'),x',t')
\]
(3.2)
The above inequality can be rewritten as
\[
[A(y^*(x'',t''),x'',t'') - A(y_*(x',t'),x'',t'')] - [A(y_*(x',t'),x'',t'') - A(y_*(x',t'),x'',t')]
\leq [A(y^*(x'',t''),x',t') - A(y^*(x'',t''),x'',t')] - [A(y_*(x',t'),x',t') - A(y_*(x',t'),x'',t')].
\]
(3.3)
We expand the above inequality step by step. Firstly, using (2.22) we have
\[
A(y^*(x'',t''),x'',t'') - A(y^*(x'',t''),x'',t')
= - \int_{x''}^{y^*(x'',t'')} h(x'' - \eta,t'') d\eta - \int_0^{t''} e^{-\beta(\eta)} f \left( h(0,t'') e^{\beta(\eta)} \right) d\eta
+ \int_{x''}^{y^*(x'',t'')} h(x'' - \eta,t') d\eta + \int_0^{t''} e^{-\beta(\eta)} f \left( h(0,t') e^{\beta(\eta)} \right) d\eta.
\]
(3.4)
Using a similar calculation of (2.22), one can obtain, for $0 < \tau < t$,
\[
\int_{x''}^{y^*(x'',t'')} h(x - \eta,t) d\eta + \int_0^t e^{-\beta(\eta)} f \left( h(0,t) e^{\beta(\eta)} \right) d\eta
= \int_0^\tau e^{-\beta(\eta)} f \left( h(x - y,\eta) e^{\beta(\eta)} \right) d\eta + \int_0^{\tau} e^{-\beta(\eta)} f \left( h(x - y,\tau) e^{\beta(\eta)} \right) d\eta - (x - y) h(x - y,\tau).
\]
Using the above equation in (3.4), we get
\[
A(y^*(x'',t''),x'',t'') - A(y^*(x'',t''),x'',t') = - \int_{t'}^{t''} e^{-\beta(\eta)} f \left( h(x'' - y^*(x'',t''),\eta) e^{\beta(\eta)} \right) d\eta.
\]
Similarly,
\[
A(y_*(x',t'),x'',t'') - A(y_*(x',t'),x'',t') = - \int_{t'}^{t''} e^{-\beta(\eta)} f \left( h(x'' - y_*(x',t'),\eta) e^{\beta(\eta)} \right) d\eta.
\]
Thus we find
\[
\left[ A(y^*(x'',t''),x'',t'') - A(y^*(x''',t'''),x''',t''') \right] - \left[ A(y_*(x',t'),x'',t'') - A(y_*(x',t'),x''',t''') \right] \\
= \int_{t'}^{t''} e^{-\beta(y)} \left[ f \left( h(x'' - y_*(x',t'),\eta)e^{\beta(y)} \right) - f \left( h(x''' - y^*(x'',t''),\eta)e^{\beta(y)} \right) \right] d\eta.
\]
and after a change of variable
\[
\left[ A(y^*(x'',t''),x',t') - A(y^*(x''',t'''),x',t') \right] - \left[ A(y_*(x',t'),x',t') - A(y_*(x',t'),x''',t''') \right] \\
= \int_{x'-y^*(x'',t'')}^{x''-y_*(x',t')} h(z,t')dz - \int_{x'-y_*(x',t')}^{x''-y^*(x'',t'')} h(z,t')dz.
\]
Therefore from the inequality (3.3) we get
\[
\frac{1}{t''-t'} \int_{t'}^{t''} e^{-\beta(y)} \left[ f \left( h(x'' - y_*(x',t'),\eta)e^{\beta(y)} \right) - f \left( h(x''' - y^*(x'',t''),\eta)e^{\beta(y)} \right) \right] d\eta \leq x'' - x', \quad (3.5)
\]
On the other hand, considering the inequality
\[
\left[ A(y_*(x'',t''),x'',t'') - A(y^*(x'',t'''),x'',t''') \right] - \left[ A(y_*(x',t'),x'',t') - A(y^*(x',t'),x''',t''') \right] \\
\leq \left[ A(y_*(x'',t''),x',t') - A(y_*(x'',t'''),x',t') \right] - \left[ A(y_*(x',t'),x',t') - A(y^*(x',t'),x''',t''') \right] \\
\]
and simplifying as before, we get
\[
\frac{1}{t''-t'} \int_{t'}^{t''} e^{-\beta(y)} \left[ f \left( h(x'' - y_*(x',t'),\eta)e^{\beta(y)} \right) - f \left( h(x'' - y^*(x'',t''),\eta)e^{\beta(y)} \right) \right] d\eta \geq x'' - x', \quad (3.6)
\]
Passing to the limit as \( t'', t' \to t \) in (3.5)-(3.6) we obtain the second identity of (i).

For (ii) we observe that the slope \( \frac{x''-x'}{t''-t'} \) lies between the slope of the \( h \)-curve joining the points \((x'',t''),(0,\tau_*(x'',t''))\) and the points \((x',t'),(0,\tau_*(x',t'))\). The \( h \)-curve through \((x'',t''),(0,\tau_*(x'',t''))\) is
\[
Y_1(\xi) = \int_{\tau_*(x'',t'')}^{\xi} f' \left( h(x'',t'',\tau_*(x'',t''))e^{\beta(y)} \right) d\theta, \quad Y_1(t'') = x''.
\]
and \( h \)-curve through \((x',t'),(0,\tau_*(x',t'))\) is
\[
Y_2(\xi) = \int_{\tau_*(x',t')}^{\xi} f' \left( h(x',t',\tau_*(x',t'))e^{\beta(y)} \right) d\theta, \quad Y_2(t') = x'.
\]
Hence
\[
\frac{Y_2(t'') - Y_2(t')}{t'' - t'} \geq \frac{Y_1(t'') - Y_1(t')}{t'' - t'}.
\]
This implies
\[
\int_{t'}^{t''} f' \left( h(x',t'',\tau_*(x',t'))e^{\beta(y)} \right) d\theta \geq \frac{Y_2(t'') - Y_2(t')}{t'' - t'} \geq \int_{t'}^{t''} f' \left( h(x',t'',\tau_*(x',t'))e^{\beta(y)} \right) d\theta.
\]
Passing to the limit as \( t'', t' \to t \), we obtain the first identity of (ii). To prove the second identity for the case \( \tau_*(x,t) < \tau_*(x,t) \), observe that
\[
B(\tau_*(x'',t''),x'',t'') - B(\tau_*(x',t'),x',t') \leq B(\tau_*(x'',t''),x',t') - B(\tau_*(x',t'),x',t'). \quad (3.7)
\]
The above inequality can be rewritten as
\[
\left[ B(\tau_*(x'',t''),x'',t'') - B(\tau_*(x'',t''),x'',t'') \right] - \left[ B(\tau_*(x',t'),x'',t'') - B(\tau_*(x',t'),x'',t'') \right] \\
\leq \left[ B(\tau_*(x',t''),x',t') - B(\tau_*(x',t''),x',t') \right] - \left[ B(\tau_*(x',t'),x',t') - B(\tau_*(x',t'),x',t') \right]. \quad (3.8)
\]
Firstly, using (2.24) we have
\[ B(\tau^*(x'', t''), x'', t'') - B(\tau^*(x'', t''), x'', t') = - \int_{t'}^{t''} e^{-\beta(\eta)} f \left( h(x'', \eta, \tau^*(x'', t'')) e^{\beta(\eta)} \right) d\eta, \]
and similarly
\[ B(\tau_s(x', t'), x'', t'') - B(\tau_s(x', t'), x'', t') = - \int_{t'}^{t''} e^{-\beta(\eta)} f \left( h(x'', \eta, \tau_s(x', t')) e^{\beta(\eta)} \right) d\eta. \]

Hence L.H.S of the inequality (3.8) imply
\[ \int_{t'}^{t''} e^{-\beta(\eta)} \left[ f \left( h(x'', \eta, \tau_s(x', t')) e^{\beta(\eta)} \right) - f \left( h(x'', \eta, \tau^*(x'', t'')) e^{\beta(\eta)} \right) \right] d\eta. \]

Now using a similar calculation as (2.24), for \( t_2 < \theta < t \) one obtains
\[ \int_{t_2}^{t} e^{-\beta(\theta)} f^\prime \left( f' \left( h(x, t_2) e^{\beta(\theta)} \right) \right) d\theta = \int_{\theta}^{t} h(\eta, t, t_2) d\eta - \int_{t_2}^{t} e^{-\beta(\theta)} f \left( h(0, t, t_2) e^{\beta(\theta)} \right) d\theta. \]

Applying the above equation in the R.H.S of (3.8) gives
\[ \left[ B(\tau^*(x'', t''), x'', t') - B(\tau^*(x'', t''), x'', t'') \right] - \left[ B(\tau_s(x', t'), x', t') - B(\tau_s(x', t'), x'', t') \right] \]
\[ = \int_{x'}^{x''} h(\eta, t', \tau_s(x', t')) - h(\eta, t', \tau^*(x'', t'')) d\eta. \]

This implies
\[
\frac{1}{x'' - x'} \int_{x'}^{x''} e^{-\beta(\eta)} \left[ f \left( h(x'', \eta, \tau_s(x', t')) e^{\beta(\eta)} \right) - f \left( h(x'', \eta, \tau^*(x'', t'')) e^{\beta(\eta)} \right) \right] d\eta \leq \frac{x'' - x'}{t'' - t'}.
\]

Similarly from inequality
\[ B(\tau_s(x'', t''), x'', t'') - B(\tau_s(x'', t''), x'', t') \]
\[ \leq \left[ B(\tau^*(x', t'), x', t') - B(\tau^*(x', t'), x'', t') \right] \]
we get
\[
\frac{1}{x'' - x'} \int_{x'}^{x''} e^{-\beta(\eta)} \left[ f \left( h(x'', \eta, \tau_s(x', t')) e^{\beta(\eta)} \right) - f \left( h(x'', \eta, \tau^*(x'', t'')) e^{\beta(\eta)} \right) \right] d\eta \geq \frac{x'' - x'}{t'' - t'}. \]

Passing to the limit \( t'' \to t \) in (3.9)-(3.10), we obtain the second identity of (i).

For case (ii), we observe the inequality
\[ B(\tau^*(x'', t''), x'', t'') - A(y^*(x', t'), x'', t'') \leq B(\tau^*(x'', t''), x', t') - A(y^*(x', t'), x', t'). \]

Following the previous strategy the above inequality can be written as
\[ \left[ B(\tau^*(x', t'), x'', t'') - B(\tau^*(x', t'), x''', t''') \right] - \left[ A(y^*(x', t'), x'', t'') - A(y^*(x', t'), x''', t''') \right] \]
\[ \leq \left[ B(\tau^*(x', t'), x', t') - B(\tau^*(x'', t''), x', t') \right] - \left[ A(y^*(x', t'), x', t') - A(y^*(x', t'), x'', t') \right]. \]

From the previous analysis, it follows directly that
\[
\frac{1}{x'' - x'} \int_{x'}^{x''} e^{-\beta(\eta)} \left[ f \left( h(x'', \eta, y^*(x', t')) \right) - f \left( h(x'', \eta, \tau^*(x'', t'')) e^{\beta(\eta)} \right) \right] d\eta \leq \frac{x'' - x'}{t'' - t'}. \]
Similarly from the inequality
\[ A(y^*(x'', t''), x'', t'') - B(\tau^*(x', t'), x'', t'') \leq A(y^*(x'', t''), x', t') - B(\tau^*(x', t'), x', t') \]
and hence from
\[
\begin{align*}
[A(y^*(x'', t''), x'', t'') - A(y^*(x'', t''), x'', t'')] - [B(\tau^*(x', t'), x'', t'') - B(\tau^*(x', t'), x'', t')]
\leq [A(y^*(x'', t''), x', t') - A(y^*(x'', t''), x'', t'')] - [B(\tau^*(x', t'), x', t') - B(\tau^*(x', t'), x'', t')]
\end{align*}
\]
we get
\[
\frac{1}{\vert x'' - x' \vert} \int_{x'' - x'} e^{-\beta(\eta)} [f(h(x'' - y^*(x'', t''), \eta)e^{\beta(\eta)} - f(h(x'', \eta, \tau^*(x'', t''))e^{\beta(\eta)}))]d\eta \geq \frac{x'' - x'}{t'' - t'}.
\]  \(3.12\)

Now passing to the limit as \( t'', t' \to t \) in \(3.11\)-(\(3.12\)) we get the identity of \((iii)\).

Proof of \((iv)\) can be obtained from the following observation. When \(A(x, t) = B(x, t),\)
\[
\frac{Y_2(t'') - Y_2(t')}{{t''} - {t'}} \geq \frac{x'' - x'}{{t''} - {t'}} \geq \frac{X_2(t'') - X_2(t')}{{t''} - {t'}}.
\]

Now from the definition of \(X_2(\xi), Y_2(\xi)\) and using the fact \(y^*(x, t) = \tau^*(x, t) = 0\) we get \((iv)\). \(\square\)

In the next lemma, we show that the constructed curve actually starts from the \(x\)-axis or \(t\)-axis. The proof can be completed following exactly the same way as in [34] and by appropriately replacing the characteristic lines by \(h\)-curves. Hence we omit it.

**Lemma 3.2.** There is a countable set \(S\) of points on the \(x\)- and \(t\)-axis with the following properties.

1. For all \((\eta, 0) \notin S\) there is a unique Lipschitz continuous curve \(x = X(\eta, t), t \geq 0\), such that \(X(\eta, 0) = \eta\) and the characteristic triangles associated to points on the curve form an increasing family of sets.

2. For all \((0, \eta) \notin S\) there is a unique Lipschitz continuous curve \(x = Y(\eta, t), t \geq \eta\), such that \(Y(\eta, 0) = 0\) and the characteristic triangles associated to points on the curve form an increasing family of sets.

Further, for all \(\eta > 0\) such that \((\eta, 0)\) and \((0, \eta)\) do not belong to \(S\),
\[
\frac{\partial}{\partial t}X(\eta, t) = f'(u(X(\eta, t), t)) \quad \text{for almost all } t > 0
\]
\[
\frac{\partial}{\partial t}Y(\eta, t) = f'(u(Y(\eta, t), t)) \quad \text{for almost all } t > \eta,
\]
where the right-hand side is a measurable function.

**Remark 3.1.** We constructed the curve \(X(t)\) in the quarter plane \(x > 0, t > 0\). If the curve reaches \(x = 0\), then for that point \((0, t)\), it falls precisely under the case \(A(0, t) \leq B(0, t)\) and we show the boundary condition by Bardos- le Roux- Nédélec is satisfied, since \(f'(u(0+, t)) \leq 0\).

**Remark 3.2.** Note that, for a fixed \(t > 0\), if \(A(x, t) = B(x, t)\) in an interval \([a(t), b(t)]\) then \(\tau^*(x, t) = \tau_*(x, t) = 0, y^*(x, t) = y^*(x, t) = 0\). Indeed, if for any point \((x_0, t_0) \in [a(t), b(t)]\), \(\tau^*(x_0, t_0) > 0\), then by the non-intersecting property, **Lemma 2.7** we arrive at a contradiction. This property corresponds to the rarefaction solution.

Next, we show that the constructed solution is entropy admissible in the sense of Lax.

**Theorem 3.2 (Entropy condition).** Let \((x, t) \in Q\) be an interior point in the quarter plane and also be a point of discontinuity of \(u(x, t)\) lying on the generalized characteristic \(X(t)\). If \(X\) is differentiable at \(t\), then
\[
f'(u(x-, t)) > \dot{X}(t) > f'(u(x+, t)).
\]  \(3.13\)

Consequently, at almost every point of discontinuity of \(u(x, t)\) along the corresponding generalized characteristic curve, the above inequality holds.
Theorem 3.1. First, we recall Theorem 1.3. Then for every \( h \in \mathbb{R} \), observe that \( u(x- t) = h(x - y(x, t)) e^\beta(t) \) and \( u(x+ t) = h(x - y(x, t)) e^\beta(t) \). Let \( t < t' < t'' \) and \( x(t) = y(t') = x', x(t'') = x'' \). The characteristic curve through the points \( (x', t'), (y, x'', t''), 0) \) is given by

\[
X_1(\xi) = y(x'', t'') + \int_0^\xi f' \left( h(x'' - y(x'', t''), t'') e^\beta(\theta) \right) d\theta.
\]

Also the characteristic curve through the points \( (x'', t''), (y(x'', t''), 0) \) is given by

\[
X_2(\xi) = y(x'', t'') + \int_0^\xi f' \left( h(x'' - y(x'', t''), t'') e^\beta(\theta) \right) d\theta.
\]

Hence from (3.1) we have

\[
\frac{\int_{t''}^{t'} f'(h(x - y(x'', t'), t'') e^\beta(\theta)) d\theta}{t'' - t'} > \frac{\int_{t''}^{t'} f'(h(x - y(x'', t'), t'') e^\beta(\theta)) d\theta}{t'' - t'}.
\] (3.14)

Now passing to the limit as \( t'' \to t \) in (3.14) and using semicontinuity property of \( y, y^* \) in Lemma 2.8 we get the desired inequality (3.13). When \( B(x, t) < A(x, t) \), we have \( u(x- t) = h(x, t, \tau(x, t)) e^\beta(t) \) and \( u(x+ t) = h(x, t, \tau(x, t)) e^\beta(t) \) and the rest of the proof will be similar. For the case \( A(x, t) = B(x, t) \), we have \( u(x- t) = h(x, t, \tau(x, t)) e^\beta(t) \) and \( u(x+ t) = h(x, t, y(x, t)) e^\beta(t) \). and (3.13) can be similarly proven. This completes the proof.

3.2. Proof of Theorem 1.3. In this section, our aim is to prove Theorem 1.3. First, we recall some well-known definitions from [8] below. We consider the homogeneous equation

\[
w_t + F(w)_x = 0, \quad \text{where } w := e^{-\beta(t)} u \quad \text{and } F(w) := e^{-\beta(t)} f(e^\beta(t) w).
\] (3.15)

**Definition 3.2 (Entropy flux pairs).** A \( C^1 \)-function \( \eta : \mathbb{R} \to \mathbb{R} \) is called an entropy for (3.15), with entropy flux \( q : \mathbb{R} \to \mathbb{R} \), if

\[
\eta'(w) \cdot F'(w) = q'(w) \quad \text{for } w \in \mathbb{R}.
\] (3.16)

**Definition 3.3 (Kruzkov entropy inequality).** A weak solution \( w \in L^\infty(\mathbb{R}) \cap BV_{loc}(\mathbb{R}) \) of (3.15) is said to satisfy Kruzkov entropy inequality if for every entropy pairs \( (\eta, q) \) and for every non-negative \( \varphi \in C^1([0, \infty) \times (0, \infty)) \) the following integral inequality holds:

\[
\int_0^\infty \int_0^\infty \left( \eta(w) \frac{\partial \varphi}{\partial t} + q(w) \frac{\partial \varphi}{\partial x} \right) dx dt \geq - \int_0^\infty q(w(0+, t)) \varphi(0, t) dt.
\] (3.17)

**Proof of Theorem 1.3.** The proof is very similar to [13,35]. For the sake of completeness, we only provide a sketch of the proof.

**Step 1.** It is known that for every \( k \in \mathbb{R} \), one can choose \( \eta(w) = |w - k| \) and \( q(w) = (F(w) - F(k)) \text{sgn}(w - k) \) which satisfy (3.16). Then from (3.17) we have

\[
\int_0^\infty \int_0^\infty \left( \left| w(x, t) - k \right| \frac{\partial \varphi}{\partial t} + F(w(x, t), k) \frac{\partial \varphi}{\partial x} \right) dx dt \geq - \int_0^\infty F(w(0+, t), k) \varphi(0, t) dt
\] (3.18)

where

\[
F(w(x, t), k) = \frac{F(w(x, t)) - F(k)}{w(x, t) - k} \left| w(x, t) - k \right|.
\]

Moreover, following the same calculations of [35, page 35], one can deduce that if \( w \) is \( C^1 \) except a discrete set of Lipschitz curves, then the Lax entropy condition (3.13) implies (3.18).

**Step 2.** Next we use Kruzkov’s idea of doubling the variables. Let \( \varphi \geq 0 \) be a compactly supported...
$C^1$ function of $x, t, y, s$ and taking $k = e^{-\beta(s)}v(y, s)$, and following the same proof of [35, page 30-33] we obtain to the inequality (2.11) of [35, page 33] which reads

$$\int_0^\infty \varphi'(t) \int_{\max\{a+Mt,0\}}^{b-Mt} e^{-\beta(t)}|u(x,t) - v(x,t)|dxdt \geq -\int_0^{\max\{c,T\}} F\left(e^{-\beta(t)}u(0+,t), e^{-\beta(t)}v(0+,t)\right)\varphi(t)dt$$

(3.19)

where $b - a \geq 2MT$ and $0 \leq \varphi \in C_0^\infty(0,T)$. If $a \geq 0$, then $\max\{c,T\} = 0$, and hence $t \mapsto \int_{a+Mt}^{b-Mt} e^{-\beta(t)}|u(x,t) - v(x,t)|dx$ is a decreasing function. This implies

$$\int_{a+Mt}^{b-Mt} e^{-\beta(t)}|u(x,t) - v(x,t)|dx \leq \int_a^b |u_0(x) - v_0(x)|dx$$

which gives $u = v$ as $u_0(x) = v_0(x)$. Now let $a < 0 < b$, $a + b \geq 0$, $c < 0 < -a$, $c - a \leq 0$, $T_0 = \frac{a}{2M}$. With this choice of $a, b, c$, $T_0 < \min\left\{\frac{b-a}{2M}, -\frac{c-a}{2M}\right\}$ and $\varphi \in C_0^\infty(0,T_0)$, from (3.19) we get

$$\int_0^{T_0} \varphi'(t) \int_{c-Mt}^{b-Mt} e^{-\beta(t)}|u(x,t) - v(x,t)|dxdt \geq -\int_0^{T_0} F\left(e^{-\beta(t)}u(0+,t), e^{-\beta(t)}v(0+,t)\right)\varphi(t)dt.$$

(3.20)

Now it is enough to show that

$$F\left(e^{-\beta(t)}u(0+,t), e^{-\beta(t)}v(0+,t)\right) = \frac{f(u(0+,t)) - f(v(0+,t))}{u(0+,t) - v(0+,t)}e^{-\beta(t)}|u(0+,t) - v(0+,t)| \leq 0.$$

(3.21)

Without loss of any generality we assume $u(0+,t) \geq v(0+,t)$ and consider following four cases:

1. $f'(u(0+,t)) > 0$ and $f'(v(0+,t)) > 0$,
2. $f'(u(0+,t)) > 0$ and $f'(v(0+,t)) \leq 0$,
3. $f'(u(0+,t)) \leq 0$ and $f'(v(0+,t)) > 0$,
4. $f'(u(0+,t)) \leq 0$ and $f'(v(0+,t)) \leq 0$.

In the first case, from the boundary condition (1.3) we get $u(0+,t) = \bar{u}_b(t) = v(0+,t)$ and hence (3.21) is proved. In the second case, using boundary condition (1.3) we obtain

$$f(u(0+,t)) - f(v(0+,t)) \leq f(\bar{u}_b(t)) - f(\bar{u}_b(t)) = 0.$$

Note that since we assumed $u(0+,t) \geq v(0+,t)$ and $f$ is a $C^2$ convex function, we have $f'(u(0+,t)) \geq f'(v(0+,t))$. Therefore the third case can not occur. In the fourth case, using the mean value theorem, we obtain

$$\frac{f(u(0+,t)) - f(v(0+,t))}{u(0+,t) - v(0+,t)} = f'(\xi(t)) \leq f'(u(0+,t)) \leq 0.$$

This completes the proof of all four cases. The rest of the proof can be completed by using the inequality in (3.20) and for details see [35, page 34]. Hence we have $u \equiv v$. \qed
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