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ABSTRACT The smooth and robust injection of wind power into the utility grid requires stable, robust, and simple control strategies. The super-twisting sliding mode control (STSMC), a variant of the sliding mode control (SMC), is an effective approach employed in wind energy systems for providing smooth power transfer, robustness, inherent chattering suppression and error-free control. The STSMC has certain disadvantages of (a) less anti-disturbance capabilities due to the non-linear part that is based on variable approaching law and (b) time delay created by the disturbance and uncertainties. This paper enhances the anti-disturbance capabilities of STSMC by combining the attributes of artificial intelligence with STSMC. Initially, the STSMC is designed for both the inner and outer loop of a doubly fed induction generator (DFIG) based wind energy conversion system (WECS). Then, an artificial neural network (ANN)-based compensation term is added to improve the convergence and anti-disturbance capabilities of STSMC. The proposed ANN based STSMC paradigm is validated using a processor in the loop (PIL) based experimental setup carried out in Matlab/Simulink.

INDEX TERMS Sliding mode control, wind energy, super-twisting, artificial intelligence.

I. INTRODUCTION The high penetration of renewable energy (RE) power generation system in the power grid has decreased the consumption of fossil fuels, evident from the decrease of 81% in 2016 that was 86% in 1973 [1]. Major part in this RE integration is played by the wind energy. The wind energy is transferred to the main grid through a composite system called as wind energy conversion system (WECS) that consists of wind turbine, generator, gear box, and control equipment. The power electronics are used to integrate the generated electricity into the utility grid after the wind energy is converted to electricity by the WECS [2]. The rapid advancement of power converters has resulted in the WECS getting smaller and less expensive [4], [5], [6], [7].

Control of WECS is critical in renewable energy technologies. Various generators are used in WECS having complex structures and highly nonlinear dynamics. Such a highly nonlinear system needs robust control to tackle external disturbances, nonlinearities, and uncertainties. Sliding mode control (SMC), widely known as variable structure control, is a good solution that meets the requirements of WECS.
**TABLE 1. Nomenclature.**

| \( \rho \) | Air density | \( R \) | Wind turbine rotor radius |
| \( v \) | Wind speed | \( C_p(\lambda, \beta) \) | Power coefficient |
| \( \lambda \) | Tip speed ratio | \( \beta \) | Pitch angle |
| \( \omega_0 \) | Turbine shaft angular speed | \( k_1, k_2, k_3, k_4 \) | Positive constants |
| \( G \) | Gear ratio | \( \omega_g \) | Generator speed |
| \( T_e \) | Generator torque | \( T_i \) | Aerodynamic torque |
| \( I_{ds}, I_{qs} \) | Stator (dq) currents | \( I_s, I_r \) | Stator and rotor inductance |
| \( L_{rm} \) | Stator mutual inductance | \( R_s, R_r \) | Stator and rotor resistance |
| \( E \) | DC Link Voltage | \( p \) | Number of pole pairs |
| \( \omega_r \) and \( \omega_s \) | Rotor and stator angular speed | \( \varphi_{ds}, \varphi_{qs} \) | Rotor (dq) fluxes |
| \( V_{ds}, V_{qs} \) | Stator (dq) voltages | \( V_{em} \) | Electromagnetic torque |
| \( f_r \) | Viscous friction coefficient | \( J \) | Moment of inertia |
| \( T_L \) | Load torque | \( P_s \) | Active power |
| \( Q_s \) | Reactive Power | \( \omega_r^{act} \) | Reference generator speed |
| \( \mathcal{S} \) | Sliding surface | \( \nu_{grid}^{act} \) | The reference grid power |
| \( V_{gd}, V_{gg} \) | Grid (dq) voltages | \( (\alpha, \beta), (\alpha, \beta)_{1,2}, (\alpha, \beta)_B \) | Positive constants |

Classical SMC is a power control method widely used in WECS. The most fundamental and straightforward control design for DFIG-based WECS is the first order SMC. A good compromise between torque oscillations and the effectiveness of power conversion is offered by the SMC. The surface for the first order SMC, proposed in [8], is selected as the error between reference power and actual power. For frequency change under sudden load conditions, the reference power is chosen to be less than the maximum power. The suggested scheme is verified using a test bench created at NREL FAST. For grid-connected WECS, a similar idea has been introduced in [9] and [10]. The previously mentioned first-order SMC schemes are continuous. The SMC based control schemes inherit an undesirable phenomenon of chattering and proved it to be harmful to the system as stated by Utkin and Lee [11], that results in high wear and tear, excessive power losses, and low control accuracy of the system. This phenomenon is due to the discontinuous switching control law in the continuous control schemes. Instead of a constant reaching law, the author in [12] proposes an exponential reaching law to solve the chattering issue. The exponential reaching law-based SMC gains are scheduled in accordance with the error magnitude. The gain increases as the error increases, and decreases as the error decreases. According to [12], the enhanced reaching law is expressed as follows:

\[
\dot{\mathcal{S}} = -\Lambda |\mathcal{S}|^{-\beta} \frac{Q}{D(\mathcal{S})} |\mathcal{S}|^{\gamma} \text{sign}(\mathcal{S}) \tag{1}
\]

where

\[
D(\mathcal{S}) = \alpha + (1 - \alpha)e^{-\beta_x |\mathcal{S}|}
\]

and \( 0 < \alpha < 1 \) and \( \beta_x > 0 \). It is evident from the surface equation given above, that the gain modification is performed between \( Q|\mathcal{S}|^{\gamma} \) and \( Q|\mathcal{S}|^{\gamma}/\alpha \), as per the magnitude of error. Digital control schemes are also introduced to enhance the SMC schemes. In order to implement a switching-free control strategy, digital sliding mode control (DSMC) based on the adaptive reaching law was first presented in [13] by Milosavljević. The authors introduced the concept of quasi-sliding mode (QSM), where the system’s trajectory is along a surface that produces motion similar to sliding rather than switching surfaces. The digitalized SMC guarantees to slide at each sampling instant [14], [15]. The digital SMC are further studied and elaborated in [13] and [16]. Other enhancement techniques use approximation of signum function using sigmoid function or continuous saturation function [17] for chattering elimination at the expense of system robustness. A new family of classical SMC was proposed to reduce the chattering known as boundary layer SMC, whereas the terminal SMC concept has been used to provide finite-time convergence. Another variant of SMC known as second-order SMC (SOSMC) is a successful technique in removing the shortcomings of SMC (i.e., chattering and infinite-time convergence) while retaining the inherent robust nature of the classical SMC [18]. A high order sliding mode control using a super-twisting algorithm (STA) has been proposed by [19] for wind energy systems. The STA-based SMC schemes are easy to implement and this is implemented to make the wind energy systems more robust. Various variants of super-twisting SMC (STSAC) are also reported in the literature. For instance, the author in [20] combines the STSMC and fractional order calculus to improve the performance of the system with a chattering elimination approach. The author in [21] uses a novel optimization method with STSMC for a direct torque-controlled wind energy system and minimizes the ripples in the torque and flux. The literature depicts that STSMC has certain advantages of chattering elimination, finite-time convergence, no knowledge of perturbations for a system of relative degree one, continuous nature, and ensures robustness against Lipschitz continuous disturbance having bounded gradients.

Although the STSMC improves the system performance, it has certain drawbacks under disturbing scenarios. The standard STSMC having fixed gains is not capable of handling the uncertainties and disturbances growing with the state variable or with time due to the homogeneous nature of the STSMC.
scheme [22]. Several efforts have been made to improve the performance of standard STSMC for timely growing uncertainties. The performance of STSMC has been improved by using variable gains. The variable gains were initially introduced to the first order SMC applied under the perturbations with known bounds a priori [23], [24]. The same concept was also applied in [25] with a non-homogeneous control structure and timely growing correction terms. This concept has been employed to improve the performance of wind energy conversion systems. For instance, the authors in [26] and [27] proposed the STSMC scheme based on the variable gain structure proposed in [25] and achieved rare output chattering, maximized power, low stress, and smoother firing angles of converters. The variable gain STSMC has further been modified using fuzzy logic theory [28], ANFIS [29], and barrier function [30] for wind energy systems. Although, these variations in standard STSMC improve the performance, but increases the mathematical and computation complexities of the applied control schemes. Artificial intelligence techniques that include deep reinforcement learning and feedforward techniques are also employed to update the weights of the STSMC scheme as reported in [31], [32], and [33]. These techniques serve as adaptive control schemes and improve the performance of STSMC, and at the same time adding more complexity to the system. To assess this situation and improve the performance of STSMC scheme, this paper introduces the artificial intelligence with STSMC paradigm for DFIG-based wind energy systems. The proposed AI based STSMC (AISTSMC) system shown in Fig. 1, which results in the following major contributions:

- The SMC is enhanced using super-twisting SMC scheme. The problems generated from using high order control schemes are evaluated theoretically and mathematically. The non-linear part that is based on the variable approaching law lacks the anti-disturbance capability. This may result in system inability to follow the ideal trajectory and convergence delay. Thus, a new controller is then synergized with STSMC to cope with the aforementioned problems.
- A new AISTSMC technique is proposed using artificial neural network to reduce the tracking error and improve the convergence trajectory of STSMC scheme. The new control law adequately compensates the highly non-linear internal and external disturbances, modeling errors, and parametric uncertainties. The disadvantages of STSMC are convergence delay due to uncertainty and degraded transient performance, which are addressed using AISTSMC scheme.
- The proposed strategy exhibits improved performance, validated through extensive numerical simulations and experimental environment based on processor in the loop (PIL) concept. The results are numerically presented and compared with conventional SMC and STSMC schemes for chattering elimination and robustness against disturbances of step and stochastic nature.

II. SYSTEM DYNAMICS OF DFIG-WECS

The implementation of SMC law utilizes the dynamic model of DFIG-based WECS. The DFIG-based WECS comprises a hub, low and high-speed shafts, gearbox, brake, and a generator. The model order is determined by the number of joints or degrees of freedom; thus, a two-mass model is adopted in this paper. The aerodynamic power from the wind speed is given as follows:

\[
P = \frac{1}{2} \rho \pi R^2 C_p(\lambda, \beta) v^3
\]

where

\[
\lambda = \frac{\Omega R}{v}
\]

\[
C_p = C_1 \left( \frac{C_2}{\lambda} - 1 \right) e^{-\frac{C_3}{\lambda}}
\]

At \( \lambda = \lambda_{opt} \), the \( C_p \) reaches its maximum value, thus \( C_p = C_{p_{max}} \). In this case, the torque of the wind turbine is as follows:

\[
T_r = \frac{T_i}{G} \omega_r = \frac{\omega_r G}{G}
\]

The reference generator speed is given as follows:

\[
\omega_r^{ref} = \frac{\lambda_{opt} G}{R} v
\]

The reference speed is calculated using (6) when the system is operating at maximum power point, whereas, it is calculated from power curve data and look up tables in other cases. The reference grid power is given as follows:

\[
P_{grid}^{ref} = \frac{1}{2} \rho \pi R^2 C_{p_{max}} v^3
\]

\[
V_{ds} = R_s I_{ds} + \frac{d}{dt} \varphi_{ds} - \omega_r \varphi_{qs}
\]

\[
V_{qs} = R_s I_{qs} + \frac{d}{dt} \varphi_{gs} + \omega_r \varphi_{ds}
\]

\[
V_{dr} = R_r I_{ds} + \frac{d}{dt} \varphi_{dr} - (\omega_s - \omega_r) \varphi_{qs}
\]

\[
V_{qr} = R_r I_{qs} + \frac{d}{dt} \varphi_{qr} - (\omega_s - \omega_r) \varphi_{ds}
\]

The rotor dynamics of DFIG is given by:

\[
f \frac{d}{dt} \omega_r = T_{em} - T_r - f_r \omega_r
\]

where the electromagnetic torque is given as follows:

\[
T_{em} = P \frac{MV_s}{\omega_s L_s} (\varphi_{qs} I_{dr} - \varphi_{ds} I_{qr})
\]

As per the concept of vector control, aligning the reference frame to the d-axis of stator flux one gets \( \varphi_{ds} = \varphi_s \) and \( \varphi_{qs} = 0 \). The electromagnetic torque is given as follows:

\[
T_{em} = -P \frac{MV_s}{\omega_s L_s} \varphi_s I_{qr}
\]
| SMC Technique | Ref. (year) | Errors and Surfaces | System information | Remarks |
|---------------|------------|---------------------|--------------------|---------|
| High Order SMC | [34] (2008) | $\mathcal{E}_1 = K_{\text{opt}} \Omega^2 - \frac{3}{2} \frac{P}{T} \theta_{\text{frq}} \dot{\omega}_e$ | PMSG, Rectifier and Inverter, No experimental validation | Two different surfaces are used to control the rectifier using STSMC in order to operate it in the best power conversion and power regulation modes. |
| | [35] (2012) | $\mathcal{E}_1 = I_{\text{ref}} - I_{\text{d}}$ | DFIG, Back-to-back converters, Experimentally validated | The optimal power conversion and power regulation operation modes of the rectifier are controlled using STSMC with two different surfaces. |
| | [36] (2012) | $\mathcal{E}_1 = \omega_{r} \theta_{\text{frq}} - \omega_{r}$ | DFIG, No experimental validation | The modified STSMC is based on Lyapunov and has variable gains. Detailed simulations are used to validate the results. |
| | [37] (2013) | $\mathcal{E}_1 = Q_{\text{ref}} + \frac{2}{J_w} \frac{L_m V_q}{2} (i_d \frac{d}{d t} - \frac{V_q}{\omega_{r} L_m})$ | DFIG, Back-to-back converters, RSC control, No experimental validation | This paper presents STSMC with variable gains and provides convergence analysis for DFIG-based WECS. |
| | [38] (2014) | $\mathcal{E}_1 = T_s \theta_{\text{frq}} - T_e$ | DFIG, Back-to-back converters, No experimental validation | A STSMC based second order SMC is presented using FAST code |
| | [39] (2016) | $\mathcal{E}_1 = I_{\text{ref}} - I_{\text{d}}$ | PMSG, IGBT 8837, Back-to-back converters, Experimentally validated | Fuzzy integral terminal theory based STSMC is utilized to present a fault ride through technique. |
| | [40] (2017) | $\mathcal{E}_1 = I_{\text{ref}} - I_{\text{d}}$ | PMSG, IGBT 8837, Back-to-back converters, RSC and GSC control, No experimental validation | The STSMC gains are best chosen using a new root tree optimization in the proposed STSMC. |
| | [41] (2016) | $\mathcal{E}_1 = T_s \theta_{\text{frq}} + T_p$ | DFIG, Back-to-back converters, No experimental validation | The proposed second order SMC employs a time-varying receding horizon to make it adaptive. After calculating the conservative bounds, an adaptation strategy is suggested. |
| | [42] (2019) | $\mathcal{E}_1 = \theta_{\text{ref}} - \theta_e$ | RSC control (outer loop), No experimental validation | To reduce the chattering phenomenon, a new switching sector-based SMC structure is presented. |
| | [43] (2019) | $\mathcal{E}_1 = \omega_{r} \theta_{\text{frq}} - \omega_r$ | RSC control, Experimentally validated | new inertial perturb and observe MPPT method is presented. The STSMC of third order is suggested for speed tracking. |
| | [44] (2020) | $\mathcal{E}_1 = (E - E^*) \theta_{\text{ref}}$ | PMSG, Rectifier + boost converter + inverter, No experimental validation | To control the DC link voltage in PMSG-based WECS, an SSMC is presented for the boost converter. |
| | [45] (2020) | $\mathcal{E}_1 = P_{\text{ref}} - P_e$ | DFIG, RSC control, Experimentally validated | Six power compensation techniques are suggested for improving power quality to a HOSMC. |
| | [46] (2020) | $\mathcal{E}_1 = Q_{\text{ref}} - Q_e$ | RSC side control, No experimental validation | Performance is assessed and SMC and STSMC stability analysis are given. |
| | [47] (2021) | $\mathcal{E}_1 = P_{\text{ref}} - P_e$ | DFIG, RSC control, No experimental validation | The DFIG WECS is controlled using novel adaptive STSMC paradigm |
The rotor currents, active and reactive power at constant stator flux, $V_{ds} = 0$, and $V_{qr} = V_s = V_{dr} = \omega_s q_s$, are given as follows:

$$
\frac{d}{dt} I_{dr} = \frac{1}{\sigma L_r} (V_{dr} - R_r I_{dr} + \sigma L_r \omega_s I_{qr}) \\
\frac{d}{dt} I_{qr} = \frac{1}{\sigma L_r} (V_{qr} - R_r I_{qr} - \sigma L_r \omega_s I_{dr})
$$

(12)

Therefore, it is necessary to an effective paradigm should be implemented to complete the challenging task of regulating a constant DC link voltage. To accomplish this task, a vector control strategy will be used. The orientation of reference frame is aligned with grid or stator voltage using the vector control strategy. Thus when $V_s = V_D$ and $V_Q = 0$, active power and reactive power adapts a new structure given as:

$$
P_g = \frac{3}{2} V_{gd}^2 I_{qr} \\
Q_g = \frac{3}{2} V_{gd} I_{qr} I_{gd}
$$

(13)

As shown in (16), $I_d$ and $I_q$ directly impacts the flow of electric power from grid to the converters that equals to the DC power given as follows:

$$
P_{g} = \frac{3}{2} (V_{gd} I_d + V_{sq} I_{sq}) = \frac{3}{2} (V_{gd} I_d) \\
Q_{g} = \frac{3}{2} (V_{sq} I_{gd} + V_{di} I_{dq}) = \frac{3}{2} (V_{gd} I_{dq})
$$

(16)

Rearranging the above equations, one gets the grid model in terms of current dynamics:

$$
\frac{d}{dt} I_{gd} = \frac{1}{L_g} (e_d - R_g I_{gd} - V_{gd} + \omega_s L_s I_{qg}) \\
\frac{d}{dt} I_{qg} = \frac{1}{L_g} (e_q - R_g I_{qg} - V_{qg} - \omega_s L_s I_{gd})
$$

(15)

The DFIG rotor experiences a dynamic and variable wind flow as a result of the wind’s stochastic and gusty nature.

Therefore, it is necessary to an effective paradigm should be implemented to complete the challenging task of regulating a constant DC link voltage. To accomplish this task, a vector control strategy will be used. The orientation of reference frame is aligned with grid or stator voltage using the vector control strategy. Thus when $V_s = V_D$ and $V_Q = 0$, active power and reactive power adapts a new structure given as:

$$
P_g = \frac{3}{2} V_{gd} I_d + V_{sq} I_{sq} \\
Q_g = \frac{3}{2} V_{gd} I_{dq}
$$

(16)

As shown in (16), $I_d$ and $I_q$ directly impacts the flow of electric power from grid to the converters that equals to the DC power given as follows:

$$
I_{os} = \frac{3}{2E} V_{gd} I_{gd}
$$

(17)

$$
C \frac{dE}{dt} = I_{os} - I_{or}
$$

(18)

Substituting (17) in (18), we get:

$$
\dot{E} = g(x) I_{gd} - \frac{1}{c} I_{or} \text{ where } g(x) = \frac{1}{c} \frac{3}{2E} V_{gd}
$$

(19)
The uncertain term $\Delta g(x)$ is added to $g(x)$ in (19), and is given as follows:

$$g(x) = g_0(x) + \Delta g(x); \quad g_0(x) = \frac{3}{c} \frac{1}{2E_{\text{ref}}} V_{gd}$$

(20)

where $E_{\text{ref}}$ is the reference value of $E$. Putting $g(x)$ from (20) in to (19), it gives us:

$$\dot{E} = g_0(x)I_{gd} - \frac{1}{c} I_{or} + dE; \quad dE = \Delta g(x)I_{gd}$$

(21)

### III. PROBLEM FORMULATION AND DESIGN OF STANDARD STSMC

This section initially formulates the mathematical model of DFIG-WECS for developing the problems in the system due to non-linear uncertainties. Various controllers have been developed and discussed in this section to mitigate the problems arising from uncertainties and perturbation.

#### A. STATE SPACE MODELING AND PROBLEM FORMULATION

The classical linear controllers have satisfactory performance in linear time-varying systems. Contrary, the DFIG is a highly non-linear and strongly coupled system and becomes more complex when operated in grid-connected mode. The varying operating and environmental conditions make the control more difficult. A robust non-linear control system like SMC is necessary for the efficient control of the DFIG-based wind energy systems under both normal and disturbed conditions. The SMC principle is to bring a system to the proposed sliding surface with a non-linear control law consisting of a switching function resulting in the gradual stabilization to the equilibrium point of the system on that surface. The DFIG-based non-linear system needs to be represented in state space form along with the uncertain dynamics to understand, design, and improve the SMC design. The non-linear system given in section II is represented as follows in its state space form:

$$\dot{x}(t) = F(x) + G(x)u$$

(22)

The states and the non-linear dynamic function $F(x)$ and $G(x)$ are given as follows:

$$x(t) = \begin{bmatrix} x_1 \ x_2 \ x_3 \end{bmatrix}^T = \begin{bmatrix} \omega_r \ \varphi_q \ \varphi_{d} \end{bmatrix}^T$$

(23)

$$F(x) = \begin{bmatrix} F_o \ F_q \ F_d \end{bmatrix} = \begin{bmatrix} -\frac{1}{J}(T_r + f_\Omega) \\ -\frac{R_r}{\sigma L_r} I_{dr} + s\omega I_{qr} \\ -\frac{R_r}{\sigma L_r} I_{dq} - s\omega I_{d} - s \frac{M V_s}{\sigma L_d} \end{bmatrix}$$

(24)

$$G(x) = \begin{bmatrix} G_o \ 0 \ 0 \\ 0 \ G_q \ 0 \\ 0 \ 0 \ G_d \end{bmatrix} = \begin{bmatrix} \frac{1}{J} & 0 & 0 \\ 0 & \frac{1}{\sigma L_r} & 0 \\ 0 & 0 & \frac{1}{\sigma L_d} \end{bmatrix}$$

(25)

$$u = \begin{bmatrix} T_{em} \ V_{qr} \ V_{dr} \end{bmatrix}^T$$

(26)

Once the system is defined in the desired state, the control objective is defined. In the presence of system uncertainties and disturbances, the control objective is the convergence of the current state vector to the desired or reference state vector. For this purpose, a sliding variable $\mathcal{S}$ is designed to achieve the required dynamic of the system given in (22) during the sliding mode $\dot{\mathcal{S}} = \mathcal{S}(x, t) = 0$. Also, it is assumed that the relative degree of the input-output ($u \rightarrow \mathcal{S}$) is one, with stable internal dynamics. Therefore, the input-output dynamics can be presented as:

$$\dot{\mathcal{S}} = \frac{\partial x_f}{\partial x} + \frac{\partial x_f}{\partial x} F(x) + \frac{\partial x_f}{\partial x} G(x)u$$

(27)

Also, it is assumed that:

A1: The uncertain function $\mathcal{S}(x, t) \in \mathcal{R}$ exists and can be shown as follows:

$$\mathcal{S}(x, t) = \mathcal{S}_0(x, t) + \Delta \mathcal{S}(x, t)$$

(28)

where $\mathcal{S}_0(x, t) > 0$ is a function that is known and $\Delta \mathcal{S}(x, t)$ is a bounded uncertainty so that

$$|\Delta \mathcal{S}(x, t)| = \mathcal{S}(x, t) \leq \mathcal{S}_1 < 1$$

(29)

$\forall x \in \mathcal{R}^n$ and $t \in [0, \infty)$ with an unknown boundary $\mathcal{S}_1$. A2: The function $\mathcal{S}(x, t) \in \mathcal{R}$ is presented as

$$\mathcal{S}(x, t) = \mathcal{S}_1(x, t) + \mathcal{S}_2(x, t)$$

(30)

with the bounded terms

$$|\mathcal{S}_1(x, t)| \leq \mathcal{S}_1 |s|^{1/2}$$

$$|\mathcal{S}_2(x, t)| \leq \mathcal{S}_2$$

(31)

where the finite boundaries $\mathcal{S}_1, \mathcal{S}_2 > 0$ exist but is unknown. A final equation is given is follows:

$$\dot{\mathcal{S}} = \mathcal{S}(x, t) + \begin{bmatrix} 1 + \Delta \mathcal{S}(x, t) \mathcal{S}_0(x, t) \end{bmatrix} \mu$$

(32)

where $\mu = \mathcal{S}_0(x, t)u$. From A1, one gets

A3:

$$1 - \mathcal{S}_1 \leq \mathcal{S}_1(x, t) \leq 1 + \mathcal{S}_1$$

(33)

The objective now is to drive the sliding surface $\mathcal{S}$ and $\dot{\mathcal{S}}$ to zero under disturbance and perturbations in finite-time. SMC can efficiently fulfill this objective when the boundary of the disturbance is known.

#### B. FIRST ORDER SMC DESIGN FOR DFIG-WECS

The surfaces that will be used in the design of first-order SMC are selected as an error between the reference and actual states. The surfaces are suggested based on the difference between the reference and the state variable. In DFIG-based WECS, the controllable state components include current, speed, and DC link voltage. These controllable state components will be used to control the WECS in this section.
C. ROTOR SIDE CONTROL

1) SPEED CONTROL

The speed control is the first step to in the RSC control, where speed error is taken given as follows:

\[ e_ω = ω - ω_{ref} \quad (34) \]

Taking its derivative as \[ ė_ω = \dot{ω} - \dot{ω}_{ref} \]; and putting the values from (9) we have:

\[ ė_ω = \frac{T_{em}}{J} + d_3 - \dot{ω}_{ref} \quad (35) \]

The surface is selected as (35) and is given as follows:

\[ \mathcal{S}_ω = e_ω \quad (36) \]

Taking derivative of the above surface, one gets the following relation:

\[ \dot{\mathcal{S}}_ω = ė_ω = \frac{T_{em}}{J} + d_3 - \dot{ω}_{ref} \quad (37) \]

The SMC law consists of an equivalent terms which is acquired here by selecting \[ \mathcal{S}_ω = 0 \]. The equivalent term is given as follows:

\[ T_{em}^{eq} = J (\dot{ω}_{ref} - d_3) \quad (38) \]

The final control law \[ T_{em}^{ref-SMC} \] is obtained using \[ T_{em}^{eq} \] in (38) and switching control part \[ T_{em} = -J (k_3 \text{ sgn}(\mathcal{S}_ω)) \] and is given as follows:

\[
\begin{align*}
T_{em}^{ref-SMC} &= T_{em}^{eq} + T_s \\
T_{em} &= -J (k_3 \text{ sgn}(\mathcal{S}_ω)) \\
T_s &= J (\dot{ω}_{ref} - d_3)
\end{align*}
\quad (39)
\]

2) CURRENT CONTROL

The objective of current control law derivation is to ensure the current \( x^{ref} \) tracking of \( x^{ref} \) where the \( x^{ref} \) is given as follows:

\[ x^{ref} = [I_{dr}^{ref} \quad I_{qr}^{ref}]^T \quad (40) \]

The reference \( q \)-axis current \( (I_{qr}^{ref}) \) is obtained from(11) and is given as follows:

\[ I_{qr}^{ref} = \frac{α_s L_s}{PMV_s} T_{em}^{ref} \quad (41) \]

The \( d \)-axis reference current is derived by substituting \( Q_s^{ref} = 0 \), in reference reactive power \( Q_s^{ref} = \frac{V_s^2}{ω_s L_s} - \frac{MV}{ω_s L_s} I_{dr} \) and is given as:

\[ I_{dr}^{ref} = \frac{V_s}{α_s M} \quad (42) \]

The current control is the second step to in the RSC control that takes the reference current from speed control loop and uses the current error, given as follows:

\[
\begin{align*}
\epsilon_1 &= x - x^{ref} \\
\epsilon_2 &= [\epsilon_1 \quad \epsilon_2]^T \\
\epsilon_3 &= [I_{dr} - I_{dr}^{ref} \quad I_{qr} - I_{qr}^{ref}]
\end{align*}
\quad (43)
\]

The next step is to take the derivative of current errors given in (43). The values of variables are substituted in derivatives of current errors from (12) and are given as follows:

\[
\begin{align*}
\dot{\epsilon}_1 &= \frac{1}{\sigma L_r} (V_{dr} - R_s I_{dr} + sα L_s ω_s I_{qr} - \dot{j}_{dr}^{ref}) \\
\dot{\epsilon}_2 &= \frac{1}{\sigma L_r} (V_{qr} - R_s I_{qr} + sα L_s ω_s I_{dr} - \dot{j}_{qr}^{ref})
\end{align*}
\quad (44)
\]

Hence (44) can be written as:

\[
\begin{align*}
\dot{\epsilon}_1 &= G_1 \frac{1}{\sigma L_r} (V_{dr} - R_s I_{dr} - \dot{j}_{dr}^{ref}) \\
\dot{\epsilon}_2 &= G_2 \frac{1}{\sigma L_r} (V_{qr} - R_s I_{qr} - \dot{j}_{qr}^{ref})
\end{align*}
\quad (45)
\]

where

\[
\begin{align*}
G_1 &= \frac{1}{\sigma L_r} (sα L_s ω_s I_{dr} - \dot{j}_{dr}^{ref}) \\
G_2 &= \frac{1}{\sigma L_r} (sα L_s ω_s I_{qr} - \dot{j}_{qr}^{ref})
\end{align*}
\]

The current control loop derivation is performed by selecting the surface same as the \( dq \) current errors, given as follows:

\[ \mathcal{S} = \begin{bmatrix} \mathcal{S}_1 \\ \mathcal{S}_2 \end{bmatrix} = \begin{bmatrix} \epsilon_1 \\ \epsilon_2 \end{bmatrix} \quad (46) \]

The derivative of the above surface is given as follows:

\[ \dot{\mathcal{S}} = \begin{bmatrix} \dot{\mathcal{S}}_1 \\ \dot{\mathcal{S}}_2 \end{bmatrix} = \begin{bmatrix} \dot{\epsilon}_1 \\ \dot{\epsilon}_2 \end{bmatrix} \quad (47) \]

Selecting \( \mathcal{S} = 0 \), and using the SMC theory, a final current control law consisting of equivalent control and discontinuous control terms is derived given as follows:

\[
\begin{align*}
V_{dr}^{ref-SMC} &= \sigma L_r \frac{R_s}{\sigma L_r} I_{dr} - G_1 - k_1 \text{ sgn}(\mathcal{S}_1) \\
V_{qr}^{ref-SMC} &= \sigma L_r \frac{R_s}{\sigma L_r} I_{qr} - G_2 - k_2 \text{ sgn}(\mathcal{S}_2)
\end{align*}
\quad (48) \]

here \( V_{dr}^{ref} \) and \( V_{qr}^{ref} \) are the references voltages to be fed to modulation stage.

D. GRID SIDE CONTROL

The third step in the control of DFIG-WECS is DC link voltage control scheme derivation, that is performed by taking the DC link voltage error \( e_E \) shown as below:

\[ e_E = E - E_{ref} \quad (49) \]

Now, to get the final control law, derivative of voltage error is first taken and then values from (21) are substituted to get the following equations:

\[ \begin{align*}
\dot{e}_E &= \dot{E} - \dot{E}_{ref} \\
\dot{e}_E &= g_0(x) I_{gd} - \frac{1}{C} I_{ov} + dE - \dot{E}_{ref}
\end{align*} \quad (50) \]

Now selecting the surface for GSC control law same as the voltage error given as follows:

\[ \mathcal{S}_E = e_E \quad (51) \]
The derivative of the surface for GSC control law is given as:
\[
\dot{S}_E = \dot{e}_E
\]  
(52)

Now using the SMC theory, the equivalent part is derived from above equation equalizing to zero, and taking the discontinuous term as
\[
I_{d-s} = \frac{1}{g_0(x)} ( -k_4 \text{sgn} (\dot{S}_E) )
\]
the following control is obtained:
\[
\begin{align*}
I_{d-s}^{\text{ref}} &= I_{d-eq} + I_{d-s} \\
I_{d-eq} &= \frac{1}{g_0(x)} \left( \dot{e}_E^{\text{ref}} + \frac{1}{C} i_{tr} \right) \\
I_{d-s} &= \frac{1}{g_0(x)} ( -k_4 \text{sgn} (\dot{S}_E) )
\end{align*}
\]  
(53)

The control laws for RSC and GSC derived in the above section can improve the performance of DFIG-WECS but it can also result in degraded performance due to the inherent chattering phenomenon. A number of techniques are present in literature to attenuate the chattering phenomenon in which high order sliding mode control (HOSMC) schemes are widely adapted. A type of HOSMC known as STSMC can successfully eliminate the chattering phenomenon.

**E. SUPER-TWISTING SMC DESIGN FOR DFIG-WECS AND LIMITATIONS**

The sliding mode control is divided into five generations, according to Fridman et al. [48] (1) first Sliding mode control, super-twisting algorithms, arbitrary order SMC, and continuous arbitrary SMC. The third-generation STSMC benefits from Lipschitz uncertainties with control signal of a continuous type. For WECS, the authors of [49], [50], [51], [52], [53], [54], and [55] proposed STSMC. The HOSMC maintains the benefits of the FOSMC, such as invariance and robustness, chattering elimination and control accuracy improve by removing the relative degree limitations [56]. The simplified structured super-twisting algorithm (STA), which requires least target information, is the most widely used algorithm for achieving HOSMC [57], [58]. The control law is deduced here using the STA structure described in [38].

\[
\begin{align*}
\dot{u} &= \frac{1}{\Theta_o} \left[ -\dot{\hat{g}}(x, t) + \mu_1 + \mu_2 \right] \\
\mu_1 &= -\alpha \sqrt{|S(t)|} \text{sign} (\hat{S}(t)) \\
\mu_2 &= -\frac{\beta}{2} \text{sign} (\hat{S}(t))
\end{align*}
\]  
(54)

where the bounded control gains, $\alpha$ and $\beta$, are determined by the system’s operating under unknown disturbances. Using the attributes of STSMC, a speed control is derived using the STA and equivalent term from (39). The STSMC based control paradigm is given as follows:

\[
\begin{align*}
T_{em-\text{STSMC}}^{\text{ref}} &= T_{em-eq} + T_{em-s} \\
T_{em-eq} &= J \left( \dot{\omega}_E^{\text{ref}} - \Delta \right) \\
T_{em-s} &= J \left( -\alpha_0 |\hat{S}_o| \text{sign} (\hat{S}_o) - \beta_0 \int \text{sign} (\hat{S}_o) dt \right)
\end{align*}
\]  
(55)

In the similar way, the STA (54) and the equivalent part in (48) are used to obtain the RSC control law given as follows:

\[
\begin{align*}
V_{dr-\text{STSMC}}^{ref} &= \alpha L_r \left( \frac{R_r}{\alpha L_r} i_{dr} - G_1 - \alpha_1 |\dot{S}_1| \text{sign} (\dot{S}_1) \right) \\
&\quad - \beta_1 \int \text{sign} (\dot{S}_1) dt \\
V_{qr-\text{STSMC}}^{ref} &= \alpha L_r \left( \frac{R_r}{\alpha L_r} i_{qr} - G_2 - \alpha_2 |\dot{S}_2| \text{sign} (\dot{S}_2) \right) \\
&\quad - \beta_2 \int \text{sign} (\dot{S}_2) dt
\end{align*}
\]  
(56)

To transfer power from RSC to grid, the GSC employs the same surface made up of the difference between the DC link voltage and its reference. The new HOSMC law for GSC using (54) and equivalent law from (53) is given as follows:

\[
I_{d-\text{STSMC}}^{ref} = \frac{1}{g_0(x)} \left[ \dot{E}_E^{ref} + \frac{1}{C} i_{tr} - \alpha_E |\dot{S}_E| \text{sign} (\dot{S}_E) \right] \\
&\quad - \beta_E \int \text{sign} (\dot{S}_E) dt
\]  
(57)

The DFIG-based WECS is prone to certain uncertainties. The ideal convergence trajectory cannot be achieved under these uncertainties. The STSMC law consists of two components: (1) integral part $-\frac{\beta}{2} \int \text{sign}(\hat{S}(t)) dt$ and nonlinear part...
The non-linear part that is based on the variable approaching law lacks the anti-disturbance capability. Thus, under the disturbed condition, the system cannot follow the ideal trajectory resulting in convergence delay as shown in Fig. 2. The convergence delay based on the analysis of [24] is given as $t_B$ in the following equation:

$$
t_0 < t_A + t_B
$$

$$
t_A = \frac{2\sqrt{\alpha(0)}}{\alpha}
$$

$$
t_B = \frac{\Delta \dot{\Theta}(0) + (\beta + |\Delta \dot{\Theta}|) t_A}{\beta - |\Delta \dot{\Theta}|}
$$

where, $t_B$ can be seen as the convergence delay caused by the system disturbance. The trajectory of the STSMC scheme under normal and uncertain situations is shown in Fig. 2 that clearly shows the convergence delay. The asymptotic stability of STSMC control scheme using Lyapunov stability theorem is given as under:

\[
\begin{align*}
\dot{V} & = \dot{\Theta}^T \cdot \dot{\Theta} \\
\dot{V} & = \Theta^T \left(-\alpha \sqrt{\Theta} \text{sgn}(\Theta) - \int \beta \text{sgn}(\Theta) dt + \Delta \Theta(t) \right) \\
\dot{V} & = -\Theta^T \alpha \sqrt{\Theta} \text{sgn}(\Theta) - \Theta^T \beta \text{sgn}(\Theta) dt + \Theta^T \Delta \Theta(t)
\end{align*}
\]

(59)

Putting the value of $\text{sgn} = \frac{\Theta}{|\Theta|}$ in the above expression, one gets:

\[
\begin{align*}
\dot{V} & \leq -\alpha \left| \Theta^T \sqrt{|\Theta|} - |\Theta| \int \beta dt + |\Theta| \Delta \Theta(t) \right| \\
\dot{V} & = -\alpha \left| \Theta^T \sqrt{|\Theta|} - |\Theta| \int \beta dt + |\Theta| \int \Delta \Theta(t) dt \right| \\
\dot{V} & \leq -\alpha \left| \Theta^T \sqrt{|\Theta|} - |\Theta| \int \beta dt + |\Theta| \int |\Delta \Theta(t)| dt \right|
\end{align*}
\]

(60)

where $\Delta \Theta(t)$ is uncertainty in the system. Because $|\Delta \dot{\Theta}(t)| < \dot{\Theta}_1 < \alpha$, then

\[
\begin{align*}
\dot{V} & \leq -\alpha \left| \Theta^T \sqrt{|\Theta|} - |\Theta| \int \beta dt + |\Theta| \int \Delta \Theta dt \right| \\
& = -\alpha \left| \Theta^T \sqrt{|\Theta|} - |\Theta| \left( \int \beta dt - \int \Delta \Theta dt \right) \right| \\
& \leq -\left| \Theta^T \sqrt{|\Theta|} \right| \\
& \leq 0
\end{align*}
\]

(61)

One of the most widely used control methods for WECS has been shown to be STSMC. Table 3 lists the various systems using the STSMC scheme along with their surfaces, errors, and system types. In [49] and [55], the author uses STA to extract the most power possible while maintaining robustness, chatter-free control, finite reaching time, and upper bounds on externally applied disturbances. The authors in [47] have found a solution to the problem with upper bound presumption where an adaptive multivariable control scheme with finite-time convergence and adaptive gain adjustment. To demonstrate the finite-time convergence and stability of the suggested control scheme, a novel Lyapunov stability theory is put forth by [47]. For floating wind turbines, an adaptive super-twisting control scheme has been presented in [59]. In STA algorithm-based control laws, the two controller gains, $\alpha$ and $\beta$ are fixed and selected to control performance. These gains in each of the aforementioned control laws are typically established by the uncertainties boundary, which depends on several variables. In the process of designing control laws, the uncertainty boundary is typically estimated sufficiently, leading to unnecessary gains. Adaptive sliding mode control (ASMC) schemes are used to address the problems of unnecessary constant gains. The gain is adjusted to be small enough to maintain the sliding motion using ASMC-based schemes that combine SMC theory and adaptive.
The response function $y$ can be represented in a more simpler form is given as under in (68) followed by its version in matrix form in (69):

$$\frac{d\mathbf{z}_1}{dt} = \eta \mathbf{x}_i \sum_{j=1}^N \mathbf{z}_j \mathbf{x}_j,$$

(68)

$$\frac{d\mathbf{z}}{dt} = \eta \mathbf{x}^T \mathbf{z}.$$  

(69)

The data variable $\mathbf{x}$ in (69), when taken as an average over continuous (time) or discrete, can be written as:

$$\frac{d\mathbf{z}}{dt} = \eta \mathbf{x}^T \mathbf{z} = \eta \mathbf{x}^T > \mathbf{w} = \eta \mathbf{C} \mathbf{x}.$$  

(70)

In eigenvectors basis form, $\mathbf{z}(t)$ is written as follows:

$$\mathbf{z}(t) = k_1 e^{\alpha t} \mathbf{c}_1 + k_2 e^{\alpha t} \mathbf{c}_2 + \ldots + k_N e^{\alpha t} \mathbf{c}_N.$$  

(71)

It is clear from (71) and eigenvectors theory, that one term in (71) dominates others on with the passage of sufficient time and thus:

$$\mathbf{z}(t) \approx e^{\alpha t} \mathbf{c}^*.$$  

(72)

The largest eigenvalue $\mathbf{c}^*$ is related to the computation of first principal component. Hebbian algorithm using the double integrated values of the error is used to tune the weights $\mathbf{z}_i$ making it adaptive. The adaptive weights are given as follows:

$$\dot{\mathbf{z}}_i = \mathbf{z}_i + \eta_i \mathbf{Z}_i U.$$  

(74)

where $\mathbf{Z}_i = \sum_{n=1}^N \mathbf{f}_{i,n} \mathbf{e}_n U$ is the control signal, and $\eta_i$ is the learning rates. Equation (74) is implemented using discontinuous projector operator shown as follows:

$$\dot{\mathbf{z}}_i = \text{proj}\left[\mathbf{z}_i - \zeta \mathbf{z}_i\right].$$  

(75)

where $\zeta$ represents the learning gain. The projection operator is defined as follows:

$$\text{proj}\left(\mathbf{z}_i\right) = \begin{cases} 0 & \text{if } \mathbf{z}_i = \mathbf{z}_{i_{\text{max}}} \text{ and } \mathbf{z}_i > 0 \\ 0 & \text{if } \mathbf{z}_i = \mathbf{z}_{i_{\text{min}}} \text{ and } \mathbf{z}_i < 0 \\ \mathbf{z}_i & \text{otherwise} \end{cases}$$  

(76)

This completes the description and stability analysis of proposed loop synergized with STSMC scheme. Using the $\mu_{ANN}$ from (64). The new AISTSMC based control scheme adapts the following structure:

$$\begin{align*}
\mathbf{u}_{eq} &= \frac{1}{\mathbf{G}_\alpha} \left[ -\mathbf{f}(\mathbf{x}, t) \right] \\
\mu_n &= -\alpha \sqrt{\mathbf{G}(t)} \text{ sign}(\mathbf{G}(t)) \\
\dot{\mu}_2 &= -\frac{\beta}{2} \text{ sign}(\mathbf{G}(t)) \\
\mu_{ANN}(k) &= \sum_{i=1}^N \mathbf{z}_i(k) \mathbf{x}_i(k) \\
\end{align*}$$  

(77)
As described earlier, that each inputs to the ANN controller part are errors $E_1 = e$ and their integral $E_2 = \int ed(t)$, thus (77) can be expanded as follows:

$$
\begin{align*}
\mu_n &= -\alpha \sqrt{\|e(t)\|} \text{sign}(\mathcal{S}(t)) + \mathcal{J}_1 e(t) \\
\dot{\mu}_2 &= -\beta \text{sign}(\mathcal{S}(t)) + \mathcal{J}_2 e(t)
\end{align*}
$$

using the relation $e = |e| \text{sign}(e)$, the above equation can be further summarized to:

$$
\begin{align*}
\mu_n &= -(\alpha + \mathcal{J}_1 \sqrt{|e|}) \sqrt{\|e(t)\|} \text{sign}(\mathcal{S}(t)) \\
\dot{\mu}_2 &= -(\beta + \mathcal{J}_2) \text{sign}(\mathcal{S}(t))
\end{align*}
$$

Taking $\Theta_\alpha = (\alpha - \mathcal{J}_1 \sqrt{|e|})$, and $\Theta_\beta = (\beta - \mathcal{J}_2) |e|$, (79) can be written as follows:

$$
\begin{align*}
\mu_n &= \frac{1}{\Theta_\alpha} [-\tilde{\mathcal{S}}(x, t)] \\
\dot{\mu}_2 &= \frac{1}{\Theta_\beta} [-\tilde{\mathcal{S}}(x, t)]
\end{align*}
$$

The control law in (80) depicts that new ANN based control loop results in a adjustable gain that varies with the error magnitude.

The DFIG-WECS control consists of two major components: rotor side control (RSC) and grid side control (GSC). The main objective in SMC of DFIG-WECS is to track the reference speed in the outer loop of RSC. The error between reference and generator speed is used to generate reference q-axis current. The rotor currents are controlled in the inner control loop of RSC using the error between reference currents and actual currents.

The derivatives of the sliding surfaces given in (36), (46), and (51) when combined with (63) with ANN part in (80) gives the required control law using SMC theory given as in (81), shown at the bottom of the page.

V. PERFORMANCE EVALUATION OF THE PROPOSED CONTROL SCHEMES

This section presents the performance comparison of the proposed AISTSMC with conventional SMC and STSMC schemes through a processor in the loop (PIL) based experimental setup. The PIL-based setup, shown in Fig. 4, uses a Dual Core Processor TMS320F379D integrated with MATLAB/Simulink at a sampling rate of $5 \times 10^{-5}$ s in discrete time. In the adapted PIL environment, the control board is physically connected to the DFIG-WECS model operating in Simulink. The dual core processor programming is done using rapid prototyping environment from Simulink. The discussed controllers are discretized, and compiled from MATLAB/Simulink and then hex version of these controllers is programmed into the RAM of processor, where data exchange takes place using high speed serial port. Two types of tests are conducted for various control schemes. In the first test, a deterministic wind speed waveform is used as input wind with external disturbance applied as a step load to testify to the robustness of the proposed control scheme. In the second test, a stochastic wind speed waveform is used as input wind. In this test, a lumped uncertainty $d(t)$ commissioning external and parametric uncertainty with 25% variation is added to the DFIG-based WECS. Response optimization is used in this paper to select the SMC and STSMC gains. The Optimization toolbox in MATLAB/Simulink is used to perform the optimization process where integral absolute error has been used as criteria to minimize the objective function. The introduction of ANN to STSMC can cause some problems due to the Hebbian algorithm. The neurons in the ANN controller updated by Hebbian algorithm are activated to increase the weights, that can cause instability. Thus, the weights are normalized in every iteration to limit the infinite increase using the relation $\mathcal{J}_r = \mathcal{J}_r(k)/\sum_{i=1}^{k} |\mathcal{J}_r(k)|$.

The outcomes of the two case studies considered are explained as follows:

A. CASE 1: PERFORMANCE EVALUATION UNDER STEP UNCERTAINTY

In this test, an external disturbance is applied as a step signal to testify to the chattering elimination capabilities and robustness of the proposed control scheme. The DFIG speed response to the deterministic wind speed waveform is shown in Fig. 5. The zoomed-in view in Fig. 5(a) shows the chattering phenomenon in the speed waveform due to the discontinuous nature of the equivalent control law in SMC. On the other hand, both the STSMC and AISTSMC are of continuous nature, and successfully eliminates the
chattering in SMC. A step uncertainty is applied at $t = 5$ s and the response of the SMC, STSMC, and AISTSMC schemes is given in Fig. 5(b). The robust nature of SMC is evident from Fig. 5(b), as it shows a little deviation in response to the step uncertainty, but it loses its efficiency due to severe chattering. The lack of robustness described in section 3.3 is visible from the speed waveform in Fig. 5(b). It can be seen that the speed waveform for STSMC loses its tracking at $t = 5$ s and converges very slowly to the reference value. The ANN-based AISTSMC compensates for the STSMC problem and gives improved performance when step disturbance is applied. The speed deviation for STSMC is $158.1545 \text{ rad s}^{-1}$ from reference value, whereas AISTSMC gives much lesser deviation of $158.154 \text{ rad s}^{-1}$. Similarly, the AISTSMC shows

chattering in SMC. A step uncertainty is applied at $t = 5$ s and the response of the SMC, STSMC, and AISTSMC schemes is given in Fig. 5(b). The robust nature of SMC is evident from Fig. 5(b), as it shows a little deviation in response to the step uncertainty, but it loses its efficiency due to severe chattering. The lack of robustness described in section 3.3 is visible from the speed waveform in Fig. 5(b). It can be seen that the speed waveform for STSMC loses its tracking at $t = 5$ s and converges very slowly to the reference value. The ANN-based AISTSMC compensates for the STSMC problem and gives improved performance when step disturbance is applied. The speed deviation for STSMC is $158.1545 \text{ rad s}^{-1}$ from reference value, whereas AISTSMC gives much lesser deviation of $158.154 \text{ rad s}^{-1}$. Similarly, the AISTSMC shows
faster convergence and converges back to the reference value after $t = 0.023$ s, whereas STSMC loses its convergence at this time.

The DFIG active power response to the deterministic wind speed waveform is compared in Fig. 6. The zoomed-in view in the Fig. 6(a) shows chattering in the active power waveform due to the discontinuous nature of the equivalent control law in SMC. Contrary, STSMC and AISTSMC gives smooth waveform with less chattering. The variation in active power for SMC, STSMC, and AISTSMC when step disturbance is applied is given in Fig. 6(b). The SMC shows robustness and has less deviation (compared to the active power under normal condition). The lack of robustness in STSMC is visible from the active power waveform in Fig. 6(b). It can be seen that the active power waveform for STSMC deviates at a large scale compared to the active power under the normal condition at $t = 5$ s. The ANN-based AISTSMC compensates for the STSMC problem and gives improved performance when step disturbance is applied. The peak active power deviation for normal active power is 0.02 kW, whereas AISTSMC gives much lesser deviation of 0.01 kW at $t = 5.1$ s. Similarly, the AISTSMC converges back to the normal power after $t = 0.398$ s, whereas STSMC loses convergence and provides excessive power of 0.01 kW at this point.

The DFIG reactive power response to the deterministic wind speed waveform is shown in Fig. 7. The reactive power converges to zero in a finite-time. The zoomed-in view in Fig. 7 shows excessive chattering in reactive power under the SMC scheme due to the discontinuous nature of the equivalent control law. A step uncertainty is applied at $t = 5$ s and the response of the SMC, STSMC, and AISTSMC schemes is given in Fig. 7. The robustness of SMC is evident from the figure, as it shows a little deviation from zero, but it loses its efficiency due to severe chattering. The STSMC disadvantages of less robustness is evident from the reactive power waveform in Fig. 7. It can be seen that the reactive power waveform for STSMC deviates from 0 kVAR at $t = 5$ s and converges very slowly to the zero value. The ANN-based AISTSMC compensates for the STSMC problems and gives improved performance when step disturbance is applied.

The reactive power deviation for STSMC is 0.807 kVAR from zero value, whereas AISTSMC gives much lesser deviation of 0.0013 kVAR. Similarly the AISTSMC converges back to the zero value after $t = 0.05$ s, whereas STSMC convergence to zero after $t = 1$ s.

A similar analysis is also made for grid-side control. The DC link response to the deterministic wind speed waveform is shown in Fig. 8. A constant voltage of 760 V is selected as reference voltage ($E^*$). It can be observed that SMC is showing a fast convergence of 0.97 s, but it suffers from severe chattering in the $V_{DC}$. The SMC shows an overshoot 18.1 V, STSMC offers a larger overshoot of 40 V, whereas the AISTSMC has a lesser overshoot of 23 V with improved and much smoother $V_{DC}$. Similarly, at $t = 5$ s, where a step uncertainty is applied, the SMC offers good robustness followed by AISTSMC with an overshoot of 8 V. The STSMC, due to less robustness, offers a high overshoot of 106 V compared to the proposed AISTSMC scheme that offers an overshoot of 80 V. Thus, it is validated that the STSMC exhibits inherent chattering elimination feature due to its continuous nature, whereas the AISTSMC enjoys both the robustness and chattering elimination features and proves itself to be a viable option for DFIG-based WECS. The error waveform for the $V_{DC}$ is shown in Fig. 8 (b) where it is clear that the AISTSMC provides less error than the STSMC scheme.
B. CASE 2: PERFORMANCE EVALUATION UNDER PARAMETRIC UNCERTAINTIES AND DISTURBANCES

In this test, a lumped uncertainty $d(t)$ commissioning external and parametric uncertainty with 25% variation is added to the DFIG-based WECS. This uncertainty is mathematically expressed as follows:

$$\dot{x} = F(x) + Hu = f(x) + hu + d(t)$$
$$d(t) = 25\%f(x) + 25\%hu + 2 - \sin(\omega t)$$

(82)

A similar disturbance imitating 25% variation is also added to the grid side and expressed as follows:

$$dE = 25\%g(x) + 5\sin(\omega t)$$

(83)

The DFIG speed response to the stochastic wind waveform is shown in Fig. 9. The zoomed-in view in Fig. 9 shows that the SMC has robust performance as compared to the STSMC scheme under lumped uncertainties. The total deviation for SMC is $0.02\text{rad s}^{-1}$, whereas the deviation for STSMC is $0.03\text{rad s}^{-1}$, which is much higher than the SMC scheme. On the other hand, the AISTSMC shows a negligible deviation under lumped uncertainties. It can be seen from Fig. 10 that the active power waveform for STSMC deviates at a large scale as compared to the active power under the normal condition at $t = 5\text{s}$. The ANN-based AISTSMC compensates for the STSMC problem and gives improved performance when step disturbance is applied. The active power comparison under lumped disturbance is depicted in Fig. 10.
TABLE 3. Parameters [36].

| DFIG and Wind Turbine Parameter | Values  | Control Parameters | Values |
|---------------------------------|---------|--------------------|--------|
| $\lambda_{eq}$                  | 0.325   | $k$                | 0.5 – 5|
| No. of pole pairs               | 3       | $\gamma$           | 0.7    |
| $Rs$                            | 1.40Hm  | $\sigma$           | 0.8    |
| $Rr$                            | 2.0Ohm  | $k_1$              | 0.02   |
| $M$                             | 0.0051839H | $k_2$ | 5      |
| $L_x = L_x$                     | 0.0053H | $k_3$              | 0.005  |
| $f_f$                           | 0.00015Nms$^{-1}$ | $k_4$ | 1      |
| $J$                             | 765.6kg/m$^2$ | $\alpha_2$ | 0.0015 |
| DC Link Voltage (V)             | 760V    | $\alpha_2$         | 5      |
| DC Link Capacitor               | 0.01farad | $\alpha_B$ | 0.02   |
| Frequency                       | 50Hz    | $\alpha_\omega$    | 5      |
| Blade radius                    | 35m     |                    |        |
| Gear ratio                      | 62.5    |                    |        |

power deviation as compared to power under normal conditions, shown in Fig. 10 (b), is 0.01 kW for SMC, 0.018 kW for STSMC, and 0.013 kW for AISTSMC.

The DFIG reactive power response to the stochastic wind speed waveform under lumped uncertainty is shown in Fig. 11. The reactive power converges to zero in a finite-time. Fig. 11 shows excessive oscillations in the reactive power using the SMC scheme and STSMC scheme due to the lumped uncertainty. On the other hand, the AISTSMC scheme exhibits significant robustness to the lumped uncertainties. It can be seen that the reactive power waveform for SMC and STSMC schemes have a similar response, whereas the ANN-based AISTSMC scheme compensates for the STSMC problems and gives improved performance under lumped uncertainties. The AISTSMC converges to the zero value at $t = 0.7$ s, whereas SMC and STSMC are much slower with a convergence time of 1.2 s.

A similar analysis is also carried out for the grid-side control. The DC link response to the stochastic wind speed waveform is shown in Fig. 12 (a). A constant voltage of 760 V is selected as a reference voltage ($E^*$). It can be seen that SMC is showing a fast convergence of 0.36 s with an overshoot of 22 V, but it suffers from severe chattering in the $V_{DC}$. The STSMC offers a larger overshoot of 42.2 V, whereas the AISTSMC has a lesser overshoot of 24 V with improved and much smoother $V_{DC}$. Similarly, in case of lumped uncertainty, the SMC performance is deteriorated in terms of chattering and unwanted oscillations. The STSMC shows the highest steady state error of 1 V as compared to reference value, whereas the AIISTSMC shows an almost negligible steady state error. The error plot in Fig. 12 (b) also verifies the robustness and chattering elimination of the proposed AISTSMC scheme. It can be seen that STSMC provides an error of 1 V, whereas the AISTSMC gives an almost negligible error.

VI. CONCLUSION

For DFIG-based WECS, this research presents a high-performance super-twisting sliding mode control (STSMC) synergized with the artificial neural network. The suggested control scheme is a hybrid of artificial intelligence and STSMC that addresses the problem of robustness of STSMC schemes while retaining system robustness and stability. To eliminate the lack of robustness in STSMC, the signum function is initially replaced by a super-twisting algorithm. Then, to improve the robustness of the STSMC-based system, the ANN theory is introduced which increases the robustness against external disturbances and parametric uncertainties. Under uncertain situations, the performance of the ANN-based STSMC approach is compared with the SMC and STSMC benchmarks. The suggested technique outperforms the SMC and STSMC in terms of lower chattering, quick dynamic response, higher accuracy, and disturbance rejection. It is evident from the DC link voltage that the SMC offers an overshoot of 8 V, STSMC offers a high overshoot of 106 V, and the proposed AISTSMC scheme offers 80 V. In summary, the results show that the ANN-based control method established in this study is a viable and desired option for DFIG-based WECS.
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