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Abstract

Objective: To assess a common hypothesis that data serve as a mechanism to improve health and health equity in low-and middle-income countries (LMICs), we conducted a synthesis of the evidence about the linkage between data capabilities in LMICs and health outcomes.

Methods: We searched and reviewed peer-reviewed and grey literature published in the past decade that focused on at least one aspect of health data or health equity or provided insights on the relationship between data use and improved health outcomes, decision-making, or both. We supplemented this with expert interviews and convenience-sampled literature.

Results: Of the 50 included articles, 33 discussed data collection, with 23 stating that poor accuracy, reliability, and completeness hindered data-informed decision-making. Of 27 articles discussing data access, 18 described how lack of interoperability between data systems hampered governments’ and other organizations’ ability to leverage the full value of data available. Of 19 articles discussing data use, 13 discussed how data were not getting to those doing work on the ground. Although key informants postulated a virtuous cycle between data and improved health outcomes, evidence did not support this connection.

Conclusions: Findings indicate better data might improve health service delivery. However, more work is needed to examine whether improvements in data yield improvements in health outcomes in LMICs. Our conceptual framework of data equity for health and health equity developed through this scoping review helps identify the key components along which to assess improvements in LMICs’ data capabilities.
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Introduction

Data could be a core tool for improving health system functioning and population health, especially among low- and middle-income countries (LMICs) that experience poorer population health outcomes. Studies of civil registration and vital statistic systems (CRVS) have shown that well-performing CRVS are consistently correlated with improved health irrespective of a country’s wealth, urbanization, and health system coverage.⁴ Improvements in collecting, accessing, and using data in LMICs could represent a key pathway to improve health and achieve health
equity. Introducing electronic health data systems in LMICs has the potential to improve data quality and efficiency in service delivery. Studies have demonstrated that computerized health information systems also provided small annual cost savings to the public health system.\textsuperscript{2,3} Innovative uses of data outside of the traditional health system have also helped identify health risks and outbreaks before they occur or in real time, allowing health authorities to better coordinate and respond.\textsuperscript{4} However, LMICs continue to have less sophisticated systems for collecting and analyzing data than high-income countries (HICs).\textsuperscript{5–10} In response, the World Health Organization has issued a guide on improving data quality specifically for developing countries.\textsuperscript{11}

Despite the promise of data to improve health, few studies have directly examined the impacts of improved data on health care delivery, health outcomes, and health equity. In addition, the mechanism through which data could potentially improve health remains unclear. Our aim was to conduct a scoping review to assess the current evidence on underlying causes of data inequities for health, the ways in which data can affect health and health equity, and gaps in knowledge about whether and how improving data equity can improve health and health equity. We reviewed evidence on inequities in data collection, access, and use in LMICs and how addressing these aspects of data could improve health and health equity.

**Methods**

**Overview**

Our study included a review of academic and grey literature, as well as supplemental interviews with contributors to the field. We conducted our scoping review in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews guidelines.\textsuperscript{12}

**Search strategy and selection criteria**

We searched seven academic literature databases to find relevant articles: Academic Search Premier, Scopus, MEDLINE, PAIS International, Health Policy, Cochrane Database of Systematic Reviews, and PsycINFO. Grey literature search engines included Google Scholar as well as a targeted search of 23 websites (Appendix 1). Our primary search terms included data equity, health equity, low- and middle-income countries (LMICs), health outcomes, community health, digital divide, and data-driven decision-making. Our secondary search terms included 24 health terms, 16 data terms, and 6 population terms combined using Boolean operators. Articles had to be published not more than ten years before the search (January 2009 to July 2019) and available in English. All databases were searched between July 12, 2019, and July 19, 2019. Our search restrictions may have excluded articles or reports relevant to our review but that did not use our specific search terminology or combination of terms (Appendix 1, Appendix 2). Thus, we examined the reference lists of published review articles to identify additional publications not retrieved through the initial database searches and inquired about relevant articles with lead authors and contributors to the field.

**Publication selection**

One researcher, ST, screened titles and abstracts. Articles for inclusion met all of the following criteria for review: topical relevance, study setting in a LMIC, peer-reviewed or credible grey literature, and use of scientifically-based research standards according to the Education Science Reform Act of 2002 (Appendix 3). Grey literature was deemed to be credible if the report offered factual, evidentiary support and a review of the abstract or executive summary did not lead to major reservations about the document’s partiality or use of scientifically based research standards. Articles were deemed topically relevant if they met at least one of the following criteria: (1) focused on health data, health information systems, data representativeness, data completeness, data gaps, open data, data access, and/or data equity; (2) focused on health outcomes and/or health equity; (3) focused on community health; and (4) insights into the relationship between data use and improved health outcomes and/or improved decision-making. ST uploaded article abstracts into RefWorks for managing the search results and exported the abstracts to Excel to assign articles to reviewers for analysis.

Five researchers (including AS, SO, and ST) divided the screened-in articles and conducted full-text reviews. They abstracted relevant information into a standardized template to document the type of study, whether it was peer reviewed, a description of the sample (if relevant), article setting, a brief design description, key data sources, primary analysis methods, and the likely value to the scoping review (Appendix 4). Articles that were deemed not relevant typically included pilot studies focused on a niche aspect of health, such as studies examining the use of a specific health information system software for a particular disease in one context, or studies that did not offer evidence to support their claims. Researchers categorized abstracted information along the core data dimensions of the scoping review—data collection, data access, and data use—as well as additional categories of interest, such as findings relating health data to improvements in monitoring and accountability, health outcomes, health equity, and opportunities to achieve health or data equity.

The researchers also assessed the level of evidence contained in each publication based on the rigor of the study design and generalizability of findings. Large, multi-site
experimental or quasi-experimental designs (QEDs) or meta-analyses where more than 50% of the included studies were randomized controlled trials (RCTs), QEDs, or longitudinal studies were considered to possess high evidence; studies were considered to be of low evidence if they were single-site, pilot observational studies; pre-post, descriptive, non-peer-reviewed qualitative studies; or position papers that did not present empirical evidence. Studies considered to be of moderate evidence combined elements of high- and low-evidence studies. Objectivity was separately assessed based on the degree to which claims were supported by data and the independence of the research team. All included articles were reviewed twice, with most articles assigned to a different researcher in the second round of review to add a layer of quality assurance. Any discrepancies between the two researchers were discussed and resolved.

**Expert interviews**

We conducted interviews with contributors to the field to explore prominent themes in greater depth and capture perspectives from practitioners and researchers. We selected these key informants from the literature and organizations included our included in our targeted grey literature search based on their contributions to current work and research in the field, as well as relevant practical experience to support health data systems in LMICs. We identified 17 key informants for interview. Sixteen were contacted via email; the seventeenth acted as back-up if his or her colleague did not reply. Five of 16 did not reply and were not interviewed. The remaining 11 participated in 30- to 60-min interviews with one researcher leading the interview (AS or SO) and another (ST) taking notes. Among the key informants who were interviewed, 6 were identified through the literature alone, 2 identified through both the literature and funder, and 2 were referred by the funder of the study. One interview was excluded due to relevance; the interviewee was uncooperative and did not directly answer the researchers’ questions. Seven key informants represented non-governmental organizations such as PATH and UNICEF, two from philanthropic foundations, and one from an academic institution. All but one of the key informants was based in the United States, with one based in Kenya. All key informants conducted work and research in LMICs. The protocol included questions about participant background and experience related to data for health, perspectives on data disparities between LMICs and HICs, definition of data equity, and evidence on the connection between data equity and health. The protocol also resonance tested ten statements on key findings from the evidence review to assess key informants’ agreement with statements and whether they considered the quality and volume of the evidence underlying these messages to be low, medium, or high (Appendix 5). Interviews were recorded and referenced to supplement any gaps in the notes. ST coded and analyzed the notes using the same coding scheme as that used to abstract information from the evidence review.

**Role of funding source**

The funder of the study reviewed and provided feedback on the interview questions and the high-level approach of the study. The funder also suggested eight key informants to consider for inclusion in interviews; two were ultimately interviewed. The authors made the final decisions on all aspects of the research, had full access to all the data in the study, and had final responsibility for the final content decision to submit for publication.

**Results**

The search yielded 405 articles (125 from the database search, 139 from grey literature, and 141 convenience sampled), with 177 reviewed in-depth and 50 (28%) deemed relevant to the themes of the scoping review (Appendix 3); 16 key informants were identified and 11 interviewed (Figure 1). The articles retrieved through our search included 19 studies within a global setting, seven within a multi-country setting, 11 within Sub-Saharan Africa, four within South Asia, and two within Southeast Asia. Theoretical and analytic essays were assigned a global study setting because they typically drew on evidence from many different contexts. Twenty-eight (56%) were peer reviewed, including 15 descriptive studies, five cross-sectional studies, and seven meta-analyses, including three systematic reviews. No study design used an RCT (although articles using meta-analyses may have referenced studies using RCTs) and two were pre-post studies. Many of the articles (58%) employed qualitative methods, another 20% relied on quantitative methods as the primary method analysis, and 22% employed mixed methods (Table 1). Using our criteria based on the rigor of the design and generalizability of findings discussed earlier, most articles (50) were assessed to have low evidence supporting their claims, with four assessed to have no evidence. Twelve articles provided moderate evidence to support their argument, while only four had high evidence.

**Data collection for health and health equity**

Of the 50 articles, 33 converged around four key factors that influence the quality of data during the collection process and how these factors affect data’s potential use for improving health in LMICs. The four key factors included integrity of data recorded, mode of data collection and storage, population sampled, and benefit or burden of conducting data collection (Table 2). Within these same four themes, nine of the ten key informants
highlighted widespread issues with data collection. Like the articles, the vast majority of key informants (9) most commonly pointed to the integrity of data recorded as a driving factor for data gaps in LMICs. Articles focused on data collected at one of several levels of the health system, including national, provincial, regional, district, and/or health facility level. More than half (18) discussed biases introduced by mode of data collection.

**Figure 1. Study selection.**
Table 1. Characteristics of included studies.

| Citation           | Type of article | Setting         | Research method | Topics addressed                                                                 |
|--------------------|-----------------|-----------------|-----------------|----------------------------------------------------------------------------------|
| Agarwal et al. 2015 | Systematic review | Global          | Qualitative     | Data collection, data use, data for health service delivery and resource allocation |
| Akachi and Kruk 2017 | Analytic essay  | Global          | Qualitative     | Data collection, data use, data for health service delivery and resource allocation |
| Bhavaraju 2018     | Editorial       | India           | Qualitative     | Data collection, data access                                                     |
| Burke 2013         | Analytic essay  | Global          | Qualitative     | Data use                                                                          |
| Buvinic et al. 2014 | Report          | Global          | Qualitative     | Data collection, data access, health equity                                       |
| Carney 2015        | Analytic essay  | Global          | Qualitative     | Data access, data use, data for health service delivery and resource allocation    |
| Chandy and Zhang 2015 | Analytic essay  | Global          | Qualitative     | Data access                                                                        |
| Devex, Philips 2019 | Report          | Multi-country   | Qualitative     | Data access, data use                                                             |
| Endriyas et al. 2019 | Research article | Ethiopia       | Quantitative    | Data collection, data access, data use, data monitoring and accountability of the health system |
| Flahault et al. 2017 | Analytic essay  | Global          | Qualitative     | Data access                                                                        |
| Gilbert et al. 2017 | Research article | India           | Quantitative    | Data collection, data for health service delivery and resource allocation          |
| Githinji et al. 2017 | Research article | Kenya           | Quantitative    | Data use                                                                          |
| Health Metrics Network, World Health Organization 2012 | Report | Global | Qualitative | Data access |
| Higman et al. 2019  | Literature review | Global          | Qualitative     | Data access                                                                        |
| Hosseinpoor et al. 2016 | Analytic essay  | Global          | Qualitative     | Data collection, data access                                                      |
| Kasambara et al. 2017 | Research article | Malawi          | Mixed methods   | Data collection, data access, data for health service delivery and resource allocation |
| Krishnan et al. 2010 | Research article | India           | Qualitative     | Data collection, data access, data for health service delivery and resource allocation, relationship between data and accountability of the health system, relationship between data and health outcomes |
| Llop-Gironés et al. 2019 | Research article | Mozambique      | Qualitative     | Data collection, data for health equity                                            |
| Madanian et al. 2019  | Literature review | India           | Qualitative     | Data for health equity                                                             |
| Citation | Type of article | Setting | Research method | Topics addressed |
|----------|----------------|---------|-----------------|------------------|
| Mathers et al. 2009 | Analytic essay | Multi-country | Qualitative | Data collection |
| The Maternal and Child Survival Program 2019 | Report | Global | Qualitative | Data use |
| Mechalet and Edelman 2019 | Advocacy article | Multi-country | Mixed methods | Data access, data for health service delivery and resource allocation, data for health equity |
| Mishra et al. 2019 | Report | Global | Mixed methods | Data collection, data access, data for health equity |
| Moxon et al. 2015 | Report | Global | Qualitative | Data collection |
| Ndbabarora et al. 2014 | Systematic review | Multi-country | Qualitative | Data collection, data access, data for health service delivery and resource allocation, data for health equity |
| Nguyen et al. 2017 | Research article | Vietnam | Quantitative | Data collection, data for health service delivery and resource allocation |
| Nichols et al. 2019 | Systematic review | Multi-country | Mixed methods | Data collection, data access |
| Nicol et al. 2016 | Research article | South Africa | Quantitative | Data collection |
| Nicol et al. 2017 | Research article | South Africa | Qualitative | Data collection, data for health equity |
| Nutley 2012 | Theoretical article | Global | Qualitative | Data for health equity |
| Open Data Watch 2018 | Report | Multi-country | Mixed methods | Data access, data use |
| Open Data Watch 2018 | Analytic essay | Global | Qualitative | Data use |
| The Partnership in Statistics for Development in the 21st Century (PARIS21) 2019 | Report | Global | Mixed methods | Data collection, data access, data use |
| Oluoch et al. 2015 | Research article | Kenya | Quantitative | Data access, data for health service delivery and resource allocation |
| PATH, World Health Organization, National Institute of Hygiene and Epidemiology 2013 | Research brief | Vietnam | Quantitative | Data collection, data for health service delivery and resource allocation |
| PATH, Pan American Health Organization 2019 | Systematic review | Global | Qualitative | Data collection, data access, data use, data for health service delivery and resource allocation, relationship between data and health outcomes |
| PATH Tanzania 2018 | Report | Tanzania | Mixed methods | Data collection, data use, relationship between data and health outcomes |

(continued)
Integrity of data recorded. Nearly half of the articles (46%) noted the integrity of data recorded in LMICs influenced the strength of statistical systems, particularly those reporting on vital events. These data issues, including timeliness, completeness, and conformity, impact the reliability of estimates of mortality and morbidity. One systematic review found that missing data within LMIC health information systems ranged from 19% to 50%, and that only 50% of countries had data that were at least 80% accurate. In addition, several studies cited nonconformity—that is, differences in how data on the same outcome are routinely collected and recorded—as a key barrier to aggregating and comparing health outcomes across, and sometimes within, countries. Nine of ten key informants also discussed the manner in which data are recorded as a core factor underpinning discrepancies between data quality in

| Citation                        | Type of article | Setting         | Research method | Topics addressed                                                                 |
|---------------------------------|-----------------|-----------------|-----------------|----------------------------------------------------------------------------------|
| PATH Zambia 2018               | Report          | Zambia          | Mixed methods   | Data collection, data access, data use, data for health service delivery and resource allocation, relationship between data and monitoring and accountability of the health system |
| Phillips et al. 2015            | Research article | Global         | Quantitative    | Data collection, data use, data for health service delivery and resource allocation, data and health equity |
| Puttkammer et al. 2016          | Research article | Haiti           | Mixed methods   | Data collection, data use, data for health service delivery and resource allocation |
| Qureshi 2016                   | Editorial       | Global          | Qualitative     | Data collection, data access, data for health equity                             |
| Roomaney et al. 2017            | Literature review | South Africa    | Qualitative     | Data collection, data for health service delivery and resource allocation         |
| Sahay et al. 2018               | Research article | India, Tajikistan | Qualitative     | Data collection, data for health service delivery and resource allocation         |
| SDSN TReNDS and Open Data Watch | Analytic essay   | Global          | Qualitative     | Data collection                                                                  |
| Setel et al. 2007               | Research article | Global          | Quantitative    | Data collection, data access, data use, data for health service delivery and resource allocation, relationship between data and health outcomes |
| Wang et al. 2012                | Research article | Global          | Quantitative    | Data access                                                                      |
| Wenz and Abouzahr 2017          | Report          | Global          | Qualitative     | Data collection, data access, data for health equity                             |
| WHO Forum on Health Data       | Report          | Global          | Qualitative     | Data access, data use                                                             |
| Standardization and Interoperability 2013 | Report          | Global          | Qualitative     | Data collection, data access, data for health equity                             |
| World Bank, World Health       | Report          | Global          | Qualitative     | Data collection, data access, data for health equity                             |
| Organization 2014              |                 |                 |                 |                                                                                  |
| Yourkavitch et al. 2016        | Research article | Malawi          | Mixed methods   | Data collection, data for health service delivery and resource allocation         |
LMICs and HICs. Several articles concluded that to participate in data-driven decision-making and hold governing bodies accountable for providing social services, LMICs need data systems that can adequately link health outcomes and quality of care.1,14,17,28,30,55

Mode of data collection and storage. Eighteen articles highlighted how the mode of data collection contributes to broader issues of data validity, or whether the way data are collected captures the true measure of interest. Two key informants and three articles described how the same data element (for example, information on referrals or drug stockouts) collected by staff in different positions and differentially stored (electronic and paper) across the health system led to decision-making based on inaccurate or incomplete data, thus tenuously grounding the decisions in data at all.3,21,58 Lack of standardization around the mode of data collection often makes organizing, integrating, and retrieving voluminous medical and patient information difficult, particularly in paper-based systems.3,15 Computerized and mobile data collection systems help ensure more accurate and timely data due to inbuilt systems that cross-check completeness; these systems also considerably reduce time spent on data entry.2,13,45 In addition, studies suggest that using mobile phones for data entry saves considerable travel time for community health workers who would otherwise need to transfer paper-based client information to electronic systems at health facilities, allowing them to spend more time on direct health service delivery.13

Population sampled. Thirteen articles and five key informants specifically discussed the underrepresentation of women, children, marginalized groups, vulnerable, and hard-to-reach populations, such as refugees, in CRVS systems, District Health Information Software (DHIS), censuses, and other household surveys.7,52,55 These data gaps cause inaccuracy in population-level health estimates (e.g., morbidity, mortality, cause of death) and render analyses such as assessing equity in outcomes difficult or impossible to reliably conduct because large sample sizes of smaller populations are needed to generate sufficient statistical power.34 One study in Mozambique found that none of the country’s 27 published indicators related to Sustainable Development Goal 3 had enough disaggregated information to conduct a full analysis along the dimensions of sex, age, socioeconomic position, geographic area, and race or ethnicity.28 Two studies described how published data are insufficiently robust for conducting health equity analyses across geographies and health topics.6,26

Benefit or burden of collection. Four articles addressed how health workers charged with data collection require additional training and support to develop core competencies to recognize, anticipate, and correct for data issues during the collection process.38,50 However, these articles

| Table 2. Factors influencing data collection and supporting evidence. |
|---|---|---|---|
| **Theme** | **Supporting articles** | **Supporting key informants** | **Main findings** |
| **Data collection (33 of 50 articles)** | | | |
| Integrity of data recorded | 23 | 9 | Data accuracy, reliability, and completeness affect LMICs’ ability to make well-informed, data-driven decisions regarding health policy and resource allocation. |
| Mode of data collection and storage | 18 | 2 | Different levels of the health system may collect data through different modes, such as claims, self-administered questionnaires, and face-to-face interviews. Each mode introduces different types of biases. Such nonconformity in mode adds complexity when aggregating and interpreting data for decision-making at higher levels of the health system. |
| Population sampled | 13 | 5 | Some populations are disproportionately underrepresented in data across the globe, particularly women, children, and vulnerable groups, limiting the accuracy of health estimates (e.g., burden of disease) for these populations and overall in LMICs. |
| Benefit or burden of collection | 4 | 2 | Lack of harmonization in data reporting requirements between multiple vertical programs and funders result in duplicative data collection, particularly among community health workers, and difficulty comparing data across programs. |
highlighted that most health workers have little supervision or feedback for data collection and often have poor attitudes toward data tasks, with few incentives to recognize the benefits of the data to them or to engage in and manage the burden of collection. Two key informants described how data collectors (e.g., community health workers, health facility personnel, program coordinators) may be required to use different tools to enter similar—yet slightly different—data elements, sometimes across multiple vertical programs, resulting in the loss of morale and effort due to duplicative and time-consuming data entry. Data collectors in remote areas are also known to experience resource limitations and logistical difficulties when sending data to higher levels of the health system, leading to delayed submission of reports and misplaced or fabricated data.27 Burdensome data entry requirements can also lead community health workers, clinicians, and nurses to juggle data collection with their patient care duties, often at the expense of providing quality health services.15,27

### Access to data for health and health equity

Approximately half (27) of the relevant articles touched on how data access affects health and health equity in LMICs. Dimensions of data access examined included interoperability of systems to enable information sharing, interface through which data become accessible, and policies governing data sharing (Table 3). Two of the three dimensions were related to the design of the system and the data format and systems’ ability to “talk” to one another. The third dimension related to policies governing data sharing determines various groups’ ability to sharing collected data and gain analytic insights from them.

#### Interoperability

Eighteen articles and six key informants described how integrated systems could expand data access to more users and increase coordination between sectors to gain action-oriented insights for health and health equity. The key informants highlighted that current environments silo data within programs and limit their use to only groups with permission. The articles primarily called for more interoperable data systems that allow for exchange of back-end data within and across organizations to reduce duplication and increase sharing and accessibility. Developing them requires a deliberate system architecture with input across many domains of the health system (e.g., health staff, commodities, logistics, progress tracking, financing).

#### Interface

Seven articles and two key informants addressed the front-end interface through which users access data, highlighting the need for more spatial displays of geocoded information.7 Key informants described how data in LMICs are often published in non-interactive text reports or PDF form, further limiting their accessibility and use within the health system, as well as to the

| Theme                              | Supporting articles | Supporting key informants | Main findings                                                                                                                                                                                                 |
|------------------------------------|---------------------|---------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Data access (27 of 50 articles)    |                     |                           | Most data systems in LMICs operate in silos and without mechanisms for communication to and across a variety of ministries, funders, and vertical programs. No one party can view or leverage collected data in their entirety for societal good. |
| Interoperability                   | 18                  | 6                         | Data in LMICs are frequently reported in text or PDF format, rather than more accessible data types, such as comma-separated value (CSV) files. LMIC stakeholders also have limited access to geocoded data, hindering geospatial displays with which users would find easier to interact. In cases where data are available electronically and allow for more sophisticated analysis, potential users at the frontline level often do not have the technology or data know-how to access the data. |
| Interface                          | 7                   | 5                         | In contrast to HICs, LMICs do not have legal frameworks around data sharing and interoperability standards, such as recent policy governing ethics and data privacy standards. The absence of these policies has, in some instances, led to concerns around patient confidentiality and data sharing, though several LMICs have made improvements in adherence to data dissemination standards over the past 15 years. |
| Policies governing data sharing    | 9                   | 4                         | Most data systems in LMICs operate in silos and without mechanisms for communication to and across a variety of ministries, funders, and vertical programs. No one party can view or leverage collected data in their entirety for societal good. |
public. As more LMICs have introduced computerized systems (e.g., EIR, LMIS, DHIS2, HMIS, and/or CDSS), one study found that such systems increase health workers’ ability to interpret routine data, particularly at the district and province levels of the health system.45 At the same time, having an electronic interface does not guarantee access for all—three studies noted that many LMIC health workers cannot log into computers or the Internet at work, impacting not only their ability to send and transmit data to higher levels of the health system for health decision-making but also to use processed data for their own work.21,33,55 However, one study described how mobile devices serve as a mechanism to overcome technology constraints among frontline workers and improve data sharing and access across levels of the health system.33

Policies governing data sharing. One expert noted that formal guidance and policies can encourage individuals, organizations, and agencies to share data. A recent analysis showed a 72-percentage point increase in the number of countries adhering to International Monetary Fund data dissemination standards over the past 15 years, including some LMICs.42 To date, however, LMICs have generally lacked legal frameworks around data ethics, sharing, and interoperability standards, such as modern policies governing ethics and data privacy standards. Citing a lack of culture around data sharing and broad skepticism around data privacy and security, three articles and one expert described how countries with existing governmental and organizational data policies tend to focus on limiting data flows across countries, sectors, and entities.5,33,55

| Table 4. Key themes on data use and supporting evidence. |
|-------------|----------------|----------------|----------------|
| **Theme**    | **Supporting articles** | **Supporting key informants** | **Main findings** |
| **Data use (19 of 50 articles)** | | | |
| Demand for data across the health system | 13 | 5 | Frontline workers at lower levels of the health system overwhelmingly function as producers of data for monitoring purposes, but less frequently view themselves as consumers of data. As a result, they do not seek to use health data for actionable insights to improve health service delivery and resource allocation for improved health outcomes and greater health equity. |
| Technical capacity | 10 | 7 | LMICs typically lack robust training on data use to build the necessary underlying skills to conduct sophisticated data analysis. Moreover, individuals who do possess strong data analysis skills do not receive sufficient incentive to work in the public sector. |

Data use for health and health equity

Nineteen articles addressed inequities in data use. Components of data use included demand for data across the health system and technical capacity for data use (Table 4). Both of these components require knowledge of potential data users, including awareness of the data, understanding of their possible uses, and technical expertise to generate insights.

Demand for data across the health system. Four articles demonstrated how perceptions of improved data quality increased demand for and interest in data as an analytic tool in health decision-making.13,45–47 However, 13 articles and five key informants highlighted the historically low demand for data in LMICs. Although many frontline workers in LMICs produce data to meet reporting requirements, few simultaneously function as data consumers. Articles described how several ongoing factors inhibited demand for data—perceptions of poor data quality, lack of motivation, burden of workload outside of data duties, and limited incentive structures for sophisticated data use—particularly at the frontlines of LMIC health systems.21,23,45

Technical capacity. Ten of the 19 articles related to data use and seven key informants cited technical capacity as a factor leading to effective data use. Key informants expressed broad agreement with the importance of improved analytic capacity across all levels of the health system, noting that current training on data use—when it exists—is infrequent and is typically limited to generating simple analytics. Common challenges related to technical capacity included knowledge gaps, lack of training and
refresher courses, lack of data quality reviews, and improper comprehension of surveillance terms. A recent assessment of statistical capacity performance across world regions showed that Europe and the Americas lead, with Africa and Oceania (excluding Australia and New Zealand) trailing far behind. Most countries, however, have improved their use of statistics in national planning and policymaking since 2000, and two evaluations assessing interventions to improve technical capacity for immunization data quality found that training efforts and systems modifications improved the timeliness and completeness of, as well as overall confidence in, the data, with early indications that these data quality improvements paved the way for improved data use.

### Data and improved health service delivery, outcomes, and equity

Our scoping review uncovered 19 articles associating health data with improved health service delivery. Eleven articles connected health data to improvements in health center operations, specifically linking greater accessibility and use of data to improvements in maintaining drug stocks, administering timely vaccinations, and aligning budgets to health service needs. Four articles linked health data with improvements in provider performance and facility operations, describing how computerized HMIS systems and mobile reminders improved drug stock management and resulted in fewer overdue client visits. Use of mobile decision support tools also showed improved adherence to guidelines and protocols, resulting in improved vaccination coverage rates and quality of care.

Although key informants tended to believe in a virtuous cycle between data and improved health outcomes, they overwhelmingly agreed little evidence demonstrated the link between the two. Among the articles attempting to link data to health improvements, none were able to demonstrate a link between data and health outcomes, and two postulated that data improvements could lead to health equity with little to no evidence to support that connection.

### Discussion

Data equity requires all stakeholders to have high quality data available for use, the capacity to use it effectively, and to regularly use it to achieve results. Some articles offered frameworks to improve the quality and quantity of data available for health-related decision-making in LMICs. Although the majority of these frameworks addressed specific mechanisms through which data could be improved, very few expanded the framework to the point of showing how data improvements could lead to changes in health service delivery or outcomes. Our review found little evidence supporting the connection between data and health or equity outcomes, yet it did emphasize where changes in data collection, access, and use might lead to better outcomes in LMICs.

To close the data gap between LMICs and HICs, our findings emphasized more inclusive methods of data collection, systems allowing for open data sharing, and sustained human capital as key pathways to move from an inequitable to equitable data landscape. For data collection, LMICs have an opportunity to expand the subset and quality of data they currently collect for health-related decision-making. To increase the quality of data collected, LMICs can select streamlined modes of collection and enhance trainings for people charged with data collection. Transitioning from a paper-based to electronic data storage system has increased data access across geographies for some, but making data fully accessible to those who need them will require policies to regulate data sharing and infrastructure to improve interoperability across ministries, agencies, and organizations. Key informants point to decreasing time-lags in data dissemination and embedding analytic capacity in data sharing modes as key to increasing relevance and usage of data.

Such changes to increase data equity must be accompanied by knowledge and skills to fully seek and use these data. LMICs can conduct an assessment of their data capacity and quality to identify strengths and inequities in their data collection, access, and use. Then, they can identify the partnerships and skills needed to leverage the strengths and fill in gaps to catalyze change and forward representative and useful data for all. Without necessary knowledge and skills, a state of data inequity will only perpetuate in LMICs.

An implied consequence of relying on largely flawed information is subjecting decisions on important matters, such as health resource allocation, to considerable error and potentially worsening health inequities among the populations in question. Given this and the commitment global health stakeholders have placed on data and data improvement for health in recent history, it is worthy to continue examining whether efforts to close the gap in data between LMICs and HICs yield improvements in health outcomes and lay the foundation for health equity.

To guide this examination, we offer a conceptual framework of data equity for health and health equity (DE4HHE) based on our scoping review. The DE4HHE framework outlines the uncovered disparities in LMIC data, demonstrates how various aspects of these disparities relate to one another, and—once collectively improved—will bridge the gap to create a state of data equity (Figure 2). It offers global health stakeholders a model along which to measure progress in the pathway to data equity and to assess the true relationship between data equity and health equity.

Our search strategy deliberately excluded certain terms to manage the scope of the review, which may have impacted the comprehensiveness of our results. Notably,
we elected to exclude noncommunicable diseases (NCDs) and surveillance among our search terms. However, some of the articles included in our review profiled interventions to improve data collection, access, and use related to NCDs and surveillance systems in LMICs. We excluded these specific search terms out of concern that the included research would encompass an onerous number of studies with only tangential relevance to data equity. In addition, the study was funded and conducted in 2019, with a look back period of 10 years. As a result, the literature does not capture more recent data best practices and innovations that have been surfaced or accelerated due to the current data context brought about by COVID-19.

In addition to potentially excluding articles that may have had relevance to our review, very few of the articles that we did review were assessed to be of high evidence. A number of the topics we explored over the course of our review, such as policies governing data access, are not easily translated into rigorous studies to generate high quality evidence. Therefore, the conclusions we were able to draw were overwhelmingly based on articles assessed to have low evidence underpinning their claims. Although a clear portrait regarding health data inequities nonetheless emerged over the course of our review and interviews with key informants, we recognize that rooting our understanding of the landscape in low quality evidence may have impacted the validity of our assumptions.

Our findings were also shaped by our selection of key informants, all but one of whom hail from the United States. While they have all contributed valuable expertise to the field and have conducted extensive research in LMICs, their perspectives are nevertheless shaped by their location and affiliation with institutions in the Global North. Future work in this domain could be strengthened by incorporating a wider range of insights from key informants who have spent their lives living and working in LMICs, such as health information system data mangers and data collectors and users at all levels of the health system.

Finally, given the level of evidence available during the study period and the wide variety of geographies and types of data interventions reviewed, our findings were ultimately quite broad. This scope has facilitated our ability to create a conceptual framework with potential applicability to a wide variety of contexts. We acknowledge, however, that our conclusions inevitably will not represent the data landscape in specific geographies within LMICs and should only be used as a broad depiction of common health data inequities across these contexts.

**Conclusion**

With the importance of data-driven decision-making increasingly emphasized across all sectors, the public health and health care fields have seen the emergence of big data and predictive analytic tools that take data and transform them into insights for action. Our scoping review revealed select cases where data improved health system management and outcomes, such as timely vaccine administration, greater adherence to guidelines, and more active drug stock management. However, the evidence on data’s direct impact on health service delivery, behaviors, and outcomes is still emerging. The DE4HHE conceptual framework identified the core aspects of data inequity in LMICs to be further examined to understand which combination of these aspects, if improved, might catalyze better health for all. The next steps include identifying measures to assess each of these data equity conceptual framework components and assessing the association of these components to positive health outcomes, especially in populations experiencing high burden of risk and disease.
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**Appendix 1**

Websites included in targeted grey literature search and search terms used

| Organization | Web address |
|--------------|-------------|
| Bloomberg Data for Health Initiative | https://www.bloomberg.org/program/public-health/data-health/ |
| Bloomberg Philanthropies Data Impact Program | http://www.d4hddataimpact.org/ |
| Better Immunization Data (BID) Initiative | http://bidinitiative.org/ |
| The Brookings Institution | https://www.brookings.edu/ |
| Data2x | https://data2x.org/ |
| | http://opendataenterprise.org/ |

(continued)
Search terms:
(“data gaps” OR “data representativeness” OR “data openness” OR “data completeness” OR “data availability” OR “civil registration” OR “data accuracy”) AND (“global health” OR “health equity” OR “mHealth”) AND (“low-income countries” OR “middle-income countries” OR “developing countries”) AND (“immunization” OR “vaccination” OR HIV OR AIDS OR malaria)
(“data infrastructure” OR “data analytics” OR “digital disruption” OR “big data” OR “data policy” OR “data ecosystems” OR “data systems”) AND ("global health" OR “health equity” OR “mHealth”) AND (“low-income countries” OR “middle-income countries” OR “developing countries”) AND (“immunization” OR “vaccination” OR HIV OR AIDS OR malaria)

Appendix 2
Search strategy for peer reviewed literature
(“Data equity” OR “digital divide” OR “data gaps” OR “data representativeness” OR “data openness” OR “data completeness” OR “data availability” OR “civil registration and vital statistics” OR “data infrastructure” OR “data analytics” OR “data science” OR “digital disruption” OR “internet of things” OR “big data” OR “data policy” OR “data ecosystems” OR “data systems”) AND ("health equity” OR “global health” OR eHealth OR mHealth OR eMedicine OR “health information systems” OR “DHIS2” OR “Electronic Medical Record”* OR “electronic health record”)
AND ("low-income econom” OR “lower-middle-income econom” OR “upper-middle-income econom” OR “transforming econom” OR “non-transforming econom” OR “developing econom” OR “second world econom” OR “third world econom” OR “poor econom” OR “emerging econom” OR “low-income countr” OR “lower-middle-income countr” OR “upper-middle-income countr” OR “transforming countr” OR “non-transforming countr” OR “developing countr” OR “second world countr” OR “third world countr” OR “poor countr” OR “emerging countr” OR “South Asia” OR “Central Asia” OR “Middle East” OR “North Africa” OR “East Asia” OR “Asia Pacific” OR “Sub-Saharan Africa” OR “Global South” OR “Afghanistan” OR “Albania” OR “Algeria” OR “Angola” OR “Armenia” OR “Azerbaijan” OR “Bangladesh” OR “Belarus” OR “Benin” OR “Bhutan” OR “Bosnia and Herzegovina” OR “Botswana” OR “Bulgaria” OR “Burkina Faso” OR “Burundi” OR “Cape Verde” OR “Cabo Verde” OR “Camodia” OR “Cameroon” OR “Central African Republic” OR “Chad” OR “China” OR “Comoros” OR “Democratic Congo Republic” OR “Côte d’Ivoire” OR “Djibouti” OR “Egypt” OR “Equatorial Guinea” OR “Eritrea” OR “Ethiopia” OR “Fiji” OR “Gabon” OR “Gambia” OR “Georgia” OR “Ghana” OR “Guinea” OR “Guinea-Bissau” OR “India” OR “Indonesia” OR “Iran” OR “Iraq” OR “Jordan” OR “Kazakhstan” OR “Kenya” OR “Kiribati” OR “North Korea” OR “Kosovo” OR “Kyrgyzstan” OR “Laos” OR “Lebanon” OR “Lesotho” OR “Liberia” OR “Libya” OR “Macedonia” OR “Madagascar” OR “Malawi” OR “Malaysia” OR “Maldives” OR “Mali” OR “Marshall Islands” OR “Mauritania” OR “Mauritius” OR “Micronesia” OR “Moldova” OR “Mongolia” OR “Montenegro” OR “Morocco” OR “Mozambique” OR “Myanmar” OR “Namibia” OR “Nauru” OR “Nepal” OR “Niger” OR “Nigeria” OR “Pakistan” OR “Papua New Guinea” OR “Philippines” OR “Romania” OR “Russia” OR “Rwanda” OR “Samoa” OR “Sao Tome and Principe” OR “Senegal” OR “Serbia” OR “Sierra Leone” OR “Solomon Islands” OR “Somalia” OR “South Africa” OR “South Sudan” OR “Sri Lanka” OR “Sudan” OR “Swaziland” OR “Syria” OR “Tajikistan” OR “Tanzania” OR “Thailand” OR “Timor-Leste” OR “Togo” OR “Tonga” OR “Tunisia” OR “Turkey” OR “Turkmenistan” OR “Tuvalu” OR “Uganda” OR “Ukraine” OR “Uzbekistan” OR “Vanuatu” OR “Vietnam” OR “West Bank and Gaza” OR “Yemen” OR “Zambia” OR “Zimbabwe” OR “Northern Triangle” OR “Latin America” OR “Caribbean” OR “Latin America and the Caribbean” OR “Central America” OR “El Salvador” OR “Guatemala” OR “Honduras” OR “Nicaragua” OR “Bolivia” OR “Brazil” OR “Cuba” OR “Dominican Republic” OR “Colombia” OR “Ecuador” OR “Haiti” OR “Jamaica” OR “Mexico” OR “Panama” OR “Paraguay” OR “Peru” OR “Venezuela” OR “Antigua and Barbuda” OR “Argentina” OR “Aruba” OR “Bahamas” OR “Barbados” OR “Belize” OR “British Virgin Islands” OR “Cayman Islands” OR “Chile” OR “Costa Rica” OR “Curaçao” OR “Dominica” OR “Grenada” OR “Guyana” OR “Puerto Rico” OR “Sint Maarten” OR “St Kitts and Nevis” OR “St Lucia” OR “St Martin” OR “St Vincent and the Grenadines” OR “Suriname” OR “Trinidad and Tobago” OR “Turks and Caicos Islands” OR “Uruguay” OR “Virgin Islands”)
AND ("health outcomes” OR “community health” OR “data-driven decision-making” OR “information literacy” OR “decision-making” OR “policymaking” OR “policy making” OR “frontline health” OR “primary health care” OR “universal health coverage” OR “health systems strengthening” OR “maternal and child health” OR “immunization” OR “vaccination” OR “infant mortality” OR “maternal mortality” OR “skilled birth attendance” OR “precision health” OR “precision medicine” OR “precision public health”)
Appendix 3
Screening Criteria

1. Relevant and useful to the development of the evidence review; that is, has one or more of the following features (and ideally at least two to be screened in):
   - Focused on health data, health information systems, data representativeness, data completeness, data gaps, open data, data access, and/or data equity
   - Focused on health outcomes and/or health equity
   - Focused on community health
   - Insights into the relationship between data use and improved health outcomes and/or improved decision-making
2. Low- and middle-income country context unless the source is particularly strong in other areas.
3. Peer reviewed journal or carefully reviewed report
4. A review of the abstract does not lead to major reservations about the document’s use of scientifically-based research standards – that is, “standards that apply rigorous, systematic, and objective methodology to obtain reliable and valid knowledge and present findings and make claims that are appropriate to and supported by the methods employed” (ESRA, Title I of P.L. 107–279). Though opinion pieces may be included to illustrate various points of view in the field.

Appendix 4
Abstraction template fields
Citation; Authors, affiliations, and credentials; Funder/sponsor; Type of article; Peer-reviewed; Sample description and size; Setting; Type of study design; Brief design description; Key data sources; Primary analysis methods; Benefits for development of scoping review; Inequities in data collection; Inequities in data access; Inequities in data use; Data for health service delivery and resource allocation; Relationship between data and monitoring and accountability of the health system; Relationship between data and health outcomes; Key findings relevant to opportunities to achieve health equity; Study limitations and cautions; Assessment of objectivity; Initial rating of research quality; Notes; Indicators noted in the article; Interventions cited in the article; Agencies, organizations, and/or resources to note; Citations from article; Gaps.

Appendix 5
Statements used for resonance testing with key informants
Resonance testing included the following key statements (the researchers varied the ordering of these statements for each key informant interviewed):

1. Low- and middle-income countries (LMICs) are thought to have less and poorer quality data than high-income countries. They are also seen as having less capacity for data use and analytics needed to reach the Sustainable Development Goals (SDGs).
2. Strong data systems can have a significant impact on inequities in health and development.
3. The data produced by LMICs are hardly used domestically and, therefore, there is scant country-level demand to drive a larger supply and better quality of data.
4. Lack of data use stems from a culture where data collectors see data as flowing up but not back down for their use (eg, data going to ministries of health, but not back down to frontline workers who collect the data).
5. Lack of data use stems policies and practices that encourage data silos (localization).
6. Policies and practices encouraging data localization are common in LMICs and limit the extent to which data-informed decision-making is possible.
7. Harmonization of data can lead to significant improvement in health outcomes. However, careful consideration of the environmental context, such as connectivity and user friendliness, is key to the success of building interoperable systems.
8. Data feedback from electronic health systems has improved quality, increased efficiency, and lowered cost of medical care in LMICs.
9. Data collected outside of traditional health management information systems (HMIS), such as cell phone and geospatial data, are needed for anticipating and responding to disease outbreaks, particularly outbreaks in underserved or rural communities.
10. Data and data science are the key to transforming care delivery and achieving health equity in LMICs.