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In some applications of frequency estimation, it is challenging to sample at as high as the Nyquist rate due to hardware limitations. An effective solution is to use multiple sub-Nyquist channels with coprime undersampling ratios to jointly sample. In this paper, an algorithm suitable for any number of channels is proposed, which is based on subspace techniques. Numerical simulations show that the proposed algorithm has high accuracy and good robustness.

Introduction: Frequency estimation of multiple sinusoids has wide applications in communications, audio, medical instrumentation and electric systems. The methods for frequency estimation cover classical modified DFT [1], subspace techniques such as MUSIC [2] and ESPRIT [3] and other advanced spectral estimation approaches [4]. In general, the sampling rate of a signal is required to be higher than twice the maximum frequency component (i.e. the Nyquist rate). However, it is challenging to build sampling hardware when signal bandwidth is large. When a signal is sampled below the Nyquist rate, it often leads to aliasing and frequency ambiguity.

A number of methods have been proposed to estimate the frequencies with sub-Nyquist sampling. Zoltowski proposed a time delay method which requires the time delay difference of the two undersampled channels not greater than the Nyquist sampling interval [5]. By introducing properly chosen delay lines and sparse linear prediction, the method in [6] provided unambiguous frequency estimates with low A/D conversion rates. The authors of [7] made use of Chinese Remainder Theorem (CRT) to uniquely determine the frequency. Based on emerging compressed sensing theory, sub-Nyquist wideband sensing algorithms and corresponding hardware were designed to estimate the power spectrum of a wideband signal [8]. However, these methods usually require much hardware or complex calculations, which makes the practicality discounted. In [9] and [10], two channels with coprime undersampling ratios are utilized to estimate the frequencies of multiple sinusoids. This method is quite simple, but in some cases, two coprime channels can not uniquely determine the estimated frequencies [11].

In this letter, we propose an algorithm that is suitable for any number of channels, and then utilize three coprime channels to yield accurate frequency estimates.

Problem model: Consider a signal \( x(t) \) containing \( K \) frequency components with unknown constant amplitudes and phases

\[
x(t) = \sum_{k=1}^{K} a_k e^{j\omega_k t} + w(t),
\]

where \( \omega_k \) and \( a_k \) are the \( k \)-th normalized angular frequency and its corresponding complex amplitude, respectively, and \( w(t) \) is zero-mean white Gaussian noise. When \( t = 1, 2, \ldots, \) it implies normal sampling, which is studied in conventional methods such as the ESPRIT algorithm [3]. Assume that the upper limit of the frequencies \( F_M \) is known, but we only have low-rate analog-to-digital converters whose sampling rates are much lower than the Nyquist rate.

\[
F_0 = F_M/a, \quad F_1 = F_M/b, \quad F_2 = F_M/c
\]

Our sampling strategy is sampling at three rates \( F_{a2} = F_M/a \), \( F_{b2} = F_M/b \) and \( F_{c2} = F_M/c \), where \( a, b, c \) are pairwise coprime integers. As shown in Fig. 1, the original signal is divided into three channels.

\[
x(t) = \{\text{ADC} \} \rightarrow \{x(\text{an})\} \rightarrow F_{a2} = F_M/a, \quad \{\text{ADC} \} \rightarrow \{x(\text{bn})\} = F_{b2} = F_M/b, \quad \{\text{ADC} \} \rightarrow \{x(\text{cn})\} = F_{c2} = F_M/c
\]

Fig. 1. The block diagram of three-channel coprime sampling

With the sampling rates lower than the Nyquist rate, the true spectral components can not be uniquely determined by two coprime channels. However, in some cases, the frequencies can not be uniquely determined by two coprime channels. In [11], three coprime channels are verified to be able to resolve the frequency ambiguity in general. The following algorithm is suitable for any number of channels, but three coprime channels are recommended.

Estimation algorithm: The core of the proposed algorithm is to generate the estimate of the autocorrelation matrix from non-equidistant samples. Usually the data matrix is filled with equally spaced samples. Assuming that the samples are sampled from \( t = 0 \) and each \( M \) samples form a column vector, we expect to construct a continuous measurement data matrix

\[
X = \begin{bmatrix}
  x(1) & x(2) & \cdots & x(L) \\
  x(2) & x(3) & \cdots & x(L+1) \\
  \vdots & \vdots & \ddots & \vdots \\
  x(M) & x(M+1) & \cdots & x(M+L-1)
\end{bmatrix}
\]

where \( L \) is the number of snapshots (or measurement vectors). However, some samples are missing in this data matrix. We put the available samples into this matrix, and the positions of the missing samples are set to 0. For example, if \( a, b, c = 3, 4, 5, M = 5 \) and \( L = 6 \), the constructed data matrix is

\[
X = \begin{bmatrix}
  0 & 0 & 0 & x(3) & x(4) & x(5) \\
  0 & x(3) & x(4) & x(5) & x(6) & 0 \\
  x(3) & x(4) & x(5) & x(6) & 0 & x(8) \\
  x(4) & x(5) & x(6) & 0 & x(8) & x(9) \\
  x(5) & x(6) & 0 & x(8) & x(9) & x(10)
\end{bmatrix}
\]

From the data matrix we calculate

\[
Q = XX^H
\]

where \( (\cdot)^H \) denotes the Hermite transpose operation. Note that the cumulative number of products in each position of \( Q \) is different. We introduce a matrix to mark the positions of the available elements in the data matrix \( X \), which we call the position matrix. This position matrix \( G \) is the same size as the matrix \( X \). If there is a sample available in \( X \), then the element in the corresponding position in \( G \) is set to 1, otherwise it is set to 0. For example, the position matrix for the data matrix in [4] is

\[
P = GG^H
\]

The elements in \( P \) represent the cumulative number of products for each position in \( Q \). For two matrices of the same dimensions, the Hadamard division (or the entrywise quotient) produces another matrix where each element is the quotient of elements of the original two matrices. Denoting the Hadamard division of two matrices \( \odot \), the estimate of the autocorrelation matrix is

\[
R = Q \odot P
\]

Next, the subspace techniques can be applied to achieve high-resolution frequency estimation, such as MUSIC and ESPRIT. The above algorithm requires that each element of the matrix \( P \) is nonzero. The property in [9] is useful:

\[
\text{Theorem 1. Let } a \text{ and } b \text{ be two coprime positive integers. Given an arbitrary integer } m \text{ in the range } 0 \leq m \leq ab - 1, \text{ we can always find } n_1 \text{ in the range } 0 \leq n_1 \leq 2b - 1 \text{ and } n_2 \text{ in the range } 0 \leq n_2 \leq a - 1, \text{ such as } m = an_1 - bn_2.
\]

In fact, Theorem 1 can be easily proven through Bézout’s identity. Even if there are only two coprime channels, we can obtain the following conclusion:
Theorem 2. Assuming that two channels are used to sample at coprime undersampling ratios \(a\) and \(b\), if the number of snapshots \(L\) in (1) satisfies \(L \geq ab\), then all the elements of the matrix \(P\) are nonzero.

Proof: When two coprime channels are used, let \(a < b\), the set of the indices for the samples in ascending order is

\[
\mathcal{T} = \{a, b, \cdots, ab, ab + a, ab + b, \cdots\}.
\]

(The measurement vectors in the data matrix \(X\) are formed by sliding the elements in the set \(\mathcal{T}\) with the window size \(M\). According to Theorem 1, an arbitrary integer \(M\) satisfying \(1 \leq M \leq ab\) can be derived from the differences of the elements in the set

\[
\mathcal{T}_0 = \{a, b, \cdots, ab, ab + a, ab + b, \cdots, 2ab - b, 2ab - a\}.
\]

In other words,

\[
\{1, 2, \cdots, ab\} \subset \{n_1 - n_2 | n_1 > n_2, n_1 \in \mathcal{T}_0, n_2 \in \mathcal{T}_0\}.
\]

Note that the indices in \(\mathcal{T}\) are repeated with a period of \(ab\), then for an arbitrary integer \(M\), we can always find two integers in \(\mathcal{T}\) so that the difference between the latter and the former is \(M\). The structure of the measurement vector in the window is also cycled with a period of \(ab\) that is, when \(L \geq ab\), all structural types can be traversed. Thus, when \(L \geq ab\), all the elements of the matrix \(P\) are nonzero.

According to Theorem 2, when using three coprime channels with undersampling ratios of \(a, b\) and \(c\), if \(L \geq \max(ab, bc, ac)\), all the elements of the matrix \(P\) can be guaranteed to be nonzero.

Simulation result: In this section, we simulate frequency estimation of multiple sinusoids buried in noise. The signals contain \(K\) frequency components with random amplitudes in the interval \([0, 0.5, 1]\) and random phase angles in the interval \([0, 2\pi]\). The normalized frequencies are assumed to distribute uniformly in \([0, 1]\) and their intervals are set to be larger than 0.01. Complex white Gaussian noise is added to the inputs. The coprime undersampling ratios are set to \(a = 3, b = 4\) and \(c = 5\) and the lengths of the measurement vectors \(M = 12\). We compare the accuracy of the proposed algorithm with the algorithm in [10] and Zoltowski’s method in [4]. The proposed algorithm uses three coprime channels, while the algorithm in [10] uses two coprime channels and Zoltowski’s method uses two undersampled channels with time delay, but these three algorithms are set to use the same number of samples. The ESPRIT algorithm is employed to process the estimate of the autocorrelation matrix, so high-resolution continuous frequency estimates can be obtained. The root mean square error (RMSE) is used to measure the accuracy of the algorithm, which is defined as

\[
\text{RMSE} = \sqrt{\frac{\sum_{k=1}^{K} (f_k - \hat{f}_k)^2}{K},}
\]

where \(f_k\) is the estimate of \(f_k\). For ease of calculation, the number of frequency components \(K\) is assumed to be known. The main steps of the three algorithms can be divided into two parts: the estimation of the autocorrelation matrix and the frequency estimation based on the ESPRIT algorithm. Therefore, the computational complexity of these algorithms is roughly equivalent.

In the first simulation, the signal-to-noise ratio (SNR) is fixed at 20 dB and the number of frequency components \(K\) varies from 1 to 6. Each data point is the average of 10,000 trials. As shown in Fig. 2 with the increase of the number of frequency components, the RMSEs increase gradually. When \(K > 3\), Zoltowski’s method has the best performance. But when \(K \leq 3\), the errors of the proposed algorithm are smaller.

Then we fix the frequency components to \(K = 3\), and compare the performance of the three algorithms under different SNRs. As shown in Fig. 3 when SNR \(\leq 22\)dB, the proposed algorithm has higher accuracy than the other two algorithms. When SNR \(> 22\)dB, the errors of the proposed algorithm are slightly larger than Zoltowski’s method. The result indicates that the proposed algorithm has better robustness.

Conclusion: This letter proposes an algorithm based on subspace techniques to estimate the frequencies of complex sinusoids with multiple-channel coprime sampling. The proposed algorithm is suitable for any number of channels and three coprime channels are used to ensure the resolution of frequency ambiguity. Numerical experiments show that the proposed algorithm has high accuracy and good robustness.
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