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Abstract—The Empirical Mode Decomposition (EMD) is a signal analysis method that separates multi-component signals into single oscillatory modes called intrinsic mode functions (IMFs), each of which can generally be associated to a physical meaning of the process from which the signal is obtained. When the phenomena of mode mixing occur, as a result of the EMD sifting process, the IMFs can lose their physical meaning hindering the interpretation of the results of the analysis. In the paper, One or Two frequencies? The Empirical Mode Decomposition Answers, Gabriel Rilling and Patrick Flandrin [3] presented a rigorous mathematical analysis that explains how EMD behaves in the case of a composite two-tones signal and the amplitude and frequency ratios by which EMD will perform a good separation of tones. However, the authors did not propose a solution for separating the neighboring tones that will naturally remain mixed after an EMD. In this paper, based on the findings by Rilling and Flandrin, a method that can separate neighbouring spectral components, that will naturally remain within a single IMF, is presented. This method is based on reversing the conditions by which mode mixing occurs and that were presented in the map by Rilling and Flandrin in the above mentioned paper. Numerical experiments with signals containing closely spaced spectral components shows the effective separation of modes that EMD can perform after this principle is applied. The results verify also the regimes presented in the theoretical analysis by Rilling and Flandrin.

Index Terms—EMD, Mode Mixing, Sifting process, Intermittency, Masking signal, Closely spaced spectral tones.

I. INTRODUCTION

Empirical Mode Decomposition (EMD) has since it was first proposed in [1], demonstrated its capabilities within many application areas. EMD’s data driven approach does not require any specific assumptions behind the underlying model and is able to handle both non-linear and non-stationary signals. However, the algorithm has some limitations in identifying two closely spaced spectral tones and components appearing intermittently in the signal. In such cases the EMD will have trouble to separate the closely spaced tones and the intermittency. This paper addresses the problem of separation of closely spaced spectral tones and proposes a new method for separation. The structure of the paper is: the concept of mode mixing is discussed first, then some of the existing solutions are highlighted before the new method is presented. A case study based on a synthetic signal demonstrates the method’s capabilities.

A. What is Mode Mixing?

Although Mode Mixing has not been strictly defined in the literature, it is known to happen as a result of the way in which the Empirical Mode Decomposition is designed to extract monocomponents from a multi-component signal. Only modes that clearly contribute with their own maxima and minima can be identified by the sifting process of the EMD. When a mode cannot clearly contribute with extrema, the EMD will not be able to separate the mode in a single IMF and the mode will remain mixed in another IMF. The paper in [3], provides restrictions on when it is possible to extract a tone from a composite two tones signals. The ratio of the amplitudes and of the frequencies of the individual components of the signal, will determine whether the EMD will be able to separate them in two different IMFs or whether they will be interpreted as one single IMF.

In this paper, Mode Mixing is broadly categorized in two groups. Depending on the source at the origin, they can be originated by:

- presence of closely spaced spectral components
- presence if intermittence

In general, the reported literature offers solutions to the mode mixing caused by the presence of intermittence, while separation of closely spaced spectral tones has remained unsolved [8].

This paper proposes a principle that when implemented improves the ability of the EMD to separate closely spaced spectral tones. In the following section, the main contributions to the solution of the mode mixing problem are discussed in light of their evolution in time. The new method is introduced within this perspective.

B. Existing Mode Mixing Solutions

Mode mixing, observed in the context of the Empirical Mode Decomposition, and caused by either intermittency of a signal component or by closely spaced spectral tones, is a well recognized limitation of the EMD method [2][3][4]. The principle behind the EMD is to always extract the highest frequency component present is the residue of the signal. In the presence of intermittence, the next lower frequency components may appear in the same IMF where the intermittent signal is identified, even though they are in different octaves and should appear as individual tones. In the case of closely spaced spectral tones, the signals will appear in the same IMF unless successfully separated. In 2005, in the paper: The Use of Masking Signal to Improve Empirical Mode Decomposition, Ryan Deering and James F. Kaiser [2] discuss the phenomena of mode mixing and presented for the first
time the idea of using a masking signal to separate mixed tones caused by the presence of intermittency in the signal. A formula for choosing the masking signal was suggested based on the observations of empirical trials with several signals with mode mixing. The demonstration was essentially made for mode mixing caused by the presence of intermittency, since the frequency ratio between the signals was 0.57 which from the perspective of closely spaced spectral tones, was only moderately mixed. Rilling and Flandrin presented in 2008 a theoretical analysis that explains the behavior of the EMD in the presence of two closely spaced spectral components. Their work demonstrates which spectral components could be expected to be separated by the EMD based on their frequency and amplitude ratios. A Boundary Map prepared by the authors, provides a visual indication of the efficiency of separation of two tones depending on their amplitude and frequency ratios. This work did not present a solution for the mode mixing problem caused by closely spaced spectral tones. It rather establishes restrictions on when it is possible, using EMD, to extract a tone from a composite two tones signals. In 2009, Wu and Huang presented the Ensemble Empirical Mode Decomposition (EEMD) as a solution to cope with the mode mixing phenomena [4][5]. Again, this approach was intended to solve the mode mixing caused by the presence of intermittent components in the signal. The principle behind EEMD is to average the modes obtained by EMD after several realizations of Gaussian white noise that are added to the original signal. After this work by Huang, several versions of the Ensemble EMD were proposed in the literature and the method is widely used but it is considered to be computationally expensive. Most recently, in April 2017, a patent application, System and Method of Conjugate Adaptive Conjugate Masking Empirical Mode Decomposition filed by Norden Huang et al [2] discloses a method for directly processing an original signal into a plurality of mode functions. The invention claims to exclude the problem of mode mixing caused by an intermittent disturbance but does not apparently address the mode mixing caused by closely spaced spectral tones. Although Deering and Kaiser introduced the idea of a masking signal, an open question remains on how to choose the frequency and the amplitude of the masking signal, to separate closely spaced spectral tones.

The following section presents and discusses the principle that can enable EMD to separate these class of mode mixing. Based on the idea of the masking signal presented by Deering and Kaiser and the knowledge of the restrictions for closely spaced spectral tones presented by Rilling and Flandrin, a masking signal can be designed in order to reverse an existing mode mixing condition.

II. THE PROPOSED METHOD

The method is based on the original idea of Deering and Kaiser, of injecting a masking signal. The extension to this original idea is the way in which the masking signal is defined. In this work, the frequency and amplitude of the masking signal are chosen according to the boundary conditions presented in [3]. The principle is explained in the following.

Based on the boundary conditions presented in [3], the existing mode mixing conditions of a given signal can be reversed by adding a masking signal that can enforce a controlled artificial mode mixing with one of the signal’s components, leaving the other free of mode mixing. If a masking signal of appropriate frequency and amplitude is added to the original signal, this masking signal will be able to attract one of the mixed signals but not the other. This principle of attraction between closely spaced spectral tones, will create a new controlled artificial mode mixing, where one of the mixed signals is combined with the known masking signal. In this way, one of the originally mixed signals becomes free of mode mixing and comes as a pure mode (IMF) out of the EMD process. The controlled artificial mode mixing can be easily removed, since the masking signal is known.

The step by step procedure for extracting IMFs when modes are mixed, based on the proposed method in this paper is the following:

1) Construct masking signal \(x_m\) based on the new principle defined in this paper,
2) Perform EMD on \(x = x + x_m\) and obtain the IMF \(y_+\).
   Similarly obtain \(y_-\) from \(x = x - x_m\).
3) Define IMF as \(y = (y_+ + y_-)/2\).

Step 1 will require to obtain the frequency information from the original data. This information is obtained as explained in section II.B.

A. Mode Mixing of Closely Spaced Spectral Components

In [3], it is pointed out that the amplitude and frequency ratios of the signal components are crucial for the understanding of the basic principles behind mode mixing. In the same work, a Boundary Condition Map portrays the different regions where mode mixing is likely to occur as a function of the relative frequencies and amplitudes involved in the two signals. It can be observed from the map that in the region where the ratio between the frequencies involved are between 0 and 0.5, mode-mixing will not be observed for a range of amplitude ratios. Mode mixing is observed as the frequency ratio is higher than 0.67 and approaches 1.0, where mode mixing will always occur for all amplitude ratios. For the sake of clarity and to aid the discussions, the same Boundary Map is reconstructed in this paper and shown in Figure 1.

The map illustrates well how closely spaced spectral tones attract each other in a mode mixing. This same property is exploited in this paper for constructing effective masking signals to separate closely spaced spectral tones.

B. Principle for separation of closely spaced spectral components

The principle applied in this paper is based on the combination of the technique presented by Kaiser and the Boundary Conditions Map presented by Flandrin [2][3]. The map of boundary conditions guides the choice of the masking signal’s frequency and amplitude.

To be able to extract a frequency by applying this principle, the ratio of that frequency to the frequency of the masking
signal, must be located in the red area of the Boundary Map (mode mixing area), while the ratio of the next frequency should be located in the blue area of the map. The amplitude ratios need to be adopted to ensure that condition as well. It is therefore necessary to operate with a frequency sufficiently close to the first mode and sufficiently distant from the next mode, to be successful. This criteria will be discussed in more detail in the case study.

Assume a signal with the two frequencies \( f_1 \) and \( f_2 \) \((f_1 > f_2)\), where the ratio between them will cause mode mixing due to close spectral tones. A masking signal of frequency \( f_m \) larger than \( f_1 \) will attract \( f_1 \) if the ratio \( f_1/f_m \) falls into the attraction region of the map (red color). If the ratio between \( f_2/f_m \) falls in the region where there is no attraction (blue color), adding a positive masking signal of frequency \( f_m \) will separate the two signal \( f_1 \) and \( f_2 \) and the first IMF will have a controlled mode mixing of the signals \( f_1 \) and \( f_m \). To separate \( f_1 \) and \( f_m \) a negative masking signal may be added, and by averaging the two first IMFs the new IMF will be a signal of frequency \( f_1 \). However, depending on how close the two frequencies \( f_1 \) and \( f_2 \) are, some amplitude modulation will be observed between the signals \( f_1 \) and \( f_2 \). To identify the frequencies involved in the original signal, a Fast Fourier Transform (FFT) can be used as first screening tool. In this paper, a technique has been developed to identify the involved instantaneous frequencies and amplitudes, to assist in choosing the right masking signal. Assume a signal \( x \) defined by:

\[
x = A \sin(2\pi f_1 t) + B \sin(2\pi f_2 t)
\]

After a standard EMD, these two signals will be mixed into one IMF. After a Hilbert-transform of the mode mixed IMF \((s = x + jy)\) followed by an amplitude and an instantaneous frequency calculation, the required information is available for identifying the amplitudes and frequencies of the two signals involved. The instantaneous frequency used here is defined by:

\[
f = \frac{1}{2\pi} \frac{\partial \phi}{\partial t}
\]

where:

\[
\tan \phi = \frac{y}{x}
\]

\[
\phi = \arctan \frac{y}{x}
\]

From the amplitudes of the Hilbert-transformed signal, the following expressions can be derived:

\[
K_{min} = \sqrt{A^2 + B^2} - 2AB = (A - B)
\]

\[
K_{max} = \sqrt{A^2 + B^2} + 2AB = (A + B)
\]

Similarly, the expressions for the extreme values of the instantaneous frequency plots are:

\[
F_{min} = \frac{A\Delta f}{(A - B)} + f_2
\]

\[
F_{max} = \frac{A\Delta f}{(A + B)} + f_2
\]

\[
K_{min} \quad \text{Minimum value of the amplitude plot}
\]

\[
K_{max} \quad \text{Maximum value of the amplitude plot}
\]

\[
F_{min} \quad \text{Minimum value of the instantaneous frequency plot}
\]

\[
F_{max} \quad \text{Maximum value of the instantaneous frequency plot}
\]

\[
\Delta f \quad \text{Difference between the two frequencies (} f_1 - f_2 \text{)}
\]

It is also demonstrated that \( \Delta f \) is equivalent to the number of peaks/second in the instantaneous frequency and the amplitude plots. The frequencies \( f_1 \) and \( f_2 \) can now be calculated and may be further validated with FFT calculation.

In the case of synthetic signals, these calculations are accurate and in principle the signal components could have been calculated directly by applying the above presented technique. However, for real signals the instantaneous amplitude and frequency functions are less smooth. Still they reveal information about the amplitudes and frequencies involved in the different periods of a mode mixed signal and from this, an optimal mask signal based on the map can be constructed.

III. Case Study

To demonstrate the method presented in this paper, a synthetic signal consisting of the following components is chosen:

\[
x = 0.7 \sin(2\pi 8t) + 0.7 \sin(2\pi 24t) + 1.4 \sin(2\pi 30t)
\]

The individual components and the final signal are shown in Figure 2.

After separation with a standard EMD, the IMFs are shown in Figure 3. The first plot corresponds to the signal. The first IMF is the mix of the signals 24Hz and 30 Hz while the second IMF is the 8Hz signal well separated. The other IMFs reported are not relevant and only a result of the endpoint conditions, sifting process and applied tolerances.

To identify the frequencies and amplitudes involved in the first IMF, a Hilbert transform is performed and the instantaneous amplitudes and frequencies are calculated. The instantaneous amplitudes are shown in Figure 4 and the instantaneous frequencies in Figure 5. Both figures portray the instantaneous values from the two IMFs.

To estimate the amplitudes and frequencies of the tones involved, we need to find the maximum and minimum of

| Fig. 1. Mode mixing boundary conditions map reproduced from [3] used for defining masking signal |
the amplitude function and of the instantaneous frequency function. Additionally we have to find the $\Delta f$ which is the number of peaks/second in either the instantaneous amplitude or the instantaneous frequency plots. The maximum values extracted from the plots are indicated in Table 1.

**TABLE I**

| Frequency (Peaks/s) | $\Delta f$ | 6 |
|--------------------|-----------|---|
| Extreme values     | Minimum   | Maximum |
| Amplitudes         | 0.74      | 2.08 |
| Instantaneous Frequencies | 27.9 | 35.5 |

Using the obtained values in Table I into Equations 5-8, the estimated amplitudes and frequencies involved in the IMF with mode mixing are shown in Table II. These values are in good agreement with the original signal components.

**TABLE II**

| Estimated parameters | Mode 1 (A and $f_1$) | Mode2 (B and $f_2$) |
|----------------------|----------------------|---------------------|
| Amplitudes           | 1.41                 | 0.67                |
| Frequencies          | 30.06                | 24.06               |

Using the estimated values of $A$ and $B$ in Equation 8, the estimated frequency is: $f_2 = 24.06$. The process of extracting the IMFs depends on the number of iterations in the sifting process and may introduce some inaccuracies. This is verified by applying the technique directly on the signal, which gives exact values. For a synthetic signal, the separation could have been done directly. When applied in conjunction with EMD, the purpose is to extract amplitudes and frequencies for different parts of the signal to assist in constructing an optimal masking signal.

Based on the values obtained in Table II and following the recommendation of amplitude and frequency ratios observed in the Boundary Map for mode mixing $f_1/f_m > 0.67$ (red/attraction area) and separation $f_2/f_m << 0.67$ (blue/separation area), an appropriate masking signal is chosen. Generally a good compromise is to keep $f_1/f_m > 0.7$ and $f_2/f_m < 0.6$ if possible. According to the map, a value of 2.5 for the amplitude will be appropriate as $\log_{10}(f_1/f_m) = -0.25$ and $\log_{10}(f_2/f_m) = -0.4$. With these values, IMF$_1$ after masking, will be located in the attraction area while IMF$_2$ in the separation areas (blue color).

Now, using the chosen masking signal, a new separation with EMD is conducted:

$$x_m = 2.5\cos(2\pi f_m t) \quad (10)$$

Following the step by step procedure described in section II, the IMFs obtained with this procedures are shown in Figure 6.
The three spectral components are now well separated. However, some amplitude modulation is observed on the 24 Hz and 30 Hz signals. When increasing the masking signal frequency, the amplitude modulation moves from the 30 Hz signal to the 24 Hz signal, while reducing the frequency will move the amplitude modulation to the 30 Hz signal as the attraction is stronger according to the Boundary Map.

A Hilbert-transform is now performed on the two first IMFs followed by instantaneous amplitude and instantaneous frequency calculations. The results are shown in Figures 7 and 8.

Using the extracted values from Table III into Equations 5-8, the estimated amplitudes and frequencies involved in the IMF$_1$ and IMF$_2$ are shown in Table IV.

With reference to Equation 1, and the estimated values from Table IV, the IMF$_1$ and IMF$_2$ are estimated by:

$$x_1 = 1.3 \sin(2\pi29.96t) + 0.3 \sin(2\pi23.96t)$$  \hspace{1cm} (11) 

$$x_2 = 0.12 \sin(2\pi29.96t) + 0.43 \sin(2\pi23.96t)$$  \hspace{1cm} (12) 

The frequency components should be exactly the same (in Table IV) but since the extreme values of the instantaneous frequency were identified with low reliability, this can explain the difference. The plot of the estimates of the IMF$_1$ (red curve) together with the IMF$_1$ from the EMD (blue curve) are shown in Figure 9 for a period of 0.5 second. A very good agreement is also observed for the period of 2 seconds. A similar plot is shown in Figure 10 for the IMF$_2$.

For IMF$_2$, the agreement between the model and the IMF was also very good. In principle, the two corresponding components could have been added to get two pure sinusoidal functions of frequency 30 Hz and 24 Hz without any amplitude modulation. However, the phase shift of the sinusoidal functions are not accurately accounted for and therefore the conclusion could be misleading.

A. Summary of Findings

This research aimed at enhancing the ability of the Empirical Mode Decomposition to separate closely spaced spectral tones. When two tones are in the same octave (the ratio between the $f_2/f_1 > 0.5$), the standard EMD will generate IMFs that are not mono-components. The main findings prove...
that by using the Boundary Map presented in [3], it is possible to construct a masking signal which separates closely spectral tones. Even cases where the ratio $f_2/f_1$ exceeds 0.8, are separated with limited amplitude modulation. Further, it is found that using the instantaneous amplitudes and instantaneous frequencies obtained from the Hilbert-transform of the signal, it is possible to identify the frequencies and the amplitudes of the tones included in IMF with mode mixing. This information can be used to propose an optimal masking signal for separation of the closely spaced tones. In the case where the signal cannot be separated without amplitude modulation, it is demonstrated how the same frequency and amplitude identification process can be used to find the amplitude and the frequencies of the amplitude modulated IMFs. This information may in specific cases be used to create mono-component IMFs.

**IV. Discussion**

The work has essentially proposed a new method for separating closely spaced spectral tones using EMD. The principle was demonstrated and validated using synthetic signals. The model estimation process uses essentially local information obtained as a result of the EMD and Hilbert Transform process (number of peaks/s, extreme values of instantaneous amplitudes and instantaneous frequencies). The information is used to estimate the properties of the signal after a standard EMD has produced IMFs that may be mono-component or mixed mode IMFs.

Further research in this topic is being dedicated to the definition of an optimal masking signal obtained from an optimization formulation aimed at minimizing the amplitude modulation.
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