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Abstract: All the countries are in needs of renewable energy (RE) penetration into their power system. As Bangladesh power system (BPS) depends on fossil fuel by 99% of its total generation capacity, it is very much focusing on having RE. In its Western grid, it has planned to install 55 MW wind turbine generator (WTG) and 100 MW solar photovoltaic generator (SPVG). It is expected that the system will be upset from stability perspective. To increase the power system security, contingency analysis is needed. But the power system operation parameters are always variable, with conventional load flow method, it is impossible to carry out contingency analysis according to such variations in parameters. So, this present work adopts machine learning (ML) to predict the contingency analysis by determining the performance indices (PI) with variable operating conditions in a quick time. Decision tree (DT), random forest (RF) and extra tree (ET) methods based supervised learning will be used to predict the result for the contingency analysis. Comparison among...
these methods will be carried out to get the most suitable one. Also, due to RE penetration, the system will be vulnerable to voltage due to reduction in reactive power. Adoption of static synchronous compensator (STATCOM) will help to reduce the voltage stress of the system. Effective location of it is very essential, so that it can enhance the voltage stability. In this paper, modal analysis technique will be used to find out the optimal location for a STATCOM and to calculate the enhancement in stability.
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1. Introduction

Power system consists of so many appliances like transmission line, generator, transformer, circuit breaker, relays, etc. Outage occurs due to the failure of any equipment. For a secure power system operation, it must be maintained without loss of its loads. So proper power system operational planning is needed. Severity of outages of different elements thus needs to be studied. It helps to avoid the emergency condition where limits of power system parameters are crossed. Contingency analysis allows to find out the severity of outages and its impact on the system so that operators can plan for a secure operating condition and increase reliability (Abdullah, 2020). Ranking is the vital issues of contingency analysis where critical contingencies are determined among large cases of contingencies and marking them according to severity (Gita & Kumar, 2020). Security analysis consists of optimal dispatch where the operation may be economically optimal but may not be secure, post contingency where violation of parameters are identified with contingency, secure dispatch where adjustment in operating parameters are considered from previous contingency, secure post contingency where continuation of power system maintained even in the event of contingency (Wang et al., 2013). Global power flow, fast decoupling method, and cloud modelling are reviewed in Harisha et al., (2020) as methods of analysis. However, classical contingency analysis (CA) is unable to differentiate safe operating region from likely threatening one in term of voltage stability which is one of the prime factors for power system security. In Bulat et al. (2021), enhanced CA is proposed which includes modal based static voltage analysis with CA.

Grid tied SPVG and WTG are getting popularity day-by-day targeting microgrid concept. It mainly encounters reliability problem as energy sources are variable in nature. Authors found random forest (RF) method as the most suitable for energy forecasting and they designed a hybrid system based on SPVG and WTG (Barua & Barua, in press). In (Tawfiq et al., 2021), authors used modified adaptive accelerated particle swarm optimization (MAACPSO) algorithm in IEEE_EPS_24 bus to construct a grid tied SPVG system to attain optimum generating reliability. Multi-objective particle swarm optimization (MOPSO) based optimization technique was used to size a SPVG, WTG and battery composed hybrid energy system for a heavily disrupted grid (Samy et al., 2021). BPS is also going to incorporate 34% RE penetration into its Western grid which consists of 55 MW WTG and 100 MW SPVG (Barua, Barua, Quamruzzaman, Rabbani et al., 2021a). It will also phase out equivalent amount of synchronous machine (SM) from its system. So, loss of reactive power and inertia are expected. From the stability perspective, the Western grid will face steady state stability problem. In Barua & Quamruzzaman (2018a, 2018b), authors showed that the steady state stability limit of BPS without any RE is 198% of its loading at Western grid. With RE penetration, the stability limit will be determined again. It is certain that the stability limit will be reduced as RE systems has limitations in generating reactive power. So, a shunt flexible alternating current transmission system (FACTS) device will be adopted to increase the stability limit. STATCOM is preferred as shunt FACTS device. It provides or absorbs reactive power depending on its voltage magnitude with the system bus (Barua, Barua, Quamruzzaman, Rabbani et al., 2021b). As the resources are scarce in Bangladesh, optimal location of STATCOM is necessary. So mostly stressed bus due to loading in RE penetrated system needs identification. The particular stressed bus will be
the perfect choice for STATCOM location. This will reduce the voltage stress in the system than any other bus with STATCOM.

Load flow analysis is a conventional way to determine the contingency. The changes take place in voltage and transmission line power flow are evaluated to find out the performance index which is then used to find out the very sensitive outage location (Putri & Afandi, 2019). This conventional way requires much time and every time the system needs contingency analysis with changing parameters of the system like loading, generators effective output, plant capacity, etc. Moreover the conventional method cannot be used for online security assessment. Machine learning is a promising tool to eradicate the problem that lies in conventional method (Yang et al., 2020). In (Schäfer et al., 2020), Authors used regression and classification methods to either estimate bus voltage & loading of line or to determine critical loading cases using time steps. They worked on different machine learning models, such as multilayer perceptrons (MLPs), DT, k-nearest neighbors, gradient boosting, and determined the training and prediction duration along with prediction errors. In Schäfer et al., (2018), artificial neural network (ANN) was used to carry out contingency analysis. Deep analyses of this method were applied on a real German 110 kV sub-transmission grid situated in Karlsruhe and IEEE57 bus system was used for verification. Both the prediction error and time were significantly low. Tree methods are also very useful tools for both supervised and unsupervised learning (Meng et al., 2020). It requires less computations. Power system is full of uncertain parameters, tree methods can handle this uncertainty by statistical method (Bugaje, Cremer, Sun, Strbac et al., 2021a; Liu et al., 2013). The principle is to extract off-line data of a target problem and reorder them into decision trees which are suitable for on-line use. This facilitates to predict about unseen and new cases. Trees are spontaneously built on the learning set of variables. To get good prediction, it should be trained with numerous cases.

Modal analysis technique (Barua & Quamruzzaman, 2018a) is a good tool which can be used to find out optimal location for STATCOM. Modal analysis technique helps to find out the most stressed bus of the system. Besides Modal analysis, V-Q sensitivity analysis (Lee & Song, 2019) can also be used to justify the mostly stressed buses to select proper location for STATCOM also. Contingency analysis can be performed by real and reactive power performance of its parameters. More severe elements of the system have more impact on its performance index.

The noteworthy contributions of present paper are as follows:

1. Contingency analysis of Western grid to rank the most critical transmission lines and to make a dataset using conventional load flow method.
2. Decision tree, random forest and extra tree model based contingency analysis and comparison.
3. Selection of mostly stressed bus to locate a STATCOM using Modal analysis and V-Q sensitivity analysis technique.
4. Steady state stability analysis of the system with and without STATCOM to show the voltage stresses.

This paper is organized as section 2 describes the analysis technique. Machine learning algorithms which are carried out in this work, are discussed in section 3. Methodology is provided in section 4. Result and discussion section is given in section 5. At last, the conclusion is stated in section 5.

2. Analysis technique

2.1. Modal analysis technique
In a stable voltage system, the voltage magnitude increases with the VAR inclusion. If the voltage level does not increase or decrease even after VAR injection, then the system can be said voltage unstable (Kundur, 1994). Modal analysis technique deals with Eigenvalues and the Eigenvectors of sparse Jacobian
Eigenvector shows the participation of each parameter and its severity. Least Eigenvalues are always crucial to study any power system as they cause the instability of the system much faster than other Eigenvalues. Jacobian matrix helps to linearize the highly non-linear power system. Sensitivity among real power, reactive power, and transmission angle and bus voltage can be represented as equation (1).

\[
\begin{pmatrix}
\Delta P \\
\Delta Q
\end{pmatrix} = \begin{pmatrix}
J_{pq} & J_{pQ} \\
J_{qQ} & J_{qV}
\end{pmatrix} \begin{pmatrix}
\Delta \theta \\
\Delta V
\end{pmatrix}
\]  \hspace{1cm} (1)

where \(\Delta P\) = change in real power, \(\Delta Q\) = change in reactive power, \(\Delta \theta\) = change in transmission angle, and \(\Delta V\) = change in voltage bus.

If \(\Delta P\) is set to 0, then the sensitivity between reactive power and voltage can be analyzed. In Barua & Quamruzzaman (2018a) Q-V modal analysis technique was performed using Jacobian matrix \(J_r\) in reduced form to scrutinize Eigenvalue and Eigenvector of the power system. The relation between \(\Delta Q\) and \(\Delta V\) can be shown in equation (2)

\[
\Delta Q = J_r \Delta V \hspace{1cm} (2)
\]

The reduced Jacobian matrix \(J_r\) can be evaluated by analyzing Eq. (3) as given below (Barua & Quamruzzaman, 2018a)

\[
J_{\text{reduced}} = [J_{qv} - J_{q0} J_{0v}^{-1} J_p]
\]  \hspace{1cm} (3)

Let

\[
J_r = \Psi \Lambda \Omega
\]  \hspace{1cm} (4)

where \(\Psi\) = Right Eigenvector matrix of matrix \(J_r\).

\(\Lambda\) = Diagonal Eigenvalue matrix of matrix \(J_r\).

\(\Omega\) = Left Eigenvector matrix of matrix \(J_r\).

\[
J_r^{-1} = \Psi \Lambda^{-1} \Omega
\]  \hspace{1cm} (5)

From Eq. (2)

\[
\Delta V = \Psi \Lambda^{-1} \Omega \Delta Q \text{ or } \Delta V = \sum (\Psi_i \, \Omega_i) / \lambda_i \, \Delta Q
\]

where \(\lambda_i\) is ith eigenvalue, \(\Psi_i\) is the \(i^{th}\) column right eigenvector, and \(\Omega_i\) is the \(i^{th}\) row left eigenvector.

The \(i^{th}\) modal variation can be written as

\[
\Delta V_{mi} = (1 / \lambda_i) \ast \Delta Q_{mi}
\]

2.2. Contingency selection

Outages of power system elements may not overload all other healthy transmission lines or may not cause voltage sag. So selection of particular elements whose parameters are violated due to contingency is called contingency selection. By calculating severity indices which is also known as performance indices (PI), the contingencies are marked. Using conventional power flow method,
the PI can be obtained. High value of PI takes the top rank position, and significantly high rank value is of great concern. Generally, reactive power performance index (Plv) and real power performance index (Pip) are considered to evaluate the total PI (Burada et al., 2016).

Pip reveals the changes in active power flow through transmission line due to particular outage. It can be expressed by

\[
P_{\text{P}} = \sum_{i=1}^{J} W \left( \frac{P_i}{P_{\text{imax}}} \right)^{2n}
\]

(6)

where \( P_i \) = active power flow in line \( i \), \( P_{\text{imax}} \) = maximum active power flow in line \( i \), \( n \) is the specified exponent, \( J \) is the total number of transmission lines in the system, \( W \) is the weight or importance measure of any transmission line where difficulty in handling its operation to secure it at contingency can make the importance measure high even if the violation of operating parameters are low.

Voltage performance index can be written as below

\[
P_{\text{lv}} = \sum_{i=1}^{J} \left( \frac{2(V_i - V_{\text{nom}})}{V_{\text{max}} - V_{\text{min}}} \right)^2
\]

(7)

where \( V_i \) = Voltage of bus \( i \), \( V_{\text{max}} \) and \( V_{\text{min}} \) are maximum and minimum voltage limits, \( V_{\text{nom}} \) is average of \( V_{\text{max}} \) and \( V_{\text{min}} \) and \( J \) is the total number of load buses in the system.

3. Tree-based machine learning

Tree-based algorithms are mostly used in case of supervised learning. They can sort nonlinear relationship with good accuracy (Waseem Ahmad, Reynolds et al., 2018). Decision Tree (DT), Random Forest (RF) and Extra Tree (ET) are used in this present work. In supervised learning algorithms, the DT algorithm can be used for solving regression and classification problems. The purpose of adopting DT is to compose a training model that is able to predict the class or value of the target variable by understanding simple decision rules derived from previous data (training data; Bugaje, Cremer, Sun, Strbac et al., 2021b). DT is started from the root of the tree. Root attributes are compared with the recorded attributes; based on the comparison, a branch is followed as per respective value and then search for next node.

RF uses ensemble learning, which is a strategy that join many classifiers to deliver solutions to complex problems (Negnevitsky et al., 2015). A RF algorithm stands on many DT. The “forest” constructed by the RF algorithm is trained through bagging or bootstrap aggregating. Bagging is an ensemble meta-algorithm that enhances the accuracy of machine learning algorithms. The algorithm establishes the outcome based on the predictions of the decision trees. It foretells by taking the average or mean of the output from various trees. Enlarging the number of trees increases the accuracy of the output. A RF emancipates the limitations of a DT algorithm. It reduces the overfitting of datasets and increases precision. It generates predictions without requiring many configurations in packages. Extremely Randomized Trees Classifier (Extra Trees Classifier) is a type of ensemble learning algorithm which accumulates the outcomes of several orthogonal decision trees collected in a “forest” to output its classification result (Waseem Ahmad, Mourshed et al., 2018). In principle, it is very much related to a RF classifier and only difference is the way of construction of the DT in the forest. Each DT in the ET is composed from the trivial training sample. Then, at each test node, each tree is given with a random sample of \( k \) features from the feature-set from which each decision tree must select the best feature to spread the data based on some mathematical criteria (generally the Gini Index). This unspecified sample of properties lead to the construction of several de-correlated DT. To demonstrate feature selection using the above forest structure during the manufacture of the forest, the normalized total reduction in the mathematical criteria is used in the decision for each feature. The best method among tree methods can be selected by
accuracy and error it exhibits (Chicco et al., 2021; Joshi et al., 2020). Following errors can be taken into consideration to analyze the best algorithms.

Root mean square error (RMSE): It reveals information on the short-term performance of the prediction models. Its value is always positive and is expected to be around 0.

\[
RMSE = \sqrt{\frac{\sum_{t=1}^{N} (\text{predicted} - \text{actual})^2}{N}}
\]  

(8)

Mean absolute percentage error (MAPE): It is the percentage of the mean of the absolute values of projected errors to the absolute values of original data. The more low value of it means the more high response. Value less than 10% means high accuracy. Any value between 10–20% represents good prediction accuracy. It should not exceed 50%, where it becomes inaccurate. MAPE can be expressed as follows:

\[
MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right| \times 100
\]  

(9)

where \(A = \) actual value, \(F = \) forecasted value, \(n = \) sample step, and \(t = \) time step.

Mean absolute error (MAE): Mean absolute error is an estimation of errors between paired observations revealing the same phenomenon.

\[
MAE = \frac{1}{n} \sum_{j=1}^{n} |y_j - \hat{y}_j| \times 100
\]  

(10)

\(R^2\) (square) value: The coefficient of determination is a statistical computation that investigates how differences in one variable can be expressed by the difference in a second variable, when projecting the outcome of a given event. This way provides understandings about how well a model can predict a set of measured data. Its value is between 0 and 1. The \(R^2\) value closed 1 is a sign of better exhibition.

\[
R^2 = 1 - \frac{RSS}{TSS}
\]  

(11)

4. STATCOM

STATCOM is made of converter which can act as either inductor or capacitor being connected parallel with the grid. The output from the converter is always in phase with the grid as it is unable to supply real power without any energy source. If voltage magnitude of the converter is higher than the grid, STATCOM supplies reactive power to the grid (Mosaad et al., 2021). It receives reactive power when converter voltage magnitude is lower than the grid. It works more effectively than other shunt flexible AC transmission system (FACTS) devices as it maintains its rating in the event of lower grid voltage. To cope with the grid disturbances, a suitable controller is needed to direct the STATCOM to supply or absorb the corresponding reactive power in order to reduce the

Figure 1. STATCOM.
grid voltage disturbances. With the load increment, the voltage gets down to make the system vulnerable. Placing STATCOM in a suitable place ensures the maximum use of it. As RE will replace SM from the system, reactive power reduction will be a real challenge in the transmission system. STATCOM shows a promising solution for the future RE based power system. Figure 1 shows a typical STATCOM diagram.

5. Load modelling
Load modelling is an important parameter to find out the characteristics of the system. With the emergence of smart grid, modelling of loads is getting changed day by day. In Arif et al. (2018), prospective smart metering with improved data mining and clustering technique is discussed. In this paper, static load model is of particular interest as it cares about steady state stability limit. Traditional exponential load model is used to model the load

\[
P = P_0 \left( \frac{U}{U_0} \right)^{x_P} \left( 1 + \frac{\Delta f}{f_0} F_P \right)
\]

\[
Q = Q_0 \left( \frac{U}{U_0} \right)^{x_Q} \left( 1 + \frac{\Delta f}{f_0} F_Q \right)
\]

Here,
\( P, Q = \) present active, reactive load; \( P_0, Q_0 = \) initial active, reactive load; \( U = \) present node voltage; \( U_0 = \) initial node voltage; \( f_0 = \) rated frequency; \( \Delta f = \) change in frequency due to loading; \( F_p = \) value from 0 to 3; and \( F_0 = \) value from \(-2\) to 0.

Load models in (12) & (13) depend on exponent parameter. With the exponent value 0, 1, and 2, the load model becomes constant power, constant current, and constant impedance load respectively (NEPLAN, 2018).

6. Methodology

BPS has a Western grid region, and the stability limit of the system was analyzed in (Alam et al., 2012; Barua, Barua, Quamruzzaman, Robbani et al., 2021b; Barua & Quamruzzaman, 2018a, 2018b). It will incorporate 55 MW WTG and 100 MW SPVG in Western grid region while equivalent SM will be phased out. Definitely it will lose reactive power and inertia with the removal of SM. The system will lack power system security as BPS is expected to be more vulnerable with RE penetration from stability perspective. To increase the power system security, the PI of the system is analyzed with line outage contingencies. Line outages are ranked according to the severity of impact on operation parameters. All the lines are shown in Figure 2 which also depicts the Western grid of the system.

Now PI is determined using machine learning. First of all a data set is developed using conventional load flow method. Outages of lines are attributed and changes in voltage and transmission lines are recorded at any particular loading of all the load buses.

Generating buses, load buses and outages are taken as input and performance indexes are taken as output in the data set. Before selecting features for input and output we preprocessed the dataset. To process the dataset we used data cleaning and special character removal. In the phase of data cleaning we removed the null values occurred from phasing out of the lines itself. As line outages are taken as a character parameter with specials while preparing the dataset, it is converted to recognizable number during pre-processing. It is then spread between two groups. 70% of data is used for training and 30% of data is used for testing as shown in Figure 3. Line outage, real and reactive power load and generation, base voltage and changed voltage, line power and power flow are taken as input while PiV and PiP are taken as output. The data is trained with decision tree, random forest and extra tree based model. Successful training is evaluated with testing sets. Finally the results are analyzed with all three ML algorithms based on statistical methods such as R2, R.M.S.E, M.A.E, M.A.P.E.

The steady state stability is checked with the RE penetration in the BPS system. In (Barua & Quamruzzaman, 2018a), the steady state stability without any RE incorporation was found at 198% of loading. As expected, the limit should be reduced with the RE and replacement of synchronous machines of equivalent amount. So, a STATCOM of 200 MVAR or 2 p.u is adopted. Now to find the location of STATCOM for its maximum effectiveness, the mostly stressed bus is determined using

![Figure 3. Flowchart of ML.](image-url)
| Outage | \(\text{PI}_p\) | \(\text{PI}_v\) | \(\text{PI}\) | Outage | \(\text{PI}_p\) | \(\text{PI}_v\) | \(\text{PI}\) |
|--------|---------------|---------------|-------------|--------|---------------|---------------|-------------|
| L10–15 | 0.051142688   | 10.146489     | 10.19763169 | L29–27 | 0.056250342   | 0.000144      | 0.056394342 |
| L19–21 | 0.091819541   | 9.668634      | 9.760453541 | L2–4  | 0.049057137   | 0.002352      | 0.051409137 |
| L11–19 | 0.041904682   | 2.380684      | 2.422588682 | L26–7 | 0.041742396   | 0.009546      | 0.051288396 |
| L34–09 | 0.04392443    | 1.446826      | 1.496218443 | L20–11 | 0.041789302  | 0.008751      | 0.050540302 |
| L12–22 | 0.058463777   | 1.106026      | 1.164489777 | L32–6 | 0.040854217   | 0.009018      | 0.049872217 |
| L12–21 | 0.066624256   | 0.897571      | 0.963995256 | L5–31 | 0.044712654   | 0.003840      | 0.048561654 |
| L10–14 | 0.045927275   | 0.603738      | 0.649665275 | L3–8  | 0.046535098   | 0.001516      | 0.048051098 |
| L27–35 | 0.059071793   | 0.355695      | 0.414766793 | L4–36 | 0.040692099   | 0.007133      | 0.047825099 |
| L23–31 | 0.046280952   | 0.286211      | 0.332491952 | L6–16 | 0.043487929   | 0.003468      | 0.04695929  |
| L27–16 | 0.040539561   | 0.119057      | 0.159596561 | L14–18| 0.040847407   | 0.005551      | 0.046398407 |
| L4–33  | 0.045086519   | 0.093045      | 0.138131519 | L36–37| 0.042153037   | 0.002691      | 0.044844037 |
| L5–23  | 0.042394152   | 0.089486      | 0.131880152 | L17–26| 0.041045735   | 0.003297      | 0.04432735  |
| L23–5  | 0.042394152   | 0.089486      | 0.131880152 | L6–25 | 0.032353284   | 0.010662      | 0.043015284 |
| L33–8  | 0.054021226   | 0.058642      | 0.112663226 | L7–31 | 0.040907964   | 0.000995      | 0.041902964 |
| L5–6   | 0.040539834   | 0.071847      | 0.111966834 | L18–20| 0.041040089   | 0.008080      | 0.041849089 |
| L15–22 | 0.040483851   | 0.061136      | 0.101619851 | L26–32| 0.040917259   | 0.000702      | 0.041619259 |
| L29–35 | 0.040202647   | 0.038935      | 0.079137647 | L7–32 | 0.04095532   | 8.6E-05       | 0.041081532 |
| L34–8  | 0.048603618   | 0.021254      | 0.069657618 | L31–10| 0.040921345   | 5E-05         | 0.040971345 |
| L1–2   | 0.049057137   | 0.014233      | 0.063290137 | L17–31| 0.040827573   | 4.7E-05       | 0.040874573 |
| L1–3   | 0.066535098   | 0.013396      | 0.059331098 | L27–28| 0.037626712   | 0.000272      | 0.037898712 |
| L23–24 | 0.031544402   | 0.025015      | 0.056559402 | L29–30| 0.029836436   | 0.002138      | 0.031974436 |
Table 2. Comparison of tree methods (PIv)

| Model       | $R^2$ | R.M.S error | Mean absolute error | Mean absolute % error |
|-------------|-------|-------------|---------------------|----------------------|
| Random forest | 96.737 | .402        | .025                | .335                 |
| Decision tree | 96.082 | .440        | .023                | .020                 |
| Extra tree | 97.017 | .384        | .082                | 7.917                |

Modal analysis technique. With the least Eigenvalue, the bus with most participation is selected as the mostly vulnerable bus. To test the bus further V-Q sensitivity is also analyzed. The bus which is very sensitive to the change of reactive power, is the mostly stressed bus. With these two ways, the suitable location for the STATCOM is selected. To show the maximum effectiveness, the STATCOM is placed at other buses also to compare with the selected suitable bus as a location.

7. Result and discussion

With the outages of line, the PIv and PIp are calculated. The PI is then evaluated. The PI value is ranked as per Table 1. Table 1 reveals that L 10–15 (Bheramara to Faridpur) is the most critical outage which has PI of 10.146489, so it can be ranked 01. Next critical line is L 19–21 (Bagerhat to Bhandaria), which has PI of 9.668634 and can be ranked 02. All other lines are tabulated chronically as per their respective PI value. Now a data set is generated to train the machine to predict the PI with known and unknown input. As the parameter of power systems is continuously variable, it is not feasible to calculate contingency variably. Dataset constructed from classical CA can be used to train for CA using ML method. So, CA can be done almost accurately though the inputs are variable without much computational complexity like classical methods. Using decision tree, random forest and extra tree model, the training is accomplished. 30% of data from data set are then used to test the trained data. Table 2 shows the comparison of the three models used for supervised training for voltage performance index (PIv). The table depicts the most accurate algorithm is ET method which has 97.017% accuracy. $R^2$ measures the accuracy, which is simply the accounting of the variation in the data. As ET has the most value, it can explain the most variation in the data than other two.

Table 2 shows the comparison of the three models used for supervised training. The table depicts the most accurate algorithm is ET method which has 97.017% accuracy. While DT and RF have 96.082% and 96.737% respectively. ET has the least RMS error, 0.384. Which means that the deviation between actual value and predicted value is the least with ET. DT has the most deviation. MAE, with the least value means the prediction is the most perfect. MAPE is equivalent of MAE but gives value in percentage. The problems lies in ET are the MAE and MAPE, which are the largest in comparison to other two algorithms. Based on accuracy and less error, eventually DT is
Table 3. Comparison of tree methods (PIp)

| Model         | $R^2$    | R.M.S error | Mean absolute error | Mean absolute % error |
|---------------|----------|-------------|---------------------|-----------------------|
| Random forest | 99.997   | $5.76 \times 10^{-5}$ | $8.85 \times 10^{-6}$ | $2.02 \times 10^{-4}$ |
| Extra tree    | 97.696   | $1.513 \times 10^{-3}$ | $6.07 \times 10^{-4}$ | $1.31 \times 10^{-2}$ |

Figure 5. PIp prediction using RF algorithm.

Figure 6. Bus participation factor.

Figure 7. V-Q sensitivity.
preferred. Figure 4 shows the predicted value of PIV with DT algorithm. From Figure 4, it is seen that around 400 data are used to test the prediction accuracy which is 30% of total data.

To do the same for real power performance index (PIp), ET and RF algorithms are adopted. Table 3 represents the comparison between RF and ET methods. RF shows higher accuracy with 99.997% and lower errors, so it is preferred to predict PIp. Predicted data are shown in Figure 5. Almost 550 data are used to test the algorithm’s prediction which is again 30% of total data of PIp. In a recent work (Toubeau et al., 2022), the contingency analysis was done for a Belgium transmission grid with RE. Authors have found RF method as the best among the comparison with Naïve Bayes Classifier, Support Vector Machine and Tree based methods. The accuracy was just above 90%.

To find out the mostly stressed bus, Eigenvalue sensitivity is analyzed and the least Eigenvalue is found as 1.359. The bus with highest bus participation with the least Eigenvalue is the Madaripur bus which participation factor is 0.277986. Bus participation factor with the least Eigenvalue is depicted in Figure 6.
Gradually, Barisal, Faridpur, Bhandaria and Bagerhat are the next four most stressed bus. To justify the Madaripur bus as the mostly stressed bus, V-Q sensitivity is analyzed and illustrated in Figure 7. The curve shows that the Madaripur bus has the steepest V-Q relation. Any change in reactive power in this bus causes large changes in the voltage. Hence, Madaripur is the most sensitive bus. Now the steady state stability is analyzed with highly penetrated RE in Western grid, as per Figure 8 the limit is observed at 165% of loading. The mostly stressed bus is B_22 Madaripur bus as its voltage gets downward with the increasing of loading. Figure 8 also reveals other four stressed buses which are: Barisal, Faridpur, Bhandaria, and Bagerhat which takes the place as per previously analyzed Figure 6 Bus participation factor.

Madaripur bus is the most suitable location for 2 p.u STATCOM as it is the most vulnerable one. A STATCOM is placed in Madaripur bus and the steady stability is again analyzed. The new stability limit is found at 183% of loading as shown in Figure 9. So, with the aid of a STATCOM the stability limit is enhanced by 18%. As per setting of STATCOM terminal voltage which is 87%, the voltage is maintained even after loading. Voltage of other buses also never comes down below 80% after the adoption of STATCOM which hit as low as 57% without it.

8. Conclusion
In this work, contingency analysis of western grid of BPS is carried out and stability is enhanced using STATCOM at a suitable place. As power system parameters depend on variable loads, generations and operating schedules, contingency phenomenon changes randomly. To carry out the contingency analysis with such variables much time span is needed. To heal this complicacy machine learning algorithm is adopted. This paper uses RF, DT and ET methods to train the data set. DT is found most suitable for PIV with 96.082% accuracy and RF is found suitable for PIP with 99.997% accuracy. Combination of predicted PIV and PIP will determine the mostly stressed outage of the system. To increase the steady state stability limit of highly renewable energy penetrated a STATCOM is used. To find the best location in term of stability, Madaripur bus is selected. Eventually steady state stability is enhanced by 18%.
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