Approximation for Certain Stancu Type Summation Integral Operator
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Abstract. In the present paper, we consider Stancu type generalization of the summation integral type operators discussed in [15]. We apply hypergeometric series for obtaining moments of these operators. We also discuss about asymptotic formula and error estimation in terms of modules of continuity.
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1 Introduction

H. M. Srivastava and V. Gupta [15], proposed a certain family of linear positive operators defined as

\[ G_n(f, x) = \sum_{k=1}^{\infty} p_{n,k}(x,c) \int_0^\infty p_{n+c,k-1}(t) f(t) dt + p_{n,0}(x,c) f(0), \]  

\( x \in [0, \infty), \) where

\[ p_{n,k}(x,c) = (-1)^k \frac{x^k}{k!} \phi_{n,c}^{(k)}(x) \]

and

- for \( c = 0, \phi_n(x) = e^{-nx}, \) we obtain Phillips operators,
- for \( c \in \mathbb{N}, \phi_n(x) = (1+cx)^{-n}, \) we get the discretely defined Baskakov-Durrmeyer operators.

The sequence \( \{\phi_n\}_{n \in \mathbb{N}} \) of the function defined on an interval \([0, b], \) \( b > 0 \) satisfies the following properties for every \( n \in \mathbb{N}, k \in \mathbb{N}_0, \)
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1. \( \phi_{n,c} \in C^\infty([a,b]) \),
2. \( \phi_{n,c}(0) = 1 \),
3. \( \phi_{n,c} \) is completely monotone i.e., \( (-1)^k \phi_{n,c}^{(k)} \geq 0 \),
4. There exist an integer \( c \) such that \( \phi_{n,c+1}^{(k)}(x) = -n\phi_{n,c}^{(k)}(x), n > \max\{0,c\} \).

**Remark 1.1.** Functions \( \phi_{n,c} \) have many applications in different fields of Science and Mathematics like potential theory, probability theory, Physics and Numerical Analysis. A collection of most interesting properties of such functions can be found in [17].

These operators are also termed as Srivastava-Gupta operators (see [2, 10, 16]). In [7], authors have considered the Bezier variant of these operators and estimated the rate of convergence for functions of bounded variation. Motivated by the sequence \( G_n \), Gupta et al. [4] also defined a mixed family of summation integral operators with different weight function. In approximation theory the genuine type of operators are very important, as they are defined implicitly with values of functions at end points of the interval in which the operators are defined. In 1954, Phillips [14] introduced such operators and later Mazhar and Totik [8] discussed these operators in different form.

In [5, 11, 12] authors have also studied in this direction and discussed different approximation properties of various operators.

Based on two parameters \( \alpha, \beta \) and satisfying the condition \( 0 \leq \alpha \leq \beta \), motivated by the recent work on Stancu type of generalization (see [1, 9, 13]) in the present paper, we consider the Stancu type generalization of operators (1.1) as

\[
G_{n,c}^{\alpha,\beta}(f,x) = n \sum_{v=1}^{\infty} p_{n,v}(x,c) \int_0^\infty p_{n+c,v-1}(t,c) f\left(\frac{nt + \alpha}{n+\beta}\right) dt + p_{n,0}(x,c) f\left(\frac{\alpha}{n+\beta}\right),
\]

where \( p_{n,v}(x,c) \) is defined above in (1.2). In this paper, we study simultaneous approximation for the case \( c = 1 \) of the operators defined in (1.3) and establish Voronovskaja type asymptotic formula and error estimation. To obtain moments by using hypergeometric series, we use the technique developed by [6].

### 2 Alternate forms

The operators \( G_{n,c}^{\alpha,\beta}(f,x) \) for the case \( c = 1 \) can be written as below. For \( x \in [0,\infty) \)

\[
G_{n,1}^{\alpha,\beta}(f,x) = \int_0^\infty K_n(x,t) f\left(\frac{nt + \alpha}{n+\beta}\right) dt,
\]

\[
G_{n,1}^{\alpha,\beta}(f,x) = \sum_{v=1}^{\infty} p_{n,v}(x) \int_0^\infty b_{n,v-1}(t) f\left(\frac{nt + \alpha}{n+\beta}\right) dt + (1+x)^{-n} f\left(\frac{\alpha}{n+\beta}\right), \quad x \in [0,\infty),
\]

(2.1b)
where the kernel
\[ K_n(x,t) = \sum_{\nu=1}^{\infty} p_{n,\nu}(x) b_{n,\nu-1}(t) + (1 + x)^{-n} \delta(t) \]
with \( \delta(t) \) is Dirac delta function and \( p_{n,\nu}(x) \) and \( b_{n,\nu}(t) \) are Baskakov and Beta basis functions and are defined as
\[
p_{n,\nu}(x) = \binom{n+\nu-1}{\nu} \frac{x^\nu}{(1+x)^{n+\nu}} = \frac{(n)_\nu}{\nu!} \frac{x^\nu}{(1+x)^{n+\nu}},
\]
\[
b_{n,\nu-1}(t) = \frac{1}{B(n,\nu)} \frac{t^{\nu-1}}{(1+t)^{n+\nu}} = \frac{(n)_\nu}{(\nu-1)!} \frac{t^{\nu-1}}{(1+t)^{n+\nu}},
\]
where the Pochhammer symbol \((n)_\nu\) is defined as
\[(n)_\nu = n(n+1)(n+2)\cdots(n+\nu-1)\]
and \(B(n,\nu)\) are Beta functions. The operators (2.1b) can be written as
\[
G_{n,1}^{n,\beta}(f,x) = \sum_{\nu=1}^{\infty} \binom{n}{\nu} \frac{x^\nu}{\nu!} \int_0^\infty \binom{n}{\nu} \frac{t^{\nu-1}}{(1+t)^{n+\nu}} f\left( \frac{\alpha}{n+\beta} \right) dt + p_{n,0}(x)f\left( \frac{\alpha}{n+\beta} \right)
\]
\[
= \int_0^\infty f\left( \frac{nt+\alpha}{n+\beta} \right) x \sum_{\nu=1}^{\infty} \binom{n}{\nu} \frac{(n)_\nu}{\nu!} dt + p_{n,0}(x)f\left( \frac{\alpha}{n+\beta} \right)
\]
\[
= n^2 \int_0^\infty f\left( \frac{nt+\alpha}{n+\beta} \right) x \sum_{\nu=0}^{\infty} \binom{n+1}{\nu+1} \frac{(n+1)_\nu}{(\nu)!} \frac{(n+1)_\nu}{(\nu)!} dt + p_{n,0}(x)f\left( \frac{\alpha}{n+\beta} \right)
\]
Using the hypergeometric series properties
\[ _2F_1(a,b,c;x) = \sum_{\nu=0}^{\infty} \binom{a}{\nu} \binom{b}{\nu} x^\nu, \]
we have
\[
G_{n,1}^{n,\beta}(f,x) = n^2 \int_0^\infty f\left( \frac{nt+\alpha}{n+\beta} \right) x \frac{(x+t)^{\nu-1}}{(1+x)(1+t)^{n+\nu}} dt + p_{n,0}(x)f\left( \frac{\alpha}{n+\beta} \right)
\]
on applying Pfaff-Kummar transformation

\[ _2F_1(a,b,c;x) = (1-x)^{-a} _2F_1\left(a,c-b;\frac{x}{x-1}\right), \]

we get

\[
G_{n,1}(f,x) = n^2 \int_0^{\infty} \frac{f\left(\frac{nt+z}{n+\beta}\right)x}{(1+x+t)^{n+1}} dt + p_{n,0}(x)f\left(\frac{\alpha}{n+\beta}\right). \quad (2.2)
\]

This is the alternate form of the operators (2.1b) in terms of hypergeometric function.

### 3 Auxiliary results

In this section, we present some lemmas, which will be useful for the proof of main theorem.

**Lemma 3.1.** For \( n > 0 \) and \( r \geq 1 \), we have

\[
G_{n,1}(t',x) = \frac{(n-r-1)!r!}{(n-1)!} nx(1+x)^{r-1} _2F_1\left(1-n,1-r;\frac{x}{1+x}\right) \quad (3.1)
\]

and

\[
G_{n,1}(t',x) = \frac{(n-r-1)!(n-r-1)!}{((n-1)!)^2} + r(n-1) \times \frac{(n+r-2)!(n-r+1)!}{((n-1)!)^2} x^{r-1} + O(n^{-2}). \quad (3.2)
\]

**Proof.** Taking \( f(t) = t' \), using the transformation \( t = (1+x)z \) and applying Pfaff-Kummar transformation, we get

\[
G_{n,1}(t',x)
\]

\[
= n^2 \int_0^{\infty} \frac{x(1+x)^{r-1}}{[(1+x)(1+z)]^{n+r}} \sum_{\nu=0}^{\infty} \frac{(n+1)_\nu(1-n)_\nu}{(2)_\nu\nu!} \times \left(-x(1+x)z\right)^\nu \frac{1}{(1+x)(1+z)^{\nu+1}} dz
\]

\[
= n^2 \sum_{\nu=0}^{\infty} \frac{(n+1)_\nu(1-n)_\nu}{(2)_\nu\nu!} \left(-x\right)^\nu x(1+x)^{r-1-n} \int_0^{\infty} \frac{z^{\nu+r}}{(1+z)^{n+r+1}} dz
\]

\[
= n^2 \sum_{\nu=0}^{\infty} \frac{(n+1)_\nu(1-n)_\nu}{(2)_\nu\nu!} \left(-x\right)^\nu x(1+x)^{r-1-n} B(r+\nu+1,n-r)
\]

\[
= n^2 \sum_{\nu=0}^{\infty} \frac{(n+1)_\nu(1-n)_\nu}{(2)_\nu\nu!} \left(-x\right)^\nu x(1+x)^{r-1-n} \frac{(r+\nu)!(n-r-1)!}{(n+r)!},
\]
Thus, we complete the proof.

Proof. The relation between the operators (1.1) and the operators (2.2) can be defined as

\[ G_{n,1}(t',x) = \sum_{j=0}^{r} \binom{r}{j} \frac{n!}{(n+\beta)^j} G_n(t',x) \]

\[ = \frac{n^r}{(n+\beta)^r} G_n(t',x) + r\alpha \frac{n^{r-1}}{(n+\beta)^{r-1}} G_n(t'-1,x) \]

\[ + \frac{r(r-1)\alpha^2}{2} \frac{n^{r-2}}{(n+\beta)^{r-2}} G_n(t'-2,x) + \cdots + \frac{\alpha^{r}}{(n+\beta)^r} G_n(1,x), \]

Now we have

\[ 2F_1(a,b,c;x)=(1-x)^{-a}2F_1(a-c,b,c;x), \]

we have

\[ G_{n,1}(t',x) = n^n x(1+x)^{r-n} \frac{r!(n-r-1)!}{n!} (1+x)^{n-1} 2F_1 \left( 1-n,1-r,2; \frac{-x}{x-1} \right) \]

\[ = n^n x(1+x)^{r-1} \frac{r!(n-r-1)!}{(n-1)!} 2F_1 \left( 1-n,1-r,2; \frac{x}{x+1} \right). \]

Lemma 3.2. For \( 0 \leq \alpha \leq \beta \), we have

\[ G^{\alpha,\beta}_{n,1}(t',x) = x^r \frac{n^r}{(n+\beta)^r} \frac{(n+r-1)!(n-r-1)!}{((n-1)!)^2} \]

\[ + x^{r-1} \left\{ r(r-1) \frac{n^r}{(n+\beta)^r} \frac{(n+r-2)!(n-r-1)!}{((n-1)!)^2} \right\} + x^{r-2} \left\{ r(r-1) \right\} \]

\[ \times (r-2) \frac{n^{r-1}}{(n+\beta)^{r-1}} \frac{(n+r-3)!(n-r)!}{((n-1)!)^2} + \frac{r(r-1)\alpha^2}{2} \]

\[ \times \frac{n^{r-2}}{(n+\beta)^{r-2}} \frac{(n+r-3)!(n-r+1)!}{((n-1)!)^2} + O \left( \frac{1}{n^2} \right). \]

Proof. The relation between the operators (1.1) and the operators (2.2) can be defined as

\[ G^{\alpha,\beta}_{n,1}(t',x) = \sum_{j=0}^{r} \binom{r}{j} \frac{n!^{r-j}}{(n+\beta)^j} G_n(t',x) \]

\[ = \frac{n^r}{(n+\beta)^r} G_n(t',x) + r\alpha \frac{n^{r-1}}{(n+\beta)^{r-1}} G_n(t'-1,x) \]

\[ + \frac{r(r-1)\alpha^2}{2} \frac{n^{r-2}}{(n+\beta)^{r-2}} G_n(t'-2,x) + \cdots + \frac{\alpha^{r}}{(n+\beta)^r} G_n(1,x), \]
by applying (3.2), we get the required result.

Lemma 3.3 (see [3]). Let \( m \in N \cup \{0\} \) and

\[
U_{n,m}(x) = \sum_{v=0}^{\infty} p_{n,v}(x) \left(\frac{v}{n} - x\right)^m,
\]

then \( U_{n,0}(x) = 1 \), \( U_{n,1}(x) = 0 \) and there holds the recurrence relation

\[
nU_{n,m+1}(x) = x(1+x)\left[U'_{n,m}(x) + mU_{n,m-1}(x)\right]
\]

and \( U_{n,m}(x) = O\left(n^{\frac{m+1}{2}}\right) \), where \([\alpha]\) being the integral part of \( \alpha \).

Lemma 3.4. For \( m \in N \cup \{0\} \), we define the central moments as

\[
\mu_{n,m}(x) = G_{n,1}^{\alpha, \beta}(x)\left(t-x\right)^m,
\]

where

\[
\mu_{n,0}(x) = 1 \quad \text{and} \quad \mu_{n,1}(x) = \frac{x(1+\beta(1-n)+\alpha(n-1)}{(n+\beta)(n-1)}.
\]

Consequently for each \( x \in [0,\infty) \), we have from above recurrence relation that

\[
\mu_{n,m}(x) = O\left(n^{-\frac{m+1}{2}}\right).
\]

Proof. The values of \( \mu_{n,0}(x) \) and \( \mu_{n,1}(x) \) easily follow from the definition of operators (2.1a). To prove the recurrence relation, we apply the following identities

\[
x(1+x)p_{n,v}(x) = (v-nx)p_{n,v}(x),
\]

\[
t(1+t)b_{n,v}(t) = [v-(n+1)t]b_{n,v}(t),
\]
we get

\[
x(1+x)\mu_{n,m}^{(1)}(x) = \sum_{v=1}^{\infty} (v-nx) p_{n,v}(x) \int_{0}^{\infty} b_{n,v}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^m dt \]

\[
- nx(1+x)\mu_{n,m-1}(x) - nx(1+x)^{-n} \left( \frac{\alpha}{n+\beta} - x \right)^m.
\]

Therefore,

\[
x(1+x)\left[ \mu_{n,m}^{(1)}(x) + m\mu_{n,m-1}(x) \right] = \sum_{v=1}^{\infty} p_{n,v}(x) \int_{0}^{\infty} (v-nx) b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^m dt - nx(1+x)^{-n} \left( \frac{\alpha}{n+\beta} - x \right)^m.
\]

On using the identity

\[
t = \frac{n+\beta}{n} \left[ \left( \frac{nt+\alpha}{n+\beta} - x \right) - \left( \frac{\alpha}{n+\beta} - x \right) \right],
\]

we get

\[
x(1+x)\left[ \mu_{n,m}^{(1)}(x) + m\mu_{n,m-1}(x) \right] = \frac{n+\beta}{n} \sum_{v=1}^{\infty} p_{n,v}(x) \int_{0}^{\infty} b_{n,v-1}^{(1)}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{m+1} dt - \frac{n+\beta}{n} \]

\[
\times \left( \frac{\alpha}{n+\beta} - x \right) \sum_{v=1}^{\infty} p_{n,v}(x) \int_{0}^{\infty} b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^m dt \]

\[
+ \left( \frac{n+\beta}{n} \right)^2 \sum_{v=1}^{\infty} p_{n,v}(x) \int_{0}^{\infty} b_{n,v-1}^{(1)}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{m+2} dt \]

\[
+ \left( \frac{\alpha}{n+\beta} - x \right)^2 \sum_{v=1}^{\infty} p_{n,v}(x) \int_{0}^{\infty} b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^m dt.
\]
Integrating by parts and rearranging the terms, we get

\[ -2 \left( \frac{\alpha}{n+\beta} - x \right) \sum_{\nu=1}^{\infty} p_{n,\nu}(x) \int_{0}^{\infty} b_{n,\nu-1}^{(1)}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{m+1} dt \]

\[ + (n+1) \left( \frac{n+\beta}{n} \right) \sum_{\nu=1}^{\infty} p_{n,\nu}(x) \int_{0}^{\infty} b_{n,\nu-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{m+1} dt \]

\[ - (n+1) \left( \frac{n+\beta}{n} \right) \left( \frac{\alpha}{n+\beta} - x \right) \sum_{\nu=1}^{\infty} p_{n,\nu}(x) \int_{0}^{\infty} b_{n,\nu-1}(t) \]

\[ \times \left( nt+\alpha \right)^{m} dt + (1-nx) \left[ \mu_{n,m}(x) - (1+x)^{-n} \right] \]

\[ \times \left( \frac{\alpha}{n+\beta} - x \right)^{m} - nx (1+x)^{-n} \left( \frac{\alpha}{n+\beta} - x \right)^{m}. \]

Integrating by parts and rearranging the terms, we get

\[(n-m-1) \left( \frac{n+\beta}{n} \right) \mu_{n,m+1}(x) \]

\[= x(1+x) \left[ \mu_{n,m}(x) + m \mu_{n,m-1}(x) \right] + m \left( \frac{\alpha}{n+\beta} - x \right) \times \left[ \left( \frac{\alpha}{n+\beta} - x \right) \left( \frac{n+\beta}{n} \right) - 1 \right] \mu_{n,m-1}(x) \]

\[+ \left[ (nx-1) + (n-2m-1) \left( \frac{n+\beta}{n} \right) \left( \frac{\alpha}{n+\beta} - x \right) + (m+1) \right] \mu_{n,m}(x), \]

hence the proof is finished. \(\square\)

**Lemma 3.5** (see [3]). There exists the polynomials \(\phi_{i,j,r}(x)\), independent of \(n\) and \(\nu\) such that

\[ x^r (1+x)^{r} \frac{d^r}{dx^r} p_{n,\nu}(x) = \sum_{\substack{i+j=r \atop 0 \leq i \leq \nu}} n^i (\nu-nx)^j \phi_{i,j,r}(x) p_{n,\nu}(x). \]

### 4 Main results

In this section, we prove some direct results including asymptotic formula and error estimation.

**Definition 4.1.** Let \(C_{\gamma}[0,\infty)\) be defined as

\[ C_{\gamma}[0,\infty) = \{ f \in C[0,\infty) : f(t) = O(t^\gamma), \gamma > 0 \} \]

then the operators \(C_{n,\gamma}^{\alpha,\beta}(f,x)\) are said to be well defined for \(f \in C_{\gamma}[0,\infty)\).

**Theorem 4.1.** Let \(f \in C_{\gamma}[0,\infty)\) be bounded on every finite subinterval of \([0,\infty)\), having the derivatives of order \((r+2)\) at fixed \(0 < x < \infty\). If \(f(t) = O(t^\gamma)\) as \(t \to \infty\), for some \(\gamma > 0\), then

\[ \lim_{n \to \infty} n \left[ ((C_{n,1}^{\alpha,\beta})^{(r)}(f,x) - f^{(r)}(x)) \right] \]

\[= r(r-\beta) f^{(r)}(x) + [(2r+\alpha) + x(1+r-\beta)] f^{(r+1)}(x) + x(1+x) \times f^{(r+2)}(x). \]
Proof. We have the Taylor’s expansion for the function \( f \)

\[
f(t) = \sum_{i=0}^{r+2} \frac{f^{(i)}(x)}{i!} (t-x)^i + e(t,x)(t-x)^{r+2},
\]

where \( e(t,x) \to 0 \) as \( t \to x \) and \( e(t,x) = o(t-x)^d \) as \( t \to \infty \), for some \( d > 0 \). By using Taylor’s expansion, we have

\[
n[(f(x)) - f(x)]
\]

\[
= n \left( \sum_{i=0}^{r+2} \frac{f^{(i)}(x)}{i!} \right) \left( (t-x)^i - n! f^{(r)}(x) \right)
\]

\[
= \frac{f^{(r)}(x)}{r!} n[(f(x)) - f(x)] + \frac{f^{(r+1)}(x)}{(r+1)!} n \left( (r+1)(-x) \right)
\]

\[
\times (f^{(r)}(x) + f^{(r+1)}(x)) + \frac{f^{(r+2)}(x)}{(r+2)!} n
\]

\[
= \left\{ (r+1)(r+2) + \frac{f^{(r+2)}(x)}{(r+2)!} n \right\}
\]

\[
= \left\{ \frac{f^{(r+2)}(x)}{(r+2)!} n \right\}
\]

Using Lemma 3.2, we have

\[
l_1 = n \sum_{i=0}^{r+2} \frac{f^{(i)}(x)}{i!} \sum_{j=i}^{r} \binom{i}{j} (-x)^{r-i} \frac{G_{n,b}^{(r)}(x)}{G_{n,b}^{(r)}(x) - n! f^{(r)}(x)} \]

\[
= \frac{f^{(r)}(x)}{r!} n[(f(x)) - f(x)] + \frac{f^{(r+1)}(x)}{(r+1)!} n \left( (r+1)(-x) \right)
\]

\[
\times (f^{(r)}(x) + f^{(r+1)}(x)) + \frac{f^{(r+2)}(x)}{(r+2)!} n
\]

\[
= \left\{ (r+1)(r+2) + \frac{f^{(r+2)}(x)}{(r+2)!} n \right\}
\]

\[
= \left\{ \frac{f^{(r+2)}(x)}{(r+2)!} n \right\}
\]
In the above expression \( r(r-\beta), (2r+\alpha)+x(1+r-\beta) \) and \( x(1+x) \) are the coefficients of \( f^{(r)}(x), f^{(r+1)}(x) \) and \( f^{(r+2)}(x) \) respectively, which easily follow by using induction hypothesis on \( r \) and then taking limit as \( n \to \infty \). Therefore in order to complete the proof of above theorem, it is sufficient to show that \( I_2 \to 0 \) as \( n \to \infty \). For this using Lemma 3.5, we have

\[
|I_2| \leq \sum_{2i+j \leq r} \sum_{l \leq 0} \left| \frac{\phi_{i,j}(x)}{x^r(1+x)^r} \right| \left| \sum_{\nu=1}^{\infty} (n-\nu x) |p_{n,\nu}(x)| \int_{0}^{\infty} b_{n,\nu-1}(t) |\epsilon(t,x)| \right| \\
\times \left| \frac{nt+\alpha}{n+\beta} - x \right|^{r+2} dt + (-1)^r \left| \frac{(n+r-1)!}{n!} |\epsilon(0,x)| \right| \left| \frac{\alpha}{n+\beta} - x \right|^{r+2}
\]

\[= I_3 + I_4.\]

as \( \epsilon(t,x) \to 0 \) when \( t \to x \), hence for a given \( \epsilon > 0 \), there exists a positive number \( \delta: |\epsilon(t,x)| < \epsilon \) whenever \( |t-x| < \delta \). If \( \lambda \) is any integer \( \geq \max \{ \lambda, r+2 \} \) then for a constant \( M > 0 \), which does not depend on \( t \), we have

\[
|\epsilon(t,x)| \left| \frac{nt+\alpha}{n+\beta} - x \right|^{r+2} \leq M \left| \frac{nt+\alpha}{n+\beta} - x \right|^{\lambda},
\]

where \( |t-x| \geq \delta \). Hence

\[
|I_3| = M_1 \sum_{2i+j \leq r} \sum_{l \leq 0} \left| \frac{\phi_{i,j}(x)}{x^r(1+x)^r} \right| \left| \sum_{\nu=1}^{\infty} (n-\nu x) |p_{n,\nu}(x)| \int_{|t-x|<\delta} e b_{n,\nu-1}(t) \right| \\
\times \left| \frac{nt+\alpha}{n+\beta} - x \right|^{r+2} dt + \int_{|t-x| \geq \delta} M b_{n,\nu-1}(t) \left| \frac{\ell}{nt+\alpha n+\beta - x} \right|^{\lambda} dt
\]

\[= I_5 + I_6,
\]

where

\[
M_1 = \sum_{2i+j \leq r} \left| \frac{\phi_{i,j}(x)}{x^r(1+x)^r} \right|,
\]
Using Schwarz’s inequality, we have
\[
|I_5| \leq \epsilon M_1 \sum_{i,j \geq 0} n^{i+1} \sum_{v=1}^\infty |v-nx| \left| p_{n,v}(x) \left( \int_0^\infty b_{n,v-1}(t) dt \right) \right|^{1/2} 
\times \left( \int_0^\infty b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{2r+4} dt \right)^{1/2} 
\leq \epsilon M_1 \sum_{i,j \geq 0} n^{i+1} \left( \sum_{v=1}^\infty (v-nx)^{2j} \right) \left( \int_0^\infty b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{2r+4} dt \right)^{1/2}.
\]

On using Lemma 3.3 and Lemma 3.4, we have
\[
|I_5| \leq \epsilon M_1 \sum_{i,j \geq 0} n^{i+1} O(n^{j/2}) \cdot O(n^{-(r+2)/2}) \leq \epsilon O(1)
\]
and as \( \epsilon \) is arbitrary, it implies that \( I_5 = o(1) \).

Again applying Schwarz’s inequality for summation and integration and then applying Lemma 3.3 and Lemma 3.4, we have
\[
|I_6| \leq M_2 \sum_{i,j \geq 0} n^{i+1} \sum_{v=1}^\infty |v-nx| \left| p_{n,v}(x) \int_{|t-x| \geq \delta} b_{n,v-1}(t) dt \right| \left| \frac{nt+\alpha}{n+\beta} - x \right|^\lambda dt 
\leq M_2 \sum_{i,j \geq 0} n^{i+1} \left( \sum_{v=1}^\infty p_{n,v}(x) (v-nx)^{2j} \right)^{1/2} 
\times \left( \int_0^\infty b_{n,v-1}(t) \left( \frac{nt+\alpha}{n+\beta} - x \right)^{2\lambda} dt \right)^{1/2} 
= \sum_{i,j \geq 0} n^{i+1} \cdot O(n^{j/2}) \cdot O(n^{-\lambda/2}) 
= O(n^{(r+2-\lambda)/2}) = o(1).
\]

Hence \( I_3 \to 0 \) as \( n \to \infty \). Since it is clear that \( I_4 \to 0 \) as \( n \to \infty \), we get \( I_2 = o(1) \). Combining the estimates of \( I_1 \) and \( I_2 \), we get the required result.

Hence the proof of the theorem is completed. \( \square \)
Theorem 4.2. For \( f \in C_\gamma(\mathbb{R}), \) where for some \( \gamma > 0 \) and \( r \leq k \leq r+2 \). If \( f^{(k)} \) exists and is continuous on \((a-\eta,b+\eta)\subset(0,\infty)\), where \( \eta > 0 \), then for sufficiently large \( n \)

\[
\| (G_{n,1}^{a,b})^{(r)}(f,x) - f^{(r)}(x) \|_{C[a,b]} \\
\leq M_1 \frac{1}{n^{r}} \sum_{i=0}^{k} \| f^{(i)} \|_{C[a,b]} + M_2 n^{-1/2} \omega(f^{(k)},n^{-1/2}) + \mathcal{O}(1/n^2),
\]

where \( M_1 \) and \( M_2 \) are constants independent of \( f \) and \( n \), \( \omega(f,\delta) \) is the modulus of continuity of \( f \) on \((a-\eta,b+\eta)\) and \( \| \cdot \|_{C[a,b]} \) denotes the sup-norm on the interval \([a,b]\).

Proof. Using Taylor’s expansion on function \( f \), we have

\[
f(t) = \sum_{i=0}^{k} \frac{f^{(i)}(x)}{i!} (t-x)^i + \frac{f^{(k)}(\theta) - f^{(k)}(x)}{k!} (t-x)^k \xi(t) + h(t,x)(1-\xi(t)),
\]

where \( \theta \) lies between \( t \) and \( x \), and \( \xi(t) \) is the characteristic function on the interval \((a-\eta,b+\eta)\). Therefore

\[
(G_{n,1}^{a,b})^{(r)}(f,x) - f^{(r)}(x)
\]

\[
= \left\{ \sum_{i=0}^{k} \frac{f^{(i)}(x)}{i!} (G_{n,1}^{a,b})^{(r)}((t-x)^i,x) - f^{(r)}(x) \right\}
\]

\[
+ (G_{n,1}^{a,b})^{(r)} \left( \frac{f^{(k)}(\eta) - f^{(k)}(x)}{k!} (t-x)^k \xi(t),x \right)
\]

\[
+ (G_{n,1}^{a,b})^{(r)}(h(t,x)(1-\xi(t)),x)
\]

\[= : L_1 + L_2 + L_3. \]

Using Lemma 3.2, we have

\[
L_1 = \sum_{i=0}^{k} \frac{f^{(i)}(x)}{i!} \sum_{j=0}^{i} \binom{i}{j} (-x)^{i-j} \frac{d^r}{dx^r} \left[ \frac{n! \Gamma(n+j) \Gamma(n-j)}{(n+\beta)! \Gamma(n)^2} x^j \right] i^{i-j} j^{j-i} + \alpha a^{j-i} x^{i-j} + \mathcal{O}(1/n^2)
\]

\[
\times \frac{\Gamma(n+j-1) \Gamma(n-j+1)}{(n+\beta)! \Gamma(n)^2} x^{i-j} + \mathcal{O}(1/n^2)
\]

\[
\times \frac{\Gamma(n+j-2) \Gamma(n-j+2)}{(n+\beta)! \Gamma(n)^2} x^{i-j} + \mathcal{O}(1/n^2)
\]

\[
\times \frac{\Gamma(n+j-3) \Gamma(n-j+3)}{(n+\beta)! \Gamma(n)^2} x^{i-j} + \mathcal{O}(1/n^2)
\]

\[= \mathcal{O}(1/n^2). \]
Hence
\[ \|L1\|_{C[a,b]} \leq M_1; \frac{1}{n} \sum_{i=r}^{k} \|f^{(i)}\|_{C[a,b]} + O\left( \frac{1}{n^2} \right) \text{ on } [a,b]. \]

To estimate \( L_2 \), we follow
\[
L_2 \leq \int_0^\infty |K_n^{(r)}(x,t)| \left\{ \left| \frac{f^{(k)}(\theta) - f^{(k)}(x)}{k!} \right| \left| nt + \frac{\alpha}{n + \beta} - x \right|^k \right\} dt
\]
\[
\leq \frac{\omega(f^{(k)},\delta)}{k!} \int_0^\infty |K_n^{(r)}(x,t)| \left( 1 + \left| \frac{nt + \alpha}{n + \beta} - x \right| \right) \left| nt + \frac{\alpha}{n + \beta} - x \right|^k dt
\]
\[
\leq \frac{\omega(f^{(k)},\delta)}{k!} \left[ \sum_{v=1}^{\infty} |p_n^{(v)}(x)| \int_0^\infty b_{n,v-1}(t) \left( \left| nt + \frac{\alpha}{n + \beta} - x \right| \right)^{k+1} dt + \sum_{v=1}^{\infty} |p_n^{(v)}(x)| \int_0^\infty b_{n,v-1}(t) \left( \left| nt + \frac{\alpha}{n + \beta} - x \right| \right)^{k+1} \right].
\]

By applying Schwarz's inequality for summation and integral, we have
\[
\sum_{v=1}^{\infty} |v-nx|^l \int_0^\infty b_{n,v-1}(t) \left| \frac{nt + \alpha}{n + \beta} - x \right|^k dt
\]
\[
\leq \sum_{v=1}^{\infty} |p_n^{(v)}(x)| |v-nx|^l \left( \int_0^\infty b_{n,v-1}(t) dt \right)^{1/2}
\]
\[
\times \left( \int_0^\infty b_{n,v-1}(t) \left( \left| \frac{nt + \alpha}{n + \beta} - x \right| \right)^{2k} dt \right)^{1/2}
\]
\[
\leq \left( \sum_{v=1}^{\infty} |p_n^{(v)}(x)| |v-nx|^2 \right)^{1/2}
\]
\[
\times \left( \sum_{v=1}^{\infty} |p_n^{(v)}(x)| \int_0^\infty b_{n,v-1}(t) \left( \left| \frac{nt + \alpha}{n + \beta} - x \right| \right)^{2k} dt \right)^{1/2}
\]
\[
= O(n^{l/2}) \times O(n^{-k/2})
\]
\[
= O(n^{(l-k)/2}) \quad \text{on the interval } [a,b]. \quad (4.1)
\]

Therefore by Lemma 3.5 and (4.1), we get
\[
\sum_{v=1}^{\infty} |p_n^{(v)}(x)| \int_0^\infty b_{n,v-1}(t) \left| \frac{nt + \alpha}{n + \beta} - x \right|^k dt
\]
Lemma 3.5

\[\sum_{i=0}^{\infty} \sum_{j=0}^{2^{i+j} \leq \gamma} n^i \left( \phi_{i,j,r}(x) \right) \frac{|v-nx|}{x^r (1+x)^r} p_{n,v}(x) \int_0^1 b_{n,v-1}(t) \left| \frac{nt+\alpha}{n+\beta} - x \right|^k dt \]

\[\leq \left( \sup_{2^{i+j} \leq \gamma} \frac{|\phi_{i,j,r}(x)|}{x^r (1+x)^r} \right) \sum_{i=0}^{\infty} \sum_{j=0}^{2^{i+j} \leq \gamma} n^i \frac{|v-nx|}{x^r (1+x)^r} p_{n,v}(x) \int_0^1 b_{n,v-1}(t) \left| \frac{nt+\alpha}{n+\beta} - x \right|^k dt \]

\[= M \sum_{2^{i+j} \leq \gamma} \sum_{i=0}^{\infty} n^i \cdot O\left( \frac{n^{(r-k)}}{n^{r-k}} \right) = O\left( \frac{n^{(r-k)}}{n^{r-k}} \right), \tag{4.2}\]

on \([a,b] , \) where

\[M = \sup_{i \leq \gamma} \sup_{j \leq \gamma} |\phi_{i,j,r}(x)| \cdot x^r (1+x)^r \]

If we choose \(\delta = 1/\sqrt{n}\) and apply (4.2) we have

\[\|L_2\|_{C[a,b]} \leq \frac{\omega(f^{(k)})^{1/2}}{k!} \sqrt{n} \left[ O\left( n^{(r-k)/2} \right) + \sqrt{n} O\left( n^{(r-k-1)/2} \right) + O\left( 1/n^m \right) \right] \]

\[\leq M_2 n^{-(r-k)/2} \omega(f^{(k)}, 1/\sqrt{n}). \]

Since \(t \in [0,\infty) \setminus (a-\eta,b+\eta)\), here we opt \(\delta\) such that \(|t-x| \geq \delta\) for all \(x \in [a,b]\). Hence by Lemma 3.5

\[|L_3| = M \sum_{2^{i+j} \leq \gamma} \sum_{i=0}^{\infty} n^i \frac{|v-nx|}{x^r (1+x)^r} p_{n,v}(x) \int_{|t-x| \geq \delta} b_{n,v-1}(t) |h(t,x)| dt \]

\[+ \frac{(n+r-1)!}{(n-r)!} (1+x)^{-(n+r)} |h(0,x)| \]

for \(|t-x| \geq \delta\), we find a constant \(K\) such that

\[|h(t,x)| \leq K \left| \frac{nt+\alpha}{n+\beta} - x \right|^\beta , \]

where \(\beta > \{\gamma,k\}\) is an integer. Therefore by using Schwarz’s inequality for summation and integration and using Lemma 3.3 as well as Lemma 3.4, we follow that \(L_3 = O\left( 1/n^r \right)\), for any \(s > 0\) uniformly on \([a,b]\).

Combining the estimates of \(L_1, L_2\) and \(L_3\), we get the required result. \(\square\)
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