Simulated Sensitivity of Urban Green Infrastructure Practices to Climate Change
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\textbf{ABSTRACT:} Climate change is likely to alter the quantity and quality of urban stormwater, presenting a risk to water quality and public health. How might stormwater management practices need to change to address future climate? Answering requires understanding how management practices respond to climate forcing. Traditional “gray” stormwater design employs engineered structures, sized based on assumptions about future rainfall, which have limited flexibility once built. Green infrastructure (GI) uses vegetation, soil, and distributed structures to manage rainwater where it falls and may provide greater flexibility for adaptation. There is, however, uncertainty about how a warmer climate may affect performance of different types of GI. This study uses the
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hydrologic and biogeochemical watershed model, Regional Hydro-Ecologic Simulation System (RHESSys), to investigate sensitivity of different GI practices to climate. Simulations examine 36 urban “archetypes” representing different development patterns (at the city block scale) of typical U.S. cities, 11 regional climatic settings, and a range of mid-twenty-first-century scenarios based on downscaled climate model output. Results suggest regionally variable effects of climate change on the performance of GI practices for water quantity, water quality, and carbon sequestration. GI is able to mitigate most projected future increases in surface runoff, while bioretention can mitigate increased nitrogen yield at nine of 11 sites. Simulated changes in carbon balance are small, while local evaporative cooling can be substantial. Given uncertainty in the local expression of future climate, infrastructure design should emphasize flexibility and robustness to a range of future conditions.
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1. Introduction

Increased impervious surfaces and enhanced connectivity of drainage networks in urban areas lead to higher stormwater runoff volume and peaks and enhanced pollutant loads (e.g., Walsh et al. 2005). A variety of best management practices (BMPs) can be implemented to reduce the adverse impacts of urban stormwater. Traditional “gray” stormwater management infrastructure uses single-purpose, hard structures, including detention basins and storm sewers, to convey runoff. These engineered solutions can be effective, but can be difficult to modify to meet changing conditions. Conversely, green infrastructure (GI) uses vegetation and soil to manage rainwater near where it falls. GI also often provides cobenefits (e.g., mitigation of urban heating, carbon and nitrogen sequestration, and habitat provision), and flexibility as compared to engineered, hard structures. A review of 17 case studies of low impact development (LID) incorporating GI suggests that GI practices are both environmentally and economically beneficial (U.S. EPA 2007). The review also concludes that barring a few exceptions, LID methods generally result in cost savings of 15% to 80%.

Anticipated future climate includes warming temperature and changes in the amount and intensity of precipitation (IPCC 2014). If realized, these changes will have direct effects on stormwater and may require adaptation of the existing stormwater infrastructure. Effects are likely to vary significantly in different regions of the United States. Infrastructure sensitivity to climate change depends first on changes to magnitude and frequency of peak flows, which may result from changes in rainfall intensity or from alterations to the snowmelt regime (e.g., Hamlet and Lettenmaier 2007). One of the most important determinants in design of stormwater infrastructure is climate, followed by the amount of impervious area, soil type, vegetative cover, and slope.

Arisz and Burrell (2006) discuss climate sensitivity for the “urban minor drainage system” (which includes both gray and green infrastructure) and emphasize the difficulties in expanding engineered infrastructure or introducing large, new green spaces into existing urban footprints. Gill et al. (2007) also note similar constraints. A viable alternative is provided by the use of distributed GI. GI design components that increase the resilience of the drainage system to climate change include use of permeable and porous pavement, green roofs, rainwater harvesting, and bioretention/infiltration.
In addition to addressing water quantity and quality, GI provides cobenefits, including carbon sequestration and other ecosystem services that benefit local communities. For example, urban areas have higher summer air temperatures than surrounding open areas due to replacement of transpiring vegetation with hard surfaces (the urban heat island effect; e.g., Taha 1997; Pielke 2013), and GI can help mitigate this effect (Kleerekoper et al. 2012). Gill et al. (2007) have found that adoption of green roofs could provide a dramatic reduction in future maximum urban surface air temperatures. Simulations using the U.S. Forest Service i-Tree model indicate that urban trees store large quantities of carbon, remove large amounts of air pollution, intercept precipitation, provide local cooling, and reduce energy use of buildings (https://www.nrs.fs.fed.us/data/urban/; Wang et al. 2008). In an i-Tree model for Worcester, Massachusetts, Filipovic et al. (2016) show that increase in tree canopy cover results in a decrease in stormwater volume and rate.

Pataki et al. (2011) quantified the range of biogeochemical processes in urban green infrastructure, including services such as offsetting greenhouse gas emissions, removing air and water pollutants, and improving public health. Of the various ecosystem services associated with GI, they conclude that the potential for C sequestration and air quality mitigation is low, the effect on net greenhouse gas (GHG) emissions is uncertain, and the potential magnitude of local cooling, stormwater volume reduction, and water quality mitigation is high.

The “green” part of GI is dependent on plant growth and soil microbial processes, all of which are sensitive to changes in temperature, precipitation, and the water balance. Stormwater managers face questions about what type, where, and how much GI is needed to meet water quality goals under both current and future conditions. GI provides benefits that could help communities adapt and become more resilient to future change, but different types of GI may respond to change in different ways. In this study, we incorporate GI into existing typical urban layouts using a biogeochemical model to investigate how the performance of GI might be affected by climate. Performance of GI is quantified in terms of ability to mitigate stormwater runoff, reduce nutrient losses, and provide urban cooling effects. We examine the effectiveness of different GI practices, including the adjustments that may be necessary to compensate for potential future changes in rainfall and temperature in different urban settings.

2. Methods

2.1. The Regional Hydro-Ecologic Simulation System (RHESSys)

In this study, we use the mechanistic, hydrologic, and biogeochemical model, Regional Hydro-Ecologic Simulation System (RHESSys; Tague and Band 2004). RHESSys is a hydro-ecological modeling framework designed to simulate water, carbon, and nitrogen fluxes over time, incorporating a full representation of plant growth (canopy, stem, and roots), litter, and soil processes at a user-defined spatial scale. The hierarchical and distributed elements of a RHESSys model (shown in Figure 1) consist of a watershed, zones, hillslopes, patches, and strata. Zones are areas of similar climate, while hillslopes define areas that drain to a single point. Patches are high-resolution spatial units where physical processes like infiltration, soil moisture processing, and litter layer dynamics are simulated. Strata are the
vertical layers within a patch where processes like photosynthesis and transpiration are simulated.

The model operates primarily at a daily time step, although some aspects of hydrology, including overland flow routing, incorporate subdaily steps. Flow routing focuses on soil moisture redistribution. For smaller-scale simulations, routing uses an approach based on the Distributed Hydrology Soil Vegetation Model (DHSVM; Wigmosta et al. 1994), modified to account for nongrid-based patches and nonexponential transmissivity profiles. RHESSys does not represent channel routing; therefore, in-stream hydraulics and water quality kinetics are not simulated.

RHESSys was originally developed for forested systems but has been used successfully to simulate urban watersheds in both arid (e.g., Shields and Tague 2015) and humid climates (e.g., Mittman et al. 2012; Miles and Band 2015). Miles (2014) adapted the RHESSys code to simulate effects of GI on hydrology in small urban watersheds. We further expand those techniques, as described below.

2.2. Study areas: Archetypal urban subunits (AUSs)

RHESSys simulations in this study were designed as sensitivity analyses applied to a set of archetypal urban subunits (AUSs), representative of different urban settings and GI practices. Each AUS comprises an urban block and adjacent road...
area (represented as 10,710 m², or approximately one city block), draining to a single pour point. AUSs are defined according to three primary urban drainage characteristics (referred to as “axes”) that interact with GI: land use/imperviousness, soil properties, and BMP type (Table 1). There were 36 different AUSs from the different combinations of conditions across the three axes. Other site factors were held constant to control variability and focus on the effects of these three factors.

For land use/imperviousness (axis 1), we simulated three levels of development intensity. The land-cover grids designed for the AUSs are representative of a typical urban environment with appropriate areas for roads and parking (Figure 2). Impervious areas in these layouts consist of rooftop, parking, sidewalk, and roads, while pervious areas comprise managed lawns and unmanaged grasses.

We designed synthetic elevation grids to route runoff from rooftops, parking lots, and sidewalks via roads to the pour point (lower right of design). Pervious land covers were assigned elevations higher than roads but lower than rooftops.

Pervious areas are simulated as turf grass, which requires irrigation in more arid climates. We use the representation of Milesi et al. (2005), in which irrigation of turf grass uses a fixed rate of 0.3629 cm day⁻¹ (including precipitation) for the simulations in the arid western United States (climate stations CA045114, NM290234, and CO050843). A fertilizer application rate of 0.005 kgN m⁻² yr⁻¹ was also simulated on urban lawns based on a review of application rates by Carey et al. (2012).

Soil properties (axis 2) important to GI performance include depth, texture, and infiltration capacity. Our experimental design considered three levels of soil properties; however, results comparing relative performance with and without GI were not very sensitive to soil properties, so we focus on typical urban soils in the main text.

Intersecting spatial coverages of soil texture for the continental United States (Miller and White 1998) and the U.S. Census urbanized areas (U.S. Census Bureau 2010) shows that silt loam is the most prevalent class for urban areas (30% of total). Soils in an urban environment are often compacted, which can reduce soil infiltration rates by up to 90%–98% from uncompacted conditions (Pitt et al. 2002). Gregory et al. (2006) report reduction in infiltration rates by 70% to 99% for converted forest and pasture land uses in north-central Florida as a result of compaction from construction activities. For this study, we reduced saturated hydraulic conductivity by approximately 75% of default nonurban value in RHESSys; specifically, we present results for compacted silt loam with vertical saturated hydraulic conductivity ($K_{sat}$) at the surface reduced from the RHESSys default of 0.622 to 0.1555 m day⁻¹. Representative soil depth in urban areas is based on intersecting the dataset of Liu et al. (2014) with the urbanized areas coverage,
yielding a mean (± standard deviation) of approximately 1.5 (±0.45) m. In the real world, soil properties are likely to vary both within and between sites. Additional simulations assessing sensitivity to higher infiltration rates (up to 0.7775 m day⁻¹) and greater total soil depth (up to 3 m), both of which may improve GI performance, are reported in the online supplemental material.

The third characteristic used to define AUSs is GI BMP type (axis 3). In these simulations, BMPs are not designed to provide a specific level of control; rather, different types of BMPs are evaluated separately to enable evaluation of the sensitivity of specific practices to climate change. (Real-world applications would likely combine a mix of BMPs, either in sequence or parallel, and may be designed to meet specific performance standards.) The BMP scenarios are intended to cover a range of common GI types, as follows:

1) No-GI: Simulation with no GI components provides a basis for comparison to designs with GI. Stormwater is handled with curb and gutter and subsurface piping. In most U.S. jurisdictions, stormwater from newer development is, at a minimum, routed through a detention basin for peak control, which alters the hydrograph and provides some trapping of sediment and sediment-associated pollutants, but minimal removal of dissolved constituents. Stormwater detention is not included in the AUS simulation because RHESSys does not simulate sediment transport or perform detailed hydraulic routing.

2) Swales and infiltration: Runoff from roofs, parking lots, and sidewalks is directed to grassed swales and areas that maximize potential infiltration. The design converts existing pervious areas to swales with remediated soils to promote infiltration.
3) Bioretention: This scenario simulates bioretention incorporating deep-rooted woody perennials. The design modifies natural flow paths to route all impervious surface runoff to dedicated bioretention areas. Bioretention includes an underdrain for native soils with low infiltration capacity.

4) Green roofs: Green roof designs have distinct characteristics and are not directly connected to native soils. They are most often used in denser plans with flat rooftops, but are also now designed for pitched roofs (up to about 35°). While green roofs are typically connected to other GI elements in a complete design, they are examined in isolation in this experiment to evaluate the characteristics of this specific BMP.

The spatial extent of swales/infiltration and bioretention are shown in the supplemental material (Figures S1, S2). Green roof is implemented on 100% of the rooftops in the AUSs (shown in Figure 2). The area covered by GI component for each design is summarized in Table 2. The GI components have enhanced hydraulic conductivity relative to native soils achieved by soil amendments. For the low-infiltration scenario, we assumed the GI media has \( K_{\text{sat0}} = 0.3048 \text{ m day}^{-1} \), equivalent to the minimum infiltration capacity recommended for bioretention and water quality swale designs (e.g., VWRRC 2011; NRCS 2005). For GI media \( K_{\text{sat0}} \) was increased along with the values for native soils in the sensitivity runs reported in the supplemental material.

All RHESSys simulations were set up with the AUS boundary as the defined basin with a single, uniform hillslope. Each unique land-use component in the design was assigned a different zone number. Although there are no variations in climate across an AUS for a selected climate scenario and location, the zone partitioning facilitates the analysis of fluxes at the land-use level. Canopy strata associated with land-use patches vary depending upon the scenario. Modifications to the RHESSys code needed to simulate the BMP scenarios are discussed in the supplemental material.

RHESSys daily output files report storage and fluxes of water, nitrogen, and carbon, as well as upward and downward fluxes of longwave and shortwave radiation, but do not estimate air temperature or urban “canyon” effects on heat absorption and turbulent exchange. Urban streets flanked by buildings on either side, creating a canyon-like environment, are commonly referred to as urban canyons. The vertical radiation exchanges between the Earth’s surface and atmosphere are combined with evapotranspiration (ET) output to approximate the net impact on local temperature balance. A simplified energy balance for a land patch can be written as (Hewlett 1982)

\[
R_n - H - G - S_R - p - L_v ET = 0,
\]

where \( R_n \) is the net longwave and shortwave radiation exchange between the land surface and atmosphere, \( H \) is the sensible heat exchange between the surface and

---

**Table 2. Area occupied by GI for land use/imperviousness type per 10 710 m² block.**

| Land use            | Area covered (m²) |
|---------------------|-------------------|
|                     | Swales and infiltration | Bioretention | Green roof |
| Single family       | 252               | 126           | 1134       |
| Multifamily         | 486               | 324           | 1944       |
| Commercial and retail | 783             | 495           | 2808       |
atmosphere, \( G \) is the conduction of heat through the land surface, \( S_R \) is the change in heat storage in the watershed, \( p \) is the chemical energy conversions in photosynthesis and respiration, \( L_V \) is the latent heat of vaporization of water (2.48 \( \times \) 10\(^6 \) J kg\(^{-1} \) at 10\(^\circ\)C), and ET is the mass of water evaporated. For long-term averages (30-yr time frame in this study), \( S_R, G, \) and \( p \) can be assumed to be negligible. The sensible heat exchange, which accounts for local warming of the air, can then be approximated as

\[
H = R_n - L_V \times ET.
\]

Most GI installations will have only a small effect on \( R_n \), but can have a large effect on ET, and thus on \( H \). The ratio \((L_V \times ET)/R_n\) represents the fraction of incoming radiation that is mitigated by ET.

### 3. Historic and future climate scenarios

RHESSys simulations were completed for 11 climate zones representative of different U.S. cities. Simulations were first completed using historic climate, and performances were compared against published literature. Simulations were then completed using future climate to assess the impacts on GI performance. The representative sites were selected to leverage climate scenario data available from a previous modeling study (U.S. EPA 2013; Johnson et al. 2015) and represent a range of elevation, temperature, and precipitation found within the contiguous United States (Table 3).

Historic climate data at each location were acquired from nearby NCDC primary airport stations for a 30-yr historic baseline period (approximately 1971–2000, with some variation between sites depending on data availability). Wet and dry atmospheric deposition of reduced and oxidized nitrogen was included for each location based on the 2000–13 average of total deposition grids provided by the

### Table 3. Weather stations for simulation with 1981–2000 climate norms. The Denton, TX, record is combined with additional information from nearby Dallas Love Field to obtain a full set of meteorological input variables.

| City          | Station     | Name            | Elevation (m) | Mean temperature (°C) | Annual precipitation (cm) |
|--------------|-------------|-----------------|---------------|-----------------------|--------------------------|
| New Orleans, LA | LA166660   | New Orleans AP  | 4             | 29.9                  | 159                      |
| Atlanta, GA   | GA090451    | Atlanta Hartsfield | 308         | 17.0                  | 126                      |
| Worcester, MA | MA199923    | Worcester AP    | 305           | 8.8                   | 122                      |
| Tampa, FL     | FL088788    | Tampa WSCMO AP  | 6             | 22.3                  | 105                      |
| Cleveland, OH | OH331657    | Cleveland AP    | 235           | 10.8                  | 99                       |
| Dallas, TX    | TX412404    | Denton, TX      | 192           | 17.9                  | 97                       |
| Portland, OR  | OR356751    | Portland AP     | 6             | 12.5                  | 92                       |
| Minneapolis, MN | MN215435  | Minneapolis St. Paul AP | 266       | 7.9                   | 78                       |
| Boulder, CO   | CO05843     | Boulder 2       | 1672          | 10.9                  | 53                       |
| Los Angeles, CA | CA045114 | Los Angeles Intl AP | 30         | 17.0                  | 33                       |
| Albuquerque, NM | NM290234 | Albuquerque AP  | 1618          | 14.0                  | 24                       |
Total Deposition Program (TDEP; Schwede and Lear 2014). Nitrogen deposition rates are held constant under future climate scenarios.

Future climate scenarios for each of the 11 stations are based on climate model output for the period 2041–70 (midcentury) archived by the North American Regional Climate Change Assessment Program (NARCCAP). NARCCAP scenarios are developed by driving a number of different regional climate models (RCMs) on a 50-km grid with results from four global climate models (Table 4) from phase 3 of the Coupled Model Intercomparison Project (CMIP3) (Mearns et al. 2009, 2013). All scenarios assume the relatively high, Special Report on Emissions Scenarios (SRES) A2 greenhouse gas emissions trajectory (Nakicenovic et al. 2000). Differences among these emissions scenarios, however, are not substantial for the future time period considered here. The NARCCAP scenarios were interpolated to specific station locations, and historic time series for precipitation and temperature at each station were modified using a change factor approach that accounts for precipitation intensification to create the future time series [see Johnson et al. (2015) for details]. The range of future precipitation and air temperature for each location is shown in Figure 3. Evaporation and transpiration are

Table 4. NARCCAP GCM/RCM model combinations used to develop climate change scenarios. See appendix for GCM/RCM details.

| Scenario | GCM      | RCM      | Shorthand key   |
|----------|----------|----------|-----------------|
| 1        | CGCM3    | CRCM     | CRCM_cgcm3     |
| 2        | HadCM3   | HRM3     | HRM3_hadcm3    |
| 3        | GFDL     | RCM3     | RCM3_gfdl      |
| 4        | GFDL     | GFDL hi res | GFDL_slice |
| 5        | CGCM3    | RCM3     | RCM3_cgcm3     |
| 6        | CCSM     | WRFG     | WRFG_ccsm      |

Figure 3. Historic annual average precipitation, average air temperature, and range of future precipitation and air temperature at each of the 11 climate locations.
computed by RHESSys internally using the Penman–Monteith approach (Monteith 1965), an energy balance method that accounts for the effects of future changes in the relationship between energy inputs. Climate models provide projections of future climate assessed with 30-yr averages of metrics and are not expected to predict future weather of any particular year or decade. GI response variables are, therefore, reported as annual averages over the entire simulation time period of 30 years.

All future climate scenarios assume a midcentury (2055) atmospheric carbon dioxide (CO2) concentration of 527 ppmv, while historic climate runs assume a concentration of 369 ppmv. Atmospheric CO2 affects plant growth and leaf stomatal conductance, with effects on water loss through ET. Stomatal conductance is related to atmospheric CO2 concentration using Easterling et al.’s (1992) method with an adjustment factor of 0.4 in RHESSys. The equation was developed from crop systems in the Missouri–Kansas region and implies a 40% decrease in stomatal conductance in response to a doubling in atmospheric CO2 concentration. Jha et al. (2006) acknowledge that the literature suggests a lower rate of decrease is likely more appropriate for some plants and especially certain trees. The review of Medlyn et al. (2001) reported changes in mean stomatal conductance in forest species ranging from −1% to −24% in response to a doubling of atmospheric CO2 concentration. Uncertainties in stomatal conductance likely have considerable impacts on simulated ET under future climate.

4. Results and discussion

4.1. Model testing

A formal calibration and validation, comparing RHESSys simulations with empirical observations, was not possible because the simulations are conducted for hypothetical urban archetypes. Informal model testing was implemented, however, to ensure that the hydrology and water quality response of these synthetic watersheds are comparable to peer-reviewed studies in actual urban environments.

4.1.1. Hydrology

Runoff and ET are two major components of the water balance. ET is often the largest outflow component in natural systems, but in an urban environment, the hydrologic cycle is often altered by the presence of impervious surfaces. Impervious areas inhibit infiltration and ET while increasing runoff (Arnold and Gibbons 1996).

As a check on RHESSys urban hydrology, simulated runoff was compared to independent estimates, calculated using the simpler TR-55 curve number method (USDA 1986). We calculated runoff for each AUS under historic climate using a curve number of 98 for impervious surfaces and 84 for pervious areas representing open spaces.

Figure 4 shows the average annual return flow simulated by RHESSys for the commercial, multifamily, and single-family urban archetypes against runoff calculated using the TR-55 method. The return flow simulated by RHESSys is in close agreement with runoff calculated using the curve number method.
Direct measurements of ET are generally lacking for urban areas. A water balance study conducted by Bhaskar and Welty (2012) for the Baltimore metropolitan area concludes that ET is approximately 31% of the precipitation for urban watersheds, compared to 73% for rural watersheds. Dow and DeWalle (2000), studying 51 watersheds in the eastern United States, concluded that ET decreases with an increase in urbanization. Their empirical relationship suggests a decrease in ET by 12 cm yr\(^{-1}\) (around 17%) for a watershed going from 0% to 50% urban land use. Figure 5 shows the average annual ET simulated by RHESSys for historic climate for the three urban layouts. Less ET occurs from the commercial layout, as it has the highest fraction of impervious area. The ratio of ET to precipitation varies between 20% and 50% [bracketing the 31% in Bhaskar and Welty (2012)], with the exception of the arid and semiarid regions where the ET is higher. The precipitation in these areas is augmented with irrigation, which leads to an increase in ET. The highest ET is simulated for the single-family AUS for the Boulder location.

### 4.1.2. Carbon and nitrogen cycles

Several studies have been conducted in recent years on biogeochemical processes in urban environments. Pouyat et al. (2006) have estimated the soil organic carbon pools (1-m depth) for six U.S. cities (Atlanta, Baltimore, Boston, Chicago, Oakland, and Syracuse). The estimated average soil carbon areal density for urban land within these cities ranges from 5500 to 7800 g m\(^{-2}\); the range across individual land uses is much larger, varying between 3300 and 14400 g m\(^{-2}\).

The Baltimore Ecosystem Study (BES; BES 2011) analyzed physical, chemical, and biological properties of home lawn soils for nine low-density and 23 medium/high density residential plots. Interquartile ranges (IQRs) (25th–75th) for soil
carbon and nitrogen were 961–1948 and 88–154 g m$^{-2}$, respectively, for the top 1 m of soil (Figure 6).

RHESSys-simulated 25th and 75th percentiles for soil carbon (over 1.5-m depth) range between 2080 and 4429 g m$^{-2}$ (Figure 6) and are generally lower than the
estimates of Pouyat et al. (2006) but higher than BES (2011). There is likely to be significant site-specific variability associated with soil type, site history, and plant species.

The RHESSys-simulated soil nitrogen areal densities had an interquartile range of 250.5–534.1 g m$^{-2}$ (Figure 6). These are higher than reported by BES (2011), but integrate over 1.5-m instead of 1-m depth. Soil nitrogen is affected by fertilization practices, and lawn areas in the model have a simulated nitrogen application rate of 50 kgN ha$^{-1}$. It may be that typical nitrogen fertilization practices in the BES are lower than those assumed in the RHESSys modeling.

Fluxes of nitrogen and carbon from urban watersheds have been reported by several recent studies. Smith and Kaushal (2015) report dissolved organic carbon (DOC) export rates of 8 to 40 kgC ha$^{-1}$ yr$^{-1}$ for the Baltimore–Washington D.C. area. The range reported for total dissolved nitrogen (TDN) was 2.8 to 9.0 kgN ha$^{-1}$ yr$^{-1}$. Sickman et al. (2007) attribute 10.5 kgC ha$^{-1}$ yr$^{-1}$ to nonpoint urban sources in the Sacramento River. Groffman et al. (2004) report nitrogen yields ranging from 2.9 to 7.9 kgN ha$^{-1}$ yr$^{-1}$ for six urban/suburban watersheds in the Baltimore metropolitan area. Figure 7 shows average annual DOC and total nitrogen (TN) export rates simulated by RHESSys. The simulated DOC outflow varies between 0.8 and 20.1 kg ha$^{-1}$ yr$^{-1}$. TN yield varies between 1.5 and 12.3 kg ha$^{-1}$ yr$^{-1}$. For a given location, DOC yield is generally highest from the single-family design and lowest from the commercial design. A similar trend is observed with TN yield. The comparison suggests RHESSys simulations for C and N in this study are reasonable.

Yang (2013) notes that stream-dissolved organic carbon export in RHESSys is influenced by three key soil parameters: the rate at which concentration of dissolved organic matter (DOM) decays with depth, the DOM production rate, and the DOC absorption rate. The second and third of these parameters were left at default values, while the first was raised to 1.0 kg m$^{-1}$ in this study to approximate the reported rate of DOC export in urban streams.
Although the study design lacks a formal calibration and validation exercise, the comparisons of the model predictions to literature suggest the RHESSys simulations provide a reasonable basis for evaluating climate sensitivity.

4.2. GI performance under current climate

4.2.1. Hydrology

Simulation results confirm that implementation of GI reduces direct surface runoff (Figure 8) and increases base flow (Figure 9) under historic climatic conditions relative to no GI. Total water yield decreases with the implementation of GI, while ET increases. Simulated runoff was most sensitive to impervious density and BMP type but exhibited little sensitivity to soil properties (see supplemental material). The reduction in median runoff with GI (relative to No-GI) varies between 18% and 29% as impervious coverage is increased from 24% (single family) to 80% (commercial and retail). The reductions by BMP type were 12%, 23%, and 33% for swales/infiltivation, bioretention, and green roof, respectively.

Median baseflow increase for GI varied between 5% and 37% as impervious density changed from 24% (single family) to 80% (commercial and retail). Sensitivity to soil infiltration and depth was low, with an average increase in median base flow of approximately 16% (range of 15.7% to 17.3%). The increase in median GI base flow relative to No-GI was lowest for green roof (10%) and highest for bioretention (24.4%). Increase for swales and infiltivation was 13% relative to No-GI.

The climate regime has the potential to impact GI performance, so we further analyze GI behavior across 11 locations representative of different climates. We report the results as percent change under GI calculated relative to No-GI for the same location/impervious density/soil combination. The simulated range of change in runoff and base flow is shown in Figures 10 and 11. Runoff generally decreases, while base flow increases with GI. A reduction in total flow volume occurs due to an increase in ET for the arid locations (Boulder, Los Angeles, and Albuquerque). The higher impervious density designs generally exhibit large relative changes, as higher imperviousness generates more runoff volumes; therefore, a larger magnitude of runoff is treated by GI for higher impervious density AUSs. The changes in volumes generally show little variation among the different locations, although small differences are expected on account of different climates.

Decreases in total flow volume relative to No-GI are simulated at all locations for bioretention. The reduction in total flow is generally on account of an increase in ET. Since bioretention is designed to store water, a significant proportion of the runoff entering bioretention leaves the system as ET. Runoff volumes decrease, while base flow increases. ET generally increases, with the exception of the arid locations, where a decrease is simulated (like swales and infiltivation). Like swales and infiltivation, larger changes are simulated for urban layouts with higher impervious density. The relative changes in volumes vary across the selected locations due to differences in climate and biogeochemical processes that influence GI behavior.

The reductions in surface runoff reported here are smaller than those shown in the Driscoll et al. (2015) summary of GI BMP performance. Based on the average of storm events at individual sites, they reported mean volume reductions in storm
flow of 26%, 65%, and 52% for swales, bioretention, and green roofs, respectively. However, the results of Driscoll et al. (2015) are for the BMP inflow and outflow alone, not for a whole AUS, and thus are expected to be larger.

4.2.2. Nitrogen

Compared to No-GI, use of GI causes median TN yield to decrease (Figure 12). Decreases relative to No-GI were not very sensitive to impervious density or soil infiltration and depth. TN yield was, however, somewhat sensitive to BMP type.

Figure 8. Simulated runoff under historic climate summarized by (a) land use and impervious density and (b) BMP type. In these figures, the box represents the IQR, while the whiskers represent the range Q1–1.5 IQR and Q3 + 1.5 IQR, where Q1 and Q3 are the first and third quartiles, respectively. In (a), the box plots show variation in annual average AUS runoff response across 11 climate regions and three land-use and impervious density conditions. In (b), the box plots show variation in annual average AUS runoff response across 11 climate regions, three soil infiltration and depth conditions, and three land-use and impervious density conditions by GI type. The + signs in some plots show outliers or points that fall outside the range represented by the whiskers.
Modest decreases of 3% and 9% in TN yield relative to No-GI were simulated for swales and infiltration and bioretention, respectively. A slight increase in TN yield was simulated for green roof.

We further analyze TN yield under GI relative to No-GI across impervious density and GI combinations for the locations selected for this study (Figure 13). Swales and infiltration and bioretention generally show a decrease in TN yield relative to No-GI. The reduction is greatest for the commercial and retail design and least for the single-family design. The variation in yield decreases across the selected are generally minor and are likely explained by the differences in climate. Annual reductions at the block scale tend to be less than those reported by Driscoll et al. (2015) at the storm event and BMP scale (average 4% and 57%, respectively, for swales and bioretention).

The results for green roof are less consistent. While some location and impervious density combinations show a net decrease, others simulate a net increase relative to No-GI. Green roofs in the model are fertilized at a rate of 2.7 kg ha\(^{-1}\) to sustain plant growth. The increases are likely explained by a combination of fertilization and a net import of nitrogen to the system (associated with green roof.

Figure 9. As in Figure 8, but for simulated base flow under historic climate summarized by (a) land use and impervious density, and (b) BMP type.
We also simulated green roofs with no fertilization of media, but the model still simulated a net increase in TN yield due to the creation of additional rooftop pervious area with imported media and plants. Relative increases are greatest for the drier climates (Los Angeles and Albuquerque) because of a large increase in simulated net nitrification (nitrification – denitrification). Decrease in net nitrification under certain climates explains the decreases in TN yield simulated for some location and impervious density combinations.

4.2.3. Carbon

Compared to No-GI, median DOC yield generally increases (Figure 14). Increases relative to No-GI were sensitive to impervious density, soil infiltration and depth, and BMP type. The largest increase in DOC yield by BMP type was
simulated for green roof relative to No-GI, while a net decrease (although small) was simulated for bioretention.

We further analyze DOC yield under GI relative to No-GI across impervious density and GI combinations for the locations selected for this study (Figure 15). The results are less conclusive for swales and infiltration and bioretention, with some location/impervious density combinations showing a net increase and others showing a net decrease relative to No-GI. The simulated variations are due to differences in biogeochemical processes in different climates. DOC yields are predicted to increase for green roof for all location/impervious density combinations relative to No-GI due to the substitution of imported media and plants for inert roof areas. On average, the total system carbon (soil + plant + litter carbon) increases 59% across the selected locations for green roof, relative to No-GI for the commercial and retail design, with a range of 36%–88%. The increase in total system carbon is lower for the multifamily and single-family designs because these designs have smaller roof area than the commercial and retail design.
4.3. GI performance with climate change

Sensitivity of flow, TN, and DOC for GI (and No-GI) scenarios under future climate are first evaluated against impervious density, soil infiltration and depth, and BMP type (Figures 16–19). The trends suggest that GI behavior relative to No-GI remains relatively similar under future climate, compared to historic climate. GI total flow and runoff decreases relative to No-GI under future climate, while base flow and ET increase. Changes in GI flows relative to No-GI are most sensitive to impervious density and BMP type. Sensitivity to soil infiltration and depth is generally low. GI TN and DOC behavior under future climate is similar to that reported under historic climate.

In the subsequent sections, we present the results of 30-yr RHESSys simulations assessing future changes in stormwater hydrology, nitrogen, carbon, and energy outputs. We summarize GI (and No-GI) behavior under future climate as change relative to the No-GI scenario under historic climate, first by location and then by impervious density. For example, in Figure 20 (top), the data points used to
construct the box and whiskers for GI (and No-GI) at a given location consisted of determining the change in GI runoff volume at that location under future climate relative to No-GI runoff volume at the same location for all impervious density/soil combinations. Similarly, for Figure 20 (bottom), for a given impervious density, the change in runoff volume for a GI under historic climate is relative to No-GI under historic climate for every location/soil combination. Expressing results as relative changes is more robust than absolute values due to selective cancelling of consistent bias and error.

4.3.1. No-GI

AUS simulations driven by future climate change scenarios without BMPs show changes in runoff from $-30\%$ to $+30\%$, depending on the climate scenario and location (Figure 20). This suggests a potential risk of inadequate sizing of gray infrastructure, but does not show a consistent direction of change among scenarios. Runoff differences among climate change scenarios are largely due to differences in projected future precipitation among the climate change scenarios evaluated (see Table 4).
4.3.2. GI performance

Figures 20 and 21 show simulated relative changes in runoff and base flow, respectively, by geographic location and impervious density for all GI BMPs under future climate relative to No-GI under historic climate. We use box-and-whisker plots, in which the box represents the IQR. The whiskers extend to the most extreme data points that are within $\pm 1.5$ times the IQR from the box, while individual outliers beyond this range are plotted. The figures show trends in GI BMP performance under altered climate conditions that are similar to those observed under historic climate. The No-GI scenario shows an increase in runoff for several climate scenarios. All GI scenarios under future climate show a net reduction in runoff relative to No-GI under historic conditions; however, in scenarios where total flow increases (e.g., HRM3_hadgem3 at Los Angeles), future runoff with GI may be substantially elevated relative to performance under historic climate. This suggests a potential need under certain conditions to reevaluate sizing criteria associated with achieving specific treatment goals. Nonetheless, in most cases, GI
appears to be capable of offsetting the probable increase in runoff in these urban areas due to climate change through the middle of the twenty-first century. The largest reductions are observed for bioretention and green roof, and the relative change is largest for the commercial AUS because it has the greatest impervious fraction. Simulated decreases in return flow are typically accompanied by an increase in base flow, ET, or both.

Under most scenarios, GI is predicted to cause a net decrease in TN yield under future climate relative to No-GI under historic climate, with notable exceptions primarily associated with the Albuquerque site and for fertilized green roofs at the Los Angeles site (Figure 22).

Simulated changes in DOC yield are more variable than changes for nitrogen. Bioretention generally shows a decrease, but swales show a decrease at some locations and an increase at others (Figure 23). DOC export increases for green roofs due to net import of soil and plant biomass into the system. Note that we are simulating green roofs without other GI components; in most real designs, flow from the roof would be routed to bioretention or other GI that would help mitigate the load increases.
Green roofs show the highest change in soil carbon primarily because of a net import of soil and plant biomass to the system. Soil carbon content generally decreases under future climate as soil temperatures rise, leading to higher decay rates. Swales and bioretention also show a small net increase in system soil carbon under historic climate, indicating the carbon sequestration potential of the practices. Under future climate, however, swales and bioretention show a net increase in soil carbon for some scenarios and a net decrease for others, depending on the soil moisture balance. Figure 24 summarizes changes in total flow, return flow, base flow, ET, DOC, and TN for GI under historic climate relative to No-GI under historic climate.

4.4. Co-benefits of urban green infrastructure

GI is implemented primarily to control urban runoff and associated pollutant loads; however, the plant and soil-based systems used in GI also affect a variety of biogeochemical processes of interest, including carbon storage, greenhouse gas emissions, and the local energy balance. These aspects of GI performance may also
be sensitive to climate change. Here, we briefly summarize RHESSys predictions relative to these topics.

### 4.4.1. Carbon storage and greenhouse gas emissions

RHESSys provides a useful framework for assessing potential impacts on urban GHG balances due to its finescale representation of soils, soil moisture, and hydrology, which are controlling factors in hot spots and hot moments of GHG emissions (Groffman et al. 2009). RHESSys simulates carbon input to the system via photosynthesis and flux to the atmosphere as soil and plant respiration. The model does not directly simulate the production and net balance of GHGs such as CO$_2$, CH$_4$, and N$_2$O; however, important precursor reactions are represented. For N$_2$O production, RHESSys simulations suggest that denitrification rates (average 1.92 gN m$^{-2}$ yr$^{-1}$ under historic climate without GI BMPs) will increase, on average, about 17% under future climate scenarios, due primarily to increased soil temperature. The swales and bioretention GI components are predicted to reduce
denitrification under historic climate and help mitigate increases under future climate (see Table S2 for details).

For carbon, the majority of respiration output will be as CO$_2$ with CH$_4$ emissions from saturated anoxic soils. These will mostly be emitted to the atmosphere, with a minor component of dissolved inorganic carbon export. While RHESSys does not distinguish CO$_2$ and CH$_4$ as state variables, the sum of photosynthetic uptake of atmospheric carbon less gross respiration from all pools and net storage of C is a useful index of the interaction of BMPs, climate change, and carbonaceous GHG balance. The RHESSys simulations for No-GI under historic conditions indicate a net export of C derived from soils and grass, largely as gas, and an average decline in the above-defined index under all six future climate scenarios. This suggests decreased carbon sequestration and greater GHG emissions in the future. The GI scenarios for swales and bioretention show greater net storage and lower emissions of C, with net C sequestration under historic climate, but the swales and bioretention scenarios mitigate only about half of the climate-related changes. Green roofs are net sources of C, with increasing losses under future climate (see Figure 25). Tabular

---

**Figure 18.** As in Figure 16, but for simulated TN load.
summarizes of the projected changes in denitrification and C balance are provided in the supplemental material.

Future enhancements to RHESSys to incorporate estimates of specific GHGs—as have, for instance, been done in recent versions of the biogeochemical cycling models DAYCENT (e.g., Del Grosso et al. 2005, 2009) and DNDC (Li et al. 2000)—could provide a promising tool for quantitative evaluation of the interaction of urban GI and GHG net emissions.

4.4.2. Energy balance and cooling

Based on simulations using RHESSys, 4% to 8% of incoming radiation is converted to latent heat at the AUS or city block scale, resulting in local evaporative cooling. Swales and bioretention provide only small net gains in latent heat conversion over the whole AUS because their footprint is small; in contrast, green roofs can increase the fraction converted to ET at most sites (Figure 26), providing some mitigation for local atmospheric warming. At the driest sites (Boulder, Los Angeles, and Albuquerque), the model predicts that swales and bioretention result
Figure 20. Simulated change in runoff volumes under future climate relative to historic climate for each GI type, separated by (top) location and (bottom) impervious density. The box represents the IQR, while the whiskers represent the range Q1–1.5 IQR and Q3 + 1.5 IQR, where Q1 and Q3 are the first and third quartiles, respectively. (top) The range of change in annual average GI runoff volume under future climate relative to No-GI under historic climate at each location for all impervious density/soil combinations. (bottom) The range of change in annual average GI runoff volume under future climate relative to No-GI under historic climate for each impervious density layout for all location/soil combinations. The plus signs (in some plots) show outliers or points that fall outside the range represented by the whiskers.
in a small net loss in conversion to latent heat, as precipitation that would normally evaporate instead percolates to groundwater. These results are consistent with the study of Georgescu et al. (2014) who suggest that cool roofs and green roofs in urban adaptation strategies have the potential to help mitigate the impacts of global warming on urban heat islands.

Figure 21. As in Figure 20, but for simulated change in baseflow volumes.
5. Conclusions

Managing the risk of climate change impacts on stormwater requires an improved understanding of the effectiveness of different management responses for reducing impacts under a range of potential future climatic conditions. GI appears
to provide advantages relative to engineered “hard” structures for managing stormwater due to greater flexibility and shorter design horizon, which could help facilitate adaptation to future climate as it occurs. GI can also provide co-benefits, such as mitigation of the urban heat island effect, which may be of particular value under a warming climate.
This study uses the RHESSys model, with simple enhancements to the code, to examine the potential effects of climate change on the performance of stormwater management using urban GI (bioretention, swales, and green roofs) in different archetypal urban blocks (based on density and pattern). Comparison of simulations in this study to the scientific literature suggests that RHESSys is a reasonable tool for evaluating GI effects on runoff, DOC and N storages, and fluxes for urban sites.

Future climate change is expected to vary regionally within the United States. There is also variability in projected changes among climate models, particularly for local-scale precipitation, which is the key driver of stormwater runoff. Simulation results in this study suggest that GI can reduce surface runoff and increase ET. In cases where scenarios suggest increased precipitation and runoff, results suggest GI provides substantial mitigation of these increases. However, performance under future climate is at risk of not achieving current levels of protection.

GI can also help mitigate potential increases in N loads, though not under all situations. Green roof designs in particular are likely to increase N loads if fertilized; however, green roofs also provide the greatest potential mitigation of urban heat island effects. RHESSys does not simulate erosion, sediment transport, or phosphorus export (which depends in large part on sediment transport), so the model is not applicable to these water quality concerns. Erosion in urban settings is largely driven by site disturbances and the effect of increased impervious cover and
hydromodification on channel stability. Those processes are better addressed through detailed hydraulic channel routing models.

In sum, GI can be a useful component of a stormwater management portfolio that is resilient to climate change. Results of the analyses presented here show GI has benefits in a range of urban settings and climatic conditions, both for controlling pollutant loads as well as providing carbon storage and helping to mitigate local atmospheric warming. However, practitioners need to recognize that changes in climate may reduce the performance of some GI components.

In some locations, sizing criteria for urban BMPs, including GI, may need to change to address future climate. To respond to climate change, infrastructure design should emphasize greater flexibility and robustness to a range of plausible but uncertain future conditions. Most GI components require frequent maintenance, which would provide the opportunity for adaptive changes in design over time in response to observed climate trends—but only if site plans allow sufficient space for any needed expansions.
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Appendix: Model Abbreviations

CGCM3
Third Generation Coupled Global Climate Model
http://www.ec.gc.ca/ccmac-cccma/default.asp?lang=En&n=4A642EDE-1

HadCM3
Hadley Centre Coupled Model, version 3
http://www-pcmdi.llnl.gov/ipcc/model_documentation/HadCM3.htm

GFDL
Geophysical Fluid Dynamics Laboratory GCM
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