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Abstract

In this paper, we study the connection between the companies in the Swedish capital market. We consider 28 companies included in the determination of the market index OMX30. The network structure of the market is constructed using different methods to determine the distance between the companies. We use hierarchical clustering methods to find the relation among the companies in each window. Next, we obtain one-dimensional time series of the distances between the clustering trees that reflect the changes in the relationship between the companies in the market over time. The method from statistical process control, namely the Shewhart control chart, is applied to those time series to detect abnormal changes in the financial market.

Keywords: dynamic network, hierarchical clustering tree, stock returns, tree distance, Swedish capital market
1 Introduction

Financial market is often considered as a network where the nodes are companies and the links among nodes represent the connectedness [14]. The connectedness of financial assets plays an important role for policy makers and forecasters, especially during recessions and crises, see [20], [7], among others. However, there is a controversy on how to define and measure the connectedness as well as how to keep track of the changes in it. [30], [24], [5] and [10] use the Pearson correlation of financial returns as a measure of connectedness in the network. This measure is symmetric and may be subject to the choice of the sample size. Recently, [13] introduce an asymmetric measure of connectedness based on the effects of a shock from one node to other nodes.

In this study, we take into account the two common measures of the connectedness in the networks, namely the Pearson Correlation Coefficient Dissimilarity (PCCD) and the Generalized Variance Decomposition Dissimilarity (GVDD). First, we contribute to the literature by comparing the center of the network determined by these measures. Second, we use a hierarchical clustering method to divide the dense networks into sparse trees. Using the tree representation of the network, it is easier to analyse which companies are more related to each others. Third, we monitor the real time changes in the tree distance as a signal of changes in the financial network. Lastly, we analyze 28 biggest companies listed in Sweden stock exchange to illustrate the pros and cons of the considered connectedness measures.

The center of the network is one of the major interests as it is a node or group of nodes that makes most influential to other nodes in the network. [13] analyzes the volatility connectedness and define the centrality in term of the net transmitter of shock. On the other hand, we model the financial returns as a network graph where the distance in the graph is based on the connectedness/dissimilarity measures. Hence, the center of the network can be considered as the node with a shortest distance to the furthest node. We also analyze how the center changes and evolves over time.

Another interesting feature of the financial network is to identify which neighbours or group of companies that are most related to each other. Similar to [18] we use a hierarchical clustering method to convert the networks of companies to rooted trees. The hierarchical clustering algorithm takes advantage of the distance in the network to merge the most similarity nodes into a cluster. The tree structure also highlights the main difference of the implied network based on the two connectedness measures.

In [13], the changes in the network are monitored by using a total sum of connectedness. But that measure ignores the entity of the total changes and somehow misinterprets the real changes in the network structure. To get over this shortcoming, we use a tree distance method [27] based on the generalized Robinson-Foulds distance [22]. The generalized Robinson-Foulds compares two trees and pairing splits in one tree with similar splits in the other. Hence, we obtain a daily series of distance due to the changes in the tree structures. We spot out several abnormal jumps of changes and recommend it as a warning signal.

Using the returns on stocks traded on the Swedish capital market, we analyze the network of the financial returns during the last five years from 2017 to 2022. We consider a rolling windows of three months to calculate the daily measures of connectedness. It appear that
Investor, a Swedish investment company, is the center of the network in most of time for both considered connectedness measures. However, there is a quite difference of hierarchical clustering trees between two measures. In general, the companies in the same sector are closer together, but the links between sectors diverse between these two methods. We also observe that the tree distance computed using [13] are in a higher magnitude and more volatile than the one by Pearson correlation. However, the tree distance are correlated and inline with the high volatility period of stock returns.

The rest of the paper is organized as follows. Section 2 describes the two common measures of connectedness or dissimilarity. Section 3 introduces the network construction of financial returns by applying the considered measures. Here, we outline the notations of a center in a network as well as describe how to form a hierarchical clustering tree and to compute tree distance. An empirical illustration is presented in Section 4 and conclusions are reached in Section 5.

2 Dissimilarity measure of stock returns

In this section, we present two common connectedness measures of financial returns based on the Pearson correlation and variance decomposition.

Let $p_{i,t}$ be the closing price of stock $i$ at day $t$ and let denote $r_{i,t} = \log(p_{i,t}) - \log(p_{i,t-1})$ denote the log-return on stock $i$ on day $t$. The Pearson correlation coefficients (PCC) between asset returns $i$ and $j$ at time $t$ is defined using data over $M$ periods from $t_0 = t - M + 1$ as

$$
\rho_{i,j}^t = \frac{\sum_{s=t_0}^{t} (r_{i,s} - \bar{r}_i)(r_{j,s} - \bar{r}_j)}{\sqrt{\sum_{s=t_0}^{t} (r_{i,s} - \bar{r}_i)^2 \sum_{s=t_0}^{t} (r_{j,s} - \bar{r}_j)^2}},
$$

where $\bar{r}_i = \frac{1}{M} \sum_{s=t_0}^{t} r_{i,s}$ and $\bar{r}_j = \frac{1}{M} \sum_{s=t_0}^{t} r_{j,s}$ are the sample means of the returns on the $i$ and $j$ stocks, respectively, computed over the last $M$ periods. The correlation coefficient receives a value in the range $[-1, 1]$ and it represents the linear dependence between two financial returns. Then, the dissimilarity $h_{ij}^{t,PCCD}$ between two stock returns $i$ and $j$ at time $t$ can be written as

$$
h_{ij}^{t,PCCD} = \sqrt{2(1 - \rho_{i,j}^t)}.
$$

This definition of the dissimilarity satisfies the three axioms that define a metric $H^{t,PCCD} = [h_{ij}^{t,PCCD}]$ (see, [18]) where $0 \leq h_{ij}^{t,PCCD} \leq 2$. The dissimilarity expresses the level at which the stocks are correlated (e.g., [23]).

The Pearson Correlation Coefficient Dissimilarity (PCCD) in (2) measures a relationship among variables and has been employed in many studies, for example [30], [24], [5], [10], among others. The PCCD only considers the pairwise linear correlation but ignores other
nonlinearities created by the time-varying correlations. It is also a nondirectional measure that makes it difficult to distinguish the asymmetric effect of one firm to another. \[13\] propose a measure of the similarity based on the variance decomposition associated with a VAR model which helps to overcome the limitation of the PCCD. The similarity matrix is created based on the shares of forecast error of the returns which allows to measure how many percentages of the forecast error of one variable caused by another variable.

Following \[13\], a VAR model of order \( p \) is used to model the dynamic behaviour of asset returns expressed as

\[
r_t = B_1 r_{t-1} + \ldots + B_p r_{t-p} + \Sigma^{1/2} \epsilon_t, \tag{3}
\]

where \( r_t \) is a \( n \)-dimensional vector of demean asset returns; \( B_j \) is a \( n \times n \) variate matrix of regression coefficients with \( j = 1, \ldots, p \); \( \Sigma \) is a \( n \times n \) covariance matrix that describes the interaction between the components of the error process; \( \epsilon_t \) is a \( n \)-dimensional vector of error terms that follows a white noise process with zero mean vector and identity covariance matrix.

We rewrite the VAR model (3) in the moving average (MA) representation as

\[
r_t = \Theta(L) \Sigma^{1/2} \epsilon_t, \tag{4}
\]

where \( L \) is the lag operator that is \( Lr_t = r_{t-1} \). To compute the MA representation, the Cholesky factor of the covariance matrix \( \Sigma \) is commonly used together with the generalized variance decomposition (GVD) framework of \[17\] and \[25\]. Note that the GVD helps to produce variance decompositions that is invariant to the order of the variables. \[13\] consider the standardized variance decomposition matrix \( \hat{H}_{t} = [\hat{h}_{t}^{ij}] \) as the shares of the \( K \)-step-ahead error variances in forecasting \( r_i \) due to the shocks to \( r_j \),

\[
\hat{h}_{t}^{ij} = \frac{\nu_{ij}^t}{\sum_{j=1}^{n} \nu_{ij}^t}, \quad \nu_{ij}^t = \frac{\sigma_{jj}^{-1} \sum_{k=0}^{K-1} (e_i' \Theta_k \Sigma e_j)^2}{\sum_{k=0}^{K-1} (e_i' \Theta_k \Sigma \Theta_k' e_i)}, \tag{5}
\]

where \( e_j \) is a \( n \)-dimensional vector with the \( j \)th element unity and zeros elsewhere and \( \sigma_{jj} \) is the \( j \)-th diagonal element of \( \Sigma \).

To convert this variance decomposition matrix or the similarity matrix to a dissimilarity matrix \( \hat{H}_{t}^{GVDD} = [\hat{h}_{t}^{ij}] \) we use the following formula:

\[
\hat{h}_{t}^{ij, GVDD} = \sqrt{2(1 - \hat{h}_{t}^{ij})}.
\]

In this case if two companies are more related to each other, then \( \hat{h}_{t}^{ij, GVDD} \) is smaller.

### 3 Graphs

In this section, we consider the network of financial returns using the graph theory \[6\]. A graph or a network \( G(V, E) \) contains a set of vertices \( V \) and the relation between the nodes
which is indicated by $E$ (see, e.g., [11, 6]). In graphs sometimes there are more than one edge between some nodes, and also there maybe a loop, i.e., an edge from a node to itself. If there is no loop nor multiple edges in the graph we have a simple graph. If the relation is symmetric we have an undirected graph, otherwise we have a directed graph. If the edges have some numeric values (or weights) we have a weighted graph. Based on the measures proposed in Section 2, the smaller weights (or lengths) of the edges means that they are more similar. For each graph we have some subgraphs as well. A sub-graph of a graph $G(V, E)$ is a graph $G' = (V', E')$ such that $V' \subset V$ and $E' \subset E$. Another characteristic of a graph is the connectedness. We say that an undirected graph $G$ is connected, if and only if there is a path between all the nodes in the graph. A similar definition is also presented for a directed graph which is called strongly connected graph. For further definitions and properties from graph theory we refer to [11].

### 3.1 Adjacency Matrix

One way to describe a graph is by an adjacency matrix. For a given graph with $n$ vertices $V_1, V_2, ..., V_n$, the adjacency matrix $A$ is an $n \times n$ matrix such that the numbers of row and columns is equal to the number of vertices $V$. Then, the element $(i, j)$ in the adjacency matrix is $w_{ij}$ (or 0) if there is (or is not) an edge between vertices $V_i$ and $V_j$ with the weight of $w_{ij}$. The adjacency matrix is symmetric if the graph is undirected which means that $A_{ij} = A_{ji}$. In Figure 1 an illustration of a graph is presented, which is constructed by using the artificial returns on five stocks traded on the Swedish capital market.

![Graph Illustration](image)

|      | T   | H   | E   | I   | S   |
|------|-----|-----|-----|-----|-----|
| T    | 0   | 0.3 | 0   | 0   | 0   |
| H    | 0.3 | 0   | 0.8 | 0   | 0   |
| E    | 0   | 0.8 | 0   | 0.5 | 1.3 |
| I    | 0   | 0   | 0.5 | 0   | 0   |
| S    | 0   | 0   | 1.3 | 0   | 0   |

Figure 1: Undirected graph consisting of five vertices together with the adjacency matrix $A$. In the case of the PCCD, the elements $A_{ij}$ of the adjacency matrix $A$ correspond to the artificial elements of $H^{t,PCCD}$ for some $t$ which are random numbers between 0 and 2.

Contrariwise, for any squared matrix $A$ we can construct a graph that the number of vertices of the graph is equal to the number of columns of the matrix and between any two vertices $V_i$ and $V_j$ we add an edge with the weight of $A_{ij}$. This matrix $A$ is the adjacency matrix of the graph. In the following, we consider two measures to find the relationship between companies: PCCD and GVDD. The adjacency matrix that we obtain from the PCCD is a symmetric matrix and we construct an undirected graph. Similarly, we construct an asymmetric adjacency matrix and a directed graph by using the GVDD measure.
3.2 Distance Matrix

For a graph we can construct the distance matrix by using adjacency matrix. The distance between two vertices $V_i$ and $V_j$ is the summation of weights of all the edges in the shortest path from $V_i$ to $V_j$. The distance matrix $D$ for a graph $G$ is a squared matrix such that the number of columns is the number of vertices of the graph and each element $D_{i,j}$ indicates the distance from vertex $V_i$ to $V_j$. If the graph is undirected, the distance matrix is a symmetric matrix, otherwise the matrix is asymmetric. Figure 2 depicts the undirected graph and the distance matrix obtained by using the results presented in Figure 1.

In this section, we are interested in graphs and the clustering of the networks that we make by using the variance decomposition matrix. Networks and graphs are two important topics in the field of statistics and finance and have attracted lots of attentions (see, [18, 13, 9, 28]).

3.3 Center of a Graph

There are some characteristics of graphs that we use in this paper. One of the important property of the graph is the center of the graph which we define below (see also [33] for more information and definition related to the center of the graph).

In a network of companies, we consider that the center of the network is a vertex (or a set of vertices) in the graph that has a minimum value of the maximum distances from it (them) to other vertices. For finding the center of a graph, we add a column (or a row) to the distance matrix of the graph, called $max$, whose elements $\max_i$ indicate the maximum distance from the $i$-th vertex to other vertices. The center of the graph is then the vertex (a set of vertices) that has the minimum value at the $max$ column.

Figure 3 illustrates the computation of the center of the undirected graph of Figure 2, which appears to be Hegzagon.

Based on the results discussed in the previous section, it can be proven that the PCCD is a distance. Therefore, at each window $t$ and for any pair of $i$ and $j$, $h_{i,j}^{PCCD}$ is the shortest
Figure 3: Determination the center of the graph in Figure 2. The added column to the distance matrix \( D \) is max. The minimum value of this column, depicted red, specifies Hegzagon as the center of the graph.

distance between two vertices \( V_i \) and \( V_j \). Therefore, for the PCCD method, the distance matrix is equal to the adjacency matrix.

### 3.4 Hierarchical Clustering of a Data

As the graph of the financial assets is a presentation of dense network structure, analysing and reporting their properties based on different connectedness measures can be very difficult. Instead, we work with a tree clustering that indicates the relation between companies. There are many methods to cluster the data, for example, flat clustering and hierarchical clustering (see, \[12, 32\]). We focus on a hierarchical clustering in this paper because of some advantages of the method. The first advantage of using hierarchical clustering is that we do not need to indicate the numbers of clusters before starting the clustering. Another advantage is that the structure of the cluster is a tree and therefore we can use some properties of trees, such as distance between trees. In the hierarchical clustering tree, the leaves correspond to the firms and each internal node corresponds to a cluster such that all the data in one cluster are indicated by the leaves of the subtree rooted at the internal node.

There are two methods for hierarchical clustering: agglomerative and divisive \[12, 32\]. The algorithm for the divisive method is more complicated than the one for the agglomerative method. Moreover, most of them are NP-hard to compute which means that there is no known polynomial time algorithm for implementing them. As such, we make use of agglomerative methods. We first start by vertices that are more similar to each other and then merge them until we reach to the groups that are less similar to each other. At last, we merge even those groups that are completely different from each other. In all kinds of hierarchical clustering all the groups are merged eventually.

In this paper choose to work with single linkage clustering algorithm which is efficient and suitable for symmetric distance. When the matrix is asymmetric, then we consider the max between the element \( uv \) and \( vu \) in the asymmetric matrix and we convert it to a symmetric matrix. Then, the methods that exist for symmetric matrices, are employed (see, \[8\] for
3.5 Distance between Trees

In the previous section, different types of clustering methods were introduced for the stock returns. As in each period, a hierarchical clustering tree is obtained and the changes in the hierarchical clustering tree can be summarized by using the distances between the trees. We start this section by introducing some methods for calculating the distance between trees.

The tree edit distance and the tree alignment distance are two distances that are primarily defined between trees (see, [1]). Furthermore, the interleaving distance and the Frechet-like distance are defined between merge trees\(^1\) (see, e.g., [21, 15]). Recently, the interleaving distance were generalized in [29] who proposed a fixed parameter tractable algorithm for finding the interleaving distance between two merge trees. The generalized Robinson-Foulds metrics for comparing and finding the similarity between phylogenetic trees\(^2\) has been worked by M.R. Smith. The practical computation of the distance between trees can be performed by using the R package TreeDist (see, [27]).

3.5.1 Robinson-Foulds Distance

Robinson-Foulds distance is a distance which is defined on unrooted labeled trees. Each edge in a tree is a bridge\(^3\) that divides the leaves of a labeled tree into two groups such that there is no overlapping between them. The Robinson-Foulds algorithm counts the number of splits in one tree that does not exist in another one (see, [4, 27]). Or in another word, it is defined by

\[
d_{RF}(T_1, T_2) = \frac{1}{2} |\psi(T_1) \ominus \psi(T_2)|
\]

such that \(\psi(T_1)\) is the set of all splits related to edges of \(T_1\), similar for \(\psi(T_2)\). Also, for two sets \(A\) and \(B\), \(A \ominus B = (A \setminus B) \cup (B \setminus A)\).

Since the set of rooted trees is a subset of trees, we can also use the above definition for labeled rooted trees. Moreover, the hierarchical clustering trees are labeled rooted trees. As such, we can find the dissimilarity between them or in another word the distance between them by using the Robinson-Foulds distance.

As the Robinson-Foulds method does not provide an acceptable result when there is a small change in trees, for example, when the difference between the two trees \(T_1\) and \(T_2\) is that just one leaf in \(T_1\) moves in \(T_2\) like Figure 4. In this case the Robinson-Foulds distance returns a very large number that indicates that two trees are not similar. Therefore, the generalized Robinson-Foulds method was introduced in [27].

\(^1\)From [21] a merge tree is a rooted tree with a real valued function which is defined on the tree. The function is monotonically decreasing from the root the leaves.

\(^2\)A phylogenetic tree is a rooted labeled tree such that the tree indicates the evolutionary relation between different species.

\(^3\)In a graph a bridge is an edge that if we cut it, the graph is divided into two separate graphs.
In [27], M. R. Smith introduced three information based distances between the phylogenetic trees. As we are interested in the distance between the rooted trees that indicates the relationship between the clustered markets, the clustering information distance is the best suitable one that we can use here. The phylogenetic trees and the hierarchical trees are very similar in the structure. In both of them the leaves of the tree save the information about the data. In the phylogenetic trees we have the name of species, while the name of the companies are used in the hierarchical tree that we have constructed from the relationship between these companies. Also, in phylogenetic trees, the nearest common ancestor of similar species is closer to them rather than the different species. In the hierarchical clustering trees we have the similar situation as well. Namely, if two companies are more related, then they are merged faster than the ones that are more different. Therefore, in this work we use the distance which is defined on the phylogenetic trees for finding the distance between the hierarchical clustering.

3.5.2 Clustering Information Distance

The definition of the clustering information distance can be found in [27, 19, 31]. In a tree, each edge is a bridge and therefore for each edge $e_{i,j}$ in tree $T_1$ there is a cut, that is a partition of the leaves of $T_1$ into two partitions $A$ and $B$. We say that a cut is trivial if $|A|$ or $|B| < 2$ where $|A|$ indicates the number of leaves in the group $A$. A pair of $(C^1_{i,j}, C^2_{i',j'})$ is called a pairing if $C^1_{i,j}$ and $C^2_{i',j'}$ are nontrivial cuts from respectively $T_1$ and $T_2$. A matching $(M)$ is a set of pairing in which none of the cuts has been occurred more than once. The score of a matching $(M)$ is the summation of the score of pairing in $M$. An optimal matching is a matching that its score is the highest among all the possible matching between the trees.

Using the above definitions, the clustering information distance is defined as follows. Each edge partitions the leaves of a tree into two clusters $A$ and $B$. If $\pi_A = \frac{|A|}{n}$ (where $n$ is the number of leaves which in the tree) is the probability that a randomly chosen leaf belongs to the cluster $A$, then for a pair of cuts $C^1_{i,j}$ and $C^2_{i',j'}$ the mutual clustering information is defined as follows: $I_{CI}(C^1_{i,j}, C^2_{i',j'})$ is the probability that a vertex $u$ is in cluster $A'$ (or $B'$) from $C^2_{i',j'}$, by knowing that $u$ is in which cluster in $C^1_{i,j}$ and is earned by the following formula

$$I_{CI}(C^1_{i,j}, C^2_{i',j'}) = J(A, A') + J(A, B') + J(B, A') + J(B, B')$$

where $J(A, B) = \pi_{A \cap B} \times \log(\frac{\pi_{A \cap B}}{\pi_A \times \pi_B})$. By subtracting from a maximum value this measure of similarity is converted to a distance which is called clustering information distance.
4 Empirical illustration

In this section we consider 28 Swedish companies. We analyze the network structure of the asset returns through the PCCD method and the GVDD method. Then, we find the center of the networks. Also, by using the hierarchical clustering and the information distance between rooted trees, we investigate the changes of the hierarchical trees.

We first take the adjusted closing prices of 28 Swedish companies from Yahoo Finance for five years, from March 31st, 2017 to March 30th, 2022. In the analysis, a moving window of three months is employed. Commonly, three months have 63 open days and, therefore, we consider the first 63 days as the first window. Then we shift by one day and the second window starts from day two and ends at day 64, and so on. For each window we use two methods to find the adjacency matrices for these companies: (i) PCCD which constructs a symmetric matrix and therefore undirected graph, and (ii) GVDD which constructs an asymmetric matrix and a directed graph, respectively.

4.1 Networks of financial returns

Using the two proposed methods of determining the adjacency matrix, we find the center of the graphs at each window and compute the frequency of each company to be the center during the past five years. The results are depicted in Figure 5. By definition, the center of the graphs is a company that has most influence to stock returns of all the other companies in the shortest time.

![Frequency of Central Companies](image)

Figure 5: The frequency of the companies to be the center of the graphs using the PCCD method (blue) and the GVDD method (yellow).

In Figure 5 we can see that using both of the methods the highest frequency of the centers happens for the company which is called Investor. It means that during the past five years
Investor was in most of the time the center of the companies between the 28 companies that we chose. Therefore, as Investor is an investment company, the financial industry has the most influence on all the other companies in shortest time in Sweden. We also note that Sandvik AB appears to be the company with the second highest frequency by using both the methods.

If we consider the data from 31 of January 2020 to 31 of July 2020, which is the time that COVID-19 was started, Svenska Cellulosa Aktiebolaget (SCA) was the most popular center by using the PCCD method and Investor was the most popular center by the GVDD method. Also, from 1 October 2020 to 10 of May 2021, which corresponds to the time when the Coronavirus Delta variant was dominant, Investor was indicated to be the most popular center by both the methods. Finally, from 1 December 2021 until the last day in the data ASSA ABLOY AB was the most popular center by using both the methods.

4.2 Hierarchical clustering tree

Figure 6: (a) The hierarchical clustering tree for window number 900 which is November 8th, 2020 when the PCCD method is used. (b) The hierarchical clustering tree for the window number 901 by using the PCCD method. During the last five years, these days had the most different hierarchical trees by using the PCCD method.

Figures [a] and [b] depict the hierarchical clustering trees computed for subsequent days by the PCCD method and the GVDD method. We choose the date that observed the largest changes in the information distance between two hierarchical trees. It took place on 10/02/2021 in the case of the PCCD method, and on 11/03/2020 in the case of the GVDD method.

By looking at these figures we see that there is a big difference between these two methods and their maximum d. First, the height of the hierarchical distance happens in two different days. Also, we can see that in average the height of the hierarchical trees in the PCCD method is larger than the one in the GVDD method.
4.3 Distance between Hierarchical Clustering Trees

In the previous section, by using the single linkage hierarchical clustering for the PCCD method and for the GVDD method we construct the hierarchical clustering of the stock data at each window. Using the distance defined in Section 3.5, we compute the distance between the hierarchical trees in this section sequentially. The results are depicted in Figure 8.

The three lines in Figure 8 demonstrate the behaviour of an autoregressive process. To study this effect and also to investigate possible (lag) relationships between the three time series we fit a vector autoregressive model (VAR) to these series. First, the order of the autoregressive model is chosen by using the Hannan and Quinn model selection criteria (see, [16]), which results in two. Second, we fit a VAR(2) model to \(\{PCCD_t\}, \{GVDD_t\}, \{OMX_t\}\), which leads to the following multivariate model

\[
\begin{pmatrix}
PCCD_t \\ GVDD_t \\ OMX_t
\end{pmatrix}
= 
\begin{pmatrix}
1.72767^{***} & 0.20913^{***} & 0.22751^{***} \\
5.03862^{***} & 0.19580^{***} & 0.14021^{***} \\
0.00146 & 0.00009 & 0.00014
\end{pmatrix}
\begin{pmatrix}
PCCD_{t-1} \\ GVDD_{t-1} \\ OMX_{t-1}
\end{pmatrix}
+ 
\begin{pmatrix}
0.04571^{*} & -10.91973^{*} & 3.84118 \\
0.31478^{***} & -25.64787^{**} & 11.12222 \\
-0.00011 & -0.04697 & -0.00011
\end{pmatrix}
\begin{pmatrix}
PCCD_{t-2} \\ GVDD_{t-2} \\ OMX_{t-2}
\end{pmatrix}
+ \epsilon_t,
\]

where \(\{\epsilon_t\}\) is a white noise process with covariance matrix given by

\[
\Sigma = 
\begin{pmatrix}
4.26874 & 1.21287 & -0.00024 \\
1.21287 & 11.87265 & -0.00321 \\
-0.00024 & -0.00321 & 0.00014
\end{pmatrix}.
\]
Figure 8: Distances between the hierarchical clustering trees in the GVDD method are depicted blue (the upper one), while the yellow line (the middle one) corresponds to the distances between the hierarchical clustering trees when the PCCD method is used. The dark grey area indicates the time of the first COVID-19 wave.

In the model equation, the coefficients denoted with ‘***’ are statistically significant at 0.1%, ‘**’ at 1%, ‘*’ at 5%, and ‘.’ at 10%. We observe that the current values of tree distances constructed by using the PCCD and GVDD methods are positively correlated with their previous values. Moreover, the values obtained by using the PCCD method have also impact on future values obtained for both the PCCD method and the GVDD method at lag 2. While the previous distances are positively correlated with the future ones, the values of the Swedish capital market index, OMX, have negative significant impact at lag 1. To this end, we note the OMX index cannot be predicted by none of the distances considered in the study neither by the previous values of the index itself.

In Figure 8 we compare the methods PCCD and GVDD methods and we see that, in general, the application of the GVDD method leads to larger values of the distances between the trees over time, which means that in the GVDD methods the hierarchical clustering trees differ more than in the case when the hierarchical clustering trees are constructed by using the PCCD method. Also, the average value of the distances is larger when the GVDD method is used in comparison to the PCCD method. Both plots in Figure 9 depict the series with the distances together with the mean line and $5 \times$ standard deviation (SD) line. The comparison of the pattern of computed distances with $5 \times$SD corresponds to the application of the Shewhart control chart for detecting changes in statistical process control (see, e.g., [26, 3, 2]). We see that most of the times that the jumps of magnitude larger than $5 \times$SD happen after the beginning of the year 2020 in both plots. Also, the numbers of jumps that are higher than $5 \times$SD is larger when the GVDD method is used. Moreover, 7 out of 20 jumps that are above the green line happen in 2020 during the COVID-19 time.
Figure 9: (a) Distances between the hierarchical clustering trees computed by using PCCD method. The purple dashed line indicates $5 \times \text{SD}$ and the red dashed line is the mean line. (b) Distances between the hierarchical clustering trees obtained by using the GVDD method. The green dashed line indicates $5 \times \text{SD}$ and the blue dashed line is the mean line.

5 Conclusion

Specifying and monitoring the structure of financial market is an important research topic with direct applications to real-life problem. The knowledge about the center of the capital market is useful in the determination of its stability, while clustering the companies on the capital market provides us information about the connectedness of the companies traded on it. The above mentioned topics are treated in the literature by constructing a graph and determining its center as well as by finding the hierarchical clustering trees.

In the paper, two methods are compared for determining the network of companies traded on the Swedish capital market. While the first approach, the PCCD method, is based on a symmetric adjacency matrix, the second one, the GVDD method, employs an asymmetric adjacency matrix. Both methods indicate the company Investor as the center of the Swedish capital market in most of the considered cases. On the other side, the company Swedish Match shows the largest dissimilarity to the all other companies traded on the Swedish stock exchange. Finally, computing the distances between the hierarchical clustering trees we found the most of the changes in the structure of the Swedish capital market happen at the beginning of 2020, i.e., during the first COVID-19 wave.
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