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ABSTRACT

The magneto-rotational instability (MRI) is the most likely mechanism for transport of angular momentum and dissipation of energy within hot, ionized accretion discs. This instability is produced through the interactions of a differentially rotating plasma with an embedded magnetic field. Like all substances in nature, the plasma in an accretion disc has the potential to become magnetically polarized when it interacts with the magnetic field. In this paper we study the effect of this magnetic susceptibility, parameterized by $\chi_m$, on the MRI, specifically within the context of black hole accretion. We find from a linear analysis within the Newtonian limit that the minimum wavelength of the first unstable mode and the wavelength of the fastest growing mode are shorter in paramagnetic ($\chi_m > 0$) than in diamagnetic ($\chi_m < 0$) discs, all other parameters being equal. Furthermore, the magnetization parameter (ratio of gas to magnetic pressure) in the saturated state should be smaller when the magnetic susceptibility is positive than when it is negative. We confirm this latter prediction through a set of numerical simulations of magnetically polarized black hole accretion discs. We additionally find that the vertically integrated stress and mass accretion rate are somewhat larger when the disc is paramagnetic than when it is diamagnetic. If astrophysical discs are able to become magnetically polarized to any significant degree, then our results would be relevant to properly interpreting observations.
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1 INTRODUCTION

Matter falling into a black hole provides one of the most efficient mechanisms to power the energetic emissions of quasars (Wyithe & Loeb 2003; Reeves et al. 2005) and active galactic nuclei (AGN), which emit intense electromagnetic radiation across a broad range of frequencies (Rees 1984; Reynolds 2014). This mechanism likely also powers high-energy astrophysical sources like X-ray binaries (Remillard & McClintock 2006) and gamma ray bursts (GRBs) (Piran 1999). In addition, black hole accretion has been used as a laboratory to test General Relativity in the strong field regime (Brodie et al. 2014). Observations of the hot plasma moving in the vicinity of the black hole are now possible due to the Event Horizon Telescope (EHT), which recently imaged the supermassive black hole at the center of the galaxy M87 (Event Horizon Telescope Collaboration et al. 2019).

The transfer of angular momentum, which is required to allow matter to reach the black hole, is most likely powered by the magneto rotational instability (MRI; Balbus & Hawley 1991, 1998). The MRI uses the differential rotation of the fluid, in conjunction with magnetic tension forces, to drive turbulence, which facilitates the transport of angular momentum and dissipation of energy. Magnetic fields in accretion discs likely also play important roles in powering jets (Blandford & Znajek 1977; McKinney 2006), energizing coronae (Haardt & Maraschi 1991; Jiang et al. 2019), and driving winds (Blandford & Payne 1982). In short, magnetic fields are a crucial component of black hole astrophysics.

An often overlooked aspect of accretion is that the plasma in the disc is itself composed of many tiny magnetic dipoles at the microscopic level, generated either by spinning and orbiting electrons bound within atoms or by free elec-
trons orbiting around ambient magnetic field lines. Those dipoles have the potential to collectively align with (paramagnetism) or against (diamagnetism) the ambient magnetic field. The net result of this effect can be to enhance or diminish the effective field strength.

Diamagnetism resulting from electrons gyrating around magnetic field lines has the effect of screening the external field. This effect is larger when the energy density of the injected particles is high compared to the energy density of the initial magnetic field (Ginzburg & Syrovatsk 1969; Singal 1980). One of the consequences of this kind of diamagnetism is that the system does not necessarily evolve to equipartition but rather to an equilibrium state that depends on the injection parameters (Bodo et al. 1992). Within the context of accretion disc theory, Devlen & Pekünlü (2007); Devlen et al. (2020) show that this type of diamagnetism enhances the growth rate of the MRI and shifts the unstable region to shorter wavelengths. Otherwise, diamagnetism and paramagnetism have not generally been considered in accretion processes.

The main goal of this work is to explore the effect of the magnetic polarization produced by bound electrons in the generation and evolution of the MRI within an accretion disc. Here, the orbital motion of the electrons gives rise to the diamagnetism, so it should be a universal phenomenon. Although the diamagnetic susceptibility is usually weak, it could be important for high-density plasmas with large magnetic fields (Ray 2001). These physical conditions are possibly found near the surface of a neutron star, where the magnetic field can be in the range of $10^{12} - 15$ G and the mass density is $\sim 10^{13}$ g/cm$^3$. Therefore, a neutron star tidally disrupted by a black hole could be an astrophysical scenario where this diamagnetic behaviour becomes relevant in an accretion disc.

Paramagnetism, on the other hand, arises from the spin magnetic moments of unpaired electrons with the direction of the ambient magnetic field. The degree of magnetic polarization in this case depends on the ratio of the energy of the magnetic dipole in the field to the thermal energy (Baqueire et al. 2001). When this ratio is $\ll 1$ the degree of paramagnetic susceptibility follows the Curie law, thus decreasing with increasing temperature. Since the inner accretion disc in low-mass X-ray binaries reaches temperatures in the range of $10^6 - 10^7$ K, paramagnetic effects should be small according to the Curie law. Nevertheless, for the same range of temperatures and magnetic fields $\gtrsim 10^{10}$G, the magnetization deviates from the Curie law and can even reach a saturation state for high enough magnetic fields. The relevance of paramagnetism becomes less clear in this scenario. Such conditions may be reached in accretion discs in black hole-neutron star binary systems, or any other scenario where the energy of the magnetic dipole in the magnetic field is comparable to the thermal energy of the plasma.

In order to study the behavior of a magnetically polarized fluid in general relativity, it is necessary to first introduce the effect of the magnetization vector into the energy momentum tensor. A suitable expression for the appropriately modified tensor has been obtained by many authors following two independent paths. The first is motivated by well-developed microscopic models (Groot & Suttrop 1972; Maugin 1978; Felderhof 2004), while the other is obtained from the variational principle (Caldarelli et al. 2009; Chatterjee et al. 2015; Pu et al. 2016). Both formulations are axiomatically equivalent, though the latter is much simpler.

Using the resulting energy-momentum tensor and the conservative variables from the Valencia formulation (Banyuls et al. 1997; Antón et al. 2006), we generalized the equations of relativistic magnetohydrodynamics to introduce the effects of magnetic susceptibility (Pimentel et al. 2018b). Later, we presented the first family of magnetically polarized equilibrium tori around a Kerr black hole (Pimentel et al. 2018a), which was obtained by following the Komissarov approach (Komissarov 2006). We also analyzed the effects of diamagnetism and paramagnetism on the evolution of the relativistic Kelvin-Helmholtz instability (Pimentel & Lora-Clavijo 2019). In the linear regime we found that the growth rate of the instability and the magnetic field amplification are higher when the fluid is paramagnetic than when it has diamagnetic properties. In the non-linear regime we found that the effect of the magnetic susceptibility in the amplification of the magnetic energy is more relevant when the initial magnetic field is small. This is an interesting result for accretion processes since the saturation of the MRI may be related to parasitic instabilities of the Kelvin-Helmholtz and tearing-mode type (Goodman & Xu 1994; Pessah & Goodman 2009).

Motivated by the fact that all substances have the potential to become magnetically polarized, we feel it is fruitful to explore the effect of diamagnetism and paramagnetism on the growth of the MRI and the subsequent accretion process around black holes. In this paper, we redo the linear stability analysis of the MRI accounting for the effects of magnetic susceptibility. We compute the minimum wavelength of the unstable modes and the fastest growing mode in the vertical direction for diamagnetic and paramagnetic rotating fluids. We then confirm our findings through a set of global, general relativistic magnetohydrodynamic (GRMHD) simulations of accretion discs with differing levels of magnetic polarization.

## 2 LINEAR ANALYSIS OF THE MRI IN A MAGNETICALLY POLARIZED DISC

The dynamics of a relativistic fluid in the MHD approximation are described by the following equations: energy-momentum conservation, $\nabla_\mu T^{\mu\nu} = 0$; mass conservation, $\nabla_\mu (\rho u^\mu) = 0$; and magnetic induction, $\nabla_\mu (u^\mu b^\nu - b^\nu u^\mu) = 0$, where $u^\mu$ is the fluid four-velocity, $b^\nu$ is the magnetic field four-vector, and $\rho$ is the rest mass density in a co-moving reference frame. The energy-momentum tensor for a magnetically polarized fluid has the form (Huang et al. 2010; Chatterjee et al. 2015)

$$T^{\mu\nu} = \left[ \rho h + (1 - \chi)b^2 \right] u^\mu u^\nu + \left[ p + \frac{1}{2}(1 - 2\chi)b^2 \right] g^{\mu\nu} - (1 - \chi)b^\mu b^\nu, \tag{1}$$

where $h = 1 + \epsilon + p/\rho$ is the enthalpy, $\epsilon$ is the specific internal energy, $p$ is the gas pressure, $g^{\mu\nu}$ is the metric tensor, and $\chi \equiv \chi_m/(1 + \chi_m)$, $\chi_m$ being the magnetic susceptibility of the fluid. Negative values of $\chi_m$ describe diamagnetic materials, while positive values correspond to paramagnetic ones.

It is worth mentioning that typical values of $\chi_m$ are
small ($\ll 1$); for example, the magnetization of electrons in ordinary atoms is rather weak. Nevertheless, in the crust of old radio pulsars where the electron's thermal energy is expected to be smaller than the spacing of the Landau levels, magnetic susceptibility can grow and undergo large de Haas-van Alphen oscillations (Blandford & Hernquist 1982). This effect can result in domain formation, with possible indirect observational consequences (Suh & Mathews 2010; Wang et al. 2016). However, the degree of magnetic polarization within accretion discs is still unknown, especially in strong magnetic field scenarios. Consequently, our present work lies in the theoretical realm, and the results are mainly focused on characterizing the general effects of susceptibility on accreting matter.

To understand the effect of magnetic susceptibility on the development of MRI, we follow the linear analysis of axisymmetric perturbations carried out by Balbus & Hawley (1991). Consider a stationary, axisymmetric accretion disc in cylindrical coordinates ($R, \phi, z$) in which the angular velocity only depends on the radial distance, i.e. $\Omega = \Omega(R)$. On top of this equilibrium solution, we overlay a magnetic field $B = B_0(R, z) \phi + B_z(R) \hat{z}$, weak enough so that it does not affect the initial hydrodynamical state. For simplicity, we are going to do this analysis in the Newtonian limit, where the mass conservation, Euler, and induction equations can be written as,

\begin{align}
\frac{d \ln \rho}{dt} + \nabla \cdot \mathbf{v} &= 0, \\
\frac{d \mathbf{v}}{dt} &= \frac{1}{\rho} \left[ p + (1 - 2\chi) \frac{B^2}{8\pi} \right] \mathbf{B} \cdot \nabla \mathbf{B} + \nabla \Phi = 0, \\
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) &= 0, \\
\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot \mathbf{v} &= 0, \\
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{v} \times \mathbf{B}) &= 0, \\
\end{align}

where $\mathbf{v}$ and $\mathbf{B}$ are the spatial velocity and the spatial magnetic field, respectively, while $\Phi$ is the gravitational potential of the central object.

We apply a perturbation to the initial state of the form $\delta q = \delta q_0 \exp[i(k_R R + k_z z - \omega t)]$, where $\delta q_0$ is a constant amplitude, $k_R$ and $k_z$ are the radial and vertical wave numbers, respectively, $\omega$ is the oscillation frequency, and $q$ stands for any fluid variable. Adding this perturbation to eqs. (2)-(4), neglecting second order or higher terms in $\delta q$, and assuming the Boussinesq approximation, we can obtain the following linearized system of equations for the disturbances,

\begin{align}
k_R \delta v_R + k_z \delta v_z &= 0, \\
\delta v_R - \frac{i k_B}{\rho} \delta p + \frac{\delta \rho}{\rho^2} \frac{\partial p}{\partial R} + 2 \Omega \delta v_\phi - (1 - 2\chi) \frac{i k_B}{4\pi \rho} (B_0 \delta B_\phi - B_z \delta B_z) + (1 - \chi) \frac{i k_B}{4\pi \rho} B_0 \delta B_R = 0, \\
\delta v_z - \frac{i k_B}{\rho} \delta p + \frac{\delta \rho}{\rho^2} \frac{\partial p}{\partial z} = (1 - 2\chi) \frac{i k_B}{4\pi \rho} (B_0 \delta B_\phi - B_z \delta B_z) + (1 - \chi) \frac{i k_B}{4\pi \rho} B_0 \delta B_R = 0, \\
\epsilon \delta v_R - \frac{\kappa^2}{2\Omega} \delta v_R + (1 - \chi) \frac{i k_B}{4\pi \rho} B_0 \delta B_R = 0, \\
\epsilon \delta v_z + i k_B \delta v_R = 0, \\
\epsilon \delta v_z + i k_B \delta v_R = 0, \\
\end{align}

where $\kappa$ is the epicyclic frequency,

\begin{align}
\kappa^2 = \frac{2\Omega (d R^2 \Omega)}{R}, \\
\end{align}

In addition, as in Balbus & Hawley (1991), we use the entropy for adiabatic perturbations in the Boussinesq approximation,

\begin{align}
i \omega \frac{5}{3} \frac{\delta \rho}{\rho} + \frac{\partial \ln (p^{5/3})}{\partial z} + \frac{\partial \ln (p^{5/3})}{\partial R} = 0, \\
\end{align}

in order to close the system of equations.

We can proceed to find the dispersion relation in the usual way. Doing so, we find that the unstable modes are the complex roots with positive imaginary parts of the equation,

\begin{align}
k_R^2 + k_z^2 \tilde{\omega}^2 - \left[ \chi^2 + \left( \frac{k_R^2}{k_z^2} N_z - N_R \right)^2 \right] \tilde{\omega}^2 - 4\Omega^2 k_z^2 \delta A_z = 0, \\
\end{align}

where $\tilde{\omega}^2 = \omega^2 - k_z^2 \delta A_z$ and $\delta A_z = (1 - \chi) v_{Az} = B_z / \sqrt{\rho \Omega}$ being the vertical Alfvén velocity. The quantities $N_R$ and $N_z$ are the buoyancy frequencies in the corresponding directions. They are given by the expressions,

\begin{align}
N_R^2 = - \frac{3}{5p} \frac{\partial p}{\partial R} \frac{\partial \ln (p^{5/3})}{\partial R}, \\
N_z^2 = - \frac{3}{5p} \frac{\partial p}{\partial z} \frac{\partial \ln (p^{5/3})}{\partial z}, \\
\end{align}

and the total buoyancy frequency is $N^2 = N_R^2 + N_z^2$. We note that the magnetic susceptibility of the material can be included in the analysis as a simple modification of the Alfvén velocity, in which case the stability criteria are not directly modified by $\chi_m$, since they only depend on the hydrodynamical properties. Nevertheless, the magnetic polarization in the disc, parametrized by $\chi_m$, does modify the critical
wavenumber,

\[ k_{z, \text{crit}}^2 = \left( N^2 + \frac{dO^2}{dlnR} \right)^2 - 4N^2 \frac{dO^2}{dlnR} \]

which defines the minimum wavelength of the unstable modes. Based on equation (17), we can state that, in a paramagnetic (\( \chi_m > 0 \)) accretion disc, the critical wavelength, \( \lambda_{\text{crit},p} \), is shorter than the critical wavelength in a diamagnetic disc (\( \chi_m < 0 \)), \( \lambda_{\text{crit},d} \), i.e.,

\[ \lambda_{\text{crit},p} < \lambda_{\text{crit},0} < \lambda_{\text{crit},d} \]

with \( \lambda_{\text{crit},d} \) being the critical wavelength in a disc with \( \chi_m = 0 \).

Another important quantity that could be modified by the magnetic susceptibility is the wavevector of the fastest growing mode. To illustrate this, we use the same example problem as presented in Balbus & Hawley (1991): an isothermal, thin, Keplerian disc background (Pringle 1981), and the perturbations following an adiabatic evolution. In this case, it is possible to compute \( N_p \) and \( N_z \) explicitly and solve for \( \omega^2 \). In Fig. 1, we plot \( \omega^2/\Omega^2 \) (black, solid curve) as a function of \( k_z \), \( \tilde{A}_z/\Omega \), for \( k_{z, \text{sat}} = 0 \) corresponding to the maximum instability. We see that the most unstable mode (most negative value) is located at \( k_z, \tilde{A}_z/\Omega \approx 1 \), with the corresponding wavelength of the fastest growing mode being

\[ \lambda_{\text{MIN}} \approx \frac{v_{A_z}}{\Omega\sqrt{1 + \chi_m}}. \]  

Since \( \lambda_{\text{MIN},p} < \lambda_{\text{MIN},d} \), we expect to see smaller turbulent structures in paramagnetic discs than in diamagnetic ones during the growth phase of the MRI, all other things being equal. Fig. 1 also shows the critical wavenumber, \( k_{z, \text{crit}}(\text{red, dotted line}) \). This, too, appears to have a fixed value when normalized by \( \Omega/\tilde{A}_z \), as in the figure, but would correspond to different physical length scales for paramagnetic and diamagnetic discs (because of the inherent dependence on \( \chi_m \) in \( \tilde{A}_z \)).

The saturated state of the MRI is usually reached when \( \lambda_{\text{MIN}} \approx 2H \) (Beckwith et al. 2011), \( H \) being a characteristic length scale of the system, in this case the half-height of the disc. From this and equation (19), we find that the magnetization parameter in the vertical direction, \( \beta_{z, \text{sat}} = 2p/B_z^2 \), should scale with magnetic susceptibility according to

\[ \beta_{z, \text{sat}} = \left( \frac{p}{8\pi H^2 \mu_p} \right) (1 + \chi_m)^{-1}, \]

such that \( \beta_{z, \text{sat}} \) should be smaller in paramagnetic discs than in diamagnetic ones, again all other things being equal, i.e.,

\[ \beta_{\text{sat},p} < \beta_{\text{sat},0} < \beta_{\text{sat},d} \]

where all quantities are calculated in the saturated state, with \( \beta_{\text{sat},p} \) the magnetization parameter for a disc with \( \chi_m = 0 \).

3 MAGNETICALLY POLARIZED DISC SIMULATIONS

To test our predictions for the impact of magnetic susceptibility on black hole accretion discs, we use the Cosmos++ computational astrophysics code (Anninos et al. 2005), coupled with its Constrained Transport method (Fräule et al. 2012), to solve the GRMHD equations including magnetic polarization (Pimentel et al. 2018b). The initial configuration used in these simulations mimics the SANE model from the EHT code comparison project (Porth et al. 2019). In this model, an initial hydrodynamic torus, supported by pressure and centrifugal forces (Fishbone & Moncrief 1976), orbits around a rotating black hole with spin \( a/M = 0.9375 \). The initial density distribution has a maximum at \( r_\text{in} = 12g \), and truncates at \( r_\text{in} = 6g \), where \( r_g = GM/c^2 \) is the gravitational radius. A weak (\( \beta = p_{\text{max}}/p_{\text{min}} = 100 \), where \( p_m = b^2/4 \)), purely poloidal magnetic field with a vector potential of the form \( A_r \propto \max(p/p_{\text{max}} - 0.2, 0.0) \) is superimposed on top of this initial state to seed the MRI. This field can also be viewed as a possible cause of magnetic polarization within the disc material. We consider three different base simulations: a paramagnetic one with \( \chi_m = 0.3 \), a diamagnetic one with \( \chi_m = -0.2 \), and a non-polarized one (\( \chi_m = 0 \)) that serves as our control. The non-zero values of \( \chi_m \) were chosen to be large enough to have a significant impact in the simulations and to yield similar magnitudes for \( \chi \) in both the paramagnetic and diamagnetic cases.

The initial tori are mapped onto a three-dimensional grid of \( 36 \times 24 \times 24 \) zones with two or three levels of refinement applied over the whole grid, except for regions close to the pole at small radii (\( \theta - \pi/2 \geq 1.4 \) and \( r \leq 15GM/c^2 \)) for an equivalent single-level grid resolution of \( 144 \times 96 \times 96 \) or \( 288 \times 192 \times 192 \) zones. These resolutions are comparable to the test simulations presented in Porth et al. (2019). At our base resolution, each simulation is run to a time of \( 10,000 \), while the higher resolution runs are stopped at \( 2,000 \).

For each grid, the radial coordinate is spaced logarithmically according to \( x_1 = 1 + \ln(r/r_g) \), between the boundaries \( r_{\text{min}} = 1.26r_g \) and \( r_{\text{max}} = 354r_g \), with outflow conditions applied at each boundary. The \( \theta \) domain is covered
with a grid in which $\theta = \pi x_2 + 0.3 \sin(2\pi x_2)$, where the coordinate $x_2$ is spaced uniformly between 0 and 1, covering from pole to pole. Ghost zones along the poles are filled with information from their corresponding real zones across the poles. The $\phi-$direction is covered with an uniformly distributed grid over the range $0 \leq \phi < 2\pi$, with periodic conditions at the boundaries. These choices give proper distances of $\{0.51 r_g, 0.16 r_g, 0.79 r_g\}$ and $\{0.25 r_g, 0.08 r_g, 0.39 r_g\}$ between grid cells near the initial density maximum of the torus for the low- and high-resolution simulations, respectively. Fig. 1 shows the vertical grid resolution for our (low-resolution) $\chi_m = 0$ simulation (purple, dot-dashed line) compared to the fastest growing and critical modes of the MRI. The blue, dashed line corresponds to the disc thickness, and defines the longest possible unstable (vertical) wavelength (lowest mode) within the disc. All the possible unstable modes are, therefore, confined to the interval between the blue and red lines, while our numerical simulations are effectively confined to modes below the purple line (associated with $\Delta z$).

3.1 MRI resolution

For a given number of refinement levels, each of our numerical simulations uses the same computational grid. However, because the MRI wavelength depends on the magnetic susceptibility [eq. (19)], each simulation has a slightly different effective resolution with respect to the MRI. A standard way to quantify the MRI resolution is through the $Q$ parameter

$$Q_i = \frac{\lambda_{MRI,i}}{\Delta x_i},$$

where $i$ is an index representing each coordinate direction and $\Delta x_i$ is the proper zone length in that direction. Previous resolution studies [e.g., Hawley et al. 2011, 2013] have suggested that global simulations require $Q_\theta \gtrsim 10$ and $Q_\phi \gtrsim 20$ to see well converged development of the MRI. Our $\chi_m = 0$ simulation is, on the whole, marginally consistent with these requirements, as shown in Fig. 2. Initially, since all three low-resolution simulations start with the same grid and magnetic field configuration, the $\chi_m = -0.2$ case effectively has a 12% better $Q$ value (in all directions), because of its longer MRI wavelength. Conversely, the $\chi_m = 0.3$ case initially has an approximately 13% worse $Q$, because of its shorter MRI wavelength. However, as the simulations evolve and the magnetization of the discs change, the MRI wavelengths and $Q$ parameters also vary. The strong magnetization of the $\chi_m = 0.3$ case ultimately leads to it having the highest $Q$ parameter, particularly in the azimuthal direction.

4 SIMULATION RESULTS

We now analyze our simulations to assess what effect magnetic susceptibility has on the development and saturation of the MRI and evolution of the accretion disc.

4.1 Characteristic spatial scales

The first prediction we made for magnetically polarized discs was that we expect to see smaller critical and most-unstable wavelengths for paramagnetic than diamagnetic discs. However, this only applies during the linear growth phase of the MRI and presumes that all other quantities (besides $\chi_m$) remain fixed. It is more practical for global simulations and frankly of more interest to look at the non-linear saturated state of the discs. Fig. 3, which shows poloidal slices of density, provides a crude first look at the turbulent structure within each disc.

To be more quantitative, we follow the method of Beckwith et al. (2011); Hogg & Reynolds (2016) to find the correlation lengths in each direction over time for each simulation and use that as a measure of the characteristic length scales of the turbulence. The first step in this procedure is to define an analysis region, which we choose to be $r \in [5 r_g, 15 r_g]$, $\theta \in [\pi/2 - 1/3, \pi/2 + 1/3]$, and $\phi \in [0, 2\pi]$. This covers approximately one scale height above and below the midplane and a radial range far enough out to avoid the innermost stable circular orbit region, yet close enough in to capture the growth and saturation of the MRI over the timescales of these simulations. The number of zones in this region works out to be 28, 38, and 96 in the $r$, $\theta$, and $\phi$ directions, respectively, for the low-resolution simulations and twice that in each direction for the high-resolution simulations.
Figure 3. Poloidal slices showing pseudo-color plots of the density, $\rho$, for the low-resolution paramagnetic ($\chi_m = 0.3$; top), non-polarized ($\chi_m = 0.0$; middle), and diamagnetic ($\chi_m = -0.2$; bottom) simulations at $t = 2000 \, GM/c^2$. Data have been spatially smoothed for this plot.

Next, we subtract off a time average of the background field, leaving only the residual fluctuations. The time average is taken over a span of eleven consecutive data dumps, five before and five after the time, $t$, of interest. The resulting calculation for a generic scalar field $F$ looks like

$$F_{\text{sub}}(x_1, x_2, \phi, t) = F(x_1, x_2, \phi, t) - \frac{1}{\Delta T} \int_{t-\Delta T}^{t+0.5\Delta T} F(x_1, x_2, \phi, t) dt,$$

(23)

where $\Delta T = 500 \, GM/c^3$ is the averaging window. We tried this procedure for $\rho$, $B^\prime$, $B^0$, and $B^\theta$. As we show below, we find almost no systematic variation in the magnetic field variables from one simulation to the next, and only a marginal dependence in the characteristic scales of density on $\chi_m$. This behavior doesn’t agree with our prediction from equation (19), since we were expecting to obtain smaller structures in paramagnetic disks than in diamagnetic ones.

The next step is to take the three-dimensional Fourier transform

$$\mathcal{F}(k_1, k_2, k_\phi, t) = \iiint F_{\text{sub}}(x_1, x_2, \phi, t) e^{i(k_1 x_1 + k_2 x_2 + k_\phi \phi)} dx_1 dx_2 d\phi,$$

(24)

of the density residuals, where $\Delta x_1$, $\Delta x_2$, and $\Delta \phi$ are the coordinate differences between the point $(x_1, x_2, \phi)$ and the center of our analysis region, and $k_1 = 2\pi i / \Delta x_1$, $k_2 = 2\pi j / \Delta x_2$, and $k_\phi = 2\pi k / \Delta \phi$ give the set of wavenumbers. The indices $i$, $j$, and $k$ range over the number of zones in a given direction of the analysis region, and $\Delta x_1$, $\Delta x_2$, and $\Delta \phi$ are the coordinate lengths in each direction of our analysis region. This allows the widest range of possible wavenumbers to be considered.

To get the autocorrelation function, we then perform an inverse Fourier transform on the power spectrum $|\mathcal{F}(k_1, k_2, k_\phi)|^2$ as

$$C_F(\Delta x_1, \Delta x_2, \Delta \phi, t) = \iiint |\mathcal{F}(k_1, k_2, k_\phi, t)|^2 \times e^{i(k_1 \Delta x_1 + k_2 \Delta x_2 + k_\phi \Delta \phi)} dk_1 dk_2 dk_\phi.$$

(25)

Fig. 4 shows slices of the resulting autocorrelation, $C_F$, through the $\Delta \phi = 0$, $\Delta x_2 = 0$, and $\Delta x_1 = 0$ planes for the three low-resolution simulations. The scale in each plot is normalized by the value of the autocorrelation function at the center of the box for each simulation and time step. We choose a particularly illustrative time step ($t = 5000 \, GM/c^3$) that shows the typical ranking of the correlation lengths, with the paramagnetic case ($\chi_m = 0.3$) exhibiting the largest turbulent structures, the diamagnetic case ($\chi_m = -0.2$) the smallest ones, and the $\chi_m = 0$ case in between. For this particular time slice, the turbulent structures (or equivalently the correlation length) are barely resolved (only spans a few zones) in the diamagnetic case, while in the paramagnetic case, they extend further than one scale height in the $\theta$ direction.

To support our claim that Fig. 4 is reasonably representative of the results of our simulations, in Fig. 5 we track the characteristic length scales, defined as the value of $\Delta x_1$, where $C_\rho = 0.5$ along the three coordinate axes, for all five simulations as a function of time. Note that we choose $r_c = 10 r_g$ and $H = 10/3 r_g$. Also, Table 1 reports the means and standard deviations that come from Fig. 5 and similar plots of $B^\prime$, $B^0$, and $B^\theta$. While there is considerable variability about the mean, we only find marginal evidence in the $\theta$-direction for the paramagnetic simulations to exhibit the largest structures and the diamagnetic simulations.
the smallest ones. No pattern clearly emerges in the \( r \)- nor \( \phi \)-directions. Additionally, we find that \( r_c \Delta \theta \) tends to be slightly smaller than \( \Delta r \), while both are more than a factor of four smaller than \( r_c \Delta \phi \). This behavior is consistent across all five simulations and therefore is roughly independent of the magnetic susceptibility.

Comparing our results with previous measurements of the correlation length in non-polarized disc simulations, we find our results to be qualitatively and quantitatively similar. Hogg & Reynolds (2016) found a nearly constant \( \Delta r/H \) value of approximately 0.32 for \( \rho \), which is similar to what we find for the \( \chi_m = 0 \) simulation in the top panel of Fig. 5 and Table 1. The middle column of Fig. 4 also agrees well with Fig. 8 of Hogg & Reynolds (2016). These results, though, may depend upon resolution, as suggested by the trends we see in our data. Especially, in the \( r \) and \( \phi \) directions, the correlation lengths dropped appreciably when we increased our resolution, as seen in Fig. 5.
Figure 5. Instantaneous values of the characteristic length scales of the turbulence, defined as where $C_p = 0.5$ along the three coordinate axes, for each of the five simulations. Thicker lines with symbols are used for the three low-resolution simulations, while thin lines are used for the two high-resolution ones.

The next prediction we made regarding magnetically polarized discs was that the magnetization parameter $\beta_{z,\mathrm{sat}}$ should be smaller for paramagnetic discs than for diamagnetic ones. Fig. 6, which shows density-weighted shell averages of $\beta_z = 2p/(\varepsilon_{\text{mag}} B^2 B^2)$, which is a convenient proxy for $\beta_z$, for the three low-resolution simulations, supports this assertion. These averages are calculated as

$$\langle \beta_z \rangle_p = \frac{\int \beta_0 \sqrt{-\tilde{g} \rho} (x_1, x_2, \phi) \, dx_2 d\phi}{\int \sqrt{-\tilde{g} \rho} (x_1, x_2, \phi) \, dx_2 d\phi}.$$  \hspace{1cm} (26)

The higher level of magnetization in the paramagnetic simulation is potentially important for a number of reasons. First, the turbulence driven by the MRI strongly depends on the vertical magnetic field in such a way that the efficiency of the angular momentum transport in the radial direction and the mass outflow rate increase for lower values of $\beta_0$ (Suzuki et al. 2010; Bai & Stone 2013). Hence, the magnetic susceptibility could improve the efficiency of the accretion process driven by the MRI. Strong magnetic fields may also provide a means to solve the thermal and viscous instability problems associated with geometrically thin, Shakura-Sunyaev-type discs (Begelman & Pringle 2007; Oda et al. 2009; Sadowski 2016). Furthermore, strong, vertical magnetic fields are useful for driving winds (Blandford & Payne 1982) and powering jets (Blandford & Znajek 1977; McKinney 2006), both features commonly associated with accreting black holes. Additionally, high magnetic pressure may allow for higher mass accretion rates in self-gravitating AGN discs (Begelman & Pringle 2007).

### 4.3 Effective viscosity & mass accretion

Not surprisingly then, changes to the magnetic polarization and magnetization parameter translate into changes in the integrated stress and mass accretion histories of each simulation. For example, Fig. 7 shows the vertically integrated and azimuthally averaged fluid-frame shear stress,

$$W_{\phi} = \frac{\int_0^{2\pi} \int_{-H}^{+H} e_{\phi}^r e_{\phi}^\theta T_{\phi r} \sqrt{-\tilde{g} \rho} \, dr d\phi}{\int_0^{2\pi} \int_{-H}^{+H} \sqrt{-\tilde{g} \rho} \, dr d\phi},$$  \hspace{1cm} (27)

where $e_{\phi}^r$, are the set of basis vectors in the fluid rest frame. The discs in our simulations all start with small values of stress. Nevertheless, it grows rapidly in the region $r \lesssim 15 r_g$, peaking at most radii around a time of $t \lesssim 2000 GM/c^3$. After that, $W_{\phi}$ gradually declines for most of the rest of each simulation. The key result, in terms of our present study, is that the magnitude of the stress depends on the magnetic susceptibility, with the paramagnetic simulation showing the highest stresses and the diamagnetic showing the lowest.

| $\chi_m$ | $\Delta r/H$ | $\Delta \theta c/H$ | $\Delta \phi c/H$ |
|---------|-------------|----------------|----------------|
| 0.3     | 0.25 ± 0.02 | 0.23 ± 0.07    | 0.96 ± 0.13    |
| 0.0     | 0.24 ± 0.02 | 0.21 ± 0.06    | 0.97 ± 0.12    |
| -0.2    | 0.23 ± 0.02 | 0.18 ± 0.05    | 0.95 ± 0.11    |
| 0.3     | 0.22 ± 0.02 | 0.10 ± 0.01    | 0.67 ± 0.14    |
| 0.0     | 0.21 ± 0.02 | 0.10 ± 0.01    | 0.69 ± 0.11    |
| -0.2    | 0.21 ± 0.02 | 0.10 ± 0.01    | 0.69 ± 0.10    |
| 0.3     | 0.16 ± 0.01 | 0.16 ± 0.02    | 0.65 ± 0.11    |
| 0.0     | 0.16 ± 0.01 | 0.16 ± 0.02    | 0.69 ± 0.10    |
| -0.2    | 0.16 ± 0.01 | 0.15 ± 0.01    | 0.70 ± 0.08    |
| 0.3     | 0.19 ± 0.01 | 0.13 ± 0.01    | 0.89 ± 0.17    |
| 0.0     | 0.18 ± 0.02 | 0.13 ± 0.02    | 0.97 ± 0.20    |
| -0.2    | 0.18 ± 0.02 | 0.12 ± 0.01    | 1.05 ± 1.28    |

Table 1. Mean correlation lengths of $\rho$, $B^r$, $B^\theta$, and $B^\phi$, with standard deviations, for the three low-resolution simulations that have reached a saturated state.
Additionally, by assuming that the saturation of the MRI is shorter in paramagnetic fluids than in diamagnetic ones, we would also expect the mass accretion rate to depend upon the stress. Furthermore, since the stress is dependent upon the magnetic susceptibility, we would also find some evidence for a dependence of $M$ on $\chi_m$ in Fig. 8, which shows spacetime diagrams of the mass accretion rate for each low-resolution simulation, though the correspondence is weak. Notably, the simulations exhibit larger differences in $W_{r\phi}$ than they do in $M$.

However, $M$ is a tricky diagnostic to deal with in these tori simulations, which only have a finite mass reservoir to deal with. In the case of the $\chi_m = 0.3$ simulation, the mass accretion rate drops at late time partly because of the loss of available matter. By the end of the low-resolution simulation, the $\chi_m = 0.3$ case only has about 63% of its initial mass remaining (vs. 70% and 72% for the $\chi_m = 0$ and -0.2 simulations, respectively).

Another issue with the finite torus setup is that conservation of momentum requires that some of the torus material gain angular momentum and consequently move outward. This outward radial motion is indicated by the deep blue colors in Fig. 8. Over time, the stagnation point in the disk (the separation point between in-flowing and out-flowing material) moves toward larger radii, yet it still affects the overall $M$ that can be sustained.

5 DISCUSSION & CONCLUSIONS

In this paper we analyzed the MRI in magnetically polarized plasmas by studying the growth of perturbations in a weakly magnetized accretion disc. The linear analysis of the instability, which is based on the seminal paper of Balbus & Hawley (1991), showed that the growth rate of the disturbance is independent of the magnetic susceptibility $\chi_m$, but the wavelengths of the critical and fastest growing modes are shorter in paramagnetic fluids than in diamagnetic ones. Additionally, by assuming that the saturation of the MRI is reached when $\lambda_{MRI} \approx 2H$, we conclude that the magnetization parameter in that state should be larger in diamagnetic discs than in paramagnetic ones, i.e. $\beta_{sat,p} < \beta_{sat,0} < \beta_{sat,d}$. The theoretical relationship between $\lambda_{MRI}$ and the magnetic susceptibility further suggests that the polarization will have an effect on turbulent processes, and therefore angular momentum transport, within accretion discs.

In order to test the predictions from our linear analysis, we carried out global simulations of magnetically polarized accretion discs with different magnetic susceptibilities. The evolution with $\chi_m = 0.3$ and $\chi_m = -0.2$ describe the accretion of a paramagnetic and a diamagnetic disc, respectively, and the simulation with $\chi_m = 0$ corresponds to the usual unpolarized disc, which is useful for comparison purposes. We first analyzed the turbulence in the disc through the correlation lengths of different fluid variables and found marginal dependence on the magnetic polarization for gas density. There appears to be a tendency for the paramagnetic disc to have larger turbulent structures in the vertical direction than in the diamagnetic case. The trend is unclear in the $r$- and $\phi$-directions.

The magnetization parameter $\beta = p/p_m$ shows that the paramagnetic disc becomes more strongly magnetized than the $\chi_m = 0$ case, which itself is more strongly magnetized than the diamagnetic disc. This behaviour was predicted by the linear analysis in equation (21), though the differences are larger than the expected $1/(1 + \chi_m)$ factor. The main reason for these differences probably comes from the fact that the saturation condition we used in the linear analysis was based on a purely geometrical argument, but the saturation level also depends on dissipative processes. Therefore, subsequent quantitative studies of MRI saturation should explicitly include viscous and resistive effects.

Finally, we have found that the vertically integrated shear stress depends on the magnetic susceptibility of the fluid. Even though the simulations start with a small stress, it grows rapidly (especially in regions near the event horizon) in such a way that the paramagnetic disc reaches the highest values of stress while the diamagnetic one achieves the lowest. This result is consistent with the behaviour of the vertical magnetization parameter and it is interesting because $W_{r\phi}$ is the component of the stress responsible for the angular momentum transport within the disc. In fact, we have also found a dependence of the mass accretion rate, $M$, on magnetic susceptibility, though not as strong as might be expected from the behaviour of $W_{r\phi}(\chi_m)$. This likely has to do with the finite mass reservoir and outward migrating stagnation point that are hallmarks of these simulations.

As mentioned in the introduction, the magnetic polarization of matter is usually small when the magnetic fields are weak, so its effects on the dynamics of plasmas are often not relevant. Nevertheless, the interaction between the ambient magnetic field and the electrons bound in the atoms can grow when the energy of the magnetic dipoles is comparable with the thermal energy of the fluid. In low mass X-ray binaries, where accretion discs have temperatures in the range of $10^{6-7}$ K, magnetic fields $\gtrsim 10^{10}$ G are required for the paramagnetism of the fluid to deviate from the Curie law and possibly have non-negligible effects. Another factor that can increase the diamagnetic response is to have a high-density plasma (Ray 2001).

One astrophysical object that satisfies these criteria is a neutron star, where the surface magnetic field can be in the range of $10^{12-15}$ G and the mass density is $\sim 10^{13}$ g cm$^{-3}$. In fact, neutron stars are considered ideal astrophysical laboratories for testing for diamagnetic phase transitions and the formation of magnetic domains (Blandford & Hernquist 1982; Broderick et al. 2000; Wang et al. 2016). Therefore, a neutron star tidally disrupted by a black hole represents one plausible astrophysical scenario where our analytical and numerical results may be applied. Plus, there is more work to be done to understand how large the effective magnetic susceptibility parameter is for hot ($T \gtrsim 10^5$ K), low density ($p < 10^2$ g cm$^{-3}$) plasmas in order to check how relevant our results are to ordinary accretion discs. We leave this for future work.

Another scenario where the magnetic polarization might be relevant to the MRI is a protoneutron star. In such a high-density system with strong magnetic fields, the
MRI is considered as a promising mechanism for amplifying local magnetic fields in a rapidly rotating core to produce large-scale, ordered magnetic dipoles, and therefore to explain the formation of magnetars (Mösta et al. 2015; Rebol-Salz et al. 2021). Based on the results obtained in this work, and supported by previous studies (Pimentel & Lora-Clavijo 2019), the polarization could modify the strength of the amplified magnetic field, with paramagnetic fluids possibly generating higher magnetic dipoles. Nevertheless, a detailed analysis of the magnetic susceptibility in proto-neutron stars requires numerical simulations accounting for their specific properties (Obergaulinger et al. 2009).
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Figure 6. Spacetime diagrams of the magnetization parameter, $\langle \beta_\theta \rangle_\rho$, for the low-resolution paramagnetic ($\chi_m = 0.3$; top), non-polarized ($\chi_m = 0.0$; middle), and diamagnetic ($\chi_m = -0.2$; bottom) simulations.

Figure 7. Spacetime diagrams of the vertically integrated shear stress, $W_{\tilde{r}\tilde{\phi}}$, for the low-resolution paramagnetic ($\chi_m = 0.3$; top), non-polarized ($\chi_m = 0.0$; middle), and diamagnetic ($\chi_m = -0.2$; bottom) simulations.
Figure 8. Spacetime diagrams of the mass accretion rate, $\dot{M}$, in arbitrary units, defined to be positive for material flowing toward the black hole, for the low-resolution paramagnetic ($\chi_m = 0.3$; top), non-polarized ($\chi_m = 0.0$; middle), and diamagnetic ($\chi_m = -0.2$; bottom) simulations.