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Abstract—In a complex road traffic scene, illegal lane intrusion of pedestrians or cyclists constitutes one of the main safety challenges in autonomous driving application. In this paper, we propose a novel object-level phase space reconstruction network (PSRNet) for motion time series classification, aiming to recognize lane intrusion actions that occur 150m ahead through a monocular camera fixed on moving vehicle. In the PSRNet, the movement of pedestrians and cyclists, specifically viewed as an observable object-level dynamic process, can be reconstructed as trajectories of state vectors in a latent phase space and further characterized by a learnable Lyapunov exponent-like classifier that indicates discrimination in terms of average exponential divergence of state trajectories. Additionally, in order to first transform video inputs into one-dimensional motion time series of each object, a lane width normalization based on visual object tracking-by-detection is presented. Extensive experiments are conducted on the THU-IntrudBehavior dataset collected from real urban roads. The results show that our PSRNet could reach the best accuracy of 98.0%, which remarkably exceeds existing action recognition approaches by more than 30%.
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I. INTRODUCTION

In recent years, autonomous driving has become a hot and promising area in industry and academic circles. Although most of moving objects are motor vehicles in highway scenarios, there occasionally exist some unusual emergencies, including illegal lane intrusion of pedestrians or cyclists, which actually constitutes one of the main safety challenges in autonomous driving application. Focusing on this problem, we aim to recognize lane intrusion actions that occur at least 150m ahead solely based on a monocular camera fixed on vehicles moving at high speed.

Currently, there are many trajectory prediction methods and datasets [1]–[5] based on fixed camera. However, those methods usually do not work well while camera is moving. It is hard to determine relative location of objects because background changes for moving camera. Video action recognition models [6]–[12] can simultaneously have extraction of spatial and temporal features in video frames and are also exploited to recognize actions. But unfortunately, the above-mentioned approaches are often well suited to low-speed and close-range situations, which implies that camera is fixed or moves slowly, and particularly moving object often occupies a large proportion of a pixel plane in a video frame.

This paper mainly investigates high-speed and long-range scenarios in a structured road traffic environment. In such a situation, on-board camera moves forward at high speed with ego-vehicle, and moving objects ahead on road usually occur about 150-250m away in front of camera. Undoubtedly, it will bring new big challenges, such as inconsistent visual changes of moving objects in different video frames and varying view-angles caused by vehicle steering. Interestingly, it is readily observed from Fig. 1(b) that optical flow may represent the motion of vehicles instead of cyclists. All the challenges mean that pixel changes in consecutive video frames are likely to be unable to truly reflect actual motion of all objects. Owing to the fact that moving objects frequently occupy a small proportion of a pixel plane in a single video frame due to being far from camera, it is very difficult to detect such tiny moving objects and recognize their actions accurately. From this perspective, most of the methods proposed in the past are tough to solve intrusion action recognition problems.

* Corresponding author: Zhidong Deng.
For high-speed and long-range scenes, this paper first presents an object-level lane width normalization strategy to transform lane intrusion actions of objects including pedestrians or cyclists in video frames into relative motion time series of objects. Through normalizing relative positions of objects with pixel-level lane widths at current video frame, we can thus give rise to one-dimensional motion time series of objects, which could be employed to address the challenge caused by moving camera, i.e., pixel changes in video frames may be unable to reflect actual actions of objects. Second, we propose a PSRNet to classify the above motion time series and then eventually complete lane intrusion action recognitions. Inspired by prediction methods of phase-space reconstruction, we make use of several convolutional layers in the PSRNet to reconstruct latent phase spaces of dynamic system embedded in observable motion time series, which actually expresses the motion of object trajectories in a latent state space. Following this, we set up a learnable Lyapunov exponent-like classifier in our PSRNet, in order to learn invariant exponential divergence characteristics in a state space for different motion time series or dynamical processes. Note that our method does not need to use either any navigation equipments of ego-vehicle or any high-definition maps. Finally, we conduct extensive experiments on the lane intrusion action recognition dataset called THU-IntrudBehavior, which is collected from real urban roads. The experimental results show that the PSRNet reaches the best accuracy of 98.0%, which remarkably surpasses classical action recognition approaches by more than 30%. In short, the main contributions in this paper are summarized as follows:

1) Based on monocular tracking-by-detection algorithms, we present an object-level lane width normalization strategy such that lane intrusion actions of objects in consecutive video frames can be represented by relative motion time series accordingly.

2) A novel lightweight PSRNet that comprises both latent phase space reconstruction layers and a learnable Lyapunov exponent-like classifier is proposed to accomplish classifications of such relative motion time series.

3) Experimental results yielded on THU-IntrudBehavior demonstrate that our PSRNet achieves the best performance of 98.0%.

II. RELATED WORK

A. CNN-based Video Action Recognition Approaches

In 2014, CNN was at the first time employed for large-scale video classification [6]. In order to learn both spatial and temporal features, D. Tran, et al. present C3D [13] through using 3D convolution kernels. In the LSTM+CNN approach [14], CNN is first utilized to capture spatial features and LSTM is then exploited for temporal feature extraction. In 2016, Feichtenhofer et al. propose a two-stream fusion network [15], where several fusion algorithms are employed to learn corresponding features between pixels. In [16], TSN divides video into $k$ parts, then selects those parts randomly, and fuse them by two-stream networks, which solves the problem of being unable to capture long-term features. 13D is presented in 2017 [17] to expand 2D convolution kernels into 3D ones and then takes advantage of pre-trained models of image data, which significantly improves performance. But the network architecture must be completely consistent with 2D CNN. In 2018, R(2+1)D [10] factorizes 3D convolution filters into separate spatial and temporal components yields and consequently it indeed reduces the amount of parameters. Furthermore, Zhou et al. propose TRN [11] that randomly chooses 2, 3, and 4 frames and then employs MLPs to extract spatial features of images. After making fusion of them, it is capable of having extraction of temporal features more effectively. Note that TRN is usually only suitable for actions with a strong direction. SlowFast proposed by Feichtenhofer et al. in 2019 [9] contains a high-resolution slow network and a low-resolution fast network. Those two branches can capture local features and global features, respectively. Meanwhile, TSM [8] for video understanding is presented. In 2020, Yang et al. [12] propose a temporal pyramid network that the source of features and the fusion of features jointly form a feature hierarchy for the backbone so that it can capture action instances at various tempos.

B. Time Series Prediction Based on Deep Learning

Recurrent neural networks (RNNs) can handle temporal sequence data. As one of the most representative models in RNN, LSTM [18] has competitive performance in long-term dependencies. GRU [19] is a variant of LSTM, which achieves the same performance as LSTM, but it is easier to conduct calculation. TCN [20] is just a temporal CNN model that uses both 1D causal convolution and dilated convolution and is combined with residual networks, which can treat sequence data in parallel and adjust receptive fields flexibly. Social GAN [1] introduces a loss that encourages the generative network of GAN to spread its distribution and cover the space of possible paths and designs a new pooling mechanism that is employed to encode subtle cues for all people involved in a scene. In [2], Zhu et al. propose StarNet that has a star topology with both host network and hub one, where the hub network takes the observed trajectories of all pedestrians and produces a comprehensive spatio-temporal representation of all interactions in crowds. In order to integrate human social behaviors in dynamic scenes for prediction tasks, Sun et al. propose a recursive social behavior graph [3], which is demonstrated to obtain greater expressive power and higher performance.

C. Tracking-by-Detection Algorithms for Visual Objects and Lane Markings

In general, visual object detection methods are classified into two-stage and one-stage ones. Two-stage methods including fast R-CNN [21] and faster R-CNN [22] are able to detect small and even tiny objects effectively but they usually have higher computational complexity, compared to one-stage ones. Recently, a couple of sophisticated one-stage models such as Yolo series [23]–[25] and SSD [26] have
not only excellent detection performance but also good real-
time performance [27]. In particular, there are also large-scale
datasets for visual object detection tasks like MSCOCO [28]
and PASCAL VOC [29], which often results in effective pre-
trained models being available. In fact, visual object detection
is the foundation of visual object tracking (VOT), both of
which are closely related. Based on [30], [31], Zhu et al.
present a distractor-aware siamese network for VOT called
DaSiamRPN [32] that adds RPN and distractor-aware module,
and achieves SOTA performance with even a speed of over 160
fps, which model parameters can be updated at runtime. Com-
pared to single object tracking (SOT), the research progress
of multi-object tracking (MOT) is relatively slow. Actually,
DeepSort [33] proposes a mainstream tracking-by-detection
framework, which generally has better performance in the
MOT method. On the other hand, lane markings detection
plays an important role in the field of autonomous driving.
A collection of large-scale datasets on lane markings detection
such as CULane [34] and Tusimple [35] are publicly released.
In recent years, as deep learning tremendously proceeds, many
lane detection algorithms with exceptional performance like
[34] and [36] continue to emerge.

III. METHODOLOGY

A novel phase space reconstruction network called PSRNet
is proposed to accurately recognize lane intrusion actions in
high-speed and long-range traffic scenes. Fig. 2 shows the
overall framework of our PSRNet. In the upper part of Fig. 2,
the lane width normalization is employed to transform raw
video sequences into relative motion time series. Specifically,
raw video sequences are first fed into monocular tracking-
by-detection modules to estimate positions of both moving
objects, i.e., pedestrians and cyclists, and lane markings and
accordingly, resulting positions of objects are then normalized
based on pixel lane width so as to generate the motion time
series of each object relative to central trajectory of current
lane. In this case, as shown in the lower part of Fig. 2, the
PSRNet is proposed to classify the above relative motion time
series and eventually accomplish lane intrusion action recogni-
tion. Basically, our PSRNet consists of a reconstructor and
a classifier, where a reconstructor builds latent phase spaces
embedded by motion time series through supervise learning
and a classifier learns Lyapunov exponent-like characteristics
of phase spaces to make prediction of lane intrusion actions.

A. Lane Width Normalization

In this subsection, we analyze how to leverage the motion
time series to represent the lane intrusion action and discuss
the effectiveness of normalization. Especially, we explain why
only a monocular camera can be utilized to recognize lane
intrusion actions that appear in the real world.

1) Position Estimation of Objects: Using sophisticated deep
learning algorithms including visual object and lane mark-
ings detections [25], [34], we can infer bounding boxes of
moving objects and pixel segmentations of current left/right
lane markings. As shown in Fig. 3, the above tracking-by-
detection results are all projected onto the identical image
coordinate system. A blue line extended along the bottom line
of bounding-boxes is referred to as a horizontal baseline of
current video frame. On the horizontal baseline, we establish
a one-dimensional coordinate system in order to clearly mark
positions of both moving objects and lane markings. As a
result, relative motions are evaluated in terms of this coordi-
nate systems. Apparently, it is the same as the u-axis in the
image coordinate system. Thus the point o denotes the center
of objects detected, which 1D coordinates are \(\frac{u_{tl} + u_{br}}{2}\).
Fig. 3. The visual detection results in a unified 1D coordinate system. The black pixel points indicate the lane markings, the red box stands for the bounding box of moving objects, and the blue line expresses the horizontal baseline or the 1D coordinate axis. $l_1$, $l_2$, and $o$ denote positions or 1D coordinates of the left, right lane markings, and the moving object, respectively.

2) Normalization Based on Lane Width: Based on deep learning methods for tracking-by-detection [25], [33], we can locate moving objects $o$ and current left/right lane markings $l_1$ and $l_2$ in the image coordinate system. In order to express the spatial-temporal motion of moving objects, we present an object-level normalization approach. Let the intersection $l_c$ between the horizontal baseline and the current lane central trajectory be the origin of the 1D coordinate system. The left side of the origin is defined as negative and the right one as positive. At the same time, the pixel lane width in current video frame is viewed as the normalized unit length. Through normalizing with such a visual lane width in each current frame, the 1D time series of moving objects relative to current lane central trajectory can be calculated. It has

$$p_r = \frac{u_o - u_c}{w}$$

$$u_c = \frac{u_1 + u_2}{2}, w = |u_1 - u_2|$$

(1)

where $w$ indicates the pixel width of current lanes, $u_c$, $u_1$, and $u_2$, respectively, stand for the coordinates of the center point (i.e. the origin), the left and right representatives of current lane markings near moving objects, $o$ denotes the representative of moving objects, and $p_r$ expresses the normalized position of $o$ relative to the central trajectory $l_c$.

3) Action Representation by Motion Time Series: In image coordinate, there are the objects $o$ ($u_o$, $v_o$), lane marking $l_1$ ($u_1$, $v_o$) and $l_2$ ($u_2$, $v_o$). Correspondingly, in world coordinate system as shown in Fig. 4, there are also moving objects $O$ ($X_w^o$, $Y_w^o$, $Z_w^o$), left lane markings $L_1$ ($X_w^1$, $Y_w^1$, $Z_w^1$), right lane markings $L_2$ ($X_w^2$, $Y_w^2$, $Z_w^2$), and camera ($x_c$, $y_c$, $z_c$, $\theta_x$, $\theta_y$, $\theta_z$). The principle of camera imaging geometry, described in Eq. (2), illustrates how to project a point ($X_w$, $Y_w$, $Z_w$) in the world coordinate system onto a point ($u$, $v$) in the image ones.

$$Z_c = \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} f_x & 0 & u_0 & 0 \\ 0 & f_y & v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} A & T \\ 0 & 1 \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ Z_w \\ 1 \end{bmatrix}$$

$$A = R_z(\theta_z)R_x(\theta_x)R_y(\theta_y), T = [x_c, y_c, z_c]^T$$

(2)

where $Z_c$ is the object coordinates in the camera coordinate system, $f_x$, $f_y$, $u_0$, $v_0$ are the camera intrinsic parameters, and the rotation matrix $A$ and the transformation matrix $T$ are the camera external parameters. $R_z$ represents the rotation matrix of rotation angle $\theta_z$, while $(x, y, z)$ denotes the location of camera in the world coordinate system.

Suppose that within a local region, the camera only rotates $\theta_y$ along the $Y$-axis and moves on the $X$-$Z$ plane, and lane markings are parallel to the $Z$-axis. As a result, a point in the world coordinate system can be projected onto the one in the corresponding image coordinate system, i.e.,

$$u = \frac{f_{u1}(X_w) + f_{u2}(Y_w, \theta_y) + f_{u3}(Z_w, \theta_y) + f_{u4}(x_c, z_c)}{Z_c}$$

(3)

$$v = \frac{f_{u1}(X_w) + f_{u2}(Y_w, \theta_y) + f_{u3}(Z_w, \theta_y) + f_{u4}(x_c, z_c)}{Z_c}$$

(4)

where $f$ denotes a linear function. Since the monocular camera lacks the depth information, we make a reasonable assumption that the depth ($Z_c$) of both moving objects and their neighboring lane markings is almost the same. So the line where $O$, $L_1$ and $L_2$ are located at is perpendicular to the optical axis, as shown in Fig. 4. For objects and lane markings, $Z_c$ and $v$ is equal. Thus we can have $Z_w^1$ and $Z_w^2$ below,

$$f_{u1}(X_w^o) + f_{u3}(Z_w^o, \theta) = f_{u1}(X_w^1) + f_{u3}(Z_w^1, \theta)$$

$$= f_{u1}(X_w^2) + f_{u3}(Z_w^2, \theta)$$

(5)

Then we project the points $O$, $L_1$ and $L_2$ onto the ones in the image coordinate system according to Eq. (3). Based on Eq. (1), we can get the relative position of objects,

$$p_r = \frac{u_o - (u_1 + u_2)/2}{|u_1 - u_2|} \approx 2 \cdot \frac{X_w^o - (X_w^1 + X_w^2)}{2 \cdot |X_w^1 - X_w^2|}$$

(6)

As shown in Fig. 4, it is easy to know that the normalized position of points $O$ on the line $L_1L_2$ is the same as on the line2. It means that relative position $p_r$ is only associated with $X_w^o$ because $X_w^1$ and $X_w^2$ remain fixed. Therefore, lane intrusion actions are independent of object trajectories.
B. PSRNet

In general, a phase space represents the smallest possible state space of a dynamic system. Each state vector of a dynamic system is expressed as a point in phase space. Any time series observations can be regarded as outputs of embedded dynamic systems with unknown system order, which is described by phase state space representation. Accordingly, the evolution process of a dynamic system can be depicted as a motion trajectory from the initial state in phase space. Time series is usually analyzed in the time domain. In particular, for the chaotic time series, many studies are carried out in reconstructed nonlinear phase space [16], [37], [38]. Therefore, the phase space reconstruction method plays an important role in the processing of chaotic time series. In addition, the Lyapunov exponent is defined as the average exponential divergence rate of adjacent motion trajectories in phase space, which is generally viewed as one of several numerical characteristics for identifying nonlinear chaotic motion [39].

We devise a PSRNet that comprises both a reconstructor and a classifier. The PSRNet first reconstructs an ensemble of latent phase spaces in the reconstructor and then learns Lyapunov exponent-like characteristics in the classifier.

1) Reconstruction of Latent Phase Space: Based on the idea of traditional phase space reconstruction, the proposed PSRNet builds an $n$-order phase space to represent possible state vectors corresponding to the motion time series. As shown in Fig. 5, considering that the system order is unknown, the reconstructor in our PSRNet leverages $n$ CNN modules to reconstruct $n$ dynamic systems with different system orders. Specifically, the input of each CNN module is the $k$ observations before the current time $t$ in the given time series data $(k = 1, 2, \cdots, n)$, denoted as $\{p_{t−1}, \cdots, p_{t−k}\}$, so that the $k$-order phase space is described as follows,

$$PS_t^k = \Gamma_k(p_{t−1}, \cdots, p_{t−k})$$

where $PS_t^k$ represents the $k$-order phase space at time $t$ and $\Gamma_k$ expresses the end-to-end CNN of order $k$. In essence, the reconstructor adopts a supervised learning to accurately approximate nonlinear mappings in nonlinear difference equations with $k$ system orders. In other words, the identical time series observations are utilized to learn the approximation of $k$-order difference systems. Note that the observation $p_t$ itself at the current time $t$ in the given time series is employed as the output expectation of CNN modules. Here we adopt the mean square error (MSE) as the loss function of the reconstructor. The loss $\mathcal{L}_{1k}$ of the $k$-order CNN module is

$$\mathcal{L}_{1k} = \mathcal{F}_{MSE}(\hat{p}_{tk}, p_t)$$

$$\hat{p}_{tk} = \mathcal{F}_k(PS_t^k)$$

where $\mathcal{F}_{MSE}$ indicates the MSE loss function and $\mathcal{F}_k$ expresses the $k$-order linear layer.

The latent phase space actually expresses an ensemble of $n$ reconstructed dynamic systems. All the inputs and outputs of the CNN modules, i.e. the reconstructor, are aggregated to form the latent phase space of an ensemble of dynamic systems. The ensemble is given below,

$$PS_t = \mathcal{F}_{cat}(p_t, PS_t^1, \cdots, PS_t^n)$$

where $\mathcal{F}_{cat}$ stands for the CONCAT operation.

2) Learnable Lyapunov Exponent: Afterwards, we aggregate all the inputs and outputs of the reconstructor and feed such an ensemble $PS_t$ into another lightweight CNN classifier, whose output is just the classification results of lane intrusion actions. Heuristically, this can be considered as learning to approximate the Lyapunov exponent-like characteristics of reconstructed latent phase spaces $PS_t$ and then making use of them to classify different lane intrusion actions or corresponding motion time series.

Specifically, such Lyapunov exponent-like classifier shown in Fig. 5 includes two convolutional layers with $3 \times 3$ kernels and one fully-connected layer with softmax, which outputs the final classification scores. The classification results of lane intrusion actions are described as follows:

$$\hat{l}_p = \mathcal{F}_c(PS_t)$$

where $\mathcal{F}_c$ represents the Lyapunov exponent-like classifier. The loss of such CNN classifier is defined as the cross-entropy loss that is indicated by $\mathcal{L}_2$, i.e.,

$$\mathcal{L}_2 = \mathcal{F}_{CE}(\hat{l}_p, l_p)$$

where $\mathcal{F}_{CE}$ expresses the cross-entropy loss, and $l_p$ denotes the label of lane intrusion actions of $\{p_0, \cdots, p_t, p_{t+1}, \cdots\}$.

In a word, PSRNet employs supervised learning to model the ensemble of hybrid-order nonlinear dynamic systems embedded by time series observations and reconstruct corresponding latent phase spaces. Sequentially, it further learns the Lyapunov exponent-like discrimination of phase spaces to build a classifier in order to enhance the generalization ability of the whole PSRNet. The overall loss $\mathcal{L}$ of the PSRNet is given by:

$$\mathcal{L} = \lambda \cdot \sum_{k=1}^{n} \mathcal{L}_{1k} + \mathcal{L}_2$$

where $\lambda$ indicates the weight coefficient.
IV. EXPERIMENTS

A. Data Preparation: THU-IntrudBehavior

As far as we know, there is no public dataset for lane intrusion action recognition. In order to verify the effectiveness of our PSRNet and initially examine the feasibility of the proposed method in real-world road traffic environments, we built the lane intrusion action recognition dataset called THU-IntrudBehavior. In the data collection scheme, we firmly mounted the U-TRON telephoto lens and the FLIR camera directly in front of the driver’s cab to clearly capture road traffic scenes within 150-250m ahead. The ego-vehicle speed remains above 70km/h when collecting data. The video data is acquired in three weather conditions of being sunny, cloudy, and rainy, covering various situations. We imitate lane intrusion action on open urban roads and structured roads in the vicinity of the Garden Expo Park, Beijing, China. Intruders or moving objects include pedestrians and cyclists. Such THU-IntrudBehavior is expected to be publicly released very soon.

After completing data collection, we clean and annotate all the data. We have removal of the incomplete videos and crop relevant video clips in terms of the presence of intrusion behaviors. Furthermore, we accomplish all the annotations including the bounding box labels of pedestrians and cyclists, the pixel-level labels of neighboring lane markings, and the category labels of intrusion behaviors below: 1) intruding into current lane from left to right, 2) intruding into current lane from right to left, and 3) without any lane intrusion. Note that we only focus on lane markings fragments near pedestrians/cyclists in the annotation. We got 96 videos online with a total of 10,972 pictures. It contains 154 lane intruders (i.e. pedestrians and cyclists). In order to justly assess the accuracy and robustness of models, we conducted the 3-fold, 5-fold, and 7-fold cross-validation experiments, respectively, in which all the samples must be shuffled randomly.

B. Implementation Details

1) Object Detection and Lane Markings Detection: First, we got ready for the visual object detection model Yolov3 [25] pre-trained using the MSCOCO dataset [28] and the lane markings detection model SCNN [34] that was also pre-trained based on the CULane dataset [34]. Second, we then used the THU-IntrudBehavior to make fine-tuning of the above two pre-trained models, respectively. After those preparations were done, the video frames were continuously fed into both the well-trained Yolov3 and SCNN models. Accordingly, the bounding boxes of moving objects including pedestrians and cyclists and the segmentations of current lane markings for each frame were inferred. Finally, we combined the inferred bounding-boxes and segmentations in a unified coordinate system, and figured out the pixel positions of moving objects and lane markings each frame, in order to give rise to the object-level motion time series of intruders and lane markings.

2) Filtering and Normalization: First, we aligned the motion time series data of each pedestrian/cyclist and removed all false positives using the Hungarian algorithm. Afterwards, we adopted the Kalman filtering to smooth noises in these time series and lane markings data. The initial state values of the Kalman filtering were assumed to the median of the first three values in time series. Finally, the normalized relative motion time series was computed according to Eq. (1), all of which would be utilized as inputs of PSRNet.

3) PSRNet and Training Details: Specifically, we selected 24 consecutive frames of the motion time series data as inputs to the PSRNet. In the experiment, the maximum system order of latent phase spaces was assumed to be 4. In order to reconstruct the phase space, we built 4 one-dimensional CNN modules to form an ensemble, whose input sizes were 1, 2, 3, and 4, respectively. Note that each of 4 CNN modules outputs 8 channels. Meanwhile, the Lyapunov exponent-like classifier comprised two convolutional layers with $3 \times 3$ kernel size and one fully-connected layer, where the numbers of channels in the two convolutional layers are 16 and 32, respectively. Furthermore, we select $\lambda = 0.5$ in Eq. (13). In the training algorithm, Adam optimizer was applied to train the model for 100 epochs. The initial learning rate was set to 0.001 with a mini-batch of 32.

| Method          | Accuracy(%) |
|-----------------|-------------|
| R(2+1)D [10]    | 47.9 ± 1.5  |
| Two-stream [7]  | 52.1 ± 1.5  |
| TRN [11]        | 57.3 ± 3.0  |
| LSTM-based      | 96.7 ± 2.5  |
| GRU-based       | 97.4 ± 1.1  |
| TCN-based       | 96.1 ± 1.7  |
| MLP-based       | 95.3 ± 1.8  |
| PSRNet          | 98.0 ± 1.6  |

C. Performance Comparison

We selected R(2+1)D [10], the two-stream network [7], and TRN [11] as the baseline models in this paper. We also compared LSTM-based, GRU-based, TCN-based and MLP-based methods with the proposed method. In this case, all the LSTM-based, GRU-based, and TCN-based models consist of two-layer neural networks with the same number of channels as PSRNet, which inputs are all the above object-level motion time series data. But the MLP-based model has one hidden layer with 512 neurons. In particular, the 3-fold cross-validation experiments for performance evaluation were carried out due to the relatively small number of samples in the THU-IntrudBehavior.

The experimental results are listed in Table I. Compared to 3D CNNs and two-stream networks, the test accuracy of our PSRNet is remarkably improved, while the LSTM-based and GRU-based methods also achieve significant improvements. In fact, the PSRNet slightly outperforms the LSTM-based, GRU-based, TCN-based, and MLP-based methods in terms of its lower standard deviation. All the results demonstrate that object-level learning leads to better performance.
Fig. 6. (a) Scattered points indicate position estimations given by visual object detection algorithms. The curves represent trajectories smoothed by the Kalman filtering. (b) The red curve expresses the normalized motion time series of moving objects relative to the central trajectory and the black dashed lines denote current left/right lane markings.

D. Ablation Study and Discussion

In this subsection, we completed extensive ablation experiments in order to analyze the influence of individual components in our PSRNet method. It should be pointed out that all experiments were done on THUIntrudBehavior based on k-fold cross-validation (k = 3, 5, and 7).

TABLE II
THE EFFECTS OF LANE WIDTH NORMALIZATION AND FILTERING.

| Normalization | Filtering | 3-fold | 5-fold | 7-fold |
|---------------|-----------|--------|--------|--------|
|               | ✓         | 65.8 ± 9.2 | 65.8 ± 11.4 | 50.0 ± 14.0 |
| ✓             | ✓         | 95.8 ± 4.1 | 97.2 ± 2.8 | 96.7 ± 2.5 |
| ✓             | ✓         | 98.0 ± 1.6 | 98.0 ± 1.7 | 97.4 ± 3.3 |

1) Normalization and Filtering: We study the effect of filtering and normalization through inputting object-level relative time series into the PSRNet and making comparison of performance, as listed in Table II. Obviously, without any filtering and normalization, the performance of our PSRNet is basically similar to that of the baselines [7], [10], [11]. Both filtering and normalization are crucial to keeping spatial-temporal continuity in object-level relative time series data. As shown in Fig. 6(a), the scattered points represent positions given by visual object detection algorithms, while the curves indicate trajectories of pedestrians/cyclists smoothed by the Kalman filtering. The Kalman filtering algorithm is adopted to eliminate outliers and smooth noises, both of which are actually caused by inevitable false positives and missed detections of any tracking-by-detection algorithms. We believe that combination of filtering and normalization simply leads to significant performance improvements. Additionally, it is easy to see from Fig. 6(a) that the motion of objects cannot be identified merely through observing the scatter points or the curves. It is even more impossible to determine whether there are intrusion actions. Fig. 6(b) shows the normalized smooth time series relative to the central trajectory of current lane. Because of the normalization of position estimations based on current lane pixel widths each frame, the adverse effect of high-speed movements is reduced greatly. In fact, we can intuitively judge intrusion actions of objects only based on these object-level relative motion time series data.

2) Orders of Latent Phase Spaces: In addition, we also performed experiments of the effect of phase spaces with different system orders on the performance of PSRNet. We used zero-padding for lower system orders. As shown in Table III, the accuracy becomes greater as system orders increase. In the process of reconstructing phase spaces, we employed hybrid system orders to capture features of dynamic systems embedded in relative motion time series. Meanwhile, all the inputs and outputs of reconstructed latent phase spaces were aggregated as the input of the classifier so as to further learn Lyapunov exponent-like discriminations. Overall, the application of heuristic knowledge, including phase space and Lyapunov exponent, makes such deep learning models capable of catching inherent dynamic structural features more accurately, which leads to stronger generalization ability.

3) Weights in the Loss Function: The weight coefficient $\lambda$ in Eq. (13) determines the relative contribution of reconstructor and classifier on the whole action recognition task. In general, too small weights $\lambda$ will reduce performance due to unbalanced feature representation. Therefore, the choice of the weight $\lambda$ needs to empirically be compromised based on trial and error. In all the experiments, we set $\lambda = 0.5$.

V. CONCLUSIONS

This paper proposes a lightweight PSRNet for lane intrusion action recognition based on a monocular camera without using any HD map and precise navigation equipment. First, on the basis of visual tracking-by-detection algorithms for moving objects including pedestrians, cyclists, and lane markings, we present a visual lane width-based normalization policy to implicitly represent the movement of objects including pedestrians/cyclists and lane markings, we build a PSRNet to conduct such motion time series classification. Inspired from classic phase-space reconstruction and Lyapunov exponent methods, the PSRNet comprises several CNN layers and classifier layers, where the former sets up a latent phase space to implicitly represent the movement of pedestrians and cyclists. Thanks to the object-level learning and the introduction of phase space reconstruction and Lyapunov exponent-like classifier, our PSRNet makes it easier to recognize lane intrusion actions in video. The experimental results show that the proposed method even achieves 98.0% accuracy with high efficiency.
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