Limitations of CMB $B$-mode template delensing
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Efforts to detect a primordial $B$-mode of CMB polarization generated by inflationary gravitational waves ought to mitigate the large variance associated with the $B$-modes produced by gravitational lensing, a process known as delensing. A popular approach to delensing entails building a lensing $B$-mode template by mimicking the lensing operation, either at gradient order or non-perturbatively, using high-resolution $E$-mode observations and some proxy of the lensing potential. By explicitly calculating all contributions to two-loop order in lensing to the power spectrum of $B$-modes delensed with such a template in the noise-free limit, we are able to show that: (i) corrections to the leading-order calculation of the lensing $B$-mode power spectrum only enter at the $O(1)\%$ level because of extensive cancellations between large terms at next-to-leading order; (ii) these cancellations would disappear if a gradient-order template were to be built from unlensed or delensed $E$-modes, giving rise to a residual delensing floor of $O(10)\%$ of the original power; (iii) new cancellations arise when the lensed $E$-modes are used in the gradient-order template, allowing for the delensing floor to be as low as $O(1)\%$ of the original power in practical applications of this method; and (iv) these new cancellations would disappear for a non-perturbative template constructed from the lensed $E$-modes, reintroducing a residual delensing floor of $O(10)\%$. We further show that the gradient-order template outperforms the non-perturbative one in realistic scenarios with noisy estimates of the $E$-mode polarization and lensing potential. We therefore recommend that in practical applications of $B$-mode template delensing, where the template is constructed directly from the (filtered) observed $E$-modes, the gradient-order approach should be used rather than a non-perturbative remapping.

I. INTRODUCTION

The wealth of cosmological data gathered in recent decades favours models where a period of accelerated expansion of space took place at very early times: cosmic inflation. As a general and rather unique feature, inflationary models predict that a background of primordial gravitational waves would have been generated during that period along with fluctuations in the density. These primordial perturbations would have been present 380,000 years later, when the cosmic microwave background (CMB) was emitted, hence they are expected to have left an imprint in the temperature and polarization patterns of this relic light [1–3]. In fact, one can form a curl-like, $B$-mode component of polarization which, during recombination and in linear theory, is generated only by tensor fluctuations. Consequently, a detection of large-scale primordial $B$-modes would widely be considered direct evidence for cosmic inflation.

Unfortunately, the faint, primordial signal is obscured by $B$-modes generated from primordial $E$-modes by the process of gravitational lensing of the CMB as it propagates through the large-scale matter distribution of the Universe [4]. On large angular scales, where the power spectrum of primordial $B$-modes peaks ($l < 200$), the lensing power spectrum resembles that of white noise, comparable in amplitude to the noise power of an experiment with a sensitivity of $\Delta_P = 5 \mu$K arcmin, approximately that of experiments coming online at the time of writing. Lensing-induced $B$-modes are now routinely observed in high-precision polarization surveys, following the first detection (with data from the South Pole Telescope) by Ref. [5]. In order to be able to detect any small, primordial $B$-mode signal, the variance associated with the lensing contribution ought to be mitigated — a procedure known as delensing, which several groups have already applied to real data [6–10].

Since the effect of lensing on the CMB is very well approximated as a re-mapping of the unlensed anisotropies by the gradient of the lensing potential, extensive delensing can be achieved by reversing these deflections. For $B$-modes, this re-mapping approximation should be valid until polarization sensitivities become better than $O(0.01) \mu$K arcmin, corresponding to lensing residuals $O(10^{-4})$ of the original power, at which point non-remapping effects such as rotation
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of the emission-angle \( \text{[11]} \), apparent warping of the last-scattering surface due to Shapiro time-delays \([11,12]\) and post-Born field rotation \([13,14]\) (dominant only on small angular scales) will present a source of \( B \)-mode noise not reducible by standard delensing. We shall neglect non-remapping corrections for the remainder of this work.

For \( B \)-mode delensing, the information that is needed to delens the large angular scales of interest is contained in the intermediate and small-scale fluctuations \([15]\). Given that it is challenging to make stable large-scale measurements with the large-aperture telescopes needed to access the small-scale fluctuations, upcoming ground-based observatories will feature one or more large-aperture telescopes (for lensing and other CMB science needing high angular resolution) and a set of small-aperture telescopes targeting the primordial \( B \)-mode signal on large angular scales \([16,17]\). The two surveys will have different footprints, with the small-aperture survey contained within the wider large-aperture one. In this set-up, a convenient way to perform delensing is to form a “template” estimating the particular realization of lensing \( B \)-modes present on the sky by combining high-resolution \( E \)-mode observations with some proxy of the lensing potential, and to subtract this template from the \( B \)-modes observed by the small-aperture telescopes. The template may be constructed using a linear expansion in the lensing deflections (which we refer to as a gradient-order template) or using a non-perturbative remapping scheme. Both approaches have already been successfully applied to real data: Ref. \([7]\) used a leading-order template for a first demonstration of \( B \)-mode delensing, while Refs \([8,9]\) used non-perturbative templates for their similarly successful analyses. The gradient-order method has been particularly popular in the literature for forecasts of performance (e.g., Refs \([15,18–30]\)) and characterizations of systematic effects (e.g., Refs \([31,33]\)) owing, perhaps, to its analytic transparency and ease of computation. A further reason for the ubiquity of the gradient-order template method is that it is assumed to track the true lensing \( B \)-modes very accurately.

In this work, we put the last statement to the test, aiming to quantify and understand the intrinsic limitations on the residual \( B \)-mode power after delensing with gradient-order and non-perturbative templates. We begin, in Sec. \([11]\) with a brief introduction to template delensing. Then, in Secs. \([III]\) and \([IV]\) we calculate the power spectrum of lensed \( B \)-modes to \( O(\phi^3) \) (i.e., two-loop order in the power spectrum of the lensing potential, \( \phi \)) for the gradient-order and non-perturbative templates, respectively. We demonstrate that the former has better performance due to cancellations between the lensing corrections to the \( E \)-modes used in the template, and the \( O(\phi^2) \) contributions to the lensed \( B \)-modes, which do not arise in the non-perturbative case. We also point out similar calculations in the lensed \( B \)-mode power spectrum itself at \( O(\phi^3) \) in Sec. \([III]\). Much of our discussion concerns the fundamental limitations of template methods, which we illustrate by considering the idealised case of noise-free \( E \)-mode measurements and access to the true lensing potential. However, we show in Sec. \([IV]\) that our conclusion regarding the relative performance of gradient-order and non-perturbative templates still holds, albeit with more marginal differences, in the practical case of noisy observations and an imperfectly correlated lensing proxy.

II. TEMPLATE DELENSING

We work in the flat-sky limit throughout for simplicity. While differences do exist at the percent level between flat-sky and spherical results, for example, in the lensed \( B \)-mode power spectrum \([36]\), our findings on the limitations of template delensing should hold similarly in the spherical case. We follow the notation of \([37]\), so that the Stokes of noisy observations and an imperfectly correlated lensing proxy.

\[
(Q \pm iU)(x) = -\int \frac{d^2 l}{2\pi} [E(l) \pm iB(l)] e^{\pm 2i\phi(x)} e^{i x \cdot l},
\]

where \( \phi \) is the angle between \( l \) and the \( x \)-direction. Ignoring primordial \( B \)-modes, the \( B \)-modes generated from \( E \)-modes by lensing are, up to second order in lensing displacements,

\[
\tilde{B}(l) = -\int \frac{d^2 l_1}{2\pi} \sin(2(\phi_{l_1} - \phi_1)l_1 \cdot (l - l_1)E(l_1)\phi(l - l_1)) \]

\[
+ \frac{1}{2} \int \frac{d^2 l_1}{2\pi} \int \frac{d^2 l_2}{2\pi} \sin(2(\phi_{l_1} - \phi_1)l_1 \cdot l_2l_1 \cdot (l - l_1 - l_2)E(l_1)\phi(l_2)\phi(l - l_1 - l_2)) + \cdots.
\]

Here, \( \phi \) is the lensing potential so the lensing displacements are \( \alpha = \nabla \phi \). We denote the contribution to the lensed \( B \)-mode at \( n \)th order in \( \phi \) by \( \tilde{B}^{(n)} \). Further introducing the linear functional \( B_t[P] \), which extracts the \( B \)-modes at \( l \) from the real-space polarization field \( P = Q + iU \), we can write

\[
\tilde{B}^{(n)}(l) = \frac{1}{n!} B_t[\alpha l_1 \cdots \alpha l_n \nabla_i l_1 \cdots \nabla_i l_n P^E],
\]

where \( P^E \) is the unlensed polarization field constructed from \( E(l) \).
Given the observed, noisy $E$-mode polarization after beam-deconvolution, $E_{\text{obs}}(l)$, and some proxy for the lensing potential $\phi_{\text{proxy}}$, we can form a leading-order template (which we shall refer to as the gradient-order template) for the lens-induced $B$-modes:

$$\hat{B}_{\text{temp}}(l) = -\int \frac{d^2l_1}{2\pi^2} \sin 2(\phi_{l_1} - \phi_1) l_1 \cdot (1 - l_1) W^E_l E_{\text{obs}}(l_1) W^\phi_{l-1} \phi_{\text{proxy}}(1 - l_1).$$

(4)

Here, the Wiener filters

$$W^E_l \equiv \frac{\tilde{C}^{EE}}{C^{EE,\text{tot}}_l} \quad \text{and} \quad W^\phi_l \equiv \frac{C^{\phi\phi_{\text{proxy}}}_l}{C^{\phi\phi_{\text{proxy}}}_l},$$

(5)

are chosen to minimise the residual power in $\hat{B}(l) - \hat{B}_{\text{temp}}(l)$ at leading order. A template that is non-perturbative in the lens remapping can also be constructed:

$$\hat{B}_{\text{non-pert}} = B_l \left( P W^E \ast E_{\text{obs}} \left[ x + \nabla \left( W^\phi \ast \phi_{\text{proxy}} \right) \right] \right),$$

(6)

where, for example, $W^E \ast E_{\text{obs}}$ are the Wiener-filtered $E$-modes. Taylor expanding at gradient order recovers the gradient-order template in Eq. (1).

For most of this work, we shall assume that the polarization measurements are noise-free and that we have access to the true lensing potential, in which case both Wiener filters in Eq. (5) equal one. However, we relax these assumptions in Sec. [IV] where we compare the performance of gradient-order and non-perturbative templates in a more practical context.

III. DELENSING WITH A GRADIENT-ORDER TEMPLATE

It is sometimes argued, e.g., Ref. [7], that delensing with a gradient-order template constructed from ideal (lensed) $E$-modes and the true $\phi$ is very accurate since the non-perturbative lensed $B$-mode power differs only at the percent level from the power spectrum of $\hat{B}(l)$ [30]. As we shall see, the conclusion is correct that the residual power after template delensing can be at the percent level. However, the logic above is somewhat flawed since:

1. the template is constructed from the lensed $E$-modes, not the unobservable unlensed ones; and

2. the power spectrum of the residuals after template delensing is not simply related to the difference between the power spectra of the template and $\hat{B}(l)$.

To see some of the subtleties, consider forming a gradient-order template with the unlensed $E$-modes, which might seem a desirable thing to be able to do. Of course, if we made a non-perturbative template this would be perfect, but we are interested in this section in a gradient-order template of the form in Eq. (4). If we subtract this template, the true lensing potential, in which case both Wiener filters in Eq. (5) equal one. However, we relax these assumptions in Sec. [IV] where we compare the performance of gradient-order and non-perturbative templates in a more practical context.

1. the template is constructed from the lensed $E$-modes, not the unobservable unlensed ones; and

2. the power spectrum of the residuals after template delensing is not simply related to the difference between the power spectra of the template and $\hat{B}(l)$.

The difference between the power spectra of the template (constructed at gradient order with the unlensed $E$-modes) and of $\hat{B}(l)$ at second order in $C^{\phi\phi}$ is of the form

$$\Delta C_l^{BB} = \langle \hat{B}(1) \hat{B}(3)(1') \rangle' + \langle \hat{B}(2)(1) \hat{B}(2)(1') \rangle',$$

(7)

where the primes on the expectation values denote that the delta-functions $\delta^{(2)}(1 + 1')$ are removed. This is simply the contribution to the lensed $B$-mode power at second order in $C^{\phi\phi}$. However, the power spectrum of the residual $B$-modes after gradient-order template delensing with the unlensed $E$-modes is

$$C_l^{BB,\text{resid}} = \langle \hat{B}(2)(1) \hat{B}(2)(1') \rangle'$$

(8)

to the same order in $C^{\phi\phi}$. There turns out to be a strong cancellation between the two terms on the right-hand side of Eq. (7), each of which are separately at the $O(10)\%$ level of the lensed $B$-mode power; see Fig. [1].

We first calculate $\langle \hat{B}(2)(1) \hat{B}(2)(1') \rangle'$ from Eq. (2); we find

$$\langle \hat{B}(2)(1) \hat{B}(2)(1') \rangle' = \frac{1}{2} \int \frac{d^2l_1}{(2\pi)^2} \int \frac{d^2l_2}{(2\pi)^2} \sin^2 2(\phi_{l_1} - \phi_1)(l_1 \cdot l_2)^2 [l_1 \cdot (1 - l_1 - l_2)]^2 C^{EE}_l C^{\phi\phi}_{l_2} C^{\phi\phi}_{l - l_1 - l_2}.$$
For \( \langle \tilde{B}^{(1)}(1) \tilde{B}^{(3)}(1') \rangle' \), it is simplest to make use of Eq. (3), so that
\[
\langle \tilde{B}^{(1)}(1) \tilde{B}^{(3)}(1') \rangle' = \frac{1}{3!} \langle B_1[\alpha \cdot \nabla P^E]B_{1'}[\alpha_{i1}\alpha_{i2}\alpha_{i3}\nabla_i \nabla_i \nabla_i \nabla_i P^E] \rangle' \n\]
\[
= \frac{3}{2} \times 3! \langle \alpha^2 \rangle \langle B_1[\alpha \cdot \nabla P^E]B_{1'}[\alpha \cdot \nabla \nabla^2 P^E] \rangle',
\]
where we have used \( \langle \alpha_i \alpha_j \rangle = \delta_{ij} \langle \alpha^2 \rangle / 2 \) at a point. It follows that the calculation of this “1–3” term is simply related to the power spectrum of \( \tilde{B}^{(1)} \), and we have
\[
2\langle \tilde{B}^{(1)}(1) \tilde{B}^{(3)}(1') \rangle' = -\frac{\langle \alpha^2 \rangle}{2} \int \frac{d^2 l_1}{(2\pi)^2} \sin^2 2(\phi_{11} - \phi_{1}) |l_1 \cdot (1 - 1)|^2 l_1^2 C_{l_1}^{EE} C_{|l - l_1|}^{\phi \phi},
\]
On large scales, the integral on the right of Eq. (11) is dominated by small-scale \( E \)-modes and similarly small-scale lenses, as for the power spectrum of \( \tilde{B}^{(1)}(1) \), making \( \langle \tilde{B}^{(1)}(1) \tilde{B}^{(3)}(1') \rangle' \) approximately constant. (Indeed, the additional factor of \( l_1^2 \) in the integrand compared to the power spectrum of \( \tilde{B}^{(1)}(1) \) accentuates this coupling to smaller-scale lenses and \( E \)-modes.) On the other hand, the mean-squared deflection angle \( \langle \alpha^2 \rangle \) preferentially receives contributions from degree-scale lenses (i.e., the coherence length of the deflections). Physically, the large-scale modes of \( \tilde{B}^{(3)} \) that correlate with the large-scale modes of \( \tilde{B}^{(1)} \) are mostly sourced by the action of one small-scale lens and two larger-scale lenses on the small-scale (unlensed) \( E \)-modes. Roughly, this can be thought of as the small-scale lens linearly producing \( B \)-modes from the small-scale \( E \)-modes, and then these being displaced rigidly by lenses on larger scales, preserving the \( B \)-mode character.

A similar thing happens for \( \tilde{B}^{(2)} \): the dominant contribution on large scales is from one small-scale lens acting on small-scale unlensed \( E \)-modes, followed by displacement by one large-scale lens. Equivalently, the integral in Eq. (9) is dominated on large scales by modes with \( l \ll l_1 \) and \( l_2 \ll l_1 \), with an equal contribution (by symmetry of the integrand) from the disjoint region with \( l_2 \rightarrow 1 - l_1 - l_2 \). The two contributions correspond to the two orderings of
the large- and small-scale lenses in \( \tilde{B}^{(2)}(l) = B_l[\alpha \cdot \nabla_i \nabla_j P^E]/2 \). Evaluating the integral in these limits, we find

\[
(\tilde{B}^{(2)}(l)\tilde{B}^{(2)}(l'))' \approx \frac{1}{2} \left( \int \frac{d^2 l_2}{(2\pi)^2} l_2^2 C_{1 l_2}^{\Phi \Phi} \right) \int \frac{d^2 l_1}{(2\pi)^2} \sin^2 2(\phi_{l_1} - \phi_{l_1}) I_1^E C_{1 l_1}^{EE} C_{1 l_1}^{\Phi \Phi},
\]

\[
\approx \frac{\langle \alpha^2 \rangle}{2} \frac{1}{4\pi} \int \frac{dl_1}{l_1^4} l_1^4 C_{1 l_1}^{\phi \phi} I_1^E C_{1 l_1}^{EE},
\]

which is independent of \( l \). Here, we have used

\[
\langle \alpha^2 \rangle = \int \frac{d^2 l}{(2\pi)^2} l^2 C_{l l}^{\phi \phi}.
\]

Evaluating Eq. (11) in the large-scale limit, we see that

\[
(\tilde{B}^{(2)}(l)\tilde{B}^{(2)}(l'))' \approx -2(\tilde{B}^{(1)}(l)\tilde{B}^{(1)}(l'))',
\]

and so the two terms approximately cancel in Eq. (7). This result is validated numerically in Fig. 1 showing that the \( O(\phi^4) \) contribution to the lensed \( B \)-mode spectrum is only around 1% of the total lensing power, despite the power spectrum of \( \tilde{B}^{(2)} \) being around 10% of the lensing power.

The approximate cancellation between the “1–3” and “2–2” terms arises since displacing the \( B \)-mode fields themselves if the size of the displacements are comparable to the coherence scale of the field being displaced. In this way, \( \tilde{B}^{(2)} \) can have power that is a sizable fraction of \( \tilde{B}^{(1)} \) (i.e., around 10% here), but the correction to the total lensed \( B \)-mode power at second order in \( C_{l l}^{\phi \phi} \) remains small (around 1%). Similar cancellations are also the reason why the lensing correction to the temperature power spectrum remains small on the intermediate scales of the acoustic peaks.

We now consider the physically more relevant case of delensing with a gradient-order template constructed with the lensed \( E \)-modes. Fortunately, a cancellation also occurs in this case, leaving the power spectrum of the delensed \( B \)-modes at the 1% level of the lensed \( B \)-mode power. Here, the cancellation is between \( \tilde{B}^{(2)} \) and the contribution to the template of the leading-order change in the \( E \)-modes due to lensing. In Ref. [39], it was argued that this cancellation is responsible for the lack of bias seen in their recovery of the tensor-to-scalar ratio \( r \) across simulations of the delensing process, but no quantitative details were given. Here, we fill in these details.

If we construct the \( B \)-mode lensing template at gradient order using the lensed \( E \)-modes, the leading-order correction to the template is

\[
\Delta \hat{B}^{\text{temp}}(l) = -\int \frac{d^2 l_1}{2\pi} \sin 2(\phi_{l_1} - \phi_{l_1}) I_1 \cdot (1 - 1_1) \hat{E}^{(1)}(l_1) \phi(1 - 1_1),
\]

where \( \hat{E}^{(1)}(l) \) is the first-order change in \( E \)-modes due to lensing:

\[
\hat{E}^{(1)}(l) = E_l[\alpha \cdot \nabla P^E] = -\int \frac{d^2 l_1}{2\pi} \cos 2(\phi_{l_1} - \phi_{l_1}) I_1 \cdot (1 - 1_1) E(1_1) \phi(1 - 1_1),
\]

where \( E_l[P] \) extracts the \( E \)-modes at wavevector \( l \) from \( P \). The residual \( B \)-modes after delensing with such a template become \( \tilde{B}^{(2)}(l) - \Delta \hat{B}^{\text{temp}}(l) \) to second order in \( \phi \). A simulated realization of the fields \( \tilde{B}^{(2)}(l) \) and \( \Delta \hat{B}^{\text{temp}}(l) \) are shown in Fig. 2. The fields are clearly very similar and so we expect the residual \( B \)-mode power after delensing to be much smaller than the power of either field alone (which, recall, for \( \tilde{B}^{(2)}(l) \) is \( O(10\%) \) of the power of \( \tilde{B}^{(1)}(l) \) on large scales). To understand the similarity of \( \tilde{B}^{(2)}(l) \) and \( \Delta \hat{B}^{\text{temp}}(l) \), we note that

\[
B^{(2)}(l) = \frac{1}{2} B_l[\alpha \cdot \nabla_i \nabla_j P^E]
\approx B_l[\alpha_{\text{short}} \alpha_{\text{long}} \nabla_i \nabla_j P^E] \quad \text{ (large scales)},
\]

where the approximation, valid on large scales, is that \( \tilde{B}^{(2)} \) is dominated by a large-scale deflection, \( \alpha_{\text{long}} \), and a small-scale deflection, \( \alpha_{\text{short}} \), as discussed above. For the leading-order correction to the template from the lensed
FIG. 2: Real-space scalar fields derived from \( \tilde{B}^{(2)}(l) \) (left) and the contribution to the gradient-order \( B \)-mode template from the linear lensing correction to \( E \)-modes, \( \Delta \tilde{B}^{\text{temp}}(l) \) (right). The plotted intensity ranges from \(-0.5 \mu K\) (dark blue) to \(0.5 \mu K\) (yellow). The similarity of these fields and their non-Gaussian nature are clearly apparent.

\( E \)-modes, we have

\[
\Delta B^{\text{temp}}(l) = B_l \left[ \alpha \cdot \nabla \tilde{B}^{(1)} \right] \\
\approx B_l \left[ \alpha \cdot \nabla \tilde{B}^{(1)} \left( \alpha_{\text{long}} \cdot \nabla P^E \right) \right] \\
\approx B_l \left[ \alpha \cdot \nabla \tilde{B}^{(1)} \left( \alpha_{\text{long}} \cdot \nabla P^E \right) \right] \quad \text{(large scales)} \\
\approx B_l \left[ \alpha \cdot \nabla \tilde{B}^{(1)} \left( \alpha_{\text{long}} \cdot \nabla P^E \right) \right].
\]

(18)

Here, the approximation in the second line ignores the \( B \)-modes in \( \alpha \cdot \nabla P^E \), i.e.,

\[
P^{E(1)} = \alpha \cdot \nabla P^E - P^{\tilde{B}^{(1)}} \approx \alpha \cdot \nabla P^E,
\]

(19)

which is valid since the power spectrum of \( \tilde{B}^{(1)} \) is only \( O(1) \) % of the power spectrum of \( \tilde{E}^{(1)} \) on the small scales (\( l \approx 1500 \)) where the power in the latter peaks. In the second and third lines of Eq. (18), we have used the fact that it is mostly large-scale (i.e., degree-scale) lenses that contribute to \( \tilde{E}^{(1)} \) while smaller-scale lenses displace this to produce large-scale \( B \)-modes. In the final line, we have ignored the derivative of \( \alpha_{\text{long}} \) compared to that of the small-scale \( \nabla P^E \). With these approximations, we see that \( \Delta B^{\text{temp}}(l) \approx \tilde{B}^{(2)}(l) \).

We now calculate the power spectrum of residual \( B \)-modes after delensing, with a gradient-order template formed using lensed \( E \)-modes, correct to second order in \( C_i^{\phi \phi} \):

\[
C_i^{BB, \text{resid}} = \langle \tilde{B}^{(2)}(l) \tilde{B}^{(2)}(l) \rangle' - 2\langle \tilde{B}^{(2)}(l) \Delta \tilde{B}^{\text{temp}}(l) \rangle' + \langle \Delta \tilde{B}^{\text{temp}}(l) \Delta \tilde{B}^{\text{temp}}(l) \rangle'.
\]

(20)

The first of these terms was already calculated in Eq. [9]. On the other hand, the cross-term is given by

\[
\langle \tilde{B}^{(2)}(l) \Delta \tilde{B}^{\text{temp}}(l) \rangle' = \int \frac{d^2l_1}{(2\pi)^2} \frac{d^2l_2}{(2\pi)^2} \sin 2(\phi_{l_2} - \phi_1) \sin 2(\phi_{l_1} - \phi_1) \cos 2(\phi_{l_1} - \phi_{l_2}) \\
\times [(l_2 - 1) \cdot l_1] [(l_2 - 1) \cdot l_2] [(l_2 - 1) \cdot l_1] ^2 C_i^{EE} C_i^{\phi \phi} C_i^{\phi \phi} C_i^{\phi \phi}.
\]

(21)

and the last term, \( \langle \Delta \tilde{B}^{\text{temp}}(l) \Delta \tilde{B}^{\text{temp}}(l) \rangle' \), receives contributions from the following two couplings:

\[
U_l = \int \frac{d^2l_1}{(2\pi)^2} \frac{d^2l_2}{(2\pi)^2} \sin^2 2(\phi_{l_2} - \phi_1) \cos^2 2(\phi_{l_1} - \phi_{l_2}) \times [(l_2 - 1) \cdot l_1] [(l_2 - 1) \cdot l_1] [(l_2 - 1) \cdot l_1] ^2 C_i^{EE} C_i^{\phi \phi} C_i^{\phi \phi} C_i^{\phi \phi}.
\]

(22)
The first, $U_l$, arises from correlating the (large-scale) lenses in each $\tilde{E}^{(1)}$; it is expected to dominate over $V_l$, which arises from correlations between the large- and small-scale lenses.

As expected from the similarity of the two fields highlighted in Fig. 2, an explicit numerical evaluation of all these terms\(^1\) reveals that $(\Delta \tilde{B}^{\text{temp}}(l) \Delta \tilde{B}^{\text{temp}}(l'))' \approx (\tilde{B}^{(2)}(l) \tilde{B}^{(2)}(l'))' \approx (\tilde{B}^{(2)}(l) \Delta \tilde{B}^{\text{temp}}(l'))'$ (with $V_l \ll U_l$ by approximately two orders of magnitude). Consequently, there is extensive cancellation between leading-order contributions, and the residual lensing $B$-mode power spectrum after delensing with a gradient-order template built from lensed $E$-modes has an amplitude of $O(1\%)$ of the lensing $B$-mode power spectrum; see Fig. 3. This is in good agreement with simulations\(^2\) on large angular scales up to the accuracy afforded by our numerical integration and field remapping codes. On small scales, $l > 1000$, the simulated and analytic spectra diverge somewhat, likely due to the significance of higher-order contributions missing from the analytic expressions.

We can also recover the approximate cancellation between the terms in Eq. (20) by approximating the integrands in Eqs. (21, 22). The first of these is dominated by large-scale lenses in the construction of $\tilde{E}^{(1)}$ correlating with the large-scale lens in $\tilde{B}^{(2)}$, and the smaller-scale lens remapping $\tilde{E}^{(1)}$ to the large-scale $\Delta \tilde{B}^{\text{temp}}$ correlating with the

\[ V_l = \int \frac{d^2l_1}{(2\pi)^2} \frac{d^2l_2}{(2\pi)^2} \sin 2(\phi_{l_1} - \phi_l) \cos 2(\phi_{l_1} - \phi_{l_2}) \sin 2(\phi_{l_1-l_2+1_l} - \phi_l) \cos 2(\phi_{l_1} - \phi_{l_1-l_2+1_l}) \]

\[ \times l_2 \cdot (1 - l_2)l_1 \cdot (l_2 - l_1)(l - l_2 + 1_l) \cdot (l_2 - l_1)l_1 \cdot (l - l_2)C^{EE} C_{l_1}^{\phi\phi} C_{l_2}^{\phi\phi} C_{l_1-l_2}^{\phi\phi}. \]  

\(^1\) In order to deal appropriately with the highly oscillating, multi-dimensional integrands at hand, we employ a Monte-Carlo approach combining importance sampling with globally-adaptive subdivision of the integration domain, as implemented in the code Suave, part of the publicly-available Cuba library.\(^10\)

\(^2\) We use 200 flat-sky simulations on a square grid with 1024 pixels per side and a pixel width of 1 arcmin. To do this, we use the publicly-available code QuickLens [https://github.com/dhanson/quicklens] though an amended and extended version can be found at [https://github.com/abaleato/Quicklens-with-fixes].
small-scale lens in \( \hat{B}^{(2)} \). This corresponds to \( |l_2 - l_1| \ll l_1 \) in the integrand of Eq. (21). In the large-scale limit, we therefore have

\[
\langle \hat{B}^{(2)}(l) \Delta B_{\text{temp}}(l') \rangle' \approx \int \frac{d^2 l_1}{(2\pi)^2} \sin^2 2(\phi_1 - \phi_1) |l_1 \cdot (l_1 - l)|^2 C_{l_1}^{EE} C_{l_1 - l_1}^{\phi\phi} \int \frac{d^2 l_2}{(2\pi)^2} |l_1 \cdot (l_2 - l_1)|^2 C_{l_2 - l_1}^{\phi\phi} \\
\approx \frac{1}{2} (\alpha^2) \int \frac{d^2 l_1}{(2\pi)^2} \sin^2 2(\phi_1 - \phi_1) l_1^2 C_{l_1}^{EE} C_{l_1}^{\phi\phi} \\
\approx \langle \hat{B}^{(2)}(l) \hat{B}^{(2)}(l') \rangle'.
\]

Similarly, \( U_l \) is dominated by \( |l_2 - l_1| \ll l_1 \), and in the large-scale limit it is straightforward to show that \( U_l \approx \langle \hat{B}^{(2)}(l) \hat{B}^{(2)}(l') \rangle' \).

For reference, the residual power obtained after delensing with a gradient-order template constructed from the lensed \( E \)-modes is one order of magnitude smaller than what can be attained by anti-lensing in the idealised case of perfect polarization observations and access to the true \( \phi \); see Fig. 3 and Ref. [11]. Anti-lensing attempts to remap the observed (possibly filtered) polarization field directly, approximating the inverse-remapping operation \( P(x) = P(x + \alpha^{-1}) \) with \( P_{\text{del}}(x) = P(x - \alpha) \), where \( \alpha \) is evaluated at \( x \). This incurs an error of \( O(\alpha \cdot \nabla \alpha) \) since

\[
P_{\text{del}}(x) = P(x - \alpha) \approx P(x - \alpha \cdot \nabla \alpha) \\
\approx P(x - (\alpha \cdot \nabla \alpha) \cdot \nabla P(x),
\]

where, in the first line, \( \alpha(x - \alpha) \) denotes \( \alpha \) evaluated at \( x - \alpha(x) \). Extracting the \( B \)-modes gives

\[
B^{\text{del}}(l) \approx -B_1 |(\alpha \cdot \nabla \alpha) \cdot \nabla P| = -\frac{1}{2} B_1 |(\nabla \alpha^2) \cdot \nabla P|,
\]

where the relation \( \alpha \cdot \nabla \alpha = \nabla \alpha^2/2 \) follows from \( \alpha \) being a gradient. We see that the leading-order \( B \)-mode residuals after anti-lensing are the same as the \( B \)-modes produced by lensing \( E \) with a lensing potential \( -\alpha^2/2 \). Simulated residuals after anti-lensing noise-free polarization with the true \( \phi \) are shown in Fig. 4 along with the residuals for template delensing. The power spectrum of the anti-lensing residuals on large scales is very similar to the power spectrum of \( \hat{B}^{(2)} \); see Fig. 3. This is because

\[
-\frac{1}{2} (\nabla \alpha^2) \cdot \nabla P = -\frac{1}{2} \nabla \cdot (\alpha^2 \nabla P) + \frac{1}{2} \alpha^2 \nabla^2 P,
\]

and the first term on the right is a total divergence, which is suppressed on large scales compared to the second term. The power spectrum of \( B_1 |\alpha^2 \nabla^2 P|/2 \) evaluates to

\[
\frac{1}{4} \left\langle B_1 |\alpha^2 \nabla^2 P| B_1 |\alpha^2 \nabla^2 P|' \right\rangle' = \frac{1}{2} \int \frac{d^2 l_1}{(2\pi)^2} \int \frac{d^2 l_2}{(2\pi)^2} \sin^2 2(\phi_1 - \phi_1) l_1^2 |l_1 \cdot (l_1 - l_2)|^2 C_{l_1}^{EE} C_{l_2}^{\phi\phi} C_{l_2 - l_1}^{\phi\phi},
\]

the same as for \( \hat{B}^{(2)} \), Eq. [9], but with |\( l_1 \cdot l_2 |^2 (l_1 \cdot (l_1 - l_2))|^2 \) replaced by |\( l_1^2 l_1 \cdot (l_1 - l_2) |^2 \). However, both of these geometric couplings become equal in the limit \( l \ll l_1 \) and \( l_2 \ll l_1 \) (and the disjoint region with \( l_2 \rightarrow l - l_1 - l_2 \)), which dominates the integral on large scales.

We end this section by noting a further apparent benefit of delensing with a gradient-order template constructed from the lensed \( E \)-modes: the residuals shown in Fig. 4 for the noise-free case appear significantly more Gaussian than for either anti-lensing, a gradient-order template made from the unlensed \( E \)-modes (which we discuss in detail in the next section). In the future, when noise levels permit very aggressive delensing, having more Gaussian residuals may simplify the subsequent likelihood analysis, e.g., by reducing the covariance between power spectrum estimates at different scales.

IV. DELENSING WITH A NON-PERTURBATIVE TEMPLATE

We now consider the case of \( B \)-mode delensing with a template constructed from the lensed \( E \)-modes but with the lens remapping handled non-perturbatively (Eq. [9]). This was the approach adopted in Refs. [3] [9], for example. As we shall see, this case performs similarly badly in the noise-free limit to the gradient-order template constructed from unlensed \( E \)-modes.
FIG. 4: Residual $B$-mode maps after delensing in the limit of noiseless CMB fields and access to the true $\phi$, and using either a gradient-order template built from unlensed $E$-modes (top left), a gradient-order template built from lensed $E$-modes (top right), a non-perturbative template built from lensed $E$-modes (bottom left) or by anti-lensing polarization maps containing both $E$- and $B$-modes (bottom right). The plotted intensity ranges from $-0.5 \mu K$ (dark blue) to $0.5 \mu K$ (yellow).

Expanding the non-perturbative template to second order in $\phi$, we have

$$
\tilde{B}_{\text{non-pert}}^{\text{temp}}(l) = B_l^{(1)}(\alpha^i \nabla_i P^E) + B_l^{(1)}(\alpha^i \nabla_i \tilde{P}^E) + \frac{1}{2} B_l^{(2)}(\alpha^i \alpha^j \nabla_i \nabla_j P^E) + O(\phi^3) = \tilde{B}^{(1)}(l) + \Delta \tilde{B}^{\text{temp}}(l) + \tilde{B}^{(2)}(l) + O(\phi^3). 
$$

(29)

It follows that the leading-order residuals after delensing with such a template are $-\Delta \tilde{B}^{\text{temp}}(l)$. Notice now how the term $\tilde{B}^{(2)}(l)$ is absent from the residuals, in contrast to the case of the gradient-order template. It follows that the residual power after delensing with the non-perturbative template is $O(10)\%$ of the original lensing power in the noise-free limit, reintroducing this delensing floor; see Fig. 3. Furthermore, the residuals, a simulation of which are shown in Fig. 4, are significantly less Gaussian for the non-perturbative template than those obtained for the
gradient-order template. We see that for templates constructed directly from the observed $E$-modes, it is preferable to construct the template at gradient order rather than with non-perturbative remapping. In the case of non-perturbative templates built from anti-lensed $E$-modes, there would be no delensing floor of this nature, since anti-lensing removes $\tilde{E}^{(1)}$ and consequently $\Delta B^{\text{temp}}(1)$ would be absent from Eq. (29).

So far we have considered the idealised case of noiseless $E$-modes and access to the true $\phi$. We now demonstrate that the conclusion that a gradient-order template is preferable over a non-perturbative one still holds in the practical case of noisy $E$-modes and a lensing proxy $\phi^{\text{proxy}}$ that is only partially correlated with the true $\phi$, albeit with more marginal benefits. The residuals after delensing are more complicated in this case, in part because the term that is first-order in $\phi$ no longer vanishes. The gradient-order and non-perturbative templates share the same $O(\phi)$ residuals

$$B^{\text{temp}}(1) = -\int \frac{d^2 l_1}{2\pi} \sin 2(\phi_{l_1} - \phi_1) l_1 \cdot (1 - l_1) \left( E(l_1) \phi(1 - l_1) - W^{E}_{l_1} E(l_1) + n^E(l_1) \right) W^{\phi}_{l[l-1]} \phi^{\text{proxy}}(1 - l_1),$$

where $n^E$ is the noise on the observed $E$-modes. Indeed, it is the power spectrum of this term that is usually assumed to dominate the $B$-mode signal power after delensing:

$$\tilde{C}^{BB, \text{res}}_l = \int \frac{d^2 l_1}{(2\pi)^2} \left[ l_1 \cdot (1 - l_1) \sin 2(\phi_{l_1} - \phi_1) \right]^2 C^{EE}_{l_1} C^{\phi\phi}_{l[l-1]} \left( 1 - W^{E}_{l_1} W^{\phi}_{l[l-1]} \right).$$

For sufficiently-low $E$-mode noise levels and a highly-correlated lensing proxy, the residual power after delensing may instead be dominated by terms that are second order in $C^{\phi\phi}_l$, particularly for the case of a non-perturbative template.

---

3 This is in agreement with what was seen in simulations by Ref. [31].
Now, there will be contributions from both “2-2” and “1-3” terms (which may partially cancel, as for the lensed $B$-mode spectrum), although as the ideal limit is approached the former will dominate.

Although the residual power at second order in $C_{ij}^{\phi\phi}$ could be calculated along similar lines to the calculations for the ideal cases in Sec. III instead we shall estimate the residual power from simulations. We simulate the observed, lensed $E$-modes by remapping a realization of unlensed $E$-modes with a Gaussian realization of $\phi$, and subsequently add white noise with variance $\Delta_{\phi}^2$. For the lensing proxy, we add white noise to the lensing convergence ($\kappa = -\nabla^2 \phi/2$), with variance $\Delta_{\kappa}^2$. This mimics the statistical noise that arises when reconstructing $\phi$ internally from the CMB (e.g., Ref. 13). Such reconstruction noise is approximately white on large scales, and generally remains so on all scales where the reconstruction is signal dominated. For reference, white noise with (constant) power equal to the peak power in the convergence power spectrum, $C_\kappa^2 \approx 2.2 \times 10^{-7}$ at $l \approx 30$, corresponds to $\Delta_{\phi} = 1.6$ arcmin. In addition, the large-scale white noise level for a (non-iterative) reconstruction from a CMB survey with $\Delta_{\kappa} = 1 \mu K$ arcmin (and using multipoles up to $l = 3000$) is 0.26 arcmin. Gradient-order and non-perturbative templates are constructed from the Wiener-filtered observed $E$-modes and lensing proxy, and delensed fields are obtained by subtracting these from simulated, noiseless lensed $B$-modes. In this way, we can isolate the change in $B$-mode power due to delensing.

The results of these simulations are given in Fig. 5. The left panel shows the ratio of the delensed power using the non-perturbative template to the original lensing $B$-mode power. For sufficiently low noise levels (top-left corner), we recover the $O(10\%)$ floor in the delensed power that we uncovered in the idealised case. The right panel shows the ratio of the residual powers after delensing with the gradient-order template and the non-perturbative template. The former gives lower residual power for all noise levels. As the ideal limit is approached, we recover the ratio of $O(0.1)$ seen earlier for the ideal case. In the opposite limit, where noise is significant in either the observed $E$-modes or the lensing proxy, the ratio tends to one with the delensed power given by Eq. (31) for both templates. For the specifications of a nominal Stage-4 CMB experiment ($\Delta_{\kappa} = 1 \mu K$ arcmin and $\Delta_{\phi} = 0.26$ arcmin) [14], the residual power after gradient-order delensing is approximately 80% of that obtained using a non-perturbative template. This translates to the removal of an additional 4.5% of the lensing power originally in the maps.

V. CONCLUSIONS

The variance associated with lensing $B$-modes ought to be mitigated in order to optimise searches for the primordial signal associated with a stochastic background of gravitational waves that may have been produced during cosmic inflation. The partial removal of lensing, known as delensing, is often carried out by combining high-resolution $E$-mode observations with some proxy of the lensing potential to produce a template-estimate of the lensing $B$-modes, which can then be subtracted from observations on large angular scales. This was the approach followed by the Planck [8], SPT [7] and POLARBEAR [9] collaborations in their successful demonstrations of delensing on real $B$-mode data.

In this paper, we have considered the limitations of this template method that arise from lensing of the $E$-modes used in the template and the remapping approximations made in its construction. Gradient-order templates, where the lensing action on the $E$-mode observations is approximated by the gradient term in a Taylor expansion, are often used, particularly in forecasting work given their analytic simplicity. Such templates are usually presumed to be highly accurate in tracking the true lensing $B$-modes if the polarization measurements are of sufficient precision and an estimate of the lensing deflections is available that is highly correlated with the true lensing. This accuracy is often assumed to follow from the fact that higher-order corrections to the leading-order calculation of the lensing $B$-mode spectrum are very small, at the $O(1\%)$ level. However, we showed that in the case of the lensed $B$-mode spectrum, the small contribution from terms beyond gradient order is a result of cancellations between terms that are separately relatively large (around 10%), and that these cancellations are not necessarily relevant for the delensed spectrum. In particular, a gradient-order template constructed from the unlensed (or, more realistically, the delensed or anti-lensed) $E$-modes introduces a floor in the residual power of around 10% of the original lensing $B$-mode power due to unsubtracted terms in the lensing $B$-modes that are second order in the lensing deflections. Fortunately, in the case of a gradient-order template constructed from the lensed $E$-modes, cancellations between the second-order term in the lensing $B$-modes and that in the template arising from the first-order lensing correction to the $E$-modes, reduce the floor in the residual power to the $O(1\%)$ level. The larger 10% residual-power floor also arises in anti-lensing.

---

4 We choose not to use the usual quadratic estimator noise power because this would detract from the pedagogical value of this exercise without necessarily making it more realistic. The reason is that quadratic estimators will be superseded by iterative delensing before the lower range of $\kappa$ sensitivities considered here — those that unveil the delensing floors — can be reached. For higher noise levels and instrument resolutions of $O(1)$ arcmin, we find the quadratic estimator noise power for $\kappa$ to be quite well approximated as white noise on the relevant scales, such that the different treatments produce only percent-level differences on the spectrum of delensed $B$-modes on scales $l < 300$. 

where one displaces the full lensed polarization field using minus the lensing deflections as an approximation to the true inverse remapping.

Non-perturbative templates are also sometimes considered, in which a template is made by directly deflecting the (filtered) observed E-modes by the lensing proxy, rather than relying on the gradient-order approximation. Importantly, we showed that such templates are also fundamentally limited, reintroducing a floor of $O(10)$% in the delensed power. This behaviour arises since the first-order lensing correction to the E-modes used in the template are no longer approximately cancelled. We further showed that in practical applications of delensing, where noisy E-modes and a partially-correlated lensing proxy are used, the benefits of the gradient-order template persist, albeit with more marginal gains. Indeed, the better performance of the gradient-order template become significant well before the non-perturbative template has hit its delensing floor: for an experiment with characteristics similar to CMB-S4, this would enable the removal of an additional 5% of lensing power, reducing the lensing-related uncertainty on the tensor-to-scalar ratio $r$ by a factor of around 1.2 in the limit $r = 0$. We therefore recommend that in practical applications of $B$-mode template delensing, where the template is constructed directly from the (filtered) observed E-modes, the gradient-order approach should be used rather than a non-perturbative remapping.
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