Comparing the Accuracy and Developed Models for Predicting the Confrontation Naming of the Elderly in South Korea using Weighted Random Forest, Random Forest, and Support Vector Regression
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Abstract—Since dementia patients clearly show the retrogression of linguistic ability from the early stage, evaluating cognitive and language abilities is very important when diagnosing dementia. Among them, naming is an essential item (sub-test) that is always included in the dementia-screening test. This study developed confrontation naming prediction models using support vector regression (SVR), random forest, and weighted random forest for the elderly in the community and identified an algorithm showing the best performance by comparing the accuracy of the models. This study used 485 elderly subjects (248 men and 237 women) living in Seoul and Incheon who were 74 years old or older. Prediction models were developed using SVR, random forest, and weighted random forest algorithms. This study revealed that the root mean squared error of weighted random forests was the lowest when comparing the prediction performance using models based on SVR, random forest, and weighted random forest. Future studies are needed to compare the prediction performance of weighted random forest with other machine learning models by calculating various performance indices such as sensitivity, specificity, and harmonic mean using data from various fields to prove the superior prediction performance of weighted random forest.
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I. INTRODUCTION

The elderly population is rapidly increasing worldwide as the life expectancy is extended because the socioeconomic level has been improved and medical science has been advanced. In particular, aging is progressing faster in South Korea than in Europe, the United States, and Australia since South Korea has experienced an increase in the elderly population and a low birth rate at the same time. South Korea entered an aged society in 2017 with the proportion of the elderly population (65 years old or older) more than 14% [1]. It is also forecasted that South Korea will enter a super-aged society in 2026, indicating that the proportion of the elderly population will exceed 20% in 2026 [1]. When the elderly population increases, the occurrence of senile diseases also increases. Particularly, the incidence of dementia has rapidly increased and it was forecasted that it would reach 633,000 in 2020, a large increase from 220,000 in 2010 [2]. As the number of patients with dementia increases, geriatric medicine has been actively studied the characteristics of early dementia and the early detection of dementia [3,4,5].

Communication abilities, as well as cognitive abilities such as memory, are deteriorated distinctively in the aging process. Kang et al. (2001)[6] reported that 41.4% of the elderly population in South Korea experienced several difficulties in communication during daily life activities. As aging progresses, the elderly gradually have more difficulties in understanding and expressing language [7,8], and also experience difficulties in inference and reminiscence [9]. Particularly, previous studies [10,11], which evaluated the linguistic performance of healthy elderly people, revealed that the elderly had an inferior generative naming ability, indicating the ability to freely recall words, to young adults.

Recently, confrontation naming has drawn attention as an effective differentiation indicator of senile cognitive disorders such as dementia. Since patients with dementia clearly show the retrogression of linguistic ability from the early stage, evaluating cognitive and language abilities is essential when diagnosing dementia [12,13,14]. Among them, naming is an essential item (sub-test) that is always included in the dementia screening test. It has been forecasted that the number of dementia patients will increase as the proportion of the elderly population increases. Therefore, accurately understanding the risk factors of cognitive disorders, diagnosing them early, and providing appropriate rehabilitation accordingly are a crucial issue in the field of geriatrics and gerontology [15].

Over the past decade, supervised learning-based machine learning algorithms such as support vector regression (SVR), weighted random forest, and random forest have been widely used as a way to identify complex risk factors of diseases [16,17,18]. Although ensemble machines have been reported to have better prediction performance in classifying binary data such as the presence or absence of diseases compared to decision trees such as classification and regression trees [19,20,21], most studies used regression models and decision trees to predict the cognitive disorders in old age by using demographic and other factors [22,23], and only a few studies have used ensemble machines. In addition, as far as we are aware, no study has attempted to predicting the communication characteristics of healthy South Korean elderly people in the normal aging process using an ensemble machine. This study
developed confrontation naming prediction models using SVR, random forest, and weighted random forest for the elderly in the community and identified an algorithm showing the best performance by comparing the accuracy of the models.

II. RESEARCH AND METHODS

A. Subjects

This study used 485 elderly subjects (248 men and 237 women) living in Seoul and Incheon who were 74 years old or older. Selection criteria were (1) those without a history of neurological diseases such as stroke or Parkinson's disease, (2) those who received 24 or higher points from the Korean version of Mini-Mental State Exam (K-MMSE) and fell within the normal range, (3) the elderly who did not have visual and hearing impairment for conducting the study, and (4) the elderly who did not have depression according to the results of the Korean-Geriatric Depression Scale Short form (K-GDS-S). Power analysis was conducted using G-Power version 3.1.9.7 (Universität Mannheim, Mannheim, Germany) (Fig. 1). When predictor variables were nine, alpha=0.05, power (1-B) =0.95, and effect size (f²) was 0.25, the number of samples was 400, indicating that the sample size of this study exceeded the appropriate sample size to conduct statistical tests (Fig. 2).

B. Definition of Measurements and Variables

This study measured the confrontation naming ability by using the Short forms of the Korean-Boston Naming Test (K-BNT-15) because the elderly have limited attention ability and it is difficult to conduct an examination for a long time. [24]. K-BNT-15 is a task to evaluate the confrontation naming ability by looking at the presented picture and saying the name of it. It gives one point per correct answer, and the total score was 15 points. The cut-off score is eight points [24].

Executive function, visuospatial ability, memory, attention concentration, language function, and orientation were measured using the Korean Version of Montreal Cognitive Assessment (K-MoCA) [25]. K-MoCA is a standardized cognitive screening test that can effectively discriminate various dementia patients including mild cognitive impairment (MCI) and vascular dementia. It is composed of multiple aspects of executive functions (4 points; trail-making B task, a phonemic fluency task, and a verbal abstraction task), visuospatial abilities (4 points; a three-dimensional cube copy and a clock-drawing task), memory (5 points; the short-term memory recall task), sustained attention task (6 points; number memorization, target detection using tapping, and subtracting by 7 from 100), language (5 points), and orientation (6 points), and the total score of it is 30 points.

Generative naming was measured using both semantic fluency test and phonetic fluency test among the items of Controlled Oral Word Association Test (COWAT), a sub-test of Seoul Neuropsychological Screening Battery (SNSB)[26]. The semantic fluency task requires the activation of lexical-semantic, and the subject was asked to speak the vocabulary within the “animal” category for one minute. The phonetic fluency test requires the activation of the phonetic-lexical network, and this study conducted only the “k” phoneme. The examiner recorded all responses spoken by the subject for one minute in order on the response sheet, and the correct responses were calculated by counting the total number of words.

Picture description was measured using the task of observing and describing “seashore”, an item in the self for oneself section of the Korean version of the Western Aphasia Battery (K-WAB)[27]. This study calculated the correct information unit (CIU ratio, %) according to Eq. 1, indicating the proportion of words providing appropriate and correct information among the descriptions of the “seashore”.

\[
\text{CIU ratio} (%) = \frac{\text{Number of CIUs}}{\text{Total Number of Words}} \times 100
\]

Working memory was measured using the Digit Span test, a subtest of the Korean Wechsler Adult Intelligence Scale (K-WAIS) [28]. The Digit Span is measured by repeating forward or backward the numbers called by an examiner and it reflects working memory. Digit span-forward starts with 3 numbers, and the number of numbers to be memorized increases by one in the next step. The last seventh step has nine numbers to be memorized. Each step has two trials, and the second trial is conducted only when the subject fails in the first trial. It was scored by recording the number of digits of the step accurately performed by the subject, and the total score is 14 points. Digit span-backward is a task to listen to a series of numbers and repeat the numbers in reverse order, and it was conducted and scored in the same way as the digit span-forward.

Depression was measured using the Short form of Geriatric Depression Scale (SGDS). Sheikh & Yesavage (1986)[29] developed the SGDS based on diagnostic validity studies on the existing Geriatric Depression Scale (GDS). They selected 15 items showing the highest correlation with depression out of the 30 items of the GDS. At the time of development, they reported that the correlation coefficient (r) between the GDS and the SGDS was 0.84, indicating a strong correlation. The cut-off score defining depression was set as 6 points based on the results of previous studies [30,31].

![Fig. 1. Result of Power Analysis using G-Power.](image)

![Fig. 2. Results of Estimating the Number of Samples Needed for Statistical Analyses.](image)
Explanatory variables were age, gender (male, female), educational level (middle school graduate and below and middle school graduate above), mean monthly household income (<1.5 million KRW, ≥1.5 million KRW and < 2.5 million KRW, and ≥2.5 million KRW), living together or not after marriage (living with a spouse, bereavement, and separation from a spouse), smoking (non-smoking and smoking), drinking (non-drinking and drinking), working memory (total score), pictures description (CIU ratio), prevalence of depression, generative naming (total score), executive function (total score), visuospatial ability, memory (total score), attention concentration (total score), language function (total score), and orientation (total score). Table I shows the results of descriptive statistics on the general characteristics of the subjects.

C. Development of a Confrontation Naming Prediction Model for Elderly People in South Korea

SVR is a regression model based on a support vector machine (SVM). SVR is an extension of SVM, so that it can be applied to regression analysis [32]. It is used to predict a random loss value by introducing an e-insensitive loss function [32]. SVR has the advantage of having high explanatory power even for data with nonlinearity or complex patterns. On the other hand, it also has the disadvantage that it requires a long learning time due to high computational complexity and it is difficult to interpret the model because it is impossible to analyze the direct relationship between the independent variable and the dependent variable. Moreover, SVR converts a nonlinear feature space that cannot be separated linearly into a high-dimensional linear regression problem by using a kernel function for nonlinear expansion. Linear, polynomial, and radial basis kernel functions are generally used for this process. The concept of SVR is presented in Fig. 3.

Random forest is one of the ensemble techniques that generate multiple tree models using bootstrap samples and predict the outcome by synthesizing the models. Random forest does not use all p-dimensional explanatory variables, but it splits tree by randomly selecting m-dimensional explanatory variables smaller than that. Random forest has the advantage of being able to use out of bag (OOB) samples because it uses bootstrap samples [34,35]. The importance of the variable can be easily calculated through permutation, and the mean square error (MSE) of the OOB sample is calculated using the regression tree model generated by the bootstrap samples. The concept of random forest is presented in Fig. 4.

Weighted random forest is one of the ensemble techniques that conducts model averaging by applying the same weight to each tree model. Since random forest generated by bootstrapping, there is a possibility that the random forest is composed of models showing good performance and those showing bad performance. If the model averaging is performed with giving more weight to good tree models, it can provide better prediction power than the existing random forest models giving equal weight. Weighted random forest algorithm was developed based on this concept (Fig. 5). Weighted random forest also uses OOB samples as random forest does. Regarding $b = 1, \ldots, B$, when the MSE $\epsilon(b)$ of an OOB sample O(b) was calculated with the tree model Tr(fb), generated with the $b^{th}$ bootstrap sample $0(b)$, it is assumed that a model with a large $\epsilon(b)$ is a bad tree model and a model with a small $\epsilon(b)$ is a good tree model. A model averaging technique using a weight given to each tree model (Tr(fb)) by using the calculated $\epsilon(b)$ is defined as the weighted random forest. This model used Akaike weights [37] for selecting AIC models.

D. Evaluating the Prediction Performance of Machine Learning Models

Multiple linear regression analysis builds models by applying a regression coefficient estimation method using the least squares method. Random forest limited the number of developed decision tree models to 100. SVR was analyzed using the linear kernel function, the most basic kernel function. It was analyzed by setting $c$ (a parameter determining the generalization of the regression model) as 15.0 and e-insensitive loss function (a precision parameter) as 0.001. This study compared the root mean squared error (%) of developed models to compare their prediction performance. Since random forest has randomness, and the random seed was fixed to seed No. 123789 while reiterating the models.

| Factor                        | Mean±SD | Minimum | Maximum |
|-------------------------------|---------|---------|---------|
| Age, year                     | 69.3±8.3| 60      | 83      |
| Education, year               | 10.1±3.1| 6       | 16      |
| Executive function            | 2.2±1.4 | 0       | 4       |
| Visuospatial ability          | 3.5±0.7 | 1       | 4       |
| Working memory (digit span: forward) | 6.2±2.2 | 3       | 12      |
| Working memory (digit span: backward) | 4.6±2.1 | 1       | 11      |
| Memory                        | 2.1±1.5 | 0       | 5       |
| Attention concentration       | 5.3±0.9 | 3       | 6       |
| Language function             | 4.6±0.6 | 3       | 5       |
| Orientation                   | 5.8±0.6 | 4       | 6       |
| K-BNT (total score)           | 78.5±22.3| 15      | 99      |
| K-MoCA (total score)          | 23.6±3.6| 16      | 29      |

Fig. 3. The Feature Space of SVR [33].
Fig. 4. Concept of a Random Forest [36].

Fig. 5. Concept of a Weighted Random Forest [21].

III. RESULTS

A. Development of Confrontation Naming Prediction Models for the Elderly in South Korea and Comparison of their Prediction Performance

Table II shows the root mean squared error of the confrontation naming prediction models for the elderly in South Korea, developed by using SVR, random forest, and weighted random forest. The results of this study defined a model with the lowest root mean squared error (%) as the model with the best prediction performance. As a result of the test for prediction performance, the random forest algorithm derived with 28.4% (a Root Mean Squared Error) was confirmed as the model with the best performance.

TABLE II. THE ROOT MEAN SQUARED ERROR OF THE CONFRONTATION NAMING PREDICTION MODELS FOR THE ELDERLY IN SOUTH KOREA

| Model                  | Root Mean Squared Error (%) |
|------------------------|-----------------------------|
| SVR                    | 31.1                        |
| Random forest          | 30.5                        |
| Weighted random forest | **28.4**                    |

B. The Importance of Variables of the Final Model (Random Forest) for Predicting the Confrontation Naming of the Elderly Living in South Korea

Fig. 6 shows the importance of variables of the final model (random forest) for predicting the confrontation naming of the elderly living in South Korea. The final model confirmed that generative naming-meaning, generative naming-phonemes, memorizing numbers forward immediately, and memorizing numbers backward immediately, and memorizing numbers backward were the main variables with high weight for predicting the confrontation naming of the elderly. Among them, generative naming-meaning was the most important variable in the final model.

Fig. 6. Importance of Variables (Presenting the Importance of only the Top 4 Variables) of the Final Model (Random Forest) for Predicting Confrontation Naming of the Elderly Living in South Korea.

IV. DISCUSSION

This study explored factors related to confrontation naming using SVR, random forest, and weighted random forest for the elderly in the community. The results of this study showed that the performance of confrontation naming was significantly associated with executive functions such as generative naming-meaning, generative naming-phonemes, memorizing numbers forward immediately, and memorizing numbers backward immediately. The results of this study agreed with the results of previous studies [38,39] based on the generalized precedence model (GLM), which showed that the performance of confrontation naming was significantly related to the generative naming the language domain of K-MMSE, number memorization (a test that measures working memory and attention), and the attention concentration domain. The results of this study implied that the healthy elderly without neurological diseases or dementia had a close relationship between the performance of confrontation naming and executive functions (e.g., generative naming and memorizing numbers immediately) [38] and executive functions could be major factors in predicting the performance of naming performance. In the future, longitudinal studies are needed to prove the causal relationship between cognitive functions and confrontation naming.

In this study, the CIU ratio of the picture description task was not a significant predictor of confrontation naming. Since the CIU analysis method is mainly used to analyze the language abilities of patients with central and peripheral nervous system damage such as aphasia and dementia, it could have a little impact on confrontation naming in this study, which targeted the healthy elderly in the community.
This study revealed that the root mean squared error of weighted random forests was the lowest when comparing the prediction performance using models based on SVR, random forest, and weighted random forest. Byeon et al. (2019) [21] developed a service demand prediction model using weighted random forest, similar to this study, and showed that weighted random forest showed higher prediction accuracy than other machine learning methods. They suggested developing prediction models by using weighted random forest because weighted random forest giving more weight to good performing tree models showed better accuracy than the conventional random forest, which gives the same weight to all tree models.

V. CONCLUSION

This study, which analyzed the imbalanced data, also confirmed that weighted random forest has better predictive performance than random forest or SVR. It is believed that the weighted random forest will be more effective for developing prediction models for imbalanced y-variables. Future studies are needed to compare the prediction performance of weighted random forest with other machine learning models by calculating various performance indices such as sensitivity, specificity, and harmonic mean using data from various fields in order to prove the superior prediction performance of weighted random forest.

ACKNOWLEDGMENT

This research was supported by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2018R1D1A1B07041091, NRF-2019S1A5A8034211).

REFERENCES

[1] Jeon, S., & Kwon, S. Health and long-term care systems for older people in the republic of Korea: policy challenges and lessons. Health Systems & Reform, vol. 3, no. 3, pp. 214-223, 2017.

[2] J. W. Han, T. H. Kim, P. Kwak, K. Kim, B. I. Kim, S. G. Kim, J. L. Kim, T. H. Kim, S. W. Moon, J. Y. Park, J. H. Park, S. Byun, S. W. Suh, J. Y. Seo, Y. So, S. H. Ryu, J. C. Youn, K. H. Lee, D. Y. Lee, D. W. Lee, S. B. Lee, J. J. Lee, J. R. Lee, H. Jeong, H. G. Jeong, J. H. Jhoo, K. Han, J. W. Hong, and K. W. Kim, Overview of the Korean longitudinal study on cognitive aging and dementia. Psychiatry Investigation, vol. 15, no. 8, pp. 767-774, 2018.

[3] Y. S. Lee, S. D. Kim, H. J. Kang, S. W. Kim, I. S. Shin, J. S. Yoon, and J. M. Kim, Associations of upper arm and thigh circumferences with dementia in Korean elders. Psychiatry Investigation, vol. 14, no. 2, pp. 150-157, 2017.

[4] H. Byeon, Best early-onset Parkinson dementia predictor using ensemble learning among Parkinson’s symptoms, rapid eye movement sleep disorder, and neuropsychological profile. World Journal of Psychiatry, vol. 10, no. 11, pp. 245-259, 2020.

[5] H. Byeon, Effects of grief focused intervention on the mental health of dementia caregivers: systematic review and meta-analysis. Iranian Journal of Public Health, vol. 49, no. 12, pp. 2275-2286, 2020.

[6] S. K. Kang, D. Y. Kim, D. I. Seok, H. J. Cho, and K. H. Choi, Studies on communication disorders in the elderly to improve their quality of life. Journal of Special Education & Rehabilitation Science, vol. 40, no. 2, pp. 109-134, 2001.

[7] K. M. Yorkston, M. S. Bourgeois, and C. R. Baylor, Communication and aging. Physical Medicine and Rehabilitation Clinics, vol. 21, no. 2, pp. 309-319, 2010.

[8] J. Harwood, Understanding communication and aging: Developing knowledge and awareness. SAGE Publications Inc., New York, 2007.

[9] S. L. Danckert, and F. I. Craik, Does aging affect recall more than recognition memory?. Psychology and Aging, vol. 28, no. 4, pp. 902-909, 2013.

[10] L. Yang, and L. Hasher. Age differences in the automatic accessibility of emotional words from semantic memory. Cognition and Emotion, vol. 25, no. 1, pp. 3-9, 2011.

[11] A. K. Troyer, M. Moscovitch, and G. Winocur, Clustering and switching as two components of verbal fluency: evidence from younger and older healthy adults. Neuropsychology, vol. 11, no. 1, pp. 138-146, 1997.

[12] H. Byeon, Application of machine learning technique to distinguish Parkinson’s disease dementia and Alzheimer’s dementia: predictive power of Parkinson’s disease-related non-motor symptoms and neuropsychological profile. Journal of Personalized Medicine, vol. 10, no. 2, pp. 31, 2020.

[13] M. A. Sager, B. P. Hermann, A. La Rue, and J. L. Woodard, Screening for dementia in community-based memory clinics. WMJ: official publication of the State Medical Society of Wisconsin, vol. 105, no. 7, pp. 25-29, 2006.

[14] G. Adler, S. Rottunda, and M. Dysken. The older driver with dementia: an updated literature review. Journal of Safety Research, vol. 36, no. 4, pp. 399-407, 2005.

[15] K. K. Tsoi, J. Y. Chan, H. W. Hirai, S. Y. Wong, and T. C. Kwok, Cognitive tests to detect dementia: a systematic review and meta-analysis. JAMA Internal Medicine, vol. 175, no. 9, pp. 1450-1458, 2015.

[16] J. S. Yu, A. Y. Xue, E. E. Redei, and N. Bagheri, A support vector machine model provides an accurate transcript-level-based diagnostic for major depressive disorder. Translational Psychiatry, vol. 6, no. 10, pp. e931-e931, 2016.

[17] H. Byeon, Developing a model for predicting the speech intelligibility of South Korean children with cochlear implantation using a random forest algorithm. International Journal of Advanced Computer Science and Applications, vol. 9, no. 11, pp. 88-93, 2018.

[18] H. Byeon, A prediction model for mild cognitive impairment using random forests. International Journal of Advanced Computer Science and Applications, vol. 6, no. 12, pp. 8-12, 2015.

[19] A. Iqbal, S. Afzal, Z. Nawaz, L. Sana, M. Ahmad, and A. Husen, Performance analysis of machine learning techniques on software defect prediction using NASA datasets. Journal of Advanced Computer Science and Applications, vol. 10, no. 5, pp. 300-308, 2019.

[20] L. Pourjafar, M. Sadeghzadeh, and M. Abdeyazdan, Combination of neural networks and fuzzy clustering algorithm to evaluation training simulation-based training. Journal of Advanced Computer Science and Applications, vol. 7, no. 7, pp. 31-38, 2016.

[21] H. Byeon, S. Cha, and K. Lim, Exploring factors associated with voucher program for speech language therapy for the preschoolers of parents with communication disorder using weighted random forests. International Journal of Advanced Computer Science and Applications, vol. 10, no. 5, pp. 12-17, 2019.

[22] D. Bruno, R. L. Koscik, J. L. Woodard, N. Pomara, and S. C. Johnson, The recency ratio as predictor of early MCI. International Psychogeriatrics, vol. 30, no. 12, pp. 1883-1888, 2018.

[23] S. Ellendt, B. Voß, N. Kohn, L. Wagels, K. S. Goerlich, E. Dreixel, F. Schneider, and U. Habel, Predicting stability of mild cognitive impairment (MCI): findings of a community based sample. Current Alzheimer Research, vol. 14, no. 6, pp. 608-619, 2017.

[24] K. Kang, Y. Kim, H., & Na, D. L. Parallel Short Forms for the Korean-Boston Naming Test (K-BNT). Journal of the Korean Neurological Association, vol. 18, no. 2, pp. 144-150, 2000.

[25] Y. W. Kang, J. PARK, K. H. Yu, and B. C. Lee, A Reliability Validity, and Normative Study of the Korean Montreal Cognitive Assessment (K-MoCA) as an Instrument for Screening of Vascular Cognitive Impairment (VCI). Korean Journal of Clinical Psychology, vol. 28, no. 2, pp. 549-562, 2009.

[26] Y. Kang, S. Jang, and D. L. Na, Seoul Neuropsychological Screening Battery (SNSB). Human Brain Research and Consulting Co, Seoul, 2003.

[27] H. H. Kim, and D. L. Na, Paradise Korean version-Western Aphasia Battery-Revised (PK-WAB-R). Paradise, Seoul, 2012.
[28] T. H. Yeom, Y. S. Park, K. J. Oh, J. K. Kim, and Y. H. Lee, Korean Wechsler adult intelligence scale (K-WAIS) manual. Handbook Guidance, Seoul, 1992.

[29] V. I. Sheikh, and V. A. Yesavage, Geriatric Depression Scale (GDS): recent evidence and development of shorter version. In TL Brink (Ed), Clinical Gerontology: A guide to assessment and intervention. Haworth Press, New York, 1986.

[30] E. L. Lesher, J. S. Berryhill, Validation of the geriatric depression scale-short form among inpatients. Journal of Clinical Psychology, vol. 50, no. 2, pp. 256-260, 1994.

[31] M. B. Gerety, Jr. Williams, C. D. Mulrow, J. E. Cornell, A. A. Kadri, J. Rosenberg, L. K. Chiodo, and M. Long, Performance of case-finding tools for depression in nursing home: Influence of clinical and functional characteristics and selection of optimal threshold scores. Journal of the American Geriatrics Society, vol. 42, no. 10, pp. 1103-1109, 1994.

[32] A. J. Smola, and B. Schölkopf, A tutorial on support vector regression. Statistics and Computing, vol. 14, no. 3, pp. 199-222, 2004.

[33] C. W. Chen, and Y. C. Chang, Support vector regression and genetic algorithm for HVAC optimal operation. Mathematical Problems in Engineering, vol. 2016, pp. 6212951, 2016.

[34] P. T. Noi, and M. Kappas, Comparison of random forest, k-nearest neighbor, and support vector machine classifiers for land cover classification using Sentinel-2 imagery. Sensors, vol. 18, no. 1, pp. 18, 2018.

[35] C. Strobl, A. L. Boulesteix, A. Zeileis, and T. Hothorn, Bias in random forest variable importance measures: illustrations, sources and a solution. BMC Bioinformatics, vol. 8, no. 25, pp. 1-21, 2007.

[36] V. F. Rodríguez Galiano, M. Sánchez Castillo, J. Dash, P. Atkinson, and J. Ojeda Zújar, Modelling interannual variation in the spring and autumn land surface phenology of the European forest. Biogeosciences, vol. 13, pp. 3305-3317, 2016.

[37] E. J. Wagenmakers, and S. Farrell, AIC model selection using kaike weights. Psychonomic Bulletin & Review, vol. 11, no. 1, pp. 192-196, 2004.

[38] E. Higby, D. Cahana-Amitay, A. Vogel-Eyn, A. Spiro III, M. L. Albert, and L. K. Obler, The role of executive functions in object-action naming among older adults. Experimental Aging Research, vol. 45, no. 4, pp. 306-330, 2019.

[39] N. L. Saunders, and M. J. Summers, Longitudinal deficits to attention, executive, and working memory in subtypes of mild cognitive impairment. Neuropsychology, vol. 25, no. 2, pp. 237-248, 2011.