Nonthermal afterglow of the binary neutron star merger GW170817: a more natural modeling of electron energy distribution leads to a qualitatively different new solution
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ABSTRACT
Observed properties of the nonthermal afterglow emission of GW170817 from radio to X-ray are consistent with synchrotron radiation by electrons accelerated in the shock generated by outflow from the merger. However, previous studies modeling these data made a simplified assumption that all electrons in the shock are accelerated as a non-thermal population. Here we present a new modeling with a more natural electron energy distribution, in which the number fraction $f$ of electrons injected into particle acceleration is variable. Using two models (structured jet and radially-stratified spherical outflow) for the outflow geometry, model parameters are determined by fit to the observed data. Interestingly, new solutions are found with radio flux in the regime of low frequency synchrotron tail ($\nu < \nu_m$, where $\nu_m$ is the frequency corresponding to the lowest electron energy) in the early phase, in contrast to previous studies that found the radio frequency always above $\nu_m$. We encourage to take densely sampled low-frequency radio data in the early phase for future BNS merger events, which would detect $\nu_m$ passage and give a strong constraint on electron energy distribution and particle acceleration efficiency. In the context of the new solutions, the best-fit isotropic-equivalent jet energy and interstellar medium density are increased by 1–2 orders of magnitude from the conventional modeling, though these are still consistent with other constraints. Finally, we show that the cooling frequency becomes almost constant in the trans-relativistic regime, and implications are discussed about use of the cooling frequency to discriminate different models.
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1 INTRODUCTION
GW170817 is the first ever discovery of gravitational waves from a binary neutron star (BNS) merger event detected by advanced LIGO/VIRGO (Abbott et al. 2017a). This signal was soon followed by a campaign of broadband electromagnetic observations, leading to the detection of a gamma-ray burst (GRB) 170817A (Abbott et al. 2017b; Goldstein et al. 2017; Savchenko et al. 2017) and a kilonova SSS17a/AT2017gfo of synthesized mass $\sim 0.02–0.06 M_\odot$ moving with a bulk velocity $\sim 0.1–0.3 c$ (e.g. Arcavi et al. 2017; Chornock et al. 2017; Coulter et al. 2017; Cowperthwaite et al. 2017; Drout et al. 2017; Evans et al. 2017; Kasen et al. 2017; Kilpatrick et al. 2017; Pian et al. 2017; Savchenko et al. 2017; Shappee et al. 2017; Smartt et al. 2017; Tanaka et al. 2017; Tanvir et al. 2017; Valenti et al. 2017; Villar et al. 2017). The source is located in NGC 4993, an elliptical galaxy at a distance of $\sim 40$ Mpc (Coulter et al. 2017).

X-ray and radio afterglow emissions from GW170817 were later detected at 9 and 16 days after the merger, respectively (Hallinan et al. 2017; Troja et al. 2017). The continued X-ray to radio monitoring during the first 260 days reveals a brightening of $\propto t^{0.8}$ till a turnover at $\sim 150$ days, with a single and constant power-law spectral energy distribution $F_\nu \propto \nu^{-0.6}$ which is consistent with synchrotron radiation (e.g. Alexander et al. 2018; D’Avanzo et al. 2018; Dobie et al. 2018; Haggard et al. 2017; Hallinan et al. 2017; Lyman et al. 2018; Margutti et al. 2017, 2018; Mooley et al. 2018b; Resmi et al. 2018; Troja et al. 2017, 2018; van Eerten et al. 2018). This implies that the nonthermal afterglow emissions from X-ray to radio originate from a single common electron population.
The rising pattern of the broadband flux has seriously challenged the straight-forward interpretation with either a homogeneous jet with a uniform energy distribution in angle, or a single-velocity spherical shell of expanding ejecta, both of which would generally predict a much faster rising flux $F_\nu \propto t^r$ (Mooley et al. 2018b; Nakar & Piran 2018). Successful models require a more complicated outflow structure and can be categorized into (i) a structured jet containing an ultra-relativistic core and lower velocity wings (e.g. Lazzati et al. 2018; Margutti et al. 2018), (ii) a radially-stratified (quasi-)spherical outflow, which could be a mildly relativistic “cocoon” produced by a successful/chocked jet (e.g. Mooley et al. 2018b; Nakar et al. 2018), or the fast tail of the dynamical merger ejecta (e.g. Mooley et al. 2018b; Hotokezaka et al. 2018a) initially driven by the shock wave formed at the collision front of BNS (e.g. Bauswein et al. 2013; Hotokezaka et al. 2013; Kyutoku et al. 2014; Kiuchi et al. 2017).

In spite of the large difference in geometry, there are too many model parameters and it is not easy to distinguish the jet and spherical models based only on afterglow fluxes (e.g. Margutti et al. 2018). However, it is possible to break the degeneracy by their different temporal decay rates of light curves (Troja et al. 2018), the time of cooling break through X-ray bands (Margutti et al. 2018) and afterglow radio imaging and polarization (Gill & Granot 2018). While the recent detection of superluminal motion of the compact radio source associated with GW170817 has confirmed the presence of a relativistic jet and strongly suggests a jet-dominated late time emission (Mooley et al. 2018a), the magnetic field configuration in the jet model is strongly constrained by the upper limit on linear polarization (Corsi et al. 2018), and still it cannot completely rule out the possibility of cocoon-powered emission at an earlier epoch.

In the previous modelings of nonthermal afterglow emission from GW170817 (D’Avanzo et al. 2018; Gill & Granot 2018; Hotokezaka et al. 2018a; Margutti et al. 2018; Mooley et al. 2018b; Nakar et al. 2018; Resmi et al. 2018; Troja et al. 2018), electron energy spectrum was treated in the same way as that conventionally used in GRB afterglow models (e.g. Sari et al. 1998). This assumes that all electrons in the shocked shell are accelerated into nonthermal power-law distribution, i.e., the injection efficiency of acceleration $f = 1$, where $f$ is the number fraction of electrons that are injected to the shock acceleration process. This is clearly an oversimplification, and in reality, it is conceivable that a substantial fraction of electrons remains as thermal particles, as normally observed in supernova remnants. Since the total number of nonthermal electrons is fixed in the previous studies, the minimum Lorentz factor of electrons in the shock frame, $\gamma_n$, is essentially determined by another parameter $\epsilon_e$, the fraction of total electron energy in the shock. However, physically $\gamma_n$ should be determined by the degree of coupling between protons and electrons, which is independent of acceleration efficiency.

This oversimplified treatment has been used in GRB afterglow studies most likely because of the paucity of light curve data points in a wide wavelength range. In such cases, $f$ is in degeneracy with other model parameters including the explosion energy $E$, ambient density $n$, and energy fractions $\epsilon_B, \epsilon_e$ carried by magnetic field and nonthermal electrons respectively (Eichler & Waxman 2005). If parameters are changed as $E \rightarrow E/f, n \rightarrow n/f, \epsilon_B \rightarrow f\epsilon_B, \epsilon_e \rightarrow f\epsilon_e$, the fit to observed data is preserved regardless of $f$. However, many data points of afterglow light curves, especially in radio bands, are available for GW170817. Some physical parameters are largely different from those of GRB afterglows, especially the shock velocity (ultra-relativistic for GRBs while only mildly relativistic for the bulk of BNS merger ejecta). Therefore, it is important to re-examine the afterglow modeling of GW170817 in terms of a more natural electron energy distribution in the trans-relativistic regime of the shock.

Here we present a Markov-Chain Monte-Carlo (MCMC) analysis to find the best-fit parameters of the nonthermal afterglow of GW170817, treating both $f$ and $\gamma_n$ as free parameters. We consider both the framework of a structured jet with a Gaussian energy profile in angle as well as a (quasi-)spherical outflow with radially stratified velocity. We will discuss how the nature and physical parameters of the best-fit solution are changed from the conventional modeling with the constraint of $f = 1$.

In addition, we make some corrections and improvements to formulations as follows. (1) It is common to consider a power-law kinetic energy distribution of ejecta in the radially stratified spherical model as $E(\gamma) \propto \gamma^{-k}$ in a range $\gamma_{\min} < \gamma < \gamma_{\max}$, where $\gamma = \beta \Gamma$ is a proper velocity of ejecta, $\beta$ a velocity normalized by the light speed, and $\Gamma$ the Lorentz factor, respectively. However, discontinuity in the cumulative distribution $E(\gamma) at u = u_{\max}$ means that there is a $\delta$-function like concentration of ejecta mass. In this work we adopt a more reasonable distribution which is power-law in the differential distribution, $dE/d\gamma \propto \gamma^{-k-1}$. (2) In previous studies an ultra-relativistic limit of $\gamma_n = 1$ was used, but we use a formula that is valid also in non-relativistic regime. (3) We exactly calculate the velocity of a colliding ejecta shell velocity into the shock region at a given time in the radially stratified spherical model, while in some previous studies an approximation was used (e.g. D’Avanzo et al. 2018; Gill & Granot 2018; Mooley et al. 2018b; Troja et al. 2018).

The structure of this paper is as follows. In Section 2 we present formulations of our model, and then we perform a MCMC analysis to the reported X-ray/optical/radio data and show the new constraints on model parameters in Section 3. We discuss implications of our results in Section 4, followed by a summary in Section 5.
a constant rest mass per unit solid angle, following previous studies (e.g. Gill & Granot 2018; Hotokezaka et al. 2018b).

2.2 The radially stratified spherical outflow

We parametrize the distribution of ejecta energy over its proper velocity $u$ as a power-law profile, $dE_{\text{sph}}/du \propto u^{-k-1}$ in the range of $u_{\text{min}} < u < u_{\text{max}}$, and then the integrated form becomes

$$E_{\text{sph}}(>u) = E_{k,\text{iso}}(\frac{u_{\text{max}}^{-k} - u^{-k}}{u_{\text{min}}^{-k} - u_{\text{max}}^{-k}}) (u_{\text{min}} < u < u_{\text{max}}),$$

where $E_{k,\text{iso}}$ is the total kinetic energy carried by the outflow. Note that a power law profile in the integrated from, $E_{\text{sph}}(>u) = E_{k,\text{iso}}(u/u_{\text{min}})^{-k}$, has been commonly assumed in the literature (e.g. D'Avanzo et al. 2018; Gill & Granot 2018; Mooley et al. 2018b; Troja et al. 2018), but this introduces a discontinuity at $u_{\text{max}}$ and hence a non-vanishing amount of energy $E_{k,\text{iso}}(u_{\text{max}}/u_{\text{min}})^{-k}$ is concentrating at $u_{\text{max}}$ like a $\delta$-function without any physical motivation. On the other hand, the profile (3) properly describes the fast tail as $E_{\text{sph}}(>u)$ vanishes at $u = u_{\text{max}}^{-}$ and still asymptotically follows $E(>u) \propto u^{-k}$ when $u < u_{\text{max}}$.

2.3 Shock dynamics

Fast outflow generates a shock wave propagating into the circumburst medium or interstellar medium (ISM), which is slowed down by gradually sweeping up the medium. In this work we consider only the case of a uniform ISM density, $n$. We use a simple model in which the dynamics of the shock propagating into one direction is treated as a closed box, ignoring interactions between flows into different directions. Then the dynamics of the shock wave into an angle $\theta$ is obtained by solving the following equations:

$$E_{\text{inj}}(\theta) = M[R(\theta)] c^2 u_s^2(\theta),$$

$$u_s(\theta) = \frac{R(\theta)}{c} \left(1 - \left[\frac{R(\theta)}{c}\right]^2\right)^{-\frac{1}{2}},$$

where $E_{\text{inj}}$ is the isotropic-equivalent energy injected into the shock until a post-merger time $t$ (in the burster frame, i.e., the lab frame), $R(\theta)$ and $u_s(\theta)$ are the radius and proper velocity of the shock front to angle $\theta$, respectively, $M[R(\theta)] = 4\pi R^2(\theta) n m_p/3$ the isotropic-equivalent swept-up ISM mass up to radius $R(\theta)$, and $m_p$ the proton mass. In this work we consider only the case of adiabatic shock evolution, which is assumed in the above equations.

In the jet scenario only one single injection occurs with isotropic-equivalent initial energy $E_{k,\text{iso}}(\theta)$, but an amount of energy ($\Gamma_s - 1)m_p c^2$ ($\Gamma_s = \sqrt{u_s^2 - 1}$ is the shock Lorentz factor) is carried by the corresponding initial rest mass $m_0 = E_{k,\text{iso}}/[\Gamma_s(\Gamma_s - 1)c^2]$ and does not contribute to acceleration of the shocked external medium, and thus should be excluded from the energy injection:

$$E_{\text{inj}}(\theta) = E_{k,\text{iso}}(\theta) \left[1 - \frac{\Gamma_s(\theta) - 1}{\Gamma_s(\theta) - 1}\right].$$

In the stratified spherical outflow scenario the injection is continuous and independent of $\theta$:

$$E_{\text{inj}} = E_{\text{sph}}(> u_{\text{col}}),$$

where $u_{\text{col}}$ is the velocity of the freely-expanding ejecta that collides into the shocked shell at time $t$, and hence given by $\beta_{\text{col}} = R/(ct)$ and

$$u_{\text{col}} = \frac{R}{c} \frac{\sqrt{1 - \beta_{\text{col}}^2}}{1 - \beta_{\text{col}}^2}.$$

In previous studies an approximation of $u_{\text{col}} = u_s$ has been used (e.g. Piran et al. 2013), but here we use this exact formula to determine the shock motion.

2.4 Electron energy distribution

The synchrotron emission theory formulated in Sari et al. (1998) assumes that (i) the nonthermal electrons follow a power-law energy distribution with a minimum Lorentz factor $\gamma_{m}$: $dN_{\text{NT}}/d\gamma_e \propto \gamma_e^{p}$, $\gamma_e \geq \gamma_{m}$, (ii) a fraction $\epsilon_e$ of shock thermal energy goes to the nonthermal electrons and (iii) all electrons in the swept-up matter, $N_e = M(R)/m_p$, are accelerated as nonthermal particles. This means a rather unrealistic case of 100% injection efficiency ($f = N_{N_{\text{NT}}}/N_{t} = 1$) of particle acceleration, where $N_{N_{\text{NT}}}$ is the total number of accelerated nonthermal particles. Then $\gamma_m$ is simply related to $\epsilon_e$ under a fixed $p$ as:

$$\gamma_m = \epsilon_e \frac{p - 2}{p - 1} \frac{m_p}{m_e} \Gamma_s,$$

where $m_e$ is the electron mass. It should also be noted that this formulation assumes the ultra-relativistic limit of $\gamma_m \gg 1$ and $\Gamma_s \gg 1$, though some of the previous studies on GW170817 used this without modification. We note that there is a factor of order unity difference between the shock Lorentz factor $\Gamma_s$ and that of the shocked matter (e.g. Blandford & McKee 1976), but we follow previous studies and ignore it in the calculation hereafter.

Here we utilize a new formulation of electron energy distribution so that it properly describes the two degrees of freedom about $f$ and $\gamma_m$, which is consistent throughout the trans-relativistic regime. First we note that $\gamma_m$ should physically be related to the degree of coupling between thermal protons and electrons. Consider a stream of cold ISM passing through a shock front. The ISM protons and electrons are scattered at the shock front to become isotropic and thermal, leading to a post-shock proton temperature $k_BT_p \sim m_p(\Gamma_s - 1)$ and a colder post-shock electron temperature $k_BT_e \sim m_e(\Gamma_s - 1)$, where $k_B$ is the Boltzmann constant. These electrons can be heated by the protons to a higher temperature up to the equilibrium, $T_e \sim T_p$. It is therefore natural to consider that the injection energy of electron acceleration $m_e(\gamma_m - 1)$ is between $k_BT_e$ and $k_BT_p$. Here we introduce a model parameter $\eta_e$ as

$$\gamma_m - 1 = \eta_e \frac{m_p}{m_e} (\Gamma_s - 1),$$

and hence $\eta_e \sim 1$ in the case efficient coupling and $\eta_e \sim m_e/m_p$ in the case of no energy transfer from protons to electrons.

Given $\gamma_m$ (or $\eta_e$), the energy fraction $\epsilon_e$ is related to the acceleration efficiency $f$ as

$$f m_e(\gamma_e - 1) = \epsilon_e m_p(\Gamma_s - 1).$$
where \( \langle \gamma_e \rangle = \gamma_m (p - 1)/(p - 2) \). Note that we calculate only kinetic energy of electrons for \( \epsilon_e \), excluding the rest mass energy. Then \( f \) is expressed as

\[
f = \epsilon_e \left[ \frac{\Gamma_p - 1}{\eta_e \frac{p - 1}{p - 2} \Gamma_p - 1} + \frac{1}{p - 2} \right] m_p .
\]  

(12)

In this paper we take \( \eta_e, \epsilon_e, p \) to be the model parameters to determine the electron energy distribution. Then \( f \) and \( \gamma_m \) are determined by these model parameters for a given value of \( \Gamma_p \). It should be noted that the correspondence to the conventional model of Sari et al. (1998) is possible only when the whole electron spectrum is relativistic \( \gamma_m \gg 1 \). In this limit eq. (12) reduces to a simple relation of

\[
f = \frac{\epsilon_e}{\eta_e \frac{p - 2}{p - 1}} ,
\]  

(13)

and putting this with \( f = 1 \) into eq. (10) leads to eq. (9).

### 2.5 Synchrotron emission

In the following primes indicate quantities measured in the shock comoving frame. The synchrotron flux emitted from the shock region is calculated following Sari et al. (1998), but the expressions for \( \gamma_m \) and \( f \) are replaced by eq. (10) and (12) derived in Section 2.4. Furthermore, the formula for magnetic field \( B' \) is revised to make it applicable in trans-relativistic regime:

\[
B' = \left[ 8 \pi e_B \frac{\hat{\Gamma}_p + 1}{\hat{\gamma}_p - 1} m_p c^2 (\Gamma_p - 1) \right]^{1/2} .
\]  

(14)

Here we used the shock jump condition given in Blandford & McKee (1976), and the adiabatic index of the shocked gas is modeled in the mono-energetic approximation to be \( \hat{\gamma} = (4 \Gamma_g + 1)/(3 \Gamma_g) \) so that \( \hat{\gamma} = 4/3 \) and 5/3 respectively for relativistic and non-relativistic gas (Mathews 1971, see also Uhm 2011).

In the shock comoving frame, the synchrotron photon frequency corresponding to \( \gamma_m \) is

\[
\nu'_m = \frac{1}{2 \pi \mu c} B'_m .
\]  

(15)

The synchrotron emitting power \( P'_m \) per unit frequency at \( \nu' = \nu'_m \) is given as

\[
P'_m = \frac{8 \pi^3}{3} B' M(R) f ,
\]  

(16)

from an isotropic-equivalent spherical shell. Here we adopt the same constant factor \( 8 \pi / 9 \) following the approximation in Sari et al. (1998) for a direct comparison, while the exact numerical factor is \( 1.33 \) (e.g. Granot & Sari 2002). The power can be translated into those at other frequencies as follows using \( \nu'_m \) and the cooling frequency

\[
\nu'_c = \frac{1}{2 \pi \mu c} \left[ \frac{6 \pi e B' \Gamma_p}{\sigma_T B'^2} \right]^{1/2} ,
\]  

(17)

where \( \sigma_T \) is the Thomson cross section. When \( \nu'_m < \nu'_c \),

\[
P'_c/P'_m = \begin{cases} 
(\nu'_m/\nu'_c)^{-p/3} & (\nu'_m < \nu'_c) \\
(\nu'_m/\nu'_c)^{-(p-1)/3} & (\nu'_m > \nu'_c)
\end{cases}
\]  

(18)

and when \( \nu'_m > \nu'_c \),

\[
P'_c/P'_m = \begin{cases} 
(\nu'_m/\nu'_c)^{-1/2} & (\nu'_m < \nu') \\
(\nu'_m/\nu'_c)^{1/2} & (\nu'_m > \nu')
\end{cases}
\]  

(19)

For simplicity we ignore synchrotron self-absorption because it is not expected to influence the received spectrum of GW170817.

The flux density \( F_\nu \) eventually received by the observer at distance \( d \), time \( T \) and an observing frequency \( \nu \) is given by:

\[
F_\nu(\nu, T) = \frac{1}{4 \pi d^2} \int_0^{2 \pi} d\phi \int_0^{\pi} \sin \theta d\theta \frac{\delta_\nu(\mu)}{2} P'_c(\nu', t) ,
\]  

(20)

where \( \delta_\nu(\mu) = [\Gamma_g (1 - \beta \mu)]^{-1} \) is the Doppler factor, and \( \mu \) is the cosine angle of the velocity of emitting matter from the direction to the observer. Without loss of generality, we take a spherical coordinate system in which the jet axis coincides with zero polar angle (\( \theta = 0 \)), and the observer’s direction at \( \theta, \varphi \) and zero azimuthal angle (\( \varphi = 0 \)). Then \( \mu \) is given by

\[
\mu = \cos \theta \cos \varphi + \sin \theta \cos \varphi \sin \theta ,
\]  

(21)

Integration is done with \( \nu' = \nu/\delta_\nu(\mu) \) and \( t \) replaced as a function of \( T, \theta \) and \( \varphi \) by solving the equal arrival time surface (e.g. Granot et al. 1999)

\[
t - \frac{R(\theta, \varphi)\mu(\theta, \varphi)}{c} = T .
\]  

(22)

### 3 PARAMETER ESTIMATION

We perform a Bayesian Markov-Chain Monte Carlo (MCMC) model fitting to the X-ray, optical and radio afterglow data of GW170817 up to \( \sim 260 \) days post-merger reported in Alexander et al. (2018); D’Avanzo et al. (2018); Dobie et al. (2018); Hallinan et al. (2017); Lyman et al. (2018); Margutti et al. (2018); Mooley et al. (2018b); Resmi et al. (2018); Troja et al. (2018); van Eerten et al. (2018). The total number of the data points is \( N_{\text{data}} = 62,4 \) of which are upper limits. Assuming a fixed distance of \( d = 40 \) Mpc, the synchrotron emission as a function of time and frequency is completely determined by the 9 parameters \( (E_{\text{iso}}[\Gamma_g, \theta_e, \varphi_e, n, \epsilon_p, \epsilon_e, \eta_e]) \) for the Gaussian structured jet model and \( (E_{\text{iso}} k, \theta_{\text{max}}[\Gamma_g, \nu, \eta_e, \eta_e, \eta_e, \eta_e, \eta_e, \eta_e]) \) for the stratified spherical outflow model. We further divided the modeling into two categories: one is an 8-parameter fit fixing the electron acceleration efficiency as \( f = 1 \) like previous studies (the “\( f = 1 \) model” hereafter), which is done by erasing the parameter \( \eta_e \) by the constraint of \( \eta_e = \epsilon_e (p - 2)/(p - 1) \) as in eq. (13). The other is the full 9-parameter fit with an additional parameter \( \eta_e \), by which \( f \) is allowed to vary freely (the “free \( f \) model” hereafter).

We implement the public affine-invariant MCMC sampler package emcee (Foreman-Mackey et al. 2013) to estimate the posterior distribution of parameters consistent with the observed data. We calculate \( \chi^2 \) goodness of fit and use the likelihood function \( L = \exp(-\chi^2/2) \) combined with uniform or log-uniform priors assigned for each parameter as the full probability function. The upper bound data are
treated as zero flux with upper limits as the errors of corresponding confidence level. We initialize the MCMC walkers in a tiny Gaussian ball centered around a local maximum likelihood and generate in a tiny Gaussian ball centered around a local maximum treated as zero flux with upper limits as the errors of correspondence probability function. The parameter posterior distributions are summarized in Table 1 and 2 and visualized in Figure 1–4 using the public plot tool corner (Foreman-Mackey 2016).

4 IMPLICATIONS

4.1 Difference by the free f model

The best-fit (i.e., the maximum of the posterior probability density function) light curves by the free f jet model are shown in Figure 5 (top left panel). The physical parameters found with our new free f model are in general similar to those by the conventional f = 1 assumption. However, by allowing $\eta_e$ as a free parameter, the early radio data of GW170817 are in the low frequency synchrotron tail ($\nu_{\text{obs}} < \nu_m$, where $\nu_m$ is a frequency of observation), and as a result the light curve shape depends on the observed frequency. This is in sharp contrast to previous studies who found that all data are above $\nu_m$ and hence frequency-independent light curves. We also find that our best-fit f = 1 jet model is in the synchrotron tail regime, but the nonthermal electron energy fraction is high ($\epsilon_e \sim 1$), compared with the typical value $\epsilon_e \sim 0.1$ found in previous GRB afterglow studies (e.g. Fong et al. 2015; Beniamini & van der Horst 2017). If we set a constraint of $\epsilon_e < 0.1$ in addition to f = 1, we find that all data are in the $\nu_{\text{obs}} > \nu_m$ regime with model parameters similar to those of previous studies (see the top right panel of Figure 5 and Table 1).

Similar trends about the f parameter are found also for the spherical model, but in this case the best-fit f = 1 model is in the $\nu_{\text{obs}} > \nu_m$ regime with similar model parameters to previous studies. Therefore light curves of this model are shown in the bottom right panel of Figure 5, in addition to those of the best-fit free f model (bottom left). The $\chi^2$ is reduced from 140 (f = 1) to 114 (free f) for the jet model, while 148 to 125 for the spherical model. These are statistically significant difference for adding just one new model parameter.

In the new free f model, the injection energy of electron acceleration normalized by the post-shock proton energy, $\eta_e$, is strictly constrained to be around $\sim 0.1$ by the passing time of $\nu_m$ in the radio afterglow data, regardless of the outflow geometry, implying that the electrons are close to equipartition with the post-shock protons. This is consistent with the numerical value $\eta_e = 0.4$ based on a recent particle-in-cell simulation of non- and trans-relativistic shock acceleration (Park et al. 2015, see also Kashiyama et al. 2018). The allowed region of $\epsilon_e$ includes the fiducial value 0.1, but uncertainty is large and $\epsilon_e \sim 10^{-3}$ is also allowed within the statistical uncertainties.

The fact that the best-fit free f model is found in the low frequency synchrotron tail regime indicates that $\nu_m$ is higher than the f = 1 model. Indeed, $\nu_m$ (in the shock comoving frame) in the relativistic limit of the f = 1 model is given by

$$\nu'_m(f = 1) = 2.2 \text{ MHz} \epsilon_e^{2.1/2} \eta_e^{-1.2} n_{-3}^{1/2} r_3^{1/4} (\rho = 2.16)$$

with the convention of $Q_1 = Q/10^5$ in cgs units, which is well below any monitoring band of GW170817 unless $\Gamma_\gamma$ is sufficiently large. Nevertheless, by allowing free f it becomes

$$\nu'_m = 11.6 \text{ GHz} \epsilon_e^{2/3} \epsilon_B^{-1/2} n_{-3}^{1/2} r_3^{-1/4} (\rho = 2.16),$$

implying a possibility of $\nu_m$ higher than the GHz bands in the case of efficient coupling ($\eta_e \sim 1$). The signature of the synchrotron tail regime would then appear in early radio data at low frequencies. We encourage observers to perform early low-frequency radio observations in the future events, to more clearly detect this signature. If detected, we would give important information about the electron-proton equipartition.

4.2 Implications for the merger outflow

The most prominent difference of the free f model from the f = 1 model is that the isotropic-equivalent energy to the jet direction becomes larger by 1–2 orders of magnitude (from $E_{c,\text{iso}} = 10^{51.05}$ to $10^{52.38}$ erg) in the jet model. However, both of these values are within the range of that found for short GRBs ($\sim 10^{50}$–$10^{53}$ erg, (e.g. Fong et al. 2015)), and our preferred value with the free f model is now at the high end, while that found by conventional modeling is at the low end.

The angle parameters of the jet model are not significantly changed by the free f model. It favors a narrow jet with a half-opening angle $\theta_\gamma \sim 0.08 \degree$ (= 4.6 deg) viewed off-axis at a viewing angle $\theta_\gamma \sim 0.44 \degree$ (= 25.2 deg). Note that large angles are disfavored by the constraints of $\theta_\gamma \lesssim 0.49 \degree$ set by LIGO (Abbott et al. 2017a) and $\theta_\gamma \sim 0.25 \degree$ imposed by the superluminal motion of the radio source near the time of peak flux (Mooley et al. 2018a). We repeated our MCMC analysis with these constraints as a prior, the best-fit angles become $\theta_\gamma \sim 0.05 \degree$ and $\theta_\gamma \sim 0.29 \degree$, consistent with a previous estimation (Hotokezaka et al. 2018b).

In the case of the spherical model, introducing the free f model does not significantly change the outflow energy $E_{k,\text{iso}}$ or the minimum velocity of the outflow. Compared with the kilonova ejecta (e.g. $E \sim 10^{55}$ erg and $\beta \sim 0.1$–0.3, Villar et al. 2017), the kinetic energy of the ejecta for the nonthermal afterglow is comparable, but the minimum velocity is faster ($u_{\text{min}} = 10^{8.24}$ or $\rho_{\text{min}} = 0.87$). This implies that the kilonova and the nonthermal afterglow of GW170817 must be powered by distinct ejecta components. The minimum cutoff velocity is not compatible with that of dynamical ejecta of BNS mergers ($\sim 0.4$–0.5$c$) suggested by numerical simulations (e.g. Kiuchi et al. 2017). A cocoon still remains as an alternative possibility, because most of its energy is expected to be carried by high velocity materials with $u \gtrsim 1$ (e.g. Gottlieb et al. 2018).

4.3 Ambient matter density

As a common trend, the ambient density ($\log_{10}(n/cm^{-3}) = -2.49^{+1.05}_{-1.08}$ and $-2.05^{+1.06}_{-1.21}$ for the jet and spherical models, respectively) found by the free f model are about one order of magnitude higher than those found with the constraint of $f = 1$. The high ambient density may seem in tension with
Table 1. Constraints on the Gaussian structured jet model parameters, which are further divided into two categories: one fixing the electron acceleration efficiency \( f = 1 \) and the other allowing \( f \) to vary freely. We chose a uniform distribution for each prior, and the median values of one-dimensional posterior distributions of each parameter are presented with the symmetric 68% uncertainties (i.e. the 16% and 84% quantiles). For the free \( f \) model, the bottom row also shows the corresponding range of injection efficiency \( f \), calculated by the posterior distribution of \( \epsilon_e \) and \( \eta_e \) via eq. (13).

\[
\begin{array}{cccccc}
\text{Parameter} & \text{Prior} & \text{1D dist.}\text{a} & \text{best-fit}\text{b} & \text{best-fit}(\epsilon_e < 0.1) & \text{1D dist.}\text{a} & \text{best-fit}\text{b} \\
\log_{10}(E_{c,\text{iso}}/\text{erg}) & 47 - 54 & 51.05^{+0.51}_{-0.37} & 51.19 & 52.37 & 52.38^{+0.93}_{-0.90} & 52.25 \\
\theta_c & 0.01 - 0.2 & 0.08^{+0.03}_{-0.02} & 0.09 & 0.06 & 0.08^{+0.03}_{-0.02} & 0.10 \\
\theta_e & 0.1 - 1 & 0.45^{+0.14}_{-0.09} & 0.47 & 0.40 & 0.44^{+0.14}_{-0.16} & 0.50 \\
\log_{10} \Gamma_c & 1 - 4 & 3.06^{+0.30}_{-0.29} & 2.93 & 3.79 & 3.04^{+0.28}_{-0.29} & 2.97 \\
\log_{10}(n/cm^3) & -6 - 2 & -3.71^{+0.81}_{-0.65} & -3.57 & -2.91 & -2.49^{+1.05}_{-1.08} & -2.28 \\
\log_{10} \epsilon_B & -6 - 0 & -2.57^{+0.89}_{-1.01} & -3.12 & -3.48 & -4.13^{+1.41}_{-1.20} & -4.76 \\
\log_{10} \epsilon_e & -6 - 0 & -0.22^{+0.15}_{-0.21} & -0.10 & -1.36 & -1.28^{+0.81}_{-1.18} & -0.80 \\
p & 2 - 2.5 & 2.18^{+0.01}_{-0.01} & 2.19 & 2.16 & 2.18^{+0.01}_{-0.03} & 2.18 \\
\log_{10} \eta_e & -3 - 1 & — & — & — & -1.02^{+0.23}_{-0.25} & -0.80 \\
\log_{10} f & — & 0 & 0 & 0 & -1.09^{+0.75}_{-1.08} & -0.83 \\
\chi^2 & — & 114 & 140 & 114 & — & — \\
\end{array}
\]

\text{a}Median with 1-\sigma uncertainties (16\% and 84\% quantiles) in one-dimensional probability distribution.

\text{b}The model parameters for the maximum of the posterior probability density function.

Table 2. Same as Table 1 but with stratified spherical outflow model.

\[
\begin{array}{cccccc}
\text{Parameter} & \text{Prior} & \text{1D dist.} & \text{best-fit} & \text{1D dist.} & \text{best-fit} \\
\log_{10}(E_{c,\text{iso}}/\text{erg}) & 47 - 54 & 50.18^{+0.27}_{-0.63} & 50.58 & 51.60^{+1.65}_{-1.70} & 50.18 \\
\log_{10} u_{\text{max}} & 0 - 2 & 1.20^{+0.53}_{-0.45} & 0.55 & 1.31^{+0.46}_{-0.46} & 0.59 \\
\log_{10} u_{\text{min}} & -1 - 1 & 0.40^{+0.02}_{-0.08} & 0.24 & 0.34^{+0.07}_{-0.02} & 0.24 \\
k & 4 - 8 & 5.66^{+0.55}_{-0.32} & 6.21 & 5.69^{+0.46}_{-0.46} & 5.79 \\
\log_{10}(n/cm^3) & -6 - 2 & -3.66^{+1.21}_{-0.67} & -2.25 & -2.05^{+1.66}_{-1.71} & -2.69 \\
\log_{10} \epsilon_B & -6 - 0 & -0.94^{+0.61}_{-1.21} & -1.94 & -2.57^{+1.71}_{-1.66} & -1.62 \\
\log_{10} \epsilon_e & -6 - 0 & -1.74^{+0.57}_{-1.22} & -2.14 & -3.36^{+1.70}_{-1.65} & -1.93 \\
p & 2 - 2.5 & 2.15^{+0.01}_{-0.01} & 2.15 & 2.16^{+0.01}_{-0.01} & 2.17 \\
\log_{10} \eta_e & -3 - 1 & — & — & -1.04^{+0.08}_{-0.12} & -0.87 \\
\log_{10} f & — & 0 & 0 & -3.17^{+1.71}_{-1.64} & -1.90 \\
\chi^2 & — & 148 & 125 & — & — \\
\end{array}
\]
Figure 1. Posterior probability distributions of parameters by Gaussian structured jet model with the conventional assumption $f = 1$. Contours of 0.5, 1, 1.5, 2-$\sigma$ are shown in the two-dimensional space of all possible combinations of two model parameters. The median values and their 1-$\sigma$ uncertainties are indicated in the one-dimensional distribution of each parameter.

the constraint $n \lesssim 0.04$ cm$^{-3}$ inferred from the HI mass observation of NGC 4993 (Hallinan et al. 2017). However, we note that a typical elliptical galaxy like NGC 4993 should be dominated by hot, ionized gas which is not constrained by HI observations. X-ray observations tell us that electron densities of hot gas in typical elliptical galaxies (e.g., NGC 1399 and 4472 whose absolute luminosities are similar to that of NGC 4993) are $\sim 0.1$ cm$^{-3}$ in the core region and $\sim 0.01$ cm$^{-3}$ at a half-light radius $r_e$ (Mathews & Brighenti 2003; Churazov et al. 2010). Based on the projected offset of the optical counterpart of GW170817 ($\sim 0.64 r_e$, Blanchard et al. 2017), the expected hot gas density should therefore be in the range of $10^{-2} - 10^{-1}$ cm$^{-3}$, consistent with the estimation by the free $f$ modeling. Rather, the low ambient density $\log_{10}(n/cm^{-3}) = -3.71^{+0.61}_{-0.65}$ (jet) and $-3.68^{+1.21}_{-0.67}$ (spherical) found by the $f = 1$ models are disfavored from this argument.
4.4 The cooling frequency

The non-detection of cooling break in the X-ray spectrum of GW170817 up to 260 days after the merger (Alexander et al. 2018) may disfavor the cocoon/dynamical ejecta origin modeled by the quasi-spherical outflow, which predicts a much earlier passage on a timescale no longer than a few months (Hotokezaka et al. 2018a). However, we note that direct detection of a cooling break in GRB afterglow spectra are rare (e.g. Curran et al. 2010), and the cooling transition could be in fact smoother than expected by simple modelings if more realistic effects are taken into account, such as inclusion of evolutionary histories of comoving magnetic fields (Uhm & Zhang 2014). Therefore, we cannot rule out the possibility of a much slower evolution of cooling break in the afterglow spectrum of GW170817.

Furthermore, we stress that the cooling frequency does not monotonically decrease in a mildly- or non-relativistic shock, in contrast to a ultra-relativistic shock usually considered in the conventional GRB afterglow theory. Time evolution of the cooling frequency in the trans-relativistic regime was not discussed in detail by previous studies for the non-thermal afterglow of GW170817. By eq.(14), the comoving magnetic field strength should scale linearly with the shock
5 CONCLUSION

We propose a new formulation for the nonthermal electron energy distribution in a mildly relativistic shock driven by ejecta from a BNS merger, in which the number fraction $f$ of electrons injected into particle acceleration is freely variable. Then the minimum electron Lorentz factor $\gamma_m$ of the distribution and the total energy fraction carried by nonthermal electrons, $\epsilon_e$, become independent model parameters. This essentially adds another degree of freedom to the conventional modeling assuming that all electrons in the shock are accelerated ($f = 1$) and hence $\epsilon_e$ is determined if $\gamma_m$ and
other model parameters are fixed. In our model, $\gamma_m$ is determined by the degree of electron-ion equipartition, while $\epsilon_e$ is an independent parameter determined by the injection efficiency of electron acceleration.

In the framework of the two representative models (a Gaussian structured jet and a radially-stratified spherical outflow), we performed a MCMC model fitting to the X-ray/optical/radio afterglow data of GW170817 up to $\sim 260$ days post-merger. Previous studies with the conventional modeling found that the observed radio frequencies are always higher than $\nu_m$ (corresponding to $\gamma_m$), but we find that in the best-fit solution of our new model the early radio fluxes are in the regime of the low-frequency tail ($\nu < \nu_m$). Identifying the location of $\nu_m$, the new solution allows us to constrain $\eta_e$, the injection energy of electron acceleration normalized by the post-shock proton energy to be $\sim O(10^{-1})$. This implies that there is a significant energy transfer from protons to electrons (otherwise we expect $\eta_e \sim 10^{-3}$), but still the full equipartition is not yet reached. It is also found that the best-fit of the electron fraction injected to particle acceleration is significantly smaller than the unity ($f \sim 0.01–0.1$).

While the posterior estimations of model parameters by the free $f$ model generally resemble those by the $f = 1$
Figure 5. Radio, optical, and X-ray light curves of the best-fit (maximum likelihood) free $f$ jet model (top left), in comparison with the observed data points. Light curves of the same model but with $f = 1$ and $\epsilon_e < 0.1$ are shown in the top right panel. The bottom left panel shows light curves of the best-fit free $f$ spherical model, while the bottom right is the same but for the $f = 1$ model.

A notable difference is that in the isotropic-equivalent energy into the jet direction in the jet model is increased by at least one order of magnitude. The isotropic-equivalent energy inferred for GW170817 is still consistent with the range found for short GRBs, but now it is at the high end. Another notable difference is about one order of magnitude higher ambient density for the free $f$ model. The increased density may seem to be in tension with the constraint $n \lesssim 0.04$ cm$^{-3}$ inferred from the HI observation of the host galaxy (Hallinan et al. 2017), but we argue that the ambient density is likely dominated by hot X-ray emitting gas at the location of GW170817 in an elliptical galaxy, with a density ($\sim 10^{-2} - 10^{-1}$ cm$^{-3}$) consistent with our model.

We have shown that, by incorporating a trans-relativistic treatment of the comoving magnetic field strength in the shock front, the cooling frequency hardly evolves once the shock enters the mildly- or non-relativistic regime, as opposed to the standard GRB afterglow theory in the ultra-relativistic limit that predicts a monotonic decrease. The absence of the cooling break signature in the afterglow spectrum of GW170817 was utilized to argue against the stratified spherical outflow, but this result suggests that such an argument does not simply apply.

The decrease of $\chi^2$ by our new free $f$ model from the conventional $f = 1$ model is larger than that expected by adding one new degree of freedom, implying that our new model is favored over the conventional model by the GW170817 data. However, the validity of our new model cannot be clearly seen as an early passage of $\nu_m$ in the radio bands, because of the paucity of early radio data ($\lesssim 10$ days after merger). It would be difficult either to distinguish between the two models by the future evolution of GW170817. Therefore we encourage early, multi-band, and densely sampled radio observations of afterglows of future BNS merger events, which can be taken into consideration in radio follow-up strategy (e.g. Carbone & Corsi 2018). An unambiguous detection of $\nu_m$ passage would provide an essentially new constraint, giving important information for the degree of electron-ion equipartition and injection efficiency of particle acceleration.
Figure 6. Evolution of the cooling frequency \( \nu_c \) (in the observer frame) with typical fitting parameters of the jet and spherical models to the afterglow of GW170187. (Here, the \( f = 1 \) is shown but the difference from the free \( f \) model is hardly visible in this plot.) A late-time monotonic decrease (orange) is predicted by the conventional GRB afterglow model which estimates magnetic field in a relativistic shock. However, if we correctly apply the trans-relativistic treatment for magnetic field as eq. (14), the cooling break does not decrease any more (blue) once the shock decelerates to the mildly-relativistic regime at ~ \( O(100) \) days.
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