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ABSTRACT

We introduce a novel generative smoothness regularization on manifolds (SToRM) model for the recovery of dynamic image data from highly undersampled measurements. The proposed generative framework represents the image time series as a smooth non-linear function of low-dimensional latent vectors that capture the cardiac and respiratory phases. The non-linear function is represented using a deep convolutional neural network (CNN). Unlike the popular CNN approaches that require extensive fully-sampled training data that is not available in this setting, the parameters of the CNN generator as well as the latent vectors are jointly estimated from the undersampled measurements using stochastic gradient descent. We penalize the norm of the gradient of the generator to encourage the learning of a smooth surface/ manifold, while temporal gradients of the latent vectors are penalized to encourage the time series to be smooth. The main benefits of the proposed scheme are (a) the quite significant reduction in memory demand compared to the analysis based SToRM model, and (b) the spatial regularization brought in by the CNN model. We also introduce efficient progressive approaches to minimize the computational complexity of the algorithm.

1. INTRODUCTION

The quest for high spatial and temporal resolution is central to several dynamic imaging problems, ranging from MRI, video imaging, to microscopy. A popular approach to improve spatio-temporal resolution is self-gating, where cardiac and respiratory information is estimated from navigator or central k-space using bandpass filtering or clustering, followed by binning and reconstruction [1, 2]. Several authors have also introduced smooth manifold regularization, which models the images in the time series as points on a high dimensional manifold [3, 4, 5]. This approach may be viewed as an implicit soft-gating alternative to self-gating methods. Manifold methods including our smoothness regularization on manifolds (SToRM) approach have been demonstrated in a variety of dynamic imaging applications with good performance [3, 4, 5]. Since the data is not explicitly binned into a specific phase, manifold methods are not vulnerable to potential errors in clustering the time series based on navigators. Despite the benefits, a key challenge with current manifold methods is the high memory demand. Unlike self-gating methods that only recover the specific phases, manifold schemes recover the entire time series. This approach restricts the extension of the framework to higher dimensional problems. The high memory demand also makes it difficult to use additional spatial and temporal regularization.

The main focus of this work is to exploit the power of deep convolutional neural networks (CNN) to introduce an improved and memory efficient generative/synthesis formulation of SToRM. Unlike current manifold and self-gating methods, this approach does not require k-space navigators to estimate the motion states. Besides, unlike traditional CNN based approaches, the proposed scheme does not require extensive training data, which is challenging to acquire in free-breathing applications. We note that current manifold methods can be viewed as an analysis formulation. Specifically, a non-linear injective mapping is applied on the images such that the mapped points of the alias-free images lie on a low-dimensional subspace. When recovering from undersampled data, the nuclear norm prior is applied in the transform domain to encourage their non-linear mappings to lie in a subspace. Unfortunately, this analysis approach requires the storage of all the image frames in the time series. In this work, we model the images in the time series as non-linear mappings \( \rho_t = G_{\theta}(z_t) \), where \( z_t \) are vectors that live in a very low-dimensional subspace. The dimension of the subspace can be very small (e.g., 2-4) in practical applications. We represent the non-linear mapping using a convolution neural network with weights \( \theta \). The memory footprint of the algorithm depends on the number of parameters \( \theta \) and \( z \), which is orders of magnitude smaller than that of traditional manifold methods.

We propose to jointly optimize for the network parameters \( \theta \) and the latent vector \( z \) such that the cost \( \sum_t \| A_t(G_{\theta}z_t) - b_t \|^2 \) is minimized during image reconstruction. The smoothness of the manifold generated by \( G_{\theta}(z) \) depends on the gradient of \( G_{\theta} \) with respect to its input. To obtain a smooth manifold, we regularize the gradient of the mapping \( \| \nabla_G G_{\theta} \|^2 \). Similarly, the images in the time series are expected to vary smoothly in time. Hence, we also use a Tikhonov smoothness penalty on the latent vectors \( z_t \) to further constrain the solutions. Unlike traditional CNN methods that are fast during testing/inference, the direct application of this scheme to the dynamic MRI setting is computationally expensive. We use a three-step progressive-in-time approach to significantly re-
reduce the computational complexity of the algorithm. Specifically, we grow the number of frames in the datasets during the optimization process. The latent vectors from the previous iteration are linearly interpolated to initialize the latent vectors. We observe that the use of the progressive-in-time approach significantly reduces the computational complexity of the algorithm.

The proposed approach is inspired by deep image prior (DIP) [6], which was introduced for static imaging problems. We note that the extension of DIP to dynamic imaging was considered in [7]. The key difference of the proposed formulation from the above work is the joint optimization of the latent variables $z_i$, unlike the above method that chooses $z$ as random or interpolated versions of random vectors. Another key distinction is the use of regularization priors on the network parameters and latent vectors, which ensures that the scheme learns meaningful latent vectors and the performance of the network does not degrade with iterations as in traditional DIP methods.

2. METHODS

Smooth manifold methods model images $x_i$ in the dynamic time series as points on a smooth manifold. In SToRM, the exponential (injective) functions of the images denoted by $\varphi(x_i)$ of the alias-free images are assumed to lie on a low-dimensional subspace. See Fig. 1.(a). The joint recovery of the images denoted by the matrix $X = [x_1, \ldots, x_N]$ from undersampled data is posed as a nuclear norm minimization problem

$$
X^* = \arg \min_X \|A(X) - B\|^2 + \lambda \|\varphi(x_1), \ldots, \varphi(\cdot(t)) (X_N)\|_2.
$$

To overcome the challenges with the above analysis scheme, we propose to model the images in the time series as

$$
x_i = G_\theta(z_i),
$$

where $G_\theta$ is a non-linear mapping. We realize $G_\theta$ using a deep convolutional neural network, inspired by the extensive work on generative image models. Here, $z_i$ are latent vectors that lie in a low-dimensional subspace. As $z_i$ vary in the subspace, their non-linear mappings vary on the image manifold. The mapping $G_\theta$ may be viewed as the inverse of the injective mapping $\varphi$ considered in analysis SToRM; rather than mapping the images to a low-dimensional subspace as in classical SToRM methods we now propose to express the images as non-linear functions of latent variables living in a low-dimensional subspace. See Fig. 1.(b).

The smoothness of the manifold is determined by the gradient of the non-linear mapping, denoted by $\nabla_{z_i} G_\theta$. A mapping with high gradient values can result in very similar latent vectors being mapped to very different images. To minimize this risk, we propose to penalize the $\ell_2$ norm of the gradients of the network, denoted by $\|\nabla_{z_i} G_\theta\|_2$. We term this prior as network regularizer. We expect the adjacent time frames in the time series to be similar; we propose to add a temporal smoothness regularizer on the latent vectors. The parameters of the network $\theta$ as well as the low-dimensional latent vector $z$ are estimated from the measured data by minimizing

$$
C(\mathbf{z}, \theta) = \sum_{i=1}^{N} \|A_i (G_\theta(z_i)) - b\|^2 + \lambda_1 \|\nabla_{z_i} G_\theta\|^2_{\text{network regularization}}
+ \lambda_2 \|\nabla_{z_i} z_i\|^2_{\text{temporal regularization}}
$$

with respect to $z$ and $\theta$. We initialize the network parameters and latent vectors to be random variables.

We use ADAM optimization to determine the optimal parameters. Note that the first and the second term in the expression is separable over $i$. To keep memory demand of the algorithm low, we propose to choose mini-batches consisting of random subset of frames. A key benefit of this framework over conventional neural network schemes is that it does not require any training data. Note that it is often impossible to acquire fully-sampled training data in dynamic imaging applications.

The main benefit of this model is the compression offered by the representation; the number of parameters of the model in (2) is orders of magnitude smaller than the number of pixels in the dataset. The dramatic compression offered by the representation, together with the mini-batch training provides a memory efficient alternative to analysis SToRM [3, 4]. Although our focus is on establishing the utility of the scheme in 2D settings in this paper, the approach can be readily translated to higher dimensional applications. Another benefit is the implicit spatial regularization brought in by the generative CNN. Specifically, CNNs are ideally suited to represent images rather than noise-like alias artifacts [6].

![Fig. 1](image-url) (a) Analysis SToRM and (b) Generative SToRM. The analysis formulation [4, 8] in (a) minimizes the nuclear norm of the non-linear mappings $\varphi(x_i)$ of the images $x_i$ to encourage them to be in a subspace. By contrast, the proposed formulation expresses the images as non-linear mappings $G_\theta(z_i)$ of the low-dimensional latent vectors $z_i$. The main benefit of the generative model is its ability to compress the data, thus offering a memory efficient algorithm.

\[ \]
2.1. Progressive in time training

While the generative SToRM approach significantly reduces the memory demand, a challenge with this approach is the increased computational complexity. To minimize the complexity, we propose to use a progressive optimization strategy. Specifically, we solve for a sequence of vectors \( z_0, z_1, \ldots, z_M \) each corresponding to increasing number of time frames. For instance, in this work we choose \( z_0 \) to be a \( 2 \times 1 \) vector, where we consider the recovery of an average image \( \hat{G}_0(z_0) = x_0 \) from the entire data. We solve for the optimal \( \theta_0 \) and \( z_0 \) by minimizing (1). Since we are solving for a single image, this optimization is fast. Following convergence, the latent vector \( \{z_0\} \) is linearly interpolated to the size of \( z_1 \) and used along with \( \theta_0 \) as initialization, while solving for \( \{\theta_1, z_1\} \). This approach significantly reduces the computational complexity as seen from our experiments.

3. EXPERIMENTS

3.1. Dataset and imaging experiments

All the experiments in this paper are based on a whole-heart multi-slice dataset collected in the free-breathing mode using a golden angle spiral trajectory. The acquisition of the data was performed on a GE 3T scanner. The sequence parameters were: TR= 8.4 ms, FOV= 320 mm x 320 mm, flip angle= 18 degrees, slice thickness= 8 mm.

Results were generated using an Intel Xeon CPU at 2.40 GHz and a Tesla P100-PCIE 16GB GPU. Results in §4.2, §4.3 were based on the first slice in the dataset, and results in §4.4, §4.5 were based on the second slice in the dataset. We binned the data from six spiral interleaves corresponding to 50 ms temporal resolution. The entire dataset corresponds to 522 frames. We omit the first 22 frames and used the remaining 500 frames for SToRM reconstructions, which is used as ground truth for comparisons. In all the studies, we assumed the latent variables to be two dimensional since the main source of variability in the data correspond to cardiac and respiratory motion.

3.2. Benefit of progressive in time approach

We demonstrate the quite significant reduction in running time offered by the progressive training strategy described in Section 2.1 in Fig. 2. Here, we consider the recovery from 150 frames with and without the progressive strategy. We plot the reconstruction performance, measured by the Signal-to-Error Ratio (SER) with respect to the running time. The results show that the proposed scheme can offer good reconstructions in \( \approx 200 \) seconds, which is better than the direct approach that takes more than 2000 seconds.

3.3. Impact of regularization priors

We study the impact of network regularization priors in Fig. 3,(a), where we show the reconstruction performance with respect to the number of epochs. The recovered latent variables are also shown in the plots. We chose \( \lambda_2 = 2 \) in this experi-
ment. We note that unlike the case without network regularization, the SER of the regularized reconstruction increases with iteration. The case without regularization will start to fit to the noise with iterations as in the case of deep image prior. We note that with regularization, the latent variables capture cardiac (orange curve) and respiratory (orange curve) motion, even though no explicit priors or additional information (e.g., navigators) about cardiac or respiratory rates were used. Without network regularization, we observe increased mixing of the cardiac and respiratory patterns in the latent vectors.

In the cost function (3), we also have the temporal smoothness regularization of the latent variables. We compare \( \lambda_2 = 2 \) against \( \lambda_2 = 0 \), while \( \lambda_1 \) was fixed as 0.001. Similar to the network regularization setting, we observe that the performance of the un-regularized algorithm falls with iterations, while the performance of the regularized approach increases or plateau with iterations. We also observed significant mixing between cardiac and respiratory patterns in the latent variables when no regularization is used.

### 3.4. Comparison with existing methods

We compare the proposed generative SToRM approach with analysis SToRM [8] and time dependent deep image prior algorithm [7]. We use the k-space data of 150 frames for the reconstructions. The reconstruction results are shown in Fig. 4. The results show that the generative SToRM approach is able to reduce noise and alias artifacts compared to analysis SToRM, offering around 1dB improvement in performance. We attribute the improved performance to spatial regularization offered by the CNN generator, which is absent in the analysis SToRM formulation. The reconstruction time of both the algorithms are comparable. The Time-DIP scheme, which assumes the latent variables to be fixed as random values results in increased artifacts and blurring of motion details. We note that unlike the analysis schemes, the proposed scheme does not use k-space navigators to estimate the motion states; the latent variables are estimated from the measured k-space data itself.

### 4. CONCLUSION

We introduce a generative manifold representation for the recovery of dynamic image data from highly undersampled measurements. The deep CNN generator is used to lift low-dimensional latent vectors to the smooth image manifold and this proposed scheme does not require fully-sampled training data. We jointly optimize the CNN generator parameters and the latent vectors based on the undersampled data. We also proposed the training-in-time approach to minimize the computational complexity of the algorithm. During the training, the norm of the gradients of the generator is penalized to the learning of a smooth surface/manifold, while temporal gradients of the latent vectors are penalized to encourage the time series to be smooth. Comparisons with existing methods suggest the utility of the proposed scheme in dynamic images.
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