AFFINE FLAG VARIETIES AND QUANTUM SYMMETRIC PAIRS
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Abstract. The quantum groups of finite and affine type \( A \) admit geometric realizations in terms of partial flag varieties of finite and affine type \( A \). Recently, the quantum group associated to partial flag varieties of finite type \( B/C \) is shown to be a coideal subalgebra of the quantum group of finite type \( A \). In this paper we study the structures of Schur algebras and Lusztig algebras associated to (four variants of) partial flag varieties of affine type \( C \).

We show that the quantum groups arising from Lusztig algebras and Schur algebras via stabilization procedures are (idempotented) coideal subalgebras of quantum groups of affine \( \mathfrak{sl} \) and \( \mathfrak{gl} \) types, respectively. In this way, we provide geometric realizations of eight quantum symmetric pairs of affine types. We construct monomial and canonical bases of all these quantum (Schur, Lusztig, and coideal) algebras. For the idempotented coideal algebras of affine \( \mathfrak{sl} \) type, we establish the positivity properties of the canonical basis with respect to multiplication, comultiplication and a bilinear pairing. In particular, we obtain a new and geometric construction of the idempotented quantum affine \( \mathfrak{gl} \) and its canonical basis.
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Introduction

1.1. BACKGROUND

1.1.1. Iwahori [Iw64] provided a geometric realization of Iwahori-Hecke algebras $H^{\text{fin}}_W$ as convolution algebras on pairs of (finite type) complete flags over a finite field. Iwahori-Matsumoto [IM65] have subsequently realized the affine Hecke algebras using pairs of complete flags of affine (or $p$-adic) type over a local field. These works are foundational for geometric representation theory.

The Drinfeld-Jimbo quantum groups [Dr86, Jim86] have played important roles in many areas of mathematics. Beilinson, Lusztig and MacPherson [BLM90] provided a geometric realization of quantum Schur algebras and the quantum group $\mathbb{U}(\mathfrak{g}l_n)$ of finite type $A$. The BLM construction utilizes the $n$-step flag varieties in an ambient space of dimension $d$, and the convolution algebra on pairs of $n$-step flags can be identified with what became known as quantum Schur algebra $S^{\text{fin}}_{n,d}$; this can be viewed as a generalization of Iwahori’s construction of Hecke algebras in finite type $A$.

Beilinson, Lusztig and MacPherson [BLM90] further established multiplication formulas in $S^{\text{fin}}_{n,d}$ with divided powers of Chevalley generators, which allows them to observe some remarkable stabilization phenomenon as $d \rightarrow \infty$. A suitable limit construction gives rise to the idempotent quantum group $\hat{\mathbb{U}}(\mathfrak{g}l_n)$ and its (stably) canonical basis. The construction is easily modified further to produce variants such as $\mathbb{U}(\mathfrak{g}l_n)$, $\mathbb{U}(\mathfrak{s}l_n)$, and the idempotented form $\hat{\mathbb{U}}(\mathfrak{s}l_n)$. The idempotented form $\mathbb{U}(\mathfrak{s}l_n)$ also has a canonical basis (cf. [Lu93], [K94]), in analog with the Kazhdan-Lusztig bases for Iwahori-Hecke algebras [KL79].

1.1.2. Independently and around the same time, Dipper and James [DJ89, DJ91] introduced the quantum Schur algebra as the endomorphism algebra of a sum of permutation modules of the finite type $A$ Hecke algebra. A version of quantum $GL_n$ [DD91] also fits well in this framework. The identification between algebraic and geometric definitions of the quantum Schur algebra follows as either version of quantum Schur algebra forms the centralizer of the Hecke algebra action on the same tensor space [DJ91, GL92]; see [Du92]. Moreover, there are natural surjective homomorphisms

$$\hat{\mathbb{U}}(\mathfrak{g}l_n) \rightarrow S^{\text{fin}}_{n,d}, \quad \hat{\mathbb{U}}(\mathfrak{s}l_n) \rightarrow S^{\text{fin}}_{n,d}.$$  

In this way, we have obtained $q$-Schur duality or Schur-Jimbo duality [Jim86].

1.1.3. There have been some generalizations of the BLM-type construction using the $n$-step (partial) flag varieties of affine type $A$ earlier on; see Ginzburg-Vasserot [GV93] and Lusztig [Lu99, Lu00] (also cf. [VV99, Mc12, P09, GRV93] for further developments); see also [CP96] for an affine version of Schur-Jimbo duality. We shall refer to the convolution algebra arising this way as affine quantum Schur algebra, denoted by $S_{n,d}$. However, there is
a major difference between affine and finite type $A$, which was first made clear by Lusztig. He showed that a natural homomorphism from the quantum affine $\mathfrak{sl}_n$ of level zero to the affine quantum Schur algebra,

$$\hat{U}(\mathfrak{sl}_n) \longrightarrow \mathcal{S}_{n,d},$$

is no longer surjective (the image of this map is denoted by $U_{n,d}$ and called Lusztig algebra in this paper). Alternatively, one could characterize $U_{n,d}$ as the proper subalgebra of $\mathcal{S}_{n,d}$ generated by the Chevalley generators.

There has been a new (algebraic) approach recently developed by [DF13, DF14] (see also [G99]) which allows one to construct a larger algebra $\hat{U}(\mathfrak{gl}_n)$ (called the idempotented quantum affine $\mathfrak{gl}_n$ in this paper; also known as the quantum loop algebra of $\mathfrak{gl}_n$), from BLM-type stabilization of the affine Schur algebras $\mathcal{S}_{n,d}$.

1.1.4. Since the constructions of Iwahori and Iwahori-Matsumoto are valid for flag varieties of any finite and affine type, it is a natural question since the work of [BLM90] in 1990 to ask for generalization of the above type $A$ constructions to other, say classical, types. The progress in this direction has been made only in recent years. Motivated by [BW13], Bao, Kujawa, and two of the authors [BKLW14, BLW14] provided a geometric construction of Schur-type algebras $\mathcal{S}_{n,d}^{\text{fin}}$ (denoted therein by $\mathcal{S}_{n,d}^{\text{fin}}$ for $n$ odd and $\mathcal{S}_{n,d}^{\text{fin}}$ for $n$ even) in terms of $n$-step flag varieties of type $B_d$ (or $C_d$).

The authors of [BKLW14, BLW14] further established multiplication formulas in the Schur algebras $\mathcal{S}_{n,d}^{\text{fin}}$ with divided powers of Chevalley generators, which again enjoy some remarkable stabilization properties as $d \to \infty$. They showed the quantum algebra arising from the stabilization procedure is a coideal subalgebra $\mathfrak{iU}(\mathfrak{gl}_n)$ of $U(\mathfrak{gl}_n)$ (this coideal subalgebra was denoted in loc. cit. as $\mathfrak{iU}(\mathfrak{gl}_n)$ for $n$ odd and $\mathfrak{iU}(\mathfrak{gl}_n)$ for $n$ even); the pair $(U(\mathfrak{gl}_n), \mathfrak{iU}(\mathfrak{gl}_n))$ forms a so-called quantum symmetric pair, which we shall explain below.

1.1.5. Let $\mathfrak{g}$ be a symmetrizable Kac-Moody algebra over $\mathbb{C}$ and $U(\mathfrak{g})$ be the quantized enveloping algebra of $\mathfrak{g}$. Let $i$ be a Lie algebra involution on $\mathfrak{g}$ of the second kind (cf., e.g., [Ko14, §2]) and let $\mathfrak{g}'$ be the subalgebra of $i$-invariants in $\mathfrak{g}$. (For simple Lie algebras $\mathfrak{g}$ of finite type, the classification of $\mathfrak{g}'$ corresponds to the classification of real simple Lie algebras, cf. [OV].) The quantum analogue $\mathfrak{iU}(\mathfrak{g})$ of the enveloping algebra $U(\mathfrak{g}')$ is not a Hopf algebra, but it is a coideal subalgebra of $U(\mathfrak{g})$ in the sense that the comultiplication $\Delta$ on $U(\mathfrak{g})$ satisfies

$$\Delta : \mathfrak{iU}(\mathfrak{g}) \longrightarrow \mathfrak{iU}(\mathfrak{g}) \otimes U(\mathfrak{g}).$$

By [Le02, Theorem 7.5] and [Ko14, Theorem 10.8], $\mathfrak{iU}(\mathfrak{g})$ specializes to $U(\mathfrak{g}')$ at $q = 1$. The pair $(U(\mathfrak{g}), \mathfrak{iU}(\mathfrak{g}))$ is called a quantum symmetric pair. The algebra $\mathfrak{iU}(\mathfrak{g})$ admits a Serre-type presentations which is nevertheless more complicated.

The theory of quantum symmetric pairs was systematically developed by Letzter [Le99, Le02] for finite type (also see [N96] for some early examples). It was subsequently generalized by Kolb [Ko14] to the Kac-Moody setting, and one can find in loc. cit. an informative introduction for the background and extensive references on quantum symmetric pairs.

There are recent and ongoing developments for general coideal algebras $\mathfrak{iU}(\mathfrak{g})$ in a way strikingly parallel to the well-known constructions associated to the Drinfeld-Jimbo quantum groups, such as connections to canonical bases, categorification, geometry, and solutions to generalized Yang-Baxter equations (known as reflection equations); cf., e.g., [BK15, BW16] for recent results.
for samples. To distinguish from many other different coideal subalgebras in the literature, we shall refer to the coideal subalgebras appearing in quantum symmetric pairs as \textit{quantum groups}, where \(i\) stands for involution or isotropic.

1.1.6. An \((iU(gl_n), H^{\text{fin}}_{C_{ij}})\)-duality (termed as iSchur duality) was discovered algebraically and categorically in [BW13] as a crucial ingredient for a new approach to Kazhdan-Lusztig theory of classical type. A new canonical basis (called icanonical basis) was constructed in [BW13] for various tensor product modules of \(iU(gl_n)\). In the special case of the tensor product of the natural representation of \(iU(gl_n)\), the icanonical basis was shown to coincide with the Kazhdan-Lusztig basis of type B, and thus it provides a new approach to the irreducible and tilting character problems in the BGG category \(\mathcal{O}\). (Similarly, the type D KL basis is identified with icanonical basis with a different choice of parameter [Bao16], and thus icanonical bases provide a new uniform approach for KL theory of classical type.) We refer to \textit{loc. cit.} for further applications of icanonical basis to KL theory of ortho-symplectic Lie superalgebras.

1.1.7. The iSchur duality has been subsequently realized in [BKLW14] by using mixed pairs of \(n\)-step flags and complete flags of type B/C. The icanonical basis for the idempotented form \(iU(gl_n)\) was first constructed in \textit{loc. cit.}. It has been shown in [FL14] that coideal like algebras together with their icanonical bases arise from partial flag varieties of type \(D\). There has been a further geometric realization in [LW15] of the idempotented coideal subalgebra \(iU(sl_n)\) of \(U(sl_n)\) and its icanonical basis.

For canonical bases, there is a major difference between \(\hat{U}(gl_n)\) and \(\hat{U}(sl_n)\), or between idempotented coideal subalgebras of \(gl\) and \(sl\) type: the canonical basis of \(U(sl_n)\) admits remarkable positivity properties with respect to multiplication and a bilinear pairing [SV00, Mc12, LW15] and so does the canonical basis of \(i\hat{U}(sl_n)\) [LW15]. It is recently shown in [FL15] that the canonical bases of idempotented quantum (affine) \(sl_n\) and idempotented coideal algebra \(i\hat{U}(sl_n)\) admit positivity property with respect to the comultiplication. In contrast, the canonical bases of \(\hat{U}(gl_n)\) and of \(i\hat{U}(gl_n)\) both fail to exhibit a positivity property with respect to multiplication; see [LW15].

1.2. The goal: affine type \(C\)

1.2.1. The goal of this paper is to initiate the study of the Schur algebras and quantum groups arising from partial flag varieties of classical affine type beyond type \(A\), generalizing the constructions in finite type \(B/C\) described in Section 1.1.

In this paper, we focus on the affine type \(C\). As we shall see, the affine type \(C\) setting already provides a more challenging and much richer setting than the finite type \(C\) and the affine type \(A\). For each of the two type \(A\) quantum affine algebras (of level zero) \(\hat{U}(sl_n)\) and \(\hat{U}(gl_n)\), we shall provide geometric realizations of four different (idempotented) coideal subalgebras and their canonical bases. (The four cases are denoted by \(j_j, j_y, j_u, u\), respectively; we also write \(e = j_j\).) The corresponding four Dynkin diagrams with involutions are depicted in Figures 1, 2, 3 and 4, respectively, as follows, where \(n = 2r + 2, 2r + 1, 2r + 1\) and \(2r\), respectively. Therefore, in total we have provided a geometric realization of eight distinct quantum symmetric pairs of affine type.
In summary, the quantum algebras behind the various kinds of flag varieties are listed in Table 1 as follows for comparison.

**Table 1.** Comparison for various quantum algebras.

| Flag variety: of finite type | Complete flag | Partial flag |
|----------------------------|---------------|--------------|
| Iwahori-Hecke algebra      | Type A: quantum $\mathfrak{gl}_n$, $\mathfrak{sl}_n$ | Type B/C/D: coideal subalgebras of quantum $\mathfrak{gl}_n$, $\mathfrak{sl}_n$ |
| Flag variety: of affine type | Affine Iwahori-Hecke algebra | Type A: affine quantum $\mathfrak{gl}_n$, $\mathfrak{sl}_n$ | Type C: coideal subalgebras of affine quantum $\mathfrak{gl}_n$, $\mathfrak{sl}_n$ |
1.2.2. To help the reader to follow and digest this long paper, we organize various chapters in three parts. Here is a brief summary.

- **Part 1** contains the basic constructions of the affine Schur algebra $S_{c_{n,d}}$ and its distinguished Lusztig subalgebra $U_{c_{n,d}}$, as well as their $j, i, v$-variants. Then we study in depth the multiplicative and coideal like comultiplicative structures of these algebras.
- In **Part 2** we study the structures of the family of Lusztig algebras $U_{c_{n,d}}$ (and their $j, i, v$-siblings), and show that they lead to coideal subalgebras $U_{c_{n,d}}(\hat{sl}_n)$ of $U(\hat{sl}_n)$. The corresponding idempotented forms $U_{c_{n,d}}(\hat{sl}_n)$ (and their $j, i, v$-siblings) are shown to admit canonical bases with positivity.
- **Part 3** is focused on the study of the stabilization properties of the family of Schur algebras $S_{c_{n,d}}$ (and their $j, i, v$-siblings), leading to stabilization algebras which are identified as idempotented coideal subalgebras $U_{c_{n,d}}(\hat{gl}_q)$ of quantum affine $gl_q$; these stabilization algebras are shown to admit canonical bases (without positivity).

The following diagram is a brief road map of some main constructions (there are 4 distinct cases where $c$ can be replaced by $j, i, v$):

$$
\begin{align*}
U_{c_{n,d}} & \xrightarrow{\text{Stabilization}} \lim_{d \to \infty} U_{c_{n,d}} \xrightarrow{\sim} U_{c}(\hat{sl}_n) \\
S_{c_{n,d}} & \xrightarrow{\text{Stabilization}} \lim_{d \to \infty} S_{c_{n,d}} \xrightarrow{\sim} U_{c}(\hat{gl}_n)
\end{align*}
$$

1.2.3. While the quantum algebras arising from partial flags of classical types (except type $A$) are not of Drinfeld-Jimbo quantum groups, they are meaningful and significant generalizations of the type $A$ quantum groups because of their geometric origin. There has been an intimately related category $O$ interpretation and an application of canonical bases arising from quantum symmetric pairs of finite type [BW13] (also cf. [ES13, Bao16] for type $D$).

It is expected that the quantum symmetric pairs of affine type (and their categorifications) will play a fundamental role in modular representations of algebraic groups and quantum groups of classical type. We also expect a Langlands dual picture of the constructions of this paper, realizing the coideal algebras of affine type in terms of Steinberg-type varieties of finite type (cf. [CG97] for some earlier instances of such dual pictures).

1.3. An overview

1.3.1. An overview of Part 1

1.3.1.1. Most of the geometric constructions in [BKLW14, BLW14] (and also [LW15, FL15]) in finite type $B/C$ were treated in two separate cases, depending on the parity of $n$, even though the statements are uniform. The results for $iS_{n,d}^{\text{fin}}$ and $iU(\mathfrak{gl}_n)$ with $n$ odd are established first, and then the subtler even $n$ case is settled by relating to the odd $n$ case.

Before proceeding to the affine type, it is instructive for us to explain informally some of the main ideas of [BKLW14] (and [BLW14]). We shall fix an even positive integer $n$ and set $n = n + 1$ (which is odd) in this section. We shall write $iS_{n,d}^{\text{fin}} = S_{n,d}^{\text{fin}}, iU(\mathfrak{gl}_n) = U(\mathfrak{gl}_n), iS_{n,d} = S_{n,d}, iU(\mathfrak{gl}_n) = U(\mathfrak{gl}_n)$, and use similar notations for the idempotented forms.
The Schur algebra $S_{n,d}^{\text{fin}}$ is most naturally realized via pairs of $n$-step type $B$ flags. Even though the geometric realization for $S_{n,d}$ could naturally use $n$-step type $C$ flags, [BKLW14] instead chose to work with $n$-step type $B$ flags subject to a maximal isotropic condition on the middle subspaces of flags. This approach of using the type $B$ geometry alone allows one to relate the Schur algebras as well as the coideal algebras with indices $n, n$ of different parities.

The Dynkin diagram automorphism of type $\mathfrak{gl}_n$ has no fixed point as $n$ is odd, which is Figure (1) with vertices 0 and $2r + 1$ removed, while it has a fixed point for type $\mathfrak{gl}_n$, which is Figure (2) with vertices 0, $2r$ removed. Working with flags subject to maximal isotropic middle constraints can be loosely understood as giving rise to the Schur algebras and coideal algebras with a fixed point; the imbedding of such flags into a variety of flags without maximal isotropic constraints is a way of resolving such a fixed point, and this is how we succeeded in understanding $S_{n,d}^{\text{fin}}$ (and respectively, $U_{n,d}^{\text{fin}}$) through its relation to $S_{n,d}$ (and respectively, $U_{n,d}^{\text{fin}}$).

As a preparation toward affine type $C$, we reformulate the main geometric constructions of [BKLW14, FL15] in the framework of finite type $C$ flags in Appendix A, expanding the outline in [BKLW14, §6]. Recall that $S_{n,d}^{\text{fin}}$ can be realized using $n$-step type $C$ flags (note the middle subspace in such a flag is automatically maximal isotropic). To realize $S_{n,d}^{\text{fin}}$ (recall $n = n + 1$), we employ $n$-step type $C$ flags, and then identify an $n$-step flag as an $n$-step flag subject to a maximal isotropic condition on the middle subspace. Then all type $B$ constructions in [BKLW14, BLW14, FL15] can be repeated in such a finite type $C$ setting. (This might be regarded a manifestation of Langlands duality philosophy.)

1.3.1.2. Let us return to the affine cases. There is a lattice presentation of the complete and $n$-step flag varieties of affine type $A$ due to Lusztig; see Chapter [2]. Such a lattice presentation can be adapted to affine type $C$, on which the symplectic loop group $\text{Sp}_{\mathbb{F}}(2d)$ acts (where $\mathbb{F} = k((\epsilon)))$; cf. Sage [Sa99] for complete flags and its variant for the $n$-step partial flag variety $X_{n,d}^\epsilon$ which is formulated in this paper, for $n$ even.

However, for our purpose we need to define such a $X_{n,d}^\epsilon$ in a somewhat delicate way, keeping in mind the lesson we learned from finite type $B/C$. That is, $X_{n,d}^\epsilon$ is defined to avoid “maximal isotropic” constraints and (as shown later) it will give rise to Schur algebras associated to the affine Dynkin diagram automorphism without fixed points in Figure [1] the most obvious candidate of $n$-step flag variety of affine type $C$ will not do.

The orbits for the product $X_{n,d}^\epsilon \times X_{n,d}^\epsilon$ under the diagonal action of the group $\text{Sp}_F(2d)$ can be parameterized by the set $\Xi_{n,d}$ of $\mathbb{Z} \times \mathbb{Z}$-matrices with entries in $\mathbb{N}$ satisfying certain natural periodicity and centro-symmetry conditions. Denote by $\Xi_{n,d}^{ap}$ the set of aperiodic matrices in $\Xi_{n,d}$ (recall the notion of aperiodic matrix was introduced in [Lu99] in the affine type $A$ setting).

The Schur algebra $S_{n,d}^\epsilon$ is by definition the (generic) convolution algebra of pairs of flags in $X_{n,d}^\epsilon$. It admits a canonical basis (IC basis) which enjoys a positivity with respect to multiplication. We formulate a subalgebra $U_{n,d}^\epsilon$ of $S_{n,d}^\epsilon$ generated by the Chevalley generators. We caution that the Chevalley generators do not form a generating set for the algebra $S_{n,d}^\epsilon$, that is, $U_{n,d}^\epsilon$ is a proper subalgebra of $S_{n,d}^\epsilon$ in general. Our first main result is the following.
Theorem A (Theorem 6.4.3). The algebra $U_{n,d}^c$ admits a monomial basis $\{A|A \in \Xi_{n,d}^c\}$ and a canonical basis $\{\{A\}_{d}|A \in \Xi_{n,d}^c\}$, which are compatible with the corresponding bases in $S_{n,d}^c$ under the inclusion $U_{n,d}^c \subset S_{n,d}^c$.

1.3.2. An overview of Part 2 Generalizing the constructions in affine type $A$ and finite type $C$ [FL15] (see also [Lu93]), we introduce a comultiplication-like homomorphism $\Delta^c : S_{n,d}^c \rightarrow S_{n,d'}^c \otimes S_{n,d''}^c$, for a composition $d = d' + d''$. This further leads to a transfer map of affine type $C$ (which is an algebra homomorphism) $\phi_{d,d-n}^c : S_{n,d}^c \rightarrow S_{d-n}^c$, which is shown to preserve the Chevalley generators. Both homomorphisms $\Delta_{d',d''}^c$ and $\phi_{d,d-n}^c$ make sense on the level of Schur algebras instead of Lusztig algebras.

The algebra $U_n^c$ is by definition a suitable subalgebra of the projective limit of the projective system $\{(U_{n,d}^c,\phi_{d,d-n}^c)\}_{d \geq 1}$, just as $U_n$ is a limit algebra for a similar affine type $A$ projective system. Recall by Proposition 2.3.2 (due to Lusztig) we have an algebra isomorphism $U_n \cong U(\hat{\mathfrak{s}l}_n)$. We show that the family of homomorphisms $\{\Delta_{d',d''}^c\}$ gives rise to a homomorphism $\Delta^c : U_n^c \rightarrow U_n^c \otimes U_n$ and an injective homomorphism $j_n : U_n^c \rightarrow U_n$, whose images on the Chevalley generators are explicitly given.

Theorem B (Theorem 6.4.4). The algebra $U_n^c$ is a coideal subalgebra of $U(\hat{\mathfrak{s}l}_n)$, and the pair $(U(\hat{\mathfrak{s}l}_n), U_n^c)$ forms a quantum symmetric pair of affine type in the sense of Letzter and Kolb [Ko14]. (The relevant involution is illustrated in Figure 1.)

Thanks to Theorem B, it makes sense to denote $U_n^c = U(\hat{\mathfrak{s}l}_n)$; note the level for our affine type algebras is always zero. One can also formulate an idempotented form of $U_n^c$, denoted by $\hat{U}_n^c$, or $\hat{U}(\hat{\mathfrak{s}l}_n)$, which is analogous to the idempotented quantum groups as formulated in [BLM90, Lu93]. Following the approach of [Mc12] in the affine type $A$ setting and [LW15] in the finite type $B$ setting, we construct canonical basis for $\hat{U}_n^c$ and establish its positivity with respect to the multiplication and a bilinear pairing of geometric origin. Following [FL15] in the finite type $B$ setting, we establish the positivity of the canonical basis for $\hat{U}_n^c$ with respect to the comultiplication.

Theorem C (Theorem 6.4.3 Theorem 6.4.5). The algebra $\hat{U}_n^c$ admits a canonical basis $\hat{B}_n^c$. The structure constants of the canonical basis $\hat{B}_n^c$ with respect to the multiplication and comultiplication are all positive, that is, they lie in $\mathbb{N}[v,v^{-1}]$ and so do they with respect to the bilinear pairing, that is, they lie in $\mathbb{N}[[v^{-1}]]$.

Recall in the finite type $C$ setting, there are geometric realizations of two quantum symmetric pairs (with superscripts $j$ and $i$), the superscript $j$ corresponds to the Dynkin diagram involution without fixed point and $i$ to the involution with a fixed point. The involution for $\hat{\mathfrak{s}l}_n$ (where $n$ is even) in Figure 1 has no fixed point. In this paper we construct three more variants of quantum symmetric pairs arising from the affine type $C$ flags. The remaining three cases are labelled by superscripts $j, ij, ii$ and they correspond to involutions which are illustrated in Figures 2, 3 and 4 respectively (the superscript $c$ for the algebras above could be denoted by $j$).

In each of the three new variants, we have counterparts of Theorems A, B and C. The proofs are sometimes more difficult, as it is already clear in the finite rank $i$-version [BLW14, LW15, FL15].
There is also a totally different, purely algebraic, construction [BW16] of canonical bases for general quantum symmetric pairs of finite type (which is extendable to cover the QSP of affine type considered here). That approach does not establish the positivity of canonical bases.

1.3.3. An overview of Part 3. In contrast to the finite types, the Schur algebra \( S^c_{n,d} \) is not generated by the Chevalley generators in general, that is, \( U^c_{n,d} \) is a proper subalgebra of \( S^c_{n,d} \) (this phenomenon already happens in affine type \( A \) [Lu99]). The next goal (Part 3) is to understand the limit algebra \( \check{K}^c_n \) arising from the family of Schur algebras \( \{S^c_{n,d}\}_{d \geq 1} \) as well as its \( p, t, q \)-variants. One key difficulty we encounter here is that the Schur algebras \( S^c_{n,d} \) do not have any obvious (finite) generating set to start with, and this makes it tricky to understand the stabilization.

To that end, we introduce a new idea by imbedding \( S^c_{n,d} \) into the Lusztig algebra \( U^c_{\tilde{n},d} \) (with \( \tilde{n} = n + 2 \)). The imbedding \( S^c_{n,d} \to U^c_{\tilde{n},d} \) is constructed as an imbedding \( S^c_{n,d} \to S^c_{\tilde{n},d} \) (in a way similar to the embedding \( S^c_{n,d} \to S^c_{s,d} \) earlier) which factors through \( U^c_{\tilde{n},d} \). As Lusztig algebras have a nice set of Chevalley generators and they are well understood in Part 1 and Part 2, we gain insights about \( S^c_{n,d} \) this way.

One first result which we obtain via such an imbedding is to establish a (bar invariant) monomial basis \( \{f_A|A \in \Xi_{n,d}\} \) for \( S^c_{\tilde{n},d} \) and we see that \( S^c_{n,d} \) is generated by the standard basis elements \( [A]_d \) with \( A \) tridiagonal. (In affine type \( A \), it was first shown [DF13] that the Schur algebra is generated by the standard basis elements \( \alpha[A]_d \) for \( A \) bidiagonal.) In our affine type \( C \) setting, thanks to the centrosymmetry condition of the matrices \( A \) parametrizing the basis of \( S^c_{n,d} \), the appearance of tridiagonal matrices parametrizing a generating set is perhaps not surprising. It does make any possible multiplication formula in affine type \( C \) with \( [A] \) for \( A \) tridiagonal enormously complicated.

The imbedding \( S^c_{n,d} \to U^c_{\tilde{n},d} \) and the monomial basis for \( S^c_{\tilde{n},d} \) further allow us to study fruitfully the stabilization as \( d \) goes to infinity of the multiplication, comultiplication, and bar involution on \( S^c_{\tilde{n},d} \). The stabilization properties for \( S^c_{n,d} \) allow us to introduce a limit algebra \( \check{K}^c_n \) and establish its main properties.

**Theorem D** (Theorems 9.4.6, 9.7.3). The algebra \( \check{K}^c_n \) admits a standard basis \( \{[A]|A \in \tilde{\Xi}_n\} \), a monomial basis \( \{f_A|A \in \tilde{\Xi}_n\} \), and a stably canonical basis \( \{[A]|A \in \tilde{\Xi}_n\} \). Moreover, there is a natural surjective algebra homomorphism \( \Psi_{n,d} : \check{K}^c_n \to S^c_{n,d} \) which sends each stably canonical basis element to a canonical basis element or zero.

In a completely analogous way and as a byproduct, we can formulate the stabilization properties of the family of Schur algebras \( S^c_{n,d} \) of affine type \( A \) and introduce its stabilization algebra \( \check{K}_n \), and prove a theorem for \( \check{K}_n \) analogous to Theorem D. Such results in affine type \( A \) were first obtained in [DF13, DF14] by a completely different and algebraic approach, and they also identify \( \check{K}_n \) as the idempotented quantum affine \( \hat{g}_n \). Our geometric approach here offers a shortcut to some main results in loc. cit. and obtains new results on the comultiplication structure.

The stabilization property of the comultiplication on \( S^c_{n,d} \) leads to the following.

**Theorem E** (Propositions 9.6.1, 9.6.2, Remark 9.6.3). The pair \( (\check{K}_n, \check{K}^c_n) \) forms a quantum symmetric pair (in an idempotented form).
Similarly, the other families of Schur algebras \( \{ S_{n,d}^u \}_d \), \( \{ S_{n,d}^d \}_d \), and \( \{ S_{n,d}^a \}_d \) admit similar stabilizations which lead to limit algebras \( \mathcal{K}_n^u, \mathcal{K}_n^d, \mathcal{K}_n^a \), respectively. We also establish the counterparts of Theorems D and E for the algebras \( \mathcal{K}_n^u, \mathcal{K}_n^d, \mathcal{K}_n^a \). In the process, we actually establish the following interrelations in Section 10.5 (where one finds the precise definition of subquotients) among the algebras \( \mathcal{K}_n^c, \mathcal{K}_n^u, \mathcal{K}_n^d, \mathcal{K}_n^a, \mathcal{K}_n^\eta \) in a conceptual way.

**Theorem F** (Proposition 9.8.2, Theorems 10.3.6, 10.4.1, 10.5.1). We have the following diagram of subquotient constructions (sq stands for subquotients):

Moreover, all the subquotient constructions are compatible with the stably canonical bases.

We have developed a Hecke-algebraic approach in a companion paper [FLLLW] simultaneously, which redevelops some of the main results of Part 3 of this paper in a completely different way. See also [FL17] for a third approach based on an explicit multiplication formula on tri-diagonal standard basis elements.

### 1.4. The organization

The paper is divided into three parts. Part 1 consists of Chapters 2-5, and it deals with the Schur algebras and Lusztig algebras arising from convolution algebras on pairs of partial flags of affine type \( C \). Part 2 consists of Chapters 6-8, and it studies the limit algebras of each of the four families of Lusztig algebras and identifies them as (idempotented) coideal subalgebras of the quantum affine \( \mathfrak{s}l_n \). Part 3 consists of Chapters 9-10, and it treats the stabilization algebras arising from the four families of Schur algebras, and identify them as (idempotented) coideal subalgebras of the quantum affine \( \mathfrak{gl}_n \).

In the somewhat preliminary Chapter 2, which is exclusively on affine type \( A \), we review the constructions of [Lu99] in affine type \( A \) and set up the type \( A \) notations. We formulate Lusztig algebra \( U_{n,d} \) as the (proper) subalgebra of the Schur algebra \( S_{n,d} \) generated by Chevalley generators. A new result in this Chapter is a geometric construction of a monomial basis for \( U_{n,d} \) and then for \( \hat{U}(\mathfrak{sl}_n) \). This makes our approach here and further generalization in affine type \( C \) below quite different from those in [Mc12, SV00]. In particular, the approach here does not rely on the crystal basis theory of Kashiwara and Ringel-Hall algebras.

Before proceeding to the remaining chapters, we recommend the reader to browse Appendix A. In Appendix A we review and expand the geometric constructions from [BKLW14, PLL15] in finite type \( C \). Recall most of the results in loc. cit. were formulated in detail in the geometric setting of finite type \( B \).

From now on we take \( n \) to be a positive even integer.

In Chapter 3, we present lattice models for the variety \( Y^c \) of complete flags of affine type \( C \), following [Sa99, H99] and [Lu03]. We also formulate a variety \( X_{n,d}^c \) of \( n \)-step flags of
affine type $C$. Then we classify the orbits of products $\mathcal{X}_{n,d}^c \times \mathcal{Y}^c$ and $\mathcal{X}_{n,d}^c \times \mathcal{X}_{n,d}^c$ under the diagonal action of the loop symplectic group.

In Chapter 4 we study the Schur algebra $S_{n,d}^c$ arising from the convolution algebra of pairs of $n$-step flags of affine type $C$. We present multiplication formulas in $S_{n,d}^c$ with the Chevalley generators and with their divided powers. We then specify some general scenarios where these multiplication formulas produce a leading term with coefficient 1. The results in this chapter are local in the sense that they are analogous to the results in finite types $A$ and $C$.

In Chapter 5 we introduce the Lusztig algebra $U_{n,d}^c$ as the (proper) subalgebra of the Schur algebra $S_{n,d}^c$ generated by Chevalley generators. We then introduce a coideal algebra type structure which involves both Schur algebras (and respectively, Lusztig algebras) of affine types $C$ and $A$. This leads to an imbedding $J_{n,d}$ from $S_{n,d}^c$ to $S_{n,d}$, and also from $U_{n,d}^c$ to $U_{n,d}$. The canonical basis and monomial basis are shown to be compatible with the inclusion $U_{n,d}^c \subset S_{n,d}$.

In Chapter 6 we introduce the transfer maps $\phi_{d,d-n}^c$ on Schur algebras $S_{n,d}^c$ and Lusztig algebras $U_{n,d}^c$. We then construct algebras $U_{n}^c$ (or $U_{n}^c$) from the projective system of algebras $\{(U_{n,d}^c, \phi_{d,d-n}^c)\}_{d \geq 0}$. We show that $U_{n}^c$ (or $U_{n}^c$) is isomorphic to an (idempotented) coideal subalgebra of $\hat{U}^c(\mathfrak{sl}_n)$, and $(U^c(\mathfrak{sl}_n), U_n^c)$ forms an affine quantum symmetric pair. The canonical basis of $\hat{U}_n^c$ is established and shown to admit positivity with respect to multiplication, comultiplication, and a bilinear pairing.

In the remainder of the Introduction we set $n = n - 1$ (which is odd) and $\eta = n - 2$ (which is even).

In Chapter 7 and Chapter 8 we present several more projective systems $\{(U_{n,d}^p, \phi_{d,d-n}^p)\}_{d \geq 0}$, $\{(U_{n,d}^q, \phi_{d,d-n}^q)\}_{d \geq 0}$, and $\{(U_{n,d}^u, \phi_{d,d-n}^u)\}_{d \geq 0}$. We emphasize that each of these Lusztig algebras arises from convolution algebras of geometric origin. We obtain the limit algebras $U_n^p$, $U_n^q$, $U_n^u$ and their idempotented counterparts. We show that $U_n^p$ (respectively, $U_n^q$, or $U_n^u$) is isomorphic to a coideal subalgebra of $U^c(\mathfrak{sl}_n)$ (respectively, $U(\mathfrak{sl}_n)$ or $U(\mathfrak{sl}_n)$). The monomial and canonical bases of $U_{n,d}^p$, $U_{n,d}^q$, and $U_{n,d}^u$ are established by relating to their counterparts for $U_{n,d}^c$. The canonical bases of $\hat{U}_{n,d}^c$, $\hat{U}_{n,d}^q$ and $\hat{U}_{n,d}^u$ are established and shown to admit positivity with respect to multiplication, comultiplication, and a bilinear pairing.

In Chapter 9 we study the stabilization properties of the family of Schur algebras $S_{n,d}^c$ (as $d$ varies). To overcome the difficulty of working with the Schur algebra $S_{n,d}^c$ which does not have a good finite generating set, we study $S_{n,d}^c$ via an imbedding into a Lusztig algebra of higher rank. This allows us to understand generating sets, monomial bases, multiplication, comultiplication and bar operators of the Schur algebras and their stabilization properties in a conceptual way and lift all these structures to a stabilization algebra $K_n$. We show that $K_n$ admits a stably canonical basis, and the pair $(K_n, K_n')$ forms a quantum symmetric pair in an idempotented form, where $K_n$ is isomorphic to the idempotented quantum affine $\mathfrak{g}_n$.

In Chapter 10 we formulate the main results for the stabilizations of the remaining 3 families of Schur algebras of types $jj, jj, jj$, following the blueprints in Chapter 9. Moreover, we establish interrelations among all the stabilization algebras $K_n$, $K_n^p$, $K_n^q$, and $K_n^u$ of types $jj, jj, jj, jj$, and among their stably canonical bases.

Notation: $\mathbb{N} = \{0, 1, 2, \ldots\}$. 
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Part 1. Affine flag varieties, Schur algebras, and Lusztig algebras
CHAPTER 2

Constructions in affine type A

This chapter is preliminary in nature. Most of it has been well known \cite{Lu99, Lu00, SV00, Mcl2} (also cf. \cite{DF14}). However we present a new geometric construction of a monomial basis (and hence canonical basis) for the modified quantum group $U^p(sl_n^q)$, in analogy to the one in \cite[Proposition 3.9]{BLM90}, without use of crystal basis \cite{K91} and the theory of Ringel-Hall algebras \cite{R90}, (see also \cite{Sch06, DDPW08, DDF12, VV99, LL15}).

2.1. Lattice presentation of affine flag varieties of type $A$

Let $k$ be a finite field of $q$ elements, where $q$ is a prime power. Let $F = k((\varepsilon))$ be the field of formal Laurent series over $k$ and $\mathfrak{o} = k[[\varepsilon]]$ the ring of formal power series. Let $d$ be a positive integer. Let $GL_F(d)$ (respectively, $GL_\mathfrak{o}(d)$, $GL_k(d)$) be the invertible $d \times d$ matrices with coefficients in $F$ (respectively, $\mathfrak{o}$, $k$). Consider a reduction mod-$\varepsilon$ map $ev_{|\varepsilon=0} : GL_\mathfrak{o}(d) \to GL_k(d)$, $\varepsilon \mapsto 0$. The parahoric subgroups of $GL_F(d)$ are inverse images of parabolic subgroups of $GL_k(d)$ under $ev_{|\varepsilon=0}$, and the parahoric subgroups which are inverse images of Borel subgroups are called Iwahori subgroups. The affine partial flag of type $A$ is then defined to be the homogeneous space $GL_F(d)/I_a$ where $P$ is a parahoric subgroup.

Let $V$ be an $F$-vector space of dimension $d$. A free $\mathfrak{o}$-submodule $L$ of $V$ of rank $d$ is called a lattice in $V$. Let $\mathcal{Y}^a$ be the set of all lattice chains $L = (L_i)_{i \in \mathbb{Z}}$ where each $L_i$ is a lattice in $V$, such that $L_{i-1} \subset L_i$ and $L_{i-d} = \varepsilon L_i$ for all $i \in \mathbb{Z}$. We fix a basis $\{e_1, \ldots, e_d\}$ for $V$, and we set

$$e_m = \varepsilon^{-s}e_i, \quad \text{if } m = sd + i \text{ for } i \in [1, d].$$

Then we have a total order for $(e_m)_{m \in \mathbb{Z}}$ as follows:

$$\ldots, e_d, e_1, e_2, \ldots, e_d, e_1, e_2, \ldots, e_1, e_d, \ldots.$$

Clearly,

$$L_0 = \mathfrak{o}e_1 \oplus \cdots \oplus \mathfrak{o}e_d$$

is a lattice in $V$. More generally, for $m = sd + i$ with $1 \leq i \leq d$, we define the lattice

$$L_m = [e_{m+1}, \ldots, e_{m+d}]_\mathfrak{o} = \mathfrak{o}e^{-s}e_{i+1} \oplus \cdots \oplus \mathfrak{o}e^{-s}e_d \oplus \mathfrak{o}\varepsilon^{-s-1}e_1 \oplus \cdots \oplus \mathfrak{o}\varepsilon^{-s-1}e_i.$$

We set $L = (L_m | m \in \mathbb{Z})$ to be the standard lattice chain. There exists a surjective map

$$GL_F(d) \to \mathcal{Y}^a, \quad g \mapsto g.L.$$

It is clear that the stabilizer $I^a$ of $L$ in $GL_F(d)$ consists exactly of the mod-$\varepsilon$ upper triangular matrices. Thus $I^a$ is an Iwahori subgroup of $GL_F(d)$. We thus have the identification of affine flag variety of type $A$:

$$GL_F(d)/I^a \longrightarrow \mathcal{Y}^a.$$  (2.1.1)
There are similar lattice chain models for the partial flag varieties of type $A$.

### 2.2. Monomial basis for quantum affine $\mathfrak{sl}_n$

In this section, we shall construct an explicit monomial basis for quantum affine $\mathfrak{sl}_n$ (the construction here will be generalized in latter chapters).

For the partial flag cases, the treatment is similar. More generally, we consider the set $\mathcal{X}_{n,d}$ of $n$-periodic lattice chains in $V$. Here $\dim FV = d$ and a sequence $L = (L_i)_{i\in \mathbb{Z}}$ of lattices in $V$ is called an $n$-periodic lattice chain if $L_i \subseteq L_{i+1}$ and $L_i = \varepsilon L_{i+n}$ for all $i \in \mathbb{Z}$. The group $GL_F(d)$ acts naturally on $\mathcal{X}_{n,d}$ from the left, and then acts on the product $\mathcal{X}_{n,d} \times \mathcal{X}_{n',d}$ diagonally, for a pair $(n, n')$ of positive integers.

Let $\Theta_{n|n'}$ be the set of all matrices $A = (a_{ij})_{i,j\in \mathbb{Z}}$ with non-negative integer entries satisfying the following conditions:

\begin{align}
& (i) \quad a_{ij} = a_{i+n,j+n'} \quad (\forall i, j \in \mathbb{Z}); \\
& (ii) \quad \sum_{i=0}^{i_0+n-1} \sum_{j\in \mathbb{Z}} a_{ij} = d, \text{ for each (or for all) } i_0 \in \mathbb{Z}. \quad (2.2.1)
\end{align}

The condition $(ii)$ can be equivalently replaced by $(ii')$ below:

\begin{align}
& (ii') \text{ For any } j_0 \in \mathbb{Z}, \quad \sum_{j=j_0}^{j_0+n'-1} \sum_{i\in \mathbb{Z}} a_{ij} = d.
\end{align}

A matrix $A$ in $\Theta_{n|n'}$ automatically satisfies that, for any $i \in \mathbb{Z}$, the sets $\{ j \in \mathbb{Z} | a_{ij} \neq 0 \}$ and $\{ j \in \mathbb{Z} | a_{ji} \neq 0 \}$ are finite.

Following [Lu99], the $GL_F(d)$-orbits in $\mathcal{X}_{n,d} \times \mathcal{X}_{n',d}$ are parametrized by the set $\Theta_{n|n'}$. More precisely, to a pair of $n$-periodic lattices $(L, L')$, we define a matrix $A = (a_{ij})_{i,j\in \mathbb{Z}}$ where

\begin{align}
& a_{ij} = \dim_k L_i \cap L'_j / (L_{i-1} \cap L'_{j} + L_i \cap L'_{j-1}), \quad (\forall i, j \in \mathbb{Z}).
\end{align}

This defines a bijection $GL_F(d) \setminus \mathcal{X}_{n,d} \times \mathcal{X}_{n',d} \leftrightarrow \Theta_{n|n'}$. Let $\mathcal{O}_{A}$ denote the associated $GL_F(d)$-orbit indexed by $A$. We are mostly interested in the case when $n' = n$, and we shall write $\Theta_{n,d} = \Theta_{n|n}$.

We set

\begin{align}
& \Lambda_{n,d} = \{ \lambda = (\lambda_i)_{i\in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z} | \lambda_i = \lambda_{i+n}, \forall i \in \mathbb{Z}; \sum_{1 \leq i \leq n} \lambda_i = d \}. \quad (2.2.2)
\end{align}

To each matrix $A \in \Theta_{n,d}$, we define its row/column sum vectors $\text{ro}(A) = (\text{ro}(A)_i)_{i\in \mathbb{Z}}$ and $\text{co}(A) = (\text{co}(A)_i)_{i\in \mathbb{Z}}$ in $\Lambda_{n,d}$ by

\begin{align}
& \text{ro}(A)_i = \sum_{j\in \mathbb{Z}} a_{ij}, \quad \text{co}(A)_j = \sum_{i\in \mathbb{Z}} a_{ij} \quad (\forall i, j \in \mathbb{Z}).
\end{align}

Let $A, B, C \in \Theta_{n,d}$, we fix $L, L' \in \mathcal{X}_{n,d}$ such that $\dim_k L_i / L_{i-1} = \text{ro}(A)_i$ and $\dim_k L'_j / L'_{j-1} = \text{co}(B)_j$ for all $i, j \in \mathbb{Z}$. We set

\begin{align}
& g_{A,B}^C(\sqrt{q}) = \# \{ \vec{L} \in \mathcal{X}_{n,d} | (L, \vec{L}), (\vec{L}, L') \in \mathcal{O}_A, (\vec{L}, L') \in \mathcal{O}_B, (L, L') \in \mathcal{O}_C \}.
\end{align}

By [Lu99], $g_{A,B}^C(\sqrt{q})$ is independent of the choices of $L, L'$ and is the specialization of a polynomial $g_{A,B}^C(v) \in \mathbb{Z}[v, v^{-1}]$ at $v = \sqrt{q}$. Note that $g_{A,B}^C = 0$ for all but finitely many $C$.

We set $\mathcal{A} = \mathbb{Z}[v, v^{-1}]$. The affine Schur $\mathcal{A}$-algebra of type $A$, denoted by $S_{n,d,A}$, is by definition the (generic) convolution algebra $\mathcal{A}_{\text{GL}_F(d)}(\mathcal{X}_{n,d} \times \mathcal{X}_{n,d})$. Denote by $e_A$ the
characteristic function of the orbit $\mathcal{O}_A$, for $A \in \Theta_{n,d}$. Then the algebra $S_{n,d,A}$ is a free $A$-module with an $A$-basis $\{e_A | A \in \Theta_{n,d}\}$, with multiplication given by $e_A \ast e_B = \sum_C g_{A,B}^C(v)e_C$.

We then set

$$S_{n,d} = \mathbb{Q}(v) \otimes_A S_{n,d,A}. \quad (2.2.3)$$

To $A \in \Theta_{n,d}$, we define

$$d_A^a = \sum_{1 \leq i \leq n, i \geq k, j < l} a_{ij}a_{kl},$$

and

$$[A] = v^{-d_A^a}e_A.$$  

The set $\{[A] | A \in \Theta_{n,d}\}$ is the standard basis of $S_{n,d}$. Let $\{a^a{A}d | A \in \Theta_{n,d}\}$ be the canonical basis of $S_{n,d}$ \cite{Lu99}. Given $i, j \in \mathbb{Z}$, let $E^{ij}$ be the $\mathbb{Z} \times \mathbb{Z}$ matrix whose $(k, \ell)$th entries are 1, for all $(k, \ell) \equiv (i, j) \pmod{n}$, and 0 otherwise; that is,

$$E^{ij} = (\mathcal{E}_{k,\ell})_{k,\ell \in \mathbb{Z}}, \quad \text{where } \mathcal{E}_{k,\ell} = 1 \text{ if } (k, \ell) \equiv (i, j)(\text{mod } n), \text{ otherwise } \mathcal{E}_{k,\ell} = 0. \quad (2.2.4)$$

**Definition 2.2.1.** The subalgebra of $S_{n,d}$ generated by the standard basis elements $[X]$ such that either $X$ or $X - E^{i,j+1}$ or $X - E^{i+1,j}$ is diagonal, is denoted by $U_{n,d}$ and called *Lusztig algebra (of affine type $A$)*.

Let $U_{n,d,A}$ be the subalgebra of $S_{n,d,A}$ generated by the standard basis element $[X]$ such that either $X - RE^{i,j+1}$ or $X - RE^{i+1,j}$ is diagonal, for various $R \in \mathbb{N}$. For each $\lambda \in \Lambda_{n,d}$, let $D_{\lambda}$ be the diagonal matrix in $\Theta_{n,d}$ whose diagonal is $\lambda$. For each $R \in \mathbb{N}$, $i \in \mathbb{Z}$, we set

$$E_i^{(R)} = \sum[X], \quad F_i^{(R)} = \sum[X], \quad H_i^{\pm 1} = \sum_{\lambda \in \Lambda_{n,d}} v^{\pm \lambda_i}[D_{\lambda}], \quad K_i^{\pm 1} = H_i^{\pm 1}H_i^{-1}, \quad (2.2.5)$$

where the first and second sums run over all $X$ such that $X = RE^{i,j+1}$ and $X = RE^{i+1,j}$ are diagonal, respectively. Clearly, we have $E_i^{(R)} = E_j^{(R)}$, $F_i^{(R)} = F_j^{(R)}$, $H_i^{\pm 1} = H_j^{\pm 1}$ and $K_i^{\pm 1} = K_j^{\pm 1}$ for all $i \equiv j \pmod{n}$. For convenience, we also set $1_{\lambda} = [D_{\lambda}]$.

It is known from \cite{Lu99} that $U_{n,d,A}$ is an $A$-lattice of $U_{n,d}$ and generated by $E_i^{(R)}$, $F_i^{(R)}$ and $K_i^{\pm 1}$ for all $i$ and $R \in \mathbb{N}$. Recall a $\mathbb{Z} \times \mathbb{Z}$-matrix $A = (a_{ij})$ is *aperiodic* if

$$\text{for any } p \in \mathbb{Z} - \{0\} \text{ there exists } k \in \mathbb{Z} \text{ such that } a_{k,k+p} = 0. \quad (2.2.6)$$

We denote by $\Theta_{n,d}^{ap}$ the set of all aperiodic matrices in $\Theta_{n,d}$. Lusztig \cite{Lu99} showed that $U_{n,d}$ is a proper subalgebra of $S_{n,d}$ and further the subset $\{a^a{A}d | A \in \Theta_{n,d}^{ap}\}$ of the canonical basis of $S_{n,d}$ form a canonical basis $a^a{A}d$ of $U_{n,d}$. Note that the latter result is completely nontrivial since the standard basis element $[A]$ for $A$ aperiodic is not in $U_{n,d}$ in general.

For $a \in \mathbb{Z}$ and $b \in \mathbb{N}$, we define

$$\left[ \begin{array}{c} a \\ b \end{array} \right] = \prod_{1 \leq i \leq b} \frac{v^{2(a-i+1)} - 1}{v^2 - 1}, \quad \text{and} \quad [a] = \left[ \begin{array}{c} a \\ 1 \end{array} \right]. \quad (2.2.7)$$
Lemma 2.2.2. Let \( A = (a_{ij}), A' = (a'_{ij}) \in \Theta_{n,d} \), let

\[
A \leq_{\text{alg}} A' \iff \sum_{k \leq i, l \geq j} a_{kl} \leq \sum_{k \leq i, l \geq j} a'_{kl}, \quad \forall i < j, (2.2.8) \\
A \leq A' \iff A \leq_{\text{alg}} A', \text{ro}(A) = \text{ro}(A'), \text{co}(A) = \text{co}(A'). (2.2.9)
\]

We further say that \( A <_{\text{alg}} A' \), (respectively, \( A < A' \)) if \( A \leq_{\text{alg}} A' \) (respectively, \( A \leq A' \)) and \( A \neq A' \). For convenience, we write \( [A] + \text{lower terms} \) to stand for \( [A] \) plus a linear sum of various \( [B] \) with \( B < A \).

The following lemma is a slightly stronger affine version of [BLM90] Lemma 3.8, which is used to obtain an affine analogue of [BLM90] Proposition 3.9 for quantum affine \( \mathfrak{sl}_n \).

**Lemma 2.2.2.** Let \( A, B, C \in \Theta_{n,d} \) and \( R \) be a positive integer.

1. Assume that \( B - RE^{h,h+1} \) is diagonal for some \( h \in [1, n] \) and \( \text{co}(B) = \text{ro}(A) \). Assume further that \( R = R_0 + \cdots + R_l \) and the matrix \( A \) satisfies the following conditions:

\[
a_{hj} = 0, \quad \forall j \geq k; a_{h+1,k+i} = R_i, \quad i \in [1, l], \quad a_{h+1,k} \geq R_0, \quad a_{h+1,j} = 0, \quad \forall j > k + l.
\]

Then we have

\[
[B] * [A] = [A + \sum_{i=0}^{l} R_i(E^{h,k+i} - E^{h+1,k+i})] + \text{lower terms}.
\]

2. Assume that \( C - RE^{h+1,h} \) is diagonal for some \( h \in [1, n] \) and \( \text{co}(C) = \text{ro}(A) \). Assume further that \( R = R_0 + \cdots + R_l \) and \( A \) satisfies the following conditions:

\[
a_{hj} = 0, \quad \forall j < k; a_{h,k+i} = R_i, i \in [0, l - 1]; a_{h,k+l} \geq R_l; \quad a_{h+1,j} = 0, \quad \forall j \leq k + l.
\]

Then we have

\[
[C] * [A] = [A - \sum_{i=0}^{l} R_i(E^{h,k+i} - E^{h+1,k+i})] + \text{lower terms}.
\]

**Proof.** By [Lu99] Section 3, we have

\[
[B] * [A] = \sum_i v^{\beta(t)} \prod_{u \in \mathbb{Z}} \left[ \frac{a_{hu} + t_u}{t_u} \right] [A + \sum_{u \in \mathbb{Z}} t_u(E^{h,u} - E^{h+1,u})], \quad (2.2.10)
\]

where \( \beta(t) = \sum_{j \geq u} a_{hj}t_u - \sum_{j > u} a_{h+1,j}t_u + \sum_{j < u} t_jt_u \). Here the bar is the involution on \( \mathbb{Q}(v) \) defined by \( \bar{v} = v^{-1} \). Observe that \( A + \sum_{i=0}^{l} R_i(E^{h,k} - E^{h+1,k}) \) is the leading term for the right hand side of (2.2.10).

We shall show its coefficient is 1. Note that the leading term is determined by

\[
t_{k+i} = R_i, \quad t_j = 0, \quad \forall i \in [0, l], \quad j \notin [k, k + l].
\]
In this case, we have \( \prod_{u \in \mathbb{Z}} \left[ \frac{a_{hu} + tu}{tu} \right] = 1 \) and

\[
\beta(t) = \sum_{j \geq u} (t_j - a_{h+1,j})tu = \sum_{i=0}^{l} \sum_{j > k+i} (t_j - a_{h+1,j})R_i = 0.
\]

This shows (1). Part (2) can be proved similarly.

A product of standard basis elements \([G_1] \ast [G_2] \ast \cdots \ast [G_m]\) in \(S_{n,d}\) is called an aperiodic monomial if for each \(i\), either \(G_i - RE_{ij+1}\) or \(G_i - RE_{ij+1,1}\) is diagonal for some \(R \in \mathbb{N}\) and \(j \in \mathbb{Z}\). The following proposition is a missing piece in the affine generalization of \([BLM90]\), corresponding to Proposition 3.9 in the loc. cit. We refer to \([DD05]\) and the references therein for early treatments using Ringel-Hall algebras and generic extension.

**Proposition 2.2.3.** For any \(A \in \Theta_{n,d}^{ap}\), there exists (and we shall fix) an aperiodic monomial \(\zeta_A^a\) such that \(\zeta_A^a = [A] + \text{lower terms}\). Moreover, the set \(\{\zeta_A^a \mid A \in \Theta_{n,d}^{ap}\}\) is a basis for \(U_{n,d}\).

**Proof.** Recall \([Lu99]\) that \(\{a\{A\}_{d} | A \in \Theta_{n,d}^{ap}\}\) forms a canonical basis for \(U_{n,d}\). Assuming the first statement on the existence of such \(\zeta_A^a\), we then have \(\zeta_A^a = a\{A\}_{d} + \text{lower terms in } U_{n,d}\), and hence \(\{\zeta_A^a \mid A \in \Theta_{n,d}^{ap}\}\) forms a basis for \(U_{n,d}\).

It remains to prove the existence of such an aperiodic monomial \(\zeta_A^a\). Let us fix some notations. Given a matrix \(A = (a_{ij}) \in \Theta_{n,d}\), we define a matrix

\[
f_{k;s,t}(A) = A - \sum_{s \leq j \leq t} a_{k-1,j}(E^{k-1,j} - E^{k,j}) \in \Theta_{n,d}.
\]

Let \(\Psi(A) = \sum_{i \in [1,n]} |j - i|a_{ij}\). It is clear that \(\Psi(f_{k;s,t}(A)) \leq \Psi(A)\) for all \(k, s, t\) with \(k \leq s \leq t\), where the equality holds if and only if

\[
a_{k-1,j} = 0, \ \forall s \leq j \leq t.
\]  

(2.2.11)

We are now ready to prove the existence of such an aperiodic monomial \(\zeta_A^a\) by induction on \(\Psi(A)\). If \(\Psi(A) = 0\), then \(A\) is a diagonal matrix, and \(\zeta_A^a = [A]\).

We now assume that \(\Psi(A) > 0\) and that the existence of such \(\zeta_A^a\) for all aperiodic matrices \(A'\) with \(\Psi(A') < \Psi(A)\). Set \(m = \min\{l \in \mathbb{N} | a_{ij} = 0 \text{ for all } |i - j| > l\}\). If there exists \(k \in \mathbb{Z}\) such that \(a_{k,k+m} = 0\) and \(a_{k-1,k-1+m} \neq 0\). By (2.2.11), we have \(\Psi(f_{k;s,t}(A)) < \Psi(A)\) for all \(k \leq s \leq t\).

Let \(u = \max\{s \leq k + m - 1 \mid f_{k;s,k+m-1}(A) \text{ is aperiodic}\}\). We have \(a_{kl} = 0\) for all \(l > u\). (Otherwise, there exists \(j > u\) such that \(a_{kj} \neq 0\). Then \(f_{k;j,k+m-1}(A)\) is aperiodic, which contradicts with the definition of \(u\).) By Lemma 2.2.2 (1), we have

\[
[B] \ast [f_{k,u,k+m-1}(A)] = [A] + \text{lower terms},
\]

(2.2.12)

where \(B\) is the matrix such that \(\text{co}(B) = \text{ro}(f_{k,u,k+m-1}(A))\) and \(B = \sum_{t=u}^{k+m-1} a_{k-1,t}E^{k-1,k}\) is diagonal.

If there exists \(k \in \mathbb{Z}\) such that \(a_{k,k-m} \neq 0\) and \(a_{k-1,k-1-m} = 0\), we can prove a statement similar to (2.2.12) by using Lemma 2.2.2 (2). By induction on \(\Psi(A)\), the existence of \(\zeta_A^a\) follows. \(\square\)
**Example 2.2.4.** Let \( n = 2 \). Let \( A \) be a lower triangular matrix whose nonzero entries are located at \((5,5), (6,j)\) (mod 2), for \( 2 \leq j \leq 6 \), which are

\[
a_{55} = 1, a_{62} = 2, a_{63} = 3, a_{64} = 2, a_{65} = 1, a_{66} = 2.
\]

Let \( A' = (a'_{ij}) \) be the lower triangular matrix whose nonzero entries are specified by

\[
a'_{52} = 2, a'_{53} = 3, a'_{54} = 2, a'_{55} = 2, a'_{66} = 2.
\]

Applying the algorithm in the proof, \( E_1^{(8)} \cdot [A'] = [A] + \text{lower terms} \). Inductively, we have

\[
E_1^{(8)} \cdot E_0^{(7)} \cdot E_1^{(5)} \cdot E_0^{(2)} \cdot 1_{\text{co}(A)} = [A] + \text{lower terms}.
\]

### 2.3. Algebras \( U_n \) and \( \hat{U}_n \)

Recall a transfer map \( \phi_{d,d-n} : U_{n,d} \rightarrow U_{n,d-n} \) was introduced in [Lu00] by sending the generators \( F_i^{(R)}, E_i^{(R)} \) and \( K_{i}^{\pm 1} \) to the respective generators. Let us define a partial order \( \leq_n \) on \( \mathbb{N} \) by declaring that

\[
a \leq_n b \text{ iff } b - a = pn \quad \text{for some } p \geq 0.
\]

Then \( \{(U_{n,d}, \phi_{d,d-n})\}_{d \in \mathbb{N}} \) form a projective system over the poset \( (\mathbb{N}, \leq_n) \). We shall consider its projective limit:

\[
U_{n,\infty} \equiv \lim_{d \to \infty} U_{n,d} = \left\{ x \equiv (x_d)_{d \in \mathbb{N}} \in \prod_{d \in \mathbb{N}} U_{n,d} \mid \phi_{d,d-n}(x_d) = x_{d-n} \quad \forall d \right\}.
\]

The bar involution on \( U_{n,d} \) induces a bar involution \( \overline{\cdot} : U_{n,\infty} \rightarrow U_{n,\infty} \), since it commutes with the transfer map [Lu00]. Similarly, we have an integral version: \( U_{n,\infty;\mathbb{A}} = \lim_{d \to \infty} U_{n,d;\mathbb{A}} \).

Since \( \mathbb{Q}(v) \otimes_{\mathbb{A}} U_{n,d;\mathbb{A}} = U_{n,d} \) for all \( d \), we have \( \mathbb{Q}(v) \otimes_{\mathbb{A}} U_{n,\infty;\mathbb{A}} = U_{n,\infty} \).

As we deal with all \( d \in \mathbb{N} \) simultaneously, we will write

\[
1_{\lambda,d}, E_{i,d}, F_{i,d}, K_{i,d}^{\pm 1}, \quad \forall 1 \leq i \leq n
\]

for the generators in \( U_{n,d} \), which are denoted without \( d \) in the subscript previously. Since the transfer map sends generators \( E_{i,d}, F_{i,d} \) and \( K_{i,d}^{\pm 1} \) to the respective generators, we can define elements \( E_i, F_i \) and \( K_i^{\pm 1} \) for all \( 1 \leq i \leq n \) in \( U_{n,\infty} \) by declaring that their \( d \)-th component is \( E_{i,d}, F_{i,d} \) and \( K_{i,d}^{\pm 1} \), respectively. (Similarly, we can define the \( a \)-th divided power \( E_i^{(a)} \) and \( F_i^{(a)} \).)

**Definition 2.3.1.** Let \( U_n \) be the subalgebra of \( U_{n,\infty} \) generated by \( E_i, F_i \) and \( K_i^{\pm 1} \) for all \( 1 \leq i \leq n \).

Clearly, the restriction of the natural projection \( \phi_d : U_{n,\infty} \rightarrow U_{n,d} \) gives us a surjective algebra homomorphism:

\[
\phi_d : U_n \rightarrow U_{n,d}.
\]

We set

\[
\mathbb{Z}_n = \{ \lambda = (\lambda_i)_{i \in \mathbb{Z}} \mid \lambda_i \in \mathbb{Z}, \lambda_i = \lambda_{i+n}, \forall i \}.
\]

We define an equivalence relation \( \sim \) on \( \mathbb{Z}_n \) by

\[
\lambda \sim \mu \Leftrightarrow \lambda - \mu = (\ldots, p, p, p, \ldots), \text{ for some } p \in \mathbb{Z}.
\]
Let $Z_n/ \sim$ be the set of equivalence classes and $\bar{\lambda}$ be the equivalence class of $\lambda$. Let
\[ X = Z_n/ \sim, \quad Y = \{ \nu \in Z_n \mid \sum_{1 \leq i \leq n} \nu_i = 0 \}. \]

Then the standard dot product on $Z_n$ induces a pairing $\cdot : Y \times X \to \mathbb{Z}$. Set $I = \{1, \ldots, n\}$. We define two injective maps $I \to Y$, $I \to X$, by letting
\[ i \mapsto -\epsilon_i + \epsilon_{i+1}, \quad i \mapsto -\bar{\epsilon}_i + \bar{\epsilon}_{i+1}, \quad \forall 1 \leq i \leq n, \]
respectively, where $\epsilon_i$ is the $i$-th standard basis element in $Z_n$, that is $(\epsilon_i)_j = \delta_{i,j}$. We thus obtain a root datum of affine type $A_{n-1}$ in [Lu93, 2.2].

For each $\bar{\lambda} \in X$, we define an element $1_{\bar{\lambda}}$ in $U_n$ by setting $(1_{\bar{\lambda}})_d = 0$ unless $|\lambda| := \sum_{1 \leq i \leq n} \lambda_i = d \mod n$, and in which case $(1_{\bar{\lambda}})_d = 1_{\mu,d}$ where $\mu \in \bar{\lambda}$ and $|\mu| = d$. We define $\hat{U}_n$ to be the $U_n$-bimodule in $U_{n,x}$ generated by $1_{\bar{\lambda}}$ for all $\bar{\lambda} \in X$. It is clear then that $\hat{U}_n$ is naturally a subalgebra in $U_{n,x}$. The algebra $\hat{U}_n$ admits a decomposition
\[ \hat{U}_n = \bigoplus_{\lambda \in X} U_n 1_{\bar{\lambda}} = \bigoplus_{\bar{\mu}, \lambda \in X} \hat{\mu}(U_n)_\lambda, \]
where $\hat{\mu}(U_n)_\lambda = 1_{\bar{\mu}} \hat{U}_n 1_{\bar{\lambda}}$.

Let $U(\hat{\mathfrak{sl}}_n)$ be the affine quantum group of type $A_{n-1}$ (of level zero) attached to the above root datum. Let $\hat{U}(\hat{\mathfrak{sl}}_n)$ be its modified form. The following result is due to Lusztig [Lu00, Proposition 3.5] (more precisely, the first one was explicitly written down therein, while the second one is folklore as it follows in the same way as in the finite type $A$ case [BLM90].)

**Proposition 2.3.2.** We have the algebra isomorphisms $\hat{U}(\hat{\mathfrak{sl}}_n) \simeq \hat{U}_n$, and $U(\hat{\mathfrak{sl}}_n) \simeq U_n$.

**Proof.** We regard $\hat{U}_n$ as the left modules of $U_n$ and $U(\hat{\mathfrak{sl}}_n)$. Then we have two algebra homomorphisms $U_n \to \text{End}(U_n)$, and $U(\hat{\mathfrak{sl}}_n) \to \text{End}(\hat{U}_n)$. Both maps are injective and have obviously the same image, so they must be isomorphic. (In short, $U_n$ and $U(\hat{\mathfrak{sl}}_n)$ act faithfully on $\hat{U}_n$.) \qed

Therefore the geometric pair $(U_n, \hat{U}_n)$ is identified with the algebraic pair $(U(\hat{\mathfrak{sl}}_n), \hat{U}(\hat{\mathfrak{sl}}_n))$. 
Lattice presentation of affine flag varieties of type $C$

We present lattice models for the variety $Y^c$ of affine complete flags and a variety $X^c_{n,d}$ of $n$-step flags in an $F$-vector space $V$ of affine type $C$, for $n$ even. Then we classify the $\text{Sp}_F(V)$-orbits on $X^c_{n,d}$, $X^c_{n,d} \times Y^c$, and $Y^c \times Y^c$.

3.1. Affine complete flag varieties of type $C$

Recall $k$ is a finite field of odd $q$ elements, $F_k = k((\varepsilon))$ is the field of formal Laurent series over $k$, and $\mathfrak{o} = k[[\varepsilon]]$ the ring of formal power series. Let $d$ be a positive integer. Let

$$J = \begin{pmatrix} 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & \cdots & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 & 0 \end{pmatrix}_{d \times d}, \quad M = M_{2d} = \begin{pmatrix} 0 & J \\ -J & 0 \end{pmatrix}. \quad (3.1.1)$$

Let $V = F^{2d}$ be a symplectic vector space over $F$ with a symplectic form $(,): V \times V \to F$ specified by $M$. Let $^t g$ be the transpose of a matrix $g$. We define the symplectic group with coefficients in $F$

$$\text{Sp}_F(2d) = \{ g \in \text{GL}_F(2d) | g = M_{2d}g^{-1}M_{-1} \}. \quad (3.1.2)$$

We also define $\text{Sp}_o(2d)$ and $\text{Sp}_k(2d)$ similarly. By our choice of $M$, we see that $P \cap \text{Sp}_F(2d)$ is parahoric if $P$ is parahoric in $\text{GL}_F(2d)$. In particular, $I^F = I^o \cap \text{Sp}_F(2d)$ is Iwahori and it is the stabilizer of the standard lattice chain $L$ in $\text{Sp}_F(V)$. Therefore, we have the bijection

$$\text{Sp}_F(2d)/I^F \simeq \text{Sp}_F(2d).L \equiv \tilde{Y}^c. \quad (3.1.3)$$

So the lattice presentation of affine flag variety of type $C$ is reduced to a description of $\tilde{Y}^c$. For any lattice $L$ of $V$, we set

$$L^\# = \{ v \in V | (v, L) \subset \mathfrak{o} \}.$$ 

Then the $\mathfrak{o}$-module $L^\#$ is again a lattice of $V$ and $(L^\#)^\# = L$. We shall use freely the following properties: for any two lattices $L$ and $M$

$$(L + M)^\# = L^\# \cap M^\#, \quad (L \cap M)^\# = L^\# + M^\#.$$ 

Following Sage [Sa99], we call a lattice alternating if $L \subseteq L^\#$ or $L \supseteq L^\#$. An alternating lattice $L$ is called sympletic if $L$ or $L^\#$ is homothetic to a lattice $\Lambda$, i.e., $L$ or $L^\#$ is equal to $\varepsilon^a\Lambda$ for some $a \in \mathbb{Z}$, such that

$$\varepsilon \Lambda \subseteq \Lambda^\# \subseteq \Lambda. \quad (3.1.4)$$

Clearly $L_z$ are sympletic for $z \in \mathbb{Z}$. The following proposition can be found in [H93, Sa99, Lu03].
Proposition 3.1.1. The set \( \bar{\mathcal{Y}}^\xi \) is the set of all collections \( L = (L_z)_{z \in \mathbb{Z}} \) of symplectic lattices in \( V \) subject to the following conditions:

\[
L_z \subseteq L_{z+1}, \quad \dim_k L_{z+1}/L_z = 1, \quad L_z = \varepsilon L_{z+2d}, \quad L_z^# = -L_{-z} \quad (\forall z \in \mathbb{Z}).
\]

For our purpose later, we define a variant of the set \( \bar{\mathcal{Y}}^\xi \) as follows. Let \( \mathcal{Y}^\xi \) be the set of all chains \( L = (L_z|z \in \mathbb{Z}) \) of symplectic lattices subject to the following conditions:

\[
\dim_k L_{z+1}/L_z = \begin{cases} 
0, & \text{if } z \equiv -1, d \mod 2d + 2, \\
1, & \text{otherwise}; 
\end{cases} \tag{3.1.5}
\]

\[
L_z \subseteq L_{z+1}, \quad L_z = \varepsilon L_{z+2d+2}, \quad L_z^# = L_{-z-1} \quad (\forall z \in \mathbb{Z}).
\]

Clearly, we have a natural bijection: \( \bar{\mathcal{Y}}^\xi \simeq \mathcal{Y}^\xi \).

Via the identification \( \text{Sp}_F(2d)/\Gamma^\xi \cong \mathcal{Y}^\xi \), there is a left action of \( \text{Sp}_F(2d) \) on \( \mathcal{Y}^\xi \) which is transitive. Let \( \text{Sp}_F(2d) \) act on the product \( \mathcal{Y}^\xi \times \mathcal{Y}^\xi \) diagonally. We shall describe the \( \text{Sp}_F(2d) \)-orbits in \( \mathcal{Y}^\xi \times \mathcal{Y}^\xi \).

Recall a set \( \Theta_{n|n',d} \) was defined in (2.2.1) for any positive integers \( d, n, n' \). Let \( ^\xi \Sigma_d \) be the following subset of \( \Theta_{2d+2|2d+2,2d} \) of matrices with entries being 0 or 1:

\[
^\xi \Sigma_d = \left\{ A \in \text{Mat}_{Z\times Z}([0,1]) \mid a_{i,-j} = a_{ij} = a_{i+2d+2j+2d+2} \quad (\forall i, j \in \mathbb{Z}), \right. \\
\text{the 0th and } (d+1)\text{st rows/columns are zero,} \\
\exists \text{exactly one nonzero entry per row/column } i \in [0,2d+1]\setminus\{0,d+1\} \right\}. \tag{3.1.6}
\]

We define a map from the set of \( \text{Sp}_F(2d) \)-orbits in \( \mathcal{Y}^\xi \times \mathcal{Y}^\xi \) to \( ^\xi \Sigma_d \):

\[
\varphi : \text{Sp}_F(2d)\backslash \mathcal{Y}^\xi \times \mathcal{Y}^\xi \longrightarrow ^\xi \Sigma_d \tag{3.1.7}
\]

by sending the orbit \( \text{Sp}_F(2d).(L, L') \) to \( A = (a_{ij})_{i,j \in \mathbb{Z}} \) where

\[
a_{ij} = \dim_k \frac{L_{i-1} + L_i \cap L'_j}{L_{i-1} + L_i \cap L'_{j-1}}.
\]

By the definition of \( a_{ij} \), we have

\[
a_{-i,-j} = \dim_k \frac{L_{i-1} + L_i \cap L'_{j-1}}{L_{i-1} + L_i \cap L'_{j-1}} = \dim_k \frac{L_i^# + L_{i-1} \cap L'_{j-1}^#}{L_i^# + L_{i-1} \cap L'_{j-1}^#} = \dim_k \frac{(L_i \cap (L_{i-1} + L'_{j-1}))^#}{(L_i \cap (L_{i-1} + L'_{j-1}))^#} = \dim_k \frac{L_i \cap (L_{i-1} + L'_{j-1})}{L_i \cap (L_{i-1} + L'_{j-1})} = a_{ij}.
\]

So the map \( \varphi \) is well defined. The following proposition can be found in [H99], see also [Lu99].

Proposition 3.1.2. [H99] Proposition 2.6] Let \( A = (a_{ij})_{i,j \in \mathbb{Z}} \) be the associated matrix of \( (L, L') \) under \( \varphi \). Then we can decompose \( V \) into \( V = \bigoplus_{i,j \in \mathbb{Z}} V_{ij} \) as \( k \)-vector spaces satisfying that \( \dim_k V_{ij} = a_{ij} \),

\[
L_i = \bigoplus_{k,l \in \mathbb{Z}, k \leq i} V_{kl}, \quad L'_j = \bigoplus_{k,l \in \mathbb{Z}, l \leq j} V_{kl}, \quad \forall i, j \in \mathbb{Z}. \tag{3.1.8}
\]
Moreover, there exists a basis \( \{ e^m_{ij} | 1 \leq m \leq a_{ij} \} \) of \( V_{ij} \) such that
\[
e^m_{ij} = e^{m+2d+2j+2d+2}_{i,j}, \quad \forall i, j \in \mathbb{Z}, 1 \leq m \leq a_{ij},
\]
\[
( e^m_{ij}, e^{m'}_{kl} ) = -( e^{m'}_{kl}, e^m_{ij} ), \quad \forall i, j, k, l \in \mathbb{Z}, 1 \leq m \leq a_{ij}, 1 \leq m' \leq a_{kl},
\]
\[
( e^m_{ij}, e^{m'}_{kl} ) = \varepsilon( e^m_{ij}, e^{m'}_{k+(2d+2),l+(2d+2)} ), \quad \forall i, j, k, l \in \mathbb{Z}, 1 \leq m \leq a_{ij}, 1 \leq m' \leq a_{kl},
\]
\[
( e^m_{ij}, e^{m'}_{kl} ) = \delta_{m,1} \delta_{m',1} \varepsilon^{-2}, \quad \forall 1 \leq i < k \leq 2d + 2, i + k = 2d + 2, j + l = 2d + 2. \tag{3.1.9}
\]

From the above proposition, we have the Iwahori-Bruhat decomposition for the group \( \text{Sp}_F(V) \).

**Proposition 3.1.3.** The map \( \varphi : \text{Sp}_F(2d) \backslash Y^\kappa \times Y^\kappa \rightarrow \Sigma_d \) in (3.1.7) is a bijection.

**Proof.** By Proposition 3.1.2, \( \varphi \) is clearly surjective. Assume now that the associated matrix of two pairs \( (L, L') \) and \( (\tilde{L}, \tilde{L}') \) of symplectic lattice chains is the same matrix, say \( A \). By Proposition 3.1.2 we can find bases \( \{ e^m_{ij} \} \) and \( \{ f^m_{ij} \} \) for the pairs \( (L, L') \) and \( (\tilde{L}, \tilde{L}') \), respectively, subject to the conditions (3.1.8) and (3.1.9). We define a map \( g : V \rightarrow V \) by sending \( e^m_{ij} \) to \( f^m_{ij} \) for all \( i, j \in \mathbb{Z} \) and \( 1 \leq m \leq a_{ij} \). Then we have \( g \in \text{Sp}_F(2d) \) and \( g(L, L') = (\tilde{L}, \tilde{L}') \). So \( \varphi \) is injective. The proposition is proved.

### 3.2. Affine Partial Flag Varieties of Type C

Now we fix an even positive integer
\[ n = 2r + 2, \quad \text{for some } r \in \mathbb{N}. \]

Let \( \mathcal{X}^\kappa_{n,d} \) be the set of all chains \( L = (L_z)_{z \in \mathbb{Z}} \) of symplectic lattices in \( V \) subject to the following conditions:
\[ L_z \subset L_{z+1}, \quad L_z = \varepsilon L_{z+n}, \quad L^\#_z = L_{-z-1} \quad (\forall z \in \mathbb{Z}). \tag{3.2.1} \]

**Remark 3.2.1.** The shift by \(-1\) in the condition \( L^\#_z = L_{-z-1} \) in definition of \( \mathcal{X}^\kappa_{n,d} \) (see (3.2.1)) allows the valuation at \( L_0 \) to vary. In contrast the valuation at \( L_0 \) is always zero in the case of \( Y^\kappa \).

The group \( \text{Sp}_F(2d) \) acts transitively from the left on \( \mathcal{X}^\kappa_{n,d} \) in a standard way. Let \( \text{Sp}_F(2d) \) act diagonally on the products \( \mathcal{X}^\kappa_{n,d} \times \mathcal{X}^\kappa_{n,d} \) and \( \mathcal{X}^\kappa_{n,d} \times Y^\kappa \). Let \( \Pi_{n,d} \) be the subset of \( \Theta_{n|2d+2d} \) (for \( \Theta_{n|2d+2d} \) see (2.2.1)), which consists of all matrices \( A = (a_{ij}) \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{N}) \) such that
\[ a_{-i,-j} = a_{ij} = a_{i+n,j+2d+2} \quad (\forall i, j \in \mathbb{Z}), \quad \sum_{k \in \mathbb{Z}} a_{ij} = \begin{cases} 0, & \forall j \equiv 0, d + 1 \pmod{2d + 2} \\ 1, & \text{otherwise}. \end{cases} \tag{3.2.2} \]

Similar to (3.1.7), we have a map
\[ \text{Sp}_F(2d) \backslash \mathcal{X}^\kappa_{n,d} \times Y^\kappa \rightarrow \Pi_{n,d}. \tag{3.2.3} \]

More generally, let \( \Xi_{n,d} \) be the subset of \( \Theta_{n,2d} \) given by
\[ \Xi_{n,d} = \{ (a_{ij}) \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{N}) | a_{-i,-j} = a_{ij} = a_{i+n,j+n}, \quad (\forall i, j), \quad \sum_{1 \leq i \leq n} \sum_{j \in \mathbb{Z}} a_{ij} = 2d, \quad a_{00}, a_{r+1,r+1} \in \mathbb{Z} \}. \tag{3.2.4} \]
Similar to (3.1.7) again, we have a map
\[ \Sp_F(2d) \setminus \mathcal{X}^c_{n,d} \times \mathcal{X}^c_{n,d} \longrightarrow \mathcal{T}_{n,d}. \] (3.2.5)

**Proposition 3.2.2.** The maps in (3.2.3) and (3.2.5) are bijective.

*Proof.* Note that the first bijection (3.2.3) is a special case of the second bijection (3.2.5). So we only need to prove the second bijection, and we shall deduce it from Proposition 3.1.3 as follows. For a given matrix \( A \in \mathcal{T}_{n,d} \), we can delete all its zero rows and zero columns. Let us denote the resulting matrix by \( \text{dlt}(A) \), which is essentially determined by the stripe \([1,a] \times \mathbb{Z}\) of \( \text{dlt}(A) \) for some \( a \leq 2d \). It is then possible to find a (nonunique) matrix \( w \in \mathcal{T}_{n,d} \) (see (3.1.6)) such that \( A \) can be obtained from \( w \) by adding consecutive rows between \([1,2d+2] \). Now pick a representative, say \((L,L')\), in the orbit \( \mathcal{O}_w \). We can construct a pair of partial flags by removing subspaces in \( L \) and \( L' \) corresponding to the summations of consecutive rows, whose associated matrix is \( \text{dlt}(A) \). This shows that the map (3.2.5) is surjective.

Now if there are two pairs, say \( x, y \), of flags whose associated matrix is \( A \), we fix a matrix \( w \in \mathcal{T}_{n,d} \) such that it can be merged to \( A \), and use the above process to find two pairs, \( x', y' \), in \( \mathcal{O}_w \) such that they can reach \( x, y \), respectively, by throwing away certain steps. Moreover, \( w \) can be chosen to be the one obtained from \( A \) by blowing up the entries in \( A \) of value strictly greater than 1 to an identity matrix locally. For example, if \( a_{ij} = 2 \) and \( x = (L,L') \), we can find a vector \( u \in L_i \cap L_j - (L_{i-1} \cap L_j + L_i \cap L_{j-1}) \) such that \( L_i + o u \) and \( L_j - o u \) are symplectic lattices. We expand \( L \) by plugging the lattice \( L_i + o u \) in between \( L_i \) and \( L_{i+1} \). Similarly, we can expand \( L' \). Then the matrix of the resulting pair will be the one by blowing up \( A \) at \((i,j)\) to be a \( 2 \times 2 \) identity matrix locally. By repeating the above process, we have the desired pair \( x' \) for \( x \) whose matrix is \( w \). Since \( x' \) and \( y' \) are in the same orbit, there is a \( g \in \Sp_F(2d) \) such that \( gx' = y' \), which induces that \( gx = y \). So \( x \) and \( y \) are in the same orbit. Therefore the map (3.2.5) is injective, and hence a bijection. The proposition is proved. \( \square \)

### 3.3. Local Property at \( L_0 \)

**Lemma 3.3.1.** Let \( L = (L_z)_{z \in \mathbb{Z}} \in \mathcal{X}^c_{n,d} \). We have
\[ v(L_r) \in [-d,0], \quad v(L_{r+1}) \in [-2d,-d], \quad \text{and} \quad v(L_r) + v(L_{r+1}) = -2d. \]

*Proof.* Note that the valuation of \( L_0 \) is non-positive because \( L_{-1} = L_0^\# \). So the valuation \( v(L_r) \leq 0 \).

By definition, for any lattice \( \mathcal{L} \), we have
\[ v(\mathcal{L}^\#) = -v(\mathcal{L}), \quad v(\varepsilon \mathcal{L}) = 2d + v(\mathcal{L}). \]

So we have
\[ v(L_{r+1}) = v(\varepsilon^{-1}L_{-(r+1)}) = -2d + v(L_{-(r+1)}) = -2d + v(L_r^\#) = -2d - v(L_r). \]

Since \( v(L_{r+1}) \leq v(L_r) \), we have \( v(L_r) \geq -d \), and \(-d \geq v(L_{r+1}) \geq -2d \). \( \square \)

More generally, we have \( v(L_i) \in [-d,0], v(L_i) + v(L_{n-1-i}) = -2d, \) \( \forall i \in [0,r] \), by the same type of argument above. But we do not need this general fact.
Then, we can find a ‘maximal isotropic’ lattice $L_r$ isometric to
\[ L_d = [e_{d+1}, \ldots, e_{2d}, \varepsilon^{-1}e_1, \ldots, \varepsilon^{-1}e_d], \]
such that
\[ L_r \subseteq L_r^\dagger \subseteq L_{r+1}. \]
Here the basis $\{e_i|1 \leq i \leq 2d\}$ is chosen such that the associated matrix of the symplectic
form on $V$ is given by (3.1.1). The lattice $L_d$ satisfies the following properties:
\[ (L_d, L_d) = \varepsilon^{-1} \mathfrak{o}, \quad (L_d, \varepsilon L_d) = \mathfrak{o}, \quad (\varepsilon L_d, L_d) = \mathfrak{o}. \]

So the map
\[ (\varepsilon, \varepsilon)r^\dagger : L_r^\dagger/\varepsilon L_r^\dagger \times L_r^\dagger/\varepsilon L_r^\dagger \to k \]
\[ (\bar{x}, \bar{y})r^\dagger = \text{ev}|_{\varepsilon=0} \varepsilon(x, y) \]
is a non-degenerate symplectic form on $L_r^\dagger/\varepsilon L_r^\dagger \cong k^{2d}$.
Moreover, $L_{r-1}/\varepsilon L_r^\dagger$ and $L_0/\varepsilon L_r^\dagger$ are orthogonal complements to each other with respect
to the above form $(-, -)_r^\dagger$ on $L_r^\dagger/\varepsilon L_r^\dagger$.

**Lemma 3.3.2.** We have the following bijection
\[ \{ \text{lattices } L' \text{ in } V | L_{r-1} \subseteq (L')^\# \subseteq L' \subseteq L_0 \} \xrightarrow{\sim} \]
\[ \{ \text{k-subspaces } W \text{ of } L_0/\varepsilon L_r^\dagger | L_{r-1}/\varepsilon L_r^\dagger \subseteq W^\perp \subseteq L_0/\varepsilon L_r^\dagger, W \subseteq k \subseteq \varepsilon L_r^\dagger, W^\perp \subseteq W \}, \]
which sends $L'$ to $L'/\varepsilon L_r^\dagger$. (Here and below $^\perp$ denotes subspaces of codimension 1.)

Therefore, the computation at $L_0$ is exactly the same as the computation at $L_r$. In
particular, we have the following lemma which we shall use freely.

**Lemma 3.3.3.** (1) Suppose that $L$ is a lattice such that $L_{r-1} \subseteq L \subseteq L_0$ and $\dim_k L_0/L = 1$, then the lattice $L$ is symplectic and $L^\# \subseteq L$.

(2) If the pair $(L_{r-1}, L_0)$ is replaced by $(L_r, L_{r+1})$ such that $\dim_k L_r/L = 1$, then $L$ is
symplectic and $L \subseteq L^\#$. 
CHAPTER 4

Multiplication formulas for Chevalley generators

In this chapter, we study the convolution algebra $S_{n,d}^C$ of pairs of $n$-step flags of affine type $C$. We present multiplication formulas in $S_{n,d}^C$ with (the divided powers of) Chevalley generators. We then specify some general scenarios when these multiplication formulas produce a leading term with coefficient 1.

4.1. SOME DIMENSION COMPUTATION

Fix $L \in \mathcal{X}_{n,d}^C$. For $A \in \mathcal{X}_{n,d}$ (which was defined in \textbf{[3.2.4]}), we define

$$X_A^L = \{ L' \in \mathcal{X}_{n,d}^C | (L, L') \in \mathcal{O}_A \}.$$  (4.1.1)

This is an orbit of the stabilizer subgroup $\text{Stab}_{\mathcal{O}(V)}(L)$ of $\text{Sp}(V)$, and one can associate to it a structure of quasi-projective algebraic variety. We are interested in computing its dimension $d_A^C$ (in order to define the standard basis element $[A]$ later on). We have the following affine type $C$ analogue of \textbf{[Lu99]} Lemma 4.3.

**Lemma 4.1.1.** Fix $L \in \mathcal{X}_{n,d}^C$. For $A \in \mathcal{X}_{n,d}$, the dimension of $X_A^L$ is given by

$$d_A^C = \frac{1}{2} \left( \sum_{i \geq k, k < l} a_{ij} a_{kl} + \sum_{i > j} a_{ij} + \sum_{i > j} a_{ij} \right).$$

**Proof.** The proof is similar to that of in \textbf{[Lu99]} Lemma 4.3. Indeed, we can fix a decomposition $V = \oplus_{i,j \in \mathbb{Z}} V_{ij}$ as $k$-vector spaces such that $\dim_k V_{ij} = a_{ij}$. We can further assume that $V_{ij}$ admits a $k$-basis $\{ e_{ij}^m | 1 \leq m \leq a_{ij} \}$ satisfying

$$\varepsilon e_{ij}^m = e_{i-n,j-n}^m, \quad \forall i, j \in \mathbb{Z}, m \in [1, a_{ij}].$$

We define a symplectic $F$-form on $V$ by, for any $i, k \in [1, n], j, l \in \mathbb{Z},$

$$\langle e_{ij}^m, e_{kl}^{m'} \rangle = \begin{cases} 
\delta_{m,m'} \varepsilon^{-2}, & \text{if } i + k = n, j + l = n, i < r + 1, \\
-\delta_{m,m'} \varepsilon^{-2}, & \text{if } i + k = n, j + l = n, i > r + 1, \\
\delta_{m,m'} \varepsilon^{-2}, & \text{if } i + k = n, j + l = n, i = r + 1, j < r + 1, \\
-\delta_{m,m'} \varepsilon^{-2}, & \text{if } i + k = n, j + l = n, i = r + 1, j > r + 1, \\
\delta_{m,a_{r+1},r+1+1-m'} \varepsilon^{-2}, & \text{if } (i, j) = (k, l) = (r + 1, r + 1), m \leq a_{r+1},r+1/2, \\
-\delta_{m,a_{r+1},r+1+1-m'} \varepsilon^{-2}, & \text{if } (i, j) = (k, l) = (r + 1, r + 1), m \geq a_{r+1},r+1/2 + 1, \\
\varepsilon(e_{ij}^m, e_{k-n,l-n}^{m'}). & 
\end{cases}
$$

Now set $L = (L_i)_{i \in \mathbb{Z}}$ and $L' = (L'_j)_{j \in \mathbb{Z}}$, where

$$L_i = \bigoplus_{k,l \in \mathbb{Z}, k \leq i} V_{kl}, \quad L'_j = \bigoplus_{k,l \in \mathbb{Z}, l \leq j} V_{kl}, \quad \forall i, j \in \mathbb{Z}.$$
We see that \((L, L') \in \mathcal{O}_A\). Let
\[
X = \{ x \in \mathfrak{sp}(V) \mid x(L) \subseteq L \}, \quad X' = \{ x \in \mathfrak{sp}(V) \mid x(L) \subseteq L, x(L') \subseteq L' \}.
\]
We have
\[
\dim X' = \dim_k X'/X''.
\]
Now \(x = (x(i,j),(k,l)) : V_{ij} \to V_{kl} \in \mathfrak{sp}(V)\) if and only if the following conditions are satisfied:
\[
\begin{align*}
&\quad x_{n+i,n+j},(n+k,n+l)(u) = \varepsilon^{-1} x_{(i,j),(k,l)}(v)u, \quad \forall v \in V_{n-i,n-j}, \\
&\quad (x(u), u') + (u, x(u')) = 0, \quad \forall u, u' \in V. \tag{4.1.2}
\end{align*}
\]
The second condition in (4.1.2) is equivalent to
\[
\begin{align*}
&\quad t x_{(i,j),(k,l)} M + M x_{(sn-k,sn-l),(sn-i,sn-j)} = 0, \quad \forall i, j, k, l, s \in \mathbb{Z}, \tag{4.1.3}
\end{align*}
\]
where \(M\) is a certain matrix associated to the symplectic form \((\cdot, \cdot)\).

In particular, if \(i + k \neq sn\) or \(j + l \neq sn, \forall s \in \mathbb{Z}\), then the linear map \(x_{(i,j),(k,l)}\) completely determines \(x_{(sn-k,sn-l),(sn-i,sn-j)}\) for all \(s \in \mathbb{Z}\). So the contribution for these linear maps in \(\dim X/X'\) is
\[
\frac{1}{2} \sum_{i \geq k, j < l, i \in [0,n-1] \atop i+k \neq sn \text{ or } j+l \neq sn} a_{ij} a_{kl}. \tag{4.1.4}
\]
If we have \(i + k = sn\) or \(j + l = sn\) for some \(s \in \mathbb{Z}\), then the equation (4.1.3) becomes \(x_{(i,j),(k,l)} M + M x_{(i,j),(k,l)} = 0\). By (4.1.2), the collection of linear maps \(x_{(i,j),(k,l)}\) such that \(i + k = sn\) and \(j + l = sn\) for some \(s \in \mathbb{Z}\) determines the collection of linear maps \(x_{(i,j),(k,l)}\) such that \(i + k = (s + 2)n\) and \(j + l = (s + 2)n\). So they are determined by the following two subsets:
\[
\{ x_{(i,j),(k,l)} | i + k = 0, j + l = 0 \}, \quad \{ x_{(i,j),(k,l)} | i + k = n, j + l = n \}.
\]
So the contribution of these kind of linear maps to \(\dim X/X'\) is
\[
\frac{1}{2} \sum_{i \geq k, j < l, i \in [0,n-1] \atop i+k=sn, j+l=sn} a_{ij} a_{kl} + \frac{1}{2} \sum_{i \geq 0, j} a_{ij} + \frac{1}{2} \sum_{i \geq r+1, j} a_{ij}. \tag{4.1.5}
\]
The lemma follows by summing up (4.1.4) and (4.1.5).

4.2. Standard and canonical bases of Schur algebras

It turns out a “type B” parametrization in place of the “type C” parametrization via \(\Xi_{n,d}\) is more natural, for the \(\text{Sp}(V)\)-orbits in \(X_{n,d}^c \times X_{n,d}^c\) and then for bases of the Schur algebras later on. (Such a phenomenon already occurred in the finite type; cf. [BKLW14, FL13].) We introduce the “type B” parametrization set
\[
\Xi_{n,d} = \{ A + E_0 + E_{i,j} \mid A \in \mathfrak{sp}(V) \}\tag{4.2.1}
\]
That is, \(\Xi_{n,d}\) is the set of matrices \(A \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{N})\) subject to the following conditions:
\[
a_{ij} = a_{-i-j} = a_{i-n-j-n} (\forall i, j \in \mathbb{Z}), \quad a_{00}, a_{r+1,r+1} \in 2 \mathbb{Z} + 1,
\]
\[
\sum_{i=i_0+1 \atop j \in \mathbb{Z}} a_{ij} = 2d + 2, \quad \text{for one (or each) } i_0 \in \mathbb{Z}. \tag{4.2.2}
\]
By definition we have a bijection
\[
\Xi_{n,d} \leftrightarrow \Xi_{n,d}, \quad A \mapsto A + E^{00} + E^{r+1,r+1}.
\] (4.2.3)

From now on, we shall switch to the indexing set $\Xi_{n,d}$ for the rest of the paper. Hence by abuse of notations, an $\text{Sp}_F(2d)$-orbit on $\mathcal{X}^\epsilon_{n,d} \times \mathcal{X}^\epsilon_{n,d}$ is denoted by $\mathcal{O}_A$ and the set in (4.1.1) is denoted by $\mathcal{X}^L_A$, now for $A \in \Xi_{n,d}$.

**Lemma 4.2.1.** The dimension of $\mathcal{X}^L_A$ for $A \in \Xi_{n,d}$ is given by
\[
d_A = \frac{1}{2} \left( \sum_{i \geq k, j < l \atop i \in [0,n-1]} a_{ij}a_{kl} - \sum_{i > 0} a_{ij} - \sum_{i \geq r+1 > j} a_{ij} \right). \tag{4.2.4}
\]

**Proof.** Let $A = (a_{ij}) \in \Xi_{n,d}$. We shall denote $A' = (a'_{ij}) \in \Xi_{n,d}$ corresponding to $A$ via the bijection (4.2.3). Thus we have
\[
a'_{ij} = a_{ij} + \delta_{ij} \sum_{k \in \mathbb{Z}} \delta_{0,i+k-n} + \delta_{ij} \sum_{k \in \mathbb{Z}} \delta_{r+1,i+k-n}. \tag{4.2.5}
\]

It follows from Lemma (4.1.1) that
\[
d_{A'} = d_A' = \frac{1}{2} \left( \sum_{i \geq k, j < l \atop i \in [1,n]} a_{ij}a_{kl} + \sum_{i > 0} a_{ij} + \sum_{i \geq r+1 > j} a_{ij} \right)
\]
\[
= \frac{1}{2} \left( \sum_{i \geq k, j < l \atop i \in [1,n]} a'_{ij}a'_{kl} - \sum_{l > 0} a'_{kl} - \sum_{l \geq r+1 > k} a'_{kl} - \sum_{i \geq r+1 > k, i \geq r+1 > j} a'_{ij} \right)
\]
\[
- \sum_{i \geq r+1 > j, i \geq r+1 > k} a'_{ij} \right) = \frac{1}{2} \left( \sum_{i \geq k, j < l \atop i \in [1,n]} a'_{ij}a'_{kl} - \sum_{i > 0} a'_{ij} - \sum_{i \geq r+1 > j} a'_{ij} \right). \tag{4.2.6}
\]

The lemma is proved. □

We also introduce
\[
\Sigma_d = \left\{ A \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\{0,1\}) \mid a_{i,-j} = a_{i+j,0} = a_{i+2d+2,j+2d+2} \quad (\forall i, j \in \mathbb{Z}), \right\}
\]
\[
\exists \text{ exactly one nonzero entry per row/column} \right\}. \tag{4.2.6}
\]

Note the description of $\Sigma_d$ is much cleaner than $\Sigma_d$, cf. (3.1.6). Nevertheless, the bijection (4.2.3) induces a natural bijection
\[
\Sigma_d \leftrightarrow \Xi_{n,d}, \quad A \mapsto A + E^{00} + E^{r+1,r+1}. \tag{4.2.7}
\]

The bijection $\varphi : \text{Sp}_F(2d)\backslash \mathcal{Y}^\epsilon \times \mathcal{Y}^\epsilon \rightarrow \Sigma_d$ in Proposition (3.1.3) can be reformulated using $\Sigma_d$ in place of $\Sigma_d$. 

Recall the Schur algebra of affine type $A$, $S_{n,d;A}$, was defined in Section 2.2. The $A$-algebra $S_{n,d;A}^c$ is defined in the same way, now as the (generic) convolution algebra $\mathcal{A}_{Sp(2d)}(\mathcal{X}_{n,d}^c \times \mathcal{X}_{n,d}^c)$ attached to the variety $\mathcal{X}_{n,d}^c$ introduced in the previous chapter. We then set

$$S_{n,d}^c = \mathbb{Q}(v) \otimes_A S_{n,d;A}^c. \quad (4.2.8)$$

The algebras $S_{n,d;A}^c$ and $S_{n,d}^c$ are called the Schur algebras (of affine type $C$). Denote by $e_A$ the characteristic function of the orbit $\mathcal{O}_A$, for $A \in \Xi_{n,d}$. Then $\{e_A| A \in \Xi_{n,d}\}$ forms a basis for $S_{n,d;A}^c$ and $S_{n,d}^c$. Set

$$[A] = v^{-d_A}e_A, \quad \text{for } A \in \Xi_{n,d}. \quad (4.2.9)$$

**Remark 4.2.2.** We have

$$d_A - d_{A'} = \frac{1}{4} \left( \sum_{1 \leq i \leq n} (\text{ro}(A)_i^2 - \text{co}(A)_i^2) - (\text{ro}(A)_0 - \text{co}(A)_0) - (\text{ro}(A)r+1 - \text{co}(A)r+1) \right). \quad (4.2.10)$$

Hence the assignment $[A] \mapsto [A']$ defines an anti-involution $\Psi : S_{n,d}^c \to S_{n,d}^c$. Note from [Lu99, 1.6(a)] that

$$\sum_{i \geq -(r+1) > j} a_{ij} = \dim_k \frac{L'_r - L_{r-2}}{L_{r-2} \cap L'_r}, \quad \sum_{i \geq r+1 > j} a_{ij} = \dim_k \frac{L'_r}{L_r \cap L'_r},$$

for any $(L, L') \in \mathcal{O}_A$.

Recall the partial orders $\leq_{\text{alg}}$ and $\leq$ on $\Theta_{n,d}$ from (2.2.8) and (2.2.9). These two partial orders restrict to similar ones on $\Xi_{n,d}$, still denoted by the same notations. Since any matrix $A$ in $\Xi_{n,d}$ satisfies that $a_{ij} = a_{-i,-j}$ for all $i, j \in \mathbb{Z}$. The two conditions in (2.2.8) are equivalent to each other. Hence, the partial order $\leq_{\text{alg}}$ on $\Xi_{n,d}$ can be simplified as follows. Given any $A = (a_{ij}), A' = (a'_{ij}) \in \Xi_{n,d}$, one has

$$A \leq_{\text{alg}} A' \iff \sum_{k \leq i, l \geq j} a_{kl} \leq \sum_{k \leq i, l \geq j} a'_{kl}, \quad \forall i < j. \quad (4.2.11)$$

Since the Bruhat order of affine type $C$ is compatible with the Bruhat order of affine type $A$, we see that the partial order “$\leq$” is compatible with (though possibly weaker than) the Bruhat order of affine type $C$.

Assume for now that the ground field is $\mathbb{F}_q$. Let $IC_A$ be the intersection cohomology complex of the closure $\overline{X}_A^L$ of $X_A^L$, taken in certain ambient algebraic variety over $\mathbb{F}_q$, such that the restriction of the stratum $IC_A$ to $X_A^L$ is the constant sheaf on $X_A^L$. We refer to [BBD82] for the precise definition of intersection complexes. The restriction of the $i$-th cohomology sheaf $\mathcal{H}^i_{X_B^L}(IC_A)$ of $IC_A$ to $X_B^L$ for $B \leq A$ is a trivial local system, whose rank is denoted by $n_{B,A,i}$. We set

$$\{A\}_d = \sum_{B \leq A} P_{B,A}[B], \quad \text{where } P_{B,A} = \sum_{i \in \mathbb{Z}} n_{B,A,i}v^{i-d_A+d_B}. \quad (4.2.12)$$

The polynomials $P_{B,A}$ satisfy

$$P_{B,A} = 1 \quad \text{and} \quad P_{B,A} \in v^{-1}\mathbb{Z}[v^{-1}] \text{ for any } B < A. \quad (4.2.13)$$
Recall \( \{ [A] | A \in \Xi_{n,d} \} \) forms an \( \mathbb{Q}(v) \)-basis of \( S^\ast_{n,d} \). In light of \cite{BBDS2, Lu97}, we have the following.

**Proposition 4.2.3.** The set \( \{ [A] | A \in \Xi_{n,d} \} \) forms an \( \mathcal{A} \)-basis of \( S^\ast_{n,d,A} \) and a \( \mathbb{Q}(v) \)-basis of \( S^\ast_{n,d} \) (called the canonical basis). Moreover, the structure constants of \( S^\ast_{n,d} \) with respect to the canonical basis are in \( \mathbb{N}[v,v^{-1}] \).

### 4.3. Some Multiplication Formulas

Recalling \( E^{ij} \) from (2.2.4), we set

\[
E^{ij}_{\theta} = E^{ij} + E^{-i,-j}. \tag{4.3.1}
\]

Note that we have

\[
E^{00}_{\theta} = 2E^{00}, \quad E^{r+1,r+1}_{\theta} = 2E^{r+1,r+1}.
\]

We have the following affine analogue of \cite{BKLW14, Lemma 3.2}, whose proof also explains why the formula therein is the same as those in \cite{BLM90}.

**Lemma 4.3.1.** Assume that \( i \in \mathbb{Z} \) and \( A, B, C \in \Xi_{n,d} \).

1. If \( \text{ro}(A) = \text{co}(B) \) and \( B - E^{i+1}_\theta \) is diagonal, then we have

\[
E_B * E_A = \sum_{p \in \mathbb{Z}} u^{2\sum_{j>p} a_{ij}} \frac{v^{2(1+a_{ip})} - 1}{v^2 - 1} e_{A + E^{ip}_\theta - E^{i+1}_\theta}.
\]

2. If \( \text{ro}(A) = \text{co}(C) \) and \( C - E^{i+1}_\theta \) is diagonal, then we have

\[
E_C * E_A = \sum_{p \in \mathbb{Z}} u^{2\sum_{j>p} a_{ij}} \frac{v^{2(1+a_{ip})} - 1}{v^2 - 1} e_{A - E^{ip}_\theta + E^{i+1}_\theta}.
\]

**Proof.** The proof is essentially the same as that of \cite[Proposition 3.5]{Lu99}. Obtaining the structure constant in the first formula is reduced to computing the orders of the following two sets:

\[
\{ U \text{ symplectic lattice} | \{ L_{i-1} + (L_i \cap L_{p-1}') \} \subseteq U \subseteq L_i, \dim_k L_i/U = 1 \},
\]

\[
\{ U \text{ symplectic lattice} | \{ L_{i-1} + (L_i \cap L_p') \} \subseteq U \subseteq L_i, \dim_k L_i/U = 1 \}.
\]

Since the lattices \( U \) such that \( L_{i-1} \subseteq U \subseteq L_i \) are automatically symplectic (and \( U^\# \subseteq U \)) by Lemma \ref{lem:3.3.3} the computations in *loc. cit.* still work and we have the first formula.

For the second formula, it is reduced to computing the difference of the orders of the following two sets:

\[
\{ U \text{ symplectic lattice} | L_i \subseteq U \subseteq L_i + (L_{i+1} \cap L_p'), \dim_k U/L_i = 1 \},
\]

\[
\{ U \text{ symplectic lattice} | L_i \subseteq U \subseteq L_i + (L_{i+1} \cap L_{p-1}') , \dim_k U/L_i = 1 \}.
\]

And again in this case, the lattices involved are automatically symplectic and thus the computations in *loc. cit.* work here again. The second formula is obtained. \( \square \)

We now generalize Lemma \ref{lem:4.3.1} to a multiplication formula by “divided powers” of Chevalley generators.
Lemma 4.3.2. Assume that $A, B, C \in \Xi_{n,d}$ and $R \in \mathbb{N}$.

1. If $\text{ro}(A) = \text{co}(B)$ and $B - RE_\theta^{i,i+1}$ is diagonal for some $i \in [1, r]$, then we have

$$e_B \ast e_A = \sum_t v^2 \sum_{j>u} a_{ij} t_u \prod_{u \in \mathbb{Z}} \left[ \frac{a_{0u} + t_u + t_{-u}}{t_u} \right] e_A + \sum_{u \in \mathbb{Z}} t_u (E_\theta^{iu} - E_\theta^{i+1,u}),$$

where the sum is over all sequences $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$.

2. If $\text{ro}(A) = \text{co}(B)$ and $B - RE_\theta^{0,1}$ is diagonal, then we have

$$e_B \ast e_A = \sum_t v^2 \sum_{j>u} a_{ij} t_u \prod_{u \in \mathbb{Z}} \left[ \frac{a_{0u} + t_u + t_{-u}}{t_u} \right] e_A + \sum_{u \in \mathbb{Z}} t_u (E_\theta^{iu} - E_\theta^{1,u}).$$

3. If $\text{ro}(A) = \text{co}(C)$ and $C - RE_\theta^{i+1,i}$ is diagonal for some $i \in [0, r-1]$, then we have

$$e_C \ast e_A = \sum_t v^2 \sum_{j<u} a_{i+1,j} t_u \prod_{u \in \mathbb{Z}} \left[ \frac{a_{0u} + t_u + t_{-u}}{t_u} \right] e_A - \sum_{u \in \mathbb{Z}} t_u (E_\theta^{iu} - E_\theta^{i+1,u}).$$

4. If $\text{ro}(A) = \text{co}(C)$ and $C - RE_\theta^{r+1,r}$ is diagonal, then we have

$$e_C \ast e_A = \sum_t v^2 \sum_{j<u} a_{r+1,j} t_u \prod_{u \in \mathbb{Z}} \left[ \frac{a_{0u} + t_u + t_{-u}}{t_u} \right] e_A - \sum_{u \in \mathbb{Z}} t_u (E_\theta^{iu} - E_\theta^{r+1,u}),$$

where the sum is taken over $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$.

Proof. The proofs of (1), (3) and (4) are essentially the same as that of [BKLW14, Proposition 3.3], while the proof of (2) is similar to the proof of (4). Let us give a proof of (2) and skip (1), (3) and (4). We shall prove by induction on $R$. When $R = 1$, we have (2) by Lemma 4.3.1. Write $B_R$ for $B$ in order to keep track of the $R$, and $A_t$ for the matrix $A + \sum_{u \in \mathbb{Z}} t_u (E_\theta^{iu} - E_\theta^{1,u})$ associated with $t$. Let $G_{A,t}$ denote the coefficient of $e_{A_t}$ in (2). By Lemma 4.3.1, we have $e_{B_1} \ast e_{B_R} = [R+1] e_{B_{R+1}}$. So

$$e_{B_{R+1}} \ast e_A = \frac{1}{[R+1]} \sum_t G_{A,t} G_{A_{t+1}} e_{A_{t+1}},$$

where $p \in \mathbb{N}^\mathbb{Z}$ is the sequence whose nonzero entry is 1 at the position $p$.

It suffices to show that

$$\frac{1}{[R+1]} \sum_{t,p,p+2s} G_{A,t} G_{A_{t+2}e_{p+2s}} = G_{A,s}$$

for any sequence $s \in \mathbb{N}^\mathbb{Z}$ such that $\sum_{u \in \mathbb{Z}} s_u = R + 1$. By Lemma 4.3.1, the coefficient $G_{A_t,p}$ is equal to $v^2 \sum_{j>p} a_{ij} + \sum_{j>p} a_{ij} t_j t_{-j} (a_{0j} + t_j + t_{-j} + 1)$. The $v$-power terms of $G_{A,t}$ and $G_{A_{t+1}}$ together yield the $v$-power term of $G_{A,s}$ multiplying with $v^2 \sum_{j>p} t_j$. The $v$-binomial
coefficients of $G_{A,t}$ and $G_{A,\overline{t}}$ yield the $v$-binomial coefficient of $G_{A,s}$ multiplying with $[s_p]$. So we have

$$\frac{1}{R+1} \sum_{t+\overline{p}=s} G_{A,t} G_{A,\overline{t}} = G_{A,s} \frac{1}{R+1} \sum_{p \in \mathbb{Z}} v^{2 \sum_{j>p} t_j} [r_p] = G_{A,s}.$$  

By induction, we have proved (2). \hfill \Box

Lemma 1.3.2 can be rewritten in terms of the standard basis $[A]$ as follows. Recall that we have a bar involution $\overline{\cdot} : \mathbb{Q}(v) \to \mathbb{Q}(v)$ defined by $\overline{v} = v^{-1}$.

**Proposition 4.3.3.** Assume that $A, B, C \in \Xi_{n,d}$ and $R \in \mathbb{N}$.

1. If $\text{ro}(A) = \text{co}(B)$ and $B - RE_{\theta_i}^{i+1}$ is diagonal for some $i \in [1, r]$, then we have

$$[B] \ast [A] = \sum_t v^{\beta_t} \prod_{u>0} \left[\frac{a_{0u} + t_u + \overline{t}_{-u}}{t_u} \right] \prod_{u<0} \left[\frac{a_{0u} + t_u}{t_u} \right] \prod_{i=0}^{t_0-1} \left[\frac{a_{00} + 1 + 2i}{i + 1} \right] \left[ A + \sum_{u \in \mathbb{Z}} t_u (E_{\theta_i}^{iu} - E_{\theta_i}^{i+1,u}) \right],$$

where the sum is over all sequences $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$.

2. If $\text{ro}(A) = \text{co}(B)$ and $B - RE_{\theta_i}^{0,1}$ is diagonal, then we have

$$[B] \ast [A] = \sum_t v^{\beta_t} \prod_{u>0} \left[\frac{a_{0u} + t_u + \overline{t}_{-u}}{t_u} \right] \prod_{u<0} \left[\frac{a_{0u} + t_u}{t_u} \right] \prod_{i=0}^{t_0-1} \left[\frac{a_{00} + 1 + 2i}{i + 1} \right] \left[ A + \sum_{u \in \mathbb{Z}} t_u (E_{\theta_i}^{iu} - E_{\theta_i}^{i+1,u}) \right],$$

where the sum is over all sequences $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$, and

$$\beta_t = \sum_{j \geq u} a_{ij} t_u - \sum_{j > u} a_{ij} t_u + \sum_{j < u, j + u \leq 0} t_j t_u - \sum_{j > 0} t_j^2 - \frac{t_j}{2} + \frac{R^2 - R}{2}.$$

3. If $\text{ro}(A) = \text{co}(C)$ and $C - RE_{\theta_i}^{i+1}$ is diagonal for some $i \in [0, r-1]$, then we have

$$[C] \ast [A] = \sum_t v^{\gamma_t} \prod_{u \in \mathbb{Z}} \left[\frac{a_{i+1,u} + t_u}{t_u} \right] \left[ A - \sum_{u \in \mathbb{Z}} t_u (E_{\theta_i}^{iu} - E_{\theta_i}^{i+1,u}) \right],$$

where the sum is over all sequences $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$, and

$$\gamma_t = \sum_{j \leq u} a_{i+1,j} t_u - \sum_{j > u} a_{ij} t_u + \sum_{j < u} t_j t_u + \frac{1}{2} \delta_{i,0} \left( \sum_{j+u > 0} t_j t_u + \sum_{j > 0} t_j \right).$$

4. If $\text{ro}(A) = \text{co}(C)$ and $C - RE_{\theta_i}^{r+1}$ is diagonal, then we have

$$[C] \ast [A] = \sum_t v^{\gamma_t} \prod_{u \in \mathbb{Z}} \left[\frac{a_{i+1,u} + t_u}{t_u} \right] \prod_{u \in \mathbb{Z}} \left[\frac{a_{i+1,u} + t_u + t_{n-u}}{t_u} \right] \left[ A - \sum_{u \in \mathbb{Z}} t_u (E_{\theta_i}^{iu} - E_{\theta_i}^{i+1,u}) \right],$$

where the sum is over all sequences $t = (t_u | u \in \mathbb{Z})$ such that $t_u \in \mathbb{N}$ and $\sum_{u \in \mathbb{Z}} t_u = R$, and

$$\gamma_t = \sum_{j \leq u} a_{i+1,j} t_u - \sum_{j > u} a_{ij} t_u + \sum_{j < u} t_j t_u + \frac{1}{2} \delta_{i,0} \left( \sum_{j+u > 0} t_j t_u + \sum_{j > 0} t_j \right).$$
\[ \gamma'_t = \sum_{j \leq u} a_{r+1,j} t_u - \sum_{j < u} a_{r,j} t_u + \sum_{j < u, j + u \geq n} t_j t_u - \sum_{j < r+1} \frac{t_j^2 - t_j}{2} + \frac{R^2 - R}{2}, \]

and \( t = (t_u | u \in \mathbb{Z}) \) such that \( t_u \in \mathbb{N} \) and \( \sum_{u \in \mathbb{Z}} t_u = R. \)

**Proof.** Let us prove (1). By definition, we have \( d_B = Rb_{ii} = \sum_{i,j} a_{ij} t_u. \) Let us denote \((k, l)\)-th entry in \( A + \sum_{u \in \mathbb{Z}} t_u (E^{iu}_\theta - E^{iu+1}_\theta) \) by \( ^i a_{kl}. \) A lengthy calculation yields

\[ \sum_i a_{ij}^i a_{kl} - \sum a_{ij} a_{kl} = 2 \sum_{j < u} a_{ij} t_u - 2 \sum_{j > u} a_{i+1,j} t_u + 2 \sum_{j < u} t_j t_u + \delta_{ir} \sum_{j > u} t_j, \]

where the sums on the left-hand side run over all \((i, j, k, l)\) such that \( i \geq k, j < l \) and \( i \in [0, n - 1] \). We also have

\[ \sum_{i \geq 0 > j} ^i a_{ij} = \sum a_{ij}, \]

\[ \sum_{i \geq r+1 > j} ^i a_{ij} = \sum a_{ij} - \delta_{ir} \sum_{j < r+1} t_j. \]

Putting the above computations together, we have

\[ d_{A_t} - d_A = \sum_{j \leq u} a_{ij} t_u - \sum_{j > u} a_{i+1,j} t_u + \sum_{j < u} t_j t_u + \frac{1}{2} \delta_{ir} \left( \sum_{j+u \geq n} t_j t_u + \sum_{j > r+1} t_j \right), \]

where \( A_t = A + \sum_{u \in \mathbb{Z}} t_u (E^{iu}_\theta - E^{iu+1}_\theta). \) Now from Lemma 4.3.2(1), we have

\[ \beta_t = -d_B + d_{A_t} - d_A + 2 \sum_{j > u} a_{ij} t_u + 2 \sum_{u \in \mathbb{Z}} a_{iu} t_u. \]

The above calculations give rise to the formula for \( \beta_t \), and (1) follows.

We now prove (2). We set \( A_{0,t} = A + \sum_{u \in \mathbb{Z}} t_u (E^{0u}_\theta - E^{1u}_\theta) \) and write its \((i, j)\)-entry by \( ^0 a_{ij}. \) We have

\[ \beta'_t = -d_B - d_A + d_{A_{0,t}} + 2 \sum_{j > u} a_{0j} t_u + 2 \sum_{j > u, j + u \leq 0} t_j t_u + \sum_{u \leq 0} t_u (t_u - 1). \]

By definition, we have \( d_B = \sum_{j \leq u} a_{0j} t_u + \frac{R^2 - R}{2}. \) Moreover, we have

\[ d_{A_{0,t}} - d_A = \sum_{j < u} a_{0j} t_u - \sum_{j > u} a_{1j} t_u + \sum_{j < u} t_j t_u + \frac{1}{2} \left( \sum_{j+u > 0} t_j t_u - \sum_{j > 0} t_j \right). \]

Thus,

\[ \beta'_t = \sum_{j \geq u} a_{0j} t_u - \sum_{j > u} a_{1j} t_u - \frac{R^2 - R}{2} + \sum_{j < u} t_j t_u \]

\[ + 2 \sum_{j > u, j + u \leq 0} t_j t_u + \sum_{u \leq 0} t_u (t_u - 1) + \frac{1}{2} \left( \sum_{j+u > 0} t_j t_u - \sum_{j > 0} t_j \right) \]

\[ = \sum_{j \geq u} a_{0j} t_u - \sum_{j > u} a_{1j} t_u + \frac{R^2 - R}{2} + \sum_{j < u, j + u \leq 0} t_j t_u - \frac{1}{2} \sum_{j > 0} t_j^2 - t_j. \]
So we have proved (2).

For (3), we have $d_C = \sum_{j,u} a_{i+1,j} t_u$, and

$$
d_A - \Sigma_{u\in Z} t_u (E^u - E^{u+1,u}) - d_A = \sum_{j>u} a_{i+1,j} t_u - \sum_{j<u} a_{ij} t_u + \sum_{j<u} t_j t_u + \frac{1}{2} \delta_{i,0} \left( \sum_{j+u>0} t_j t_u + \sum_{j>0} t_j \right).
$$

So we have the formula for $\gamma_3$ in (3).

For (4), we have $d_C = \sum_{j,u} a_{r+1,j} t_u + \frac{R^2 - R}{2}$, and

$$
d_A - \Sigma_{u\in Z} t_u (E^u - E^{u+1,u}) - d_A = \sum_{j>u} a_{r+1,j} t_u - \sum_{j<u} a_{rj} t_u + \sum_{j<u} t_j t_u + \frac{1}{2} \left( \sum_{j+u<n} t_j t_u - \sum_{j<r+1} t_j \right).
$$

So we have the formula for $\gamma'_4$ in (4). \hfill \square

4.4. The Leading Term

We have the following affine generalization of [BKLW14] Lemma 3.9.

**Lemma 4.4.1.** Let $A, B, C \in \Xi_{n,d}$. Let $R$ be a positive integer.

1. Assume that $B - R E_{h+1}^{h+1}$ is diagonal for some $h \in [0, r]$ and $\text{co}(B) = \text{ro}(A)$. Assume further that the matrix $A$ satisfies one of the following conditions:

   - $a_{0j} = 0$, $\forall j \geq k$; $a_{1k} = R$, $a_{0j} = 0$, $\forall j > k$, if $h = 0, k \geq 0$; or
   - $a_{hj} = 0$, $\forall j \geq k$; $a_{h+1,k} = R$, $a_{h+1,j} = 0$, $\forall j > k$, if $h \in [1, r - 1]$; or
   - $a_{rj} = 0$, $\forall j \geq k$; $a_{r+1,k} = R$, $a_{r+1,j} = 0$, $\forall j > k$, if $h = r, k > r + 1$; or
   - $a_{rj} = 0$, $\forall j \geq r + 1$; $a_{r+1,r+1} \geq 2R$, $a_{r+1,j} = 0$, $\forall j > r + 1$, if $h = r, k = r + 1$.

   Then we have $[B] \ast [A] = [A + R(E_{h+1}^{h+1} - E_{h}^{h+1})] + \text{lower terms}$.

2. Assume that $C - R E_{h+1}^{h+1}$ is diagonal for some $h \in [0, r]$ and $\text{co}(C) = \text{ro}(A)$. Assume further that $A$ satisfies one of the following conditions:

   - $a_{ij} = 0$, $\forall j \leq k$; $a_{0j} = R$, $a_{0j} = 0$, $\forall j < k$, if $h = 0, k < 0$; or
   - $a_{1j} = 0$, $\forall j \leq k$; $a_{0j} \geq 2R$, $a_{0j} = 0$, $\forall j < k$, if $h = 0, k = 0$; or
   - $a_{hj} = 0$, $\forall j < k$; $a_{hk} = R$, $a_{h+1,j} = 0$, $\forall j < k$, if $h \in [1, r - 1]$; or
   - $a_{rj} = 0$, $\forall j < k$; $a_{rk} = R$, $a_{r+1,j} = 0$, $\forall j < k$, if $h = r, k \leq r$.

   Then we have $[C] \ast [A] = [A - R(E_{h}^{h+1} - E_{h+1}^{h+1})] + \text{lower terms}$.

**Proof.** We prove (1). Let

$$
M = A + R(E_{h}^{h} - E_{h}^{h+1}), \quad M' = A + \sum_{u \in Z} t_u (E_{h}^{hu} - E_{h}^{h+1,u}),
$$

with $\sum_{u \in Z} t_u = R$. By an argument similar to the proof of [BLM90] Lemma 3.8, it is enough to show that $M' \leq_{\text{alg}} M$. Assume that $h \in [1, r - 1]$. By definition, the $(r, s)$-th entry of $M$ is

$$
m_{rs} = a_{rs} + R \sum_{l \in Z} \delta_{s,k+l} (\delta_{r,h+l} - \delta_{r,h+1+l}) + R \sum_{l \in Z} \delta_{s,n-k+l} (\delta_{r,n-h+l} - \delta_{r,n-1-h+l}).
$$
Observe that
\[
\sum_{r \leq i, s \geq j} R \sum_{t \in \mathbb{Z}} \delta_{s,k+ln}(\delta_{r,h+ln} - \delta_{r,h+1+ln})
\]
(4.4.1)
\[
= \begin{cases} 
R, & \text{if } i = h + l_1 n, j \leq k + l_1 n, \text{ for some } l_1, \\
0, & \text{otherwise.}
\end{cases}
\]
\[
\sum_{r \leq i, s \geq j} + R \sum_{t \in \mathbb{Z}} \delta_{s,n-k+ln}(\delta_{r,n-h+ln} - \delta_{r,n-1-h+ln})
\]
(4.4.2)
\[
= \begin{cases} 
-R, & \text{if } i = n - 1 - h + l_1 n, j \leq n - k + l_1 n, \text{ for some } l_1, \\
0, & \text{otherwise.}
\end{cases}
\]

On the other hand, the \((r, s)\)-th entry \(m'_{r,s}\) of \(M'\) is equal to
\[
m'_{r,s} = a_{rs} + \sum_{t \in \mathbb{Z}} t_{s-ln}(\delta_{r,h+ln} - \delta_{r,h+1+ln}) + \sum_{t \in \mathbb{Z}} t_{n-s+ln}(\delta_{r,n-h+ln} - \delta_{r,n-1-h+ln}).
\]

Notice that
\[
\sum_{r \leq i, s \geq j} \sum_{t \in \mathbb{Z}} t_{s-ln}(\delta_{r,h+ln} - \delta_{r,h+1+ln})
\]
(4.4.3)
\[
= \begin{cases} 
\sum_{s+l_1 n \geq j} t_s, & \text{if } i = h + l_1 n, \text{ for some } l_1, \\
0, & \text{otherwise.}
\end{cases}
\]
\[
\sum_{r \leq i, s \geq j} \sum_{t \in \mathbb{Z}} t_{n-s+ln}(\delta_{r,n-h+ln} - \delta_{r,n-1-h+ln})
\]
(4.4.4)
\[
= \begin{cases} 
-\sum_{n-s+l_1 n \geq j} t_s, & \text{if } i = n - 1 - h + l_1 n, \\
0, & \text{otherwise.}
\end{cases}
\]

To show that \(M' \leq_{alg} M\) when \(A\) is subject to the second condition, it suffices to show that (4.4.1) \(\geq\) (4.4.3) and (4.4.2) \(\geq\) (4.4.4) when \(i < j\). Indeed, since \(A\) satisfies the second condition, we have \(t_u = 0\) unless \(u \leq k\). If \(i < j\) and \(i = h + l_1 n\) for some \(l_1\), we have \(\sum_{s+l_1 n \geq j} t_s \leq R\). If, moreover, \(h \geq k\), then \(\sum_{s+h} t_s = 0\). From these data, we see that (4.4.3) \(\leq\) (4.4.1) when \(i < j\). When \(i < j\), we see that (4.4.2) is equal to \(-R\) when \(j \leq n - k + l_1 n\), and in this case (4.4.4) is also equal to \(-R\). So we have (4.4.4) \(\leq\) (4.4.2) when \(i < j\). Therefore we have (1) when \(A\) is subject to the second condition.

For \(A\) subject to either of the remaining conditions, the proof of (1) is entirely similar and is left to the readers.

We now prove (2) for \(h \in [1, r - 1]\), i.e., when \(A\) is subject to the second condition. Suppose that \(M = A - R(E_{\theta}^h - E_{\theta}^{h+1})\) and \(M' = A - \sum_{u \in \mathbb{Z}} t_u(E_{\theta}^h - E_{\theta}^{h+1})\) with \(\sum_{u \in \mathbb{Z}} t_u = R\). It suffices to show that \(M' \leq_{alg} M\). Similar to the proof of (1), it is reduced to show that (4.4.1) \(\leq\) (4.4.3) and (4.4.2) \(\leq\) (4.4.4) when \(i < j\). By assumption, we see that \(t_u = 0\) unless \(u \geq k\). When (4.4.1) takes value \(R\), then \(j \leq k + l_1 n\), which implies that \(\sum_{s+l_1 n \geq j} t_s \geq R\). Hence (4.4.1) \(\leq\) (4.4.3) in this case. When (4.4.2) takes value \(0\), we have either \(j > n - k + l_1 n\) for some \(l_1\) or \(i \neq n - 1 - h + l_1 n\) for any \(l_1\). For the latter case, (4.4.4) is always zero. For the former, we have \(\sum_{n-s+l_1 n} t_s = \sum_{s<k} t_s = 0\). Thus we have (4.4.2) \(\leq\) (4.4.4). Therefore we have proved (2) if \(A\) satisfies the second condition.
For the remaining cases, the proof of (2) is again similar and skipped.

The following lemma is the counterpart of Lemma 2.2.2.

**Lemma 4.4.2.** Let \( A, B, C \in \Xi_{n,d} \). Let \( R \) be a positive integer.

1. Assume that \( B - RE_0^{h+1} \) is diagonal for some \( h \in [0, r] \) and \( \text{co}(B) = \text{ro}(A) \). Assume further that \( R = R_0 + \cdots + R_l \) and the matrix \( A \) satisfy one of the following conditions:
   
   \[
   \begin{align*}
   a_{0m} &= 0, \quad a_{1k} = R_t, \quad a_{1j} = 0, \quad \text{if } h = 0, \quad k \geq 1; \\
   a_{hm} &= 0, \quad a_{h+1,k+i} = R_t, \quad a_{h+1,j} = 0, \quad \text{if } h \in [1, r-1]; \\
   a_{rm} &= 0, \quad a_{r+1,k+i} = R_t, \quad a_{r+1,j} = 0, \quad \text{if } h = r, \quad k > r + 1; \\
   a_{rm} &= 0, \quad a_{r+1,k+i} = R_t, \quad a_{r+1,j} = 2R_0, \quad a_{r+1,j} = 0, \quad \text{if } h = r, \quad k = r + 1.
   \end{align*}
   \]
   
   for all \( m \geq k, \ i \in [1, l] \) and \( j > k + l \). Then we have
   
   \[
   [B] \ast [A] = [A + \sum_{i=0}^{l} R_i(E_0^{h,k+i} - E_0^{h+1,k+i})] + \text{lower terms}.
   \]

2. Assume that \( C - RE_0^{h+1} \) is diagonal for some \( h \in [0, r] \) and \( \text{co}(C) = \text{ro}(A) \). Assume further that \( R = R_0 + \cdots + R_l \) and \( A \) satisfy one of the following conditions:

   \[
   \begin{align*}
   a_{1m} &= 0, \quad a_{0,k+i} = R_t, \quad a_{0,j} = 0, \quad \text{if } h = 0, \quad k + l < 0; \\
   a_{1m} &= 0, \quad a_{0,k+i} = R_t, \quad a_{0} = 2R_t, \quad a_{0,j} = 0, \quad \text{if } h = 0, \quad k + l = 0; \\
   a_{h+1,m} &= 0, \quad a_{h,k+i} = R_t, \quad a_{h,k+l} = R_t, \quad a_{h,j} = 0, \quad \text{if } h \in [1, r-1]; \\
   a_{r+1,m} &= 0, \quad a_{r,k+i} = R_t, \quad a_{r,k+l} = R_t, \quad a_{r,j} = 0, \quad \text{if } h = r, \quad k < r.
   \end{align*}
   \]
   
   for all \( m \leq k + l, \ i \in [0, l-1] \) and \( j < k \). Then we have
   
   \[
   [C] \ast [A] = [A - \sum_{i=0}^{l} R_i(E_0^{h,k+i} - E_0^{h+1,k+i})] + \text{lower terms}.
   \]

**Proof.** We show (1). By a similar argument as that for Lemma 4.4.1, the leading term is \([A + \sum_{i=0}^{l} R_i(E_0^{h,k+i} - E_0^{h+1,k+i})]\). It remains to show that its coefficient is 1. In this case, we have

   \[
   t_{k+i} = R_t, \ \forall i \in [0, l], \ \text{and} \ \ t_j = 0, \ \forall j \notin [k, k + l].
   \]

By Proposition 4.3.3, we have

\[
\prod_{u \geq 0} \left[ \frac{a_{0u} + t_u + t_{-u}}{t_u} \right] \prod_{u < 0} \left[ \frac{a_{0u} + t_u}{t_u} \right] \prod_{i=0}^{l} \frac{1}{R_0^{a_{00}+1+2i} [l+i]} = 1, \quad \text{if } h = 0,
\]

\[
\prod_{u \in \mathbb{Z}} \left[ \frac{a_{hu} + t_u}{t_u} \right] = 1, \quad \text{if } h \neq 0.
\]

Moreover, we have

\[
\begin{align*}
\beta_t &= \sum_{j \geq 0} (t_j - a_{h+1,j}) t_u + \frac{1}{2} \left( \sum_{j+u < n+1} t_j t_u - \sum_{j < r+1} t_j \right) = 0, \quad \text{if } h \neq 0, \\
\beta_t' &= - \sum_{j \geq u} a_{1j} t_u - \sum_{j = 0}^{2} \frac{t_j^2 t_u}{2} + R^2 - R = \frac{1}{2} (R^2 - \sum_{j} t_j^2 - 2 \sum_{j > u} t_j t_u) = 0, \quad \text{if } h = 0.
\end{align*}
\]

In each case, the leading coefficient is 1, and whence (1). A similar proof of (2) is skipped.
CHAPTER 5

Coideal algebra type structures of Schur algebras and Lusztig algebras

In this chapter, we formulate a coideal algebra type structure which involves Schur algebras of both affine type $C$ and $A$, and its behavior on the Chevalley generators. This leads to an imbedding $J_{n,d}$ from $S_{n,d}^c$ to $S_{n,d}$ (Schur algebra of affine type $A$). We show the comultiplication and $J_{n,d}$ behave well when replacing Schur algebras by Lusztig subalgebras. The canonical bases and monomial bases are shown to be compatible under the inclusion $U^c_{n,d} \subset S_{n,d}^c$.

5.1. The Lusztig algebra $U^c_{n,d}$

We now set

$$n = 2r + 2, \quad (r \in \mathbb{N}).$$

Recall the Schur algebra $S_{n,d}^c$ from \([1,2,3]\). Let $U^c_{n,d}$ be the subalgebra of $S_{n,d}^c$ generated by all elements $[B]$ such that $B$, $B - E^h_{\theta}h^{+1}$ or $B - E^h_{\theta}h^{+1}$ is diagonal for various $h$. Let $U^c_{n,d,A}$ denote the $A$-subalgebra of $S_{n,d}^c$ generated by all elements $[B]$ such that $B$, $B - RE^h_{\theta}h^{+1}$ or $B - RE^h_{\theta}h^{+1}$ is diagonal for various $h$ and $R \in \mathbb{N}$. Following the affine type $A$ setting, we make the following definition.

**Definition 5.1.1.** The algebra $U^c_{n,d}$ is called the Lusztig algebra (of affine type $C$).

For $i \in [0, r]$ and $a \in [-1, r + 1]$, we define the following functions (with the notation $\subset, \supset$ denoting inclusions of codimension 1 and $|W|$ for the dimension of a $k$-vector space): for any $L = (L_i)_{i \in \mathbb{Z}}, L' = (L'_i)_{i \in \mathbb{Z}} \in \mathcal{X}_{n,d}$

$$e_i(L, L') = \begin{cases} v^{-|L'_{i+1}/L'_i| - \delta_i, r}, & \text{if } L_i \subset L'_i, L_j = L'_j, \forall j \in [0, r]\{i\}; \\ 0, & \text{otherwise}. \end{cases} \quad (5.1.1)$$

$$f_i(L, L') = \begin{cases} v^{-|L'_i/L_i| - \delta_i, a}, & \text{if } L_i \supset L'_i, L_j = L'_j, \forall j \in [0, r]\{i\}; \\ 0, & \text{otherwise}. \end{cases} \quad (5.1.2)$$

$$h_i^{\pm 1}(L, L') = v^{\pm(|L'_i/L_a| + \delta_{a, 0} + \delta_{a, r + 1})} \delta_{L, L'}. \quad (5.1.3)$$

$$k_i = h_{i+1}h_i^{-1}. \quad (5.1.4)$$

It follows by the definition that for $i \in [0, r]$ and $a \in [0, r + 1]$,

$$e_i = \sum [A], \quad f_i = \sum [A], \quad h_a = \sum_{\lambda \in \Lambda_{n,d}} \lambda \lambda 1_\lambda, \quad k_i = \sum_{\lambda \in \Lambda_{n,d}} \lambda^{\lambda_{i+1} - \lambda_{i}} 1_\lambda.$$
where the first two sums run over all $A \in \Xi_{n,d}$ such that $A - E_{i}^{+1,i}$ and $A - E_{i}^{-1,i}$ are diagonal, respectively, $1_{\lambda}$ stands for the standard basis element of a diagonal matrix whose diagonal is $\lambda$, and

$$
\Lambda_{n,d}^\epsilon = \left\{ (a_i)_{i \in \mathbb{Z}} \middle| a_i \in \mathbb{N}, a_i = a_{i-1}, a_i = a_{i-1}, \sum_{1 \leq i \leq n} a_i = 2d + 2, a_0, a_{r+1} \text{ odd} \right\}.
$$

(5.1.5)

So we have $e_i, f_i, k_i^\pm, h_i^\pm \in U_{n,d}^\epsilon$.

By the local property of $L_0$ in Section 3.3, one can obtain the following relations (5.1.6) by using a similar argument in [BKLW14, Proposition 3.1] for the relations related to the generators $e_r, f_r, h_r$ and $h_{r+1}$ for $r \geq 1$. Note that the generators $e_0, f_0, h_0$ and $h_1$ play the roles of the respective generators $e_r, e_r, h_{r+1}$ and $h_r$ in the argument, by comparing items (1) and (2) in Lemma 3.3.3. For $r \geq 1$, we have

$$
h_0 f_0 = v^2 f_0 h_0, \quad h_0 e_0 = v^{-2} e_0 h_0,
$$

$$
e_i^2 f_0 + f_0 e_i^2 = (v + v^{-1}) (e_i f_0 e_i - (v h_i^{-1} h_0 + v^{-1} h_i h_0^{-1}) e_i),
$$

$$
f_i^2 e_0 + e_0 f_i^2 = (v + v^{-1}) (f_i e_0 f_i - f_0 (v h_i^{-1} h_0 + v^{-1} h_i h_0^{-1})).
$$

(5.1.6)

For $i, j \in [0, r]$, we denote the Cartan integers by

$$
c_{ij} = 2\delta_{ij} - \delta_{i,j+1} - \delta_{i,j-1}.
$$

(5.1.7)

**Proposition 5.1.2.** Let $r \geq 1$. The elements $e_i, f_i, k_i, h_i$ for $i \in [0, r]$ satisfy the following relations in $U_{n,d}^\epsilon$, for all $i, j \in [0, r]$: 

$$
k_0 (k_1^2 \cdots k_{r+1}) k_r = 1,
$$

$$
k_i k_i^{-1} = k_0, \quad k_i k_j = k_j k_i,
$$

$$
k_i e_j k_i^{-1} = v^{c_{ij} + \delta_0, \delta_0, a, \delta_0, \delta_0, \delta_0} e_j,
$$

$$
k_i f_j k_i^{-1} = v^{c_{ij} - \delta_0, \delta_0, a, \delta_0, \delta_0, \delta_0} f_j,
$$

$$
e_i e_j = e_j e_i, \quad f_i f_j = f_j f_i, \quad \forall |i - j| > 1,
$$

$$
e_i^2 e_j + e_j e_i^2 = (v + v^{-1}) e_i e_j e_i, \quad \forall |i - j| = 1,
$$

$$
f_i^2 f_j + f_j f_i^2 = (v + v^{-1}) f_i f_j f_i, \quad \forall |i - j| = 1,
$$

$$
e_i f_j - f_j e_i = \delta_{ij} \frac{k_i - k_j^{-1}}{v - v^{-1}}, \quad \forall (i, j) \neq (0, 0), (r, r),
$$

$$
e_0^2 f_0 + f_0 e_0^2 = (v + v^{-1}) (e_0 f_0 e_0 - (v k_0 + v^{-1} k_0^{-1}) e_0),
$$

$$
e_i^2 f_r + f_r e_i^2 = (v + v^{-1}) (e_r f_r e_r - e_r (v k_r + v^{-1} k_r^{-1})),
$$

$$
f_0^2 e_0 + e_0 f_0^2 = (v + v^{-1}) (f_0 e_0 f_0 - f_0 (v k_0 + v^{-1} k_0^{-1})),
$$

$$
f_r^2 e_r + e_r f_r^2 = (v + v^{-1}) (f_r e_r f_r - (v k_r + v^{-1} k_r^{-1}) f_r).
$$

**Proof.** In light of (5.1.6) the verification of the relations is essentially reduced to the finite type computations, which is given in [BKLW14, Proposition 3.1]. We skip the detail. □

The following lemma is an analogue of [BKLW14, Corollary 3.13] which follows by a standard Vandermonde determinant type argument.
Lemma 5.1.3. The algebra $U_{n,d}^c$ is generated by $e_i$, $f_i$, and $k_i^\pm 1$ for all $i \in [0,r]$.

We will refer to the generators of the algebra $U_{n,d}^c$ given by the above lemma as Chevalley generators.

5.2. A raw comultiplication

In this section, we shall give the definition of a raw comultiplication $\tilde{\Delta}^c$, which is a key component in the construction of a refined comultiplication $\Delta^c$ in Section 5.3.

The raw comultiplication is originally defined by Lusztig in [Lu00] (though this terminology was not used therein), which has geometric origin, while it is incompatible with algebraic comultiplication in literature. To prove the positivity of the algebraic comultiplication, in [FL15], the raw comultiplication is modified to be the one, called refined comultiplication, which is compatible with its algebraic definition. This construction is generalized to affine type C setting in Section 5.3.

We fix some notations to begin with. Let $k = \mathbb{F}_q$, $F = k((\varepsilon))$, and $\mathfrak{o} = k[[\varepsilon]]$ where $q$ is odd. Let $V$ be a symplectic $F$-vector space of dimension $2d$ with the form $(-,-)$. Let $V''$ be an isotropic $F$-subspace of $V$ of dimension $d''$, and so $V' = V''/V''$ is a symplectic space of dimension $2d'$ with its symplectic form induced from $V$; note that $d' = d - d''$.

Given a periodic chain $L$ in $\mathfrak{X}_{n,d}^c$, we can define a periodic chain $L'' := \pi''(L) \in \mathfrak{X}_{n,d''}$ (of affine type $A$) by setting $L_i'' = L_i \cap V''$ for all $i$. We can also define a periodic chain $L' = \pi'((L) \in \mathfrak{X}_{n,d'}^c$ by setting $L_i' = (L_i \cap V'' + V'')/V'$ for all $i$. Given any pair $(L', L'') \in \mathfrak{X}_{n,d'}^c \times \mathfrak{X}_{n,d''}$, we set

$$Z^c_{L', L''} = \{ L \in \mathfrak{X}_{n,d}^c | \pi^c(L) = L', \pi''(L) = L'' \}.$$

We can define a map

$$\tilde{\Delta}^c : S_{n,d}^c \rightarrow S_{n,d'}^c \otimes S_{n,d''}, \quad \forall d' + d'' = d, \quad (5.2.1)$$

such that, when specializing the parameter $v$ at $v = \sqrt{q}$, it is given by

$$\tilde{\Delta}^c(f)(L', \tilde{L}', L'', \tilde{L}'') = \sum_{L \in Z^c_{L', L''}} f(L, \tilde{L}), \quad \forall L', \tilde{L}' \in \mathfrak{X}_{n,d'}, L'', \tilde{L}'' \in \mathfrak{X}_{n,d''}, \quad (5.2.2)$$

where $L$ is a fixed element in $Z^c_{L', L''}$. Note the appearance of $S_{n,d''}$ in (5.2.1), which is an Schur algebra of affine type $A$ defined in (2.2.3).

By applying Proposition 3.1.2 we have the following analogue of [Lu00] Lemma 1.3.

Lemma 5.2.1. Suppose that $V''$ is an isotropic subspace of the symplectic space $V$ and $L = (L_i)_{i \in \mathbb{Z}} \in \mathfrak{X}_{n,d}$. Then we can find a pair $(T, W)$ of subspaces in $V$ such that

1. $V = V'' \oplus T \oplus W$, $(V'')^\perp = V'' \oplus T$,
2. $W$ is isotropic, $(T, W) = 0$,
3. There exist bases $\{z_1, \ldots, z_s\}$ and $\{w_1, \ldots, w_s\}$ of $V''$ and $W$, respectively, such that $(z_i, w_j) = \delta_{ij}$ for any $i, j \in [1, s]$,
4. $L_i = (L_i \cap V'') \oplus (L_i \cap T) \oplus (L_i \cap W)$, for any $i \in \mathbb{Z}$.

We can now show that the definition (5.2.2) is well defined (i.e., it is independent of the choice of $L$), following the argument in [Lu00, 1.2]; see also [FL15, 3.2]. For fixed $L \in \mathfrak{X}_{n,d}^c$, let $\tilde{Z}_L^c$ be the set of all pairs $(T, W)$ satisfying the first three conditions in Lemma 5.2.1.
Note that given a pair \((T, W)\) in \(\tilde{Z}_L^c\), we have an isomorphism \(\pi : T \to V'^{\perp}/V''\). Now if \(L \in Z_{L', L''}^c\), we define a map
\[
\psi : \tilde{Z}_L^c \to Z_{L', L''}^c, \quad (T, W) \mapsto L^{T, W},
\]
where
\[
L_i^{T, W} = L''_i \oplus \pi^{-1}(L'_i) \oplus (L''_{i-1})^\#, \quad (L''_{i-1})^\# = \{w \in W | (w, L''_{i-1}) \in \mathfrak{o}\}, \quad \forall i \in \mathbb{Z}.
\]
By Lemma 5.2.1, the map \(\psi\) is surjective.

Let \(P_{V''}\) be the stabilizer of the flag \(V'' \subseteq V'^{\perp}\) in \(Sp_F(V)\). Let \(\mathcal{U} = \mathcal{U}_{V''}\) be its unipotent radical, i.e., the set of all \(g \in Sp_F(V)\) such that \(g(x) = x\) for all \(x \in V''\) and \(g(y) = y\) for all \(y \in V'^{\perp}\). The \(Sp_F(V)\)-actions on \(X_{n, d}^c\) and \(V\) restrict to the \(\mathcal{U}\)-actions on \(\tilde{Z}_L^c\) and \(Z_{L', L''}^c\), respectively. Clearly, \(\mathcal{U}\) is \(\mathcal{U}\)-equivariant and \(\mathcal{U}\) acts transitively on \(\tilde{Z}_L^c\), and so \(\mathcal{U}\) acts transitively on \(Z_{L', L''}^c\). This means that if \(\hat{L} \in Z_{L', L''}^c\), there is \(g \in \mathcal{U}\) such that \(g\hat{L} = L\). From this, we have for all \(\hat{L} \in Z_{L', L''}^c\):
\[
\sum_{\hat{L} \in Z_{L', L''}^c} f(\hat{L}, \hat{L}) = \sum_{L \in Z_{L', L''}^c} f(L, g^{-1}L) = \sum_{L \in Z_{L', L''}^c} f(L, L).
\]
Therefore the definition of (5.2.2) and hence \(\tilde{\Delta}^c\) is independent of the choice of \(L\).

Following the argument of [Lu00, Proposition 1.5], which is formal and not reproduced here, we have the following proposition.

**Proposition 5.2.2.** The map \(\tilde{\Delta}^c\) is an algebra homomorphism.

Now we determine how the map \(\tilde{\Delta}^c\) acts on the generators. Recall from Chapter 2 the Chevalley generators \(H_i, E_i\) and \(F_i\) for Lusztig algebra \(U_{n, d}\) of affine type \(A\) (a subalgebra of the Schur algebra \(S_{n, d}\) of affine type \(A\)), and that \(H_{n+i} = H_i, E_{n+i} = E_i\) and \(F_{n+i} = F_i\).

**Proposition 5.2.3.** For any \(i \in [0, r]\), we have
\[
\tilde{\Delta}^c(e_i) = e'_i \otimes H''_{i+1}H''_{n-1-i} + h'_{i+1} \otimes E''_{i}H''_{n-1-i} + h'_{i+1} \otimes F''_{n-1-i}H''_{i+1},
\]
\[
\tilde{\Delta}^c(f_i) = f'_i \otimes H''_{i+1}H''_{n-1-i} + h'_i \otimes F''_{i}H''_{n-1-i} + h'_i \otimes E''_{n-1-i}H''_{i+1}.
\]
\[
\tilde{\Delta}^c(k_i) = k'_i \otimes K''_{i+1}K''_{n-1-i}.
\]

Here the superscripts ‘ and ‘ indicate that the underlying Chevalley generators lie in \(S_{n, d'}^c\) and \(S_{n, d'}\), respectively.

**Proof.** For any \(L \in X_{n, d}^c\), we have
\[
|L_{i+1}/L_i| = |L'_{i+1}/L'_i| + |L''_{i+1}/L''_i| + |L''_{n-1-i}/L''_{n-2-i}|.
\]
The proposition in the cases for \(i \in [1, r]\) follows directly from Proposition A.3.2 for the finite type; also cf. [FL15]. The case for \(i = 0\) follows from a similar argument to that of the case for \(i = r\). Note that when \(r = 0\), one uses the non-degenerate symplectic form on \(L_1/L_0 = \varepsilon^{-1}L''_0/L_0\), inherited from that of \(V\) (see [Lu13]). \(\square\)
5.3. THE COMULTIPLICATION $\Delta^t$

Recall $\Lambda_{n,d}$ and $\Lambda'_{n,d}$ from (2.2.2) and (5.1.3), respectively. The set $X_{n,d}$ can be decomposed as follows:

$$X_{n,d} = \bigsqcup_{a=(a_i)\in\Lambda_{n,d}} X_{n,d}(a), \quad \text{where} \quad X_{n,d}(a) = \{ V \in X_{n,d} \mid |V_i/V_{i-1}| = a_i, \forall 1 \leq i \leq n \}. \quad (5.3.1)$$

Similarly the set $X'_{n,d}$ admits the following decomposition:

$$X'_{n,d} = \bigsqcup_{a=(a_i)\in\Lambda'_{n,d}} X'_{n,d}(a), \quad \text{where} \quad X'_{n,d}(a) = \{ V \in X'_{n,d} \mid |V_i/V_{i-1}| = a_i - \delta_{i,r+1} - \delta_{i,n}, \forall 1 \leq i \leq n \}. \quad (5.3.2)$$

Given $a,b \in \Lambda'_{n,d}$, let $S_{n,d}(b,a)$ be the subspace of $S_{n,d}$ spanned by the standard basis elements $[A]$ such that $\text{ra}(A) = b$ and $\text{co}(A) = a$. Similarly, for $a,b \in \Lambda_{n,d}$, we define the affine type $A$ counterpart $S_{n,d}(b,a)$. Let $\Delta^e_{b',a',b'',a''}$ be the component of $\Delta^c$ from $S_{n,d}(b,a)$ to $S_{n,d}(b',a') \otimes S_{n,d}(b'',a'')$ such that $b_i = b'_i + b''_i - a'_i$, $a_i = a'_i + a''_i + a''_{-i}$, for $i \in \mathbb{Z}$. We set

$$s(b',a',b'',a'') = \sum_{1 \leq k \leq n} b'_k b''_k - a'_k a''_k,$$

and

$$u(b'',a'') = \frac{1}{2} \left( \sum_{1 \leq k \leq n-1 \atop k+j \geq n} b''_k b''_j - a''_k a''_j + \sum_{n-1 \leq k \geq r+1} a''_k - b''_k \right),$$

for all $b',a' \in \Lambda'_{n,d}$ and $b'',a'' \in \Lambda_{n,d}$. We renormalize the raw comultiplication $\Delta^c$ to be $\Delta^{c\dagger}$ by letting

$$\Delta^{c\dagger}_{b',a',b'',a''} = u(s(b',a',b'',a'') + u(b'',a'')) \Delta^c_{b',a',b'',a''},$$

$$\Delta^{c\dagger} = \bigoplus_{b',a',b'',a''} \Delta^{c\dagger}_{b',a',b'',a''} : S_{n,d} \to S_{n,d} \otimes S_{n,d}.$$  \quad (5.3.3)

**Proposition 5.3.1.** Let $d = d' + d''$. For all $i \in [0, r]$, we have

$$\Delta^{c\dagger}(e_i) = v^{\delta_{i,0}d''} e'_i \otimes \mathbb{K}''_{n-i} + 1 \otimes v^{-\delta_{i,0}(2d'+2)} E''_i + k_i' \otimes v^{\delta_{i,0}(d'-1) + \delta_{i,0}} F''_{n-i-1} \mathbb{K}''_{n-i}.$$

$$\Delta^{c\dagger}(f_i) = v^{-\delta_{i,0}d''} f'_i \otimes \mathbb{K}'_{n-i-1} + k_{i-1}' \otimes v^{\delta_{i,0}(d'+2) - \delta_{i,0}} \mathbb{K}''_{n-i-1} F''_i + 1 \otimes v^{-\delta_{i,0}(d'-1)} E''_{n-i-1}.$$

$$\Delta^{c\dagger}(k_i) = k'_i \otimes \mathbb{K}'_{n-i-1}.$$  

Here the superscripts follow the same convention as in Proposition 5.2.3.

**Proof.** The third formula on $\Delta^{c\dagger}(k_i)$ is clear.

Suppose that the quadruple $(b', a', b'', a'')$ satisfies the following conditions:

$$b'_k = a'_k - \delta_{k,i} + \delta_{k,n-i} + \delta_{k,n-1} - \delta_{k,n}, \quad b''_k = a''_k, \quad \forall k, \text{ some } i \in [0, r],$$

where $\bar{k}$, $\bar{i}$'s are in $\mathbb{Z}/n\mathbb{Z}$. So we have $s(b', a', b'', a'') = -a''_{n-1-i} + \delta_{i,0}d''$ and $u(b'', a'') = 0$.

Suppose that the quadruple $(b', a', b'', a'')$ satisfies the following conditions:

$$b'_k = a'_k + \delta_{k,i}, \quad b''_k = a''_k - \delta_{k,i} + \delta_{k,n}, \quad \forall k, \text{ some } i \in [0, r].$$

Then we have $s(b', a', b'', a'') = a''_{i+1} - \delta_{i,0}(2d' + 2)$, and $u(b'', a'') = a''_{n-1-i}$.
Suppose that the quadruple \((b', a', b'', a'')\) satisfies the following conditions:

\[
b'_k = a'_k, \quad b''_k = a''_k + \delta_{k,n-1-i} - \delta_{k,n-1}, \quad \forall k, \text{ some } i \in [0, r].
\]

Then we have \(s(b', a', b'', a'') = -a'_i\), and \(u(b'', a'') = -a''_i + \delta_{i,0}d''\). The above computations lead to the first formula on \(\Delta^f(e_i)\).

The second formula on \(\Delta^f(f_i)\) follows from the following computations. Suppose that the quadruple \((b', a', b'', a'')\) satisfies the following conditions:

\[
b'_k = a'_k + \delta_{k,i} - \delta_{k,i+1} - \delta_{k,n-1-i} + \delta_{k,n-1}, \quad b''_k = a''_k, \quad \forall k, \text{ some } i \in [0, r].
\]

Then we have \(s(b', a', b'', a'') = a''_i - a''_{n-1-i} - \delta_{i,0}d''\) and \(u(b'', a'') = 0\).

Suppose that the quadruple \((b', a', b'', a'')\) satisfies the following conditions:

\[
b'_k = a'_k, \quad b''_k = a''_k + \delta_{k,i} - \delta_{k,i+1}, \quad \forall k, \text{ some } i \in [0, r].
\]

Then we have \(s(b', a', b'', a'') = -a'_{i+1} + \delta_{i,0}(2d' + 2)\), and \(u(b'', a'') = -a''_{n-1-i} - \delta_{i,0}d''\).

The proposition is proved. \(\square\)

The above formulas are indeed compatible with the ones in the finite type case for \(i \in [1, r]\); cf. [FL15] and Proposition A.3.2. Recall \(\xi_{d,i,c} : S_{n,d} \rightarrow S_{n,d}\) in affine type \(A\) from [FL15]. We generalize it to the affine type \(C\) as

\[
\begin{align*}
\xi^c_{d,i,c} & : S^c_{n,d} \longrightarrow S^c_{n,d}, \quad \text{for } i \in [0, r], c \in \mathbb{Z}, \\
\xi^c_{d,i,c}(A) & = v^{c \varepsilon_i(A)} [A], \quad \text{for } A \in \Xi_{n,d},
\end{align*}
\]

(5.3.4)

where

\[
\varepsilon_i(A) = \sum_{r \leq i < s} a_{rs} - \sum_{r > i \geq s} a_{rs}.
\]

(5.3.5)

In particular, we have

\[
\xi^c_{d,i,c}(e_j) = v^{-c\delta_{i,j}} e_j, \quad \xi^c_{d,i,c}(f_j) = v^{c\delta_{i,j}} f_j, \quad \xi^c_{d,i,c}(k_j) = k_j.
\]

We define the algebra homomorphism (which is a refined comultiplication from the raw multiplication \(\tilde{\Delta}^f\))

\[
\Delta^c = \Delta^f_{d',d''} = (\xi^c_{d',0,d''} \otimes \xi^c_{d'',0,-(2d' + 2)d'' - 1, -(d'' + 1)}) \circ \Delta^f : S^c_{n,d} \longrightarrow S^c_{n,d'} \otimes S_{n,d''}.
\]

(5.3.6)

**Proposition 5.3.2.** For all \(i \in [0, r]\) and \(A \in \Xi_{n,d}\), we have \(\xi^c_{d,i,c}(\{A\}_d) = v^{c \varepsilon_i(A)} \{A\}_d\).
Proof. By the definition \((5.3.5)\) and using \(a_{rs} = a_{-r,-s}\), we have
\[
\varepsilon_i(A) = \left( \sum_{r < i < s} - \sum_{r < -i < s} \right) a_{rs} = \left( \sum_{-i < r < i} - \sum_{-i < s < i} \right) a_{rs}
\]
\[
= \frac{1}{2} \left( \sum_{-i < r < i} + \sum_{-i < s < i} - \sum_{r < -i} - \sum_{r > i} \right) a_{rs}
\]
\[
= \frac{1}{2} \left( \sum_{-i < r < i} - \sum_{-i < s < i} \right) a_{rs} = \frac{1}{2} \sum_{-i < s < i} \ro(A)_s - \co(A)_s.
\]
Now if the polynomial \(P_{A,B}\) in \((1.2.12)\) is not zero, then \(\ro(B) = \ro(A)\) and \(\co(B) = \co(A)\), and hence \(\varepsilon_i(A) = \varepsilon_i(B)\). Therefore, we have
\[
\xi_{d,i,c}^c\{A\}_d = \xi_{d,i,c}^c\left( \sum_{B \leq A} P_{A,B}[B] \right) = \sum_{B \leq A} P_{A,B} v^{c\varepsilon_i(B)}[B]
\]
\[
= v^{c\varepsilon_i(A)} \sum_{B \leq A} P_{A,B}[B] = v^{c\varepsilon_i(A)}\{A\}_d.
\]
The proposition is proved. \(\square\)

Let \(a, b \in \Lambda_{n,d}^c\). Fix \(L \in \mathcal{X}_{n,d}^c(b)\) (which was defined in \((5.3.2)\)), and let \(P_b = \text{Stab}_{F \subseteq (2d)}(L)\). We have a natural embedding
\[
\iota_{b,a} : \mathcal{X}_{n,d}^c(a) \longrightarrow \mathcal{X}_{n,d}^c(b) \times \mathcal{X}_{n,d}^c(a), \quad L' \mapsto (L, L').
\]
It is well known that \(\iota_{b,a}\) induces the following isomorphism of \(\mathcal{A}\)-modules:
\[
\iota_{b,a}^* : A_{F \subseteq (2d)}(\mathcal{X}_{n,d}^c(b) \times \mathcal{X}_{n,d}^c(a)) \longrightarrow A_{P_b}(\mathcal{X}_{n,d}^c(a)).
\]
Let
\[
\mathcal{X}_{n,d}^c(a') = \{ L \in \mathcal{X}_{n,d}^c(a) \mid \pi^r(L) \in \mathcal{X}_{n,d'}^c(a'), \quad \pi^r(L) \in \mathcal{X}_{n,d'}^c(a'') \}
\]
Then we have the following diagram
\[
\mathcal{X}_{n,d}^c(a) \xleftarrow{\iota} \mathcal{X}_{n,d}^c(a') \times \mathcal{X}_{n,d'}^c(a''),
\]
where \(\iota\) is the imbedding and \(\pi(L) = (\pi^r(L), \pi^r(L))\). By identifying \(A_{P_{b'}} \times A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a') \times \mathcal{X}_{n,d'}^c(a'')) = A_{P_b}(\mathcal{X}_{n,d'}^c(a')) \times A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a''))\), we have the following linear map
\[
\pi_{\iota}^* : A_{P_b}(\mathcal{X}_{n,d}^c(a)) \longrightarrow A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a')) \times A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a''))
\]
By a similar argument as for \([FL15\, Lemma\, 1.3.5]\), the following diagram commutes:
\[
\begin{array}{ccc}
A_{SP_{(2d)}}(\mathcal{X}_{n,d}^c(b) \times \mathcal{X}_{n,d}^c(a)) & \xrightarrow{\iota_{b,a}^*} & A_{P_b}(\mathcal{X}_{n,d}^c(a)) \\
\downarrow{\Delta_{b';a',b'',a''}^c} & & \downarrow{\pi_{\iota}^*} \\
A_{SP_{(2d')}}(\mathcal{X}_{n,d'}^c(b') \times \mathcal{X}_{n,d'}^c(a')) \otimes A_{SP_{(2d')}}(\mathcal{X}_{n,d'}^c(b'') \times \mathcal{X}_{n,d'}^c(a'')) & \xrightarrow{\iota_{b';a';b'',a''}^* \otimes \iota_{b'';a'';b',a'}^*} & A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a')) \otimes A_{P_{b'}}(\mathcal{X}_{n,d'}^c(a''))
\end{array}
\]
Recall \(\Delta^c : S_{n,d}^c \longrightarrow S_{n,d'}^c \otimes S_{n,d''}^c\) from \((5.3.0)\).
Proposition 5.3.3. For $A \in \Xi_{n,d}$, write
\[
\Delta^c(\{A\}_d) = \sum_{A' \in \Xi_{n,d'}} h_A^{A',A''} \{A'\}_{d'} \otimes \{A''\}_{d''}.
\]
Then $h_A^{A',A''} \in \mathbb{N}[v, v^{-1}]$ for all $A, A'$ and $A''$.

Proof. By Proposition 5.3.2, the proof is reduced to showing the same type of positivity with respect to $\Delta^c$. By an argument similar to [FL15] Section 2.4 and (5.3.7), the positivity for $\Delta^c$ follows from [Br03] Theorem 8. The proposition is proved. \qed

Now let us study the restriction of $\Delta^c$ to $U^c_{n,d'}$.

Proposition 5.3.4. Let $d = d' + d''$. We have a homomorphism $\Delta^c : U^c_{n,d} \rightarrow U^c_{n,d'} \otimes U_{n,d''}$. More precisely, for all $i \in [0, r]$, we have
\[
\Delta^c(e_i) = e_i' \otimes K_i'' + 1 \otimes E_i'',
\]
\[
\Delta^c(f_i) = f_i' \otimes K_i'' + k_i' \otimes F_i''',
\]
\[
\Delta^c(k_i) = k_i' \otimes K_i'';
\] (5.3.8)

Recall the comultiplication $\Delta$ in the affine type $A$ from [FL15] (see also [Lu00] for a related construction). This is an algebra homomorphism
\[
\Delta : S_{n,d} \rightarrow S_{n,d'} \otimes S_{n,d''}
\]
defined by
\[
\Delta(E_i) = E_i' \otimes K_i'' + 1 \otimes E_i'',
\]
\[
\Delta(F_i) = F_i' \otimes 1 + K_i'^{-1} \otimes F_i'',
\]
\[
\Delta(K_i) = K_i' \otimes K_i'';
\] (5.3.9)

Here the superscripts follow the same convention in Proposition 5.2.3.

Proposition 5.3.5. The following coassociativity holds on $U^c_{n,d'}$:
\[
(1 \otimes \Delta)(\Delta^c) = (\Delta^c \otimes 1)(\Delta^c).
\]

Proof. Beyond type $A$ or finite type $B/C$ we only need to check the desired identity when acting on $e_0$, $f_0$ and $k_0^\pm$. This can be verified directly. \qed

Now setting $d' = 0$, we have $e'_0 = 0, f'_0 = 0, k'_0 = v^{-\delta_{i,0}}$ in $S^c_{n,0}$, and $\Delta^c$ becomes the following algebra homomorphism
\[
J_{n,d} : S^c_{n,d} \rightarrow S_{n,d}
\]
\[
J_{n,d}(e_i) = E_i + v^{-\delta_{i,0}} K_i F_{n-1-i},
\]
\[
J_{n,d}(f_i) = E_{n-1-i} + v^{\delta_{i,0}} F_i K_{n-1-i},
\]
\[
J_{n,d}(k_i) = v^{-\delta_{i,0}} K_i K_{n-1-i}^{-1}, \quad \forall i \in [0, r].
\] (5.3.9)

It follows by restriction that we have also a homomorphism $J_{n,d} : U^c_{n,d} \rightarrow U_{n,d}$. Thanks to Propositions 5.2.3 and 5.4.1 the same argument as in finite type $B/C$ [FL15] gives us the following.
Proposition 5.3.6. The homomorphism $j_{n,d} : S^c_{n,d} \to S_{n,d}$ (and $j_{n,d} : U^c_{n,d} \to U_{n,d}$) is injective.

Proposition 5.3.3 in our setting of $d' = 0$ gives us the following.

Proposition 5.3.7. The map $j_{n,d}$ sends a canonical basis element in $S^c_{n,d}$ to a sum of canonical basis elements of $S_{n,d}$ with coefficients in $\mathbb{N}[v,v^{-1}]$.

5.4. Monomial and canonical bases of $U^c_{n,d}$

Recall $\Xi_{n,d}$ from (4.2.1) and the notion of aperiodic matrices from (2.2.6). We denote

$$\Xi_{n,d}^{ap} = \{ A \in \Xi_{n,d} | A \text{ is aperiodic} \}. \quad (5.4.1)$$

A product of standard basis elements $[G_1] * [G_2] * \cdots * [G_m]$ in $S^c_{n,d}$ is called an aperiodic monomial if for each $i$, $G_i - RE_{ij}^{j+1}$ is diagonal for some $R \in \mathbb{N}$ and $j \in \mathbb{Z}$. The following aperiodic monomial is an analogue of $\zeta_A$ for $U_{n,d}$ (see Proposition 2.2.3).

Proposition 5.4.1. For any $A \in \Xi_{n,d}^{ap}$, there exists an aperiodic monomial $\zeta_A \in U^c_{n,d}$ such that

$$\zeta_A = [A] + \text{lower terms}. \quad (5.4.2)$$

Proof. With the help of Lemma 4.4.2 the proof is the same as that for Proposition 2.2.3. \qed

While the aperiodic monomial $\zeta_A$ with (5.4.2) is not unique, we shall fix one for each $A$. The following type $C$ aperiodicity follows from two kinds of positivity properties and the highly nontrivial affine type $A$ aperiodicity in [Lu99, Proposition 6.5].

Proposition 5.4.2. Let $M$ be an aperiodic monomial in $S^c_{n,d}$. Suppose that $M = \sum c_A \{ A \}_d$ where $c_A \in \mathbb{Z}[v,v^{-1}]$. If $c_A \neq 0$, then $A$ must be aperiodic.

Proof. Recall the canonical basis elements in $S_{n,d}$ (and in $U_{n,d}$) are denoted by $a\{ A \}_d$, and note that $U_{n,d}$ is generated by $E_i, F_i$ and $K_i^{\pm 1}$ for all $1 \leq i \leq n$. By (5.3.9), we have $j_{n,d}(M) \in U_{n,d}$. By [Lu99, Proposition 6.5], we see that

$$j_{n,d}(M) = \sum_{B \text{ aperiodic}} g_B \ a\{ B \}_d, \quad \text{where } g_B \in \mathbb{N}[v,v^{-1}]. \quad (5.4.3)$$

For $A = (a_{ij}) \in \Xi_{n,d}$, we set

$$\Xi_{n,d}(A) = \{ B = (b_{ij}) \in \Theta_{n,d} | b_{ij} = 0, \forall i < j, b_{ij} = a_{ij}, \forall i > j, \text{co}(B) = \text{co}(A) \}, \quad (5.4.4)$$

where the notation $\mathbf{b} \models \mathbf{a}$ stands for $b_i + b_{-i} + \delta_{i,n} + \delta_{i,n+1} = a_i$ for all $1 \leq i \leq n$. In particular, if $A$ is aperiodic, so is any matrix in $\Xi_{n,d}(A)$. Since $\zeta_A = \{ A \}_d + \text{lower terms}$ by Proposition 5.4.1 it implies that

$$j_{n,d}(\{ A \}_d) = \sum_{A \in \Xi_{n,d}(A)} a\{ A \}_d + \sum_{A' \in \Xi_{n,d}(A)} \sum_{B < A'} h_{A',B} \ a\{ B \}_d + R_A, \quad h_{A',B} \in \mathbb{N}[v,v^{-1}],$$

where $R_A$ is a linear combination of $a\{ B \}_d$ over $\mathbb{N}[v,v^{-1}]$ for those $B$ not lower triangular. Indeed, this can be proved by induction on the length of the monomial $\zeta_A$ and utilizing the fact that the action of the Chevalley generators $F_i^{(a)}$ on a standard basis element of a lower triangular matrix $A$ gives rise to a linear combination of standard basis element of
either lower triangular matrices \( A' < A \) or non-lower-triangular matrices. The latter is an observation from the multiplication formula for the Chevalley generator \( \mathbf{F}_i^{(a)} \) in (2.2.10). So

\[
j_{n,d}(\mathcal{M}) = j_{n,d}(\sum_A c_A \{A\}_d)
= \sum_A \sum_{A^- \in \Xi_{n,d}(A)} c_A \{A^-\}_d + \sum_A \sum_{A^- \in \Xi_{n,d}(A)} \sum_{B < A^-} c_A h_{A^-B} \{B\}_d + \sum_A c_A R_A.
\]  

(5.4.5)

Observe also that \( c_A \in \mathbb{N}[v, v^{-1}] \) due to the geometric interpretation of \( \mathcal{M} \). This implies that the coefficient of \( \{A^-\}_d \) in (5.4.5) is \( c_A \) plus some terms in \( \mathbb{N}[v, v^{-1}] \) since \( h_{A^-B} \in \mathbb{N}[v, v^{-1}] \), hence nonzero. By comparing (5.4.3) and (5.4.5), we see that \( A^- \) are all aperiodic. Therefore \( A \) is aperiodic. The proposition is proved. □

**Theorem 5.4.3.** The set \( \{\{A\}_d | A \in \Xi_{n,d}^{ap}\} \) forms a basis (called the canonical basis) of \( U_{n,d}^c \). Also, the set \( \{\zeta_A | A \in \Xi_{n,d}^{ap}\} \) forms a basis (called a monomial basis) of \( U_{n,d}^c \).

**Proof.** For \( A \in \Xi_{n,d}^{ap} \), we have \( \zeta_A = [A] + \) lower terms by Proposition 5.4.1, and so \( \zeta_A \in \{A\}_d \). This sum can be additionally restricted to \( A' \in \Xi_{n,d}^{ap} \) by Proposition 5.4.2. Hence by an induction on \( A \) by the partial ordering, we conclude that \( \{A\}_d \in U_{n,d}^c \). Since \( \{\{A\}_d | A \in \Xi_{n,d}^{ap}\} \) is clearly linearly independent and it forms a spanning set of \( U_{n,d}^c \) by Proposition 5.4.2, it is a basis of \( U_{n,d}^c \).

Since the transition matrix from \( \{\zeta_A | A \in \Xi_{n,d}^{ap}\} \) to the canonical basis is uni-triangular, \( \{\zeta_A | A \in \Xi_{n,d}^{ap}\} \) forms a basis as well. □

The next proposition follows from Propositions 5.3.3, 5.3.4, and Theorem 5.4.3.

**Proposition 5.4.4.** For \( B \in \Xi_{n,d}^{ap} \), write \( \Delta^c(\{B\}_d) = \sum_{C \in \Xi_{n,d}^{ap}, A \in \Theta_{n,d}^{ap}} \hat{m}_B^{C,A} \{C\}_d \otimes \{A\}_d^c \). Then we have \( \hat{m}_B^{C,A} \in \mathbb{N}[v, v^{-1}] \).

We also have the following corollary of Proposition 5.3.7 and Theorem 5.4.3.

**Corollary 5.4.5.** The image of \( j_{n,d} \) of a canonical basis element in \( U_{n,d}^c \) is a sum of canonical basis elements of \( U_{n,d} \) with coefficients in \( \mathbb{N}[v, v^{-1}] \).
Part 2. Lusztig algebras and coideal subalgebras of $U(\widehat{\mathfrak{sl}}_n)$
CHAPTER 6

Realization of the idempotented coideal subalgebra $\hat{U}_n^c$ of $U(\mathfrak{sl}_n)$

In this chapter we introduce the transfer maps $\phi^c_{d,d-n}$ on Schur algebras $S^c_{n,d}$ and Lusztig algebras $U^c_{n,d}$. We then construct algebras $U^c_n$ (or $\hat{U}^c_n$) from the projective system of algebras $\{(U^c_{n,d}, \phi^c_{d,d-n})\}_{d \geq 0}$. We show that $U^c_n$ (or $\hat{U}^c_n$) is isomorphic to an (idempotented) coideal subalgebra of $U(\mathfrak{sl}_n)$, and $(U(\mathfrak{sl}_n), U^c_n)$ forms an affine quantum symmetric pair. The canonical basis of $\hat{U}^c_n$ is established and shown to admit positivity with respect to multiplication, comultiplication, and a bilinear pairing.

6.1. The coideal subalgebra $U^c_n$ of $U_n$

Recall [Lu00] there exists a homomorphism $\chi_n : S_{n,n} \rightarrow \mathbb{Q}(v)$ such that

$$\chi_n(E_i) = \chi_n(F_i) = 0, \chi_n(H_i) = v.$$ 

Following Lusztig [Lu00], we introduce the transfer map of affine type $C$,

$$\phi^c_{d,d-n} : S^c_{n,d} \rightarrow S^c_{n,d-n},$$

which is by definition the composition of the following homomorphisms (for $d \geq n$)

$$\phi^c_{d,d-n} : S^c_{n,d} \xrightarrow{\Delta^c} S^c_{n,d-n} \otimes S_{n,n} \xrightarrow{1 \otimes \chi_n} S^c_{n,d-n}.$$ (6.1.1)

The following can be proved similarly to [Lu00] in affine type $A$ and [FL15] in type $B/C$.

Proposition 6.1.1. For $i \in [0, r]$, we have $\phi^c_{d,d-n}(e_i) = e'_i$, $\phi^c_{d,d-n}(f_i) = f'_i$, $\phi^c_{d,d-n}(k_i) = k'_i$.

Now we consider the projective system $\{(U^c_{n,d}, \phi^c_{d,d-n})\}_{d \geq 0}$ and its projective limit:

$$U^c_{n,\infty} := \lim_{\longrightarrow} U^c_{n,d} = \left\{ x \equiv (x_d)_{d \in \mathbb{N}} \in \prod_{d \in \mathbb{N}} U^c_{n,d} \mid \phi^c_{d,d-n}(x_d) = x_{d-n} \quad \forall d \right\}.$$ 

Denote by $\phi^c : U^c_{n,\infty} \rightarrow U^c_{n,d}$ the natural projection. The bar involution on $U^c_{n,d}$ induces a bar involution $\cdot : U^c_{n,\infty} \rightarrow U^c_{n,\infty}$, since it commutes with the transfer map (6.1.1). Similarly, we have an integral version: $U^c_{n,\infty;A} = \lim_{\longrightarrow} U^c_{n,d;A}$. Since $\mathbb{Q}(v) \otimes_A U^c_{n,d;A} = U^c_{n,d}$ for all $d$, we have $\mathbb{Q}(v) \otimes_A U^c_{n,\infty;A} = U^c_{n,\infty}$.

Recall from Section 2.3 the counterparts of the above constructions in the affine type $A$ setting, where we drop the superscript $c$. We have the following commutative diagram

$$\begin{array}{ccc}
U^c_{n,d} & \xrightarrow{J_{n,d}} & U_{n,d} \\
\phi^c_{d,d-n} \downarrow & & \downarrow \phi_{d,d-n} \\
U^c_{n,d-n} & \xrightarrow{J_{n,d-n}} & U_{n,d-n}
\end{array}$$

50
That is, $\phi_{d,d-n} \circ j_{n,d} = j_{n,d-n} \circ \phi^c_{d,d-n}$. Thus by the universality of $U_{n,\infty}$, we have a unique algebra homomorphism

$$J_n : U_{n,\infty}^c \rightarrow U_{n,\infty},$$

such that $\phi \circ J_n = J_{n,d} \circ \phi^c_d$.

We define elements $e_i$, $f_i$ and $k_i^{\pm 1}$ for all $0 \leq i \leq r$ in $U_{n,\infty}^c$ by

$$ (e_i)_d = e_{i,d}, \quad (f_i)_d = f_{i,d}, \quad (k_i^{\pm 1})_d = k_{i,d}^{\pm 1}, \quad \forall d \in \mathbb{N},$$

where the $d$ in the subscript of $e_{i,d}$ etc. indicates $e_{i,d}$ is a copy of the Chevalley generator $e_i$ in $U_n^c$. Let $U_n^c$ be the subalgebra of $U_{n,\infty}^c$ generated by (the Chevalley generators) $e_i$, $f_i$ and $k_i^{\pm 1}$ for all $0 \leq i \leq r$. Since $j_{n,d}$ is injective for all $d$, so is $J_n : U_{n,\infty}^c \rightarrow U_{n,\infty}$. It follows by (6.1.6) that the image of $U_n^c$ under $J_n$ lies in $U_n$. Summarizing, we have obtained the following.

**Proposition 6.1.2.** There is a unique algebra embedding $J_n : U_n^c \rightarrow U_n$ such that

$$J_n(e_i) = E_i + v^{-\delta_i \alpha} K_i F_{n-1-i},$$

$$J_n(f_i) = E_{n-1-i} + v^{\delta_i \alpha} F_i K_{n-1-i},$$

$$J_n(k_i) = v^{-\delta_i \alpha + \delta_i \alpha} K_i K_{n-1-i}^{-1}, \quad \forall i \in [0, r].$$

Recall from Proposition 2.3.2 that $U_n \cong U(\mathfrak{sl}_n)$. At the $v = 1$ limit, the images of the generators under $J_n$ are in the fixed point subalgebra by an involution $\theta^{(2)}$ of $\mathfrak{sl}_n$ (which switches $E$’s and $F$’s); for an illustration of $\theta^{(2)}$ see Figure II.

Recall $\Delta^c$ from (5.3.6). We have the following commutative diagram

$$\begin{array}{ccc}
U_{n,d'+d''}^c & \xrightarrow{\Delta^c} & U_{n,d'}^c \otimes U_{n,d''}^c \\
\downarrow{\phi^c_{d'+d'',d'+d''-(a+b)n}} & & \downarrow{\phi^c_{d',d''-an} \otimes \phi^c_{d'',d''-bn}} \\
U_{n,d'+d''-(a+b)n}^c & \xrightarrow{\Delta^c} & U_{n,d'-an}^c \otimes U_{n,d''-bn}^c
\end{array}$$

for any $a, b \in \mathbb{N}$. By universality, these $\Delta^c$ (for $d', d'', n$) induce an algebra homomorphism

$$\Delta^c : U_{n,\infty}^c \rightarrow U_{n,\infty}^c \otimes U_{n,\infty}^c.$$ 

Moreover, the image of $U_n^c$ under $\Delta_n^c$ is contained in $U_n^c \otimes U_n$ by Proposition 5.3.4. Summarizing, we have the following.

**Proposition 6.1.3.** There is a unique algebra homomorphism $\Delta^c : U_n^c \rightarrow U_n^c \otimes U_n$ such that, for all $i \in [0, r],$

$$\Delta^c(e_i) = e_i \otimes K_i + 1 \otimes E_i + k_i \otimes v^{\delta_i \alpha} F_{n-1-i} K_i,$$

$$\Delta^c(f_i) = f_i \otimes K_{n-1-i} + k_i^{-1} \otimes v^{-\delta_i \alpha} K_{n-1-i} F_i + 1 \otimes E_{n-1-i},$$

$$\Delta^c(k_i) = k_i \otimes K_i K_{n-1-i}^{-1}.$$  

This algebra homomorphism is coassociative by Proposition 5.3.6 in the sense that

$$(1 \otimes \Delta) \Delta^c = (\Delta^c \otimes 1) \Delta^c.$$ 

As a degenerate case for (6.1.6), we also have

$$\Delta \circ J_n = (J_n \otimes 1) \circ \Delta^c.$$
Summarizing the results from Propositions 6.1.2 and 6.1.3, we have proved the following.

**Theorem 6.1.4.** The algebra $U_n^\dagger$ is a coideal subalgebra of $U_n$, and $(U_n, U_n^\dagger)$ forms an affine quantum symmetric pair in the sense of Kolb-Letzter [Ko14]. (see Figure 7 for the relevant involution.)

The following is a variant of [Ko14, Theorem 7.1] in our setting and our notation.

**Proposition 6.1.5.** For $n = 2r + 2$ with $r \geq 1$, the $Q(v)$-algebra $U_n^\dagger$ has a presentation with generators $e_0, f_0$, and $k_i \pm 1$ for $i \in [0, r]$ and relations given in Proposition 6.1.2.

Note that the first relation in Proposition 5.1.2 (which is not present in [Ko14]) simply reflects the fact that various quantum affine algebras arising from geometry in this paper are always of level zero.

For $n = 2$ (i.e., $r = 0$), the imbedding $j_2 : U_2^\dagger \rightarrow U_2 = \widehat{U(\mathfrak{sl}_2)}$ in (6.1.2) is defined by

$$e_0 \mapsto E_0 + v^{-1}K_0F_1, \quad f_0 \mapsto E_1 + v^{-1}K_1F_0, \quad k_0 \mapsto K_0K_1^{-1}. $$

We shall give a presentation for $U_2^\dagger$, which was excluded from Proposition 6.1.5 above.

**Proposition 6.1.6.** The $Q(v)$-algebra $U_2^\dagger$ has a presentation with generators $e_0, f_0$, and $k_0 \pm 1$ and the following relations.

$$k_0k_0^{-1} = 1, \quad k_0e_0 = v^4e_0k_0, \quad k_0f_0 = v^{-4}f_0k_0, \quad (6.1.7)$$

$$e_0^3f_0 - [3]e_0^2f_0e_0 + [\bar{3}]e_0f_0e_0 - f_0e_0^3 = [\bar{3}]!(v - v^{-1})e_0(k_0 - k_0^{-1})e_0, \quad (6.1.8)$$

$$f_0^3e_0 - [3]f_0^2e_0f_0 + [\bar{3}]f_0e_0f_0 - e_0f_0^3 = -[\bar{3}]!(v - v^{-1})f_0(k_0 - k_0^{-1})f_0. \quad (6.1.9)$$

Here $[i] = \frac{v^i - v^{-i}}{v - v^{-1}}$ and $[a]! = \prod_{1 \leq i \leq a} [i]$.

**Proof.** Note that $U_2^\dagger$ is of level zero, so we have $K_0K_1 = 1$. Thus $j_n(k_0) = K_0^2$. From this, we have the identity (6.1.7).

We now prove the identity (6.1.8). Since $j_n$ is injective, it suffices to show that (6.1.8) holds after applying $j_n$. In other words, it suffices to prove the identity in $U_2$. Let $S(e_0, f_0)$ denote the left hand side in (6.1.8). We define $S(e_0, E_1)$ and $S(e_0, v^{-1}K_1F_0)$ in a similar fashion. By a lengthy calculation involving $4 \times 2^4 = 64$ terms, we have

$$S(e_0, E_1) = [\bar{3}]!(v - v^{-1})e_0k_0e_0. \quad (6.1.10)$$

Similarly, we have

$$S(e_0, v^{-1}K_1F_0) = -[\bar{3}]!(v - v^{-1})e_0k_0^{-1}e_0. \quad (6.1.11)$$

So the relation (6.1.8) follows by adding (6.1.10) and (6.1.11). Similarly, one can show Eq. (6.1.9) and we leave the detail to the reader.

Now we invoke [Ko14, Theorem 7.1], which says no additional relations are needed. This finishes the proof.

### 6.2. The algebra $\hat{U}_n^\dagger$ and its monomial basis

Let

$$\mathbb{Z}_n^c = \{ \lambda = (\lambda_i)_{i \in \mathbb{Z}} | \lambda_i \in \mathbb{Z}, \lambda_i = \lambda_{i+n}, \lambda_i = \lambda_{-i}, \forall i, \lambda_0, \lambda_{r+1} \text{ odd} \}. \quad (6.2.1)$$
Let $|\lambda| = \lambda_1 + \ldots + \lambda_n$. Define an equivalence relation $\approx$ on $\mathbb{Z}_{n/2}$ by letting $\lambda \approx \mu$ if and only if $\lambda - \mu = (\ldots, p, p, p, \ldots)$, for some even integer $p$. Let $\mathbb{Z}_{n/2}^\approx$ be the set of equivalence classes with respect to the equivalence relation $\approx$; and let $\hat{\lambda}$ be the equivalence class of $\lambda$.

Fix $\hat{\lambda} \in \mathbb{Z}_{n/2}^\approx$, we define the element $1_{\hat{\lambda}} \in \mathcal{U}^c_{n,\infty}$ as follows. $(1_{\hat{\lambda}})_d = 0$ if $d \not\equiv |\lambda|$ (mod $2n$). If $d = |\lambda| + pn$ for some even integer $p$, we have $(1_{\hat{\lambda}})_d = 1_{\lambda+pI}$. Here $\lambda + pI$ is understood as $\lambda + (\ldots, p, p, p, \ldots)$, and $1_{\lambda+pI} \in \mathcal{U}^c_{n,d}$ is understood to be zero if there is a negative entry in $\lambda + pI$.

**Definition 6.2.1.** Let $\hat{\mathcal{U}}^c_n$ be the $\mathcal{U}^c_{n,\infty}$-bimodule in $\mathcal{U}^c_{n,\infty}$ generated by $1_{\hat{\lambda}}$ for all $\hat{\lambda} \in \mathbb{Z}_{n/2}^\approx$.

It is clear that $\hat{\mathcal{U}}^c_n$ is a subalgebra of $\mathcal{U}^c_{n,\infty}$ generated by $1_{\hat{\lambda}}$, $e_i1_{\hat{\lambda}}$ and $f_i1_{\hat{\lambda}}$ for all $i \in [0, r]$ and $\hat{\lambda} \in \mathbb{Z}_{n/2}^\approx$. Similarly, we define the $A$-subalgebra $A\hat{\mathcal{U}}^c_n$ of $\mathcal{U}^c_{n,\infty}$ generated by $e_i(a)1_{\hat{\lambda}}$ and $f_i(a)1_{\hat{\lambda}}$, for all $i \in [0, r]$ and $a \in \mathbb{N}$. So we have $\mathcal{Q}(\nu) \otimes_A A\hat{\mathcal{U}}^c_n = \hat{\mathcal{U}}^c_n$. The bar involution on $\mathcal{U}^c_{n,\infty}$ induces a bar involution on $\hat{\mathcal{U}}^c_n$, which we denote by $\overline{\hat{\mathcal{U}}^c_n} \longrightarrow \hat{\mathcal{U}}^c_n$. Note that it leaves the elements $e_i(a)1_{\hat{\lambda}}$ and $f_i(a)1_{\hat{\lambda}}$ fixed, and hence we have $\overline{\hat{\mathcal{U}}^c_n} \longrightarrow A\hat{\mathcal{U}}^c_n$.

We denote

$$\tilde{\mathcal{E}}_n = \{A = (a_{ij}) \in \text{Mat}_{2 \times 2}(\mathbb{Z}) \mid a_{0,0}, a_{r+1,r+1} \in 2\mathbb{Z} + 1, a_{ij} \geq 0 \ (i \neq j) \text{, } a_{ij} = a_{-i,-j} = a_{i+n,j+n} (\forall i, j)\},$$

$$\tilde{\mathcal{E}}_{n,d}^{ap} = \{A \in \tilde{\mathcal{E}}_n \mid |A| = d\}.$$

For $A \in \tilde{\mathcal{E}}_n$, we shall denote by $|A| = d$ if $\sum_{i=0}^{i_0+n} \sum_{j \in \mathbb{Z}} a_{ij} = 2d + 2$ for some (or each) $i_0 \in \mathbb{Z}$. We set, for $d \in \mathbb{Z}$,

$$\tilde{\mathcal{E}}_{n,d} = \{A \in \tilde{\mathcal{E}}_n \mid |A| = d\}.$$  \hspace{0.5cm} (6.2.3)

Also clearly we have $\mathcal{E}_{n,d} \subset \tilde{\mathcal{E}}_{n,d}$.

We define an equivalence relation $\approx$ on $\tilde{\mathcal{E}}_{n,d}^{ap}$ by

$$A \approx B \text{ iff } A - B = pI_n, \text{ for some even integer } p,$$

where $I_n = \sum_{1 \leq i \leq n} E^{ii}$, and let $\hat{A}$ be the equivalence class of $A$. Whenever there causes no ambiguity, we write $I$ for $I_n$. We define $\text{ro}(\hat{A}) = \text{ro}(A)$ and $\text{co}(\hat{A}) = \text{co}(A)$, and they are elements in $\mathbb{Z}_{n/2}^\approx$. We can then define the element $\zeta_{\hat{A}}$ in $\hat{\mathcal{U}}^c_n$ by $(\zeta_{\hat{A}})_d = 0$ unless $d = |A|$ mod $2n$, and if $|A| = d + p/2n$ for some even integer $p$, $(\zeta_{\hat{A}})_d = \zeta_{A+pI}$, where $\zeta_{A+pI}$ is the monomial basis attached to $A + pI$ in Theorem 5.4.3. Since $\phi_{d,d-n}(\zeta_{A+pI}) = \zeta_{A+(p-2)I}$, we see that $\zeta_{\hat{A}} \in \hat{\mathcal{U}}^c_n$.

The following linear independence is reduced to the counterpart at the Schur algebra level, by an argument similar to [LW13 Theorem 5.5].

**Proposition 6.2.2.** The set $\{\zeta_{\hat{A}} \in \tilde{\mathcal{E}}_{n,d}^{ap} \mid \hat{A} \approx \} \text{ is linearly independent.}$

To show that $\zeta_{\hat{A}}$ is indeed a basis for $\hat{\mathcal{U}}^c_n$, let us take a closer look at the behavior of the monomials at the Schur algebra level. For simplicity, we write $f_{n-(i+1)}$ for $e_i$ for all $i \in [0, r]$. 


For $\lambda \in \Lambda_{n,d}$ and a pair $(i, a)$ where $i = (i_1, \ldots, i_n)$ and $a = (a_1, \ldots, a_s)$ with $0 \leq i_j \leq n$ and $a_j \in \mathbb{N}$ for all $j$, we set

$$dM_{i,a,\lambda} = f_{i_1}^{(a_1)} f_{i_2}^{(a_2)} \cdots f_{i_s}^{(a_s)} 1_{\lambda} \in U_{n,d}^\ast,$$

where $1_{\lambda} = [D_{\lambda}]_d$ is the standard basis element of the diagonal matrix whose diagonal is $\lambda$.

Then $dM_{i,a,\lambda}$ exhaust all possible monomials in $U_{n,d}^\ast$. The following proposition is crucial in showing that the various $\xi_{\lambda}$ forms a basis for $\hat{U}^\ast_n$. Recall that $I = \sum_{1 \leq i \leq n} E_{ii}^{ij}$.

**Proposition 6.2.3.** Fix a triple $(i, a, \lambda)$ with $|\lambda| = d$. There is a finite subset $I_{i,a,\lambda}$ of $\{A \in \mathbb{Z}^{2p}\,|\,|A| = d\}$ such that

$$d_{i,a,\lambda} = \sum_{A \in I_{i,a,\lambda}} c_A \xi_{\lambda}, \quad \forall p,$$

where $c_A \in A$ is independent of $p$.

**Proof.** By the multiplication formula for simple generators, we see that the standard basis element $[A]$, possibly periodic, appearing in $d_{i,a,\lambda}$ is stabilized for $p \gg 0$. In other words, there is a finite set $J_{i,a,\lambda}$ in $\mathbb{Z}_n$ consisting of certain $A$ subject to $|A| = d$ and

$$d_{i,a,\lambda} = \sum_{A \in J_{i,a,\lambda}} g_A [A + 2pI], \quad \forall p$$

where $g_A \in A$ depends on $p$ in general.

Note that $J_{i,a,\lambda}$ can be constructed in the following way. Fix a $p$ large enough, so that when we multiply out the monomial $d_{i,a,\lambda}$ in terms of standard basis, we do not miss a term because that term has a negative entry in its diagonal. Collect all the matrices, say $A$, parametrizing the standard basis element appearing in $d_{i,a,\lambda}$, and further throwing into this set all matrices $B$ such that $B \leq_{\text{alg}} A$. This resulting set is again finite. $J_{i,a,\lambda}$ is then defined to be the set of matrices obtained by subtracting the matrices in the previous set by $2pI$.

Let $J_{i,a,\lambda}$ be the subset of $J_{i,a,\lambda}$ consisting of aperiodic elements. It follows by Theorem 5.4.3 that

$$d_{i,a,\lambda} = \sum_{A \in J_{i,a,\lambda}} c_{A,p} \xi_{\lambda}, \quad \forall p,$$

where $c_{A,p} \in A$ depends on $p$ in general.

By definition, we have

$$\phi_{d_{i,a,\lambda}}^{\xi} = \phi_{d_{i,a,\lambda} + 2I}^{\xi},$$

$$\phi_{d_{i,a,\lambda} + 2I}^{\xi} = \phi_{d_{i,a,\lambda}}^{\xi}, \quad \forall p.$$
Proof. Similar to the element $\mathfrak{m}_{i,a,\lambda}$, we can define its limit version $\mathfrak{M}_{i,a,\hat{\lambda}}$ in $\hat{U}_n^\ell$. Moreover, these monomials exhaust all the possible monomials in $\hat{U}_n^\ell$. The proposition now follows from Proposition 6.2.3. □

6.3. Bilinear form on $\hat{U}_n^\ell$

Recall that for $i \in [0, r]$, $e_i = \sum[A]$ where $A - E_{\theta}^{i+1,i}$ is diagonal, $f_i = \sum[A]$ where $A - E_{\theta}^{i+1}$ is diagonal, and $k_i = \sum_{\lambda \in A_d^\ell} v^{\lambda_{i+1} - \lambda_{i}^1} 1_\lambda$.

Imitating McGerty [Mc12] in affine type $A$, we define a bilinear form $\langle \cdot, \cdot \rangle_d$ on $S_{n,d}^\ell$ as follows:

$$\langle [A], [A'] \rangle_d = \delta_{A,A'} v^{-2d_{A'}} \# \chi^{L'}_{A'},$$

where $L' \in X_{n,d} \langle \text{ro}(A') \rangle$. With the help of the identity (1.2.10), the same argument as in [Mc12 Proposition 3.2] gives us the following.

Proposition 6.3.1. We have $\langle [A] \ast [B], [C] \rangle_d = \langle [B], v^{d_{A-A'}} [A'] \ast [C] \rangle_d$.

Corollary 6.3.2. For all $i \in [0, r]$, we have the following:

1. $\langle e_i[A], [A] \rangle_d = \langle [A], v k_i[e_i[A] \rangle_d$.
2. $\langle e_i[A], [A] \rangle_d = \langle [A], v^{-1} k_i^{-1}[A] \rangle_d$.
3. $\langle e_i[A], [A] \rangle_d = \langle [A], k_i[A] \rangle_d$.

Proof. We prove (1). If $A - E_{\theta}^{i+1,i}$ is diagonal for some $i \in [0, r]$, then $d_A = \text{co}(A)_{i+1}$ and $d_{A'} = \text{ro}(A)_i = \text{co}(A)_i - 1$. Hence $d_A - d_{A'} = \text{co}(A)_{i+1} - \text{co}(A)_i + 1$. Thus, we have

$$v k_i(L, L') = \delta_{L,L'} v^{\text{co}(A)_{i+1} - \text{co}(A)_i} = \delta_{L,L'} v^{d_A - d_{A'}}, \forall L, L' \in X_{n,\text{ro}(A)}.$$

which implies (1).

We now prove (2). If $A - E_{\theta}^{i+1,i}$ is diagonal for some $i \in [0, r]$, then

$$d_A = \text{co}(A)_i \quad \text{and} \quad d_{A'} = \text{ro}(A)_{i+1} = \text{co}(A)_{i+1} - 1 - \delta_{i,0} + \delta_{i,n}.$$

So $d_A - d_{A'} = \text{co}(A)_i - \text{co}(A)_{i+1} + 1 + \delta_{i,0} - \delta_{i,n}$. Hence, if $(L, L')$ subject to $L \in X_{n,d}(A)$, $L_i \subseteq L'_i$, $L_j = L'_j$ for all $j \in (0, r] \setminus \{i\}$, then

$$v^{d_A - d_{A'}} e_i(L, L') = v^{1+\delta_{i,0}+\delta_{i,n}} k_i e_i(L, L') = v^{1+\delta_{i,0}+\delta_{i,n}} v^{-2-\delta_{i,0} - \delta_{i,n}} e_i k_i^{-1}(L, L') = v^{-1} e_i k_i^{-1}(L, L').$$

Part (2) follows.

Part (3) follows from the fact that $d_A = d_{A'} = 0$ if $A$ is diagonal. □

The same argument as in [Mc12] shows that there is a well-defined bilinear form $\langle \cdot, \cdot \rangle$ on $U_n^\ell$ given by

$$\langle x, y \rangle = \sum_{d=1}^{n} \lim_{p \to x} \langle x_{d+p}, y_{d+p} \rangle_{d+p}, \forall x = (x_d), y = (y_d) \in U_n^\ell.$$

Remark 6.3.3. The same adjointness property as in Proposition 6.3.1 holds for the bilinear form $\langle \cdot, \cdot \rangle$ on $U_n^\ell$. 
6.4. The canonical basis of $\bar{U}_n^c$ and positivity

As we have set up all the preliminary preparation, the constructions and properties of the canonical basis for $\bar{U}_n^c$ can be established without further difficulty. Actually as the technical proofs for the intermediate steps are literally the same as in the affine type $A$ setting [Mc12] and/or in the finite type $B/C$ setting [LW15] [FL15], we will formulate the statements while referring to those papers for detailed proofs.

With the help of the bilinear form $\langle \cdot, \cdot \rangle$ and Theorem 6.4.3, the same arguments as in [Mc12], or [LW15] prove the following.

**Proposition 6.4.1.** For any $A \in \Xi_{n,d}^{ap}$, we have

$$
\phi_{d+pn,d+(p-1)n}(\{2p,A\}_{d+pn}) = \{2p-2,A\}_{d+(p-1)n}, \quad \forall p \gg 0.
$$

Moreover, we have

$$
\{2p,A\}_{d+pn} = \zeta_{2p,A} + \sum_{B \in \Xi_{n,p}^{ap}: B < A} c_{A,B,p} \zeta_{2p,B}
$$

with $c_{A,B,p} \in \mathcal{A}$ independent of $p$ for $p \gg 0$.

Recall $\Xi_n$ and $\Xi_{n,p}^{ap}$ from (6.2.2).

**Definition 6.4.2.** For any $\hat{A} \in \Xi_{n,d}^{ap}/\approx$, an element $b_{\hat{A}} \in \bar{U}_n^c$ is defined as follows: $(b_{\hat{A}})_d = 0$ if $d \neq |A| \mod 2n$; If $|A| = d + sn$ for some integer $s$, we set

$$(b_{\hat{A}})_{d+sn+pn} = \{2p,A\}_{d+sn+pn}, \quad \forall p \geq p_0, \text{ for some fixed } p_0,$$

and for general $q < p_0$, we set $\phi_{d+sn+q,A}(\{2p,A\}_{d+sn+q}) = \phi_{d+sn+pn,rn+qn}(\{2p,A\}_{d+sn+qn})$.

The fact that $b_{\hat{A}}$ as defined above lies in $\bar{U}_n^c$ follows from Proposition 6.4.1. Moreover, $\zeta_{\hat{A}} = b_{\hat{A}}$ lower terms. The next theorem now follows from the existence of the monomial basis $\{\zeta_{\hat{A}}\}$ for $\bar{U}_n^c$, cf. Proposition 6.2.4.

**Theorem 6.4.3.** The set $\hat{B}_c^* := \{b_{\hat{A}}| \hat{A} \in \Xi_{n,d}^{ap}/\approx\}$ forms a basis for $\bar{U}_n^c$.

The basis $\hat{B}_c^*$ is called the canonical basis of $\bar{U}_n^c$.

As a consequence, we deduce formally the following results by the same arguments in [LW15] and [FL15].

**Proposition 6.4.4.** The signed canonical basis $\{\pm b_{\hat{A}}| \hat{A} \in \Xi_{n,d}^{ap}/\approx\}$ is characterized by the bar-invariance, integrality (i.e. $b_{\hat{A}} \in \bar{A}\bar{U}_n^c$), and almost orthonormality (i.e., $\langle b_{\hat{A}}, b_{\hat{A}'} \rangle = \delta_{\hat{A},\hat{A}'} \mod v^{-1}\mathbb{Z}[v^{-1}]$).

The canonical basis of $\bar{U}_n^c$ enjoys several remarkable positivity properties as follows. The proofs use the same arguments as in [LW15] and [FL15]. In particular, for the positivity with respect to comultiplication, the positivity of the canonical basis in the Lusztig algebra $U_{n,d}$ as in Proposition 5.4.4 is used.

**Theorem 6.4.5.** The structure constants of the canonical basis $\hat{B}_c^*$ lie in $\mathbb{N}[v,v^{-1}]$ with respect to the multiplication and comultiplication, and in $v^{-1}\mathbb{N}[v^{-1}]$ with respect to the bilinear pairing.
6.5. ANOTHER PRESENTATION OF THE ALGEBRA $\mathring{U}_n^c$

We shall give a more familiar description of the algebra $\mathring{U}_n^c$. We start with introducing the limit version of the imbeddings $j_{n,d}$.

Recall $\mathbb{Z}_n$ from (2.3.1) and $\mathbb{Z}_n'$ from (6.2.1), and there is an inclusion $\mathbb{Z}_n^c \subset \mathbb{Z}_n$. Recall the notation $\mid \lambda \rangle$ from (5.4.1), and we extend it further to $\mathbb{Z}_n^c \times \mathbb{Z}_n$ as follows. Given a pair $(\lambda, \lambda') \in \mathbb{Z}_n^c \times \mathbb{Z}_n$, we write $\lambda' \mid \lambda$ if

$$\lambda_i = \lambda'_i + \lambda'_{n-i} + \delta_{i,n} + \delta_{i,r+1}, \quad \forall 1 \leq i \leq n.$$  

We write $\lambda' \mid \hat{\lambda}$ if $\lambda' \mid \lambda$ for some $\hat{\lambda}$ in the equivalence class $\hat{\lambda}$ and the notation $\hat{\lambda}$ is defined in Section 2.3. (In this case, we shall assume that $\lambda' \mid \lambda$.)

Recall $\hat{\mu}(\mathring{U}_n^c) \hat{\lambda}$ from Section 2.3. We set $\hat{\mu}(\mathring{U}_n^c) \hat{\lambda} = 1_{\hat{\mu}} \mathring{U}_n^c 1_{\hat{\lambda}}$. For a quadruple $(\hat{\lambda}, \hat{\mu}, \hat{\lambda}', \hat{\mu}')$ such that $\hat{\lambda}' \mid \lambda$ and $\hat{\mu}' \mid \hat{\mu}$, we define a linear map

$$j_{\lambda',\mu',\hat{\lambda},\hat{\mu}} : \hat{\mu}(\mathring{U}_n^c) \hat{\lambda} \rightarrow \hat{\mu}'(\mathring{U}_n^c) \hat{\lambda},$$

to be the composition

$$\hat{\mu}(\mathring{U}_n^c) \hat{\lambda} \leftarrow \mathring{U}_n^c \rightarrow \mathring{U}_n \rightarrow \hat{\mu}'(\mathring{U}_n) \hat{\lambda},$$

where the first map is a natural inclusion and the third one is the projection. Set

$$j_{\hat{\lambda},\hat{\mu}} = \prod_{\lambda' \mid \hat{\lambda}} j_{\lambda',\mu',\hat{\lambda},\hat{\mu}} : \hat{\mu}(\mathring{U}_n^c) \hat{\lambda} \rightarrow \prod_{\hat{\lambda}' \mid \hat{\lambda}} \hat{\mu}'(\mathring{U}_n) \hat{\lambda}.$$  

Recall the imbedding $j_n : \mathring{U}_n \rightarrow \mathring{U}_n$ from Section 6.1. We have

$$j_n(\hat{\mu}(\mathring{U}_n^c) \hat{\lambda}) \subseteq \prod_{\lambda' \mid \hat{\lambda}} \hat{\mu}'(\mathring{U}_n) \hat{\lambda}.$$  

The injectivity of $j_n$ implies that the homomorphism $j_{\hat{\lambda},\hat{\mu}}$ is injective.

Now a modified form of $\mathring{U}_n^c$, denoted by $\mathring{U}_n^c_{\text{alg}}$, can be defined algebraically in a standard way as

$$\mathring{U}_n^c_{\text{alg}} = \bigoplus_{\hat{\mu},\hat{\lambda} \in \mathbb{Z}_n^c/\sim} \hat{\mu}(\mathring{U}_n^c_{\text{alg}}) \hat{\lambda},$$

where

$$\hat{\mu}(\mathring{U}_n^c_{\text{alg}}) \hat{\lambda} = \mathring{U}_n^c / \left( \sum_{0 \leq i \leq r} (k_i - v^{-\mu_i + \mu_i + 1}) \mathring{U}_n^c + \sum_{0 \leq i < r} \mathring{U}_n^c (k_i - v^{-\lambda_i + \mu_i + 1}) \right).$$

The algebra homomorphism $j_n : \mathring{U}_n^c \rightarrow \mathring{U}_n$ then induces a linear map

$$j_{\lambda',\mu',\hat{\lambda},\hat{\mu}} : \hat{\mu}(\mathring{U}_n^c_{\text{alg}}) \hat{\lambda} \rightarrow \hat{\mu}'(\mathring{U}_n) \hat{\lambda}$$

such that the following diagram commutes:

\[
\begin{array}{ccc}
\mathring{U}_n^c & \xrightarrow{j_n} & \mathring{U}_n \\
\downarrow & & \downarrow \\
\hat{\mu}(\mathring{U}_n^c_{\text{alg}}) \hat{\lambda} & \xrightarrow{j_{\lambda',\mu',\hat{\lambda},\hat{\mu}}} & \hat{\mu}'(\mathring{U}_n) \hat{\lambda} \\
\end{array}
\]
Set
\[
\tilde{j}_{\tilde{\lambda}, \tilde{\mu}} = \prod_{\tilde{\lambda} \vdash \tilde{\lambda}, \tilde{\mu} \vdash} \hat{\mu}(\hat{U}_{n, \text{alg}})^{\lambda} \longrightarrow \prod_{\tilde{\lambda}' \vdash \tilde{\lambda}, \tilde{\mu}' \vdash} \hat{\mu}'(\hat{U}_{n})^{\lambda'}.
\]
Since \( j_n \) is injective, \( \tilde{j}_{\tilde{\lambda}, \tilde{\mu}} \) is injective.

By definition, there exists a unique linear map
\[
\phi_{d, \text{alg}, \tilde{\lambda}} : \hat{\mu}(\hat{U}_{n, \text{alg}})^{\lambda} \longrightarrow \bigoplus_{b \in \tilde{\mu}, a \in \lambda} \mathbb{U}_{n, d}^c(b, a),
\]
where \( \mathbb{U}_{n, d}^c(b, a) = \mathbb{1}_b(U_{n, d}^c, 1_a) \), such that the following diagram commutes:
\[
\begin{array}{ccc}
\mathbb{1}_{n} & \longrightarrow & \hat{\mu}(\hat{U}_{n, \text{alg}})^{\lambda} \\
\phi_d \downarrow & & \downarrow \phi_{d, \text{alg}, \tilde{\lambda}} \\
\mathbb{U}_{n, d} & \longrightarrow & \bigoplus_{b \in \tilde{\mu}, a \in \lambda} \mathbb{U}_{n, d}^c(b, a)
\end{array}
\]
From this we have constructed an algebra homomorphism
\[
\phi_{d, \text{alg}} : = \bigoplus_{b \in \tilde{\mu}, a \in \lambda} \phi_{d, \text{alg}, \tilde{\lambda}} : \hat{U}_{n, \text{alg}}^c \longrightarrow U_{n, d}^c.
\]
Since \( \phi_{d, \text{alg}} \) commutes with the transfer maps, i.e., \( \phi_{d-n, \text{alg}} = \phi_{d-d, \text{alg}} \phi_{d, \text{alg}} \), we obtain an algebra homomorphism \( \psi : \hat{U}_{n, \text{alg}}^c \longrightarrow U_{n, \infty}^c \). Observe that the image of this homomorphism is exactly \( \hat{U}_{n}^c \) by considering the image of the idempotents \( 1_{\tilde{\lambda}} \). Therefore, we have a surjective algebra homomorphism: \( \psi : \hat{U}_{n, \text{alg}}^c \longrightarrow \hat{U}_{n}^c \). By restriction, we have \( \psi_{\tilde{\mu}, \tilde{\lambda}} : \hat{\mu}(\hat{U}_{n, \text{alg}})^{\lambda} \rightarrow \hat{\mu}(\hat{U}_{n})^{\lambda} \), for various \( \tilde{\mu}, \tilde{\lambda} \). Since \( \tilde{j}_{\tilde{\lambda}, \tilde{\mu}} \) and \( \tilde{j}_{\tilde{\lambda}, \tilde{\mu}} \) are injective, and \( \tilde{j}_{\tilde{\lambda}, \tilde{\mu}} = \tilde{j}_{\tilde{\lambda}, \tilde{\mu}} \circ \psi_{\tilde{\mu}, \tilde{\lambda}} \), we conclude that \( \psi_{\tilde{\mu}, \tilde{\lambda}} \) and hence \( \psi \) is injective. Summarizing, we have established the following.

**Proposition 6.5.1.** The map \( \psi : \hat{U}_{n, \text{alg}}^c \rightarrow \hat{U}_{n}^c \) is an algebra isomorphism.

Therefore, a presentation of \( \hat{U}_{n}^c \) is reduced to finding a presentation of \( \hat{U}_{n, \text{alg}}^c \), and the latter can be obtained by modifying the definition/presentation of \( \mathbb{U}_{n}^c \) as given in Propositions 6.1.5 and 6.1.6, in a way similar to Lusztig’s presentation for modified quantum groups [Lu93]. The finite type counterpart of a presentation of \( \mathbb{U}_{n, \text{alg}}^c \) can be found in [BKLW14].
A second coideal subalgebra of quantum affine $\mathfrak{sl}_n$

In this chapter, setting $n = n - 1$ we consider a subvariety of $X^{\mathbf{c}}_{n,d}$, and study its corresponding convolution algebra $S^\mathbf{n}_{n,d}$ which is a subalgebra of $S^\mathbf{c}_{n,d}$. We introduce Lusztig subalgebra $U^\mathbf{n}_{n,d}$ of the $\mathbf{n}$-Schur algebra $S^\mathbf{n}_{n,d}$. We study the properties of a comultiplication on $U^\mathbf{n}_{n,d}$, which allow us to form a projective system $\{(U^\mathbf{n}_{n,d}, \phi^\mathbf{n}_{d,d-n})\}_{d \geq 0}$ and then two distinguished algebras $U^\mathbf{n}_{n}$ and $\mathbf{U}^\mathbf{n}_{n}$. We show that $pU^\mathbf{n}_{n}, U^\mathbf{n}_{n}$ forms an affine quantum symmetric pair. The canonical basis of $\mathbf{U}^\mathbf{n}_{n}$ is established and shown to admit positivity with respect to multiplication, comultiplication, and a bilinear pairing.

Recall $n = 2r + 2$, and we now set

$$n = n - 1 = 2r + 1 \quad (r \geq 1).$$

7.1. The Schur algebras of type $\mathbf{n}$

We shall construct Schur algebras $S^\mathbf{n}_{n,d}$ and Lusztig algebras $U^\mathbf{n}_{n,d}$. These algebras are defined as the affine counterpart of [BKLW14], and many basic properties of these algebras are established following [FL15, Section 5].

Recall the set $\Xi_{n,d}$ from (4.2.1). We introduce a subset $\Xi^\mathbf{n}_{n,d}$ which consists of matrices $A \in \Xi_{n,d}$ whose $(r + 1)$st row and $(r + 1)$st column entries are all zero except $a_{r+1,r+1} = 1$, i.e.,

$$\Xi^\mathbf{n}_{n,d} = \{ A \in \Xi_{n,d} | a_{r+1,j} = \delta_{r+1,j}, a_{i,r+1} = \delta_{i,r+1}, \forall i, j \in \mathbb{Z} \}. \quad (7.1.1)$$

Introduce the following idempotent in the algebra $S^\mathbf{c}_{n,d}$:

$$j_r = \sum_{A \in \Xi^\mathbf{n}_{n,d} : A_{\text{diagonal}}} [A], \quad (7.1.2)$$

and form the following subalgebra of $S^\mathbf{c}_{n,d}$:

$$S^\mathbf{n}_{n,d} = j_r S^\mathbf{c}_{n,d} j_r. \quad (7.1.3)$$

Then $j_r$ becomes the identity of $S^\mathbf{n}_{n,d}$, which will sometimes be denoted by 1 when there is no ambiguity. Note that the algebra $S^\mathbf{n}_{n,d}$ is the generic version of the convolution algebra on pairs of lattice chains in the set $\mathcal{X}_{n,d} := \{ L \in \mathcal{X}^\mathbf{c}_{n,d} | L_r = L_{r+1} \}$. The set $\{ [A] | A \in \Xi^\mathbf{n}_{n,d} \}$ forms a basis of $S^\mathbf{n}_{n,d}$.  
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Introduce the following elements in $S_{n,d}^n$:

$$
\tilde{e}_i = j_r e_j r, \quad \tilde{f}_i = j_r f_j r,
$$

$$
\tilde{K}_i^{\pm 1} = j_r k_i^{\pm 1} j_r, \quad \forall i \in [0, r - 1],
$$

$$
\tilde{H}_a^{\pm 1} = j_r h_a^{\pm 1} j_r, \quad \forall a \in [0, r],
$$

$$
\tilde{t}_r = j_r \left( f_r e_r + \frac{k_r - k_r^{-1}}{v - v^{-1}} \right) j_r.
$$

We note that

$$
j_r e_r j_r = 0, \quad j_r f_r j_r = 0, \quad j_r e_r f_r j_r = 0.
$$

Lusztig algebra (of type $P$) $U_{n,d}^n$ is defined to be the subalgebra of $S_{n,d}^n$ generated by the Chevalley generators $\tilde{e}_i, \tilde{f}_i, \tilde{K}_i^{\pm 1}$, for all $i \in [0, r - 1]$, and $\tilde{t}_r$.

Now let us present the type $A$ analogue of the above construction. Recall from Section 2.2 in Chapter 2 that $\Theta_{n,d}$ parametrizes a basis of $S_{n,d}$. We set

$$
\Theta_{n,d}^n = \{ A \in \Theta_{n,d} | a_{i,r+1} = 0, a_{r+1,j} = 0, \quad \forall i, j \in \mathbb{Z} \}.
$$

Similar to $j_r$, we define the following idempotent in $S_{n,d}$:

$$
J_r = \sum_{A \in \Theta_{n,d}^n} [A].
$$

As the algebra $J_r S_{n,d} J_r$ is canonically isomorphic to $S_{n,d}$ (recall $n = n - 1$), we shall simply identify $S_{n,d} = J_r S_{n,d} J_r$ below. Let

$$
\tilde{E}_i = \begin{cases} 
J_r E_i J_r, & \text{if } i \in [0, r - 1], \\
J_r E_{i+1} J_r, & \text{if } i = r \\
J_r E_{i+1} J_r, & \text{if } i \in [r + 1, n - 1].
\end{cases}
$$

$$
\tilde{F}_i = \begin{cases} 
J_r F_i J_r, & \text{if } i \in [0, r - 1], \\
J_r F_{i+1} J_r, & \text{if } i = r \\
J_r F_{i+1} J_r, & \text{if } i \in [r + 1, n - 1].
\end{cases}
$$

$$
\tilde{K}_i^{\pm 1} = \begin{cases} 
J_r K_i^{\pm 1} J_r, & \text{if } i \in [0, r - 1], \\
J_r K_{i+1}^{\pm 1} J_r, & \text{if } i = r \\
J_r K_{i+1}^{\pm 1} J_r, & \text{if } i \in [r + 1, n - 1].
\end{cases}
$$

For convenience, one can extend the range of index $i$ from the interval $[0, n - 1]$ to $\mathbb{Z}$ by setting $\tilde{E}_i = \tilde{E}_{i+n}$ for all $i \in \mathbb{Z}$, etc. We shall identify $U_{n,d}$ with the subalgebra of $S_{n,d}$ generated by $\tilde{E}_i, \tilde{F}_i$ and $\tilde{K}_i^{\pm 1}$ for all $i \in [0, n - 1]$.

7.2. THE COMULTIPLICATION

Recall the algebra homomorphism $\tilde{\Delta}^c : S_{n,d}^c \to S_{n,d'}^c \otimes S_{n,d''}$ from (3.2.1), for $d', d''$ such that $d = d' + d''$. We shall show its restriction to the subalgebra $U_{n,d}^n$ (denoted by the same notation) relates to the constructions above in Section 7.1.
Lemma 7.2.1. We have an algebra homomorphism \( \tilde{\Delta}^c : U_{n,d}^n \rightarrow U_{n,d'}^n \otimes U_{n,d''}^n \). More explicitly, for \( i \in [0, r-1] \), we have
\[
\tilde{\Delta}^c(\check{e}_i) = e'_i \otimes \check{H}''_{i+1} \check{H}''_{n-1-i} + h''_{i+1} \otimes E''_i \check{H}''_{n-1-i} + \check{H}''_{i+1} \otimes \check{E}''_i \check{H}''_{i+1}.
\]
\[
\tilde{\Delta}^c(\check{f}_i) = f'_i \otimes \check{H}'_{i-1} \check{H}'_{n-i} + h'_{i-1} \otimes \check{E}'_i \check{H}'_{n-i} + \check{H}'_{i-1} \otimes \check{E}'_i \check{H}'_{i-1}.
\]
\[
\tilde{\Delta}^c(\check{k}_i) = k'_i \otimes \check{K}''_{n-1-i}.
\]
\[
\tilde{\Delta}^c(\check{t}_r) = t'_r \otimes \check{K}''_{n-1-r} + v^2 k''_{r-1} \otimes \check{H}''_{r+1} \check{F}''_r + v^{-2} k'_{r} \otimes \check{H}'_{r-1} \check{E}''_r.
\]

Proof. The fact \( \tilde{\Delta}^c(U_{n,d}^n) \subseteq U_{n,d'}^n \otimes U_{n,d''}^n \) follows once we establish these explicit formulas.

We observe that \( \tilde{\Delta}^c(j_i) = j'_r \otimes J''_r \). So, by Proposition [5.2.3]
\[
\tilde{\Delta}^c(\check{e}_i) = j'_r \otimes J''_r \left( e'_i \otimes \check{H}''_{i+1} \check{H}''_{n-1-i} + h''_{i+1} \otimes E''_i \check{H}''_{n-1-i} + \check{H}''_{i+1} \otimes \check{E}''_i \check{H}''_{i+1} \right) j'_r \otimes J''_r
\]
\[
= e'_i \otimes \check{H}''_{i+1} \check{H}''_{n-1-i} + h''_{i+1} \otimes E''_i \check{H}''_{n-1-i} + \check{H}''_{i+1} \otimes \check{E}''_i \check{H}''_{i+1}.
\]

The formulas for \( \tilde{\Delta}^c(\check{f}_i) \) and \( \tilde{\Delta}^c(\check{k}_i) \) are similarly proved. The last formula can be proved in exactly the same manner as that of [FL15, Lemma 5.1.1].

Following the definition of \( \phi^c_{d,d-n} \) in (6.1.1), we define the transfer map
\[
\phi^c_{d,d-n} : S^n_{n,d} \rightarrow S^n_{n,d-n}
\]
to be the composition
\[
\phi^c_{d,d-n} : S^n_{n,d} \xrightarrow{\tilde{\Delta}^c} S^n_{n,d-n} \otimes S_{n,n} \xrightarrow{1 \otimes \chi_n} S^n_{n,d-n}
\]
where the homomorphism \( \chi_n : S_{n,n} \rightarrow \mathbb{Q}(v) \) is the generalized signed representation of \( S_{n,n} \).

We have \( \chi_n(\check{E}_i) = \chi_n(\check{F}_i) = 0 \) and \( \chi_n(\check{H}_i) = v \) for all \( i \in [0, n-1], a \in [0, n] \). Thus by Lemma [7.2.1] we have for all \( i \in [0, r-1] \),
\[
\phi^c_{d,d-n}(\check{e}_i) = e'_i, \quad \phi^c_{d,d-n}(\check{f}_i) = f'_i, \quad \phi^c_{d,d-n}(\check{k}_i) = k'_i, \quad \phi^c_{d,d-n}(\check{t}_r) = t'_r. \tag{7.2.1}
\]

Recall \( \Delta^c : S^n_{n,d} \rightarrow S^n_{n,d'} \otimes S^n_{n,d''} \) from (5.3.6). Let us consider the restriction \( \Delta^c|_{S^n_{n,d-n}} \), which will be denoted by \( \Delta^p \).

Proposition 7.2.2. We have an algebra homomorphism \( \Delta^p : S^n_{n,d} \rightarrow S^n_{n,d'} \otimes S^n_{n,d''} \), and by restriction, a homomorphism \( \Delta^p : U^n_{n,d} \rightarrow U^n_{n,d'} \otimes U^n_{n,d''} \). More explicitly, for all \( i \in [0, r-1] \), we have
\[
\Delta^p(\check{e}_i) = e'_i \otimes \check{K}''_{i-1} + 1 \otimes \check{E}'_i + k'_i \otimes v^{-i} \check{F}''_{n-1-i} \check{K}''_i,
\]
\[
\Delta^p(\check{f}_i) = f'_i \otimes \check{K}''_{n-1-i} + k''_{n-1-i} \otimes v^{-i} \check{F}''_{n-i} \check{E}''_i + 1 \otimes \check{E}''_{n-1-i}, \tag{7.2.2}
\]
\[
\Delta^p(\check{k}_i) = k'_i \otimes \check{K}''_{n-1-i},
\]
\[
\Delta^p(\check{t}_r) = t'_r \otimes \check{K}''_{n-1-r} + 1 \otimes \check{E}'_r + 1 \otimes v \check{K}''_{r-1} \check{E}'_r.
\]

Proof. Since \( \Delta^p(j_i) = j'_r \otimes J''_r \), we see that \( \Delta^p(S^n_{n,d}) \subseteq S^n_{n,d'} \otimes S^n_{n,d''} \).

So it remains to establish the formulas. The first three follow by \( \Delta^p(j_i) = j'_r \otimes J''_r \) and Proposition [5.3.4]. We now prove the last one on \( \Delta^p(\check{t}_r) \). The superscripts ‘ and ” are dropped for simplicity for the rest of the proof.
By applying Proposition 5.3.4 and using that \( j, e_r j_r = 0 \) and \( j, f, j_r = 0 \), we have
\[
\Delta^n(j, f, e_r j_r) = j, f, e_r j_r \otimes J, K_{r+1} K_r J_r + j, k_r^{-1} j_r \otimes J, K_{r+1} F_r E_r J_r + 1 \otimes J, E_{r+1} E_r J_r + 1 \otimes J, K_{r+1} F_r F_{r+1} K_r J_r + j, k_r j_r \otimes J, E_{r+1} F_{r+1} K_r J_r. \tag{7.2.3}
\]
By using the fact that
\[
J_r K_r J_r = \bar{H}_r^{-1}, \quad J_r K_{r+1} J_r = \bar{H}_{r+1}, \quad J_r E_r F_r J_r = 0, \quad J_r F_{r+1} E_{r+1} J_r = 0,
\]
we have
\[
J, K_{r+1} F_r E_r J_r = \bar{H}_r J_r (E_r F_r - \frac{K_r - K_r^{-1}}{v - v^{-1}}) J_r = \bar{H}_r J_r \frac{\bar{H}_r - \bar{H}_r^{-1}}{v - v^{-1}},
\]
\[
J, K_{r+1} F_r F_{r+1} K_r J_r = \bar{H}_{r+1} F_r \bar{H}_r^{-1} = v \bar{K}_r \bar{F}_r,
\]
\[
J_r E_{r+1} F_{r+1} K_r J_r = J_r (F_{r+1} E_{r+1} + \frac{K_{r+1} - K_{r+1}^{-1}}{v - v^{-1}}) J_r \bar{H}_r^{-1} = \frac{\bar{H}_{r+1} - \bar{H}_{r+1}^{-1}}{v - v^{-1}} \bar{H}_r^{-1}.
\]
So we can rewrite (7.2.3) as follows:
\[
\Delta^n(j, f, e_r j_r) = j, f, e_r j_r \otimes \bar{K}_r + 1 \otimes \bar{E}_r + 1 \otimes v \bar{K}_r \bar{F}_r + j, k_r^{-1} j_r \otimes \frac{\bar{H}_r - \bar{H}_r^{-1}}{v - v^{-1}} + j, k_r j_r \otimes \frac{\bar{H}_{r+1} - \bar{H}_{r+1}^{-1}}{v - v^{-1}} \bar{H}_r^{-1}
\]
\[
= \bar{t}_r \otimes \bar{K}_r + 1 \otimes \bar{E}_r + 1 \otimes v \bar{K}_r \bar{F}_r + j, k_r^{-1} j_r \otimes \frac{\bar{H}_r \bar{H}_{r+1}^{-1}}{v - v^{-1}} - j, k_r j_r \otimes \frac{\bar{H}_r \bar{H}_{r+1}^{-1}}{v - v^{-1}}.
\]
Finally, we have
\[
\Delta^n(j, k_r - k_r^{-1} j_r) = j, k_r j_r \otimes \frac{\bar{H}_r^{-1} \bar{H}_{r+1}}{v - v^{-1}} - j, k_r^{-1} j_r \otimes \frac{\bar{H}_r \bar{H}_{r+1}}{v - v^{-1}}.
\]
The formula for \( \Delta^n(\bar{t}_r) \) follows by adding the above two equations. \( \square \)

Now set \( d' = 0 \). Since \( S^\mathbb{N}_{n,0} = \mathbb{Q}(v) \), we obtain an algebra homomorphism
\[
\mathcal{P}_{n,d} := \Delta^n|_{d' = 0} : S^\mathbb{N}_{n,d} \rightarrow S_{n,d}, \tag{7.2.4}
\]
which is injective by Proposition 5.3.6. Moreover,
\[
\bar{e}_i = \bar{f}_i = 0, \quad \bar{K}_i = v^{-\delta_{i,0}} \bar{F}_i \bar{K}_{n-1-i}, \quad \bar{t}_r = 1 \in S^\mathbb{N}_{n,0}, \quad \forall i \in [0, r - 1].
\]
The following can now be read off from Proposition 7.2.2 while the injectivity of \( \mathcal{P}_{n,d} \) follows from a similar argument in [FL15].

**Proposition 7.2.3.** We have an imbedding of algebras
\[
\mathcal{P}_{n,d} : S^\mathbb{N}_{n,d} \rightarrow S_{n,d}.
\]
Moreover, for all \( i \in [0, r - 1] \), we have
\[
\mathcal{P}_{n,d}(\bar{e}_i) = \bar{E}_i + v^{-\delta_{i,0}} \bar{K}_i \bar{F}_{n-1-i}, \quad \mathcal{P}_{n,d}(\bar{f}_i) = \bar{E}_{n-1-i} + v^{\delta_{i,0}} \bar{F}_i \bar{K}_{n-1-i}, \quad \mathcal{P}_{n,d}(\bar{k}_i) = v^{-\delta_{i,0}} \bar{K}_i \bar{K}_{n-1-i}, \quad \mathcal{P}_{n,d}(\bar{t}_r) = \bar{E}_r + v \bar{K}_r \bar{F}_r + \bar{K}_r. \tag{7.2.5}
\]
In particular, we have an imbedding of algebras \( \mathcal{P}_{n,d} : U^\mathbb{N}_{n,d} \rightarrow U_{n,d} \).
7.3. The monomial basis of $U_{n,d}^p$

Next, we shall construct a $p$-monomial basis of $U_{n,d}^p$, which is bar invariant and preserved by $\phi_{d,d-n}^p$. The compatibility of a monomial basis with $\phi_{d,d-n}^p$ requires additional work in the current $p$ setting than the previous $c$-case (compare Theorem 5.4.3), and this will be carried out by a similar procedure as in finite type $t$-version in [LW15].

Let $A$ be a matrix in $\Xi_{n,d}^p$. Let $dlt_i(A)$ be the $\mathbb{Z} \times \mathbb{Z}$ matrix obtained from $A$ by deleting the $k$th rows and columns for all $k \equiv i \mod n$. Note that $dlt_r(A)$ and $A$ share the same $[-r, r] \times [-r, r]$-minors. The resulting matrix $dlt_{r+1}(A) = (b_{ij})$ satisfies

$$b_{-i,-j} = b_{ij} = b_{i+n,j+n}, \quad \sum_{i \in [1,n], j \in \mathbb{Z}} b_{ij} = 2d + 1, \quad b_{00} \in 2\mathbb{Z} + 1. \quad (7.3.1)$$

We shall denote by

$$\tilde{\Xi}_{n,d}^p = \{ B = (b_{ij}) \in \text{Mat}_{\mathbb{Z} \times \mathbb{Z}}(\mathbb{N}) | B \text{ satisfies } (7.3.1) \}. \quad (7.3.2)$$

In particular, we have a bijection

$$dlt_{r+1} : \Xi_{n,d}^p \longrightarrow \tilde{\Xi}_{n,d}^p, \quad A \mapsto dlt_{r+1}(A). \quad (7.3.3)$$

**Definition 7.3.1.** A matrix $A$ in $\Xi_{n,d}^p$ is called $p$-aperiodic if $dlt_{r+1}(A)$ is aperiodic.

Toward the construction of a suitable monomial basis, it is convenient for us to freely use parametrization of standard basis for $S_{n,d}^p$ by matrices in $\tilde{\Xi}_{n,d}^p$ or $\Xi_{n,d}^p$ under such a bijection, and thus it makes sense to say things like “[$A$] $\in S_{n,d}^p$ for $A \in \Xi_{n,d}^p$.” We shall add the index $n$ to the old notation to denote $E_{n}^{h,h+1}, E_{h,n}^{h,h+1} = E_{n}^{h,h+1} + E_{n}^{-h,-(h+1)}$ corresponding to $E_{n}^{h,h+1}, E_{h,n}^{h,h+1}$, and so on, under the bijection. (Note that the former has period $n$, while the latter has period $n$.)

**Lemma 7.3.2.** Let $A, B, C \in \tilde{\Xi}_{n,d}^p$. Let $R$ be a positive integer.

1. Assume that $B = RE_{h,n}^{h,h+1}$ is diagonal for some $h \in [0, r]$ and $\text{co}(B) = \text{ro}(A)$. Assume further that $R = R_0 + \cdots + R_l$ and the matrix $A$ satisfy one of the following conditions:

$$\begin{cases}
a_{0m} = 0, \quad a_{1k,i} = R_i, \quad a_{ik} \geq R_0, \quad a_{ij} = 0, & \text{if } h = 0, \quad k \geq 1; \\
a_{hm} = 0, \quad a_{h+1,k+i} = R_i, \quad a_{h+1,k} \geq R_0, \quad a_{h+1,j} = 0, & \text{if } h \in [1, r - 1]; \\
a_{rm} = 0, \quad a_{r+1,k+i} = R_i, \quad a_{r+1,k} \geq 2R_0, \quad a_{r+1,j} = 0, & \text{if } h = r, \quad k \geq r + 1;
\end{cases}$$

for all $m \geq k, i \in [1,l]$ and $j > k + l$. Then we have

$$[B] \ast [A] = [A + \sum_{i=0}^{l} R_i(E_{h,n}^{h,k+i} - E_{h,n}^{h+1,k+i})] + \text{lower terms.}$$

2. Assume that $C = RE_{h,n}^{h+1,h}$ is diagonal for some $h \in [0, r - 1]$ and $\text{co}(C) = \text{ro}(A)$. Assume further that $R = R_0 + \cdots + R_l$ and $A$ satisfy one of the following conditions:

$$\begin{cases}
a_{1m} = 0, \quad a_{0,k+i} = R_i, \quad a_{0,k+l} \geq R_l, \quad a_{0j} = 0, & \text{if } h = 0, \quad k + l < 0; \\
a_{1m} = 0, \quad a_{0,k+i} = R_i, \quad a_{0j} \geq 2R_l, \quad a_{0j} = 0, & \text{if } h = 0, \quad k + l = 0; \\
a_{h+1,m} = 0, \quad a_{h,k+i} = R_i, \quad a_{h,k+l} \geq R_l, \quad a_{hj} = 0, & \text{if } h \in [1, r - 1];
\end{cases}$$
for all \( m \leq k + l, i \in [0, l - 1] \) and \( j < k \). Then we have

\[
[C] \ast [A] = [A - \sum_{i=0}^{l} R_i(\sum_{h,k} E_{\theta,n}^{h,k+i} - E_{\theta,n}^{h+1,k+i})] + \text{lower terms}.
\]

Note the above multiplication formula for \( h = r \) corresponds to multiplication with the new generator \( \tilde{t}_r \) in \( S_{n,d}^n \).

**Proof.** All cases are directly taken from Lemma 4.4.2 except the third case in (1), which can be obtained by applying Lemma 4.4.2(1), Cases 3-4, and Lemma 4.4.2(2), Case 3. \( \square \)

A \( \alpha \)-aperiodic monomial is by definition of the form \([X_1] \ast \cdots \ast [X_m] \) in \( S_{n,d}^n \) where \( X_i \in \Xi_{n,d}^n \) satisfies the conditions that either \( X_i - RE_{\theta,n}^{h,k+1} \) for \( h \in [0, r] \) or \( X_i - RE_{\theta,n}^{h+1,k,h} \) for \( h \in [0, r - 1] \) is diagonal for each \( i \). The same argument as for Proposition 7.2.3 (or Theorem 5.4.3) gives us the following.

**Proposition 7.3.3.** For each aperiodic matrix \( A \) in \( \Xi_{n,d}^n \), there exists a \( \alpha \)-aperiodic monomial \( y_A \) in \( S_{n,d}^n \) such that \( y_A = [A] + \text{lower terms} \).

We freely switch the index set for \( \{ y_A \} \) back to \( A \in \Xi_{n,d}^n \) under the bijection (7.3.3). By Proposition 7.2.3, \( j_{n,d} : U_{n,d}^n \rightarrow U_{n,d} \) is an imbedding, and we shall regard \( U_{n,d}^n \subseteq U_{n,d} \) by identifying \( U_{n,d}^n \) with its image under \( j_{n,d} \). Recall that \( U_{n,d} \) admits a canonical basis \( \{ A_i \} A \in \Xi_{n,d}^n \) \( \alpha \)-aperiodic.

We have the following analogue of Theorem 5.4.3.

**Proposition 7.3.4.** The set \( \{ A_i \} A \in \Xi_{n,d}^n \) \( \alpha \)-aperiodic forms a (canonical) basis for \( U_{n,d}^n \). Also, \( \{ y_A \} A \in \Xi_{n,d}^n \) \( \alpha \)-aperiodic forms a monomial basis for \( U_{n,d}^n \).

**Proof.** We have an imbedding \( j_{n,d} : U_{n,d}^n \rightarrow U_{n,d} \) by Proposition 7.2.3. A counterpart of Proposition 5.4.2 makes sense in our setting. We also have Proposition 7.3.3. Therefore we have all the three key ingredients available to rerun the argument for Theorem 5.4.3. The proposition is proved. \( \square \)

Note that \( y_A \) is not bar invariant in general. As in the finite \( \epsilon \)-setting [LW15], this monomial basis \( \{ y_A \} \) is not preserved by the transfer map \( \phi_{n,n-d}^n \) and thus this basis is not directly applicable for studying the limiting algebra \( U_{n}^n \) in the following Section 7.4. To overcome this obstacle, we introduce the hybrid monomial \( h_A \) obtained from \( y_A \) by replacing every factor \( [X_i] \) in the monomial \( y_A \) by its associated canonical basis element \( \{ X_i \} d \) if \( X_i \) is of the form \( X_i = X(D, R) := D + RE_{\theta,n}^{r+1,k} \) for some diagonal matrix \( D \) and for some \( R \). We still have \( \{ X_i \} d \in S_{n,d}^n \) thanks to the fact that \( \{ X_i \} d \in \Xi_{n,d}^n + \sum_{0 \leq k < R} AX(D_k, k) \) for some diagonal matrices \( D_k \); see [LW15]. Hence we have \( h_A = y_A + \text{lower terms} \in S_{n,d}^n \). Thus we have obtained the following.

**Proposition 7.3.5.** For each aperiodic matrix \( A \) in \( \Xi_{n,d}^n \), there exists a \( \alpha \)-aperiodic hybrid monomial \( h_A \) in \( S_{n,d}^n \) such that \( h_A = [A] + \text{lower terms} \), \( h_A \) is \( h_A \) and \( \phi_{n,n-d}^n(h_A) = h_{A-2I_n} \), with \( I_n = \sum_{1 \leq i \leq n} E_{ii}^n \). Moreover, \( \{ h_A \} A \in \Xi_{n,d}^n \) \( \alpha \)-aperiodic forms a (hybrid) monomial basis for \( U_{n,d}^n \).

(It is understood above that \( h_{A-2I_n} = 0 \) if \( A - 2I_n \) contains some negative entry.)
Example 7.3.6. Set $r = 2$ and so $n = 5$. Consider the $\mu$-aperiodic matrix $A \in \mathbb{Z}_{5,d}^{5}$:

$$A = \begin{pmatrix}
    c-3 & c-2 & c-1 & c0 & c1 & c2 & c3 & c4 & c5 & c6 & c7 \\
    r0 & 3 & 1 & * & 1 & 3 \\
    r1 & 0 & 6 & * & 0 & 4 \\
    r2 & 8 & 7 & * & 2 & 5 \\
    r3 & 5 & 2 & * & 7 & 8 \\
    r4 & 4 & 0 & * & 6 & 0 \\
    r5 & 3 & 1 & * & 1 & 3
\end{pmatrix}$$

where ‘ri’ and ‘cj’ in the table indicate the $i$-th row and $j$-th column of the matrix $A$, respectively. We have

$$y_A = \hat{e}_1^{(8)} \cdot \hat{e}_2^{[5]} \cdot \hat{f}_1^{(4)} \cdot \hat{f}_0^{(4)} \cdot \hat{e}_0^{(14)} \cdot \hat{e}_1^{(12)} \cdot \hat{f}_2^{[6]} \cdot \hat{f}_0^{(3)} \cdot 1_{\co(A)} = [A] + \text{lower terms},$$

$$h_A = \hat{e}_1^{(8)} \cdot \hat{e}_2^{[5]} \cdot \hat{f}_1^{(4)} \cdot \hat{f}_0^{(4)} \cdot \hat{e}_0^{(14)} \cdot \hat{e}_1^{(12)} \cdot \hat{f}_2^{[6]} \cdot \hat{f}_0^{(3)} \cdot 1_{\co(A)} = [A] + \text{lower terms},$$

where $\hat{e}_2^{[R]}$ and $\hat{f}_2^{[R]}$ denote $\sum_X [X]$ and $\sum_X \{X\}_d$, respectively, with the sum taken over $X$ such that $X - RE_{\theta,n}^{r+1}$ is diagonal.

7.4. The coideal subalgebra of type $\mu$

Now that the results at the $\mu$-Schur algebra level are established (which is the counterpart of Chapter 5), we will formulate the $\mu$-analogue of Chapter 6. As most of these are straightforward, we will skip some of the details.

Starting with the projective system $\{(U_{n,d}, \varphi_{d,d-n})\}_{d \in \mathbb{N}}$, we construct two distinguished algebras $\hat{U}^\mu_n$ and $\hat{U}^\mu_n$ out of the associated projective limit algebra $U^\mu_{n,\infty}$; the Chevalley generators of $U^\mu_n$ will be denoted again by $\hat{e}_i$, $\hat{f}_i$, $\hat{h}_i^{\pm 1}$ ($i \in [0, r - 1]$), and $\hat{t}_r$. The family of imbeddings $\{\varphi_{n,d} : U^\mu_{n,d} \rightarrow U_{n,d}\}_{d \geq 0}$ induces an algebra imbedding $\varphi_n : U^\mu_n \rightarrow U_n$. The family of $\Delta^\mu$ (for various $d' + d'' = d$) induce an algebra homomorphism (which is coassociative in a suitable sense) $\Delta^\mu : U^\mu_n \rightarrow U^\mu_n \otimes U_n$, whose action on the Chevalley generators can be presented explicitly. Recall the algebra isomorphism $U_n \cong U(\hat{\mathfrak{sl}_n})$. Summarizing we have established the following.

**Theorem 7.4.1.** The pair $(U(\hat{\mathfrak{sl}_n}), U^\mu_n)$ forms an affine quantum symmetric pair. (see Figure 2 for the relevant involution.)

Recall the Cartan integers $c_{ij}$ from (5.1.7). We give a presentation for the algebra $U^\mu_n$, which is a counterpart of Proposition 6.1.5 for $U_n$. This presentation is a variant of [Ko14, Theorem 7.1] in our setting and our notation. Recall we always assume $r \geq 1$ so $n \geq 3$. 
Proposition 7.4.2. The $Q(v)$-algebra $U^\mu_n$ has a presentation with generators $\hat{e}_i, \hat{f}_i$, and $\hat{k}_i^{\pm 1}$ ($i \in [0, r - 1]$) and $\hat{t}_r$, and the following relations: for all $i, j \in [0, r - 1]$,
\[
\begin{align*}
&k_0(k_1^2 \cdots k_{r-1}^2) = v^{-1}, \\
&\hat{k}_i \hat{k}_j^{-1} = 1, \quad \hat{k}_i \hat{k}_j = \hat{k}_j \hat{k}_i, \quad \hat{k} t_r = \hat{t} \hat{k}_r,
&\hat{k}_i \hat{e}_j \hat{k}_i^{-1} = v^{c_{ij} + \delta_i \delta_j} e_j, \\
&\hat{k}_i \hat{f}_j \hat{k}_i^{-1} = v^{-c_{ij} - \delta_i \delta_j} f_j,
&\hat{e}_i \hat{e}_j = \hat{e}_j \hat{e}_i, \quad \hat{f}_i \hat{f}_j = \hat{f}_j \hat{f}_i, \quad \forall |i - j| > 1,
&\hat{e}_i \hat{t}_r = \hat{t}_r \hat{e}_i, \quad \hat{f}_i \hat{t}_r = \hat{t}_r \hat{f}_i, \quad \forall i \leq r - 2,
&\hat{e}_i^2 \hat{e}_j + \hat{e}_j \hat{e}_i^2 = (v + v^{-1}) \hat{e}_j \hat{e}_i, \quad \forall |i - j| = 1,
&\hat{f}_i^2 \hat{f}_j + \hat{f}_j \hat{f}_i^2 = (v + v^{-1}) \hat{f}_j \hat{f}_i, \quad \forall |i - j| = 1,
&\hat{e}_{r-1}^2 \hat{t}_r + \hat{t}_r \hat{e}_{r-1}^2 = (v + v^{-1}) \hat{e}_{r-1} \hat{t}_r \hat{e}_{r-1},
&\hat{f}_{r-1}^2 \hat{t}_r + \hat{t}_r \hat{f}_{r-1}^2 = (v + v^{-1}) \hat{f}_{r-1} \hat{t}_r \hat{f}_{r-1},
&\hat{t}_r^2 \hat{e}_{r-1} + \hat{e}_{r-1} \hat{t}_r^2 = (v + v^{-1}) \hat{e}_{r-1} \hat{t}_r \hat{e}_{r-1} + \hat{e}_{r-1},
&\hat{t}_r^2 \hat{f}_{r-1} + \hat{f}_{r-1} \hat{t}_r^2 = (v + v^{-1}) \hat{f}_{r-1} \hat{t}_r \hat{f}_{r-1} + \hat{f}_{r-1},
&\hat{e}_i \hat{f}_j - \hat{f}_j \hat{e}_i = \delta_{ij} \frac{\hat{k}_i - \hat{k}_j^{-1}}{v - v^{-1}}, \quad \forall (i, j) \neq (0, 0),
&\hat{e}_0^2 \hat{f}_0 + \hat{f}_0 \hat{e}_0^2 = (v + v^{-1}) (\hat{e}_0 \hat{f}_0 \hat{e}_0 - (v \hat{k}_0 + v^{-1} \hat{k}_0^{-1}) \hat{e}_0),
&\hat{f}_0^2 \hat{e}_0 + \hat{e}_0 \hat{f}_0^2 = (v + v^{-1}) (\hat{f}_0 \hat{e}_0 \hat{f}_0 - \hat{f}_0 (v \hat{k}_0 + v^{-1} \hat{k}_0^{-1})).
\end{align*}
\]

Proof. We verify directly the above relations for Lusztig algebras $U^\mu_{n,d}$, and it follows that the relations hold for $U^\mu_n$ by construction. Then we use Theorem 7.4.1 and [Ko14, Theorem 7.1] to conclude that we do not need additional relations. \hfill \Box

Now the construction of canonical basis with positivity for the coideal algebra in Section 6.4 can be repeated. Recalling $\hat{\Xi}_n$ from (6.2.2), we introduce the following subsets of $\hat{\Xi}_n$:

\[
\begin{align*}
\hat{\Xi}^\mu_n &= \{ A = (a_{ij}) \in \hat{\Xi}_n | a_{r+1,j} = \delta_{r+1,j}, a_{i,r+1} = \delta_{i,r+1} \}, \\
\hat{\Xi}^{\mu,ap}_n &= \{ A \in \hat{\Xi}^\mu_n | A \text{ is } 2\text{-aperiodic} \}.
\end{align*}
\] (7.4.1)

Recalling $\hat{\Xi}_{n,d}$ from (6.2.3), we further introduce, for $d \in \mathbb{Z}$,

\[
\hat{\Xi}^\mu_{n,d} = \{ A \in \hat{\Xi}^\mu_n | |A| = d \}, \quad \hat{\Xi}^\mu_n = \bigcup_d \hat{\Xi}^\mu_{n,d}.
\] (7.4.2)

We define an equivalence relation $\approx$ on $\hat{\Xi}^{\mu,ap}_n$ as in (6.2.4) and let $\hat{A}$ be the equivalence class of $A$. The hybrid monomial basis $\{ h_A \}$ for $S^\mu_{n,d}$ (cf. Proposition 7.3.5) gives rise to a monomial basis $\{ h_{\hat{A}} | \hat{A} \in \hat{\Xi}^{\mu,ap}_n / \approx \}$ for the algebra $U^\mu_n$. A bilinear form $\langle \cdot, \cdot \rangle$ on $U^\mu_n$ can be defined similarly as in Section 6.4 and shown to be non-degenerate. The following is a $2$-analogue of Theorems 6.4.3 and 6.4.5.
Theorem 7.4.3. There exists a canonical basis $\mathcal{B}_n = \{ b_{\hat{A}} | \hat{A} \in \tilde{\Xi}_n^{p, ap} / \approx \}$ for $\hat{U}_n$, whose transition matrix with respect to the monomial basis $\{ h_{\hat{A}} | \hat{A} \in \tilde{\Xi}_n^{p, ap} / \approx \}$ is uni-triangular. Moreover, the structure constants of the canonical basis $\mathcal{B}_n$ lie in $\mathbb{N}[v, v^{-1}]$ with respect to the multiplication and comultiplication, and in $v^{-1}\mathbb{N}[[v^{-1}]]$ with respect to the bilinear pairing.
CHAPTER 8

More variants of coideal subalgebras of quantum affine $\mathfrak{sl}_n$

This chapter offers two more variants of geometric origin (denoted by types $\tilde{i}$ and $\tilde{ii}$) of the constructions in Chapters 6 and 7. Set

$$\eta = n - 1 = n - 2 = 2r \quad (r \geq 1).$$

Schur algebras $S^{\eta}_{n,d}$ and Lusztig algebras $U^{\eta}_{n,d}$ are introduced, and the family of Lusztig algebras gives rise to algebras $U^{\eta}_{n,d}$ and $\hat{U}^{\eta}_{n,d}$. We show that $U^{\eta}_{n,d} \subset S^{\eta}_{n,d}$ is introduced and gives rise to algebras $U^{\eta}_{n,d}$ and $\hat{U}^{\eta}_{n,d}$. Then $(U^{\eta}_{\mathfrak{sl}_n}), U^{\eta}_{n,d})$ forms an affine quantum symmetric pair. In addition, a family of algebras $U^{\eta}_{n,d}$ is introduced and gives rise to algebras $U^{\eta}_{n,d}$ and $\hat{U}^{\eta}_{n,d}$. Then $(U^{\eta}_{\mathfrak{sl}_n}), U^{\eta}_{n,d})$ forms an affine quantum symmetric pair. The canonical bases of both algebras $U^{\eta}_{n,d}$ and $\hat{U}^{\eta}_{n,d}$ admit positivity with respect to multiplication, comultiplication, and a bilinear pairing.

8.1. The Schur algebras of type $\eta$

Recall the set $\Xi^{\eta}_{n,d}$ from (4.2.1). We set

$$\Xi^{\eta}_{n,d} = \{ A \in \Xi_{n,d} | a_{0,j} = \delta_{0,j}, a_{i,0} = \delta_{i,0}, \forall i, j \in \mathbb{Z} \}. \quad (8.1.1)$$

Introduce the idempotent $j_0$ in the algebra $S^{\eta}_{n,d}$ given by $j_0 = \sum_{A \in \Xi^{\eta}_{n,d}} \text{diagonal} [A]$, and form the following subalgebra of $S^{\eta}_{n,d}$ (called Schur algebra of type $\eta$):

$$S^{\eta}_{n,d} = j_0 S^{\eta}_{n,d} j_0. \quad (8.1.2)$$

We further introduce the following elements in $S^{\eta}_{n,d}$:

$$\hat{e}_i = j_0 e_i j_0, \quad \hat{f}_i = j_0 f_i j_0,$$

$$\hat{k}_i^{\pm 1} = j_0 k_i^{\pm 1} j_0, \quad \forall i \in [1, r],$$

$$\hat{h}_a^{\pm 1} = j_0 h_a^{\pm 1} j_0, \quad \forall a \in [0, r],$$

$$\hat{t}_0 = j_0 (e_0 f_0 + \frac{k_0^{\pm 1} - k_0}{v - v^{-1}}) j_0. \quad (8.1.3)$$

We also have the following vanishing results in $S^{\eta}_{n,d}$, which will be used freely:

$$j_0 e_0 j_0 = 0, \quad j_0 f_0 j_0 = 0, \quad j_0 t_0 e_0 j_0 = 0. \quad (8.1.4)$$

The Lusztig algebra $U^{\eta}_{n,d}$ is defined to be the subalgebra of $S^{\eta}_{n,d}$ generated by the Chevalley generators $\hat{e}_i, \hat{f}_i, \hat{k}_i^{\pm 1}$, for $i \in [1, r]$, and $\hat{t}_0$.

Let us also formulate a type $A$ version which is compatible with the above construction. Let

$$\Theta^{\eta}_{n,d} = \{ A \in \Theta_{n,d} | a_{0,j} = 0, a_{i,0} = 0, \quad \forall i, j \in \mathbb{Z} \}. \quad (8.1.5)$$
Using the idempotent $J_0$ in $S_{n,d}$ given by $J_0 = \sum_{A \in \Theta_{n,d}^{\mathfrak{g}}} \text{diagonal} \, [A]$, we form the subalgebra $J_0 S_{n,d} J_0$ of $S_{n,d}$, which is isomorphic to the algebra $S_{n,d}$ defined earlier. We shall always identify $S_{n,d} = J_0 S_{n,d} J_0$ below. We introduce the following elements in $S_{n,d}$:

$$
\hat{E}_i = \begin{cases} 
J_0 E_0 E_{-1} J_0, & \text{if } i = 0, \\
J_0 E_i J_0, & \text{if } i \in [1, n-1]. 
\end{cases}
$$

$$
\hat{F}_i = \begin{cases} 
J_0 F_{-1} F_0 J_0, & \text{if } i = 0, \\
J_0 F_i J_0, & \text{if } i \in [1, n-1]. 
\end{cases}
$$

$$
\hat{K}_i^{\pm 1} = \begin{cases} 
J_0 K_0^{\pm 1} K_{-1}^{\pm 1} J_0, & \text{if } i = 0, \\
J_0 K_i^{\pm 1} J_0, & \text{if } i \in [1, n-1]. 
\end{cases}
$$

$$
\hat{H}_j^{\pm 1} = \begin{cases} 
J_0 H_0^{\pm 1} J_0, & \text{if } a = 0, \\
J_0 H_i^{\pm 1} J_0, & \text{if } a \in [1, n]. 
\end{cases}
$$

(8.1.5)

We can extend the interval $i \in [0, n-1]$ to $i \in \mathbb{Z}$ by setting $\hat{E}_i = \hat{E}_{i+n}$, etc. We observe

$J_0 E_{-1} J_0 = 0, \quad J_0 F_{-1} J_0 = 0, \quad J_0 E_{-1} F_{-1} J_0 = 0, \quad J_0 F_0 E_0 J_0 = 0.$

We identify $U_{n,d}$ with the subalgebra generated by the Chevalley generators $\hat{E}_i$, $\hat{F}_i$ and $\hat{K}_i^{\pm 1}$ for all $i \in [0, n-1]$.

8.2. Comultiplication and transfer map of type $\gamma$

We shall study the restriction to Lusztig algebra $U_{n,d}^{\mathfrak{g}}$ (denoted by the same notation) of

$\hat{\Delta}^\circ : S_{n,d}^\vee \to S_{n,d}^\vee \otimes S_{n,d''}$

from (5.2.1), for arbitrary $d', d''$ such that $d = d' + d''$.

**Proposition 8.2.1.** We have an algebra homomorphism

$$
\hat{\Delta}^\circ : U_{n,d}^{\mathfrak{g}} \longrightarrow U_{n,d'}^{\mathfrak{g}} \otimes U_{n,d''}.
$$

More explicitly, for all $i \in [1, r]$, we have

$$
\hat{\Delta}^\circ(e_i) = e_i' \otimes H''_{n-i} H''_{n-i+1} + \hat{h}_i' \otimes \hat{E}_i'' H''_{n-i+1} H''_{n-i},
$$

$$
\hat{\Delta}^\circ(f_i) = f_i' \otimes \hat{H}'_{n-i} H''_n + \hat{h}_i' \otimes \hat{F}_i'' H''_{n-i} + \hat{h}_i^{-1} \otimes \hat{E}_i'' H''_{n-i+1},
$$

$$
\hat{\Delta}^\circ(k_i) = k_i' \otimes \hat{K}_i'' H''_{n-i+1},
$$

$$
\hat{\Delta}^\circ(t_0) = t_0' \otimes \hat{K}_0'' + v^2 \hat{D}_0' \otimes \hat{H}'_n + v^{-2} \hat{D}_0' \otimes \hat{H}'_{n-1} \hat{E}'_0.
$$

**Proof.** The inclusion $\hat{\Delta}^\circ(U_{n,d}^{\mathfrak{g}}) \subseteq U_{n,d'}^{\mathfrak{g}} \otimes U_{n,d''}$ follows once the formulas are established. The superscripts $'$ and $''$ will be dropped throughout the proof for the sake of simplicity. The first three formulas follow from Proposition 5.2.1. To prove the last one, we proceed similarly as in the $p$-version. By using $j_0 e_0 j_0 = 0$ and $j_0 f_0 j_0 = 0$, we have

$$
\hat{\Delta}^\circ(j_0 e_0 f_0 j_0) = j_0 \otimes \hat{\Delta}^\circ(e_0) \hat{\Delta}^\circ(f_0) j_0 \otimes j_0
$$

$$
= j_0 e_0 f_0 j_0 \otimes J_0 H_1 H_{-1} J_0 + j_0 h_1^{-1} h_0 j_0 \otimes J_0 E_0 H_{-1} F_0 H_0 J_0
$$

$$
+ j_0 h_1 h_0 j_0 \otimes J_0 F_{-1} H_1 F_0 H_0 J_0 + j_0 h_1^{-1} h_0^{-1} j_0 \otimes J_0 E_0 H_{-1} E_{-1} H_{-1} J_0
$$

$$
+ j_0 h_1 h_0^{-1} j_0 \otimes J_0 F_{-1} H_1 E_{-1} H_0^{-1} J_0.
$$
Observe that subalgebra 

We have a homomorphism 

Hence we have constructed projective systems one can be obtained as that of Proposition 8.2.1, and we skip the detail.

Proof. We define the transfer map

Hence, we have

\[ \hat{\Delta}^v(\hat{J}_0) = \hat{\Delta}^v(\hat{J}_0) + \hat{k}_0 - \hat{H}_0^{-1} \hat{H}_1 - \hat{H}_1^{-1} \]

By definition, we also have

\[ \hat{\Delta}^v(\hat{J}_0) = -\hat{k}_0 \hat{H}_0^{-1} \hat{H}_1 - \hat{H}_0^{-1} \hat{H}_1^{-1} \]

By adding the last two equalities, we have established the formula for \( \hat{\Delta}^v(\hat{t}_0) \).

We define the transfer map \( \phi_{d,d-n}^{i,j} : S_{n,d}^{i,j} \rightarrow S_{n,d-n}^{i,j} \) to be the composition

\[ \phi_{d,d-n}^{i,j} : S_{n,d}^{i,j} \rightarrow S_{n,d-n}^{i,j} \otimes S_{n,n}^{i,j} \rightarrow S_{n,d-n}^{i,j} \]

Recall that the “signed” homomorphism \( \chi_n : S_{n,d}^{i,j} \rightarrow Q(v) \) satisfies that \( \chi_n(\hat{E}_i) = \hat{H}_i = 0 \), \( \chi_n(\hat{F}_i) = v \). It follows by Proposition 8.2.1 that, for all \( i \in [1, r] \),

\[ \phi_{d,d-n}^{i,j}(\hat{e}_i) = \hat{e}_i, \quad \phi_{d,d-n}^{i,j}(\hat{f}_i) = \hat{f}_i, \quad \phi_{d,d-n}^{i,j}(\hat{k}_i^{n+1}) = \hat{k}_i^{n+1}, \quad \phi_{d,d-n}^{i,j}(\hat{t}_0) = \hat{t}_0. \] (8.2.1)

Hence we have constructed projective systems \( \{(S_{n,d}, \phi_{d,d-n}^{i,j})\}_{d \geq 0} \) and \( \{(U_{n,d}^{i,j}, \phi_{d,d-n}^{i,j})\}_{d \geq 0} \).

We now describe the restriction of \( \Delta^v : S_{n,d}^{i,j} \rightarrow S_{n,d'}^{i,j} \otimes S_{n,d''}^{i,j} \) defined in (5.3.6) to the subalgebra \( S_{n,d}^{i,j} \), which shall be denoted by \( \Delta^{i,j} \).

Proposition 8.2.2. We have a homomorphism \( \Delta^{i,j} : S_{n,d}^{i,j} \rightarrow S_{n,d'}^{i,j} \otimes S_{n,d''}^{i,j} \) and by restriction \( \Delta^{i,j} : U_{n,d}^{i,j} \rightarrow U_{n,d'}^{i,j} \otimes U_{n,d''}^{i,j} \). More precisely, for all \( i \in [1, r] \), we have

\[ \Delta^{i,j}(\hat{e}_i) = \hat{e}_i \otimes \hat{K}_n^{i,j} + 1 \otimes \hat{E}_n^{i,j} + \hat{k}_0^{i,j} \otimes \hat{F}_n^{i,j} \]

\[ \Delta^{i,j}(\hat{f}_i) = \hat{f}_i \otimes \hat{K}_{n-1}^{i,j} + \hat{k}_{n-1}^{i,j} \otimes \hat{E}_n^{i,j} + 1 \otimes \hat{E}_n^{i,j} \]

\[ \Delta^{i,j}(\hat{k}_i) = \hat{k}_0^{i,j} \otimes \hat{K}_{n-1}^{i,j} \]

\[ \Delta^{i,j}(\hat{t}_0) = \hat{t}_0^{i,j} \otimes \hat{K}_0^{i,j} + 1 \otimes \hat{F}_n^{i,j} + 1 \otimes \hat{E}_n^{i,j} \] (8.2.2)

Proof. The first three formulas follow by \( \Delta^{i,j}(\hat{J}_0) = \hat{J}_0 \otimes \hat{J}_0^{i,j} \) and Proposition 5.3.4. The last one can be obtained as that of Proposition 8.2.1 and we skip the detail.
Since \( \hat{\mathbf{e}}_i = \hat{f}_i = 0, \hat{\mathbf{t}}_0 = 1, \hat{\mathbf{k}}_i = v^{\delta_{i,r}} \in \mathbf{S}^\vee_{n,0} \) for all \( i \in [1, r] \), we have the following degenerate version of Proposition 8.2.2.

**Proposition 8.2.3.** We have an imbedding of algebras

\[
y_{n,d} = \Delta^\vee|_{d'=0} : \mathbf{S}^\vee_{n,d} \longrightarrow \mathbf{S}_{n,d}
\]

such that, for all \( i \in [1, r] \),

\[
y_{n,d}(\hat{\mathbf{e}}_i) = \hat{\mathbf{E}}_i + v^{\delta_{i,r}} \hat{\mathbf{F}}_{n-1-i} \hat{\mathbf{K}}_i, \quad y_{n,d}(\hat{f}_i) = \hat{\mathbf{E}}_{n-1-i} + v^{-\delta_{i,r}} \hat{\mathbf{K}}_{n-1-i} \hat{\mathbf{F}}_i,
\]

\[
y_{n,d} (\hat{\mathbf{k}}_i) = v^{\delta_{i,r}} \hat{\mathbf{K}}_i \hat{\mathbf{K}}_{n-1-i}, \quad y_{n,d} (\hat{\mathbf{t}}_0) = \hat{\mathbf{E}}_0 + v \hat{\mathbf{K}}_0 \hat{\mathbf{F}}_0 + \hat{\mathbf{K}}_0.
\]

In particular, we have by restriction an imbedding of algebras

\[
y_{n,d} : \mathbf{U}^\vee_{n,d} \longrightarrow \mathbf{U}_{n,d}.
\]

Following Definition 7.3.1, a notation of a \( \eta \)-aperiodic matrix in \( \Xi^\vee_{n,d} \) is self-explanatory. The following is a counterpart of Proposition 7.3.4 whose proof will be skipped.

**Proposition 8.2.4.** The algebra \( \mathbf{U}^\vee_{n,d} \) has a canonical basis \( \{[A]_d\} A \in \Xi^\vee_{n,d} \eta \)-aperiodic.

### 8.3. **Quantum Symmetric Pair** \((\mathbf{U}\langle \hat{\mathbf{s}}_n \rangle, \mathbf{U}^\vee_n)\) **and Canonical Basis on** \( \hat{\mathbf{U}}^\vee_n \)

The results in Chapter 7 in particular those in Sections 7.3 7.4 admit \( \eta \)-counterparts with basically identical proofs; we shall outline these below.

Starting with the projective system \( \{ (\mathbf{U}^\vee_{n,d}, \mathbf{S}^\vee_{n,d}, \mathbf{Q}^\vee_{n,d}) \}_{d \in \mathbb{N}} \), we construct two distinguished algebras \( \mathbf{U}^\vee_n \) and \( \hat{\mathbf{U}}^\vee_n \) out of its associated projective limit algebra \( \mathbf{U}^\vee_{n,\infty} \); the Chevalley generators of \( \mathbf{U}^\vee_n \) are denoted again by \( \hat{\mathbf{e}}_i, \hat{\mathbf{f}}_i, \hat{\mathbf{k}}_i^{\pm 1}, \) for \( i \in [1, r] \), and \( \hat{\mathbf{t}}_0 \). The family of imbeddings \( \{ y_{n,d} : \mathbf{U}^\vee_{n,d} \longrightarrow \mathbf{U}_{n,d} \}_{d \geq 1} \) induces an algebra imbedding \( y_n : \mathbf{U}^\vee_n \longrightarrow \mathbf{U}_n \). The family of \( \Delta^\vee \) (for various \( d', d'' \)) induces an algebra homomorphism \( \Delta^\vee : \mathbf{U}^\vee_n \longrightarrow \mathbf{U}^\vee_n \otimes \mathbf{U}_n \), whose action on the Chevalley generators can be presented explicitly. Recall the algebra isomorphism \( \mathbf{U}_n \cong \mathbf{U}(\hat{\mathbf{s}}_n) \). Summarizing we have established the following.

**Theorem 8.3.1.** The pair \( (\mathbf{U}\langle \hat{\mathbf{s}}_n \rangle, \mathbf{U}^\vee_n) \) forms a quantum symmetric pair of affine type. (see Figure 3 for the relevant involution.)

Recalling \( \hat{\Xi}_n \) from (6.2.2), we introduce the following subsets of \( \hat{\Xi}_n \):

\[
\hat{\Xi}^\vee_n = \left\{ A = (a_{ij}) \in \hat{\Xi}_n^\vee \mid a_{0,j} = \delta_{0,j}, a_{i,0} = \delta_{i,0} \right\},
\]

\[
\hat{\Xi}^\vee_{n,\eta} = \left\{ A \in \hat{\Xi}_n^\vee \mid A \text{ is } \eta \text{-aperiodic} \right\}.
\]

We define an equivalence relation \( \approx \) on \( \hat{\Xi}^\vee_{n,\eta} \) as in (6.2.4) and let \( \hat{A} \) be the equivalence class of \( A \). A hybrid monomial basis \( \{ h_A \} \) for \( \mathbf{S}^\vee_{n,d} \) can be constructed (similar to Proposition 7.3.5 in \( \eta \)-type), and it gives rise to a monomial basis \( \{ h_{\hat{A}} \mid \hat{A} \in \hat{\Xi}^\vee_{n,\eta,\approx} \} \) for the algebra \( \hat{\mathbf{U}}^\vee_n \). A bilinear form \( \langle \cdot, \cdot \rangle \) on \( \hat{\mathbf{U}}^\vee_n \) can be defined similarly as in Section 6.3 and shown to be non-degenerate. We have the following analogue of Theorem 7.4.3 (and also of Theorems 6.4.3 and 6.4.5).

**Theorem 8.3.2.** There exists a canonical basis \( \hat{\mathbf{B}}^\vee_n = \{ b_{\hat{A}} \mid \hat{A} \in \hat{\Xi}^\vee_{n,\eta,\approx} \approx \} \) for \( \hat{\mathbf{U}}^\vee_n \), whose transition matrix with respect to the monomial basis is uni-triangular. Moreover, the structure constants of the canonical basis \( \hat{\mathbf{B}}^\vee_n \) are positive integral, i.e., they all lie in \( \mathbb{N}[v, v^{-1}] \) with respect to the multiplication and comultiplication, and lie in \( v^{-1} \mathbb{N}[v^{-1}] \) with respect to the bilinear pairing .
8.4. The Schur algebras of type \( n \)

Recall \( \eta = n - 2 \), and so \( \eta = n - 1 = 2r \) for \( r \geq 1 \). We set

\[
\Xi_{\eta,d} = \Xi_{n,d} \cap \Xi_{n,d}', \quad \mathbf{j}_{r,0} = \mathbf{j}_r \mathbf{j}_0. \tag{8.4.1}
\]

The idempotent \( \mathbf{j}_{r,0} \) gives rise to the subalgebra \( S_{\eta,d}^n \):

\[
S_{\eta,d}^n = \mathbf{j}_{r,0} S_{n,d} \mathbf{j}_{r,0} = S_{n,d}^\mu \cap S_{n,d}'. \tag{8.4.2}
\]

Let \( U_{\eta,d} \) be the subalgebra of \( S_{\eta,d}^n \) generated by the following Chevalley generators:

\[
\begin{align*}
\check{\mathbf{e}}_i &= \mathbf{j}_{r,0} \check{e}_i \mathbf{j}_{r,0}, \quad \check{\mathbf{f}}_i = \mathbf{j}_{r,0} \check{f}_i \mathbf{j}_{r,0}, \\
\check{\mathbf{k}}_i^{\pm 1} &= \mathbf{j}_{r,0} \check{\mathbf{k}}_i^{\pm 1} \mathbf{j}_{r,0}, \quad \forall i \in [1, r - 1], \\
\check{\mathbf{h}}_a^{\pm 1} &= \mathbf{j}_{r,0} \check{\mathbf{h}}_a^{\pm 1} \mathbf{j}_{r,0}, \quad \forall a \in [0, r], \\
\check{\mathbf{t}}_0 &= \mathbf{j}_{r,0} (\check{\mathbf{e}}_0 \check{\mathbf{t}}_0 + \frac{\check{\mathbf{k}}_1^{0} - \check{\mathbf{k}}_0^{0}}{v - v^{-1}}) \mathbf{j}_{r,0} = \mathbf{j}_{r,0} \check{\mathbf{t}}_0 \mathbf{j}_{r,0}, \\
\check{\mathbf{t}}_r &= \mathbf{j}_{r,0} \check{\mathbf{t}}_r \mathbf{j}_{r,0}.
\end{align*}
\]

Note that \( \check{\mathbf{e}}_i = \mathbf{j}_{r,0} \check{e}_i \mathbf{j}_{r,0} = \mathbf{j}_{r,0} \check{e}_i \mathbf{j}_{r,0} \), etc.

We shall also need a type \( A \) counterpart of the above construction as follows. We set

\[
\Theta_{\eta,d}^n = \Theta_{n,d}^\mu \cap \Theta_{n,d}', \quad \mathbf{J}_{r,0} = \mathbf{J}_r \mathbf{J}_0, \quad S_{\eta,d} = \mathbf{J}_{r,0} S_{n,d} \mathbf{J}_{r,0}.
\]

Let \( U_{\eta,d} \) be the subalgebra of \( S_{\eta,d} \) generated by the following Chevalley generators:

\[
\begin{align*}
\check{\mathbf{E}}_i &= \begin{cases} 
\mathbf{J}_{r,0} \check{\mathbf{E}}_i \mathbf{E}_{-1} \mathbf{J}_{r,0}, & \text{if } i = 0, \\
\mathbf{J}_{r,0} \check{\mathbf{E}}_i \mathbf{J}_{r,0}, & \text{if } i \in [1, \eta - 1].
\end{cases} \\
\check{\mathbf{F}}_i &= \begin{cases} 
\mathbf{J}_{r,0} \check{\mathbf{F}}_i \mathbf{F}_{-1} \mathbf{J}_{r,0}, & \text{if } i = 0, \\
\mathbf{J}_{r,0} \check{\mathbf{F}}_i \mathbf{J}_{r,0}, & \text{if } i \in [1, \eta - 1].
\end{cases} \\
\check{\mathbf{K}}_i^{\pm 1} &= \begin{cases} 
\mathbf{J}_{r,0} \check{\mathbf{K}}_i^{\pm 1} \mathbf{K}_{-1}^{\pm 1} \mathbf{J}_{r,0}, & \text{if } i = 0, \\
\mathbf{J}_{r,0} \check{\mathbf{K}}_i^{\pm 1} \mathbf{J}_{r,0}, & \text{if } i \in [1, \eta - 1].
\end{cases} \\
\check{\mathbf{H}}_a^{\pm 1} &= \begin{cases} 
\mathbf{J}_{r,0} \check{\mathbf{H}}_a^{\pm 1} \mathbf{H}_{-1}^{\pm 1} \mathbf{J}_{r,0}, & \text{if } a = 0, \\
\mathbf{J}_{r,0} \check{\mathbf{H}}_a^{\pm 1} \mathbf{J}_{r,0}, & \text{if } a \in [1, \eta].
\end{cases}
\tag{8.4.4}
\]

We can make the indices periodic by setting \( \check{\mathbf{E}}_i = \check{\mathbf{E}}_{i+\eta}, \) etc, i.e., \( i \in \mathbb{Z}/\eta\mathbb{Z} \).

Let us describe the restriction to the subalgebra \( U_{\eta,d}^n \) (denoted by the same notation) of \( \check{\mathbf{A}}^c : S_{n,d}' \to S_{n,d}' \otimes S_{n,d}'' \) from \( \check{\mathbf{A}}^c \). For arbitrary \( d', d'' \) such that \( d = d' + d'' \). The proof is similar to that for Proposition 8.2.1 and will be skipped.
**Proposition 8.4.1.** We have an algebra homomorphism \( \tilde{\Delta}^c : U^u_{\eta,d} \to U^u_{\eta,d} \otimes U^u_{\eta,d} \). More precisely, for all \( i \in [1, r-1] \), we have

\[
\tilde{\Delta}^c(e_i) = e'_i \otimes \tilde{H}''_{n-1-i} + \tilde{h}_{i+1}^{-1} \otimes \tilde{E}'_{n-1-i} \tilde{H}''_{n-1-i} + \tilde{h}'_{i+1} \otimes \tilde{F}'_{n-1-i} \tilde{H}''_{n-1-i},
\]

\[
\tilde{\Delta}^c(f_i) = f'_i \otimes \tilde{H}''_{n-1-i} + \tilde{h}'_i \otimes \tilde{F}'_{n-1-i} \tilde{H}''_{n-1-i} + \tilde{h}^{-1}_i \otimes \tilde{E}'_{n-1-i} \tilde{H}''_{n-1-i},
\]

\[
\tilde{\Delta}^c(k_i) = k'_i \otimes \tilde{K}''_{n-1-i},
\]

\[
\tilde{\Delta}^c(t_0) = t'_0 \otimes \tilde{K}''_0 + v^2 \tilde{K}'_0 \otimes \tilde{H}''_0 + v^{-2} k_0^{-1} \otimes \tilde{H}''_0 E_0,
\]

\[
\tilde{\Delta}^c(t_r) = t'_r \otimes \tilde{K}''_r + v^2 k^{-1}_r \otimes \tilde{H}''_r \tilde{F}_r + v^{-2} \tilde{K}'_r \otimes \tilde{H}''_r E_r.
\]

We define the transfer map \( \phi^u_{d-d-\eta} : S^u_{\eta,d} \to S^u_{\eta,d-\eta} \) to be the composition of the following homomorphisms

\[
\phi^u_{d-d-\eta} : S^u_{\eta,d} \xrightarrow{\Delta^c} S^u_{\eta,d} \otimes S_{\eta,d-\eta} \xrightarrow{1 \otimes \chi_\eta} S^u_{\eta,d-\eta}.
\]

Noting that \( \chi_\eta(\tilde{E}_i) = 0, \chi_\eta(\tilde{F}_i) = 0 \) and \( \chi_\eta(\tilde{H}_i) = v \), we have, for all \( i \in [1, r-1] \),

\[
\phi^u_{d-d-\eta}(e_i) = \tilde{e}'_i, \quad \phi^u_{d-d-\eta}(f_i) = \tilde{f}'_i, \quad \phi^u_{d-d-\eta}(k_i) = \tilde{k}'_i, \quad \phi^u_{d-d-\eta}(t_0) = \tilde{t}'_0, \quad \phi^u_{d-d-\eta}(t_r) = \tilde{t}'_r.
\]  

(8.4.5)

We now describe the restriction of \( \Delta^c \) to the subalgebra \( S^u_{\eta,d} \), which shall be denoted by \( \Delta^u \). We shall skip the proof, as it is similar to earlier cases.

**Proposition 8.4.2.** We have a homomorphism \( \Delta^u : S^u_{\eta,d} \to S^u_{\eta,d} \otimes S_{\eta,d'\eta}, \) and by restriction, a homomorphism \( \Delta^u : U^u_{\eta,d} \to U^u_{\eta,d} \otimes U_{\eta,d'\eta}. \) More precisely, for all \( i \in [1, r-1] \), we have

\[
\Delta^u(e_i) = e'_i \otimes \tilde{K}''_i + 1 \otimes \tilde{E}'_i + \tilde{k}'_i \otimes \tilde{F}'_{n-1-i} \tilde{K}''_i,
\]

\[
\Delta^u(f_i) = f'_i \otimes \tilde{K}''_{n-1-i} + \tilde{k}^{-1}'_i \otimes \tilde{K}''_{n-1-i} \tilde{F}'_i + 1 \otimes \tilde{E}'_{n-1-i},
\]

\[
\Delta^u(k_i) = k'_i \otimes \tilde{K}''_{n-1-i},
\]

\[
\Delta^u(t_0) = t'_0 \otimes \tilde{K}''_0 + 1 \otimes v \tilde{K}'_0 \tilde{F}'_0 + 1 \otimes \tilde{E}'_0,
\]

\[
\Delta^u(t_r) = t'_r \otimes \tilde{K}''_r + 1 \otimes v \tilde{K}'_r \tilde{F}'_r + 1 \otimes \tilde{E}'_r.
\]

(8.4.6)

A degenerate version of Proposition 8.4.2 gives us the following description for the homomorphism \( u_{\eta,d} = \Delta^u|_{d'=0} : S^u_{\eta,d} \to S_{\eta,d}. \)

**Proposition 8.4.3.** We have imbeddings of algebras

\[
u_{\eta,d} : S^u_{\eta,d} \to S_{\eta,d}, \quad u_{\eta,d} : U^u_{\eta,d} \to U_{\eta,d}.
\]

Moreover, for all \( i \in [1, r-1] \), we have

\[
u_{\eta,d}(e_i) = \tilde{E}_i + \tilde{F}_{n-1-i} \tilde{K}_i = \tilde{E}_i + \tilde{F}_{n-1-i} \tilde{K}_i,
\]

\[
u_{\eta,d}(f_i) = \tilde{E}_{n-1-i} + \tilde{K}_{n-1-i} \tilde{F}_i = \tilde{E}_{n-1-i} + \tilde{K}_{n-1-i} \tilde{F}_i,
\]

\[
u_{\eta,d}(k_i) = \tilde{K}_i \tilde{K}_{n-1-i} = \tilde{K}_i \tilde{K}_{n-1-i},
\]

\[
u_{\eta,d}(t_0) = \tilde{E}_0 + v \tilde{K}_0 \tilde{F}_0 + \tilde{K}_0,
\]

\[
u_{\eta,d}(t_r) = \tilde{E}_r + v \tilde{K}_r \tilde{F}_r + \tilde{K}_r.
\]
8.5. Realization of a New Coideal Subalgebra $U^u_\eta$

We first formulate quickly results on monomial and canonical bases for $U^u_\eta$ analogous to Lusztig algebras of types $yy, y, yj$ treated earlier. Recall $\Xi^u_{\eta,d}$ from (8.4.1). Following Definition 7.3.1, a notation of a $u$-aperiodic matrix $A$ in $\Xi^u_{\eta,d}$ is self-explanatory. Similar to Proposition 7.3.4 (also see Proposition 8.2.4) we can establish the canonical basis for $U^u_\eta$. This is again based on the existence of a monomial basis by a way similar to Proposition 7.3.3. A hybrid monomial basis for $U^u_\eta$ can also be established in a way similar to Proposition 7.3.5. We summarize these as follows.

**Proposition 8.5.1.** The algebra $U^u_\eta$ admits a monomial basis $\{y_A | A \in \Xi^u_{\eta,d} \text{ u-periodic}\}$ as well as a hybrid monomial basis $\{h_A | A \in \Xi^u_{\eta,d} \text{ u-periodic}\}$. Also, the set $\{\{A\}_d | A \in \Xi^u_{\eta,d}\}$ forms a canonical basis for $U^u_\eta$.

**Example 8.5.2.** Let $r = 1$, hence $\eta = 2$. Consider the following matrix $A$ in $\Xi^u_\eta$ after deleting zero and second row and columns.

|   | c-3 | c-2 | c-1 | c0 | c1 | c2 | c3 | c4 | c5 | c6 |
|---|-----|-----|-----|----|----|----|----|----|----|----|
| r0 | 0   | 0   | 2   | *  | 0  | 3  | 4  |     |     |     |
| r1 |     |     |     | 4  | 3  | 0  | *  | 2  | 0  | 0  |
| r2 |     |     |     |     | 0  | 0  | 2  | *  | 0  | 3  | 4  |
| r3 |     |     |     |     | 4  | 3  | 0  | *  | 2  | 0  | 0  |

Then we have

$$\tilde{t}_0^{(R)} \ast \tilde{t}_1^{(9)} \ast \tilde{t}_0^{(4)} \ast 1_{co(A)} = [A] + \text{lower terms},$$

where

$$\tilde{t}_0^{(R)} = \sum_{X: X \to RE^u_{\eta}} [X], \quad \tilde{t}_1^{(R)} = \sum_{X: X \to RE^u_{\eta}} [X].$$

This is a typical monomial appearing in a monomial basis of $S^u_{2,d}$. Now we shall formulate the $u$-counterparts of the results on coideal algebras arising from families of Lusztig algebras in Sections 7.4 and 8.3 Again we skip the proofs as they are analogous to the earlier cases.

Starting with the projective system $\{(U^u_{\eta,d}, \phi_{d,d-\eta})\}_{d \in \mathbb{N}}$, we construct two distinguished algebras $U^u_\eta$ and $\hat{U}^u_\eta$ out of its associated limit algebra $U^u_{\eta,\infty}$; the Chevalley generators of $U^u_\eta$ are denoted again by $\hat{t}_0, \hat{t}_r, \hat{e}_i, \hat{f}_i, \hat{k}_i^{\pm1}$, for $i \in [1, r-1]$. The family of imbeddings $\{\eta_d : U^u_{\eta,d} \to U^u_{\eta,d-\eta}\}_{d \geq 1}$ induces an algebra imbedding $\eta : U^u_\eta \to U^u_{\eta,\infty}$. The family of $\Delta^u$ (for various $d', d''$) induces an algebra homomorphism $\Delta^u : U^u_\eta \to U^u_{\eta} \otimes U^u_{\eta}$, whose action on the Chevalley generators can be presented explicitly. Recall the algebra isomorphism $U^u_{\eta} \cong U(st_{\eta})$. Summarizing we have established the following.

**Theorem 8.5.3.** The pair $(U(st_{\eta}), U^u_{\eta})$ forms a quantum symmetric pair of affine type. (see Figure 4 for the relevant involution.)
Recalling \( \tilde{E}_n \) from (7.4.1) and \( \tilde{Z}_n \) from (8.3.1), we introduce the following subsets of \( \tilde{E}_n \):

\[
\tilde{E}_n = \tilde{E}_n^u \cap \tilde{Z}_n, \quad \tilde{E}_n^{u,\text{ap}} = \{ A \in \tilde{E}_n^u | A \text{ is } v\text{-aperiodic} \}. \tag{8.5.1}
\]

We have the following \( v \)-analogue of Theorem [7.4.3] and Theorems [8.3.2].

**Theorem 8.5.4.** There exists a canonical basis \( \tilde{B}_n^u = \{ b_A | A \in \tilde{E}_n^{u,\text{ap}} / \approx \} \) for \( \tilde{U}_n^u \), whose transition matrix with respect to the monomial basis is uni-triangular. Moreover, the structure constants of the canonical basis \( \tilde{B}_n^u \) all lie in \( \mathbb{N}[v, v^{-1}] \) with respect to the multiplication and comultiplication, and in \( v^{-1}\mathbb{N}[[v^{-1}]] \) with respect to the bilinear pairing.

Recall the Cartan integers \( c_{ij} \) from (5.1.7). We now give a presentation for the algebra \( \tilde{U}_n^u \), which is a counterpart of Propositions [6.1.5] and [7.4.2]. This presentation is again a variant of [Kol4] Theorem 7.1 in our setting and our notation.

**Proposition 8.5.5.** Let \( r \geq 2 \) and so \( \eta = 2r \geq 4 \). The \( \mathbb{Q}(v) \)-algebra \( \tilde{U}_n^u \) has a presentation with generators \( \tilde{e}_i, \tilde{f}_j, \tilde{k}_i^{\pm 1} \) for \( i \in [1, r-1] \) and \( \tilde{t}_k \) for \( k = 0, r \) and the following relations for all \( i, j \in [1, r-1], k \in \{0, r\} \):

\[
\begin{align*}
\tilde{k}_1^2 \cdots \tilde{k}_{r-1}^2 &= 1, \\
\tilde{k}_i \tilde{k}_i^{-1} &= 1, \quad \tilde{k}_i \tilde{k}_j &= \tilde{k}_j \tilde{k}_i, \\
\tilde{k}_i \tilde{e}_i \tilde{k}_i^{-1} &= v^{c_{ij}} \tilde{e}_j, \quad \tilde{k}_i \tilde{f}_i \tilde{k}_i^{-1} &= v^{-c_{ij}} \tilde{f}_j, \\
\tilde{k}_i \tilde{t}_k &= \tilde{t}_k \tilde{k}_i, \quad \tilde{t}_0 \tilde{t}_r = \tilde{t}_r \tilde{t}_0, \\
\tilde{e}_i \tilde{e}_j &= \tilde{e}_j \tilde{e}_i, \quad \tilde{f}_i \tilde{f}_j = \tilde{f}_j \tilde{f}_i, \quad \forall |i-j| > 1, \\
\tilde{e}_i \tilde{t}_k &= \tilde{t}_k \tilde{e}_i, \quad \tilde{f}_i \tilde{t}_k = \tilde{t}_k \tilde{f}_i, \quad \forall |i-k| > 1, \\
\tilde{e}_i^2 \tilde{e}_j + \tilde{e}_j \tilde{e}_i^2 &= (v + v^{-1}) \tilde{e}_i \tilde{e}_j \tilde{e}_i, \quad \forall |i-j| = 1, \\
\tilde{f}_i^2 \tilde{f}_j + \tilde{f}_j \tilde{f}_i^2 &= (v + v^{-1}) \tilde{f}_i \tilde{f}_j \tilde{f}_i, \quad \forall |i-j| = 1, \\
\tilde{e}_i^2 \tilde{t}_k + \tilde{t}_k \tilde{e}_i^2 &= (v + v^{-1}) \tilde{e}_i \tilde{t}_k \tilde{e}_i, \quad \forall |i-k| = 1, \\
\tilde{f}_i^2 \tilde{t}_k + \tilde{t}_k \tilde{f}_i^2 &= (v + v^{-1}) \tilde{f}_i \tilde{t}_k \tilde{f}_i, \quad \forall |i-k| = 1, \\
\tilde{t}_k^2 \tilde{e}_j + \tilde{e}_j \tilde{t}_k^2 &= (v + v^{-1}) \tilde{e}_j \tilde{t}_k \tilde{e}_j + \tilde{e}_j, \forall |k-j| = 1, \\
\tilde{t}_k^2 \tilde{f}_j + \tilde{f}_j \tilde{t}_k^2 &= (v + v^{-1}) \tilde{f}_j \tilde{t}_k \tilde{f}_j + \tilde{f}_j, \forall |k-j| = 1, \\
\tilde{e}_i \tilde{f}_j - \tilde{f}_j \tilde{e}_i &= \delta_{ij} \frac{\tilde{k}_i - \tilde{k}_i^{-1}}{v - v^{-1}}.
\end{align*}
\]

The case for \( \eta = 2 \) is excluded from Proposition 8.5.5 above. The algebra \( \tilde{U}_2^u \) is generated by \( \tilde{t}_0 \) and \( \tilde{t}_1 \), and we have an imbedding \( n_d : \tilde{U}_2^u \to U(\mathfrak{sl}_2) \) defined by

\[
\tilde{t}_0 \mapsto \tilde{E}_0 + v \tilde{K}_0 \tilde{F}_0 + \tilde{K}_0, \quad \tilde{t}_1 \mapsto \tilde{E}_1 + v \tilde{K}_1 \tilde{F}_1 + \tilde{K}_1.
\]

**Proposition 8.5.6.** The \( \mathbb{Q}(v) \)-algebra \( \tilde{U}_2^u \) has a presentation with generators \( \tilde{t}_0 \) and \( \tilde{t}_1 \), and the following relations:

\[
\begin{align*}
\tilde{t}_0^3 \tilde{t}_1 - [3] \tilde{t}_0^2 \tilde{t}_1 \tilde{t}_0 + [3] \tilde{t}_0 \tilde{t}_1 \tilde{t}_0^2 - \tilde{t}_1 \tilde{t}_0^3 &= [2]^2 (\tilde{t}_0 \tilde{t}_1 - \tilde{t}_1 \tilde{t}_0), \tag{8.5.2} \\
\tilde{t}_1^3 \tilde{t}_0 - [3] \tilde{t}_1^2 \tilde{t}_0 \tilde{t}_1 + [3] \tilde{t}_1 \tilde{t}_0 \tilde{t}_1^2 - \tilde{t}_0 \tilde{t}_1^3 &= [2]^2 (\tilde{t}_1 \tilde{t}_0 - \tilde{t}_0 \tilde{t}_1). \tag{8.5.3}
\end{align*}
\]
Here $[n] = \frac{v^n - v^{-n}}{v - v^{-1}}$.

Proof. We first prove (8.5.2). Since $u_2$ is injective, it suffices to show that (8.5.2) holds in $U(\mathfrak{sl}_2)$ after applying $u_2$. So we can assume that we are working in $U(\mathfrak{sl}_2)$. Let $S(\tilde{t}_0, \tilde{t}_1)$ denote the term on the left-hand side of (8.5.2). Similarly, we can define $S(\tilde{t}_0, \tilde{t}_1)$.

By expanding out $S(\tilde{t}_0, \tilde{t}_1) = S(\tilde{t}_0, \tilde{t}_1) + S(\tilde{t}_0, vK_1\tilde{F}_1) + S(\tilde{t}_0, \tilde{K}_1)$.

From (8.5.4)-(8.5.6), it is straightforward to observe that $S(\tilde{t}_0, \tilde{t}_1)$ is equal to the right-hand side of (8.5.2).

Remark 8.5.7. The algebra $U_2$ is the so-called $q$-Onsager algebra in the literature, see [Ko14, Example 7.6] and the references therein.
Part 3. Schur algebras and coideal subalgebras of $U(\widehat{\mathfrak{gl}}_n)$
CHAPTER 9

The stabilization algebra $\mathbf{K}_n^c$ arising from Schur algebras

In this chapter we study the stabilization of the family of Schur algebras $S_{n,d}^c$ (as $d$ varies), which leads to the formulation of the stabilization algebra $\mathbf{K}_n^c$ as well as its monomial and stably canonical bases. One difficulty of working with the Schur algebra $S_{n,d}^c$ directly is that it does not have a good generating set. We overcome the difficulty by embedding $S_{n,d}^c$ into a Lusztig algebra of higher rank. This allows us to understand monomial bases, multiplication, comultiplication and bar operators of the Schur algebras and their stabilization properties in a conceptual way and lift these structures to $\mathbf{K}_n^c$. We show that the pair $(\mathbf{K}_n, \mathbf{K}_n^c)$ forms a quantum symmetric pair in an idempotented form, where $\mathbf{K}_n$ is isomorphic to the idempotented quantum affine $\mathfrak{gl}_n$.

9.1. Monomial bases for Schur algebras

Recall $n = 2r + 2$ for $r \geq 0$. We set

$$\hat{r} = r + 1, \quad \hat{n} = 2\hat{r} + 2.$$  

We consider the subset $\Xi_{\hat{n},d}^c$ which consists of all matrices $A \in \Xi_{\hat{n},d}$ such that $a_{1,j} = a_{i,1} = 0$ for all $i, j \in \mathbb{Z}$. Then the deleting operator $\text{dlt}_1$ of the row and column $\pm 1 \text{ mod } \hat{n}$ defines a bijective map $\Xi_{\hat{n},d}^c \rightarrow \Xi_{\hat{n},d}$. We denote by $\cdot^\sim : \Xi_{\hat{n},d} \rightarrow \Xi_{\hat{n},d}$ the inverse map to $\text{dlt}_1$. More generally, we may regard $\cdot^\sim$ as an imbedding

$$\cdot^\sim : \Xi_{\hat{n},d} \rightarrow \Xi_{\hat{n},d}, \quad A \mapsto \hat{A}, \quad (9.1.1)$$

by adding suitable rows and columns of zeros.

As we will study the behavior of the various bases in $S_{n,d}^c$ and $S_{\hat{n},d}$ under stabilization, we shall put a subscript $d$ to emphasize the dependence of $d$, e.g., $[A]_d$.

Just like our study of $ij$, $jn$ and $nn$ versions, we consider the following idempotent in $S_{\hat{n},d}^c$ and its associated subalgebra:

$$\hat{S}_{n,d}^c = \hat{j}_1 S_{\hat{n},d}^c \hat{j}_1, \quad \text{where} \quad \hat{j}_1 = \sum_{A \in \Xi_{\hat{n},d} : A \text{ diagonal}} [\hat{A}]_d. \quad (9.1.2)$$

Proposition 9.1.1. There is an algebra imbedding $\rho : S_{n,d}^c \rightarrow S_{\hat{n},d}^c, \quad [A]_d \mapsto [\hat{A}]_d$, for $A \in \Xi_{n,d}$, and an induced algebra isomorphism $\rho : S_{n,d}^c \xrightarrow{\sim} \hat{S}_{n,d}^c$, which are compatible with the canonical bases.

Proof. We define an imbedding $\mathcal{X}_{n,d}^c \rightarrow \mathcal{X}_{\hat{n},d}^c$, $L \mapsto \hat{L}$ by adding to $L$ an extra copy of $L_1$ and $L_{-2} \text{ mod } n$. Specifically, the lattice chains from 0 to $\hat{n}$ in $\hat{L}$ are

$$(L_0, L_0, L_1, \cdots, L_{n-1}, L_{n-1}, L_n).$$
This imbedding clearly induces an injective algebra homomorphism $S^c_{n,d} \rightarrow S^s_{n,d}$, with image being $\tilde{S}^c_{n,d}$.

By Proposition 9.1.1 we can study Schur algebra $S^s_{n,d}$ through $\tilde{S}^c_{n,d}$, which has an advantage that it admits an inclusion

$$\tilde{S}^c_{n,d} \subseteq U^c_{\tilde{n},d}, \quad (9.1.3)$$

since $\tilde{S}^c_{n,d}$ is spanned by canonical basis elements parametrized by matrices whose second columns are zero; such matrices are automatically aperiodic. Hence we have

$$\rho : S^c_{n,d} \rightarrow U^c_{\tilde{n},d}.$$  

The pair $(S^c_{n,d}, U^c_{\tilde{n},d})$ for $S^c_{n,d}$ plays a similar role as what the pairs $(S^a_{n,d}, S^c_{n,d}), (S^c_{n,d}, S^c_{n,d})$ and $(S^a_{n,d}, S^c_{n,d})$ do for $S^a_{n,d}, S^y_{n,d}$, and $S^a_{n,d}$, respectively.

We shall put a superscript $\tilde{\cdot}$ on the Chevalley generators of $S^c_{n,d}$. For convenience, let $\tilde{e}_i = \tilde{e}_{n-(i+1)}$ if $r + 1 \leq i \leq \tilde{n} - 1$ and $\tilde{e}_i = \tilde{e}_{n+i}$ for all $i \in \mathbb{Z}$. To each tridiagonal matrix $A \in \Xi_{n,d}$ such that $A - \sum_{1 \leq i \leq n} \alpha_i E_{i,i+1}$ is diagonal, we set $\alpha_0 = \alpha_n$ and

$$\tilde{f}_A = \tilde{f}_0(\alpha_0) \star \tilde{f}(\alpha_{n-1}) \star \tilde{f}_n(\alpha_{n-1}) \star \tilde{f}(\alpha_{n-3}) \star \tilde{f}_n(\alpha_{n-3}) \star \cdots \tilde{f}_1(\alpha_0) \star 1_{co(\tilde{A})}, \quad (9.1.4)$$

where the idempotent $1_{co(\tilde{A})}$ is the standard basis element attached to the diagonal matrix in $\Xi_{n,d}$ with diagonal $co(\tilde{A})$. Note that the product is taken in $S^c_{\tilde{n},d}$. Since it lies in the component $S^c_{\tilde{n},d}(\text{ro}(\tilde{A}), co(\tilde{A}))$ and hence lies in the image of $\rho$, we can define an element $f_{A,d}$ in $S^c_{n,d}$ to be its preimage under $\rho$, i.e.,

$$f_{A,d} = \rho^{-1}(\tilde{f}_A) . \quad (9.1.5)$$

Lemma 9.1.2. For each tridiagonal matrix $A$ in $\Xi_{n,d}$, we have $[A]_d = f_{A,d} + \text{lower terms}$.

Proof. It is reduced to showing a similar statement for $\tilde{f}_{A,d}$ in $S^c_{n,d}$ via $\rho$. We first observe that the monomial $\tilde{f}_n(\alpha_{n-1}) \star \cdots \star \tilde{f}_1(\alpha_0) \star 1_{co(\tilde{A})}$ (a part of (9.1.4)) has a leading term $[A']_d$ of a certain tridiagonal matrix $A'$ such that $A' - \sum_{1 \leq i \leq n-1} \alpha_{i-1} E_{i,i+n} - \alpha_{n-1} E_{n+1,n+2}$ is diagonal. In particular, the off-diagonal upper triangular entries of $A'$ are the same as those of $\tilde{A}$ except at $(0, 2), (1, 2), (n, n+2), (n+1, n+2)$ mod $\tilde{n}$. After composing with $\tilde{f}_n(\alpha_{n-1}) \star \cdots \star \tilde{f}_1(\alpha_0)$ and using Lemma 4.1.1 we see that the leading term of $\tilde{f}_{A,d}$ is exactly $[\tilde{A}]_d$. Transporting back via $\rho^{-1}$, the lemma is thus proved.

As a product of bar-invariant Chevalley generators in $S^c_{n,d}$, $\tilde{f}_{A,d}$ is bar invariant in $S^c_{n,d}$. Since the imbedding $\rho$ is compatible with the bar operators in $S^c_{n,d}$ and $S^c_{n,d}$, the preimage $\rho^{-1}(f_{A,d})$ must be bar invariant in $S^c_{n,d}$. Thus we have the following

Lemma 9.1.3. One has $\overline{f}_{A,d} = f_{A,d}$ for all tridiagonal $A \in \Xi_{n,d}$.

To a matrix, we define the depth of $A$ by

$$\text{dep}(A) = \max\{l \in \mathbb{N} | a_{i,i+l} \neq 0 \text{ for some } i\}. \quad (9.1.6)$$
The following description of leading terms leads to the determination of a set of multiplicative generators for the Schur algebra $S_{c}^{n,d}$.

**Proposition 9.1.4.** Let $A, B \in \Xi_{n,d}$ such that $\text{ro}(A) = \text{co}(B)$ and $\text{dep}(A) \leq m$ for some positive integer $m$. Assume further that $B - \sum_{1 \leq i \leq n} \beta_{i} E_{\beta_{i}+1}^{i,i+1}$ is diagonal for some $\beta \in \mathbb{Z}_{n}$ and $a_{i+1,i+m} \geq \beta_{i} \geq 0$ for all $i$. Then we have

$$[B]_{d} \ast [A]_{d} = \left[ A + \sum_{1 \leq i \leq n} \beta_{i}(E_{\beta_{i}+m} - E_{\beta_{i}+1,i+m}) \right]_{d} + \text{lower terms}. $$

**Proof.** It is enough to show a similar statement with $[B]_{d}$ replaced by $f_{B_{d}}$ by Lemma 9.1.2. We then transport this problem to the setting of $S_{c}^{n,d}$ and use Lemma 4.4.2. Now the order in (9.1.4) allows us to push $\beta_{0}$ and $\beta_{n-1}$ across rows 1 and $n+1$ respectively to the desired positions. The statement then follows by pulling back to $S_{c}^{n,d}$ via $\rho$. \hfill $\Box$

Let us present an example explaining the proof of Proposition 9.1.4.

**Example 9.1.5.** Let $A$ be the following matrix in $\Xi_{4,d}$ with $n = 4$ and $\tilde{n} = 6$.

\begin{center}
\begin{tabular}{cccccccc}
|   | c-3 | c-2 | c-1 | c0  | c1  | c2  | c3  | c4  | c5  | c6  | c7  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| r0| 7   | *   | $d_{0}$ | *   | 7   |     |     |     |     |     |     |
| r1| 6   | *   | $d_{1}$ | *   | 5   |     |     |     |     |     |     |
| r2| 4   | *   | $d_{2}$ | *   | 4   |     |     |     |     |     |     |
| r3| 5   | *   | $d_{3}$ | *   | 6   |     |     |     |     |     |     |
| r4| 7   | *   | $d_{0}$ | *   | 7   |     |     |     |     |     |     |
\end{tabular}
\end{center}

where $d_{i}$ is the diagonal entries of $A$ and * are some nonnegative integers irrelevant to the discussion. Now let $(\beta_{i})_{1 \leq i \leq 4} = (2, 4, 5, 3)$ such that $B - \sum_{1 \leq i \leq 4} \beta_{i} E_{\beta_{i}+1}^{i,i+1}$ is diagonal and $\text{ro}(A) = \text{co}(B)$. We want to determine the leading term of $f_{B_{d}} \ast [A]_{d}$. By definition, we have

$$\tilde{f}_{B_{d}} = \tilde{f}_{0}^{(3)} \ast \tilde{f}_{1}^{(5)} \ast \tilde{f}_{5}^{(5)} \ast \tilde{f}_{3}^{(4)} \ast \tilde{f}_{2}^{(2)} \ast \tilde{f}_{1}^{(3)} \ast 1_{\text{co}(B)}$$

Now we expand $A$ at row/column ±1 to get the matrix $\tilde{A}$ in $\Xi_{6,d}$, which is completely determined by its upper triangular part as follows.

\begin{center}
\begin{tabular}{cccccccc}
|   | c-1 | c0  | c1  | c2  | c3  | c4  | c5  | c6  | c7  | c8  | c9  |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| r0| $d_{0}$ | 0   | *   | 7   |     |     |     |     |     |     |     |
| r1| 0   | 0   | 0   | 0   | 0   |     |     |     |     |     |     |
| r2| $d_{1}$ | *   | 5   | 0   |     |     |     |     |     |     |     |
| r3| $d_{2}$ | *   | 0   | 4   |     |     |     |     |     |     |     |
| r4| $d_{3}$ | 0   | *   | 0   | 6   |     |     |     |     |     |     |
| r5| 0   | 0   | 0   | 0   | 0   |     |     |     |     |     |     |
| r6| $d_{0}$ | 0   | *   | 7   |     |     |     |     |     |     |     |
\end{tabular}
\end{center}
Then we apply $f_{B;\mathfrak{d}}$ to $[\bar{A}]_{\mathfrak{d}}$ to get the following leading term.

|   | c-1 | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 | c8 | c9 | c10 | c11 |
|---|-----|----|----|----|----|----|----|----|----|----|----|-----|-----|
| r0 |    | $d_0$ | 0  | 2  | 3  |    |    |    |    |    |    |    |     |
| r1 | 0   | 0   | 0  | 0  |    |    |    |    |    |    |    |    |     |
| r2 | 0   | $d_1$ | *  | 2  | 0  | 2  |    |    |    |    |    |    |     |
| r3 | 0   | $d_2$ | *  | 0  | 2  | 0  | 4  |    |    |    |    |    |     |
| r4 | 0   | $d_3$ | 0  | *  | 0  | 2  | 5  |    |    |    |    |    |     |
| r5 | 0   | 0   | 0  | 0  | 0  |    |    |    |    |    |    |    |     |
| r6 | 0   | $d_0$ | 0  | *  | 2  | 3  |    |    |    |    |    |    |     |

This leading term is corresponding to the expected matrix in $\Xi_{4,d}$ whose upper triangular part is as follows.

|   | c-1 | c0 | c1 | c2 | c3 | c4 | c5 | c6 | c7 |
|---|-----|----|----|----|----|----|----|----|----|
| r0 |    | $d_0$ | *  | 2  | 3  |    |    |    |    |
| r1 | 0   | $d_1$ | *  | 2  | 2  |    |    |    |    |
| r2 | 0   | $d_2$ | *  | 2  | 4  |    |    |    |    |
| r3 | 0   | $d_3$ | *  | 2  | 5  |    |    |    |    |
| r4 | 0   | $d_0$ | *  | 2  | 3  |    |    |    |    |

The following theorem is obtained by applying Proposition 9.1.4 repeatedly.

**Theorem 9.1.6.** For any matrix $A = (a_{ij}) \in \Xi_{n,d}$ of depth $m$, there exist unique tridiagonal matrices $A_1, A_2, \ldots, A_m \in \Xi_{n,d}$ satisfying $\text{ro}(A_m) = \text{ro}(A)$, $\text{co}(A_1) = \text{co}(A)$, $\text{ro}(A_i) = \text{co}(A_{i+1})$ for $1 \leq i \leq m-1$ and $A_i - \sum_{1 \leq j \leq n} (\sum_{k \leq j-i+1} a_{k,j+1}) E_{\theta}^{j,j+1}$ is diagonal for all $1 \leq i \leq m$ such that the following formulas hold in $S_{n,d}^c$:

$$[A_m]_{\mathfrak{d}} \cdot [A_{m-1}]_{\mathfrak{d}} \cdot \ldots \cdot [A_1]_{\mathfrak{d}} = [A]_{\mathfrak{d}} + \text{lower terms}, \quad (9.1.7)$$

$$f_{A;\mathfrak{d}} := f_{A_m;\mathfrak{d}} \cdot f_{A_{m-1};\mathfrak{d}} \cdot \ldots \cdot f_{A_1;\mathfrak{d}} = [A]_{\mathfrak{d}} + \text{lower terms}. \quad (9.1.8)$$

**Proof.** We prove (9.1.7) by induction with respect to the depth of $A$. If $\text{dep}(A) = 0$, the matrix $A$ is diagonal, and the statement is clearly true. Now assume that $\text{dep}(A) = m > 0$ and the statement holds for all matrices of depth $< m$. Set

$$A' = A - \sum_{1 \leq i \leq n} a_{i,i+m}(E_{\theta}^{i,i+m} - E_{\theta}^{i+1,i+m}).$$

Let $B$ be the unique tridiagonal matrix in $\Xi_{n,d}$ such that $B - \sum_{1 \leq i \leq n} a_{i,i+m} E_{\theta}^{i,i+1}$ is diagonal and $\text{co}(B) = \text{ro}(A')$. By Proposition 9.1.4, we have $[B]_{\mathfrak{d}} \cdot [A]_{\mathfrak{d}} = [A]_{\mathfrak{d}} + \text{lower terms}$. Now observing that $\text{dep}(A') < m$, we complete the proof of (9.1.7) by induction.

The second formula (9.1.8) for $f_{A;\mathfrak{d}}$ follows from (9.1.7) and Lemma 9.1.2. \qed

**Corollary 9.1.7.** The set $\{f_{A;\mathfrak{d}} | A \in \Xi_{n,d}\}$ forms a basis for $S_{n,d}^c$ (called a monomial basis).

**Corollary 9.1.8.** The set $\{f_{A;\mathfrak{d}} | A \in \Xi_{n,d} \text{ tridiagonal}\}$ (respectively, $\{[A]_{\mathfrak{d}} | A \in \Xi_{n,d} \text{ tridiagonal}\}$) forms a generating set for the algebra $S_{n,d}^c$. 
9.2. Stabilization of the Schur algebras

In this section, we study the stabilization of the multiplication and bar operator of the Schur algebras $S_{n,d}^i$.

Recall that $I_n = \sum_{1 \leq i \leq n} E_{ii}^i$. Recall the operation $\tilde{\cdot}$ from (9.1.1) so that $\tilde{I}_n = I_n - E_{\theta,\tilde{\theta}}^1$. We set

$$\tilde{p}A = A + p\tilde{I}_n, \quad \forall A \in \tilde{\Xi}_n.$$

Introduce the algebra $\mathcal{R} = \mathbb{Q}(v)[v', v'^{-1}]$ with a bar involution such that $\overline{v} = v^{-1}$ and $\overline{v'} = v'^{-1}$. For $a \in \mathbb{Z}$ and $b \in \mathbb{N}$, we define the following polynomials in $\mathcal{R}$:

$$[a]_{v,v'} = \prod_{1 \leq i < j \leq b} \frac{v^{2(a-i+1)}v'^{2j-1} - 1}{v^{2i-1}}, \quad \text{and} \quad [a]_{v,v'} = \left[ \begin{array}{c} a \\ v,v' \end{array} \right].$$

For $0 \leq i \leq n-1$, $A \in \tilde{\Xi}_{n,d}$ with $a_{1,j} = 0$ for all $j \in \mathbb{Z}$ and $t = (t_u)_{u \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z}$ such that $\sum_{j \in \mathbb{Z}} t_u = R$, we define a polynomial $Q_{i,R,A}^t(v, v')$ in $\mathcal{R}$ as follows. For any $i \in [0, n-1]\{0, \tilde{\theta}+1, 1, n+1\}$, we define

$$Q_{i,R,A}^t(v, v') = v^{\beta_i} \prod_{u \in \mathbb{Z}, u \neq i} \left[ \frac{a_{ii} + t_u}{t_u} \right], \quad v'^{\delta_i, \theta} \prod_{u \geq 1} \left[ \frac{a_{ii} + t_u}{t_u} \right], \quad \text{for all } A \in \tilde{\Xi}_n.$$

(9.2.1)

where

$$\beta_i = \sum_{j \geq u} a_{ij}t_u - \sum_{j > u} a_{i+1,j}t_u + \sum_{j < u} t_jt_u + \frac{1}{2}\left(\delta_i, \theta + \delta_{i, \tilde{\theta}} - 1\right)\left(\sum_{j+u < 2(i+1)} t_jt_u + \sum_{j < i+1} t_j\right).$$

For $i = 1$ or $n+1$, we define

$$Q_{i,R,A}^t(v, v') = v^{\beta_i} \prod_{u \in \mathbb{Z}, u \neq i} \left[ \frac{a_{ii} + t_u}{t_u} \right], \quad v'^{\delta_i, \theta} \prod_{u \geq 1} \left[ \frac{a_{ii} + t_u}{t_u} \right], \quad \text{for all } A \in \tilde{\Xi}_n.$$

(9.2.2)

For $i = 0$ or $\tilde{\theta}+1$, we define

$$Q_{i,R,A}^t(v, v') = v^{\beta_i'} \prod_{u \geq i} \left[ \frac{a_{ii} + t_u}{t_u} \right] \prod_{u < i} \left[ \frac{a_{ii} + t_u}{t_u} \right] \prod_{u = 0}^{t_i-1} \left[ \frac{a_{ii} + 1 + 2u}{u+1} \right], \quad v'^{-\sum_{j \geq u} t_u}.$$

(9.2.3)

where

$$\beta_i' = \sum_{j \geq u} a_{ij}t_u - \sum_{j > u} a_{i+1,j}t_u + \sum_{j < u, j+u < 2i} t_jt_u - \sum_{j > i} t_j^2 - \frac{R^2 - R}{2}.$$

The following lemma follows directly from the definition.

**Lemma 9.2.1.** We have $Q_{i,R,\tilde{\theta},A}^t(v, 1) = Q_{i,R,A}^t(v, v^{-p})$, for all $p \in 2\mathbb{Z}$ and all admissible $i, t, R, A$.

Given the same data $(i, A, t)$ as above, we define

$$A_{i,R,t} = A + \sum_{u \in \mathbb{Z}} t_u (E_{\theta,\tilde{\theta}}^i - E_{\theta,\tilde{\theta}}^{i+1,u}).$$

(9.2.4)

It is convenient to introduce the following notations for later use.

$$f_{A,d} = [A]_d = 0, \quad \forall A \notin \Xi_{n,d}.$$

(9.2.5)
The following lemma describes the stabilization behavior of the multiplication formulas in $S_n^r$ after adding $p \tilde{n}$.

**Lemma 9.2.2.** Assume $A, B \in \tilde{\Xi}_{n,d}$ and $R \in \mathbb{N}$ satisfy the following properties: $\text{ro}(A) = \text{co}(B)$, $B - RE_{\theta,\tilde{n}}^i$ is diagonal for some $1 \leq i \leq \tilde{n}$ and $a_{1,j} = 0$ for all $j \in \mathbb{Z}$. Then we have

$$[\tilde{p}B]_{d+\frac{\tilde{n}}{p}} \cdots [\tilde{p}B]_{d+\frac{\tilde{n}}{p}} * [\tilde{p}A]_{d+\frac{\tilde{n}}{p}} = \sum_t Q_t^{i,R;A}(v,v^{-p})[\tilde{p}A_{i,R,t}]_{d+\frac{\tilde{n}}{p}}, \quad \forall p \in 2\mathbb{Z},$$

where the sum runs over all sequences $t = (t_u) \in \mathbb{N}^d$ such that $\sum_{u \in \mathbb{N}} t_u = R$ and $A_{i,R,t} \in \tilde{\Xi}_{n,d}$ independent of $p$.

**Proof.** We observe that the specialization $Q_t^{i,R;A}(v,1)$ of $Q_t^{i,R;A}(v,v')$ at $v' = 1$ is exactly the structure constant of $[A_{i,R,t}]_d$ in the multiplication formulas in Proposition 4.3.3 modulo some changes of indexes for $\tilde{r} + 1 \leq i \leq \tilde{n} - 1$. The lemma follows then from Lemma 9.2.1 and the convention (9.2.5).

We shall need a stronger version of Lemma 9.2.2. Given tuples $t = (i_1, \ldots, i_s)$ and $a = (a_1, \ldots, a_s) \in \mathbb{N}^s$, we introduce the notation $i_{\geq l} = (i_l, i_{l+1}, \ldots, i_s), \quad a_{\geq l} = (a_l, a_{l+1}, \ldots, a_s), \quad \forall 1 \leq l \leq s.$

Given a tuple $t = (t_1, \ldots, t_s)$ of sequences such that

the $l$-th component $t_l = (t_{l,j})_{j \in \mathbb{Z}} \in \mathbb{N}^d$ satisfies $\sum_{j \in \mathbb{Z}} t_{l,j} = a_l$ for all $1 \leq l \leq s$ \hspace{1cm} (9.2.6)

and a matrix $A \in \tilde{\Xi}_{n,d}$ such that $a_{1,j} = 0$ for all $j \in \mathbb{Z}$, we define inductively the matrix $A_{i,a,t}$ and the polynomial $Q_{i,a;A}(v,v')$ in $\mathcal{R}$ via (9.2.4) as follows:

$$A_{i,a,t} = (A_{i \geq 2,a \geq 2,t \geq 2})_{i,a,t}, \quad Q_{i,a;A}(v,v') = Q_{i,a;A_{i \geq 2,a \geq 2,t \geq 2}}(v,v') \cdot Q_{i \geq 2,a \geq 2;A}(v,v'). \hspace{1cm} (9.2.7)$$

By Lemma 9.2.1 and by induction on the length of $i$, we have

$$Q_{i,a;A}(v,v^{-p}) = Q_{i,a;A}(v,1). \hspace{1cm} (9.2.8)$$

Given a pair $(i, a)$ and $A \in \tilde{\Xi}_{n,d}$ such that $a_{1,j} = 0$ for all $j \in \mathbb{Z}$, we define the set $\mathcal{R}_{i,a,A}$ to be the set of all tuples $t = (t_1, \ldots, t_s)$ of sequences in $\mathbb{N}^d$ such that the $l$-th component $t_l = (t_{l,j})_{j \in \mathbb{Z}}$ satisfies $\sum_{j \in \mathbb{Z}} t_{l,j} = a_l$ for all $1 \leq l \leq s$, $A_{i \geq 2,a \geq 2,t \geq 2} \in \tilde{\Xi}_{n,d}$ for all $1 \leq l \leq s$. Clearly, we have $\mathcal{R}_{i,a,A} = \mathcal{R}_{i,a;A}$ for all $p$.

**Proposition 9.2.3.** Assume $A, B_j \in \tilde{\Xi}_{n,d}$, for all $1 \leq j \leq s$ and pairs of tuples $(i, a)$ satisfy the following properties: $\text{ro}(A) = \text{co}(B_j)$, $\text{co}(B_u) = \text{co}(B_{u-1}), \forall 1 < u \leq s$, $B_u - a_u E_{\theta,\tilde{n}}^{i_u,i_u+1}$ is diagonal for $1 \leq u \leq s$, and $a_{1,u} = 0$ for all $j \in \mathbb{Z}$. Then we have

$$[\tilde{p}B_1]_{d+\frac{\tilde{n}}{p}} \cdots [\tilde{p}B_s]_{d+\frac{\tilde{n}}{p}} * [\tilde{p}A]_{d+\frac{\tilde{n}}{p}} = \sum_{t \in \mathcal{R}_{i,a,A}} Q_{i,a;A}(v,v^{-p})[\tilde{p}A_{i,a,t}]_{d+\frac{\tilde{n}}{p}}, \quad \forall p \in 2\mathbb{Z}.$$
Proof. Let $\mathcal{T}_{i,a,A;d}$ be the subset of $\mathcal{T}_{i,a,A}$ consisting of all $t$ such that $A_{i_2(t),a_\geq l,t_{\geq l}} \in \Xi_{n,d}$ for all $1 \leq l \leq s$, where $s$ is the length of $i$. In view of Lemma 9.2.2, the left-hand side of the equality in the lemma is equal to

$$\sum_{t \in \mathcal{T}_{i,a,A;d} + \mathfrak{m}} Q^t_{i,a,A}(v,v^p)[pA_{i,a,t}]_{d+\frac{m}{2}n}.$$ 

It is reduced to showing that if $\tilde{p}A_{i,a,t} \in \Xi_{n,d+\frac{m}{2}n}$ and $\tilde{p}A_{i_2(t),a_\geq l,t_{\geq l}} \notin \Xi_{n,d+\frac{m}{2}n}$ for some $l$, then the structure constant of $[\tilde{p}A_{i,a,t}]_{d+\frac{m}{2}n}$ is zero. In such a case, there is an $l_0$ such that $\tilde{p}A_{i_2(l_0),a_\geq l_0,t_{\geq l_0}} \notin \Xi_{n,d+\frac{m}{2}n}$ and $\tilde{p}A_{i_2(l_0+1),a_\geq l_0+1,t_{\geq l_0+1}} \in \Xi_{n,d+\frac{m}{2}n}$; this implies that the $i_{l_0+1}$-th diagonal entry of $\tilde{p}A_{i_{l_0},a_\geq l_0,t_{\geq l_0}}$ is negative, while nonnegative after adding the $i_{l_0+1}$-th entry of the tuple $t_{l_0+1}$. The latter condition further yields that the factor $Q_{i_{l_0+1}}^t_{i,a,p}(v,1)$ of $Q^t_{i,a,p}(v,1)$, and hence itself, is zero (see [BLW14 Lemma A.20]). Now the proposition follows by applying (9.2.8). \qed

Now we discuss the stabilization of $S^c_{n,d}$. We set $pA = A + pI_n$. The following proposition describes the relationship between the standard basis elements $[A]_d$ and the elements $f_{A;d}$ under the stabilization with respect to $pI_n$. Note that the partial orders $\leq_{\text{alg}}$ and $\leq_{\text{on}}$ on $\Xi_{n,d}$ can be defined on $\Xi_{n,d}$ as well in exactly the same way.

**Proposition 9.2.4.** Let $A \in \Xi_{n,d}$. There exist $Z_i \in \Xi_{n,d}$, for $1 \leq i \leq m$, with $Z_i < A$, $Q_i(v,v') \in \mathcal{R}$ and $p_0 \in \mathbb{N}$ such that

$$[pA]_{d+\frac{m}{2}n} = f_{pA;d+\frac{m}{2}n} + \sum_{i=1}^m Q_i(v,v^p)[pZ_i]_{d+\frac{m}{2}n}, \quad \forall p \geq p_0, p \in 2\mathbb{N}. \quad (9.2.9)$$

**Proof.** We transport the statement via $\rho$ to a similar one for $\tilde{p}A_{d+\frac{m}{2}n}$ in $S^c_{n,d+\frac{m}{2}n}$. The existence of $p_0$, $Z_i$, and $Q_i(v,v')$ follows by Proposition 9.2.3. The claim on the leading term follows from Theorem 9.1.6. \qed

Now we can formulate the stabilization of the multiplication of $S^c_{n,d}$.

**Proposition 9.2.5.** Assume that $A_1, \ldots, A_l \in \Xi_{n,d}$ satisfy $co(A_i) = ro(A_{i+1})$ for all $1 \leq i \leq l-1$. There exist $Z_1, \ldots, Z_m \in \Xi_{n,d}$, $G_1(v,v'), \ldots, G_m(v,v') \in \mathcal{R}$, and $p_0 \in \mathbb{N}$ such that

$$[pA_1]_{d+\frac{m}{2}n} \ast [pA_2]_{d+\frac{m}{2}n} \ast \cdots \ast [pA_l]_{d+\frac{m}{2}n} = \sum_{i=1}^m G_i(v,v^p)[pZ_i]_{d+\frac{m}{2}n}, \quad \forall p \geq p_0, p \in 2\mathbb{N}. \quad (9.2.10)$$

**Proof.** By Proposition 9.2.3 we have a formula similar to (9.2.10) with $pA_i$ replaced by $f_{pA_i;d+\frac{m}{2}n}$. The proposition now follows by using Proposition 9.2.4 and an induction with respect to the partial order $\leq_{\text{on}}$ on the $A_i$’s. \qed

We have the following corollary to Theorem 9.1.6 and Proposition 9.2.5.

**Corollary 9.2.6.** For any matrix $A \in \Xi_{n,d}$ of depth $m$, there exist tridiagonal matrices $A_1, A_2, \ldots, A_m$ in $\Xi_{n,d}$ satisfying $ro(A_m) = ro(A)$, $co(A_1) = co(A)$, $ro(A_i) = co(A_{i+1})$ for
Lemma 9.3.1. The following diagram is commutative:

\[ \begin{array}{ccc}
\Lambda_{n,d} & \xrightarrow{\rho_d} & \Lambda_{n,d'} \\
\Delta_{\rho} & & \Delta_{\rho} \\
\bigcup_{n,d} & \xrightarrow{\Delta} & \bigcup_{n,d'} \\
\end{array} \]

Proof. By definitions, we have a similar commutative diagram with the ∆’s replaced by the raw ones \( \hat{\Delta} \); cf. (5.2.1). Now the twists \( s(b', a', b'', a'') \) and \( u(b'', a'') \) remain unchanged under the obvious imbeddings \( \Lambda_{n,d} \to \Lambda_{n,d'} \) and \( \Lambda_{n,d'} \to \Lambda_{n,d} \). This immediately shows that the commutative diagram for \( \Delta \)'s can be extended to the one in the lemma.

Proposition 9.3.2. The comultiplication \( \Delta^c \) on \( S_{n,d} \) is coassociative, that is,

\[ (1 \otimes \Delta)^{c} = (\Delta \otimes 1)^{c}. \]

Proof. By Lemma 9.3.1 this is a consequence of the fact that the restriction of \( \Delta^c \) to \( U_{n,d}^c \) is coassociative in Proposition 5.3.5.

Remark 9.3.3. Recall the comultiplication \( \Delta \) on \( S_{n,d} \) of affine type A from (5.3.8). It follows by the same argument as above that the comultiplication \( \Delta \) on \( S_{n,d} \) is coassociative, that is, \( (1 \otimes \Delta) \Delta = (\Delta \otimes 1) \Delta \).
Now, we study the stabilization behavior of the comultiplication $\Delta^c_\lambda$ (cf. (5.3.6)) as $d$ varies. Recall the notation $\models$ from Section 6.5. We generalize it as follows. For any $\lambda', \lambda$ in $\mathbb{Z}_n$ and $\lambda'' \in \mathbb{Z}_n$, we say that $(\lambda', \lambda'') \models \lambda$ if $\lambda_i = \lambda'_i + \lambda''_i$ for all $i$. Let

$$\Delta^c_{b',a',b'',a''} : S^c_{n,d}(b, a) \rightarrow S^c_{n,d'} \otimes S^c_{n,d''} \rightarrow S^c_{n,d}(b', a') \otimes S^c_{n,d''}(b'', a'')$$

be a component of $\Delta^c$ with $(b', b'') \models b$, $(a', a'') \models a$, where the first and third maps are the natural inclusion and projection, respectively. Recall the notation $\np = a + (\ldots, p, p, p, \ldots)$. We put

$$\Delta^c_{b',a',b'',a''} = \Delta^c_{b',b',a',a''}.$$

**Proposition 9.3.4.** Assume that $d' + d'' = d$ and let $b', a' \in \mathbb{Z}_n$ and $b'', a'' \in \mathbb{Z}_n$ be so that $\np \Delta^c_{b',a',b'',a''}$ is defined. Fix $A \in \tilde{\mathbb{Z}}_{n,d}$. There exist matrices $A'_i \in \tilde{\mathbb{Z}}_{n,d'}$ where $1 \leq i \leq l$ for some $l$, matrices $A''_j$ in $\tilde{\mathbb{Z}}_{n,d''}$ where $1 \leq j \leq m$ for some $m$, $C_{i,j}(v,v') \in R$ for $1 \leq i \leq l$, $1 \leq j \leq m$, and $p_0 \in \mathbb{N}$ such that

$$\np \Delta^c_{b',a',b'',a''}([2pA]_{d+pn}) = \sum_{1 \leq i \leq l, 1 \leq j \leq m} C_{i,j}(v,v^{-p})[\np A'_i]_{d'+\tilde{\mathbb{Z}}_{n}} \otimes [\np A''_j]_{d''+pn}, \quad \forall p \geq p_0, p \in 2\mathbb{N}.\] **Proof.** We prove this by induction with respect to the partial order on $A$. By Proposition [9.2.4], we have

$$[2pA]_{d+pn} = \text{f}_{2pA; d+pn} + \sum_{i=1}^{m} Q_i(v,v^{-2p})[2pZ_i]_{d+pn}, \quad \forall p \geq p_0, p \in 2\mathbb{N}.$$ If we define $\tilde{Q}_i(v,v') = Q_i(v,v^0)$ for all $i$, then we can rewrite the above equality as

$$[2pA]_{d+pn} = \text{f}_{2pA; d+pn} + \sum_{i=1}^{m} \tilde{Q}_i(v,v^{-p})[2pZ_i]_{d+pn}, \quad \forall p \geq p_0, p \in 2\mathbb{N}.$$ With this equality and by induction, it is reduced to proving a similar statement with $[A]_d$ replaced by $\text{f}_{A; d}$. By Lemma [9.3.1], this is in turn reduced to proving a similar result for $\text{f}_{\tilde{A}; d}$, which is then a consequence of Proposition [9.2.3] and Proposition [5.3.4]. The proposition follows. \qed

**9.4. The algebra $\tilde{K}^c_n$ and its stably canonical basis**

Let $\tilde{K}^c_n$ be the vector space over $\mathbb{Q}(v)$ spanned by the formal symbols $[A]$ where $A \in \tilde{\mathbb{Z}}_n$. By Proposition [9.2.5] and applying a standard argument, the space $\tilde{K}^c_n$ becomes an associative algebra without unit with the product

$$[A_1] \cdot [A_2] = \sum_{i=1}^{m} G_i(v, 1)[Z_i], \quad \forall A_1, A_2 \in \tilde{\mathbb{Z}}_n, \quad (9.4.1)$$

where $G_i(v,v')$ and $Z_i$ for all $1 \leq i \leq m$ are as in Proposition [9.2.5]. Corollary [9.2.6] implies the following.

**Proposition 9.4.1.** For any matrix $A$ in $\tilde{\mathbb{Z}}_n$ of depth $m$, there exist tridiagonal matrices $A_1$, $A_2, \ldots, A_m \in \tilde{\mathbb{Z}}_n$ satisfying $\text{ro}(A_m) = \text{ro}(A)$, $\text{co}(A_1) = \text{co}(A)$, $\text{ro}(A_i) = \text{co}(A_{i+1})$ for
1 ≤ i ≤ m − 1 and \( A_i - \sum_{1 \leq j \leq n}(\sum_{k \leq j-i+1} a_{k,j+1})E_{\theta}^{j+1} \) is diagonal for all 1 ≤ i ≤ m such that

\[ m'_A := [A_m] \cdot [A_{m-1}] \cdot \ldots \cdot [A_1] = [A] + \text{lower terms}. \]

Thus \( \{m'_A | A \in \tilde{\mathbb{Z}}_n^{d} \} \) forms a basis for \( \mathcal{K}_n^{\epsilon} \) (called a semi-monomial basis). Notice that the element \( m'_A \) is not necessarily bar-invariant.

For each matrix \( A \in \tilde{\mathbb{Z}}_n \), we define the element \( f_A \in \mathcal{K}_n^{\epsilon} \) to be

\[ f_A = [A] + \sum_{i=1}^{m} Q_i(v,1)[Z_i], \]

where \( Q_i(v,v') \) and \( Z_i \) are in \((9.2.9)\). In particular, we have

\[ f_A = [A] + \text{lower terms}. \]

Moreover, we can give a more precise description of \( Q_i(v,v') \) and \( Z_i \). By the definition of \( f_A \) in \((9.1.8)\) (also see \((9.1.5)\)) and Proposition \(9.2.3\), we have the following.

**Proposition 9.4.2.** For any matrix \( A \in \tilde{\mathbb{Z}}_{n,d} \), there exists a pair of tuples \((i,a)\) such that

\[ f_A = \sum_{t \in T_{i,a,D_{co(\tilde{A})}}} Q^t_{i,a,D_{co(\tilde{A})}}(v,1)[dlt_1(D_{co(\tilde{A})})_{i,a,t}], \tag{9.4.2} \]

where \( D_{co(\tilde{A})} \) is the diagonal matrix in \( \tilde{\mathbb{Z}}_{n,d}^{d} \) with diagonal \( \text{co}(\tilde{A}) \) and \( dlt_1 \) is the deleting operation inverse to the operation \( " \).

Assume that \( B \in \tilde{\mathbb{Z}}_{n,d} \) and \( B - \sum_{1 \leq i \leq n} \beta_i E_{\theta}^{i+1} \) is diagonal. Let \( i_0 \) and \( b_0 \) denote the sequences of subscripts and superscripts in the left hand side of \((9.1.4)\) (with \( A \) replaced by \( B \)), respectively, that is,

\[ i_0 = (0, n, n+1, n-1, n, n-2, \ldots, 1), \quad b_0 = (\beta_0, \beta_{n-1}, \beta_{n-1}, \beta_{n-2}, \ldots, \beta_0), \]

where \( \beta_0 = \beta_n \) The following multiplication formula in \( \mathcal{K}_n^{\epsilon} \) follows by Proposition \(9.2.3\).

**Proposition 9.4.3.** Let \( A, B \in \tilde{\mathbb{Z}}_n \) be such that \( \text{co}(B) = \text{ro}(A) \) and \( B - \sum_{1 \leq i \leq n} \beta_i E_{\theta}^{i+1} \) is diagonal. Then the following multiplication formula holds in \( \mathcal{K}_n^{\epsilon} \):

\[ f_B \cdot [A] = \sum_{t \in T_{i_0,b_0,\tilde{A}}} Q^t_{i_0,b_0,\tilde{A}}(v,1)[dlt_1(\tilde{A})_{i_0,b_0,t}]. \tag{9.4.3} \]

Now we show that the element \( f_A \in \mathcal{K}_n^{\epsilon} \) can be expressed as a monomial in \( f_{A_i} \) for various tridiagonal matrices \( A_i \) (similar to the Schur algebra case).

**Proposition 9.4.4.** Let \( A \in \tilde{\mathbb{Z}}_n \), and we retain the notations of tridiagonal matrices \( A_i \) from Proposition \(9.4.7\). Then we have

\[ f_A = f_{A_m} \cdot f_{A_{m-1}} \cdot \ldots \cdot f_{A_1}. \]

Moreover, we have \( f_A = f_A \).
Let $\mathcal{K}^c_n$ be the free $R$-module spanned by the matrices in $\tilde{\Xi}_n$. Similar to (9.4.1), we can define an associative algebra over $R$ by

$$A_1 \cdot A_2 = \sum_{i=1}^{m} G_i(v, v') Z_i, \quad \forall A_1, A_2 \in \tilde{\Xi}_n.$$  

Similar to (9.4.2), we can define

$$f'_A = \sum_{t \in \mathcal{T}_{n,a} D_{\mathcal{CO}(A)}} Q^t_{i,a; D_{\mathcal{CO}(A)}}(v, v') d\mathcal{L}_1(D_{\mathcal{CO}(A)})_{i,a,t}. \quad (9.4.4)$$

Then by Proposition 9.2.3 we have

$$f'_A = f'_{A_m} \cdot f'_{A_{m-1}} \cdot \ldots \cdot f'_{A_1}.$$  

By specializing $v'$ at $v' = 1$, we obtain the product formula for $f'_A$. The bar invariance of $f_A$ follows from the same fact on the Schur algebra level and the formal stabilization procedure as above. We skip the detail.

By Proposition 9.2.7 we can define a bar involution on $\mathcal{K}^c_n$ by $\bar{v} = v^{-1}$ and letting

$$\overline{[A]} = [A] + \sum_{i=1}^{s} H_i(v, 1)[Y_i], \quad \forall A \in \tilde{\Xi}_n,$$

where $H_i(v, v')$ and $Y_i < A$ are as in Proposition 9.2.7. The next proposition follows by a standard argument.

**Proposition 9.4.5.** For any $A \in \tilde{\Xi}_n$, there exists a unique element $\{A\}$ in $\mathcal{K}^c_n$ such that

$$\overline{\{A\}} = \{A\}, \quad \{A\} = [A] + \sum_{A' < A} \pi_{AA'}[A'], \quad \pi_{AA'} \in v^{-1}Z[v^{-1}].$$

Moreover, $\{A\}|A \in \tilde{\Xi}_n$ forms a basis for $\mathcal{K}^c_n$ (called the stably canonical basis).

Let us summarize the main results of this section.

**Theorem 9.4.6.** The algebra $\mathcal{K}^c_n$ admits a standard basis $\{[A]|A \in \tilde{\Xi}_n\}$, a semi-monomial basis $\{m_A'|A \in \tilde{\Xi}_n\}$, a monomial basis $\{f_A|A \in \tilde{\Xi}_n\}$, and a stably canonical basis $\{\{A\}|A \in \tilde{\Xi}_n\}$.

### 9.5. The Algebra $\mathcal{K}_n$ of Affine Type A and Its Comultiplication

In this section, we revisit the Schur algebras of affine type $A$ and study its stabilization algebra $\mathcal{K}_n$. The constructions in this section will serve as a prerequisite for the constructions of the comultiplication of the algebra $\mathcal{K}^c_n$ in the following section.

Recall the comultiplication $\Delta$ from (5.3.8) of affine type $A$. The following stabilization for the comultiplication $\Delta$ at the Schur algebra level is the counterpart of Proposition 9.3.1 which can be proved in the same way.

**Proposition 9.5.1.** Assume that $d' + d'' = d$, and let $b', a', b'', a'' \in \mathbb{Z}$ be so that $p \Delta_{b',a',b'',a''}$ is defined. For each $A \in \tilde{\Theta}_{n,d}$, there exist $A_i' \in \tilde{\Theta}_{n,d'}$ where $1 \leq i \leq l$ for some $l$, $A_i'' \in \tilde{\Theta}_{n,d''}$ where $1 \leq j \leq m$ for some $m$, $a_{i,j}(v, v') \in R$ for $1 \leq i \leq l$, $1 \leq j \leq m$, and $p_0 \in \mathbb{N}$ such that

$$p \Delta_{b',a',b'',a''(a_{[2p]A},d+2pn)} = \sum_{1 \leq i \leq l, 1 \leq j \leq m} a_{i,j}(v, v^{-p}) a_{[pA_i'],d'+pm} \otimes a_{[pA_j'],d''+pm}, \quad \forall p \geq p_0.$$
Let
\[ \tilde{\Theta}_n = \{ A = (a_{ij})_{i,j \in \mathbb{Z}} | a_{ij} \in \mathbb{N}, \forall i \neq j, a_{ii} \in \mathbb{Z}, \forall i \in \mathbb{Z} \}. \]

Let \( K_n \) be the vector space over \( \mathbb{Q}(v) \) spanned by the symbols \( a^A \) for all \( A \in \tilde{\Theta}_n \). Replacing \( S_{n,d} \) by the Schur algebra \( S_{n,d} \) from Chapter 2 and repeating the constructions in the preceding sections, we can endow \( K_n \) with an associative algebra structure, a bar involution, a canonical basis \( \{ a^A | A \in \tilde{\Theta}_n \} \). Indeed the treatment is much simpler in the current type \( A \) setting since the analogous basis elements \( \bar{a}^A \) and \( a^A \) coincide when \( A \) is tridiagonal.

**Remark 9.5.2.** The associative algebra structure on \( K_n \) and its stably canonical basis were first introduced in [DF13] by a completely different and Hecke algebraic approach (also see [LL15]). Moreover, they showed that \( K_n \) is isomorphic to the idempotented quantum affine \( gl_n \), \( \tilde{U}(\tilde{gl}_n) \).

Moreover, by Proposition 9.5.1, we can define a comultiplication for \( K_n \) as follows. Let \( bK_a \), for any \( b, a \in \mathbb{Z}_n \), be the subspace of \( K_n \) spanned by the standard basis elements \( a^A \) such that \( ro(A) = b \) and \( co(A) = a \). For any \( b, a, b', a', b'', a'' \in \mathbb{Z}_n \) such that \( b + b'' = b \) and \( a + a'' = a \), we define a linear map
\[
\Delta_{b',a';b'',a''} : bK_a \rightarrow b'K_{a'} \otimes b''K_{a''},
\]
where \( A_i, A''_i, C_{ij}(v, v') \) are from Proposition 9.5.1. We shall call the collection
\[
\hat{\Delta} = (\Delta_{b',a';b'',a''})_{b',a',b'',a'' \in \mathbb{Z}_n}
\]
the comultiplication of \( K_n \). Let \( a^A_{C,B} \) and \( a^{B,C}_A \) denote the structure constants with respect to the multiplication and comultiplication in \( K_n \), respectively, i.e.,
\[
a^A \cdot a^B = \sum_{C \in \tilde{\Theta}_n} a^C_{A,B} a^C,
\]
\[
\Delta_{b',a';b'',a''}(a^A) = \sum_{B,C \in \tilde{\Theta}_n} a^{B,C}_A a^B \otimes a^C.
\]

**Proposition 9.5.3.** The comultiplication \( \hat{\Delta} \) is an algebra homomorphism in the following sense: for all matrices \( A, B, C', C'' \in \tilde{\Theta}_n \), one has
\[
\sum_{C \in \tilde{\Theta}_n} a^C_{A,B} a^{C',C''}_{A',A''} = \sum_{A',A'',B',B'' \in \tilde{\Theta}_n} a^{A',A''}_{A,B} a^{B',B''}_{A'} a^{C',C''}_{A'',B'} a^{C''}_{A',B''}.
\]  

**Proof.** We first show that the sums in the two sides of the equation (9.5.1) are finite. For two fixed matrices \( A, B \) in \( \tilde{\Theta}_n \), there are only finitely many \( C \in \tilde{\Theta}_n \) such that \( g_{A,B}^{A,C} \neq 0 \) by definition. So the sum on the left-hand side is finite. To see that the sum on the right-hand side of (9.5.1) is finite, we first observe that for each \( A \in \tilde{\Theta}_n \), if the structure constant \( a^{A',A''}_{A} \) is nonzero, then \( A', A'' \leq_{\text{alg}} A \). Next we observe that for \( c', c'' \in \mathbb{Z}_n \), the set \( \{(A', A'') | a^{A',A''}_{A} \neq 0, ro(A') = c', co(A'') = c'' \} \) is finite. This is because if \( A', A'' \leq_{\text{alg}} A \), then the number of the choices for the entry \((i, j)\) for \( i \neq j \) of \( A' \) and \( A'' \) is finite. Now the row and column vectors of \( A' \) and \( A'' \) are fixed respectively, forcing the choice of the diagonal
entries of $A'$ and $A''$ to be finite. In the sum of the right-hand side of (9.5.1), we must have that $\text{ro}(A') = \text{ro}(C')$, $\text{co}(B') = \text{co}(C')$, $\text{ro}(A'') = \text{ro}(C'')$ and $\text{co}(B'') = \text{co}(C'')$, which are fixed. So the sum on the righthand side of (9.5.1) is indeed finite.

Once we observe that both sums in (9.5.1) are finite, the proof of the equation is reduced to showing a similar equation on the level of the Schur algebra $S_n$ for very large $d$, which is in turn equivalent to the fact that the comultiplication $\Delta$ on $S_n$ is an algebra homomorphism in [FL15]. The proposition is thus proved.

Proposition 9.5.3 can be equivalently reformulated as the following commutative diagram: for all tuples $a, a', a'', b, b', b'', c \in \mathbb{Z}_n$ such that $b' + b'' = b$ and $a' + a'' = a$, we have

$$
\begin{array}{cccc}
\prod b'K_{c'} \otimes c'K_{a'} & \Delta_{b',a',b'',a''} & \notag \\
\prod m & \notag \\
\prod b'K_{c'} \otimes b''K_{a''} \otimes c'K_{a'} \otimes c''K_{a''} & P_{23} & \notag \\
\end{array}
$$

where $m$ represents the multiplication of $K_n$; all products run over all tuples $(c', c'')$ such that $c' + c'' = c$. $\prod \Delta \otimes \Delta$ stands for the product of $\Delta_{b',c',b'',c''} \otimes \Delta_{c',a',c'',a''}$ and $P_{23}$ permutes the second and third entries.

**Proposition 9.5.4.** The comultiplication $\Delta$ is coassociative in the following sense: for any matrices $A, A', A'', A''' \in \widehat{H}$, we have

$$
\sum_{B \in \widehat{H}_n} a_{h_B} a_{h_{A''}A'''} = \sum_{B \in \widehat{H}_n} a_{h_{A'}B} a_{h_{A''}A'''}. 
$$

**Proof.** By arguing in a similar way as in the proof of Proposition 9.5.3, we see that both sums in (9.5.3) are finite. The equality can then be reduced to proving a similar equation on the Schur algebra level as in the proof of Proposition 9.5.3, which in turn follows by the coassociativity in Remark 9.3.3. \hfill \square

Proposition 9.5.4 can be equivalently reformulated as the following commutative diagram: for all sequences $a, a', a'', b, b', b'', b''' \in \mathbb{Z}_n$, we have

$$
\begin{array}{cccc}
\Delta_{b',a',b'',a''} & \notag \\
\notag \\
b'K_{a'} \otimes b''K_{a''} & \notag \\
\notag \\
b'K_{a'} & \notag \\
\notag \\
b'K_{a'} \otimes b''K_{a''} \otimes b'''K_{a''} \otimes b'''K_{a''} & \notag \\
\notag \\
\notag \\
\end{array}
$$

9.6. **The comultiplication on $K_n^c$**

Recall $K_n^c$ from Section 9.4. For any $a, b \in \mathbb{Z}_n$, let $bK_a$ denote the subspace of $K_n^c$ spanned by the standard basis element $[A]$ such that $\text{ro}(A) = b$ and $\text{co}(A) = a$. For any
Proposition 9.6.1. The comultiplication \( \Delta^c \) on \( \hat{\mathbf{K}}_\mathbf{c} \) is an algebra homomorphism in the following sense: for all matrices \( A, B, C \in \mathbb{H}_n \), \( C'' \in \Theta_n \) one has
\[
\sum_{C,C'' \in \Xi_n} g_A^C h_B^{C'} h_B^{C''} = \sum_{A',B',B'' \in \Theta_n} h_A^{A',B'} h_B^{B''} g_A^{A',B'} g_A^{A''}. \tag{9.6.1}
\]

*Proof.* The proof is the same as that of Proposition 9.6.1, and shall not be repeated. \( \square \)

Proposition 9.6.2 can be equivalently presented in terms of the following commutative diagram: for all sequences \( a, a', b, b' \in \mathbb{Z}_n \), \( a'', b'' \in \mathbb{Z}_n \) such that \( a'' = a' + a'' \), \( b'' = b' + b'' \), we have
\[
\begin{array}{ccc}
\Delta^c_{b',b}; b'' & \Delta^c_{b',b} & b'' \\
\Delta^c_{b',b; b''} & b'' \\
\mbox{and} & b'' \\
\end{array}
\]

Here \( m^c \) stands for the multiplication in \( \hat{\mathbf{K}}_\mathbf{c} \), all products run over all sequences \( c' \in \mathbb{Z}_n \), \( c'' \in \mathbb{Z}_n \), respectively, with respect to the standard bases.

Proposition 9.6.2 can be equivalently formulated as the following commutative diagram: for all sequences \( a, a', b, b' \in \mathbb{Z}_n \), \( a'', b'' \in \mathbb{Z}_n \) such that \( (a', a'') \equiv a, (b', b'') \equiv b, (a, a'') \equiv \tilde{a} \), we have
\[
\begin{array}{ccc}
\Delta^c_{b',b; b''} & \Delta^c_{b',b} & b'' \\
\Delta^c_{b',b; b''} & b'' \\
\mbox{and} & b'' \\
\end{array}
\]
and \((b, b'') \models \tilde{b}'\), we have

\[
\begin{align*}
\Delta^\xi_{b', a', b'' + b'''} & : b\tilde{K}^\xi_a \otimes b''\tilde{K}^\xi_{a''} \\
\Delta^\xi_{b', a', b'' + b'''} & : b\tilde{K}^\xi_a \otimes b''\tilde{K}^\xi_{a''} \otimes b'''\tilde{K}^\xi_{a'''} \\
\end{align*}
\]

Remark 9.6.3. In light of Propositions 9.2.1 and 9.6.2, we say that the pair \((\tilde{K}_n, \tilde{K}^\xi_n)\) forms an idempotented quantum affine pair. Recall from Remark 9.5.2 that \(\tilde{K}_n\) is isomorphic to the idempotented quantum affine \(\mathfrak{gl}_n\), \(U(\tilde{\mathfrak{gl}}_n)\).

### 9.7. A Homomorphism from \(\tilde{K}_n^\xi\) to \(S^\xi_{n,d}\)

Recall that we set \([A]_d = 0\) and \(f_{A:d} = 0\) in \(S^\xi_{n,d}\) if \(A \notin \Xi_{n,d}\). We define a linear map

\[
\Psi_{n,d} : \tilde{K}_n^\xi \to S^\xi_{n,d},
\]

\[
[A] \mapsto [A]_d, \quad \text{for } A \in \tilde{\Xi}_n.
\]

Lemma 9.7.1. For all \(A \in \tilde{\Xi}_n\), we have \(\Psi_{n,d}(f_A) = f_{A:d}\). In particular, the map \(\Psi_{n,d}\) commutes with the bar involutions.

**Proof.** By Proposition 9.2.3, we have

\[
f_{A:d} = \sum_{t \in T} Q_{i,a:D_{\xi}(\xi)}(v, 1)[d t_1(D_{\xi}(\xi))i,a,t]_d.
\]

The equality \(\Psi_{n,d}(f_A) = f_{A:d}\) follows readily by comparing (9.7.1) and (9.4.2).

Since \(f_A\) and \(f_{A:d}\) are bar-invariant, it follows that \(\Psi_{n,d}\) commutes with the bar maps. \(\square\)

**Proposition 9.7.2.** The map \(\Psi_{n,d}\) is a surjective algebra homomorphism.

**Proof.** By Theorem 9.4.6 and Lemma 9.7.1 it suffices to show that

\[
\Psi_{n,d}(f_{A_1} \cdot f_{A_2}) = f_{A_1:d} * f_{A_2:d}, \quad \forall A_1, A_2 \in \tilde{\Xi}_n.
\]

Let \((i_1, a_1)\) and \((i_2, a_2)\) be the pairs of tuples associated to \(f_{A_1}\) and \(f_{A_2}\), respectively, in (9.4.2). The product \(f_{A_1} \cdot f_{A_2}\) can then be written in a similar form as (9.4.2) with \((i, a)\) replaced by \((i_1 i_2, a_1 a_2)\), by Proposition 9.4.4. Similarly, the product \(f_{A_1:d} \cdot f_{A_2:d}\) admits a similar form of (9.7.1) with \((i, a)\) replaced by \((i_1 i_2, a_1 a_2)\). By arguing in a similar fashion as the proof of Lemma 9.7.1 we see that \(\Psi_{n,d}\) sends the product \(f_{A_1} \cdot f_{A_2}\) to \(f_{A_1:d} \cdot f_{A_2:d}\). \(\square\)

By a standard argument such as the proof of [BKLW14 Theorem A.21], we reach at the following result.

**Theorem 9.7.3.** We have \(\Psi_{n,d}(\{A\}) = \{A\}_d\) if \(A \in \Xi_{n,d}\), and zero otherwise.
9.8. The algebra $\hat{K}_n^\epsilon$ as a subquotient of $\hat{K}_n^c$

Let $\hat{K}_{n,1,0}$ be the subalgebra of $\hat{K}_n^c$ spanned by the elements $[A]$ such that $\text{ro}(A)_1 = \text{co}(A)_1 = 0$. Let $\mathcal{I}$ be the subspace of $\hat{K}_{n,1,0}^c$ spanned by those elements $[A]$ such that $a_{1,1} < 0$. Then a similar argument for Lemma 9.7.1 (see also [BLW14, A.3]) gives us the following.

**Lemma 9.8.1.** The subspace $\mathcal{I}$ is a two-sided ideal of $\hat{K}_{n,1,0}^c$ and $\mathcal{I} \cap \{[A] | A \in \tilde{\Xi}_n \}$ forms a basis of $\mathcal{I}$.

Let $\hat{K}_{n,1,0}^c/\mathcal{I}$ be the quotient algebra of $\hat{K}_{n,1,0}^c$ by $\mathcal{I}$. By Lemma 9.8.1, the set $\{[A] + \mathcal{I} | A \in \tilde{\Xi}_n, a_{1,i} = a_{i,1} = 0, \forall i \in \mathbb{Z} \}$ is a stably canonical basis of $\hat{K}_{n,1,0}^c/\mathcal{I}$. We shall identify the subquotient $\hat{K}_{n,1,0}^c/\mathcal{I}$ with the stabilization algebra $\hat{K}_n^c$.

**Proposition 9.8.2.** The assignment $\tilde{\rho} : [A] \mapsto [\hat{A}] + \mathcal{I}$, for all $A \in \tilde{\Xi}_n$, defines an isomorphism from the algebra $\hat{K}_n^c$ to the subquotient $\hat{K}_{n,1,0}^c/\mathcal{I}$ of $\hat{K}_n^c$ with compatible stably canonical bases.

**Proof.** By a similar argument as in the proof of Lemma 9.7.1, we have

$$\tilde{\rho}(f_A) = f_{\hat{A}} + \mathcal{I}, \quad \forall A \in \tilde{\Xi}_n.$$  

A similar argument as in the proof of Proposition 9.7.2 shows that $\tilde{\rho}$ is an algebra homomorphism by showing that $\rho(f_{A_1} \cdot f_{A_2}) = f_{\hat{A}_1} \cdot f_{\hat{A}_2} + \mathcal{I}$ for all $A_1, A_2 \in \tilde{\Xi}_n$. By Lemma 9.8.1, we know that $\tilde{\rho}$ is an algebra isomorphism. A standard argument shows the compatibility with the canonical bases. The proposition is thus proved. \hfill \Box

Clearly, the projection $\Psi_{n,d} : \hat{K}_n^c \to S_{n,d}^c$ induces a projection $\Psi_{n,d} : \hat{K}_{n,1,0}^c/\mathcal{I} \to S_{n,d}^c$. We have the following commutative diagram:

$$\begin{array}{ccc}
\hat{K}_n^c & \xrightarrow{\tilde{\rho}} & \hat{K}_{n,1,0}^c/\mathcal{I} \\
\downarrow \Psi_{n,d} & & \downarrow \Psi_{n,d} \\
S_{n,d}^c & \xrightarrow{\rho} & S_{n,d}^c
\end{array}$$

**Remark 9.8.3.** The construction of $\hat{K}_n^c$ as a subquotient of $\hat{K}_n^c$ here is modeled on the construction in [BLW14] (see also [FL14]), where an algebra $\hat{U}^i$ is realized as a subquotient of an algebra $\hat{U}^j$ with compatible stably canonical bases.
CHAPTER 10

Stabilization algebras arising from other Schur algebras

In this chapter, the approach to the stabilization of the family of Schur algebras $S_{n,d}$ (as $d$ varies) in the preceding Chapter [9] will be adapted with modifications to study the remaining 3 families of Schur algebras of types $\mu$, $\iota$ and $\eta$. We will present more details for the type $\mu$ while merely formulating the main statements for types $\iota$ and $\eta$.

10.1. A monomial basis for Schur algebra $S_{n,d}^\mu$

Recall that $n = n - 1 = 2r + 1$. Recall the set $\Xi_{n,d}^\mu$ from (7.4.1), the set $\hat{\Xi}_{n,d}^\mu$ from (7.3.2), and the bijection from (7.3.3)

$$\text{dlt}_{r+1}: \Xi_{n,d}^\mu \longrightarrow \hat{\Xi}_{n,d}^\mu.$$

We also set $\hat{A} = \text{dlt}_{r+1}(A)$ for all $A \in \hat{\Xi}_{n,d}^\mu$.

Recall the subalgebra $S_{n,d}^\mu$ of $S_{n,d}^\iota$ from (7.4.3). Since the comultiplication $\Delta^\iota$ on $S_{n,d}^\iota$ is coassociative, so is the comultiplication $\Delta^\mu$ on $S_{n,d}^\mu$.

For each tridiagonal matrix $A \in \hat{\Xi}_{n,d}^\mu$ such that $\text{dlt}_{r+1}(A) - \sum_{1 \leq i \leq n} \alpha_i E_{\theta j+1}$ is diagonal, we define

$$f_{A,i}^\mu = f_{r}^{(\alpha_r)} * f_{r-1}^{(\alpha_{r-1})} * \cdots * f_{-(r+1)}^{(\alpha_{-(r+1)})} * 1_{\text{co}(A)} \in S_{n,d}^\mu.$$ (10.1.1)

We call a matrix $A \in \Xi_{n,d}^\mu$ $\mu$-tridiagonal, if the associated matrix $\text{dlt}_{r+1}(A)$ is tridiagonal. Given any matrix $A = (a_{ij})$ in $\Xi_{n,d}^\mu$ of depth $m \geq 1$ and $\text{dlt}_{r+1}(A) = (a'_{ij})$, we define $\mu$-tridiagonal matrices $A_1, A_2, \ldots, A_m \in \Xi_{n,d}^\mu$ by the conditions that $\text{ro}(A_m) = \text{ro}(A_1) = \text{co}(A_1) = \text{co}(A_i) = \text{co}(A_{i+1})$ for $1 \leq i \leq m - 1$ and $\text{dlt}_{r+1}(A_i) - \sum_{1 \leq j \leq n} (\sum_{k \leq j-i+1} a'_{k,j+1}) E_{\theta j+1}$ is diagonal for all $1 \leq i \leq m$. Then we set

$$f_{A,i}^\mu = f_{A_m,i}^\mu * f_{A_{m-1},i}^\mu * \cdots * f_{A_1,i}^\mu.$$ (10.1.2)

By definition, the element $f_{A,i}^\mu$ is bar-invariant.

By an argument similar to Theorem 9.1.6 we have the following.

Proposition 10.1.1.  (1) We have $f_{A,i}^\mu = [A]_d + \text{lower terms}$, for all $A \in \Xi_{n,d}^\mu$.

(2) The set $\{f_{A,i}^\mu|A \in \Xi_{n,d}^\mu\}$ forms a bar-invariant basis of $S_{n,d}^\mu$ (called a monomial basis).

10.2. Stabilization of Schur algebras of type $\mu$

Now we shall formulate the stabilization of the family of Schur algebras $\{S_{n,d}^\mu\}_{d \geq 1}$, analogous to the family of Schur algebras $\{S_{n,d}^\iota\}_{d \geq 1}$ treated in Section 9.2

Recall $\Xi_{n,d}^\mu$ in (7.4.2) is a variant of $\Xi_{n,d}$ which does not require the diagonal entries to be nonnegative.
Recall the set $\tilde{\Xi}_{n,d}$ from (6.2.3). For $0 \leq i \leq n-1$, $A \in \tilde{\Xi}_{n,d}$ for all $j \in \mathbb{Z}$, $t = (t_u)_{u \in \mathbb{Z}} \in \mathbb{N}^\mathbb{Z}$ such that $\sum_{j \in \mathbb{Z}} t_u = R$, we define the polynomials $Q_{i,R,A}^{n,t} \in \mathcal{R}$ as follows. For any $i \in [1, n-1] \setminus \{r, r+1\}$, we define

$$Q_{i,R,A}^{n,t}(v, v') = v^{\beta_i} \prod_{u \in \mathbb{Z}, u \neq i} \left[ a_{iu} + t_u \right], \quad v' \left( \delta_{i,1} + \delta_{i,n-1} \right) \sum_{u > i} a_{ii} t_u \left[ a_{ii} + t_i \right]_{v,v'},$$

where

$$\beta_i = \sum_{j \geq u} a_{ij} t_u - \sum_{j > u} a_{i+1,j} t_u + \sum_{j < u} t_j t_u + \frac{1}{2} \left( \delta_{i,r} + \delta_{i,n-1} \right) \left( \sum_{j+u < 2(i+1)} t_j t_u + \sum_{j < i+1} t_j \right).$$

We further define

$$Q_{r,R,A}^{n,t}(v, v') = v^{\beta_r} \prod_{u \in \mathbb{Z}, u \neq i} \left[ a_{iu} + t_u \right], \quad v' \sum_{u > r} t_u,$$

for $i = r,$

$$Q_{r+1,R,A}^{n,t}(v, v') = v^{\beta_r'} \prod_{u > r} \left[ a_{iu} + t_u + 2t_{r+1} - t_u \right] \prod_{u < i} \left[ a_{iu} + t_u \right], \quad v' \sum_{u > r} t_u,$$

for $i = r+1,

where

$$\beta_r' = \sum_{j \geq u} a_{ij} t_u - \sum_{j > u} a_{i+1,j} t_u + \sum_{j < u,j+u \leq 2i} t_j t_u - \sum_{j > i} \frac{t_j^2 - t_j}{2} + \frac{R^2 - R}{2}.$$

Given tuples $i = (i_1, \ldots, i_s)$ and $a = (a_1, \ldots, a_s) \in \mathbb{N}^s$ and a tuple $t = (t_1, \ldots, t_s)$ satisfying (9.2.6), we define the polynomials $Q_{i,a,A}^t$ in (9.2.7). We can similarly define the polynomials $Q_{i,A}^{n,t}(v, v') \in \mathcal{R}$, inductively on $s$ starting with (10.2.1)-(10.2.3), for $A \in \tilde{\Xi}_{n,d}$.

Propositions 10.2.1-10.2.5 are the $p$-counterparts of Propositions 9.2.3-9.2.7. We skip the similar proofs. The notations are understood in this section that $\tilde{I}_n = I_n - E_r^{n+1 + r+1}$, and $\tilde{p}_A = A + p\tilde{I}_n$.

**Proposition 10.2.1.** Assume $A, B_j \in \tilde{\Xi}_{n,d}$, for $1 \leq j \leq s$, and a pair of tuples $(i, a)$ satisfy the following properties: $ro(A) = co(B_j)$, $ro(B_j) = co(B_{i-1})$, for $1 \leq i \leq s$, $B_j - a_j E_{q,n}^{i,j+1}$ is diagonal and $a_{r+1,j} = \delta_{j,r+1}$ for all $j \in \mathbb{Z}$. Then we have

$$[\tilde{p}_B]_{d+\frac{\mathfrak{h}_n}{p}} \cdots [\tilde{p}_B]_{d+\frac{\mathfrak{h}_n}{p}} [\tilde{p}_A]_{d+\frac{\mathfrak{h}_n}{p}} = \sum_{t \in T_{i,a,A}} Q_{i,a,A}^{n,t}(v, v') [\tilde{p}_A]_{d+\frac{\mathfrak{h}_n}{p}}, \quad \forall p \in 2\mathbb{Z}.$$

**Proposition 10.2.2.** Let $A \in \tilde{\Xi}_{n,d}^n$. There exist $Z_i \in \tilde{\Xi}_{n,d}$, for $1 \leq i \leq m$, with $Z_i < A$, $Q_i(v, v') \in \mathcal{R}$ and $p_0 \in \mathbb{N}$ such that

$$[\tilde{p}_A]_{d+\frac{\mathfrak{h}_n}{p}} = \sum_{i=1}^{m} Q_i(v, v') [\tilde{p}_Z]_{d+\frac{\mathfrak{h}_n}{p}}, \quad \forall p \geq p_0, p \in 2\mathbb{N}.$$

(10.2.4)
Proposition 10.2.3. Assume that $A_1, \ldots, A_l \in \tilde{Z}_{n,d}^\mu$ satisfy $\text{co}(A_i) = \text{ro}(A_{i+1})$ for all $1 \leq i \leq l - 1$. There exist $Z_1, \ldots, Z_m \in \tilde{Z}_{n,d}^\mu$, $G_1(v, v'), \ldots, G_m(v, v') \in \mathcal{R}$, and $p_0 \in \mathbb{N}$ such that

$$[\bar{p}A_1]_{d+\xi_n} \ast [\bar{p}A_2]_{d+\xi_n} \ast \cdots \ast [\bar{p}A_l]_{d+\xi_n} = \sum_{i=1}^m G_i(v, v^{-p})[\bar{p}Z_i]_{d+\xi_n}, \quad \forall p \geq p_0, p \in 2\mathbb{N}. \quad (10.2.5)$$

Corollary 10.2.4. For any matrix $A \in \tilde{Z}_{n,d}^\mu$ of depth $m$ and $\text{dlt}_{r+1}(A) = (a'_{ij})$, there exist unique $n$-tridiagonal matrices $A_1, A_2, \ldots, A_m \in \tilde{Z}_{n,d}^\mu$ satisfying $\text{ro}(A_m) = \text{ro}(A)$, $\text{co}(A_i) = \text{co}(A_{i+1})$ for $1 \leq i \leq m - 1$ and $\text{dlt}_{r+1}(A_i) = \sum_{1 \leq j < n} (\sum_{k \leq j - i + 1} a'_{k,j+1}) E_{\theta,j+1}$ is diagonal for all $1 \leq i \leq m$ such that

$$[\bar{p}A_m]_{d+\xi_n} \ast [\bar{p}A_{m-1}]_{d+\xi_n} \ast \cdots \ast [\bar{p}A_1]_{d+\xi_n} = [\bar{p}A]_{d+\xi_n} + \sum_{i=1}^l G_i(v, v^{-p})[\bar{p}Z_i]_{d+\xi_n}, \quad \forall p \in 2\mathbb{N}, p \geq p_0,$$

where $p_0$, $G_i(v, v') \in \mathcal{R}$ and $Z_1, \ldots, Z_l \in \tilde{Z}_{n,d}^\mu$ are given in Proposition 10.2.3 such that $Z_i < A$.

Proposition 10.2.5. Assume that $A \in \tilde{Z}_{n,d}^\mu$. Then there exist $Y_i \in \tilde{Z}_{n,d}^\mu$ with $Y_i < A$, $H_i(v, v') \in \mathcal{R}$ for all $1 \leq i \leq s$ and $p_0 \in \mathbb{N}$ such that

$$[\bar{p}A]_{d+\xi_n} = [\bar{p}A]_{d+\xi_n} + \sum_{i=1}^s H_i(v, v^{-p})[\bar{p}Y_i]_{d+\xi_n}, \quad \forall p \geq p_0, p \in 2\mathbb{N}. \quad (10.2.6)$$

The following is a counterpart of Proposition 9.3.1.

Proposition 10.2.6. Assume that $d' + d'' = d$ and that $b', a' \in \mathbb{Z}_n^\mu$ and $b'', a'' \in \mathbb{Z}_n^\mu$ so that $v\Delta_{b', a', b'', a''}^\mu$ is defined. Let $A \in \tilde{Z}_{n,d}^\mu$. There exist $A'_i \in \tilde{Z}_{n,d}^\mu$ where $1 \leq i \leq l$ for some $l$, $A_j'' \in \tilde{Z}_{n,d''}^\mu$ where $1 \leq j \leq m$ for some $m$, $C_{i,j}(v, v') \in \mathcal{R}$ for $1 \leq i \leq l$, $1 \leq j \leq m$, and $p_0 \in \mathbb{N}$ such that

$$v\Delta_{b', a', b'', a''}^\mu([\bar{p}A]_{d+\xi_n}) = \sum_{1 \leq i \leq l, 1 \leq j \leq m} C_{i,j}(v, v^{-p})[\bar{p}A'_i]_{d'+\xi_n} \otimes a[\bar{p}A''_j]_{d''+\xi_n}, \quad \forall p \geq p_0, p \in 2\mathbb{N}.$$

10.3. THE STABILIZATION ALGEBRA $\dot{K}_n^\mu$

Recall the set $\tilde{Z}_n^\mu$ and $\tilde{Z}_{n,d}^\mu$ from (7.4.2). Consider the $\mathbb{Q}(v)$-space $\dot{K}_n^\mu$ spanned by the formal symbols $[A]$ for all $A \in \tilde{Z}_n^\mu$. We define an associative algebra structure on $\dot{K}_n^\mu$ by

$$[A_1] \cdot [A_2] = \sum_{i=1}^m G_i(v, 1)[Z_i], \quad \forall A_1, A_2 \in \tilde{Z}_n^\mu, \quad (10.3.1)$$

where $G_i(v, v') \in \mathcal{R}$ and $Z_i$ are from Proposition 10.2.3.

For each $A \in \tilde{Z}_n^\mu$, we define

$$\mathbf{f}_A^\mu = [A] + \sum_{i=1}^m G_i(v, 1)[Z_i], \quad (10.3.2)$$

where $G_i(v, v') \in \mathcal{R}$ and $Z_i$ are from Corollary 10.2.4. It follows by definition that $\{\mathbf{f}_A^\mu | A \in \tilde{Z}_n^\mu\}$ forms a basis of $\dot{K}_n^\mu$ (called a monomial basis).

By Proposition 10.2.1, we can establish the following.
Proposition 10.3.1.  (1) For any $A \in \tilde{\mathfrak{Z}}^n_{m}$, there exists a pair $(i, a)$ of tuples such that
\[ f^m_A = \sum_{t \in T_{i,a}, D_{co(A)}} Q^m_{t,A,D_{co(A)}}(v, 1)[(D_{co(A)})_{i,a,t}], \]  
(10.3.3)
where $D_{co(A)}$ is the diagonal matrix in $\tilde{\mathfrak{Z}}^n_{m}$ with diagonal $co(A)$.

(2) The element $f^m_A$ can be written in a product form as
\[ f^m_A = f^m_{A_m} \cdot f^m_{A_{m-1}} \cdots f^m_{A_1}, \]
(10.3.4)
where $A_i$ are $p$-tridiagonal matrices defined similarly as in [9.4.4].

(3) We have $f^m_A = f^m_A$, for $A \in \tilde{\mathfrak{Z}}^n_{m}$.

Similarly, for $A \in \tilde{\mathfrak{Z}}^n_{m}$, we set
\[ m^p_A = [A_m] \cdot [A_{m-1}] \cdots [A_1], \]
where $A_i$s are the same as in (10.3.4). One also has $m_A^p = f^m_A + \text{lower terms}$. Thus
\{m_A^p | A \in \tilde{\mathfrak{Z}}^n_{m}\} forms a basis for $\hat{\mathfrak{K}}^n_{m}$ (called a semi-monomial basis). Just like its $\mathfrak{J}$-sibling, the monomial $m_A^p$ is not necessarily bar-invariant.

The following multiplication formula on $\hat{\mathfrak{K}}^n_{m}$ follows from Proposition 10.2.1.

Proposition 10.3.2. Assume the matrices $A, B \in \tilde{\mathfrak{Z}}^n_{m}$ satisfy that $co(B) = ro(A)$ and $dlt_{r+1}(B) - \sum_{1 \leq i \leq n} \beta_i E^i_{0,n}^{i+1}$ is diagonal. Then we have a multiplication formula of the form
\[ f^m_B \cdot [A] = \sum_{t \in T_{i_0,b^0,i_0,A}} Q^m_{i_0,a,b^0,i_0,A}(v, 1)[A_{i_0,b^0,i_0,A}], \]
(10.3.5)
where $i_0^n = (r, r-1, \ldots, 1-r)$ and $b_0^n = (\beta_r, \beta_{r-1}, \ldots, \beta_1)$.

We define a bar involution on $\hat{\mathfrak{K}}^n_{m}$ by
\[ [A] = [A] + \sum_{i=1}^{8} H_i(v, 1)[Y_i], \quad \forall A \in \tilde{\mathfrak{Z}}^n_{m}, \]
(10.3.6)
where $H_i(v, v')$ and $Y_i < A$ are from Proposition 10.2.5. By a standard argument, we can now establish the existence of the stably canonical basis for $\hat{\mathfrak{K}}^n_{m}$.

Proposition 10.3.3.  (1) For any $A \in \tilde{\mathfrak{Z}}^n_{m}$, there exists a unique element $\{A\}$ in $\hat{\mathfrak{K}}^n_{m}$ such that
\[ \overline{\{A\}} = \{A\}, \quad \{A\} = [A] + \sum_{A' \prec A} \pi^p_{A,A'}[A'], \quad \pi^p_{A,A'} \in v^{-1}Z[v^{-1}]. \]

(2) The set $\{\{A\} | A \in \tilde{\mathfrak{Z}}^n_{m}\}$ forms a basis for $\hat{\mathfrak{K}}^n_{m}$ (called the stably canonical basis).

Let us summarize the main results of this section as follows.

Theorem 10.3.4. The algebra $\hat{\mathfrak{K}}^n_{m}$ admits a standard basis $\{[A]|A \in \tilde{\mathfrak{Z}}^n_{m}\}$, a semi-monomial basis $\{m_A^p|A \in \tilde{\mathfrak{Z}}^n_{m}\}$, a monomial basis $\{f_A^m|A \in \tilde{\mathfrak{Z}}^n_{m}\}$, and a canonical basis $\{\{A\}|A \in \tilde{\mathfrak{Z}}^n_{m}\}$.

Recall our convention that $[A]_d = 0$ in $S_{n,d}$, for all $A \in \tilde{\mathfrak{Z}}^n_{m} \setminus \mathfrak{Z}^n_{n,d}$. The following is a counterpart of Theorem 9.7.3.
Theorem 10.3.5. The assignment $[A] \mapsto [A]_d$, for all $A \in \hat{\Xi}_n^p$, defines a surjective algebra homomorphism $\Psi_{n,d}^p : \hat{K}_n^p \rightarrow S_{n,d}^p$. Moreover, we have $\Psi_{n,d}^p(A) = [A]_d$ if $A \in \Xi_{n,d}^p$ and zero otherwise.

We have developed the current Chapter 10 on the stabilization algebra $\hat{K}_n^p$ which is based on the imbeddings $S_{n,d}^p \rightarrow S_{n,d}^p$, in analogy to the stabilization algebra $\hat{K}_n^c$ in Chapter 9 which was based on the imbeddings $S_{n,d}^c \rightarrow S_{n,d}^c$. Just as the imbeddings $S_{n,d}^p \rightarrow S_{n,d}^p$ lead to a realization of $\hat{K}_n^p$ as a subquotient of $\hat{K}_n^c$ (see Proposition 9.8.2), the imbeddings $S_{n,d}^p \rightarrow S_{n,d}^p$ lead to a realization of $\hat{K}_n^p$ as a subquotient of $\hat{K}_n^c$.

We shall simply formulate the statement below and skip the detail (compare with [BLW14]).

Let $\mathcal{J}_n^p$ be the $\mathbb{Q}(v)$-subspace of $\hat{K}_n^c$ spanned by $[A]$ for $A = (a_{ij}) \in \hat{\Xi}_n^p$ with $a_{r+1,r+1} < 0$. Then one shows that $\mathcal{J}_n^p$ is a two-sided ideal of $\hat{K}_n^c$ with a stably canonical basis

$$\{ [A] | A = (a_{ij}) \in \hat{\Xi}_n^p, a_{r+1,r+1} < 0 \}.$$  

Moreover, the natural linear map

$$\hat{K}_n^c \longrightarrow \hat{K}_n^c / \mathcal{J}_n^p, \quad [A] \mapsto [A] + \mathcal{J}_n^p$$  

is an algebra isomorphism, and it preserves the stably canonical bases. We summarize these as follows.

Theorem 10.3.6. The algebra $\hat{K}_n^p$ is a subquotient of the algebra $\hat{K}_n^c$ with compatible stably canonical bases.

We finally discuss the comultiplication on $\hat{K}_n^p$. Let

$$Z_n^p = \{ \lambda = (\lambda_i)_{i \in \mathbb{Z}} \in Z_n^c | \lambda_{r+1} = 1 \}, \quad \mathbb{Z}_n^p, a = \{ \lambda \in \mathbb{Z}_n | \lambda_{r+1} = 0 \}.$$  

Note that there is a canonical bijection $Z_n^p \cong Z_n$, which we shall identify. For any $a, b \in Z_n^p$, let $b, \hat{K}_n^p$ denote the subspace of $\hat{K}_n^p$ spanned by the standard basis element $[A]$ such that $ro(A) = b$ and $co(A) = a$. For any $b, a, b', a' \in Z_n^p$ and $b'', a'' \in Z_n^p, a$ such that $(b', b'') \models b$ and $(a', a'') \models a$, we define a linear map

$$\Delta_{b', a', b'', a''}^p : b, \hat{K}_n^p \rightarrow b', \hat{K}_n^p \otimes b'', \hat{K}_n^p,$$

by

$$\Delta_{b', a', b'', a''}^p([A]) = \sum_{i,j} C_{i,j}^p(\lambda_i) [A_i'] \otimes a'^j,$$

where $b', \hat{K}_n^p$ is a component of $\hat{K}_n^p$, $C_{i,j}^p(\lambda_i)$, $A_i'$ and $A_j'$ are given in Proposition 10.2.6.

We shall call the collection

$$\hat{\Delta}^p = (\Delta_{b', a', b'', a''}^p)_{b', a' \in Z_n^p, b'', a'' \in \mathbb{Z}_n}$$

the comultiplication of $\hat{K}_n^p$. Let $g_{A,B}^C$ and $h_{C', C''}^v$ be the structure constants of $\hat{K}_n^p$ of the multiplication and comultiplication, respectively, with respect to the standard bases. We have the following $\mu$-counterparts of the commutative diagrams (9.6.2) and (9.6.3) for the comultiplication $\hat{\Delta}^c$.  

Proposition 10.3.7. (1) The $\hat{\Delta}^n$ is an algebra homomorphism in the following sense: for all $A, B, C' \in \tilde{\Xi}^n_\eta$, $C'' \in \tilde{\Theta}_n$ one has
$$\sum_{C \in \Xi^n_\eta} g_{A,B}^C h_{C',C''}^d = \sum_{A',B' \in \Xi^n_\eta, A'', B'' \in \tilde{\Theta}_n} h_{A',A''}^d h_{B',B''}^d g_{A',B'}^C a g_{A'',B''}^d. \quad (10.3.8)$$

(2) The $\hat{\Delta}^n$ is coassociative in the following sense: for all $A, A' \in \tilde{\Xi}^n_\eta, A'', A''' \in \tilde{\Theta}_n$, one has
$$\sum_{C \in \Xi^n_\eta} h_{A,A''}^d h_{A',A'''}^d = \sum_{B \in \tilde{\Theta}_n} h_{A',B}^d a h_{B,A'''}^d. \quad (10.3.9)$$

Recall from Remark 10.5.2 that $\tilde{K}_n$ is isomorphic to an idempotented quantum $\hat{g}_\eta$.

Proposition 10.3.8. The pair $(\tilde{K}_n, \tilde{K}_n^\eta)$ forms a quantum symmetric pair.

10.4. Stabilization algebra of type $\eta$

Recall the subalgebra $S^\eta_{n,d}$ of $S_{n,d}$ from (8.1.2). In analogy with the operator $\text{dlt}_{r+1}$, we can define the operator $\text{dlt}_0$. For each $\eta$-tridiagonal matrix $A \in \Xi^n_\eta$ (cf. (8.1.1)) such that $\text{dlt}_0(A) - \sum_{1 \leq i \leq n} \alpha_i E_{\eta,i+1}$ is diagonal, we introduce the following element in $S^\eta_{n,d}$:
$$\tilde{f}_{\eta}^\eta_{A,d} = f_{n}^{(\alpha_n)} \ast f_{n-1}^{(\alpha_{n-1})} \ast \cdots \ast f_{1}^{(\alpha_1)} \ast f_{0}^{(\alpha_0)} 1_{\text{co}(A)} \in S^\eta_{n,d}. \quad (10.4.1)$$

Now repeat the process of the $\eta$-version. We obtain an associative algebra $\tilde{K}^\eta_n$ with a basis $[A]$ parametrized by the matrices $A$ in $\Xi^n_\eta$ (which is defined exactly the same as $\Xi^n_\eta$ with the roles of $r+1$ and 0 switched). Moreover, to each matrix $A$ in $\Xi^n_\eta$, we can define elements $f^\eta_A$, $m^\eta_A$ and $\{A\}$ in $\tilde{K}^\eta_n$, similar to those elements indexed by $\eta$ in $\tilde{K}^\eta_n$, now starting with (10.4.1). Then all the main results for $\tilde{K}^\eta_n$ admit counterparts for the algebra $\tilde{K}^\eta_n$.

Theorem 10.4.1. (1) The algebra $\tilde{K}^\eta_n$ admits a standard basis $\{[A]|A \in \Xi^n_\eta\}$, a semimonomial basis $\{m^\eta_A|A \in \Xi^n_\eta\}$, a monomial basis $\{f^\eta_A|A \in \Xi^n_\eta\}$, and a canonical basis $\{\{A\}|A \in \Xi^n_\eta\}$.

(2) The assignment $[A] \mapsto [A]_d$, for all $A \in \Xi^n_\eta$, defines a surjective algebra homomorphism $\psi^\eta_{n,d} : \tilde{K}^\eta_n \rightarrow S^\eta_{n,d}$ such that $\psi^\eta_{n,d}(\{A\}) = \{A\}_d$ if $A \in \Xi^n_\eta$ and zero otherwise.

(3) $\tilde{K}^\eta_n$ is a subquotient of $\tilde{K}^\eta_n$ with compatible stably canonical bases.

(4) The pair $(\tilde{K}_n, \tilde{K}_n^\eta)$ forms an idempotented quantum symmetric pair.

10.5. Stabilization algebra of type $\eta$

Recall the subalgebra $S^n_{\eta,d}$ of $S_{n,d}$ from (8.4.4.2). For each $\text{dlt}_{0,r}(A) - \sum_{1 \leq i \leq n} \alpha_i E_{\eta,i+1}$ is diagonal, we introduce the following element $f^\eta_{A,d}$ in $S^n_{\eta,d}$:
$$f^\eta_{A,d} = f^{(\alpha_n)}_{\eta+1} \ast f^{(\alpha_{n-1})}_{\eta} \ast \cdots \ast f^{(\alpha_1)}_{1} \ast f^{(\alpha_0)}_{0} 1_{\text{co}(A)} \in S^n_{\eta,d}. \quad (10.5.1)$$

We collect the main results of $\tilde{K}^\eta_n$ in the following. The proofs are very similar to the previous cases, and so we shall skip them to avoid redundancy.
Theorem 10.5.1.  (1) The algebra $\hat{K}_n^\eta$ admits a standard basis $\{[A]|A \in \hat{E}_n^\eta\}$, a semimonomial basis $\{m_A^n|A \in \hat{E}_n^\eta\}$, a monomial basis $\{f_A^n|A \in \hat{E}_n^\eta\}$, and a canonical basis $\{\{A\}|A \in \hat{E}_n^\eta\}$.

(2) The assignment $[A] \mapsto [A]_d$, for all $A \in \hat{E}_n^\eta$, defines a surjective algebra homomorphism $\Psi_n^\eta : \hat{K}_n^\eta \to S_n^\eta$ such that $\Psi_n^\eta(A) = \{A\}_d$ if $A \in E_n^\eta$ and zero otherwise.

(3) $\hat{K}_n^\eta$ is a subquotient of $K_n^\eta$ and $K_n^\eta$, with compatible stably canonical bases.

(4) The pair $(\hat{K}_n^\eta, K_n^\eta)$ is an idempotented quantum symmetric pair.

Let us summarize the interrelations among different family of Schur algebras, as well as the interrelations among different family of stabilization algebras of types $\eta \eta, \eta \eta, \eta \eta, \eta \eta$.

Recall $\eta = n + 2$, $n = \eta n + 1$, and $n = \eta + 1$, where $n$ is even. On the Schur algebra level, we have the following commutative diagram for natural inclusions of Schur algebras:

\[
\begin{array}{ccc}
S_{\eta,d} & \longrightarrow & S_{\eta,d} \\
\downarrow & & \downarrow \\
S_{\eta,d} & \longrightarrow & S_{\eta,d} \\
\end{array}
\]

(10.5.2)

On the stabilization algebra level, we have the following diagram of subquotients:

\[
\begin{array}{ccc}
\hat{K}_n^\eta & \longrightarrow & \hat{K}_n^\eta \\
\downarrow & & \downarrow \\
\hat{K}_n^\eta & \longrightarrow & \hat{K}_n^\eta \\
\end{array}
\]

(10.5.3)

where the notation $K_1 \overset{sq}{\longrightarrow} K_2$ stands for the statement that $K_2$ is a subquotient of $K_1$. Remarkably, all the subquotients between various pairs of algebras preserve the stably canonical bases.

Remark 10.5.2. One can show that the Schur algebras $S_{n,d}^\eta$ and $S_{n,d}^\eta$ are isomorphic with compatible standard and canonical bases. This isomorphism can be further lifted to the stabilization level. The proofs of these isomorphisms is given in [FL17].
APPENDIX A

Constructions in finite type $C$

We shall present more details on results in finite type $C$ which was only sketched in [BKLW14]. In addition, we will present details on comultiplications and transfer maps in finite type $C$, adapting the finite type $B$ formulation in [FL15]. This will serve as a helpful preparation for formulation and computations in affine type $C$ which are presented in the main text.

A.1. Multiplication Formulas

Recall that $n = 2r + 1$. We fix a non-degenerate skew-symmetric bilinear form $Q : \mathbb{F}_q^{2d} \times \mathbb{F}_q^{2d} \rightarrow \mathbb{F}_q$. Let $\text{Sp}(2d)$ be the symplectic subgroup of $GL(2d)$ which consists of all elements $g$ such that $Q(gu, gu') = Q(u, u')$, $\forall u, u' \in \mathbb{F}_q^{2d}$. Consider the following sets

\begin{align*}
X_\epsilon &= \{ 0 = L_0 \subset L_1 \subset \ldots \subset L_n = \mathbb{F}_q^{2d} | L_{n-i} = L_i^\perp \}, \\
Y_\epsilon &= \{ 0 = L_0 \subset L_1 \subset \ldots \subset L_{2d} = \mathbb{F}_q^{2d} | L_{2d-i} = L_i^\perp \}, \\
\Xi &= \left\{ A = (a_{ij}) \in \text{Mat}_{n \times n}(\mathbb{N}) \mid \sum_{i,j \in [1,n]} a_{ij} = 2d, \ a_{ij} = a_{n+1-i,n+1-j}, \forall i, j \in [1,n] \right\}, \\
\Pi &= \left\{ B = (b_{ij}) \in \text{Mat}_{n \times 2d}(\mathbb{N}) \mid \sum_{i \in [1,n]} b_{ij} = 1, \ b_{ij} = b_{n+1-i,2d+1-j}, \forall i \in [1,n], j \in [1,2d] \right\}, \\
\Sigma &= \left\{ \sigma = (\sigma_{ij}) \in \text{Mat}_{2d \times 2d}(\mathbb{N}) \mid \sum_{i \in [1,2d]} \sigma_{ij} = 1 = \sum_{j \in [1,2d]} \sigma_{ij}, \ \sigma_{ij} = \sigma_{2d+1-i,2d+1-j}, \forall i, j \in [1,2d] \right\}.
\end{align*}

The notation $\subset$ above denotes inclusion of codimension 1 as before. The action of $\text{Sp}(2d)$ on $\mathbb{F}_q^{2d}$ induces a well-defined action of $\text{Sp}(2d)$ on $X_\epsilon$ and $Y_\epsilon$. Let $\text{Sp}(2d)$ act diagonally on $X_\epsilon \times X_\epsilon$ and $Y_\epsilon \times Y_\epsilon$.

**Lemma A.1.1.** [BKLW14 Lemma 6.5] There are natural bijections $\text{Sp}(2d) \setminus X_\epsilon \times X_\epsilon \leftrightarrow \Xi$, $\text{Sp}(2d) \setminus X_\epsilon \times Y_\epsilon \leftrightarrow \Pi$, and $\text{Sp}(2d) \setminus Y_\epsilon \times Y_\epsilon \leftrightarrow \Sigma$.

Let $\text{S}_d' = \mathcal{A}_{\text{Sp}(2d)}(X_\epsilon \times X_\epsilon)$ be the algebra of $\text{Sp}(2d)$-invariant $\mathcal{A}$-valued functions on $X_\epsilon \times X_\epsilon$, where $\mathcal{A} = \mathbb{Z}[v, v^{-1}]$ and the multiplication is given by a convolution product.

The most typical phenomenon of type $C$ already shows up when $n = 5$, and so let us consider this case in detail. Let $V_k$ be a $2d$-dimensional vector space over $k = \mathbb{F}_q$ equipped with a non-degenerate symplectic form. Let $(L_i | 0 \leq i \leq 5)$ be a flag of vector subspaces in $V_k$ such that $L_i^\perp = L_{5-i}$ for $i \in [0,5]$. Consider the set

$$Z_i = \{ U \subseteq V_k \mid \dim_k U = 1, U \subseteq L_i, U \nsubseteq L_{i-1} \}, \quad \forall i \in [1,4].$$

The following lemma is an analogue of [FL14 Lemma 3.1.3] with an easier proof.
Lemma A.1.2. For \( n = 5 \), we have \( \#Z_3 = q^\dim L_3 q^{\dim L_3/d_2 - 1} \) and \( \#Z_4 = q^{\dim L_3 q^{\dim L_4/d_3 - 1}} \).

**Proof.** Because all lines in \( V_4 \) are isotropic, we have
\[
\#Z_3 = \frac{q^{\dim L_3} - 1}{q-1} - \frac{q^{\dim L_2} - 1}{q-1} = q^{\dim L_3} q^{\dim L_3/d_2} - 1.
\]
The counting for \( Z_4 \) is the same. \( \square \)

We have the following multiplication formula in finite type \( C \). Let \( E_{i,j} \) for all \( 1 \leq i, j \leq n \), the standard basis of the space of \( n \) by \( n \) matrices. We set \( E^q_{i,j} = E_{i,j} + E_{n-i,n-j} \) for all \( 1 \leq i, j \leq n \).

**Proposition A.1.3.** Suppose that \( h \in [1, r] \) and \( R \in \mathbb{N} \).

1. For \( A, B \in C \Xi \) such that \( \text{ro}(A) = \text{co}(B) \) and \( B - RE^q_{h,h+1} \) is diagonal, we have
\[
e_B \ast e_A = \sum_t v^2 \sum_{j<u} a_{hj} t_u \prod_{u=1}^n \left[ \frac{a_{hu} + t_u}{t_u} \right] e_{A+\sum_{u=1}^n t_u(E^q_{hu} - E^q_{h+1,u})}, \tag{A.1.1}
\]
where \( t = (t_u) \in \mathbb{N}^n \) such that \( \sum_{u=1}^n t_u = R \) and \( \begin{cases} t_u \leq a_{h+1,u}, & \text{if } h < r \\ t_u + t_{n+1-u} \leq a_{h+1,u}, & \text{if } h = r. \end{cases} \)

2. For \( A, C \in C \Xi \) such that \( \text{ro}(A) = \text{co}(C) \) and \( C - RE^q_{h+1,h} \) is diagonal, we have
\[
e_C \ast e_A = \sum_t v^2 \sum_{s<h} a_{rs} t_s + 2 \prod_{u=1}^n \left[ \frac{a_{r+1,u} + t_u}{t_u} \right] \prod_{u<h} \left[ \frac{a_{r+1,u} + t_u}{t_u} \right] e_{A-\sum_{u=1}^n t_u(E^q_{ru} + E^q_{r+1,u})}, \tag{A.1.2}
\]
where \( t = (t_u) \in \mathbb{N}^n \) such that \( \sum_{u=1}^n t_u = R \) and \( t_u \leq a_{hu} \).

**Proof.** We only give a sketch as it is similar to \( \text{[BKLW14]} \text{[FL14]} \). First the proposition is proved for \( R = 1 \) with the help of Lemma A.1.2 (which takes care of a genuine type \( C \) counting). Then a similar argument using induction as in \( \text{[BKLW14]} \text{Proposition 3.3]} \) or \( \text{[FL14]} \text{Corollary 4.3.4]} \) proves the general case. \( \square \)

For \( A = (a_{ij}) \in C \Xi \), we set
\[
d(A) = \dim \mathcal{O}_A \quad \text{and} \quad d_A = d(A) - d(B),
\]
where \( B = (b_{ij}) \) is the diagonal matrix such that \( b_{ii} = \sum_k a_{ik} \).

**Lemma A.1.4.** For any \( A = (a_{ij}) \in C \Xi \), we have
\[
d_A = \frac{1}{2} \left( \sum_{i \geq k,j < l} a_{ij} a_{kl} + \sum_{i \geq r+1, j} a_{ij} \right). \tag{A.1.3}
\]

**Proof.** The proof is similar to the proof of \( \text{[BKLW14]} \text{Lemma 3.5]} \) or \( \text{[FL14]} \text{Lemma 4.5.1]} \). See also the proof of Lemma 4.1.1. \( \square \)
We set
\[ [A] = v^{-d_A}e_A. \quad \forall A \in \mathcal{A}. \quad (A.1.4) \]
It is clear that \{[A]|A \in \mathcal{A}\} form an \mathcal{A}\-basis of \mathcal{S}_d^n, which is called a standard basis.

By a direct calculation using (A.1.4), we have the following reformulation of Proposition A.1.3 in terms of \([A]\).

**Proposition A.1.5.** Suppose that \(A, B, C \in \mathcal{A}, h \in [1, r]\) and \(R \in \mathbb{N}\).

1. If \(\mathrm{ro}(A) = \mathrm{co}(B)\) and \(B - \mathrm{RE}_{h,h+1}^g\) is diagonal, then we have

\[
[B] \ast [A] = \sum_{t} v^{\beta(t)} \prod_{u=1}^{n} \left[ a_{hu} + t_u \right] [A + \sum_{u=1}^{n} t_u (E_h^g - E_{h+1,u}^g)],
\]

where the sum over \(t\) is as in Proposition A.1.3(1) and

\[
\beta(t) = \sum_{u \leq j} a_{hj} t_u - \sum_{u < j} a_{h+1,u} t_u + \sum_{u < j} t_u t_j + \delta_{hn} \left( \sum_{u < j} t_u t_j + \sum_{u < r+1} \frac{t_u(t_u - 1)}{2} \right).
\]

2. Assume that \(\mathrm{ro}(A) = \mathrm{co}(C)\) and \(C - \mathrm{RE}_{h+1,h}^g\) is diagonal. Then for \(h < r\) we have

\[
[C] \ast [A] = \sum_{t} v^{\beta'(t)} \prod_{u=1}^{n} \left[ a_{h+1,u} + t_u \right] [A - \sum_{u=1}^{n} t_u (E_h^g - E_{h+1,u}^g)],
\]

where the sum over \(t\) is as in Proposition A.1.3(2) and

\[
\beta'(t) = \sum_{u \geq j} a_{h+1,j} t_u - \sum_{u > j} a_{hj} t_u + \sum_{u > j} t_u t_j;
\]

For \(h = r\), we have

\[
[C] \ast [A] = \sum_{t} v^{\gamma(t)} \prod_{u=r+1} \left[ a_{r+1,u} + t_u \right] \prod_{u < r+1} \left[ a_{r+1,u} + t_u + t_{n+1-u} \right]
\]

\[
\cdot \prod_{i=1}^{t_{r+1}} \left[ a_{r+1,r+1} + 2i \right] \left[ a - \sum_{u=1}^{n} t_u (E_r^g + E_{r+1}^g) \right],
\]

where \(\gamma(t) = \sum_{u \leq j} a_{r+1,j} t_u - \sum_{u > j} a_{hj} t_u + \sum_{n+1-j \leq u < j} t_u t_j - \sum_{u < r+1} \frac{t_u}{2} + \frac{t_{r+1}}{2} + \sum_{u > r+1} \frac{t_u}{2} \).

Let

\[
\mathcal{Z}_c = \{ A = (a_{ij}) \in \text{Mat}_{n \times n} (\mathbb{Z})|a_{ij} \geq 0 \text{ if } i \neq j, a_{ij} = a_{n+1-i,n+1-j}, \forall i, j, \text{ and } a_{r+1,r+1} \in 2\mathbb{Z}\}. \quad (A.1.8)
\]

Denoted by \(\mathcal{K}\) the free \(\mathcal{A}\)-module spanned by \{\([A]|A \in \mathcal{Z}_c\}\). For any matrix \(A\), we set

\[
2pA = A + 2pI.
\]

Here \(I = \sum_{1 \leq i \leq n} E_{ii}\). By a similar argument as that for Proposition 4.2 in [BLM90], we have the following proposition.
**Proposition A.1.6.** Suppose that $A_1, \ldots, A_s \in \tilde{Z}_c$ ($s \geq 2$) satisfy that $\text{co}(A_i) = \text{ro}(A_{i+1})$ for all $i$. Then there exist $Z_1, \ldots, Z_m \in \tilde{Z}_c$, $G_i(v, v') \in \mathbb{Q}(v)[v']$ such that

$$[2_p A_1] * [2_p A_2] * \cdots * [2_p A_s] = \sum_{i=1}^{m} G_i(v, v^{-2p})[2_p Z_i], \quad \text{for } p \gg 0.$$ 

By specialization at $v' = 1$, we have the following corollary.

**Corollary A.1.7.** Retain the assumption in Proposition A.1.6. There is a unique associative $\mathcal{A}$-algebra structure on $\mathcal{K}'$ given by

$$[A_1] * [A_2] * \cdots * [A_s] = \sum_{i=1}^{m} G_i(v, 1)[Z_i].$$

**A.2. Isomorphisms between Type C and Type B**

Recall that $S'_d = S'_d$ is the convolution algebra on $n$-step type $B$ flags defined in [BKLW14], and it admits a standard basis $\{[A] | A \in b\Xi\}$, where $(b\Xi)$ is denoted by $\Xi_d$ in loc. cit.)

$$b\Xi = \left\{ A = (a_{ij}) \in \text{Mat}_{n \times n}(\mathbb{N}) \mid \sum_{i,j \in [1,n]} a_{ij} = 2d + 1, \ a_{ij} = a_{n+1-i,n+1-j}, \forall i, j \in [1,n] \right\}.$$ 

Clearly sending $A \mapsto A - E_{r+1, r+1}$ defines a bijection $b\Xi \overset{\sim}{\longrightarrow} \mathcal{E}$. Let $\psi : S'_d \rightarrow \mathcal{K}'$ be the $\mathcal{A}$-linear map sending $[A] \mapsto [A - E_{r+1, r+1}]$ for all $A \in \Xi$. It is clear that $\psi$ is an $\mathcal{A}$-linear isomorphism.

**Proposition A.2.1.** The map $\psi : S'_d \rightarrow \mathcal{K}'$ is an $\mathcal{A}$-algebra isomorphism.

**Proof.** Since the structure of the two algebras are completely determined by the multiplication formulas in Proposition A.1.3 and [BKLW14], Proposition 3.7], we only need to see if they match under the correspondence $[A] \mapsto [A - E_{r+1, r+1}]$, which can be checked directly. \qed

Let $\tilde{\psi} : K' \rightarrow \mathcal{K}'$ be the $\mathcal{A}$-linear map sending $[A] \mapsto [A - E_{r+1, r+1}]$ for all $A \in \Xi_c$, where $K'$ is the algebra defined in [BKLW14], Section 4], a finite type $B$ counterpart of $\mathcal{K}'$. The algebra isomorphisms $\psi : S'_d \rightarrow \mathcal{K}'$ (for varies $d$) and the stabilization procedure (Proposition A.1.6 and Corollary A.1.7) which defines the algebra $\mathcal{K}'$ (and similar for $K'$) lead readily to the following identification.

**Proposition A.2.2.** The map $\tilde{\psi} : K' \rightarrow \mathcal{K}'$ is an $\mathcal{A}$-algebra isomorphism.

**A.3. The comultiplication**

We define $e_i, f_i, h_{a \pm 1} \in \mathcal{K}'$, for $i \in [1, r]$ and $a \in [1, r + 1]$, as follows: for all $L, L' \in X_c$,

$$e_i(L, L') = \begin{cases} v^{-|L'_i/L_i| - \delta_{i,r}}, & \text{if } L_i \subsetneq L'_i, L_j = L'_j, \forall j \in [1, r]\backslash \{i\}; \\ 0, & \text{otherwise}. \end{cases} \quad (A.3.1)$$

$$f_i(L, L') = \begin{cases} v^{-|L'_i/L_i|}, & \text{if } L_i \supsetneq L'_i, L_j = L'_j, \forall j \in [1, r]\backslash \{i\}; \\ 0, & \text{otherwise}. \end{cases} \quad (A.3.2)$$

$$h_{a \pm 1}(L, L') = v^{\pm (|L'_a/L'_a-1| + \delta_{a, r+1})} \delta_{L, L'}.$$  

\quad (A.3.3)
Also set $k_i = h_{i+1}^{-1}$ in $S_d^i$. Note that our $h_a$ corresponds to $d_a^{-1}$ in [BKLW14, (3.3)], and the definitions of $e_i, f_i, h_a$ above for finite type $C$ formally coincide with those for finite type $B$ [BKLW14, (3.1)-(3.3)] (except $e_r, f_r, h_{r+1}$).

**Proposition A.3.1.** The isomorphism $\psi : S_d^i \to \mathfrak{c}S_d^i$ sends $e_i, f_i, h_a := d_a^{-1}$ for $i \in [1, r]$ and $a \in [1, r + 1]$ in $S_d^j$ to the elements in $\mathfrak{c}S_d^j$ in the same notations, respectively.

**Proof.** The element $e_i$ on both sides is a sum of all standard matrices $A$ such that $A - E^g_{i+1,i}$ is diagonal. Hence we have the result for $e_i$ by the definition of $\psi$. Similarly, one can prove the results for $f_i$ and $h_a$. □

We shall denote by $S_d$ the Schur algebra of finite type $A$ arising from $n$-step flags in an $d$-dimensional space. For any $i \in [1, n - 1], a \in [1, n]$, we define the following elements in $S_d$:

\[
E_i(V, V') = \begin{cases} 
  v^{-|V'_i / V_i|}, & \text{if } V_i \subset V'_i, V_j = V_{j'}, \forall j \neq i; \\
  0, & \text{otherwise.}
\end{cases}
\]

\[
F_i(V, V') = \begin{cases} 
  v^{-|V'_i / V_i|}, & \text{if } V_i \supset V'_i, V_j = V_{j'}, \forall j \neq i; \\
  0, & \text{otherwise,}
\end{cases}
\]

\[
H^\pm_a(V, V') = v^{|V_a / V_{a-1}|} \delta_{V_i V_j}, \quad \forall V_i, V_j \in X_d.
\]

\[
K^\pm_i = H^\pm_{i+1} H^\pm_i.
\]

In a completely analogous way to the definition $\tilde{\Delta}^j$ in [FL15, §3.2], for a composition $d = d' + d''$, we have a comultiplication

\[
\tilde{\Delta}^j : S_d^i \to S_d^{i'} \otimes S_d^{i''}.
\]

Then we have the following proposition, similar to [FL15, Proposition 3.2.4].

**Proposition A.3.2.** For any $i \in [1, r]$, we have

\[
\tilde{\Delta}^j(e_i) = e'_i \otimes H^\pm_{i+1} H^\pm_{i-1} + h^\pm_{i+1} \otimes E^\pm_{i-1} H^\pm_{i-1} + h^\pm_{i+1} \otimes F^\pm_{i-1} H^\pm_{i-1}.
\]

\[
\tilde{\Delta}^j(f_i) = f'_i \otimes H^\pm_{i-1} H^\pm_{i+1} + h'_i \otimes E^\pm_{i-1} H^\pm_{i+1} + h'_i \otimes F^\pm_{i-1} H^\pm_{i-1}.
\]

\[
\tilde{\Delta}^j(k_i) = k'_i \otimes K^\pm_{i-1} K^\pm_{i}.
\]

**Proof.** With the help of Lemma A.1.2, the proof of [FL15, Proposition 3.2.4] can be essentially repeated here. □

By checking the image of algebra generators of $S_d^i$, we have the following proposition.

**Proposition A.3.3.** The following diagram is commutative:

\[
\begin{array}{ccc}
S_d^i & \xrightarrow{\psi} & S_d^i \otimes S_d \\
\downarrow{\psi} & & \downarrow{\psi \otimes \psi} \\
S_d^{i'} & \xrightarrow{\tilde{\Delta}^j} & S_d^{i'} \otimes S_d
\end{array}
\]

Following [FL15], we introduce the following notation

\[
\Lambda^j_{n,d} = \{a = (a_i) \in \mathbb{N}^n \mid \sum a_i = 2d + 1, a_i = a_{n-i-1}\}.
\]
An isotropic flag $L$ of type $C$ defines a unique element $\alpha(L) \in \Lambda^d_{n,d}$ by

$$\alpha(L)_i = \dim L_i/L_{i-1} + \delta_{i,r+1}, \forall i.$$ 

Then we have the following partition:

$$X_c = \bigsqcup_{a \in \Lambda^d_{n,d}} X_c(a), \quad X_c(a) = \{ L| \alpha(L) = a \}.$$ 

For any $a, b \in \Lambda^d_{n,d}$, let $\mathcal{S}_c^d(b, a)$ be the subspace of $\mathcal{S}_c^d$ spanned by all functions supported on $X_c(b) \times X_c(a)$. Then we have

$$\mathcal{S}_c^d = \bigoplus_{b, a \in \Lambda^d_{n,d}} \mathcal{S}_c^d(b, a).$$

We shall denote $\iota_{b,a}$ and $p_{b,a}$ the embedding of $\mathcal{S}_c^d(b, a)$ into $\mathcal{S}_c^d$ and the projection of $\mathcal{S}_c^d$ to $\mathcal{S}_c^d(b, a)$, respectively. By abuse of notations, the projection from $S_d$ to $S_d(b, a)$ is still denoted by $p_{b,a}$. For any $b, a, b', a'$, $b''$ and $a''$ satisfying that

$$b_i = b'_i + b''_i + b_{n+1-i}, \quad a_i = a'_i + a''_i + a_{n+1-i}, \quad \forall i \in [1, n],$$

we set $\tilde{\Delta}_{b',a',b'',a''} = (p_{b',a'} \otimes p_{b'',a''}) \circ \Delta^c \circ \iota_{b,a}$. Let

$$\Delta^c = \bigoplus_{b,a,b',a'} \Delta_{b',a',b'',a''},$$

where $\Delta_{b',a',b'',a''} = \sum_{1 \leq i \leq n} \delta_{b'}^i b''_i - a'_i a''_i u(b', a') \Delta_{b',a',b'',a''}$, and $u(b, a)$ is the function defined in \cite[(44)]{FL15} in finite type $B$ setting. The definition of $\Delta^c$ is completely analogous to the definition of $\Delta_c$ in \cite[(45)]{FL15}. The following proposition follows by comparing the definitions.

**Proposition A.3.4.** Given $d = d' + d''$, we have the following commutative diagram:

$$\xymatrix{ \mathcal{S}_d^d & \mathcal{S}_d^d \otimes \mathcal{S}_d^{d''} \
\mathcal{S}_d' & \mathcal{S}_d'^d \otimes \mathcal{S}_d^d'' \ar[u]_{\phi_{d,d-n}} \ar[d]_{\psi \otimes 1} \ar[l]_{\Delta^c} \ar[r]_{\psi} 
}$$

(A.3.5)

The transfer map

$$\phi_{d,d-n} : \mathcal{S}_d \longrightarrow \mathcal{S}_d^{d-n}$$

is defined to be the composition $\mathcal{S}_d \xrightarrow{\tilde{\Delta}^c} \mathcal{S}_d \otimes \mathcal{S}_n \xrightarrow{\otimes \chi} \mathcal{S}_d^{d-n} \otimes A = \mathcal{S}_d^{d-n}$, where $\chi(\eta_A) = \det(A)$ for any $A \in \Xi$ and $\eta_A$ is the characteristic function on the orbit corresponding the matrix $A$. This is analogous to the transfer map $\phi_{d,d-n} : S_d^j \rightarrow S_{d-n}^j$ defined in \cite[§3.6]{FL15} in the finite type $B$ setting. By Proposition A.3.3, we have the following proposition.

**Proposition A.3.5.** The following diagram is commutative:

$$\xymatrix{ \mathcal{S}_d^d & \mathcal{S}_d^d \ar[d]_{\psi} \
\mathcal{S}_d' & \mathcal{S}_d^{d-n} \ar[ul]_{\phi_{d,d-n}} \ar[l]_{\psi} 
}$$
Finally, we address the $ı$-version. Recall that $η = n - 1 = 2r$. Let

\[
X_ı^e = \{0 = V_0 \subseteq V_1 \subseteq \ldots \subseteq V_η = \mathbb{F}_{q}^{2d} | V_{η-i} = V_{i}^{\perp}\}.
\]

The convolution algebra on $X_ı^e \times X_ı^e$ is denoted by $ıS_ı^d$. We shall naturally embed $X_ı^e$ into $X_ı$ by sending a $η$-step flag in $X_ı^e$ as above to an $n$-step flag

\[
0 = V_0 \subseteq V_1 \subseteq \ldots \subseteq V_r \subseteq V_r \subseteq \ldots \subseteq V_η = \mathbb{F}_{q}^{2d}
\]

(where the maximal isotropic subspace $V_r$ in the middle is repeated). Therefore, $ıS_ı^d$ is naturally a subalgebra of $ıS_ı^d$. Consider the following set

\[
Ξ_ı^e = \{A = (a_{ij} \in ıΞ | a_{r+1,j} = 0 = a_{i,r+1}, \forall i,j}\}.
\]

By [BKLW14 Lemma 6.1], we have a natural bijection $Sp(2d) \setminus X_ı^e \times X_ı^e \leftrightarrow ıΞ$, and moreover, $\{[A] | A \in Ξ_ı^e\}$ forms a basis of $ıS_ı^d$. Recall a completely analogous subalgebra $S_ı^d$ of $ıS_ı^d$ was defined in [BKLW14 §5]. The standard basis of $ıS_ı^d$ is parametrized by a subset $Ξ_ı \subset ıΞ$, and there is a natural bijection $Ξ 
arrow Ξ_ı, A \mapsto A - E_{r+1,r+1}$. The following proposition follows by the definition of $ψ$.

**Proposition A.3.6.** The restriction of $ψ : S_ı^d \narrow ıS_ı^d$ induces an algebra isomorphism $ıS_ı^d \simeq S_ı^d$.

**Remark A.3.7.** It should be clear for the reader that the various canonical bases from finite type B/C geometries are compatible under the isomorphism $ψ$. 


List of Notations

\[ a \{ A \}_d \] Canonical basis element of \( S_{n,d} \) \( \S\ p.18 \)

\[ a \{ A \} \] Canonical basis element of \( K_n \) \( \S\ p.89 \)

\[ \{ A \}_d \] Canonical basis element of \( S'_{n,d} \) \( \S\ p.31 \)

\[ \{ A \} \] Stably canonical basis element of \( K^c_n \) \( \S\ p.88 \)

\[ a [ A ] \] Standard basis element of \( K_n \) \( \S\ p.89 \)

\[ [ A ] \] Standard basis element of \( S'_{n,d} \) \( \S\ p.31 \)

\[ [ A ] \] Standard basis element of \( S_{n,d} \) \( \S\ p.18 \)

\[ [ A ] \] Standard basis element of \( K^c_n \) \( \S\ p.88 \)

\[ A \] Ring of Laurent polynomials \( \mathbb{Z}[v, v^{-1}] \) \( \S\ p.17 \)

\[ [ a ] \] Quantum \( v \)-binomial coefficient \( \S\ p.18 \)

\[ [ a, \a, \v, \v'] \] Quantum \((v, v')\)-binomial coefficient \( \S\ p.82 \)

\[ A_{i,R,t} \] Matrix obtained from \( A \) by shifting entries up by one row \( \S\ p.82 \)

\[ B_n \] Canonical basis of \( \dot{U}^c_n \) \( \S\ p.56 \)

\[ \co(A) \] Column sum vector of matrix \( A \) \( \S\ p.17 \)

\[ \xi : \Xi_{n,d} \to \Xi_{n,d}, \text{ whose inverse is } \operatorname{dlt}_1 \] \( \S\ p.78 \)

\[ \Delta^c \] Comultiplication \( S_{n,d}^c \to S_{n,d'}^c \otimes S_{n,d''}^c \) \( \S\ p.44 \)

\[ \Delta_{b', a', b'', a''}^c \] Component of \( \Delta^c \) sending \( S_{n,d}^c(b, a) \) to \( S_{n,d}(b', a') \otimes S_{n,d''}(b'', a'') \) \( \S\ p.86 \)

\[ \Delta^c_{ij} \] Renormalized raw comultiplication \( S_{n,d}^c \to S_{n,d'}^c \otimes S_{n,d''}^c \) \( \S\ p.43 \)

\[ \Delta^c \] Comultiplication \( U_{n,\infty}^c \to U_{n,\infty}^c \otimes U_{n,\infty}^c \) \( \S\ p.51 \)

\[ \Delta^c \] Comultiplication of \( K^c_n \) \( \S\ p.91 \)

\[ \Delta \] Comultiplication of \( K_n \) \( \S\ p.89 \)

\[ \Delta^c \] Raw comultiplication \( S_{n,d}^c \to S_{n,d'}^c \otimes S_{n,d''}^c \) \( \S\ p.41 \)

\[ \operatorname{dep}(A) \] Depth of matrix \( A \) \( \S\ p.79 \)

\[ \operatorname{dlt}_i \] Operation of deleting \( k \)th rows/columns for \( k \equiv i \mod n \) \( \S\ p.63 \)

\[ E_{ij}^c \] \( n \)-periodic centrosymmetric elementary matrix \( \S\ p.32 \)

\[ E_{ij} \] \( n \)-periodic elementary matrix \( \S\ p.18 \)

\[ f_{A_{i,R,t}} \] Monomial basis element of \( S_{n,d}^c \) \( \S\ p.79 \)

\[ f_{A} \] Monomial basis element of \( K^c_n \) \( \S\ p.87 \)

\[ F \] Field of formal Laurent series \( k((\v)) \) \( \S\ p.16 \)

\[ J_0 \] Idempotent of type \( y \) in \( S_{n,d} \) \( \S\ p.69 \)

\[ j_0 \] Idempotent of type \( y \) in \( S_{n,d} \) \( \S\ p.68 \)

\[ J_{n,d} \] Monomorphism \( S_{n,d}^c \to S_{n,d} \) \( \S\ p.46 \)

\[ J_n \] Monomorphism \( U_{n}^c \to U_{n} \) \( \S\ p.51 \)

\[ J_{r,0} \] Idempotent of type \( u \) in \( S_{n,d} \) \( \S\ p.72 \)

\[ j_{r,0} \] Idempotent of type \( u \) in \( S_{n,d} \) \( \S\ p.72 \)
| Symbol | Description | Page |
|--------|-------------|------|
| $\mathbf{J}_r$ | Idempotent of type $\nu$ in $\mathbf{S}_{n,d}$ | §7.1, p. 60 |
| $\mathbf{j}_r$ | Idempotent of type $\nu$ in $\mathbf{S}^\nu_{n,d}$ | §7.1, p. 59 |
| $\mathbf{K}_\eta^\nu$ | Stabilization algebra of affine type $\eta$ | §9.4, p. 86 |
| $\mathbf{K}_\eta^\nu$ | Stabilization algebra of type $\eta$ | §9.4, p. 100 |
| $\mathbf{K}_\eta$ | Stabilization algebra of affine type $\eta$ | §9.5, p. 89 |
| $k$ | Finite field of $q$ elements | §2.1, p. 16 |
| $\Lambda_{n,d}^{c}$ | Set of $n$-periodic symmetric tuples in $\mathbb{N}^\mathbb{Z}$ of size $d$ | §5.1, p. 40 |
| $\Lambda_{n,d}^{c}$ | Set of $n$-periodic tuples in $\mathbb{N}^\mathbb{Z}$ of size $d$ | §2.2, p. 17 |
| $\leq_{\text{alg}}$ | An algebraic partial order on $\Theta_{n,d}$ | §2.2, p. 19 |
| $m'_{\mathcal{A}}$ | Semi-monomial basis element of $\mathbf{K}_n^\xi$ | §9.4, p. 87 |
| $(c,b) \models \mathbf{a}$ | $a_i = c_i + b_i + b_{-i}$ for all $i$ | §9.3, p. 86 |
| $b \models \mathbf{a}$ | $a_i = b_i + b_{-i} + \delta_{i,n} + \delta_{i,n+1}$ for all $1 \leq i \leq n$ | §5.4, p. 47 |
| $\hat{n}$ | $= 2n + n + 2$ | §9.1, p. 78 |
| $\eta$ | $= n - 1 = n - 2 = 2r$ | §8.0, p. 68 |
| $\nu$ | $= n - 1 = 2r + 1$ | §7.0, p. 59 |
| $\mathcal{O}$ | Ring of formal power series $k[[\zeta]]$ | §2.1, p. 16 |
| $\mathcal{P} \mathcal{A}$ | Matrix $A + pI_n$ | §9.2, p. 84 |
| $\mathcal{P} \mathcal{A}$ | Matrix $A + p(I_n - E_{\theta,\bar{\theta}}^{1,1})$ | §9.2, p. 82 |
| $\phi_{d,d-n}^\xi$ | Transfer map between Schur algebras of affine type $C$ | §6.1, p. 50 |
| $\phi_{d,d-n}^\xi$ | Transfer map between Lusztig algebras of affine type $A$ | §2.3, p. 21 |
| $\Pi_{n,d}$ | Set of certain $(0,1)$-matrices of affine type $C$ | §3.2, p. 25 |
| $\Psi_{\eta,d}^\nu$ | Surjection $\mathbf{K}_\eta^\nu \rightarrow \mathbf{S}_{\eta,d}^\nu$ | §10.5, p. 100 |
| $\Psi_{\eta,d}^\nu$ | Surjection $\mathbf{K}_\eta^\nu \rightarrow \mathbf{S}_{\eta,d}^\nu$ | §10.4, p. 99 |
| $\Psi_{\eta,d}^\nu$ | Surjection $\mathbf{K}_\eta^\nu \rightarrow \mathbf{S}_{\eta,d}^\nu$ | §10.3, p. 98 |
| $\Psi_{\eta,d}^\nu$ | Surjection $\mathbf{K}_\eta^\nu \rightarrow \mathbf{S}_{\eta,d}^\nu$ | §9.7, p. 92 |
| $\mathcal{R}$ | Algebra $\mathbb{Q}(v)[v',v'^{-1}]$ with bar involution | §9.2, p. 82 |
| $\rho$ | Algebra imbedding $\mathbf{S}_{n,d}^\nu \rightarrow \mathbf{S}_{\hat{n},d}^\nu$ | §9.1, p. 78 |
| $\text{ro}(A)$ | Row sum vector of matrix $A$ | §2.2, p. 17 |
| $\mathbf{S}_{n,d}(b,a)$ | Subspace of $\mathbf{S}_{n,d}$ of shape $(b,a)$ | §5.3, p. 43 |
| $\mathbf{S}_{n,d}$ | Schur algebra of affine type $C$ | §4.2, p. 31 |
| $\tilde{\mathbf{S}}_{n,d}$ | Subalgebra of $\mathbf{S}_{n,d}$ isomorphic to $\mathbf{S}_{n,d}^\nu$ | §9.1, p. 78 |
| $\mathbf{S}_{\eta,d}$ | Schur algebra of affine type $C$ | §8.4, p. 72 |
| $\mathbf{S}_{\eta,d}$ | Schur algebra of type $\eta$ | §8.1, p. 68 |
| $\mathbf{S}_{\eta,d}$ | Schur algebra of type $\eta$ | §7.1, p. 59 |
| $\mathbf{S}_{n,d}(b,a)$ | Subspace of $\mathbf{S}_{n,d}$ of shape $(b,a)$ | §5.3, p. 43 |
| $\mathbf{S}_{n,d}$ | Schur algebra of affine type $A$ | §2.2, p. 18 |
| $\mathcal{P} \mathcal{S}_{d}$ | Set of permutation matrices of affine type $C$ | §3.1, p. 24 |
| $\mathcal{P} \mathcal{S}_{d}$ | Set of permutation matrices of affine type $B$ | §4.2, p. 30 |
| $\frac{1}{c}, \frac{1}{d}$ | Inclusions of codimension 1 | §5.1, p. 39 |
| $\mathcal{O}_{n,d}$ | Set of all aperiodic matrices in $\Theta_{n,d}$ | §2.2, p. 18 |
$\Theta^u_{n,d}$ Set of matrices in $\Theta_{n,d}$ whose 0th/r + 1th rows/columns are zero §8.4, p 72

$\Theta^\eta_{n,d}$ Set of matrices in $\Theta_{n,d}$ whose 0th row/column are zero §8.1, p 69

$\Theta^\eta_{n,d}$ Set of matrices in $\Theta_{n,d}$ whose $r + 1$st row/column are zero §7.1, p 60

$\Theta_{n,d}$ Set of $n$-periodic $\mathbb{Z} \times \mathbb{Z}$ $\mathbb{N}$-matrices of size $d$ §2.2, p 17

$\hat{\Theta}_n$ Enlarged matrix set from $\Theta_n$ by allowing negative diagonal §9.5, p 89

$U_h$ Idempotentened form of $U_n$ §6.2, p 53

$U_c$ Lusztig algebra of affine type C §5.1, p 39

$U_{n,\infty}$ Projective limit of Lusztig algebras of affine type C §6.1, p 50

$\hat{U}_n$ Subalgebra of $U_{n,\infty}$ generated by the Chevalley generators §6.1, p 51

$U_n$ Idempotentened form of $U_n$ §2.3, p 22

$U(\hat{\mathfrak{sl}}_n)$ Idempotentened quantum affine $\mathfrak{sl}_n$ §2.3, p 22

$U^\eta_{n,d}$ Lusztig algebra of type $\eta$ §8.4, p 72

$U^\eta_{n,\infty}$ Projective limit of Lusztig algebras of type $\eta$ §8.3, p 71

$U^\eta_{n}$ Subalgebra of $U^\eta_{n,\infty}$ generated by the Chevalley generators §8.3, p 71

$U^\mu_{n,d}$ Lusztig algebra of type $\mu$ §7.1, p 60

$U^\mu_{n,\infty}$ Projective limit of Lusztig algebras of type $\mu$ §7.4, p 65

$U^\mu_{n}$ Subalgebra of $U^\mu_{n,\infty}$ generated by the Chevalley generators §7.4, p 65

$U_{n,d}$ Lusztig algebra of affine type A §2.2, p 18

$U_{n,\infty}$ Projective limit of Lusztig algebras of affine type A §2.3, p 21

$U_n$ Subalgebra of $U_{n,\infty}$ generated by the Chevalley generators §2.3, p 21

$U(\hat{\mathfrak{sl}}_n)$ Quantum affine $\mathfrak{sl}_n$ §2.3, p 22

$\Lambda^c_{n,d}(a)$ Affine type C $n$-step partial flags of shape $a$ §5.3, p 43

$\Lambda^c_{n,d}$ Lattice model of $n$-step partial flags of affine type C §3.2, p 29

$\Lambda^c_{n,d}(a)$ Affine type A $n$-step partial flags of shape $a$ §5.3, p 43

$\Lambda^c_{n,d}$ Lattice model of $n$-step partial flags of affine type A §2.2, p 17

$\Xi^c_{n,d}$ Set of aperiodic matrices in $\Xi_{n,d}$ §5.4, p 47

$\Xi^c_{n,d}$ Set of $n$-periodic centrosymmetric $\mathbb{N}$-matrices of size $d$ of type B §4.2, p 29

$\Xi^c_{n,d}$ Set of $n$-periodic centrosymmetric $\mathbb{N}$-matrices of size $d$ of type C §3.2, p 26

$\Xi^c_{n,d}$ Set of matrices in $\Xi_{n,d}$ whose 0th/r + 1th rows/columns are zero §8.4, p 72

$\Xi^c_{n,d}$ Set of matrices in $\Xi_{n,d}$ whose 0th row/column are zero §8.1, p 68

$\Xi^c_{n,d}$ Set of matrices in $\Xi_{n,d}$ whose $r + 1$st row/column are zero §7.1, p 59

$\Xi^c_{n,d}(A)$ Set of matrices in $\Theta_{n,d}$ such that $\text{co}(B) \supset \text{co}(A)$ §5.4, p 47

$\Xi^c_{n,d}$ Set of aperiodic matrices in $\Xi_n$ §6.2, p 53

$\Xi^c_{n,d}$ Set of $n$-periodic $\mathbb{Z}$-matrices of size $d$ in $\Xi_n$ §6.2, p 53

$\Xi^c_{n}$ Enlarged matrix set from $\Xi_n$ by allowing negative diagonal §6.2, p 53

$\mathcal{Y}_n$ Lattice model of complete flags of affine type A §2.1, p 16

$\mathcal{Y}_n$ Lattice model of complete flags of affine type C §3.1, p 24

$\zeta_A$ Aperiodic monomial in $U_{n,d}$ associated to a matrix $A$ §2.2, p 20

$\zeta_A$ Aperiodic monomial in $U^c_{n,d}$ associated to a matrix $A$ §5.4, p 47

$\mathbb{Z}_n$ Set of $n$-periodic tuples in $\mathbb{Z}$ §2.3, p 21

$\mathbb{Z}^c_n$ Set of $n$-periodic symmetric tuples in $\mathbb{Z}$ §6.2, p 52
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