The Uhlenbeck-Ford model: Exact virial coefficients and application as a reference system in fluid-phase free-energy calculations
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The Uhlenbeck-Ford (UF) model was originally proposed for the theoretical study of imperfect gases, given that all its virial coefficients can be evaluated exactly, in principle. Here, in addition to computing the previously unknown coefficients $B_{11}$ through $B_{13}$, we assess its applicability as a reference system in fluid-phase free-energy calculations using molecular simulation techniques. Our results demonstrate that, although the UF model itself is too soft, appropriately scaled Uhlenbeck-Ford (sUF) models provide robust reference systems that allow accurate fluid-phase free-energy calculations without the need for an intermediate reference model. Indeed, in addition to the accuracy with which their free energies are known and their convenient scaling properties, the fluid is the only thermodynamically stable phase for a wide range of sUF models. This set of favorable properties may potentially put the sUF fluid-phase reference systems on par with the standard role that harmonic and Einstein solids play as reference systems for solid-phase free-energy calculations.
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I. INTRODUCTION

The virial equation of state represents a systematic path to link macroscopic thermodynamic properties of fluid-phase systems to the details of interparticle interactions at the atomic scale.1–4 It is often expressed as an infinite series for the pressure $P$ in terms of powers of the number density $\rho$,

$$\beta P = \rho + \sum_{n=2}^{\infty} B_n(T) \rho^n,$$

where $\beta \equiv (k_B T)^{-1}$, with $k_B$ Boltzmann’s constant and $T$ the absolute temperature, and $B_n(T)$ are the virial coefficients. In general, these coefficients are functions of $T$ and depend on the details of the interparticle interactions of the substance under consideration. For low densities the virial expansion provides a convenient way to quantify deviations with respect to the ideal gas limit of an imperfect fluid. On the other hand, its behavior for higher densities has attracted even more attention in view of the potential link between series convergence properties and fluid-phase thermodynamic stability.5–11 Indeed, the possible existence of such a connection has driven the quest to compute higher-order virial coefficients for a number of model systems including the hard-sphere systems,8,12–15 inverse-power-law (IPL) soft-sphere models,1,4,16,17 and the Lennard-Jones fluid.18–22

In addition to its relevance in fundamental questions such as those referred to above, the availability of accurate virial equations of states for model systems is also useful in the context of fluid-phase free-energy calculations. Given that free energies are thermal quantities that cannot be expressed in terms of ensemble averages, they are often computed by evaluating the work done along some reversible path between the system of interest and a reference system for which the free energy is known.23–26 The choice of a suitable reference depends on the nature of the system of interest. For example, for solid phases the Einstein solid – a collection of independent harmonic oscillators centered at predefined positions – provides a natural reference system: its free energy is known analytically, and it is always possible to construct a reversible path to it by choosing the equilibrium positions of the oscillators to coincide with those of the solid of interest.24

For fluid-phase systems, on the other hand, the most natural reference system is the ideal gas. However, a concern in defining a thermodynamic path to the ideal gas limit is the possible occurrence of a liquid-vapor phase transition along the way, which is usually accompanied by appreciable hysteresis. Although it has been shown that it is in fact possible to obtain accurate liquid-phase free-energy values while traversing an isotherm passing through the two-phase liquid-vapor region,27 avoiding a coexistence-line crossing is convenient because of the smooth variation of thermodynamic quantities along the way. An often-used approach to achieve this is to carry out the process in two stages.28,29 First, the interatomic potential of the system of interest is transformed into that of a purely repulsive intermediate reference. Subsequently, given that such systems do not undergo a liquid-vapor transition,30 the excess free-energy with respect to the ideal gas limit can be obtained by means of a reversible second process. However, if an accurate equation of state is available for the intermediate reference system this second step becomes unnecessary, and the absolute free energy of the fluid phase can be determined directly from the work done along the first stage.

In practice, two often-used intermediate repulsive references in the calculation of fluid-phase free energies are the
Gaussian-core \(^{31-34}\) and the IPL \(^{32,35-40}\) soft-sphere models. For the former, no adimensional form for the virial expansion exists, meaning that for each value of \(T\) and choice of potential parameters (Gaussian height and width), the reversible expansion to the ideal-gas limit must be carried out explicitly. \(^{34}\) For IPL soft-sphere models, on the other hand, their specific scaling properties permit a formulation of the virial expansion in which a function of a single adimensional variable fully characterizes the equation of state. \(^{17,35,36}\) In particular, numerical virial equations of states with up to 8 coefficients based on Monte Carlo (MC) simulations are available for exponents \(n = 6, 9\) and 12. \(^{17}\)

In the present paper we discuss the model proposed by Uhlenbeck and Ford \(^{7,41}\) (UF) and the scaled UF (sUF) variants as alternative reference systems for fluid-phase free-energy computations. These models are characterized by an explicitly temperature-dependent two-body interaction that, in contrast to other continuous interacting model systems, permits the exact calculation of its virial coefficients. In addition, their excess free energies with respect to the ideal gas can be represented in terms of a function of a single adimensional variable for any temperature and density, and the fluid is the only thermodynamically stable phase for a wide range of these systems.

The remainder of the paper is organized as follows. In Sec. II we give a brief review of the Mayer formulation for the virial equation of state and show how the specific functional form of the interactions in the UF and sUF models allows the exact calculation of the virial coefficients and leads to a particularly useful adimensional form of the equations of state. We also briefly describe the method by which the UF and sUF models can be used as reference systems in fluid-phase free-energy calculations. In Sec. III we discuss the equations of state of the UF model, adding three more virial coefficients to the set of known values for this system \(^{7}\) and provide accurate numerical representations for the equations of state and excess free energies (python code provided in the Supplemental Material) that can be used in fluid-phase free-energy computations. In Sec. IV we illustrate the application of the UF models as reference systems in the such calculations, considering the cases of the Lennard-Jones system and liquid silicon as described by the Stillinger-Weber model. \(^{42}\) We conclude with a summary in Sec. V.

II. THEORY

A. Mayer formulation for virial equation of state

The Mayer formulation for the virial equation of state provides a systematic approach to the computation of the virial coefficients in Eq. (1). For instance, for a classical monatomic system governed by pairwise interactions the Mayer formulation for the virial coefficients entails cluster expansions of the form \(^{3,4}\)

\[
\begin{align*}
B_2(T) &= -\frac{1}{2} \\
B_3(T) &= -\frac{1}{3} \\
B_4(T) &= -\frac{1}{8} \left[ 3 + 6 \right]
\end{align*}
\]

in which each undirected graph represents a multidimensional integral over a specified number of particle coordinates. In particular, the virial coefficients \(B_n\) involve integrals represented by all biconnected (or star) graphs \(^3\) with \(n\) vertices. In each graph, every vertex represents the coordinates of a particle and an edge connecting a pair of vertices stands for an interaction between them. For example, the graph determining \(B_3\) corresponds to the integral

\[
f_{12} f_{13} f_{23} = \frac{1}{V} \int_V d\mathbf{r}_1 d\mathbf{r}_2 d\mathbf{r}_3 f_{12} f_{13} f_{23},
\]

where \(r_{ij}\) denotes the coordinates of particle \(i\), \(V\) is the system volume and \(f_{ij}\) is the so-called Mayer function \(^{1,3}\) that represents the interaction between particle pair \((i, j)\). If the interactions depend only on the interparticle distance \(r_{ij}\) then

\[
f_{ij} = f(r_{ij}) \equiv \exp[-\beta U(r_{ij})] - 1,
\]

with \(U(r)\) the pair potential describing the interactions.

In general, a biconnected graph \(G(n, m)\) with \(n\) vertices and \(m\) links then stands for the integral

\[
I(G) = \frac{1}{V} \int_V d\mathbf{r}_1 \cdots d\mathbf{r}_n \prod_{(i,j) \in G} f_{ij},
\]

where the product runs over the \(m\) connected pairs in \(G\). Although the value of the integral is independent of the particular labeling of the vertices in a graph \(G\), each graph appearing in the cluster expansion of Eq. (2) is characterized by a weight \(w(G) = n!/|G|^k\) \(^k\) with \(|G|\) the number of elements in the automorphism group of \(G\), i.e., \(|G|\) counts the number of distinct labelings for the topology described by \(G\). For instance, the three distinct biconnected graphs that contribute to \(B_4\) in Eq. (2) are characterized by weights 3, 6 and 1, respectively. Finally, the virial coefficients \(B_n\) are given by

\[
B_n(T) = \frac{1 - \frac{n}{n!} \sum w(G) I(G),
\]

where the sum runs over all unlabeled biconnected graphs with \(n\) vertices.

B. The Uhlenbeck-Ford model

The difficulty in the calculation of the virial coefficients for a given model using Eq. (6) is two-fold. First, the calculations
involve a potential-independent combinatorial element that amounts to counting distinct biconnected graphs that represent the possible pair-interaction topologies for a given number of interacting particles.\textsuperscript{3,41,2} Second, each graph is linked to a specific many-body integral that involves products of the Mayer-$f$ function. While the diagrammatic enumerations can, in principle, be executed exactly, the associated many-body integrals in general cannot. As a result, current virial expansions for model systems such as the hard-sphere system,\textsuperscript{8,12-15} the IPL soft-sphere model\textsuperscript{14,16,17} and the Lennard-Jones pair potential\textsuperscript{18-22} are often obtained numerically, using MC calculations to estimate the multi-dimensional integrals.

In 1962 Uhlenbeck and Ford proposed a model system featuring continuous interactions for which all the many-body integrals of the type in Eq. (5) can be evaluated analytically.\textsuperscript{31} It was named the Gaussian gas\textsuperscript{3,41} because of the Gaussian form of its Mayer-$f$ function,

\[ f_{\text{UF}}(r) = -\exp[-(r/\sigma)^2], \]  

(7)

where $\sigma$ is a length-scale parameter. From the definition in Eq. (4) it follows that the associated interatomic pair potential is of the form

\[ U_{\text{UF}}(r) = -\frac{1}{\beta} \ln \left( 1 - e^{-(r/\sigma)^2} \right), \]  

(8)

with the energy scale determined by the absolute temperature $T$. We will from now on refer to this system as the Uhlenbeck-Ford (UF) model to avoid confusion with the Gaussian-core model which is actually characterized by a Gaussian interaction potential.

As can be seen in Fig. 1 the UF model is characterized by a smooth and purely repulsive soft-sphere potential that decays rapidly for increasing distances $r$ and diverges logarithmically as $r \rightarrow 0$.

![FIG. 1. Interatomic potential for the UF model.](image)

A distinctive consequence of the particular Gaussian form of the Mayer-$f$ function in Eq. (7) is that all integrals of Eq. (5) become multivariate Gaussian integrals that can be evaluated analytically. The results can be expressed as\textsuperscript{41}

\[ I(\mathcal{G}) = (-1)^m \frac{(2b)^{n-1}}{|M(\mathcal{G})|^{3/2}}, \]  

(9)

with\textsuperscript{3,41}

\[ b \equiv \frac{1}{2}(\pi \sigma^2)^{3/2} \]  

(10)

and where the $(n-1) \times (n-1)$ matrix $M(\mathcal{G})$ is any minor of the $n \times n$ Laplacian matrix $L(\mathcal{G})$ defined as\textsuperscript{44}

\[ L = D - A, \]  

(11)

where $A(\mathcal{G})$ is the symmetric adjacency matrix\textsuperscript{44} of the graph,

\[ A_{ij} = \begin{cases} 1, & \text{if vertices } i \text{ and } j \text{ are connected} \\ 0, & \text{otherwise}. \end{cases} \]  

(12)

and $D$ is its diagonal degree matrix\textsuperscript{44}

\[ D_{ij} = \delta_{ij} \sum_{k=1}^{n} A_{ik}, \]  

(13)

with $\delta_{ij}$ the Kronecker delta. The absolute-value sign in the denominator of Eq. (9) indicates the evaluation of the determinant of $M$.

Combining Eqs. (9) and (6) then gives the virial coefficients

\[ B_n = \frac{(1-n)2^{n-1}}{n!} \left( \sum_{\mathcal{G}} w(\mathcal{G}) (-1)^m |M(\mathcal{G})|^{-3/2} \right) b^{n-1} \]  

\[ \equiv \hat{B}_n b^{n-1}. \]  

(14)

This result implies that the virial coefficients for the UF model are given by products of two factors, one of which ($\hat{B}_n$) is determined exclusively by the set of biconnected graphs on $n$ vertices, whereas the other ($b^{n-1}$) encodes the length scale of the UF interaction. Also note that the $\hat{B}_n$’s are independent of $T$, which is due to the temperature-dependent energy scale of the UF pair potential.

Substitution into Eq. (1) then gives the virial expansion

\[ \beta P = \rho + \sum_{n=2}^{\infty} \hat{B}_n b^{n-1} \rho^n, \]  

(15)

which can be written in adimensional form by multiplying both sides by $b$ and introducing the adimensional variable $x \equiv b\rho$, giving

\[ \beta b P = x + \sum_{n=2}^{\infty} \hat{B}_n x^n. \]  

(16)

This expression reveals that the equation of state for the UF fluid can be specified in terms of a function of a single adimensional variable $x$, regardless of the length scale $\sigma$ and temperature $T$. In addition, all coefficients $\hat{B}_n$ can, in principle, be computed exactly. The corresponding excess Helmholtz free energy with respect to the ideal gas can be obtained by integration of Eq. (16) to the ideal-gas limit $x = 0$, giving

\[ \frac{\beta F_{\text{exc}}^{\text{UF}}(x)}{N} = \sum_{n=1}^{\infty} \frac{\hat{B}_{n+1}}{n} x^n. \]  

(17)
C. The scaled Uhlenbeck-Ford model

Due to the logarithmic divergence of the pair potential Eq. (8) for vanishing interparticle distances, the UF repulsion is extremely soft. A convenient extension of the model that enhances the repulsion while preserving the analyticity of the multi-center integrals in the virial expansion is obtained by scaling the energy unit \( k_B T \) by an integer \( p > 1 \). This defines the scaled Uhlenbeck-Ford (sUF) potential-energy function

\[
U_{\text{UF}}^{(p)}(r) = -\frac{p}{\beta} \ln \left( 1 - e^{-(r/\sigma)^2} \right),
\]

and the corresponding Mayer-\( f \) function

\[
f_{\text{UF}}^{(p)}(r) = \exp \left[ p \ln \left( 1 - e^{-(r/\sigma)^2} \right) \right] - 1
= \left( 1 - e^{-(r/\sigma)^2} \right)^p - 1
= \sum_{k=1}^{p} (-1)^k \left( \frac{p}{k} \right) e^{-k(r/\sigma)^2}.
\]

The integral \( I^{(p)}(G) \) associated with each biconnected graph \( G \) with \( n \) vertices and \( m \) edges then becomes

\[
I^{(p)}(G) = \frac{1}{V} \int_V dr_1 \cdots dr_n \prod_{(i,j) \in G} f_{ij}^{(p)}
= \frac{1}{V} \int_V dr_1 \cdots dr_n \prod_{k=1}^{p} \prod_{k_m=1}^{p} (-1)^{k_1+\cdots+k_m} \times
\left( \frac{p}{k_1} \right) \cdots \left( \frac{p}{k_m} \right) \exp \left[ -\sum_{l=1}^{m} k_l r_l^2 / \sigma^2 \right],
\]

where the index \( l \in [1,m] \) identifies the \( m \) edges of the graph and \( r_l \) denotes the distance between the interacting particle pair \((i,j)\) associated with a given edge \( l \).

The integral in Eq. (20) is thus a sum of \( p^m \) multivariate Gaussian integrals, each of which is given by an expression similar to that in Eq. (9). Specifically, we have

\[
I^{(p)}(G) = \sum_{k_1=1}^{p} \cdots \sum_{k_m=1}^{p} (-1)^{k_1+\cdots+k_m} \left( \frac{p}{k_1} \right) \cdots \left( \frac{p}{k_m} \right) \times
\frac{(2b)^{n-1}}{|M(G, \{k_1, \ldots, k_m\})|^{3/2}},
\]

where the matrix \( M(G, \{k_1, \ldots, k_m\}) \) is any minor of the Laplacian matrix \( L(G, \{k_1, \ldots, k_m\}) \) associated with the weighted graph obtained by attributing weights \( k_1 \) to the \( m \) edges of \( G \). \( L(G, \{k_1, \ldots, k_m\}) \) continues to be defined according to Eq. (11) but now with \( A(G, \{k_1, \ldots, k_m\}) \) being the weighted adjacency matrix,

\[
A_{ij} = \begin{cases} k_l, & \text{if vertices } i \text{ and } j \text{ are connected by edge } l. \\ 0, & \text{otherwise.} \end{cases}
\]

The degree matrix \( D \) continues to be defined as in Eq. (13). Evidently, for \( p = 1 \) all weights become equal to unity and the above result reduces to Eq. (9).

Combination of Eqs. (6) and (20) then gives the virial coefficients \( B_n^{(p)} \) for the scaled UF model,

\[
B_n^{(p)} = \frac{(1-n)^2}{n!} \sum_{\mathcal{G}} w(\mathcal{G}) \left( \sum_{k_1=1}^{p} \cdots \sum_{k_m=1}^{p} (-1)^{k_1+\cdots+k_m} \times \right.
\left. \left( \frac{p}{k_1} \right) \cdots \left( \frac{p}{k_m} \right) \frac{1}{|M(G, \{k_1, \ldots, k_m\})|^{3/2}} \right) b^{n-1}
\equiv \tilde{B}_n^{(p)} b^{n-1}.
\]

The general structure of the \( B_n^{(p)} \)'s remains the same as that for the UF model, with the virial coefficients being products of a factor that depends only on the properties of the set of bi-connected graphs and another that depends only on the length scale \( \sigma \) of the interaction. As a result, the virial equation of state and excess Helmholtz free-energy expressions for the sUF model preserve all properties of the UF model and are analogous to those in Eqs. (15) and (17),

\[
\beta b P = x + \sum_{n=2}^{\infty} \tilde{B}_n^{(p)} x^n,
\]

and

\[
\beta F_{\text{UF}}^{\text{exc}}(x) = \sum_{n=1}^{\infty} \frac{\tilde{B}_n^{(p)}}{n} x^n.
\]

D. UF and sUF models as reference systems in free-energy calculations

Because the excess Helmholtz free energies of the UF and sUF fluids can be determined exactly, in principle, these models are promising candidates to serve as reference systems in fluid-phase free-energy computations. Such calculations generally determine the free-energy difference between a system of interest and a reference by estimating the work \( W_{\text{rev}} \) associated with a reversible process between the two. This is often accomplished by defining a parametrized Hamiltonian

\[
H(\lambda) = (1 - \lambda) H_{\text{ref}} + \lambda H_{\text{int}},
\]

with \( H_{\text{int}} \) and \( H_{\text{ref}} \) the Hamiltonians of the systems of interest and reference, respectively. The free-energy difference between them is then obtained by the integral

\[
\Delta F \equiv F_{\text{int}} - F_{\text{ref}} = W_{\text{rev}} = \int_0^1 \left( \frac{\partial H}{\partial \lambda} \right)_\lambda d\lambda,
\]

which represents the reversible work done by the generalization of the driving force \( \partial H/\partial \lambda \) associated with the parameter \( \lambda \), and where the brackets indicate an equilibrium ensemble average. Provided the free energy of the reference system is known, the absolute free energy of the system of interest is then given by

\[
F_{\text{int}} = F_{\text{ref}} + W_{\text{rev}}.
\]

In this context, the UF and sUF models appear ideally suited to serve as such reference systems for fluid-phase systems and this will be further investigated in the remainder of the paper.
III. EQUATIONS OF STATE AND EXCESS HELMHOLTZ FREE ENERGIES

A. UF model

To obtain an excess Helmholtz free energy expression that is as accurate as possible, we determine the virial coefficients $\tilde{B}_n$ with $n$ as large as achievable. To this end, we evaluate expression Eq. (14) by explicitly generating and determining the weights for all unlabeled biconnected graphs $G$ for given $n$ using the nauty package.\(^{35}\) The integer-element matrix determinants are computed using the Bareiss algorithm,\(^{46}\) the execution time of which scales as $O(n^3)$. This procedure allows us to compute the exact virial coefficients up to $\tilde{B}_{13}$, as summarized in Table I. The values of $\tilde{B}_{10}$ and $\tilde{B}_{13}$, to the best of our knowledge, are reported here for the first time and are currently out of reach.

| $n$ | Graphs | $\tilde{B}_n$ |
|-----|--------|-------------|
| 2   | 1      | 1           |
| 3   | 1      | $0.25660011963983367311$ |
| 4   | 3      | $-0.12545995705504467834$ |
| 5   | 10     | $0.01332565517320544100$ |
| 6   | 56     | $0.03846093583086967155$ |
| 7   | 468    | $-0.03308344290314971739$ |
| 8   | 7123   | $0.00418241876968238735$ |
| 9   | 194066 | $0.01519760719550087466$ |
| 10  | 9743542| $-0.0138496541357514293$ |
| 11  | 900969091 | $0.00133475791711096611$ |
| 12  | 15362033545 | $0.00760432724881212587$ |
| 13  | 48432939150704 | $-0.00672644140878158825$ |

FIG. 2. Comparison of the scaled pressure as a function of the adimensional variable $x$ for the UF model as obtained from the exact virial expansion up to $\tilde{B}_{13}$ using the values in Table I (full line) and MD simulations (red diamonds), respectively. Relative residuals are depicted by blue circles. The statistical uncertainty in the MD averages is smaller than the symbol size for all values of $x$.

One possibility to extend the representation of the MD pressure data in terms of the virial equation of state for $x > 1$ is to estimate a larger number of virial coefficients, fixing the first 13 coefficients to their exact values and fitting higher-order $\tilde{B}_n$’s in a least-squares procedure. Results of such a procedure are shown in Fig. 3, which compares MD data for $x \leq 4$ to a fitted virial expansion up to order 22. Overall, the agreement between MD data and the fitted virial expansion is very good, in particular for the larger values of $x$, where the relative residuals fluctuate around zero and are of the order of $10^{-7}$. Still, for $x \lesssim 1.5$ the deviations between the fitted truncated virial expansion and the MD results are significantly larger and systematically negative. In addition to the above-mentioned convergence issues of the truncated virial expansion, these discrepancies may also be related to the global nature of the regression procedure in which the total sum of the squared deviations across the entire interval of $x$-values is minimized. In any event, these results suggest that the truncated virial expansion may not be the best representation for the equation of state of the UF model, in particular when keeping in mind the objective of using this model as a reference system in fluid-phase free-energy calculations, as detailed in Sec. II D.

We improve the numerical representation of the MD data by adopting a piece-wise fitting procedure of the equation of state using cubic splines.\(^{48}\) In this fashion the fit passes through all MD data points and provides a smooth interpolation scheme for the intermediate values of $x$. Moreover,
as discussed further below, this representation also leads to an excellent description for the excess Helmholtz free energy function $F_{\text{exc}}^\text{UF}(x)$ which will be used in fluid free-energy calculations as discussed in Sec. II D. All spline representations of equations of state and excess Helmholtz free energies described in the paper are available by means of the python script ufGenerator.py supplied in the Supplemental Material.

As a further consistency check, we also verify numerically the scaling property encoded in Eq. (24). For this purpose, we plot the adimensional quantity $\beta b P$ as a function of $x$ for the values $b = 1$ and 2, respectively. The resulting comparison, obtained using MD simulations, is displayed in Fig. 4 and it confirms the scaling relationship.

The excess Helmholtz free energy of the UF fluid with respect to the ideal gas as a function of $x$ can be obtained by standard thermodynamic integration of the pressure with respect to the volume. We have performed this integration using the cubic-spline representation of the equation of state obtained in the previous Section, and the result is shown in Fig. 5 as the full line. To assess the accuracy of this approach we also compute $F_{\text{exc}}^\text{UF}$ explicitly using the method described in Sec. II D. To this end, we take the thermodynamic path of Eq. (26) to be a linear interpolation between the UF model and the ideal gas:

$$H(\lambda) = \lambda H_{\text{UF}} + (1 - \lambda) H_{\text{ig.}} = K + \lambda U_{\text{UF}},$$

with $K$ the kinetic energy and $\lambda$ varying between 0 and 1. Notice that, in contrast to many other pair interactions, the driving force $\partial H/\partial \lambda = U_{\text{UF}}$ on this path is finite everywhere. In particular, in the ideal gas limit described by $H(0)$, its mean value given by

$$\langle U_{\text{UF}} \rangle = 2\pi N \rho \int_0^\infty r^2 g(r) U_{\text{UF}}(r) \, dr = \frac{2\pi N \rho}{\beta} \int_0^\infty r^2 \ln \left(1 - e^{-\sigma^2 r^2}\right) \, dr = \frac{N x}{\beta} \zeta\left(\frac{5}{2}\right),$$

where $N$ is the number of particles, $g(r) = 1$ is the radial distribution function for the ideal gas, $x$ is the same adimensional variable used in Eq. (16) and $\zeta(s)$ is the Riemann zeta function.

To compute the reversible work $W_{\text{rev}}$ we employ the adiabatic switching (AS) approach, in which the integral over equilibrium ensemble averages, Eq. (27), is replaced by a time integral over a dynamic, intrinsically non-equilibrium process in which the interpolation parameter $\lambda = \lambda(t)$ is time dependent and the integration is performed over instantaneous values of the driving force. The associated dynamical work is given by

$$W_{\text{dyn}} = \int_0^{t_s} \frac{d\lambda}{dt} \left. \frac{\partial H}{\partial \lambda} \right|_{\lambda(t)} \, dt,$$

in which the integration involves instantaneous values of $\partial H/\partial \lambda$ rather than the ensemble averages in Eq. (27) and $t_s$ is the switching time.

In this manner, AS provides an estimate of the reversible-work integral from a single non-equilibrium, instead of a series of independent equilibrium simulations. The price to pay for this reduction of computational effort is that $W_{\text{dyn}}$ is a stochastic variable whose mean value, by the second law of thermodynamics, is shifted with respect to $W_{\text{rev}}$ according to

$$\overline{W_{\text{dyn}}} \geq W_{\text{rev}},$$
where the overbar denotes an average over different realizations of the nonequilibrium process and the equality is valid only in the reversible limit where the dynamic process is executed infinitely slowly. Nevertheless, when the process is sufficiently slow for linear-response theory to be accurate, it can be shown that the systematic error implicit in Eq. (32) can be eliminated by combining the results of the processes realized in both directions: $H_{\text{ref}} \rightarrow H_{\text{sys}}$ and $H_{\text{sys}} \rightarrow H_{\text{ref}}$,

\[ \Delta F = \frac{1}{2} \left[ W_{\text{dyn}}(\text{ref} \rightarrow \text{sys}) - W_{\text{dyn}}(\text{sys} \rightarrow \text{ref}) \right]. \quad (33) \]

Applying this scheme, we use 10 independent process realizations for each direction to estimate the averages and uncertainties in Eq. (33). The specifications of the corresponding MD simulations are identical to those used to obtain the results in Figs. 2 and 3. The non-equilibrium processes are characterized by a linear switching function $\lambda(t)$ and the initial state of each switching process is first equilibrated for $t_{\text{eq}} = 10^5 \Delta t$. The switching time was chosen to be $t_s = 5 \times 10^6 \Delta t$, which is sufficiently long to produce non-equilibrium processes in the linear-response regime.

The free-energy results are depicted in Fig. 5, in which the full line represents the excess Helmholtz free energy obtained from the integration of the cubic-spline equation of state and the data points denote values obtained from the explicit free-energy calculations. The agreement is excellent throughout, with the cubic-spline-based results identical to the explicit free-energy data within the error bars.

As a final comment we turn to the issue of phase stability of the UF model. Indeed, previous mathematical analysis of the convergence properties of the virial equation of state for the UF model has shown that, due to the extreme softness of the interactions, the fluid is most likely the only stable phase of the system, regardless of interaction length scale and density. In other words, the UF system does not undergo a fluid-solid transition for any choice of parameters and this is evidently a favorable characteristic for a fluid-phase reference system. Indeed, it provides greater flexibility as a fluid-phase reference system compared to, for example, the IPL model. Although the equation of state of the latter can also be expressed in an adimensional form, its phase diagram features a prominent presence of crystalline phases. 32

On the other hand, even though the fluid is the only stable phase of the UF model, when attempting to compute the free energy of a liquid phase close to a solid-liquid-vapor triple point, for instance, one cannot a priori guarantee that all intermediate Hamiltonians in Eq. (26) remain outside their respective liquid-vapor coexistence regions. If not, the switching process may possibly be hampered by liquid-vapor coexistence along the way. Nonetheless, this is a general issue for switching processes described by Hamiltonians of the type in Eq. (26) and is not specific to the case in which the UF model is used as a reference system.

**B. Scaled UF model**

Due to its extreme softness, the applicability of the UF model as a reference system for fluid-phase free-energy calculations is limited, as will become clear momentarily. However, as discussed in the previous section, it is possible to increase the repulsion of the UF model while preserving the analyticity of its virial coefficients and the adimensional form of the corresponding equation of state by multiplying the potential-energy expression by a positive integer $p > 1$. The virial coefficients are then given by Eq. (23) and they can be computed using a procedure similar to that followed to compute the virial coefficients in Table I. However, the computational overhead associated with this procedure quickly becomes prohibitively large compared to the case $p = 1$. This is due to the fact that, for $p > 1$, each of the biconnected graphs $G$ with $m$ edges contributes with $p^m$ terms in Eq. (23). For example, the complete graph on $n$ vertices has $m = n(n-1)/2$ edges, giving $p^m = p^{(n^2-n)/2}$ terms. For $n = 5$ and $p = 3$, for instance, this entails the calculation of $3^{10} = 9,765,625$ contributions, just for this single graph. Given the exponential growth of the number of distinct biconnected graphs with increasing $n$, as shown in Table I, it is clear that the exact calculation of the $B_n^{(p)}$s rapidly becomes impracticable. This is reflected in Table II, which shows numerical representations of the exact values of $B_n^{(p)}$ for the particular cases of $p = 2$ and $p = 10$. For $p = 10$, the evaluation of $B_n^{(10)}$ is already beyond reach, requiring several months of processing time on hundreds of CPUs.

Even though the exact calculation of virial coefficients for the scaled UF model rapidly becomes unfeasible, the fact that its equation of state Eq. (24) preserves the adimensional form of the original UF model enables one to obtain numerically accurate equations of state by fitting MD data of the reduced pressure $\beta b P$ as a function of the single variable $x$ using the
same cubic-spline approach adopted above.

In addition, using these equation-of-state cubic-spline representations, we compute the excess Helmholtz free energy for these scaled UF models through direct integration of the thermodynamic relations. Figure 6 displays the resulting $F_{\text{exc}}^{(p)}(x)$ for $p = 100$ and compares it to results of switching free-energy calculations using the thermodynamic path given by Eq.(29). The results are again very good, with the integrated equation-of-state values in excellent agreement with the switching results throughout the entire interval of $x$-values. All cubic-spline based results for the equations of state as well as the excess Helmholtz free energy expressions are expected that beyond some minimum value of the scaling factor $p$ crystalline phases become stable under particular thermodynamic conditions due to the reduced softness of the repulsion. The information regarding such conditions is contained in the phase diagram of the sUF model in terms of the scaling factor $p$ and the variable $x$. Calculations to determine this phase diagram are currently in progress and the results will be reported elsewhere. However, preliminary data indicate that for $p \lesssim 100$ the fluid remains the only stable phase of the sUF model for any $x$.

Finally, it is interesting to assess the effect of the scaling factor $p$ on the structure of the UF and sUF fluids. To this end we compute the radial distribution functions for the sUF models characterized by $p = 1$, $p = 10$ and $p = 50$, respectively, for $x = 1$ and the results are displayed in Fig. 7. It is clear that the UF fluid essentially has no structure at all, with its radial distribution function monotonically rising to the ideal-gas plateau without displaying any peaks. The effect of increasing the repulsion by introducing the scaling factors is a progressive enhancement of liquid structure, with the fluid for $p = 10$ showing a clear first solvation shell while for the case of $p = 50$ the fluid displays 4 coordination shells.

IV. APPLICATIONS

To assess their applicability in fluid-phase free-energy calculations, we compute the free energies of two different fluids using UF models as reference systems and compare the results to those obtained using independent calculations. Specifically, we compute the excess Helmholtz free energies of a Lennard-Jones fluid, which is characterized by adirectional two-body interactions, and a liquid state of the Stillinger-Weber model for Si, which involves directional three-body contributions. All the free-energy calculations are carried out using MD simulations as implemented in the LAMMPS package.

### Table II

Exact virial coefficients for the scaled UF model for $p = 2$ and $p = 10$.

| $n$ | $B_n^{(2)}$ | $B_n^{(10)}$ |
|-----|-------------|-------------|
| 2   | 1.64644660940 | 4.01438397540 |
| 3   | 0.94319582715 | 8.03162517036 |
| 4   | -0.33498518088 | 5.7911386879  |
| 5   | -0.30368857400 | -7.65837103727 |
| 6   | 0.39585778168  |             |
| 7   | 0.05365513098  |             |
| 8   | -0.40848140600 |             |

FIG. 6. $F_{\text{exc}}^{(100)}(x)$ as obtained by integrating the cubic spline representation of the equation of state (full line). Red diamonds points depict results for $F_{\text{exc}}^{(100)}(x)$ obtained from the switching free-energy calculations. Blue circles denote relative deviation of integrated cubic-spline excess free-energy compared to switching free-energy calculations. Dashed line depicts level of zero residual.

FIG. 7. Radial distribution functions for the sUF models with $p = 1$ (long-dashed line), $p = 10$ (short-dashed line) and $p = 50$ (full line), respectively.
A. Lennard-Jones fluid

For the case of the LJ pair potential $U_{\text{LJ}}$, with length and energy scales $\sigma$ and $\epsilon$, respectively, we compute the excess Helmholtz free energy for the fluid state characterized by an inverse temperature of $\beta = 0.5 \sigma^{-1}$ and a density of $\rho = 0.1 \sigma^{-3}$. The LJ interaction potential was truncated and shifted at $r_c = 4.0 \sigma$.

The excess free energy $\Delta F$ was determined using two different thermodynamic paths. In the first, we employ the UF model as a reference system, using the parametrized Hamiltonian

$$H_1(\lambda) = \lambda H_{\text{LJ}} + (1 - \lambda) H_{\text{UF}} = K + \lambda U_{\text{LJ}} + (1 - \lambda) U_{\text{UF}}^{(p)},$$

with $K$ the kinetic energy. Accordingly, the excess free energy of the LJ system can be computed by

$$\Delta F(\lambda) = F_{\text{LJ}} - F_{\text{FS}},$$

$$= W_{\text{rev}}(\text{UF} \rightarrow \text{LJ}) + F_{\text{exc}}^{(p)}(\text{UF}),$$

and $F_{\text{UF}}^{\text{exc}}(\lambda)$ is the excess Helmholtz free energy of the sUF model as given by the integrated cubic-spline representation of the UF equations of state described in the previous Section.

The second thermodynamic path, as discussed in Sec. I, is composed of two steps, making use of an intermediate reference between the LJ system and the ideal gas. Here we choose the Gaussian core (GC) pair potential$^{11-34}$, given by

$$U_{\text{GC}}(r) = \epsilon_{\text{GC}} \exp \left[ -\left( \frac{r}{\sigma_{\text{GC}}} \right)^2 \right],$$

for this purpose. In this fashion, we define the parametrized Hamiltonians

$$H_{2a} = \lambda H_{\text{LJ}} + (1 - \lambda) H_{\text{GC}}$$

and

$$H_{2b} = \lambda H_{\text{GC}} + (1 - \lambda) H_{\text{i.g.}} = K + \lambda U_{\text{GC}}.$$

Determining the reversible work associated with both paths using the AS approach above, the excess Helmholtz free energy is computed as

$$\Delta F = W_{\text{rev}}(\text{GC} \rightarrow \text{LJ}) + W_{\text{rev}}(\text{i.g.} \rightarrow \text{GC})$$

The explicit calculation of the excess Helmholtz free energy of the GC system is necessary because, in contrast to the case of the UF model (as shown in Fig. 4), the equations of state for different values of the model parameters cannot be rescaled to collapse onto a single master curve.

We use the AS approach to compute the reversible work values in Eqs. (35) and (36), and the parameters of the associated MD simulations are identical to those employed in Sec. III. Focusing on the first thermodynamic path described by the Hamiltonian in Eq. (34), we initially use the original UF model characterized by $p = 1$, with $\sigma_{\text{UF}} = 0.58 \sigma$ (which corresponds to $x = 0.05432$ at the considered density), $\beta = 0.5$ and a cutoff distance of $r_c = 4 \sigma_{\text{UF}}$. Fig. 8 A shows the evolution of the corresponding driving force along a typical switching simulation for this case. There is manifest divergent behavior close to $\lambda = 0$, which is a consequence of the extreme softness of the UF model. As a result, for values near $\lambda = 0$ when the dynamics is predominantly governed by the UF model, the interparticle distances can become very small, leading to very large positive values of the driving force because of the $U_{\text{LJ}}$ contribution. For this reason, the original UF model is not adequate as a reference system in fluid-phase free-energy calculations. This divergence problem, however, can be resolved by using the sUF model. This is demonstrated in Fig. 8 B, which depicts the driving force for the same process, but now using the sUF model with $p = 50$. The results clearly demonstrate the versatility of the sUF model. The average driving force is now a smooth function of $\lambda$, with the fluctuations remaining small throughout the entire range of $\lambda$-values. Moreover, its magnitude is much smaller than that of the UF model and it has the same order of magnitude along the entire process. Thus, the adjustable energy scale of the sUF model allows one to obtain a much better reference system compared to the original UF model, but still preserving all analytical properties of the UF virial equation of state.

For the sUF system (with $p = 50$) as the reference system, the excess Helmholtz free energy for the LJ liquid at the specified conditions is found to be

$$\frac{\beta F_{\text{exc}}}{N} = (-0.10824 \pm 0.00005),$$

where the error bar represents one standard deviation in the mean for the unbiased dynamical estimator as obtained from 10 independent realizations of the AS process in both directions.

Considering the second thermodynamic path described by the switching Hamiltonians Eqs. (37) and (38), the driving forces are well well-behaved for the parameter choices $\epsilon_{\text{GC}} = 50 \epsilon$ and $\sigma_{\text{GC}} = 0.75 \sigma$. Using the same MD parameters as those employed for the first thermodynamic path, the process
linking the LJ system and the ideal gas through the GC model gives an excess Helmholtz free energy of

\[
\frac{\beta F^\text{exc}_{\text{LJ}}}{N} = (-0.10823 \pm 0.00005),
\]

which, within the error bars, is identical to the result obtained using the sUF model as a reference system.

B. Stillinger-Weber liquid Si

As a second benchmark application we compute the excess Helmholtz free energy of a liquid-phase state of the Stillinger-Weber potential for Si,\(^2\) which, in contrast to the LJ model, features strong directional bonding. The system was composed of 864 atoms in a periodic simulation cell at a number density of \(5 \times 10^{-2} \text{ Å}^{-3}\) and a temperature of 2600 \(K\). The cutoff distance radius was 4.0 Å, the temperature is controlled using a Langevin thermostat and the equations of motion were integrated using the velocity Verlet algorithm with a timestep of \(\Delta t = 0.5\) fs and a damping timescale of 50 fs. The equilibration and switching times used were \(t_{\text{eq}} = 0.25\) ns and \(t_{\text{sw}} = 15\) ns, and we employ a linear form for the switching function \(\lambda(t)\). In all cases, the average dynamical work estimators for both directions were determined from 10 independent realizations.

We employ two thermodynamic paths analogous to those used for the LJ system to compute the excess Helmholtz free energy of the SW Si liquid state point. For the first path, analogous to that defined in Eq. (34), we use the sUF model with \(p = 100\) and a length scale of \(\sigma = 1.3197602\) Å, which corresponds to a value of \(x = 0.32\). A typical behavior of the driving force along the process is shown in Fig. 9. The average driving force is a slowly varying function and fluctuations are small and essentially independent of \(\lambda\).

![Figure 9: Driving force \(U_{\text{SW}} - U^\text{p}_{\text{UF}}\) as a function of \(\lambda\) for \(p = 100\).](image)

Using the 10 forward and backward dynamical estimators to determine the free-energy difference between the SW and the UF models, and utilizing the cubic-spline-based expression for \(F^\text{exc}_{\text{UF}}(100)(x)\), we obtain

\[
\frac{F^\text{exc}_{\text{SW}}}{N} = (-2.94909 \pm 0.00005)\text{ eV}.
\]

Utilizing the analogous two-stage thermodynamic path defined by Eqs. (37) and (38) for the LJ system, we determine a second, independent estimate for the SW excess Helmholtz free energy at the specified conditions. For the intermediate GC reference we employ the parameters \(\varepsilon_{\text{GC}} = 50\) eV and \(\sigma_{\text{GC}} = 1.08465\) Å. Based on the 10 forward and backward realizations of both parts of the thermodynamic path we finally obtain

\[
\frac{F^\text{exc}_{\text{SW}}}{N} = (-2.94913 \pm 0.00006)\text{ eV}.
\]

The two results are identical within the specified error bars, again demonstrating the usefulness of the sUF model as a reference system for fluid-phase free-energy calculations.

V. SUMMARY

The UF potential was originally proposed as a model permitting the exact evaluation of its virial coefficients. In the present paper, in addition to computing three new virial coefficients, we assess its applicability as a reference system in fluid-phase free-energy calculations using molecular simulation.

The UF model and its integer-scaled sUF variants possess a number of characteristics that render it an promising choice as a reference system in fluid-phase free-energy calculations. First, the particular temperature dependence of its potential-energy expression gives rise to thermodynamic properties in which the temperature plays the role of a mere scaling factor. In addition, their equations of state and excess Helmholtz free-energy expressions can be expressed in a scalable, adimensional form. In particular, both are fully characterized by a single function of one adimensional variable comprising the number density and interaction length scale. As a consequence, the models can be used as fluid-phase reference systems for any choice of temperature, number density and interaction length scale.

In principle, these functions can be represented in terms of the virial coefficients that describe the equations of state. However, even though these coefficients can be determined exactly, in principle, their evaluation in practice is limited by the rapidly increasing amount of required graph-related computations. As a result, the number of known virial coefficients is limited and we find that truncated virial expansions are unable to provide a satisfactory precision for the description of the system’s excess free-energies. To improve the numerical accuracy, we develop cubic-spline representations for the equations of state as well as the associated expressions for the excess Helmholtz free energies for 5 variants of the sUF model. They provide very accurate numerical representations of extensive MD data and all of them are available in the form of python code in the Supplemental Material.
Finally, we apply the UF and sUF models and the associated excess free-energy expressions as a reference system in the calculation of the excess Helmholtz free energy of a LJ fluid and a liquid state for the SW model for Si. Comparison of these results to those obtained from independent calculations demonstrates that, although the UF model is too soft, the sUF models offer a set of robust reference systems that permit highly accurate fluid-phase excess free-energy calculations without the need for an intermediate reference model. Indeed, in addition to the accuracy with which their free energies are known and the models’ convenient scaling properties, for \( p \lesssim 100 \) the fluid is the only stable phase of the sUF model for any density and interaction length scale. This favorable set of properties may potentially put the sUF fluid-phase reference systems on par with the standard role that harmonic and Einstein solids play as references in solid-phase free-energy calculations.

VI. SUPPLEMENTARY MATERIAL

See supplementary material for python script ufGenerator.py that evaluates equation of state and excess Helmholtz free energy values for the UF and sUF models.
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