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Abstract
Industrial x-ray computed tomography (XCT) is seen as a potentially effective tool for the industrial inspection of complex parts. In particular, XCT is an attractive solution for the measurement of internal geometries, which are inaccessible by conventional coordinate measuring systems. While the technology is available and the benefits are recognized, methods to establish the measurement assurance of XCT systems are lacking. More specifically, the assessment of measurement uncertainty and the subsequent establishment of measurement traceability is a largely unknown process. This paper is a review of research that contributes to the development of a geometrical calibration procedure for XCT systems. A brief introduction to the geometry of cone-beam tomography systems is given, after which the geometrical influence factors are outlined. Mathematical measurement models play a significant role in understanding how geometrical offsets and misalignments contribute to error in measurements; therefore, the application of mathematical models in simulating geometrical errors is discussed and the corresponding literature is presented. Then, the various methods that have been developed to measure certain geometrical errors are reviewed. The findings from this review are discussed and suggestions are provided for future work towards the development of a comprehensive and practical geometrical calibration procedure.
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1. Introduction

X-ray computed tomography (XCT) is an imaging technique that employs the attenuating properties of a medium as x-rays propagate through it. Since the early days of its commercialization, XCT has been widely used in the medical field as a method to image inside the human body [1]. The technology was later adapted for the industrial inspection of manufactured parts.

Particularly valuable to manufacturers is the ability to inspect the material structure of their manufactured product in a manner that would not compromise the product’s physical integrity. More recently, XCT has been recognized as an effective tool for the coordinate measurement of assembled and complex parts [2]. In particular, XCT provides the user with the ability to perform dimensional analysis on internal features that are inaccessible by conventional coordinate measuring systems (CMSs) [3].

In the interest of conciseness, the principles of x-ray computed tomography are discussed briefly. References [4, 5] provide an extensive overview of the principles of XCT. The
XCT process begins with the generation of x-ray radiation. An x-ray tube consists of a cathode filament on one end and an anode on the opposite end. When the cathode filament is heated, electrons are released from the surface of the filament. A difference in electric potential between the cathode and the anode accelerates these ‘free’ electrons in the direction of the anode. As the accelerated electrons reach the anode, they are focused onto a target, resulting in the emission of x-ray photons. These photons are then directed towards the work piece. As the x-rays travel through the work piece, their intensity is attenuated. Attenuation occurs as a result of the interaction of the x-rays and the work piece material, namely photoelectric absorption and scattering [1]. The amount of attenuation through a specific material depends on the energy (wavelength) of the x-ray radiation and several characteristics of the material, such as its density, element number, and the length of penetration of the x-rays through the material. X-rays that are not completely attenuated by the object are transmitted to a detector. The intensity of the incident x-rays is registered by the detector and is converted to a digital signal. Each pixel registers the intensity of the x-rays after having traversed the linear trajectory from the source to the respective pixel position on the detector. The collection of pixel intensities is stored as a radiographic image (also known as a radiograph). The total attenuation of the x-rays along a given path can be determined from the registered intensity values and the intensity of the non-attenuated x-rays. A radiograph, therefore, ideally represents the distribution of attenuated x-rays along the traversed volume. Radiographs are taken at multiple object viewing angles.

A 3D volumetric model of the work piece can be generated by way of tomographic reconstruction on the set of radiographs. Just as an image is comprised of pixels, the volumetric model consists of 3D voxels (volumetric pixels). Each voxel is characterized by a grey value corresponding to the local material attenuation at the voxel position within the measurement volume [6]. The grey value of the voxels can be used to extract surface information from the volumetric model. Since the grey values correspond to varying material properties, the edge between two materials can be defined by a transition in grey values. A surface model can be generated by detecting edges between features with different material attenuation by way of grey value thresholds. Subsequently, surface points can be extracted by defining a sampling interval on the surface model. The resulting surface points can then be used for dimensional analysis of the work piece.

As XCT is adopted by manufacturers and other industrial users, there is a strong demand for performance standards and calibration procedures. In particular, the assessment of measurement uncertainty is critical to the application of XCT for traceable coordinate metrology [7, 8]. The uncertainty of coordinate measurements made on an XCT system is a result of various influence factors in the measurement procedure [9]. Geometrical offsets, misalignments, and instabilities can result in scaling and reconstruction errors, both of which are detrimental to the quality of coordinate measurements made on industrial XCT systems. For this reason, it is important that users are provided with a procedure they can use to evaluate the geometry of their XCT system. It should be noted that geometrical calibration alone is not enough to allow a user to determine measurement uncertainty as non-geometrical influence factors exist. However, geometrical calibration is a critical step towards assessing XCT measurement uncertainty and achieving measurement traceability.

This paper is a review of the current research on the development of methods to determine geometrical influence factors in XCT systems and to understand their effects on measurement uncertainty. In section 2, the ideal geometrical construction of industrial XCT systems is presented. Subsequently, the geometrical influence factors are identified in section 3. Section 4 is dedicated to the application of mathematical models in evaluating the sensitivity of measurements to geometrical errors. In section 5, the methods that have been developed to determine geometrical influence factors are described. The findings of the review are summarized in section 6 along with a discussion on research opportunities for the geometrical calibration of industrial XCT systems.

2. Instrument geometry

The construction of an XCT system is based on the concepts of projective geometry. X-rays are projected from a source onto a detector; the shape of the detector depends on the shape of the x-ray beam. Industrial XCT systems employ one of two x-ray beam shapes. The first is a cone-shaped beam, which is characterized by a spherical wave-front that diverges as it propagates away from the source. The detector in a cone-beam system is a flat 2D panel. The second type of x-ray beam is fan-shaped (fan-beam), which is incident on either a straight or curved line detector. In order for a fan-beam system to image the same area as a cone-beam system, multiple linear slices must be taken and stitched together [10]. Some of the benefits of fan-beam systems include reduction in the scattered radiation that is measured by the smaller detector, as well as the elimination of cone-beam effects due to the parallel beam geometry. A detailed discussion of the benefits and shortfalls of each beam shape is found elsewhere [1, 6]. Recent publications suggest that cone-beam XCT systems are more prevalent in research laboratories [11, 12]. For most measurement tasks, the larger area of the flat panel detector in cone-beam systems provides an increased rate of data collection when compared to the line detectors in fan-beam systems. Thus, the focus of this review is mostly on typical cone-beam XCT systems.

The geometry of industrial cone-beam XCT systems is defined by the relative position and orientation of the three major components: the x-ray source, the rotation stage, and the detector. Global coordinate axes are defined for the purpose of describing the ideal system geometry (figure 1). The magnification axis, also the z-axis, is given by the linear path from the centre of the x-ray source to the detector. The y-axis is parallel to the rotation axis. The x-axis is orthogonal to both the y- and z-axes, thus forming a Cartesian coordinate system. It should be noted that the coordinate system defined here may be different from the coordinate systems used in some of the referenced literature. In many industrial XCT systems,
the rotation axis can be translated along three directions; ideally, these directions are parallel to the $x$, $y$, and $z$-axes of the global coordinate frame. Translations along $x$ and $y$ are used to position the work piece into and out of the field of view, whereas translation along $z$ controls the magnification of the object’s projection onto the detector.

3. Geometrical influence factors

For a fixed position of the rotation stage, a cone-beam XCT system is considered aligned when it satisfies the following conditions (figure 2):

(i) The intersection of the magnification axis with the detector (also known as the principal point—a term used in geometrical modelling of cameras [13]) is coincident with the centre of the detector,

(ii) the magnification axis is normal to the detector,

(iii) the magnification axis intersects the axis of rotation at a $90^\circ$ angle$^5$, and

(iv) the projection of the axis of rotation is parallel to the detector’s columns.

Any deviations from these ideal conditions are considered influence factors and can contribute to errors in dimensional measurements.

Deviations from ideal alignment are parametrized in the literature. For example, deviations from condition (i) can be described by the pixel position $(u_0, v_0)$ of the principal point. Deviations from condition (ii) are described by two out-of-plane rotations $\theta$ and $\varphi$ of the detector (figures 3(a) and (b)). If the magnification axis does not intersect the rotation axis (condition (iii)), the rotation axis is said to have an $x$-offset $m$. The parameter $m$ is used in the literature and corresponds to a ‘mechanical offset’ of the rotation axis, not to be confused with the magnification factor $M$. Generally, a $y$-offset of the rotation axis is only of consequence for scans that require translation of the stage along $y$ (fan-beam CT). Also, if the rotation axis is not orthogonal to the magnification axis, the rotation axis is said to have a tilt $\theta_r$ (figure 3(c)). A deviation from condition (iv) is an in-plane rotation of the detector $\eta$ (figure 3(d)). Additionally, the distance from the x-ray source to the rotation axis, SRD, and the distance from the x-ray source to the detector, SDD, are assumed to be accurately known. Any discrepancy between the assumed distance and actual distance will result in a global scaling error. The angular index $\alpha$ of the rotation axis is also

\[ \alpha = \tan^{-1}\left(\frac{SDD}{SRD}\right) \]

$^5$ It should be noted that the $90^\circ$ angle of intersection in condition (iii) is only applicable to systems that do not allow intentional tilts of the rotation axis. Also, in some cases the magnification axis and rotation axis are separated by an intentional shift along $x$. Such a shift is acceptable if the reconstruction algorithm is adapted accordingly.
assumed known; an error in the angular index results in reconstruction errors. Also, the detector plane is assumed to be perfectly planar and the pixels uniform. Deviations in this respect are considered planar distortions of the detector. Detector distortions cannot be described by one parameter; instead, they are often described by a polynomial function. The parameters that describe the geometry of an XCT system for a fixed rotation stage position are shown in table 1.

In addition to deviations of each component from the ideal geometry, error motions can occur in the translation and rotation of the stage. Rotation stage translation is achieved by way of precision guide-ways; linear encoders or other distance sensors monitor the position of the rotation stage on each kinematic axis separately. Offsets between linear indexed position and actual position are considered positioning errors. Ideally, the $z$-axis is parallel to the magnification axis while the other two axes should be orthogonal to the $z$-axis and mutually orthogonal. A deviation from these conditions is considered a squareness error of the kinematic axes. Straightness errors can also exist and are defined as transverse deviations of each axis from straight line movement [14]. Errors in the mechanical motion of the kinematic axes directly affect the parameters describing the position and orientation of the rotation axis. For example, positioning errors of the $z$-axis as well as squareness and straightness errors of the $x$- and $y$-axes along the $z$-direction will result in an error in SRD. Alternatively, positioning errors of the $x$-axis as well as squareness and straightness errors of the $y$ and $z$-axes along the $x$-direction will result in an error of $m$. Errors along the $y$-direction are only considered if translation of the rotation stage along the $y$-axis is required, such as for fan-beam systems. Kinematic axes can also exhibit rotational behaviours (roll, pitch and yaw) as a function of axis position, which translate to tilts of the rotation stage with respect to the fixed gantry ($\theta_i$ and $\eta$).

Typically, a reconstruction algorithm is based on the assumption that the position and orientation of the rotation axis does not deviate during the scan (except, of course, for its intended rotation). However, rotary axes are shown to exhibit error motions as a function of rotation position (figure 4), resulting in both scaling and reconstruction errors. The measurement of kinematic error motions has been studied rigorously for contact-probe CMMs (see, for example, [15–26]).

Drift of the x-ray source is a known phenomenon in XCT systems [1, 27]. A drift of the x-ray source along the $z$-axis will result in a drift of both SDD and SRD, whereas drift along $x$ and $y$ will cause a lateral drift in the projected image.

![Figure 3. Some of the geometrical influence factors in cone-beam XCT systems include (a) detector tilt $\theta$, (b) detector slant $\varphi$, (c) rotation axis tilt $\theta_i$, and (d) detector in-plane rotation $\eta$.](image-url)

| Parameter | Description |
|-----------|-------------|
| SDD       | Source-to-detector distance |
| SRD       | Source-to-rotation axis distance |
| $u_o$     | Detector offset ($x$) |
| $v_o$     | Detector offset ($y$) |
| $\theta_r$ | Rotation axis offset ($x$) |
| $\eta_r$  | Rotation axis tilt (about $x$) |
| $\alpha$ | Angular index of rotation axis |
| No variable | Planar distortions of the detector |

4. Measurement model

A useful step in trying to understand the performance of a measurement system is by way of a measurement model. The behaviour of a particular system can be described by mathematical expressions that relate influence factors in the measurement procedure to the final measurement result [28]. Each influence factor will have a corresponding parameter within the model. In the case of coordinate measurement systems, the model parameters correspond to the behaviours of the various mechanisms that allow the instrument to make a coordinate measurement. For example, contact-probe CMMs make 3D measurements by translating a touch-probe along mechanical axes. In an ideal Cartesian system, the axes are orthogonal to each other and do not exhibit any positioning, straightness, or tilt errors [29]. Assuming no environmental factors, e.g. temperature variations from the specified reference (usually 20°C) or vibrations, the model of such an ideal system would simply be defined by a Cartesian coordinate system with inputs $x$, $y$, and $z$, corresponding to the position along each translation axis. The surface coordinates of a sample (the output) would be a collection of the input coordinates for each probing point. However, in practice, mechanical axes can have myriad error motions. In the presence of these motions, the actual position of a touch probe deviates from the intended position. In order to map the behaviour of the mechanical axes, parameters that correspond to the possible error motions are introduced in the CMM model. Once the error motions...
have been experimentally measured, the parameters in the measurement model are populated with their corresponding quantities. If the measurement model accurately describes the behaviours of a specific test system, the results of a simulation should be very close to the results that the test system would provide given the same measurement task. The difference between model output and test results is often used as criteria to evaluate how well the model describes a test system. Measurement models have also been applied to laser trackers [30] and laser scanners [31].

XCT is an imaging technology and, as such, an XCT model is an imaging model. In particular, concepts from projective geometry are applicable in describing how x-rays are projected from the source, through the sample, and onto the detector [1]. The geometrical relationships between the three main components of an XCT system are incorporated into the parameters of a projective geometry model. Given a set of geometrical parameters, the model maps the 3D space of the sample onto the 2D radiograph for each rotation position or ‘pose’ of the system. However, due to the fact that XCT systems also incorporate kinematic parts, the imaging model needs to allow for changes in geometry as a result of changes in the kinematic configuration. Therefore, the mechanical models and principles often used in modelling CMMs are applicable to XCT systems together with projection models [32].

One of the benefits of having a measurement model is the ability to evaluate the sensitivity of a measurement to each influence factor. Such a study can be performed either by analytical derivation of the mathematical expressions relating the measurement output to each influence factor [33] or by performing simulations in which the measurement results are observed as the various parameters are changed [34]. A model can also be applied to determine the influence quantities of a test system. In this method, the model is fit to a set of experimentally observed results; the parameters in the model are allowed to change until the simulated results resemble the observed results. In this section, the application of models to sensitivity studies will be discussed. The ‘inverse’ application of the model to determine influence quantities will be covered more thoroughly in section 5.1 on imaging methods.

A previous study [35] simulated the effects of tilts and positioning errors on the measurement of sphere-to-sphere distances for ball bars of various lengths. In this study, an error model was developed to consider errors in the z positions of the x-ray source, rotation stage and detector. The error model also incorporates angular errors of the detector, such as tilt, slant and in-plane rotation. The ball bars were measured in different regions of the detector and at different orientations. The value of each error parameter was controlled individually and the effect on sphere-to-sphere distances was observed. Results from the simulation indicate that certain error sources affect measurement error more strongly than others. Figure 5 shows the measurement error on a 2 mm ball bar as a function of errors in the positioning of source (a), rotation stage (b), and detector (c). Errors in source and rotation stage positioning had a larger effect on measurement error than the
positioning errors of the detector. This difference in sensitivity is noted by the fact that, in order to attain the same measurement errors, the largest detector positioning error is thirty-five times larger than both the source and rotation stage positioning errors. The study found that measurements made at high magnification (smaller voxel size) were more sensitive to positioning errors than measurements made at low magnification (larger voxel size). The sensitivity is evaluated as the ratio of measurement error to voxel size. A source positioning error of 100 μm resulted in a 0.5% length measurement error. Rotation stage positioning errors of 100 μm also resulted in a length measurement error of 0.5%. An error in detector positioning of 3500 μm yielded a 0.0035% length measurement error, which is well below the noise level of general XCT measurements. The plots also indicate that measurement errors due to positioning errors did not have a strong dependence on ball bar orientation and position in the area of the detector. This is shown by the overlapping of the different plot lines. Thus, it can be deduced that positioning errors result in global scaling errors throughout the measurement volume.

Errors in the angular orientation of the detector were also simulated. Figure 6 shows errors in measurement of a 2 mm ball bar as a function of in-plane rotation (a), tilt (b), and slant (c). The maximum in-plane rotation (0.4°) results in length measurement errors up to 0.1%. The plot shows that errors from in-plane rotation increase as the ball bar is positioned away from the centre of the detector. The presence of detector out-of-plane tilt has a significant effect on the measurement of vertical lengths and very little effect on horizontal lengths. The opposite is true for detector slant; horizontal lengths were measured to have higher errors than vertical lengths. For both tilt and slant, misalignments of 10° resulted in errors up to 1.5% of the measured length, depending on the position and orientation of the ball bar. The author explains that in-plane rotation can be easily corrected by software and is, therefore, not a critical alignment. On the other hand, the author suggests that detector tilt and slant should be aligned to within 1° to 2° from nominal.

Another study [36] also simulated the effects of geometrical errors on a reference object. In this study, the authors observed the effects of detector tilt, slant, and in-plane rotation. Each of the angles was individually offset by 1° from their ideal alignment. The average measurement error for a set of seven dimensional features on an alloy object (figure 7) was observed as a result of each misalignment separately. The results show that in-plane rotation of the detector caused the largest average error in the measurement of the seven features (about 3.5% relative measurement error). The errors as a result of detector tilt and slant were barely noticeable.

The authors also looked at the influence of misalignments in the rotation axis of the sample stage. The seven features on the same object were measured and the influence of each error source was determined. A lateral shift of the rotation axis along the x-axis of 700 μm, which corresponded to a shift of two pixels on the detector, led to an average relative measurement error of about 2.5%. A 1° tilt of the rotation axis about the x-axis resulted in a relative measurement error of about 0.5% over all features of the object.

It is interesting to compare the results of detector misalignment in this study to the results shown in [35]. In [36] it is concluded that, for equal angle misalignment of 1°, in-plane rotation had the largest effect on measurement error. On the other hand, the simulation study in [35] limits the in-plane rotation to 0.4° while changing the tilt and slant by 10°. It is then concluded that tilt and slant have greater effects on measurement error than in-plane rotation. It should be noted that the authors of [35] reason that in-plane rotation is easily correctable by software means and, therefore, does not pose
a critical issue in geometrical alignment. Also, the test object in [36] includes various dimensional features (outer edges, inner edges, circle-to-circle distance, and circle diameter), some of which suffer from edge offsets caused by thresholding errors. The measurands in [35], on the other hand, do not suffer from edge offsets [37]. Observations made on the sensitivity of measurement error to various error sources are highly dependent on the measurement setup (e.g. magnification position, pixel size).

5. Methods to determine geometrical influence factors

In the literature, the methods to determine the geometry of XCT systems can be divided into two categories. The first category considers the geometry for a fixed kinematic position of the rotation stage. In these methods, a reference object is imaged and the imaging geometry is deduced from the projection data, i.e. the radiographs, or from the voxel data (in the case of scale correction). These methods are accordingly referred to as ‘imaging methods’ in this review. Some imaging methods consider the behaviours of the rotation stage as a function of rotation position as well as drifts of the x-ray focal spot. However, the imaging methods found in the literature are only applicable for limited (if not fixed) positions of the rotation stage; when the kinematic position of the rotation stage is changed, the geometry must be newly evaluated. For this reason, the second category of methods in the literature considers the error motions of the kinematic assembly. These methods are based on the use of reference instruments, such as laser interferometers and electronic levels, to measure kinematic behaviours. The structure of section 5 is given in figure 8.

5.1. Methods based on reference objects

The general principle of imaging methods is the analysis of radiographic or voxel data to evaluate system geometry. Most imaging methods consist of imaging reference object(s) placed in the instrument’s field of view. There are some imaging methods that do not require a dedicated object [38–49]; these methods are often known as ‘on-line’ methods. The guiding principle behind ‘on-line’ methods is the improvement in image and reconstruction quality rather than determining dimensional accuracy. Still, the methods discussed in [38–49] can provide insight into geometrical calibration of XCT systems. However, in the interest of conciseness, only imaging methods that utilize dedicated reference objects will be covered in this review.

In section 5.1.1, methods dedicated to determining scaling errors, i.e. errors in the magnification, are presented.
Methods to determine drift of the x-ray focal spot are presented in section 5.1.2. Planar distortions of the detector are covered in section 5.1.3. The determination of rotation axis tilt is presented in section 5.1.4. Finally, section 5.1.5 is dedicated to a particular set of studies designed to determine various parameters in the system geometry. The studies in section 5.1.5 are overwhelmingly from the field of medical physics, in which the systems often employ a rotating gantry about a fixed stage. Nevertheless, the methods provide insight into future development of procedures for industrial XCT systems.

5.1.1. Scaling errors. It is appropriate to start the discussion with those methods that have been widely accepted by researchers in the field of industrial XCT [1]. A common procedure is to compensate for errors between registered and effective magnification factor, i.e. the ratio of SDD and SRD. The general practice for these ‘scale correction’ methods is to scan a reference object, which has a series of calibrated length segments, and to subsequently re-scale the voxels given the difference between the lengths measured by XCT and their corresponding calibrated values. In [6], a carbon-fibre plate with twenty-five ruby spheres arranged in a regular grid pattern is used as a reference object (figure 9(a)). The distances between sphere centres (for all possible sphere pairs) were calibrated on a reference instrument. Subsequent to scanning the reference object and performing volumetric reconstruction, the distance between sphere centres is measured by XCT. The authors calculate the deviation (measurement error) of each XCT length measurement from its calibrated reference value. The collection of sphere distance errors are plotted against their corresponding calibrated values in figure 9(b). A linear regression fit is applied to the sphere distance errors and the slope of the fit line, \(a\), is used to correct the voxel scale via

\[
s_{\text{vox}} = \frac{1}{a + 1},
\]

where \(a\) is the slope of the sphere distance error data and \(s_{\text{vox}}\) is the correction factor to be applied to the original voxel scale. The voxels were consequently corrected and the residual sphere distance errors were plotted against their corresponding calibrated values (figure 9(b)). The effect of the scale correction procedure is noticeable in the residual sphere distance errors.

Other studies [50–56] on scale correction methods were performed and were based on the same principle of recalculating the voxel scale from the measurement of calibrated features on a variety of reference objects. In [50], the authors performed scale correction multiple times over a period of a few months and observed a change in scale correction factor. For this reason, and due to poor repeatability in the positioning of the rotation stage\(^6\), the authors recommend that the scale correction methods be carried out either immediately before or immediately after the test scan. On the other hand, if the kinematic positioning is shown to be stable over time, then repeated scale correction might not be necessary. Additionally, instabilities in the positioning of the x-ray source (focal spot drift) during a scan result in a drift of the effective magnification factor between radiographs. This change in scale between radiographs can be detrimental to the quality of the reconstructed volume. The measurement of focal spot drift is covered in section 5.1.2.

Scale correction is shown to provide significant improvement in measurement error. It should be noted that the studies mentioned so far apply an error correction to the entire volume of the model. Dimensional errors can also be non-uniform, i.e. they differ from voxel to voxel. In [56] a clear difference is shown in dimensional errors along a vertical cross section of the volumetric model. The authors measured a stack of spheres oriented vertically (figure 10(a)). The sphere-to-sphere distance is measured for each pair of adjacent spheres and the error in distance is plotted against reference values (figure 10(b)). The trend in measurement error for subsequent sphere distances confirms that a systematic non-uniform error exists along the vertical cross section of the volumetric model.

\(^6\) Note: this is discussed in more detail in section 5.2.
Non-uniform errors can exist as a result of various factors, including the tilt and slant of the detector, the tilt of the rotation stage about the horizontal axis, and distortions along the detector plane (such as dissimilar pixel sizes). In the presence of non-uniform errors, a simple scale correction procedure does not suffice [35].

5.1.2. Focal spot drift. Efforts are ongoing in the research community to characterize drift in the focal spot [27, 57–60]. These characterization studies often involve observing the drift in the projection of a reference object placed close to the x-ray source. The position of the object at high magnification allows small drifts to be observed; however, penumbral effects due to the finite focal spot size are a setback at high magnifications. In [59], focal spot stability was observed as a function of x-ray tube heating. The authors reason that, while most x-ray tubes have an internal cooling mechanism, not all sources of heat are accounted for. In particular, heat from the objective coils and objective aperture (see figure 11(a)) contribute to an expansion of the entire x-ray tube assembly. The test procedure involved measuring the expansion of the x-ray tube with an indicator (figure 11(b)) as a function of operation time. Simultaneously, the authors observed the drift in the projection of a crosshair positioned at a high magnification position. Tests were performed with and without additional cooling from an external module to compensate for the unaccounted sources of heat in the x-ray tube. Results from the test on the x-ray tube without external cooling are shown in figure 12(a). In this plot, the thermal expansion of the x-ray tube and the drift of the crosshair projection are closely correlated. After 2 h of x-ray gun operation, both drifts reach values of around 30 μm. In figure 12(b), the results from the externally cooled x-ray tube are presented. The application of external cooling provides a clear reduction of the observed expansion and projection drift. Both thermal expansion and crosshair position stay relatively stable over the period of 2 h. It should be noted that the correlation between thermal expansion of the x-ray gun and focal spot drift in figure 12(a) might not be present for all systems. In particular, in some systems the x-ray target is bolted to the frame of the instrument, meaning that thermal expansion of the tube does not result in a drift of the target. However, focal spot drift can still occur due to instabilities in the electron beam.

5.1.3. Planar distortions of the detector. Geometrical distortions in the plane of the detector were investigated in [61]. A calibrated grid reference object was imaged at various in-plane detector rotations. The authors observed reproducible

Figure 10. (a) A vertical stack of spheres was imaged and the sphere distance between adjacent spheres was compared to the reference measurement. (b) A clear trend in the measurement error as a function of vertical position in the volumetric model confirms the existence of non-uniform errors. Figures reproduced from [56] with permission.

Figure 11. (a) Heat from the objective coils and objective aperture of the x-ray tube can result in thermal expansion of the x-ray tube assembly. (b) The physical expansion of the x-ray tube was measured with an indicator as a function of operation time. Simultaneously, the drift of a highly magnified crosshair projection was observed. These tests were performed on the x-ray tube with and without external cooling. Figures reproduced from [59] with permission.
geometric distortions in the plane of the detector. The detector distortions are mapped in figure 13. The authors claim that the observed distortions were not a result of temperature effects. To validate their observations, the authors imaged a calibrated test object at different vertical positions within the plane of the detector. The object consisted of several spheres, the distances between which were calibrated on a reference instrument. Length measurement errors were evaluated with and without corrections for the observed distortions. The error in sphere-to-sphere distance is shown to be consistently smaller at each position in the detector after distortion correction was applied (figure 14). The authors argue that detector distortions could result from errors in the manufacturing process of flat-panel detectors or from internal light guiding of the scintillating crystals.

In another study [62] the author argues that methods to determine detector distortion based on grids (or other objects with regularly distributed features) provide a sparse sampling of the detector. The author therefore presents a method to evaluate “fine” irregularities in a linear detector for fan-beam CT; it should be noted that the author provides suggestions for the extension of the method to cone-beam systems. In particular, the method seeks to determine the spatial position of each pixel with respect to the projection of the rotation axis on the detector; in the literature, the term iso-ray is used to denote the x-ray path from the source to the detector and intersecting the rotation axis. A pin is imaged at up to eight thousand rotation positions within a full revolution. When the centre of the pin falls on a given pixel, the corresponding rotation position is used to evaluate the location of the pixel, which is given by the angle $\gamma$ from the iso-ray (figure 15(a)). Within a full revolution of the rotation axis, each pixel should be sampled twice.

The effectiveness of the method was tested by simulation with varying numbers of rotation positions: 2000, 4000 and 8000. Additionally, the method was tested with and without Gaussian noise in the pixel grey values. Figure 15(b) shows the error of the simulated method in determining pixel position when compared to the actual pixel positions in the model. The error is presented as a percentage of the mean spacing between adjacent pixels in the model. It is clear from the data that an increase in rotation positions results in more consistent error values. As can be expected, the results without noise exhibit the smallest error. The slope in the plots corresponds to a scaling error in the determination of the mean spacing between adjacent pixels (evaluated from coarser measurement procedure). It should be noted that this method relies strongly
5.1.4. Tilt of the rotation axis. In general, rotation axis tilt about the $z$-axis is treated as an in-plane rotation of the detector $\eta$. The detector’s in-plane orientation is considered aligned when its columns are parallel to the direction of the rotation axis. Therefore, the orientation of the rotation axis about the $z$-axis is actually used as the reference for aligning the detector. On the other hand, tilt of the rotation axis about the $x$-axis must be considered independently from the detector. In [63], the evaluation of this tilt for input into the simulation model is discussed. The authors suggest that, in the absence of a tilt about the $x$-axis, the projection of a point object located on the mid-plane will occupy the same $v$ coordinate on the detector as it is rotated (figure 16(a)). However, in the presence of such a tilt, the projected point object will traverse multiple $v$ coordinates as it is rotated (figure 16(b)). The authors estimated tilt of the rotation axis by imaging the contact point between two spheres (figure 16(c)) at multiple rotation positions and performing trigonometric analyses on its projected coordinates.

In [64] an imaging method to determine tilt about the $x$-axis $\theta_x$ is presented. A ‘block’ consisting of Vernier structures on two opposing sides (figure 17) is used as a reference object. Each Vernier structure consists of two line scales with different periodicity. At one point along the length of the Vernier structure, two graduations (one from each scale) coincide. The position of this coincidence is the feature of interest for both Vernier structures. A linear grid is also added for determining the tilt of the rotation axis with respect to the detector columns (detector in-plane rotation). The block is imaged at two rotation positions $180^\circ$ apart. At each rotation position, the detector row value of the projected feature for each structure is noted and the difference in the value between the two Vernier structures is calculated. The two difference values (at $0^\circ$ and $180^\circ$ rotation positions) are used to calculate the tilt of the rotation axis about the $x$-axis. Unfortunately, the study did not provide an evaluation of the method’s accuracy in determining this tilt.

5.1.5. Multiple influence factors. The imaging methods in this section are overwhelmingly from the field of medical physics. In general, these methods are based on reference objects consisting of one or more circular or spherical markers. The centres of the spherical markers are used to represent point coordinates in both the 3D object space and on the projected image. The term ‘point markers’ will be used to denote such markers. Most reference objects consist of a
particular arrangement of point markers. Reference objects consisting of several roughly positioned markers, often in an approximately linear array, provide a simple solution to the problem since they do not require precise alignment. However, the disadvantage of these simple methods is the reliance on assumptions with regards to the system geometry. For example, most of the imaging methods based on simple reference objects require projections to be taken at various rotation positions. An assumption that is often made is that the rotation axis is perfectly stable, i.e. no tilt or positioning error motions as a function of rotation angle. Other imaging methods, on the other hand, employ reference objects with a structured arrangement of point markers, e.g. circular orbits and orthogonal structures. The advantage of these methods is the ability to determine system geometry from one rotation position, thereby avoiding assumptions on the rotational stability. In fact, these methods can be applied to evaluate system geometry as a function of rotation angle and, subsequently, to characterize instabilities in the rotation.

Methods based on the imaging of point markers can be distinguished by the process with which the geometrical parameters are determined from projection data. Two of the more prominent processes are numerical optimization (also known as iterative fitting) and analytical evaluation (also known as direct determination). Numerical optimization methods determine geometrical parameters by way of iteratively fitting simulated projections from an imaging model to the observed projections from a test system. A cost function is defined as the difference between simulated and observed projection coordinates. As the parameters of the imaging model are iteratively changed, the value of the cost function will also change. When the cost function is minimized, the parameters of the imaging model should be closest to those of the test system. A shortcoming of optimization methods is the presence of local minima in the cost function; in this case, the minimization of the cost function has been satisfied but the resolved set of parameters might not be representative of the test system. Thus, to ensure an accurate solution, it is essential that the initial parameter values in the model be reasonably close to the true values. This can be achieved by first obtaining rough estimates of some or all of the parameters by other methods. Alternatively, analytical methods determine geometrical parameters by directly solving a set of equations that relate projection data to the system geometry. Analytical methods do not suffer from the shortcomings encountered in optimization methods. However, analytical methods often require a priori information about the reference object or about the system geometry.

It should be noted that the methods in this section are not organized by the type of analysis performed. Instead, the studies are presented in the context of the error parameters considered in the proposed methods. The first studies are based on imaging a reference object at limited positions and rotations of the stage. The second category of studies consists of methods based on the circular, that is, ideal, rotation of the stage. Finally, methods that consider rotational instabilities of the stage are presented.

5.1.5.1 Methods based on fixed or limited positions of the rotation stage. One of the earlier studies [65] proposes a set of procedures to analytically determine misalignments and offsets in cone-beam systems using a grid-plate with regularly distributed holes. Each hole is identified sequentially by a number $i = 1$ to $N$ (figure 18(a)). When the grid is imaged, the centre of each projected hole $P_i$ is denoted by $(u_i, v_i)$ in the coordinate frame of the detector (figure 18(b)). One of the first steps in aligning the system involves ensuring that the magnification axis is centred on the detector. To resolve the principal point, the grid-plate is imaged at two magnification positions (figure 18(c)). The normal to the grid plate should be parallel to the $z$-axis; this assumes the magnification and $z$-axes are roughly
parallel to each other. As the grid-plate is moved from the first magnification position to the second, the pixel coordinate of each hole will move from $P_{i1}$ to $P_{i2}$. By definition, the projection of the x-ray source will not experience a change in pixel coordinates between magnifications. The authors provide an equation for calculating $(u_r, v_0)$ from the set of hole coordinates $P_{i1}$ and $P_{i2}$.

In an ideal system, the rotation axis of the stage is parallel to the columns of the detector. An angular deviation of the rotation axis about the normal to the detector is equivalent to an in-plane rotation of the detector $\eta$. To determine the in-plane rotation of the detector, the grid-plate is imaged at two rotation angles $180^\circ$ apart. The projected hole centres at the $0^\circ$ and $180^\circ$ position are identified as $P_{i0}$ and $P_{i180}$, respectively. Again, the grid-plate is positioned such that its normal is parallel to the $z$-axis at the $0^\circ$ position. If the rotation axis is parallel to the detector columns, the $v$ coordinate of each imaged hole will remain the same between rotations, i.e. $v_i = v_{i,x}$. If this is not the case, a mathematical relationship is provided to calculate the tilt between the axis of rotation and the detector columns (figure 19(a)). Also, the rotation axis should ideally intersect the magnification axis, i.e. the projection of the rotation axis should intersect the principal point on the detector plane. The grid-plate is imaged at two rotation angles $180^\circ$ apart (figure 19(b)). For each hole, the centre of mass between the two rotation positions along the $U$ axis, $u_{i,0}$ and $u_{i,180}$, is calculated. The $U$ position of the rotation axis, $u_r$, is given by the average centre of mass of all hole centres. If the rotation axis indeed intersects the principal point, then $u_r$ should be equal to $u_0$. Otherwise, the rotation axis is offset from the magnification axis.

The authors of [65] provide a way of calculating SRD from pixel coordinates of the hole centres at two or more known magnification positions. If two magnification positions are used, the principal point must be known in addition to the distance between the two positions. If three magnification positions are used, only the distance between the positions is necessary. Additionally, pixel size (the term ‘sampling step’ is used in the study) can be calculated from the known hole-to-hole distances.

The study in [65] also evaluates geometrical distortions in the plane of the detector. The method involves imaging the grid-plate parallel to the plane of the detector and fitting polynomial functions to the projection of the grid. Any distortions in the plane of the detector will result in distortions of the structure in the projected grid. Global distortions are fit by quadratic equations, whereas local distortions are fit by higher-order polynomial equations for each triangular area defined by lines connecting three adjacent holes.

Another purely analytical method is proposed in [66] using a square plate with four point markers at each of the four corners (figure 20). The length between two point markers $l$ is
measured in advance. The authors convert offsets and misalignments in the x-ray source and rotation axis to a set of six parameters in the detector coordinate frame. Analytical expressions are provided that describe the conversion of x-ray source position errors ($\Delta x_s$, $\Delta y_s$, $\Delta z_s$), rotation axis position errors ($\Delta x_r$, $\Delta y_r$, $\Delta z_r$), rotation axis tilt about the x-axis $\theta$, and rotation axis skew $\eta$ (about the z-axis) to the ‘global’ error parameters in detector position ($\Delta x$, $\Delta y$, $\Delta z$) and detector orientation ($\theta$, $\varphi$, $\eta$). Additionally, consideration is given to the fact that rotation axis tilt and skew are considered, the authors suggest aligning the rotation axis prior to performing the parameter evaluation. The method involves first evaluating the two out-of-plane rotations of the detector $\theta$ and $\varphi$ then calculating $\Delta z$. Given the calculated parameters, the detector coordinates are tilted and twisted accordingly to compensate for the out-of-plane rotations. Additionally, the coordinates of the detector are modified to account for $\Delta z$. The rotated and translated coordinates are then used to evaluate the in-plane rotation of the detector $\eta$. Finally, $\Delta x$ and $\Delta y$ can be evaluated.

The quality of parameter estimation is determined by simulating the method on several misaligned geometries. In the first simulation, the authors applied misalignments to the x-ray source position, while keeping the rotation axis and detector perfectly aligned. The simulation was performed similarly for misalignments in the rotation axis position and detector. Then, a second set of simulations held one component aligned while applying misalignments to the other two components. A final simulation applied misalignments to all three components. Given the analytical expressions relating x-ray source and rotation axis misalignments to the detector misalignments, the authors provide the equivalent misalignments of the detector when misalignments are applied to the other two components. According to the results, the lateral positioning offsets $\Delta x$ and $\Delta y$ and in-plane rotation of the detector $\eta$ were determined accurately for every combination of misalignments. On the other hand, the estimation accuracy of $\Delta z$, $\theta$, and $\varphi$ differed depending on the applied misalignments. The largest estimation error in $\Delta z$ (0.132 mm), $\theta$ (0.3154°), and $\varphi$ (0.1408°) occurred for the simulation in which both source and detector were misaligned. Large errors are observed in the estimation of out-of-plane detector rotations $\theta$ (-0.2412°) and $\varphi$ (0.1267°) for the simulation in which all components were misaligned. It is interesting to note that, for the same simulation, there were no errors in the estimation of $\Delta z$.

It should be noted that the previous results were evaluated for perfectly acquired point projection coordinates. The authors investigated the effects of errors in the point projection coordinates on parameter estimation. In the simulation only detector misalignments were applied since the method was able to evaluate the parameters exactly. The coordinates of each projected point marker were systematically perturbed by 1/10, 1/3, 1/2, and 1 pixel(s) sequentially. At each pixel perturbation, the parameters were evaluated. The error in estimating out-of-plane rotations degraded substantially with increasing point coordinate errors. An error in point coordinates of 1 pixel yielded estimation errors of 0.3798° in $\theta$ and -0.3246° in $\varphi$. The errors on other parameters were negligibly small. The authors of [66] applied the results of their parameter estimation procedure to modify the reconstruction algorithm in a subsequent study [67]. In this study, it was found that translational errors and in-plane rotation of the detector affect reconstruction quality more severely than out-of-plane rotations.

5.1.5.2. Methods based on ideal rotation of the stage. In these studies, reference objects consisting of one or more point markers, e.g., small spheres or ball bearings, are imaged at multiple rotation positions. The methods are designed with the assumption that the rotation stage behaves ideally. Early studies [68, 69] evaluate system geometry by imaging a single point marker at various angular positions of the rotation stage (figure 21); the authors apply numerical optimization
methods. In [68] the procedure is presented for a fan-beam system defined by the parameters SRD, SDD, principal point, and the $x$-offset of the rotation axis from the magnification axis $m$. This method was subsequently adapted to a cone-beam system in [69]; in this study on a cone-beam system, the axis of rotation is assumed perpendicular to and coincident with the magnification axis, therefore the geometry is defined by SRD, SDD, and the principal point.

An analytical approach is presented in [70]. Two point objects are placed off the rotation axis and on opposite sides of the system’s mid-plane (figure 22(a)). The distance between the two point objects must be known accurately. When the rotation stage performs a complete revolution, each of the point objects ideally traces a circular trajectory in object space (figure 22(b)). This circular trajectory will be imaged by the detector as an ellipse. Depending on the distance of the point object from the mid-plane, i.e. its position in $y$, the geometrical properties of the projected ellipse will differ (see figure 25, for example).

The properties of the two ellipses are subsequently used to solve for the geometry of the system, which is defined by a set of seven parameters: SRD, SDD, $\theta$, $\varphi$, $\eta$, and the principal point. SDD is defined in [70] as the shortest distance between the source and the detector plane, not necessarily along the magnification axis. The method assumes that the detector has no tilt ($\theta = 0^\circ$); the authors ensured this condition with a level before implementing the procedure. Parameters were evaluated for $N = 6, 12, \text{and } 120$ equally spaced rotation positions over a full revolution of the rotation axis (table 2). The results from different number of rotation positions exhibited only small variations in the estimated parameters, indicating that the method is robust.

The authors suggest that the accuracy of the parameter estimates strongly depends on the accuracy of locating the centre coordinate of the projected point markers. In order to evaluate the sensitivity of parameter estimation to errors in projection coordinates, the authors apply a 0.1 pixel error to all measured point coordinates. This error corresponds to an error associated with using the centroid function on the projection data to approximate the centre of the point marker. Given the analytical expressions relating each parameter to the set of point coordinates $(u_0, v_0)$, the error in estimated parameters as a result of the coordinate error can be calculated. These error values are presented in table 3. The authors suggest that more than two point objects should be imaged for a complete evaluation of system parameters, i.e. $\theta \neq 0^\circ$.

Studies [71, 72] were performed to determine the optimal number and arrangement of point markers. In [71], the authors confirmed the suggestion made in [70] that a minimum of three point markers is required for providing a unique geometrical solution. It should be noted that this study was performed on a SPECT system, which has a focal point (pinhole aperture) located between the detector and the axis of rotation. The distance between the point markers should be

![Figure 22. In [70] the geometry of the system is defined by a set of seven parameters. (a) The method involves imaging two point objects as they revolve around the rotation axis. (b) The circular trajectories traversed by the point objects in physical space are imaged on the radiograph as ellipses. The authors explain that a series of geometrical analyses can be performed on the imaged ellipses to extract geometrical information about the system [70]. © Institute of Physics and Engineering in Medicine. Reproduced from [70] by permission of IOP Publishing. All rights reserved.](image)
The authors of [72] investigated optimal point marker configurations. They distributed the possible positions of the point markers within a spherical grid. For each configuration, they evaluated the variation in parameter estimates. The authors systematically iterated through the various point marker configurations, each time evaluating the standard deviation of parameter estimates. The authors found two optimal point marker configurations, one which minimized the parameter deviation as a result of noisy projections (figure 23(b)) and the second minimizing the parameter deviation as a result of errors in the point marker distances (figure 23(c)). Both optimal setups are shown in the x-y plane, with the dashed line representing the axis of rotation.

In [73], the authors evaluated the robustness of their method by simulating various levels of noise in the projection coordinates of the point markers. Table 4 adapted from [73] with permission.

| Parameter | True value | 0.01 | 0.1 | 0.2 | 0.4 |
|-----------|------------|------|-----|-----|-----|
| $\theta$ ($^\circ$) | $-1.200$ | $-0.003 \pm 0.019$ | $-0.121 \pm 0.219$ | $0.225 \pm 0.617$ | $-0.083 \pm 0.816$ |
| $\varphi$ ($^\circ$) | 1.500 | $0 \pm 0.012$ | $-0.040 \pm 0.117$ | $-0.092 \pm 0.265$ | $0.137 \pm 0.352$ |
| $\eta$ ($^\circ$) | $-1.000$ | $0 \pm 4 \times 10^{-4}$ | $-0.001 \pm 0.003$ | $-0.004 \pm 0.010$ | $-0.005 \pm 0.017$ |
| SDD (mm) | 701.2 | $0 \pm 0.3$ | $0.4 \pm 2.2$ | $-0.4 \pm 2.8$ | $-4.3 \pm 5.6$ |
| $u_o$ (mm) | 1.50 | $0 \pm 1.4 \times 10^{-3}$ | $0 \pm 1.4 \times 10^{-4}$ | $0 \pm 4.2 \times 10^{-4}$ | $0 \pm 6.2 \times 10^{-4}$ |
| $v_o$ (mm) | 1.30 | $0 \pm 5 \times 10^{-3}$ | $-0.03 \pm 0.07$ | $-0.01 \pm 0.12$ | $-0.02 \pm 0.18$ |
Thus, the method determines the other five parameters (SRD, a rough estimate of the distance between two point markers, measurement of this distance. As a result, the method requires it is acknowledged that there is an ambiguity in the exact a priori; the authors of [74] do not require SRD to be known. pixel coordinate error of 1%. In contrast to the method in [73], it is used to identify ‘radial pairs’, i.e. pair of point marker projections separated by a rotation angle of 180° (figure 24(b)). The distance between projected point markers within each radial pair is calculated. The point marker projections that correspond to the radial pairs with the maximum and minimum distances are designated ‘benchmark points’ and are used for analysis. It should also be noted that the lines connecting point markers within each radial pair intersect at the projected centre of the circular trajectory in object space. The accuracy of the proposed method was evaluated by simulation. The authors applied varying levels of Gaussian noise (σ = 0.1, 0.2, 0.4, and 1.0 pixels) to the centre coordinates of the point projections and observed the resulting deviation in the estimated parameters. Simulations were performed ten times and the standard deviation in parameter estimates was taken to be a measure of uncertainty. This method is applied in [75] to provide an initial estimate of the same five parameters. Numerical optimization is then used to solve for detector out-of-plane rotations. In the fitting process, the initial five parameters are also allowed to vary, thus refining their solutions. Table 5 shows the comparison of the results from [75] to those from [74] with a Gaussian noise of σ = 0.4 pixels on projected point coordinates.

In [76], an analytical method is provided to determine the in-plane rotation η independently of θ and φ. The authors exploit the dependence of the projected ellipse to the y position of the point object. When the point object is at y = 0 (on the mid-plane), its trajectory is imaged as a line (figure 25(a)). The detector in-plane rotation η can be calculated from the slope of this line in the detector coordinate frame. The authors argue that, theoretically, only one point object is required if that point object is exactly positioned on the mid-plane. However, this condition is very difficult to satisfy; therefore, the authors provide a method to determine the slope of this line from a minimum of two objects placed away from the mid-plane. This method is based on principles from perspective views.

Figure 24. The concept of radial pairs is applied in [74]. The distance between two markers in a radial pair on the projected image is greatest when the length segment between the two markers is parallel to the x-axis. Alternatively, the shortest distance between two markers in a radial pair on the projected image occurs when the length segment between the two markers is parallel to the z-axis. Figures adapted from [74] with permission.
geometry, namely the presence of a converging point in the projection of lines that are parallel in the object space. In particular, the authors circumscribe the circular trajectories with a square, the sides of which are parallel in object space (figure 25(b)). In the projected ellipse, the parallel sides of the circumscribed square in object space converge to a point (figures 26(a) and (b)). Analytical expressions reveal system parameters from the extracted converging point information.

By simulating a Gaussian perturbation (σ = 0.1 pixel) of the point projection coordinates, the authors compared the average estimated η from a set of 50 simulations to the true value. The standard deviation of the 50 estimated η values is also calculated. The simulations were repeated for different out-of-plane rotations and the authors confirmed that the quality of the estimated η is independent of the values of θ and ϕ. It was observed that the standard deviation of the estimated η decreased with increasing rotation positions N.

The method proposed in [76] is extended to determine the other six parameters (SRD, SDD, θ, ϕ, and principal point) in [77]. After determining η, the projection data is rotated to remove the in-plane rotation, which then simplifies the determination of the other six parameters. In both [76, 77] a bias is observed in the parameters estimated from noisy projections. The authors suggest that this bias is most likely a result of errors from the centre determination of finite point markers, as well as systematic errors in the ellipse fitting algorithm. In [77] the effect of applying different fitting algorithms is investigated. The authors found that the bias in the estimated parameters varied between fitting algorithms, citing Taubin’s ellipse fitting method [78] as the most effective in reducing the observed bias. Any residual bias was observed to depend on the size of the point markers; an increase in point marker size resulted in an increase of bias.

A numerical optimization method was applied to a newly developed bench-top CT system in [79]. In particular, the bench-top system allows the mechanical control of the position and orientation of source, rotation stage, and detector (figure 27). It should be noted that the variables used in [79] to denote the various translations and rotations are different from the variables used here. In an effort to determine errors in the mechanical movements of the system, the authors image five spherical objects over two hundred equally spaced rotation positions. For each applied mechanical translation or rotation, the system parameters are fit to the observed projection data. In this study, a model for axis translations and rotations is provided, including parameters for errors in axis scaling and squareness. To evaluate the effectiveness of the method, the authors determined the geometrical parameters for a series of applied movements from a given ‘home’ geometry of the CT system. For each axis of movement, the authors applied multiple distinct motions. The authors evaluate the average residuals between simulated and observed projections from the numerical optimization procedure for each mechanical movement of the CT system as well as the standard deviations of the residuals. The results suggest that the proposed imaging methods are robust for a variety of system geometries.

In [80] a cube with twenty-six spheres at known 3D positions is used to solve for SDD, θ, γ, rotation angle (α), principal point, and source position (in the coordinate frame of the reference object) by way of numerical optimization. A drawback of the cubic object is the high potential for overlap of sphere projections. The same authors subsequently compared the reference object in [80] to a new object in [81]. This new object consists of a helical arrangement of spheres (figure 28(a)). The authors tested the effectiveness of multiple helical arrangements (figure 28(b)), which differ in the number of spheres and the pitch of the helix; the cubic arrangement from [80] was also tested for comparison. The authors applied Gaussian noise (σ = 0.25 pixels) to 1000 simulated projections of the point markers. The standard deviation of the residuals from numerical optimization on the noisy projections is used as the criterion for determining the effectiveness of the arrangements. The authors found that a helix with higher pitch and more spheres (bottom left of figure 28(b)) provided the lowest standard deviation. In both references, the detector is compensated for planar distortions prior to performing the parameter evaluation.

5.1.5.3. Methods considering rotational error motions. The imaging methods presented up to this point rely on a critical assumption: point objects perform a circular trajectory as they are rotated. This implies that the motion of the rotation axis is perfectly stable. In the presence of rotational instabilities, the methods presented previously could provide erroneous results. In [82], numerical optimization was performed on projections of three rotating point markers. After minimization of the cost function, the authors observed systematic residuals between the simulated and observed projections (figure 29(a)). The authors suggest that the presence of systematic residuals is an indication that the model is not accounting for all behaviours in the test system. Two parameters were subsequently added to model a sinusoidal variation in the detector tilt as a function of rotation angle (figure 29(b)). These parameters are Δθ and β, which correspond to the amplitude of the tilt oscillation and the phase shift, respectively. Given the new imaging model, the residuals after minimization were reduced (figure 29(c)). The results indicate that the added terms in the imaging model succeeded in detecting a sinusoidal change in detector tilt as a function of rotation angle.

The amplitude of tilt oscillation Δθ was consistently estimated at 0.3°, while the phase shift β was between −0.6°

---

**Table 5.** The authors of [75] propose a method that uses numerical optimization to determine out-of-plane rotations and to refine the parameters that were initially estimated using the method from [74]. The results for data with Gaussian noise (σ = 0.4 pixels) is compared to the results from [74]. Table adapted from [75].

| Parameter | True value | Reference [74] | Reference [75] |
|-----------|------------|----------------|----------------|
| u₀ (pixel)| 1005       | 1005.9 ± 0.3   | 1005.0 ± 0.0   |
| v₀ (pixel)| 480        | 480 ± 1        | 479.90 ± 0.15  |
| η (°)     | −1         | −0.99 ± 0.03   | −1.0001 ± 0.0002 |
| SRD (mm)  | 150        | 150.2 ± 0.5    | 149.62 ± 0.06  |
| SDD (mm)  | 400        | 401 ± 1        | 399.99 ± 0.06  |
| θ (°)     | 1.2        | Not determined | 1.1961 ± 0.0116 |
| ϕ (°)     | 1.5        | Not determined | 1.5018 ± 0.0046 |

---
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and 0.0°. Table 6 presents the estimated parameters with and without tilt oscillation in the model. It should be noted that this study was performed on a SPECT system. The addition of oscillation amplitude and phase shift in the model resulted in a change of other estimated parameters. For example, estimates of SDD and SRD + SDD (distance from detector to rotation axis) increased after including tilt oscillation. At the same time, the mechanical offset of the rotation axis \( m \) and \( \eta \) were both reduced. The value of \( u_{0} \) shifted from a negative value to a positive value. Changes in the estimates of \( \theta \) and \( \psi_{0} \) were not consistently in the same direction. It should be noted that, given a fixed detector, the results in [82] are most likely indicative of instabilities in the rotation axis.

The issue of non-ideal rotation is also addressed in [83]. The author argues that the parameterization in [82] is not adequate to capture small and unpredictable error motions of the geometry. A method is therefore proposed that applies small perturbations to a set of initial parameters, which were estimated assuming ideal rotation. In particular, the perturbations are applied to the parameters that describe the position and orientation of the detector with respect to the rotation axis. These parameters are defined in [83] as a translation vector \( \mathbf{T} = [x_{t}, y_{t}, z_{t}] \) and the three rotation angles \( \theta, \phi, \eta \). The objective of this numerical optimization method is a further reduction of the cost function (between observed and estimated projections of three rotating point markers \( i = 1, 2, 3 \)) by applying small perturbations to the estimated parameters.

To evaluate the effectiveness of their method, the authors applied the concept to simulated data. At each of the 64 equally spaced angular positions \( \alpha = 1, 2, \ldots, 64 \), a pseudo-randomly generated perturbation was applied independently to each translation \( \mathbf{T} = [x_{t}, y_{t}, z_{t}] \) and rotation \( \theta, \phi, \eta \) of the detector. The perturbations ranged from 0.5 mm to 3 mm for...
translations and from 0.5° to 5° for the rotations. Given these perturbations, the exact point projection coordinates for each of the three markers ($u_{i,a}^{\text{exact}}, v_{i,a}^{\text{exact}}$) are calculated. The authors then apply Gaussian noise ($\sigma = 0.2$ pixels) to the exact coordinates, yielding a new set of coordinates ($u_{i,a}^{\text{obs}}, v_{i,a}^{\text{obs}}$). These steps are performed on a set of 110 simulated geometries.

Given the set of observed point projection coordinates, the authors performed their refined method to estimate the geometrical parameters of the simulated system ($u_{i,a}^{\text{est}}, v_{i,a}^{\text{est}}$). For comparison, the authors also estimate the parameters using the method in [71], which assumes ideal rotation. The root-mean-square error between estimated and exact projection coordinates over 110 simulated geometries is calculated for each method using equation (2).

$$E = \sqrt{\frac{1}{192} \sum_{i=1}^{3} \sum_{a=1}^{64} \left( |u_{i,a}^{\text{est}} - u_{i,a}^{\text{exact}}|^2 + |v_{i,a}^{\text{est}} - v_{i,a}^{\text{exact}}|^2 \right) },$$

(2)
Figure 30. The authors of [83] propose a ‘refined’ method to determine instabilities in the rotation of the stage. The method applies perturbations to the parameters describing the position and orientation of the rotation axis with respect to the gantry. The system parameters are then determined by numerical optimization given a set of noisy ($\sigma = 0.2$ pixel) point projection coordinates. (a) The root-mean-square error between estimated and exact point coordinates is presented for the proposed method and for the method in [71], which assumes an ideal rotation. (b) The estimated point projection coordinates for the method assuming ideal rotation (left) and for the refined method (right) are superimposed onto the exact coordinates. © 2008 IEEE. Reprinted, with permission, from [83].

Figure 31. (a) In [84], the authors propose a reference object with static circular trajectories, thus removing the need to rotate the object. (b) By evaluating system geometry as a function of rotation angle, the authors observed instabilities of the rotation stage. In this plot, the $z$-axis corresponds to the rotation axis, while the $x$-axis corresponds to the magnification axis. Figures reproduced from [84] with permission.

Table 7. The authors evaluated the effectiveness of their proposed method on a set of accurate displacements of the x-ray source and detector. The error between estimated and applied displacements is presented here. Table based on data from [84].

| $\Delta x_d$ (mm) | $\Delta y_d$ (mm) | $\Delta x_s$ (mm) | $\Delta y_s$ (mm) | $\Delta z_s$ (mm) |
|------------------|------------------|------------------|------------------|------------------|
| 0.060            | 0.060            | 0.080            | 0.080            | 0.800            |

The error in the proposed method is evaluated experimentally. Parameter estimation is performed subsequently after accurate offsets are applied to the test system. The newly measured parameters are then compared to the applied offsets. The error in measuring the displacement in x-ray source was $80 \mu$m in the $x$- and $y$-directions and $800 \mu$m in the $z$-direction. On the other hand, the error in detector displacement was $60 \mu$m in $x$- and $y$-directions. The experimentally observed errors are summarized in table 7.

Another advantage of this method is the ability to characterize non-ideal behaviours of the rotation axis. By measuring source and detector positions as a function of rotation position, the authors were able to observe instabilities in the axis of rotation (see figure 31(b)). According to the results, the authors observed precession in the rotation axis of about $0.0115^\circ$. This wobble occurred three times within a full revolution of the rotation stage. Error in determining rotation angle was found to be no larger than $0.05^\circ$. The rotation angle
measurements were compared with the angular encoder readout.

The authors argue that the quality of parameter estimation can suffer from uncertainties in the physical position of the markers (fabrication errors) and from uncertainties in the determination of the projected marker centre. Thus, the sensitivity of parameter estimation is evaluated in the presence of 0.1 pixel error in the pixel coordinate of the projected point marker centre. Sensitivity analysis is performed by taking the first derivative of each parameter with respect to the pixel coordinates. Then, given a difference in pixel coordinate of 0.1 pixels, the resultant change in parameter value can be determined. The analysis is repeated for multiple reference objects, each with different numbers of point markers. The authors note that an average reduction of 30% in the change of source position, detector position, and detector angles occurred when the number of point markers increased from 16 to 32. Additionally, the authors evaluate the sensitivity in detector rotations and magnification factor as a function of increasing out-of-plane rotations (figure 32). At \( \theta = \varphi = \pm 40^\circ \), the error in rotation angle estimation was less than 0.05\(^\circ\) for \( \theta \) and \( \varphi \), and 0.005\(^\circ\) for \( \eta \). The error in magnification factor was 0.5% for the highest out-of-plane rotations.

The authors suggest that the reference object could also prove useful in determining temporal instabilities (e.g. focal spot drift, mechanical vibrations) by observing changes in the system geometry over a given period of time. It should be noted that, since the system geometry evaluated from a coordinate frame fixed to the reference object, some of the observed instabilities as a function of rotation position could be a result of misalignment between the cylindrical axis of the reference object and the axis of rotation. The authors suggest that changing the coordinate frame of the parameter estimates to one that is not fixed to the reference object could resolve this problem. The authors of [85] investigate the change in coordinate frame suggested in [84]. The authors performed the initial parameter estimation from the coordinate frame of the reference object according to [84]. Given the source positions at various rotation angles, the centre of the source trajectory (iso-centre) and the orientation of the rotation axis were determined. The authors then evaluate a transformation vector \( \mathbf{T} = [t_x, t_y, t_z] \) and two rotations \((\alpha, \beta)\) that describe the transformation from the coordinate frame of the reference object to the new source trajectory frame, which is aligned to the observed axis of rotation and has its origin at the iso-centre.

By re-evaluating the parameters in the new frame, the authors suggest that the parameter estimates are no longer influenced by positioning of the reference object. Indeed, a simulation study [85] confirmed the reduction of the parameter variation when changing coordinate frames. The authors observe that, given the new coordinate frame, the source and detector positions were found to within 100\(\mu\)m from true. Detector rotations and rotation axis angle were found to within 0.05\(^\circ\), while the principal point was found to within 0.4 pixels. Additionally, the position of the reference object with respect to the iso-centre and its orientation with respect to the rotation axis were found to within 50\(\mu\)m and 0.1\(^\circ\), respectively.

The advantage of the new coordinate frame is also observed experimentally. The source and detector positions are measured in the reference object coordinate frame and subsequently re-calculated in the iso-centre coordinate frame. Figure 33(a) shows source and detector trajectories plotted in the object coordinate frame, whereas figure 33(b) shows the same trajectories in the iso-centre coordinate frame. The apparent tilt of the trajectories in the object frame is removed in the iso-centre frame. However, a closer look at the detector and source trajectories uncovered an offset of the trajectory centres in the \(x-z\) plane (figure 33(c)). The authors determined that this offset was a result of imprecisions in the point marker positions. To solve this problem, the reference object was rotated by 180\(^\circ\) about its cylindrical axis and the parameter estimation is repeated. After averaging the parameters from the two scans, the authors found that the \(x-z\) offset in trajectory centres was greatly reduced (figure 33(d)). It should be noted that a \(y\)-offset remained, for which the authors suggest an additional test.

In other studies, point markers are arranged such that they form orthogonal features. For example, in [86] thirteen point markers are aligned along three orthogonal lines with one of the markers serving as a common ‘origin’ point between the lines. The markers are equally spaced and the distance is known \emph{a priori}. Figure 34(a) depicts the orthogonal arrangement, albeit with seven point markers. A set of intermediate parameters are calculated from the projected point coordinates; these parameters are then used to determine the geometry of the system by way of analytical expressions. The system is defined by SDD, principal point \((u_0, v_0)\), source position \((x_s, y_s, z_s)\), and detector rotations \((\theta, \varphi, \eta)\) with respect to the axes of the reference object. A scan of the proposed object was simulated to
determine the efficacy of their method. The imaging model incorporates a sinusoidal variation of the source and the system parameters were evaluated for each rotation position of the reference object. The authors found that the parameters were estimated to within 0.5% of true value.

A slightly modified reference object was presented in a subsequent study [87]. A total of six markers are arranged to form three orthogonal lines without a common marker at their intersection. The method requires the reference object to be positioned such that three of the markers are above the mid-plane while the other three are below. In particular, the triangles traced by each set of three markers should ideally be parallel to the mid-plane. This arrangement reduces the chance of overlap between imaged markers, which can have detrimental effects on the quality of parameter estimation. The authors suggest that decreasing the size of the markers and increasing their spacing can also reduce likeliness of overlap. Simulations were performed on the proposed reference object: One assumed a circular trajectory of the x-ray source (stable rotation) while the other allowed for small and random perturbations of the geometry. Additionally, the simulations assumed that the reference object was not perfectly aligned. In both cases, the authors evaluated the accuracy of the parameter estimates. SDD and principal point were estimated to within 1 mm. Source position was found to be within 0.5 mm along the x- and z-directions and within 0.1 mm along the y-direction. Out-of-plane rotations of the detector were within 0.1°, while in-plane rotation was estimated to within 0.02° from true. In the case of large deviations in the rotation axis, there is an increased possibility of overlap between imaged

Figure 33. (a) The positions of the source and detector in the reference object coordinate frame are plotted as functions of rotation angle. A tilt in the trajectories is visible. (b) Once the positions are re-calculated in the iso-centre coordinate frame, the tilt is removed. (c) Upon closer inspection along the x-z plane, an offset between the centre of source trajectory and the centre of detector trajectory was observed. (d) The test scan was repeated with a rotated orientation of the reference object (180° about cylindrical axis). Averaging each estimated trajectory over the two scans removed the offset in the x-z plane. Figures reproduced from [85] with permission.

Figure 34. Point markers are arranged such that the lines connecting each set of three form an orthogonal set. © 2005 IEEE. Reprinted, with permission, from [86].
Figure 35. Positioning errors were observed for the translation of the rotation stage along the magnification axis. The errors were measured for both directions of movement. The test was performed twice and the results are shown to be repeatable, indicating a systematic trend. Figure reproduced from [32] with permission.

balls. The authors of [88] therefore suggest incorporating two additional spheres oriented diagonally (in addition to twelve spheres along three orthogonal lines) to compensate for any overlapping that may occur. In this study, the estimated detector and source positions were also found to within 0.5 mm. Detector out-of-plane rotation angles were estimated to within 0.05°, while the in-plane rotation was also found to within 0.02°. The authors noticed a bias in their estimated SRD and SDD of 0.1 mm; this is believed to be a result of using centroids to define the centre projections of point markers. The topic of identifying the projection of the sphere centre is discussed in more detail in other publications [89–91].

5.2. Methods based on reference instruments

Several studies have been conducted to directly measure errors in the kinematic assembly of XCT systems. These studies are based on the use of reference instruments to perform measurements. For example, one study [32] investigated the errors in positioning of the rotation stage along the z-axis. A reference rotation stage position was chosen and the distance to subsequent positions (spaced 50 mm apart) was measured with an interferometer. The authors compared the interferometer measurements to the readout of the system’s linear encoder. Measurements were performed for a total travelling range of 700 mm and for both rotation stage travelling directions. The results are shown in figure 35. As the z position increases, the rotation stage approaches the detector and the magnification decreases.

The error in z-axis positioning followed similar trends for both directions of travel. In general, the errors increased with increasing z position. The tests were repeated and results show that the positioning along the positive direction is more repeatable (at further positions) than the positioning along the negative direction. It is interesting to note the magnitude of the errors. The errors along the positive z-direction were nearly 300 μm at a distance of 650 mm. Errors along the negative z-direction were even higher—nearly 400 μm at a distance of 550 mm. Thus, the plot shows that the largest positioning errors occur at low magnification. An error in the z position of the rotation stage results in an error in the registered SRD and, subsequently, an error in the magnification factor applied to the detector pixels. The simulation in [35] showed that measurement error was less sensitive to object positioning errors at low magnification positions. This sensitivity is evident given the inverse relationship between magnification and SRD. The first derivative of the magnification equation with respect to SRD,

\[
\frac{dM}{d(SRD)} = \frac{d}{d(SRD)} \left( \frac{SDD}{SRD} \right) = -\frac{SDD}{SRD^2}
\]

indicates that an error in SRD at lower SRD values (higher magnification) will result in a larger error in M than the same error at higher SRD values (lower magnification). The positioning errors along the negative axis direction are on the order of 100 μm at high magnification.

Another study investigated geometrical errors in the kinematic assembly of a 450 kV XCT system [63]. In this study, the authors developed an error model to estimate how errors in positioning, straightness, and angular motion of the translation axes would affect the XCT measurements. Each error parameter was determined by way of reference instruments; in this case, a laser interferometer and an electronic level. Some of the results are shown in figure 36; in particular, the plots represent those error motions that would result in an error of the magnification of the rotation axis. Figure 36(a) presents z-axis positioning errors as a function of distance from a datum position. The authors observed an error in z positioning of up to 400 μm along each direction of travel (300 mm on each side). This corresponds to a total positioning error of 800 μm over a travelling distance of 600 mm. Figure 36(b) shows the measured straightness error of the y-axis along the z-direction. The results indicate that the rotation stage experiences motion in z of up to about 40 μm in a travelling distance of 200 mm along the y-axis; this error motion in z occurs between Z = 350 mm and Z = 550 mm. The implications of this error motion are the same as for positioning errors: an error in the registered magnification of the rotation axis. Figure 36(c) is a plot of the angular error motion of the rotation stage about the x-axis as it moves along the z-axis. The authors observed an angular error motion of up to 0.5 mm m⁻¹ (0.0286°) along each direction of travel (300 mm on each side). This corresponds to a total
error motion of 1 mm m$^{-1}$ (0.0572°) over a travelling distance of 600 mm. This angular error motion translates to a tilt of the rotation axis. In the case that the rotation axis is not perpendicular to the magnification axis, the rotation axis will occupy multiple magnification positions.

The measured values were applied to the error model and a simulation was performed to estimate measurement errors on a calibrated object. Simulated errors are compared to the errors observed in an actual XCT measurement of the calibrated object. The calibrated object consists of ruby spheres of various diameters mounted on carbon-fibre rods and placed on a circular terraced platform (figure 37(a)). The features to be measured on the object are the distances between sphere centres, sphere diameters, and form.

Measurements were performed at various magnification positions of the XCT system. The experimentally determined sphere distance errors are plotted as a function of calibrated sphere distance in figure 37(b). Errors as simulated by the kinematic error model are also plotted. In order to take into account the uncertainty in the determination of kinematic error parameters, the authors repeated the simulation thirty times. Each time a simulation was run, the input parameters were changed by an amount that was representative of the uncertainty interval associated with their reference measurement. The upper and lower limits of simulated measurement errors are said to represent the 95% uncertainty interval and are shown in the plot. Figure 37(b) confirms the agreement between the simulated and observed (‘real’) measurement errors.

6. Summary and conclusion

X-ray computed tomography is seen as a potentially effective tool for dimensional inspection of complex parts. In particular, XCT provides users with the ability to measure internal features otherwise inaccessible by conventional coordinate measuring systems. While the technology is available and the benefits are known, the methods to establish measurement assurance for XCT systems are lacking. In this paper a review of the research efforts that contribute to the development of a geometrical calibration procedure for XCT systems is provided. The geometrical construction of an industrial cone-beam XCT system was described and the various offsets and misalignments that affect the quality of measurements (geometrical influence factors) were outlined. The application of measurement models to simulation studies is discussed. Then, methods to estimate geometrical errors are presented. First, imaging methods, which are based on the imaging of reference objects, are presented. These imaging methods are ideal for evaluating fixed imaging geometries. Industrial XCT systems are often equipped with a kinematic positioning system, which allows users to translate the rotation stage in the measurement volume. The research on determination of kinematic error motions, which is based on the use of reference instruments, is also presented.

The role of measurement models is critical in understanding how geometrical errors affect the quality of measurements. In particular, models allow the parameterization of each geometrical error, which is useful for evaluating sensitivity.
coefficients. In this way, geometrical errors that have a critical impact on measurements can be prioritized in any future calibration procedure. It was shown through simulation in [35] that errors in the z-axis position of the x-ray source and rotation axis have a greater effect on length measurement errors than errors in the z-axis position of the detector. It was also observed that measurement errors as a result of z-axis position errors did not have a strong dependence on the position of the projected object in the detector plane. This is expected, as an error in the z position of the rotation axis results in an error of the magnification factor, which is a global scaling error. Additionally, the authors of [35] found that out-of-plane rotations \( \theta \) and \( \varphi \) of \( 10^\circ \) resulted in errors up to 1.5% of the measured length, while an in-plane rotation \( \eta \) of \( 0.4^\circ \) resulted in errors up to 0.1% of the measured length at high magnifications. It was also observed that measurement errors due to \( \eta \) increased with increasing distance from the detector centre.

The authors of [35] argued that in-plane rotations are easily compensated in the software, thus limiting the maximum simulated in-plane rotation. Another simulation study found that an \( x \) offset of the rotation axis \( m \) of 700 \( \mu \)m (corresponding to a shift of two pixels on the simulated detector) resulted in an error of about 2.5% of measured length.

Additionally, measurement models can be applied ‘inversely’ for the development of experimental test procedures to map the geometry of an actual measuring instrument. In this review, this principle was observed in section 5.1 on imaging methods. The literature from the industrial XCT community [6, 50–55] indicates that current practice only considers global scaling errors in the measurement. Certain geometrical influence factors result in non-uniform errors (as shown in [56]) as well as reconstruction errors; therefore, global scale error compensation is not exhaustive. Other imaging methods were developed to determine geometrical influence factors. A hole plate was applied to determine alignment parameters through a series of measurement procedures in [65]. Several methods to determine detector distortions were presented in [61, 62]. In [59], the drift of the focal spot was observed. Also, tilts of the axis of rotation about the \( x \)-axis were measured in [63, 64].

A particular group of imaging methods (overwhelmingly from the field of medical physics) are based on reference objects consisting of point markers [66, 68–77, 79–81]. Some imaging methods evaluated the system geometry by directly solving analytical expressions, while other methods iteratively solved for geometrical parameters by fitting simulated projections to a set of experimentally acquired projections. More recent imaging methods [82–88] have been designed to account for instabilities of the rotation axis, such as tilt error motion or positional drifts. However, a disadvantage of imaging methods is that they are only applicable for fixed kinematic configurations of the rotation stage. Thus, imaging methods would have to be performed every time the position of the rotation stage is changed. The authors of imaging studies consistently found that the accuracy of parameter estimation strongly depended on the ability to accurately locate point projection coordinates in the radiographs. In fact, correct identification of the centres of point objects from their projections is a topic of other research [89–91].

Also, it is shown in [85] that imaging methods can suffer from non-ideal placement of the reference object, as well as imprecisions in the measured point marker positions within the object. The parameters evaluated by the various imaging methods are presented in table 8, together with the references in which they are measured.

The kinematic axes are critical to users who want to measure objects of varying sizes. It has been shown that kinematic error motions, such as positioning errors, lack of squareness between axes, straightness errors, and rotational errors (roll, pitch and yaw) can be measured. For example, experimental studies in [32, 63] found their system to have positioning errors of the z-axis of up to 800 \( \mu \)m for a total axis displacement of 600 nm. Additionally, the same z-axis displacement exhibited a tilt error about the \( x \)-axis (resulting in a tilt of the rotation axis \( \theta_x \) of almost 0.06°). Straightness errors of the \( y \)-axis up to about 40 \( \mu \)m along the z-direction were observed for a travelling distance of 200 mm. One of the issues with the methods used to determine kinematic error motions is the requirement for reference instruments. In this case, high-precision instruments such as laser interferometers were used. While these instruments are common place in research laboratories, they may not be practical for all users of XCT.

In order to achieve the goal of establishing traceability of measurements made on XCT systems, it is important that users are equipped with the knowledge to evaluate the necessary measurement uncertainty. Typically, measurement uncertainty can be assessed through a systematic evaluation of all influence factors in a measurement procedure. Methods to determine geometrical influence factors, i.e. influence factors particularly related to the system geometry, have been presented in this review. However, these methods are limited in their practical application by users of XCT systems. Determination of mechanical error motions of the kinematic axes requires the use of expensive reference instruments, the operators of which require training. On the other hand, imaging methods can be an easier and cheaper solution since their application only requires the imaging of a reference object. However, a drawback of imaging methods is that they can only be applied to determine the system geometry for a single position of the rotation stage. Imaging methods in their current state require a significant amount of image processing. Additionally, compensation of reconstruction errors from geometrical offsets and tilts, i.e. errors that cannot be compensated by applying corrections to the radiographic or voxel data, require access to the reconstruction algorithm; many users of commercial XCT systems do not have this access.

Future research should be dedicated to the development of methods that are practical for users of XCT systems. Such methods should not be time consuming, nor should they require the use of expensive equipment. A possible solution includes the use of reference objects, which is in line with the imaging methods presented in this review. Ideally, this solution would also consider error motions of the kinematic axes without the need for a separate setup. Such a method would allow the user to map the errors in their measurement
A tilt of the rotation axis about the measurement uncertainty should be given. Incorporating the uncertainty in both procedures to the final corrections should also be evaluated. Finally, suggestions for geometry. Similarly, the uncertainty associated with applying uncertainty in the calibrated features to uncertainty in the measured procedure should provide guidelines for propagating uncertainty object should incorporate one or more calibrated features to uncertainty in the measured backprojection geometry.

To ensure metrological traceability of the geometrical calibration results, the reference the geometry of their system. To ensure metrological accuracy and agreement 607817. Additionally, this review benefited from knowledgeable contributions by Dr Wenjuan Sun, Mrs Nadia Flay, Mr Stephen Brown, and Mr David Flack at the National Physical Laboratory.

The first step in designing effective geometrical calibration and correction methods involves determining the sensitivity of measurements to each geometrical parameter. In some cases, such correlation could be determined from determining parameters between various parameters; mathematical models and simulation can be useful tools in decoupling the effects of various parameters. The sensitivity analysis will inform the development of geometrical calibration procedures by identifying the critical parameters to be measured in the system. The next step is to design suitable reference objects and test procedures to allow users to measure the geometry of their system. To ensure metrological traceability of the geometrical calibration results, the reference object should incorporate one or more calibrated features, such as the distance between sphere centres. Also, the procedure should provide guidelines for propagating uncertainty in the calibrated features to uncertainty in the measured geometry. Similarly, the uncertainty associated with applying corrections should also be evaluated. Finally, suggestions for incorporating the uncertainty in both procedures to the final measurement uncertainty should be given.

**Table 8.** The geometrical parameters are listed along with the references in which the parameters are determined. A short description on the influence of each geometrical parameter to the measurement volume is provided. An error in each parameter results in an error of the backprojection geometry.

| Parameter | References | Influence on measurements |
|-----------|------------|----------------------------|
| SRD       | [57–60, 65, 66, 68–70, 71–72, 74, 75, 77, 79, 80–81, 82, 84–88] | An error in SRD results in a scaling error of the measurement volume. The sensitivity to SRD increases with magnification. |
| SDD       | [57–60, 66, 68–70, 71–72, 73–75, 77, 79–81, 82, 83–85, 86–88] | An error in SDD results in a scaling error of the measurement volume. |
| \(u_0\)    | [65–66, 68–75, 77, 79–81, 82, 83, 84–88] | Deviations in the principal point from the detector centre can result in reconstruction errors unless the reconstruction software can accommodate such deviations. |
| \(v_0\)    | [65–66, 68–75, 77, 79–81, 82, 83, 84–88] | Detector tilt and slant will result in form errors due to changes in aspect ratio of similar objects at different regions of the detector. |
| \(\theta\) | [66, 70–73, 75, 77, 79–88] | Detector skew can result in reconstruction errors unless the reconstruction software can accommodate a tilted rotation axis. |
| \(\varphi\) | [66, 70, 73, 75, 77, 79–81, 83–88] | A horizontal (\(\alpha\)) offset of the rotation axis can result in reconstruction errors unless the reconstruction software can accommodate a non-central rotation axis. |
| \(\eta\)   | [65, 66, 70–77, 79–89] | A tilt of the rotation axis about the x-axis will result in the object being magnified differently along the rotation axis. |
| \(m\)      | [65, 66, 68, 71–72, 82] | An error in the angular readout can result in reconstruction errors since the angle position is one of the reconstruction algorithm inputs. |
| \(\beta_0\) | [63, 64, 66] | An error in the principal point from the detector centre can result in reconstruction errors unless the reconstruction software can accommodate a non-central rotation axis. |
| \(\alpha\)  | [84, 85] | A horizontal (\(\alpha\)) offset of the rotation axis can result in reconstruction errors unless the reconstruction software can accommodate a non-central rotation axis. |
| Detector distortions | [61, 62] | Distortions in the plane of the detector will result in reconstruction errors as the attenuation paths will be incorrectly backprojected. |

\(^1\) In [57–60] the drift in x-ray focal spot is observed.
\(^2\) The author of [66] defines all parameters as deviations in the detector position and orientation.
\(^3\) In [71, 72, 82], the studies are performed on SPECT systems, in which the focal point (pinhole aperture) is located between the detector and the axis of rotation.
\(^4\) In [80, 81, 84–88], SRD is given by the position of the x-ray source with respect to the reference object coordinate frame.
\(^5\) In [79–81, 83–85], the position of the detector is defined in the reference object coordinate frame.
\(^6\) In [79–81, 83], the principal point was defined as a 3D coordinate position with respect to the reference object frame.
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