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Abstract—In recent years, deep learning has been successfully adopted in a wide range of applications related to electronic health records (EHRs) such as representation learning and clinical event prediction. However, due to privacy constraints, limited access to EHR becomes a bottleneck for deep learning research. To mitigate these concerns, generative adversarial networks (GANs) have been successfully used for generating EHR data. However, there are still challenges in high-quality EHR generation, including generating time-series EHR data and imbalanced uncommon diseases. In this work, we propose a Multi-label Time-series GAN (MTGAN) to generate EHR and simultaneously improve the quality of uncommon disease generation. The generator of MTGAN uses a gated recurrent unit (GRU) with a smooth conditional matrix to generate sequences and uncommon diseases. We also propose a training strategy to calculate temporal features for real data and stabilize GAN training. Furthermore, we design multiple statistical metrics and prediction tasks to evaluate the generated data. Experimental results demonstrate the quality of the synthetic data and the effectiveness of MTGAN in generating realistic sequential EHR data, especially for uncommon diseases.
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I. INTRODUCTION

The application of electronic health records (EHR) in healthcare facilities not only automates access to key clinical information of patients, but also provides valuable data resources for researchers. To analyze EHR data, deep learning has achieved tremendous success on various tasks such as representation learning for patients and medical concepts [1], [2], [3], predicting health events such as diagnoses and mortality [4], [5], [6], [7], [8], clinical note analysis [9], privacy protection [10], [11], and phenotyping [12], [13], [14]. Although EHR data are widely used in various healthcare applications, it is typically arduous for researchers to access them. On the one hand, most EHR data are not publicly available because they contain sensitive clinical information of patients, such as demographic features and diagnoses. On the other hand, some public EHR datasets including MIMIC-III [15] and eICU [16] only have limited samples and may not be suitable for applying large-scale deep learning-based approaches. Therefore, the limited EHR data has become one of the major bottlenecks for data-driven healthcare studies.

Recently, generative adversarial networks (GANs) [17] have been successful in high-quality image generation. Compared with conventional generative models such as autoencoder and variational autoencoder [18], [19], [20], GANs are able to generate more realistic data [21]. Therefore, GANs have also been applied to generate EHR [22], [23], [24]. However, when generating EHR using existing GANs, there are still several challenges:

1) Generating time-series EHR data: In EHR data, a patient can have multiple visits. However, most existing GANs for generating EHR, such as medGAN [22], EMRGAN [24], Smooth-GAN [29], and RDP-CGAN [26], can only generate independent visits instead of time-series data. It is because traditional GANs designed for image generation only generate one image given a noise input. Although it is possible to combine generated visits randomly as a sequence, this method cannot preserve temporal information to disclose patient-level features. Fig. 1 shows an example of visit-level and patient-level data generation. In Fig. 1(a), it generates diagnoses for only one visit. An ideal sequence generation is described in Fig. 1(b). The diagnoses in two close visits are similar and related, such as hypertension and heart failure.
Recently, SeqGAN [30] and TimeGAN [27] are proposed to generate sequences as a simulation of sentences. However, unlike words in a sentence, each time step (visit) of EHR contains multi-label variates (i.e., diagnoses shown in Fig. 1). Therefore, generating multi-label time-series EHR with temporal correlations still remains a challenge.

2) Generating uncommon diseases: Based on the statistics of a well-known public EHR dataset, MIMIC-III, some diseases are frequently diagnosed, such as hypertension and diabetes, while some other diseases such as tuberculosis are less common. Although these diseases do not frequently occur, it is still valuable to study them to provide better care plans for patients, e.g., analyzing occurrence patterns to improve diagnosis prediction accuracy. Despite the ability of existing GANs to generate time-series EHR data, it is still challenging for them to learn a good distribution for uncommon diseases. Instead of only generating frequent diseases shown in Fig. 1(b), we need to find effective ways to generate uncommon diseases, such as Appendicitis in Fig. 1(b) given highly imbalanced EHR datasets.

3) Evaluating synthetic EHR data: Since EHR datasets have an imbalanced disease distribution, traditional evaluation metrics for synthetic images such as Kullback-Leibler divergence and Jensen-Shannon divergence do not provide sufficient attention to uncommon diseases. As a result, we may still get low divergence between the distribution of real and synthetic EHR data when they are close in terms of diseases with higher frequency. Therefore, it is still necessary to explore appropriate metrics to evaluate the quality of synthetic EHR data, especially for uncommon diseases.

To address these challenges, we propose MTGAN, a multi-label time-series generation model using a conditional GAN to simultaneously generate time-series diagnoses and uncommon diseases. In the generator, we first propose to recursively generate patient-level diagnosis probabilities with a gated recurrent unit (GRU). Then, to generate uncommon diseases, we adopt the idea of the conditional vector in CTGAN [25] and broadcast this vector into a smooth conditional matrix throughout all visits in sequences. In the critic of MTGAN, we propose to discriminate real and synthetic samples by giving scores to both the data and their temporal features. Finally, we design a training strategy to optimize MTGAN by sampling discrete diseases from visit-level probabilities and forming the patient-level visit sequences to stabilize the training process. The model computes temporal features of real data by pre-training a GRU with the task of next visit prediction. The contributions of this work are summarized as follows:

- We propose a time-series generative adversarial network MTGAN to generate multi-label patient-level EHR data. The generator, critic, and training strategy of MTGAN are able to simultaneously generate realistic visits and preserve temporal correlations across different visits.
- We propose a smooth conditional matrix to cope with the imbalanced disease distribution in EHR data and improve the generation quality of uncommon diseases.
- We use multiple statistical metrics for synthetic EHR evaluation and design a normalized distance especially for uncommon diseases. Meanwhile, we verify that the synthetic EHR generated by MTGAN can boost deep learning models on temporal health event prediction tasks.

The remaining parts of this paper are listed below: We first discuss related work about EHR generation in Section II. Then, we formulate the EHR generation problem in Section III and introduce the details of MTGAN in Section IV. Next, the experimental setups and results are demonstrated in Sections V and VI, respectively. Finally, we summarize this paper and discuss the future work in Section VII.

II. RELATED WORK

A. Generative Adversarial Networks

The generative adversarial networks are first proposed by Goodfellow et al. [17] to generate realistic images. A typical GAN contains a generator to generate synthetic samples and a discriminator to distinguish real samples from generated samples. Arjovsky et al. [31] propose WGAN by replacing the binary classification in the discriminator with the Wasserstein distance to alleviate mode collapse and vanishing gradient in GAN. Gulrajani et al. [32] introduce a gradient penalty in WGAN-GP to improve the training of WGAN. Xu et al. [25] propose CTGAN to generate imbalanced tabular data with a conditional vector. Wang et al. [33] propose a graph softmax method in GraphGAN to sample discrete graph data. Unfortunately, typical GANs are not able to generate time-series data, and therefore cannot be directly applied to generate EHR data.

B. GANs for Sequence Generation

To generate sequences with discrete variates, SeqGAN [30] is proposed by Yu et al. with the REINFORCE algorithm and policy gradient. Yoon et al. [27] propose TimeGAN by jointly training with a GAN loss, a reconstruction loss, and a sequential prediction loss. To generate time-series data with conditions, Ramponi et al. [28] propose T-CGAN by specifying the time step of a data sample as the condition. Esteban et al. [34] propose a recurrent conditional GAN, RCGAN, to generate real value medical data. Du et al. [35] propose a GAN-based anomaly detection algorithm for multivariate time series data. Liu et al. [36] also apply the GAN framework in BeatGAN by adding an encoder and decoder to reconstruct time-series data for anomaly detection. However, generating multi-label synthetic data from imbalanced datasets is not considered in SeqGAN and TimeGAN. For T-CGAN, when generating a sample, it only uses the temporal position of this sample as the condition, thus ignoring temporal correlations of the entire sequence and the imbalanced distribution of labels. For RCGAN and BeatGAN, they are designed for real-value time-series data and do not fit for EHR data.

C. Generating EHR With GANs

To generate sequential EHR data, Lee et al. [19] and Sun et al. [20] leverage adversarial autoencoder [37] with a
A visit contains one or multiple diagnoses, which is another example of multiple diagnoses. Given a patient $\mathbf{x} \in \mathbb{R}^T$, where $T$ is the sequence length, the visit $t$-th visit is denoted by a binary vector $x_t \in \{0, 1\}^{d \times T}$, where $d$ is the number of distinct diseases, i.e., disease types in the EHR dataset. $x^t_i = 1$ means the disease $i$ is diagnosed in the $t$-th visit.

Definition 2 (Visit sequence): Given a patient $u$, the visit sequence of this patient is denoted as $x_u = (x_1, x_2, \ldots, x_T) \in \{0, 1\}^{d \times T}$, where $T$ is the sequence length.

Definition 3 (EHR dataset): An EHR dataset $\mathcal{D}$ is a collection of visit sequences: $\mathcal{D} = \{x_u \mid u \in \mathcal{U}\}$, where $\mathcal{U}$ is a patient set. Based on these descriptions of EHR data, the EHR generation problem is defined as below:

Definition 4 (Problem formulation): Given a real EHR dataset $\mathcal{D}$, we aim to generate a synthetic EHR dataset $\mathcal{D}$ such that $\mathcal{D}$ has the following properties:

1) The disease distribution of $\mathcal{D}$ is close to $\mathcal{D}$.
2) The disease type in $\mathcal{D}$ is similar to $\mathcal{D}$ when $|\mathcal{D}| = |\mathcal{D}|$. Here, $|\cdot|$ denotes the number of data samples.

IV. THE PROPOSED MTGAN MODEL

In this section, we introduce some preliminaries about GANs and discuss the proposed MTGAN to generate discrete diagnoses in electronic health records, including detailed challenges in generating EHR data and our proposed generator, critic, and the training strategy. The model overview of MTGAN is shown in Fig. 2.

A. Preliminaries of Generative Adversarial Networks

In a typical framework of generative adversarial networks (GANs), there exists a generator $G$ that takes a noise $z \in \mathbb{R}^s$ from a random distribution as the input and generates a synthetic data sample $\hat{x} = G(z)$. The discriminator $D$ is another

| Table I |
| --- |
| Properties | medGAN [22] | CTGAN [25] | EMR-WGAN [24] | RDP-CGAN | TimeGAN [27] | T-CGAN [28] | MTGAN (Proposed) |
| Time-series data generation | x | x | x | x | ✓ | ✓ | ✓ |
| Preserving temporal correlations | x | x | x | ✓ | ✓ | ✓ | ✓ |
| Uncommon diseases generation | x | ✓ | x | x | x | x | ✓ |
| Stable training with sparse EHR | x | x | | | | | |

| Table II |
| --- |
| Notation | Explanation |
| $x_t$ | Diagnosis vector of the $t$-th visit |
| $G$, $D$ | Generator and Critic |
| $\mathcal{D}$, $\mathcal{D}^*$ | Real and generated EHR datasets |
| $x_t$, $\hat{x}$ | Real and generated sample |
| $\mathcal{P}$ | Generated probability distribution for diseases |
| $\mathcal{H}$, $\mathcal{H}^*$ | Real and generated hidden states |
| $c$ | Smooth conditional matrix |
| $g_{\text{gru}}$ | The GRU model in the generator |
| $g_{\text{gru}}$ | Pre-trained GRU model for real EHR data |

sequence-to-sequence autoencoder. However, compared to autoencoders, GANs allow for more flexibility and diversity in generating samples. Gong et al. [38] propose DiffSeq to generate text sequences based on the diffusion model [39]. Unfortunately, training diffusion models requires large-scale datasets to achieve stable training [40], which may not be suitable for EHR generation.

Recently, GANs are applied to generate EHR to address the problem of limited data sources in healthcare applications. Che et al. [41] propose ehrGAN by feeding the generator with masked real data to generate EHR data. Choi et al. [22] propose medGAN by introducing an auto-encoder. The generator outputs a latent feature, and medGAN uses the auto-encoder to decode synthetic data from the latent feature. Baowaly et al. [23] replace the GAN framework in medGAN with WGAN-GP and propose medWGAN. EMR-WGAN is proposed by Zhang et al. [24]. It removes the auto-encoder in medGAN and let the generator directly output synthetic data. Torfi et al. [26] propose RDP-CGAN with a convolutional auto-encoder and convolutional GAN. The RDP-CGAN model also uses a differential privacy method to preserve privacy in the synthetic EHR data.

However, these GANs only generate single visits instead of patient-level data. As a result, the synthetic EHR data generated by these GANs cannot be used for many time-series tasks such as temporal health event prediction. In addition, they do not consider uncommon diseases given that the diseases in EHR datasets are usually imbalanced, which decreases the quality of the synthetic EHR data. Furthermore, a majority of GANs for EHR generation are not stable when dealing with sparse EHR data, which may make it difficult to train the GANs. In general, we compare related GANs in Table I based on the important properties required for generating EHR. In this work, we simultaneously consider generating patient-level EHR data and uncommon diseases.

III. PROBLEM FORMULATION

In this section, we describe the EHR dataset in detail and formally define the research problem, EHR generation. In addition, we list important symbols and their corresponding explanations in Table II.

An EHR dataset consists of visit sequences of patients to healthcare facilities. A visit contains different data types, such as diagnoses, procedures, lab tests, and clinical notes. An important feature in EHR data is diagnoses represented by disease codes, such as ICD-9 [42] or ICD-10 [43]. In this work, we focus on generating diagnoses, and the research questions is formulated into a time-series multi-label generation problem. To describe an EHR dataset, we first give the following definitions:

Definition 1 (Visit): A visit contains one or multiple diagnoses. The $t$-th visit is denoted by a binary vector $x_t \in \{0, 1\}^{d \times T}$, where $d$ is the number of distinct diseases, i.e., disease types in the EHR dataset. $x^t_i = 1$ means the disease $i$ is diagnosed in the $t$-th visit.

Definition 2 (Visit sequence): Given a patient $u$, the visit sequence of this patient is denoted as $x_u = (x_1, x_2, \ldots, x_T) \in \{0, 1\}^{d \times T}$, where $T$ is the sequence length.
How to generate uncommon diseases in the real EHR for a synthetic EHR data sample: using the hidden state of GRU. The updated loss functions to train the generator and critic introduce a gradient penalty for training the critic in WGAN-GP. The underlying mechanism of GANs is that the generator tries to distinguish real data samples from generated samples \( \tilde{x} \). The underlying mechanism of GANs can be formulated as a min-max game: the generator tries to generate realistic samples to deceive the discriminator and let it think \( \tilde{x} \) is real; the discriminator conducts a binary classification and tries to classify all real and synthetic samples correctly. A vanilla GAN is optimized using the following loss function:

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim p_{\text{data}}} [\log D(x)] + \mathbb{E}_{z \sim p_{z}} [\log (1 - D(G(z)))] .
\]

However, such a simple GAN is sometimes hard to train due to the vanishing gradient problem, mode collapse, and failure to converge. To address these issues, Arjovsky et al. [31] use the Wasserstein distance in WGAN to train the generator and critic to converge. To address these issues, Arjovsky et al. [31] use the Wasserstein distance in WGAN to train the generator and critic (called a critic in WGAN). Gulrajani et al. [32] introduce a gradient penalty for training the critic in WGAN-GP. The updated loss functions to train the generator and critic respectively are as follows:

\[
L_{D} = \mathbb{E}_{z \sim p_{z}} [D(G(z))] - \mathbb{E}_{x \sim p_{\text{data}}} [D(x)] + \lambda \mathbb{E}_{x \sim p_{\text{data}}} [\left( \| \Delta \hat{x} D(\hat{x}) \|_{2} - 1 \right)^{2}],
\]

\[
L_{G} = - \mathbb{E}_{z \sim p_{z}} [D(G(z))],
\]

where \( L_{G} \) and \( L_{D} \) are the losses for the generator and critic, respectively; \( \lambda \) is a coefficient for the gradient penalty; \( \hat{x} = c \hat{x} + (1 - c) \tilde{x} \), \( c \sim U[0, 1] \) is sampled from a uniform distribution; \( \Delta \) denotes the derivation operation; and \( \| \cdot \|_{2} \) means the \( l^{2} \)-norm. In these two loss functions, \( D(\cdot) \) calculates a critic score for an input. It tries to maximize the score for real data and minimize the score for synthetic data. It turns the binary classification of the original GAN into a regression problem. By introducing Wasserstein distance and gradient penalty, training GAN can be more stable. Therefore, similar to EMR-WGAN [24] and Smooth-GAN [29], we also introduce the gradient penalty in the training of WGAN.

Fig. 2. Model overview of MTGAN. The generator uses a GRU to obtain patient-level diagnosis probabilities with hidden states and use the probabilities to calculate attention scores as a conditional matrix to generate the target disease. The critic calculates a Wasserstein distance by considering both synthetic/real samples and their temporal features.

B. Generator

As we discussed before, to generate realistic EHR samples, we must address the following specific challenges:

- **C1:** How to incorporate temporal features of visit sequences to increase the correlation of adjacent visits?
- **C2:** How to generate uncommon diseases in the real EHR dataset \( D \) with an unbiased distribution?

1) Temporally-Correlated Probability Generation: In TimeGAN [27], when generating sequences, an intuitive method is using recurrent neural networks (RNN). In each time step, the input of the RNN cell is a random noise and the hidden state passed from the previous time step. The output of each time step is a new hidden state. We can use the hidden state to generate each visit and combine all visits as a sequence. However, we think that using noises to generate visits for every time step may somewhat bring uncontrollable randomness and weaken the temporal correlation between adjacent visits.

We believe an optimized generator is able to generate the entire sequence given a single noise vector at the beginning of the sequence. Similar to the temporal health event prediction task studied in GRAM [5], CGL [2], and Chet [7], a good generator should predict (generate) the diagnoses in the next visit, given all previous visits. Therefore, based on this idea, we propose to recursively generate the visit sequence from a single noise vector \( z \), in order to increase the temporal correlation of adjacent visits, i.e., the challenge C1.

Given a random noise vector \( z \in \mathbb{R}^{s} \) and a visit length \( T \), since the disease values in each visit is 0 or 1, we first generate the disease probability \( \mathbf{P}_{1} \) in the first visit by decoding the noise vector:

\[
\mathbf{P}_{1} = \sigma (\mathbf{W} z) \in \mathbb{R}^{d}.
\]

Here, \( \mathbf{W} \in \mathbb{R}^{d \times s} \) is the weight to project the noise into the visit space, \( \sigma \) is the sigmoid function. After having the first visit, we can recursively generate the disease probability of remaining visits using a gated recurrent unit (GRU) [44] \( g_{\text{gru}} \):

\[
\tilde{\mathbf{h}}_{t} = g_{\text{gru}} \left( \mathbf{P}_{t}, \mathbf{h}_{t-1} \right) \in \mathbb{R}^{s},
\]

\[
\mathbf{P}_{t+1} = \sigma (\mathbf{W} \mathbf{h}_{t}) \in \mathbb{R}^{d}.
\]

Here \( \tilde{\mathbf{h}}_{t} \) denotes the hidden state of GRU at the time step \( t \). We set \( \mathbf{h}_{0} = 0 \) and set the noise dimension to be the same as hidden units of GRU, because we regard the noise vector as the initial hidden state. Next, we use GRU to calculate the hidden state of the time step \( t \) using the hidden state of \( t - 1 \) and the generated visit probability \( \mathbf{P}_{t} \). Then, we use the same decoding for \( z \) to generate \( \mathbf{P}_{t+1} \) for the visit \( t + 1 \). Finally, we combine all the generated disease probabilities as a patient-level distribution \( \mathbf{P} \) for a synthetic EHR data sample: \( \mathbf{P} = (\mathbf{P}_{1}, \mathbf{P}_{2}, \ldots, \mathbf{P}_{T}) \in \mathbb{R}^{d \times T} \).

2) Smooth Conditional Matrix: After generating the patient-level probabilities, we need to address the challenge of generating uncommon diseases, i.e., C2. To deal with highly imbalanced tabular data, CTGAN [25] is proposed to use conditional vectors to guide the GAN training process. More specifically, it first
specifies a category for a tabular feature as the target category. Then, it uses a conditional vector where the corresponding entry for the target category is 1. Finally, it concatenates the conditional vector with the noise vector as the generator input to generate samples that belong to the target category.

Inspired by CTGAN, we aim to specify a target disease and adopt the conditional vector to generate a visit sequence that contains the target disease. However, CTGAN is designed for non-sequential data. For a visit sequence, the target disease may appear in one or multiple visits. If we directly concatenate the conditional vector with the noise vector, this input will have the highest impact on the first visit and a decreasing impact on the remaining visits, due to the characters of RNN-based models. As a result, it is highly possible that this disease only appears in the first visit. If we concatenate the conditional vector for all \( P_t \), the generator may output a visit sequence where each visit contains the target disease. To avoid these extreme cases, we propose to smooth the conditional vector into a conditional matrix \( c \in \mathbb{R}^{d \times T} \) for all visits. First, we apply a location-based attention method [45] to the generated probability to broadcast the target disease \( i \) into a probability distribution (attention score) for all visits:

\[
v_t = W_v P_t \in \mathbb{R}, \quad \text{where } t \in \{1, 2, \ldots, T\},
\]

\[
score_t = \frac{e^{v_t}}{\sum_{t=1}^{T} e^{v_r}}.
\]

Here, \( W_v \in \mathbb{R}^{1 \times d} \) is an attention weight, and \( \sum_{t=1}^{T} score_t = 1 \). With this score, if the generator assigns a higher probability of the target disease to the visit \( t \), the GAN model can generate corresponding co-occurred diseases in this visit. After calculating the score for each visit, we create a conditional matrix \( c \in \mathbb{R}^{d \times T} \), and set the entry \( c_{i,t} \) corresponding to the target disease \( i \) and visit \( t \) as:

\[
c_{i,t} = score_t.
\]

Then, we use \( c \) to calibrate the generated probability by adding \( c \) to \( P \) and get a calibrated probability \( \tilde{P} \):

\[
\tilde{P} = \min (1, P \oplus c) \in \mathbb{R}^{d \times T}.
\]

Here, \( \oplus \) denotes an element-wise sum of two matrices. We also clip \( \tilde{P} \) to make sure it is no greater than 1. In this way, the target disease is smoothed to all \( T \) visits. Therefore, the conditional matrix can increase the probability of target diseases and let the uncommon diseases gain more exposure.

In summary, given a noise vector \( z \) and a target disease \( i \), the generator \( G \) is able to generate a calibrated probability distribution \( \tilde{P} \) for diseases of a visit sequence: \( \tilde{P} = (P_1, P_2, \ldots, P_T) = G(z, i) \). We will discuss how to generate discrete diagnoses in Section IV-D.

C. Critic

For the critic distinguishing real and fake EHR data, there is still a specific challenge to be addressed to improve the quality of synthetic samples:

C3: How to calculate a sequential Wasserstein distance for real and synthetic visit sequences?

Given a visit sequence, an optimized critic should consider two aspects to determine whether this sequence is real or not. The first is whether each visit in a sequence is real. The second is whether this visit sequence is able to reflect temporally-correlated characters. These two aspects are intuitive because a visit sequence looks real only if each independent visit looks real. Furthermore, even if each visit looks real, the entire sequence may not be real. For example, we exchange two visits from two different patients or from the same patient. Even though each visit is real, the critic should still detect the abnormal visit sequence if the two exchanged visits are largely different.

Based on the above analysis, we propose a sequential critique that can simultaneously distinguish whether individual visits are real and whether the entire sequence are real. Given an input sequence \( x = (x_1, x_2, \ldots, x_T) \in \{0, 1\}^{d \times T} \) and the temporal features of this sequence \( H = (h_1, h_2, \ldots, h_T) \in \mathbb{R}^{d \times T} \) that correspond to each visit, the critic first concatenates the diagnosis vector \( x_t \) and temporal feature vector \( h_t \) for each visit. Then it uses a multi-layer perceptron (MLP) to calculate a critic score for this visit. Finally, the score \( r \) for the sequence is an average of all visits. This process can be summarized as follows:

\[
m_t = x_t \| h_t \in \mathbb{R}^{d+T},
\]

\[
r = \frac{1}{T} \sum_{t=1}^{T} \text{MLP}(m_t) \in \mathbb{R}.
\]

Here, \( \| \) denotes the concatenation operation. In this equation, we use the average of all visits because we hypothesize \( m_t \) contains the temporal feature of each visit and therefore is capable of distinguishing time-series data. In this way, the critic can simultaneously consider individual visits and the temporal correlation of adjacent visits. Note that, the visit sequence \( x \) can be either a real or a generated sequence.

In summary, given an input sequence \( x \) and the temporal features \( H \) of \( x \), the critic \( D \) computes a score for this sequence:

\[
r = D(x, H).
\]

D. Training Strategy

After defining the generator and the critic, there are still two remaining problems when generating diseases and training the critic with real/synthetic samples and temporal features:

1) How to get temporal features of real samples?
2) How to obtain discrete diagnoses from the generated probability distribution?

1) Temporal Feature Pre-Training: For the first problem, when generating the probability distribution, we have already got the hidden state \( h_t \) for each generated visit. We conjecture that if the generator is optimized, the distribution of hidden state for generated visits should also be consistent with real samples. Therefore, we design a prediction task to pre-train a base GRU to calculate the hidden state for real samples. Given a real visit sequence \( x = (x_1, x_2, \ldots, x_T) \in \{0, 1\}^{d \times T} \), we aim to use a GRU \( g_{\text{gru}} \) that has an identical structure to \( g_{\text{gru}} \) to predict the next visit for each \( x_t \) in \( x \). To do this, we first transform \( x \) into a feature sequence \( x_1, x_2, \ldots, x_{T-1} \in \{0, 1\}^{d \times (T-1)} \) and a label sequence \( y_1, y_2, \ldots, y_{T-1} \in \{0, 1\}^{d \times (T-1)} \), where
$y_t = x_{t+1}$. We then use the $g'_{gru}$ to calculate the hidden state $h_t$ for $x_t$ and predict the next visit $\hat{y}_t$:

$$h_t = g'_{gru}(x_t, h_{t-1}) \in \mathbb{R}^s,$$  \hspace{1cm} (13)

$$\hat{y}_t = \sigma(W'h_t) \in \mathbb{R}^d.$$  \hspace{1cm} (14)

Here, we also set $h_0 = 0$. To pre-train the $g'_{gru}$, we use a binary cross-entropy loss for a single visit prediction, and calculate the sum of all visits as the final loss $L_{pre}$:

$$L_{pre} = \sum_{i=1}^{T} \sum_{t=1}^{d} y_{i} \log \hat{y}_{i} + (1 - y_{i}) \log (1 - \hat{y}_{i})$$  \hspace{1cm} (15)

After getting the pre-trained $g'_{gru}$, we freeze its parameters and use it to calculate the temporal features $H = (h_1, h_2, \ldots, h_T) = g'_{gru}(x) \in \mathbb{R}^{d \times T}$ for real samples in the critic. For the synthetic data, we let the generator $G$ return both the probability $P$ and the hidden state $\hat{H} = (\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_T) \in \mathbb{R}^{d \times T}; (\hat{P}, \hat{H}) = G(z, i)$.

2) \textbf{Discrete Disease Sampling:} In Section IV-B, our generator outputs a probability distribution of visit sequences. When training the generator, it is reasonable to directly feed the probability distribution to the critic because we aim to let the generator increase the probability of occurred diseases and decrease the probability of unoccurred diseases based on gradients flowed from the critic. However, if we directly use the probability distribution to train the critic, it will increase the uncertainty of the generator and make the training less stable. For example, let us say that the generator gives a probability of 0.8 for a disease. After training the critic, it gives a lower score for this generation. When training the generator in the next step, it only knows 0.8 leads to a lower score but does not know whether to increase or decrease the probability to reach a higher score. As a consequence, we may need many iterations to make the training of generator converge after a lot of explorations in the input space. To stabilize the training process, we propose to train the critic by sampling from the generated distribution $P$ to get a discrete diagnoses sequence $\hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_T) \sim P \in \{0, 1\}^{d \times T}$, where

$$\hat{x}_t \sim \text{Bernoulli}(\hat{P}_t) \in \{0, 1\}^d.$$  \hspace{1cm} (16)

Here, we use $\sim$ to denote element-wise sampling, and Bernoulli$(p)$ means sampling from a Bernoulli distribution with the success probability as $p$. In this approach, the synthetic data for training the critic are discrete. We also use the probability 0.8 as an example. Assume the sampled output is 1, after a generator optimization step, it not only knows 0.8 will get a low score, but also learns that it should decrease the probability to reach a higher score.

There is another advantage of generating discrete diseases by sampling. In traditional GANs for generating EHR such as medGAN [22], medWGAN [23], Smooth-GAN [29], and RDP-CGAN [26], after getting the disease probability from either the generator or autoencoder, they directly round the probability to get the discrete diseases. However, for uncommon diseases, the probabilities of them are usually low. Rounding the probability will further decrease the frequency of uncommon diseases in generated samples. Therefore, we use sampling from the probability as another measure to generate uncommon diseases, i.e., C3.

Finally, we use the losses $L_G$ and $L_D$ to train the generator and critic respectively, given a target disease $i \sim U[0, d]$:

$$L_D = \mathbb{E}_{x \sim P[D(\hat{x}, \hat{H})]} - \mathbb{E}_{x \sim P_A}[D(x, H)]$$

$$+ \lambda \mathbb{E}_{\hat{x} \sim P_A, \hat{H} \sim P_H} \left( \left\| \Delta_{\hat{x}} D(\hat{x}, \hat{H}) \right\|_2 - 1 \right)^2,$$  \hspace{1cm} (17)

$$L_G = -\mathbb{E}_{x \sim P_A}[D(P, H)].$$  \hspace{1cm} (18)

The pseudo-code for training MTGAN is summarized in Algorithm 1. In each iteration, we first sample a target disease $i$ from a discrete uniform distribution $U[0, d]$. When training critic at lines 3-11, we sample real data $x \sim P_{x|i}$ that contain this target disease in any visit, following the setting in CTGAN. When calculating the gradient penalty, besides letting $\hat{x} = \epsilon x + (1 - \epsilon) \hat{x}$, we also incorporate $\hat{H} = \epsilon H + (1 - \epsilon) \hat{H}$ with the same $\epsilon$ into the calculation. At lines 13-15, we train the generator by feeding the synthetic probabilities into critic. Finally, we repeat the training of the critic and the generator until they converge.

| Algorithm 1: MTGAN-Training ($D; g'_{gru}, n_{critic}$). |
|----------------------------------------------------------|
| **Input** : Real EHR dataset $D$ |
| Pre-trained GRU $g'_{gru}$ |
| Critic training number $n_{critic}$ |
| 1 $d \leftarrow$ Count the disease number in $D$ |
| **repeat** |
| 2 Sample a target disease $i \sim U[0, d]$ |
| **// Training the critic** |
| 3 for $j \leftarrow 1$ to $n_{critic}$ do |
| 4 Sample real data $x \sim P_{x|i}$, noise $z \sim P_z$, coefficient $\epsilon \sim U[0, 1]$ |
| 5 $H \leftarrow g'_{gru}(x)$ |
| 6 $\hat{P}, \hat{H} \leftarrow G(z, i)$ |
| 7 Sample discrete diseases $\hat{x} \sim \hat{P}$ |
| 8 $\hat{H} \leftarrow \epsilon H + (1 - \epsilon) \hat{H}$ |
| 9 Optimize the critic $D$ using $L_D$ |
| **end** |
| **// Training the generator** |
| 10 Sample noise $z \sim P_z$ |
| 11 $\hat{P}, \hat{H} \leftarrow G(z, i)$ |
| 12 Optimize the generator $G$ using $L_G$ |
| **until convergence** |

V. EXPERIMENTAL SETUPS

A. \textbf{Evaluation Metrics}

To evaluate the statistical quality of the generated EHR dataset $\hat{D}$, we use the following metrics:

1. \textbf{Statistical Consistency:} We check the consistency of the statistical properties of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$. Typically, we evaluate the mean and variance of the generated EHR dataset $\hat{D}$ with the mean and variance of the real EHR dataset $D$.

2. \textbf{Distribution Consistency:} We check the distribution consistency of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$. Typically, we evaluate the Kullback-Leibler divergence (KL divergence) or the Jensen-Shannon divergence (JSD) between the generated EHR dataset $\hat{D}$ and the real EHR dataset $D$.

3. \textbf{Temporal Consistency:} We check the temporal consistency of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$. Typically, we evaluate the temporal correlation of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$.

4. \textbf{Diagnostic Consistency:} We check the diagnostic consistency of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$. Typically, we evaluate the diagnostic accuracy of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$.

5. \textbf{Information Consistency:} We check the information consistency of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$. Typically, we evaluate the information content of the generated EHR dataset $\hat{D}$ with the real EHR dataset $D$.
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• **Generated disease types (GT):** We use the generated disease types to evaluate whether the GAN model can generate all diseases in $\mathcal{D}$. When $|\mathcal{D}| = |\tilde{\mathcal{D}}|$, $\tilde{\mathcal{D}}$ should contain similar disease types as $\mathcal{D}$.

• **Visit/patient-level Jensen-Shannon divergence (JSD$_{v,p}$):** JSD is a metric to evaluate a visit/patient-level distribution of disease relative frequency between $\mathcal{D}$ and real EHR dataset $\tilde{\mathcal{D}}$. Here, the visit/patient-level frequency of a disease means the relative frequency of visit/patient that this disease appears. For patient-level frequency, if a disease appears in multiple visits of a patient, the disease frequency is still counted as 1. A lower divergence value means better generation quality.

• **Visit/patient-level normalized distance (ND$_{v,p}$):** The Jensen-Shannon divergence focuses on the overall distributions, especially on the difference between data points that have high probability. As a result, the penalty should not be given for the difference between uncommon diseases that originally have a low probability. Therefore, to further evaluate the distribution of uncommon diseases, we adopt a normalized visit/patient-level distance. Given two distributions $p_x$ and $p_{\tilde{x}}$ of the visit/patient-level disease relative frequency in real and generated datasets, the distance is calculated as follows:

$$ND = \frac{1}{d} \sum_{i \in C} \frac{2|p_x(i) - p_{\tilde{x}}(i)|}{p_x(i) + p_{\tilde{x}}(i)}.$$

Here, $C$ is the entire disease set in the EHR dataset, and $d$ is the number of diseases as mentioned before. A good generation should also have a low normalized distance.

• **Required sample number to generate all diseases (RN):** We use this metric to evaluate the ability of GANs to generate uncommon diseases. When generating all diseases, $|\tilde{\mathcal{D}}|$ should also contain close sample numbers to $|\mathcal{D}|$.

To assess whether the generated EHR dataset $\tilde{\mathcal{D}}$ is actually meaningful as an extension of real EHR data, we use a deep learning-based approach to train predictive models for health events on real and synthetic training data. More specifically, we pre-train predictive models on synthetic data, fine-tune these models on real training data, and finally test them on real test data of downstream tasks. It aims to quantify how much the generated EHR data can boost the training of predictive models on downstream tasks. Here, we apply three temporal prediction tasks:

• **Diagnosis prediction:** It predicts all diagnoses of a patient in the visit $T + 1$ given previous $T$ visits. It is a multi-label classification.

• **Heart failure/Parkinson’s disease prediction:** It predicts if a patient will be diagnosed with heart failure/Parkinson’s disease in the visit $T + 1$ given all the previous $T$ visits.\(^1\) It is a binary classification. Here, heart failure is one of the most frequent diseases in the EHR datasets we used in this work. The Parkinson’s disease is an uncommon disease.

\(^1\)The ICD-9 codes for heart failure and Parkinson’s disease start with 428 and 332, respectively.

---

### Table III

**Statistics of MIMIC-III and MIMIC-IV Datasets**

| Dataset | MIMIC-III | MIMIC-IV |
|---------|-----------|----------|
| # patients | 7,493 | 10,000 |
| # visits | 19,894 | 36,607 |
| Max. # visit per patient | 42 | 55 |
| Avg. # visit per patient | 2.66 | 3.66 |
| # diseases | 4,880 | 6,102 |
| Max. # diseases per visit | 39 | 50 |
| Avg. # diseases per visit | 13.06 | 13.38 |
| # patients with heart failure | 3,364 | 2,137 |
| # patients with Parkinson | 109 | 153 |

---

Fig. 3. Visit-level relative frequency distribution of diseases in the MIMIC-III and MIMIC-IV datasets.

The evaluation metrics for diagnosis prediction are weighted F-1 score ($w$-F$_1$). For heart failure/Parkinson prediction, we use the area under the ROC curve (AUC).

### B. Datasets

We use the MIMIC-III [15] and MIMIC-IV [46] datasets to validate the generation of MTGAN. MIMIC-III contains 7,493 patients who have multiple visits, i.e., visit sequences, from 2001 to 2012. For MIMIC-IV, we randomly select 10,000 patients with multiple visits from 2013 to 2019 to avoid overlaps with MIMIC-III. The statistics of MIMIC-III and MIMIC-IV are shown in Table III. We also illustrate the visit-level disease distribution of MIMIC-III and MIMIC-IV in Fig. 3 in descending order, including annotations for heart failure and Parkinson’s disease. The curves illustrate that the disease relative frequency in both datasets is a long-tail distribution. It further verifies the significance of improving the generation quality for uncommon diseases.

To conduct the predictive tasks, we randomly split the two datasets into training and test sets. The MIMIC-III contains 6,000 and 1,493 patients in training and test sets, respectively, while MIMIC-IV contains 8,000 and 2,000, respectively. The training sets of MIMIC-III and MIMIC-IV have 16,055 and 29,804 visits, respectively. It is worth noting that MTGAN is trained using the training sets to ensure there is no data leakage when testing.

### C. Baseline Models

To evaluate the quality of generated EHR data, we select various GAN models as baselines. They can be divided into two major types: GANs for visit-level generation and GANs for patient-level generation.
1) GANs for Visit-Level Generation: We adopt four GANs as baselines that generate single visits:

- **medGAN** [22]: It uses the generator to output a latent feature and applies a pre-trained auto-encoder to decode the latent feature as the discriminator input.
- **CTGAN** [25]: It uses a training-by-sampling strategy to generate imbalanced tabular data. The input of the CTGAN generator is the concatenation of a noise vector and a conditional vector.
- **EMR-WGAN** [24]: It removes the auto-encoder in medWGAN [23] and directly generates visits with the generator. 
- **RDP-CGAN** [26]: It uses a convolutional auto-encoder and discriminator under the framework of WGAN.

For these GANs generating single visits, we only calculate GT, JSD, ND, and RN to evaluate the statistical results and do not use them for temporal prediction tasks since they cannot generate visit sequences.

2) GANs for Patient-Level Generation: We select three GANs to generate visit sequences:

- **WGAN-GP** [32]: We implement WGAN-GP’s generator with GRU to generate time-series data. The input of each GRU cell is a random noise.
- **TimeGAN** [27]: It uses RNN to generate hidden features and proposes unsupervised, supervised, and reconstruction losses to train the GAN model.
- **T-CGAN** [28]: It applies a conditional GAN by specifying the time step of generated visits. The input of the generator is a concatenation of a noise vector and a time step conditional vector. When generating visit sequences, we specify the time step from 1 to T and combine all generated visits chronologically into a sequence.

D. Parameter Settings

The parameter settings for baselines are listed as follows:

- **medGAN**: We use three fully-connected (FC) layers with skip-connection and batch normalization as the generator. Each layer has 128 hidden units. The discriminator has three FC layers with 256 and 128 hidden units. The autoencoder contains two FC layers with 128 hidden units.
- **CTGAN**: It uses three FC layers without skip-connection as the generator. The hidden units are all 128. The discriminator is the same as medGAN.
- **EMR-WGAN**: The generator and critic of EMR-WGAN have the same hyper-parameter settings as medGAN.
- **RDP-CGAN**: We use six 1-d conv layers for both encoder and decoder with kernel sizes \{3, 3, 4, 4, 4\} and \{4, 4, 4, 4, 3, 3\}. We use three conv layers in the generator with kernel sizes \{3, 3, 3\} and five conv layers in the critic with kernel sizes \{3, 3, 4, 4, 4\}.
- **WGAN-GP**: It uses a GRU with 128 hidden units as the generator. The critic has two FC layers with 128 hidden units. We calculate the sum of the Wasserstein distance for each visit as the final discriminator loss.
- **TimeGAN**: The generator, discriminator, embedder, recovery, and supervisor all have a GRU with 128 hidden units.
- **T-CGAN**: It has the same generator and critic as CTGAN.

In our experiments, we ran MTGAN multiple times and investigated the model performance with different randomly initialized parameters. We found that the model tends to provide results at the same level under different random initializations. Therefore, we randomly initialize all model parameters to achieve generality. The size of the noise vector as well as GRU hidden units is 256. The MLP used in the critic has one hidden layer with 64 hidden units. For base GRU pre-training, we run 200 epochs with Adam optimizer [47] and set the learning rate to $10^{-3}$. For training MTGAN, we run $3 \times 10^5$ iterations with batch size 256. The learning rates for the generator and critic are $10^{-4}$ and $10^{-5}$ and decay by 0.1 every $10^5$ iterations. The critic training number $n_{critic}$ is 1. We use the Adam optimizer and set $\beta_1=0.5$ and $\beta_2=0.9$. The $\lambda$ for gradient penalty is 10, the same as WGAN-GP [32]. All programs are implemented using Python 3.8.6 and PyTorch 1.9.1 with Intel i9-9900 K CPU, 64 GB memory, and Gefore RTX 2080 Ti GPU. The source code of MTGAN is released publicly at https://github.com/LuChang-CS/MTGAN.

VI. EXPERIMENTAL RESULTS

A. Statistical Evaluation

To evaluate the statistical difference between generated EHR data $\hat{D}$ and real data $D$, we utilize visit-level GANs to generate 16,055 and 29,084 visits, and utilize patient-level GANs to generate 6,000 and 10,000 patients, when training with MIMIC-III and MIMIC-IV, respectively. The statistical evaluation results on these datasets are shown in Table IV.

For the generated disease types (GT), the results should be close to real disease types. All baselines can only generate less than 4,000 diseases, while the disease types generated by MTGAN are close to real data. The visit/patient-level Jensen-Shannon divergence (JSD) shows that MTGAN can synthesize a good EHR dataset in terms of the overall disease distribution, while the results of other baselines are almost on par. However, when considering uncommon diseases, we can conclude from the normalized distance (ND) that MTGAN has better ability in generating diseases with low frequency than other baselines. This conclusion is further validated by the required sample number (RN) to generate all diseases. In this experiment, we keep generating samples until the disease type in the synthetic dataset $\hat{D}$ reaches the disease type in the real dataset $D$. For all baselines, we stop at $10^7$ samples given that they cannot generate more uncommon diseases. However, MTGAN is able to generate all diseases only using 7,952 and 11,734 samples for MIMIC-III and MIMIC-IV, respectively. Although these sample numbers are larger than the real patient numbers in MIMIC-III and MIMIC-IV, the ability to generate uncommon diseases of MTGAN is verified.

When comparing visit-level and patient-level distance of GANs for visit sequences, it should be noted that almost all models have lower scores for JSD than JSP. It shows that retaining temporal correlation in visit sequences is harder than solely learning the disease distribution in single visits. In spite of this, we see that MTGAN has a minimal difference between JSD and JSP, than nearly all baselines. It is worth noting that although
TABLE IV

| Metrics | Single Visit | Visit Sequence | Real |
|---------|--------------|----------------|------|
|         | medGAN | CTGAN | EMR-WGAN | RDP-CGAN | WGAN-GP | TimeGAN | T-CGAN | MTGAN |
| GT      | 1.356   | 2.742   | 1.210    | 3.161    | 1.775   | 1.037   | 2.344   | 4.431   | 4.880   |
| JSD\(_p\) | 0.2342 | 0.1983 | 0.1762   | 0.1587   | 0.1843  | 0.3344  | 0.1604  | 0.3344  | 0.0     |
| ND\(_p\) | 1.6751 | 1.2911 | 1.6213   | 0.9067   | 1.5817  | 1.7791  | 1.2943  | 0.6563  | 0.0     |
| ND\(_n\) | —      | —      | —        | —        | 1.5924  | 1.7719  | 1.3312  | 0.6645  | 0.0     |
| RN      | > 10\(^7\) | > 10\(^7\) | > 10\(^7\) | > 10\(^7\) | > 10\(^7\) | > 10\(^7\) | > 10\(^7\) | 7,952   | 6,000   |
| # Params | 3.84M | 2.59M | 1.96M    | 12.07M   | 1.35M   | 3.05M   | 1.95M   | 5.84M   | —       |

GT: Generated disease type; JSD\(_p\): Visit/patient-level Jensen-Shannon divergence; ND\(_p\), ND\(_n\): Visit/patient-level normalized distance; RN: Required sample number to generate all disease types.

MTGAN is able to generate visit sequences, and meanwhile preserve temporal correlations between adjacent visits. In summary, MTGAN can generate uncommon diseases as well as keep similar disease distribution to real EHR datasets. Meanwhile, MTGAN can generate visit sequences while considering temporal correlations between visits.

B. Analysis of GAN Training

To analyze the stability of training different GANs for generating EHR data, we plot the disease types and average disease number per visit during training on the MIMIC-III and MIMIC-IV datasets in Fig. 4. From the trend of disease types in the left figures of Fig. 4(a) and (b), we notice that baseline GANs relying on the Wasserstein distance (CTGAN, EMR-WGAN, WGAN-GP, and T-CGAN) can generate over 2,000 disease types at the beginning of training. However, this number dramatically drops to 0 after a few iterations, and slowly increases during training. This phenomenon can also be reflected by the average disease number per visit in the right figures. The average disease number per visit of these GANs starts from a high value (over 1,000). Then this number decreases to 0 and increases around the real average disease number of MIMIC-III and MIMIC-IV, i.e., 13.06 and 13.38. We infer it is due to the instability of baseline GANs. In the beginning of training, the generator of baselines tend to generate zero diseases in order to get a lower Wasserstein distance, because of the high sparsity of the EHR data. An exception is RDP-CGAN. We infer it is because RDP-CGAN pre-trains the auto-encoder so that it can generate diseases in the beginning. On the contrary, GANs based on the binary classification (medGAN, TimeGAN) do not have such a phenomenon but they are unstable at a latter stage. Nevertheless, they converge at a lower number of disease types and have a higher Jensen-Shannon divergence and normalized distance.

However, from Fig. 4, we can see that the generated disease types of MTGAN stabilize at a high number and are close to the real number of disease types in MIMIC-III (4,880) and MIMIC-IV (6,102). Furthermore, even though MTGAN is also based on the Wasserstein distance, the average disease number per visit does not dramatically drop, but gradually decreases to the real data. This makes MTGAN more stable and easier to train than baselines, in terms of adjusting the learning rate, batch size, and other key hyper-parameters.

Fig. 4. Trend of generated disease types (left) and average disease number per visit (right) during training on MIMIC-III and MIMIC-IV.
C. Empirical Time Complexity Analysis

To further demonstrate the time required in training and generating, we report the time in seconds (s) of the GANs for visit sequence generation in Table VI, i.e., WGAN-GP, TimeGAN, T-CGAN, and the proposed MTGAN. Here, the training time refers to the time for training models in an iteration, while generating time is the time for generating 6,000 samples. We see that although with the conditional matrix and sampling strategies, both the training and generating time of MTGAN are at the same level compared with other methods, which means that our model can achieve better performance without increasing the time complexity.

D. Ablation Study

To study the effectiveness of the various components, we conduct ablation studies by removing or changing parts of the model. The variants of MTGAN are listed as follows:

- **M_h**: In the critic, we remove the hidden state in Equation (11). In addition, we let the generator only output the probability but not the hidden state of GRU.
- **M_c**: We remove the conditional matrix in the generator to verify the contribution of it to uncommon disease generation. As a result, the generated synthetic data are directly sampled from the GRU outputs.
- **M_{dist}**: In (17) and (18), we uniformly sample target diseases. In M_{dist}, we sample target diseases from the visit-level disease distribution in real EHR dataset to study the impact of sampling in the GAN training.
- **M_{trans}**: To test the effect of GRU in the generator of MTGAN, we replace g_{gru} with Transformer [48], since Transformer is also effective in EHR-related tasks [49], [50], [51]. More specifically, we use a Transformer encoder module, including a positional encoding part and a masked self-attention part to generate diseases from T noises. In the critic, we also remove the hidden state in Equation (11), since the generator cannot output it for synthetic data.

We report the statistical results of MTGAN variants in Table V. Comparing M_h and MTGAN, we notice both JSD and ND have a large increase, but it can still generate all disease types within a small sample number. However, after removing the conditional matrix, M_c cannot generate all disease types with 10^7 generated samples. We can conclude that distinguishing hidden states in the critic is able to improve the quality of synthetic EHR data in terms of the disease distribution, and the conditional matrix helps to learn the distribution of uncommon diseases.

When comparing between M_{dist} and MTGAN, we notice that JSD does not have a large difference, but ND of M_{dist} increases a lot. Additionally, M_{dist} requires more samples to generate all disease types. We conjecture it is because uncommon diseases have low frequencies and therefore occur less in the synthetic data when sampling from the visit-level disease distribution. This also leads to a high normalized distance and more samples to generate all disease types.

The last comparison is replacing GRU in the generator with a Transformer encoder. Although Transformer is effective and has gained great success in natural language processing, it does not achieve superior performance to GRU. We infer that it is because the visit sequences in MIMIC-III and MIMIC-IV are not sufficiently long and hence GRU can adequately capture the temporal features of EHR data. Furthermore, we think even with positional encoding, it is still hard to learn temporal information given that the inputs of all time steps are noises.

In summary, we conclude that both the hidden state critique and the conditional matrix contribute to the EHR data generation in terms of overall disease distributions and especially uncommon diseases.

E. Downstream Task Evaluation

In this experiment, we evaluate the synthetic data of GANs for patient-level generation, i.e., WGAN-GP, TimeGAN, T-CGAN, and MTGAN. As mentioned in Section V-A, we select three temporal prediction tasks as the downstream tasks: Diagnosis prediction, heart failure prediction, and Parkinson’s disease prediction. Here, we choose two predictive models as baselines of downstream tasks:

- **Dipole** [52]: It is a bi-directional RNN with attention methods to predict diagnoses.
- **GRAM** [5]: It is an RNN-based model using disease domain knowledge to predict diagnoses and heart failure.

We first train Dipole and GRAM only using the training data of MIMIC-III and MIMIC-IV as baselines (w/o synthetic). Then, we generate synthetic EHR that are trained with WGAN-GP, TimeGAN, T-CGAN, and MTGAN, respectively. Here, the synthetic data have equal sample numbers to real training data. Next, we pre-train a new Dipole and GRAM using these synthetic data, fine-tune them using real training data, and finally test them on real test data. The experimental results including baseline results, pre-training and fine-tuning results, and their increments are shown in Table VII. In this table, the synthetic

| TABLE V | STATISTICAL RESULTS OF MTGAN VARIANTS ON MIMIC-III AND MIMIC-IV |
|---------|---------------------------------------------------------------|
| **Metrics** | M_h | M_c | M_{dist} | M_{trans} | MTGAN |
| **MIMIC-III** |
| GT | 4.284 | 4.044 | 3.339 | 3.362 | 4.431 |
| JSD_o | 0.4167 | 0.1508 | 0.1414 | 0.1791 | 0.1344 |
| JSD_p | 0.4040 | 0.1534 | 0.1321 | 0.1846 | 0.1413 |
| ND_o | 0.7537 | 0.8467 | 0.8994 | 1.0244 | 0.6563 |
| ND_p | 0.7783 | 0.8388 | 0.9959 | 1.0038 | 0.6445 |
| RN | 9.232 | > 10^7 | 229.628 | 170.800 | 7.952 |
| **MIMIC-IV** |
| GT | 5.622 | 4.548 | 4.588 | 4.330 | 5.677 |
| JSD_o | 0.3327 | 0.1910 | 0.1769 | 0.1599 | 0.1467 |
| JSD_p | 0.3264 | 0.2028 | 0.1935 | 0.1957 | 0.1649 |
| ND_o | 0.7711 | 0.9748 | 0.9460 | 1.0586 | 0.6705 |
| ND_p | 0.7961 | 0.9962 | 0.9783 | 1.0619 | 0.6843 |
| RN | 40,830 | > 10^7 | 1,488,966 | 91,530 | 11,734 |

| TABLE VI | TIME TAKEN (IN SECONDS) FOR TRAINING ONE ITERATION AND GENERATING 6,000 SAMPLES |
|-----------|---------------------------------------------------------------|
| **Model** | WGAN-GP | TimeGAN | T-CGAN | MTGAN |
| Training | 0.15 | 0.41 | 0.19 | 0.23 |
| Generating | 2.36 | 5.87 | 2.57 | 3.02 |
TABLE VII

| Models   | Dipole                | GRAM                |
|----------|-----------------------|---------------------|
|          | Diagnosis  | Heart Failure | Parkinson | Diagnosis  | Heart Failure | Parkinson |
| w/o synthetic | 19.35       | 82.08         | 68.80     | 21.52       | 83.55         | 73.81     |
| w/ WGAN-GP   | 20.02 (+3.46%) | 82.67 (+0.72%) | 69.11 (+0.45%) | 22.46 (+4.46%) | 84.06 (+0.61%) | 74.29 (+0.65%) |
| w/ TimeGAN   | 19.60 (+1.29%) | 82.69 (+0.74%) | 68.57 (+0.33%) | 22.06 (+2.51%) | 83.84 (+0.33%) | 73.85 (+0.05%) |
| w/ T-CGAN    | 20.38 (+5.32%) | 83.38 (+1.58%) | 69.33 (+0.77%) | 22.30 (+3.62%) | 84.22 (+0.80%) | 74.40 (+0.80%) |
| w/ MTGAN     | 20.48 (+5.84%) | 83.41 (+1.62%) | 70.45 (+2.40%) | 22.57 (+4.88%) | 84.19 (+0.77%) | 75.06 (+1.69%) |

The results are reported on real test data. Note that “w/o synthetic” indicates that the model is trained using only real training data. We use w-F1 (%) for Diagnosis prediction, AUC (%) for Heart failure and Parkinson’s disease prediction. The synthetic data have equal sample numbers as real training data.

Fig. 5. Downstream task evaluation by training Dipole and GRAM with different ratios of synthetic data over real training data.

data can enhance the predictive models on almost all tasks, among which MTGAN has the largest improvement on the diagnosis prediction. We infer that the synthetic EHR data provide more samples especially samples with uncommon diseases, so that the predictive models can provide a better prediction for them. Additionally, compared to other GANs, MTGAN has the most predominant results on the Parkinson’s disease prediction. It further proves that MTGAN can learn a better distribution for uncommon diseases and boost downstream tasks especially related to these uncommon diseases.

In Table VII, we pre-train Dipole and GRAM on the synthetic data that have the same number of samples as that of the real training data. In addition, we conduct more experiments by adopting different sample numbers of synthetic data in pre-training. Here, we set the ratios of synthetic data over real training data as \{0.5, 1, 1.5, 2\} to explore the impact of the synthetic data amount during pre-training on downstream tasks. The results are illustrated in Fig. 5. Each predictive model is tested on three tasks with every dataset. In general, with the growth of pre-training data, we notice that the w-F1 and AUC of prediction also show an increasing trend. It shows that these GAN models can learn effective disease distributions in EHR data to some extent. It is still worth noting that MTGAN can generate synthetic EHR data that are more beneficial to downstream tasks than other GANs, especially the Parkinson’s disease prediction. Therefore, we may conclude that MTGAN can generate EHR data that have more accurate disease distribution and more advantages in boosting downstream tasks.

VII. CONCLUSION

GAN-based models are commonly adopted to generate high-quality EHR data. To tackle the challenges of generating EHR with GAN, we proposed MTGAN to generate time-series visit records with uncommon diseases. MTGAN can preserve temporal information as well as increase the generation quality of uncommon diseases in generated EHR by developing a temporally correlated generation process with a smooth conditional matrix. Our experimental results showed that the synthetic EHR data generated by MTGAN not only have better statistical properties, but also achieve better results than the state-of-the-art GAN models with regards to the performance of predictive models on multiple tasks, especially for predicting uncommon diseases.
In this work, we mainly focused on GAN models to generate diseases, i.e., multi-label generation. Therefore, one of the shortcomings of MTGAN is that it does not consider other feature types in EHR, such as procedures, medications, or lab tests. In the future, we plan to explore effective methods to generate real values including lab tests and vital signs of patients. Furthermore, we will utilize the GAN method to deal with missing values in the EHR data.
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