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Abstract
Using a new procedure based on Kummer’s Confluent Hypergeometric Functions, we investigate the question of singularity avoidance in loop quantum gravity (LQG) in the context of $U(1)^3$ complexifier coherent states and compare obtained results with already existing ones. Our analysis focuses on the dynamical operators, denoted by $\hat{q}_i^\alpha(r)$, whose products are the analogue of the inverse scale factor in LQG and also play a pivotal role for other dynamical operators such as matter Hamiltonians or the Hamiltonian constraint. For graphs of cubic topology and linear powers in $\hat{q}_i^\alpha(r)$, we obtain the correct classical limit and demonstrate how higher order corrections can be computed with this method. This extends already existing techniques in the way how the involved fractional powers are handled. We also extend already existing formalisms to graphs with higher-valent vertices. For generic graphs and products of $\hat{q}_i^\alpha(r)$, using estimates becomes inevitable and we investigate upper bounds for these semiclassical expectation values. Compared to existing results, our method allows to keep fractional powers involved in $\hat{q}_i^\alpha(r)$ throughout the computations, which have been estimated by integer powers elsewhere. Similar to former results, we find a non-zero upper bound for the inverse scale factor at the
initial singularity. Additionally, our findings provide some insights into properties and related implications of the results that arise when using estimates and can be used to look for improved estimates.
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1. Introduction

Motivated by results in loop quantum cosmology (LQC) on the cosmological singularity avoidance, it is of big interest to find out whether singularities—and especially the Big Bang singularity—are resolved in the framework of full loop quantum gravity (LQG) too. LQC is a
quantum mechanical toy model of LQG with a finite amount of degrees of freedom as it quantises general relativity (GR) not as a whole but only its symmetry reduced, cosmological sector. It was introduced by Bojowald in a series of papers [1–4] based on former work with Kastrup [5] and evolved quickly into an active field of research; see for instance [6–8] for reviews and the references therein. While the results of [9–13] are indeed very promising concerning the avoidance of the Big Bang singularity and replacing it by a big bounce accordingly, there is a lot of discussion on how LQC is embedded into full LQG [14–20]. Hence, it is of importance to also approach the possibility of singularity avoidance from the side of full LQG—guided by the seminal results of LQC where possible. In order to proceed into this direction, an analysis of the operators describing the quantum dynamics in LQG is necessary. One approach that addresses this question follows the strategy to obtain cosmological models from full LQG as for instance in [21, 22], where the latter relies on semiclassical techniques in order to obtain cosmological models from LQG. In general, the semiclassical sector of the theory provides a framework where this question is of interest. Entering this realm, in turn, requires that we have appropriate semiclassical states for the theory, which we can use for computing expectation values of the relevant operators such as for instance the inverse scale factor in this sector. For loop quantum gravity, SU(2) complexifier coherent states were constructed in [23], based on a complexification method introduced in [24, 25], which was later generalised to diffeomorphism invariant gauge theories [26]. In a series of papers [27–30], it was shown that these complexifier coherent states fulfil the desired properties such as peakedness in the configuration, momentum and phase space representation or the Ehrenfest theorems, i.e. that they do reflect the behaviour of classical physics in zeroth order in $\hbar$, and that the commutator of two operators (divided by $i\hbar$) resembles the Poisson bracket of the corresponding classical functions. Accordingly, those states are also referred to as semiclassical states and one can use them to perform a semiclassical analysis. One class of dynamical operators relevant in this context, denoted as $\hat{q}_j^r(r)$, constitutes the main ingredient of many quantum operators that are important for describing the theory’s dynamics. As the inverse scale factor can be constructed from it as well, it is furthermore the main object of investigation when looking into singularity avoidance in cosmology. One of the reasons why this class of operators, however, is not easy to handle is that they contain the volume operator to the power of $r^2Q$, making many analytical calculations impossible since the full spectrum of the volume operator is not known. This is the reason why we are forced to use estimates, approximations or simplified models if we want to proceed. As far as semiclassical investigations are concerned, in [31] so-called semiclassical perturbation theory was introduced that allows to replace the volume operator by a power series expansion in terms of operators that involve only integer powers of the flux operators. For those, semiclassical expectation values can be analytically computed if one uses the SU(2) complexifier coherent states as has been shown in [27–30]. Another possibility is to replace the SU(2) coherent states by U(1)$^3$ coherent states, which have the advantage that they diagonalise the volume operator.

In previous work [32, 33], Sahlmann and Thiemann presented i.a. a procedure for calculating expectation values with respect to U(1)$^3$ complexifier coherent states of the operators that constitute the Hamiltonians of various fields being coupled to gravity, including the operator $\hat{q}_j^r(r)$. They were able to perform their calculations without the usage of estimates to solve the occurring integrals in the expectation value as they restricted their analysis to cubic graphs. However, their approach involves a Taylor expansion of quantities with fractional powers, which was crucial for obtaining analytical expressions as final results. Later, Brunnemann and Thiemann [34, 35] analysed the question of singularity avoidance in LQG. In their work, they showed that the analogue of the inverse scale factor operator in LQG is unbounded from above on zero volume states. However, they found indeed an upper bound for the expectation value
of the inverse scale factor operator with respect to U(1)$^3$ coherent states at the Big Bang. In order to obtain this result, they applied a chain of estimates that allowed them to circumvent the evaluation of the initial integrals and instead replace them by ones that can be integrated analytically with the methods they used. The details will be discussed below (cf section 4.1.1). They conclude that singularity avoidance in LQG, if existing, has to be addressed differently than in LQC, but the existence of an upper bound of the inverse scale factor’s expectation value with respect to coherent states at the Big Bang can be seen as a strong indication for the respective singularity’s resolution at least in the semiclassical sector of the theory.

The present article aims at revisiting the semiclassical analysis of the inverse scale factor operator by applying methods introduced in our companion paper [36] using also U(1)$^3$ coherent states. In our previous work, we showed that Kummer’s confluent hypergeometric functions (KCHFs) can be used to analytically compute expectation values of fractional powers of the momentum operator with respect to U(1) coherent states or the well-known quantum mechanical coherent states. This technique also applies to U(1)$^3$ coherent states frequently used in the earlier analysis of LQG. The reason why KCHFs fit well into this framework is that the KCHFs of first and second kind are in some sense dual to each other under the Fourier transform, which was shown in [37] and heavily used and discussed in detail in [36]. The integrals at hand for the semiclassical expectation values result essentially in Kummer’s confluent hypergeometric function of the first kind. If being interested in the semiclassical limit, one can subsequently make use of the KCHF’s asymptotic expansion for large arguments to obtain in zeroth order the result one would expect from the classical calculation. This expansion is performed in terms of the classicality parameter encoded in the coherent states, which is $\hbar$ in the case of the quantum mechanical coherent states. The aim of the present work now is to apply the KCHF-procedure in the LQG-framework and calculate semiclassical expectation values there. An advantage of this method compared to the former analysis in [32–35] is that we are able to avoid estimates at certain stages of the computation since we can integrate fractional powers against Gaussians, whereas in the former work either Taylor expansions or estimates were necessary to substitute the involved fractional powers. In our analysis here, depending on the scenario we consider, we can perform our computations either even without the additional usage of estimates or with ones that are slightly better adapted to the fractional power of the operator. The scenarios we consider differ by the choice of the underlying graph, particularly its valence, or by the power of the operator $\hat{q}_j^p(\mathbf{r})$. We will show that we can on the one hand extend the method used by Sahlmann and Thiemann also to more general graphs than cubic ones and on the other hand adapt the procedure of Brunnemann and Thiemann with the use of the KCHFs and compare their results to ours. The latter allows us further to discuss limitations and generalisations of existing estimates in this context.

The paper is structured as follows: First, we will briefly introduce the relevant operators of LQG and the mathematical tools in section 2.1. Subsequently, in section 2.2, we summarise how semiclassical expectation values can be computed using KCHFs and then apply this procedure in order to compute the expectation value of fractional powers of the momentum operator with respect to coherent states in section 2.3 as an illustrating example.

In section 3, we apply this method to the volume operator and perform semiclassical computations without the additional usage of estimates. Starting with graphs of cubic topology in section 3.1, we first calculate the basic building block of their semiclassical expectation value of $\hat{q}_j^p(\mathbf{r})$ with respect to U(1)$^3$ coherent states in section 3.1.2. We only illustrate the general procedure, while the details of this calculation can be found in appendix B. The final result can be found in (3.24) on page 20. Its specialisation to the case $p=0$ that corresponds classically to the cosmological singularity is shown in (3.28) on page 22. Afterwards, we discuss the semiclassical limit in section 3.1.4, where again the detailed derivation is presented in
In our next step in section 3.2, we then proceed to higher valent vertices and, after a general introduction, apply the procedure of Sahlmann and Thiemann to these not necessarily cubic graphs in section 3.2.2. The final result for the semiclassical expectation values of $\prod_{k=1}^{N} q_{k}^E(r)$ via a generalised form of the procedure of Sahlmann and Thiemann can be found on page 30 in (3.49).

For more complicated and general scenarios, the relevant integrals cannot be solved by the methods discussed in the former section and therefore, in section 4, we discuss semiclassical computations for the volume operator that also rely on estimates. The first calculation of section 4.1.1 follows the route of Brunnemann and Thiemann and—likewise to their result—also yields an upper bound for the inverse scale factor, but in our case is adopted in such a way that we use different estimates as we can then evaluate the integrals at hand by means of KCHFs. The semiclassical expectation values of $\hat{q}_k^E(r)$ using a generalised form of the estimates of Brunnemann and Thiemann is shown in (4.10) on page 33. The case $p = 0$ is separately discussed and can be found in (4.14) on page 34. A generalisation of the above procedure for $\prod_{k=1}^{N} q_{k}^E(r)$ is given in (4.22) on page 36 and for the specific case $p = 0$ in (4.26) on page 37. The comparison of the way different estimates enter into the final result allows us to discuss the limitations of such estimates as well as finding new estimates that potentially improve the results, or at least let us understand the problems that arise due to the utilisation of them. These are illustrated in sections 4.2 and 4.3, followed by a comparison with the initial Brunnemann and Thiemann approach in section 4.4. The final result for the semiclassical expectation values of $\hat{q}_k^E(r)$ using a new kind of estimate is presented in (4.36) on page 40 and in (4.37) on page 41 for the case $p = 0$. Considering a further new kind of estimate, the semiclassical expectation value of $\hat{q}_k^E(r)$ has been recalculated in (4.57) on page 46. The final conclusion is then found in section 5, followed by an appendix that i.a. covers the full calculation behind sections 3.1.2 and 3.1.4, an overview over the essential estimates we used in section 4 as well as a comparison between our method and the one used by Sahlmann and Thiemann for a simple example.

2. Brief review of the relevant LQG operators and semiclassical techniques

2.1. Relevant LQG operators

Loop quantum gravity (LQG) is a theory of SU(2) Yang–Mills type, but with the difference that it is not built upon a background metric and instead treats spacetime as a dynamical object itself. It is based on a formulation of general relativity in terms of Ashtekar–Barbero variables that consist of pairs of an SU(2) connection $A^j$, where $j$ denotes the SU(2) and $a$ the spatial index, and a so-called ‘electric field’ $E^a_i$ as the conjugate variable. After quantisation, the theory’s kinematical Hilbert space $H_{\text{kin}} = L^2(\mathcal{A}, d\mu_{\text{AL}})$ is based on the set of generalised connections $\mathcal{A}$ together with the Ashtekar–Lewandowski measure $\mu_{\text{AL}}$. An orthonormal basis in $H_{\text{kin}}$ is provided by so-called spin network functions (SNFs) $T_\gamma$. These are defined for a given graph $\gamma$, which is embedded into the spatial manifold of the classical theory and consists of finitely many edges $M$ that only join at the vertices. Given the connection $A$, we can define an associated holonomy $h_\gamma(A)$ for each edge $e_\gamma$, which is the path-ordered exponential over the connection integrated along the edge. SNFs can then be understood as cylindrical functions of the holonomies $h_\gamma(A)$ for a given $\gamma$ composed of $M$ edges $e$:

$$T_\gamma(A) = T_\gamma(h_{e_1}(A), h_{e_2}(A), \ldots, h_{e_M}(A)), \quad T_\gamma : \text{SU}(2)^M \to \mathbb{C}. \quad (2.1)$$

The conjugate momenta of the holonomies are the fluxes $E_{\gamma}(E)$, which are the aforementioned fields $E$ smeared over appropriate surfaces $S$. In the kinematical Hilbert space, these
become holonomy and flux operators—the analogue of the position and momentum operator in quantum mechanics. For more detailed introductions to LQG, see for instance the reviews [38–40] or the books [41, 42] for an even more comprehensive overview.

As mentioned in the introduction, an important class of operators is

\[ \hat{q}_e(r) := \text{tr} \left( \tau_r h_e \left( \hat{h}_e \right)^{-1}, V' \right), \]  

(2.2)

since products

\[ \prod_{k=1}^{N} \hat{q}_e^{b_k} \]

of them constitute basic building blocks of various Hamiltonian operators [32, 33] within LQG. If in turn interested in studying singularity avoidance, the configuration \( r = \frac{1}{\ell_p}, N = 6 \) that results in the operator corresponding to the inverse scale factor after additionally multiplying by \( \frac{1}{\sqrt{\pi}} \) is of particular interest. To explain the individual building blocks of the operator in more detail, we denote for each given graph \( \gamma \) its set of edges by \( E(\gamma) \) and its set of vertices by \( V(\gamma) \). In the equation above, \( \tau_r \) is a basis of \( \text{su}(2) \) and \( h_r \) the holonomy operator acting on edge \( e \) of the SNF. The operator \( V' \) is the volume operator [43, 44] to the power of \( r \in \mathbb{Q} \), where the volume operator itself is given by

\[ V = \beta^2 \ell_p^3 \sum_{v_j \in V(\gamma)} \sqrt{\widehat{Q}_{v_j}}. \]  

(2.3)

Therein, \( \beta \) denotes the Barbero–Immirzi parameter and \( \ell_p \) the Planck length. This form of the volume operator illustrates the fact that it collects all the contributions of vertices \( v_j \in V(\gamma) \) that lie in the region the volume is to be calculated of. The operator that acts at each vertex \( v_j \) and actually evaluates those contributions reads

\[ \widehat{Q}_{v_j} = \frac{1}{48} \sum_{e'' \in E(\gamma)} \epsilon_{ijk} \epsilon(e, e', e'') \hat{X}_{v_j, e}^i \hat{X}_{v_j, e'}^j \hat{X}_{v_j, e''}^k, \]

(2.4)

where the right-invariant vector fields \( \hat{X}_{v_j, e}^\mu \) act on SNFs as

\[ \left( \hat{X}_{v_j, e}^\mu T_\gamma \right) (h) := \frac{d}{dt} T_\gamma \left( e^{i\mu} h \right) \bigg|_{t=0} \]  

(2.5)

and \( \epsilon(e, e', e'') \) is the so-called sign factor, which is sensitive to the orientation of the triple of edges that meet at \( v_j \) and takes the values \( \pm 1 \) or \( 0 \) if the edges are linearly dependent. Thus, \( \widehat{Q}_{v_j} \) collects all contributions of all right-invariant vector fields \( \hat{X}_{v_j, e}^\mu \) on configurations of all triples of edges \( e, e', e'' \) that meet at \( v_j \), taking care of their orientation via \( \epsilon(e, e', e'') \).

As mentioned above and like [32–35], we will replace \( \text{SU}(2) \) by \( \text{U}(1)^3 \) as a simplification for our semiclassical analysis. Replacing \( \text{SU}(2) \) by \( \text{U}(1)^3 \) can be done without changing the obtained results quantitatively, as [28, 29, 31] showed, while simplifying the calculations drastically due to \( \text{U}(1)^3 \) being Abelian. The holonomy flux algebra for \( \text{U}(1)^3 \) on the Hiblert space \( \mathcal{H}_e = L_2(\mathbb{U}(1)^3, d\mu_H) \) associated with each edge \( e \), where \( d\mu_H \) denotes the corresponding Haar measure, reads

\[ \left[ \hat{h}^i_e, \hat{p}^j_{e'} \right] = -i \frac{\ell_p^2}{\alpha'} \delta_{e' e} \delta^i j k \hat{h}^k_e, \quad \left[ \hat{h}^i_e, \hat{h}^j_e \right] = 0 \quad \text{and} \quad \left[ \hat{p}^i_{e'}, \hat{p}^j_{e''} \right] = 0. \]
Here, we introduced a generic length scale \( a \) in order to work with dimensionless fluxes for later convenience. The holonomy operators \( \hat{h}_e \) act by multiplication and the flux operators can be expressed in terms of right invariant vector fields of \( U(1) \), that is \( \hat{p}_e = \frac{1}{i} X_e \) with \( X_e := i h_e \frac{\partial}{\partial x^e} \).

Ultimately, the important feature of using \( U(1)^3 \) is that the \( U(1)^3 \) equivalents of the SNFs diagonalise the volume operator and, accordingly, the \( U(1)^3 \) version of \( \hat{q}_h(r) \). In the \( U(1)^3 \) version of LQG, the SNFs are replaced by so-called charge network functions (CNFs). This name is caused by the fact that by working with \( U(1)^3 \), the states are now graphs \( \gamma \) consisting of \( M \) edges \( e_j \in E(\gamma) \), meeting other edges in vertices \( v_j \in V(\gamma) \), and where all those edges \( e_j \) are each equipped with three \( U(1) \)-charges \( n_j, i \in \{1, 2, 3\} \). As analogue of the operator (2.2) in \( U(1)^3 \), we use

\[
\hat{q}_h^{\hat{h}}(r) := \frac{1}{a^3} \hat{h}_e^{\hat{h}} \left( \left( \hat{h}_e^{\hat{h}} \right)^{-1}, \hat{V} \right),
\]

(2.6)

where \( \hat{h}_e^{\hat{h}} \) now is the holonomy operator acting on edge \( e_i \) and \( U(1) \)-copy \( i_{0} \) of the CNF by increasing the charge \( n_{i_{0}}^{e_i} \) by 1, \( \left( \hat{h}_e^{\hat{h}} \right)^{-1} \) the inverse thereof and \( \hat{V} \) the volume operator to the power of \( r \in \mathbb{Q} \). To make future calculations dimensionless right from the start, we additionally included the prefactor \( \frac{1}{a^3} \), where \( a \) is a length scale that links the classicality parameter \( \ell_p \) and the Planck length \( \ell_p \) via \( \ell_p = \frac{\ell_p}{a} \). This length scale \( a \) is originally introduced to work with dimensionless fluxes in the course of the construction of the coherent states and its corresponding complexifier.

Following the notation of [35], the volume eigenvalues of \( \hat{V} \) acting on charge network states \( T_\gamma \) are given by

\[
\hat{V} T_\gamma = \sum_v \lambda \left( \left\{ n_i^j \right\} \right) T_\gamma = \sum_v \ell_p^3 \sqrt{\left[ \sum_{IJK} \epsilon_{ijk} \epsilon_{000} n_i^I n_j^J n_k^K \right]} T_\gamma,
\]

(2.7)

i.e. they diagonalise the volume operator. In this formula, \( Z := \frac{\lambda}{2\pi} \) was chosen in accordance with [45] and we absorbed the Immirzi parameter also in the definition of \( Z \). The composition of the above expression follows closely the definition of the volume operator, which is a logical consequence of the CNFs being eigenfunctions thereof: We can read \( \epsilon_{ijk} n_i^I n_j^J n_k^K \) as the determinant of a ‘charge matrix’, with one label being the three \( U(1) \)-copies \( \{ i \} \) and the other one representing the three edges \( e_1, e_2, e_3 \) meeting at \( v \). Then, \( \sum_{IJK} \epsilon_{ijk} \epsilon_{000} \) sums over all (oriented) configurations of three edges meeting at \( v \), while \( \sum_v \) lastly collects the contributions of all vertices lying inside the region of interest, \( v \in V(\gamma) \). This perspective will become more important when we establish estimates for the expression above in section 3.2. The reason why we need estimates can also be seen at this level already: Factoring expectation values of \( \hat{q}_h^{\hat{h}}(r) \) with respect to coherent states, one ultimately has to integrate expressions like (2.7) against Gaussian functions, which is in general analytically not possible.

Following the notation of [35] again, the action of \( \hat{q}_h^{\hat{h}}(r) \) on the charge network state \( T_\gamma \) is

\[
a^{3r} \hat{q}_h^{\hat{h}}(r) T_\gamma = \left( \hat{V} - \hat{h}_e^{\hat{h}} \hat{V} \left( \hat{h}_e^{\hat{h}} \right)^{-1} \right) T_\gamma
\]

\[
= \left( \lambda^r \left( \left\{ n_i^j \right\} \right) - \lambda^r \left( \left\{ n_i^j - \delta_i\delta_{i0} \right\} \right) \right) T_\gamma.
\]

(2.8)

The second contribution means that \( \lambda^r \) is evaluated not on the initial charge matrix but a modified one with \( n_{i_{0}}^{e_i} \rightarrow n_{i_{0}}^{e_i} - 1 \), reflecting the action of \( \left( \hat{h}_e^{\hat{h}} \right)^{-1} \) before the one of the volume operator.
The complexifier coherent states [23] can similarly be constructed in the U(1)³-framework. They are labelled by a point $m = (A^{(0)}, E^{(0)})$ in phase space, around which the coherent state is peaked. Furthermore, they involve a so-called classicality parameter denoted by $t$, which provides access to the classical limit of the theory if being sent to zero. For complexifier coherent states, this is usually chosen to be $t = \frac{\delta s}{2\pi} \sim \hbar$, with the generic length parameter $a$, as mentioned above. The analogue in quantum mechanics is just $\hbar$. In the notation of [35],

the coherent states have the form

$$\Psi_m(A) = \prod_{i \in \{1, 2, 3\}} \sum_{n_i' \in \mathbb{Z}} e^{-\frac{z}{2} (n_i')^2 + i n_i' \phi_i(m)} \left[ e^{i \psi_i(m)} e^{-i \psi_i(A)} \right]^{n_i'},$$

where we assumed the dimensionless classicality parameter $t$ to be the same for all edges. This is not a necessary choice but rather taken in order to keep the formulae more concise. The square bracket’s second exponential function denotes the inverse of the U(1)-holonomy

$$h_i(A) = e^{I_i \phi_i(A)} = e^{i \psi_i(A)},$$

while the first one is one part of the so-called complexified holonomy,

$$h_i(Z(m)) = e^{i \phi_i(m)} h_i(A|m) = e^{i \phi_i(A)} e^{i \psi_i(A)},$$

which enters into the construction of the complexifier coherent states. Therein, $m = (A, E) = Z(m)$ can be obtained from a complexifier that is quadratic in the fields $E_i^a$ and leads to a complexification of the connections $A_i^a$, see [35] for the exact form. In our notation, we have $\{A_i^a(x), E_i^a(y)\} = \kappa \delta_i^a \delta^{(3)}(x - y)$ with $\kappa := 8\pi G_N$, where $G_N$ is Newton’s constant. For a more detailed treatment and construction of these coherent states see [23, 27–30, 32, 33, 35].

With the coherent states being linear combinations of the conjugate charge network states $T_c$, we need to evaluate $q_i^h(t)$ with respect to those and get for the expectation value of interest

$$\langle q_i^h(t) \rangle_{\Psi_{\text{w}}} = \frac{1}{\|\Psi_m\|^2} \sum_{\{n_i'\} \in \mathbb{Z}} e_{\sum_i t \left( (n_i')^2 + 2i \phi_i \right)} \lambda^t \left( \{n_i'\} \right)$$

$$:= \frac{1}{\|\Psi_m\|^2} \sum_{\{n_i\} \in \mathbb{Z}} e_{\sum_i t \left( (n_i')^2 + 2i \phi_i \right)} \lambda^t \left( \{n_i\} \right) - \lambda^t \left( \{n_i' + \delta_i^{h} \} \right)$$

$$= \left[ \frac{1}{\|\Psi_m\|^2} \sum_{\{n_i'\} \in \mathbb{Z}} e_{\sum_i t \left( (n_i')^2 + 2i \phi_i \right)} f_p^{3\mathbb{Z}} e^{i (1JK) \epsilon_{ijk} n_i' n_j' n_k'} \lambda^t \left( \sum_{1JK} e^{(1JK) \epsilon_{ijk} n_i' n_j' n_k'} \right)^{\frac{1}{2}} \right.$$

$$- \left. \sum_{1JK} e^{i (1JK) \epsilon_{ijk} n_i' + \delta^{ij} \delta_{k\ell} } \left( n_j' + \delta^{ij} \right) \left( n_k' + \delta^{ik} \right) \right].$$

Note that there is now a + in the commutator’s second $\lambda^t$ due to the action of $\left( \frac{1}{\|\Psi_m\|^2} \right)^{-1}$ on the conjugate CNF $T_c$. We used $\delta^{ij}_{k\ell}$ as a shorthand notation for $\delta^{ij} \delta_{k\ell}$.

Typically, as a next step, one performs a Poisson resummation according to (A1) in order to transform the above expression into one that is converging much faster for $t \to 0$: As we are interested in the semiclassical limit of small $t$, the Gaussian in $t (n_i')^2$ of (2.12) will become wider and wider, hence forcing us to include more and more terms of the sum over $n_i'$. After the application of the Poisson resummation, however, it becomes a rapidly decreasing function
of new $N_j^i \in \mathbb{Z}$ and it turns out that the $N_j^i = 0$ contribution dominates. To perform the Poisson resummation, we define $x_j^i := T\eta_j^i := \sqrt{i}\eta_j^i$. First, we apply it to the squared norm of the states and obtain (like in \cite{35})

$$
\|\Psi_m\|^2 = \prod_{\epsilon_i \in E(\gamma)} \sum_{N_j^i \in \mathbb{Z}} 2\pi \sqrt{\frac{\pi}{t}} \frac{e^{-\frac{x_j^i(\epsilon_j^i)^2}{t}}}{1 + K_i}.
$$

(2.13)

$K_i$ therein is of order $\mathcal{O}(t^{\infty})$, implying it can be neglected at any point where one considers the limit $t \to 0$. Given this, the expectation value takes the form

$$
\langle \hat{q}_j^i(r) \rangle_{\Psi_m} = \frac{|Z|^2 T^{3\gamma}}{\|\Psi_m\|^2} \sum_{\{N_j^i\} \in \mathbb{Z}} \left(\frac{2\pi}{T}\right)^{3M} \int_{-\infty}^{\infty} d^3x_1 \epsilon \sum_{\sigma} \left( - \epsilon + 2 x_1^i \gamma \epsilon \right) \frac{1}{T^n} \times \left( \sum_{IJK} \epsilon(IJK) \delta_{ijkl} x_1^j x_2^k \delta_{ij} \right) \times \left( \sum_{IJK} \epsilon(IJK) \delta_{ijkl} x_2^j + T \delta_{ik} \delta_{lj} \right) \times \left( \delta_{ij} \delta_{kl} \right).
$$

(2.14)

Our aim is now to apply new methods for determining semiclassical expectation values of the kind above. As an explicit, analytical calculation for the general case is not feasible, we will rely either on estimates or less general applications which simplify the expression in (2.14). In section 3.1.2, we show that we can in fact directly calculate the case of cubic graphs by means of Kummer’s confluent hypergeometric functions without the need of estimates. We will also use a procedure similar to the one of Brunemann and Thiemann \cite{34,35}, who used a series of inequalities to circumvent the elaborate integrals of (2.14) via estimating the root of the absolute value of the sum of determinants by the sum over the square of the single charges. However, we will demonstrate in section 4.1.1 that with the help of KCHFs we do not need to go thus far, as we will be able to integrate (basic) root-expressions by means of the formalism introduced in the next section 2.2. This allows us to conserve the information encoded in the root’s exponent, allowing to ultimately find an estimate with correct powers in the variables. First of all, however, we present in the next subsections an introduction and overview of the methods we will use in our later computations.

### 2.2. Kummer’s confluent hypergeometric functions (KCHFs)

Since this is a key technique of the present work, we will introduce Kummer’s confluent hypergeometric functions (KCHFs) in a bit more detail, also including a concise example of calculating expectation values of roots or more general fractional powers of the momentum operator $\hat{p}$ for $\text{U}(1)$ coherent states in the subsequent section 2.3.

Kummer’s confluent hypergeometric functions $\Gamma(a, b, z)$ arise in particular via integrals of the form

$$
\int_{-\infty}^{\infty} \frac{e^{-\rho^2(x^2)}}{|\rho|^{1-\gamma}} \Gamma\left(\frac{r+1}{2}\right) \frac{1}{\rho^2 \Gamma\left(\frac{r}{2}\right)} \text{ or } \Gamma\left(\frac{r+1}{2}\right) \frac{1}{\rho^2 \Gamma\left(\frac{r}{2}\right)}
$$

(2.15)

Note that we can use $\frac{\rho}{\rho} = \sqrt{t} = T$. 

\[ \int_{-\infty}^{\infty} e^{-\rho^2 x^2 + 2\rho^2 \mu x} \left| x \right|^r \, dx = \left| \rho \right|^{-1-r} \Gamma \left( \frac{r+1}{2} \right) \, _1F_1 \left( \frac{r+1}{2}, 1, -\frac{1}{2} \mu^2 \rho^2 \right), \]  

(2.16)

where we call \( z \) the argument of \(_1F_1(a, b, z)\) and \( \Re (r) > -1 \wedge \Re (\rho^2) > 0 \) needs to be fulfilled. Note that \([36]\) showed a generalisation of the above identities by using a theorem from \([37]\) that proved that the Kummer functions of first and second kind (see next paragraph) are dual, in a certain sense, with respect to the Fourier transformation.

Comparing the two identities, we see that we can proceed from the left hand side of the second one to the left hand side of the first one by completing the square, yielding an \( x \)-independent prefactor \( e^{-\mu^2 \rho^2} \). Comparing the respective right hand sides, we can use one of Kummer’s transformations \([46, 13.2.39 \text{ therein}]\):

\[ _1F_1(a, b, z) = e^z \, _1F_1(b-a, b, -z) \]  

(2.17)

\[ \Rightarrow _1F_1 \left( -\frac{r}{2} \left[ 1 + \frac{1}{2} \mu^2 \rho^2 \right] \right) = e^{-\mu^2 \rho^2} \, _1F_1 \left( \frac{1+r}{2}, \frac{1}{2} \mu^2 \rho^2 \right). \]  

(2.18)

In general, the confluent hypergeometric functions of the first and second kind are solutions of Kummer’s differential equation \([47]\)

\[ z \frac{d^2w}{dz^2} + (b-z) \frac{dw}{dz} - aw = 0, \]  

(2.19)

reading

\[ _1F_1(a, b, z) := \sum_{n=0}^{\infty} \frac{(a)_n}{(b)_n n!} z^n \]  

and

\[ U(a, b, z) := \frac{\Gamma(1-b)}{\Gamma(1+a-b)} \, _1F_1(a, b, z) + \frac{\Gamma(b-1)}{\Gamma(a)} \, z^{1-b} \, _1F_1(1+a-b, 2-b, z) \]  

(2.20)

respectively. Therein, \((a)_n\) denotes the Pochhammer symbol or raising factorial \(^2\)

\[ (a)_0 = 1, \]

\[ (a)_1 = a \]  

and

\[ (a)_n = (a+1)(a+2) \cdots (a+n-1). \]  

(2.22)

\(_1F_1(a, b, z)\) is originally denoted by \( \varphi(\alpha, \beta, z) \) in equation (1) of \([47]\), while in modern literature, mainly the notation \( M(a,b,z) \) is used besides \(_1F_1(a, b, z)\). However, note that there also exists the regularised KCHF \( M(a,b,z) \Gamma(b) := M(a,b,z) \) symbolised by an upright M, that avoids the singularities of \(_1F_1(a, b, z)\) whenever \( b \) is 0 or a negative integer.

KCHFs include a vast amount of functions, such as

\[ _1F_1(0, b, z) = 1, \]  

(2.23)

\[ _1F_1(a, a, z) = e^z, \]  

(2.24)

\[ _1F_1(-n, \frac{1}{2}, z^2) = (-1)^n \frac{n!}{(2n)!} H_{2n}(z) \]  

and

\[ (2.25) \]

\(^2\) Note that the raising factorial is sometimes also denoted by \( e^{(x)} \). To make things even worse, Pochhammer himself used \((a)_n\) for the binomial coefficient \( \binom{n}{a} \) and \([a]_n\) for the raising factorial \([48, \text{ pp 80–81}]\). We use the above notation as it became the established standard for hypergeometric functions.
\[ 1F_1(-n, \frac{1}{2}, z^2) = (-1)^n \frac{n!}{(2n+1)!} 2^z H_{2n+1}(z), \] (2.26)

with the Hermite polynomials \( H_n(z) \) as well as other identities for Bateman’s function, Bessel functions, Laguerre polynomials and more [46, 49]. The Kummer (confluent hypergeometric) functions of the first kind, \( 1F_1(a, b, z) \), can also be understood as a special limit of the ordinary (or Gaussian) hypergeometric functions

\[ 2F_1(a, b; c; z) := \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n n!} z^n \] (2.27)

via

\[ 1F_1(a, c; z) = \lim_{b \to \infty} 2F_1 \left( a, b; c; \frac{z}{b} \right). \] (2.28)

As we are ultimately interested in considering expansions in the classicality parameter, one of the KCHFs’ properties that we will often make use of is the asymptotic expansion for large arguments \( |z| \to \infty \), which reads [49]

\[
1F_1(a, b, z) \quad |z| \to \infty \approx \Gamma(b) \left[ \frac{e^{\pm \pi a} - a}{\Gamma(b-a)} \sum_{n=0}^{\infty} \frac{(a)_n(b-a)_n}{n!} (-z)^{-n} + \frac{e^{\pm \pi a}}{\Gamma(a)} \sum_{n=0}^{\infty} \frac{(b-a)_n(b-a)_n}{n!} (-z)^{-n} \right], 
\] (2.29)

where the minus sign in \( \exp(\pm \pi a) \) is chosen if \( z \) lies in the right half plane.

### 2.3. Expectation values of fractional powers the momentum operator

In the spirit of our companion paper [36], we now consider the expectation values of fractional powers (involving also the case of roots) of the momentum operator with respect to \( U(1)^3 \) coherent states. But first of all, we recapitulate the procedure of [36] for determining these expectation values for \( U(1) \) coherent states [28]

\[
\psi_g^\prime = \sum_{n \in \mathbb{Z}} e^{-\frac{1}{2}h^2 + p_n} \left( e^{\theta(n)} e^{-i\theta} \right)^n,
\] (2.30)

where \( m \) is the point in phase space the coherent state is peaked around, as before, while they use \( g = e^{\pi i + \theta(m)} \) to denote the complexified holonomy. We then obtained in [36] \(^3\), via [29], for \( \text{Re}(\tau) > -\frac{1}{4} \)

\[
\langle |\hat{p}| \rangle \psi_g = \| \psi_g^\prime \|^2 \sum_{n=-\infty}^{\infty} |m|^r e^{-m^2 + \frac{2\pi p}{3}}
\]

\[
= \| \psi_g^\prime \|^2 \frac{2\pi}{T} T^r \sum_{N=-\infty}^{\infty} \int_{-\infty}^{\infty} \text{d}x |x|^r e^{-\frac{\pi x^2}{m^2} + \frac{2\pi p x}{m^2}}
\]

\[
= \| \psi_g^\prime \|^2 \frac{2\pi}{T^{1-r}} \sum_{N=-\infty}^{\infty} \Gamma \left( \frac{r+1}{2} \right) \Gamma \left( \frac{1}{2} \right) \left( \frac{p - \pi iN}{T^2} \right)^r \quad \text{.} \quad \text{(2.31)}
\]

\(^3\) Note that we used a different convention for the Fourier transform therein, namely \( \frac{d\theta}{\sqrt{2\pi}} \) compared to \( \text{d}x \) here.
\[ t \to 0 \quad |p|^r \left( 1 - \frac{r(1 - r)}{4} \frac{t}{p^2} - \frac{r(1 - r)(2 - r)(3 - r)}{32} \frac{t^2}{p^4} + O(t^3) \right). \]  

(2.32)

Note that as far as only the expectation value is considered \( r > -1 \) would be allowed, but as discussed in [36] we want to allow only \( r > -\frac{1}{2} \) for which also the norm \( ||\hat{p}^r \psi_g^r|| \) is well-defined. The sequence of steps of calculation above shows the route we follow when tackling expectation values via KCHFs: We performed the Poisson resummation via \( x := \sqrt{\nu n} := Tn \) from the first to the second line, which leads to an integral of a Gaussian against the \( r \)th root of the absolute value. This integral then results in a KCHF and we finally need to perform the asymptotic expansion for large arguments of a KCHF according to (2.29), which ultimately results in a power series in \( t \).

The last step of (2.32) is in fact more elaborate and we will illustrate it in more detail. Inserting the formula for the asymptotic expansion together with the state’s norm

\[
\|\psi_g^r\|^2 = 2\pi \frac{\pi}{t} \sum_{n=-\infty}^{\infty} e^{\frac{\pi^2}{4}\frac{e^{-n^2\pi^2}}{}} e^{2\pi\imath \chi r \frac{n}{t}} = 2\pi \sqrt{\frac{\pi}{t}} \frac{\pi}{1 + \mathcal{K}_t}
\]

where we again introduced a \( \mathcal{K}_t \overset{t \to 0}{=} 0 + O(t^\infty) \), we get

\[
(2.31) = \frac{e^{-\frac{\pi^2}{4T^2}(1+\mathcal{K}_t)}}{2\pi \sqrt{\frac{\pi}{T}}} \frac{\pi}{T} \sum_{n=0}^{\infty} \Gamma\left(\frac{1+r}{2}\right) \Gamma\left(\frac{1}{2}\right)
\]

\[
\times \left[ e^{\frac{\pi i}{2}} \frac{\Gamma\left(\frac{1+r}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \left(\frac{p - \pi i n}{T}\right)^2 \right]
\]

\[
\times \sum_{n=0}^{\infty} \left(\frac{x+1}{2}\right) \left(\frac{x+1}{2}\right) \frac{n!}{n!} \left(\frac{p - \pi i n}{T}\right)^2 \left(\frac{p - \pi i n}{T}\right)^2 \right] n^n
\]

(2.34)

Via the state’s norm, an additional Gaussian \( \exp \left( -\frac{\pi^2}{4t} \right) \) entered. It suppresses the expansion’s first series when we consider \( t \to 0 \), while the ‘inverse’ Gaussian in front of the second one just annihilates it. However, as that one is in \( \frac{p - \pi i n}{T} \), there is i.a. \( \exp \left( -\frac{\pi^2 n^2}{4t} \right) \) left. This allows us to consider only the \( N=0 \) contribution and discard the \( N \)-sum when considering the limit \( t \to 0 \). Thereby, we in particular also lose all imaginary parts and \( \left( \frac{p - \pi i n}{T} \right)^2 \rightarrow \frac{p}{T} \) gives rise to the desired zeroth order with the following power series in \( t \) as in (2.32).

Proceeding now to the \( U(1)^3 \) case, in order to calculate the corresponding momentum operator \( \hat{p}^r \) on edge \( e_i \) and \( U(1) \)-copy \( i \), we first take a look at the \( U(1)^3 \) coherent state (2.9) and realise it is the \( 3M \)-fold product of \( U(1) \) coherent states—one for each combination of one of the three copies of \( U(1) \) and one of the \( M \) edges. The calculation of expectation values of the basic operators is then straightforward and yields
\[ \langle \hat{p}_k^h | \psi_m \rangle = \| \psi_m \|^{-2} \sum_{\{ \hat{n} \} \in \mathcal{Z}} | m_{\bar{h}_k} \rangle^r e^{\sum_{i,j} (-i(\hat{n}^i)^2 + 2i\hat{n}^i \hat{n}^j)} \]

\[ = \| \psi_m \|^{-2} \left( \frac{2\pi}{T} \right)^{3M} T^r \sum_{\{ \hat{N}_i \} \in \mathcal{Z}} \int_{-\infty}^{\infty} d^{3M} \xi_j | \hat{x}_0^k \rangle^r e^{\sum_{i,j} \left( -i(\xi_j)^2 + \frac{\xi_j^i + \xi_j^j}{r^2} \right)} \]

\[ \overset{t \to 0}{\approx} \| p_{\bar{h}_k} \rangle^r \left( 1 - \frac{r(1-r)}{4} \frac{t}{(p_{\bar{h}_k})^2} - \frac{r(1-r)(2-r)(3-r)}{32} \frac{t^2}{(p_{\bar{h}_k})^2} + O(t^3) \right). \quad (2.35) \]

We took into account that all the ‘new’ \( 3M - 1 \) many integrals—besides the \( \hat{x}_0^k \) one—were just of standard Gaussian type, resulting in \( \sqrt{\pi} \exp \left( - \left( \frac{\xi_j}{T} \right)^2 \right) \). With the same reasoning as before, this allows us to consider only the dominant term \( N_i = \emptyset \forall i, l \) in the sum over all \( N_i \) and the remaining contributing factors are cancelled via the state’s norm.

We therefore have at hand a succinct way of calculating expectation values of roots of the momentum operator with respect to coherent states by means of the KCHFs, yielding directly the desired classical limit for zeroth order in \( t \). Note that [29] obtained this zeroth order for \( r = \frac{3}{2}, n \in \mathbb{N} \), via the Hamburger moment problem, but did not provide information about the corrections in higher than zeroth order.

3. Semiclassical analysis of operators involving the volume operator without estimates

The aim of this section is to calculate semiclassical expectation values of the kind of (2.14) in such a way that we do not use estimates. As this is not possible in the general case, we start with the simplification to cubic graphs in section 3.1. For this restriction, it turns out that the computation can be reduced to considering a single basic building block for determining the semiclassical expectation value shown in (2.14). The calculation of this semiclassical expectation value is then performed in section 3.1.2, where the detailed steps are provided in appendix B. More elaborate scenarios with higher valent vertices are subsequently discussed in section 3.2. For all these cases, the calculations are conducted in a way that in the final result the classical limit—that is sending the classicality parameter \( t \to 0 \)—can be taken as long as we choose the momenta \( p \), which label the coherent states, as non-vanishing. In contrast, in the context of [34, 35], this limit leads to a diverging result. If we are interested in the choice \( p \to 0 \), which is the one that needs to be considered in the case of a cosmological singularity and the one the work of [34, 35] focused on, then also with our method we need to apply some estimates and—as a consequence—run into a similar problem if we in addition want to apply the limit \( t \to 0 \).

3.1. Cubic graphs

3.1.1. General setup. In [33], expectation values of \( \hat{q}_k^h(r) \) are calculated for cubic graphs. This restriction allows for important simplifications also when it comes to the evaluation of the eigenvalues of \( \hat{q}_k^h(r) \). Concerning prefactors, they used a slightly different form of \( V \) than we did:
\[ \dot{V}_{\gamma, \sigma} = \ell_p^3 \left[ \frac{\dot{X}^i_{\gamma, \sigma}}{2} - \frac{\dot{X}^i_{\gamma, \sigma}}{2} \right]. \]  

(3.1)

Therein, \( \dot{X}^i_{\gamma, \sigma} = i \hbar \frac{\partial}{\partial X^i_{\gamma, \sigma}} \) corresponds to [33]'s \( \ddot{Y}_j \) and is the right-invariant vector field of U(1). The formula above illustrates the topology of the cubic graph as we do not have a sum over edges anymore. Instead, we have left six edges, which can be understood as three pairs of one ingoing and one antiparallel outgoing edge each: \( \epsilon^{f=1,2,3} \). Then, the eigenvalue of \( \frac{1}{\pi} V' \) has the form

\[ \lambda^r \left( \{ x_j \} \right) = r^2 \sqrt{\det(x_{jk})^r}. \]  

(3.2)

confer (4.6) in [33]. Hence, a variable substitution in which six charges represent these differences \( x_j^\gamma := \frac{x_j^+ - x_j^-}{2} \) and the remaining six the respective sums \( x_j^\sigma := \frac{x_j^+ + x_j^-}{2} \) lets the latter integrals be of normal Gaussian type as they will not appear in the root f fractional power of the absolute value above anymore\(^4\). We realise that the restriction to cubic graphs allows to reduce the originally eighteen-dimensional integral—coming from three U(1)-charges and six edges per vertex (three ingoing, three outgoing ones)—to a nine-dimensional one. This is due to the eigenvalue \( \lambda_{\ell, h} \) seeing only the differences of the ingoing and outgoing charges per edge in this scenario and we have

\[ \lambda^r \left( \{ x_j \} \right) = r^2 \sqrt{\det(x_{jk})^r}. \]  

(3.3)

In the following, we will drop the minus label at quantities such as \( x_j^\gamma \) and \( p_j^\gamma \) because we will focus on the computation of the remaining nine-dimensional integral involved in \( \langle \prod_{k=1}^N \tilde{q}_{h,k}^\gamma(r) \rangle_{\psi_\sigma} \) for a graph of cubic topology. Taking a look at equation (4.20) of [33], which is their equivalent of (2.14) above, and after considering the state’s norm, we find

\[ 2N \left( \prod_{k=1}^N \tilde{q}_{h,k}^\gamma(r) \right)_{\psi_\sigma} = (1 \pm \mathcal{K}_t) \sqrt{\frac{2}{\pi}} \int_{-\infty}^{\infty} d^9x \ e^{-2 \Sigma_\gamma(x_j^\gamma)} \prod_{k=1}^N \lambda_{\ell, h}^r \left( \{ x_j^\gamma + \frac{\ell}{r} \} \right), \]  

(3.4)

wherein the eigenvalues \( \lambda_{\ell, h}^r \) take the form

\[ \lambda_{\ell, h}^r \left( \{ x_j^\gamma + \frac{\ell}{r} \} \right) := 2 \lambda^r \left( \{ x_j^\gamma + \frac{\ell}{r} \} \right) - \lambda^r \left( \{ x_j^\gamma + \frac{\ell}{r} + \frac{2}{\gamma} q_{h,k}^\gamma \} \right). \]  

(3.5)

Note that we used \((1 \pm \mathcal{K}_t)\) as a shorter equivalent for the prefactor used in [33]—with \( \mathcal{K}_t \) being \( \mathcal{O}(r^\infty) \), the bracket is assumed to be 1 in the semiclassical limit \( r \to 0 \) eventually. Also, we omitted their \( \sigma_k \) as a subscript of \( \lambda \), which they used to tell whether an edge is in- or outgoing. As they explain, this orientation becomes irrelevant for cubic graphs and U(1)\(^3\). Lastly, the factor of \( \frac{2}{\gamma} \) in (3.5) was introduced because on the one hand we obtain a factor of 2 for the regularisation of the Poisson bracket as will be shown in [50] and on the other hand

---

\(^4\) Note that [33] actually substitutes \( \frac{1}{2} \) times the difference and the sum in order to get rid of those denominators. This 8 is furthermore one part of the numerical prefactor \( \frac{1}{24} \) of the definition of the volume operator, cf (2.4), whose other part \( \frac{1}{24} \) is compensated by fixing the order of the edges in the vector fields, charges and now \( x \).
we replace the $\tau_j$ matrices by $i$ when substituting $SU(2)$ by $U(1)^3$ and need to divide by $\frac{1}{\pi}$ in the quantisation step\(^5\).

The simplest scenario now is $N = 1$, resulting in a reduction involving a difference of two charge matrices of only $3 \times 3$ charges each, with the subtrahend’s charge matrix containing a shift in one of the entries via $+ \frac{\pi}{4} I_{12} / \delta_{12}$. We call this quantity the basic building block of the kind of semiclassical expectation values in (2.14). In the next subsection, we will present how the computation thereof can be performed by means of KCHFs and their asymptotics finally yielding the result shown in (3.23).

### 3.1.2. Analytical computation of $\langle \hat{q}_0^r (r) \rangle_{\varphi_n}$ for a graph of cubic topology

The aim of this subsection is to provide a way of analytically calculating the semiclassical expectation values of the $\hat{q}_0^r (r)$-operators for graphs with cubic topology, as introduced before. Without loss of generality we will assign the shift involved in the volume operator’s action to the first edge and the first U(1)-copy (cf (4.2) therein (where $q$ stands for $q_0$)). This is reflected in the super- and subscript of $\hat{q}_0^r (r)$. We will furthermore also state the general result at the end, which is deducible from this specific starting point as we will ultimately see.

Our starting point right after the initial Poisson resummation then reads

\[
\left. \begin{array}{l}
\frac{2}{t} \langle \hat{q}_0^r (r) \rangle_{\varphi_n} \\
= 2 \frac{1}{\tilde{g}^{3r}} \frac{\tilde{g}^{3r} \tilde{g}^{3r}}{||\tilde{g}^{3r}||^2} \sum_{\{X\} \in \mathbb{Z}} \left( \frac{4\pi^2}{9} \right)^9 \int_{-\infty}^{\infty} d^9 x_j \ e^{2 \sum_{i} \left( - (i) \frac{x_{i}}{2} + x_{i} x_{i} \right)} \left( \left| \frac{1}{t} \sum_{i} |1 - \text{det} X| - |1 - \text{det} \tilde{X}| \right| \right) \\
= 2 \left( \frac{4\pi^2}{9} \right)^9 \int_{-\infty}^{\infty} d^9 x_j \ e^{2 \sum_{i} \left( - (i) \frac{x_{i}}{2} + x_{i} x_{i} \right)} \left( \left| \frac{1}{t} \sum_{i} |1 - \text{det} X| - |1 - \text{det} \tilde{X}| \right| \right),
\end{array} \right. 
\]

(3.6)

where

\[
X := \left( \begin{array}{cccc}
\frac{x_1}{1} & \frac{x_2}{1} & \frac{x_3}{1} \\
\frac{x_1}{2} & \frac{x_2}{2} & \frac{x_3}{2} \\
\frac{x_1}{3} & \frac{x_2}{3} & \frac{x_3}{3}
\end{array} \right) := \left( \begin{array}{cccc}
x_1 & x_2 & x_3 \\
x_4 & x_5 & x_6 \\
x_7 & x_8 & x_9
\end{array} \right) \quad \text{and} \quad \tilde{X} := \left( \begin{array}{cccc}
x_1 + \frac{r}{2} & x_2 & x_3 \\
x_4 & x_5 & x_6 \\
x_7 & x_8 & x_9
\end{array} \right).
\]

(3.7)

By $\int_{-\infty}^{\infty} d^9 x_j$ we understand $\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} dx_1 dx_2 \cdots dx_9$ and $\tilde{g}^{3r}$ stands for $\sum_{i=1,2,3} \tilde{g}_i$, while from the second line onwards $i = 1, \ldots, 9$ is no longer labelling the U(1)-copy but instead running through the matrix elements $x_i$ and accordingly $p_i$ and $n_i$. Note that these quantities are precisely the $x_{ij}$, $p_{ij}$ and $n_{ij}$ of [33] that correspond to the difference quantities in the course of the aforementioned substitution. In contrast to the calculations before, we use now $r$ as the exponent of the determinants’ absolute values. This is only due to clearer formulae. Accordingly, the exponents of $\tilde{g}^{3r}$ and $a^{3r}$ changed to $\tilde{g}^{3r}$ and $a^{3r}$, respectively. As in the calculations before, we defined $x_i := T n_i$, with $T^2 := t$, during the Poisson resummation.

---

\(^5\) Note that [33] additionally absorbed this prefactor into a new definition of the $\hat{q}_0^r (r)$-operator, cf (4.2) therein (where the 2 in the denominator is supposed to be in the nominator, whereas the usual former regularisation of the Poisson bracket without the additional factor 2 was used, from our understanding).

\(^6\) Starting with the shift in any other matrix element, one can always rearrange the matrix elements in such a way that the shift appears in this component, only picking up minus signs that will be annihilated by the absolute value; or just perform the same steps with respect to that matrix element.
To outline the procedure—which will mainly be the same throughout these calculations, we first isolate the $x_1$-integration of the unshifted part:

$$\int_{-\infty}^{\infty} dx_1 \ e^{-2 \left( \frac{x_1 - y_{1} - \eta \eta_{0}}{\xi_{1} - \xi_{01}} \right)^2} \ |\det X|'$$

$$= \int_{-\infty}^{\infty} dx_1 \ e^{-2 \left( \frac{x_1 - y_{1} - \eta \eta_{0}}{\xi_{1} - \xi_{01}} \right)^2} \ |x_1 x_5 x_9 + x_2 x_6 x_7 + x_3 x_4 x_8 - x_1 x_6 x_8 - x_2 x_4 x_9 - x_3 x_5 x_7 |' .$$

(3.8)

We then see that we can cast this expression into one of the form (2.15) via the substitution

$$x_1' := \det X ,$$

$$x_2' , \ldots , 9 := x_2 , \ldots , 9 ,$$

with

$$\det \left( \frac{dx'}{dx} \right) = \det \left( \begin{array}{ccccccc}
0 & 1 & 0 & \cdots \\
0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
\end{array} \right) := x_5 x_9 - x_6 x_8 .$$

(3.11)

This allows us to rewrite the integral above as

$$\int_{-\infty}^{\infty} dx_1 \ e^{-2 \left( \frac{x_1 - y_{1} - \eta \eta_{0}}{\xi_{1} - \xi_{01}} \right)^2} \ |\det X|'$$

$$= \int_{-\infty}^{\infty} dx_1' \ e^{-2 \left( \frac{\frac{x_1'}{\xi_{1}' - \xi_{01}'} + \eta_{1}' - \eta_{01}'}{\xi_{1}' - \xi_{01}'} \right)^2} \ \frac{|x_1'|'}{|x_5' x_9' - x_6' x_8'|}$$

$$= \int_{-\infty}^{\infty} dx_1' \ e^{-2 \left( \frac{x_1'}{\xi_{1}' - \xi_{01}'} + \eta_{01}' \right)^2} \ \frac{|x_1'|'}{|x_5' x_9' - x_6' x_8'|} .$$

(3.12)

The long offset $x_0$ of the Gaussian stems from inserting the inversion $x_1 = x_1(x_1', \ldots , x_9')$ according to (3.9). Note that during the next integrations, shown in detail in appendix B, we directly abbreviate those by single letters like $a , b , \sigma , \bar{\sigma} , \ldots , \eta_0$.

Note that the substitution gives rise to the denominator $|x_5' x_9' - x_6' x_8'|$, which can for some combinations approach or equal 0. This is, however, not an issue with two terms of the Gaussian’s argument being $\sim \frac{1}{(x_{1}' - x_{01}')}$, too, hence suppressing those contributions. One could, furthermore, expect this denominator to cause problems for the following $x_5' , x_7' , x_6' \& x_8'$ integrations, but it will neatly merge with the $x_1'$-integration’s result and yield an in an analogous manner integrable expression.

Applying now the integration according to (2.15) and (2.18) in the fashion of

$$\int_{-\infty}^{\infty} dx \ e^{-2 \left( \frac{x - y}{\eta} \right)^2} |x|' = (\sqrt{2})^{-1-r} |x|^{1+r} \Gamma \left( \frac{1+r}{2} \right) e^{-2(y_0^2)} \ \text{I}_1 \left( \frac{1+r}{2} \right) \left( 1+r , \frac{1}{2} , 2 \left( y_0 \right) \right)^{2}$$

(3.13)
leads to
\[
\int_{-\infty}^{\infty} dx' e^{-2(\mathcal{D}'_{x^0} - \mathcal{D}'_{x'^0})^2} |\det X|^{\prime}
\]
\[
= \int_{-\infty}^{\infty} dx' e^{-2\left(\frac{x'^1}{\sqrt{x_0^1}} + x_0^1\right)^2} |x'^1|^{\prime}
\]
\[
= \frac{|x'^1|^{\prime}}{|x'^1|^{\prime}} \left(\sqrt{2}\right)^{-1-\tau} \Gamma\left(\frac{1+\tau}{2}\right) e^{-2(x_0^1)^2} \text{I}_1\left(\frac{1+r}{2}, \frac{1}{2}, 2(x_0^1)^2\right).
\]  
(3.14)

Note that \(x_0^1 = x_0^1(x_2^1, \ldots, x_p^1, p_1)\) and we therefore still have a dependence on all the remaining \(x_i\), additionally to the Gaussians in the \(x_i\) that we just omitted for brevity. The \(x_1\)-dependence, however, was replaced by a \(p_1\)-dependence through the integration—as expected.

Next, we isolate the \(x_0^1\)-integration together with the result of (3.14):
\[
\int_{-\infty}^{\infty} dx'^1 e^{-2(\mathcal{D}'_{x^0} - \mathcal{D}'_{x^0})^2} |x'^1|^{\prime} \left(\sqrt{2}\right)^{-1-\tau} \Gamma\left(\frac{1+\tau}{2}\right) e^{-2(x_0^1)^2} \text{I}_1\left(\frac{1+r}{2}, \frac{1}{2}, 2(x_0^1)^2\right).
\]
Regarding the \(r\)th power of the absolute value, we see that we can again perform a substitution to cast its argument into the desired form. However, the presence of the KCHF as well as the Gaussian in \(x_0 = x_0^1(x_2^1)\) make a straightforward analytical integration unfeasible. Taking a closer look at the KCHF’s argument \(x_0\) as defined during (3.12), we see
\[
x_0 = f\left(\{x_{i1}\}\right) - \frac{p_1 - \pi i N_1}{\tau},
\]  
(3.15)
where \(f\) is a function of all \(x_i\) except \(x_1\). As we want to consider semiclassical expectation values, we have in mind the limit of small \(l\) and hence small \(\tau = \sqrt{l}\). This allows us to perform an asymptotic expansion for large arguments of the KCHF, (2.29), for the \(x_1\)-integration’s result (3.14), yielding
\[
\int_{-\infty}^{\infty} dx_1 e^{-2(\mathcal{D}'_{x^0} - \mathcal{D}'_{x^0})^2} |\det X|^{\prime}
\]
\[
= \left|\mathcal{D}'_{x^0} - \mathcal{D}'_{x^0}\right|^{\prime} (\sqrt{2})^{-1-\tau} \Gamma\left(\frac{1+\tau}{2}\right) e^{-2(x_0^1)^2} \text{I}_1\left(\frac{1+r}{2}, \frac{1}{2}, 2(x_0^1)^2\right)
\]
\[
\approx \frac{1}{\sqrt{2}} \left|\mathcal{D}'_{x^0} - \mathcal{D}'_{x^0}\right|^{\prime} \left(\frac{\tau}{2}\right)^{\prime} \left(1 - \frac{r(1-r)(x_0^1)^{-2}}{2} + O\left((x_0^1)^{-4}\right)\right),
\]  
(3.16)
where we cancelled the factor \(\left(\sqrt{2}\right)^{\prime}\) within \((2(x_0^1)^2)^{\prime}\) with the according prefactor. Here, as in the former example in section 2.3, only that series of the asymptotic expansion was kept that cancelled the damping Gaussian in \(x_0\). Note that the results of [34, 35] and [33] also feature a series of integer powers in the momenta and \(\tau\), coming from either estimates or a Taylor expansion applied before the integration. In our case here, the Kummer function that is obtained from the integration and its subsequent asymptotic expansion for large arguments lead to a series in integer powers as well. In contrast to [34, 35] and [33], here the terms still involve absolute values with the initial exponent \(r\), thereby retaining information about this quantity.
Both appearances of \( x_0 \) in the result above have the effect that the expression cannot be integrated analytically with respect to \( x'_1 \) by means of KCHFs, but we can circumvent these last obstacles as well. First of all, we go back to (3.6) and note that there is a Gaussian in \( \frac{1}{T} \) due to completing the square of the Gaussian in \( x_1 \). Now, since we already performed the \( x_1 \)-integration, there is no possibility of additional Gaussians in \( \frac{N_1}{T} \) to arise\(^7\) and we can argue that all contributions with \( N_1 \neq 0 \) are damped by that very Gaussian, with only the solution \( N_1 = 0 \) surviving. Note that applying this has widely been used in the literature \([28, 29, 33, 35]\), where it was also assumed that only the \( N = 0 \) terms contribute in the semiclassical limit, as it is an ultimate consequence of the Poisson resummation. This then causes \( x_0 \big|_{N_1=0} \in \mathbb{R} \) and hence, using the same symbol \( x_0 \), we have

\[
(\langle x_0 \rangle^2)^\gamma = |x_0|^\gamma.
\]

Multiplying

\[
|x'_5 x'_0 - x'_6 x'_5|^\gamma \big| x_0 \big|^{\gamma'} = \left| x'_5 x'_5 x'_7 + x'_2 x'_2 x'_9 - x'_2 x'_5 x'_0 - x'_5 x'_7 x'_0 - (x'_5 x'_0 - x'_6 x'_8) \frac{P_1}{T} \right|^\gamma
\]

\[
= \left| x'_5 \left( x'_5 x'_7 - x'_0 \frac{P_1}{T} \right) + \bar{x}_0 \right|^\gamma,
\]

we see that we face in (3.16) a similar situation as before the initial \( x_1 \)-integration—just with \( x_1 \) being replaced by \( \bar{x}_0 \) within the determinant-like absolute value’s argument. This expression itself can therefore likewise be integrated via a variable substitution, if we can also somehow handle the last term involving \( (x_0)^{-2} \). To clear this hurdle, remember first that this term arose via the asymptotic expansion of KCHFs, as \( x_0 \sim \frac{1}{\gamma} \). But given this, we can additionally perform a Taylor expansion in order to directly get a series in \( T \), in place of the intermediate variable \( x_0 \). This yields

\[
1 - \frac{r(1 - r)}{4} (x_0)^{-2} \approx 1 - \frac{r(1 - r)}{4} \frac{T^2}{2p_1^2} + \mathcal{O}(T^3) =: \mathcal{S}.
\]

Having no \( x_i \)-dependence up to the second order in \( T \), we have achieved our goal and only need to integrate the determinant-like expression in (3.17) against the Gaussian in \( x'_5 \) just by means of the \( x_1 \)-integration’s steps. Note that the series’ \( \sim T^3 \) contribution does indeed include the integration variables. For increasing the expansion’s order, one has to proceed differently for this term, i.e. try a different substitution for example. However, as this is of higher order than we are currently interested in, we leave this to future investigations.

To continue, the starting point here then reads

\[
\Gamma \left( \frac{1}{2} \right) S \int_{-\infty}^{\infty} \mathrm{d}x'_5 \ e^{-2 \left( x'_5 - \frac{\alpha - x_0}{r} \right)^2} \left| x'_5 \left( x'_5 x'_7 - x'_0 \frac{P_1}{T} \right) + \bar{x}_0 \right|^\gamma,
\]

where we also carried along the emerged factors \( \Gamma \left( \frac{1}{2} \right) \) and \( \mathcal{S} \).

We can then proceed by the next substitution

\[
x''_5 := x'_5 \left( x'_5 x'_7 - x'_0 \frac{P_1}{T} \right) + \bar{x}_0,
\]

\[
x''_{5, 2, 3, 4, 6, 7, 8, 9} := x''_{5, 2, 3, 4, 6, 7, 8, 9}. \tag{3.19}
\]

\(^7\) Also, as will be seen later in (B52), dividing by the norm \( \|\Psi_m\|^2 \) will indeed give rise to Gaussians in \( \frac{1}{T} \), but none in \( \frac{N_1}{T} \).
of the KCHFs does not change: The reason for this is that we were able to perform this expansion with \( \tilde{p} \) being large. As we now have \( \tilde{p} + \frac{\pi}{2} \), the latter part has no significant contribution in that expansion’s power series since we assume small \( t \) and thus also small \( T \). However, the shift still leaves a trace in the expansion’s absolute value factor—which is the important part that survives in the commutator’s difference.

Since we are interested in the classical limit of the operator \( \frac{i}{\hbar} \tilde{q}_1(r) \), which should yield the classical cotriad for \( r = \frac{i}{\hbar} \), we need to consider the involved multiplication by \( \frac{i}{\hbar} \) to obtain the lowest order in \( r \). After going through the remaining integrals, which are presented in detail in appendix B, we end up with the final result for the semiclassical expectation value of the basic building block for cubic graphs:

\[ \det \left( \frac{dx''}{dx'} \right) = x'_3 x'_7 - x'_9 p_1 T, \]  
\[ \frac{|x'_2|^r}{|x'_3 x'_7 - x'_9 p_1 T|^r}. \]

The general procedure is exactly the one we just conducted and summarise within the next paragraph. The remaining integrations can be found in appendix B, where we then directly start in a more concise manner of performing the two just mentioned substitutions at once.

Let us summarise the method we used. We started with substituting the determinant argument within the absolute value as a new integration variable, causing a further offset in the respective Gaussian. For this expression of the integral, we can then use (2.15) and (2.18) to obtain a result containing a KCHF. With the KCHF’s argument being dependent on all remaining \( x_i \), we can not proceed directly with further integrations. But as the KCHF’s argument contains also the term \( \tilde{p} \), we can perform the asymptotic expansion for large arguments of the KCHF, (2.29), on the result of the first integration, obtaining a power series in the argument’s inverse. This series was then transformed into a power series in \( T \) itself via a standard Taylor expansion. Via the asymptotic expansion, however, an additional factor arose—the KCHF’s argument to the power of \( \frac{1}{2} \). With the argument of the KCHF itself being the square of a complex number, we were able to transform this term into the absolute value to the power of \( \frac{1}{2} \), which then requires us to integrate the Gaussians against \( e^{-\left(x_1 - \frac{p_1}{\tilde{p}} t + \frac{\pi}{2} \right)} \).

For the shifted contribution, the procedure remains the same, too. By considering the substitution \( x_1 := x_1 + \frac{T}{2} \) and hence

\[ \int_{-\infty}^{\infty} \bar{d}t_1 |\tilde{X}_1| e^{-2\left(x_1 - \frac{p_1}{\tilde{p}} t + \frac{\pi}{2} \right)^2} = \int_{-\infty}^{\infty} \bar{d}t_1 |\tilde{X}_1| e^{-2\left(x_1 - \frac{p_1 + \frac{T}{2}}{\tilde{p}} - \frac{\pi}{2} \right)^2}. \]  

we see that the only change is \( p_1 \rightarrow p_1 + \frac{T}{2} \). This, of course, allows for an analogous treatment of the integrations. Moreover, it is important that also the series in \( T \) that arise due to the asymptotic expansion of the KCHFs does not change: The reason for this is that we were able to perform this expansion with \( \tilde{p} \) being large. As we now have \( \tilde{p} + \frac{\pi}{2} \), the latter part has no significant contribution in that expansion’s power series since we assume small \( t \) and thus also small \( T \). However, the shift still leaves a trace in the expansion’s absolute value factor—which is the important part that survives in the commutator’s difference.

Two integrals will in fact be somewhat different, but the main method remains the same.
where we chose the classicality parameter \( t = T^2 = \frac{\hbar^2}{\kappa^2} \) in a final Taylor expansion in \( T \) in order to get the correct limit for the lowest order in \( T \). Recall that we replaced the initial exponent \( \frac{\hbar^2}{\kappa^2} \) by \( r \). In the result above, \( \det p \) is the determinant of the matrix of the momenta \( p_i \), i.e. \( \det X^I_{i^I = p_i} \), and \( \Delta_I^I(p) := p_2 p_1^2 - p_2 p_1^2 = p_3 p_0 - p_0 p_3 \) is the minor of that matrix with respect to \( p_i \equiv p_i \), where the holonomy’s shift occurred. Lastly, \( \mathcal{F}(\{p_i\}) \) is a function containing all the \( \{p_i\} \), defined as in (B57) \(^9\) in appendix B. The structure of the result’s lowest order contribution is indeed what one would expect when comparing it with the classical Poisson bracket:

Starting with the absolute value of a determinant to the power of \( 2 \) and an additional factor via the chain rule that is just the minor of the matrix with respect to the momentum with respect to which we differentiated the determinant.

We may now deduce the general result from the one above as follows:

\[
\frac{2(\hat{j}^n_i(r))\phi_{w}}{t} \approx -r\frac{[\det p][\Delta_I^I(p)]}{\det p} + \mathcal{F}(\{p_i\}) + O\left(t^2\right),
\]

(3.23)

Therein, \( \mathcal{F}(\{p_i\}) \) is of similar structure as the \( \mathcal{F}(\{p_i\}) \) before, but the specific arrangement of the \( p_i \) within the expression depends on the chosen \( i_0 \) and \( I_0 \). For the zeroth order, however, the generalisation was possible in this straightforward manner as all the steps leading to this term can be performed for any other starting choice of \( i_0 \) and \( I_0 \) in just the same way and all upcoming factors of \( p_i \) added up to \( \det p \).

Note that we did not need to use estimates for obtaining this result. While [34, 35] considered general graphs and were thus forced to use estimates, we, in turn, only considered cubic graphs so far. And in contrast to [33], where they used a Taylor expansion to replace fractional powers of the momentum operators by integer ones, we used them at intermediate stages that, however, did not affect the integration variables up to the respective order in \( T \) (cf (3.18) or later and also see the notes after (B34) and (B41)).

If we further compare our result in (3.24) with that of Sahlmann and Thiemann [33] in theorem 4.2 for the special case \( N = 1 \) (equation (4.45) therein) then the structures of the final results look slightly different. The reason for this is that in (3.24) the final result is still expressed in terms of fluxes, whereas in theorem 4.2 the dependence of the fluxes on the lattice parameter and thus lattice fluctuations have already been considered explicitly. We will discuss the latter in more detail in section 3.1.4 as well as in section 3.2, below (3.46), in which for the case of cubic graphs the semiclassical expectation \( \langle \prod_{i=1}^{N} \hat{j}^n_i(r)\rangle_{\phi_{w}} \) is presented using the method introduced in [33]. In order to investigate the cosmological singularity we can, as in [34, 35], work with the result expressed in terms of the fluxes, which we will discuss in the next subsection.

3.1.3. Cosmological singularity for the graph of cubic topology. As far as the cosmological singularity is concerned, we need to look at the limit \( p_i = 0 \). This limit cannot be taken in the result (3.23) or (3.24) and we have to proceed differently for this case. The main reason for this is that we cannot use the asymptotic expansion for large arguments of the Kummer

\(^9\) Note that this term contributes with \( T^4 \) (before dividing by \( t \)) despite having considered \( S \) only up to \( T^2 \). This is due to the final result’s multiplicative structure, making the series’ terms \( O\left(T^3\right) \) at least \( O\left(T^3\right) \)—cf (B54).
functions anymore: The arguments of the KCHFs that we came across before were always \( \sim \frac{r}{t} \) for some \( p_t \) or functions thereof. Hence, it was justified to assume that the argument is large as \( T^2 = t \to 0 \). This kind of argument, however, is not applicable for \( p_t = 0 \) and as we always consider only contributions from \( N_i = 0 \) in the end, also terms in the argument that are proportional to \( \frac{r}{t} \) cannot be used instead. This forces us to use estimates in this case, as we are left with integrals still including KCHFs when we cannot apply their asymptotic expansion. So now, the starting point is \((3.6)\) and we estimate the difference in the determinants the following way:

\[
\left| \text{det} X \right| - \left| \text{det} \tilde{X} \right| = \left| \text{det} X + \frac{T}{2} \Delta \right| (X) \right| - \left| \text{det} X \right| + \frac{T}{2} \Delta \right| (X) \right|
\]

where used several estimates that can be found in appendix C and which will be explained in more detail in section 4, which covers approaches that necessitate the application of estimates also for the \( p_t \neq 0 \) case. This expression above can now clearly be integrated resulting in KCHFs: All contained integrals are of the form

\[
\int_{-\infty}^{\infty} dx \ e^{-2r^2 |x|^2} = \frac{\Gamma \left( r + \frac{1}{2} \right)}{2^{r+\frac{1}{2}}}.
\]

where the five of standard Gaussian type follow for \( r = 0 \). As before, we are interested in the semiclassical limit of the operator \( \hat{q}^i \) and thus divide the result by \( t \) due to the involved commutator. With only considering the \( N_i = 0 \) contributions\(^{10} \), we finally obtain

\[
\frac{2 \langle \hat{q}^i \rangle \Phi_{n=0}}{t} = \frac{2 \left( \frac{2\pi T^2}{T^4} \right)^{\frac{3}{2}}}{\sqrt{\pi} \ ||\Psi_m||^2} \int_{-\infty}^{\infty} dx_i e^{-2 \sum (x_i)^2} \left( |\text{det} X| - |\text{det} \tilde{X}| \right)
\]

\[
\leq \frac{2 \left( \frac{2\pi T^2}{T^4} \right)^{\frac{3}{2}}}{\sqrt{\pi} \ ||\Psi_m||^2} \int_{-\infty}^{\infty} dx_i e^{-2 \sum (x_i)^2} \left( |x_5|^2 + |x_9|^2 + |x_6|^2 + |x_8|^2 \right)
\]

\[
= \frac{8 \sqrt{\pi} T^2}{\sqrt{\pi} \ ||\Psi_m||^2} \Gamma \left( r + \frac{1}{2} \right) r^{2r-1},
\]

where we used again \( t = \frac{\hat{V}}{\hat{p}^0} = T^2 \). We see that we even obtain a \( t^0 \)-result for the commutator divided by \( t \) when choosing \( r = \frac{1}{2} \), which corresponds to considering exactly \( \hat{V} \) itself—see \((3.6)\) for the choice of \( r \) and recall that we replaced the initial exponent \( \frac{r}{t} \) by \( r \). We want to

\(^{10}\) Note that the reason for only including these parts remains the same as before and is not affected by the choice \( p_t = 0 \).
point out that we were not expecting to obtain a result $\sim \rho^3$ for the $p_i = 0$ case, as we already did not get one for the quantum mechanical scenario in our companion paper [36] (cf (3.13) therein). However, while $\hbar$ carried a positive exponent there, the exponent of $t$ can become negative in the formula above if we, for example, consider the important case of $\sqrt{V}$. In those cases, the limit in which $t$ is send to zero is not well-defined. If we compare our result with the one of Brunnemann and Thiemann in [34, 35], then the result in (4.7) on page 25 in [34] demonstrates that for their estimation a finite $\rho^3$ result is obtained for choosing $r = \frac{1}{3} > 1$, which in their notation corresponds to $V^2$. Given this, we realise that the final result for the upper bound and its implications do depend on the way how the fractional power is handled in the estimate, which is not too surprising but rather expected.

We can again deduce the general result from the one above,

$$\frac{2(\hat{q}_h^{\rho}(r))\psi_{\alpha}}{t} \leq \frac{8}{\sqrt{\pi} 2^{\rho} \Gamma \left(r + \frac{1}{2}\right)} 2^{r-1}. \quad (3.28)$$

as we now face no difference at all: The initial choice of $\ell_0$ and $I_0$ only changes the resulting minor of the determinant during the chain of estimates (3.25) and likewise the four integration variables that appear there afterwards. However, the integration of all those four will still be of the kind of (3.26), i.e. independent of the specific $x_i$. Hence, the same holds for the final result.

Before we address in the next subsection the scenario of higher valent vertices than the six valent ones in the cubic case and also briefly summarise our results of section 3 at the end, we want to discuss the semiclassical continuum limit for the cubic graph and in this context the corresponding lattice fluctuations in higher than linear order to compare our results with the ones in [33].

### 3.4. Semiclassical continuum limit for graphs of cubic topology.

In section 3.1.2, we computed the semiclassical limit of $\frac{2(\hat{q}_h^{\rho}(r))\psi_{\alpha}}{t}$ for graphs of cubic topology, which in the lowest order we expect to agree with $\frac{1}{\pi^3} \left( \int_{\ell_0} A(x), V_R^{g}\right)$, where $V_R^{g}$ denotes the volume of a region $R_e$ around the point $x$. In this subsection, we again consider the limit in which we send the classicality parameter $t$ to zero but in addition combine this with the limit in which the regularisation parameter $\ell$ associated with the cubic graph is sent to zero. To send both parameters, the semiclassical as well as the lattice regularisation parameter to zero simultaneously works for the leading order only. In higher order due to the involved lattice corrections in general these two limits are in conflict meaning that in general higher order corrections can become huge if the regularisation parameter is sent to zero. To deal with this situation in [33] a lattice regularisation parameter $\epsilon$ of the form $\epsilon = h^{\alpha} \omega^{1-\alpha}$ with $0 < \alpha < \frac{1}{2}$ was introduced. This allows to combine the contributions in terms of powers of the semiclassicality parameter $t = h^{\alpha}/\alpha^{2}$ with those from the lattice corrections and judge whether the higher order corrections remain small compared to the leading order for a small but non-vanishing semiclassicality parameter $t$. This depends of course on the choice of $\alpha$ and in [33] a choice of $\alpha = \frac{1}{2}$ was favoured for the operators considered in [33]. In this subsection, we will focus on the details of the leading order only in order to show that the method to compute the semiclassical limit of the cubic graphs presented in this article has the correct classical limit. A more detailed discussion about the lattice fluctuations and the necessity to adjust the power counting accordingly can be found in section 3.2 after the result in (3.46). With such an analysis of the leading order contribution

---

11 Note that one has to divide by $t$. 
we can check whether the result obtained in section 3.1.2 that is still discretised on a graph of cubic topology yields the correct expression for the continuum limit. For this purpose, it is sufficient to consider only the leading order of (3.23) because all higher order terms vanish in this limit anyway. In order to discuss the computation of this limit in detail, we reintroduce the minus label of the variables of the cubic graph that we introduced below (3.2) and (3.3) and dropped from thereon. Denoting the regulator by ϵ, we show in appendix D that

\[ \lim_{\epsilon \to 0} \frac{2\langle q^\epsilon_i(r) \rangle}{t} = -| det p^- | \frac{1}{r} \Delta^\epsilon_i (p^-) \frac{1}{det p^-} = 2i \hbar_0^\epsilon \left\{ (h_0^\epsilon)^{-1}, \phi^{2r} (R_{\epsilon_0}) \right\} \] (3.29)

and

\[ \lim_{\epsilon \to 0} \frac{2\langle q^\epsilon_i(r) \rangle}{t} = \lim_{\epsilon \to 0} \left\{ 2i \hbar_0^\epsilon \left\{ (h_0^\epsilon)^{-1}, \phi^{2r} (R_{\epsilon_0}) \right\} \right\} = \frac{1}{\partial^2 \epsilon} \left\{ \int_{\epsilon_0} A^{\epsilon r}, \phi^{2r} (R_{\epsilon}) \right\}. \] (3.30)

Therefore, in the case of cubic topology using the techniques of Kummer functions and their asymptotic expansion, we have shown that we obtain the correct classical limit in lowest order in the classicality parameter. As one can see from the detailed derivation in appendix D, there are two crucial ingredients for obtaining the correct classical limit. One is the regularisation constant Z := C_{reg} = \frac{1}{\hbar^i} that was found in [44] and through an classical limit consistency check in [45, 51]. The second one is an additional factor of 2 that needs to be considered when using the Thiemann identity and regularising the involved classical Poisson bracket. The occurrence of this additional factor of 2 will be discussed in detail in [50]. Note that if we perform a similar analysis for graphs of other than cubic topology, which have a higher valence, then one does not obtain the correct classical continuum limit due to the fact that the final result still involves the regularisation constant Z = C_{reg} to some rational power r. This can for instance be seen in the next subsection and the result (3.46), where we discuss such a scenario.

3.2. Higher valent vertices

3.2.1. General setup. The calculation for cubic graphs before was feasible in that fashion since we were facing only one determinant as the root’s argument—stemming from having to consider only the basic building block of the q-operator’s eigenvalues. If we now go back from those to the full expression in (2.14), we have to deal with the root of a sum of determinants in the generic case. Taking a look at the integrand of the expectation value we want to calculate, which is determined by (2.14), and extracting the non-Gaussian part

\[ \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} x^i_j x^k \] from it, we can divide these sums of determinants into different parts via an application of Laplace’s formula on the terms including x^i_j. This leads to

\[ \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} x^i_j x^k ^\frac{1}{2} \]

\[ = \left| x^i_0 \sum_{JK} \Delta^I_i (x_{JK}) - x^i_0 \sum_{JK} \Delta^{i+1} (x_{JK}) + x^i_0 \sum_{JK} \Delta^{i+2} (x_{JK}) + \text{det} X_{\epsilon_i} \right|^\frac{1}{2} \] (3.31)
We saw that KCHFs can be used to calculate semiclassical expectation values of the (shifted) functions, with the cost of being unable to cover the subsection tackles a scenario where we do not yet need estimates—and not even Kummer’s will ultimately turn to estimates for the many edges scenario. First of all, however, the next but also the insertion of the substitution gets more complicated. These are the reasons why we would need to substitute the whole sum—all parts that do and do not contain

This clearly is all the more correct when advancing to the many edges scenario where we also have multiple terms at hand that contain the (shifted) functions, with the cost of being unable to cover the $p = 0$ case.

\[ \sum_{IJK} \epsilon(IJK) e_{ijk} \left( x_i^j + T \delta_{ijk}^i \right) \left( x_j^k + T \delta_{ijk}^K \right) \left( x_k^l + T \delta_{ijk}^L \right) \]

\[ = \left( x_i^0 + T \right) \sum_{JK} \Delta^0_{ij} (x_{JK}) - x_i^{0+1} \sum_{JK} \Delta^0_{ij} (x_{JK}) + x_i^{0+2} \sum_{JK} \Delta^0_{ij} (x_{JK}) + \det X_{0,0} \right) \] 

(3.32)

In the above equations, we abbreviated $\sum_{IJK} \equiv \sum_{I,J,K : e_i \cap e_j \cap e_k = v}$ as the sum over all edges $e_i, e_j, e_k$ such that $e_i \cap e_j \cap e_k = v$ and without two or three edges being the same within a given combination (so far also guaranteed by $\epsilon(IJK)$). Similarly, $\sum_{JK}$ stands for the sum over all edges $e_j, e_K$ such that $e_j \cap e_j \cap e_K = v \land J, K \neq I_0 \land J \neq K$. Looking at the above formulae, the respective first summands on the right hand sides are the ones where the action of the commutator’s inverse holonomy leaves its trace: acting on edge $e_{ij}$ and $U(1)$-copy $i_0$, we get $x_i^0 + T$ in the commutator’s second eigenvalue, while there is no shift within the first one. This (shifted) $x_i^0$ is then multiplied by the sum of all $\Delta^0_{ij} (x_{JK})$, by which we denote the minors of the matrices $x_{JK}$ with respect to $x_i^0$, where the sum over $J, K$ is understood to be over all edges $e_j, e_K$ that join $e_{ij}$ at the vertex $v$, hence $x_{JK}$ consists of the 9 charges (divided by $T$) of these edges. The following two summands then are the remaining two terms of Laplace’s formula. Note that we use periodicity in the superscripts $i_0 + 1, i_0 + 2$—i.e. $4 \mapsto 1$ and $5 \mapsto 2$. Lastly, $\det X_{0,0}$ collects all determinants that do not contain $x_i^0$.

By this decomposition, we see that we do not only face the root of a sum, but also have multiple terms at hand that contain the (shifted) $x_i^0$—and multiple terms that do not. This renders the strategy of the previous, non-estimate calculation for the cubic scenario in section 3.1.2, namely substituting the determinant by $x_i^0$ or $x_i^0 + T$ respectively, unpractical: We saw in the most fundamental case of three edges that we need to perform all nine integrations by hand. This clearly is all the more correct when advancing to the many edges scenario where we would need to substitute the whole sum—all parts that do and do not contain $x_i^0, x_i^0 + T$—by the (shifted) $x_i^0$. Hence, not only the number of integrals increases as $3 \cdot M$, for $M$ many edges, but also the insertion of the substitution gets more complicated. These are the reasons why we will ultimately turn to estimates for the many edges scenario. First of all, however, the next subsection tackles a scenario where we do not yet need estimates—and not even Kummer’s functions, with the cost of being unable to cover the $p = 0$ case.

### 3.2.2. Computation of $\left( \prod_{k=1}^{N} \hat{\varphi}_{\omega}^{k} \right) \varphi_{\omega}$ for general graphs with $M$ edges via Sahlmann and Thiemann

We saw that KCHFs can be used to calculate semiclassical expectation values of $\hat{\varphi}_{\omega}^{k} (r)$ for cubic graphs. The question then arises whether one can, the other way around, apply the procedure of [33] also on graphs of not necessarily cubic topology.

For understanding how their procedure works, we first of all consider again only the basic building block of one single determinant that was the basis of the cubic graphs’ treatment. With using again $r$ instead of $\frac{1}{2}$, we obtain
\[
\left\langle \prod_{k=1}^{N} \hat{q}_k^{(i)}(r) \right\rangle_{\Psi_m} = \frac{\ell_F^{6N}|Z_\gamma|^2N}{\omega_d^{2N}||\Psi_m||^2} \sum_{\{N_j\} \in \mathbb{Z}} \left( \frac{2\pi}{T} \right)^9 \int_{-\infty}^{\infty} \frac{1}{T^{3N}} e^{\sum_n \left( \frac{4\pi m^2}{\ell_F^{2N}} \right)^2} e^{-\sum_n (v_i)^2} \times \prod_{k=1}^{N} \left[ |\det (X + P)|^r - |\det (\tilde{X}_k + P)|^r \right],
\]

where we use the notation \(X + P = \left( (x+p)^T \right)\) with matrix elements \((x+p)^{ij} = x^i_j + \frac{\delta^i_j - m^i_j}{\ell_F^{2N}}\) and the shifted matrix \(\tilde{X}_k = X + \left( \delta^k_i / \delta^k_j \frac{T}{m^i_j} \right)\) with the latter being a 3x3 matrix consisting of 8 zeroes and \(\frac{T}{m^i_j}\) in entry \((j_k, j_k)\). We introduce \(m^i_j\) here to cover simultaneously both the scenario of the cubic graph (for which \(m^i_j = 2\)) and the general case of the next subsection, in which the introduction of \(x^i_j\) is not possible and hence the shift remains to be \(T\) (hence, \(m^i_j = 1\) there). Lastly, we now used \(Z_\gamma = Z_{\text{comb}}(\gamma) \cdot C_{\text{reg}} = Z_{\text{comb}}(\gamma) \cdot \frac{1}{\ell_F} \) instead of the plain \(Z\). This is by far not a necessary redefinition, but is rather used to have formulae that compare more easily with results from the literature and also, in the end, with the findings for cubic graphs of section 3.1.2. It always holds that \(C_{\text{reg}} = \frac{1}{\ell_F}\) and for arbitrary graphs there is not much more to achieve. So one can in general set \(Z_\gamma = Z = C_{\text{reg}}\) or \(Z_{\text{comb}}(\gamma) = 1\). For cubic graphs, however, the combinatorics are such that one can also factor out another 48 := \(Z_{\text{comb}}(\gamma)\big|_{\text{cubic}}\) and end up without any \(Z\) or numerical prefactors—or \(Z_\gamma\big|_{\text{cubic}} = 1\). This was needed to recover the correct semiclassical continuum limit (cf section 3.1.4).

We proceed in the spirit of equation (4.21) in [33], which reads adopted to our present notation
\[
|\det (X + P)|^r - |\det (\tilde{X}_k + P)|^r = |\det P|^r \left( |\det (P^{-1}X + 1)|^r - |\det (P^{-1}\tilde{X}_k + 1)|^r \right). \tag{3.34}
\]

Therein, the inverse matrix \(P^{-1}\) is of the form
\[
(p^{-1})_{ij} = \frac{1}{\det P} \Delta^T_i (p^T), \tag{3.35}
\]
where we denote with \(\Delta^T_i (p^T)\) the minor of \(p^T\) with respect to its entry \((i, I)\):
\[
\Delta^T_i (p^T) := (p^T)_{i+1}^{i+1} (p^T)_{i+2}^{i+2} (p^T)_{i+1}^{i+1} (p^T)_{i+2}^{i+2} - (p^T)_{i+1}^{i+1} (p^T)_{i+2}^{i+2}, \tag{3.36}
\]

having the periodicity in the indices in mind. Note that the necessity to involve \(P^{-1}\) directly shows why this method does not allow to consider the limit of the cosmological singularity where all \(p^T_i\) are sent to zero. The occurrence of the minor at this stage is in fact already the reason why we will ultimately end up with a result that resembles the differentiation of a determinant with respect to one matrix element, where this minor arises due to the chain rule.

Let us check the \(T\)-dependence of the quantities we just introduced. As we have \((p^T)_{i}^{(T)} = \frac{e^{-(i-\gamma)N}}{\ell_F^{2N}}\), we can infer \(\det P \sim T^{-3}\) and \(\Delta^T_i (p^T) \sim T^{-2}\). Hence, via the formula above, \((p^{-1})_{i}^{(T)} \sim T\) as expected.

With the above \(T\)-dependence, we can perform an expansion of the determinants on the right hand side of (3.34) around 1. Using the result of [33], we may already now neglect the contributions with \(N^T_i \neq 0\), as they will contribute with \(\mathcal{O}(T^\infty)\) due to the remaining Gaussians in \(\frac{\pi^T(N_i)^2}{T^2}\) in (3.33). With this, all contained expressions are now real (note that there
were terms $\sim i\lambda_\gamma^k$ included so far) and we proceed along the lines of [33] via the well-known decomposition
\[
\det(1 + A) = 1 + \text{tr} A + \frac{1}{2} \left( (\text{tr} A)^2 - \text{tr} A^2 \right) + \det A. \quad (3.37)
\]
We apply (3.37) to the difference of the absolute values of the two determinants of (3.34) leading to
\[
\left( \det (P^{-1}X + 1)^2 \right)^\frac{1}{2} - \left( \det (P^{-1}\tilde{X}_k + 1)^2 \right)^\frac{1}{2}.
\]
This means we need to consider the square of the decomposition in (3.37) and with the $T$-dependencies stated before, we obtain up to fourth order in $T$
\[
\det (1 + A)^2 = 1 + 2 \text{tr} A + (\text{tr} A)^2 - \text{tr} A^2
\]
\[
+ \det A + \text{tr} A \cdot \text{tr} A + \frac{1}{4} (\text{tr} A)^4 - \frac{1}{2} (\text{tr} A)^2 \cdot \text{tr} A^2 + O(T^5)
\]
\[
=: 1 + z_A + O(T^5) \quad (3.38)
\]
\[
\Rightarrow \left( \det (1 + A)^2 \right)^\frac{1}{2} \approx \sum_{k=0}^{5} \left( \frac{1}{k} \right) (z_A)^k + O(T^5). \quad (3.39)
\]
Note that $A$ is not solely $\sim T$ for the contribution of the shift (i.e. when $A = P^{-1}\tilde{X}_k$) but also contains a term $\sim T^2$ via the shift within $\tilde{X}_k$. Therefore, and due to the multiplication of $z_A$ with itself, (3.39)'s terms also include higher order terms in $T$ as well and we will discard those only later for reasons of clearer formulae.

With all this, we can cast (3.33) into the form
\[
\left\langle \prod_{k=1}^{N} \hat{g}^k_{\lambda}(r) \right\rangle_{\psi_\omega} = \frac{T^{5/2} |Z_\omega|^2}{|\Psi_{\text{null}}|^2} \left( \frac{2\pi}{T} \right)^\frac{5}{2} \int_{-\infty}^{\infty} d^n s_{\theta} \frac{1}{T^{3n}} e^{\sum_{k} \left( \frac{s_{\lambda}}{k!} \right)^2} e^{-\sum_{\lambda} \left( s_{\lambda} \right)^2} |\det P|^{3n} \times \prod_{k=1}^{N} \left[ \text{tr} \left( P^{-1}X \right) \right] - \text{tr} \left( P^{-1}\tilde{X}_k \right) + \frac{r}{2} \left( r \left( \text{tr} \left( P^{-1}X \right) \right)^2 - \text{tr} \left( P^{-1}X^2 \right) \right)
\]
\[
- \frac{r^2}{2} \left( r \left( \text{tr} \left( P^{-1}\tilde{X}_k \right) \right)^2 - \text{tr} \left( P^{-1}\tilde{X}_k \right) \right) + r(r-1) \text{tr} \left( P^{-1}X \right) \text{tr} \left( P^{-1}XP^{-1} \left( \delta^k_{\lambda} \delta_{\lambda j}T \right) \right)
\]
\[
- \frac{r^2(r-1)}{2} \left( \text{tr} \left( P^{-1}X \right) \right)^2 \cdot \text{tr} \left( P^{-1} \left( \delta^k_{\lambda} \delta_{\lambda j}T \right) \right) + O(T^5) \right]. \quad (3.40)
\]
Using now that $\tilde{X}_k$ differs from $X$ just by addition of a matrix of zeros except for one entry\footnote{Note that we used this feature and similar identities like the following ones to already state simplified versions of the last two contributions above. This is again only due to having more concise formulae.}, $\tilde{X}_k = X + \left( \delta^k_{\lambda} \delta_{\lambda j} \frac{T}{\pi_n} \right)$, we can simplify the above expression with the help of
\[
\text{tr} \left( P^{-1}X \right) - \text{tr} \left( P^{-1}\tilde{X}_k \right) = - \text{tr} \left( P^{-1} \left( \delta^k_{\lambda} \delta_{\lambda j} \frac{T}{\pi_n} \right) \right) = - \frac{T}{\pi_n} \left( \left( P^{-1} \right)^{T} \right)^k \lambda_i \quad (3.41)
\]
Integrated with respect to the Gaussian.

We already dropped linear contributions from the terms in the third and fourth line, too.

\begin{align}
\text{tr} \left( (P^{-1}X)^2 \right) - \text{tr} \left( P^{-1}X \right)^2 = -2 \text{tr} \left( \left( P^{-1}X \right) \left( P^{-1} \left( \delta^{h} \delta_{j,l} \frac{T}{m} \right) \right) \right) - \text{tr} \left( P^{-1} \left( \delta^{h} \delta_{j,l} \frac{T}{m} \right) \right)^2 \\
= -2 \text{tr} \left( \left( P^{-1}X \right) \left( P^{-1} \left( \delta^{h} \delta_{j,l} \frac{T}{m} \right) \right) \right) - \frac{T^2}{m^2} \left( \left( (P^{-1})^j_\ell \right) \right)^2 ,
\end{align}

(3.42)

where we also used

\[
\text{tr} \left( P^{-1} \left( \delta^{h} \delta_{j,l} \frac{T}{m} \right) \right) = \frac{T}{m} \left( (P^{-1})^a_b \delta^{aj} \delta_{bl} \right) = \frac{T}{m} \left( (P^{-1})^a_b \right) = \frac{T}{m} \left( \left( (P^{-1})^j_\ell \right) \right).
\]

(3.43)

With this and reinserting the state’s norm, we now have

\[
\left\langle \prod_{k=1}^{N} \hat{q}^{B}_{k} (r) \right\rangle = \frac{T^{N} |Z_{\gamma}|^{r^{N}}}{\sqrt{\pi}^{N} P^{N}} \left[ \det P \right]^{r^{N}} \int_{-\infty}^{\infty} d^{3} x_{I} \ e^{-\frac{1}{2} \sum \left( x_{I}^2 \right)^{2}} \times \prod_{k=1}^{N} \left[ -r \frac{T}{m} \left( \left( (P^{-1})^j_\ell \right) \right) + \frac{r(1-r)}{2} \frac{T^2}{m^2} \left( \left( (P^{-1})^j_\ell \right) \right)^2 \\
- r^2 \frac{T}{m} \left( \left( (P^{-1})^j_\ell \right) \right) \text{tr} \left( P^{-1}X \right)^2 + r^{2} \frac{T}{m} \left( \left( (P^{-1})^j_\ell \right) \right) \left( \left( (P^{-1})^j_\ell \right) \right)^2 \\
+ r(r-1) \frac{T}{m} \sum_{j,j'} \left( \left( (P^{-1})^j_\ell \right) \right) \left( \left( (P^{-1})^j_\ell \right) \right) \left( \left( (P^{-1})^j_\ell \right) \right)^2 + O \left( T^5 \right) \right].
\]

(3.44)

First of all, we can argue that the second line’s terms will vanish via integration as all their contributions to the integrand are linear in one \( x_{I} \).\(^{13}\) Integrated with respect to the Gaussian in that respective \( x_{I} \), then amounts to zero. All remaining integrations are then either solely Gaussian ones, yielding \( \sqrt{\pi}^{9} \), which cancels the corresponding factor in the norm of the state. Or they are of the form

\[
\int_{-\infty}^{\infty} dx \ e^{-x^2} = \frac{\sqrt{\pi}}{2}
\]

and therefore also can cancel the \( \pi \)-factors. As we now face \( N \)-times the commutator, we have to divide our final result by \( r^N \) to be able to compare it with the classical result of the respective Poisson bracket. Furthermore, as before, we choose the classicality parameter \( t \) to be \( t = \frac{\hbar^2}{2m} \).

Lastly, we reinsert also

\[
P^{i} = \frac{p^{i}}{T} \Rightarrow \det P = \frac{\det p}{T^4} \Rightarrow \left( (P^{-1})^j_\ell \right) = \frac{T^{4} \left( \Delta^{j}_\ell \right)}{\det p}
\]

(3.45)

\(^{13}\) We already dropped linear contributions from the terms in the third and fourth line, too.
and obtain for the final result (including again $\frac{3^N}{2^N}$):

\[
\rho_{\phi} = \frac{2^N}{\rho_0^N} \left( \prod_{k=1}^{N} \frac{\hat{q}_k(r)}{\rho_0} \right)_{\phi_k} \\
= \frac{2^N}{\rho_0^N} |Z_r|^N (\text{det} p)^N \left[ -\frac{r}{m_\gamma} \frac{\Delta_J(p)}{\text{det} p} + \frac{r(1-r)}{m_\gamma} \frac{\Delta_{\eta}(p)}{\text{det} p} \right]^{2} \\
+ \frac{r(1-r)}{2 m_\gamma} \sum_{j,k} \frac{\Delta_{\eta}(p) \Delta_{\eta}(p) \Delta_{\eta}(p) \Delta_{\eta}(p)}{\text{det} p} \\
- \frac{r^2(1-r)}{4 m_\gamma} \sum_{j,k} \frac{\Delta_{\eta}(p) \Delta_{\eta}(p) \Delta_{\eta}(p) \Delta_{\eta}(p)}{\text{det} p} + \mathcal{O}(t^2) \\

(3.46)
\]

If we consider $m_\gamma = 2$ as well as $Z_r = 1$, the above equation’s lowest order contribution now looks like the result of performing the nine integrations in the case of the cubic graph shown in (3.23), just for general $N$ now. As discussed in section 3.1.4, this demonstrates again that the semiclassical limit of the lowest order agrees only with the classical expression for cubic graphs, otherwise it differs by a factor caused by the regularisation constant $Z_r$ that depends on the graph under consideration.

Comparing the above result with theorem 4.2 in [33] (equation (4.45) therein), we notice that the results are expressed in a slightly different manner. This comes from the fact that [33] expressed the final results explicitly in terms of lattice fluctuations which are, in the result presented here, still encoded in the fluxes involved in (3.46). To extract the lattice fluctuations in [33] and rewrite the flux dependent corrections in terms of quantities of order unity, the quantity $s = N - \alpha$, with $0 < \alpha < \frac{1}{2}$, is introduced that involves a specific choice for the range of $\alpha$. This led to the power series of (4.39) in [33] to end with the contribution $\sim s^3 T^3$. As a result, the first correction in the result of theorem 4.2 in [33] only includes the terms corresponding to the ones in the second line of (3.46) above, while the remaining correction term $\sim t^2$ of the first line corresponds to the $s^3 T^3$-term [33] neglected. Because these kind of lattice fluctuations will be present for any given choice of $\alpha$, the power counting has to be adapted and in this sense differs from the more simple situation in the U(1) and quantum mechanical case of our companion paper [36], where these kind of lattice fluctuations are absent. Nevertheless, we kept those higher order terms here in order to discuss the differences and similarities to the U(1) and quantum mechanical cases.

In the U(1) case or the quantum mechanical case, these two kind of correction terms contribute to the same order in $t$ but can be seen to take a different role: as equation (5.8) of [36] shows the expectation value of $\langle p \rangle$ is not just $\langle p \rangle$ for coherent states but, instead, fluctuations arise (note that this is already true for $\langle p \rangle$, e.g.). Then, equation (5.10) in [36] also features multiple correction terms $\sim t^2$ and one can see that the respective second one is the derivative of the correction term $\sim t$ in (5.8), while the other one corresponds to the second derivative just like the term $\sim t$ corresponds to the first derivative $\sim t^2$. Taking a look at theorem 4.3 of [33] (equation (4.48) therein), one can observe the same situation: Differentiating the fluctuation correction of the volume operator’s expectation value as stated there yields terms $\sim q^{3-3} = -\frac{3}{2}$—just like all corrections $\sim s^2$ of (4.45) in [33] (for $N = 1$).

\[\text{Note that this applies also to the quantum mechanical scenario. For this, compare equations (3.4) and (3.9) or (3.12) in [36].}\]
We want to note that when going to a higher order in the power series (4.39) of [33], there can be additional terms between the \((sx)^2\) and \(O(sT)\) contribution depending on the value \(\alpha\) takes. While it of course always holds that \(sT \sim t^{1-\alpha}\) is of higher order than \((sx)^2 \sim t^{1-2\alpha}\) (for \(0 < \alpha < 1\)), one has to be careful about terms \((sx)^2\). Those contribute with \(\sim t^{1-2\alpha}n\) and therefore, for a fixed value of \(\alpha\), all \(n < \frac{1-\alpha}{1-2\alpha}\) have to be considered. For the choice of \(\alpha \approx \frac{1}{2}\), which [33] motivates below (3.12) therein, this yields \(n < 2.5\) and everything is fine. But as \(\alpha\) approaches \(\frac{1}{2}\), one would have to include all \(n \in 2N\) (note that all contributions with odd \(n\) vanish via the integration against the Gaussian).

We want to apply this procedure now to the general case, i.e. not just one determinant within \(T\) and therefore drop it. The difference of the commutator’s two eigenvalues as the delicate part of the integration then reads

\[
\prod_{k=1}^{N} \left( \sum_j \det (X_i + P_j) \right)' - \left( \sum_j \det (\tilde{X}_{i,k} + P_j) \right)',
\]

as we have to collect the contributions from all triples of edges, cf (2.7), which we label by the subscript \(i\). In order to cast the argument of the roots into a form that we can apply a Taylor expansion on, we proceed by factoring out \(\det P_1\) and a subsequent decomposition according to (3.37):

\[
\sum_j \det (X_i + P_j) = |\det P_1| \cdot \left[ 1 + \text{tr} (P_1^{-1}X_i) + \frac{1}{2} (\text{tr} (P_1^{-1}X_i)^2) \right]
+ \text{det} (P_1^{-1}X_i) + \sum_{i \neq 1} \frac{\text{det} P_i}{\text{det} P_1} \left[ 1 + \text{tr} (P_i^{-1}X_i) + \frac{1}{2} (\text{tr} (P_i^{-1}X_i)^2) \right]
+ \text{det} (P_i^{-1}X_i) \bigg|' .
\]

(3.47)

Thereby, we obtained a result that now allows for a Taylor expansion, here not around 1 but instead around \(1 + \sum_{i \neq 1} \frac{\text{det} P_i}{\text{det} P_1}\), which is the collection of all terms \(O (T^0)\). After performing this Taylor expansion, those \(O (T^0)\)-terms vanish via the commutators difference and only (some of) the higher order terms remain. Collecting all terms of one order in \(T\) leads to more and more evolved formulae as the order in \(T\) grows, so we will only consider the lowest order here, where there is only one kind of term contributing. This is the \(\text{tr} A\) part of the decomposition in (3.37), resulting in \(\text{tr} A\) after the root’s Taylor expansion in (3.39). Collecting this contribution from all combinations of three edges, we obtain

\[
\prod_{k=1}^{N} \left( \sum_j \det (X_i + P_j) \right)' - \left( \sum_j \det (\tilde{X}_{i,k} + P_j) \right)'
= |\det P_1| \prod_{k=1}^{N} \left[ \text{tr} (P_1^{-1}X_i) - \text{tr} (P_1^{-1}\tilde{X}_{i,k}) + \text{tr} \sum_{i \neq 1} \frac{\text{det} P_i}{\text{det} P_1} \text{tr} (P_i^{-1}X_i) \right]
- \frac{\text{det} P_1}{\text{det} P_1} \text{tr} (P_i^{-1}\tilde{X}_{i,k}) + O (T^3)
= (r)^N T^{-3N+2N} \prod_{k=1}^{N} \left( \sum_i \frac{|\det P_1|}{\text{det} P_i} \Delta_i^k (p_i) \right) + O (T^{-3N+2N+1}) .
\]

(3.48)
Using this and, as before, in order to compare the final result to the classical Poisson bracket multiplying the result by \( \frac{2N}{t} \), choosing again the classicality parameter \( t \sim \ell_P^2 \) and taking into account that we used \( r \) as exponent, instead of the initial \( \ell_P^2 \), our final result is given by

\[
2^N \left( \prod_{k=1}^{N} \hat{q}_{jk}^N(r) \right) = (-2r)^N |Z_\gamma|^N \prod_{k=1}^{N} \left( \sum_{i} \frac{|\det p_i|^r}{\det p_i} \Delta_{jk}^i(p_i) \right) + \mathcal{O}(t^2).
\] (3.49)

Now as far as the lowest order is considered, we do not get the exact classical result here for other than cubic graphs, as expected. This is caused by the fact that in contrast to the case of the cubic graph, here the regularisation constant \( Z_\gamma = \frac{1}{48} \) does not exactly cancel all remaining factors in the final result. As already mentioned above, this method cannot be applied to the case \( p_i = 0 \) because it requires the existence of the inverse of the matrix of the classical triad labels and, as a consequence, the case of the cosmological singularity cannot be analysed with this method.

This finishes our treatment of volume operator computations without the use of estimates. We showed that KCHFs allow for an analytical calculation of the basic building block of semiclassical expectation values of the class of operators \( \hat{q}_{jk}^N(r) \) as well as expectation values with respect to states of cubic topology. We furthermore extended the Sahlmann and Thiemann procedure \cite{33} to more general scenarios. In both cases, in contrast to the work of Brunnemann and Thiemann \cite{34, 35}, we could perform our computations without using estimates and were able to consider the semiclassical limit of \( t \rightarrow 0 \). A special role played the case of \( p_i = 0 \) where neither the Sahlmann and Thiemann procedure nor our method of using the asymptotics of the Kummer functions could be applied. Therefore, we also had to rely on estimates in our computation for this case and—depending on the value of \( r \)—obtained a divergence for generic \( r \), too, if we in addition to \( p_i = 0 \) consider the limit \( t \rightarrow 0 \) as well. The next section, which discusses again semiclassical expectation values of \( \hat{q}_{jk}^N(r) \) but this time via estimates, in turn, follows closer the path Brunnemann and Thiemann chose.

4. Semiclassical analysis of operators involving the volume operator via estimates

In this section, we address the computation of semiclassical expectation values \( \langle \prod_{k=1}^{N} \hat{q}_{jk}^N(r) \rangle \) for generic graphs that forces us to involve additional estimates in our computation. While the previous section’s calculations did not need this, estimates become inevitable when we want to consider the realm of the initial singularity, i.e. \( p_i = 0 \). Note that we did indeed also need estimates for the computation of the \( p_i = 0 \) case at the end of section 3.1.2 as the strategy we used before did not apply anymore. The same is true for the previous path along Sahlmann and Thiemann: With \( p_i = 0 \), the very first step of factoring out \( \det P \) or \( \det P_1 \), (3.34) or (3.47) respectively, is not applicable anymore since the inverse of \( P \) does not exist then. First of all, in section 4.1.1, we consider the case \( N = 1 \) and start with a method that goes along the work of Brunnemann and Thiemann \cite{34, 35} but is already adopted to the usage of KCHFs. Afterwards, we generalise this to the case of generic integer \( N \) covering the most general scenario presented in our work here. Following this, in section 4.3, we discuss possibilities how estimates can be found that are better suited to preserve the power of the classicality parameter or the momenta and what issues can arise in this context.
4.1. Estimates along the lines of Brunnemann and Thiemann

4.1.1. Semiclassical expectation value for $\hat{q}_h^b (r)$. In order to discuss the details of the estimate for $\langle \hat{q}_h^b (r) \rangle_{\Psi_w}$, we consider as our starting equation (2.12), which is still formulated at the level of the charges\textsuperscript{15}:

$$
\langle \hat{q}_h^b (r) \rangle_{\Psi_w} = \frac{1}{|\Psi_m||^3} \sum_{\{a_i\} \in \mathbb{Z}} e^{\sum_{i=1}^{\ell} -i(n'_i)^2 + 2p_i n'_i} |Z|^\frac{2}{3} \left( \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} n'_I n'_J n'_K \right)^\frac{2}{3} \\
- \left| \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} (n'_I + \delta^{i0} \delta_{jk}) \left( n'_J + \delta^{j0} \delta_{Ik} \right) (n'_K + \delta^{k0} \delta_{IJ}) \right|^\frac{2}{3} .
$$

(2.12)

This was important for the work of [35] as their crucial estimate only applies to integer numbers:

$$
|a| - |b| \leq |a| - |b| ,
$$

(C1)

where $a, b \in \mathbb{Z}$ and $r \in \mathbb{Q}_{[0, 1]}$. This allowed them to transform integrals including rational powers of (eigenvalues of) the momentum operator into one with integer powers. However, with the methods introduced in our companion paper [36], we know how to compute integrals containing rational powers of this kind with the help of KCHFs, which is the reason why we will use slightly different estimates that still contain information on the initial exponents and hope to improve the estimate used in [35] accordingly. The estimates we use are given by

$$
|a|^r - |b|^r \leq |a| - |b| ,
$$

(C2)

$$
|a + b|^r \leq |a|^r + |b|^r ,
$$

(C3)

$$
2|ab| \leq |a|^2 + |b|^2 \quad \text{and}
$$

(4.1)

$$
|a|^2 + |b|^2 \leq (|a| + |b|)^2 ,
$$

(4.2)

where $a, b, r \in \mathbb{R}$ and $0 \leq r \leq 1$.

To stick to the notation in the literature, we follow [34, 35] and start with the difference of the volume eigenvalues involved in the commutator of $\hat{q}_h^b (r)$. Recall that the action of $(h_h^b)^{-1}$ within the second term of $\hat{q}_h^b (r)$ leads to a shift in that volume eigenvalue:

$$
\Delta \lambda' := \lambda' (\{n'_I\}) - \lambda' (\{n'_I + \delta^{i0} \delta_{jk}\})
$$

$$
= \ell^3 |Z|^\frac{2}{3} \left( \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} n'_I n'_J n'_K \right)^\frac{2}{3} \\
- \left| \sum_{IJK} \epsilon(IJK) \epsilon_{ijk} n'_I n'_J n'_K + 3 \sum_{JK} \epsilon(IoJK) \epsilon_{ijkl} n'_I n'_J n'_K \right|^\frac{2}{3} .
$$

(4.3)

where we abbreviated again $\sum_{JK}$ as the sum over all edges $e_J, e_K$ such that $e_h \cap e_J \cap e_K = v \land J, K \neq I_0 \land J \neq K$ with $I_0$ being fixed.

\textsuperscript{15} We now use again $Z$ for the regularisation constant as we do not consider special graphs anymore and hence $Z_{comb} (\gamma) = 1 \Rightarrow Z = C_{\gamma} = \frac{1}{3} = : Z$.
Integrating this expression now with respect to the first charge against the coherent states, i.e. Gaussians, would yield a KCHF with the other charges in its argument. As mentioned before, the resulting integral cannot be computed analytically by means of KCHFs and thus forces us to perform estimates in order to remove the sums of determinants under the fractional power:

$$\Delta \lambda \bigg|_{(C2)} \leq \ell p^{3r} |Z|^{\frac{7}{2}} \left| \sum_{JK} \epsilon(I_{0JK}) \epsilon_{i,j,k} n_j^j n_k^k \right|^\frac{r}{2}$$

$$\bigg| (C3) \bigg| \leq \ell p^{3r} |Z|^{\frac{7}{2}} \left( \sum_{JK} \left| n_j^j n_k^k \right| \right)^{\frac{r}{2}}$$

$$\bigg| (4.1) \bigg| \leq \ell p^{3r} |Z|^{\frac{7}{2}} \left( \frac{1}{2} \sum_{JK} \left( |n_j^j|^2 + |n_k^k|^2 \right) \right)^{\frac{r}{2}}$$

$$\bigg| (4.2) \bigg| \leq \ell p^{3r} |Z|^{\frac{7}{2}} (9M)^{\frac{r}{2}} \left( \sum_{jk} |n_j^j|^2 \right)^{\frac{r}{2}}$$

$$\bigg| (C3) \bigg| \leq \ell p^{3r} |Z|^{\frac{7}{2}} \left( \sum_{jk} |n_j^j|^2 \right)^{\frac{r}{2}}. \quad (4.4)$$

In the second line, there’s no summation over j, k inside the absolute value anymore since we applied formula (C3) to pull the sum out of the absolute value. In the next step, we estimated all $\epsilon$ by $+1$ from above. Formula (4.2) was applied in the generalisation of more than two terms being summed up. The prefactor $3M$ stems from the empty sum over the U(1)-copies k and the edges K for the first term and likewise over j, J for the second one. In the fashion of [35], we estimated this by $3M$ albeit not all edges necessarily meet $\epsilon_{i_0}$ at v and j, k allowing only for two contributions, as $i_0$ is fixed and occupies the third U(1)-copy.

If we now compare this result with the one Brunnemann and Thiemann obtained in [35, equation (C.39) therein],

$$|\Delta \lambda| \leq \ell p^{3r} |Z|^{\frac{7}{2}} 9M \sum_{j} |n_j^j|^2, \quad (4.5)$$

we notice that it is quite similar at first sight, but (4.4) still contains information in the charges about what root of the volume operator we are considering—i.e. $r$. This also includes that the new value is smaller as $r < 2$ and $M, |n_j^j| \in \mathbb{N}_0$.

However, looking only at the dimensions of the charges, we started with $\sim |n|^\frac{3}{2}$ and reduced it to $\sim |n|^r$ whereas Brunnemann and Thiemann end up with $\sim |n|^2$. This will become important later on when we discuss possible improvements of estimates in section 4.3.
With the result above, we can now tackle the expectation value of interest:

\[
\langle \hat{q}_n^k(r) \rangle_{\varphi_n} \leq \frac{\xi}{a^{2r}} |Z|^2 (9M)^{\frac{r}{2}} \sum_{\{\eta_j\} \in \mathbb{Z}} e^{\sum_{\eta_j} \left(-i\eta_j^2 + 2\eta_j x_j^f\right)} \sum_{\eta_j} |n_j^f|^{r}\]

\[
= \frac{\xi}{\|\Psi_m\|^2} \sum_{\{\eta_j\} \in \mathbb{Z}} \int d^{3M} x_j^f \left(\frac{2\pi}{T}\right)^{3M} e^{\sum_{\eta_j} \left(-i\eta_j^2 + 2\eta_j \frac{m}{T} \frac{\pi \eta_j}{x_j^f}\right)} \sum_{\eta_j} \frac{|x_j^f|^{r}}{T^{r}}
\]

\[
= \frac{\xi}{\|\Psi_m\|^2} \left(\frac{2\pi}{T}\right)^{3M} \sum_{\{\eta_j\} \in \mathbb{Z}} \varepsilon_{\sum_{\eta_j} \left(\eta_j^2 + \frac{m}{T} \frac{\pi \eta_j}{x_j^f}\right)^2} \Gamma \left(\frac{r+1}{2}\right) \frac{p_j^f}{T} \left(\frac{p_j^f}{T} + \pi i n_j^f\right)^2 \right) \}
\]

(4.6)

From the first to the second line, we define \( \xi := T^{3M} |Z|^2 (9M)^{\frac{r}{2}} \). We then notice that out of the \( 3M \)-dimensional integration of the sum of \( 3M \) many terms \( |x_j^f|^{r} \), only one \( x_j^f \)-integration per addend yields a KCHF,

\[
\int_{-\infty}^{\infty} dx_j^f e^{\left(x_j^f + \left(\frac{2\pi}{T} \frac{m}{T} \frac{\pi \eta_j}{x_j^f}\right)\right) |x_j^f|^{r} \} = \Gamma \left(\frac{r+1}{2}\right) \frac{p_j^f}{T} \left(\frac{p_j^f}{T} + \pi i n_j^f\right)^2 \}
\]

(4.7)

whereas the other \( 3M - 1 \) integrals are just of the form

\[
\int_{-\infty}^{\infty} dx_j^f e^{\left(-x_j^f + \left(\frac{2\pi}{T} \frac{m}{T} \frac{\pi \eta_j}{x_j^f}\right)\right) |x_j^f|^{r} \} = \sqrt{\pi} e^{\left(\frac{2i}{T} \frac{\pi \eta_j}{x_j^f}\right) ^2} \}
\]

(4.8)

Therefore, we denoted by \( \sum_{H \setminus j} \) in the Gaussian the sum over all combinations of edges and U(1)-copies that do not correspond to the particular configuration of the \( \sum_{J} \)-sum: We sum over all \( (J, i) \) with \( I = 1, 2, \ldots, M \) and \( i = 1, 2, 3 \) leaving out the combination \( (J, j) \) and \( (i_0, h) \), of course, which we lost right at the beginning of (4.4).

Including the states’ norm (2.13)

\[
\|\Psi_m\|^2 = \left(\frac{2\pi \sqrt{\pi}}{T}\right)^{3M} e^{\sum_{\eta_j} \left(\frac{2}{T} \frac{m}{T}\right) \eta_j^2} \prod_{h} \left(1 + K_{n,h}^f\right),
\]

(4.9)

applying formula (2.29) for the asymptotic expansion for large arguments of the KCHF and performing all the intermediate steps as before (that is using that only the contribution for \( N_j = 0 \) \( \forall i, I \) has to be taken into account and dividing by \( t \) to compare it with the classical Poisson bracket), we finally obtain

\[
\langle \hat{q}_n^k(r) \rangle_{\varphi_n} = (4.6) T^{3M} |Z|^2 (9M)^{\frac{r}{2}} \sum_{\eta_j} \sum_{n=0}^{\infty} \frac{(-\frac{1}{2})_n \left(\frac{1+2r}{2}\right)_n}{n!} \frac{p_j^f}{T} |p_j^f|^{r-2n} \}
\]

(4.10)

As the configuration where \( \hat{q}_n^k \) contains the square root of the volume operator is of importance, we may also directly state the corresponding formula for \( r = \frac{1}{2} \) and after dividing by \( t \):
\[ \frac{(\hat{q}_n^0(\frac{1}{t}))_\psi}{t} \lesssim T^{-\frac{3}{2}} |Z|^\frac{1}{2} (9M)^{\frac{1}{4}} \sum_{\{\delta_j\}_j} \left( \frac{\sqrt{|p^j|}}{\sqrt{t}} - \frac{1}{16} \frac{1}{\sqrt{t} \sqrt{|p^j|}} - \frac{15}{256} \frac{\sqrt{t}}{\sqrt{|p^j|}} \right) + O\left(t^2\right), \]  

(4.11)

\[ \frac{(\hat{q}_n^0(\frac{1}{t}))_\psi}{t} \lesssim |Z|^\frac{1}{2} (9M)^{\frac{1}{2}} \sum_{\{\delta_j\}_j} \frac{\sqrt{|p^j|}}{t^2} + O\left(t^4\right). \]  

(4.12)

If interested in the limit \( p = 0 \), however, one has to proceed differently from (4.6) onwards.

What we did before was to use the KCHF’s argument’s part \( \frac{t}{2} \) in order to say that it is large as \( T \to 0 \). This clearly is not valid anymore if \( p = 0 \). Instead, we might proceed the following way by using the very definition of the KCHF, (2.20), with a previous Kummer transformation, (2.18):

\[ \frac{(\hat{q}_n^0(r))_\psi}{t} \leq |Z|^\frac{1}{2} (9M)^{\frac{1}{2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} \left( \sum_{\{\delta_j\}_j} e^{-\sum_{\gamma=0}^{N_j} \frac{\pi^2}{2 \gamma}} \left( N_j \right)^2 \right) \]

\[ \times \ _1 F_1 \left( \frac{r + 1}{2}, 1, -\frac{\pi^2}{r} N_j \right)^2 \]

\[ \leq |Z|^\frac{1}{2} (9M)^{\frac{1}{2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} \left( \sum_{\{\delta_j\}_j} e^{-\sum_{\gamma=0}^{N_j} \frac{\pi^2}{2 \gamma}} \left( N_j \right)^2 \right) \]

\[ \times \ _1 F_1 \left( \frac{r + 1}{2}, 1, -\frac{\pi^2}{r} N_j \right)^2 \]

\[ \leq |Z|^\frac{1}{2} (9M)^{\frac{1}{2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} \left( \sum_{\{\delta_j\}_j} e^{-\sum_{\gamma=0}^{N_j} \frac{\pi^2}{2 \gamma}} \left( N_j \right)^2 \right) \]

\[ \times \sum_{n=0}^{\infty} \left( \frac{\pi^2}{r} N_j \right)^2 \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} \left( \sum_{\{\delta_j\}_j} e^{-\sum_{\gamma=0}^{N_j} \frac{\pi^2}{2 \gamma}} \left( N_j \right)^2 \right) \]

\[ \times \left( 1 - \frac{\pi^2}{r} N_j \right)^2 + \frac{2 - \pi^4}{6 r^2} \left( N_j \right)^4 + O\left(t^{-3}\right). \]  

(4.13)

Hence, for \( p = 0 \), we now have a series in \( \frac{N_j^2}{t} \). Concerning the limit of small \( t \), this does however not cause problems due to the overall damping Gaussians that allow us to consider only the \( N_j = 0 \) solutions again. Therefore, we altogether obtain

\[ \frac{(\hat{q}_n^0(r))_\psi}{t} \leq |Z|^\frac{1}{2} (9M)^{\frac{1}{2}} \frac{\Gamma\left(\frac{r+1}{2}\right)}{\sqrt{\pi}} \left( \sum_{\{\delta_j\}_j} e^{-\sum_{\gamma=0}^{N_j} \frac{\pi^2}{2 \gamma}} \left( N_j \right)^2 \right) \]

(4.14)
as an upper bound for the case of $p_i^j = 0$ and $t \to 0$ when using the estimate like the one of Brunnemann and Thiemann. So we see that we even obtain a $p^0$-result when choosing $r = 1$—which corresponds to considering $V$, cf (2.6). However, note again that we did not expect the lowest order to be $\sim p^0$ anyway, since not even the quantum mechanical example in our companion paper [36] did feature this behaviour.

Taking a look at the respective results (4.10), (4.11) and (4.14), we see that exponent of the momenta was not preserved by the estimates. We started with the volume to the power of $r$, which translates to $p^2$. Via the estimate (4.4), however, we altered the exponent of the charges from $n^2$ to $n^r$, leading ultimately also to $p^r$—as we see in (4.10) and (4.11). Regarding the $t$-dependency, we obtained $t^{r-1}$ for the commutator over $t$ in lowest order, confer (4.10). For the case of $p_i^j = 0$, this changed to $t^{-1}$ in (4.14). Note that the exponent changed albeit using no additional estimates in either case, they are both based on (4.6). While the $p \neq 0$ approach proceeded with the asymptotics for large arguments of the KCHFs, for the $p = 0$ case we continued with the very definition of $_1F_1(a, b, z)$ that can be found in (2.20).

### 4.1.2 Semiclassical expectation value for $\prod_{k=1}^{N} \hat{q}_k^{i} (r)$

We now generalise the previous procedure to general products of the operator $\hat{q}_k^{i} (r)$, i.e. $\prod_{k=1}^{N} \hat{q}_k^{i}$. Therein, the shift is allowed to act on a different edge and a different U(1)-copy for the respective operators of the product, labelled by $k$.

Having (4.4) as the estimate for the eigenvalue of one of the $\hat{q}_k^{i}$ operators, we can straightforwardly state our analogue of [35]'s (5.2):

\[
\left\langle \prod_{k=1}^{N} \hat{q}_k^{i} (r) \right\rangle_{\Phi_n} \leq \frac{e^{|h|}(\mathcal{Z}|\mathcal{F}|^2 (9M)^{-2}}{d^{2N}|\psi_m|^2} \sum_{\{n\}_i} e^{\sum_{i} (-\phi_i)^2 + 2\phi_i} \left( \sum_{n} |n_i| \right)^N \\
\leq \frac{2^{3N}(\mathcal{Z}|\mathcal{F}|^2 (9M)^{-2}}{\sqrt{\pi} d^{2N}} \sum_{\{n\}_i} e^{-\sum_{i} \frac{\phi_i^2}{2}} \int_{-\infty}^{\infty} d^{3M} \hat{x}_i e^{-\sum_{i} \frac{(\hat{x}_i - \hat{x}_i^{\text{m}})^2}{2}} \left( \sum_{n} |n_i| \right)^N.
\]

(4.15)

As we can not integrate this expression as it is, due to the sum to the power of $N$, we have to further manipulate this part:

\[
\left( \sum_{n} |x_i| \frac{r^{i}}{T} \right)^N = \frac{1}{T^{N}} \sum_{\{n\}_i} c_{n, x} \prod_{B} |x_i|^{n_{i, B}}.
\]

(4.16)

This means that we sum over all the $\{n\}_i$-many distributions of $N$ into non-negative integers $n_{i, \ell}$ such that $\sum_{i} n_{i, \ell} = N$. The single products of the sum’s addends are weighted by the combinatorial coefficients

\[
c_{n, x} = \frac{N!}{\prod_{n} n_{i, \ell}!} = \left( n_{1, \ell}, n_{2, \ell}, \ldots, n_{M, \ell} \right),
\]

(4.17)

which are just the multinomial coefficients. We then realise that we face integrals of Gaussians against products of the single integration variables $x_i$ to the power of $r n_{i, \ell}$. As these decouple, we can indeed apply the integration by means of KCHFs. This leads to
\[ \mathcal{I}_{n'_{i,E}} := \int_{-\infty}^{\infty} \mathrm{d}x_i e^{-\left( \frac{x_i - d_{i,E}}{\Delta_{i,E}} \right)^2} |x_i|^r n'_{i,E} \]
\[ = \Gamma \left( \frac{1 + r n'_{i,E}}{2} \right) e^{-\left( \frac{d_{i,E}}{\Delta_{i,E}} \right)^2} i \mathrm{F}_1 \left( \frac{1 + r n'_{i,E}}{2}, \frac{1}{2}, \frac{\pi^2 (N'_{i,E})^2}{t} \right). \] (4.18)

We can now proceed in two ways: First, we consider the general case and use the asymptotic expansion for large arguments of the KCHF and then, secondly, investigate the \( p = 0 \) scenario like we did at the end of section 4.1.1. For the first approach, we get
\[ \mathcal{I}_{n'_{i,E}} \stackrel{t \to 0}{\approx} \Gamma \left( \frac{1}{2} \right) \frac{|p'_i|^{rn'_{i,E}}}{T^{rn'_{i,E}}} \left( 1 - \frac{r n'_{i,E} (1 - r n'_{i,E})}{4} \frac{t}{|p'_i|^2} + \mathcal{O} (t^2) \right), \] (4.19)
including all the intermediate steps just as before—i.e. only one part of the asymptotic expansion contributes due to the overall Gaussian and we can consider the \( N'_i = 0 \) contribution only. Inserting this into the formula for the expectation value, we obtain
\[ \left\langle \prod_{k=1}^{N} \hat{q}_k^2 (r) \right\rangle_{\Psi_0} \]
\[ \leq t^{\frac{r}{2}} |Z|^{\frac{N}{2}} (9M)^{\frac{N}{2}} \sum_{\{n_k\}} \frac{C_{n_k}}{T^{rn'_{i,E}}} \prod_{k} \frac{|p'_i|^{rn'_{i,E}}}{T^{rn'_{i,E}}} \left( 1 - \frac{r n'_{i,E} (1 - r n'_{i,E})}{4} \frac{t}{|p'_i|^2} + \mathcal{O} (t^2) \right) \]
\[ \leq t^{\frac{r}{2}} |Z|^{\frac{N}{2}} (9M)^{\frac{N}{2}} |p_{\text{max}}|^r N + \mathcal{O} \left( t^{\frac{r}{2}+1} \right). \] (4.20)

We introduced \( p_{\text{max}} := \max_k \{ |p'_i| \} \) as an upper bound for all the \( p'_i \) in order to be able to obtain this concise result. With the help of \( p_{\text{max}} \), we could combine the product of all the different momenta and their respective exponents \( r n'_{i,E} \); via \( \sum_{k} n'_{i,E} = N t^{N} \). Lastly, as all expressions are then independent of the specific \( n_k \), we used
\[ \sum_{\{n_k\}} c_{n_k} = (3M)^{N}. \] (4.21)

Including the additional division by \( t^{N} \) in order to be able to compare it the the classical Poisson bracket’s result, we finally arrive at
\[ \left\langle \prod_{k=1}^{N} \hat{q}_k^2 (r) \right\rangle_{p_{\text{max}}} \leq t^{-\frac{r}{2}} |Z|^{\frac{N}{2}} (9M)^{\frac{N}{2}} |p_{\text{max}}|^r N + \mathcal{O} \left( t^{\frac{r}{2}+N+1} \right). \] (4.22)

Continuing directly with the \( p = 0 \) scenario, we have to change the procedure from (4.18) onwards. We do this similar to the calculation at the end of section 4.1.1 and first of all insert \( p = 0 \) and perform a Kummer transformation (cf (2.18)):
\[ \mathcal{I}_{n'_{i,E}} \stackrel{p=0}{=} e^{-\frac{\pi^2 (N'_{i,E})^2}{t}} \Gamma \left( \frac{1 + r n'_{i,E}}{2} \right) i \mathrm{F}_1 \left( \frac{1 + r n'_{i,E}}{2}, \frac{1}{2}, -\frac{\pi^2 (N'_{i,E})^2}{t} \right) \]
\[ = \Gamma \left( \frac{1 + r n'_{i,E}}{2} \right) i \mathrm{F}_1 \left( -\frac{r n'_{i,E}}{2}, \frac{1}{2}, \frac{\pi^2 (N'_{i,E})^2}{t} \right). \] (4.23)
The Gaussian in \(-\pi^2 (\mathcal{N})_1^2\) from (4.15) then allows us to consider again only \(\mathcal{N}_i^j = 0\), as we find via using the very definition (2.20) of the KCHF

\[
e^{\frac{-\pi^2 (\mathcal{N})_1^2}{\Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right)}} \cdot \mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}\prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{p=0} = \Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right) e^{-\frac{\pi^2 (\mathcal{N})_1^2}{\Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right)}} \cdot \mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}\prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{p=0} = \Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right).
\]

With this, we can state

\[
\left\langle \prod_{k=1}^{N} q_{\mathcal{I}}^{k}(r) \right\rangle \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{p=0} \leq t^{N} (9M)^{\mathcal{X}} |\mathcal{Z}|^{\mathcal{X}} \sum_{\{n_{\mathcal{I}}\}} \frac{c_{n_{\mathcal{I}}}}{\sqrt{\pi}^{N_{\mathcal{I}}}} \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{\mathcal{X}} \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2})}.
\]

and including the division by \(t^N\)

\[
\left\langle \prod_{k=1}^{N} q_{\mathcal{I}}^{k}(r) \right\rangle \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{p=0} \leq t^{(r-1)N} (9M)^{\mathcal{X}} |\mathcal{Z}|^{\mathcal{X}} \sum_{\{n_{\mathcal{I}}\}} \frac{c_{n_{\mathcal{I}}}}{\sqrt{\pi}^{N_{\mathcal{I}}}} \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{\mathcal{X}} \prod_{\mathcal{I}_{\mathcal{N}_i^{j, \Lambda}}}^{(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2})}.
\]

Note that the \(\sqrt{\pi}^{3N}\) in the denominator gets reduced by all those \(\Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right)\) for which \(n_{\mathcal{I}}^{j, \Lambda} = 0\), leaving \(\sqrt{\pi}^{\mathcal{X}(n_{\mathcal{I}}^{j, \Lambda})}\) with \(\mathcal{X}(n_{\mathcal{I}}^{j, \Lambda})\) standing for the number of non-zero \(n_{\mathcal{I}}^{j, \Lambda}\) within the decomposition \(n_{\Lambda}\), i.e. the number of integrals that resulted in \(\Gamma \left(\frac{1+ \mathcal{N}_i^{j, \Lambda}}{2} \right)\) instead of \(\Gamma \left(\frac{1}{2} \right) = \sqrt{\pi}\). This feature of a fraction of a gamma function and a remaining \(\sqrt{\pi}\) from the normalisation when considering \(p = 0\) can also be seen in (3.27) and even in the quantum mechanical case: confer equation (3.13) of our companion paper [36].

We therefore showed that we can also consider general \(N\)-fold products of the operator \(q_{\mathcal{I}}^{j}\) when following the Brunnemann and Thiemann path but using KCHFs in order to preserve fractional powers. The results, however, feature the same divergence for \(t \rightarrow 0\), but we were able to retain some information about the initial, fractional power of the volume operator that we started with.

The considerations in the next subsections are now about the question of how to improve the existing estimates in such a way that they do conserve the power in the momenta and the classicality parameter.

### 4.2. Towards an improved estimate

What we can deduce so far about whether an estimate is potentially conserving the correct exponents of \(p\) and \(t\) is that we need to have a result that still is a difference in two KCHFs, reflecting the commutator’s two expectation values: estimating the difference by a single term, and hence yielding only one single KCHF after the integration, causes the lowest order term in the asymptotic expansion to survive, which thereby modifies the initial powers in \(p\) and \(t\). Furthermore, we need to try conserving the exponent of the charges during our estimates.

However, we also know that the approach via KCHFs does not work if we have too complex expressions within the roots such as products of different charges \(n_{\mathcal{I}}^{j}\) and non-constant additions to the charges. This forces us to find an estimate that allows to further remodel the expressions by, e.g. factoring out one charge after the other to enable the integration.
We first of all recapitulate what we are facing:

\[
\lambda^r \left( \{ n_I^j | J \} \right) - \lambda^r \left( \{ n_I^j + \delta^n \delta_{0_a} | J \} \right) = \ell_p^{\lambda^r} |Z|^\frac{r}{2} \left( \sum_{J K} \det \left( n_I^j | J K \right)^{\frac{r}{2}} \right)
\]

As indicated before, we might achieve progress by factoring out one charge. So as a first step, we apply Laplace’s rule on an expression mimicking one representative of the charge matrices’ differences:

\[
\det \left( \begin{array}{ccc} a & b & c \\ d & e & f \\ g & h & i \end{array} \right) \left( (a - 1) \det(a) + C \right)^{\frac{r}{2}} - \det \left( \begin{array}{ccc} a & b & c \\ d & e & f \\ g & h & i \end{array} \right) \left( a - 1 \right) \det(a) + C \left( a + C \right)^{\frac{r}{2}} = (a - 1) \det(a) + C \left( a + C \right)^{\frac{r}{2}}
\]

where \( \det(a) \) denotes the minor of the matrix with respect to entry \( a \) and \( C := -b \det(b) + c \det(c) \), with \( \det(b), \det(c) \) being the minors of the matrix with respect to \( b, c \) respectively.

Obviously, the most progress would be achieved by just dropping the \( C \) as we would not only avoid any integrals, but especially cast the fractional power into an expression that can be analytically integrated and expressed by means of KCHFs, since we could then factor out \( \det(a) \) and hence face the familiar expression giving rise to a difference in two KCHFs.

Proceeding with finding an appropriate approximation, we reshape the difference as

\[
\left( a + C \right)^{\frac{r}{2}} - \left( a - 1 \right) \det(a) + C \left( a + C \right)^{\frac{r}{2}} = (a + C)^{\frac{r}{2}} \left( a + C \right)^{\frac{r}{2}} - (a - 1)^{\frac{r}{2}} + (a + C)^{\frac{r}{2}}
\]

on which we can then apply the new estimate (C4)

\[
|a + C|^\frac{r}{2} - |a - 1|^\frac{r}{2} \leq |a|^\frac{r}{2} - |a - 1|^\frac{r}{2} + 2,
\]

where \( a, C, r \in \mathbb{R} \) and \( 0 \leq r \leq 2 \). As we see when considering \( a = 0, C = 1 \), getting rid of \( C \) without any cost was in fact not possible and we needed to include the offset +2 instead.

Applying this now on the difference in the eigenvalues (4.27), with \( a \) in (4.29) corresponding to the charge \( n_{i_a}^b \) that gets shifted, we obtain

\[
\Delta \lambda^r \leq \ell_p^{\lambda^r} |Z|^\frac{r}{2} \left( \sum_{J K} \epsilon (I_0 J K) \epsilon_{0j} n_I^j \mu^k \left[ \left( n_{i_a}^b \right)^{\frac{r}{2}} - \left( n_{i_a}^b + 1 \right)^{\frac{r}{2}} + 2 \right] \right).
\]
Inserting the above estimate into the expectation value of \( \bar{q}_{\text{h}}(r) \) in (2.14), applying the Poisson resummation formula and integrating over \( n_{\text{h}}^p \), we get

\[
\langle \bar{q}_{\text{h}}(r) \rangle_{\Psi_{\text{w}}} \leq \frac{T^r |Z|^2}{\sqrt{\pi}} \sum_{\{N_j\} \in \mathbb{Z}} \int_{-\infty}^{\infty} d^{3M-1} x_{l_0;h} \sum_{l_0;h} \left( \frac{v^2 + \pi^2 (\xi_j)^2}{r} \right)^{\frac{1}{2}} \times \left| \sum_{J_K} e(I_0JK) \epsilon_{l_0jk} \frac{j_k}{|j_k|^2} \right|^2 \left( -T \frac{1}{4} \Gamma \left( \frac{r+2}{4} \right) I_1 \left( \frac{r}{4} \frac{1}{2} - \frac{p_{l_0}^h - \pi i N_{l_0}^h}{T} \right)^2 \right)
\]

\[
- T \frac{1}{2} \Gamma \left( \frac{r+2}{4} \right) I_1 \left( -r \frac{1}{4} \frac{1}{2} - \frac{p_{l_0}^h + T^2 - \pi i N_{l_0}^h}{T} \right)^2 + 2 \sqrt{\pi} \right). \tag{4.31}
\]

For not making it unnecessarily confusing, the structure of the equation before is kept and the square bracket’s single terms correspond one to one to each other. All additional factors before the sum over all minors stem from going over to the expectation value of \( \bar{q}_{\text{h}}(r) \) and applying the Poisson resummation formula. The problem now is that the integral involving the Gaussians as well as the fractional power of the sum over all determinants of the minors of the charge matrices can not be solved analytically. Hence, we have to apply further estimates. We do this in the fashion of the approximation (C3),

\[
|a + b|^r \leq |a|^r + |b|^r \quad \text{ (where } a, b, r \in \mathbb{R} \text{ and } 0 \leq r \leq 1) \tag{C3}
\]

which applied to the present scenario then reads

\[
\left| \sum_{JK} e(I_0JK) \epsilon_{l_0jk} \frac{j_k}{|j_k|^2} \right|^2 \leq \left| \sum_{JK} e(I_0JK) \epsilon_{l_0jk} \frac{j_k}{|j_k|^2} \right|^2
\]

\[
= \sum_{JK} |j_k|^2 \frac{|j_k|^2}{|j_k|^2}. \tag{4.32}
\]

Therein, the sum over \( j, k \) is such that \( j, k \neq l_0 \) and in the first line, the \( j, k \) under the sum means there is no further summation over double indices inside the absolute value. The same is true for \( J, K \) and \( I_0 \).

Therefore, all remaining integrals are now

\[
\int_{-\infty}^{\infty} d^{3M-1} x_{l_0;h} \sum_{l_0;h} \left( \frac{v^2 + \pi^2 (\xi_j)^2}{r} \right)^{\frac{1}{2}} \sum_{JK} \frac{|j_k|^2}{|j_k|^2} \times \left| \sum_{JK} e(I_0JK) \epsilon_{l_0jk} \frac{j_k}{|j_k|^2} \right|^2
\]

\[
= \sqrt{\pi}^{3M-3} \Gamma^2 \left( \frac{r+2}{4} \right) \sum_{JK} I_1 \left( -r \frac{1}{4} \frac{1}{2} - \frac{p_{l_0}^h - \pi i N_{l_0}^h}{T} \right)^2 \right) \times I_1 \left( -r \frac{1}{4} \frac{1}{2} - \frac{p_{l_0}^h + T^2 - \pi i N_{l_0}^h}{T} \right)^2, \tag{4.33}
\]

since we have \( 3M - 3 \) many integrals over Gaussians for each summand and only two of them are multiplied by the roots, giving rise to the two KCHFs. Note that the sum over \( J, K, j, k \) is
still considered to include only those edges \( e_j \neq e_k \) that meet \( e_{i_0} \) at \( v \) and, likewise, only those \( U(1) \)-copies \( j \neq k \) with \( j, k \neq i_0 \).

Putting everything together, we obtain

\[
\langle \hat{q}_{i_0}^\mu(r) \rangle_{\Phi_\omega} \leq \frac{T^3 |z|^2}{\sqrt{\pi}} \sum_{\{N_j\} \in \mathbb{Z}} e^{-\frac{1}{2} \left( \frac{\nu_i + \nu_j}{T} \right)^2} \Gamma^3 \left( \frac{r + 2}{2} \right) \left[ I_1 \left( -\frac{\nu_i}{T}, \frac{1}{2}, \left( \frac{\nu_i + \nu_j}{T} \right)^2 \right) - I_1 \left( -\frac{\nu_j}{T}, \frac{1}{2}, \left( \frac{\nu_i + \nu_j}{T} \right)^2 \right) + 2 \Gamma^{-1} \left( \frac{r}{2} + \frac{1}{2} \right) T^2 \sqrt{\pi} \right]
\]

\[
\times \sum_{J,K} I_1 \left( -\frac{\nu_j}{T}, \frac{1}{2}, \left( \frac{\nu_i + \nu_j}{T} \right)^2 \right) I_1 \left( -\frac{\nu_k}{T}, \frac{1}{2}, \left( \frac{\nu_i + \nu_j}{T} \right)^2 \right). \tag{4.34}
\]

Applying the asymptotic expansion for large arguments, we notice that again only the expansion’s sum without the Gaussian prefactor in \( \hat{q}_i^\mu \) does not vanish for \( T \to 0 \) and similarly, only the summand \( \{N_j\} = 0 \) contributes out of the sum over all \( \{N_j\} \). As before, for our final upper bound, we divide the entire expression by \( t \) in order to be able to compare it with the classical Poisson bracket. Our final result for the upper bound for a generic graph with \( M \) edges reads in full detail

\[
\frac{\langle \hat{q}_{i_0}^\mu(r) \rangle_{\Phi_\omega}}{t} \leq \frac{T^3 |z|^2}{T^{-\frac{1}{2}} - 2} \left[ \frac{p_i^\mu}{T} \right] \left[ \sum_{s = 0}^{\infty} \left( -\frac{\nu_i}{s} \right) \left( \frac{2 + \nu_i}{s} \right) \left( \frac{p_i^\mu}{T} \right)^{-2s} \right] - \frac{\left( p_i^\mu + T^2 \right)}{T} \left[ \sum_{s = 0}^{\infty} \left( -\frac{\nu_i}{s} \right) \left( \frac{2 + \nu_i}{s} \right) \left( \frac{p_i^\mu + T^2}{T} \right)^{-2s} \right] + 2 T^2 \right]
\]

\[
\times \sum_{J,K} \left[ \frac{p_j^\mu}{T} \right] \left[ \sum_{s = 0}^{\infty} \left( -\frac{\nu_j}{s} \right) \left( \frac{2 + \nu_j}{s} \right) \left( \frac{p_j^\mu}{T} \right)^{-2s} \right] \left[ \sum_{s = 0}^{\infty} \left( -\frac{\nu_k}{s} \right) \left( \frac{2 + \nu_k}{s} \right) \left( \frac{p_k^\mu}{T} \right)^{-2s} \right]. \tag{4.35}
\]

Considering now all terms up to \( s = 1 \), we see first of all that the zeroth order terms in the square bracket’s sums cancel each other, but the offset \( 2 T^3 \) remains. Finally, we obtain

\[
\frac{\langle \hat{q}_{i_0}^\mu(r) \rangle_{\Phi_\omega}}{t} \leq |z| T^2 \left[ 2 r^2 - \frac{r}{2} \frac{\sgn p_i^\mu}{p_i^\mu} \left[ p_i^\mu \right]^{r-1} \left( r^2 + O \left( r^4 \right) \right) \right]
\]

\[
\times \sum_{J,K} \left[ \frac{p_j^\mu}{T} p_k^\mu \right] T^{-r} - \frac{r}{2} \left[ \frac{\sgn p_i^\mu}{p_i^\mu} \left[ p_i^\mu \right]^{r-1} \left( r^2 + O \left( r^4 \right) \right) \right]
\]

\[
\leq |z| 2 M \left[ 2 |p_{\text{max}}| r^{r-1} - \frac{r}{2} \frac{\sgn p_i^\mu}{p_i^\mu} \left[ p_i^\mu \right]^{r-1} \left( r^2 - \frac{r}{2} \right) \left( |p_{\text{max}}|^{r-1} r^2 \right) + O \left( r^2 \right) \right]. \tag{4.36}
\]
where we introduced \( |p_{\text{max}}| = \max_{i \neq i_0, j \neq j_0} \{ |p_i| \} \) —with \( e_j \) being an edge meeting with \( e_{i_0} \) at \( v \). This was possible under the assumption that \( |p_{\text{max}}| \) is not increasing faster than \( t \) approaches 0 such that the last term in the second line is still contributing less than the leading term before. Also, we estimated the sum over all edges joining \( e_{i_0} \) at \( v \) and the remaining two U(1)-copies by \( 2M \).

We realise our obtained result also diverges for \( t \to 0 \). We can directly see that this is due to the result not entirely being a difference in two KCHFs: The diverging term proportional to \( t^\tau \) stems from multiplying the offset’s term \( 2T_2^2 \) in the square bracket with the term proportional to \( T^{-\tau} \) of the sum over all contributions of the minors. Without the offset in (C4), the leading order term would be the final result’s second one, stemming from the leading order term of the difference of the two KCHFs with the shifted momentum in their argument. This is the square bracket’s second term multiplied by the lowest order term \( \sim T^{-\tau} \) of the sum over all contributions of the minors. This expression not only resembles the expected \( t \)-dependency, but also the exponents of the momenta are correct. Comparing it with what one obtains via differentiating, which would be the case for the classical Poisson bracket, we find accordance when it comes to the exponents of the momenta: the two unshifted momenta remain unchanged—each one contributing with \( p^\tau \) yielding an overall \( p^\tau \), while the momentum \( p_{i_0}^\tau \)’s exponent is decreased by 1, also giving rise to the prefactor \( T^\tau \).

Being interested in the limit of \( p \to 0 \), we have to proceed differently from (4.34) onwards, as the asymptotic expansion for large arguments of the Kummer functions is not applicable anymore. Continuing in the same fashion as we already did before, we set \( p = 0 \) in (4.34) and see that the overall Gaussian in \( \pi^2 (N_f)^2 \) allows us again to only consider the \( N_f = 0 \) contribution. This implies for most KCHFs \( \zeta F_1(a,b,0) = 1 \), with only the one including the shift resulting in a power series in \( t \). Using \( \sum_{\ell \neq \ell_0} 1 < (3M)^2 \), the classicality parameter \( t = \frac{\ell_{\text{sc}}}{\ell} \) and diving the final result again by \( t \), we get for the upper bound in the \( p \to 0 \) limit

\[
\frac{(q_{i_0}(r))_\nu}{t} \leq \frac{\vert Z \vert^2 \cdot (3M)^2}{\sqrt{\pi} \cdot 3} \cdot \frac{\Gamma^3 \left( \frac{3}{4} \right)}{\Gamma \left( \frac{5}{4} \right)} \cdot \left( \frac{2 \sqrt{\pi}}{\Gamma \left( \frac{3}{4} \right)} \right) \cdot \left( \frac{r^{3/2} \cdot t^{1/2}}{2} \right) + O \left( t^{1/4} \right),
\]

where \( q_{i_0}(r) \) is the exponentiation of \( \nu \) at \( r \).

We can again link the lowest order contributing term with the estimate’s offset \( +2 \) and without it, the lowest order term had been the non-diverging \( \sim T^{2/3} \) one. We also realise that despite having tried to construct an improved estimate, the offset’s influence caused the same \( t \)-dependencies for both the general and the \( p = 0 \) scenario that we got in section 4.1.1 and hence it is again diverging if we take in addition the limit \( t \to 0 \).

### 4.3. On new estimates

So far, we used estimates that in the end allowed us to integrate Gaussians in \( x_i \) against functions of the form \( |x_i|^\tau \). However, this caused problems concerning either the powers in \( p \) or \( t \)—or both. Having in mind that we now know how to analytically integrate roots of determinants, we can combine estimates to remove roots of sums of determinants, but then integrate the actual roots of determinants without the need of further estimations.

Assigning again the shift to the \( n_1 \)-charge w.l.o.g. we assume there are \( N \) determinants that contain \( n_1 \) and hence, write the difference in the roots as
\[ \left| \sum_{n=1}^{N} \det N_n + C \right|^{\frac{\bar{z}}{\bar{z}}} - \left| \sum_{n=1}^{N} \det \tilde{N}_n + C \right|^{\frac{\bar{z}}{\bar{z}}} \leq \left| \sum_{n=1}^{N} \left( \det N_n - \det \tilde{N}_n \right) \right|^{\frac{\bar{z}}{\bar{z}}}, \quad (4.38) \]

where we denoted the charge matrices that contain \( n^1 \) by \( N_n \) and, accordingly, those with the shifted \( n^1 + 1 \) by \( \tilde{N}_n \). All remaining determinants of charge matrices not containing \( n^1 \) were put into \( C \) and we see that those vanish by applying the estimate (C2).

Next, we perform the Laplace expansion with respect to the charges \( n^1 \) of edge 1 on the determinants:

\[ \left| \sum_{n=1}^{N} \left( \det N_n - \det \tilde{N}_n \right) \right|^{\frac{2}{\bar{z}}} = \left| \sum_{n=1}^{N} \left( n^1 \Delta^1 \left( N_n \right) - n^2 \Delta^2 \left( N_n \right) + n^3 \Delta^3 \left( N_n \right) \right) \right|^{\frac{2}{\bar{z}}} \]

\[ = \left| \sum_{n=1}^{N} \Delta^1 \left( N_n \right) \right|^{\frac{2}{\bar{z}}} \leq \left| \sum_{\mu} \det \left( \begin{array}{ccc} n^1_{\mu} & n^1_{\mu} & n^1_{\mu} \\ n^2_{\mu} & n^2_{\mu} & n^2_{\mu} \\ n^3_{\mu} & n^3_{\mu} & n^3_{\mu} \end{array} \right) \right|^{\frac{2}{\bar{z}}} \leq \left| \sum_{\mu} \det \left( \begin{array}{ccc} n^1_{\mu} & n^1_{\mu} & n^1_{\mu} \\ n^2_{\mu} & n^2_{\mu} & n^2_{\mu} \\ n^3_{\mu} & n^3_{\mu} & n^3_{\mu} \end{array} \right) \right|^{\frac{2}{\bar{z}}}, \quad (4.39) \]

where—as before—the sum over \( I, J \) considers all edges \( e_I \neq e_J \) that meet \( e_1 \) at the vertex \( v \). We furthermore denoted the minor of the determinant of the charge matrix \( N_n \) with respect to the charge \( n^1 \) by \( \Delta^1 \left( N_n \right) \):

\[ \det N_n = \det \left( \begin{array}{ccc} n^1_i & n^2_i & n^3_i \\ n^1_j & n^2_j & n^3_j \end{array} \right) \Delta^1 \left( N_n \right). \quad (4.40) \]

First of all, we notice that due to our estimate of the difference of two fractional powers as the fractional power of the difference, also all minors of the determinants except for the one with respect to the shifted \( n^1 \) vanish. We are then left with the fractional power of the sum of all minors of the determinants over all edges that meet at \( v \) with \( e_1 \). Since we put the shift into the first U(1)-charge, only the respective 2 and 3 components of the other edges’ charges contribute. The last step then was to apply the estimate in (C3) in order to cast the integral in a form that involves instead of a fractional power of a sum the sum of fractional powers, which can be solved in terms of KCHFs.

What is left to compute is a sum over all fractional powers of the minors of the determinants integrated against all 3\( M \) Gaussians in the charges \( n^I \). With each minor of the determinant depending only on four of those charges, we immediately have 3\( M \) – 4 many integrals to result in \( \sqrt{\pi} \) via the standard Gaussian integral. Note that before, in the analytical treatment of the eigenvalue’s basic building block, we had to perform all 3\( M \) = 9 integrations without some being just standard Gaussian ones.

After performing the Poisson resummation formula, we are left with the following involved integrals:
\[
\langle \tilde{q}_i^1(r) \rangle_{\psi_w} \leq \left( \frac{T}{2\pi \sqrt{\pi}} \right)^{3M} e^{-\sum_o \left( \frac{\ell_p}{\pi} \right)^2 \frac{\ell_p \delta_{ij} |Z_j^i|^2}{\alpha} \left( \frac{2\pi}{T} \right)^{3M} \sum_{\{N_i\} \in \mathbb{Z}} \sum_o \left( \frac{\ell_p}{\pi} \right)^2} \int_{-\infty}^{\infty} d^{3M} x e^{-\sum_o \left( \frac{\ell_p}{\pi} \right)^2 \frac{\ell_p \delta_{ij} |Z_j^i|^2}{\alpha} \left( \frac{2\pi}{T} \right)^{3M} \sum_{\{N_i\} \in \mathbb{Z}} \sum_o \left( \frac{\ell_p}{\pi} \right)^2} e^{\frac{\ell_p \delta_{ij} |Z_j^i|^2}{\alpha}} \sum_{\{N_i\} \in \mathbb{Z}} \sum_o \left( \frac{\ell_p}{\pi} \right)^2 \sum_{\{N_i\} \in \mathbb{Z}} \sum_o \left( \frac{\ell_p}{\pi} \right)^2}
\]

where we used \( s := \frac{\ell_p}{\pi} \). We see that we can substitute the determinant-like argument of the absolute value similarly to before (cf section 3.1.2) via

\[
\tilde{x}_j^2 := x_j^3 x_j^3 - x_j^3 x_j^3
\]

\[
d\tilde{x}_j^2 = \left| x_j^3 \right| dx_j^3.
\]

Then, isolating the \( \tilde{x}_j^2 \)-integration, we have via (2.15) and (2.29)

\[
\int_{-\infty}^{\infty} d\tilde{x}_j^2 e^{-\left( \frac{x_j^3 x_j^3 - x_j^3 x_j^3}{\ell_p^2} \right)^2 \left| x_j^3 \right|^4} = \Gamma\left( \frac{1+s}{2} \right) \left| x_j^3 \right|^s \left( \frac{x_j^3 x_j^3}{x_j^3} \right)^{\frac{1+s}{2}} \left( \frac{p_j^2 - \pi N_j^2}{T} \right)^2 \left( 1 - \frac{s(1-s)}{4} \left( \frac{x_j^3 x_j^3}{x_j^3} \right)^{\frac{1+s}{2}} \left( \frac{p_j^2 - \pi N_j^2}{T} \right)^2 + O(T^3) \right)
\]

\[
\approx \Gamma\left( \frac{1}{2} \right) \left| x_j^3 \right|^s \left( \frac{x_j^3 x_j^3}{x_j^3} \right)^{\frac{1+s}{2}} \left( 1 - \frac{s(1-s)}{4} \left( \frac{x_j^3 x_j^3}{x_j^3} \right)^{\frac{1+s}{2}} \left( \frac{p_j^2 - \pi N_j^2}{T} \right)^2 + O(T^3) \right)
\]

where we also considered only the \( N_j^2 = 0 \) contribution for the same reasoning as before.

Continuing with the (isolated) \( x_j^3 \)-integration, we substitute

\[
\tilde{x}_j^3 := \frac{p_j^2}{T} x_j^3 - x_j^3 x_j^3
\]

\[
d\tilde{x}_j^3 = \left| \frac{p_j^2}{T} \right| dx_j^3.
\]
and hence have

\[
\Gamma^{(1/2)} \mathcal{F} \int_{-\infty}^{\infty} \text{d} \tilde{x}_j \left( \frac{\tilde{x}_j + \tilde{v}_j - \eta}{\text{F}^2} \right)^{2} \left| \frac{\mathcal{F}}{p_j} \right| \left( \tilde{x}_j \right) \]

\[
= \Gamma^{(1/2)} \mathcal{F} \Gamma^{(1/2)} \left| \frac{p_j}{\text{F}} \right| \left( \frac{\tilde{x}_j + \tilde{v}_j - \eta}{\text{F}^2} \right)^{2} \left| \frac{\mathcal{F}}{p_j} \right| \left( \tilde{x}_j \right) \]

\[
\approx \Gamma^{(1/2)} \mathcal{F} \left| \frac{p_j^2}{\text{F}^2} \right| \left| \tilde{x}_j \right| \left| \frac{p_j}{\text{F}} \right| \left( 1 - s(1 - s) \left( \frac{\tilde{x}_j^2 + \tilde{v}_j^2}{\text{F}^2} - p_j^3 \right) \right)^{2} + O \left( T^3 \right) \]

\[
\approx \Gamma^{(1/2)} \mathcal{F} \left| \tilde{x}_j^2 \right| \left| \frac{p_j^2}{\text{F}^2} \right| \left( 1 - s(1 - s) \frac{\tilde{v}_j^2}{\text{F}^2} + O \left( T^3 \right) \right) \quad (4.47)
\]

via the asymptotic expansion of the KCHF from the second to the third line—considering only the \(N^3 = 0\) contribution now—and the subsequent Taylor expansion.

Consequently, we continue by substituting

\[
\tilde{x}_j^3 := x_j^3 \frac{p_j^2}{\text{F}^2}
\]

\[
\text{d} \tilde{x}_j^3 = |x_j^3| \text{d} x_j
\]

in order to obtain the isolated \(x_j^3\)-integration

\[
\Gamma^{(1/2)} \mathcal{F} \int_{-\infty}^{\infty} \text{d} \tilde{x}_j \left( \frac{\tilde{x}_j + \tilde{v}_j - \eta}{\text{F}^2} \right)^{3} \left| \frac{\mathcal{F}}{p_j} \right| \left( \tilde{x}_j \right) \]

\[
= \Gamma^{(1/2)} \mathcal{F} \Gamma^{(1/2)} \left| \frac{p_j}{\text{F}} \right| \left( \frac{\tilde{x}_j + \tilde{v}_j - \eta}{\text{F}^2} \right)^{3} \left| \frac{\mathcal{F}}{p_j} \right| \left( \tilde{x}_j \right) \]

\[
\approx \Gamma^{(1/2)} \mathcal{F} \left| \frac{p_j^3}{\text{F}^3} \right| \left| \tilde{x}_j \right| \left| \frac{p_j}{\text{F}} \right| \left( 1 - s(1 - s) \left( \frac{\tilde{x}_j^2 + \tilde{v}_j^2}{\text{F}^2} - p_j^3 \right) \right)^{3} + O \left( T^3 \right) \]

\[
\approx \Gamma^{(1/2)} \mathcal{F} \left| \tilde{x}_j^3 \right| \left| \frac{p_j^3}{\text{F}^3} \right| \left( 1 - s(1 - s) \frac{\tilde{v}_j^2}{\text{F}^2} + O \left( T^3 \right) \right) \quad (4.50)
\]

We again performed the usual steps, including neglecting all but the \(N^3 = 0\) contribution. With the expansion series’ first non-constant term in \(T\) being \(x_j^3\)-dependent, the last integration differs from the three before. However, via the substitution

\[
\tilde{x}_j^2 := \frac{p_j^3}{\text{F}} x_j^2 \frac{p_j^3}{\text{F}^3}
\]

\[
\text{d} \tilde{x}_j^2 = \left| \frac{p_j^3}{\text{F}} \right| \text{d} x_j
\]
and (B34), it is feasible in the same manner—just with three resulting KCHFs and their succeeding expansion:

\[
\Gamma \left( \frac{1}{2} \right)^3 \mathcal{F} \mathcal{T} \int_{-\infty}^{\infty} d\tilde{x}_j \left| \frac{T}{p_j^3} \right| e^{-\frac{\left( \frac{\tilde{x}_j}{2} \right)^2}{\tfrac{\sigma_j}{2}}} \left| \tilde{x}_j \right|^4 \\
\times \left( 1 - s \frac{1 - s}{4} \frac{T^4}{\left( p_j^2 p_j^3 \right)^2} \left( \frac{\tilde{x}_j}{\frac{\sigma_j}{2}} + \frac{p_j^2 p_j^3}{T^2} \right)^2 \right) \\
= \Gamma \left( \frac{1}{2} \right)^3 \mathcal{F} \mathcal{T} \mathcal{T} \left( \frac{1}{2} \right)^2 \left| \frac{p_j^3}{T} \right| e^{-\frac{\left( \frac{\Delta_1(p)}{p_j^2} \right)^2}{8 \left( p_j^2 p_j^3 \right)^2}} \\
\times \left[ 2 \left( p_j^2 p_j^3 \right)^2 \left( 4 \left( p_j^3 \right)^2 - s(1 - s)T^2 \right) T_1 \left( p_j^3 \right)^2 \left( \frac{\Delta_1(p)}{p_j^2 T} \right)^2 \right] \\
+ s \left( 1 - s \right) T^2 \left( 4 \left( p_j^3 \right)^2 \left( \frac{\Delta_1(p)}{p_j^2 T} \right)^2 \right) \\
- 4 \Delta_1(p) p_j^2 p_j^3 T_1 \left( \frac{\Delta_1(p)}{p_j^2 T} \right)^2 \right] \\
\approx \Gamma \left( \frac{1}{2} \right)^4 \mathcal{F} \mathcal{T} \left| \frac{\Delta_1(p)}{T^2} \right|^4 \left( 1 - s \frac{1 - s}{4} \left( \frac{p_j^3}{\Delta_1(p)} \right)^2 T^2 - s \frac{1 - s}{4} \left( \frac{p_j^3}{p_j^2 p_j^3} \right)^2 T^2 + O \left( T^3 \right) \right),
\]

where we performed the asymptotic expansion for large arguments of the KCHFs and the follow-up Taylor expansion simultaneously from the third to the fourth line. We furthermore defined the minor with respect to the entry (1,1) of the \( p \)-matrix:

\[
\Delta_1(p) := p_j^3 p_j^3 - p_j^3 p_j^2.
\]

The last step consists of combining this expression with the remaining parts of (4.41) as well as multiplying the last expansion’s bracket with \( \mathcal{F} \) and \( \mathcal{T} \) and keeping all terms up to \( \sim T^2 \):

\[
\langle \hat{q}_1^3(\tau) \rangle_{\varphi_n} \leq \frac{T^{d_l} \left| Z^{\prime}_1 \right|}{\prod_{i=1}^4 (1 + K)} \sum_{I^l} \left| \frac{\Delta_1(p)}{T^2} \right|^4 \left( 1 - s \frac{1 - s}{4} \mathcal{A}_j T^2 + O \left( T^3 \right) \right) \\
= \frac{\left| Z^{\prime}_1 \right|}{\prod_{i=1}^4 (1 + K)} \sum_{I^l} \left| \Delta_1(p) \right|^4 T^2 \left( 1 - s \frac{1 - s}{4} \mathcal{A}_j T^2 + O \left( T^3 \right) \right). \tag{4.54}
\]

We thereby abbreviated the function of all \( \left\{ p_{l,l}^{2,3} \right\} \) that stems from adding up the terms \( \sim T^2 \) of the expansions’ series by

\[
\mathcal{A}_j := \frac{\left( p_j^2 p_j^3 \right)^2 + \left( \Delta_1(p) \right)^2 \left( p_j^3 \right)^2 + \left( p_j^2 \right)^2 + \left( p_j^3 \right)^2}{\left( \Delta_1(p) p_j^2 p_j^3 \right)^2}. \tag{4.55}
\]
With that, we divide additionally by \(t\) and have as equivalent for the Poisson bracket’s lowest order contribution\(^{16}\)

\[
\langle \hat{q}_{1i}^I(r) \rangle_{\hat{q}^J} \lesssim |Z|^\frac{3}{2} \sum_{IJ} |\Delta^I_k(p)|^\frac{1}{2} t^\frac{2}{3} - 1 + O (t^\frac{1}{3}),
\]

(4.56)

from which we can again deduce the general result:

\[
\langle \hat{q}_{1i}^I(r) \rangle_{\hat{q}^J} \lesssim |Z|^\frac{3}{2} \sum_{IJ} |\Delta^I_k(p)|^\frac{1}{2} t^\frac{2}{3} + O (t^\frac{1}{3}).
\]

(4.57)

Having started with an expression \(\sim p^{3r} = p^{\frac{r}{2}}\) and ending up with one that is \(\sim \Delta^I_k(p)^{\frac{1}{2}}\), i.e. \(\sim p^r\), this clearly does not reflect the expected differentiation result \(\sim p^{\frac{1}{2}-1}\) of the classical Poisson bracket. Also the order in \(t\) is not as desired since even a negative exponent of \(t\) is obtained due to the prefactors (note that we have to set \(s = \frac{1}{4}\), i.e. \(r = \frac{1}{2}\), for \(\sqrt{V}\)).

Note that we cannot state a result for \(p = 0\) for this strategy, as the asymptotic expansion within (4.47) is not feasible in this case—just like during the analytical computation of section 3.1.2, whose procedure we used here for the determinant-like argument of (4.41). We would then need to apply estimates on this argument and thereby end up with a similar result as (3.28) in section 3.1.2 or (4.14) in section 4.1.1, only with different numerical prefactor.

Comparing the result above, (4.56), with the analytical calculation of the commutator’s eigenvalue’s basic building block before in section 4 as well as the other attempts for many edges estimates, we can deduce that due to

1. losing the difference of fractional powers of the absolute values and
2. reducing the initial exponent of the \(n_I^I\) or \(x_I^I\) respectively

via the estimates, we get again a result with altered powers in \(p\) and \(t\). It seems that we can link the first point to the modified power in \(t\) and the second one to the modification in the power in \(p\). While the latter is probably indeed true, the reason for the altered power in \(t\) might be more complex. Reducing the initial exponent of the \(n_I^I\) via the estimates we carried out, we obviously simultaneously destroyed the final power in the \(p_I^I\). For the issue of the modified power in \(t\), however, both points might actually be of importance. First of all, we saw in the course of the analytical calculation of the basic building block that in order to obtain the expected order of \(t\), it was important that the last expansion was not a Taylor series of the type \(1 - f(\{p_I^I\}) T^2 + O (T^3)\) of some KCHF, but in fact (still) that of a difference of two roots, where the argument of one was the other one’s plus a correction term \(T^2\). As a consequence, the \(T^2\) contribution became the lowest order that contributed because all lower order terms cancelled within that difference. It seems that it is precisely this additional \(T^2\) term that we lack when working with estimates that have no such difference in fractional powers of shifted arguments.

However, reducing the exponent of the \(n_I^I\) causes less integrations to be performed, too, and those also change the orders in \(T\) as the respective \(x_I^I\) gets replaced, in some sense, by \(p_I^I T^2\) once the integration has been performed. Therefore, point 2 might also be a reason for obtaining a modified power of \(t\).

\(^{16}\) Note that the sum over \(U\) therein considers the terms of \(\Delta^I_1(p)\) that are labelled by the edges \(e_I, e_J\).
To recap the new estimates we presented so far: We started in section 4.1.1 with a modified version of the sequence of estimates that Brunemann and Thiemann [35] used. This allowed us to retain information about the initial, fractional exponent of \( q_i^n(r) \) and also to use less estimates: after casting the eigenvalue’s fractional power of a sum into a sum of fractional powers, we could directly perform the integration without the need of additional estimates.

In section 4.2, we tried to keep a difference in two absolute values, leading to a difference in two KCHFs—one with and one without the shift. From what we learnt, this is necessary in order to have the asymptotic series’ zeroth order terms cancel each other and thereby yielding the expected powers in both \( p \) and \( t \). However, the estimate had to take an offset \( \sim p^0 \) along that ultimately lead to a negative power in \( t \).

Then, the first part of section 4.3 tried to find an estimate that was not going so far as to get rid of the integration of a determinant, since we saw during the analytic computation of the basic building blocks in section 3.1.2 that the integration of plain determinants are indeed feasible. However, this estimate then resulted again in a term with altered exponents of the charges and a single KCHF, leading to a result with different powers in \( p \) and \( t \) than desired.

We can therefore say that we look for an estimate that results in an expression that is still a difference of two terms \( \sim n^2 \) and with one of them additionally reflecting the shift. So one could guess that an estimate in the fashion of (4.30) without the +2 would be a favourable estimate:

\[
\left| \sum_{n=1}^{N} \det \mathcal{N}_n + C \right|^\frac{1}{2} - \left| \sum_{n=1}^{N} \det \tilde{\mathcal{N}}_n + C \right|^\frac{1}{2} \lesssim \left[ |n|^\frac{1}{2} - |n^1| + 1 \right] \left| \sum_{n=1}^{N} \Delta_1^1 (\mathcal{N}_n) \right|^\frac{1}{2}, \tag{4.58}
\]

which could then be further estimated by the analytically integrable expression

\[
\left(4.58\right) \lesssim \left[ |n|^\frac{1}{2} - |n^1| + 1 \right] \sum_{n=1}^{N} |\Delta_1^1 (\mathcal{N}_n)|^\frac{1}{2}.
\]

However, one can easily convince oneself that (4.58) is not a correct inequality and in order to fix it, one has to reintroduce the additional +2-term of (4.30). Interestingly enough, if we were blindly using the above false inequality as estimate, we would obtain a reasonable result. All one has to do is replacing the standard Gaussian \( x_1^1 \)-integration in (4.41), which lead to \( \sqrt{\pi} \), by

\[
\sqrt{\pi} \to \int_{-\infty}^{\infty} \frac{1}{\sqrt{T^2}} e^{-\left( x_1^1 - \frac{|1 - s|}{T} \right)^2} \left( |x_1^1|^s - |x_1^1 + T|^s \right)
\]

\[
\approx \frac{1}{T^{2s}} \left( 1 - \frac{s(1 - s)}{4} \right) \left( -s|p_1^1|^s - \frac{2}{p_1^1} + \frac{2(1 - s)}{2} |p_1^1|^s T^2 + O(T^6) \right). \tag{4.59}
\]

This would then lead to the new lowest order contribution

\[
\langle \hat{q}_1^1(r) \rangle_{\Psi_0} \sim \frac{-r}{2} \left| p_1^1 \right|^\frac{1}{2} \sum_{\ell, \ell'} |p_1^1 \Delta_1^1 (p)|^\frac{1}{2} + O(r), \tag{4.60}
\]

whose structure is now quite intuitive: Before we started integrating, (4.58) estimated the difference in the roots of the sums of determinants in such a way that we lost all contributions that were not linked to the charge \( n^1 \) that we chose to be the one the shift acts on. What was left was the difference of that charge’s unshifted and shifted root multiplied by the sum of all the roots of minors of the determinant with respect to \( n^1 \)—transforming into \( \Delta_1^1 (p) \) during the
integrations. In the end, the result looks like an estimate that singles out the contributions of the shift only, while indeed preserving the exponent in \( p \) and \( t \). Note that the upper bound in (4.60) features an overall exponent of \( \frac{d}{2} - 1 \) of the momenta, which is precisely the \( p \)-dependency one would expect due to the Poisson bracket’s differentiation.

4.4. Comparison with the Brunemann and Thiemann estimates

We can tell two main differences between the work of Brunemann and Thiemann [34, 35] and the one at hand. First, when performing calculations without estimates, we either only considered the case of \( N = 1 \), i.e. no multiples of \( \hat{q}_k^N(r) \)-operators, during the analytic computation of section 3.1.2. Or, while the treatment of section 3.2.2 did allow for it, we then could not tackle the scenario of \( p = 0 \). Second, considering the limit \( t \to 0 \), Brunemann and Thiemann get diverging results, while at least the non-estimative computations of this work did not. Note that [34]’s respective results (4.6) \( \sim \tilde{r}^{\frac{d}{2} - 2} N \) (general case) and (4.7) \( \sim \tilde{r}^{\frac{d}{2} - 1} N \) \( (p = 0 \text{ scenario}) \) share featuring a negative exponent of \( t \) for, e.g. the important value \( \tilde{r} = \frac{1}{2} \).

This leads to the observation: If \( p = 0 \), then \( t \to 0 \) diverging. If \( t \to 0 \), then \( p = 0 \) problematic.

The reasons, as it seems, is that considering \( p = 0 \) is not possible without estimates, which ultimately leads to a negative exponent of \( t \). In order to understand the mechanism that causes this alteration of the exponent, we take a look at the essential dependencies. We start with

\[
\langle \hat{V} \rangle_{\psi_0} \sim \ell_p^{3r} \sum |n|^{-\frac{d}{2}} \tag{4.61}
\]

as the expectation value of \( \hat{q}_k^N(r) \)’s first term. As we see e.g. by the transition from (4.4) to (4.10), integrating \( \sum |n|^{-r} \) against the coherent states leads to a \( t \)-dependency of \( \sim t^{-r} \) after also performing the asymptotic expansion for large arguments of the KCHF. Hence, the above yields

\[
\langle \hat{V} \rangle_{\psi_0} \sim \ell_p^{3r} \sum |n|^{-\frac{d}{2}} \rightarrow \ell_p^{3r} t^{-\frac{d}{2}} = a^{3r} \cdot \tilde{r}^0, \tag{4.62}
\]

via \( \frac{dt}{\tilde{r}} = T = \sqrt{i} \), as it should be. Now, estimates change this \( t \)-conversion, but only for the altered exponent of the charges and not also for the initial \( \ell_p^{3r} \) that sets the correct dimension for the volume to the power of \( r \). This means, if we were to apply an estimate on the expectation value before, we would obtain

\[
\langle \hat{V} \rangle_{\psi_0} \sim \ell_p^{3r} \sum |n|^{-\frac{d}{2}} \leq \ell_p^{3r} \sum |n|^{2r} \rightarrow \ell_p^{3r} t^{-2r} = a^{3r} \cdot \tilde{r}^0, \tag{4.63}
\]

since the volume prefactor \( \ell_p^{3r} \) can not compensate the increasingly negative exponent of \( t \), stemming from the integration over the charges. This feature manifests itself also when comparing the \( t \)-dependencies of the \( p = 0 \) scenario: While [34]’s (4.7) results in an estimate \( \sim t^{-2} \) for \( N = 1 \) and after additionally dividing by \( t \), we arrived at a result \( \sim t^{-1} \) in (4.14). So the estimate one applies really leaves a trace in the resulting order in \( t \). However, note that Brunemann and Thiemann used additional estimates for evaluating the integral which we could perform via KCHFs.

One apparent key quantity during [35]’s evaluation of the aforementioned integrals is \( A_{ij} \), introduced between their (5.6) and (5.7), as its constant part leads to a non-vanishing expression when considering \( p \to 0 \) in the end. Hence, from first sight, it seems to be of great importance. Nevertheless, we often called the crucial estimate of Brunemann and Thiemann the one that allowed them to get rid off the exponent \( r \) of the charges, i.e. all the work they did in the appendix that leads to their (C.39). We will now investigate the influence of \( A_{ij} \) by calculating the respective integrals right before and after its introduction—i.e. [35]’s (5.3) and (5.7)—in
order to motivate why the crucial estimate is still the one of replacing the exponent \( r \). Adapting our notation to their (5.3), inserting the norm already and completing the square in the Gaussian, we obtain\(^{17}\)

\[
[35, (5.3)] = \frac{\ell_p^{3N} (9M)^N}{\sqrt\pi^{3M} t^{N}} \sum_{\{n_i\} \in \mathbb{Z}} e^{-\sum_n \frac{\pi}{\ell_p} (\gamma_i)^2} \int_{-\infty}^{\infty} d^3 M X_i e^{-\sum_n \left( \gamma_i - \frac{\gamma_i + \pi}{\ell_p} t \right)^2} \left( \sum_i (\gamma_i)^2 \right)^N.
\]

(4.64)

We may now proceed differently from here, knowing that we can integrate expressions like those involving \( \Gamma(3/2) \) to obtain this concise result. Likewise, we obtain analogously to the computations performed before

\[
[35, (3)] = \frac{\ell_p^{3N} (9M)^N}{\sqrt\pi^{3M} t^{N}} \left( 27M^3 \right)^N |Z|^{\frac{N}{2}} (p_{\text{max}})^{2N} \left( \frac{2N}{N} \right)^N + O \left( \frac{2N}{N} \right)^{N+1}.
\]

(4.65)

We may now proceed differently from here, knowing that we can integrate expressions like those involving \( \Gamma(3/2) \) to obtain this concise result. Likewise, we obtain analogously to the computations performed before

\[
[35, (5.3)] = \frac{\ell_p^{3N} (9M)^N}{\sqrt\pi^{3M} t^{N}} \left( 27M^3 \right)^N |Z|^{\frac{N}{2}} (p_{\text{max}})^{2N} \left( \frac{2N}{N} \right)^N + O \left( \frac{2N}{N} \right)^{N+1}.
\]

(4.66)

for the scenario of \( p = 0 \). Note again that the \( \sqrt\pi^{3M} \) in the denominator gets reduced by all those \( \Gamma(n_{i,\ell} + \frac{1}{2}) \) for which \( n_{i,\ell} = 0 \), leaving \( \sqrt\pi^{2\gamma_i(n_{i,\ell})} \) with \( \gamma_i(n_{i,\ell}) \) standing for the number of non-zero \( n_{i,\ell} \) within the decomposition \( n_{i,\ell} \), i.e. the number of integrals that resulted in \( \Gamma(n_{i,\ell} + \frac{1}{2}) \) instead of \( \Gamma(\frac{1}{2}) = \sqrt\pi \).

We have now stated the result of the integrals that Brunnemann and Thiemann obtained before the introduction of \( A_j \). Consequently, we now compute the integrals Brunnemann and Thiemann obtained right after the first appearance of \( A_j \):

\[
[35, (5.7)] = \frac{\ell_p^{3N} (9M)^N}{\sqrt\pi^{3M} t^{N}} \sum_{\{n_i\} \in \mathbb{Z}} e^{-\sum_n \frac{\pi}{\ell_p} (\gamma_i)^2} \int_{-\infty}^{\infty} d^3 M X_i e^{-\sum_n \left( \gamma_i - \frac{\gamma_i + \pi}{\ell_p} t \right)^2} \left( \sum_i (\gamma_i)^2 \right)^N.
\]

(4.67)

\(^{17}\) Note that in [35]'s (5.6) and the further equations of page 29, the Gaussian in \( \frac{\pi}{\ell_p} (\gamma_i)^2 \) lacks the minus sign. However, that was clearly just a typo as it is back on page 30, but has of course to be considered when comparing that page’s equations with the upcoming ones. Also, they did not include the length scale \( a \) and hence kept \( \ell_p \) and \( t \) alongside.
As the next step, we again expand the sum to the power of \( N \). Knowing that this will result in a sum of products of the respective addends, we may already now narrow down the expression to containing \( N^i_j = 0 \forall i, j \) only due to the overall Gaussian in \( \frac{1}{2} (X_i)^2 \) in order to face shorter formulas. Performing the expansion, we find
\[
\left( \sum_{\{n_k\}} \left( A_j^n (X_i)^2 - \frac{|p_j|^2}{2T} \right) \right)^N = \sum_{\{m_{i,k}\}} d_{n_k} \prod_{i} (A_j^n (X_i)^2)^{n_{i,k}} \left( - \frac{|p_j|^2}{2T} \right)^{m_{i,k}},
\]
where we now had to introduce a second set of non-negative integers, \( m_{i,k} \), as the sum we started with consisted of two differently structured addends—unlike the pure sum over the integration variables before. Hence, we now have \( \sum_{\{m\}} (n_{i,k} + m_{i,k}) = N \) and
\[
d_{n_k} = \frac{N!}{\prod_{i} n_{1,k}^{1,1} \cdot m_{i,k}^{1,1}} = \left( \frac{n_{1,k}^{1,1} \cdot n_{1,k}^{2,1} \cdots n_{M,k}^{1,1} \cdot m_{2,k}^{2,1} \cdots m_{M,k}^{3,1}}{N} \right).
\]
With this, we face again the integration of Gaussians against the integration variable to the power of an even and non-negative integer. But as we now have pure Gaussians without an offset \( \sim p_j \) or \( \sim N^i_j \), the integration reads
\[
\int_{-\infty}^{\infty} \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \! \![35, (5.7)] = \frac{\Gamma \left( \frac{2N}{2} \right)(9M)^N |Z|^{5N}}{\sqrt{\pi} 3^N} \sum_{\{m_{i,k}\}} d_{n_k} \prod_{i} (A_j^n)^{m_{i,k}} \Gamma \left( n_{i,k} + \frac{1}{2} \right) \sqrt{\pi}^{m_{i,k}} \left( - \frac{|p_j|^2}{2T} \right)^{m_{i,k}}.
\]
This also allows for a straightforward handling of the \( p = 0 \) case. For at least some of the \( n_{i,k} \), we have \( m_{i,k} = 0 \forall i, k \) which prohibits the overall result to be zero due to the \( p_j \) in the last factor. We therefore obtain
\[
[35, (5.7)]_{p=0} = \frac{\Gamma \left( \frac{2N}{2} \right)(9M)^N |Z|^{5N}}{\sqrt{\pi} 3^N} \sum_{\{m_{i,k}\}} d_{n_k} \prod_{i} \Gamma \left( n_{i,k} + \frac{1}{2} \right) .
\]
This finishes the calculations and we can now compare the results we obtained when integrating the steps right before and after the introduction of \( A_j \) in [35]. First of all, we can say that both new results for \( p = 0 \), (4.66) and (4.72), feature a \( t \)-dependence of \( t^{\frac{N}{2} - 1} \) and this is also true for the final \( p = 0 \) result of Brunemann and Thiemann—cf [35, (5.10)] with \( p = 0 \). However, for the general result of the computation without \( A_j \), we got \( \sim t^{\frac{N}{2} - 1} \) (cf (4.65)) and \( \sim t^{\frac{N}{2} - 1} \) for the general result including \( A_j \) (cf (4.71)) and use \( \sum_{\{m\}} m_{i,k} = N \) to get the lowest possible order. We can therefore conclude that for investigating the realm of the initial singularity, \( p = 0 \), the introduction of \( A_j \) does not seem to be of importance—at least concerning

18 Note that we have a pure Gaussian in \( \langle X_i \rangle^2 \) without further \( N^i_j \) contributions.
whether the result is non-zero and its $t$-dependence; combinatorical prefactors do of course change.

Furthermore, it is not clear to the authors how this introduction was achieved anyway since the binomial formula estimate they used from their (5.6) to their (5.7) seems not to be applicable at this stage with $X_j \in \mathbb{C}$ and also the first line of this intermediate sequence of steps assumes the imaginary part of $X_j$ to be zero. Also, the integration over $X_j$ should be a complex one. However, it seems that their computations run through if one does not introduce the absolute values and argues already at the level of their (5.3) that one can exclusively consider the solution $N_j^I = 0 \forall i,I$.

Lastly, we want to point out that the above procedure of factoring out the $N$-fold product of the sums that one obtains via the estimates is applicable to the calculations of section 4, too, where we only considered $N = 1$. Generalising to arbitrary $N$ is possible as just described but the computations will become more elaborate, while we would not expect significant changes.

5. Conclusion and outlook

In this article, we extended a method to analytically compute semiclassical expectation values based on Kummer’s confluent hypergeometric functions from quantum mechanics or quantum mechanics on a circle respectively, introduced in our former work [36], to the case of $U(1)^3$ coherent states and the dynamical operators relevant in loop quantum gravity (LQG) in order to discuss a new procedure for computing semiclassical expectation values in LQG in addition to the already existing ones. In particular, we investigated the question of singularity avoidance in LQG and compared our method to results by Brummenn and Thiemann [34, 35].

The utilisation of Kummer’s confluent hypergeometric function allows to analytically evaluate integrals involving products of roots and Gaussians. To begin with, we first reviewed this procedure for a fractional power $r > -\frac{1}{2}$ of the momentum operator in quantum mechanics. The article is divided into two main parts, where the first one in section 3 involves semiclassical computations that can be performed without estimates, whereas for the second part in section 4 the calculations do rely on estimates. As a first scenario for LQG in section 3.1.2, similar to [32, 33], we considered graphs of cubic topology and aimed at computing semiclassical expectation values of the crucial dynamical operators $\hat{q}_i^0(r)$, products of which include for instance the analogue of the inverse scale factor in LQC. Moreover, these operators are also involved in more complicated dynamical operators such as matter Hamiltonians or the Hamiltonian constraint in LQG. We showed that for cubic graphs and linear power of $\hat{q}_i^0(r)$ our technique allows to compute the semiclassical expectation value of $\hat{q}_i^0(r)$ analytically without using estimates, as opposed to [34, 35], thereby extending results from the literature in the sense that the final outcomes still contain a stronger fingerprint of the initially involved fractional power. The final result for all semiclassical expectation values considered here can be written as a power series in the classicality parameter $t$ and one expects to get the classical result in the limit where $t$ is sent to zero. In the case of a graph of cubic topology and for non-vanishing classical triad labels of the complexifier coherent states, we were able to show that we obtain the correct classical limit in zeroth order of the classicality parameter without using estimates and, moreover, could perform the continuum limit in which the regulator is removed as well. In the latter step, we could confirm in section 3.1.4 that the regularisation constant of the volume operator for the $U(1)^3$ case needs to be $\frac{1}{48}$ in order to obtain the correct classical limit as was already pointed out in [33, 45, 51] and how this is related to the different result found in [52] where the SU(2) case is considered using the graphical calculus.
will be discussed elsewhere in [50]. To analyse the singularity avoidance, we need to investigate the case in which the triad label of the coherent states vanishes, that is \( p \! \to \! 0 \). Then, the asymptotic expansion of Kummer’s functions cannot be used in a similar manner as before; therefore, the computation of the semiclassical expectation value becomes more involved. As a consequence, we needed to introduce estimates in this specific case, which are however different to the ones used in [34, 35]. In accordance with their result, we also obtain a finite upper bound for the semiclassical value of \( \hat{q}^{I}_{0}(r) \) for a graph of cubic topology and obtain singularity avoidance. However, the way how the fractional power enters into the final result differs and, as discussed in section 3.1.3, therefore also for which values of the fractional power a finite expression in the \( t \! \to \! 0 \) limit exists. In our results, this happens if \( \hat{q}^{I}_{0}(r) \) involves the volume operator linearly in the commutator, whereas for [34, 35] this happens for a fractional power of the volume operator of \( \frac{1}{4} \), showing, as rather expected, that such properties do depend on the kind of estimates used in the computations. The results discussed so far are restricted to linear powers of the operator \( \hat{q}^{I}_{0}(r) \) and cubic graphs. The next, more involved case was considered in section 3.2.2, where we recapitulated the procedure introduced by Sahlmann and Thiemann in [32, 33], which there was applied to cubic graphs. We extended this method to more general graphs and obtained, again up to some expected rescaling caused by the regularisation constant, the expected classical expression in the zeroth order of the classicality parameter. The case of \( p \! = \! 0 \), however, was not treatable with this procedure because this method requires that the matrix built from the classical triad labels of the complexifier coherent states is invertible, which is no longer given in the limit \( p \! \to \! 0 \).

In the second part of the article, in section 4, we analysed whether our method based on Kummer’s confluent hypergeometric functions can be used to improve the results for the upper bound regarding the singularity avoidance, that is the case \( p \! = \! 0 \). As discussed in the applications in section 4, introducing estimates usually has the consequence that one estimates the original fractional powers by different powers in the classical label \( p \), the classicality parameter \( t \), or both. Compared to the estimates used in [34, 35], in some steps of our work we could keep fractional powers and did not need to estimate those by integer powers. Therefore, we aimed at trying to understand in more detail how the aforementioned modification of the order in \( t \) and \( p \) respectively arises when one uses estimates. As a first step, we carried out a computation that followed the path of [34, 35], where it was shown i.a. that there exists an upper bound for the semiclassical expectation value of the operator-analogue of the inverse scale factor even when approaching the initial singularity via \( p \! = \! 0 \). We modified the approach of [34, 35] in two ways: First, we did not need to get rid of the non-integer exponent of the charges as we could rely on the KCHF procedure. And secondly, the integration by means of KCHFs also allowed us to refrain from using additional estimates in order to evaluate the resulting integral.

We discussed the case of one single \( \hat{q}^{I}_{0}(r) \) and \( N \)-multiple ones separately in order to better demonstrate the differences and similarities of the two methods. Our result then features the same property when we want to consider \( t \! \to \! 0 \) additionally to \( p \! = \! 0 \)—or vice versa, namely that the expression is not well defined if both limits are taken. We were able to find two aspects of estimates that cause this issue: One is changing the initial exponent of the charges via an estimate, causing ultimately a modified exponent of \( t \) as well. The other one is to apply estimates such that the initial difference due to the commutator is replaced by only one expression, whose integration then gives rise to one single KCHF and its power series. We saw during the analytical computation for graphs of cubic topology (cf section 3.1.2 and the last steps of appendix B) that in the end, the zeroth order of the commutator’s two KCHFs cancel each other—and this is of course not possible anymore when having only one function in an estimate. Maybe one finds an estimate that changes the overall exponent in \( t \), i.e. as a prefactor of
the series, in such a way that this series’ lowest order contribution turns out to carry the correct order in $t$, but the authors are not too positive about this possibility; and for such complicated operators this might also not be expected. Having these two reasons in mind, we continued to test new estimates that respect these rules of having a difference in KCHFs and not altering the U(1)-charges’ exponents involved in the eigenvalue of the volume operator. However, for the analysed modified estimates in section 4.3 there was always some issue occurring such that we ultimately had to break with one of the conditions—but our analysis gives a more detailed picture of where this exactly comes from in the application of the estimate. This can help to perform a future analysis on improved estimates in a more focused manner. For instance, one could use the ansatz for a new estimate that we stated at the end of section 4.3—where we showed that an intuitive, yet inapplicable estimate would yield the expected classical result—in order to reverse engineer a similar and indeed applicable estimate.

Another follow up question is whether there exists a link between the approaches via KCHFs and the Sahlmann and Thiemann one based on a Taylor expansion. Appendix E shows such a connection for the U(1) case, where one can associate the asymptotic expansion of the KCHF with the power series expansion of $[33]$. For higher-dimensional scenarios, however, this is not deducible in a similar straightforward manner as the KCHF way then means to successively perform the interwoven integrals. In contrast to this, the procedure Sahlmann and Thiemann used in $[33]$ allows for tackling all integrations simultaneously after a disentanglement via a power series expansion.

A further and interesting generalisation of the methods presented in our work would be to extend the KCHF procedure for computing semiclassical expectation values and matrix elements to the case of SU(2) complexifier coherent states and understand how the techniques and results are related to the ones that one obtains via the semiclassical perturbation theory introduced in $[31]$. Besides that, there exists also work on matrix valued KCHFs $[53, 54]$, and references therein] that one might use in order to evaluate the integrals of the determinants. The authors looked into this, but could not find a way to handle the calculations properly so far. However, the authors are also aware that this is still an active field of research and with investing more time, there might be ways to tackle it.
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**Appendix A. The Poisson (re-)summation formula**

In the course of our calculations, the Poisson (re-)summation formula will frequently be used when calculating expectation values and norms:

$$\sum_{n=-\infty}^{\infty} f(nT) = \frac{2\pi}{T} \sum_{N=-\infty}^{\infty} \tilde{f}\left(\frac{2\pi N}{T}\right),$$  \hspace{1cm} (A1)
Appendix B. The 9 integrations

Here, we show the calculations behind section 3.1.2 and perform all 9 integrations, including intermediate expansions, in more detail—and with the first two substitutions being implemented right from the beginning. As starting point, we want to calculate

\[
\frac{2}{\ell} \langle g_1^l(r) \rangle \psi_m
\]

\[
= \frac{2}{\ell} \int d^9 \| \psi_m \|_2^{-2} T^{3r} \sum_{\{X_i\} \in \mathbb{Z}} e^{2 \sum_i (\frac{2a^3}{\ell} X_i)} \int_{-\infty}^{\infty} d^9 x_i e^{-2 \sum_i (x_i - \frac{2a^3}{\ell} X_i)^2} \left( |\det X| - |\det \tilde{X}| \right),
\]

where

\[
X := \begin{pmatrix} x_1^1 & x_1^2 & x_1^3 \\ x_2^1 & x_2^2 & x_2^3 \\ x_3^1 & x_3^2 & x_3^3 \end{pmatrix}, \quad \tilde{X} := \begin{pmatrix} x_1^1 + \frac{T}{\ell} & x_2^1 & x_3^1 \\ x_4 & x_5 & x_6 \\ x_7 & x_8 & x_9 \end{pmatrix},
\]

i.e. we assigned the shift to the \(x_1^1\)-component of the first edge and the first U(1)-copy. As in the calculations before, we defined \(x_i := T n_i\), with \(T^2 := \ell t\). In contrast to the calculations before, however, we now use \(r\) as the exponent of the determinants’ absolute values. This is only due to clearer formulae. Accordingly, the exponents of \(a^3\) and \(a^{3r}\) changed to \(\ell^r\) and \(\ell^{3r}\), respectively.

An important note is that all the above \(x_i, p_i, N_i\) represent the cubic graph’s differences in the respective quantities of the out- and ingoing edges, cf section 3.1.1 and the paragraph following (4.7) in [33]. The integrals of the related sums reduced to standard Gaussian ones that we considered solved and being compensated by the part \(\| \psi_m \|_2^{-2}\) of the state’s norm

\[
\| \Psi_m \|^2 = \left( \frac{2\pi\sqrt{\pi}}{T} \right)^9 e^{2 \sum_i \left( \frac{2a^3}{\ell} X_i \right)^2} \prod_i \left( 1 + K_i^{(i)} \right) \left( \frac{2\pi\sqrt{\pi}}{T} \right)^9 e^{2 \sum_i \left( \frac{\ell}{2} X_i \right)^2} \prod_i \left( 1 + K_i^{(i)} \right)
\]

\[
= \| \Psi_m \|_2^2 \| \Psi_m \|_2^{-2}.
\]

Note that we put both expansion remainders \(\prod_i \left( 1 + K_i^{(i)} \right)\) into the definition of \(\| \Psi_m \|_2^{-2}\) as this allows us to have a more concise description of our formulae, i.e. no such term in the prefactor’s denominator in (B2).
The expression above is clearly not integrable in this form (at least not by means of KCHFs), but we can perform a substitution

\[ x'_i := \det X, \quad \text{for } i = 1, \ldots, 9, \]  

\[ x'_2, \ldots, 9 := x_2, \ldots, 9, \]  

with

\[ \det \left( \frac{dx'}{dx} \right) = \det \begin{pmatrix} x_5x_9 - x_6x_8 & x_6x_7 - x_4x_9 & x_4x_8 - x_5x_7 & \ldots \\ 0 & 1 & 0 & \ldots \\ 0 & 0 & 1 & \ldots \\ \vdots & \vdots & \vdots & \ddots \end{pmatrix} = x_5x_9 - x_6x_8 \]  

and arrive at integrating the Gaussians against

\[ \frac{|x'_i|'}{|x'_5x'_9 - x'_6x'_8|}. \]

We realise this will hinder the integrations with respect to one of the \( x'_i \) of the denominator and straightforwardly circumvent this obstacle by another substitution:

\[ x''_5 := x'_5x'_9 - x'_6x'_8, \]

\[ x''_{1,2,3,4,6,7,8,9} := x'_{1,2,3,4,6,7,8,9}, \]

\[ \det \left( \frac{dx''}{dx'} \right) = x'_9. \]

Therefore, we need to integrate the Gaussians against

\[ \frac{|x''_i|'}{|x''_5|}. \]

Starting with the \( x''_5 \)-integration, we get

\[ \int_{-\infty}^{\infty} dx''_5 |x''_5| \exp \left( -\frac{1}{2} x''_5^2 + \alpha \right) = \sqrt{2}^{-1-r} \exp \left( -2a^2 |x''_5|^{1+r} \right) \frac{\Gamma \left( \frac{1+r}{2} \right)}{\Gamma \left( \frac{1}{2} \right)} \frac{1}{\Gamma \left( \frac{1}{2} \right)} \frac{1}{2a^2}, \]

where we abbreviated

\[ a := \frac{x''_5 x''_9 x''_8 + x''_4 x''_5 x''_8 - x''_5 x''_4 x''_8 - x''_5 x''_4 x''_8}{x''_5} \frac{1 - \pi i N_1}{T} \]

stemming from inserting \( x'_i = x'_i(x_1, \ldots, x_9) \) and then \( x''_i = x''_i(x'_1, \ldots, x'_9) \).

For the \( x''_i \)-integration, we also need to consider the factor \( |x''_5|^{1+r} \), of course, as well as the above KCHF that depends via \( a \) on \( x''_5 \) just like the Gaussian in \( -a^2 \):

\[ \int_{-\infty}^{\infty} dx''_5 \exp \left( -\frac{1}{2} x''_5^2 + \alpha \right) \exp \left( -2a^2 |x''_5|^{1+r} \right) \frac{\Gamma \left( \frac{1+r}{2} \right)}{\Gamma \left( \frac{1}{2} \right)} \frac{1}{\Gamma \left( \frac{1}{2} \right)} \frac{1}{2a^2}, \]

with

\[ b := \frac{x''_5 x''_9}{x''_8} = \frac{p_5 - \pi i N_5}{T}. \]  
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Since we cannot integrate Gaussians against KCHFs, we need to find a way to express the latter differently. Looking at the form of \(a\), we see \(a \sim \frac{1}{T}\) and we can therefore use the asymptotic expansion for large arguments of KCHFs. As seen in (2.29), the expansion yields two different series with one including the factor \(e^{a^2}\). The integrand above, however, contains the factor \(e^{-a^2}\), which damps the contribution to zero. Therefore, we can neglect the expansion’s series without the \(e^{a^2}\) prefactor and get

\[
e^{-2a^2} \text{ Erf} \left( \frac{1}{2} - \frac{1}{2}a^2 \right) \approx \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{1+2r}{2} \right) \left( 2a^2 \right)^\frac{1}{2} \left( 1 - \frac{r(1-r)}{4}a^2 + O \left( (a^2)^{-2} \right) \right). \quad (B15)
\]

With that, the \(x''_i\)-integration now reads

\[
\int_{-\infty}^{\infty} dx_i e^{-2 \left( \frac{c}{x_i^2} + b \right) |x_i|} \left( 2 \left( \frac{c}{x_i^2} + d \right) \right)^\frac{1}{2} \left[ 1 - \frac{r(1-r)}{8} \left( \frac{c}{x_i^2} + d \right)^{-2} \right],
\]

where we rewrote \(a = \frac{x_i^2}{c} + d\), i.e. \(c\) is the numerator of the fraction with \(x''_i\) as denominator in (B13) and \(d\) are the remaining two fractions independent of \(x''_i\).

In the hope of simplifications like the cancelling of the lowest order, we now address the shifted contribution. There, the initial \(x_1\)-integration reads

\[
\int_{-\infty}^{\infty} dx_1 |\det \tilde{X}| \ e^{-2 \left( \frac{1}{2} - \frac{1}{2}x_1^2 \right) |x_1|} = \int_{-\infty}^{\infty} dx_i |\det X| \ e^{-2 \left( \frac{1}{2} - \frac{1}{2}x_i^2 \right) |x_i|}, \quad (B16)
\]

where we substituted \(\tilde{x}_1 := x_1 + \frac{T}{2}\) and understand \(X\) in this case as the one of the unshifted contribution but with \(\tilde{x}_1\) as the first entry. Hence, we can proceed just as before and only need to consider \(p_1 \mapsto p_1 + \frac{T}{2}\) in the Gaussian with respect to \(\tilde{x}_1\). Note that we must not replace \(p_1\) within the prefactor \(\exp \left( \frac{(p_1 - \pi N_i)^2}{Z} \right)\) that stems from completing the square.

We can then proceed with the same steps as before, first of all applying the two substitutions—only starting with \(x_1\) instead of \(x_1\):

\[
\int_{-\infty}^{\infty} dx''_1 |x''_1| e^{-2 \left( \frac{1}{2} - \frac{1}{2}x''_1^2 \right) \tilde{a}} = \sqrt{2} \ e^{-2 \tilde{a}^2} \left| x''_1 \right|^{1+r} \Gamma \left( \frac{1+r}{2} \right) \text{ Erf} \left( \frac{1}{2} - \frac{1}{2} \tilde{a}^2 \right) \left( 1 - \frac{r(1-r)}{4} \tilde{a}^2 + O \left( \tilde{a}^2 \right)^{-2} \right). \quad (B17)
\]

where we consequently denoted \(\tilde{a} := a_i|_{p_1 \mapsto p_1 + \frac{T}{2}}\). Applying the asymptotic expansion for large arguments, we get

\[
\int_{-\infty}^{\infty} dx''_1 |x''_1| e^{-2 \left( \frac{1}{2} - \frac{1}{2}x''_1^2 \right) \tilde{a}} \approx \frac{1}{\sqrt{2}} \left| x''_1 \right|^{1+r} \Gamma \left( \frac{1}{2} \right) \tilde{a}^{\frac{1}{2}} \left( 1 - \frac{r(1-r)}{4} \tilde{a}^2 + O \left( \tilde{a}^2 \right)^{-2} \right). \quad (B18)
\]

Hence, the \(x''_i\)-integration within the shifted contribution reads

\[
\int_{-\infty}^{\infty} dx_i e^{-2 \left( \frac{c}{x_i^2} + b \right) |x_i|} \left( \frac{c}{x_i^2} + d - \frac{T}{2} \right)^\frac{1}{2} \left[ 1 - \frac{r(1-r)}{8} \left( \frac{c}{x_i^2} + d - \frac{T}{2} \right)^{-2} \right].
\]
We notice that due to the shift $-\frac{T}{2}$ being present outside the square brackets' series, the lowest orders of the $x''_i$-integration of the unshifted and shifted contribution do not cancel—at least not at this early stage.

Since the $x''_i$-integrations are not feasible in this form, we need to apply a further expansion:

Noticing that $d \sim \frac{1}{x'}$, we perform a Taylor expansion of the square brackets for $T \to 0$. This yields for both cases

$$S := 1 - \frac{r(1-r)}{8} T^2 \frac{T^2}{p_1^2} + \mathcal{O}(T^3),$$

which has no $x''_i$-dependence anymore and therefore enables to proceed—for the missing $N_1$, see the next paragraph. Combining the two contributions, we now have

$$S := 1 - \frac{r(1-r)}{8} T^2 \frac{T^2}{p_1^2} + \mathcal{O}(T^3),$$

(B19)

In order to cast the expressions \(\left(\frac{d}{x'} + d\right)^2\) and \(\left(\frac{x'}{x'} + d - \frac{T}{2}\right)^2\) into absolute values, we set $N_1 = 0$. This causes the new $d \in \mathbb{R}$ (we kept the same $d$ for reasons of brevity and the limited alphabet), and hence the whole argument being real, which then allows to replace \(\left(\ldots\right)^2 \Rightarrow \left|\ldots\right|^2\). Setting $N_1 = 0$ was possible due to the overall prefactor $\exp\left(-\frac{(\ldots)^2}{x'}\right)$—so, in other words, we only kept the $N_1 = 0$ solution as all other contributions are exponentially damped.

For not making the notation even more elongate, we keep the part $\sum_{(N_1) \in \mathbb{Z}} e^{2\Sigma(x''_i x''_j)}$ as it is, regardless of successively considering $N_1 = 0$ only.

The structure of the result above suggests to proceed with the $x''_i$-integration. Again, we see that we would need to integrate over KCHFs and therefore apply the expansion for large arguments—allowed due to $b \sim \frac{1}{x''_i}$—to circumvent this. We consider again only the expansion's part that cancels the damping exponential function prefactor. Noticing that the situation is basically as the one before—just with $a, \tilde{a}$ being replaced by $b - \frac{\tilde{a}}{x''_i}$, $b - \frac{\tilde{a} \tilde{(x''_i)}}{x''_i}$, respectively—we get the same expansion, too, with according replacements. Also the subsequent Taylor expansion of the expansions' series results in a similar expression:

$$S' := 1 - \frac{r(1-r)}{8} T^2 \frac{T^2}{p_1^2} + \mathcal{O}(T^3),$$

(B22)

where we used in advance that we only consider the $N_5 = 0$ contribution, as motivated within the next steps.
Having said this, we can in general say that the procedure will (mostly) stay the same for the remaining integrations: We integrate Gaussians against absolute values, obtain KCHFs and apply the asymptotic expansion for large arguments where we only keep the series that is not damped by a Gaussian prefactor $\exp \left( - \frac{r^2}{4} \right)$. Then, we perform a Taylor expansion on the asymptotic expansion’s series. For most cases, this will lead to $x''$-independent prefactors $S'$, enabling to apply the same procedure again after setting the corresponding $N_i = 0$—allowed due to the Gaussian prefactor $\exp \left( - \frac{(\pi N_i)^2}{4} \right)$. In some cases, an $x''$-independent prefactor will not be obtained and we will need to integrate a Gaussian against the absolute value and square of an $x''$, but luckily that’s feasible.

Applying these steps to (B21), we get

$$
\langle B21 \rangle \approx \frac{2^9}{T} \frac{(2\pi)^9}{T} \Gamma \left( \frac{1}{2} \right)^2 \frac{SS'}{\| \Psi \|_r^2 \sqrt{2}} \sum_{(N_i) \in \mathbb{Z}} e^{2 \sum \left( \frac{\alpha_{00}}{\alpha_{11,1,5,9}} \right)^2} \int_{-\infty}^{\infty} d^3 x''_{11,1,5,9} e^{-2 \sum \left( \alpha_{''} - \frac{\alpha_{11,1,5,9}}{2} \right)^2} \times \int_{-\infty}^{\infty} d^3 y'' \ e^{-2 \left( \alpha_{''} - \frac{\alpha_{11,1,5,9}}{2} \right)^2} \left[ x''_{11,1,5,9} \left( x''_{11} x''_{11} - \frac{p_0 p_0}{T^2} \right) + \frac{p_1 p_1}{T} x''_{11} x''_{11} + \frac{p_1 + \frac{p_2}{T}}{T} x''_{11} x''_{11} - x''_{11} x''_{11} - x''_{11} x''_{11} \right] \right] \right]

(B23)

$$
= \frac{2}{T} \frac{(2\pi)^9}{T} \Gamma \left( \frac{1}{2} \right)^2 \frac{SS'}{\| \Psi \|_r^2 \sqrt{2}} \sum_{(N_i) \in \mathbb{Z}} e^{2 \sum \left( \frac{\alpha_{00}}{\alpha_{11,1,5,9}} \right)^2} \int_{-\infty}^{\infty} d^3 x''_{11,1,5,9} e^{-2 \sum \left( \alpha_{''} - \frac{\alpha_{11,1,5,9}}{2} \right)^2} \times \sqrt{2} \left[ x''_{11} x''_{11} - \frac{p_0 p_0}{T^2} \right] \left[ \frac{1 + r}{2}, \frac{1}{2}, \frac{r}{2} \right] e^{-2 \alpha^2} F_1 \left( \frac{1 + r}{2}; \frac{1}{2}, \frac{r}{2} \right)

(B24)

where we abbreviated

$$
\sigma := -\frac{p_0}{T} x''_{11} x''_{11} - \frac{p_1 + \frac{p_2}{T}}{T} x''_{11} x''_{11} + x''_{11} x''_{11} x''_{11} - \frac{p_0}{T} - \frac{\pi i N_0}{T},
$$

(B25)

$$
\tilde{\sigma} := -\frac{p_0}{T} x''_{11} x''_{11} - \frac{p_1 + \frac{p_2}{T}}{T} x''_{11} x''_{11} + x''_{11} x''_{11} x''_{11} - \frac{p_0}{T} - \frac{\pi i N_0}{T},
$$

(B26)

which are just the peaks of the Gaussians after substituting $x''$ such that it is alone the absolute values’ argument. In (B23) and (B24) above, we can observe how the denominator’s $\sqrt{2}$ builds up to compensate the respective factor $\sqrt{2}$ in the numerator. Their origin is the prefactor of 2 in the Gaussians, which stems from the initial substitution right after (3.2). The overall prefactor in the numerator stems from performing this substitution, while the denominator’s one builds up via the successive integrations, as (B24) illustrates.

With both $\sigma, \tilde{\sigma} \sim 1$, we can perform the asymptotic expansion and get as the Taylor expansion of the non-damped series.
\[ S'' := 1 - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} + O(T^3), \]  
\[ \text{(B27)} \]

where also only the \( N_3 = 0 \) contribution was considered. This leads to

\[ \frac{2}{T} \int \frac{d^3 x''}{\omega_{\psi}} \Gamma \left( \frac{1}{2} \right)^3 \text{SS'S''} \sum_{(x'') \in \mathbb{Z}} e^{2 \sum (\frac{\omega_{\psi} - \omega_{\phi}}{2})^2} \int d^3 x'^{(3,5,9)} e^{-\frac{1}{2} \sum \left( x''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \times \int d\psi'' e^{-\frac{1}{2} \sum \left( \psi''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \left[ \left| x''^{(3,5,9)} - r^{(3,5,9)} \right|^2 - \left| x''^{(3,5,9)} - r^{(3,5,9)} + \psi''^{(3,5,9)} \right|^2 \right] \]
\[ \approx \frac{2}{T} \Gamma \left( \frac{1}{2} \right)^3 \text{SS'S''} \sum_{(x'') \in \mathbb{Z}} e^{2 \sum (\frac{\omega_{\psi} - \omega_{\phi}}{2})^2} \int d^3 x'^{(3,5,9)} e^{-\frac{1}{2} \sum \left( x''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \times \int d\psi'' e^{-\frac{1}{2} \sum \left( \psi''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \left[ \left| x''^{(3,5,9)} - r^{(3,5,9)} \right|^2 - \left| x''^{(3,5,9)} - r^{(3,5,9)} + \psi''^{(3,5,9)} \right|^2 \right], \]  
\[ \text{(B28)} \]

with

\[ \tau := x''^{(3,5,9)} x'' \left( x'' - \frac{p_{\phi}}{p_{\psi}} \frac{T^2}{2} \right) - \frac{p_{\psi}}{p_{\phi}} \frac{T^2}{2} x'' x'' + \frac{p_{\psi} p_{\phi}}{p_{\psi}} \frac{T^2}{2}, \]  
\[ \text{(B29)} \]

\[ \bar{\tau} := x''^{(3,5,9)} x'' \left( x'' - \frac{p_{\phi}}{p_{\psi}} \frac{T^2}{2} \right) - \frac{p_{\psi}}{p_{\phi}} \frac{T^2}{2} x'' x'' + \frac{p_{\psi} p_{\phi}}{p_{\psi}} \frac{T^2}{2}. \]  
\[ \text{(B30)} \]

Again, due to the original peak of the Gaussian, \( \frac{2}{T} \sum \frac{d^3 x''}{\omega_{\psi}} \Gamma \left( \frac{1}{2} \right)^3 \text{SS'S''} \sum_{(x'') \in \mathbb{Z}} e^{2 \sum (\frac{\omega_{\psi} - \omega_{\phi}}{2})^2} \int d^3 x'^{(3,5,9)} e^{-\frac{1}{2} \sum \left( x''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \times \int d\psi'' e^{-\frac{1}{2} \sum \left( \psi''^{(3,5,9)} - \frac{r(1-r)}{8} T^2 \frac{p_{\phi}}{p_{\psi}} \right)^2} \left[ \left| x''^{(3,5,9)} - r^{(3,5,9)} \right|^2 - \left| x''^{(3,5,9)} - r^{(3,5,9)} + \psi''^{(3,5,9)} \right|^2 \right] + \omega' \]  
\[ \text{(B31)} \]

where only the \( N_3 = 0 \) contribution was considered and

\[ \omega := x''^{(3,5,9)} \left( x'' - \frac{p_{\phi}}{p_{\psi}} \frac{T^2}{2} \right) - \frac{p_{\psi}}{p_{\phi}} \frac{T^2}{2} x'' x'' + \frac{p_{\psi} p_{\phi}}{p_{\psi}} \frac{T^2}{2}, \]  
\[ \text{(B32)} \]

\[ \bar{\omega} := x''^{(3,5,9)} \left( x'' - \frac{p_{\phi}}{p_{\psi}} \frac{T^2}{2} \right) - \frac{p_{\psi}}{p_{\phi}} \frac{T^2}{2} x'' x'' + \frac{p_{\psi} p_{\phi}}{p_{\psi}} \frac{T^2}{2}. \]  
\[ \text{(B33)} \]
Note that during the Taylor expansion here, the obtained prefactor $1 - \frac{r(1-r)}{8} \left( \frac{1}{\mu''s_3^T} \right)^4$ is not $\chi''$-independent and despite being $\sim T^4$ upon first sight, it turns out to contribute as $\sim T^2$ after the integration over $\chi''$. This will make the next integration with respect to $\chi''$ longer but at least still feasible via

$$
\int_{-\infty}^{\infty} dx \ e^{-\frac{1}{2} x^2} (x + d)^2 = |c|^{1+r} e^{-b^2} \Gamma\left(\frac{1+r}{2}\right) \left[ d^2 F_1 \left( \frac{1+r}{2}, \frac{1}{2}, b^2 \right) + \frac{1+r}{2} F_1 \left( \frac{3+r}{2}, \frac{1}{2}, b^2 \right) - 4 \frac{1+r}{2} b c d F_1 \left( \frac{3+r}{2}, \frac{3}{2}, b^2 \right) \right].
$$

(B34)

We furthermore want to point out that the Taylor expansion of the previous step, leading to (B31),—despite its result containing $\chi''$—did again not alter the exponents of the integration variables up to the first order in $T$. As before, it is the Taylor expansion of the series that resulted from the KCHFs’ asymptotic expansions for large arguments and goes with $z^{-n}$ for the respective KCHF’s argument $z$. Looking at (B28), we notice that the argument of both KCHFs is $\sim (\chi'')^{-2}$, leading to a $(\chi'')^{-2}$ dependency in the asymptotic expansion’s series—which then, as we see, does not change during the subsequent Taylor expansion.

Applying (B34) now to (B31) and after the expansions, we get

(B31) $\approx \frac{2}{T^3} \left( \frac{2\pi \sqrt{2}}{T} \right)^2 \left( \frac{1}{2} \right)^3 S \left( \frac{3}{2} \right) S' \left( \frac{5}{2} \right) \sum_{(b_i \in \mathbb{N})} e^{2 \sum (\frac{\mu'' - \mu'}{\mu''})^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \chi'' \left( \frac{P_3}{T} \chi'' - \frac{p_3}{T} \chi' \right) + \chi \right] \right],

(B35)

where

$$
P := \frac{p_1^2}{p_1^2 p_3^2} + \frac{p_3^2}{(p_1 p_3)^2} \tag{B36}
$$

was defined within the expansion’s prefactor—the expansion of all the two times three KCHFs indeed breaks down nicely and we included $N_1 = 0$—and

$$
\chi := \frac{x''}{T} \left( \frac{p_1}{T} \chi'' - \frac{p_3}{T} \chi' \right) + \frac{p_1 p_5 p_9 - p_3 p_5 p_7}{T^3} = \frac{x''}{T} \left( \frac{p_1}{T} \chi'' - \frac{p_9}{T} \chi' \right) + \frac{p}{T^3},
$$

(B37)

$$
\bar{\chi} := \frac{x''}{T} \left( \frac{p_1}{T} \chi'' - \frac{p_9}{T} \chi' \right) + \frac{p}{T^3} + \frac{p_3 p_9}{2 T^3}.
$$

(B38)
Taylor expansion, we get the asymptotic expansion for large arguments of all the six accrued KCHFs and the proceeding as the minor of that determinant with respect to the shifted continuing to build up the determinant of the with \( t \)

\[
\sum_{(N_i) \in \mathbb{Z}} e^{2 \sum_{(n_i)} (n'' - \frac{n''}{r})} \int_{-\infty}^{\infty} d^2 x'' \text{e}^{-2 \sum_{(n_i)} (n'' - \frac{n''}{r})} \left( \begin{array}{c}
\frac{p_1}{T} x'' - \frac{p_1 + \frac{t}{T}}{T} p_k \\
\frac{p_3}{T} x' - \frac{p_3 + \frac{t}{T}}{T} p_k
\end{array} \right) + \tilde{\vartheta} \right],
\]

(B39)

with

\[
\vartheta := x'' \left( \frac{p_3 p_8}{T^2} - \frac{p_9}{T} x'' \right) + \frac{\mathcal{P}}{T^2},
\]

(B40)

\[
\tilde{\vartheta} := x'' \left( \frac{p_3 p_8}{T^2} - \frac{p_9}{T} x'' \right) + \frac{p_3 p_9}{2T},
\]

(B41)

and we have again an \( x'' \)-dependent prefactor from the expansions—this time even with two of the remaining integration variables included. Note that this Taylor expansion did again not alter the integration variables' exponents up to the first order in \( t \) contributions. Nevertheless, we can still continue as usual and after a longish integration in the style of (B34), the application of the asymptotic expansion for large arguments of all the six accrued KCHFs and the proceeding Taylor expansion, we get

\[
\begin{split}
&\sum_{(N_i) \in \mathbb{Z}} e^{2 \sum_{(n_i)} (n'' - \frac{n''}{r})} \int_{-\infty}^{\infty} d^2 x'' \text{e}^{-2 \sum_{(n_i)} (n'' - \frac{n''}{r})} \left( \begin{array}{c}
\frac{p_1}{T} x'' - \frac{p_1 + \frac{t}{T}}{T} p_k \\
\frac{p_3}{T} x' - \frac{p_3 + \frac{t}{T}}{T} p_k
\end{array} \right) + \tilde{\vartheta} \right],
\end{split}
\]

(B39)

with

\[
\tilde{\vartheta} := \vartheta - p_1 p_3 p_8 = p_1 p_3 p_9 - p_3 p_5 p_7 - p_1 p_6 p_8
\]

(B43)

continuing to build up the determinant of the \( p_i \)'s matrix and

\[
\Delta_l^1(p) := p_5 p_9 - p_6 p_8
\]

(B44)

as the minor of that determinant with respect to the shifted \( p_1 \equiv p_1^l \)

\[
\begin{pmatrix}
p_1 + \frac{t}{2} & p_2 & p_3 \\
p_4 & p_5 & p_6 \\
p_7 & p_8 & p_9
\end{pmatrix}
\]

(B45)
We faced again an \( \chi'''' \)-independent prefactor \( S''''' \) and can straightforwardly integrate over \( x_0'' \) first, yielding
\[
(B42) \approx \frac{2}{T} \frac{T^{3r} (2\pi \sqrt{T})^9 \Gamma \left( \frac{1}{2} \right)^9 \sum_{\{N_i\} \in \mathbb{Z}} e^{2\Sigma_i \left( \frac{5-\xi_{2}}{T} \right)} \int_{-\infty}^{\infty} dx_0'' e^{-\sum \left( \frac{5-\xi_{2}}{T} \right)} \left[ x_0'' p_0 p_7 - p_0 p_9 \left| P'''' \right| - \left[ x_0'' p_0 p_7 - p_0 p_9 \left| P'''' \right| + \frac{\Delta_1(p)}{T} \right] \right] ,
\]
with
\[
\hat{P} := \hat{P} + p_3 p_3 p_8
\]
as a further step towards the \( p_i \)'s determinant and the expansions’ \( \chi'''' \)-independent prefactor
\[
S''''' := 1 - \frac{r(1 - r) \left( p_0^2 p_8 \right)^2}{8 \hat{P}^2} T^2 .
\]
All that’s left is the last \( \chi'''' \)-integration. We see already that the absolute values’ arguments are plausible: \( \hat{P} \) is building up the desired determinant of the \( p_i \) and the shifted contribution has an additional \( \Delta_1(p) \) that reflects the minor of the determinant with respect to \( p_1 \)—the \( p_i \) on which the shift acted, leading directly to this extra term. Also the fact that \( \chi'''' \) is multiplied by \( p_0 p_7 - p_0 p_9 \) looks promising as this is the minor of the determinant with respect to \( p_2 \).

The \( \chi'''' \)-integration is just of the familiar form and we obtain after performing the asymptotic as well as the Taylor expansion and with considering only the \( N_2 = 0 \) contribution
\[
(B46) \approx \frac{2}{T} \frac{T^{3r} (2\pi \sqrt{T})^9 \Gamma \left( \frac{1}{2} \right)^9 \sum_{\{N_i\} \in \mathbb{Z}} e^{2\Sigma_i \left( \frac{5-\xi_{2}}{T} \right)} \left[ \left| \frac{\det p}{T^3} \right| - \left| \frac{\det p}{T^3} + \frac{\Delta_1(p)}{T} \right| \right] ,
\]
with
\[
S''''' := 1 - \frac{r(1 - r) \left( p_0^2 p_8 \right)^2}{8 \left( \det p \right)^2} T^2
\]
and finally the determinant of the matrix of the \( p_i \) denoted as
\[
\det p := \hat{P} + p_3 p_3 p_8 - p_2 p_2 p_8 .
\]

What is now left is combining the two contributions and insert
\[
\| \Psi_\mu \|^2 = \prod_i \left( 1 + K_i^{(1)} \right) \left( \frac{2\pi \sqrt{T}}{T} \right)^9 e^{2\Sigma_i \left( \frac{\xi_{2}}{T} \right)} \prod_i \left( 1 + K_i^{(1)} \right) ,
\]
where \( K_i^{(1)} = O(r^\infty) \), i.e. \( \lim_{r \to 0} K_i^{(1)} = 0 \) \( \forall n \in \mathbb{N} \) [35]. The origin is again the damping of all \( N_i \neq 0 \) contributions, put into \( K_i^{(1)} \), and that thereby only \( \{N_i\} = 0 \) remains:
\[
\prod_i \left( 1 + K_i^{(1)} \right) := \sum_{\{N_i\} \in \mathbb{Z}} e^{-2\Sigma_i \left( \frac{\xi_{2}^2}{T^2} + \frac{2\Sigma_i \left( 1 + K_i^{(1)} \right)}{T^2} \right)} .
\]
We already see that the norm’s factor \( e^{2\Sigma_i \left( 1 + K_i^{(1)} \right)} \), as denominator, will cancel \( e^{2\Sigma_i \left( \frac{1}{T^2} \right)} \) of (B46), considering that \( \{N_i\} = 0 \).
With all that, we finally arrive at
\[ \frac{2}{l} \langle \hat{q}_1(r) \rangle \varphi_n \approx \frac{2}{l} \frac{\Gamma\left(\frac{1}{2}\right) 2^{3r} \prod S^{S^R} S^{S^R} \prod S^{S^R} \prod S^{S^R}}{\sqrt{\pi^2} \prod (1 + K_i) \prod (1 + K_j)} \left[ \left| \frac{\det p}{T^3} \right|^r - \left| \frac{\det p + \Delta_1(p)}{T^3} \right|^r \right]. \] (B54)

The clear structure is pretty much as desired. We have several prefactors of expansion-series-type \((1 - \frac{\Gamma(1 + r)}{\pi^2} f(p) T^2)\), the normalisation prefactors completely cancel via \(\Gamma\left(\frac{1}{2}\right) = \sqrt{\pi}\) and a difference in the absolute values of the unshifted and shifted contribution remains.

Next, we use the prefactor \(T^{3r}\) to cast the square bracket of (B54) into
\[ T^{3r} \left[ \left| \frac{\det p}{T^3} \right|^r - \left| \frac{\det p + \Delta_1(p)}{T^3} \right|^r \right] = \left| \frac{\det p}{T^3} \right|^r - \left| \frac{\det p + \Delta_1(p)}{T^3} \right|^r \approx -r \left| \frac{\det p}{T^3} \right|^r + \frac{r(r-1)}{8} \left| \frac{\det p}{T^3} \right|^r T^4 + O(T^6). \] (B55)

The last step consists of inserting this into (B54) and multiplying all the \(S^{(\cdots)}\):
\[ \frac{2}{l} \langle \hat{q}_1(r) \rangle \varphi_n \approx \frac{2}{l} \frac{\Gamma\left(\frac{1}{2}\right) 2^{3r} \prod S^{S^R} S^{S^R} \prod S^{S^R} \prod S^{S^R}}{\sqrt{\pi^2} \prod (1 + K_i) \prod (1 + K_j)} \left[ \left| \frac{\det p}{T^3} \right|^r - \left| \det p + \Delta_1(p) \right|^r \right] \approx -r \frac{\Gamma\left(\frac{1}{2}\right) 2^{3r} \prod S^{S^R} S^{S^R} \prod S^{S^R} \prod S^{S^R}}{\sqrt{\pi^2} \prod (1 + K_i) \prod (1 + K_j)} \left[ \left| \frac{\det p}{T^3} \right|^r + \frac{r(r-1)}{8} \left| \frac{\det p}{T^3} \right|^r T^4 + O(T^6) \right]. \] (B56)

If we want to compare this to the classical result of the corresponding Poisson bracket, we need to consider the \(\hat{p}\)-order and using \(t = T^2\).\(^{19}\) We then obtain for the \(T^0\) term
\[ \frac{r}{T^3} \frac{\det p}{\det p} \frac{\prod S^{S^R} S^{S^R} \prod S^{S^R} \prod S^{S^R}}{\sqrt{\pi^2} \prod (1 + K_i) \prod (1 + K_j)} \left[ \left| \frac{\det p}{T^3} \right|^r - \left| \det p + \Delta_1(p) \right|^r \right], \]
which reflects the classical Poisson bracket’s differentiation result. It stems from the \(T^2\)-term of (B55) multiplied by all 1s from the \(S^{(\cdots)}\)-series. Luckily, we could en passant determine the next order term \(\sim T^4\), too, without the need of further expanding all the \(S^{(\cdots)}\)-series! With all the \(S^{(\cdots)}\) being series like \(1 - \ldots T^2 + O(T^3)\) and the expansion of the square bracket above being \(\ldots T^2 + \ldots T^4 + O(T^5)\), the \(T^4\)-contributions are firstly the square bracket’s \(T^4\)-term multiplied by the \(1\) from all \(S^{(\cdots)}\) and, secondly, the square bracket’s \(T^2\)-term multiplied by the sum over all \(T^2\)-terms of the \(S^{(\cdots)}\). I.e.
\[ \mathcal{F} := -\frac{r(r-1)}{8} \left| \frac{\det p}{T^3} \right|^2 + \frac{r^2}{8} \frac{r(r-1)}{8} \left| \frac{\det p}{T^3} \right|^2 T^4 + O(T^6) \]
\[ + \frac{p_1^2 p_2^2 p_3^2 + p_1^2 p_2^2 p_4^2}{p^2 p^2} + \frac{p_3^2 p_8^2}{p^2} + \frac{(p_3 p_7 - p_4 p_9)^2}{(\det p)^2} \] \(\ldots (B57)\).

Each contribution \(\sim T^3\) from the factors \(S^{(\cdots)}\) would therefore at least meet another term \(\sim T^2\) and hence contribute as \(O(T^5)\). Note that \(k_{(836)} \equiv \frac{p_1^2 p_2^2 p_3^2 + p_1^2 p_2^2 p_4^2}{p^2 p^2} + \frac{p_3^2 p_8^2}{p^2} + \frac{(p_3 p_7 - p_4 p_9)^2}{(\det p)^2} \), so all addends within the square bracket contribute with \(\sim p_{ij}^{-2}\). All other occurring \(\mathcal{P}, \mathcal{P}, \mathcal{P}\) are \(\sim p^3\) and build up to \(\det p\). The basic composition of the next-to-leading order term as above can also be seen in the quantum mechanical results of [36, therein: equation (3.9) for the AQG result and

\(^{19}\) And, in order to obtain the volume, set \(\epsilon = \frac{1}{2}\). Note again that in the course of this calculation, we used an exponent \(r\) of the determinant’s absolute value—unlike \(\frac{1}{2}\) before and in the literature.
equation (3.12) for the one via KCHFs]. Namely, there are two contributions that differ by one in the overall exponent in $p$: $\mathcal{F} \sim \ldots p^{3r-2} + \ldots p^{3r-3}$. This reflects one-to-one the quantum mechanical result of [36].

Note that this feature, however, is not present in the result (4.45) of [33]: Collecting all terms of next-to-leading order $t$, they all end up being $\sim p^{3r-2}$ for $N = 1$. The authors think that this is due to the power counting of (4.39) in [33], where it is argued one could neglect terms $\sim sT$ compared to $\sim s^2$. Now, [33] introduced $s := t^{-\alpha}$ to compensate for a rescaling of $p \mapsto q := pt^{-\alpha}$ to obtain a quantity ‘of order unity’ and is always paired with $q_1$—there should be no powers of $t$ including $\alpha$ in the final result. This implies that while $sT = t^{1-\alpha}$ itself is of higher order in $t$ than $s^2 = t^{1-2\alpha}$ (for $\alpha \geq 0$), the terms $\sim sT$, in fact, are not: all terms $\sim sT$ also include $q_1$, therefore making them $\sim t$. Likewise, all terms $\sim s^2$ also include $q_1^{-2}$, making them $\sim t$ as well. This left out term $\sim sT$ contains one $q_1^{-1}$ less than the collected one, i.e. is of higher order in $p$, which is in line with the fact that their contribution linear in $t$ contained terms $\sim p^{3r-3}$, while the work at hand obtained additionally one part $\sim p^{3r-2}$ (recap that we started with $r$ instead of $\frac{r}{2}$ in [33]).

However, we can say the following: Concerning the powers in $p$, the contribution of $\mathcal{F}$ that includes the square bracket should correspond to the correction terms [33] considers. While this can be motivated by the quantum mechanical or U(1) scenario just like described below (3.46) (they should be the derivative of the fluctuations of the expectation value of the volume operator), it was not possible to find a close connection of the two paths. Appendix E does indeed show such a link for the U(1) case but due to the convoluted successive integrations of the KCHF way versus the all-at-once approach of [33] by Sahlmann and Thiemann, we lose track of a similar link for the higher dimensional case. It is, however, easy to see that the first contribution of $\mathcal{F}$, the one that corresponds to the second derivative, corresponds to the first neglected term $\sim sT$ of the power series (4.39) in [33].

**Appendix C. Estimates**

We present here a short list of the fundamental approximations we use.

- The approximation Brunemann and Thiemann used in [35],

\[ |a|^r - |b|^r \leq ||a| - |b|| \quad \text{(where } a, b \in \mathbb{Z} \text{ and } r \in \mathbb{Q}_{[0,1]}), \]

(C1)

allowed them to shed the roots completely.

- We will make use of

\[ |a|^r - |b|^r \leq |a - b|^r \quad \text{(where } a, b, r \in \mathbb{R} \text{ and } 0 \leq r \leq 1) \]

(C2)

to get rid of a difference in roots, allowing us to further manipulate the actual form of $(a - b)$ and then integrating it against Gaussians by means of KCHF.

- The corresponding approximation for the sum of roots,

\[ |a + b|^r \leq |a|^r + |b|^r \quad \text{(where } a, b, r \in \mathbb{R} \text{ and } 0 \leq r \leq 1), \]

(C3)

will also be used.
Finally, when trying to establish a good estimate for the $U(1)^3$–case, we will use

$$|a + C|' - |(a - 1) + C|' \leq |a|' - |a - 1|' + 2 \quad \text{(where } a, C, r \in \mathbb{R} \text{ and } 0 \leq r \leq 1).$$  \hspace{1cm} (C4)$$

This estimate can be verified easily using (C2):

$$|a + C|' - |a + \delta + C|' + |a + \delta|' - |a|' \leq |a + C - (a + \delta + C)|' + |a + \delta - a|' = 2|\delta|'.$$

Note that the estimates (C2)–(C4) still contain via $|\ldots|'$ information about which roots we are facing, while (C1) does not.

**Appendix D. Detailed derivation of the semiclassical continuum limit for graphs of cubic topology**

In this appendix, we present the details of the derivation of the semiclassical continuum limit for graphs of cubic topology that is discussed in section 3.1.4 in the main text. There, it is discussed that in the case of the cubic graph and if one considers the limit where both the semiclassical parameter $t \to 0$ as well as the regulator $\epsilon \to 0$, then one obtains the expected classical expression for the Poisson bracket. Particularly, the following identities hold:

$$\lim_{t \to 0} \frac{2\langle \hat{g}_b^0(r) \rangle_{\psi_n}}{t} |\det p^{-1}|' \frac{\Delta_b^b(p^{-1})}{\det p^{-1}} = 2i\hbar_b \left\{ \left( \hbar_b \right)^{-1}, V^{2\nu} (R_{\Box}) \right\}.$$

The prefactors arise because if we substitute SU(2) by U(1)$^3$, we replace $\tau_j$ by $i$ and by performing the quantisation step we divide by $\frac{1}{\tau_j}$. Lastly, since we work with the dimensionless volume, see (2.6), we have a factor $\frac{1}{\sqrt{\tau_j}}$ involved. The factor of 2, as already explained in the main text, is necessary in order to obtain the correct semiclassical limit of the Thiemann identity, more details will be presented in [50].

As a first step, we show the following result for the classical U(1)$^3$ model for a graph of cubic topology:

$$\int d^3 z \left( \frac{\delta (\hbar_b^0)^{-1}}{\delta A_b^0(z)} \right) \frac{\delta V^{2\nu}(p^{-1})}{\delta E_b^0(z)}. \hspace{1cm} (D2)$$

The classical Poisson bracket is just given by

$$\int d^3 z \left( \frac{\delta (\hbar_b^0)^{-1}}{\delta A_b^0(z)} \right) \frac{\delta V^{2\nu}(p^{-1})}{\delta E_b^0(z)}. \hspace{1cm} (D3)$$

We then have

$$\int d\hat{r}_b^0(t) \delta^{\hat{h}_b^0} \delta(t, z) \hspace{1cm} (D4)$$
We have denoted the dimensionless fluxes associated with the six edges at a given vertex for a graph of cubic topology. We obtain

\[ \begin{align*}
    p^-_{b_{i0}} &= \frac{1}{2} (p_{b_{i0}+i0} - p_{b_{i0}-i0}) = \frac{1}{2a^2} (E^b_{i0+} - E^b_{i0-}), \\
    p^+_{b_{i0}} &= \frac{1}{2} (p_{b_{i0}+i0} + p_{b_{i0}-i0}) = \frac{1}{2a^2} (E^b_{i0+} + E^b_{i0-}),
\end{align*} \]

with the fluxes \( E^j_{ij} \) defined as

\[ E^j_{ij} := \int_{S^j_{ij}} E^j_i n^i_a, \]

where \( S^j_{ij} \) is the surface dual to the edge \( e^j_0 \) and \( n^i_a \) denotes the conormal of \( S^j_{ij} \), for which we use the abbreviation \( n^i_a := n^i_a \). Thus, we get

\[ \left( \frac{\delta \det p^-}{\delta E^j_i(z)} \right) = \frac{\delta \det p^-}{2a^2} (p^-)^{-1} \left( \sum_{ij} \int d^2 u n^j_a \delta^j_i \delta^\sigma \delta(x(u),z) - \int d^2 u n^j_a \delta^j_i \delta^\sigma \delta(x(u),z) \right). \]

Reinserting the results of (D4) and (D7) back into (D3) and performing the integrals involving the delta functions, we end up with

\[ h^b_{i0} \left( \left( h^b_{i0} \right)^{-1} , V^{\sigma} (R_{\Box}) \right) = - \frac{i\epsilon}{2a^2} \left( \det p^- \right)^{-1} (p^-)^{-1} h^b_{i0} \]

\[ = - \frac{i\epsilon}{2a^2} \left( \det p^- \right)^{-1} \frac{\Delta^b_{i0}(p^-)}{\det p^-}, \]

where we used in the last step that \( \Delta^b_{i0}(p^-) = \frac{1}{2} e^{\delta \delta^k} \epsilon_{i0k}{\hat{P}_k}{\hat{P}_L} \). The result exactly agrees with (D2).

Next, in order to take the limit in which we send the regulator to zero, that is \( \epsilon \to 0 \), we need to express \( p_{b_{i0}} \) again in terms of the variables \( p_{b_{i0}\sigma_{i0}} \), where \( i_0, i_0 = 1, 2, 3 \) and \( \sigma_0 = \pm \), which denotes the dimensionless fluxes associated with the six edges at a given vertex for a graph of cubic topology. We have

\[ p_{b_{i0}+i0} = p^+_{b_{i0}} + p^-_{b_{i0}} \quad \land \quad p_{b_{i0}-i0} = p^+_{b_{i0}} - p^-_{b_{i0}} \quad \iff \quad p_{b_{i0}\sigma_{i0}} = p^+_{b_{i0}} + \text{sgn}(\sigma_0)p^-_{b_{i0}}. \]

Using these relations, we further obtain for \((p^-)^{-1})_{b_{i0}} = \hat{p}_{b_{i0}}^{-1} \)

\[ \text{sgn}(\sigma_0)(p^-_{b_{i0}})^{-1} = \left( 1 - p^+_{b_{i0\sigma_{i0}}}(p^-_{b_{i0}})^{-1} \right) p^-_{b_{i0\sigma_{i0}}}. \]

where we introduced the convention that the superscript \(-1\) does not indicate one over the specific matrix element but instead the matrix element of the inverse of the corresponding matrix. The inverse \( p_{b_{i0}\sigma_{i0}}^{-1} \) can be written in terms of \( p_{b_{i0\sigma_{i0}}} \) as follows:

\[ p_{b_{i0\sigma_{i0}}}^{-1} = \frac{1}{2} e^{\epsilon_{i0}} e^{\Omega_{MN}} e^{\Omega_{\sigma_{i0}}} e^{\Omega_{MN}} e^{\Omega_{\sigma_{i0}}} E^M e^{\Omega_{\sigma_{i0}}} E^N. \]
where we analogously to previous notations use \( \det E_{\sigma} \equiv \det \left( E_{\mu\nu}^{i} \right) \) for the determinant of the matrix of the fluxes \( E_{\mu\nu}^{i} \). In order to expand the fluxes and the determinant in terms of the regularisation parameter \( \epsilon \), we consider the following embedding for the cube:

\[
X_{\epsilon}^{i}: \left[ -\frac{\epsilon}{2}, \frac{\epsilon}{2} \right] \to \sigma, \quad (t^{1}, t^{2}, t^{3}) \mapsto X_{\epsilon}^{i}(t_{1}, t_{2}, t_{3}), \quad X_{\epsilon}^{i}(0, 0, 0) = v.
\]

Then, the expansion of the fluxes and determinant in terms of powers of the regularisation parameter \( \epsilon \) yields

\[
E_{\sigma}^{i} = \epsilon^2 E_{\sigma}^{i}(v)n_{\epsilon}^{e\sigma}(v) + O(\epsilon^3)
\]

\[
\det E_{\sigma} = \det \left( E_{\sigma}^{i}(v)n_{\epsilon}^{e\sigma}(v) + O(\epsilon^3) \right) = \epsilon^6 \det \left( E_{\sigma}^{i}(v) \right) \det(n_{\epsilon}^{e\sigma}(v)) + O(\epsilon^7)
\]

where \( \det E_{\sigma}(v) = \det \left( E_{\sigma}^{i}(v) \right) \) now is the determinant of the matrix of all the fluxes \( E_{\sigma}^{i} \), linked to the fluxes \( E_{\mu\nu}^{i} \) via (D6), and analogously \( \det n_{\epsilon}^{e\sigma}(v) = \det \left( n_{\epsilon}^{e\sigma}(v) \right) \). Considering \( p_{\text{local}}^{\epsilon} \), in (D5) together with \( n_{\epsilon}^{e\sigma}(v) = -n_{\epsilon}^{e\sigma}(v) \), we realise that the leading order contribution vanishes and thus the term involving \( p_{\text{local}}^{\epsilon} \) in (D9) is at least one power in \( \epsilon \) higher than the contribution of the unit matrix. Hence, the term in addition to the unit matrix can be neglected if we are interested in the limit \( \epsilon \to 0 \). As a consequence, the expansion of (D9) yields

\[
\text{sgn}(\sigma_{0})(p_{\text{local}}^{\epsilon})^{-1} = \text{sgn}(\sigma_{0}) \frac{a^{2}}{2} e^{i\alpha} e_{\mu\nu} E_{\mu\nu}^{i} E_{\alpha}^{i} \frac{E_{\mu}^{\alpha} M_{\mu}^{\sigma} E_{\nu}^{\sigma} N_{\nu}^{\sigma}}{\det E_{\sigma}(v) \det n_{\epsilon}^{e\sigma}(v)} \left( \frac{1 + O(\epsilon)}{\epsilon^2 + O(\epsilon^3)} \right),
\]

where the sgn involved on the right hand side arose because we introduced an absolute value in the denominator. Collecting all intermediate results the expansion of (D2) is given by

\[
h_{\epsilon}^{i} \left\{ \left( h_{\epsilon}^{i} \right)^{-1}, V^{\sigma\tau}(R_{\Box}) \right\} = -\frac{\kappa}{2a^{2}} \frac{e^{6}}{a^{6}} \det E_{\sigma}(v) \cdot \det n_{\epsilon}^{e\sigma}(v) + O(\epsilon^3) \times \frac{a^{2}}{2} e^{i\alpha} e_{\mu\nu} E_{\mu\nu}^{i} E_{\alpha}^{i} \frac{E_{\mu}^{\alpha} M_{\mu}^{\sigma} E_{\nu}^{\sigma} N_{\nu}^{\sigma}}{\det E_{\sigma}(v) \det n_{\epsilon}^{e\sigma}(v)} \left( \frac{1 + O(\epsilon)}{\epsilon^2 + O(\epsilon^3)} \right). \tag{D10}
\]

In a final step, we consider the limit \( \epsilon \to 0 \) and therefore keep only the leading order terms in \( \epsilon \) in the following. First, we discuss the absolute value on the right hand side of (D10). Considering that \( \frac{\partial X^{\epsilon}}{\partial \epsilon} \) are tangent vectors, we have

\[
n_{\epsilon}^{e\sigma} \frac{\partial X_{\epsilon}^{\epsilon}}{\partial \epsilon} = \delta^{\epsilon}_{\epsilon} \text{sgn}(\sigma) \left| \det \left( \frac{\partial X_{\epsilon}^{\epsilon}}{\partial \epsilon} \right) \right| \quad \text{and} \quad \det n_{\epsilon}^{e\sigma} = \left| \det \left( \frac{\partial X_{\epsilon}^{\epsilon}}{\partial \epsilon} \right) \right|^{2}.
\]

Thus, the limit \( \epsilon \to 0 \) of the absolute value in (D10) can be rewritten as

\[
\lim_{\epsilon \to 0} \frac{e^{3}}{a^{3}} \sqrt{\det E} \left| \det \left( \frac{\partial X_{\epsilon}^{\epsilon}}{\partial \epsilon} \right) \right|^{2r} = \frac{1}{a^{3r}} \left( \int_{\Sigma_{r}} d^{3}x \sqrt{\det E(x)} \right)^{2r} = \frac{1}{a^{3r}} V_{\epsilon}^{2r}, \tag{D11}
\]

where we used that in the limit \( \epsilon \to 0 \) we have \( e^{3} \left| \det \left( \frac{\partial X_{\epsilon}^{\epsilon}}{\partial \epsilon} \right) \right| = \int_{\Sigma_{r}} d^{3}x \). In order to take the limit also for the remaining part corresponding to \( (p_{\text{local}}^{\epsilon})^{-1} \) in (D10), we first use
\[ \epsilon_{aMN}^{\chi} N_{a}^{\nu} = \det n^\sigma \frac{\text{sgn}(\sigma_0)}{\det \frac{\partial \chi_x}{\partial \xi^\sigma}} \epsilon_{b}^{\sigma \rho} \frac{\partial \chi_x^{\rho}}{\partial \xi^b} = \left| \det \left( \frac{\partial \chi_x^{\rho}}{\partial \xi^b} \right) \right| \text{sgn}(\sigma_0) \epsilon_{a}^{\sigma \rho} \frac{\partial \chi_x^{\rho}}{\partial \xi^b}. \] (D12)

Further, we expand the fraction by $\epsilon$ yielding a linear power in the numerator and a cubic one in the denominator. The contribution for $(p_{\nu b}^{-1})^{-1}$ then reads

\[ \lim_{\epsilon \to 0} (p_{\nu b}^{-1})^{-1} = \lim_{\epsilon \to 0} \left( a^2 \frac{\epsilon \text{sgn}(\sigma_0) \epsilon_{i a m n} \epsilon_{ab} \frac{E_{\nu}^{\sigma}(\sigma)}{\sqrt{\det E_{\nu}(\sigma)}} \frac{\partial \chi_x^{\rho}}{\partial \xi^b}}{2 \epsilon^3 \sqrt{\det E_{\nu}(\sigma)}} \right) \] (D13)

\[ = \frac{1}{\kappa} \frac{2 \alpha^2}{R_{\nu}} \int \frac{d^3x}{\sqrt{\det E(x)}} = \frac{2 \alpha^2}{\kappa} R_{\nu}^{-1} \int_0^1 dt \left\{ A_{\nu}^{\chi}(e(t)), V_{R_{\nu}} \right\} (e_{\chi_0})^a. \] (D14)

We collect the results of (D11) and (D13) and combine them with the result of (D2) and get

\[ 2i \lim_{\epsilon \to 0} h_{\nu b}^{i} \left\{ (h_{\nu b}^{i})^{-1}, \psi_\nu^{2\nu} (R_{\nu b}) \right\} = \frac{2 \alpha^2}{\kappa} R_{\nu}^{2-1} \int_0^1 \int_{\epsilon_{\chi_0}} A_{\nu}^{i}, V_{R_{\nu}} \right\} \] (D15)

Hence, we have shown the two identities in (D1). We realise again how crucial the factor 2 whose relevance will be discussed in detail in [50] is in order to get the correct semiclassical limit.

**Appendix E. Comparison of the KCHF procedure and the one used by Sahlmann and Thiemann applied to the U(1) case**

The aim of this appendix is to show how the procedure used by Sahlmann and Thiemann in [33] is linked at least in the U(1) case with the KCHF approach presented in the work at hand. We choose the following integral as the starting point:

\[ \mathcal{J} = \| \Psi \|^{-2} R e^{\frac{\epsilon^2}{2}} \int_{-\infty}^{\infty} dx \ e^{x^2} \left| x + \frac{P}{T} \right|^r, \] (E1)

where the norm of the state is essentially $\| \Psi \|^2 = \sqrt{\pi} \ e^{\frac{\epsilon^2}{2}}$.

The method used by Sahlmann and Thiemann in [33]:

The procedure used by Sahlmann and Thiemann then applies the power series expansion of the absolute value:

\[ \left| x + \frac{P}{T} \right|^r = \left| \frac{P}{T} \right|^r \left| 1 + p^{-1} T x \right|^r \approx \left| \frac{P}{T} \right|^r \left( 1 + r p^{-1} T x + \frac{r(r-1)}{2} (p^{-1} T x)^2 + \mathcal{O} (T^3) \right). \] (E2)

\[ 20 \text{ I.e. we only consider the } N = 0 \text{ contribution right from the start, as motivated by [33].} \]
Inserting this into (E1), we see that we can directly neglect the term \( \sim x \) as the integration against the Gaussian vanishes. We then obtain

\[
I = |p|^r \left( 1 + \frac{1}{\sqrt{\pi}} \frac{r(r-1)}{2} \int_{-\infty}^{\infty} dx \, e^{-x^2} + O(T^3) \right)
\]

(E3)

\[
= |p|^r \left( 1 + \frac{r(r-1)}{4} \frac{T^2}{p^2} + O(T^3) \right)
\]

(E4)

**The KCHF method:**

Going the KCHF way means

\[
I = \|\Psi\|^{-2} T^r e^{\frac{\rho^2}{2}} \int_{-\infty}^{\infty} dx \, e^{-\left(\frac{x}{\sqrt{\pi}}\right)^2} |x|^r
\]

(E5)

\[
= \frac{T^r}{\sqrt{\pi}} \Gamma\left(\frac{r+1}{2}\right) \left( \left( -r \frac{1}{2} - \left( \frac{p}{T} \right)^2 \right) \right)
\]

(E6)

\[
= \frac{T^r}{\sqrt{\pi}} \Gamma\left(\frac{r+1}{2}\right) e^{-\frac{p^2}{2}} \left( \left( \frac{r+1}{2} - \frac{1}{2} \left( \frac{p}{T} \right)^2 \right) \right)
\]

(E7)

\[
\simeq |p|^r \sum_{n=0}^{\infty} \frac{(-\frac{r}{2})_n \left( -\frac{r}{2} + \frac{1}{2} \right)_n}{n!} \left( p^{-1} T^2 \right)^n
\]

(E8)

\[
= |p|^r \left( 1 + \frac{r(r-1)}{4} \frac{T^2}{p^2} + O(T^3) \right).
\]

(E9)

Therein, we used the Kummer transformation (2.18) from the second to the third line and the asymptotic expansion (2.29) from the third to the fourth line, realising that again only one of its series contributes due to the Gaussian prefactor.

While we already see that both ways result in the same expression, we may compare them better by reformulating the Taylor series in the course of the procedure used by Sahlmann and Thiemann in [33], (E2). The numerical prefactors in there are of course the generalised binomial coefficients

\[
\binom{r}{n} = \frac{(r)_n}{n!},
\]

(E10)

where \((r)_n\) denotes the falling factorial which is the Pochhammer symbol just with a succession of decreasing factors. As only even \(n\) survive the integration against the Gaussian and to better adapt it to the sum that arises during the KCHF method due to the asymptotic expansion, we go over to using \(2n\) and can then associate the numerical prefactors of the two procedures (as in (E3) and (E8)) via

\[
\frac{1}{\sqrt{\pi}} \frac{(r)_{2n}}{(2n)!} \int_{-\infty}^{\infty} dx \, e^{-x^2} x^{2n} = \frac{(-\frac{r}{2})_n \left( -\frac{r}{2} + \frac{1}{2} \right)_n}{n!}.
\]

(E11)
This equality can be shown to be correct by using
\[
\int_{-\infty}^{\infty} dx \, e^{-x^2} x^{2n} = \Gamma(n + \frac{1}{2}) = \frac{(2n)!}{n!4^n} \sqrt{\pi}.
\]  
(E12)

All the above then, ultimately, allows us to rewrite the asymptotic expansion of the KCHF by means of the power series expansion in terms of contributions used by Sahlmann and Thiemann,
\[
T^r e^{-\frac{1}{T^2}} F_1 \left( -\frac{r + 1}{2}, \frac{1}{2}, \frac{p^2}{T^2} \right) \simeq |p|^r \cdot \sum_{n=0}^{\infty} \frac{1}{\sqrt{\pi}} \frac{(r)_{2n}}{(2n)!} (p^{-1}T)^{2n} \int_{-\infty}^{\infty} dx \, e^{-x^2} x^{2n},
\]
and thereby show that the two paths are just different routes one can pursue in this scenario. If one wants to consider the case of small \( p \), however, factoring out \( p \) can cause trouble as then \( p^{-1} \) becomes large and thereby destroying the smallness of the term \( p^{-1}T \) of the approach followed by Sahlmann and Thiemann. KCHFs, meanwhile, can then just be evaluated by their defining series (2.20), which again results in a power series for small arguments.

However, going over to the higher-dimensional case of \( U(1)^3 \), we lose track of such a close link between the two approaches. This is mainly because of the KCHF method performing the intertwined integrations iteratively, while the procedure by Sahlmann and Thiemann in [33] evaluates the more unravelled integrals that result from the power series expansion all at once.
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