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ABSTRACT
Debiased recommender models have recently attracted increasing attention from the academic and industry communities. Existing models are mostly based on the technique of inverse propensity score (IPS). However, in the recommendation domain, IPS can be hard to estimate given the sparse and noisy nature of the observed user-item exposure data. To alleviate this problem, in this paper, we assume that the user preference can be dominated by a small amount of latent factors, and propose to cluster the users for computing more accurate IPS via increasing the exposure densities. Basically, such method is similar with the spirit of stratification models in applied statistics. However, unlike previous heuristic stratification strategy, we learn the cluster criterion by presenting the users with low ranking embeddings, which are future shared with the user representations in the recommender model. At last, we find that our model has strong connections with the previous two types of debiased recommender models. We conduct extensive experiments based on real-world datasets to demonstrate the effectiveness of the proposed method.
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1 INTRODUCTION
Recommender systems have been widely deployed in a large amount of applications, ranging from the news websites, music apps to the video sharing platforms and e-commerce websites. Traditional recommender models are mostly trained based on the observational data, which can be skewed due to the exposure [7, 17] or selection [11, 13] bias. For correcting such biases, the inverse propensity score (IPS) is a mainstream technique [11, 13, 17, 18],
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where the basic idea is to adjust the sample weights according to the observational probability of the user-item pairs. While this method has achieved remarkable successes, accurately estimating the observational probability in the recommendation domain is not easy, since the user-item interactions are highly sparse and noisy.

Intuitively, in a real-world recommender system, similar users may interact with the items with similar probabilities, for example, the science-fiction fans may all like “The Matrix”, but do not prefer “Forrest Gump”, which means, for all these users, “The Matrix” may have consistently higher observational probability. This intuition inspires us to firstly cluster similar users, and then leverage the cluster-level IPS to debias the recommender model. We argue that the advantages of such method lie in two aspects: to begin with, the cluster-item observational probability can be derived based on more denser data. As exampled in Figure 1, in the left user-item interaction matrix, each user interacts with at most three items. By clustering the users according to their genders, the gender-item matrix are much more denser, which facilitates more accurate IPS estimation. And then, by aggregating the interactions of similar users in the same cluster, the consistent and intrinsic user preferences can be highlighted, and the random noisy information can be simultaneously weakened. Also see the example in Figure 1, the male users all interact with item B, which means item B can reflect the basic preference of this user group. As expected, by aggregating the interactions, the weighting of item B is enhanced (see the right bottom sub-figure). On the contrary, since the noisy user behaviors are usually random, they do not concentrate on fixed items and cannot be highlighted by the aggregating operation.

Actually, the above clustering idea share some similarities with the stratification\textsuperscript{1} methods in traditional causal inference literature. Conventional stratification strategies cluster the confounders (i.e., users) according to some pre-defined features. However, without enough priors, it is hard to determine which features are optimal. To alleviate this problem, we leverage deep clustering to automatically learn the cluster criterion by projecting the raw user features into a

\textsuperscript{1}In this paper, the terms stratification and clustering are used interchangeably.

Figure 1: Illustration of the advantages of cluster-level IPS.

\[\text{Figure 1: Illustration of the advantages of cluster-level IPS.}\]
latent space. For connecting the clustering process with the recommendation task, we equalize the above user latent representations with the user embeddings in the recommender model.

Notably, there are some previous work [?] on debiased recommendation with representation learning. While they also represent users with latent embeddings, they do not cluster the users, which significantly differs from our idea. Actually, by specifying different cluster numbers, we find that our model has strong connections with the previous IPS and representation learning based debiased recommender models.

The main contributions of this paper can be summarized as follows: (1) We propose to perform user stratification with deep clustering for accurately estimating the propensity score, and deriving more effective unbiased recommender models. (2) To achieve the above idea, we design an algorithm by connecting the neural clustering and recommender models via sharing the user embeddings. (3) We analyze the connections between our model and the previous IPS and representation learning based debiased models. (4) We conduct extensive experiments based on real-world datasets to thoroughly evaluate the proposed method.

2 PRELIMINARY

In a typical recommendation problem, we usually have a user set $\mathcal{U} = \{u_1, u_2, ..., u_N\}$, an item set $\mathcal{V} = \{v_1, v_2, ..., v_M\}$ and a user-item interaction set $\mathcal{O} = \{(u, v, o_{uv})\}$, where each element $(u, v, o_{uv})$ means there is an interaction between user $u$ and item $v$, and the feedback is $o_{uv}$. If user $u$ has positive feedback on item $v$, then $o_{uv} = 1$, otherwise $o_{uv} = 0$. Suppose the recommender model is $g$, then the user-item preference is predicted as:

$$\hat{o}_{ui} = g(s_u, s_i; \theta_g),$$

where $s_u$ and $s_i$ are the representations of the user $u$ and item $v$. In practice, they can be derived based on the ID or profile information. $\theta_g$ are the model parameters. For learning $g$, traditional models usually optimize the following target:

$$L_b = \frac{1}{|\mathcal{O}|} \sum_{(u, v) \in \mathcal{O}} e_{uv} = \sum_{(u, v) \in \mathcal{O}} o_{uv} - \hat{o}_{uv},$$

where $e_{uv}$ can be implemented with either RMSE or binary cross entropy. For RMSE, $e_{uv} = (o_{uv} - \hat{o}_{uv})^2$. For binary cross entropy, $e_{uv} = o_{uv} \log \hat{o}_{uv} + (1 - o_{uv}) \log (1 - \hat{o}_{uv})$.

If we consider the ideal learning objective of a recommender model, we should optimize the user feedback on each item [11], that is:

$$L_{\text{ideal}} = \frac{1}{|\mathcal{U}||\mathcal{V}|} \sum_{u \in \mathcal{U}} \sum_{v \in \mathcal{V}} e_{uv}.$$

As pointed out by the previous work [3, 11], $L_b$ is biased from $L_{\text{ideal}}$ since the observational dataset $\mathcal{O}$ can be influenced by the exposure or selection bias [3]. Unfortunately, directly optimizing $L_{\text{ideal}}$ is intractable, since we cannot obtain the user feedback on all items. To build feasible unbiased recommender models, an important technique is the inverse propensity score, based on which the traditional optimization target $L_b$ is improved to:

$$L_{\text{ips}} = \frac{1}{|\mathcal{U}||\mathcal{V}|} \sum_{(u, v, o_{uv}) \in \mathcal{O}} \frac{e_{uv}}{p_{uv}},$$

where $p_{uv}$ is the probability of observing the interaction between user $u$ and item $v$. Obviously, this method is highly depend on the accurate estimation of $p_{uv}$. However, in the recommendation domain, this is not easy, since the user-item interactions can be quite sparse and noisy. In this paper, we propose to cluster the users to densify the data and resist the noisy information, which facilitates more accurate IPS estimation and more effective debiasing models (we call our model as C-IPS).

3 THE C-IPS MODEL

In general, our model includes three phases: (1) User clustering, where the raw user features are projected into a latent space, based on which similar users are grouped into the same cluster. (2) Cluster-level IPS estimation, where we regard the user interactions in the same cluster as the cluster interactions, and compute the cluster-level IPS. (3) Debias model learning, where we optimize the recommender model by re-weighting the training samples with the above cluster-level IPS. In phase (1) and (3), we share the user representations to make the clustering process more targeted. In the following, we detail each of the above phases.

3.1 User Clustering

As mentioned above, without enough prior knowledge, it is hard to determine the optimal clustering criterion (i.e., computing user similarities based on which features). Thus, we borrow the idea of deep clustering, which automatically learns to cluster the users.

Formally, let $x_u$ be the raw features of user $u$, and we project them into a embedding $h_u = \phi(x_u)$. The key idea of deep clustering is to simultaneously learn the projection function $\phi$ and the user cluster assignments [14]. More specifically, the probability of assigning a user $u$ to a cluster $k$ is computed as follows:

$$a_{uk} = \frac{(1 + ||h_u - \mu_k||)^{-1}}{\sum_{k'=1}^K (1 + ||h_u - \mu_{k'}||)^{-1}},$$

where $K$ is the total number of clusters, and $\mu_k$ is the learnable center of the $k$th cluster. This equation holds the premise that if the user embedding $h_u$ is more closer to $\mu_k$, then the user is more likely to be grouped into the $k$th cluster.

To learn $\phi$ and the cluster centers $\{\mu_k\}$, the commonly used KL divergence is leveraged to minimize the distance between the user cluster assignments and a target distribution $t_u$, that is:

$$L_{\text{cluster}} = \sum_{u \in \mathcal{U}} KL(t_u || a_u) = \sum_{u \in \mathcal{U}} \sum_{k=1}^K t_{uk} \log \frac{t_{uk}}{a_{uk}},$$

where the target distribution $t_u$ is specified as follows [14]:

$$t_{uk} = \frac{d_{uk}^2/s_k}{\sum_{k=1}^K d_{uk}^2/s_k},$$

where $s_l = \sum_{i} a_{ui}$, and such design is to encourage the clustering model to learn from its own high confidence predictions as in self-training [9, 14]. We summarize the training process in Algorithm 1.
Algorithm 1: Learning algorithm for user clustering

Initialize the parameters of $\phi$ and the cluster centers $\{\mu_k\}$. 

for epoch number in $[1, T]$ do
  Compute the user cluster assignments via Eq. (5).
  Update the target distribution via Eq. (7).
  for $u$ in $\mathcal{U}$ do
    Compute the cluster assignments of $u$ via Eq. (5).
    Update $\phi$ and $\{\mu_k\}$ via Eq. (6).
  end
end

Algorithm 2: Learning process of ClusterIPS

Initialize the parameters of $\phi$, the cluster centers $\{\mu_k\}$, the item embeddings $\{s_v\}$.

for iteration number in $[1, M]$ do
  Compute the propensity scores based on equation (8).
  Update the target distribution via Eq. (7).
  Compute the user cluster assignments via Eq. (5).
  Learn the recommender model based on equation (9).
end

3.2 Cluster-level IPS estimation

Based on the above clustering results, in this phase, we compute the propensity scores. Intuitively, similar users should interact the same item with similar probabilities. Thus, we compute a unified cluster-level propensity score for all the users in the same cluster, that is:

$$
\hat{p}_{uv} = \frac{\sum_{u' \in \mathcal{U}} 1(c_{u'} = c_u) 1((u', v, o_{u'v}) \in \mathcal{O})}{\max_{v' \in \mathcal{V}} \sum_{u' \in \mathcal{U}} 1(c_{u'} = c_u) 1((u', v', o_{u'v'}) \in \mathcal{O})},
$$

where $c_u$ is the cluster index of user $u$, that is, $c_u = \arg \max_j a_{uj}$, “1(condition)” is the indicator function, which is 1 if the condition holds, and 0 otherwise. This equation actually compute the ratio between the interaction frequency of item $v$ in group $c_u$ and the maximum frequency across different clusters. It should be noted that the propensity score can also be computed by more advanced method based on the cluster-item exposure matrix, and we left them as future work.

3.3 Debiasing model learning

Once we have derived the propensity score, the recommender model can be optimized based on the following objective:

$$
\mathcal{L}_\text{rec} = \sum_{(u, v, a_{uv}) \in \mathcal{O}} \frac{a_{uv} \log (s_u)^T s_v + (1 - a_{uv}) \log (1 - (s_u)^T s_v)}{\hat{p}_{uv}},
$$

where we learn the recommender model based on binary cross entropy. $s_u$ and $s_v$ are the embeddings of user $u$ and item $v$. For connecting the clustering process with the recommendation task, we explicitly let $s_u = h_u$.

The complete learning process of our model is summarized in Algorithm 2. In each iteration, we firstly learn the user clusters by Algorithm 1, and then the propensity scores are computed based on the clustering results, based on which the final recommender model is optimized by re-weighting different samples. We have also tested the joint learning strategy, but the performance is suboptimal.

3.4 Discussion

Our model borrows the stratification idea in traditional causal inference literature, which is an effective method for computing the causal effect. However, we do not directly migrate the previous work, but try to adapt it to the recommendation domain, where we propose to automatically learn the stratification features. If one closely inspect our model, she may find that it can somehow connect the previous two types of debiased recommender models. In specific, if we set the cluster number as the user number (i.e., $K = |\mathcal{U}|$), then our model is reduced to the original user-level IPS methods. If we set the cluster number as one, that is all the users are forced to have similar embedding distributions, then our model has similar effect as the representation learning based debiased recommender models [16].

4 EXPERIMENTS

4.1 Experimental Setup

Datasets. We follow the previous work [10] to use Yahoo! R3 [8] as the experiment dataset. It is an explicit feedback dataset with a missing-not-at-random (MNAR) training set and a missing-at-random (MAR) testing set collected from a song recommendation service. In the MNAR training set, there are 311,704 five-star ratings from 15,400 users and 1,000 songs, while there are 54,000 ratings from 5,400 users on 10 randomly selected songs in the MAR testing set. Following the existing work [10], we transform it into an implicit feedback dataset by treating items rated greater than or equal to 4 as positive samples, and the others as unlabeled samples. Basically, debiased recommender models aim to improve the performance of the user-item pairs with lower observation probabilities. Thus we evaluate different models based on all the testing items and the non-popular items (we remain 500 items according to their interaction frequency in the training set), respectively.

Baselines. We compare our model with the following representative baselines: Matrix Factorization (MF) [6] is an early well known recommender model, which has been compared in lots of previous work. Weighted Matrix Factorization (WMF) [4] is a weighted matrix factorization model for tuning the importances of different samples. Exposure Matrix Factorization (ExpoMF) [7] is a probabilistic recommender model for simultaneously capturing the user preferences and item exposure probabilities. Relevance Matrix Factorization (Rel-MF) [10] is the state-of-the-art debiased recommender model.

Evaluation Protocols. We use three metrics, including Discounted Cumulative Gain (DCG), Recall and Mean Average Precision (MAP), to evaluate the ranking performance of different models. We report the experimental results on top-$K$ recommendations by setting $K$ as $\{1, 3, 5\}$, respectively [10]. Yahoo contains a MNAR set and a MAR set. We further randomly split the MNAR set into a training set and a validation set with the ratio $9:1$, and directly use the MAR set for testing. Since the validation set is biased, we use the self-normalized inverse propensity score estimator [12] to compute evaluation metrics for hyper-parameter tuning and model selection as existing work [10, 15].

---

3In this case, we realized that our model cannot be rigorously reduced to the balancing based models, but we would like to highlight that there are some connections.
Table 1: Performance comparison between our model and the baselines. The best results are highlighted in bold.

| Models | DCG@1 | Recall@1 | MAP@1 | DCG@3 | Recall@3 | MAP@3 | DCG@5 | Recall@5 | MAP@5 |
|--------|-------|----------|-------|-------|----------|-------|-------|----------|-------|
| All    |       |          |       |       |          |       |       |          |       |
| MF     | 0.0874| 0.0989   | 0.0865| 0.2321| 0.2978   | 0.1816| 0.3098| 0.4913   | 0.2460|
| WMF    | 0.1196| 0.1195   | 0.1187| 0.2609| 0.3176   | 0.2147| 0.3354| 0.5043   | 0.2793|
| ExpoMF | 0.1481| 0.1378   | 0.1472| 0.2963| 0.3392   | 0.2533| 0.3739| 0.5330   | 0.3204|
| Rel-MF | 0.1816| 0.1623   | 0.1807| 0.3748| 0.3927   | 0.3241| 0.4578| 0.5890   | 0.4057|
| C-IPS  | 0.2073| 0.1814   | 0.2065| 0.4005| 0.4069   | 0.3554| 0.4778| 0.5938   | 0.4337|

Non-Popular

| Models | DCG@1 | Recall@1 | MAP@1 | DCG@3 | Recall@3 | MAP@3 | DCG@5 | Recall@5 | MAP@5 |
|--------|-------|----------|-------|-------|----------|-------|-------|----------|-------|
| MF     | 0.0817| 0.1044   | 0.0807| 0.2197| 0.3161   | 0.1708| 0.2932| 0.5215   | 0.2316|
| WMF    | 0.0952| 0.1133   | 0.0943| 0.2249| 0.3208   | 0.1794| 0.2995| 0.5255   | 0.2416|
| ExpoMF | 0.1462| 0.1480   | 0.1454| 0.2900| 0.3623   | 0.2483| 0.3560| 0.5569   | 0.3073|
| Rel-MF | 0.1470| 0.1494   | 0.1461| 0.3258| 0.3870   | 0.2744| 0.4038| 0.5963   | 0.3482|
| C-IPS  | 0.1706| 0.1660   | 0.1698| 0.3445| 0.3975   | 0.2999| 0.4187| 0.5995   | 0.3724|

Implementation Details. For the baseline algorithms, we directly use the published source code of Rel-MF⁴, which includes implementations of MF, WMF, ExpoMF and Rel-MF. We strictly follow the corresponding configurations described in the paper [10] to reproduce the experimental results. For our proposed C-IPS, we implement it with TensorFlow [1] and optimize it with mini-batch Adam optimizer [5]. \( \phi \) is implemented with a two-layer fully connected neural network. We strictly follow Rel-MF [10] to configure the user/item embedding size and the learning rate. The number of clusters \( K \) is determined in the range of \{2, 4, 6, 8, 10\}.

4.2 Overall Comparison

In this section, we evaluate our model by comparing it with the previous work. From the results presented in Table 1, we can see: by assigning different sample weights or modeling the item exposure probabilities, WMF and ExpoMF perform better than the basic MF model. Rel-MF can obtain better performance than ExpoMF on both datasets, which agrees with the previous work, and demonstrates the effectiveness of the debiasing idea. Encouragingly, our model can consistently achieve the best performance on all the evaluation metrics across different datasets. In specific, our model improves the best baseline by about 14.26%, 12.94% and 8.91% on the metrics of DCG@1, DCG@3 and DCG@5, respectively. These observations are not surprising, and demonstrate the effectiveness of our neural stratification idea. We speculate that by aggregating the user interactions in the same cluster, the sample density is greatly enlarged, which can indeed help the propensity score estimation. The improved propensity scores finally lead to more effective debiasing results, and better recommendation performance.

4.3 Study of User Cluster Number \( K \)

An important parameter in our model is the number of clusters. In this section, we study how the cluster number \( K \) influence the model performance. In specific, we conduct experiment based on all the testing items, and the parameters follow the above settings. We report the results based on MAP@5, which is presented in Figure 2. We can see the performance continually goes up as we use more clusters. After achieving the optimal point (i.e., \( K = 6 \)), the performance drops significantly. We speculate that when the cluster number is small, the user preference cannot be well decomposed and represented, which may lead to inaccurate IPS estimation. However, if we set too much clusters, the user intrinsic preference cannot be sufficiently enhanced, and the cluster-item samples are still too sparse, which also hurts the accuracy of IPS.

5 RELATED WORK

This paper aims to design a debiased recommender model. In this field, there are a lot of previous work. In general, the mainstream methods are mostly based on the inverse propensity scores. For example, [11] proposes to build unbiased recommender model tailored for user explicit feedback. [10] extends [11] to capture the user implicit feedback, which is more accessible and widely exists in real-world settings. [13] proposes a doubly robust method for more effective debiased recommender models. [2] designs a model to automatically learn the bias from the data, and accordingly debias the recommender model. In addition to the above IPS based models, there is a recent work [16] on debiasing recommender model based on representation learning, where the user feature distributions are enforced to be balanced given different items. While the above models have achieved many successes, they neither consider the latent low rank user preference structures, nor cluster users to achieve more accurate IPS estimation.

⁴https://github.com/usaito/unbiased-implicit-rec-real

Figure 2: Influence of \( K \) on the model performance.
6 CONCLUSION

In this paper, we propose a novel debiased recommender model based on neural stratification. The key idea is to cluster the users for accurately estimating the propensity scores, so as to obtain more effective debiasing models. We empirically demonstrate the effectiveness of our model. Actually, this paper opens the door of building debiased recommender models based on confounder clustering. We argue that this is an interesting direction which builds a bridge between the ordinary IPS and balancing based models. There is much room left for improvement. To begin with, we plan to extend our framework to more comprehensive base models. In addition, it would also be interesting to explore different IPS computation methods based on the cluster-item exposure matrix.
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