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Abstract
Due to the growing deployment of classification algorithms in various social contexts, developing methods that are fair with respect to protected attributes such as gender or race is an important problem. However, the information about protected attributes in datasets may be inaccurate due to either issues with data collection or when the protected attributes used are themselves predicted by algorithms. Such inaccuracies can prevent existing fair classification algorithms from achieving desired fairness guarantees. Motivated by this, we study fair classification problems when the protected attributes in the data may be “noisy”. In particular, we consider a noise model where any protected type may be flipped to another with some fixed probability. We propose a “denoised” fair optimization formulation that can incorporate very general fairness goals via a set of constraints, mitigates the effects of such noise perturbations, and comes with provable guarantees. Empirically, we show that our framework can lead to near-perfect statistical parity with only a slight loss in accuracy for significant noise levels.
1 Introduction

Fair classification has been a topic of intense study in ML due to its immense importance. Consequently, a host of fair classification algorithms have been proposed; see [4]. These algorithms crucially assume that one has access to the protected attributes (e.g., race, sex or gender) for training and/or deployment. However, data for protected attributes may be missing or contain inaccuracies.

Data collection is a complex process and may contain recording and reporting errors unintentional or otherwise [33]. Cleaning the data also requires making difficult and political decisions along the way, yet is often necessary especially when it comes to questions of race, gender, or identity [30]. Further, information about protected attributes may be missing entirely [12], something that has been recently brought into the public eye when attempting to measure COVID19 health disparities [2]. In such cases, protected attributes can be predicted from other data, however we know that this process is itself contains errors and biases [29, 7]. All of the above scenarios cause a significant problem for fair classification as existing approaches implicitly assume perfect protected attribute data and may not achieve the same performance on fairness metrics as they would if the data was perfect.

Thus, in order for fair classification techniques to be effective in the above mentioned cases, they must take protected attribute errors into consideration.

1.1 Our contributions

We introduce a flexible framework for fair classification that can mitigate the effect of inaccuracies – modeled as noisy perturbations – in the protected attributes. In particular, the framework we propose can handle:

- **multiple, non-binary** protected attributes;
- **arbitrary** “flipping” noise wherein each protected attribute is switched to another with some probability;
- **multiple** fairness metrics, including statistical parity, equalized odds, false discovery parity, and any formulation in the class of “linear-fractional” fairness constraints [10, Table 1].

Our method learns an approximate optimal fair classifier on the underlying dataset with high probability.

Theoretically, we formulate the fair classification problem with noisy protected attributes (Problem 1), whose goal is to solve the underlying fair program with certain fairness constraints (Program [TargetFair]) while the given dataset contains flipping noises (Definition 2.1). We propose a denoised fair program (Program [DenoisedFair]) whose optimizer $f^\Delta$ is provably approximately optimal on the underlying dataset (Theorem 3.3). The interpolation between fairness and accuracy by $f^\Delta$ is controlled by an input threshold $\tau \in [0,1]$. Our program can be extended (Program [Gen-DenoisedFair]), that handles multiple, non-binary protected attributes, arbitrary flipping noises and multiple fairness constraints, with a provable guarantee (Theorem 5.8).

In order to deal with the presence of flipping noises, we develop the following novel technical ideas:

- We formulate denoised fairness constraints (Definition 3.1) that are used to estimate the underlying constraint in Program [TargetFair] (Lemma 4.5). Consequently, an optimal fair classifier $f^*$ of Program [TargetFair] is likely to be feasible for Program [DenoisedFair], which ensures that $f^\Delta$ does not lose accuracy compared to $f^*$.

- For proving the fairness performance of $f^\Delta$, we define a class of “bad classifiers” (Definition 4.1) and provide an upper bound of the probability that all bad classifiers are not feasible for Program [DenoisedFair] (Lemma 4.6), which is sufficient for proving $f^\Delta$ is fair (Theorem 3.3). The main idea is to upper bound certain “capacity” of bad classifiers (Definition 4.4), whose scale depends on the VC-dimension of classifiers (Definition 3.2).

We implement our program by logistic regression (Section 3.3) and examine our approach empirically on two benchmark fairness datasets: Adult and on the Compas (Section 6). We consider sex and race respectively (coded as binary for the purposes of the simulations) as the protected attribute and statistical parity as the fairness metric. The empirical results (Table 1) show that our framework can achieve higher fairness than existing fair classification algorithms ZVRG [38] and GYF [17], with a slight loss in accuracy.
For instance, for the Compas dataset with sex as the protected attribute, our framework can achieve statistical rate 0.88 while the highest rate achieved by ZVRG and GYF is only 0.61, with an accuracy of 58% (which is 8% less than that of ZVRG and GYF). By varying the input threshold \( \tau \), our framework can smoothly tradeoff between accuracy and fairness (Section 3).

### 1.2 Related works

**Fair classification.** Fair classification has been well studied in recent years and a large body of work has focused on formulating the fair classification problem as a constrained optimization problem, e.g., constrained to statistical parity \([38, 39, 28, 17, 10]\), or equalized odds \([21, 37, 28, 10]\), and developing algorithms for it. Another class of algorithms for fair classification first learn an unconstrained optimal classifier and then shift the decision boundary according to the fairness requirement, e.g., \([15, 21, 18, 32, 36, 14]\). Interested readers can see a summary and comparisons of existing fair classification algorithms in \([16, 3]\). In contrast to this work, the assumption in all of these approaches is that the algorithm is given perfect information about the protected class.

**Data correction.** There is significant effort to correctly code and/or correct datasets to remove potential biases and inaccuracies. Cleaning raw data is a significant step in the pipeline, and efforts to correct for missing or inaccurately coded attributes have been studied in-depth for protected attributes, e.g., in the context of the census \([30]\). An alternate approach considers changing the composition of the dataset itself in order to correct for known biases in representation, and popular methods include re-labeling/re-weighting approach of \([9, 24, 25]\), the repair methods of \([19, 35]\), or optimization based methods such as \([13]\). In either case, the correction process while important is imperfect, and our work can help by starting with these improved yet imperfect datasets in order to build fair classifiers.

**Classifiers robust to choice of datasets.** Some recent studies have pointed to the brittleness of fair classification algorithms in the presence of noise in the selection of training dataset. For instance, \([16]\) observed that fair classification algorithms may not be stable with respect to variations in the training dataset. Towards this, certain variance reduction or stability techniques have been introduced; see e.g., \([23]\) who investigate how to achieve a fair classifier that is also stable with respect to variation in datasets. Applying their approach to our model, there is no guarantee that the learned classifier is fair over the underlying dataset.

**Noise in labels.** Recently, there have been some works \([6, 5]\) that study fair classification when the label in the input dataset is noisy. The main difference of \([6, 5]\) from our work is that they consider noisy labels instead of noisy protected attributes, which makes our denoised algorithms very different.

### 2 Our model

Let \( D = \mathcal{X} \times [p] \times \{0, 1\} \) be a domain. Each sample \((X, Z, Y)\) is drawn from \( D \) where \( \mathcal{X} \) is the feature space, \( Z \in [p] \) represents a protected attribute\(^1\) and \( Y \in \{0, 1\} \) is the label of \((X, Z)\) that we want to predict. Usually, \( \mathcal{X} \subseteq \mathbb{R}^d \) where \( d \) is the number of features for each sample.

Let \( S = \{s_i = (x_i, z_i, y_i) \in D\}_{i \in [N]} \) be an (underlying) dataset. Let \( \mathcal{F} \subseteq \{0, 1\}^X \) denote a family of all possible classifiers, i.e., the protected attribute \( Z \) is not used for prediction. Given a loss function \( L(\cdot, \cdot) \) that takes a classifier \( f \) and a sample \( s \) as arguments, our goal is to learn a classifier \( f \in \mathcal{F} \) that minimizes the empirical risk \( \frac{1}{N} \sum_{i \in [N]} L(f, s_i) \) over \( S \) with certain fairness constraints.

\[
\min_{f \in \mathcal{F}} \quad \frac{1}{N} \sum_{i \in [N]} L(f, s_i) \quad \text{s.t.} \quad \Omega(f, S) \geq \tau. \tag{TargetFair}
\]

Here, \( \Omega(\cdot) : \mathcal{F} \times D^* \to \mathbb{R} \) is a function given explicitly for a specific fairness metric, e.g., statistical rate \([38, 28, 17, 10]\), or false positive/negative rate \([21, 37, 28, 10]\). For instance, let \( D \) denote the empirical

\(^1\)The domain \( \mathcal{D} \) can be generalized to include multiple protected attributes \( Z_1, \ldots, Z_m \) where \( Z_i \in [p_i] \). We discuss a single protected attribute for simplicity. See Section 5 in S.M.
distribution over $S$ and consider the statistical rate of a classifier $f$ on $S$ defined as

$$\gamma(f, S) := \frac{\min_{l \in [p]} \Pr_D[f = l | Z = l]}{\max_{l \in [p]} \Pr_D[f = l | Z = l]}$$  \hspace{1cm} (1)$$

Then an induced fairness constraint could be $\gamma(f, S) \geq 0.8$. Since $\gamma(f, S) \geq 0.8$ is non-convex, sometimes in the literature, one may consider a convex function $\Omega(f, S)$ as an estimate of $\gamma(f, S)$, e.g., $\Omega(f, S)$ is formulated as a covariance-type function in [88], and is formulated as the weighted sum of the logs of the empirical estimate of favorable bias in [17].

If $S$ is observed, we can directly solve Program $\text{(TargetFair)}$. However, as discussed earlier, the protected attributes in $S$ may be imperfect and we may only observe a noisy dataset $\hat{S}$ instead of $S$. We first introduce the noise model on protected attributes considered in this paper. Here, we present it for $p = 2$ and generalize it to non-binary protected attributes (Definition 5.2 in Section 5).

**Definition 2.1 (Flipping noises for a binary protected attribute)** Suppose $p = 2$, i.e., $Z \in \{0, 1\}$. Let $\eta_0, \eta_1 \in (0, 0.5)$ be noise parameters. For each $i \in [N]$, we assume that the $i$th noisy sample $\hat{s}_i = (x_i, \hat{z}_i, y_i)$ is realized as follows:

- If $z_i = 0$, then $\hat{z}_i = 0$ with probability $1 - \eta_0$ and $\hat{z}_i = 1$ with probability $\eta_0$.
- If $z_i = 1$, then $\hat{z}_i = 0$ with probability $\eta_1$ and $\hat{z}_i = 1$ with probability $1 - \eta_1$.

This flipping noise has been considered in prior works [31, 6]. As $\eta_0$ or $\eta_1$ increase, the observed dataset $\hat{S}$ becomes more noisy. Specifically, if $\eta_0 = \eta_1 = 0.5$, $\hat{Z} = 1$ holds with probability exactly 0.5 and it seems that we can not learn any information of $Z$ from $\hat{Z}$.

We also make the following assumption on an optimal classifier $f^\ast$ of Program $\text{(TargetFair)}$.

**Assumption 1 (Lower bound for the positive predictions of $f^\ast$)** There exists a constant $\lambda \in (0, 0.5)$ such that $\min \{\Pr_D[f^\ast = 1, Z = 0], \Pr_D[f^\ast = 1, Z = 1]\} \geq \lambda$.

For instance, if there are 20% of samples with $Z = 0$ and $\Pr_D[f^\ast = 1 | Z = i] \geq 0.5$ ($i \in \{0, 1\}$), we have $\lambda \geq 0.1$. In practice, exact $\lambda$ is unknown but we can set $\lambda$ according to the context, e.g., $\lambda$ can be set higher if $\min \{\Pr_D[Y = 1, Z = 0], \Pr_D[Y = 1, Z = 1]\}$ is large. Making this assumption is not strictly necessary, but the scale of $\lambda$ affects the performance of our approaches; see Remark 3.4. Note that the term $f^\ast = 1$ in Assumption 1 is because we consider the statistical rate. We show how to extend Assumption 1 to handle general fairness constraints (Assumption 2 in Section 5).

We first take statistical rate with a binary protected attribute as an example and consider the following problem that aims to solve Program $\text{(TargetFair)}$, albeit, with a given noisy dataset $\hat{S}$. We show how to extend the problem to multiple, non-binary protected attributes and multiple fairness constraints in Section 5.

**Problem 1 (Fair classification w.r.t. statistical parity with noisy protected attributes)** Given a binary protected attribute ($p = 2$), a fairness constraint of the form $\gamma(f, S) \geq \tau$, a noisy dataset $\hat{S}$ drawn from the underlying dataset $S$ with flipping noise parameters $\eta_0, \eta_1 \in (0, 0.5)$, and $\lambda \in (0, 0.5)$ for which Assumption 1 holds, the goal is to learn an (approximately) optimal fair classifier $f \in \mathcal{F}$ of Program $\text{(TargetFair)}$.

### 3 Theoretical results
The main difficulty in solving Problem 1 is to satisfy the fairness constraints for $S$ when $S$ is unknown. Our key idea is to design new constraints over $\hat{S}$ that estimate the underlying fairness constraints of Program $\text{(TargetFair)}$. We first show how to design such constraints.

#### 3.1 Denoised fairness constraints and denoised program
Let $\hat{D}$ denote the empirical distribution over $\hat{S}$. For simplicity, let $\pi_{ij} := \Pr_{D, \hat{D}}[\hat{Z} = i | Z = j]$ for $i, j \in \{0, 1\}$, $\mu_i := \Pr_D[Z = i]$ and $\hat{\mu}_i := \Pr_{\hat{D}}[\hat{Z} = i]$ for $i \in \{0, 1\}$. If $D$ and $\hat{D}$ are clear from the context, we denote $\Pr_{D, \hat{D}}[\cdot]$ by $\Pr[\cdot]$.
Definition 3.1 (Denoised fairness constraints and denoised program) Given a noisy dataset \( \hat{S} \) and a classifier \( f \in \{0,1\}^X \), let

\[
\Gamma_0(f) := \frac{(1 - \eta_1) \Pr [f = 1, \hat{Z} = 0] - \eta_1 \Pr [f = 1, \hat{Z} = 1]}{(1 - \eta_1)\hat{\mu}_0 - \eta_1\hat{\mu}_1}
\]

and

\[
\Gamma_1(f) := \frac{(1 - \eta_0) \Pr [f = 1, \hat{Z} = 1] - \eta_0 \Pr [f = 1, \hat{Z} = 0]}{(1 - \eta_0)\hat{\mu}_1 - \eta_0\hat{\mu}_0}
\]

We define the denoised statistical rate to be \( \gamma^\Delta(f, \hat{S}) := \min \left\{ \frac{\Gamma_0(f)}{\Gamma_1(f)}, \frac{\Gamma_1(f)}{\Gamma_0(f)} \right\} \), and define our denoised fairness constraints to be

\[
\Gamma_0(f) = 0 \quad \text{and} \quad \Gamma_1(f) = 0
\]

where \( \delta \in (0, 1) \) is a fixed constant and \( \tau \) is the desired lower bound on statistical rate. Our denoised program is as follows:

\[
\min_{f \in \mathcal{F}} \frac{1}{N} \sum_{i \in [N]} L(f, \hat{s}_i) \quad \text{s.t.} \quad \text{Constraints } \text{(DenoisedFair)}
\]

The \( \delta \) in Constraint (2) is used as a relaxation parameter depending on the context. Intuitively, \( \Gamma_i(f) \) is designed to estimate \( \Pr [f = 1 \mid Z = i] \) for \( i \in \{0, 1\} \): its numerator approximates \( (1 - \eta_0 - \eta_1) \Pr [f = 1, Z = i] \) and its denominator approximates \( (1 - \eta_0 - \eta_1) \mu_i \). Take the denominator as an example; the intuition for the numerator is similar. The main observation is that for \( i, j \in \{0, 1\} \), value \( \Pr [\hat{Z} = i \mid Z = j] \) can be well estimated by concentration bounds, e.g., \( \Pr [\hat{Z} = 1 \mid Z = 0] \approx \eta_0 \). Then we can represent \( \mu_i \) \( (i \in \{0, 1\}) \) by a linear combination of \( \hat{\mu}_0 \) and \( \hat{\mu}_1 \).

Due to how \( \Gamma_0 \) and \( \Gamma_1 \) are chosen, the first two constraints are designed to estimate the constraint \( \min \{ \Pr_D [f = 1, Z = 0], \Pr_D [f = 1, Z = 1] \} \geq \lambda \) due to Assumption [1] and the last constraint is designed to estimate \( \gamma(f, S) \geq \tau \) by the definition of \( \gamma \) (Lemma 4.5).

3.2 Main theorem: Performance of Program (DenoisedFair)

Our main theorem shows that solving Program (DenoisedFair) finds an approximately fair classifier, which does not increase the empirical risk (compared to \( f^* \)) and only slightly violates the fairness constraint. To state our result, we need the following definition that measures the complexity of \( \mathcal{F} \).

Definition 3.2 (VC-dimension of \((S, \mathcal{F})\) [20]) Given a subset \( A \subseteq [N] \), we define

\[
\mathcal{F}_A := \{\{i \in A : f(s_i) = 1\}\}_{f \in \mathcal{F}}
\]

to be the collection of subsets of \( A \) that may be shattered by some \( f \in \mathcal{F} \). The VC-dimension of \((S, \mathcal{F})\) is the largest integer \( t \) such that there exists a subset \( A \subseteq [N] \) with \( |A| = t \) and \( |\mathcal{F}_A| = 2^t \).

Suppose \( \mathcal{X} \subseteq \mathbb{R}^d \) for some integer \( d \geq 1 \). If \( \mathcal{F} = \{0,1\}^\mathcal{X} \), we observe that the VC-dimension is \( t = N \). Several commonly used families \( \mathcal{F} \) have VC-dimension \( O(d) \), including linear threshold functions [20], kernel SVM and gap tolerant classifiers [3]. VC-dimension affects the performance of Program (DenoisedFair); see discussion in Remark 3.4. The main theorem in this paper is as follows.

Theorem 3.3 (Performance of Program (DenoisedFair)) Suppose the VC-dimension of \((S, \mathcal{F})\) is \( t \). Given any parameters \( \eta_0, \eta_1, \lambda \in (0, 0.5) \) and \( \delta \in (0, 1) \), let \( f^* \in \mathcal{F} \) denote an optimal solution of Program (DenoisedFair).

With probability at least \( 1 - O\left( e^{-\frac{(1-\eta_0-\eta_1)^2 \lambda^2 t^2}{500 \delta^4} + t \ln \left( \frac{1}{1-\eta_0-\eta_1} \right)} \right) \), we have
\[ \frac{1}{N} \sum_{i \in [N]} L(f^\Delta, s_i) \leq \frac{1}{N} \sum_{i \in [N]} L(f^\ast, s_i) ; \]
\[ \gamma(f^\Delta, S) \geq \tau - 3\delta. \]

**Remark 3.4** Observe that the success probability depends on \( 1 - \eta_0 - \eta_1, \delta, \lambda \) and the VC-dimension \( t \) of \((S,F)\). If \( 1 - \eta_0 - \eta_1, \delta \) is close to 0, i.e., the protected attributes are very noisy or there is no relaxation for \( \gamma(f,S) \geq \tau \) respectively, the success probability guarantee naturally tends to 0. Now we discuss the remaining parameters \( \lambda \) and \( t \).

**Discussion on \( \lambda \).** Intuitively, the success probability guarantee should tends to 0 when \( \lambda \) is close to 0. For instance, suppose there is only one sample \( s_1 \) with \( f^\ast(s_1) = 0 \) conditioned on \( Z = 0 \), i.e., \( \Pr_D [ f^\ast = 1, Z = 0 ] = 1/N \). To approximate \( f^\ast \), we need to label \( f(s_1) = 1 \). However, due to the flipping noises, \( \tilde{z}_1 = 1 \) with probability \( \eta_0 \) and a\( \Omega(N) \) samples with noisy protected type \( \tilde{z}_i = 0 \). It is likely that we can not find out the specific sample \( s_1 \) and label \( f(s_1) = 1 \), unless letting \( f = 1 \). However, \( f = 1 \) may lead to a large empirical risk (see discussion in Section A.7).

**Discussion on \( t \).** The success probability also depends on \( t \) which captures the complexity of \( F \). Suppose \( X \subseteq \mathbb{R}^d \) for some integer \( d \geq 1 \). The worst case is \( F = \{0,1\}^X \) with \( t = N \), which takes the success probability guarantee below 0. On the other hand, if the VC-dimension does not depend on \( N, \) e.g., only depends on \( d \ll N \), the failure probability is exponentially small on \( N \). For instance, if \( F \) is the collection of all linear threshold functions, i.e., each classifier \( f \in F \) has the form \( f(s_1) = \mathbf{1}[ \langle x, \theta \rangle \geq r] \) for some vector \( \theta \in \mathbb{R}^d \) and threshold \( r \in \mathbb{R} \). We have \( t \leq d + 1 \) for an arbitrary dataset \( S \) [20].

### 3.3 Algorithm for Program (**DenoisedFair**)}

As a use case and as used in our empirical results, we show how to solve Program (**DenoisedFair**) for logistic regression. Let \((\mathcal{F}', f_\theta) = \{ f_\theta \mid \theta \in \mathbb{R}^d \}\) be the family of logistic regression classifiers where for each sample \( s = (x,z,y) \), \( f_\theta(s) := \frac{1}{1 + e^{-(x, \theta)} \cdot \eta_1 - \eta_0} \). We first learn a classifier \( f_\theta \in \mathcal{F}' \) and then round each \( f_\theta(s_i) \) to \( f_\theta(s_i) := \mathbf{1}[ f(s_i) \geq 0.5 ] \). Consequently, \( \Pr_\theta [ f_\theta = 1, \tilde{Z} = 1 ] = \frac{1}{N} \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] \). Then let \( \mu_\hat{1}_i := (1 - \eta_1) \hat{\mu}_0 - \eta_0 \hat{\mu}_1 \) and \( \mu'_i := (1 - \eta_0) \hat{\mu}_0 - \eta_0 \hat{\mu}_0 \). Constraint (2) can be written as

\[
\begin{align*}
&\frac{1}{N} \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] - \frac{1}{N} \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] \geq (1 - \eta_0 - \eta_1) \lambda - \delta, \\
&\frac{1}{N} \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] - \frac{1}{N} \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] \geq (1 - \eta_0 - \eta_1) \lambda - \delta,
\end{align*}
\]

\[
\begin{align*}
&\geq ((\tau - \delta)(1 - \eta_0 - \eta_1) \mu' + (1 - \eta_0) \mu_0) \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] , \\
&\geq ((\tau - \delta)(1 - \eta_0) \mu'_i + (1 - \eta_0) \mu_0) \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] , \\
&\geq ((\tau - \delta)(1 - \eta_0) \mu'_i + (1 - \eta_0) \mu_0) \sum_{i \in [N]} \mathbf{1}[ \langle x_i, \theta \rangle \geq 0 ] .
\end{align*}
\]

Now we propose the following program that minimizes the logistic loss.

\[
\min_{\theta \in \mathbb{R}^d} -\frac{1}{N} \sum_{i \in [N]} (y_i \log f_\theta(s_i) + (1 - y_i) \log (1 - f_\theta(s_i))) \quad \text{s.t.} \quad (3). \tag{DenoisedLR}
\]

Sometimes, we may append a regularization term \( C \cdot ||\theta||_2^2 \) to the above loss function where \( C \geq 0 \) is a given regularization parameter. We can apply some constrained optimization packages to solve this program, e.g., SLSQP [26].

### 4 Proof of Theorem 3.3

The main idea is to verify a) \( f^\ast \) is a feasible solution of Program (**DenoisedFair**); b) Any “unfair” classifier \( f \in F \) violates Constraint (2). If both conditions hold, the empirical risk of \( f^\Delta \) is guaranteed to be at most that of \( f^\ast \) and \( f^\Delta \) must be fair over \( S \) (Theorem 3.3). The main difficulty is that there may be an infinite number of unfair classifiers and we need to show the probability that all these classifiers violate Constraint (2) is large, say close to 1.
4.1 Useful notations and useful facts for Theorem 3.3
We first define the collection of classifiers that are expected to violate Constraint (2).

**Definition 4.1 (Bad classifiers)** Given a family $\mathcal{F} \subseteq \{0,1\}^X$, we call $f \in \mathcal{F}$ a bad classifier if $f$ belongs to at least one of the following sub-families:

- $\mathcal{G}_0 := \{ f \in \mathcal{F} : \min \{ \Pr[f = 1, Z = 0], \Pr[f = 1, Z = 1] \} < \frac{\lambda}{2} \}$;
- Let $T = \lceil 232 \log \log \frac{2(\tau - \delta)}{\lambda} \rceil$. For $i \in [T]$, define $\mathcal{G}_i := \{ f \in \mathcal{F} \setminus \mathcal{G}_0 : \gamma(f, S) \in \left[ \frac{\tau - \delta}{1.01^{\mathbf{1}+1}}, \frac{\tau - \delta}{1.01^{\mathbf{2}+1}} \right) \}$.

Intuitively, if $f \in \mathcal{G}_0$, it is likely that $f$ violates the first or the second of Constraint (2); if $f \in \mathcal{G}_i$ for some $i \in [T]$, it is likely that $\gamma(f, S) < \tau - \delta$. Thus, any bad classifier is likely to violate Constraint (2) (Lemma 4.5). We still need to lower bound the total violating probability for all bad classifiers. Towards this, we need the following definition.

**Definition 4.2 ($\varepsilon$-nets)** Given a family $\mathcal{F} \subseteq \{0,1\}^X$ of classifiers and $\varepsilon \in (0,1)$, we say $F \subseteq \mathcal{F}$ is an $\varepsilon$-net of $\mathcal{F}$ if for any $f, f' \in F$, $\Pr_D[f \neq f'] \leq \varepsilon$; and for any $f \in \mathcal{F}$, there exists $f' \in F$ such that $\Pr_D[f \neq f'] \leq \varepsilon$. We denote $M_\varepsilon(\mathcal{F})$ as the smallest size of an $\varepsilon$-net of $\mathcal{F}$.

For instance, it follows from basic coding theory [27] that $M_\varepsilon(\{0,1\}^X) = \Omega(2N - O(\varepsilon N \log N))$. The size of an $\varepsilon$-net is usually depends exponentially on the VC-dimension.

**Theorem 4.3 (Relation between VC-dimension and $\varepsilon$-nets)** Suppose the VC-dimension of $(S, \mathcal{F})$ is $t$. For any $\varepsilon \in (0,1)$, $M_\varepsilon(\mathcal{F}) = O(\varepsilon^{-t})$.

Next, we define the capacity of bad classifiers based on $\varepsilon$-nets.

**Definition 4.4 (Capacity of bad classifiers)** Let $\varepsilon_0 = \frac{(1 - \eta_0 - \eta_1) \lambda - 2 \delta}{5}$. Let $\varepsilon_i = \frac{1.01^{i-1} \delta}{5}$ for $i \in [T]$ where $T = \lceil 232 \log \log \frac{2(\tau - \delta)}{\lambda} \rceil$. Given a family $\mathcal{F} \subseteq \{0,1\}^X$, we denote the capacity of bad classifiers by

$$\Phi(\mathcal{F}) := 2e^{-2\varepsilon_0^2}M_{\varepsilon_0}(\mathcal{G}_0) + 4 \sum_{i \in [T]} e^{-2(1 - \eta_0 - \eta_1) \lambda i} \cdot M_{\varepsilon_i}(1 - \eta_0 - \eta_1) \lambda i / 10(\mathcal{G}_i).$$

Actually, $\Phi(\mathcal{F})$ is shown to be an upper bound for the probability that there exists a bad classifier feasible for Program (DenoisedFair) (Lemma 4.6). Roughly, the factor $2e^{-2\varepsilon_0^2}n$ is an upper bound of the probability that a bad classifier $f \in \mathcal{G}_0$ violates Constraint (2), and the factor $4e^{-\varepsilon_i^2 \lambda i^2} \cdot n$ is an upper bound of the probability that a bad classifier $f \in \mathcal{G}_i$ violates Constraint (2) Intuitively, we prove that if all bad classifiers in the nets of $\mathcal{G}_i$ ($0 \leq i \leq T$) are not feasible for Program (DenoisedFair), all bad classifiers should violate Constraint (2) since they are close to some bad classifiers in the nets which leads to close $\Gamma_0$ and $\Gamma_1$. Note that the scale of $\Phi(\mathcal{F})$ depends on the size of $\varepsilon$-nets of $\mathcal{F}$, which can be upper bounded by Theorem 4.3 and leads to the success probability of Theorem 3.3.

4.2 Proof of Theorem 3.3
We first present the following lemma. Its proof can be found in Section 4.3.

**Lemma 4.5 (Relation between Program (TargetFair) and (DenoisedFair))** Let $f \in \mathcal{F}$ be an arbitrary classifier and $\varepsilon \in (0,0.5)$. With probability at least $1 - 2e^{-2\varepsilon^2}n$, we have

$$(1 - \eta_1) \Pr[f = 1, \hat{Z} = 0] - \eta_1 \Pr[f = 1, \hat{Z} = 1] \in (1 - \eta_0 - \eta_1) \Pr[f = 1, Z = 0] \pm \varepsilon,$$

$$(1 - \eta_0) \Pr[f = 1, \hat{Z} = 1] - \eta_0 \Pr[f = 1, \hat{Z} = 0] \in (1 - \eta_0 - \eta_1) \Pr[f = 1, Z = 1] \pm \varepsilon.$$

Moreover, if $\min_{i \in (0,1)} \Pr[f = 1, Z = i] \geq \frac{1}{2}$, then with probability at least $1 - 4e^{-2(1 - \eta_0 - \eta_1)^2 \lambda i^2}n$,

$$\gamma^A(f, \hat{S}) \in (1 \pm \varepsilon)\gamma(f, S).$$
The first part of this lemma shows how to estimate \( \Pr \{ f = 1, Z = i \mid i \in \{0, 1\} \} \) in terms of \( \Pr \{ f = 1, \hat{Z} = 0 \} \) and \( \Pr \{ f = 1, \hat{Z} = 1 \} \), which motivates the first two constraints of Program (DenoisedFair). The second part of the lemma motivates the last constraint of Program (DenoisedFair). By Assumption 4.4, we have

\[
\min \{ \Pr \{ f^* = 1, Z = 0 \}, \Pr \{ f^* = 1, Z = 1 \} \} \geq \lambda.
\]

Hence, by the above lemma, \( f^* \) is likely to be feasible for Program (DenoisedFair). Consequently, \( f^\Delta \) has empirical loss at most that of \( f^* \). For the fairness performance, we need the following lemma that lower bounds the total probability that all bad classifiers violate Constraint (2), by the capacity of bad classifiers (Definition 4.4). The proof can be found in Section 4.4.

**Lemma 4.6 (Bad classifiers are not feasible for Program (DenoisedFair))** Assuming \( \delta \in (0, 0.1\lambda) \), then with probability at least \( 1 - \Phi(\mathcal{F}) \), any bad classifier violates Constraint (2). Assuming the VC-dimension of \( (S, \mathcal{F}) \) is \( t \) and \( \delta \in (0, 1) \), then with probability at least \( 1 - O\left( e^{-\frac{(1-\eta_0-\eta_1)^2\lambda^22n}{2000} + t\ln\left( \frac{1}{1-\eta_0-\eta_1}\mathcal{F} \right)} \right) \), any bad classifier violates Constraint (2).

**Proof:** [Proof of Theorem 4.3] We first upper bound the probability that \( \gamma^\Delta(f^\Delta, \hat{S}) \geq \tau - 3\delta \). Let \( \mathcal{F}_b = \{ f \in \mathcal{F} : \gamma(f, S) < \tau - 3\delta \} \). If all classifiers in \( \mathcal{F}_b \) violate Constraint (2), we have that \( \gamma^\Delta(f^\Delta, \hat{S}) \geq \tau - 3\delta \). Note that if \( \min_{i \in \{0, 1\}} \Pr \{ f = 1, Z = i \} \geq \frac{1}{2} \), then \( \gamma(f, S) \geq \frac{1}{2} \) holds by definition. Also, \( \frac{1}{2} \frac{1}{1 - 2\delta - 3\delta^2} \leq \frac{1}{2} \). Thus, we conclude that \( \mathcal{F}_b \subseteq \cup_{i=0}^T G_i \). Then if all bad classifiers violate Constraint (2), we have \( \gamma^\Delta(f^\Delta, \hat{S}) \geq \tau - 3\delta \).

By Lemma 4.6, \( \gamma^\Delta(f^\Delta, \hat{S}) \geq \tau - 3\delta \) holds with probability at least \( 1 - O\left( e^{-\frac{(1-\eta_0-\eta_1)^2\lambda^22n}{2000} + t\ln\left( \frac{1}{1-\eta_0-\eta_1}\mathcal{F} \right)} \right) \).

Next, we upper bound the probability that \( f^* \) is feasible for Program (DenoisedFair), which implies \( \frac{1}{N} \sum_{i \in [N]} L(f^\Delta, s_i) \leq \frac{1}{N} \sum_{i \in [N]} L(f^*, s_i) \). Letting \( \varepsilon = \delta \) in Lemma 4.5 we have that with probability at least \( 1 - 2e^{-2\varepsilon^2n} - 4e^{-\frac{(1-\eta_0-\eta_1)^2\lambda^22n}{2000}} \),

\[
\begin{align*}
&\left(1 - \eta \right) \Pr \left[ f^* = 1, \hat{Z} = 0 \right] - \eta \Pr \left[ f^* = 1, \hat{Z} = 1 \right] \geq (1 - \eta_0 - \eta_1) \Pr [ f^* = 1, Z = 0 ] - \delta, \\
&\left(1 - \eta \right) \Pr \left[ f^* = 1, \hat{Z} = 1 \right] - \eta \Pr \left[ f^* = 1, \hat{Z} = 0 \right] \geq (1 - \eta_0 - \eta_1) \Pr [ f^* = 1, Z = 1 ] - \delta, \\
&\gamma^\Delta(f^*, \hat{S}) \geq (1 - \delta) \gamma(f, S) \geq \gamma(f, S) - \delta.
\end{align*}
\]

It implies that \( f^* \) is feasible for Program (DenoisedFair) with probability at least \( 1 - 2e^{-2\varepsilon^2n} - 4e^{-\frac{(1-\eta_0-\eta_1)^2\lambda^22n}{2000}} \). This completes the proof.

### 4.3 Proof of Lemma 4.5: Relation between Program (TargetFair) and (DenoisedFair)

**Proof:** We first have the following simple observation.

**Observation 4.7** 1) \( \mu_0 + \mu_1 = 1, \hat{\mu}_0 + \hat{\mu}_1 = 1 \), and \( \pi_{0, i} + \pi_{1, i} = 1 \) holds for \( i \in \{0, 1\} \); 2) For any \( i, j \in \{0, 1\} \), \( \Pr \{ Z = i \mid \hat{Z} = j \} = \frac{\pi_{i, j} \mu_j}{\mu_j} \); 3) For any \( i \in \{0, 1\} \), \( \hat{\mu}_i = \pi_{i, i} \mu_i + \pi_{i, 1} \mu_{1 - i} \).

Similar to Equation (35), we have

\[
\begin{align*}
\Pr \left[ f = 1, \hat{Z} = 0 \right] &= \Pr \left[ \hat{Z} = 0 \mid f = 1, Z = 0 \right] \cdot \Pr \left[ f = 1, Z = 0 \right] \\
&\quad + \Pr \left[ \hat{Z} = 0 \mid f = 1, Z = 1 \right] \cdot \Pr \left[ f = 1, Z = 1 \right].
\end{align*}
\]

(4)

Similar to the proof of Lemma A.3, by the Chernoff bound (additive form), both

\[
\Pr \left[ \hat{Z} = 1 \mid f = 1, Z = 0 \right] \in \eta_0 \pm \frac{\varepsilon}{2 \Pr [ f = 1, Z = 0 ]}.
\]

(5)
and
\[ \Pr \left[ \hat{Z} = 0 \mid f = 1, Z = 1 \right] \in \eta_1 \pm \frac{\varepsilon}{2 \Pr \left[ f = 1, Z = 1 \right]}, \tag{6} \]

hold with probability at least
\[ 1 - 2e^{-\frac{\varepsilon^2 n}{2n(1 - \eta_1)2^m}} - 2e^{-\frac{\varepsilon^2 n}{2n(1 - \eta_1)2^m}} \eta \leq 0.4 \geq 1 - 2e^{-2\varepsilon^2 n}. \]

Consequently, we have
\[
\begin{align*}
\Pr \left[ f = 1, \hat{Z} = 0 \right] &= \Pr \left[ \hat{Z} = 0 \mid f = 1, Z = 0 \right] \cdot \Pr \left[ f = 1, Z = 0 \right] \\
&+ \Pr \left[ \hat{Z} = 0 \mid f = 1, Z = 1 \right] \cdot \Pr \left[ f = 1, Z = 1 \right] \quad \text{(Eq. 4)} \\
&\leq \left(1 - \eta_0 \pm \frac{\varepsilon}{2 \Pr \left[ f = 1, Z = 0 \right]} \right) \cdot \Pr \left[ f = 1, Z = 0 \right] \\
&+ \left( \eta_1 \pm \frac{\varepsilon}{2 \Pr \left[ f = 1, Z = 1 \right]} \right) \cdot \Pr \left[ f = 1, Z = 1 \right] \quad \text{(Ineqs. 5 and 6)} \\
&\leq (1 - \eta_0) \Pr \left[ f = 1, Z = 0 \right] + \eta_1 \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon, 
\end{align*}
\]

and similarly,
\[
\begin{align*}
\Pr \left[ f = 1, \hat{Z} = 1 \right] &\in \eta_0 \Pr \left[ f = 1, Z = 0 \right] + (1 - \eta_1) \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon. \tag{8} 
\end{align*}
\]

By the above two inequalities, we conclude that
\[
\begin{align*}
(1 - \eta_1) \Pr \left[ f = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ f = 1, \hat{Z} = 1 \right] \\
&\leq (1 - \eta_1) (1 - \eta_0) \Pr \left[ f = 1, Z = 0 \right] + \eta_1 \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon \\
&- \eta_1 (\eta_0 \Pr \left[ f = 1, Z = 0 \right] + (1 - \eta_1) \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon) \quad \text{(Ineqs. 7 and 8)} \\
&\leq (1 - \eta_0 - \eta_1) \Pr \left[ f = 1, Z = 0 \right] \pm \varepsilon. 
\end{align*}
\]

Similarly, we have
\[
(1 - \eta_0) \Pr \left[ f = 1, \hat{Z} = 1 \right] - \eta_0 \Pr \left[ f = 1, \hat{Z} = 0 \right] \in (1 - \eta_0 - \eta_1) \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon.
\]

This completes the proof of the first conclusion.

Next, we focus on the second conclusion. By assumption, \(\min \left\{ \Pr \left[ f = 1, Z = 0 \right], \Pr \left[ f = 1, Z = 1 \right] \right\} \geq \frac{\lambda}{2} \). Let \( \varepsilon' = \frac{\varepsilon(1 - \eta_0 - \eta_1)\lambda}{20} \). By a similar argument as for the first conclusion, we have the following claim.

**Claim 4.8** With probability at least \(1 - 4e^{-2(\varepsilon')^2 n}\), we have
\[
\begin{align*}
(1 - \eta_1) \Pr \left[ f = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ f = 1, \hat{Z} = 1 \right] &\in (1 - \eta_0 - \eta_1) \Pr \left[ f = 1, Z = 0 \right] \pm \varepsilon', \\
(1 - \eta_0) \Pr \left[ f = 1, \hat{Z} = 1 \right] - \eta_0 \Pr \left[ f = 1, \hat{Z} = 0 \right] &\in (1 - \eta_0 - \eta_1) \Pr \left[ f = 1, Z = 1 \right] \pm \varepsilon', \\
(1 - \eta_1) \mu_0 - \eta_1 \mu_1 &\in (1 - \eta_0 - \eta_1) \mu_0 \pm \varepsilon', \\
(1 - \eta_0) \mu_0 - \eta_0 \mu_1 &\in (1 - \eta_0 - \eta_1) \mu_1 \pm \varepsilon'.
\end{align*}
\]

Now we assume Claim 4.8 holds whose success probability is at least \(1 - 4e^{-\frac{2(1 - \eta_0 - \eta_1)^2 \lambda^2 n}{20}}\) since \(\varepsilon' = \frac{\varepsilon(1 - \eta_0 - \eta_1)\lambda}{20}\). Consequently, we have
\[
\begin{align*}
(1 - \eta_1) \Pr \left[ f = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ f = 1, \hat{Z} = 1 \right] \\
\geq (1 - \eta_0 - \eta_1) \Pr \left[ f = 1, Z = 0 \right] - \varepsilon' \quad \text{(Claim 4.8)} \\
\geq \frac{(1 - \eta_0 - \eta_1)\lambda}{2} - \varepsilon' \\
\geq 0.45 \cdot (1 - \eta_0 - \eta_1)\lambda. 
\end{align*}
\]
Similarly, we can also argue that
\[
(1 - \eta_1)\hat{\mu}_0 - \eta_1\hat{\mu}_1 \geq 0.45 \cdot (1 - \eta_0 - \eta_1)\lambda.
\]
(10)

Then we have
\[
\Pr[f = 1 \mid Z = 0] = \frac{\Pr[f = 1, Z = 0]}{\mu_0} \\
\leq (1 - \eta_1)\Pr[f = 1, \hat{Z} = 0] - \eta_1\Pr[f = 1, \hat{Z} = 1] + \varepsilon' \\
\leq (1 + \varepsilon', 0) \left( (1 - \eta_1)\Pr[f = 1, \hat{Z} = 0] - \eta_1\Pr[f = 1, \hat{Z} = 1] \right)
\leq (1 + \varepsilon', 0) \left( 0.45(1 - \eta_0 - \eta_1)\lambda \right) \left( (1 - \eta_1)\mu_0 - \eta_1\hat{\mu}_1 \right)
\leq (1 + \varepsilon', 0) \cdot \Gamma_0(f). 
\]
(Ineq. (9))

Similarly, we can also prove that
\[
\Pr[f = 1 \mid Z = 1] \in (1 + \varepsilon', 0) \cdot \Gamma_1(f).
\]
(12)

Overall, we have that with probability at least \(1 - 4e^{-\frac{\varepsilon^2(1 - \eta_0 - \eta_1)^2\lambda^2n}{200}}\),
\[
\gamma_{\Delta}(f, S) = \min \left\{ \frac{\Gamma_0(f)}{\Gamma_1(f)}, \frac{\Gamma_1(f)}{\Gamma_0(f)} \right\} \\
\leq (1 + \varepsilon) \cdot \min \left\{ \Pr[f = 1 \mid Z = 0], \Pr[f = 1 \mid Z = 1] \right\} \frac{\Gamma_0(f)}{\Gamma_1(f)} \\
\leq (1 + \varepsilon) \cdot \gamma(f, S).
\]
(11) and (12)

Combining with Claim 4.8 we complete the proof of the second conclusion.

\[\square\]

4.4 Proof of Lemma 4.6: Bad classifiers are not feasible for Program (2)

\textbf{Proof:} Suppose \(\delta \in (0, 0.1)\). We discuss \(G_0\) and \(G_i\ (i \in [T])\) separately.

\textbf{Bad classifiers in }\(G_0\). Let \(G_0\) be an \(\varepsilon_0\)-net of \(G_0\) of size \(M_{\varepsilon_0}(G_0)\). Consider an arbitrary classifier \(g \in G_0\). By Lemma 4.5 with probability at least \(1 - 2e^{-2\varepsilon_0^2n}\), we have
\[
(1 - \eta_1)\Pr[g = 1, \hat{Z} = 0] - \eta_1\Pr[g = 1, \hat{Z} = 1] \\
\leq (1 - \eta_0 - \eta_1)\Pr[g = 1, Z = 0] + \varepsilon_0
\leq \frac{(1 - \eta_0 - \eta_1)\lambda}{2} + \varepsilon_0,
\]
(Defn. of \(G_0\))

and
\[
(1 - \eta_0)\Pr[g = 1, \hat{Z} = 1] - \eta_0\Pr[g = 1, \hat{Z} = 0] < \frac{(1 - \eta_0 - \eta_1)\lambda}{2} + \varepsilon_0.
\]
(14)

By the union bound, all classifiers \(g \in G_0\) satisfy Inequalities (13) and (14) with probability at least
\(1 - 2e^{-2\varepsilon_0^2n}M_{\varepsilon_0}(G_0)\). Suppose this event happens. We consider an arbitrary classifier \(f \in G_0\). W.l.o.g., we assume \(\Pr[f = 1, Z = 0] < \frac{1}{2}\). By Definition 4.2, there must exist a classifier \(g \in G_0\) such that \(\Pr[f \neq g] \leq \varepsilon_0\). Then we have
\[
(1 - \eta_1)\Pr[f = 1, \hat{Z} = 0] - \eta_1\Pr[f = 1, \hat{Z} = 1] \\
< \frac{(1 - \eta_0 - \eta_1)\lambda}{2} + \varepsilon_0.
\]
Thus, we conclude that all classifiers \( f \in \mathcal{G}_0 \) violate Constraint (2) with probability at least \( 1 - 2e^{-2\varepsilon^2 n M_{\varepsilon_0}(\mathcal{G}_0)} \).

**Bad classifiers in \( \mathcal{G}_i \) for \( i \in [T] \).** We can assume that \( \tau - 3\delta \geq \lambda/2 \). Otherwise, all \( \mathcal{G}_i \) for \( i \in [T] \) are empty, and hence, we complete the proof. Consider an arbitrary \( i \in [T] \) and let \( \mathcal{G}_i \) be an \( \varepsilon_i \)-net of \( \mathcal{G}_i \) of size \( M_{\varepsilon_i,(1-\eta_0-\eta_1)\lambda/10}(\mathcal{G}_i) \). Consider an arbitrary classifier \( g \in \mathcal{G}_i \). By the proof of Lemma 4.5, with probability at least \( 1 - 4e^{-\varepsilon_i^2(1-\eta_0-\eta_1)^2\lambda^2n} \), we have

\[
\begin{align*}
(1 - \eta_1) \Pr \left[ g = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ g = 1, \hat{Z} = 1 \right] \\
\leq \frac{(1 - \eta_0 - \eta_1)\lambda}{2} + 2\varepsilon_0 \\
\leq \frac{(1 - \eta_0 - \eta_1)\lambda}{2} + \frac{(1 - \eta_0 - \eta_1)\lambda - 2\delta}{2} \\
= \frac{(1 - \eta_0 - \eta_1)\lambda - \delta},
\end{align*}
\]

(Defn. of \( \varepsilon_0 \))

Moreover, we have

\[
\gamma^\Delta(g, \hat{S}) \leq (1 + \varepsilon_i) \cdot \gamma(f, S) \\
< (1 + \varepsilon_i) \cdot \frac{\tau - 3\delta}{1.01\varepsilon_i^2 - 1}.
\]

(Defn. of \( \mathcal{G}_i \))

By the union bound, all classifiers \( g \in \mathcal{G}_i \) satisfy Inequality (16) with probability at least

\[
1 - 4e^{-\varepsilon_i^2(1-\eta_0-\eta_1)^2\lambda^2n} M_{\varepsilon_i,(1-\eta_0-\eta_1)\lambda/10}(\mathcal{G}_i).
\]

Suppose this event happens. We consider an arbitrary classifier \( f \in \mathcal{G}_i \). By Definition 4.2, there must exist a classifier \( g \in \mathcal{G}_i \) such that \( \Pr[f \neq g] \leq \varepsilon_i(1 - \eta_0 - \eta_1)\lambda/10 \). By Inequality (15) and a similar argument as that for Inequality (9), we have

\[
(1 - \eta_1) \Pr \left[ g = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ g = 1, \hat{Z} = 1 \right] \geq 0.45 \cdot (1 - \eta_0 - \eta_1)\lambda.
\]

(17)

\[
\begin{align*}
\Gamma_0(f) \\
= \frac{(1 - \eta_1) \Pr \left[ f = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ f = 1, \hat{Z} = 1 \right]}{(1 - \eta)\mu_0 - \eta\mu_1} \\
\leq \frac{(1 - \eta_1) \left( \Pr \left[ g = 1, \hat{Z} = 0 \right] + \varepsilon_i(1 - \eta_0 - \eta_1)\lambda \right) - \eta_1 \left( \Pr \left[ g = 1, \hat{Z} = 1 \right] + \varepsilon_i(1 - \eta_0 - \eta_1)\lambda \right)}{(1 - \eta)\mu_0 - \eta\mu_1} \\
\leq \frac{(1 - \eta_1) \Pr \left[ g = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ g = 1, \hat{Z} = 1 \right] + \varepsilon_i(1 - \eta_0 - \eta_1)\lambda}{(1 - \eta)\mu_0 - \eta\mu_1} \\
\leq (1 - \eta_0 - \eta_1)\lambda / 10 \\
(\eta \leq 0.4) \\
\leq (1 - \eta_1) \Pr \left[ g = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ g = 1, \hat{Z} = 1 \right] \\
\quad \cdot \frac{(1 - \eta)\mu_0 - \eta\mu_1}{(1 - \eta)\mu_0 - \eta\mu_1} \\
\leq (1 - \eta_1) \Pr \left[ g = 1, \hat{Z} = 0 \right] - \eta_1 \Pr \left[ g = 1, \hat{Z} = 1 \right] \\
\quad \cdot \frac{(1 \pm 0.45\varepsilon_i)}{(1 - \eta)\mu_0 - \eta\mu_1} \\
\leq (1 \pm 0.45\varepsilon_i) \cdot \Gamma_0(g).
\]

(18)
Similarly, we can also prove
\[
\Gamma_1(f) \in (1 \pm 0.45\varepsilon_i) \cdot \Gamma_1(g).
\]
(19)

Thus, we conclude that
\[
\gamma^\Delta(f, \hat{S}) = \min \left\{ \frac{\Gamma_0(f)}{\Gamma_1(f)}, \frac{\Gamma_1(f)}{\Gamma_0(f)} \right\}
\leq \frac{1 + 0.45\varepsilon_i}{1 - 0.45\varepsilon_i} \cdot \min \left\{ \frac{\Gamma_0(g)}{\Gamma_1(g)}, \frac{\Gamma_1(g)}{\Gamma_0(g)} \right\}
\leq \frac{1 + 0.45\varepsilon_i}{1 - 0.45\varepsilon_i} \cdot (1 + \varepsilon_i) \cdot \frac{\tau - 3\delta}{1.01^{2\varepsilon_i - 1}}
\leq \tau - \delta.
\]
(\varepsilon_1 = \frac{1.01\delta}{5})

It implies that all classifiers \( f \in \mathcal{G}_i \) violate Constraint [2] with probability at least
\[
1 - 4e^{-\frac{\varepsilon_i^2(1-n_0-n_1)^2}{20n} + \text{ln}(\frac{n}{1-n_0-n_1})} \cdot M_{\varepsilon_i(1-n_0-n_1)\lambda/10}(\mathcal{G}_i).
\]

By the union bound, we complete the proof of Lemma 4.6 for \( \delta \in (0, 0.1) \).

For general \( \delta \in (0, 1) \), each bad classifier violates Constraint [2] with probability at most
\[
4e^{-\frac{\varepsilon_i^2(1-n_0-n_1)^2}{20n} + \text{ln}(\frac{n}{1-n_0-n_1})} \cdot M_{\varepsilon_i(1-n_0-n_1)\lambda/10}(\mathcal{G}_i).
\]
Then by the definition of \( \Phi(\mathcal{F}) \) and Theorem 4.3 the probability that there exists a bad classifier violating Constraint [2] is at most \( \Phi(\mathcal{F}) = O(e^{-\frac{\varepsilon_i^2(1-n_0-n_1)^2}{20n} + \text{ln}(\frac{n}{1-n_0-n_1})}) \). This completes the proof of Lemma 4.6.

\( \square \)

5 \hspace{1em} Extention to general \( p \geq 2 \) and multiple fairness constraints

In this section, we show how to extend Problem [1] to multiple, non-binary protected attributes and multiple fairness constraints. We consider a general class of fairness defined in [10] based on the following definition.

**Definition 5.1 (Linear-fractional/Linear group performance functions [10])** Given a classifier \( f \in \mathcal{F} \) and \( i \in [p] \), we call \( q_i(f) \) the group performance of \( Z = i \) if \( q_i(f) = \text{Pr} \{ \xi(f) \mid \xi(f), Z = i \} \) for some events \( \xi(f), \xi'(f) \) that might depend on the choice of \( f \). Define a group performance function \( q : \mathcal{F} \to [0, 1]^2 \) for any classifier \( f \in \mathcal{F} \) as \( q(f) = (q_1(f), \ldots, q_p(f)) \).

Denote \( \mathcal{Q}_{\text{linf}} \) to be the collection of all group performance functions. If \( \xi' \) does not depend on the choice of \( f \), \( q \) is said to be linear. Denote \( \mathcal{Q}_{\text{lin}} \subseteq \mathcal{Q}_{\text{linf}} \) to be the collection of all linear group performance functions.

At a high level, a classifier \( f \) is considered to be fair w.r.t. to \( q \) if \( q_1(f) \approx \cdots \approx q_p(f) \). Definition 5.1 is general and contains many fairness metrics. For instance, if \( \xi := (f = Y) \) and \( \xi' := 0 \), we have \( q_i(f) = \text{Pr} \{ f = Y \mid Z = i \} \) which is linear and called the accuracy rate. Also, if \( \xi := (Y = 0) \) and \( \xi' := (f = 1) \), we have \( q_i(f) = \text{Pr} \{ Y = 0 \mid f = 1, Z = i \} \) which is linear-fractional and called the false discovery rate. More examples are summarized in [10] Table 1.

Given a group performance function \( q \), we define \( \Omega_q \) to be
\[
\Omega_q(f, S) := \min_{i \in [p]} q_i(f)/\max_{i \in [p]} q_i(f).
\]

Note that \( \gamma \) is a special case of the above definition where \( q_i(f) \) is the statistical rate. Next, we extend the flipping noises to general \( p \geq 2 \).
Definition 5.2 (Flipping noises in general) Let $H \in [0,1]^{p \times p}$ be a non-singular matrix satisfying that $\sum_{j \in [p]} H_{ij} = 1$ for any $i \in [p]$. For each $i \in [N]$, we assume the $i$th noisy sample is $\tilde{s}_i = (x_i, \tilde{z}_i, y_i)$ where $\tilde{z}_i = j$ with probability $H_{z_i,j}$ for $j \in [p]$.

Note that $H$ may not be symmetric, i.e., it is possible that $H_{ij} \neq H_{ji}$ for $i \neq j$. Also note that Definition 2.1 is a special case of Definition 5.2 by letting $H = \begin{bmatrix} 1 - \eta & \eta \\ \eta & 1 - \eta \end{bmatrix}$. According to the above definitions, we are ready to propose the following extension of Problem 1 to general $p \geq 2$ and multiple protected attributes.

Problem 2 (Fair classification with noisy protected attributes) Given $m$ protected attributes, $k$ group performance functions $q^{(1)}, \ldots, q^{(k)}$ where each one is based on some protected attribute, a threshold vector $\tau \in [0,1]^k$ and a noisy dataset $\tilde{S}$ with noise matrix $H$, the goal is to learn an (approximate) optimal fair classifier $f \in \mathcal{F}$ of the following program:

$$\begin{align*}
\min_{f \in \mathcal{F}} & \quad \frac{1}{N} \sum_{i \in [N]} L(f, s_i) \\
\text{s.t.} & \quad \Omega_{q^{(i)}}(f, S) \geq \tau_i, \quad \forall i \in [k].
\end{align*}$$

We slightly abuse the notation by letting $f^*$ denote an optimal fair classifier of Program (Gen-TargetFair). Similarly, we will design a denoised program for Problem 2. Note that we only need to show how to design denoised fairness constraints for an arbitrary group performance function $q$ with respect to an arbitrary protected attribute, which can be naturally extended to multiple fairness constraints. Thus, we consider the case that $k = 1$ in the following, i.e., Program (TargetFair) for a given function $q$. Accordingly, Assumption 1 changes to the following.

Assumption 2 (Lower bound for events of $f^*$) Suppose there exists constant $\lambda \in (0,0.5)$ such that $\min_{i \in [p]} \Pr[\xi(f^*), \xi'(f^*), Z = i] \geq \lambda$.

By definition, we know that for any $i \in [p]$, $$q_i(f) = \frac{\Pr[\xi(f), \xi'(f), Z = i]}{\Pr[\xi'(f), Z = i]}.$$ As in Program (DenoisedFair), the main idea is to represent $\Pr[\xi(f), \xi'(f), Z = i]$ or $\Pr[\xi'(f), Z = i]$ by a linear combination of $\{\Pr[\xi(f), \xi'(f), Z = j] \}_{j \in [p]}$ or $\{\Pr[\xi'(f), Z = j] \}_{j \in [p]}$ respectively. For $\Pr[\xi'(f), Z = i]$, we only need to replace $f = 1$ in the argument of statistical rate by $\xi'(f)$. Similarly, we replace $f = 1$ by $(\xi(f), \xi'(f))$ for $\Pr[\xi(f), \xi'(f), Z = i]$.

Next, we provide the details for $\Pr[\xi'(f), Z = i]$ and the argument for $\Pr[\xi(f), \xi'(f), Z = i]$ is similar. Recall that $\pi_{ij} := \Pr[\tilde{Z} = i | Z = j]$ for $i, j \in [p]$, $\mu_i := \Pr[Z = i]$ and $\tilde{\mu}_i := \Pr[\tilde{Z} = i]$ for $i \in [p]$. Similar to Equation (11), we have for each $i \in [p]$ $$\Pr[\xi'(f), \tilde{Z} = i] = \sum_{j \in [p]} \Pr[\tilde{Z} = i | \xi'(f), Z = j] \cdot \Pr[\xi'(f), Z = j]. \tag{20}$$

By Definition 5.2 and a similar argument as in the proof of Lemma 4.5, we have the following lemma.

Lemma 5.3 (Relation between $\Pr[\xi'(f), \tilde{Z} = i]$ and $\Pr[\xi'(f), Z = j]$) Let $\varepsilon \in (0,1)$ be a fixed constant. With probability at least $1 - 2p e^{-2\varepsilon^2}$, we have for each $i \in [p]$, $$\Pr[\xi'(f), \tilde{Z} = i] \in \sum_{j \in [p]} H_{ij} \cdot \Pr[\xi'(f), Z = j] \pm \varepsilon.$$
We define
\[ w(f) := (\Pr[\xi'(f), Z = 1], \ldots, \Pr[\xi'(f), Z = p]), \]
and
\[ \hat{w}(f) := \left( \Pr[\xi'(f), \hat{Z} = 1], \ldots, \Pr[\xi'(f), \hat{Z} = p] \right). \]

Since \( H \) is non-singular, \((H^\top)^{-1}\) exists. Let \( M := \max_{i \in [p]} \| (H^\top)^{-1} \|_1 \) denote the maximum \( \ell_1 \)-norm of a row of \((H^\top)^{-1}\). By Lemma 5.3, we directly obtain the following lemma.

**Lemma 5.4 (Approximation of \( \Pr[\xi'(f), Z = i] \))** With probability at least \( 1 - 2pe^{-2\varepsilon^2n} \), for each \( i \in [p] \),
\[ w(f)_i \in (H^\top)^{-1}\hat{w}(f) \pm \varepsilon \| (H^\top)^{-1} \|_1 \in (H^\top)^{-1}\hat{w}(f) \pm \varepsilon M. \]
Thus, we use \((H^\top)^{-1}\hat{w}(f)\) to estimate \( \Pr[\xi'(f), Z = i] \). Moreover, to estimate constraint
\[
\min_{i \in [p]} \Pr[\xi(f), \xi'(f), Z = i] \geq \lambda,
\]
we construct the following constraints:
\[
(H^\top)^{-1}\hat{w}(f) \geq (\lambda - \varepsilon M)1. \tag{21}
\]

**Remark 5.5** We show that the first two constraints of Program \((\text{DenoisedFair})\) is a special case of Constraint \((\text{Gen-DenoisedFair})\). Since \( H = \begin{bmatrix} 1 - \eta_0 & \eta_0 \\ \eta_1 & 1 - \eta_1 \end{bmatrix} \) in Definition 2.1, we have
\[
(H^\top)^{-1} = \begin{bmatrix} \frac{1 - \eta_0}{1 - \eta_0 - \eta_1} & -\frac{\eta_0}{1 - \eta_0 - \eta_1} \\ \frac{\eta_1}{1 - \eta_0 - \eta_1} & \frac{1 - \eta_0}{1 - \eta_0 - \eta_1} \end{bmatrix}.
\]
Then \( M = \frac{1}{1 - \eta_0 - \eta_1} \) and we can verify that the first two constraints of Program \((\text{DenoisedFair})\) are equivalent to Constraint \((\text{Gen-DenoisedFair})\) when \( \xi'(f) = (f = 1) \).

Similarly, we define
\[ u(f) := (\Pr[\xi(f), \xi'(f), Z = 1], \ldots, \Pr[\xi(f), \xi'(f), Z = p]), \]
and
\[ \hat{u}(f) := \left( \Pr[\xi(f), \xi'(f), \hat{Z} = 1], \ldots, \Pr[\xi(f), \xi'(f), \hat{Z} = p] \right). \]
Then we use \((H^\top)^{-1}\hat{u}(f)\) to estimate \( \Pr[\xi(f), \xi'(f), Z = i] \). Moreover, to estimate constraint
\[
\min_{i \in [p]} \Pr[\xi(f), \xi'(f), \xi'(f), Z = i] \geq \lambda,
\]
we construct the following constraints:
\[
(H^\top)^{-1}\hat{u}(f) \geq (\lambda - \varepsilon M)1. \tag{22}
\]
Note that \( \hat{u}(f) \leq \hat{w}(f) \) by definition. Inequality \((22)\) is a sufficient condition for Inequality \((21)\). Let \( \delta \in (0, 1) \) be a given relaxed parameter. Now we are ready to define the corresponding denoised fair program.

\[
\min_{f \in F} \frac{1}{N} \sum_{i \in [N]} L(f, \hat{s}_i) \quad \text{s.t.} \quad (H^\top)^{-1}\hat{u}(f) \geq (\lambda - \delta)1, \tag{Gen-DenoisedFair}
\]
\[
\min_{i \in [p]} (H^\top)^{-1}\hat{u}(f) \geq (\tau - \delta) \cdot \max_{i \in [p]} \frac{(H^\top)^{-1}\hat{w}(f)}{(H^\top)^{-1}\hat{w}(f)}.
\]
Naturally, we define the following general notions of bad classifiers and the corresponding capacity.
Definition 5.6 (Bad classifiers in general) Given a family $\mathcal{F} \subseteq \{0,1\}^X$, we call $f \in \mathcal{F}$ a bad classifier if $f$ belongs to at least one of the following sub-families:

- $\mathcal{G}_0 := \{f \in \mathcal{F} : \min_{i \in [p]} \Pr[\xi(f),\xi'(f),Z = i] < \frac{1}{2}\}$;
- Let $T = \lceil 232 \log \log \frac{2(\tau-3\delta)}{\lambda} \rceil$. For $i \in [T]$, define
  \[
  \mathcal{G}_i := \left\{ f \in \mathcal{F} \setminus \mathcal{G}_0 : \Omega_q(f,S) \in \left[ \frac{\tau - 3\delta}{1.01^{2^{t+1}}}, \frac{\tau - 3\delta}{1.01^{2^t-1}} \right) \right\}.
  \]

Note that Definition 4.1 is a special case of the above definition by letting $p = 2$, $M = 10$, $\xi(f) = (f = 1)$ and $\xi'(f) = \emptyset$. Based on Definition 5.6, we propose the following definition.

Definition 5.7 (Capacity of bad classifiers in general) Let $\epsilon_0 = \frac{\lambda - 3\delta}{5M}$. Let $\epsilon_i = \frac{1.01^{2^i-1} - \delta}{\lambda}$ for $i \in [T]$ where $T = \lceil 232 \log \log \frac{2(\tau-3\delta)}{\lambda} \rceil$. Given a family $\mathcal{F} \subseteq \{0,1\}^X$, we denote the capacity of bad classifiers by

\[
\Phi(\mathcal{F}) := 2pe^{-2\epsilon_0^2}MC_0(\mathcal{G}_0) + 4p \sum_{i \in [T]} e^{-\epsilon_i^2/20M^2} \cdot MC_{\epsilon_i/10M}(\mathcal{G}_i).
\]

By a similar argument as in Lemma 4.5, we can prove that $\Phi(\mathcal{F})$ is an upper bound of the probability that there exists a bad classifier feasible for Program (Gen-DenoisedFair). Consequently, we obtain the following theorem as an extension of Theorem 3.3.

Theorem 5.8 (Performance of Program (Gen-DenoisedFair)) Suppose the VC-dimension of $(S,\mathcal{F})$ is $t \geq 1$. Given any non-singular matrix $H \in [0,1]^{p \times p}$ with $\sum_{j \in [p]} H_{ij} = 1$ for each $i \in [p]$, $\lambda \in (0,0.5)$ and $\delta \in (0,0.1\lambda)$, let $f^\Delta \in \mathcal{F}$ denote an optimal fair classifier of Program (Gen-DenoisedFair). With probability at least $1 - \Phi(\mathcal{F}) - 4pe^{-\lambda^2/20M^2}$, the following properties hold

- $\frac{1}{N} \sum_{i \in [N]} L(f^\Delta, s_i) \leq \frac{1}{N} \sum_{i \in [N]} L(f^*, s_i)$;
- $\Omega_q(f^\Delta, S) \geq \tau - 3\delta$.

Specifically, if the VC-dimension of $(S,\mathcal{F})$ is $t$ and $\delta \in (0,1)$, the success probability is at least $1 - O(pe^{-\lambda^2/20M^2} + t\ln(50M/\lambda\delta))$.

Proof: The proof is almost the same as in Theorem 3.3, we just need to replace $\frac{1}{1-\theta_{\lambda,\eta_1}}$ by $M$ everywhere. Note that the term $4pe^{-\lambda^2/20M^2}$ is an upper bound of the probability that $f^*$ is not feasible for Program (Gen-DenoisedFair). The idea comes from Lemma 5.4 by letting $\epsilon = \frac{\lambda^2}{20M}$ such that for each $i \in [p]$,

\[
w(f^*)_i \leq (1 \pm \frac{\delta}{10})(H^*_i)^{-1}u(f^*) + u(f^*)_i \leq (1 \pm \frac{\delta}{10})(H^*_i)^{-1}u(f^*).
\]

Consequently, $\frac{1}{N} \sum_{i \in [N]} L(f^\Delta, s_i) \leq \frac{1}{N} \sum_{i \in [N]} L(f^*, s_i)$. Since $\Phi(\mathcal{F})$ is an upper bound of the probability that there exists a bad classifier feasible for Program (Gen-DenoisedFair), we complete the proof. Finally, for multiple fairness constraints, the success probability of Theorem 5.8 changes to be

\[
1 - O(kpe^{-\lambda^2/20M^2} + t\ln(50M/\lambda\delta)).
\]

Overall, we show how to solve Problem 2.

6 Empirical results

We implement our denoised algorithm and compare the performance with baseline algorithms on real datasets. The experiments are conducted on a 4-Core desktop CPU with 8GB RAM.
We perform 10 repetitions (i.e., generate the noisy dataset whose value is 0 for minority groups. We consider the statistical rate where each individual has 18 binary features and a label indicating whether the income is greater than 50k USD or not. The Adult dataset consists of 34189 individuals in the training dataset and 14653 individuals in the testing dataset, where each individual has 18 binary features and a label indicating whether the income is greater than 50k USD or not. The Comps dataset consists of 3694 individuals in the training dataset and 1684 individuals in the testing dataset, where each individual has 10 binary features and a label indicating whether the individual reoffends. We take sex and race (coded as binary in the processed data) to be the protected attributes whose value is 0 for minority groups. We consider the statistical rate \( \gamma \) over the testing dataset as defined in Equation (1).

Datasets. We do experiments on the Adult and Comps datasets [1], as pre-processed in [3]. The Adult dataset consists of 34189 individuals in the training dataset and 14653 individuals in the testing dataset, where each individual has 18 binary features and a label indicating whether the income is greater than 50k USD or not. The Comps dataset consists of 3694 individuals in the training dataset and 1684 individuals in the testing dataset, where each individual has 10 binary features and a label indicating whether the individual reoffends. We take sex and race (coded as binary in the processed data) to be the protected attributes whose value is 0 for minority groups. We consider the statistical rate \( \gamma \) over the testing dataset as defined in Equation (1).

Baseline and metrics. We evaluate the effectiveness of our algorithm DenoisedLR (Section B.3). We compare against two state-of-the-art fair classification algorithms designed to ensure statistical parity ZVRG [38] and GYF [17], both of which have been shown to achieve better fairness than other algorithms, including on these datasets [16, 17]. Additionally, we implement the algorithm FairLR which minimizes logistic loss constrained to statistical parity over the given noisy dataset as described in Remark A.2 in Section A.2. Finally, we learn an unconstrained optimal classifier as a baseline.

Implementation details. Given a training dataset \( S \), we generate a noisy dataset \( \hat{S} \) with, for illustrative purposes, \( \eta_0 = 0.3 \) and \( \eta_1 = 0.1 \) (i.e., the minority group is more likely to contain errors, as would be expected in various applications [30]). We consider other choices of \( \eta_0, \eta_1 \) in Section B. We run each algorithm on \( \hat{S} \) and vary the fairness constraints (e.g., the choice of \( \tau \in [0.5, 0.95] \) in FairLR and DenoisedLR), learn the corresponding fair classifier, and report its accuracy (acc) and statistical rate (\( \gamma \)) over the test dataset. We perform 10 repetitions (i.e., generate the noisy dataset \( \hat{S} \) 10 times) and report the mean and standard deviation. We set \( \lambda = 0 \) for the Adult dataset as there are only 24% of samples with label \( Y = 1 \), and set \( \lambda = 0.1 \) for the Comps dataset as the ratio of samples with label \( Y = 1 \) is 47%.

Results. Table 1 summarizes the highest fairness metric \( \gamma \) achieved by baseline algorithms over the Adult and Comps testing datasets. Note that the state-of-the-art fairness algorithms ZVRG and GYF actually do not improve the fairness metric \( \gamma \) over an unconstrained classifier (i.e., one that seeks only to optimize accuracy with no regard to fairness). In other words, the errors in the protected class in our simulated dataset are enough to eliminate any benefit the fair classifiers would otherwise attain. In contrast, our approach can achieve much higher \( \gamma \) than baseline algorithms. The extent of this improvement varies with the strength of the constraint \( \tau \), but comes with a natural, if minimal, tradeoff with accuracy. The simple formulation FairLR can achieve higher \( \gamma \) than ZVRG and GYF, likely due to the fact that the fairness constraint in FairLR is directly \( \gamma(f, \hat{S}) \geq \tau \) instead of relaxed constraints used in ZVRG and GYF. However, we observe that textbf DenoisedLR can outperform FairLR with regard to \( \gamma \) given a large enough \( \tau \), and performs similarly with respect to accuracy. Moreover, DenoisedLR achieves \( \gamma \) close to or even larger than \( \tau \).

Table 1: performance of algorithms over testing datasets, including the average and standard deviation of accuracy and fairness measure \( \gamma \). For DenoisedLR, we report the performances with parameter \( \tau = 0.5, 0.7, 0.9 \). The full accuracy-fairness tradeoffs when varying \( \tau \) can be found in Section B.
7 Conclusion, limitations, and future work

In this paper, we study fair classification with noisy protected attributes. We consider flipping noises and propose a unified framework that constructs an approximate optimal fair classifier over the underlying dataset for multiple, non-binary protected attributes and multiple fairness constraints. Empirically, our denoised algorithm matches our provable guarantees and can achieve higher fairness than existing fair classification algorithms with noisy input datasets.

Our work leaves several interesting future directions. One direction is to consider other types of noises, e.g., the noisy protected type not only depends on the underlying type but may also depend on other features. There exist several works that design fair classifiers with noisy labels [6, 5]. Another interesting direction is to consider joint noises over both protected attributes and labels. Finally, it seems that our model relates to another setting in which each protected attribute follows from a known distribution. It is interesting to investigate whether our methods can be adapted to this setting.
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A Discussion of initial attempts

We first discuss two natural ideas including randomized labeling (Section A.1) and solving Program\(\text{ConFair}\) that only depends on \(\hat{S}\) (Section A.2). We also discuss their weakness on either the empirical loss or the fairness constraints.

A.1 Randomized labeling

A simple idea is that for each sample \(s_i \in S\), i.i.d. draw the label \(f(s_i)\) to be 0 with probability \(\alpha\) and to be 1 with probability \(1 - \alpha\) (\(\alpha \in [0, 1]\)). This simple idea leads to a fair classifier by the following lemma.

Lemma A.1 (A random classifier is fair) Let \(f \in \{0, 1\}^X\) be a classifier generated by randomized labeling. With probability at least \(1 - 2e^{-\frac{\alpha N}{1.2 \times 10^5}}\), \(\gamma(f, S) \geq 0.99\).

Proof: Let \(A = \{i \in [N] : z_i = 0\}\) be the collection of samples with \(z_i = 0\). By Assumption 1, we know that \(|A| \geq \lambda N\). For \(i \in A\), let \(X_i\) be the random variable where \(X_i = f(s_i)\). By randomized labeling, we know that \(\Pr[X_i = 1] = \alpha\). Also,

\[
\Pr[f = 1 \mid Z = 0] = \frac{\sum_{i \in A} X_i}{|A|}.
\]

Since all \(X_i (i \in A)\) are independent, we have

\[
\Pr \left[ \sum_{i \in A} X_i \in (1 \pm 0.005) \cdot \alpha |A| \right] \geq 1 - 2e^{-\frac{0.005^2 \alpha |A|}{8}} \quad \text{(Chernoff bound)}
\]

\[
\geq 1 - 2e^{-\frac{\alpha N}{1.2 \times 10^5}}. \quad (|A| \geq \lambda N)
\]

Thus, with probability at least \(1 - 2e^{-\frac{\alpha N}{1.2 \times 10^5}}\),

\[
\Pr[f = 1 \mid Z = 0] = \frac{\sum_{i \in A} X_i}{|A|} \quad \text{(Eq. (23))}
\]

\[
\in (1 \pm 0.005) \cdot \frac{\alpha |A|}{|A|} \quad \text{(Ineq. (24))}
\]

\[
\in (1 \pm 0.005) \alpha.
\]

Similarly, we have that with probability at least \(1 - 2e^{-\frac{\alpha N}{1.2 \times 10^5}}\),

\[
\Pr[f = 1 \mid Z = 1] \in (1 \pm 0.005) \alpha.
\]

By the definition of \(\gamma(f, S)\), we complete the proof. \(\square\)

However, there is no guarantee for the empirical risk of randomized labeling. For instance, consider the loss function \(L(f, s) := I[f(s) = y]\) where \(I[\cdot]\) is the indicator function, and suppose there are \(\frac{N}{2}\) samples with \(y_i = 0\). In this setting, the empirical risk of \(f^*\) may be close to 0, e.g., \(f^* = Y\). Meanwhile, the expected empirical risk of randomized labeling is

\[
\frac{1}{N} \left( (1 - \alpha) \cdot \frac{N}{2} + \alpha \cdot \frac{N}{2} \right) = \frac{1}{2},
\]

which is much larger than that of \(f^*\).
Figure 1: An example showing that $\gamma(f, S)$ and $\gamma(f, \hat{S})$ can differ by a lot. The detailed explanation can be found in Example A.3.

A.2 Replacing $S$ by $\hat{S}$ in Program (TargetFair)

Another idea is to solve the following program which only depends on $\hat{S}$, i.e., simply replacing $S$ by $\hat{S}$ in Program (TargetFair).

$$\min_{f \in \mathcal{F}} \frac{1}{N} \sum_{i \in [N]} L(f, \hat{s}_i) \quad s.t. \quad \gamma(f, \hat{S}) \geq \tau.$$  \hspace{1cm} (ConFair)

**Remark A.2** Similar to Section 3.3, we can design an algorithm that solves Program (ConFair) by logistic regression.

$$\min_{\theta \in \mathbb{R}^d} -\frac{1}{N} \sum_{i \in [N]} (y_i \log f_\theta(s_i) + (1 - y_i) \log(1 - f_\theta(s_i))) \quad s.t. \quad \hat{\mu}_1 \cdot \sum_{i \in [N]: \hat{Z} = 0} I[(x_i, \theta) \geq \tau \hat{\mu}_0] \cdot \sum_{i \in [N]: \hat{Z} = 1} I[(x_i, \theta) \geq 0],$$

$$\hat{\mu}_0 \cdot \sum_{i \in [N]: \hat{Z} = 1} I[(x_i, \theta) \geq 0] \geq \tau \hat{\mu}_1 \cdot \sum_{i \in [N]: \hat{Z} = 0} I[(x_i, \theta) \geq 0].$$ \hspace{1cm} (FairLR)

Let $\hat{f}^*$ denote an optimal solution of Program (ConFair). Ideally, we want to use $\hat{f}^*$ to estimate $f^*$. Since $Z$ is not used for prediction, we have that for any $f \in \mathcal{F}$,

$$\sum_{i \in [N]} L(f, s_i) = \sum_{i \in [N]} L(f, \hat{s}_i).$$

Then if $\hat{f}^*$ satisfies $\gamma(\hat{f}^*, S) \geq \tau$, we conclude that $\hat{f}^*$ is also an optimal solution of Program (TargetFair). However, due to the flipping noises, $\hat{f}^*$ may be far from $f^*$ (Example A.3). More concretely, it is possible that $\gamma(\hat{f}^*, S) \ll \tau$ (Lemma A.4). Moreover, we discuss the range of $\Omega(f^*, \hat{S})$ (Lemma A.5). We find that $\Omega(f^*, \hat{S}) < \tau$ may hold which implies that $f^*$ may not be feasible for Program (ConFair). We first give an example showing that $\hat{f}^*$ can perform very bad over $S$ with respect to the fairness metric.

**Example A.3** Our example is shown in Figure 2. We assume that $\mu_0 = 1/3$ and $\mu_1 = 2/3$. Let $\eta = 1/3$ be the noise parameter and we assume $\pi_{20} = \pi_{01} = 1/3$. Consequently, we have that

$$\hat{\mu}_0 = 1/3 \times 2/3 + 2/3 \times 1/3 = 4/9.$$
Then we consider the following simple classifier \( f \in \{0,1\}^X \): \( \hat{f}^* = Z \). We directly have that \( \Pr[\hat{f}^* = 1 | Z = 0] = 0 \) and \( \Pr[\hat{f}^* = 1 | Z = 1] = 1 \), which implies that \( \gamma(\hat{f}^*, S) = 0 \). We also have that

\[
\begin{align*}
\Pr[\hat{f}^* = 1 | \hat{Z} = 0] &= \Pr[Z = 1 | \hat{Z} = 0] \\
&= \frac{\pi_{01} \cdot \mu_1}{\mu_0} \quad (\text{Observation A.4}) \\
&= 0.5,
\end{align*}
\]

and

\[
\begin{align*}
\Pr[\hat{f}^* = 1 | \hat{Z} = 1] &= \Pr[Z = 1 | \hat{Z} = 1] \\
&= \frac{\pi_{11} \cdot \mu_1}{\mu_1} \quad (\text{Observation A.4}) \\
&= 0.8,
\end{align*}
\]

which implies that \( \gamma(\hat{f}^*, \hat{S}) = 0.625 \). Hence, there is a gap between \( \gamma(\hat{f}^*, S) \) and \( \gamma(\hat{f}^*, \hat{S}) \), say 0.625, in this example. Consequently, \( \hat{f}^* \) can be very unfair over \( S \), and hence, is far from \( f^* \).

Next, we give some theoretical results showing the weaknesses of Program (ConFair).

**An upper bound for** \( \gamma(f, S) \). More generally, given a classifier \( f \in \{0,1\}^X \), we provide an upper bound for \( \gamma(f, S) \) that is represented by \( \gamma(f, \hat{S}) \); see the following lemma.

**Lemma A.4 (An upper bound for** \( \gamma(f, S) \)) **Suppose we have**

1. \( \Pr[f = 1 | \hat{Z} = 0] \leq \Pr[f = 1 | \hat{Z} = 1] \);
2. \( \Pr[f = 1, Z = 0 | \hat{Z} = 0] \leq \alpha_0 \cdot \Pr[f = 1, Z = 1 | \hat{Z} = 0] \) for some \( \alpha_0 \in [0,1] \);
3. \( \Pr[f = 1, Z = 0 | \hat{Z} = 1] \leq \alpha_1 \cdot \Pr[f = 1, Z = 1 | \hat{Z} = 1] \) for some \( \alpha_1 \in [0,1] \).

Let \( \beta_{ij} = \frac{\mu_j}{\mu_i} \) for \( i, j \in \{0,1\} \). The following inequality holds

\[
\gamma(f, S) \leq \frac{\alpha_0(1 + \alpha_1)\beta_{00} \cdot \gamma(f, \hat{S}) + \alpha_1(1 + \alpha_0)\beta_{10}}{(1 + \alpha_1)\beta_{00} \cdot \gamma(f, \hat{S}) + (1 + \alpha_0)\beta_{11}} \leq \max \{ \alpha_0, \alpha_1 \} \cdot \frac{\mu_1}{\mu_0}.
\]

The intuition of the first assumption is that the statistical rate for \( Z = 0 \) is at most that for \( Z = 1 \) over the noisy dataset \( \hat{S} \). The second and the third assumptions require the classifier \( f \) to be less positive when \( Z = 0 \). Intuitively, \( f \) is restricted to induce a smaller statistical rate for \( Z = 0 \) over both \( S \) and \( \hat{S} \). Specifically, if \( \alpha_0 = \alpha_1 = 0 \) as in Example A.3, we have \( \gamma(f, S) = 0 \). Even if \( \alpha_0 = \alpha_1 = 1 \), we have \( \gamma(f, S) \leq \frac{\mu_1}{\mu_0} \) which does not depend on \( \gamma(f, \hat{S}) \).

**Proof:** [Proof of Lemma A.4] By the first assumption, we have

\[
\gamma(f, \hat{S}) = \frac{\Pr[f = 1 | \hat{Z} = 0]}{\Pr[f = 1 | \hat{Z} = 1]}.
\]

(25)
By the second assumption, we have

\[
\begin{align*}
\Pr[f = 1, Z = 1 | \hat{Z} = 0] &= \frac{1 + \alpha_0}{1 + \alpha_0} \cdot \Pr[f = 1, Z = 1 | \hat{Z} = 0] \\
&\geq \frac{\Pr[f = 1, Z = 1 | \hat{Z} = 0] + \Pr[f = 1, Z = 0 | \hat{Z} = 0]}{1 + \alpha_0} \\
&= \frac{1}{1 + \alpha_0} \cdot \Pr[f = 1 | \hat{Z} = 0].
\end{align*}
\]  

(26)

Similarly, we have the following

\[
\Pr[f = 1, Z = 0 | \hat{Z} = 0] \leq \frac{\alpha_0}{1 + \alpha_0} \cdot \Pr[f = 1 | \hat{Z} = 0].
\]  

(27)

Also, by the third assumption, we have

\[
\Pr[f = 1, Z = 1 | \hat{Z} = 1] \geq \frac{1}{1 + \alpha_1} \cdot \Pr[f = 1 | \hat{Z} = 1],
\]  

(28)

and

\[
\Pr[f = 1, Z = 0 | \hat{Z} = 1] \leq \frac{\alpha_1}{1 + \alpha_1} \cdot \Pr[f = 1 | \hat{Z} = 1].
\]  

(29)

Then

\[
\begin{align*}
\Pr[f = 1 | Z = 0] &= \Pr[f = 1, \hat{Z} = 0 | Z = 0] + \Pr[f = 1, \hat{Z} = 1 | Z = 0] \\
&= \Pr[f = 1, Z = 0 | \hat{Z} = 0] \cdot \frac{\hat{\mu}_0}{\mu_0} \\
&\quad + \Pr[f = 1, Z = 0 | \hat{Z} = 1] \cdot \frac{\hat{\mu}_1}{\mu_0} \\
&= \Pr[f = 1, Z = 0 | \hat{Z} = 0] \cdot \beta_{00} \\
&\quad + \Pr[f = 1, Z = 0 | \hat{Z} = 1] \cdot \beta_{10} \\
&\leq \frac{\alpha_0 \beta_{00}}{1 + \alpha_0} \cdot \Pr[f = 1 | \hat{Z} = 0] + \frac{\alpha_1 \beta_{10}}{1 + \alpha_1} \cdot \Pr[f = 1 | \hat{Z} = 1].
\end{align*}
\]  

(Defn. of \(\beta_{00}\) and \(\beta_{10}\))

(Ineqs. (27) and (29))

(30)

By a similar argument, we have

\[
\begin{align*}
\Pr[f = 1 | Z = 1] &= \Pr[f = 1, \hat{Z} = 0 | Z = 1] \cdot \beta_{01} \\
&\quad + \Pr[f = 1, \hat{Z} = 1 | Z = 1] \cdot \beta_{11} \\
&\geq \frac{\beta_{01}}{1 + \alpha_0} \cdot \Pr[f = 1 | \hat{Z} = 0] + \frac{\beta_{11}}{1 + \alpha_1} \cdot \Pr[f = 1 | \hat{Z} = 1].
\end{align*}
\]  

(Defn. of \(\beta_{01}\) and \(\beta_{11}\))

(Ineqs. (26) and (28))

(31)
Thus, we have
\[
\gamma(f, S) \leq \frac{\Pr [f = 1 | Z = 0]}{\Pr [f = 1 | Z = 1]} \quad \text{(Defn. of } \gamma(f, S)\text{)}
\]
\[
\leq \frac{\alpha_0 \beta_{00}}{1 + \alpha_0} \cdot \Pr \left[ f = 1 | \hat{Z} = 0 \right] + \frac{\alpha_1 \beta_{10}}{1 + \alpha_1} \cdot \Pr \left[ f = 1 | \hat{Z} = 1 \right] \quad \text{(Ineqs. (30) and (31))}
\]
\[
= \frac{\alpha_0 (1 + \alpha_1) \beta_{00} \cdot \gamma(f, \hat{S}) + \alpha_1 (1 + \alpha_0) \beta_{10}}{(1 + \alpha_1) \beta_{01} \cdot \gamma(f, \hat{S}) + (1 + \alpha_0) \beta_{11}} \quad \text{(Eq. (25))}
\]
\[
\leq \max \left\{ \frac{\alpha_0 \cdot \beta_{00}}{\beta_{01}}, \frac{\alpha_1 \cdot \beta_{10}}{\beta_{11}} \right\} \quad \text{(Defn. of } \beta_{ij} \text{)}
\]
which completes the proof. \(\Box\)

\(f^* \) may not be feasible in Program \(\text{(ConFair)}\). We consider a simple case that \(\eta_1 = \eta_2 = \eta\). Without loss of generality, we assume that \(\Pr [f^* = 1 | Z = 0] \leq \Pr [f^* = 1 | Z = 1]\), i.e., the statistical rate of \(Z = 0\) is smaller than that of \(Z = 1\) over \(S\). Consequently, we have
\[
\gamma(f^*, S) = \frac{\Pr [f^* = 1 | Z = 0]}{\Pr [f^* = 1 | Z = 1]}
\]

**Lemma A.5 (Range of \(\Omega(f^*, \hat{S})\))** Let \(\varepsilon \in (0, 0.5)\) be a given constant and let
\[
\Gamma = \eta \mu_0 + (1 - \eta)(1 - \mu_0) \cdot \frac{(1 - \eta) \mu_0 \gamma(f^*, S) + \eta (1 - \mu_0)}{\eta \mu_0 \gamma(f^*, S) + (1 - \eta)(1 - \mu_0)}
\]
With probability at least \(1 - 4e^{-\frac{\varepsilon^2 \eta \lambda_N}{25}}\), the following holds
\[
\gamma(f^*, \hat{S}) \in (1 \pm \varepsilon) \cdot \min \left\{ \Gamma, \frac{1}{\Gamma} \right\}
\]
For instance, if \(\mu_0 = 0.5\), \(\gamma(f^*, S) = 0.8 = \tau\) and \(\eta = 0.2\), we have
\[
\gamma(f^*, \hat{S}) \approx 0.69 < \tau.
\]
Then \(f^*\) is not a feasible solution of Program \(\text{(ConFair)}\). Before proving the lemma, we give some intuitions.

**Discussion A.6** By Definition 2.7 we have that for a given classifier \(f^* \in \mathcal{F}\),
\[
\Pr \left[ \hat{Z} = 1 | Z = 0 \right] \approx \Pr \left[ \hat{Z} = 0 | Z = 1 \right] \approx \eta \quad (32)
\]
Moreover, the above property also holds when conditioned on a subset of samples with \(Z = 0\) or \(Z = 1\). Specifically, for \(i \in \{0, 1\}\),
\[
\Pr \left[ \hat{Z} = 1 | f^* = 1, Z = 0 \right] \approx \Pr \left[ \hat{Z} = 0 | f^* = 1, Z = 1 \right] \approx \eta \quad (33)
\]
Another consequence of Property (32) is that for \(i \in \{0, 1\}\),
\[
\hat{\mu}_i = \pi_{i,i} \mu_i + \pi_{i,1-i} \mu_{1-i} \quad \text{(Observation (37))}
\approx (1 - \eta) \mu_i + \eta \mu_{1-i} \quad \text{(Property (32))}
\]
Then we have
\[
\Pr \left[ f^* = 1 \mid \hat{Z} = 0 \right] \\
= \Pr \left[ f^* = 1, Z = 0 \mid \hat{Z} = 0 \right] + \Pr \left[ f^* = 1, Z = 1 \mid \hat{Z} = 0 \right] \\
= \Pr \left[ Z = 0 \mid \hat{Z} = 0 \right] \cdot \Pr \left[ f^* = 1 \mid Z = 0, \hat{Z} = 0 \right] \\
+ \Pr \left[ Z = 1 \mid \hat{Z} = 0 \right] \cdot \Pr \left[ f^* = 1 \mid Z = 1, \hat{Z} = 0 \right] \\
= \frac{\pi_{00}}{\hat{\mu}_0} \cdot \Pr \left[ f^* = 1 \mid Z = 0, \hat{Z} = 0 \right] + \frac{\pi_{01}}{\hat{\mu}_0} \cdot \Pr \left[ f^* = 1 \mid Z = 1, \hat{Z} = 0 \right] \\
\approx (1 - \eta) \mu_0 \cdot \Pr \left[ f^* = 1 \mid Z = 0, \hat{Z} = 0 \right] \\
+ \frac{\eta \mu_1}{(1 - \eta) \mu_0 + \eta \mu_1} \cdot \Pr \left[ f^* = 1 \mid Z = 1, \hat{Z} = 0 \right] \quad \text{(Properties (32) and (34))}
\]
\[
= \frac{(1 - \eta) \mu_0}{(1 - \eta) \mu_0 + \eta (1 - \mu_0)} \cdot \Pr \left[ f^* = 1 \mid Z = 0 \right] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 0 \right] \\
+ \frac{\eta \mu_1}{(1 - \eta) \mu_0 + \eta (1 - \mu_0)} \cdot \Pr \left[ f^* = 1 \mid Z = 1 \right] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right] \\
\approx \frac{(1 - \eta) \mu_0}{(1 - \eta) \mu_0 + \eta (1 - \mu_0)} \cdot \Pr \left[ f^* = 1 \mid Z = 0 \right] \\
+ \frac{\eta \mu_1}{(1 - \eta) \mu_0 + \eta (1 - \mu_0)} \cdot \Pr \left[ f^* = 1 \mid Z = 1 \right] \quad \text{(Properties (32) and (33))}
\]

Similarly, we can represent
\[
\Pr \left[ f^* = 1 \mid \hat{Z} = 1 \right] \\
\approx \frac{\eta \mu_0}{\eta \mu_0 + (1 - \eta)(1 - \mu_0)} \Pr \left[ f^* = 1 \mid Z = 0 \right] + \frac{(1 - \eta) \mu_1}{\eta \mu_0 + (1 - \eta)(1 - \mu_0)} \Pr \left[ f^* = 1 \mid Z = 1 \right].
\]

Applying the approximate values of \(\Pr \left[ f^* = 1 \mid \hat{Z} = 0 \right]\) and \(\Pr \left[ f^* = 1 \mid \hat{Z} = 1 \right]\) to compute \(\gamma(f^*, S)\), we have Lemma A.5.

**Proof:** [Proof of Lemma A.5] By definition, we have
\[
\gamma(f^*, \hat{S}) \leq \frac{\Pr \left[ f^* = 1 \mid \hat{Z} = 0 \right]}{\Pr \left[ f^* = 1 \mid \hat{Z} = 1 \right]}.
\]
Thus, it suffices to provide an upper bound for \( \Pr \left[ f^* = 1 \mid \hat{Z} = 0 \right] \) and a lower bound for \( \Pr \left[ f^* = 1 \mid \hat{Z} = 1 \right] \).

Similar to Discussion A.6, we have

\[
\Pr \left[ f^* = 1 \mid \hat{Z} = 0 \right] = \frac{\Pr [Z = 0] \cdot \Pr [f^* = 1 \mid Z = 0] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 0 \right]}{\Pr \left[ \hat{Z} = 0 \right]}
+ \frac{\Pr [Z = 1] \cdot \Pr [f^* = 1 \mid Z = 1] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right]}{\Pr \left[ \hat{Z} = 0 \right]}
= \frac{\mu_0 \cdot \Pr [f^* = 1 \mid Z = 0] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 0 \right]}{\pi_{00} \mu_0 + \pi_{01} (1 - \mu_0)}
+ \frac{\mu_1 \cdot \Pr [f^* = 1 \mid Z = 1] \cdot \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right]}{\pi_{00} \mu_0 + \pi_{01} (1 - \mu_0)},
\]

and

\[
\Pr \left[ f^* = 1 \mid \hat{Z} = 1 \right] = \frac{\Pr [Z = 0] \cdot \Pr [f^* = 1 \mid Z = 0] \cdot \Pr \left[ \hat{Z} = 1 \mid f^* = 1, Z = 0 \right]}{\Pr \left[ \hat{Z} = 1 \right]}
+ \frac{\Pr [Z = 1] \cdot \Pr [f^* = 1 \mid Z = 1] \cdot \Pr \left[ \hat{Z} = 1 \mid f^* = 1, Z = 1 \right]}{\Pr \left[ \hat{Z} = 1 \right]}
= \frac{\mu_0 \cdot \Pr [f^* = 1 \mid Z = 0] \cdot \Pr \left[ \hat{Z} = 1 \mid f^* = 1, Z = 0 \right]}{\pi_{11} (1 - \mu_0) + \pi_{20} \mu_0}
+ \frac{\mu_1 \cdot \Pr [f^* = 1 \mid Z = 1] \cdot \Pr \left[ \hat{Z} = 1 \mid f^* = 1, Z = 1 \right]}{\pi_{11} (1 - \mu_0) + \pi_{20} \mu_0},
\]

We then analyze the right side of the Equation 35. We take the term \( \Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right] \) as an example. Let \( A = \{i \in [n] : f^*(s_i) = 1, z_i = 0\} \). By Assumption 1, we have \( |A| \geq \lambda N \). For \( i \in A \), let \( X_i \) be the random variable where \( X_i = 1 - \hat{z}_i \). By Definition 2.1, we know that \( \Pr [X_i = 1] = \eta \). Also,

\[
\Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right] = \frac{\sum_{i \in A} X_i}{|A|}.
\]

Since all \( X_i \) \( (i \in A) \) are independent, we have

\[
\Pr \left[ \sum_{i \in A} X_i \in \left( 1 \pm \frac{\varepsilon}{8} \right) \cdot \eta |A| \right] \geq 1 - 2e^{-\frac{\varepsilon^2 |A|}{24\eta^2}} \quad \text{(Chernoff bound)}
\geq 1 - 2e^{-\frac{\varepsilon^2 \lambda N}{24\eta^2}} \quad \text{(|A| \geq \lambda N)}
\]

Thus, with probability at least \( 1 - 2e^{-\frac{\varepsilon^2 \lambda N}{24\eta^2}} \),

\[
\Pr \left[ \hat{Z} = 0 \mid f^* = 1, Z = 1 \right] = \frac{\sum_{i \in A} X_i}{|A|} \quad \text{(Eq. 37)}
\geq (1 \pm \frac{\varepsilon}{8}) \cdot \eta |A| \quad \text{(Ineq. 38)}
\]

\[
\in \left( 1 \pm \frac{\varepsilon}{8} \right) \eta.
\]
Consequently, we have
\[
\Pr\left[\hat{Z} = 1 \mid f^* = 1, Z = 1\right] = 1 - \Pr\left[\hat{Z} = 0 \mid f^* = 1, Z = 1\right]
\in 1 - (1 \pm \frac{\varepsilon}{8})\eta \quad \text{(Ineq. (39))}
\in (1 \pm \frac{\varepsilon}{8})(1 - \eta) \quad \text{($\eta < 0.5$)}
\]

Similarly, we can prove that with probability at least \(1 - 4e^{-\frac{2\eta\Lambda N}{192}}\),
- \(\pi_{01}, \pi_{20}, \Pr\left[\hat{Z} = 1 \mid f^* = 1, Z = 0\right], \Pr\left[\hat{Z} = 0 \mid f^* = 1, Z = 1\right] \in (1 \pm \frac{\varepsilon}{8})\eta;\)
- \(\pi_{00}, \pi_{11}, \Pr\left[\hat{Z} = 0 \mid f^* = 1, Z = 0\right], \Pr\left[\hat{Z} = 1 \mid f^* = 1, Z = 1\right] \in (1 \pm \frac{\varepsilon}{8})(1 - \eta).\)

Applying these inequalities to Equations (35) and (36), we have that with probability at least \(1 - 4e^{-\frac{2\eta\Lambda N}{192}}\),
\[
\frac{\Pr\left[f^* = 1 \mid \hat{Z} = 0\right]}{\Pr\left[f^* = 1 \mid \hat{Z} = 1\right]} \in (1 \pm \varepsilon) \cdot \frac{\eta \mu_0 + (1 - \eta)(1 - \mu_0)}{(1 - \eta)\mu_0 + \eta(1 - \mu_0)} \cdot \frac{(1 - \eta)\mu_0 \gamma(f^*, S) + \eta(1 - \mu_0)}{\eta \mu_0 \gamma(f^*, S) + (1 - \eta)(1 - \mu_0)}
\in (1 \pm \varepsilon) \cdot \Gamma,
\]

and
\[
\frac{\Pr\left[f^* = 1 \mid \hat{Z} = 1\right]}{\Pr\left[f^* = 1 \mid \hat{Z} = 0\right]} \in (1 \pm \varepsilon) \cdot \frac{1}{\Gamma}.
\]

By the definition of \(\gamma(f^*, \hat{S})\), we complete the proof. \(\square\)

**B Other empirical results**

We first present the performances of our denoised algorithm **DenoisedLR** under different \(\tau\); summarized by Figures 2 and 3. In general, as \(\tau\) increases, the accuracy of **DenoisedLR** decreases and \(\gamma\) increases up to 1. Sometimes, the average of \(\gamma\) for \(\tau = 0.95\) may be smaller than that for \(\tau = 0.9\). A possible reason is that \(\tau = 0.95\) is a stronger constraint such that the success probability of Theorem 3.3 is smaller. Then there may exist some noisy dataset \(\hat{S}\) such that the learned classifier \(f\) of **DenoisedLR** violates \(\gamma(f, S) \geq \tau\).

We also investigate the performances of algorithms w.r.t. varying \(\eta_0, \eta_1\). We consider \(\eta_0 = \eta_1 = \eta \in \{0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4\}\). Other settings are the same as in the main text. Both **ZVRG** and **GYF** learn the unconstrained optimal classifier whose \(\gamma\) is at most 0.7. The performances of **FairLR** and **DenoisedLR** are summarized in Figures 4 and 5, where we select \(\tau = 0.8\). Observe that **DenoisedLR** always achieves \(\gamma\) close to 0.8, which is higher than that of **FairLR** for different \(\eta\). Meanwhile, the loss of accuracy for **DenoisedLR** compared to **FairLR** is small, say around 1%-6%.
Figure 2: The accuracy and $\gamma$ of DenoisedLR over the Adult dataset w.r.t. varying $\tau$. 
Figure 3: The accuracy and $\gamma$ of DenoisedLR over the Compa dataset w.r.t. varying $\tau$. 
Figure 4: The accuracy and $\gamma$ of FairLR and DenoisedLR over the Adult dataset w.r.t. varying $\eta$ for $\tau = 0.8$. When the protected attribute is sex, the unconstrained optimal classifier has accuracy $\%$ and $\gamma = \%$. When the protected attribute is race, the unconstrained optimal classifier has accuracy $\%$ and $\gamma = \%$. 
Figure 5: The accuracy and $\gamma$ of FairLR and DenoisedLR over the Compas dataset w.r.t. varying $\eta$ for $\tau = 0.8$. When the protected attribute is sex, the unconstrained optimal classifier has accuracy 66% and $\gamma = 0.62$. When the protected attribute is race, the unconstrained optimal classifier has accuracy 66% and $\gamma = 0.53$. 