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Abstract. Suppose $F$ is a self-affine set on $\mathbb{R}^d$, $d \geq 2$, which is not a singleton, associated to affine contractions $f_j = A_j + b_j$, $A_j \in \text{GL}(d, \mathbb{R})$, $b_j \in \mathbb{R}^d$, $j \in \mathcal{A}$, for some finite $\mathcal{A}$. We prove that if the group $\Gamma$ generated by the matrices $A_j$, $j \in \mathcal{A}$, forms a proximal and totally irreducible subgroup of $\text{GL}(d, \mathbb{R})$, then any self-affine measure $\mu = \sum p_j f_j \mu$, $\sum p_j = 1$, $0 < p_j < 1$, $j \in \mathcal{A}$, on $F$ is a Rajchman measure: the Fourier transform $\hat{\mu}(\xi) \to 0$ as $|\xi| \to \infty$. As an application this shows that self-affine sets with proximal and totally irreducible linear parts are sets of rectangular multiplicity for multiple trigonometric series. Moreover, if the Zariski closure of $\Gamma$ is connected real split Lie group in the Zariski topology, then $\hat{\mu}(\xi)$ has a power decay at infinity. Hence $\mu$ is $L^p$ improving for all $1 < p < \infty$ and $F$ has positive Fourier dimension. In dimension $d = 2, 3$ the irreducibility of $\Gamma$ and non-compactness of the image of $\Gamma$ in $\text{PGL}(d, \mathbb{R})$ is enough for power decay of $\hat{\mu}$. The proof is based on quantitative renewal theorems for random walks on the sphere $S^{d-1}$.

1. Introduction and the Main Results

1.1. Spectrum of self-affine measures. Let $f_j = A_j + b_j$, $j \in \mathcal{A}$, a finite collection of affine contractions of $\mathbb{R}^d$ associated to a non-singular matrices $A_j \in \text{GL}(d, \mathbb{R})$ with $\|A_j\| < 1$ and translation vectors $b_j \in \mathbb{R}^d$. The self-affine set $F$ associated to $\{f_j : j \in \mathcal{A}\}$ is the unique non-empty compact set $F \subset \mathbb{R}^d$ satisfying the invariance

$$F = \bigcup_{j \in \mathcal{A}} f_j(F).$$

Moreover, a natural class of measures $\mu$ associated to $\{f_j : j \in \mathcal{A}\}$ are the self-affine measures, that is, those probability measures $\mu$ on $F$ satisfying $\mu = \sum_{j \in \mathcal{A}} p_j f_j \mu$ for some weights $0 < p_j < 1$, $j \in \mathcal{A}$, with $\sum_{j \in \mathcal{A}} p_j = 1$, which appear in the dimension theory of self-affine sets. The geometry of self-affine sets and measures has been extensively studied since their introduction and popularisation after the work of Falconer [18, 19, 20], see also the survey [21]. Recently, a useful connection to the dynamics of the stationary measure (Furstenberg measure) on the projective space has been developed in the study of self-affine sets. This was first introduced and popularised by the work [22] by Falconer and Kempton originally appeared in 2015 (related ergodic theoretic ideas were also simultaneously developed by Bárány [6]) and then it has been crucial in the analysis of the behaviour of self-affine sets and measures. See for example the recent works of Bárány, Hochman, Rapaport [8], Bárány and Käenmäki [7] and Feng [23] just to name a few. This paper follows this line of research but develops the connection to random walks on matrix groups further. In particular we
will apply the recent advancements in the theory of random walks on reductive groups (see for example the book \cite{9} by Benoist and Quint) to study the spectral theory of the self-affine sets and measures.

Consider the $L^2$ spectrum $\sigma(\mu, L^2)$ of the multiplier $f \mapsto f \ast \mu$, in $L^2(\mathbb{R}^d)$, that is,

$$\sigma(\mu, L^2) = \{ \hat{\mu}(n) : n \in \mathbb{Z}^d \} \subset \mathbb{C},$$

where $\hat{\mu}$ is the Fourier transform of $\mu$, defined by

$$\hat{\mu}(\xi) := \int e^{-2\pi i \xi \cdot x} \, d\mu(x), \quad \xi \in \mathbb{R}^d.$$ 

The $L^2$ spectrum for singular measures $\mu$ in general has been a widely studied notion, in particular, depending on the behaviour of $\hat{\mu}(n)$ at infinity, it has various applications throughout analysis and geometry. The original motivation comes from Riemann’s uniqueness problem \cite{50,16} of trigonometric series (see Section 1.3 below) where the asymptotic behaviour of $\hat{\mu}$ is linked to the multiplicity and uniqueness of the support of the measure $\mu$. Moreover, the decay of $\hat{\mu}$ at infinity can be linked to the prevalence of normal numbers or vectors in the support $\text{supp } \mu$ of $\mu$, see the work of Davenport-Erdős-LeVeque \cite{17}, to the existence of arithmetic patterns in $\text{supp } \mu$ \cite{39} and absolute continuity of fractal measures \cite{56}. Finally, in the harmonic analysis of singular measures $\mu$, Hörmander proved that if $\hat{\mu}(n) \to 0$ as $|n| \to \infty$, then $\sigma(\mu, L^2)$ also agrees with the $L^1$ spectrum of the multiplier $f \mapsto f \ast \mu$. This motivated (see the works of Sarnak \cite{55} and Sidorov-Solomyak \cite{59}) to study the $L^2$ spectrum of various specific singular measures $\mu$ such as the Cantor-Lebesgue measure and Bernoulli convolutions. More recently the decay results have been useful in establishing results on quantum resonances in quantum chaos, see for example Bourgain and Dyatlov \cite{13}.

The heuristic idea behind the decay of Fourier transform at infinity is commonly explained by some “chaotic properties” within the singular measure $\mu$, such as when $\mu$ is given by a random measure associated to some random process such as Brownian motion or other random construction \cite{32,33,34,58,25,26} or by an equilibrium state to a sufficiently non-linear dynamical system, see the various recent works on these \cite{35,36,31,52,13,40,41,44}. A classical result that really highlights this phenomenon is the theorem of Salem-Zygmund \cite{54} and Piatetski-Shapiro \cite{49}, which say that the Cantor-Lebesgue measure $\mu_\lambda$ on the standard middle $\lambda$-Cantor set, $0 < \lambda < 1/2$, satisfies $\hat{\mu}_\lambda(\xi) \to 0$ if and only if $\lambda^{-1}$ is not a Pisot number, that is, a real number whose powers approximate integers exponentially fast. A similar result also holds for Bernoulli convolutions by the work of Salem \cite{53} and Erdős \cite{29}. Hence a some sort of “non-concentration” to arithmetic progressions (lattices) should characterise Fourier decay at infinity. In a recent work \cite{45} we developed this connection further and in the setting of general self-similar measures, we proved the Fourier decay of the self-similar measures as long as the random walk defined by the contractions to not concentrate on a lattice/arithmetic progressions.

In the self-affine world we see that the correct analogue for the “chaos” assumption to gain Fourier decay of $\hat{\mu}$ requires some form of irreducibility of the subgroup generated by the random matrix products from $A_j, j \in \mathcal{A}$, in $\text{GL}(d, \mathbb{R})$. More formally this can be achieved if the subgroup generated by $A_j, j \in \mathcal{A}$,

$$\Gamma = \langle A_j : j \in \mathcal{A} \rangle < \text{GL}(d, \mathbb{R})$$

forms an irreducibility and proximal group. In this case we can prove the following result on the spectrum of self-affine measures:
Theorem 1.1. Suppose $F$ is a self-affine set on $\mathbb{R}^d$, $d \geq 2$, which is not a singleton, associated to affine contractions $f_j = A_j + b_j$, $j \in \mathcal{A}$. If $\Gamma = \langle A_j : j \in \mathcal{A} \rangle$ forms a proximal and totally irreducible subgroup of $\text{GL}(d, \mathbb{R})$, then

$$\hat{\mu}(\xi) \to 0, \quad |\xi| \to \infty.$$ 

In the dimension theory of self-affine measures, especially in the recent works of Bárány-Hochman-Rapaport [8] the same assumption on irreducibility of $\Gamma$ is required to prove the Hausdorff dimension of the self-affine measure $\mu$ agrees with its Lyapunov dimension. In our setting, after an application of Cauchy-Schwartz inequality, we observe that the Fourier transform $\hat{\mu}(\xi)$ of a self-affine measure $\mu$ reduces to a probabilistic expression depending on $\xi$, which appears commonly in renewal theory of random walks on the $d-1$ sphere $S^{d-1}$. In these cases the irreducibility of $\Gamma$ is known to be crucial to establish a renewal theorem that proves Theorem 1.1.

1.2. Power decay of $\hat{\mu}$ and the Zariski closure of $\Gamma$. Theorem 1.1 does not say anything about the decay rate of $\hat{\mu}$ at infinity. Having a quantitative rate of Fourier decay at infinity for $\mu$ can be important property in various applications. A classical application comes in harmonic analysis. Stein asked (see for example [60, pp. 122-123]) to characterise singular measures $\mu$ which are $L^p$ improving, that is, those $\mu$ for which for some $1 < p < \infty$ there exists $r > p$ such that

$$f * \mu \in L^r(\mathbb{R}^d) \quad \text{for all } f \in L^p(\mathbb{R}^d).$$

In other words, the multiplier $f \mapsto f * \mu$ is a bounded operator from $L^p(\mathbb{R}^d) \to L^r(\mathbb{R}^d)$. One can use a complex interpolation argument to show that if a measure $\mu$ is $L^p$ improving for some $p$, then it is $L^p$ improving for all $1 < p < \infty$, see [60, pp. 122-123]. If a measure $\mu$ on $\mathbb{R}^d$ has a power Fourier decay at infinity, that is, for some $\alpha > 0$ we have

$$|\hat{\mu}(\xi)| = O(|\xi|^{-\alpha}), \quad |\xi| \to \infty,$$

then $\mu$ is $L^p$ improving with $r$ defined by $1/r = 1/p - \alpha$ and $p \leq 2 \leq r$, see Zygmund [63, 26, Vol. II, p. 1271] for a proof. Moreover, if one can prove the Fourier transform of $\mu$ has power decay at infinity, then the support of $\mu$ has positive Fourier dimension, see the book [48] by Mattila for a history and survey of this notion in connection to various problems in geometric measure theory, fractal geometry, and harmonic analysis. Positivity of the Fourier dimension of the support of $\mu$ implies $\mu$ almost every vector in the support of $\mu$ is normal in every base, see for example [17]. In the self-affine case we are considering establishing power Fourier decay of $\mu$ could be helpful in the study of absolute continuity for classes of self-affine measures, see the discussion in Section 1.4 below.

In the proof of Theorem 1.1 we observe that the key point, where we obtain a slower rate than polynomial in the Fourier decay, comes from the rate of convergence for the renewal theorem for random walks on $S^{d-1}$. In particular these rates can be improved when assuming $\mathbb{R}$-split for the Zariski closure of $\Gamma$, see Definition 3.6 for a formal definition. Using the exponential speed in the renewal theorem established in [41], which is based on the discretized sum-product estimates invented by Bourgain and developed in [30] and [42], we give a power decay.

Theorem 1.2. Suppose $F$ is a self-affine set, which is not a singleton, associated to affine contractions $f_j = A_j + b_j$, $j \in \mathcal{A}$. If the Zariski closure of $\Gamma = \langle A_j : j \in \mathcal{A} \rangle$ is $\mathbb{R}$-splitting
and connected in Zariski topology, and acts irreducible on $\mathbb{R}^d$, we have polynomial decay of Fourier coefficients: there exists $\alpha > 0$ such that

$$|\hat{\mu}(\xi)| = O(|\xi|^{-\alpha}), \quad |\xi| \to \infty.$$  

In particular, $\mu$ is $L^p$ improving for all $1 < p < \infty$ and $F$ has positive Fourier dimension.

Let us now discuss about the validity of the assumptions of Theorem 1.2 below:

**Remark 1.1.**  
(1) The assumption on $\mathbb{R}$-splitting and connectedness of the Zariski closure of $\Gamma$ is always satisfied if the group $\Gamma$ is Zariski dense in $\text{GL}(d, \mathbb{R})$, which is a connected $\mathbb{R}$-splitting algebraic group.

(2) When $d = 2$, the $\mathbb{R}$-splitting of the Zariski closure is actually equivalent to the condition of linear part in Bárány-Hochman-Rapaport [8], because a subgroup of $\text{GL}(2, \mathbb{R})$ whose image in $\text{PGL}(2, \mathbb{R})$ is non-compact and totally irreducible is always Zariski dense in $\text{PGL}(2, \mathbb{R})$. Due to the hypothesis that the linear part is contracting $\|A_j\| < 1$, its Zariski closure is the whole $\text{GL}(2, \mathbb{R})$, which satisfies our assumption by the above remark.

(3) Due to the structure of algebraic subgroups of $\text{GL}(d, \mathbb{R})$, for $d = 3$ a totally irreducible subgroup whose image in $\text{PGL}(3, \mathbb{R})$ is not compact still always has a $\mathbb{R}$-splitting Zariski closure. Because the semisimple part of the connected component of the Zariski closure is conjugated to $\text{SL}(3, \mathbb{R})$ or $\text{SO}(1, 2)$. In the first case, due to $\|A_j\| < 1$ the Zariski closure is the whole group $\text{GL}(3, \mathbb{R})$. In the second case, the Zariski closure is conjugated to $\mathbb{R}^* \times \text{SO}(1, 2)$, where $\mathbb{R}^* \times \text{SO}(1, 2)$ means $\mathbb{R}^* \text{id}_3 \times \text{SO}(1, 2)$ and which is $\mathbb{R}$-splitting and algebraically connected. Hence for $d = 2, 3$, Theorem 1.2 holds under the condition of total irreducibility and the image in $\text{PGL}(d, \mathbb{R})$ is non-compact.

(4) Starting from $d = 4$, there is the algebraic subgroup $\text{SO}(1, 3)$ of $\text{GL}(4, \mathbb{R})$ which is not $\mathbb{R}$-splitting. The Zariski closure can also be algebraically non-connected, for example $\mathbb{R}^* \times \text{O}(1, 3) \simeq \mathbb{R}^* \times \text{SO}(1, 3) \rtimes \mathbb{Z}/2\mathbb{Z}$ whose algebraically connected component containing identity is $\mathbb{R}^* \times \text{SO}(1, 3)$.

(5) The group $\text{SL}(2, \mathbb{C})$ can be seen as a subgroup of $\text{GL}(4, \mathbb{R})$ and action of $\text{SL}(2, \mathbb{C})$ on $\mathbb{R}^4$ is not proximal. Hence for $d = 4$, the proximal condition in Theorem 1.1 is used to exclude this case. In dimension $d = 4$, the situation becomes much more complicate due to the appearance of different type of Lie groups.

We conjecture that the power decay of the Fourier transform of the self-affine measure is true only under the condition of Theorem 1.1 (i.e. without the $\mathbb{R}$-splitting of the Zariski closure) or even without the proximal condition. For this purpose, we would need to generalise the renewal theorem with exponential error term to more general situation, which is a prospect for a future work.

**1.3. Uniqueness of multiple trigonometric series.** Let us now discuss a direct application of Theorem 1.1 to the uniqueness of trigonometric series. In classical Fourier analysis of functions $f : \mathbb{R}^d \to \mathbb{R}$, the trigonometric series associated to coefficients $a_\xi$, $\xi \in \mathbb{Z}^d$, are of the form

$$\sum_{\xi \in \mathbb{Z}^d} a_\xi e^{2\pi i (x, \xi)}$$

and one asks if, for example, $a_\xi = \hat{f}(\xi)$, the Fourier transform of $f$, then do these converge to $f$ and in what sense (pointwise, $L^2$, and so on). Thus it is natural to ask about the
uniqueness of such trigonometric series, that is, what sets \( F \subset \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d \) satisfy the following property: if for all \( x \in \mathbb{T}^d \setminus F \) and \( a_\xi, b_\xi \in \mathbb{C}, \xi \in \mathbb{Z}^d \), we have
\[
\sum_{\xi \in \mathbb{Z}^d} a_\xi e^{2\pi i (x, \xi)} = \sum_{\xi \in \mathbb{Z}^d} b_\xi e^{2\pi i (x, \xi)} \quad (1.1)
\]
then are \( a_\xi = b_\xi \) for all \( \xi \in \mathbb{Z}^d \)? Any set \( F \) satisfying the Uniqueness Problem is called a set of uniqueness. Otherwise \( F \) a set of multiplicity. In dimension \( d = 1 \) this problem originated in the seminal works of Riemann, Cantor and Young [50, 16, 62]. In these works it is proved that any countable set in \( \mathbb{R} \) is a set of uniqueness. After these works the problem has become a popular topic in Fourier analysis, see for example the survey of Körner [38] and the references therein.

In the higher dimensional setting there are various ways to generalise the uniqueness problem, and depending on the way we sum, one has very different outcomes, see [4, 5] for discussion and references. If the summation in (1.1) is rectangular, that is, we sum over \( \xi \in R_n \) of boxes \( R_n \to \mathbb{Z}^d \) as \( n \to \infty \), i.e. \( R_n = \prod_{j=1}^d B(0, r_j^n) \) with \( r_j^n \to \infty \) as \( n \to \infty \) for all \( j = 1, \ldots, d \), then Ash, Freiling and Rinne [2] proved that \( F = \emptyset \) is a set of (rectangular) uniqueness. Another way to generalise this is to consider spherical summation in (1.1), that is, sum over \( \xi \in B(0, r_n) \) for some radii \( r_n \to \infty \) as \( n \to \infty \). In this case Bourgain [12] established \( F = \emptyset \) is a set of (spherical) uniqueness and later Ash and Wang [4] generalised this to all finite sets \( F \). See Ash’s survey [3] for more historical overview and references of the uniqueness problem in recent literature.

For the uncountable (fractal) case, in the dimension \( d = 1 \), the works of Salem, Zygmund [54] et al. have been attempting to give classifications of the sets of uniqueness and multiplicity. The known fractal examples of sets of multiplicity were the middle \( \lambda \) Cantor sets \( C_\lambda \) with \( 0 < \lambda < 1/2 \) where the middle \( 1 - 2\lambda \) part of \( [0,1] \) is removed and that \( \lambda^{-1} \) is not a Pisot number. Moreover, recently by using methods from random walks on the additive group \( \mathbb{R} \), we proved in [45] that every self-similar set on \( \mathbb{R} \), which is not a singleton and the contractions \( f_j(x) = x + b_j \) defining \( F \) satisfy that \( \log r_j / \log r_\xi \) is irrational for some \( j \neq \ell \), then \( F \) is a set of multiplicity. In all of these cases, proving a multiplicity of a compact set \( F \) is closely related to the spectrum \( \sigma(\mu, L^2) \) of measures \( \mu \) supported on \( F \). In particular, using Menshov’s localisation argument, see for example the survey of Körner [38], if a probability measure \( \mu \) on \( F \) satisfies \( \hat{\mu}(\xi) \to 0 \) as \( |\xi| \to \infty \), then for any sequence of rectangles \( R_n \to \mathbb{Z}^d \), as \( n \to \infty \), we have
\[
\lim_{n \to \infty} \sum_{\xi \in R_n} \hat{\mu}(\xi) e^{2\pi i (x, \xi)} = 0 \quad (1.2)
\]
for any \( x \notin F \). Here we note that [38, Theorem 3] is stated only for one dimensions, but any rectangular Fourier series is a product of \( d \) one dimensional Fourier series and restriction of \( \mu \) on these spaces has also Fourier decay. Hence any \( F \subset \mathbb{T}^d \) supporting a probability measure \( \mu \) with \( \hat{\mu}(\xi) \to \infty \), as \( |\xi| \to \infty \), must be a set of (rectangular) multiplicity. Thus as a Corollary of Theorem 1.1 we have

**Corollary 1.2.** Suppose \( F \) is a self-affine set on \( \mathbb{T}^d \), which is not a singleton, associated to affine contractions \( f_j = A_j + b_j, j \in \mathcal{A} \). If \( \Gamma = \langle A_j : j \in \mathcal{A} \rangle \) forms a proximal and totally irreducible subgroup of \( \text{GL}(d, \mathbb{R}) \), then \( F \) is a set of rectangular multiplicity.

Corollary 1.2 leaves open the opposite case: if we assume the group \( \Gamma \) preserves some proper subspace of \( \mathbb{R}^d \) on proper subgroups of \( \text{GL}(d, \mathbb{R}) \), that is, when \( \Gamma = \langle A_j : j \in \mathcal{A} \rangle \) lacks
irreducibility, then does this imply actually that $F$ is a set of (rectangular) uniqueness? This would be the analogue of result of Salem-Zygmund [54] and Piatetski-Shapiro [49] that the middle $\lambda$-Cantor set is a set of multiplicity if and only if $\lambda^{-1}$ is not a Pisot number. However, as far as we know this has not been developed further after this so we conjecture a self-affine set is a set of (rectangular) uniqueness if the assumptions of Theorem 1.1 fail. Another direction where to look at Corollary 1.2 would be to consider the spherical summation in (1.1) instead of the rectangular one. Here one faces some obstacles as it is not clear how to deduce a spherical analogue of (1.2) from the decay $\hat{\mu}$ at infinity. For example, in Weisz’s survey [61, Page 27] on multiple trigonometric series we see that spherical summations do not have such nice approximation formulae in higher dimensions as one dimension 1 used in Menshov’s localisation argument [38, Theorem 3] for probability $\mu$ on $\mathbb{R}$.

1.4. Absolute continuity of self-affine measures. A motivation for establishing the power decay of Fourier transform of a fractal measure $\mu$ appears often in the study of absolute continuity of $\mu$ such as Bernoulli convolutions arising from overlapping self-similar iterated function systems, see for example the works of Shmerkin [56], Shmerkin-Solomyak [57] and Saglietti, Shmerkin and Solomyak [51]. See also the recent work on absolute continuity of self-similar measures in dimension at least 3 by Lindenstrauss and Varju [46], which is more closely related to our setting.

In Shmerkin’s original work [56] on the absolute continuity of Bernoulli convolutions, the core idea is to separate the Bernoulli convolution into the convolution of a two self-similar measures. The additive convolution structure of the self-similar measure is crucial in this method, which enables us to combine the full dimension and Fourier decay to obtain the absolute continuity (also known as Erdős-Kahane method, see [56] for a good survey of the topic). The method of Saglietti, Shmerkin and Solomyak in [51] on the absolutely continuity of non-homogeneous self similar measure is to try to transfer every thing to homogeneous self-similar case and it is done by using the commutativity of $\mathbb{R}$. For example, if we have two map with different contraction ratios $r_1 \neq r_2$, then the twice iteration has four maps and only three different contraction ratios $r_1^2, r_2^2, r_1 r_2$, with two different maps with the same contraction ratio $r_1 r_2$. In higher dimensional self-similar case, Lindenstrauss and Varju [46] also used the same idea, that is, using the commutativity of $\mathbb{R}$, to extract a part of the IFS with the same contraction ratio.

However, in the self-affine case we are considering, it is the non-commutativity of the linear parts that gives the power Fourier decay of the self-affine measure in Theorem 1.2 by the renewal theorems we proved in $\mathbb{S}^{d-1}$. We are unable to extract a part of the IFS with the same contraction ratio, so the methods used by Saglietti, Shmerkin and Solomyak [51] and Lindenstrauss and Varju [46] cannot be adapted in our setting. Any kind of convolution structure of the self-affine measure is difficult to find in this case, which would probably require a new method involving different type of separation of the self-affine measure. We expect that there should be a result for self-affine measures analogous to the work of Lindenstrauss and Varju [46], say, a result with a parametrised family of self-affine measures or a random version saying the absolute continuity of $\mu$ holds almost surely, where Theorem 1.2 would be applied to.
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2. Preliminaries on self-affine geometry

2.1. Symbolic notations and products of matrices. Fix an iterated function system \( \{ f_j : j \in A \} \) consisting of maps \( f_j = A_j + b_j \) for \( A_j \in \text{GL}(d, \mathbb{R}) \) and \( b_j \in A \) with \( \| A_j \| < 1 \) for all \( j \in A \), where we write \( \| \cdot \| \) as the operator norm of matrices. Let \( F \) be the compact non-empty self-affine fractal associated to \( \{ f_j : j \in A \} \), that is,

\[
F = \bigcup_{j \in A} f_j(F).
\]

We say that \( \mu \) is a self-affine measure on \( F \) if there exist weights \( 0 < p_j < 1, j \in A \), such that \( \sum_{j \in A} p_j = 1 \), and \( \mu \) satisfies the relation

\[
\mu = \sum_{j \in A} p_j f_j \mu.
\]

Definition 2.1 (Word spaces \( A^n, A^* \)). Write \( A^* \) the set of all finite words and \( A^n \) the set of all length \( n \) words. Let \( w \in A^n \). Define the composition

\[
f_w := f_{w_1} \circ \cdots \circ f_{w_n} = A_w + b_w,
\]

where

\[
A_w := A_{w_1} \cdots A_{w_n}
\]

and \( b_w \) is the corresponding translation component.

2.2. Regularity of self-affine measures. Self-affine measures enjoy the following weak form of Ahlfors-David regularity, which is a folklore result that we prove here. Currently we found a reference by Feng and Lau [24], where this was proven for self-similar measures on \( \mathbb{R}^d \), and we follow the same idea. We only need the upper bound in our proof and the upper bound can also be found in Aoun-Guivarc’h [1], where they prove regularity of the stationary measures which contains our self-affine measures.

The following notation is only used in this subsection. We write

\[
F_w := f_w(F), \quad w \in A^*.
\]

Note that the diameter \( \text{diam}(F_w) \leq \| A_w \| \).

Denote

\[
r_w := \| A_w \|,
\]

which will shrink exponentially as \( |w| \to \infty \) due to \( \| A_j \| < 1 \) for all \( j \in A \).

Definition 2.2 (Words \( A_r \) with prescribed matrix norm). For \( r > 0 \) write the collection of words \( w \) corresponding to roughly norm \( r \) matrices \( A_w \) as:

\[
A_r := \{ w \in A^* : r_w < r \leq r_{\tilde{w}} \},
\]

where \( \tilde{w} \) is the length \( |w| - 1 \) word obtained from \( w \) by removing the last letter of \( w \).

Note that if we fix \( r > 0 \), then we have the following invariance:

\[
\mu = \sum_{w \in A_r} p_w f_w \mu.
\]
Lemma 2.3. Assume the self-affine set $F$ is not a singleton and $\mu$ is a self-affine measure on $F$. Then there exist constants $C_1, C_2 > 0$, $r_0 > 0$, and exponents $0 < s_2 < s_1$ such that
\[
C_1 r^{s_1} \leq \mu(B(x, r)) \leq C_2 r^{s_2}, \quad x \in F, \quad 0 < r \leq r_0.
\]

Proof. Since $F$ is not a singleton, we can find two words $w^1, w^2 \in A_\eta$ for some $0 < \eta \leq 1$ such that $F_{w^1} \cap F_{w^2} = \emptyset$. Note that $F_w$ is always contained in a ball of radius $r_w = \|A_w\|$ as $\|\cdot\|$ is the operator norm. Hence we can find $0 < r_0 < r_{\min} := \min\{r_j : j \in A\}$ such that for any $x \in \mathbb{R}^d$ the ball $B(x, r_0)$ intersects at most one of the sets $F_{w^1}$ and $F_{w^2}$ as they are compact. Write
\[
\varphi(r) = \sup_{x \in \mathbb{R}^d} \mu(B(x, r)), \quad 0 < r \leq r_0
\]
and denote
\[
c := 1/\max\{\|A_w^{-1}\| : w \in A_\eta\}.
\]
Thus for any $x \in \mathbb{R}^d$ and $0 < r < r_0$ we have either that $B(x, r) \cap F_{w^1} = \emptyset$ or $B(x, r) \cap F_{w^2} = \emptyset$. If $B(x, r) \cap F_{w^1} = \emptyset$, then by the identity (2.1) over the words in $A_r$ we have
\[
\mu(B(x, r)) = \sum_{w \in A_r, F_w \cap B(x, r) \neq \emptyset} p_w \mu(f_w^{-1}(B(x, r)))
\]
\[
\leq \sum_{w \in A_r, w \neq w^1} p_w \mu(f_w^{-1}(B(x, r)))
\]
\[
\leq \sum_{w \in A_r, w \neq w^1} p_w \varphi(r/c)
\]
\[
= (1 - p_{w^1}) \varphi(r/c).
\]
If $B(x, r) \cap F_{w^2} = \emptyset$, a symmetric argument also shows
\[
\mu(B(x, r)) \leq (1 - p_{w^2}) \varphi(r/c).
\]
Hence we have proved for $t = \max\{1 - p_{w^1}, 1 - p_{w^2}\}$ that $\mu(B(x, r)) \leq t \varphi(r/c)$ so we have the doubling condition
\[
\varphi(r) \leq t \varphi(r/c), \quad 0 < r \leq r_0.
\]
This gives the upper bound we claimed using
\[
C_2 = \varphi(r_0) \quad \text{and} \quad s_2 = \inf_{n \in \mathbb{N}} \frac{\log(t^{n-1})}{\log(c^n r_0)}
\]
since for all $0 < r \leq r_0$ by choosing $n \in \mathbb{N}$ such that $c^n r_0 < r \leq c^{n-1} r_0$ we obtain:
\[
\mu(B(x, r)) \leq \mu(B(x, c^{n-1} r_0)) \leq \varphi(c^{n-1} r_0) \leq t^{n-1} \varphi(r_0) \leq C_2 (c^n r_0)^{s_2} = C_2 r^{s_2}.
\]
For the lower bound, let $D = \text{diam}(F)$. Then for every $x \in F$ and $0 < r \leq r_0$ there exists a word $w \in A_{r/D}$ such that $x \in F_w$. Thus diameter $\text{diam}(F_w) < r$ and $F_w \subset B(x, r)$. This gives us
\[
\mu(B(x, r)) \geq \mu(F_w) \geq p_w = (r_w) \log p_w \log r_w \geq \left( \frac{r_{\min} r}{2D} \right) \log p_w \log r_w \geq C_1 r^{s_1}
\]
with $s_1 = \max\{\log p_j/\log r_j : j \in A\}$ and $C_1 = \min\{1, r_{\min}/(2D)\}^{s_1}$.

□
3. Quantitative renewal theorem for random walks on the sphere \(S^{d-1}\)

The main method in Theorem 1.1 and Theorem 1.2 is to reduce the analysis to a renewal theorem (and their quantitative rates) for random walks on the sphere \(X := S^{d-1}\). There are works of Kesten [37] for general Markov process, Guivarc’h-Le Page [28] and Boyer [14] for the same situation.

Here we need a quantitative version. A similar situation is the renewal theorem for random walks on the projective space \(\mathbb{P}(\mathbb{R}^d)\), which was done by Li [40, Proposition 4.17]. Here we will give the analogous renewal theorem in \(X\) and later in the paper describe the modifications we need to introduce to the proof of [40, Proposition 4.17] to get the renewal theorem on \(X\).

**Definition 3.1** (Irreducible and proximal subgroups). Let \(\Gamma\) be a subgroup of \(\text{GL}(d, \mathbb{R})\).

1. We call \(\Gamma\) strongly irreducible (totally irreducible) if the group \(\Gamma\) does not fix a union of a finite number of proper subspaces of \(\mathbb{R}^d\).
2. The subgroup \(\Gamma\) is proximal, if there exists an element \(g\) in \(\Gamma\) such that the \(g\) has a unique eigenvalue of greatest absolute value and this eigenvalue is simple and real.

These two conditions are important in the theory of products of random matrices. If we want to know whether a subgroup satisfies these condition, then it is sufficient to check the Zariski closure (see [47]).

We fix an euclidean norm on \(\mathbb{R}^d\). For an element \(g\) in \(\text{GL}(d, \mathbb{R})\), define the norm cocycle by

\[
\sigma(g, z) := \log \frac{|gv|}{|v|}
\]

for \(z\) in \(X\) and \(v \in \mathbb{R}^*z\). We will write \(gz\) for a point in \(X\) given by \(gv/|gv|\) for \(v \in \mathbb{R}^+z\), which gives an action of \(G\) on \(X\). This notation should not be confused with \(gv\) which is a vector in \(\mathbb{R}^d\).

Let \(\lambda\) be a Borel probability measure on \(\text{GL}(d, \mathbb{R})\) with compact support such that \(\Gamma_\lambda\) acts proximally and strongly irreducibly on \(\mathbb{R}^d\). A Borel probability measure \(\nu\) on \(X\) is called \(\lambda\)-stationary if

\[
\nu = \lambda * \nu := \int g_* \nu \, d\lambda(g).
\]

Let \(\nu\) be a \(\lambda\)-stationary measure on \(X\). Equip \(X\) with the induced distance from the euclidean distance on \(\mathbb{R}^d\). One important regularity of the stationary measure is the following

**Lemma 3.2** (Guivarc’h regularity). Under the above hypothesis, there exist \(C, \alpha > 0\) such that for every hyperplane \(Y\) in \(X\) and \(r > 0\),

\[
\nu(x \in X : d(x, Y) \leq r) \leq Cr^\alpha.
\]

**Proof.** Let \(\pi\) be the projection from the sphere \(X\) to the projective space \(\mathbb{P}(\mathbb{R}^d)\). Then the pushforward measure \(\pi_* (\nu)\) is the Furstenberg measure on \(\mathbb{P}(\mathbb{R}^d)\). The regularity of \(\nu\) comes from the regularity of the Furstenberg measure (See [27] or Theorem 14.1 in [9]).

Let \(\sigma_\lambda\) be the first Lyapunov constant of \(\lambda\), which is given by

\[
\sigma_\lambda = \int_G \int_X \sigma(g, x) \, d\lambda(g) \, d\nu(x) = \lim_{n \to +\infty} \frac{1}{n} \log \|g_1 \cdots g_n\|
\]

almost surely, where \(g_i\) are i.i.d. random variables with the same distribution \(\lambda\).
3.1. Stopping time for the random walk. Set \( V = \mathbb{R}^d, \ d \geq 2 \). Recall that \( \lambda \) is a Borel probability measure on \( \text{GL}(V) \) with compact support such that \( \Gamma_\lambda \) acts proximally and strongly irreducibly on \( V \). Suppose that the every element \( g \) in \( \text{supp} \lambda \) satisfies \( \|g\| < 1 \).

Let \( X_1, X_2, \ldots \) be the random walk on \( \text{GL}(V) \) with the same distribution \( \lambda \).

Define the matrix product
\[
S_n = X_n \cdots X_2 X_1.
\]

Because the operator norm of \( X_j \) is less than 1 almost surely, the norm of \( S_n \) decrease with respect to \( n \). For \( t > 0 \) and \( x \) in \( X \) define a stopping time \( n_t : X \to \mathbb{N} \) by
\[
n_t(x) = \inf \{ n \in \mathbb{N} : -\sigma(S_n, x) > t \}.
\]

The advantage of \( X_n \cdots X_1 x \) with respect to \( X_1 \cdots X_n x \) is that the limit distribution is simpler to understand. The action is just multiplying a matrix in the left.

We define a renewal operator for stopping time for \( x \in X \) and \( t > 0 \)
\[
\mathbb{E}_t f(x) = \mathbb{E} f(S_{n_t(x)} x, \sigma(S_{n_t(x)} x, x) + t) = \sum_{n \geq 0} \int_{\sigma(g, x) \geq -t \sigma(hg, x)} f(hg x, \sigma(hg, x) + t) d\lambda(h) d\lambda^*(g),
\]
where \( \lambda^* \) is the \( n \)-fold self-convolution of \( \lambda \), defined by \( \lambda^* = \lambda \ast \lambda^{(n-1)} \) for \( n \geq 1 \) and \( \lambda^{*0} \) is the Dirac mass on the identity matrix.

We need to study the random walk and \( \lambda \)-stationary measures on sphere \( X \) instead of projective spaces \( \mathbb{P}(V) \). Guivarc’h and Le Page [28, Proposition 2.14] proved that if \( \Gamma_\lambda \) preserves a convex cone in \( V \) then there exists two \( \lambda \)-stationary \( \lambda \)-ergodic measures \( \nu_1, \nu_2 \) on the sphere \( X \). There will be two continuous positive function \( p_1 \) and \( p_2 \) (For the characterization of \( p_1 \) and \( p_2 \), see [14] Lemma 2.13) on \( X \) such that \( p_1 + p_2 = 1 \). \( p_i |_{\text{supp} \nu_j} = \delta_{i,j} \) where \( \delta_{i,j} \) is the Kronecker symbol, and for \( j = 1, 2, x \in X \)
\[
p_j(x) = \int p_j(g x) d\lambda(g).
\]

In the contrary, if \( \Gamma_\lambda \) dose not preserve any convex cone in \( V \), then the \( \lambda \) stationary measure on \( X \) is unique.

Let us now write formally the renewal theorem in our situation. For this purpose define the following measures \( \nu_x \):

**Definition 3.3.** For \( x \in X \), we define
\[
\nu_x := p_1(x) \nu_1 + p_2(x) \nu_2 \text{ in the first case, otherwise } \nu_x = \nu.
\]

These measures \( \nu_x \) are the limit distributions for the random walk on \( X \) starting from \( x \), following the law of \( \lambda \). When we are given a Borel probability measure \( \tau \) with compact support \( \text{supp} \tau \), the size of the support of \( \tau \) is defined by the maximal norm:
\[
|\text{supp} \tau| := \sup \{ \|g\| : g \in \text{supp} \tau \}.
\]

In the renewal theorem, we need to assume some regularity from the test functions we consider so for this purpose let us define the Lipschitz norm of \( f : X \times \mathbb{R} \to \mathbb{C} \) by
\[
\|f\|_{\text{Lip}} = \|f\|_\infty + \sup_{(x,v) \neq (x',v')} \frac{|f(x,v) - f(x',v')|}{d(x,x') + |v - v'|}.
\]

Using these notations, we have the following:
Proposition 3.4 (Renewal theorem irreducibility and proximality). Let $\lambda$ be a Borel probability measure on $GL(V)$ with compact support, such that the group $\Gamma_\lambda$ acts proximally and strongly irreducibly on $V$. Suppose that every element $g$ in $\text{supp} \lambda$ satisfies $\|g\| < 1$.

Let $f$ be a continuous function on $X \times \mathbb{R}$ with $\|f\|_{Lip}$ finite. Then for $t > 0$ and $x \in X$ we have

$$E_t f(x) = \frac{1}{|\sigma\lambda|} \int_X \int_G \int_{0}^{-\sigma(h,y)} f(hy, \sigma(h, y) + u) \, du \, d\lambda(h) \, dv_x(y) + o_t \|f\|_{Lip},$$

where $o_t$ tends to zero as $t$ going to $\infty$ and $o_t$ does not depend on $f$ and $x$.

The proof of Proposition 3.4 is postponed to Section 5 later.

Remark 3.5. (1) The key point in renewal theorem is that the limit distribution of the jump $t + \log |S_n(x)|$ is absolute continuous. Our assumption of proximality and irreducibility are used to obtain non-arithmeticity, which is the crucial condition to obtain continuous limit distribution.

(2) The above renewal theorem for stopping time without error term has already been proved in [28, Theorem 4.8], by using the method in [37].

(3) In our application, a quantitative version is needed. Proposition 3.4 is only proved for $SL_2(\mathbb{R})$ in [40] by using the method of transfer operator developed by Guivarc’h. The same strategy works under strongly irreducible and proximal condition. This is the most technical part, please see Section 5.

If we know that the Zariski closure of the group $\Gamma$ is $\mathbb{R}$-split (recall Bourbaki [11] for a definition), then we can use the spectral gap established in [41] to obtain an exponential error term in the above Proposition 3.4. Recall the definition of real splitting Lie groups ([11]).

Definition 3.6 ($\mathbb{R}$-splitting Lie groups). Let $G$ be a Lie group and $\mathfrak{g}$ its Lie algebra. Then $G$ is $\mathbb{R}$-splitting (with rank $n$) if $G$ contains a subgroup $G_0$ isomorphic to $(\mathbb{R}^{>0})^n$ such that the adjoint representations $\{\text{Ad}(g) : g \in G_0\}$ are simultaneously diagonalisable, and the normalizer of $G_0$ in $G$ is also of dimension $n$. Here the adjoint representation $\text{Ad}(g) \in \text{GL}(\mathfrak{g}_\mathbb{C})$, $g \in G$, for the complexified Lie algebra $\mathfrak{g}_\mathbb{C}$ of $\mathfrak{g}$, are the differentials of inner automorphisms $\text{Int}(g)$, $g \in G$, defined by $\text{Int}(g)(\gamma) = g \gamma g^{-1}$, $\gamma \in G$, when extended by linearity to the complexified Lie algebra $\mathfrak{g}_\mathbb{C}$ of $\mathfrak{g}$.

Assuming in addition to the assumptions of Proposition 3.4 the $\mathbb{R}$-split and connectedness for the Zariski closure for $\Gamma$, we can state the following quantitative renewal theorem using exponential error terms. Recall that the Zariski closure of a strongly irreducible group $\Gamma$ is always reductive, which explains our condition in the following proposition. A Borel probability measure $\lambda$ on an algebraic group $G$ is called Zariski dense if the group $\Gamma_\lambda$ is Zariski dense in $G$.

Proposition 3.7 (Renewal theorem for $\mathbb{R}$-splitting Lie groups on the sphere). Let $G$ a connected algebraic reductive group defined and split over $\mathbb{R}$, which acts irreducibly on $V$. Let $\lambda$ be a Zariski dense Borel probability measure on $G$ with a compact support. Suppose that every element $g$ in $\text{supp} \lambda$ satisfies $\|g\| < 1$. 
There exists \( \varepsilon > 0 \) such that the following holds. Let \( f \) be a smooth function on \( X \times \mathbb{R} \). Then for \( t > 0 \) and \( x \in X \), we have

\[
E_t f(x) = \frac{1}{|\sigma\lambda|} \int_X \int_G \int_0^{-\sigma(h,y)} f(hy, \sigma(h, y) + u) \, du \, d\lambda(h) \, d\nu_x(y) \\
+ e^{-\varepsilon t} O(e^{4\epsilon|\text{supp}f|}(\|f\|_{\text{Lip}} + \|\partial uf\|_{\text{Lip}})).
\]

The proof of Proposition 3.7 is also done in the later Section 5. We will now show how to apply Proposition 3.4 and Proposition 3.7 to prove Theorem 1.1 and Theorem 1.2. We will postpone the proofs of renewal theorems to the later sections.

4. Proof of the main results

4.1. Strategy of the proof. Let us now prove the main results, namely, Theorem 1.1 and Theorem 1.2. Define the probability measure \( \lambda_1 \) on \( \text{GL}(d, \mathbb{R}) \) by

\[
\lambda_1 = \sum_{j \in A} p_j \delta_{A_j}.
\]

Let \( A_{w_1}, \ldots, A_{w_n} \) be an i.i.d. sequence of matrices, \( w \in \mathcal{A}^n \), distributed according to \( \lambda_1 \) from \( \text{GL}(d, \mathbb{R}) \) and define the product

\[
A_w := A_{w_1} \cdots A_{w_n}.
\]

Because the operator norm of \( A_j \) is less than 1, the norm of \( A_w \) will decrease with respect to \( n \). Using the stopping time notation, recall Section 3.1, for \( t > 0 \) and \( z \in \mathbb{R}^d \) we define the stopping time \( n_t : \mathbb{R}^d \rightarrow \mathbb{N} \) by

\[
n_t(z) = n_t^w(z) := \inf\{n \in \mathbb{N} : -\sigma((A_{w_1} \cdots A_{w_n})^\top, z) > t\},
\]

where \( w \) is an element in \( \tilde{A} \) the set of infinite words \( w_1 w_2 \cdots \). Then \( n_t(z) \) is a function of words \( w \in \tilde{A} \). Write

\[
\mathcal{W}_t(z) = \{w_1 \cdots w_n : w \in \tilde{A}\},
\]

which is a finite subset of \( \mathcal{A}^\times \), and define \( \mathbb{P}_t = \mathbb{P}_t^z \) on \( \mathcal{A}^\times \) by setting \( \mathbb{P}_t = \sum_{w \in \mathcal{W}_t(z)} p_w \delta_w \), where \( \delta_w \) is the Dirac measure on \( w \). Then in particular the self-affinity of \( \mu = \sum_j p_j f_j \mu \) implies the following:

Lemma 4.1. For any \( z \in X \) and \( t > 0 \) we have

\[
\mu = \mathbb{E}_{\mathbb{P}_t^z} f_w \mu = \sum_{w \in \mathcal{W}_t(z)} p_w f_w \mu.
\]

For simplicity of the notation, we will sometimes abbreviate \( \mathcal{W}_t(z) \) to \( \mathcal{W}_t \) if there is no ambiguity. In fact, once the direction of \( \xi \) is fixed, the stopping time is fixed.

4.2. Reduction to matrix products. Fix \( \xi \in \mathbb{R}^d \) and \( t > 0 \) with the associated stopping time \( n_t : X \rightarrow \mathbb{N} \). We first reduce the Fourier transform to an expression involving products

\[
A_w = A_{w_1} \cdots A_{w_n}
\]

of the matrices by using the stopping time \( n_t(z) \) associated to the vector \( z = \xi/|\xi| \in X \).
Lemma 4.2. For all \( \xi \in \mathbb{R}^d \) and \( t > 0 \) we have
\[
|\widehat{\mu}(\xi)|^2 \leq \iint \sum_{w \in \mathcal{W}_t} p_w e^{-2\pi i A_w^\top \xi (x - y)} d\mu(x) d\mu(y),
\]
with \( z = \xi/|\xi| \).

Proof. Recall Lemma 4.1, by the self-affinity
\[
\mu = \sum_j p_j f_j \mu
\]
of \( \mu \) we obtain
\[
\widehat{\mu}(\xi) = \sum_{w \in \mathcal{W}_t} p_w \int e^{-2\pi i z \cdot f_w(x)} d\mu(x),
\]
where the product weight \( p_w := p_{w_1} \cdots p_{w_n} \).

Thus by Cauchy-Schwartz, we have
\[
|\widehat{\mu}(\xi)|^2 \leq \sum_{w \in \mathcal{W}_t} p_w \left| \int e^{-2\pi i z \cdot f_w(x)} d\mu(x) \right|^2.
\]

Opening up we see that
\[
\sum_{w \in \mathcal{W}_t} p_w \left| \int e^{-2\pi i z \cdot f_w(x)} d\mu(x) \right|^2 = \iint \sum_{w \in \mathcal{W}_t} p_w e^{-2\pi i z \cdot (f_w(x) - f_w(y))} d\mu(x) d\mu(y)
\]

Here by definition we have that
\[
f_w(x) - f_w(y) = A_w(x - y),
\]
so the proof is complete by \( \xi \cdot A_w(x - y) = A_w^\top \xi \cdot (x - y) \). \( \square \)

4.3. Controlling nearby points. Fix \( s = s(\xi), t = t(\xi) > 0 \) (which will be specified later) such that
\[
|\xi| = se^t
\]
For \( \delta = s^{-\varepsilon} \) denote the tube
\[
A_\delta = \{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d : |x - y| \leq \delta\}.
\]
Here we use the upper Frostman property (Lemma 2.3) to control this part.

Lemma 4.3. We have for some \( \alpha > 0 \) and \( C > 0 \) that for all \( \delta < r_0 \) from Lemma 2.3 the following decay holds:
\[
\left| \iint_{A_\delta} \sum_{w \in \mathcal{W}_t} p_w e^{-2\pi i z \cdot A_w(x - y)} d\mu(x) d\mu(y) \right| \leq C \delta^\alpha.
\]

Proof. Since \( \sum_{w \in \mathcal{W}_t} p_w = 1 \), we have that
\[
\left| \iint_{A_\delta} \sum_{w \in \mathcal{W}_t} p_w e^{-2\pi i z \cdot A_w(x - y)} d\mu(x) d\mu(y) \right| \leq (\mu \times \mu)(A_\delta)
\]
Thus by Fubini’s theorem and Lemma 2.3 we have the following upper bound (for $C = C_2$ and $\alpha = s_2$) since $\delta < r_0$ in Lemma 2.3:

$$(\mu \times \mu)(A_\delta) = \int \mu(B(x, \delta)) \, d\mu(x) \leq C\delta^\alpha$$

so the claim follows. \qed

### 4.4. Renewal operator appears

We define another measure on $GL(d, \mathbb{R})$

$$\lambda = \sum_{j \in A} p_j \delta_{A_j^\top},$$

which is the distribution of $A_j^\top$, the transpose of $A_j$. This is the measure we need in the renewal operator. The renewal operator adds elements on the left, while self-affinity adds elements on the right, this is the reason why we take the transpose.

In order to understand what happens in the case when $|x - y| \geq \delta$ for the sums

$$\sum_{w \in W(z)} p_w e^{-2\pi i A_w^\top \xi \cdot (x - y)}, \quad (4.1)$$

in the one-dimensional self-similar case [45], we used the stopping time $n_t$ to write this sum as an expectation $\mathbb{E}_{P_t}(g(S_t - t))$ for some suitable function $g$ depending on $\xi$. In here we need to take into account the direction $z = \xi/|\xi| \in X$. Recall that in renewal theory (see the Section earlier on renewal theorem), we defined the following renewal operator from bounded Borel functions on $X \times \mathbb{R}$ to functions on $X$ by

$$\mathbb{E}_t f(x) = \sum_{n \geq 0} \int_{\sigma(g, x) > -t \geq \sigma(hg, x)} f(hgx, \sigma(hg, x) + t) \, d\lambda(h) \, d\lambda^\ast n(g),$$

where $X = S^{d-1}$ and for an element $g \in GL(d, \mathbb{R})$, the map

$$\sigma(g, z) = \log \frac{|gv|}{|v|}$$

for $z$ in $X$ and $v \in \mathbb{R}^z$. Recall that we wrote $gz$ for a point in $X$ given by $gv/|gv|$ for $v \in \mathbb{R}^z$, which gives an action of $G$ on $X$.

The following translation of languages allows us to analyse the averages (4.1) using the operators $\mathbb{E}_t f(x)$ as follows:

**Proposition 4.4.** For all $x, y \in \mathbb{R}^d$, $z = \xi/|\xi| \in X$ and $t > 0$ we have

$$\sum_{w \in W(z)} p_w e^{-2\pi i A_w^\top \xi \cdot (x - y)} = \mathbb{E}_t g_{s_1, z_1}(z)$$

where $z_1 = (x - y)/|x - y|$, for a suitable

$$g_{s_1, z_1}(z, u) = \exp(-2\pi i s_1 \langle z, z_1 \rangle e^u) \quad (4.2)$$

with $s_1 = |\xi| e^{-t}|x - y|.

**Proof of Proposition 4.4.** Let $v$ be the unit vector in $\mathbb{R}^z$ and write $g = A_w^\top$

$$A_w^\top \xi = |\xi|gv.$$

Therefore by $s = |\xi| e^{-t}|x - y|$

$$A_w^\top \xi \cdot (x - y) = |x - y| \langle gv/|gv|, z_1 \rangle |\xi||gv| = se^{t + \sigma(g, z)} \langle gz, z_1 \rangle. \quad (4.3)$$
Thus after taking exponentials we have by the definition of $E_t$ and $W_t(z)$ the desired identity. \qed

4.5. Proof of Theorem 1.1. Let us now complete the proof of the main Fourier decay result, Theorem 1.1, assuming the renewal theorem Proposition 3.4 earlier.

The end of the proof of Theorem 1.1. We first make a cutoff to be able to compute the Lipschitz norm. Let $g_{s_1}(z,u) = g_{s_1,z_1}(z,u)\varrho(u)$, where $g_{s_1,z_1}$ is defined in (4.2) and $\varrho$ is a smooth cutoff such that $\varrho_{[-|\supp \lambda|,|\supp \lambda|]} = 1$ and becomes 0 outside of $[-|\supp \lambda| - 1,|\supp \lambda| + 1]$. Since the operator $E_t$ only concerns the value of the function on $X \times [-|\supp \lambda|,|\supp \lambda|]$, we obtain

$$E_t g_{s_1} = E_t g_{s_1,z_1}. $$

By Proposition 3.4, we have

$$E_t g_{s_1}(z) = \frac{1}{|\sigma\lambda|} \int_X \int_G \int_0^{−\sigma(h,y)} g_{s_1}(hy,\sigma(h,y) + u) \, du \, d\lambda(h) \, d\nu_{z}(y) + o_t\|g_{s_1}\|_{\text{Lip}}.$$  

The term $\|g_{s_1}\|_{\text{Lip}}$ bounded by $O(s)$. To obtain the decay from high oscillation, we will first take $y, h$ such that $\langle z, hy \rangle$ is not too small, which implies that the oscillation in $g_{s_1}$ is large. Then we integrate with respect to the Lebesgue measure $u$ to obtain the decay.

More precisely, let $D(z_1,s)$ be the subset of $G \times X$ such that for $(h,y)$ in this set we have $|\langle z_1, hy \rangle| < s^{-\varepsilon}$. By stationarity and Lemma 3.2 (Guivarc’h regularity), we have

$$\lambda \times \nu_z(D(z_1,s)) = \nu_z(x \in X \mid d(x,Y_{z_1}) \leq s^{-\varepsilon}) \leq C s^{-\varepsilon\alpha},$$

where $Y_{z_1} = \{ x \in X \mid \langle z_1, x \rangle = 0 \}$. For $(h,y)$ not in $D(z_1,s)$, the frequency of the oscillation function $g_{s_1}$ is large, that is

$$s_1(z_1,hy) = |\xi| e^{-t}|x - y| \langle z_1, hy \rangle \geq s \times s^{-2\varepsilon} \times \delta \geq s^{1/2}. $$

Since $\lambda$ is compactly supported, the norm cocycle $\sigma(h, y)$ is bounded. Then by an elementary estimate [40, Lemma 3.7], we have

$$\int_0^{−\sigma(h,y)} g_{s_1}(hy,u) \, du = O(s^{-1/2}).$$

Therefore, we obtain an upper bound of the main part

$$\left| \int_X \int_G \int_0^{−\sigma(h,y)} g_{s_1}(hy,\sigma(h,y) + u) \, du \, d\lambda(h) \, d\nu_{z}(y) \right| = O(s^{-\varepsilon\alpha}) + O(s^{-1/2}). \quad (4.4)$$

The error term is bounded by $o_tO(s)$. Recall that $|\xi| = se^t$ and $o_t$ tends to zero as $t$ tends to infinity. When $|\xi|$ tends to infinity, with a suitable chose of $t$ and $s = o_t^{-1/2}$, then $E_t g_{s_1,z_1}$ tends to zero. Hence by Proposition 4.4, the proof is complete. \qed

Remark 4.5. Here the group $\Gamma_\lambda$ equals $\Gamma^\top$, the transpose of the group generated by the linear part of the affine contraction. The transpose group $\Gamma^\top$ is also strongly irreducible and proximal, which enables us to apply renewal theorem.

The Zariski closure of $\Gamma^\top$ is the transpose of the Zariski closure of $\Gamma$. The transpose does not change the splitness and the connectedness. In fact, these two algebraic groups are isometric. This ensures that we can use Proposition 3.7 in the following proof.
4.6. Proof of Theorem 1.2. We keep the notation in the proof of Theorem 1.1. We only need to give a better bound of the error term. By Proposition 3.7 we have

\[
\mathbb{E}_t g_{s_1}(z) = \frac{1}{|\sigma_\lambda|} \int_X \int_G \int_0^{-\sigma(h,y)} g_{s_1}(hy, \sigma(h, y) + u) \, du \, d\lambda(h) \, d\nu_z(y) \\
+ e^{-\varepsilon t/4} O(e^{\varepsilon |\text{supp} g_{s_1}|/\text{Lip} + \|\partial_{uu} g_{s_1}\|_{\text{Lip}}}).
\]

Let us now plug-in \( t \) to the exponential error term

\[
e^{-\varepsilon t/4} O(e^{\varepsilon |\text{supp} g_{s_1}|/\text{Lip} + \|\partial_{uu} g_{s_1}\|_{\text{Lip}}})
\]

from \( s = |\xi| e^{-t} \), which gives

\[
e^{-\varepsilon t/4} = \left( \frac{s}{|\xi|} \right)^{\varepsilon/4}.
\]

For the Lipschitz norm, by \( s_1 = s|x - y| \) we obtain

\[
\|g_{s_1}\|_{\text{Lip}} = O(s), \quad \text{and} \quad \|\partial_{uu} g\|_{\text{Lip}} = O(s^3).
\]

(4.5)

Setting now \( s = s(\xi) \) such that

\[
s = s(\xi) := |\xi|^{\frac{1}{2+\varepsilon}}
\]

gives that

\[
e^{-\varepsilon t/4} = \left( \frac{s}{|\xi|} \right)^{\varepsilon/4} = |\xi|^{-\frac{\varepsilon}{2+\varepsilon}} = s^{-6}.
\]

(4.6)

Therefore, combining (4.5) and (4.6)

\[
e^{-\varepsilon t/4} O(e^{\varepsilon |\text{supp} g_{s_1}|/\text{Lip} + \|\partial_{uu} g_{s_1}\|_{\text{Lip}}}) \leq O(|\xi|^{-\frac{3\varepsilon}{2+\varepsilon}}).
\]

Moreover, by (4.4) we then have, as \( |\xi| \to \infty \), that

\[
\int X^2 \int_G \int_0^{-\sigma(h,y)} g(hy, \sigma(h, y) + u) \, du \, d\lambda(h) \, d\nu_z(y) = O(s^{-\varepsilon\alpha}) + O(s^{-1/2}) = O(|\xi|^{-\beta})
\]

Thus the decay rate of \( |\hat{\mu}(\xi)| \) as \( |\xi| \to \infty \) is polynomial. \( \square \)

5. Proof of the renewal theorems

We start to prove the renewal theorems for random walks on the sphere \( S^{d-1}, d \geq 2 \). Recall \( X := S^{d-1} \) and \( V := \mathbb{R}^d \) equipped with a norm. Recall that our random walk given by the measure \( \lambda \) on \( \text{GL}(V) \), and the group \( \Gamma_\lambda \) acts proximally and strongly reducibly on \( V \). We relax the assumption on the support to finite exponential moment, that is there exists \( \varepsilon > 0 \) such that

\[
\int \|g\|^\varepsilon \, d\lambda(g) < +\infty.
\]

We only suppose \( \sigma_\lambda < 0 \) instead of \( \|g\| < 1 \).

The first step, we will follow [14] to obtain the classic renewal theorem with an error term depending on some operator. The section 4 of [14] is written for general groups, which also works in our cases. Next, with the additional assumption that the Zariski closure is \( \mathbb{R} \)-split, we use the spectral gap in [41] to obtain an exponentially error term in our renewal theorem. At last, we follow [40] to obtain the renewal theorem for residue process with an error term.

For the renewal theorem on projective spaces please see [40]. Here we deal with renewal theorem on spheres, for more details please see [14] and [28].
5.1. Renewal theorem for random walks on spheres. We follow [14, Section 4] in this part. Recall the measure $\nu_x$ defined in Definition 3.3. For $x$ in $X$ and a continuous function $f$ on $X$, we let

$$N_0 f(x) = \int f \, d\nu_x.$$  

For a continuous function $f$ on $X \times \mathbb{R}$, we write

$$N_0 f(x, t) = N_0 f_t(x),$$

where $f_t(x)$ is seen as a function on $X$.

Recall that for $g$ in $GL(V)$ and $x = v$ in $X$, we write

$$\sigma(g, x) = \log \frac{|gv|}{|v|}.$$  

Let $z$ be a complex number and let $P_z$ be the complex transfer operator on $X$: For $\Re z$ small enough and $f$ a continuous function, $x$ in $X$

$$P_z f(x) = \int e^{z \sigma(g, x)} f(gx) \, d\lambda(g).$$

Then the operator $N_0$ projects the function on $X$ to the subspace of $P_0$-invariant functions. (See [14, Lemma 2.13])

We define the renewal operator. For a bounded positive Borel function $f$ on $X \times \mathbb{R}$, let

$$R_f(x, t) = \sum_{n \geq 1} \int f(gx, t + \sigma(g, x)) \, d\lambda^m(g).$$

Let $f$ be a positive bounded continuous function in $L^1(X \times \mathbb{R}, \nu \otimes \text{Leb})$. We define operator $\Pi_0$ by

$$\Pi_0 f(x, t) = \int_{-\infty}^{t} N_0 f(x, u) \, du.$$  

Let $C^\gamma(X)$ be the space of $\gamma$-Hölder continuous functions on $X$ and the norm is given by

$$\|f\|_{C^\gamma} := \|f\|_\infty + c_\gamma(f),$$

where $c_\gamma(f) := \sup_{x \neq y} \frac{|f(x) - f(y)|}{d(x, y)\gamma}.$

Define the $L^\infty C^\gamma$ norm on $X \times \mathbb{R}$ by

$$\|f\|_{L^\infty C^\gamma} := \sup_{\xi \in \mathbb{R}} \|f(x, \xi)\|_{C^\gamma},$$

which is the supremum of the Hölder norm on $f(\cdot, \xi)$. Define another a Sobolev norm

$$\|f\|_{W^{1, \infty} C^\gamma} := \|f\|_{L^\infty C^\gamma} + \|\partial_\xi f\|_{L^\infty C^\gamma}.$$  

Write the Fourier transform $\hat{f}(x, \xi) = \int e^{iu\xi} f(x, u) \, du$.

**Proposition 5.1.** Let $\lambda$ be a Borel probability measure on $GL(V)$ with an exponential moment, such that the group $\Gamma_\lambda$ acts proximally and strongly irreducibly on $V$. Suppose that the first Lyapunov exponent $\sigma_\lambda$ is negative. Then

(i) There exists $\gamma > 0$ such that $P_z$ preserves the Hölder space $C^\gamma(X)$ when $\Re z$ small. Then exists an analytic operator $U(z)$ on $C^\gamma(X)$, defined on a neighborhood of the imaginary line, such that for $z$ in a neighborhood of the imaginary line

$$\frac{1}{Id - P_z} = \frac{N_0}{\sigma_\lambda z} + U(z).$$
(ii) Suppose that \( f \) is in \( L^1(X \times \mathbb{R}, \nu \otimes \text{Leb}) \cap W^{1, \infty}C^\gamma(X \times \mathbb{R}) \) and the projection of \( \text{supp} \hat{f} \) onto \( \mathbb{R} \) is compact. For all \( x \) in \( X \), real number \( t > 0 \)

\[
Rf(x, t) = \frac{1}{|\sigma_\lambda|} \Pi_0 f(x, t) + \int e^{it\xi} U(i\xi) \hat{f}(x, \xi) \, d\xi.
\]

We want to explain how to establish this renewal type theorem by using [14, Theorem 4.1].

1. Since \( \Gamma_\lambda \) is strongly irreducible and proximal, by [15, Proposition 2.3, Chapter V], the action of the group on \( C^\gamma(PV) \) is \((\mu, \gamma)\)-contracting. This verifies the contracting condition in [14, Theorem 4.1].

2. In [14, Theorem 4.1], Boyer made another assumption on the norm of the operator \( \| (Id - P_t)^{-1} \|_{C^\gamma(X)} \). But this condition is only used to get a larger definition region of the analytical operator \( U(z) \), which is then used to obtain the renewal theorem for some regular functions. We will give a stronger condition in the next subsection.

3. In our situation, we only need the existence of \( U(z) \) in a neighbourhood of the imaginary line. This is due to the fact that \( P_b \) for \( b \in \mathbb{R} \) has 1 as eigenvalue only at \( b = 0 \), which is a consequence of the non-arithmeticity of the cocycle \( \sigma(g, x) \). Under our proximal and strongly irreducible assumption, the non-arithmeticity can be found in [28, Proposition 2.5] or [9, Theorem 7.4].

4. In one dimensional case [45], we need the extra assumption that the contracting ratio is non-arithmetic. But in higher dimension, the non-arithmeticity is automatically given by the proximal and strongly irreducible condition.

5. Hence the same [14, Lemma 4.9] establishes (i). And the renewal theorem is for the function whose Fourier transform has a compact support. By the same computation in [14, Proposition 4.14] (the same as the renewal theorem on \( \mathbb{R} \)), we can establish a renewal theorem with an error term.

**Remark 5.2.** In our renewal theorem, the main term is given by the integration on \((-\infty, t)\), because the Lyapunov constant \( \sigma_\lambda \) is negative and the random walk on \( \mathbb{R} \) is in the negative direction.

### 5.2. Exponential error term.

Now, we want to explain how to obtain the exponential error term in renewal theorem under the additional assumption that the Zariski closure of \( \Gamma_\lambda \) is connected and \( \mathbb{R} \)-split. Recall that a Borel probability measure \( \lambda \) on an algebraic group \( G \) is called Zariski dense if the group \( \Gamma_\lambda \) is Zariski dense in \( G \). The key input is the following uniform spectral gap for complex transfer operator

**Lemma 5.3 (Spectral gap).** Let \( \lambda \) be a Zariski dense Borel probability measure on a connected algebraic reductive group \( G \) defined and split over \( \mathbb{R} \) with a finite exponential moment. For \( \gamma > 0 \) small enough, there exist \( \varrho < 1, C > 0 \) such that for all \( b \) and \( a \) in \( \mathbb{R} \) with \( |b| \) large enough, \( |a| \) small enough and \( f \) in \( C^\gamma(X) \), \( n \) in \( \mathbb{N} \) we have

\[
\| P_{a+ib}^n f \|_{\gamma} \leq C|b|^{2\gamma} \varrho^n \| f \|_{\gamma}.
\]

This spectral gap is established in [41] Theorem 4.21 for semisimple groups and the transfer operator is on the projective spaces. We will indicate the modification needed to prove this version later.

The spectral gap of \( P_z \) implies that the analytic operator \( U(z) \) in Proposition 5.1 has an analytic continuation to a strip of the imaginary line and the operator norm of \( U(z) \) is
bounded by a polynomial of the imaginary part. We can obtain an exponential error term in renewal theorem by the same approach as in [41] Section 4.4. The strengthened version of renewal theorem is as follows

**Proposition 5.4.** Let G a connected algebraic reductive group defined and split over \( \mathbb{R} \), which acts irreducibly on \( V \). Let \( \lambda \) be a Zariski dense Borel probability measure on \( G \) with a finite exponential moment and \( \sigma_{\lambda} < 0 \). For every \( \gamma > 0 \) small enough, there exists \( \varepsilon > 0 \) such that for \( f \) in \( C^\infty_c(X \times \mathbb{R}) \), all \( x \) in \( X \) and \( t \), we have

\[
Rf(x, t) = \frac{1}{|\sigma_{\lambda}|} \Pi_0 f(x, t) + e^{-\varepsilon |t|} O(e^{\varepsilon |\text{supp} f|} (\|\partial_t f\|_{L^1_{\lambda} C^\gamma_X} + \|f\|_{L^1_{\lambda} C^\gamma_X})),
\]

where \( |\text{supp} f| \) is the supremum of the absolute value of \( x \) in \( \text{supp} f \) and

\[
\|f\|_{L^1_{\lambda} C^\gamma_X} = \int \|f(x, t)\|_{C^\gamma(X)} \, dt.
\]

It remains to prove the spectral gap (Lemma 5.3)

**Proof of spectral gap (Lemma 5.3).** In [41], we deduce Theorem 4.21 (analogue of Lemma 5.3) from a priori estimate (Proposition 4.23, analogue of Lemma 5.5) and a \( L^2 \) estimate (Proposition 4.24, analogue of Lemma 5.6). We need to establish the analogue of Proposition 4.23 in [41].

**Lemma 5.5.** With the same assumption as in Lemma 5.3, for every \( \gamma > 0 \) small enough, there exist \( C > 0 \) and \( 0 < \varrho < 1 \) such that for all \( f \) in \( C^\gamma(X) \), \( |a| \) small enough and \( n \in \mathbb{N} \)

\[
\|P^n f\|_\infty \leq C |a|^n \|f\|_\infty, \tag{5.1}
\]

\[
\|P^n_0 f\|_\infty \leq \|N_0 f\|_\infty + C \varrho^n \|f\|_\gamma, \tag{5.2}
\]

\[
c_\gamma (P^n_0 f) \leq C (C |a|^n (1 + |b|^\gamma)) \|f\|_\infty + \varrho^n c_\gamma(f). \tag{5.3}
\]

The first inequality is due to exponential moment and Cauchy-Schwarz inequality.

The third inequality (5.3) can be proved similarly as in Lemma 4.6 of [14]. Boyer only proved similar inequality for \( \Re z \geq 0 \), but the same argument also works for all \( |\Re z| \) small. The term \( |b|^\gamma \) is \( |z| \) in [14], which comes from [14, Page 57, Line 7]. But this term can be replaced by \( |z|^\gamma \) if we replace that inequality by a sharper inequality [43, Page 133, line 14].

By (5.3) with \( z = 0 \) and Theorem (Ionescu-Tulcea and Marinescu in [ITM50]), we know that \( P_0 \) has essential spectral radius \( r \) less than 1. This means that in the subset of the complex plane \( B(0, 1) - B(0, r) \), the spectral values of operator \( P_0 \) are eigenvalues and countable. Moreover, the possible accumulation points of the eigenvalues are in \( B(0, r) \). Since \( P_0 \) restricted to \( \ker N_0 \) has no eigenvalue of absolute value 1 (\( N_0 \) is a projection on \( C^\gamma(S^{n-1}) \) whose image is exactly the \( P_0 \)-invariant subspace of \( C^\gamma(S^{n-1}) \)), we know that \( P_0 \) has spectral radius less than 1 in \( \ker N_0 \). We conclude that there exist \( \varrho < 1 \) and \( C > 0 \) such that for \( n \in \mathbb{N} \) and \( f \in C^\gamma(X) \),

\[
\|(P^n_0 - N_0) f\|_\gamma = \|P^n_0 (1 - N_0) f\|_\gamma \leq C \varrho^n \|f\|_\gamma.
\]

In particularly, this implies (5.2).

Hence by the same argument as in [43, page 134], we only need to establish a similar Proposition 4.24 in our case. The proof of spectral gap (Lemma 5.3) is complete by the following Proposition. \( \square \)
It is useful to take a different regularity norm, for $f$ in $C^\gamma(X)$ and $b$ in $\mathbb{R}^*$, let
\[
\|f\|_{\gamma,b} := \|f\|_\infty + c_\gamma(f)/|b|^{\gamma}.
\]

**Lemma 5.6.** With the same assumption as in Lemma 5.3, for every $\gamma > 0$ small enough, for $|b|$ large enough and $|a|$ small enough, there exist $\varepsilon_2, C_2$ such that for $f$ in $C^\gamma$ with $|b|\epsilon_2 \leq 1$ and any $\lambda$-stationary measure $\nu$ on $X$, we have
\[
\int |P^{[C_2 \ln |b|]} f|^2 d\nu \leq e^{-\varepsilon_2 \ln |b|}.
\]

**Proof.** Recall that Proposition 4.24 in [41] is the same statement for connected semisimple algebraic groups defined and split over $\mathbb{R}$ and the stationary measure is on projective spaces or flag varieties. We will indicate the modification needed to prove our case. In the proof of Proposition 4.24, using Cauchy-Schwartz inequality, then we apply the Fourier decay of stationary measure to the following quantity for $g, h$ in $G$
\[
A_{g,h} := \int_X e^{z\sigma(g,w) + z\bar{\sigma}(h,w)} f(gw)\bar{f}(hw) d\nu(w).
\]

**Step 1:** Reduce the spherical case to projective case. We need to separate the functions on the sphere. For $w \in X$, let $r(w) = -w$ be its antipodal point in $X$. Then every function $f$ on $X$, can be separated into
\[
f = f_1 + f_2 \text{ with } f_1(w) = \frac{1}{2} (f(w) + f(r(w))), \quad f_2(w) = \frac{1}{2} (f(w) - f(r(w))).
\]
Then $f_1$ is invariant under the action of $r$ and $f_2$ goes to its additive inverse under the action of $r$. What's more, the $C^\gamma$ norm of $f_1, f_2$ is less than $f$. Let $C_1^\gamma$ and $C_2^\gamma$ be the spaces of $\gamma$ Hölder function on $X$ which is invariant and anti-invariant under the action of $r$, respectively.

We will prove Lemma 5.6 for $C_1^\gamma$ and $C_2^\gamma$, then Lemma 5.6 also holds for $C^\gamma$. For $f \in C_j^\gamma$ with $j = 1$ or $2$, we know that the product
\[
f_{g,h}(w) = f(gw)\bar{f}(hw)
\]
is in $C_j^\gamma$. Let $u = \pi(w)$, where $\pi$ is the map from $X$ to $\mathbb{P}V$. The cocycle function is actually defined on $\mathbb{P}V$, which is also invariant under $r$. Therefore
\[
A_{g,h} = \int e^{z\sigma(g,u) + z\bar{\sigma}(h,u)} f_{g,h}(u) d\nu_{\mathbb{P}V}(u),
\]
where $\nu_{\mathbb{P}V}$ is the unique $\lambda$-stationary measure on $\mathbb{P}V$ which the pushforward of the measure $\nu$ under the map $\pi$. Then we can continue as in the proof Proposition 4.24 for projective spaces.

**Step 2:** Reduce the reductive case to semisimple case. There is no essential difficulty and the following is a conceptual argument. (This is the only part we really need theory of algebraic groups. For the first time reading, you can assume $G = \text{GL}(2, \mathbb{R})$. For more details of algebraic groups, please see [10] and [9])

We recall some notation from [41, Section 2.1], the Lie algebra $\mathfrak{a}$ is the Lie algebra of a maximal torus $A$, the semisimple part of $\mathfrak{a}$ is $\mathfrak{b}$, the flag variety $\mathcal{P}$, the Iwasawa cocycle $\sigma$ from $G \times \mathcal{P}$ to $\mathfrak{a}$. The norm cocycle can be separated into central part and semisimple part for $g$ in $G$ and $u$ in $\mathbb{P}V$ (See for example [41, Page 8])
\[
\sigma(g, u) = c(g) + \sigma_{ss}(g, u).
\]
For example when the Zariski closure is $\text{GL}(V)$, then the central part is the logarithm of the absolute value of the determinant. For more details of this example, please see example in [41, Page 11]. We can write

$$A_{g,h} = e^{zc(g)+zc(h)} \int e^{z\sigma_{ss}(g,u)+z\sigma_{ss}(h,u)} f_{g,h}(u) \, d\nu_{\mathbb{P}V}(u).$$

The integral only involves the semisimple part and we want to use the Fourier decay on the flag variety to deal with it.

Let $\pi_V$ be the map from the flag variety $\mathcal{P}$ to the projective space $\mathbb{P}V$. Since the map $\pi_V$ is $G$-equivariant, we can lift everything from $\mathbb{P}V$ to the flag variety $\mathcal{P}$, the $\lambda$-stationary measure $\nu_{\mathbb{P}V}$ to the $\lambda$-stationary measure $\nu_{\mathcal{P}}$, the function $f$ on $\mathbb{P}V$ to a function $\tilde{f}$ on $\mathcal{P}$, the cocycle $\sigma_{ss}(g,u)$ to $\sigma_{ss}(g,\eta_u)$, where $\eta_u$ is in $\mathcal{P}$ such that $\pi_V(\eta_u) = u$.

Let $q$ be the quotient map from $G$ to its quotient by the connected center $C$, that is $q : G \to G_1 = G/C$. The quotient group $G_1$ is a connected semisimple algebraic group defined and split over $\mathbb{R}$, which satisfies the hypothesis of Proposition 4.24 in [41]. Then $q_*(\lambda)$ is also a Zariski dense measure on $G_1$.

$$\begin{array}{ccc}
G & \longrightarrow & \mathcal{P} \\
q & \downarrow & \pi_V \\
G_1 & \longleftarrow & \mathbb{P}V
\end{array}$$

Since the action of $G$ on $\mathcal{P}$ factors through $G_1 = G/C$, we have $g\eta = q(g)\eta$ for $g \in G$ and $\eta \in \mathcal{P}$ and the $q_*(\lambda)$-stationary measure on $\mathcal{P}$ is also $\nu_{\mathcal{P}}$. Since $q$ induces an injective map on $\mathfrak{b}$, the Lie algebra $\mathfrak{b}$ can also be seen as the Lie algebra of a maximal torus in $G_1$. For the semisimple part of the cocycle, there exists a nonzero weight $\chi$ in the dual space of the Lie algebra $\mathfrak{b}$ such that

$$\sigma_{ss}(g,\eta) = \chi\sigma(q(g),\eta), \quad (5.4)$$

where $\sigma(q(g),\eta)$ is the Iwasawa cocycle which takes value in the Lie algebra $\mathfrak{b}$. Then as in the proof of Proposition 4.24, we can apply the Fourier decay of the stationary measure on flag variety for $q_*(\lambda)$ on $G_1$ and we know the integral

$$\int e^{z\sigma_{ss}(g,u)+z\sigma_{ss}(h,u)} f_{g,h}(u) \, d\nu_{\mathbb{P}V}(u) = \int e^{z\chi\sigma(g,\eta)+z\chi\sigma(h,\eta)} \tilde{f}_{g,h}(\eta) \, d\nu_{\mathcal{P}}(\eta)$$

is small for most pairs $(g,h) \in G \times G$.

For the extra term, we know

$$|e^{zc(g)+zc(h)}| = e^{\Re z(c(g)+c(h))}.$$  

We will only sum up $g, h$ with the law of $\lambda^n$, where $n = \lceil C_2 \ln |\theta| \rceil$. Due to the compactness of the support $\lambda$, we know $|c(g)|, |c(h)| \leq Cn$. When $|\Re z|$ is small enough, this term is less than

$$e^{\Re zCn} \leq e^{e_2 \ln |\theta|}/2.$$  

(For finite exponential moment case, by using Large deviation principle, we can obtain similar result.)

This completes the proof of Lemma 5.6. □

**Remark 5.7.** One technical point is that in the above proof we need the norm on $V$ is "good" with respect to $G$, which enables us to compare the norm cocycle and the Iwasawa
cocycle in (5.4). Lemma 5.3 and Proposition 5.4 actually hold for any norm on \( V \), see [41, Remark 4.22].

### 5.3. Renewal theorem for Residue process

We consider the residue process for the cutoff of a function \( f \) on \( X \times \mathbb{R}^2 \).

**Definition 5.8** (Residue process). Define the operator \( E_C \) from bounded Borel functions on \( X \times \mathbb{R}^2 \) to functions on \( X \times \mathbb{R} \) by

\[
E_C f(x,t) = \sum_{n \geq 0} \int_{\sigma(g,x) \geq -t > \sigma(hg,x)} f(hgx, \sigma(h, gx), \sigma(g, x) + t) \, d\lambda(h) \, d\lambda^n(g).
\]

To state the renewal theorem, that is, the asymptotics of \( E_x f(x,t) \), we need to talk about using the Lipschitz regularity of the test functions \( f : X \times \mathbb{R}^2 \to \mathbb{C} \) the Lipschitz norm of \( f \) by

\[
\|f\|_{\text{Lip}} = \|f\|_\infty + \sup_{(x_1,v,u) \neq (x'_1,v',u')} \frac{|f(x_1,v,u) - f(x'_1,v',u')|}{d(x_1,x'_1) + |v - v'| + |u - u'|}.
\]

Note that this extends the definition of the Lipschitz norm functions on \( X \times \mathbb{R} \) we used in Proposition 3.4 and Proposition 3.7 earlier.

**Proposition 5.9** (Renewal theorem irreducibility and proximal). Let \( \lambda \) be a Borel probability measure on \( \text{GL}(V) \) with an exponential moment, such that the group \( \Gamma_\lambda \) acts proximally and strongly irreducibly on \( V \). Suppose that the first Lyapunov exponent \( \sigma_\lambda \) is negative.

Let \( f \) be a continuous function on \( X \times \mathbb{R}^2 \) with \( \|f\|_{\text{Lip}} \) finite. Assume that the projection of \( \text{supp} \ f \) on \( \mathbb{R}_v \) is contained in a compact set \( K \). For all \( \delta > 0 \), \( t > \max\{2(|K| + \delta), 20\} \) and \( x \) in \( X \), we have, as \( t \to \infty \) that

\[
E_C f(x,t) = \frac{1}{|\sigma_\lambda|} \int_X \int_G \int_0^{\sigma(h,y)} f(hy, \sigma(h,y), u) \, du \, d\lambda(h) \, d\nu_x(y)
\]

\[+ O_K(\delta + O_\delta/t)\|f\|_{\text{Lip}},\]

where \( O_K \) does not depend on \( \delta, f, t, x \), the integral \( \int_0^{\sigma(h,y)} \) = 0 if \( \sigma(h,y) > 0 \).

By the same argument as in [40], we can establish the renewal theorem for residue process from the classic renewal theorem, that is Proposition 4.17 in [40]. This gives a proof of our renewal theorem Proposition 5.9.

For the version with exponential error term, the argument is similar. We will establish analogue versions of Proposition 4.15 and Proposition 4.17 in [40]. Since we have a very strong error term in Proposition 5.4, the argument will be much more direct. Here we need to consider higher order regularity, similar to assuming \( f \) is a Sobolev function, and we define the following \( L^1 \)-Lipschitz norm of \( f : X \times \mathbb{R}^2 \to \mathbb{C} \) by

\[
\|f\|_{L^1_{\text{Lip}}} := \int \left( \sup_{x,v} |f(x,v,u)| + \sup_{(x,v) \neq (x',v')} \frac{|f(x,v,u) - f(x',v',u')|}{d(x,x') + |v - v'|} \right) \, du
\]

**Proposition 5.10** (Renewal theorem for \( \mathbb{R} \)-splitting Lie groups on the sphere). Let \( G \) a connected algebraic reductive group defined and split over \( \mathbb{R} \), which acts irreducibly on \( V \). Let \( \mu \) be a Zariski dense Borel probability measure on \( G \) with a finite exponential moment.
and $\sigma_\mu < 0$. There exists $\varepsilon > 0$ such that the following holds. Let $f$ be a smooth compactly supported function on $X \times \mathbb{R}^2$. Then for $t > 0$ and $x \in X$, we have

$$E_C f(x, t) = \frac{1}{|\sigma_\lambda|} \int_X \int_G \int_0^{-\sigma(h, y)} f(hy, \sigma(h, y), u) \, du \, d\lambda(h) \, d\nu_x(y)$$

$$+ e^{-\varepsilon t/4} O(e^{\varepsilon t} \sup_{f}(\|f\|_{L^1} + \|\partial_{uu} f\|_{L^1})),$$

where the integral $\int_0^{-\sigma(h, y)} = 0$ if $\sigma(h, y) > 0$.

Let $f$ be a positive bounded Borel function on $X \times \mathbb{R}^2$. For $(x, t) \in X \times \mathbb{R}$, we define the residue operator by

$$Ef(x, t) = \sum_{n \geq 0} \int f(hgx, \sigma(h, gx), \sigma(g, x) + t) \, d\lambda^n(g) \, d\lambda(h).$$

**Lemma 5.11.** With the same assumption as in Proposition 5.10, let $f$ be a smooth compactly supported function on $X \times \mathbb{R}^2$. Then for $t > 0$ and $x \in X$, we have

$$Ef(x, t) = \frac{1}{|\sigma_\lambda|} \int_X \int_G \int_{-\infty}^t f(hy, \sigma(h, y), u) \, du \, d\lambda(h) \, d\nu_x(y)$$

$$+ e^{-\varepsilon t/4} O(e^{\varepsilon t} \sup_{f}(\|f\|_{L^1} + \|\partial_{uu} f\|_{L^1})).$$

**Proof.** By the same proof as in Proposition 4.15 in [40], we only need to compute the $L^1_{\mathbb{R}} C^\gamma_X$ norm of $Qf$ and $\partial_{uu} Qf$, where

$$Qf(x, t) = \int_G f(hx, \sigma(h, x), t) \, d\lambda(h).$$

Since the measure $\lambda$ has exponential moment, when $\gamma$ is small enough, by using Lipschitz property of the distance and the norm cocycle, there exists $C_\gamma > 0$ such that

$$\|Qf\|_{L^1_{\mathbb{R}} C^\gamma_X} \leq C_\gamma \|f\|_{L^1}.$$

For the main term, we see

$$\Pi_0 Qf(x, t) = \int_{-\infty}^t \int_X Qf(y, u) \, d\nu_x(y) \, du = \int_X \int_{-\infty}^t f(hy, \sigma(h, y), u) \, du \, d\lambda(h) \, d\nu_x(y).$$

The proof is complete. \qed

Now we can prove Proposition 5.10.

**Proof of Proposition 5.10.** We take a smooth cutoff $\varphi$ such that $\varphi_{[0, \infty)} = 1$, supp $\varphi \subset [-1, \infty)$ and $\varphi$ takes value in $[0, 1]$. For $\delta > 0$, let $\varphi_\delta(x) = \varphi(x/\delta)$. Let

$$f_\delta(x, v, u) = \varphi_\delta(u) \varphi_\delta(-v - u) f(x, v, u).$$

Then

$$|Ef_\delta(x, t) - E_C f(x, t)| \leq |f|_{\infty} E(1_{-\delta \leq u \leq 0} 1_{0 \leq v + u \leq \delta})(x, t) \leq |f|_{\infty} R(1_{-\delta \leq u \leq 0})(x, t). \tag{5.6}$$

We take a smooth function $f_1(x, u) = \varphi_\delta(u + \delta) \varphi_\delta(-u)$ to bound the function $1_{-\delta \leq u \leq 0}$. Then by Proposition 5.4 and (5.6), we obtain

$$|Ef_\delta(x, t) - E_C f(x, t)| \leq R(f_1)(x, t) \leq C(\delta + e^{-\varepsilon t}(1 + \delta^{-1})), \tag{5.7}$$
where \( C > 0 \) only depends on \( \lambda \) and \( \varphi \). By Lemma 5.11, we see
\[
Ef_\delta(x, t) = \frac{1}{|\sigma\lambda|} \int_X \int_G \int_{-\infty}^t f_\delta(hy, \sigma(h, y), u) du d\lambda(h) d\nu_\varphi(y) \\
+ e^{-\varepsilon t}O\left( \varepsilon |\text{supp } f| \left( \|f_\delta\|_{L^1 \text{Lip}} + \|\partial_{uu} f_\delta\|_{L^1 \text{Lip}} \right) \right). \tag{5.8}
\]
For the major term in (5.8),
\[
\int_X \int_G \int_{-\infty}^t f_\delta(hy, \sigma(h, y), u) du d\lambda(h) d\nu_\varphi(y) \\
= \int_X \int_G \int_{-\infty}^t \varphi_\delta(u) \varphi_\delta(-u - \sigma(h, y)) f(hy, \sigma(h, y), u) du d\lambda(h) d\nu_\varphi(y) \\
= \int_X \int_G \int_0^{\sigma(h, y)} f(hy, \sigma(h, y), u) du d\lambda(h) d\nu_\varphi(y) + O(\delta \|f\|_\infty) \tag{5.9}
\]
For the error term in (5.8),
\[
\|f_\delta\|_{L^1 \text{Lip}} \leq \delta^{-1} \|f\|_{L^1 \text{Lip}}, \quad \|\partial_{uu} f\|_{L^1 \text{Lip}} \leq \delta^{-3} \|\partial_{uu} f\|_{L^1 \text{Lip}}. \tag{5.10}
\]
Combine (5.7)-(5.10) and take \( \delta = e^{-\varepsilon t/4} \). The proof is complete.

5.4. Proofs of the renewal theorems Propositions 3.4 and 3.7. Having now proved the renewal theorems Proposition 5.9 and its quantitative form Proposition 5.10, we can now complete the proofs of the Proposition 3.4 and Proposition 3.7 from Section 3 earlier, which we needed for the proofs of Theorem 1.1 and Theorem 1.2.

Proof of Proposition 3.4. Let \( g \) be a smooth cutoff such that \( g[-|\text{supp } \lambda|, |\text{supp } \lambda|] = 1 \) and becomes 0 outside of \([-|\text{supp } \lambda| - 1, |\text{supp } \lambda| + 1]\). Take \( f_1(x, v, u) = f(x, v + u) g(v) g(u) \). Then \( f_1(x, v, u) = f(x, v + u) \) when \( v, u \) are in the interval \([-|\text{supp } \lambda|, |\text{supp } \lambda|]\). By definition and the hypothesis that \( \|g\| < 1 \) in the support of \( \lambda \), we have
\[
E_\varepsilon f(x) = E_C f_1(x, t).
\]
This function \( f_1 \) satisfies the conditions in Proposition 5.9, and the proof is complete by using Proposition 5.9.

For the quantitative version Proposition 3.7, the proof is the same as Proposition 3.4, using Proposition 5.10 instead of Proposition 5.9.

Proof of Proposition 3.7. We should notice that here we only need Lipschitz norm, but the norm in Proposition 5.10 is more complicate. With the same notation as in the proof of Proposition 3.4, we actually have (change of norm)
\[
\|f_1\|_{L^1 \text{Lip}} \leq C\|f\|_{\text{Lip}},
\]
where \( C > 0 \) only depends on \( |\text{supp } \lambda| \) and the \( L^1 \) Lipschitz norm \( \|\cdot\|_{L^1 \text{Lip}} \) for functions \( X \times \mathbb{R}^2 \to \mathbb{C} \) is defined in (5.5) earlier.
References

[1] R. Aoun and Y. Guivarc’h. Random matrix products when the top Lyapunov exponent is simple, Preprint, 2017, https://arxiv.org/abs/1705.09593

[2] J. M. Ash, C. Freiling, D. Rinne: Uniqueness of rectangularly convergent trigonometric series, Ann. of Math., 137 (1993), 145-166

[3] J. M. Ash: A Survey of Multidimensional Generalizations of Cantor’s Uniqueness Theorem for Trigonometric Series. Recent advances in harmonic analysis and applications. In honor of Konstantin Oskolkov on the occasion of his 65th birthday. Based on the AMS sectional meeting, Georgia Southern University, Statesboro, GA, USA, March 1113, 2011

[4] J. M. Ash and G. Wang. Some Spherical Uniqueness Theorems for Multiple Trigonometric Series, Ann. of Math., Second Series, Vol. 151, No. 1 (2000), 1-33

[5] J. M. Ash and G. Wang. Sets of uniqueness for spherically convergent multiple trigonometric series. Trans. Amer. Math. Soc. 354 (2002), 4769-4788

[6] B. Bárány. On the Ledrappier-Young formula for self-affine measures. Math. Proc. Cambridge Philos. Soc., 159(3):405-432, 2015.

[7] B. Bárány and A. Käenmäki. Ledrappier-Young formula and exact dimensionality of self-affine measures, Adv. Math., 318 (2017), 88-129

[8] B. Bárány, M. Hochman, A. Rapaport: Hausdorff dimension of planar self-affine sets and measures. Invent. Math. (2018), to appear, https://arxiv.org/abs/1712.07353

[9] Y. Benoist and J.-F. Quint. Random Walks on Reductive Groups, volume 62. Springer, 2016.

[10] A. Borel. Linear algebraic groups. Springer-Verlag, John Wiley & Sons, 1990.

[11] N. Bourbaki. Lie Groups and Lie Algebras. Springer, 2004.

[12] J. Bourgain. Spherical Summation and Uniqueness of Multiple Trigonometric Series, International Mathematics Research Notices, Volume 1996, Issue 3, 1 January 1996, Pages 93107.

[13] J. Bourgain and S. Dyatlov. Fourier dimension and spectral gaps for hyperbolic surfaces. Geom. Funct. Anal. 27 (2017), no. 4, 744-771.

[14] Jean-Baptiste Boyer: The speed of convergence in the renewal theorem, preprint (2015) https://arxiv.org/abs/1506.07625

[15] P. Bougerol and J. Lacroix Products of random matrices with applications to Schrödinger operators. Progress in Probability and Statistics, 8. Birkhäuser Boston, Inc., Boston, MA, 1985.

[16] G. Cantor. Gesammelte Abhandlungen mathematischen und philosophischen Inhalts. Springer, 1932.

[17] H. Davenport, P. Erdös, and W. LeVeque. On Weyls criterion for uniform distribution. Michigan Math. J., 10:311-314, 1963.

[18] K. J. Falconer. Hausdorff dimension and the exceptional set of projections. Mathematika, 29(1):109-115, 1982.

[19] K. J. Falconer. The Hausdorff dimension of self-affine fractals. Math. Proc. Cambridge Philos. Soc., 103(2):339-350, 1988.

[20] K. J. Falconer. The dimension of self-affine fractals. II. Math. Proc. Cambridge Philos. Soc., 111(1):169-179, 1992.

[21] K. J. Falconer. Dimensions of self-affine sets: a survey. In Further developments in fractals and related fields, Trends Math., pages 115-134. Birkhauser/Springer, New York, 2013.

[22] K. J. Falconer, T. Kempton. Planar self-affine sets with equal Hausdorff, box and affinity dimensions. Volume 38, Issue 4, pp. 1369-1388, 2018.

[23] D.-J. Feng, Dimension of invariant measures for affine iterated function systems , 2019, preprint, https://arxiv.org/abs/1901.01691

[24] D.-J. Feng, K.-S. Lau. Multifractal formalism for self-similar measures with weak separation condition J. Math. Pures Appl., 92 (2009) 407-428.

[25] J. Fraser, T. Orponen, T. Sahlsten: On the Fourier analytic properties of graphs. Int. Math. Res. Not. 2014:10 (2014), 2730–2745

[26] J. Fraser, T. Sahlsten: On the Fourier analytic structure of the Brownian graph. Analysis & PDE, Volume 11, Number 1 (2018), 115-132.

[27] Yves Guivarc’h. Produits de matrices aléatoires et applications aux propriétés géométriques des sous-groupes du groupe linéaire. Ergodic theory and dynamical systems, 10(03):483–512, 1990.
[28] Y. Guivarch, Le Page: Spectral gap properties for linear random walks and Pareto’s asymptotics for affine stochastic recursions, *Ann. Inst. H. Poincaré Probab. Statist.* Volume 52, Number 2 (2016), 503-574.

[29] P. Erdős. On the smoothness properties of a family of Bernoulli convolutions. *Amer. J. Math.*, 62:180186, 1940.

[30] Weikun He, Nicolas de Saxcé: Sum-product for real Lie groups. *Preprint* (2018), https://arxiv.org/abs/1806.06375

[31] T. Jordan, T. Sahlsten. Fourier transforms of Gibbs measures for the Gauss map. *Math. Ann. (2016) Vol 364 (3).* 983-1023, 2015.

[32] J.-P. Kahane: Sur la distribution de certaines series aleatoires. In Colloque de Theorie des Nom-bres (Univ. Bordeaux, Bordeaux, 1969), pages 119-122. Bull. Soc. Math. France, Mem. No. 25, Soc. Math. France Paris, 1971.

[33] J.-P. Kahane: Some Random series of functions (2nd ed.). *Cambridge University Press*. 1985.

[34] J.-P. Kahane: Ensembles alatoires et dimensions. In *Recent Progress in Fourier Analysis (proceedings of a seminar held in El Escorial)*. North-Holland, Amsterdam. 65-121, 1983.

[35] R. Kaufman: Continued fractions and Fourier transforms. *Mathematika*, 27(2). 262-267, 1980.

[36] R. Kaufman: On the theorem of Jarník and Besicovitch. *Acta Arith.*. 39(3):265-267, 1981.

[37] Harry Kesten. Renewal theory for functionals of a Markov chain with general state space. *The Annals of Probability*, pages 355–386, 1974.

[38] T. Korner. Sets of uniqueness. *Cahiers du séminaire dhistoire des mathématiques*, 2e série, tome 2 (1992), p. 51-63

[39] I. Laba and M. Pramanik. Arithmetic progressions in sets of fractional dimension. *Geom. Funct. Anal.*, 19(2):429456, 2009

[40] J. Li: Decrease of Fourier Coefficients of Stationary Measures. *Math. Ann.*, 372(3-4):1189–1238, 2018.

[41] J. Li: Fourier decay, Renewal theorem and Spectral gaps for random walks on split semisimple Lie groups. *Preprint* (2018), https://arxiv.org/abs/1811.06484

[42] J. Li: Discretized Sum-product and Fourier decay in Rn. *Preprint* (2018), https://arxiv.org/abs/1811.06852

[43] J. Li: Harmonic analysis of stationary measures *Thesis*

[44] Jialun Li, Frederic Naud, Wenyu Pan: Kleinian Schottky groups, Patterson-Sullivan measures and Fourier decay, *Preprint* (2019), https://arxiv.org/abs/1902.01103

[45] Jialun Li, Tuomas Sahlsten: Trigonometric series and self-similar sets, *Preprint* (2019), https://arxiv.org/abs/1902.00426

[46] Elon Lindenstrauss and Péter P. Varjú. Random walks in the group of Euclidean isometries and self-similar measures. *Duke Math. J.*, Volume 165, Number 6 (2016), 1061-1127.

[47] I. Ya. Gol’dsheid and G. A. Margulis. *Lyapunov indices of a product of random matrices*. Russian mathematical surveys, 44(5):11–71, 1989.

[48] P. Mattila: *Fourier Analysis and Hausdorff Dimension*, Cambridge University Press, 2015.

[49] Piatetski-Shapiro. *Moscov. Gos. Univ. Uc. Zap.*, 165, Mat 7:79-97, 1954.

[50] B. Riemann: *Habilitationschrift*. Abh. der Ges. der Wiss. zu Gott., 13:87- 132, 1868.

[51] Santiago Saglietti, Pablo Shmerkin, Boris Solomyak: Absolute continuity of non-homogeneous self-similar measures, *Adv. Math.* 335 (2018), 60–110

[52] T. Sahlsten, C. Stevens: Fourier decay in nonlinear dynamics. *Preprint* (2018).

[53] R. Salem: Sets of uniqueness and sets of multiplicity. *Trans AMS*, 54:218-228, 1943. Corrected on pp. 595-598, Trans AMS, vol 63, 1948.

[54] R. Salem, A. Zygmund. Sur un theoreme de Piatetski-Shapiro. *CRASP*, 240:2040-2042, 1954.

[55] P. Sarnak: Spectra of singular measures as multipliers on $L^p$. *J. Funct. Anal.* 37 (1980), 302317.

[56] P. Shmerkin: On the exceptional set for absolute continuity of Bernoulli convolutions. *Geom. Funct. Anal.* 24 (2014), no. 3, 946–958

[57] P. Shmerkin, B. Solomyak. Absolute continuity of self-similar measures, their projections and convolutions. *Trans. Amer. Math. Soc.* 368 (2016), no. 7, 5125–5151

[58] P. Shmerkin and V. Suomala: Spatially independent martingales, intersections, and applications. *Mem. Amer. Math. Soc.* 251 (2018), no. 1195
[59] N. Sidorov, B. Solomyak: Spectra of Bernoulli convolutions as multipliers in $L^p$ on the circle. *Duke Math. J.* Volume 120, Number 2 (2003), 353-370.

[60] E. Stein. Harmonic analysis on $\mathbb{R}$, in Studies in Harmonic Analysis., (J. M. Ash, Ed.), pp. 97-135, Studies in Mathematics, Vol. 13, Mathematical Association of America, Washington, DC, 1976.

[61] F. Weisz: Summability of Multi-Dimensional Trigonometric Fourier Series, Surveys in Approximation Theory (7), 1-179, (2012).

[62] W. Young. A note on trigonométric séries. *Mess, for Maths.*, 38:44-48, 1909.

[63] A. Zygmund. *Trigonometric Series*, two volumes, Cambridge Univ. Press, Cambridge, England, 1959.

Institut de Mathématiques de Bordeaux, Université Bordeaux 1, 351 cours de la Libration, 33 405 Talence Cedex, France

E-mail address: jialun.li@math.u-bordeaux.fr

School of Mathematics, Alan Turing Building, University of Manchester, Oxford Road, Manchester, UK

E-mail address: tuomas.sahlsten@manchester.ac.uk