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Abstract

A semiprime is a natural number which can be written as the product of two primes. The asymptotic behaviour of the function \( \pi_2(x) \), the number of semiprimes less than or equal to \( x \), is studied. Using a combinatorial argument, asymptotic series of \( \pi_2(x) \) is determined, with all the terms explicitly given. An algorithm for the calculation of the constants involved in the asymptotic series is presented and the constants are computed to 20 significant digits. The errors of the partial sums of the asymptotic series are investigated. A generalization of this approach to products of \( k \) primes, for \( k \geq 3 \), is also proposed.

1. Introduction

For a positive integer \( k \) and a positive integer (or real number) \( x \), let \( \pi_k(x) \) be the number of integers less than or equal \( x \) which can be written as the product of \( k \) prime factors. The behaviour of \( \pi_k(x) \) has been extensively studied during last two centuries, with the main focus on the case \( k = 1 \), where \( \pi_1(x) \) is the prime counting function, denoted \( \pi(x) \) in the rest of this paper. The prime number theorem states that \( \pi(x) \sim \text{li}(x) \), where the logarithmic integral function \( \text{li}(x) = \int_0^x \frac{1}{\log t} \, dt \) can be written as an asymptotic expansion

\[
\text{li}(x) \sim x \log x \sum_{n=0}^{\infty} \frac{n!}{(\log x)^n}.
\]

Conditions on the error term have been established in the literature, including the recent work of Trudgian [22], who proved that, for sufficiently large \( x \),

\[
|\pi(x) - \text{li}(x)| \leq \frac{x \sqrt{\log x}}{8\pi},
\]

for large enough \( x \). Other explicit estimates of \( \pi(x) \), in terms of \( x \) and \( \log x \) are achievable, as proved by Axler [1].

In this paper, we focus on the case \( k = 2 \), where the numbers written as products of two (not necessarily distinct) primes are called semiprimes. In this case, Ishmukhametov and Sharifullina [14] recently used probabilistic arguments to approximate the behaviour of \( \pi_2(x) \) as

\[
\pi_2(x) \sim \frac{x \log(\log x)}{\log x} + 0.265 \frac{x}{\log x} - 1.54 \frac{x}{(\log x)^2}.
\]

The first term of (1.2) has already been known to Landau [15, §56], with his result stated, for general \( k \in \mathbb{N} \), as

\[
\pi_k(x) \sim \frac{1}{(k-1)!} \frac{x \log(\log x)k^{k-1}}{\log x}.
\]

Delange [6, Theorem 1] obtained the asymptotic expansion of \( \pi_k(x) \) in the form

\[
\pi_k(x) \sim \frac{x}{\log x} \sum_{n=0}^{\infty} \frac{P_{n,k}(\log(\log x))}{(\log x)^n},
\]

where \( P_{n,k} \) are polynomials of degree \( k - 1 \), with the leading coefficient equal to \( n!(k - 1)! \). Tenenbaum [21] proved a similar result, giving an expression for the
coefficients in the polynomial $P_{0,k}$ in terms of the derivatives of $1 \Gamma(z+1) Q p 1 + z p^{-1} 1 - 1 p z$ evaluated at $z = 0$. Considering $k = 2$ in (1.4), we can write an asymptotic expansion for $\pi_2(x)$ as

$$n_2(x) \sim \sum_{p \leq x} \frac{1}{p} - \log \log(x).$$

(1.5)

In Theorem 2.3, we prove that $C_0 = M$, where $M = 0.261497...$ is the Meissel–Mertens constant defined as we sum over all primes such that $p \leq x$. In Section 3, we calculate the rest of constants $C_n$ appearing in equation (1.5). They are given in Table 1 and obtained by the formula

$$C_n = n! \left( \sum_{i=1}^{n} B_i \sum_{k=1}^{n} \frac{1}{k} \right) - n! \left( \sum_{i=1}^{n} B_i \frac{1}{i!} - B_i \right).$$

(1.7)

where $H_i$ is the $i$-th harmonic number, $B_0 = M$ and constants $B_i$ are defined using the asymptotic behaviour of sums [15, §56]

$$\sum_{\log p > x} \frac{\log p}{p} = \frac{\log x}{x} + B_0 + O \left( e^{-\sqrt{\log x}} \right),$$

for $i \in \mathbb{N}$. (1.8)

Constants $B_i$ are given as limits (3.1) in Section 3, where we present an algorithm to efficiently calculate them to a desired accuracy. They are computed in Table 1 to 20 significant digits. Rosser and Schoenfeld [18] prove that the error term in (1.8) can be given explicitly in terms of an integral, which contains the error terms in the prime number theorem. For the case $i = 1$ in equation (1.8), explicit estimates of this sum and, in particular, of the constant $B_1$ involved, were recently obtained by Dusart [8].

A related arithmetic function, $\Omega(m)$, is defined to be the number of prime divisors of $m \in \mathbb{N}$, where prime divisors are counted with their multiplicity. Considering fixed $x$ in equation (1.3), we can view this approximation of $\pi_k(x)/x$ as the probability mass function of the Poisson distribution with mean $\log(\log(x))$. Erdős and Kac [9] showed that the distribution of $\Omega(x)$ is Gaussian with mean $\log(\log(x))$ (see also Rényi and Turán [17] and Harper [13] for generalizations and better bounds). Diaconis [7] obtained the asymptotic expansions for the average number of prime divisors as (see also Finch [11, Section 1.4.3].

$$\sum_{n=1}^{x} \Omega(n) \sim \log(\log(x)) + 1.034525881... - \sum_{i=1}^{x} \left( -1 + \sum_{j=1}^{i-1} \frac{1}{j} \right) \frac{\log \log \log(x)}{\log(x)}. (1.9)$$

where the constants $\gamma_i$ are the Stieltjes constants, numerically computed in [3] to 20 significant digits. An asymptotic series for the variance of $\Omega$ have also been obtained [11, Section 1.4.3].

The Stieltjes constants $\gamma_i$ are used in Section 3 during our calculation of the values of constants $B_n$ and $C_n$, for $n \in \mathbb{N}$. This paper is organized as follows. Section 2 begins with a counting lemma for expressing the semiprime counting function $\pi_2$ in terms of the prime counting function $\pi$. Using this lemma, the main results on the asymptotic behaviour of $\pi_2$ are stated and proved in Section 2 as Theorem 2.3 and Theorem 2.5. While Theorem 2.3 only gives the first two terms, its proof is more coincise than the proof of Theorem 2.5, which gives the full asymptotic series of $\pi_2$. The constants $C_n$ which appear in this asymptotic series are computed in Section 3, where we present an efficient approach to calculate both constants $B_n$ and $C_n$, based on the differentiation of the prime zeta function. In Section 4, we investigate the behaviour of the error terms given by the partial sums of the asymptotic series of $\pi_2$. We conclude with a generalization of the counting argument in Section 5, discussing the extensions of the presented results to
the general case of counting functions \( \pi_k \) for \( k \geq 3 \).

2. Asymptotic behaviour of the counting function of semiprimes

As in equation (1.6), we denote primes by \( p \) and the sums over \( p \) shall be understood as sums over all primes satisfying the given condition. In the case of summing over primes twice, we denote the corresponding prime summation indices by \( p_1 \) and \( p_2 \). We begin with a simple counting formula [14], that gives a way of computing \( \pi_2(x) \).

Lemma 2.1. For a positive integer \( x \), the following holds

\[
\pi_2(x) = \pi(\sqrt{x}) - \pi(\sqrt{x})^2 + \sum_{p \leq \sqrt{x}} \pi\left(\frac{x}{p}\right).
\] (2.1)

Proof. By the definition of counting functions \( \pi_2 \) and \( \pi \), we have

\[
\pi_2(x) = \sum_{x < p_1 \leq x} \sum_{x < p_2 \leq x} \sum_{x < p_1 < p_2 \leq x} \left( \frac{x}{p_1} \right) - \pi(p_2) \]

and formula (2.1) follows by renaming \( p_1 \) to \( p \) in the first term and observing that the rest of the right hand side is the sum of all natural numbers from 1 up to \( \pi(\sqrt{x}) - 1 \).

Formula (2.1) gives an expression of \( \pi_2(x) \) in terms of the prime counting function \( \pi(x) \), which can be approximated using the prime number theorem [21] as

\[
\pi(x) = \alpha_n(x) + o\left(\frac{x}{(\log x)^{n+1}}\right),
\] (2.2)

where \( n \in \mathbb{N} \) and

\[
\alpha_n(x) = \frac{x}{\log x} \left( \sum_{i=0}^{n-1} \frac{1}{i!} \right).
\] (2.3)

Using Landau [15, §56], we can rewrite equation (1.8) for any integers \( i \in \mathbb{N} \) and \( n \in \mathbb{N} \) as

\[
\sum_{p \leq \sqrt{x}} \frac{1}{p} = \frac{\log(x)^i}{ix^i} + R_i + o\left(\frac{1}{(\log x)^n}\right).
\] (2.7)

We will use this to prove the first theorem of this section.

Theorem 2.3. Let \( M \) be the Meissel–Mertens constant defined by (1.6). Then

\[
\pi_2(x) = \frac{x \log(x)}{\log x} + M \frac{x}{\log x} + o\left(\frac{x}{\log x}\right).
\] (2.8)

Proof. Using equations (2.1), (2.2) for \( n = 1 \), and (2.6), we obtain

\[
\pi_2(x) = \sum_{p \leq \sqrt{x}} \left( \frac{x}{p} \right) + o\left(\frac{x}{\log x}\right) - \sum_{p \leq \sqrt{x}} \frac{\log(x)}{\log x} + o\left(\frac{x}{\log x}\right)
\] (2.9)

where we use the little o asymptotic notation used in the prime number theorem (2.2). First we use this result to approximate the sum on the right hand side of equation (2.1).

Lemma 2.2. Let \( n \in \mathbb{N} \) and \( an(x) \) be defined by (2.3). Then we have

\[
\sum_{p \leq \sqrt{x}} \frac{x}{p} = \sum_{p \leq \sqrt{x}} \frac{\alpha_n\left(\frac{x}{p}\right)}{\log\left(\log x\right)^{n+1}} + o\left(\frac{x}{\log\left(\log x\right)^{n+1}}\right).
\] (2.5)

Proof. Using equation (2.2), we have

\[
\left| \sum_{p \leq \sqrt{x}} \frac{x}{p} - \sum_{p \leq \sqrt{x}} \frac{\alpha_n\left(\frac{x}{p}\right)}{\log\left(\log x\right)^{n+1}} \right| \leq \epsilon \sum_{p \leq \sqrt{x}} \frac{1}{p\log x - \log\left(\log x\right)^{n+1}}.
\]

where \( c > 0 \) is a constant. Equation (2.5) then follows by estimating the right hand side by

\[
\frac{c x 2^{n+1}}{(\log x)^{n+1}} \sum_{p \leq \sqrt{x}} \frac{1}{p} = O\left(\frac{x \log(\log x)}{(\log x)^{n+1}}\right),
\]

where the last equality follows from equation (2.4).
We have the following identity
\[ \frac{\log x}{p(\log x - \log p)} = \frac{1}{p} \log p x \left( \frac{\log x}{p(\log x - \log p)} \right). \]

Substituting the left hand side into the right hand side, we obtain, for any natural number \( n \in \mathbb{N} \), that
\[ \sum_{p \leq \sqrt{x}} \frac{\log x}{p(\log x - \log p)} = \frac{1}{n} \sum_{n=0}^{n-1} \left( \frac{\log x^2}{p(\log x - \log p)} \right) + \left( \frac{\log x}{p(\log x - \log p)} \right). \]

Summing over all primes \( p \leq \sqrt{x} \), we get
\[ \sum_{n=0}^{n-1} \left( \frac{\log x^2}{p(\log x - \log p)} \right) + \left( \frac{\log x}{p(\log x - \log p)} \right). \]

Each term on the right hand side can be evaluated using equations (2.4) and (2.7), with \( o(1) \) accuracy, as
\[ \sum_{n=0}^{n-1} \left( \frac{\log x}{p(\log x - \log p)} \right) = \log \log x - 2 + M + \sum_{n=0}^{n-1} f(n) + o(1). \]

where \( f(n) \) is a decreasing function of \( n \) satisfying \( f(n) \to 0 \) as \( n \to \infty \). This can be deduced by applying equation (2.7) to the error term
\[ \frac{1}{(\log x)^2} \sum_{x \leq p} \log(\log x - \log p) \leq \frac{2}{(\log x)^2} \sum_{x \leq p} \log(\log x - \log p) = \frac{1}{(\log x)^2} + o(1). \]

Since we have
\[ -\log 2 + \sum_{i=1}^{n} \frac{1}{2^i} + f(n) \to 0, \quad \text{as} \quad n \to \infty, \]
equation (2.10) implies that
\[ \sum_{p \leq \sqrt{x}} \frac{\log x}{p(\log x - \log p)} = \log(\log x) + M + o(1). \]

Substituting into equation (2.9), we obtain formula (2.8).

2.2. Asymptotic series for the counting function of semiprimes

To derive formulas for all terms in the asymptotic series of \( \pi_2 \), we first define an auxiliary sequence of numbers \( q_n \) for \( n \in \mathbb{N} \) by
\[ q_n = \frac{n}{2^{n-1}}, \quad \text{for} \quad n \geq 2, \quad \text{and} \quad q_1 = 0. \]

Then \( q_n \) is an increasing sequence of rational numbers with the first few terms given as \( q_1 = 0, q_2 = 1, q_3 = 5/2, q_4 = 29/6, q_5 = 103/12 \) and \( q_6 = 887/60 \), which satisfies the following identity.

Lemma 2.4. Let \( n \in \mathbb{N} \) and let \( q_n \) be given by equation (2.11). Then we have
\[ \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) \frac{1}{r^{2i}} = q_n + \log 2. \]

Proof. Considering the binomial series
\[ (1-t)^{-n} = 1 + \sum_{i=0}^{n} \frac{(n+i)}{n-i} t^i, \quad \text{for} \quad t \in (-1, 1), \]
we can rewrite it as
\[ \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) t^i = \frac{1}{t} \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) t^i = \sum_{i=1}^{n} \left( \frac{n+i}{n-i} \right) t^i. \]

Integrating, we get
\[ \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) t^i = \frac{1}{t} \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) t^i = \sum_{i=0}^{n} \left( \frac{n+i}{n-i} \right) t^i. \]

which holds for \( t \in (-1, 1) \). Substituting \( t = 1/2 \), we obtain (2.12).

We will use Lemma 2.4 in the proof of the following theorem, giving the asymptotic series for the semiprime counting function \( \pi_2(x) \).

**Theorem 2.5.** The constants \( C_n \) appearing in the asymptotic expansion (1.5) are given by equation (1.7) for \( n \in \mathbb{N} \) and as \( C_0 = B_0 = M \) for \( n = 0 \).

Proof. The case \( n = 0 \) is studied in Theorem 2.3, which states that \( C_0 = M \). To derive equation (1.7), we again use formula (2.1) from Lemma 2.1 and approximate each term using the prime number theorem (2.2). We need to analyze sums of the form
\[ S_n(x) = \sum_{p \leq \sqrt{x}} \frac{1}{p \log x} = \sum_{p \leq \sqrt{x}} \frac{1}{p \log x}. \]

(2.13)
Using the binomial series on the right hand side, we get

\[ s_n(x) = \sum_{m=0}^{n} \binom{n}{m} x^m \left( \frac{\log(x)}{m} \right)^{-1}. \]

Substituting \( x^2 \) for \( x \), we obtain

\[ s_n(x^2) = \sum_{m=0}^{n} \binom{n}{m} x^m \left( \frac{\log(x^2)}{m} \right)^{-1} = \sum_{m=0}^{n} \binom{n}{m} \left( \frac{\log(x^2)}{m} \right)^{-1} x^m. \]

To estimate the sums over primes on the right hand side, we apply the result of Rosser and Schoenfeld [18, equation (2.26)], which can be formulated as

\[ \sum_{p \leq x} \frac{\log(p)}{p} = \log(x) + \frac{\log(x)^2}{2} + O \left( \frac{\log(x)^3}{x} \right). \]

Using this notation and identity (2.12) in Lemma 2.4, we rewrite equation (2.15)

\[ s_n(x^2) = \log(x) + \frac{\log(x)^2}{2} + O \left( \frac{\log(x)^3}{x} \right). \]

Using the inequality (1.1), there exist constants \( d_1 \) and \( d_2 \) such that

\[ I(i, x) = d_1 \int_2^{x} (\log y)^{-3/4} \exp \left( -d_2 \sqrt{\frac{\log y}{y}} \right) \, dy. \]

Choose \( \ell \in \mathbb{N} \). Our goal is to use (2.17) to estimate the rate of convergence of the sum on the right hand of equation (2.16).

To do this we first observe that, for \( i \geq \ell \), we have

\[ \frac{I(i, x)}{\log(x)} \leq d_2 \int_2^{x} \frac{(\log y)^{3/4} \exp \left( -d_2 \sqrt{\frac{\log y}{y}} \right)}{y} \, dy \leq I(\ell, x). \]

Using inequalities (2.17) and (2.18) and assuming \( \log(x) \geq 1 \), we can estimate the remainder of the series on the right hand of equation (2.16) as

\[ \sum_{m=0}^{n} \binom{n}{m} x^m \left( \frac{\log(x^2)}{m} \right)^{-1} = \frac{2}{\log(x)} + d_2 \left( \frac{d_2}{\log(x)} \right)^{1/2}. \]

Since all three sums on the right hand side converge independently of \( x \), we deduce that the remainder is of the order \( O \left( \log(x)^{-1} \right) \). Therefore, equation (2.16) becomes,

\[ s_n(x^2) = \log(x) + d_4 \log(2) + O \left( \frac{\log(x)^2}{x} \right). \]

This means that an asymptotic expansion of \( S_n(x^2) \) in terms of negative powers of \( \log x \) is given by the sum of the asymptotic series of terms in equation (2.15). The same is true for \( S_n(x) \) in equation (2.14).

Thus, using equations (2.4), (2.7), (2.12) and (2.14), we obtain

\[ s_n(x^2) = \sum_{m=0}^{n} \binom{n}{m} x^m \left( \frac{\log(x^2)}{m} \right)^{-1} = \log(x) + d_4 \log(2) + O \left( \frac{\log(x)^2}{x} \right). \]

Using equations (2.3) and (2.5), we have

\[ s_n(x) = \sum_{m=0}^{n} \binom{n}{m} x^m \left( \frac{\log(x)}{m} \right)^{-1} = \log(x) + d_4 \log(2) + O \left( \frac{\log(x)^2}{x} \right). \]

Thus, using formula (2.1) and the prime number theorem (2.2), we obtain the asymptotic expansion (1.5), where we have

\[ C_n = n! \left( q_{n+1} + \sum_{i=2}^{n} \frac{B_i}{n!} \right) - 2^n \sum_{i=1}^{n} B_i (n-i)! \cdot \]

This can be further simplified by using definition (2.11) of \( q_n \). We get

\[ C_n = n! \left( q_{n+1} + \sum_{i=2}^{n} \frac{B_i}{n!} + \sum_{i=1}^{n} \frac{1}{n!} \right) - 2^n \sum_{i=1}^{n} B_i (n-i)! . \]
Subtracting the first and the third sum, we obtain (1.7).

3. Computing the constants

In this section, we use a fast converging series to determine the values of the constants $B_n$ and, as a result, of the constants $C_n$ given by equation (1.7). The first constant, $B_0 = C_0 = M$, is the well-studied Meissel–Mertens constant, so we will focus on constants $B_n$ in the case $n \geq 1$. They have been defined by equations (1.8) or (2.7), which can be rewritten as

$$B_n = -\lim_{s \to 1} \frac{\sum_{p \leq x} \log(p)^{n} p^{s}}{\zeta(s)} - \lim_{s \to 1} \frac{\sum_{p \leq x} \log(p)^{n} p^{s-1}}{\zeta(s)}$$

To derive a formula for evaluating $B_n$ on a computer, we use the prime zeta function $P(s)$ defined by

$$P(s) = \sum_{p} \frac{1}{p^s}, \quad \text{for } s \in (1, \infty).$$

Differentiating equation (3.2), we get the formula for the $n$-th derivative of the prime zeta function as

$$P^{(n)}(s) = (-1)^n \sum_{p} \frac{\log(p)^{n} p^{s}}{p^s} = (-1)^n \sum_{p} \frac{\log(p)^{n} p^{s}}{p^s} + (-1)^n \sum_{p} \frac{\log(p)^{n} p^{s}}{p^s}.$$  

The prime zeta function $P(s)$ can also be related to the Riemann zeta function $\zeta(s)$ through the formula [12]

$$P(s) = \sum_{i=1}^{\infty} \mu(i) \frac{\log(\zeta(i s))}{i}, \quad \text{for } s \in (1, \infty),$$

where $\mu(n)$ is the M"obius function. Taking the derivative of order $n$ of this expression, we obtain

$$P^{(n)}(s) = \sum_{i=1}^{\infty} \mu(i) i^{n-1} \left( \frac{\zeta'(i s)}{\zeta(i s)} \right)^{(n-1)}.$$ 

Substituting into (3.3), we obtain

$$\sum_{p \leq x} \frac{\log(p)^{n} p^{s}}{p^s} = (-1)^n \sum_{i=1}^{\infty} \mu(i) i^{n-1} \left( \frac{\zeta'(i s)}{\zeta(i s)} \right)^{(n-1)} - \sum_{p \leq x} \frac{\log(p)^{n} p^{s}}{p^s}.$$  

Using integration by parts, we obtain

$$\int_{1}^{\infty} \frac{(\log u)^{n-1}}{u^s} \, du = \frac{(n-1)!}{(s-1)^n} = \left( \frac{-1}{s-1} \right)^{n-1}.$$ 

Thus, the second sum on the right hand side of equation (3.4) can be approximated by

$$\sum_{p \leq x} \frac{\log(p)^{n} p^{s}}{p^s} = \int_{1}^{\infty} \frac{(\log u)^{n-1}}{u^s} \, du + o(1) = \left( \frac{-1}{s-1} \right)^{n-1} - \int_{1}^{\infty} \frac{\log(p)^{n} p^{s}}{p^s} \, du + o(1).$$

Substituting into equation (3.4), we get

$$\int_{1}^{\infty} \frac{\log(u)^{n-1}}{u^s} \, du = (1-\sum_{i=1}^{\infty} \mu(i) i^{n-1}) \left( \frac{\zeta'(i s)}{\zeta(i s)} \right) \left( \frac{1}{s-1} \right)^{n-1} + o(1).$$

Taking the limit as $s \to 1$ and substituting into equation (3.1), we obtain

$$B_n = -\sum_{i=1}^{\infty} \mu(i) i^{n-1} \left( \frac{\zeta'(i s)}{\zeta(i s)} \right) \left( \frac{1}{s-1} \right)^{n-1} + o(1).$$  

| $n$ | $B_n$ | $C_n$ |
|-----|-------|-------|
| 0   | 0.201497214714725775 | 0.201497214714725775 |
| 1   | -1.3125627713123847 | -2.0712612368295873 |
| 2   | -2.551505155484454761 | -7.057277775219705898 |
| 3   | -4.503097119150426912 | -10.54360450394616154 |
| 4   | -0.3290737164472058 | -20.76582583836283838 |
| 5   | -0.6136266996812755136 | -1.1199978713063025 |
| 6   | -1.395125945329957375 | -1.15053083292162110 |
| 7   | -5.04641597913292902 | -1.02229057283552231 |
| 8   | -0.07667210867952170 | -4.72834301431352567 |
| 9   | -1.08860460641556945 | -2.773840525641352657 |
| 10  | -1.3292599552785154 | -10.4700814352579254 |

Table 1. Table of constants $B_n$ and $C_n$, for $n = 0, 1, 2, \ldots, 10$, defined by equations (2.7) and (1.7), which appear in the asymptotic expansion of $\pi^2(x)$. The values of constants $B_n$ are computed by formula (3.5) using the Laurent series (3.6). The values of constants $C_n$ are computed by equation (1.7).

where the first term on the right hand side is a quickly converging series and the limit in the second term can be evaluated using the Laurent expansion of $\zeta(s)$ around $s = 1$. This is given by

$$\zeta(s) = \frac{1}{s-1} + \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} \gamma_n (s-1)^n,$$

where the Stieltjes constants $\gamma_n$ are computed to 20 significant digits in [3]. Then, the Laurent expansion of the
logarithmic derivative [4] of the Riemann zeta function is

\[
\frac{C(n)}{\zeta(n)} = \frac{-1}{2(n-1)} + \gamma + (-2n+\zeta(2n-1) + \frac{1}{2}\zeta(n+1) + \frac{1}{2}\zeta(n+1)) (n-1)^2 + (\frac{1}{2}\zeta(n+1) - \zeta(n) + \frac{1}{2}\zeta(n)) (n-1)^2 + \ldots
\]

Constants \(B_n\) computed by formula (3.5) using the Laurent series (3.6) are presented in Table 1. Once we know constants \(B_n\) to the desired accuracy, we can use equation (1.7) to calculate constants \(C_n\). They are also presented in Table 1 to 20 significant digits.

4. Discussion

In this paper, we have studied the behaviour of the semiprime counting function \(\pi_2(x)\), which is a special case (\(k = 2\)) of the \(k\)-almost prime counting function \(\pi_k(x)\). To generalize the presented results to the case \(k \geq 3\), we need to first generalize the counting Lemma 2.1. Using the inclusion-exclusion principle, it is possible to deduce the following counting formula

\[
\pi_k(x) = \sum_{\prod p_i = x} (-1)^{k-i} \sum_{p_i < \ldots < p_i \leq \sqrt{k} x} \pi_{k-1}(\frac{x}{p_1 p_2 \ldots p_i}), \tag{5.1}
\]

where we define function \(\pi_0(x)\) to be identically equal to 1, i.e. \(\pi_0(x) = 1\), and the sum over \(p_1 < p_2 < \ldots < p_i \leq \sqrt{k} x\) means that we are summing \(i\)-times over all primes satisfying the given condition. Substituting \(k = 2\) into equation (5.1), we obtain

\[
\pi(x) = \sum_{p_1 \leq \sqrt{x}} \pi_1 \left( \frac{x}{p_1} \right) - \sum_{p_1 < p_2 \leq \sqrt{x}} \pi_0 \left( \frac{x}{p_1 p_2} \right).
\]

Using \(\pi_0(x) = 1\), we deduce equation (2.1). Thus, equation (5.1) provides a generalization of equation (2.1), which expresses the \(k\)-almost prime counting function \(\pi_k(x)\) in terms of the counting functions \(\pi_1(x), \pi_2(x), \ldots, \pi_{k-1}(x)\). It can be inductively used to derive forms of coefficients of polynomials \(P_n, k\) in the asymptotic series (1.4). In addition to constants \(B_n\) and \(C_n\), certain new constants will appear in such calculations, including the (converging) sums of the form \(P_p (\log p) i p \cdot \ell\) with \(\ell \geq 2\) and \(i \in \mathbb{N}\). For a detailed discussion of the asymptotic behaviour of these sums for \(\ell = 1\), see Axler [2]. Substituting \(n = \pi(x)\) in [2, Theorem 5] gives a different expansion for the sums in (1.8), which may be further examined using the prime number theorem. There are, also, other possible approximations for \(\pi_k(x)\). For example, Erdős and Šarközy [10] prove that

\[
\pi_k(x) < \begin{cases} 
\frac{c(\delta) \cdot x}{\log x} \left( \frac{\log \log x}{(k-1)!} \right)^{-1}, & \text{for } 1 \leq k \leq (2 - \delta) \log \log x; \\
\frac{c \cdot x^{k-1}}{\log x}, & \text{for } k \geq 1;
\end{cases}
\]

for some constants \(c(\delta)\) and \(c\). Other approximations, relating the function \(\pi_k\) to some other products over primes are possible to obtain, as explained in [21]. Functions \(\pi_k(x)\) and \(\Omega(x)\), used in expansion (1.9), count the prime divisors with their multiplicity. Another possible generalization is to investigate the related functions \(N_k(x)\) and \(\omega(x)\), counting prime divisors without multiplicity. That is, functions \(N_k(x)\) and \(\omega(x)\) are defined to be the number of natural numbers \(n \leq x\) which have exactly \(k\) distinct prime divisors and the number of distinct prime divisors of \(x\), respectively. Finch [11, page 26] shows that

\[
\frac{1}{x} \sum_{n \leq x} \omega(n) \sim log (\log x) + 0.2610972128 \ldots + \frac{x}{\log x} \left[ \sum_{n \leq \log x} \frac{1}{n^2} \right] \left[ \frac{\log x}{1 - \log x} \right]^{-1},
\]

which has the higher order terms in the same form as in the expansion (1.9). Using the prime number theorem, we also observe that \(N_1(x) = \pi(x) + \pi(\sqrt{x}) + \pi(\sqrt{3} x) + \ldots \sim \log(x)\) admits an identical asymptotic expansion as \(\pi(x)\). Delange [6, Theorem 1] and Tenenbaum [21] obtained
the asymptotic expansion of $N_k(x)$ in the form

$$N_k(x) = C \frac{x \log x}{2e} \left( 1 + O \left( (\log x)^{-\delta^2/5} \right) \right),$$

where $Q_{n,k}$ are polynomials of degree $k - 1$. Here, the expansion is similar to the expansion (1.4) for $\pi_k(x)$, but the polynomials $P_{n,k}$ and $Q_{n,k}$ are different. Results about the leading terms of polynomials $Q_{n,k}$ and about $Q_{0,k}$ have also been obtained, as in the case of $\pi_k$. Several different approximations for $N_k(x)$ are also possible to derive, as shown in Tenenbaum [21], who points out that the function $N_k$ is easier to analyse than $\pi_k$, for larger values of $k$, relative to $\log(\log x)$. For example, the following holds uniformly for $x \geq 3$ and $(2 + \delta) \log(\log x) \leq k \leq A \log(\log x)$:

$$N_k(x) = C \frac{x \log x}{2e} \left( 1 + O \left( (\log x)^{-\delta^2/5} \right) \right),$$

where $A > 0$, $0 < \delta < 1$ and $C \approx 0.378694$. Similar results, but for larger values of $k$, can be obtained for functions $\pi_k$ as well [16].
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