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Abstract

Scientific research of any socio-economic and managerial process can be represented as a chain of reflections on the causes and consequences of this or that phenomenon’s occurrence. At the same time, the authors can try not only to answer the question “why?” but also to study and understand the nature of cause-and-effect relationships, to find out the mechanisms of their occurrence, and also to get the answer to the question posed as accurately and reasonably as possible. Each author, using the accumulated experience, offers both qualitative and quantitative methods that allow him to obtain one or another assessment of causality. However, there are not enough articles devoted to a comprehensive review of the methods and technologies of cause-and-effect relationships in socio-economic processes. This article discusses three well-known conceptual approaches to the assessment of causation in socio-economic sciences: successionist causation, configurational causation and generative causation. The author gives his own interpretation of these approaches, builds graphic interpretations, and also offers such concepts as a linear sequence of factors, the causal field, and the causal space of factors in socio-economic processes. Within the framework of these approaches, a classification of mathematical and instrumental models for assessing the causality of relationships in socio-economic processes is given, and trends in the development of these and new models are formulated, taking into account the global transition to a digital format. All of these trends are based on the use of digital technologies in different formats and include descriptions of such formats. The article contains specific author’s examples of causality model implementation in scientific research related to economics and management.
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Introduction

The issues of assessing the causality of relationships in socio-economic processes are discussed in many scientific works. At the same time, it is quite obvious that the mechanisms of the occurrence of cause-and-effect relationships are universal about the subject and object of research. Therefore, the study of cause-and-effect relationships (“causality”) is given great attention in many sciences: philosophy, psychology, economics, management, physics, chemistry, etc. In socio-economic sciences, the issues of “causality” are identified with the new term “causality,” which is gaining popularity. Causality (lat. causalis) — causal interdependence of events in time [1]. The variety of application spheres of the causality concept determines the diversity of approaches to its study [2–17].

Experimental and quasi-experimental methods have become the basis of research practice in the search for the causality of relationships in socio-economic processes, which have made it possible to make a real “revolution of reliability” [2] in the field of empirical socio-economic research. New methods and approaches which have gone far beyond the scope of econometric and correlation-regression analysis have made it possible to ensure high quality of the quantitative estimates obtained and to reliably identify the presence of causality, and not just correlations. This made it possible to measure accurately the strength of the impact of some observed variables on others in the framework of the socio-economic processes under consideration.

The general meaning of the experimental approach, within which new methods of studying the causality of socio-economic processes were born, is quite simple. It consists of choosing the object of analysis, determining and formalizing the essence of the impact (influence), building a research hypothesis, as well as a comparative analysis of the impact’s assessment of the selected impact (or lack of it) on groups. The most important characteristic of dividing objects into two groups (experimental and control) is the randomization of objects falling into these groups, which helps to effectively solve the problem of endogeneity. Assessment of the difference (dissimilarity) of such impacts on randomly selected groups allows us to obtain an unambiguous answer to the question of whether the selected impact is the cause of changes in the characteristics of objects. Thus, a properly constructed experimental research design is the key to a successful study of causality in socio-economic processes.

The effectiveness of the causality study in socio-economic processes based on a well-built design is confirmed by Christopher Sims and Thomas Sargent — laureates of the Nobel Prize in Economics for 2011, awarded “for empirical research of causal relationships in macroeconomics” [13, 14]. These scholars have developed methods to answer questions about the causal relationship between economic policy and various macroeconomic variables such as GDP, inflation, unemployment and investment.

When assessing causality in socio-economic processes, there are three main approaches to the study of cause-and-effect relationships in modern science.

The successionist causation approach explores and identifies vital elements of causality, such as variables or methods that describe socio-economic processes. At the same time, research is aimed at observing the relationship between such variables using survey methods, tests, and experiments. The explanation of causality is based on the differences in associative links (real or false, direct or indirect), as well as on the assessment of the strength and significance of these links [2, 3, 5, 12–14, 18, 19].
The configurational causation approach implies the study of the socio-economic process based on comparison or “comparative” analysis of data. This means that research begins with the study of some cases of a certain set of socio-economic processes or phenomena that have similarities and differences. The purpose of such studies is to find causality based on the selection of two sets of factors or parameters, some of which lead to similarity and others to difference. Thus, causality in this sense is the basis for dividing the studied set of socio-economic processes into two clusters. As a result of the research, the key configurations of attributes are revealed which make it possible to explain the differences in the results for the entire set of socio-economic processes being considered [18–23].

The generative causation approach also begins by looking at measurable patterns that describe socio-economic processes. However, it is assumed that they are caused by the action of some deep mechanism that describes human actions, and, in the general case, is not formalized in the form of a set of variables or attributes. Causality, in this case, is reduced to the creation of theories of such mechanisms explaining the emergence or lack of uniformity (behavior patterns) [23–28].

The three scientific approaches presented are the basis of most scientific research aimed at elucidating causal relationships in socio-economic processes.

We should emphasize that the focus of the approaches just described is an imperative thing — “logic in use,” the reason why this or that approach is applied in the first place. Each of the three approaches is based on some of the key organizational research principles that give rise to the corresponding scientific methodology. This methodology is universal and can be applied in various fields of knowledge, including social and historical sciences, pure sciences, as well as applied sciences on a macro- and micro-scale.

Using the approaches discussed above, researchers of socio-economic processes are trying to solve some problems in assessing the causality of relationships between factors: the problem of the direct influence of “X” on “Y,” the problem of delayed or retrospective causality, the problem of functionality (deterministic or probabilistic), the problem of causality of relationships and many others [2–17].

The purpose of this article is to consider the classification of causality models within the framework of the three approaches discussed above and to formulate trends in the development of causality theories concerning socio-economic processes and phenomena, taking into account the development of tools and the transition of a society to a digital development format.

1. Analysis of approaches to identifying causality in socio-economic processes

In a broad sense, causality theory answers the question related to determining the truth of the statement “X begets Y”. In this case, “X” is called a cause or a causal factor (or a set of factors), and “Y” is called a consequence, response, or an effective factor (or a set of factors). Mathematically speaking, “X” is a necessary condition for “Y” and “Y” is a sufficient condition for “X” (Figure 1).

![Fig. 1. Graph of factors' causality of the socio-economic process](image-url)
In the successionist causation approach, causal links are established between variables that explain the cause within a specific model describing the socio-economic process. In this case, the first step is to identify independent variables that fix the state of the process at a certain moment in time, as well as the result (effect) — the dependent variable that needs to be explained. Such patterns, associations, or correlations provide the basic building blocks within the framework of the “cause-effect” dualism. However, it is well known that correlation is not causation. Therefore, within the framework of this approach, it is necessary to do a lot of work to identify the causal relationship by analyzing the data using mathematical methods. Identifying a sequence of causes avoids the fuzzy conclusion that “everything causes everything” and focuses on finding really meaningful influences. This is mainly done in two ways.

The first method is to isolate critical causal relationships by manipulating data that are randomly divided into test and control samples. In this case, all but one of the variables are fixed, and thus the strength of the influence of this variable on the result is determined. Since the samples are identical in composition, only this variable can affect the result. Thus, the direct influence of the highlighted variable on the result can be observed and measured directly.

The second way to identify causality implies a similar logic, but the author achieves control of the result differently. To examine the veracity and strength of any particular causal relationship, a test variable is introduced. The author tests this variable to see if the original influence model has changed. In other words, the strength of this variable’s influence on the result and the original variable is checked.

Thus, within the framework of the first approach, the variables describing the socio-economic process explain the obtained result. Causality is driven by incrementally adding variables, collecting data, creating measurement tools and providing capabilities for processing experimental data. At the same time, the assessment of causality is based on a deep analysis of data associated with the search for effective combinations of variables’ arrays that most accurately describe the socio-economic process.

The “configurational causation” approach to identifying the causality of relationships in socio-economic processes is, in fact, based on the ideas of John Stuart Mill outlined in the book “System of Logic” [12], which were developed in [20, 21]. From a technical point of view, this is associated with the transition from a methodology based on variables to a methodology based on specific (particular) cases. From this point of view, the author considers attributes and conditions. Attributes are also identifiable through data collection. The difference is that the author considers attributes as part of the socio-economic process, and not as independent objects, but, nevertheless, they are independent variables. Thus, causality, in this sense, is determined by a special configuration of attributes in the whole system. Variable analysis in the first approach focuses on identifying the contribution of individual causes, while configuration analysis tries to trace the results based on their combination (attributes). This thesis can be schematically depicted in the following form (Figure 2).
To clarify the meaning of this graph, let us give an example of Moore’s study [29], in which the early industrialization of Britain was caused by such factors as a weak aristocracy, technological progress, a strong middle class, the movement of cheap labor, the presence of colonies, etc. Any of these factors apart unlikely could cause changes in industrial production. However, taken together, these factors provide a powerful boost. Indeed, technological progress will not scale production without an influx of cheap labor, which is possible through the presence of colonies. Thus, the “+” sign in Figure 2 means the presence of a certain set of attributes. Understanding the attribute as a set of interrelated variables, we get the first fundamental feature of the second approach. Then the limitation of the first approach becomes visible, which we identified when examining a study devoted to modelling the process of Russia’s accession to the WTO [30]. The main idea of configurational causality is that the change in the socio-economic process is due to the relationship of variables in the attributes. The absence of any variable in an attribute does not cause changes, consequently, the attribute itself is not the reason for this change. It is the combinatorial nature of the attribute structure that is the key characteristic of causal complexity, which the author considers in the second approach. The second important point in understanding the meaning of configurational causality is that it is comparable phenomena that are compared for the search for causal relationships. Simplification involves deriving basic causal configurations using analytic rules, such as the following: “If two rows of a truth table differ in only one attribute, but still lead to the same result, then the attribute that distinguishes the two rows can be ignored and excluded from consideration: Y = X1.X2.x3.x4 (1100), Y = X1.X2.x3.X4 (1101)”. Here “X” (uppercase letter) means code 1 (true), while “x” (lowercase letter) means code 0 (false). Such a record means that the presence or absence of attribute number 4 in the truth table x4 (X4) has no meaning for a certain class of situations Y = X1.X2.x3, if they are in the same truth table;

Thus, in the second approach a new causal logic is established which is significantly different from the model of the first approach and has the following characteristics:

- attribute configurations explain the reason;
- dissimilar configurations of attributes can lead to the same result;
- similar configurations of attributes can lead to different results;
- individual sets of attributes can lead to opposite results.

Within the framework of the second approach, a technology for identifying causal relationships was developed, which was called qualitative comparative analysis [21, 22]. This technology consists of four steps:

1. Put forward a hypothesis and select potential attributes that could lead to the investigated result;
2. Collecting data (using primary or secondary means) and placing them in a data matrix;
3. Simplification of the “truth table” to identify the most significant cause-and-effect relationships. Simplification involves deriving basic causal configurations using analytic rules, such as the following: “If two rows of a truth table differ in only one attribute, but still lead to the same result, then the attribute that distinguishes the two rows can be ignored and excluded from consideration: Y = X1.X2.x3.x4 (1100), Y = X1.X2.x3.X4 (1101)”. Here “X” (uppercase letter) means code 1 (true), while “x” (lowercase letter) means code 0 (false). Such a record means that the presence or absence of attribute number 4 in the truth table x4 (X4) has no meaning for a certain class of situations Y = X1.X2.x3, if they are in the same truth table;
4. Choice of attributes’ basic configurations and interpretation of results.

The generative causation approach is based on an ordered sequence of applying rules to a set of abstract symbols [1]. Issues related to the emergence and development of this approach have philosophical roots and are associated with the concepts of critical realism [25–28] and...
Generative modeling [30–32]. The key difference between generative causality is the study of cause-and-effect relationships at the level of the mechanism of their occurrence and functioning in socio-economic processes (Figure 3).

The first fundamental difference of this approach lies in a different presentation of the research result. In generative explanation, the goal is to explain what causes causal relationships, that is, to identify some patterns of relationships between attributes and outcomes in the form of association rules. A set of such patterns can be considered as possible patterns of behavior in the study of socio-economic processes. In essence, the presentation of the result is also understood as a collection of attributes, and the causal arrow is replaced with an “equivalence” sign (double-headed arrow), which shows the relationship of variables’ sets. Thus, in the generative approach, the results are the object of explanation, since they describe more complex sequences, comparisons, trends and relationships.

The second difference is “generative mechanisms” or “underlying mechanisms,” which reflect the uniqueness of the approach and explain the patterns of results. Causal relationships, in this case, are in the “mechanism of action” of causality and are understood as “potentials” or “processes” inherent in the system under study. Thus, socio-economic research begins with templates of results and with the hypothesis about the choice and argumentation of attributes.

The third difference concerns the contexts that are needed to explain the typology of results. The contexts represent the possible options in the generative explanation of causal links. Contexts are pre-existing institutional, organizational and social conditions that define the framework for the study of causality in the socio-economic process. They allow you to develop an infrastructure for the study of causality in socio-economic processes.

Having described the features of generative causality, one can conceptually describe the search for causality in socio-economic processes. The author explains the causality of connections in socio-economic processes by the fact that the mechanism (M), acting in the context (C), will generate the result, or output (O). This CMO technology offerings are the starting point and end product of research. The research begins with hypotheses aimed at explaining a pattern of outcomes by postulating how they can be explained within a specific context. Then the author is carrying out empirical research to understand better the setting of the action’s mechanism as part of an iterative process of correlating input and output.

Thus, comparing the three listed approaches, we can state that all of them are the basis for the construction of stable informative causal links of socio-economic processes and have the property of nesting:

Sequence of causes \( \subseteq \) Configuration of causes \( \subseteq \) Generalization of causes
All three approaches involve the hypotheses’ construction and the interpretation of the causality’s model of connections in socio-economic processes.

Within the framework of the first two approaches, researchers focus on finding and applying appropriate methods and tools to perform basic calculations that assess the strength and quality of communication, since these characteristics are fundamental for constructing the causality mechanism, which is described in the third approach. However, in the first two approaches, research has not focused on the question of why the individual partial causalities of variables and attributes make sense. This means that the variables and attributes, as well as their interrelationships, are responsible for establishing the strength of the causal relationship. But they do not take into account the infrastructure and context of the socio-economic process being considered, although these characteristics structure what is happening and affect the quality of the research. In other words, the first approach (sequence of causes), which can be conventionally called linear (one-dimensional model), can be improved by adding variables, but adding such “element-by-element” complexity leads to an increase (exponentially) in computational and descriptive complexity. The second approach (configuration of causes) takes into account the relationships between variables and allows them to be represented as attributes. Applying the provisions of this approach, we can argue that we are dealing with a causal field of factors and attributes (two-dimensional model). To improve research results in this approach, the author used additional comparisons, which also leads to an increase in the complexity of the model for assessing the relationships’ causality. Within the framework of these two approaches, it is rather difficult to obtain stable empirical generalizations and explanatory persuasiveness.

The third approach (generalization of causes) has the best technology for assessing the causality of relationships in socio-economic processes since it contains elements that allow strengthening generative reasoning. However, just because “context—mechanism—result” configurations provide more explanatory flexibility than variable or attribute-based models does not mean that they are in any way final or complete. Of course, formation the mechanisms of relationships causality requires a more powerful data set and complex assessment methods. At the same time, the presence of context makes it possible to strengthen the explanatory nature of causality in socio-economic processes, and the causal space of factors makes it possible to transfer the constructed mechanism from one area to another with minimal losses.

An example of generative causality can be found in the discoveries of Nobel laureates in the field of economics who build their models proceeding from some causal assumptions, obtaining new and generalizing traditional economic laws. J. Akerloff argues that rational behavior in different market segments should take into account a certain degree of information asymmetry between the seller and the buyer [34]. Thus, to study the effectiveness of market behavior (according to Pareto), it is proposed to add the attribute “information asymmetry.” At the same time, the result in such a causal space turns out to be multivalued, since the attribute “asymmetry” for different categories of market agents describes the real market situation in different ways. Generative causation, in this sense, gives rise to a new theory of market behavior. The context, in this case, may be a specific market in which the above causal space of factors is considered: the used car market, insurance, and medical markets and others.
2. Examples of applying the approaches to identifying the causality of socio-economic processes

Example 1. Successionist causation

In the work by M.S. Yudaeva [30], the author considers the issue of the causal link between the process of Russia’s accession to the WTO and the consequences of this accession. Sequential causation here is an acyclic graph. The author proposes using the method of randomized probabilities to evaluate the strength of connections in an acyclic graph using a specific example – the electric power sector of the Russian economy.

In his research, the author applied the logic of the first approach. However, the phenomenon of Russia’s accession to the WTO goes far beyond the chosen variables, therefore the estimates of the impact obtained can be considered only partial (for example, no effect was found for other industries).

Despite these shortcomings, this study is as accurate as we can get close to manipulating the WTO accession process to observe the effect of one variable (the top of the acyclic graph) on another when all other variables are considered unchanged.

The basic logic of this approach remains unchanged: the author generated hypotheses about causal relationships, collected data on a set of suitable variables to study this pattern, and, in accordance with the results of the analysis, explained the alleged reason with a specific example.

Example 2. Configurational causation

The studies of the American scientist D. Meister [35] in the field of “corporate culture – profitability of an enterprise” causality reflect the principles of the configurational approach. At the first stage, the author identified several attributes of corporate culture that determine the financial success of a company: self-improvement, leadership, etc. The logic of building causal links is shown in Figure 4. In this case, the author builds a causal field and assesses the strength of links’ causality based on the results’ statistical processing of 139 firms employing 5ю.589 people.

Using an econometric apparatus, D. Meister proved that two factors have the greatest influence on financial success: profit growth (0.81) and profit per employee (0.53). The rest of the factors have a significantly lower level of impact (0.27 and 0.24, respectively). The limitation of this study lies in the basic assumption of linearity and independence of the factors’ influence.

So, the application of QCA technology in the framework of the configuration approach on specific examples of the study of the corporate culture causality and the main indicators of the enterprise (organization) showed the implementation of all the four stages indicated above. Indeed, the assessment methods developed by the authors begin with defining the structure of attributes that can contribute to the achievement of the result based on common sense, that is, the analysis of management situations in different organizations. Then the author, realizing the complexity of the phenomenon under consideration, made an attempt, each in his own way, to explain the complex interaction of attributes and build various combinations, sorting them according to their importance. Based on the configurations obtained, a method for assessing the causality of corporate culture and the main indicators of the enterprise (organization) was developed.

Example 3. Generative causation

D. Denison’s model [36] of assessing the corporate culture’s impact on the activities of an enterprise can be attributed to the generative approach to the generative causality study “corporate culture – the efficiency of the enterprise.”
Each component of a dual-link is a synergistic sum of several attributes. The corporate culture includes engagement, alignment, adaptability and company mission. The efficiency of the enterprise includes assets and investments, sales and product quality, employee satisfaction and the level of innovation, creativity and customer focus, sales growth and an increase in market share [36, 37].

Such decomposition allows us to present the mechanism of the relationship between corporate culture and efficiency better and contains clear signs of generative causality. This decomposition is a more accurate tool for determining the impact of corporate culture on the efficiency of an enterprise. D. Denison offered his original causal space of factors connecting the performance of an organization with corporate culture and described the mechanism of their action in various contexts.

The result of assessing the relationships’ causality in D. Denison’s model can be considered a set of associative relationships that generate the mechanism of corporate culture’s causality and organization’s performance indicators, linking attributes (components of corporate culture) and results (enterprise performance) [36, 37].

3. Mathematical and instrumental models of causality

The work of a fairly large number of scientists — philosophers and psychologists — was devoted to the conceptualization of causality models at the initial stages of development.

J. Mill [12] substantiated the principles of scientific knowledge and developed several conceptual models for detecting causes and effects in the study of socio-economic and other processes. He identified the understanding of the cause, using the logical interpretation of “cause is a necessary and sufficient condition of the effect,” and also proposed to use the model of differences to identify causality. The essence of this model consisted of “sifting” the factors of the studied processes through the “sieve” of the criterion, which was associated with an assessment of the collinearity of the change in the premise and result.

The second most important conceptual model of causality of connections was developed by the psychologist D. Hume [38]. The basic characteristics of this model are associations, which the scientist defined as the ability to establish connections between sensations. Associations structure sensations according to the parameters of similarity and spatio-temporal extent. D. Hume defined the conditions for the emergence of the association of causality this way: cause and effect must be adjacent to each other in time and space, the cause must precede the effect and this connection must be necessary.

Thus, thanks to the conceptual models proposed in philosophy and psychology, the main factors influencing the assessment of the causal structure of processes and phenomena include the following: statistical relationships between events, the temporal order of events following each other, a change in the natural course of events as a result of different events, a-priori representations and installations.

The metric evaluating such combinations of occurrence or absence of events can be determined on the basis of the classical formalization of conceptual models — the equation of conjugation of cause and effect: \( \Delta p = p(Y \mid X) - p(Y \mid \neg X) \). In this equation, the degree of conjugation (\( \Delta p \)) is defined as the difference (according to J. Mill) of the conditional probabilities of the consequence \( Y \) in the presence and absence of factor \( X \). Note that such formalization does not reflect the direction of the causal connection (from cause to effect), which plays a key role in assessing causality [7, 10, 15, 17].
In mathematics, there are three well-known theories associated with modeling socio-economic processes under conditions of uncertainty: the probability theory, the theory of possibilities and the theory of fuzzy sets.

Probabilistic-statistical, fuzzy and expert methods and models are considered as fundamental economic and mathematical models of the causality of relationships between factors, implying, first of all, the study of the occurrence of events within the framework of the experiments, taking into account the design of the experimental research.

The first group of models is associated with correlation and regression analysis. Within the framework of this group of models, the structural equations and diagrams of S. Wright, the Neumann – Rubin causal models, Pearl functional models, David’s dynamic models and various graph models should be noted. One way or another, in all these models, different types of correlation analysis are used as a measure of determination, and the correlation coefficient is calculated. More detailed information on such models is contained, for example, in works [5, 9, 39–43].

The second group of models has received the general name “confirmatory analysis” [44, 45]. The essence of confirmatory factor analysis is to assess the strength of relationships for some latent variable that affects the results and attributes. This approach, based on the econometric apparatus of dependence studies, allows one to compare different structures of factors. The methodology of confirmatory analysis is based on deductive logic, therefore this method is popular in assessing the causality of relationships.

The third group of models is based on expert methods for assessing various parameters of socio-economic processes based on the analysis and comparison of multi-criteria alternatives. The essence of matrix expert methods consists of the construction of matrices that reflect the relative importance of the investigated alternatives in different forms for a given pool of features. As for graph methods, they, first of all, involve the construction of some kind of hierarchical (or network) structure that reflects mutual influences and implements routes to achieve various goals. Note that the proposed division is conditional since both graph and matrix methods can use separate elements of each other simultaneously. Speaking about the features of each method, we should pay attention to the algorithms of expert assessments that answer the question: how is the opinion of an expert or a group of experts processed? Among these algorithms, at least two groups can be distinguished – algorithms for quantitative and qualitative assessments.

The most common methods of expert relationships’ causality assessment are methods that allow one to evaluate various coefficients of causal relationships between factors of socio-economic processes: DEMATEL [45–47], MICMAC [48–51], as well as a method for detecting and assessing the influence of implicit factors [39–41].

The DEMATEL method (Decision Making Trial and Evaluation Laboratory) [45–47] is one of many multicriteria decision-making methods that implies the effective identification of causal relationships of a complex system based on the aggregation of expert assessments. This method aggregates the collective expert opinion to exclude random relationships between indicators and criteria and, based on causal links, identify the most important indicators that determine the integral characteristic. The method allows you to determine the direct, reverse and indirect relationships, as well as the direction of the interdependence between the criteria and indicators.

The MICMAC method [48] stands for “Matrix d’Impacts Croises Multiplication
Appliquée un Classement” which literally means a composition of the cross matrix and classification. The analysis using this method is a procedure for constructing a classification matrix of the factors’ cross-influence and is intended to assess the degree of dependence of the variables’ influence (the strength of causal links) based on ranking. Each of the factors studied belongs to one of four clusters: autonomous, dependent, interrelated and independent. These factors (drivers) are grouped based on a specific potential and strength of influence. Autonomous factors (quadrant 1) are factors that have weak potential and strength of influence. As a rule, they are practically insignificant in determining causality. Dependent factors (quadrant 2) are factors that have a low potential but strong influence. Interrelated factors (quadrant 3) are factors that have high potential and power to influence. These factors are causally related, which means that an action on one of them will lead to a change in the other. Independent factors (quadrant 4) are factors that have strong potential but little impact. All factors are plotted on a four-cluster graph, where the potential of the variable is on the Y-axis and the force of influence is on the X-axis.

In the works [39–41, 52], a pool of economic and mathematical models is proposed that allows, on the study’s basis of organizational management factors’ variety, to single out implicit ones. After this, based on the apparatus of fuzzy logic, using the Gauguin’s implication, to assess the influence’s degree of these factors on other factors’ management. As an example, it is proposed to assess the impact of corporate culture on the main indicators of the organization’s performance. At the same time, using fuzzy binary relations, it is possible to obtain a causal field of factors that determine the causal relationship “corporate culture — the main indicators of the organization’s activities.”

4. The main trends in causality model development of socio-economic processes

Modern digital technologies make it possible to receive and process large amounts of data in real-time. This makes it possible to widely use the arsenal of mathematical theories and methods associated with probabilistic, statistical and expert assessment of various determinants of socio-economic processes.

Accordingly, there are at least three main trends that will facilitate a “revolution of reliability” in causal studies of socio-economic processes and improve the quality of their management.

The first trend is associated with the development of existing methods based on the aggregation of estimates obtained using big data processing technologies. This trend implies the development within the framework of all three approaches to assess causality; however, it most clearly codifies the first two approaches — the sequence of causes and the configuration of causes. Indeed, the methods of data mining, firstly, are “not afraid” of a multiple increase in variables in causal models of the study of socio-economic processes. This means that using the available tools (SAP Analytics Cloud, SAP HANA, Power BI, QlikView, Phyton, R, etc.), the researcher, given the data, can perform multiple types of checks on various factors for causality and increase the reliability of the result. Secondly, given the availability of data, it is possible to build algorithms for formalizing quantitative estimates (for example, ranking factors) that will partially or completely replace expert opinion.

The second trend is associated with the use of intelligent data processing algorithms that can be configured to “measure” the causality of fields and factor spaces. This trend will significantly formalize the approach of generalization of causes and make it accessible to most researchers. Note that the generalization of
causes implies the construction of associations and classifications (according to D. Hume and J. Mill). Within the framework of existing algorithms, the author would like to pay attention to two main methods – the algorithm for constructing Bayesian networks and the Apriori algorithm, which, based on specially prepared data sets, allow us to construct association rules characterizing the behavioral characteristics of people – participants of socio-economic processes.

Over the past twenty years, Bayesian networks have become one of the basic tools for formalizing uncertainties in artificial intelligence. Bayesian networks not only provide a natural and compact way to encode factors of exponential size in causal space but also give efficient probabilistic inference in real-time [53–56]. It is important that Bayesian networks are directed acyclic graphs, where nodes are random variables, and edges are conditional relationships between random variables, distributed either discretely or continuously. Since most of the structural and functional models of socio-economic processes are presented in the form of various hierarchies (acyclic graphs), then Bayesian networks are ideal for identifying the causality of relationships in them.

The Apriori algorithm [56] and its modifications allow one to formalize the so-called recommender systems, within the framework of which associative rules are constructed based on data in the form of “if-then” implications. Different data slices and sets of variables make it possible to establish the causality of relationships in different contexts of socio-economic research. The essence of the algorithm makes it possible to drastically reduce the dimension of data, but its settings and speed of action in real-time – to carry out a large number of experiments.

The third trend is related to machine learning algorithms and methods. Due to the flexibility of settings and instrumental support, these algorithms allow, within the framework of any of the above approaches, to develop new methods and technologies for assessing causal links in socio-economic processes that are not known today.

Conclusion

Within the framework of the theoretical and methodological study of generally accepted approaches, an attempt was made to study the causality of socio-economic processes in world science, to build their models based on a deep analysis of the content on this issue. It should be noted that there are clearly not enough publications in Russian science that use the three main approaches to the study of cause-and-effect relationships, which include successionist causation, configurational causation and generative causation. The digital format of the development of socio-economic processes allows one to go from conceptualizing causality directly to the applied use of the accumulated experience and knowledge in this area, using modern tools for analyzing big data. This approach will make it possible to more accurately identify the cause-and-effect relationships of social processes and get a better effect from research in this direction. The versatility of the methods and models considered guarantees the successful application of software for the development of research in the field of building applied digital models of causality in socio-economic processes. ■
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