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ABSTRACT. Operators with zero dimensional spectral measures appear naturally in the theory of ergodic Schrödinger operators. We develop the concept of a complete family of Hausdorff measure functions in order to analyze and distinguish between these measures with any desired precision. We prove that the dimension of spectral measures of half-line operators with positive upper Lyapunov exponent are at most logarithmic for every possible boundary phase. We show that this is sharp by constructing an explicit operator whose spectral measure obtains this dimension. We also extend and improve some basic results from the theory of rank one perturbations and quantum dynamics to encompass generalized Hausdorff dimensions.

1. Introduction

The classification of measures using the classical power-law Hausdorff measures and dimensions has found many applications within spectral theory ([4, 5, 9, 11, 12, 13, 16, 17, 28, 29] and others). While this classification theory has been very useful in many situations, notably when the Hausdorff dimension is positive, it has not been general enough to understand the differences between zero-dimensional spectra. This has been explored in recent papers by Mavi [22], who studied logarithmic dimension bounds for the disordered Holstein model, and Avila, Last, Shamis, and Zhou [1], who studied the modulus of continuity of the integrated density of states for the almost Mathieu operator using a logarithmic dimension.

Our primary purpose in this paper is to develop general tools to study these and even finer spectral questions. Explicitly, we consider different kinds of singular-continuous measures based on a more general notion of Hausdorff measure and dimension. The relevant definitions are discussed in section 2.

One of the advantages of our approach is that it allows us to distinguish between measures that are classically termed "zero-dimensional". These broad questions are very relevant to the study of quantum dynamics, where the fractal properties of spectral measures are usually connected with anomalous transport properties (e.g. [2, 21]), while "zero-dimensional" spectral measures naturally occur when studying ergodic Schrödinger operators with positive Lyapunov exponent (see e.g. [10, 12, 13, 17, 27]). In particular,
a general result due to Simon [27] says that the spectral measures, $\mu_\theta$, associated to an ergodic family of Schrödinger operators, $H_\theta$, on $l^2(\mathbb{Z})$ with positive Lyapunov exponent are supported on sets of logarithmic capacity 0. This implies that the spectral measures are zero-dimensional.

Results pertaining to dynamics have always been closely tied to the dimensional characteristics of spectral measures, so a finer distinction between dimensions should also provide additional tools to strengthen dynamics results. Additionally, recent work by Jitomirskaya and Liu [15] leads us to expect that the existence of phase resonances in quasiperiodic models implies very deeply zero-dimensional spectral measures whose dimensional properties cannot be well understood with classical notions, or even the log-dimension which was developed by one of the authors in his thesis [20] and has been studied in recent papers [1, 22].

The generality of our analysis is only possible because of our development and exploration of a complete family of Hausdorff dimension functions (Definition 2.3). In particular, a key technical component of our theory is Theorem 2.2 which only discusses a single Hausdorff measure. This theorem only becomes useful in practice once we restrict our attention to a suitable collection of Hausdorff measures, rather than all possible Hausdorff measures, since it is not possible to compare all Hausdorff measures to one another. This has been done in the past by considering powers of suitable gauge functions, such as $\log(1/t)^{-1}$, but this is not suitable for our fine analysis; for example, the dimension of a set with respect to the two families $\mathcal{F}_1 = \{\log(1/t)^{-\alpha} : \alpha > 0\}$ and $\mathcal{F}_2 = \{(\log(1/t)\log \log(1/t))^{-\alpha} : \alpha > 0\}$ will always coincide. Determining which of the two is ”closer” to the actual dimension requires a more general type of family.

While we are interested in an abstract theory, we are especially motivated by two phenomena that we know yield zero-dimensional spectra:

1. Schrödinger operators with positive Lyapunov exponent;
2. Local perturbations of systems with exponentially localized eigenfunctions.

We also extend the theory of quantum dynamics to our more general setting, but we save applications to our sequel. We will also save the study of operators with positive Lyapunov exponent for our sequel, and here we will instead consider the case where the upper Lyapunov exponent is positive (see [19] for the relevant definition).

We are motivated by one particular question when considering the regime of positive upper Lyapunov exponent:

**Question 1.** Does positive upper Lyapunov exponent imply an upper bound on how singular the spectral measure must be?

In 1999, Jitomirskaya and Last [12] proved that spectral measures for half-line Schrödinger operators with phase boundary condition $\theta$ and positive upper Lyapunov exponent must be zero Hausdorff dimensional (in the classical sense of Hausdorff dimension) for every $\theta$. 
In 2001, one of the authors [20] introduced the notion of logarithmic dimension, and proved that spectral measures for half-line Schrödinger operators with phase boundary condition \( \theta \) and positive upper Lyapunov exponent must have logarithmic dimension at most 1 for every \( \theta \). The results of the thesis [20] were never published previously and are incorporated here. In our current framework, the logarithmic dimension coincides with \( \dim F \) when \( F = \{ \log(1/t)^{-\alpha} : 0 < \alpha < \infty \} \).

In 2007, Simon [27] proved that, given a family of ergodic Schrödinger operators \( H_\theta \) with positive Lyapunov exponent, the spectral measure \( \mu_\theta \) must be supported on a set with zero logarithmic capacity for a.e. \( \theta \). The ergodicity and positive Lyapunov exponent conditions in [27] are more restrictive than our requiring positive upper Lyapunov exponent. Hence, Simon’s result still leaves us with the question of what happens in the setting of positive upper Lyapunov exponent, as well as what happens on the excluded Lebesgue null set.

These results lead us to consider the following, more refined question:

**Question 2.** Does positive upper Lyapunov exponent imply that the spectral measure is always singular with respect to the \( \ln(1/t)^{-1} \)-Hausdorff measure?

In this paper, we answer this in two ways for half-line operators with phase boundary condition \( \theta \). We prove that \( \dim_F(\mu_\theta) = \log(1/t)^{-1} \), when considering the family \( F = \{ \log(1/t)^{-\alpha} : 0 < \alpha < \infty \} \), (Theorem 2.4) and that more generally, the spectral measure must be at least \( (\log(1/t) \log \log(1/t)^2)^{-1} \)-singular (Theorem 2.3), where both results hold for every phase \( \theta \). Furthermore, we construct half-line operators with phase boundary condition \( \theta \) and positive upper Lyapunov exponent for every \( \theta \) such that \( \dim_F(\mu_\theta) = \log(1/t)^{-1} \) for Lebesgue a.e. \( \theta \) and any complete family of Hausdorff dimension functions, \( F \), such that \( \log(1/t)^{-1} \in F \) (Theorem 2.4). These show that the ideal bound lies somewhere between \( \log(1/t)^{-1} \) and \( (\log(1/t) \log \log(1/t)^2)^{-1} \). These are the main results of our paper.

This improves the result from [12] and shows that the bound is sharp for log-dimension, but not necessarily for our more refined notion of dimension. In comparing our results to Simon’s [27], we are drawn to two major differences: (1) we do not assume ergodicity and (2) we do not exclude a Lebesgue null set.

The salient point here is that we arrive at a result similar to that in [27] without the assumption of ergodicity or positivity of the Lyapunov exponent; we just need positive upper Lyapunov exponent. It is possible to view an ergodic family of operators as similar to a family of operators with a phase boundary condition. This surface analogy would lead us to believe that the result in [27] should be the same as the result in our situation, but this is not the case. Moreover, if there were an analogy between the ergodic parameter and the phase boundary parameter, then Simon’s result would lead one to believe that a Lebesgue null set of phases needs to be excluded; our result
shows that this is not true. We are able to obtain a logarithmic bound for all boundary phases.

A truer comparison between \( [27] \) and the analysis that can be performed using a complete family of Hausdorff measure functions can be found in upcoming work [23].

We are also interested in local perturbations of systems with exponentially localized eigenfunctions and the following question:

**Question 3.** Suppose \( A : l^2(\mathbb{Z}^\nu) \to l^2(\mathbb{Z}^\nu) \) is self-adjoint with semi-uniformly localized eigenfunctions, and let \( \mu = \mu_0 \) be the spectral measure for \( \delta_0 \). If \( A_\lambda = A + \lambda \langle \delta_0, \cdot \rangle \delta_0 \) is a rank one perturbation at the origin, and if \( \mu_\lambda \) is the spectral measure for \( \delta_0 \) associated to \( A_\lambda \), is there an upper bound on how singular \( \mu_\lambda \) is?

In 1996, del Rio, Jitomirskaya, Last, and Simon proved that \( \mu_\lambda \) must be zero Hausdorff dimensional (in the classical sense of Hausdorff dimension) for every \( \lambda \).

We refine this answer in the following way (Theorem 6.2): not only are the spectral measures zero-dimensional, but the spectral measures \( \mu_\lambda \) are in fact \((\log(1/t))^{-\nu-\epsilon}\)-singular for every \( \lambda \) and \( \epsilon > 0 \).

We also rigorously extend the quantum dynamic theory of Last from the power-law setting to the general Hausdorff dimension setting (section 7). A similar result extending quantum dynamics appears in Mavi [22]. We believe that these results, especially Theorem 2.6, can lead to a strengthening of existing dynamics results, as well as very fine results for quasiperiodic models (c.f. [10, 14, 16, 17]).

The starting point for our analysis is the decomposition theory of Rogers and Taylor [24, 25]. Classically, any \( \sigma \)-finite measure can be decomposed into pure point, singular continuous, and absolutely continuous parts via the Lebesgue decomposition theorem: Rogers and Taylor took this further and decomposed the singular continuous part into measures that are singular or continuous with respect to the power-law Hausdorff measures.

Briefly, a measure \( \mu \) is said to have exact power-law dimension \( \alpha \in [0, 1] \) if and only if \( \mu(E) = 0 \) for every set \( S \) with power-law Hausdorff dimension \( \beta < \alpha \) and if \( \mu \) is supported on a set a power-law Hausdorff dimension \( \alpha \).

In the terms used in this paper, this is equivalent to the upper and lower dimensions with respect to the family \( \mathcal{F} = \{ t^\alpha : 0 < \alpha \} \) coinciding.

Measures with exact dimension 0 or 1 are often viewed as "close" to pure point or absolutely continuous measures, respectively, but they do not need to be pure point or absolutely continuous. Relevant examples include the spectral measures of 1D quasiperiodic Schrödinger operators. It is known that the spectral measure is 0-dimensional for every irrational frequency, yet there exist frequencies for which the measure is not pure point [13]. Much of the work applying this theory to spectral theory has been unable to address how close these measures are to these two extremes.
It is known, however, that more general Hausdorff measures can be defined by replacing $t^\alpha$ in the definition with a suitable gauge function $\rho(t)$.

One of the authors has explored a generalization using $\log(1/t)^{-\alpha}$ in the definition of Hausdorff measures to create a logarithmic dimension and used it to study spectral questions in his thesis [20]. This has already found applications in [3]. We take these concepts and generalize them even further using modern ideas into what we believe is the most natural general framework (complete families of Hausdorff measure functions). Using these general families of Hausdorff measures, a similar notion of dimension can be developed to address these more delicate situations. Full details are presented in section 2.

With this theory, we are able to extend the Gilbert-Pearson and Jitomirskaya-Last theories of power-law subordinacy (Theorem 2.2), and we prove that half-line operators with positive upper Lyapunov exponent have at most a logarithmic dimension (Theorem 2.3). Moreover, we are able to construct half-line operators that achieve any given dimension for Lebesgue a.e. boundary phase (Theorem 2.4). We have not extended this analysis to every boundary phase, but we believe that the removal of a null set of boundary phases is simply a limitation of our proof methods.

Moreover, in Theorem 2.3 we obtain a $\log \log(1/t)^2$ correction term, which is lacking in all of the existing results that just use a log-dimension. The proof heavily relies on the fact that the spectral measure of an operator of the form (7) is supported on the set of energies, $E$, for which there exists a solution $u_1$ to $Hu_1 = Eu_1$ satisfying:

$$u_1(0) = 0 \text{ and } u_1(1) = 1$$

and for every $\delta > 0$,

$$\limsup_{L \to \infty} \frac{||u_1||_L^2}{L \ln L} < \infty,$$

where $||\cdot||_L$ is defined by (13) below. This is the origin of the $\log \log(1/t)^{1+\delta}$ correction term, and reveals when we expect this correction term to be unnecessary: whenever we can improve (11) on certain length scales. This is precisely what we do in our proof of part 3 of Theorem 2.3. The potentials constructed in Theorem 2.4 do not exhibit this correction term for a.e. $\theta$, so is would be of interest to know if there are potentials that yield spectral measures that achieve a dimension with this correction term.

The rest of our paper is organized in the following way: in section 2 we build a general Hausdorff dimension framework, and introduce the major definitions, models, and results of our paper. In section 3 we relate the Hausdorff dimension of a measure to tangential limits of its Borel transform. In section 4 we apply these notions to derive a subordinacy theory for half-line operators, proving Theorem 2.2 and the first part of Theorem 2.3. In section 5 we analyze the dimension of spectral measures associated to operators with sparse barrier potentials and prove Theorem 2.4. In section 6
we discuss the behavior of spectral measures under rank-one perturbations and show that, under local perturbations, the spectrum of systems with exponentially localized eigenfunctions remains at most a logarithmic-power dimension. Finally, in section 7 we use our general Hausdorff dimension framework to extend the quantum dynamics theory of Last [21] to encompass our more general notion of dimension.

2. Preliminaries and main results

Now we will give an overview of the relevant definitions for a discussion of generalized Hausdorff dimension.

Our analysis begins with the decomposition theory of Rogers and Taylor [24, 25]. The classical Lebesgue decomposition theorem provides a way to decompose any measure into three pieces: an absolutely continuous piece, a singular continuous piece, and a pure point piece. Rogers and Taylor used Hausdorff measures to further decompose the singular continuous piece.

**Definition 2.1.** A Hausdorff dimension function, or gauge function, is a strictly increasing differentiable function \( \rho : (0, \infty) \rightarrow (0, \infty) \) with

\[
\lim_{t \rightarrow 0^+} \rho(t) = 0.
\]

**Definition 2.2.** The \( \rho \)-dimensional Hausdorff measure, \( \mu^\rho \), is defined on the Borel \( \sigma \)-algebra as

\[
\mu^\rho(F) := \lim_{\delta \rightarrow 0} \inf_{\delta \text{-covers}} \left\{ \sum_{i=1}^{\infty} \rho(|F_i|) \right\}.
\]

Observe that if \( \rho(t) = t^\alpha \) then we arrive at the usual \( \alpha \)-dimensional Hausdorff measure.

Consider the family of all Hausdorff dimension functions, \( \mathcal{H} \) and the partial order, \( < \), on \( \mathcal{H} \) given by \( \rho < \xi \) if and only if

\[
\lim_{t \rightarrow 0^+} \frac{\rho(t)}{\xi(t)} = \infty.
\]

It is easy to see that if \( \lim_{t \rightarrow 0^+} \frac{\rho(t)}{\xi(t)} = 0 \) then \( \xi < \rho \). Additionally, we will define an equivalence relation, \( \sim \), on \( \mathcal{H} \) by \( \rho \sim \xi \) if and only if

\[
0 < \lim_{t \rightarrow 0^+} \frac{\rho(t)}{\xi(t)} < \infty.
\]

We say that \( \rho \preceq \xi \) if and only if \( \rho < \xi \) or \( \rho \sim \xi \).

**Definition 2.3.** We say \( \mathcal{F} \subset \mathcal{H} \) is a complete one-parameter family of comparable Hausdorff dimension functions if \( \mathcal{F} \) is a totally ordered subset of \( \mathcal{H} \) which is order isomorphic to a subinterval \( I \subset \mathbb{R} \). That is, if every pair \( \rho, \xi \in \mathcal{F} \) obeys either \( \rho < \xi \) or \( \xi < \rho \), and if there exists an interval \( I \subset \mathbb{R} \) such that there is an order-preserving bijection from \( \mathcal{F} \) to \( I \). Particularly, we can write \( \mathcal{F} = \{ \rho_\alpha : \alpha \in I, \rho_\alpha < \rho_\beta \text{ iff } \alpha < \beta \} \).
For simplicity, since these are the only families we will work with in this paper, we will simply call these comparable families or complete comparable families.

**Remark 1.** We may relax the order isomorphism condition slightly to allow for order isomorphisms with boxes in $\mathbb{R}^n$, for $1 \leq n \leq \aleph_0$, along with the lexicographical order. All of our applications, however, use $n = 1$.

**Remark 2.** We require the order isomorphism to be with an interval (or more generally, a box) to avoid the pathological behavior caused by the presence of "gaps", which can be illustrated in two examples:

1. First, we have the case of $\mathcal{F} = \{t^\alpha : [0,1] \setminus \mathbb{Q}\}$, which is unable to describe the dimension of sets with usual Hausdorff dimension $1/2$, since the notion of supremum and infimum are not defined on $\mathcal{F}$.

2. Second, we have the case of $\mathcal{F} = \{t^\alpha : \alpha \in (0,1/3) \cup [2/3,1]\}$, which is unable to describe the dimension of sets with usual Hausdorff dimension $1/2$.

From this point forwards, we will restrict our attention to such families. Typical examples include the usual functions $\{t^\alpha\}_{\alpha \in \mathbb{R}}$ used to define the usual Hausdorff dimension, and even more generally, families of the form $\{\rho^\alpha\}_{\rho \in \mathcal{H}}$.

We can use the completely ordered family $(\mathcal{F}, \prec)$ to generalize the Hausdorff dimension of sets and measures in a way that reduces to the classical definition when $\mathcal{F} = \{t^\alpha : 0 < \alpha \leq 1\}$:

**Definition 2.4.** Let $\mathcal{F} = \{\rho_{\alpha} : \alpha \in I \subset [0, \infty), \rho_{\alpha} < \rho_{\beta} \iff \alpha < \beta\}$. The $\mathcal{F}$-dimension of a set $F$, denoted $\dim_{\mathcal{F}}(F)$, is given by

$$\dim_{\mathcal{F}}(S) = \begin{cases} \rho_{\alpha'} & \alpha' \in I \\ 0 & \alpha' = -\infty \\ 1 & \text{if } \alpha' \notin I \text{ and } \alpha' > \alpha \text{ for all } \alpha \in I \end{cases}$$

where $\alpha' = \sup\{\alpha \in I : \mu^{\rho_{\alpha}}(S) = \infty\}$.

Observe that this is a precise generalization of the normal Hausdorff dimension when $\mathcal{F}$ contains only functions of the form $t^\alpha$.

Unlike sets, a measure need not have an $\mathcal{F}$-dimension, which motivates the following definitions:

**Definition 2.5.** We say that a measure $\mu$ is $\rho$-singular if there exists some set $G$ such that $\mu(\mathbb{R}\setminus G) = 0$ and $\mu^{\rho}(G) = 0$. Similarly, we say that a measure $\mu$ is $\rho$-continuous if $\mu(S) = 0$ for every set $S$ with $\mu^{\rho}(S) = 0$.

This leads us the the notion of upper and lower dimension:
Definition 2.6. The upper $F$-dimension of a measure $\mu$, denoted $\dim^+ F(\mu)$, is given by

$$
\dim^+ F(\mu) = \begin{cases} 
\rho_\beta; & \text{if } \beta' \in I \\
1; & \text{if } \beta' = +\infty \\
0; & \text{if } \beta' \notin I \text{ and } \beta' < \alpha \text{ for every } \alpha \in I
\end{cases}
$$

where $\beta' = \inf \{\alpha \in I : \mu \text{ is } \rho_\alpha\text{-singular}\}$. Similarly, we define the lower $F$-dimension of a measure $\mu$, denoted $\dim^- F(\mu)$ is given by

$$
\dim^- F(\mu) = \begin{cases} 
\rho_\gamma; & \text{if } \gamma' \in I \\
0; & \text{if } \gamma' = -\infty \\
1 & \text{if } \gamma' \notin I \text{ and } \gamma' > \alpha \text{ for all } \alpha \in I
\end{cases}
$$

where $\gamma' = \sup \{\alpha \in I : \mu \text{ is } \rho_\alpha\text{-continuous}\}$.

We can now define the $F$-dimension of a Borel measure $\mu$.

Definition 2.7. The $F$-dimension of a Borel measure $\mu$, denoted $\dim F(\mu)$, is given by

$$
\dim F(\mu) = \begin{cases} 
\dim^+ F(\mu); & \text{if } \dim^+ F(\mu) = \dim^- F(\mu) \\
\text{undefined}; & \text{if } \dim^+ F(\mu) \neq \dim^- F(\mu)
\end{cases}
$$

Related concepts we will occasionally use are the idea of zero-dimensional and positive-dimensional Hausdorff measure functions.

Definition 2.8. We say a function $\rho \in \mathcal{H}$ is a zero-dimensional Hausdorff dimension function if $\rho < t^\alpha$ for every $\alpha > 0$. Analogously, we say a function $\xi \in \mathcal{H}$ is a positive-dimensional Hausdorff dimension function if $t^\alpha < \xi$ for some $\alpha > 0$.

Our approach here is, as far as we know, novel. Past work in this direction has always dealt with studying the singularity and continuity of a measure with respect to families of the form $\{\rho_\alpha\}_{\alpha \in I}$, whereas our notion of a complete family of Hausdorff dimension functions allows us to consider more varied families, which allows us to gain sharper results.

2.1. 1D Operators. First, we will examine dimensional properties of discrete Schrödinger operators on the half-line. We define

$$
(H_\theta \psi)(n) = \psi(n - 1) + \psi(n + 1) + V(n)\psi(n),
$$

along with a phase boundary condition

$$
\psi(0) \cos \theta + \psi(1) \sin \theta = 0,
$$

where $-\frac{\pi}{2} < \theta \leq \frac{\pi}{2}$ and the potential $V = \{V(n)\}_{n=1}^\infty$ is a sequence of real numbers. The study of operators of the form $[\mathcal{A}]$ along with the boundary
condition (8) is equivalent to the study of (7) with a Dirichlet boundary condition
\[ \psi(0) = 0 \]
\[ \psi(1) = 1 \]
along with a rank-one perturbation at the origin
\[ V(1) \rightarrow V(1) - \tan \theta. \]
So, without loss of generality, we will confine our attention to operators of the form (7) on \( l^2(\mathbb{Z}^+) \) along with the Dirichlet boundary condition (9) and interpret the boundary phase as applying the corresponding rank-one perturbation at the origin.

For these operators, it is known that the vector \( \delta_1 \), which is 1 for \( n = 1 \) and 0 otherwise, is cyclic, so the spectral problem reduces to the study of the spectral measure \( \mu = \mu_{\delta_1} \). The behavior of this spectral measure is related to the behavior of the Weyl-Titchmarsh \( m \)-function, which in our case coincides with the Borel transform of \( \mu \):
\[ F_{\mu}(z) = \int_{\mathbb{R}} \frac{d\mu(x)}{x - z}. \]
When there is no ambiguity, we will usually omit the dependence on \( \mu \) and express the Borel transform as \( F(z) \). For a full discussion of this relationship, we refer the reader to Simon [26].

Our first results will extend the Jitomirskaya-Last theory of power-law subordinacy [12], which is itself an extension of the Gilbert-Pearson theory [7, 8, 18], both of which relate spectral properties of the operator (7) to solutions of the corresponding Schrödinger equation
\[ u(n - 1) + u(n + 1) + V(n)u(n) = Eu(n). \]
More specifically, we will let \( \|u\|_L \) be the norm of \( u \) over the lattice interval of \( L \). That is,
\[ \|u\|_L = \left( \sum_{n=1}^{[L]} (|u(n)|^2 + (L - [L])|u([L] + 1)|^2) \right)^{1/2}, \]
where \([L]\) is the integer part of \( L \). We say that a solution \( u \) of (12) is called subordinate if
\[ \lim_{n \to \infty} \frac{\|u\|_L}{\|v\|_L} = 0 \]
for any other linearly independent solution \( v \). The Gilbert-Pearson theory related the absolutely continuous part of the spectral measure \( \mu \) to those energies \( E \) for which (12) has no subordinate solutions; likewise, the singular part of the spectral measure \( \mu \) is supported on the set of energies for which the solutions to (12) with the Dirichlet boundary condition are subordinate. The Jitomirskaya-Last theory refined the treatment of the singular part of
the spectral measure to consider different kinds of singular-continuous spectral measures based on the classification of those measures with respect to the usual power-law Hausdorff measures and dimensions using a decomposition theory developed by Rogers and Taylor [24, 25]. Our treatment goes further still and considers decompositions with respect to arbitrary families of Hausdorff measures, not just the usual power-law measures.

Given \( H_\theta \) of the form (7), and \( E \in \mathbb{R} \), we define \( u_1 \) to be the solution to (12) obeying the Dirichlet boundary condition:

\[
\begin{align*}
    u_{1}(0) &= 0 \\
    u_{1}(1) &= 1
\end{align*}
\]

and let \( u_2 \) be the solution of (12) obeying the orthogonal boundary condition:

\[
\begin{align*}
    u_{2}(0) &= 1 \\
    u_{2}(1) &= 0.
\end{align*}
\]

Given any \( \epsilon > 0 \), we define the length scale \( L(\epsilon) \in (0, \infty) \) as the length that yields the equality

\[
\|u_1\|^{-1}_{L(\epsilon)} \|u_2\|^{-1}_{L(\epsilon)} = 2\epsilon.
\]

Another useful tool in studying operators of the form (7) is the \( n \)-step transfer matrix \( \Phi_n(\theta, E) \). This is the matrix

\[
\Phi_n(\theta, E) = \begin{pmatrix}
    u_1(n+1) & u_2(n+1) \\
    u_1(n) & u_2(n)
\end{pmatrix}.
\]

With this, we can define the upper Lyapunov exponent,

\[
L^*(\theta, E) = \lim sup_{n \to \infty} \frac{1}{n} \ln \|\Phi_n(\theta, E)\|.
\]

We know of no explicit link between the operator \( H \) and the local scaling behavior of the spectral measure \( \mu \) in this regime, so we begin with an important technical result relating the generalized Hausdorff dimension of a Borel measure to growth properties of its Borel transform:

**Theorem 2.1.** Define \( A_0 = \{0\} \), \( A_1 = (0, \infty) \), and \( A_2 = \{\infty\} \). Suppose \( \rho \) is a Hausdorff dimension function satisfying \( \rho(t) < t \). We have

\[
\lim sup_{\epsilon \to 0^+} \frac{\mu((x - \epsilon, x + \epsilon))}{\rho(\epsilon)} \in A_i
\]

if and only if

\[
\lim sup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \text{Im} F(x + i\epsilon) \in A_i,
\]

with \( i = 0, 1, 2 \).

Our first core result is a subordinacy theory extending the work of Jitomirskaya-Last [12, 13], which links the generalized Hausdorff dimension of the spectral measure \( \mu \) to growth properties of \( u_1 \) and \( u_2 \):
**Theorem 2.2.** Let $u_1$ and $u_2$ be solutions of the equation $Hu = Eu$ for $E \in \mathbb{R}$ obeying $u_1(0) = 0, u_1(1) = 1, u_2(0) = 1,$ and $u_2(1) = 0$. Let $\rho(t)$ be a Hausdorff measure function. We have

$$\limsup_{\epsilon \to 0} \frac{\epsilon}{\rho(\epsilon)} F(E + i\epsilon) = \infty$$

if and only if

$$\liminf_{L \to \infty} \frac{\rho(||u_1||_{L^{-1}} ||u_2||_{L^{-1}})}{||u_1||_L^2} = 0.$$ 

Our second key result is a bound on the upper spectral dimension of a half-line operator with positive upper Lyapunov exponent:

**Theorem 2.3.** Let $F(\alpha) = \{\rho_\alpha : \alpha \in I\}$ be a family of comparable Hausdorff dimension functions such that for some $\delta, \epsilon > 0$, we have $f_\delta(t), g(t)^{1-\epsilon} \in F$, where

$$f_\delta(t) = \frac{1}{\ln(1/t)(\ln(\ln(1/t)))^{1+\delta}},$$

and

$$g(t) = \frac{1}{\ln(1/t)}.$$ 

If the upper Lyapunov exponent is positive for every $E$ in some Borel set $A$ then $\lim_{t \to 0} (\mu(A \cap \cdot)) \leq f_\delta(t)$. Moreover, there exists an operator of the form (7) with positive upper Lyapunov exponent whose spectral measure $\mu$ obeys $g(t)^{1-\epsilon} \leq \dim_F(\mu)$.

This improves upon an earlier result from [12] which was only able to conclude that the power-law dimension was 0, and earlier results from Landrigan, which were only able to conclude that the log-dimension was at most 1. There are two immediate consequences of this result: (i) the lower dimension bound shows that Landrigan’s log-dimension result is sharp, (ii) our upper dimension result reveals that there may be examples of operators with positive upper Lyapunov exponent that have a dimension strictly larger than $1/\ln(1/t)$.

While we do not know which of these bounds is sharp, by considering an operator with a suitably sparse barrier potential, we are able to show that the lower dimension above can coincide with the actual dimension for Lebesgue a.e. boundary phase. Let $\beta(x)$ be a non-negative increasing convex function such that $\log(\beta(x))$ is still convex. For example, we could take $\beta(x) = e^x$. Moreover, suppose that $G(t) = 1/\beta^{-1}(1/t^2)$ defines a zero dimensional Hausdorff dimension function. We will consider any family of Hausdorff dimension functions $F$, such that $G(t)^{1/\eta}, G(t)^{(1-\epsilon)/\eta}$ and $G(t)^{1/\eta}(\ln(\beta^{-1}(1/t)))^{1+\delta} \in F$ for some $\eta > 0$, and some $\epsilon > 0$. Define length scales inductively by $L_1 = 2, L_{n+1} = \beta(L_n)^n$ and define a potential

$$V(n) = \begin{cases} \beta(L_k)^n & n = L_k \\ 0 & n \notin \{L_k\}_{k=1}^\infty \end{cases}.$$
Theorem 2.4. Let \( \eta, \beta, G(t), F \) and \( V(n) \) be as above. Let \( \mu_\theta \) be the spectral measure of the half-line operator \( (H_\theta u)(n) = u(n + 1) + u(n - 1) + V(n)u(n) \) with boundary phase \( \theta \). Then

(i) for every boundary phase \( \theta \), the spectrum of \( H_\theta \) consists of the interval \([-2, 2]\) (which is the essential spectrum) along with some discrete point spectrum outside this interval;
(ii) for every \( \theta \),

\[
G(t)^{(1-\epsilon)/\eta} \lesssim \dim_F^-(\mu_\theta((-2, 2) \cap \cdot)) \\
\lesssim \dim_F^+(\mu_\theta((-2, 2) \cap \cdot)) \\
\lesssim G(t)^{1/\eta}/(\ln(\beta^{-1}(1/t)))^{1+\delta};
\]
(iii) for Lebesgue a.e. \( \theta \), \( \dim_F^+(\mu) \lesssim G(t)^{1/\eta} \).

In particular, if we take \( \beta(x) = e^x, \eta = 1 \), then Theorem 2.4 proves the second part of Theorem 2.3.

One of the most interesting parts of this theorem is that we only prove an exact dimension result for a.e. boundary phase \( \theta \). This is a limitation of our proof, where we carefully study the existence of suitably decaying solutions in the case \( \theta = 0 \), and interpret different boundary phases as consequences of particular rank-one perturbations; by considering rank-one perturbations, we are able to deduce the existence of similarly decaying solutions for other boundary phases, but lose a Lebesgue null set in the process. A similar result is known to hold for every boundary phase when positive power-law Hausdorff dimensions are considered, but the only proof we are aware of requires more involved arguments involving quantum dynamics [29].

2.2. Systems with exponentially localized eigenfunctions. We then turn our attention to fractal properties of Schrödinger operators on the lattice \( l^2(Z^\nu), \nu \geq 1 \).

First, we study what happens to the dimensional properties of spectral measures when we apply rank-one perturbations to operators with exponentially localized eigenfunctions. More specifically, by the spectral theorem it is known that every bounded self-adjoint operator on a Hilbert can be realized as \( A : L^2(d\mu) \to L^2(d\mu), \psi \mapsto \psi \cdot x \), for some suitable measure \( \mu \). If we let \( \varphi \in L^2(d\mu) \) be a cyclic unit vector, then we can easily define the rank-one perturbation of \( A \) by \( \varphi \) as

\[
(23) \quad A_\lambda = A + \lambda \langle \varphi, \cdot \rangle \varphi, \quad \lambda \in \mathbb{R}.
\]

If we let \( \mu_\lambda \) denote the spectral measure of \( A_\lambda \) associated to \( \varphi \), and \( F_\lambda \) the Borel transform of \( \mu_\lambda \), then it is known that

\[
(24) \quad F_\lambda(z) = \frac{F_0(z)}{1 + \lambda F_0(z)}
\]

which, in conjunction with our work relating dimensional properties of a measure to growth properties of Borel transforms, allows us to study how
the dimension of a spectral measure is affected when it is under the effect of a rank-one perturbation.

We say that a self-adjoint operator on $l^2(\mathbb{Z}^\nu)$ has semi-uniformly localized eigenfunctions (SULE) if and only if there is a complete set of orthonormal eigenfunctions, \( \{ \varphi_n \}_{n=1}^\infty \), there is \( \alpha > 0 \) and \( m_n \in \mathbb{Z}^\nu, n \geq 1 \) and for each \( \delta > 0 \), \( C_\delta > 0 \) so that

\[
|\varphi_n(m)| \leq C_\delta e^{\alpha|m_n|} 
\]

for all \( m \in \mathbb{Z}^\nu \), and \( n \geq 1 \).

It is known, [6], that if an operator \( H : l^2(\mathbb{Z}^\nu) \to l^2(\mathbb{Z}^\nu) \) has SULE, if \( H_{\lambda} = H + \lambda \langle \delta_0, \cdot \rangle \delta_0 \), and if \( \mu \) and \( \mu_{\lambda} \) are the spectral measure for \( H \) and \( H_{\lambda} \) respectively associated to \( \delta_0 \), then \( \mu_{\lambda} \) is zero-dimensional. We are able to improve this into

**Theorem 2.5.** Suppose \( H \) has SULE and let \( \mathcal{F} = \{ \ln(1/t)^{-\alpha} : 0 < \alpha < \infty \} \).

Let \( H_{\lambda} = H + \lambda \langle \delta_0, \cdot \rangle \delta_0 \). Let \( d\mu \) be the spectral measure of \( H \) associated to \( \delta_0 \), and let \( d\mu_{\lambda} \) be the corresponding spectral measures for \( H_{\lambda} \). Then for every \( \lambda \), \( \text{dim}_{\mathcal{F}}(\text{supp}(d\mu_{\lambda})) \leq \ln(1/t)^{-\nu} \).

2.3. Quantum dynamics. We now turn our attention to dynamical properties of Schrödinger operators on the lattice \( l^2(\mathbb{Z}^\nu), \nu \geq 1 \). Our main interest in this setting is in dynamical properties of operators of the form

\[
(H\psi)(n) = \sum_{|n-m|=1} \psi(m) + V(n)\psi(n),
\]

though much of our discussion applies to any self-adjoint Hamiltonian. A theory based on the power-law dimension was developed by Last [21]. Notably, the theory establishes an extremely useful connection between the continuity of a spectral measure and the average growth of the moments of the corresponding position operator (see, e.g. [4], [19], [28], [29]). Our starting point is that the original theory of Rogers and Taylor was actually developed in the generality that we are using; in particular, the decomposition theory and the critical Theorem 4.2 in [21] exists in our general setting once a suitable notion of uniform Hölder continuity with respect to a general Hausdorff dimension function is realized. This allows us to proceed in much the same manner as Last.

A common application of Last’s theory is the notion of a transport exponent, which relates to the average power-law growth of the \( p^{th} \) moment of the position operator. One of our most important results in this direction is

**Theorem 2.6.** If \( H \) is self-adjoint on \( l^2(\mathbb{Z}^\nu) \) and \( P_{pc} \psi \neq 0 \), where \( P_{pc} \) is the orthogonal projection on \( \mathcal{H}_{pc} \), then for each \( m > 0 \), there exists a constant \( C = C(\psi, m) \) such that for every \( T > 1 \)

\[
\langle \langle |X|^m \rangle \rangle_T > C \rho(1/T)^{-m/\nu}.
\]

This may be used to define a more general notion of transport exponent than has previously been studied. Analysis of this transport exponent has
been of central importance in many dynamical results (see e.g. [4], [19], [28], [29]) and we hope to extend this analysis in future work.

3. General Hausdorff Dimension of Sets and Measures

The following characterization dates back to the original work of Rogers and Taylor [24, 25]

**Theorem 3.1.** Let $A$ be a Borel set, and let $\mu$ be a Borel measure. Then

1. $\mu(\cdot \cap A)$ is $\rho$-singular if and only if
   \[ \limsup_{\varepsilon \to 0} \frac{\mu(x - \varepsilon, x + \varepsilon)}{\rho(\varepsilon)} = \infty \]
   for $\mu$-a.e. $x \in A$.

2. $\mu(\cdot \cap A)$ is $\xi$-continuous if and only if
   \[ \limsup_{\varepsilon \to 0} \frac{\mu(x - \varepsilon, x + \varepsilon)}{\xi(\varepsilon)} < \infty \]
   for $\mu$-a.e. $x \in A$.

When $\mu$ is the spectral measure of some self-adjoint operator $A$, we know of no direct relation between the local scaling behavior of $\mu$ and spectral properties of $A$. To bridge the gap between the two, we will need to introduce the Borel transform, as in [5]:

**Definition 3.1.** The Borel transform of a measure $\mu$, denoted $F_\mu(z)$, is

\[ F_\mu(z) = \int_{\mathbb{R}} \frac{d\mu(x)}{x - z}. \]

It is known that the Borel transform provides an alternate characterization to Theorem 3.1 for the usual Hausdorff dimension, but it in fact applies to our more general notion. Notably, we may now prove Theorem 2.1:

**Proof of Theorem 2.1.** Let $M_\mu(x_0) = \mu(x_0 - \delta, x_0 + \delta)$. By definition, we have

\[ \text{Im} F_\mu(x_0 + i\varepsilon) = \varepsilon \int_{-\infty}^{\infty} \frac{d\mu(y)}{(y - x_0)^2 + \varepsilon^2} \geq \frac{1}{2\varepsilon} M_\mu^c(x_0), \]

so

\[ \frac{M_\mu(x_0)}{\rho(\varepsilon)} \leq 2 \frac{\varepsilon}{\rho(\varepsilon)} \text{Im} F_\mu(x_0 + i\varepsilon). \]

Thus

\[ \limsup_{\varepsilon \to 0^+} \frac{M_\mu(x_0)}{\rho(\varepsilon)} \leq 2 \limsup_{\varepsilon \to 0^+} \frac{\varepsilon}{\rho(\varepsilon)} \text{Im} F_\mu(x_0 + i\varepsilon). \]

Hence, if the LHS = $\infty$, then so does the RHS. Analogously, if the RHS = 0, then so does the LHS.
On the other hand, suppose \( \limsup_{\epsilon \to 0} \frac{M^\delta(x_0)}{\rho(\epsilon)} < \infty \). Then we know that

\[
M^\delta(x_0) \leq C \rho(\delta),
\]

for \( \delta \) sufficiently small, so we have

\[
\limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \Im F_\mu(x_0 + i\epsilon) \leq \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} |F_\mu(x_0 + i\epsilon)|
\]

\[
\leq \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_{-\infty}^{\infty} \frac{d\mu(y)}{|(x_0 - y)^2 + \epsilon^2|^{1/2}}
\]

\[
= \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \left( \int_{|y-x_0|>1} + \int_{|y-x_0| \leq 1} \right)
\]

\[
= \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_{|y-x_0| \leq 1} \frac{d\mu(y)}{|(x_0 - y)^2 + \epsilon^2|^{1/2}}.
\]

Here (35) follows from the observation that

\[
\lim_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_{|y-x_0|>1} \frac{d\mu(y)}{|(x_0 - y)^2 + \epsilon^2|^{1/2}} = 0.
\]

We can then evaluate the remaining integral by integrating by parts, and by observing that the boundary term at 0 vanishes:

\[
\limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_{|y-x_0| \leq 1} \frac{d\mu(y)}{|(x_0 - y)^2 + \epsilon^2|^{1/2}} = \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_0^1 \frac{\delta \rho(\delta)}{(\epsilon^2 + \delta^2)^{3/2}} d\delta.
\]

Now we break the integral into two pieces: \( \int_0^\varepsilon + \int_{\varepsilon}^1 \) and observe that the first piece is uniformly bounded. The second piece can be bounded as

\[
\limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_\varepsilon^1 \frac{d\mu(y)}{|(x_0 - y)^2 + \epsilon^2|^{1/2}} = \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \int_\varepsilon^1 \frac{\delta \rho(\delta)}{(\epsilon^2 + \delta^2)^{3/2}} d\delta
\]

\[
\leq \limsup_{\epsilon \to 0^+} C \frac{\epsilon}{\rho(\epsilon)} \int_\varepsilon^1 \frac{\delta \rho(\delta)}{(\epsilon^2 + \delta^2)^{3/2}} d\delta.
\]

This is finite after an application of L'Hospital's rule and the assumption that \( \rho(t) < t \).

This finally implies that the two desired \( \limsup \) are either both finite or infinite. Moreover, if \( \limsup_{\epsilon \to 0^+} \frac{M^\delta(x_0)}{\rho(\epsilon)} = 0 \) then the constant \( C \) above may be taken to be arbitrarily small, ensuring that \( \limsup_{\epsilon \to 0^+} \frac{\epsilon}{\rho(\epsilon)} \Im F_\mu(x_0 + i\epsilon) = 0 \). This completes our proof.

\[\Box\]
4. Half-line subordinacy

Let $H_\theta$ be the self-adjoint operator defined on $l^2(\mathbb{Z}^+)$ by
\begin{equation}
(H_\theta u)(n) = u(n-1) + u(n+1) + V(n)u(n),
\end{equation}
where $\{V(n)\}_{n=1}^\infty$ is a sequence of real numbers along with the phase boundary condition
\begin{equation}
u(0) \cos \theta + u(1) \sin \theta = 0.
\end{equation}

**Definition 4.1.** We define the length scale $L(\epsilon)$ as the length that yields the equality $\|u_1\|_{L(\epsilon)}^{1/2} \|u_2\|_{L(\epsilon)}^{1/2} = 2\epsilon$.

**Theorem 4.1.** Let $u_1$ and $u_2$ be solutions of the equation $Hu = Eu$ for $E \in \mathbb{R}$ obeying $u_1(0) = 0, u_1(1) = 1, u_2(0) = 1$, and $u_2(1) = 0$. Let $\rho(t)$ be a Hausdorff measure function. We have
\begin{equation}
\limsup_{\epsilon \to 0} \frac{\epsilon}{\rho(\epsilon)} F(E + i\epsilon) = \infty
\end{equation}
if and only if
\begin{equation}
\liminf_{L \to \infty} \rho(||u_1||_{L}^{-1} ||u_2||_{L}^{-1}) ||u_1||_L^2 = 0.
\end{equation}

**Proof.** This follows from Theorem 1 of [12] and Theorem 2.1 above.

We now have two applications of this theorem to zero dimensional Hausdorff dimension functions and positive dimension Hausdorff dimension functions.

**Theorem 4.2.** Let $f(L)$ be a continuous, strictly increasing function such that (1) $f(0) \geq 0$, (2) $\lim_{L \to \infty} f(L) = \infty$ and (3) $\lim_{L \to \infty} \frac{\epsilon}{f(L)} = 0$ for every $\alpha \geq 1$, and let $g(t) = \frac{1}{t(\ln t)^{1+\delta}}$. Suppose that for every $E$ in some Borel set $A$, we can find a solution, $v = au_1 + bu_2$, to $Hv = Ev$ that satisfies
\begin{equation}
\limsup_{L \to \infty} \frac{||v||_L^2}{f(L)} \geq 1.
\end{equation}

Let $\mathcal{F}$ be any family of comparable Hausdorff dimension functions that contains $g(f^{-1}(\frac{|b|^2}{1-|b|^2}t^{-2}))$, for some constant $|b|$ and $0 < \epsilon < 1/|b|^2$. Then
\begin{equation}
dim^+_{\mathcal{F}}(\mu(A \cap \cdot)) \leq g(f^{-1}(\frac{|b|^2}{1-|b|^2}t^{-2})).
\end{equation}

**Proof.** It is known that $\mu$ is supported on the set of energies $E$ for which $u_1$ satisfies the inequality
\begin{equation}
\limsup_{L \to \infty} \frac{||u_1||_L^2}{L(\ln L)^{1+\delta}} < \infty,
\end{equation}
for every $\delta > 0$, so we may restrict our attention to those energies. For every $E \in A$, $v$ must be a linear combination of $u_1$ and $u_2$, say $v = au_1 + bu_2$. Thus, for every $L$,
\begin{equation}
||v||_L \leq |a| ||u_1||_L + |b| ||u_2||_L.
\end{equation}
By our choice of $f$, and our restriction on the energies, $E$, we see that we must have $b \neq 0$, so

$$||u_2||_L \geq \frac{||v||_L - |a||u_1||_L}{|b|}.$$  

Hence, we must also have

$$\limsup_{L \to \infty} \frac{||u_2||^2_L}{f(L)} \geq \frac{1}{|b|^2}$$

for all such $E$. Now (42) implies

$$||u_1||_L < CL^{1/2}(\ln L)^{(1+\delta)/2}$$

for some constant $C > 0$, and (43) implies

$$||u_2||^2_L > \left( \frac{1}{|b|^2} - \epsilon \right) f(L_n)$$

for some sequence $L_n \to \infty$ and every $0 < \epsilon < \frac{1}{|b|^2}$.

Now consider $\epsilon_n$ such that $L_n = L(\epsilon_n)$. We have

$$g(f^{-1}(\frac{|b|^2}{1 - |b|^2 \epsilon}||u_1||^2_{L_n}||u_2||^2_{L_n})) ||u_1||^2_{L_n}$$

$$\geq \frac{||u_1||^2_{L_n}}{f^{-1}(1 - |b|^2 \epsilon)||u_1||^2_{L_n}||u_2||^2_{L_n}((\ln f^{-1}(1 - |b|^2 \epsilon)||u_1||^2_{L_n}||u_2||^2_{L_n}))^{1+\delta}}$$

$$\geq \frac{L_n(\ln L_n)^{1+\delta}}{f^{-1}(f(L_n))} \ln(f^{-1}(f(L_n)))^{1+\delta}$$

$$= 1.$$  

Thus, if $g(f^{-1}(\frac{|b|^2}{1 - |b|^2 \epsilon}t^{-2})) < \rho(t)$ it is easy to see that

$$\lim_{L_n \to \infty} \rho(||u_1||^2_{L_n}||u_2||^2_{L_n}) ||u_1||^2_{L_n} = 0.$$  

We now finish by appealing to Theorem 2.2.  

\[ \square \]

**Corollary 4.1.** Let $f(t), g(t)$, and $F$ be as in Theorem 4.2. Let $\Phi_n(\theta, E)$ be the $n$-step transfer matrix associated to $Hu = Eu$ along with the boundary condition $\theta$. Suppose

$$\limsup_{L \to \infty} \frac{1}{f(L)} \sum_{n=1}^L ||\Phi_n(\theta, E)||^2 \geq 2$$

for every $E$ in some Borel set $A$. Then $\dim^+(\mu(A \cap \cdot)) \leq g(f^{-1}(\frac{1}{1-t^2})).$

**Proof.** Recall that

$$\Phi_n(\theta, E) = \begin{pmatrix} u_1(n+1) & u_2(n+1) \\ u_1(n) & u_2(n) \end{pmatrix}$$
so
\begin{equation}
\|\Phi_n(\theta, E)\|^2 \leq |u_1(n+1)|^2 + |u_1(n)|^2 + |u_2(n+1)|^2 + |u_2(n)|^2,
\end{equation}
and summing yields
\begin{equation}
\sum_{n=1}^{L} \|\Phi_n(\theta, E)\|^2 \leq 2(||u_1\|_L^2 + ||u_2\|_L^2).
\end{equation}
Thus we conclude that (43) holds, so Theorem 4.2 yields our result. □

Using Corollary 4.1, we can now prove Theorem 2.3:

**Proof of Theorem 2.3.** Positive upper Lyapunov exponent yields
\begin{equation}
\|\Phi_n(\theta, E)\|^2 \asymp e^{n_k(L^*(E)/2)}
\end{equation}
for some subsequence \(n_k\). Thus we may apply the corollary with \(f(L) = e^{L(L^*(E)/2)}\) to see that
\begin{align*}
\dim_{\mathcal{F}}^+(\mu(A \cap \cdot)) &< \frac{2}{L^*(E) \ln(\frac{1}{1-t}t^{-2})} \left(\ln(2 \ln(\frac{1}{1-t}t^{-2}))^{1+\delta}/L^*(E)\right).
\end{align*}
Since
\begin{align*}
\frac{2}{L^*(E) \ln(\frac{1}{1-t}t^{-2})} \left(\ln(2 \ln(\frac{1}{1-t}t^{-2}))^{1+\delta}/L^*(E)\right) &\sim \frac{1}{\ln(1/t)(\ln(\ln(1/t)))^{1+\delta}},
\end{align*}
we are done. The second part of the theorem follows from Theorem 2.4, which is proved in the next section. □

We also have

**Theorem 4.3.** Let \(f(L) = L^{\varphi(L)}\) be a continuous, strictly increasing function such that (1) \(f(0) \geq 0\) and (2) \(\limsup_{L \to \infty} g(t) = \alpha \in (1, \infty)\). Let
\begin{equation}
\rho_\beta(t) = \frac{t^{2/(1+\beta)}}{\ln^{2\beta/(1+\beta)} t}
\end{equation}
and suppose \(\mathcal{F}\) is a family of comparable Hausdorff dimension functions that contains \(\rho_\beta\) for some \(\beta < \alpha\). Suppose that for every \(E\) in some Borel set \(A\), we can find a solution, \(v\), to \(Hv = Ev\) that satisfies
\begin{equation}
\limsup_{L \to \infty} \frac{\|v\|_L^2}{f(L)} > 0.
\end{equation}
Then \(\dim_{\mathcal{F}}^+(\mu(A \cap \cdot)) \mathcal{F} \rho_\beta(t).\)

**Proof.** As before, we have the following bounds on \(\|u_1\|\) and \(\|u_2\|:\n\begin{align*}
\|u_1\|_L &\lesssim L^{1/2} \ln L
\end{align*}
and
\begin{align*}
\|u_2\|_{L^2} &\gtrsim f(L_n)
\end{align*}
for some sequence $L_n \to \infty$. Taken together, we have

$$
\rho_\beta(||u_1||_{L_n}^{-1} ||u_2||_{L_n}^{-1}) ||u_1||_{L_n}^2 
\leq ||u_2||_{L_n}^{2\beta/(1+\beta)} \ln^{2\beta/(1+\beta)}(||u_1||_{L_n} ||u_2||_{L_n})^{2/(1+\beta)}
$$

(57)

$$
= \frac{L_n^{\beta/(1+\beta)} \ln(L_n)^{2\beta/(1+\beta)}}{L_n^{\beta/(1+\beta)}(\ln^2(L_n))^{2\beta/(1+\beta)}} \to 0.
$$

(58)

We now finish by appealing to Theorem 2.2. □

There is also an analogous version of Corollary 4.1.

5. Proof of Theorem 2.4

Let $\beta(x)$ be a non-negative increasing convex function such that $\log(\beta(x))$ is still convex. For example, we could take $\beta(x) = e^x$. Moreover, suppose that $G(t) = 1/\beta^{-1}(1/t^2)$ defines a zero dimensional Hausdorff dimension function. We will consider the family of Hausdorff dimension functions $F = \{G(t)^\alpha : 0 < \alpha < \infty\}$. Define length scales inductively by $L_1 = 2$, $L_{n+1} = \beta(L_n)^n$ and define a potential

$$
V(n) = \begin{cases} 
\beta(L_k)^n & n = L_k \\
0 & n \notin \{L_k\}_{k=1}^\infty.
\end{cases}
$$

(59)

We will begin with an elementary lemma which will be useful:

**Lemma 5.1.** Let $\beta(x)$ be defined as above. Then $\beta^{-1}(xy) \leq \beta^{-1}(x) + \beta^{-1}(y)$ for every $x, y > 0$.

**Proof.** Since $\beta$ is increasing, this inequality is trivial if $x = 0$ or $y = 0$, so suppose $x, y > 0$. Then we can write $x = e^{x_1}$ and $y = e^{y_1}$ for some $x_1 \neq -y_1 \in \mathbb{R}$. Since $\log(\beta(x))$ is convex, the inverse, $\beta^{-1}(e^x)$, is concave. Define $f(x) = \beta^{-1}(e^x)$. Then we have:

$$
\beta^{-1}(xy) = f(x_1 + y_1).
$$

(60)

Since positive concave functions are subadditive, we have

$$
f(x_1 + x_2) \leq f(x_1) + f(x_2)
$$

(61)

$$
= \beta^{-1}(x) + \beta^{-1}(y).
$$

(62)

Hence $\beta^{-1}(xy) \leq \beta^{-1}(x) + \beta^{-1}(y)$. □

Now we may turn our attention to a proof of Theorem 2.4.
Proof of Theorem 2.4(i). It is well-known [12] that the essential spectrum is contained in the interval \([-2, 2]\), so it just remains to prove the dimension result. □

Proof of Theorem 2.4(ii). For simplicity, we will prove the theorem for \(\eta = 1\). The proof of the general case is similar. Let \(I = [a, b] \subset (-2, 2)\) It suffices to prove the theorem for \(\mu_g(I \cap \cdot)\).

Let \(\alpha(x)\) be defined such that \(\beta(x) = x^\alpha(x)\).

First, we will prove that \(\dim \Phi = \beta^{-1}(1/\epsilon)^{-1/(1-\epsilon)}\) for every \(\epsilon > 0\) and every boundary phase \(\theta\). For every \(E \in I, m > k \geq 0\), let

\[
\Phi_{k,m}(E) = T_m(E)T_{m-1}(E) \cdots T_{k+1}(E)
\]

where

\[
T_n(E) = \begin{pmatrix} E - V(n) & -1 \\ 1 & 0 \end{pmatrix}.
\]

Since \(\det(\Phi_{k,m}(E)) = 1\), it follows that \(\|\Phi_{k,m}(E)\| = \|\Phi_{k,m}(E)^{-1}\|\). For any \(n \in \mathbb{Z}^+\), if \(L_n \leq k < m < L_{n+1}\), then \(\Phi_{k,m}(E)\) is the same as the transfer matrix for the free Laplacian. In particular, there exists some constant \(C_I\), depending only on the interval \(I\), such that \(1 \leq \|\Phi_{k,m}(E)\| \leq C_I\) for any such \(k, m\) and \(E \in I\). Moreover, for any \(n \in \mathbb{Z}^+\), we have

\[
\Phi_{L_n-1,L_n}(E) = T_{L_n}(E) = \begin{pmatrix} E - V(L_n) & -1 \\ 1 & 0 \end{pmatrix},
\]

and so

\[
\max\{1, V(L_n) - 2\} \leq \|T_{L_n}(E)\| \leq V(L_n) + 3.
\]

If we consider some \(n \in \mathbb{Z}^+\) and \(L_n \leq m < L_{n+1}\), then we have

\[
\Phi_{0,m}(E) = \Phi_{L_n,m}T_{L_n} \Phi_{L_{n-1},L_n-1}T_{L_{n-1}} \cdots \Phi_{L_1,L_2-1}T_{L_1} \Phi_{0,L_1-1}.
\]

Thus we see that

\[
\|\Phi_m(E)\| \leq C_I^{n+1} \prod_{k=1}^{n} (V(L_k) + 3)
\]

\[
\leq C_I^n \prod_{k=1}^{n} L_k^{\alpha(L_k)}
\]

\[
\leq C_I^n \left( \prod_{k=1}^{n} L_k \right)^{\alpha(L_n)},
\]
where $C_1$ is some constant. Similarly, for large $n$, we also have
\[
||\Phi_m(E)|| \geq \left( C_{n+1}^{n-1} \prod_{k=1}^{n-1} (V(L_k) + 3) \right)^{-1} (V(L_n) - 2)
\]
(69)
\[
\geq C_2^{-n} \left( \prod_{k=1}^{n-1} L_k \right)^{-1} \alpha(L_n) \beta_n(L_n).
\]
where $C_2$ is some constant. Since $L_{n+1} = \beta(L_n)^n$, we see that for any $\epsilon > 0$ we can take $n$ sufficiently large so that
\[
(70) \quad \frac{L_n}{\beta^{-1}(L_n)} < \left( \prod_{k=1}^{n-1} L_k \right)^{-1} L_n < \prod_{k=1}^{n} L_k < L_n \alpha(L_n).
\]
Similarly, for any $\epsilon > 0$ and $n$ large enough we have $C_1^n < \beta^{-1}(L_n)^\epsilon$ and $C_2^n < \beta^{-1}(L_n)^\epsilon$. Hence, for any $L_n \leq m < L_{n+1}$,
\[
(71) \quad \left( \frac{L_n}{\beta^{-1}(L_n)} \right)^{\alpha(L_n)} \beta^{-1}(L_n)^{-\epsilon} \leq ||\Phi_m(E)|| \leq (L_n \beta^{-1}(L_n))^{\alpha(L_n)} \beta^{-1}(L_n)^{\epsilon}.
\]
Set $h(m) = \beta(m)$. By taking $m = L_n$, we have
\[
(72) \quad \frac{1}{h(m)} \sum_{k=1}^{m} ||\Phi_k||^2 \geq L_n^{\alpha(L_n)} \left( \frac{L_n}{\beta^{-1}(L_n)} \right)^{2\alpha(L_n)} \beta^{-1}(L_n)^{-2\epsilon}
\]
\[
= L_n^{\alpha(L_n)} \beta^{-1}(L_n)^{-2\alpha(L_n)-2\epsilon}
\]
By our assumptions on $\beta$, (72) $\rightarrow \infty$. Corollary 4.1 now yields
\[
\dim^+(\mu\theta(I\cap \cdot)) \leq \frac{1}{h^{-1}(1/t^2) \ln(h^{-1}(1/t^2))^{1+\delta}} = \frac{1}{\beta^{-1}(1/t^2) \ln(\beta^{-1}(1/t^2))^{1+\delta}},
\]
for every boundary phase $\theta$. Hence
\[
\dim^+(\mu\theta(I\cap \cdot)) \leq \frac{1}{\beta^{-1}(1/t^2) \ln(\beta^{-1}(1/t^2))^{1+\delta}}
\]
as desired.

Now we will prove that $\dim^+(\mu\theta(I\cap \cdot)) \leq \beta^{-1}(1/t^2)^{\delta-1}$ for every $\delta > 0$ and every boundary phase $\theta$. By Theorem 2.2 it suffices to prove that for every $E \in I$ and every $\delta > 0$
\[
(73) \quad \lim_{L \to \infty} \inf \beta^{-1}(||u_1||^2_L ||u_2||^2_L)^{\delta-1} ||u_1||^2_L > 0.
\]
First, note that we have $|u_1(m)|^2 + |u_2(m)|^2 \geq ||\Phi_n(E)||^{-2}$. We see, by (71) and our choice of $L_n$, for sufficiently large $n$ and $L_n \leq m < L_{n+1}$,

\begin{equation}
||u_1||_m^2 > \frac{1}{2} \left( L_n - L_{n-1} \right) \left( \frac{L_{n-1}}{\beta^{-1}(L_{n-1})} \right)^{-2\alpha(L_{n-1})} + l \left( \frac{L_n}{\beta^{-1}(L_n)} \right)^{-2\alpha(L_n)}
\end{equation}

(74)

\begin{equation}
\geq \frac{L_n}{\beta^{-1}(L_n)} + l \left( \frac{L_n}{\beta^{-1}(L_n)} \right)^{-2\alpha(L_n)},
\end{equation}

(75)

where $l = m - L_n + 1$. Similarly, we have

\begin{align}
||u_2||_m^2 &< L_n \left( L_{n-1}\beta^{-1}(L_{n-1}) \right)^{2\alpha(L_{n-1})} + l \left( L_n\beta^{-1}(L_n) \right)^{2\alpha(L_n)} \\
&\leq L_n\beta^{-1}(L_n) + l \left( L_n\beta^{-1}(L_n) \right)^{2\alpha(L_n)}.
\end{align}

(76)

(77)

For simplicity, let

\begin{align}
A_n &= \frac{L_n}{\beta^{-1}(L_n)} \\
B_n &= \left( \frac{L_n}{\beta^{-1}(L_n)} \right)^{-2\alpha(L_n)} \\
C_n &= L_n\beta^{-1}(L_n) \\
D_n &= \left( L_n\beta^{-1}(L_n) \right)^{2\alpha(L_n)}
\end{align}

so that (75) becomes $||u_1||_m^2 > A_n + lB_n$ and similarly (77) becomes $||u_2||_m^2 < C_n + lD_n$. By combining (75), (77) and (42), and letting $1 \leq l < L_{n+1} - L_n + 1$, we obtain

\begin{align}
(\beta^{-1}(||u_1||_L^2 ||u_2||_L^2))^{\delta-1} ||u_1||_L^2 &\geq (\beta^{-1}((C_n + lD_n)(m \ln(m)^2)))^{\delta-1} (A_n + lB_n) \\
&= \frac{A_n + lB_n}{(\beta^{-1}((C_n + lD_n)(l + L_n - 1) \ln(l + L_n - 1)^2))^{1-\delta}} \\
&= F_{n,\delta}(l).
\end{align}

(78)

We now need to analyze lower bounds for $F_{n,\delta}(l)$ for $1 \leq l < L_{n+1} - L_n + 1$, so consider the two cases:

**Case 1:** $lB_n \leq A_n$

**Case 2:** $lB_n \geq A_n$

We can see that case 1 is equivalent to the case where $l \leq D_nC_nL_n^{-2\epsilon}$ and case 2 is equivalent to the case where $l \geq D_nC_nL_n^{-2\epsilon}$.
Considering case 1, we have:

\[(79) \quad F_{n,\delta}(l) \geq \frac{A_n}{(\beta^{-1}((C_n + C_n L_n^{-2\epsilon} D_n^2) (l + L_n - 1) \ln(l + L_n - 1)^2)^{1-\delta}}
\]

\[(80) \quad \geq \frac{A_n}{(\beta^{-1}((2C_n L_n^{-2\epsilon} D_n^2) (2D_n C_n L_n^{-2\epsilon}) \ln(2D_n C_n L_n^{-2\epsilon}))^{1-\delta}}
\]

\[(81) = \frac{A_n}{(\beta^{-1}(4D_n^2 C_n^2 L_n^{-4\epsilon} \ln(2D_n C_n L_n^{-2\epsilon}))^{1-\delta}}
\]

\[(82) \geq \frac{A_n}{(\beta^{-1}(4D_n^{3/2} C_n^{2+1/2} L_n^{-4\epsilon-1/2}))^{1-\delta}}.
\]

We can now appeal to Lemma 5.1 and the fact that \(D_n = \beta(L_n)^{2(1+\epsilon)} L_n^\epsilon\) to obtain:

\[(83) \quad \frac{A_n}{(\beta^{-1}(4D_n^{3+1/2} C_n^{2+1/2} L_n^{-4\epsilon-1/2}))^{1-\delta}} \geq \frac{L_n^{1-\epsilon}}{KL_n^{-\delta}},
\]

for some constant \(K > 0\). Since we may take \(\epsilon\) arbitrarily small by taking \(n\) sufficiently large, we conclude that this limits to \(\infty\) for every \(\delta > 0\).

Now considering case 2, we have:

\[(84) \quad F_{n,\delta}(l) \geq \frac{A_n + lB_n}{(\beta^{-1}(K D_n (2l) \ln(2l)^2))^{1-\delta}}
\]

\[(85) \quad \geq \frac{A_n + lB_n}{(\beta^{-1}(K) + 2\beta^{-1}(l) + \beta^{-1}(D_n) + \beta^{-1}(\ln(2l)^2))^{1-\delta}}
\]

\[(86) \quad \rightarrow \infty.
\]

Thus for every \(\delta > 0\), \(F_{n,\delta}(l) \rightarrow \infty\) as \(n, l \rightarrow \infty\), which completes our proof.

\(\Box\)

**Proof of Theorem 2.4(iii).** Once again, we will consider \(\eta = 1\). We will show that for Lebesgue a.e. \(E\), and a.e. \(\theta\), the equation \(Hu = Eu\) has solutions with appropriate decay properties.

Fix \(\theta_0 = 0\), and let \(H = H_{\theta_0}\). For each \(m \in \mathbb{Z}^+\), let \(G_m\) be the operator on \(l^2(\mathbb{Z}^+)\) given by

\[(87) \quad \langle \delta_i, G_m \delta_j \rangle = \delta_{i,m-1} \delta_{j,m} + \delta_{i-1,m} \delta_{j,m-1}.
\]

For each \(k \in \mathbb{Z}^+\), define new operators \(H'_k = H - G_{L_k}\) and \(\hat{H}_k = H - G_{L_k} - G_{L_k+1}\), and for every \(z \in \mathbb{C}\), define the resolvent operators \(G(z) = (H - z)^{-1}\), \(G'_k(z) = (H'_k - z)^{-1}\), and \(\hat{G}_k(z) = (\hat{H}_k - z)^{-1}\). Moreover, for \(i, j \in \mathbb{Z}^+\), let the corresponding Green’s functions be given by

\[(88) \quad G(i, j, z) = \langle \delta_i, G(z) \delta_j \rangle
\]

\[(89) \quad G'_k(i, j, z) = \langle \delta_i, G'_k(z) \delta_j \rangle
\]

\[(90) \quad \hat{G}_k(i, j, z) = \langle \delta_i, \hat{G}_k(z) \delta_j \rangle.
\]
Now considering some $n > L_k$, we can use the resolvent identity $G(z) = G_k'(z) - G(z)G_L G_k'(z)$ to obtain

$$G(1, n, z) = -G(1, L_k - 1, z)G_k'(L_k, n, z).$$

A similar computation with $G_k'(z)$, yields the identity

$$G_k'(z) = \hat{G}_k(z) - \hat{G}_k(z)G_{L_k+1}G_k'(z),$$

so we have

$$G_k'(L_k, n, z) = -\hat{G}_k(L_k, L_k, z)G_k'(L_k + 1, n, z) = \frac{-1}{V(L_k) - z}G_k'(L_k + 1, n, z).$$

Together, (91) and (92) yield

$$G(1, n, z) = G(1, L_k - 1, z)G_k'(L_k + 1, n, z)\frac{1}{V(L_k) - z}.\tag{93}$$

Whenever $z = E + i\epsilon, \epsilon > 0$, we see that $G(i, j, z)$ and $G_k'(i, j, z)$ have the form and thus are Borel transforms of signed measures. We know (see e.g. [27] for details) that Borel transforms have finite non-tangential limits a.e. on the real axis: $|G(i, j, E)| = |G(i, j, E + i0)| < +\infty$ and $|G_k'(i, j, E)| = |G_k'(i, j, E + i0)| < +\infty$.

Let us also recall Boole’s equality for Borel transforms of singular measures: if $F(z)$ is the Borel transform of a singular measure on $\mathbb{R}$ such that $\mu(\mathbb{R}) = 1$, then for any $\lambda > 0$, we have $|\{E : f(E) > \lambda\}| = 2/\lambda$. Since we have already shown that the spectral measures of $H$ for any vector $\delta_i$ are singular (Theorem 2.4 (ii) above), we conclude that

$$\{|\{E : |G(i, j, E)| > \lambda\}| \leq 4/\lambda, \tag{94}$$

$$\{|\{E : |G_k'(i, j, E)| > \lambda\}| \leq 4/\lambda. \tag{95}$$

From this, we deduce that for any $j \geq 1, \gamma > 0, k > 1, n > L_k$ and $E \in (-2, 2)$,

$$\left|\left\{E : |G(1, n, E)| > \frac{f^j(L_k)^\gamma}{V(L_k) - 2}\right\}\right| \leq \frac{8}{f^j(L_k)^{\gamma/2}}, \tag{96}$$

where $f(x) = \beta^{-1}(x)$ and $f^j(x)$ is the $j$-fold composition of $f$ with itself.

Let us now fix $j \geq 1$. By our choice of $L_k$, $\sum_{k=2}^{\infty}(f^j(L_k))^{-\gamma/2} < \infty$ for every $j \geq 1$ and $\gamma > 0$. By the Borel-Cantelli lemma, for Lebesgue a.e. $E \in (-2, 2)$, there exists a $K(E, j)$ such that for any $k > K(E, j)$ and $n = L_k + 1$ or $L_k + 2$,

$$|G(1, n, e)| \leq \frac{f^j(L_k)^\gamma}{V(L_k) - 2}. \tag{97}$$

Now, if $E$ is such that the sequence $u_n = \{G(1, n, E)\}_{n=1}^{\infty}$ exists, it necessarily solves the equation $Hu = Eu$ for $n > 2$. Thus for any $L_k + 2 < n \leq$
Since we know that the free transfer matrix is bounded, we have
for sufficiently large $k$ with the normalization property

\begin{equation}
|v|_m \leq C \frac{f^j(L_k)^\gamma}{V(L_k)} = C f^j(L_k)^\gamma \beta(L_k)^{-1} = C f^j(L_k)L_{k+1}^{-1/k}.
\end{equation}

Moreover, since there can be at most one subordinate solution of $Hu = Eu$ with $|v(0)|^2 + |v(1)|^2 = 1$ which is decaying, $v$ must be the unique subordinate solution of $Hu = Eu$. We also have, for $m \in \mathbb{Z}^+, L_n < m \leq L_{n+1}$ with $n$ sufficiently large,

\begin{align}
||v||_m^2 &= \sum_{j=1}^{m} |v(j)|^2 \\
&= \sum_{j=1}^{L_k(E)} |v(j)|^2 + \sum_{j=L_k(E)+1}^{m} |v(j)|^2 \\
&\leq C(E, v) + C \sum_{i=k(E)}^{n} L_{i+1}f^j(L_i)^{2\gamma}L_{i+1}^{-2/i} \\
&\leq C(E, v) + C f^j(L_n)^{2\gamma}L_{n+1}.
\end{align}

Now we return to considering $H_\theta$, where $\theta$ can vary. Recall that we can view $H_\theta$ as $H$ along with an appropriate rank-one perturbation at the origin. By the theory of rank-one perturbations (again, we refer readers to [27] for full details), it is known that for any set $A \subset \mathbb{R}$ with $|A| = 0$, we have $\mu(A) = 0$ for Lebesgue a.e. boundary phase $\theta$. Since the set of energies for with the solution $v$ above does not exist is a Lebesgue null set, we can conclude that for a.e. boundary phase $\theta$, the associate spectral measure $\mu$ is supported on the set of $E$ where the solution $v$ above exists. Furthermore, since $\mu$ must also be supported on the set of energies for which $u_1$ is subordinate, it follows that for a.e. $\theta$ and a.e. $E$ with respect to $\mu$, $u_1$ must coincide with $v$ above.
For this \( u_1 \) and \( m = L_n + L_n L_{n+1}^{2/n} \), we have

\[
||u_1||_m^2 = \sum_{j=1}^{L_n} |u_1(j)|^2 + \sum_{n+1}^m |u_1(j)|^2 \leq C(E, v) + C f^j(L_{n-1})^{2\gamma} L_n^2 + C(m - L_n) f^j(L_n)^{2\gamma} L_{n+1}^{-2/n}
\]

\[
= C(E, v) + C f^j(L_{n-1})^{2\gamma} L_n^2 + C f^j(L_n) L_n
\]

\[
\leq C(1 + f^j(L_n)^{2\gamma} L_n).
\]

On the other hand, a similar analysis yields

\[
||u_2||_m^2 \geq L_n \beta(L_n)^2 \beta^{-1}(L_n)^{-1}
\]

for \( m = L_n + L_n L_{n+1}^{2/n} \).

Thus, if \( g_k(x) = \beta^{-1}(1/x^2) f^j(x) \), and \( m = L_n + L_n L_{n+1}^{2/n} \), then

\[
g_k(||u_1||_m^{-1} ||u_2||_m^{-1}) ||u_1||_m^2 \leq \frac{C(1 + f^j(L_n)^{2\gamma} L_n)}{\beta^{-1}(L_n) \beta(L_n)^2 \beta^{-1}(L_n)^{-1}} f^k(L_n) \beta(L_n)^2 \beta^{-1}(L_n)^{-1}
\]

\[
\leq \frac{C(1 + f^j(L_n)^{2\gamma} L_n)}{2L_n f^{k-1}(L_n)}. \tag{108}
\]

Since this limits to 0 whenever \( k \leq j \), and since \( j \geq 1 \) was arbitrary, we conclude that \( \dim_{\mathcal{F}}^\perp(\mu(A \cap \cdot)) \leq \frac{1}{\beta^{-1}(1/\beta)} \).

\section{6. Rank one perturbations: general results}

We will now consider a probability measure \( \mu \) on \( \mathbb{R} \) and the self-adjoint operator \( A : L^2(d\mu) \to L^2(d\mu) \) given by multiplication by \( x \). Let \( \varphi \) be any cyclic unit vector in \( L^2(d\mu) \). We define the rank one perturbation of \( A \) by \( \varphi \) as

\[
A_\lambda = A + \lambda \langle \varphi, \cdot \rangle \varphi, \quad \lambda \in \mathbb{R}.
\]

We will let \( \mu_\lambda \) denote the spectral measure associated to \( A_\lambda \) and \( \varphi \). Let \( F_\lambda \) denote the Borel transform of \( \mu_\lambda \), and write \( F_0 = F \). Then

\[
F_\lambda(z) = \frac{F(z)}{1 + \lambda F(z)}, \tag{112}
\]

\[
\text{Im } F_\lambda(z) = \frac{\text{Im } F(z)}{|1 + \lambda F(z)|^2}, \tag{113}
\]

\[
d\mu_\lambda(x) = \lim_{\delta \to 0^+} \frac{1}{\pi} \text{Im } F_\lambda(x + i\delta) dx, \tag{114}
\]

\[
\mu_{\lambda, \text{sing}} \text{ is supported by } \{x : F(x + i0) = -1/\lambda\}. \tag{115}
\]

In addition to the Borel transform, we define

\[
G(x) = \int \frac{d\mu(y)}{(x - y)^2}. \tag{116}
\]
It is well known that

\[(117) \quad \{ x : G(x) < \infty, F(x + i0) = -\lambda^{-1} \} = \text{set of eigenvalues of } A_{\lambda}. \]

**Lemma 6.1.** Let \( F \) be a family of comparable Hausdorff measure functions and let \( f \in F \). Suppose that for a family of intervals \( A_n \), we have

\[ |A_n| \leq f^{-1}(b_n) \]

where \( b_n \geq 0 \) is a summable sequence of real numbers. Then \( \dim_F(\limsup A_n) \leq f \).

**Proof.** Fix \( g \in F \) such that \( f < g \). That is, \( \lim f(t)/g(t) = \infty \), so \( g(t) \leq f(t) \). Thus, \( g^{-1}(t) \geq f^{-1}(t) \). Since \( f \) is a Hausdorff dimension function, \( f^{-1}(t) \to 0 \) as \( t \to 0 \). Hence \( |A_n| \to 0 \), so given \( \delta \), we can choose \( N_\delta \) so that \( |A_n| \leq \delta \) for \( n \geq N_\delta \). Then for \( m \geq N_\delta \), \( \bigcup_{n=m}^{\infty} A_n \) is a \( \delta \)-cover of \( \limsup A_n \). Thus,

\[(118) \quad \sum_{n=m}^{\infty} g(|A_n|) \leq \sum_{n=m}^{\infty} g(f^{-1}(b_n)) \leq \sum_{n=1}^{\infty} g(g^{-1}(b_n)) < \infty.\]

Thus, as \( m \to \infty \), we have \( \sum_{n=m}^{\infty} g(|A_n|) \to 0 \). We conclude that

\[(119) \quad \lim_{\delta \to 0} \inf_{\delta \text{-covers}} \left\{ \sum_{i=1}^{\infty} g(|F_i|) \right\} = 0.\]

Thus \( \dim_F(\limsup A_n) < g \) for every \( f < g \), so \( \dim_F(\limsup A_n) \leq f \). \( \square \)

**Theorem 6.1.** Let \( f(t) \) be a zero dimensional Hausdorff dimension function, let \( F = \{ f(t^\alpha) : \alpha > 0 \} \), and suppose \( d\mu(E) = \sum_{n=1}^{\infty} a_n d\delta_{E_n}(E) \) where \( a_n \) obeys the condition that

\[ |a_n| \leq f^{-1}(b_n), \]

where \( b_n \) is a summable sequence of positive real numbers. Then for every \( \lambda \) we have \( \dim_F(d\mu_\lambda) \leq f(t^2) \).

**Proof.** Let \( G(x) \) be defined as above and let \( S = \{ x : G(x) = \infty, x \notin \{ E_i \}_{i=1}^{\infty} \} \). Then the Aronszajn-Donoghue theory \( 20 \) says that for any \( \lambda \neq 0 \), \( d\mu_\lambda^c \) is supported by \( S \). Thus, the spectral measure \( d\mu_\lambda \) is supported by \( S \cup \{ \text{eigenvalues of } A_\lambda \} \). Since the set of eigenvalues is countable, it will not contribute to the dimension of \( \supp(d\mu_\lambda) \), so we can use \( S \) to prove that \( S \) has \( \dim_{G}(S) \leq f(t^2) \).

Fix \( \epsilon > 0 \), let \( c_{n,\epsilon} = \frac{1}{2}|a_n|^{1/2-\epsilon} \) and let \( A_{n,\epsilon} = [E_n - c_{n,\epsilon}, E_n + c_{n,\epsilon}] \). Then

\[ |A_{n,\epsilon}| = 2c_{n,\epsilon} = |a_n|^{1/2-\epsilon} \leq f^{-1}(b_n)^{1/2-\epsilon}. \]

Now by Lemma 6.1 for every \( \epsilon > 0 \) and every \( f(t^{2(1-2\epsilon)}) < g(t) \) we have \( \mu^g(\limsup A_{n,\epsilon}^c) = 0 \).

Now it remains to show that \( S \subset \limsup A_{n,\epsilon}^c \) for every \( \epsilon \). That is, it remains to show that if \( x \notin \limsup A_{n,\epsilon} \) and \( x \notin \{ E_n \}_{n=1}^{\infty} \), then \( G(x) < \infty \). If
x \notin \limsup A_\delta^\epsilon$ then for some $N_0$, we must have $x \notin \bigcup_{n=N_0}^\infty A_\delta^\epsilon$. Now observe that

$$G(x) = \sum_{n=1}^{\infty} \frac{a_n}{|x - E_n|^2}$$

$$= \sum_{n=1}^{N_0} \frac{a_n}{|x - E_n|^2} + \sum_{n=N_0}^{\infty} \frac{a_n}{|x - E_n|^2}$$

$$\leq C + \sum_{n=N_0}^{\infty} \frac{a_n}{\epsilon_{n,\delta}^2}$$

$$\leq C + \sum_{n=N_0}^{\infty} 2a_n^{2\epsilon}$$

$$\leq C + \sum_{n=N_0}^{\infty} 2f^{-1}(b_n)^{2\epsilon}.$$  

The first sum is bounded because $x \notin \{E_n\}_{n=1}^{\infty}$. Since $f$ is a zero dimensional Hausdorff dimension function, $t^\alpha < f^{-1}(t)$ for every $\alpha > 0$, so $f^{-1}(b_n)^{2\epsilon}$ is summable, so we have $G(x) < \infty$. Thus $S \subset \limsup A_\delta^\epsilon$ for every $\epsilon$. Thus $\dim_\mathcal{F}(S) \leq f(t^{2/(1-2\epsilon)})$ for every $\epsilon > 0$. By our definition of $\mathcal{F}$, it follows that $\dim_\mathcal{F}(S) \leq f(t^2)$. \hfill \Box

By considering the larger family $\mathcal{G} = \{f(t^\alpha)^\beta : \alpha, \beta \}$, we can actually take $b_n = 1/n$ in the above theorem and conclude with the same result.

**Definition 6.1.** Let $H$ be a self-adjoint operator on $l^2(\mathbb{Z}^\nu)$. We say that $H$ has semi-uniformly localized eigenfunctions (SULE) if and only if $H$ has a complete set $\{\varphi_n\}_{n=1}^{\infty}$ of orthonormal eigenfunctions, there is $\alpha > 0$ and $m_n \in \mathbb{Z}^\nu$, $n = 1, \ldots$, and for each $\delta > 0$, a $C_\delta$ so that

$$|\varphi_n(m)| \leq C_\delta e^{\delta|m_n| - \alpha|m_n|}$$

for all $m \in \mathbb{Z}^\nu$ and $n = 1, 2, \ldots$.

**Lemma 6.2** ([5]). Suppose that $H$ has SULE. Then there are $C$ and $D$ and a labeling of eigenfunctions so that

$$|\varphi_n(0)| \leq C \exp(-Dn^{1/\nu}).$$

**Theorem 6.2.** Suppose $H$ has SULE and let $\mathcal{F} = \{\ln(1/t)^{-\alpha} : 0 < \alpha < \infty\}$. Let $H_\lambda = H + \lambda \langle \delta_0, \cdot \rangle \delta_0$. Let $d\mu$ be the spectral measure of $H$ associated to $\delta_0$, and let $d\mu_\lambda$ be the corresponding spectral measures for $H_\lambda$. Then for every $\lambda$, $\dim_{\mathcal{F}}(\text{supp}(d\mu_\lambda)) \leq \ln(1/t)^{-\nu}$.

**Proof.** Let $\mu$ be the spectral measure associated to $H$ and $\delta_0$, and $\mu_\lambda$ the spectral measures of $H_\lambda$. Observe that we have

$$\delta_0 = \sum_{n=1}^{\infty} \varphi_n(0)\varphi_n.$$
Set $a_n = \varphi_n(0)$. We can see that
\begin{equation}
(128) \quad d\mu(E) = \sum_{n=1}^{\infty} a_n d\delta_{E_n},
\end{equation}
where $E_n$ is the eigenvalue associated to the eigenfunction $\varphi_n$. By Lemma 6.2, we have $|a_n| \leq C \exp(-Dn^{1/\nu}) = C/f^{-1}(n)$. We can see that $f(n) = \left(\frac{-\ln(n)}{\nu}\right)^{\nu}$, so by Theorem 6.1 we conclude that, for every $\lambda$, $\dim_F(d\mu_{\lambda}) \leq (-\ln(t))^{-\nu}$.

\section{Dynamical bounds}

Consider a separable Hilbert space $\mathcal{H}$ and $H : \mathcal{H} \to \mathcal{H}$ a self adjoint operator. Let us fix a vector $\psi \in \mathcal{H}$ with $\|\psi\| = 1$. The time evolution of $\psi$ is given by
\begin{equation}
(129) \quad \psi(t) = e^{-iHt}\psi.
\end{equation}
We now introduce the following notation:
\begin{equation}
(130) \quad \langle A \rangle(t) = \langle \psi(t), A\psi(t) \rangle
\end{equation}
for any operator $A$ on $\mathcal{H}$, and
\begin{equation}
(131) \quad \langle f \rangle_T = \langle f(t) \rangle_T = \frac{1}{T} \int_0^T f(t)dt
\end{equation}
for any measurable function $f$.

We also have the moments of the position operator in $l^2(\mathbb{Z}^\nu)$:
\begin{equation}
(132) \quad |X|^m = \sum_{n \in \mathbb{Z}^\nu} |n|^m \langle \delta_n, \cdot \rangle \delta_n.
\end{equation}

\textbf{Definition 7.1.} Let $\mu$ be a finite Borel measure, and let $\rho$ be a Hausdorff dimension function. We say the measure $\mu$ is uniformly $\rho$-Hölder continuous (U$\rho$H) if there exists a constant $C > 0$ such that $\mu(I) < C \rho(|I|)$ for sufficiently small intervals $I$.

\textbf{Definition 7.2.} Let $H$ be a self-adjoint operator on a Hilbert space $\mathcal{H}$. We denote the the $\rho$-continuous subspace as
\begin{equation}
(133) \quad \mathcal{H}_{pc} := \{\psi \in \mathcal{H} : \mu_\psi \text{ is } \rho \text{-continuous}\}.
\end{equation}

\textbf{Theorem 7.1} (Rogers and Taylor [24]). Let $\mu$ be a finite Borel measure on $\mathbb{R}$ and let $\rho$ be a Hausdorff dimension function. Then $\mu$ is $\rho$-continuous if and only if for each $\epsilon > 0$ there are mutually singular Borel measures $\mu_1', \mu_2'$, such that $d\mu = d\mu_1' + d\mu_2'$, $\mu_1'$ is U$\rho$H, and $\mu_2'(\mathbb{R}) < \epsilon$.

\textbf{Theorem 7.2.} Let $\rho$ be a Hausdorff dimension function and $\mathcal{H}_{uh}(\rho) = \{\psi : \mu_\psi \text{ is } U\rho H\}$. Then $\mathcal{H}_{uh}(\rho)$ is a vector space and
\begin{equation}
(134) \quad \overline{\mathcal{H}_{uh}(\rho)} = \mathcal{H}_{pc}.
\end{equation}
Proof. The only non-trivial vector space property is that \( \mathcal{H}_{uh}(\rho) \) is closed under linear combinations, so that is all we will prove here. Let \( \psi_1, \psi_2 \in \mathcal{H}_{uh}(\rho) \), and let \( \varphi = a\psi_1 + b\psi_2 \). By assumption, there are constants \( C_1 \) and \( C_2 \) and \( \delta > 0 \) such that \( \mu_{\psi_1}(I) < C_1\rho(|I|) \) and \( \mu_{\psi_2}(I) < C_2\rho(|I|) \) for all intervals \( I \) with \( |I| < \delta \). For such \( I \), let \( P_I \) denote the spectral projection on \( I \). Then

\[
\mu_{\varphi}(I) = \langle \varphi, P_I \varphi \rangle \\
= \langle a\psi_1 + b\psi_2, aP_I\psi_1 + bP_I\psi_2 \rangle \\
\leq \langle a \rangle^2 \langle \psi_1, P_I\psi_1 \rangle + \langle b \rangle^2 \langle \psi_2, P_I\psi_2 \rangle + 2|a||b| \langle \psi_1, P_I\psi_2 \rangle.
\]

Now

\[
| \langle \psi_1, P_I\psi_2 \rangle | \leq \sqrt{\langle \psi_1, P_I\psi_1 \rangle \langle \psi_2, P_I\psi_2 \rangle} \\
\leq \frac{1}{2} \left( \langle \psi_1, P_I\psi_1 \rangle + \langle \psi_2, P_I\psi_2 \rangle \right),
\]

so we have

\[
\mu_{\varphi}(I) \leq \langle a \rangle^2 \langle \psi_1, P_I\psi_1 \rangle + \langle b \rangle^2 \langle \psi_2, P_I\psi_2 \rangle + 2|a||b| \langle \psi_1, P_I\psi_2 \rangle \\
\leq (\langle a \rangle^2 + |a||b|) \langle \psi_1, P_I\psi_1 \rangle + (\langle b \rangle^2 + |a||b|) \langle \psi_2, P_I\psi_2 \rangle \\
(137) = (\langle a \rangle^2 + |a||b|) \mu_{\psi_1}(I) + (\langle b \rangle^2 + |a||b|) \mu_{\psi_2}(I) \\
\leq C_1(\langle a \rangle^2 + |a||b|)\rho(|I|) + C_2(\langle b \rangle^2 + |a||b|)\rho(|I|) \\
= C_1(\langle a \rangle^2 + |a||b|)\rho(|I|) + C_2(\langle b \rangle^2 + |a||b|)\rho(|I|)
\]

Thus \( \mathcal{H}_{uh}(\rho) \) is a vector space.

Since Theorem 7.1 implies that \( \mathcal{H}_{uh}(\rho) \subset \mathcal{H}_{pc} \), we have \( \mathcal{H}_{uh}(\rho) \subset \mathcal{H}_{pc} \). Since \( \mathcal{H}_{pc} \) is closed, we have \( \mathcal{H}_{uh}(\rho) \subset \mathcal{H}_{pc} \). By Theorem 7.1 we can decompose \( d\mu_{\varphi}, \varphi \in \mathcal{H}_{pc} \), into a sum of mutually singular measures: \( d\mu_{\varphi} = d\mu_1^\varphi + d\mu_2^\varphi \), where \( d\mu_1^\varphi \) is \( U \rho \) and \( d\mu_2^\varphi(\mathbb{R}) < \epsilon \). Let \( S_\epsilon \) be a Borel set that supports \( d\mu_2^\varphi \) such that \( \mu_1^\varphi(S_\epsilon) = 0 \), and let \( P_{S_\epsilon} \) denote the spectral projection on \( S_\epsilon \). We have

\[
\varphi = P_{S_\epsilon} \varphi + (1 - P_{S_\epsilon}) \varphi
\]

with \( P_{S_\epsilon} \varphi \in \mathcal{H}_{uh}(\rho) \) and \( \|P_{S_\epsilon} \varphi\|^2 < \epsilon \). Thus \( \varphi \) is the norm-limit of vectors in \( \mathcal{H}_{uh}(\rho) \), so \( \mathcal{H}_{pc} \subset \mathcal{H}_{uh}(\rho) \). \( \square \)

Lemma 7.1. If \( \mu_{\psi} \) is UpH, then there exists a constant \( C = C(\psi) \) such that for any \( \varphi \in \mathcal{H} \) with \( \|\varphi\| \leq 1 \), we have

\[
\langle |\langle \varphi, \psi(t) \rangle|^2 \rangle_T < C \rho(1/T).
\]

Theorem 7.3. Suppose \( \mu_{\psi} \) is UpH. Then there exists a constant \( C = C(\psi) \) such that for any compact operator \( A, p \in \mathbb{N}, \) and \( T > 0 \):

\[
\langle |\langle A \rangle|^p \rangle_T < C^{1/p} \|A\|_p \rho(1/T)^{1/p}
\]

Proof. Since \( A \) is compact, the spectral theorem guarantees the existence of orthonormal bases \( \{ \psi_n \}_{n=1}^\infty, \{ \varphi_n \}_{n=1}^\infty \), and a monotonically decreasing sequence \( \{ E_n \}_{n=1}^\infty, E_n \geq 0 \), such that \( A \) is given by the norm-convergent
Moreover, \( ||A||_p = ||E_n||_p \). Thus we have

\[
\langle \langle A \rangle \rangle_T = \left\langle \left\langle \sum_{n=1}^{\infty} E_n \langle \varphi_n, \psi(t) \rangle \langle \psi(t), \psi_n \rangle \right\rangle_T \right\rangle_T 
\]

(141)

\[
\leq \sum_{n=1}^{\infty} E_n \langle \langle \varphi_n, \psi(t) \rangle \langle \psi(t), \psi_n \rangle \rangle_T \n
\]

(142)

\[
\leq \sum_{n=1}^{\infty} E_n (\langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2)^{1/2} (\langle \langle \psi(t), \psi_n \rangle \rangle_T^2)^{1/2}. \n
\]

(143)

If we let \( p, q \in \mathbb{N} \) be such that \( 1/p + 1/q = 1 \), then we may apply Hölder’s inequality to obtain

\[
\langle \langle A \rangle \rangle_T \leq \|E_n\|_p \left( \langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2 \right)^{1/2} \left( \langle \langle \psi(t), \psi_n \rangle \rangle_T^2 \right)^{1/2} \|t_q \|
\]

(144)

\[
\leq \|A\|_p \left( \langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2 \right)^{1/2} \left( \langle \langle \psi(t), \psi_n \rangle \rangle_T^2 \right)^{1/2} \|t_q \|
\]

(145)

Moreover, by Lemma 7.1, we have

\[
\langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2 < C(\psi) \rho(1/T) \n
\]

\[
\langle \langle \psi(t), \psi_n \rangle \rangle_T^2 < C(\psi) \rho(1/T). \n
\]

Since the \( \psi_n \) and \( \varphi_n \) form orthonormal bases, and since \( e^{-iHt} \) is unitary, we have

\[
\sum_{n=1}^{\infty} \langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2 = \sum_{n=1}^{\infty} \langle \langle \psi(t), \psi_n \rangle \rangle_T^2 = \| \psi \|^2 = 1. \n
\]

(146)

Thus

\[
\| \langle \langle \varphi_n, \psi(t) \rangle \rangle_T^2 \|_{t_q} < \left( C(\psi) \rho(1/T) \right)^{q-1} \n
\]

(147)

\[
\| \langle \langle \psi(t), \psi_n \rangle \rangle_T^2 \|_{t_q} < \left( C(\psi) \rho(1/T) \right)^{q-1}. \n
\]

Putting (147) and (145) together, we have

\[
\langle \langle A \rangle \rangle_T < \|A\|_p (C(\psi) \rho(1/T))^{(q-1)/q} = C(\psi)^{1/p} \|A\|_p \rho(1/T)^{1/p}, \n
\]

which completes our proof.

Now we can prove Theorem 2.6

**Proof of Theorem 2.6.** Let \( \psi_{pc} = P_{pc} \psi, \psi_{ps} = (1 - P_{pc}) \psi \). By Theorem 7.1, there exist mutually singular Borel measures, \( \mu_1, \mu_2 \) such that \( d\mu_{pc} = d\mu_1 + d\mu_2 \), where \( \mu_1 \) is \( \mathcal{U}_\rho \) and \( \mu_2(\mathbb{R}) < \frac{1}{2} \| \psi_{pc} \|^2 \). Let \( S_1 \) be a Borel set that supports \( \mu_1 \) and \( \mu_2(S_1) = 0 \). Let \( P_{S_1} \) denote the spectral projection on \( S_1 \)
and set $\psi_1 = P_{S_1} \psi_{pc}$ and $\psi_2 = (1 - P_{S_1}) \psi_{pc} + \psi_{ps}$. Clearly $\psi = \psi_1 + \psi_2$ and $\psi_1 \perp \psi_2$. Moreover, we have $d\mu_{\psi_1} = d\mu_1$, so $\psi_1$ is UρH and

\begin{equation}
||\psi_1||^2 = \int d\mu_{\psi_1} = \int d\mu_{\psi_{pc}} - \int d\mu_2 \geq \frac{1}{2} ||\psi_{pc}||^2
\end{equation}

and

\begin{equation}
1 = ||\psi_1||^2 + ||\psi_2||^2.
\end{equation}

Let $P_N$ be the projection on the sphere of radius $N \in [0, \infty)$, defined by

\begin{equation}
P_N = \sum_{|n| \leq N} \langle \delta_n, \cdot \rangle \delta_n.
\end{equation}

We can see that

\begin{align*}
Tr(P_N) &= \sum_{n \in \mathbb{Z}^\nu} \langle \delta_n, P_N \delta_n \rangle \\
&= \sum_{n \in \mathbb{Z}^\nu} \langle \delta_n, \sum_{|k| \leq N} \langle \delta_k, \delta_n \rangle \delta_k \rangle \\
&= \sum_{n \in \mathbb{Z}^\nu} \sum_{|k| \leq N} \langle \delta_n, \delta_k \rangle \langle \delta_k, \delta_n \rangle \\
&= \sum_{|n| \leq N} 1 \\
&= c_\nu N^\nu.
\end{align*}

Where $c_\nu$ depends only on the space dimension $\nu$. Thus $P_N$ is compact and it follows from Theorem 7.3 that there exists a constant $C_1$, which depends only on $\psi_1$, such that for $T$ sufficiently large and $N > 0$,

\begin{equation}
\langle ||P_N \psi_1(t)||^2 \rangle_T = \langle \langle \psi_1(t), P_N \psi_1(t) \rangle \rangle_T \\
< C_1 Tr(P_N) \rho(1/T) \\
< c_\nu C_\nu N^\nu \rho(1/T).
\end{equation}

Moreover, we have

\begin{align*}
\langle ||P_N \psi(t)||^2 \rangle_T &\leq \langle \langle ||P_N \psi_1(t)|| + ||P_N \psi_2(t)|| \rangle \rangle_T \\
&\leq \langle \langle ||P_N \psi_1(t)|| + ||\psi_2|| \rangle \rangle_T \\
&\leq (\sqrt{\langle ||P_N \psi_1(t)||^2 \rangle_T} + ||\psi_2||)^2.
\end{align*}

Now if we set

\begin{equation}
N_T = \left( \frac{||\psi_1||^4}{64C_1 c_\nu \rho(1/T)} \right)^{1/\nu}
\end{equation}
then we have
\[
\langle \| P_N \psi(t) \|^2 \rangle_T < \left( \frac{\| \psi_1 \|^2}{8} + \| \psi_2 \| \right)^2
\]
\[
= \frac{\| \psi_1 \|^4}{64} + \| \psi_2 \|^2 + \frac{1}{4} \| \psi_1 \|^2 \| \psi_2 \|
\]
\[
< \| \psi_2 \|^2 + \frac{1}{2} \| \psi_1 \|^2
\]
\[
= 1 - \frac{1}{2} \| \psi_1 \|^2.
\]
Since
\[
\langle \| P_{N_T} \psi(t) \|^2 \rangle_T + \langle \| (1 - P_{N_T}) \psi(t) \|^2 \rangle_T = 1,
\]
we have
\[
\langle \| (1 - P_{N_T}) \psi(t) \|^2 \rangle_T > \frac{1}{2} \| \psi_1 \|^2.
\]
Hence
\[
\langle \langle |X|^m \rangle \rangle_T = \left\langle \left\langle \psi(t), \sum_{n \in \mathbb{Z}^\nu} |n|^m \langle \delta_n, \psi(t) \rangle \delta_n \right\rangle \right\rangle_T
\]
\[
\geq \left\langle \left\langle \psi(t), \sum_{|n| \geq N_T} N_T^m \langle \delta_n, \psi(t) \rangle \delta_n \right\rangle \right\rangle_T
\]
\[
= N_T^m \langle \langle \psi(t), (1 - P_{N_T}) \psi(t) \rangle \rangle_T
\]
\[
\geq \frac{1}{2} \| \psi_1 \|^2 N_T^m
\]
\[
= \frac{1}{2} \| \psi_1 \|^2 \left( \frac{\| \psi_1 \|^4}{64 C_1 \epsilon \nu} \right)^{m/\nu} \rho(1/T)^{-m/\nu}.
\]
This completes our proof.

\[\Box\]
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