Morphological variations to ptychographic algorithm
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Ptychography is a technique widely used in microscopy for achieving high-resolution imaging. This method relies on computational processing of images gathered from diffraction patterns produced by several partial illuminations of a sample. In this work, we numerically studied the effect of using different shapes for illuminating the aforementioned sample: convex shapes, such as circles and regular polygons, and unconnected shapes that resemble a QR code. Our results suggest that the use of unconnected shapes seems to outperform convex shapes in terms of convergence and, in some cases, accuracy.
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\section{INTRODUCTION}

Every time one tries to recover optical information about an object, one may think in taking a high-resolution picture, which will be able to inform us about some features of the aforementioned object: color and transparency. However, the phase is a nontrivial piece of information missing from a single picture, which is very important in some fields such as optical microscopy \cite{1, 2}, electron microscopy \cite{3–8} and X-ray imaging \cite{9–15}. In this context, the field of \textit{phase retrieval} aims to obtain the phase of a complex-valued function that describes either a wave field or the transmission function of an object. One of the first approaches, if not the first, was introduced by Gerchberg and Saxton in 1972 \cite{16}, which requires a picture of the object and a picture of its Fourier transform. This algorithm, also known as the GS algorithm, is guaranteed to converge, although very slowly, and it is not free of inaccuracies. Based on the GS algorithm, Fienup proposed an algorithm that only needs information of the diffraction pattern of the object \cite{17, 18}. These algorithms have been mathematically analysed in terms of convex optimization \cite{19} and, very recently, Zhao and Chi \cite{20} introduced modifications to the GS algorithm that improved its convergence and accuracy, and studied their feasibility for optical cryptography.

Other widely used technique is ptychography, which is a phase retrieval method that allows us to retrieve both amplitude and phase of a sample object function using data from several diffraction patterns, each obtained by illuminating a subregion of the object being reconstructed \cite{21–23} and applying an iterative numerical algorithm on the obtained images, which is known as Ptychographical Iterative Engine (PIE) \cite{24}. For this method to work properly, it is crucial that the different regions illuminated in the sample have a significant overlap between each other \cite{25, 26}. As the GS algorithm can reconstruct images—although with some drawbacks—from only two images, one may see that a dataset used for ptychography exhibits redundancy whenever more than two diffraction patterns are recorded. This redundancy, far from being undesired, allows one to achieve superresolved imaging \cite{27, 28}.

Ptychography has benefited from several improvements and modifications, including—but not limited to—enhanced algorithms such as extended PIE (ePIE) \cite{29, 30}, combination with a Hybrid Input-Output approach \cite{31}, a reciprocal approach in which the illumination beam is tilted instead of displaced on a sample, also known as Fourier ptychography \cite{32–37}, among others \cite{38–41}. This technique and its variants have already found application in the context of optical imaging \cite{42–48}, X-ray microscopy \cite{27, 41, 49–59}, electron microscopy \cite{27, 60–65}, optical encryption \cite{66–68}, and recent demonstrations show promising applications in Quantum Information Science \cite{69–71}.

Noteworthily, the partial illumination of the sample is circularly shaped in most works of the literature. One of the few works that studied other possibilities is the one of Ref. \cite{72}, which included hexagonal and square shapes. The work of Ref. \cite{73} explored the impact of overlap uniformness in the quality of the reconstruction. Besides from these studies, and up to our knowledge, irregularly-shaped partial illuminations have...
not yet been explored. Moreover, as most iterative algorithms, convergence and accuracy might depend on the choice of an initial guess. In this work, we explored the effects of considering different shapes for the partial illuminations of the sample on both accuracy and convergence when the PIE algorithm is used. Through simulations, we considered squares, regular hexagons, circles, and irregular unconnected regions resembling a QR code. As a strategy to avoid reaching to misleading conclusions, we performed every reconstruction with 50 different initial guesses in order to have statistically significant results. Consequently, our results showed that continuous regions (polygons and circles) exhibit significant differences in performances only in a handful of cases. Unexpectedly, the use of unconnected regions, in general, outperformed the use of continuous regions.

This article is organized as follows. Section 2 explains the method in detail. Particularly, Subsection A introduced the images being used as the optical object to be reconstructed and the different shapes of the illumination functions; Subsection B introduces useful notation for this article and explains how the initial guessed function are dealt with; Subsection C shows an overview of the algorithm used and the figures of merit used to assess performance. Section 3 shows the results of our study. Section 4 concludes the paper.

2. METHOD
A. Illumination functions and optical objects

Let $O(\vec{r})$ be a 2D-transmission function of an arbitrary optical object (sample). For this work, we will also assume this object will be illuminated by a coherent monochromatic plane-wave electromagnetic field. This light field can be modulated through diffractive devices. In this context, let us define a set of illumination functions $\{A_j(\vec{r})\}_{j=1}^N$ which will describe the incident light field being shaped in order to illuminate different parts of the sample. In this context, we have tested two classes of illumination functions: (a) regular convex figures, and (b) unconnected sets. On one hand, in (a) we used $N$ illumination functions shaped as a regular figure, distributed among $N$ positions on the sample (see Figure 1, left, for an example with $N = 4$). For this purpose, we compared circular, hexagonal and square shapes. Let $R$ be the radius of the circles. Two values of $R$ were used in this study: 40 and 80 pixels.

It is important to note that a regular polygon with radius $R$ will always have a smaller area than that of a circle of the same radius (considering the radius of a regular polygon as the distance between its center and any of its vertices). As the purpose of this work is to compare the same method using different types of illuminated regions, it becomes necessary to build figures with the same illuminated area over the sample in order to avoid a bias towards circles. For this reason, radii for polygons ($R_{pol}$) were computed in such a way their areas are the closest possible to the area of a circle of radius $R$. Thus, by imposing the area of the polygon to be equal to $\pi R^2$, we obtain that

$$R_{pol} = \sqrt{\frac{2\pi/K}{\sin(2\pi/K)} R},$$

where $K$ is the number of sides the polygon has (4 for squares and hexagons, respectively). In general, $K$ is lower-bounded by 3 (triangles) and has no upper bounds since a polygon may have any number of sides. Moreover, according $K$ moves toward infinity, $R_{pol}$ becomes closer to $R$. Figure 2 shows and example of a circle of radius equal to 100 px together with a square and a hexagon whose radii $R_{pol}$ were computed using Eq. (1), ensuring that each shape encloses the same area.

In (b), instead, we used unconnected regions. There were modelled as a plate with the same size of the sample, containing a number of small transparent squares whose sides have length equal to $\ell$ pixels. These squares are randomly distributed on the object, resembling a QR code (see Figure 1, right, for an example). This resembles the array of $N \times N$ pinholes in Ref. [74], but in this study there is more than one plate and the positions of orifices is random. In order to compare the results with the ones attainable from the aforementioned convex figures of radius $R$, the number of squares is also adjusted in such a way the total transparent area in each $A_j(\vec{r})$ is the closest possible to one of a circle of radius $R$. Consequently, every illumination function $A_j(\vec{r})$ has $[\pi R^2/\ell^2]$ squares.

![Simplified depiction of a ptychographic scheme. Upper half: convex regular shapes (4 hexagons in this example) are being used as illumination functions. The radius of each hexagon is such that its area is the closest possible to one of a circle of $R = 80$ pixels as radius. Lower half: unconnected shapes (4 different ones in this example) are being used as illumination functions. For this particular example, $\ell = 8$ pixels. The number of squares is such that the illuminated area in each $A_j(\vec{r})$ is the closest possible to one of a circle of $R = 80$ pixels as radius.](image-url)
Figure 2. Example of three figures constructed from a given radius ($R = 100$ px in this example). Upper panels: each figure shown separately. For the polygonal shapes, their radii $R_{pol}$ are computed using Eq. (1). Lower panel: comparison of the three figures by superimposition. Up to rounding errors and pixelation, every shape encloses an area of $10000\pi$ px$^2$.

Figure 3 shows a superposition of all illumination functions for every shape used in this work. For this work, we considered $N = 9$, 16, and 25 illumination functions $S(\{A_j\})$. Each value of $R$ was adapted in order to be the smallest possible subject to have the complete image illuminated at least once. Consequently, we tested 9 functions with $R = 93$ px, 16 functions with $R = 74$ px, and 25 functions with $R = 62$ px. These minimal radii were chosen in order to make the overlaps between different values of $N$ more uniform.

In this study, optical objects are described by transmission functions $O(\vec{r})$, which are also known as target functions since the reconstruction algorithm must aim to reconstruct a function like those. The target function is built from two images of $256 \times 256$ pixels each, one of them will be used for the amplitude and the other one for the phase, so the object will be described by a transmission function given by

$$O(\vec{r}) = |O(\vec{r})| e^{2\pi i p(\vec{r})}. \tag{2}$$

To prevent dependency on the use of the same images, we have selected three different target functions, constructed from different images in grayscale, as Figure 4 shows. These grayscale values are used to encode values between 0 (black) and 1 (white). The images being used were chosen because they have diverse features that are useful for testing the algorithms: thick and thin stripes; coarse and fine details; well-focused and blurred backgrounds; high and low contrast.

B. Reconstructed functions and initial guessed function

In psychography, one may set a fixed number of iterations for the algorithm to run on, or to define stopping criteria. As our goal is to compare performance between several choices of parameters, we decided to use the same number of iterations for every of the possible shapes being used as illumination functions regardless of the target function. Thus, 200 iterations were used.

Let $n$ be the number of iterations the algorithm has reached, with $1 \leq n \leq 200$. After $n$ iterations of the PIE algorithm, a reconstructed function $O_{n,\vec{r}}(\vec{f})$ will be obtained. For this purpose, PIE starts with an initial guessed function $O_{g,0}(\vec{f})$ which can
be defined, for instance, as a random function or as a constant function. Naturally, it may happen that $O_{g,n}(\bar{r})$ exhibits an implicit dependence on the choice of the initial guessed function $O_g(\bar{r})$ and, consequently, the quality of the reconstruction may be strongly conditioned by such a choice. For this reason, we ran the PIE 50 times for every target function and for every shape of illumination functions, each time using a different initial guessed function.

C. Overview of the algorithm and figures of merit

Let us recall Figure 1. For every illumination function $A_j(\bar{r})$, the transmitted electromagnetic field will be described by $O(\bar{r}) A_j(\bar{r})$. In an experimental situation, a detection system will be able to retrieve intensity distributions $I_j(\bar{u})$ from the Fourier plane, where $\bar{u}$ is the transverse position vector in the Fourier plane. These distributions are the experimental inputs the algorithm needs. In our case, these $I_j(\bar{u})$ are computed via FFT. Once the initial guessed function is defined, the algorithm may start.

Let us also recall that $O_{g,n}(\bar{r})$ is the reconstructed function after $n$ iterations. Our implementation of PIE is mostly based on Refs. [23, 24, 27] and summarized in Algorithm 1. The inputs of the algorithm are the intensities $I_j(\bar{u})$ from the Fourier plane and the list of illumination functions.

Before elaborating details about the figures of merit used, it is necessary to define a matrix norm. Particularly, the following definition will be used,

$$||B|| = \sqrt{\sum_{p,q \in S} |B_{p,q}|^2},$$

where the sum is performed on the pixels comprising the image ($S$) to be reconstructed.

Two parameters were used to assess performance: convergence and accuracy. Convergence ($\Delta$) is studied in terms of the difference between the last two estimated functions for each iteration. This parameter should decrease with increasing iterations, as after each iteration these functions should become similar. This parameter is given by

$$\Delta = \frac{||O_{g,n}(\bar{r}) - O_{g,n-1}(\bar{r})||}{\sqrt{||\kappa O_{g,n}(\bar{r})|| ||O_{g,n-1}(\bar{r})||}},$$

where the denominator has been included as normalization factor in order to avoid image size dependence and to address $\Delta$ as a relative-difference coefficient. As the matrix difference in the numerator might be artificially increased by a global phase or a global scaling factor, a proportionality constant $\kappa$ has been included in order to minimize this effect. After an optimization, it is possible to show that

$$\kappa = \frac{\sum_{p,q \in S} (O_{g,n})_{p,q}^* (O_{g,n-1})_{p,q}}{\sum_{p,q \in S} (O_{g,n})_{p,q}^* (O_{g,n})_{p,q}},$$

is the value that assures a minimum of the numerator of Eq. (4) with respect to global scaling factors. On the other hand, accuracy ($\mu$) is studied in terms of the difference between the last estimated function and the target function. This parameter indicates the quality of the retrieval, as it indicates how much the $r$th estimated function resembles the target function:

$$\mu = \frac{\sum_{p,q \in S} (O_{g,n})_{p,q}^* (O_{g,n})_{p,q}}{\sum_{p,q \in S} (O_{g,n})_{p,q}^* (O_{g,n})_{p,q}},$$

where a normalizing factor has also been included here to avoid image size dependence and to address $\mu$ also as a relative-difference coefficient. A proportionality constant $\mu$ was included to remove effects of global phases or global scaling factors as well. This scaling factor $\mu$ was computed in an analogous way as with $\kappa$ in Equation (5). For both $\Delta$ and $\mu$, the closer to zero they are, the better the performance is. If a little abuse of terminology is tolerated, we may name $\Delta$ directly as convergence, and $\mu$ as accuracy throughout this document. The use of multiplicative constants, such as $\kappa$ and $\mu$, to avoid the effect of global phases was already proposed in [75]. Both $\Delta$ and $\mu$ are used in this work to assess the performance of the method and the use of every geometry. In an experimental situation, convergence can be used also as a stopping criterion. Accuracy, on the other hand, is not usable in most experimental situations, but rather a figure of merit that can be used mostly for assessing algorithmic performance.

D. Finite-sized pixels and noise

Finally, we set up physical parameters in order to include effects from a realistic experimental scenario. Firstly, we now consider the finite size of the detector that can be used in an experiment. That is, the fact that a CCD/CMOS pixel is not exactly a pointlike detector, but rather a small bucket detector capturing light over the complete area each pixel covers. For this reason, although the objects we aim to reconstruct are $256 \times 256$, we increased the number of points each FFT/IFFT was computed in an analogous way as with $\kappa$ in Equation (5). For both $\Delta$ and $\mu$, the closer to zero they are, the better the performance is. If a little abuse of terminology is tolerated, we may name $\Delta$ directly as convergence, and $\mu$ as accuracy throughout this document. The use of multiplicative constants, such as $\kappa$ and $\mu$, to avoid the effect of global phases was already proposed in [75]. Both $\Delta$ and $\mu$ are used in this work to assess the performance of the method and the use of every geometry. In an experimental situation, convergence can be used also as a stopping criterion. Accuracy, on the other hand, is not usable in most experimental situations, but rather a figure of merit that can be used mostly for assessing algorithmic performance.

![Fig. 4. Amplitude and phase of the functions $O(\bar{r})$ used as target functions. The size of each image, in pixels, is 256 × 256.](image-url)
Additionally, as aforementioned, each case was studied with Algorithm 1. (patterns are normalized to have a maximum value of 1, a value unconnected regions, which converge much faster. The accuracy relation functions and matrices under consideration, we resorted to Single-precision bands comprising the central 95% of the results surrounding the 50 choices of initial guessed functions. Thus, our results show algorithm, stopping the algorithm after \( N \) of 0.20 as noise variance seems to be relevant. 

Figure 4) under partial illumination, the expected ideal intensity distribution (noiseless) and one obtained after having applied speckle noise was added to each Figure 5 shows some samples of the object (target functions of \( I_j \)) under partial illumination, the expected ideal intensity distribution (noiseless) and one obtained after having applied speckle noise with variance equal to 0.20. Since the diffraction patterns are normalized to have a maximum value of 1, a value of 0.20 as noise variance seems to be relevant.

3. RESULTS

For a better comparison of the results both parameters have been plotted over the number of iterations performed in the algorithm, stopping the algorithm after \( N = 200 \) iterations. Additionally, as aforementioned, each case was studied with 50 choices of initial guessed functions. Thus, our results show bands comprising the central 95% of the results surrounding the mean values of the 50 first guesses. This selection has been made in order to avoid the effect of outliers in our conclusions. As the computational demand increased largely due to the size of the matrices under consideration, we resorted to Single-precision floating-point arithmetic for the computations. As such, we would expect the convergence to end, at best, around \( 10^{-7} \) since the machine epsilon for single-precision floating-point format is approximately \( 1.1921 \times 10^{-7} \) for Matlab/Octave.

Figure 6 shows the results achieved when the algorithm reconstructed target function 1, using \( N = 9 \) illumination functions and \( R = 93 \) px. It can be seen that the convergence attained by convex figures is dwarfed by the one attained by unconnected regions, which converge much faster. The accuracy reaches to final values much faster when discontinuous shapes are used instead of convex ones: less than 20 PIE iterations using discontinuous shapes lead to the same accuracy that continuous shapes achieve after more than 70 PIE iterations. Moreover, for both figures of merit, convex shapes exhibit great dependence in terms of the first guess. Instead, the choice of the first guess seems to be completely irrelevant when discontinuous shapes are used.

Figure 7 shows our results for reconstruction of target function 2 using \( N = 16 \) illumination functions and \( R = 74 \) px. The use of more illumination regions, although smaller ones, leads to faster results (in terms of PIE iterations needed) when compared with the previous case of a smaller number of larger illumination regions. In terms of noise, all shapes seem to be very noise-resistant, but the results from convex regions still depend very strongly on the choice of the first guess—although in a lesser degree than the one observed for \( N = 9 \). Circles now exhibit a performance comparable to the one attained with discontinuously-shaped illumination. These results and the previous ones indicate that, among continuous shapes, circles exhibit the best results. For discontinuous shapes, \( \ell = 4 \) px and \( \ell = 8 \) px perform almost identically.

Finally, Figure 8 shows convergence and accuracy, respectively, when target function 3 is reconstructed using \( N = 25 \) and \( R = 62 \) px. Although the illumination is more uniform in this case (see Figure 3), convergence is now slower for circles: they needed around 60 PIE iterations to reach a final result (convergence) when \( N = 16 \), but needed almost 80 PIE iterations when \( N = 25 \). Discontinuous shapes with \( \ell = 16 \) px also decreased their performance when noise is present: from less than 60 PIE iterations in \( N = 16 \) to almost 70 in \( N = 25 \). On the other hand, \( \ell = 4 \) px and \( \ell = 8 \) px perform almost identically in every configuration, needing around 30 PIE iterations regardless the value of \( N \).

Accuracy, unlike convergence, seems to benefit from increasing the number of illumination functions regardless of the shrinking radii. On one hand, this would be expected since psychography may be used for achieving superresolution as consequence of information redundancy [27, 28]. It is natural to think more redundancy would lead to better performance and these results

| Algorithm 1. Summary of PIE algorithm, as shown in Refs. [23, 24, 27] and in the way it was used on this work. \( N \) is the number of PIE iterations, which is equal to 200 along this report. |
|---|
| 1: procedure PIE\( \{ I_j (\mathbf{i})\}_{j=1}^{N}, \{ A_j (\mathbf{r})\}_{j=1}^{N} \) | ▶ This is the initial guessed function ▶ Loop along PIE iterations |
| 2: Define \( O_{g,0}(\mathbf{r}) \) | ▶ Loop along illumination functions |
| 3: for \( n = 1, \ldots, N \) do | ▶ Correct amplitude by using data |
| 4: \( O_{g,n}(\mathbf{r}) \leftarrow O_{g,n-1}(\mathbf{r}) \) | ▶ Update reconstruction |
| 5: for \( j = 1, \ldots, N \) do | |
| 6: \( \psi_g(\mathbf{r}) \leftarrow A_j(\mathbf{r}) O_{g,n}(\mathbf{r}) \) | |
| 7: \( \Psi_g(\mathbf{i}) \leftarrow \mathcal{F} [\psi_g(\mathbf{r})] (\mathbf{i}) \) | |
| 8: \( \psi_c(\mathbf{r}) \leftarrow \mathcal{F}^{-1} [\Psi_c(\mathbf{i})] (\mathbf{r}) \) | |
| 9: \( U_j(\mathbf{r}) \leftarrow \frac{\max_j \left| A_j(\mathbf{r}) \right|}{|A_j(\mathbf{r})|^2 + \delta} \) | ▶ \( \delta \sim 10^{-7} \) |
| 10: \( O_{g,n}(\mathbf{r}) \leftarrow O_{g,n}(\mathbf{r}) + U_j(\mathbf{r}) (\psi_c(\mathbf{r}) - \psi_g(\mathbf{r})) \) | |
| 11: Compute figures of merit regarding \( O_{g,n}(\mathbf{r}) \) | |
| 12: if (any stopping criterion is met) then | |
| 13: return | |

with focal length \( f = 0.1 \) m in our simulation and we considered illumination from a coherent monochromatic light source of 565.25 nm as wavelength. Thus, the object (modeled as a 256 \( \times \) 256-sized matrix) was padded with zeros in order to obtain a 8192 \( \times \) 8192 matrix. Thus, each expected field intensity \( (I_j) \) was a 8192 \( \times \) 8192 matrix and each expected retrieved distribution \( (I_j) \) was a 2048 \( \times \) 2048 matrix.

Secondly, we incorporated noise to each expected retrieved distribution. For this purpose, for each shape under consideration, we normalized each dataset \( \{ I_j \}_{j=1}^{N} \) such that their maximum is equal to 1. Afterwards, speckle noise was added to each \( I_j \). We tested speckle noise variances equal to 0 (noiseless case) and 0.20.

Figure 5 shows some samples of the object (target functions of Figure 4) under partial illumination, the expected ideal intensity distribution (noiseless) and one obtained after having applied speckle noise with variance equal to 0.20. Since the diffraction patterns are normalized to have a maximum value of 1, a value of 0.20 as noise variance seems to be relevant.
Fig. 5. Example of illumination functions acting on different target functions, their noiseless diffraction pattern and the noisy diffraction pattern. Upper row: $N = 9$ and $R = 93$ px using square illumination functions. Middle row: $N = 16$ and $R = 74$ px using circular illumination functions. Lower row: $N = 25$ and $R = 62$ px using discontinuous illumination functions with $\ell = 8$ px.
Fig. 6. Convergence (upper panels) and accuracy (lower panels) obtained for reconstruction of target function 1 using \( N = 9 \) illumination functions and \( R = 93 \) px. Thick lines represent average over the 50 times the algorithm was applied on different initial guesses. The bands represent the central 95% of the results. The method, regardless of the shape employed, seems to be noise-resistant. However, the use of discontinuous shapes seems to outperform the use of continuous shapes in terms of convergence and necessary PIE iterations.

Fig. 7. Convergence (upper panels) and accuracy (lower panels) obtained for reconstruction of target function 2 using \( N = 16 \) illumination functions and \( R = 74 \) px. For this configuration, circularly-shaped illumination vastly outperforms polygonally-shaped illumination. Discontinuous illuminations still show better results than convex illuminations, although the advantages are not so evident now. To ease observations, only the first 150 PIE iterations are shown.

seem to agree with that. On the other hand, convergence might need a trade-off between the number of illumination functions used and their width. This is not completely unexpected since Ref. [26] already showed that performance is non-monotonically
linked to the overlap between illumination functions. Although it is easy to quantify an overlap between two functions, a study on the overlap between $N$ functions for different radius and shapes lies beyond the scope of the current work and can be addressed in a future study.

All results indicate that unconnected regions constructed from smaller squares perform better than the ones built from larger squares. A possible explanation lies in the fact that, for a fixed area, the smaller squares gather information from a more diverse set of regions on the image than convex shapes. In order to appreciate the results of ptychographic reconstruction, Figure 9 shows some reconstructed images compared with their respective target functions. Figure 9a shows the result of a reconstruction using large squares ($N = 9$) on target function 1. One may see a kind of artefact on the reconstructed images which is not seen on the other shapes. Remarkably, Figure 7 showed squares struggled to converge. Figure 9b shows reconstruction after using circles ($N = 16$) on target function 2, leading to good results. Finally, Figure 9c shows reconstruction of target function 3 after using discontinuous illumination functions ($N = 25, \ell = 8$ px), leading to seemingly high-quality results.

4. CONCLUSION

We used three different complex target functions that exhibit several diverse features (coarse and fine details, high and low contrast, etc) in order to test the scope of our conclusions. Additionally, as it could be expected, the use of more illumination functions leads to more experimental information, which leads to better results in terms of the number of iterations needed to achieve a final accuracy level. However, and perhaps unexpectedly, the use of unconnected illumination functions resembling QR codes seems to outperform the use of regular shapes by a substantial margin in some cases. Moreover, the effect of speckle noise for these shapes seemed not so relevant. In this regard, ptychography might be very noise-resistant against speckle noise regardless of the shape of the illumination functions.

The results suggest that gathering information from more diverse regions on the image lead to better results. For this reason, unconnected regions built from smaller squares performed better than the ones produced from larger squares, which, in turn, outperformed convex shapes. The use of unconnected regions is something it could be implemented through the current technology of spatial light modulators if visible light is used. However, we acknowledge smaller squares might be experimentally more challenging to implement than larger ones. As the advantages were more relevant for smaller number of illuminations used, these shapes could be used when data acquisition must be done very quickly, like in a biologically active sample.

We anticipate these results can be useful for any topic in which ptychography has been used, mostly microscopy, as well as in any field in which high-resolution imaging is not only necessary, but difficult, such as observational astronomy.
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**Fig. 9.** Some of the reconstructed figures using different illumination shapes. For every pair of images, left one represents the target function. Right one is the result of ptychographic reconstruction. They correspond to the same configurations exemplified in Figure 5.
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