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Abstract

We present the 2017 Hands in the Million Challenge, a public competition designed for the evaluation of the task of 3D hand pose estimation. The goal of this challenge is to assess how far is the state of the art in terms of solving the problem of 3D hand pose estimation as well as detect major failure and strength modes of both systems and evaluation metrics that can help to identify future research directions. The challenge follows up the recent publication of BigHand2.2M [21] and First-Person Hand Action [2] datasets, which have been designed to exhaustively cover multiple hand, viewpoint, hand articulation, and occlusion. The challenge consists of a standardized dataset, an evaluation protocol for two different tasks, and a public competition. In this document we describe the different aspects of the challenge and, jointly with the results of the participants, it will be presented at the 3rd International Workshop on Observing and Understanding Hands in Action, HANDS 2017, with ICCV 2017.

1. Introduction

There has been significant progress in the area of 3D hand pose estimation in the last years [9, 16, 14, 10, 12, 15, 6, 19, 8, 20, 18, 13, 3], however, as noted in [21], the field lacks a systematic public benchmark to fairly evaluate different methodologies. Public benchmarks and challenges in other areas such as ImageNet [11] for scene classification and object detection, PASCAL [1] for semantic and object segmentation or VOT challenge [5] for visual object tracking, outlined a good general picture of the performance of different methodologies, with the extra competitive aspect that motivated researchers to obtain the best results and thus pushing the research activity in these fields. Motivated by this, we propose the 2017 Hands in the Million Challenge on 3D Hand Pose Estimation.

The challenge consists of a dataset containing more than a million fully annotated images for two different tasks (tracking and single frame hand pose estimation), a standardized evaluation protocol, and a public competition. The dataset images have been sampled from the two recently proposed datasets: BigHand2.2M dataset [21] and First-Person Hand Action dataset (FHAD) [2]. Images from BigHand2.2M dataset conform the core of the challenge and cover large range of hand viewpoints (including third and first-person viewpoints), hand configurations, and hand shapes in an occlusion-free setting. A smaller number of sequences extracted from FHAD aim to evaluate hand pose estimation in the presence of severe occlusion caused by objects, a more realistic scenario where such a benchmark does not currently exist. We also plan to provide a baseline result using a standard CNN architecture to provide insights into the difficulty of the challenge to participants. Participants of the challenge will receive full annotations for the training set, but the annotations for the test set will be kept secret until the presentation of the results in the 3rd International Workshop on Observing and Understanding Hands in Action, HANDS 2017, that will be hosted with the International Computer Vision Conference (ICCV) 2017, Venice, Italy.

For up-to-date information, please visit the challenge website: http://icvl.ee.ic.ac.uk/hands17/challenge/
2. Challenge tasks

We present the two tasks evaluated in this challenge: 3D hand pose tracking and 3D hand pose estimation. See Figure 2 for illustration.

3D hand pose tracking: This task is performed mainly on sequences of 2700-3300 frames each and a few short sequences of 150 frames each. Given the full hand pose annotation in the first frame, the system should be able to track the 21 joints’ 3D locations in the whole sequence.

3D hand pose estimation: This task is performed on individual images, each image is randomly selected from a sequence and the bounding box of the hand area is provided. The system should be able to predict the 21 joints’ 3D locations for each image.

3. Dataset details

The dataset is created by sampling images and sequences from BigHand2.2M dataset [21] and First-Person Hand Action dataset (FHAD) [2], both datasets are fully annotated (21-joints) using an automatic annotating system with six 6D magnetic sensors [7] and inverse kinematics. The depth images are captured with the latest Intel RealSense SR300 camera [4] at 640 × 480-pixel resolution. In the following subsections we expand on how the dataset has been constructed, see Table 1. For more detailed information about the datasets, we refer the reader to the original papers [21, 2].

3.1. Training data

The training set is built entirely by sampling the BigHand2.2M dataset. This dataset contains ten subjects covering three different nature of hand poses: (1) schemed poses, (2) random poses, and (3) egocentric poses. In this challenge, we pick five out of ten subjects to build the training set, see Figures 5 and 4. The training set consists of two parts of these five chosen subjects (denoted as seen subjects): (1) schemed poses, and (2) half of the egocentric poses, which are chosen by splitting the egocentric pose sequences into halves and selecting the first half. The training data is randomly shuffled to remove temporal information. 21 joints ground truth annotation is provided.

3.2. Test data

The test data consists of three parts: (1) random hand poses of ten subjects (five seen in the training data and five unseen), (2) egocentric object-free hand poses (five seen in the training data and five unseen), (3) egocentric with object hand poses (from the FHAD dataset).

In Figure 3 we show how (1) and (2) are built from BigHand2.2M. Test data is divided into half and half for each task. For examples of the images for each subset of data see Figures 9, 8, and 10.

| # of | Scenarios | Training | Tracking | Estimation |
|------|-----------|----------|----------|------------|
| subjects | 3rd view | 5 | 10 | 10 |
| | ego view | 5 | 10 | 10 |
| | action | 0 | 6 | 6 |
| seen | 3rd view | 5 | 5 | 5 |
| subjects | ego view | 5 | 5 | 5 |
| | action | 0 | 2 | 2 |
| unseen | 3rd view | 0 | 5 | 5 |
| subjects | ego view | 0 | 5 | 5 |
| | action | 0 | 4 | 4 |
| sequences | 3rd view | 30 | 67 | 67 |
| | ego view | 5 | 32 | 33 |
| | action | 0 | 36 | 36 |
| frames | 3rd view | 873K | 187K | 187K |
| | ego view | 83K | 109K | 109K |
| | action | 0 | 5.4K | 5.4K |

Table 1. Size of the challenge data splits: number of subjects, sequences, and frames.
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Figure 3. **Test data.** The test images consist of two parts, (1) these images with random poses for all ten subjects, (2) these images with egocentric poses for five unseen subjects and the second halves of egocentric poses for five seen subjects.
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Figure 4. **Seen vs Unseen subjects.** Seen subjects are chosen to build the training data. The plot shows the first two principal components of the hand shape parameters.

**3D hand pose tracking:** the test data is segmented into small segments of consecutive frames with 21 joints ground truth annotations provided for the initial frame. In this task, there are 99 segments from BigHand2.2M dataset, each has
Table 2. Test scenarios. Detailed evaluation will be performed in different scenarios.

| Scenarios       | 3D pose tracking | 3D pose estimation |
|-----------------|------------------|--------------------|
| 3rd view        | seen subjects    | seen subjects      |
|                 | unseen subjects  | unseen subjects    |
| egocentric view | seen subjects    | seen subjects      |
|                 | unseen subjects  | unseen subjects    |
| action          | seen subjects    | seen subjects      |
|                 | unseen subjects  | unseen subjects    |

2700-3300 consecutive frames, and a few short sequences of 150 frames each from FHAD.

3D hand pose estimation: the test data is randomly shuffled to remove motion information, with hand bounding box provided for each frame. In total, there are around 300K frames of test data in this task.

Detailed evaluation will be performed for different methods in different scenarios as shown in Table 2 after receiving the teams’ submissions. However, during the challenge no information about seen subjects, unseen subjects, viewpoint or object will be provided.

4. Participation rules

The submission deadline is the 15th September 2017. To have your method evaluated, run it on all of the test sequences and submit the results in the same format as that of the annotation training data. Check the challenge submission website for detailed instructions on how to submit your results.

4.1. Challenge rules

- Only one submission per day per team is allowed. We will try to update the website regularly with the leaderboard for different metrics. Only the best result of each team will be posted.
- For each submission, you must keep the parameters of your method constant across all test data.
- If you want your results to be included in a publication about the challenge, a documentation of results is required. Without the documentation, your results will be listed on the website but not included in the publication. The documentation must include an overview of the method with a related publication if it is published.
- For training, you can use the provided training images. You can also obtain extra training images by augmenting the existing images, e.g., by in-plane rotating the training images. Augmentations Any external data (other datasets, synthetic data, etc.) is not allowed. Any data augmentation technique must be reported in the documentation.

4.2. Annotation and results format

The pose annotations for each image follow the following format (in a text file):

- Each line has 64 elements, the first item is the frame name.
- The rest 63 elements are [x y z] values of the 21 joints.
- The joints are ordered in this way: [Wrist, TMCP, IMCP, MMCP, RMCP, PMCP, TPIP, TDIP, TTIP, IPIP, IDIP, ITIP, MPIP, MDIP, MTIP, RPIP, RDIP, RTIP, PPPIP, PDIP, PTIP], where ‘T’, ‘I’, ‘M’, ‘R’, ‘P’ denote ‘Thumb’, ‘Index’, ‘Middle’, ‘Ring’, ‘Pinky’ fingers. ‘MCP’, ‘PIP’, ‘DIP’, ‘TIP’ are joints’ names, as shown in Figure 6.

4.3. Evaluation

The hand pose results will be evaluated using different error metrics. The aim of this evaluation is to identify what success and failure modes of different methodologies. We will use both standard error metrics and new proposed metrics that we believe will provide further insights into the performance of evaluated methodologies. For each submission, we will provide the results for each error metric and an overall score combining all of them, which will be used to decide the challenge winner and the order in the leaderboard. The evaluated metrics are detailed next:

4.3.1 Standard error metrics

Following the literature [9, 17, 12], we use the following error metrics:
1. The mean error for all joints for each frame and average across all test frames [9].

2. The ratio of joints within a certain error bound [12], defined as:

\[ r_j = \frac{N_j}{N \times n}, \]  

where \( N \) is total number of frame, \( n \) is the number of joints of a hand (21 in this challenge), \( N_j = f(\epsilon) \) is the total number of joints within a euclidean distance of \( \epsilon \) to the ground truth. Accuracy curve will be drawn by varying the value of \( \epsilon \).

3. A more challenging one, the ratio of frames \( r_f \) that have all joints within a certain distance to ground truth annotation [17], defined as:

\[ r_f = \frac{N_f}{N}, \]  

where \( N \) is total number of frame, \( N_f = g(\epsilon) \) is the number of frames whose joints are all with in euclidean distance of \( \epsilon \) to the ground truth.

### 4.3.2 Proposed error metrics

We also propose new evaluation metrics, by taking into account the joint visibility and the frequency of different hand poses, see Table 3.

| Scenarios | all joints | visible joints | pose frequency |
|-----------|------------|----------------|----------------|
| mean      | ✓          | ✓              | ✓              |
| \( r_j \) | ✓          | ✓              | ✓              |
| \( r_f \) | ✓          | ✓              | ✓              |

Table 3. Evaluation metrics. To evaluate a method, we take into account joints visibility as well as pose happening frequency.

#### Visibility:
As shown in Figure 7, hand pose often present occlusions, e.g., self occlusion and occlusion from objects. When occlusion happens, especially in the settings of egocentric view and hand-object interaction, measuring only the quality of the visible joints can be of interest.

#### Hand pose rarity (frequency):
Certain hand poses (e.g., open palm) appear more frequently than others (e.g., extending the ring finger and bent all other fingers). We propose a weighted error metric by taking into account the pose frequency in the test data. By clustering the test poses into groups, we give each hand pose a weight inversely proportional the size of the cluster it belongs to. The weight of pose \( i \) is denoted as \( \omega_i \propto \frac{1}{N_{c_i}} \), where \( N_{c_i} \) is the number of poses belonging to cluster \( c \).
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