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ABSTRACT. We establish Strichartz estimates for the radial energy-critical wave equation in 5 dimensions in similarity coordinates. Using these, we prove the nonlinear asymptotic stability of the ODE blowup in the energy space.

1. Introduction

We consider the 5 dimensional energy-critical wave equation

\begin{equation}
\begin{aligned}
(\partial^2_t - \Delta_x)u(t, x) &= |u(t, x)|^{\frac{4}{3}} u(t, x) \\
u[0] &= (f, g)
\end{aligned}
\end{equation}

for \( u : I \times \mathbb{R}^5 \to \mathbb{R}, I \subset \mathbb{R}, 0 \in I, \) and \( u[t] := (u(t, \cdot), \partial_t u(t, \cdot)) \).

For studying well-posedness of this equation in low regularity, the suitable solution concept is given by Duhamel’s formula

\begin{equation}
u(t, \cdot) = \cos(t|\nabla|)f + \sin(t|\nabla|)g + \int_0^t \sin((t-s)|\nabla|) \left( |u(s, \cdot)|^{\frac{4}{3}} u(s, \cdot) \right) ds,
\end{equation}

where \( \cos(t|\nabla|) \) and \( \frac{\sin(t|\nabla|)}{|\nabla|} \) are the standard wave propagators. We say that a function \( u \) is a solution to (1.1) if it satisfies the integral equation (1.2).

It is known that this equation is locally well-posed in \( H^1 \times L^2(\mathbb{R}^5) \) and this is the minimal regularity required, see [23] and [34]. The proof relies on the celebrated Strichartz estimates. These estimates capture the dispersive nature of the equation by describing a space-time improvement of the solution. This gives enough control of the nonlinearity.

One of the most important features of (1.1) is the possibility of singularity formation (or blowup) in finite time from smooth initial data. This is evidenced by the explicit solution

\[ u^T(t, x) := c_5(T-t)^{-\frac{4}{7}}, \quad c_5 = \left( \frac{15}{4} \right)^{\frac{4}{7}}, \]

where \( T > 0 \) is a free parameter. The solution \( u^T \) is homogeneous in space but can be truncated by finite speed of propagation. This leads to an explicit example of singularity formation from smooth compactly supported data.

In order to see whether or not this blowup is generic, we need to study its stability. Ideally one would like to study the stability at optimal regularity, which requires certain Strichartz estimates. More precisely, as shown in [5], this involves establishing Strichartz estimates for
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wave equations with self-similar potentials, since perturbing around this solution produces an equation of the form

\[
\left( \partial_t^2 - \Delta_x + (T-t)^{-2}V \left( \frac{x}{T-t} \right) \right) u(t, x) = \text{nonlinear terms}.
\]

Our goal here is to establish such estimates in 5 dimensions, which will also give insight into other critical models such as the wave maps equation. Compared to the 3 dimensional case treated in [5], the 5 dimensional case gives rise to a number of new substantial difficulties.

To be more precise, we study the stability of the blowup solution \( u^T \) locally in the backwards lightcone in the energy space. Since \( f \in \dot{H}^1(\mathbb{R}^5) \) implies \( f \in H^1_{\text{loc}}(\mathbb{R}^5) \), it is natural to consider perturbations in the space \( H^1 \times L^2 \). We restrict ourselves to radial data, in which case (1.1) effectively reduces to

\[
(\partial_t^2 - \partial_r^2 - \frac{4}{r} \partial_r) u(t, r) = |u(t, r)|^4 u(t, r) \quad u[0] = (f, g).
\]

Our notion of solutions in the lightcone is given by the evolution semigroup in similarity coordinates, see Section 2.1. Our main result is the following.

**Theorem 1.1.** There exist \( \delta, M > 0 \) such that the following holds. For all radial functions \( f, g \) on \( \mathbb{R}^5 \) with

\[
\| (f, g) - u^1[0] \|_{H^1 \times L^2(\mathbb{R}^5_{1+\delta})} \leq \frac{\delta}{M},
\]

there exists a \( T \in [1 - \delta, 1 + \delta] \) such that the solution \( u \) to (1.1) exists in the backwards lightcone \( \Gamma_T := \{(t, x) \in [0, T) \times \mathbb{R}^5 : |x| \leq T-t\} \) and satisfies

\[
\int_0^T \frac{\| u(t, \cdot) - u^T(t, \cdot) \|^2_{L^5(\mathbb{R}^5_{T-t})}}{\| u^T(t, \cdot) \|^2_{L^5(\mathbb{R}^5_{T-t})}} \, dt \lesssim \delta^2.
\]

In particular, \( u \) blows up at the tip of the cone \( \Gamma_T \).

**1.1. Remarks.**

- Naively, one might think that stability of the ODE blowup solution \( u^1 \) means that small initial perturbations of \( u^1 \) lead to a solution that converges back to \( u^1 \). This is, however, wrong in general as the perturbation might change the blowup time. Consequently, Theorem 1.1 says that if we slightly perturb the initial data for the ODE blowup solution \( u^1 \), the corresponding solution \( u \) approaches \( u^T \) as \( t \to T^- \) for some \( T \) close to 1. In particular, the blowup time depends continuously on the perturbation.

- Theorem 1.1 shows that there exists an open set in the energy space of initial data that lead to the ODE blowup. In terms of regularity, this result is optimal.

- The convergence of the solution \( u \) to \( u^T \) is normalized to the blowup behaviour of \( u^T \) and measured in a Strichartz norm. Observe that \( \int_0^T \frac{dt}{t-t} = \infty \) and thus, the integrand

\[
\frac{\| u(t, \cdot) - u^T(t, \cdot) \|^2_{L^5(\mathbb{R}^5_{T-t})}}{\| u^T(t, \cdot) \|^2_{L^5(\mathbb{R}^5_{T-t})}}
\]

must go to zero in an averaged sense as \( t \to T^- \).
1.2. Related results. Singularity formation in critical wave equations has attracted a lot of interest in recent years. There are different types of blowup. In type I blowup, the energy norm of the solution becomes unbounded in finite time (e.g. the aforementioned ODE blowup). On the other hand, type II blowup solutions have bounded energy norm. Blowup solutions of type II were constructed in [22], [21], [17], and [18]. Substantial progress has been made in the study of type II blowup. In [12, 14, 13, 15], type II blowup profiles were classified completely. It is worth mentioning that all type II blowup solutions are unstable. However, in recent breakthrough work, a family of type II blowup solutions that is “as stable as it can possibly be” has been identified, see [20] and [2].

Less is known for the type I case. For subcritical equations, there is the remarkable series of papers [24, 25, 26, 27, 30, 28, 29]. Unfortunately, the methods developed there do not extend to the critical case. A numerical study in [1] suggests that type I blowup is generic. The stability of the ODE blowup in the lightcone was established in a stronger topology in [8, 9, 10]. Subsequently, [5] was able to prove this stability in the energy norm by establishing suitable Strichartz estimates in 3 dimensions.

Finally, our results may also be interesting from the point of view of Strichartz estimates for wave equations with variable coefficients. This is a very active area of current research, see e.g. [3, 51].

1.3. Outline. We follow the approach from [5], but we will point out some major differences in this work. As is well known, the 3 dimensional radial wave equation is equivalent to the 1 dimensional wave equation with a Dirichlet condition at the origin. This special structure was heavily exploited in [5]. As a consequence, the present paper is far from being a straightforward adaptation of the methods from [5].

Following the machinery from [7, 4, 11], we first introduce similarity coordinates in the lightcone $\Gamma_T$ by

$$
\tau := \log \frac{T}{T-t}, \quad \rho := \frac{r}{T-t}.
$$

Notice that this coordinate transformation depends on the parameter $T$, but we drop this dependence in the notation for simplicity. Under the transformation $(t, r) \mapsto (\tau, \rho)$, $\Gamma_T$ is mapped to the infinite cylinder $\mathbb{R}^+_+ \times \mathbb{B}^5$. We rewrite (1.3) as an evolution problem of the form

$$
\partial_\tau \Phi(\tau) = \tilde{L}_0 \Phi(\tau) + F(\Phi(\tau)),
$$

where $\tilde{L}_0$ is a spatial differential operator and $F$ is the nonlinearity. The ODE blowup $u^T$ in this formulation is given by the constant solution $(c_5, \frac{2}{3}c_5)$. Perturbing around this solution by inserting the ansatz $\Phi(\tau) = (c_5, \frac{2}{3}c_5) + \Phi(\tau)$ yields

$$
\partial_\tau \Phi(\tau) = (\tilde{L}_0 + L')\Phi(\tau) + N(\Phi(\tau)).
$$

Here we obtain a potential term $L'$ from the linearisaton of $F$, and $N$ is the remaining nonlinearity. We show that the closure of $\tilde{L}_0$, denoted by $L_0$, generates a semigroup $S_0(\tau)$ on $\mathcal{H} := H^1 \times L^2(\mathbb{B}^5)$. For the first component of this semigroup, we have the Strichartz estimates

$$
\|S_0(\cdot)f\|_{L^p(\mathbb{R}^+_+; L^q(\mathbb{B}^5))} \lesssim \|f\|_{\mathcal{H}}, \quad \frac{1}{p} + \frac{5}{q} = \frac{3}{2}.
$$
for \( p \in [2, \infty] \) and \( q \in \left[ \frac{10}{3}, 5 \right] \). This follows from the standard Strichartz estimates for the wave operator via a scaling argument.

From the bounded perturbation theorem, we also have that \( L_0 + L' \) generates a semigroup \( S(\tau) \) on \( \mathcal{H} \). The operator \( L_0 + L' \) has one unstable eigenvalue \( \lambda = 1 \) coming from the time translation symmetry of the equation, and we use the Riesz projection \( P \) to remove this unstable subspace. An application of the Gearhart-Prüss theorem yields the bound

\[
\|S(\tau)(I-P)\|_{\mathcal{B}(\mathcal{H})} \leq C_\epsilon e^{\epsilon \tau} \text{ for any (fixed) } \epsilon > 0.
\]

In order to obtain Strichartz estimates for the semigroup \( S(\tau) \), we find an explicit representation from Laplace inversion. For sufficiently regular \( f \), let \( \hat{f} = (\hat{f}_1, \hat{f}_2) := (I-P)f \). Then we have

\[
[S(\tau)\hat{f}]_1(\rho) = \frac{1}{2\pi i} \lim_{N \to \infty} \int_{-iN}^{iN} e^{\lambda \tau} \int_0^1 G(\rho, s; \lambda)F_\lambda(s)dsd\lambda,
\]

where \( G \) is the Green function of the spectral ODE associated to \( L \) and \( F_\lambda(s) := (\lambda + \frac{5}{2})\hat{f}_1(s) + s\hat{f}_1(s) + \hat{f}_2(s) \).

The Green function \( G \) is constructed by considering a perturbation of the free equation by a potential, and this is done by Volterra iterations. Then, we obtain a decomposition

\[
G(\rho, s; \lambda) = G_0(\rho, s; \lambda) + \hat{G}(\rho, s; \lambda),
\]

where \( G_0 \) is the Green function of the free equation. Hence the representation of \( S(\tau) \) also decomposes into a free part \( S_0(\tau) \) and a perturbation \( T(\tau) \) accordingly. The perturbative part has an extra decay as \( |\text{Im}\lambda| \to \infty \), which is ultimately what we exploit in establishing the Strichartz estimates. Due to the singular behaviour of the fundamental system, the construction of \( G \) here is considerably more difficult than in the 3 dimensional case.

Next, we turn to proving Strichartz estimates for \( T(\tau) \) by carefully examining the oscillatory kernels. An extra difficulty comes in, compared to the 3 dimensional case, from the more complicated form of the free fundamental solutions, one of which is given by

\[
\varphi_1(\rho; \lambda) = \rho^{-3}(1 + \rho)^{\frac{1}{2} - \lambda}(2 + \rho(-1 + 2\lambda)).
\]

One part of this solution has growth of order \( O(|\lambda|) \), which destroys the nice extra decay of \( \hat{G} \). However, this part is also less singular in \( \rho \) near 0 (\( \rho^{-2} \) instead of \( \rho^{-3} \)). Balancing the undesired growth in \( \lambda \) and the singularity in \( \rho \) is a delicate procedure, which requires additional work. With this we prove Strichartz estimates for the full semigroup

\[
\|S(\tau)f\|_{L^p(R^+; L^q(B^5))] \lesssim \|f\|_{\mathcal{H}}, \quad \frac{1}{p} + \frac{5}{q} = \frac{3}{2}
\]

for \( p \in [2, \infty] \) and \( q \in \left[ \frac{10}{3}, 5 \right] \). With the same techniques we also improve the growth bound from the Gearhart-Prüss theorem to \( \|S(\tau)(I-P)\|_{\mathcal{B}(\mathcal{H})} \lesssim 1 \).

Using Strichartz estimates and the improved growth bound, we are able to control the nonlinearity as in \([5]\) and finish the proof of Theorem 1.1.

### 1.4. Notation.

We write \( \mathbb{B}_R^5 := \{ x \in \mathbb{R}^5 : |x| < R \} \) and \( \mathbb{B}_R^5 = \mathbb{B}_R^5 \). A function \( f \in C^1([0, 1]) \) with \( f'(0) = 0 \) gives rise to a radial function on \( \mathbb{B}_R^5 \). Hence we define

\[
\|f\|_{L^p(\mathbb{B}_R^5)}^p := \int_0^R |f(r)|^p r^4 dr,
\]

and

\[
\|f\|_{H^1(\mathbb{B}_R^5)}^2 := \int_0^R |f'(r)|^2 r^4 dr + \int_0^R |f(r)|^2 r^4 dr.
\]
Bold letters denote 2-component functions, for example, \( f = (f_1, f_2) \). We write \( f(x) = O(g(x)) \) if \( |f(x)| \lesssim |g(x)| \), and \( f \sim g \) as \( x \to a \) if \( \lim_{x\to a} \frac{f(x)}{g(x)} = 1 \). We also write \( f \simeq g \) if \( f \lesssim g \lesssim f \). Lastly, we use the Japanese bracket notation \( \langle x \rangle := \sqrt{1 + |x|^2} \).

2. Similarity coordinates and semigroup theory

2.1. Similarity coordinates. As mentioned before, similarity coordinates are defined by \((1.3)\) on \( \Gamma_T \). For a solution \( u \in C^\infty(\Gamma_T) \) to \((1.3)\), we define

\[
\psi(\tau, \rho) = (Te^{-\tau})^{3/2}u(T - Te^{-\tau}, Te^{-\tau} \rho),
\]

and we have \( \psi \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^5) \). Then, by setting

\[
(2.1) \quad \psi_1(\tau, \rho) := \psi(\tau, \rho),
\]

\[
(2.2) \quad \psi_2(\tau, \rho) := \left( \partial_\tau + \rho \partial_\rho + \frac{3}{2} \right) \psi(\tau, \rho),
\]

we obtain the first order system from \((1.3)\),

\[
\partial_\tau \psi_1 = -\rho \partial_\rho \psi_1 - \frac{3}{2} \psi_1 + \psi_2
\]

\[
\partial_\tau \psi_2 = \partial_\rho^2 \psi_1 + \frac{4}{3} \rho \partial_\rho \psi_1 - \rho \partial_\rho \psi_2 - \frac{5}{2} \psi_2 + |\psi_1|^4 \psi_1
\]

\[
(2.3) \quad \psi_1(0, \rho) = T^{\frac{3}{2}} f(T\rho), \quad \psi_2(0, \rho) = T^{\frac{3}{2}} g(T\rho).
\]

The ODE blowup solution \( u^T \) corresponds to the constant solution \((\psi_1^T, \psi_2^T) = (c_5, \frac{3}{2}c_5)\). We take a perturbation around this solution by the ansatz

\[
(2.3) \quad (\psi_1, \psi_2) = \left( c_5, \frac{3}{2}c_5 \right) + (\varphi_1, \varphi_2).
\]

This gives the system

\[
(2.4) \quad \begin{cases}
\partial_\tau \varphi_1 = -\rho \partial_\rho \varphi_1 - \frac{3}{2} \varphi_1 + \varphi_2 \\
\partial_\tau \varphi_2 = \partial_\rho^2 \varphi_1 + \frac{4}{3} \rho \partial_\rho \varphi_1 - \rho \partial_\rho \varphi_2 - \frac{5}{2} \varphi_2 + F(\varphi_1) \\
\varphi_1(0, \rho) = \psi_1(0, \rho) - c_5, \quad \varphi_2(0, \rho) = \psi_2(0, \rho) - \frac{3}{2}c_5
\end{cases}
\]

where \( F(x) = -c_5^2 + |c_5 + x|^4 (c_5 + x) \). We take the Taylor expansion of \( F \) around zero:

\[
F(x) = F(0) + F'(0)x + N(x). \quad \text{We see that } F(0) = 0, \quad \text{and }
\]

\[
F'(0) = \frac{7}{3}|c_5 + x|^\frac{4}{3} \bigg|_{x=0} = \frac{7}{3} \cdot \frac{15}{4} = \frac{35}{4}.
\]

This linearisation produces a potential term. The nonlinearity is then given by

\[
N(x) = F(x) - F(0) - F'(0)x = |c_5 + x|^\frac{4}{3} (c_5 + x) - c_5^2 - \frac{35}{4} x.
\]

Hence we define the formal differential operators

\[
\mathbf{L}_0 u(\rho) := \begin{pmatrix}
-\rho u_1'(\rho) - \frac{3}{2} u_1(\rho) + u_2(\rho) \\
u_1''(\rho) + \frac{4}{3} u_1'(\rho) - \rho u_2'(\rho) - \frac{5}{2} u_2(\rho)
\end{pmatrix},
\]

\[
\mathbf{L}' u(\rho) := \begin{pmatrix}
0 \\
\frac{35}{4} u_1(\rho)
\end{pmatrix},
\]
and 
\[ N(u)(\rho) := \begin{pmatrix} 0 \\ N(u_1(\rho)) \end{pmatrix}. \]

Let \( \Phi(\tau)(\rho) = (\varphi_1(\tau, \rho), \varphi_2(\tau, \rho)) \). We can then write the system (2.4) as

\[
\begin{align*}
\partial_\tau \Phi(\tau) &= (\tilde{L}_0 + L')\Phi(\tau) + N(\Phi(\tau)) \\
\Phi(0)(\rho) &= (\varphi_1(0, \rho), \varphi_2(0, \rho)).
\end{align*}
\]

We study this evolution on the Banach space
\[ \mathcal{H} := \{ f \in H^1 \times L^2(\mathbb{B}^5) : f \text{ radial} \}, \]
with the norm
\[ \| f \|_\mathcal{H}^2 := \| f_1 \|_{H^1(\mathbb{B}^5)}^2 + \| f_2 \|_{L^2(\mathbb{B}^5)}^2 \]
for \( f = (f_1, f_2) \). In next parts of this section, we will see that the closure of \( \tilde{L}_0 + L' \) with a suitable domain generates a semigroup \( S(\tau) \) on \( \mathcal{H} \), which leads to the concept of energy-class strong lightcone solutions.

**Definition 2.1.** We say that \( u : \Gamma_T \to \mathbb{C} \) is an energy-class solution to (1.3) in the lightcone if the corresponding \( \Phi : [0, \infty) \to \mathcal{H} \) is in \( C([0, \infty) ; \mathcal{H}) \) and satisfies
\[ \Phi(\tau) = S(\tau)u + \int_0^\tau S(\tau - \sigma)N(\Phi(\sigma))d\sigma \]
for all \( \tau > 0 \).

### 2.2. Semigroup of the free evolution.

For the linear differential operator \( \tilde{L}_0 \), we define its domain to be
\[ \mathcal{D}(\tilde{L}_0) := \{ f = (f_1, f_2) \in C^2 \times C^1([0, 1]) : f_1'(0) = 0 \}. \]

So now \( \tilde{L}_0 \) becomes a densely defined (unbounded) linear operator on \( \mathcal{H} \). We would like to show that the closure of \( \tilde{L}_0 + L' \) generates a semigroup. We start with introducing an equivalent inner product on the dense subspace \( \mathcal{D}(\tilde{L}_0) \) given by
\[ (f|g)_E := \int_0^1 f_1'(r)g_1'(r)r^4 dr + \int_0^1 f_2'(r)g_2'(r)r^4 dr + f_1(1)g_1(1), \]
and we denote by \( \| \cdot \|_E \) the norm defined by \((\cdot|\cdot)_E\).

**Lemma 2.2.** The norms \( \| \cdot \|_E \) and \( \| \cdot \|_\mathcal{H} \) are equivalent norms on \( \mathcal{D}(\tilde{L}_0) \). In other words, we have
\[ \| f \|_E \simeq \| f \|_\mathcal{H} \]
for all \( f \in \mathcal{D}(\tilde{L}_0) \).

In particular, taking the completions of \( \mathcal{D}(\tilde{L}_0) \) with respect to both the norms \( \| \cdot \|_E \) and \( \| \cdot \|_\mathcal{H} \), we conclude that they are also equivalent norms on \( \mathcal{H} \).

**Proof.** Here we need to show
\[
\int_0^1 |f'(r)|^2 r^4 dr + |f(1)|^2 \lesssim \| f \|_{\mathcal{H}(\mathbb{B}^5)}^2 \lesssim \int_0^1 |f'(r)|^2 r^4 dr + |f(1)|^2
\]
for all \( f \in C^2([0, 1]) \). Since \( \| f \|_E^2 = \| \text{Re} f \|_E^2 + \| \text{Im} f \|_E^2 \), we only need to consider the case when \( f \) is real-valued.
By the Sobolev embedding $H^1(\frac{1}{2}, 1) \hookrightarrow L^\infty(\frac{1}{2}, 1)$, we have

$$|f(1)|^2 \lesssim \|f\|_{H^1(\frac{1}{2}, 1)}^2 \lesssim \|f\|_{H^1(\mathbb{B}^3)}^2,$$

which gives the first inequality of (2.6).

Next, we need to control the $L^2$ part of the $H^1$ norm of $f$. Since $r \in [0, 1]$, we can write

$$|f(r)|^2 r^4 = \left| \int_0^r \frac{d}{ds} (f(s)s^2) \right|^2 ds \leq \int_0^1 |f'(s)|^2 s^4 ds + 4 \int_0^1 |f(s)|^2 s^2 ds + 2 \int_0^1 \left( \frac{d}{ds} |f(s)|^2 \right) s^3 ds \leq \int_0^1 |f'(s)|^2 s^4 ds + 6 \int_0^1 |f(s)|^2 s^2 ds \lesssim \int_0^1 |f'(s)|^2 s^4 ds + |f(1)|^2.$$

The right hand side is independent of $r$, so we can integrate over $r$ and obtain

$$\int_0^1 |f(r)|^2 r^4 dr \lesssim \int_0^1 |f'(s)|^2 s^4 ds + |f(1)|^2,$$

and we also have the second inequality of (2.6). \hfill \square

With this set up, we now turn to the operator $\tilde{L}_0$.

**Proposition 2.3.** The operator $\tilde{L}_0 : \mathcal{D}(\tilde{L}_0) \subset \mathcal{H} \to \mathcal{H}$ is closable and its closure $L_0$ generates a strongly-continuous one-parameter semigroup $\{S_0(\tau) : \tau \geq 0\}$ on $\mathcal{H}$, with the estimate

$$\|S_0(\tau)f\|_{\mathcal{H}} \lesssim \|f\|_{\mathcal{H}},$$

for all $\tau \geq 0$ and $f \in \mathcal{H}$.

**Proof.** We use the Lumer-Philips theorem ([16] p.83 Theorem 3.15 and p.88 Proposition 3.23]) with the inner product $(\cdot | \cdot)_E$ and norm $\| \cdot \|_E$. Here we have to show two things:

- $\text{Re}(\tilde{L}_0 u | u)_E \leq 0$ for all $u \in \mathcal{D}(\tilde{L}_0)$;
- range of $(\lambda - \tilde{L}_0)$ is dense for some $\lambda > 0$.

For the first part, let $u = (u_1, u_2) \in \mathcal{D}(\tilde{L}_0)$. We compute

$$\text{Re}(\tilde{L}_0 u | u)_E = \text{Re} \left( \int_0^1 \left( -\frac{5}{2} |u'_1(\rho)|^2 - \rho u''_1(\rho)u'_1(\rho) + u'_2(\rho)u'_1(\rho) \right) \rho^4 d\rho \right)$$

$$+ \text{Re} \left( \int_0^1 \left( u''_1(\rho)u_2(\rho) + \frac{4}{\rho} u'_1(\rho)u_2(\rho) - \rho u''_2(\rho)u_2(\rho) - \frac{5}{2} |u_2(\rho)|^2 \right) \rho^4 d\rho \right)$$

$$- \text{Re} \left( u'_1(1)u_2(1) - \frac{3}{2} u_1(1) |u'_1(1)|^2 + u_2(1)u'_1(1) \right).$$
Similarly we collect the terms containing $\lambda$:

\[ I_1 = -\frac{5}{2} \int_0^1 |u_1'(\rho)|^2 \rho^4 d\rho - \frac{1}{2} \int_0^1 \frac{d}{d\rho} (|u_1'(\rho)|^2) \rho^5 d\rho - \text{Re}\left(u_1'(1)\overline{u_1(1)}\right) - \frac{3}{2}|u_1(1)|^2 \]

\[ = -\frac{1}{2}|u_1'(1)|^2 - \text{Re}\left(u_1(1)\overline{u_1'(1)}\right) - \frac{3}{2}|u_1(1)|^2. \]

Similarly we collect the terms containing $u_2$ only,

\[ I_2 = -\frac{1}{2} \int_0^1 \frac{d}{d\rho} (|u_2(\rho)|^2) \rho^5 d\rho - \frac{5}{2} \int_0^1 |u_2(\rho)|^2 \rho^4 d\rho = -\frac{1}{2}|u_2(1)|^2. \]

And the rest of the terms are

\[ I_3 = \text{Re}\left(\int_0^1 \left(u_2'(\rho)\overline{u_1(\rho)}\rho^4 + 4u_1'(\rho)u_2(\rho)\rho^3\right) d\rho + \int_0^1 \frac{d}{d\rho} (u_1'(\rho))u_2(\rho)\rho^4 d\rho + u_2(1)\overline{u_1(1)}\right) \]

\[ = \text{Re}\left(u_1'(1)u_2(1)\right) + \text{Re}\left(u_2(1)\overline{u_1(1)}\right). \]

Summing up all terms, we get

\[ \text{Re}(\bar{L}_0 u|u|_E) = I_1 + I_2 + I_3 \]

\[ = -\frac{1}{2}|u_1'(1)|^2 - \frac{3}{2}|u_1(1)|^2 - \frac{1}{2}|u_2(1)|^2 + \text{Re}\left(u_1'(1)u_2(1)\right) + \text{Re}\left(u(1)(u_2(1) - u_1(1))\right) \]

\[ \leq -\frac{1}{2}|u_1'(1)|^2 - \frac{3}{2}|u_1(1)|^2 - \frac{1}{2}|u_2(1)|^2 + \text{Re}\left(u_1'(1)u_2(1)\right) + \frac{1}{2}|u_1(1)|^2 + \frac{1}{2}|u_2(1) - u_1'(1)|^2 \]

\[ = -|u_1(1)|^2 \leq 0. \]

Next, in order to show that the range of $(\lambda - \bar{L}_0)$ is dense, we show that the system of ODEs

\[ (\lambda - \bar{L}_0)u = f \]

admits a solution $u \in \mathcal{D}(\bar{L}_0)$ for every $f \in C^\infty \times C^\infty([0, 1])$, which is a dense subspace of $\mathcal{H}$. Writing $f = (f_1, f_2) \in C^\infty \times C^\infty([0, 1])$, we need to solve the system

\[ \lambda u_1(\rho) + \rho u'_1(\rho) + \frac{3}{2} u_1(\rho) - u_2(\rho) = f_1(\rho), \]

\[ \lambda u_2(\rho) - u'_2(\rho) - \frac{4}{\rho} u_1'(\rho) + \rho u'_2(\rho) + \frac{5}{2} u_2(\rho) = f_2(\rho). \]

From the first equation we see that

\[ u_2(\rho) = \left(\lambda + \frac{3}{2}\right) u_1(\rho) + \rho u'_1(\rho) - f_1(\rho). \]

Inserting this into the second one, we obtain a single ODE

\[ (1 + \rho^2) u''_2(\rho) + \left(- \frac{4}{\rho} + \rho (2\lambda + 5)\right) u'_1(\rho) + \left(\lambda + \frac{5}{2}\right) \left(\lambda + \frac{3}{2}\right) u_1(\rho) = F_\lambda(\rho), \]

where $F_\lambda(\rho) := \left(\lambda + \frac{5}{2}\right) f_1(\rho) + \rho f'_1(\rho) + f_2$. By definition we have $F_\lambda \in C^\infty([0, 1])$. We choose $\lambda = 1$ and use the variation of constants method to solve (2.8). The homogeneous
equation (i.e., $F_\lambda = 0$) admits a fundamental system

$$\phi_1(\rho) = \frac{2 + \rho}{\rho^3(1 + \rho)^{3/2}}, \quad \phi_0(\rho) = \frac{1}{\rho^3} \left( \frac{2 + \rho}{(1 + \rho)^{3/2}} - \frac{2 - \rho}{(1 - \rho)^{3/2}} \right).$$

The Wronskian is given by

$$W(\rho) := W(\phi_0, \phi_1)(\rho) = \frac{3}{\rho^4(1 - \rho^2)^{3/2}}.$$

A solution to the non-homogeneous problem is then given by

$$u_1(\rho) = \phi_0(\rho) \int_\rho^1 \frac{\phi_1(s)}{W(s)} F_1(s) ds + \phi_1(\rho) \int_0^\rho \frac{\phi_0(s)}{W(s)} F_1(s) ds$$

$$= -\frac{\phi_0(\rho)}{3} \int_\rho^1 s(2 + s)(1 - s)^{1/2} F_1(s) ds$$

$$- \frac{\phi_1(\rho)}{3} \int_0^\rho s \left( (2 + s)(1 - s)^{1/2} - (2 - s)(1 + s)^{1/2} \right) F_1(s) ds + \frac{F_1(\rho)}{(-1 + \rho^2)}.$$

By definition, we have $u_1 \in C^2(0,1)$, hence we only need to check the behaviour at the boundary points $\rho = 0$ and $\rho = 1$. Using l'Hospital's rule we find that $u_1$ is $C^1([0,1])$ with $u_1'(0) = 0$. The second derivative of $u_1$ is given by

$$u_1''(\rho) = -\frac{\phi_0''(\rho)}{3} \int_\rho^1 s(2 + s)(1 - s)^{1/2} F_1(s) ds$$

$$- \frac{\phi_1''(\rho)}{3} \int_0^\rho s \left( (2 + s)(1 - s)^{1/2} - (2 - s)(1 + s)^{1/2} \right) F_1(s) ds + \frac{F_1(\rho)}{(-1 + \rho^2)}.$$

Again an application of l'Hospital's rule shows that at $u_1''$ is not singular at $\rho = 0$. At $\rho = 1$, observe that the second term is not singular. In the first term, we have $\phi_0''(\rho) \sim -\frac{2}{3} (1 - \rho)^{-5/2}$ and $\int_0^\rho s \left( (2 + s)(1 - s)^{1/2} \right) F_1(s) ds \sim \frac{2}{3} (1 - \rho)^{3/2} F_1(1)$ as $\rho \to 1$. So

$$-\frac{\phi_0''(\rho)}{3} \int_\rho^1 s(2 + s)(1 - s)^{1/2} F_1(s) ds \sim \frac{1}{2} (1 - \rho)^{-1} F_1(1)$$

as $\rho \to 1$. This cancels out exactly with the singularity in the last term, since $F_1(\rho)(-1 + \rho^2)^{-1} \sim -\frac{1}{2} F(1)(1 - \rho)^{1} \rho^{-1}$ as $\rho \to 1$. Thus $u_2''$ is indeed continuous at $\rho = 1$, and $u_1 \in C^2([0,1])$. From (2.7) we also see that $u_2 \in C^1([0,1])$. Hence we can conclude that the range of $(1 - \tilde{L}_0)$ is dense.

Applying the Lumer-Phillips theorem we see that $\tilde{L}_0$ is closable, its closure $L_0$ generates a $C_0$ semigroup $\{S_0(\tau) : \tau \geq 0\}$ on $\mathcal{H}$ satisfying the bound

$$\|S_0(\tau)f\|_E \leq \|f\|_E$$

for all $\tau \geq 0$ and $f \in \mathcal{H}$. But since the norms $\|\cdot\|_E$ and $\|\cdot\|_{\mathcal{H}}$ are equivalent, the conclusion follows. □

This gives the growth bound $\|S_0(\tau)\|_\mathcal{H} \lesssim 1$, and we also have that the spectrum $\sigma(L_0)$ satisfies

$$\sigma(L_0) \subset \{ z \in \mathbb{C} | \text{Re } z \leq 0 \}$$

by [16] p.55 Theorem 1.10].
2.3. The free Strichartz estimates. For a solution to (1.3) that blows up at \( r = 0, t = T \), due to the finite speed of propagation, this blow up is influenced only by initial conditions supported in \( \mathbb{B}_T^5 \).

Solutions to the free wave equation with initial conditions supported in \( \mathbb{B}_T^5 \), when restricted to the backwards lightcone, correspond to the semigroup \( \{ S_0(\tau) : \tau > 0 \} \) in similarity coordinates. The standard Strichartz estimates imply Strichartz estimates in similarity coordinates by a scaling argument.

**Proposition 2.4.** Let \( p \in [2, \infty] \) and \( q \in [\frac{10}{3}, 5] \) such that \( \frac{1}{p} + \frac{5}{q} = \frac{3}{2} \). Then we have the bound

\[
\| [S_0(\cdot)]_1 f \|_{L^p(\mathbb{R}^+:L^q(\mathbb{B}^5))} \lesssim \| f \|_{\mathcal{H}}
\]

for all \( f \in \mathcal{H} \). And hence we also have

\[
\left\| \int_0^\tau [S_0(\tau - \sigma)h(\sigma, \cdot)]_1 d\sigma \right\|_{L^p(\mathbb{R}^+:L^q(\mathbb{B}^5))} \lesssim \| h \|_{L^1(\mathbb{R}^+;\mathcal{H})},
\]

for all \( h \in C([0, \infty), \mathcal{H}) \cap L^1(\mathbb{R}^+;\mathcal{H}) \).

**Proof.** Let \( f = (f_1, f_2) \in C^2 \times C^1([0,1]) \) with \( f'(0) = 0 \). Then \( (f_1, f_2) \) can be extended to radial functions \( (\tilde{f}_1, \tilde{f}_2) \in C^2 \times C^1(\mathbb{R}^5) \) by Sobolev extension, in such a way that

\[
\| \tilde{f}_1 \|_{H^1(\mathbb{R}^5)} \lesssim \| f_1 \|_{H^1(\mathbb{B}^5)}, \quad \text{and} \quad \| \tilde{f}_2 \|_{L^2(\mathbb{R}^5)} \lesssim \| f_2 \|_{L^2(\mathbb{B}^5)}.
\]

By the change of coordinates (1.4) with \( T = 1 \), the free evolution \( S_0(\cdot)f \) is given by the classical solution \( u \in C^2(\mathbb{R}^+ \times \mathbb{R}^+) \), restricted to the backwards lightcone \( \Gamma_1 \), of the free radial wave equation

\[
(2.9) \quad \begin{cases}
(\partial_t^2 - \partial_r^2 - \frac{4}{r^2}\partial_r)u(t, r) = 0 \\
u[0] = (\tilde{f}_1, \tilde{f}_2).
\end{cases}
\]

In other words, we have

\[
[S_0(\tau)f]_1(\rho) = e^{-\frac{2}{r}\tau}u(1 - e^{-\tau}, e^{-\tau}\rho)
\]

for \( (\tau, \rho) \in \mathbb{R}^+ \times [0, 1] \) by (2.1). Now we have

\[
\| [S_0(\tau)f]_1 \|_{L^5(\mathbb{B}^5)} = \left( \int_0^1 [S_0(\tau)f]_1(\rho) \rho^4 d\rho \right)^{\frac{1}{5}}
\]

\[
= \left( \int_0^1 e^{-\frac{2}{r}\tau}u(1 - e^{-\tau}, e^{-\tau}\rho) \rho^4 d\rho \right)^{\frac{1}{5}}
\]

\[
= e^{-\frac{1}{2r}\tau} \left( \int_0^{e^{-\tau}} |u(1 - e^{-\tau}, \cdot)|^5 \rho^4 d\rho \right)^{\frac{1}{5}}
\]

\[
\leq e^{-\frac{1}{2r}\tau} \| u(1 - e^{-\tau}, \cdot) \|_{L^5(\mathbb{R}^5)}.
\]
then
\[
\| [S_0(\cdot)f]_1 \|_{L^2(\mathbb{R}^+;L^{5}(\mathbb{B}^5))} \leq \left( \int_0^{\infty} \left( e^{-\frac{1}{2}r} \| u(1-e^{-r},\cdot) \|_{L^{5}(\mathbb{B}^5)} \right)^2 \, d\tau \right)^{\frac{1}{2}} 
\]
\[
= \left( \int_0^{1} \| u(t,\cdot) \|_{L^{5}(\mathbb{B}^5)}^2 \, dt \right)^{\frac{1}{2}} 
\]
\[
\leq \| u \|_{L^2(\mathbb{R}^+;L^{5}(\mathbb{B}^5))}. 
\]

By the Strichartz estimates for wave equations (\cite{BM} Theorem 2.6) with \( d = 5, s = 1, q = 2, r = 5 \), we have
\[
\| u \|_{L^2(\mathbb{R}^+;L^{5}(\mathbb{B}^5))} \lesssim \| [(\tilde{f} \cdot \tilde{f})]_1 \|_{H^1 \times L^2(\mathbb{B}^5)}, 
\]

hence we obtain
\[
\| [S_0(\cdot)f]_1 \|_{L^2(\mathbb{R}^+;L^{5}(\mathbb{B}^5))} \lesssim \| [(\tilde{f} \cdot \tilde{f})]_1 \|_{H^1 \times L^2(\mathbb{B}^5)} \lesssim \| (f_1, f_2) \|_{H^1 \times L^2(\mathbb{B}^5)} = \| f \|_{\mathcal{H}}. 
\]

By density this holds for all \( f \in \mathcal{H} \).

The other endpoint comes from the Sobolev embedding \( H^1(\mathbb{B}^5) \hookrightarrow L^{\frac{10}{2}}(\mathbb{B}^5) \) and Proposition \[2.3\]
\[
\| [S_0(\tau)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| [S_0(\tau)f]_1 \|_{H^1(\mathbb{B}^5)} \lesssim \| S_0(\tau)f \|_{\mathcal{H}} \lesssim \| f \|_{\mathcal{H}}. 
\]

Hence \( \| [S_0(\cdot)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| f \|_{\mathcal{H}}. \)

For other pairs \( (p, q) \) we can interpolate, for all \( q \in \left( \frac{10}{3}, 5 \right) \),
\[
\| [S_0(\tau)f]_1 \|_{L^{q}(\mathbb{B}^5)} \leq \| [S_0(\tau)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| [S_0(\tau)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| f \|_{\mathcal{H}}. 
\]

Then using Hölder’s inequality we have
\[
\| [S_0(\cdot)f]_1 \|_{L^{p}(\mathbb{R}^+;L^{q}(\mathbb{B}^5))} \leq \| [S_0(\cdot)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| [S_0(\cdot)f]_1 \|_{L^{\frac{10}{2}}(\mathbb{B}^5)} \lesssim \| f \|_{\mathcal{H}}; 
\]

provided \((-\frac{10}{q} + 3)p = 2\), which gives \( \frac{1}{p} + \frac{5}{q} = \frac{3}{2} \).

The inhomogeneous estimate is given by Minkowski’s inequality as in \cite{5}.

□

2.4. The linearisation. The operator \( L^\prime : \mathcal{H} \to \mathcal{H} \) is bounded and also compact. We define \( L = L_0 + L^\prime \) with \( D(L) = D(L_0) \). Then by the bounded perturbation theorem, we have that \( L \) generates a semigroup \( S(\tau) \).

Lemma 2.5. The spectrum of \( L \) satisfies
\[
\sigma(L) \subset \{ z \in \mathbb{C} | \Re z \leq 0 \} \cup \{1\}. 
\]

Proof. Let \( \lambda \in \sigma(L) \). If \( \Re \lambda \leq 0 \), then the assertion is satisfied. Thus we consider the case when \( \Re \lambda > 0 \). In this case, \( \lambda \in \sigma(L) \setminus \sigma(L_0) \), so the resolvent \( R_{L_0}(\lambda) \) exists. Then from \( (\lambda - L) = [1 - L/R_{L_0}(\lambda)](\lambda - L_0) \), we see that \( 1 \in \sigma(L/R_{L_0}(\lambda)) \). But since \( L/R_{L_0}(\lambda) \) is compact, we have \( 1 \in \sigma_p(L/R_{L_0}(\lambda)) \), so there exists \( f \in \mathcal{H} \) with \( f = L/R_{L_0}(\lambda)f \). Defining \( u := R_{L_0}(\lambda)f \), we have \( (\lambda - L)u = 0 \). Hence \( \lambda \in \sigma_p(L) \), and there exists a nonzero \( u \in D(L) \) such that \( (\lambda - L)u = 0 \). Following a similar computation as in Proposition \[2.3\], the spectral equation implies
\[
-(1 - \rho^2)u''(\rho) + \left( -\frac{4}{\rho} + \rho(2\lambda + 5) \right) u'(\rho) + \left( \lambda + \frac{5}{2} \right) \left( \lambda + \frac{3}{2} \right) u(\rho) - \frac{35}{4} u(\rho) = 0, 
\]
where $u = u_1$. We define $h(p^2) = u(p)$ and set $z = p^2$, then this ODE is transformed into the hypergeometric differential equation

\[(2.10) \quad z(1-z)h''(z) + (c - (a + b + 1)z) h'(z) - abh(z) = 0,\]

where $a = \frac{\lambda}{2} + \frac{c}{2}$, $b = \frac{\lambda}{2} - \frac{1}{2}$, $c = \frac{5}{2}$. In the case when $\text{Re}(c - a - b) = \frac{1}{2} - \text{Re}\lambda$ is not a non-positive integer, a fundamental system at $z = 1$ is given by

\[
h_1(z; \lambda) = 2F_1(a; b; a + b + 1 - c; 1 - z),
\]
\[
\tilde{h}_1(z; \lambda) = (1 - z)^{c-a-b}2F_1(c - a, c - b; c - a - b + 1; 1 - z),
\]

see [32]. When $\frac{1}{2} - \text{Re}\lambda = -n$ for $n \in \mathbb{N}_0$, one solution is still given by $h_1$, while the second solution is given by

\[
\tilde{h}_1(z; \lambda) = ch_1(z; \lambda) \log(1 - z) + (1 - z)^{-n}g(z; \lambda)
\]

where $g$ is analytic around $z = 1$ with $g(1; \lambda) \neq 0$ and $c$ is a constant which can be zero unless $n = 0$. Since $\text{Re}\lambda > 0$, the requirement that $u_1 \in H^1(\mathbb{S}^5)$ excludes the solution $\tilde{h}_1$, so a solution $h$ must be a multiple of $h_1$. A fundamental system at $z = 0$ is given by

\[
h_0(z; \lambda) = 2F_1(a, b; c; z),
\]
\[
\tilde{h}_0(z; \lambda) = z^{1-c}2F_1(a - c + 1, b - c + 1; 2 - c; z).
\]

From the connection formula, we have

\[(2.11) \quad h_1(z; \lambda) = \frac{\Gamma(1-c)\Gamma(a + b + c + 1)}{\Gamma(a + c + 1)\Gamma(b + c + 1)}h_0(z; \lambda) + \frac{\Gamma(c-1)\Gamma(a + b + c + 1)}{\Gamma(a)\Gamma(b)}\tilde{h}_0(z; \lambda).
\]

Since $\rho \mapsto \tilde{h}_0(\rho^2; \lambda)$ does not belong to $H^1(\mathbb{S}^5_{1/2})$, we need to have

\[
\frac{\Gamma(c-1)\Gamma(a + b + c + 1)}{\Gamma(a)\Gamma(b)} = 0.
\]

This happens only when

\[-a = -\frac{\lambda}{2} - \frac{5}{2} \in \mathbb{N}_0 \quad \text{or} \quad -b = -\frac{\lambda}{2} + \frac{1}{2} \in \mathbb{N}_0,
\]

and the only possibility for $\text{Re}\lambda > 0$ is when $\lambda = 1$. \hfill \square

**Lemma 2.6.** For every $\epsilon > 0$, there exist constants $C_\epsilon, R_\epsilon > 0$, such that

\[
\|R_L(\lambda)\|_H \leq C_\epsilon
\]

for all $\lambda$ with $\text{Re}\lambda > \epsilon$ and $|\lambda| > R_\epsilon$.

**Proof.** Fix $\epsilon > 0$. From Proposition [2.3], we have

\[
\|R_{L_0}(\lambda)\|_H \lesssim \frac{1}{\text{Re}\lambda}
\]

by [16] p.55 Theorem 1.10. From $(\lambda - L) = [1 - L/R_{L_0}(\lambda)](\lambda - L_0)$, $R_L(\lambda)$ exists if and only if $[1 - L/R_{L_0}(\lambda)]^{-1}$ exists. Now let $u = R_{L_0}(\lambda)f$, then $u$ and $f$ satisfy

\[
\left(\lambda + \frac{3}{2}\right)u_1(\rho) = f_1(\rho) - \rho u_1'(\rho) + u_2(\rho).
\]
Recall that
\[
L' \boldsymbol{u}(\rho) := \begin{pmatrix}
\frac{3 \rho}{4} & u_1(\rho)
\end{pmatrix},
\]
then
\[
\lambda + \frac{3}{2} \left\| L' R_{L_0}(\lambda) \right\|_{\mathcal{H}} = \lambda + \frac{3}{2} \left\| L' \left( \left( \frac{3 \rho}{4} u_1(\rho) \right) \right) \right\|_{\mathcal{H}} \lesssim \left\| L' u_1 \right\|_{\mathcal{H}} \lesssim \left\| L' u_1 \right\|_{L^2(\mathbb{R}^5)}
\]
\[
\leq \| f_1 \|_{L^2(\mathbb{R}^5)} + \| (\cdot) u'_1 \|_{L^2(\mathbb{R}^5)} + \| u_2 \|_{L^2(\mathbb{R}^5)}
\]
\[
\lesssim \| f \|_{\mathcal{H}} + \| u \|_{\mathcal{H}}
\]
\[
= \| f \|_{\mathcal{H}} + \| R_{L_0}(\lambda) \left( \left( \frac{3 \rho}{4} u_1(\rho) \right) \right) \right\|_{\mathcal{H}}
\]
\[
\lesssim \| f \|_{\mathcal{H}}.
\]
So \( \| L'R_{L_0}(\lambda) \|_{\mathcal{H}} \lesssim |\lambda + \frac{3}{2}|^{-1} \), and for \(|\lambda| \) large enough, we obtain \( \| L'R_{L_0}(\lambda) \|_{\mathcal{H}} < 1 \). Therefore the Neumann series for \( [1 - L'R_{L_0}(\lambda)]^{-1} \) converges, and we have
\[
\| R_L(\lambda) \|_{\mathcal{H}} = \| R_{L_0}(\lambda) \|_{\mathcal{H}} \lesssim \| L'R_{L_0}(\lambda) \|_{\mathcal{H}}
\]
\[
\leq \| R_{L_0} \|_{\mathcal{H}} \sum_{k=0}^{\infty} \| L'R_{L_0}(\lambda) \|_{\mathcal{H}}^k
\]
\[
\leq C_{\epsilon}
\]
as claimed. \( \square \)

**Lemma 2.7.** The geometric multiplicity of the eigenvalue \( 1 \in \sigma_p(L) \) is 1, and its geometric eigenspace is spanned by
\[
\mathbf{g}(\rho) = \begin{pmatrix} 2 \\ 5 \end{pmatrix}.
\]

**Proof.** First we note that \( \mathbf{g} \in D(L) \). A straightforward computation shows that \( (1-L)\mathbf{g} = 0 \). Now suppose that \( \tilde{\mathbf{g}} \) is another eigenfunction with eigenvalue 1, then \( \tilde{\mathbf{g}}^1 \) also satisfies the transformed ODE (2.10) with \( \lambda = 1 \). In this case \( \tilde{\mathbf{g}}^1(\rho) = c \cdot \mathcal{F}_1(a, b, c; \rho^2) \) for \( b = \frac{1}{2} - \frac{1}{2} = 0 \) and some constant \( c \in \mathbb{C} \). Therefore \( \tilde{\mathbf{g}}^1(\rho) \) is a constant, and we must have \( \tilde{\mathbf{g}}^1 = c' \mathbf{g} \) for some constant \( c' \in \mathbb{C} \). The second component is uniquely determined by the first component, hence we must have \( \tilde{\mathbf{g}} = c' \mathbf{g} \). \( \square \)

The next lemma shows that the algebraic multiplicity of the eigenvalue \( \lambda = 1 \) is also 1, so we can use the Riesz projection to remove the unstable subspace.

**Lemma 2.8.** There exists a bounded projection \( P : \mathcal{H} \to \langle \mathbf{g} \rangle \) such that \( PS(\tau) = S(\tau)P \). In particular, we have \( S(\tau)P \mathbf{f} = e^{\tau} P \mathbf{f} \) for all \( \tau \geq 0 \) and \( \mathbf{f} \in \mathcal{H} \).

**Proof.** Since \( \lambda = 1 \) is an isolated point in the spectrum, we define the projection
\[
P = \frac{1}{2\pi i} \int_{\gamma} R_L(\lambda) d\lambda,
\]
where \( \gamma \) is a curve in \( \rho(L) \) enclosing the point 1, such that no other points of \( \sigma(L) \) lie in it. Then \( P \) commutes with the operator \( L \) (this means \( PL \subseteq LP \)) and the semigroup \( S(\tau) \). We have a decomposition of the Hilbert space \( \mathcal{H} = \ker P \oplus \text{rg} P \). Then we have the parts of the operator \( L, L_{\ker P} \) and \( L_{\text{rg} P} \), as operators on the spaces \( \ker P \) and \( \text{rg} P \) respectively,
with spectra $\sigma(L_{\ker P}) = \sigma(L) \setminus \{1\}$ and $\sigma(L_{\text{rg} P}) = \{1\}$. It is obvious that $\langle g \rangle \subset \text{rg} P$, so we need to show the other inclusion.

First of all, notice that $\dim \text{rg} P < \infty$. Otherwise, $1$ would be in the essential spectrum of $L$, which is impossible since $L'$ is compact and $1 \notin \sigma(L_0)$ ([19, p.244 Theorem 5.35]). Hence there is a minimal $k \in \mathbb{N}$ such that $(1 - L_{\text{rg} P})^k u = 0$ for all $u \in \text{rg} P \cap \mathcal{D}(L)$. If $k = 1$ then we are done. Now we argue by contradiction. If $k \geq 2$, then there exists $u \in \mathcal{D}(L)$ such that $(1 - L) u = g$. This is the same as saying that there exists a solution to the inhomogeneous ODE

$$-(1 - \rho^2)u''(\rho) + \left( -\frac{4}{\rho} + 7 \rho \right) u'(\rho) = 12,$$

where $u = u_1$. For the homogeneous problem, we already know that one solution is given by the constant solution $g_1(\rho) = 2$. Another linearly independent solution to the homogeneous problem is given by

$$\tilde{g}_1(\rho) = \frac{1 + 4\rho^2 - 8\rho^4}{\rho^3(1 - \rho^2)^{\frac{3}{2}}}.

The Wronskian is

$$W(g_1, \tilde{g}_1)(\rho) = \frac{6}{\rho^4(1 - \rho^2)^{\frac{1}{2}}}.$$ Solutions to the inhomogeneous problem are given by

$$u(\rho) = C_1 + C_2 \tilde{g}_1(\rho) + 24 \int_0^\rho \frac{\tilde{g}_1(s)}{W(g_1, \tilde{g}_1)(s)} \frac{1}{1 - s^2} ds + 24 \tilde{g}_1(\rho) \int_\rho^1 \frac{1}{W(g_1, \tilde{g}_1)(s)} \frac{1}{1 - s^2} ds

= C_1 + C_2 \tilde{g}_1(\rho) + 24 \int_0^\rho s(1 + 4s^2 - 8s^4) ds + \frac{24(1 + 4\rho^2 - 8\rho^4)}{\rho^3(1 - \rho^2)^{\frac{3}{2}}} \int_\rho^1 s^4(1 - s^2)^{\frac{1}{2}} ds

where $C_1, C_2 \in \mathbb{R}$ are arbitrary constants. At $\rho = 1$, the requirement that $u \in H^1(\mathbb{B}^5)$ gives $C_2 = 0$ and by looking at the asymptotic behavior at $\rho = 0$, we see that we must have

$$\int_0^1 s^4(1 - s^2)^{\frac{1}{2}} ds = 0.$$ However, this clearly fails because the integrand is positive for all $s \in (0, 1)$. \hfill \Box

Next, we apply the Gearhart–Prüss theorem to obtain a growth bound for the semigroup.

**Lemma 2.9.** For any $\varepsilon > 0$, there exists a constant $C_\varepsilon > 0$ such that

$$\|S(\tau)(I - P)f\|_\mathcal{H} \leq C_\varepsilon e^{\tau\varepsilon}\|(I - P)f\|_\mathcal{H}$$

for all $\tau \geq 0$ and $f \in \mathcal{H}$.

**Proof.** From Lemma 2.6 and the fact that $\sigma(L_{\ker P}) \subset \{ z \in \mathbb{C} : \text{Re} \ z \leq 0 \}$, we have that for every $\varepsilon > 0$ there exists $C_\varepsilon > 0$ such that

$$\|R_L(\lambda)(I - P)\|_\mathcal{H} \leq C_\varepsilon$$

for all $\lambda$ with $\text{Re} \ \lambda > \varepsilon$. Then from the Gearhart–Prüss theorem ([16, p.302 Theorem 1.11]) we obtain the stated growth bound. \hfill \Box
2.5. Explicit representation of the semigroup. Let \( f \in C^2 \times C^1([0,1]) \cap \mathcal{D}(L) \) and \( \tilde{f} := (I - P)f \). Then \( \tilde{f} \in C^2 \times C^1([0,1]) \cap \mathcal{D}(L_0) \). By Laplace inversion ([16] p.234 Corollary 5.15), we have

\[
S(\tau)(I - P)f = \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon - iN}^{\epsilon + iN} e^{\lambda \tau} R_L(\lambda) \tilde{f} d\lambda
\]

for any \( \epsilon > 0 \). Hence we would like to find an explicit expression for \( R_L(\lambda) \). Since \( u = R_L(\lambda) \tilde{f} \) means \( (\lambda - L)u = \tilde{f} \), following the exact same computation as in Proposition 2.3 we get the ODE

\[
(2.12) - (1 - \rho^2)u''(\rho) + \left( -\frac{4}{\rho} + \rho(2\lambda + 5) \right) u'(\rho) + \left( \lambda + \frac{5}{2} \right) \left( \lambda + \frac{3}{2} \right) u(\rho) - \frac{35}{4} u(\rho) = F_\lambda,
\]

where \( u = u_1 \) and

\[
F_\lambda(\rho) = \left( \lambda + \frac{5}{2} \right) \tilde{f}_1(\rho) + \rho \tilde{f}'_1(\rho) + \tilde{f}_2(\rho).
\]

Thus

\[
[R_L(\lambda) \tilde{f}]_1(\rho) = \int_0^1 G(\rho, s; \lambda) F_\lambda(s) ds,
\]

where \( G \) is the Green function of Equation (2.12). Then we have the expression

\[
(2.13) [S(\tau)(I - P)f]_1(\rho) = \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon - iN}^{\epsilon + iN} e^{\lambda \tau} \int_0^1 G(\rho, s; \lambda) F_\lambda(s) ds d\lambda
\]

for any \( \epsilon > 0 \).

3. Constructing the Green function

In this section we construct the Green function for (2.12). Most of our construction here works for the equation

\[
(3.1) - (1 - \rho^2)u''(\rho) + \left( -\frac{4}{\rho} + \rho(2\lambda + 5) \right) u'(\rho) + \left( \lambda + \frac{5}{2} \right) \left( \lambda + \frac{3}{2} \right) u(\rho) + V(\rho)u(\rho) = F_\lambda
\]

with any \( V \in C^\infty([0,1]) \).

First of all, we set

\[
v(\rho) := \rho^2 \left( 1 - \rho^2 \right)^{\frac{1}{4} + \frac{\lambda}{2}} u(\rho).
\]

Then (3.1) with \( F_\lambda = 0 \) is equivalent to

\[
(3.2) v''(\rho) + \frac{-2 + \frac{1}{4} \rho^2(11 + 4\lambda - 4\lambda^2)}{\rho^2 (1 - \rho^2)^2} v(\rho) = \frac{V(\rho)}{1 - \rho^2} v(\rho),
\]

but now (3.2) has no first order terms. Notice that if \( v(\cdot; \lambda) \) is a solution to (3.2), then so is \( v(\cdot; 1 - \lambda) \).
3.1. Symbol calculus.

Definition 3.1. For a function \( f : I \subset \mathbb{R} \to \mathbb{C}, a \in I, \) and \( \alpha \in \mathbb{R}, \) we write \( f(x) = \mathcal{O}((x-a)^\alpha) \) if

\[
|\partial_j^2 f(x)| \leq C_j |x-a|^{\alpha-j}
\]

for all \( x \in I \) and \( j \in \mathbb{N}_0. \) Similarly, for a function \( f : \mathbb{R} \to \mathbb{C} \) and \( \alpha \in \mathbb{R}, \) we write \( f(x) = \mathcal{O}((x)^\alpha) \) if

\[
|\partial_j^2 f(x)| \leq C_j (x)^{\alpha-j}
\]

for all \( x \in \mathbb{R} \) and \( j \in \mathbb{N}_0. \)

We say that these functions are of symbol type, or behave like symbols.

Functions of symbol type have some nice properties. For example, we can easily check that if \( f(x) = \mathcal{O}(x^\alpha) \) and \( g(x) = \mathcal{O}(x^\alpha), \) then \( f(x) + g(x) = \mathcal{O}(x^\alpha). \) Some further properties of functions of symbol type are discussed in Appendix A.

The same notation is also used for functions with more than one variables. For example, for \( f : I \times \mathbb{R} \to \mathbb{C}, \) we write \( f(x, y) = \mathcal{O}(x^\alpha \langle y \rangle^\beta), \) if

\[
|\partial_j^2 \partial_y^k f(x, y)| \leq C_{j,k} |x|^{\alpha-j} \langle y \rangle^{\beta-k}
\]

for all \( (x, y) \in U \) and \( j, k \in \mathbb{N}_0. \)

Remark 3.2. In the following, we work with functions of three variables \( \rho, s, \) and \( \omega. \) We always have \( \rho, s \in [0, 1] \) and \( \omega \in \mathbb{R}. \) We write \( \mathcal{O}_o \) and \( \mathcal{O}_e \) to indicate oddness and evenness with respect to the variable \( \omega. \) For example, \( f(\rho, \omega) = \mathcal{O}_o(\rho \langle \omega \rangle^{-1}). \) means that \( f(\rho, \cdot) : \mathbb{R} \to \mathbb{C} \) is an odd function for each \( \rho. \)

3.2. The homogeneous equation. On solving (3.2) with \( V = 0, \) we obtain a fundamental system

\[
\psi_1(\rho; \lambda) = \frac{1}{\rho} (1 - \rho)^{\frac{1}{2} + \frac{\lambda}{2}} (1 + \rho)^{\frac{3}{2} - \frac{\lambda}{2}} (2 + \rho(-1 + 2\lambda)),
\]

\[
\tilde{\psi}_1(\rho; \lambda) = \psi_1(\rho; 1 - \lambda) = \frac{1}{\rho} (1 + \rho)^{\frac{1}{2} + \frac{\lambda}{2}} (1 - \rho)^{\frac{3}{2} - \frac{\lambda}{2}} (2 + \rho(1 - 2\lambda)).
\]

We define another solution,

\[
\psi_0(\rho; \lambda) := \psi_1(\rho; \lambda) - \tilde{\psi}_1(\rho; \lambda).
\]

Notice that \( \psi_0 \) is not singular at \( \rho = 0, \) since the singularities of \( \psi_1 \) and \( \tilde{\psi}_1 \) cancel out.

Since (3.2) has no first order terms, the Wronskian of any two solutions is independent of \( \rho. \) Some useful Wronskians between the above three solutions are

\[
W(\lambda) := W(\psi_1(\cdot; \lambda), \tilde{\psi}_1(\cdot; \lambda)) = W(\psi_0(\cdot; \lambda), \psi_1(\cdot; \lambda)) = W(\psi_0(\cdot; \lambda), \tilde{\psi}_1(\cdot; \lambda)) = (3 - 2\lambda)(1 + 2\lambda)(-1 + 2\lambda).
\]

We can define another solution as follows.

Lemma 3.3. Let \( \lambda = \epsilon + i\omega. \) There exists \( \delta_0 > 0, \) such that

\[
\tilde{\psi}_0(\rho; \lambda) := \psi_0(\rho; \lambda) \int_\rho^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2} ds
\]
is also a solution to (3.2) with $V = 0$ for $\rho \in (0, \delta_0 \langle \omega \rangle^{-1}]$. Moreover, it satisfies

$$\tilde{\psi}_0(\rho; \lambda) = -2\rho^{-1}W(\lambda)^{-1}[1 + O(\rho \langle \lambda \rangle)]$$

for all $\rho \in (0, \delta_0 \langle \omega \rangle^{-1}]$, $\omega \in \mathbb{R}$, and $\epsilon \in [0, \frac{1}{4}]$. We also have

$$W(\psi_0(\cdot; \lambda), \tilde{\psi}_0(\cdot; \lambda)) = -1.$$  

**Proof.** Taking the Taylor expansion we have $\psi_0(\rho; \lambda) = -\frac{1}{6}\rho^2 W(\lambda)[1 + O(\rho \langle \lambda \rangle)]$. Hence for sufficiently small $\delta_0 > 0$, we have $\psi_0(\rho; \lambda) \neq 0$ for $\rho \in (0, \delta_0 \langle \omega \rangle^{-1}]$, and thus $\psi_0(\rho; \lambda)^{-1} = -6\rho^{-2}W(\lambda)^{-1}[1 + O(\rho \langle \lambda \rangle)]$. Hence $\tilde{\psi}_0$ is well-defined for $\rho \in (0, \delta_0 \langle \omega \rangle^{-1}]$. Differentiating $\tilde{\psi}_0$ with respect to $\rho$ we can see that it is indeed a solution to (3.2) for $V = 0$.

Now compute

$$\frac{\int_\rho^{\delta_0 \langle \omega \rangle^{-1}} \psi_0(s; \lambda)^{-2} ds}{12\rho^{-3}W(\lambda)^{-2}} = \frac{1}{12}\rho^3 W(\lambda)^2 \int_\rho^{\delta_0 \langle \omega \rangle^{-1}} \psi_0(s; \lambda)^{-2} ds$$

$$= \frac{1}{12}\rho^3 W(\lambda)^2 \int_\rho^{\delta_0 \langle \omega \rangle^{-1}} (-6s^{-2}W(\lambda)^{-1})^2 [1 + O(s \langle \lambda \rangle)] ds$$

$$= 3\rho^3 \int_\rho^{\delta_0 \langle \omega \rangle^{-1}} s^{-4}[1 + O(s \langle \lambda \rangle)] ds$$

$$= 3\rho^3 \left[ -\frac{1}{3}s^{-3} \right]_{s=\rho}^{s=\delta_0 \langle \omega \rangle^{-1}} + O(\rho \langle \lambda \rangle)$$

$$= 1 + O(\rho \langle \lambda \rangle),$$

for $\lambda = \epsilon + i\omega$ with $\epsilon \in [0, \frac{1}{4}]$. The value of the Wronskian follows from a straightforward computation. \hfill \Box

### 3.3. The fundamental system.

In the following, we use Volterra iterations to construct solutions for (3.2) (see [33, Lemma 2.4]).

**Lemma 3.4.** Let $\lambda = \epsilon + i\omega$. There exists $\delta_0 > 0$ such that (3.2) has a solution of the form

$$v_0(\rho; \lambda) = \psi_0(\rho; \lambda) [1 + O(\rho^2 \langle \omega \rangle^0)]$$

for all $\rho \in [0, \delta_0 \langle \omega \rangle^{-1}]$, $\omega \in \mathbb{R}$, $\epsilon \in [0, \frac{1}{4}]$.

**Proof.** We use Volterra iterations as in [5]. Using the fundamental system $\{\psi_0, \psi_1\}$, the variation of constants formula suggests that a solution $v_0$ should satisfy the integral equation

$$v_0(\rho; \lambda) = \psi_0(\rho; \lambda) - \frac{\psi_0(\rho; \lambda)}{W(\lambda)} \int_0^\rho \psi_1(s; \lambda) \frac{V(s)}{1 - s^2} v_0(s; \lambda) ds$$

$$+ \frac{\psi_1(\rho; \lambda)}{W(\lambda)} \int_0^\rho \psi_0(s; \lambda) \frac{V(s)}{1 - s^2} v_0(s; \lambda) ds.$$  

For sufficiently small $\delta_0 > 0$, we have $\psi_0(\rho; \lambda) \neq 0$ for $\rho \in (0, \delta_0 \langle \omega \rangle^{-1}]$. So we can set $h_0 := \frac{\psi_0}{\psi_0}$, and we obtain the equation

$$h_0(\rho; \lambda) = 1 + \int_0^\rho K(\rho, s; \lambda) h_0(s; \lambda) ds,$$

where

$$K(\rho, s; \lambda) := \frac{\psi_1(\rho; \lambda)}{W(\lambda)} \frac{V(s)}{1 - s^2}.$$
where
\[ K(\rho, s; \lambda) = \frac{1}{W(\lambda)} \left[ \frac{\psi_1(\rho; \lambda)}{\psi_0(\rho; \lambda)} \psi_0(s; \lambda)^2 - \psi_0(s; \lambda) \psi_1(\rho; \lambda) \right] \frac{V(s)}{1 - s^2}. \]

As mentioned before, by Taylor expansion we have \( \psi_0(\rho; \lambda)^{-1} = -6\rho^2 W(\lambda)^{-1} [1 + O(\rho \langle \lambda \rangle)] \).
Since \( s \leq \rho \), we have,
\[ \left| \frac{1}{W(\lambda)} \psi_0(\rho; \lambda) \psi_0(s; \lambda)^2 \right| \lesssim \psi_1(\rho; \lambda) \rho^{-2} s^4 \lesssim \psi_1(\rho; \lambda)s^2, \]
and similarly
\[ \left| \frac{1}{W(\lambda)} \psi_0(s; \lambda) \psi_1(\rho; \lambda) \right| \lesssim \psi_1(s; \lambda)s^2 \lesssim \psi_1(s; \lambda)s^2. \]

Since \( |\psi_1(\rho; \lambda)| \lesssim \rho^{-1} \) for \( \rho \leq \delta_0 \langle \omega \rangle^{-1} \), we conclude that
\[ (3.4) \quad |K(\rho, s; \lambda)| \lesssim (\rho^{-1} + s^{-1})s^2 \lesssim s \]
for all \( 0 \leq s \leq \delta_0 \langle \omega \rangle^{-1} \). Thus we have
\[ \int_0^{\delta_0 \langle \omega \rangle^{-1}} \sup_{\rho \in (0, \delta_0 \langle \omega \rangle^{-1})} |K(\rho, s; \lambda)| ds \lesssim \langle \omega \rangle^{-2}. \]

Hence (3.3) has a solution \( h_0 \) that satisfies
\[ |h_0(\rho; \lambda) - 1| \lesssim \int_0^\rho |K(\rho, s; \lambda)| ds \lesssim \rho^2. \]

Re-inserting this into the equation we find
\[ h_0(\rho; \lambda) = 1 + O(\rho^2). \]

Since every function behaves like symbol under differentiation with respect to both \( \rho \) and \( \omega \), we indeed have \( h_0(\rho; \lambda) = 1 + O(\rho^2 \langle \omega \rangle^0) \) (see for example [6, Appendix B]).

Similar to before, we can define a second solution for small \( \rho \).

**Lemma 3.5.** Let \( \lambda = \epsilon + i\omega \). There exists \( \delta_0 > 0 \) such that
\[ \tilde{v}_0(\rho; \lambda) := v_0(\rho; \lambda) \int^\delta_0 \rho^{-1} v_0(s; \lambda)^{-2} ds \]
is also a solution to (3.2) on \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \). Moreover, \( \tilde{v}_0 \) is of the form
\[ \tilde{v}_0(\rho; \lambda) = \psi_0(\rho; \lambda) \left[ 1 + O(\rho^2 \langle \omega \rangle^0) \right] , \]
for all \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), \( \omega \in \mathbb{R} \), \( \epsilon \in [0, \frac{1}{2}] \), where \( \psi_0 \) is from Lemma 3.3. We also have
\[ W(v_0(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) = -1. \]

**Proof.** We choose \( \delta_0 > 0 \) so small that \( v_0, \psi_0 \), and \( \tilde{v}_0 \) have no zeros on \( \rho \in [0, \delta_0 \langle \omega \rangle^{-1}] \). Then \( \tilde{v}_0 \) is well-defined on \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \). We can directly verify that \( \tilde{v}_0 \) indeed solves (3.2).
Now notice that at \( \rho = \delta_0 \langle \omega \rangle^{-1} \), both \( \tilde{v}_0 \) and \( \tilde{\psi}_0 \) are 0, so the statement of the lemma holds. Then using Lemmas 3.3 and 3.4 we compute

\[
\frac{\tilde{v}_0(\rho; \lambda)}{\tilde{\psi}_0(\rho; \lambda)} = 1 - 1 = 0
\]

holds. Then using Lemmas 3.3 and 3.4 we compute

\[
\frac{\psi_0(\rho; \lambda)}{\bar{\psi}_0(\rho; \lambda)} = \left[ 1 + O(\rho^2 \langle \omega \rangle^0) \right] \int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} ds - \int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} ds
\]

Moreover,

\[
\frac{\psi_0(\rho; \lambda)}{\bar{\psi}_0(\rho; \lambda)} \left( \int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} O(s^2 \langle \omega \rangle^0) ds + O(\rho^2 \langle \omega \rangle^0) \int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} \left[ 1 + O(s^2 \langle \omega \rangle^0) \right] ds \right).
\]

For \( \delta_0 > 0 \) small enough, we also have \( \tilde{v}_0(\rho; \lambda)^{-1} = -\frac{1}{2} \rho W(\lambda) [1 + O(\rho \langle \omega \rangle)] \) for \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), from Lemma 3.3. So using the asymptotics of \( \psi_0 \) and \( \tilde{\psi}_0 \), we find

\[
\frac{\psi_0(\rho; \lambda)}{\bar{\psi}_0(\rho; \lambda)} = O(\rho^2 \langle \omega \rangle^3) O(\rho \langle \omega \rangle^3) = O(\rho^3 \langle \omega \rangle^6).
\]

Moreover,

\[
\int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} O(s^2 \langle \omega \rangle^0) ds = \int^\delta_0(\omega)^{-1} O(s^{-4} \langle \omega \rangle^{-6}) O(s^2 \langle \omega \rangle^0) ds = O(\rho^{-1} \langle \omega \rangle^{-6}),
\]

and

\[
O(\rho^2 \langle \omega \rangle^0) \int^\delta_0(\omega)^{-1} \psi_0(s; \lambda)^{-2} \left[ 1 + O(s^2 \langle \omega \rangle^0) \right] ds
\]

\[
= O(\rho^2 \langle \omega \rangle^0) \int^\delta_0(\omega)^{-1} O(s^{-4} \langle \omega \rangle^{-6}) + O(s^{-2} \langle \omega \rangle^{-6}) ds = O(\rho^{-1} \langle \omega \rangle^{-6}).
\]

So we obtain

\[
\frac{\tilde{v}_0(\rho; \lambda)}{\tilde{\psi}_0(\rho; \lambda)} - 1 = O(\rho^2 \langle \omega \rangle^0).
\]

The value of the Wronskian follows from a straightforward computation.

Next, we construct perturbed solutions from \( \psi_1 \) and \( \tilde{\psi}_1 \).

**Lemma 3.6.** Let \( \lambda = \epsilon + i \omega \). There exists \( \delta_1 > 0 \), such that (3.2) has solutions of the form

\[
v_1(\rho; \lambda) = \psi_1(\rho; \lambda) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\rho) + O(\rho^0 (1 - \rho \langle \omega \rangle^{-2})) \right],
\]

\[
\tilde{v}_1(\rho; \lambda) = \tilde{\psi}_1(\rho; \lambda) \left[ 1 - \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\rho) + O(\rho^0 (1 - \rho \langle \omega \rangle^{-2})) \right],
\]

where

\[
a_1(\rho) = \int^\delta_1(\omega)^{-1} \psi_1(s; \lambda)^{-2} \left[ 1 + O(s^2 \langle \omega \rangle^0) \right] ds.
\]
or alternatively we can also write

\[ v_1(\rho; \lambda) = \psi_1(\rho; \lambda) \left[ 1 + \mathcal{O}_v(\omega^{-1}) a_1(\rho) + \mathcal{O}(\rho^0(1 - \rho) \langle \omega \rangle^{-2}) \right], \]

\[ \tilde{v}_1(\rho; \lambda) = \tilde{\psi}_1(\rho; \lambda) \left[ 1 + \mathcal{O}_v(\omega^{-1}) a_1(\rho) + \mathcal{O}(\rho^0(1 - \rho) \langle \omega \rangle^{-2}) \right], \]

for all \( \rho \in [\delta \langle \omega \rangle^{-1}, 1], \omega \in \mathbb{R}, \epsilon \in [0, \frac{1}{4}] \), where

\[ a_1(\rho) = - \int_\rho^1 V(s) ds. \]

**Proof.** This also follows from Volterra iterations, but is technically a little more complicated. **Existence of solution**

Motivated by the variation of constants formula, solutions to (3.2) should satisfy the integral equation

\[ v_1(\rho; \lambda) = \psi_1(\rho; \lambda) \int_\rho^1 \frac{\tilde{\psi}_1(s; \lambda)}{W(\lambda)} \frac{V(s)}{1 - s^2} v_1(s; \lambda) ds \]

\[ - \tilde{\psi}_1(\rho; \lambda) \int_\rho^1 \frac{\psi_1(s; \lambda)}{W(\lambda)} \frac{V(s)}{1 - s^2} v_1(s; \lambda) ds \]

for some constant \( \rho_1 \). Since \( \text{Re} \lambda \geq 0, |\psi_1(\rho; \lambda)| > 0 \), so we can set \( h_1 := \frac{\omega}{\psi_1} \) and obtain the Volterra equation

\[ (3.5) \quad h_1(\rho; \lambda) = 1 + \int_\rho^{\rho_1} K(\rho, s; \lambda) h_1(s; \lambda) ds, \]

where

\[ K(\rho, s; \lambda) = \frac{1}{W(\lambda)} \left( \psi_1(s; \lambda) \tilde{\psi}_1(s; \lambda) - \tilde{\psi}_1(\rho; \lambda) \psi_1(s; \lambda)^2 \right) \frac{V(s)}{1 - s^2}. \]

We first compute

\[ \psi_1(s; \lambda) \tilde{\psi}_1(s; \lambda) = \frac{(1 - s^2)(4 - s^2(1 - 2\lambda)^2)}{s^2}, \]

so

\[ |\psi_1(s; \lambda) \tilde{\psi}_1(s; \lambda)| \lesssim \frac{1 - s}{s^2} |4 - s^2(1 - 2\lambda)^2| \]

\[ \lesssim \frac{1 - s}{s^2} + |1 - s \langle \lambda \rangle|^2 \]

\[ \lesssim (1 - \rho)^{\frac{3}{2}} (1 - s) \frac{1}{2} \left( \frac{1}{s^2} + |\langle \lambda \rangle|^2 \right), \]

for all \( 0 \leq \rho \leq s \leq 1 \) and \( \text{Re}(\lambda) \in [0, \frac{1}{4}] \). Moreover,

\[ \frac{\tilde{\psi}_1(\rho; \lambda)}{\psi_1(\rho; \lambda)} \psi_1(s; \lambda)^2 = \left( \frac{1 - \rho}{1 + \rho} \right)^{\frac{3}{2} - \lambda} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} \frac{(1 - s)^{\frac{3}{2} + \lambda} (1 + s)^{\frac{3}{2} - \lambda}}{s^2} (2 + s(-1 + 2\lambda))^2, \]
so

$$\left| \frac{\tilde{\psi}_1(\rho; \lambda)}{\psi_1(\rho; \lambda)} \psi_1(s; \lambda)^2 \right| \lesssim \frac{(1 - \rho)^{1/2} (1 - s)^{1/2}}{s^2} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} \left( |s + (-1 + 2\lambda)|^2 \right)$$

$$\lesssim (1 - \rho)^{1/2} (1 - s)^{1/2} \left( \frac{1}{s^2} + \langle \lambda \rangle^2 \right).$$

for all $0 \leq \rho \leq s \leq 1$ and Re$(\lambda) \in [0, \frac{1}{4}]$. Hence, when restricted to $\delta_1 \langle \omega \rangle^{-1} \leq \rho \leq s < 1$ for some small $\delta_1 > 0$, we obtain the bound for the kernel

$$|K(\rho, s; \lambda)| \lesssim \frac{1}{W(\lambda)} \frac{V(s)}{1 - s^2} \frac{(1 - \rho)^{1/2} (1 - s)^{1/2}}{(1 + \rho)^{1 - \lambda}} \left( \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} I(\rho; \lambda) \right)$$

$$\lesssim (1 - \rho)^{1/2} (1 - s)^{1/2} \langle \omega \rangle^{-1}.$$

Now we can choose $\rho_1 = 1$ and have

$$\int_{\delta_1 \langle \omega \rangle^{-1}}^{1} \sup_{\rho \in (\delta_1 \langle \omega \rangle^{-1}, 1)} |K(\rho, s; \lambda)| ds \lesssim \langle \omega \rangle^{-1},$$

thus the Volterra integral has a solution $h_1$ that satisfies

(3.6) $$|h_1(\rho; \lambda) - 1| \lesssim \int_{\rho}^{1} |K(\rho, s; \lambda)| ds \lesssim (1 - \rho) \langle \omega \rangle^{-1}$$

for all $\rho \in [\delta_1 \langle \omega \rangle^{-1}, 1]$. Re-inserting this into the equation we find

$$h_1(\rho; \lambda) = 1 + \int_{\rho}^{1} K(\rho, s; \lambda) ds + O((1 - \rho)^2 \langle \omega \rangle^{-2}).$$

**Form of the integral of the kernel**

Now we look at the term

$$\int_{\rho}^{1} K(\rho, s; \lambda) ds$$

$$= \frac{1}{W(\lambda)} \left( \int_{\rho}^{1} \frac{V(s)}{s^2} \left(4 - s^2(1 - 2\lambda)^2\right) ds - \left( \frac{1 - \rho}{1 + \rho} \right)^{1 - \lambda} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} I(\rho; \lambda) \right)$$

$$=: \frac{1}{W(\lambda)} (A + B)$$

where

$$I(\rho; \lambda) = \int_{\rho}^{1} \frac{V(s)}{s^2} \left( \frac{1 - s}{1 + s} \right)^{-1/2 + \lambda} (2 + s(-1 + 2\lambda))^2 ds.$$ 

We first look at the term $A,$

$$\int_{\rho}^{1} \frac{V(s)}{s^2} \left(4 - s^2(1 - 2\lambda)^2\right) ds = 4 \int_{\rho}^{1} \frac{V(s)}{s^2} ds - \int_{\rho}^{1} V(s) ds (1 - 2\lambda)^2.$$

Here we have

$$\left| \int_{\rho}^{1} \frac{V(s)}{s^2} ds \right| \leq \|V\|_{L^\infty} \int_{\rho}^{1} \frac{1}{s^2} ds = \|V\|_{L^\infty} (-1 + \rho^{-1}) \lesssim \rho^{-1} (1 - \rho) \lesssim (1 - \rho) \langle \omega \rangle,$$
where the last inequality follows because $\rho \in [\delta_1 \langle \omega \rangle^{-1}, 1]$.

For the term $B$, we insert the identity
\[
\left(\frac{1 - s}{1 + s}\right)^{-\frac{1}{2} + \lambda} \frac{(2 + s(-1 + 2\lambda))}{s^2} = -s \partial_s \left( \frac{(1 - s)^{\frac{3}{2} + \lambda}(1 + s)^{\frac{3}{2} - \lambda}}{s^2} \right)
\]
into $I(\rho; \lambda)$. Integrating by parts once, we get
\[
I(\rho; \lambda) = -\int_\rho^1 V(s)(2s + s^2(-1 + 2\lambda))\partial_s \left( \frac{(1 - s)^{\frac{3}{2} + \lambda}(1 + s)^{\frac{3}{2} - \lambda}}{s^2} \right) ds
= V(\rho)(2 + \rho(-1 + 2\lambda))\frac{(1 - \rho)^{\frac{3}{2} + \lambda}(1 + \rho)^{\frac{3}{2} - \lambda}}{\rho} + \int_\rho^1 \frac{(1 - s)^{\frac{3}{2} + \lambda}(1 + s)^{\frac{3}{2} - \lambda}}{s^2} \partial_s [V(s)(2s + s^2(-1 + 2\lambda))] ds.
\]
So we have now
\[
\left(\frac{1 - \rho}{1 + \rho}\right)^{\frac{1}{2} - \lambda} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} I(\rho; \lambda)
=(1 - \rho^2) \left( \frac{2V(\rho)}{\rho} + V(\rho)(1 - 2\lambda) \right)
+ \left(\frac{1 - \rho}{1 + \rho}\right)^{\frac{1}{2} - \lambda} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)} \int_\rho^1 \frac{(1 - s)^{\frac{3}{2} + \lambda}(1 + s)^{\frac{3}{2} - \lambda}}{s^2} \partial_s [V(s)(2s + s^2(-1 + 2\lambda))] ds.
\]
We estimate the boundary term
\[
\left| (1 - \rho^2) \left( \frac{2V(\rho)}{\rho} + V(\rho)(1 - 2\lambda) \right) \right| \lesssim \rho^{-1}(1 - \rho) + (1 - \rho) \langle \omega \rangle \lesssim (1 - \rho) \langle \omega \rangle.
\]
For remaining term, notice that for $\text{Re} \lambda \in [0, \frac{4}{7}]$,
\[
\left(\frac{1 - \rho}{1 + \rho}\right)^{\frac{1}{2} - \lambda} \frac{2 + \rho(1 - 2\lambda)}{2 + \rho(-1 + 2\lambda)}
\]
is bounded, so we only need to look at the integral. When the derivative falls on $V$, the whole term is of $O((1 - \rho) \langle \omega \rangle)$ which is already good, thus we only need to consider when the derivative falls on the rest of the term. We look at
\[
\int_\rho^1 \frac{(1 - s)^{\frac{3}{2} + \lambda}(1 + s)^{\frac{3}{2} - \lambda}}{s^2} V(s) \partial_s [(2s + s^2(-1 + 2\lambda))] ds
= \int_\rho^1 \left(\frac{1 - s}{1 + s}\right)^{\frac{1}{2} + \lambda} (1 + s)^2 \left( \frac{2V(s)}{s^2} + \frac{2V(s)}{s}(-1 + 2\lambda) \right) ds
= 2 \int_\rho^1 \left(\frac{1 - s}{1 + s}\right)^{\frac{1}{2} + \lambda} (1 + s)^2 \frac{V(s)}{s^2} ds + (-2 + 4\lambda) \int_\rho^1 \left(\frac{1 - s}{1 + s}\right)^{\frac{1}{2} + \lambda} (1 + s)^2 \frac{V(s)}{s} ds.
\]
In the first term, similar to before, we have, for $\text{Re } \lambda \in [0, \frac{1}{2}]$,
\[
\left| \int_{\rho}^{1} \left( \frac{1-s}{1+s} \right)^{\frac{1}{2}+\lambda} (1+s)^2 \frac{V(s)}{s^2} \, ds \right| \leq \int_{\rho}^{1} \left( \frac{1-s}{1+s} \right)^{\frac{1}{2}+\text{Re } \lambda} (1+s)^2 \left| \frac{V(s)}{s^2} \right| \, ds
\approx \|V\|_{L_{\infty}} \int_{\rho}^{1} \frac{1}{s^2} \, ds
\approx \rho^{-1} (1-\rho) \lesssim (1-\rho) \langle \omega \rangle.
\]
For the next part we use
\[
\left( \frac{1-s}{1+s} \right)^{\frac{1}{2}+\lambda} = \frac{(1+s)^2}{(3+2\lambda)} \partial_s \left( \frac{1-s}{1+s} \right)^{\frac{3}{2}+\lambda},
\]
and integrate by parts again. Then we have
\[
(-2 + 4\lambda) \int_{\rho}^{1} \left( \frac{1-s}{1+s} \right)^{\frac{1}{2}+\lambda} (1+s)^2 \frac{V(s)}{s} \, ds
= \frac{1-2\lambda}{3+2\lambda} \int_{\rho}^{1} \frac{V(s)(1+s)^4}{s} \partial_s \left( \frac{1-s}{1+s} \right)^{\frac{3}{2}+\lambda} \, ds
= \frac{1-2\lambda}{3+2\lambda} \left( \frac{V(\rho)}{\rho} (1+\rho)^4 \left( \frac{1-\rho}{1+\rho} \right)^{\frac{3}{2}+\lambda} - \int_{\rho}^{1} \partial_s \left[ \frac{V(s)(1+s)^4}{s} \right] \left( \frac{1-s}{1+s} \right)^{\frac{3}{2}+\lambda} \right).
\]
Now
\[
\left| \frac{1-2\lambda V(\rho)}{3+2\lambda} \frac{V(s)}{s} (1+\rho)^4 \left( \frac{1-\rho}{1+\rho} \right)^{\frac{3}{2}+\lambda} \right| \lesssim \rho^{-1} (1-\rho) \lesssim (1-\rho) \langle \omega \rangle.
\]
And for the integral, as before, it is only better when derivative falls on $V$, so we only need to compute
\[
\left| \int_{\rho}^{1} \partial_s \left[ \frac{(1+s)^4}{s} \right] V(s) \left( \frac{1-s}{1+s} \right)^{\frac{3}{2}+\lambda} \, ds \right| \leq \int_{\rho}^{1} \frac{1}{|s^2|} \frac{|(3s-1)(1+s)^3|}{s^2} |V(s)| \left( \frac{1-s}{1+s} \right)^{\frac{3}{2}+\text{Re } \lambda} \, ds
\approx \int_{\rho}^{1} \frac{1}{s^2} \, ds \lesssim \rho^{-1} (1-\rho) \lesssim (1-\rho) \langle \omega \rangle.
\]
Hence we obtain
\[
\left( \frac{1-\rho}{1+\rho} \right)^{\frac{1}{2}-\lambda} \frac{2}{2+\rho(-1+2\lambda)} I(\rho; \lambda) = O((1-\rho) \langle \omega \rangle).
\]
Putting everything back together we see that
\[
W(\lambda) \int_{\rho}^{1} K(\rho, s; \lambda) \, ds = (1-2\lambda)^2 \int_{\rho}^{1} V(s) \, ds + O((1-\rho) \langle \omega \rangle).
\]
Finally, observe that we have
\[
\frac{(1-2\lambda)^2}{W(\lambda)} = \frac{1-2\lambda}{(3-2\lambda)(1+2\lambda)} = O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})
\]
as stated. The second solution is given by \( \tilde{v}_1(\rho; \lambda) := v_1(\rho; 1 - \lambda) \), so again we have

\[
\frac{1 - 2(1 - \lambda)}{(3 - 2(1 - \lambda))(1 + 2(1 - \lambda))} = \frac{-1 + 2\lambda}{(1 + 2\lambda)(3 - 2\lambda)} = O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}).
\]

**Estimating the derivatives**
The fact that \( h_1 \) is indeed of symbol type is shown in Appendix B. \( \square \)

Since \( \delta_1 \) is arbitrary, we can now choose \( \delta_1 \leq \delta_0 \). Then we can use the fundamental system \( \{v_0, \tilde{v}_0\} \) to construct \( v_1 \) and \( \tilde{v}_1 \) on the interval \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \). These happen to be perturbations of \( \psi_1 \) and \( \tilde{\psi}_1 \).

**Lemma 3.7.** The solutions \( v_1, \tilde{v}_1 \) can be extended to \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), and are of the form

\[
v_1(\rho; \lambda) = \psi_1(\rho; \lambda)[1 + O_o(\langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2})],
\]

\[
\tilde{v}_1(\rho; \lambda) = \tilde{\psi}_1(\rho; \lambda)[1 + O_o(\langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2})]
\]

for all \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), \( \omega \in \mathbb{R} \), \( \epsilon \in [0, \frac{1}{4}] \).

**Proof.** On \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), there exist \( a(\lambda) \) and \( b(\lambda) \) such that

\[
v_1(\rho; \lambda) = a(\lambda)v_0(\rho; \lambda) + b(\lambda)v_0(\rho; \lambda),
\]

where

\[
a(\lambda) = \frac{W(v_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda))}{W(v_0(\cdot; \lambda), v_0(\cdot; \lambda))} = -W(v_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)),
\]

\[
b(\lambda) = \frac{-W(v_1(\cdot; \lambda), v_0(\cdot; \lambda))}{W(v_0(\cdot; \lambda), v_0(\cdot; \lambda))} = W(v_1(\cdot; \lambda), v_0(\cdot; \lambda)).
\]

So far we only have valid expressions of \( v_1 \) and \( \tilde{v}_1 \) on \( \rho \in [\delta_1 \langle \omega \rangle^{-1}, 1] \) from Lemma 3.6. Since we have chosen \( \delta_1 \leq \delta_0 \), these expressions are valid at the point \( \rho = \delta_0 \langle \omega \rangle^{-1} \). In order to compute \( W(v_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) \) and \( W(v_1(\cdot; \lambda), v_0(\cdot; \lambda)) \), we evaluate at \( \rho = \delta_0 \langle \omega \rangle^{-1} \). Using Lemmas 3.6 and 3.5 we have

\[
W(v_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) = W(\psi_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) [1 + O(\langle \omega \rangle^{-2})] \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right]
\]

\[
+ \tilde{\psi}_0(\delta_0 \langle \omega \rangle^{-1}; \lambda) \psi_1(\delta_0 \langle \omega \rangle^{-1}; \lambda) O(\langle \omega \rangle^{-1})
\]

\[
= W(\psi_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right] + O(\langle \omega \rangle^{-2}),
\]

where the second line follows from \( \tilde{\psi}_0(\delta_0 \langle \omega \rangle^{-1}; \lambda) = O(\langle \omega \rangle^{-2}) \) and \( \psi_1(\delta_0 \langle \omega \rangle^{-1}; \lambda) = O(\langle \omega \rangle) \).

The function \( a_1 \) is from Lemma 3.6. Since \( \psi_1 \) and \( \tilde{\psi}_0 \) are explicitly defined, we can compute
that

\[
W(\psi_1(\rho; \lambda), \tilde{\psi}_0(\rho; \lambda)) = \psi_1(\rho; \lambda)\tilde{\psi}_0'(\rho; \lambda) - \psi_1'(\rho; \lambda)\tilde{\psi}_0(\rho; \lambda) \\
= \psi_1(\rho; \lambda)\tilde{\psi}_0'(\rho; \lambda) \int_{\rho}^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2}ds - \psi_1(\rho; \lambda)\psi_0(\rho; \lambda)^{-1} \\
- \psi_1'(\rho; \lambda)\psi_0(\rho; \lambda) \int_{\rho}^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2}ds \\
=W(\psi_1(\rho; \lambda), \psi_0(\rho; \lambda)) \int_{\rho}^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2}ds - \psi_1(\rho; \lambda)\psi_0(\rho; \lambda)^{-1} \\
= -W(\lambda) \int_{\rho}^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2}ds - \psi_1(\rho; \lambda)\psi_0(\rho; \lambda)^{-1},
\]

which is a constant in \( \rho \) by the structure of the ODE. Evaluating at \( \rho = \delta_0 \langle \omega \rangle^{-1} \), we see that

\[
W(\psi_1(\cdot; \lambda), \tilde{\psi}_0(\cdot; \lambda)) = \psi_1(\delta_0 \langle \omega \rangle^{-1}; \lambda)\psi_0(\delta_0 \langle \omega \rangle^{-1}; \lambda)^{-1} = O(\langle \omega \rangle^0).
\]

But for now we do not evaluate it, instead we use that the expression valid for all \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \), not just at one point. So we obtain

\[
a(\lambda) = -W(v_1(\cdot; \lambda), \tilde{v}_0(\cdot; \lambda)) \\
= \left( W(\lambda) \int_{\rho}^{\delta_0(\omega)^{-1}} \psi_0(s; \lambda)^{-2}ds + \psi_1(\rho; \lambda)\psi_0(\rho; \lambda)^{-1} \right) \\
\times \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right]
\]

for \( \rho \in (0, \delta_0 \langle \omega \rangle^{-1}] \). On the other hand, evaluating at \( \rho = \delta_0 \langle \omega \rangle^{-1} \) we have

\[
b(\lambda) = W(v_1(\cdot; \lambda), v_0(\cdot; \lambda)) \\
= W(\psi_1(\cdot; \lambda), \psi_0(\cdot; \lambda)) \left[ 1 + O(\langle \omega \rangle^{-2}) \right] \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right] \\
+ \psi_0(\delta_0 \langle \omega \rangle^{-1}; \lambda)\psi_1(\delta_0 \langle \omega \rangle^{-1}; \lambda)O(\langle \omega \rangle^{-1}) \\
= W(\psi_1(\cdot; \lambda), \psi_0(\cdot; \lambda)) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right] \\
= -W(\lambda) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right],
\]
where in the second line we used $\psi_0(\delta_0 \langle \omega \rangle^{-1}; \lambda) = O(\langle \omega \rangle)$, $\psi_1(\delta_0 \langle \omega \rangle^{-1}; \lambda) = O(\langle \omega \rangle)$, and $W(\lambda) = O(\langle \omega \rangle^3)$. Hence

$$v_1(\rho; \lambda) = v_0(\rho; \lambda) \left( W(\lambda) \int_{\rho}^{\delta_0 \langle \omega \rangle^{-1}} \psi_0(s; \lambda)^{-2} ds + \psi_1(\rho; \lambda) \psi_0(\rho; \lambda)^{-1} \right)$$

$$\times \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right]$$

$$- \tilde{v}_0(\rho; \lambda) W(\lambda) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right]$$

$$= W(\lambda) \tilde{v}_0(\rho; \lambda) [1 + O(\rho^0 \langle \omega \rangle^{-2})]$$

$$+ \psi_1(\rho; \lambda) [1 + O(\rho^2 \langle \omega \rangle^0)] \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right]$$

$$- W(\lambda) \tilde{v}_0(\rho; \lambda) [1 + O(\rho^0 \langle \omega \rangle^{-2})]$$

$$= W(\lambda) \tilde{v}_0(\rho; \lambda) [O(\rho^0 \langle \omega \rangle^{-2})]$$

$$+ \psi_1(\rho; \lambda) \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2}) \right].$$

Then we use $\tilde{v}_0(\rho; \lambda) = O(\rho^{-1} \langle \omega \rangle^{-3})$ and $\psi_1(\rho; \lambda)^{-1} = O(\rho \langle \omega \rangle^0)$ for small $\rho$, and see that

$$\frac{v_1(\rho; \lambda)}{\psi_1(\rho; \lambda)} = \frac{\tilde{v}_0(\rho; \lambda)}{\psi_1(\rho; \lambda)} O(\langle \omega \rangle^3) \left[ O(\rho^0 \langle \omega \rangle^{-2}) \right]$$

$$+ \left[ 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2}) \right]$$

$$= 1 + \frac{1 - 2\lambda}{(3 - 2\lambda)(1 + 2\lambda)} a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2})$$

$$= 1 + O_o(\langle \omega \rangle^{-1}) + O(\rho^0 \langle \omega \rangle^{-2})$$

Here we have used that $a_1(\delta_0 \langle \omega \rangle^{-1}) = O(\langle \omega \rangle^0)$ is an even function in $\omega$. The second solution is again given by $\tilde{v}_1(\rho; \lambda) = v_1(\rho; 1 - \lambda)$ as in the last part of the proof of Lemma 3.6. □

In the next step, we express $v_0$ in terms of the fundamental system $\{v_0, \tilde{v}_0\}$ on the interval $\rho \in [\delta_1 \langle \omega \rangle^{-1}, 1]$.

**Lemma 3.8.** The solution $v_0$ has the representation

$$v_0(\rho; \lambda) = [1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})]v_1(\rho; \lambda) - [1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})] \tilde{v}_1(\rho; \lambda)$$

for all $\rho \in [\delta_1 \langle \omega \rangle^{-1}, 1]$, $\omega \in \mathbb{R}$, $\epsilon \in [0, \frac{1}{4}]$.

**Proof.** Since the Wronskian is constant, we can evaluate at $\rho = 1$ and get

$$W(v_1(:, \lambda), \tilde{v}_1(:, \lambda))$$

$$= W(\psi_1(:, \lambda), \tilde{v}_1(:, \lambda)) [1 + O(\rho^0 (1 - \rho) \langle \omega \rangle^{-1})] + \psi_1(1; \lambda) \tilde{v}_1(1; \lambda) O(\rho^{-1} (1 - \rho)^0 \langle \omega \rangle^{-1})$$

$$= W(\psi_1(:, \lambda), \tilde{v}_1(:, \lambda)) = W(\lambda).$$
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So there exist $a(\lambda)$ and $b(\lambda)$ such that
\[ v_0(\rho; \lambda) = a(\lambda)v_1(\rho; \lambda) + b(\lambda)\bar{v}_1(\rho; \lambda), \]
given by
\[ a(\lambda) = \frac{W(v_0(\cdot; \lambda), \bar{v}_1(\cdot; \lambda))}{W(v_1(\cdot; \lambda), \bar{v}_1(\cdot; \lambda))} = \frac{W(v_0(\cdot; \lambda), \bar{v}_1(\cdot; \lambda))}{W(\lambda)}, \]
\[ b(\lambda) = -\frac{W(v_0(\cdot; \lambda), v_1(\cdot; \lambda))}{W(v_1(\cdot; \lambda), \bar{v}_1(\cdot; \lambda))} = -\frac{W(v_0(\cdot; \lambda), v_1(\cdot; \lambda))}{W(\lambda)}. \]
By using Lemma 3.6 and evaluating at $\rho = \delta_0 \langle \omega \rangle^{-1}$, we have
\[ W(v_0(\cdot; \lambda), \bar{v}_1(\cdot; \lambda)) = W(\psi(\cdot; \lambda), \bar{\psi}(\cdot; \lambda)) \left[ 1 + O_o(\langle \omega \rangle^{-1})a_1(\delta_0 \langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \right] \]
\[ + \bar{\psi}(\delta_0 \langle \omega \rangle^{-1}; \lambda)\psi_0(\delta_0 \langle \omega \rangle^{-1}; \lambda)O(\langle \omega \rangle^{-1}) \]
\[ = W(\lambda)[1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})], \]
\[ a(\lambda) = [1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})]. \]
Similarly,
\[ W(v_0(\cdot; \lambda), v_1(\cdot; \lambda)) = W(\lambda)[1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})], \]
so
\[ b(\lambda) = -[1 + O_o(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2})]. \]

3.4. The Wronskian. The transformation
\[ u_j(\rho) = \rho^{-2}(1 - \rho^2)^{-\frac{1}{2} - \frac{\lambda}{2}}v_j(\rho) \]
now gives solutions $u_j, j = 0, 1$ to (3.1) with $F_\lambda = 0$. Near $\rho = 0$ we have
\[ \lim_{\rho \to 0^+} u_0(\rho; \lambda) = \lim_{\rho \to 0^+} \frac{v_0(\rho; \lambda)}{\rho^2} = \lim_{\rho \to 0^+} \frac{\psi_0(\rho; \lambda)}{\rho^2} = -\frac{1}{6}W(\lambda) = O(\langle \lambda \rangle^3), \]
and we see that $u_0(\cdot; \lambda) \in C([0, 1]) \cap C^\infty(0, 1)$. Taking its derivative with respect to $\rho$, we have, for $\rho \in [0, \delta_0 \langle \omega \rangle^{-1}]$, $\lambda = \epsilon + i\omega$,
\[ |u_0(\rho; \lambda)| \lesssim \rho^{-1} \langle \omega \rangle^3. \]
Hence $u_0(\cdot; \lambda) \in H^1(\mathbb{B}_{1-\delta}^5)$ for all $\delta \in (0, 1)$. On the other hand, near $\rho = 1$, from the transformation we have
\[ \lim_{\rho \to 1^-} u_1(\rho; \lambda) \]
\[ = \lim_{\rho \to 1^-} \left[ \rho^{-3}(1 + \rho)^{\frac{1}{2} - \lambda}(2 + \rho(-1 + 2\lambda)) \left[ 1 + O_o(\langle \omega \rangle^{-1})a_1(\rho) + O(\rho^0(1 - \rho) \langle \omega \rangle^{-2}) \right] \right] \]
\[ = 2^{\frac{1}{2} - \lambda}(1 + 2\lambda) = O(\langle \lambda \rangle), \]
and its derivative is
\[ \lim_{\rho \to 1^-} u_1'(\rho; \lambda) = O(\langle \lambda \rangle^2). \]
Hence $u_1(\cdot; \lambda) \in C^1(0, 1] \cap C^\infty(0, 1)$, so $u_1 \in H^1(\mathbb{B}^5 \setminus \{0\})$. 27
Another two solutions to (3.1) are given by, for \( j = 0, 1 \),
\[
\tilde{u}_j(\rho) = \rho^{-2}(1 - \rho^2)^{-\frac{1}{2} - \frac{j}{2}} v_j(\rho).
\]

The next step is to construct the Wronskian of the fundamental system \( \{ u_0, u_1 \} \). Here we turn our attention to the specific potential \( V(\rho) = -\frac{35}{4} \), i.e., we are looking at (2.12).

**Lemma 3.9.** We have
\[
W(u_0(\cdot; \lambda), u_1(\cdot; \lambda)) = W(\lambda)w_0(\lambda)\rho^{-4}(1 - \rho^2)^{-\frac{1}{2} - \lambda}
\]
where \( w_0(\epsilon + i\omega) = 1 + O(\langle \omega \rangle^{-1}) + O(\langle \omega \rangle^{-2}) \) for \( \rho \in (0, 1) \), \( \epsilon \in [0, \frac{1}{4}] \), \( \omega \in \mathbb{R} \). Moreover, \( |w_0(\lambda)| \gtrsim 1 \) for all \( \lambda \in \mathbb{C} \) with \( \text{Re}\lambda \in [0, \frac{1}{4}] \).

**Proof.** From the transformation we compute directly
\[
W(u_0(\cdot; \lambda), u_1(\cdot; \lambda)) = W(v_0(\cdot; \lambda), v_1(\cdot; \lambda))\rho^{-4}(1 - \rho^2)^{-\frac{1}{2} - \lambda}
\]
\[
= W(\lambda) \left[ 1 + O,\langle \omega \rangle^{-1} + O(\langle \omega \rangle^{-2}) \right] \rho^{-4}(1 - \rho^2)^{-\frac{1}{2} - \lambda},
\]
which is in the stated form.

Next we show that \( |w_0(\lambda)| \neq 0 \). Since
\[
w_0(\lambda) = \frac{W(v_0(\cdot; \lambda), v_1(\cdot; \lambda))}{W(\lambda)},
\]
so \( w_0 \neq 0 \) if and only if \( W(v_0(\cdot; \lambda), v_1(\cdot; \lambda)) \neq 0 \). Moreover, since
\[
W(v_0(\cdot; \lambda), v_1(\cdot; \lambda)) = \rho^4(1 - \rho^2)^{\frac{1}{2} + \lambda}W(u_0(\cdot; \lambda), u_1(\cdot; \lambda)),
\]
\( W(v_0(\cdot; \lambda), v_1(\cdot; \lambda)) \neq 0 \) if and only if \( W(u_0(\rho; \lambda), u_1(\rho; \lambda)) \neq 0 \) for \( \rho \in (0, 1) \). So we define \( h(\rho^2) = u(\rho) \) and set \( z = \rho^2 \), then (3.1) with \( F_\lambda = 0 \) is transformed to the hypergeometric differential equation (2.10). This equation was studied in Lemma 2.5. By comparing the asymptotics as \( \rho \to 0^+ \) we see that
\[
\begin{align*}
\quad\quad\quad\quad\quad\quad u_0(\rho; \lambda) &= h_0(\rho^2; \lambda)O(\langle \omega \rangle^3), \\
\tilde{u}_0(\rho; \lambda) &= \tilde{h}(\rho^2; \lambda)O(\langle \omega \rangle^{-3}).
\end{align*}
\]
and
\[
\begin{align*}
\quad\quad\quad\quad\quad\quad u_1(\rho; \lambda) &= h_1(\rho^2; \lambda).
\end{align*}
\]
So the Wronskian \( W(u_0(\rho; \lambda), u_1(\rho; \lambda)) \neq 0 \) if and only if \( h_0(\cdot; \lambda) \) and \( h_1(\cdot; \lambda) \) are linearly independent. From (2.11), \( h_0(\cdot; \lambda) \) and \( h_1(\cdot; \lambda) \) are linearly dependent only when
\[
-a = -\frac{\lambda}{2} - \frac{5}{2} \in \mathbb{N}_0 \text{ or } -b = -\frac{\lambda}{2} + \frac{1}{2} \in \mathbb{N}_0.
\]
But this never happens for \( \lambda = \epsilon + i\omega, \epsilon \in [0, \frac{1}{4}] \). Therefore we obtain
\[
|w_0(\lambda)| = \left| \frac{W(v_0(\cdot; \lambda), v_1(\cdot; \lambda))}{W(\lambda)} \right| \gtrsim 1
\]
as stated. \( \Box \)

This shows that \( \{ u_0(\cdot; \lambda, u_1(\cdot; \lambda) \} \) is a fundamental system for (2.12) with \( F_\lambda = 0 \).
Corollary 3.10. We have
\[
\frac{1}{w_0(\lambda)} = 1 + \mathcal{O}_o(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2})
\]
for the function \(w_0\) from Lemma 3.9, where \(\lambda = \epsilon + i\omega, \epsilon \in [0, \frac{1}{2}], \omega \in \mathbb{R}\).

Proof. We write
\[
\frac{1}{w_0(\lambda)} = \frac{w_0(\lambda)}{|w_0(\lambda)|^2} = [1 + \mathcal{O}_o(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2})] [1 + \mathcal{O}(\langle \omega \rangle^{-1})] = 1 + \mathcal{O}_o(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2}).
\]

\[\square\]

3.5. Decomposition of the Green function. We first set
\[
\varphi_1(\rho; \lambda) := \rho^{-2}(1 - \rho^2)^{-\frac{1}{2}}\tilde{\psi}_1(\rho; \lambda) = \rho^{-3}(1 + \rho)^{\frac{1}{2} - \lambda}(2 + \rho(-1 + 2\lambda)),
\]
\[
\tilde{\varphi}_1(\rho; \lambda) := \rho^{-2}(1 - \rho^2)^{-\frac{1}{2}}\tilde{\psi}_1(\rho; \lambda) = \rho^{-3}(1 - \rho)^{\frac{1}{2} - \lambda}(2 + \rho(1 - 2\lambda)),
\]
and
\[
\varphi_0(\rho; \lambda) := \varphi_1(\rho; \lambda) - \tilde{\varphi}_1(\rho; \lambda).
\]
Then \(\{\varphi_0(\cdot, \lambda), \varphi_1(\cdot, \lambda)\}\) is a fundamental system of (3.11) with \(F_\lambda = V = 0\). The Green function is given by
\[
G_0(\rho, s; \lambda) = \frac{s^4(1 - s^2)^{-\frac{1}{2} + \lambda}}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \begin{cases} 
\varphi_0(\rho; \lambda)\varphi_1(s; \lambda) & \text{if } \rho \leq s \\
\varphi_0(s; \lambda)\varphi_1(\rho; \lambda) & \text{if } \rho \geq s 
\end{cases},
\]
which is the Green function that gives the semigroup \(S_0\) using Laplace inversion.

General solutions to (2.12) are given by
\[
u(\rho; \lambda) = c_0(\lambda)u_0(\rho; \lambda) + c_1(\lambda)u_1(\rho; \lambda)
\]
\[-\int_0^\rho \frac{u_0(s; \lambda)u_1(\rho; \lambda)}{W(u_0(\cdot, \lambda), u_1(\cdot, \lambda))}(s) \frac{F_\lambda(s)}{1 - s^2} ds - \int_\rho^1 \frac{u_0(\rho; \lambda)u_1(s; \lambda)}{W(u_0(\cdot, \lambda), u_1(\cdot, \lambda))}(s) \frac{F_\lambda(s)}{1 - s^2} ds,
\]
where \(c_0(\lambda), c_1(\lambda)\) are arbitrary constants. But since neither \(u_0(\cdot; \lambda)\) nor \(u_1(\cdot; \lambda)\) belongs to \(H^1(\mathbb{R}^5)\), we choose \(c_0\) and \(c_1\) to be identically 0. Then there is a unique solution in \(H^1(\mathbb{R}^5)\) given by
\[
u(\rho; \lambda) = -\int_0^\rho \frac{u_0(s; \lambda)u_1(\rho; \lambda)}{W(u_0(\cdot, \lambda), u_1(\cdot, \lambda))}(s) \frac{F_\lambda(s)}{1 - s^2} ds - \int_\rho^1 \frac{u_0(\rho; \lambda)u_1(s; \lambda)}{W(u_0(\cdot, \lambda), u_1(\cdot, \lambda))}(s) \frac{F_\lambda(s)}{1 - s^2} ds.
\]
So the Green function for (2.12) is given by
\[
G(\rho, s; \lambda) = \frac{s^4(1 - s^2)^{-\frac{1}{2} + \lambda}}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)w_0(\lambda)} \begin{cases} 
u_0(\rho; \lambda)u_1(s; \lambda) & \text{if } \rho \leq s \\
u_1(\rho; \lambda)u_0(s; \lambda) & \text{if } \rho \geq s 
\end{cases},
\]
which is the Green function in the integral kernel of (2.13).

We define a smooth cut-off \(\chi : \mathbb{R} \to [0, 1]\) with \(\chi(x) = 1\) for \(|x| \leq \delta_1\) and \(\chi(x) = 0\) for \(|x| \geq \delta_0\), where \(\delta_0\) and \(\delta_1\) are chosen from before. We decompose \(G\) in the following way.
Lemma 3.11. We have

\[ G(\rho, s; \lambda) = G_0(\rho, s; \lambda) + \sum_{n=1}^{6} G_n(\rho, s; \lambda), \]

where

\[
\begin{align*}
G_1(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho)\chi(\rho \langle \omega \rangle) s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_0(\rho; \lambda)\varphi_1(s; \lambda) \gamma_1(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \\
G_2(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_1(\rho; \lambda)\varphi_1(s; \lambda) \gamma_2(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \\
G_3(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_1(\rho; \lambda)\varphi_1(s; \lambda) \gamma_3(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \\
G_4(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho)\chi(s \langle \omega \rangle) s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_1(\rho; \lambda)\varphi_0(s; \lambda) \gamma_4(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \\
G_5(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_1(\rho; \lambda)\varphi_1(s; \lambda) \gamma_5(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)} \\
G_6(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_1(\rho; \lambda)\varphi_1(s; \lambda) \gamma_6(\rho, s; \lambda) \\ &\quad \cdot \frac{1}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)},
\end{align*}
\]

and

\[
\gamma_n(\rho, s; \lambda) = \mathcal{O}(\rho^0 s^0) \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}((1 - \rho)^0 s^0 \langle \omega \rangle^{-2}) + \mathcal{O}(\rho^0 (1 - s) \langle \omega \rangle^{-2}),
\]

for all \( \rho, s \in (0, 1) \), \( \lambda = \epsilon + i\omega, \epsilon \in [0, \frac{1}{4}] \), \( \omega \in \mathbb{R} \), \( n \in \{1, 2, \ldots, 6\} \).

Proof. From Lemmas 3.6 and 3.7 we have

\[
\begin{align*}
\rho_1(\rho; \lambda) &= \chi(\rho \langle \omega \rangle) u_1(\rho; \lambda) + [1 - \chi(\rho \langle \omega \rangle)] u_1(\rho; \lambda) \\ &= \chi(\rho \langle \omega \rangle) \varphi_1(\rho; \lambda)[1 + \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(\rho^0 \langle \omega \rangle^{-2})] \\ &\quad + [1 - \chi(\rho \langle \omega \rangle)] \varphi_1(\rho; \lambda)[1 + \mathcal{O}_0(\langle \omega \rangle^{-1})] u_1(\rho) + \mathcal{O}(\rho^0 (1 - \rho) \langle \omega \rangle^{-2})] \\ &= \varphi_1(\rho; \lambda)[1 + \mathcal{O}(\rho^0) \mathcal{O}_0(\langle \omega \rangle^{-1})] + \mathcal{O}(\rho^0 (1 - \rho) \langle \omega \rangle^{-2})].
\end{align*}
\]

On the other hand, using Lemmas 3.4, 3.6 and 3.8 we have

\[
\begin{align*}
\rho_0(\rho; \lambda) &= \chi(\rho \langle \omega \rangle) u_0(\rho; \lambda) + [1 - \chi(\rho \langle \omega \rangle)] u_0(\rho; \lambda) \\ &= \chi(\rho \langle \omega \rangle) \varphi_0(\rho; \lambda) [1 + \mathcal{O}(\rho^0 \langle \omega \rangle^{-2})] \\ &\quad + [1 - \chi(\rho \langle \omega \rangle)] u_1(\rho; \lambda) [1 + \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2})] \\ &\quad - [1 - \chi(\rho \langle \omega \rangle)] \tilde{u}_1(\rho; \lambda) [1 + \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2})] \\ &= \chi(\rho \langle \omega \rangle) \varphi_0(\rho; \lambda) [1 + \mathcal{O}(\rho^0 \langle \omega \rangle^{-2})] \\ &\quad + [1 - \chi(\rho \langle \omega \rangle)] \varphi_1(\rho; \lambda) [1 + \mathcal{O}(\rho^0) \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(\rho^0 (1 - \rho) \langle \omega \rangle^{-2}) + \mathcal{O}(\langle \omega \rangle^{-2})] \\ &\quad - [1 - \chi(\rho \langle \omega \rangle)] \tilde{\varphi}_1(\rho; \lambda) [1 + \mathcal{O}(\rho^0) \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(\rho^0 (1 - \rho) \langle \omega \rangle^{-2}) + \mathcal{O}(\langle \omega \rangle^{-2})].
\end{align*}
\]

Then we obtain the stated decomposition from Corollary 3.10. \(\square\)
3.6. The semigroup. Using Lemma 3.11, the representation of the semigroup in (2.13) is given by

\[ (3.9) \quad [S(\tau) \hat{f}]_1(\rho) = [S_0(\tau) \hat{f}]_1(\rho) + \frac{1}{2\pi i} \lim_{N \to \infty} \sum_{n=1}^{6} \int_{\epsilon-iN}^{\epsilon+iN} e^{\lambda \tau} \int_0^1 G_n(\rho, s; \lambda) F_\lambda(s) ds d\lambda \]

for any \( \epsilon > 0 \), \( \hat{f} = (\hat{f}_1, \hat{f}_2) \in \text{rg}(I - P) \cap C^2 \times C^1([0, 1]) \), and

\[ F_\lambda(s) = s \tilde{f}_1'(s) + \left( \lambda + \frac{5}{2} \right) \tilde{f}_1(s) + \tilde{f}_2(s). \]

So we define, for \( n \in \{1, 2, \ldots, 6\} \), \( f \in C([0, 1]) \), the operators

\[ T_{n,s}(\tau) f(\rho) := \frac{1}{2\pi i} \int_{\epsilon-iN}^{\epsilon+iN} e^{\lambda \tau} \int_0^1 G_n(\rho, s; \lambda) f(s) ds d\lambda \]

\[ = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_0^1 e^{(\epsilon+i\omega) \tau} G_n(\rho, s; \epsilon+i\omega) f(s) ds d\omega \]

for \( \tau \geq 0 \) and \( \rho \in (0, 1) \). We would like to take the limit \( \epsilon \to 0^+ \). Indeed, for all \( \rho \in (0, 1) \), \( \epsilon \in [0, \frac{1}{4}] \), and \( \omega \in \mathbb{R} \) we have \( |\phi_1(\rho; \epsilon+i\omega)| + |\tilde{\phi}_1(\rho; \epsilon+i\omega)| \lesssim \rho^{-3} + \rho^{-2} |\omega| \), so \( |G_n(\rho, s; \epsilon+i\omega)| \lesssim \rho^{-3}s(1-s)^{-\frac{1}{2}} + |\omega|^{-2} \). By dominated convergence and Fubini, we have

\[ T_n(\tau) f(\rho) := \lim_{\epsilon \to 0^+} T_{n,s}(\tau) f(\rho) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_0^1 e^{i\omega \tau} G_n(\rho, s; \omega) f(s) ds d\omega \]

\[ = \frac{1}{2\pi} \int_0^1 \int_{-\infty}^{\infty} e^{i\omega \tau} G_n(\rho, s; \omega) d\omega f(s) ds. \]

3.7. Representations of \( \varphi_0 \). In this section we apply the fundamental theorem of calculus to \( \varphi_0(\rho; \lambda) \rho^3 \) to obtain two ways of writing this term. These representations will be useful when we estimate the oscillatory integrals. Since \( \lim_{\rho \to 0} \varphi_0(\rho) \rho^3 = 0 \), we have

\[ \varphi_0(\rho; \lambda) \rho^3 = -\frac{1}{2} (3 - 2\lambda)(1 - 2\lambda) \int_0^{\rho} \left( (1 + t_1)^{-\frac{1}{2} - \lambda} - (1 - t)^{-\frac{1}{2} - \lambda} \right) t_1 dt_1 \]

\[ = -\rho^2 (3 - 2\lambda)(1 - 2\lambda) \int_{-1}^{1} (1 + \rho t_1)^{-\frac{1}{2} - \lambda} t_1 dt_1. \]

Then we have

\[ (3.10) \quad \varphi_0(\rho; \lambda) = \frac{1}{2\rho} (3 - 2\lambda)(-1 + 2\lambda) \int_{-1}^{1} (1 + \rho t_1)^{-\frac{1}{2} - \lambda} t_1 dt_1 \]

Notice that \( (1 + \rho t_1)^{-\frac{1}{2} - \lambda} t_1 |_{\rho=0} = t_1 \), so we can write

\[ (1 + \rho t_1)^{-\frac{1}{2} - \lambda} t_1 = \int_0^\rho \frac{d}{dt_2} (1 + t_1 t_2)^{-\frac{1}{2} - \lambda} t_1 dt_2 + t_1 \]

\[ = -\frac{\rho(1 + 2\lambda)}{2} \int_0^1 (1 + \rho t_1 t_2)^{-\frac{3}{2} - \lambda} t_1 dt_2 + t_1 \]
Then
\[
\int_{-1}^{1} (1 + \rho t_1)^{-\frac{1}{2}} \lambda t_1 dt_1 = -\frac{\rho(1 + 2\lambda)}{2} \int_{-1}^{1} \int_{0}^{1} (1 + \rho t_2)^{-\frac{1}{2}} \lambda t_2 dt_2 dt_1 + \int_{-1}^{1} t_1 dt_1
\]
\[= -\frac{\rho(1 + 2\lambda)}{2} \int_{-1}^{1} \int_{0}^{1} (1 + \rho t_2)^{-\frac{1}{2}} \lambda t_2 dt_2 dt_1.
\]
Hence we can further reduce \(\varphi_0\) in the form
\[
(3.11) \quad \varphi_0(\rho; \lambda) = -\frac{(3 - 2\lambda)(-1 + 2\lambda)(1 + 2\lambda)}{4} \int_{-1}^{1} \int_{0}^{1} (1 + \rho t_2)^{-\frac{1}{2}} \lambda t_2 dt_2 dt_1.
\]

4. STRICHERTZ ESTIMATES OF THE FULL SEMIGROUP

4.1. Preliminary. We first introduce some results that will be useful. We start with recalling the result on oscillatory integrals from [5].

**Lemma 4.1 ([5, Lemma 4.2]).** We have
\[
\left| \int_{\mathbb{R}} e^{i a \omega} [\mathcal{O}_a(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2})] d\omega \right| \lesssim \langle a \rangle^{-2}
\]
for all \(a \in \mathbb{R} \setminus \{0\} \). \(\square\)

The next result is in the same spirit as Lemma 4.1.

**Lemma 4.2.** Let \(\alpha \in (0, 1)\). Then we have
\[
\left| \int_{\mathbb{R}} e^{i a \omega} \mathcal{O}(\langle \omega \rangle^{-\alpha}) d\omega \right| \lesssim |a|^{-1+\alpha} \langle a \rangle^{-2}
\]
for all \(a \in \mathbb{R} \setminus \{0\} \).

**Proof.** Without loss of generality assume \(a > 0\). We decompose
\[
\int_{\mathbb{R}} e^{i a \omega} \mathcal{O}(\langle \omega \rangle^{-\alpha}) d\omega
\]
\[= \int_{\mathbb{R}} e^{i a \omega} \mathcal{O}(\langle \omega \rangle^{-\alpha}) \chi(a\omega) d\omega + \int_{\mathbb{R}} e^{i a \omega} \mathcal{O}(\langle \omega \rangle^{-\alpha}) [1 - \chi(a\omega)] d\omega
\]
\[=: I_1(a) + I_2(a).
\]
So we have
\[
I_1(a) = \int_{\mathbb{R}} e^{i a \omega} \mathcal{O}(\langle \omega \rangle^{-\alpha}) \chi(a\omega) d\omega = a^{-1} \int_{\mathbb{R}} e^{i \omega} \mathcal{O} \left(\frac{\omega}{a}\right)^{-\alpha} \chi(\omega) d\omega = O \left(a^{-1+\alpha}\right),
\]
and an integration by parts gives
\[
I_2(a) = a^{-1} \int_{\mathbb{R}} [1 - \chi(a\omega)] e^{i a \omega} \mathcal{O}(\omega^{-\alpha-1}) d\omega + \int_{\mathbb{R}} \chi'(a\omega) e^{i a \omega} (\omega^{-\alpha}) d\omega
\]
\[= a^{-2} \int_{\mathbb{R}} [1 - \chi(\omega)] e^{i \omega} \mathcal{O} \left(\frac{\omega}{a}\right)^{-\alpha-1} d\omega + a^{-1} \int_{\mathbb{R}} \chi'(\omega) e^{i \omega} \left(\frac{\omega}{a}\right)^{-\alpha} d\omega
\]
\[= O \left(a^{-1+\alpha}\right).
\]
Moreover, for $a \geq 1$, we can do integration by parts as many times as we want and get
\[
\int_{\mathbb{R}} e^{ia\omega} O(\langle \omega \rangle^{-a}) d\omega = O(\langle a \rangle^{-2}).
\]
This gives the stated bound. \qed

We also have two results for the non-oscillatory case.

**Lemma 4.3.** We have
\[
\left| \rho^{-n} \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] e^{ia\omega} O(\langle \omega \rangle^{-n-1}) d\omega \right| \lesssim \langle a \rangle^{-2},
\]
for all $n \geq 1$, $\rho \in (0, 1)$, and $a \in \mathbb{R}$.

**Proof.** We compute
\[
\rho^{-n} \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] O(\langle \omega \rangle^{-n-1}) d\omega
= \rho^{-n} \int_{\mathbb{R}} \chi(|\omega|) [1 - \chi(\rho \langle \omega \rangle)] O(\langle \omega \rangle^{-n-1}) d\omega + \rho^{-n} \int_{\mathbb{R}} [1 - \chi(|\omega|)] [1 - \chi(\rho \langle \omega \rangle)] O(|\omega|^{-n}) d\omega
= \int_{\mathbb{R}} \chi(|\omega|) [1 - \chi(\rho \langle \omega \rangle)] O(\langle \omega \rangle^{-1}) d\omega + \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] [1 - \chi(|\omega|)] O(\rho^0 |\omega|^{-n}) d\omega
= O(\rho^0).
\]
Then the statement follows from two integrations by parts. \qed

The next lemma is similar.

**Lemma 4.4.** We have
\[
\left| \rho^{-n} \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] e^{ia\omega} O(\langle \omega \rangle^{-n}) d\omega \right| \lesssim |a|^{-1} \langle a \rangle^{-2},
\]
for $n \geq 2$, $\rho \in (0, 1)$, and $a \in \mathbb{R} \setminus \{0\}$.

**Proof.** Without loss of generality we assume $a > 0$. Integrating by parts once we get
\[
\rho^{-n} \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] e^{ia\omega} O(\langle \omega \rangle^{-n}) d\omega
= a^{-1} \rho^{-n} \int_{\mathbb{R}} [1 - \chi(\rho \langle \omega \rangle)] e^{ia\omega} O(\langle \omega \rangle^{-n-1}) d\omega + a^{-1} \rho^{-n+1} \int_{\mathbb{R}} \chi'(\rho \langle \omega \rangle) e^{ia\omega} O(\langle \omega \rangle^{-n}) d\omega
= a^{-1} (I_1(\rho, a) + I_2(\rho, a)),
\]
where both $I_1$ and $I_2$ are $O(\rho^0)$ by a similar computation as in Lemma 4.3. Then, when $a \geq 1$, we integrate by parts twice more to obtain the statement. \qed
4.2. Kernel estimates. Our goal is now to estimate \( \|T_n(\tau)f\|_{L^p(\mathbb{B}^5)} \). Applying Minkowski’s inequality we get

\[
\|T_n(\tau)f\|_{L^p(\mathbb{B}^5)} \lesssim \left\| \int_0^1 f(s) \int_{\mathbb{R}} e^{i\omega \tau} G_n(\rho, s; i\omega) d\omega ds \right\|_{L^p(\mathbb{B}^5)} \\
\leq \int_0^1 |f(s)| \left\| \int_{\mathbb{R}} e^{i\omega \tau} G_n(\rho, s; i\omega) d\omega \right\|_{L^p(\mathbb{B}^5)} ds.
\]

We have the following result.

**Proposition 4.5.** We have the bounds

\[
\left\| \int_{\mathbb{R}} e^{i\omega \tau} G_n(\rho, s; \omega) d\omega \right\|_{L^p(\mathbb{B}^5)} \lesssim s^2(1-s)^{-\frac{1}{2}} |\tau + \log(1-s)|^{-\frac{1}{m}} < \frac{1}{\tau + \log(1-s)}
\]

for all \( \tau \geq 0, s \in (0, 1), \) and \( n \in \{1, 2, \ldots, 6\} \).

**Proof.** For \( G_1 \) we have

\[
\int_{\mathbb{R}} e^{i\omega \tau} G_1(\rho, s; \omega) d\omega = \int_{\mathbb{R}} \chi(\rho, \omega)) e^{i\omega \tau} 1_{R_+} (s-\rho) \frac{s(1-s)^{-\frac{1}{2}} + (2 + s(-1 + 2i\omega)) \varphi_0(\rho, i\omega)}{(3 - 2i\omega)(1 + 2i\omega)(1 - 2i\omega)} \gamma_1(\rho, s; i\omega) d\omega = 2 \cdot 1_{R_+} (s-\rho) s(1-s)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(\rho, \omega)) e^{i\omega (\tau + \log(1-s))} \varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega
\]

\[
\int_{\mathbb{R}} \chi(\rho, \omega)) e^{i\omega (\tau + \log(1-s))} \varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

\[
\int\int_{\mathbb{R}} e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

\[
\int\int_{\mathbb{R}} e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

\[
\int\int_{\mathbb{R}} e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

\[
\int\int_{\mathbb{R}} e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

\[
\int\int_{\mathbb{R}} e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \]

The order of integrations can be changed because \( \rho \in (0, 1) \) is fixed. Moreover, thanks to the cut-off \( \chi(\rho, \omega) \), we have \( |(1 + \rho t_1 t_2)^{-\frac{1}{2}}| \lesssim 1 \) and \( |\log(1 + \rho t_1 t_2)| \lesssim 1 \) for all \( t_1, t_2 \) in the respective domains. So we can use Lemma 4.1 and get

\[
\left| \int_{\mathbb{R}} \chi(\rho, \omega)) e^{i\omega(\tau + \log(1-s))}\varphi_0(\rho, i\omega) \gamma_1(\rho, s; i\omega) d\omega \right| \lesssim < \tau + \log(1-s) + \log(1 + \rho t_1 t_2) >^{-2} \lesssim < \tau + \log(1-s) >^{-2}.
\]
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Plugging this back in we have

\[(4.1) \quad |I_1(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} (\tau + \log(1 - s))^{-2},\]

so

\[
\|I_1(\cdot, s, \tau)\|_{L^5(\mathbb{R}^2)} \lesssim \left( \int_0^1 \left| 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} (\tau + \log(1 - s))^{-2} \right|^5 \rho^4 d\rho \right)^\frac{1}{5} \\
= s(1 - s)^{-\frac{1}{2}} (\tau + \log(1 - s))^{-2} \left( \int_0^s \rho^4 d\rho \right)^\frac{1}{5} \\
\approx s^2 (1 - s)^{-\frac{1}{2}} (\tau + \log(1 - s))^{-2}.
\]

For \(I_2\) we directly use that

\[
I_2(\rho, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) s^2 (1 - s)^{-\frac{1}{2}} \int_{\mathbb{R}} e^{i\omega (\tau + \log(1 - s))} \varphi_0(\rho; i\omega) \\
\times O(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-3}) \chi(\rho \langle \omega \rangle) d\omega,
\]

and we look at the integral kernel,

\[
\int_{\mathbb{R}} e^{i\omega (\tau + \log(1 - s))} \chi(\rho \langle \omega \rangle) O(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-3}) \varphi_0(\rho; i\omega) d\omega \\
= \int_{\mathbb{R}} e^{i\omega (\tau + \log(1 - s) - \log(1 + \rho))} \chi(\rho \langle \omega \rangle) O(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-3}) \\
\times \frac{1}{\rho^2} \left[ (1 + \rho)^{\frac{1}{2}} (2 + \rho(-1 + 2i\omega)) - e^{i\omega (\log(1 + \rho) - \log(1 - \rho))} (1 - \rho)^{\frac{1}{2}} (2 + \rho(1 - 2i\omega)) \right] d\omega.
\]

Since on the support of the cut-off \(\chi(\rho \langle \omega \rangle)\), we have \(e^{i\omega (\log(1 + \rho) - \log(1 - \rho))} = 1 + \mathcal{O}(\omega \rho)\), the function

\[
g(\rho, \omega) := (1 + \rho)^{\frac{1}{2}} (2 + \rho(-1 + 2i\omega)) - e^{i\omega (\log(1 + \rho) - \log(1 - \rho))} (1 - \rho)^{\frac{1}{2}} (2 + \rho(1 - 2i\omega))
\]

is of symbol type. Furthermore, we have

\[
g(0, \omega) = \partial_\rho g(\rho, \omega)|_{\rho=0} = \partial_\rho^2 g(\rho, \omega)|_{\rho=0} = 0 \quad \text{for all} \quad \omega \in \mathbb{R},
\]

so by Cauchy remainder we have

\[
g(\rho, \omega) = \frac{\rho^3}{2!} \int_0^1 \partial_1^2 g(\rho t, \omega) (1 - t)^2 dt,
\]

where \(\partial_1\) is the derivative with respect to the first variable. Since \(|\partial_1^2 g(\rho t, \omega)| \lesssim \langle \omega \rangle^3\) on the support of \(\chi(\rho \langle \omega \rangle)\), we obtain \(|g(\rho, \omega)| \lesssim \rho^3 \langle \omega \rangle^3\). Hence \(g(\rho, \omega) = \mathcal{O}(\rho^3 \langle \omega \rangle^3)\), and on the support of \(\chi(\rho \langle \omega \rangle)\), we also have \(g(\rho, \omega) = \mathcal{O}(\rho^{\frac{11}{3}} \langle \omega \rangle^{\frac{22}{3}})\). Thus Lemma 4.2 gives the
estimate
\[
\left| \int_{\mathbb{R}} e^{i\omega(r+\log(1-s))} \chi(\rho(\omega)) \mathcal{O}(\rho^0(1-\rho)^0 s^0(1-s)^0 \langle \omega \rangle^{-3}) \varphi_0(\rho; i\omega) d\omega \right|
\]
\[
= \left| \rho^{-\frac{2}{m}} \int_{\mathbb{R}} e^{i\omega(r+\log(1-s) - \log(1+\rho))} \chi(\rho(\omega)) \mathcal{O}(\rho^0(\omega)^{-\frac{2}{m}}) d\omega \right|
\]
\[
\lesssim \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) - \log(1+\rho) \rangle^{-2}
\]
\[
\leq \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) \rangle^{-2},
\]
so
\[
|I_2(\rho, s, \tau)| \lesssim 1_{\mathbb{R}_+}(s-\rho)s^2(1-s)^{-\frac{1}{2}} \rho^{-\frac{2}{3}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2}.
\]
Then we have
\[
\|I_2(\cdot, s, \tau)\|_{L^5(\mathbb{R}^n)} \lesssim s^2(1-s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \left( \int_0^s \left( \rho^{-\frac{2}{3}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{2}} \right)^5 \rho^4 d\rho \right)^\frac{1}{5}
\]
\[
\leq s^2(1-s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \left( \int_0^s \rho^{-\frac{2}{3}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{2}} d\rho \right)^\frac{1}{5}.
\]
We estimate
\[
\left| \int_0^1 \rho^{-\frac{1}{2}} |x - \log(1+\rho)|^{-\frac{1}{2}} d\rho \right| \leq \int_0^{\log(2)} (e^{xy} - 1)^{-\frac{1}{2}} |x - xy|^{-\frac{1}{2}} e^{xy} dy
\]
\[
= x |x|^{-\frac{1}{2}} \int_0^{\log(2)} (e^{xy} - 1)^{-\frac{1}{2}} |1 - y|^{-\frac{1}{2}} e^{xy} dy
\]
\[
\leq x |x|^{-\frac{1}{2}} \int_0^{\frac{1}{2}} (xy)^{-\frac{1}{2}} |1 - y|^{-\frac{1}{2}} e^{xy} dy
\]
\[
\lesssim \int_0^{\frac{1}{2}} |y|^{-\frac{1}{2}} |1 - y|^{-\frac{1}{2}} dy
\]
\[
\lesssim |\log |x| | + 1 \lesssim |x|^{-\frac{1}{2}} + 1.
\]
Since \(s \leq 1\),
\[
\left| \int_0^s \rho^{-\frac{1}{2}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{2}} d\rho \right| \lesssim |\tau + \log(1-s)|^{-\frac{1}{2}} + 1.
\]
With this, we obtain the bound
\[
\|I_2(\cdot, s, \tau)\|_{L^5(\mathbb{R}^n)} \lesssim s^2(1-s)^{-\frac{1}{2}} \left( |\tau + \log(1-s)|^{-\frac{1}{2}} + 1 \right)^\frac{1}{2} \langle \tau + \log(1-s) \rangle^{-2}
\]
\[
\lesssim s^2(1-s)^{-\frac{1}{2}} |\tau + \log(1-s)|^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-1}.
\]
Next, for $G_2$ we have
\[
\int \mathbb{R} e^{i\omega \tau} G_2(\rho, s; \omega) d\omega
\]
\[
= 2 \cdot 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] \frac{e^{i\omega(\tau + \log(1 - s))} \varphi_1(\rho; i\omega)}{(3 - 2i\omega)(1 + 2i\omega)(1 - 2i\omega)} \gamma_2(\rho, s; i\omega) d\omega
\]
\[
- 1_{\mathbb{R}^+} (s - \rho) s^2 (1 - s)^{-\frac{1}{2}} \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] \frac{e^{i\omega(\tau + \log(1 - s))} \varphi_1(\rho; i\omega)}{(3 - 2i\omega)(1 + 2i\omega)} \gamma_2(\rho, s; i\omega) d\omega
\]
\[
=: 2I_1(\rho, s, \tau) + I_2(\rho, s, \tau).
\]

In $I_1$ we look at
\[
\int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] \frac{e^{i\omega(\tau + \log(1 - s))} \varphi_1(\rho; i\omega)}{(3 - 2i\omega)(1 + 2i\omega)(1 - 2i\omega)} \gamma_2(\rho, s; i\omega) d\omega
\]
\[
= \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s))} \varphi_1(\rho; i\omega) \mathcal{O}(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-4}) d\omega
\]
\[
= (1 + \rho)^{-\frac{1}{2}} \rho^{-2} \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s) - \log(1 + \rho))} \mathcal{O}(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-3}) d\omega
\]

Using Lemma 4.3 we get
\[
\rho^{-2} \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s) - \log(1 + \rho))} \mathcal{O}(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-3}) d\omega
\]
\[
= \mathcal{O}(\langle \tau + \log(1 - s) - \log(1 + \rho) \rangle^{-2}).
\]

Then since $\log(1 + \rho)$ is bounded for all $\rho \in [0, 1]$, we get
\[
|I_1(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1 - s) - \log(1 + \rho) \rangle^{-2}
\]
\[
\lesssim 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1 - s) \rangle^{-2},
\]
which is the same as (4.1) and the rest follows the same way. In $I_2$ the expression becomes
\[
I_2(\rho, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) s^2 (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \rho^{-2} \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s) - \log(1 + \rho))}
\]
\[
\times \mathcal{O}(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-2}) d\omega.
\]

Here we first use Lemma 4.3 to estimate
\[
\rho^{-2} \left| \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s) - \log(1 + \rho))} \mathcal{O} \left( \langle \omega \rangle^{-2} \right) d\omega \right|
\]
\[
\lesssim \rho^{-1} \langle \tau + \log(1 - s) - \log(1 + \rho) \rangle^{-2} \lesssim \rho^{-1} \langle \tau + \log(1 - s) \rangle^{-2}.
\]

On the other hand, using Lemma 4.4 we have
\[
\rho^{-2} \left| \int \mathbb{R} [1 - \chi(\rho \langle \omega \rangle)] e^{i\omega(\tau + \log(1 - s) - \log(1 + \rho))} \mathcal{O} \left( \langle \omega \rangle^{-2} \right) d\omega \right|
\]
\[
\lesssim |\tau + \log(1 - s) - \log(1 + \rho)|^{-1} \langle \tau + \log(1 - s) - \log(1 + \rho) \rangle^{-2}
\]
\[
\lesssim |\tau + \log(1 - s) - \log(1 + \rho)|^{-1} \langle \tau + \log(1 - s) \rangle^{-2}.
\]
We can then interpolate the two bounds and get
\[
\rho^{-2} \left| \int \left[ 1 - \chi(\rho(\omega)) \right] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} O\left( (\omega)^{-2} \right) d\omega \right| 
\lesssim \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) \rangle^{-2}.
\]
Now
\[
|I_2(\rho, s, \tau)| 
\lesssim 1_R(s-\rho)s^2(1-s)^{-\frac{1}{2}}(1-\rho)^{\frac{1}{2}} \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) \rangle^{-2}
\lesssim 1_R(s-\rho)s^2(1-s)^{-\frac{1}{2}} \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) \rangle^{-2},
\]
which is the same as \((4.2)\), and the rest follows the same way.

Similar to \(G_2\), in \(G_3\) we have to bound the two terms
\[
I_1(\rho, s, \tau) = 1_R(s-\rho)s^2(1-s)^{-\frac{1}{2}}(1-\rho)^{\frac{1}{2}} \rho^{-2} \int \left[ 1 - \chi(\rho(\omega)) \right] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} O(\rho^0(1-\rho)s^0(1-s)^0 \langle \omega \rangle^{-3}) d\omega
\]
and
\[
I_2(\rho, s, \tau) = 1_R(s-\rho)s^2(1-s)^{-\frac{1}{2}}(1-\rho)^{\frac{1}{2}} \rho^{-2} \int \left[ 1 - \chi(\rho(\omega)) \right] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} O(\rho^0(1-\rho)s^0(1-s)^0 \langle \omega \rangle^{-2}) d\omega.
\]
For \(I_1\), from Lemma \([4.3]\) we have the bound
\[
(1-\rho)^{\frac{1}{2}} \rho^{-2} \int \left[ 1 - \chi(\rho(\omega)) \right] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} O(\rho^0(1-\rho)s^0(1-s)^0 \langle \omega \rangle^{-2}) d\omega
=(1-\rho)^{\frac{1}{2}} O\langle \tau + \log(1-s) - \log(1+\rho) \rangle^{-2}.
\]
We then use
\[
(1-\rho)^{\frac{1}{2}} \langle \tau + \log(1-s) - \log(1+\rho) \rangle^{-2} \lesssim \langle \tau + \log(1-s) \rangle^{-2}
\]
and obtain the exact same estimate as for \(I_1\) in the \(G_2\) case. For \(I_2\), similar to before, we interpolate the bounds from Lemma \([4.3]\) and \([4.4]\)
\[
(1-\rho)^{\frac{1}{2}} \rho^{-2} \left| \int \left[ 1 - \chi(\rho(\omega)) \right] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} O(\rho^0(1-\rho)s^0(1-s)^0 \langle \omega \rangle^{-2}) d\omega \right|
\lesssim \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} (1-\rho)^{\frac{1}{2}} \langle \tau + \log(1-s) - \log(1+\rho) \rangle^{-2}
\lesssim \rho^{-\frac{2}{m}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{m}} \langle \tau + \log(1-s) \rangle^{-2}.
\]
Hence
\[
\|I_2(\cdot, s, \tau)\|_{L^2(\mathbb{R})} \lesssim s^2(1-s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \left( \int_0^s \rho^{-\frac{1}{2}} |\tau + \log(1-s) - \log(1+\rho)|^{-\frac{1}{2}} \right)^{\frac{1}{2}}.
\]
We estimate
\[
\left| \int_0^1 \rho^{\frac{1}{3}} \left| x - \log(1 - \rho) \right|^{-\frac{1}{2}} \, d\rho \right| \leq |x| \int_0^\infty \left( 1 - e^{-|x|y} \right)^{-\frac{1}{2}} |x + |x|y|^{-\frac{1}{2}} e^{-|x|y} \, dy
\]
\[
\lesssim |x| \int_0^2 (|x|y)^{-\frac{1}{2}} |1 - y|^{-\frac{1}{2}} \, dy + |x| \int_2^\infty (|x|y)^{-1} |1 - y|^{-\frac{1}{2}} \, dy
\]
\[
\lesssim \int_0^2 y^{-\frac{1}{2}} |1 - y|^{-\frac{1}{2}} \, dy + |x|^{-\frac{3}{2}} + 1.
\]

Using this we have
\[
\| I_2(\cdot, s, \tau) \|_{L^\infty(B^3)} \lesssim s^2 (1 - s)^{-\frac{1}{2}} \left( |\tau + \log(1 - s)|^{-\frac{1}{2}} + 1 \right)^\frac{1}{2} \langle \tau + \log(1 - s) \rangle^{-2}
\]
\[
\lesssim s^2 (1 - s)^{-\frac{1}{2}} |\tau + \log(1 - s)|^{-\frac{1}{2}} \langle \tau + \log(1 - s) \rangle^{-1}.
\]

For $G_4$ we have
\[
\int_R e^{i\omega \tau} G_4(\rho, s; \omega) \, d\omega = 2I_1(\rho, s, \tau) + I_2(\rho, s, \tau),
\]
with
\[
I_1(\rho, s, \tau) := \left. 1_R(\rho - s) \frac{s^4}{\rho^3} (1 - s^2)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \times \int_R \chi(\langle \omega \rangle) e^{i\omega (\tau + \log(1 - s^2) - \log(1 + \rho))} \frac{\varphi_0(\rho; i\omega) \gamma_4(\rho, s; i\omega)}{(3 - 2i\omega)(1 + 2i\omega)(1 - 2i\omega)} \, d\omega \right|
\]
and
\[
I_2(\rho, s, \tau) := \left. 1_R(\rho - s) \frac{s^4}{\rho^3} (1 - s^2)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \times \int_R \chi(\langle \omega \rangle) e^{i\omega (\tau + \log(1 - s^2) - \log(1 + \rho))} \frac{\varphi_0(\rho; i\omega) \gamma_4(\rho, s; i\omega)}{(3 - 2i\omega)(-1 - 2i\omega)} \, d\omega \right|
\]
In $I_1$ we use the expression (3.11) for $\varphi_0(\rho; i\omega)$, and write
\[
I_1(\rho, s, \tau) \approx \left. 1_R(\rho - s) \frac{s^4}{\rho^3} (1 - s^2)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \int_{-1}^1 \int_0^1 (1 + st_1 t_2)^{-\frac{3}{2}} t_1^2 \times \int_R \chi(\langle \omega \rangle) e^{i\omega (\tau + \log(1 - s^2) - \log(1 + \rho) - \log(1 + st_1 t_2))} \gamma_4(\rho, s; i\omega) \, d\omega dt_2 dt_1, \right|
\]
where the order of integration in $t_1, t_2$ and $\omega$ can be changed because $s$ is fixed. Similar to the $G_1$ case, on the support of the cut-off $\chi(\langle \omega \rangle)$, we have $|(1 + st_1 t_2)^{-\frac{3}{2}}| \lesssim 1$ and
\(| \log(1 + s t_1 t_2) | \lesssim 1 \) for all \( t_1 \in [-1, 1] \) and \( t_2 \in [0, 1] \), so

\[
\left| \int_{-1}^{1} \int_{0}^{1} (1 + s t_1 t_2)^{-\frac{3}{2}} t_1^2 \int_{\mathbb{R}} e^{i \omega (\tau + \log(1-s^2) - \log(1+\rho) - \log(1+s t_1 t_2))} \gamma_4(\rho, s; i \omega) d\omega dt_2 dt_1 \right|
\times \left| \mathcal{O}(\rho^0 s^0) \mathcal{O}_0(\langle \omega \rangle^{-1}) + \mathcal{O}(((1 - \rho^0 s^0) (1 - s^0) \langle \omega \rangle^{-2})) \right|
\lesssim \sup_{t_1 \in (-1, 1), t_2 \in (0, 1)} \langle \tau + \log(1-s^2) - \log(1+\rho) - \log(1+s t_1 t_2) \rangle^{-2}
\lesssim \langle \tau + \log(1-s) \rangle^{-2}.
\]
Hence we obtain

\[
|I_1(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+} (\rho - s) \frac{s^4}{\rho^3} (1 - s^2)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2}
\]

(4.5)

\[
\lesssim 1_{\mathbb{R}^+} (\rho - s) \frac{s^3}{\rho^2} (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2}.
\]

The situation for \( I_2 \) is similar, we use (3.10) and write

\[
I_2(\rho, s, \tau) = 1_{\mathbb{R}^+} (\rho - s) \frac{s^3}{\rho^2} (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \int_{-1}^{1} (1 + s t)^{-\frac{1}{2}} t
\]

\times \int_{\mathbb{R}} \chi(s \langle \omega \rangle) e^{i \omega (\tau + \log(1-s^2) - \log(1+\rho) - \log(1+s t))} \frac{1 - 2i \omega}{1 + 2i \omega} \gamma_4(\rho, s; i \omega) d\omega dt
d
\]
Since

\[
\frac{1 - 2i \omega}{1 + 2i \omega} = \frac{1 - 4i \omega - 4 \omega^2}{1 - 4 \omega^2} = \mathcal{O}_\epsilon(\langle \omega \rangle^0) + \mathcal{O}_\rho(\langle \omega \rangle^{-1}) + \mathcal{O}(\langle \omega \rangle^{-2}),
\]
we see that \( \frac{1 - 2i \omega}{1 + 2i \omega} \gamma_4(\rho, s; i \omega) \) has the same form as \( \gamma_4(\rho, s; i \omega) \). Hence by the same logic as the \( I_1 \) case, we obtain the same bound

\[
|I_2(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+} (\rho - s) \frac{s^3}{\rho^2} (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2},
\]
so for \( n = 1, 2 \) we have

\[
\| I_n(\cdot, s, \tau) \|_{L^1(\mathbb{R}^n)} \lesssim s^3 (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \left( \int_s \frac{1}{\rho^6} d\rho \right) \frac{1}{5} \frac{1}{5s^5}
\]

\[
= s^3 (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \left( \frac{1}{5} + \frac{1}{5s^5} \right) \frac{1}{5}
\]

\[
\lesssim s^2 (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2}.
\]
For \( G_5 \) we use that on the support of the cut-off \( 1 - \chi(s \langle \omega \rangle) \) we have \( s^{-1} \lesssim \langle \omega \rangle \), and write

\[
G_5(\rho, s; i \omega) = 1_{\mathbb{R}^+} (\rho - s) [1 - \chi(s \langle \omega \rangle)] s^4 (1 - s)^{-\frac{1}{2} + i \omega} \phi_1(\rho; \lambda) s^{-2} \mathcal{O}(\langle \omega \rangle^{-3})
\]

\[
= 2 \cdot 1_{\mathbb{R}^+} (\rho - s) [1 - \chi(s \langle \omega \rangle)] s^4 (1 - s)^{-\frac{1}{2} + i \omega} (1 + \rho)^{\frac{1}{2} - i \omega} s^{-2} \mathcal{O}(\langle \omega \rangle^{-3})
\]

\[
+ 1_{\mathbb{R}^+} (\rho - s) [1 - \chi(s \langle \omega \rangle)] s^3 (1 - s)^{-\frac{1}{2} + i \omega} (1 + \rho)^{\frac{1}{2} - i \omega} s^{-1} \mathcal{O}(\langle \omega \rangle^{-2}).
\]
So we need to bound the two expressions
\[
I_1(\rho, s, \tau) = 1_{\mathbb{R}^+}(\rho - s) \frac{s^4}{\rho^3} (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \\
\times s^{-2} \int_{\mathbb{R}} [1 - \chi(s \langle \omega \rangle)] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} \mathcal{O}(\langle \omega \rangle^{-3}) d\omega,
\]
and
\[
I_2(\rho, s, \tau) = 1_{\mathbb{R}^+}(\rho - s) \frac{s^3}{\rho^2} (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \\
\times s^{-1} \int_{\mathbb{R}} [1 - \chi(s \langle \omega \rangle)] e^{i\omega(\tau + \log(1-s) - \log(1+\rho))} \mathcal{O}(\langle \omega \rangle^{-2}) d\omega.
\]

Now we apply Lemma 4.3 Since \( \log(1+\rho) \) is bounded, we obtain the bounds
\[
|I_1(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+}(\rho - s) \frac{s^4}{\rho^3} (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \lesssim (1 + \rho)^{-\frac{1}{2}} (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2},
\]
and
\[
|I_2(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+}(\rho - s) \frac{s^3}{\rho^2} (1 - s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \lesssim (1 + \rho)^{-\frac{1}{2}} (1 - s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2}.
\]

These bounds are the same as (4.5).

The last term, \( G_6 \), is similar to \( G_5 \). We look at
\[
I_1(\tau) f(\rho) = 1_{\mathbb{R}^+}(\rho - s) \frac{s^4}{\rho^3} (1 + s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \\
\times \int_{\mathbb{R}^+} [1 - \chi(s \langle \omega \rangle)] e^{i\omega(\tau + \log(1+s) - \log(1+\rho))} s^{-2} \mathcal{O}(\langle \omega \rangle^{-3}) d\omega,
\]
and
\[
I_2(\tau) f(\rho) = 1_{\mathbb{R}^+}(\rho - s) \frac{s^3}{\rho^2} (1 + s)^{-\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} \\
\times \int_{\mathbb{R}^+} [1 - \chi(s \langle \omega \rangle)] e^{i\omega(\tau + \log(1+s) - \log(1+\rho))} s^{-1} \mathcal{O}(\langle \omega \rangle^{-2}) d\omega.
\]

Using
\[
(1 + s)^{-\frac{1}{2}} (\tau + \log(1+s) - \log(1+\rho))^{-2} \lesssim \langle \tau \rangle^{-2} \lesssim (1 - s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2},
\]
we obtain the same bounds as \( G_5 \).  \( \square \)

Using this, we obtain boundedness of the operators \( T_n \).

**Proposition 4.6.** Let \( p \in [2, 6] \) and \( q \in [\frac{10}{3}, 5] \) such that \( \frac{1}{p} + \frac{5}{q} = \frac{3}{2} \). Then we have the bound
\[
\|T_n(\cdot) f\|_{L^p(\mathbb{R}^+; L^q(\mathbb{R}^5))} \lesssim \|f\|_{L^2(\mathbb{R}^5)}
\]
for all \( f \in C([0, 1]) \) and \( n \in \{1, 2, \ldots, 6\} \).
Proof. From Proposition 4.5 we have
\[\|T_n(\tau)f\|_{L^\infty(\mathbb{R}^2)} \lesssim \int_0^1 |f(s)| \left\| \int_{\mathbb{R}} e^{i\omega \tau} G_n(\rho, s; \omega) d\omega \right\|_{L^2(\mathbb{R}^2)} ds \]
\[\lesssim \int_0^1 |f(s)| s(1-s)^{-\frac{1}{2}} |\tau + \log(1-s)|^{-\frac{1}{2}} (\tau + \log(1-s))^{-1} ds \]
\[\lesssim \int_0^\infty |f(1-e^{-y})| (1-e^{-y})^2 e^{-\frac{1}{2}y} |\tau - y|^{-\frac{1}{2}} (\tau - y)^{-1} dy,\]
by doing a change of variables \( s = 1 - e^{-y} \). Applying Young’s inequality gives
\[\|T_n(\cdot)f\|_{L^2(\mathbb{R}^2)} \lesssim \left( \int_0^\infty |f(1-e^{-y})|^2 (1-e^{-y})^4 e^{-y} dy \right)^{\frac{1}{2}} \int_{\mathbb{R}} |y|^{-\frac{1}{2}} (y)^{-1} dy \]
\[\lesssim \|f\|_{L^2(\mathbb{R}^2)} \]
On the other hand, Cauchy-Schwarz inequality gives
\[\|T_n(\tau)f\|_{L^\infty(\mathbb{R}^2)} \lesssim \|f\|_{L^2(\mathbb{R}^2)} \left\| |\tau - \cdot|^{-\frac{1}{2}} (\tau - \cdot)^{-1} \right\|_{L^2(\mathbb{R})} \]
\[\lesssim \|f\|_{L^2(\mathbb{R}^2)} ,\]
so \( \|T_n(\cdot)f\|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^2))} \lesssim \|f\|_{L^2(\mathbb{R}^2)} \). Therefore the claim follows by interpolation. \( \square \)

4.3. The term containing \( \lambda \). We recall that the function \( F_\lambda \) contains a term \( \lambda \tilde{f}_1 \). For convenience we rewrite this term as
\[F_\lambda(s) = s\tilde{f}'_1(s) + \left( \lambda + \frac{5}{2} \right) \tilde{f}_1(s) + \tilde{f}_2(s) = s\tilde{f}'_1(s) + \left( \lambda + \frac{1}{2} \right) \tilde{f}_1(s) + 2\tilde{f}_1(s) + \tilde{f}_2(s)\]
and define for \( \tau \geq 0, \rho \in (0, 1), f \in C^1([0, 1]), \) and \( n \in \{1, 2, \ldots, 6\}, \)
\[\hat{T}_{n,\tau}(\tau)f(\rho) := \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} \frac{1}{2} (1+2\lambda) e^{\lambda \tau} \int_0^1 G_n(\rho, s; \lambda) f(s) ds d\lambda.\]
In order to prove the Strichartz estimates, we also need to have bounds for the operators \( \hat{T}_n. \)
We first present two lemmas concerning norm equivalence.

Lemma 4.7. We have
\[\|f\|_{L^2(\mathbb{R}^2)} = \|f\|_{L^2(0,1)} \lesssim \|f\|_{H^1(\mathbb{R}^2)} \]
for all \( f \in C^1([0,1]). \)

Proof. We compute
\[\int_0^1 |f(s)|^2 s^2 ds = \frac{1}{3} \int_0^1 |f(s)|^2 \partial_s s^3 ds \]
\[\lesssim |f(1)|^2 + \int_0^1 |f(s)| |f'(s)| s^3 ds \]
\[\lesssim \|f\|_{H^1(\mathbb{R}^2)} + \epsilon \int_0^1 |f(s)|^2 s^2 ds + \frac{1}{\epsilon} \int_0^1 |f'(s)|^2 s^4 ds,\]
Lemma 4.8. We have
\[ \|\cdot\|_{L^5(B^3)} \lesssim \|f\|_{H^1(B^3)} \]
for all \( f \in C^1([0,1]) \).

Proof. We compute
\[
\|\cdot\|_{L^5(B^3)} = \left( \int_0^1 (|f(\rho)|^5 \, d\rho) \right)^{\frac{1}{5}} \leq \left( \int_0^1 (|f(\rho)|^5 \, d\rho) \right)^{\frac{1}{5}}
\]
for all \( f \in C^1([0,1]) \).

We have used Sobolev embedding in 3 dimensions \( H^1 \to L^6(B^3) \), and Lemma 4.7.

With the extra growth in \( \lambda \), we no longer have absolute convergence in the \( \lambda \) integral. Hence we must first do an integration by parts in \( s \) to obtain the desired decay, and treat the boundary terms separately.

Proposition 4.9. Let \( p \in [2, \infty] \) and \( q \in [\frac{10}{3}, 5] \) be such that \( \frac{1}{p} + \frac{5}{q} = \frac{3}{2} \). For \( n \in \{1, 2, \ldots, 6\} \), setting \( \hat{T}_n(\tau)f(\rho) := \lim_{\epsilon \to 0^+} \hat{T}_{n, \epsilon}(\tau)f(\rho) \), we have the bound
\[ \|\hat{T}_n(\cdot)f\|_{L^p(\mathbb{R}^+; L^q(B^3))} \lesssim \|f\|_{H^1(B^3)} \]
for all \( f \in C^1([0,1]) \).

Proof. Let \( \lambda = \epsilon + i\omega \) where \( \epsilon \in [0, \frac{1}{4}] \) and \( \omega \in \mathbb{R} \).

For \( n = \{1, 2, 3\} \), we have that each \( G_n \) is given by
\[ G_n(\rho, s; \lambda) = g_n(\rho; \lambda) 1_{\mathbb{R}^+}(s - \rho) s (1 - s)^{-\frac{1}{2} + \lambda}(2 + s(-1 + 2\lambda)) \gamma_n(\rho, s; \lambda), \]
where
\[
\begin{align*}
g_1(\rho; \lambda) &= \chi(\rho \langle \omega \rangle) \frac{\varphi_0(\rho; \lambda)}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)^{\frac{1}{2}}}, \\
g_2(\rho; \lambda) &= [1 - \chi(\rho \langle \omega \rangle)] \frac{\varphi_1(\rho; \lambda)}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)^{\frac{1}{2}}}, \\
g_3(\rho; \lambda) &= [1 - \chi(\rho \langle \omega \rangle)] \frac{\tilde{\varphi}_1(\rho; \lambda)}{(3 - 2\lambda)(1 + 2\lambda)(1 - 2\lambda)}. 
\end{align*}
\]
We note that \(|g_n(\rho; \lambda)| \lesssim \rho^{-3} \langle \omega \rangle^{-2}\). Doing an integration by parts on the \(s\)-integral, we get
\[
\int_0^1 \mathbb{1}_{\mathbb{R}_+} (s - \rho) (s - 2 + s(1 - 1/2 \lambda)) f(s) g_n(\rho, s; \lambda) ds
\]
\[
= - \frac{2}{1 + 2 \lambda} \int_0^1 \partial_s (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds
\]
\[
= - \frac{2}{1 + 2 \lambda} (1 - \rho)^{1/2 + \lambda} (2 + \rho(1 - 1/2 \lambda)) f(\rho) g_n(\rho, \rho; \lambda)
\]
(4.6) \[+ \frac{2}{1 + 2 \lambda} \int_0^1 (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds.
\]
Inserting the integral terms back to \(T_{n, \epsilon}\), we see that the \(\lambda\) integral is now absolutely convergent, so limits exist. Now
\[
\partial_s [s(2 + s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)]
\]
\[
= (2 + s(1 - 2 i \omega)) s f(s) \partial_s g_n(\rho, s; \lambda) + (2 + 2 s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)
\]
\[+ f'(s) s(2 + s(1 - 2 i \omega)) g_n(\rho, s; i \omega),
\]
and by Lemma [3.11] we see that
\[
\int_0^1 (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds.
\]
Inserting the integral terms back to \(T_{n, \epsilon}\), we see that the \(\lambda\) integral is now absolutely convergent, so limits exist. Now
\[
\partial_s [s(2 + s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)]
\]
\[
= (2 + s(1 - 2 i \omega)) s f(s) \partial_s g_n(\rho, s; \lambda) + (2 + 2 s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)
\]
\[+ f'(s) s(2 + s(1 - 2 i \omega)) g_n(\rho, s; i \omega),
\]
and by Lemma [3.11] we see that
\[
\int_0^1 (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds.
\]
Inserting the integral terms back to \(T_{n, \epsilon}\), we see that the \(\lambda\) integral is now absolutely convergent, so limits exist. Now
\[
\partial_s [s(2 + s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)]
\]
\[
= (2 + s(1 - 2 i \omega)) s f(s) \partial_s g_n(\rho, s; \lambda) + (2 + 2 s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)
\]
\[+ f'(s) s(2 + s(1 - 2 i \omega)) g_n(\rho, s; i \omega),
\]
and by Lemma [3.11] we see that
\[
\int_0^1 (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds.
\]
Inserting the integral terms back to \(T_{n, \epsilon}\), we see that the \(\lambda\) integral is now absolutely convergent, so limits exist. Now
\[
\partial_s [s(2 + s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)]
\]
\[
= (2 + s(1 - 2 i \omega)) s f(s) \partial_s g_n(\rho, s; \lambda) + (2 + 2 s(1 - 2 i \omega)) f(s) g_n(\rho, s; i \omega)
\]
\[+ f'(s) s(2 + s(1 - 2 i \omega)) g_n(\rho, s; i \omega),
\]
and by Lemma [3.11] we see that
\[
\int_0^1 (s - 1/2 \lambda s(2 + s(1 - 1/2 \lambda))) f(s) g_n(\rho, s; \lambda) ds.
\]
Similarly,

\[ B_3(\tau) f(\rho) = \frac{\rho f(\rho)(1 - \rho)(1 + \rho)^{\frac{1}{2}}}{2\pi} \int_{\mathbb{R}} [1 - \chi(\omega)] e^{i\omega \tau} \rho^{-1} O(\omega^{-2}) d\omega, \]

so we also have |\( B_3(\tau) f(\rho) | \lesssim |\rho| f(\rho) |\langle \tau \rangle |^{-2}. Then by Lemma 4.3 we obtain the bounds

\[ \| B_n(\tau) f \|_{L^4(B^3)} \lesssim \langle \tau \rangle^{-2} \| f \|_{H^1(B^3)} \] for \( n = \{1, 2, 3\}. \)

For \( n = 4 \), we decompose \( \hat{T}_{4, \varepsilon} \) into two parts according to \( \varphi_1(\rho; \lambda) \). We have

\[ \hat{T}_{4, \varepsilon}(\tau) f(\rho) = \frac{1}{4\pi i} \lim_{N \to \infty} \int_{\varepsilon-iN}^{\varepsilon+iN} \frac{e^{i\lambda \tau} \varphi_1(\rho; \lambda)}{(3 - 2\lambda)(1 - 2\lambda)} \times \int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(\rho) s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_0(s; \lambda) \gamma_4(\rho, s; \lambda) f(s) ds \] 

where

\[ I_{1, \varepsilon}(\tau, \rho) = \frac{\rho^{-3}(1 + \rho)^{\frac{1}{2}}}{4\pi i} \lim_{N \to \infty} \int_{\varepsilon-iN}^{\varepsilon+iN} \frac{(1 + \rho)^{-\lambda} e^{i\lambda \tau}}{(3 - 2\lambda)(1 - 2\lambda)} \times \int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(\rho) s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_0(s; \lambda) \gamma_4(\rho, s; \lambda) f(s) ds \]

\[ I_{2, \varepsilon}(\tau, \rho) = \frac{\rho^{-2}(1 + \rho)^{\frac{1}{2}}}{4\pi i} \lim_{N \to \infty} \int_{\varepsilon-iN}^{\varepsilon+iN} \frac{(1 + \rho)^{-\lambda} e^{i\lambda \tau}}{(3 - 2\lambda)} \times \int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(\rho) s^4 (1 - s^2)^{-\frac{1}{2} + \lambda} \varphi_0(s; \lambda) \gamma_4(\rho, s; \lambda) f(s) ds \]

The integrals in \( I_1 \) are already absolutely convergent, so we can take the limit and use Fubini,

\[ I_1(\tau, \rho) = \lim_{\varepsilon \to 0+} I_{1, \varepsilon}(\rho) = \rho^{-3}(1 + \rho)^{\frac{1}{2}} \int_0^\rho s^4 (1 - s^2)^{-\frac{1}{2}} f(s) \times \int_{\mathbb{R}} e^{i\omega(\tau - \log(1 + \rho) + \log(1 - s^2))} \chi(\rho) \gamma_4(\rho, s; i\omega) \gamma_4(\rho, s; i\omega) d\omega ds. \]

This is similar to the \( G_4 \) case in Proposition 4.3. We use the expression (3.10) for \( \varphi_0(s; i\omega) \) and obtain

\[ \| I_1(\tau, \cdot) \|_{L^4(B^3)} \lesssim \| f \|_{L^2(0, 1)} \langle \tau \rangle^{-2} \lesssim \| f \|_{H^1(B^3)} \langle \tau \rangle^{-2}. \]

For \( I_{2, \varepsilon} \), the \( s \)-dependent part is given by

\[ 1_{\mathbb{R}_+}(\rho - s) \chi(\rho) s \left[ (1 - s)^{-\frac{1}{2} + \lambda}(2 + s(-1 + 2\lambda)) - (1 + s)^{-\frac{1}{2} + \lambda}(2 + s(1 - 2\lambda)) \right] \gamma_4(\rho, s; \lambda). \]

Now we write

\[ (1 - s)^{-\frac{1}{2} + \lambda}(2 + s(-1 + 2\lambda)) - (1 + s)^{-\frac{1}{2} + \lambda}(2 + s(1 - 2\lambda)) = 2s^2 \partial_s \left[ \frac{(1 + s)^{\frac{1}{2} + \lambda} - (1 - s)^{\frac{1}{2} + \lambda}}{s} \right] \]
and do an integration by parts in the $s$ integral. We obtain

$$\int_0^1 1_{\mathbb{R}^+}(\rho - s) \chi(s \langle \omega \rangle) f(s) \gamma_4(\rho, s; \lambda) \times s \left[ (1 - s)^{-\frac{1}{2} + \lambda}(2 + s(-1 + 2 \lambda)) - (1 + s)^{-\frac{1}{2} + \lambda}(2 + s(-1 + 2 \lambda)) \right] ds$$

$$= \int_0^\rho \chi(s \langle \omega \rangle) s^3 f(s) \gamma_4(\rho, s; \lambda) \partial_s \left[ \frac{(1 + s)^{\frac{1}{2} + \lambda} - (1 - s)^{\frac{1}{2} + \lambda}}{s} \right] ds$$

$$= \chi(\rho \langle \omega \rangle) \rho^2 f(\rho) \gamma_4(\rho, \rho; \lambda) \left( (1 + \rho)^{\frac{1}{2} + \lambda} - (1 - \rho)^{\frac{1}{2} + \lambda} \right)$$

$$+ \int_0^\rho \left( \frac{(1 + s)^{\frac{1}{2} + \lambda} - (1 - s)^{\frac{1}{2} + \lambda}}{s} \right) \partial_s \left[ \chi(s \langle \omega \rangle) s^3 f(s) \gamma_4(\rho, s; \lambda) \right] ds.$$

For the integral term, reinserting back into $I_{2, \epsilon}$, we see that the $\lambda$ integrals are now absolutely convergent, so we can take the limits and use Fubini. When the derivative does not fall on the cut-off $\chi(s \langle \omega \rangle)$, notice that

$$\partial_s \left[ s^3 f(s) \gamma_4(\rho, s; \lambda) \right] = 3s^2 f(s) \gamma_4(\rho, s; \lambda) + s^3 f'(s) \gamma_4(\rho, s; \lambda) + s^2 f(s) \partial_s \gamma_4(\rho, s; \lambda),$$

and again we use that $s \partial_s \gamma_4(\rho, s; \lambda)$ has the form as in (4.7). Moreover, we write

$$\left( \frac{(1 + s)^{\frac{1}{2} + \lambda} - (1 - s)^{\frac{1}{2} + \lambda}}{s} \right) = \frac{1}{2} \left( 1 + 2i\omega \right) \int_{-1}^1 (1 + st)^{-\frac{1}{2} + i\omega} dt.$$}

Now $\frac{1 + 2i\omega}{2} = \mathcal{O}(\langle \omega \rangle^0) + \mathcal{O}(\langle \omega \rangle^{-1})$, so we can proceed as in the $G_A$ case in Proposition 4.5 to obtain the bound by $\| \cdot f \|_{L^2(0,1)} + \| \cdot ^2 f' \|_{L^2(0,1)}$. When the derivative falls on the cut-off, we have to look at the term

$$\rho^{-2}(1 + \rho)^{\frac{1}{2}} s^2(1 \pm s)^{\frac{1}{2}} f(s) \int_{\mathbb{R}} e^{i\omega(\tau - \log(1 + \rho) + \log(1 \pm s))} \chi'(s \langle \omega \rangle) \mathcal{O}(\langle \omega \rangle^{-1}) d\omega.$$

Since $\rho \geq s$, and on the cut-off we have also $s \langle \omega \rangle \simeq 1$, so

$$\rho^{-2}(1 + \rho)^{\frac{1}{2}} s^2(1 \pm s)^{\frac{1}{2}} f(s) \left| \int_{\mathbb{R}} e^{i\omega(\tau - \log(1 + \rho) + \log(1 \pm s))} \chi'(s \langle \omega \rangle) \mathcal{O}(\langle \omega \rangle^{-1}) d\omega \right|$$

$$\lesssim \frac{s^2}{\rho^2} |f(s)| \left| \int_{\mathbb{R}} e^{i\omega(\tau - \log(1 + \rho) + \log(1 \pm s))} \chi'(s \langle \omega \rangle) \mathcal{O}(\langle \omega \rangle^{-2}) d\omega \right|$$

$$\lesssim \frac{s^2}{\rho^2} |f(s)| (\tau + \log(1 - s))^{-2} \lesssim \frac{s^2}{\rho^2} (1 - s)^{-\frac{1}{2}} |f(s)| (\tau + \log(1 - s))^{-2}$$

using the same logic as in the proof of Lemma 4.3. Then again we obtain the bound $\| \cdot f \|_{L^2(0,1)}$ when taking the $L^2(\mathbb{R}^+; L^5(\mathbb{R}^5))$ norm. On the other hand, for the boundary
By (4.8) and Lemma 4.1 we obtain $|B_4(\tau) f(\rho)| \lesssim |f(\rho)| \langle \tau \rangle^{-2}$, and again Lemma 4.8 gives that $\|B_4(\tau) f \|_{L^6(\mathbb{B}^3)} \lesssim \|f\|_{H^1(\mathbb{B}^3)} \langle \tau \rangle^{-2}$.

For $n = \{5, 6\}$, the $s$ dependent part is

$$1_{\mathbb{R}^+} (\rho - s)[1 - \chi(s \langle \omega \rangle)] s(1 + s)^{-\frac{1}{2} + \lambda} (2 + s(1 - 2\lambda) \gamma_n(\rho, s; \lambda),$$

while the $s$ independent part splits into two terms,

$$\frac{e^{\lambda \tau} \varphi_1(\rho; \lambda)}{(3 - 2\lambda)(1 - 2\lambda)} = \frac{2e^{\lambda \tau} \rho^{-3} (1 + \rho)^{\frac{1}{2} - \lambda}}{(3 - 2\lambda)(1 - 2\lambda)} - \frac{e^{\lambda \tau} \rho^{-3} (1 + \rho)^{\frac{1}{2} - \lambda}}{(3 - 2\lambda)}.$$

Again the first part already has decay $\langle \omega \rangle^{-2}$, so we can follow what we did for $G_5$ and $G_6$ in Proposition 4.73 to obtain the bounds by $\|\cdot\|_{L^2(0, 1)} \lesssim \|f\|_{H^1(\mathbb{B}^3)}$. For the second part we do an integration by parts in $s$,

$$\int_0^1 1_{\mathbb{R}^+}(\rho - s)(1 + s)^{-\frac{1}{2} + \lambda} [1 - \chi(s \langle \omega \rangle)] s(2 + s(1 - 2\lambda)) f(s) \gamma_n(\rho, s; \lambda) ds$$

$$= \frac{\pm 2}{1 + 2\lambda} \int_0^\rho \partial_s s^{\frac{1}{2} + \lambda} [1 - \chi(s \langle \omega \rangle)] s(2 + s(1 - 2\lambda)) f(s) \gamma_n(\rho, s; \lambda) ds$$

$$= \frac{\pm 2}{1 + 2\lambda} (1 + \rho)^{\frac{1}{2} + \lambda} [1 - \chi(\rho \langle \omega \rangle)] \rho(2 + \rho(1 - 2\lambda)) f(\rho) \gamma_n(\rho, \rho; \lambda)$$

(4.9) $$\quad = \frac{\pm 2}{1 + 2\lambda} \int_0^\rho (1 + s)^{\frac{1}{2} + \lambda} \partial_s [[1 - \chi(s \langle \omega \rangle)] s(2 + s(1 - 2\lambda)) f(s) \gamma_n(\rho, s; \lambda)] ds.$$

Using that $s \partial_s \gamma_n(\rho, s; \lambda)$ has the form (1.17), the integral part is treated the same way as before and is bounded by $\|\cdot\|_{L^2(0, 1)} + \|\cdot\|^2 f'_{\|L^2(0, 1)} \lesssim \|f\|_{H^1(\mathbb{B}^3)}$. The boundary term is given by

$$B_n(\tau) f(\rho) = \frac{(1 + \rho)^{\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} f(\rho)}{4\pi} \lim_{\epsilon \to 0^+} \lim_{N \to \infty} \int_{\epsilon - iN}^{\epsilon + iN} e^{\lambda(\tau - \log(1 + \rho) + \log(\rho \langle \omega \rangle))} [1 - \chi(\rho \langle \omega \rangle)] O(\rho^0 \langle \omega \rangle^{-2}) d\lambda$$

$$= \frac{(1 + \rho)^{\frac{1}{2}} (1 + \rho)^{\frac{1}{2}} f(\rho)}{4\pi} \int e^{i\omega(\tau - \log(1 + \rho) + \log(1 + \rho))} [1 - \chi(\rho \langle \omega \rangle)] O(\rho^0 \langle \omega \rangle^{-2}) d\omega.$$
4.4. Strichartz estimates.

**Theorem 4.10.** Let \( p \in [2, \infty] \) and \( q \in \left[ \frac{10}{3}, 5 \right] \) such that \( \frac{1}{p} + \frac{5}{q} = \frac{3}{2} \). Then we have the bound

\[
\| [S(\cdot)(I - P)f]_1 \|_{L^p(B^5)} \lesssim \| (I - P)f \|_{\mathcal{H}}
\]

for all \( f \in \mathcal{H} \). And hence we also have

\[
\left\| \int_0^\tau \left[ S(\tau - \sigma)(I - P)h(\sigma, \cdot) \right]_1 d\sigma \right\|_{L^p(B^5)} \lesssim \| (I - P)h \|_{L^1(\mathbb{R}_+, \mathcal{H})}
\]

or all \( h \in C([0, \infty), \mathcal{H}) \cap L^1(\mathbb{R}_+, \mathcal{H}) \)

**Proof.** From Equation (3.9), we have

\[
[S(\tau)f]_1 = [S_0(\tau)f]_1(\rho) + \sum_{n=1}^6 [T_n(\tau) (|\cdot| \tilde{f}_1 + 2\tilde{f}_1 + \tilde{f}_2) + \tilde{T}_n(\tau)\tilde{f}]_1.
\]

Then by using Proposition 2.4, 4.6, 4.9, the stated result follows by the same argument as [5, Theorem 4.1]. \( \square \)

5. Improved energy estimates

We also need to take \( \epsilon \to 0^+ \) in Lemma 2.9 But since the constant depends on \( \epsilon \), we cannot directly do this. Instead, we show explicitly in this section that the constant \( C_\epsilon \) can be chosen independent of \( \epsilon \), allowing us to take \( \epsilon = 0 \).

5.1. Preliminaries. We first introduce the following result which allows us to interchange a limit and an integral, which is not absolutely convergent. This is in the same spirit as [5, Lemma 5.1].

**Lemma 5.1.** Let \( f \) be a function of two variables \( \epsilon \in [0, \frac{1}{4}) \) and \( \omega \in \mathbb{R} \) satisfying the properties that

- \( f(\epsilon, \cdot) \) is an odd function for every fixed \( \epsilon \),
- \( f \in C^1((0, \frac{1}{4}) \times \mathbb{R}) \),
- \( |f(\epsilon, \omega)| \leq C_1 \langle \omega \rangle^{-1} \) and \( |\partial_\omega f(\epsilon, \omega)| \leq C_2 \langle \omega \rangle^{-2} \) with \( C_1, C_2 \) constants independent of \( \epsilon \).

Then

\[
\lim_{\epsilon \to 0^+} \int_\mathbb{R} e^{i a \omega} f(\epsilon, \omega) d\omega = \int_\mathbb{R} e^{i a \omega} f(0, \omega) d\omega
\]

for all \( a \in \mathbb{R} \setminus \{0\} \).

**Proof.** We do an integration by parts,

\[
\int_\mathbb{R} e^{i a \omega} f(\epsilon, \omega) d\omega = \frac{1}{ia} \int_\mathbb{R} e^{i a \omega} \partial_\omega f(\epsilon, \omega) d\omega.
\]
This integral is now absolutely convergent, so we can take the limit in \( \epsilon \) by dominated convergence, then undo the integration by parts,

\[
\lim_{\epsilon \to 0+} \int_{\mathbb{R}} e^{i\omega f(\epsilon, \omega)} d\omega = \lim_{\epsilon \to 0+} -\frac{1}{i\epsilon} \int_{\mathbb{R}} e^{i\omega f(\epsilon, \omega)} d\omega
\]

\[
= \frac{1}{i} \int_{\mathbb{R}} e^{i\omega f(0, \omega)} d\omega
\]

\[
= \int_{\mathbb{R}} e^{i\omega f(0, \omega)} d\omega,
\]

as stated. \( \square \)

5.2. Decomposition. Let \( \tilde{f} \in \text{rg}(I - P) \cap C^2 \times C^1([0, 1]) \), we have

\[
\partial_\rho [\mathcal{S}(\tau) \tilde{f}]_1(\rho) = \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} e^{\lambda \tau} \int_0^1 G'(\rho, s; \lambda) F_\lambda(s) ds,
\]

where

\[
G'(\rho, s; \lambda) = \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{(3-2\lambda)(1+2\lambda)(1-2\lambda)} \left\{ \begin{array}{ll}
\partial_\rho u_0(\rho; \lambda) u_1(s; \lambda) & \text{if } \rho \leq s \\
\partial_\rho u_1(\rho; \lambda) u_0(s; \lambda) & \text{if } \rho \geq s
\end{array} \right.
\]

and \( F_\lambda(s) = s\tilde{f}'_1(s) + \left( \lambda + \frac{5}{2} \right) \tilde{f}_1(s) + \tilde{f}_2(s) \). The free part is given by

\[
G'_0(\rho, s; \lambda) = \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{(3-2\lambda)(1+2\lambda)(1-2\lambda)} \left\{ \begin{array}{ll}
\partial_\rho \varphi_0(\rho; \lambda) \varphi_1(s; \lambda) & \text{if } \rho \leq s \\
\partial_\rho \varphi_1(\rho; \lambda) \varphi_0(s; \lambda) & \text{if } \rho \geq s
\end{array} \right.
\]

Lemma 5.2. We have the decomposition

\[
G'(\rho, s; \lambda) = G'_0(\rho, s; \lambda) + \sum_{n=1}^{6} \rho^{-1} \tilde{G}_n(\rho, s; \lambda) + \sum_{n=1}^{6} G'_n(\rho, s; \lambda),
\]

where \( \tilde{G}_n \) has the same form as in Lemma 3.11 and

\[
\begin{align*}
G'_1(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) \chi(\rho \langle \omega \rangle) \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} (g_1(\rho; \lambda) - \tilde{g}_1(\rho; \lambda)) \varphi_1(s; \lambda) \gamma'_1(\rho, s; \lambda), \\
G'_2(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} g_1(\rho; \lambda) \varphi_1(s; \lambda) \gamma'_2(\rho, s; \lambda), \\
G'_3(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(s - \rho) [1 - \chi(\rho \langle \omega \rangle)] \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} \tilde{g}_1(\rho; \lambda) \varphi_1(s; \lambda) \gamma'_3(\rho, s; \lambda), \\
G'_4(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(\rho - s) \chi(s \langle \omega \rangle) \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} g_1(\rho; \lambda) \varphi_0(s; \lambda) \gamma'_4(\rho, s; \lambda), \\
G'_5(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(\rho - s) [1 - \chi(s \langle \omega \rangle)] \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} g_1(\rho; \lambda) \varphi_1(s; \lambda) \gamma'_5(\rho, s; \lambda), \\
G'_6(\rho, s; \lambda) &= 1_{\mathbb{R}^+}(\rho - s) [1 - \chi(s \langle \omega \rangle)] \frac{s^4(1-s^2)^{-\frac{1}{2}+\lambda}}{1+2\lambda} g_1(\rho; \lambda) \varphi_1(s; \lambda) \gamma'_6(\rho, s; \lambda),
\end{align*}
\]
with
\[ g_1(\rho; \lambda) = \rho^{-2}(1 + \rho)^{-\frac{1}{2} - \lambda}, \]
\[ \tilde{g}_1(\rho; \lambda) = \rho^{-2}(1 - \rho)^{-\frac{1}{2} - \lambda}, \]
and
\[ \gamma'_n(\rho, s; \lambda) = O(\rho^0 s^0)O_0(\langle \omega \rangle^{-1}) + O((1 - \rho)^0 s^0 \langle \omega \rangle^{-2}) + O(\rho^0 (1 - s) \langle \omega \rangle^{-2}). \]

Proof. First of all, differentiating explicitly we have
\[ \partial_{\rho} \varphi_1(\rho; \lambda) = -3\rho^{-1} \varphi_1(\rho; \lambda) - \frac{1}{2}(1 - 2\lambda)(3 - 2\lambda)\rho^{-2}(1 + \rho)^{-\frac{1}{2} - \lambda}, \]
\[ \partial_{\rho} \tilde{\varphi}_1(\rho; \lambda) = -3\rho^{-1} \tilde{\varphi}_1(\rho; \lambda) - \frac{1}{2}(1 - 2\lambda)(3 - 2\lambda)\rho^{-2}(1 - \rho)^{-\frac{1}{2} - \lambda}, \]
\[ \partial_{\rho} \varphi_0(\rho; \lambda) = \partial_{\rho} \varphi_1(\rho; \lambda) - \partial_{\rho} \tilde{\varphi}_1(\rho; \lambda) \]
\[ = -3\rho^{-1} \varphi_0(\rho; \lambda) - \frac{1}{2}(1 - 2\lambda)(3 - 2\lambda)\rho^{-2} \left( (1 + \rho)^{-\frac{1}{2} - \lambda} - (1 - \rho)^{-\frac{1}{2} - \lambda} \right). \]

Now, using Equation (3.7) we have
\[ \partial_{\rho} u_1(\rho; \lambda) \]
\[ = \partial_{\rho} \varphi_1(\rho; \lambda)[1 + O(\rho^0)O_0(\langle \omega \rangle^{-1}) + O(\rho^0 (1 - \rho) \langle \omega \rangle^{-2})] + \varphi_1(\rho; \lambda)[O(\rho^{-1})O_0(\langle \omega \rangle^{-1}) + O(\rho^{-1} (1 - \rho)^0 \langle \omega \rangle^{-2})] \]
\[ = \partial_{\rho} \varphi_1(\rho; \lambda) \left( -3\rho^{-1} \varphi_1(\rho; \lambda) - \frac{1}{2}(1 - 2\lambda)(3 - 2\lambda)\rho^{-2}(1 + \rho)^{-\frac{1}{2} - \lambda} \right) \]
\[ \times [O(\rho^0)O_0(\langle \omega \rangle^{-1}) + O(\rho^0 (1 - \rho) \langle \omega \rangle^{-2})] + \rho^{-1} \varphi_1(\rho; \lambda)[O(\rho^0)O_0(\langle \omega \rangle^{-1}) + O(\rho^0 (1 - \rho)^0 \langle \omega \rangle^{-2})] \]
\[ = \partial_{\rho} \varphi_1(\rho; \lambda) + \rho^{-1} \varphi_1(\rho; \lambda)[O(\rho^0)O_0(\langle \omega \rangle^{-1}) + O(\rho^0 (1 - \rho)^0 \langle \omega \rangle^{-2})] \]
\[ - (1 - 2\lambda)(3 - 2\lambda)\rho^{-2}(1 + \rho)^{-\frac{1}{2} - \lambda}[O(\rho^0)O_0(\langle \omega \rangle^{-1}) + O(\rho^0 (1 - \rho) \langle \omega \rangle^{-2})]. \]

From Lemma 3.4 we have
\[ \chi(\rho \langle \omega \rangle) \partial_{\rho} u_0(\rho; \lambda) \]
\[ = \chi(\rho \langle \omega \rangle) \partial_{\rho} \varphi_0(\rho; \lambda)[1 + O(\rho^2 \langle \omega \rangle^0)] + \chi(\rho \langle \omega \rangle) \varphi_0(\rho; \lambda)O(\rho \langle \omega \rangle) \]
\[ = \chi(\rho \langle \omega \rangle) \partial_{\rho} \varphi_0(\rho; \lambda) + \chi(\rho \langle \omega \rangle)\rho^{-1} \varphi_0(\rho; \lambda)O(\rho \langle \omega \rangle^{-2}) \]
\[ - \chi(\rho \langle \omega \rangle) \frac{1}{2}(1 - 2\lambda)(3 - 2\lambda)\rho^{-2} \left( (1 + \rho)^{-\frac{1}{2} - \lambda} - (1 - \rho)^{-\frac{1}{2} - \lambda} \right)O(\rho^0 \langle \omega \rangle^{-2}) \]
\[ = \chi(\rho \langle \omega \rangle) \partial_{\rho} \varphi_0(\rho; \lambda) + \chi(\rho \langle \omega \rangle)\rho^{-1} \varphi_0(\rho; \lambda)O(\rho^0 \langle \omega \rangle^{-2}) \]
\[ - \chi(\rho \langle \omega \rangle)(1 - 2\lambda)(3 - 2\lambda)\rho^{-2} \left( (1 + \rho)^{-\frac{1}{2} - \lambda} - (1 - \rho)^{-\frac{1}{2} - \lambda} \right)O(\rho^0 \langle \omega \rangle^{-2}). \]
From Lemma 3.8 we have

\[ [1 - \chi(\rho(\omega))] \partial_\rho \varphi_1(\rho; \lambda) \]
\[ = [1 - \chi(\rho(\omega))] \partial_\rho \varphi_1(\rho; \lambda) [1 + O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho) \omega^{-2}) + O((\omega)^{-2})] \]
\[ + [1 - \chi(\rho(\omega))] \varphi_1(\rho; \lambda) [O(\rho^{-1})O_o(\omega^{-1}) + O(\rho^{-1}(1 - \rho)^0 \omega^{-2})] \]
\[ - [1 - \chi(\rho(\omega))] \partial_\rho \varphi_1(\rho; \lambda) [1 + O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho) \omega^{-2}) + O((\omega)^{-2})] \]
\[ - [1 - \chi(\rho(\omega))] \varphi_1(\rho; \lambda) [O(\rho^{-1})O_o(\omega^{-1}) + O(\rho^{-1}(1 - \rho)^0 \omega^{-2})] \]
\[ = [1 - \chi(\rho(\omega))] \partial_\rho \varphi_0(\rho; \lambda) \]
\[ + [1 - \chi(\rho(\omega))] \rho^{-1} \varphi_1(\rho; \lambda) [O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho)^0 \omega^{-2})] \]
\[ - [1 - \chi(\rho(\omega))] \rho^{-1} \varphi_1(\rho; \lambda) [O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho)^0 \omega^{-2})] \]
\[ + [1 - \chi(\rho(\omega))](1 - 2\lambda)(3 - 2\lambda) \rho^{-2} (1 + \rho)^{-\frac{1}{2} - \lambda}[O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho)^0 \omega^{-2})] \]
\[ - [1 - \chi(\rho(\omega))](1 - 2\lambda)(3 - 2\lambda) \rho^{-2} (1 + \rho)^{-\frac{1}{2} - \lambda}[O(\rho^0)O_o(\omega^{-1}) + O(\rho^0(1 - \rho)^0 \omega^{-2})]. \]

Combining with (3.7) and (3.8), we obtain the desired decomposition. \(\square\)

Now for \(n = \{1, 2, \ldots, 6\}, \tau > 0, \rho \in (0, 1),\) and \(f \in C^1([0, 1]),\) we define operators

\[ \tilde{S}_{n, \epsilon}(\tau, \rho) := \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon - iN}^{\epsilon + iN} e^{\lambda \tau} \int_0^1 \rho^{-1} \tilde{G}_n(\rho, s; \lambda) f(s) ds d\lambda \]
\[ = \frac{1}{2\pi} \int_\mathbb{R} e^{(\epsilon + i\omega)\tau} \int_0^1 \rho^{-1} \tilde{G}_n(\rho, s; \epsilon + i\omega) f(s) ds d\omega. \]

Then by dominated convergence and Fubini, we have

\[ \tilde{S}_n(\tau, \rho) := \lim_{\epsilon \to 0^+} \tilde{S}_{n, \epsilon}(\tau, \rho) = \frac{1}{2\pi} \int_0^1 f(s) \int_\mathbb{R} e^{i\omega \tau} \rho^{-1} \tilde{G}_n(\rho, s; i\omega) d\omega ds. \]

On the other hand, for \(n = \{1, 2, \cdots, 6\}, \tau > 0, \rho \in (0, 1),\) and \(f \in C^1([0, 1]),\) we define

\[ S'_{n, \epsilon}(\tau, \rho) := \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon - iN}^{\epsilon + iN} e^{\lambda \tau} \int_0^1 G'_n(\rho, s; \lambda) f(s) ds d\lambda \]
\[ = \frac{1}{2\pi} \int_\mathbb{R} e^{(\epsilon + i\omega)\tau} \int_0^1 G'_n(\rho, s; \epsilon + i\omega) f(s) ds d\omega, \]

and we also want to take \(\epsilon \to 0^+.\) Indeed, by the same argument as [5. Lemma 5.3], we have

\[ S'_n(\tau, \rho) := \lim_{\epsilon \to 0^+} S'_{n, \epsilon}(\tau, \rho) = \frac{1}{2\pi} \int_\mathbb{R} e^{i\omega \tau} \int_0^1 G'_n(\rho, s; i\omega) f(s) ds d\omega \]
\[ = \frac{1}{2\pi} \int_0^1 f(s) \int_\mathbb{R} e^{i\omega \tau} G'_n(\rho, s; i\omega) d\omega ds. \]

Our goal now is to obtain bounds for \(\|\tilde{S}_n(\tau, \rho)\|_{L^2(\mathbb{R}^3)}\) and \(\|S'_n(\tau, \rho)\|_{L^2(\mathbb{R}^3)}\).
5.3. Kernel estimates. We have bounds for the kernel of the operators $\tilde{S}_n$.

**Lemma 5.3.** We have

$$\left| \int_{\mathbb{R}} e^{i\omega \tau} \tilde{G}_n(\rho, s; i\omega) d\omega \right| \lesssim \rho^{-1} s^2 (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2},$$

for all $\tau > 0$, $\rho, s \in (0, 1)$, and $n = \{1, 2, \ldots, 6\}$.

**Proof.** Since the form of $\tilde{G}_n$ is the same as $G_n$, the treatment here is similar to Proposition 4.5. For $\tilde{G}_1$, we have

$$\int_{\mathbb{R}} e^{i\omega \tau} \tilde{G}_1(\rho, s; \omega) d\omega = 2 I_1(\rho, s, \tau) + I_2(\rho, s \tau)$$

where

$$I_1(\rho, s, \tau) = 1_{\mathbb{R}^+}(s - \rho) s (1-s)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(\rho \langle \omega \rangle) \frac{e^{i\omega (\tau + \log(1-s))} \varphi_0(\rho; i\omega)}{(3 - 2i\omega)(1 + 2i\omega)(1 - 2i\omega)} \tilde{\gamma}_1(\rho, s; i\omega) d\omega,$$

$$I_2(\rho, s, \tau) = 1_{\mathbb{R}^+}(s - \rho) s^2 (1-s)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(\rho \langle \omega \rangle) \frac{e^{i\omega (\tau + \log(1-s))} \varphi_0(\rho; i\omega)}{(3 - 2i\omega)(1 - 2i\omega)} \tilde{\gamma}_1(\rho, s; i\omega) d\omega.$$ 

From the proof of Proposition 4.5, we already see that

$$|I_1(\rho, s, \tau)| \lesssim 1_{\mathbb{R}^+}(s - \rho) s (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2} \lesssim \rho^{-1} s^2 (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2}.$$ 

For $I_2$, we use (3.10), and as before we have

$$\left| \int_{\mathbb{R}} \chi(\rho \langle \omega \rangle) \frac{e^{i\omega (\tau + \log(1-s))} \varphi_0(\rho; i\omega)}{(3 - 2i\omega)(1 - 2i\omega)} \tilde{\gamma}_1(\rho, s; i\omega) d\omega \right| \leq \rho^{-1} \int_{-1}^{1} (1 + \rho t)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(\rho \langle \omega \rangle) e^{i\omega (\tau + \log(1-s) - \log(1-\rho t))} \frac{1 - 2i\omega}{1 + 2i\omega} \tilde{\gamma}_1(\rho, s; i\omega) d\omega dt$$

$$\leq \rho^{-1} (\tau + \log(1-s))^{-2},$$

This gives the bound

$$|I_2(\rho, s, \tau)| \lesssim \rho^{-1} s^2 (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2}.$$

For $\tilde{G}_2$, we do the exact same thing in $G_2$ but we stop at (4.3), then we obtain the desired bound. Similarly, $\tilde{G}_3$ is exactly the same as $G_3$, where we use (4.4).

For $n = \{4, 5, 6\}$, by the same method as the case of $G_n$ in Proposition 4.5, we have the bounds as in (4.5),

$$\left| \int_{\mathbb{R}} e^{i\omega \tau} \tilde{G}_n(\rho, s; i\omega) d\omega \right| \lesssim 1_{\mathbb{R}^+}(\rho - s) \rho^{-2} s^3 (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2} \leq \rho^{-1} s^2 (1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2}$$

as desired. \qed

Similarly, we have the following result for $S_n'$.
Lemma 5.4. We have

\[ \left| \int_{\mathbb{R}} e^{i\omega G'_n(p, s; i\omega)} d\omega \right| \lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log (1 - \rho) + \log (1 - s))^{-2} \]

for all \( \tau > 0 \), \( \rho, s \in (0, 1) \), and \( n = \{1, 2, \ldots, 6\} \).

Proof. The logic is still very similar to the proof of Proposition 4.5. For \( G'_1 \), we have

\[ \int_{\mathbb{R}} e^{i\omega G'_1(p, s; i\omega)} d\omega = 2I_1(p, s, \tau) + I_2(p, s, \tau), \]

where

\[ I_1(p, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) s (1 - s)^{-\frac{1}{2}} \times \int_{\mathbb{R}} \chi(p \langle \omega \rangle) e^{i\omega (\tau + \log (1 - s))} \frac{g_1(p, i\omega) - \tilde{g}_1(p, i\omega)}{1 + 2i\omega} \gamma'_1(p, s; i\omega) d\omega; \]

\[ I_2(p, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) s^2 (1 - s)^{-\frac{1}{2}} \times \int_{\mathbb{R}} \chi(p \langle \omega \rangle) e^{i\omega (\tau + \log (1 - s))} (g_1(p, i\omega) - \tilde{g}_1(p, i\omega)) \frac{1 + 2i\omega}{1 + 2i\omega} \gamma'_1(p, s; i\omega) d\omega. \]

For \( I_1 \), we use the expression

\[ g_1(p, i\omega) - \tilde{g}_1(p, i\omega) = -\frac{1}{2\rho} (1 + 2i\omega) \int_{-1}^{1} (1 + pt)^{-\frac{3}{2}} - i\omega dt. \]

Then, again thanks to the cut-off, we have

\[ |I_1(p, s, \tau)| \leq 1_{\mathbb{R}^+} (s - \rho) \rho^{-1} s (1 - s)^{-\frac{1}{2}} \times \int_{-1}^{1} \left| (1 + pt)^{-\frac{3}{2}} \int_{\mathbb{R}} \chi(p \langle \omega \rangle) e^{i\omega (\tau + \log (1 - s) - \log (1 + \rho t))} \frac{1 + 2i\omega}{1 + 2i\omega} \gamma'_1(p, s; i\omega) d\omega \right| dt \]

\[ \lesssim 1_{\mathbb{R}^+} (s - \rho) \rho^{-1} s (1 - s)^{-\frac{1}{2}} (\tau + \log (1 - s))^{-2} \]

\[ \lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log (1 - \rho) + \log (1 - s))^{-2} \]

by Lemma 4.1. For \( I_2 \), we need to bound the expression

\[ I_{2\pm}(p, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} \times \int_{\mathbb{R}} \chi(p \langle \omega \rangle) e^{i\omega (\tau - \log (1 + \rho) + \log (1 - s))} \frac{1 + 2i\omega}{1 + 2i\omega} \gamma'_1(p, s; i\omega) d\omega. \]

Again by Lemma 4.1 we have

\[ |I_2(p, s, \tau)| \lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log (1 - \rho) + \log (1 - s))^{-2}. \]

For \( G'_2 \), the terms we need to bound are

\[ I_1(p, s, \tau) = 1_{\mathbb{R}^+} (s - \rho) \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s (1 - s)^{-\frac{1}{2}} \times \int_{\mathbb{R}} (1 - \chi(p \langle \omega \rangle)) e^{i\omega (\tau - \log (1 + \rho) + \log (1 - s))} \frac{\gamma'_2(p, s; i\omega)}{1 + 2i\omega} d\omega. \]
where

\[ I_2(\rho, s, \tau) = 1_{R^+}(s-\rho)\rho^{-2}(1+\rho)^{-\frac{1}{2}}s^2(1-s)^{-\frac{1}{2}} \times \int_R \left[ 1 - \chi(\rho \langle \omega \rangle) \right] e^{i\omega(\tau - \log(1+\rho) + \log(1-s))} \frac{-1 + 2i\omega}{1 + 2i\omega} \gamma_2(\rho, s ; i\omega) d\omega. \]

For \( I_1 \), notice that

\[ \frac{\gamma_2'(\rho, s ; i\omega)}{1 + 2i\omega} = \mathcal{O}(\rho^0(1-\rho)^0 s^0(1-s)^0 \langle \omega \rangle^{-2}), \]

we use Lemma 4.3 and obtain

\[ |I_1(\rho, s, \tau)| \lesssim 1_{R^+}(s-\rho)\rho^{-1}(1+\rho)^{-\frac{1}{2}}s(1-s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \]

\[ \lesssim \rho^{-2}(1-\rho)^{-\frac{1}{2}}s^2(1-s)^{-\frac{1}{2}} \langle \tau - \log(1-\rho) + \log(1-s) \rangle^{-2}. \]

For \( I_2 \), by Lemma 4.3 we have

\[ |I_2(\rho, s, \tau)| \lesssim \rho^{-2}(1+\rho)^{-\frac{1}{2}}s^2(1-s)^{-\frac{1}{2}} \langle \tau + \log(1-s) \rangle^{-2} \]

\[ \lesssim \rho^{-2}(1-\rho)^{-\frac{1}{2}}s^2(1-s)^{-\frac{1}{2}} \langle \tau - \log(1-\rho) + \log(1-s) \rangle^{-2}. \]

Next, \( G_3' \) is the same as \( G_2' \) with \( (1-\rho) \) instead of \( (1+\rho) \), and we obtain the same bound. For \( G_4' \), we first write

\[ s^4(1-s^2)^{-\frac{1}{2}+\lambda} \varphi_0(s ; \lambda) = s \left[ (1-s)^{-\frac{1}{2}+\lambda} (2 + s(-1 + 2\lambda)) - (1+s)^{-\frac{1}{2}+\lambda} (2 + s(-1 + 2\lambda)) \right] \]

\[ = 2s \left[ (1-s)^{-\frac{1}{2}+\lambda} - (1+s)^{-\frac{1}{2}+\lambda} \right] + s^2(1+2\lambda) \left[ (1-s)^{-\frac{1}{2}+\lambda} + (1+s)^{-\frac{1}{2}+\lambda} \right]. \]

Then, we write

\[ \int \! e^{i\omega \tau} G_4'(\rho, s ; i\omega) d\omega = 2I_1(\rho, s, \tau) + I_2(\rho, s, \tau), \]

where

\[ I_1(\rho, s, \tau) = 1_{R^+}(\rho-s)\rho^{-2}(1+\rho)^{-\frac{1}{2}}s \times \int_R \chi(s \langle \omega \rangle) e^{i\omega(\tau - log(1+\rho))} \frac{(1-s)^{\frac{1}{2}+i\omega} - (1+s)^{\frac{1}{2}+i\omega}}{1 + 2i\omega} \gamma_4'(\rho, s ; i\omega) d\omega, \]

\[ I_2(\rho, s, \tau) = 1_{R^+}(\rho-s)\rho^{-2}(1+\rho)^{-\frac{1}{2}}s^2 \times \int_R \chi(s \langle \omega \rangle) e^{i\omega(\tau - log(1+\rho))} \frac{(1-s)^{-\frac{1}{2}+i\omega} + (1+s)^{-\frac{1}{2}+i\omega}}{1 + 2i\omega} \gamma_4'(\rho, s ; i\omega) d\omega. \]
In $I_1$, we use the expression \(1.8\), and because of the cut-off, we have
\[
|I_1(\rho, s, \tau)| \lesssim \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s \int_{-1}^{1} (1 + st)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(s \langle \omega \rangle) e^{i\omega (\tau - \log(1 + \rho) + \log(1 + st))} \gamma_4'(\rho, s; i\omega) \, dt
\]
\[
\lesssim \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s (\tau - \log(1 + \rho))^{-2}
\]
\[
\lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 - \rho) + \log(1 - s))^{-2}.
\]

In $I_2$, we need to look at
\[
I_{2,\pm} = 1_{\mathbb{R}^+} (\rho - s) \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 + s)^{-\frac{1}{2}} \int_{\mathbb{R}} \chi(s \langle \omega \rangle) e^{i\omega (\tau - \log(1 + \rho) + \log(1 + s))} \gamma_4' (\rho, s; i\omega) d\omega,
\]
and again we have
\[
|I_2(\rho, s, \tau)| \lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 - \rho) + \log(1 - s))^{-2}.
\]

For $G'_5$ we need to bound
\[
I_1(\rho, s, \tau) = 1_{\mathbb{R}^+} (\rho - s) \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} \int_{\mathbb{R}} [1 - \chi(s \langle \omega \rangle)] e^{i\omega (\tau - \log(1 + \rho) + \log(1 + s))} \gamma_4' (\rho, s; i\omega) \frac{1}{1 + 2i\omega} d\omega,
\]
and
\[
I_2(\rho, s, \tau) = 1_{\mathbb{R}^+} (\rho - s) \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} \int_{\mathbb{R}} [1 - \chi(s \langle \omega \rangle)] e^{i\omega (\tau - \log(1 + \rho) + \log(1 + s))} \frac{-1 + 2i\omega}{1 + 2i\omega} \gamma_5' (\rho, s; i\omega) d\omega.
\]

So for $I_1$ we use Lemma 1.3 and have
\[
|I_1(\rho, s, \tau)| \lesssim \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} \int_{\mathbb{R}} [1 - \chi(s \langle \omega \rangle)] e^{i\omega (\tau - \log(1 + \rho) + \log(1 + s))} \mathcal{O}(\rho^0 (1 - \rho)^0 s^0 (1 - s)^0 \langle \omega \rangle^{-2}) d\omega
\]
\[
\lesssim \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 + \rho) + \log(1 - s))^{-2}
\]
\[
\lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 - \rho) + \log(1 - s))^{-2}.
\]

And for $I_2$ we have
\[
|I_2(\rho, s, \tau)| \lesssim \rho^{-2} (1 + \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 + \rho) + \log(1 - s))^{-2}
\]
\[
\lesssim \rho^{-2} (1 - \rho)^{-\frac{1}{2}} s^2 (1 - s)^{-\frac{1}{2}} (\tau - \log(1 - \rho) + \log(1 - s))^{-2}.
\]

Finally, $G'_6$ is similar to $G'_5$, but we get $(1 + s)$ instead of $(1 - s)$. Then, we have
\[
(1 + s)^{-\frac{1}{2}} (\tau + \log(1 + s))^{-2} \lesssim (\tau)^{-2} \lesssim (1 - \rho)^{-\frac{1}{2}} (1 - s)^{-\frac{1}{2}} (\tau - \log(1 - \rho) + \log(1 - s))^{-2}
\]
and obtain the desired bound.

**Lemma 5.5.** We have
\[
\|\tilde{S}_n(\tau) f\|_{L^2(\mathbb{R}^\ast)} \lesssim \|f\|_{L^2(\mathbb{R}^\ast)}, \quad n = \{1, \cdots, 6\},
\]
\[
\|S'_n(\tau) f\|_{L^2(\mathbb{R}^\ast)} \lesssim \|f\|_{L^2(\mathbb{R}^\ast)}, \quad n = \{1, \cdots, 6\},
\]
\[
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\]
for $\tau > 0$ and $f \in C^1([0,1])$.

**Proof.** We write

$$S_n'(\tau)f(\rho) = \frac{1}{2\pi} \int_0^1 f(s)K_n'(\rho, s; \tau) ds,$$

where

$$K_n'(\rho, s; \tau) = \int_{\mathbb{R}} e^{i\omega \tau} G_n'(\rho, s; i\omega) d\omega.$$

Then Lemma 5.4 gives the bounds

$$|K_n'(\rho, s; \tau)| \lesssim \rho^{-2}(1-\rho)^{-\frac{1}{2}} s^2(1-s)^{-\frac{1}{2}} (\tau - \log(1-\rho) + \log(1-s))^{-2}.$$

Doing a change of variables $\rho = 1 - e^{-x}$, $s = 1 - e^{-y}$, we get

$$\|S_n'(\tau)f(1 - e^{-x})\| \lesssim e^{\frac{x}{2}} (1 - e^{-x})^{-2} \int_0^\infty (\tau - y + x)^{-2} |f(1 - e^{-y})|(1 - e^{-y})^2 e^{-\frac{y}{2}} dy,$$

so using Young's inequality, we have

$$\|S_n'(\tau)f\|_{L^2(\mathbb{R}^5)} \lesssim \left( \int_0^1 |S_n'(\tau)f(\rho)|^2 \rho^4 d\rho \right)^\frac{1}{2} \lesssim \left( \int_0^\infty \left( \int_0^\infty (\tau - y + x)^{-2} |f(1 - e^{-y})|(1 - e^{-y})^2 e^{-\frac{y}{2}} dy \right)^2 dx \right)^\frac{1}{2} \lesssim \|f\|_{L^2(\mathbb{R})}. $$

For the operators $\tilde{S}_n$, from Lemma 5.3 we have

$$\left| \rho^{-1} \int_{\mathbb{R}} e^{i\omega \tau} \tilde{G}_n(\rho, s; i\omega) d\omega \right| \lesssim \rho^{-2} s^2(1-s)^{-\frac{1}{2}} (\tau + \log(1-s))^{-2} \lesssim \rho^{-2}(1-\rho)^{-\frac{1}{2}} s^2(1-s)^{-\frac{1}{2}} (\tau - \log(1-\rho) + \log(1-s))^{-2},$$

so the bounds for $\tilde{S}_n$ follows the same way. \qed

5.4. **The term containing $\lambda$.** As before we need to deal with the $\lambda \tilde{f}_1$ term in $F_\lambda$. Here we also need to deal with the operators

$$\tilde{S}_{n,\epsilon}(\tau)f(\rho) := \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} \frac{1}{2} (1 + 2\lambda)e^{\lambda \tau} \int_0^1 \rho^{-1} \tilde{G}_n(\rho, s; \lambda) f(s) ds d\lambda,$$

$$\tilde{S}_{n,\epsilon}'(\tau)f(\rho) := \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} \frac{1}{2} (1 + 2\lambda)e^{\lambda \tau} \int_0^1 \tilde{G}_n'(\rho, s; \lambda) f(s) ds d\lambda.$$
Lemma 5.6. Setting \( \hat{S}_n(\tau)f(\rho) := \lim_{\epsilon \to 0^+} \hat{S}_{n,\epsilon}(\tau)f(\rho) \), we have the bound

\[
\| \hat{S}_n(\tau)f \|_{L^2(B^5)} \lesssim \| f \|_{H^1(B^5)}
\]

for all \( \tau > 0, f \in C^1([0,1]), \) and \( n \in \{1,2,\ldots,6\} \).

Proof. We follow the logic in Proposition 4.9 by an integration by parts in \( s \). Indeed, the form of \( \hat{S}_{n,\epsilon}(\tau) \) and \( \hat{T}_{n,\epsilon}(\tau) \) only differ in a factor of \( \rho^{-1} \). After an integration by parts, the integral terms can be treated the same way as in Lemma 5.3 followed by Lemma 5.5, and the \( L^2(B^5) \) norms are bounded by \( C \| f' \|_{L^2(B^5)} + \| (\cdot)^{-1} f \|_{L^2(B^5)} \lesssim \| f \|_{H^1(B^5)} \) for all \( \tau > 0 \).

On the other hand, the boundary terms are (pointwise) bounded by \( C \| f(\rho) \| \langle \tau \rangle^{-2} \) (see proof of Proposition 4.9), so the \( L^2(B^5) \) norm is bounded by \( \| f \|_{L^2(B^5)} \) for all \( \tau > 0 \). \( \square \)

Lemma 5.7. Setting \( \hat{S}'_n(\tau)f(\rho) := \lim_{\epsilon \to 0^+} \hat{S}'_{n,\epsilon}(\tau)f(\rho) \), we have the bound

\[
\| \hat{S}'_n(\tau)f \|_{L^2(B^5)} \lesssim \| f \|_{H^1(B^5)}
\]

for all \( \tau > 0, f \in C^1([0,1]), \) and \( n \in \{1,2,\ldots,6\} \).

Proof. Again, we follow the same method as Proposition 4.9. The \( s \) dependent part of \( \hat{S}'_n \) has the same form as \( \hat{T}_n \) for each \( n = \{1,\ldots,6\} \).

For \( n = \{1,2,3\} \), we do an integration by parts as in (4.6). The integral part is dealt with by the same way as Lemma 5.4 (for each fixed \( N \), we use Fubini to interchange the \( \omega \) and \( s \) integral, then we use dominated convergence for the \( s \) integral to take the limit \( N \to \infty \)). Then the method in Lemma 5.5 gives the same bound as in Lemma 5.6. For the boundary term, with the logic in Lemma 5.1 we can take the limit \( \epsilon \to 0 \). For \( n = 1 \), we have

\[
B'_1(\tau)f(\rho) = \frac{2(1-\rho)^\frac{3}{2}}{2\pi i} \rho f(\rho) \int \frac{e^{i\omega(\tau+\log(1-\rho))} \chi(\langle \rho \rangle \langle \omega \rangle)(g_1(\rho;i\omega) - \tilde{g}_1(\rho;i\omega))}{1 + 2i\omega} \gamma'_1(\rho,\rho;i\omega)d\omega \\
+ \frac{(1-\rho)^\frac{3}{2} \rho^2 f(\rho)}{2\pi i} \int e^{i\omega(\tau+\log(1-\rho))} \chi(\langle \rho \rangle \langle \omega \rangle)(g_1(\rho;i\omega) - \tilde{g}_1(\rho;i\omega)) \frac{1 + 2i\omega}{1 + 2i\omega} \gamma'_1(\rho,\rho;i\omega)d\omega.
\]

In the first term we use (5.1) and in the second term we use the expression of \( g_1 \) and \( \tilde{g}_1 \) directly, similar to proof of Lemma 5.4. So we get the bound \( |B'_1(\tau)f(\rho)| \lesssim |f(\rho)| \langle \tau \rangle^{-2} \). For \( n = \{2,3\} \), we have

\[
B'_n(\tau)f(\rho) = \frac{2(1-\rho)^\frac{3}{2}(1 \pm \rho)^{-\frac{1}{2}} f(\rho)}{2\pi i} \rho^{-1} \int \frac{[1 - \chi(\langle \rho \rangle \langle \omega \rangle)] e^{i\omega(\tau+\log(1-\rho)-\log(1\pm\rho))} \gamma'_n(\rho,\rho;i\omega)}{1 + 2i\omega} d\omega \\
+ \frac{(1-\rho)^\frac{3}{2}(1 \pm \rho)^{-\frac{1}{2}} f(\rho)}{2\pi i} \int [1 - \chi(\langle \rho \rangle \langle \omega \rangle)] e^{i\omega(\tau+\log(1-\rho)-\log(1\pm\rho))} \gamma'_n(\rho,\rho;i\omega) d\omega.
\]

The same treatment as in the proof of Lemma 5.4 gives \( |B'_n(\tau)f(\rho)| \lesssim |f(\rho)| \langle \tau \rangle^{-2} \).
For \( n = 4 \), we decompose the operator into two parts according to (5.2). So we have

\[
\dot{S}'_{4,\varepsilon}(\tau)(\rho) = \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} e^{\lambda \tau} g_1(\rho; \lambda)
\]

\[
\times \int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(s \langle \omega \rangle) s \left((1 - s)^{\frac{1}{2} + \lambda} - (1 + s)^{\frac{1}{2} + \lambda}\right) f(s) \gamma'_4(\rho, s; \lambda) ds d\lambda
\]

\[
+ \frac{1}{2\pi i} \lim_{N \to \infty} \int_{\epsilon-iN}^{\epsilon+iN} \frac{1}{2} (1 + 2\lambda) e^{\lambda \tau} g_1(\rho; \lambda)
\]

\[
\times \int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(s \langle \omega \rangle)s^2 \left((1 - s)^{-\frac{1}{2} + \lambda} - (1 + s)^{-\frac{1}{2} + \lambda}\right) f(s) \gamma'_4(\rho, s; \lambda) ds d\lambda
\]

\[=: I_1(\tau, \rho) + I_2(\tau, \rho)\]

In \( I_1 \) we can take the limit in \( \varepsilon \) and change order of integration (same argument as in [3, Lemma 5.3]). Then we have \( I_1(\tau, \rho) := \lim_{\varepsilon \to 0^+} I_{1,\varepsilon}(\tau, \rho) \), and

\[
I_1(\tau, \rho) = \frac{\rho^{-2}(1 + \rho)^{-\frac{1}{2}}}{2\pi} f(\rho) \int_0^1 1_{\mathbb{R}_+}(\rho - s) s
\]

\[
\times \int_{\mathbb{R}} \chi(s \langle \omega \rangle) e^{i\omega(\tau - \log(1+\rho))} \left((1 - s)^{\frac{1}{2} + \lambda} - (1 + s)^{\frac{1}{2} + \lambda}\right) \gamma'_4(\rho, s; i\omega) ds d\omega ds.
\]

Following the method in the proof of Lemma 5.4 (the \( I_2 \) term in \( G'_4 \)), we get the bound \( \|I_1(\tau)f\| \lesssim \|\cdot\|^{-1}f\|_{L^2(\mathbb{B}^\gamma)} \lesssim \|f\|_{H^1(\mathbb{B}^\gamma)} \) for all \( \tau > 0 \). In \( I_2 \) we do an integration by parts in \( s \) using

\[
(1 + s)^{-\frac{1}{2} + \lambda} = \frac{\pm 2}{1 + 2\lambda} \partial_s (1 + s)^{\frac{1}{2} + \lambda},
\]

so

\[
\int_0^1 1_{\mathbb{R}_+}(\rho - s) \chi(s \langle \omega \rangle)s^2 (1 + s)^{-\frac{1}{2} + \lambda} f(s) \gamma'_4(\rho, s; \lambda) ds
\]

\[
= \frac{\pm 2}{1 + 2\lambda} \int_0^\rho \partial_s (1 + s)^{\frac{1}{2} + \lambda} \chi(s \langle \omega \rangle)s^2 f(s) \gamma'_4(\rho, s; \lambda) ds
\]

\[
= \frac{\pm 2}{1 + 2\lambda} (1 + \rho)^{\frac{1}{2} + \lambda} \chi(\rho \langle \omega \rangle) \rho^2 f(\rho) \gamma'_4(\rho, \rho; \lambda)
\]

\[
- \frac{\pm 2}{1 + 2\lambda} \int_0^\rho (1 + s)^{\frac{1}{2} + \lambda} \partial_s \left[ \chi(s \langle \omega \rangle)s^2 f(s) \gamma'_4(\rho, s; \lambda) \right] ds.
\]

The integral part is dealt with by the same argument as in Lemma 5.4 (the \( I_2 \) term in \( G'_4 \)), and we again obtain a bound by \( C \left( \|f\|_{L^2(\mathbb{B}^\gamma)} + \|\cdot\|^{-1}f\|_{L^2(\mathbb{B}^\gamma)} \right) \lesssim \|f\|_{H^1(\mathbb{B}^\gamma)} \) for all \( \tau > 0 \). In the boundary term we take the limit \( \varepsilon \to 0^+ \) by Lemma 5.1 so

\[
B'_4(\tau)f(\rho) = \frac{\pm 2(1 + \rho)^{\frac{1}{2}}(1 + \rho)^{-\frac{1}{2}} f(\rho)}{2\pi i} \int_{\mathbb{R}} \chi(\rho \langle \omega \rangle) e^{i\omega(\tau - \log(1+\rho) + \log(1+\rho))}\gamma'_4(\rho, \rho; i\omega) d\omega.
\]

and we get the bound \( |B'_4(\tau)f(\rho)| \lesssim f(\rho) \langle \tau \rangle^{-2} \).

For \( n = \{5,6\} \), as before we do an integration by parts in \( s \) as in (4.10), and the integral terms are handled by the same way as in Lemma 5.4 (the \( I_2 \) term in \( G'_5 \) and \( G'_6 \)). The
boundary terms are
\[ B'_n(\tau)f(\rho) = \pm \frac{(1 + \rho)^{\frac{5}{2}}(1 + \rho)^{-\frac{1}{2}}}{\pi i} f(\rho)^{-1} \int_{\mathbb{R}} [1 - \chi(\rho(\omega))] e^{i\omega(\tau - \log(1 + \rho) + \log(1 + \rho))} \gamma'_n(\rho, \rho; i\omega) \frac{1}{1 + 2i\omega} d\omega \]
\[ \pm \frac{(1 + \rho)^{\frac{5}{2}}(1 + \rho)^{-\frac{1}{2}}}{2\pi i} \int_{\mathbb{R}} [1 - \chi(\rho(\omega))] e^{i\omega(\tau - \log(1 + \rho) + \log(1 + \rho))} \gamma'_n(\rho, \rho; i\omega) d\omega. \]
So we also have \(|B'_n(\tau)f(\rho)| \lesssim f(\rho) |\tau|^{-2}\) for \(n = \{5, 6\} \).

5.5. Improved energy bounds.

**Lemma 5.8.** The semigroup \(S\) admits the bound
\[ \|S(\tau)(I - P)f\|_H \lesssim \|(I - P)f\|_H \]
for all \(\tau \geq 0\) and \(f \in H\).

**Proof.** Here we have the representation of the first component
\[ [S(\tau)\hat{f}]_1 = [S_0(\tau)\hat{f}]_1(\rho) + \sum_{n=1}^{6} \left[ T_n(\tau) \left( |\cdot| \hat{f}_1 + 2\hat{f}_1 + \hat{f}_2 \right) + \hat{T}_n(\tau)\hat{f}_1 \right], \]
and the definition of the second component
\[ [S(\tau)\hat{f}]_2 = \left[ \partial_\tau + \rho \partial_\rho + \frac{3}{2} \right] [S(\tau)\hat{f}]_1(\rho). \]
This is the same proof as [5, Lemma 5.7]. □

6. **Proof of the theorem**

We look at the nonlinear problem
\[ \Phi(\tau) = S(\tau)u + \int_0^\tau S(\tau - \sigma)N(\Phi(\sigma))d\sigma, \]
where
\[ N(u)(\rho) := \begin{pmatrix} 0 \\ N(u_1(\rho)) \end{pmatrix}, \]
with
\[ N(x) = x \frac{x}{c_5 + x} \left( c_5 + x \right) - c_5^\frac{7}{3} - \frac{35}{4} x. \]

**Lemma 6.1.** We have
\[ \|N(u)\|_H \lesssim \|u_1\|_{L^5(B^5)}^\frac{7}{3} + \|u_1\|_{L^{14}(B^5)}^{\frac{7}{3}} \]
and
\[ \|N(u) - N(v)\|_H \lesssim \|u_1 - v_1\|_{L^5(B^5)} \left( \|u_1\|_{L^5(B^5)} + \|v_1\|_{L^5(B^5)} \right) \]
\[ + \|u_1 - v_1\|_{L^{14}(B^5)} \left( \|u_1\|_{L^{14}(B^5)} + \|v_1\|_{L^{14}(B^5)} \right) \]
for all \(u, v \in H\).
Proof. We compute
\[ N'(x) = \frac{7}{3} |c_5 + x|^\frac{4}{3} - \frac{35}{4} = \frac{7}{3} \left( \frac{15}{4} \right)^\frac{4}{3} + x - \frac{35}{4}, \]
and observe that \( N(0) = N'(0) = 0 \). Hence
\[ |N(x)| \lesssim |x|^2 + |x|^\frac{4}{3}, \quad |N'(x)| \lesssim |x| + |x|^\frac{4}{3}, \]
for all \( x \in \mathbb{R} \). Since \( N \) is monotone, we also have
\[ |N(x) - N(y)| \lesssim |x - y| (|N'(x)| + |N'(y)|) \lesssim |x - y| \left( |x| + |x|^\frac{4}{3} + |y| + |y|^\frac{4}{3} \right). \]
Then by Hölder’s inequality we get
\[
\|N(u)\|_{\mathcal{H}} = \|N(u_1)\|_{L^2(\mathbb{B}^5)} \lesssim \|u_1\|_{L^5(\mathbb{B}^5)}^2 + \|u_1\|_{L^5(\mathbb{B}^5)}^\frac{2}{3} \lesssim \|u_1\|_{L^5(\mathbb{B}^5)}^2 + \|u_1\|_{L^5(\mathbb{B}^5)}^\frac{2}{3},
\]
and
\[
\|N(u) - N(v)\|_{\mathcal{H}} \lesssim \|N(u_1) - N(v_1)\|_{L^2(\mathbb{B}^5)} \lesssim \|u_1 - v_1\|_{L^2(\mathbb{B}^5)} \left( \|u_1\|_{L^5(\mathbb{B}^5)} + \|v_1\|_{L^5(\mathbb{B}^5)} \right) \lesssim \|u_1 - v_1\|_{L^5(\mathbb{B}^5)} \left( \|u_1\|_{L^5(\mathbb{B}^5)} + \|v_1\|_{L^5(\mathbb{B}^5)} \right) \lesssim \|u_1 - v_1\|_{L^5(\mathbb{B}^5)} \left( \|u_1\|_{L^5(\mathbb{B}^5)}^\frac{2}{3} + \|v_1\|_{L^5(\mathbb{B}^5)}^\frac{2}{3} \right)
\]
as required. \( \square \)

6.1. The nonlinear problem. In the following, we first modify the equation to remove the unstable direction, then we show how to remove this modification.

For \( \Psi(\tau)(\rho) = (\varphi_1(\tau, \rho), \varphi_2(\tau, \rho)) \), we define
\[ \|\Psi\|^2_{\mathcal{X}} := \|\Psi\|^2_{L^\infty(\mathbb{R}_+, \mathcal{H})} + \|\varphi_1\|^2_{L^2(\mathbb{R}_+ ; L^5(\mathbb{B}^5))}, \]
and introduce the Banach space
\[ \mathcal{X} := \{ \Phi \in C([0, \infty), \mathcal{H}) : \varphi_1 \in L^2(\mathbb{R}_+ ; L^5(\mathbb{B}^5)), \|\Phi\|_{\mathcal{X}} < \infty \}. \]
Moreover, we set
\[ \mathcal{X}_\delta := \{ \Phi \in \mathcal{X} : \|\Phi\| \leq \delta \}. \]
For initial data \( u \in \mathcal{H} \), we define
\[ K_u(\Phi)(\tau) = S(\tau) [u - C(\Phi, u)] + \int_0^\tau S(\tau - \sigma) N(\Phi(u)) d\sigma, \]
where
\[ C(\Phi, u) := P \left[ u + \int_0^\infty e^{-\sigma} N(\Phi(\sigma)) d\sigma \right]. \]

Lemma 6.2. There exist \( c, \delta > 0 \) such that if \( \|u\|_{\mathcal{H}} \leq \frac{\delta}{c} \) and \( \Phi \in \mathcal{X}_\delta \), then \( K_u(\Phi) \in \mathcal{X}_\delta \).
Proof. From Lemmas 5.8 and 6.1 we have

\[
\left\| (I - P)K_u(\Phi)(\tau) \right\|_H \lesssim \|u\|_H + \int_0^\tau \|N(\Phi(\sigma))\|_H d\sigma \\
\lesssim \frac{\delta}{c} + \int_0^\tau \left( \|\varphi_1(\sigma, \cdot)\|_{L^2_5(\mathbb{R}^5)}^2 + \|\varphi_1(\sigma, \cdot)\|_{L^5_4(\mathbb{R}^5)}^\frac{7}{3} \right) d\sigma \\
\lesssim \frac{\delta}{c} + \delta^2 + \left( \|\varphi_1\|_{L^2(\mathbb{R}^5)}^\theta \|\varphi_1\|_{L^5(\mathbb{R}^5)}^{1-\theta} \|L_{5/4}(\mathbb{R}^5)\| \right)^{\frac{7}{3}} \\
\lesssim \frac{\delta}{c} + \delta^2 + \left( \|\varphi_1\|_{L^2(\mathbb{R}^5)}^\theta \|\Phi\|_{L^5_{14}(\mathbb{R}^5)}^{1-\theta} \|L_{14/5}(\mathbb{R}^5)\| \right)^{\frac{7}{3}} \\
\lesssim \frac{\delta}{c} + \delta^2 + \delta^{\frac{7}{3}}.
\]

Moreover, from the Strichartz estimates in Theorem 4.10 we have

\[
\left\| (I - P)K_u(\Phi)(\tau) \right\|_{L^2(\mathbb{R}^5)} \lesssim \|u\|_H + \int_0^\infty \|N(\Phi(\sigma))\|_H d\sigma \\
\lesssim \frac{\delta}{c} + \delta^2 + \delta^{\frac{7}{3}}.
\]

Next, from Lemma 2.8 we have

\[
P K_u(\Phi)(\tau) = P \left[ S(\tau) [u - C(\Phi, u)] + \int_0^\tau S(\tau - \sigma)N(\Phi(u)) d\sigma \right] \\
= -\int e^{\tau - \sigma}P N(\Phi(\sigma)) d\sigma + \int_0^\tau e^{\tau - \sigma}P N(\Phi(\sigma)) d\sigma = -\int e^{\tau - \sigma}P N(\Phi(\sigma)) d\sigma.
\]

Since we also have \( rg P = (g) \), so by the Riesz representation theorem, there exists \( g^* \in H \) with \( P f = (f|g^*)_H g \) for all \( f \in H \). Then

\[
\|PK_u(\Phi)(\tau)\|_H \lesssim \int_\tau^\infty e^{\tau - \sigma} \|N(\Phi(\sigma))\|_{H} d\sigma \\
\lesssim \int_\tau^\infty \|N(\Phi(\sigma))\|_{H} d\sigma \\
\lesssim \delta^2 + \delta^{\frac{7}{3}}.
\]

Finally,

\[
\|PK_u(\Phi)(\tau)\|_{L^5(\mathbb{R}^5)} \lesssim \int_\tau^\infty \|N(\Phi(\sigma))\|_{H} d\sigma \\
= 1_{[0, \infty)}(\tau) \int_{\mathbb{R}} 1_{[-\infty, 0]}(\tau - \sigma) e^{\tau - \sigma} \|N(\Phi(\sigma))\|_{H} d\sigma,
\]

then Young’s inequality gives

\[
\|PK_u(\Phi)\|_{L^5(\mathbb{R}^5)} \lesssim \|1_{[-\infty, 0]} e^{\tau} \|_{L^2(\mathbb{R})} \int_0^\infty \|N(\Phi(\sigma))\|_{H} d\sigma \\
\lesssim \delta^2 + \delta^{\frac{7}{3}}.
\]

Therefore, we have \( \|K_u(\Phi)\|_H \lesssim \frac{\delta}{c} + \delta^2 + \delta^{\frac{7}{3}} \), which implies the claim. \( \square \)
Lemma 6.3. Let $\delta > 0$ be small and $u \in \mathcal{H}$. Then
\[
\|K_u(\Phi) - K_u(\Psi)\|_{\mathcal{H}} \leq \frac{1}{2} \|\Phi - \Psi\|_{\mathcal{X}}
\]
for all $\Phi, \Psi \in \mathcal{X}_\delta$.

Proof. From Lemmas 5.8 and 6.1 we have
\[
\| (I - P) [K_u(\Phi)(\tau) - K_u(\Psi)(\tau)] \|_{\mathcal{H}}
\lesssim \int_0^\tau \| N(\Phi(\sigma)) - N(\Psi(\sigma)) \|_{\mathcal{H}} d\sigma
\lesssim \int_0^\tau \| \varphi_1(\sigma) - \psi_1(\sigma) \|_{L^5(B^5)} \left( \| \varphi_1(\sigma) \|_{L^5(B^5)} + \| \psi_1(\sigma) \|_{L^5(B^5)} \right)
+ \| \varphi_1(\sigma) - \psi_1(\sigma) \|_{L^{14/3}(B^3)} \left( \| \varphi_1(\sigma) \|_{L^{14/3}(B^3)} + \| \psi_1(\sigma) \|_{L^{14/3}(B^3)} \right) d\sigma
\lesssim \| \varphi_1 - \psi_1 \|_{L^2(\mathbb{R}^+; L^5(B^5))} \left( \| \varphi_1 \|_{L^2(\mathbb{R}^+; L^5(B^5))} + \| \psi_1 \|_{L^2(\mathbb{R}^+; L^5(B^5))} \right)
+ \| \varphi_1 - \psi_1 \|_{L^{14/3}(\mathbb{R}^+; L^{14/3}(B^3))} \left( \| \varphi_1 \|_{L^{14/3}(\mathbb{R}^+; L^{14/3}(B^3))} + \| \psi_1 \|_{L^{14/3}(\mathbb{R}^+; L^{14/3}(B^3))} \right)
\lesssim \delta \| \Phi - \Psi \|_{\mathcal{X}}.
\]
Furthermore, from Theorem 4.10 we have
\[
\| (I - P) [K_u(\Phi)(\tau) - K_u(\Psi)(\tau)] \|_{L^2(\mathbb{R}^+; L^5(B^5))} \lesssim \int_0^\infty \| N(\Phi(\sigma)) - N(\Psi(\sigma)) \|_{\mathcal{H}} d\sigma
\lesssim \delta \| \Phi - \Psi \|_{\mathcal{X}}.
\]
Following the same logic as in the proof of Lemma 6.2 we have
\[
\| PK_u(\Phi)(\tau) - PK_u(\Psi)(\tau) \|_{\mathcal{H}} \lesssim \int_\tau^\infty e^{\tau - \sigma} \| (N(\Phi(\sigma)) - N(\Psi(\sigma)) g^*) \|_{\mathcal{H}} d\sigma
\lesssim \delta \| \Phi - \Psi \|_{\mathcal{X}}.
\]
Lastly,
\[
\| [PK_u(\Phi)(\tau) - PK_u(\Psi)(\tau)]_1 \|_{L^5(B^5)} \lesssim \int_\tau^\infty e^{\tau - \sigma} \| N(\Phi(\sigma)) - N(\Psi(\sigma)) \|_{\mathcal{H}} d\sigma,
\]
and by Young’s inequality we have
\[
\| [PK_u(\Phi) - PK_u(\Psi)]_1 \|_{L^2(\mathbb{R}^+; L^5(B^5))} \lesssim \delta \| \Phi - \Psi \|_{\mathcal{X}}.
\]
Hence $\| K_u(\Phi) - K_u(\Psi) \|_{\mathcal{H}} \lesssim \delta \| \Phi - \Psi \|_{\mathcal{X}}$. By choosing $\delta$ sufficiently small, we get the inequality as claimed. □

Corollary 6.4. There exist $c, \delta > 0$ such that if $\| u \|_{\mathcal{H}} \leq \frac{\delta}{c}$, then there exists a unique $\Phi \in \mathcal{X}_\delta$ satisfying $\Phi = K_u(\Phi)$.

Proof. We obtain the conclusion from Lemmas 6.2 and 6.3 and the Banach fixed point theorem. □
Thus initial data for this solution is given by
\[ \varphi_1(0) = \psi_1(0, \rho) - c_5 = T^{\frac{3}{2}} f(T\rho) - c_5 \]
\[ \varphi_2(0) = \psi_2(0, \rho) - \frac{3}{2} c_5 = T^{\frac{5}{2}} g(T\rho) - \frac{3}{2} c_5. \]

The ODE blowup solution \( u^1 \), transformed to similarity coordinates, is given by
\[ \psi^1(\tau, \rho) = T^{\frac{3}{2}} e^{-\frac{\tau}{T}} u^1(T - Te^{-\tau}, Te^{-\tau} \rho) = T^{\frac{3}{2}} e^{-\frac{\tau}{T}} c_5 (1 - T + Te^{-\tau})^{-\frac{3}{2}}. \]

As in (2.1), we set \( \psi_1 := \psi^1 \), and
\[ \psi_2^1(\tau, \rho) = \partial_\tau \psi_1^1 + \rho \partial_\rho \psi_1^1 + \frac{3}{2} \psi_1^1 = \frac{3}{2} c_5 T^{\frac{3}{2}} e^{-\frac{\tau}{T}} (1 - T + Te^{-\tau})^{-\frac{3}{2}}. \]

Thus initial data for this solution is given by
\[ \psi_1(0, \rho) = c_5 T^{\frac{3}{2}}, \psi_2(0, \rho) = \frac{3}{2} c_5 T^{\frac{3}{2}}. \]

Now we rewrite the initial condition for \( \Phi \) as
\[ \Phi(0)(\rho) = \left( T^{\frac{3}{2}} (f(T\rho) - c_5) + c_5 T^{\frac{5}{2}} - c_5, T^{\frac{5}{2}} \left( g(T\rho) - \frac{3}{2} c_5 \right) + \frac{3}{2} c_5 T^{\frac{5}{2}} - \frac{3}{2} c_5 \right) = U \left( T, \left( f - c_5, g - \frac{3}{2} c_5 \right) \right)(\rho), \]
where
\[ U(T, v)(\rho) := \left( T^{\frac{3}{2}} v_1(T\rho), T^{\frac{5}{2}} v_2(T\rho) \right) + \left( c_5 T^{\frac{3}{2}}, \frac{3}{2} T^{\frac{5}{2}} \right) - \left( c_5, \frac{3}{2} c_5 \right). \]

We can see that, for \( \delta > 0 \) sufficiently small and \( v \in H^1 \times L^2(\mathbb{B}_1^{\delta}) \), the map
\[ U(\cdot, v) : [1 - \delta, 1 + \delta] \to H^1 \times L^2(\mathbb{B}^5) \]
is continuous (see for example the proof of [7, Lemma 4.14]).

**Lemma 6.5.** There exist \( M \geq 1 \) and \( \delta > 0 \) such that, given \( \|v\|_{H^1 \times L^2(\mathbb{B}_1^{\delta})} < \frac{\delta}{M} \), there exist \( T^* \in [1 - \delta, 1 + \delta] \) and \( \|\Phi\| \in X_\delta \) with \( \Phi = K_\varphi(T^*, v)(\Phi) \) and \( C(\Phi, U(T^*, v)) = 0 \).

**Proof.** First, we have
\[ \partial_\tau \left( \frac{3}{2} c_5 T^{\frac{3}{2}} \right) \bigg|_{T=1} = \left( \frac{3}{2} c_5 \right) \]
So we can write
\[ U(T, v)(\rho) = \left( T^{\frac{3}{2}} v_1(T\rho), T^{\frac{5}{2}} v_2(T\rho) \right) + \frac{3}{4} c_5 g(T - 1) + (T - 1)^2 f_T \]
where \( \|f_T\|_H \lesssim 1 \) on \( T \in \left[ \frac{1}{2}, \frac{3}{2} \right] \). Hence
\[ \langle U(T, v) \rangle = O \left( \frac{\delta}{M} T^0 \right) + \frac{3}{4} c_5 g^2(T - 1) + O(\delta^2 T^0) \]
for all \( T \in [1 - \delta, 1 + \delta], \delta \in [0, \frac{1}{2}] \), and \( M \geq 1 \).

Now notice that
\[ \|U(T, v)\|_H \lesssim \|v\|_{H^1 \times L^2(\mathbb{B}_1^{\delta})} + |T - 1|, \]
so for every \( T \in [1 - \delta, 1 + \delta] \), by Corollary [6.4] there exists \( \Phi_T \in X_\delta \) with \( \Phi_T = K_{u(T, \nu)}(\Phi) \) provided that \( \delta > 0 \) is sufficiently small and \( M \geq 1 \) is sufficiently large.

Recall that

\[
C(\Phi, u) := P \left[ u + \int_0^\infty e^{-\sigma} N(\Phi(\sigma)) d\sigma \right].
\]

and notice that

\[
\int_0^\infty e^{-\sigma} \| N(\Phi(\sigma)) \|_{\mathcal{H}} d\sigma \lesssim \delta^2,
\]

we have

\[
(C(\Phi, u)|g)_{\mathcal{H}} = O \left( \frac{\delta}{M} T^0 \right) + \frac{3}{4} c_5 \| g \|^2(T - 1) + O(\delta^2 T^0).
\]

Since \( \text{rg} C(\Phi, u) \subset (g) \), we see that \( C(\Phi, u) = 0 \) is equivalent to \( T - 1 = F(T) \), where \( F \) is a continuous function of \( T \) on \([1 - \delta, 1 + \delta]\) with \( |F(T)| \lesssim \frac{\delta}{M} + \delta^2 \). Choosing \( M \) sufficiently large, we have that \( \text{rg}(1 + F) \) is a continuous function from \([1 - \delta, 1 + \delta]\) to itself, so \( 1 + F \) has a fixed point \( T^* \).

### 6.2. Proof of the main theorem

Finally, we turn to our main result.

**Proof of Theorem 1.1.** Let \( M \geq 1 \) be sufficiently large and \( \delta > 0 \) sufficiently small. For \((f, g)\) with

\[
\| (f, g) - u^{[0]} \|_{H^1 \times L^2(\mathbb{B}_1^5, \mathbb{R}^5)} \leq \frac{\delta}{M},
\]

let \( v = (f, g) - u^{[0]} \). Then we have the associated \( \Phi \in X_\delta \) and \( T \) given by Lemma [6.5]. Then from (1.4), (2.1), and (2.3), we have

\[
\delta^2 \geq \| \phi_1 \|^2_{L^2(\mathbb{R}^4; L^5(\mathbb{B}_5^5)))} = \int_0^\infty \| \phi_1(\tau, \cdot) \|^2_{L^5(\mathbb{B}_5^5)} d\tau
\]

\[
= \int_0^\infty \left\| \phi_1(\tau, \cdot) - c_5 \right\|^2_{L^5(\mathbb{B}_5^5)} d\tau
\]

\[
= \int_0^T \left\| \phi_1 \left( \log \frac{T}{T - t}, \cdot \right) - c_5 \right\|^2_{L^5(\mathbb{B}_5^5)} \frac{dt}{T - t}
\]

\[
= \int_0^T \left\| \phi_1 \left( \log \frac{T}{T - t}, \cdot \right) - c_5 \right\|^2_{L^5(\mathbb{B}_5^{5T})} \frac{dt}{(T - t)^3}
\]

\[
= \int_0^T (T - t)^3 \left\| (T - t)^{-\frac{3}{2}} \phi_1 \left( \log \frac{T}{T - t}, \cdot \right) - (T - t)^{-\frac{3}{2}} c_5 \right\|^2_{L^5(\mathbb{B}_5^{5T})} \frac{dt}{(T - t)^3}
\]

\[
= \int_0^T \| u(t, \cdot) - u^T(t, \cdot) \|^2_{L^5(\mathbb{B}_5^{5T})} dt
\]

\[
\leq \int_0^T \| u - u^T(t, \cdot) \|^2_{L^5(\mathbb{B}_5^{5T})} \frac{dt}{T - t}
\]

We have

\[
\frac{\delta^2}{M} \geq \| u - u^T \|^2_{L^5(\mathbb{B}_5^{5r})}
\]

\[
\| u - u^T \|^2_{L^5(\mathbb{B}_5^{5r})}
\]
Appendix A. Properties of symbol type functions

Here we discuss some properties of functions of symbol type. From the Leibniz rule we have the following property.

Lemma A.1. Let \( f, g : (0, 1) \to \mathbb{C} \), \( a, b \in [0, 1] \), and \( \alpha, \beta \in \mathbb{R} \). If \( f(x) = O((x - a)^\alpha) \), \( g(x) = O((x - b)^\beta) \), then \( f(x)g(x) = O((x - a)^\alpha(x - b)^\beta) \).

In particular, if \( f(x) = O((x - a)^\alpha) \), \( g(x) = O((x - a)^\beta) \), then \( f(x)g(x) = O((x - a)^{\alpha+\beta}) \).

Proof. Fix \( j \in \mathbb{N}_0 \). By assumption, \( f \) and \( g \) satisfy
\[
|\partial_x^k f(x)| \lesssim |x - a|^{\alpha - j} \quad \text{and} \quad |\partial_x^k g(x)| \lesssim |x - b|^{\beta - j}
\]
for all \( x \in (0, 1) \) and \( k \in \mathbb{N}_0 \). Then by the Leibniz rule we have
\[
|\partial_x^j (f(x)g(x))| \leq \sum_{k=0}^{j} \binom{j}{k} |\partial_x^{j-k} f(x)| |\partial_x^k g(x)|
\]
\[
\lesssim \sum_{k=0}^{j} \binom{j}{k} |x - a|^{\alpha - (j-k)} |x - b|^{\beta - k}
\]
\[
\lesssim |x - a|^{\alpha - j} |x - b|^{\beta - j},
\]
since \( |x - a| < 1 \) and \( |x - b| < 1 \). \( \square \)

Symbol behaviour is also stable under integration in certain situations. An example is the following.

Lemma A.2. Let \( f : (0, 1) \to \mathbb{C} \) and \( \alpha > 1 \) with \( f(x) = O(x^{-\alpha}) \). Define a function \( g : (0, c] \to \mathbb{C} \) with \( c \in (0, 1) \) by
\[
g(x) = \int_x^c f(y)dy.
\]
Then \( g(x) = O(x^{-\alpha+1}) \).

Proof. First of all, since \( 0 < x \leq c < 1 \) and \( -\alpha + 1 < 0 \), we have
\[
|g(x)| \leq \int_x^c |f(y)|dy \lesssim \int_x^c y^{-\alpha}dy \lesssim c^{-\alpha+1} + x^{-\alpha+1} \lesssim x^{-\alpha+1}.
\]
Moreover, since
\[
\partial_x \int_x^c f(y)dy = -f(x),
\]
estimates on derivatives follow from the symbol behaviour of \( f \). \( \square \)

Lemma A.3. Let \( f : I \subset \mathbb{R} \to \mathbb{C} \), \( 0 \in I \) be such that \( f \neq 0 \) and \( f(x) = 1 + O(x) \). Then there exists \( \delta > 0 \) such that \( 1/f(x) = 1 + O(x) \) on \((0, \delta)\).

Proof. This follows from the Taylor expansion. \( \square \)

Next, we show some properties that are specifically used in the derivative estimates of the Volterra solution from Lemma 3.6.

Lemma A.4. Let \( x \in [0, \infty) \) and \( j \in \mathbb{N}_0 \). Then
\[
|\partial_x^j (e^{-x} O(x^0))| \lesssim e^{-x} x^{-j} \langle x \rangle^j.
\]
Proof. By the Leibniz rule, we have
\[ |\partial_x^j(e^{-x}\mathcal{O}(x^0))| = \left| \sum_{l=0}^{j} \binom{j}{l} \partial_x^{j-l}e^{-x}\partial_x^l\mathcal{O}(x^0) \right| \leq e^{-x}x^{-j}\langle x \rangle^j. \]

Lemma A.5. Let \( x, y \in [0, \infty) \) and \( j \in \mathbb{N}_0 \). Then
\[ \partial_x^j\mathcal{O}(x^0(x+y)^0) = \mathcal{O}(x^{-j}(x+y)^0). \]
Proof. We have
\[ |\partial_x^j\mathcal{O}(x^0(x+y)^0)| \leq \sum_{l=0}^{j} x^{-(j-l)}(x+y)^{-l} \lesssim x^{-j}, \]
since \( x+y \geq x \), so \( (x+y)^{-l} \leq x^{-l} \).

Lemma A.6. Let \( x \in [0, \infty) \), \( y, \omega \in \mathbb{R} \) such that \( y \) and \( \omega \) have the same sign, and \( k \in \mathbb{N}_0 \). Then
\[ \partial_\omega^k\mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\right) = \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\omega^{-k}\right). \]
Proof. First, the claim is true for \( k = 0 \). For \( k \geq 1 \), we show that
\[ \partial_\omega^k\mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\right) = \sum_{m=1}^{k} \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-m}\right)y^m\omega^{-k-m}. \]
We do this by induction. When \( k = 1 \), we have
\[ \partial_\omega\mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\right) = \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-1}\right)y\omega^{-2}, \]
which is what the formula claimed. Next, suppose that this is true for all derivatives up to order \( k - 1 \). Then
\[ \partial_\omega^k\mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\right) = \partial_\omega\sum_{m=1}^{k-1} \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-m}\right)y^m\omega^{-(k-1)-m} \]
\[ = \sum_{m=2}^{k} \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-m}\right)y^m\omega^{-k-m} + \sum_{m=1}^{k-1} \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-m}\right)y^m\omega^{-k-m} \]
\[ = \sum_{m=1}^{k} \mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^{-m}\right)y^m\omega^{-k-m}. \]
So we can estimate
\[ \left| \partial_\omega^k\mathcal{O}\left(\left(\frac{y}{\omega} + x\right)^0\right) \right| \lesssim \sum_{m=1}^{k} \left| \left(\frac{y}{\omega} + x\right)^{-m}\right|y^m\omega^{-k-m} \]
\[ = \sum_{m=1}^{k} \left| \left(\frac{y}{y+\omega x}\right)^m\right|y^m\omega^{-k-m} \lesssim \left| \frac{y}{y+\omega x} \right|^m \left| \omega \right|^{-k} \leq \left| \omega \right|^{-k}, \]
since \( |y| \leq |y+\omega x| \) for \( \omega \) and \( y \) with the same sign and \( x \geq 0 \).
Lemma A.7. Let \( x, y, \omega, k \) be as in the previous lemma. Then
\[
\partial^k_\omega \left( e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^0 \right) \right) = \sum_{m=0}^{k} e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^{0} y^m \omega^{-k-m} \right).
\]

Proof. The claim is true for \( k = 0 \). Now suppose the statement is true for up to \( k - 1 \) derivatives. Then
\[
\partial^k_\omega \left( e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^0 \right) \right) = \partial_\omega \sum_{m=0}^{k-1} e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^{0} y^m \omega^{-(k-1)-m} \right)
\]
\[
= \sum_{m=1}^{k} e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^{0} y^m \omega^{-k-m} \right) + \sum_{m=0}^{k-1} e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^{0} y^m \omega^{-k-m} \right)
\]
\[
= \sum_{m=0}^{k} e^{-\frac{y}{\omega}} \mathcal{O} \left( \left( \frac{y}{\omega} + x \right)^{0} y^m \omega^{-k-m} \right),
\]
as required. \( \square \)

Appendix B. Derivatives of the Volterra solution

Here we show that the solution to the Volterra equation (3.5) is of symbol type. We introduce the variables \( x = \varphi(\rho), \ y = \varphi(s) \) with \( \varphi(s) = \frac{1}{2} \log \frac{1 + s}{1 - s} \). Define \( \tilde{H}(x; \lambda) := h_1(\varphi^{-1}(x); \lambda) \), by change of variables, (3.5) is transformed into a Volterra equation of \( \tilde{H} \),
\[
\tilde{H}(x; \lambda) = 1 + \int_{x}^{\infty} \tilde{K}(x, y; \lambda) \tilde{H}(y; \lambda) dy,
\]
where \( \tilde{K}(x, y; \lambda) := K(\varphi^{-1}(x), \varphi^{-1}(y); \lambda)(\varphi^{-1})'(y) \). Notice that we have \( |\partial^j_y \varphi^{-1}(y)| \lesssim e^{-2y} \) for all \( j \in \mathbb{N} \) and \( y \geq 0 \), and
\[
\left( \frac{1 - \rho}{1 + \rho} \right)^{\frac{1}{2} - \lambda} \left( \frac{1 - s}{1 + s} \right)^{-\frac{1}{2} + \lambda} = e^{(1-2\lambda)(y-x)} = e^{2i\omega(y-x)} e^{(1-2\epsilon)(y-x)}.
\]
Since \( \epsilon \in [0, \frac{1}{4}] \) and \( x \leq y \), we also have \( e^{(1-2\epsilon)(y-x)} \leq e^{(y-x)} \). Hence we can write
\[
\tilde{K}(x, y; \lambda)(x, y; \lambda) = a(y; \lambda) + b(x, y; \lambda)e^{-2i\omega(y-x)},
\]
where \( a(y; \lambda) = e^{-2y} \mathcal{O}(y\langle \omega \rangle^{-1}) \) and \( b(x, y; \lambda) = e^{-x}e^{-y} \mathcal{O}(x^{0}y^{0} \langle \omega \rangle^{-1}) \).

We rewrite this equation further, by setting
\[
\tilde{H}(x; \lambda) = 1 + e^{-2x} H(x; \lambda),
\]
so
\[
H(x; \lambda) := e^{2x}(\tilde{H}(x; \lambda) - 1).
\]
Then we obtain the Volterra equation for \( H \), given by
\[
(B.1) \quad H(x; \lambda) = g(x; \lambda) + \int_{x}^{\infty} \tilde{K}(x, y; \lambda) H(y; \lambda) dy
\]
where
\[
g(x; \lambda) := e^{2x} \int_{x}^{\infty} \tilde{K}(x, y; \lambda) dy \]
and
\[ \hat{K}(x, y; \lambda) := \hat{K}(x, y; \lambda)e^{2x}e^{-2y} = \hat{a}(x, y; \lambda) + \hat{b}(x, y; \lambda)e^{-2i\omega(y-x)}, \]
with \( \hat{a}(x, y; \lambda) = e^{2x}e^{-4y}\mathcal{O}(y^0\langle \omega \rangle^{-1}) \) and \( \hat{b}(x, y; \lambda) = e^{x}e^{-3y}\mathcal{O}(x^0y^0\langle \omega \rangle^{-1}) \).

Now we turn to (B.1). We would like to show that a solution \( H \) to (B.1) is of symbol type, then conclude that a solution to (3.5) is also of symbol type. The argument is broken down into a few steps.

**Step 1:** Firstly, from (3.6) we have \( |H(x; \lambda)| \lesssim \langle \omega \rangle^{-1} \). This also follows directly from Volterra iterations of (B.1), since
\[ |g(x; \lambda)| \lesssim e^{2x} \int_{x}^{\infty} e^{-2y} + e^{-x}e^{-y}dy \langle \omega \rangle^{-1} \lesssim \langle \omega \rangle^{-1}. \]
Hence \( ||g(\cdot; \lambda)||_{L^\infty} \lesssim \langle \omega \rangle^{-1} \). Moreover, the Kernel \( \hat{K} \) satisfies
\[ |\hat{K}(x, y; \lambda)| \lesssim (e^{2x}e^{-4y} + e^{x}e^{-3y}) \langle \omega \rangle^{-1}, \]
so
\[ \int_{\delta_1(\omega)^{-1}}^{\infty} \sup_{x \in (\delta_1(\omega)^{-1}, y)} |\hat{K}(x, y; \lambda)|dy \lesssim \int_{\delta_1(\omega)^{-1}}^{\infty} (e^{2x}e^{-4y} + e^{x}e^{-3y})dy \langle \omega \rangle^{-1} \lesssim \langle \omega \rangle^{-1}. \]

**Step 2:** We use induction to show that \( |\partial_x^j H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \) for all \( j \in \mathbb{N}_0 \). This is true for \( j = 0 \) from step 1. Now suppose that \( |\partial_x^l H(x; \lambda)| \lesssim x^{-l} \langle \omega \rangle^{-1} \) for all \( l = 0, \ldots, j-1 \). Taking derivatives of (B.1) we have
\[ \partial_x^j H(x; \lambda) = g_{j,0}(x; \lambda) + \int_{x}^{\infty} \hat{K}(x, y; \lambda)\partial_y^j h(y; \lambda)dy \]
where
\[ g_{j,0}(x; \lambda) := \partial_x^j g(x; \lambda) + \sum_{l=0}^{j-1} \binom{j}{l} \int_{0}^{\infty} \partial_x^{j-1-l} \hat{K}(x, y + x; \lambda)\partial_x^l H(y + x; \lambda)dy. \]
We compute
\[ \partial_x^j g(x; \lambda) = \partial_x^j \left( e^{2x} \int_{0}^{\infty} \hat{K}(x, y + x; \lambda)dy \right) \]
\[ = \int_{0}^{\infty} e^{-2y}\mathcal{O}((y + x)^{-j}\langle \omega \rangle^{-1}) + e^{-y}\mathcal{O}(x^{-j}(y + x)^0\langle \omega \rangle^{-1})e^{-2i\omega y}dy. \]
Hence \( |\partial_x^j g(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \). Moreover,
\[ |\partial_x^{j-l} \hat{K}(x, y + x; \lambda)| \]
\[ = |e^{-4y}\partial_x^{j-l} \left( e^{2x}\mathcal{O}((y + x)^0\langle \omega \rangle^{-1}) \right) + e^{-3y}\partial_x^{j-l} \left( e^{-2x}\mathcal{O}(x^0(y + x)^0\langle \omega \rangle^{-1}) \right)| \]
\[ \lesssim x^{-(j-l)} \langle \omega \rangle^{j-l} \left( e^{-4y}e^{-2x} + e^{-3y}e^{-2x} \right). \]
We also have
\[ |\partial_x^l H(y + x; \lambda)| \lesssim (y + x)^{-l} \langle \omega \rangle^{-1} \lesssim x^{-l} \langle \omega \rangle^{-1} \]
for \( l = 0, \ldots, j-1 \) from the inductive hypothesis. Hence
\[ \left| \sum_{l=0}^{j-1} \binom{j}{l} \int_{0}^{\infty} \partial_x^{j-l} \hat{K}(x, y + x; \lambda)\partial_x^l h(y + x; \lambda)dy \right| \lesssim e^{-2x}x^{-j} \langle x \rangle^j \langle \omega \rangle^{-1} \lesssim x^{-j} \langle \omega \rangle^{-1}. \]
Therefore \( |g_{j,0}(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \).

Now define \( \tilde{g}_{j,0}(x; \lambda) := x^j g_{j,0}(x; \lambda) \) and \( H_{j,0}(x; \lambda) := x^j \partial_x^j H(x; \lambda) \). Then \( H_{j,0} \) solves the Volterra equation
\[
H_{j,0}(x; \lambda) = \tilde{g}_{j,0}(x; \lambda) + \int_x^\infty \tilde{K}(x, y; \lambda) x^j y^{-j} H_{j,0}(y; \lambda) \, dy
\]
with \( \| \tilde{g}_{j,0}(\cdot; \lambda) \|_{L^\infty} \lesssim \langle \omega \rangle^{-1} \) and \( |\tilde{K}(x, y; \lambda)| x^j y^{-j} | \lesssim |\tilde{K}(x, y; \lambda)| \). Hence Volterra iterations give the bound \( \| H_{j,0}(\cdot; \lambda) \|_{L^\infty} \lesssim \langle \omega \rangle^{-1} \), and therefore \( |\partial_x^j H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \).

**Step 3:** We show that \( |\partial_x^j \partial_\omega^k H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1-k} \) for all \( j \in \mathbb{N}_0 \) and \( k \in \mathbb{N}_0 \), by induction on \( k \). The case when \( k = 0 \) is done in step 2. Now suppose that we have \( |\partial_x^j \partial_\omega^m H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1-m} \) for all \( j \in \mathbb{N}_0 \) and \( m = 0, 1, \ldots, k - 1 \).

Differentiating (B.1) directly, we have
\[
\partial_x^j \partial_\omega^k H(x; \lambda) = g_{j,k}(x; \lambda) + \int_x^\infty \tilde{K}(x, y; \lambda) \partial_x^j \partial_\omega^k H(y; \lambda) \, dy
\]
where
\[
g_{j,k}(x; \lambda) := \partial_x^j \partial_\omega^k g(x; \lambda)
\]
\[
+ \sum_{0 \leq l \leq j, 0 \leq m \leq k, \langle l, m \rangle \neq \langle j, k \rangle} \binom{j}{l} \binom{k}{m} \int_0^\infty \partial_x^{j-l} \partial_\omega^{k-m} \tilde{K}(x, y + x; \lambda) \partial_x^l \partial_\omega^m h(y + x; \lambda) \, dy.
\]

Using the forms of \( g \) and \( \tilde{K} \) and the inductive hypothesis, we find that \( |g_{j,k}(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \). Then following the same argument as in step 2, Volterra iterations give the bound \( |\partial_x^j \partial_\omega^k H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1} \).

So now we can assume that \( |\omega| \geq 1 \) and use a scaling argument to obtain the decay in \( \omega \). Observe that both \( g \) and \( \tilde{K} \) have a symbol part and an oscillatory part. Since the symbol part already gives enough decay, we only need to be concerned with the oscillatory part. In \( g(x; \lambda) \), we write
\[
e^{2x} \int_x^\infty \int_x^\infty b(x, y; \lambda) e^{-2i\omega(y-x)} \, dx \, dy = \int_x^\infty e^{-y} \mathcal{O}(x^0 y^0 \langle \omega \rangle^{-1}) e^{-2i\omega(y-x)} \, dy
\]
\[
= \int_0^\infty e^{-y} \mathcal{O} \left( x^0 \left( \frac{y}{\omega} + x \right)^0 \omega^{-2} \right) e^{-2iy} \, dy.
\]

Then no derivative will fall on the oscillatory term. Using Lemmas \( \mathbf{A.6} \) and \( \mathbf{A.7} \), we have
\[
\partial_x^j \partial_\omega^k \int_0^\infty e^{-y} \mathcal{O} \left( x^0 \left( \frac{y}{\omega} + x \right)^0 \omega^{-2} \right) e^{-2iy} \, dy
\]
\[
= \sum_{m=0}^k \int_0^\infty e^{-y} \mathcal{O} \left( x^{-j} (y + x)^0 y^m \omega^{-1-k} \right) e^{-2iy} \, dy.
\]

Taking the absolute value we have
\[
\left| \sum_{m=0}^k \int_0^\infty e^{-y} \mathcal{O} \left( x^{-j} (y + x)^0 y^m \omega^{-1-k} \right) e^{-2iy} \, dy \right| \lesssim \sum_{m=0}^k x^{-j} \omega^{-1-k} \int_0^\infty e^{-y} y^m \, dy
\]
\[
\lesssim x^{-j} \omega^{-1-k}.
\]
Hence we indeed have $|\partial_x^j \partial^k \omega g(x; \lambda)| \lesssim x^{-j} \omega^{-1-k}$. Similarly, the $\hat{a}$ part of $\hat{K}$ already gives enough decay, and we write

$$
\int_x^\infty \hat{b}(x, y; \lambda) e^{-2i\omega(x-y)} H(y; \lambda) dy = \int_0^\infty \hat{b} \left( x, \frac{y}{\omega} + x; \lambda \right) e^{-2i y H} \left( \frac{y}{\omega} + x; \lambda \right) \frac{dy}{\omega}.
$$

So we can have

$$
\partial_x^j \partial^k \omega \int_0^\infty \hat{b} \left( x, \frac{y}{\omega} + x; \lambda \right) e^{-2i y H} \left( \frac{y}{\omega} + x; \lambda \right) \frac{dy}{\omega}
= b_{j,k}(x; \lambda) + \int_0^\infty \hat{b}(x, y; \lambda) \partial_x^j \partial^k \omega \partial^m \omega H \left( \frac{y}{\omega} + x; \lambda \right) e^{-2i \omega(x-y)} dy,
$$

where

$$
b_{j,k}(x; \lambda) := \sum_{0 \leq l \leq j, 0 \leq m \leq k, (l, m) \neq (j, k)} \binom{j}{l} \binom{k}{m} \int_0^\infty e^{-2iy} \partial_x^l \partial^m \omega \hat{b} \left( x, \frac{y}{\omega} + x; \lambda \right) \frac{dy}{\omega} \partial_x^l \partial^m \omega H \left( \frac{y}{\omega} + x; \lambda \right) dy
+ \int_0^\infty e^{-2iy} \hat{b} \left( x, \frac{y}{\omega} + x; \lambda \right) \left( \partial_x^l \sum_{m=0}^{k-1} \binom{k}{m} \partial_x^m \partial^k \omega \partial^m \omega H \left( \frac{y}{\omega} + x; \lambda \right) \right) dy.
$$

By inductive hypothesis, $H$ behaves like a symbol when the second slot is differentiated up to $k-1$ times. So we have

$$
\left| \partial_x^l \partial^m \omega H \left( \frac{y}{\omega} + x; \lambda \right) \right| \lesssim \left( \frac{y}{\omega} + x \right)^{-l} \omega^{-1-m} \lesssim x^{-l} \omega^{-1-m},
$$

for all $l \in \mathbb{N}_0$ and $m = 1, \ldots, k-1$. Moreover,

$$
\left| \partial_x^l \sum_{m=0}^{k-1} \binom{k}{m} \partial_x^m \partial^k \omega \partial^m \omega H \left( \frac{y}{\omega} + x; \lambda \right) \right| \lesssim \left( \frac{y}{\omega} + x \right)^{-j} \omega^{-1-k} \lesssim x^{-j} \omega^{-1-k}.
$$

Similarly,

$$
\partial_x^j \partial^k \omega \hat{b} \left( x, \frac{y}{\omega} + x; \lambda \right) = e^{-2x} \sum_{m'=0}^{k-m} \omega \left( x^0 \left( \frac{y}{\omega} - x \right)^0 y^{m'} \omega^{-2(k-m)-m'} \right),
$$

and

$$
\left| \partial_x^j \left( e^{-2x} \sum_{m'=0}^{k-m} \omega \left( x^0 \left( \frac{y}{\omega} - x \right)^0 y^{m'} \omega^{-2(k-m)-m'} \right) \right) \right| \lesssim e^{-2x} x^{-(j-l)} \langle x \rangle^{j-l} \sum_{m'=0}^{k-m} y^{m'} \omega^{-2(k-m)-m'}.
$$
Hence we conclude that

\[ |g_{j,k}(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1-k}, \]

and solving the Volterra equation we obtain

\[ |\partial^j_x \partial^k_\omega H(x; \lambda)| \lesssim x^{-j} \langle \omega \rangle^{-1-k}. \]

Transforming back to \( h_1 \): we show that

\[ |\partial^j_x \partial^k_\omega H(x; \lambda)| \lesssim \rho^{-j} (1 - \rho)^{1-j} \langle \omega \rangle^{-1-k} \]

for \( j + k \geq 1 \).

So far we have shown that \( \tilde{H}(x; \lambda) = 1 + e^{-2x} \mathcal{O}(x^0 \langle \omega \rangle^{-1}) \). Hence for any \( j + k \geq 1 \), we have

\[ |\partial^j_x \partial^k_\omega H(x; \lambda)| \lesssim e^{-2x} x^{-j} \langle x \rangle^j \langle \omega \rangle^{-1-k}. \]

Recall that \( \varphi(\rho) = \frac{1}{2} \log \frac{1+\rho}{1-\rho} \), so we have

\[ |\partial^j_x \varphi(\rho)| \lesssim (1 - \rho)^{-j} \]

for \( \rho \in (0, 1) \) and \( j \in \mathbb{N} \). Now

\[ \partial^j_x h_1(\rho; \lambda) = \partial^j_x \tilde{H}(\varphi(\rho); \lambda) = \sum_{l=1}^{j} \tilde{H}^{(j,0)}(\varphi(\rho); \lambda) \tilde{\varphi}_{j,l}(\rho) \]

where \( |\tilde{\varphi}_{j,l}(\rho)| \lesssim (1 - \rho)^{-j} \). So

\[ |\partial^j_x \partial^k_\omega h_1(\rho; \lambda)| \lesssim \sum_{l=1}^{j} \left| \tilde{H}^{(j,k)}(\varphi(\rho); \lambda) \right| (1 - \rho)^{-j} \lesssim \varphi(\rho)^{-j} \langle \varphi(\rho) \rangle^j e^{-2\varphi(\rho)} \langle \omega \rangle^{-1-k} (1 - \rho)^{-j} \lesssim \rho^{-j} (1 - \rho)^{1-j} \langle \omega \rangle^{-1-k} \]

as desired.

References

[1] P. Bizoń, T. Chmaj, and Z. Tabor. On blowup for semilinear wave equations with a focusing nonlinearity. Nonlinearity, 17(6):2187, 2004.
[2] S. Burzio and J. Krieger. Type II blow up solutions with optimal stability properties for the critical focussing nonlinear wave equation on \( \mathbb{R}^{3+1} \). arXiv preprint arXiv:1709.06408, 2017.
[3] P. D’Ancona and L. Fanelli. Strichartz and smoothing estimates of dispersive equations with magnetic potentials. Communications in Partial Differential Equations, 33(4-6):1082–1112, 2008.
[4] R. Donninger. On stable self-similar blowup for equivariant wave maps. Communications on Pure and Applied Mathematics, 64(8):1095–1147, 2011.
[5] R. Donninger. Strichartz estimates in similarity coordinates and stable blowup for the critical wave equation. Duke Mathematical Journal, 166(9):1627–1683, 2017.
[6] R. Donninger, W. Schlag, and A. Soffer. A proof of price’s law on schwarzschild black hole manifolds for all angular momenta. Advances in Mathematics, 226(1):484–540, 2011.
[7] R. Donninger and B. Schörkhuber. Stable self-similar blow up for energy subcritical wave equations. *Dynamics Of Partial Differential Equations*, 9(1):63–87, 2012.

[8] R. Donninger and B. Schörkhuber. Stable blow up dynamics for energy supercritical wave equations. *Transactions of the American Mathematical Society*, 366(4):2167–2189, 2014.

[9] R. Donninger and B. Schörkhuber. On blowup in supercritical wave equations. *Communications in Mathematical Physics*, 346(3):907–943, 2016.

[10] R. Donninger and B. Schörkhuber. Stable blowup for wave equations in odd space dimensions. *Annales Henri Poincaré*, 13:103–144, 2012.

[11] R. Donninger and B. Schörkhuber. Profiles of bounded radial solutions of the focusing, energy-critical wave equation. *Journal of the European Mathematical Society*, 13(3):533–599, 2011.

[12] T. Duyckaerts, C. Kenig, and F. Merle. Universality of blow-up profile for small radial type II blow-up solutions of the energy-critical wave equation. *Communications in Mathematical Physics*, 285(3):695–753, 2009.

[13] T. Duyckaerts, C. Kenig, and F. Merle. Universality of the blow-up profile for small type II blow-up solutions of the energy-critical wave equation: the nonradial case. *Journal of the European Mathematical Society*, 14(5):1389–1454, 2012.

[14] T. Duyckaerts, C. Kenig, and F. Merle. Concentration-compactness and universal profiles for the non-radial energy critical wave equation. *Nonlinear Analysis*, 138:44–82, 2016.

[15] K.-J. Engel and R. Nagel. *One-parameter semigroups for linear evolution equations*, volume 194 of *Grad. Texts in Math.* Springer, New York, 2000.

[16] M. Hillairet and P. Raphaël. Smooth type II blow-up solutions to the four-dimensional energy-critical wave equation. *Analysis & PDE*, 5(4):777–829, 2012.

[17] J. Jendrej. Construction of type II blow-up solutions for the energy-critical wave equation in dimension 5. *Journal of Functional Analysis*, 272(3):866–917, 2017.

[18] T. Kato. *Perturbation theory for linear operators*. Springer-Verlag, Berlin Heidelberg New York, 1995. Reprint of the 1980 edition.

[19] J. Krieger. On stability of type II blow up for the critical nlw on $\mathbb{R}^{3+1}$. *arXiv preprint arXiv:1705.03907*, 2017.

[20] J. Krieger and W. Schlag. Full range of blow up exponents for the quintic wave equation in three dimensions. *Journal de Mathématiques Pures et Appliquées*, 101(6):873–900, 2014.

[21] J. Krieger, W. Schlag, and D. Tataru. Slow blow-up solutions for the $H^1(\mathbb{R}^3)$ critical focusing semilinear wave equation. *Duke Mathematical Journal*, 147(1):1–53, 2009.

[22] H. Lindblad and C. Sogge. On existence and scattering with minimal regularity for semilinear wave equations. *Journal of Functional Analysis*, 130:357–426, 1995.

[23] F. Merle and H. Zaag. Determination of the blow-up rate for the semilinear wave equation. *American journal of mathematics*, 125(5):1147–1164, 2003.

[24] F. Merle and H. Zaag. Determination of the blow-up rate for a critical semilinear wave equation. *Mathematische Annalen*, 331(2):395–416, 2005.

[25] F. Merle and H. Zaag. Existence and universality of the blow-up profile for the semilinear wave equation in one space dimension. *Journal of Functional Analysis*, 253(1):43–121, 2007.

[26] F. Merle and H. Zaag. Openness of the set of non-characteristic points and regularity of the blow-up curve for the 1D semilinear wave equation. *Communications in Mathematical Physics*, 282(1):55, 2008.

[27] F. Merle and H. Zaag. Existence and classification of characteristic points at blow-up for a semilinear wave equation in one space dimension. *American Journal of Mathematics*, 134(3):581–648, 2012.

[28] F. Merle and H. Zaag. On the stability of the notion of non-characteristic point and blow-up profile for semilinear wave equations. *Communications in Mathematical Physics*, 333(3):1529–1562, 2015.

[29] F. Merle, H. Zaag, et al. Isolatedness of characteristic points at blowup for a 1-dimensional semilinear wave equation. *Duke Mathematical Journal*, 161(15):2837–2908, 2012.

[30] J. Metcalfe and D. Tataru. Global parametrices and dispersive estimates for variable coefficient wave equations. *Mathematische Annalen*, 353(4):1183–1237, 2012.
[32] F. W. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, editors. *NIST handbook of mathematical functions*. [http://dlmf.nist.gov/](http://dlmf.nist.gov/) Release 1.0.20 of 2018-09-15.

[33] W. Schlag, A. Soffer, and W. Staubach. Decay for the wave and Schrödinger evolutions on manifolds with conical ends, Part I. *Transactions of the American Mathematical Society*, 362(1):19–52, 2010.

[34] C. D. Sogge. *Lectures on non-linear wave equations*, volume 2. International Press Boston, MA, 1995.

[35] T. Tao. *Nonlinear Dispersive Equations, Local and Global Analysis*. American Mathematical Society, Providence, Rhode Island, 2006.

Universität Wien, Fakultät für Mathematik, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria

E-mail address: roland.donninger@univie.ac.at

Universität Wien, Fakultät für Mathematik, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria

E-mail address: ziping.rao@univie.ac.at