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We discuss the (spontaneous) chiral symmetry breaking in a strongly coupled anisotropic quark-gluon plasma (QGP) in the presence of the magnetic field, using holography. The physical quantities related to the chiral symmetry breaking \( m, B_c \) distinguish between the effects of the anisotropy and magnetic field on the plasma. Anisotropy affects the system similar to the temperature and for its larger values heavier quarks can live in the QGP without getting condensed. Raising the anisotropy in the system will also increase the value of the critical magnetic field, \( B_c \), at which the spontaneous chiral symmetry breaking happens. Both of these growths are even more when the magnetic field is applied perpendicular to the anisotropy direction. Such behaviour persists in the high temperature limit where the temperature is kept fixed. However, when the entropy density is held fixed, as one increases the anisotropy lighter mesons melt when the magnetic field is applied along the anisotropy direction, in contrast to when the magnetic field is perpendicular to the anisotropy direction.

I. INTRODUCTION

Heavy ion collisions at RHIC and LHC produces a new phase of matter called Quark-Gluon Plasma (QGP). Hydrodynamic simulations of the QGP indicate that viscosity over entropy density is small and the plasma is strongly coupled \([1]\). Therefore the perturbation theory is not applicable. During the very early stages after the collision the plasma is formed and is out of equilibrium. Viscous hydrodynamic description applies after a certain time called \( \tau_{iso} \) where there still exists a significantly different pressure anisotropy between longitudinal and transverse directions \([2]\). Furthermore at this period of time simulations suggest that a strong magnetic field is produced \([3]\). Therefore studying the characteristics of the QGP which can distinguish between the anisotropy and magnetic field is very interesting.

Gauge/Gravity duality is a good candidate to study strongly coupled field theories \([4]\). It states that the classical gravity on asymptotically AdS background in \( d+1 \) dimensions is dual to \( d \)-dimensional strongly coupled Yang-Milles (YM) theory living on the boundary of AdS. Mateos, et al have extended this duality to spatially anisotropic finite-temperature background which asymptotically becomes \( AdS_5 \times S^5 \) \([5]\). It corresponds to an anisotropic \( N = 4 \) SYM plasma at non-zero temperature. Various aspects of this background has been studied in \([6, 7]\). Adding probe branes to this background provides us with the appropriate framework to add fundamental matter (quarks) to the YM theory \([8]\) and study its properties in the presence of magnetic field.

The question we try to address in this paper is how differently the magnetic field and anisotropy affect the properties of the QGP. A good candidate is to study spontaneous chiral symmetry breaking. In the gauge/gravity picture the chiral symmetry breaking in a strongly coupled plasma corresponds to the phase transition between the two different embeddings, Minkowski and black hole, of the probe brane \([9]\). The two parameters used in this paper to discuss (spontaneous) chiral symmetry breaking are the mass and the (critical) magnetic field at which the condensation becomes non-zero. These two parameters are obtained from the asymptotic shape of the probe brane. In the anisotropic background introduced in \([5]\) we will embed a D7-brane and study the effect of anisotropy and magnetic field on its shape.

II. ANISOTROPIC BACKGROUND

The background we are interested in is an anisotropic solution of the type IIB supergravity equations of motion. This solution in the string frame is given by \([5]\)

\[
\begin{align*}
\mathcal{d}s^2 &= \mathcal{F} \mathcal{B} u^{-2} dt^2 + u^{-2} (dx^2 + dy^2) + \mathcal{H} u^{-2} dz^2 + F^{-1} u^{-2} du^2 + e^\frac{\phi}{2} d\Omega_5^2, \\
\mathcal{d}\Omega_5^2 &= d\theta^2 + \sin^2 \theta d\Omega_3^2 + \cos^2 \theta d\varphi^2, \\
\chi &= az, \quad \phi = \phi(u),
\end{align*}
\]

where \( a \) is a constant. \( \chi \) and \( \phi \) are axion and dilaton fields, respectively. \( \mathcal{H}, \mathcal{F} \) and \( \mathcal{B} \) depend only on the radial direction, \( u \). In terms of the dilaton field, they are

\[
\begin{align*}
\mathcal{H} &= e^{-\frac{\phi}{2}}, \\
\mathcal{F} &= \frac{e^{-\frac{\phi}{2}} \left[ a^2 e^{\frac{\phi}{2}} (4u + u^2 \phi') + 16\phi' \right]}{4(\phi' + u\phi'')}, \\
\frac{\mathcal{B}'}{\mathcal{B}} &= \frac{1}{24 + 10a\phi'} (24\phi' - 9u\phi'' + 20u\phi''''),
\end{align*}
\]
where the dilaton field satisfies the following third-order equation
\[
\frac{256 \phi' \phi'' - 16 \phi'^3 (7u \phi' + 32) + u (5u \phi' + 12) (u \phi'' + \phi')}{a^2 u^2} + 8u (11u^2 \phi'^2 - 60 \phi'' - 12u \phi'''') \\
+ u^2 \phi'^3 (13u^2 \phi'' + 96) + 2u \phi'^2 (-5u^3 \phi'' + 53u^2 \phi'' + 36) \\
+ \phi' (30u^4 \phi'^2 - 64u^3 \phi'' - 288 + 32u^2 \phi'') = 0.
\tag{3}
\]

Note that the solution also contains a self-dual five-form field.

The function \(F(u)\) in the time and radial metric coefficients is the blackening factor. Therefore the horizon is located at \(u = u_h\) where \(F(u_h) = 0\) and the Hawking temperature is given by \(T = \frac{1}{4\pi} F'(u_h) \sqrt{B(u_h)}\).

The boundary lies at \(u = 0\) and the metric approaches \(AdS_5 \times S^5\) asymptotically. At the boundary, the suitable boundary conditions are
\[
\phi_B = 0, \quad \frac{d \phi}{du} = B_B = 1. \tag{4a}
\]

The coordinates of the space-time where the gauge theory lives are \((t, x, y, z)\) where there is a \(U(1)\) symmetry in the \(xy\)-plane. We call \(x\) and \(y\) the transverse directions and the longitudinal direction is \(z\). An anisotropy is clearly seen between the transverse and longitudinal directions.

In the gauge theory side, the axion corresponds to a position-dependent \(\theta\)-term or, more precisely, \(\theta \propto z\). The \(\theta\)-term is an external source which breaks the original isotropy of the system and forces the system into an anisotropic equilibrium state. This external source leads to a non-zero conformal anomaly meaning that the trace of the energy-momentum tensor is no longer zero. In fact the trace of the energy-momentum tensor is proportional to the anisotropy parameter, \(a\), which appears in the definition of the axion field as a constant with the dimension of energy. In the gravity side this is supported by the fact that diffeomorphism invariance in the radial direction is broken in the process of the renormalization of the on-shell action.

The broken conformal symmetry induces a new scale, \(\mu\), in the gauge theory. This scale appears in the thermodynamical quantities and rescaling of this scale is realized as the freedom in the choice of scheme. Therefore the gauge theory has three scales, \(T\) (which is identified with the Hawking temperature of the background), \(a\) and \(\mu\).

Since the equation of motion for the dilaton field is a third-order differential equation, we need two initial conditions to solve it. In order to specify these initial conditions, it is better to define \(\tilde{\phi}(u) = \phi(u) + \frac{a}{4} \log a\). This redefinition eliminates \(a\) in (3) and generates an overall factor of \(a^{2/7}\) in (2b). Then one can expand the dilaton field as
\[
\tilde{\phi} = \tilde{\phi}_h + \sum_{n \geq 1} \tilde{\phi}_n(u_h)(u - u_h)^n, \tag{5}
\]
where \(\tilde{\phi}_h = \tilde{\phi}(u_h)\). Using (3), the expressions for the first two coefficients of (5) have been introduced in [5].

For given values of \(u_h\) and \(\tilde{\phi}_h\), the above initial conditions and the boundary condition (4a) help us solve the equation of motion for \(\phi\), numerically. Afterwards the other components of the metric are found by using (2) and (4b). Namely, the solution is characterized by two parameters: the value of the dilaton field at the horizon and the location of the horizon. In the case of \(a = 0\), the solution reduces to an isotropic black D3-brane solution.

### A. High temperature limit

In the high temperature limit, \(T \gg a, \mu\), the solution has analytically been found. In this limit, up to the leading order in \(a\), the functions \(F, B\) and the dilaton field are given by
\[
F = 1 - \frac{u^4}{u_h^4} + a^2 \tilde{F}_2(u), \tag{6a}
\]
\[
B = 1 - a^2 \frac{u_h^2}{24} \left( \frac{10u^2}{u_h^2 + u^2} + \log(1 + \frac{u^2}{u_h^2}) \right), \tag{6b}
\]
\[
\phi = -a^2 \frac{u_h^2}{4} \log(1 + \frac{u^2}{u_h^2}), \tag{6c}
\]

where
\[
\tilde{F}_2(u) = \frac{1}{24u_h^2} \left( 8u^2(u_h^2 - u^2) - 10u^4 \log 2 \right. \\
+ \left. (3u_h^4 + 7u^4) \log(1 + \frac{u^2}{u_h^2}) \right). \tag{7}
\]

The temperature and entropy density of the solution in terms of the anisotropy parameter is
\[
T = \frac{1}{\pi u_h} + \frac{(5 \log 2 - 2) u_h}{48\pi^2} a^2, \tag{8a}
\]
\[
\frac{s}{N_c^2} = \frac{\pi^2 T^3}{2} + \frac{T}{16} a^2, \tag{8b}
\]
where \(N_c\) is the number of colours.

It was verified in [5] that there is a one-to-one map between \((\tilde{\phi}, u_h)\) and \((a, T)\). For the high temperature solution, this map can explicitly be written as
\[
u_h = \frac{1}{\pi T} + \frac{5 \log 2 - 2}{48\pi^2 T^3} a^2, \tag{9a}
\]
\[
\tilde{\phi}_h = -a^2 \frac{u_h^2}{4} \log 2 + \frac{4}{T} \log a. \tag{9b}
\]

Therefore we can fix the temperature and discuss the behaviour of various physical quantities with respect to the anisotropy parameter. But in the general case such formulas can not be explicitly obtained. Thus we have to study the dependence of the physical quantities on \(\frac{\tilde{\phi}}{T}\) for given \(\tilde{\phi}_h\) and \(u_h\).
III. FUNDAMENTAL MATTER IN THE ANISOTROPIC BACKGROUND

In order to add the fundamental matter to the SU(N) gauge theory we have to introduce a D7-brane into the anisotropic background in the probe limit. The probe limit means that the D7-brane does not modify the geometry. In fact the open strings stretched between probe D7-brane and the D3-D7 system leading to the geometry (1) give rise to the matter in the fundamental representation of the gauge group. In the large t’ Hooft coupling and N limits the dynamics of the open strings is described by the DBI action [10]

\[ S_{DBI} = -\tau_7 \int d^8 \xi \ e^{-\phi} \sqrt{\text{det}(G_{ab} + 2\pi \alpha' F_{ab})}. \]

The D7-brane tension is \( \tau_7 \) where \( \tau_7^{-1} = (2\pi)^7 \ell_s^7 g_s \) and \( G_{ab} = g_{MN} \partial_a X^M \partial_b X^N \) where \( g_{MN} \) is the background metric given by (1). The D7-brane is extended along \( t, x, y, z, u \) and wrapped around \( S^3 \subset S^5 \). Although the four-form and the axion fields are non-zero in the background, in such an embedding the Chern-Simon action has no contribution to the dynamics of the D7-brane. We turn on the magnetic field on the probe brane along two different directions, \( B_x = F_{yz} \) and \( B_z = F_{xy} \), where \( F_{ab} \) is the gauge field strength on the probe brane. The shape of the brane is given by the transverse directions \( \theta \) and \( \phi \) where we assume \( \phi \) to be zero and \( \theta \) depends on the radial direction. Therefore, in the presence of the magnetic field, the Lagrangian reduces to

\[ \mathcal{L} = e^{-\phi(u)} \frac{\cos^3 \theta(u)}{u^5} \times \sqrt{B^2 (H + (2\pi \alpha')^2 u^4 (B_x^2 + B_z^2)) (1 + u^2 F Z \theta'(u)^2)}. \]

The physical parameters we are interested to obtain can be found from the asymptotic solution to \( \theta(u) \) equation of motion, \( \theta(u) = \theta_0 + \theta_2 u^3 + \ldots \) [11], where \( m = \frac{\theta_0}{27 \theta_2} \) is the mass of the fundamental matter and \( c = \theta_2 - \frac{1}{27} \theta_0^3 \) corresponds to condensation, that is proportional to \( \langle \bar{\psi} \psi \rangle \).

If we set the anisotropy parameter and the magnetic fields to zero the shape of the brane can be classified into two categories [9], one is the Minkowski embedding and the other one is the black hole embedding. Minkowski embedding means that the probe brane does not see the horizon and the quark and anti-quark bound states are stable (mesonic phase). Conversely, in the black hole embedding the probe brane crosses the horizon and the quark anti-quark bound states are unstable (melted phase). In fact a first order phase transition between these two embeddings may be identified with the chiral phase transition on the gauge theory side. Note also that there is another embedding called the critical embedding where the probe brane touches the horizon.

Now we turn on the magnetic field but keep the anisotropy parameter zero, therefore \( B_x \) and \( B_z \) will affect the system similarly. We consider \( B_x = B \) and \( B_z = 0 \). Such system has been studied in [12]. We solve the equation of motion for \( \theta(u) \) numerically and the dependence of the mass on the magnetic field can be obtained from its asymptotic form. The result is shown in figure 1. We see that for each value of the magnetic field there is a maximum value for the mass after which the system is at the mesonic phase. Note that for a certain value of the magnetic field, \( B_c \), the mass is zero, spontaneous chiral symmetry breaking happens. In figure 1, \( B_c \approx 64 \). On the \( m = 0 \) axis the chiral symmetry is spontaneously broken for \( B \) larger than \( B_c \). Thus the condensation, \( c \), is non-zero although the mass is zero. On the contrary, \( B < B_c \) corresponds to both \( c \) and \( m \) equal to zero. Therefore the chiral symmetry is restored. This has been shown in figure 2.

![FIG. 1: Critical embedding mass in terms of B for a = 0, T = 1.](image)

![FIG. 2: c in terms of B for a = 0, T = 1.](image)

A. High Temperature Limit

Now we set the magnetic field to zero and switch on the anisotropy parameter. In the high temperature limit we choose \( a \ll T \). The value of the maximum mass, at which the phase transition happens, increases as one raises \( a \) for both \( T \) or \( s \) held constant. This is shown in figure 3. As it is expected from the metric components at high temperature limit, the dependence of mass on \( a \) for any given constant value of the temperature or entropy density behaves as \( a^2 \). For example for \( T = 1 \) (\( \frac{s}{\pi c} = \frac{\pi}{2} \))
the circular(triangular) points in figure 3 are fitted with $m = 2.88026 + 0.0223983 a^2$ $(2.88026 + 0.0102396 a^2)$. Both curves coincide at $a = 0$ since $T = 1$ corresponds to $\frac{\phi}{N_f} = \frac{\pi^2}{2}$. Raise in the temperature will increase the mass. Above (below) each curve corresponds to mesonic (melted) phase of the fundamental matter. One can see from figure 3 that compared to $a = 0$, for larger values of $a$ heavier quarks can live in the QGP without getting condensed. This somehow indicates that anisotropy parameter behaves similarly to the temperature.

According to (8b) as one raises $a$ the temperature decreases when the entropy density is kept fixed. Therefore the difference between the masses where $\delta m$ is less than its value for fixed $T$, at a given $a$, as it is observed in figure 3.

Intriguing observations can be made when both the magnetic field and anisotropy parameter are non-zero. We assume the cases where the magnetic field is along the anisotropic direction $B_z = B$ or it is perpendicular to the anisotropy direction $B_x = B$. Interestingly the behaviour of the mass is slightly different between these cases as has been shown in figure 4. Note that the curves with circular(triangular) points represent fixed $T(\frac{\pi^2}{2})$. Compared to when $B_z \neq 0$, for $B_x \neq 0$ which is the magnetic field applied perpendicular to the anisotropy direction, the phase transition happens at larger values of mass. Therefore when the magnetic field is non-zero the phase transition between melted and mesonic phases will realise the presence of anisotropy in the system. In both cases of non-zero magnetic field the graphs can be fitted by functions as $m_{a(z)} = m_0 + \alpha_{a(z)} a^2$ where by $m_{a(z)}$ we mean having $B_{a(z)}$ non-zero. $m_0$ and $\alpha_{a(z)}$ are constants depending on the value of the magnetic field. Therefore the difference between the masses where $B_x$ or $B_z$ is non-zero ($\delta m = m_x - m_z$) will be proportional to $a^2$.

Although the anisotropy in the background does not change the tension of the probe brane, it is well known that the tension is effectively increased in the presence of the magnetic field [14]. The larger the magnitude of magnetic field, the larger the tension of the probe brane. As it is clearly seen from (11), the magnetic field along the anisotropy direction is multiplied by $H(u)$. Since this function is equal to or larger than one for all values of the radial coordinate, the magnetic field along the anisotropy direction seems effectively larger. In other words, the anisotropy may result in an effective magnetic field, $B_{eff}$, which is bigger than $B_z$. Therefore, for equal values of the magnetic fields, $B_z = B_x = B$, the tension is larger in the longitudinal direction than transverse directions. As a result, when the magnetic field is turned on along the anisotropy direction the D-brane resists more against deformation and therefore the valve of the mass is less than the case where the magnetic field is along $x$, as observed in figure 4. Moreover it indicates that the difference between these two tensions is more recognisable for larger values of the anisotropy parameter as our numerical results approve it. This argument can be applied in both cases where temperature or entropy density is held fixed.

Following the discussion in the previous paragraph, since the blackening factor, $F$, is multiplied by the magnetic field in (11) the effect of the temperature will be enhanced when the magnetic field is along the anisotropy direction, $B_z$, compared to $B_x$. Therefore using the argument describing the plots in figure 3 the behaviour of the lowest curve in 4 may be explained.

How the chiral symmetry breaking knows of the anisotropy in the system can also be seen in figure 5. It shows the dependence of the value of the critical magnetic field, $B_c$ at which the spontaneous chiral symmetry breaking happens, with respect to $a$. Apart from the nonzero $B_z$ at fixed entropy case, we observe that the chiral symmetry breaks spontaneously at higher values of the magnetic field as one increases $a$. We can also conclude that the critical value of the magnetic field is larger for $B_x \neq 0$ than $B_z \neq 0$ when $a$ is the same for both of them. Regarding the fact that $m_x$ is larger than $m_z$ in figure 4, it is essential to have stronger magnetic field to spontaneously break the chiral symmetry. This also explains the observation in figure 5.

FIG. 4: Critical embedding mass in terms of $a$ for $T = 1$ $(\frac{\phi}{N_f} = \frac{\pi^2}{2})$, circles (triangles) and $B = 30$. For the blue(red) graphs $B$ is along $x(z)$-direction.

FIG. 3: Critical embedding mass in terms of $a$ for $B = 0$ and $T = 1$ $(\frac{\phi}{N_f} = \frac{\pi^2}{2})$, circles (triangles). The plots are fitted with $m = 2.88026 + 0.0223983 a^2$ $(2.88026 + 0.0102396 a^2)$.
In summary an appealing result from figures 4 and 5 is that for a particular value of the anisotropy parameter the chiral symmetry is restored at larger values of the magnetic field if the magnetic field is turned on in the direction perpendicular to the anisotropy direction than if it is turned on along the anisotropy direction.

B. General Values of The Anisotropy Parameter

In this section we will generalize the previous calculations for arbitrary values of the anisotropy parameter. For example analogous plot to 3 for general $a$ is shown in figure 6. We will again see that for zero magnetic field if we increase the anisotropy parameter the mass of the critical embedding increases. Similar to figure 1 that the points divide the $m$ and $B$ phase space into two phases, melted and mesonic, we observe that the points in figure 6 divide the $m$ and $\frac{\pi}{T}(as^{-1})$ phase space into the same subspaces. For a given value of $m$ at $a = 0$ and a fixed temperature or entropy density, where the system is at mesonic phase, by raising sufficiently the anisotropy the system will fall into the melted phase. Therefore the anisotropy parameter acts similarly to the temperature. Such behaviour is in contrast to the magnetic field where at a given value of $m$ for large enough values of the magnetic field the system is in the mesonic phase. In order to explain this result more explicitly one can look at the shape of the brane, shown in figure 7. Let us consider a Minkowski embedding in the black hole background with $u_h = 0.853444$ and zero anisotropy parameter. Then we turn on the anisotropy parameter. Thus the shape of the brane with the same mass and temperature is described by a black hole embedding. Note that since the temperature is kept fixed the horizon for the black hole embedding lies at $u_h = 1$. We have shown the horizon for each embedding with the corresponding colour [15]. This means that by applying anisotropy the quark-antiquark bound state becomes unstable and the system goes into the melted phase. It shows that anisotropy is responsible for the dissociation. Our observation is consistent with the conclusion reported in [7].

The dependence of the critical magnetic field on $\frac{\pi}{T}(as^{-1})$ is plotted in figure 8. As one increases the parameter $\frac{\pi}{T}(as^{-1})$ the spontaneous chiral symmetry breaking happens at larger values of the magnetic field. Furthermore this growth in the value of $B_c$ is bigger if the magnetic field is applied perpendicular to the anisotropy direction. For the larger values of $\frac{\pi}{T}(as^{-1})$, the difference between $B_x$ and $B_z$ becomes more recognizable. Therefore the value of the critical magnetic field might be a good characteristic of the anisotropy in the system.
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