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ABSTRACT

We introduce GLObal Building heights for Urban Studies (UT-GLOBUS), a dataset providing building heights and urban canopy parameters (UCPs) for major cities worldwide. UT-GLOBUS combines open-source spaceborne altimetry (ICESat-2 and GEDI) and coarse-resolution urban canopy elevation data with a machine-learning model to estimate building-level information. Validation using LiDAR data from six U.S. cities showed UT-GLOBUS-derived building heights had a root mean squared error (RMSE) of 9.1 meters. Validation of Mean building heights within 1-km² grid cells, including data from Hamburg and Sydney, resulted in an RMSE of 7.8 meters. Testing the UCPs in the urban Weather Research and Forecasting (WRF-Urban) model resulted in a significant improvement (55% in RMSE) in intra-urban air temperature representation compared to the existing table-based local climate zone approach in Houston, TX. Additionally, we demonstrated the dataset’s utility for simulating heat mitigation strategies and building energy consumption using WRF-Urban, with test cases in Chicago, IL, and Austin, TX. Street-scale mean radiant temperature simulations using the SOlar and LongWave Environmental Irradiance Geometry (SOLWEIG) model, incorporating UT-GLOBUS and LiDAR-derived building heights, confirmed the dataset’s effectiveness in modeling human thermal comfort in Baltimore, MD (daytime RMSE = 2.85°C). Thus, UT-GLOBUS can be used for modeling urban hazards with significant socioeconomic and biometeorological risks, enabling finer scale urban climate simulations and overcoming previous limitations due to the lack of building information.

Background & Summary

As urban areas host the majority of the world’s population, there is an interest in representing cities in weather and climate models for environmental studies. Heat and air quality are particularly critical urban stressors that many cities globally prioritize. Accurate local simulations of these stressors require detailed 3-D information about the urban environment. For example, Kamath et al., (2023) demonstrated that shade from buildings can significantly affect human thermal comfort¹, while Lewis et al., (2024) highlighted the impact of 3-D urban structures on smoke dispersion². Typically, light detection and ranging (LiDAR) surveys and satellite photogrammetric digital surface models (DSM) are employed to obtain building information for urban simulations. However, LiDAR surveys are limited in global availability and spatial coverage, while high-resolution photogrammetric DSM data often suffer from noise and require additional processing to produce accurate DSMs³. Additionally, these datasets are generally not open-source, except for LiDAR data covering the contiguous United States and a few other specific locations worldwide. Moreover, these datasets are not directly compatible with urban models. Therefore, a framework is needed to generate building information for urban studies. These studies may involve investigating biometeorology, urban energy consumption, air quality, and the impacts of large-scale events such as thunderstorms on cities.

Present-day models effectively capture the variables necessary to study the urban climate at city- and street-scales. However, a significant challenge lies in providing the building dataset required as input for the models. These models include urban
canopy models (UCMs) such as those implemented in the Weather Research and Forecasting (WRF-Urban) model\textsuperscript{3}, urban energy balance models such as the Surface Urban Energy and Water Balance Scheme (SUEWS)\textsuperscript{9}, and outdoor thermal comfort models like the SOlar and LongWave Environmental Irradiance Geometry (SOLWEIG)\textsuperscript{6}. For cities lacking detailed building data, WRF-Urban and SUEWS often use the concept of local climate zones (LCZ)\textsuperscript{7}. This approach categorizes built-up areas into urban zones based on urban canopy parameters (UCPs) such as average building height, plan area fraction, and sky-view factor, which are relatively uniform within an urban block. The models then use a predefined look-up table of UCPs to represent the morphology of each urban zone. However, this method can only broadly represent a city since UCPs for LCZs vary across different cities, and the UCPs table does not accurately reflect the specific characteristics of an urban block or the entire city\textsuperscript{8}. An early attempt to incorporate detailed UCPs into WRF-Urban was made through the National Urban Database and Access Portal Tool (NUDAPT) dataset\textsuperscript{9}. This dataset includes LiDAR-derived UCPs for 44 cities in the US. A recent effort to expand this concept globally has led to the development of the World Urban Database and Access Portal Tool (WUDAPT)\textsuperscript{10}. WUDAPT currently provides level-0 or LCZ information globally but lacks detailed UCPs specific to individual cities\textsuperscript{10}.

City-scale simulations using WRF-Urban have previously highlighted the impacts of incorporating detailed UCPs on modeling air temperature, energy consumption, and heat mitigation strategies. Salamanca et al., (2011)\textsuperscript{11} compared observed near-surface air temperatures (T2M) with simulations using bulk, single-layer\textsuperscript{12}, and multi-layer\textsuperscript{13,14} UCMs, utilizing both table-based and NUDAPT-derived UCPs. Their results indicated that detailed urban morphology significantly improved model accuracy. Additionally, the multi-layer UCM demonstrated greater sensitivity to UCPs, primarily due to anthropogenic heat emissions from air conditioning. Papacogli et al., (2021)\textsuperscript{15} emphasized the influence of building height and plan area fraction on winter heating demand, showing that incorporating detailed model inputs captured the spatial pattern of building energy consumption in simulations using the multi-layer model. Detailed UCPs are also crucial in simulating urban heat mitigation strategies, such as green and cool roofs, as highlighted by Zonato et al., (2021)\textsuperscript{16}. However, due to constraints in data availability, heat mitigation strategies are often simulated using default LCZ-based UCPs, as noted by Tan et al., (2023)\textsuperscript{17}.

Street-scale urban climate modeling is significantly influenced by the 3-D urban environment. For instance, shading due to the buildings and vegetation canopies affects human thermal stress. Thus, building-level information is essential for accurately modeling heat health assessment metrics such as mean radiant temperature ($T_{\text{MRT}}$). For street-scale modeling, building information is primarily sourced from LiDAR surveys or OpenStreetMap (OSM). However, the OSM dataset may have incomplete building heights and footprints\textsuperscript{18}.

To address the data availability challenges in city-to-street-scale urban modeling, we resort to machine learning (ML) approaches. Over the past decade, ML has achieved remarkable success across various domains, particularly in computer vision and tabular data prediction\textsuperscript{19}. Predicting building heights and 2-D footprints has become a relevant problem within ML, and decision tree-based models like random forests (RF)\textsuperscript{20} have been used on tabular datasets to predict missing building heights using data from OpenStreetMap\textsuperscript{18}.

This data description paper introduces a new dataset named GLObal Building Heights for Urban Studies (UT-GLOBUS), which provides "level-of-detail-1" building information and UCPs for major cities across all habitable continents. The building-level information available in vector file format has individual building polygons with height attribute in meters above ground level. The vector files are suitable for visualization using GIS platforms, while the UCPs are provided in a binary file format compatible with the WRF preprocessing system. The primary objective of UT-GLOBUS is not to precisely predict the height and footprint of individual buildings, but to offer a dataset for modeling applications from city-to-street-scales. Specifically, it is designed to meet the requirements for deriving UCPs for the multi-layer UCM in the WRF-Urban model and for providing building heights for the SOLWEIG model. Consequently, the UT-GLOBUS dataset is mainly targeted at users with prior experience with the WRF-Urban and SOLWEIG models, although it should be of value for other engineering, weather, and urban planning applications.

Methods

This section describes the datasets utilized and methods used for data processing, generation, and validation and provides an overview of the application areas of the UT-GLOBUS dataset.

Data acquisition and processing

Datasets for model training were acquired for urban blocks that represent high-rise, mid-rise, and low-rise buildings and their combinations. By capturing the diverse range of building sizes, the model can generalize and make better predictions for building heights.

LiDAR: Building heights derived from the United States Geological Survey (USGS) 3DEP point cloud data served as the ground truth. To facilitate semantic segmentation, feature class point labeling was conducted, followed by the rasterization of the building height layer at a 1-meter spatial resolution. The resolution of the raster was determined based on the density of LiDAR point clouds per square meter. In addition to building DSM, a digital elevation model (DEM), representing the bare
earth, was generated from the LiDAR point cloud data. By subtracting the building DSM from the DEM, normalized DSM (nDSM) was obtained.

**Spaceborne elevation datasets:** To acquire the spaceborne nDSM at a 30-meter spatial resolution, the JAXA ALOS/PRISM near-global stereo DSM \(^{21}\) was subtracted from the DEM from Shuttle Radar Topography Mission. It’s important to note that the ALOS mission concluded in 2011, potentially missing recent urban development data. To mitigate this limitation, data from the spaceborne photon counting altimeters Ice, Cloud and Land Elevation Satellite-2 (ICESat-2) and Global Ecosystem Dynamics Investigation (GEDI) were incorporated. ICESat-2 and GEDI provide elevation data along their orbital tracks, which initially offered sparse spatial coverage. To enhance coverage, data from multiple orbital passes of each sensor were integrated. Further details on the data sparsity issue and the impact of integrating ICESat-2 and GEDI on building height estimation are illustrated in Figures S.1.1 and S.2.1, respectively, in the supplementary material.

ICESat-2 ATLO3 elevation product \(^{22}\) provides elevation measurements at a resolution of 0.7 meters along the track for each of its six lasers. However, since ATL03 provides raw photon data, the ICESat-2 ATLO8 product was utilized to classify these photons into ground and top-of-canopy categories. ATLO8 is a higher-level product that offers ground/canopy classification and elevation at a length scale of 100 meters. Only ATL03 photons classified with medium and high confidence levels were retained for this study. Within a 30-meter regular grid, the maximum canopy top height and ground elevation were subtracted to derive the ICESat-2 above ground level height (AGLH). On the other hand, GEDI has an along-track resolution of 60 meters and an across-track resolution of 600 meters with 8 lasers. For this study, the GEDI top of canopy RH98 product was used. The ICESat-2 and GEDI above ground level height layers were converted into point vector layers and then merged. This combined layer underwent triangular interpolation to produce a raster at a spatial resolution of 30 meters. Subsequently, this interpolated raster was integrated with the ALOS nDSM. This integration replaced ALOS nDSM pixels lacking height values with corresponding interpolated raster pixels derived from ICESat-2 and GEDI data. This process resulted in the creation of the spaceborne normalized nDSM.

Even with the utilization of ICESat-2 and GEDI products, the data sparsity issue limited the comprehensive coverage of recent urban sprawl for many cities. To further address this challenge, the World Settlement Footprint (WSF) 3-D dataset \(^{23}\) was employed. This dataset provides average building heights globally at a coarser spatial resolution of 90 meters. The height of the spaceborne nDSM was adjusted using the WSF 3-D dataset using a scaling factor to further capture the recent urban sprawl and high-rise buildings.

\[
\text{Scaling factor} = \frac{\text{WSF 3-D}_{90 \text{ meters}}}{\text{Spaceborne nDSM}_{90 \text{ meters}}} 
\]

\[
\text{Adjusted spaceborne nDSM}_{90 \text{ meters}} = \text{Spaceborne nDSM}_{90 \text{ meters}} \times \text{scaling factor} 
\]

where \(\text{spaceborne nDSM}_{90 \text{ meters}}\) is the nDSM obtained by spatially aggregating the 30-meter resolution spaceborne nDSM to 90 meters.

**Population:** For predicting building heights, the population density was incorporated due to its correlation with mean building heights, as demonstrated by Frantz et al., (2021) \(^{24}\). Higher population density within a smaller building footprint suggests taller buildings. For this study, we utilized the globally available open-source Landscan population density data (people per grid cell) for the year 2020, which has a spatial resolution of approximately 1 km \(^{25}\). In our analysis, the linear relationship between population density, building footprint area, and mean building height was found to be statistically significant with a p-value <0.05.

The population density data, initially available at a 1 km spatial resolution, underwent smoothing using cubic convolution methods to reduce noise. Subsequently, it was reprojected onto the 30-meter resolution grid of the spaceborne nDSM. When predicting building heights for cities outside the United States, a simple correction factor was applied to adjust for differences in population density as our ML model was trained over the cities in the US. This correction factor was determined by calculating the ratio of the population of a reference US city to the population of the city being processed.

**2-D building footprints:** For 2-D building footprints, UT-GLOBUS utilizes data sourced from OSM (https://api.openstreetmap.org/), Google (https://sites.research.google/open-buildings/), and Microsoft (https://www.microsoft.com/en-us/maps/bing-maps/building-footprints). These datasets are combined to achieve nearly complete coverage: Microsoft provides footprints for the Northern Hemisphere, while Google covers the Southern Hemisphere. In cases where cities lack these datasets or have a significant number of missing footprints across all three sources, UT-GLOBUS employs two generative deep learning-based methods for building feature extraction: Generative Building Feature Estimation (GBFE) \(^{26}\) and Urban Layout Generator (Global Mapper) \(^{27}\).

GBFE utilizes a two-stage approach. Initially, it performs semantic segmentation of satellite imagery using a U-NET architecture to identify building regions. In the second stage, a generator model is trained to generate precise building footprints.
We used a random forest model to predict building heights, and the training and validation process is shown in Figure 2. Several attributes were assigned to each building’s 2-D footprint polygon for training and validation. These attributes are listed below:

**Ground truth for training:** Using the LiDAR-based nDSM building height (in meters), the height attribute for each building 2-D footprint polygon was assigned and used as the target variable for training.

**Spaceborne above ground level height:** The above ground level height is assigned to each building 2-D footprint polygon using the WSF 3-D adjusted spaceborne nDSM, providing primary information about building heights.

**Population density:** The average population density at each building 2-D footprint polygon was assigned as an attribute to capture the number of people living within the vicinity of the building.

**Area:** The area of each building polygon is calculated and assigned as an attribute. This attribute represents the spatial extent of the buildings.

The training dataset utilized in this study encompasses buildings from six cities in the USA: New York City, Philadelphia, Boston, Los Angeles, and San Francisco, totaling approximately 268,000 buildings. To train the random forest regression model, 80% of the data points were randomly selected and used for model fitting, while the remaining 20% were reserved for validation. A hyperparameter tuning process was conducted to optimize the RF model’s performance. This involved exploring various combinations of parameters and evaluating the model’s effectiveness using 3-fold cross-validation. The RF model employed 240 estimators, required at least 12 samples to split a node, and set a minimum of 2 samples to form a leaf. The number of features considered at each split was determined as the square root of the total number of features. Each tree in the RF ensemble had a maximum depth of 50, and bootstrap sampling was enabled. For more detailed information on the hyperparameters used, please refer to the documentation available at [https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html](https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html)

### Method for technical validation

In evaluating UT-GLOBUS, comparisons with LiDAR-derived building heights were conducted using several metrics: root mean squared error (RMSE), mean bias error (MBE), and coefficient of determination ($R^2$). Beyond building heights, UT-GLOBUS provides UCPs essential for the multi-layer urban model in WRF-Urban at a resolution of 1 km$^2$. The UCPs include the plan area fraction ($\lambda_p$), building surface to plan area ratio ($\lambda_b$), and area-averaged building height ($h_a$) along with the building height histogram with 5-meter bin size. Since nearest neighbor interpolation is used to assign the UCPs to urban grids in the WRF preprocessing system at the native resolution of the model, we have calculated UCPs using a 300-meter sliding kernel with 1 km$^2$ area to ensure that the maximum geographical mismatch during interpolation is limited to <= 300 meters. This UCP calculation process is visually shown in Figure S.3.1 in the supplementary material. $\lambda_p$ is defined as the ratio of the total building footprint area $A_f$ to the total grid area $A_t$ considered.

$$\lambda_p = \frac{A_f}{A_t} \quad (3)$$

The building surface to plan area ratio ($\lambda_b$) is defined as the ratio of the total building surface in the urban canopy layer (area of roofs and walls) to the grid area considered.

$$\lambda_b = \left( \frac{A_r + A_w}{A_t} \right) = \left( \frac{A_r + (P \times H)}{A_t} \right) \quad (4)$$
where \( A_r (= A_f) \) and \( A_w \) are the roof and wall areas, respectively. Since UT-GLOBUS generates LoD-1 buildings, \( \lambda \) can be simplified using the building footprint perimeter \( P \) and building height \( H \). The area-averaged building height \((h_a)\) is defined as

\[
h_a = \frac{\left(\sum_{i=1}^{N} A_i \cdot h_i\right)}{\left(\sum_{i=1}^{N} A_i\right)}
\]

(5)

where \( h_i \) and \( A_i \) are the height and area of \( i \)th building within a grid with \( N \) buildings. In addition to the metrics used for validating building heights, we also calculated the spatial correlation coefficient (SC) to assess the accuracy of area-averaged building heights.

The selection of cities for validating the UT-GLOBUS dataset was based on the availability of open data sources. To evaluate the performance of building height prediction on data points outside the training and validation sets, a separate testing dataset was compiled. This testing dataset included 123,020 buildings from six cities: Atlanta, Austin, Chicago, Houston, Pittsburgh, and San Antonio. For the validation of area-averaged building heights, we utilized the same six cities in the USA, along with two additional cities: Hamburg, Germany, and Sydney, Australia. These cities were included to ensure robust evaluation across different urban contexts and geographic regions.

Areas of data usage
UT-GLOBUS provides vector files containing building 2-D footprint polygons along with their heights above ground in meters as an attribute. This facilitates the computation of necessary UCPs for the multi-layer UCM for city-scale weather simulations. The UCPs were calculated and transformed into a binary file format suitable for ingestion into the WRF preprocessing system.

Table 1 summarizes the UCPs derived from UT-GLOBUS that apply to the UCMs in WRF-Urban. A detailed procedure for integrating UT-GLOBUS data into WRF-Urban is available in section 4 of the supplementary material. It is important to note that although additional UCPs such as sky view factor and roughness lengths can be derived from UT-GLOBUS, we only provide UCPs required for the multi-layer UCM.

The UT-GLOBUS dataset has applications for modeling urban climate at city-to-street scales. To evaluate its added value at the city scale, we compared WRF-Urban simulations of T2M and land surface temperature (LST) against observations and satellite-derived products using UT-GLOBUS and default LCZ UCPs. Additionally, we compared simulated T2M under heat mitigation strategies and urban energy consumption using UT-GLOBUS and default LCZ-based UCPs. Although the heat mitigation and urban energy consumption experiments lack experimental data, they offer insights into the performance and potential benefits of UT-GLOBUS. For street-scale human thermal comfort simulations, we compared \( T_{MRT} \) simulations using UT-GLOBUS with a control case using LiDAR-derived building heights.

Data Records
The dataset containing building heights in vector file format and urban canopy parameters (UCPs) in WRF pre-processing system compatible binary file format can be accessed on Zenodo\(^{28}\). We are also supplying a city coverage vector file showing the cities where UT-GLOBUS data is available. The cities coverage file \texttt{coverage_xxxx.gpkg} can be opened in platforms like ArcGIS and QGIS to view the complete list of cities along with the geographic extents. Here, ‘xxxx’ refers to the name of the geographic region, e.g., Asia or the USA. The UT-GLOBUS building vector files employ the Universal Transverse Mercator (UTM) projection. These vector files can be rasterized and then used in SUEWS and SOLWEIG models. The vector files are compatible with QGIS and ArcGIS and can be imported for analysis using programming languages such as Python. Additionally, we provide the urban fractions calculated using the ESA world cover dataset (https://esa-worldcover.org/en) for the WRF-Urban model in binary file format.

Technical Validation
Validation of building heights
A scatter plot presented in Figure 3 provides an overview of the random forest model performance for predicting the building heights across different cities and urban blocks for both the validation and testing datasets. The RMSE values for the validation and testing datasets were 5.4 and 9.1 meters, respectively. These RMSE values are consistent with expectations, considering the ALOS DSM, a predictor in the RF model, has an RMSE of about 4 meters\(^{31}\). The MBE for validation and testing samples were -0.06 meters and 0.1 meters, respectively. A box plot in Figure 3 illustrates the bias in predictions by grouping heights into 10-meter bins. The analysis reveals a positive bias that increases with building height, indicating the random forest model tends to overestimate building heights and shows reduced performance for predicting heights of taller buildings. This aligns with the positive MBE observed for the testing dataset. The overestimation may stem from the WSF 3-D dataset providing area average heights that are larger than actual, and the RF model’s use of lower-resolution input datasets may contribute to reduced accuracy in predicting taller building heights. The overestimation of building heights can result in an overestimation of air.
temperature and urban energy consumption in u-WRF simulations, owing to anthropogenic heat release and building cooling demand. For street-scale simulations, this also likely leads to an overestimation of shaded areas. Despite these challenges, the model demonstrated good performance in predicting the interquartile range of building heights, indicating overall effectiveness.

**Validation of UT-GLOBUS-derived urban canopy parameters (UCPs)**

Figure 4 below compares area-averaged building heights from UT-GLOBUS and Li et al., (2020)\(^2\) with LiDAR-based ground truth data at a 1 km\(^2\) resolution for Austin, Texas. It also includes scatter plots of UT-GLOBUS and Li et al. (2020) heights against LiDAR-based heights. Table 2 presents the RMSE, MBE, \(R^2\), and spatial correlation coefficient for all cities where validation was performed. Spatial validation for the cities listed in Table 2 is detailed in Figures S.5.1 to S.5.7 in the supplementary material. The validation statistics presented in Table 2 indicate that UT-GLOBUS outperforms the existing dataset across the USA, while the dataset by Frantz et al., (2021)\(^3\) excels in Hamburg, Germany when compared to the European Space Agency (ESA) dataset (https://land.copernicus.eu/en/products/urban-atlas/building-height-2012). The comparison of UT-GLOBUS heights with the dataset by Lipson et al., (2022)\(^4\) for Sydney, Australia showed performance that is similar to cities in the US.

Additionally, Figure 5 shows the spatial comparison of UCPs calculated from equations 3-5 using the UT-GLOBUS and Spanish building data inventory datasets for Madrid, Spain. The RMSE for the area-averaged building heights was 5.53 meters, indicating that UT-GLOBUS performance for Madrid is comparable to other cities in Table 3. The high spatial correlation score of 0.8 for \(\lambda_b\) confirms that UT-GLOBUS performed well in predicting building footprints, in addition to height predictions, as \(\lambda_b\) considers both height and footprint area as seen from equation 4.

**Usage notes**

**City-scale WRF-Urban simulations**

We utilized WRF-Urban model version 4.4\(^4\). The detailed model set-up is provided in section 6 of the supplementary material. The city-scale experiments we conducted are outlined in Table 4.

**Land Surface Temperature (LST) simulation using UT-GLOBUS:** The WRF-Urban simulated LST was compared with the ECOSTRESS ECO2LSTE product\(^5\). ECOSTRESS, mounted on the International Space Station, provides LST data at 70 meters spatial resolution and can capture LST at different times of the day over a specific location with a return cycle of 3-5 days due to its non-sun-synchronous orbit. For comparison with WRF-Urban simulations, a diagnostic variable was added in multi-layer UCM to isolate LST contributions from roofs and streets. However, spaceborne sensors typically do not provide LST for the entire urban surface or exclusively for roofs and streets\(^6\) (horizontal surfaces). Urban LST data from satellite sensors are influenced by urban morphology (shading effects and reduced sky-view factor) and large off-nadir sensor view angles\(^7\) (affecting the spatial resolution of the retrieved LST).

Figure 6 shows ECOSTRESS and simulated LST data for Chicago at 12 PM. For the comparison in Figure 6, ECOSTRESS data were not filtered for lower or near-nadir view angles to obtain LST of only horizontal surfaces due to the availability of clear-sky scenes. Therefore, it is crucial to recognize that ECOSTRESS LST data in Figure 6 cannot be directly compared to WRF urban simulations representing the LST of horizontal surfaces exclusively. However, given the lack of alternative sensors providing LST of horizontal surfaces at various times of the day, ECOSTRESS was utilized. At mid-day, the LST of the entire urban surface is lower compared to the LST of horizontal surfaces (measured at nadir), while at night, it is higher\(^8\). This is because roof surfaces are cooler than the complete urban surface at night and warmer during the day. A similar comparison for Houston at 12 AM is shown in Figure S.7.1 in the supplementary material, with validation statistics for both cities presented in Table 5.

The spatial comparison presented in Figure 6 and statistics shown in Table 5 demonstrates that UT-GLOBUS is capable of capturing LST more accurately than the LCZ approach during daytime in Chicago (\(\text{RMSE}_{\text{UT-GLOBUS}} = 2.27 \text{ K} \) and \(\text{RMSE}_{\text{LCZ}} = 3.03 \text{ K}\)). However, in Houston, the RMSE using the LCZ approach is lower during nighttime (\(\text{RMSE}_{\text{UT-GLOBUS}} = 1.22 \text{ K} \) and \(\text{RMSE}_{\text{LCZ}} = 1.11 \text{ K}\)). However, \(\text{MBE}_{\text{UT-GLOBUS}}\) was 0.51 K compared to -0.66 K for \(\text{MBE}_{\text{LCZ}}\).

**Air temperature (T2M) Simulation using UT-GLOBUS:** A heat mapping campaign was conducted in Houston on August 7th, 2020, with 84 volunteers collecting data along 32 routes. To facilitate a comparison with WRF-Urban simulation, the collected data was initially interpolated to create a spatially continuous map\(^9\) and then aggregated to a 1 km\(^2\) grid. Figure 7 spatially compares the observed and modeled T2M between 3-4 PM. The corresponding validation statistics in Table 6 show that the RMSE for UT-GLOBUS was 0.53 K, while it was 1.21 K for the LCZ-based approach. Thus, using UT-GLOBUS UCPs resulted in a better representation of T2M compared to the LCZ approach.

**Quantification of the efficiency of heat mitigation strategies using UT-GLOBUS:** Simulations were also carried out to assess the effectiveness of heat mitigation strategies during an ongoing heatwave event in Chicago. The heat mitigation strategies simulated included cool roofs, green roofs, and cool pavement. These simulations were compared to a control case where no heat mitigation intervention was applied. The simulations were conducted using UT-GLOBUS and LCZ-based default
UCPs. For the cool roof experiment, the albedo of the roofs was modified to 0.8 for all the urban grids. In the green roof experiment, grass plantation was chosen for 60% of the buildings in each urban grid, and irrigation was scheduled from 9 to 10 PM. As for the cool pavement experiment, the albedo of the streets was increased to 0.3 in all urban grids. Since city-scale experiments on heat mitigation strategies have not been conducted, there is no observational data for comparison. Thus, the goal here is to demonstrate the effect of UCPs on T2M when simulating heat mitigation strategies.

Figure 8a shows the mean T2M between 2-5 PM on August 24, 2021, for the control and cool roof experiment simulations. The objective here is to compare the spatial effect of cool roofs on T2M using UT-GLOBUS and default LCZ-based UCPs, as the diurnal variation of T2M has been previously studied. Cool roofs reflect more shortwave radiation into the atmosphere compared to conventional roofs, altering the net radiation in the urban canyon and causing cooling. T2M reduction is more effective for urban blocks with low-rise buildings and high \( \lambda_p \) because the fraction of area available for cool roof implementation is large and the roof is close to the pedestrian level. Since UT-GLOBUS includes building height and \( \lambda_p \), as shown in Figure 8b, its simulations are expected to be more realistic than those using the LCZ approach. From Figures 8a and 8b, it can be observed that higher cooling occurs where the plan area fraction is higher, implying a higher area availability for cool roof implementation. The spatial plots for the green roof and cool pavement experiments, along with the accompanying discussion, are provided in section 8 of the supplementary material.

AC energy consumption and Photovoltaic (PV) energy generation simulation with UT-GLOBUS: This experiment aims to study the fraction of PV energy generation that can be effectively utilized for cooling purposes using the UT-GLOBUS dataset focuses on Austin, Texas. It should be noted, however, that PV can affect the T2M, which in turn affects cooling energy demand.

Figure 9 shows the daily mean AC energy consumption and PV energy generation on 7th August 2021 (clear-sky day) using UT-GLOBUS and LCZ-based UCPs. The results depicted in Figure 9 demonstrate that the simulations conducted with UT-GLOBUS capture the spatial variability in AC energy consumption, highlighting higher energy consumption in downtown Austin. This observation aligns with the presence of taller buildings and a denser building configuration. On the other hand, the LCZ approach produces a more homogeneous distribution of AC energy consumption, as most of Austin is classified as LCZ4 (open low-rise). Similar patterns can be observed in PV energy generation. By examining the fraction of AC energy consumption supplied by PV, UT-GLOBUS demonstrates a realistic estimate compared to the LCZ approach. For instance, in the downtown area, where taller buildings consume a higher amount of energy for cooling, UT-GLOBUS predicts a smaller fraction of AC energy consumption provided by PV. This outcome aligns with the fact that the energy demand for cooling in downtown buildings far exceeds what PV systems can generate based on the available plan area fraction.

Street-scale human thermal comfort simulation with UT-GLOBUS

The street-scale simulation takes into account the detailed urban 3-D geometry, unlike the simplified bulk urban parameterization using UCPs discussed earlier in the city-scale modeling approach. These simulations are important as the bulk parametrizations do not capture the features that are necessary to study local urban hazards such as human urban thermal comfort.

We conducted thermal comfort simulations using the SOLWEIG model with UT-GLOBUS buildings and used simulations based on LiDAR-derived buildings as a control experiment. Urban trees were not considered in this experiment. The LiDAR-derived buildings were converted to Level of Detail-1 for simulation. We focused on downtown Baltimore and the surrounding residential area, simulating a clear-sky day (August 29, 2019). For the simulation, we used near-surface meteorological data from the ERA-5 reanalysis. The meteorological variables used in the SOLWEIG model simulation were T2M, relative humidity, wind speed, and downwelling shortwave radiation.

Figure 10 illustrates the simulation of daytime and nighttime mean \( T_{MRT} \) values with buildings masked out, using both UT-GLOBUS and LiDAR-derived buildings. During the daytime, downtown Baltimore exhibits lower \( T_{MRT} \) values compared to nearby residential areas, while at nighttime, downtown experiences higher \( T_{MRT} \) values. This pattern is due to the shadows cast by taller buildings during the day and the reduced sky view factor in downtown areas, which traps longwave radiation from building walls and streets, releasing it at night. The RMSE values for \( T_{MRT} \) are 2.85°C during the daytime and 0.9°C at night when compared to LiDAR-based simulations. The difference between \( T_{MRT} \) simulations using UT-GLOBUS and LiDAR-based building heights shows that UT-GLOBUS could capture \( T_{MRT} \) values within ±5°C during the day and ±2.5°C at night for most of the simulation domain. Thus, based on the RMSE, UT-GLOBUS demonstrated satisfactory performance for thermal comfort simulations.

Limitations and uncertainty

The primary purpose of UT-GLOBUS is to provide a framework to enable modelers to incorporate realistic urban morphology into their simulations to assess urban- and bio-meteorology. The uncertainties in UT-GLOBUS data arise due to multiple factors such as the spatial resolution and uncertainty of ALOS and WSF 3-D datasets, uncertainty and urban coverage of space-borne altimeters, missing building footprints, and the assumption regarding linear population correction factor. It is important to be aware of these limitations and uncertainties when using UT-GLOBUS data for modeling and analysis. Despite these limitations,
UT-GLOBUS provides adequately accurate data for urban microclimate modeling as demonstrated by the applications shown.

**Code availability**

GlobalMapper is available at this GitHub repository: [https://github.com/Arking1995/GlobalMapper](https://github.com/Arking1995/GlobalMapper). The ALOS, GEDI, Google building footprints, and ESA land cover datasets were obtained through Google Earth Engine, while ICESat-2 data was acquired using the icepyx Python package. Microsoft and OSM building data were downloaded using APIs. ICESat-2 data was processed using PhoREAL ([https://github.com/icesat-2UT/PhoREAL](https://github.com/icesat-2UT/PhoREAL)) and LAStools ([https://lastools.github.io/](https://lastools.github.io/)). All the datasets were processed using QGIS for Python version 3.26. The scripts for data downloading and data processing can be found at the UT-GLOBUS GitHub repository ([https://github.com/texuslabut/UT-GLOBUS](https://github.com/texuslabut/UT-GLOBUS)). The urban canopy parameters were converted to WRF binary file format using a Fortran code provided in the UT-GLOBUS GitHub repository.
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**Figures & Tables**

**Table 1.** UT-GLOBUS derived urban canopy parameters (UCPs) for urban canopy models that are implemented in WRF-Urban.

| UT-GLOBUS derived UCPs                  | Used by UCM                        |
|----------------------------------------|------------------------------------|
| Plan area fraction ($\lambda_p$)       |                                    |
| Area averaged building height ($h_a$)  | Both single-layer and multi-layer UCMs |
| Building surface to plan area ratio ($\lambda_b$) |                |
| Histogram of building heights          | Multi-layer UCM                    |
| Mean building heights                  |                                    |
| Standard deviation of building heights | Single-layer UCM                   |
| Frontal area index                     |                                    |

**Table 2.** Comparison of UT-GLOBUS validation statistics with ground truth and existing datasets. Validation statistics used are root mean squared error (RMSE), mean bias error (MBE), coefficient of determination ($R^2$), and spatial correlation coefficient (SC).

| City, USA       | Dataset         | Ground truth | RMSE (m) | MBE (m) | $R^2$ | SC  |
|-----------------|-----------------|--------------|----------|---------|-------|-----|
| Austin, USA     | UT-GLOBUS       |              | 3.85     | -0.22   | 0.84  | 0.92|
|                 | Li et al., (2020)|              | 4.49     | 1       | 0.41  | 0.64|
| Chicago, USA    | UT-GLOBUS       |              | 13.38    | -4.37   | 0.94  | 0.97|
|                 | Li et al., (2020)|              | 31.47    | 18.66   | 0.59  | 0.76|
| Houston, USA    | UT-GLOBUS       | USGS 3DEP    | 9.69     | -1.13   | 0.71  | 0.84|
|                 | Li et al., (2020)| LiDAR       | 14.08    | 6.11    | 0.45  | 0.66|
| Pittsburgh, USA | UT-GLOBUS       |              | 7.67     | -2.28   | 0.85  | 0.92|
|                 | Li et al., (2020)|              | 9.07     | 2.59    | 0.55  | 0.74|
| Atlanta, USA    | UT-GLOBUS       |              | 8.92     | -2.2    | 0.81  | 0.88|
|                 | Li et al., (2020)|              | 9.55     | 1.01    | 0.41  | 0.64|
| San Antonio, USA| UT-GLOBUS       |              | 3.23     | -0.09   | 0.74  | 0.86|
|                 | Li et al., (2020)|              | 5.8      | 2.54    | 0.44  | 0.66|
| Hamburg, Germany| UT-GLOBUS       | ESA          | 4.34     | -2.54   | 0.75  | 0.86|
|                 | Frantz et al., (2021)|          | 3.26     | -2.6    | 0.6   | 0.77|
| Sydney, Australia| UT-GLOBUS      | Lipson et al., (2022)| 4.5       | -1.98   | 0.49  | 0.7  |
### Table 3. Root mean squared error (RMSE) and spatial correlation coefficient (SC) between UT-GLOBUS and ground truth urban canopy parameters (UCPs) that are shown in Figure 5 for Madrid, Spain.

| Urban canopy parameters (UCPs)                  | RMSE | MBE | R²  | SC  |
|-----------------------------------------------|------|-----|-----|-----|
| Plan area fraction ($\lambda_p$)              | 0.06 | -0.1| 0.63| 0.79|
| Averaged building heights ($h_a$)              |      |     |     |     |
| Building surface to plan area ratio ($\lambda_b$) | 0.21 | 0.1 | 0.64| 0.8 |

### Table 4. City-scale WRF-Urban experiments. Experiments were conducted using UT-GLOBUS and default local climate zone (LCZ) based urban canopy parameters (UCPs). Simulations using LCZ-based UCPs were used as control cases. LST: land surface temperature, T2M: air temperature, AC: air conditioner, PV: photovoltaic.

| City     | Dates                  | Case                     | Reason                                                      |
|----------|------------------------|--------------------------|--------------------------------------------------------------|
| Chicago  | 21-26 August, 2021     | Heatwave                 | Spatial comparison of LST and heat mitigation strategies     |
| Houston  | 6-8 August, 2020       | Clear-sky and calm winds | Spatial comparison of LST and T2M                           |
| Austin   | 6-8 August, 2020       | Clear-sky and calm winds | AC energy consumption and PV energy consumption              |

### Table 5. Statistical comparison of UT-GLOBUS simulated and ECOSTRESS land surface temperature (LST) for Chicago (12 PM) and Houston (12 AM).

| City          | Dataset | RMSE (K) | MBE (K) | R²  | Spatial correlation (SC) |
|---------------|---------|----------|---------|-----|--------------------------|
| Chicago, USA  | UT-GLOBUS | 2.27     | 1.23    | 0.16| 0.4                      |
|                | LCZ     | 3.03     | 2.03    | 0.01| 0.05                     |
| Houston, USA  | UT-GLOBUS | 1.22     | 0.51    | 0.45| 0.67                     |
|                | LCZ     | 1.1      | -0.66   | 0.47| 0.69                     |

### Table 6. Statistical comparison of UT-GLOBUS simulated and measured air temperature (T2M) for Houston between 3-4 PM on August 7th, 2020.

| City          | Dataset | RMSE (K) | MBE (K) | R²  | Spatial correlation |
|---------------|---------|----------|---------|-----|---------------------|
| Houston, USA  | UT-GLOBUS | 0.53     | 0       | 0.33| 0.58                |
|                | LCZ     | 1.21     | -1.05   | 0.26| 0.27                |
Figure 1. (a) Comparison of building footprints derived using GBFE from 3-meter resolution satellite images with ground truth for Vienna, Austria, and (b) Illustration of OSM building footprints processed for Milan, Italy. GBFE: generative building feature estimation and OSM: OpenStreetMaps.
Figure 2. UT-GLOBUS methodology for predicting and validating building heights. AGLH: Above ground-level height, ICESat-2: Ice, Cloud, and land Elevation Satellite-2, GEDI: Global Ecosystem Dynamics Investigation, ALOS: Advanced Land Observation Satellite, LiDAR: Light Detection and Ranging.
Figure 3. Scatter plots (top row) showing the agreement of the random forest model prediction of individual building heights with ground truth for the validation and testing datasets. Box plots (bottom row) present the residues from prediction for 10-meter height bins.
Figure 4. Spatial comparison of UT-GLOBUS building heights at 1 km² resolution against LiDAR (ground truth) and Li et al., (2020) for Austin, Texas. The figure also shows the scatter plots comparing the LiDAR-derived building heights with UT-GLOBUS and Li et al., (2020) datasets.
Figure 5. Spatial comparison of UT-GLOBUS plan area fraction ($\lambda_p$), averaged building heights ($h_a$) and building surface to plan area ratio ($\lambda_b$) at 1 km$^2$ spatial resolution against Spanish building inventory dataset (ground truth).
**Figure 6.** WRF-Urban simulated land surface temperature (LST) comparison against ECOSTRESS using UT-GLOBUS and local climate zone-based urban canopy parameters for Chicago at 12 PM.

**Figure 7.** Spatial comparison of measured and modeled 2-meter air temperature (T2M) for Houston between 3-4 PM using UT-GLOBUS and local climate zone-based urban canopy parameters.
Figure 8. (a) Mean air temperature between 2-5 PM on August 24th, 2021, for control and cool roof heat mitigation strategy simulations using UT-GLOBUS and local climate zone-based urban canopy parameters (UCPs) for Chicago (b) UCPs for Chicago: Plan area fraction and area-averaged building heights.
Figure 9. Daily mean AC energy consumption and PV energy generation using UT-GLOBUS and local climate zone based urban canopy parameters for Austin, Texas. The downtown area is highlighted by a box in the first panel.
Figure 10. Daytime and Nighttime mean $T_{MRT}$ for downtown Baltimore and surrounding residential area using LiDAR and UT-GLOBUS buildings.