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Abstract

This paper presents a shape optimisation system to design the shape of an acoustically-hard object in the three-dimensional open space. Boundary element method (BEM) is suitable to analyse such an exterior field. However, the conventional BEM, which is based on piecewise polynomial shape and interpolation functions, can require many design variables because they are usually chosen as a part of the nodes of the underlying boundary element mesh. In addition, it is not easy for the conventional method to compute the gradient of the sound pressure on the surface, which is necessary to compute the shape derivative of our interest, of a given object. To overcome these issues, we employ the isogeometric boundary element method (IGBEM), which was developed in our previous work. With using the IGBEM, we can design the shape of surfaces through control points of the NURBS surfaces of the target object. We integrate the IGBEM with the nonlinear programming software through the adjoint variable method (AVM), where the resulting adjoint boundary value problem can be also solved by the IGBEM with a slight modification. The numerical verification and demonstration validate our shape optimisation framework.
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1. Background and purpose

Interaction of waves with materials in a specific shape/topology can bring exotic wave phenomena such as the extraordinary transmission through a sub-wavelength aperture [1] and the emergence of a collimated beam by corrugating the aperture [2–5]. In particular,
structures with certain periodic patterns, that is, metamaterials have been recently and intensively studied in science and engineering [6, 7].

Shape optimisation is useful in appropriately designing (meta)mater ials in a wave field of interest. To analyse the wave problem numerically, boundary element method (BEM) is suitable because it can deal with the infinite domain without any absorbing boundary condition, which is necessary for domain-type solvers such as finite element method (FEM) and finite difference method. In addition, boundary-only models that BEM handles fit in shape optimisation, which concerns the deformation of the surface (or boundary) of a target material rather than its inside.

The first study on shape optimisation with using BEM was conducted by Soares et al. in 1984 [8], which investigated linear-elastostatic problems in 2D. Since then, there are over 200 publications that are related to both shape optimisation and BEM, as shown in Figure 1. The BEM-based shape optimisation is currently being promoted by a new type of BEM, that is, isogeometric BEM (IGBEM), whose number of publications is also shown in the same figure. The IGBEM is characterised by employing the NURBS (including B-spline) function as both shape and interpolation functions, following the concept of isogeometric analysis (IGA) [9, 10]. In this case, one can design the shape of interest through the control points (CPs) associated with the NURBS surface(s). On the other hand, one needs to regard (a part of) the nodes of a boundary element mesh as the design variables in the case of the conventional BEMs, which are based on a piecewise polynomial basis. This can increase the number of design variables unnecessarily, in particular, when the shape of the boundary is complicated and, thus, the mesh is fine. In the IGA, the technique of knot insertion can readily resolve the dilemma between reducing the number of design variables and increasing the resolution of the boundary element analysis. This is the main advantage of the IGBEM over the conventional BEMs, although the formulation and implementation of the former are hard than those of the latter.

Another merit of the IGBEM is that we can easily compute the gradient of the sound pressure at any points (generally except for its boundary, where the other surfaces are connected) on the surface of a scatterer. This is because the sound pressure is usually differentiable over a NURBS surface. This property of the IGBEM is useful when we compute the shape derivative of our interest (see (11)). On contrary, the gradient can be discontinuous on the edges of the boundary element mesh in the convectional BEM.

![Figure 1: Publications with the terms both “shape optimization” and “boundary element method” (coloured in blue) and those with the term “isogeometric boundary element method” (in red). The data was obtained from Web of Science on Apr 28, 2021.](image)
So far, shape optimisations based on the IGBEM have been investigated in terms of potential problems (or steady-state heat problems) [11–15], elastostatic problems [16–21], including 2D thermoelastic problem [22], and acoustic problems in concern [23–29]. In regard to 2D, Liu et al. [23] performed a shape optimisation of a Γ-shaped sound barrier, where the direct differentiation method (DDM) was employed to compute the sensitivity of the objective function with respect to CPs. Takahashi et al. [24], which is a prior research of the current work, optimised periodic and layered structures in terms of the ultra-thin solar panels. They derived the shape derivatives with the adjoint variable method (AVM). Ummidivarapou et al. [25] introduced a teaching-learning-based optimisation algorithm, which is a gradient-free method, to design a acoustic horn. Similarly, Shaaban et al. [26] performed a shape optimisation by exploiting the particle swarm optimisation (PSO) algorithm, which is gradient-free. This was extend to the axi-symmetric problem by the same authors [27]. The shape optimisation by Wang et al. [28] is similar to Liu et al. [23] but used the AVM instead of the DDM. On the other hand, the 3D acoustics was considered only by Chen et al. [29]. They conducted a shape optimisation based on the DDM. Thus, their study can be regarded as a 3D version of [23]. They maximised the sound pressure of the surface of submarine or vase successfully.

Similarly to Chen et al. [29], the purpose of this study is to establish a shape optimisation system for 3D acoustic problems. In this system, a nonlinear optimisation algorithm integrates the corresponding IGBEM and AVM. These two ingredients were developed in the authors’ previous research [30]. They proposed an accurate method to evaluate the singular and nearly-singular integrals associated with the isogeometric discretisation and, additionally, performed a shape-sensitivity analysis as an application.

The present work makes steady progress toward the shape optimisation with considering some optimisation algorithms which are implemented in two software Ipopt [31] and NLopt [32]. Those algorithm are compared with respect to their performances in some numerical examples.

The rest of this paper is organised as follows: Section 2 overviews an IGBEM for the 3D Helmholtz equation in terms of exterior homogeneous Neumann problems, which was constructed in our previous work [30]. Section 3 formulates the shape optimisation on the basis of the IGBEM and the adjoint variable method and describes the reduction of the problem to a nonlinear optimisation problem. Section 4 validates the proposed shape optimisation system through a numerical example and then demonstrates the capability of the system for complicated problems. Finally, Section 5 concludes the present study.

2. Isogeometric BEM

We will overview the formulation of the IGBEM for the 3D Helmholtz equation, referring to our previous work [30].

2.1. Problem statement

Let us consider a scattering problem of the time-harmonic acoustic wave in 3D. Specifically, we will solve the following exterior Neumann boundary value problem (BVP) in
the infinite domain $\mathbb{R}^3 \setminus \bar{V}$:

Governing equation: \[ \triangle u + k^2 u = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus \bar{V}, \]  

Boundary condition: \[ \frac{\partial u}{\partial n} = 0 \quad \text{on} \quad S, \]  

Radiation condition: \[ u(x) \to u^{\text{in}}(x) \quad \text{as} \quad |x| \to \infty, \]

where $u : x \in \mathbb{R}^3 \to \mathbb{C}$ denotes the total field or sound pressure, $u^{\text{in}}$ denotes a given incident field, $V$ denotes one or more acoustically-hard scatterers in $\mathbb{R}^3$, $S$ denotes the boundary $\partial V$, $n$ denotes the unit outward normal to $S$ and $k$ denotes the prescribed wavenumber.

2.2. Boundary integral equation

We will solve the BVP in (1) with the following standard boundary integral equation (BIE):

\[ C(x)u(x) + \int_S \frac{\partial G(x - y)}{\partial n_y} u(y) dS_y = u^{\text{in}}(x) \quad \text{for} \quad x \in S, \]  

where $G$ denotes the fundamental solution of the 3D Helmholtz equation, that is,

\[ G(x) := \frac{e^{-k|x|}}{4\pi|x|}. \]  

Also, $C$ denotes the free term and is equal to $1/2$ if $S$ is smooth at $x$. In this study, we utilise the equi-potential condition to yield

\[ C(x) = 1 - \int_S \frac{\partial \Gamma(x - y)}{\partial n_y} dS_y, \]  

where $\Gamma(x) := \frac{1}{4\pi|x|}$ denotes the fundamental solution for the Laplace equation in 3D.

2.3. Isogeometric analysis

We will discretise the BIE in (2) as well as the RHS of (4) under the concept of the isogeometric analysis (IGA). The IGA is a kind of isoparametric formulation that exploits the NURBS basis as both interpolation and shape functions mainly in the field of both boundary and finite element methods.

First, we express a given boundary $S$, which is supposed to consist of one or more closed surfaces, by using multiple NURBS surfaces. Each NURBS surface, say $\Pi$, is parameterised with two curve parameters $s$ and $t$, where the domain of $s$ and $t$ can be $[0, 1]$ without the loss of generality. Then, we can express any point $y$ on $\Pi$ as the tensor product of NURBS basis as follows:

\[ y(s, t) = \sum_{k_{\ell} = 0}^{n_s - 1} \sum_{l_{\ell} = 0}^{n_t - 1} w_{k_{\ell} l_{\ell}} N^p_k(s) N^p_l(t) C_{k l} = \sum_{k, l} w_{k l} N^p_k(s) N^p_l(t) C_{k l}, \]
where $N^p_k$ denotes the $k$-th B-spline function of degree $p$ and $w_{kl}$ and $C_{kl}$ denote the $(k,l)$-th weight and control points, respectively, which should be determined according to the shape of $S$. Also, for the sake of simplicity, we denote the product $N^p_k(s)N^p_l(t)$ by $N_{kl}(s,t)$ and the summation in the denominator by $W(s,t)$.

The two series of knots, which are denoted by $\{s_i\}_{i=0}^{n_s+p_s}$ and $\{t_j\}_{j=0}^{n_t+p_t}$, are non-decreasing in general. To guarantee that the outer control points, i.e. the control points $C_{kl}$ whose index $k$ or $l$ is either 0 or the largest one (i.e. $n_s - 1$ or $n_t - 1$), locate on the perimeter $\partial \Pi$ of the NURBS surface, we use the clamped knots, i.e.

$$s_i = \begin{cases} 0 & i = 0, \ldots, p_s \\ \frac{i-p_s}{n_s-p_s} & i = p_s + 1, \ldots, n_s - 1 \\ 1 & i = n_s, \ldots, n_s + p_s \end{cases}$$

for $s$ and the same for $t$.

Similarly to the boundary point $y$ in (5), we interpolate the boundary density $u$ on a surface $\Pi$ with the tensor product of the NURBS basis as follows:

$$u(s,t) = \sum_{k,l} \frac{w_{kl} N_{kl}(s,t)}{W(s,t)} u_{kl},$$

(6)

where coefficients $u_{kl}$ are the unknown variables to be determined from the BIE in (2).

It should be noted that, since the knots are clamped, $u$ at a control point $C_{kl}$ on the perimeter $\partial \Pi$ corresponds to $u_{kl}$ exactly; meanwhile, the other coefficients $u_{kl}$ do not generally correspond to $u$ at $C_{kl}$.

The solution, that is, Dirichlet data $u$ on $S$ must be continuous across the intersecting line between two adjacent NURBS surfaces. This continuity-requirement can be satisfied by giving a unique unknown index, say $\nu$, to all the unknown coefficients associated with the underlying intersection. For example, let us consider the case that an outer control points $C_{kl}$ on a NURBS surface $\Pi$ has the same position as an outer point $C_{kl}'$ on another surface $\Pi'$, where we measure the geometrical distance of the two points $C_{kl}$ and $C_{kl}'$ to judge if they share the same position or not. Then, we give a global unknown index $\nu$ to the two points $C_{kl}$ and $C_{kl}'$, as well as the corresponding unknown coefficients $u_{kl}$ and $u_{kl}'$. As a result, we can obtain a certain number $N$ that represents the number of (global) unknowns over $S$. By using $N$ global unknowns and control points denoted by $u_{\nu}$ and $C_{\nu}$, respectively, we no longer use the local indices (i.e. $kl$ and $k'l'$) and can express any point $y$ and the boundary value $u$ as follows:

$$y(s,t) = \sum_{\nu=1}^{N} R_{\nu}(s,t) C_{\nu}, \quad u(s,t) = \sum_{\nu=1}^{N} R_{\nu}(s,t) u_{\nu},$$

(7)

where $R_{\nu}$ corresponds to the basis $\frac{w_{\nu} N_{\nu}}{W}$ for a certain NURBS surface.

### 2.4. Discretisation of the BIE

By plugging (7) into the BIE in (2), we can yield the following discretised BIE:

$$C(x(\hat{s}, \hat{t})) \sum_{\nu=1}^{N} R_{\nu}(\hat{s}, \hat{t}) u_{\nu} + \int_{S} \frac{\partial G}{\partial n_y}(x(\hat{s}, \hat{t}), y(s,t)) \sum_{\nu=1}^{N} R_{\nu}(s,t) dS_y u_{\nu} = u^m(x(\hat{s}, \hat{t})).$$

(8)
Here, a pair of parameters \((\hat{s}, \hat{t})\) corresponds to a collocation point \(x\) on \(S\) and each parameter is determined as the Greville abscissa \((23)\). Similarly to the determination of the global \(N\) unknowns \((u_\nu)\), we regard the repeated collocation point on an intersection as a unique collocation point. As a result, we can determine \(N\) distinct collocation points on \(S\), which are enough to solve \((8)\). In this study, we use the LU decomposition to solve \(N\) unknowns \((u_\nu)\) from a set of \(N\) discretised BIEs of \((8)\).

Once the unknowns are obtained, we can compute \(u\) at any point: we may use \((6)\) for any point on \(S\), while we may exploit the integral representation for any point in \(V\). In addition, we can compute the derivatives of \(u\) on \(S\) by differentiating the NURBS functions in \((6)\) with respect to \(s\) and/or \(t\). This is useful to compute the shape derivative (sensitivity) because it usually consists of the derivative(s) of \(u\) on a surface, as seen in \((11)\).

Regarding the boundary integrals in \((8)\), we apply the Lachat’s method to the singular integrals and the hierarchical subdivision technique to the singular- and nearly-singular-integrals. The details are described in our previous paper \((30)\).

2.5. Knot insertion

As we will mention in Section 3, we will optimise the shape of \(S\) via the control points \(C_\nu\). If the number of control points involved in a target \(S\) is large, the convergence of the optimisation would be slow. So, one may construct a surface with a small number \(N\) of control points. However, this can lead to a low accurate solution in the IGA because the number of unknowns (degrees of freedom) is also \(N\); recall \((7)\). To resolve this issue, which is common in the IGA \((9)\), we may resort to the knot insertion, by which control points can be added to anyplace without changing the shape of \(S\). This technique is used when we analyse the BVP in \((1)\) as well as the adjoint one in \((12)\), which will be mentioned in Section 3.1.

3. Gradient-based shape optimisation

We will construct our shape optimisation method based on the IGBEM, adjoint variable method and nonlinear optimisation method. The present framework is a direct extension of the 2D case investigated in our previous paper \((24)\)\(^1\).

3.1. Problem statement and shape derivative

The present shape optimisation problem is to maximise or minimise a prescribed objective function \(J\) by changing the surface of scatterer(s) \(V\), i.e. the boundary \(S\). Specifically, we define \(J\) as the summation of the sound pressure \(u\) at \(M\) observation points \(\{z_m\}_{m=1}^M\), that is,

\[
J(u; S) := \sum_{m=1}^M \frac{|u(z_m)|^2}{2},
\]

(9)

where \(u\) is supposed to be a solution of the BVP in \((1)\) or the primary problem in the context of the adjoint variable method.

\(^1\)The corresponding software is available at https://sourceforge.net/projects/igbemsopt/.
To define the shape derivative (sensitivity), denoted by \( S \), of \( J \) in (9), we slightly move every point \( y \) on \( S \) by \( \epsilon V(y) \), where \( \epsilon \) is an infinitesimally small number and \( V \) denotes the direction to move. Correspondingly, the boundary \( S \) and the field \( u \) are perturbated to \( \tilde{S} \) and \( \tilde{u} \), respectively. Then, \( S \) is defined as the coefficient of the term \( \epsilon \) which is obtained by expanding the perturbated objective function \( J(\tilde{u}; \tilde{S}) \) with respect to \( \epsilon \). Therefore, we have

\[
J(\tilde{u}; \tilde{S}) = J(u; S) + \epsilon S(u; S) + O(\epsilon^2). \tag{10}
\]

Here, as well-known (see [33] for example), \( S \) can be derived as follows:

\[
S(u; S) = \text{Re} \int_S \left( k^2 \lambda^* u - \nabla \lambda^* \cdot \nabla u \right) V \cdot n \, dS, \tag{11}
\]

where \((\cdot)^*\) denotes the complex conjugate and the adjoint field \( \lambda \) is the solution of the following adjoint problem:

\[
\text{Governing equation : } \triangle \lambda(x) + k^2 \lambda(x) = -\sum_m u(x) \delta(x - z_m) \quad \text{in } V, \tag{12a}
\]

\[
\text{Boundary condition : } \frac{\partial \lambda}{\partial n} = 0 \quad \text{on } S, \tag{12b}
\]

\[
\text{Radiation condition : } \lambda(x) \to 0 \quad \text{as } |x| \to \infty. \tag{12c}
\]

We can also solve the adjoint problem with the IGBEM mentioned in Section 2. To this end, we may replace the incident field \( u^m(x) \) in (2) with the following term:

\[
- \int_V G(x - y) \left( -\sum_m u(y) \delta(y - z_m) \right) \, dV_y = \sum_m G(x - z_m) u(z_m),
\]

where \( G \) is the fundamental solution given in (3).

### 3.2. Discretisation of the shape derivative

In the numerical analysis, the infinitesimal deformation (perturbation) \( \epsilon V \) must be finite. When we denote the point of an arbitrary point \( y \), which is expressed as (7) in the IGBEM, on the surface \( S \) by \( \tilde{y} \), we can approximate \( \epsilon V(y) \) as follows:

\[
\epsilon V(y) \approx \tilde{y}(s, t) - y(s, t) = \sum_{\nu=0}^{N-1} R_\nu(s, t) \delta C_\nu,
\]

where \( \delta C_\nu \) denotes the variation of the control point \( C_\nu \), i.e.

\[
\delta C_\nu := \tilde{C}_\nu - C_\nu.
\]

Then, \( J \) in (10) can be discretised as follows:

\[
J(\tilde{u}; \tilde{S}) \approx J(u; S) + \sum_{\nu=0}^{N-1} s_\nu(u; S) \cdot \delta C_\nu + O(\epsilon^2), \tag{13}
\]
where
\[ s_\nu(u; S) := \text{Re} \int_S (k^2 \lambda^* u - \nabla \lambda^* \cdot \nabla u) R_\nu n dS. \]
The vector \( s_\nu \) stands for the sensitivity of \( J \) with respect to the control points \( C_\nu \), which are considered as the design variables in this study.

Because of \( \partial u/\partial n = 0 \) and \( \partial \lambda/\partial n = 0 \) due to the boundary conditions in (1b) and (12b), respectively, the gradients of \( u \) and \( \lambda^* \) in (14) can be expressed as follows:
\[ \nabla u = \frac{1}{J} \left( \frac{\partial u}{\partial s} t \times n + \frac{\partial u}{\partial t} n \times s \right), \quad \nabla \lambda^* = \frac{1}{J} \left( \frac{\partial \lambda^*}{\partial s} t \times n + \frac{\partial \lambda^*}{\partial t} n \times s \right), \]
where \( s := \frac{\partial y}{\partial s} \) and \( t := \frac{\partial y}{\partial t} \) denote the tangential vectors along \( s \) and \( t \) coordinates, respectively, and \( J := |s \times t| \) is the Jacobian. It should be emphasised that the tangential derivatives \( \frac{\partial u}{\partial s} \) and \( \frac{\partial u}{\partial t} \) can be computed readily by differentiating the NURBS basis \( R_\nu \).

In addition, the gradients are continuous over the surface \( S \) (except for the intersections among NURBS surfaces in general) if the degrees \( p_s \) and \( p_t \) of the NURBS basis are two or more.

Since there is no singularity in the integral in (14), we may evaluate the integral with the Gauss-Legendre quadrature formula.

3.3. Reduction to nonlinear optimisation problem

The optimisation problem stated in Section 3.1 forms a nonlinear optimisation problem. In general, the problem is to minimise the prescribed objective function \( f : \mathbb{R}^n \to \mathbb{R} \) with respect to \( n \) design variables \( x \in \mathbb{R}^n \) under \( m \) inequality-constraints \( g : \mathbb{R}^n \to \mathbb{R}^m \), i.e.
\[ g_L \leq g(x) \leq g_U, \]
(14)
where \( g_{L,U} \in \mathbb{R}^m \) denote the bounds of \( g \). The design variables \( x \) are usually bounded as
\[ x_L \leq x \leq x_U, \]
(15)
where \( x_{L,U} \in \mathbb{R}^m \) denote the bounds of \( x \). Optionally, the gradient \( \nabla f \) and Hessian of \( f \) is considered if they are readily computed.

In the present shape optimisation problem, we choose the \( N \) control points \( C_\nu \) (where \( \nu = 0, \ldots, N - 1 \)) as the design variables. Then, we may regard our objective function \( J \), design variables \( C_\nu \) and their gradients \( s_\nu \) in (14) as \( f, (C_0, \ldots, C_{N-1})^T \in \mathbb{R}^{3N} \) and \( (s_0, \ldots, s_{N-1})^T \in \mathbb{R}^{3N} \), respectively, where \( 3N \) corresponds to the number \( n \) of design variables. In this study, we do not consider the Hessian of \( J \).

We utilise a primal-dual interior-point method with line searches based on Filter methods, which is implemented in Ipopt [31, 34] and will be called IP hereafter. In the previous research [24], the IP sometimes required many number of backtracking line-search steps and, thus, many number of evaluating \( f \) as well as \( \nabla f \). As a result, the computational time was sometimes enormous.

Hence, we consider different gradient-based optimisation methods. To this end, we exploit the software NLopt [32], which contains many optimisation methods. We use the MMA (method of moving asymptotes [35]) and SLSQP (sequential least-squares quadratic programming [36]) because they are general-purpose in the sense that they can handle nonlinear inequality-constraints.
4. Numerical examples

This section will provide some numerical examples with our shape optimisation software. In Section 4.1, we will validate the software through an optimisation problem, which can be analysed exactly. The problem is actually a parametric optimisation problem, but we can test the entire of our software for the shape optimisation problem. After the validation, we will show the capability of the software through some more complicated examples in Sections 4.2–4.4.

4.1. Verification

4.1.1. Problem configuration

Let us consider a parametric optimisation problem. Specifically, we will find the radius, denoted by \( a \), of a spherical scatterer (centred at the origin) so that the radius can maximise an objective function \( J \) in (9), where \( M = 1 \) and the corresponding observation point \( z_1 \) is chosen as \((0, 0, 8.5)^T\) (Figure 2): namely,

\[
J(u; S) := \frac{|u(z_1)|^2}{2} \quad \text{where} \quad z_1 = (0, 0, 8.5)^T.
\]

We give a planewave incident field \( u_{\text{in}}(x) = e^{-ikz} \), which propagates in the \(-z\) direction, where the wavenumber \( k \) is given as one.

Following the reference [37], we create the surface \( S \) of the spherical scatter with six NURBS surfaces. Each surface is constructed with \( 5 \times 5 \) control points and the tensor product of the B-spline functions of degree 4, i.e. \( n_s = n_t = 5 \) and \( p_s = p_t = 4 \). Correspondingly, the number \( N \) of the (unique) control points is 98. As noted in Section 2.5, we can increase \( N \) to improve the resolution of the boundary element solution by the knot insertion. We consider three cases of \( N \), i.e. \( N = 866, 2402 \) and \( 3458 \).

Under the present configuration, the sound pressure \( u \) at the observation point \( z_1 \) can be written as a function of the radius \( a \) [38], that is,

\[
u(z_1) = \sum_{n=0}^{\infty} i^n (2n + 1)(j_n(kr) - A_n h_n^{(1)}(kr)) P_n(\cos(\theta - \pi)),
\]

where \( j_n \) and \( h_n^{(1)} \) are Bessel functions of the first kind, \( P_n \) are Legendre polynomials, \( i \) is the imaginary unit, \( n \) is a non-negative integer, and \( k \) is the wavenumber.

Figure 2: Problem setting.
where the spherical coordinates $\theta$ and $r$ corresponding to $z_1$ are 0 and 8.5, respectively. Also, $j_n$, $h_n^{(1)}$ and $P_n$ denote the spherical Bessel function of degree $n$, the spherical Hankel function of the first kind and degree $n$ and the Legendre polynomial of degree $n$, respectively. In addition, the coefficient $A'_n$ is defined as

$$A'_n := \frac{j'_n(ka)}{h_n^{(1)}(ka)},$$

where the prime represents the differentiation with respect to $a$. It should be noted that (17) is valid when the observation points $z_1$ is in the outside of the sphere, that is, $a \in (0, 8.5)$.

From (16) and (17), we can plot $J$ against $a \in [1, 8]$ as in Figure 3. When we restrict the lower and upper bounds of the design variable $a$ to 1 and 7, respectively, we can have two local maxima, i.e.

$$(a, J) = (2.24992, 0.62379), \quad (5.37318, 1.01260),$$

which are computed by applying the Brent minimisation algorithm, which is implemented in GNU Scientific Library [39], to (17). If we can arrive at one of these local maxima from a certain initial radius, denoted by $a_0$, we can validate our optimisation software. In what follows, we consider two initial values, i.e. $a_0 = 3$ and 4.

The design variable of this problem is the radius $a$ only, while our shape optimisation method treats all the control points $C_\nu$ as the design variables (recall Section 3.3). To fill this gap, we modify a fraction of the computer program by considering the relationship between the radius $a$ and control points $C_\nu$. Specifically, when the radius is updated from $a$ to $\tilde{a}$, all the control points must be scaled by $\tilde{a}/a$ so that the surface $S$ can preserve its spherical shape. Therefore, the control points $C_\nu$ must be updated to $\tilde{C}_\nu$ so that

$$\tilde{C}_\nu = \frac{\tilde{a}}{a} C_\nu$$

(19)
holds. Plugging this and the variation of the radius, i.e. $\delta a := \bar{a} - a$, into (13), we have

$$J(\bar{a}; \bar{S}) = J(u; S) + \sum_{\nu=1}^{N} \frac{s_{\nu}(u; S)}{a} \cdot C_{\nu} \delta a + O(e^2). \quad (20)$$

Clearly, the shape derivative of $J$ with respect to the radius $a$, i.e. $\frac{\partial J}{\partial a}$, is obtained as

$$\frac{\partial J}{\partial a} = \sum_{\nu=1}^{N} \frac{s_{\nu}(u; S)}{a} \cdot C_{\nu} \delta a. \quad (21)$$

Hence, when the new (perturbated) radius $\bar{a}$ is determined by an optimisation algorithm, we first update the control points $C_{\nu}$ to $\bar{C}_{\nu}$ according to (19) and, then, $\frac{\partial J}{\partial a}$ in (21). This procedure is added to the user-defined routine to compute $J$ and its gradient.

### 4.1.2. Results and discussions

Table 1 shows the computed optimal radius $a$ and the corresponding value of the objective function $J$ for the two initial radii $a_0$ and three numbers $N$ of control points. We can observe that every solver could achieve one of the local maxima. There is no clear difference due to $N$, which means that the discretisation error of the IGBEM is almost negligible with the smallest $N$.

The columns of “Eva.” in Table 1 shows the number of evaluating $J$ (and most likely its gradient at the same time) until convergence. In every combination of $a_0$ and $N$, the SLSQP required less evaluation counts than the others. Figure 4 plots the value of $J$ against the evaluation count in the case of $a_0 = 3$ and $N = 866$.

The present results indicate that our formulation and its numerical implementation are valid.

Table 1: Result of the optimised radius $a$ and the corresponding value of the objective function $J$ in Section 4.1. Here, the heading “Eva.” stands for the number of evaluating $J$.

| Algo. | IP | MMA | SLSQP |
|-------|----|-----|-------|
|       | $a_0 = 3$ |       |       |
|       | $a_0 = 4$ |       |       |
| $N$   | $a$ | $J$ | Eva. | $a$ | $J$ | Eva. | $a$ | $J$ | Eva. |
| 866   | 2.24999 | 0.62379 | 23 | 2.24979 | 0.62379 | 8 | 2.24274 | 0.62378 | 5 |
| 2402  | 2.24998 | 0.62379 | 23 | 2.24979 | 0.62379 | 8 | 2.24274 | 0.62378 | 5 |
| 3458  | 2.24996 | 0.62379 | 23 | 2.24979 | 0.62379 | 8 | 2.24274 | 0.62378 | 5 |

| $N$   | $a$ | $J$ | Eva. | $a$ | $J$ | Eva. | $a$ | $J$ | Eva. |
|-------|----|-----|-----|----|-----|-----|----|-----|-----|
| 866   | 5.37302 | 1.01254 | 13 | 5.37328 | 1.01254 | 10 | 5.37419 | 1.01254 | 9 |
| 2402  | 5.37295 | 1.01260 | 13 | 5.37316 | 1.01260 | 16 | 5.37313 | 1.01260 | 9 |
| 3458  | 5.37290 | 1.01260 | 13 | 5.37321 | 1.01260 | 10 | 5.37316 | 1.01260 | 9 |
4.2. Example 1: Reflector

To demonstrate the capability of our shape optimisation framework, we will begin with a simple model of a cuboid “reflector”, whose dimensions are $1 \times 1 \times 0.5$, as shown in Figure 5. Regarding a planewave incident field $u^\text{in}$ with the wavenumber of $k = 3$ that propagates in the $-z$ direction, i.e. $u^\text{in}(x) = e^{-ikz}$, we try to maximise the objective function $J$ in (9), where a single observation point $z_1 = (0.5, 0.5, 1.0)^T$ in the illuminated side is considered.

Figure 5: The initial shape of the reflector model in Section 4.2. The point in grey represents the observation point $z_1 = (0.5, 0.5, 1.0)^T$. The red and points represent the CPs that are designed, while the blue ones represent the fixed CPs.
The surface of the reflector consists of six NURBS surfaces (viz., top, bottom, left, right, front and back) with the NURBS functions of degree 2, i.e. \( p_s = p_t = 2 \). They are shown in different colours in Figure 5. The number \( n_s \), which denotes the number of control points along the local coordinate \( s \), is given as 6, 6 and 3 if \( s \) is parallel to \( x \)-, \( y \)- and \( z \)-axis, respectively, at the initial configuration. Similarly, we determine the value of \( n_t \) every NURBS surface. Each NURBS surface is clamped on its perimeter, as mentioned in Section 2.3. In this case, the number \( N \) of unique CPs is 92, which are shown as points (in red or blue) on the surfaces in Figure 5. The number of CPs is increased to 548 by the knot insertion when we perform the isogeometric boundary element analysis.

In this example, we design only \( 4 \times 4 \) CPs, which are coloured in red in Figure 5, on the top surface excluding the perimeter. In addition, we allow each target CP to move vertically at most 0.3, which guarantees that any target CP never touches with the others. Thus, the number of design variables is 16. To be specific, we first regard all the coordinates of the CPs as the design variables and, then, set the initial coordinate to both lower and upper bounds for each coordinate that is not optimised.

Figure 6 compares the history of the value of \( J \) for the three optimisation algorithms. All the algorithms converged to almost the same solution. Similarly to the previous example, the SLSQP required the least number of evaluations until convergence.

Figure 6: History of the value of the objective function \( J \) in the reflector model (Section 4.2).

Figure 7 shows the distribution of the absolute value of sound pressure, i.e. \(|u|\), on the boundary at both initial and optimised shapes. In addition, Figure 8 shows the distribution of \(|u|\) on the middle cross section, i.e. \( y = 0.5 \); draw range was selected as \(-0.5 \leq x \leq 1.5 \) and \(-0.5 \leq z \leq 3.5 \). The peak of \(|u|\) is not on the observation point \( z_1 \), but the created shape is reasonable in the sense that it looks like a parabolic antenna. It should be noted that the results in Figures 7 and 8 are of the SLSQP but almost the same results were obtained by both IP and MMA.
Figure 7: Distribution of $|u|$ on the surface in the reflector model (Section 4.2). The point (coloured in grey) is the observation point $z_1 = (0.5, 0.5, 1.0)^T$.

Figure 8: Distribution of $|u|$ on the plane of $y = 0.5$ in the optimised shape of the reflector model (Section 4.2).

By considering the evaluation counts in Figure 6 as well as Figure 4, we will use the SLSQP only in the following examples.

4.3. Example 2: Resonator

As the second example, we attempt to catch a sound with a bowl. Specifically, as illustrated in Figure 9 (left), we consider a cubic scatterer (whose dimensions are $3 \times 3 \times 3$) with a hollow $(1 \times 1 \times 2)$. Then, we optimise the shape of the hollow so that we can increase the sound pressure inside it. We give two types of the incident fields, i.e. $u^{in}(x) = e^{-ikz}$ and $e^{-ikx}$, which represent the planewave propagating in the $-z$ and $-x$ direction, respectively. Here, $k = 3$ is supposed.
Regarding the objective function $J$ in (9) to be maximised, we consider three observation points aligned vertically in the hollow, i.e. $z_1 = (1.5, 1.5, 1.4)$, $z_2 = (1.5, 1.5, 1.5)$ and $z_3 = (1.5, 1.5, 1.6)$, which are shown as three points (in grey) Figure 9 (right).

The bowl is modelled with 46 NURBS surfaces of degree 2, which are distinguished by different colours as in Figure 9 (left). The whole surface of the bowl includes 282 CPs, which are displayed as the points (in blue) in the same figure. In addition, we increase the number $N$ of CPs from 282 to 1314 by the knot insertion in every boundary element analysis.

We optimise the shape of the hollow, preserving the initial square-shape of both top aperture and bottom surface. To this end, we choose 32 CPs on the side walls of the hollow; 20 of them in the back side are shown as red points in Figure 9 (right). We allow each CP to move up to a certain value from its initial position. The value is selected as 0.15, which is less than the half of the minimum distance (i.e. 0.4) between any two CPs at the initial configuration, so that any CP does not touch the others as well as all the observation points.

Figure 9: The initial shape of the resonator model in Section 4.3. The points in grey represent the three observation points $z_1$, $z_2$ and $z_3$ in the hollow. The red and points represent the CPs that are designed, while the blue ones represent the fixed CPs; the CPs on the left, back and bottom surfaces are also fixed.

Figure 10 shows the history of $J$ in both incident fields. We could increase $J$ in both cases. The value of $J$ increased monotonically from $3.19 \times 10^{-1}$ and then converged at $2.22$ after seven counts in the case of the vertical ($-z$-direction) incidence, while it oscillated significantly but increase gradually from $4.13 \times 10^{-2}$ to $4.61 \times 10^{1}$ after 60 counts in the case of the horizontal ($-x$-direction) incidence.
Figures 11 shows the initial and optimised (final) shapes of the hollow together with the distribution of $|u|$ on it. In both cases, the $|u|$ around the observation points was relatively low, but the sound pressure was actually strengthened inside the hollow after each optimisation. In addition, Figure 12 shows the distribution of $|u|$ on the middle cross section of $y = 1.5$. 

Figure 10: History of the value of the objective function $\mathcal{J}$ in the resonator model (Section 4.3).
Figure 11: Initial (left) and optimised (right) shapes of the hollow together with the distribution of $|u|$ in the case of the horizontal and horizontal incidences (Section 4.3). Here, the range of $y$ is from 1.5 to 2.5, which covers the back half of the hollow. The points in grey are the observation points.
Figure 12: Distribution of $|u|$ on the middle cross section of $y = 1.5$ in the optimised shape in the case of the vertical and horizontal incidences (Section 4.3). The points coloured in magenta represents the observation points.

4.4. Example 3: Bending duct

As the final example, we consider a more complicated model, whose dimension is $3 \times 3 \times 5$, containing a bending duct. Figure 13 shows the cross section of $y = 1.5$ to see the inside of the model. As illustrated in the figure, we consider $3 \times 3$ observation points on the plane $x = -0.5$ near the exit of the duct. We design a part of the top and bottom surfaces of the duct through 30 control points, 20 of which are drawn as red points in the figure. More precisely, we optimise the $z$ coordinates of those CPs. Here, every coordinate can be changed from its initial value up to 0.2, which takes account of the aforementioned consideration, that is, any CP never collides with the others during the optimisation. The incident planewave is given from the +$x$ side and its wavenumber is selected as 1, 2, 3 or 5 for comparison.

As shown in Figure 14, the optimisation was successfully terminated for every wavenumber $k$. The value of $\mathcal{J}$ was largest at the second largest $k = 3$. This can be related to
the standing wave in the vertical direction excited in the duct, which can be observed in Figure 15, but we did not pursue the reason.

Figure 13: The back (−y) side of the bending-duct model at the initial configuration (Section 4.4). The points in grey on the plane $x = -0.5$ represent six of the nine observation points $\{z_m\}_{m=1}^9$, which are close to the exit of the duct on the plane $x = 0$. The red points represent 20 of the 30 CPs to be designed.

Figure 14: History of the value of the objective function $J$ in the bending-duct model (Section 4.4).
Figure 15: Shape and distribution of $|u|$ at the initial (left) and optimised (right) configurations of the bending-duct model (Section 4.4). Note that the range of $|u|$ varies according to the wavenumber $k$. 
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5. Conclusion

Exploiting our previous work [30] on the development of the isogeometric boundary element method (IGBEM) for the 3D Helmholtz equation and the sensitivity analysis based on the adjoint variable method (AVM), we have newly proposed a shape optimisation system by integrating the IGBEM and AVM into nonlinear optimisation algorithms, viz. a primal-dual interior point method (IP) and the method of moving asymptotes (MMA) as well as the sequential least-squares quadratic programming (SLSQP), which are available from the open software Ipopt [31] and NLopt [32], respectively. We have numerically verified the system in a (parametric) optimisation problem that has the exact solution. The system could find the optimal solutions successfully. Then, we applied the system to optimise three models that consider a reflector, resonator and bending-duct, which consist of multiple NURBS surfaces. We could maximise the objective function in every optimisation and found that the SLSQP was the best in the sense that it required less number of evaluating the objective function as well as its gradient, which is the most time-consuming part in the optimisation based on the IGBEM and AVM.

In the future, we are going to enhance our shape optimisation system so that it can directly deal with NURBS models that are generated by solid modellers such as Rhinoceras2 and SMlib3. This task is technically evident but practically important to give initial shapes comprising of truly curved surfaces. In addition, we are planning to develop a similar shape optimisation software for electromagnetism in 3D from the present one, considering the application to metamaterials and plasmonics.
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