Article

A Smart IoT Device for Detecting and Responding to Earthquakes

Jangsoo Lee 1, Irshad Khan 1, Seonhwa Choi 2 and Young-Woo Kwon 1,*

1 School of Computer Science and Engineering, Kyungpook National University, Daegu 41566, Korea; dellhartsmailbox@gmail.com (J.L.); irshad.khaan@gmail.com (I.K.)
2 National Disaster Management Research Institute, Ulsan 44538, Korea; shchoi33@korea.kr
* Correspondence: ywkwon@knu.ac.kr; Tel.: +82-53-950-7566

Received: 5 November 2019; Accepted: 9 December 2019; Published: 15 December 2019

Abstract: The advancement of hardware and software technologies makes it possible to use smartphones or Internet of things for monitoring environments in real-time. In recent years, much effort has been made to develop a smartphone based earthquake early warning system, where low-cost acceleration sensors inside a smartphone are used for capturing earthquake signals. However, because a smartphone comes with a powerful CPU, spacious memory, and several sensors, it is waste of such resources to use it only for detecting earthquakes. Furthermore, because a smartphone is mostly in use during the daytime, the acquired data cannot be used for detecting earthquakes due to human activities. Therefore, in this article, we introduce a stand-alone device equipped with a low-cost acceleration sensor and least computing resources to detect earthquakes. To that end, we first select an appropriate acceleration sensor by assessing the performance and accuracy of four different sensors. Then, we design and develop an earthquake alert device. To detect earthquakes, we employ a simple machine learning technique which trains an earthquake detection model with daily motions, noise data recorded in buildings, and earthquakes recorded in the past. Furthermore, we evaluate the four acceleration sensors by recording two realistic earthquakes on a shake-table. In the experiments, the results show that the developed earthquake alert device can successfully detect earthquakes and send a warning message to nearby devices, thereby enabling proactive responses to earthquakes.

Keywords: earthquake; accelerometer; internet of things; machine learning

1. Introduction

In the past decade, the emergence of mobile devices, especially smartphones and Internet of Things (IoT) have brought significant change and development in both hardware and software. The IoT technology build powerful smart systems to analyze and monitor several real time systems [1]. It provides services in smart home, smart building, Intelligent transportation systems, smart healthcare, smart grids and smart cities [2,3]. Its greatest potential lies in monitoring systems; for example, in smart floors it will call an ambulance when it detects that an elderly person has fallen [4]. Similarly, mobile devices continuously monitor a user’s vital signs and report any illness that they detect. Mobile devices like smartphones are an integral part of IoT systems, and the most frequently used devices in IoT systems, due to their equipped sensors such as accelerometers, gyroscope, GPS, and magnetometer, etc. These sensors are widely used in IoT systems to get useful information for various purposes, such as location-aware services, games, and healthcare applications, etc. [5,6].

Every year we expect 16 major earthquakes, 15 of which might be of magnitude 7.0 range and 1 earthquake of magnitude 8.0 or greater [7], which can cause fatalities and damage in populated regions [8]. As a result, there has been a high demand for developing an early warning system that can detect earthquakes and respond to them in a very short time to avoid fatalities and damages. In recent
years, some promising attempts have been made to detect earthquakes using mobile device sensors. An MEMS-based acceleration sensor has been used in the past few years in different earthquake monitoring systems [9]. In this system, an acceleration sensor continuously records shakings and then detects an earthquake using straightforward triggering algorithms or machine learning techniques.

In this article, we present an intelligent IoT device that can detect shaking caused by an earthquake and then send out appropriate warning messages according to the strength of shaking. The device can be attached to a wall or a ceiling of a structure. Because the proposed smart device is equipped with only necessary sensors which include an accelerometer, WiFi, and a microprocessor, its cost is very low compared to a smartphone. Based on the cost and performance, we carefully evaluated four different acceleration sensors to determine and select an appropriate hardware specification for our device.

The developed system operates as a standalone detector. It uses an earthquake detection algorithm which further uses a trained machine learning model to detect the earthquake signals recorded on the accelerometer. Our machine learning model uses the same features proposed in [10]. It detects the earthquakes and immediately sends an alarm (response) to nearby users. In contrast, other approaches require an internet connection to connect the sensors to the remote server or a cloud, for further processing (such as final detection and response).

As discussed above, the detection ability of the proposed device depends on the machine learning model, hence, in order to decrease the false alarm rate, the model needs to be robust against noise. In our case, the noise source may be external or internal. External sources are; construction at building site, some activity near the device, heavy traffic near the building, etc. An internal source is due to the sensor quality.

Finally, we tested our earthquake detection algorithm on the Pohang earthquake dataset (which was recorded during a shake table test) to further assess the performance of our system on the earthquakes occurring in South Korea. The machine learning model of the system can be trained with different earthquake records, recorded at different locations. Therefore, the developed system can be easily adopted by different earthquake prone countries.

The rest of the article is organized as follows. Section 2 describes the technical background and compares proposed approach with state-of-the-art technologies. The detailed discussion of our proposed approach with the evaluation of the sensors is given in Section 3. The experimental evaluation of the system is comprehensively discussed in Section 4, while Section 5 concludes this article.

2. Related Work

In this section, we introduce the background technologies used in this work and the relevant projects that are somehow related to or have influenced our work.

In the past few years, seismologists have adopted smartphones or low-cost acceleration sensors to detect earthquakes. In this regard, Myshake is one of the most recent contributions which utilizes the smartphone as an earthquake detection sensor [11,12]. The sensor captures the data from the user’s phone using MyShake application and then process that data by using artificial neural network for earthquake detection. If the algorithm detects any earthquake like signals then it sends that timestamp data to the server. MyShake application runs on volunteers’ smartphones and they are asked to install the application. It is the first world-wide earthquake alert system using smartphone sensors. However, because MyShake heavily relies on the volunteers smartphones, when the smartphones are in active mode, they cannot be used as a seismic station or earthquake detector. In addition, the earthquake detection model trained using earthquakes and human activities can be good enough to distinguish earthquakes from human activities but cannot detect earthquakes from various types of tremors generated from buildings.

Prior to MyShake, NetQuakes is another project by United States Geological Survey (USGS) to detect earthquakes using low-cost MEMS sensors [13]. These sensors were installed at small buildings around the world, mostly in California. In this project, in order to select an appropriate sensor, they classified sensors into A, B, and C classes. They selected class B sensors to their NetQuakes project
whose cost was about $500. The other two classes A and C were used in traditional seismic stations and mobile devices, respectively. The earthquake monitoring developed in the NetQuakes project is relatively expensive and needs to be installed in a calm, stable basement and connected to Internet.

Similarly, Quake-Catcher Network (QCN) initiated by University of Stanford, and Community Seismic Network (CSN) carried by the California Institute of Technology are the projects which have used low-cost MEMS accelerations sensors to detect earthquakes [14,15]. These projects also installed sensors on residential buildings across the California and around the world. Other countries such as Japan, Italy and Taiwan has also developed early warning systems using MEMS sensors, like the HSN (Home Seismometer Network) developed by JMA (Japan Meteorological Agency), the MEMS sensors network by the INGV (Intituto Nazionale di Geofisica e Vulcanologia) in Italy and the Palert system developed by NTU (National University Taiwan) [16–18]. All these systems implemented the fixed threshold-based strategy for detecting earthquakes. Further, these systems needed additional processing units to implement the detection software. However, our earthquake detection system uses a machine-learning technique on the client-side to detect earthquakes even using a cheap MEMS acceleration sensor.

Similar to our proposed work for sensor evaluation, some research efforts have also been made to evaluate the low-cost MEMS sensors [19]. Apart from the previously discussed literature, the advancement of data mining and deep learning has attracted the attention of seismologist and researchers, and they used it in a variety of ways, such as searching for seismological signals, mining previously undetected earthquakes in the seismology databases and locating earthquakes [20,21]. However, while, due to heavy computational load, these systems can only be applied on the server-side, our system detects earthquake on the client-side.

Our work is different from the previously discussed work in the sense that we combine different characteristics of the available research discussed above and develop a dedicated machine learning IoT-based sensor which can sense the seismic signals and perform the detection algorithm simultaneously. Even though we use the same MyShake features, the model is retrained using different datasets obtained from buildings. In addition, our model does not simply rely on one earthquake detection mechanism. Instead, we use both a machine-learning technique and a traditional STA/LTA algorithm to reduce the chance of false alarms. Moreover, because we do not use smartphones, the developed system’s cost is very low compared to existing systems such as QCN and MyShake. Finally, in this work, we first assess the different sensors using the recently occurred earthquake in South Korea, and then introduce a new system which is comprised of hardware and software.

3. Approach

In this section, we discuss our earthquake alert device. To develop the earthquake alert device, we first compare several acceleration sensors and then provide benchmark results to select an appropriate sensor used for detecting earthquakes as a stand-alone sensor. Then, the implementation details of the earthquake alert device including hardware and software systems will be provided.

The overview of our proposed earthquake detection and response system is shown in Figure 1. Because the earthquake alert device operates as a stand-alone device, it does not collaborate with other earthquake alert devices or servers for further processing. However, we maintain a database server to preserve earthquake events.
3.1. Comparison of Acceleration Sensors

We need to select an appropriate acceleration sensor that meets the accuracy and reliability requirements. Quality sensors produce good results, because it is robust against noise. However, due to their costs, it is difficult to use it on large scale for earthquake detection. Therefore, there should be a trade-off between quality and cost. The specification of each sensor is discussed below.

An acceleration sensor captures motions more precisely when the noise level is low and the sensitivity is high. Based on this fact, we assessed four acceleration sensors ADXL355 [22], LIS3DHH [23], MPU9250 [24], and MMA8452 [25] by examining their specifications. Table 1 summarizes the test and assessment criteria (parameters) of the four sensors: Noise is the noise floor of each device; Sensitivity is the impact of least significant bit change; Data output is related to sensitivity because it is the output resolution; and Max. Output is the output data rate per second.

Table 1. Specifications of the selected acceleration sensors.

| Feature              | ADXL355 | LIS3DHH | MPU9250 | MMA8452 |
|----------------------|---------|---------|---------|---------|
| Noise (g/√Hz)        | 25      | 45      | 126     | 300     |
| Sensitivity (mg/digit) | 0.0039  | 0.076   | 9.76    | 0.061   |
| Data output (bit)    | 20      | 16      | 12      | 16      |
| Scale (g)            | 2.048   | 2.5     | 2       | 2       |
| Max. output (Hz)     | 1000    | 1100    | 800     | 4000    |
| Price ($)            | 50      | 10      | 3       | 3       |

For the accurate detection of earthquakes using acceleration sensors, both noise and sensitivity levels are the most critical aspects. As a result, according to the specifications given in Table 1, ADXL355 is the best sensor as the noise level is low and the sensitivity level is high between all four sensors. LIS3DHH is the second best in the list. Although its sensitivity is not higher than MPU9250, the noise level is very lower than MPU9250. Both ADXL355 and LIS3DHH assessment criteria are better than other two sensors. Because our target is to develop an IoT-based earthquake detection device, we need to select an appropriate acceleration sensor that meets the accuracy and cost requirements. Therefore, based on the specifications, we select LIS3DHH as a seismic sensor, because its accuracy is higher than compared to MPU9250 and MMA8452, and the cost is relatively low (about $10/chip) compared to ADXL355 (about...
In the following discussion, we evaluate these sensors by assessing their noise levels which is the most critical aspect to detect earthquakes.

3.2. An Assessment of Acceleration Sensors

To see how each sensor can correctly detect earthquakes, we evaluate the sensors’ quality through a simple benchmark. In order to detect earthquakes using an MEMS acceleration sensor, one important ability is to reliably collect data for the given time period (e.g., one or two seconds). We first assess each sensor’s ability to maintain a steady sampling rate around 100Hz (i.e., 100 samples per second). Although the sampling rates between sensors vary, most sensors remain stable over time, yielding highly reliable sampling rate. Thus, we skip the detailed experimental results in this article. In the following discussion, we systematically evaluate the four acceleration sensors to determine which sensor is the most suitable to detect earthquakes considering earthquake detection abilities as well as their prices.

Noise Test

When detecting earthquakes using an acceleration sensor, the most important specification of an acceleration sensor for earthquake detection is noise level, which determines the minimum movement a sensor can detect. Table 1 shows the specifications provided by sensor manufacturers. By specifications, the acceleration sensors compared in this work have noise density levels between $25 \mu g/\sqrt{\text{Hz}}$ and $300 \mu g/\sqrt{\text{Hz}}$. Considering only the noise level, ADXL355 and LIS3DH outperform the other sensors.

For the detailed analysis, we compare noise floor levels among four different sensors by placing them on a flat, stable floor and then recording acceleration data for 300 s. Figure 2 shows the 300 s of semi-log plot of the three components of four acceleration sensors. From left to right, we show raw acceleration, spectrogram, and PSD (i.e., Power Spectral Density) with mean value. In the spectrogram analysis, we can group ADXL355 and LIS3DH into a high-quality sensor group and MMA8452 and MPU9250 into a low-quality sensor group according to their spectrogram patterns. In addition, MMA8452 and MPU9250 are more vulnerable to noises in all the three components as compared to ADXL355 and LIS3DH which are less noisy by comparing their PSD values. Lastly, we observe that the Z component tends to be less accurate than X and Y components. By concluding the noise test, we can order the sensors in accordance with their noise levels (i.e., PSD) as follows: LIS3DH, ADXL355, MPU9250, and MMA8452. As a result, when considering both accuracy and price, LIS3DH is the most suitable for our purpose.
3.3. Development of the Earthquake Alert Device

Through the noise test, we decide to use LIS3DHH to monitor movements. Next, we detail the design and development of the earthquake alert device that uses the selected acceleration sensor. The developed system consists of a 32bit processor (ARM Cortex-M3), a Wi-Fi, a bluetooth, a buzzer, a LED light, etc. Figure 3 shows the internal hardware system and the external case of the developed system.

To detect earthquakes, we use a machine-learning algorithm that requires least computational power and memory space to store acceleration data, extract features from seismic signals, and process a neural network for classifying signals into earthquakes and non-earthquakes. These computational and memory requirements are not a big consideration in the smartphone environment (i.e., MyShake), but in the resource constrained environment such as Internet of Things devices, these requirements should be dealt with carefully. To that end, in this work, as a main computational resource, we use ARM Cortex M3 whose specifications are described in Table 2. ARM Cortex M3 has been widely used in developments of various IoT devices for the last several years because of its price and development support from the manufacturer. Also, the ARM Cortex M3 is fully compatible with other hardware devices such as the acceleration sensor, bluetooth, Wi-Fi, etc.
The software system of the developed earthquake detection device plays a key role in detecting earthquakes and sending an alarm message to nearby smart devices such as a smartphone, a smart watch, an AI speaker, home automation devices, etc. To that end, the system takes the acceleration data as an input and runs an earthquake detection algorithm when observing motions above a certain level of acceleration (i.e., 0.02 g). Because the detected signal might be an earthquake or a false alarm, the detection algorithm (i.e., ANN Calculation) classifies the input signal with a two-second window into an earthquake or a non-earthquake. If the result of the earthquake detection algorithm exceeds a threshold (i.e., 95% similarity score) during 10 s, the algorithm goes into the second phase of earthquake detection, where the detection algorithm examines the next three seconds of acceleration data and confirms it as an earthquake. To reduce the chance of false alarms, we employ a two-phase earthquake detection algorithm.

Then, the earthquake detection device sends out a warning message to nearby devices through Bluetooth Low Energy (BLE) with a shaking level (i.e., intensity level) by converging the measured peak ground acceleration (PGA) value into three shaking levels as described in Table 3. At the same time, the device warns nearby users using an internal buzzer and LED light. The flow chart of the earthquake detection algorithm is given in Figure 4.

### Table 2. Specifications of the selected MCU.

| HW Component | Specification |
|--------------|---------------|
| MCU          | ARM Cortex M3 |
| Clock (MHz)  | 84            |
| Memory (KB)  | 96            |
| Network      | Wi-Fi         |

### Table 3. Intensity classification.

| Shaking Level | PGA       |
|---------------|-----------|
| 1             | 0.02 g–0.16 g |
| 2             | 0.16 g–0.33 g |
| 3             | over 0.33 g  |

*Figure 3. The developed earthquake alert device. (Left: Board, Right: Case).*
Earthquake Detection Algorithm

In the following discussion, we detail the earthquake detection algorithm using an artificial neural network (Artificial Neural Network) [26], a simple machine learning technique that has been widely used for the last several decades. The ANN model has three neurons in the input layer, five neurons in the hidden layer, and one neuron in the output layer, as shown in Figure 5.

The detection algorithm consists of four phases including feature extraction, pre-processing, training and testing of a machine learning model. To train the model, we use a backpropagation neural network with a stochastic gradient descent solver [27–29]. For the hidden layer and output layer, the inputs from the previous layer to each node are first summed and then fed into an activation function. The logistic sigmoid function is used as the activation function in the model, which is defined on input $x$ as: $f(x) = \frac{1}{1+e^{-x}}$. 

Figure 4. A flow chart to detect an earthquake.

Figure 5. The Artificial Neural Network (ANN) model with three inputs with one hidden layer.
Machine learning algorithms usually require discriminating features that can be extracted from a large dataset. The extracted features represent specific characteristics of the given dataset. To detect earthquakes, we first use three features including inter-quartile range (IQR), zero crossing rate (ZC), and cumulative absolute velocity (CAV) which are used in MyShake [10]. IQR is the amplitude between 25% and 75% of the acceleration vector sum. ZC is a frequency measure, which indicates the number of times that the signal changes its sign. CAV is a cumulative measure of amplitude of the vector sum of three component acceleration. We use 2 s of a sliding window with 1 s overlap window on the acceleration data to calculate these three features.

Because the performance of the machine learning model is heavily dependent on the dataset used for training and testing, data need to be pre-processed before training the model. To that end, our pre-processing steps involve balancing and scaling the dataset. Because in the training phase, we use both earthquake data and non-earthquake data, which have different data sizes, balancing the dataset between earthquake data and non-earthquake data is required. To balance the dataset, we use the K-mean clustering algorithm [30]. When \( m \) is the total number of earthquake data samples, we group the non-earthquake data points into \( m \) clusters. The centroid of each cluster is considered as a non-earthquake sample. This leads to balanced data and reduction in the computational load in training of the model. The second pre-processing step used in the proposed work is feature scaling, to normalize the dataset and speed up the training of the model and improve its prediction performance. We scaled all features to the range from 0 to 1, where feature \( x \) is scaled as follows:

\[
x_{\text{scaled}} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}
\]

where \( x_{\text{min}} \) and \( x_{\text{max}} \) are the minimum and maximum value of \( x \).

### 3.4. Use Cases

The developed earthquake alert device can send out a warning message to nearby devices such as a smartphone, a smart watch, an AI speaker, home automation devices, using Bluetooth or Wi-Fi. To realize this scenario, we developed three use cases as follows:

- **Smart devices:** In this scenario, the earthquake alert device sends a warning message to nearby devices such as a smartphone or TV that pops up appropriate emergency procedures (e.g., “protect yourself from falling objects such as signs or potted plants.”) according to the detected earthquake shaking using straightforward images. Figure 6 shows illustrations that are displayed on a smartphone or TV, and a case study that we developed using a smart TV and an AI-enabled speaker.

![Figure 6. Emergency procedures for earthquakes and applications using smart devices.](image)
• Home Automation: In this scenario, according to the level of strength, the connected home-automation devices such as electricity, gas, and tap-water are automatically shut off as described in Figure 7.

![Home automation scenario using the earthquake detector.](image)

Figure 7. Home automation scenario using the earthquake detector.

4. Evaluation

In this section, we discuss the experimental setup, datasets, performance measures, experiments and evaluation of hardware and software systems. A shake-table generates highly accurate earthquake motions for experiments. We used a shake table located in Pusan National University (PNU) to generate earthquake motions for testing. The purpose of these tests are; assessing the accuracy of the sensors and testing the low-cost sensor’s performance under large shaking, and collecting data for testing the machine learning models. The shake table at PNU generates earthquake motion in three dimensions with high accuracy in both frequency and amplitude. It enables us to measured and test low-cost acceleration sensors under realistic earthquake loads against a reference acceleration sensor. We perform shake-table experiments by simulating two real earthquakes: Pohang 2017 (The 2017 Pohang earthquake measuring magnitude 5.4, South Korea on 15 November 2017) and El Centro 1940 (The 1940 El Centro earthquake measuring magnitude 6.9, in the Imperial Valley near Southern California, USA on 18 May 1940) as shown in Figure 8. Then, we record acceleration data on each sensor and compare the recorded data with the reference data (original input data) for evaluation purposes.

![The shake table experiment.](image)

Figure 8. The shake table experiment.
4.1. Experimental Results

This section discusses the experimental results of the developed system. First, we evaluate the machine learning model and features with different datasets in the fixed sensor environment. Then, we compare their performances which have been discussed earlier.

ANN Model Evaluation

The performance measure of machine learning models are evaluated with different statistics. The common performance matrix can be computed from the confusion matrix [31]. This is a table that indicates the TP (True Positive), TN (True Negative), FP (False Positive), and FN (False Negative) as shown in Figure 9.

![Confusion matrix](image)

**Figure 9.** Confusion matrix.

Accuracy is the common performance measure which is a fraction of correct prediction over total predictions. Accuracy is computed as;

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad (1)
\]

Recall is computed as;

\[
\text{Recall} = \frac{TP}{TP + FN} = \frac{TP}{N} \quad (2)
\]

Precision is computed as;

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (3)
\]

Finally, F1 score is the harmonic mean of precision and recall. It is a useful measure, because it considers both precision and recall.

\[
\text{F1 score} = \frac{2}{1/\text{precision} + 1/\text{recall}} \quad (4)
\]

Receiver operating characteristics (ROC) curves are widely used in machine learning and data mining, which can visualize a model’s performance by showing the relative trade offs between false positive rate and true positive rate [32].

Dataset

The dataset that we use for the experiments to train, test and evaluate the ANN model contains two types of labeled data. The first type is a typical earthquake dataset downloaded from the National Research Institute of Earth Science and Disaster Prevention (NIED) [33] and United states Geological Survey (USGS) database [34]. We use 892 earthquake events with magnitude 4 and above that occurred between April 2009 and May 2019 from the NIED database. It contains 555 events between magnitude 4 and 5, 215 events between magnitude 5 and 6, 105 events between magnitude 6 and 7, and 16 events between magnitude 7 and 8 or above. Moreover, multiple stations’ datasets from two earthquakes
i.e., Tottori (2000) (magnitude 6.61) and Niigata (2004) (magnitude 6.63) are downloaded from the USGS database. The dataset is pre-processed and converted into unit (g). The sampling rate of all the earthquake data is 100Hz and it is in three components (i.e., EW, NS, and UD arrangement, where EW (East-West) and NS (North-South) are horizontal components, and UP (Up-Down) is vertical component).

The second type of data is non-earthquake data recorded on mobile phones by ourselves. In these experiments, we use two types of non-earthquake data—human activities (e.g., walk, stay or wait, riding bicycle, riding car, riding bus, jump rope, run, stairs, drop mobile, and shake desk) and noise data (e.g., floor noise on different degree of elevations, outdoor noise, server computer noise, and vibrations of a smartphone). To better evaluate the model performance on unseen data (particularly on Korean earthquake data), we also use the Pohang earthquake data (For the rest of the article, we refer to this data as Pohang test) generated during the shake table test. It contains 70 to 80 s earthquake data recorded on the four acceleration sensors. The given model is tested on the entire data of each sensor, with a two-second sliding window on raw acceleration and one-second of overlap window. It extracts three features from each window and classifies the signal as an earthquake or not an earthquake. Through this experiment, we also evaluate how accurately the four low cost acceleration sensors can detect the earthquakes using the proposed algorithm. Hence, this data is used for evaluating the performance of model and sensors.

In the experimental evaluation, we evaluate the earthquake detection model using different datasets. We first extract three features (i.e., IQR, ZC and CAV) from the earthquake and non-earthquake datasets. To balance two different datasets, we use the centroids of non-earthquake data. As shown in Figure 10, the computed centroids represent non-earthquake data precisely.

![Figure 10. Centroids of non-earthquake data.](image)

**Evaluation**

In the experimental evaluation, we use different test cases to find a good model which can detect the earthquake in real-time environment with fixed sensor system setup.

In the first experiment (Exp #1), we train the model with earthquake data (NIED and Tottori from USGS) and non-earthquake data (human activity and noise). For the earthquake data, we use a two-second strongest earthquake portion with one second before and one second after the maximum vector sum sample. We get 967 earthquake data points and 967 centroids from the non-earthquake data. We split the data into 70% and 30% for training and testing the model. The model shows good results on the test data, but when it is tested on the 100% scale and 50% scale of Pohang data, the results become poor. Figure 11 shows the results of the detection algorithm (top) raw acceleration of X, Y,
and Z components along with the normalized vector sum of three axis (bottom) for Pohang earthquake of 100% scare. Here, we only show 100% scale results because the detection results on 50% scale are almost the same.

Next, we change the earthquake window size for the second experiment (i.e, Exp #2) and use a ten-second strongest earthquake portion with one second before and nine seconds after from the maximum vector sum sample. In this experiment, we only select the NIED earthquake data. We get the same number of earthquake data points and centroids of non-earthquake. Similar to Exp #1, the model shows good results on the test data but again fails to show results on the Pohang data. Therefore, we investigate the problem with various test cases by changing the parameters such as window size, model parameters and dataset sizes. We generated the following key facts after the exhaustive experimental processes:

- Three seconds of the strongest earthquake portion, with 1.5 s before and 1.5 s after the maximum vector sum is the optimal window size.
- Because IQR and CAV are based on the amplitude information of an earthquake, the dataset needs to be balanced in terms of a magnitude level. In other words, intra-class instances must be balanced. If the model is trained with higher magnitude earthquakes, it may not detect the moderate earthquakes in real-time. Similarly, if the model is trained with low earthquakes, it may confuse between the noise data and the earthquake data, thereby increasing false alarm rates.
- The model shows the same results on the Pohang data, whether including or excluding human activities. As earthquake detection devices are fixed and will not be affected by the human activities, it is unnecessary to include human activities such as car, bus, bicycle jump rope, and stairs, etc. Therefore, the detection ability of the model is most likely to depend on the earthquake class.
- The ZC feature is a critical feature and can affect the model performance.

Thus, considering the above points, we keep the strongest portion of the earthquake window at 3-s for further experiments. Moreover, for the non-earthquake class we use noise data and some human activities such as walk and wait. Then, in the third experiment (i.e, Exp #3), the trained model
shows good results on the 30% test, which are better than the Exp #1 and Exp #2 on Pohang test data, as shown in Figure 12. It detected the earthquake in original data, and with some false detection due to noise in LIS3DH and MPU9250. The ADXL355 and MMA8452 results were again poor because of the continuous noise on their components. In the fourth experiment (Exp #4), we included all the human activities to see the effect of the human activities on the model. The 30% test results of Exp #3 and Exp #4 were different, as given in Table 4, but when exp4 was tested on the Pohang data it produced identical results, as produced by Exp #3 which demonstrated our argument.

Finally, in the last experiment Exp #5 we also balanced the earthquake dataset in terms of the magnitude and use equivalent quantity of each magnitude. Because the high number of 4–5 magnitude earthquakes tends to confusion in the model as in the case of exp4 when the sensors are noisy, the results were particularly poor on the ADXL355 and MMA8452 sensors data. For the non-earthquake data, we included only walk and wait from the human activity and noise data. After an experimental search we found a very good model which shows better performance not only on the 30% test data as given in Table 4, but also shows excellent results on the unseen data of the Pohang test as shown in Figure 13. The model detected the exact earthquake duration in all the sensors data.

![Figure 12. Earthquake detection results of Exp#3, 2017 Pohang earthquake (100% scale); From top left; original data, ADXL355, LIS3DH, MMA8452, MPU9250.](image)

Table 4 summarizes the performance of all the experiments done for finding an optimal model which is able to detect the real-time earthquakes with low false alarm rate. The accuracy of the final model is less than the other models in 30% testing where the non-earthquake data contains human activities. However, in our case, the sensors are fixed and the only non-earthquake data could be the noise data, most of which might be caused by the sensors themselves. Therefore, we need a model which can detect the unseen earthquake in real-time precisely, and to that end, exp5 model is the optimal one.
Table 4. Summary of the model 30% test performance with different window sizes and datasets.

| Exp. # | TP  | TN  | FP  | FN  | Accu: | Pre: | Rec: | F1   |
|--------|-----|-----|-----|-----|-------|------|------|------|
| Exp #1 | 282 | 258 | 12  | 18  | 92.94 | 91.86| 94.63| 93.22|
| Exp #2 | 2353| 2230| 152 | 71  | 95.36 | 93.93| 97.07| 95.46|
| Exp #3 | 534 | 551 | 40  | 17  | 95.01 | 93.03| 96.91| 94.93|
| Exp #4 | 572 | 491 | 60  | 19  | 93.08 | 90.51| 96.78| 94.93|
| Exp #5 | 289 | 265 | 25  | 32  | 90.67 | 92.04| 90.03| 91.02|

Figure 13. Earthquake detection results of Exp#5, 2017 Pohang earthquake (100% scale); From top left; original data, ADXL355, LIS3DHH, MMA8452, MPU9250.

4.2. Evaluation of Acceleration Sensors

Then, we evaluate the accuracy of the selected four sensors for recording seismic data. Figure 14 shows three types of graphs: from left to right, raw signals in the time domain, spectrograms obtained by Short Term Fourier Transform (STFT) with 2 s window, and PSD (Power Spectral Density) in the frequency domain, respectively. From the top to bottom of the figure, the graphs of two earthquake signals of the original (the reference data), ADXL355, LIS3DHH, MMA8452, and MPU9250 are given, respectively. PSD is a useful measure to characterize random signals, and the spectrogram gives a visualization of the STFT of a signal. We use these two measures to evaluate the selected sensors with the reference signal. As we can see in the figure, the ADXL355 and LIS3DHH show similar results to the reference sensor, while the other two sensors’ signals contain noise in the form of dispersed power in the spectrogram. Specifically, the MMA8452 has a uniform noise power at frequency for all three components in both earthquakes. Such frequency noise affects the performance of a classifier when detecting an earthquake, when we use frequency as a feature e.g., zero crossing. The vertical component of ADXL355 is more noisy than the LIS3DHH. We can see a noisy line in the 6 to 7 frequency range for Y and Z components in both earthquakes. However the mean PSD value of ADXL355 for X components is similar to original one in both earthquakes. MMA8452 shows the worst results among all four sensors in terms of mean PSD for X components with the mean difference of approximately 4 and 5 for El centro and Pohang, respectively. The mean PSD of MPU sensor is close to the ADXL355 sensor for all the three components in Pohang earthquake. However, the the noise level of ADXL355 is lower than MPU9250, in all the three components, for spectrograms of both earthquakes.
4.3. Evaluation of the Earthquake Detection Algorithm

In this section, we evaluate how accurately the four low-cost acceleration sensors can detect earthquakes using the proposed algorithm. For this purpose, we use the Pohang earthquake data that we used in the previous experiment. The earthquake data recorded on the four sensors are the inputs to the proposed algorithm which have implemented the trained ANN models. We test the detection algorithm with the trained model (i.e., Exp #5) on the moderate and low amplitude data to evaluate its applicability in the real-time environment. Pohang 50% scale data is selected for this experiment. The parameters and experimental settings remain the same used for 100% scale data. In this experiment, the model obtained through Exp #5 can detect the earthquake in the reference data accurately as shown in Figure 15. For the ADXL355 sensor data, the model shows high probabilities in the form of high peaks on non-earthquake, similar to 100% scale results shown in Figure 13, due to prominent continuous random noise on a Z component.

Furthermore, we make some changes in the parameters of the earthquake detection algorithm to improve detection accuracy and performance as well as reducing false alarms. Instead of using two seconds windows with one second overlap time, we use two seconds of the window with 1.5 s of overlap time. Hence, the overlap time is increased from 1 to 1.5 s. We also change the threshold value for the ANN model from 0.9 to 0.95 to reduce the false alarm rate. With these changes, the algorithm can successfully detect earthquakes with a low false alarm rate.

To detect earthquakes using low-cost acceleration sensors, it must be assured that the sensors are able to measure changes in the acceleration caused by various degrees of earthquakes ranging from 0.02 g to 0.8 g. Therefore, we have to check whether acceleration sensors can respond to such strong or weak motions. For this purpose, we used the scaled data of the 2017 Pohang earthquake from $\frac{1}{2}$, $\frac{1}{4}$, $\frac{1}{8}$, $\frac{1}{16}$, 1, to 2 (i.e., 0.02 g to 0.8 g).
5. Future Work and Conclusions

In this article, we introduced an earthquake detector using low-cost acceleration sensor and its applications. The system introduced a smart device which can detect earthquakes using low-cost MEMS sensors. We provided specification, assessment, and comparison of different low-cost sensors and concluded that LIS3DHH is a suitable sensor to use as a sensor for the stand alone earthquake detector device. The detection algorithm has been discussed in detail with the machine learning approach and it was observed that, with small changes, we can improve the performance of the system. Finally, the experimental results shows that the system detected the earthquakes with a lower false alarm rate. Therefore, it is feasible to implement this system with low-cost sensors in the countries where the earthquakes occurred frequently.

As future work, we will focus on some of the directions we observed in our work. First, we will train the ANN model with different and diverse earthquake datasets. This might include different territory and different scale earthquakes. Similarly, for the system to work also in a dynamic environment and to cope with the variety of human activities, the machine learning model must include different categories of human activities. Second, to increase the accuracy of the model we can search for new features. As the existing features are not robust in dynamic environment and need a triggering algorithm to filter the signals. Likewise, we can try some other machine learning models. Finally, from the device point of view, we look for an improvement to extend the system to utilize more smart home devices. Hence, our goal is to develop an accurate and robust system which can respond efficiently in case of an earthquake event to achieve a reliable method to keep people safe.
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