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Abstract—Joint super-resolution and inverse tone-mapping (SR-ITM) aims to enhance the visual quality of videos that have quality deficiencies in resolution and dynamic range. This problem arises when using 4K high dynamic range (HDR) TVs to watch a low-resolution standard dynamic range (LR SDR) video. Previous methods that rely on learning local information typically cannot do well in preserving color conformity and long-range structural similarity, resulting in unnatural color transition and texture artifacts. In order to tackle these challenges, we propose a global priors guided modulation network (GPGMNet) for joint SR-ITM. In particular, we design a global priors extraction module (GPEM) to extract color conformity prior and structural similarity prior that are beneficial for ITM and SR tasks, respectively. To further exploit the global priors and preserve spatial information, we devise multiple global priors guided spatial-wise modulation blocks (GSMBs) with a few parameters for intermediate feature modulation, in which the modulation parameters are generated by the shared global priors and the spatial features map from the spatial pyramid convolution block (SPCB). With these elaborate designs, the GPGMNet can achieve higher visual quality with lower computational complexity. Extensive experiments demonstrate that our proposed GPGMNet is superior to the state-of-the-art methods. Specifically, our proposed model exceeds the state-of-the-art by 0.64 dB in PSNR, with 69% fewer parameters and 3.1× speedup. The code will be released soon.

Index Terms—super resolution, inverse tone mapping, high dynamic range, deep learning.

I. INTRODUCTION

C OMPARED with low-resolution (LR) and standard dynamic range (SDR) videos, ultra-high definition (UHD) and high dynamic range (HDR) videos can more realistically represent natural scenes with higher resolution, deeper bit depth and richer colors from a wider color gamut (WCG). They can be viewed on 4K/8K HDR TVs or other devices that support UHD resolution and HDR formats including HDR10, HDR10+, Dolby Vision, and HLG. The popularity of UHD HDR display devices are increasing in our daily life, but vast majority of video sources are still in LR SDR format. In order to provide the best user watching experiences on UHD HDR displays, it is necessary to convert LR SDR sources to their UHD HDR version.
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Fig. 1. Performance and speed comparison. Our proposed GPGMNet outperforms existing state-of-the-arts with much lower computational cost on the 4K HDR dataset [1]. The inference time for 4× upsampling is computed with an NVIDIA TITAN Xp GPU on an LR SDR size of 540×960.

This task, the joint SR and ITM processing, is of great practical value and is gradually receiving attention in the research community of image reconstruction. Software solutions can restore older LR SDR videos to their higher quality versions to enhance people’s visual experience and adapt to UHD HDR display devices. In addition, the bandwidth can be reduced by directly reconstructing the transmitted LR SDR video to HR HDR on the local device or cloud server using a software solution. Therefore, it is significant to design an appropriate algorithm for Joint SR-ITM.

Joint SR-ITM is a complex and tricky problem. For SR task, it needs to restore high frequency information and texture details. For ITM task, it needs to enhance local contrast, extend bit depth and generate highlight details. Figure 2 illustrates the four types of mappings that need to be implemented in the Joint SR-ITM network. Directly connecting SR and ITM methods cannot effectively exploit the common information and the same processing steps between the two tasks. Additionally, the independent two stage methods may accumulate errors from the previous prediction [2]−[4]. Recently, Deep SR-ITM [1] decomposed the input as base and detail by using guided filter, and then jointly restore high frequency details and local contrast while increasing the spatial resolution and extending dynamic range. JSI-GAN [5] designed three task-specific sub-networks with GAN framework for better visual quality and...
artifact removal. Although kim et al. [1], [5] achieved state-of-the-art results, their methods could generate many texture and transaction artifacts. In addition, their methods require a large computational cost when aiming to recover 4K images. The earlier method Multi-purpose CNN [2] has fewer parameters and faster inference time, but its performance is lower than those of JSI-GAN [5] and Deep SR-ITM [1] in the comparison of qualitative and quantitative results.

Overall, it is still challenging to design an end-to-end deep network with high performance and efficiency for reconstructing 4K HDR videos. To tackle this problem, we propose a global priors modulated framework, denoted as GPGMNet, to cooperatively modulate color information and texture details. First, the Joint SR-ITM task requires some ITM-specific global operations, such as expanding the color gain from BT.709 to BT.2020 [6] and mapping the opto-electronic transfer function (OETF) from gamma to PQ-OETF [7] for HDR10 standard. Additionally, SR-specific reconstructions also require global information, including structural similarity prior and global image statistics. Therefore, we design the global priors extraction module (GPEM) to adequately extract the global priors through color conformity prior and structural similarity prior extraction branches. Preserving spatial information is also important for the Joint SR-ITM task, which usually requires adaptive processing at different spatial locations of an image, such as enhancing local contrast and avoiding homogeneous feature modulation. To effectively leverage global priors and preserving spatial information, we ingeniously design the joint modulated residual module (JMRM), which mainly contains a spatial pyramid convolution block (SPCB) and a global priors guided spatial-wise modulation block (GSMB). The SPCB extracts the multi-scale spatial features and broadcasts them to the GSMB, which generates spatial-wise modulation parameters by incorporating shared global priors and aggregated spatial information, followed by the scaling and shifting operations. Benefitting from a compressed global priors vector and an aggregated spatial feature map, our proposed GPGMNet achieves significant feature modulation with a small computational cost. Finally, the generated 4K HDR reconstruction are obtained by adding the residual of the predicted image to a up-sampled image. With these elaborate designs, our models can obtain more substantial quantitative and qualitative results while saving computational costs. Several methods and the comparison of our method are shown in Figure [1]

Our contributions are summarized as:

- We present a global priors extraction module with two task-specific branches for joint SR-ITM problem. The GPEM can continuously refine the global priors through ITM-specific and SR-specific branches.
- We propose the joint modulated residual modules, which mainly consists of a GSMB and a SPCB. The GSMB with a few parameters generates spatial-wise modulation parameters by incorporating shared global priors and aggregated spatial information for feature modulation.
- With these novel elaborate designs, GPGMNet surpass existing state-of-the-arts by 0.64 dB in PSNR. In addition, our model achieves faster inference speed and less number of parameters.

II. RELATED WORK

A. Joint SR-ITM

Early work utilized the multi-purpose CNN [2] approach to perform SR, ITM and SR-ITM tasks simultaneously in a single network with three output separately. However, this approach is not tailor-made for the task feature of SR and ITM. Kim et al. [1] proposed a more sophisticated end-to-end based approach Deep SR-ITM to decompose the input into detail and base information for spatially-variant operations. Based on the idea of decomposing the input, Kim et al. proposed the JSInet [5], which designs three task-specific sub-networks, including detail restoration subnet, local contrast enhancement subnet and image reconstruction subnet. Furthermore, kim et al. [9] introduced a GAN-based approach, denoted as JSI-GAN, to further improve the perceptual quality of the HR HDR frames generated by JSInet. Although JSI-GAN achieves better visual quality than Deep SR-ITM in artifact removal and texture detail recovery, it still suffers from edge artifacts, inaccurate color mapping and unnatural transitions. A recent approach similar to Joint SR-ITM was proposed by Tan et al. [8]. They designed the Deep SR-HDRI network and demonstrated the effectiveness of the joint network over the independent two-stage network with extensive experiments. Since the purpose of the Deep SR-HDRI network is to generate HDR images in the linear domain using information from multiple frames, it is not suitable for the Joint SR-ITM task. In order to handle these challenges in the task, we propose a global priors guided modulation framework to reconstruct a HR HDR frame by jointly learning and modulating color information and texture details.

B. Super-Resolution

Starting from Dong et al.’s SRCNN [9], deep learning approaches have made great progress in image super-resolution [10]–[21]. Soon, Kim et al. proposed DRCN and VDSR with deeper networks on residual learning. Further, Lin et al. [10] introduced residual block into SSResNet. EDSR [11] greatly improved the performance of SR by a simple and meaningful change - removing the Batch Normalization (BN) layers in SSResNet. Based on EDSR, Zhang et al. [12]
introduced densely connected blocks to the residual blocks to form the residual dense blocks (RDN). After that, they introduced channel attention mechanism and non-local blocks into the residual network to form the residual channel attention network (RCAN) [16] and residual non-local attention network (RNAN) [22], respectively. Furthermore, Hu et al. [23] introduce channel-wise and spatial feature modulation blocks to dynamically modulate the feature maps in global and local manners. With the considerable performance of the residual block, it is also used in many advanced SR frameworks [24–26]. However, these methods, which do not consider the ITM component, are not suitable for directly applying in the Joint SR-ITM task. More recently, Liu et al. [27] propose a multi-scale feature fusion method for preserving structural information of images. Different with them, we propose more lightweight spatial pyramid convolution blocks to extract multi-scale spatial features and then fuse it with structural similarity priors information for further modulation.

**C. Inverse Tone-Mapping**

In this study, the purpose of ITM is to convert SDR video to its HDR version. CNN-based single-exposure ITM methods [28–31] were often used in the past to predict linear HDR radiograms from LDR images. These methods are inappropriate for directly recovering HDR videos with PQ-OETF. Recently, some ITM methods [32–35] have been developed in order to recover HDR videos from the corresponding SDR videos. Chen et al. [35] analyzed the SDR video to HDR video formation pipeline and proposed the HDRTVNet, a cascaded approach containing three deep networks for SDRTV-to-HDRTV problem. HDRTVNet implemented HDR video recovery with a three-stage training strategy. First, AGCM is used to implement color mapping. Second, an EDSR-like local enhancement network implements local enhancement. Finally, the highlight generation network uses the GAN framework to enhance the visual quality of highlight regions. In particular, AGCM achieves a comparable performance to Ada-3DLUT [36] by extracting global priors and modulating these priors with GFM [37]. However, this strategy of directly modulating the global priors without considering spatial information may lead to artifacts and texture distortions in the joint SR-ITM problem. Although cascaded EDSR and AGCM can handle the joint SR-ITM problem, this approach is inefficient and cannot exploit the common information between the SR and ITM tasks.

### III. APPROACH

In this work, the aim of joint SR-ITM is to estimate its counterpart 4K HDR video from a single frame of LR SDR video. In order to produce high quality results, it is important to restore fine texture, enhance local contrast and adjust chroma information while maintaining correct color mapping, smooth color transitions and consistent structural similarity. Recent studies that rely on learning local features focus on recovering different features with different sub-networks without considering global priors, which result in inappropriate holistic color, transition artifacts and texture problem. It is worth thinking about how to extract global priors and how to
use these priors. Furthermore, maintaining spatial information is crucial for joint SR-ITM, since different spatial locations of an image require different processing. For handle joint SR-ITM problem, we propose an end-to-end network based on the CNN framework, called GPGMNet, which fully considers the global priors and performs spatial-wise modulation with these priors.

A. Network Overview

An overview of GPGMNet is depicted in Figure 3. It is a simple, powerful and effective network. The network mainly consists of several joint modulated residual modules (JMRMs), a global priors extraction module (GPEM), an upsampling module, convolution layers and skip connection. The details of the GPEM and a JMRM components are described in Sec. III-B and III-C. The upsampling operation is performed after the last convolution of the network to improve the spatial resolution and thus save the computation. Finally, the generated 4K HDR frame $I_H$ is obtained by adding the residual of the predicted image $I_L$ to the upsampled image. Skip connection is used to enhance the precision accuracy. Our architecture can be formulated as:

$$I_H = CL \circ U_P \circ CB \circ JMRM^{N_j}(GPEM(I_L), CF(I_L)) \circ \text{Bic}(I_L)$$

where $N_j$ denotes the number of the JMRM, $CF$ denote the first convolution, $CB$ denotes the convolution block, $CL$ denotes the last convolution, and $\text{Bic}$ denotes the bicubic interpolation algorithm. The GPEM generates global priors and broadcasts it to JMRMs. All JMRMs shared a global priors vector.

B. Global Priors Extraction Module

For the joint SR-ITM task, the key to maintaining color conformity and structural similarity is to extract global priors that benefit both ITM and SR tasks simultaneously. Different images have different holistic colors, specific structures and global image statistics. To fully extract priors, we propose a GPEM with color conformity prior (CCP) and structural similarity prior (SSP) extraction branches. CSRNet \[37\] extracts the global priors using $N_k \times N_k (N_k > 1)$ filters for image retouching. Furthermore, AGCM \[35\] uses $1 \times 1$ filters to focus on extracting global color priors for the SDRTV-to-HDRTV task. Thus, inspired by these methods, we introduce the CCP extraction branch for ITM. Unlike AGCM, we perform a guided filtering \[38\] of the low-resolution frame before feeding it to the convolution layers. This operation allows the CCP extraction branch to more intensively extract the CCP and low-frequency information. For SR and HDR image reconstruction task, SFTGAN \[39\] and HDRUNet \[40\] use a condition network to extract spatial feature or location-specific priors from the segmentation probability maps and input image, respectively. However, these methods do not focus on compressing and extracting the global priors and require more computational cost. Therefore, we propose the SSP extraction branch for SR. The SSP extraction branch extracts the SSP and plausible high-frequency information by continuously compressing and refining the overall structural features into a one-dimensional vector. Finally, we concatenate the output of these two branches and broadcast it to JMRMs. The proposed global priors extraction module is shown in Figure 3.

\[\text{Color Conformity Prior Extraction Branch.}\]

The branch consists of a guided filtering, several color condition blocks (CCCBs), dropout \[41\], convolution layers with $1 \times 1$ filters and global average pooling. Our CCP extraction branch takes a LR SDR image $I_L$ as input and outputs a CCP vector $V_c$. The branch can be written as follows:

$$V_c = \text{GAP} \circ \text{Conv}_{1 \times 1} \circ \text{Dropout} \circ \text{CCCB}^{N_c} \circ \text{GF}(I_L) \quad (2)$$

where GAP is global average pooling, $\text{Conv}_{k \times k}$ denotes a convolution layer with $k \times k$ kernels, $N_c$ denotes the number of color condition blocks, and $\text{GF}$ denotes guided filtering. Specifically, a CCCB can be described as:

$$\text{CCCB}(\cdot) = \text{IN} \circ \text{LReLU} \circ \text{avgpool} \circ \text{Conv}_{1 \times 1}(\cdot) \quad (3)$$

where $\text{IN}$ is instance normalization \[42\], LReLU is Leaky ReLU activation \[43\], $(\cdot)$ denotes the input of CCCB. Note that the CCCB and color condition block in AGCM have the same structure.

\[\text{Structural Similarity Prior Extraction Branch.}\]

The branch includes several structural similarity condition blocks (SSCBs), convolution layers with $3 \times 3$ filters, DropBlock \[44\], and global average pooling. It takes a $I_L$ as input and generates a SSP vector $V_s$. The SSP extraction branch is denoted by:

$$V_s = \text{GAP} \circ \text{Conv}_{3 \times 3} \circ \text{DropBlock} \circ \text{SSCB}^{N_s}(I_s) \quad (4)$$

where $N_s$ denotes the number of SSCB. A SSCB can be described as:

$$\text{SSCB}(\cdot) = \text{BN} \circ \text{ReLU} \circ \text{Conv}_{3 \times 3}(\cdot) \quad (5)$$

where $\text{BN}$ is batch normalization \[45\]. To avoid overfitting, we introduce DropBlock with $3 \times 3$ filters. Experiments show that DropBlock is more appropriate than Dropout in SSP extraction branch.

Finally, we concatenate the CCP vector $V_c$ and the SSP vector $V_s$ to obtain a global priors vector $V_g$. This can be indicated as:

$$V_g = [V_c, V_s]$$

\[\text{C. Joint Modulated Reconstruction Module}\]

Both super-resolution and inverse tone mapping belong to the field of low-level vision, and these two tasks are not independent of each other. They both need to reconstruct high-frequency information and low-frequency information. In addition, preserving spatial information is crucial for low-level tasks. Therefore, we propose the joint modulated residual modules (JMRMs) for the joint SR-ITM problem, in order to restore chroma information, enhance local contrast and reconstruct texture details efficiently. A JMRM consists of a base block (BB), a spatial pyramid convolution block (SPCB),
and a global priors guided spatial-wise modulation block (GSMB). First, the base block restores the basic high and low frequency information, extracts local features and transmits the spatial features. Then, the SPCB further extracts the spatial information and broadcasts it to the GSMB. Finally, the GSMB collaboratively modulates the color information and texture details by scaling and shifting operations.

**Base Block.** The base block comprise of two convolution layers with $3 \times 3$ kernels and a ReLU activation function, which can be expressed as:

$$BB(\cdot) = Conv_{3 \times 3} \circ ReLU \circ Conv_{3 \times 3}(\cdot) \quad (7)$$

**Spatial Pyramid Convolution Block.** Inspired by spatial pyramid pooling (SPP) [46] and spatial attention (SA) module [47], we design a spatial pyramid convolution block (SPCB) for each JMRMs. Similar to SPP, it extracts multi-scale features through convolutional layers with kernels of different sizes. Unlike SA, SPCB retains a small number of learnable parameters while reducing the number of channels to 1, which enables SPCB to perform adaptive processing in each JMRMs. Compared with a single convolution layer, the SPCB can extract spatial information more sufficiently by diverse perceptual fields. It takes feature maps $F \in \mathbb{R}^{C \times H \times W}$ as input and outputs a spatial feature map $S_j \in \mathbb{R}^{1 \times H \times W}$, as shown in Figure [5]. The SPCB can be denoted as:

$$S_j = Fusion \circ [Conv_{3 \times 3} \circ Conv_{5 \times 5} \circ Conv_{7 \times 7} \circ Conv_{9 \times 9}] \circ Conv(F) \quad (8)$$

where $F$ denotes the feature maps and $Fusion$ includes a concatenation operation and a convolution layer. The different features are fused into a spatial feature $S_j$ with 1 channel by the $Fusion$ operation. The SPCB extracts the spatial features efficiently with a little number of parameters.

**Global Priors Guided Spatial-wise Modulation Block.** Different areas in one image have different holistic tone, color, local contrast, texture and spatial features. For joint SR-ITM problem, it is necessary to perform global mapping and spatial-wise modulation. Therefore, we revisit spatial feature transform (SFT) [39], [40] and global feature modulation (GFM) [35], [37]. The SFT generates a pair $(\gamma, \beta) \in \mathbb{R}^{C \times H \times W}$ by a condition maps, and then performs spatial modulations through scaling and shifting, respectively. The SFT can be presented as:

$$SFT(F|cond) = \gamma \odot F \oplus \beta$$ \quad (9)

where $\odot$ is referred to element-wise multiplication and $\oplus$ is element-wise addition. $cond$ is condition maps, which is generated by condition network [40].

The GFM generate a pair $(\gamma, \beta) \in \mathbb{R}^{C \times H \times W}$ by a global priors vector, and then conducts global feature modulations through scaling and shifting, respectively. The GFM can be given as:

$$GFM(F|V_g) = \gamma \odot F \oplus \beta$$ \quad (10)

where $V_g$ is global priors vector, which is generated by condition network [35].

The SFT performs feature-wise modulation ignoring the global mapping. The GFM applies global modulation and cannot maintain spatial location information. For joint SR-ITM problem, directly modulating the global priors is inefficient and leads to homogeneous spatial feature modulation. To efficiently leverage global priors and preserve spatial information, we propose the Global priors guided Spatial-wise Modulation Block (GSMB), which takes feature maps, a spatial feature map and a global priors vector as input and outputs modulated features. First, the GSMB learns a mapping function $M$ that generates a pair of global priors guided maps $(M_{g1}, M_{g2}) \in \mathbb{R}^{1 \times 1 \times 1}$ based on a global priors vector $V_g$. Second, the guided maps generate a learnable modulation parameter pair $(\gamma, \beta) \in \mathbb{R}^{C \times H \times W}$ by applying a pointwise affine element-addition to each spatial pixel of the spatial
where $\mathbf{S}_j \in \mathbb{R}^{1 \times H \times W}$. Finally, the parameter pair is used to modulate each intermediate feature maps $F \in \mathbb{R}^{C \times H \times W}$ through scaling and shifting operations. The overall guided modulation mechanism can be summarized as:

$$\langle \gamma, \beta \rangle = (M_{g_1}, M_{g_2}) + S_j \quad (11a)$$

$$\text{GSMB}(F|V_g, S_j) = \gamma \odot F + \beta \quad (11b)$$

where $\odot$ denotes a pointwise affine element-addition. During pointwise affine element-addition, the guided maps and the spatial feature map are broadcasted (copied) accordingly: guided maps are broadcasted along the spatial dimension, and the spatial feature map is broadcasted along the channel dimension.

Figure 4 shows the different structures and modulations of SFT, GFM and our proposed GSMB. In comparison to SFT, which is focused on spatial features, and GFM, which is based on global prior, we implement global priors guided spatial-wise modulation, which simultaneously leverage global priors and spatial location information. In particular, we use two independent fully-connected layers as the mapping function $M$ so that it can generate two $M_{g_i}$ from a global priors vector of arbitrary dimensions in a content-aware manner. The $M_{g_i}$ share a $S_j$ and GSMBs share a $V_g$ extracted by GPEM for efficiency. We keep few parameters of the mapping function inside each GSMB to adapt a specific $M_{g_i}$ to further guide a specific $S_j$, thus providing different parameters pairs $(\gamma, \beta)$ to modulate the intermediate feature maps.

Overall, a JMRM can be formulated as (12). Benefiting from JMRMs and global priors extraction module, GPGMNet has achieved outstanding performance.

$$JMRM(F, V) = \text{GSMB}(BB(F)|V, SPCB \odot BB(F)) + F \quad (12)$$

### IV. EXPERIMENTS

#### A. Experiments Detail

**Datasets.** We utilize the 4K HDR dataset collected and produced by Kim et al. [1], [5]. They gathered 4K HDR videos (BT.2020 with PQ OLED) and their corresponding 4K SDR videos from YouTube, and then obtained SDR video pairs by downsampling with bicubic filtering. For training, the ground truth patches of 160x160 size were cropped from 10 bit YUV frames (BT.2020 with PQ OETF) and the LR SDR patches of 40x40 or 80x80 size were extracted from the corresponding 8 bit YUV frames (BT.709). For testing, we used 28 different scenes following [1], [5].

**Training.** For the proposed GPGMNet, the global priors extraction module contains 5 CCCBs and 3 SSCBs, and the number of the joint modulated residual modules is 5 with 64 channels. We set the dimensions of both the CCP vector and the SSP vector to 6. For scales $\times 2$ and $\times 4$, we employ 1 pixelshuffle and 2 pixelshuffles respectively in the upsampling module. We used the L2 loss and Adam [48] optimizer for training.

| Method                    | Scale | PSNR (dB) | SSIM | mPSNR (dB) | MS-SSIM | HDR-VD2P | Inf. Time (s) | Params (M) |
|---------------------------|-------|-----------|------|------------|---------|----------|---------------|-------------|
| EDSR+Huo et al.           | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| EDSR+Eilertsen et al.     | $\times 2$ | 30.80     | 0.9860 | 31.81      | 0.9764  | 58.95    | -             | -           |
| Multi-purpose CNN (ACCV’18) | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| Deep SR-ITM (ICCV’19)     | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| JSnet (AAA’20)            | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| JSI-GAN (AAAI’20)         | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| GPGMNet (Ours)            | $\times 2$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| EDSR+Huo et al.           | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| EDSR+Eilertsen et al.     | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| Multi-purpose CNN (ACCV’18) | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| Deep SR-ITM (ICCV’19)     | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| JSnet (AAA’20)            | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| JSI-GAN (AAAI’20)         | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |
| GPGMNet (Ours)            | $\times 4$ | 30.76     | 0.9850 | 31.81      | 0.9764  | 58.95    | -             | -           |

**TABLE I** Quantitative comparison with previous method on 4K HDR dataset [1]. All results are calculated on YUV-channel. The inference time (Inf. Time) for $\times 2$ and $\times 4$ upsampling is computed on a LR SDR of size $1080 \times 1920$ and $540 \times 960$, respectively.

| Method                    | PSNR (dB) | SSIM |
|---------------------------|-----------|------|
| JSNet (AAA’20)            | 30.76     | 0.9850 |
| JSI-GAN (AAAI’20)         | 30.76     | 0.9850 |
| GPGMNet (Ours)            | 30.76     | 0.9850 |

**TABLE II** Quantitative comparison with JSNet and JSI-GAN on the test set of HDRTV1K dataset [35]. Our proposed GPGMNet also achieves state-of-the-art results in PSNR and SSIM.

| Method                    | PSNR (dB) | SSIM |
|---------------------------|-----------|------|
| JSNet (AAA’20)            | 30.76     | 0.9850 |
| JSI-GAN (AAAI’20)         | 30.76     | 0.9850 |
| GPGMNet (Ours)            | 30.76     | 0.9850 |

**TABLE III** Quantitative comparison with the deep cascade method. We directly connect the state-of-the-art SR method, RLFN, and the state-of-the-art ITM method for HDR video (HDR10), AGCM (ICCV 2021) [35]. We train and test the cascade method and our proposed GPGMNet on the 4K HDR dataset [1].

| Method                    | PSNR (dB) | Param (K) |
|---------------------------|-----------|-----------|
| RLFN+AGCM (SR + ITM)      | 33.87     | 939       |
| AGCM+RLFN (ITM + SR)      | 33.87     | 939       |
| GPGMNet (Ours)            | 34.38     | 920       |
training following kim et al. [1], [5]. The initialized learning rate is $1 \times 10^4$, the batch size is 32, and the total number of iterations is 290K.

B. Comparisons

We compare our proposed GPGMNet with three previous Joint SR-ITM methods, the Multi-purpose CNN, the Deep SR-ITM, the JSInet, and the JSI-GAN. Note that JSInet is trained solely on the L2 loss without the GAN framework, and JSI-GAN is trained on the Adversarial loss and the detail GAN loss with the GAN framework. The GPGMNet and these methods are trained on the same dataset. The GPGMNet is also compared with a cascade of an SR method, EDSR [11], and two ITM methods, Huo et al. [49] and Eilertsen et al. [50], following Kim et al. [5]. Neither of these two ITM methods is based on deep learning, and they cannot be trained on 4K HDR datasets. For comparison with CNN-based cascade methods in an end-to-end manner, we designed an deep cascade method for SR-ITM task. All data-driven methods are re-trained on the same dataset.

Evaluation Metrics. We provide quantitative results on five evaluation metrics: PSNR, SSIM [51], mPSNR [52], MS-SSIM [53] and HDR-VDP-2.2.2 [54]. The PSNR and the mPSNR are error-based metrics. The SSIM and the MS-SSIM are structural metrics. Specifically, mPSNR is the multi-exposure peak signal-to-noise ratio, which is calculated by averaging the MSE values independently for different exposure levels. The HDR-VDP2 is used to measure performance degradation in luminance. Additionally, we adopt the inference speed and the number of parameters as metrics, which are denoted as Inf. Time and Params in Table 1. Note that the inference time for $2 \times$ and $4 \times$ upsampling is computed on a LR SDR of size $1080 \times 1920$ and $540 \times 960$ with an NVIDIA TITAN Xp GPU, respectively.

Quantitative Comparison. The qualitative results, speed and parameters are summarized in Table 1. A more intuitive
representation is provided in Figure 1. As shown in Table I, our proposed approach achieves state-of-the-art performance and speed. In particular, GPGMNet outperforms JSI-GAN, a divide-and-conquer method, by up to 0.87 dB in PSNR for factor 4, while having about 70% fewer parameters and about 3 times faster speed. When compared with the previous state-of-the-art method JSInet, our proposed method still outperforms by 0.64 dB in PSNR and preserves the lead in speed and number of parameters. Furthermore, compared with other methods, GPGMNet improves by 0.83 dB in mPSNR, 0.0043 in SSIM, 0.0032 in MS-SSIM, and 0.78 in HDR-VDP. In order to further verify the generalization and effectiveness of our method, we selected the test set of the HDRTV1K dataset, which contains 4K SDR frames and 4K HDR frames pairs. To make a paired test set for the Joint SR-ITM task, we made the test set by downsampling the 4K SDR frames on the test set of HDRTV1K dataset [35] with bicubic filtering. Experimental results show that our method can achieve outstanding performance in PSNR and SSIM metrics on the test set of HDRTV1K dataset. Specifically, our proposed GPGMNet improves the PSNR by 0.72 dB and 0.70 dB over the previous state-of-the-art methods JSInet and JSI-GAN, respectively, as shown in Table I. The experimental results show that our method has certain generalization and remains effective on other dataset.

**Qualitative Comparison.** To be fair, we convert the 4K HDR images from the YUV-channel to the RGB-channel in PNG format encoded with 16-bits according to the ITU-R BT.2020-2 [55], and then directly show them on the screen. Note that they "look hazy" compared to the corresponding images encoded by gamma EOTF, since the 4K HDR images are encoded by PQ EOTF and decoded by gamma EOTF on the SDR screen. The qualitative comparison of the proposed GPGMNet is given in Figure 5. Previous state-of-the-art methods tend to handle poorly in color mapping, structural consistency, and artifact removal. In particular, as shown in the first, second and third rows, our proposed GPGMNet can accurately complete the color mapping. The fourth and fifth rows show that our model preserves the structural similarity in spatial locations better than previous methods. The third and sixth rows show that GPGMNet can generate results closer to the ground truth without any artifacts. Overall, our approach has better visual results than the previous state-of-the-art methods.

**Comparison with the deep Cascade Method.** For comparison with the cascade method, we directly connect the state-of-the-art SR method, RLFN, and the state-of-the-art ITM method for SDRTV-to-HDRTV problem, HDRTVNet [35]. To be fair, we only choose the first-stage network of HDRTVNet, named AGCM by chen et al. [35], since its the second-stage network can be seen as equivalent to EDSR and the third-stage networks of the HDRTVNet will cause a reduction in PSNR. We take LR-SDR images as input to the cascaded network, denoted as RLFN+AGCM and AGCM+RLFN. We held both networks at the same order of magnitude as our proposed GPGMNet and training them on the same dataset using the same strategy in end-to-end manner. We conduct quantitative comparisons on the 4K HDR dataset [1], and the results are shown in Table III. Our proposed GPGMNet improves the PSNR by 0.51 dB and 0.50 dB over RLFN+AGCM and AGCM+RLFN, respectively. Experimental results show that our proposed GPGMNet is more efficient.

| Method                  | MSE↓ |
|-------------------------|------|
|                        | L*a*b | L-only |
| JSNet                  | 20.31 | 6.99   |
| JSI-GAN                | 21.59 | 7.43   |
| GPGMNet(Ours)          | 17.01 | 5.32   |

Fig. 6. Color Transition Test. We implemented a color transition test using a low-resolution standard dynamic range color bar map as input. Compared to previous state-of-the-art methods, our method produces more natural results with smooth transition.

**Color Comparison**

We observe that previous methods perform poorly in maintaining holistic color conformity and smooth color transitions. To reveal this phenomenon, we conduct color testing also by visual qualitative comparison and quantitative comparison. First, we perform a color transition test using a man-made color bar as the input image following chen et al. [35]. As shown in Figure 5, the outputs of the previous state-of-the-art methods JSInet and JSI-GAN are prone to unnatural artifacts and color blending problem. Second, we use color histograms to test the color distribution of the images generated by our method and JSI-GAN, respectively. As shown in Figure 7, the color distribution of the results generated by our method is closer to that of ground truth. In addition, due to the 8 bit depth limitation, it can be observed that SDR frames do not have a smooth transition in the horizontal axis compared to HDR frames. Based on the above observation, our method can achieve better recovery of color information and smooth transitions. For quantitative evaluation, we compute the mean in Lab space following [56]. The report of mean $L_2$ error in $L*a*b$ color space (lower is better) is shown in Table IV.
Fig. 7. Quantitative comparison of color histograms on YUV-channel. The horizontal axis represents the grayscale value (divided into 128) and the vertical axis represents the number of pixels (normalized by Ground Truth).

TABLE V
ABLATION STUDY ON THE GLOBAL PRIORS EXTRACTION MODULE.

| Variant          | a | b | c | d | e |
|------------------|---|---|---|---|---|
| CCP (w/o GF)     | ✓ | × | × | ✓ | × |
| CCP (w/ GF)      | × | ✓ | × | × | ✓ |
| SSP              | × | × | ✓ | ✓ | ✓ |
| PSNR (dB)        | 34.01 | 34.07 | 34.18 | 34.25 | 34.38 |

* w/ GF denotes with guided filtering
* w/o GF denotes without guided filtering

In particular, our proposed method reduces the MSE by 3.3 and 1.67 over JSInet in Lab space and L-only, respectively. Experimental results suggest that our proposed method is capable of learning color and luminance mapping better than previous state-of-the-arts work.

D. Ablation Study

We designed two sets of ablation studies for the global priors extraction module and the joint modulated residual module, respectively.

Global Priors Extraction Module. We performed a set of ablation experiments in GPGMNet by retraining different variants of the module. We trained the CCP and the SSP extraction branches to compare with the global priors extraction module, respectively. Additionally, we also verify the performance of using guided filtering in the CCP extraction branch. Table V shows the PSNR performance for different combinations of several variants. As shown in columns a, c, and d of Table V and columns b, c, and e of Table V employing dual-branch bring gains in PSNR compared to single branch. The reason for the gain is that dual-branch extracts more global prior information, such as the color conformity prior and the structural similarity prior. As shown in columns d and e of Table V, the guided filtering brings a gain of 0.13 in the PSNR. This is because the guided filtering enables the CCP extraction branch to focus on extracting color conformity prior and low-frequency information in favor of ITM, and keeps the SSP extraction branch more intensively to optimize structural similarity prior. Experiments suggest that the global priors can be extracted more fully when using CCP and SSP extraction branches simultaneously.

Joint Modulated Residual Module. We set up a set of ablation experiments for our proposed joint modulated residual modules by retraining different feature modulation layers. For SFT, we reproduce it following Chen et al. [40]. We compare with the GFM layers with GSMB in a consistent global condition network, denoted as GFM2. To be fair, we also compare
TABLE VII
ABSTRACTION STUDY ON THE SPCB.

| Variant | GSMB | SA | SPCB | PSNR (dB) |
|---------|------|----|------|-----------|
| a       | ✓    | ✓  | ×    | 34.25     |
| b       | ✓    | ×  | ✓    | 34.38     |

with the GFM layer with the condition network from AGCM, denoted as GFM1. As shown in Table VII, our proposed GSMB outperforms both SFT and GFM in PSNR, thanks to the preservation of spatial location information while performing global modulation. In addition, the comparison between GFM1 and GFM2 further demonstrates the advanced performance of our proposed GPEM. To verify the effectiveness of our proposed SPCB module, we compare the SPCB with the spatial attention (SA) module [47]. As shown in Table VII, the SPCB achieves superior performance compared to the SA.

V. CONCLUSION

In this paper, we have proposed GPGMNet, a CNN-based Joint SR-ITM framework, which consists of GPEM and JMRMs. The GPEM extracts global priors via SSP and CCP extraction branches for SR and ITM tasks, respectively. A GSMB is devised to simultaneously modulate the multi-scale spatial feature from the SPCB and global priors by scaling and shifting operations. The JMRMs jointly restore texture features and color information and modulate the feature maps by GSMBs. Qualitative and quantitative results show that our proposed method outperforms other state-of-the-art methods with lower computational cost. Despite the outstanding performance achieved by our method in 4K HDR dataset, there is currently no an actual benchmark dataset for the Joint SR-ITM task. Our future work will produce suitable datasets for the Joint SR-ITM task by inviting professional content producers to create HDR videos and their corresponding SDR videos from RAW format videos respectively. In addition, the exploitation of multi-frame information or time-domain correlation in mapping LR-SDR to 4K-HDR is one of our future works.
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