Inference of Time-Evolving Coupled Dynamical Systems in the Presence of Noise
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A new method is introduced for analysis of interactions between time-dependent coupled oscillators, based on the signals they generate. It distinguishes unsynchronized dynamics from noise-induced phase slips, and enables the evolution of the coupling functions and other parameters to be followed. It is based on phase dynamics, with Bayesian inference of the time-evolving parameters achieved by shaping the prior densities to incorporate knowledge of previous samples. The method is tested numerically and applied to reveal and quantify the time-varying nature of cardiorespiratory interactions.
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The common assumption that a dynamical system under study is isolated and autonomous is never rigorously true. Furthermore, it is often a poor approximation, because the inevitable external influences may be too strong to ignore. For an oscillatory system, they can e.g. modify its natural frequency and/or amplitude. Much effort has therefore been made to understand non-autonomous oscillators driven from equilibrium by a variety of external forcings. A more difficult problem is faced where two or more interacting oscillatory systems are subject to different deterministic influences, a scenario that often arises in practice, e.g. in physiology including cellular dynamics, blood circulation, and brain dynamics. In such cases, the interacting systems (e.g. cardio-respiratory) are influenced by other oscillatory processes as well as by noise. Similarly, interactions at the intercellular level [1] and between subcellular components [2] are considered to be crucial to multicellular organisms. Evaluation of the interactions by analysis of physiological signals (3) and references therein) has proved useful in relation to a diversity of different diseases.

Granger causality [4, 5] and transfer entropy [6, 7] have brought insight into the functional connectivity of systems, especially in neuroscience. Based on autoregressive and information-theoretic approaches to data-driven causal inference, these methods focus on the statistical properties of the time series by measuring the extent to which the individual components exchange information. However, these methods are designed to infer effect, not mechanism. In contrast, we consider here complex interacting systems that are oscillatory and subject to noise, and extract their dynamical properties.

Several questions immediately arise in relation to the dynamics of coupled systems. Does the external influence alter their natural frequencies or amplitudes? Are they synchronized, or do they exhibit finite coherence? If synchronized, is it continuous or only for some of the time? Measurements may be relatively straightforward, using modern sensors and digital signal acquisition equipment, but how are the resultant signals to be analysed to reveal the characteristics of the originating systems? To date, this inverse problem has no solution.

Earlier work on oscillators emphasized the detection of synchronization [8–11], and quantifying the couplings and directionality of influence between the oscillators [12–15]. The inference of an underlying phase model enabled extraction of the phase-resetting curves, interactions and structures of networks [16–21]. However, these techniques inferred neither the noise dynamics nor the parameters characterizing the noise. In a quite separate line of development, Bayesian inference [22–27] has opened the door to the analysis of noisy time-evolving phase dynamics.

In this Letter we introduce a new method that (a) encompasses time-variable dynamics, (b) detects synchronization where it exists, and (c) determines the inter-oscillator coupling functions regardless of whether or not they are time varying. By reconstructing the dynamics in terms of a set of base functions, we evaluate the probability that they are driven by a set of equations that are intrinsically synchronized, distinguishing phase-slips of dynamical origin from those attributable to noise. The Bayesian probability lying at the core of the method is itself time-dependent via the prior probability as a time-dependent informational process. Thus relatively small windows can provide good time-resolved inference.

When two noisy, weakly-interacting, N-dimensional, self-sustained oscillators synchronize [28], their motion is described by their phase dynamics:

$$\dot{\phi}_i = \omega_i + f_i(\phi_i) + g_i(\phi_i, \phi_j) + \xi_i(t)$$

leaving other coordinates expressed as functions of the phase: $r_1 \equiv r_1(\phi_i)$. $\xi$ is a two-dimensional noise, usually assumed Gaussian and white, $\left\langle \xi_i(t) \xi_j(\tau) \right\rangle = \delta(t - \tau) E_{ij}$ and which may, or may not, be spatially correlated. Noise can induce phase slips in a system that would be synchronized in the noise-free limit, so evaluation of synchronization needs precise inference of $f_i$ and $g_i$, and of the noise matrix $E_{ij}$. The systems’ periodic nature suggests periodic base-functions, whence the use of Fourier terms for the decomposition:

$$f_i(\phi_i) = \sum_{k=-\infty}^{\infty} \tilde{c}_{i,2k} \sin(k\phi_i) + \tilde{c}_{i,2k+1} \cos(k\phi_i)$$

$$g_i(\phi_i, \phi_j) = \sum_{r=-\infty}^{\infty} \sum_{s=-\infty}^{\infty} \tilde{c}_{i,r,s} e^{i2\pi r \phi_i} e^{i2\pi s \phi_j}.$$
where $l = 1, 2$, $\Phi_{1,0} = \Phi_{2,0} = 1$, $\epsilon(l)_{0} = \omega_l$, and other $\Phi_{l,k}$ and $c_{k}^{(l)}$ are the $K$ most important Fourier components.

In order to reconstruct the parameters of $\mathbf{3}$, we exploit the approach already presented in [25, 26] assuming that a 2-dimensional time-series of observational data $\mathcal{X} = \{ \phi_{l,n} \equiv \phi_{l}(t_n) \} \ (t_n = nh)$ is provided, and that the unknown model parameters $\mathcal{M} = \{ \phi_{l,k}, E_{ij} \}$ are to be inferred.

In Bayesian statistics a given prior density $p_{\text{prior}}(\mathcal{M})$ that encloses expert knowledge of the unknown parameters (based on previous observations) and the likelihood function $\ell(\mathcal{X}|\mathcal{M})$, the probability density to observe $\{ \phi_{l,n}(t) \}$ given choice $\mathcal{M}$ of the dynamical model, are used to calculate the so-called posterior density $p_{\mathcal{X}}(\mathcal{M}|\mathcal{X})$ of the unknown parameters $\mathcal{M}$, conditioned by application of Bayes’ theorem $p_{\mathcal{X}}(\mathcal{M}|\mathcal{X}) = \ell(\mathcal{X}|\mathcal{M})p_{\text{prior}}(\mathcal{M})/\int \ell(\mathcal{X}|\mathcal{M})p_{\text{prior}}(\mathcal{M})d\mathcal{M}$.

For independent white Gaussian noise sources, and in the mid-point approximation where $\phi_{l,n} = \phi_{l,n+1} - \phi_{l,n}$ and $\phi_{l,n} = (\phi_{l,n} + \phi_{l,n+1})/2$, the likelihood is given by a product over $n$ of the probability of observing $\phi_{l,n+1}$ at each time. The negative log-likelihood function $S = -\ln \ell(\mathcal{X}|\mathcal{M})$ is

$$S = \frac{N}{2} \ln |E| + \frac{h}{2} \sum_{n=0}^{N-1} \left( c_{k}^{(l)} \Phi_{l,k}(\phi_{n},\phi_{n+1}) \right) +$$

$$+ \left[ \phi_{l,n} - c_{k}^{(l)} \Phi_{l,k}(\phi_{n},\phi_{n+1}) \right] \left( E_{ij} \right)_{ij} \left[ \phi_{l,n} - c_{k}^{(l)} \Phi_{l,k}(\phi_{n},\phi_{n+1}) \right]$$

with implicit summation over repeated indices $k,l,i,j$. The log-likelihood is a function of the Fourier coefficients of the phases. Hence for a multivariate prior probability, the posterior probability is a multivariate normal distribution. From [25, 26], and assuming such a distribution as a prior for parameters $c_{k}^{(l)}$, with mean $\bar{c}$, and covariances $\Sigma^{-1}$, the stationary point of $S$ is calculated recursively:

$$E_{ij} = \frac{h}{N} \left( \phi_{l,n} - c_{k}^{(l)} \Phi_{l,k}(\phi_{n},\phi_{n+1}) \right) \left( \phi_{l,n} - c_{k}^{(l)} \Phi_{l,k}(\phi_{n},\phi_{n+1}) \right)$$

$$r_{ij}^{(l)} = \left( \Sigma_{\text{prior}}^{-1} \right)_{ij} c_{k}^{(l)} + h \Phi_{l,k}(\phi_{n},\phi_{n+1}) \left( E_{ij} \right)_{ij} \phi_{l,n} +$$

$$- \frac{h}{2} \frac{\partial \Phi_{l,k}(\phi_{n},\phi_{n+1})}{\partial \phi_{l,n}}$$

$$\Sigma_{\text{prior}}^{-1} = \Sigma_{\text{prior}}^{-1} + h \Phi_{l,k}(\phi_{n},\phi_{n+1}) \left( E_{ij} \right)_{ij} \Phi_{l,k}(\phi_{n},\phi_{n+1}),$$

with implicit summation over $n = 1, \ldots, N$ and over repeated indices $k,l,i,j,w$. The mean parameter vector of the posterior is then $c_{k}^{(l)} = \left( \Sigma_{\text{prior}}^{-1} \right)_{ij} c_{k}^{(l)}/r_{ij}^{(l)}$. We note that a noninformative “flat” prior can be used as the initial limit of an infinitely large normal distribution, by setting $\Sigma_{\text{prior}} = 0$ and $c_{\text{prior}} = 0$. The multivariate probability $\mathcal{N}(\bar{c}, \bar{c}, \Sigma)$ for the given time series $\mathcal{X}$ explicitly defines the probability density of each parameter set of the dynamical system.

When the sequential data come from a stream of measurements providing multiple blocks of information, one applies $\mathbf{4}$ to each block. If the system is known to be non-time-varying, then the posterior density of each block is taken as the prior of the next one. Thus, the uncertainties in the parameters steadily decrease with time as more data are included.

If the system has time history, however, the method of propagating knowledge about the state of parameters obviously has to be refined. Our framework prescribes the prior to be multinormal, so we synthesize our knowledge into a squared symmetric positive definite matrix. We assume that the probability of each parameter diffuses normally with a known diffusion matrix $\Sigma_{\text{diff}}$. Thus, the probability density of the parameters is the convolution of two normal multivariate distributions, $\Sigma_{\text{post}}$ and $\Sigma_{\text{diff}}$: $\Sigma_{\text{post}} + \Sigma_{\text{diff}}$.

The particular form of $\Sigma_{\text{diff}}$ describes which part of the dynamical fields defining the oscillators has changed, and the size of the change. In general, $\Sigma_{\text{diff}}$, $\rho_{ij}$ is the standard deviation (SD) of the diffusion of $c_{i}$ in the time window $t_{w}$, and $\rho_{ij}$ is the correlation between the change in the parameters $c_{i}$ and $c_{j}$. We will consider a particular example of $\Sigma_{\text{diff}}$: we assume there is no change of correlation between parameters $(\rho_{ij} = \delta_{ij})$ and that each SD $\sigma_{i}$ is a known fraction of the relevant parameter, $\sigma_{i} = p_{w} c_{i}$, where $p_{w}$ indicates that the parameter $p$ refers to a window of length $t_{w}$.

The probability of synchronized dynamics is estimated by sampling the posterior and evaluating its overlap with the Arnold tongue border: $p_{\text{sync}} \equiv \int s(c) N_{A}(c|\bar{c}, \Sigma) dc$, where $s(c) = \{ 0, 1 \}$ defines whether the parameter set is inside or outside the synchronization region. For motion on the torus $T^{2}$ defined by the toroidal coordinate $\zeta(\phi_{l}(t), \phi_{l}(t))$, and the polar coordinate $\psi(t)$, we consider a Poincaré section defined by $\zeta = 0$ and assume that $d\zeta/dt \ll 0 > 0$ for any $\psi$. Thus the direction of motion along the toroidal coordinate is the same for every point of the section, which we would like to follow in order to check whether there is a periodic orbit. If so, and if its winding number is zero, then the system is synchronized; and there must be at least one other periodic orbit with one of them being stable and the other unstable.

Solution of the dynamical system over the torus yields a map $M: [0, 2\pi] \rightarrow [0, 2\pi]$ that defines, for each $\psi_{n}$ on the Poincaré section, the next phase $\psi_{n+1}$ after one period of the toroidal coordinate: $\psi_{n+1} = M(\psi_{n})$. The map $M$ is continuous, periodic, and has two fixed points (one stable and one unstable) if and only if there are two periodic orbits for the dynamical system, i.e. synchronization is verified if $\psi_{e}$ exists such that $\psi_{e} = M(\psi_{e})$ and $|dM(\psi_{e})/d\psi| < 1$. To calculate $s(c)$ for any of the sampled parameter sets, we: (i) fix an arbitrary $\zeta$ and, for any $\psi$, integrate $\mathbf{5}$ numerically for one cycle of the toroidal coordinate, obtaining the mapped point $M(\psi)$; (ii) by finite difference evaluation of $dM/d\psi$ employ a modified version of Newton’s root-finding method to find the occurrence (if any) of $\psi$ such that $M(\psi) = \psi$. If there is
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form of the interactions between the two Poincaré systems. The results suggest that the form of the coupling functions does not evolve with time: $q_1$ and $q_2$, evaluated for later time segments, are presented in Figs. 2(c) and (f) respectively. By comparison of Figs. 2(c) and (e), or of Figs. 2(d) and (f), we see that the coupling functions did not change qualitatively, even though there were time-varying parameters and weak effects from the noise.

It is well known that modulation and time-variations tend to affect synchronization between biological oscillators. Hence the need for a technique able, not only to identify time-varying dynamics, but also to evaluate measures of interaction, e.g. synchronization, directionality and coupling functions. To demonstrate the method on real biological data, we analyzed cardio-respiratory measurements from resting human subjects whose paced respiration was ramped down with decreasing frequency. The instantaneous cardiac phase was estimated by wavelet synchrosqueezed decomposition of the ECG signal. Similarly, the respiratory protophase was extracted from the CO2 concentration signal, followed by transformation to the phase. The results are shown in Fig. 3. First, just for comparison, the corresponding synchrogram of the same data is presented in (a). The time-variation of the respiration frequency is clearly evident in (c). By normalizing the inferred coupling parameters, we determined the net directionality of the interactions. Fig. 3(d) suggests that the degree of directionality is time-varying; the analyses confirm that respiration-to-heart is dominant, even for non-paced respiration (not shown).

In summary, our new method for inference of phase dynamics enables the evolution of a system to be tracked continuously. Unlike earlier methods that only detect the occurrence of transitions to/from synchronization, it reveals details of the phase dynamics, describing the inherent nature of the transitions and simultaneously deducing the characteristics of the noise that stimulated them. We have identified the time-varying nature of the functions that characterize interactions between open oscillatory systems. The cardio-respiratory analysis demonstrated that not only the parameters, but also the functional relationships, can be time-varying, and the new technique follows their evolution effectively. This novel facility immediately invites many new questions, e.g. the functional forms between which the couplings vary, their frequencies of variation, how their variation affects synchronization transitions, and whether there is periodicity or a causal relationship waiting to be identified and understood. Thus a whole new area of investigation has become accessible.
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