Spatial clustering of depinning avalanches in presence of long-range interactions
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Disordered elastic interfaces display avalanche dynamics at the depinning transition. For short-range interactions, avalanches correspond to compact reorganizations of the interface well described by the depinning theory. For long-range elasticity, an avalanche is a collection of spatially disconnected clusters. In this paper we determine the scaling properties of the clusters and relate them to the roughness exponent of the interface. The key observation of our analysis is the identification of a Bienaymé-Galton-Watson process describing the statistics of the cluster number. Our work has a concrete importance for experimental applications where the cluster statistics is a key probe of avalanche dynamics.

Many catastrophic phenomena such as epidemic out-breaks, earthquakes [1–3] or financial crashes are initiated by a single unstable (or infected) seed that destabilizes many other elements. The instability propagates as a cascade where each unstable element triggers a number of offsprings. These processes are also observed in the response of disordered systems to small perturbations and are called avalanches [4]. The cascades of plastic events in amorphous materials [5, 6], the ground-state reorganizations of mean-field spin glasses [7, 8] or the jerky motion of fronts propagating in heterogeneous media [9, 10] are examples of such avalanches.

We can consider that the first model of avalanches was introduced by Bienaymé [11] and by Galton and Watson [12] who were interested in the extinction probability of surnames. In this model the number of offsprings per individual is an independent identically distributed random variable whose average is determined by the process. If $R_0 > 1$ there is a finite probability that the surname never gets extinct, while for $R_0 \leq 1$ the surname gets extinct with probability one. In this case the family size $S$ (total number of descendants of an individual) is a stochastic variable displaying a power law distribution $P(S) \sim S^{-\tau}$, with exponent $\tau = 3/2$, which is truncated (exponentially) above a maximal size $S_m \sim (1 - R_0)^{-2}$.

We are interested in the avalanches observed when elastic interfaces of dimension $d$, such as magnetic domain walls [13–15], crack fronts [16–20] or wetting lines [21–24], propagate in heterogeneous materials. Under the action of an external force $f$, the front remains pinned up to a critical force $f_c$ where it undergoes a depinning transition. At the depinning point the front is in a random self-affine configuration characterized by the roughness exponent $\zeta$, whose value is known from numerical simulations [25, 26] and Functional Renormalization Group calculations [27–30]. Near depinning, small perturbations can trigger avalanches which are large re-arrangements of the front, of total size $S$. In presence of short-range (SR) elasticity, avalanches are spatially connected and the size exponent $\tau$ is smaller than the one predicted by the Bienaymé-Galton-Watson (BGW) model. Indeed spatial information is absent from the BGW model while one expects that, for an unstable point of the interface, the analog of the number of offsprings determines the fate of the process.

FIG. 1: Example of a LR avalanche for $\alpha = 1$. Top: A one-dimensional front is pinned in a stable configuration at position $u(x)$ (light blue line). A small perturbation induces a large rearrangement of the front which reaches a new stable configuration (dark blue line). The area swept by the line is the avalanche size $S$. Bottom: Relative displacement $\Delta u(x)$ of the final configuration with respect to the initial one. The avalanche is made of $N_c$ distinct clusters whose statistical properties are the subject of this paper.
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\[
F(x,t) = m^2 (w - u(x,t)) + \sum_{x'} u(x',t) - u(x,t) |x' - x|^{1+\alpha},
\]

where the first term describes the driving force \( f(x,t) = m^2 (w - u(x,t)) \) deriving from a harmonic confinement of curvature \( m^2 \) and the second is the LR elastic force. The local thresholds \( \eta^h(x,u) \) are independent identically distributed numbers drawn from the positive part of a normal distribution. The harmonic confinement induces a characteristic transversal length \( \ell_m \sim m^{-2/\alpha} \) beyond which the interface is flattened. At time \( t \) if

\[ F(x,t) < \eta^h(x,u(x,t)) \]

the point is stable while if

\[ F(x,t) > \eta^h(x,u(x,t)) \]

the point is unstable: it topples, namely \( u(x,t+1) = u(x,t) + 1 \), and the new threshold

\[
\tau = 2 - \frac{\alpha}{d + \zeta},
\]

\[
\kappa = 1 + d + \zeta - \alpha.
\]
\( y^L(x, u + 1) \) is drawn. Avalanches are produced in a quasi-static protocol: when all points are stable \( w \) is increased up to a value at which a first instability occurs and the dynamics unfolds until the line reach a new stable configuration. We focus on the stationary regime of avalanches, reached after a transient when starting from an arbitrary configuration. Our simulations are performed for a line of size \( L = 2^{17} \) for \( \alpha = 0.5, 0.75, 1 \) and 1.5 and many values of the curvature for each \( \alpha \).

The details of the parameters are given in the Supplemental Material [40]. Note that the positive curvature \( m^2 \) sets the distance from the critical point (at \( m = 0 \)) and controls the cutoffs of all power law distributions. It corresponds to \( m^2 \sim 1 - R_0 \) in the BGW model.

This model was implemented in Ref. [38] for \( \alpha = 1 \) and the analysis of the data led to conjecture the following scaling relation for the cluster size exponent \( \tau_c \):

\[
\tau_c = 2\tau - 1. \tag{4}
\]

The justification of this relation was based on two assumptions: (i) During the avalanche spreading the evolution of the number of clusters is interpreted as a discrete random walk with the time replaced by the number of topplings. At each time step, the number of clusters can increase by 1, remain constant, or decrease by 1. This implies that the average number of clusters at the end of avalanches of size \( S \) (equal to the total number of topplings) scales as \( \langle N_c(S) \rangle \sim S^{\gamma S} \). The assumption that the process is Markovian leads to \( \gamma_S = 1/2 \). (ii) The clusters belonging to an avalanche of size \( S \) have a typical size \( S_c \sim S/\langle N_c(S) \rangle \sim S^{1-\gamma_S} \) and applying

\[
P(S_c)dS_c = P(S)dS \quad \text{one finds} \quad \tau_c = \frac{\tau - \gamma_S}{1 - \gamma_S} , \tag{5}
\]

which yields (4) for \( \gamma_S = 1/2 \). In the case \( \alpha = 1 \), the value of \( \gamma_S \) was found numerically to be compatible with 1/2. In figure 2 we extend the study to \( 1/2 \leq \alpha < 2 \). We find that in general \( \gamma_S \neq 1/2 \) and that it decreases continuously with \( \alpha \). Inserting our measured values of \( \gamma_S \) in (5) yields predictions for \( \tau_c \) that differ from the observed values (e.g. for \( \alpha = 0.75 \) we measured \( \gamma_S = 0.73 \) and \( \tau_c = 1.72 \) while (5) yields \( \tau_c = 2.33 \)). Equation (5) is wrong as the assumption (ii) is incorrect: clusters belonging to avalanches of size \( S \) do not have the same typical size but are broadly distributed according to a power law distribution \( P(S_c|S) \sim S^{\tau_c-1} \) for \( S_c \) up to \( S \). This implies \( \langle N_c(S) \rangle \sim S^{\tau_c-1} \) and thus \( \tau_c = \gamma_S + 1 \) instead of (5) (see [40]). The exponent \( \gamma_S \), which varies continuously with \( \alpha \), is not independent but is related to \( \tau \) as we demonstrate by studying the distribution of the cluster number \( N_c \).

In figure 3 we study the statistics of the cluster number for different values of \( \alpha \) and \( m^2 \). In order to produce a collapse for different values of \( m^2 \) we adopt the procedure described in [42]: we introduce the variable \( n_c = 2N_c \times (\langle N_c \rangle / \langle N_c^2 \rangle ) \) and compute the function \( p(n_c) \) defined as:

\[
p(n_c)dn_c = \frac{\langle N_c^2 \rangle}{2\langle N_c \rangle^2} \frac{\langle N_c \rangle}{dN_c} . \tag{6}
\]

For small values of the curvature, \( p(n_c) \) is fully universal and its analytical form is known for the BGW process and reads [43, 44]:

\[
 pbGW(n_c) = \frac{n_c^{-3/2}}{2\sqrt{\pi}} \exp(-n_c/4) . \tag{7}
\]

Remarkably the data seem to collapse on the same universal curve for all \( \alpha \) and cannot be clearly distinguished from the BGW function of equation (7). In the case \( \alpha = 0.5 \) one expects that the number of clusters is proportional to the avalanche size (up to logarithmic corrections). Thus it is not too surprising to recover a BGW shape in this case, since, in mean-field, this is the distribution of the avalanche size. It is however much less clear why this behavior should hold for \( \alpha > 0.5 \). Numerically we cannot exclude that \( p(n_c) \) is BGW (in the limit \( m \to 0 \), \( L \to \infty \)) also for \( \alpha = 0.75 \), \( \alpha = 1 \) and \( \alpha = 1.5 \). However, for what follows we need only to assume that \( P(N_c) \sim N_c^{-3/2} \) and we do not mind about the exact decay at large scale. To conclude the argument it is sufficient to remark that \( P(N_c)dn_c = P(S)ds \) (see [40]) where we show that \( P(N_c|S) \) is peaked around \( \langle N_c|S \rangle \) which yields \( \gamma_S = 2(\tau - 1) \). Combined with the relation \( \tau_c = \gamma_S + 1 \) obtained above, we arrive at the scaling relation (4) which we thus find to be valid for all \( \alpha \), by a completely different mechanism from [38]. Note that we can also infer that the cutoff of \( P(N_c) \) scales as \( N_{m} \sim S_{m}^{\tau_c-1} \).
Remarkably the exponent $\kappa_D$ is $\alpha$ independent with a numerical value close to 1.2 (also for $\alpha = 0.5$). Hence the statistics of the diameter is very different from the one of the linear size $\ell$. Since $D = \ell + G$, where $G = \sum g$ is the total gap, we need to investigate the statistics of the gaps $g$. Their distributions, shown in the inset of figure 4, present a crossover $g_{\text{cross}} \simeq 10\ell_m$ between two power law decays:

$$
P(g) \sim \begin{cases} 
g^{-\kappa_g} & \text{for } g < g_{\text{cross}}, \\
g^{-(d+\alpha)} & \text{for } g > g_{\text{cross}}, 
\end{cases}$$

(10)

with $\kappa_g = 3/2$ independently from $\alpha$. Since the decay of $P(g)$ is much slower than the one of $P(\ell_m)$ (which decays faster than any power law at large scale, see [40]), we expect $G \gg \ell$ which implies that $D \simeq G$. This latter relation is confirmed by figure 4 where the distribution of $D$ and $G$ are plotted together and are indistinguishable. The scaling form (9) can now be derived from the gap distribution (10). Let us first consider avalanches where all gaps are below $g_{\text{cross}}$. In this case we can write:

$$
\langle N_c \rangle_G = 1 + \frac{G}{g(g)} \sim G^{\kappa_g - 1} \sim D^{\kappa_g - 1},
$$

(11)

where we used $\langle g \rangle_G \sim G^{2-\kappa_g}$ since $P(g|G) \sim g^{-\kappa_g}$ for $g$ up to $G$ (see [40]). Again using $P(N_c) \sim N_c^{-3/2}$ and setting $P(N_c)dN_c = P(D)dD$ we find:

$$
\kappa_D = (\kappa_g + 1)/2 \simeq 1.25,
$$

(12)

which is close from the exponent we measure $\kappa_D \simeq 1.2$. A very large value of $D$ corresponds to the presence of one (or a very few) gap $g > g_{\text{cross}}$. This gap has a probability $\propto g^{-(d+\alpha)}$ and dominates $D$ which hence also has a probability $\propto D^{-(d+\alpha)}$.

The main result of this paper is to show that, even in presence of LR interactions, the statistical properties of depinning avalanches can always be expressed as functions of the elasticity range parameter $\alpha$ and the roughness exponent $\zeta$. Our conclusions are based on the numerical observation that the number of clusters behave as the number of offsprings of a BGW model for all $\alpha$ between 1/2 and 2. We are not able to demonstrate this conjecture but our numerics shows that it is a very good approximation. All relations between the exponents of clusters and global avalanches are based on this conjecture so it would be of great interest to show it analytically. It would be also interesting to characterize the statistical properties of the clusters of plastic avalanches [5, 6, 45, 46]. Indeed the Eshelby kernel, which is the relevant interaction for the yielding transition, is long-range (with $\alpha = 0$) but, in contrast with depinning, non-monotonous.
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| Exponent | Expression | Relation | $\alpha = 0.5$ | $\alpha = 0.75$ | $\alpha = 1$ | $\alpha = 1.5$ |
|----------|------------|----------|---------------|---------------|-------------|-------------|
| $\zeta$  | $S(q) \sim q^{-(d+2\zeta)}$ | $0$ (MF) | $0.18(1)$ | $0.39$ | $0.75(2)$ |
| $\gamma_S$ | $\langle N_s \rangle_s \sim S^{\gamma_S}$ | $\gamma_S = 2 - \frac{2\alpha}{d+\zeta}$ | $0.89(2)$ | $0.73(1)$ | $0.52(2)$ | $0.39(21)$ | $0.29(1)$ | $0.28(2)$ |
| $\gamma_t$ | $\langle N_t \rangle_t \sim S^{\gamma_t}$ | $\gamma_t = 2(d+\zeta - \alpha)$ | $0.93(2)$ | $0.80(2)$ | $0.86(2)$ | $0.70(2)$ | $0.78$ | $0.50(2)$ | $0.54(4)$ |
| $\tau$ | $P(S) \sim S^{\tau}$ | $\tau = 2 - \frac{2\alpha}{d+\zeta}$ | $1.50(1)$ | $1.36(2)$ | $1.36(1)$ | $1.26(2)$ | $1.28$ | $1.14(2)$ | $1.14(1)$ |
| $\tau_c$ | $P(S_c) \sim S^{\tau_c}$ | $\tau_c = 3 - \frac{2\alpha}{d+\zeta}$ | $2.00(9)$ | $1.72(4)$ | $1.73(1)$ | $1.56(2)$ | $1.56$ | $1.28(2)$ | $1.28(2)$ |
| $\kappa$ | $P(\ell) \sim S^{\kappa}$ | $\kappa = 1 + d + \zeta - \alpha$ | $1.50(2)$ | $1.38(5)$ | $1.43(1)$ | $1.33(5)$ | $1.39$ | $1.20(3)$ | $1.25(2)$ |
| $\kappa_c$ | $P(\ell_c) \sim S^{\kappa_c}$ | $\kappa_c = 1 + 2(d+\zeta - \alpha)$ | $2.05(5)$ | $1.90(5)$ | $1.86(2)$ | $1.80(2)$ | $1.78$ | $1.45(3)$ | $1.50(4)$ |

TABLE I: Table of exponents. The measured values correspond to best fits of our data. The predictions correspond to the scaling relations indicated in the third column, for $d = 1$, using the values of $\zeta$ listed in the first line. Note that we use the mean-field (MF) value $\zeta = 0$ for $\alpha = 0.5$ and a previous, more precise, numerical determination $\zeta = 0.39$ for $\alpha = 1$.  
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Supplemental Material for Spatial clustering of depinning avalanches in presence of long-range interactions

In this supplemental material we give the details of the analysis of our extensive numerical simulations. In appendix A we give the details of the parameters used for the simulations. In appendix B we detail the measurement of the exponents describing the avalanche statistics. Finally, in appendix C we verify the assumptions made in our argument in the main text.

A) Details of the parameters

Figure 5 summarizes the values of the parameters used in the simulations as well as the color code used in all figures except figure 4 of the main text and figure 10 of the supplemental material.

![Color code for all figures except figure 4 of the main text and figure 10 of the supplemental material. Red and magenta are used for $\alpha = 0.5$, brown for $\alpha = 0.75$, cyan and blue for $\alpha = 1$ and yellow and green for $\alpha = 1.5$.]

The parameters used in figure 4 of the main text are given below while the ones used in figure 10 of the Supplemental Material are specified in the caption.

**Main panel of figure 4 ($P(D)$ and $P(G)$):** $\alpha = 0.5 : L = 2^{17}$ and $m^2 = 0.01$ (red symbols) and $L = 2^{17}$ and $m^2 = 0.5$ (magenta); $\alpha = 1 : L = 2^{17}$ and $m^2 = 0.05$ (blue) and $L = 2^{17}$ and $m^2 = 0.1$ (cyan); $\alpha = 1.5 : L = 2^{17}$ and $m^2 = 3.10^{-5}$ (yellow) and $L = 2^{17}$ and $m^2 = 0.03$ (green).

**Inset of figure 4 ($P(g)$):** $\alpha = 0.5 : L = 2^{17}$ and $m^2 = 0.01$ (magenta triangles) and $L = 2^{17}$ and $m^2 = 0.5$ (red squares); $\alpha = 1 : L = 2^{18}$ and $m^2 = 3.10^{-4}$ (cyan circles), $L = 2^{17}$ and $m^2 = 0.05$ (blue triangles) and $L = 2^{17}$ and $m^2 = 0.1$ (cyan squares); $\alpha = 1.5 : L = 2^{17}$ and $m^2 = 3.10^{-5}$ (yellow squares) and $L = 2^{17}$ and $m^2 = 0.03$ (green triangles).

B) Measurement of the exponents

In this section we present the analysis of our extensive numerical simulations in order to measure directly the exponents of the avalanche statistics. All the measurements with error margins are summarized in table III.

**Roughness exponent** The roughness exponent $\zeta$ is determined from the recorded stable configurations $u(x)$, using the structure factor:

\[
S(q) = \overline{u(q)u(-q)} \sim q^{-d+2\zeta}, \tag{13}
\]

\[
u(q) = \int_{-\infty}^{+\infty} \frac{dq}{2\pi} e^{-iqx} u(x), \tag{14}
\]
with \( d = 1 \) the internal dimension of the interface. The overline denotes average over disorder. In practice the average is performed over many stable configurations visited by the line during the simulation. Equation (13) is valid for \( 0 < \zeta < 1 \). Slopes smaller than \( q^{-d} \) correspond to \( \zeta = 0 \) with logarithmic corrections. We compute \( S(q) \) for each \( \alpha \), using the smallest values of the curvature \( m^2 \) used in the simulations. The results are plotted in figure 6.

Our best fit values of \( \zeta \) are given in table II where they are compared with the one loop and two loop calculations from the Functional RG, which are (presumably divergent) series expansions in \( \epsilon = 2\alpha - d \) to order \( O(\epsilon) \) and \( O(\epsilon^2) \) respectively. Setting simply \( d = 1 \) in these series the one loop result is \( \zeta^{1\text{loop}} = \frac{2\alpha - 1}{3} [29, 30] \). The two loop result reads \( \zeta^{2\text{loop}} = \zeta^{1\text{loop}} + \frac{(2\alpha - 1)^2 \psi(1) + \psi(\alpha) - 2\psi(\alpha/2)}{9\sqrt{2}} \), from formula (4.17) and (3.60) in Ref. [30] (we noted that the integral in (3.60) can be performed explicitly). Note that these formula can also be seen as an expansion around \( \alpha = 1/2 \) for fixed \( d = 1 \). For \( \alpha = 1 \) there exists a previous more precise numerical determination \( \zeta = 0.388(2) [25] \). It is this value that we used for computing the numerical values of the predictions in the table of the main text.

\[
\begin{array}{cccccc}
\alpha & 0.5 & 0.75 & 1 & 1.5 \\
\zeta \text{ from Fig. 6} & \sim 0 & 0.18(1) & 0.37(2) & 0.77(2) \\
\zeta^{1\text{loop}} & 0 & 1/6 & 1/3 & 2/3 \\
\zeta^{2\text{loop}} & 0 & 0.21 & 0.46 & 0.96 \\
\end{array}
\]

TABLE II: Comparison of our measurements of the roughness exponent with the one loop and two loop predictions. As noted in [30] for \( \alpha = 1 \) and 2 (see table 2 there), the numerical value is intermediate between the 1 loop and 2 loop estimates.

**Avalanche exponents** We now focus on the exponents of the global avalanche. We expect the avalanche size \( S \) and linear size \( \ell \) to obey the following distributions:

\[
\begin{align*}
P(S) &= S^{-\tau} f_S(S/S_m), \\
P(\ell) &= \ell^{-\kappa} f_\ell(\ell/\ell_m),
\end{align*}
\]

where \( f_S(y) \) and \( f_\ell(y) \) are some scaling functions that are constant for \( y \ll 1 \) and present a fast decay for \( y \gg 1 \). The cutoff scales \( S_m \) and \( \ell_m \) are controlled by the harmonic confinement curvature \( m^2 \). It induces a characteristic length \( \ell_m = m^{-2/\alpha} \) beyond which the line is flattened. This length is a natural cutoff for the avalanche linear size distribution. Thanks to the self-affinity property of the avalanches it also sets the cutoff for the total avalanche size \( S_m = \ell_m^{d+\zeta} = m^{-2(d+\zeta)/\alpha} \).

The avalanche global and linear size distributions are plotted in figure 7. The dashed lines correspond to fits of the exponent \( \tau \) and \( \kappa \) listed in table III. The data have been rescaled using the cutoff scales \( S_m \) and \( \ell_m \). The collapse of the data for each \( \alpha \) is a confirmation of the scaling of the cutoffs as well as of the values of the exponents.
FIG. 7: Left: Collapse of the avalanche size distribution. \( P(S/S_m) \) is the probability distribution of the variable \( S/S_m \) with \( S_m = \ell_m^{d+\zeta} = m^{-2(d+\zeta)/\alpha} \). The dashed line are fits of the exponent \( \tau \) with the values listed in table III. Right: Collapse of the avalanche linear size distribution. \( P(\ell/\ell_m) \) is the probability distribution of the variable \( \ell/\ell_m \) with \( \ell_m = m^{-2/\alpha} \). The dashed line are fits of the exponent \( \kappa \) with the values listed in table III. Data have been shifted vertically to enhance visibility.

**Definition of the cluster distribution** In this paper we define the distribution of cluster size \( S_c \) as follows. We take \( M \) avalanches, which have different cluster number \( N_i^c \), and let \( S_{i,j}^c \) be the \( j \)th cluster of avalanche \( i \). Then taking the limit \( M \to \infty \) we define:

\[
P(S_c) = \lim_{M \to \infty} \frac{1}{\sum_{i=1}^{M} N_i^c} \sum_{i=1}^{M} \sum_{j=1}^{N_i^c} \delta(S_{i,j}^c - S_c)
\]  

(17)

This prescription amounts to pick one cluster at random among all clusters of all avalanches. The definition of the conditional probability \( P(S_c|S) \) is the same where one selects only avalanches of size \( S \). From our definition we can derive the equality \( \langle S_c \rangle_S = S/\langle N_c \rangle_S \) used in the main text. Indeed considering \( M \) avalanches of equal size \( S \) the average of the cluster sizes over these avalanches is:

\[
\langle S_c \rangle_S = \frac{1}{\sum_{i=1}^{M} N_i^c} \sum_{i=1}^{M} \sum_{j=1}^{N_i^c} S_{i,j}^c = \frac{M \times S}{\sum_{i=1}^{M} N_i^c} = \frac{S}{\langle N_c \rangle_S}
\]

(18)

The distributions of cluster extensions \( P(\ell_c) \) and of gaps \( P(g) \) are defined similarly as in equation (17). Note that for the gaps \( N_i^c \) must be replaced by \( N_i^c - 1 \) because there are \( N_c - 1 \) gaps for \( N_c \) clusters. In the main text we used the equalities

\[
\langle \ell_c \rangle_\ell = \frac{\ell}{\langle N_c \rangle_\ell},
\]

(19)

\[
\langle g \rangle_G = \frac{G}{\langle N_c \rangle_G - 1},
\]

(20)

that can be derived in the same manner as in equation (18).

**Cluster exponents** We expect the cluster size \( S_c \) and cluster extension \( \ell_c \) to obey the following distributions:

\[
P(S_c) = S^{-\tau_c} f_{S_c}(S_c/S_m),
\]

(21)

\[
P(\ell_c) = \ell^{-\kappa_c} f_{\ell_c}(\ell_c/\ell_m),
\]

(22)

with scaling functions \( f_{S_c}(y) \) and \( f_{\ell_c}(y) \) that are constant for \( y \ll 1 \) and decay fast for \( y \gg 1 \). Note that we use the same cutoff scales \( S_m \) and \( \ell_m \) as for the global avalanches.

The cluster size and extension distributions are plotted in figure 8. The dashed lines correspond to fits of the exponent \( \tau_c \) and \( \kappa_c \) listed in table III. The data have been rescaled using the cutoff scales \( S_m \) and \( \ell_m \). The collapse of the data for each \( \alpha \) is a confirmation of the scaling of the cutoffs as well as of the values of the exponents.
FIG. 8: **Left:** Collapse of the cluster size distribution. \( P(S_c/S_m) \) is the probability distribution of the variable \( S_c/S_m \) with \( S_m = \ell^{d+\zeta}_m = m^{-2(d+\zeta)/\alpha} \). The dashed line are fits of the exponent \( \tau_c \) with the values listed in table III. **Right:** Collapse of the cluster extension distribution. \( P(\ell_c/\ell_m) \) is the probability distribution of the variable \( \ell_c/\ell_m \) with \( \ell_m = m^{-2/\alpha} \). The dashed line are fits of the exponent \( \kappa_c \) with the values listed in table III. Data have been shifted vertically to enhance visibility.

| Exponent | Expression | \( \alpha = 0.5 \) | \( \alpha = 0.75 \) | \( \alpha = 1 \) | \( \alpha = 1.5 \) |
|----------|------------|-----------------|-----------------|----------------|----------------|
| \( \zeta \) | \( S(q) \sim q^{-(d+2\zeta)} \) | \( \sim 0 \) | 0.18(1) | 0.37(2) | 0.77(2) |
| \( \gamma_S \) | \( \langle N_c \rangle_S \sim S^{\gamma_S} \) | 0.89(1) | 0.73(1) | 0.52(1) | 0.29(1) |
| \( \gamma_\ell \) | \( \langle N_c \rangle_\ell \sim S^{\gamma_\ell} \) | 0.93(2) | 0.80(2) | 0.70(2) | 0.50(2) |
| \( \tau \) | \( P(S) \sim S^{-\tau} \) | 1.50(1) | 1.36(2) | 1.26(2) | 1.14(2) |
| \( \tau_c \) | \( P(S_c) \sim S^{-\tau_c} \) | 2.00(10) | 1.72(4) | 1.56(2) | 1.28(2) |
| \( \kappa \) | \( P(\ell) \sim S^{-\kappa} \) | 1.50(2) | 1.38(5) | 1.33(4) | 1.20(3) |
| \( \kappa_c \) | \( P(\ell_c) \sim S^{-\kappa_c} \) | 2.05(5) | 1.90(5) | 1.80(2) | 1.45(3) |
| \( \kappa_D \) | \( P(D) \sim S^{-\kappa_D} \) | 1.20(7) | 1.15(5) | 1.20(10) | 1.21(6) |
| \( \tau_{N_c} \) | \( P(N_c) \sim N_c^{-\tau_{N_c}} \) | 1.50(2) | 1.50(3) | 1.50(6) | 1.50(8) |
| \( \kappa_g \) | \( P(g) \sim g^{-\kappa_g} \) | 1.50(5) | 1.50(3) | 1.50(5) | 1.50(6) |

**TABLE III**: Summary of measurements with error margins.

C) Verification of the assumptions

In this section we verify the assumptions made in the argument of the main text.

**Self-affinity relations** A basic ingredient of the depinning theory is the self-affinity of the interface. As a consequence the avalanches display the scaling

\[
S \sim \ell^{d+\zeta}
\]

which is well-verified for short-range avalanches. In figure 9 we test that this scaling also holds for long-range avalanches, both for the global avalanches and the clusters, \( S_c \sim \ell_c^{d+\zeta} \). The latter relation is also a consequence of the scaling analysis presented in the main text and yields a scaling relation for the cluster exponents:

\[
\kappa_c - 1 = (\tau_c - 1)(d + \zeta).
\]
one could set $P$ as $P(S)$. Let $S$ be the distribution of the $P$ chosen. We show in figure 10 we show the distribution $\langle S \rangle_{\ell}$ for $\alpha = 0.5$, $\alpha = 0.75$, $m = 2 \times 10^{-4}$, $L = 10^2$, $L = 2^{17}; \alpha = 1$, $m = 3 \times 10^{-4}, L = 2^{18}; \alpha = 1.5$, $m = 3 \times 10^{-5}, L = 2^{17}$. The conditional distribution $P(S_{\ell} \mid S)$ is a power law cut at $S_{\ell}$ with the same exponent as $P(S)$. The dashed lines correspond to fits using the exponents $\tau_c$ (left panel) and $\zeta_S$ (middle) determined in figure 8 and listed in table III. Parameters values : $\alpha = 0.5$, $m = 2 \times 10^{-3}, L = 2^{17}; \alpha = 0.75, m = 3 \times 10^{-4}, L = 2^{17}; \alpha = 1$, $m = 3 \times 10^{-4}, L = 2^{18}; \alpha = 1.5$, $m = 3 \times 10^{-5}, L = 2^{17}$. Right : Conditional distribution $P(g \mid G)$. For each $\alpha$ two values of $G$ are compared : $G = 10^2$ (circles) and $G = 10^4$ (triangles) for $\alpha = 0.5$ and $\alpha = 1$ and $G = 10$ (circles) and $G = 10^3$ (triangles) for $\alpha = 1.5$. The conditional distribution $P(g \mid G)$ is a power law cut at $G$ that is fitted with the same exponent $\kappa_g = 3/2$ as $P(g)$. Parameters values : $\alpha = 0.5$, $m = 0.01$, $L = 2^{17}; \alpha = 1$, $m = 0.05, L = 2^{17}; \alpha = 1.5$, $m = 0.03, L = 2^{17}$. Data have been shifted vertically to enhance visibility.

Relation between $\tau_c$ and $\gamma_S$ An important assumption of the derivation proposed in Ref. [38] is that the cluster size scales as $S_c \sim S/\langle N_c \rangle_S$. This means that for a given avalanche the clusters have similar sizes. As a consequence one could set $P(S_c) = P(S) = S$ which yields $\tau_c = (\tau - \gamma_S)/(1 - \gamma_S)$. We argued that the latter relation is wrong because the clusters in a given avalanche do not have similar sizes, from very small up to the avalanche size. In figure 10 we show the distribution $P(S_c \mid S)$ of cluster sizes conditioned by the total size $S$ of the avalanche they belong to. $P(S_c \mid S)$ displays a power law for $S_c$ up to $S$ that we fit with the same exponent $\tau_c$ as the unconditioned distribution $P(S_c)$. Note that the normalization constant does not depend on $S$ (as one can see in figure 10) but only on a small scale cutoff $S_0$. Indeed we have :

$$\int_{S_0}^S S_c^{-\tau_c} dS_c = \frac{S_0^{1-\tau_c} - S_0^{1-\tau_c}}{\tau_c - 1} \sim \frac{S_0^{1-\tau_c}}{\tau_c - 1}.$$
Therefore the scaling for the mean size of the clusters belonging to avalanches of size $S$ is:

$$
\langle S_c \rangle_S \sim \int_{S_0}^{S} S_c^{1-\tau_c} dS_c \sim S^{2-\tau_c}. 
$$

(25)

In consequence, using the equality (18) we have $\langle N_c \rangle_S = S/\langle S_c \rangle_S \sim S^{\tau_c - 1}$ which implies the relation:

$$
\gamma_S = \tau_c - 1.
$$

(26)

**Relation between $\kappa_c$ and $\gamma_\ell$**  A similar argument holds for the scaling of the cluster extensions. The middle panel of figure 10 shows that the extensions of clusters belonging to avalanches of linear size $\ell$ are power law distributed, up to the size $\ell$, with the same exponent $\kappa_c$ as the unconditioned distribution $P(\ell_c)$. This implies that $\langle \ell_c \rangle_\ell \sim \ell^{2-\kappa_c}$ and thus:

$$
\langle N_c \rangle_\ell \sim \ell^{\gamma_\ell} 
$$

with

$$
\gamma_\ell = \kappa_c - 1,
$$

(27)

(28)

where we have made use of the equality (19). We perform fits of the relation (27) in the right panel of figure 11 which yield the values of $\gamma_\ell$ listed in table III.

**Conditional distribution $P(g|G)$**  Finally the right panel of figure 10 shows the distribution $P(g|G)$ of gaps $g$ conditioned by the total gap length $G$ of the avalanche they belong to. It also displays a power law, up to $G$, with the same exponent $\kappa_g = 3/2$ as the unconditioned distribution $P(g)$. We use this assumption to derive the scaling relation for the avalanche diameter in the main text.

**Justification for using $P(S)dS = P(N_c)dN_c = P(\ell)d\ell$**  To derive our scaling relations for $\tau_c$ and $\kappa_c$ we combine our numerical observation that the distribution of $N_c$ is originated by a BGW process with the assumption $P(S)dS = P(N_c)dN_c = P(\ell)d\ell$. The latter requires that the conditional distributions $P(N_c|S)$ and $P(N_c|\ell)$ are peaked. We verify this condition in figure 11. Our assumption gives the relations:

$$
\gamma_S = 2(\tau - 1), \quad \gamma_\ell = 2(\kappa - 1),
$$

(29)

that we combine with equations (26) and (28) to obtain the scaling relations of the main text:

$$
\tau_c = 2\tau - 1, \quad \kappa_c = 2\kappa - 1.
$$

(30)