Radio Galaxy Zoo: cosmological alignment of radio sources
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ABSTRACT
We study the mutual alignment of radio sources within two surveys, Faint Images of the Radio Sky at Twenty-centimetres (FIRST) and TIFR GMRT Sky Survey (TGSS). This is done by producing two position angle catalogues containing the preferential directions of respectively 30 059 and 11 674 extended sources distributed over more than 7000 and 17 000 deg2. The identification of the sources in the FIRST sample was performed in advance by volunteers of the Radio Galaxy Zoo (RGZ) project, while for the TGSS sample it is the result of an automated process presented here. After taking into account systematic effects, marginal evidence of a local alignment on scales smaller than 2.5 deg is found in the FIRST sample. The probability of this happening by chance is found to be less than 2 per cent. Further study suggests that on scales up to 1.5 deg the alignment is maximal. For one third of the sources, the RGZ volunteers identified an optical counterpart. Assuming a flat $Λ$ cold dark matter cosmology with $Ω_m = 0.31$, $Ω_Λ = 0.69$, we convert the maximum angular scale on which alignment is seen into a physical scale in the range [19, 38] Mpc $h^{-1}$70. This result supports recent evidence reported by Taylor and Jagannathan of radio jet alignment in the 1.4 deg2 ELAIS N1 field observed with the Giant Metrewave Radio Telescope. The TGSS sample is found to be too sparsely populated to manifest a similar signal.
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1 INTRODUCTION
In the last two decades, the mutual alignment of optical linear polarizations of quasars over cosmological scales (comoving distance $≥100 h^{-1}$ Mpc) has been reported (Hutsémekers 1998; Hutsemékers & Lamy 2001; Cabanac et al. 2005). Since quasars are rare and non-uniformly distributed, ad hoc statistical tools have been developed over the years to study the phenomenon (Jain, Narain & Sarala 2004; Shurtleff 2013; Pelgrims & Cudell 2014). Since the correlation between AGN optical polarization vectors and structural axes has been observed (e.g. Lyutikov, Pariev & Gabuzda 2005; Battye & Browne 2009), the coherence of the polarization vectors could be interpreted as an alignment of the nuclei themselves or alignment with respect to an underlying large-scale structure. Confirmation of this came from Hutsemékers et al. (2014), who considered quasars known to be part of quasar groups and detected an alignment of the polarization vectors either parallel or perpendicular to the large-scale structure they belong to.

Both observational results (e.g. Tempel & Libeskind 2013; Zhang et al. 2013; Hiv et al. 2017) and tidal torque analytical models (e.g. Lee 2004; Codis, Pichon & Pogosyan 2015) suggest the alignment of galaxy spins with respect to the filaments and walls of the large-scale structure. The geometry of the cosmic web influences the spin and shape of galaxies by imparting tidal torques on collapsing proto-haloes. The same mechanism might be behind both the alignment of galactic spins and polarization vectors, but the topic is still under discussion (Hutsemékers et al. 2014). The main caveats are the peculiar cosmic evolution of quasars, dominated by feedback, and the implications that an alignment on such large scales would have for the cosmological principle (see e.g. Zhao & Santos 2016).
Taylor & Jagannathan (2016) reported local alignment (below the 1 deg scale) of radio galaxies in the ELAIS N1 field observed with the Giant Metrewave Radio Telescope (GMRT) at 610 MHz.

Despite the known trend of radio galaxy major axes to be aligned with the optical minor axis rather than the optical major axis (e.g. Andernach 1995; Battye & Browne 2009; Kaviraj et al. 2015), the correlation between the large-scale angular momentum of the galaxy and the angular momentum axis of the material accreting towards the AGN (traced by the jets) is disputed (Hopkins et al. 2012). This makes the tidal torque interpretation of the radio jets alignment nebulous at best. On the other hand, modelling the formation of dominant cluster galaxies suggests that the spin of the black holes powering AGNs is affected by the galactic accretion history and therefore might be aligned with the surrounding large-scale structure (West 1994).

In this work, we attempt to corroborate and extend the results obtained in Taylor & Jagannathan (2016) by studying the alignment of radio sources in the maps of the radio sky provided by the two surveys: Faint Images of the Radio Sky at Twenty-centimetres (FIRST; Becker, White & Helfand 1995) and TIFR GMRT Sky Survey1 (TGSS; Intema et al. 2017). In Section 2, we construct two catalogues that contain the orientations and coordinates of resolved radio sources. In Section 3, we present the statistical instruments we make use of, based on those developed by Bietenholz (1986) and Jain et al. (2004) for the study of quasar optical polarizations. In Section 4, we discuss the results of the analysis.

In Appendix A, a more sophisticated approach to the study of alignment is presented. The statistics used in there do not however return any significant result.

2 SAMPLE SELECTION

The 2015 November alpha version of the Radio Galaxy Zoo (RGZ) consensus catalogue lists the properties of 85 151 radio sources distributed primarily over the footprint of two surveys: FIRST and Australia Telescope Large Area Survey (ATLAS; Norris et al. 2006). The classification was performed by volunteers, who were presented with radio images from these surveys and the corresponding infrared fields observed by the Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010). They were then asked to match disconnected components corresponding to the same source and recognize the infrared counterpart. A more detailed description of the project is available in Banfield et al. (2015).

The RGZ represents a natural choice for our statistical analysis. Whereas components belonging to the same source are usually recognized through self-matching (i.e. cross-matching the source catalogue with itself to identify sources at a certain distance from each other) or human selection, we rely on the additional information provided by human inspection to increase the reliability of the results. Furthermore, the 5 arcsec nominal resolution of the FIRST images implies a high number of resolved sources, for which a preferential direction can be defined. Lastly, the survey covers an area of about 10 000 deg2 and allows us to infer general properties of the radio sky, instead of a local statistical anomaly.

For our second sample, based on the TGSS Alternative Data Release 1, no human-made classification is available. In its place, we opt for automated self-matching. The TGSS ADR1 is based on an independent reprocessing of an original 150 MHz GMRT survey performed between 2010 and 2012 and the corresponding source catalogue, released in 2016, covers 99.5 per cent of the sky north of −53 deg declination. A more detailed description is available in Intema et al. (2017).

2.1 Radio Galaxy Zoo

We select extended sources from the RGZ consensus catalogue and extract an elongation direction for each of them. We describe this direction with a position angle, defined as the angle east of north in the range [−π/2, +π/2] between the direction itself and the local meridian.

To perform the selection and constrain the orientation, we rely on the quantities contained in the 2015 November alpha version of the RGZ consensus catalogue and, occasionally, on the official FIRST catalogue presented in Helfand, White & Becker (2015), version 14DEC17. Fig. 1 presents these quantities in graphic form. From the RGZ catalogue we extract the areas covered by components belonging to the same source and the peak positions of the source surface brightness contained in these regions (peaks hereafter). From the FIRST catalogue we extract the Gaussian model of the source brightness contained inside the same areas. An additional quantity provided by the RGZ for every morphological classification is the consensus level. This is defined as the fraction of users who voted for the specific components configuration and, in this analysis, it is used to rank distinct classifications of the same object.

Depending on the available data, different procedures are employed to extract the position angle. We define three sub-samples:

(a) If two or more surface brightness peaks are present for a given source, we define the position angle as the slope of the orthogonal distance linear regression of the peaks, weighted according to their flux densities. Around 80 per cent of the selected sources belong to this category. An example of such a source is provided in Fig. 1.

(b) For sources with only one surface brightness peak in the RGZ catalogue, but multiple Gaussian models in the FIRST catalogue, we rely completely on the latter. This occurs when components are not seen as separated in the RGZ because of the particular automated choice of contour levels. For this sub-sample, the centres of the FIRST ellipses, weighted by their integrated flux, are fitted.

1 Website: http://tgssadr.strw.leidenuniv.nl/
If only one surface brightness peak is detected and the FIRST catalogue recognizes only one source inside the single component radio galaxy, we rely on the Gaussian model of the FIRST catalogue and we define the direction as the position angle of the fitted ellipse.

In this case, the source must comply with a total of four criteria.

First, sources must meet the conditions required to be included in the RGZ sample and be presented to the volunteers. These are aimed at selecting resolved sources with a high signal-to-noise ratio:

\[ \frac{S_{\text{peak}}}{S_{\text{int}}} < 1.0 - \left( \frac{0.1}{\log S_{\text{peak}}} \right) \quad \text{and} \quad \text{SNR} > 10, \]

where \( S_{\text{peak}} \) is the peak brightness in mJy beam\(^{-1}\), \( S_{\text{int}} \) is the integrated flux density of the source in mJy and SNR is the signal-to-noise ratio (Banfield et al. 2015).

Secondly, we introduce two additional criteria. The minor axis \( m \) of the fitted elliptical Gaussian model should be larger than 2 arcsec and the deviation of the ratio between the major and minor axis \( r \) from unity should be highly significant:

\[ m > 2 \, \text{arcsec} \quad \text{and} \quad r > 1 + 7\sigma_r. \]

The error on the major and minor axial ratio is overestimated by the quadratic sum

\[ \sigma_r = r \sqrt{\left( \frac{\sigma_m}{m} \right)^2 + \left( \frac{\sigma_M}{M} \right)^2}, \]

where \( \sigma_m \) is the empirical uncertainty on both the fitted minor axis \( m \) and major axis \( M \). The four conditions, (1) and (2), select extended sources for which an elongation is clearly recognizable.

When both multiple Gaussian models and multiple flux density peaks are available, we choose to prioritize the peaks over the centres. Fig. 1 provides an example of how the difference between the two fitted position angles is usually small.

The release of the RGZ consensus catalogue used here includes every classification performed by the volunteers. Because of this, a single source might appear multiple times with different classifications. To filter these duplicate entries we focus our attention on all the recognized components. For every set of overlapping components, we filter out all of the sources they belong to, except for the one with highest consensus level. The effect of this selection process can be seen in Fig. 2, where we plot the distribution of the distances between every source and its closest neighbour. While a natural amount of clustering is expected, we find that almost half of the sources have an extremely close neighbour – a probable duplicate. After we apply our filter the peak around 0.6 arcsec disappears.

A second systematic effect inherited from the RGZ is the quantization of the peak positions. To clearly discern its importance, we limit our attention to the sources classified as containing only two peaks and we plot the differential right ascension and declination of every pair (Fig. 3). Discretization is more noticeable in the vertical axis, but a 1.4 arcsec binning effect is visible in both directions. The presence of pixels is caused by numerical approximations in the implementation of the World Coordinates System. In our analysis, this grid-like disposition of the peaks implies discrete values of the associated position angles. To obtain a continuous distribution of the angles, we smooth out the peak positions by adding a uniformly random value in the range \([-0.7 \, \text{arcsec}, +0.7 \, \text{arcsec}]\) to both coordinates before performing the linear regression. This process pushes the influence of the effect to sub-pixel scales, eliminating its impact on the present study. However, further investigation is needed to constrain its causes.
For the sake of consistency, the final sample presented in Fig. 4 excludes ATLAS sources and it is limited only to FIRST sources. For the same reason, we also exclude every source positioned above RA 20 h and below 4 h, since half of the observations in this region were performed after the observing array transitioned to the new JVLA configuration (Helfand et al. 2015).

Finally, notice how the original RGZ selection in equation (1) does not include an explicit cut for artefacts. During the first run of the RGZ classification, the volunteers were presented with 3 arcmin × 3 arcmin fields. This corresponds to a maximum distance of 3√2 arcmin ≈ 4 arcmin 15 arcsec between two components. To quantify the contamination from artefacts in our sample, we make use of the column $P(S)$ of the official FIRST catalogue, which indicates the probability of a source to be a sidelobe. We cross-matched our selection with the FIRST catalogue using a search radius of 4 arcmin 12 arcsec and we verified that 134 selected sources are part of a field containing possible sidelobes satisfying the condition $P(S) > 0.1$. In principle, these artefacts might be recognized as components and influence the value of the position angles. Because of this, we exclude sources with $P(S) > 0.1$ from our final RGZ sample.

In Fig. 4, we plot the final distribution of the extracted position angles, together with the distributions for the three classes of sources. While we would expect these to be uniform, three peaks are visible around 30◦, −30 and 90 deg. In these three directions we recognize the typical pattern that results from the three arms of the observing radio interferometer – the Very Large Array. The same effect is visible in the FIRST images and is discussed in Helfand et al. (2015), where a three-directional pattern is present in the distribution of the sidelobes around bright sources. The existence of preferential angles may be related to the brightness of the weaker components, although a more detailed analysis would be required to quantify this effect. This will not affect our analysis as long as the effects are non-local.

A similar pattern is discussed also in other analyses (e.g. Chang, Refregier & Helfand 2004; White et al. 2007; Demetroullas & Brown 2015) based on the FIRST survey, where the effect is recognized as non-position dependent. Snapshot surveys are commonly affected by an anisotropic point spread function (PSF) and the connection to the interferometer geometry suggests this origin. Helfand et al. (2015) underlines that particular care was taken in ensuring a constant PSF throughout the different observation epochs of FIRST. In particular, since the hour angle of observation affects the orientation of the pattern in the cleaned images, 90 per cent of the observations were acquired within 1.4 h of the local meridian.

The non-locality of the effect is verified by partitioning the data by both right ascension and declination in four equally populated quadrants. Pairwise, the four position angle distributions are found to be consistent with each other using two-sample Kolmogorov–Smirnov tests.

This first position angle catalogue contains 30 059 sources distributed over an area of about 7000 deg$^2$, resulting in a number density $\sim 4$ deg$^{-2}$.

### 2.2 TGSS alternative data release

As opposed to the RGZ sample, this second position angle sample is based on the product of an automated source extractor. The nominal resolution of 25 arcsec for the TGSS images implies a lower number of extended sources with significant elongation compared to FIRST. However, the relatively steep spectrum of radio galaxy lobes and the sensitivity to extended sources of the GMRT allow TGSS to trace the lobes better than FIRST. Hence, we focus our attention on the identification of double-lobed sources. In Fig. 5, we plot the distance between each entry in the TGSS catalogue and its closest neighbour. The rightmost peak is due to the distribution of uncorrelated radio sources, while the lower peak on the left is caused by multicomponent sources. The plot suggests an average distance of 1 arcmin between the components of a source of the latter type. A peak around the angular scale of 1 arcmin is not present in the RGZ catalogue because the pairing was already performed by the volunteers during the classification process.

We select radio galaxy candidates by self-matching the catalogue with a search radius 1 arcmin 12 arcsec and imposing a maximum ratio of 10 between the total fluxes of the two components (van Velzen, Falcke & Kording 2014). To be part of the final sample both components of the pair need to satisfy additional constraints: (1) isolated (i.e. matched only to each other) and (2) SNR > 10. The position angle is then simply that of the line connecting the two components. The search radius we chose corresponds to the local minimum marked in Fig. 5. A larger value would introduce an artificial contamination in our double-lobed source catalogue, while a lower value would mean losing part of the genuine sources.
3 STATISTICAL ANALYSIS

3.1 Parallel transport

The position angle is a directional quantity defined in the point of the celestial sphere where the corresponding sources lies. In order to perform the calculation of the misalignment angle between two directions on a sphere, the notion of parallel transport should be introduced (Jain et al. 2004).

We parametrize the sphere using spherical coordinates \((r, \theta, \phi)\) and we define in every point a natural orthonormal basis dictated by our coordinate system. This set of unit vectors is \((\mathbf{e}_r, \mathbf{e}_\theta, \mathbf{e}_\phi)\), where the three elements point respectively towards the centre of the sphere, northward and eastward.

A source with position angle \(\alpha\), determined up to a rotation of \(\pi\) radians, can be identified with the unit vector
\[
\mathbf{v} = \cos \alpha \, \mathbf{e}_\phi + \sin \alpha \, \mathbf{e}_\theta. \tag{4}
\]

Since the projection along the line of sight is unknown, we fix this vector to be tangent to the sphere at the point of definition. The vector \(\mathbf{v}\) represents a physical quantity, whereas the definition of position angle \(\alpha\) depends on the choice of coordinate system. For example, if parallels and meridians were redefined with respect to a different north pole, the vectors \(\mathbf{e}_\phi, \mathbf{e}_\theta\) and the position angle \(\alpha\) would change. However, the vector \(\mathbf{v}\) in equation (4) would still describe the same direction in space. On a sphere, parallel transport allows us to define a coordinate-invariant inner product between two vectors, by translating one of them along arcs of great circles connecting the two.

Let us consider two tangent vectors \(\mathbf{v}_1\) and \(\mathbf{v}_2\) with position angles \(\alpha_1\) and \(\alpha_2\), defined respectively in \(P_1 = (r_1, \theta_1, \phi_1)\) and \(P_2 = (r_2, \theta_2, \phi_2)\). Both of these points belong to the same unit sphere \((r_1 = r_2 = 1)\).

The great circle passing through them lies on a plane perpendicular to \(\mathbf{e}_r\),
\[
\mathbf{e}_1 = \mathbf{e}_\phi \times \mathbf{e}_\theta, \tag{5}
\]
We define \(\mathbf{e}_1\) and \(\mathbf{e}_2\) as the tangent vectors of this great circle in the points \(P_1\) and \(P_2\).
\[
\begin{align*}
\mathbf{e}_{11} &= \mathbf{e}_1 \times \mathbf{e}_{r_1}, \tag{6} \\
\mathbf{e}_{22} &= \mathbf{e}_2 \times \mathbf{e}_{r_2}. \tag{7}
\end{align*}
\]

We call \(\xi_1\) the angle between \(\mathbf{e}_{11}\) and \(\mathbf{e}_{r_1}\); similarly, we define \(\xi_2\) as the angle between \(\mathbf{e}_{22}\) and \(\mathbf{e}_{r_2}\). Translating the vector \(\mathbf{v}_1\) along the great circle maintains the angle with the local tangent vector constant and at the point \(P_2\) it results in the translated vector \(\mathbf{v}'_1\) with position angle
\[
\alpha' = \alpha_1 + \xi_2 - \xi_1. \tag{8}
\]

Fig. 7 depicts the vectors involved in the operation. With this in mind, we define the generalized dot product between \(\mathbf{v}_1\) and \(\mathbf{v}_2\) as the following:
\[
\mathbf{v}_1 \odot \mathbf{v}_2 = |\mathbf{v}_1| |\mathbf{v}_2| \cos(\alpha_1 - \alpha_2 + \xi_2 - \xi_1). \tag{9}
\]

Since our data set is purely directional, we have \(|\mathbf{v}_1| = |\mathbf{v}_2| = 1\). For the same reason, the inner product is written using the following simplified notation
\[
(\alpha_1, \alpha_2) = \cos[2(\alpha_1 - \alpha_2 + \xi_2 - \xi_1)]. \tag{10}
\]

The factor two is introduced so that the argument of the cosine ranges over the full \(-\pi\) to \(+\pi\) (Bietenholz 1986). By definition \((\alpha_1, \alpha_2) \in [ -1, 1 ]\), where +1 indicates perfect alignment (Jain et al. 2004) and -1 implies perpendicular directions.

3.2 Angular dispersion

Given the \(i\)th source, we consider the \(n\) sources closest to it (including itself). We call \(d_{i,n}\) the dispersion function of their position angles.
\[
d_{i,n}(\alpha) = \frac{1}{n} \sum_{k=1}^{n} (\alpha, \alpha_k). \tag{11}
\]

This quantity is a function of a position angle \(\alpha\) located at the point where the \(i\)th source lies. We call \(\alpha_{\text{max}}\) the position angle that
Table 1. Comparison between the different samples and source catalogues discussed in this paper.

| Name                        | Frequency | Median RMS noise (mJy beam$^{-1}$) | SNR threshold | Number of sources | Minimum resolution | Sky fraction | Median redshift |
|-----------------------------|-----------|-----------------------------------|---------------|-------------------|-------------------|--------------|-----------------|
| FIRST$^a$                   | 1.4 GHz   | 0.15                              | 5             | 946432            | 5 arcsec × 5 arcsec | 26 per cent | 2.2 ± 0.9$^b$   |
| Radio Galaxy Zoo$^c$        | 1.4 GHz   | 0.15                              | 10            | 82 187            | 5 arcsec × 5 arcsec | 22 per cent | 0.4$^d$±0.21$^d$ |
| Radio Galaxy Zoo processed$^c$ | 1.4 GHz   | 0.15                              | 10            | 30 059            | 5 arcsec × 5 arcsec | 19 per cent | 0.4$^d$±0.20$^d$ |
| TGSS$^f$                    | 150 MHz   | 3.5                               | 7             | 623 604           | 25 arcsec × 25 arcsec | 90 per cent | —               |
| TGSS processed$^f$          | 150 MHz   | 3.5                               | 10            | 11 674            | 25 arcsec × 25 arcsec | 42 per cent | —               |

Notes: $^a$Helfand et al. (2015).

$^b$Mean redshift with 68 per cent confidence levels from Chang et al. (2004).

$^c$Banfield et al. (2015).

$^d$Only 30 per cent of the sample has a human-matched optical counterpart with known redshift.

$^f$The selection process, aimed at selecting resolved sources to use in this study, is detailed in Section 2.

$^i$Intema et al. (2017).

Figure 7. Two-dimensional schematic illustration of parallel transport. The figure displays the arc of great circle passing through the points $P_1$ and $P_2$, with $e_{1n}$ and $e_{2n}$ tangent vectors to curve in these points. Notice that the angle $\theta$ between the tangent vector and $v_1$ is kept constant when $v_1$, located at $P_1$, is translated along the curve to the point $P_2$. The figure is taken from Jain et al. (2004), fig. 1, with the author’s permission.

maximizes the dispersion, which assumes the value

$$d_{i,n}\bigg|_{\text{max}} = \frac{1}{n} \left[ \left( \sum_{k=1}^{n} \cos 2\alpha_k' \right)^2 + \left( \sum_{k=1}^{n} \sin 2\alpha_k' \right)^2 \right]^{1/2},$$

(12)

where $\alpha_k'$ was defined in equation (8) and corresponds to the value of the original position angle $\alpha_k$ after being transported in the $r$th position. Following Jain et al. (2004), we regard this maximal value as the measure of the dispersion of the $n$ sources and $\alpha_{\text{max}}$ as their mean direction. The maximum value allowed for the dispersion is $d_{i,n}\big|_{\text{max}} = 1$, corresponding to perfect alignment of the sources. The coordinate-invariance of the inner product (equation 10) extends to the dispersion.

For a sample of $N$ sources, we fix a number of nearest neighbours $n$ and we derive the set of dispersions:

$$\{d_{i,n}\bigg|_{\text{max}}, \quad i = 1, \ldots, N. \}$$

(13)

For this set, we define the following statistics:

$$S_n = \frac{1}{N} \sum_{i=1}^{N} d_{i,n}\bigg|_{\text{max}},$$

(14)

corresponding to the mean dispersion. $S_n$ measures the average position angle dispersion of the sets containing every source and its $n$ neighbours. If the condition $N \gg n \gg 1$ is satisfied, then $S_n$ is expected to be normally distributed. Jain et al. report the following form for its variance

$$\sigma_n^2 = \frac{0.33}{N},$$

(15)

where $N$ is the total number of sources in the sample. The quantity $S_n$ can be employed for different values of $n$, although these different measurements are not independent. Because the dispersion $d_{i,n}$ is defined in equation (11) as an average of the $n$ closest neighbours, the presence of a positive alignment for $n^*$ neighbours implies a preferential positive signal for every $n > n^*$.

The deviation of the dispersion $d_{i,n}\big|_{\text{max}}$ from its mean value is not normalized, but is found to be $\propto 1/\sqrt{n}$ (Jain et al. 2004). This is mirrored by $S_n$:

$$S_n \propto \frac{1}{\sqrt{n}},$$

(16)

To remove this spurious dependence, we will write the measurements of $S_n$ as one-tailed significance levels when considering multiple values of $n$

$$\text{SL} = 1 - \Phi\left( \frac{S_n - \langle S_n \rangle_{MC}}{\sigma_n} \right).$$

(17)

where $\Phi$ is the cumulative normal distribution function and $\langle S_n \rangle_{MC}$ is the expected value for $S_n$ in absence of alignment, found through Monte Carlo simulations. We then employ the following approximate scale: log SL $< -3.5$, very strong alignment; $-2.5 < \log \text{SL} < -3.5$, strong alignment; $-1.5 < \log \text{SL} < -2.5$ weak alignment.

For every source (labelled by $i$), we define $\varphi_{i,n}$ as angular radius of the circle containing its $n$ neighbours. We can then define the
following set:

$$\{\varphi_{i,n}\}, \quad i = 1, \ldots, N.$$  \hfill (18)

The distribution of this set provides information about what angular scale a particular $S_n$ probes. For our purposes, we will refer to its median $\bar{\varphi}(n)$ and the 68 per cent interval around it.

### 3.3 Random data sets

To estimate the uncertainties and the significance of a given measurement we use simulated data sets containing only noise. The random data sets (1000 in total) are generated by shuffling the position angles among different sources to ensure that every configuration is affected by the same position angle distribution and survey geometry.

For a binned or sampled quantity $W_k$ $k \in \{1 \ldots N_{\text{bins}}\}$, we estimate the covariance matrix as

$$\Sigma^2 \equiv \langle (W_i - \langle W \rangle_{\text{MC}})(W_j - \langle W \rangle_{\text{MC}}) \rangle_{\text{MC}},$$  \hfill (19)

where all the averages are computed over multiple simulations.

For a multivariate Gaussian random vectors $x$ with expected mean $\mu$ and covariance matrix $\Sigma$ of rank $k$, the $\chi^2$ test is generalized using the Mahalanobis distance squared

$$d^2 = (x - \mu)^T \Sigma^{-1} (x - \mu),$$  \hfill (20)

which is chi-square distributed with $k$ degrees of freedom. In our analysis, we define the components of vector $W$ as the measurements of the statistics $W$ performed on different scales. We then use as Mahalanobis statistics the following expression:

$$d^2 = (W - \langle W \rangle_{\text{MC}})^T (\Sigma^{-1}) (W - \langle W \rangle_{\text{MC}}).$$  \hfill (21)

The alignment analyses performed by Jain et al. (2004), Hutsmekers et al. (2014) and Taylor & Jagannathan (2016) are based on statistical tests similar to the position angle/polarization vector mean dispersion $S_n$ defined in equation (14). None of the above references take covariance into account when estimating the significance level of the measured dispersion as a function of the angular scale. In this study, the Mahalanobis statistics measures deviation from the noise by taking covariance into account.

### 4 RESULTS

Unless stated otherwise, in this section we assume as our null hypothesis the absence of spatial coherence in the orientations of radio sources.

In Fig. 8, we plot the significance levels (SL) of the angular dispersion statistics $S_n$ for three different position angle samples: (1) RGZ, (2) TGSS and (3) a subset of the RGZ sample, or RGZ II. This last one is designed to mimic the source count and number density of the TGSS sample, by randomly eliminating two thirds of the sources in the RGZ sample. This results in a reduced number count of 10088 and a number density of about 1.5 deg$^{-2}$. We use this data set to also confirm that the relations (16) and (15) are confirmed up to a margin of 10 per cent.

Using equation (21) as a statistical test, we obtain $d^2 = 26.15$ for the RGZ sample, corresponding to a $p$-value <0.02. On the plotted scales this signal is found not to be consistent with the noise. The distribution of $S_{15}$ for the shuffled catalogues (see Section 3.3) is plotted in Fig. 9, together with the measured value.

For the other two samples in Fig. 8, the signal is confirmed to be consistent with the noise ($p$-value >0.05).

The lower limit for the variable $n$ is set by the condition $n \gg 1$ and in our case we choose $n = 15$. On the other hand, the upper limit can reach any value $n < N$, where $N$ is the total number of sources in the sample. For the maximum values of $n$, our choice was motivated by the corresponding angular scales. In Fig. 10, we plot the median value of the set of angular scales $\{\varphi_{i,n}\}$ probed as a function of every considered $n$, see equation (18). The errorbars delimit the 68 per cent interval centred on the median. For the RGZ sample the maximum $n = 80$ corresponds to $\bar{\varphi} \approx 2.5$ deg. For 30 per cent of the sources in our sample, the RGZ consensus catalogue contains an optical counterpart with known redshift. Around two thirds of these are spectroscopic and the rest are photometric. Fig. 11 presents the redshift distribution. The median value is $z = 0.47$ if we consider both classes, and $z = 0.54$ if we consider only spectroscopic redshifts. Assuming a flat Λ cold dark matter (ΛCDM) Cosmology and cosmological parameters $\Omega_m = 0.31, \Omega_\Lambda = 0.69$, the angular scale of 2.5 deg is equivalent to a comoving scale of around 70–85 $h_7^{-1}$ Mpc at these redshifts. This is the typical length of the longest low-redshift filaments of the cosmic web (Tempel et al. 2014). Since no redshift
If the alignment signal is due to physical proximity we expect these to be the relevant scales. To validate physical proximity as a possible explanation, we confirm that, among the sources with known redshift, ~1.5 × 10³ pairs have an angular separation within 1.5 deg and redshift difference within 0.01. Since only a third of the RGZ sample has known redshift, we can then estimate the number of physically close pairs as 3 × 1.5 × 10³ = 4.5 × 10³.

Because of the large uncertainties on photometric redshifts, this value underestimates the number of real pairs.

The absence of an alignment signal in TGSS is not surprising. When reduced to similar number densities and source counts the signal is not present in the RGZ sample either. Number density and source count affect the final signal $S_n$ in different ways. A lower number density has the effect of shifting the signal towards lower $n$. As visible in Fig. 10, the maximum scale $\phi$ probed with the RGZ sample for $n = 80$ corresponds barely to the minimum scale probed with the RGZ II sample.

At the same time, the number count does directly affect the chances of measuring a significant alignment, since the variance is dominated by the shot noise in equation (15). Evidently, a change of a factor 3 in the number of sources $N$ is enough to erase the alignment signal.

The alignment detection discussed above could be contaminated by large radio galaxies, whose lobes are aligned with each other, e.g. along the same position angle, but are counted as separate sources in the RGZ sample. This can occur because the volunteers are only presented with a 3 arcmin × 3 arcmin field centred on a FIRST catalogue position, so sources larger than that may go unrecognized. As a rough check on the impact of this potential contamination, we examined the FIRST images of 35 double-lobed radio galaxies, 3.5 arcmin to 10 arcmin in extent, drawn from a sample of 6000 such sources >1 arcmin in extent and with secure optical identifications, compiled by one of us (HA, see e.g. Andernach et al. 2012). None of these sources appeared in our RGZ sample as two distinct sources. We therefore conclude that the large source contamination is unlikely to be making a significant contribution, based on (a) the low (undetected) probability of having both lobes in our sample, (b) and the relative scarcity of large sources in general, (~3.5 per cent of FRII radio galaxies are 1.5 arcmin , using Fig. 11 from (Overzier et al. 2003) and (c) the fact that our highest significance signal occurs between 1.5 and 2 deg, where there are only a handful of sources so large in the whole sky. However, the existence of a small fractional population of sources that RGZ volunteers may not find should be investigated further when detailed size distributions are being studied.

5 CONCLUSIONS

We constructed two samples of radio galaxies to search for the signature of source alignment: one based on the RGZ 2015 November catalogue, and the other on the TGSS Alternative Data Release 1 catalogue.

The RGZ sample is formed by sources present in the FIRST survey and classified by volunteers participating in the RGZ collaboration. In this paper, we report marginal evidence of local alignment among radio sources within this sample. The signal is inconsistent with the noise with a significance level >2$\sigma$. Its main feature is a 3.2$\sigma$ minimum of the significance level on angular scales between 1.5 and 2 deg. Assuming a flat $\Lambda$CDM Cosmology and cosmological parameters $\Omega_m = 0.31$, $\Omega_k = 0.69$, this roughly corresponds to a physical scale in the range [19, 38] Mpc.
By number of sources, RGZ is about 600 times larger than the set considered by Taylor & Jagannathan (2016) and about 100 times larger than the largest set of quasars considered for the alignment study of quasar polarization vectors (Pelgrims & Cudell 2014). More detailed investigations of other, even larger samples, with different selection biases (see Section 2) or choices for the scales of interest (see Section 4), would be useful.

The TGSS sample was obtained from a reprocessed GMRT survey. In this case, no evidence of alignment is found. However, its lower source density means that even if a signal was present, it would not be significant.

The alignment of astronomical sources has frequently been a topic of interest. Optical galaxies have usually dominated the conversation (Joachimi et al. 2015), which in recent years has seen a resurgence in popularity due to the identification of galaxy alignment as a systematic effect for weak lensing (Kirk et al. 2015). If the alignment of radio galaxies is proved to be connected to the tidally induced alignment of their optical counterparts, radio observations might be used to constrain the intrinsic orientation of galaxies.

An alternative hypothesis might revolve around the origin of radio-loud AGNs, believed to be associated with galaxy mergers (see e.g. Croton et al. 2006; Hardcastle, Evans & Croston 2007; Chaberge et al. 2015). If mergers play a role in spinning up the supermassive black hole or orienting the accretion disc emitting the jets, a preferential merger direction along the filaments of the large-scale structure could result in the alignment of the jets.

With the new generation of high-resolution radio interferometers like the Low Frequency Array (LOFAR) and the Square Kilometre Array (SKA), the cosmological prospects of radio astronomy will be expanded (e.g. Blake et al. 2004; van Haarlem et al. 2013). We expect the study of alignment to be part of these efforts.
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APPENDIX A: POSITION ANGLE AS SHEAR

In this appendix, we focus on an approach to the study of the position angles based on an alternative formalism. The study of other directional quantities over large scales through the use of spin-2 spherical harmonics is well established. Examples of such quantities are the polarization $P$ of the CMB or the cosmic shear field $\gamma$ (e.g. Planck Collaboration 2016; Hikage et al. 2011). However, in our attempts, the detailed properties of the position angle data sets forced a sampling of the correlation functions and power spectra that did not allow us to resolve features like the minimum in Fig. 8. In particular, the main complications are the partial sky-coverage, the low source density and the predisposition to systematic effects of interferometric measurements.

Although the products presented in this appendix are inconclusive, we describe here our implementation of the cosmic shear statistics, so that it can be applied when suitable samples will become available.

Cosmic shear is usually detected through the analysis of the spin-2 field

$$\gamma = \gamma_1 + i \gamma_2, \quad (A1)$$

where $\gamma_1$, $\gamma_2$ are defined on a local Cartesian reference frame. Under rotation of an angle $\Phi$ the field transforms as $\gamma \rightarrow \gamma e^{i \Phi}$. The shear is usually estimated as the ensemble average of galaxy ellipticities $\varepsilon$ (Kirk et al. 2015)

$$\varepsilon = \frac{1}{1 + q} (\cos 2 \alpha_p + i \sin 2 \alpha_p), \quad (A2)$$

$$\gamma = (\varepsilon). \quad (A3)$$

In this definition, $\alpha_p$ is the major axis position angle of the optical galaxy and $q$ is the ratio between the major and minor axes. We define the tangential and cross-component ellipticity $\varepsilon_t$ and $\varepsilon_x$, with respect to a direction as the projection of the ellipticity in the two $+ \times$ components: (1) parallel or perpendicular to it (2) oriented at 45 or $-45$ deg. For a direction defined by the polar angle $\Psi$

$$\varepsilon_t = -Re[ e^{-2i \Psi} \varepsilon] \quad (A4)$$

$$\varepsilon_x = -Im[ e^{-2i \Psi} \varepsilon] \quad (A5)$$

In our sign convention, a positive $\varepsilon_t$ corresponds to tangential alignment, i.e. the position angle $\alpha_p$ and the direction $\Psi$ are parallel, while a negative value corresponds to radial alignment, i.e. the two are perpendicular (Kilbinger 2015).

The literature contains multiple statistics involving the shear field. In particular, we focus on those described in Schneider, van Waerbeke & Mellier (2002), Eifler, Schneider & Krause (2010) and implemented by the software TREECORR$^2$ (Jarvis, Bernstein & Jain 2004).

When evaluating a two point correlation function, the two components $\gamma_1$ and $\gamma_2$ are defined with respect to the direction connecting the sources. These components are commonly estimated by neglecting both the curvature of the sphere and the parallel transport operation described in Section 3.1. Because of this, we limit our analysis in this section to distances smaller than 5 deg, corresponding to about 0.1 rad.

We introduce the two-point correlation functions

$$\xi(\psi) = \langle \gamma_1 \gamma_1 \rangle, \quad (A6)$$

$$\xi(\psi) = \langle \gamma_1 \gamma_1 \rangle + \langle \gamma_2 \gamma_2 \rangle, \quad (A7)$$

$$\xi(\psi) = \langle \gamma_1 \gamma_1 \rangle - \langle \gamma_2 \gamma_2 \rangle, \quad (A8)$$

$$\xi(\psi) = \langle \gamma_t \gamma_t \rangle, \quad (A9)$$

$$\xi(\psi) = \langle \gamma_t \gamma_t \rangle + \langle \gamma_x \gamma_x \rangle, \quad (A10)$$

$$\xi(\psi) = \langle \gamma_t \gamma_x \rangle - \langle \gamma_x \gamma_t \rangle, \quad (A11)$$

where the averages are computed over every possible pair of sources with angular distance $\psi$. The tangential and cross-component shear are defined as in equation (A4), (A5). The two correlation functions $\xi_t$ and $\xi_x$ distinguish between different shear configurations, according to the provided definitions of $\gamma_t$ and $\gamma_x$. Furthermore, we define $\gamma(\psi)$ as the mean shear inside a circular aperture of radius $\psi$. The variance of this quantity can then be estimated directly from the correlation function $\xi_t$

$$\langle |\gamma(\psi)|^2 \rangle = \int d\psi \psi^2 \xi_t(\psi) S_\psi \left( \frac{\partial}{\partial \psi} \right) \quad (A12)$$

The definition of the weight function $S_\psi$ and a more detailed introduction to the top-hat shear dispersion are given by Schneider et al. (2002).

Using the representation introduced in equation (A2), the position angle $\alpha$ can be written as

$$\gamma'' = \cos 2 \alpha + i \sin 2 \alpha \quad (A11)$$

Under a rotation of an angle $\Phi$ the quantity $\gamma''$ behaves exactly like the shear field, $\gamma'' \rightarrow \gamma'' e^{i \Phi}$. This justifies the extension to $\gamma''$ of the statistics defined for $\gamma$. Since we want to study the alignment configuration of the position angles, we should point out that no averaging is involved. In our analysis $\gamma''$ takes the place of the shear field $\gamma$ and not of the ellipticity $\varepsilon$.

In the presence of a global systematic effect, we rewrite the correlation functions (A6) and (A7) as

$$\xi_t(\psi) = \langle \gamma'' \gamma'' \rangle - \varepsilon''_{tt} \quad (A12)$$

$$\xi_x(\psi) = \langle \gamma'' \gamma'' \rangle - \varepsilon''_{xx} \quad (A13)$$

where we subtracted a noise bias, to be estimated through simulated random data sets containing only the noise. The expression for the estimator (A10) must be computed from these unbiased correlation functions.

We do not assume any particular model for our analysis and we set as our primary objective the detection of a positive correlation. In its absence we expect the two-point correlation functions and the dispersion to be consistent with the noise on every scale $\psi$.

The function $\langle |\gamma''|^2 \rangle (\psi)$ is closely related to $S_\psi$ (Eq. (14)) since both of them estimate the average dispersion (or dispersion squared) of the position angles. The first one considers spherical caps of constant aperture radius $\psi$, while the second considers caps with a constant number of sources $n$. The dispersion $\langle |\gamma''|^2 \rangle (\psi)$ has the advantage of probing precise angular scales, but for non-uniformly distributed samples its value can be easily skewed by the sources in low-density regions. Another drawback, due to our chosen implementation, is the lack of parallel transport in its computation.

A1 Products

In Figs A1 and A2, we plot the statistics presented in equation (A6), (A7) and (A10) for the RGZ and TGSS samples. The noise bias has already been subtracted. The covariance matrices are generated using the method described in Section 3.3.

Since the diagonal terms in the covariance matrix (19) are two orders of magnitude higher than the non-diagonal terms, we can
Figure A1. Weak lensing statistics for the RGZ sample: the two point correlation functions $\xi_{tt}(\phi)$, $\xi_{xx}(\phi)$ as a function of the distance $\phi$ and the top-hat shear dispersion $\langle |\gamma^2| \rangle (\phi)$ as a function of the aperture radius $\phi$.

confirm that the measurements of the statistics $\xi_{tt}$ and $\xi_{xx}$ for different angular scales are in fact independent. The same is not true for the dispersion $\langle |\gamma^2| \rangle$. The reason for this is the same as the one discussed in Section 3.2 for the statistics $S_n$.

The correlation functions $\xi_{tt}(\theta)$ and $\xi_{xx}(\theta)$ are consistent with normally distributed noise. This result was checked using common statistical tests: (1) Shapiro–Wilk, (2) $\chi^2$, (3) Anderson–Darling and (4) two-tailed Kolmogorov–Smirnov. All of them returned $p$-values $>0.05$. For the two $\langle |\gamma^2| \rangle$, we obtain the Mahalanobis distances $d^2 = 17.28$ and $d^2 = 12.05$. Given the number of degrees of freedom ($k = 12$), both correspond to $p$-values $>0.05$, meaning that these results are also consistent with the noise.

Nothing conclusive about the alignment configuration can be stated, since both $\xi_{tt}$ and $\xi_{xx}$ are consistent with zero. The dispersion $\langle |\gamma^2| \rangle$ is also found to be consistent with the noise. This is not unexpected, since the estimator in equation (A10) is simply a convolution of $\xi_+ = \xi_{tt} + \xi_{xx}$ and a weight function. If $\xi_+$ is found to be largely consistent with zero, the same should be true for $\langle |\gamma^2| \rangle$.

Finally, the down-crossing of $\xi_{tt}$ around the angular scale of 3 deg seems to suggest a change in the configuration of the alignment. The limited number of data points and the overall consistency with zero of the correlation function do not allow for a conclusive statement. However, assuming the down-crossing to be a feature, we can assign a significance to this observation. The probability of obtaining eight consecutive positive data points is found to be less than 0.005.

Figure A2. Weak lensing statistics for the TGSS sample: the two point correlation functions $\xi_{tt}(\phi)$, $\xi_{xx}(\phi)$ as a function of the distance $\phi$ and the top-hat shear dispersion $\langle |\gamma^2| \rangle (\phi)$ as a function of the aperture radius $\phi$.
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