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Abstract In this article, we use Swedish longitudinal register data to study the effect that similarity in organizational properties has on the interaction between organizations. We map out the social space of large organizations in the Stockholm Region and the interplay between social distance and the network communities of employee movements between organizations. We firstly use homogeneity analysis to describe the dynamics of organizations in terms of the time evolution of their similarity. Our results show that most categorical variables are quite stable over time. Organizations linked through employee movement edges have a lower average distance in social space than non-linked organizations. Secondly, we look at network community dynamics in social space. Employee flows between organizations in different communities exhibit a so-called gravity law from spatial statistics, decaying more slowly than observed geographical networks, meaning that employees reach out regions of social space further than of physical space. Finally, the rate of change of distance in homogeneity space exhibits a statistical distribution similar to the ones found in various other growth processes in natural and man-made systems.
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1 Introduction

1.1 Social space and the geometry of interactions

Social life unfolds in physical space. The complex interactions between individuals, institutions and organizations are allowed as well as constrained by space. It is known, for example, that social interaction patterns like friendship networks are embedded in the geographical setting of the people involved, in such a way that the likelihood of a contact tie to form between two individuals decreases as the geographical distance separating them increases (Butts et al. 2012). Likewise, a well-studied fact in urban systems is that the amount of people traveling between two cities is roughly inversely proportional to the distance separating the cities (Zipf 1946).

But society is not bounded by physical space alone. Social interaction over time gives rise to an array of specific constraints not necessarily captured by physical constrains. Status hierarchies are a good example of an object with structure-like properties that are—at least not entirely—of physical origin. An office clerk may work right next to the company director, yet a series of nonphysical social barriers and conventions probably affect the likelihood to meet and become friends. Physical space might be the substrate, but social space plays a role in the likelihood.

It is within this context of interplay between physical and social properties that the notion of social space becomes useful. Proximity in social space is related to some form of similarity along a set of relevant social characteristics. The position of two individuals in social space allows defining a social distance by analogy with geographical distance. The assumption is that proximity of two individuals in social space increases the likelihood of them interacting, and conversely, their interaction decays as they are placed further apart in social space. This assumption is grounded on one of the most robust empirical findings in social network analysis: the fact that similar individuals tend to be linked among themselves to a higher degree than dissimilar individuals, something generally known as homophily (McPherson et al. 2001). Through the notion of social distance, a geometrical view on social interaction is introduced.

Researchers have advanced different notions of social space. Blau (1977) conceptualized it on the basis of sociodemographic properties, e.g. age, sex, education level, socioeconomic status, etc. Each of these individual-level attributes becomes a dimension in a multidimensional social space, essentially an axis in a Cartesian coordinate system. Blau saw this space as an adequate representation social structure at the societal level, imposing constraints on the types of interaction patterns that are likely to occur in a population. Due to this seminal contribution McPherson (2004) coined the term Blau space to refer to such type of social spaces.

Blau’s conceptualization of social space defines a priori theoretically derived dimensions of the space, with as many coordinate axes as relevant sociodemographic variables. Another important and qualitatively very different conceptualization is not to assume any structure a priori, and let the geometry be determined by
the similarity between category values. This approach, relational in essence, is probably best known among sociologist because of ‘*Distinction: a social critique of the judgment of taste*’ (Bourdieu 1984). He used similarity—called correspondence—between social variables in order to map out the structure of a social fields. Within this framework, individuals in different regions of this space possess different kinds of capital, and interaction between individuals and groups of individuals such as classes unfolds along the constrains of the space (Bourdieu 1985, 1987).

Before moving forward, we should mention a critical issue in this kind of similarity-based dynamics: the difficulty in teasing out whether similarity precedes interaction or vice versa. That is to say, do two social entities (individuals, organizations) begin to interact because they are similar—i.e. close in social space—or do interacting social entities become closer more similar—and consequently closer in social space—by virtue of their interaction? We will come back to this point and check it with our data.

1.2 Organizational dynamics in social space: similarity and communities

The demographic perspective on organizational dynamics has the organization as the unit of analysis. Researchers have studied the birth and death of organizations and its impact on a whole population of organizations (Carroll and Hannan 2000). Within these organizational dynamical processes, similarity plays a role as well. Organizations either group themselves or become grouped into sectors and industries conformed by organizations with similar characteristics, people tend to change jobs between organizations in similar sectors and industries.

The previous point regards organizational dynamics at the level of organizations. At a the more micro level of the individual, it has long been known that organizations to a certain extent hire employees through other employee’s recommendations, and that job seekers on the other hand make use of contacts in the proximity of their social networks to apply for positions, making networks an important factor for employee mobility in the labor market (Montgomery 1991).

It is therefore not surprising that ideas and models based on some form of social space have been applied to organizational dynamics questions. McPherson and Ranger-Moore (1991) focus on an application to voluntary organizations, introducing a social space model à la Blau where education and occupational status (or prestige) are the two central Blau dimensions, and they together with the available organizational capacity create an organizational landscape that evolves over time. Recruitment for voluntary organizations takes place in each person’s neighborhood in Blau space.

Closely related to social space and organizations is the idea that social space neighborhoods can offer a proxy for an organization’s *social niche*. The concept of niche has been applied to the study of social movements (Stern 1999) and political landscapes of a social group in a geographical area as shown in Leuthold et al. (2007). Such studies, although incorporating a dynamical viewpoint, have lacked a network perspective. Additionally, they tend to be à la Blau and thus rely on an assume a priori a geometry defined by preset dimensions.
On the other hand, there are two approaches to analyze how organizational populations interact: population ecology and community ecology. The first approach is mainly due to Hannan and Freeman (1977) and later Hannan and Freeman (1989). The second approach is advanced by Astley (1985) in a critique of Hannan and Freeman’s original formulation of organizational ecology. An organizational community is then an environment where different populations of organizations coexists and engage in different interaction processes such as competition and symbiosis (Aldrich and Ruef 2006, Chap. 11). Of interest is the stability of communities over time, and the differentials between the dynamics within communities and the dynamics between communities. In this study, we explore community stability by means of the flow of employees between organizations.

There might be different aspects to social space that are not captured by a single logic. That is to say, there could be more than one aspect to social space, and different aspects could coexist and interplay. In this study, we explore a combination of two aspects of the social space of organizations: the demographic aspect, which we study by homogeneity analysis without assuming any orthogonality in the relevant dimensions of social space, and the community aspect, which we incorporate by using network community detection techniques to estimate groups of labor flows more tightly connected among each other.

1.3 Aim of this study

In this article, we study the effect of similarity in organizational properties on the interaction between organizations. Concretely, we investigate to what extent more similar organizations are more likely to be linked to each other, and whether belonging to the same organizational community makes a difference in the social space of interaction.

To that end, we use Swedish longitudinal register data and map out a similarity-based social space of large organizations in the Stockholm Region and the interplay between social distances and the network communities of employee inter-organizational movements. The data is quite unique, since it allows for the tracking over time of all employees and organizations, and through that the construction of an inter-organizational network. On the methodological side, we use a combination of homogeneity analysis (a similarity-based dimensionality reduction) and network community structure algorithms in order to provide a geometrical interpretation to organizational dynamics and address different aspects of the description of social space.

The remainder of this article is structured as follows. We describe the database in Sect. 2. The methods and visual tools we use are outlined in Sect. 3. Section 4 presents the analyses. Finally, in Sect. 5 we provide some concluding remarks and discuss lines of further research.
2 Data

Our study is not data-driven, but rather intends to apply a new combination of methods—homogeneity analysis and network community detection—to a suitable data set. Thus, we use the Stockholm database for our analyses. It is a compilation of Swedish governmental registers compiled by Statistics Sweden (Statistiska centralbyrån, SCB).1 It contains information on organizations in the Stockholm Region for the period 1990–2003.

The period of analysis is chosen due to the availability of data, but it is at the same time an interesting period to study, for historical reasons. It is characterized by important macroeconomic transformations like the Swedish economic crisis at the beginning of the 1990s, the shrinking of the public sector and the shift from manufacturing to more service-oriented private activities (Bergmark and Palme 2003). The data also provide an opportunity to try this innovative combination of methods.

All organizations with employees registered in the Region are included. The legal ownership allows distinguishing between public and private organizations, and we also have information on their main activity at the workplace level. Each organization has a unique, de-identified ID number that allows for longitudinal tracking across the whole period. We also have information on the largest source of employment for every individual 16 years old or older who is employed by an organization in the Region during the period, her gender and age range. Longitudinal traceability of employees is done with another set of de-identified unique IDs, so we can compute flows of employees moving between organizations across time.

We study organizations of 1000 or more employees. Due to the highly skewed nature of the size distribution—a statistical feature of the Stockholm Region as well as other economies, see e.g. (Axtell 2001)—there are relatively few such organizations in the dataset, an average of 84 over time. However, they concentrate approximately 37% of the employed population in the Region (an average of 314,000 employees). Understanding how their social space looks like gives insights into a dominating fraction of the whole economy. On the other hand, our methodological strategy of homogeneity analysis and employee flows works best if the number of observations is relatively small, due to the fact that visualization of homogeneity and flow community patterns becomes very complex—if not impossible—for a large number of points.2

---

1 The name of the full database is LISA, for Longitudinal integration database for health insurance and labour market studies. More information on the source of the data can be found at the Statistics Sweden website: http://www.scb.se/lisa-en/.

2 The lower limit at 1000 employees is motivated by the importance of large organizations in the size distribution and the possibility to make the number of organizations tractable by the homogeneity analysis method. However, the number in and of itself is arbitrary. We then performed two sensitivity analyses taking a size limit slightly less than 1000 employees, concretely at 950 employees, and a limit slightly above, at 1050 employees. The choice of variables and variable definitions were left constant. The results and conclusions reported in the study for the 1000 employee limit are robust with respect to the change in size limits. The only remarkable difference is that the sample with 950 or more employees, because it includes more organizations and employee flows, has more pairs of organizations separated by a large
A first step before performing the analysis is to define which variables to consider. We will keep the model as simple as possible and include only nominal variables. The Gifi framework and the implementation in the package homals allow for a number of extensions like using ranked variables (de Leeuw and Mair 2009). Table 1 shows a list of the variables used in our analyses. To begin with, most research on organizational dynamics and communities has focused on privately-owned organizations. Given that the Stockholm Region during the period of analysis has about half its population in the public sector, the interaction between public and private organizations is a factor that cannot be excluded. Consequently, a first variable to consider is the ownership sector, indicating if the organization is public or private. Additionally, the literature on organizational ecology has shown that different industries or organizational populations exhibit different birth, growth and death patterns (Hannan and Freeman 1989). So the sector ownership variable is complemented by a variable about the organization’s main industrial activity, calculated as the activity with most employees. As a measure of activity concentration, we distinguish between organizations where the main activity occupies 75% or more of the employees, and otherwise.

Within large organizations, a further distinction can be made between the ones up to 10,000 employees and the larger ones. The reason for this distinction is that size effects have been found to be significant for many organizational demographic processes, from the disbanding of organizations to their survival in time (Carroll and Hannan 2000, Chap. 14). Thus, the size range constitutes another one of our categorical variables. The overall number of employees is a global measure of size affecting the whole organization. A local measure of size is given by the workplace density, which is the average number of employees per workplace. We code the variable into two categories: less or equal than 100 and larger than 100. Finally, it has been shown that the demography of organizations affects individual employee mobility, and that the effect is different depending on gender and age (Carroll and Hannan 2000, Sect. 19.4). In order to address these effects, we consider two demographic variables at the workplace level: fraction of workplaces with at least 50% female employees (coded as 1 when at least 50% of the workplaces meet this criterion, and 0 otherwise), and fraction of workplaces with at least 50% employees.

Footnote 2 continued
distance in homogeneity space. Consequently, there are more outliers in the distance distributions for the 950 employee limit, but the bulk of the distributions is qualitatively the same.

3 The use of variables in homogeneity analysis determines the coordinates in homogeneity space. In a sensitivity analysis, we checked how the results are affected when variables are excluded from the model. First, we test how the coordinates change when successively taking the variables in Table 1, in reverse order, i.e. from variable (7) to variable (1). The mean square deviation from the full model is then calculated for each successive stage. The results depend on the dimension we consider. In the first dimension there is little variation; one needs to take away five variables in order to have a relative mean square deviation larger than 10% of the original coordinate values. The second dimension of homogeneity space, however, is more sensitive, with relative mean square deviations oscillating from 23 to 110%. However, this situation takes place when we cumulated the exclusion of variables. If we instead take out one variable at the time and analyze the individual effect, the relative mean square deviations are under 1% of the full model for most variables as well as both homogeneity dimensions. The two variables that have a largest effect are the fraction of female- and young-dominated workplaces.
34 years old or younger (coded as 1 when at least 50% of the workplaces meet this criterion, and 0 otherwise).

3 Methods

3.1 Homogeneity analysis

Homogeneity analysis is a descriptive dimensionality reduction method for categorical variables, meaning that it attempts to capture variation patterns in the data by representing the information in a structure that has considerably less dimensions that there are observations in the dataset. Homogeneity analysis belongs to the Gifi family of methods (Michailidis and de Leeuw 1998) that builds on and

Table 1 Variables and its respective category values for homogeneity analysis

| Variable | Description | Category values |
|----------|-------------|-----------------|
| (1) sec  | Ownership sector | public, private |
| (2) sniGr | Main industrial activity | Manufacturing and mining, Energy and waste, Commerce and communication, Financial and company services, Education and research, Human health and social work, Cultural services, Public administration and others |
| (3) sniGr75 | Fraction of employees in main activity | < 75%, ≥ 75% |
| (4) sizeR | Size range by number of employees | Large (≤ 10,000), very large (> 10,000) |
| (5) empWP | Average number of employees per workplace | ≤ 100, > 100 |
| (6) femFrac | Fraction of female-dominated workplaces | < 50%, ≥ 50% |
| (7) youngFrac | Fraction of young-dominated workplaces | < 50%, ≥ 50% |

We checked for the sensitivity of the model with respect to the choice of threshold values for some of the categorical variables. Changing the fraction of employees in main activity from 75 to 50% has very little effect: relative mean square deviations of less than 1% for both homogeneity dimensions. A change in the average number of employees per workplace from 100 to 50 impacts then first homogeneity dimension by 0.2% and the second by 4%. Finally, changing the thresholds in the fractions of female- and young-dominated workplaces from 50 to 75% results similarly small effects: 0.1 and 0.2% respectively for the first dimension, and 0.9 and 12% for the second dimension. Again, the second dimension of the variable for young-dominated workplaces is the most sensitive, but overall not as much as to alter the results significantly.

The 34 year-limit corresponds to the classification in the Labor Force Surveys (Arbetskraftsundersökningsarna, AKU) by Statistics Sweden. More information available at the website: http://www.scb.se/am0401-en.
extends Multiple Component Analysis (MCA), the method pioneered in Bourdieu (1984).

Let us summarize how this method works. Traditional regression models describe—or explain as it is usually put—variation in the data by minimizing the residual of a given function with respect to the data, or equivalently by maximizing the likelihood of a given model to represent the data. Homogeneity analysis works by minimization of a loss function that depends on the categorical values taken by the observations. Without going into technical details, the goal here is to find values for both observations and category values—called object scores and category quantifications respectively—that minimize the loss function under the restriction posed by the input data. The resulting values are coordinates in an N-dimensional space where the dimensionality is usually 2 or 3. Following the logic outlined in the Introduction, this method is à la Bourdieu so to speak, because it does not use the categorical variables as coordinate axes, but rather lets the similarity in the data decide the placement of observations and category values.

An illustration of the output of a two-dimensional homogeneity analysis on our data for 1 year is sketched in Fig. 1, upper panel. Both organizations and the values of a given categorical variable (taken two values, blue and green in the example) are placed in the space. Each organization takes one and only one value per category, and thus a distance between organizations and category variable values can be determined. One of the most interesting features of this method is the possibility to interpret the estimations geometrically, and use the resulting space as a proxy for social space or at least one aspect of social space. In particular, the loss function has a nice geometrical interpretation as the sum of the square distances between all observations and all categories. So minimizing the loss function is a global optimization condition equivalent to finding the arrangement of points in the plane where the sum of these distances is minimal.

Additionally, there is the possibility to see how the space changes in time and therefore to characterize the dynamics or the organizational population from the point of view of the evolving social space. Here we should remind ourselves that our social space is structured à la Bourdieu, meaning that a change in social space follows from a change in the units (i.e. organizations) and unit categories that span it.

For the implementation of our homogeneity analyses we use the R package homals (de Leeuw and Mair 2009).

To conclude, let us mention that there are other methods closely related to homogeneity analysis. Multidimensional scaling (MDS) is a related technique that relies on writing down a dissimilarity function for the data. The loss function has another form where differences in dissimilarity matter, unlike the loss function in homogeneity analysis that looks at the norm of the differences. These results in MDS not having the same geometrical interpretation of space coordinates as homogeneity analysis, so our chosen method provides a more direct and useful interpretation. Michailidis and de Leeuw (1998) state that certain forms of cluster analysis in the sense that one tries to identify groups of observations based on similarity along categorical variable values, closely related to the idea in homogeneity analysis that similar observations should be placed in close coordinates.
3.2 Network community structure

One approach to characterizing the dynamics of organizational communities and their social space could be to look for connectivity structures in the links between organizations. In our case, the network is built out of employee movements.
between organizations. Within the field of network science, the development of algorithms and procedures to detect and track down network communities constitutes an expanding field of research; see Fortunato (2010) for a relatively recent review and Surendran et al. (2016) in particular for a geometric approach. A network community—hereafter community—is a subset of organizations (nodes in the network) such that the links within nodes in the community are more prevalent than the links to nodes outside of it.

Our intention is not to engage in a comparison between the myriad of community detection algorithms out there, but rather to use network communities as a further dimension of social space structuring. Therefore, we focus on the widely used Louvain community detection algorithm (Blondel et al. 2008), implemented in python. It is a fast modularity-based algorithm that returns a so-called dendrogram, i.e. a hierarchical arrangement of communities that are successively aggregated to form higher-level communities. We can see an illustration of the interplay between the homogeneity space of organizations and network communities in Fig. 1, lower panel. Note that network communities are constituted both by large organizations—the ones in the homogeneity space being estimated—and other smaller organizations as well.

4 Results

4.1 Similarity dynamics in social space

4.1.1 Homogeneity analysis

We work with the two-dimensional space solution. Higher dimensions are possible, but the visual interpretation gets trickier in that case and often boils down to projecting the points into 2D planes anyways. The plot in Fig. 2 shows an example of how the output of homogeneity analysis for a particular year can be visually represented to conform a social space. The plot features the observation scores representing positions of organizations in social space. Positions corresponding to observations that have the same value of a given categorical variable (here public or private ownership sector) are shown in the same color. Note that a point may represent more than one organization, because two organizations that have the same combination of categorical variables will get the same scores. We furthermore observe that organizations belonging to the same sector tend to cluster in space. Recall that the minimization that results in the scores for each observation and category value is global (all data is used simultaneously) so the clustering we observe is not just a consequence of the sector variable, but of the overall variation in the data. A qualitatively analogous picture can be drawn for other years and categorical variables.

4.1.2 Category time evolution

The dynamics of these large organizations are very complex to describe. However, organizations can be grouped along various categories, and the time evolution of the
whole category can give insights into the evolution of the organizations possessing a certain category value. It is here when having a method that provides a simultaneous geometrical interpretation for both organizations and category values comes is very useful. We first need to define a social distance. Two organizations $i$, $j$ have their corresponding coordinates in homogeneity space, given by the pairs $(x_i, y_i)$ and $(x_j, y_j)$ respectively. Then the social distance is simply the Euclidean distance in two dimensions:

$$d(i, j) = d(x_i, y_i, x_j, y_j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}. \quad (1)$$

The time evolution of category quantifications—sometimes called category centroids—for all dichotomous categorical variables is shown in Fig. 3, upper panel. The case of main industrial activity is omitted for clarity, as it would have

---

6 A note on null distances. As mentioned before, organizations having the same combination of variable values will end up in exactly the same homogeneity space coordinates. As a consequence, the social distance between them will be exactly equal to zero. The fraction of organizations occupying unique positions decreases over time, from 71% in 1990 to 27% in 2003. Among the combinations with the higher number of organizations per position are organizations in the public sector in health activities, with an average of 18.7 organizations per position. Thinking in terms of pairs of organizations, an average of 3.2% of all the pairs with no movement edges correspond to organizations in the same position, while the same is true for an average of 2.6% of the between-community edges and a 30.4% of the within-community edges. However, our results are not driven by the presence of these zero-distance pairs.
been necessary to show all possible combinations of pairs of industrial activities. We can see that the distances for most variables are relatively stable over the whole period, indicating that the corresponding variable values do not change on average their similarity. For instance, the distance between organizations having large concentration of employees in the same activity versus not having a large concentration (variable \textit{sniGr75}) does not change much.

Exceptions are the size range variable \textit{sizeR} and the variable on dominating fraction of young employees \textit{youngFrac}. Large and very large organizations become overall more dissimilar as time elapses, with a stability period after the beginning of the 1990s and a reduction towards the beginning of the 2000s. The distance between organizations dominated by young people and others increases substantially at the beginning of the period and then decreases to remain stable. These drastic changes can be related to the Swedish crisis at the beginning of the 1990s, characterized by high unemployment and the progressive shrinking of large private organizations (Bergmark and Palme 2003).

The evolution of the distance between categories is informative, but equally interesting is to see how the distance changes look over time. The simplest change analysis is to look at the change in distance from 1 year to the next one, so-called growth rate (Stanley and Amaral 1996), defined for two objects $i, j$ as the logarithmic ratio of their successive distance values:

$$rd(i,j; t_0, t_1) = \log_{10} \left( \frac{d(i,j; t_1)}{d(i,j; t_0)} \right),$$

where $t_0, t_1$ stand in the usual convention for a reference year, say 1995, and the next year, in this case 1996. This rate is equal to zero when there has been no change in distance, positive when the categories have moved apart—i.e. become more dissimilar—and negative in the opposite case when they have come closer in social space. The results can be seen in Fig. 3, lower panel. We observe a clear divide between two variable groups: activity concentration and employee dominance (\textit{sniGr75}, \textit{femFrac}, \textit{youngFrac}) tend to have positive growth, i.e. the distance between category values increases, in line with our previous observations. The other values have negative growth; organizations with different category values become more similar over time. In 1998 all variables reach a stall point with very little growth. Interestingly, this year corresponds roughly to the end of the recovery of the economy after the crisis at the beginning of the decade.

### 4.2 Communities in social space

Organizations do not exist in isolation; they are linked with one another in various ways, for example by the employee mobility between organizations. Here we consider the movement edges connecting the large organizations in the sample and the rest of the population in the Stockholm Region. Furthermore, we take into account the community structure of this network and use the Louvain algorithm to find and aggregate the communities up to the third level. It should be noted that for the purposes of detecting communities, the directionality of the movement edge is
not considered, i.e. only the existence of a link between two organizations is relevant, not its direction. This allows us to see if the employee flow patterns within the same community differ from the patterns between communities.

Fig. 3 Time evolution of distance variables in homogeneity analysis. Upper panel: distance between category centroids of dichotomous variables. Lower panel: rate of change of distance between category centroids of dichotomous variables, according to Eq. (2). Of special interest is the year 1998 where the all rates of change are close to zero; this coincides roughly with the end of the recovery period from the crisis at the beginning of the 1990s. Variables: sec: ownership sector, sniGr75: fraction of employees in main activity, sizeR: size range (number of employees), empWP: average number of employees per workplace, femFrac: fraction of female-dominated workplaces, youngFrac: fraction of young-dominated workplaces.
4.2.1 Size and social distance: gravitational laws

In the Introduction, we took up an example illustrating how social interaction decays with geographical distance. This is a particular instance of a so-called gravity law from spatial statistics of population models (Erlander and Stewart 1990). Over the years, researchers have found other similar regularities in geographically bounded flows in social networks, see (Barthélemy 2011) for an overview. Some of these regularities take the functional form

\[ F_{ij} = \frac{S_i S_j}{d(i,j)^\alpha}. \]  

The case reported in (Zipf 1946) for movements of people between cities corresponds to setting the exponent \( \alpha = 1 \). Traffic flow in highways between cities and inter-city communication have been shown to decay with an exponent \( \alpha \approx 2 \) (Barthélemy 2011). Some of the functions are more complicated extensions of Eq. (3), but the one presented here already captures different kinds of phenomena.

But would the behavior for social distance be comparable to the geographical distance case? Our check for the gravity law is shown in Fig. 4, where we plot, for each pair of organizations over the whole period, the total flow of employees times the distance against the product of the respective organizational sizes (measured in number of employees).

Note that the flow is the total flow, namely the sum of employees going in both directions and not the net result. We also show reference slope lines corresponding to the cases \( \alpha = 0.5, 1, 2 \). We can observe that employee movement edges between organizations of 10,000 employees or less exhibit a random pattern with average slope close to \( \alpha = 0 \), regardless of the community structure. So, no apparent correlation is observed here. The case of within community large to very large edges is somehow similar, with a slightly positive slope. Unlike the between community case which features a slope close to \( \alpha = 0.5 \). If we replace the exponent in Eq. (3) we see that the flow decays slower with social distance than in the baseline case \( \alpha = 1 \). Thus, employees can reach our further in social space than they do in physical space. Edges between very large organizations have a certain slope, but the data points are too few to make any meaningful claim.\(^7\)

4.2.2 Distribution of movement edges

As named in the Introduction above, homophily is one of the most robust empirical findings in social network analysis. On the other hand, it is assumed that social entities are connected to a higher degree to other entities in their vicinity in social space. So people should have on average higher contact frequency the lower the distance in social space. We can check if this statement holds for our population of large organizations in the Stockholm region. In Fig. 5 we show the time evolution of the distribution of distances computed according to Eq. (1), divided by whether we

\(^7\) Essentially the same pattern is observed if the data are broken down by year.
observe a movement edge that year or not. We see that our hypothesis is in fact confirmed: the distribution for pairs of organizations with movement edges are consistently shifted towards lower distances in our space. The difference is more pronounced at the beginning of the period.

We performed a Chi square test for comparison of two density functions of the same number of bins according to (Press et al. 1992, Sect. 14.3) in order to see if the distributions are statistically different.\(^8\) Table 2 shows the result of the test. As we can see from the p-values, the distributions are statistically significant for all years. The p values proved to be quite insensitive to the number of bins.

\(^8\) Given a two histograms with 25 bins each, and with \(E_{i1}, E_{i2}\) the number of observations in the \(i\)th bin of the first and second histogram respectively, the Chi square statistic is constructed as

\[
\chi^2 = \sum_i \frac{(\sqrt{E_{i2}/E_{i1}} - \sqrt{E_{i1}/E_{i2}})^2}{(E_{i1} + E_{i2})},
\]

where \(E_1 = \sum_i E_{i1}, E_2 = \sum_i E_{i2}\).
4.2.3 Community stability and social distance growth

The case of edges within versus between communities is shown similarly in Fig. 6. A Chi square contrast was performed in this case as well. The results, also shown in Table 2, indicate again that the distributions are statistically different; organizations belonging to the same communities are on average closer in homogeneity space. This reinforces the previous observation: organizations closer in social space are both more likely to be linked by employee movements, but also more likely to

![Figure 5](image)

**Fig. 5** Distribution of distance in homogeneity space, categorized by existence of a movement edge between the organizations, over time. Euclidean distance computed according to Eq. (1)

| Year | Figure 5 $\chi^2$ | p value | Figure 6 $\chi^2$ | p value |
|------|-------------------|---------|-------------------|---------|
| 1991 | 180.179           | 0.000   | 388.446           | 0.000   |
| 1992 | 229.210           | 0.000   | 328.234           | 0.000   |
| 1993 | 248.270           | 0.000   | 256.917           | 0.000   |
| 1994 | 187.105           | 0.000   | 309.726           | 0.000   |
| 1995 | 222.987           | 0.000   | 375.618           | 0.000   |
| 1996 | 244.503           | 0.000   | 292.458           | 0.000   |
| 1997 | 271.335           | 0.000   | 446.754           | 0.000   |
| 1998 | 274.630           | 0.000   | 327.959           | 0.000   |
| 1999 | 242.022           | 0.000   | 456.776           | 0.000   |
| 2000 | 261.282           | 0.000   | 627.683           | 0.000   |
| 2001 | 191.156           | 0.000   | 492.254           | 0.000   |
| 2002 | 289.252           | 0.000   | 430.086           | 0.000   |
| 2003 | 308.765           | 0.000   | 508.830           | 0.000   |

**Table 2** Chi square test for distribution comparison, corresponding to Figs. 5 and 6
belong to the same network community. One result is related to the other but not intuitively deducible from it.

The distribution of edges over time provides an overall sense of how social distance behaves between and within network communities. A related question, presented in the Introduction, concerns the stability of organizational communities as a whole. A first approximation to that is to look at how the social distance between pairs of organizations changes from 1 year to the next. Similarly to what we did for groups of organizations, we can use the growth formula in Eq. (2) and study the probability density functions. The analyses are shown in Fig. 7. The probability density functions are separated by type of edge: no edge, employee movement edge between communities and edge within communities. We can see that the patterns for pairs of organizations with no movement edge and for edges between communities are essentially equal. The resulting distribution resembles a so called double exponential or Laplace distribution, a robust recurring feature in growth processes of many kinds; see Mondani et al. (2014) for a review of applications and models. A characteristic of this statistical pattern is that change in distances is most of the time very small, but occasionally some abrupt change occurs, represented by the heavy tails in the distribution. A case of random distance fluctuation would lead to a Gaussian distribution, and that is roughly the pattern we observe for within-community social distance growth.

The distributions are furthermore broken down by time ordering of the edge, meaning simply that the data points are grouped according to the existence of an edge the year before and the current year. For example, $edge(t_0, t_1) = No \rightarrow Yes$ translates to all pairs of organizations during all years where an edge did not exist 1 year but existed the year after that. The motivation behind this was mentioned in Sect. 1: to try and check whether the similarity dynamics is the result of homophily or social influence, at least in a 1-year time window. Since there are essentially no differences between the distributions, we conclude that in the short term there is no way to tell if similar organizations become linked, or if linked organizations become
more similar, or both. See “Appendix” for an additional check related to initial distance.

5 Discussion

5.1 Conclusions

In this study, we used Swedish longitudinal register data and a combination of homogeneity analysis and network community detection to study the effect that similarity in organizational properties has on the likelihood of interaction between organizations. For that, we characterize the dynamic social space of large organizations in the Stockholm Region for the period 1990–2003. Our conceptualization of social space is relational, drawing inspiration from the work of Bourdieu (1984), as opposed to a space of absolute coordinates à la Blau.

We performed a dynamical homogeneity analysis in two-dimensional space. Formulating the problem within this framework allows for a geometrical interpretation of similarity, thus promoting the problem to a geometrical problem. We analyzed similarity dynamics of groups of organizations by studying the time evolution of the distance between category values and found that most categorical variables are quite stable over time, with the exception of organizational size range.
and fraction of workplaces dominated by young people. We further associated these variations with the Swedish crisis of the 1990s and its recovery phase.

Distance in social space was shown to affect the likelihood of a movement link between two organizations: linked organizations have a lower average distance than organizations not sharing a movement edge. This is in line with the usual theoretical assumption about proximity in social space favoring the emergence of social relationships.

We then studied the application of social distance-based analyses to organizational communities defined by inter-organizational employee flows. Our results show that the dynamics of employee movements within organizations belonging to the same community are in general qualitatively different from the dynamics of flows between organizations in different communities. Pairs of organizations belonging to the same network community are closer in homogeneity space than pairs of organizations in different communities. An analysis inspired by spatial statistics in geographically bounded network flows showed that the flow of employees between organizations in different communities exhibits a so-called gravity law with an exponent that decays more slowly than observed geographical networks, meaning that employees reach out regions of social space further than of physical space.

The result that organizations reach out further in social space than in physical space could be due to different reasons. For instance, the cost of reaching out could be higher in geographical space, since it requires to physically transport goods and services. Organizational similarity lowers cost of information and other exchanges, and part of this is reflected in the geometry of homogeneity space. One could also imagine a thought experiment where the cost of reaching out in space is severely reduced. In the light of the slower decay of interaction in social space compared to physical space, a drastic cost reduction could have a larger impact in strengthening the interactions mediated through social space (like information exchange), thus weakening geographical boundaries.

Finally, we studied the relative change in social distance between pairs of organizations. The resulting growth distributions for non-linked organizations as well as for organizations belonging to different communities feature a heavy-tailed Laplace statistical pattern similar to the one found in numerous other growth processes in natural and man-made systems, while the within-community social distance growth is more random and Gaussian like. To the best of our knowledge, this is the first time this result is shown in this context.

Additionally, there are no signs that homophily as a mechanism for similarity dynamics is preferred to social influence, at least not the short term. These findings may have implications for the understanding of how an aggregation of random local fluctuations inside a unit like a community or a city, coupled with heavy-tailed fluctuations between units, can give rise to the statistical growth patterns.

5.2 Further research

Our exploration of the social space of organizations is far from exhaustive, and there are several avenues to pursue further research. Theoretically, one can imagine
further developing our homogeneity analysis into a fitness landscape model for organizational selection, something more in the spirit of McPherson and Ranger-Moore (1991) named in the Introduction. Regarding network communities, further analyses can be carried out, for instance, in order to focus on the evolution of the communities themselves and their change in time.

As mentioned on the Introduction, social space may very well consist on different aspects interplaying with each other. On that regard, we have explored how networks can be used to capture a relational aspect of dynamics in social space, in particular having to do with organizational communities. Another potentially interesting network aspect would be to explore how constrains in social space interact with social networks to facilitate the generation and accumulation of social capital, thus opening up the possibility to bridge the gap between the literature on social space models and the work on networks models of social capital (Burt 2000).

These developments can help identifying process regularities and lead to a better understanding of the mechanisms underlying the dynamics of interactions between organizations. As the analyses of change in social distance over time show, it might be possible to track macroeconomic phenomena by looking at the changes in social space, and maybe ultimately provide indications on e.g. how long a phase in the economic cycle will last. Along that line, to study the change and growth of distance in social space may offer a new tool to extract information about the whole system of organizations, and is applicable as well to any other context featuring a group of interacting social units.

On the methodological side, other representations of homogeneity analysis are relevant. As seen in Fig. 1, upper panel, the output with coordinates for observations and category variable values can be analyzed as a planar bipartite network, i.e., a network composed of two types of nodes—organizations and category values—where edges only link nodes of one type with nodes of the other type (Michailidis and de Leeuw 1998). This will give rise to a potentially very interesting combination of spatially embedded two-mode network dynamics. Furthermore, it is conceivable to postulate a social space that has a relative coordinate framework (à la Bourdieu) as we used here, embedded in a higher order absolute space (à la Blau). That would allow studying changes in the structure of the space as different from the changes in space geometry caused by changes in the social units populating it.

Finally, there are other related methods one may want to consider. Homogeneity analysis relies on diagonalization and eigenvectors to find the coordinates of observations and categories in the two-dimensional space. This is also the case of various network centrality measures based on eigenvector centrality (Bonacich 1972). One can therefore complement our network analyses with network measures. Lastly, there are other ideas leading to proxies for social space, and methods associated with them. For instance, within networks, there exists the latent space approach (Hoff et al. 2002). The latent space model, like homogeneity analysis, is à la Bourdieu and requires the dimensionality to be set from the start. In this case, the error in a regression model is given a geometrical interpretation.
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Appendix: Scaled distance change distribution

In our previous analyses, we have shown that the conditional probability density function of distances between organizations not linked as well as linked but in different network communities exhibit heavy tails alike many known growth processes in natural and man-made settings including organizations (cf. Fig. 7). Within the literature on growth processes in general and on organizational growth in particular, it is customary to do an additional check by breaking the distribution down by reference distance (Amaral et al. 1997). The rationale behind this is to see whether the observed heavy-tailed distribution is merely a superposition of other types of distributions (say a Gaussian distribution) or if it on the contrary holds for all distance ranges $D$. To make the different ranges comparable we scale the values with

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{probability_density_function.png}
\caption{Probability density function of scaled distance growth rate, according to Eq. (4). Distributions by initial distance bin.}
\end{figure}
where $\bar{r}_d(D)$ is the mean distance growth rate for all pairs of organizations having a reference distance in the range $D$, and $\sigma_{r_d}(D)$ is their corresponding standard deviation. This procedure is similar to the standardization of a normal distribution. The resulting distributions are shown in Fig. 8. We see that the statistical pattern observed in the original analysis holds partially, mostly in the case of middle distances (0.01–0.1), green in the plot. This is particularly so for the distributions with no edge and between communities. The distributions within communities are qualitatively different from the rest, with heavy tails only for the decreasing side. Furthermore, the very small distances do not collapse on top of the other curves for the cases with edges, and instead looks like a highly-peaked distribution, a possible indication that the growth dynamics of very similar organizations are somehow different from the rest.
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