COVIDx CXR-3: A Large-Scale, Open-Source Benchmark Dataset of Chest X-ray Images for Computer-Aided COVID-19 Diagnostics
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Abstract

After more than two years since the beginning of the COVID-19 pandemic, the pressure of this crisis continues to devastate globally. The use of chest X-ray (CXR) imaging as a complementary screening strategy to RT-PCR testing is not only prevailing but has greatly increased due to its routine clinical use for respiratory complaints. Thus far, many visual perception models have been proposed for COVID-19 screening based on CXR imaging. Nevertheless, the accuracy and the generalization capacity of these models are very much dependent on the diversity and the size of the dataset they were trained on. Motivated by this, we introduce COVIDx CXR-3, a large-scale benchmark dataset of CXR images for supporting COVID-19 computer vision research. COVIDx CXR-3 is composed of 30,386 CXR images from a multinational cohort of 17,026 patients from at least 51 countries, making it, to the best of our knowledge, the most extensive, most diverse COVID-19 CXR dataset in open access form. Here, we provide comprehensive details on the various aspects of the proposed dataset including patient demographics, imaging views, and infection types. The hope is that COVIDx CXR-3 can assist scientists in advancing machine learning research against both the COVID-19 pandemic and related diseases.

1 Introduction

As the COVID-19 pandemic continues to progress internationally, the push for effective and robust screening methods is imperative. One method that has seen significant increase in usage in the COVID-19 clinical workflow is chest X-ray (CXR) imaging, which offers complementary screening information to transcriptase-polymerase chain reaction (RT-PCR) testing with the benefits of more readily accessible and mobile healthcare equipment \textsuperscript{11}. In addition, CXR imaging is routinely conducted in parallel to tedious viral testing for patients with respiratory complaints \textsuperscript{12} to reduce patient volume and provide more clinical detail. As such, multiple works have investigated deep learning-driven computer-aided diagnostics to both detect positive SARS-CoV-2 cases from CXR images \textsuperscript{13,14} as well as provide severity assessments that can be leveraged in patient triaging \textsuperscript{4,6,7}. Nevertheless, as a result of the rapid progression of the pandemic and drive for results, such studies have been limited in terms of quantity and/or diversity of patients as well as standardization between datasets for higher public accessibility. In this work, we introduce COVIDx CXR-3, a large-scale
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Figure 1: Example CXR images from COVIDx CXR-3 benchmark dataset: (A) normal or no pneumonia or SARS-CoV-2 finding, (B) pneumonia infection, and (C) SARS-CoV-2 positive finding.

Table 1: Distribution of CXR images and patient cases (in parentheses) for both training and evaluation datasets in COVIDx CXR-3, split by infection type. Note the total for patients is 10 less than the sum across the training set as some patients had both SARS-CoV-2 negative and positive CXR images from different studies.

| Infection Type | Split   | Normal   | Pneumonia | COVID-19     | Total       |
|----------------|---------|----------|-----------|--------------|-------------|
|                | Training| 8,437 (8,238) | 5,555 (5,612) | 15,994 (2,808) | 29,986 (16,648) |
|                | Test    | 100 (100)         | 100 (100)       | 200 (178)       | 400 (378)     |
|                | Total   | 8,537 (8,338)     | 5,655 (5,712)    | 16,194 (2,986)  | 30,386 (17,026) |

The COVIDx CXR-3 benchmark dataset comprises carefully curated CXR images from a multi-institutional, multinational patient cohort, in collaboration with expert radiologists and clinicians. More specifically, COVIDx CXR-3 comprises patient cohorts from the following organizations and initiatives: (1) RSNA International COVID-19 Open Radiology Database (RICORD) [8], (2) Stony Brook University (COVID-19-NY-SBU) [9], (3) Valencian Region Medical Image Bank (BIMCV) [10], (4) RSNA Pneumonia Detection Challenge dataset [11], (5) COVID-19 Image Data Collection [12], (6) Fig.1 COVID-19 CXR Dataset Initiative [13], (7) ActualMed COVID-19 CXR Dataset Initiative [14], and (8) COVID-19 Radiography Database [15]. Expert feedback was used to evaluate the quality and applicability of the images from each source, leading to removal of some images from the listed sources. A test set that has no patient overlap with the training set was created from randomly sampled patients from the Radiological Society of North America (RSNA) RICORD [8] and Pneumonia Detection [11] initiatives as a result of their high image and annotation quality. Each collected patient case is documented with one of the following findings: (A) normal or no pneumonia and no SARS-CoV-2 infection, (B) non-SARS-CoV-2 pneumonia infection, and (C) positive SARS-CoV-2 (COVID-19) infection. Example images from COVIDx CXR-3 for each infection case are shown in Figure 1.

3 Results and Discussion

Table 1 shows the distribution of CXR images and patients in regard to infection type. The final COVIDx CXR-3 benchmark dataset is composed of 30,386 CXR images from 17,026 unique patients, of which 16,194 CXR images (53.3%) and 2,986 patients (17.5%) come from SARS-CoV-2 positive cases, creating a relatively balanced training and testing set for SARS-CoV-2 positive and negative detection in terms of image count. The smaller balanced test set is the result of sampling an 80%/20%
Table 2: Summary of demographic and imaging protocol variables for the COVIDx CXR-3 benchmark dataset. Age and sex statistics are expressed on a patient level, while imaging view statistics are expressed on an image level.

| Age | Sex | Imaging view |
|-----|-----|--------------|
|     |     | Male         | Female | Unknown |
| <18 | 792 (4.7%) | 9,050 (53.2%) | 6,830 (40.1%) | 1,146 (6.7%) |
| [18, 59] | 11,275 (66.2%) | | |
| (59, 74] | 3,111 (18.3%) | | |
| (74, 90] | 702 (4.1%) | | |
| >90 | 7 (0.04%) | | |
| Unknown | 1,139 (6.7%) | | |

Figure 2: Distribution of demographic variables and imaging views in COVIDx CXR-3 for SARS-CoV-2 positive patient cases and CXR images respectively.

Systems trained on the COVIDx CXR-3 benchmark dataset have the opportunity to detect each individual documented infection class or group normal and pneumonia cases together to form a negative SARS-CoV-2 label for targeted SARS-CoV-2 screening. The hope is that the release of COVIDx CXR-3 in an open-source manner will help encourage researchers, clinical scientists, and citizen data scientists to accelerate advancements and innovations in the fight against the pandemic.

Finally, to serve as a baseline reference for comparison purposes, Table 3 provides benchmark test performance for three different deep neural network architecture designs on the COVIDx CXR-3 test dataset, as conducted in [4, 5]. We hope that COVIDx CXR-3 can assist scientists in advancing research against both the COVID-19 pandemic and related diseases.
Table 3: Sensitivity, positive predictive value (PPV), and accuracy of benchmark networks on the COVIDx CXR-3 test dataset [4, 5].

| Architecture       | Sensitivity (%) | PPV (%) | Accuracy (%) |
|--------------------|----------------|---------|--------------|
| DenseNet201 [16]   | 82.9           | 88.9    | 90.3         |
| ResNet-50 [17]     | 88.5           | 92.2    | 90.5         |
| COVID-Net [3]      | 93.5           | **100** | 94.0         |
| COVID-Net CXR-2 [5]| 95.5           | 97.0    | 96.3         |
| MEDUSA [4]         | **97.5**       | 99.0    | **98.3**     |

Potential Negative Societal Impact

While the aim with this large-scale benchmark dataset release is to support researchers, clinicians, and citizen data scientists in advancing research, one negative societal impact that can potential arise from this release the misuse of the collected data. For example, the benchmark dataset may be utilized by insurance companies to construct machine learning algorithms for forecasting future medical expenses, and as such lead to increased insurance premiums by insurance companies that could be inappropriate for a given patient given imperfect predictive analytics.
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