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Abstract
Describing a video is a challenging yet attractive task since it falls into the intersection of computer vision and natural language generation. The attention-based models have reported the best performance. However, all these models follow similar procedures, such as segmenting videos into chunks of frames or sampling frames at equal intervals for visual encoding. The process of segmenting video into chunks or sampling frames at equal intervals causes encoding of redundant visual information and requires additional computational cost since a video consists of a sequence of similar frames and suffers from inescapable noise such as uneven illumination, occlusion and motion effects. In this paper, a boundary-based keyframes selection approach for video description is proposed that allow the system to select a compact subset of keyframes to encode the visual information and generate a description for a video without much degradation. The proposed approach uses $3 \sim 4$ frames per video and yields competitive performance over two benchmark datasets MSVD and MSR-VTT (in both English and Hindi).

1 Introduction

In recent years, we witnessed the exponential growth in multimedia data (especially video) over the Internet (Singh et al., 2019). This large volume of data creates a need for automatic video understanding systems that can describe the video’s content, event and action with a short textual description. There are many applications of automatic video description generation such as efficient content indexing and searching, storytelling, the amalgamation of speech with the video description can also help visually impaired people and if the video description approaches are successful in generating a short textual description of the real-world scenes, then the robots can converse with humans effectively (Singh et al., 2020a; Aafaq et al., 2019). The task of generating image and video descriptions are very closely related. But the presence of both temporal and spatial information, which varies with the time in a video, makes the task of video description generation more challenging than image description. So for generating an informative and visually related video description, the efficient encoding of both spatial and temporal features of the video is the basic step in any video description framework.

Being an interdisciplinary problem of both computer vision and natural language processing, researchers form both domain have proposed a numerous approach for describing a video precisely, but still, much work is needed to be done. A video consists of a sequence of similar frames, but various editing effects are included in the video due to the recent advancements in technologies and these editing effects affect the process of selecting informative frames from the video. Existing approaches such as (Singh et al., 2021b; Nabati and Behrad, 2020b; Venugopalan et al., 2014; Gao et al., 2020) encode the visual features of the video either by segmenting the video in the interval of some arbitrary value $k$ (most of time $k = 16$) or by selecting first $n$ frames. Meanwhile, the process of encoding visual features by equal interval sampling does not guarantee that all the selected frames are informative because, in a video it is possible that the selected frames are suffering from different types of noise such as uneven illumination, motion blur, occlusion and object zoom-in/out effects (Chen et al., 2018). In this paper, we address the issue of selecting informative frames by using color information based shot boundary detection followed by keyframe selection from each shot. A shot in a video is a set of continuous similar frames captured uninterruptedly and when the content of these frames get changed, it creates
two types of boundaries (transitions) in the video namely - abrupt and gradual transition. The novel contribution of the proposed work are:

i. We propose a plug-and-play keyframe selection module based on visual color information of the input frames by employing a long video temporal segmentation algorithm. This module is designed by considering the three basic requirements of any video understanding model: flexibility, efficiency and effectiveness.

ii. In the proposed framework, a temporal soft attention mechanism is employed that will focus more on the responsible keyframes from the set of selected keyframes for an input video at every time step.

iii. We perform a detailed qualitative and quantitative analysis on the results generated by the framework for MSVD, English MSR-VTT\(^1\) and Hindi MSR-VTT\(^2\) datasets.

The organization of the remaining part of the paper is as follows. Section 2 report a review of related work on video description. Section 3 discussed the proposed approach. A detail experimental studies is reported in Section 4 followed by conclusion in Section 5.

2 Related Work

Earlier, the process of bridging the gap between visual content and natural language was considered a challenging task. However, with the success of deep learning approaches in recent years, the gap has been reduced. Till now, the approaches proposed for video description can be categorised into three phases: classical method based phase, statistical method based phase and deep learning-based phase (Aafaq et al., 2019). Further, the related work in this section is divided into three subsections based on the type of approach is employed: Sequence-to-Sequence based approaches (S2S), attention-based approaches and boundary-based approaches.

2.1 S2S video description approaches

In the early stage of the video description task, most of the approaches proposed for video description are motivated by image description approaches (Singh et al., 2021b). The pioneering work in video description is based on the prediction of SVO (Subject, Verb and Object) and fill them into a predefined templates (Aafaq et al., 2019; Singh et al., 2020a). Recently, the encoder-decoder based framework gains more popularity. Venugopalan et al. (2014) proposed a sequential Convolutional Neural Network (CNN) and Long Short Term Memory based model (CNN-LSTM) for video description. In this framework, Venugopalan et al. (2014) extracted frame-level features for each sampled frame (1 in every ten frames) using a pre-trained model and then passed all the extracted features through a mean pooling layer to get a single vector representation for the whole video. Finally, a description for an input video is generated by employing a two stacked LSTM. Although the proposed approach outperforms the previous SVO based baseline models, the model has few drawbacks such as, it does not preserve the temporal relationship among the frames and represent the whole video with a single features vector which reduces the task of video description to image description due to which lots of vital visual information get lost. To address the issues of previous model Venugopalan et al. (2014) proposed a end-to-end sequential model (Venugopalan et al., 2015) which consists of two LSTM layer. The first LSTM layer encodes the extracted visual features and the second LSTM layer receives the null padded input word concatenated with hidden representation from the first layer and generates an output description. Using a multi-stage refining algorithm (Nabati and Behrad, 2020a) proposed video description framework with content-oriented beam search. This approach involves three stages, namely feature extraction, content-oriented beam search and sentence refining. Wang et al. (2020) proposed a sequential model for encoding spatio-temporal visual representation. Unlike other sequential frameworks in this model, the sequential frame is encoded at every time step and generates the most related word at each step. In this approach, a “Real-Time Encoder” is introduced that uses history information of previous time steps to extract informative spatio-temporal visual representation. Recently, the work on de-
scribing a visual entities into multiple languages gained more popularity with the Hindi image captioning (Singh et al., 2021c,a), multi-modal machine translation (Meetei et al., 2019; Singh et al., 2021d) and the release of novel Video to Text (VATEX) (Wang et al., 2019) multilingual dataset (including Chinese and English) for video description. Furthermore, Singh et al. (2020b) proposed a pLSTM framework in the VATEX video captioning challenge. In this framework, two parallel LSTMs are employed, which receives the input in different manners. The pLSTM framework was unable to outperform the baseline VATEX model (Wang et al., 2019) in the VATEX dataset.

2.2 Attention based approaches

On observing the effectiveness of soft attention (Xu et al., 2015) and bottom-up, top-down attention (Anderson et al., 2018) in generating visually related words at every time step in image captioning, some approaches based on attention are also proposed in the video description. Yao et al. (2015) proposed an approach that utilizes both temporal and spatial structure of the video for extracting visual features. They employed a temporal attention mechanism for selecting a relevant segment from the video. This approach only considers the first 240 frames of the video, which is the shortcoming of the proposed approach. A hierarchical Recurrent Neural Network h-RNN is proposed by Yu et al. (2016), it exploited the temporal and spatial attention for extracting visual features using Gated Recurrent Unit (GRU). Few other attention-based video captioning frameworks are proposed in (Li et al., 2018; Xiao et al., 2020). Apart from temporal attention, semantic attention is also used for generating temporally and semantically correct video descriptions. Gao et al. (2020) and Xu et al. (2019) proposed a method for video description by exploiting the combination of both semantic and temporal attention. Recently, Singh et al. (2021b) proposed hybrid attention mechanism for Hindi video captioning by utilizing the concept of visual sentinel gate (Lu et al., 2017) proposed for image captioning. The approach proposed in Singh et al. (2021b) differs from Lu et al. (2017) in terms of the implementation of the attention block.

2.3 Boundary aware approaches

An open domain video contains many editing effects, which generates a large number of shots in a video. A video consists of a large number of redundant frames and to minimise the redundancy and improve the computation time, various boundary aware approaches are proposed. (Baraldi et al., 2017) proposed a novel LSTM cell for detecting the temporal boundaries in a video and generates a visual feature vector for the whole video. (Shin et al., 2016) proposed SBD based method for the generation of the multiple sentence video description. In this method, the video is divided into shots by employing sliding windows of different lengths. Based on the assumption that selection of informative frames can improve generated description and reduce computational time (Chen et al., 2018) proposed a plug-and-play PickNet model for selecting relevant frames using reinforcement learning, then finally descriptions are generated for each video. (Sah et al., 2020) proposed a video description approach for a video surveillance system. In this approach for the multi-stream hierarchical video description model, a recurrent layer with a soft attention mechanism is employed with dynamically detected abrupt transitions. Real-time analysis is performed in support of the statement that a video description model could be useful for a video surveillance system. Few other recently proposed boundary-based video description approaches are (Shi et al., 2020; Jin et al., 2020).

3 Proposed Approach

The proposed approach consists of two modules: Boundary detection and Keyframe selection module (Sec 3.1) and Description generation module (Sec 3.2).

3.1 Boundary detection and keyframe selection phase

The main objective of boundary detection is to spot the position at which the content of the video gets changed. In this paper, we are focusing on spotting these abrupt transitions. A color histogram-based approach proposed in Mas and Fernandez (2003) is adopted to detect the temporal discontinuity in a video. The color histogram-based approach is computationally efficient and prevalent in various computer vision-related tasks. In boundary detection and keyframe selection algorithm initially, the color histogram of each frame is computed and then the histogram difference (Δh) is computed between the histogram of consecutive frames using Equation 1 where M is the number of bins and hi is the color histogram of ith frame in a video se-
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Figure 1: Pictorial representation of whole boundary based video description framework

After the computation of histogram difference, to declare temporal boundary at a particular location an adaptive threshold $\gamma$ ($\gamma = \text{mean} (\Delta) + k \times \text{stdev}(\Delta)$) employed in Singh et al. (2019) is used, here the value of constant $k$ is set to 5.2 after fine tuning. The mathematical expression for the declaration of temporal boundary is shown in Equation 2, where $B_i$ record the boundary locations.

$$\Delta_i = \left( \sum_{j=1}^{M} (h_i(j) - h_{i-1}(j))^2 \right)^{\frac{1}{2}}$$ (1)

After the computation of histogram difference, to declare temporal boundary at a particular location an adaptive threshold $\gamma$ ($\gamma = \text{mean} (\Delta) + k \times \text{stdev}(\Delta)$) employed in Singh et al. (2019) is used, here the value of constant $k$ is set to 5.2 after fine tuning. The mathematical expression for the declaration of temporal boundary is shown in Equation 2, where $B_i$ record the boundary locations.

$$B_i = \begin{cases} i, & (\Delta_i \geq \gamma) \& (\Delta_i > \Delta_{i-1}) \\ \text{continue, Otherwise} & (\Delta_i > \Delta_{i+1}) \end{cases}$$ (2)

Keyframe selection: After detecting the temporal boundaries, a video is divided into different segments containing similar frames within it. A simple and computationally efficient approach for video description is the utilization of information present in keyframes of the video rather than using several redundant frames. In the proposed approach, a keyframe is selected from each segment which we get after temporal segmentation. The frame which is selected as a representative frame has a minimum distance to the other frames present in the same shot (segment). This approach is also adopted by Li et al. (2017) for video summarization. Mathematically, it can be described as follow:

$$\text{min}_{i \in [1, n_f]} \left( \sum_{t=1, t \neq i}^{n_f} \text{Euclidean} (\tilde{h}_i - \tilde{h}_t) \right)$$ (3)

Where $n_f$ is the number of frames in a shot, $\tilde{h}_i$ is color histogram of the selected frame and $\tilde{h}_t$ represent the histogram of other frames within the shot. In this way, a keyframe of each shot is selected based on the visual similarities within the shot.

3.2 Description generation phase
After selecting keyframes for an input video of $N$ frames, we extracted three types of features that are visual appearance features ($v_f$) which are ex-
Algorithm 1 Temporal segmentation of video with key frame selection

Input: Video, V
Output: Boundaries, Keyframes
1: procedure shot_detection(V
2:   F ← cv2.VideoCapture(V)
3:   hist ← cv2.calcHist(F, 0, ch, m, h, r)
4:   for i = 1 to length(F)
5:     hist ← cv2.calcHist(F, i, ch, m, h, r)
6:     Δi ← (∑j=1n (hist(j) − histi−1(j)))2

After getting attentive appearance features and object features from the attention layer they are concatenated with motion features (v_{m}) and object features (v_{o}). Before passing the self attentional appearance features (O_{j}) and object features (v_{o}) to decoder LSTM (dLSTM) they are passed through an attention layer (Attn(V_{x}, h)) as shown in Equation 7 where V (V = O_{t} or v_{o}) is encoded features and W_{s} (* = h, v) are trainable weights and b_{t} is bias.

In the above equations, S is total number of shots (segments), v_{f} ∈ R^{S×l}, W_{k,v,q,g} ∈ R^{l×l} and the dimension of K(v), V(v) and Q(v) is set to 64 and d_{k} = 8 following the work of Vaswani et al. (2017) for effectiveness of Self attention mechanism. For the encoding of words in the reference caption, the dense embedded representation which is obtained from a word embedding layer is passed to an encoder LSTM (eLSTM). The eLSTM takes the word embedding of input word (x) at current time step, global visual features (v_{g}) and decoder LSTM’s hidden state of last time step as shown Equation 6.

3.2.2 Decoder

After getting encoded contextually rich representation of input word (h_{t}) and visual appearance features (O_{j}) they are passed to the decoder along with motion features (v_{m}) and object features (v_{o}). Before passing the self attentional appearance features (O_{j}) and object features (v_{o}) to decoder LSTM (dLSTM) they are passed through an attention layer (Attn(V_{x}, h)) as shown in Equation 7 where V (V = O_{t} or v_{o}) is encoded features and W_{s} (* = h, v) are trainable weights and b_{t} is bias.

In the above equations, S is total number of shots (segments), v_{f} ∈ R^{S×l}, W_{k,v,q,g} ∈ R^{l×l} and the dimension of K(v), V(v) and Q(v) is set to 64 and d_{k} = 8 following the work of Vaswani et al. (2017) for effectiveness of Self attention mechanism. For the encoding of words in the reference caption, the dense embedded representation which is obtained from a word embedding layer is passed to an encoder LSTM (eLSTM). The eLSTM takes the word embedding of input word (x) at current time step, global visual features (v_{g}) and decoder LSTM’s hidden state of last time step as shown Equation 6.

h_{t} = eLSTM(x_{t-1}, v_{g}, h_{t-1}^{d}) (6)

After getting encoded contextual representation of input word (h_{t}) and visual appearance features (O_{j}) they are passed to the decoder along with motion features (v_{m}) and object features (v_{o}). Before passing the self attentional appearance features (O_{j}) and object features (v_{o}) to decoder LSTM (dLSTM) they are passed through an attention layer (Attn(V_{x}, h)) as shown in Equation 7 where V (V = O_{t} or v_{o}) is encoded features and W_{s} (* = h, v) are trainable weights and b_{t} is bias.

Attn(V_{x}, h) = \phi(V_{j}, \alpha_{i}) \text{ where, } \phi = \sum_{i=1}^{k} \alpha_{i}V_{i,j} \text{ and, } \alpha_{i} = softmax(W_{s}\tanh(W_{1}V_{s} + W_{h}h_{i-1} + b_{i})) (7)

After getting attentive appearance features and object features from the attention layer they are concatenated with motion feature (v_{m}) and passed to decoder LSTM (dLSTM) as shown in Equation 8 where [::] denotes concatenation and h_{t}^{d} is used in Equation 6.

f_{t} = [Attn(O_{j}, h_{t}); Attn(v_{r}, h_{t}); v_{m}] \text{ and } h_{t}^{d}, c_{t}^{d} = dLSTM([f_{t}; h_{t}]) (8)

Further, the word probability s_{t} at every time step is decoded as follow:

s_{t} = softmax(MLP([f_{t}; h_{t}^{d}; h_{t}])) (9)

The cost function used for maximizing the likelihood of the correct word and minimizing the loss of the model is given by Equation 10.

Loss = \sum_{t=0}^{T} log Pr(s_{t}|s_{t-1}, \ldots, s_{0}; F) (10)
Table 1: Results of proposed approach on MSVD dataset and its comparison with other approaches.

| Methods                                      | BLEU-4 | METEOR | CIDEr | ROUGE |
|----------------------------------------------|--------|--------|-------|-------|
| Mean pooling                                 |        |        |       |       |
| - AlexNet (Venugopalan et al., 2014)         | 31.20  | 26.90  | -     | -     |
| - AlexNet (COCO) (Venugopalan et al., 2014)  | 33.30  | 29.10  | -     | -     |
| Attention                                    |        |        |       |       |
| - SA (Yao et al., 2015)                      | 40.28  | 29.00  | -     | -     |
| - MMN (Li et al., 2018)                      | 48.00  | 31.60  | 68.80 | -     |
| - BP − LSTM (Nabati and Behrad, 2020)        | 42.90  | 32.00  | 62.20 | 68.30 |
| Boundary + Attention                         |        |        |       |       |
| - Boundary − aware (Baraldi et al., 2017)    | 42.50  | 32.40  | 63.50 | -     |
| - PickNet (Chen et al., 2018)                | 46.10  | 33.10  | 69.20 | 69.20 |
| - MHB (Sah et al., 2020)                     | 43.00  | 33.20  | 71.10 | 68.70 |
| Proposed ($v_f$)                              | 45.55  | 30.37  | 68.73 | 66.44 |
| Proposed ($v_f + v_m$)                       | 48.66  | 29.90  | 68.33 | 65.97 |
| Proposed ($v_f + v_m + v_r$)                 | 50.75  | 32.50  | 71.13 | 70.44 |

4 Experimental result and discussion

4.1 Datasets

To manifest the effectiveness of the proposed approach, three benchmark datasets are employed that are: Microsoft research video description corpus (MSVD) (Chen and Dolan, 2011), English Microsoft research video to text (MSR-VTT) (Xu et al., 2016) and Hind Microsoft research video to text (hi-MSR-VTT) (Singh et al., 2021b). The hi-MSR-VTT dataset is recently released dataset for motivating the research on generating video descriptions in the native language. The MSVD dataset include 1,970 videos with on average 40 descriptions for each video while the en-MSR-VTT and hi-MSR-VTT dataset include 10K videos with corresponding 20 descriptions. Table 2 reports the detailed statistics of all the datasets.

Table 2: Detail statistics of all the datasets

| Datasets    | #Training videos | #Val videos | #Test videos |
|-------------|------------------|-------------|--------------|
| MSVD        | 1200             | 100         | 670          |
| MSR-VTT     | 6513             | 497         | 2990         |
| hi-MSR-VTT  | 6513             | 497         | 2990         |

4.2 Metrics

For the validation of the generated descriptions, we employ Bilingual Evaluation Understudy (BLEU) (Papineni et al., 2002), Metric for Evaluation of Translation with Explicit Ordering (METEOR) (Banerjee and Lavie, 2005), Consensus-based Image Description Evaluation (CIDEr) (Vedantam et al., 2015) and Recall Oriented Understudy of Gisting Evaluation (ROUGE-L) (Lin, 2004). For generating the scores for above discussed automatic evaluation metrics Microsoft COCO toolkit is employed.

4.3 Parameter setting and model implementation

As discussed in section 3.2 for experimentation we employ ResNet152 (He et al., 2016b) as 2D CNN model for extracting appearance features of keyframes and C3D model (Karpathy et al., 2014; Tran et al., 2015) as 3D CNN for extracting the motion features. For extracting the region features Faster-RCNN (Ren et al., 2015) trained by (Anderson et al., 2018) is employed, this model extract 36 region features for each keyframes. The model is trained with ADAM optimizer with learning rate 1e-4 and the learning rate is divided by 10 at every 10th epoch. The number of LSTM hidden units is set to 512 and during training, the model having the best METEOR score is saved. To avoid overfitting, a dropout of 0.3 is employed. In the proposed work, we tried to search optimal parameters that work comparatively better than other baseline models in all the datasets, which will minimize the time and effort required to search the best param-

---

1 The METEOR score for Hindi text is generated using: https://github.com/anoopkunchukuttan/meteor_indic

2 https://github.com/tylin/coco-caption
Table 3: Results of proposed approach on en-MSR-VTT dataset and its comparison with other approaches.

| Methods                                   | BLEU-4 | METEOR | CIDEr | ROUGE |
|-------------------------------------------|--------|--------|-------|-------|
| Mean/Max pooling                          |        |        |       |       |
| LSTM – GAN (Yang et al., 2018)            | 36.00  | 26.10  | -     | -     |
| Attention                                 |        |        |       |       |
| -M³ (Wang et al., 2018)                   | 38.13  | 26.58  | -     | -     |
| -MMN (Li et al., 2018)                    | 37.50  | 26.40  | -     | -     |
| -ReBiLSTM (Bin et al., 2018)              | 33.90  | 26.20  | -     | -     |
| -BP – LSTM (Nabati and Behrad, 2020b)     | 36.60  | 27.00  | 40.50 | 58.70 |
| -MCTA (Wei et al., 2020)                  | 38.50  | 26.90  | 43.70 | -     |
| Boundary + Attention                      |        |        |       |       |
| -Boundary – aware (Baraldi et al., 2017)  | 36.80  | 26.70  | 41.20 | 58.50 |
| -PickNet (Chen et al., 2018)              | 38.90  | 27.20  | 42.10 | 59.50 |
| Proposed (v_f)                            | 35.42  | 25.21  | 35.36 | 57.83 |
| Proposed (v_f + v_m)                      | 35.95  | 25.39  | 35.66 | 57.38 |
| Proposed (v_f + v_m + v_r)                | 37.18  | 26.17  | 40.90 | 59.41 |

ters according to the dataset. All the parameter settings are the same throughout the experimentation for all the datasets. A beam search approach with beam size 7 is employed during testing to generate the final description.

4.4 Results and discussion

Comparison with existing methods: To analyse the performance proposed keyframe based video captioning approach we compare proposed approach with existing methods. For the better understanding and fair comparison all the existing methods are categorised into three type of captioning approaches that are mean/max pooling, attention and boundary+attention. The approaches such as AlexNet, LSTM-GAN and pLSTM are mean/max pooling based approaches, MMN, BP-LSTM, M³, ReBiLSTM and MCTA are attention based while the PickNet, Boundary-aware and MHB are boundary based approaches which employ attention as well.

Table 1, 3 and 4 report quantitative results on MSVD, en-MSR-VTT and hi-MSR-VTT datasets. Our proposed approach outperforms other existing methods on the MSVD and the hi-MSR-VTT dataset, on 3 out of 4 metrics by a reasonable margin. While on the en-MSR-VTT dataset, our model reports comparable scores, although the PickNet model reports high scores, but in terms of the average number of frames used to achieve competitive performance, the proposed approach outperforms PickNet model. Our model uses 3 ~ 4 frames per video whereas the PickNet model employ 6 ~ 8 frames per video.

Ablation study: The proposed approach consist of two stage: boundary detection and description generation phase. To evaluate the effectiveness of all the employed visual features the proposed model is experimented with different variations such as with only appearance features, with appearance and motion features and with all three appearance (v_f), motion (v_m) and region features v_r. Table 1, 3 and 4 reports the score of proposed model with all the variation. The effectiveness of proposed method increases when all three features are employed which can be clearly seen in table 1, 3 and 4. In order to validate that whether the proposed model generates more fluent and adequate description along with high automatic scores, we perform a qualitative analysis. Figure 2 shows the description generated by the proposed model along with the output generated by BP – LSTM’s and ground truth (GT). On observing the output generated by the proposed model for the videos shown in Figure 2, it is clear that the keyframes based approach can generate better description than BP – LSTM, which employ n frames for visual encoding.

4.4.1 Analysis of picked keyframes

We also analysed the efficiency of the boundary based keyframe selection algorithm for selecting the most representative frame from multiple segments of the video. Figure 3 shows the distribution of keyframes selection for both the datasets. From Figure 3 it is observed that for the majority of videos, less than 8 frames are picked as a keyframe
Table 4: Results of proposed approach on hi-MSR-VTT dataset and its comparison with other approaches.

| Methods                  | BLEU-4 | METEOR | CIDEr | ROUGE |
|--------------------------|--------|--------|-------|-------|
| Mean/Max pooling         |        |        |       |       |
| - pLSTM (Singh et al., 2020b) | 26.10  | 33.00  | 28.50 | 51.20 |
| Attention                |        |        |       |       |
| - VA + SA (Singh et al., 2021b) | 36.20  | 39.30  | 36.90 | 59.80 |
| - RNM (Tan et al., 2020) | 38.80  | 39.10  | 36.00 | 60.70 |
| Proposed (vf)            | 34.02  | 38.40  | 30.76 | 58.09 |
| Proposed (vf+vm)         | 36.11  | 39.95  | 31.12 | 58.95 |
| Proposed (vf+vm+vr)      | **41.01** | **44.10** | **32.85** | **60.80** |

Figure 2: Sample videos selected from each dataset with their ground truth (GT) and generated output.

Figure 3: Statistic of picked keyframes for both the datasets.

which is due to shorter video length. A video can have a single shot or multiple shots. For a single-shot video, 4 keyframes are selected at the interval of 16 and for a multi-shot video, the keyframe is selected using an approach discussed in section 3.1. From Figure 3, it is clearly observed that around 39% and 28% of videos in MSR-VTT and MSVD respectively, are single-shot videos. The average number of keyframes selected per video is 3 ~ 4 for both MSVD and MSR-VTT dataset, which helps in avoiding unnecessary visual encoding of redundant frames and signify the efficiency of the proposed approach. Sample examples of picked keyframes are included in supplementary file.

5 Conclusion

In this paper, we employ a boundary-aware keyframe selection framework that acts as a plug-and-play module for downstream video-related tasks, such as video description and video classification. The objective of the boundary aware keyframe selection framework is to select a compact subset of keyframes for input video, which minimises the unnecessary processing of visually similar frames and ensures no degradation in the quality generated description. In the proposed approach, 3 ~ 4 frames are selected for an input video, which is more efficient than the existing PickNet model, which picks 6 ~ 8 frames for each video. The experimental results show that the keyframes-based approach can outperform existing methods by picking keyframes and extracting different visual features such as appearance, motion and region features.
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