Estimation of Distribution of Primary Channel Periods Based on Imperfect Spectrum Sensing in Cognitive Radio
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ABSTRACT
Spectrum occupancy modeling plays an important role in improving the performance of Cognitive Radio (CR) systems, because most of the methods to improve Dynamic Spectrum Access (DSA) performance need to make assumptions about the channel periods’ distribution. However, Secondary Users (SUs) cannot directly observe the accurate channel periods’ distribution due to the sensing errors caused by noise, which will lead to inaccurate analysis of transmission efficiency or throughput. In this paper, we analyze the influence of different types of sensing errors on the observed channel periods, and establish the relationship between the Probability Mass Function (PMF) of idle periods under Imperfect Spectrum Sensing (ISS) and the results under Perfect Spectrum Sensing (PSS). In addition, we derive a closed-form expression for estimating the PMF of channel periods from the sensing results under ISS. Simulation results show that the proposed estimation method is more accurate than the existing methods, and is not affected by the sensing period, channel mean period and sensing error probability.
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I. INTRODUCTION
With the rapid development of wireless communication technology, the scarcity of spectrum resources is becoming more and more serious. The traditional spectrum resource allocation strategy is usually static [1]. Spectrum is allocated to Primary Users (PUs) to ensure that the normal communication of PUs is not disturbed. Many radio spectrum measurements show that most of the radio spectrum resources allocated to PUs are not fully utilized in most of the time [2]. In addition, some studies show that spectrum occupancy varies greatly in different cities and is highly correlated with application scenarios [3]. Therefore, Dynamic Spectrum Access (DSA) technology based on the concept of Cognitive Radio (CR) is proposed to solve the problem of low utilization of spectrum resources [4].

To avoid too much interference to PUs, SUs are required to perform spectrum sensing on the primary channel periodically to observe the working state of the PU. When no sensing error occurs in the process of spectrum sensing, SU can achieve Perfect Spectrum Sensing (PSS). However, in practical applications, sensing errors usually occur in low Signal to Noise Ratio (SNR) scenarios, because the accuracy of sensing technology is affected by noise [5]. Therefore, the SU usually works in Imperfect Spectrum Sensing (ISS) scenarios due to sensing errors [6].

In recent years, some methods to improve the performance of CR systems have been proposed with considering the influence of ISS. In [7], the authors proposed a rule to search the optimal channel under ISS to maximize the SU’s throughput. In [8], the authors analyzed the achievable SU’s reliable communication rate affected by sensing errors.

The SU’s performance, such as transmission efficiency and throughput, is affected by the PU’s activity mode [9].
In [10], the authors assumed that the duration of channel idle and busy states follows the exponential distribution. In addition, some literatures use continuous time Markov chains to model channel states [11]. However, many measurements show that it is unrealistic to use a specific distribution to accurately model the channel idle and busy periods in most scenarios [12]. Therefore, obtaining accurate channel statistics plays an important role in improving the performance of CR systems. In [13], the authors used Probability Mass Function (PMF) to model the spectrum occupancy. In [14]–[16], the authors proposed some methods to estimate the channel mean period, which can accurately estimate the real channel mean period according to the sensing results under ISS. In [17], the authors analyzed the relationship between the observed results of channel statistics under PSS and the real statistics, and proposes a set of closed expressions to establish the relationship between the PMF of channel periods under PSS and the Cumulative Distribution Function (CDF) of channel periods.

In the existing literatures, there are many limitations in the methods to estimate the distribution of channel periods, which cannot be widely used in most scenarios. In [6], the authors proposed a closed-form expression to estimate the PMF of the channel periods, and the time required for calculation is negligible. However, this method ignores the influence of the sensing errors that occur at the edges of adjacent periods and assumes that each period may have an infinite number of the continuous sensing errors (i.e., the durations of all periods are infinite), resulting in low accuracy in many scenarios. In [18] and [19], the authors proposed some reconstruction algorithms with improved accuracy but long calculation time. In [20], the authors proposed a statistical information estimation method of primary channel based on deep learning, which has high accuracy, but has disadvantages of complex calculation and long training time. In addition, the computation time required by different methods was compared, and the results showed that the computation cost of closed-form expression is the lowest [20]. Therefore, we proposed a closed-form expression to accurately estimate the PMF of the channel periods under ISS by fully analyzing the influence of different types of sensing errors on the channel periods. In addition, the accuracy of this method is evaluated in a variety of scenarios and compared with the methods in the existing literature. The Monte-Carlo simulation results show that the closed-form expression proposed in this paper has a significant improvement in accuracy and is applicable to a wider range of scenarios than the existing methods.

The contribution of this paper can be summarized as follows:

1) The influence of different types of sensing errors on idle period duration is analyzed. Missed detection occurring at the edges of adjacent periods can lead to longer observations, while false alarms can cause part of the idle periods to be split into shorter periods.

2) According to the different durations of the original periods, the theoretical value of the PMF of the idle periods under ISS is analyzed, and the estimation formula of the PMF of the idle periods under ISS is derived.

3) A closed-form expression is derived to accurately estimate the PMF of channel periods under PSS based on ISS sensing results, channel mean period, sensing error probability and sensing period.

4) The proposed estimation method is compared with the method in the existing literature through Monte-Carlo simulation. Simulation results show that the proposed method is superior to the estimation methods proposed in the existing literature, and can provide high accuracy estimation even with high sensing error probability, and is not affected by the sensing period. Therefore, this method is applicable to a wider range of scenarios.

The rest of the paper is organized as follows: Section II introduces the system model; Section III analyzes the PMF of channel periods under ISS; Section IV introduces a method to estimate the PMF of channel periods under PSS; Section V provides the simulation results of the proposed method; Finally, the conclusions are drawn in Section VI.

II. SYSTEM MODEL

The energy detector can be used without prior knowledge of the PU and is simple in design [5]. Therefore, we assume that the SU uses the energy detector to perform spectrum sensing with \( T_p \) as the sensing period. The SU’s sensing result of the state of the primary channel is denoted as \( H_i \) (\( i = 0 \) for idle and \( i = 1 \) for busy). As shown in Figure 1, the channel period observed by SU under PSS \( \hat{T}_i \) is approximately equal to the original period \( T_i \) (i.e., \( \hat{T}_i \approx T_i \)). However, because CR system is affected by noise and other factors, SU is likely to have random sensing errors in spectrum sensing. As shown in Figure 2, a false alarm occurs in the process of spectrum sensing by SU, and \( \hat{T}_i \) represents the estimation of the original period under ISS. In practical applications, the sensing error probability generated by the energy detector can be calculated from the sensing time, SNR and decision threshold [21], [22]. Therefore, we assume that false alarm probability \( P_f \) and missed detection probability \( P_m \) can be obtained in CR systems.

![FIGURE 1. Observed results under PSS.](image-url)
III. THE PMF OF IDLE PERIODS UNDER ISS

Under ISS, false alarm will divide part of idle periods $\tilde{T}_0$ into shorter periods $\tilde{T}_0$, while missed detection will generate extra idle periods $\tilde{T}_0$ or observe part of idle periods $\tilde{T}_0$ into longer periods $\tilde{T}_0$. Therefore, any $\tilde{T}_0$ is likely to produce any $\tilde{T}_0$ due to the different types of sensing errors. According to the different durations of $\tilde{T}_0$, the SU observed that the idle period lasting $k$ time slots (i.e., $\tilde{T}_0 = kT_p$) can be divided into four specific cases:

Case I: When the duration of the idle period under PSS is less than the sensing result under ISS (i.e., $\tilde{T}_0 < kT_p$), SU must have missed detections in the spectrum sensing process, resulting in longer observed results.

As shown in Figure 3, if no false alarm occurs in the idle period $\tilde{T}_0 = kT_p$ observed by SU under ISS, $k - m$ times of missed detections occur at the edges of the two adjacent busy periods, so the idle period under PSS $\hat{T}_0 = mT_p$ ($m < k$) is incorrectly observed as $\tilde{T}_0 = kT_p$. The probability that no false alarm occurs in $m$ consecutive slots and $k - m$ missed detections occur at the edges of two adjacent busy periods is

$$P_{I,1} (\tilde{T}_0 = kT_p) = \sum_{m=1}^{k-m} (1 - P_m)^m P_f^{k-m} (1 - P_m) = (k-m+1) (1-P_f)^m P_m^{k-m} (1-P_m)^2, \quad (1)$$

where $i(i \in [0, k-m])$ represents the number of continuous missed detections before the idle period, and $k - m - i$ represents the number of continuous missed detections after the idle period.

The number of channel periods under PSS is denoted as $\tilde{N}_p$, and number of channel periods under ISS is denoted as $\hat{N}_p$, and the relationship between $\tilde{N}_p$ and $\hat{N}_p$ is [14]

$$\tilde{N}_p = \frac{\hat{N}_p - \tilde{N}_p P_f (1 - P_m) - \hat{N}_1 P_m (1 - P_f)}{(1 - P_f - P_m)^2}, \quad (2)$$

where $\tilde{N}_0$ and $\tilde{N}_1$ represent the total number of idle and busy slots observed under ISS respectively. In this case, the PMF of the idle period $\tilde{T}_0 = kT_p$ is

$$f_{I,1}^{\tilde{T}_0} (\tilde{T}_0 = kT_p) = \beta(1 - P_m)^2 \times \sum_{m=1}^{k-1} f_{I,0} (\tilde{T}_0 = mT_p) \hat{N}_p P_{I,1} (\tilde{T}_0 = kT_p) \hat{N}_p$$

$$= \beta(1 - P_m)^2 \times \sum_{m=1}^{k-1} f_{I,0} (\tilde{T}_0 = mT_p) (k-m+1) (1-P_f)^m P_m^{k-m} \hat{N}_p, \quad (3)$$

where $\beta = \hat{N}_p / \tilde{N}_p$ represents the ratio of the number of periods under PSS to the number of periods under ISS.

The idle period under PSS $\tilde{T}_0 = mT_p$ ($m < k$) may be affected by missed detections and false alarms, resulting in the idle period observed by SU under ISS is $\tilde{T}_0 = kT_p$. As shown in Figure 4, no false alarm occurs in consecutive $n$ ($n < m$) slots at the beginning or end of the idle period, a false alarm occurs in the adjacent idle slots, and continuous $k - n$ missed detections occur at the edge of the adjacent busy period. As shown in Figure 5, when $n = 0$, the idle period observed under ISS $\tilde{T}_0 = kT_p$ is caused by a false alarm at the edge of the idle period and the missed detections at the edge of the adjacent busy period. Therefore, $n$ is in the range of $[0, m - 1]$. Therefore, the probability that idle period $\tilde{T}_0 = kT_p$ is incorrectly observed as $\tilde{T}_0 = kT_p$ caused by a
false alarm and missed detections is
\[
P_{I,2} (\hat{T}_0 = kT_p) = \sum_{n=0}^{m-1} [(1 - P_m) P_m^{k-n} (1 - P_f)^n P_f + P_f (1 - P_f)^n P_m^{k-n} (1 - P_m)]
\]
\[= 2 \sum_{n=0}^{m-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}.\] (4)

In this case, the PMF of the idle period \(\hat{T}_0 = kT_p\) is
\[
\begin{align*}
  f_{\hat{T}_0}^{I,2} (\hat{T}_0 = kT_p) &= 2 \beta \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) \sum_{n=0}^{m-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \\
  &= 2 \beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) \sum_{m=0}^{k-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \quad (5)
\end{align*}
\]

Case II: The duration of the idle period under PSS is equal to the sensing result under ISS (i.e., \(\hat{T}_0 = \tilde{T}_0\)).

As shown in Figure 6, if the observed result of SU is not affected by sensing errors, the idle period observed under ISS \(\hat{T}_0 = kT_p\) is the same as the result under PSS. For a certain idle period \(\hat{T}_0 = kT_p\), the probability that no false alarm occurs in all slots within the period and no missed detection occurs at the edges of two adjacent busy periods is
\[
P_{II,1} (\hat{T}_0 = kT_p) = (1 - P_f)^k (1 - P_m)^2. \quad (6)
\]

In this case, the PMF of the idle period \(\tilde{T}_0 = kT_p\) is
\[
\begin{align*}
  f_{\tilde{T}_0}^{II,1} (\tilde{T}_0 = kT_p) &= \beta f_{\tilde{T}_0} (\tilde{T}_0 = kT_p) (1 - P_f)^k (1 - P_m)^2. \\
  &= 2 \beta \sum_{m=0}^{k-1} f_{\tilde{T}_0} (\tilde{T}_0 = kT_p) \sum_{n=0}^{k-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \quad (7)
\end{align*}
\]

False alarms lead to shorter duration of observed idle periods, and missed detections of adjacent periods lead to longer duration of observed idle periods. Therefore, when the duration of the idle period under PSS is equal to the sensing result under ISS (i.e., \(\hat{T}_0 = \tilde{T}_0\)), if the sensing result is affected by sensing errors, it must be affected by both missed detections and a false alarm, as shown in Figure 4. In this case, the PMF of the idle period \(\hat{T}_0 = kT_p\) is
\[
\begin{align*}
  f_{\hat{T}_0}^{II,2} (\hat{T}_0 = kT_p) &= 2 \beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) \sum_{m=0}^{k-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \quad (8)
\end{align*}
\]

Case III: When \(\hat{T}_0 > kT_p\), if the idle period observed by SU under ISS is \(\tilde{T}_0 = kT_p\), it must be affected by false alarms.

As shown in Figure 4, no false alarm occurs in consecutive slots at the beginning or end of the idle period, a false alarm occurs in the adjacent idle slots, and continuous \(k - n\) missed detections occur at the edge of the adjacent busy period. As shown in Figure 7, when \(n = k\), the SU is only affected by a false alarm. Therefore, \(n\) is in the range of \([0, k]\). The probability that an idle period \(\hat{T}_0 > kT_p\) is incorrectly observed as \(\tilde{T}_0 = kT_p\) due to a single false alarm is
\[
P_{III,1} (\hat{T}_0 = kT_p) = 2 \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \quad (9)
\]

In this case, the PMF of the idle period \(\tilde{T}_0 = kT_p\) is
\[
\begin{align*}
  f_{\tilde{T}_0}^{III,1} (\tilde{T}_0 = kT_p) &= \beta \sum_{m=k+1}^{\infty} f_{\tilde{T}_0} (\tilde{T}_0 = mT_p) P_{III,1} (\tilde{T}_0 = kT_p) \\
  &= 2 \beta \sum_{m=k+1}^{\infty} f_{\til{T}_0} (\tilde{T}_0 = mT_p) \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}. \quad (10)
\end{align*}
\]
Idle periods caused by missed detections are more likely to occur as a single slot (i.e., \( k = 1 \)), and it is unlikely that all slots of a busy period are missed detected. Therefore, this can happen for any busy period \( \hat{T}_1 \). The PMF of the idle period \( \hat{T}_0 = kT_p \) caused by missed detections within the busy period is

\[
f_{i0}^{\hat{T}_0} (\hat{T}_0 = kT_p) = \beta \sum_{m=0}^{\infty} f_{\hat{T}_0} (\hat{T}_1 = mT_p) P_{IV} (\hat{T}_0 = kT_p) = \beta (1 - P_m)^2 p_m (1 - P_m)^{k-1} \]

In combination with the above four cases, the final expression of the PMF of idle periods under ISS \( \hat{T}_0 = kT_p \) is

\[
f_{\hat{T}_0} (\hat{T}_0 = kT_p) = f_{\hat{T}_0}^{I,I} + f_{\hat{T}_0}^{I,2} + f_{\hat{T}_0}^{II,1} + f_{\hat{T}_0}^{II,2} + f_{\hat{T}_0}^{III,1} + f_{\hat{T}_0}^{III,2} + f_{\hat{T}_0}^{IV}.
\]

By substituting (3), (5), (7), (8), (10), (12) and (14) into (15), it can be derived that

\[
f_{\hat{T}_0} (\hat{T}_0 = kT_p) = \beta \sum_{m=0}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (k-m+1) \times (1 - P_f)^m p_k - m - (1 - P_m)^2 \]

\[
+ 2\beta \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) P_f (1 - P_m) \times (1 - P_f)^n p_k - n \]

\[
+ \beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) (1 - P_f)^k (1 - P_m)^2 \]

\[
+ 2\beta f_{\hat{T}_0} (\hat{T}_0 = mT_p) \sum_{n=0}^{k-1} P_f (1 - P_m) (1 - P_f)^n p_k - n \]

\[
+ 2\beta P_f (1 - P_f)^n p_k - n \]

\[
+ \beta \sum_{m=k+2}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) P_f (1 - P_f)^k P_f (m-k-1) \]

\[
+ \beta \left( \frac{E (\hat{T}_1)}{T_p} - k - 1 \right) p_m (1 - P_m)^2.
\]

Equation (16) represents the theoretical value of the PMF of idle periods under ISS, and reflects the mathematical relationship between the PMF of idle periods under ISS and the PMF of idle periods under PSS.
IV. ESTIMATION OF THE PMF OF THE IDLE PERIODS UNDER PSS

Equation (16) reflects the mathematical relationship between the PMF of idle periods under ISS and the PMF of idle periods under PSS, but \( f_{\hat{T}_0} (\hat{T}_0 = kT_p) \) cannot be obtained directly. According to the sum of the PMF is 1 (i.e., \( \sum_{m=1}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) = 1 \)), it can be obtained that

\[
\sum_{m=k+1}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) = \sum_{m=1}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) - \sum_{m=1}^{k} f_{\hat{T}_0} (\hat{T}_0 = mT_p) = 1 - \sum_{m=1}^{k} f_{\hat{T}_0} (\hat{T}_0 = mT_p).
\]  

(17)

By substituting (17) into (10), it can be derived that

\[
\frac{f_{\hat{T}_0}^{\text{III.1}} (\hat{T}_0 = kT_p)}{f_{\hat{T}_0}^{\text{III.2}} (\hat{T}_0 = kT_p)} = 2\beta \sum_{m=k}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) \left[ \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f) n P_m^{k-n} \right]
\]

\[
- 2\beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f) n P_m^{k-n}
\]

\[
= 2\beta \left( 1 - \sum_{m=1}^{k} f_{\hat{T}_0} (\hat{T}_0 = mT_p) \right) \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f) n P_m^{k-n}
\]

\[
- 2\beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) \sum_{n=0}^{k} P_f (1 - P_m) (1 - P_f) n P_m^{k-n}.
\]

(18)

Equation (18) represents the relationship between \( f_{\hat{T}_0}^{\text{III.1}} (\hat{T}_0 = kT_p) \) and \( f_{\hat{T}_0}^{\text{III.2}} (\hat{T}_0 = kT_p) \). Similarly, by substituting (17) into (11), the relationship between \( f_{\hat{T}_0}^{\text{IV.2}} (\hat{T}_0 = kT_p) \) and \( f_{\hat{T}_0} (\hat{T}_0 \leq kT_p) \) can be obtained that

\[
f_{\hat{T}_0}^{\text{IV.2}} (\hat{T}_0 = kT_p) = \beta (1 - P_f) k P_f^2 \left[ \sum_{m=1}^{\infty} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (m-k-1) \right]
\]

\[
- \sum_{m=1}^{k+1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (m-k-1)
\]

\[
= \beta (1 - P_f) k P_f^2 \left[ E \left( \frac{\hat{T}_0}{T_p} \right) - (k+1) + f_{\hat{T}_0} (\hat{T}_0 = kT_p) \right]
\]

\[
- \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (m-k-1)
\]

(19)

By substituting (18) and (19) into (15), the relationship between \( f_{\hat{T}_0}^{\text{IV.1}} (\hat{T}_0 = kT_p) \) and \( f_{\hat{T}_0} (\hat{T}_0 \leq kT_p) \) can be obtained that

\[
f_{\hat{T}_0} (\hat{T}_0 = kT_p)
\]

\[
= \beta \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (k-m+1) (1 - P_f)^m
\]

\[
\times P_m^k (1 - P_m)^2
\]

\[
+ 2\beta \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) \sum_{n=0}^{m-1} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n}
\]

\[
+ \beta f_{\hat{T}_0} (\hat{T}_0 = kT_p) (1 - P_f)^k (1 - P_m - P_f)^2
\]

\[
+ 2\beta \sum_{n=0}^{k-1} (1 - P_m) P_f (1 - P_f)^n P_m^{k-n}
\]

\[
= \beta (1 - P_f)^k P_f^2 \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) (m-k-1)
\]

\[
+ \beta \left( \frac{E \left( \frac{\hat{T}_1}{T_p} \right)}{T_p} - k - 1 \right) P_m^k (1 - P_m)^2
\]

(20)

Equation (20) can be simplified as:

\[
f_{\hat{T}_0} (\hat{T}_0 = kT_p) = \beta \left[ f_{\hat{T}_0} (\hat{T}_0 = kT_p) a_k
\right]
\]

\[
+ \sum_{m=1}^{k-1} f_{\hat{T}_0} (\hat{T}_0 = mT_p) b_{k,m} + c_k
\]

(21)

where

\[
a_k = (1 - P_f)^k (1 - P_m - P_f)^2,
\]

\[
b_{k,m} = (k-m+1)
\]

\[
\times \left[ [(1 - P_f)^m P_m^{k-m} (1 - P_m)^2] + (1 - P_f)^k P_f^2 \right]
\]

\[
- 2 \sum_{m=1}^{k} P_f (1 - P_m) (1 - P_f)^n P_m^{k-n},
\]

(23)

\[
c_k = 2 \sum_{n=0}^{k} (1 - P_m) P_f (1 - P_f)^n P_m^{k-n}
\]

\[
+ \left( \frac{E \left( \frac{\hat{T}_1}{T_p} \right)}{T_p} - k - 1 \right) P_m^k (1 - P_m)^2
\]
In practical applications, the PMF of idle periods under ISS \( f_{\hat{T}_0} \left( \hat{T}_0 = kT_p \right) \) in (21) is known, while the value of \( f_{\hat{T}_0} \left( \hat{T}_0 = kT_p \right) \) is unknown. By solving (21), the estimation result of the PMF of idle periods under PSS can be obtained in (25), as shown at the bottom of the page.

Equation (25) represents a method to accurately estimate the PMF of idle periods under PSS based on ISS sensing results, channel mean period, sensing error probability and sensing period. The channel mean period can be obtained by the existing methods [14]–[16], and the sensing error probability and sensing period are related to the spectrum sensing method. Therefore, these parameters can be considered known. In addition, the PMF of the channel busy periods can be obtained by a similar procedure.

V. SIMULATION RESULTS

A. THE ACCURACY OF THE ESTIMATION OF THE PMF OF IDLE PERIODS UNDER ISS

To verify the accuracy of the analysis results of PMF of channel idle period under ISS in this paper, we compare the results in (16) with the results obtained through Monte-Carlo simulation. In practical applications, the durations of idle and busy periods follow the generalized Pareto distribution in most scenarios [12]. Therefore, we generate two groups of \( 10^6 \) random numbers subject to the generalized Pareto distribution (the location, scale and shape parameters are respectively \( \mu_i = 10, \lambda_i = 30 \) and \( \alpha_i = 0.25 \)), which are respectively the durations of the channel idle and busy periods \( T_i \). According to the selected sensing period \( T_p \), the generated periods \( T_i \) is observed as the sensing results of idle and busy periods under PSS, and the PMF of primary channel periods under PSS \( f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) \) is calculated. According to the selected sensing error probability \( P_f \) and \( P_m \), the uniformly distributed sensing errors are introduced into the sensing results under PSS to obtain the sensing results of the idle and busy periods under ISS \( \tilde{T}_i \). Meanwhile, the simulation results of the PMF of idle periods under ISS \( f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) \) can be obtained.

Figure 10 compares the theoretical value in (16) with the simulation results. It can be seen from the simulation results that the analysis results of the PMF of idle periods under ISS are consistent with the simulation results. As shown in Figure 11, the analysis results of the CDF of idle periods under ISS \( F_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) \) and the uniformly distributed sensing errors are introduced into the sensing results under PSS to obtain the sensing results of the idle and busy periods under ISS \( \tilde{T}_i \). Meanwhile, the simulation results of the PMF of idle periods under ISS \( f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) \) are consistent with the simulation results.

The accuracy of a distribution estimation can be evaluated by the Kolmogorov-Smirnov (KS) distance, which represents the maximum absolute difference between the estimated CDF \( \hat{F} \) and the actual value \( F \). The KS distance can be defined as \( D_{KS} = \sup |\hat{F} - F| \). If \( D_{KS} = 0 \), the estimated value is consistent with the actual result. Therefore, we use KS distance to evaluate the accuracy of the proposed estimation method. In Figure 12, we analyze the accuracy of the proposed estimation of \( f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) \) when the SU is affected.

\[
f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right) = \frac{1}{a_k} \left( \frac{f_{\tilde{T}_0} \left( \tilde{T}_0 = kT_p \right)}{\beta} - \sum_{m=1}^{k-1} f_{\tilde{T}_0} \left( \tilde{T}_0 = mT_p \right) b_{k,m} - c_k \right).
\]
by different sensing error probabilities. Simulation results show that, compared with the method in [6], the accuracy of the proposed estimation of $f_{\hat{T}_0}(\hat{T}_0 = kT_p)$ is significantly improved, and is not affected by the sensing error probability.

**B. THE ACCURACY OF THE ESTIMATION OF THE PMF OF IDLE PERIODS UNDER PSS**

To verify the accuracy of the estimated value of the PMF of idle periods under PSS in this paper, we use KS distance to evaluate the accuracy of (25). We assume that the mean idle period $E(T_0) = 30$ and the mean busy period $E(T_1) = 25$, and obey the generalized Pareto distribution. According to the selected sensing period $T_p$, the generated periods $T_i$ is sensed as the sensing results of idle and busy periods under PSS, and the PMF of primary channel periods under PSS $f_{\hat{T}_0}(\hat{T}_0 = kT_p)$ is calculated. Then, according to the selected sensing error probabilities $P_f$ and $P_m$, the uniformly distributed sensing errors are introduced into the sensing results under PSS to obtain the sensing results under ISS. Finally, the PMF of channel idle periods under ISS $f_{\hat{T}_0}(\hat{T}_0 = kT_p)$ can be obtained as the result of direct calculation under ISS.

In Figure 13, different sensing periods are selected for simulation in this paper to analyze the influence of sensing periods on the accuracy of the estimation of the PMF of idle periods under PSS. As the sensing period increases, the KS distance between the PMF of the channel idle periods calculated directly and the actual value is getting smaller and smaller, which is due to the reduction of the total number of slots leading to the reduction of the total number of sensing errors. When the sensing error probability is low, the proposed method and the method in [6] both provide accurate results. However, when the sensing error probability is high, the proposed method can still maintain a low estimation error.
In Figure 14, we select different false alarm probabilities for simulation, and analyze the influence of false alarm probability on the accuracy of the estimation of the PMF of idle periods when sensing period $T_p = 5$. With the increase of false alarm probability, the accuracy of direct calculation and the method in [6] gradually decreases. Simulation results show that the KS distance of the proposed method does not vary with the false alarm probability. Therefore, the accuracy of the proposed method is not affected by false alarm probability.

In order to analyze the influence of missed detection probability on the accuracy of the estimation of the PMF of idle periods under PSS, different missed detection probabilities are selected for simulation. As shown in Figure 15, with the increase of the missed detection probability, the error between the directly calculated result and the actual value is basically unchanged, and the accuracy of the estimation method proposed in this paper is not affected by the missed detection probability.

In order to analyze the influence of channel mean period on the accuracy of the estimation of the PMF of idle periods under PSS, we assume mean busy period $E(T_1) = 25$ and select different mean idle periods for simulation. As shown in Figure 16, when the sensing error probability is low, the proposed method in this paper and the method in [6] are not affected by the channel mean period and both provide accurate results. When the sensing error probability is high, the accuracy of the method in [6] is affected by the channel mean period, but the method proposed in this paper can still maintain high accuracy.

The above simulation results show that the proposed estimation method has higher accuracy compared with the methods in the existing literature and is not affected by the sensing period, false alarm probability, missed detection probability.
and channel mean period. In practical applications, the primary channel mean period is uncertain, and the sensing error probability is affected by the SNR, and the sensing period usually needs to be reasonably selected to maximize the throughput [23]. Therefore, the proposed method can accurately estimate the PMF of the primary channel periods in a wider range of scenarios.

VI. CONCLUSION

Most of the methods to analyze and improve the performance of CR systems require the modeling of spectrum occupancy. However, in practical applications, the SU usually works in low SNR scenarios, and the sensing errors seriously affect the observed results of the distribution of channel periods. In this paper, the influence of sensing errors on the PMF of the primary channel periods is analyzed. This work has established the relationship between the PMF of the primary channel periods under PSS and ISS, channel mean period, sensing error probability and sensing period. In addition, this work has proposed a method to accurately estimate the PMF of the primary channel periods under PSS based on sensing results under ISS, channel mean period, sensing error probability and sensing period. Simulation results show that the closed-form expression proposed in this paper is more accurate than the existing literature, and is not affected by the sensing period and channel mean period. In addition, compared with the reconstruction algorithm and the estimation method based on deep learning, this method requires less calculation time and does not require any prior knowledge of the channel. This work will enable the SU to obtain the accurate distribution of the primary channel periods and improve the performance of CR systems, because many methods to improve the performance of CR systems require the modeling of channel busy and idle states.
REFERENCES

[1] J. Zhang, M. Wang, M. Hua, T. Xia, W. Yang, and X. You, “LTE on license-exempt spectrum,” IEEE Commun. Surveys Tuts., vol. 20, no. 1, pp. 647–673, 1st Quart., 2018.

[2] K. Umebayashi, M. Kobayashi, and M. López-Benítez, “Efficient time domain deterministic-stochastic model of spectrum usage,” IEEE Trans. Wireless Commun., vol. 17, no. 3, pp. 1518–1527, Mar. 2018.

[3] Y. Chen and H. S. Oh, “A survey of measurement-based spectrum occupancy modeling for cognitive radios,” IEEE Commun. Surveys Tuts., vol. 18, no. 1, pp. 848–859, 1st Quart., 2016.

[4] Q. Zhao and B. M. Sadler, “A survey of dynamic spectrum access,” IEEE Signal Process. Mag., vol. 24, no. 3, pp. 79–89, May 2007.

[5] A. Ali and W. Hamouda, “Advances on spectrum sensing for cognitive radio networks: Theory and applications,” IEEE Commun. Surveys Tuts., vol. 19, no. 2, pp. 1277–1304, 2nd Quart., 2016.

[6] O. H. Toma, M. Lopez-Benitez, D. K. Patel, and K. Umebayashi, “Estimation of primary channel activity statistics in cognitive radio based on imperfect spectrum sensing,” IEEE Trans. Commun., vol. 68, no. 4, pp. 2016–2031, Apr. 2020.

[7] Z. Zhang and H. Jiang, “Cognitive radio with imperfect spectrum sensing: The optimal set of channels to sense,” IEEE Wireless Commun. Lett., vol. 1, no. 2, pp. 133–136, Apr. 2012.

[8] S. Akin and M. C. Gursoy, “Performance analysis of cognitive radio systems with imperfect channel sensing and estimation,” IEEE Trans. Commun., vol. 63, no. 5, pp. 1554–1566, May 2015.

[9] M. AbdelRaheem and M. ElNainay, “An analytical study of the primary user activity pattern effect on the performance of cooperative opportunistic networks,” in Proc. IEEE WCNC, Santa Clara, CA, USA, Jun. 2017, pp. 757–761.

[10] D. W. Yun and W.-C. Lee, “Intelligent dynamic spectrum resource management based on sensing data in space-time and frequency domain,” Sensors, vol. 21, no. 16, p. 5261, Aug. 2021.

[11] A. Shakesl, R. Hussain, A. Iqbal, I. L. Khan, Q. U. Hasan, and S. A. Malik, “Analysis of efficient spectrum handoff in a multi-class hybrid spectrum access cognitive radio network using Markov modeling,” Sensors, vol. 19, no. 19, p. 4120, Sep. 2019.

[12] M. López-Benítez and F. Casadevall, “Time-dimension models of spectrum usage for the analysis, design, and simulation of cognitive radio networks,” IEEE Trans. Veh. Technol., vol. 62, no. 5, pp. 2091–2104, Jun. 2013.

[13] L. Mendes, L. Goncalves, and A. Gameiro, “GSM downlink spectrum occupancy modeling,” in Proc. IEEE 22nd Int. Symp. Pers., Indoor Mobile Radio Commun., Sep. 2011, pp. 546–550.

[14] W. Li, G. Shentu, and X. Gao, “Estimation of primary channel mean period based on state transition probability in cognitive radio,” IEEE Access, vol. 10, pp. 52410–52417, 2022.

[15] W. Gabran, C.-H. Liu, P. Pawelczak, and D. Cabric, “Primary user traffic estimation for dynamic spectrum access,” IEEE J. Sel. Areas Commun., vol. 31, no. 3, pp. 544–558, Mar. 2013.

[16] W. Gabran, P. Pawelczak, C.-H. Liu, and D. Cabric, “Blind estimation of primary user traffic parameters under sensing errors,” in Proc. IEEE Int. Conf. Commun. (ICC), Budapest, Hungary, Jun. 2015, pp. 2391–2396.

[17] M. López-Benítez, A. Al-Tahmeesschi, D. K. Patel, J. J. Lehtomäki, and K. Umebayashi, “Estimation of primary channel activity statistics in cognitive radio based on periodic spectrum sensing observations,” IEEE Trans. Wireless Commun., vol. 18, no. 2, pp. 983–996, Feb. 2019.

[18] A. Al-Tahmeesschi, M. Lopez-Benitez, J. Lehtomäki, and K. Umebayashi, “Improving primary statistics prediction under imperfect spectrum sensing,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), Apr. 2018, pp. 1–6.

[19] O. H. Toma, M. Lopez-Benitez, D. K. Patel, and K. Umebayashi, “Reconstruction algorithm for primary channel statistics estimation under imperfect spectrum sensing,” in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), May 2020, pp. 1–5.

[20] O. H. Toma and M. Lopez-Benitez, “Traffic learning: A deep learning approach for obtaining accurate statistical information of the channel traffic in spectrum sharing systems,” IEEE Access, vol. 9, pp. 124324–124336, 2021.