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The control of the dielectric and conductive properties of device-level systems is important for increasing the efficiency of energy- and information-related technologies. In some cases, such as neuromorphic computing, it is desirable to increase the conductivity of an initially insulating medium by several orders of magnitude, resulting in effective dielectric breakdown. Here, we show that by tuning the value of the applied electric field in systems with variable permittivity and electric conductivity, e.g., ion intercalation materials, we can vary the device-level electrical conductivity by orders of magnitude. We attribute this behavior to the formation of filament-like conductive domains that percolate throughout the system, which form only when the electric conductivity depends on the concentration. We conclude by discussing the applicability of our results in neuromorphic computing devices and Li-ion batteries.
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Phase separating materials play a key role in several applications related to energy harvesting and storage, as well as information storage and processing. Some characteristic examples are Li-ion batteries,1 phase change2 and redox3 memristive devices,4 alloy catalysts5 and self-organized surface nanoreactors.6 In some cases, phase separation is desirable as it can increase the efficiency of the system (e.g., increase catalytic activity,7 change of change of electric conductivity8 and/or thermal conductivity). However, there are other cases where phase separation degrades the performance of a device resulting in decreased lifetime (e.g., fracture of secondary electrode particles in Li-ion batteries11,12 that decreases the available active material, delamination at electrode-electrolyte interface in all-solid-state batteries13 resulting in loss of contact of active material with the electrode). Hence, it is crucial to find ways that can actively control the occurrence and/or suppression of phase separation, which can help us increase the efficiency of existing technologies, as well as open new possibilities on exploiting physical phenomena for new applications.

Phase separation can be described as a form of instability. For example, a homogeneous binary mixture is thermodynamically unstable when its average concentration lies inside the spinodal region.8 In this situation, any infinitesimal perturbation on the average concentration will evolve in time, making the system to form domains of the two phases.15 In general, there have been several efforts to control or induce the formation of instabilities in equilibrium and non-equilibrium systems. Some examples are: 1) control of viscous fingering through the application of electric fields,16,17 2) stabilization of thermodynamically unstable mixtures used in Li-ion batteries, such as LiFePO4, using non-equilibrium driving forces, galvanostatic conditions,18,19 3) destabilization of homogeneous polymeric, colloidal, electrolyte and glass mixtures under the application of electric field.21,22,23,24 In the present work, we are interested in understanding the control of phase separation of mixtures through electric fields and its impact on the transport properties of the system, e.g., change of electric conductivity after phase separation occurs.

In many dielectric mixtures that phase separate under electric fields, e.g., colloids,25 polymers,26 amorphous solids,27 electrolytes,28 the electric permittivity depends on the corresponding species concentration.29 The effect of this dependence can be understood in the simple case of a binary mixture, where the applied electric field contributes to the total chemical potential \( \mu \), i.e., \( \mu \propto \varepsilon \varepsilon' |E| \). Therefore, a combination of a nonlinear concentration-dependent permittivity combined with high electric fields can alter the free energy to change the miscibility gap and spinodal region.

The effect of the electric field has mainly to do with the thermodynamic stability, however, the formed phase morphologies, e.g., filament-like structures,10,16,30 can greatly affect the transport properties on the macroscopic level, e.g., from low to high electric conductance and vice versa,31 leading to phenomena that resemble dielectric breakdown.32,33 Previous studies have focused identifying the conditions for dielectric breakdown due to phase separation solely based on thermodynamics,30,32,34,35 and few studies have discussed the formation and dynamics of the conductive filaments.36 which is crucial for technological applications.2 There are several solid-state materials that form conductive and insulating domains when they phase separate. For example, most of the commercial Li-ion intercalation materials, i.e., LiCoO2,37 LiNi0.5Co0.4Mn0.1O2,38 Li4Ti3O12,41 Li4+xTi3O12,42,43 share this property as they undergo a metal-to-insulator transition (MIT), along with an ion concentration-dependent permittivity. This combination of characteristics makes them perfect candidates for studying the effect of electric fields on both the phase separation and the electric conduction, which can lead to dielectric breakdown.

The goal of the present work is to develop a simple phenomenological theory that describes dielectric breakdown due to electric-field induced phase separation. Based on a concentration-dependent electric permittivity, we show that a homogeneous stable solution can phase separate in two (or more) phases after a critical electric field is applied. Additionally, we consider the case where one of the phases is a metal and the other an insulator, which translates in concentration-dependent electric conductivity. When the initial concentration is such that the material is insulating, after phase separation occurs we find the system to conduct current like a metal. The transition from insulating to metallic behavior after electric field is applied corresponds to an effective dielectric breakdown, which is attributed to the formation of filament-like structures that span the entire domain. This phenomenon is related to the pioneering works by Goldhammer39 & Herzfeld,40 that link the changes in the electric permittivity with the species concentration to the metal-to-insulator transition. We relate our results to Li-ion intercalation materials, such as Li4CoO2 and Li4+xTi3O12, and we discuss the implications of our theory for resistive switching and Li-ion battery applications.

**Theory**

We assume a phase separating dielectric medium placed between two blocking electrodes, as shown in Fig. 1. Purple and yellow show the two phases, respectively, that can be formed either because the
mixture is thermodynamically unstable or due to the application of an electric field \( E \) that demixes the solid solution mixture. In the present picture, the two phases have different electric permittivities, \( \varepsilon_1 \) and \( \varepsilon_2 \), and electrical conductivities, \( \sigma_1 \) and \( \sigma_2 \). For simplicity we assume \( \varepsilon_2 > \varepsilon_1 \) and \( \sigma_2 > \sigma_1 \), respectively. Representative examples of such system are ion intercalation materials, which are thermodynamically unstable for a wide range of Li-ion fraction. Additionally, some of them undergo metal-to-insulator transition, e.g. \( \text{Li}_x\text{CoO}_2 \), \( \text{Li}_{4+\delta}\text{Ti}_3\text{O}_12 \), \( \text{Li}_4\text{Ti}_5\text{O}_{12} \), \( \text{Li}_x\text{TiO}_2 \), \( \text{Li}_{4}\text{Ti}_{5}\text{O}_{12} \), and \( \text{Li}_x\text{TiO}_2 \), where one of the phases has much larger electrical conductivity compared to the other—the difference can be up to six orders of magnitude. In the following sections, we continue with the thermodynamic and transport theory that describes the electric-field induced phase separation and consequently the dielectric breakdown of the medium along the direction of the electric field.

**Thermodynamics.—**We are interested in modeling the dielectric phase separating medium shown in Fig. 1. The neutral species is described by a simple model based on two overlapping spheres of negative (green bound \( \varepsilon^+ \)) and positive (red ion) charges. The application of electric field \( E \) induce polarization \( p \) in each of the materials.

The permittivity for each of the phases is described by a simple model based on thermodynamic and transport theory that describes the electric-field induced phase separation of the material. The neutral species is thermodynamically unstable or due to the application of an electric field \( E \) that demixes the solid solution mixture. In the present picture, the two phases have different electric permittivities, \( \varepsilon_1 \) and \( \varepsilon_2 \), and electrical conductivities, \( \sigma_1 \) and \( \sigma_2 \). For simplicity we assume \( \varepsilon_2 > \varepsilon_1 \) and \( \sigma_2 > \sigma_1 \), respectively. Representative examples of such system are ion intercalation materials, which are thermodynamically unstable for a wide range of Li-ion fraction. Additionally, some of them undergo metal-to-insulator transition, e.g. \( \text{Li}_x\text{CoO}_2 \), \( \text{Li}_{4+\delta}\text{Ti}_3\text{O}_12 \), \( \text{Li}_4\text{Ti}_5\text{O}_{12} \), \( \text{Li}_x\text{TiO}_2 \), \( \text{Li}_{4}\text{Ti}_{5}\text{O}_{12} \), and \( \text{Li}_x\text{TiO}_2 \), where one of the phases has much larger electrical conductivity compared to the other—the difference can be up to six orders of magnitude. In the following sections, we continue with the thermodynamic and transport theory that describes the electric-field induced phase separation and consequently the dielectric breakdown of the medium along the direction of the electric field.

The first term is the homogeneous free energy of the system \( g_h \) and the second term corresponds to the penalty gradient term, which is used to describe the phase separation of the material. The phenomenological parameter \( \kappa \) controls the thickness of the interface between the formed phases and is linked to their interfacial tension. The third and fourth term describe the total electrostatic energy, where \( \varepsilon(c) \) is the electric permittivity of the material as a function of the species concentration, \( \rho \) is the mobile charge density. For the homogeneous free energy term \( g_h \) we chose the regular solution model:

\[
g_h = \Omega c (1 - c) + \frac{k_B T}{\nu} (\varepsilon (c \ln c + (1 - c) \ln (1 - c)))
\]

where \( \Omega \) controls the interaction between the species particles—positive (negative) \( \Omega \) corresponds to attractive (repulsive) interactions between the species. In the absence of particle-particle interactions, \( \nu \) is the particle volume. Assuming local equilibrium, we define the chemical potential of the neutral species as the variational derivative of the Gibbs free energy:

\[
\mu = \frac{\delta G}{\delta c} = \mu_b (c) - \kappa \nabla^2 c - \frac{1}{2} \frac{\partial c}{\partial c} |\nabla \phi|^2
\]

where \( \mu_b = \partial g_c / \partial c \). Also, the chemical potential of the charged species that contribute to the charge density \( \rho \) reads:

\[
\mu \rho = \frac{\delta G}{\delta \rho} = \epsilon \phi
\]

Regarding the dielectric model, we assume a simple monotonically increasing phenomenological form:

\[
\varepsilon = \varepsilon_f \varepsilon_0 e^{\gamma \phi}
\]

where \( \gamma \) controls both the change and the curvature of the permittivity. This form has been previously used to model the electric-field induced phase separation of colloidal mixtures.

**Transport.—** We consider a phase separating material with both the permittivity and conductivity to be functions of species concentration. The equations to model the process are Refs. [38, 60, 61]:

\[
\frac{\partial \rho}{\partial t} = - \nabla \cdot \mathbf{j}
\]

\[
\frac{\partial \mathbf{j}}{\partial t} = - \nabla \cdot \mathbf{j}_\rho
\]

\[
\frac{\delta G}{\delta \phi} = \rho - \nabla \cdot \mathbf{D} = 0
\]

where \( \mathbf{j} \) and \( \mathbf{j}_\rho \) are the species and electronic fluxes, respectively. Based on the assumptions of local equilibrium and microscopic reversibility, the constitutive relation for the fluxes and the electric displacement \( \mathbf{D} \) are:

\[
\mathbf{j} = -\frac{D(c)\varepsilon}{k_B T} \nabla \phi
\]

\[
\mathbf{j}_\rho = -\frac{\sigma(c) \nabla G}{\delta \rho} = -\frac{\sigma(c) \nabla \phi}{\delta \rho}
\]

\[
\mathbf{D} = \varepsilon(c) \mathbf{E} = -\varepsilon(c) \nabla \phi
\]

Equations 6a–6b are the conservative descent of the free energy \( G \) with respect to \( c \) and \( \rho \), while Eq. 6c is an equilibrium point with respect to \( \phi \).

In Eq. 7b, we consider the electric flux to be described by Ohm’s law and we do not specify neither the mechanism of electric conduction nor the identity of charge carriers. This approach is similar to the model of leaky dielectrics that has been widely used in electrohydrodynamics, where the conductivity is assumed to originate from dissolved ions. The model of Eq. 7b is known to be a special limit of Poisson-Nerst-Planck type models under large applied electric fields and low carrier densities.

The functional form of the diffusivity \( D(c) \) is taken that of a lattice gas model, where the transition state is in an electric field that induces polarization. This form has been previously used to model the electric-field induced phase separation of colloidal mixtures.

**Transport.—** We consider a phase separating material with both the permittivity and conductivity to be functions of species concentration. The equations to model the process are Refs. [38, 60, 61]:
linear in concentration $\sigma(c) = \sigma_0 + \sigma_1c$, where for $\sigma_1 > 0$ increasing charge carriers correspond to increasing conduction. While being simple, this specific form of $\sigma$ does not alter our conclusions. When phase separation occurs, we assume the two formed phases to have conductivities which differ by several orders of magnitude (metal-insulator/semi-conductor contact and vice versa). This large difference in combination with the phase separation due to electric fields leads to dielectric breakdown in our system. Finally, we close the description of the system using the following boundary conditions: (i) for the species number density we assume blocking electrodes, which translates into $j \cdot \mathbf{n} = 0$ along all domain boundaries; (ii) for the potential $\psi$, we consider $\psi(0) = V$ and $\psi(L) = 0$ to simulate the voltage drop across the cell, while on all the other boundaries we assume $\mathbf{n} \cdot \nabla \psi = 0$; (iii) we assume a contact angle of $\pi/2$ at any triple contact point between the formed phases and the boundaries of the system, $\mathbf{n} \cdot \nabla \psi = 0$. In all cases, $\mathbf{n}$ is the outward normal vector.

**Characteristics scales and material parameters.**—The characteristic scales we consider herein are the following: (i) time $t_{\text{lh}} = L^2 \sigma_{\text{max}}$; (ii) length $L_{\text{lh}} = L$, (iii) voltage $\phi_{\text{lh}} = \kappa q T t_{\text{lh}}$, (iv) conductivity $\sigma_{\text{lh}} = \sigma_{\text{max}}$; (v) charge density $\rho_{\text{lh}} = \epsilon_{\text{max}} N_A$; (vi) volumetric energy $\kappa q T t_{\text{lh}}$, where $N_A$ is the Avogadro number. Substituting these scales in the transport equations we arrive at the following dimensionless forms

$$\frac{\partial \mathbf{c}}{\partial \tau} = \nabla \cdot \left[ D(\mathbf{c}) \nabla \mathbf{c} \right]$$  \hspace{1cm} \text{(8a)}

$$\frac{\partial \mathbf{q}}{\partial \tau} = \nabla \cdot \left[ \phi \frac{\sigma(\mathbf{c})}{\sigma_{\text{max}}} \nabla \phi \right] - \frac{1}{\lambda_D} \nabla \cdot [\varepsilon(\mathbf{c}) \nabla \phi] = q$$  \hspace{1cm} \text{(8b)}

where $\Phi = \frac{\sigma_{\text{max}} k_B T}{D_{\text{max}} \rho_{\text{max}} N_A \epsilon_{\text{max}}} \lambda_D^2 = \frac{\epsilon_{\text{max}} k_B T}{\sigma_{\text{max}} N_A \epsilon_{\text{max}}}$. The dimensionless number $\Phi$ quantifies the ratio between the electronic and the species mobilities. An interesting limit is that of $\Phi \gg 1$, where the electron/hole redistribution in the domain occurs much faster compared to species diffusion, and can be thought as the continuum equivalent of the Born-Oppenheimer approximation.\(^{24}\) In that case, Eq. 8b is always at quasi-equilibrium. This is not the case though when the material enters the insulating regime. Finally, the homogeneous free energy combined with the electric energy reads

$$\frac{g^V}{k_B T} = \frac{\Omega \epsilon c(1 - c) + \epsilon \ln c + (1 - c) \ln(1 - c)}{2e^2L^2}$$

$$- \frac{\varepsilon_0 V k_B T}{2e^2L^2} e^{-\varepsilon |\nabla \phi|^2}$$  \hspace{1cm} \text{(9)}

Before we dive further into analyzing the implications of the applied electric field on the thermodynamic stability of mixing and the dynamics of phase separation, it is instructive to consider a specific material for the parameters of our model: $\varepsilon, \gamma, \kappa, \Omega, \nu, n_{\text{max}}, \sigma_{\text{max}}, D_{\text{max}}$ and $L$. An interesting example with practical implications in Li-ion batteries and neuromorphic computing is $\text{Li}_{44.3}\text{Ti}_{50.2}\text{O}_{12}\text{.}\text{5}$\text{.}\text{7}$\text{2}$.

Based on the density and the molecular weight of $\text{Li}_{44.3}\text{Ti}_{50.2}\text{O}_{12}$, we know that $n_{\text{max}} \approx 0.72 \times 10^3 \text{ mol m}^{-3}$ as well as $\nu \approx 1 \text{ nm}^3$. Additionally, previous phase field modeling\(^{72}\) has reported $N_A \Omega Q_v \approx 8.612 \text{kJ mol}^{-1}$ and $N_A \nu K_v \approx 8.61 \times 10^{-12} \text{ J m}^{-2} \text{ mol}^{-1}$. The electric permittivity is known to increase as a function of average Li-ion fraction $x$. In particular, for $x \rightarrow 0$, $\varepsilon \approx 1.5$, while for the fully lithiated state, $x \rightarrow 1$, the permittivity becomes $\varepsilon \approx 50$.\(^{73}\) This behavior can be approximated by choosing $\varepsilon \approx 1.5$ and $\gamma \approx 3.5$. In terms of tracer diffusivity, NMR studies\(^{74-76}\) measured $D_0 \approx 4 \times 10^{-16} \text{ m}^2 \text{ s}^{-1}$, while electrochemical measurements found that the conductivity changes from $\sigma(x \rightarrow 0) \approx 10^{-5} \text{ S m}^{-1}$ (insulating) to $\sigma(x \rightarrow 1) \approx 10^2 \text{ S m}^{-1}$ (metallic).\(^{52}\) Finally, we consider a thin-film device with dimensions around $L \approx 100 \text{ nm}$, which is kept at constant temperature $T = 298 \text{ K}$.

The discussed material and system parameters result in $\Phi \approx 10^7$ and $\lambda_D^2 \approx 10^{-4}$. Given this value for $\Phi$, it is clear that when the material is metallic, we can assume Eq. 8b to be in quasi-equilibrium. The small value of $\lambda_D^2 \approx 10^{-4}$ corresponds to double layers on the scale of $10^{-1} \text{ Å}$, which is a reasonable value for a perfect metal. The RC timescale $\tau_e = \frac{\varepsilon_{\text{max}} N_A q \Omega}{\sigma_{\text{max}}}$ for charging the formed double layers after the electric field is applied\(^{77}\) is of the order of $5 \times 10^{-10} \text{ s}$ for the conductive phase and $10^{-2}$ s for the insulating one, values much lower than the diffusive timescale of the neutral species $\tau_f = L^2 D_{\text{max}} \approx 10^2 \text{ s}$. Due to numerical stability, however, when we solve Eq. 8 we use a re-scaled value for $\lambda_D^2$ that matches the interface thickness.

Finally, we discretize the set of Eq. 8 using finite elements,\(^{78}\) and more specifically, we use continuous linear basis functions for approximating all unknowns. Additionally, we solve the system of equations in a monolithic fashion, while for the time integration a second order scheme is used (BDF2).\(^{79}\) The non-linear system of equation is solved using Newton’s method and for the inversion of the resulting linear system we use LU decomposition.

**Instability of a Homogeneous State**

**Thermodynamic stability.**—According to phase equilibria, $c_{x,1}$ and $c_{x,2}$ are the two spinodal points that indicate the change in the curvature of the homogeneous free energy. Both of these values are solutions of Refs. 14, 52

$$\frac{\partial^2 g_{\text{hh}}}{\partial c^2} = \frac{\partial \mu_{\text{ee}}}{\partial c} = 0$$  \hspace{1cm} \text{(10)}$$

In the spinodal region, the homogeneous solution is unstable ($g_{\text{hh}}^0 < 0$) and tends to phase separate in two immiscible phases. The concentration in each phase is determined by the common tangent construction

$$\mu(c_{\text{eq},1}, [\mathbf{E}] = 0) = \mu(c_{\text{eq},2}, [\mathbf{E}] = 0) = \frac{g_{\text{hh}}(c_{\text{eq},1}) - g_{\text{hh}}(c_{\text{eq},2})}{c_{\text{eq},1} - c_{\text{eq},2}}$$  \hspace{1cm} \text{(11)}$$

Here, we are interested in studying the electric-field induced phase separation. When the electric field is uniform across medium, $\mathbf{E} \approx -\nabla \epsilon(\mathbf{E})$, $\nabla \epsilon$ is the dimensionless voltage drop, scaled with the thermal voltage $k_B T e$, we can see from Eq. 3 that the value of the chemical potential will change. The effect of the electric field on the thermodynamic stability of the homogeneous mixture, however, depends on the functional form of $\epsilon$. For example, when $\epsilon$ is a linear function of $c$, then the spinodal region is not affected. Therefore, for having electric-field-induced phase separation we require that $\epsilon'(c) \neq 0$. The equation for finding the spinodal points reads\(^{23,35}\)

$$\frac{\partial^2 g_{\text{hh}}(c)}{\partial c^2} = \frac{1}{2} \frac{\partial^2 \epsilon(c)}{\partial c^2} [\nabla \epsilon]^2$$  \hspace{1cm} \text{(12)}$$

Figure 2a shows the dimensionless free energy as a function of the species fraction $c$ for four different values of the applied electric field $|\nabla \epsilon|$. In this example we set $\Omega = 0$, as we are interested to understand the implications of the electric field on the de-mixing of a homogeneous solution. For $|\nabla \epsilon| = 0$, the energy is convex, and the mixture remains in the solid solution regime. With increasing $|\nabla \epsilon|$, however, the energy landscape becomes distorted, shifting the minimum energy toward $c \approx 0.8$. For $|\nabla \epsilon| = 400$, the electric field is strong enough to change the convexity of $g$ (dashed region), making phase separation thermodynamically favorable. At this
point, the electrostatic energy becomes comparable to the entropy of mixing due to alignment of the microscopic dipoles in the medium, Figs. 2a & 2b. As it will be shown in more detail in later sections, after phase separation is completed the system will consist of domains with low and high permittivity, respectively. Further increase of the E-field increases the distance between the binodal points (red dots) which leads to further increase in the dielectric mismatch between the phase separated domains, Fig. 2a.

These observations can be summarized in the phase diagram of Fig. 2c, which is constructed in terms of the applied electric field $|\Delta V|$ and the system fractional concentration $c$. The binodal region, which is thermodynamically metastable, is shown with blue, while the spinodal region with light brown. It is clear that there exist a critical electric field (around $|\Delta V| \sim 380$ for the parameters used herein) above which the convexity of the free energy changes and the homogeneous state of the material becomes thermodynamically unstable. The implications of this phase diagram on the dielectric breakdown of the material are discussed in Section Dielectric Breakdown due to Filament Formation.

**Linear stability.**—The standard way to understand the dynamics during the onset of phase separation is through linear stability analysis. In particular, given the physical parameters of our model, we can identify the critical wavelength that can be induced by random fluctuations that lead to de-mixing of a homogeneous state.

To do so, we assume an infinitesimal perturbation of the form

$$\delta y = \delta_0 e^{i k x + i \omega t},$$

where $y^f = (c, q, \phi)$, $\delta$ is an infinitesimal vector, $k^f = (k_x, k_y, k_z)$ is the wavenumber, and $\omega$ is the growth rate of the instability. The base state around which we linearize Eq. 8 is $y_0^f = (c_0, 0, -|\Delta V|(1 - x))$. The dispersion relation is found by solving the secular equation

$$\det [J - \omega \mathbf{e}_i \mathbf{e}_i] = 0$$

where $J$ is the Jacobian matrix defined as $J = \delta f / \delta g$—the components of $J$ are given in the appendix—and $\mathbf{e}_i$ corresponds to the unit vector along the “concentration” axis. Assuming $\Phi \gg 1$, the growth rate becomes

$$\omega = -c |\Delta V|^2 (\partial_c \ln \sigma) k^2_x - D(k^2_x + k^2_y)$$

$$\times [-1/(2) |\Delta V|^2 \partial_x^2 \varepsilon + \partial_x^2 \sigma_0 + \kappa(k^2_x + k^2_y)]$$

where $k^2_x = k^2_y + k^2_z$, and $D, \sigma$ and $\kappa$ are in their dimensionless form. From Eq. 14, it is clear that the direction of the E-field affects critical wavelength in the x-direction. We can further analyze the result by determining the set of $(k_x, k_y)$ that maximize $\omega$. Solving $\partial_\omega \partial k = 0$, we find

$$(k_x, k_y) = \left(0, \frac{Q}{4\kappa} \right)$$

and

$$(k_x, k_y) = \pm \left(\frac{DQ - 2\varepsilon |\Delta V|^2 \partial_x \ln \sigma}{4\kappa D}, 0 \right)$$

where $Q = |\Delta V|^2 \partial_x^2 \varepsilon - 2\partial_x^2 \sigma_0$. From the first set of solution, it is clear that for $k_x$ to be physical it has to be positive. This is true for $|\Delta V|^2 \partial_x^2 \varepsilon - 2\partial_x^2 \sigma_0 > 0$, which is equivalent to the thermodynamic stability condition we discuss in Section Thermodynamic Stability. On the contrary, the second locus of solutions is physical for $D(\Delta V|^2 \partial_x^2 \varepsilon - 2\partial_x^2 \sigma_0) > 2\varepsilon |\Delta V|^2 \partial_x \ln \sigma$, which shows that conductivity variations can suppress phase separation in the direction of electric field when $\partial_c \ln \sigma > 0$.

Figure 3a demonstrates the stability diagram for a mixture with average concentration $c = 0.8$ in terms of the wavenumber set $(k_x, k_y)$. The lines denote the isocountour $\omega = 0$ for different applied voltages across the domain. Inside the formed envelopes lies the region where $\omega > 0$, which corresponds to the long-wave modes for which de-mixing occurs, while short-waves are damped by the action of surface tension. As shown by Eq. 15b, when $k_x = 0$ there is a critical applied voltage $|\Delta V| \lesssim 700$ below which perturbation in the $x$ direction are suppressed.

**Phase separation dynamics.**—In order to test the predictions of the theory and understand the time evolution of de-mixing, we perform two-dimensional simulations of an initially homogeneous mixture with concentration $c = 0.8$. As a representative example, we consider the case where the value of the applied electric field across the domain is $|\Delta V| = 600$. According to the phase diagram of Fig. 2c, we expect the two formed phases to have concentrations $c_{h,1} \approx 0.12$ and $c_{h,2} \approx 0.998$, respectively, where $c_{h,1}$ is the binodal point concentration.

Figure 3b shows the temporal evolution of the concentration field after the electric field is applied. The light yellow color represents the rich phase, while the dark purple the low concentration one. At time $t = 0$, the homogeneous profile is perturbed with zero-mean white noise. After some time, these perturbations grow exponentially in time as predicted by the linear stability analysis of Section Linear Stability. The exponential evolution of the perturbations stops right...
after the two phases begin to form, i.e. for $t = 0.1$. At this moment, filament-like patterns, which consist of the poor and rich phase, span the entire domain. It is noticeable that the formed filaments align with the direction of the applied electric field, an observation that connects with the phenomenon of dielectric breakdown, which is discussed in more detail in the next section (Section Dielectric Breakdown due to Filament Formation). At later times, $t = 1.0$, the initially formed filaments with the lowest concentration break into smaller islands. Due to the existence of multiple interfaces this state is not energetically favorable. As a result, the system undergoes further coarsening (Ostwald ripening\(^{81}\)) making the islands to merge into larger filamentary domains, leading to the non-equilibrium steady state shown for $t = 20.0$. At this time, three large domains that consist of the high concentration phase are formed, while the low concentration ones occupy smaller fraction of the total volume. This is in agreement with the theoretically predicted phase diagram, Figure 3.
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(a) Linear stability analysis of a homogeneous mixture with $c = 0.8$ under the influence of an electric field $E$. The contour lines correspond to the locus where the non-dimensional growth rate $\omega = 0$ for different values of the wave numbers $k_x$ and $k_y = \sqrt{k_x^2 + k_y^2}$. Different colored curves correspond to different values of the applied electric field. The thermodynamic model is described in Eq. 9 with $\Omega = 0$. With increasing electric field, the homogeneous state becomes unstable for a larger set of $(k_x, k_y)$. (b) Temporal evolution of an initially unstable homogeneous state at $c = 0.8$. A voltage drop of $|\Delta V| = 600$ is applied. At first, the homogeneous state splits into multiple filaments with with concentrations 0.12 and 0.998. As time increases, the initially formed filaments accumulate into larger islands which at the end merge to form filaments that align with the applied electric field.
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Figure 4. (a) Temporal evolution of macroscopic current defined as $I = -\int \sigma E \cdot n dA$, in response to an applied voltage $|\Delta V|$ (scaled to $k_BT/e$), indicated by different colors. The system is initially at a phase separated state as shown in the inset for the earliest time instance. The average concentration is $c = 0.5$. At low voltage drop, e.g. $|\Delta V| = 100$, the initial morphology remains intact. For $|\Delta V|$ above the critical value, any interface perpendicular to the applied E-field is unstable. This leads to the formation of filaments that connect the two electrodes and increase the electrical conductivity of the device by orders of magnitude, causing effectively dielectric breakdown. (b) Thermodynamic phase diagram in terms of the species concentration and the applied voltage drop $\Delta V$. The light brown region corresponds to the miscibility gap, which changes with increasing voltage drop, and the blue region is the binodal region, where the solution is metastable. The critical voltage drop $\Delta V_c$ is defined as the value of $|\Delta V|$ that shifts one of the binodal points at zero bias into the spinodal region. For both the simulations and the phase diagram, $N_A/\Omega = 5.601 \text{ kJ mol}^{-1}$, while the electric conductivity is described by $\sigma = \sigma_0 e^{\sigma_1/\gamma}$, where $\sigma_1 = 10^{-7}$ and $\sigma_1 = 16.11$.
conclusions, we choose a system with the inset of Fig. 4a, while the average concentration is set to the phase morphology corresponds to the earliest time instant shown in electrodes, surface integral of the electric current density across one of the Figure 4a demonstrates the temporal evolution of the resulting electrical conductivity of the form Therefore, the recovery of a solid solution after the electric de-mixing of an initially solid-solution system demonstrates behavior. The question that arises, though, is why voltages below \( \Delta V \gtrsim 200 \) do not alter the phase morphology into filamentary ones. The answer becomes clear when analyzing the phase diagram of Fig. 4b. When no \( E \)-field is applied, the system is separated in two immiscible phases with concentration \( c_{p,1} \approx 0.21 \) and \( c_{p,2} \approx 0.78 \), respectively. When a voltage drop of \( \Delta V = 100 \) is applied, these values lie the binodal region, which is known to be metastable. As a result, the species are redistributed between the two phases and a new steady state is reached without altering the morphology of the existing interface. However, when \( \Delta V = 200 \) is applied, the initially stable state becomes thermodynamically unstable, as the concentration of the rich phase lies inside the spinodal region—the spinodal points are \( c_{p,1} \approx 0.3 \) and \( c_{p,2} \approx 0.8 \). Hence, any infinitesimal perturbation tends to destabilize the system from its initial state, which, as analyzed in Fig. 4a leads to the formation of highly conductive filaments that align with the direction of the applied electric field.

Discussion

Our findings on dielectric breakdown, as a result of filament formation due to the applied electric field, are relevant to resistive switching and memristor devices. One of the desired properties of memristors is the ability to change the electrical conductivity of the device by orders of magnitude under an external stimulus, e.g. voltage or temperature. Here, we show that through de-mixing of a solid solution mixture or change in the phase morphology of an already phase separated material, we can tune the device-level resistance by orders of magnitude, Fig. 4a. This idea has been recently demonstrated experimentally in \( \text{Li}_{4+x} \text{Ti}_5 \text{O}_{12} \), for \( x \to 0 \) and \( x \sim 1 \), a material proposed as a potential candidate for memristive devices. It is known that \( \text{Li}_{4+x} \text{Ti}_5 \text{O}_{12} \) undergoes an insulator-to-metal transition, resulting in a change in the electric resistance of the memristive device by orders of magnitude. Here, by using the properties of LTO, we show that a dimensionless voltage of \( \sim O(10^3) \) is required to induce de-mixing, and therefore change in the conductivity of the device. This value corresponds to approximately 3–4 V, which is on the same order of magnitude with the experimentally observed value for dielectric breakdown. Figure 5 shows a schematic on the device current-voltage response related to the phenomena presented in Sections Instability of a Homogeneous State and Dielectric Breakdown due to Filament Formation. When the system is initially prepared as solid solution, de-mixing occurs at a critical voltage \( \Delta V_c \), Figs. 2b & 4b. Two scenarios are possible:

![Figure 5](image-url)
i) the mixture shows solid solution behavior for all values of $c$, ii) the mixture is phase separating for a wide range of concentrations. In the former situation, when the applied voltage is close to critical value the two phases have very similar concentration, and thus, similar conductivities. Therefore, for resistive switching applications a voltage much larger than the critical value needs to be applied in order to establish phases with very large mismatch in their conductivity. For the latter case, when the critical voltage is applied and de-mixing occurs, the current changes abruptly due to the large difference on the electric resistance between the formed phases, Fig. 4a. Although dielectric breakdown is necessary for resistive switching, memristors have the additional requirement of non-volatile operation.7 When the electric field bias is lifted, the de-mixed mixture is going to return to its initial homogeneous state under diffusive timescales. In particular, for a device with $L = 100 \text{nm}$,9 and a material with maximum diffusion of $\sim 10^{−16} \text{m}^2 \text{s}^{−1}$,22 the system relaxes back to equilibrium within $\sim 100$ seconds. This timescale is very short for any application that requires non-volatile operation, such as neuromorphic computing.

On the contrary, mixtures that are thermodynamically unstable under no applied electric field are non-volatile due to the persistence of the filaments after we stop applying a voltage bias. A schematic of the representative current-voltage curve is shown with the orange line in Fig. 5. At first, the system is prepared in a state where the interface between the two phases is aligned perpendicular to the direction of the electric field. As discussed earlier, this configuration corresponds to a circuit with two resistors in series, where the one with the lowest conductivity governs the $I − V$ response of the device. At large enough voltages, though, the phase separated mixture becomes thermodynamically unstable and conductive filaments are formed that connect the two electrodes. At this point, the macroscopic resistance of the device drops by orders of magnitude causing an effective dielectric breakdown—from a high resistance state (HRS) to a low resistance one (LRS).2,4 After filament formation, decreasing the voltage drop does not affect the phase morphology. Hence, the persistence of the filamentary state, even after electric fields are not active, demonstrate the potential application of such systems in neuromorphic computing.

Even though our model is able to predict the correct order of magnitude for the critical voltage that causes dielectric breakdown in LTO, it is greatly simplified. First, the functional forms for both the electric permittivity and conductivity are purely empirical and do not describe an actual material. Therefore, a more complete theory for both $\varepsilon$ and $\sigma$, which takes into account information from first-principles calculations and/or experiments, is needed.

A more complete picture would identify the charged species, e.g. bound and/or free electrons or ions, that can contribute to the electric conductivity of the medium. For example, in the case of quasi-particles such as polaron-ion pairs, if the applied electric field is strong enough, e.g. near electrode/bulk interfaces,9 or phase boundaries,27 the pairs can split into its components, i.e. localized electrons and ions. Each of the newly generated species can have its own conductivity,90,91 where its diffusive/conductive motion would be described by the corresponding conservation law.

Another effect we have neglected, which plays an important role when the system is at its LRS, is Joule heating.92–97 For nanometer scale phase change memristors, Joule heating is known to control resistive switching. Hence, the change of the local temperature due to dissipation phenomena, such as electric conduction, is expected to affect the thermodynamic and, consequently, the phase separation dynamics after the electric field is applied.

Most memristive devices are solid state in nature.2,4,92 Thus, it is expected that elastic and/or inelastic deformation, as well as the existence of grain boundaries and dislocations to influence the dynamics of conductive filament formation. Additionally, phase-separating intercalation materials are known to exhibit misfit strains which affect the morphology of the formed interfaces.98

Therefore, there will be a competition between the interface orientation defined by the minimum elastic energy state and the one induced by imposed electric field.

Finally, in our model we assumed a closed system where species concentration does not change. However, in ion intercalation materials one can change the total number of ions. This is known to have a large impact on the phase morphology,10,10,49 as well as on the electric conductivity of the material,2 e.g. metal-to-insulator transition. Therefore, it would be interesting to explore the effects of species insertion/extraction on the phase morphologies at the same time electric fields are applied. All these phenomena have to be examined in greater detail for establishing qualitative design principles for memristive devices that are based on the phenomenon of the electric-field induced phase separation.

**Summary**

In summary, we showed that when electric field is applied in a material with concentration-dependent permittivity and electric conductivity, phase separation occurs and dielectric breakdown is observed. Through thermodynamic stability analysis we derived phase diagrams in terms of the species concentration and the applied voltage drop between the operating electrodes, and we demonstrated that one can de-mix a solid solution mixture. Additionally, by performing simulations we predicted that once the system is thermodynamically unstable, filament-like structures are formed. These structures percolate across the domain and are responsible for the dielectric breakdown by allowing electrons to conduct through the metallic phase. Furthermore, we demonstrated the predictions of the theory to be in agreement with recent experiments on Li$_{1+x}$Ti$_x$O$_{12}$. Finally, we discussed the implications of our results on resistive switching, which can be useful in applications like neuromorphic computing. In particular, we showed that phase separating materials can exhibit the desired non-volatile behavior while solid solution materials do not, as they relax back to their equilibrium state after the electric field is turned off.
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**Appendix**

**A.1. Jacobian matrix.**—The components of the Jacobian matrix discussed in Section Linear Stability are presented here. More specifically,

$$
\mathbf{J} = \begin{bmatrix}
J_{1,1} & 0 & J_{1,3} \\
J_{2,1} & 0 & J_{2,3} \\
J_{3,1} & J_{3,2} & J_{3,3}
\end{bmatrix}
$$

[A-1]

where

$$
J_{1,1} = -k^2Dc \left( \frac{1}{2} \partial^2 \varepsilon \phi \right),
$$

[A-2]

$$
J_{1,3} = i\partial_x e k^2 \mathbf{k} \cdot \nabla \phi,
$$

[A-3]

$$
J_{2,1} = i\partial_y \sigma \mathbf{k} \cdot \nabla \phi,
$$

[A-4]

$$
J_{2,3} = -\sigma k^2,
$$

[A-5]

$$
J_{3,1} = -i\partial_z e \mathbf{k} \cdot \nabla \phi.
$$

[A-6]
\[ J_{32} = \chi_D \]  
\[ J_{33} = \epsilon k^2 \]
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