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Michal Maciusowicz * and Grzegorz Psuj

Center for Electromagnetic Fields Engineering and High-Frequency Techniques, Faculty of Electrical Engineering, West Pomeranian University of Technology, ul. Sikorskiego 37, 70-313 Szczecin, Poland; gpsuj@zut.edu.pl
* Correspondence: michal.maciusowicz@zut.edu.pl

Abstract: Magnetic Barkhausen Noise (MBN) is a method being currently considered by many research and development centers, as it provides knowledge about the properties and current state of the examined material. Due to the practical aspects, magnetic anisotropy evaluation is one of such key areas. However, due to the non-stationary and stochastic nature of MBN, it requires searching for postprocessing procedures, allowing the extraction of crucial information on factors influencing the phenomenon. Advances in the field of the analysis of non-stationary signals by various transformations or decompositions resulting into new time- and frequency-related representations, allow the interpretation of complex sets of signals. Therefore, in this paper, several time-frequency transformations were used to analyze the data of MBN for the purpose of the magnetic anisotropy evaluation of electrical steel. The three main transform types with their modifications were considered and compared: the Short-Time Fourier Transform, the Continuous Wavelet Transform and the Smoothed Pseudo Wigner–Ville Transform. By using Exploratory Data Analysis methods and the parametrization of time-frequency representation, the qualitative and quantitative analysis was made. The STFT presented good performance on providing useful information on MBN changes while simultaneously leading to the lowest computational efforts.
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1. Introduction

The structure of ferromagnetic material comprises magnetic domains (regions within the material being magnetized in uniform direction). Its reorganization takes place during the magnetization process. The magnetizing cycle of the material under microscopic terms often has a unique course [1]. Due to the occurrence of energy-related barriers blocking free reorganization, this process, being an outcome of the state of various energies at a given moment, has a non-stationary and stochastic nature. Consequently, it is not continuous, but has a character of abrupt changes. As a result, there are sudden discrete changes of the magnetization state, which can be sensed by the measuring coil, placed in the vicinity of the surface of the tested material. Those changes force the induction of voltage pulses in the coil, whose intensities change as a function of time. By analyzing the voltage course in the full period of magnetization, it resembles the noise signal. This phenomenon has been called Magnetic Barkhausen Noise (MBN) [2–4].

Non-stationary means that the statistical parameters change over time [5]. Stochasticity and non-stationary signals cause the problem of extracting information about changes in material or its properties. Stochastic and non-stationary signals are difficult to analyze due to the lack of determinism. However, with the development of computational algorithms and capabilities of processing units, numerous methods have been implemented that allow the signal to be transformed into its various representation forms. Time-frequency (TF) and
time-scale (TS) representations allow one to obtain information, which may complement the knowledge obtained through the separate analysis carried out only in the time or frequency domains. TF representation analysis is used in many applications, requiring the processing of signal with time-varying signals to extract information.

There are many transformations that allow one to process the signal from the time and frequency domains to the time-frequency representation (TFR). In this paper, the authors present the application of three main transformations groups, that came from different categories, along with their modifications. The first group includes the Short-Time Fourier Transform (STFT) related to the Fourier transform, based on the decomposition of the signal into components (represented by sine and cosine function with appropriate weights) for subsequent discrete time segments, so called windows of signal. This approach enables the determination of a sequence of short-time frequency characteristics in subsequent time intervals and the observation of changes in the content of the signal’s components. The second group refers to the Continuous Wavelet Transform (CWT) related to the operation of matching (scaling and transition) a base function called a wavelet. Various base wavelet functions are used to provide different properties. Considering that linear transformations, such as the STFT and the CWT, constitute a certain local averaging of the characteristics, the method called Synchrosqueezed Transform (SST) was developed. It allows one to sharpen the transformed distributions in such a way that the operation remains invertible [6–8]. In the works introducing this transformation, one can find a reference to the Fourier Synchrosqueezed Transform (FSST) [6] and the Wavelet Synchrosqueezed Transform (WSST) [8] as well. The SST relocates the TFR and allows the outcome distribution to be sharpened. The synchrosqueezing operation is used for two purposes: to concentrate the TFR of a signal that consists of many components, and as a signal decomposition tool. The last analyzed group refers to a bilinear transformation—the Wigner–Ville Distribution (WVD). This transformation was further modified by adding a smoothing window in time and frequency modes to remove interferences resulting in a new version called the Smoothed Pseudo Wigner–Ville Distribution (SPWVD). One of the main advantage of WVD transformation is that in the case of non-stationary signals, it enables one to achieve high resolution both over time and frequency [9].

The above-mentioned transformations have found many applications in signal analysis so far. Some of them are given below. In [10], several TF transforms were compared, including the STFT, the WVD and the SPWVD as well. The TF transforms were used to study seismocardiographic signals. A comparison was achieved by building two synthetic signals with known TF distributions resembling the real ones: first with time-independent frequencies and the second one with varying frequency components. Then, by using the above-mentioned transformations, the detection of appropriate instantaneous frequency (IF) was made. For the first signal type, the lowest Normalized Root Mean Square Error (NRMSE) value was obtained for the STFT transformation and for the second one, the lowest value was found for the SPWVD. The STFT brought no significant advantage over the SPWVD, except for simplicity. Simultaneously, the performance of the WVD was assessed to be the made worse (as it appeared to have, i.e., the highest artifacts). Similarly, in [11], various TF transformations were used to analyze EEG signals. The STFT transformation was also used to study the low-frequency signals generated by wind turbines [12]. In [13,14], the FSST was used to analyze seismological signals. In paper [14], the authors showed that in this application of the FSST can be used to detect low-frequency shadow anomalies (these are frequency bands related to hydrocarbons) and to obtain more favorable results than in relation to the STFT. In article [15], the WSST was used to analyze signals obtained by an ultrasound transducer and laser vibrometer. In this application, the WSST improved the sensitivity to damage detection by 36%. The WSST was also used to carry out research on the instantaneous resonance frequency of the modelled bridge over which the mass was moving [16]. It has been shown that the WSST can be used to monitor the condition of the bridge and detect the structure damage. Authors proposed that the WSST could be used monitor the health of structure in quasi real time.
Additionally, until now, several studies have also been published on the application of the TF transforms to the MBN signal analysis. The aggregate qualitative comparison of the TF transformation, such as the STFT and the WVD, was published in [17]. An extended analysis of the TF transformation for steels that have been hardened was carried out in [18]. The paper presents various transformations, such as the STFT, the SPWVD and the CWT as well. Various display modes were used to present qualitative and quantitative analysis. The study has shown that signal analysis through the TF and TS representations can provide valuable information about the MBN phenomenon course under the influence of various material properties. In [19], the possibility of the parametrization of the STFT spectrogram was presented in order to study the stress level in structural steel. In [20], the authors investigated the TFR of the MBN signals for magnetic anisotropy evaluation in a grain-oriented electrical steel sheet. The possibility of dividing the spectrogram into temporal subperiods, that correspond to a particular subprocess of the reorganization of domain structure, has been presented. The analysis provides information on changes in MBN activity in specific time periods of the magnetization process for different directions of the magnetic field, which may be helpful in explaining the source of the resultant anisotropy characteristic in ferromagnetic materials. In paper [21], the determination of the easy and hard magnetization axes were presented by analyzing the MBN signals using the STFT transform. The influence of the measuring condition on the quality of information on magnetic anisotropy was also analyzed by the authors. The wavelets were applied successfully as a tool to analyze the MBN signal for eq. crack detection [22], material properties [23], or residual stress testing [24]. According to the best knowledge of the authors of this publication, neither the FSST nor the WSST transformation have been already used to analyze the course of the MBN phenomenon.

As it was discussed, the TF transformations are used to analyze various types of signals; however, with various efficiency depending on the application. Therefore, the aim of this paper is to examine the possibility of using various TFRs, obtained by the above-mentioned transformations with different mathematical bases, in the context of the extraction of information obtained from MBN on the magnetic anisotropy of grain-oriented electrical steel sheets. The evaluation is performed qualitatively and quantitatively for three transformation groups: the STFT, the CWT and the SPWVD. Moreover, to obtain a greater concentration of the acquired information, the result obtained by both linear transformations were additionally processed using the SST operation. In a further part of the paper, the qualitative assessment is presented. In the procedure, for each analyzed TF transformation, the possibility of the clear observation of MBN activity changes during the magnetization period is then considered. In the later part of paper, the quantitative assessment of the information quality provided by each transformation is given. The analysis is divided into two parts. In the first one, the information convergence is investigated by comparing the detailed angular distributions of two selected TF features obtained for the successive transformation methods (analysis of the parameter value courses as a function of the magnetization angle). In the second stage, the information quality is assessed in the broader context of the properties of time-frequency distributions. Additionally, the assessment of the computational effort is performed and shown.

2. Experimental Setup

Measurements were made for conventional grain-oriented electrical steel sheets. The steel was cold rolled. As a result of rolling, such steel has anisotropic magnetic properties. Consequently, it is characterized by the occurrence of easy and hard magnetization axes. In the first case, the magnetic saturation state is achieved for a relatively lower value of the magnetizing field. In contrast, the direction of hard magnetization requires the use of higher field values for the same purpose. Barkhausen Noise is one of the methods that can be used to characterize anisotropic properties, as the noise activity and the dynamics of the MBN phenomenon are strictly dependent on the direction of the magnetizing field with
respect to the rolling axis [20,21,25–27]. Before the measurements, no additional treatment was made to the material. The steel parameters are presented in Table 1.

| Steel Parameters   |                  |
|--------------------|------------------|
| Length/Width       | 150 mm           |
| Thickness          | 0.23 mm          |
| Lossiness          | 1.10 W/kg        |
| Induction          | 1.80 T           |

The measurements were made for the transducer’s 101 angular arrangement within the (0°–180°) range, following a constant step of 1.8°. Figure 1 shows a schematic diagram of the sample with the visualization of the position of the transducer at the 0° angle and marks of the direction of further rotation (depicted with a blue arrow). The first measurement was conducted for the transducer aligned along the 0° angle (the transverse direction TD), which means that magnetization was perpendicular to the rolling direction (angle $\alpha = 90^\circ$ is the angle parallel to the rolling direction RD).

![Figure 1](image_url)

**Figure 1.** Diagram which illustrates: the sample, transducer, and depicts the direction of rotation, direction of the rolling axis (RD) and transverse direction (TD—it is perpendicular to the rolling axis).

The measurements were fully automated. The positioning of the transducer and signal acquisition was managed by a computer. Signals were acquired and generated by the DAQ measurement card (NI-PCI-6251). The measurements were performed using a sinusoidal excitation wave with a frequency of 10 Hz. The excitation current was 370 mA, which corresponds to the value of approximately 1.6 kA/m of magnetizing field. A detailed description of the transducer and measuring system can be found in [19–21,28]. Before the data acquisition process, the signal was filtered using analog filters with the pass band set to the 2 kHz–100 kHz range. Detailed information on the filtration settings was provided by the authors in [21]. For each angle, 10 measurements were made, and for a single
measurement, the 10 periods of the magnetization process were acquired. The voltage signal sensed by the measuring coil \(U_{BN}\) was sampled at the frequency of 250 kHz and then processed using the developed digital signal processing procedure.

The exemplary results of \(U_{BN}\) burst along with the magnetizing current \(I_e\) obtained for the 0, 45 and 90 degree positions of the transducer with respect to the TD are presented in Figure 2. One can clearly notice the difference in the course and dynamics of the observed Barkhausen effect depending on the alignment of the transducer. The greatest activity, especially in the context of the dynamics and the value level of the main MBN peak, can be observed in the 90° direction (RD). This refers to the easier conduction of the magnetization course. As the dynamics of the process changes, the analysis of the combined domains of time and frequency can be useful. This was also shown earlier by authors in [20,21], where the possibility of the utilization of selected time-frequency transformation to MBN signal for the evaluation of anisotropy was deeply discussed. The observed differences of the course of the phenomenon make it possible to effectively conduct the process of assessing the anisotropic properties of steel.

![Figure 2](image-url)

**Figure 2.** Exemplary \(U_{BN}\) burst and magnetizing current course \(I_e\).

3. **TF Transforms and Results**

In the following subsections, the transformations that were used to analyze the MBN signal are presented in more detail. The transformations’ input parameters (such as the window value) and output ones (such as spectrogram), as well as their result are presented. In the following part, the comparison of computational times for a single burst of MBN for each of transformation is presented. At the end of this chapter, the qualitative assessment of information provided by each transformation is discussed.

3.1. **TF Analysis**

The Short-Time Fourier Transform (STFT) [18,29] is relatively simple transformation, which, due to it is low computational complexity, can be successfully used on various Single Board Computers (SBCs). The STFT involves performing the Fast Fourier Transform (FFT) over small time intervals. The STFT transformation has several parameters that can be controlled to adjust the transformation to the studied phenomenon. Such parameters are, e.g., the size of the signal window (i.e., the time interval) for which the sequential FFT calculations are performed. The most frequently used windowing functions are: Hann, Hamming or Kaiser [21]. The Kaiser function allows one to carry out the parametrization of the windowing characteristic. The STFT transformation is characterized by a constant window size during computations. Simultaneously, the size affects the resolution in time and frequency. Thus, the window may be wide in the time domain, but then, narrow in the frequency domain or vice versa. However, the resolution of calculations over time can be additionally increased by overlapping the successive windows of signals [17]. In this paper, the overlapping of 75% was used, which ultimately resulted in obtaining a resolution in
\( \Delta f = 488 \text{ Hz} \) and \( \Delta t = 500 \mu \text{s} \). The STFT and spectrogram is given, respectively, by the following formulas [29]:

\[
X(t,f) = \int_{-\infty}^{\infty} x(\tau) \omega(\tau-t)e^{-j2\pi ft} d\tau
\]

\[\text{SPEC}(t,f) = |X(t,f)|^2\]

where \( \omega(t) \) —window function, \( x(t) \) —input signal, \( X(t,f) \) —result of the STFT (matrix of complex number), and \( \text{SPEC}(t,f) \) —spectrogram of STFT.

The FSST is the result of a post-processing method applied to the STFT transformation distribution. This method allows one to improve the concentration of the signal consisting of many components [6]. A Kaiser window of a size of 512 samples was used during the calculation of the STFT and the FSST as well. The applied frequency resolution was the same as in case of the STFT, but the resolution over time domain reached \( \Delta t = 0.4 \mu \text{s} \).

The Continuous Wavelet Transform (CWT) is another transform commonly used to analyze non-stationary signals [30]. As in the case of the STFT, the square of the transform module defines a spectrogram, in the case of the CWT, the result is in a form of scalogram. Computations are also performed for the sequence of windowed signal; however, compared to the STFT, a window size is not fixed in this case. There are many types of base wavelets to choose from, which make it possible to emphasize various properties of the transformed signal at a given moment in time. In this paper, a Morlet wavelet is applied to obtain a constant variance for time and frequency domains. Similar to the STFT, in the case of the CWT, it is also possible to perform the scalograms sharpening using the SST, resulting in WSST transform. For the WSST, the resolution in the frequency domain is greater than for the CWT; however, both increase logarithmically. The resolution in time domain for both transformations was the same and equal to \( \Delta t = 0.4 \mu \text{s} \). The CWT is given by formula [5]:

\[
\text{CWT}(a,b) = \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} x(t) h^*\left(\frac{t-b}{a}\right) \, dt
\]

where \( a \) —parameter responsible for scaling the wavelet, \( b \) —parameter responsible for translation effect (shift in time axis), \( h^* \) —complex conjugate of the scaled and shifted wavelet function, and \( x(t) \) —input signal.

Another considered transformation is derived from the WVD transformation [31]. The WVD itself is the transformation that offers a wide range of analysis in the case of many time-varying signals. It overcomes the limited resolution of the transforms based on Fourier and wavelet methods through an autocorrelation operation. However, simultaneously, a certain difficulty brought by WVD is a cross-terms effect. It refers to a local oscillation between the main components of signals, which may take a value two times greater than the value of the main signal [32]. Thus, on the fundamentals of WVD, the Pseudo Wigner–Ville Distribution (PWVD) was created. The transformation was introduced by adding a windowing operation to the analyzed signal over the time domain [30,33]. This allows one to overcome parasitic interferences that hinder the interpretation of the result of transformation (what leads to averaged representation). As a result of the operation of this transformation, one obtains the real values—not the complex ones as in the case of the STFT. Further modification of the WVD was made by adding two smoothing windows, both in the time domain and in frequency domain as well. The modified transformation is named the Smoothed Pseudo Wigner–Ville Distribution (SPWVD). The SPWVD is given by formula [31]:

\[
\text{SPWVD}(t,f) = \int \int g(t-t_1) H(f-f_1) W(t_1f_1) dt_1 df_1
\]

\[
W(t,f) = \int_{-\infty}^{\infty} x\left(t + \frac{\tau}{2}\right) x^*\left(t - \frac{\tau}{2}\right) e^{-2\pi ft} d\tau
\]
where \( g(t) \) — smoothing window in time domain, \( H(f) \) — smoothing window in frequency domain, \( \tau \) — a lag, and \( x(t) \) — an input signal.

In this paper, two configurations of the SPWVD transform have been compared. The first one (ascribed as SPWVDv1) was limited, so that the resolutions in the frequency and the time domains corresponded to the ones obtained for the STFT. In this case, the resolutions were equal to \( \Delta f = 456 \) Hz and \( \Delta t = 5310 \) \( \mu \)s. In the second case (ascribed as SPWVDv2), the boundary conditions were released, which allowed one to obtain resolutions of \( \Delta f = 125 \) Hz and \( \Delta t = 50 \) \( \mu \)s.

### 3.2. Qualitative Data Analysis Results

The diagram in Figure 3 shows the complete process of the \( U_{BN} \) signal TF analysis. Two main stages can be distinguished. The first refers to the computations of six TFRs by applying all considered methods and their configurations for each analyzed MBN signal. During the second stage, the feature extraction procedure was applied, allowing for the definition of several TF parameters for each obtained TF distribution. The procedure of processing the \( U_{BN} \) signal was the same for all transformations.

![Figure 3. Calculation procedure.](image)

Figure 4 shows the TF distributions for all five transformations obtained for previously discussed configuration along with the distribution an exemplary TF parameter plotted as a function of magnetizing angle. Figure 4a presents the STFT spectrograms. Based on them, one can notice the increase in MBN activity with the increasing magnetizing angle from \( \alpha = 0^\circ \) to \( \alpha = 90^\circ \), and then a decrease in the further angular range up to \( 180^\circ \). Considering the spectrogram achieved for the angle \( \alpha = 0^\circ \), three local areas of intensive MBN activity can be distinguished. The first area of activity is located around 0.020 s, the second one close to 0.028 s and the third one to 0.035 s. These three main areas of activity can be related to the phenomena occurring during the reorganization of the magnetic domain structure in the following order: domain nucleation, \( 180^\circ \) domain wall movement and \( 90^\circ \) domain wall movement [20,34]. Next, these areas successively merge when the magnetizing angle \( \alpha \) increases, what leads to the formation of two dominant activity intervals. The following stages of the process can be observed for \( \alpha \) range until \( 90^\circ \). Then, for an angle greater than \( 90^\circ \), the two areas gradually divide into three again. In Figure 4b, the CWT scalograms are...
presented. To allow the comparison, the frequency axis is presented in a linear scale. One can see that the MBN activity increases with the increasing value of the angle $\alpha$ up to 90°, and then it decreases—similarly to the STFT distributions. However, in the CWT case, the three areas of activity are not as clearly visible as they are for the spectrograms. For the angle $\alpha = 90°$, it is possible to identify the two areas of activity but not as precisely as in the case of the spectrogram obtained for the STFT transformation.

![Spectrograms obtained on the basis of considered transformations: (a) STFT (b) CWT (c) FSST (d) WSST (e) SPWVDv1 (f) SPWVDv2.](image-url)
Further, Figure 4c presents spectrograms of the FSST transformation. It does not allow one to observe areas of activity as clearly as in the case of the STFT. However, two main areas of activity can be noticed in the distribution for the angle $\alpha = 90^\circ$. The MBN activity rises and falls are the same as in the cases of the previously discussed transformations. The results of the WSST scalograms are shown in Figure 4d. From the obtained results, none of qualitative analysis of MBN activity can be performed. The obtained distributions contain information that is unreadable for a human and require the use of methods which would allow one to extract the hidden information. Finally, Figure 4e,f present the absolute value of the SPWVD distributions achieved for two utilized configurations. In the first version (SPWVDv1—transformation parameters corresponding to the STFT ones), similarly as in previous cases, the MBN activity increases with the increasing angle up to $\alpha = 90^\circ$, and then decreases. However, in this transformation setup (limited resolution), none of the activity intervals can be distinguished. A visible increase in the discrimination of MBN activity areas was obtained in the second case (Figure 4f—SPWVDv2). Nevertheless, the general trends are very similar to the ones observed in the case of previously described transformations.

Additionally, the results of the considered transformations were also analyzed from the perspective of the complexity of calculations. In Table 2, the computational times are presented. All calculations were performed on one computer, with the components presented in Table 3.

### Table 2. Absolute computational times of each considered transformations for single MBN burst.

| Transformation | Time (s)  |
|---------------|-----------|
| STFT          | 0.005556  |
| Wavelet       | 0.073326  |
| FSST          | 0.507287  |
| WSST          | 0.634261  |
| SPWVDv1       | 0.175987  |
| SPWVDv2       | 0.219765  |

### Table 3. Computer components configuration utilized in the computational process.

| Component | Model                           |
|-----------|---------------------------------|
| CPU       | AMD Ryzen 7 1800X Eight-Core 3.60 Hz |
| RAM       | 32 GB 2900 MHz                  |
| GPU       | GeForce GTX 1660 6 GB           |
| HDD       | ADATA XPG SX 8200PNP M.2       |

The lowest time was achieved for the STFT transform, while the greatest one for the WSST. The computation time of SPWVDv2 is higher than of SPWVDv1 by about 24.87%. There is a significant computation time difference between the STFT and the FSST.

#### 3.3. Qualitative Data Analysis

Due to the difficulty in the qualitative comparison of some transformations, a quantitative analysis was performed. For this purpose, the features extraction procedure was applied on the obtained TFRs. In Figure 5, the distribution of two selected parameters were shown as a function of angle $\alpha$: the measure of the concentration of TFR—$BN_{TF,CM}$ (on the left side) and the average value of TFR—$BN_{TF,MEAN}$ (on the right side). The $BN_{TF,CM}$ was chosen because it allows one to generalize the information contained in the TFR well. This parameter takes a higher value when the TFR is uniform. However, it is also insensitive to low values of TFR. The second parameter, $BN_{TF,MEAN}$, is a standard statistical parameter describing the average value of a distribution. The formulas of both parameters are presented in Table 4. The authors provided a wide description of possible methods of parametrization of TFR in their previous publication [19,20]. Considering the angular
distribution of the parameters obtained for the STFT spectrogram, the base approximation was determined. It was treated as a reference characteristic that allowed for a mutual comparison of the obtained TFRs by all considered transformations. To quantify the deviation between the characteristics of TF parameters and the reference approximation, the coefficient of determination $r^2$ was calculated. The formula is given in Table 4, where $y_i$ refers to the value of parameter for the $i$-th angle, $\hat{y}_i$ is the value of approximation for $i$-th angle and $\bar{y}$ is the average value of parameter. Data were normalized for each case to the $[0, 1]$ range.

Table 4. Definition of analyzed parameters ($BN_{TF,S_{ij}}$ is a matrix from the parameters where calculated).

| Feature               | Formula |
|-----------------------|---------|
| Concentration Measure | $BN_{TF,CM} = \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} |BN_{TF,S_{ij}}|^2 \right)^{\frac{1}{p}}$ (6) |
| Mean                  | $BN_{TF,MEAN} = \frac{1}{N \cdot M} \sum_{i=1}^{N} \sum_{j=1}^{M} BN_{TF,S_{ij}}$ (7) |
| Coefficient of determination | $r^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$ (8) |

As it can be seen in Figure 5, generally, both parameters’—$BN_{TF,CM}$ and $BN_{TF,MEAN}$—values for all transformation increase while the angle is growing $\alpha$ from $0^\circ$ to $90^\circ$. Then, both start to decrease. The characteristics of the TF parameters calculated from the STFT are highly correlated with the approximation (depicted with the blue continuous line on plot). In the case of other transformations, the significant local deviation from the approximation line can be clearly noticed, which may indicate a lower robustness of these transformations. In the case of SPWVDv2, a much more stable change in value relative to the angle was achieved than in case of SPWVDv1 as, along with increasing resolution both in frequency and time, the stability of the characteristics increases. The FSST-based characteristics have a similar trend as the ones for the STFT, although the values for the FSST-based TF parameters have a greater deviation from the approximation characteristic.

In Figure 6, the bar plot showing the value of coefficient of determination $r^2$ for both analyzed TF parameters is presented. For both parameters, the highest value of the $r^2$ coefficient was achieved for the STFT. The lowest value was obtained for both versions of the SPWVD transformations. However, the coefficient $r^2$ for the $BN_{TF,MEAN}$ parameter was higher by 28.32% for SPWVDv2 than for SPWVDv1. In the case of $BN_{TF,CM}$, this percentage difference was even greater and equal to 37.83%. It proves that the transformation of the SPWVD may provide better results after releasing the limitations of the computation parameters. Transformation in which the synchrosqueezing method was implemented achieved worse results than their base methods. Comparing the STFT and the FSST, the percentage change of 1.20% and 10.45% was obtained, respectively, for the distribution of the $BN_{TF,CM}$ and $BN_{TF,MEAN}$ parameters. The CWT in relation to the WSST has a better fit in terms of the $r^2$ coefficient for $BN_{TF,CM}$ by 7.38%, and for $BN_{TF,MEAN}$ by 0.74%.
Figure 5. Concentration measure of TF plane vs. angle
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Figure 5. Plot of $B_{TF, CM}$ and $B_{TF, Mean}$ parameters with approximation; RD—rolling direction, TD—transverse direction.
In Figure 6, the bar plot showing the value of coefficient of determination for $BN_{TF,CM}$ and $BN_{TF,MEAN}$ parameters.

### 3.4. Time-Frequency Representations Robustness Analysis

Due to the different mathematical foundations of the analyzed transformations, the information about the studied material (after the transformation) may ultimately be expressed in a different way in the given TF distribution. In consequence, it reflects in different properties of the TFR for a subsequent processing method. Therefore, one or two parameters describing the properties of these representation (e.g., relating to statistical parameters) may not be able to provide complete information about the observed properties changes. In such a situation, the need of using one of the methods of the Exploratory Data Analysis (EDA) is arising. The Principal Component Analysis (PCA) is one of such a method that enables the assessment of information variability in the entire database. Therefore, it was applied to evaluate the variance of vector, consisting of multiple TF parameters values gathered within the entire range of analyzed cases. The PCA leads to the linear transformation of the dataset so that the most variability of the input vector is presented in the new vector by fewer of its features called principal components ($pc$) (being a linear combination of the original parameters). In this case, the PCA analysis provides data on how the information is distributed over the new parameters ($pc$s) vector. As a result, the greatest variability is provided by the first component, and the higher the index number of the $pc$, the lower rate of variability it explains. Several results can be expected when using this data analysis method. If most of the data variance is expressed with the first or a few first principal components, then there is a large correlation between the parameters inside a vector. In the second case, when a high variability rate is reached under the term of several first principal components, then this may refer to the situation in which each of the underlying features provides unique information. However, on the other hand, it may also be the result of a case where the parameters are correlated, although they are supplemented by the interfering components that add variability to the input TF parameters vector. During the analysis, eleven TF parameters were taken into account, such as skewness, standard deviation, power density and entropy of the TFR (according to [19]). In Figure 7, the first principal component for each of the transformations is presented. The total variance of data within the parameters vector is shown in Figure 8.
each of the underlying features provides unique information. However, on the other hand, it may also be the result of a case where the parameters are correlated, although they are supplemented by the interfering components that add variability to the input TF parameters vector. During the analysis, eleven TF parameters were taken into account, such as skewness, standard deviation, power density and entropy of the TFR (according to [19]). In Figure 7, the first principal component for each of the transformations is presented. The total variance of data within the parameters vector is shown in Figure 8.

Figure 7. First principal component for each of the transformations.

Figure 8. Explanation of variability by first three principal components for each transformation. The green horizontal line marks the 90% level of variability in dataset.

As it can be seen, the linear combination of parameters composing the first principal component for the STFT explain more than 90% of the variation. The rest of the transformation does not reach the level of 80% explained by the first pc. The worst transformation in
this case is the WSST. In reference to the given results, in the case of transformations other than the STFT, the convergence rate of information gathered in the TFR is lower. This, in the context of the obtained distributions for individual parameters, can be explained by the lower level of readability of the useful information about the tested material (see the characteristic curves with local parameter deviations presented in Figure 5). Additionally, by looking at the first component, it can be noticed that there is a lot of noisy information. The high rate of variation expressed by the first \(pc\) obtained for the STFT also proves the high robustness of this transformation to disturbing factors, hindering the ability to read the correct information about the tested material.

4. Discussion

As it can be seen from the above comparative analysis of different TF transformations performed for grain-oriented electrical steel sheets, the best information robustness is achieved for the STFT. The TFR obtained for the WSST could be rejected after the qualitative assessment. Although its TF parameters’ angular distributions show that it may also carry useful information about the material anisotropy, as in the case of the \(BN_{TF,\text{Mean}}\) parameter, the obtained \(r^2\) value in relation to the CWT decreases only by 0.73%. The very low value of the coefficient of determination achieved for SPWVD\(v1\) is due to the set limitation bands to the frequency and time resolution. However, this transform provided almost unlimited resolutions; therefore, by releasing the limits in the case of SPWVD\(v2\), it was possible to reach significant improvement in the performance. Simultaneously, it must be noted that this transformation results in an increase in the required computational time by 19.85%. This can significantly limit the possibility of the implementation of the SPWVD-based procedures in inspection systems utilizing SBC. Additionally, the wider analysis of the information variability contained in the analyzed TFRs using PCA confirms the validity of the STFT. For this transformation, over 90% of the variability is already contained in the first principal component, which proves the high convergence and robustness of information. No other transformation achieves this level of results.

To summarize, based on the obtained results, it can be concluded that the STFT transformation, although it is dedicated to the analysis of periodic signals, enables a good representation of the properties of the MBN signals, which are stochastic in nature. At the same time, this transformation method is relatively simple to implement. All these aspects make its application for the analysis of the course of the Barkhausen phenomenon very promising. The transformation of the SPWVD also offers great opportunities, but nevertheless, there has been no significant gain in the quality of the information provided in this case. At the same time, a significant increase in computational effort has been noticed, which may be a problem in the case of real implementation. In the future, the authors will continue their work on the use of time-frequency analysis for the purpose of obtaining information about the course of the MBN phenomenon.
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