Probing single-photon state tomography using phase-randomized coherent states
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Quantum processes involving single-photon states are of broad interest in particular for quantum communication. Extending to continuous values a recent proposal by Yuan et al [1], we show that single-photon quantum processes can be characterized using phase randomized coherent states (PRCS) as inputs. As a proof of principle, we present the experimental investigation of single-photon tomography using PRCS. The probability distribution of field quadratures measurements for single-photon states can be accurately derived from the PRCS data. As a consequence, the Wigner function and the density matrix of single-photon states are reconstructed with good precision. The sensitivity of the reconstruction to experimental errors and the number of PRCS used is addressed.

INTRODUCTION

A quantum process (QP) can be thought as a "black box" whose input consists of a quantum system in a given state. The state is modified during the process and measurements are performed at its output. Frequently, QPs are implemented with light so that the quantum state of the system refers to the state of a given light mode. The characterization of an unknown QP is generally a complex task that requires the probing of the QP with different light states forming a basis of the Hilbert space [2]. However, the full characterization of a QP is not always necessary. An approximate characterization can be achieved through the response of the QP to a finite number of selected input states [3]. Also in many cases, only the response of the QP to an input consisting of light in a single-photon Fock state is of interest. Examples of this are quantum key distribution (QKD) protocols [4–6]. In these processes, Alice prepares the input state encoding information in the photon degrees of freedom (polarization, time-frequency, orbital angular momentum). The physical transmission line, Bob’s receiving apparatus and a possible intervention of an eavesdropper, Eve, constitute the QP. The characterization of such process is of great importance to its security since it may reveal the presence of the eavesdropper.

QKD distribution protocols require the use of single-photon states. However, deterministic single-photon sources are still not readily available [7,8] and probabilistic single-photon sources, such as heralded parametric down conversion, are inefficient and too complex and expensive to be practical in commercial devices. In consequence, many practical implementations of quantum information protocols use, instead of single-photon pulses, attenuated coherent state pulses that can be produced on demand. However, the use of weak coherent state (WCS) pulses carries its disadvantages. On one hand it is inefficient since most pulses carry no photon and, more importantly, it jeopardizes security since the probability for two or more photons is non-zero which allows for different forms of attack by an eavesdropper [9–13].

The security issue of QKD with WCS has been solved through the decoy state method [6,14–21]. In essence, Alice, the sender, uses a random set of WCS of different amplitudes. On the receiving end, Bob analyses the received data and is able, after communicating with Alice, to detect the presence of a possible eavesdropper. More specifically, Bob and Alice are able to extract from the information obtained with WCS, the yield through the communication channel of the single-photon states and compute the amount of information leaked to a possible eavesdropper [14,20].

Extending the idea of the decoy state method, Yuan et al. have shown in a recent theoretical article [1] that phase randomized coherent states (PRCS) can be used for the computation of the single photon-yield through an arbitrary QP. Their analysis was restricted to processes ending with a binary measurement outcome (“click” or “no-click”).

In this article we present a generalization of the method in [1] to QPs ending up with a continuous variable measurement outcome. We show that PRCS can be used to accurately determine the probability distribution for continuous variable measurement carried upon single-photon states. To illustrate our result, we present a proof of principle experiment in which PRCS are used to probe the QP used in quantum tomography [22]. As a result, the quantum tomography of a single-photon state was efficiently simulated using a small ensemble of PRCS [23].

We consider temporal optical field modes of constant amplitude having a finite duration $T$. A stationary light beam can thus be viewed as many consecutive realizations of the mode state. More precisely, a well stabilized laser beam can be considered to a good approximation as the multiple realization of a coherent state $|\alpha\rangle$ of the temporal mode. If the phase of the laser beam is varied at random between different realizations of the temporal mode, then the prepared state is a PRCS with mean photon-number $\mu = |\alpha|^2$.

Following the usual quantum tomography sequence
we have initially determined an approximation to
the field quadrature probability density (marginal dis-
tribution) of the single photon state. For this, the
marginal distributions of several PRCS with different
mean photon-numbers were acquired and combined us-
ing the procedure described below to derive an approxi-
mation to the marginal distribution of the single-photon
state. In a second time, the approximate Wigner function
of the single-photon state and the corresponding density
matrix were derived. Our example shows that excellent
approximations are obtained even for a reduced number
of mean photon-numbers values.

THEORETICAL BACKGROUND

The density matrix for a phase averaged coherent state
of mean photon number \( \mu \) is given by:

\[
\rho_{\mu} = \sum_{k=0}^{\infty} P_{\mu}(k) |k\rangle \langle k| \tag{1}
\]

where \( |k\rangle \) designates a Fock state with photon number \( k \) and

\[
P_{\mu}(k) = \frac{\mu^k}{k!} e^{-\mu} \tag{2}
\]

If a measurement is performed on the system in the state \( \rho_{\mu} \), the probability \( X_{\mu} \) for an outcome \( x \) is given by:

\[
X_{\mu}(x) = \sum_{k=0}^{\infty} P_{\mu}(k) P(x|k) \tag{3}
\]

where \( P(x|k) \) denotes the probability for an outcome \( x \) when the system is prepared in the Fock state \( |k\rangle \).

Unlike in [1] where expression (3) was applied to a binary measurement with two discrete outcomes (“click” or “no-click”), here we consider a measurement with a continuous variable outcome \( x \). In consequence, \( X_{\mu}(x) \) is the probability density for the measurement outcome to be in the range \([x, x + dx]\). Notice that

\[
X_{\mu}(x), P(x|k) \geq 0 \quad \text{and} \quad \int X_{\mu}(x) dx = \int P(x|k) dx = 1 \tag{4a}
\]

\[
\int X_{\mu}(x) dx = \int P(x|k) dx = 1 \tag{4b}
\]

Following [1], we introduce the notation \( Y_k \equiv P(x|k) \). The values of \( \mu \) and \( X_{\mu} \) (we drop the \( x \) dependence for compactness) can be experimentally determined. Since \( X_{\mu} \) is linearly related to the \( Y_k \)’s via Eq. (3), the knowledge of \( X_{\mu} \) for a sufficiently large ensemble of values of \( \mu \) should allow the approximate determination of the single-photon yield \( Y_k \). Extending the decoy state method [13], Yuan et al have derived several estimates for \( Y_1 \) depending on the available values of the mean-photon-numbers \( \mu \) [1]. Their results concerning the estimate of \( Y_1 \) remain valid here keeping in mind the \( Y_k \) and \( X_{\mu} \) refer now to continuous variable distributions.

If only the vacuum and a single value of \( \mu \) are available, the estimate for \( Y_1 \) is:

\[
Y_{\text{est}}^{(1)} = \frac{(X_{\mu} e^{\mu} - X_0)}{\mu} \tag{5}
\]

which is an upper bound of \( Y_1 \) (see Eq. (15) in [1]).

On the other hand, when the information regarding the vacuum state \( (\mu = 0) \) and two or more values of \( \mu \neq 0 \) is available the estimate of \( Y_1 \) is given by:

\[
Y_{\text{est}}^{(L)} = \sum_{j=0}^{L} \lambda_j X_{\mu_j} \tag{6}
\]

\[
\lambda_0 = -\mu_1 \mu_2 \cdots \mu_L \sum_{j=1}^{L} \prod_{l \leq n \leq L,n \neq j} (\mu_n - \mu_j),
\]

\[
\lambda_{j \geq 1} = \mu_1 \mu_2 \cdots \mu_L \prod_{l \leq n \leq L,n \neq j} (\mu_n - \mu_j).
\]

This estimate is an upper(lower) bound for \( Y_1 \) depending on \( L \) being odd(even) [see Eq. (19) in [1]].

We have used expressions [5] and [6] for the determination of the probability density of the field quadrature \( \hat{X}_0 \equiv (a e^{-i\theta} + a^\dagger e^{i\theta})/2 \) for the single photon state \(|1\rangle \). \( a \) and \( a^\dagger \) are the usual photon annihilation and creation operators. Since all states considered in this work have no definite phase, the probability distribution of \( \hat{X}_0 \) is independent of \( \theta \), we will consequently drop the suffix. Notice that with the above definition the variance of \( \hat{X} \) in the vacuum state (or in a coherent state) is \(|0\rangle \langle 0| \hat{X}^2 |0\rangle \langle 0| = 1/4 \).

The expected probability distribution for the outcomes of \( \hat{X} \) for a phase averaged coherent state of mean photon-number \( \mu \) is given by [9] where \( P(x|k) \) are the squares of the well known Hermite-Gauss eigenfunctions of the harmonic oscillator with \( k \) excitations.

EXPERIMENT

The experimental setup is presented in Fig. 1. A single-mode extended cavity diode laser operating around 795 nm in cw regime was used. The signal and local oscil-
lator (LO) light beams were obtained from the laser output beam with the help of an optical fiber beam split-
ter (FBS). The power in the local oscillator was approxi-
mately 10 mW. The signal beam power after the FBS was attenuated to picowatt values using a combination of neutral density filters, half-wave plate and polarizer. The signal beam and the LO are recombined in a beam-splitter in the usual balanced homodyne detection config-
uration. Detection is achieved with a photodetector.
pair specifically designed for balanced detection (Thorlabs PDB120A).

The relative phase difference between the signal and the LO optical fields was varied with a mirror mounted on piezo-electric actuator (PZT). Using equal intensities for the signal and LO a contrast better than 98% was typically observed in the interference after the recombining beamsplitter. During data acquisition, in order to produce the phase randomization, a triangular voltage ramp is applied to the PZT with an amplitude corresponding to an approximately integer number of $2\pi$ phase differences and a frequency near 100 Hz. With this choice, during data acquisition, the relative phase between signal and LO effectively explores randomly the $0 - 2\pi$ interval.

The difference of the two photodetector outputs, which is proportional the signal field quadrature, was monitored in a digital oscilloscope (Tektronix DPO4102B, 1 GHz bandwidth, maximum sampling rate: 5 GS/s). The balanced detector signal was sampled with a sampling frequency of 2.5 MHz. The recorded sample value corresponds to the average over the sampling interval of many scope internal acquisitions taken at the fastest scope sampling rate (High Resolution mode). This ensures that the amplitude of the sampled signal fluctuations scales as the inverse square-root of the interval duration. Each sampling record consisted of $10^7$ samples. For each record, the mean value of the fluctuations was subtracted and a histogram of the fluctuations computed. The final histogram was the average over 100 similar sampling records.

With the signal beam blocked, we checked that the variance of the quadrature fluctuations increases linearly with the LO power as expected for vacuum fluctuations.

### RESULTS AND DISCUSSION

**Mean photon number determination**

After acquisition, the experimental histograms were rescaled. From the histogram corresponding to the vacuum state, we computed the sample variance of the fluctuations. This can be achieved with high relative precision (typically $10^{-4}$), given the large number of acquired data points. Subsequently, the horizontal axis was rescaled for the vacuum state fluctuations to have a variance equal to 1/4. The vertical axis scale of each histogram was chosen such that the sum of all the histogram columns multiplied by $\Delta x$ equals 1 (normalization condition), with $\Delta x$ being the renormalized distance between two consecutive histogram columns.

The histograms obtained for the vacuum state and three different signal field intensities are presented in Fig. (2). Notice that the histogram corresponding to the vacuum state is well fitted by a Gaussian distribution. The histograms corresponding to non-zero signal field intensities were fitted to Eq. (3) using $\mu$ as an adjustable parameter [25]. The best fits were obtained for $\mu = 0.178 \pm 0.002$, $0.436 \pm 0.004$ and $2.20 \pm 0.01$. The corresponding plots of $X_\mu(x)$ are represented as continuous lines in Fig. (2). Notice the good agreement between the experimental data and the theoretical prediction. While very small, there are some deviations between the recorded histograms and the theoretical distributions given by Eq. (3). These deviations are mainly due to imperfect phase randomization and electronic noise background.
We take the values of $\mu$ arising from the fitting procedure described above as the experimental mean photon-number values. We have checked that these values are consistent with the photon-number estimation obtained from the light power at the optical fiber beam-splitter output and the calibration of the neutral density filters used for attenuation. We have also verified that the mean photon numbers scale linearly with the signal light power and the duration of the sampling interval.

**Estimated marginal distributions**

![Estimated marginal distributions](image)

FIG. 3. (Color online) Single photon quadrature probability density distribution. Solid line: exact. Dash-dotted: Estimation according to Eq. (5) using $\mu = 0.178$. Dashed: Estimation according to Eq. (6) using $\mu = 0.178, 0.436$. Dotted: Estimation according to Eq. (6) using $\mu = 0.178, 0.436, 2.20$. For all the estimations de theoretical values of $X_\mu(x)$ given by Eq. (3) were used.

Figure 3 shows the estimates of the single photon quadrature probability distribution obtained with Eq. (5) and (6) from the theoretical marginal distributions corresponding to the observed mean-photon numbers. The dashed-dotted line corresponds to the use of Eq. (5) to a single non-zero $\mu$ in addition to the vacuum state. The dashed and dotted lines correspond to Eq. (6) applied to the vacuum and two and three non-zero $\mu$’s respectively. As predicted in [1] the estimation for a single non-zero PRCS is an overestimation of the exact probability distribution. Closer approximations are obtained when the number of PRCS’s used is increased. Notice that tight upper and lower bounds to single-photon probability distribution are obtained if numbers of $\mu$’s with different parities are used.

It is worth reminding that the distribution obtained from the application of Eqs. (5) and (6) are not assured to satisfy the requirements in Eqs. (4). These requirements are only met approximately [1].

Figure 4 shows the estimated marginal distributions for the single-photon state computed directly from the experimental histograms of the quadrature fluctuations of the PRCS. As expected, the single-photon marginal distribution is affected by measurement uncertainties. The error bars in Fig. 4 were computed from Eqs. (5) and (6) using standard error propagation formula. While the statistical uncertainties in the histograms play a relatively minor role (in view of the large number of acquired samples) the error bars are mainly determined by the uncertainties in the values of the mean-photon numbers. The largest errors occur near the center of the distribution where the vacuum fluctuations and the fluctuations corresponding to small mean photon numbers are maximum and add-up. Notice the relatively large errorbars in spite of the small ($\sim 10^{-2}$) relative uncertainties of mean-photon numbers. The negative values included within error bars at the center of Fig. 4 dramatically illustrate the well known fact that experimental errors can result in non-physical values in quantum-state reconstruction [24].

**Wigner function and density matrix reconstruction**

In quantum tomography [24] the quantum state Wigner function can be derived from the observed marginal distributions using the inverse Radon transformation. However, because the marginal distribution are affected by experimental error, this method does not ensure that the obtained Wigner function corresponds to a physical state. To circumvent this problem, other
techniques such as maximum likelihood or maximum entropy have been suggested. These techniques are suitable for the reconstruction of the density matrix in the present case. However, based on the good agreement between experiment and theoretical expectations for PRCS observed in Fig. 2, we follow a simpler procedure only based on the experimental determination of the PRCS mean-photon numbers. We stress that as a consequence of this simplification, the physical constraints on the Wigner function and the reconstructed density matrix are relaxed as discussed below.

Since the estimated marginal distribution is a linear combination of the observed marginal distributions for PRCS [Eq. (6)], the corresponding reconstructed Wigner function \( W^{\text{est}}(r) \) must be linearly related to PRCS's Wigner functions \( W_{\mu_j}(r) \) \( |r| \) is the radial distance to the phase-space origin.

\[
W^{\text{est}}(r) = \sum_{j=0}^{L} \lambda_j W_{\mu_j}(r) \tag{7}
\]

Figure 5 shows the theoretical Wigner functions plots \( W_{\mu_j}(r) \) for \( \mu = 0, 0.178, 0.436 \) and 2.20 and the corresponding reconstructed Wigner functions \( W^{\text{est}}(r) \) obtained using Eq. (7) for an increasing number of non-zero PRCS (first column in Table I). Even for a single value of \( \mu \neq 0 \), the similarity to the single-photon Wigner function is striking (see [26]). Better approximations to the exact Wigner function are obtained as the number of PRCS increases.

In a similar way, the estimated density matrix \( \rho^{\text{est}} \) (in the Fock states basis) can be calculated as a linear combination of the density matrices \( \rho_{\mu} \) corresponding to the phase-averaged coherent states. Notice that by this means \( \rho^{\text{est}} \), albeit Hermitian, is not assured to possess the usual physical requirements \( (\rho > 0 \text{ and } Tr(\rho) = 1) \) which are only approximately satisfied.

| \( \mu \neq 0 \) | \( Tr(\rho^{\text{est}}) \) | \( |\rho^{\text{est}} - |1\rangle\langle 1| | \) | Eigenvalues < 0 |
|---|---|---|---|
| 0.178 | 1.095 | 8.9 \times 10^{-2} | No |
| 0.178, 0.436 | 0.985 | 1.3 \times 10^{-2} | Yes |
| 0.178, 0.436, 2.20 | 1.013 | 8.3 \times 10^{-3} | No |

TABLE I. Reconstructed density matrix characteristics for different number of phase-averaged coherent states

A common practice to evaluate the quality of state reconstruction is to compute the fidelity and the purity for the reconstructed density matrix. However, since our procedure does not enforce the normalization and positivity of the reconstructed density matrix, the fidelity and purity are ill-defined. Instead, in order to quantitatively characterize the quality of the reconstructed density matrix we use the distance \( |\rho^{\text{est}} - |1\rangle\langle 1| | \) between \( \rho^{\text{est}} \) and the target single photon density matrix [we use \( |M| \equiv Tr(MM^\dagger)^{1/2} \). For reference: the distance between two different Fock states is \( \sqrt{2} \).

Table summarizes the characteristics of the reconstructed density matrices for different numbers of phase-randomized coherent states in addition to the vacuum. Notice that as the number of non-zero intensity PRCS increases, \( Tr(\rho^{\text{est}}) \) closely approaches the physical requirement of unity and the distance to the exact single photon density matrix decreases. Also when the number of non-zero intensity PRCS is even, \( \rho^{\text{est}} \) possesses non-physical negative eigenvalues. As clearly shown in Fig. 5 and Table I, most of the information required for the single-photon state reconstruction originates from the vacuum and the smallest mean photon number. Additional PRCS with increasing photon-numbers only provide small improvements to the single-photon density matrix reconstruction.
CONCLUSIONS

We have shown experimentally that PRCS can be simply and efficiently used to probe a tomography QP for single-photon temporal states. Using a small ensemble of PRCS the probability distribution of the field quadrature was estimated and the single photon Wigner function and density matrix were reconstructed with good precision. Similar techniques can be applied to characterize and simulate any single photon QP without the need for actual single-photon sources.
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