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Abstract

This paper is devoted to the study of the two-dimensional Dirac operator with an arbitrary combination of an electrostatic and a Lorentz scalar $\delta$-interaction of constant strengths supported on a closed curve. For any combination of the coupling constants a rigorous description of the self-adjoint realization of the operators is given and the spectral properties are described. For a non-zero mass and a critical combination of coupling constants the operator appears to have an additional point in the essential spectrum, which is
related to a loss of regularity in the operator domain, and the position of this point is expressed in terms of the coupling constants.
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1 Introduction

1.1 Motivations and state of the art

Initially introduced to model the effects of special relativity on the behavior of quantum particles of spin \( \frac{1}{2} \) (such as electrons), the Dirac operator also comes into play as an effective operator when studying low-energy electrons in a single layered material like graphene. In order to model the interaction of the particles with external forces, the Dirac operator is coupled to a potential and the understanding of the spectral features of the resulting Hamiltonian translates into dynamical properties of the quantum system.

In the last few years a class of singular potentials has been extensively studied in this relativistic setting. These potentials, which are called \( \delta \)-interactions, are supported on sets of Lebesgue measure zero and used as idealized replacements for regular potentials localized in thin neighborhoods of the interaction supports in the
ambient Euclidean space. In nonrelativistic quantum mechanics these interactions were successfully studied in the case of Schrödinger operators with point interactions in [1] or with \( \delta \)-interactions supported on hypersurfaces in \( \mathbb{R}^d \), e.g., in [10, 13, 21]. In the relativistic setting also the one dimensional case, i.e. Dirac operators with \( \delta \)-potentials supported on points in \( \mathbb{R} \), were investigated first, see [1, 16, 24, 31]. Then, the case of potentials supported on surfaces in \( \mathbb{R}^3 \) was discussed in [3–7, 9, 20, 25, 29, 30], a recent contribution in the two-dimensional case is [32]. In the works mentioned above, it was observed that there are critical interaction strengths for which the self-adjoint realization of the operator shows a loss of regularity in the operator domain and, as a result, may have different spectral properties as in the non-critical case. This critical case is still not fully understood in the three dimensional case.

In this paper we want to study Dirac operators in \( \mathbb{R}^2 \) with electrostatic and Lorentz scalar \( \delta \)-potentials supported on loops. We provide a systematic approach combining the general theory of boundary triples and pseudodifferential calculus for matrix-valued singular integral operators supported on loops, which is inspired by the analysis in [9] and the paper [15], where similar questions for sign-changing Laplacians are studied. We show the self-adjointness of the Dirac operators with these singular potentials and discuss spectral properties for all possible combinations of interaction strengths. Unlike the previous work in \( \mathbb{R}^3 \), we are able to deal with more general \( \delta \)-interactions and there is no restriction on the geometry of the loops. This answers fully [29, Open Problem 11] in space dimension two.

In the following we describe the problem setting in more details. To set the stage, let \( \Sigma \) be a connected and closed \( C^\infty \)-smooth curve which splits \( \mathbb{R}^2 \) into a bounded domain \( \Omega_+ \) and an unbounded domain \( \Omega_- \), and let \( \nu = (\nu_1, \nu_2) \) be the unit normal vector field at \( \Sigma \) pointing outwards of \( \Omega_+ \). For a \( \mathbb{C}^2 \)-valued function \( f \) defined on \( \mathbb{R}^2 \) we will often use the notation \( f_\pm := f \upharpoonright \Omega_\pm \). Then, the distribution \( \delta_\Sigma f \) with a function \( f \) having a discontinuity along \( \Sigma \) is defined in the symmetric form by

\[
\langle \delta_\Sigma f, \varphi \rangle := \int_\Sigma \frac{1}{2} (\mathcal{T}_+^D f_+ + \mathcal{T}_-^D f_-) \cdot \varphi \, ds,
\]

where \( \mathcal{T}_\pm^D f_\pm \) denotes the Dirichlet trace of \( f_\pm \) at \( \Sigma \) and \( ds \) means the integration with respect to the arc-length. We study Dirac operators \( A_{\eta, \tau} \) in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \) which correspond to the formal differential expression

\[
D_{\eta, \tau} := -i(\sigma_1 \partial_1 + \sigma_2 \partial_2) + m\sigma_3 + (\eta \sigma_0 + \tau \sigma_3)\delta_\Sigma,
\]

where \( \sigma_0 \) is the identity matrix in \( \mathbb{C}^{2\times2} \), \( \sigma_1, \sigma_2, \sigma_3 \) are the \( \mathbb{C}^{2\times2} \)-valued Pauli spin matrices defined in (1.4), and \( m, \eta, \tau \in \mathbb{R} \). Following the standard language [38] one may interpret \( \eta \) and \( \tau \) as the strengths of the electrostatic and Lorentz scalar interactions on \( \Sigma \), respectively, while the parameter \( m \) is usually interpreted as the mass. Integration by parts shows that if the distribution \( D_{\eta, \tau} f \) is generated by an \( L^2 \)-function, then \( f \) has to fulfil the transmission condition

\[
-i(\sigma_1 \nu_1 + \sigma_2 \nu_2) (\mathcal{T}_+^D f_+ - \mathcal{T}_-^D f_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_+^D f_+ + \mathcal{T}_-^D f_-).
\]
Our approach to study the self-adjointness and the spectral properties of $A_{\eta,\tau}$ is to define this operator as an extension of a certain symmetric operator and to use a suitable boundary triple to investigate the mentioned properties. Boundary triples are an abstract approach in the extension and spectral theory of symmetric and self-adjoint operators in Hilbert spaces [8, 14, 17, 18]. In the one and three dimensional setting they were applied successfully to study similar operators as $A_{\eta,\tau}$ in [6,9,16,31]. In the present paper we follow ideas from [9] to construct a boundary triple which allows us to show the self-adjointness and study the spectral properties of $A_{\eta,\tau}$ for all possible combinations of interaction strengths $\eta$ and $\tau$.

The second main ingredient in the study of $A_{\eta,\tau}$ are explicit properties of integral operators associated to the Green function corresponding to the unperturbed Dirac operator. Similar objects played a key role in the investigation of Dirac operators with singular potentials supported on surfaces in $\mathbb{R}^3$ in [3–7,9,30]. Since to the best of our knowledge these integral operators are not studied in the two dimensional case in detail, we provide the necessary results. In this analysis the properties of several well-known periodic pseudodifferential operators, such as the Cauchy and Hilbert transforms on $\Sigma$, play a crucial role and linking them to the Dirac operator is an important finding in this paper.

1.2 Main results

Let us pass to the formulation and discussion of the main results of this paper. To define the operator $A_{\eta,\tau}$ rigorously, we denote for an open set $\Omega \subset \mathbb{R}^2$

$$H(\sigma,\Omega) = \{ f \in L^2(\Omega; \mathbb{C}^2) : (\sigma_1 \partial_1 + \sigma_2 \partial_2)f \in L^2(\Omega; \mathbb{C}^2) \},$$

where the derivatives are understood in the distributional sense. One can show that functions $f_{\pm}$ in $H(\sigma,\Omega_{\pm})$ admit Dirichlet traces $\mathcal{T}_D f_{\pm}$ in $H^{-1/2}(\Sigma; \mathbb{C}^2)$. With these notations in hand we define now, following (1.1), for $\eta, \tau \in \mathbb{R}$ the operator $A_{\eta,\tau}$ in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ by

$$A_{\eta,\tau}f := \left( -i(\sigma_1 \partial_1 + \sigma_2 \partial_2) + m\sigma_3 \right) f_+ \oplus \left( -i(\sigma_1 \partial_1 + \sigma_2 \partial_2) + m\sigma_3 \right) f_-,$$

$$\text{dom } A_{\eta,\tau} := \left\{ f = f_+ \oplus f_- \in H(\sigma,\Omega_+) \oplus H(\sigma,\Omega_-) : -i(\sigma_1 \nu_1 + \sigma_2 \nu_2)(\mathcal{T}_D f_+ - \mathcal{T}_D f_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_D f_+ + \mathcal{T}_D f_-) \right\}.$$  

(1.2)

In the analysis of $A_{\eta,\tau}$ it turns out that the special combination $\eta^2 - \tau^2 = 4$ of interaction strengths is critical in the sense that the $A_{\eta,\tau}$ has different properties than in the so called non-critical case $\eta^2 - \tau^2 \neq 4$. This phenomenon was also observed in the three dimensional case in [7], see also [3,6,9,30].

In the non-critical case $\eta^2 - \tau^2 \neq 4$ the basic properties of $A_{\eta,\tau}$ are the following:

**Theorem 1.1.** Let $\eta, \tau \in \mathbb{R}$ be such that $\eta^2 - \tau^2 \neq 4$. Then $A_{\eta,\tau}$ is self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ with $\text{dom } A_{\eta,\tau} \subset H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$, the essential spectrum of $A_{\eta,\tau}$ is

$$\text{spec}_{\text{ess}}(A_{\eta,\tau}) = (-\infty, -|m|] \cup [|m|, \infty),$$
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and the discrete spectrum of $A_{\eta,\tau}$ in $(-|m|, |m|)$ is finite.

The proof of Theorem 1.1 is given in Section 4.2. There, also some additional properties of $A_{\eta,\tau}$ like a Krein-type resolvent formula, an abstract version of the Birman-Schwinger principle, and some symmetry relations in the point spectrum of $A_{\eta,\tau}$ are shown. Similar results are known in the three dimensional case, see [7].

Our main results in the critical case $\eta^2 - \tau^2 = 4$ are shown. Similar results are known in the three dimensional case, see [7].

Theorem 1.2. Let $\eta, \tau \in \mathbb{R}$ be such that $\eta^2 - \tau^2 = 4$. Then $A_{\eta,\tau}$ is self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ with $\text{dom} A_{\eta,\tau} \not\subset H^s(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ for any $s > 0$, and the restriction of $A_{\eta,\tau}$ onto the set $\text{dom} A_{\eta,\tau} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ is essentially self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. The essential spectrum of $A_{\eta,\tau}$ is

$$\text{spec}_{\text{ess}}(A_{\eta,\tau}) = (-\infty, -|m|] \cup \left\{-\frac{\tau}{\eta} m \right\} \cup [|m|, \infty).$$

Theorem 1.2 is the main result of this paper and shown in Section 4.3. There, also a Krein type resolvent formula, a Birman Schwinger principle, and several symmetry relations in the point spectrum of $A_{\eta,\tau}$ are shown. We would like to point out that the corresponding properties in dimension three are only known in the case of purely electrostatic interactions, i.e. when $\eta = \pm 2$ and $\tau = 0$, see [9, 30]. In particular, the fact that the new point $-\frac{\tau}{\eta} m$ of the essential spectrum of $A_{\eta,\tau}$ can be any value in $(-|m|, |m|)$ was not observed previously. We remark that several papers addressed the question of presence of a non-empty essential spectrum for Dirac operators in bounded domains with various boundary conditions, see e.g. [12, 23, 36]. Our results can also be regarded as a contribution in this direction.

By a minor modification of the argument, one can also deal with an interaction supported on several loops. Let $N \geq 1$ and consider a family of non-intersecting $C^\infty$-smooth loops $\Sigma_1, \ldots, \Sigma_N$ with normals $\nu_j$, $j \in \{1, \ldots, N\}$. We set $\Sigma := \bigcup_{j=1}^N \Sigma_j$, and for $f \in H(\sigma, \mathbb{R}^2 \setminus \Sigma)$ we denote its Dirichlet traces on the two sides of $\Sigma_j$ as $\mathcal{T}_{\pm,j} f$, where $\gamma$ corresponds to the side to which $\nu_j$ is directed. In addition, consider a family of pairs of real parameters

$$\mathcal{P} := \{(\eta_j, \tau_j)\}_{j=1}^N, \quad \eta_j, \tau_j \in \mathbb{R},$$

and define the associated operator $A_{\Sigma,\mathcal{P}}$ by

$$A_{\Sigma,\mathcal{P}} f := (-i(\sigma_1 \partial_1 + \sigma_2 \partial_2) + m \sigma_3) f \quad \text{ in } \mathbb{R}^2 \setminus \Sigma,$$

$$\text{dom} A_{\Sigma,\mathcal{P}} := \left\{ f \in H(\sigma, \mathbb{R}^2 \setminus \Sigma) : \right.\left. \quad -i(\sigma_1 \nu_{j,1} + \sigma_2 \nu_{j,2})(\mathcal{T}_{+,j} f - \mathcal{T}_{-,j} f) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_{+,j} f + \mathcal{T}_{-,j} f) \right\}.$$

Then the preceding results can be extended as follows:
Theorem 1.3. Denote

$$I_{\text{crit}} := \{ j \in \{1, \ldots, N \} : \eta_j^2 - \tau_j^2 = 4 \}.$$  

Then the following is true:

(i) If $I_{\text{crit}} = \emptyset$, then $A_{\Sigma, \mathcal{P}}$ is self-adjoint with $\text{dom} \, A_{\Sigma, \mathcal{P}} \subset H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$, the essential spectrum of $A_{\Sigma, \mathcal{P}}$ is

$$\text{spec}_{\text{ess}}(A_{\Sigma, \mathcal{P}}) = (-\infty, -|m|] \cup [|m|, \infty),$$

and the discrete spectrum of $A_{\Sigma, \mathcal{P}}$ in $(-|m|, |m|)$ is finite.

(ii) If $I_{\text{crit}} \neq \emptyset$, then $A_{\Sigma, \mathcal{P}}$ is self-adjoint with $\text{dom} \, A_{\Sigma, \mathcal{P}} \not\subset H^s(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ for any $s > 0$, and the restriction of $A_{\Sigma, \mathcal{P}}$ onto the set $\text{dom} \, A_{\Sigma, \mathcal{P}} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ is essentially self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. The essential spectrum of $A_{\Sigma, \mathcal{P}}$ is

$$\sigma_{\text{ess}}(A_{\Sigma, \mathcal{P}}) = (-\infty, -|m|] \cup \left\{ -\frac{\tau_j}{\eta_j} m \right\} \cup [|m|, +\infty).$$

Necessary modifications for the proof of Theorem 1.3 are given in Subsection 4.4.

1.3 Structure of the paper

Let us shortly describe the structure of the paper. First, in Section 2 we recall some well-known facts on periodic pseudodifferential operators on curves, boundary triples, and Schur complements of block operator matrices. With that we study then in Section 3 integral operators, which are associated to the Green function corresponding to the free Dirac operator in $\mathbb{R}^2$, and construct a boundary triple which is suitable to study the properties of $A_{\eta, \tau}$. Eventually, Section 4 is devoted to the proofs of the main results of this paper, Theorems 1.1–1.3.

1.4 Notations

In this paper we denote the identity matrix in $\mathbb{C}^{2 \times 2}$ by $\sigma_0$ and the $\mathbb{C}^{2 \times 2}$-Pauli spin matrices by

$$\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (1.4)$$

It is not difficult to see that the Pauli matrices fulfill

$$\sigma_j \sigma_k + \sigma_k \sigma_j = 2\delta_{jk} \sigma_0, \quad j, k \in \{1, 2, 3\}. \quad (1.5)$$

For $x = (x_1, x_2) \in \mathbb{C}^2$ we write $\sigma \cdot x = \sigma_1 x_1 + \sigma_2 x_2$ and in this sense $\sigma \cdot \nabla = \sigma_1 \partial_1 + \sigma_2 \partial_2$.

Next, $\Sigma \subset \mathbb{R}^2$ is always a $C^\infty$-loop of length $\ell > 0$, which splits $\mathbb{R}^2$ into a bounded domain $\Omega_+$ and an unbounded domain $\Omega_-$ with common boundary $\Sigma$. By $\nu$ we denote the unit normal vector field at $\Sigma$ which points outwards of $\Omega_+$, and $t$ denotes
the unit tangent vector at $\Sigma$. If $\gamma : [0, \ell] \to \mathbb{R}^2$ is an arc length parametrization of $\Sigma$ with positive orientation, then we have $t = \gamma'$ and $\nu = (\gamma_2', -\gamma_1')$. We sometimes identify the vector $t \in \mathbb{R}^2$ with the complex number $T = t_1 + it_2$.

If $\Omega$ is a measurable set, we write, as usual, $L^2(\Omega)$ for the classical $L^2$-spaces and $L^2(\Omega; \mathbb{C}^2) := L^2(\Omega) \otimes \mathbb{C}^2$. If $\Omega = \Sigma$, then $L^2(\Sigma)$ is based on the inner product, where the integrals are taken with respect to the arc-length. By $H^s(\Omega)$ we denote Sobolev spaces of order $s \in \mathbb{R}$ on $\Omega$, and the Sobolev spaces on the curve $\Sigma$ are reviewed in Section 2.1.

Next, we set

$$T := \mathbb{R}/\mathbb{Z}.$$ 

Then $C^\infty(T)$ is the space of all $C^\infty(\mathbb{R})$-functions which are 1-periodic. For $\alpha \in \mathbb{R}$ we denote the set of periodic pseudodifferential operators on $T$ by $\Psi^\alpha$ and the set of periodic pseudodifferential operators on $\Sigma$ by $\Psi^\alpha_\Sigma$, see Definitions 2.1 and 2.3.

For a linear operator $A$ in a Hilbert space $\mathcal{H}$ we write $\text{dom} A$, $\text{ran} A$, and $\ker A$ for its domain, range, and kernel, respectively. The identity operator is often denoted by $1$. If $A$ is self-adjoint, then we denote by $\text{res}(A)$, $\text{spec}(A)$, $\text{spec}_p(A)$, and $\text{spec}_{\text{ess}}(A)$ the resolvent set, spectrum, point, and essential spectrum, respectively. If $A$ is self-adjoint and bounded from below, then $N(A, z)$ is the number of eigenvalues smaller than $z$ taking multiplicities into account. For $z > \inf \text{spec}_{\text{ess}}(A)$ this is understood as $N(A, z) = \infty$.

Finally, $K_j$ stands for the modified Bessel function of the second kind and order $j$.
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### 2 Preliminaries

In this section we provide some preliminary material from functional analysis and operator theory. First, in Section 2.1 we recall the definition and some properties of periodic pseudodifferential operators on smooth curves and some special integral operators of this form. Afterwards, in Section 2.2 a theorem on the Schur complement of block operator matrices is recalled and finally, in Section 2.3 boundary triples and their $\gamma$-fields and Weyl functions are briefly discussed.
2.1 Sobolev spaces and periodic pseudodifferential operators on closed curves

In this section some properties of periodic pseudodifferential operators on closed curves are discussed. Special realizations of such operators will play an important role in the analysis of Dirac operators with singular interactions later. The presentation in this section follows closely the one in [35, Chapters 5 and 7].

Throughout this section $\Sigma \subset \mathbb{R}^2$ is always a $C^\infty$-smooth loop of length $\ell$ and $\gamma : [0, \ell] \to \Sigma$ is an arc length parametrization of this curve, i.e. one has $|\gamma'(s)| = 1$ for all $s \in [0, \ell]$. First, we will introduce Sobolev spaces on $\Sigma$. For that we recall some constructions for Sobolev spaces of periodic functions on the unit interval.

Denote $T := \mathbb{R}/\mathbb{Z}$.

For a distribution $f \in \mathcal{D}'(T) := C^\infty(T)'$ (in [35] this space is denoted by $\mathcal{D}'(\mathbb{R})$) we write, as usual,

$$\hat{f}(n) := \langle f, e_{-n} \rangle_{\mathcal{D}'(T), \mathcal{D}(T)}, \quad e_n(t) = e^{2\pi i n t}, \quad n \in \mathbb{Z},$$

for its Fourier coefficients. Recall that a distribution $f \in \mathcal{D}'(T)$ can be reconstructed from its Fourier coefficients by

$$f = \sum_{n \in \mathbb{Z}} \hat{f}(n) e_n,$$

where the series converges in $\mathcal{D}'(T)$, see [35, Theorem 5.2.1]. For two distributions $f, g \in \mathcal{D}'(T)$ we denote by $f \ast g$ their convolution which is defined (via its Fourier coefficients) by

$$\hat{f} \ast \hat{g}(n) = \hat{f}(n) \hat{g}(n), \quad n \in \mathbb{N}.$$

In particular, for $f, g \in L^1(T)$ one simply has

$$f \ast g = \int_T f(s) g(\cdot - s) \, ds.$$

For convenience we set

$$n := \begin{cases} 1, & n = 0, \\ |n|, & n \neq 0, \end{cases} \quad n \in \mathbb{Z}.$$

Then for $s \in \mathbb{R}$, the Sobolev space $H^s(T)$ consists of the distributions $f \in \mathcal{D}'(T)$ with

$$\|f\|_{H^s(T)} := \sum_{n \in \mathbb{Z}} n^{2s} |\hat{f}(n)|^2 < \infty.$$ 

The set $H^s(T)$ endowed with the above norm becomes a Hilbert space. If $s < t$, then $H^s(T)$ is compactly embedded into $H^t(T)$.

Having the definition of Sobolev spaces on $T$, we can translate this to Sobolev spaces of order $s \in \mathbb{R}$ on $\Sigma$. For that we define on $\mathcal{D}'(\Sigma) := C^\infty(\Sigma)'$ the linear map

$$U : \mathcal{D}'(\Sigma) \to \mathcal{D}'(T), \quad (Uf)(\varphi) = f \left( \ell^{-1} \varphi(\ell^{-1} \gamma^{-1}(\cdot)) \right), \quad \varphi \in C^\infty(T).$$
It is not difficult to verify that
\[ Uf(t) = f(\gamma(\ell t)), \quad f \in L^1(\Sigma), \quad t \in T; \quad (2.3) \]
this property will often be used. For \( s \in \mathbb{R} \) we define the space
\[ H^s(\Sigma) := \{ f \in D'(\Sigma) : Uf \in H^s(\mathbb{T}) \}, \]
which, endowed with the norm
\[ \| f \|_{H^s(\Sigma)} := \| Uf \|_{H^s(\mathbb{T})}, \quad f \in H^s(\Sigma), \]
is a Hilbert space. By construction the induced map
\[ U : H^s(\Sigma) \to H^s(\mathbb{T}), \quad s \in \mathbb{R}, \quad (2.4) \]
is unitary. For \( f \in H^0(\Sigma) \) it is useful to observe that
\[
\| f \|_2^2_{H^0(\Sigma)} = \| Uf \|_2^2_{H^0(\mathbb{T})} = \sum_{n \in \mathbb{Z}} \left| (Uf, e_n)_{L^2(\mathbb{T})} \right|^2 = \| Uf \|_2^2_{L^2(\mathbb{T})} = \ell^{-1} \| f \|_2^2_{L^2(\Sigma)}.
\]
Note also that the definition of \( H^s(\Sigma) \) implies that \( C^\infty(\Sigma) \) is dense in \( H^s(\Sigma) \) for all \( s \in \mathbb{R} \).

Next, we recall the definition of periodic pseudodifferential operators on \( \mathbb{T} \) and translate this concept to periodic pseudodifferential operators on \( \Sigma \). For that we define for a function \( F : \mathbb{Z} \to \mathbb{C} \)
\[
(\omega F)(n) = (\omega_n F)(n) := F(n + 1) - F(n), \quad n \in \mathbb{Z}.
\]
(2.5)
The subscript \( n \) is used, if the function \( F \) depends on more than one variable to clarify on which variable \( \omega \) is acting.

**Definition 2.1.** A linear operator \( H \) acting on \( C^\infty(\mathbb{T}) \) is called a periodic pseudodifferential operator of order \( \alpha \in \mathbb{R} \), if there exists a function \( h : \mathbb{T} \times \mathbb{Z} \to \mathbb{C} \) with \( h(\cdot, n) \in C^\infty(\mathbb{T}) \) for each \( n \in \mathbb{Z} \) and
\[
Hu(t) = \sum_{n \in \mathbb{Z}} h(t, n) \hat{u}(n) e_n(t) \text{ for all } u \in C^\infty(\mathbb{T}),
\]
(2.6)
and for all \( k, l \in \mathbb{N}_0 \) there exist constants \( c_{k,l} > 0 \) such that
\[
\left| \frac{\partial^k}{\partial t^k} \omega_n^l h(t, n) \right| \leq c_{k,l} n^{a_l} \quad \text{for all } n \in \mathbb{Z}.
\]

The class of all periodic pseudodifferential operators of order \( \alpha \) is denoted by \( \Psi^\alpha \). Furthermore, we set
\[
\Psi^{-\infty} := \bigcap_{\alpha \in \mathbb{R}} \Psi^\alpha.
\]
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We note that one has the obvious inclusions $\Psi^\alpha \subset \Psi^\beta$ for $\alpha < \beta$. Moreover, in the spirit of (2.1) the periodic pseudodifferential operator $H$ is determined by its Fourier coefficients

$$\widehat{Hu}(m) = \sum_{n \in \mathbb{Z}} \hat{u}(n) \langle h(\cdot, n)e_n, e_{-m} \rangle_{\mathcal{D}'(\mathbb{T)}}, \mathcal{D}(\mathbb{T)}).$$

In particular, if $h$ is independent of $t$, then we simply have $\widehat{Hu}(n) = h(n)\hat{u}(n)$. The following properties of periodic pseudodifferential operators can be found in [35, Theorem 7.3.1 and Theorem 7.8.1].

**Proposition 2.2.** (i) Let $H \in \Psi^\alpha$. Then for any $s \in \mathbb{R}$ the operator $H$ uniquely extends by continuity to a bounded operator $H^s(\mathbb{T}) \to H^{s-\alpha}(\mathbb{T})$; this extension will be denoted by the same symbol $H$.

(ii) Let $H \in \Psi^\alpha$ and $G \in \Psi^\beta$. Then $H + G \in \Psi^{\max\{\alpha, \beta\}}$, $HG \in \Psi^{\alpha+\beta}$, and $HG - GH \in \Psi^{\alpha+\beta-1}$.

Having the definition of periodic pseudodifferential operators on $\mathbb{T}$ and the bijective map $U$ in (2.2) it is now straightforward to define periodic pseudodifferential operators on the loop $\Sigma$.

**Definition 2.3.** A linear map $H : C^\infty(\Sigma) \to \mathcal{D}'(\Sigma)$ is called a periodic pseudodifferential operator of order $\alpha \in \mathbb{R}$ on $\Sigma$, if there exists a periodic pseudodifferential operator $H_0$ of order $\alpha$ on $\mathbb{T}$ such that

$$H = U^{-1}H_0U.$$

We denote by $\Psi^\alpha_\Sigma$ the linear space of all periodic pseudodifferential operators of order $\alpha \in \mathbb{R}$ on $\Sigma$ and set

$$\Psi^{-\infty}_\Sigma := \bigcap_{\alpha \in \mathbb{R}} \Psi^\alpha_\Sigma.$$

In view of Proposition 2.2 and the fact that $U$ in (2.4) is unitary it is clear that each $H \in \Psi^\alpha_\Sigma$ induces a unique bounded operator $H : H^s(\Sigma) \to H^{s-\alpha}(\Sigma)$.

In what follows we discuss several special periodic pseudodifferential operators and their mapping properties which will play an important role in the analysis in the main part of this paper. First, let $c_0 > 0$ be a constant and consider the operator

$$L^\alpha u(t) = \sum_{n \in \mathbb{Z}} \left(c_0^2 + |n|\right)^{\alpha/2} \hat{u}(n) e_n(t), \quad u \in C^\infty(\mathbb{T}), \quad \alpha \in \mathbb{R}, \quad (2.7)$$

on $C^\infty(\mathbb{T})$. Note that the Fourier coefficients of $L^\alpha u$ are $\widehat{L^\alpha u}(n) = (c_0^2 + |n|)^{\alpha/2} \hat{u}(n)$ for $n \in \mathbb{Z}$. One can show that $L^\alpha \in \Psi^{\alpha/2}$ and hence $L^\alpha$ induces an isomorphism from $H^s(\mathbb{T})$ to $H^{s-\alpha/2}(\mathbb{T})$ for any $s \in \mathbb{R}$. The operator $L = L^1$ will be of particular importance in the following.

Using the operator $U$ from (2.2) we introduce

$$\Lambda^\alpha := U^{-1}L^\alpha U \in \Psi^{\alpha/2}_\Sigma, \quad \alpha \in \mathbb{R}, \quad (2.8)$$
and conclude that \( \Lambda^\alpha : H^s(\Sigma) \rightarrow H^{s-\alpha/2}(\Sigma) \) is an isomorphism for any \( \alpha, s \in \mathbb{R} \). Moreover, the above definition of \( \Lambda \) implies that \( \Lambda^\alpha \Lambda^\beta = \Lambda^{\alpha+\beta} \) for all \( \alpha, \beta \in \mathbb{R} \). We note that the realization of \( \Lambda = \Lambda^1 \) for \( s = \frac{1}{2} \) is viewed as an unbounded self-adjoint operator in \( L^2(\Sigma) \) satisfying \( \Lambda \geq c_0 \). In particular, by varying \( c_0 \) we get that \( \Lambda \) is a uniformly positive operator and that its lower bound can be arbitrarily large.

With the aid of \( \Lambda \) we can prove now the following lemma.

**Lemma 2.4.** Let \( H \in \Psi^0_\Sigma \), consider the associated linear operator in \( L^2(\Sigma) \) defined by

\[
H_\infty u = H u, \quad \text{dom} \ H_\infty = C^\infty(\Sigma),
\]

and assume that \( H_\infty \) is symmetric. Then the adjoint \( H^*_\infty \) is given by

\[
H^*_\infty f = H f, \quad \text{dom} \ H^*_\infty = \{ f \in L^2(\Sigma) : H f \in L^2(\Sigma) \}.
\]

**Proof.** The result is trivial for \( \alpha \leq 0 \) due to the boundedness of \( H_\infty \); cf. Proposition 2.2. Hence, we may assume that \( \alpha > 0 \). Recall that \( f \in \text{dom} \ H^*_\infty \) if and only if the mapping

\[
C^\infty(\Sigma) \ni u \mapsto (H_\infty u, f)_{L^2(\Sigma)} \tag{2.9}
\]

can be extended to a bounded functional on \( L^2(\Sigma) \).

Let \( f \in L^2(\Sigma) \) and \( f_n \in C^\infty(\Sigma) \) such that \( f_n \to f \) in \( L^2(\Sigma) \). For \( u \in C^\infty(\Sigma) \) and the map \( U \) from (2.2)-(2.4) one has

\[
(H_\infty u, f)_{L^2(\Sigma)} = \lim_{n \to \infty} (H_\infty u, f_n)_{L^2(\Sigma)} = \lim_{n \to \infty} (u, H f_n)_{L^2(\Sigma)} = \lim_{n \to \infty} \ell(U u, U H f_n)_{L^2(\Sigma)} = \ell((L^{2\alpha} U u, L^{-2\alpha} U H f_n)_{L^2(\Sigma)} = \ell((L^{2\alpha} U u, L^{-2\alpha} U H f)_{L^2(\Sigma)},
\]

where we have used in the last step that \( L^{-2\alpha} U H = L^{-2\alpha} U H U^{-1} \) gives rise to a bounded operator from \( L^2(\Sigma) \to L^2(\mathbb{T}) \) due to \( L^{-2\alpha} \in \Psi^{-\alpha}, U H U^{-1} \in \Psi^{\alpha}, \) and Proposition 2.2. Therefore, if \( f \in L^2(\Sigma) \) is such that \( H f \in L^2(\Sigma) \), then

\[
\ell((L^{2\alpha} U u, L^{-2\alpha} U H f)_{L^2(\Sigma)} = \ell(U u, U H f)_{L^2(\Sigma)} = (u, H f)_{L^2(\Sigma)}
\]

and the functional in (2.9) is bounded,

\[
| (H_\infty u, f)_{L^2(\Sigma)} | = | (u, H f)_{L^2(\Sigma)} | \leq \| u \|_{L^2(\Sigma)} \| H f \|_{L^2(\Sigma)},
\]

and hence, \( f \in \text{dom} \ H^*_\infty \) and \( H^*_\infty f = H f \).

On the other hand, for \( f \in \text{dom} \ H^*_\infty \) and every \( u \in C^\infty(\Sigma) \) the functional in (2.9) is bounded. For the special choice

\[
u_k = \sum_{|n| \leq k} \widehat{U H f(n)} U^{-1} e_n \in C^\infty(\Sigma), \quad k \in \mathbb{N},
\]
one has \( \hat{U}u_k(n) = \hat{U}Hf(n) \) for \( |n| \leq k \) and \( \hat{U}u_k(n) = 0 \) for \( |n| > k \), and hence

\[
(H_{\infty} u_k , f)_{L^2(\Sigma)} = \ell(L^{2\alpha} Uu_k, L^{-2\alpha} UHf)_{L^2(\mathbb{T})}
= \ell \sum_{n \in \mathbb{Z}} L^{2\alpha} Uu_k(n) L^{-2\alpha} UHf(n)
= \ell \sum_{n \in \mathbb{Z}} (c_0^2 + |n|)^\alpha \hat{U}u_k(n) (c_0^2 + |n|)^{-\alpha} \hat{U}Hf(n)
= \ell \sum_{|n| \leq k} |\hat{U}Hf(n)|^2.
\]

Sending \( k \to \infty \) we see that a necessary condition for the functional in (2.9) to be bounded on \( L^2(\Sigma) \) is given by

\[
\sum_{n \in \mathbb{Z}} |\hat{U}Hf(n)|^2 < \infty,
\]

i.e. \( UHf \in L^2(\mathbb{T}) \), and hence \( Hf \in L^2(\Sigma) \). We have shown that \( f \in \text{dom } H_{\infty}^* \) if and only if \( Hf \in L^2(\Sigma) \), which finishes the proof of this lemma.

Next, we discuss that several types of integral operators on \( \mathbb{T} \) are in fact periodic pseudodifferential operators, which allows us to deduce their mapping properties from the general theory. Note that via the isomorphism \( U \) from (2.2) the results can be translated to integral operators on \( \Sigma \). To formulate the following first result, recall the definition of the map \( \omega \) from (2.5); the proof of this proposition can be found in [35, Theorem 7.6.1].

**Proposition 2.5.** Let \( \alpha \in \mathbb{R} \) and \( \kappa \in \mathcal{D}'(\mathbb{T}) \) such that for any \( j \in \mathbb{N}_0 \) there exists \( c_j > 0 \) with \( |\omega^j \kappa(n)| \leq c_j n^{-\alpha-j} \) for all \( n \in \mathbb{Z} \). Let \( h \in C^\infty(\mathbb{T}^2) \) and let the operator \( H \) be defined on \( C^\infty(\mathbb{T}) \) by

\[
(Hu)(t) := \kappa * (h(t, \cdot)u), \quad u \in C^\infty(\mathbb{T}).
\]  

(2.10)

Then \( H \in \Psi^\alpha \).

We remark that for \( \kappa \in L^1(\mathbb{T}) \) the operator \( H \) in (2.10) is an integral operator acting as

\[
(Hu)(t) := \int_{\mathbb{T}} \kappa(t-s)h(t,s)u(s) \, ds, \quad u \in C^\infty(\mathbb{T}).
\]

As a corollary we obtain:

**Corollary 2.6.** Let \( h \in C^\infty(\mathbb{T}^2) \). Then the integral operator acting as

\[
Hu(t) := \int_{\mathbb{T}} h(t,s)u(s) \, ds, \quad u \in C^\infty(\mathbb{T}),
\]

belongs to \( \Psi^{-\infty} \).
In the following proposition we discuss a class of integral operators that appear quite frequently in our applications.

**Proposition 2.7.** Let \( m \in \mathbb{N}_0 \), let 
\[
a : T^2 \to \mathbb{C} \quad \text{and} \quad \rho : T \to \mathbb{C}
\]
be \( C^\infty \)-functions, assume that \( \rho \) is injective with \( \rho'(t) \neq 0 \) for all \( t \in T \), set \( \kappa_m(z) := z^m \log |z| \) for \( z \in \mathbb{C} \setminus \{0\} \), and define the integral operator 
\[
H_m u(t) := \int_T \kappa_m(\rho(t) - \rho(s)) a(t, s) u(s) \, ds, \quad u \in C^\infty(T).
\]
Then \( H_m \in \Psi^{-m-1} \). Furthermore, in the special case \( a \equiv 1 \) and \( m = 0 \) one has 
\[
1 + 2LH_0L \in \Psi^{-1}, \tag{2.11}
\]
where the operator \( L \) is defined by (2.7).

**Proof.** First, we treat the case \( m = 0 \). For that we introduce the auxiliary function \( \chi_0 : T \to \mathbb{R} \) by \( \chi_0(t) := \log |\sin(\pi t)| \). Then the Fourier coefficients of \( \chi_0 \) are
\[
\hat{\chi}_0(n) = \begin{cases} 
- \log 2, & n = 0, \\
\frac{1}{2|n|}, & n \neq 0,
\end{cases} \tag{2.12}
\]
see [35, Example 5.6.1]. Next, one has 
\[
\log (|\rho(t) - \rho(s)|) = \log (|\sin(\pi(t - s))|) + a_0(t, s) \tag{2.13}
\]
with 
\[
a_0(t, s) = \log \left( \frac{|\rho(t) - \rho(s)|}{|\sin(\pi(t - s))|} \right), \quad t \neq s, \quad \text{and} \quad a_0(t, t) = \log \left( \frac{\rho'(t)}{\pi} \right).
\]
Using Taylor series expansions one sees that there exist smooth functions \( f_1 \) and \( f_2 \) such that 
\[
\frac{1}{\sin(\pi(t - s))} = \frac{1}{\pi(t - s)} f_1(t, s) \quad \text{and} \quad \rho(t) - \rho(s) = (t - s) f_2(t, s),
\]
and since \( \rho \) is injective, we have \( \frac{\rho(t) - \rho(s)}{\sin(\pi(t - s))} \neq 0 \). From this one concludes that \( a_0 : T^2 \to \mathbb{C} \) is a \( C^\infty \)-function. Now we decompose \( H_0 = C_0 + D_0 \), where 
\[
C_0 u(t) = \int_T \chi_0(t - s) a(t, s) u(s) \, ds = (\chi_0 * (a(t, \cdot)u))(t),
\]
\[
D_0 u(t) = \int_T a_0(t, s) a(t, s) u(s) \, ds.
\]

It follows from (2.12) and Proposition 2.5 that $C_0 \in \Psi^{-1}$ and by Corollary 2.6 we have $D_0 \in \Psi^{-\infty}$. Hence $H_0 \in \Psi^{-1}$ by Proposition 2.2.

To show (2.11) consider $LH_0L = LC_0L + LD_0L$ and note that the second term in the sum belongs to $\Psi^{-\infty}$. Furthermore, for $m \equiv 1$ the Fourier coefficients of $C_0Lu$ are given by

$$
\hat{C_0Lu}(n) = \hat{\chi_0(n)} Lu(n) = \chi_0(n) (c_0^2 + |n|)^{1/2} \hat{u}(n),
$$

and hence one finds with the aid of (2.12)

$$
\hat{LC_0Lu}(n) = (c_0^2 + |n|)^{1/2} \hat{\chi_0}(n) (c_0^2 + |n|)^{1/2} \hat{u}(n) = b(n) \hat{u}(n)
$$

with

$$
b(n) = (c_0^2 + |n|) \chi_0(n) = \begin{cases} -c_0^2 \log 2, & n = 0, \\ -\frac{1}{2} - \frac{c_0^2}{|n|}, & n \neq 0, \end{cases}
$$

which shows that the action of the operator $K := 1 + 2LC_0L$ is determined by

$$
\hat{Ku}(n) = k(n) \hat{u}(n) \quad \text{with} \quad k(n) = \begin{cases} 1 - 2c_0^2 \log 2, & n = 0, \\ -\frac{c_0^2}{|n|}, & n \neq 0. \end{cases}
$$

Therefore, one can show with the help of Proposition 2.5 that $K \in \Psi^{-1}$.

To study the case $m \geq 1$ we consider

$$
\rho(t) - \rho(s) = (e^{-2\pi i(t-s)} - 1) a_1(t,s)
$$

with the $C^\infty$-function

$$
a_1(t,s) = \frac{\rho(t) - \rho(s)}{e^{-2\pi i(t-s)} - 1}, \quad t \neq s, \quad \text{and} \quad a_1(t,t) = \frac{\rho'(t)}{-2\pi i}
$$

and note, as for $a_0$, that $a_1 \in C^\infty(\mathbb{T}^2)$. Then using the decomposition (2.13) we write

$$
(\rho(t) - \rho(s))^m \log(|\rho(t) - \rho(s)|) = (e^{-2\pi i(t-s)} - 1)^m \log(|\sin(\pi(t-s))|) a_1(t,s)^m + (e^{-2\pi i(t-s)} - 1)^m a_0(t,s) a_1(t,s)^m.
$$

This shows that $H_m = C_m + D_m$, where $C_m$ and $D_m$ are integral operators

$$
C_m u(t) = \int_{\mathbb{T}} (e^{-2\pi i(t-s)} - 1)^m \log(|\sin(\pi(t-s))|) a_1(t,s)^m a(t,s) u(s) \, ds,
$$

$$
D_m u(t) = \int_{\mathbb{T}} (e^{-2\pi i(t-s)} - 1)^m a_0(t,s) a_1(t,s)^m a(t,s) u(s) \, ds.
$$

The integral kernel of $D_m$ is smooth, which implies by Corollary 2.6 that $D_m \in \Psi^{-\infty}$. It remains to show that $C_m \in \Psi^{-(m+1)}$. For that consider the function

$$
\chi_m : \mathbb{T} \to \mathbb{C}, \quad \chi_m(t) := (e^{-2\pi i t} - 1)^m \log(|\sin(\pi t)|).
$$
Using the map $\omega$ from (2.5) and $\chi_0$ one obtains that $\hat{\chi}_m(n) = (\omega^m \hat{\chi}_0)(n)$. Now can show with the help of (2.12) that

$$|\omega^j \hat{\chi}_m(n)| = |\omega^{m+j} \hat{\chi}_0(n)| \leq c j \Omega^{-m-1-j}.$$ 

By Proposition 2.5 this yields $C_m \in \Psi^{-(m+1)}$, which completes the proof of this proposition.

Next, recall that the Hilbert transform $T_0$ on $\mathbb{T}$ is defined by

$$T_0 u(t) := i \text{ p.v.} \int_{\mathbb{T}} \cot(\pi(t-s)) u(s) ds = (\kappa * u)(t), \quad \kappa = i \text{ p.v.} \cot(\pi), \quad (2.14)$$

where p.v. means the principal value of the integral. By [35, Section 5.7] the distribution $\kappa$ satisfies

$$\hat{\kappa}(n) = \text{sgn } n = \begin{cases} 
-1, & n < 0, \\
0, & n = 0, \\
1, & n > 0.
\end{cases}$$

It follows that $\hat{T_0^2 u(n)} = (1 - \delta_{0,n}) \hat{u}(n)$, and

$$T_0 \in \Psi^0 \quad T_0^2 - 1 \in \Psi^{-\infty}. \quad (2.15)$$

In the following assume that $a \in C^\infty(\mathbb{T}^2)$. Then the operator

$$(T_1 u)(t) = i \text{ p.v.} \int_{\mathbb{T}} \cot(\pi(t-s)) a(s,t) u(s) ds$$

satisfies for $a_0(t) := a(t,t)$ the relation

$$T_1 - a_0 T_0 \in \Psi^{-\infty}, \quad (2.16)$$

see Section 7.6.2 in [35]. Since the commutator $T_2 := a_0 T_0 - T_0 a_0$, which acts as

$$T_2 u(t) = i \text{ p.v.} \int_{\mathbb{T}} \cot(\pi(t-s)) \left( a(t,t) - a(s,s) \right) u(s) ds,$$

has a $C^\infty$ integral kernel, the principal value can be dropped, as the integral is convergent, and Corollary 2.6 implies that $T_2 \in \Psi^{-\infty}$. Hence, we also have

$$T - T_0 a_0 \in \Psi^{-\infty}. \quad (2.17)$$

**Corollary 2.8.** Let $\rho : \mathbb{T} \to \mathbb{C}$ be $C^\infty$-smooth and injective with $\rho'(t) \neq 0$ for all $t \in \mathbb{T}$. Then the operator $C$ given by

$$Cu(t) = \frac{i}{\pi} \text{ p.v.} \int_{\mathbb{T}} \frac{u(s)}{\rho(t) - \rho(s)} ds, \quad u \in C^\infty(\mathbb{T}),$$

satisfies

$$C - \frac{1}{\rho'} T_0 \in \Psi^{-\infty} \quad \text{and} \quad C - T_0 \frac{1}{\rho'} \in \Psi^{-\infty}. \quad (2.18)$$
Proof. We write
\[
\frac{1}{\pi} \frac{1}{\rho(t) - \rho(s)} = \cot \left( \frac{\pi(t-s)}{\rho(t) - \rho(s)} \right) a(t,s) \quad \text{with} \quad a(t,s) = \frac{1}{\pi} \tan \left( \frac{\pi(t-s)}{\rho(t) - \rho(s)} \right), \quad t \neq s,
\]
and \( a(t,t) = 1/\rho'(t) \). Then \( a \in C^\infty(\mathbb{T}^2) \) and \( a_0(t) = a(t,t) = 1/\rho'(t) \). Thus (2.18) follows from (2.16) and (2.17).

Finally we introduce the Cauchy transform \( C_\Sigma \) on \( \Sigma \). For that we identify \( \mathbb{R}^2 \) with \( \mathbb{C} \) and use the notation
\[
\mathbb{R}^2 \ni x = (x_1, x_2)^T \sim x_1 + ix_2 =: \xi \in \mathbb{C}, \quad \mathbb{R}^2 \ni y = (y_1, y_2)^T \sim y_1 + iy_2 =: \zeta \in \mathbb{C}.
\]
Then
\[
C_\Sigma u(\xi) := \frac{i}{\pi} \text{p.v.} \int_{\xi - \zeta} u(\zeta) d\zeta, \quad u \in C^\infty(\Sigma), \xi \in \Sigma, \quad (2.19)
\]
where the complex line integral is understood as its principal value. With an arc length parametrization \( \gamma \) of \( \Sigma \) and \( x = \gamma(t), y = \gamma(s) \) it follows that \( C_\Sigma \) acts as
\[
C_\Sigma u(\gamma(t)) = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{(\gamma_1'(s) + i\gamma_2'(s))u(\gamma(s))}{(\gamma_1(t) + i\gamma_2(t)) - (\gamma_1(s) + i\gamma_2(s))} ds.
\]
Recall that for the tangent vector field \( t \) at \( \Sigma \) and \( y = \gamma(s) \in \Sigma \) we use the notation \( T(y) := t_1(y) + it_2(y) = \gamma_1'(s) + i\gamma_2'(s) \). We shall also view \( y \mapsto T(y) \) as a function on \( \Sigma \) or \( s \mapsto T(\gamma(s)) \) as a function on \( [0, \ell] \). The same holds for the function \( \overline{T}(y) := t_1(y) - it_2(y) = \gamma_1'(s) - i\gamma_2'(s) \), and we will also denote the corresponding multiplication operators by \( T \) and \( \overline{T} \). With this we see for \( u \in C^\infty(\Sigma) \) and \( x = \gamma(t) \in \Sigma \) that
\[
(C_\Sigma Tu)(x) = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{(\gamma_1'(s) + i\gamma_2'(s))(\gamma_1'(s) - i\gamma_2'(s))u(\gamma(s))}{(\gamma_1(t) + i\gamma_2(t)) - (\gamma_1(s) + i\gamma_2(s))} ds \quad (2.20)
\]
In our considerations also the formal dual \( C_\Sigma' \) of \( C_\Sigma \) in \( L^2(\Sigma) \), which acts as
\[
C_\Sigma' u(\gamma(t)) = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{(\gamma_1'(t) - i\gamma_2'(t))u(\gamma(s))}{(\gamma_1(t) - i\gamma_2(t)) - (\gamma_1(s) - i\gamma_2(s))} ds \quad (2.21)
\]
for \( u \in C^\infty(\Sigma) \) and \( x = \gamma(t) \in \Sigma \) will play an important role. Note that \( C_\Sigma' \) is the operator which satisfies \( (C_\Sigma u, v)_{L^2(\Sigma)} = (u, C_\Sigma' v)_{L^2(\Sigma)} \) for all \( u, v \in C^\infty(\Sigma) \). Similarly as in (2.20) we have
\[
(TC_\Sigma' u)(x) = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{(\gamma_1'(t) + i\gamma_2'(t))(\gamma_1'(t) - i\gamma_2'(t))u(\gamma(s))}{(\gamma_1(t) - i\gamma_2(t)) - (\gamma_1(s) - i\gamma_2(s))} ds \quad (2.22)
\]
In the following proposition we summarize the basic properties of \( C_\Sigma \) and \( C_\Sigma' \) which are needed for our further considerations. They basically follow directly from (2.20), (2.22), Corollary 2.8, and (2.15).
Proposition 2.9. Let $C_{\Sigma}$ and $C'_{\Sigma}$ be defined by (2.19) and (2.21), let $U$ be given by (2.2), and let the Hilbert transform $T_0$ be defined by (2.14). Then the following is true:

(i) $C_{\Sigma} - U^{-1}T_0U \in \Psi^{-\infty}_{\Sigma}$. In particular, $C_{\Sigma} \in \Psi^0_{\Sigma}$ and for all $s \in \mathbb{R}$ the operator $C_{\Sigma}$ gives rise to a bounded operator in $H^s(\Sigma)$.

(ii) $C'_{\Sigma} - U^{-1}T_0U \in \Psi^{-\infty}_{\Sigma}$. In particular, $C'_{\Sigma} \in \Psi^0_{\Sigma}$ and for all $s \in \mathbb{R}$ the operator $C'_{\Sigma}$ gives rise to a bounded operator in $H^s(\Sigma)$.

Furthermore, one has $C'_{\Sigma}C_{\Sigma} - 1 \in \Psi^{-\infty}_{\Sigma}$ and $C_{\Sigma}C'_{\Sigma} - 1 \in \Psi^{-\infty}_{\Sigma}$.

Proof. Let us prove (i). Note first that the multiplication operators $T$ and $\overline{T}$ that multiply with the functions $s \mapsto T(\gamma(s)) = \gamma'_1(s) + i\gamma'_2(s)$ and $s \mapsto \overline{T}(\gamma(s)) = \gamma'_1(s) - i\gamma'_2(s)$ belong to $\Psi^0_{\Sigma}$, see [35, Section 7.2]. Hence (i) is equivalent to

$$C_{\Sigma} \overline{T} - U^{-1}T_0U\overline{T} = C_{\Sigma} \overline{T} - U^{-1}T_0 \overline{T}(\gamma(\cdot))U \in \Psi^{-\infty}_{\Sigma}$$

which in turn is equivalent, by definition, to

$$UC_{\Sigma} \overline{T}U^{-1} - T_0 \overline{T}(\gamma(\cdot)) \in \Psi^{-\infty}.$$

For $v \in C^\infty(\mathbb{T})$ and $t \in \mathbb{T}$, we compute $(UC_{\Sigma} \overline{T}U^{-1}v)(t)$. Remark that for $x = (x_1, x_2)^T \in \Sigma$ and $w(x) := (U^{-1}v)(x)$, (2.3) and (2.20) gives

$$(C_{\Sigma} \overline{T}w)(x) = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{w(\gamma(s))}{(x_1 + ix_2) - (\gamma_1(s) + i\gamma_2(s))} ds = \frac{i}{\pi} \text{p.v.} \int_0^\ell \frac{v(\overline{t}^{-1}s)}{(x_1 + ix_2) - (\gamma_1(s) + i\gamma_2(s))} ds.$$

Hence, a change of variable yields

$$(UC_{\Sigma} \overline{T}U^{-1}v)(t) = \frac{i}{\pi} \text{p.v.} \int_{\mathbb{T}} \frac{v(s)}{\rho(t) - \rho(s)} ds$$

with $\rho(t) := \gamma_1(\ell t) + i\gamma_2(\ell t)$. Remark that for all $t \in \mathbb{T}$ we have $\rho'(t) = \ell T(\gamma(\ell t)) \neq 0$ and $\frac{1}{\rho'(t)} = \ell^{-1} \overline{T}(\gamma(\ell t))$. Corollary 2.8 gives

$$\ell^{-1}UC_{\Sigma} \overline{T}U^{-1} - \ell^{-1}T_0 \overline{T}(\ell \cdot) \in \Psi^{-\infty}$$

which completes the proof of (i). Item (ii) is proved in a similar fashion and the last statement is a consequence of (i), (ii), and (2.15). This can be seen by the equivalences

$$T_0^2 - 1 \in \Psi^{-\infty} \iff UC_{\Sigma} \overline{T}U^{-1}UC_{\Sigma}U^{-1} - 1 \in \Psi^{-\infty} \iff C'_{\Sigma}C_{\Sigma} - 1 \in \Psi^{-\infty}_{\Sigma},$$

and a similar argument shows $C_{\Sigma}C'_{\Sigma} - 1 \in \Psi^{-\infty}_{\Sigma}$. This completes the proof. \qed
2.2 Schur complement of block operators

Let $W_{jk}$, $j,k \in \{1,2\}$, be closable densely defined operators in a Hilbert space $\mathcal{H}$. Define a linear operator $W$ in $\mathcal{H} \oplus \mathcal{H}$ by

$$W := \begin{pmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{pmatrix}, \quad \text{dom } W = (\text{dom } W_{11} \cap \text{dom } W_{21}) \oplus (\text{dom } W_{12} \cap \text{dom } W_{22}).$$

Assume that $\text{dom } W_{11} \subset \text{dom } W_{21}$ and that $W_{11}$ is invertible. Then one can define the Schur complement $S(W)$ of $W$ as an operator in $\mathcal{H}$ by

$$S(W) := W_{22} - W_{21}W_{11}^{-1}W_{12}, \quad (2.23)$$

and one has the factorization

$$W = \begin{pmatrix} 1 & 0 \\ W_{21}W_{11}^{-1} & 1 \end{pmatrix} \begin{pmatrix} W_{11} & 0 \\ 0 & S(W) \end{pmatrix} \begin{pmatrix} 1 & W_{11}^{-1}W_{12} \\ 0 & 1 \end{pmatrix}, \quad (2.24)$$

We will use the following facts, which follow from Theorem 2.2.14 and Theorem 2.4.6 in the monograph [39].

**Proposition 2.10.** Assume that $0 \in \text{res}(W_{11})$, that $\text{dom } W_{11} \subset \text{dom } W_{21}$ and that $W_{11}^{-1}W_{12}$ is bounded on $\text{dom } W_{12}$. Then $W$ is closable/closed if and only if its Schur complement $S(W)$ is closable/closed, with

$$\text{dom } W = \left\{ (x_1, x_2) \in \mathcal{H} \times \mathcal{H} : x_1 + W_{11}^{-1}W_{12}x_2 \in \text{dom } W_{11}, \quad x_2 \in \text{dom } S(W) \right\}.$$ 

Moreover, if $\overline{W}$ is self-adjoint, then $0 \in \text{spec}_{\text{ess}}(\overline{W})$ if and only if $0 \in \text{spec}_{\text{ess}}(S(\overline{W})).$

2.3 Boundary triples and their Weyl functions

We recall some basic facts about boundary triples following the first chapter of the paper [14], in which the proofs for all statements can be found. We also refer the reader to [17, 18] and the monographs [8, 19] for more details and applications. Throughout this abstract section $\mathcal{H}$ is always a separable Hilbert space.

**Definition 2.11.** Let $S$ be a densely defined closed symmetric operator in $\mathcal{H}$. A boundary triple for $S^*$ is a triple $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ consisting of a Hilbert space $\mathcal{G}$ and two linear maps $\Gamma_0, \Gamma_1 : \text{dom } S^* \rightarrow \mathcal{G}$ satisfying the following two conditions:

(i) For all $f,g \in \text{dom } S^*$

$$(S^*f,g)_\mathcal{H} - (f,S^*g)_\mathcal{H} = (\Gamma_1f,\Gamma_0g)_\mathcal{G} - (\Gamma_0f,\Gamma_1g)_\mathcal{G}$$

holds.
(ii) The map \( \text{dom} S^* \ni f \mapsto (\Gamma_0 f, \Gamma_1 f) \top \in \mathcal{G} \times \mathcal{G} \) is surjective.

A boundary triple for \( S^* \) exists if and only if \( S \) admits self-adjoint extensions in \( \mathcal{H} \). From now on we assume that this is satisfied and pick a boundary triple \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \). This induces a number of additional objects. First, the operator

\[
B_0 := S^* \upharpoonright \ker \Gamma_0
\]

is self-adjoint, and for any \( z \in \text{res}(B_0) \) one has the direct sum decomposition

\[
\text{dom} S^* = \text{dom} B_0 + \ker(S^* - z) = \ker \Gamma_0 + \ker(S^* - z), \tag{2.25}
\]

showing that \( \Gamma_0 \upharpoonright \ker(S^* - z) \) is bijective. This allows to define the \( \gamma \)-field \( G \) and the Weyl function \( M \) associated to \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) by

\[
\text{res}(B_0) \ni z \mapsto G_z := (\Gamma_0 \upharpoonright \ker(S^* - z))^{-1} : \mathcal{G} \to \mathcal{H}
\]

and

\[
\text{res}(B_0) \ni z \mapsto M_z := \Gamma_1 G_z : \mathcal{G} \to \mathcal{G}.
\]

It is not difficult to show that the operators \( G_z \) and \( M_z, z \in \text{res}(B_0) \), are bounded, that the adjoints of these operators are given by

\[
G_z^* = \Gamma_1 (B_0 - z)^{-1} \quad \text{and} \quad M_z^* = M_z,
\]

and that \( z \mapsto G_z \) and \( z \mapsto M_z \) are holomorphic in \( z \in \text{res}(B_0) \).

Boundary triples are designed as a tool to handle operators with boundary conditions in an abstract framework via the boundary mappings \( \Gamma_0 \) and \( \Gamma_1 \). To make this more precise, assume that \( \mathcal{G} = \mathcal{G}_\Pi \oplus \mathcal{G}_\Pi^c \) with some closed subspace \( \mathcal{G}_\Pi \), let \( \Pi : \mathcal{G} \to \mathcal{G}_\Pi \) be the orthogonal projection onto \( \mathcal{G}_\Pi \), and let \( \Pi^* : \mathcal{G}_\Pi \to \mathcal{G} \) be the canonical embedding of \( \mathcal{G}_\Pi \) in \( \mathcal{G} \). Assume that \( \Theta \) is a linear operator in the Hilbert space \( \mathcal{G}_\Pi \) viewed with the induced inner product. In the following we are interested in extensions of \( S \) (formally) given by

\[
B_{\Pi,\Theta} := S^* \upharpoonright \ker(\Pi \Gamma_1 - \Theta \Gamma_0).
\tag{2.26}
\]

More precisely, the operator \( B_{\Pi,\Theta} \) is the restriction of \( S^* \) onto the set

\[
\text{dom} B_{\Pi,\Theta} = \{ f \in \text{dom} S^* : \Pi \Gamma_1 f = \Theta \Pi \Gamma_0 f, (1 - \Pi^* \Pi) \Gamma_0 f = 0 \},
\]

where the boundary condition \( \Pi \Gamma_1 f = \Theta \Pi \Gamma_0 f \) in \( \text{dom} B_{\Pi,\Theta} \) also contains the condition \( \Pi \Gamma_0 f \in \text{dom} \Theta \). A number of properties of \( B_{\Pi,\Theta} \) are encoded in \( \Theta \). The most important of them for our purposes are summarized in the following theorem:

**Theorem 2.12.** Let \( S \) be a densely defined closed symmetric operator in \( \mathcal{H} \), let \( \{ \mathcal{G}, \Gamma_0, \Gamma_1 \} \) be a boundary triple for \( S^* \) with \( \gamma \)-field \( G_z \) and Weyl function \( M_z \), and let \( B_0 = S^* \upharpoonright \ker \Gamma_0 \). Moreover, let \( \Pi : \mathcal{G} \to \mathcal{G}_\Pi \) be an orthogonal projection, let \( \Theta \) be a linear operator in \( \mathcal{G}_\Pi \), and let \( B_{\Pi,\Theta} \) be defined by (2.26). Then \( B_{\Pi,\Theta} \) is (essentially) self-adjoint in \( \mathcal{H} \) if and only if \( \Theta \) is (essentially) self-adjoint in \( \mathcal{G}_\Pi \). Furthermore, if \( \Theta \) is self-adjoint and \( z \in \text{res}(B_0) \), then the following assertions hold:
(i) \( z \in \text{spec}(B_{\Pi,\Theta}) \) if and only if \( 0 \in \text{spec}(\Theta - \Pi M_z \Pi^*) \).

(ii) \( z \in \text{spec}_p(B_{\Pi,\Theta}) \) if and only if \( 0 \in \text{spec}_p(\Theta - \Pi M_z \Pi^*) \) and the eigenspace is \( \ker(B_{\Pi,\Theta} - z) = G_z \Pi^* \ker(\Theta - \Pi M_z \Pi^*) \).

(iii) \( z \in \text{spec}_{\text{ess}}(B_{\Pi,\Theta}) \) if and only if \( 0 \in \text{spec}_{\text{ess}}(\Theta - \Pi M_z \Pi^*) \).

(iii) For all \( z \in \text{res}(B_{\Pi,\Theta}) \cap \text{res}(B_0) \) one has
\[
(B_{\Pi,\Theta} - z)^{-1} = (B_0 - z)^{-1} + G_z \Pi^*(\Theta - \Pi M_z \Pi^*)^{-1} \Pi G_z^*.
\]

Finally we recall a special approach for the construction of boundary triples using abstract trace maps developed in [33] and [34], see also [14, Section 1.4.2]. Let \( B \) be a self-adjoint operator in the Hilbert space \( \mathcal{H} \), let \( \mathcal{G} \) be another Hilbert space, and assume that
\[
\mathcal{T} : \text{dom} B \to \mathcal{G}
\]
is a surjective linear operator which is bounded with respect to the graph norm of \( B \) and such that \( \ker \mathcal{T} \) is a dense subspace of the initial Hilbert space \( \mathcal{H} \). Then
\[
S := B \upharpoonright \ker \mathcal{T}
\]
is a densely defined closed symmetric operator. Next, define for any \( z \in \text{res}(B) \) the injective operator
\[
G_z := (\mathcal{T}(B - z)^{-1})^*,
\]
which is bounded from \( \mathcal{G} \) to \( \mathcal{H} \). Then one has \( \text{ran} G_z = \ker(S^* - z) \) for \( z \in \text{res}(B) \) and (2.25) leads to the direct sum decomposition
\[
\text{dom} S^* = \text{dom} B \oplus \text{ran} G_z, \quad z \in \text{res}(B),
\]
which shows that for all \( f \in \text{dom} S^* \) there exist unique \( f_z \in \text{dom} B \) and \( \xi \in \mathcal{G} \) such that \( f = f_z + G_z \xi \); one can show that the component \( \xi \) does not depend on the choice of \( z \). Having these notations in hand we can formulate now the following proposition:

**Proposition 2.13.** Let \( \zeta \in \text{res}(B) \) be fixed and define the mappings \( \Gamma_0, \Gamma_1 : \text{dom} S^* \to \mathcal{G} \) for \( f = f_\zeta + G_\zeta \xi = f_\xi + G_\xi \xi \in \text{dom} S^* \) by
\[
\Gamma_0 f := \xi \quad \text{and} \quad \Gamma_1 f := \frac{1}{2} \mathcal{T}(f_\zeta + f_\xi).
\]

Then \( \{\mathcal{G}, \Gamma_0, \Gamma_1\} \) is a boundary triple for \( S^* \) with \( S^* \upharpoonright \ker \Gamma_0 = B \). Moreover, the \( \gamma \)-field and the Weyl function are given by (2.27) and
\[
M_z = \mathcal{T}(G_z - \frac{1}{2}(G_\zeta + G_\xi)), \quad z \in \text{res}(B).
\]
3 The free Dirac operator and a boundary triple for Dirac operators in $\mathbb{R}^2$

In this section we first recall the definition of the free Dirac operator in $\mathbb{R}^2$, a minimal and a maximal realization of the Dirac operator in $\mathbb{R}^2 \setminus \Sigma$, and we introduce and study some families of integral operators which will play an important role in our analysis in Section 4. Afterwards, we define a boundary triple which is useful in the treatment of Dirac operators with singular $\delta$-interactions.

3.1 The free, the minimal, and the maximal Dirac operator and some associated integral operators

For $m \in \mathbb{R}$ the free Dirac operator in $\mathbb{R}^2$ is defined by

$$A_0 f = -i \sum_{j=1}^{2} \sigma_j \partial_j f + m \sigma_3 f = -i \sigma \cdot \nabla f + m \sigma_3 f, \quad \text{dom} \ A_0 = H^1(\mathbb{R}^2; \mathbb{C}^2), \quad (3.1)$$

where $\sigma := (\sigma_1, \sigma_2)$ and $\sigma_3$ are the $\mathbb{C}^{2 \times 2}$-valued Pauli spin matrices in (1.4). First, we provide some basic properties of $A_0$. We refer to the monograph [38] for a detailed discussion of these facts in the three dimensional case; the modifications to the present two dimensional situation are left to the reader. Using the Fourier transform and (1.5) one verifies that $A_0$ is self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ and that its spectrum is purely essential, $\text{spec}(A_0) = \text{spec}_{\text{ess}}(A_0) = (-\infty, -|m|] \cup [|m|, +\infty)$. In particular, $\text{spec}(A_0) = \mathbb{R}$ for $m = 0$. Due to the identity

$$(A_0 - z)(A_0 + z) = (-\Delta + m^2 - z^2)\sigma_0$$

one can express the resolvent of $A_0$ through the resolvent of the free Laplacian. Recall that for $z \notin \text{spec}(-\Delta) = [0, \infty)$ the resolvent $(-\Delta - z)^{-1}$ is the integral operator

$$(-\Delta - z)^{-1} f(x) = \frac{1}{2\pi} \int_{\mathbb{R}^2} K_0(\sqrt{-z}|x - y|) f(y) \, dy,$$

where $K_j$ stands for the modified Bessel function of second kind of order $j$, and we take the principal square root function, i.e. for $z \in \mathbb{C} \setminus [0, \infty)$ the number $\sqrt{z}$ is determined by $\text{Re} \sqrt{z} > 0$. For $z \in \text{res}(A_0)$ one gets

$$(A_0 - z)^{-1} = (A_0 + z)(-\Delta - (z^2 - m^2))^{-1}\sigma_0,$$

which leads to

$$(A_0 - z)^{-1} f(x) = \int_{\mathbb{R}^2} \phi_z(x - y) f(y) \, dy, \quad f \in L^2(\mathbb{R}^2; \mathbb{C}^2),$$

where $\phi_z(x) = K_0(\sqrt{-z}|x|)$.
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where
\[
\phi_z(x) = i \frac{\sqrt{m^2 - z^2}}{2\pi} K_1(\sqrt{m^2 - z^2}|x|) \left( \sigma \cdot \frac{x}{|x|} \right)
+ \frac{1}{2\pi} K_0(\sqrt{m^2 - z^2}|x|) (m\sigma_3 + z\sigma_0).
\] (3.2)

Next we introduce a minimal symmetric operator \( S \) which is suitable for our purposes. More precisely, let \( S \) be the restriction of \( A_0 \) to the functions vanishing at \( \Sigma \), i.e.
\[
Sf = (-i\sigma \cdot \nabla + m\sigma_3)f, \quad \text{dom } S = H_0^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2).
\] (3.3)

We remark that the \( A_{n,r} \) defined in (1.2) is an extension of the symmetric operator \( S \). One verifies in the same way as in the three dimensional case (see, e.g., [9, Proposition 3.1]) that the adjoint \( S^* \) is the maximal realization of the Dirac operator
\[
S^*f = (-i\sigma \cdot \nabla + m\sigma_3)f_+ \oplus (-i\sigma \cdot \nabla + m\sigma_3)f_-,
\]
dom \( S^* = \{ f = f_+ \oplus f_- \in L^2(\Omega_+; \mathbb{C}^2) \oplus L^2(\Omega_-; \mathbb{C}^2) : f_\pm \in H(\sigma, \Omega_\pm) \}, \) (3.4)

where
\[
H(\sigma, \Omega_\pm) = \{ f_\pm \in L^2(\Omega_\pm; \mathbb{C}^2) : (-i\sigma \cdot \nabla + m\sigma_3)f_\pm \in L^2(\Omega_\pm; \mathbb{C}^2) \},
\] (3.5)
and the derivatives in the above formula are understood in the distributional sense. It is not difficult to see that \( H(\sigma, \Omega_\pm) \) endowed with the norm
\[
\| f_\pm \|^2_{H(\sigma, \Omega_\pm)} := \| f_\pm \|^2_{L^2(\Omega_\pm; \mathbb{C}^2)} + \| (-i\sigma \cdot \nabla + m\sigma_3)f_\pm \|^2_{L^2(\Omega_\pm; \mathbb{C}^2)}
\]
is a Hilbert space which is actually independent of \( m \); cf. [11, Lemma 2.1]. For our further considerations, it is useful to extend the Dirichlet trace operator onto \( H(\sigma; \Omega_\pm) \). In the following lemma we summarize several known results from [11, Lemma 2.3 and Lemma 2.4]:

**Lemma 3.1.** The trace map \( \mathcal{T}_{\pm,0}^D : H^1(\Omega_\pm; \mathbb{C}^2) \to H^{1/2}(\Sigma; \mathbb{C}^2) \), \( \mathcal{T}_{\pm,0}^D f = f|_\Sigma \), can be extended to a bounded linear operator
\[
\mathcal{T}_{\pm}^D : H(\sigma, \Omega_\pm) \to H^{-1/2}(\Sigma; \mathbb{C}^2).
\]
Moreover, if \( \mathcal{T}_{\pm}^D f \in H^{1/2}(\Sigma; \mathbb{C}^2) \) for \( f \in H(\sigma, \Omega_\pm) \), then \( f \in H^1(\Omega_\pm; \mathbb{C}^2) \).

In the next result we show that any self-adjoint extension \( A \) of \( S \) with dom \( A \subset H^s(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \) for some \( s > 0 \) has only finitely many discrete eigenvalues in \((-|m|, |m|)\).

**Proposition 3.2.** Let \( A \) be a self-adjoint extension of the symmetric operator \( S \) in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \) and assume that dom \( A \subset H^s(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \) holds for some \( s > 0 \). Then \( \text{spec}(A) \cap (-|m|, |m|) \) is purely discrete and the number of the discrete eigenvalues of \( A \) in \((-|m|, |m|)\) is finite.
Proof. It is sufficient to show that $A^2$ has at most finitely many eigenvalues in $(-\infty, m^2)$. For that, consider the quadratic form

$$a[f, f] = \int_{\mathbb{R}^2} |Af|^2 \, dx, \quad \text{dom } a = \text{dom } A.$$  

Since $A$ is self-adjoint and hence closed, also the densely defined nonnegative form $a$ is closed. The self-adjoint operator associated to $a$ via the first representation theorem is $A^2$. Next, take $0 < r < R$ with $r$ chosen sufficiently large, such that the open ball $B_r = \{x \in \mathbb{R}^2 : |x| < r\}$ contains $\overline{\Omega_+}$ in its interior, and choose $\varphi_1, \varphi_2 \in C^\infty(\mathbb{R}^2)$ which satisfy

$$0 \leq \varphi_1, \varphi_2 \leq 1, \quad \varphi_1^2 + \varphi_2^2 = 1, \quad \varphi_1 = 1 \text{ in } B_r, \quad \varphi_2 = 1 \text{ in } \mathbb{R}^2 \setminus B_R.$$  

Let $f \in \text{dom } A$ be fixed. Then by construction one has $\varphi_j f \in \text{dom } A$ and

$$A(\varphi_j f) = \varphi_j Af - i\sigma \cdot (\nabla \varphi_j) f.$$  

In particular, we note that $\varphi_2 f \in H(\sigma, \Omega_-)$ with $T^D f = 0 \in H^{1/2}(\Sigma; \mathbb{C}^2)$. Thus, it follows from Lemma 3.1 that $\varphi_2 f \in H^1(\Omega_-; \mathbb{C}^2)$.

Next, we remark that $\nabla \varphi_j$ is supported in $\overline{B_R \setminus B_r}$. Hence, we have for $j \in \{1, 2\}$

$$a[\varphi_j f, \varphi_j f] = \int_{\mathbb{R}^2} (\varphi_j^2 |Af|^2 + |i\sigma \cdot (\nabla \varphi_j) f|^2) \, dx + J_j,$$

where

$$J_j = \int_{B_R \setminus B_r} 2 \text{ Re } (\varphi_j (-i\sigma \cdot \nabla + m\sigma_3)f, -i\sigma \cdot (\nabla \varphi_j) f)_{\mathbb{C}^2} \, dx$$

$$= \int_{B_R \setminus B_r} 2 \text{ Re } ((-i\sigma \cdot \nabla + m\sigma_3)f, -i\sigma \cdot (\varphi_j \nabla \varphi_j) f)_{\mathbb{C}^2} \, dx$$

$$= \int_{B_R \setminus B_r} \text{ Re } ((-i\sigma \cdot \nabla + m\sigma_3)f, -i\sigma \cdot \nabla (\varphi_j^2) f)_{\mathbb{C}^2} \, dx.$$  

From $\varphi_1^2 + \varphi_2^2 = 1$ we obtain $\nabla (\varphi_j^2) = -\nabla (\varphi_j^2)$ and hence $J_1 = -J_2$. Moreover, using (1.5) one verifies $|i\sigma \cdot (\nabla \varphi_j) f|^2 = |\nabla \varphi_j|^2 |f|^2$ for $j \in \{1, 2\}$. Therefore, it follows that

$$a[\varphi_1 f, \varphi_1 f] + a[\varphi_2 f, \varphi_2 f]$$

$$= \int_{\mathbb{R}^2} (\varphi_1^2 + \varphi_2^2) |Af|^2 \, dx + \int_{\mathbb{R}^2} (|\nabla \varphi_1|^2 + |\nabla \varphi_2|^2) |f|^2 \, dx$$

$$= \int_{\mathbb{R}^2} |Af|^2 \, dx + \int_{\mathbb{R}^2} V|f|^2 \, dx,$$

where we have used the abbreviation $V := |\nabla \varphi_1|^2 + |\nabla \varphi_2|^2$ in the last step; note that $V$ is supported in $\overline{B_R \setminus B_r}$. This leads to

$$a[f, f] = a[\varphi_1 f, \varphi_1 f] - \int_{\mathbb{R}^2} V|\varphi_1 f|^2 \, dx + a[\varphi_2 f, \varphi_2 f] - \int_{\mathbb{R}^2} V|\varphi_2 f|^2 \, dx. \quad (3.6)$$
In the following we will often restrict functions in $\text{dom } a$ to $B_R$ or $\mathbb{R}^2 \setminus \overline{B_r}$ and view them as elements in $L^2(B_R; \mathbb{C}^2)$ or $L^2(\mathbb{R}^2 \setminus \overline{B}_r; \mathbb{C}^2)$, or we will extend $L^2$-functions on $B_R$ or $\mathbb{R}^2 \setminus \overline{B_r}$ by zero onto $\mathbb{R}^2$ and view them as elements in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. We find it convenient to use the same letter for the original and the restricted or extended function.

Let $a_1$ be the quadratic form in $L^2(B_R; \mathbb{C}^2)$ defined by

$$\text{dom } a_1 = \{ g \in \text{dom } a : \text{supp } g \subset \overline{B_R} \}, \quad a_1[g, g] = a[g, g] - \int_{B_R} V|g|^2 \, dx.$$

As $V$ is bounded and $a$ is nonnegative it follows that $a_1$ is semibounded from below. It is also clear that $a_1$ is densely defined in $L^2(B_R; \mathbb{C}^2)$. To see that $a_1$ is closed consider $g_n \in \text{dom } a_1$ such that $g_n \to g$ in $L^2(B_R; \mathbb{C}^2)$ for $n \to \infty$ and $a_1(g_n - g_m, g_n - g_m) \to 0$ for $n, m \to \infty$. Since $V$ is bounded it follows that the zero extensions $g_n$ and $g$ satisfy $g_n \to g$ in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ for $n \to \infty$ and $a(g_n - g_m, g_n - g_m) \to 0$ for $n, m \to \infty$. As $a$ is closed we conclude $g \in \text{dom } a$ and $a(g_n - g, g_n - g) \to 0$ for $n \to \infty$. Furthermore, as $\text{supp } g \subset \overline{B_R}$ we have $g \in \text{dom } a_1$ and $a_1(g_n - g, g_n - g) \to 0$ for $n \to \infty$, thus $a_1$ is closed. Let $A_1$ be the self-adjoint operator in $L^2(B_R; \mathbb{C}^2)$ corresponding to $a_1$. Then $A_1$ has a compact resolvent since the form domain $\text{dom } a_1 \subset H^s(B_R; \mathbb{C}^2)$ is compactly embedded in $L^2(B_R; \mathbb{C}^2)$ for $s > 0$. Hence, the number of eigenvalues $N(A_1, m^2)$ of $A_1$ below $m^2$ is finite, that is, $N(A_1, m^2) < \infty$.

Next, let $a_2$ be the quadratic form in $L^2(\mathbb{R}^2 \setminus \overline{B}_r; \mathbb{C}^2)$ defined by

$$\text{dom } a_2 = H^1_0(\mathbb{R}^2 \setminus \overline{B}_r; \mathbb{C}^2), \quad a_2[g, g] = a[g, g] - \int_{\mathbb{R}^2 \setminus \overline{B}_r} V|g|^2 \, dx.$$

As above it is clear that $a_2$ is densely defined and semibounded from below. Using integration by parts and (1.5) one sees for $g \in C^\infty_0(\mathbb{R}^2 \setminus \overline{B}_r; \mathbb{C}^2)$ that

$$a[g, g] = \int_{\mathbb{R}^2 \setminus \overline{B}_r} |(-i\sigma \cdot \nabla + m\sigma_3)g|^2 \, dx
= \int_{\mathbb{R}^2 \setminus \overline{B}_r} \langle g, (-i\sigma \cdot \nabla + m\sigma_3)^2 g \rangle_{\mathbb{C}^2} \, dx
= \int_{\mathbb{R}^2 \setminus \overline{B}_r} \langle g, (-\Delta + m^2)g \rangle_{\mathbb{C}^2} \, dx
= \int_{\mathbb{R}^2 \setminus \overline{B}_r} (|\nabla g|^2 + m^2|g|^2) \, dx,$$

which then extends by density to all $g \in H^1_0(\mathbb{R}^2 \setminus \overline{B}_r; \mathbb{C}^2)$. Therefore, the form $a_2$ is closed and the self-adjoint operator associated to $a_2$ is $A_2 = -\Delta^D + m^2 - V$, where $-\Delta^D$ denotes the Dirichlet Laplacian in $\mathbb{R}^2 \setminus \overline{B}_r$. Hence, it follows that $N(m^2, A_2) < \infty$, as $V$ has compact support.\(^1\)

\(^1\)In fact, to see that a compactly supported potential $V$ leads only to finitely many eigenvalues of $A_2$ below $m^2$ one may argue as follows: Decompose $A_2$ in a similar way as in the proof of [25, Proposition 3.6 (a)] in an operator $A_3$ acting in $L^2(B_{2R} \setminus \overline{B}_r; \mathbb{C}^2)$ and an operator $A_4$ acting in
Now, we can conclude that $A^2$ has only finitely many eigenvalues below $m^2$. For this consider

$$J : L^2(\mathbb{R}^2; \mathbb{C}^2) \to L^2(B_R; \mathbb{C}^2) \oplus L^2(\mathbb{R}^2 \setminus B_R; \mathbb{C}^2), \quad Jf = \varphi_1 f \oplus \varphi_2 f.$$  

Due to the properties of $\varphi_1$ and $\varphi_2$ we get that $J$ is an isometry. Moreover, with the above considerations we see $J(\text{dom } a) \subset \text{dom } a_1 \oplus \text{dom } a_2$, and with the equality (3.6) we obtain

$$\frac{a[f, f]}{\|f\|_{L^2(\mathbb{R}^2; \mathbb{C}^2)}^2} = \frac{(a_1 \oplus a_2)[Jf, Jf]}{\|Jf\|_{L^2(B_R; \mathbb{C}^2) \oplus L^2(\mathbb{R}^2 \setminus B_R; \mathbb{C}^2)}^2}.$$  

It follows from the min-max principle that

$$\mathcal{N}(m^2, A^2) \leq \mathcal{N}(m^2, A_1 \oplus A_2) = \mathcal{N}(m^2, A_1) + \mathcal{N}(m^2, A_2).$$  

As we have seen above, the quantity on the right hand side is finite and hence $\mathcal{N}(m^2, A^2) < \infty$. This completes the proof.  

In the following we introduce some families of integral operators associated to the Green function $\phi$, associated to $A_0$ given by (3.2). Let us denote the Dirichlet trace operator on $H^1(\mathbb{R}^2; \mathbb{C}^2)$ by $\mathcal{T}^D : H^1(\mathbb{R}^2; \mathbb{C}^2) \to H^{1/2}(\Sigma; \mathbb{C}^2)$. It is well-known that $\mathcal{T}^D$ is bounded, surjective, and $\text{ker } \mathcal{T}^D = H^1_0(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$; cf. [26, Theorems 3.37 and 3.40]. For $z \in \text{res}(A_0)$ we first define the bounded operator

$$\Phi'_z := \mathcal{T}^D(A_0 - z)^{-1} : L^2(\mathbb{R}^2; \mathbb{C}^2) \to H^{1/2}(\Sigma; \mathbb{C}^2)$$  

and its anti-dual

$$\Phi_z := (\mathcal{T}^D(A_0 - z)^{-1})' : H^{-1/2}(\Sigma; \mathbb{C}^2) \to L^2(\mathbb{R}^2; \mathbb{C}^2).$$  

The basic properties of $\Phi_z$ are stated in the following proposition:

**Proposition 3.3.** Let $z \in \text{res}(A_0)$ and consider the operator $\Phi_z$ in (3.8). Then for $\varphi \in L^2(\Sigma; \mathbb{C}^2)$ one has

$$\Phi_z \varphi(x) = \int_{\Sigma} \phi_z(x - y) \varphi(y) ds(y) \quad \text{for a.e. } x \in \mathbb{R}^2 \setminus \Sigma.$$  

Moreover, $\Phi_z$ is a bounded bijective operator from $H^{-1/2}(\Sigma; \mathbb{C}^2)$ onto $\text{ker}(S^* - z)$.

**Proof.** First, due to the properties of the trace map it is clear that $\Phi'_z$ defined by (3.7) is surjective and

$$\text{ker } \Phi'_z = \{ f \in L^2(\mathbb{R}^2; \mathbb{C}^2) : (A_0 - z)^{-1} f \in H^1_0(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \} = \text{ran}(S - z),$$

by introducing a Neumann boundary condition on $\partial B_{2R}$. The quadratic forms associated to $A_3$ and $A_4$ are denoted by $a_3$ and $a_4$, respectively. Then, as for $A_1$, the operator $A_3$ has a compact resolvent, as $\text{dom } a_3 \subset \text{dom } a_3 \subset H^1(B_{2R} \setminus B_r; \mathbb{C}^2)$, and hence only finitely many discrete eigenvalues below $m^2$. Since $V$ is supported in $B_R \setminus B_r$, the form $a_4$ corresponds to the Neumann Laplacian in $L^2(\mathbb{R}^2 \setminus B_{2R}; \mathbb{C}^2)$ shifted by $m^2$ and hence it has no eigenvalues below $m^2$. Thus, by the min-max principle also $A_2$ has only finitely many eigenvalues below $m^2$. 
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as \( S = A_0 \upharpoonright H_0^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \). Using the closed range theorem, \((\text{ran } \Phi_z)^\perp = \ker \Phi_z'\), and the fact that \(\ker(S^* - z) = (\text{ran}(S - \bar{z}))^\perp\) is closed we conclude that

\[
\Phi_z : H^{-1/2}(\Sigma; \mathbb{C}^2) \to \ker(S^* - z)
\]

is a bounded bijective operator. To prove the integral representation consider \( \varphi \in L^2(\Sigma; \mathbb{C}^2) \) and \( f \in L^2(\mathbb{R}^2; \mathbb{C}^2) \). A direct computation using Fubini’s theorem shows

\[
(f, \Phi_z \varphi)_{L^2(\mathbb{R}^2; \mathbb{C}^2)} = (\Phi_z' f, \varphi)_{L^2(\Sigma; \mathbb{C}^2)} = (\mathcal{I}^D(A_0 - \bar{z})^{-1} f, \varphi)_{L^2(\Sigma; \mathbb{C}^2)}
\]

\[
= \int_{\Sigma} \left( \int_{\mathbb{R}^2} \phi_z(x - y) f(y) \, dy, \varphi(x) \right)_{\mathbb{C}^2} \, ds(x)
\]

\[
= \int_{\mathbb{R}^2} \left( f(y), \int_{\Sigma} \phi_z(x - y)^* \varphi(x) \, ds(x) \right)_{\mathbb{C}^2} \, dy
\]

\[
= \int_{\mathbb{R}^2} \left( f(y), \int_{\Sigma} \phi_z(y - x) \varphi(x) \, ds(x) \right)_{\mathbb{C}^2} \, dy,
\]

where the symmetry property \( \phi_z(x - y)^* = \phi_z(y - x) \) was used in the last equality. This implies the representation for \( \Phi_z \varphi \), \( \varphi \in L^2(\Sigma; \mathbb{C}^2) \), and completes the proof of this proposition. \( \square \)

We will also need a family of boundary integral operators with integral kernel \( \phi_z \). To introduce these operators, we study first the structure of the Green function \( \phi_z \) in more detail:

**Lemma 3.4.** Let \( z \in \text{res}(A_0) \) and consider the function \( \phi_z \) in (3.2). Then there exist scalar analytic functions \( g_1, g_2, g_3, \) and \( g_4 \) and a constant \( c_1 < 0 \) such that

\[
\phi_z(x) = \frac{i}{2\pi} \sigma \cdot \frac{x}{|x|^2} - \frac{1}{2\pi} \left( \log |x| + \log \sqrt{m^2 - z^2} + c_1 \right) \left( m\sigma_3 + z\sigma_0 \right)
\]

\[
+ \frac{i}{2\pi} \left( m^2 - z^2 \right) \left[ g_1 \left( (m^2 - z^2)|x|^2 \right) \left( \log \sqrt{m^2 - z^2} + \log |x| \right)
\]

\[
+ g_2 \left( (m^2 - z^2)|x|^2 \right) \left( m\sigma_3 + z\sigma_0 \right) \right] \left( \sigma \cdot x \right)
\]

\[
+ \frac{1}{2\pi} \left( m^2 - z^2 \right)|x|^2 \left[ g_3 \left( (m^2 - z^2)|x|^2 \right) \left( \log \sqrt{m^2 - z^2} + \log |x| \right)
\]

\[
+ g_4 \left( (m^2 - z^2)|x|^2 \right) \left( m\sigma_3 + z\sigma_0 \right) \right].
\]

In particular, there exist \( C^\infty \)-smooth matrix valued functions \( f_1 \) and \( f_2 \) such that

\[
\phi_z(x) = \frac{i}{2\pi} \begin{pmatrix} 0 & 1 \\ 1 & x_1 + ix_2 \\ x_1 - ix_2 & 0 \end{pmatrix} + f_1(x) \log |x| + f_2(x).
\]

\(26\)
Proof. In order to prove the claimed results, let us recall the series representations of $K_j$ from, e.g., §10.25.2, 10.31.1 and 10.31.2 in [28], which read

$$I_\mu(t) = \frac{t^\mu}{2\pi} \sum_{k=0}^{\infty} \frac{t^{2k}}{4^k k! \Gamma(\mu + k + 1)}, \quad \mu \in \{0, 1\},$$

$$K_1(t) = \frac{1}{t} + (\log t - \log 2) I_1(t) - \frac{t}{4} \sum_{k=0}^{\infty} \left( \psi(k + 1) + \psi(k + 2) \right) \frac{t^{2k}}{4^k k! (k + 1)!},$$

$$K_0(t) = -(\log t - \log 2 + \gamma) I_0(t) + \sum_{k=1}^{\infty} \sum_{j=1}^{k} \frac{1}{j} \frac{t^{2k}}{4^k (k!)^2},$$

with $\psi(t) = \frac{\Gamma'(t)}{\Gamma(t)}$ and $\gamma = -\psi(1) < \log 2$. This implies first that

$$I_0(t) = 1 + t^2 h_0(t^2) \quad \text{and} \quad I_1(t) = th_1(t^2)$$

with some analytic functions $h_0$ and $h_1$. Furthermore, with some analytic functions $k_0$ and $k_1$ we have

$$K_1(t) = \frac{1}{t} + (\log t - \log 2) I_1(t) + tk_1(t^2)$$

$$= \frac{1}{t} + th_1(t^2) \log t + t(k_1(t^2) - h_1(t^2) \log 2)$$

and

$$K_0(t) = -(\log t - \log 2 + \gamma) I_0(t) + t^2 k_0(t^2)$$

$$= -\log t - c_1 - t^2 h_0(t^2) \log t - c_1 t^2 h_0(t^2) + t^2 k_0(t^2)$$

with $c_1 := \gamma - \log 2 < 0$. This can be rewritten in a simplified form as

$$K_1(t) = \frac{1}{t} + tg_1(t^2) \log t + tg_2(t^2),$$

$$K_0(t) = -\log t - c_1 + t^2 g_3(t^2) \log t + t^2 g_4(t^2),$$

where $g_1, g_2, g_3,$ and $g_4$ are analytic functions and $c_1 < 0$. Using now the explicit expression for $\phi_x$ we decompose

$$\phi_z(x) = i \frac{\sqrt{m^2 - z^2}}{2\pi} K_1(\sqrt{m^2 - z^2} |x|) \left( \sigma \cdot \frac{x}{|x|} \right) + \frac{1}{2\pi} K_0(\sqrt{m^2 - z^2} |x|) (m\sigma_3 + z\sigma_0)$$

$$= i \frac{\sqrt{m^2 - z^2}}{2\pi} \left\{ \frac{1}{\sqrt{m^2 - z^2} |x|} \right. \right.$$ 

$$+ \sqrt{m^2 - z^2} |x| g_1((m^2 - z^2) |x|^2) \log (\sqrt{m^2 - z^2} |x|)$$

$$+ \sqrt{m^2 - z^2} |x| g_2((m^2 - z^2) |x|^2) \right\} \left( \sigma \cdot \frac{x}{|x|} \right)$$

$$+ \frac{1}{2\pi} \left\{ -\log (\sqrt{m^2 - z^2} |x|) - c_1 \right.$$ 

$$+ (m^2 - z^2) |x|^2 g_3((m^2 - z^2) |x|^2) \log (\sqrt{m^2 - z^2} |x|)$$

$$+ (m^2 - z^2) |x|^2 g_4((m^2 - z^2) |x|^2) \right\} (m\sigma_3 + z\sigma_0),$$
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which leads to the decomposition (3.9). The representation (3.10) follows from (3.9) after noting that
\[
\frac{i}{2\pi} \sigma \cdot \frac{x}{|x|^2} = \frac{i}{2\pi} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \frac{1}{x_1 + ix_2}.
\]

For \( z \in \text{res}(A_0) \) we introduce the operator
\[
\mathcal{C}_z \varphi (x) := \text{p.v.} \int_{\Sigma} \phi_z (x - y) \varphi (y) ds(y), \quad \varphi \in C^\infty (\Sigma; \mathbb{C}^2), \ x \in \Sigma. \tag{3.11}
\]
The basic properties of \( \mathcal{C}_z \) are stated in the following proposition. For the formulation of the result, recall the definition of the operator \( \Lambda \) from (2.8) and of the Cauchy transform \( C^0 \) and its dual \( C^0_* \) from (2.19) and (2.21), respectively.

**Proposition 3.5.** Let \( z \in \text{res}(A_0) \) and consider the operator \( \mathcal{C}_z \) in (3.11). Then \( \mathcal{C}_z \in \Psi^0 \) and, in particular, \( \mathcal{C}_z \) gives rise to a bounded operator in \( H^s (\Sigma; \mathbb{C}^2) \) for any \( s \in \mathbb{R} \). The realization in \( L^2 (\Sigma; \mathbb{C}^2) \) satisfies \( \mathcal{C}^0 = \mathcal{C}_z \). Moreover, if \( t = (t_1, t_2) \) is the tangent vector field at \( \Sigma \) and \( T = t_1 + it_2, \overline{T} = t_1 - it_2 \), then one has
\[
\Lambda \mathcal{C}_z \Lambda = \frac{1}{2} \begin{pmatrix}
0 & \Lambda C^0_* T \Lambda \\
\Lambda C^0 \Lambda & 0
\end{pmatrix} + \frac{\ell}{4\pi} \begin{pmatrix}
(z + m)I & 0 \\
0 & (z - m)I
\end{pmatrix} + \Psi \tag{3.12}
\]
with \( \Psi \in \Psi^{-1} \).

**Proof.** We make use of (3.9) to decompose \( \phi_z \) in the form
\[
\phi_z (x) = \chi_1 (x) + \chi_2 (x) + \chi_3 (x),
\]
where
\[
\chi_1 (x) = \frac{i}{2\pi} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \frac{1}{x_1 + ix_2},
\]
\[
\chi_2 (x) = -\frac{1}{2\pi} \begin{pmatrix}
z + m & 0 \\
0 & z - m
\end{pmatrix} \log |x|
\]
\[
\chi_3 (x) = [h_1 (|x|^2) \log |x| + h_2 (|x|^2)] (\sigma \cdot x)
+ [\sigma \cdot h_3 (|x|^2) \log |x| + h_4 (|x|^2)] (m \sigma_3 + z \sigma_0),
\]
and \( h_1, h_2, h_3, \) and \( h_4 \) are analytic functions. In the following we will use the corresponding decomposition \( \mathcal{C}_z = P_1 + P_2 + P_3 \), where
\[
(P_1 \varphi) (x) = \text{p.v.} \int_{\Sigma} \chi_1 (x - y) \varphi (y) ds(y),
\]
\[
(P_2 \varphi) (x) = \int_{\Sigma} \chi_2 (x - y) \varphi (y) ds(y),
\]
\[
(P_3 \varphi) (x) = \int_{\Sigma} \chi_3 (x - y) \varphi (y) ds(y).
\]
Here we have removed the principal value from the integral operators $P_2$ and $P_3$, since these integrals converge almost everywhere by [22, Proposition 3.10].

Let us discuss the operator $P_1$ first. With the help of (2.20) and (2.22) we obtain

$$P_1 = \frac{1}{2} \begin{pmatrix} 0 & C_\Sigma T' \\ TC_\Sigma' & 0 \end{pmatrix}$$

and since $T, T' \in \Psi_2^0$, we conclude $P_1 \in \Psi_2^0$ from Proposition 2.9.

Next, we claim that the integral operator $P_2$ admits the representation

$$P_2 = \frac{\ell}{4\pi} \begin{pmatrix} (z+m)\Lambda^{-2} & 0 \\ 0 & (z-m)\Lambda^{-2} \end{pmatrix} + \Psi_1$$

with some $\Psi_1 \in \Psi_{\Sigma}^2$ and $\Lambda^{-2} = U^{-1}L^{-2}U \in \Psi_{\Sigma}^1$, so that $P_2 \in \Psi_{\Sigma}^1$. In fact, using a parametrization $\gamma : [0, \ell] \to \mathbb{R}^2$ of $\Sigma$ we find

$$(UP_2f)(t) = -\frac{\ell}{2\pi} \left( \begin{array}{cc} z+m & 0 \\ 0 & z-m \end{array} \right) \int_T \log |\gamma(t) - \gamma(s)| \, f(\gamma(s)) \, ds$$

for $f \in C^\infty(\Sigma)$. Therefore, with $f = U^{-1}u$ and $\rho(\cdot) = \gamma_1(\ell \cdot) + i\gamma_2(\ell \cdot) \equiv \gamma(\ell \cdot)$ we conclude

$$(UP_2U^{-1}u)(t) = -\frac{\ell}{2\pi} \left( \begin{array}{cc} z+m & 0 \\ 0 & z-m \end{array} \right) \int_T \log |\rho(t) - \rho(s)| \, u(s) \, ds$$

$$= -\frac{\ell}{2\pi} \left( \begin{array}{cc} z+m & 0 \\ 0 & z-m \end{array} \right) H_0u(t)$$

with $H_0$ as in Proposition 2.7. Now it follows from Proposition 2.7 (with $m = 0$, $a \equiv 1$, and $\rho$ as above) that $H_0 \in \Psi^{-1}$ and $1 + 2LH_0L \in \Psi^{-1}$. Furthermore, Proposition 2.2 (ii) and $L^{-1} \in \Psi^{-1/2}$ yield $\frac{1}{2}L^{-2} + H_0 \in \Psi^{-2}$ and hence

$$-\frac{\ell}{4\pi} \begin{pmatrix} (z+m)L^{-2} & 0 \\ 0 & (z-m)L^{-2} \end{pmatrix} + UP_2U^{-1} \in \Psi^{-2}.$$ 

We then conclude

$$-\frac{\ell}{4\pi} \begin{pmatrix} (z+m)\Lambda^{-2} & 0 \\ 0 & (z-m)\Lambda^{-2} \end{pmatrix} + P_2 \in \Psi_{\Sigma}^{-2},$$

which leads to (3.14).

It will be shown now that $P_3 \in \Psi_{\Sigma}^{-2}$. Indeed, setting again $\rho(\cdot) = \gamma_1(\ell \cdot) + i\gamma_2(\ell \cdot) \equiv \gamma(\ell \cdot)$ we see that $\chi_3$ can be written in the form

$$\chi_3(\rho(t) - \rho(s)) = \log |\rho(t) - \rho(s)| a_1(t, s) \begin{pmatrix} 0 \\ \frac{\rho(t) - \rho(s)}{0} \end{pmatrix} + a_2(t, s)$$

with the $C^\infty$-smooth matrix valued functions

$$a_1(t, s) := h_1(\rho(t) - \rho(s))^2) \sigma_0$$

$$+ h_3(\rho(t) - \rho(s))^2) (m\sigma_3 + z\sigma_0) \begin{pmatrix} 0 \\ \frac{\rho(t) - \rho(s)}{0} \end{pmatrix}.$$
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and
\[
a_2(t,s) := h_2(|\rho(t) - \rho(s)|^2) \begin{pmatrix} 0 & \rho(t) - \rho(s) \\ \rho(t) - \rho(s) & 0 \end{pmatrix} + h_4(|\rho(t) - \rho(s)|^2)(m\sigma_3 + \ldots)
\]

Hence, it follows as above in the proof of (3.14) with Proposition 2.7 applied in the case \(m = 1\) that \(U P_3 U^{-1} = H_1 \in \Psi^{-2}\), so that \(P_3 \in \Psi_{\Sigma}^{-2}\). Together with (3.13) and (3.14) this implies first \(C_z \in \Psi_0\) and in a second step, together with Proposition 2.2 (i) and \(\Lambda \in \Psi_{\Sigma}^{1/2}\), that also (3.12) is true.

Finally, since \(\phi_z(y-x)^t = \phi_\Sigma(x-y)\), we find that the realization of \(C_z\) in \(L^2(\Sigma; \mathbb{C}^2)\) satisfies \(C_z = C_z\). Hence, all claims have been shown.

\[\square\]

Finally, we prove a result on how \(\Phi_z\) and \(C_z\) are related to each other by taking traces. Recall that \(\mathcal{T}_\pm^D\) is the Dirichlet trace operator on \(H(\sigma, \Omega_\pm)\), see Lemma 3.1.

**Proposition 3.6.** For \(\varphi \in H^{-1/2}(\Sigma; \mathbb{C}^2)\) one has

\[
\mathcal{T}_\pm^D \Phi_z \varphi = \mp \frac{i}{2} (\sigma \cdot \nu) \varphi + C_z \varphi. \tag{3.15}
\]

**Proof.** First we note that it suffices to prove (3.15) for \(\varphi \in C^\infty(\Sigma; \mathbb{C}^2)\); by continuity this implies the claim for any \(\varphi \in H^{-1/2}(\Sigma; \mathbb{C}^2)\). The assertion essentially follows from the classical Plemelj-Sokhotskii formula, see, e.g., [35, Theorem 4.1.1], which states that the holomorphic function

\[
\mathbb{C} \setminus \Sigma \ni \xi \mapsto \Phi(\xi) = \frac{1}{2\pi i} \int_{\Sigma} \frac{\varphi(\zeta)}{\zeta - \xi} \, d\zeta
\]
satisfies

\[
\mathcal{T}_\pm^D \Phi(\xi) = \frac{1}{2\pi i} \text{p.v.} \int_{\Sigma} \frac{\varphi(\zeta)}{\zeta - \xi} \, d\zeta \pm \frac{1}{2} \varphi(\xi), \quad \xi \in \Sigma. \tag{3.16}
\]

In order to use it, recall that by (3.10) we can write \(\phi_z(x) = \chi_1(x) + \check{\chi}_2(x)\) with

\[
\chi_1(x) = -\frac{1}{2\pi i} \begin{pmatrix} 0 & 1 \\ 1 & \frac{x_1 + ix_2}{x_1 - ix_2} \end{pmatrix} \quad \text{and} \quad \check{\chi}_2(x) = f_1(x) \log |x| + f_2(x),
\]

where \(f_1\) and \(f_2\) are \(C^\infty\)-smooth matrix functions. In a corresponding way we decompose \(\Phi_z = \Psi_1 + \Psi_2\) with

\[
\Psi_1 \varphi(x) = \int_{\Sigma} \chi_1(x-y) \varphi(y) \, ds(y) \quad \text{and} \quad \Psi_2 \varphi(x) = \int_{\Sigma} \check{\chi}_2(x-y) \varphi(y) \, ds(y),
\]

and \(C_z = P_1 + P_2\) with

\[
P_1 \varphi(x) = \text{p.v.} \int_{\Sigma} \chi_1(x-y) \varphi(y) \, ds(y) \quad \text{and} \quad P_2 \varphi(x) = \int_{\Sigma} \check{\chi}_2(x-y) \varphi(y) \, ds(y).
\]
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As in the proof of Proposition 3.5 we have removed the principal value from the integral operator $P_2$, since the integral exists almost everywhere. One sees easily that $\Psi_2 \varphi$ is continuous on $\mathbb{R}^2$, and its value on $\Sigma$ coincides with $P_2 \varphi$, i.e.

$$\mathcal{T}_\pm^D \Psi_2 \varphi = P_2 \varphi.$$  \hfill (3.17)

In order to find the relation between $\Psi_1 \varphi$ and $P_1 \varphi$, we write the normal vector field as a complex number $N = \nu_1 + i\nu_2 = \gamma_2 - i\gamma_1'$ and use the relation $d(y_1 + iy_2) = iN(y) \, ds(y)$ of the complex and the classical line element on $\Sigma$. With $\varphi = (\varphi_1, \varphi_2)$ we get then

$$\Psi_1 \varphi(x) = \frac{1}{2\pi i} \int_{\Sigma} \begin{pmatrix} 0 & 1 \\ \frac{1}{(y_1 - iy_2) - (x_1 - ix_2)} & 0 \end{pmatrix} \begin{pmatrix} \varphi_1(y) \\ \varphi_2(y) \end{pmatrix} \, ds(y)$$

$$\begin{pmatrix} 1 \\ \frac{1}{2\pi i} \int_{\Sigma} \frac{\varphi_2(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \\ \frac{1}{2\pi i} \int_{\Sigma} \frac{\varphi_1(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \end{pmatrix}$$

$$= \begin{pmatrix} 1 \\ \frac{1}{2\pi i} \int_{\Sigma} \frac{-iN(y)\varphi_2(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \\ \frac{1}{2\pi i} \int_{\Sigma} \frac{-iN(y)\varphi_1(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \end{pmatrix}.$$}

$$= \begin{pmatrix} -iN(x)\varphi_2(x) \\ -iN(x)\varphi_1(x) \end{pmatrix}.$$

Applying now (3.16) to each component of this vector we find that

$$\mathcal{T}_\pm^D \Psi_1 \varphi(x) = \begin{pmatrix} \frac{1}{2\pi i} \text{p.v.} \int_{\Sigma} \frac{-iN(y)\varphi_2(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \\ \frac{1}{2\pi i} \text{p.v.} \int_{\Sigma} \frac{\varphi_2(y)}{(y_1 + iy_2) - (x_1 + ix_2)} \, ds(y) \end{pmatrix} \mp \frac{i}{2} \begin{pmatrix} N(x)\varphi_2(x) \\ N(x)\varphi_1(x) \end{pmatrix}$$

$$= P_1 \varphi(x) \mp \frac{i}{2} (\sigma \cdot \nu(x)) \varphi(x).$$

A combination of this and (3.17) leads to the claim of this proposition. \hfill \square

### 3.2 A boundary triple for Dirac operators with singular interactions supported on loops

In this section we follow the strategy from Section 2.3 to introduce a boundary triple which is suitable to study Dirac operators in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ with singular interactions.
supported on the loop $\Sigma$. To get an explicit representation of the boundary mappings the results from Section 3.1 play an important role. We remark that the obtained boundary triple is closely related to the one used in [9] to study Dirac operators in the three dimensional case.

Recall the definitions of the free Dirac operator $A_0$, the symmetric operator $S$, and its adjoint $S^*$ from (3.1), (3.3), and (3.4), respectively. Moreover, $\mathcal{T}^{D}_\pm$ is the Dirichlet trace operator defined on $\text{dom} S^*$ from Lemma 3.1, the integral operators $\Phi_z$ and $\mathcal{C}_z$ are introduced for $z \in \text{res}(A_0)$ in (3.8) and (3.11), respectively. The operator $\Lambda \in \Psi^{1/2}_\Sigma$ is given by (2.8) and will sometimes be viewed as an isomorphism from $L^2(\Sigma; \mathbb{C}^2) \rightarrow H^{-1/2}(\Sigma; \mathbb{C}^2)$ or from $H^{1/2}(\Sigma; \mathbb{C}^2) \rightarrow L^2(\Sigma; \mathbb{C}^2)$, and is also regarded as an unbounded uniformly positive self-adjoint operator $L^2(\Sigma; \mathbb{C}^2)$.

**Proposition 3.7.** Let $\zeta \in \text{res}(A_0)$ be fixed and define $\Gamma_0, \Gamma_1 : \text{dom} S^* \rightarrow L^2(\Sigma; \mathbb{C}^2)$ by

\[
\Gamma_0 f = i\Lambda^{-1}(\sigma \cdot \nu)(\mathcal{T}^{D}_+ f_+ - \mathcal{T}^{D}_- f_-), \\
\Gamma_1 f = \frac{1}{2} \Lambda \left( (\mathcal{T}^{D}_+ f_+ + \mathcal{T}^{D}_- f_-) - (\mathcal{C}_\zeta + \mathcal{C}_\bar{\zeta})\Lambda \Gamma_0 f \right), \quad f = f_+ \oplus f_- \in \text{dom} S^*. \tag{3.18}
\]

Then $\{L^2(\Sigma; \mathbb{C}^2), \Gamma_0, \Gamma_1\}$ is a boundary triple for $S^*$ such that $A_0 = S^* | \ker \Gamma_0$. Moreover, the corresponding $\gamma$-field is

\[
\text{res}(A_0) \ni z \mapsto G_z = \Phi_z \Lambda
\]

and the Weyl function is

\[
\text{res}(A_0) \ni z \mapsto M_z = \Lambda \left( \mathcal{C}_z - \frac{1}{2} (\mathcal{C}_\zeta + \mathcal{C}_{\bar{\zeta}}) \right) \Lambda.
\]

**Proof.** Recall that the Dirichlet trace operator $\mathcal{T}^D : H^1(\mathbb{R}^2; \mathbb{C}^2) \rightarrow H^{1/2}(\Sigma; \mathbb{C}^2)$ is bounded, surjective, and one has $\ker \mathcal{T}^D = H^1_0(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$. Hence,

\[
\mathcal{T} := \Lambda \mathcal{T}^D : H^1(\mathbb{R}^2; \mathbb{C}^2) = \text{dom} A_0 \rightarrow L^2(\Sigma; \mathbb{C}^2)
\]

is bounded and surjective with $\ker \mathcal{T} = \text{dom} S$. Following the constructions in Section 2.3 for $B = A_0$ we consider for $z \in \text{res}(A_0)$

\[
\mathcal{T}(A_0 - z)^{-1} = \Lambda \mathcal{T}^D(A_0 - z)^{-1} = \Lambda \Phi_z'
\]

with $\Phi'_z$ given by (3.7), so that the operator $G_z$ from (2.27) in the present context is given by

\[
G_z = \Phi_z \Lambda. \tag{3.19}
\]

Let $\zeta \in \text{res}(A_0)$ be fixed. Then, by (2.28) any $f \in \text{dom} S^*$ can be written as

\[
f = f_\zeta + G_\zeta \xi = f_{\bar{\zeta}} + G_{\bar{\zeta}} \xi
\]

for some $\xi \in L^2(\Sigma; \mathbb{C}^2)$ and $f_\zeta, f_{\bar{\zeta}} \in H^1(\mathbb{R}^2; \mathbb{C}^2)$, and according to Proposition 2.13

\[
\Gamma_0 f = \xi \quad \text{and} \quad \Gamma_1 f = \frac{1}{2} (\mathcal{T} f_\zeta + \mathcal{T} f_{\bar{\zeta}})
\]
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defines a boundary triple for $S^*$ such that $A_0 = S^* ↾ \ker \Gamma_0$.

Next we show that the above boundary maps coincide with the more explicit representations of $\Gamma_0$ and $\Gamma_1$ stated in the proposition. Let $f = f_\xi + G_\xi \xi = f_\xi + \Phi_\xi \Lambda \xi$ with $\xi \in L^2(\Sigma; \mathbb{C}^2)$ and $f_\xi \in H^1(\mathbb{R}^2; \mathbb{C}^2)$ be fixed. Using that the jump of the trace of $f_\xi \in H^1(\mathbb{R}^2; \mathbb{C}^2)$ at $\Sigma$ is zero and the trace formula from Proposition 3.6 we find

\[
\mathcal{D}_+ f_\xi - \mathcal{D}_- f_\xi - \mathcal{D}_+ (f + \Phi_\xi \Lambda \xi) = - \frac{i}{2} (\sigma \cdot \nu) \Lambda \xi - \frac{i}{2} (\sigma \cdot \nu) \Lambda \xi - \frac{i}{2} (\sigma \cdot \nu) \Lambda \xi \]

and hence we conclude

\[
\Gamma_0 f = \xi = i \Lambda^{-1} (\sigma \cdot \nu) (\mathcal{D}_+ f_\xi - \mathcal{D}_- f_\xi),
\]

which is the claimed formula for $\Gamma_0 f$. Employing again Proposition 3.6 we find

\[
\mathcal{D}_+ f_\xi = \frac{1}{2} \left( \mathcal{D}_+ f_{\xi,+} + \mathcal{D}_- f_{\xi,-} \right)
= \frac{1}{2} \left( \mathcal{D}_+ (f - \Phi_\xi \Lambda \xi) + \mathcal{D}_- (f - \Phi_\xi \Lambda \xi) \right)
= \frac{1}{2} \left( \mathcal{D}_+ f_\xi - \mathcal{C}_\xi \Lambda \xi + \frac{i}{2} (\sigma \cdot \nu) \Lambda \xi + \mathcal{D}_- f_\xi - \mathcal{C}_\xi \Lambda \xi - \frac{i}{2} (\sigma \cdot \nu) \Lambda \xi \right)
= \frac{1}{2} \left( \mathcal{D}_+ f_\xi + \mathcal{D}_- f_\xi \right) - \mathcal{C}_\xi \Lambda \xi
= \frac{1}{2} \left( \mathcal{D}_+ f_\xi + \mathcal{D}_- f_\xi \right) - \mathcal{C}_\xi \Lambda \xi
\]

and analogously

\[
\mathcal{D}_+ f_\xi = \frac{1}{2} \left( \mathcal{D}_+ f_{\xi,+} + \mathcal{D}_- f_{\xi,-} \right) - \mathcal{C}_\xi \Lambda \Gamma_0 f.
\]

By summing up the last two formulae (3.20) and (3.21) we find

\[
\Gamma_1 f = \frac{1}{2} (\mathcal{D}_f_\xi + \mathcal{D} f_\xi) = \frac{1}{2} \Lambda (\mathcal{D}_+ f_\xi + \mathcal{D}_- f_\xi) = \frac{1}{2} \Lambda \left( \left( \mathcal{D}_+ f_\xi + \mathcal{D}_- f_\xi \right) - \left( \mathcal{C}_\xi + \mathcal{C}_\xi \right) \Lambda \Gamma_0 f \right)
\]

which is the claimed formula for $\Gamma_1$ in (3.18).

Finally, the claimed representation of the $\gamma$-field follows from Proposition 2.13 and (3.19). Using again Proposition 3.6, we can simplify the formula for the Weyl function $M_\xi$ from Proposition 2.13 and get for $\varphi \in L^2(\Sigma; \mathbb{C}^2)$

\[
M_\xi \varphi = \mathcal{T} \left( G_\xi - \frac{1}{2} (G_\xi + G_\xi) \right) \varphi
= \Lambda \mathcal{D}_+ \left( \Phi_\xi - \frac{1}{2} (\Phi_\xi + \Phi_\xi) \right) \Lambda \varphi
= \Lambda \left( \mathcal{C}_\xi - i \frac{1}{2} (\nu \cdot \sigma) - \frac{1}{2} \left( \mathcal{C}_\xi - i \frac{1}{2} (\nu \cdot \sigma) + \mathcal{C}_\xi - i \frac{1}{2} (\nu \cdot \sigma) \right) \right) \Lambda \varphi
= \Lambda \left( \mathcal{C}_\xi - i \frac{1}{2} (\mathcal{C}_\xi + \mathcal{C}_\xi) \right) \Lambda \varphi.
\]
In the above calculation we used the regularization property \((G_z - \frac{1}{2}(G_\zeta + G_{\bar{\zeta}}))\varphi \in \text{dom } A_0 = H^1(\mathbb{R}^2; \mathbb{C}^2)\), which holds automatically by the abstract theory (see the formula for the Weyl function in Proposition 2.13), and hence \(T^D\) and \(T^D_+\) lead to the same trace in the second equality above. Therefore, all claimed statements have been shown.

Finally, we state an auxiliary regularity result that will be used later.

\[\text{Lemma 3.8. Let } f \in \text{dom } S^*. \text{ Then } f \in H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \text{ if and only if } \Gamma_0 f \in H^1(\Sigma; \mathbb{C}^2).\]

\[\text{Proof.}\]

First, if \(f = f_+ \oplus f_- \in H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)\), then one has \(T^D_{\pm} f_{\pm} \in H^{1/2}(\Sigma; \mathbb{C}^2)\) implying \(T^D_+ f_+ - T^D_- f_- \in H^{1/2}(\Sigma; \mathbb{C}^2)\). As \(\sigma \cdot \nu\) is a \(C^\infty\)-matrix function it follows that \(i(\sigma \cdot \nu)(T^D_+ f_+ - T^D_- f_-) \in H^{1/2}(\Sigma; \mathbb{C}^2)\). Using that \(\Lambda\) is a bijection from \(H^s(\Sigma)\) to \(H^{s-1/2}(\Sigma)\) for all \(s \in \mathbb{R}\), this yields

\[\Gamma_0 f = i\Lambda^{-1}(\sigma \cdot \nu)(T^D_+ f_+ - T^D_- f_-) \in H^1(\Sigma; \mathbb{C}^2).\]

Conversely, let \(f = f_+ \oplus f_- \in \text{dom } S^*\) with \(\Gamma_0 f \in H^1(\Sigma; \mathbb{C}^2)\). Since \(\Lambda : H^1(\Sigma) \to H^{1/2}(\Sigma)\) is bijective and the \(C^\infty\)-matrix function \(\sigma \cdot \nu\) is invertible we conclude from the definition of \(\Gamma_0\) that

\[T^D_+ f_+ - T^D_- f_- \in H^{1/2}(\Sigma; \mathbb{C}^2).\]

(3.22)

By Proposition 3.5 the operators \(C_\zeta\) and \(C_{\bar{\zeta}}\) are bounded in \(H^{1/2}(\Sigma; \mathbb{C}^2)\), which gives \((C_\zeta + C_{\bar{\zeta}})\Lambda \Gamma_0 f \in H^{1/2}(\Sigma; \mathbb{C}^2)\). In addition, \(\Gamma_1 f \in L^2(\Sigma; \mathbb{C}^2)\) implies \(\Lambda^{-1} \Gamma_1 \in H^{1/2}(\Sigma; \mathbb{C}^2)\). With the definition of \(\Gamma_1\) this yields

\[\frac{1}{2}(T^D_+ f_+ + T^D_- f_-) = \Lambda^{-1} \Gamma_1 f + \frac{1}{2}(C_\zeta + C_{\bar{\zeta}})\Lambda \Gamma_0 f \in H^{1/2}(\Sigma; \mathbb{C}^2).\]

Hence, together with (3.22) this implies \(T^D_{\pm} f_{\pm} \in H^{1/2}(\Sigma; \mathbb{C}^2)\). Finally, Lemma 3.1 shows \(f_{\pm} \in H^1(\Omega_{\pm}; \mathbb{C}^2)\). □

4 Dirac operators with singular interactions

In this section we study the Dirac operator \(A_{\eta, \tau}\) introduced in (1.2) and we prove the main results of this paper. First, in Section 4.1 we show how \(A_{\eta, \tau}\) is related to the boundary triple \(\{L^2(\Sigma; \mathbb{C}^2), \Gamma_0, \Gamma_1\}\) from Proposition 3.7. Then, in Section 4.2, we show the self-adjointness of \(A_{\eta, \tau}\) for non-critical interaction strengths, i.e. when \(\eta^2 - \tau^2 \neq 4\), and investigate the spectral properties of \(A_{\eta, \tau}\) in this setting. In Section 4.3 we study the self-adjointness and the spectral properties of \(A_{\eta, \tau}\) in the case of critical interaction strengths. Finally, in Section 4.4 we provide a sketch of the proof of Theorem 1.3.
4.1 Definition of $A_{\eta,\tau}$ via the boundary triple

Recall the definition of the space $H(\sigma, \Omega_{\pm})$ from (3.5), the trace maps $\mathcal{T}^D_\pm$ on $H(\sigma, \Omega_{\pm})$ in Lemma 3.1, and that the operator $A_{\eta,\tau}$ in (1.2) is defined by

$$A_{\eta,\tau}f = (-i\sigma \cdot \nabla + m\sigma_3)f_+ \oplus (-i\sigma \cdot \nabla + m\sigma_3)f_-,$$

$$\text{dom } A_{\eta,\tau} = \left\{ f = f_+ \oplus f_- \in H(\sigma, \Omega_+) \oplus H(\sigma, \Omega_-) : \right. \left. -i(\sigma \cdot \nu)(\mathcal{T}^D_+ f_+ - \mathcal{T}^D_- f_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}^D_+ f_+ + \mathcal{T}^D_- f_-) \right\}. \quad (4.1)$$

Before analyzing the properties of $A_{\eta,\tau}$ we would like to mention that for special values of the interaction strengths $A_{\eta,\tau}$ decouples in Dirac operators in $L^2(\Omega_+; \mathbb{C}^2)$ and $L^2(\Omega_-; \mathbb{C}^2)$ subject to certain boundary conditions. Similar effects are known from dimension three, see [20, Section V], [4, Section 5], and [7, Lemma 3.1]. The result reads as follows:

**Lemma 4.1.** Let $\eta, \tau \in \mathbb{R}$. Then the following holds:

(i) If $\eta^2 - \tau^2 \neq -4$, then there is an invertible matrix $M$ (explicitly given below in (4.4)) such that $f = f_+ \oplus f_- \in \text{dom } A_{\eta,\tau}$ if and only if

$$\mathcal{T}^D_+ f_+ = M \mathcal{T}^D_- f_-.$$

(ii) If $\eta^2 - \tau^2 = -4$, then $A_{\eta,\tau} = A_+ \oplus A_-$, where $A_\pm$ is a Dirac operator in $L^2(\Omega_\pm; \mathbb{C}^2)$ and $f_\pm \in \text{dom } A_\pm$ if and only if

$$\mathcal{T}^D_\pm f_\pm = \pm \frac{i}{2}(\sigma \cdot \nu)(\eta \sigma_0 + \tau \sigma_3) \mathcal{T}^D_\pm f_\pm. \quad (4.2)$$

**Remark 4.2.** Assume that $\eta^2 - \tau^2 = -4$, which is equivalent to $\frac{\eta^2}{\tau^2} + \frac{4}{\tau^2} = 1$. Thus, there exists $\vartheta \in [0, 2\pi] \setminus \{ \frac{\pi}{2}, \frac{3\pi}{2} \}$ such that

$$\frac{\eta}{\tau} = -\sin \vartheta \quad \text{and} \quad \frac{2}{\tau} = \cos \vartheta.$$

Using (1.5) we see that (4.2) for $f_+$ is equivalent to

$$0 = \frac{2i}{\tau} \sigma_3 (\sigma \cdot \nu) \left( \sigma_0 - \frac{i}{2}(\sigma \cdot \nu)(\eta \sigma_0 + \tau \sigma_3) \right) \mathcal{T}^D_+ f_+ = \left( \sigma_0 + i\sigma_3 (\sigma \cdot \nu) \cos \vartheta - \sin \vartheta \sigma_3 \right) \mathcal{T}^D_+ f_+,$$

i.e. the operators $A_+$ in the bounded domain $\Omega_+$ are exactly those investigated in [11]. The case $\vartheta = 0$ corresponds to the well-known infinite mass boundary condition (also called MIT bag) studied in [2, 27, 37]. We would like to point out that our results on $A_{\eta,\tau}$ obtained later in Section 4.2 can be used for a deeper understanding for $A_\pm$. 
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Proof of Lemma 4.1. The transmission condition in the definition of $A_{\eta,\tau}$ can be written in the form

$$ \left( i(\sigma \cdot \nu) + \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3) \right) \mathcal{T}_+^D f_+ = \left( i(\sigma \cdot \nu) - \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3) \right) \mathcal{T}_-^D f_-.$$ 

Multiplying this equation with $-i (\sigma \cdot \nu)$ we obtain the equivalent form

$$ (\sigma_0 - R) \mathcal{T}_+^D f_+ = (\sigma_0 + R) \mathcal{T}_-^D f_- \quad (4.3) $$

with

$$ R := \frac{i}{2}(\sigma \cdot \nu)(\eta \sigma_0 + \tau \sigma_3) = \frac{i}{2}(\eta \sigma_0 - \tau \sigma_3)(\sigma \cdot \nu), $$

where (1.5) was used. One computes

$$ R^2 = \frac{i}{2}(\eta \sigma_0 - \tau \sigma_3)(\sigma \cdot \nu) \frac{i}{2}(\sigma \cdot \nu)(\eta \sigma_0 + \tau \sigma_3) = -\frac{\eta^2 - \tau^2}{4} \sigma_0, $$

which implies

$$ (\sigma_0 - R)(\sigma_0 + R) = \sigma_0 - R^2 = \sigma_0 + \frac{\eta^2 - \tau^2}{4} \sigma_0. $$

Assume now $\eta^2 - \tau^2 \neq -4$. Then both $\sigma_0 \pm R$ are invertible with inverses $(\sigma_0 \pm R)^{-1} = \frac{1}{4 + \eta^2 - \tau^2}(\sigma_0 \mp R)$. Therefore, the transmission condition can be equivalently rewritten as

$$ \mathcal{T}_+^D f_+ = (\sigma_0 - R)^{-1}(\sigma_0 + R) \mathcal{T}_-^D f_- \quad \text{or} \quad \mathcal{T}_-^D f_- = (\sigma_0 + R)^{-1}(\sigma_0 - R) \mathcal{T}_+^D f_+, \quad (4.4) $$

which shows assertion (i). On the other hand, for $\eta^2 - \tau^2 = -4$ one has $R^2 = \sigma_0$ and multiplying (4.3) by $\sigma_0 - R$ or $\sigma_0 + R$ leads to the two conditions

$$ \mathcal{T}_+^D f_\pm = \pm R \mathcal{T}_+^D f_\pm. $$

It follows that the operator $A_{\eta,\tau}$ decouples in a orthogonal sum of operators $A_\pm$ acting in $\Omega_\pm$ and hence, also statement (ii) has been shown. \hfill \Box

We are going to represent $A_{\eta,\tau}$ using the boundary triple $\{L^2(\Sigma; \mathbb{C}^2), \Gamma_0, \Gamma_1\}$ constructed in Proposition 3.7. Note that the definition of $\Gamma_0$ and $\Gamma_1$ can be rewritten as

$$ i(\sigma \cdot \nu) \left( \mathcal{T}_+^D f_+ - \mathcal{T}_-^D f_- \right) = \Lambda \Gamma_0 f, \quad (4.5) $$

$$ \frac{1}{2} \left( \mathcal{T}_+^D f_+ + \mathcal{T}_-^D f_- \right) = \Lambda^{-1} \Gamma_1 f + \frac{1}{2} (\mathcal{C}_\zeta + \mathcal{C}_\bar{\zeta}) \Lambda \Gamma_0 f. \quad (4.6) $$

With this we can identify the parameter in $L^2(\Sigma; \mathbb{C}^2)$ that corresponds to the operator $A_{\eta,\tau}$.

**Proposition 4.3.** Let $\eta, \tau \in \mathbb{R}$. Then the following holds:

---
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(i) Assume $|\eta| \neq |\tau|$ and let $\Theta$ be the linear operator in $L^2(\Sigma; \mathbb{C}^2)$ obtained as the maximal realization of the periodic pseudodifferential operator $\theta \in \Psi^1_{\Sigma}$ given by

$$\theta = -\Lambda \left( \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) + \frac{1}{2} (\xi_\zeta + \bar{\xi}_\zeta) \right) \Lambda,$$

i.e. $\text{dom } \Theta = \{ \varphi \in L^2(\Sigma; \mathbb{C}^2) : \theta \varphi \in L^2(\Sigma; \mathbb{C}^2) \}$ and $\Theta \varphi = \theta \varphi$. Then

$$\text{dom } A_{\eta,\tau} = \{ f \in \text{dom } S^* : \Gamma_0 f \in \text{dom } \Theta, \Gamma_1 f = \Theta \Gamma_0 f \}.$$  

(4.8)

(ii) Assume $\eta = \tau \neq 0$, let

$$\Pi_+ : L^2(\Sigma; \mathbb{C}^2) \to L^2(\Sigma), \quad \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \mapsto \varphi_1,$$

and let $\Theta_+$ be the linear operator in $L^2(\Sigma)$ obtained as the maximal realization of the periodic pseudodifferential operator $\theta_+ \in \Psi^1_{\Sigma}$ given by

$$\theta_+ = -\Lambda \left( \frac{1}{2\eta} + \Pi_+ \frac{1}{2} (\xi_\zeta + \bar{\xi}_\zeta) \Pi_+^* \right) \Lambda,$$

i.e. $\text{dom } \Theta_+ = \{ \varphi \in L^2(\Sigma) : \theta_+ \varphi \in L^2(\Sigma) \}$ and $\Theta_+ \varphi = \theta_+ \varphi$. Then

$$\text{dom } A_{\eta,\tau} = \{ f \in \text{dom } S^* : \Pi_+ \Gamma_1 f = \Theta_+ \Pi_+ \Gamma_0 f, (\sigma_0 - \Pi_+^* \Pi_+) \Gamma_0 f = 0 \}.$$  

(4.10)

(iii) Assume $\eta = -\tau \neq 0$, let

$$\Pi_- : L^2(\Sigma; \mathbb{C}^2) \to L^2(\Sigma), \quad \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \mapsto \varphi_2,$$

and let $\Theta_-$ be the linear operator in $L^2(\Sigma)$ obtained as the maximal realization of the periodic pseudodifferential operator $\theta_- \in \Psi^1_{\Sigma}$ given by

$$\theta_- = -\Lambda \left( \frac{1}{2\eta} + \Pi_- \frac{1}{2} (\xi_\zeta + \bar{\xi}_\zeta) \Pi_-^* \right) \Lambda,$$

i.e. $\text{dom } \Theta_- = \{ \varphi \in L^2(\Sigma) : \theta_- \varphi \in L^2(\Sigma) \}$ and $\Theta_- \varphi = \theta_- \varphi$. Then

$$\text{dom } A_{\eta,\tau} = \{ f \in \text{dom } S^* : \Pi_- \Gamma_1 f = \Theta_- \Pi_- \Gamma_0 f, (\sigma_0 - \Pi_-^* \Pi_-) \Gamma_0 f = 0 \}.$$  

(4.12)

Note that the case $\eta = \tau = 0$ is not discussed in the previous statement because $A_{\eta,\tau}$ simply becomes the free Dirac operator $A_0$ introduced in (3.1).

**Remark 4.4.** (i) The operators $\Theta$ and $\Theta_\pm$ in Proposition 4.3 are well-defined due to the fact that $\theta$ and $\theta_\pm$ are periodic pseudodifferential operators of order 1. For example $\theta \varphi$ makes sense as an element of $H^{-1}(\Sigma; \mathbb{C}^2)$ for any $\varphi \in L^2(\Sigma; \mathbb{C}^2)$, and $H^1(\Sigma; \mathbb{C}^2) \subset \text{dom } \Theta$. 
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(ii) In assertions (ii) and (iii) of the above proposition we decomposed $G = L^2(\Sigma; \mathbb{C}^2) = S_{\Pi_+} \oplus S_{\Pi_-}$, where
\begin{align*}
S_{\Pi_+} := \left\{ \varphi = \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \in L^2(\Sigma; \mathbb{C}^2) : \varphi_2 = 0 \right\} \simeq L^2(\Sigma)
\end{align*}
and
\begin{align*}
S_{\Pi_-} := \left\{ \varphi = \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \in L^2(\Sigma; \mathbb{C}^2) : \varphi_1 = 0 \right\} \simeq L^2(\Sigma).
\end{align*}

**Proof.** With the help of (4.5) and (4.6) the transmission condition in (4.1) can be rewritten as
\begin{equation}
-\Lambda \Gamma_0 f = \left( \eta \sigma_0 + \tau \sigma_3 \right) \left( \Lambda^{-1} \Gamma_1 f + \frac{1}{2} (\xi \xi^* + \xi^* \xi) \Lambda \Gamma_0 f \right).
\end{equation}
(4.13)
Now let us distinguish between several cases.

(i) For $|\eta| \neq |\tau|$ the matrix $\eta \sigma_0 + \tau \sigma_3$ is invertible with
\begin{align*}
(\eta \sigma_0 + \tau \sigma_3)^{-1} = \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3).
\end{align*}
Hence, we can rewrite the equality (4.13) as
\begin{align*}
\Gamma_1 f = -\Lambda \left[ \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) + \frac{1}{2} (\xi \xi^* + \xi^* \xi) \right] \Lambda \Gamma_0 f = \Theta \Gamma_0 f,
\end{align*}
which gives the claimed representation in (4.8).

The cases (ii) are and (iii) are almost identical, so we only give a proof for (ii). By (4.13) we have that $f \in \text{dom } A_{\eta,\tau}$ if and only if
\begin{align*}
-\Lambda \Gamma_0 f = \left( \eta \sigma_0 + \tau \sigma_3 \right) \left( \Lambda^{-1} \Gamma_1 f + \frac{1}{2} (\xi \xi^* + \xi^* \xi) \Lambda \Gamma_0 f \right)
\end{align*}
\begin{align*}
&= \left( \begin{array}{c} 2\eta \\ 0 \\ 0 \end{array} \right) \left( \Lambda^{-1} \Gamma_1 f + \frac{1}{2} (\xi \xi^* + \xi^* \xi) \Lambda \Gamma_0 f \right)
\end{align*}
\begin{align*}
&= 2\eta \Pi_+ \Pi_+ \left( \Lambda^{-1} \Gamma_1 f + \frac{1}{2} (\xi \xi^* + \xi^* \xi) \Lambda \Gamma_0 f \right).
\end{align*}
Writing this equation in components it follows that this boundary condition is equivalent to the conditions
\begin{align*}
(\sigma_0 - \Pi_+^* \Pi_+)^\Gamma_0 f = 0
\end{align*}
and
\begin{align*}
\Pi_+ \Gamma_1 f = -\Lambda \left( \frac{1}{2\eta} + \Pi_+ \frac{1}{2} (\xi \xi^* + \xi^* \xi) \right) \Lambda \Gamma_0 f
\end{align*}
\begin{align*}
&= -\Lambda \left( \frac{1}{2\eta} + \Pi_+ \frac{1}{2} (\xi \xi^* + \xi^* \xi) \Pi_+^* \right) \Lambda \Pi_+ \Gamma_0 f
\end{align*}
\begin{align*}
&= \Theta_+ \Pi_+ \Gamma_0 f.
\end{align*}
Hence, we find that (4.10) is true. \(\square\)

In view of the general theory of boundary triples, see Subsection 2.3, many properties of $A_{\eta,\tau}$ can be deduced from the respective properties of the operators $\Theta$ and $\Theta_\pm$ from Proposition 4.3. We prefer to consider separately the non-critical case $\eta^2 - \tau^2 \neq 4$ and the critical case $\eta^2 - \tau^2 = 4$, where the latter one is more involved.
4.2 Non-critical case

Throughout this subsection we assume that
\[ \eta^2 - \tau^2 \neq 4. \]

In order to show the self-adjointness of \( A_{\eta, \tau} \) we use Theorem 2.12. For that it is necessary to investigate the operators \( \Theta \) and \( \Theta_{\pm} \) in Proposition 4.3.

**Lemma 4.5.** Let \( \eta, \tau \in \mathbb{R} \) with \( \eta^2 - \tau^2 \neq 4 \). Then the following holds:

(i) If \( \eta^2 - \tau^2 \neq 0 \), then \( \text{dom } \Theta = H^1(\Sigma; \mathbb{C}^2) \) and \( \Theta \) is self-adjoint in \( L^2(\Sigma; \mathbb{C}^2) \).

(ii) If \( \eta = \pm \tau \), then \( \text{dom } \Theta_{\pm} = H^1(\Sigma) \) and \( \Theta_{\pm} \) is self-adjoint in \( L^2(\Sigma) \).

**Proof.** (i) Let us consider the restriction \( \Theta_1 := \Theta \rvert H^1(\Sigma; \mathbb{C}^2) \). Since \( \theta \in \Psi_1^{\infty} \), the operator \( \Theta_1 \) is well-defined as an operator in \( L^2(\Sigma; \mathbb{C}^2) \). We show \( \Theta = \Theta_1 \) and that \( \Theta_1 \) is self-adjoint in \( L^2(\Sigma; \mathbb{C}^2) \).

First, it follows from Proposition 3.5 that \( (C_\zeta + C_\bar{\zeta})^* = C_\zeta + C_\bar{\zeta} \) and hence \( \Theta_1 \) is a symmetric operator in \( L^2(\Sigma; \mathbb{C}^2) \). Moreover, since \( \Theta_1 \) is a symmetric extension of the symmetric operator \( \Theta_\infty := \Theta \rvert C^\infty(\Sigma; \mathbb{C}^2) \) Lemma 2.4 implies \( \Theta_1^* \subset \Theta_\infty^* = \Theta \).

Hence, \( \Theta = \Theta_1 \) and \( \Theta_1 = \Theta_1^* \) follows if we show \( \Theta \subset \Theta_1 \), for which it suffices to check the inclusion

\[ \text{dom } \Theta \subset \text{dom } \Theta_1 = H^1(\Sigma; \mathbb{C}^2). \]  

(4.14)

To see (4.14) fix some \( \varphi \in \text{dom } \Theta \). Then \( \theta \varphi \in L^2(\Sigma; \mathbb{C}^2) \). Using Proposition 3.5 we find that

\[ \theta \varphi = -\frac{1}{2} \Lambda P \Lambda \varphi + \tilde{\Psi} \varphi, \quad \text{where } P = \begin{pmatrix} \frac{2}{\eta + \tau} & C_\Sigma T \\ T C'_\Sigma & \frac{2}{\eta - \tau} \end{pmatrix} \text{ and } \tilde{\Psi} \in \Psi_\Sigma^0. \]

Hence, \( \Lambda P \Lambda \varphi \in L^2(\Sigma; \mathbb{C}^2) \) and as \( \Lambda : H^{1/2}(\Sigma; \mathbb{C}^2) \rightarrow L^2(\Sigma; \mathbb{C}^2) \) is bijective, this amounts to \( P \Lambda \varphi \in H^{1/2}(\Sigma; \mathbb{C}^2) \). Since \( C_\Sigma, C'_\Sigma \in \Psi_\Sigma^0 \) by Proposition 2.9, these operators give rise to bounded operators in \( H^{1/2}(\Sigma; \mathbb{C}^2) \), which implies that

\[
\begin{pmatrix}
\frac{2}{\eta - \tau} & -C_\Sigma T \\
-T C'_\Sigma & \frac{2}{\eta + \tau}
\end{pmatrix}
\begin{pmatrix}
\frac{2}{\eta + \tau} & C_\Sigma T \\
T C'_\Sigma & \frac{2}{\eta - \tau}
\end{pmatrix}
\Lambda \varphi
= \begin{pmatrix}
4 & C_\Sigma T C'_\Sigma \\
0 & \frac{4}{\eta^2 - \tau^2} - T C'_\Sigma C_\Sigma T
\end{pmatrix}
\Lambda \varphi \in H^{1/2}(\Sigma; \mathbb{C}^2).
\]

Now we use that \( TT = \bar{TT} \) is the multiplication operator with the constant function \( 1 \) and that \( C_\Sigma C'_\Sigma - 1, C'_\Sigma C_\Sigma - 1 \in \Psi_\Sigma^\infty \) by Proposition 2.9. We then obtain from the last line that

\[ \frac{4 - \eta^2 + \tau^2}{\eta^2 - \tau^2} \Lambda \varphi + \tilde{\Psi} \varphi \in H^{1/2}(\Sigma; \mathbb{C}^2) \]
with some \( \tilde{\Psi} \in \Psi_\Sigma^\infty \) and hence \( \frac{4-\eta^2+\tau^2}{\eta^2-\tau^2} \Lambda \varphi \in H^{1/2}(\Sigma; \mathbb{C}^2) \). Since \( \eta^2 - \tau^2 \neq 4 \) by assumption, this implies \( \Lambda \varphi \in H^{1/2}(\Sigma; \mathbb{C}^2) \) and thus, \( \varphi \in H^1(\Sigma; \mathbb{C}^2) \). We have shown (4.14). This completes the proof of (i).

(ii) We consider the case \( \eta = \tau \), the other one being similar. Recall that \( \Theta_+ \) is the maximal operator in \( L^2(\Sigma) \) associated to the periodic pseudodifferential operator

\[
\theta_+ = -\frac{1}{2} \Lambda \left( \frac{1}{\eta} + \Pi_+ (\mathcal{E}_z + \mathcal{E}_{\bar{z}}) \Pi_+ \right) \Lambda.
\]

Using Proposition 3.5 we find for \( \varphi \in \text{dom } \Theta_+ \) that

\[
\Theta_+ \varphi = -\frac{1}{2\eta} \Lambda^2 \varphi - \frac{1}{2} \Pi_+ \begin{pmatrix} 0 & \Lambda \mathcal{C}_z T \Lambda \\ \Lambda \mathcal{C}_z T \Lambda & 0 \end{pmatrix} \Pi_+ \varphi + \tilde{\Psi} \varphi = -\frac{1}{2\eta} \Lambda^2 \varphi + \tilde{\Psi} \varphi
\]

with some symmetric operator \( \tilde{\Psi} \in \Psi_\Sigma^0 \). This implies \( \text{dom } \Theta_+ = \text{dom } \Lambda^2 = H^1(\Sigma; \mathbb{C}) \) and since \( \Lambda^2 \) is self-adjoint we conclude that also \( \Theta_+ \) is self-adjoint in \( L^2(\Sigma) \). \( \square \)

After the preparatory considerations in Lemma 4.5 we are now ready to show the self-adjointness of \( A_{\eta,\tau} \) for non-critical interaction strengths. To formulate the result we recall the definitions of the free Dirac operator \( A_0 \) from (3.1), of \( \Phi_z \) and \( \Phi_z' \) from (3.8) and (3.7), and of \( \mathcal{E}_z \) in (3.11), respectively.

**Theorem 4.6.** Assume that \( \eta, \tau \in \mathbb{R} \) with \( \eta^2 - \tau^2 \neq 4 \) and \( (\eta, \tau) \neq (0,0) \). Then the operator \( A_{\eta,\tau} \) is self-adjoint in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \) with \( \text{dom } A_{\eta,\tau} \subset H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \). Moreover, for all \( z \in \text{res}(A_{\eta,\tau}) \cap \text{res}(A_0) \) the operator \( \sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{E}_z \) is bounded and boundedly invertible in \( H^{1/2}(\Sigma; \mathbb{C}^2) \) and

\[
(A_{\eta,\tau} - z)^{-1} = (A_0 - z)^{-1} - \Phi_z \left( \sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{E}_z \right)^{-1} (\eta \sigma_0 + \tau \sigma_3) \Phi_z' \quad (4.15)
\]

holds.

**Proof.** First, according to Theorem 2.12 the self-adjointness of \( \Theta \) and \( \Theta_\pm \) in \( L^2(\Sigma; \mathbb{C}^2) \) and \( L^2(\Sigma) \), respectively, implies the self-adjointness of \( A_{\eta,\tau} \) in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \). In addition, since \( \text{dom } \Theta = H^1(\Sigma; \mathbb{C}^2) \) and \( \text{dom } \Theta_\pm = H^1(\Sigma) \), Lemma 3.8 yields \( \text{dom } A_{\eta,\tau} \subset H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \).

It remains to show the Krein type resolvent formula in (4.15). First, for \( |\eta| \neq |\tau| \) we have by Theorem 2.12 that \( \Theta - M_z, z \in \text{res}(A_{\eta,\tau}) \cap \text{res}(A_0) \), is boundedly invertible in \( L^2(\Sigma; \mathbb{C}^2) \) and

\[
(A_{\eta,\tau} - z)^{-1} = (A_0 - z)^{-1} + G_z (\Theta - M_z)^{-1} G_z^*. \]

Taking the special form of \( \Theta \) and \( M_z = \Lambda(\mathcal{E}_z - \frac{1}{2}(\mathcal{E}_{\bar{z}} + \mathcal{E}_{\bar{z}}) \Lambda \) into account and using

\[
\frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) = (\eta \sigma_0 + \tau \sigma_3)^{-1}, \]

we find

\[
\Theta - M_z = -\Lambda \left[ \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) + \frac{1}{2} (\mathcal{E}_{\bar{z}} + \mathcal{E}_{\bar{z}}) \right] \Lambda - \Lambda \left[ \mathcal{E}_z - \frac{1}{2} (\mathcal{E}_{\bar{z}} + \mathcal{E}_{\bar{z}}) \right] \Lambda
\]

\[
= -\Lambda \left[ \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) + \mathcal{E}_z \right] \Lambda
\]

\[
= -\Lambda (\eta \sigma_0 + \tau \sigma_3)^{-1} (\sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{E}_z) \Lambda. \quad (4.16)
\]
As $Θ − Mz$ is a bijective operator in $L^2(Σ; ℂ^2)$ defined on $\text{dom } Θ = H^1(Σ; ℂ^2)$ this implies that $σ_0 + (ησ_0 + τσ_3)C_z$ is bijective in $H^{1/2}(Σ; ℂ^2)$. In particular, the inverse $(σ_0 + (ησ_0 + τσ_3)C_z)^{-1}$ is well-defined and bounded in $H^{1/2}(Σ; ℂ^2)$. Using $G_z = Φ_zΛ$ and $G_z^* = ΛΦ_z^*$ we get

$$G_z(Θ − Mz)^{-1}G_z^* = −Φ_zΛ^{-1}((σ_0 + (ησ_0 + τσ_3)C_z)^{-1}(ησ_0 + τσ_3)Λ^{-1}ΛΦ_z^*$$

which leads to (4.15).

The proof of (4.15) for $|η| = |τ| ≠ 0$ is similar as above. First, one notes in the same way as in (4.16) that

$$Θ_± − Π_±M_zΠ_±^* = −Λ \left( \frac{1}{2η} + Π_±C_zΠ_±^* \right) Λ = −\frac{1}{2η}Π_±Λ(σ_0 + 2ηΠ_±Π_±C_z)ΛΠ_±^*, \quad (4.18)$$

which implies with $2ηΠ_±Π_± = ησ_0 + τσ_3$

$$Π_±^*(Θ_± − Π_±M_zΠ_±^*)^{-1}Π_± = Λ^{-1}Π_±^*(Π_±(σ_0 + 2ηΠ_±Π_±C_z)Π_±^*))^{-1}2ηΠ_±Λ^{-1}$$

$$= Λ^{-1}(Π_±^*(σ_0 + 2ηΠ_±Π_±C_z))^{-1}2ηΠ_±Λ^{-1}$$

$$= Λ^{-1}(σ_0 + (ησ_0 + τσ_3)C_z)^{-1}(ησ_0 + τσ_3)Λ^{-1}.$$

With this observation and the same ideas as above one shows (4.15) also in the case $|η| = |τ|$. This finishes the proof of this theorem.

In the following proposition we discuss the basic spectral properties of $A_{η,τ}$:

**Proposition 4.7.** Let $η, τ ∈ ℜ$ be such that $η^2 − τ^2 ≠ 4$. Then the following holds:

(i) For the essential spectrum of $A_{η,τ}$ we have

$$\text{spec}_{\text{ess}}(A_{η,τ}) = (−∞, −|m|] ∪ [|m|, ∞).$$

In particular, for $m = 0$ we have $\text{spec}(A_{η,τ}) = \text{spec}_{\text{ess}}(A_{η,τ}) = ℜ$.

(ii) Assume $m ≠ 0$. Then $z ∈ (−|m|, |m|)$ is a discrete eigenvalue of $A_{η,τ}$ if and only if there exists $φ ∈ H^{1/2}(Σ; ℂ^2)$ such that $(σ_0 + (ησ_0 + τσ_3)C_z)φ = 0$.

(iii) If $m ≠ 0$, then $A_{η,τ}$ has at most finitely many eigenvalues in $(−|m|, |m|)$.

**Proof.** Item (i) is a direct consequence of (4.15). In fact, by (3.7) and Theorem 4.6 the operator

$$(σ_0 + (ησ_0 + τσ_3)C_z)^{-1}(ησ_0 + τσ_3)Φ_z : L^2(ℜ^2; ℂ^2) → H^{1/2}(Σ; ℂ^2)$$

is bounded. Since the embedding $H^{1/2}(Σ; ℂ^2) ⊆ H^{−1/2}(Σ; ℂ^2)$ is compact and $Φ_z : H^{−1/2}(Σ; ℂ^2) → L^2(ℜ^2; ℂ^2)$ is bounded by definition, we conclude from (4.15) that the resolvent difference

$$(A_{η,τ} − z)^{-1} − (A_0 − z)^{-1} = −Φ_z(σ_0 + (ησ_0 + τσ_3)C_z)^{-1}(ησ_0 + τσ_3)Φ_z^*$$
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is a compact operator. Hence, \( \text{spec } \text{ess}(A_{\eta,\tau}) = \text{spec } \text{ess}(A_0) = (-\infty, -|m|] \cup [|m|, \infty) \).

Next, we prove assertion (ii) for \( |\eta| \neq |\tau| \). First we note that by Theorem 2.12 a number \( z \in \text{res}(A_0) \) is an eigenvalue of \( A_{\eta,\tau} \) if and only if zero is an eigenvalue of \( \Theta - M_z \). Using (4.16) this means that \( z \in \text{res}(A_0) \) is an eigenvalue of \( A_{\eta,\tau} \) if and only if there exists \( \psi \in \text{dom } \Theta = H^1(\Sigma; \mathbb{C}^2) \) such that

\[
-\Lambda((\eta \sigma_0 + \tau \sigma_3)^{-1}(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)C_\mathcal{E})\Lambda \psi = 0,
\]

i.e. if and only if \( \varphi := \Lambda \psi \in H^{1/2}(\Sigma; \mathbb{C}^2) \) satisfies

\[
(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)C_\mathcal{E})\varphi = 0.
\]

The proof of item (ii) for \( |\eta| = |\tau| \) is similar, one just has to use (4.18) instead of (4.16).

Finally, assertion (iii) is an immediate consequence of Proposition 3.2, as \( \text{dom } A_{\eta,\tau} \subset H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \) by Theorem 4.6.

Finally, we provide some symmetry relations for the point spectrum of \( A_{\eta,\tau} \), which can be seen as consequences of commutator relations of \( A_{\eta,\tau} \). The following results are the two dimensional analogues of [7, Proposition 4.2].

**Proposition 4.8.** Let \( \eta, \tau \in \mathbb{R} \) and assume that \( \eta^2 - \tau^2 \neq 4 \). Then the following holds:

(i) If \( |\eta| \neq |\tau| \), then \( z \in \text{spec }_p(A_{-4\eta/(\eta^2 - \tau^2), -4\tau/(\eta^2 - \tau^2)}) \) if and only if \( z \in \text{spec }_p(A_{\eta,\tau}) \).

(ii) \( z \in \text{spec }_p(A_{\eta,\tau}) \) if and only if \( -z \in \text{spec }_p(A_{-\eta,\tau}) \).

**Proof.** (i) Consider the unitary and self-adjoint operator

\[
U : L^2(\Omega_+; \mathbb{C}^2) \oplus L^2(\Omega_-; \mathbb{C}^2) \to L^2(\Omega_+; \mathbb{C}^2) \oplus L^2(\Omega_-; \mathbb{C}^2), \quad U(f_+ \oplus f_-) = f_+ \oplus (-f_-).
\]

We claim that

\[
A_{\eta,\tau} = UA_{-4\eta/(\eta^2 - \tau^2), -4\tau/(\eta^2 - \tau^2)}U.
\]

(4.19)

For this purpose we note first that \( f = f_+ \oplus f_- \in H^1(\Omega_+; \mathbb{C}^2) \oplus H^1(\Omega_-; \mathbb{C}^2) \) belongs to \( \text{dom } A_{\eta,\tau} \), if and only if

\[
-i(\sigma \cdot \nu)(\mathcal{T}_+^D f_+ - \mathcal{T}_-^D f_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_+^D f_+ + \mathcal{T}_-^D f_-),
\]

(4.20)

which is equivalent to

\[
-i(\sigma \cdot \nu)(\mathcal{T}_+^D(U f)_+ + \mathcal{T}_-^D(U f)_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_+^D(U f)_+ - \mathcal{T}_-^D(U f)_-).
\]

By multiplying the last equation with \( (\eta \sigma_0 + \tau \sigma_3)^{-1} = \frac{1}{\eta^2 - \tau^2}(\eta \sigma_0 - \tau \sigma_3) \) and using (1.5) we find that \( f \in \text{dom } A_{\eta,\tau} \) if and only if

\[
-i(\sigma \cdot \nu)\frac{1}{\eta^2 - \tau^2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_+^D(U f)_+ + \mathcal{T}_-^D(U f)_-) = \frac{1}{2}(\mathcal{T}_+^D(U f)_+ - \mathcal{T}_-^D(U f)_-),
\]

(42)
which is equivalent to
$$-\frac{4}{\eta^2 - \tau^2} (\eta \sigma_0 + \tau \sigma_3) \frac{1}{2} (\mathcal{T}_+^D(Uf)_+ + \mathcal{T}_-^D(Uf)_-) = -i(\sigma \cdot \nu)(\mathcal{T}_+^D(Uf)_+ - \mathcal{T}_-^D(Uf)_-)$$
i.e. $Uf \in \text{dom} A_{-4\eta/(\eta^2 - \tau^2), -4\tau/(\eta^2 - \tau^2)}$. Hence, we have shown the equality $\text{dom} A_{\eta, \tau} = \text{dom} A_{-4\eta/(\eta^2 - \tau^2), -4\tau/(\eta^2 - \tau^2)}$. Moreover, a straightforward calculation shows $UA_{\eta, \tau}f = A_{-4\eta/(\eta^2 - \tau^2), -4\tau/(\eta^2 - \tau^2)}Uf$ for any $f \in \text{dom} A_{\eta, \tau}$. This gives (4.19), which yields (i).

(ii) Define the nonlinear charge conjugation operator
$$Cf = \sigma_1 \overline{f}, \quad f \in L^2(\mathbb{R}^2; \mathbb{C}^2).$$
Then we see immediately $C^2f = f$ for all $f \in L^2(\mathbb{R}^2; \mathbb{C}^2)$. We claim that
$$CA_{\eta, \tau} = -A_{-\eta, \tau}C,$$
which yields then the claim of statement (ii). To prove (4.21), we note first by taking the complex conjugate of equation (4.20) that $f \in \text{dom} A_{\eta, \tau}$ if and only if
$$i(\tilde{\sigma} \cdot \nu)(\mathcal{T}_+^D(\overline{f})_+ - \mathcal{T}_-^D(\overline{f})_-) = \frac{1}{2}(\eta \sigma_0 + \tau \sigma_3)(\mathcal{T}_+^D(\overline{f})_+ + \mathcal{T}_-^D(\overline{f})_-),$$
(4.22)
where $\tilde{\sigma} = (\overline{\sigma}_1, \overline{\sigma}_2)$ and $\overline{\sigma}_j$ is the matrix with the complex conjugate entries of $\sigma_j$. By multiplying this equation by $\sigma_1$ and using (1.5), $\overline{\sigma}_1 = \sigma_1$, and $\overline{\sigma}_2 = -\sigma_2$ we find that (4.22) is equivalent to
$$i(\sigma \cdot \nu)(\mathcal{T}_+^D(\sigma \overline{f})_+ - \mathcal{T}_-^D(\sigma \overline{f})_-) = \frac{1}{2}(\eta \sigma_0 - \tau \sigma_3)(\mathcal{T}_+^D(\sigma \overline{f})_+ + \mathcal{T}_-^D(\sigma \overline{f})_-),$$
i.e. $Cf \in \text{dom} A_{-\eta, \tau}$. Moreover, using again (1.5) and $\overline{\sigma}_2 = -\sigma_2$ we get
$$(\sigma \cdot \nabla + m \sigma_3)Cf = (-i\sigma \cdot \nabla + m \sigma_3)\sigma_1 \overline{f}$$
$$= \sigma_1(-i\sigma \cdot \nabla - m \sigma_3)\overline{f}$$
$$= -\sigma_1(-i\sigma \cdot \nabla + m \sigma_3)\overline{f}$$
$$= -C(-i\sigma \cdot \nabla + m \sigma_3)f,$$
which implies (4.21).

\[ \square \]

4.3 Critical case

In this subsection we study the self-adjointness and the spectral properties of $A_{\eta, \tau}$ for the critical interaction strengths, i.e. when $\eta^2 - \tau^2 = 4$. To show the self-adjointness of $A_{\eta, \tau}$ we prove that the corresponding operator $\Theta$ in Proposition 4.3 is self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$.

**Lemma 4.9.** Let $\eta, \tau \in \mathbb{R}$ be such that $\eta^2 - \tau^2 = 4$. Then the operator $\Theta$ is self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$ and the restriction of $\Theta$ onto $H^1(\Sigma; \mathbb{C}^2)$ is essentially self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$.
Remark 4.10. According to Lemma 4.9 the operator $\Theta$ is essentially self-adjoint on $H^1(\Sigma; \mathbb{C}^2)$. It will turn out later in the proof of Proposition 4.12 that $\text{spec}_{\text{ess}}(\Theta)$ is non-empty. Hence, one has $\text{dom } \Theta \not\subset H^s(\Sigma; \mathbb{C}^2)$ for all $s > 0$.

Proof of Lemma 4.9. As in the proof of Lemma 4.5 we consider the restriction $\Theta_1 := \Theta \upharpoonright H^1(\Sigma; \mathbb{C}^2)$. It follows in the same way as in the proof of Lemma 4.5 that $\Theta_1$ is a symmetric operator in $L^2(\Sigma; \mathbb{C}^2)$ and together with Lemma 2.4 we see $\Theta_1 \subset \Theta^* \subset \Theta$. To see $\Theta \subset \Theta_1$, which then implies the claims, we will show (the slightly stronger fact) that

$$\text{dom } \Theta = \text{dom } \Theta_1. \quad (4.23)$$

For this we consider the associated periodic pseudodifferential operator $\theta$ defined in (4.7) and recall that with the aid of Proposition 3.5 we have

$$\theta = -\frac{1}{2} v + \Psi, \quad \text{where } v = \begin{pmatrix} \eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda & \Lambda C_{\Sigma} T \Lambda \\ \Lambda C_{\Sigma} T \Lambda & \eta - \tau \frac{2}{2} \Lambda \end{pmatrix}, \quad (4.24)$$

with some operator $\Psi \in \Psi^0_{\Sigma}$, which is symmetric and hence self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$. In the following we denote by $\Upsilon$ the maximal realization of $v$ in $L^2(\Sigma; \mathbb{C}^2)$, that is

$$\Upsilon \varphi = v \varphi, \quad \text{dom } \Upsilon = \{ \varphi \in L^2(\Sigma; \mathbb{C}^2) : v \varphi \in L^2(\Sigma; \mathbb{C}^2) \} = \text{dom } \Theta,$$

and $\Upsilon_1 = \Upsilon \upharpoonright H^1(\Sigma; \mathbb{C}^2)$. Note that $\text{dom } \Upsilon_1 = \text{dom } \Theta_1$. In the same way as in Subsection 2.2 we use the Schur complement to decompose $v$ (on a formal level in the sense of periodic pseudodifferential operators without specification of the operator domains) as

$$v = \begin{pmatrix} 1 & 0 \\ \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda}{\eta - \tau} & 1 \end{pmatrix} \begin{pmatrix} 2 & 0 \\ S(v) \end{pmatrix} \begin{pmatrix} 1 & \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda}{\eta - \tau} \\ 0 & 1 \end{pmatrix}, \quad (4.25)$$

where the Schur complement has the form

$$S(v) = \frac{2}{\eta - \tau} \Lambda^2 - \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda}{\eta - \tau} \Lambda C_{\Sigma} T \Lambda = \frac{2}{\eta - \tau} \Lambda^2 - \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda}{\eta - \tau} \Lambda C_{\Sigma} T \Lambda.$$

Using that $C_{\Sigma}^* C_{\Sigma} = 1 + R$ with $R \in \Psi_{\Sigma}^{-\infty}$, see Proposition 2.9, we can rewrite this expression as

$$S(v) = \frac{2}{\eta - \tau} \Lambda^2 - \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda T T \Lambda - \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda T R T \Lambda}{\eta - \tau}}{\eta - \tau} \Lambda T T \Lambda = -\frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda T R T \Lambda}{\eta - \tau} \Lambda T R T \Lambda \in \Psi_{\Sigma}^{-\infty},$$

where we used in the last step that $T T$ is the multiplication operator with the constant function 1 and $\eta^2 - \tau^2 = 4$. From this, (4.25), and $\text{dom } \Lambda^2 = H^1(\Sigma)$ we obtain now

$$\text{dom } \Theta = \text{dom } \Upsilon = \left\{ (\varphi_1, \varphi_2)^\top \in L^2(\Sigma; \mathbb{C}^2) : \varphi_1 + \frac{\eta + \tau \Lambda^2 - \frac{2}{2} \Lambda C_{\Sigma} T \Lambda \varphi_2}{\eta - \tau} \in H^1(\Sigma) \right\}.$$
Let us now consider the operator realizations $\Theta_1, \Upsilon_1$ of $\theta, \upsilon$ and their closures $\overline{\Theta}_1, \overline{\Upsilon}_1$ in $L^2(\Sigma; \mathbb{C}^2)$. We leave it to the reader to check that the assumptions in Proposition 2.10 are satisfied when each entry of the pseudodifferential operators in the matrix representation of $\upsilon$ in (4.24) is defined on $H^1(\Sigma)$; in particular, note that the upper left corner is a boundedly invertible self-adjoint operator in $L^2(\Sigma)$ with domain $H^1(\Sigma)$. Then it follows from Proposition 2.10 that $\text{dom} \overline{S(\overline{\Theta}_1)} = L^2(\Sigma)$ and

$$\text{dom} \overline{\Theta}_1 = \text{dom} \overline{\Upsilon}_1 = \left\{ (\varphi_1, \varphi_2)^\top \in L^2(\Sigma; \mathbb{C}^2) : \varphi_1 + \frac{\eta + \tau}{2} \Lambda^{-1} C_\Sigma \overline{T} \Lambda \varphi_2 \in H^1(\Sigma) \right\} = \text{dom} \Theta$$

hold. Hence, we have shown (4.23), which finishes the proof of this proposition. \(\square\)

With Lemma 4.9 we are now ready to show the self-adjointness of $A_{\eta, \tau}$ for critical interaction strengths. To formulate the result we recall the definitions of the free Dirac operator $A_0$ from (3.1), of $\Phi_2$ and $\Phi'_2$ from (3.8) and (3.7), and of $\zeta_2$ in (3.11), respectively.

**Theorem 4.11.** Assume that $\eta, \tau \in \mathbb{R}$ with $\eta^2 - \tau^2 = 4$. Then the operator $A_{\eta, \tau}$ is self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$ and the restriction to $\text{dom} \ A_{\eta, \tau} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ is essentially self-adjoint in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. Moreover, for all $z \in \text{res}(A_{\eta, \tau}) \cap \text{res}(A_0)$ the operator $\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2$ admits a bounded inverse from $H^{1/2}(\Sigma; \mathbb{C}^2)$ to $H^{-1/2}(\Sigma; \mathbb{C}^2)$ and

$$(A_{\eta, \tau} - z)^{-1} = (A_0 - z)^{-1} - \Phi_2(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2)^{-1}(\eta \sigma_0 + \tau \sigma_3)\Phi'_2 \quad (4.26)$$

holds.

**Proof.** First, according to Theorem 2.12 the self-adjointness of $\Theta$ in $L^2(\Sigma; \mathbb{C}^2)$ implies the self-adjointness of $A_{\eta, \tau}$ in $L^2(\mathbb{R}^2; \mathbb{C}^2)$, and the essential self-adjointness of $\Theta_1 = \Theta \upharpoonright H^1(\Sigma; \mathbb{C}^2)$ in $L^2(\Sigma; \mathbb{C}^2)$ implies the essential self-adjointness of the restriction of $A_{\eta, \tau}$ to $\text{dom} \ A_{\eta, \tau} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$ in $L^2(\mathbb{R}^2; \mathbb{C}^2)$. For the latter observation we have also used that by Lemma 3.8

$$S^* \upharpoonright \ker(\Gamma_1 - \Theta_1) \cap \text{res}(A_0) = A_{\eta, \tau} \upharpoonright \left( \text{dom} \ A_{\eta, \tau} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \right).$$

It remains to verify the Krein type resolvent formula in (4.26). By Theorem 2.12 we have that $\Theta - M_z$ is boundedly invertible in $L^2(\Sigma; \mathbb{C}^2)$ and

$$(A_{\eta, \tau} - z)^{-1} = (A_0 - z)^{-1} + G_z(\Theta - M_z)^{-1} G_z^*.$$

Taking the special form of $\Theta$ and $M_z = \Lambda(\zeta_2 - \frac{1}{2}(\zeta_3 + \zeta_\xi))\Lambda$ into account we find with a similar calculation as in (4.16)-(4.17) that

$$(\Theta - M_z)^{-1} = -\Lambda^{-1}(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2)^{-1}(\eta \sigma_0 + \tau \sigma_3)\Lambda^{-1}.$$

As $(\Theta - M_z)^{-1}$ is bounded in $L^2(\Sigma; \mathbb{C}^2)$ we deduce that $\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2)^{-1}$ is bounded from $H^{1/2}(\Sigma; \mathbb{C}^2)$ to $H^{-1/2}(\Sigma; \mathbb{C}^2)$. Using $G_z = \Phi_2\Lambda$ and $G_z^* = \Lambda\Phi'_2$ we get

$$G_z(\Theta - M_z)^{-1} G_z^* = -\Phi_2\Lambda(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2)^{-1}(\eta \sigma_0 + \tau \sigma_3)\Lambda^{-1}\Phi'_2$$

$$= -\Phi_2(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3)\zeta_2)^{-1}(\eta \sigma_0 + \tau \sigma_3)\Phi'_2,$$

and thus (4.26). \(\square\)
In the next proposition we analyze the essential spectrum of the self-adjoint operator $\Theta$. Note that our assumption $\eta^2 - \tau^2 = 4$ implies $|\tau| < |\eta|$, and hence $-\frac{\tau}{\eta}m \in (-|m|, |m|)$.

**Proposition 4.12.** Let $\eta, \tau \in \mathbb{R}$ be such that $\eta^2 - \tau^2 = 4$ and let $m \neq 0$. Then for $z \in (-|m|, |m|)$ one has $0 \in \text{spec}_{\text{ess}}(M_z - \Theta)$ if and only if $z = -\frac{\tau}{\eta}m$.

**Proof.** Throughout the proof we assume that $z \in (-|m|, |m|)$. In particular, $M_z$ is a bounded self-adjoint operator in $L^2(\Sigma; \mathbb{C}^2)$. Recall that

$$M_z - \Theta = \Lambda \frac{1}{\eta^2 - \tau^2} (\eta \sigma_0 - \tau \sigma_3) \Lambda + \Lambda C_\Sigma \Lambda,$$

and using Proposition 3.5 we decompose this self-adjoint operator in $M_z - \Theta = \Xi_1 + \Xi_2$, where

$$\Xi_1 := \begin{pmatrix}
\frac{1}{\eta + \tau} \Lambda^2 + \frac{\ell}{4\pi} (z + m) \mathbb{1} & \frac{1}{2} \Lambda C_\Sigma \mathbb{T} \Lambda \\
\frac{1}{2} \Lambda TC_\Sigma' \Lambda & \frac{1}{\eta - \tau} \Lambda^2 + \frac{\ell}{4\pi} (z - m) \mathbb{1}
\end{pmatrix}
$$

and $\Xi_2 \in \Psi_{\Sigma}^{-1}$ is a compact self-adjoint operator in $L^2(\Sigma; \mathbb{C}^2)$. We note that $\Xi_1$ defined on $\text{dom}(M_z - \Theta) = \text{dom} \Theta$ is a self-adjoint operator in $L^2(\Sigma; \mathbb{C}^2)$. It follows that $\text{spec}_{\text{ess}}(M_z - \Theta) = \text{spec}_{\text{ess}}(\Xi_1)$ and, in particular,

$$0 \in \text{spec}_{\text{ess}}(M_z - \Theta) \text{ if and only if } 0 \in \text{spec}_{\text{ess}}(\Xi_1).$$

In the following we will show that $0 \in \text{spec}_{\text{ess}}(\Xi_1)$ if and only if $z = -\frac{\tau}{\eta} m$. For this, the Schur complement of $\Xi_1$ and Proposition 2.10 will be used. To proceed, we shall use the operator $\Lambda \in \Psi_{\Sigma}^{1/2}$ from (2.8) (see also (2.7)). Recall also that $\Lambda^2 \geq c_0^2$ for $c_0 > 0$. Now we choose $c_0$ such that $c_0^2 > \frac{|m|\ell}{2\pi} |\eta + \tau|$. Then the upper left corner of $\Xi_1$

$$\frac{1}{\eta + \tau} \Lambda^2 + \frac{\ell}{4\pi} (z + m) \mathbb{1}$$

is boundedly invertible in $L^2(\Sigma)$. We leave it to the reader to check that the other assumptions in Proposition 2.10 are also satisfied for the block operator matrix $\Xi_1$. Therefore, we have $0 \in \text{spec}_{\text{ess}}(\Xi_1)$ if and only if $0 \in \text{spec}_{\text{ess}}(S)$, where $S := S(\Xi_1)$ is the Schur complement

$$S = \frac{1}{\eta - \tau} \Lambda^2 + \frac{\ell(z - m)}{4\pi} \mathbb{1} - \frac{\eta + \tau}{4} \Lambda TC_\Sigma' \Lambda \left( \Lambda^2 + \frac{\ell(z + m)(\eta + \tau)}{4\pi} \mathbb{1} \right)^{-1} \Lambda C_\Sigma \mathbb{T} \Lambda.$$

To simplify the last summand in the above expression of $S$ we use the identity

$$(\Lambda^2 + a \mathbb{1})^{-1} = \Lambda^{-2} - a \Lambda^{-1}(\Lambda^2 + a \mathbb{1})^{-1} \Lambda^{-1} = \Lambda^{-2} - a \Lambda^{-2}(\Lambda^2 + a \mathbb{1})^{-1}$$

(4.27)

and rewrite $S = S_1 + S_2$ with

$$S_1 = \frac{1}{\eta - \tau} \Lambda^2 + \frac{\ell(z - m)}{4\pi} \mathbb{1} - \frac{\eta + \tau}{4} \Lambda TC_\Sigma' C_\Sigma \mathbb{T} \Lambda$$
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and
\[ S_2 = \frac{(\eta + \tau)^2}{4} \cdot \frac{\ell(z + m)}{4\pi} \Lambda T C'_\Sigma \left( \Lambda^2 + \frac{\ell(z + m)(\eta + \tau)}{4\pi} I \right)^{-1} C_\Sigma T \Lambda. \]

By Proposition 2.9 one has \( C'_\Sigma C_\Sigma = 1 + K_1 \) with \( K_1 \in \Psi^{-\infty}_\Sigma \), so
\[ \frac{\eta + \tau}{4} \Lambda T C'_\Sigma C_\Sigma T \Lambda = \frac{\eta + \tau}{4} \Lambda^2 + K_2 \]
with \( K_2 \in \Psi^{-\infty}_\Sigma \). This gives because of \( \eta^2 - \tau^2 = 4 \)
\[ S_1 = \frac{1}{\eta - \tau} \Lambda^2 + \frac{\ell(z - m)}{4\pi} I - \frac{\eta + \tau}{4} \Lambda^2 - K_2 = \frac{\ell(z - m)}{4\pi} I - K_2. \]

In order to deal with \( S_2 \) we use again the identity (4.27), which gives
\[ \frac{4}{(\eta + \tau)^2} \cdot \frac{4\pi}{\ell(z + m)} \cdot S_2 = \Lambda T C'_\Sigma \left( \Lambda^2 + \frac{\ell(z + m)(\eta + \tau)}{4\pi} I \right)^{-1} C_\Sigma T \Lambda = K_3 + K_4, \]
where
\[ K_3 = \Lambda T C'_\Sigma \Lambda^{-2} C_\Sigma T \Lambda \]
and
\[ K_4 = -\frac{\ell(z + m)(\eta + \tau)}{4\pi} \Lambda T C'_\Sigma \Lambda^{-2} \left( \Lambda^2 + \frac{\ell(z + m)(\eta + \tau)}{4\pi} I \right)^{-1} C_\Sigma T \Lambda. \]

Using Proposition 2.2 one finds that \( K_4 \in \Psi^{-1}_\Sigma \) and hence this operator is compact in \( L^2(\Sigma; \mathbb{C}^2) \). In order to simplify \( K_3 \) we note first that
\[ K_5 := TC'_\Sigma \Lambda^{-2} - \Lambda^{-2} TC'_\Sigma \in \Psi^{-2}_\Sigma \]
by Proposition 2.2 (ii). Hence,
\[ K_3 = \Lambda \Lambda^{-2} TC'_\Sigma C_\Sigma T \Lambda + \Lambda K_5 C_\Sigma T \Lambda =: \Lambda \Lambda^{-2} TC'_\Sigma C_\Sigma T \Lambda + K_6 \]
with \( K_6 \in \Psi^{-1}_\Sigma \). Using again \( C'_\Sigma C_\Sigma - 1 \in \Psi^{-\infty}_\Sigma \), see Proposition 2.9, we arrive at \( K_3 = 1 + K_7 \) with \( K_7 \in \Psi^{-1}_\Sigma \). With this we find
\[ S_2 = \frac{(\eta + \tau)^2}{4} \cdot \frac{\ell(z + m)}{4\pi} (K_3 + K_4) = \frac{(\eta + \tau)^2}{4} \cdot \frac{\ell(z + m)}{4\pi} I + K_8 \]
with \( K_8 \in \Psi^{-1}_\Sigma \). Using this in the expression of the Schur complement \( S \) we conclude, with some \( K_9 \in \Psi^{-1}_\Sigma \), that
\[ S = S_1 + S_2 \]
\[ = \left( \frac{\ell(z - m)}{4\pi} + \frac{(\eta + \tau)^2}{4} \cdot \frac{\ell(z + m)}{4\pi} \right) I + K_9 \]
\[ = \frac{\ell}{4\pi} \left[ \left( \frac{(\eta + \tau)^2}{4} + 1 \right) z + \left( \frac{(\eta + \tau)^2}{4} - 1 \right) m \right] I + K_9. \]
As $K_0$ is compact and symmetric, it does not influence the essential spectrum, and we have
\[ 0 \in \text{spec}_{\text{ess}}(S) \text{ if and only if } z = -\frac{(\eta + \tau)^2 - 4}{(\eta + \tau)^2 + 4} m. \]

With $\eta^2 - \tau^2 = 4$ we can simplify the last expression to
\[
\frac{(\eta + \tau)^2 - 4}{(\eta + \tau)^2 + 4} = \frac{\eta^2 + \tau^2 + 2\eta \tau - \eta^2 + \tau^2}{\eta^2 + \tau^2 + 2\eta \tau + \eta^2 - \tau^2} = \frac{2\tau^2 + 2\eta \tau}{2\eta^2 + 2\eta \tau} = \frac{2\tau(\eta + \tau)}{2\eta(\eta + \tau)} = \frac{\tau}{\eta}.
\]

Hence, $0 \in \text{spec}_{\text{ess}}(S)$ if and only if $z = -\frac{\tau}{\eta} m$. This finishes the proof of this proposition. \(\square\)

We are now ready to describe the spectral properties of $A_{\eta,\tau}$ for critical interaction strengths. Compared to Proposition 4.7, the following theorem shows that the spectral properties of $A_{\eta,\tau}$ differ significantly from the non-critical case.

**Theorem 4.13.** Let $\eta, \tau \in \mathbb{R}$ be such that $\eta^2 - \tau^2 = 4$. Then the following holds:

(i) The essential spectrum of $A_{\eta,\tau}$ is
\[ \text{spec}_{\text{ess}}(A_{\eta,\tau}) = (-\infty, -|m|] \cup \{-\frac{\tau}{\eta} m\} \cup [|m|, +\infty). \]

In particular, for $m = 0$ we have $\text{spec}(A_{\eta,\tau}) = \text{spec}_{\text{ess}}(A_{\eta,\tau}) = \mathbb{R}$.

(ii) Assume $m \neq 0$. Then $z \notin \text{spec}_{\text{ess}}(A_{\eta,\tau})$ is a discrete eigenvalue of $A_{\eta,\tau}$ if and only if there exists $\varphi \in H^{-1/2}(\Sigma; \mathbb{C}^2)$ such that $(\sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{C}_z) \varphi = 0$.

(iii) For all $s > 0$ we have $\text{dom} A_{\eta,\tau} \subset H^s(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)$.

**Remark 4.14.** Item (ii) in the above theorem is slightly weaker as Proposition 4.7 (ii), since one has to search for eigenfunctions $\varphi$ of the Birman-Schwinger operator $\sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{C}_z$ in the larger space $H^{-1/2}(\Sigma; \mathbb{C}^2)$. However, as there is no Sobolev regularity in $\text{dom} A_{\eta,\tau}$ the smoothness of the eigenfunctions of $\sigma_0 + (\eta \sigma_0 + \tau \sigma_3) \mathcal{C}_z$ can not be improved.

**Proof of Theorem 4.13.** In order to verify assertion (i) we note that the inclusion
\[ (-\infty, -|m|] \cup [|m|, \infty) \subset \text{spec}_{\text{ess}}(A_{\eta,\tau}) \]
\[ (4.28) \]
can be shown in the same way as in [9, Theorem 5.7 (i)], where the three dimensional situation is discussed. In fact, for a fixed $z \in (-\infty, -|m|) \cup ([|m|, \infty)$ one verifies that
\[
f_n(x_1, x_2) := \frac{1}{n} \chi \left( \frac{1}{n} |x - y_n| \right) e^{i\sqrt{z^2 - m^2} x_1} (\sqrt{z^2 - m^2} \sigma_1 + m \sigma_3 + z \sigma_0) \zeta
\]
is a singular sequence for $A_{\eta,\tau}$ and $z$. Here $\chi : \mathbb{R} \to [0, 1]$ is a $C^\infty$-function such that $\chi(t) = 1$ for $|t| \leq \frac{1}{2}$ and $\chi(t) = 0$ for $|t| \geq 1$, $\zeta \in \mathbb{C}^2$ is chosen such that $(\sqrt{z^2 - m^2} \sigma_1 + m \sigma_3 + z \sigma_0) \zeta \neq 0$, $R > 0$ is such that $\mathbb{R}^3 \setminus B(0, R) \subset \Omega_-$, and
\( y_n := (R + n^2, 0), \ n \in \mathbb{N} \). The reader is referred to the proof of [9, Theorem 5.7 (i)] for more details. Moreover, according to Theorem 2.12 we have \( z \in \text{spec}_{\text{ess}}(A_{\eta, \tau}) \cap (-|m|, |m|) \) if and only if \( 0 \in \text{spec}_{\text{ess}}(\Theta - M_z) \), that is, by Proposition 4.12 we have \( z \in \text{spec}_{\text{ess}}(A_{\eta, \tau}) \cap (-|m|, |m|) \) if and only if \( z = -\frac{2}{\tau} m \). Together with (4.28) this implies (i).

To prove item (ii) we note first that by Theorem 2.12 a point \( z \in \text{res}(A_0) \) is an eigenvalue of \( A_{\eta, \tau} \) if and only if zero is an eigenvalue of \( \Theta - M_z \). Using a similar calculation as in (4.16) this shows that \( z \in \text{res}(A_0) \) is an eigenvalue of \( A_{\eta, \tau} \) if and only if there exists \( \psi \in \text{dom } \Theta \subset L^2(\Sigma; \mathbb{C}^2) \) such that

\[
-\Lambda(\eta\sigma_0 + \tau\sigma_3)^{-1}(\sigma_0 + (\eta\sigma_0 + \tau\sigma_3)\epsilon_z)A\psi = 0,
\]
i.e. if and only if \( \varphi := \Lambda\psi \in H^{-1/2}(\Sigma; \mathbb{C}^2) \) satisfies \( (\sigma_0 + (\eta\sigma_0 + \tau\sigma_3)\epsilon_z)\varphi = 0 \).

Eventually, since \( \text{dom } A_{\eta, \tau} \) is independent of \( m \), it suffices to prove statement (iii) for \( m \neq 0 \). In this case the claim is a consequence of Proposition 3.2, as \( \text{spec}_{\text{ess}}(A_{\eta, \tau}) \cap (-|m|, |m|) \neq \emptyset \).

Finally, we state several symmetry relations in the spectrum of \( A_{\eta, \tau} \). The following proposition is the counterpart of Proposition 4.8 for critical interaction strengths.

**Proposition 4.15.** Let \( \eta, \tau \in \mathbb{R} \) and assume that \( \eta^2 - \tau^2 = 4 \). Then the following holds:

(i) \( z \in \text{spec}_p(A_{\eta, \tau}) \) if and only if \( z \in \text{spec}_p(A_{-\eta, -\tau}) \).

(ii) \( z \in \text{spec}_p(A_{\eta, \tau}) \) if and only if \( -z \in \text{spec}_p(A_{-\eta, \tau}) \).

**Proof.** In the following set \( A_{\eta, \tau}^1 := A_{\eta, \tau} \upharpoonright (\text{dom } A_{\eta, \tau} \cap H^1(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2)) \). Then by Theorem 4.11 the operator \( A_{\eta, \tau}^1 \) is essentially self-adjoint in \( L^2(\mathbb{R}^2; \mathbb{C}^2) \) and, in particular, \( \overline{A_{\eta, \tau}^1} = A_{\eta, \tau} \).

(i) Consider the unitary and self-adjoint mapping

\[
U : L^2(\Omega_+; \mathbb{C}^2) \oplus L^2(\Omega_-; \mathbb{C}^2) \rightarrow L^2(\Omega_+; \mathbb{C}^2) \oplus L^2(\Omega_-; \mathbb{C}^2), \quad U(f_+ \oplus f_-) = f_+ \oplus (-f_-).
\]

As in the proof of Proposition 4.8 (i) one verifies \( A_{\eta, \tau}^1 = UA_{-\eta, -\tau}U \). By taking closures we find \( A_{\eta, \tau} = UA_{-\eta, -\tau}U \) and hence the claim follows.

(ii) Consider the nonlinear charge conjugation operator

\[
Cf = \sigma_1 \bar{f}, \quad f \in L^2(\mathbb{R}^2; \mathbb{C}^2).
\]

Then \( C^2 f = f \) for \( f \in L^2(\mathbb{R}^2; \mathbb{C}^2) \) and in the same way as in the proof of Proposition 4.8 (ii) one obtains \( CA_{\eta, \tau}^1 = -A_{-\eta, \tau}^1C \). Taking closures leads to \( CA_{\eta, \tau} = -A_{-\eta, \tau}C \), which implies (ii). \( \square \)
4.4 Sketch of the proof of Theorem 1.3

To prove Theorem 1.3 we use similar constructions as in the case of one loop. We give some comments on necessary modifications in this subsection. Let \( N \geq 1 \) and let \( \Sigma_j, j \in \{1, \ldots, N\} \), be non-intersecting \( C^\infty \)-smooth loops with normals \( \nu_j \). We set \( \Sigma := \bigcup_{j=1}^N \Sigma_j \), and for \( f \in H(\sigma, \mathbb{R}^2 \setminus \Sigma) \) we denote its Dirichlet traces from Lemma 3.1 on the two sides of \( \Sigma_j \) by \( T_{\pm,j} f \), where \( - \) corresponds to the side to which \( \nu_j \) is directed. The Sobolev spaces on \( \Sigma \) are defined by \( H^s(\Sigma) := \bigoplus_{j=1}^N H^s(\Sigma_j) \), and for \( \varphi \in H^s(\Sigma) \) we denote by \( \varphi_j \) its restriction on \( \Sigma_j \). Furthermore, if \( \Lambda \) denotes the isomorphism defined in (2.8) on \( \Sigma_j \), then we set \( \Lambda := \bigoplus_{j=1}^N \Lambda_j \). As in the case of one loop one starts with the symmetric operator \( S := A_0 \upharpoonright H^1_0(\mathbb{R}^2 \setminus \Sigma; \mathbb{C}^2) \). For \( z \in \text{res}(A_0) \) and \( \varphi \in L^2(\Sigma; \mathbb{C}^2) \) we introduce

\[
\Phi_z \varphi(x) = \int_{\Sigma} \phi_z(x-y) \varphi(y) \, ds(y), \quad x \in \mathbb{R}^2 \setminus \Sigma.
\]

As for the single loop in Proposition 3.3 one shows that \( \Phi_z \) extends to a bounded map \( \Phi_z : H^{-1/2}(\Sigma; \mathbb{C}^2) \to L^2(\mathbb{R}^2; \mathbb{C}^2) \) with ran \( \Phi_z = \ker(S^* - z) \). The associated principal value operator \( \mathcal{C}_z \),

\[
(\mathcal{C}_z \varphi)(x) := \text{p.v.} \int_{\Sigma} \phi_z(x-y) \varphi(y) \, ds(y), \quad \varphi \in C^\infty(\Sigma; \mathbb{C}^2), \ x \in \Sigma,
\]

has a block structure of the form

\[
(\mathcal{C}_z \varphi_j)(x) := \mathcal{C}_z^j \varphi_j(x) + \sum_{k \neq j} (\mathcal{K}_z^{j,k} \varphi_k)(x), \quad \varphi \in C^\infty(\Sigma; \mathbb{C}^2), \ x \in \Sigma_j, \quad (4.29)
\]

\[
(\mathcal{C}_z^j \varphi_j)(x) = \text{p.v.} \int_{\Sigma_j} \phi_z(x-y) \varphi_j(y) \, ds(y), \quad x \in \Sigma_j, \quad (4.30)
\]

\[
(\mathcal{K}_z^{j,k} \varphi_k)(x) = \int_{\Sigma_k} \phi_z(x-y) \varphi_k(y) \, ds(y), \quad x \in \Sigma_j. \quad (4.31)
\]

The operators \( \mathcal{C}_z^j \) are the same as in the one loop case, while the operators \( \mathcal{K}_z^{j,k} \) have smooth integral kernels; hence, they define bounded operators from \( H^s(\Sigma_k, \mathbb{C}^2) \) to \( H^t(\Sigma_j, \mathbb{C}^2) \) for any \( s, t \in \mathbb{R} \). With the help of Proposition 3.6 one can show now the trace equality

\[
T_{\pm,j}^D \Phi_z \varphi = \mp \frac{1}{2} (\sigma \cdot \nu_j) \varphi_j + (\mathcal{C}_z \varphi)_j.
\]

The construction of the boundary triple takes then literally the same form as for a single loop. Let \( \zeta \in \text{res}(A_0) \) be fixed and set \( (T_{\pm,j} f)_{j=1}^N := (T_{\pm,j}^D f)_{j=1}^N \). Then \( \{L^2(\Sigma; \mathbb{C}^2), \Gamma_0, \Gamma_1\} \) with

\[
\Gamma_0 f = i\Lambda^{-1}(\sigma \cdot \nu)(T_+^D f - T_-^D f),
\]

\[
\Gamma_1 f = \frac{1}{2} \Lambda \left( (T_+^D f_+ + T_-^D f_-) - (\mathcal{C}_\zeta + \mathcal{C}_\bar{\zeta}) \Lambda f \right),
\]

has the desired properties.
is a boundary triple for $S^*$. The corresponding $\gamma$-field $G$ and Weyl function $M$ are

$$
z \mapsto G_z = \Phi z \Lambda \quad \text{and} \quad z \mapsto M_z = \Lambda \left( \zeta - \frac{1}{2}(\zeta + \bar{\zeta}) \right) \Lambda.
$$

Assume first that $|\eta_j| \neq |\tau_j|$ for any $j$. We define the linear operator $\Theta$ in $L^2(\Sigma; \mathbb{C}^2)$ by

$$
\Theta = -\Lambda \left[ \Xi + \frac{1}{2}(\zeta + \bar{\zeta}) \right] \Lambda,
$$

on its maximal domain in $L^2(\Sigma; \mathbb{C}^2)$. Then the operator $A_{\Sigma, p}$ defined in (1.3) corresponds to the boundary condition $\Gamma_1 f = \Theta \Gamma_0 f$. Using (4.29) one sees that $\Theta$ can be written as $\Theta = \bigoplus_{j=1}^N \Theta_j + \tilde{\Theta}$, where $\Theta_j$ is the operator in $L^2(\Sigma_j; \mathbb{C}^2)$ acting as

$$
\Theta_j = -\Lambda_j \left[ \frac{1}{\eta_j^2 - \tau_j^2} (\eta_j \sigma_0 - \tau_j \sigma_3) \right] \Lambda_j,
$$

with maximal domain, while $\tilde{\Theta}$ is a bounded operator from $H^s(\Sigma; \mathbb{C}^2)$ to $H^t(\Sigma; \mathbb{C}^2)$ for any $s, t \in \mathbb{R}$ which is self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$. Hence, the self-adjointness of $\Theta$ is determined by the self-adjointness of $\bigoplus_{j=1}^N \Theta_j$, and each $\Theta_j$ is exactly of the form as in the single-loop case. Hence, $\Theta_j$ is self-adjoint by Lemma 4.5 and Lemma 4.9 and thus, also $\Theta$ is self-adjoint in $L^2(\Sigma; \mathbb{C}^2)$. This implies also the statements concerning the domain regularity.

In order to study the essential spectrum we decompose $M_z$ to blocks as in (4.29) and remark that the terms $K_{j,k} z$ produce compact remainders, which do not influence the essential spectrum. Hence, the condition $0 \in \text{spec}_{\text{ess}}(M_z - \Theta)$ is equivalent to

$$
0 \in \text{spec}_{\text{ess}} \left( \bigoplus_{j=1}^N \left( \Lambda_j \frac{1}{\eta_j^2 - \tau_j^2} (\eta_j \sigma_0 - \tau_j \sigma_3) \Lambda_j + \Lambda_j \zeta^j \Lambda_j \right) \right).
$$

As each of the terms on the right-hand side is covered by the analysis of the single-loop case, the statement on the essential spectrum of $M_z - \Theta$ and thus, with the help of Theorem 2.12, also of $A_{\Sigma, p}$, follows.

If for some $j$ one has $|\eta_j| = |\tau_j|$, then the analysis can be done in a similar way following the strategy from Section 4.2. The details are left to the reader.
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