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Abstract—Recent research has shown that temporal downsampling of high-frame-rate sequences can be exploited to improve the rate-distortion performance in video coding. However, until now, research only targeted downsampling factors of powers of two, which greatly restricts the potential applicability of temporal downsampling. A major reason is that traditional, objective quality metrics such as peak signal-to-noise ratio or more recent approaches, which try to mimic subjective quality, can only be evaluated between two sequences whose frame rate ratio is an integer value. To relieve this problem, we propose a quality evaluation method that allows calculating the distortion between two sequences whose frame rate ratio is fractional. The proposed method can be applied to any full-reference quality metric.
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I. INTRODUCTION

The world-wide demand for video streaming applications has led to the fact that nowadays, video data represents more than two thirds of the world-wide internet traffic [1]. To stream such a high amount of data, efficient video compression methods are needed to reduce the bitrates and, hence, requirements on transmission channels and their energy consumption.

To achieve low bitrates, various video codecs such as High-Efficiency Video Coding (HEVC) [2], H.264/AVC [3], or the upcoming Versatile Video Coding (VVC) were developed [4]. These codecs perform lossy compression where quantization of coefficients is used to reduce the bitrate. Unfortunately, at the same time, the visual quality of the video suffers. Common to all these codecs is that during compression, the spatial and temporal resolution remains unchanged.

Consequently, in the literature, it was tested whether downsampling of video data can be performed on top of quantization in order to increase the rate-distortion performance. In this direction, it was found that at a certain quantization step size, it is more beneficial to reduce the spatial resolution instead of further increasing quantization [5]–[7]. This approach could also be exploited to reduce the decoding energy [8].

A similar observation was made for temporal downsampling, where, depending on the content of a sequence, reducing the frame rate is also beneficial for high quantization parameters [9]–[11]. Subjective tests conducted with multiple viewers confirmed these findings. However, all these publications only consider temporal downsampling factors of

\[ d = \frac{f_{ref}}{f_{down}} = 2^n, \quad n \in \mathbb{N}, \]  

where \( f_{ref} \) is the frame rate of the original reference sequence, and \( f_{down} \) is the frame rate of the temporally downsampled sequence. Further examples of quality evaluation using integer downsampling are discussed in [9], [11]–[13]. For example, the metric proposed by Ou et al. [11] assumes an exponential relation between the frame rate and the perceptual quality. However, it also relies on the traditional PSNR, and results were only evaluated on sequences downsampled with integer factors. Hence, a generalized approach to allow the calculation of PSNR and other quality metrics is needed.

To allow quality evaluation at non-integer downsampling factors, this paper presents an algorithm that calculates the distortion of videos downsampled with a factor of

\[ d = \frac{f_{ref}}{f_{down}} \in \mathbb{Q}, \]

which allows downsampling with any rational, possibly non-integer factor. As an example, a given sequence with a frame rate of \( f_{ref} = 60 \text{Hz} \) can be compared to a temporally downsampled version with a frame rate of \( f_{down} = 50 \text{Hz} \). The idea is that the calculation of the quality metric (QM) is performed at the frame rate that corresponds to the least common multiple (LCM) of the two frame rates, which is \( f_{LCM} = 300 \text{Hz} \) in the given example.

An important advantage of the proposed algorithm is that it can be applied to any traditional QM that performs full-reference distortion calculation, which means that the distortion is calculated by comparing the distorted frame with an undistorted reference frame. For example, the proposed algorithm can be applied to the classic peak signal-to-noise ratio (PSNR), but also to QMs mimicking subjective quality evaluation like the structural similarity index (SSIM) [14] or video multi-method assessment fusion (VMAF) [15]. To the best of our knowledge, these QMs could not be applied for non-integer downsampling factors as defined in (2) before.

This paper is organized as follows. First, Section III explains how classical QMs were calculated using integer downsampling factors. Then, Section IV introduces the proposed algorithm allowing QM calculation for non-integer downsampling. Afterwards, Section V presents some exemplary results. Section VI concludes this paper.

II. QUALITY EVALUATION IN INTEGER DOWNSAMPLING

Traditionally, QMs for temporally downsampled sequences were calculated using a simple padding technique. This technique is illustrated in Fig. I.
Fig. 1. Padding technique for quality evaluation between two sequences with different frame rates. The frame rate of the reference sequence on the top is four times the frame rate of the downsampled sequence on the bottom ($f_{ref} = 4 \cdot f_{down}$).

Fig. 2. Time-stamps of real frames (dark blue) and virtual frames (light blue). The original frame indices are indicated by the red numbers.

The figure shows two sequences (top and bottom) over the time on the horizontal axis. In this example, the frame rate of the top sequence is four times the frame rate of the bottom sequence. As such, four frames of the top sequence temporally correspond to one frame in the bottom sequence (illustrated by dark blue parallelograms). To enable quality evaluation, a single frame of the bottom sequence is repeated three times (light blue parallelograms), such that each frame of the high-frame-rate reference sequence can be compared one by one to a corresponding frame of the low-frame-rate, downsampled sequence. Then, the QM is calculated for each frame of the reference sequence and averaged.

III. MATCHED QUALITY EVALUATION

To enable quality evaluation between two sequences with a frame rate ratio of $d = \frac{f_{ref}}{f_{down}} \in \mathbb{Q}$, we introduce the concept of a virtual frame. Similar to the padded frames in Fig. 1, virtual frames are also padded frames. In contrast to integer downsampled quality evaluation, padding is performed in both sequences. Figure 2 shows an example with a reference sequence of 3 Hz and a downsampled sequence of 2 Hz.

We can see that only each second, the time stamps of the reference as well as the downsampled frames (dark blue) match. In between, we introduce virtual frames (light blue) to enable matching time stamps. In our proposed method, these virtual frames are copies from the preceding frame (padding), which is indicated by the frame index in red. The resulting frame rate $f_{LCM}$ for both sequences is the LCM of the two original frame rates $f_{ref}$ and $f_{down}$. This padding technique does not change the content of both sequences because a viewer would not be able to distinguish the sequence at its original frame rate from the padded sequence at the frame rate $f_{LCM}$. The reason is that a screen displays each frame until the next frame’s time stamp, such that copied frames at intermediate time stamps do not change the visual content.

We further introduce the concept of a cluster, which is defined as the time range between two temporally matching frames at the original frame rates. In the example, the cluster has a duration of 1 s with frame numbers per cluster $N_{ref} = \frac{f_{ref}}{GCD(f_{ref}, f_{down})}$ and $N_{down} = \frac{f_{down}}{GCD(f_{ref}, f_{down})}$ for the reference and the downsampled sequence, respectively. The operator GCD represents the greatest common divisor of both frame rates. In the example, the cluster lengths yield $N_{ref} = 3$ and $N_{down} = 2$. For a given duration $T[s]$ of the two sequences, we can calculate the number of clusters

$$C = \frac{T \cdot f_{ref}}{N_{ref}} = \frac{T \cdot f_{down}}{N_{down}}.$$  

From the two cluster lengths $N_{ref}$ and $N_{down}$, we can calculate the virtual cluster length

$$N_V = N_{ref} \cdot N_{down},$$

which corresponds to the sum of real frames and the virtual frames within a cluster. In the virtual domain, the classical distortion measures can now be calculated for non-matching time stamps by comparing real frames to virtual frames.

To minimize QM calculation times, we take into account that the overlap of frames in the time domain is not constant. In the given example, the first frames of both reference and downsampled sequences overlap at $t = 0$ s and $t = \frac{1}{6}$ s, which corresponds to two time stamps at a frame rate of $f_{LCM} = 6$ Hz. In contrast, the next frame of the reference sequence only overlaps once with the first frame of the downsampled sequence. In our implementation, we consider this effect by calculating the QM only once between every co-occurring frame, weighted with the number of co-occurring time stamps.

The weight vector $w$ as well as the corresponding frame index vectors $h$ and $l$ for a single cluster are obtained using Algorithm 1. To give an example, the resulting weight and index vectors for the example of $f_{ref} = 3$ Hz and $f_{down} = 2$ Hz are $w = \{2, 1, 1, 2\}$, $h = \{1, 2, 2, 3\}$, and $l = \{1, 1, 2, 2\}$. The weights in $w$ add up to the virtual cluster length $N_V$.

Finally, the overall QM of the complete sequence $q$ is calculated using Algorithm 2 where $q_{cl}$ is the QM for a single cluster. The algorithm loops over all clusters and retrieves the original frame indices using the offset values $o_{ref}$ and $o_{down}$ plus the indices from the cluster-domain frame index vectors $h$ and $l$. The final QM $q$ is the time-average over all clusters.

In the case of integer downsampling factors or no temporal downsampling, the proposed algorithm automatically reverts to classic QM calculations.

IV. EVALUATION

To show results, we apply the proposed algorithm to the QMs PSNR, SSIM, and VMAF. Due to space constraints, we evaluate one sequence from the BVI-HFR
Algorithm 1: Generation of weights and indices for QM calculation. The number of iterations in the loop \(N_{ref} + N_{down} - 1\) is the number of required QM calculations per cluster.

Algorithm 2: QM calculation over all clusters. The variables \(o_{ref}\) and \(o_{down}\) are offset indices to the current cluster in the reference and downsampled sequence, respectively. QM(.) is the quality metric operator, i.e., the frame-wise distortion between the frames in the left index and the right index.

dataset proposed in [16] that provides multiple sequences at a frame rate of 120 Hz. Target frame rates were set to \(f_{\text{down}} \in \{100, 60, 50, 40, 30, 25, 24, 15\}\), which corresponds to the downsampling factors \(d\) listed in Table I. Temporal downsampling was performed using frame averaging.

Table I shows results for the proposed matched PSNR (mPSNR), mSSIM, and mVMAF applied on a sequence with simple motion (golf\_side) from [16]. The numbers show that all QM values drop when the frame rate is decreased.

The matched QM method can also be applied to video compression. To this end, we present another example using HEVC-coded sequences. We encode the temporally downsampled sequence golf\_side using x265 [17] with four constant rate factors (crf) 18, 23, 28, and 33. The resulting rate-distortion curves for the downsampled sequences evaluated with mVMAF are shown in Fig. 3. The curves confirm that for low bitrates, it can be beneficial to reduce the frame rate because the rate-distortion curves intersect.

Finally, it is important to note that the observable quality scores highly depend on the content of the sequence. For example, for high-motion sequences, it can occur that rate-distortion curves do not intersect, which means that the original frame rate is always best in terms of rate-distortion performance.

V. CONCLUSIONS

This paper proposed a novel evaluation method for temporally downsampled sequences using traditional full-reference quality metrics. The method allows for calculating the distortion for fractional downsampling factors. The results of the evaluation indicate that for video compression, it is potentially beneficial to reduce the frame rate in order to increase the rate-distortion performance.

Further work shall verify our results using subjective quality evaluation. Furthermore, the method shall be applied in video compression to optimize rate-distortion performance and reduce the decoding energy.

\[
\text{Algorithm 1:}\text{ Generation of weights and indices for QM calculation. The number of iterations in the loop } N_{\text{ref}} + N_{\text{down}} - 1 \text{ is the number of required QM calculations per cluster.}
\]

\[
\text{Algorithm 2:}\text{ QM calculation over all clusters. The variables } o_{\text{ref}} \text{ and } o_{\text{down}} \text{ are offset indices to the current cluster in the reference and downsampled sequence, respectively. QM(.)}\text{ is the quality metric operator, i.e., the frame-wise distortion between the frames in the left index and the right index.}
\]
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