RETRIEVING YANG–MILLS–HIGGS FIELDS IN MINKOWSKI SPACE FROM ACTIVE LOCAL MEASUREMENTS
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ABSTRACT. We show that we can retrieve a Yang–Mills potential and a Higgs field (up to gauge) from source-to-solution type data associated with the classical Yang–Mills–Higgs equations in Minkowski space $\mathbb{R}^{1+3}$. We impose natural non-degeneracy conditions on the representation for the Higgs field and on the Lie algebra of the structure group which are satisfied for the case of the Standard Model. Our approach exploits the non-linear interaction of waves generated by sources with values in the centre of the Lie algebra showing that abelian components can be used effectively to recover the Higgs field.
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1. Introduction and overview

The goal of this paper is to solve an inverse problem for the classical Yang–Mills–Higgs equations in Minkowski space $\mathbb{R}^{1+3}$. The data for the problem arises from observations in a small set and the recovery is achieved on a causal domain where waves can propagate and return. The results here build upon our earlier work in [4, 5] where we considered a cubic wave equation for the connection wave operator and the case of pure Yang–Mills theories, but this time we have the distinct objective of retrieving the Higgs field in addition to the connection (Yang–Mills field). The new couplings being introduced make the analysis of the non-linear interaction of waves quite complicated at first glance. The new insight is that this complication may be considerably avoided by focusing on sources taking values in the centre of the Lie algebra.

1.1. The Yang–Mills–Higgs equations. We begin this overview by describing our setting in detail. Consider the trivial vector bundles $\text{Ad} = M \times \mathfrak{g}$ and $E = M \times \mathcal{W}$, where

- $(M, g)$ is the Minkowski space $\mathbb{R}^{1+3}$ with signature $(-, +, +, +)$;
- $G$ is a compact connected matrix Lie group;
- $\mathfrak{g}$ is the Lie algebra of $G$ with an Ad-invariant inner product $\langle \cdot, \cdot \rangle_{\text{Ad}}$;
- $\rho : G \to \text{GL}(\mathcal{W})$ is a complex linear representation of $G$ in the complex vector space $\mathcal{W}$,
- $\langle \cdot, \cdot \rangle_{\mathcal{W}}$ is a Hermitian $G$-invariant inner product on $\mathcal{W}$.

We denote by $\Omega^k(M, \mathfrak{g})$ and $\Omega^k(M, \mathcal{W})$ the $\mathfrak{g}$-valued and $\mathcal{W}$-valued smooth $k$-forms. In particular, $\Omega^1(M, \mathfrak{g}) = C^\infty(M, T^*M \otimes \mathfrak{g})$. Given $A \in \Omega^1(M, \mathfrak{g})$, it induces exterior covariant derivatives in Ad and E respectively,

$$
D_A : \Omega^k(M, \mathfrak{g}) \to \Omega^{k+1}(M, \mathfrak{g})
$$

$$
W \mapsto dW + [A, W],
$$

$$
d_A : \Omega^k(M, \mathcal{W}) \to \Omega^{k+1}(M, \mathcal{W})
$$

$$
\Upsilon \mapsto d\Upsilon + \rho_*(A) \wedge \Upsilon.
$$

The covariant derivatives $D_A$ and $d_A$ are compatible with the inner products in $\mathfrak{g}$ and $\mathcal{W}$ respectively. The formal adjoints of $D_A$ and $d_A$ are defined through the Hodge
star operator $\star$ on $(M,g)$ to be
\[
D_A^* = \star D_A \star, \\
d_A^* = \star d_A \star.
\]

The Ad-invariant inner product on $\mathfrak{g}$ can be naturally combined with the wedge product to give a pairing
\[
\hat{\lambda} : \Omega^p(M,\mathfrak{g}) \times \Omega^q(M,\mathfrak{g}) \to \Omega^{p+q}(M,\mathbb{R}),
\]
where we use the dot to indicate that the inner product on $\mathfrak{g}$ is being used. Similarly we can use the Hermitian inner product on $\mathcal{W}$, to obtain a pairing
\[
\hat{\lambda} : \Omega^p(M,\mathcal{W}) \times \Omega^q(M,\mathcal{W}) \to \Omega^{p+q}(M,\mathbb{C}).
\]
Using these pairings and the Hodge star operator of $M$ we may define $L^2$-inner products as
\[
(\alpha, \beta)_{L^2,\text{Ad}} := \int_M \alpha \hat{\lambda} \star \beta, \quad \text{for } \alpha, \beta \in \Omega^k(M,\mathfrak{g}),
\]
\[
(\theta, \varphi)_{L^2,\mathcal{W}} := \int_M \theta \hat{\lambda} \star \varphi, \quad \text{for } \theta, \varphi \in \Omega^k(M,\mathcal{W}).
\]
It turns out that $D_A^*$ and $d_A^*$ are also formal adjoints of $D_A$ and $d_A$ respectively when using the $L^2$-inner products.

The curvature form $F_A$ is the $\mathfrak{g}$-valued 2-form defined by
\[
F_A = dA + \frac{1}{2}[A,A].
\]
The Yang–Mills gauge field modelled by $A \in \Omega^1(M,\mathfrak{g})$ describes the interactions of gauge bosons, while the Higgs field represented by $\Phi \in C^\infty(M,\mathcal{W})$ addresses the interactions of Higgs bosons. The Yang–Mills–Higgs Lagrangian density (or 4-form),
\[
(1) \quad 2\mathcal{L}_{\text{YMH}} := F_A \hat{\lambda} \star F_A + d_A \Phi \hat{\lambda} \star d_A \Phi + \mathcal{V}(|\Phi|^2) \, d\text{vol},
\]
encodes and couples the action of these fields, where $|\Phi|$ is the shorthand for $\langle \Phi, \Phi \rangle_W^{1/2}$ and the potential $\mathcal{V}(|\Phi|^2)$ is a Mexican hat potential, say $\mathcal{V}(s) = s^2/2 - s$ for simplicity. The specific form of $\mathcal{V}$ does not play a role in the proofs. By the principle of least action, a Yang–Mills–Higgs field
\[
(A, \Phi) \in \Omega^1(M,\mathfrak{g}) \times C^\infty(M,\mathcal{W})
\]
is a solution to the Euler-Lagrange equations of $\mathcal{L}_{\text{YMH}}$, which are known as the Yang–Mills–Higgs equations. It can be easily computed that they form the coupled
system
\begin{align*}
D^*_A F_A + \mathbb{J}_\rho(d_A \Phi, \Phi) &= 0, \quad (2) \\
d^*_A d_A \Phi + \nabla'(|\Phi|^2) \Phi &= 0. \quad (3)
\end{align*}

The product $\mathbb{J}_\rho(\cdot, \cdot)$ is defined as follows.

**Definition 1.** The real bilinear form $\mathbb{J}_\rho : \mathcal{W} \times \mathcal{W} \to \mathfrak{g}$ is uniquely defined by the equation

$$\Re \langle v, \rho^*(X) w \rangle_{\mathcal{W}} = \langle \mathbb{J}_\rho(v, w), X \rangle_{\text{Ad}},$$

for all $X \in \mathfrak{g}$ and $v, w \in \mathcal{W}$. 

**Remark 1.** Since the Hermitian inner product in $\mathcal{W}$ is invariant under $\rho(g)$ for all $g \in G$ we see that $\rho_*(X)$ is skew-Hermitian for all $X \in \mathfrak{g}$ and thus $\mathbb{J}_\rho$ is antisymmetric.

**Definition 2.** We shall say that the representation $\rho$ is fully charged if its derivative $\rho_* : \mathfrak{g} \to \text{End}(\mathcal{W})$ satisfies

$$\rho_*(X) w = 0 \text{ for all } X \in \mathfrak{g} \implies w = 0. \quad (4)$$

The condition of $\rho$ being fully charged is equivalent to $\mathbb{J}_\rho$ being a non-degenerate bilinear form.

**Remark 2.** In the literature one often encounters different choices of signs and factors of $1/2$ in the definition of $L_{\text{YMH}}$. These choices will not really affect the analysis that we will perform on the equations (2)–(3).

A section $U \in C^\infty(M, G)$ acts on a Yang–Mills–Higgs field $(A, \Phi)$ as follows

$$(A, \Phi) \mapsto (A, \Phi) \cdot U = (A \cdot U, \rho(U^{-1}) \Phi), \quad (5)$$

where $A \cdot U = U^{-1} dU + U^{-1} A U$. Two Yang–Mills–Higgs fields $(A, \Phi)$ and $(B, \Xi)$ are said to be gauge equivalent if there exists a section $U \in C^\infty(M, G)$ such that

$$(B, \Xi) = (A, \Phi) \cdot U.$$

The $\text{Ad}$-invariance of $(\mathfrak{g}, \langle \cdot, \cdot \rangle_{\text{Ad}})$ along with the $G$-invariance of $(\mathcal{W}, \langle \cdot, \cdot \rangle_{\mathcal{W}})$ guarantees that the Yang–Mills–Higgs system (2)–(3) is gauge invariant; namely, if $(A, \Phi)$ is a Yang–Mills–Higgs field then $(A, \Phi) \cdot U$ is also a Yang–Mills–Higgs field for any section $U \in C^\infty(M, G)$.

### 1.2. The inverse problem.

Following [4, 5], we shall work in the causal diamond

$$\mathbb{D} := \{(t, x) \in \mathbb{R}^{1+3} : |x| \leq t + 1, |x| \leq 1 - t\},$$

see Figure 1 below for a visualization of $\mathbb{D}$. Let $(A, \Phi) \in \Omega^1(\mathbb{D}, \mathfrak{g}) \times C^\infty(\mathbb{D}, \mathcal{W})$ be a Yang–Mills–Higgs field i.e. $(A, \Phi)$ solves the Yang–Mills–Higgs system (2)–(3) in $\mathbb{D}$. The inverse problem we shall solve addresses whether $(A, \Phi)$ can be uniquely
determined by some local measurements in $\mathbb{D}$. The gauge invariance of (2)–(3) implies that we will only be able to reconstruct the Yang–Mills–Higgs fields up to gauge. Hence, we shall consider the moduli space of the Yang–Mills–Higgs fields invariant under the action of the pointed gauge group

$$G^0(\mathbb{D}, p) = \{ U \in C^\infty(\mathbb{D}; G) : U(p) = \text{Id} \}, \quad \text{for } p = (-1, 0) \in \mathbb{D}. $$

(The reason for requiring that $U(p) = \text{Id}$ is technical in nature.) For $(A, \Phi), (B, \Xi) \in \Omega^1(\mathbb{D}, \mathfrak{g}) \times C^\infty(\mathbb{D}, \mathcal{W})$,

we say $(A, \Phi) \sim (B, \Xi)$ if there exists $U \in G^0(\mathbb{D}, p)$ such that $(B, \Xi) = (A, \Phi) \cdot U$ in $\mathbb{D}$.

The active local measurements that we perform to obtain the data for the problem have to account somehow for this gauge invariance. One possibility would be to attempt some gauge fixing in order to define a suitable source-to-solution map; in fact we shall do that at a later point, but in order to formulate the result it seems more appropriate to find a presentation of the data that is amenable to the gauge invariance. Having this in mind, we follow the approach we took in [5] and define:

$$(6) \quad \mathcal{U} := \{(t, x) : (t, x) \text{ is in the interior of } \mathbb{D} \text{ and } |x| < \varepsilon_0 \},$$

for a fixed $0 < \varepsilon_0 < 1$, together with the following data set of $(A, \Phi)$,

$$\mathcal{D}(A, \Phi) := \left\{ (V, \Psi)|_{\mathcal{U}} \mid (V, \Psi) \in C^3(\mathbb{D}) \text{ solves (2)-(3) in } \mathbb{D} \setminus \mathcal{U} \text{ and } (V, \Psi) \sim (A, \Phi) \text{ near } \partial^-\mathbb{D} \right\}.$$ 

Here

$$\partial^-\mathbb{D} = \{(t, x) \in \mathbb{D} : |x| = t + 1 \}$$

and $(V, \Psi) \sim (A, \Phi)$ near $\partial^-\mathbb{D}$ if there are $U \in G^0(\mathbb{D}, p)$ and a neighbourhood $\mathcal{U}$ of $\partial^-\mathbb{D}$ such that $(V, \Psi) = (A, \Phi) \cdot U$ on $\mathcal{U} \cap \mathbb{D}$. Note that $p = (-1, 0) \in \mathcal{U}$.

Under suitable assumptions on $\mathfrak{g}$ and $\rho_*$, we shall prove that one can uniquely determine the Yang–Mills–Higgs field $(A, \Phi)$ in $\mathbb{D}$ from the local information $\mathcal{D}(A, \Phi)$ in $\mathcal{U}$. Let $Z(\mathfrak{g})$ denote the centre of the Lie algebra $\mathfrak{g}$.

**Theorem 1.** Assume that the centre $Z(\mathfrak{g})$ is non-trivial, $\rho$ is fully charged and $Z(\mathfrak{g}) \cap \text{Ker } \rho_* = \{0\}$.

Suppose $(A, \Phi)$ and $(B, \Xi)$ are two Yang–Mills–Higgs fields in $\mathbb{D}$. Then

$$\mathcal{D}(A, \Phi) = \mathcal{D}(B, \Xi) \iff (A, \Phi) \sim (B, \Xi) \text{ in } \mathbb{D}.$$ 

In other words, the data sets agree $\mathcal{D}(A, \Phi) = \mathcal{D}(B, \Xi)$ if and only if there exists a gauge transformation $U \in G^0(\mathbb{D}, p)$ such that the following holds in $\mathbb{D}$:

$$(B, \Xi) = (U^{-1}dU + U^{-1}AU, \rho(U^{-1})\Phi).$$
Remark 3. Intuitively, it is helpful to think of the data set as produced by an observer creating sources \((J, F)\) supported in \(\mathcal{U}\) and observing solutions \((V, \Psi)\) in \(\mathcal{U}\) to the coupled system

\[
\begin{align*}
D^*_V F_V + \mathbb{J}_\rho(d_V \Psi, \Psi) &= J, \\
\mathbb{d}^*_V \mathbb{d}V \Psi + V(|\Psi|^2)\Psi &= F.
\end{align*}
\]

(7) \hspace{2cm} (8)

The first step in the proof of Theorem 1 consists in converting the data set into a source-to-solution map where the intuition above is rigorously realised. For this, we will follow [5] and employ two different gauges: the temporal gauge and the relative Lorenz gauge. No new difficulty arises here in relation to [5].

Remark 4. The hypotheses on \(g\) and \(\rho^*\) are general enough to cover the cases that are of most interest to us. Let us start with \(G = SU(2) \times S^1\) and \(\rho\) as in the electroweak model. In this instance, \(\mathcal{W} = \mathbb{C}^2\) with the standard Hermitian inner product and \(\rho\) is given by

\[
\rho(g, e^{i\theta})w = e^{in_Y \theta} gw,
\]

where \(n_Y\) is an integer usually taken as 3 and \((g, e^{i\theta}) \in SU(2) \times S^1\). (Here \(i = \sqrt{-1}\).) The derivative \(\rho^*\) is easily computed as

\[
\rho^*(X, ix)w = (X + m_Y x \text{Id})w
\]

where \((X, ix) \in g = \mathfrak{su}(2) \times i\mathbb{R}\). For \(n_Y \neq 0\) we see that \(\rho^*\) is fully charged and \(\text{Ker} \rho^* = \{0\}\). The centre of the Lie algebra is non-trivial and equal to \(u(1) = i\mathbb{R}\), the Lie algebra of the \(S^1\)-factor.

For the Standard Model we need to enlarge the group by adding an \(SU(3)\)-factor, that is, \(G = SU(3) \times SU(2) \times S^1\). In this case the \(SU(3)\)-component acts trivially on the Higgs vector space \(\mathcal{W}\) and this has the effect of making \(\text{Ker} \rho^* = \mathfrak{su}(3)\) but it remains fully charged. Moreover, the hypotheses in the theorem are still satisfied since \(\mathfrak{su}(3) \cap u(1) = \{0\}\).

In forthcoming work we shall complete the Standard Model (at the classical level) by including matter fields.

1.3. Outline of the proof. We now provide an overview of the proof of Theorem 1.

• As in [4, 5] we consider the non-linear interaction of three singular waves produced by sources which are conormal distributions following the approach pioneered in [14].

\footnote{Strictly speaking the structure group of the Standard Model is \(G/\Gamma\), where \(\Gamma \subset \mathbb{Z}_6\) is some unknown subgroup [24]. This is inconsequential for us as all these groups share the same Lie algebra.}
• The sources \((J, F)\) in \(\mathfrak{U}\) have the general form

\[
J = \sum_{k=1}^{3} \epsilon(k) J(k)
\]

and

\[
F = \sum_{k=1}^{3} \epsilon(k) F(k)
\]

for some small coefficients \(\epsilon(k)\). The source \(J\) acts on the YM-channel (i.e. equation (7)) while the source \(F\) activates the Higgs channel (i.e. equation (8)). When \(J\) takes values in \(Z(\mathfrak{g})\) we shall say that it is an EM-source (for electromagnetic).

• The first step consists in choosing sources that do not activate the Higgs channel, i.e. \(F = 0\), but fully activate the YM-channel by letting \(J = \sum_{k=1}^{3} \epsilon(k) J(k)\). Arguing very closely to our previous work in [5] we shall be able to recover the broken non-abelian light ray transform of \(A\) associated with the adjoint representation, \(S_{\mathfrak{g}}^{\mathfrak{g},\text{Ad}}\). There is not much new here in the sense that all the hard work was done in [5]. Still, some care is needed as we are now dealing with coupled equations for \((A, \Phi)\).

• The second step is the most interesting one and takes advantage that we have a Lie algebra with non-trivial centre and a representation that is fully charged. We choose the sources that produce the minimal disturbance in the system but that activate both channels. This means two sources in the EM-channel but just one in the Higgs channel. Specifically we take

\[
J = \epsilon(2) J(2) + \epsilon(3) J(3), \quad J(2), J(3) \in Z(\mathfrak{g})
\]

and

\[
F = \epsilon(1) F(1).
\]

We will prove that with this choice, the triple interaction of the three singular waves allows the recovery of the broken non-abelian light ray transform of \(A\) in the representation \(\rho\), \(S_{\mathfrak{g}}^{\mathfrak{g},\text{Ad}}\), together with a weighted integral transform of \(\Phi\). The weight is determined by \(A\).

• To obtain \(A\) we just note that the direct sum representation \(\text{Ad} \oplus \rho\) has a derivative that is faithful (i.e. trivial kernel) due to the hypothesis \(Z(\mathfrak{g}) \cap \text{Ker} \rho = \{0\}\). Hence \(A\) may also be recovered through the inversion of the broken non-abelian light ray in the fundamental representation, performed in [4, Theorem 5]. Moreover, if \(A\) is known, \(\Phi\) is easily recovered from the weighted integral transform of \(\Phi\) obtained in the second step.
1.4. **Comparison with existing literature.** The present work is a continuation of [5] where we considered the pure Yang-Mills system. The direct theory in Section 3 is parallel to that in [5], and on the very basic level, so is the approach to solve the inverse problem via a threefold linearization.

The coupled system (2)-(3) is more intricate than the pure Yang-Mills system. From the point of view of the approach in [5] this leads to two essential complications. First, the non-abelian ray transform associated to the latter system is simply the parallel transport given by the Yang-Mills connection, whereas for the former it is given by a coupled system of transport equations, see (18)-(19) below. Second, the algebraic computations related to principal symbols of the terms generated by the threefold linearization become more challenging than in [5].

Nonetheless, we show that the Yang-Mills field in the coupled system can be recovered via a reduction to the pure Yang-Mills case, on the level of principal symbols. The Higgs field is not present in [5]. Here we recover it using a new argument based on choosing sources for the Yang-Mills field that take values in the center $Z(\mathfrak{g})$. This
can be viewed as a key novelty in the paper as it makes the algebraic computations related to the principal symbols manageable.

The technique to utilize multiple linearizations originates from [14], where it was applied to recover the leading order terms in a semilinear wave equation with a simple power type nonlinearity. Subsequently, lower order terms and coefficients in nonlinear terms were recovered as well, see [8] and [19]. Multiple linearizations have been used also to solve inverse problems for elliptic [7, 17] and real principal type operators (containing both wave and elliptic operators as special cases) [21]. We will not attempt to give a detailed review of the ever-growing body of literature using the technique. An early survey of the theory is given in [16].

The above mentioned inverse problems for nonlinear real principal type operators, and their special cases, differ from the problem in the present paper in two important ways. In the real principal type case, the direct problem is not gauge invariant and the unknowns to be recovered are coefficients in the equation. In the case of the Yang-Mills-Higgs equations, on the other hand, there is a gauge invariance and the unknowns are solutions to the equations, not independent coefficients. Inverse problems for the Einstein equations [13, 18, 25] share these two features.

In fact, the inverse problems for the Yang-Mills-Higgs and Einstein equations can be seen to be closer to unique continuation than coefficient determination problems. However, they cannot be solved using classical unique continuation results [11], since these are known to fail in geometric settings lacking pseudoconvexity [1]. Unique continuation from $\mathbb{U}$ to $\mathbb{D}$ is an example of such a setting, see Figure 1. The unique continuation results not requiring pseudoconvexity, [22] being a prime example, impose analyticity conditions, and thus are also unsuitable for our purposes.

Finally, let us mention that the inverse problem associated to the linearized version of the Yang-Mills-Higgs system is open. In fact, time-dependent, matrix-valued first and zeroth order coefficients in linear vector-valued wave equations have not been recovered even in the Minkowski geometry; only the time-independent, symmetric case has been solved [15]. Finally, we mention that the analogous problem for linear elliptic equations is open (see [2, 3] for the closest positive results), but for the linear dynamical Schrödinger equation a solution is given in [23].

1.5. Structure of the paper.

- Section 2 discusses connection wave operators and the broken non-abelian light ray transform of a connection for an arbitrary representation $\rho$. Corollary 1 shows that if $\rho_*$ is faithful, then one can recover the connection up to gauge from the broken non-abelian light ray transform. We finish the section with a discussion of the parallel transport that arises for pairs $(A, \Phi)$ when considering the subprincipal symbol of the linearized Yang–Mills–Higgs equations.
• Section 3 considers the Yang–Mills–Higgs equations with sources. We use the temporal gauge and the relative Lorenz gauge to formulate a suitable source-to-solution map.

• Section 4 computes the equations for the triple cross-derivative when three sources are introduced. The focus here is on the leading interaction terms. In this section we also set up the technical aspects of the sources being used.

• Section 5 explains how to recover the broken non-abelian light transform of the connection in the adjoint representation.

• Section 6 contains the key microlocal calculation that allows for the recovery of the broken light ray transform of $A$ in the representation $\rho$ and a weighted integral transform of $\Phi$ whose weight is determined by $A$. The proof of Theorem 1 is completed here.

2. LIGHT RAY TRANSFORMS AND WAVE OPERATORS

2.1. The parallel transport. Given a connection $A \in \Omega^1(M, g)$, we can introduce the parallel transport $U^A_\gamma$ on the principal bundle $M \times G$ along a curve $\gamma : [0, T] \to M$. Namely, $U^A_\gamma = u(T)$ is given by the solution to the following ODE

$$\dot{u} + A_\gamma(\dot{\gamma}) u = 0$$

$$u(0) = \text{Id}.$$ 

Here $A$ is viewed as a covector, $\dot{\gamma}(t)$ is deemed as a vector, and $A_\gamma(\dot{\gamma})$ denotes the pairing $\langle A, \dot{\gamma}(t) \rangle$. Moreover, given a vector space $V$ (real or complex) and a linear representation $\rho : G \to \text{GL}(V)$, we obtain a parallel transport acting on $V$ by setting $P_{A,\rho}^\gamma v = \rho(U^A_\gamma)v$. Alternatively, one may define the parallel transport $P_{A,\rho}^\gamma$ directly through the parallel transport equation

$$\dot{v} + \rho_*(A_\gamma(\dot{\gamma}))v = 0$$

$$v(0) = w.$$ 

Since $G$ is a matrix Lie group, we have $G \subset \text{GL}(n, \mathbb{C})$ for some $n$; in this case if $\rho = \text{inc}$ is just the inclusion, then $P_{A,\text{inc}}^\gamma v = U^A_\gamma v$ for all $v \in \mathbb{C}^n$.

Recall that the adjoint representation is defined by

$$\text{Ad} : G \to \text{Aut}(g), \quad h \mapsto \text{Ad}_h,$$

with $\text{Ad}_h w = hwh^{-1}$ for $w \in g$. It follows in this case that $V = g$ and

$$P_{A,\text{Ad}}^\gamma w = \text{Ad}_{U^A_\gamma} w = U^A_\gamma w(U^A_\gamma)^{-1}$$ for $w \in g$. 

Equivalently, \( v(t) = U^A_{\gamma}(w(U^A_{\gamma})^{-1} \) solves the following ODE,

\[
\dot{v} + [A_{\gamma}(\dot{\gamma}), v] = 0
\]

\( \quad v(0) = w. \)

For any two points \( x, y \in \mathbb{D} \subset M \), there is a unique geodesic \( \gamma \) from \( x \) to \( y \). Since the parallel transport \( P^{A,\rho}_{\gamma} \) is independent of the choice of parametrization of \( \gamma \), we can define the parallel transport from \( x \) to \( y \) by

\[
P^{A,\rho}_{y \leftarrow x} = P^{A,\rho}_{\gamma}.
\]

### 2.2. The connection wave operator.

For a fixed connection \( A \), the second equation (3) in the Yang–Mills–Higgs system is a nonlinear hyperbolic equation for \( \Phi \). Its linear part is given by the connection wave operator \( \Box_{A,\rho} = d^* A d A \). It turns out that the first equation (2) has a very similar structure, in a suitable gauge, but to keep the notation simple, we will focus on equations of the form

\[
\Box_{A,\rho} \Phi = 0
\]

for a moment.

Connection wave operators fit into the framework of differential operators of real principal type, and the corresponding fundamental solutions are given by Fourier integral operators. There holds, modulo zeroth order terms,

\[
\Box_{A,\rho} \Phi = -\partial^\alpha \partial_\alpha \Phi - 2 \rho^*(A_\alpha) \partial^\alpha \Phi,
\]

see e.g. [4, Section 2.1]. Here the indices are raised and lowered with respect to the Minkowski metric. Thus the principal and subprincipal symbols of \( \Box_{A,\rho} \) are

\[
\sigma[\Box_{A,\rho}](x, \xi) = \xi^\alpha \xi_\alpha, \quad \sigma_{\text{sub}}[\Box_{A,\rho}](x, \xi) = 2^{-1} \xi^\alpha \rho^*(A_\alpha).
\]

As the principal symbol does not depend on \( A \) or \( \rho \) we write simply \( \sigma[\Box_{A,\rho}] = \sigma[\Box] \).

It is classical, see [6], that if a conormal distribution \( \Upsilon \) solves (11) then its principal symbol \( \sigma[\Upsilon] \) satisfies a transport equation associated to \( \sigma[\Box] \) and \( \sigma_{\text{sub}}[\Box_{A,\rho}] \). This transport equation can be reduced to the parallel transport equation (9), see e.g. [4, Section 2.6]. If \( K \subset M \) is the submanifold on which \( \Upsilon \) is singular, then \( K \) is of codimension one and the conormal bundle \( N^*K \) is contained in the characteristic variety

\[
\{(x, \xi) \in T^*M : \sigma[\Box](x, \xi) = 0 \}.
\]

We may trivialize the half density bundle over \( N^*K \) by choosing a strictly positive half density \( \omega \), and it is convenient to choose \( \omega \) so that it is positively homogeneous of degree 1/2. Let \( \gamma(t) = t \xi + x \) be a lightlike line such that the segment from \( \gamma(0) = x \)
to $\gamma(s) = y$ is contained in $K$ for some $s \in \mathbb{R}$. We recall that $\gamma$ being lightlike means that $\xi^\alpha \xi_\alpha = 0$. Let us consider the rescaled principal symbol of $\Upsilon$ along $\gamma$,

$$e^{\varrho(t)} \left( \omega^{-1} \sigma[\Upsilon] \right) (\gamma(t), \dot{\gamma}_\alpha(t) dx^\alpha),$$

where

$$\varrho(t) = \int_0^t \left( \omega^{-1} \mathcal{L}_{H_{s[\square]}} \right) (\gamma(r), \dot{\gamma}_\alpha(r) dx^\alpha) \, dr.$$  

Here $\mathcal{L}_{H_{s[\square]}}$ is the Lie derivative with respect to the Hamilton vector field $H_{s[\square]} = 2\xi^\alpha \partial_\alpha$ associated to the principal symbol $\sigma[\square]$, acting on half densities. Now we can express the evolution of (13) as follows

$$e^{\varrho(s)}(\omega^{-1} \sigma[\Upsilon])(y, \xi) = P^{A, \rho}_{z \leftarrow y \leftarrow x}(\omega^{-1} \sigma[\Upsilon])(x, \xi),$$

where $y = \gamma(s)$.

2.3. The broken light ray transform. As was seen in [4, 5], the multiple linearization scheme leads to parallel transport along two lightlike geodesic segments. This type of parallel transport over broken geodesics is termed broken light ray transform. To formalize this notion, we introduce

$$\mathcal{L} = \{(x, y) \in \mathbb{D}^2 : \text{there is a lightlike line joining } x \text{ and } y\},$$

$$(x, y, z) \in \mathcal{S}^+(\mathcal{U}) = \{(x, y, z) \in \mathbb{D}^3 : (x, y), (y, z) \in \mathcal{L}, x < y < z, x, z \in \mathcal{U}, y \notin \mathcal{U}\},$$

where $x < y$ means that there is a future pointing causal curve from $x$ to $y$. (For $(x, y) \in \mathcal{L}$, we have $x < y$ if and only if the time coordinate of $y - x$ is strictly positive.) Let $A \in \Omega^1(\mathcal{D}, \mathfrak{g})$ and $\rho : G \to \text{GL}(\mathcal{V})$ a linear representation. The broken light ray transform $S_{z \leftarrow y \leftarrow x}^{A, \rho}$ with respect to $(A, \rho)$ over the broken future pointing geodesic via $(x, y, z) \in \mathcal{S}^+(\mathcal{U})$ is defined as the parallel transport travelling from $x$ through $y$ to $z$, that is

$$S_{z \leftarrow y \leftarrow x}^{A, \rho} := P_{z \leftarrow y \leftarrow x}^{A, \rho}.$$

Theorem 2. If

$$S_{z \leftarrow y \leftarrow x}^{A, \rho} = S_{z \leftarrow y \leftarrow x}^{B, \rho}$$

for all $(x, y, z) \in \mathcal{S}^+(\mathcal{U})$, then there exists a smooth $U : \mathbb{D} \to \rho(G)$ such that $U|_{\partial \mathbb{D}} = \text{Id}$ and $\rho_\ast(B) = U^{-1} dU + U^{-1} \rho_\ast(A) U$.

Proof. We have previously inverted the transform $S_{z \leftarrow y \leftarrow x}^{A, \text{inc}}$ in the case of $G = U(n)$, see [4, Theorem 5], where a slightly different choice of $\mathcal{U}$ and $\mathbb{D}$ is used. However, the proof works for any matrix Lie group or any $\rho(G) \subset \text{GL}(\mathcal{V})$, and also for the present choice of $\mathcal{U}$ and $\mathbb{D}$. Moreover, the gauge $u$ defined in [4, Lemma 3] is smooth up to $\partial \mathbb{D}$ whenever the two connections $A$ and $B$ are smooth up to $\partial \mathbb{D}$.  \[\square\]
Since we are interested in the full recovery of the connection, we now give a simple condition on $\rho$ that allows for this recovery:

**Corollary 1.** Suppose $\rho_*$ is faithful, i.e. $\text{Ker} \rho_* = \{0\}$. If
\[
S_{x \mapsto y \mapsto z}^{A, \rho} = S_{x \mapsto y \mapsto z}^{B, \rho}
\]
for all $(x, y, z) \in S^+(U)$, then there exists a smooth $U : \mathbb{D} \to G$ such that $U|_{\mathbb{I}_3} = \text{Id}$ and $B = U^{-1}dU + U^{-1}A U$.

**Proof.** If $\rho_*$ is faithful, the map $\rho : G \to \rho(G)$ is a covering of Lie groups ($\rho_*$ becomes an isomorphism from $g$ to the Lie algebra of $\rho(G)$). Since $\mathbb{D}$ is simply connected there is a unique smooth lift of $U : \mathbb{D} \to \rho(G)$ to a map $\tilde{U} : \mathbb{D} \to G$ such that $\tilde{U}|_{\mathbb{I}_3} = \text{Id}$. Now it is easy to check that $U$ satisfies $\rho_*(B) = U^{-1}dU + U^{-1}\rho_*(A)U$ iff $\tilde{U}$ satisfies $B = \tilde{U}^{-1}d\tilde{U} + \tilde{U}^{-1}A \tilde{U}$. Indeed, if we let $\omega$ and $\tilde{\omega}$ be the (left) Maurer–Cartan 1-form of $\rho(G)$ and $G$ respectively, then the gauge equivalences may be expressed as
\[
\rho_*(B) = \rho_*^* \omega + \text{Ad}_{U^{-1}}(\rho_*(A))
\]
and
\[
B = \tilde{\rho}^* \tilde{\omega} + \text{Ad}_{\tilde{U}^{-1}}(\tilde{A}).
\]
Using that $\rho^* \omega = \rho_*(\tilde{\omega})$, $\rho \circ \tilde{U} = U$, $\rho_* \circ \text{Ad}_{U^{-1}} = \text{Ad}_{U^{-1}} \circ \rho_*$ (cf. [10, Proposition 2.1.46]) and that $\rho_*$ is an isomorphism between the Lie algebra of $G$ and that of $\rho(G)$, the equivalence between the two gauge equivalences follows.

**Remark 5.** One consequence of the argument presented above is that the data set $D_{(A, \Phi)}$ does not really depend on the group $G$ as long as it has Lie algebra $g$.

### 2.4. The parallel transport coupled with Higgs fields.

Let us now consider the system (7)–(8) for $(V, \Psi)$ and write
\[
W = V - A, \quad \Upsilon = \Psi - \Phi,
\]
where $(A, \Phi)$ is assumed to solve the corresponding homogeneous system (2)–(3). It turns out that $(W, \Upsilon)$ solves then a system with the linear part given by
\[
P \begin{pmatrix} W \\ \Upsilon \end{pmatrix} = \begin{pmatrix} \Box_{A, \text{Ad} W + \mathbb{J}_\rho(d\Upsilon, \Phi)} \\ \Box_{A, \rho} \Upsilon \end{pmatrix},
\]
whenever $W$ satisfies the relative gauge condition $D^*_A W = 0$. This is discussed in detail in Section 3.3 below. Here we will study the linear operator $P$.

The operator $P$ has the principal and subprincipal symbols given by (cf. (12)),
\[
\sigma[P](x, \xi) = \xi^\alpha \xi_\alpha, \quad \sigma_{\text{sub}}[P](x, \xi) \begin{pmatrix} w \\ v \end{pmatrix} = i^{-1} \begin{pmatrix} 2[\xi^\alpha A_\alpha, w_\beta]dx^\beta - \xi_\beta \mathbb{J}_\rho(v, \Phi)dx^\beta \\ 2\rho_*(A_\alpha)\xi^\alpha v \end{pmatrix},
\]
and the associated parallel transport equation along a lightlike line $\gamma$ reads

$$w_\beta + [A_\gamma(\dot{\gamma}), w_\beta] - \frac{1}{2} \dot{\gamma}_\beta(t) \mathbb{J}_\rho(v, \Phi(\gamma(t))) = 0,$$

(18)

$$\dot{v} + \rho_*(A_\gamma(\dot{\gamma}))v = 0,$$

(19)

for $\beta = 0, 1, 2, 3$. If $\gamma : [0, T] \to M$, then $w_\beta : [0, T] \to \mathfrak{g}$ for all $\beta$ and $v : [0, T] \to \mathcal{W}$. The solutions $(w_\beta(t), v(t))$ to (18)–(19) are uniquely determined by fixing initial conditions $(w_\beta^0, v^0)$. The second equation is decoupled and its fundamental solution is the parallel transport $P_\gamma^A \rho = \rho(U_A^A)$. Indeed we have $v(t) = P_\gamma^A \rho v^0$. By Duhamel’s principle, the solution $w_\beta(t)$ to (18) with initial conditions $(w_\beta^0, v^0)$ is given by

$$w_\beta(t) = P_\gamma^A \rho(t) w_\beta^0 + \frac{1}{2} P_\gamma^A \rho(t) \int_0^t (P_\gamma^A \rho(s))^{-1} \dot{\gamma}_\beta(s) \mathbb{J}_\rho(v(s), \Phi(\gamma(s))) ds.$$

(20)

Since $P_\gamma^A \rho = Ad_{U_A}$, we employ the following equivariance property of the coupling product $\mathbb{J}_\rho$ to simplify this formula.

**Lemma 1.** For all $g \in G$ and $v, w \in \mathcal{W}$

$$Ad_g(\mathbb{J}_\rho(v, w)) = \mathbb{J}_\rho(\rho(g)v, \rho(g)w).$$

**Proof.** For any $X \in \mathfrak{g}$ we have, using invariance of the inner products,

$$(Ad_g(\mathbb{J}_\rho(v, w)), X)_{Ad} = (\mathbb{J}_\rho(v, w), Ad_{g^{-1}}X)_{Ad} = \Re(v, \rho_*(Ad_{g^{-1}}(X))w)_{\mathcal{W}}$$

$$= \Re(v, Ad_{\rho(g^{-1})}(\rho_*(X))w)_{\mathcal{W}} = \Re(v, \rho(g^{-1})\rho_*(X)\rho(g)w)_{\mathcal{W}}$$

$$= \Re(\rho(g)v, v_*(X)\rho(g)w)_{\mathcal{W}} = (\mathbb{J}_\rho(\rho(g)v, \rho(g)w), X)_{Ad},$$

as desired (in the third equality, we used [10, Proposition 2.1.46]).

It follows that (20) is reduced to

$$w_\beta(t) = P_\gamma^A \rho(t) w_\beta^0 + \frac{1}{2} P_\gamma^A \rho(t) \int_0^t \dot{\gamma}_\beta(s) \mathbb{J}_\rho(v^0, \rho(U_A^A)_{\gamma(s)}^{-1}\Phi(\gamma(s))) ds.$$

(21)

If $x = \gamma(0)$ and $y = \gamma(T)$ we define the following linear transformation

$$P_{y \leftarrow x}^{A, \Phi, \rho}(w_\beta^0, v^0) := (w_\beta(T), v(T)).$$

One can check that this map is independent of the parametrization chosen for $\gamma$ thanks to the presence of the term $\dot{\gamma}_\beta$ in (21). We note that $P_{y \leftarrow x}^{A, \Phi, \rho}$ depends on $\beta$ even though we do not indicate this explicitly in order to simplify the notation.

Using (21), we may represent $P_{y \leftarrow x}^{A, \Phi, \rho}$ from $x = \gamma(t_1)$ to $y = \gamma(t_2)$ in terms of an upper triangular block matrix,

$$P_{y \leftarrow x}^{A, \Phi, \rho} = \begin{pmatrix} P_{y \leftarrow x}^{A, \rho} & (P_{y \leftarrow x}^{A, \Phi, \rho})_{12} \\ 0 & P_{y \leftarrow x}^{A, \rho} \end{pmatrix},$$

where $P_{y \leftarrow x}^{A, \rho}$ is a lower triangular matrix.
where the \((1, 2)\)-entry of \(P_{y \leftarrow x}^{A, \Phi, \rho}\) operates as
\[
\left( P_{y \leftarrow x}^{A, \Phi, \rho} \right)_{12} : W \rightarrow \mathfrak{g}
\]
\[
\left( P_{y \leftarrow x}^{A, \Phi, \rho} \right)_{12}(v) = \frac{1}{2} P_{x}^{A, \text{Ad}} \int_{t_1}^{t_2} \gamma_\beta(s) \mathbb{J}_{\rho}(v, \rho(U_{\gamma}(s))^{-1} \Phi(\gamma(s))) \, ds.
\]

**Remark 6.** For each \(\beta\) fixed, it is possible to interpret the linear transformation \(P_{y \leftarrow x}^{A, \Phi, \rho}\) as the parallel transport of a suitable connection constructed from \(A\) and \(\Phi\). Indeed consider the \(\text{End}(\mathfrak{g} \oplus W)\)-valued connection \(A\) given by
\[
A_x(u)(X, v) := \left[ A_x(u), X \right] - \frac{1}{2} u_\beta \mathbb{J}_\rho(v, \Phi(x)), \rho_*(A_x(u))v \right) \in \mathfrak{g} \oplus W,
\]
where \(u \in T_xM\) and \((X, v) \in \mathfrak{g} \oplus W\). It is a simple exercise to check that \(P_{y \leftarrow x}^{A, \Phi, \rho} = P_{x}^{A, \text{Ad}}\). This implies in particular that \(P_{y \leftarrow x}^{A, \Phi, \rho}\) is independent of the parametrization of \(\gamma\) as mentioned above.

Suppose now that \(P(W, \Upsilon) = 0\) and that \((W, \Upsilon)\) is a conormal distribution associated to a submanifold \(K\). Let \(\gamma(t) = t\xi + x\) be a lightlike line such that the segment from \(\gamma(0) = x\) to \(\gamma(s) = y\) is contained in \(K\) for some \(s \in \mathbb{R}\). Then the principal symbol of \((W, \Upsilon)\) evolves along \(\gamma\) analogously to (15), as recorded in the following proposition. The proposition tells also that the evolution preserves homogeneity.

**Proposition 1.** If the principal symbol \(\sigma[(W, \Upsilon)]\) is positively homogeneous of degree \(q + 1/2\) at \((x, \xi)\) as a half density, that is,
\[
\sigma[(W, \Upsilon)](x, \lambda \xi) = \lambda^q \sigma[(W, \Upsilon)](x, \xi) \quad \text{for any } \lambda > 0,
\]
then we have
\[
e^{\rho(s)}(\omega^{-1} \sigma[(W, \Upsilon)])(y, \lambda \xi) = \lambda^q P_{y \leftarrow x}^{A, \Phi, \rho}((\omega^{-1} \sigma[(W, \Upsilon)])(x, \xi)), \quad \text{for any } \lambda > 0.
\]

**Proof.** It follows from [6] that the principal symbol \(a = \sigma[(W, \Upsilon)]\) satisfies the transport equation
\[
\mathcal{L}_{H_\alpha} a + \nu \sigma_{\text{sub}}[P]a = 0,
\]
see also [20, Proposition 5.4] and [4, Theorem 3] for formulations that are close to the present case. We write
\[
\Gamma : [0, s] \rightarrow N^*K, \quad \Gamma(t) = (\gamma(t), \dot{\gamma}_\alpha(t) dx^\alpha),
\]
and \((w, v) = e^{\rho(s)} \circ \Gamma\), where \(\varrho\) is as in (14). Then the argument in [4, Section 2.6] gives
\[
e^{\rho(s)} \mathcal{L}_{H_\alpha} a \circ \Gamma = 2 \partial_t \left( \begin{array}{c} w \\ v \end{array} \right).
\]
Moreover, 

$$\int_{a \circ \Gamma} e^{\omega^{-1} \sigma_{\text{sub}}[P]} A^\omega \circ \Gamma = \left( \frac{2[\gamma^\alpha A_\alpha, w_\beta] dx^\beta - \gamma_\beta \rho_\rho(v, \Phi) dx^\beta}{2 \rho_\rho(A_\alpha) \gamma^\alpha v} \right),$$

and we see that \((w, v)\) satisfies the transport equation (18)–(19). This shows the claim in the case that \(\lambda = 1\).

Let us consider arbitrary \(\lambda > 0\), and set \(\gamma_\lambda(t) = t \lambda \xi + x\). Then \(\gamma_\lambda(0) = x\) and \(\gamma_\lambda(s/\lambda) = y\). We showed as a part of [4, Proposition 1] that \(\varrho_\lambda\) is independent of the parametrization of \(\gamma_\lambda\) in the sense that if \(\varrho_\lambda\) is defined by (14), with \(\gamma\) replaced by \(\gamma_\lambda\), then \(\varrho_\lambda(s/\lambda) = \varrho(s)\). Applying the above argument to \(\gamma_\lambda\) gives

$$e^{\varrho(s)} (\omega^{-1} \sigma[(W, \Upsilon)])(y, \lambda \xi) = P^A_{\varphi, \rho}(\omega^{-1} \sigma[(W, \Upsilon)])(x, \lambda \xi)).$$

Here we used the fact that \(P^A_{\varphi, \rho}\) is independent of the parametrization of \(\gamma\). The claim follows from the assumed homogeneity of \(\sigma[(W, \Upsilon)]\), together with the homogeneity of \(\omega\) and linearity of \(P^A_{\varphi, \rho}\).

\[\square\]

3. The perturbed Yang–Mills–Higgs system

Suppose \((A, \Phi)\) is a background Yang–Mills–Higgs field on the fibre bundles \(\text{Ad}\) and \(E\) over \(M\) for a given \(\rho\). We want to reconstruct \((A, \Phi)\) in the diamond \(D\) by doing active local measurements in \(\mathcal{U}\). That is, we add sources \((J, F)\) with \(J \in \Omega^1(M, \mathfrak{g})\) and \(F \in C^\infty(M, \mathcal{W})\), both supported in \(\mathcal{U}\), in the right-hand side of (2)–(3). Then the Yang–Mills–Higgs field \((A, \Phi)\) will be perturbed by a quantity \((W, \Upsilon)\) and the perturbed field \((V, \Psi)\), with \(V = A + W\) and \(\Psi = \Phi + \Upsilon\), solves the system

\[(24) \quad D^*_V F_V + J_\rho(d_V \Psi, \Psi) = J;\]
\[(25) \quad d_V^* d_V \Psi + \Upsilon'(|\Psi|^2) \Psi = F.\]

The active local measurements \(D_{A, \Phi}\) of the background Yang–Mills–Higgs field can be reduced to the source-to-solution map of the perturbed Yang–Mills–Higgs system (24)–(25), which we shall define in this section.

### 3.1. Compatibility condition

The sources \((J, F)\) in (24)–(25) cannot be arbitrarily chosen but must satisfy an additional compatibility condition.

**Lemma 2.** Suppose \((V, \Psi)\) and \((J, F)\) solve (24)–(25). Then the sources \((J, F)\) satisfy the compatibility condition

\[(26) \quad D^*_V J = J_\rho(F, \Psi).\]

**Proof.** For a pair \((V, \Psi) \in \Omega^1(M, \mathfrak{g}) \times C^\infty(M, \mathcal{W})\), the Yang–Mills–Higgs Lagrangian density \(\mathcal{L}_{\text{YMH}}(V, \Psi)\), defined as in (1), is gauge invariant, i.e.

$$\mathcal{L}_{\text{YMH}}(V \cdot U, \rho(U^{-1}) \Psi) = \mathcal{L}_{\text{YMH}}(V, \Psi).$$
We take a family of gauges
\[
\{ \mathbf{U}_s \in C^\infty(M, G) : \mathbf{U}_0 = \text{Id}, \partial_s \mathbf{U}_s|_{s=0} = \dot{\mathbf{U}} \in C^\infty_0(M, \mathfrak{g}), \ s \in \mathbb{R} \}.
\]
It follows from the precise form of gauge transforms (5) that
\[
\partial_s (V \cdot \mathbf{U}_s)|_{s=0} = d\dot{\mathbf{U}} + [V, \dot{\mathbf{U}}] = D_V \dot{\mathbf{U}}
\]
\[
\partial_s (\rho(\mathbf{U}_s^{-1}))|_{s=0} = -\rho_s(\dot{\mathbf{U}})\Psi.
\]
The gauge invariance of \(L_{\text{YMH}}(V, \Psi)\) implies that
\[
\partial_s L_{\text{YMH}}(V \cdot \mathbf{U}_s, \rho(\mathbf{U}_s^{-1})) = 0,
\]
which, in terms of covariant derivatives, takes the form
\[
(D^*_V F_V + \mathbb{J}_\rho(d_V \Psi), D_V \dot{\mathbf{U}})_{L^2,\text{Ad}} + \Re(\mathbb{J}_\rho d_V \psi + V(\|\Psi\|^2) \Psi, -\rho_s(\dot{\mathbf{U}}) \Psi)_{L^2,\mathcal{E}} = 0.
\]
If \((V, \Psi)\) solve (24)–(25), we have
\[
(D^*_V J, \dot{\mathbf{U}})_{L^2,\text{Ad}} - (\mathbb{J}_\rho(\mathcal{F}, \Psi), \dot{\mathbf{U}})_{L^2,\text{Ad}} = 0,
\]
which is equivalent to (26).
\[
\square
\]
3.2. **Temporal gauge.** In this section we write \((x^0, x^1, x^2, x^3) = (t, x) \in \mathbb{R}^{1+3}\) for the Cartesian coordinates. A connection \(A \in \Omega^1(M; \mathfrak{g})\) is said to be in the **temporal gauge** if \(A_0 = 0\) where \(A = A_0 dx^\alpha\).

For a connection \(V \in \Omega^1(\mathcal{D}; \mathfrak{g})\) we define a connection \(\mathcal{F}(V)\) in the temporal gauge by
\[
\mathcal{F}(V) = V \cdot \mathbf{U}, \quad \text{where} \quad \begin{cases} 
\partial_t \mathbf{U} = -V_0 \mathbf{U}, \\
\mathbf{U}|_{t=\psi(x)} = \text{Id}, 
\end{cases}
\]
and \(\psi(x) = |x| - 1\). Observe that \(\{(t, x) \in \mathcal{D} : t = \psi(x)\} = \partial^- \mathcal{D}\) and \(\mathbf{U} \in G^0(\mathcal{D}, p)\).

Occasionally we write also for \((V, \Psi) \in C^\infty(\mathcal{D}; T^*\mathbb{D} \otimes \mathfrak{g} \oplus \mathcal{W})\)
\[
\mathcal{F}(V, \Psi) = (V, \Psi) \cdot \mathbf{U},
\]
where \(\mathbf{U}\) is as above.

**Proposition 2.** Let \((V^{(j)}, \Psi^{(j)}) \in C^3(\mathcal{D}; T^*\mathbb{D} \otimes \mathfrak{g} \oplus \mathcal{W}), j = 1, 2,\) satisfy (24)–(25) in \(\mathcal{D}\) with the same right-hand side \((J, \mathcal{F})\), and suppose that there is \(\mathbf{U} \in G^0(\mathcal{D}, p)\) such that
\[
(V^{(1)}, \Psi^{(1)}) = (V^{(2)}, \Psi^{(2)}) \cdot \mathbf{U}
\]

near \(\partial^- \mathcal{D}\). Then we have the following uniqueness results:

(i) **If** \((J, \mathcal{F}) = 0\) **in** \(\mathcal{D}\) **then** \((V^{(1)}, \Psi^{(1)}) \sim (V^{(2)}, \Psi^{(2)})\) **in** \(\mathcal{D}\).

(ii) **If** \((J, \mathcal{F}) = 0\) **in** \(\mathcal{D}\) \(\setminus \mathcal{U}\), \(\mathbf{U} = \text{Id}\) **in** \(\mathcal{U}\) **near** \(\partial^- \mathcal{D}\), and if both \(V^{(j)}, j = 1, 2,\) are **in** the **temporal gauge**, **then** \(\mathbf{U}\) **does** **not** **depend** **on** \(t,\) **and** (28) **holds** **in** \(\mathcal{D}\).
The proof of Proposition 2 is very similar to that of [5, Proposition 2]. However, for the convenience of the reader, we outline it. Let 
\[(A, \Phi) \in C^3(\mathbb{D}; T^*\mathbb{D} \otimes g \oplus \mathcal{W})\]
and suppose that \(A\) is in the temporal gauge. Write \(D_A^* F_A + \mathbb{J}_\rho(d_A \Phi, \Phi) = J\). Then
\[
D_A^* F_A = (\partial_\beta(\partial^\alpha A_\alpha) - \partial^\alpha \partial_\alpha A_\beta - [\partial^\alpha A_\alpha, A_\beta] \\
-2[A^\alpha, \partial_\alpha A_\beta] + [A^\alpha, \partial_\beta A_\alpha] - [A^\alpha, [A_\alpha, A_\beta]]) \, dx^\beta,
\]
see e.g. [5, Lemma 12]. Taking \(\beta = 0\) we get the constraint equation
\[
\partial_0(\partial^\alpha A_\alpha) + \tilde{N}_0 = J_0, \tag{29}
\]
with \(a = 1, 2, 3\), and taking \(\beta = j = 1, 2, 3\) we get
\[
\partial_j(\partial^\alpha A_\alpha) - \partial^\alpha \partial_\alpha A_j + \tilde{N}_j = J_j. \tag{30}
\]
Here \(\tilde{N}_\alpha, \alpha = 0, 1, 2, 3\), contain the terms that are of order one and zero,
\[
\tilde{N}_0 = [A^a, \partial_0 A_a] + \mathbb{J}_\rho(\partial_0 \Phi, \Phi), \\
\tilde{N}_j = -[\partial^\alpha A_a, A_j] - 2[A^a, \partial_\alpha A_j] + [A^\alpha, \partial_j A_a] - [A^\alpha, [A_a, A_j]] \\
+ \mathbb{J}_\rho(\partial_j \Phi + \rho_\gamma(A_j) \wedge \Phi, \Phi).
\]
In the remainder of this section, we will use systematically Greek letters for indices over 0, 1, 2, 3 and Latin letters for 1, 2, 3.

We differentiate (29) using \(\partial_j\) and (30) using \(\partial_0\), and eliminate the common term \(\partial_j \partial_0(\partial^\alpha A_\alpha)\). This gives
\[
\Box \partial_j A_j + N_j = \partial_t J_j - \partial_j J_0, \tag{31}
\]
where \(N_j = -\partial_j \tilde{N}_0 + \partial_0 \tilde{N}_j\). We write \(d_A^* d_A \Phi + \mathcal{V}'(|\Phi|^2) \Phi = \mathcal{F}\) and differentiate in time to obtain
\[
\Box \partial_t \Phi + N = \partial_t \mathcal{F} \tag{32}
\]
where
\[
N = -\partial_t(2\rho_\gamma(A_a)\partial^\alpha \Phi - \partial^\alpha \rho_\gamma(A_a) \Phi - \rho_\gamma(A_a)\rho_\gamma(A^a) \Phi) + \partial_t(\mathcal{V}'(|\Phi|^2) \Phi).
\]
We call (31)–(32) the reduced Yang–Mills–Higgs equations.

Recall that \(\mathcal{V}'\) is affine. Thus \(N_j\) and \(N\) are third order polynomials in \((A, \Phi)\).

Suppose now that \((\tilde{A}, \tilde{\Phi})\) also satisfies (31)–(32), and write
\[
u = (A - \tilde{A}, \Phi - \tilde{\Phi}), \quad v = \partial_t u.
\]
By inspecting \(N_j\) and \(N\), we see that
\[
\Box v + X_1 v + X_2 u = 0
\]
where \( X_j, j = 1, 2 \), are first order differential operators in the \( x^1, x^2 \) and \( x^3 \) variables, with coefficients that depend on \((A, \Phi)\) and \((\tilde{A}, \tilde{\Phi})\), and whence also on the \( x^0 \) variable. The above equation together with \( \partial_t u - v = 0 \) gives a system of the form studied in [5, Section B.1, Appendix B]. In particular, if \((A, \Phi)\) and \((\tilde{A}, \tilde{\Phi})\) coincide near \( \partial^{-}\mathbb{D} \) then they coincide in the whole \( \mathbb{D} \) by [5, Lemma 14].

Proof of Proposition 2. We begin with claim (i). We define

\[
(\tilde{V}^{(j)}, \tilde{\Psi}^{(j)}) = \mathcal{T}(V^{(j)}, \Psi^{(j)}).
\]

As \((V^{(1)}, \Psi^{(1)}) \sim (V^{(2)}, \Psi^{(2)})\) near \( \partial^{-}\mathbb{D} \) also \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) \sim (\tilde{V}^{(2)}, \tilde{\Psi}^{(2)})\) there. That is, there is \( \tilde{U} \in G^0(\mathbb{D}, p) \) such that

\[
(\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) = (\tilde{V}^{(2)}, \tilde{\Psi}^{(2)}) \cdot \tilde{U}, \quad \text{near } \partial^{-}\mathbb{D}.
\]

As both \( \tilde{V}^{(1)} \) and \( \tilde{V}^{(2)} \) are in the temporal gauge, \( \tilde{U} \) does not depend on time and we may define \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) = (V^{(2)}, \Psi^{(2)}) \cdot \tilde{U}\) in the whole \( \mathbb{D} \). Now both \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\) and \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\) satisfy the Yang–Mills–Higgs equations in \( \mathbb{D} \). They are also both in the temporal gauge and coincide near \( \partial^{-}\mathbb{D} \). Passing to the reduced equations \((31)-(32)\) and using [5, Lemma 14], we see that they coincide in \( \mathbb{D} \). Therefore \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) \sim (\tilde{V}^{(2)}, \tilde{\Psi}^{(2)})\) in \( \mathbb{D} \) and hence also \((V^{(1)}, \Psi^{(1)}) \sim (V^{(2)}, \Psi^{(2)})\) there.

Let us now turn to claim (ii). As \( V^{(1)} \) and \( V^{(2)} \) are in the temporal gauge, \( \tilde{U} \) does not depend on time and is well-defined and in all \( \mathbb{D} \). Moreover, \( \tilde{U} = \text{Id} \) in \( \mathcal{U} \). We define \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) = (V^{(2)}, \Psi^{(2)}) \cdot \tilde{U}\). Then \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) = (V^{(1)}, \Psi^{(1)})\) near \( \partial^{-}\mathbb{D} \), and we proceed to show that the same holds in the whole of \( \mathbb{D} \).

As \((V^{(2)}, \Psi^{(2)})\) satisfies the Yang–Mills–Higgs equations with vanishing right-hand side in \( \mathbb{D} \setminus \mathcal{U} \), the same holds for \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\), due to the gauge equivalence. As \( \tilde{U} = \text{Id} \) in \( \mathcal{U} \), we see that \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\) satisfies the same right-hand side in \( \mathcal{U} \) as \((V^{(j)}, \Psi^{(j)}), \ j = 1, 2\). Moreover, \( \tilde{V}^{(1)} \) is in the temporal gauge since \( \tilde{U} \) does not depend on \( t \). Hence \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\) and \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)})\) are two solutions to the reduced Yang–Mills–Higgs equations \((31)-(32)\), with the same right-hand side. It follows again from [5, Lemma 14] that \((\tilde{V}^{(1)}, \tilde{\Psi}^{(1)}) = (V^{(1)}, \Psi^{(1)})\) in \( \mathbb{D} \). □

3.3. Relative Lorenz gauge. We begin by writing \((24)-(25)\) in terms of the perturbation fields

\[
W = V - A, \quad \Upsilon = \Psi - \Phi.
\]
Lemma 3. Suppose that $(A, \Phi)$ satisfies (2)–(3). Then $(V, \Psi)$ satisfies (24)–(25) if and only if the perturbation field $(W, \Upsilon)$ satisfies

\begin{equation}
D_A^*D_A W + *[W, *F_A] + N_A(W) + \sum_{i=1}^3 \mathcal{M}^i_{A,\Phi}(W, \Upsilon) = J,
\end{equation}

\begin{equation}
\Box_{A,\rho} \Upsilon + \sum_{i=1}^3 \mathcal{N}^i_{A,\Phi}(W, \Upsilon) = \mathcal{F},
\end{equation}

where

\begin{align*}
N_A(W) &= \frac{1}{2} D_A^*[W, W] + *[W, *D_A W] + \frac{1}{2} *[W, *[W, W]], \\
\mathcal{M}^1_{A,\Phi}(W, \Upsilon) &= J_A(d_A \Upsilon, \Phi) + \mathbb{J}_\rho(d_A \Phi, \Phi), \\
\mathcal{M}^2_{A,\Phi}(W, \Upsilon) &= J_A(d_A \Phi, \Phi) + \mathbb{J}_\rho(\rho_*(W) \Phi, \Phi), \\
\mathcal{M}^3_{A,\Phi}(W, \Upsilon) &= J_A(\rho_*(W) \Phi, \Phi), \\
\mathcal{N}^1_{A,\Phi}(W, \Upsilon) &= d_A^*(\rho_*(W) \Phi) + *(\rho_*(W) \wedge *d_A \Phi) + 2\Re \langle \Phi, \Upsilon \rangle W \Phi + V'(|\Phi|^2) \Upsilon, \\
\mathcal{N}^2_{A,\Phi}(W, \Upsilon) &= *(\rho_*(W) \wedge *\rho_*(W) \Phi) + d_A^*(\rho_*(W) \Upsilon) + *(\rho_*(W) \wedge *d_A \Upsilon) \\
&\quad + 2\Re \langle \Phi, \Upsilon \rangle W \Upsilon + |\Upsilon|^2 \Phi, \\
\mathcal{N}^3_{A,\Phi}(W, \Upsilon) &= *(\rho_*(W) \wedge *\rho_*(W) \Upsilon) + |\Upsilon|^2 \Phi.
\end{align*}

Proof. Let us first consider the Yang–Mills channel (24). On the one hand, we know, see [5, (20)–(21)], that

\begin{equation*}
D_V^*F_V = D_A^*F_A + D_A^*D_A W + *[W, *F_A] + N_A(W).
\end{equation*}

On the other hand, it follows from the bilinearity of $\mathbb{J}_\rho$ that

\begin{equation*}
\mathbb{J}_\rho(d_V \Psi, \Psi) = J_A(d_A \Phi, \Phi) + \mathcal{M}^1_{A,\Phi}(W, \Upsilon) + \mathcal{M}^2_{A,\Phi}(W, \Upsilon) + \mathcal{M}^3_{A,\Phi}(W, \Upsilon),
\end{equation*}

Combining these calculations allows us to transform (24) to (33).

Next we turn to the Higgs channel (25). We recall that

\begin{equation*}
d_V \Psi = d_A \Psi + \rho_*(W) \wedge \Psi,
\end{equation*}

\begin{equation*}
d_V^* (\cdot) = d_A^* (\cdot) + *(\rho_*(W) \wedge * (\cdot)).
\end{equation*}

Hence

\begin{equation*}
d_V^* d_V \Psi = d_A^* d_A \Psi + d_A^*(\rho_*(W) \Psi) + *(\rho_*(W) \wedge *d_A \Psi) + *(\rho_*(W) \wedge *\rho_*(W) \Psi).
\end{equation*}

Substitution $\Psi = \Upsilon + \Phi$ gives the terms containing $W$ in $\mathcal{N}^i_{A,\Phi}$, $i = 1, 2, 3$. To finish the proof, we recall that $\mathcal{V}(s) = s^2/2 - s$. Thus

\begin{equation*}
\mathcal{V}'(|\Psi|^2) \Psi - \mathcal{V}'(|\Phi|^2) \Phi = -\Upsilon + |\Psi|^2 \Psi - |\Phi|^2 \Phi.
\end{equation*}
Plugging in $\Psi = \Upsilon + \Phi$ and expanding this cubic polynomial gives the rest of the terms in $N_{A,\Phi}^i$, $i = 1, 2, 3$. \hfill \Box

Recall that the relative Lorenz gauge condition reads $D_A^* W = 0$. In the relative Lorenz gauge $D_A^* D_A W = \Box_{A,Ad} W$, and (33)–(34) is a system of semilinear wave equations. Together with suitable initial conditions, it has a unique solution when the source $(J, F)$ is small and smooth enough. However, if $(W, \Upsilon)$ is its solution then $(V, \Psi) = (W, \Upsilon) + (A, \Phi)$ solves the perturbed Yang–Mills–Higgs equations (24)–(25) if and only if $D_A D_A^* W = 0$. This again follows from the compatibility condition in Lemma 2.

**Lemma 4.** Suppose that $(A, \Phi)$ satisfies (2)–(3) and that $(W, \Upsilon)$ satisfies

\begin{equation}
\Box_{A,Ad} W + \star [W, \star F_A] + N_A(W) + \sum_{i=1}^3 \mathcal{M}_{A,\Phi}^i(W, \Upsilon) = J, \tag{35}
\end{equation}

\begin{equation}
\Box_{A,\rho} \Upsilon + \sum_{i=1}^3 N_{A,\Phi}^i(W, \Upsilon) = F, \tag{36}
\end{equation}

together with vanishing initial conditions. Suppose, furthermore, that

\begin{equation}
D_A^* J + \star [W, \star J] = \mathbb{J}_\rho(F, \Upsilon) + \mathbb{J}_\rho(F, \Phi). \tag{37}
\end{equation}

Then $W$ satisfies the relative Lorenz gauge condition $D_A^* W = 0$, and $V = A + W$ and $\Psi = \Phi + \Upsilon$ satisfy (24)–(25).

**Proof.** Let $Q \in C_0^\infty(M, g)$. The definitions of $D_V^*$ and $\mathbb{J}_\rho$ yield that

\begin{align*}
(D_V^* \mathbb{J}_\rho(d_V \Psi, \Psi), Q)_{L^2,Ad} &= (\mathbb{J}_\rho(d_V \Psi, \Psi), D_V Q)_{L^2,Ad} = \mathbb{R}(d_V \Psi, \rho^*(D_V Q)\Psi)_{L^2,E} \\
&= \mathbb{R}(d_V \Psi, d_V(\rho^*(Q)\Psi))_{L^2,E} - \mathbb{R}(d_V \Psi, \rho^*(d_V(\Psi))_{L^2,E} \\
&= \mathbb{R}(d_V^* d_V \Psi, \rho^*(Q)\Psi)_{L^2,E} - \mathbb{R}(d_V \Psi, \rho^*(Q)(d_V \Psi))_{L^2,E}.
\end{align*}

By Lemma 3, equations (36) and (25) are equivalent. Invoking (25) and the $G$-invariance of the metric on $W$, cf. Remark 1, in turn leads to

\begin{align*}
(D_V^* \mathbb{J}_\rho(d_V \Psi, \Psi), Q)_{L^2,Ad} &= \mathbb{R}(F - V(|\Psi|^2)\Psi, \rho^*(Q)\Psi)_{L^2,E} - \mathbb{R}(d_V \Psi, \rho^*(Q)(d_V \Psi))_{L^2,E} \\
&= \mathbb{R}(F, \rho^*(Q)\Psi)_{L^2,E} = (\mathbb{J}_\rho(F, \Psi), Q)_{L^2,Ad}.
\end{align*}

Observe that (37) is equivalent with (26). Hence

\begin{equation}
D_V^* \mathbb{J}_\rho(d_V \Psi, \Psi) = \mathbb{J}_\rho(F, \Psi) = D_V^* J. \tag{38}
\end{equation}

By Lemma 3, equations (33) and (24) are equivalent. On the other hand, the left-hand side of (33) and the left-hand side of (35) differ by $D_A D_A^* W$. Therefore,

\begin{equation}
D_A D_A^* W + D_V^* F_V + \mathbb{J}_\rho(d_V \Psi, \Psi) = J.
\end{equation}
Using (38) and $D^*_V D^*_V F_V = 0$, see e.g. [5, Lemma 2] for the latter fact, we see that

$$D^*_V D_A D^*_A W = 0.$$ 

But this can be viewed as a wave equation for $D^*_A W$. As $W$ vanishes initially, it follows that $D^*_A W$ vanishes identically. Thus (35) reduces to (33), and $(V, \Psi)$ satisfies (24)–(25) by Lemma 3.

□

Remark 7. If $D^*_A W = 0$ then the expressions $\mathcal{N}^j_{A, \Phi}$, $j = 1, 2$, simplify as follows

$$\mathcal{N}^1_{A, \Phi}(W, \Upsilon) = 2 * (\rho_*(W) \wedge \star d_A \Phi) + 2 \Re \langle \Phi, \Upsilon \rangle W \Phi + (|\Phi|^2 - 1) \Upsilon,$$

$$\mathcal{N}^2_{A, \Phi}(W, \Upsilon) = \star (\rho_*(W) \wedge \star \rho_*(W) \Phi) + 2 * (\rho_*(W) \wedge \star d_A \Upsilon) + 2 \Re \langle \Phi, \Upsilon \rangle W \Upsilon + |\Upsilon|^2 \Phi.$$ 

Likewise $\mathcal{N}_A$ simplifies slightly, cf. (29) in [5]. Lemma 4 holds if $\mathcal{N}^j_{A, \Phi}$, $j = 1, 2$, and $\mathcal{N}_A$ are replaced by the simplifications.

We view (37) as an equation for $J_0$, and consider only the spatial part

$$(39) \quad J - J_0 dx^0$$

of $J$ as a source in (35). Now we are ready to prove that the perturbed Yang–Mills–Higgs system in the relative Lorenz gauge (35)–(36), coupled with the compatibility condition (37) and vanishing initial conditions, has a unique solution for a small source.

**Proposition 3.** Write $M_1 = (-1, 1) \times \mathbb{R}^3$ and let $k \geq 4$. Suppose the Yang–Mills–Higgs field $(A, \Phi) \in \Omega^1(M_1, g) \times C^\infty(M_1, \mathcal{W})$ is bounded and has bounded derivatives. Then there is a neighbourhood $\mathcal{H}$ of the zero function in

$$H^{k+2}(M_1, g \oplus g \oplus g \oplus \mathcal{W})$$

such that for all $(J_1, J_2, J_3, \mathcal{F}) \in \mathcal{H}$ the system (35)–(37) has a unique solution

$$(W, \Upsilon, J_0) \in H^{k+1}(M_1, T^*M_1 \otimes g \oplus \mathcal{W} \oplus g)$$

vanishing for $t < -1$, and the map from $(J_1, J_2, J_3, \mathcal{F})$ to $(W, \Upsilon, J_0)$ is smooth.

Furthermore, the solutions have the following finite speed of propagation property. For $x_0 \in M$ and $\epsilon > 0$, define

$$\mathbb{D}_{(x_0, \epsilon)} = \{ \epsilon y + x_0 : y \in \mathbb{D} \}, \quad \partial^- \mathbb{D}_{(x_0, \epsilon)} = \{ \epsilon y + x_0 : y \in \partial^- \mathbb{D} \}.$$ 

If $(W, \Upsilon, J_0)$ solves (35)–(37) with $(J_1, J_2, J_3, \mathcal{F}) = 0$ and if it vanishes near $\partial^- \mathbb{D}_{(x_0, \epsilon)}$ then it vanishes on the whole of $\mathbb{D}_{(x_0, \epsilon)}$. 
Proof. This is proved in the same spirit as [5, Proposition 3]. We sketch the major steps. Note that (37) can be viewed as the following ordinary differential equation for $J_0$,

$$\partial_t J_0 + [A_0, J_0] + [W_0, J_0] = \partial^j J_j + [A^j, J_j] + [W^j, J_j] - \mathcal{J}_\rho(\mathcal{F}, \mathcal{Y}) - \mathcal{J}_\rho(\mathcal{F}, \Phi),$$

where $j = 1, 2, 3$. Similarly to Proposition 2, we can show that the system (35)–(37) has at most one solution. Suppose that both $(W^{(j)}, \mathcal{Y}^{(j)}, J_0^{(j)})$, $j = 1, 2$, solve the system with the same source $(J_1, J_2, J_3, \mathcal{F})$. An inspection of the lower order terms shows that $(v, u)$, with

$$v = (W^{(1)} - W^{(2)}, \mathcal{Y}^{(1)} - \mathcal{Y}^{(2)}), \quad u = J_0^{(1)} - J_0^{(2)},$$

satisfies a system of the form

$$\Box v + X_1 v + X_2 u = 0,$$
$$\partial_t u + Y_1 v + Y_2 u = 0,$$

where $X_j$ and $Y_j$ are differential operators of order one and zero, respectively. The coefficients of $X_j$ and $Y_j$ depend on $(W^{(j)}, \mathcal{Y}^{(j)}, J_0^{(j)})$, $j = 1, 2$, and also on the source $(J_1, J_2, J_3, \mathcal{F})$. It is also important for us that $X_2 = -1$ is of zeroth order with respect to the time variable. [5, Lemma 14] implies now that if $(W^{(j)}, \mathcal{Y}^{(j)}, J_0^{(j)})$, $j = 1, 2$, vanish initially then they coincide everywhere. In fact, [5, Lemma 14] gives right away also the stronger finite speed of propagation result concerning $\mathcal{D}_{(x_0,\epsilon)}$.

Let us now turn to existence of a solution. We define two operators $\mathcal{P}$ and $\mathcal{K}$ to separate the linear terms from the nonlinear terms and source terms in (35)–(36),

$$\mathcal{P}(W, \mathcal{Y}, J_0) = \left( \begin{array}{c} \Box_A A d W + \mathcal{X}[W, \mathcal{X} F_A] + \mathcal{M}_{A,\Phi}^1(W, \mathcal{Y}) - J_0 dx^0 \\ \Box_A \mathcal{Y} + \mathcal{N}_{A,\Phi}^1(W, \mathcal{Y}) \\ \partial_0 J_0 + [A_0, J_0] \end{array} \right),$$

$$\mathcal{K}(W, \mathcal{Y}, J, \mathcal{F}) = \left( \begin{array}{c} J_j dx^j - N_{A,\Phi}^1(W) - \sum_{i=2}^3 \mathcal{M}_{A,\Phi}^i(W, \mathcal{Y}) \\ \mathcal{F} - \sum_{i=2}^3 \mathcal{N}_{A,\Phi}^i(W, \mathcal{Y}) \\ \partial^j J_j + [A^j, J_j] + [W^j, J_j] - \mathcal{J}_\rho(\mathcal{F}, \mathcal{Y} + \Phi) - [W_0, J_0] \end{array} \right).$$

Writing $u = (W, \mathcal{Y}, J_0)$, we consider the linear system $\mathcal{P} u = f$ with vanishing initial conditions at $t = -1$. As the equation for $J_0$ is decoupled from the rest of the system, it is easy to solve. The system induces a continuous map $S f = u$,

$$\mathcal{S} : H^k(M_1; T^* M_1 \otimes \mathfrak{g}) \times H^k(M_1; W) \times H^{k+1}(M_1; \mathfrak{g}) \rightarrow H^{k+1}(M_1; T^* M \otimes \mathfrak{g} \oplus W \oplus \mathfrak{g}).$$

Now one can argue that the map

$$\mathcal{T}(W, \mathcal{Y}, J, \mathcal{F}) = (W, \mathcal{Y}, J_0) - S \mathcal{K}(W, \mathcal{Y}, J, \mathcal{F})$$
has the partial derivative in \((W, \Upsilon, J_0)\) at 0 equal to \(\text{Id}\). Then the claim follows from the implicit function theorem. \(\square\)

3.4. The source-to-solution map. In this section we show how Remark 3 can be made precise.

**Lemma 5.** Let \((A, \Phi)\) be a Yang–Mills–Higgs field in \(\mathbb{D}\). Then there is \((\tilde{A}', \tilde{\Phi}')\) in \(\mathcal{D}_{(A, \Phi)}\) such that \(\tilde{A}'\) is in the temporal gauge in \(\tilde{U}\) and that (2)–(3) hold in \(\tilde{U}\). Moreover, for any such \((\tilde{A}', \tilde{\Phi}')\) there is \((\tilde{A}, \tilde{\Phi})\), a Yang–Mills–Higgs field in the temporal gauge in \(\mathbb{D}\), satisfying \((\tilde{A}, \tilde{\Phi}) \sim (A, \Phi)\) and \((\tilde{A}, \tilde{\Phi})|_{\tilde{U}} = (\tilde{A}', \tilde{\Phi}')\).

Before giving the short proof, let us explain how the lemma is used. As \(\mathcal{D}_{(A, \Phi)}\) can determine \((A, \Phi)\) only up to a gauge and as \(\mathcal{D}_{(A, \Phi)} = \mathcal{D}_{(\tilde{A}, \tilde{\Phi})}\), by replacing \((A, \Phi)\) with \((\tilde{A}, \tilde{\Phi})\), we may assume without loss of generality that \(A\) is in the temporal gauge and that \((A, \Phi)|_{\tilde{U}}\) is “known” in the sense that we have fixed a gauge equivalent copy of \((A, \Phi)\) in \(\tilde{U}\).

This replacement should not cause confusion, however, some care is needed when interpreting the results below. We will show that \(\mathcal{D}_{(A, \Phi)}\) determines the broken light ray transform \(S^{A, \text{Ad} \oplus \rho}_{z \leftarrow \tilde{z}, t \leftarrow \tilde{t}}\) and apply Corollary 1 to show that \((A, \Phi)\) is then determined up to the action of a gauge transformation \(U\). Although this gauge transformation satisfies \(U = \text{Id}\) in \(\tilde{U}\), it does not follow that the gauge invariance is eliminated in \(\tilde{U}\). Rather, in \(\tilde{U}\), the construction simply yields the gauge equivalent copy of \((A, \Phi)\) that we happened to fix.

**Proof.** To show the existence of \((\tilde{A}', \tilde{\Phi}')\), we simply let \((\tilde{A}', \tilde{\Phi}') = \mathcal{T}(A, \Phi)|_{\tilde{U}}\). Suppose now that \((\tilde{A}', \tilde{\Phi}') \in \mathcal{D}_{(A, \Phi)}, \tilde{A}'\) is in the temporal gauge in \(\tilde{U}\) and that (2)–(3) hold in \(\tilde{U}\). Now the definition of \(\mathcal{D}_{(A, \Phi)}\) implies that there is such a Yang–Mills–Higgs field \((B, \Xi)\) in \(\mathbb{D}\) that \((\tilde{A}', \tilde{\Phi}') = (B, \Xi)|_{\tilde{U}}\) and that \((A, \Phi) \sim (B, \Xi)\) near \(\partial^- \mathbb{D}\). Let \((\tilde{A}, \tilde{\Phi}) = \mathcal{T}(B, \Xi)\). It follows from \(\tilde{A}'\) being in the temporal gauge and \(\tilde{A}' = B|_{\tilde{U}}\) that \((\tilde{A}', \tilde{\Phi}') = (A, \Phi)|_{\tilde{U}}\). Moreover, \((\tilde{A}, \tilde{\Phi}) \sim (A, \Phi)\) near \(\partial^- \mathbb{D}\). Finally, Proposition 2 implies that \((\tilde{A}, \tilde{\Phi}) \sim (A, \Phi)\) in the whole of \(\mathbb{D}\). \(\square\)

**Proposition 4.** For any point \(x_0 \in \tilde{U}\) there exist a neighbourhood \(\tilde{U}_0 \subset \tilde{U}\) of \(x_0\) and a neighbourhood \(\mathcal{H}_0\) of the zero function in \(H^2_0(\tilde{U}_0; \mathfrak{g} \oplus \mathfrak{g} \oplus \mathfrak{g} \oplus \mathcal{W})\) such that the data set \(\mathcal{D}_{(A, \Phi)}\) determines the following source-to-solution map \(L\) on \(\mathcal{H}_0\),

\[
\text{L}(J_1, J_2, J_3, \mathcal{F}) = \mathcal{T}(V, \Psi)|_{\tilde{U}},
\]

where \(V = W \oplus \upsilon\), \(\Psi = \Upsilon + \Phi\) and \((W, \Upsilon, J_0)\) solves the system (35)–(37) for given \((J_1, J_2, J_3, \mathcal{F}) \in \mathcal{H}_0\).

**Proof.** We fix a point \(x_0 = (t_0, x_0^1, x_0^2, x_0^3) \in \tilde{U}\) and then choose \(\epsilon > 0\) small enough so that the diamond-like neighbourhood \(\mathbb{D}(x_0, \epsilon)\) of \(x_0\) satisfies \(\mathbb{D}(x_0, \epsilon) \subset \tilde{U}\). We denote
by $\mathcal{U}_0$ the interior of
\[
\{(t, x^1, x^2, x^3) \in \mathcal{D}(x_0, \epsilon) : t < t_0\}.
\]

Let $\mathcal{H}$ be the neighbourhood of the zero function for $k = 5$ in Proposition 3 and let
\[
(41) \quad (J_1, J_2, J_3, \mathcal{F}) \in H_0^7(\mathcal{U}_0; \mathfrak{g} \oplus \mathfrak{g} \oplus \mathfrak{g} \oplus \mathcal{W}) \cap \mathcal{H}.
\]
Write $(W, \Upsilon, J_0)$ for the solution of (35)–(37) in $M_1$. (Due to the finite speed of propagation property in Proposition 3, the fact that $(A, \Phi)$ is defined only on $\mathbb{D}$ is inconsequential.) It follows from the finite speed of propagation that $(W, \Upsilon, J_0)$ vanishes near $\partial^{-}\mathbb{D}(x_0, \epsilon)$ and in
\[
\{(t, x^1, x^2, x^3) \in \mathbb{D} \setminus \mathcal{U}_0 : t < t_0\}.
\]
By Lemma 5 we may assume that $(A, \Phi)$ is known in $\mathcal{U}$, and the finite speed of propagation implies then that $(W, \Upsilon, J_0)$ can be computed in $\mathcal{U}_0$.

Writing
\[
\mathcal{U}_- = \{(t, x^1, x^2, x^3) \in \mathcal{U} : t < t_0\}, \quad \mathcal{U}_+ = \{(t, x^1, x^2, x^3) \in \mathcal{U} : t > t_0\},
\]
we will show that the source-to-solution map satisfies
\[
(42) \quad L(J_1, J_2, J_3, \mathcal{F}) = \mathcal{F}(V', \Psi'),
\]
where $(V', \Psi') \in \mathcal{D}(A, \Phi)$ is such that

\begin{enumerate}
\setcounter{enumi}{0}
\item[(L1)] $(V', \Psi')$ coincides with $(V, \Psi)$ in $\mathcal{U}_-$,
\item[(L2)] the spatial component of $D^r V, F_{V'} + J_\rho (d_{V'} \Phi', \Psi')$ vanishes in $\mathcal{U}_+$,
\item[(L3)] $d_t V, d_{V'} \Psi' + V' |\Psi'|^2 \Phi'$ vanishes in $\mathcal{U}_+$.
\end{enumerate}

Observe that $(V, \Psi)|_{\mathcal{U}}$ satisfies (L1)–(L3). The smoothness assumption (41) together with Proposition 3 and the Sobolev embedding $H^6(M_1) \subset C^3(M_1)$ guarantee that $(V, \Psi) \in \mathcal{D}(A, \Phi)$. Observe, furthermore, that (L2) and (L3) can be verified given any $(V', \Psi') \in \mathcal{D}(A, \Phi)$. The argument above shows that $(V, \Psi)$ can be determined in $\mathcal{U}_-$, and so (L1) can also be verified by using the data. Thus it remains to show (42).

Let $(V', \Psi') \in \mathcal{D}(A, \Phi)$ satisfy (L1)–(L3). The definition of $\mathcal{D}(A, \Phi)$ implies that there are $(\tilde{V}, \tilde{\Psi})$ and $\mathbf{u}$ such that $(\tilde{V}, \tilde{\Psi}) = (A, \Phi) \cdot \mathbf{u}$ near $\partial^{-}\mathbb{D}$. In $\mathcal{U}_-$ near $\partial^{-}\mathbb{D}$
\[
(A, \Phi) \cdot \mathbf{u} = (\tilde{V}, \tilde{\Psi}) = (V', \Psi') = (V, \Psi) = (A, \Phi),
\]
and it follows that $\mathbf{u} = \text{Id}$ there. This is a consequence of the use of the pointed gauge group $G^0(\mathbb{D}, p)$, instead of the full gauge group $C^\infty(\mathbb{D}; G)$, for gauge equivalence. Indeed, due to $\mathbf{u} \in G^0(\mathbb{D}, p)$, there holds $\mathbf{u}(p) = \text{Id}$, and $A \cdot \mathbf{u} = A$ is equivalent with the differential equation $d\mathbf{u} = [\mathbf{u}, A]$. Integrating this equation along a curve starting from $p$ gives $\mathbf{u} = \text{Id}$ in $\mathcal{U}$ near $\partial^{-}\mathbb{D}$. 
Let us now pass to the temporal gauge. Let \( V \) be as in (27) so that \( \mathcal{T}(V) = V \cdot U \), and define \( \tilde{U} \) analogously so that \( \mathcal{T}(\tilde{V}) = \tilde{V} \cdot \tilde{U} \). As \( A \) is in the temporal gauge and as \( \tilde{V} = V = A \) near \( \partial^{-D} \), there holds \( \tilde{U} = U = \text{Id} \) near \( \partial^{-D} \). In particular,

\[
\mathcal{T}(\tilde{V}, \tilde{\Psi}) = (\tilde{V}, \tilde{\Psi}) \cdot \tilde{U} = (A, \Phi) \cdot (u\tilde{U}) = (V, \Psi) = \mathcal{T}(V, \Psi) \cdot (U^{-1}u\tilde{U})
\]

and \( U^{-1}u\tilde{U} = \text{Id} \) in \( \mathcal{O} \) near \( \partial^{-D} \). We will apply Proposition 2 to \( \mathcal{T}(\tilde{V}, \tilde{\Psi}) \) and \( \mathcal{T}(V, \Psi) \). This shows that \( U^{-1}u\tilde{U} \) does not depend on time and hence \( U^{-1}u\tilde{U} = \text{Id} \) in \( \mathcal{O} \). Then (42) follows immediately, and it remains to show that the assumptions of Proposition 2 hold. That is, we still need to show that \( \mathcal{T}(V, \tilde{\Psi}) \) and \( \mathcal{T}(V, \Psi) \) satisfy (24)–(25) in \( D \) with the same right-hand side.

We write

\[
(V^{(1)}, \Psi^{(1)}) = \mathcal{T}(V, \Psi), \quad (V^{(2)}, \Psi^{(2)}) = \mathcal{T}(\tilde{V}, \tilde{\Psi}),
\]

and denote by

\[
J^{(j)} = D_{V^{(j)}}^*F_{V^{(j)}} + \mathbb{J}_\rho(d_{V^{(j)}}\Psi^{(j)}, \Psi^{(j)}),
\]

\[
\mathcal{F}^{(j)} = d_{V^{(j)}}^*d_{V^{(j)}}\Psi^{(j)} + \nabla'((\Psi^{(j)})^2)\Psi^{(j)},
\]

the right-hand side of (24)–(25). There holds \((J^{(j)}, \mathcal{F}^{(j)}) = 0, j = 1, 2, \) in \( D \setminus \mathcal{O} \), and \((J^{(1)}, \mathcal{F}^{(1)}) = (J^{(2)}, \mathcal{F}^{(2)}) \) in \( \mathcal{O}_- \) since \((V^{(1)}, \Psi^{(1)}) = (V^{(2)}, \Psi^{(2)}) \) there due to (L1). Let us now restrict our attention to \( \mathcal{O}_+ \). It follows from (L2) and (L3) that \( \mathcal{F}^{(j)} = 0 \) and \( J^{(j)} = J_0^{(j)}dx^0 \) for some \( J_0^{(j)} \). Lemma 2 implies then that \( D_{V^{(j)}}^*J^{(j)} = 0 \). This again is equivalent with

\[
\partial_t J_0^{(j)} + [V_0^{(j)}, J_0] = 0,
\]

cf. (40). But \( V^{(j)} \) is in the temporal gauge and thus \( \partial_t J_0^{(j)} = 0 \). Recalling that \( J_0^{(1)} = J_0^{(2)} \) in \( \mathcal{O}_- \), we see that \( J_0^{(1)} = J_0^{(2)} \) in \( \mathcal{O}_+ \) as well. \( \square \)

4. Linearization of the perturbed Yang–Mills–Higgs system

To recover the background Yang–Mills–Higgs field we will use a modification of the Kurylev–Lassas–Uhlmann multiple linearization scheme. In this section, we shall calculate the threefold linearization of the perturbed Yang–Mills–Higgs system (35)–(36) in the relative Lorenz gauge. To simplify notations, we shall omit the subscript \( \mathcal{W} \) of \( \langle \cdot, \cdot \rangle_{\mathcal{W}} \) hereafter.

4.1. Threefold linearization. Given a Yang–Mills–Higgs field \((A, \Phi)\), we consider (35)–(36) with \( J = \sum_{k=1}^3 \epsilon(k)J(k) \) and \( \mathcal{F} = \sum_{k=1}^3 \epsilon(k)\mathcal{F}(k) \) for small \( \epsilon(k) \in \mathbb{R} \) and sections \( J(k) \) and \( \mathcal{F}(k) \) of \( T^*M \otimes g \) and \( E \), respectively. For the threefold linearization, we
consider the following derivatives of the perturbation field \( (W, \Upsilon) \) in \( \epsilon = (\epsilon(1), \epsilon(2), \epsilon(3)) \) at \( \epsilon = 0 \),

\[
W_{(k)} = \left. \frac{\partial W}{\partial \epsilon_{(k)}} \right|_{\epsilon=0}, \quad W_{(kl)} = \left. \frac{\partial^2 W}{\partial \epsilon_{(k)} \partial \epsilon_{(l)}} \right|_{\epsilon=0}, \quad W_{(123)} = \left. \frac{\partial^3 W}{\partial \epsilon_{(1)} \partial \epsilon_{(2)} \partial \epsilon_{(3)}} \right|_{\epsilon=0};
\]

(44) \[
\Upsilon_{(k)} = \left. \frac{\partial \Upsilon}{\partial \epsilon_{(k)}} \right|_{\epsilon=0}, \quad \Upsilon_{(kl)} = \left. \frac{\partial^2 \Upsilon}{\partial \epsilon_{(k)} \partial \epsilon_{(l)}} \right|_{\epsilon=0}, \quad \Upsilon_{(123)} = \left. \frac{\partial^3 \Upsilon}{\partial \epsilon_{(1)} \partial \epsilon_{(2)} \partial \epsilon_{(3)}} \right|_{\epsilon=0}.
\]

Differentiating (35)–(36) results in the following system of linear wave equations for \( (W_{(k)}, \Upsilon_{(k)}) \)

(45) \[
\square_{A, \text{Ad}} W_{(k)} + \mathbb{J}_\rho(d_A \Upsilon_{(k)}, \Phi) + Z_{(k)} = J_{(k)},
\]

(46) \[
\square_{A, \rho} \Upsilon_{(k)} + Z_{(k)} = \mathcal{F}_{(k)},
\]

where the zeroth order terms take the form

\[
Z_{(k)} = *[W_{(k)}, *F_A] + \mathbb{J}_\rho(d_A \Phi, \Upsilon_{(k)}) + \mathbb{J}_\rho(\rho_* (W_{(k)}) \Phi, \Phi),
\]

\[
Z_{(k)} = 2 * (\rho_* (W_{(k)}) \wedge *d_A \Phi) + \mathcal{Y}(|\Phi|^2) \Upsilon_{(k)} + 2(\Phi, \Upsilon_{(k)}) \Phi.
\]

It turns out that zeroth order terms that are linear in the variables (43)–(44) play no role in our subsequent computations. For this reason, we will not give the explicit form of these terms in the computations below.

Differentiating (35)–(36) twice, we obtain a system of linear wave equations for \( (W_{(kl)}, \Upsilon_{(kl)}) \),

(47) \[
\square_{A, \text{Ad}} W_{(kl)} + \mathbb{J}_\rho(d_A \Upsilon_{(kl)}, \Phi) + Z_{(kl)} = N_{(kl)},
\]

(48) \[
\square_{A, \rho} \Upsilon_{(kl)} + Z_{(kl)} = \mathcal{N}_{(kl)},
\]

where \( Z_{(kl)} \) and \( Z_{(kl)} \) are linear and zeroth order in \( (W_{(kl)}, \Upsilon_{(kl)}) \), and \( N_{(kl)} \) and \( \mathcal{N}_{(kl)} \) contain the nonlinear terms. It turns out that the quadratic terms with no extra derivative play no role in the computations below. For this reason, we write

(49) \[
N_{(kl)} = \tilde{N}_{(kl)} + R_{(kl)}, \quad \mathcal{N}_{(kl)} = \tilde{\mathcal{N}}_{(kl)} + \mathcal{R}_{(kl)},
\]

where the leading terms are

\[
\tilde{N}_{(kl)} = -\frac{1}{2} d^* [W_{(k)}, W_{(l)}] - * [W_{(k)}, * dW_{(l)}] - \frac{1}{2} d^* [W_{(l)}, W_{(k)}] - * [W_{(l)}, * dW_{(k)}]
\]

\[
- \mathbb{J}_\rho (d \Upsilon_{(k)}, \Upsilon_{(l)}) - \mathbb{J}_\rho (d \Upsilon_{(l)}, \Upsilon_{(k)});
\]

\[
\tilde{\mathcal{N}}_{(kl)} = -2 * (\rho_* (W_{(k)} \wedge * d \Upsilon_{(l)}) - 2 * (\rho_* (W_{(l)} \wedge * d \Upsilon_{(k)});
\]
and the residual terms are
\[ R_{(kl)} = -J^\rho_\ast(\rho_\ast(W_{(k)})\mathcal{Y}_{(l)}), \Phi) - J^\rho_\ast(\rho_\ast(W_{(k)})\Phi, \mathcal{Y}_{(l)}) \]
\[ \quad - J^\rho_\ast(\rho_\ast(W_{(l)})\mathcal{Y}_{(k)}), \Phi) - J^\rho_\ast(\rho_\ast(W_{(l)})\Phi, \mathcal{Y}_{(k)}) \]
\[ \quad - 2\langle\Phi, \mathcal{Y}_{(l)}\mathcal{Y}_{(k)} - 2\langle\Phi, \mathcal{Y}_{(l)}\mathcal{Y}_{(l)} - 2\langle\mathcal{Y}_{(l)}, \mathcal{Y}_{(k)}\rangle, \Phi \rangle, \]
\[ R_{(kl)} = - \ast(\rho_\ast(W_{(k)}) \ast \rho_\ast(W_{(l)})\Phi) - \ast(\rho_\ast(W_{(l)}) \ast \rho_\ast(W_{(k)})\Phi). \]

The third derivatives of (35)–(36) address (50)
\[ \square_{A,\text{Ad}}W_{(123)} + J^\rho_\ast(d_\text{Ad}Y_{(123)}), \Phi) + Z_{(123)} = N_{(123)}, \]
\[ \square_{A,\rho}Y_{(123)} + Z_{(123)} = N_{(123)}, \]
where \( Z_{(123)} \) and \( Z_{(123)} \) are linear and zeroth order in \( (W_{(123)}, Y_{(123)}) \), and the nonlinear terms take the form
\[ N_{(123)} = \tilde{N}_{(123)} + R_{(123)}, \quad N_{(123)} = \tilde{N}_{(123)} + R_{(123)}, \]
where, denoting by \( S_3 \) the set of permutations on \( \{1, 2, 3\} \),
\[ \tilde{N}_{(123)} = -\frac{1}{2} \sum_{\pi \in S_3} \left( \frac{1}{2} d^\ast[W_{(\pi(1)\pi(2))}, W_{(\pi(3))}] + \frac{1}{2} d^\ast[W_{(\pi(1))}, W_{(\pi(2)\pi(3))}] \right) 
\[ + \ast [W_{(\pi(1)\pi(2))}, \ast dW_{(\pi(3))}] + \ast [W_{(\pi(1))}, \ast dW_{(\pi(2)\pi(3))}] \]
\[ + J^\rho_\ast(d\mathcal{Y}_{(\pi(1)\pi(2))}, \mathcal{Y}_{(\pi(3))}) + J^\rho_\ast(d\mathcal{Y}_{(\pi(1))}, \mathcal{Y}_{(\pi(2)\pi(3))}) \]
\[ + 2\ast [W_{(\pi(1))}, \ast [W_{(\pi(2))}, W_{(\pi(3))}] + 2J^\rho_\ast(\rho_\ast(W_{(\pi(1))})\mathcal{Y}_{(\pi(2))}, \mathcal{Y}_{(\pi(3))}) \bigg), \]
\[ \tilde{N}_{(123)} = -\sum_{\pi \in S_3} \left( \ast \left( \rho_\ast(W_{(\pi(1)\pi(2))}) \ast d\mathcal{Y}_{(\pi(3))} \right) \right) + \ast \left( \rho_\ast(W_{(\pi(1))}) \ast d\mathcal{Y}_{(\pi(2)\pi(3))} \right) \]
\[ + \ast \left( \rho_\ast(W_{(\pi(1))}) \ast \rho_\ast(W_{(\pi(2))})\mathcal{Y}_{(\pi(3))} \right) + \langle\mathcal{Y}_{(\pi(1))}, \mathcal{Y}_{(\pi(2))}\rangle \mathcal{Y}_{(\pi(3))} \bigg), \]
and
\[ R_{(123)} = -\frac{1}{2} \sum_{\pi \in S_3} \left( J_\rho (\rho_*(W_{(\pi(1)\pi(2))}) Y_{(\pi(3))}, \Phi) + J_\rho (\rho_*(W_{(\pi(1))}) Y_{(\pi(2)\pi(3))}, \Phi) \right) \]
\[ + J_\rho (\rho_*(W_{(\pi(1))})\Phi, Y_{(\pi(3))}) + J_\rho (\rho_*(W_{(\pi(1))})\Phi, Y_{(\pi(2)\pi(3))})) \), \]
\[ \mathcal{R}_{(123)} = -\frac{1}{2} \sum_{\pi \in S_3} \left( * \left( \rho_*(W_{(\pi(1))}) \wedge *\rho_*(W_{(\pi(3))}) \Phi \right) \right) \]
\[ + * \left( \rho_*(W_{(\pi(1))}) \wedge *\rho_*(W_{(\pi(2)\pi(3))}) \Phi \right) + 4 \langle Y_{(\pi(1)\pi(2))}, Y_{(\pi(3))} \rangle \Phi \]
\[ + 4 \langle \Phi, Y_{(\pi(1)\pi(2))} \rangle Y_{(\pi(3))} \right). \]

Here \( R_{(123)} \) and \( \mathcal{R}_{(123)} \) are quadratic in the variables (43)-(44) and contain no derivatives. The cubic terms, all of which are of zeroth order in the first place, will be important later and are thus included in \( \tilde{N}_{(123)} \) and \( \tilde{\mathcal{N}}_{(123)} \).

4.2. The threefold linearization and the source-to-solution map. We aim to recover the broken light ray transforms \( S_A, \text{Ad}_z y \leftarrow x \) and \( S_A, \rho z \leftarrow y \leftarrow x \) on \( S^+(\mathcal{U}) \), as defined in Section 2.3. Write
\[ \cdot^* : T_x M \to T_x^* M, \quad \cdot : T_x^* M \to T_x M \]
for the tangent-cotangent isomorphisms induced by the Minkowski metric. Let
\[ (x, y, z) \in S^+(\mathcal{U}). \]
After a rotation in the spatial coordinates, we may assume that \((x - y)^*\), the covector version of \( x - y \), is collinear with
\[ \xi_{(1)} = (1, 1, 0, 0) \]
and that \((y - z)^*\) is collinear with
\[ \eta = (1, -a(r), r, 0), \]
where \( a(r) = \sqrt{1 - r^2} \) for some \(-1 < r < 1\). Define for small \( s > 0 \)
\[ \xi_{(2)} = (1, a(s), s, 0) \]
\[ \xi_{(3)} = (1, a(s), -s, 0) \]
and choose \( x_{(k)}, k = 2, 3, \) so that \((x_{(k)} - y)^*\) is collinear with \( \xi_{(k)} \) and \( x_{(k)} \to x \) as \( s \to 0 \). Moreover, write \( x_{(1)} = x \).
For small $s > 0$ and $\epsilon = (\epsilon(1), \epsilon(2), \epsilon(3))$ near $0 \in \mathbb{R}^3$, we apply the source-to-solution map $L$ to the following sources

\begin{equation}
(J_1, J_2, J_3, F) = (J_1(\epsilon, s), J_2(\epsilon, s), J_3(\epsilon, s), F(\epsilon, s)),
\end{equation}

where

- $b_{(k),j} \in g$ and $v(\kappa) \in W$, for $k = 1, 2, 3$ and $j = 1, 2, 3$;
- $\delta_{x(k)}$ is the Dirac delta distribution at $x(k)$, $k = 1, 2, 3$;
- $\chi(1)$ is a microlocal cut-off near $(x(1), -\xi(1))$, whilst $\chi(k)$ is a microlocal cut-off near $(x(k), \xi(k))$, $k = 2, 3$;
- the principal symbol $\sigma[\chi(k)]$ is positively homogeneous of degree $q$ with $q \leq -9$;
- $\mathcal{U}(k) \cap \mathcal{J}^+(\mathcal{U}(l)) = \emptyset$ for all $k \neq l$, where $\mathcal{U}(k) \subset \mathcal{U}$ is a neighbourhood of $x(k)$ containing the supports of $J_{(k),j}$, $j = 1, 2, 3$, $F(k)$ and

\[ \mathcal{J}^+(\mathcal{U}(k)) = \{ y \in \mathbb{R}^{1+3} : x < y \text{ or } x = y \text{ for some } x \in \mathcal{U}(k) \}; \]

- $\tilde{\mathcal{U}}(k) \cap \Gamma(t) = \emptyset$ for all $k \neq l$, where

\[ \begin{aligned}
\tilde{\mathcal{U}}(k) &= \{(t, x') \in \mathbb{R}^{1+3} : (\tilde{t}, x') \in \mathcal{U}(k) \text{ for some } \tilde{t} \leq t \}, \\
\Gamma(k) &= \{x(k) - t\xi : t \geq 0, (x(k), \xi) \in \text{WF}(\chi(k))\}.
\end{aligned} \]

We shall draw an explicit link between the derivative

\[ \partial_{\epsilon(1)} \partial_{\epsilon(2)} \partial_{\epsilon(3)} L(J_1, J_2, J_3, F)_{|=0} \]

of the source-to-solution map $L$ and the threefold linearization (50)–(51), at the level of principal symbols at $(z, \eta)$. Recall that $L$ was obtained by solving the system (35)–(37) and then taking the restriction of the perturbed field

\begin{equation}
(V, \Psi) = (A + W, \Phi + \Upsilon)
\end{equation}

to $\mathcal{U}$ in the temporal gauge. On the other hand, the threefold linearization (50)–(51) was derived from (35)–(36) only, that is, the compatibility condition (37) was neglected in the derivation and $J_0$ was considered as a free variable. Despite the fact that (37) causes $J_0$ to depend on $\epsilon$ in a nonlinear way, we have

**Lemma 6.** Suppose that $(W, \Upsilon, J_0)$ solves the system (35)–(37) with the source

\[ (J_1, J_2, J_3, F) \]
as in (58), and denote the derivatives of \((W, \Upsilon)\) in \(\epsilon = (\epsilon(1), \epsilon(2), \epsilon(3))\) at \(\epsilon = 0\)
\[(W_{(k)}, \Upsilon_{(k)}, W_{(kl)}, \Upsilon_{(kl)}, W_{(123)}, \Upsilon_{(123)}),\]
as in (43)-(44). Then
- \((W_{(k)}, \Upsilon_{(k)})\) solves (45)-(46) with sources \((J_{(k)}, \mathcal{F}_{(k)})\) where
\[
J_{(k)} = \partial_{\epsilon(k)} J_0|_{\epsilon = 0} dx^0 + J_{(k),1} dx^1 + J_{(k),2} dx^2 + J_{(k),3} dx^3;
\]
- \((W_{(kl)}, \Upsilon_{(kl)}, W_{(123)}, \Upsilon_{(123)})\) solve (47)-(51) modulo smooth remainder terms.

**Proof.** The first claim follows simply by differentiating (35) with respect to \(\epsilon_{(k)}\). Write
\[
\partial_{(k)} = \frac{\partial J_0}{\partial \epsilon_{(k)}}|_{\epsilon = 0}, \quad \partial_{(kl)} = \frac{\partial^2 J_0}{\partial \epsilon_{(k)} \partial \epsilon_{(l)}}|_{\epsilon = 0}, \quad \partial_{(123)} = \frac{\partial^3 J_0}{\partial \epsilon_{(1)} \partial \epsilon_{(2)} \partial \epsilon_{(3)}}|_{\epsilon = 0}.
\]
The second claim follows by differentiating (35) once we have shown that \(\partial_{(kl)}\) and \(\partial_{(123)}\) are smooth.

Recall that (37) is equivalent with (40). Differentiating (40) gives
\[
\partial_t \partial_{(k)} + [A_0, \partial_{(k)}] = \partial^2 J_{(k),j} + [A^j, J_{(k),j}] - \mathbb{J}_\rho(\mathcal{F}_{(k)}, \Phi),
\]
(60)
\[
\partial_t \partial_{(kl)} + [A_0, \partial_{(kl)}] = -[W_{(k),0}, \partial_{(l)}] - [W_{(l),0}, \partial_{(k)}] + [W_{(k),j}^j, J_{(k),j}] + [W_{(k)}^j, J_{(l),j}]
\]
\[
- \mathbb{J}_\rho(\mathcal{F}_{(k)}, \Upsilon_{(l)}) - \mathbb{J}_\rho(\mathcal{F}_{(l)}, \Upsilon_{(k)}),
\]
and
\[
\partial_t \partial_{(123)} + [A_0, \partial_{(123)}]
\]
\[
= \frac{1}{2} \sum_{\pi \in S_3} \left( -[W_{(\pi(1)\pi(2)),0}, \partial_{(\pi(3))}] - [W_{(\pi(1)),0}, \partial_{(\pi(2)\pi(3))}]
\]
\[
+ [W_{(\pi(1)\pi(2))}, J_{(\pi(3),j)}] - \mathbb{J}_\rho(\mathcal{F}_{(\pi(1))}, \Upsilon_{(\pi(2)\pi(3))}) \right).
\]

Let us show that \(\partial_{(k)}\) is singular only at \(x_{(k)}\). If we use the notation
\[
x = (t', x') = (x^0, x^1, x^2, x^3) \in \mathbb{R}^{1+3}, \quad \xi = (\tau, \xi') = (\xi_0, \xi_1, \xi_2, \xi_3) \in T^*_x \mathbb{R}^{1+3},
\]
the differential operator \(\partial_t + [A_0, \cdot]\) has the characteristic variety \(\{\tau = 0\} \subset T^* \mathbb{R}^{1+3}\). The wavefront set of the right-hand side of (60) is contained in a small conical neighborhood of \((x_{(k)}, \pm \xi_{(k)})\) in \(T^*_x \mathbb{R}^{1+3}\), and hence it is disjoint from \(\{\tau = 0\}\). It follows from Hörmander’s propagation of singularities theorem [11, Th. 26.1.1] that \(\partial_{(k)}\) is singular only at \(x_{(k)}\).

The structure of \(\partial_{(k)}\) can be described even more precisely. The right-hand side of (60) is a conormal distribution associated to \(\{x_{(k)}\}\), with the wavefront set contained in
\[
WF(\chi_{(k)}) \cap T^*_x \mathbb{R}^{1+3}.
\]
As $\partial_t + [A_0, \cdot]$ is elliptic on $(63)$, $\vartheta(k)$ is also a conormal distribution associated to \{x(k)\} and $WF(\vartheta(k))$ is contained in $(63)$.

Recall that $(W(k), \Upsilon(k))$ satisfies the wave equation $(45)$–$(46)$ together with the vanishing initial conditions. The source in $(45)$–$(46)$ is a conormal distribution associated to \{x(k)\}, with the wavefront set contained in $(63)$. It follows that, away from \{x(k)\}, $(W(k), \Upsilon(k))$ is a conormal distribution associated to

$$K(k) = \{ x(k) - t\xi_* : t > 0, \xi \in C(k), \xi_\alpha\xi^\alpha = 0 \},$$

where $C(k) \subset T^*_x \mathbb{R}^{1+3}$ is any conical neighbourhood of the set $(63)$. Moreover, away from \{x(k)\}, $(W(k), \Upsilon(k))$ is singular only on $\Gamma(k)$. The structure of $(W(k), \Upsilon(k))$ is more complicated near $x(k)$ but its wavefront set is contained in the union of $\Gamma(k)$ and the set $(63)$. We refer to [4], see Theorem 3, together with Section 2.4 and Appendix B, for a detailed discussion.

Let us now consider $\vartheta(kl)$. As $\vartheta(k)$ satisfies $(60)$ together with the vanishing initial condition, there holds

$$\text{supp}(\vartheta(k)) \subset \tilde{\Omega}(k) \subset \mathcal{J}^+(\tilde{\Omega}(k)).$$

Hence $\tilde{\Omega}_k \cap \mathcal{J}^+(\tilde{\Omega}(l)) = \emptyset$ implies that the terms $[W^j_{(l)}, J_{(k), j}]$ and $\mathbb{J}_p(F_{(k)}, \Upsilon(l))$ on the right-hand side of $(61)$ vanish. The same holds for $[W^j_{(k)}, J_{(l), j}]$ and $\mathbb{J}_p(F_{(l)}, \Upsilon(k))$ by symmetry, and we have

$$\partial_t \vartheta(kl) + [A_0, \vartheta(kl)] = -[W(k), 0, \vartheta(l)] - [W(l), 0, \vartheta(k)].$$

As $W(l)$ is singular only on $\Gamma(l)$, $\tilde{\Omega}(k) \cap \Gamma(l) = \emptyset$, we deduce that $W(l), 0$ is smooth in the support of $\vartheta(kl)$. The opposite holds as well, that is, $\vartheta(kl)$ is smooth in the support of $W(l), 0$. This follows from $\vartheta(k)$ being singular only at $x(k)$ and $\tilde{\Omega}_k \cap \mathcal{J}^+(\tilde{\Omega}(l)) = \emptyset$. In particular, the term $[W(l), 0, \vartheta(k)]$ is smooth. The same holds for $[W,(k), 0, \vartheta(l)]$ by symmetry. We conclude that the right-hand side of $(65)$ is smooth, and so is then $\vartheta(kl)$.

We have shown that $\vartheta(kl)$ is smooth, and turn now to $\vartheta(123)$. As $\vartheta(kl)$ satisfies $(65)$ together with the vanishing initial condition, there holds

$$\text{supp}(\vartheta(kl)) \subset \tilde{\Omega}(k) \cup \tilde{\Omega}(l).$$

Now $\tilde{\Omega}_{(k)} \cap \Gamma(l) = \emptyset$, with $k = \pi(2), \pi(3)$ and $l = \pi(1)$, implies that the term $[W_{(\pi(1)), 0}, \vartheta_{(\pi(2)\pi(3))}]$ on the right-hand side of $(62)$ is smooth. Moreover, as both $N_{(kl)}$ and $N_{(kl)}$ are supported in $\mathcal{J}^+(\tilde{\Omega}(l)) \cap J^+(\tilde{\Omega}(l))$, it follows from $(47)$–$(48)$, with $\vartheta(kl)$ added on the right-hand side of $(47)$, and the vanishing initial conditions that $W_{(kl)}$ and $\Upsilon_{(kl)}$ are supported in $\mathcal{J}^+(\tilde{\Omega}(k)) \cup \mathcal{J}^+(\tilde{\Omega}(l))$. Using $\tilde{\Omega}_{(k)} \cap \mathcal{J}^+(\tilde{\Omega}(l)) = \emptyset$ with $k = \pi(3)$ and $l = \pi(1), \pi(2)$ we see that $[W_{(\pi(1)\pi(2))}, J_{(\pi(3))j}]$ vanishes. Similarly, we have that $\mathbb{J}_p(F_{(\pi(1))}, \Upsilon_{(\pi(2)\pi(3))}) = 0$. Recalling that $\vartheta_{(\pi(3))}$ is singular only at $x(3)$, we see,
furthermore, that it is smooth in the support of $W_{(\pi(1)\pi(2))}$. That $[W_{(\pi(1)\pi(2)),0},\vartheta_{(\pi(3))}]$ is smooth follows then from $\tilde{O}_{(k)} \cap \Gamma_{(l)} = \emptyset$, with $k = \pi(3)$ and $l = \pi(1), \pi(2)$, and the fact that $W_{(kl)}$ may be singular only on $\Gamma_{(k)} \cup \Gamma_{(l)}$. Before showing this fact, let us point out that, as all the terms on the right-hand side of (62) are smooth, so is $\vartheta_{(123)}$.

We finish the proof by showing that $W_{(kl)}$ may be singular only on $\Gamma_{(k)} \cup \Gamma_{(l)}$. Recall that $(W_{(k)}, \Upsilon_{(k)})$ is a conormal distribution associated to $K_{(k)}$ and singular only on $\Gamma_{(k)}$. It follows from [12, Th. 8.2.10] that

$$WF(N_{(kl)}) \subset N^*K_{(k)} \cup N^*K_{(l)} \cup N^*(K_{(k)} \cap K_{(l)})$$

away from $x_{(k)}$ and $x_{(l)}$. But all lightlike directions in $N^*(K_{(k)} \cap K_{(l)})$ are contained in $N^*K_{(k)} \cup N^*K_{(l)}$, and [11, Th. 26.1.1] implies that $W_{(kl)}$ can be singular only on $K_{(k)} \cup K_{(l)}$. As $C_{(k)}$ is an arbitrary conical neighbourhood of $WF(\chi_{(k)}) \cap T^*_x(k) \mathbb{R}^{1+3}$, we see that $W_{(kl)}$ can be singular only on $\Gamma_{(k)} \cup \Gamma_{(l)}$. \hfill $\square$

We showed in [4] that the future flowout of $H_{\sigma[\mathcal{C}]}$ from

$$(66) \quad N^*(K_{(1)} \cap K_{(2)} \cap K_{(3)}) \cap \{\sigma[\Box] = 0\}$$

is the conormal bundle of a smooth manifold away from $K_{(1)} \cap K_{(2)} \cap K_{(3)}$, and that $(z, \eta)$ belongs to this bundle. Here $K_{(k)}$ is as in (64), $z$ as in (53), and $\eta$ as in (55). Analogously to [4], it follows that $W_{(123)}$ and $\Upsilon_{(123)}$, as in Lemma 6, are conormal distributions associated to this manifold near the point $z$, and we may consider their principal symbols at $(z, \eta)$.

**Proposition 5.** Let $(J_1, J_2, J_3, \mathcal{F})$ be the source in (58) and let $W_{(123)}$ and $\Upsilon_{(123)}$ be as in Lemma 6. Then, writing

$$b_{(0)} = -\frac{\eta_3}{\eta_0} \sigma[W_{(123),0}](z, \eta) + \sigma[W_{(123),3}](z, \eta),$$

$$v_{(0)} = \sigma[\Psi_{(123)}](z, \eta),$$

there holds

$$\sigma[\partial_{(\epsilon_1)} \partial_{(\epsilon_2)} \partial_{(\epsilon_3)} L(J_1, J_2, J_3, \mathcal{F})]_{|\epsilon=0}(z, \eta) = (b_{(0)}, v_{(0)}).$$

**Proof.** Recall that $L(J_1, J_2, J_3, \mathcal{F}) = \mathcal{T}(V, \Psi)|_{\mathcal{F}}$, where $V$ and $\Psi$ are given by (59), and that

$$(67) \quad \mathcal{T}(V, \Psi) = (U^{-1}dU + U^{-1}VU, \rho(U^{-1})\Psi),$$

where $U$ satisfies

$$\partial_t U = -V_0 U, \quad U|_{t=|x|-1} = Id.$$
By transforming to the temporal gauge, one can always assume that \( A|_{t_1} \) is in the temporal gauge. Also due to \( V|_{\tau=0} = A \), we have that \( U|_{\tau=0} = \text{Id} \) in \( \mathcal{O} \). We write

\[
V_{(k)} = \frac{\partial V}{\partial \epsilon(k)}|_{\epsilon=0}, \quad V_{(kl)} = \frac{\partial^2 V}{\partial \epsilon(k) \partial \epsilon(l)}|_{\epsilon=0}, \quad V_{(123)} = \frac{\partial^3 V}{\partial \epsilon(1) \partial \epsilon(2) \partial \epsilon(3)}|_{\epsilon=0},
\]

\[
\Psi_{(k)} = \frac{\partial \Psi}{\partial \epsilon(k)}|_{\epsilon=0}, \quad \Psi_{(kl)} = \frac{\partial^2 \Psi}{\partial \epsilon(k) \partial \epsilon(l)}|_{\epsilon=0}, \quad \Psi_{(123)} = \frac{\partial^3 \Psi}{\partial \epsilon(1) \partial \epsilon(2) \partial \epsilon(3)}|_{\epsilon=0},
\]

and

\[
U_{(k)} = \frac{\partial U}{\partial \epsilon(k)}|_{\epsilon=0}, \quad U_{(kl)} = \frac{\partial^2 U}{\partial \epsilon(k) \partial \epsilon(l)}|_{\epsilon=0}, \quad U_{(123)} = \frac{\partial^3 U}{\partial \epsilon(1) \partial \epsilon(2) \partial \epsilon(3)}|_{\epsilon=0},
\]

\[
U_{(k)}^{-1} = \frac{\partial U^{-1}}{\partial \epsilon(k)}|_{\epsilon=0}, \quad U_{(kl)}^{-1} = \frac{\partial^2 U^{-1}}{\partial \epsilon(k) \partial \epsilon(l)}|_{\epsilon=0}, \quad U_{(123)}^{-1} = \frac{\partial^3 U^{-1}}{\partial \epsilon(1) \partial \epsilon(2) \partial \epsilon(3)}|_{\epsilon=0}.
\]

Let us show that \( U_{(k)} \) is smooth near \( z \). As \( A_0 = 0 \), we have

\[
\partial_\tau U_{(k)} = -V_{(k),0}.
\]

Recall that the wavefront set of \( W_{(k)} \) is contained in \( N^*K_{(k)} \cup C_{(k)} \) where \( C_{(k)} \) is as in (64). As \( A \) is smooth, the same holds for \( V_{(k)} \). The characteristic set \( \{ \tau = 0 \} \) of \( \partial_\tau \) is disjoint from \( N^*K_{(k)} \cup C_{(k)} \), and it follows from [11, Th. 26.1.1] that \( U_{(k)} \) can be singular only on \( K_{(k)} \) or at \( x_{(k)} \). Indeed, a similar argument shows that \( U_{(kl)} \) is smooth near \( z \). We write

\[
\partial_\tau U_{(kl)} = -V_{(kl),0} - V_{(l),0}U_{(l)} - V_{(l),0}U_{(k)}.
\]

From the proof of Lemma 6 we know that

\[
WF(W_{(kl)}) \subset N^*K_{(k)} \cup N^*K_{(l)} \cup N^*(K_{(k)} \cap K_{(l)}) \cup C_{(k)} \cup C_{(l)}.
\]

As the point \( y \) in (53) is outside \( \mathcal{O} \), we have

\[
WF(W_{(kl)}|_{\Omega}) \subset N^*K_{(k)} \cup N^*K_{(l)} \cup C_{(k)} \cup C_{(l)},
\]

when the microlocal cut-offs in (58) are small enough. As above, we see that \( V_{(kl),0} \) does not give rise to any singularity in \( U_{(kl)} \) near \( z \). Arguing as in the proof of Lemma 6 we also see that

\[
WF(V_{(k),0}U_{(l)}|_{\Omega}) \cup WF(V_{(l),0}U_{(l)}|_{\Omega}) \subset N^*K_{(k)} \cup N^*K_{(l)} \cup C_{(k)} \cup C_{(l)},
\]

and we conclude that \( U_{(kl)} \) is smooth near \( z \). As \( U_{(k)} \) and \( U_{(kl)} \) are smooth near \( z \), so are \( U_{(k)}^{-1} \) and \( U_{(kl)}^{-1} \).

Differentiating (67) and writing

\[
(T, \Theta) = \frac{\partial^3 \mathcal{F}(V, \Psi)}{\partial \epsilon(1) \partial \epsilon(2) \partial \epsilon(3)}|_{\epsilon=0}
\]
we get
\[ T = dU_{(123)} + U_{(123)}^{-1} A + AU_{(123)} + V_{(123)} + \]
\[ \frac{1}{2} \sum_{\pi \in S_3} \left( U_{(\pi(1)\pi(2))}^{-1} V_{(\pi(3))} + U_{(\pi(1)\pi(2))}^{-1} V_{(\pi(2)\pi(3))} + V_{(\pi(1)\pi(2))} U_{(\pi(3))} \right) \]
\[ + V_{(\pi(1))} U_{(\pi(2)\pi(3))} + U_{(\pi(1)\pi(2))}^{-1} dU_{(\pi(3))} + U_{(\pi(1)\pi(2))}^{-1} dU_{(\pi(2)\pi(3))} \]
\[ + U_{(\pi(1)\pi(2))}^{-1} AU_{(\pi(3))} + U_{(\pi(1)\pi(2))}^{-1} AU_{(\pi(2)\pi(3))} \right) ; \]
\[ \Theta = \rho_*(U_{(123)}^{-1}) \Phi + \Psi_{(123)} + \frac{1}{2} \sum_{\pi \in S_3} \left( \rho_*(U_{(\pi(1)\pi(2))}^{-1}) \Psi_{(\pi(3))} + \rho_*(U_{(\pi(1))}^{-1}) \Psi_{(\pi(2)\pi(3))} \right) ; \]
where \( U_{(123)} \) solves
\[ \partial_t U_{(123)} = -V_{(123),0} - \frac{1}{2} \sum_{\pi \in S_3} \left( V_{(\pi(1)\pi(2)),0} U_{(\pi(3))} + V_{(\pi(1),0)} U_{(\pi(2)\pi(3))} \right) . \]

In addition, \( U^{-1} U = \text{Id} \) implies
\[ U_{(123)}^{-1} + \frac{1}{2} \sum_{\pi \in S_3} \left( U_{(\pi(1)\pi(2))}^{-1} U_{(\pi(3))} + U_{(\pi(1))}^{-1} U_{(\pi(2)\pi(3))} \right) + U_{(123)} = 0 . \]

Therefore, modulo smooth terms, there holds near \( z \)
\[
\begin{align*}
T &= dU_{(123)} - U_{(123)} A + AU_{(123)} + V_{(123)}, \\
\Theta &= \rho_*(U_{(123)}^{-1}) \Phi + \Psi_{(123)}, \\
\partial_t U_{(123)} &= -V_{(123),0}, \\
U_{(123)}^{-1} &= -U_{(123)}. 
\end{align*}
\]
(68)

Recall that near \( z \) it holds that \( (V_{(123)}, \Psi_{(123)}) \) is a conormal distribution associated to the future flowout of (66). As the flowout is contained in the characteristic set of \( \Box \), it is disjoint from the characteristic set \( \{ \tau = 0 \} \) of \( \partial_t \). The third equation in (68) implies that \( U_{(123)} \) is a conormal distribution associated to the same flowout near \( z \). Then taking principal symbols in (68) gives for \( \beta = 0, 1, 2, 3 \),
\[
\begin{align*}
\sigma[T_\beta](z, \eta) &= \eta_\beta \sigma[U_{(123)}](z, \eta) + \sigma[W_{(123),\beta}](z, \eta), \\
\sigma[\Theta](z, \eta) &= -\sigma[\rho_*(U_{(123)})](z, \eta) \Phi + \sigma[T_{(123)}](z, \eta), \\
\eta_0 \sigma[U_{(123)}](z, \eta) &= -\sigma[W_{(123),0}](z, \eta). 
\end{align*}
\]
(69)

Finally, we conclude the proof by solving for \( \sigma[U_{(123)}](z, \eta) \) in the last equation of (69) and substituting in the first two equations of (69).
5. RECOVERY OF THE BROKEN LIGHT RAY TRANSFORM IN THE ADJOURNT REPRESENTATION

As pointed out in Subsection 1.3, we can recover $S_{z\leftarrow y\leftarrow x}^{4, \text{Ad}}$ by activating only the YM-channel. This strategy will decouple the field $W$ from the field $\Upsilon$ on the principal level such that one can employ the method established in [5]. The idea is to choose the source in (58) so that $v(k) = 0$ and $b(k)$ is as in [5]. The equation (37) differs by the terms $J_\rho(F, \Upsilon)$ and $J_\rho(F, \Phi)$ from the analogous equation in [5], cf. Lemma 4 there, however, both of them lead to the same equation for the principal symbols

$$\sigma[\partial_{\epsilon(k)} J_0|_{\epsilon=0}](x(k), \pm \xi(k)), \quad k = 1, 2, 3.$$  

More precisely, differentiating and computing the principal symbols in (37), we get

$$\xi(k,0)\sigma[\partial_{\epsilon(k)} J_0|_{\epsilon=0}](x(k), \pm \xi(k)) = \xi^i(k) b(k)_i.$$  

Here we used the specific form of the source in (58). Then, following [5], we choose $b(k)_j = 0$ for $j = 1, 3$ and let $b(k)_2 = b(k) \in g$. Recalling that $\xi(1)$, $\xi(2)$ and $\xi(3)$ are defined by (54), (56) and (57), we see that $J(k)$ in Lemma 6 satisfies

$$\sigma[J(k)](x(k), \pm \xi(k)) = b(k) \omega(k),$$  

where

$$\omega(1) = dx^2, \quad \omega(k) = (-1)^k s dx^0 + dx^2, \quad k = 2, 3.$$  

As the parallel transport equations (18)–(19) for the linearized system (45)–(46) are of the upper triangular form and as $v(k) = 0$, we see that

$$\sigma[(W(k), \Upsilon(k)](y, \pm \xi(k)) = (\alpha(k) P_{y\leftarrow x(k)}^{4, \text{Ad}} b(k) \omega(k), 0),$$  

where $\alpha(k)$ is the same volume factor as in [5, Section 8.2]. As $\Upsilon(k)$ vanishes on the principal level, the nonlinear interaction terms

$$N_{(kl)}, \quad N_{(kl)}, \quad N_{(123)}, \quad N_{(123)}$$  

reduce to the same terms as in [5]. Taking $b(3) = b(2)$, the proof of [5, Proposition 8] shows that, with the above choice of $J_2$,

$$\sigma[\partial_{\epsilon(1)} \partial_{\epsilon(2)} \partial_{\epsilon(3)} L(0, J_2, 0, 0)|_{\epsilon=0}](z, \eta)$$  

determines $S_{z\leftarrow y\leftarrow x}^{4, \text{Ad}}[b(2), [b(1), b(2)]]$. We claim that this is enough to determine $S_{z\leftarrow y\leftarrow x}^{4, \text{Ad}}$. To see this consider the following orthogonal decomposition with respect to the Ad-invariant inner product:

$$\mathfrak{g} = Z(\mathfrak{g}) \oplus Z(\mathfrak{g})^\perp.$$  

For brevity we set $\mathfrak{g}_1 = Z(\mathfrak{g})^\perp$ and note that $\mathfrak{g}_1$ is a Lie algebra with trivial centre. From the definitions it is straightforward to check that $S_{z\leftarrow y\leftarrow x}^{4, \text{Ad}}$ leaves $\mathfrak{g}_1$ invariant.
and it is the identity on the centre $Z(\mathfrak{g})$. By [5, Proposition 9], $S_{z \leftarrow y \leftarrow x}^{A, \text{Ad}}[b(2), [b(1), b(2)]]$ determines $S_{z \leftarrow y \leftarrow x}^{A, \text{Ad}}$ on $\mathfrak{g}_1$ and and hence we recover the whole $S_{z \leftarrow y \leftarrow x}^{A, \text{Ad}}$ as claimed. We emphasize that even if $\text{Ad}$ is faithful, we will be able to recover $A$ in $\mathcal{O}$ only up to a gauge since we have actually replaced $A$ with its gauge equivalent copy, see the remarks after Lemma 5 and compare with Corollary 1.

6. Perturbing coupled fields with abelian sources

We will now show how the abelian components in the Yang–Mills–Higgs system can be employed to recover $S_{z \leftarrow y \leftarrow x}^{A, \rho}$ and eventually also $\Phi$. The computations are first illustrated in the case that $G = U(1)$, the general case being similar to this.

6.1. The abelian case. As a warm-up let us consider the case that the gauge group $G$ is simply $U(1)$ and that $\dim \mathcal{W} = 1$. In this case, any linear representation is of the form

$$\rho(e^{i\theta}) = e^{in\theta}$$

for some $n \in \mathbb{Z}$. Since we are assuming that $\rho_*$ has trivial kernel we must have $n \neq 0$. We take $n = 1$ for simplicity, that is, $\rho(e^{i\theta})$ is multiplication by $e^{i\theta}$ on $\mathcal{W}$.

The gauge fields $A$ are viewed as the electromagnetic fields, and we emphasize their special features by writing $a$ in place of $A$. Note that $\Box_{a, \text{Ad}} = \Box$, and that the leading interaction terms reduce to

$$\tilde{N}(kl) = -J_\rho(d\Upsilon_{(k)}), \Upsilon_{(l)} - J_\rho(d\Upsilon_{(l)}, \Upsilon_{(k)})$$

$$\tilde{N}(kl) = -2 \star (W_{(k)} \wedge \star d\Upsilon_{(l)}) - 2 \star (W_{(l)} \wedge \star d\Upsilon_{(k)})$$

$$\tilde{N}(123) = -\frac{1}{2} \sum_{\pi \in S_3} \left( J_\rho(d\Upsilon_{(\pi(1))}, \Upsilon_{(\pi(2))}) + J_\rho(d\Upsilon_{(\pi(2))}, \Upsilon_{(\pi(3))}) + 2J_\rho(W_{(\pi(1))}, \Upsilon_{(\pi(3))}) \right)$$

$$\tilde{N}(123) = -\sum_{\pi \in S_3} \left( \star \left( W_{(\pi(1))} \wedge \star d\Upsilon_{(\pi(2))} \right) + \star \left( W_{(\pi(1))} \wedge \star d\Upsilon_{(\pi(2))} \right) \right)$$

$$+ \star \left( W_{(\pi(1))} \wedge \star W_{(\pi(2))} \Upsilon_{(\pi(3))} \right) + \langle \Upsilon_{(\pi(1))}, \Upsilon_{(\pi(2))} \rangle \Upsilon_{(\pi(3))} \right).$$

As in the previous section, we want to simplify the computations by choosing some of the source terms in (58) to vanish. Here a convenient choice is to let $b_{(1),j} = 0$, $j = 1, 2, 3$, and $\upsilon_{(2)} = \upsilon_{(3)} = 0$. We let $\upsilon_{(1)} \in \mathcal{W}$, and, similarly to above, choose $b_{(k),j} = 0$ for $j = 1, 3$, $k = 2, 3$, and let $b_{(k),2} = b_{(k)} \in \mathfrak{g} = i\mathbb{R} \setminus 0$ for $k = 2, 3$. Then,
for $k = 2, 3$, $J_{(k)}$ in Lemma 6 satisfies
\[
\sigma[J_{(k)}](x_{(k)}, \xi_{(k)}) = b_{(k)} \omega_{(k)},
\]
where, see (70),
\[
\omega_{(k)} = (-1)^k sdx^0 + dx^2, \quad k = 2, 3.
\]
To simplify the notation, we write $\omega_{(1)} = 0$ and $b_{(1)} = 0$.

Recall that near the point $y$, $(W_{(k)}, \Upsilon_{(k)})$ is a conormal distribution associated to the manifold $K_{(k)}$ defined by (64). We will use the product calculus of conormal distributions due to Greenleaf-Uhlmann [9, Lemma 1.1] (see also [4, Lemma 2]) to compute the principal symbols of the leading interaction terms. For this reason, we need to compute the coefficients $\kappa_{(k)}$ in the splitting
\[
\eta = \eta_{(1)} + \eta_{(2)} + \eta_{(3)} \in N^*_y K_{(1)} \oplus N^*_y K_{(2)} \oplus N^*_y K_{(3)},
\]
\[
\eta_{(k)} = \kappa_{(k)} \xi_{(k)} \quad \text{for } k = 1, 2, 3.
\]
They are
\[
\kappa_{(1)} = 1 - \frac{1 + a(r)}{1 - a(s)}, \quad \kappa_{(2)} = \frac{1 + a(r)}{2(1 - a(s))} + \frac{1}{2s}, \quad \kappa_{(3)} = \frac{1 + a(r)}{2(1 - a(s))} - \frac{1}{2s}.
\]

Analogously to (71), using the homogeneity in Proposition 1, we have
\[
\sigma[(W_{(k)}, \Upsilon_{(k)})](y, \eta_{(k)}) = \alpha_{(k)} |\kappa_{(k)}|^{q-1} \Phi_{y_{(k)}}^{a, \Phi, \rho}(b_{(k)} \omega_{(k)}, v_{(k)}),
\]
where $q$ is the degree of homogeneity of $\sigma[\chi_{(k)}]$ in (58), and the volume factors $\alpha_{(k)}$ satisfy $\alpha_{(k)} \to \alpha_{(1)}$ for $k = 2, 3$ as $s \to 0$. See [4, (65)] for the precise form of $\alpha_{(k)}$.

Let us remark that the volume factors are not determined completely by Proposition 1 since the analysis of the initial condition for the transport equation (23) is not included there. We refer to [4, Theorem 3 and appendices] for a detailed discussion of the initial condition. The analysis in [4] is based on using techniques from [20].

For $k = 2, 3$, $v_{(k)} = 0$ and this reduces to
\[
(74) \quad \sigma[(W_{(k)}, \Upsilon_{(k)})](y, \eta_{(k)}) = \alpha_{(k)} |\kappa_{(k)}|^{q-1} (\omega_{(k)} b_{(k)}, 0),
\]
where we used the fact that $\Phi_{y_{(k)}}^{a, \Phi, \rho}(b_{(k)} b_{(k)}) = b_{(k)}$ in the abelian case.

To absorb all scalar factors, we introduce the notations,
\[
(75) \quad \tilde{W}_{(j)} = (\alpha_{(j)})^{-1} |\kappa_{(j)}|^{1-q} \sigma[W_{(j)}](y, \eta_{(j)}),
\]
\[
(76) \quad \tilde{\Upsilon}_{(j)} = (\alpha_{(j)})^{-1} |\kappa_{(j)}|^{1-q} \sigma[\Upsilon_{(j)}](y, \eta_{(j)}).
\]
Moreover, we denote rescaled multiple fold linearized quantities,
\[
\left\{
\begin{array}{l}
\hat{\bullet}_{(kl)} = (\alpha_{(kl)})^{-1} |\kappa_{(k)} \kappa_{(l)}|^{1-q} \sigma[\bullet_{(kl)}](y, \eta_{(kl)}), \\
\hat{\bullet}_{(123)} = \alpha^{-1} |\kappa_{(1)} \kappa_{(2)} \kappa_{(3)}|^{1-q} \sigma[\bullet_{(123)}](y, \eta),
\end{array}
\right.
\]
for any $\bullet \in \{W, \Upsilon, \tilde{W}, \tilde{\Upsilon}\}$,
where \( \eta_{(kl)} = \eta_{(k)} + \eta_{(l)} \), \( \alpha_{(kl)} = \alpha_{(k)} \alpha_{(l)} \), and \( \alpha = \omega_{(1)} \alpha_{(2)} \alpha_{(3)} \) with some \( \omega \in \mathbb{C} \setminus \{0\} \).

As \( P_{y_0-x_0}^{A,B} \) is upper triangular, and as \( v(2) = v(3) = 0 \), there holds \( \hat{\Upsilon}(2) = \hat{\Upsilon}(3) = 0 \).

This again implies that \( \hat{N}_{(kl)} = 0 \) for all distinct \( k, l = 1, 2, 3 \).

The leading twofold interaction terms in the Higgs channel read

\[
\hat{N}_{(kl)} = \begin{cases}
2\eta_{(1),\alpha}\hat{W}_{(2)}^\alpha \hat{Y}_{(1)} & \text{if } k, l = 1, 2, \\
2\eta_{(1),\alpha}\hat{W}_{(3)}^\alpha \hat{Y}_{(1)} & \text{if } k, l = 1, 3, \\
0 & \text{otherwise}.
\end{cases}
\]

Here we used

\[
(77) \quad \eta_{(1),\alpha}\omega_{(2)} = \kappa_{(1)}\xi_{(1),\alpha}\omega_{(2)} = -\kappa_{(1)}s, \quad \eta_{(1),\alpha}\omega_{(3)} = \kappa_{(1)}\xi_{(1),\alpha}\omega_{(3)} = \kappa_{(1)}s.
\]

As \( \hat{N}_{(12)} \neq 0 \) the remainder term \( R_{(12)} \) in (49) does not affect the principal symbol of \( N_{(12)} \) in a conical neighbourhood of \((y, \eta_{(12)})\). Considering the principal symbols of \( W_{(kl)} \) and \( \Upsilon_{(kl)} \) on the same level, in other words, viewing them as components of

\[
\sigma[(W_{(kl)}, \Upsilon_{(kl)})_{k,l=1,2,3}],
\]

it follows that \( \hat{W}_{(kl)} = 0 \) and

\[
\hat{Y}_{(kl)} = \begin{cases}
-2\kappa_{(1)}s\sigma[\Box]^{-1}(y, \eta_{(21)})b_{(2)} \hat{Y}_{(1)} & \text{if } k, l = 1, 2, \\
+2\kappa_{(1)}s\sigma[\Box]^{-1}(y, \eta_{(31)})b_{(3)} \hat{Y}_{(1)} & \text{if } k, l = 1, 3, \\
0 & \text{otherwise}.
\end{cases}
\]

Note that since \( \eta_{(k)} \) and \( \eta_{(l)} \) are both light-like, \( \eta_{(kl)} \) cannot be light-like, i.e.

\[
\sigma[\Box](y, \eta_{(kl)}) \neq 0.
\]

Let us show next that \( \hat{N}_{(123)} = 0 \). Note that \( \hat{Y}_{(\pi(1)\pi(2))} \neq 0 \) implies that \( \pi(1) = 1 \) or \( \pi(3) = 1 \). But then \( \hat{Y}_{(\pi(3))} = 0 \). Thus the first term in \( \hat{N}_{(123)} \) is zero. The second term is zero for the same reason. Finally, the third term vanishes since \( \hat{Y}_{(\pi(2))} = 0 \) or \( \hat{Y}_{(\pi(3))} = 0 \).

We turn to \( \hat{N}_{(123)} \). As \( \hat{W}_{(kl)} = 0 \) for all distinct \( k, l = 1, 2, 3 \), the first term in the sum in \( \hat{N}_{(123)} \) vanishes. Also the last term vanishes since \( \hat{Y}_{(2)} = \hat{Y}_{(3)} = 0 \). We are left with

\[
\hat{N}_{(123)} = \hat{W}_{(2)}^\alpha \eta_{(13),\alpha} \hat{Y}_{(13)} + \hat{W}_{(3)}^\alpha \eta_{(12),\alpha} \hat{Y}_{(12)} + 2\hat{W}_{(2)}^\alpha \hat{W}_{(3),\alpha} \hat{Y}_{(1)}
\]

\[
= (-2\kappa_{(1)}(\kappa_{(1)} + 2\kappa_{(2)})s^2\sigma[\Box]^{-1}(y, \eta_{(13)}) - 2\kappa_{(1)}(\kappa_{(1)} + 2\kappa_{(2)})s^2\sigma[\Box]^{-1}(y, \eta_{(12)})
\]

\[
+ 2(1 + s^2)b_{(2)}b_{(3)} \hat{Y}_{(1)},
\]
where we used (77) and
\[ \eta_{(2),\alpha}\omega_{(3)}^\alpha = 2\kappa_{(2)}s, \quad \eta_{(3),\alpha}\omega_{(2)}^\alpha = -2\kappa_{(3)}s, \quad \omega_{(2),\alpha}\omega_{(3)}^\alpha = 1 + s^2. \]
Using also
\[ \sigma[\Box]^{-1}(y, \eta_{(1)}) = \frac{1}{2(a(r) + a(s))\kappa_{(k)}}, \quad k = 2, 3, \]
we can verify that
\[ \hat{N}_{(123)} = 2b_{(3)}b_{(2)}\hat{\Upsilon}_{(1)} + \mathcal{O}(s). \]
This quantity is non-vanishing for small enough \( s \), and it is straightforward to verify that the remainder terms in (52) do not affect the principal symbol
\[ \sigma[(N_{(123)}, N_{(123)})] \]
in a conical neighbourhood of \((y, \eta)\). To summarize, taking the limit \( s \to 0 \), there holds
\[ (78) \quad \lim_{s \to 0} (\hat{W}_{(123)}, \hat{\Upsilon}_{(123)}) = \left( 0, 2b_{(3)}b_{(2)}\hat{\Upsilon}_{(1)} \right). \]
Recall that \((W_{(123)}, \Upsilon_{(123)})\) are conormal distributions associated to the future flowout from (66). As the linear parts of (50)–(51) and (45)–(46) coincide, modulo zeroth order terms, the principal symbol of \((W_{(123)}, \Upsilon_{(123)})\) is also propagated by \( P_{a,\Phi,\rho} \), \( z \leftarrow y \)
\[ \text{below, and refer to [4] for details. We have} \]
\[ (79) \quad \lim_{s \to 0} C_{a}\sigma[W_{(123)}](z, \eta) = C_{b}(P_{z \leftarrow y}^{a,\Phi,\rho})_{12} P_{y \leftarrow x}^{a,\rho} v_{(1)}; \]
\[ (80) \quad \lim_{s \to 0} C_{a}\sigma[\Upsilon_{(123)}](z, \eta) = C_{b} P_{z \leftarrow y}^{a,\rho} P_{y \leftarrow x}^{a,\rho} v_{(1)}; \]
where we employ the following shorthands
\[ C_{a} = \alpha_{(0)}^{-1}\alpha^{-1}|\kappa_{(2)}\kappa_{(3)}|^{1-\eta}, \quad C_{b} = 2b_{(3)}b_{(2)}. \]
Here \( C_{b} \neq 0 \) as \( b_{(k)} \neq 0 \) for \( k = 2, 3 \). We can read from (80) the broken light ray transform
\[ S_{z \leftarrow y \leftarrow x}^{a,\rho} v_{(1)} = P_{z \leftarrow y}^{a,\rho} P_{y \leftarrow x}^{a,\rho} v_{(1)}. \]
The assumption \( Z(g) \cap \ker \rho_{*} = \{0\} \) implies \( \rho_{*} \) is faithful in the abelian case, hence Corollary 1 recovers \( a \) from \( S_{z \leftarrow y \leftarrow x}^{a,\rho} \) up to a gauge transformation \( U \) satisfying \( U|_{\mathcal{O}} = \text{Id} \). (But the gauge is not fully fixed in \( \mathcal{O} \) as we have already replaced \( a \) with its gauge equivalent copy, see the remarks after Lemma 5.)
As \( (P_{z \leftarrow y}^{a,\Phi,\rho})_{12} P_{y \leftarrow x}^{a,\rho} = (P_{z \leftarrow y}^{(a,\Phi,\rho)} U)^{a,\Upsilon,\rho} P_{y \leftarrow x}^{a,\Upsilon,\rho} \) whenever \( U \) satisfies \( U|_{\mathcal{O}} = \text{Id} \), we may fix a gauge equivalent copy \( a \cdot U \) of \( a \), and replace \( (a, \Phi) \) by \( (a, \Phi) \cdot U \). In other words, as we know the gauge orbit of \( a \) and \( (P_{z \leftarrow y}^{a,\Phi,\rho})_{12} P_{y \leftarrow x}^{a,\rho} \) depends only on the orbit, we
simply choose one point on the orbit. We will proceed to compute the corresponding \( \Phi \).

As we can choose \( P_{a,\rho}^\Phi \gamma z \leftarrow y \) arbitrarily in virtue of the surjectivity of \( P_{a,\rho}^\Phi \gamma y \leftarrow x(1) \), it suffices to reconstruct \( \Phi \) from the knowledge of \( (P_{z \leftarrow y}^a)^{a,\Phi,\rho} ) \). Recall the definition of \( (P_{z \leftarrow y}^a)^{a,\Phi,\rho} ) \):

\[
(P_{z \leftarrow y}^a)^{a,\Phi,\rho} (v) = \frac{1}{2} P_{z \leftarrow y}^{a,\Ad} \int_{t_y}^{t_z} \mathcal{J}_\rho ( \gamma (s) v, \rho(U^a_\gamma(s))^{-1} \Phi(\gamma(s))) ds,
\]

where \( \gamma \) is the parametrization of the line satisfying \( \gamma(t_y) = y \) and \( \gamma(t_z) = z \). As \( P_{z \leftarrow y}^{a,\Ad} \) is the identity map, and as \( \dot{\gamma} \) is a constant, one can determine the quantity

\[
\dot{\gamma}_\beta \mathcal{J}_\rho \left( v, \int_{t_y}^{t_z} \rho(U^a_\gamma(s))^{-1} \Phi(\gamma(s)) ds \right).
\]

Then the non-degeneracy of \( \mathcal{J}_\rho \) further gives the integral

\[
\mathcal{I} = \int_{t_y}^{t_z} \rho(U^a_\gamma(s))^{-1} \Phi(\gamma(s)) ds.
\]

Finally, we recover

\[
\Phi(\gamma(t_y)) = -\rho(U^a_\gamma(t_y)) \partial_\nu \mathcal{I}.
\]

We emphasize that by Proposition 5 the symbols (79) and (80) are given by the threefold linearization of the source-to-solution map \( L \), which is determined by the data set \( D_{(a,\Phi)} \) as is proven in Proposition 4. In summary, we have proved the following special case of Theorem 1

**Proposition 6.** Suppose that \( G = U(1) \), \( \dim \mathcal{W} = 1 \) and that (73) holds with \( n = 1 \). If \( (a, \Phi) \) and \( (b, \Xi) \) satisfy (2) and (3) in \( \mathbb{D} \), then

\[
D_{(a,\Phi)} = D_{(b,\Xi)} \iff (a, \Phi) \sim (b, \Xi) \text{ in } \mathbb{D}.
\]

**6.2. Completion of the recovery.** We will now consider the case of general \( G \) and \( \rho \) satisfying the assumptions of Theorem 1. Let us follow the computation in the previous section as closely as possible, and choose again sources so that \( b_{(1),j} = 0 \), \( j = 1, 2, 3 \), and \( v_{(2)} = v_{(3)} = 0 \). We let \( v_{(1)} \in \mathcal{W} \), and \( b_{(k),j} = 0 \) for \( j = 1, 3, k = 2, 3 \). Finally, the key idea is to take \( b_{(k),2} = b_{(k)} \in Z(\mathfrak{g}) \), that is, we let \( b_{(k),2} = b_{(k)} \in Z(\mathfrak{g}) \) be nonzero for \( k = 2, 3 \). Here we are using the assumption that \( Z(\mathfrak{g}) \) is non-trivial.

Now \( v_{(k)} = 0 \) and \( b_{(k)} \in Z(\mathfrak{g}) \) for \( k = 2, 3 \) imply again (74). In particular, using the notation from the previous section, \( \hat{W}_{(k)} \in Z(\mathfrak{g}) \) for \( k = 2, 3 \). This again implies that the commutator terms in \( \hat{N}_{(kl)} \) vanish since at least one of the factors in each commutator is in the abelian component. The other terms vanish as well by the
argument in the previous section, and we have \( \hat{\mathcal{N}}_{(kl)} = 0 \) for all distinct \( k, l = 1, 2, 3 \). Furthermore, \( \hat{\mathcal{N}}_{(kl)} \) does not contain any commutator terms in the first place, and it is treated as in the previous section.

We turn to the there-fold interaction terms. The first four commutator terms in \( \hat{\mathcal{N}}_{(123)} \) contain two-fold interaction terms, and they vanish since \( \hat{\mathcal{N}}_{(kl)} = 0 \). Also, the final commutator term vanishes since \( \hat{\mathcal{W}}_{(k)} \in \mathcal{Z}(\mathfrak{g}) \) for \( k = 2, 3 \). Thus we are reduced to the same interactions as in the previous section, and see that (78) holds. Hence

\[
\lim_{s \to 0} C_\alpha \sigma [\mathcal{W}_{(123)}](z, \eta) = C_b \left( \mathcal{P}_{z \leftarrow y} A_{\rho_1} \mathcal{P}_{y \leftarrow x} A_{1} \right),
\]

where the shorthand \( C_b \) and \( C_\alpha \) are defined as in (79)–(80). Here we used the fact that \( b_{(2)} \) and \( b_{(3)} \), contained in \( \hat{C}_b \), are in \( \mathcal{Z}(\mathfrak{g}) \). It follows from fully chargedness that \( C_b \) is non-singular, and we recover \( \mathcal{S}_{x \leftarrow y \leftarrow z} \) as before.

Recall that we have already determined \( \mathcal{S}_{x \leftarrow y \leftarrow z}^{A, \text{Ad}} \), and hence we know \( \mathcal{S}_{x \leftarrow y \leftarrow z}^{A, \text{Ad} \oplus \rho} \). The assumption \( \mathcal{Z}(\mathfrak{g}) \cap \text{Ker} \rho_\ast = \{ 0 \} \) implies that \( \text{Ad} \oplus \rho \) is faithful, and \( A \) is determined, up to a gauge transformation, due to Corollary 1. Finally, \( \Phi \) is recovered analogously to the previous section using the fact that \( \rho_\ast \) is fully charged (which is equivalent to \( \mathbb{J}_\rho \) being non-degenerate). This completes the proof of Theorem 1.
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