Lattice quantum chromodynamics at the physical point and beyond
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We review the work of the PACS-CS Collaboration, which aimed to realize lattice quantum chromodynamics (QCD) calculations at the physical point, i.e., those with quark masses set at physical values. This has been a long-term goal of lattice QCD simulation since its inception in 1979. After reviewing the algorithmic progress, which played a key role in this development, we summarize the simulations that explored the quark mass dependence of hadron masses down to values close to the physical point. In addition to allowing a reliable determination of the light hadron mass spectrum, this work provided clues on the validity range of chiral perturbation theory, which is widely used in phenomenology. We then describe the application of the technique of quark determinant reweighting, which enables lattice QCD calculations exactly on the physical point. The physical quark masses and the strong coupling constants are fundamental constants of the strong interaction. We describe a non-perturbative Schrödinger functional approach to figure out the non-perturbative renormalization needed to calculate them. There are a number of physical applications that can benefit from lattice QCD calculations carried out either near or at the physical point. We take up three illustrative examples: calculation of the physical properties of the \(\rho\) meson as a resonance, the electromagnetic form factor and charge radius of the pion, and charmed meson spectroscopy. Bringing single hadron properties under control opens up a number of new areas for serious lattice QCD research. One such area is electromagnetic effects in hadronic properties. We discuss the combined QCD plus QED simulation strategy and present results on electromagnetic mass difference. Another area is multi-hadron states, or nuclei. We discuss the motivations and difficulties in this area, and describe our work for deuteron and helium as our initial playground. We conclude with a brief discussion on the future perspective of lattice QCD.
1. Introduction

Lattice quantum chromodynamics (QCD) has close to four decades of history [1], and numerical simulation of lattice QCD has now been pursued for over 30 years [2–6]. Despite the promise that it would provide a first-principles method for extracting physical predictions from the basic Lagrangian of QCD, lattice QCD simulation in practice suffered from restrictions due to the need for various approximations and extrapolations. Efforts over the past three decades have removed these restrictions one by one, and numerical lattice QCD has now reached the point where calculations are possible directly at the physical point with light up, down, and strange quark masses taking physical values. We believe that this is a turning point in lattice QCD research. The purpose of the present article is to review our effort to achieve this goal, to present physics results obtained along the way [7–18], and to discuss future directions.

In order to place our work in a historical perspective, let us discuss the situation of lattice QCD simulation leading up to the middle of the 2000s when the work to be reviewed here was started. There have been five sources of systematic errors which have plagued the numerical simulation of lattice QCD. These are (i) the quenched approximation, which ignores quark vacuum polarization effects, (ii) the effects of finite lattice spacing, (iii) the effects of finite lattice volume, (iv) the difficulty of maintaining chiral symmetry on the lattice, and (v) the need to make an extrapolation from heavy quark masses to their physical values.

Algorithmically, the quenched approximation was overcome by the development of dynamical fermion algorithms, notably the hybrid Monte Carlo method [19] in the middle of the 1980s. Together with more recent extensions, including the polynomial [20,21] and rational [22] hybrid Monte Carlo methods, simulations with dynamical up, down, and strange quarks had become routine by around 2000.

Much work has been devoted over the years to improving the lattice action and operators in such a way that lattice spacing dependent errors in physical observables are reduced in magnitude. This procedure is known as improvement [23–25], and the results, implemented non-perturbatively, have been widely employed.

Finite-volume effects occupy an interesting position in this discussion. In general we need large enough volumes to suppress finite-volume corrections, and no methods other than increasing the computer power are viable for overcoming this obstacle. However, there are situations where finite-volume effects measured under a judicious choice of lattice volume can be exploited to explore physics in infinite volume [26,27]. An important case is the property of resonance such as $\rho$, $K^*$, and $\Delta$. The long-standing issue of CP violation in K meson decays to two pions is also connected to this issue [28].

Concerning chiral symmetry, the well-known Nielsen–Ninomiya theorem [29,30] states that, under reasonable assumptions, lattice fermion action cannot maintain chiral symmetry without species doubling. It was realized in the 1990s that this conclusion could be avoided by modifying chiral symmetry suitable for lattice regularization; both domain wall fermion [31,32] and overlap [33,34] fermion formalisms achieve chiral symmetry in this way. Numerical simulations using these formalisms are much more time consuming, but the obstacle as a matter of principle has been removed.

The final obstacle was an extrapolation from the region of heavy quark masses to much lighter values corresponding to the physical point. The problem stems from the need to invert the lattice Dirac operator $D(U)$ for quarks on a background gluon field $U$. The condition number of $D(U)$ that controls the convergence of iterative algorithms for carrying out inversion is proportional to the inverse of the quark mass, $1/m_q$. This number is large for physical up and down quarks whose masses of a
few MeV are very small compared to the strong interaction scale of 1 GeV. The situation is very dire in dynamical calculations that are to include quark vacuum polarization effects since, in the hybrid Monte Carlo algorithm, generating just a single trial configuration of gluon fields requires thousands of inversions. The problem was examined in a panel discussion [35] at the 2001 International Lattice Field Theory Symposium in Berlin. The rapid increase in the amount of computations needed to approach the physical point [36] has since been called the “Berlin Wall”.

Progress in lattice QCD has been intimately tied with that of parallel computers. Our approach has been to develop parallel supercomputers suitable for lattice QCD and carry out physics simulations on the developed computer. The QCDPAX computer, completed in 1989 with a peak speed of 14 Gflops, carried out hadron mass as well as finite-temperature calculations in the quenched approximation [37,38]. This was followed by a very successful CP-PACS computer with a peak speed of 614 Gflops, which was ranked at the top of the Top 500 List of Supercomputers in November 1996 [39]. The physics calculations on CP-PACS produced a definitive result for the light hadron spectrum in the quenched approximation [40,41], which established that the quenched approximation misses the experimental spectrum by about 10%. This work quantitatively established the limitation of the quenched approximation. More effort has since been directed toward full QCD simulations including quark vacuum polarization effects. We have made a systematic effort in this direction, first for two flavors of light quarks corresponding to up and down quarks [42–45] using the CP-PACS computer, and then for three flavors of light quarks including the strange quark [46,47] using the SR8000 computer, which is a commercial successor to CP-PACS, and the Earth Simulator.

By the middle of the 2000s, these efforts had brought us to the stage where we were able to carry out systematic lattice QCD simulations, including continuum extrapolation, for three dynamical quark flavors corresponding to up, down, and strange [46,47]. The only difficulty was that the quark masses were quite heavy due to the Berlin Wall so that the results at the physical quark masses had to be estimated by a long chiral extrapolation of uncertain reliability.

In the work to be reviewed in this article, we have overcome this difficulty by combining an algorithmic development that took place in the middle of the 2000s with the development of a massively parallel cluster computer which we named PACS-CS. The key in the algorithmic development is an empirical realization [48] that the magnitudes of the forces which drive the variation of gluon fields in the hybrid Monte Carlo algorithm are hierarchically ordered: the contribution from the gluon action is the largest, next comes the force from the ultraviolet part of the quark determinant, and the smallest is its contribution from the infrared part. Once this is realized, it is natural to apply a multi-time step evolution [49] to solve the hybrid Monte Carlo algorithm, using a larger time step for the weaker force coming from the infrared part of the quark determinant. Since it is the infrared part that costs the most computations in inverting the Dirac operator, this leads to a substantial acceleration in computing time, typically a few times an order of magnitude. For a given computing resource, this means that one can decrease the quark mass substantially. There are various ways to separate the ultraviolet and infrared parts of the quark force. A scheme developed by Lüscher [50] employs a domain-decomposition idea, and is hence called the domain-decomposed hybrid Monte Carlo algorithm [48]. Another method is to employ a fictitious quark mass as an intermediate evaluator of the quark determinant. This method is called “mass preconditioning” [51].

Let us briefly describe the PACS-CS computer [52]. It is a massively parallel cluster computer with a peak speed of 14 Tflops developed at the Center for Computational Sciences of the University of Tsukuba by a collaboration with computer scientists. The name stands for Parallel Computer System for Computational Sciences, and it is the seventh computer of the PACS/PAX series developed at the
university. The project was started in April 2005, and PACS-CS started producing physics results in the fall of 2006.

From a computing point of view, PACS-CS was built using commodity technology. An Intel Xeon processor was used for the CPU and an Ethernet with commercially available switches was adopted for the network. The network throughput was relatively weak for running the standard hybrid Monte Carlo code for lattice QCD. However, the domain decomposition significantly lessened the demand for communication between nodes, and was hence quite well suited to the architecture of PACS-CS. A great advantage of using commodity components was a much shorter time for designing and building the computer compared to developing a custom-made CPU and network.

Let us now list the physics issues we explored in lattice QCD using the domain-decomposed HMC algorithm on the PACS-CS cluster computer. Our study was carried out for the Wilson quark action with a non-perturbatively improved clover term [53] and a renormalization-group improved gluon action developed by Iwasaki [54]. The discretization error from the action is hence $O(a^2)$. Three flavors of quarks, corresponding to a degenerate pair of up and down quarks, and a strange quark with a separate mass, are incorporated in the calculation. We choose a lattice size of $32^3 \times 64$ and the inverse bare coupling constant of $\beta = 1.90$, which corresponds to a lattice spacing of $a \approx 0.1 \text{fm}$.

Our first set of simulations [7,8] explored the quark mass dependence of light hadron masses. With a significant effort to optimize the algorithm, which included a number of techniques that we shall describe below, we were able to lower the up and down quark masses down to the value corresponding to the pion mass of $m_\pi \approx 150 \text{MeV}$. This was quite close to the physical pion mass of 135 MeV. The first physics result from this work is the light hadron mass spectrum for the ground state mesons and baryons. While this was a calculation at a finite lattice spacing of $a \approx 0.1 \text{fm}$, the result was consistent with experiment within a few %. Another important result is the implication for the range of validity of chiral perturbation theory. The SU(3) chiral perturbation theory formula treating all three quarks as light could not fit our data for pseudoscalar mesons, strongly implying that the physical strange quark mass is too heavy to be treated by chiral perturbation theory.

The smallest pion mass of 150 MeV, albeit close to the physical value, is still 15% away from it. The question naturally arises whether it is possible to carry out a simulation exactly on the physical point. Running a number of simulations successively adjusting the bare quark mass parameters until the outcome matches the physical values is an unattractive option since it is too time consuming. The answer turned out to be the reweighting technique [10]. This is an application of an old idea [55] in which one adjusts the quark mass parameter through a calculation of the ratio of the quark determinant for a mass parameter pair, one for the original value and the other for the shifted value. In general the ratio fluctuates exponentially with an exponent proportional to volume, and hence one may not expect the reweighting to work in practice. The reason why this is a viable option now is that the original quark mass is so close to the physical value that the fluctuation of the reweighting factor can be reasonably brought under control.

The value of the strong coupling constant and the physical quark masses are fundamental constants of nature. The finite-volume Schrödinger functional approach [56], which was used for determining the non-perturbative value of the clover coefficient for our $O(a)$ improved action, can be applied to calculate the non-perturbative evolution of the relevant factors: the step scaling function for the coupling constant and the renormalization factor for quark mass. The results are described in Refs. [9] and [11].
There are a number of physical applications which can benefit from lattice QCD calculations carried out either near or at the physical point. We have investigated three classic examples: (i) the calculation of the physical properties of the $\rho$ meson as a resonance [15] making use of the relation between the two-particle phase shift and two-particle energy on a finite volume [26], (ii) the electromagnetic form factor and charge radius of a pion [13], whose interest stems from the singular behavior expected toward vanishing quark mass, and (iii) charmed meson spectroscopy [14] explored on a sea of physically light quarks.

A new arena which is opened by the ability to control quark masses around the physical values is the exploration of isospin breaking and electromagnetic difference of hadron masses. The experimental mass differences are so tiny that extrapolations from the region of heavy quark masses cannot determine them in a precise manner. The physical interest in these tiny mass differences stems from the fact that they have implications beyond particle physics, e.g., the proton neutron mass difference is an important parameter in nucleosynthesis after the Big Bang. We have attempted a simulation fully incorporating QED effects and splitting the up and down quark masses through the reweighting technique. Our results are reported in Ref. [17,18].

Since the single hadron properties have been brought under control, one can contemplate the possibility of exploring the world of multi-hadrons, or nuclear physics, directly from lattice QCD. We have explored this area using deuteron and helium, i.e., nuclei with mass numbers 2, 3, and 4 as our initial playground [12,16].

In this article we discuss the topics listed above. We conclude with a brief discussion on the future perspective of lattice QCD.

2. Formalism

We briefly review the formalism to fix our notations. We employ the renormalization-group improved Iwasaki gluon action [54] and the non-perturbatively $O(a)$-improved Wilson-clover [53] quark action. The former is composed of a plaquette and a $1 \times 2$ rectangle loop:

$$ S_{\text{gluon}} = \frac{1}{g^2} \left\{ c_0 \sum_{\text{plaquette}} \text{tr} U_{pl} + c_1 \sum_{\text{rectangle}} \text{tr} U_{rtg} \right\} \quad (2.1) $$

with $c_1 = -0.331$ and $c_0 = 1 - 8c_1 = 3.648$, and $g^2$ the bare coupling constant. The latter is expressed as

$$ S_{\text{quark}} = \sum_{q=u,d,s} \sum_{n,m} \tilde{q}_n D_{q,n,m}(U) q_m \quad (2.2) $$

$$ = \sum_{q=u,d,s} \left\{ \sum_n \tilde{q}_n q_n - \kappa_q c_{SW} \sum_n \sum_{\mu,\nu} i \tilde{q}_n \sigma_{\mu\nu} F_{\mu\nu}(n) q_n \right. $$

$$ - \left. \kappa_q \sum_n \sum_{\mu} \left\{ \tilde{q}_n (1 - \gamma_\mu) U_{n,\mu} q_{n+\hat{\mu}} + \tilde{q}_n (1 + \gamma_\mu) U_{n-\hat{\mu},\mu}^+ q_{n-\hat{\mu}} \right\} \right\}, \quad (2.3) $$

where $D_q(U)$ in the first line represents the lattice Wilson-clover operator for flavor $q$ whose form is spelled out in the second line with $\kappa_q$ the hopping parameter. The field strength $F_{\mu\nu}$ in the clover
term is given by

\[ F_{\mu \nu}(n) = \frac{1}{4} \sum_{i=1}^{4} \left( U_i(n) - U_i^\dagger(n) \right), \]

(2.4)

\[ U_1(n) = U_{n,\mu} U_{n+\bar{\mu},v} U_{n+\bar{\nu},\mu}^\dagger U_{n,v}^\dagger, \]

(2.5)

\[ U_2(n) = U_{n,v} U_{n+\bar{\mu},\mu} U_{n+\bar{\nu},v} U_{n,\mu}^\dagger U_{n-\bar{\nu},\mu}, \]

(2.6)

\[ U_3(n) = U_{n,\mu}^\dagger U_{n+\bar{\mu},v} U_{n-\bar{\nu},\mu} U_{n,\mu} U_{n+\bar{\nu},v}, \]

(2.7)

\[ U_4(n) = U_{n,\mu} U_{n-\bar{\nu},v} U_{n+\bar{\mu},\mu} U_{n-\bar{\nu},v} U_{n+\bar{\nu},\mu}^\dagger, \]

(2.8)

and \( \sigma_{\mu \nu} = \frac{1}{2} [\gamma_\mu, \gamma_\nu] \). The improvement coefficient \( c_{SW} \) for \( O(a) \) improvement was determined non-perturbatively in Ref. [57].

For the meson operators we employ

\[ M_{\Gamma}^{fg}(x) = \bar{q}_f(x) \Gamma q_g(x), \]

(2.9)

where \( f \) and \( g \) denote quark flavors and \( \Gamma \) are 16 Dirac matrices \( \Gamma = I, \gamma_5, \gamma_\mu, i \gamma_\mu \gamma_5 \) and \( i [\gamma_\mu, \gamma_\nu] / 2 \) \( (\mu, \nu = 1, 2, 3, 4) \). The octet baryon operators are given by

\[ O_{a}^{fgh}(x) = \epsilon^{abc}((q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h\alpha}(x), \]

(2.10)

where \( a, b, c \) are color indices, \( \sigma_5 \) is the charge conjugation matrix and \( \alpha = 1, 2 \) labels the \( z \)-component of the spin 1/2. The \( \Sigma \)- and \( \Lambda \)-like octet baryons are distinguished by the flavor structures:

\[ \Sigma \text{-like} : \frac{O^{[fh]g} + O^{[gh]f}}{\sqrt{2}}, \]

(2.11)

\[ \Lambda \text{-like} : \frac{O^{[fh]g} - O^{[gh]f} - 2O^{[fg]h}}{\sqrt{6}}, \]

(2.12)

where \( O^{[fg]h} = O^{fg} - O^{gf} \). We define the decuplet baryon operators for the four \( z \)-components of the spin 3/2 as

\[ D_{3/2}^{fgh}(x) = \epsilon^{abc}((q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h1}(x), \]

(2.13)

\[ D_{1/2}^{fgh}(x) = \epsilon^{abc}([(q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h1}(x) \]

(2.14)

\[ - ((q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h2}(x)] / 3, \]

\[ D_{-1/2}^{fgh}(x) = \epsilon^{abc}([(q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h2}(x) \]

(2.15)

\[ - ((q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h1}(x)] / 3, \]

\[ D_{-3/2}^{fgh}(x) = \epsilon^{abc}((q^a_f(x))^T \sigma_5 q^b_g(x)) q^c_{h2}(x), \]

(2.16)

where \( \Gamma_\pm = (\gamma_1 \mp i \gamma_2)/2, \Gamma_0 = \gamma_3 \) and the flavor structures should be symmetrized.
Green’s functions of hadronic operators from which we extract hadron spectroscopic observables are defined as

\[
\langle O(q, \bar{q}, U) \rangle = \frac{1}{Z} \int \prod_{n} dU_{n \mu} \prod_{q=u,d,s} dq_{n} d\bar{q}_{n} e^{-S_{\text{gluon}} - S_{\text{quark}}} O(q, \bar{q}, U)
\]

(2.17)

\[
= \frac{1}{Z} \int \prod_{n} dU_{n \mu} \prod_{q=u,d,s} \det D_{q}(U) e^{-S_{\text{gluon}}} \langle O(q, \bar{q}, U) \rangle_{q,\bar{q}} ,
\]

(2.18)

where \( \langle \cdot \rangle_{q,\bar{q}} \) means Wick contraction over the quark fields, and

\[
Z = \int \prod_{n} dU_{n \mu} \prod_{q=u,d,s} \det D_{q}(U) e^{-S_{\text{gluon}}},
\]

(2.19)

3. The domain-decomposed HMC algorithm for full QCD

3.1. Acceleration by domain decomposition

In order to discuss the salient features of the domain-decomposed hybrid Monte Carlo algorithm, let us consider a simplified problem given by the partition function

\[
Z = \int \prod_{n} dU_{n \mu} \det D(U) e^{-S_{\text{gluon}}(U)},
\]

(3.1)

\[
= \int \prod_{n} dU_{n \mu} \prod_{n} d\phi^{\dagger} d\phi e^{-S_{\text{gluon}}(U)-\phi^{\dagger} D^{-1}(U) \phi},
\]

(3.2)

where \( \phi \) is a bosonic field with Dirac and color indices.

The hybrid Monte Carlo (HMC) algorithm is based on the rewriting of (3.2) as a canonical partition function for a four-dimensional system with a fictitious Hamiltonian given by

\[
H = \frac{1}{2} \sum_{n \mu} \text{tr} P_{n \mu}^{2} + S_{\text{gluon}}(U) + \phi^{\dagger} D^{-1}(U) \phi,
\]

(3.3)

where \( P_{n \mu} \) is an \( su(3) \) Lie algebra valued momentum conjugate to \( U_{n \mu} \) and obeys the Gaussian distribution indicated by the kinetic term. In order to generate gluon configurations distributed according to the weight \( \exp(-H)/Z \), one uses the Hamilton equation with respect to the fictitious HMC time \( \tau \) given by

\[
\frac{dU_{n \mu}}{d\tau} = i P_{n \mu} U_{n \mu},
\]

(3.4)

\[
\frac{dP_{n \mu}}{d\tau} = F_{n \mu} \equiv -\frac{\partial S_{\text{gluon}}(U)}{\partial U_{n \mu}} + \phi^{\dagger} D^{-1}(U) \frac{\partial D(U)}{\partial U_{n \mu}} D^{-1}(U) \phi.
\]

(3.5)

For computer implementation one discretizes \( \tau \) in steps of \( \delta \tau \). Employing a symplectic integrator such as the leapfrog, one integrates the Hamilton equation from an initial configuration \( \{ P_{n \mu}(0), U_{n \mu}(0) \} \) with randomly generated initial Gaussian momenta over a time interval \( \tau \) and generates a trial configuration \( \{ P_{n \mu}(\tau), U_{n \mu}(\tau) \} \). This is followed by a Metropolis accept/reject step with the probability \( P = \min\{1, \exp(-\Delta H)\} \), where \( \Delta H \) is the change of Hamiltonian from the initial to final configuration, to correct for the bias introduced by the violation of Hamiltonian conservation due to a finite step size \( \delta \tau \). In short the HMC algorithm is a Markov chain Monte Carlo method that consists of molecular dynamics evolution and the Metropolis test.

Since the computational cost is proportional to the number of steps \( \tau/\delta \tau \) per trajectory, one likes to make the step size as large as possible. On the other hand, the product of the step size and force...
the quark mass involves the inverse of the lattice Wilson-clover operator whose minimum eigenvalue decreases with \( D \cdot \delta \tau \). The gluon contribution to the force is bounded since \( \partial S_{\text{gluon}}(U)/\partial U_{n\mu} \) is local and consists of terms made from unitary \( SU(3) \) matrices. On the other hand, the quark contribution is non-local. It involves the inverse of the lattice Wilson-clover operator whose minimum eigenvalue decreases with the quark mass \( m_q \). Thus one expects the quark contribution to the force to grow as the quark mass decreases, and hence the step size has to be made proportionately smaller.

Calculating the inverse of the Wilson-clover operator by an iterative solver such as the conjugate gradient method requires computations growing as the condition number of the matrix, which is proportional to \( 1/m_q \). Including the constraint \( \delta \tau \propto V^{-1/4} \) for keeping acceptance of the Metropolis step at a reasonable value, and empirical information on the auto-correlation time between successive configurations also growing as \( 1/m_q \), the experience on the cost of hybrid Monte Carlo algorithm for full QCD with two flavors of Wilson-clover quark action was summarized as [36]

\[
\text{cost}[\text{Tflops} \cdot \text{years}] = C \left[ \frac{\#\text{conf}}{1000} \right] \left[ \frac{0.6}{m_\pi / m_\rho} \right]^6 \left[ \frac{L}{3 \text{ fm}} \right]^5 \left[ \frac{0.1 \text{ fm}}{a} \right]^7
\]

with \( C \approx 2.8 \). The rapid rise proportional to \( m_\pi^{-6} \propto m_{ud}^{-3} \) represented a serious obstacle in reaching the physical point where \( m_\pi / m_\rho = 0.18 \ (m_\pi = 135 \text{ MeV}, m_\rho = 785 \text{ MeV}) \). Since the estimate (3.6) was reported in a panel discussion [35] at the 2001 International Lattice Field Theory Symposium held in Berlin, the rapid rise has since been called the Berlin Wall.

The crucial point which led to the resolution of the Berlin Wall is the observation by Lüscher [48] that the magnitude of the force is hierarchically ordered. Let us decompose the whole lattice \( \Lambda \) into a set of sub-lattices \( \Lambda_i, i = 1, 2, \ldots, n \), and rewrite the Wilson-clover operator in terms of those defined on each of the sub-lattice \( D_{i}^{\text{UV}} \) and the remainder \( D_{i}^{\text{IR}} \) (this is called Schwarz domain decomposition). One can then decompose the quark contribution to the force into the ultraviolet part \( F_{n\mu}^{\text{UV}} \) arising from the sub-lattice operator \( D_{i}^{\text{UV}} \) and the infrared part \( F_{n\mu}^{\text{IR}} \) coming from the remainder \( D_{i}^{\text{IR}} \). Adding the gluon contribution \( F_{g\mu}^{\text{g}} \) to the list, and comparing the magnitude in actual simulations, it was empirically found that the three terms satisfy

\[
\| F_g \| \gg \| F_{\text{UV}} \| \gg \| F_{\text{IR}} \|
\]

where the norm is defined by \( \| M \|^2 = -2 \sum_{n\mu} \text{tr}(M_{n\mu}^2)/4V \). Since the magnitudes are so separated, one can employ different step sizes for the three terms which are inversely reordered in magnitude, i.e.,

\[
\delta \tau_g \ll \delta \tau_{\text{UV}} \ll \delta \tau_{\text{IR}} \quad \text{such that} \quad \delta \tau_g \| F_g \| \approx \delta \tau_{\text{UV}} \| F_{\text{UV}} \| \approx \delta \tau_{\text{IR}} \| F_{\text{IR}} \|.
\]

Symplectic integrators using more than one step size for various pieces of the force have been known for a long time [49].

In the standard HMC algorithm with a single and common step size, that step size has to be the smallest one corresponding to the gluon force \( \delta \tau = \delta \tau_g \). Hence the quark force, which involves the time consuming inversion of the Wilson-clover operator, has to be calculated at every time step. However, with multi-time step integration, the number of inversions of \( D_{i}^{\text{UV}} \) containing the ultraviolet modes is reduced to every \( \delta \tau_{\text{UV}} / \delta \tau_g \gg 1 \) steps, and that of \( D_{i}^{\text{IR}} \) for the infrared modes is further reduced to every \( \delta \tau_{\text{IR}} / \delta \tau_g \gg \delta \tau_{\text{UV}} / \delta \tau_g \gg 1 \) steps. Since it is the inversion of \( D_{i}^{\text{IR}} \) containing the
infrared force to three terms
\[ F = F^{\text{IR}} + F^{\text{UV}} + F^{\text{UV}}. \]

In practice one controls the step sizes by three integers \( N_{0,1,2} \) and writes \( \delta \tau_s = \tau / N_0 N_1 N_2, \delta \tau_{\text{IR}} = \tau / N_2 \) with \( \tau \) the trajectory length. We call this algorithm DDHMC, and implement it for the degenerate up-down quark sector of our full QCD code.

### 3.2. Further acceleration techniques

In our actual simulations on a \( 32^3 \times 64 \) lattice at the lattice spacing \( a^{-1} \approx 2 \text{ GeV} \), we found that the DDHMC algorithm using a sub-lattice size of \( 8^4 \) worked well down to the pion mass \( m_\pi \approx 300 \text{ MeV} \). For lighter pion masses, however, the trajectories generated by the algorithm tended to exhibit large fluctuations of \( \| F^{\text{IR}} \| \) with large spikes of \( \Delta H \) signaling unstable molecular dynamics evolution.

We employed the method of mass preconditioning [51] to tame this problem. Let \( \rho \) be the infrared part of the Wilson-clover operator with hopping parameter \( \kappa \). Let \( \kappa' = \rho \kappa \) be a slightly smaller hopping parameter with \( \rho \) slightly less than unity. Then one can separate the infrared modes further by decomposing

\[
D^{\text{IR}}(U; \kappa) = D^{\text{IR}}(U; \kappa') \cdot \tilde{D}^{\text{IR}}(U; \kappa', \kappa) \quad (3.9)
\]

with

\[
\tilde{D}^{\text{IR}}(U; \kappa', \kappa) = \frac{D^{\text{IR}}(U; \kappa)}{D^{\text{IR}}(U; \kappa')} \quad (3.10)
\]

The IR force \( F^{\text{IR}}_{\mu} \) is then split into \( F^{\text{IR}'}_{\mu} \) and \( \tilde{F}^{\text{IR}}_{\mu} \). We call this algorithm MPDDHMC. Employing this algorithm with \( \rho = 0.9995 \), we could further reduce the pion mass to \( m_\pi \approx 150 \text{ MeV} \) [7] where the various terms of the force took the values given by

\[
\| F_g \| : \| F_{\text{UV}} \| : \| F^{\text{IR}} \| : \| \tilde{F}^{\text{IR}} \| \approx 16 : 4 : 1 : 1/7. \quad (3.11)
\]

One can further extend the algorithm in which two mass preconditioners are used to split the infrared force to three terms \( F^{\text{IR}''}_{\mu}, F^{\text{IR}'}_{\mu}, \text{ and } \tilde{F}^{\text{IR}}_{\mu} \) by setting \( \kappa' = \rho_1 \kappa \) and \( \kappa'' = \rho_2 \kappa' \). This version is then called MP^{2}DDHMC.

Even with the added mass preconditioning, we found calculations at around the physical pion mass of \( m_\pi \approx 150 \text{ MeV} \) to be extremely demanding. We implemented the following improvements to stabilize and speed up the molecular dynamics evolution: (i) a chronological inverter [58] which uses the last 16 solutions to construct the initial solution vector of \( D^{-1} \) on the full lattice, (ii) a nested BiCGStab solver, which consists of an inner solver accelerated with single precision arithmetic, and an outer solver with a stringent tolerance of \( 10^{-14} \) operated with double precision. The approximate solution obtained by the inner solver works as a preconditioner for the outer solver, (iii) a deflation technique when the inner BiCGStab solver becomes stagnant during the inversion of \( D \).

The inner solver is then automatically replaced by the GCRO-DR (Generalized Conjugate Residual with implicit inner Orthogonalization and Deflated Restarting) algorithm [59] which automatically constructs and deflates the low modes of \( D \), the source of the stagnant behavior, during the solver iteration.

For the strange quark, we employ the polynomial hybrid Monte Carlo algorithm [20,21] in which the inverse of the Wilson-clover operator is approximated by a polynomial, with the bias corrected by a global Metropolis test. This algorithm works for odd number of flavors, and we improve it [60] with the technique of UV filtering [61]. The domain decomposition is not used. Since we find

\[
\| F_g \| \approx \| F^{\text{IR}} \|,
\]

the step size is chosen as \( \delta \tau_s = \delta \tau_{\text{IR}} \).
Fig. 1. Simulation cost at $m_\pi \approx 300\text{ MeV}$ by DDHMC (blue open circle) and $m_\pi \approx 150\text{ MeV}$ by MPDDHMC (blue closed circle) reproduced from Ref. [7] for 10,000 trajectories on a $32^3 \times 64$ lattice with $a^{-1} \approx 2\text{ GeV}$. The solid line indicates the cost estimate of $N_f = 2 + 1$ QCD simulations with the standard HMC algorithm at $a = 0.1\text{ fm}$ with $L = 3\text{ fm}$ for 100 independent configurations [36]. The vertical line denotes the physical point. The sharp rise of the solid line toward the physical point has been dubbed the “Berlin Wall”.

Full QCD simulation with a degenerate pair of up and down quarks and a strange quark with a separate mass is often called $N_f = 2 + 1$ QCD. In Fig. 1 we compare the computational cost of $N_f = 2 + 1$ QCD for the standard HMC algorithm estimated from (3.6) with the actual cost obtained in our domain-decomposed HMC simulation at $m_\pi \approx 300\text{ MeV}$ and $150\text{ MeV}$. The figure demonstrates in a dramatic fashion that simulations of full lattice QCD at the physical point for light up, down, and strange quarks are now reality.

The details of our mass-preconditioned domain-decomposed hybrid Monte Carlo algorithm are spelled out in the Appendix of Ref. [7].

4. Chiral behavior of hadron masses toward the physical point

We generated a set of configurations using the domain-decomposed HMC algorithm on the PACS-CS massively parallel cluster computer. The up and down quarks are assumed degenerate with a common hopping parameter $\kappa_{\text{ud}}$ and the strange quark hopping parameter $\kappa_s$ is separate. The lattice size is chosen to be $32^3 \times 64$ and the inverse bare gluon coupling constant $\beta = 6/g^2 = 1.90$. This value corresponds to the lattice spacing $a = 0.0907(13)\text{ fm}$. In Table 1 we list the run parameters.

We note that the run at $(\kappa_{\text{ud}}, \kappa_s) = (0.13700, 0.13640)$ coincides with the lightest pion mass with our previous attempt [46,47] based on the standard hybrid Monte Carlo algorithm. Thus we have come down in the pion mass from $m_\pi \approx 700\text{ MeV}$ to $150\text{ MeV}$, which corresponds to a factor $(700/150)^2 \approx 22$ reduction in the up-down quark mass.

In Fig. 2 we show $m_\pi^2/m_{\text{ud}}^{\text{AWI}}$ (for a definition of AWI quark mass, see Section 6), and the ratio of pseudoscalar decay constants $f_K/f_\pi$. The almost linear behavior observed for heavier quark masses (filled points) [46,47] is quite deceptive. The ratio $m_\pi^2/m_{\text{ud}}^{\text{AWI}}$ bends upwards when the up-down quark mass approaches the physical value shown by the vertical line. The ratio $f_K/f_\pi$, while not exhibiting such dramatic behavior, nonetheless shows a clear upward deviation toward the experimental point.

Of course this is precisely the behavior expected from chiral perturbation theory toward vanishing quark mass. It is clear, however, that without data close to the physical point, it would be, and in fact it has been, very difficult to reliably pin down the value at the physical point from data in the heavy quark mass region alone.

Given that calculations at the physical point are now possible, one should turn the tables and ask if chiral perturbation theory correctly describes our data. We carry out such an analysis for the octet
Table 1. Simulation parameters of our PACS-CS runs on a $32^3 \times 64$ lattice. Pion and kaon masses are measured values multiplied by $a^{-1} = 2.176$ GeV as estimated in Ref. [7]. The third row lists the integers $(N_0, N_1, N_2, N_3, N_4)$, specifying the multi-time steps. MD time is the number of trajectories multiplied by the trajectory length $\tau$. CPU time for unit $\tau$ using 256 nodes of PACS-CS is also listed.

$\kappa_{ud}$ & 0.13700 & 0.13727 & 0.13754 & 0.13754 & 0.13770 & 0.13781 & 0.137785 \\
$\kappa_s$ & 0.13640 & 0.13640 & 0.13640 & 0.13660 & 0.13640 & 0.13640 & 0.13660 \\
$m_\pi$ (MeV) & 702 & 570 & 411 & 385 & 296 & 154 & 151 \\
$m_K$ (MeV) & 789 & 713 & 635 & 582 & 594 & 553 & 505 \\
$\tau$ & 0.5 & 0.5 & 0.5 & 0.5 & 0.25 & 0.25 & 0.25 \\
$(N_0, N_1, N_2, N_3, N_4)$ & (4,4,10) & (4,4,14) & (4,4,20) & (4,4,28) & (4,4,16) & (4,4,4,6) & (4,4,2,4,4) \\
$N_{poly}$ & 180 & 180 & 180 & 220 & 180 & 200 & 220 \\
MD time & 2000 & 2000 & 2250 & 2000 & 2000 & 990 & 2000 \\
CPU hour & 0.29 & 0.44 & 1.3 & 1.1 & 2.7 & 7.1 & 6.0

Fig. 2. Comparison of the PACS-CS (red) [7] and the CP-PACS/JLQCD (black) [46,47] results for $m_\pi^2/m_{AWI}^2$ (left) and $f_K/f_\pi$ (right) as a function of $m_{AWI}$ reproduced from Ref. [7]. Vertical line denotes the physical point and star symbol represents the experimental value.

of pseudoscalar mesons [7], and for the octet and decuplet of baryons [8]. Since we use the Wilson-clover quark action with explicit chiral symmetry breaking, we have to employ chiral perturbation theory incorporating such breaking effects [62]. It turns out that these effects can be absorbed into the leading order low energy constants so that the continuum expressions can be applied. If one assumes that up, down, and strange quarks are light, then one should employ SU(3) chiral perturbation theory.

Taking the pion as an example, the well-known formula reads [63]

$$\frac{m_\pi^2}{2m_{ud}} = B_0 \left\{ 1 + \mu_\pi - \frac{\mu_n}{3} + \frac{2B_0}{f_0^2} (16m_{ud}(2L_8 - L_5) + 16(2m_{ud} + m_s)(2L_6 - L_4)) \right\}, \quad (4.1)$$

$$f_\pi = f_0 \left\{ 1 - 2\mu_\pi - \mu_K + \frac{2B_0}{f_0^2} (8m_{ud}L_5 + 8(2m_{ud} + m_s)L_4) \right\}, \quad (4.2)$$

where

$$\mu_{PS} = \frac{1}{16\pi^2} \frac{\tilde{m}_{PS}^2}{f_0^2} \ln \left( \frac{\tilde{m}_{PS}^2}{\mu^2} \right), \quad (4.3)$$

$$\tilde{m}_\pi^2 = 2m_{ud}B_0, \quad \tilde{m}_K^2 = (m_{ud} + m_s)B_0, \quad \tilde{m}_\eta^2 = \frac{2}{3}(m_{ud} + 2m_s)B_0 \quad (4.4)$$
Fig. 3. SU(2) chiral perturbation theory fit for $m_{\pi}^2 / m_{ud}^{AWI}$ and $f_K$ reproduced from Ref. [7]. FSE in legends means including finite-size corrections. @ph means fit prediction at the physical point.

Fig. 4. Light hadron spectrum extrapolated to the physical point using $m_{\pi}$, $m_K$ and $m_{\Omega_1}$ as inputs reproduced from Ref. [7]. The horizontal bars denote experimental values.

with $\mu$ the renormalization scale. There are six unknown low energy constants $B_0$, $f_0$, $L_{4,5,6,8}$ in the expressions above.

We simultaneously fit data to the formula such as the above for $m_{\pi}^2 / (2m_{ud})$, $m_{K}^2 / (m_{ud} + m_s)$, $f_{\pi}$, and $f_K$. We find that the fit exhibits a large $\chi^2$/dof, and the dependence on the strange quark mass is not reproduced well. Furthermore, the next-to-leading order contribution coming from the kaon loop is uncomfortably large in the decay constants.

A baryon spectrum analysis is tried using heavy baryon SU(3) chiral perturbation theory [64]. Incorporating the chiral symmetry breaking effects of the Wilson-clover quark action is left for future work. The leading order formula yields a reasonable fit of the data. Including next-to-leading order corrections, however, the flavor SU(3) coupling constants are found to take very small values quite different from existing phenomenological estimates. It is our conclusion that the strange quark mass is too large to be treated by chiral perturbation theory.

This situation leads us to make a reanalysis treating only up and down quarks as light. For this purpose we use the SU(2) chiral perturbation theory formula, and make a linear extrapolation or interpolation for the strange quark mass since our simulation points are close to its physical value. We find good fits for pion masses below $m_\pi \approx 400$ MeV as shown in Fig. 3.

In Fig. 4 the light hadron spectrum extrapolated to the physical point using SU(2) chiral perturbation theory is compared with experimental values. Finite-size corrections are taken into account for completeness, but they do not make large contributions. For the vector mesons and the baryons we use a simple linear formula $m_{\text{had}} = a_h + b_h m_{ud}^{AWI} + c_h m_s^{AWI}$. Data in the range $m_{\pi} \leq 400$ MeV are used for these analyses.
We need three physical inputs to determine the up-down and strange quark masses and the lattice cutoff. We choose $m_\pi$, $m_K$, and $m_{\Omega}$. The choice of $m_{\Omega}$ has both theoretical and practical advantages: the $\Omega$ baryon is stable in the strong interaction and its mass, being composed of three strange quarks, is determined with good precision with small finite-size effects.

Numerical values are listed in Table 2. The largest discrepancy between our results and the experimental values is at most 3%, although errors are still not small for the $\rho$ meson, the nucleon, and the $\Delta$ baryon. The results are clearly encouraging, but we have to note that we still need to remove errors of $O((a\Lambda_{\text{QCD}})^2)$.

5. The reweighting technique and lattice QCD calculations at the physical point

Since reaching the physical point for light up, down, and strange quark masses has been achieved, we may ask if it is possible to carry out calculations in lattice QCD precisely at the physical point. This would be beautiful since, aside from effects of finite lattice spacing, one would be directly exploring the physics of strong interactions as they take place in nature.

A priori we do not know the precise values of bare quark masses corresponding to the physical point. Repeating simulations until one hits the physical point is clearly unattractive. The question, therefore, is whether one can readjust the parameters to the physical point, given a set of configurations generated with parameters close to the physical point. The reweighting technique [55] turned out to meet this need.

Let us consider evaluating $\langle O[U](\kappa'_{\text{ud}}, \kappa'_s)\rangle(\kappa_{\text{ud}}, \kappa_s)$, which is the expectation value of a physical observable $O$ at the target hopping parameters ($\kappa'_{\text{ud}}, \kappa'_s$), using the configuration samples generated at the original hopping parameters ($\kappa_{\text{ud}}, \kappa_s$). We assume that $\rho_{\text{ud}} \equiv \kappa_{\text{ud}}/\kappa'_{\text{ud}} \simeq 1$ and $\rho_s \equiv \kappa_s/\kappa'_s \simeq 1$. The key is the following identity:

$$
\langle O[U](\kappa'_{\text{ud}}, \kappa'_s)\rangle(\kappa_{\text{ud}}, \kappa_s) = \frac{\int DU O[U](\kappa'_{\text{ud}}, \kappa'_s) e^{-S_{\text{gluon}}[U]}}{\int DU |\det[D_{\kappa_{\text{ud}}}[U]]|^2 |\det[D_{\kappa_s}[U]]|^2 e^{-S_{\text{gluon}}[U]}}
\langle R_{\text{ud}}[U] R_{\text{s}}[U]\rangle(\kappa_{\text{ud}}, \kappa_s).
$$

(5.1)
Fig. 5. Left: determination of the physical point on the $(1/\kappa_{ud}, 1/\kappa_s)$ plane. Solid and open black circles denote the original and target points, and crosses are the breakup points. Right: reweighting factors from the original point to the target point plotted as a function of the plaquette value. Reproduced from Ref. [10].

where

\[ R_{ud}[U] = |\det W[U](\rho_{ud})|^2, \quad R_s[U] = \det W[U](\rho_s) \]  

(5.2)

\[ W[U](\rho_q) \equiv \frac{D_{\kappa_q'}[U]}{D_{\kappa_q}[U]} = [\rho_q + (1 - \rho_q)D_{\kappa_q'}^{-1}[U]]^{-1} \]  

(5.3)

with $\rho_q = \kappa_q/\kappa_q'$ so that only $D_{\kappa_q'}^{-1}$ is needed to calculate $W^{-1}$.

The reweighting factors can be evaluated by a stochastic method. For the up and down quark sector, for example, introducing a complex bosonic field $\eta$ with color and spinor indices, the determinant of $W$ is expressed as

\[ R_{ud}[U] = |\det[W[U](\rho_{ud})]|^2 \]

\[ = \frac{\int D\eta D\eta' e^{-|W[U](\rho_{ud})\eta|^2}}{\int D\eta D\eta' e^{-|\eta|^2}} = \langle e^{-|W^{-1}[U](\rho_{ud})\eta|^2 + |\eta|^2} \rangle_\eta, \]

(5.4)

where $\langle \cdots \rangle_\eta$ means the expectation value with respect to $\eta$.

To reduce the fluctuations in the stochastic evaluation of $R_{ud}[U]$ and $R_s[U]$ we employ the determinant breakup technique [66]. The interval between $\kappa_q$ and $\kappa_q'$ is divided into $N_B$ subintervals: $\kappa_q, \kappa_q + \Delta_q, \ldots, \kappa_q + (N_B - 1)\Delta_q, \kappa_q'$ with $\Delta_q = (\kappa_q' - \kappa_q)/N_B$, and the determinant ratios are evaluated with the different set of $\eta$ and multiplied together.

We implement the reweighting procedure in the following way. Since the lightest pion mass $m_\pi \approx 150$ MeV and the lightest kaon mass $m_K \approx 550$ MeV reached in the first round of simulations [7] are still heavier than the physical values by about 10%, we make an additional run at $(\kappa_{ud}, \kappa_s) = (0.137785, 0.13660)$. With preliminary trial runs, we then estimate $(\kappa_{ud}', \kappa_s') = (0.13779625, 0.13663375)$ as the target for the physical point. The reweighting is carried out with $N_B = 3$ steps for both $\kappa_{ud}$ and $\kappa_s$, adding one more step going beyond the target value in the $\kappa_s$ direction.

In the left-hand of panel of Fig. 5 we show how we reach the target point (open circle) from the original point (filled circle) through a grid of breakup points. In the right-hand panel of the same figure are shown the reweighting factors from the original to the target points calculated for a set of 80 configurations as a function of plaquette value. The points are distributed within an order of magnitude around the value unity, demonstrating that the fluctuation of the reweighting factors is
Fig. 6. Hadron masses normalized by $m_{\rho}/m_\Omega$ in comparison with experimental values reproduced from Ref. [10]. The target result for the $\rho$ meson is below the figure.

under control. In addition, we observe a clear positive correlation between the reweighting factors and the plaquette value as expected.

In Fig. 6 we plot the hadron masses calculated at the target point normalized by that of $m_{\rho}/m_\Omega$ in comparison with experiment. Matching to the physical point is very good. The deviation for the $\rho$ meson may be ascribed to its resonance nature, and those for baryons probably reflect finite-size effects; the box size of 3 fm for our $32^3 \times 64$ lattice is probably too small for baryons.

6. Strong coupling constant and quark masses—fundamental constants of QCD

The values of the strong coupling constant $\alpha_s = g^2/4\pi$ and the quark masses $m_q$, $q = u, d, s$ are fundamental constants of nature. Since they both vary under scale change, we need to understand their renormalization, and specify the scale $\mu$ and the scheme to quote their values. We employ the finite-volume Schrödinger functional method for this purpose [67,68].

6.1. Strong coupling constant

The Schrödinger functional is the partition function defined on a lattice of a finite extent $L^3 \times T$ with certain boundary conditions imposed on the gluon and quark fields. The coupling constant $\tilde{g}^2(L)$ in the Schrödinger functional scheme is defined through a variation of the effective action under a certain change of the gluon boundary condition.

The fundamental quantity in this method is the step scaling function $\sigma(u)$. It represents the change of the coupling constant under a scale change by some factor $s$, typically taken to be $s = 2$; $\tilde{g}^2(sL) = \sigma(u)$ with $u = \tilde{g}^2(L)$. One numerically calculates the lattice value of the step scaling function $\Sigma(u, a/L)$ for a set of lattice sizes and the bare coupling constant, and takes the limit $a/L \to 0$ to find the continuum limit $\sigma(u) = \lim_{a/L \to 0} \Sigma(u, a/L)$. This is done for a set of values of $u$ covering a sufficient range from weak to strong coupling. Once one has $\sigma(u)$, one can calculate the $\beta$ function $\beta(\sqrt{u}) = -L \partial \tilde{g}^2(L)/\partial L/2\sqrt{u}$ recursively through $\beta(\sqrt{\sigma(u)}) = \beta(\sqrt{u})/\sqrt{\sigma(u)}\partial \sigma(u)/\partial u$.

In Fig. 7 we plot our results for the step scaling function (left-hand panel) and the beta function (right-hand panel) for $N_f = 3$ QCD in the Schrödinger functional scheme [9].

The strong coupling constant $\alpha_s(\mu)$ is usually quoted in the MS scheme at a high energy scale $\mu = M_Z$. Finding this value requires evaluating the renormalization-group invariant scale $\Lambda$ for $N_f = 3$ QCD at low energy, and then running up to $M_Z$, crossing the charm and bottom thresholds on the way. Since we have the step scaling function, the first step can be carried out if we have the value of the coupling constant $\tilde{g}^2(L_{\text{max}})$ at some scale $L_{\text{max}}$. This in turn requires the value of
$L_{\text{max}}$ in physical units, which we supply from the determination of the lattice spacing through hadron mass spectrum calculations.

In order to control the continuum limit, we may employ the scale determination from the previous $N_f = 2 + 1$ QCD simulation at three lattice spacings [46,47] carried out by the joint CP-PACS-JLQCD Collaboration using the same gluon and quark actions. The result is given by [9]

$$\alpha_s(M_Z) = 0.12047(81)(48)^{(0)}_{(-173)}, \quad (6.1)$$

$$\Lambda^{(5)}_{\text{MS}} = 239(10)(6)^{(0)}_{(-22)} \text{ MeV}, \quad (6.2)$$

where the first error is statistical and the second represents the systematic error of perturbative matching across the charm and bottom thresholds. The last parenthesis shows an estimate of the systematic error from a constant and a linear continuum extrapolation. For comparison, the world average excluding lattice results is $\alpha_s(M_Z) = 0.1186(11)$. [70]

We have to note that the above results do not include systematic errors due to chiral extrapolation. If one uses the scale from the current $N_f = 2 + 1$ runs using the domain-decomposed HMC algorithm down to $m_\pi \approx 150$ MeV [7], one finds $\alpha_s(M_Z) = 0.1225(14)(5)$ and $\Lambda^{(5)}_{\text{MS}} = 266(20)(7)$ MeV, where the meanings of the errors are the same as the first two in (6.1).

6.2. Light quark masses

We define the bare quark mass through the axial vector Ward–Takahashi identity (AWI) by taking the ratio of matrix elements of the pseudoscalar density $P = i\gamma_5 q$ and the fourth component of the axial vector current $A_4$:

$$m_f^{\text{AWI}} + m_g^{\text{AWI}} = \langle 0 | \nabla_4 A_4^{\text{imp}} | PS \rangle / \langle 0 | P | PS \rangle, \quad (6.3)$$

where $|PS\rangle$ denotes the pseudoscalar meson state at rest and $f$ and $g$ ($f, g = u, d, s$) label the flavors of the valence quarks. We employ the non-perturbatively $O(a)$-improved axial vector current $A_4^{\text{imp}} = A_4 + c_A \nabla_4 P$ with $\nabla_4$ the symmetric lattice derivative, and $c_A = -0.03876106$ as determined in Ref. [71]. The $O(m_q a)$ corrections are removed by defining

$$m_f^{\text{AWI}} = \left(1 + b_A m_g^{\text{AWI}} / m_0\right) m_f^{\text{AWI}}, \quad (6.4)$$
where the improvement coefficients $b_{A,P}$ are perturbatively evaluated up to the one-loop level [72] with tadpole improvement.

The renormalization of quark mass as defined above is given by those of $A_\mu$ and $P$. We therefore have to determine the step scaling function of the pseudoscalar density $\sigma_P(u)$, and the renormalization constant $Z_A$ for the axial vector current which is scale independent due to partial conservation.

In Fig. 8 we show our results for the step scaling function for the pseudoscalar density and the renormalization constant for the axial vector current. We combine them with the bare quark masses determined in hadron mass spectrum calculations to calculate the quark masses $m_q(\mu)$ at a scale $\mu$ in physical units. With the present PACS-CS data [7], we find $m_{\overline{\text{MS}}}^{\text{MS}}(\mu = 2 \text{ GeV}) = 2.78(27) \text{ MeV}$ for the average up and down quark, and $m_s^{\overline{\text{MS}}}(\mu = 2 \text{ GeV}) = 86.7(2.3) \text{ MeV}$ for the strange quark [11]. We have to wait until simulations at weaker couplings are made to see if these values stay toward the continuum limit.

### 7. Resonance properties through finite-volume two-particle analyses

Masses of resonances such as $\rho$, $K^*$ and $\Delta$ cannot be correctly extracted from the exponential decay of two-point functions. Instead, one can use the relation between the energies of two-particle states on a finite box and the elastic phase shift to calculate the latter, from which one can extract the pole position and the resonance width. While the theoretical foundations of this topic were laid out quite early [26,27] and have been explored in simulations for many years [73,74], it is only recently, with the development of full QCD simulations near the physical point, that a realistic calculation of the resonance properties has become feasible.

The basis is the formula which connects the energy $E$ of a two-particle state on a finite box with the elastic phase shift $\delta(k)$ in the same channel. When the two particles are degenerate in mass, $k$ is defined by $E = 2\sqrt{m^2 + k^2}$ with $m$ the mass of each particle. For zero center of mass momentum and a spatial lattice of a size $L^3$, the connection is given by

$$\frac{1}{\tan \delta(k)} = \frac{1}{\pi^{3/2} q} Z_{00}(1, q), \quad Z_{00}(s, q) = \sum_{n \in \mathbb{Z}^3} (n^2 - q^2)^{-s}$$

with $q = k L/(2\pi)$. The extension to a non-zero center of mass is also known [75].
We apply this formalism to the two-pion channel to extract the $I = 1$ $P$-wave phase shift, with which we calculate the resonance properties of the $\rho$ meson [15]. Calculations are carried out for the two configuration sets corresponding to $m_\pi = 410$ MeV and 300 MeV on a $32^3 \times 64$ lattice listed in Table 1.

In order to calculate the phase shift at various energies from configurations with a single size, we consider three choices for the total momentum: the center of mass frame with total momentum $\mathbf{P} = (0, 0, 0)$ (CMF), the non-zero momentum frame with $\mathbf{P} = (2\pi/L)(0, 0, 1)$ (MF1), and $\mathbf{P} = (2\pi/L)(1, 1, 0)$ (MF2). The ground and first excited states for these momenta with isospin $(I, I_z) = (1, 0)$, ignoring the hadron interactions, are shown in Table 3 where $g$ is the rotational group in each momentum frame on the lattice and $\Gamma$ is the irreducible representation of the rotational group.

For the $T_1^-$ and $E^-$ representations the invariant mass $\sqrt{s} = \sqrt{E^2 - \mathbf{P}^2}$ for the two-pion state is sufficiently heavier than the $\rho$ mass so that we only calculate the ground state energy from the $\rho$ meson propagator in the standard way. For the $A_2^-$ and $B_1^-$ representations for which the invariant mass is close to or lighter than the $\rho$ mass, we calculate a $2 \times 2$ matrix of correlation functions in the $\rho$ and $\pi\pi$ channels given by

$$G(t) = \begin{pmatrix}
\langle 0 | (\pi\pi)^\dagger(t)(\pi\pi)(t_0) | 0 \rangle & \langle 0 | (\pi\pi)^\dagger(t) (\bar{\pi}(t_0)) | 0 \rangle \\
\langle 0 | \rho(t)(\pi\pi)(t_0) | 0 \rangle & \langle 0 | (\rho(t)) (\bar{\pi}(t_0)) | 0 \rangle
\end{pmatrix}. \quad (7.2)
$$

We extract the ground and first excited state energies by a single exponential fit of the two eigenvalues $\lambda_1(t)$ and $\lambda_2(t)$ of the matrix $M(t) = G(t)G^{-1}(t_R)$ with some reference time $t_R$, assuming that the lower two states dominate the time correlation function.

In Fig. 9 we plot the results for the phase shift in terms of $k^3/(\sqrt{s} \tan \delta(k))$. For an effective $\rho\pi\pi$ coupling of form $L_{\text{eff}} = g_{\rho\pi\pi} \sum_{\alpha\beta\gamma} \epsilon_{\alpha\beta\gamma} (k_1 - k_2)_{\alpha} \rho_{\mu}^\alpha(p) \pi^\beta(k_1) \pi^\gamma(k_2)$, we expect a linear relation given by

$$\frac{k^3}{\tan \delta(k)} / \sqrt{s} = \frac{6\pi}{g_{\rho\pi\pi}^2}(m_\rho^2 - s). \quad (7.3)
$$

A $\chi^2$ fit then yields an estimate of the resonance mass $m_\rho$ and the $\rho\pi\pi$ coupling $g_{\rho\pi\pi}$. We list the results in Table 4.

In terms of $g_{\rho\pi\pi}$, the physical $\rho$ meson width is given by

$$\Gamma_\rho = \frac{g_{\rho\pi\pi}^2}{6\pi} \frac{k^3}{m_\rho}. \quad (7.4)
$$

where $k = \sqrt{m_\rho^2/4 - m_\pi^2}$ and physical values should be used for $m_\rho$ and $m_\pi$. Substituting the experimental width $\Gamma_\rho = 146.2(7)$ MeV yields $g_{\rho\pi\pi} = 5.874(14)$. Our results at the two pion masses
Fig. 9. $k^3/(\sqrt{s \cdot \tan \delta(k)})$ as a function of the square of the invariant mass $s$ at $m_\pi = 410$ MeV (left) and $m_\pi = 300$ MeV (right) reproduced from Ref. [15]. The same symbols for four representations are used in both panels. The dotted lines are finite-size formulas for the $A_2^-$ and $B_1^-$ representations. The solid line for each quark mass is the fit to (7.3).

Table 4. The $\rho$ resonance mass and $\rho\pi\pi$ coupling $g_{\rho\pi\pi}$ estimated at the pion mass in the first row.

| $m_\pi$ (MeV) | $m_\rho$ (MeV) | $g_{\rho\pi\pi}$ |
|---------------|----------------|-----------------|
| 410           | 892.8(5.5)     | 5.52(40)        |
| 300           | 863(23)        | 5.98(56)        |

$m_\pi = 410$ MeV and 300 MeV, although not close enough to the physical point, are reasonably consistent with it.

8. Pion electromagnetic form factor

The electromagnetic form factor of a pion is defined by

$$\langle \pi^+(\vec{p}')|J_\mu|\pi^+(\vec{p})\rangle = (p_\mu + p'_\mu)G_\pi(Q^2),$$

where $Q^2 = -q^2 = -(p' - p)^2$ is the four-momentum transfer, and $J_\mu$ is the electromagnetic current given by

$$J_\mu = \frac{2}{3}\bar{u}\gamma_\mu u - \frac{1}{3}\bar{d}\gamma_\mu d - \frac{1}{3}\bar{s}\gamma_\mu s.$$  

(8.2)

An interesting feature is that the slope of the form factor at the origin, i.e., the electromagnetic charge radius, defined by

$$\langle r^2 \rangle = 6 \frac{dG_\pi(q^2)}{dq^2} |_{q^2=0},$$

is expected to diverge logarithmically as $m_\pi$ becomes small.

To extract the form factor, we use the ratio defined by

$$R(\tau) = \frac{C_{3pt}(\vec{p}', t_f; \vec{p}, 0; \tau)}{C_{3pt}(\vec{p}', t_f; \vec{p}', 0; \tau)},$$

where

$$C_{3pt}(\vec{p}', t_f; \vec{p}, 0; \tau) = \langle \pi^+(\vec{p}', t_f)|J_\mu(\tau)|\pi^+(\vec{p}, 0)\rangle,$$

(8.5)

is the pion-to-current three-point function. If one chooses the momenta of the two pions satisfying $\vec{p}' \neq \vec{p}$ but $|\vec{p}'| = |\vec{p}|$, the ratio converges for large $\tau$ and $t_f$ as

$$R(\tau) \to \frac{G_{\pi,\text{bare}}(Q^2)}{G_{\pi,\text{bare}}(0)} = G_\pi(Q^2).$$

(8.6)
In contrast with more conventional choices of momenta such as $\vec{p}' \neq 0$ and $\vec{p} = 0$, our ratio does not involve the two-point function of the pion, and this leads to much better signals as the pion mass is decreased [13].

On a $32^3 \times 64$ lattice with a 2 GeV inverse lattice spacing, the minimum non-zero quark momentum for the periodic boundary condition $2\pi/La$ is about 0.4 GeV. In order to study the form factor for smaller momentum transfer, we use the partially twisted boundary condition technique [76]. If one imposes the following boundary condition on valence quark fields:

$$q(x + Le_j) = e^{2\pi i \theta_j} q(x), \quad j = 1, 2, 3,$$

the spatial momentum of that quark is quantized according to

$$p_j = \frac{2\pi n_j}{L} + \frac{2\pi \theta_j}{L}, \quad j = 1, 2, 3,$$

where $L$ denotes the spatial lattice size, $e_j$ the unit vector in the spatial $j$th direction, and $\theta_j$ a real parameter. In this way one can explore arbitrarily small momenta on the lattice by adjusting the value of twist $\theta_j$. We apply the $Z(2) \otimes Z(2)$ random noisy source to improve on statistical errors, as introduced in Ref. [77].

In the left-hand panel of Fig. 10, we plot our result [13] for the form factor at $m_\pi \approx 300$ MeV and 410 MeV as a function of the momentum transfer $Q^2$. The dashed and solid lines are data fits of the next to next leading order (NNLO) formula of the form factor to $SU(2)$ chiral perturbation theory, combining data for $m_\pi = 300$ MeV and 410 MeV.

In the right-hand panel we shown the charge radius calculated from the NNLO chiral perturbation theory fit (open circles) as compared to experiment at the physical point (red filled circle). Blue filled circles are the results of the monopole fit of form

$$G_\pi(Q^2) = \frac{1}{1 + Q^2/M_{\text{mono}}^2}.$$  

We see that chiral perturbation theory is reasonably convergent over the range $m_\pi \approx 300 - 410$ MeV and $Q^2 \leq 0.1$ GeV$^2$ explored in this calculation. The charge radius extrapolated to the physical point is in agreement with experiment, albeit with a 10% error.

The PACS-CS gauge configurations have a set corresponding to $m_\pi \approx 150$ MeV. We tried to calculate the form factor on this set, and found that the pion two- and three-point functions exhibited...
very large fluctuations, to the extent that taking a meaningful statistical average was difficult. This trend became more pronounced as the twist carried by quarks was made larger. Since \( L m_\pi \approx 2.3 \) at this pion mass for \( L = 32 \), we suspect that this phenomenon is caused by the small size of the lattice relative to the pion mass, and the consequent increase in large fluctuations. It is our conclusion that calculating the pion form factor directly at the physical point requires larger lattices such as \( 64^4 \).

9. Heavy quark physics on a physical light quark sea

We have seen in Section 5 that the reweighting technique allows us to adjust the light up, down, and strange quark masses to the physical values. We can therefore explore heavy quark physics on a physical light quark sea background. This has the advantage that systematic errors associated with chiral extrapolation in the light quark masses, which otherwise plague physical predictions, are absent. Errors due to charm and bottom quenching are expected to be small. We apply this method to the charm quark for the set of configurations at \((\kappa_{ud}, \kappa_s) = (0.13778, 0.13660)\) reweighted to \((0.13779625, 0.13663375)\).

Since the lattice spacing on our set of configurations is \( a^{-1} \approx 2 \text{ GeV} \), the charm quark can be treated directly, i.e., without resorting to heavy quark effective theory. We employ the relativistic heavy quark formalism [78] to deal with the discretization errors of \( O(m_{\text{charm}} a) \).

The relativistic heavy quark formalism is designed to reduce the cutoff errors of \( O((m_Q a)^n) \) with arbitrary order \( n \) to \( O(f(m_Q a)(a \Lambda_{\text{QCD}})^2) \), where \( f(m_Q a) \) is an analytic function around the massless point \( m_Q a = 0 \), once all of the parameters in the relativistic heavy quark action have been determined non-perturbatively. The action is given by

\[
S_Q = \sum_{x,y} \hat{Q}_x D_{x,y} Q_y, \tag{9.1}
\]

\[
D_{x,y} = \delta_{xy} - \kappa_Q \sum_i [(r_s - v_y g_i) U_{x,i} \delta_{x,y+i + i} + (r_s + v_y g_i) U_{x,i}^\dagger \delta_{x,y+i - i}]
- \kappa_Q [(r_t - v_y g_i) U_{x,4} \delta_{x,4,y} + (r_t + v_y g_i) U_{x,4}^\dagger \delta_{x,4,y+4}]
- \kappa_Q \left[ c_B \sum_{i,j} F_{ij}(x) \sigma_{ij} + c_E \sum_i F_{i4}(x) \sigma_{i4} \right], \tag{9.2}
\]

where \( \kappa_Q \) is the hopping parameter for the heavy quark. In the present calculation we adjust the parameters \( r_t, r_s, c_B, c_E \) and \( v \) as follows. We are allowed to choose \( r_t = 1 \), and we employ the one-loop perturbative value for \( r_s \) [79]. For the clover coefficients \( c_B \) and \( c_E \) we include the non-perturbative contribution in the massless limit \( c_{\text{SW}}^{\text{NP}} \) for three-flavor dynamical QCD [57], and calculate the heavy quark mass dependent contribution perturbatively to one-loop order [79] according to

\[
c_{B,E} = (c_{B,E}(m_Q a) - c_{B,E}(0))^\text{PT} + c_{\text{SW}}^{\text{NP}}. \tag{9.3}
\]

The parameter \( v \) is determined non-perturbatively to reproduce the relativistic dispersion relation for the spin-averaged 1S states of charmonium. Writing

\[
E(\vec{p})^2 = E(\vec{0})^2 + c_{\text{eff}}^2 |\vec{p}|^2, \tag{9.4}
\]

for \(|\vec{p}| = 0, 1, \sqrt{2} \), and demanding the effective speed of light \( c_{\text{eff}} \) to be unity, we find \( v = 1.1450511 \), with which we have \( c_{\text{eff}} = 1.002(4) \). The remaining cutoff errors are \( a^2 f(m_Q a)(a \Lambda_{\text{QCD}}) \), instead
of $f(m_Q a)^2(a \Lambda_{QCD})^2$, due to the use of one-loop perturbative values in part for the parameters of our heavy quark action.

We tune the heavy quark hopping parameter by the mass for the spin-averaged $1S$ states of charmonium, experimentally given by [65]

$$M(1S) = (M_{\eta_c} + 3M_{J/\psi})/4 = 3.0678(6) \text{ GeV}.$$ (9.5)

This leads to $\kappa_{\text{charm}} = 0.10959947$ for which our lattice measurements yield the value $M(1S)^{\text{lat}} = 3.0671(14) \text{ GeV}$, where the first error is statistical, and the second is a systematic error from the scale determination.

The charm quark mass is calculated from the bare value $m_{\text{SWI}}^{\text{charm}}$ obtained from the PCAC relation and the renormalization factor $Z_m(\mu)$. Similar to the clover coefficients, the renormalization factor is estimated by combining the non-perturbative value at the massless point from the Schrödinger functional method and the charm quark mass dependent piece in one-loop perturbation theory. The result is given by

$$m_{\text{MS}}^{\text{charm}}(\mu = m_{\text{MS}}^{\text{charm}}, N_f = 4 \text{ running}) = 1.249(1)(6)(35) \text{ GeV},$$ (9.6)

where the first error is statistical, the second is systematic from the scale determination, and the third from uncertainties in the renormalization factors.

We show in the left-hand panel in Fig. 11 the charmonium spectrum normalized by experiment. The agreement is satisfactory within one standard deviation. The right-hand panel demonstrates that light dynamical sea quark effects are crucial for understanding charmonium hyperfine splitting. The filled circle shows the result from PACS-CS [14]. Results with dynamical up and down quarks ($N_f = 2$) and with the quenched approximation ($N_f = 0$) are from the CP-PACS Collaboration [80] using the same heavy quark formalism. A small discrepancy that is still visible between the filled circle and experiment should go away as we approach the continuum limit.

The decay constants $f_D$ and $f_{D_s}$ of charmed $D$ and $D_s$ mesons are important for determining the $V_{cd}$ and $V_{cs}$ elements of the Cabibbo–Kobayashi–Maskawa matrix since they are directly related to the leptonic decay width

$$\Gamma(D \to l\nu) = \frac{G_F^2}{8\pi} m_l^2 m_D f_D^2 \left(1 - \frac{m_l^2}{m_D^2}\right)^2 |V_{cd}|^2.$$ (9.7)
Table 5. Results for the decay constants of the $D$ and $Ds$ mesons from Ref. [14]. The first error is statistical, the second is a systematic error from the scale determination, and the third is from the renormalization factor. Experimental data are also listed [65].

| Lattice | Experiment |
|---------|------------|
| $f_D$(MeV) | 226(6)(1)(5) | 206.7(8.9) |
| $f_{Ds}$(MeV) | 257(2)(1)(5) | 257.5(6.1) |
| $f_{Ds}/f_D$ | 1.14(3)(0)(0) | 1.25(6) |

Our results are compared with experiment in Table 5. While the agreement for $f_{Ds}$ is satisfactory, the result for $f_D$ differs by about two standard deviations. It is necessary to take the continuum limit for a definite comparison.

With the CLEO value of $\Gamma(D \to l\nu)$ [81,82], we obtain $|V_{cd}|(\text{lattice}) = 0.205(6)(1)(5)(9)$, where the first error is statistical, the second is systematic due to the scale determination, the third is uncertainty in the renormalization factor, and the fourth represents the experimental error of the leptonic decay width. Similarly, using the CLEO value of $\Gamma(Ds \to l\nu)$ [81,82], we find $|V_{cs}|(\text{lattice}) = 1.00(1)(1)(3)(3)$.

10. QCD + QED simulation and electromagnetic mass splitting of hadron masses

Up to now we have assumed isospin symmetry in the quark mass, $m_u = m_d$. However, in nature, isospin symmetry is broken by the quark mass difference, $m_u \neq m_d$, and by the difference of the quark electric charges, $e_u \neq e_d$. Isospin symmetry breaking causes mass splittings in isospin multiplets of light hadrons, e.g., $m_K^0 - m_K^\pm$, $m_n - m_p$. The magnitude of the splittings is not large, but is important since, e.g., it is this difference which guarantees the stability of the proton. Thus, our next target should be a QCD + QED lattice calculation at the physical point incorporating quark mass differences.

A pioneering QCD + QED lattice simulation was carried out a long time ago [83,84] using the quenched approximation both for QCD and QED. The possibility of including dynamical QED effects was first investigated in Ref. [85]. Recently, results for the low-energy constants in chiral perturbation theory including dynamical quark effects both in QCD and QED were reported [86]. We present our results for a full QCD + full QED simulation at the physical point using the reweighting technique [17,18].

Let $D(e, \kappa)$ be the Wilson-clover operator for electric charge $e$ and hopping parameter $\kappa$ on a background gluon field $U_{n\mu}$ and $U(1)$ electromagnetic field $U_{emn\mu}$. The reweighting factor we have to calculate is given by

$$\det \left[ \frac{D(e_u, \kappa_u^*)}{D(0, \kappa_{ud})} \frac{D(e_d, \kappa_d^*)}{D(0, \kappa_{ud})} \frac{D(e_s, \kappa_s^*)}{D(0, \kappa_s)} \right],$$

where $e_{u,d,s}$ and $\kappa_{u,d,s}^*$ are the physical charge and hopping parameter of up, down, and strange quarks.

Controlling the fluctuations of the reweighting factor turned out to be more difficult than the pure QCD case treated in Section 5. First, the reweighting factor for each flavor has a significant fluctuating $O(e)$ part. This problem was tamed by estimating the reweighting factor for the three flavors together, the reason being the fact that the total charge vanishes as $e_u + e_d + e_s = 0$ [86]. Secondly, for the Wilson-clover quark action, the additive quark mass renormalization due to short-distance
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QED effects turned out to be quite large. This difficulty was treated by generating the $U(1)$ electromagnetic field on a lattice twice as fine as the original QCD lattice and blocking over $2^4$ sublattices to smooth out short distance fluctuations. We also applied a large number of breakups.

In practice, we start from the set of configurations at $(\kappa_{ud}, \kappa_s) = (0.137\,785, 0.136\,60)$ on a $32^3 \times 64$ lattice and reweight to $(\kappa_{ud}^*, \kappa_d^*, \kappa_s^*) = (0.137\,870\,14, 0.137\,797\,00, 0.136\,695\,10)$ and $(e_u, e_d, e_s) = (2/3, -1/3, -1/3)e_{\text{phys}}$ with $e_{\text{phys}} = \sqrt{4\pi/137}$. We use 400 breakups for QED and 26 for QCD with 12 noise sources for each breakup on 80 configurations. The target hopping parameters are tuned to reproduce the masses of the $\pi^+, K^+$, and $K^0$ mesons and the $\Omega^-$ baryon.

In Table 6 we use the $\Omega^-$ baryon mass to fix the lattice spacing $a^{-1}$ and compare the calculated $\pi^+, K^+$, $K^0$ masses with experimental values; this demonstrates that we have successfully tuned the hopping parameter taking into account full QCD and QED effects.

Figure 12 shows the ratio of $K^0$ to $K^+$ propagators whose time dependence is expected to follow

$$\frac{\langle K^0(t)K^0(0) \rangle}{\langle K^+(t)K^+(0) \rangle} \simeq Z(1 - (m_{K^0} - m_{K^+})t),$$

where we assume $(m_{K^0} - m_{K^+})t \ll 1$. The negative slope indicates $m_{K^0} > m_{K^+}$. The fit result with $[t_{\text{min}}, t_{\text{max}}] = [13, 30]$ gives $4.54(1.09)$ MeV, which is consistent with the experimental value $3.937(28)$ MeV [65] within error.

In Table 7 we list the quark masses in the $\overline{\text{MS}}$ scheme at scale $\mu = 2$ GeV. Non-perturbative renormalization factors employed for the pure QCD case are also used here [11]. The QED corrections to the renormalization factor, whose contribution would be a level of 1% or less, are ignored. The first errors are statistical and the second ones are associated with computation of the non-perturbative normalization factors. Finite-size corrections due to QED, if estimated with chiral perturbation theory [87], would be $-13.50\%$, $+2.48\%$, and $-0.07\%$ for the up, down, and strange quark masses, respectively.
Table 7. Quark masses calculated in QCD + QED [17,18]. Lattice spacing is fixed by the $\Omega^-$ baryon mass.

| $m_u$ (MeV) | $m_d$ (MeV) | $m_s$ (MeV) | $m_{ud}$ (MeV) | $m_u/m_d$ | $m_s/m_{ud}$ |
|------------|------------|------------|--------------|-----------|------------|
| 2.57(26)(7) | 3.68(29)(10) | 83.60(58)(2.23) | 3.21(24)(8) | 0.699(51) | 26.7(2.0) |

11. Going beyond hadrons to nuclei

The strong interaction dynamically generates a hierarchical structure: three quarks are bound to form a nucleon with an energy of 1 GeV, and nucleons are bound to form atomic nuclei with a binding energy of about 10 MeV per nucleon. Since all nuclei are ultimately made of quarks and gluons, lattice QCD should help us quantitatively understand the structure and property of known nuclei based on its first principles. This direct approach will be more important and indispensable if we are to extract reliable predictions for experimentally unknown nuclei in the neutron-rich region of the nuclear chart.

Two approaches are being pursued in this direction; one can extract nuclear potentials from lattice QCD calculations and use them as input in nuclear physics calculations [88], or one can calculate nuclear observables directly in lattice QCD [12,16]. We describe here two attempts of the latter category.

11.1. Deuteron

The simplest nucleus is the two-nucleon system which includes deuteron. The dynamics for this system, however, is already subtle; the binding in the spin triplet deuteron channel is quite shallow and the spin singlet state is not bound. Lattice studies of the two-nucleon system were started quite some time ago [89,90], and have been addressed extensively, including recent simulations in full QCD with dynamical quarks. Nonetheless, no clear evidence of bound state formation has been reported so far. Indeed, all studies analyzed data based on the assumption that bound states do not form for heavy pions beyond $m_\pi \gtrsim 0.3$ GeV, and tried to extract the scattering lengths using Lüscher’s formula [26,27] relating two-particle energies to elastic scattering data.

Clarifying this first issue requires a systematic finite-size study of the energy levels of the two-nucleon system. Our strategy is: (i) resort back to quenched QCD to access a large range of spatial lattice sizes from $L = 3$ fm to 12 fm with high statistics, (ii) initially work with a heavy quark mass, and (iii) in addition to the standard single-state analysis looking for the lowest energy for the two-particle ground state, carry out a two-state analysis for the ground and first excited states diagonalizing the $2 \times 2$ matrix of the nuclear Green’s function. The last point is important to confirm the bound state nature since, as is well known from quantum mechanics, a shallow bound state is accompanied by a scattering state just above the two-particle threshold in a finite volume. In this analysis we employ the Helmholtz kernel for the sink operator given by

$$W_{q^2}(\vec{r}) = C_{q^2} \sum_{\vec{n} \in Z^3} \frac{e^{i(2\pi/L)\vec{n}\cdot\vec{r}}}{\vec{n}^2 - q^2},$$

(11.1)

where $q^2$ is a parameter, $\vec{r}$ is the relative coordinate between two nucleons, and the overall factor $C_{q^2}$ is determined from the normalization condition $|W_{q^2}(\vec{r}_{\max})| = 1$.

The calculations are made in quenched QCD with the renormalization-group improved Iwasaki gluon action at $\beta = 2.416$, which corresponds to the lattice spacing $a^{-1} = 1.541$ GeV as determined from the Sommer scale $r_0 = 0.49$ fm. The Wilson-clover quark action with the tadpole-improved clover term is used. The nucleon and pion masses are $m_N = 1.617$ GeV and $m_\pi = 0.800$ GeV. The
Fig. 13. Left: ground state energy in the $^3S_1$ (deuteron) channel relative to the two-nucleon threshold in GeV units from reproduced Ref. [16]. Several types of operators and ensembles are employed. The blue triangle comes from two-state diagonalization analysis. Results extrapolated to the infinite spatial volume limit (filled circle) and experimental values (star) are also presented. Right: the same for the $^1S_0$ channel.

Fig. 14. Spatial volume dependence of the energy of the first excited state relative to the two-nucleon threshold in the $^3S_1$ (circles) and $^1S_0$ (squares) channels in GeV units, reproduced from Ref. [16].

Spatial lattice sizes covered are $24^3(3.1 \text{ fm})^3$, $48^3(6.1 \text{ fm})^3$, and $96^3(12.3 \text{ fm})^3$ for the standard two-nucleon ground state analysis (first ensemble), and $32^3(4.1 \text{ fm})^3$ and $48^3$ for the two-state analysis (second ensemble).

In Fig. 13 we plot the ground state energy relative to the two-nucleon threshold obtained in our analysis as a function of spatial lattice volume. The results from two-state diagonalization analysis (blue triangles) and standard single-state analysis (other symbols) are mutually consistent, and together point strongly towards a non-vanishing negative value in the infinite spatial volume limit (filled circle) both for the triplet $^3S_1$ and the singlet $^1S_0$ channel at the heavy pion mass $m_\pi = 0.800 \text{ GeV}$.

The bound state nature of the ground states is corroborated by the results in Fig. 14 for the first excited states. For both channels, the energy levels are above the two-nucleon threshold, and behave as $E - 2m_N \propto 1/L^3$, which is consistent with scattering states just above the threshold.

We emphasize that the quenched approximation used in this work should be replaced with full QCD with dynamical up, down, and strange quarks, and their masses have to be brought down to the physical values. Clarification of how the bound state in the singlet channel becomes a scattering state while the triplet state remains bounded as one approaches the physical point is an interesting issue.

11.2. Helium nuclei

Helium is the first non-trivial nucleus, and we carry out our study [12] in the same spirit as for deuteron, using the quenched approximation and a heavy quark mass to obtain spatial lattice sizes and statistics.
The helium calculation exposes the computational difficulty of the multi-nucleon system: that the number of Wick contractions for quarks for constructing nuclear Green’s functions grows factorially fast with the mass number of the nuclei. A naive counting gives \((2N_p + N_n)!(2N_n + N_p)\)! for a nucleus composed of \(N_p\) protons and \(N_n\) neutrons, which quickly becomes prohibitively large beyond the three-nucleon system, e.g., 2880 for \(^3\)He and 518400 for \(^4\)He.

This is a challenging issue for nuclear calculations based on lattice QCD for which a general solution is not yet available. For the helium nuclei at hand, we reduce this number by working out equivalent contractions (i) under the permutation symmetry in terms of the protons or the neutrons, (ii) under isospin symmetry for \(^4\)He consisting of the same number of protons and neutrons, and (iii) a computer scrutiny of the remaining equivalent contractions. We find that only 1107(93) contractions are required for the \(^4\)He (\(^3\)He) nucleus correlation function.

Another technique to save computational cost is a modular construction of the nucleus correlation functions. We first make a block of three quark propagators where a nucleon operator with zero spatial momentum is constructed in the sink time slice. We also prepare several combinations of the two blocks which are useful for the construction of the nucleus correlators.

The actual computations are made at the same lattice spacing and quark mass as in the two-nucleon study in Section 11.1, and employ \(L^3 = 24^3, 48^3,\) and \(96^3\) spatial sizes. In Fig. 15 we show the energy difference \(-\Delta E_L = M - N_Nm_N\) in GeV units between the helium ground state \(M\) relative to the same number of free nucleons as a function of spatial volume for two choices of smearing at the quark source. The dependence on volume is consistent with an almost constant behavior, indicating a negative value and hence a bound state for the infinite-volume limit. This applies to both \(^4\)He and \(^3\)He channels.

Clearly, extending the line of work presented here to lighter quark masses in full QCD should be very interesting to pursue. Another important issue is the development of a strategy to cope with the factorial growth of Wick contractions to open a way to calculate nuclei with larger atomic numbers.
12. Conclusions

In this article, we have presented a review of work carried out by the PACS-CS Collaboration using a massively parallel cluster computer, PACS-CS, developed at the Center for Computational Sciences at the University of Tsukuba. The computer was commissioned in June 2006 and was operated for over five years until it was shut down in September 2011. The PACS-CS Collaboration for lattice QCD was formed in August 2005 to follow up on the CP-PACS Collaboration, and continued till March 2011.

The major physics goal of the Collaboration was to realize the physical point simulation of lattice QCD with light dynamical up, down, and strange quarks, taking advantage of the algorithmic progress offered by the domain-decomposition idea [48]. We have shown in this article how this goal was achieved.

In lattice QCD, chiral perturbation theory was often employed to reach the physical point from data obtained at quark masses away from the physical point. Our results confirm clearly the characteristic features of the chiral logarithm in the ratios $m_{\pi}^2/m_{ud}$ and $f_K/f_{\pi}$. We find, however, that SU(3) chiral perturbation theory does not describe the data well due to bad convergence of the strange quark contributions. The SU(2) chiral perturbation theory for up and down quark masses does seem to converge for the pion masses below $m_{\pi} \approx 300–400$ MeV, but since we can actually calculate on the physical point, the need to rely on chiral perturbation theory is very much weakened.

It is in general not possible to choose the bare action parameters so that the simulation is done exactly at the physical point. However, we have shown how the reweighting technique applied to the quark determinant allows us to adjust the bare parameters to the physical point.

These developments have resolved the long-standing issue of chiral extrapolation in lattice QCD. Physical predictions still require a large enough volume to control the finite-size effects and continuum extrapolation to remove lattice spacing errors, but we have already had a great deal of experience in dealing with them. Indeed, for the ground state hadron spectrum and light quark masses, the BMW Collaboration has carried out a continuum extrapolation based on simulations with small pion mass and large volumes [91,92].

Progress in lattice QCD depends on the triad of physics understanding, algorithms for computation, and computing power. The recent progress discussed in this article is a good example in which the triad worked together extremely well. Since computing power is rapidly growing into the peta-scale and beyond, lattice QCD can take advantage of the progress to move out into new directions.

One direction will be to explore the physics of strong interactions directly at the physical point with large volumes and high precision. Some of the problems discussed in this article, such as the $\rho$ meson as a resonance and hadron form factors, belong to this category. The calculation of electroweak matrix elements of hadrons to precisely pin down the CKM matrix elements and CP violation also occupy a very important role in the physics of the Standard Model and beyond.

This follows the traditional approach of lattice QCD, however. A somewhat different direction might be to step beyond verifying lattice QCD, and start asking what happens if the parameters of QCD are different from what they are in the present universe. For example, the helium abundance in primordial nucleosynthesis sensitively depends on the neutron proton mass difference. Hence, understanding how this mass difference varies as a function of up and down quark masses will deepen our understanding of the present universe. Another example is deuteron. Model calculations tend to imply that deuteron becomes unbound if up and down quark masses are slightly larger. The whole area of nuclear physics is abundant in such issues, and hence interesting beyond pushing calculations directly based on lattice QCD.
We have not discussed lattice QCD at finite temperature and density. There has been much progress in this area, especially at zero or small density, and physical point calculations will certainly enhance our understanding in this area. One open issue, of course, is the behavior at large density. Clearly, a breakthrough in one component of the triad of physics understanding, algorithms for computation, and computing power is awaited for progress to occur.

Acknowledgements

Numerical calculations for the present work were carried out on the PACS-CS and T2K-Tsukuba computers under the “Interdisciplinary Computational Science Program” in the Center for Computational Sciences, University of Tsukuba. This work is supported in part by Grants-in-Aid from the Ministry of Education, Culture, Sports, Science and Technology of Japan (Nos. 16740147, 17340066, 18104005, 18540250, 18740130, 19740134, 20340047, 20540248, 20740123, 20740139, 21340049, 22244018, and 22740138), and a Grant-in-Aid for Scientific Research on Innovative Areas (No. 2004: 20105001, 20105002, 20105003, 20105005, and No. 2104: 22105501).

References

[1] K. G. Wilson, Phys. Rev. D 10, 2445 (1974).
[2] M. Creutz, L. Jacobs, and C. Rebbi, Phys. Rev. D 20, 1915 (1979).
[3] M. Creutz, Phys. Rev. D 21, 2308 (1980).
[4] M. Creutz, Phys. Rev. Lett. 45, 313 (1980).
[5] D. Weingarten, Phys. Lett. B 109, 57 (1982).
[6] H. Hamber and G. Parisi, Phys. Rev. Lett. 47, 1792 (1981).
[7] S. Aoki, K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, D. Kadoh, K. Kanaya, Y. Kuramashi, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié, Phys. Rev. D 79, 034503 (2009).
[8] K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, D. Kadoh, K. Kanaya, Y. Kuramashi, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié, Phys. Rev. D 80, 054502 (2009).
[9] S. Aoki, K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, D. Kadoh, K. Kanaya, Y. Kuramashi, K. Murano, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié, J. High Energy Phys. 0910, 053 (2009).
[10] S. Aoki, K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, D. Kadoh, K. Kanaya, Y. Kuramashi, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, T. Yamazaki, and T. Yoshié, Phys. Rev. D 81, 074503 (2010).
[11] S. Aoki, K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, K. Kanaya, Y. Kuramashi, K. Murano, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié, J. High Energy Phys. 1008, 101 (2010).
[12] T. Yamazaki, Y. Kuramashi, and A. Ukawa, Phys. Rev. D 81, 111504 (2010).
[13] O. H. Nguyen, K.-I. Ishikawa, A. Ukawa, and N. Ukita, J. High Energy Phys. 1104, 122 (2011).
[14] Y. Namekawa, S. Aoki, K.-I. Ishikawa, N. Ishizuka, T. Izubuchi, K. Kanaya, Y. Kuramashi, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié, Phys. Rev. D 84, 074505 (2011).
[15] S. Aoki, K. I. Ishikawa, N. Ishizuka, K. Kanaya, Y. Kuramashi, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, T. Yamazaki, and T. Yoshié, Phys. Rev. D 84, 094505 (2011).
[16] T. Yamazaki, Y. Kuramashi, and A. Ukawa, Phys. Rev. D 84, 054506 (2011).
[17] S. Aoki, K.-I. Ishikawa, N. Ishizuka, K. Kanaya, Y. Kuramashi, Y. Nakamura, Y. Namekawa, M. Okawa, Y. Taniguchi, A. Ukawa, N. Ukita, and T. Yoshié (in press).
[18] N. Ukita for the PACS-CS Collaboration, arXiv:1111.6380 [hep-lat].
[19] S. Duane, A. D. Kennedy, B. J. Pendleton, and D. Roweth, Phys. Lett. B 195, 216 (1987).
[20] Ph. de Forcrand and T. Takaishi, Nucl. Phys. Proc. Suppl. 53, 968 (1997).
[21] R. Frezzotti and K. Jansen, Phys. Lett. B 402, 328 (1997).
[22] A. D. Kennedy, I. Horvath, and S. Sint, Nucl. Phys. Proc. Suppl. 73, 834 (1999).
[23] K. Symanzik. In Lecture Notes in Mathematical Physics (Springer, New York, 1982), Vol. 153.
[24] K. Symanzik, Nucl. Phys. B 226, 187 (1983).
[25] K. Jansen, C. Liu, M. Lüscher, H. Simma, S. Sint, R. Sommer, P. Weisz, and U. Wolff, Phys. Lett. B 372, 275 (1996).
[26] M. Lüscher, Commun. Math. Phys. 105, 153 (1986).
[27] M. Lüscher, Nucl. Phys. B 354, 531 (1991).
[28] L. Lellouch and M. Lüscher, Commun. Math. Phys. 219, 31 (2001).
[29] H. Nielsen and M. Ninomiya, Nucl. Phys. B 185 20 (1981).
[30] H. Nielsen and M. Ninomiya, Nucl. Phys. B 195, 541 (1982) [erratum].
[31] D. Kaplan, Phys. Lett. B 288, 342 (1992).
[32] V. Furman and Y. Shamir, Nucl. Phys. B 439, 54 (1995).
[33] R. Narayanan and H. Neuberger, Nucl. Phys. B 443, 305 (1995).
[34] H. Neuberger, Phys. Lett. B 417, 141 (1998).
[35] C. Bernard, S. A. Gottlieb, K. Jansen, R. Kenway, T. Lippert, M. Lüscher, P. B. Mackenzie, F. Niedermayer, S. R. Sharpe, R. Tripiccione, A. Ukawa, and H. Wittig, Nucl. Phys. Proc. Suppl. 106, 199 (2002).
[36] A. Ukawa for CP-PACS and JLQCD Collaborations, Nucl. Phys. Proc. Suppl. 106, 195 (2002).
[37] QCDPAX Collaboration, T. Yoshié, Y. Iwasaki, K. Kanaya, S. Sakai, T. Hoshino, T. Shirakawa, and Y. Oyanagi, Nucl. Phys. Proc. Suppl. 26, 281 (1992).
[38] Y. Iwasaki for CP-PACS Collaboration, Nucl. Phys. Proc. Suppl. 60A, 246 (1998).
[39] A. Ali Khan, S. Aoki, G. Boyd, R. Burkhalter, S. Ejiri, M. Fukugita, S. Hashimoto, Y. Iwasaki, K. Kanaya, K. Nagai, M. Okawa, H. P. Shanahan, A. Ukawa, and T. Yoshié (CP-PACS Collaboration), Phys. Rev. Lett. 84, 238 (2000).
[40] S. Aoki, G. Boyd, R. Burkhalter, S. Ejiri, M. Fukugita, S. Hashimoto, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, K. Nagai, M. Okawa, H. P. Shanahan, A. Ukawa, and T. Yoshié (CP-PACS Collaboration), Phys. Rev. D 67, 034503 (2003).
[41] A. Ali Khan, S. Aoki, G. Boyd, R. Burkhalter, S. Ejiri, M. Fukugita, S. Hashimoto, N. Ishizuka, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, T. Manke, K. Nagai, M. Okawa, H. P. Shanahan, A. Ukawa, and T. Yoshié (CP-PACS Collaboration), Phys. Rev. D 65, 054505 (2002).
[42] A. Ali Khan, S. Aoki, G. Boyd, R. Burkhalter, S. Ejiri, M. Fukugita, S. Hashimoto, N. Ishizuka, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, T. Manke, K. Nagai, M. Okawa, H. P. Shanahan, A. Ukawa, and T. Yoshié (CP-PACS Collaboration), Phys. Rev. D 67, 059901 (2003) [erratum].
[43] T. Ishikawa, S. Aoki, M. Fukugita, S. Hashimoto, K.-I. Ishikawa, N. Ishizuka, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, M. Okawa, Y. Taniguchi, N. Tsutsui, A. Ukawa, N. Yamada, and T. Yoshié (CP-PACS and JLQCD Collaboration), Phys. Rev. D 78, 011502 (2008).
[44] S. Aoki, K.-I. Ishikawa, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, N. Tsutsui, A. Ukawa, and T. Yoshié, Nucl. Phys. Proc. Suppl. 129, 859 (2004).
[45] M. Lüscher (CERN), Comput. Phys. Commun. 165, 199 (2005).
[46] J. C. Sexton and D. H. Weingarten, Nucl. Phys. B 380, 665 (1992).
[47] M. Lüscher, Comput. Phys. Commun. 156, 209 (2004).
[48] M. Hasenbusch, Phys. Lett. B 519, 177 (2001).
[49] PACS-CS Collaboration, S. Aoki, K.-I. Ishikawa, T. Ishikawa, N. Ishizuka, K. Kanaya, Y. Kuramashi, M. Okawa, K. Sasaki, Y. Taniguchi, N. Tsutsui, A. Ukawa, and T. Yoshié, PoS LAT2005, 111 (2006).
[50] B. Sheikholeslami and R. Wohlert, Nucl. Phys. B 259, 572 (1985).
[51] Y. Iwasaki, UTHeP-118 (Dec. 1983), arXiv:1111.7054 [hep-lat].
[52] A. M. Ferrenberg and R. H. Swendsen, Phys. Rev. Lett. 61, 2635 (1988).
[53] M. Lüscher, R. Narayanan, P. Weisz, and U. Wolff, Nucl. Phys. B 384, 168 (1992).
[54] CP-PACS and JLQCD Collaborations, S. Aoki, M. Fukugita, S. Hashimoto, K.-I. Ishikawa, N. Ishizuka, Y. Iwasaki, K. Kanaya, T. Kaneko, Y. Kuramashi, M. Okawa, S. Takeda, Y. Taniguchi, N. Tsutsui, A. Ukawa, N. Yamada, and T. Yoshié, Phys. Rev. D 73, 034501 (2006).
[55] R. Brower, T. Ivanenko, A. Levi, and K. Orginos, Nucl. Phys. B 484, 353 (1997).
[56] M. Parks et al., SIAM J. Sci. Comput. 28, 1651 (2006).
[60] PACS-CS Collaboration, K.-I. Ishikawa, S. Aoki, T. Ishikawa, N. Ishizuka, K. Kanaya, Y. Kuramashi, M. Okawa, Y. Taniguchi, A. Ukawa, and T. Yoshié, PoS LAT2006, 027 (2006).

[61] C. Alexandrou, P. de Forcrand, M. D’Elia, and H. Panagopoulos, Phys. Rev. D 61, 074503 (2000).

[62] S. Aoki, O. Bär, T. Ishikawa, and S. Takeda, Phys. Rev. D 73, 014511 (2006).

[63] J. Gasser and H. Leutwyler, Nucl. Phys. B 250, 465 (1985).

[64] E. E. Jenkins and A. V. Manohar, Phys. Lett. B 255, 558 (1991).

[65] C. Alexandrou, P. de Forcrand, M. D’Elia, and H. Panagopoulos, Phys. Rev. D 61, 074503 (2000).

[66] S. Aoki, O. Bär, T. Ishikawa, and S. Takeda, Phys. Rev. D 73, 014511 (2006).

[67] K. Nakamura et al. (Particle Data Group), J. Phys. G: Nucl. Part. Phys. 37, 075021 (2010).

[68] A. Hasenfratz, R. Hofmann, and S. Schaefer, Phys. Rev. D 78, 014515 (2008).

[69] M. Lüscher, R. Sommer, P. Weisz, and U. Wolff, Nucl. Phys. B 413, 481 (1994).

[70] S. Aoki, O. Bär, T. Ishikawa, and S. Takeda, Phys. Rev. D 73, 014511 (2006).

[71] Y. Taniguchi and A. Ukawa, Phys. Rev. D 58, 114503 (1998).

[72] Y. Kuramashi, M. Fukugita, H. Mino, M. Okawa, and A. Ukawa, Phys. Rev. Lett. 71, 2387 (1993).

[73] M. Guagnelli, E. Marinari, and G. Parisi, Phys. Lett. B 240, 188 (1990).

[74] K. Rummukainen and S. A. Gottlieb, Nucl. Phys. B 450, 397 (1995).

[75] J. M. Flynn et al., J. High Energy Phys. 05, 016 (2007).

[76] S.-J. Dong and K.-F. Liu, Phys. Lett. B 328, 130 (1994).

[77] T. Ishikawa, T. Blum, M. Hayakawa, T. Izubuchi, C. Jung, and R. Zhou, arXiv:1202.6018 [hep-lat].

[78] T. Blum, R. Zhou, T. Doi, M. Hayakawa, T. Izubuchi, S. Uno, and N. Yamada, Phys. Rev. D 82, 094508 (2010).

[79] N. Ishii, S. Aoki, and T. Hatsuda, Phys. Rev. Lett. 99, 022001 (2007).

[80] M. Fukugita, Y. Kuramashi, H. Mino, M. Okawa, and A. Ukawa, Phys. Rev. Lett. 73, 2176 (1994).

[81] M. Fukugita, Y. Kuramashi, H. Mino, M. Okawa, and A. Ukawa, Phys. Rev. D 52, 3003 (1995).

[82] S. Durr, Fodor, C. Hoelbling, R. Hoffmann, S. D. Katz, S. Krieg, T. Kurth, L. Lellouch, and T. Lippert, Science 322, 1224 (2008).

[83] S. Durr, Fodor, C. Hoelbling, S. D. Katz, S. Krieg, T. Kurth, L. Lellouch, T. Lippert, K. K. Szabo, and G. Vulvert, Phys. Lett. B 701, 265 (2011).