The Vocal Signature of Social Anxiety: Exploration using Hypothesis-Testing and Machine-Learning Approaches
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Abstract

Background Social anxiety (SA) is a common and debilitating condition, negatively affecting life quality even at sub-diagnostic thresholds. We sought to characterize SA’s acoustic signature using hypothesis-testing and machine-learning (ML) approaches.

Methods Participants formed spontaneous utterances responding to instructions to refuse or consent to commands of alleged peers. Vocal properties (e.g., intensity and duration) of these utterances were analyzed.

Results Our prediction that, as compared to low-SA (n=31), high-SA (n=32) individuals exhibit a less confident vocal speech signature, especially with respect to refusal utterances, was only partly supported by classical hypothesis-testing approach. However, the results of the ML analyses and specifically the decision tree classifier were consistent with such a speech patterns in SA. Using a Gaussian Process (GP) classifier, we were able to distinguish between high- and low-SA individuals with high (75.6%) accuracy and good (.83 AUC) separability. We also expected and found that vocal properties differentiated between refusal and consent utterances.

Conclusions Our findings provide further support for the usefulness of ML approach for the study of psychopathology, highlighting the utility of developing automatic techniques to create behavioral markers of SAD. Clinically, the simplicity and accessibility of these procedures may encourage people to seek professional help.
1. Introduction

Social Anxiety Disorder (SAD) is a prevalent condition involving marked anxiety about social or performance situations in which an individual is exposed to possible scrutiny by others. Individuals with SAD fear that in such situations they will act in a way that will be negatively evaluated by others (DSM-V, APA, 2013). SAD is associated with severe psychological, interpersonal, and professional consequences (e.g., Ruscio et al., 2008). Individuals with SAD suffer from significant functional impairment in multiple aspects of their daily lives: their academic trajectory is frequently interrupted, they are employed below potential, their social functioning suffers, and their quality of life is impaired (Aderka et al., 2012; Wong, Server & Beidel, 2012).

At the present, the diagnosis of SAD relies on self-report questionnaires and diagnostic interviews. Each of these diagnostic techniques has several limitations. Self-report questionnaires depend on the respondent’s credibility, and may be affected by desirability bias (Demetriou, Ozer & Essau, 2014). Diagnostic interviews are comprehensive, but required training for these interviews is extensive, and costly. Moreover, such interviews may be daunting for individuals high in SA as they require a feared interaction with another person. Therefore, diagnosing SAD based on objective indicators may significantly enhance the accessibility of diagnosis, and improve our ability to identify individuals in need of clinical attention.

One promising way to achieve this goal is to objectively analyze vocal data -- speech. Experimental studies using vocal speech properties have shown great promise in differentiating between high-SA (HSA) and low-SA (LSA) individuals using classic hypothesis-testing approaches (e.g., Galili et al., 2013; Weeks et al., 2011; Weeks et al., 2012). In addition, the use of ML algorithms to distinguish between groups based on vocal analysis is a burgeoning and promising new field, with a list of impressive achievements. Indeed, this approach has been useful in diagnosing Parkinson
and Alzheimer’s diseases with impressive accuracy (96.4% and 87%, respectively; Erdogan Sakar, Serbes & Sakar, 2017; König et al., 2015). In addition, there are multiple studies utilizing this approach for the diagnosis of emotional disorders, again with impressive success: depression with an accuracy of 79%-87% (Cohn et al., 2009; Espinola, Gomes, Pereira & dos Santos, 2020), PTSD with an accuracy of 75%-77% (Banerjee et al., 2019; Vergyri et al., 2015) and bipolar illness with an accuracy of 82% (Maxhuni et al., 2016). Although studies show differences between HSA and LSA participants in specific acoustic properties (e.g., Galili et al., 2013; Weeks et al., 2011; Weeks et al., 2012), only one study used ML algorithms to differentiate between these groups (Salekin, Eberle, Glenn, Teachman & Stankovic, 2018). In this study, participants (n=105) were asked to prepare and deliver a brief speech in front of a camera. The ML analysis of the resulting vocal data achieved an accuracy of 90%.

In the present study we sought to expand this important line of research using ecological, everyday speech. Specifically, we sought to examine the acoustic properties of speech in LSA and HSA individuals using two complementary approaches: Theory-driven, classical hypothesis-testing approach, and a data-driven approach. Within the theory-driven approach we were guided by the evolutionary model of Gilbert which views SA as a disturbance of the social status system (Gilbert, 2001). Evolutionary approaches hypothesized and found that, as compared to LSA individuals, HSA individuals evaluate themselves as low in social attractiveness, and thus fear of making bids for status or approval. HSA individuals appear to believe that claims for social status claims may lead to social exclusion or defeat, and to prevent these undesirable outcomes, HSA (vs. LSA) individuals seek to de-escalate social competition by using submissive or appeasing behaviors (Aderka, Weisman, Shahar & Gilboa-Schechtman, 2009; Schneier, Kent, Star & Hirsch, 2009; Weeks, Heimberg & Heuer, 2011). For example, as compared to LSA individuals. HSA individuals
make greater use of excuses and apologies (Edelman et al., 1987), express more self-doubts during a disagreement (Oakman, Gifford & Chlebowsky, 2003) and suppress anger feelings (Erwin, Heimberg, Schineier, & Leibowitz, 2003). However, most of the evidence for negative association between SA tendencies and dominance expression is based on subjective and observational measures (e.g., Johnson, Leedom, & Muhtadie, 2012).

In contrast, data-driven approaches are designed to make the most accurate predictions possible for new (test) data, based on known properties learned from the training data using ML techniques. Whereas relative simplicity and good interpretability are basic features of the theory-driven approach, ML models often have weak interpretability. Combining the two approaches may allow us to better understand vocal patterns in SA without compromising on the accuracy of our predictions.

The present study

The primary aim of the current study was to differentiate between HSA and LSA individuals based on the acoustic properties of their speech based on performance in motivationally directed speech. To this end, participants were presented with command sentences (e.g., "Bring me the notebook!") uttered by a “peer.” Participant’s task was to refuse (dominant speech action) or agree (non-dominant speech action) the peer request based on visual cue (background color). Participants’ speech utterances were recorded throughout the task. Our secondary aim was to classify the utterance based on their motivational intent (refusal, acceptance).

Speech Properties

The speech properties in our study included seven measures. Fundamental Frequency (F0) represents the rate of vocal cords vibration during speech measured in Hz, and subjectively
perceived as pitch. Pitch differs widely between women and men, which is estimated to average around 220 and 130 Hz, respectively (Petersen & Barney, 1952). Robust evidence indicates that mF0, the mean pitch, is negatively correlated with self- and other-rated social and physical dominance (Jones, Feinberg, DeBruine, Little, & Vukovic, 2010; Ohala, 1984; Puts, Gaulin & Verdolini, 2006; Puts, Hodges, Cardenas & Gaulin, 2007). Weeks and colleagues found higher levels of mF0 in SAD individuals during a public speech (Weeks et al., 2012), a tendency which appears to subside following pharmacological treatment (Laukka et al., 2008). Previous studies document that participants who rated themselves as higher in dominance had lower F0-std (Leongoamez et al., 2017). Moreover, males’ voices lower in F0 std were perceived to be physically dominant by other males (Hodges-Simeon, Gaulin & Puts, 2010).

**Intensity** represents the effort used by the speaker to produce speech. It is measured in DB, and it is subjectively perceived as voice loudness. Intensity is positively associated with self- and other-rated social dominance in the production of spontaneous speech (Leinonen, Hiltunen, Linnankoski & Laakso, 1996; Linnankoski, Leinonen, Vihla, Laakso, & Carlson, 2005; Tusing & Dillard, 2000). Voices characterized by greater variance in intensity are perceived as more dominant (Tusing et al., 2000). Furthermore, participants’ vocal parameters following a power challenge (i.e., social threat) showed a decrease in their vocal intensity. This finding is consistent with a de-escalating strategy (Bugental, Beaulieu, Schwartz & Dragosits, 2009). In addition, Galili et al. (2013) showed that high, as compared to LSA males, have lower vocal intensity. This research also documented that SA tendencies are associated with decreased vocal intensity in request utterances, both in males and in females, and with less increase of vocal intensity in command utterances in males.

**Jitter and Shimmer** measure (respectively) the cycle-to-cycle variations in F0 and intensity (Ferrand, 2001). Having higher shimmer and jitter has been correlated with increased pathogenesis
of muscles related to voice (Shao, MacCallum, Zhang, Sprecher & Jiang, 2010), which means that increased levels of jitter and shimmer may be signs of weakness. Therefore, individuals with lower jitter and shimmer may sound stronger and more dominant. SAD participants were found to have higher jitter and shimmer when answering questions, compared to control participants. (Silber-Varod, Kreiner, Lovett, Levi-Belz & Amir, 2016).

**Speech Duration** refers to the duration (in seconds) of the uttered speech. When SAD and control participants were asked to produce free responses to six identical questions, responses of individuals with SAD lasted longer than the responses of control participants, due to both more speech and more silences (Silber-Varod et al., 2016). Speaking for a longer time increased dominance ratings for those who spoke with content rated as dominant, but decreased dominance ratings for those who did not use dominant-sounding language (Hodges-Simeon et al., 2010).

**Speech onset (prompt-to-start)** refers to the time that passes from the beginning of the recording to the moment that the participant starts to speak. HSA individual employ a range of strategies to prevent feared social consequences of appearing silly or unprepared. One of these strategies is to mentally rehearse sentences before speaking (Cuming et al., 2009). For this reason, speech onset may be delayed in HSA vs. LSA individuals.

**Relative Silence** refers to the total duration of unvoiced segments divided by the total duration of the speech sample. Speech-fearful and SAD participants paused more often and for longer durations than did the control group (Lewin, McNeil & Lipson, 1996). This tendency changed following treatment: participants who reported lowered SA levels demonstrated decreased relative silence post-treatment (Laukka et al., 2008).
1.2 Hypotheses

We tested two predictions using both classical hypothesis testing and ML algorithms approach. First, we expected HSA to be associated with lower vocal dominance (higher mF0; higher F0 std; lower mean Intensity; lower intensity std; higher jitter; higher shimmer) as compared to LSA, across utterance types (decreased confidence in SA hypothesis, H1). We further expected HSAs but not LSA to be characterized by longer prompt-to-start and higher proportion of relative silence. Moreover, we expected it to be easier to distinguish between HSA to LSA individuals based on refusal, as compared to the consent utterances, due to the difficulty of HSA individuals with expression of dominance.

An additional purpose of the current study was to distinguish between refusal and consent utterances, which are associated with dominant and submissive intents, respectively (distinct motivational profiles, H2). Spoken utterance classification which involves robustly classifying the intent of a person is an investigated topic in computer science, driven by the motivation to improve the communication between humans and machines (e.g., Price, Mehrabani & Bangalore, 2020).

Based on previous findings, we expected consent utterances to be associated with lower vocal dominance (higher F0 std; lower mean Intensity; lower intensity std; higher jitter; higher shimmer) as compared to refusal utterances (Gallili et al., 2013; Leinonen et al, 1996; Linnankoski et al., 2005). The demonstration of high vocal intensity levels when uttering commands was reported in previous studies (Galili et al., 2013; Leinonen et al, 1996; Linnankoski et al., 2005) and has been linked to the expression of strong negative feelings or dominance attempts (e.g., Kimble & Musgrove, 1988), whereas lower vocal intensity, found in uttering request, and was perceived as signaling lower social status (Hall, Coats & Lebeau, 2005). Although lower vocal dominance is
also characterized by higher mF0, we did not formulate a specific assumption regarding this parameter because mF0 level was found to increase in the expression of a variety of emotional states and motivational intents (Banse & Scherer, 1996; Galili et al., 2013).

2. Method

2.1 Participants

Participants (N=118, 69 women) were university students who took part in the study in exchange for 60 NIS (approximately $13) or academic credit. Participants were recruited through the Psychology Department Subject Pool, as well as from advertisements in billboards on campus and electronic forums. Two participants who did not meet the inclusion criteria of fluent Hebrew speech were excluded from the study. Participants ranged in age from 20 to 42, with a mean age of 23.49 years (SD=2.90). Participants’ level of education ranged from 12 to 20 years, with a mean of 12.97 (SD=1.45).

2.2 Procedure

Participants were presented with 24 command sentences (e.g., "Bring me the notebook!", "Clean the room!"). Each sentence was followed by a picture of ostensible “peer” presented on either a blue or red background color (in total, 12 pictures had a blue background and 12 had a red background). To make the task more ecological, the participants were asked to imagine that the “peer” commanded them to do an action. The participants’ task was to refuse the peer when the background was red and to agree when the background was blue (using freely created sentences). The participants’ voice was recorded throughout the task. To make sure that the participants understood the instructions, the task started with several training trials, during which the experimenter made sure that the task was progressing smoothly. All the participants without
exception mastered the task after completing the training trails. Following the completion of the vocal task, the participants filled out questionnaires assessing the severity of SA-severity.

**Self-Report Measures**

**Liebowitz Social Anxiety Scale (LSAS; Liebowitz, 1987).** A 24-item self-report questionnaire measuring anxiety and avoidance in social or performance situations on a 0–3 scale. LSAS has been shown to have high internal consistency, strong convergent and discriminate validity, and high test-retest reliability (Baker, Heinrichs, Kim, & Hofmann, 2002; Fresco et al., 2001). The internal consistency in our sample was 0.94.

**2.3 Recordings and Acoustic Analyses**

Recording sessions were performed individually in a quiet room. The experimenter familiarized the participants with the equipment and remained present in the room during the entire recording session. Participants’ speech signals were recorded using a Sennheiser PC20 headset microphone (High Wycombe, United Kingdom). The microphone was positioned approximately 5 cm from the corner of the participant’s mouth and connected directly to a desktop computer. Speech samples were recorded using the GoldWave program (Version 5.12, GoldWave, Inc., 2005), with a sampling rate set at 48 kHz (16 bit), mono channel (see Rochman and Amir, 2013 for a brief introductory tutorial on basic procedures for recording speech/voice and acquiring relevant acoustic measures).

The recordings were then analyzed using free standard audio-based tools and libraries. First, the audio recordings were truncated using Voice Activity Detector (VAD; Lee & Hasegawa-Johnson, 2007) to remove non-speaking parts. Next, using Praat and PraatIO (Boersma & Weenik, 2009; Mahrt, 2016) we extracted 18 speech properties (min F0, max F0, mean F0, std F0, intensity min,
intensity max, intensity mean, intensity std, jitter, shimmer, silence, number of silences, duration, and prompt to start).

3. Results

3.1 Participant Characteristics

Participants were divided into high- and low-SA groups based on their LSAS scores. The SA severity score in the low-SA group (LSA, n=31; 19 women) were below 30 (Mennin et al., 2002), and ranged from 4 to 30, with a mean of 19.74 (SD = 7.23). The LSAS score in the high-SA (HSA, n=32; 19 women) group were above 50 (for similar clinical cutoff scores, see Lazarov et al., 2018), and ranged from 50 to 107, with a mean of 67.13 (SD = 15.17). Such grouping and severity patterns are consistent with previous research (e.g., Salekin et al., 2018), Participants with LSAS score of 30-50 were excluded from this analysis. As expected, the groups differed in LSAS scores (F(1, 61)= 165.03, p < .001) but did not differ on any other demographic variable (all Fs<2.3).

3.2 Vocal Parameters

For each vocal parameter, outliers of more than three standard deviations above or below the mean were excluded from the analysis (as in Weeks et al., 2011). Means and standard deviation of vocal parameters for men and women separately are presented in Table 1.

Table 1

*Means and Standard Deviation of Vocal Parameters*

|               | Men (N=47) | Women (N=69) |
|---------------|------------|--------------|
| Min F0        | 87.67 (12.74) | 131.22 (23.92) |
| Max F0        | 216.15 (43.34) | 320.82 (36.66) |
### 3.3 Decreased Confidence in SA

**Top-Down (Hypotheses Based) Analyses**

Separate ANOVAs analyses were conducted for each theoretically relevant parameter: mean F0, F0 std, mean-intensity, intensity-std, jitter, shimmer, relative-silences and prompt-to-start; with SA (2 levels: LSA and HSA) as between subject variable. Because F0 differs widely between genders, we conducted this specific analysis separately for males and females. Means and standard deviation

| Parameter               | Mean F0 | Std F0 | Intensity min | Intensity max | Intensity mean | Intensity std | Jitter | Shimmer | Jitter voice breaks | Silence msec 50 | Silence msec 100 | Silence msec 150 | Silence msec 200 | Prompt-to-start | Relative-silences | Duration |
|-------------------------|---------|--------|---------------|---------------|---------------|---------------|---------|---------|-------------------|----------------|----------------|----------------|----------------|----------------|------------------|----------|
| Mean F0                 | 120.17  | 195.97 | 40.39         | 62.84         | 53.61         | 5.37          | 0.01    | 13      | 4.66              | 0.64           | 0.38           | 0.23           | 0.14           | 1.28           | 0.06             | 1.38     |
| Std F0                  | 16.10   | 8.40   | 2.32          | 5.62          | 4.42          | 0.99          | 0.003   | 2       | 1.10              | 0.38           | 0.25           | 0.17           | 0.13           | 0.37           | 0.03             | 0.29     |
| Intensity min           | 37.54   | 66.35  | 37.54         | 66.35         | 54.53         | 6.56          | 0.02    | 11      | 4.92              | 0.66           | 0.42           | 0.27           | 0.15           | 1.5            | 0.06             | 1.57     |
| Intensity max           | 195.97  | 39.21  | 37.54         | 66.35         | 54.53         | 6.56          | 0.02    | 11      | 4.92              | 0.66           | 0.42           | 0.27           | 0.15           | 1.5            | 0.06             | 1.57     |
| Intensity mean          | 120.17  | 195.97 | 40.39         | 62.84         | 53.61         | 5.37          | 0.01    | 13      | 4.66              | 0.64           | 0.38           | 0.23           | 0.14           | 1.28           | 0.06             | 1.38     |
| Intensity std           | 16.10   | 8.40   | 2.32          | 5.62          | 4.42          | 0.99          | 0.003   | 2       | 1.10              | 0.38           | 0.25           | 0.17           | 0.13           | 0.37           | 0.03             | 0.29     |
| Jitter                  | 0.01    | 0.02   | 0.01          | 0.02          | 0.01          | 0.02          | 0.01    | 0.02   | 0.02              | 0.01           | 0.01           | 0.01           | 0.01           | 0.01           | 0.01             | 0.01     |
| Shimmer %               | 13      | 11     | 13            | 11            | 13            | 11            | 13      | 13     | 13                | 13            | 13            | 13            | 13            | 13            | 13               | 13      |
| Jitter voice breaks     | 4.66    | 4.92   | 4.66          | 4.92          | 4.66          | 4.92          | 4.66    | 4.66   | 4.66              | 4.66          | 4.66          | 4.66          | 4.66          | 4.66          | 4.66             | 4.66    |
| Silence msec 50         | 0.64    | 0.66   | 0.64          | 0.66          | 0.64          | 0.66          | 0.64    | 0.64   | 0.64              | 0.64          | 0.64          | 0.64          | 0.64          | 0.64          | 0.64             | 0.64    |
| Silence msec 100        | 0.38    | 0.42   | 0.38          | 0.42          | 0.38          | 0.42          | 0.38    | 0.38   | 0.38              | 0.38          | 0.38          | 0.38          | 0.38          | 0.38          | 0.38             | 0.38    |
| Silence msec 150        | 0.23    | 0.27   | 0.23          | 0.27          | 0.23          | 0.27          | 0.23    | 0.23   | 0.23              | 0.23          | 0.23          | 0.23          | 0.23          | 0.23          | 0.23             | 0.23    |
| Silence msec 200        | 0.14    | 0.15   | 0.14          | 0.15          | 0.14          | 0.15          | 0.14    | 0.14   | 0.14              | 0.14          | 0.14          | 0.14          | 0.14          | 0.14          | 0.14             | 0.14    |
| Prompt-to-start         | 1.28    | 1.5    | 1.28          | 1.5           | 1.28          | 1.5           | 1.28    | 1.28   | 1.28              | 1.28          | 1.28          | 1.28          | 1.28          | 1.28          | 1.28             | 1.28    |
| Relative-silences       | 0.06    | 0.06   | 0.06          | 0.06          | 0.06          | 0.06          | 0.06    | 0.06   | 0.06              | 0.06          | 0.06          | 0.06          | 0.06          | 0.06          | 0.06             | 0.06    |
| Duration                | 1.38    | 1.57   | 1.38          | 1.57          | 1.38          | 1.57          | 1.38    | 1.38   | 1.38              | 1.38          | 1.38          | 1.38          | 1.38          | 1.38          | 1.38             | 1.38    |
for each ANOVA analyses are presented in Table 2. Consistent with our hypothesis, HSA participants demonstrated significantly lower mean intensity than did LSA participants, (M = 52.34, SD = 4.57; M =54.82, SD = 4.39 respectively; F(1, 61) = 3.83, η²=.05, p < .05 ). No significant SA differences were observed on any of the other vocal parameters, (all Fs<2.10, p>.069).

Table 2

Means and Standard Deviation of Acoustic Parameters for High and Low SA groups.

| Acoustic features     | LSA            | HSA            | F values | η² values | P values |
|-----------------------|----------------|----------------|----------|-----------|----------|
| Mean F0-females       | 189.62(22.36)  | 200.43(25.69)  | 2.04     | 0.05      | 0.08     |
| Mean F0- males        | 123.02(18.30)  | 117.12 (14.61) | 1.14     | 0.04      | 0.29     |
| F0 std                | 36.78(11.45)   | 38.12 (11.26)  | 0.21     | 0.003     | 0.32     |
| Mean intensity        | 54.82 (4.39)   | 52.34 (4.57)   | 3.83*    | 0.05      | 0.02     |
| Intensity std         | 6.35 (1.15)    | 5.90 (1.37)    | 2.02     | 0.03      | 0.08     |
| Jitter                | 0.02 (0.003)   | 0.02 (0.004)   | 0.02     | 0.00      | 0.88     |
| Shimmer               | 0.11 (0.02)    | 0.12 (0.03)    | 2.09     | 0.03      | 0.07     |
| Relative silence      | 0.05 (0.02)    | 0.06 (0.04)    | 0.29     | 0.004     | 0.29     |
| Prompt to start       | 1.39 (0.60)    | 1.43 (0.53)    | 0.34     | 0.005     | 0.27     |

*p<.05, **p<.01

We also conducted nine 2 (SA: LSA vs HSA) X 2 (sentence type: refusal vs consent, within subject) ANOVAs analyses (one for each parameter that we had a specific hypothesis on - mean F0, F0 std, mean Intensity, intensity std, jitter, shimmer, relative silence and prompt to start) to examine the
pattern of differences between HSA and LSA individuals based on the refusal as compared to consent utterances. No significant SA main effects or SAX sentence type interactions were observed on any of the parameters (all Fs<3.283, p>.079).

**Data-Driven Analyses**

In the following sections, we describe the binary HSA/LSA classification process and provide a brief explanation of the ML algorithms found to differentiate between the SA groups in the most effective manner. Next, given the pronounced gender differences on vocal parameters, we present separate analyses for males and for females.

The features for each recording had been normalized on gender basis prior to feeding them into the learning process. To support new and unannotated recordings, we first classified the speaker’s gender and normalize accordingly. The gender classification achieved 99% accuracy for predicting whether the speaker is a male or a female based on the raw acoustic values. Based on the gender classifier, the features were normalized and forwarded to the SA classifier.

We have examined several ML binary classifications and evaluated their performance using the following metrics: (a) **accuracy**: the ratio between the correctly predicted observations to the total observations. The question that this metric address is: from all our predictions, how many were correct? (b) **Precision**: the ratio between the correctly predicted positive observations to the total predicted positive observations. The question that this metric answer is: from all the participants that were labeled as HSA, how many were, in fact HSA? (c) **Recall**: the ratio between correctly predicted positive observations to all observations that were actually true. The question Recall answers is: from all the participants who are truly HSA, how many did we label as such? We practiced 10-folds cross-validation, whereas 10% was left for testing and the other 90% for training. The mean performance and the standard deviation of the ten runs are reported in Table 3.
These results suggest that our proposed model incorporating the Gaussian Process (GP) classifier outperforms other methods, achieving 75.6% accuracy without compromising the balance between precision and recall. Hence, the model performs comparably well in detecting both HSA and LSA. To further evaluate our model’s robustness, we have plotted the Receiver Operating Characteristics (ROC) curve and report the Area Under the Curve (AUC) in Figure 1. The ROC curve is created by plotting the true positive rate (also known as recall) against the false positive rate (the ratio between incorrectly predicted positive observations to all observations that were actually false) at various threshold settings. The AUC metric ranges from 0 to 1. The diagonal dotted line corresponds to AUC of 0.5 and equals to a coin-flipping prediction. All the points on the diagonal dotted line correspond to a situation where true positive rate is equal to false positive rate. All points above this line correspond to the situation where the true positive rate is greater than the false positive rate, and when AUC=1 the classifier is able to perfectly distinguish between the positive (HSA distribution) and the negative (LSA distribution) class points correctly. In other words, the
higher the AUC is the better its ability to distinguish between HSA and LSA distributions. As plotted in Figure 1, the mean AUC of the 10-fold cross-validation experiments in our study is 0.83.

Figure 1

\textit{AUC-ROC curve}

Next, we represented the model with 18 selected features that would capture both the temporal aspects of the speaker and the vocal parameters exhibited by HSA and LSA. Taking all the features into account may force our model into complex and uninterpretable regions. Moreover, while various features could be highly informative, others might be disrupting. Hence, we wanted to reduce recording representation without risking performance.

Because certain features are highly correlated (e.g., the mean and the max values of the F0) our initial assumption was to keep only a single feature relating to the same characteristic. However, filtering features as proposed has not been proven to perform better than keeping all the features. For this reason, we used another dimensionality reduction technique. This technique was based on the ANOVA F-value between a feature value and the existence of HSA, a higher score indicating a greater correlation. Next, for each number of features selected according to their importance rank, we performed the learning pipeline stated above - split the data based on gender, and then train a
separate model for males and females. The mean accuracy classifying HSA/LSA of the 10-fold cross-validation procedure and the features rank is reported in Figure 2. For example, where the x-axis, the number of features, equals 4, we filter our data and keep only the four features with the highest score. The y-axis is the mean performance, e.g., the male classifier achieved an average of 66% accuracy predicting HSA and LSA with four features.

**Figure 2**

*Mean Accuracy of 10-Fold Cross-Validation Procedure and Features Rank for male and female*

As Figure 2 clearly demonstrates, adding features contributes to the performance across genders up to a certain point (which appears to be 9 features) and more features lead to performance degradation. Best accuracy for both genders achieved using the following nine parameters (ordered by ranking): intensity mean, intensity max, min F0, intensity min, jitter voice brakes, intensity std, mean F0, duration and prompt to start.
We also explored whether HSA male speakers’ vocal patterns was comparable to HSA female speakers’ vocal patterns. For that purpose, we repeated the previous analysis separately for each gender. As can be seen in Figure 3, regardless of the features number, the performance achieved by gender-specific classifier outperformed the gender-unifying configuration (sharing the same features for males and females, as shown in Figure 2).

**Figure 3**

The Mean Accuracy of the 10-Fold Cross-Validation Procedure and the Features Rank, using Gender-Specific configuration

Unlike the previous configuration, the features' importance now was slightly different across genders. The female classifier utilizes the following nine best features performed (ordered by ranking): mean F0, min F0, intensity mean, prompt to start, intensity max, intensity min, jitter voice brakes, shimmer, and duration. In comparison, the male classifier presented the best results with
the following eight features (ordered by ranking): mean F0, intensity max, shimmer, intensity mean, intensity std, min F0, prompt to start and jitter voice brakes.

Lastly, to visualize the differences acoustics-wise across genders diagnosed with HSA, we assessed whether a gender-specific classifier would perform equally well when providing samples of speakers from the opposite gender. In other words, we performed the same procedure as described in this section however, the results reported in Figure 4 are the accuracy achieved while training on gender A and tested on gender B. Examination of these findings suggest that the vocal patterns of LSA and HSAs exhibit gender-specific patterns. Regardless of the model's data, a suitable classifier, trained on male samples (~70%+ as in Figure 3), cannot reproduce its performance while tested on females, and vice versa.

Figure 4

*The Mean Accuracy of the 10-Fold Cross-Validation Procedure and the Features Rank when training on gender A and tested on gender B*
Overall, a series of analyses strongly suggests that SA affects acoustic parameters of both genders. Moreover, it appears that the acoustic signature of SA in males and females is distinct.

Generally, in ML algorithms, we are faced with an inherent tradeoff between performance and explainability of a model. Increasing the degrees of freedom or the number of parameters leads to a more complex model that is often difficult to comprehend. Thus, to emphasize that acoustics related to SA needs to be analyzed on a gender basis, we turned to probably most explainable ML algorithm - decision trees. Keeping a simplified logic harms the performance, but it is extremely helpful in gaining an initial understanding of the possible logic regarding the more complex models. The LSA vs. HSA decision tree classification is displayed in Figure 5. The decision tree makes decisions based on a sequence of questions asked about feature values. If the entropy is equal to zero it means that the sequence of questions leads to a completely homogeneous sample that all its members are either HSA or LSA participants. As can be seen from Figure 5, the decision tree created different “branches” (model) for men and women. In addition, in about 1 out of 6 of the sentences we can confidently determine whether the participants who said them were from the LSA or HSA groups (the entropy of these leaves are equal to zero). The vocal characteristics of these participants were in alignment with our hypothesis: HSA men were characterized by lower mean intensity, lower intensity variability, and higher shimmer than LSA men and HSA women were characterized by higher mean F0, lower mean intensity and longer prompt to start delay as compared to LSA women. For the other sentences, we had uncertainty (entropy>0).
Figure 5

**LSA vs. HSA decision tree**

Value (X=LSA, Y=HSA)
To examine whether the distinction between HSA to LSA individuals based on the refusal utterances is easier than when based on consent utterances, we divided our dataset by utterance type and sought to classify SA for each utterance type. Looking only at the recordings in which the participant uttered a consent sentence, we scored 70% accuracy. The same procedure was applied to the refusal corpus and resulted in 79% accuracy. In other words, participants with HSA were more likely to articulate differently from participants with LSA when they were asked to express refusal as compared to consent, which make it easier to differentiate between HSA and LSA using refusal utterances.

3.4 Distinct Profile in Refusal and Consent Utterances

Hypotheses-Based Analyses

We examined the difference between refusal and consent utterances in F0 std, mean Intensity, intensity std, jitter and shimmer. The pattern of findings was consistent with our predictions, such that, compared with refusal statements, consent statements were characterized by higher F0, lower mean intensity, lower intensity std, higher jitter, and higher shimmer. Means, standard deviations, and statistical comparisons are presented in Table 4.

Table 4

Means and Standard Deviation of Selected Acoustic Parameters of Refusal and Consent utterances

|                | Refusal     | Consent    | T value | Cohen’s d | P value |
|----------------|-------------|------------|---------|-----------|---------|
| F0 std         | 34.64 (11.83) 分 | 39.00 (13.01) 分 | 4.65    | 0.43      | 0.00    |
| Mean intensity | 54.81 (5.17) 分 | 53.06 (4.82) 分 | 11.33   | 1.05      | 0.00    |
| Intensity std  | 6.35 (1.49) 分 | 6.08 (1.32) 分 | 3.43    | 0.32      | 0.0005  |
Means with differing subscripts within rows are significantly different at p<.01

**Data-Driven Analyses**

Judging by the vocal parameters alone, we attempted to construct an utterance-type classifier, predicting whether the speaker expressed consent or refusal. We have examined several ML binary classifications and evaluated their performance using accuracy, precision, and recall metrics. We practiced 10-folds cross-validation, whereas 10% was left for testing and the other 90% for training. The mean performance and the standard deviation of the ten runs are reported in Table 5.

**Table 5**

*Consent and Rejection ML classification*

| Algorithm               | Acc.   | Prec.   | Rec.    |
|-------------------------|--------|---------|---------|
| Decision Tree           | 63.5 ± 3.9 | 0.64 ± 0.04 | 0.63 ± 0.04 |
| Nearest Neighbors (3)   | 63.2 ± 2.5 | 0.64 ± 0.03 | 0.61 ± 0.04 |
| Gaussian Process        | **71.7 ± 2.9** | **0.72 ± 0.03** | **0.72 ± 0.02** |
| Deep Neural Network     | 71.5 ± 3.1 | 0.71 ± 0.03 | 0.72 ± 0.03 |
| XGBoost                 | 69.2 ± 2.6 | 0.69 ± 0.03 | 0.69 ± 0.03 |
| Logistic Regression     | 71.6 ± 3.5 | 0.71 ± 0.03 | 0.72 ± 0.04 |

The result suggests that our proposed model incorporating the Gaussian Process (GP) classifier outperforms other experimented methods, achieving 71.7% accuracy without compromising on the balance between precision and recall. Hence, the model performs comparably well on both
detecting consent and refusal. To further evaluate our model robustness, we have plotted ROC-AUC curve in Figure 6. As can be seen from the figure, mean AUC of the 10-fold cross-validation experiments in our study is 0.73, which means that there is a 73% chance that the model will be able to distinguish between consent and refusal utterances.

Figure 6

AUC-ROC curve

4. Discussion

4.1 Decreased Confidence in SA

We sought to analyze the acoustic signature of SA using two distinct, yet complementary approaches: a theory-driven (top-down) hypothesis testing approach and a data-driven (bottom-up) ML based approach. We hypothesized that, as compared to LSA, HSA individuals are associated with a confrontation-reduction signaling performance pattern. Interestingly, this was only partly supported by the theory-driven approach but more fully supported by the data-driven approach.
Specifically, using the GP classifier and taking the full breadth of vocal properties into account, we were able to distinguish between HSA and LSA with an accuracy of 75.6%, precision of 74% and recall of 69%. Further, our model evidenced good separability (.83). Moreover, using a decision tree technique, we concluded that HSA men were characterized by lower mean intensity, lower intensity variability, and higher shimmer than LSA men. Interestingly, HSA women were characterized by a different vocal pattern: a higher mF0, lower mean intensity and longer prompt-to-start as compared to LSA women. Our findings suggest that the acoustic signature of SA is gender-specific (Asher & Aderka, 2018), with women (but not men) exhibiting a vocal pattern consistent with low-dominance, conflict-avoidance strategies. In addition, consistent with our theoretical postulations, ML analysis also revealed that HSA participants were more likely to articulate differently than LSA participants when asked to express dominance (refuse a command) versus when needed to express appeasement (consent). Indeed, ML algorithms differentiated between HSA and LSA better (accuracy of 79%) using refusal, as compared to consent, utterances (accuracy of 70%).

This pattern of findings is consistent with the evolutionary model of SA, highlighting the enhanced use of conflict-reduction strategies in SA. According to the evolutionary model, HSA individuals evaluate themselves as low in social attractiveness, and fearing making bids for status or approval, as these claims may lead to loss of belongingness or exclusion. To remain a part of the group HSA individuals seek to de-escalate competition by using submissive or appeasing behaviors (Gilbert et al., 2001). In our case, these appeasing behaviors are reflected by lower mean intensity for both genders, as well as less dominant speech pattern, especially in women (great speech onset hesitance, higher pitch). By using ecologically valid, everyday tasks our findings support and extend previous findings (Galili et al., 2013; Salekin et al., 2018).
Consistent with our predictions and with the decision tree technique, statistical analysis showed that HSA participants demonstrated lower mean intensity than did LSA participants. However, inconsistent with our predictions and with previous research from our own, as well as other laboratories, our statistical analysis did not identify other low-dominant acoustic properties in HSA vs. LSA individuals. This inconsistency may be due to the specifics of our task and population. First, our task, which required participants to switch between consent and refusal, may have been cognitively taxing for all individuals, possibly decreasing individual differences in speech production. Second, whereas several previous studies used a task that enhanced state anxiety in socially anxious individuals by inviting them to perform a task that was highly stressful for them - public speaking (e.g., Salekin et al., 2018), we opted to engage our participants in less stressful, “ordinary” interpersonal task. Third, unlike previous studies, our sample consisted of non-clinical population, mostly women.

4.2 Distinct Vocal Profiles of Refusal and Consent Utterances

The second aim our study was to differentiate between refusal and consent utterances. Our hypothesized that consent is associated with a less confident pattern of vocal performance was supported by both top-down and bottom-up approaches. First, using top-down, classical hypothesis testing approach, we observed that consent utterances were characterized by higher F0 std, lower mean intensity, lower intensity std, higher jitter and higher shimmer, as compared to refusal utterances. These findings echo the patterns of acoustic profiles of commands and requests (Galili et al., 2013) as well as additional studies indicating that social dominance is associated with higher pitch variability (e.g. Leongoamez et al., 2017), lower speech intensity (e.g. Linnankoski et al., 2005), lower intensity variability (Tusing et al., 2000) and with lower jitter and shimmer (Shao et al., 2010). Second, using the GP classifier and taking the full breadth of acoustic properties into
account, we were able to distinguish between refusal and consent utterances with an accuracy of 71.7%, precision of 72% and recall of 72%. Further, our model evidenced good separability (.73).

4.3 Clinical and Methodological Implications

Clinically, our research may contribute to the automatization of SAD diagnosis by identifying behavioral markers of SA-severity. The ability to diagnose SAD quickly and effectively is crucial, as 50% of individuals with this disorder never discuss their distress with a provider (Wang et al., 2005). The possibility of a diagnosis may encourage people to reach for professional help. Moreover, the results of the bottom-up analysis expand our understanding regarding the acoustic profiles of HSA individuals. These findings are in line with Gilbert’s (2011) theory of impaired social status system in SAD. In our study, appeasement behaviors are reflected by lower mean intensity for both genders, as well as less dominant speech patterns, especially in women (more hesitation to start speaking, higher pitch). Importantly, lower mean intensity was also found using statistical analysis. Indeed, the findings of the current study add to the literature on gender differences in SA, suggesting that the vocal signature of SA is gender specific.

Methodologically, we utilized two practices of data analysis: theory-driven (top-down) hypothesis testing approach and data-driven (bottom-up) ML approach. The major difference between hypothesis-testing and ML is their purpose: statistical models are designed to enable inference about the relationships between variables, and so (relative) simplicity and good interpretability are basic features of such models. ML models are designed to make the most accurate predictions possible for new data based on known properties learned from the training data. Frequently, the
interpretability of such models is weak. Combining the two approaches allowed us to accurately categorize individuals into two groups (HSA and LSA) while maintaining theory-based interpretability.

4.4 Limitations and Future Directions

Several limitations of our study should be noted. First, our studies were based on a non-clinical population and require a replication with a sample of clinically diagnosed patients. Second, we used a highly demanding task requiring participants to switch between two performance modes. This demanding task might have decreased group differences. Third, as we recorded the participants using a headset microphone, which position could shift, our intensity measures might have been affected by idiosyncratic changes due to movements towards or away from the microphone. Yet, we believe that a consistent bias that HSA individuals were positioned at a greater distance from the microphone in compared to LSA individuals is unlikely. Fourth, the aim of our study was to investigate the differences between HSA and LSA individuals. Therefore, we designed the study ensuring that we have an adequate number of participants in each group (HSA and LSA). However, deeper exploration of our data suggested that the acoustic signature of SA is gender specific. Given these findings, these results should be interpreted carefully due to the relatively small number of males participating in the study. In addition, given that HSA males may be related to dominance/submissiveness more than HSA females (e.g., see Maner, Miller, Schmidt & Eckel, 2008), the paucity of males’ participants in our study may explain why our hypothesis were only partly supported using the top-down approach. Finally, complementing the analysis vocal properties with the concurrent analysis of verbal content may be needed. Indeed, as we already
mentioned, longer speech duration increased dominance ratings for those who spoke with socially dominant language but decreased dominance ratings for those who did not use dominant-sounding language (Hodges-Simeon et al., 2010). Combining vocal and content analysis may improve our ability to differentiate HSA and LSA individuals.

4.5 Summary and Conclusion

In the current study we examined vocal patterns of everyday speech in HSA and LSA individuals using classical -- theory-driven, hypothesis-based -- approach as well as using a novel, data-driven approach. Consistent with the evolutionary model of SA, ML-based analytic approach (and, to a lesser degree, classical statistical techniques) documented that HSA, but not LSA individuals appears to be characterized by appeasing vocal patterns. Our best algorithm distinguished between HSA and LSA individuals with an accuracy of 75.6%. The present findings are promising with respect to the automatization of SAD diagnosis. The use of objective behavioral measures may significantly increase the number of people seeking help for SAD, as well as for other painful and debilitating conditions.
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