Neural Network Evolution Strategy for Solving Quantum Sign Structures
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Feed-forward neural networks are a novel class of variational wave functions for correlated many-body quantum systems. Here, we propose a specific neural network ansatz suitable for systems with real-valued wave functions. Its characteristic is to encode the all-important rugged sign structure of a quantum wave function in a convolutional neural network with discrete output. Its training is achieved through an evolutionary algorithm. We test our variational ansatz and training strategy on two spin-1/2 Heisenberg models, one on the two-dimensional square lattice and one on the three-dimensional pyrochlore lattice. In the former, our ansatz converges with high accuracy to the analytically known sign structures of ordered phases. In the latter, where such sign structures are a priori unknown, we obtain better variational energies than with other neural network states. Our results demonstrate the utility of discrete neural networks to solve quantum many-body problems.

Introduction.– Finding the ground states of frustrated quantum magnets poses a formidable challenge to existing numerical algorithms. For instance, exact diagonalization (ED) methods are limited to small system sizes, while quantum Monte Carlo (QMC) [1] fails in frustrated models due to the notorious sign problem [2]. The density matrix renormalization group (DMRG) [3, 4], despite being very successful in low-dimensional models, struggles to express entanglement in higher-dimensional systems. Complementary to all these are variational approaches, which are in principle scalable to larger systems, but carry different variational bias [5]. To reduce the latter, many-variable schemes have been put forward, either based on pair product wave functions [6] or on application of neural networks (NN) to quantum systems known as Neural Quantum States (NQS) approach [7].

Numerous studies aimed at improving the accuracy of the NQS wave functions in order to take full advantage of their expressibility for many-body calculations. For instance, incorporating point group symmetries of the state into the restricted Boltzmann machine (RBM), employing the convolutional neural network (CNN) [8] or the group-CNN [9] structure has led to significant improvements in the performance of NQS [10–12]. The SU(2) symmetry can also be enforced to improve the approximation quality [13, 14]. The large-scale implementation of deep NNs is another way to obtain better variational states [15–17]. Furthermore, combining several NNs [18, 19], NNs with traditional Gutzwiller-projected many-variable wave functions [20–22] and NNs with projected entangled pair states [23] has led to more accurate variational sign structures and better variational solutions.

In spite of all these improvements, representing and finding sign structures is still a major problem in pure NQS methods [24], which prevents NQS from obtaining desirable variational states in highly frustrated systems. For instance, in three-dimensional systems such as the frustrated Heisenberg pyrochlore model, NQS methods obtained less accurate variational energies than the pair product wave function ansatz [25].

To alleviate this problem of sign structure approximation, we propose a new architecture constructed by a combination of a base network and a sign ‘helper’ network. The sign network has discrete output values representing signs of wave function amplitudes. Such discrete sign network requires a gradient-free optimization method [26]. In this work, we adopt an evolutionary algorithm – the evolution strategy (ES) [27] – to perform the optimization. We contrast our ansatz with a previously introduced one, where a helper network that represents a continuous complex phase was introduced [19].

To demonstrate an improvement over existing NQS techniques, we test the performance of our network with ES optimization on the spin-1/2 \( j_1-j_2 \) Heisenberg models on both the two-dimensional (2D) square lattice and the three-dimensional (3D) pyrochlore lattice. Both of these are exemplary open problems in frustrated quantum magnetism. In the former system, we illustrate the working mechanism of the combined network and the advantage of introducing the ES optimization. In the latter, we show that our approach can produce competitive variational states with variational energies that are better than all previous NQS studies [25] and are comparable to the ones obtained within DMRG [28]. Finally, we discuss the optimal NN architecture for learning wave function sign structures and the future prospects of the ES approach.

Sign network with evolution strategy.– We use a product of two separate networks to express the variational wave function \( \psi \) as

\[
\psi(\sigma) = \psi_b(\sigma) \times \psi_h(\sigma),
\]

where \( \sigma \) is the spin configuration of a spin-1/2 magnet in a fixed basis, while \( \psi_b \) and \( \psi_h \) are the outputs of the base and helper networks, respectively. The details of the base network are given in Appendix A.

The purpose of introducing an additional helper network is to help the base network to express the sign structure and increase the accuracy of the variational state.
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The helper network has a one-layer convolutional architecture, as shown in Fig. 1. To interpret the output of the convolutional layer as sign structure, we apply the approach used in Ref. [19]. Namely, every element in the output of the single convolutional layer is treated as the phase of a unit complex number (phasar), and the sum of all these phasars gives the output phase, i.e.

\[ \phi(\sigma) = \arg \left( \sum_j e^{iv_j(\sigma)} \right), \]

where \( v_j \) is the output of the convolutional layer. In the previous NQS studies, the helper network usually expresses the phase of wave functions \( \psi_{h,\text{phase}}(\sigma) = e^{i\phi(\sigma)} \) which yields a continuous output [19, 25, 29]. Here, we are interested in systems for which the wave functions can be chosen to be real-valued. For these cases \( \psi_{h,\text{phase}}(\sigma) \) introduces an unnecessary redundancy which can potentially reduce the performance. In contrast, the output of the sign helper network is given by

\[ \psi_{h,\text{sign}}(\sigma) = \text{sgn}[\cos \phi(\sigma)], \]

which maps the phase \( \phi \) to a discrete sign \( \pm 1 \) and eliminates the redundancy.

We adopt the gradient-free ES method to train the sign network, while the base network and the phase helper network (required for performance comparison) are trained using stochastic reconfiguration (SR) [30]. Compared with other gradient-free methods, the ES has shown outstanding performance in optimizing complicated functions [31]. In Fig. 2 we illustrate the difference between the ES and gradient-based optimization methods such as stochastic gradient descent (SGD). If the energy \( E \) is a continuous function of a variable \( x \), SGD moves \( x \) in the steepest descent direction \( \frac{\partial E}{\partial x} \). Instead, the ES method generates samples in the vicinity of the current variable value \( x \) and estimates the direction of energy descent therewith. When optimizing continuous functions, the ES method has no advantage as compared to SGD. However, if the function is piecewise constant in the variational parameters, which is the case with the sign network introduced in Eq. (3), the ES can be used to optimize the variational wave function, while SGD is no longer applicable.

There exist numerous variations of the ES optimization method. In this paper, we employ the covariance matrix adaptation evolution strategy (CMA-ES) [27]. This iterative algorithm consists of the following three steps in each iteration:

1. Starting from the sign network weights \( W \), generate a set of sample networks with different weights drawn from the multivariate normal distribution

\[ X_n \sim \mathcal{N}(W, \Sigma) \sim W + \sqrt{\Sigma} N(0, 1), \]

where the index \( n \) labels sample networks and \( \Sigma = \langle (X - W)(X - W)^T \rangle \) is the covariance matrix.

2. Compute the variational energy \( E_n \) of these sample networks using reweighting Monte Carlo in Appendix C.

3. Update the sign network weights as

\[ W' = W + \sum_{n=1}^{N} w_n (X_n - W) \]

and the covariance matrix as

\[ \Sigma' = \sum_{n=1}^{N} w_n (X_n - W)(X_n - W)^T, \]

where \( N \) is the number of samples. The samples with lower energy \( E_n \) are assigned a higher importance \( w_n \) (see Appendix D for details).
These iterations are repeated until the variational energy is converged. The *pycma* package [32] is adopted to perform the CMA-ES optimization. Further details of CMA-ES are given in Appendix D.

**Numerical experiments.**– As benchmark examples, we study the spin-1/2 $j_1$–$j_2$ Heisenberg model on the 2D square lattice and on the 3D pyrochlore lattice. Both of these systems are possible hosts to quantum spin liquid states and have recently been subject to many-variable Monte Carlo and NQS variational studies, which led to a better understanding of their phase diagram [22, 25].

The Heisenberg Hamiltonian is given by

$$H = j_1 \sum_{\langle i,j \rangle} \hat{S}_i \cdot \hat{S}_j + j_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{S}_i \cdot \hat{S}_j,$$

where $\langle \ldots \rangle$ and $\langle\langle \ldots \rangle\rangle$ indicate nearest and next-to-nearest neighbour spins on the respective lattice. The maximally frustrated region is located in the vicinity of $j_2/j_1 = 0.5$ for the square lattice [22, 33] and at $j_2/j_1 = 0$ for the pyrochlore lattice [25, 28, 34].

In the case of even lattice dimensions in both directions, the square lattice can be divided into A and B sublattices with a checkerboard pattern or a stripe pattern. In the $j_2/j_1 = 0$ and $j_1/j_2 = 0$ limits, the sign of a wave function of a fixed spin configuration is given by $(-1)^{M_A}$ with $M_A$ being the total number of spin-up in the A sublattice for this configuration. In the $j_2/j_1 = 0$ limit, the sublattice is a checkerboard pattern formed by one of the two bipartite components of the lattice. This special case is known as the Marshall sign rule (MSR) [35]. In the $j_1/j_2 = 0$ limit, a sublattice has a stripe pattern consisting of alternating rows or columns.

We start to test our approach in a case where the exact sign structure is known, the 10 × 10 square lattice at $j_2/j_1 = 0$. The MSR in this limit, despite being easy to express analytically, can be tough for a generic NQS to learn and express [36]. To show how our method approximates the MSR, we subtract the phase $\Phi$ of the helper network outputs $\psi_h(\sigma)$ from the phase $\Phi_{\text{MSR}}$ given by the MSR. In Fig. 3 we show the cumulative distribution function (CDF) of this difference in phases. The sign network trained by the ES leads to a step-function CDF, indicating that our approach finds the exact sign structure. We contrast this with the performance of the phase helper network in Ref. [19] which expresses a continuous phase instead of a discrete sign. As seen from Fig. 3, this network also approximates MSR, but contains significant phase errors. This showcases that the discrete sign network trained by ES obtains a more accurate sign structure than the conventional continuous-phase networks for comparable network complexity.

We now consider the performance of the sign network in the frustrated region of the square lattice $j_1$–$j_2$ model. To this end, we show the relative error of energy and depict the sign network weights for various $0.45 \leq j_2/j_1 \leq 0.65$ in Fig. 4. These weights explicitly show patterns corresponding to the checkerboard or the stripe patterns described above and represent the simple sign structures at the two extreme bipartite limits

---

1. To reduce the phase error, a multi-channel phase network much more complex than the 1-channel helper network in Fig. 1 is adopted in Ref. [19].
of Néel and stripe orders, which means the sign network can adapt to suitable simple sign structures successfully. Nevertheless, the sign network cannot express the remaining frustrated sign structure. This observation extends to more complex sign network architectures with, for instance, multiple channels and was also observed in Ref. [19]. Although the sign network cannot express the full sign structure, the simple sign structures provided by the sign network still lead to significantly improved performance of the base network compared to traditional CNN approach in Ref. [11] (see Fig. 4). The similar conclusion also holds for the 10 × 10 lattice, in which case the base network cannot even be trained to approximate the ground state without the sign network.

The application of the sign network in the 2D square \(j_1-j_2\) model might be considered a special case since the well-known MSR can be used as a good starting point [10, 11] instead of using a sign network trained by ES. To complement this, we study the case of the 3D pyrochlore lattice in which such prior sign structures are unknown.

We begin with the performance assessment for our approach on the 4 \(\times\) 2\(^3\) ED-accessible pyrochlore lattice cluster. In Table I, we present the relative error of variational energy and the squared overlap between the variational state and the exact ground state to compare the improvement provided by the sign helper network. The data with variational amplitudes and exact signs represents the variational state with the sign structure replaced by the exact ground state sign structure, and hence reflects the accuracy of the variational amplitude. Similarly, the data with variational signs and exact amplitudes reflects the accuracy of the variational sign structure. These results show that the sign helper network not only permits more accurate sign structures, but also helps the base network to learn more accurate amplitudes. The improvement in the signs and amplitudes altogether leads to better wave functions as shown by the energy error and the overlap of the variational wave function. The supplementary data for the performance of different approaches on the 4 \(\times\) 2\(^3\) pyrochlore lattice is given in Appendix E.

In Fig. 5, we compare our approach with other numerical methods in the pyrochlore Heisenberg model at various lattice sizes\(^2\). The performance of the base network without a sign helper network is not shown because its variational energy is far higher than other data exhibited in the plot when the lattice size is larger than 4 \(\times\) 2\(^3\). The base network with the sign helper network trained by ES improves the result of the pure SR method on all available cluster sizes with a non-vanishing energy gain under infinite-size extrapolation. This shows that the ES approach is in principle scalable to larger system sizes. Furthermore, our method also approaches the accuracy of DMRG for sizes larger than 4 \(\times\) 2\(^2\) \(\times\) 3. These numerical results show that the combination of the base and sign networks can improve the performance of NQS to a level comparable to other modern numerical methods in highly frustrated systems and scale the approach to larger volumes.

Discussion.— In this work, we introduced a novel NQS ansatz for quantum many-body spin systems that consists of a continuous and discrete part, the latter of which is trained with an evolutionary algorithm. The intrinsic discrete nature of quantum sign structures provides an ideal application scenario for such a derivative-free optimization method. The ES allows us to use the non-differentiable sign network as a part of variational ansatz, which is a new numerical approach for quantum many-body problems. The advantage brought by ES is the elimination of all redundant phase factors that

\[^2\] The same symmetry group projector and similar amount of parameters compared with Ref. [25] is used to ensure a fair comparison between the two approaches.
lead to a poorer optimization. The success of the non-differentiable sign network obtained in this paper hints at a possible prospect of other non-differentiable variational states, which may give more insights in the study of frustrated systems.

Furthermore, we found that a reliable network architecture to learn the sign structure is the combination of a base network and a sign helper network. The sign network, with an independent sign structure uninfluenced by the amplitude, is successful at expressing basic sign structures such as MSR. On the other hand, the base network also expresses a part of the sign structure together with the amplitude, which is indispensable in some frustrated systems as shown in our numerical experiments. Consequently, future NQS studies could focus on the combined network consisting of a base network and a sign helper network, and the ES method proposed in this paper provides a reliable approach for optimizing the primary sign structure expressed by the sign network in various situations.
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Appendix A: Base network architecture

The full base network is a two-layer real-valued CNN with a ReLU activation [37] in the first layer and a configuration product activation in the second layer, as shown in Fig. 6. In the configuration product activation function, every channel of the convolutional output is transformed into a number given by the product of all elements in the channel, and the sum over these numbers gives the network output $\psi_b$. The name “configuration product” comes from the pair product states [6] which sum over the products of pair entanglement factors to give the wave function. The full base network expresses $\psi_b$ instead of $\log \psi_b$, which permits the expression of sign structures without complex output values. The similar architectures are also used in some other NQS studies [17, 23] and greatly improve the accuracy. In our numerical practice, the training of the base network is also faster compared with the networks expressing $\log \psi_b$.

In this work, we would need an amplitude base network with strictly positive outputs. To this end, the ShiftedReLU activation, defined as

$$\text{ShiftedReLU}(x) = \text{ReLU}(x) + 1 = \begin{cases} x + 1 & (x > 0) \\ 1 & (x < 0) \end{cases},$$

is added before the configuration product activation function.

Appendix B: Symmetry

Symmetry plays an important role in the practice of NQS [10, 38]. In the numerical experiments we apply suitable symmetry projectors to increase the accuracy of variational states. With the $q = 0$ translational symmetry already enforced by the CNN structure, we only discuss the remaining point group symmetries. Assuming the system permits a symmetry group of order $\nu$ represented by operators $T_i$ with characters $\omega_i$, the symmetrized wave function is then defined as

$$\psi_{\text{symm}}(\sigma) = \frac{1}{\nu} \sum_i \omega_i^{-1} \psi(T_i \sigma) = \frac{1}{\nu} \sum_i \omega_i^{-1} \psi_b(T_i \sigma) \times \psi_{h,\text{sign}}(T_i \sigma),$$

with the original wave function $\psi(\sigma)$ given by Eq. (1).

At the pyrochlore lattice, we apply the $C_3$ rotation symmetry around the “easy axis”, $I$ inverse symmetry with respect to the origin and $M$ mirror symmetry with the mirror plane passing the bond 2–3 and the middle point of 0 and 1.

Appendix C: Reweighting Monte Carlo

Similarly to QMC, reweighting Monte Carlo has been applied to the study of statistical systems [39, 40]. In this section we use the evaluation of energy as an example to illustrate the reweighting method.

To begin with, we define the two norms of the non-normalized quantum state $|\Psi\rangle$

$$||\Psi|| = \sqrt{\langle\Psi|\Psi\rangle} = \sqrt{\sum_{\sigma} |\psi_{\sigma}|^2},$$

$$|\Psi| = \sum_{\sigma} |\psi_{\sigma}|.$$  (C2)

In the variational Monte Carlo approach, the energy is
update wave function entries with small amplitudes since solving this problem. 
reweighting method is introduced mainly for ameliorating the sampling, leading to unstable optimization. The large variance in the energy estimation, and the evolution strategy updates will focus on a few largest terms in the sampling, leading to unstable optimization. The reweighting method is introduced mainly for ameliorating this problem.

The reweighting Monte Carlo also makes it easier to update wave function entries with small amplitudes since the reweighting sampling probability is proportional to $|\psi|$ instead of $|\psi|^2$. Consequently, the reweighting Monte Carlo is adopted across all numerical experiments in this paper except calculating cumulative distribution functions to improve the accuracy of variational wave function.

Appendix D: Covariance matrix adaptation evolution strategy (CMA-ES) details

Hyperparameters. The CMA-ES contains many hyperparameters. In numerical experiments, we set the ES sample number $N = 100$, initial weights $W = 0$ and the initial standard deviation of sampling $\sigma = \pi/4$. The default values in the `pycma` package [32] are adopted for remaining hyperparameters.

The update weights $w_n$ are also chosen as the default values in the `pycma` package. In a descending order, they are given by

$$w_n = \log \frac{N + 1}{2} - \log n,$$

\begin{equation}
\frac{w_n}{\sum w_n^+} + \frac{w_n^-}{\sum w_n^-}, \ w_n^+ \geq 0, \ w_n^- < 0,
\end{equation}

where $\sum w_n^+$ and $\sum w_n^-$ are the sum over all positive and negative $w_n$ values, respectively. Here $\alpha^-$ is a multiplier introduced in Ref. [27], helping the information from previous iterations accelerate the optimization in a manner similar to the momentum term in gradient-based methods [41, 42].

Estimation of energy in ES. An essential step in ES is the estimation of the variational energy $E_n$ for different sample weights $X_n$ through Eq. (C6). To simplify the estimation, we use the same reweighting Monte Carlo samples for all sample networks because the Monte Carlo sampling probability is not influenced by the sign of the wave function if symmetries in Eq. (B1) are not applied. The base network outputs $\psi_b(\sigma)$ and $\psi_b(\sigma')$ are prepared for calculating the variational energy. These prepared values can also be used in the following SR step. After applying symmetries, the sign network is no longer trained. This simplification does not cause a significant loss of accuracy according to our numerical experiments.

Given $N$ sample networks in every iteration, an efficient calculation requires the parallel forward pass of all these networks. In practice we only define one sample network with its output channel number $N$ times of the original sign network so that it produces $N$ sign values corresponding to different sample weights in a single forward pass.

Comparison with simple ES. In the simple ES, the correlation of weights is not considered in sample generation and the weights with lowest variational energy are directly chosen as the new weights in the sign network. In our numerical experiments, the CMA-ES, as a popular variant of ES method, produces sign structures with lower variational energies compared with simple ES.

Appendix E: Supplementary data for pyrochlore lattice

In Fig. 8, we show the comparison of the energy error and the wave function overlap between different base networks and helper networks. The sign helper network outperforms the phase helper network, and the full base network also outperforms the amplitude base network.

Similar to Fig. 3, in Fig. 9 we depict the CDF of the variational phase obtained within the combination of the
full base network and different helper networks relative to the phase $\phi_{ED}$ expected within the ED. The CDF shows that the sign network trained by ES learns a better distribution of phases due to elimination of a redundant complex phase.

**Appendix F: Training details**

**Training procedure.**—The training procedure is designed to ensure that the sign network expresses the primary sign structure such as MSR and the base network expresses the remaining sign structure. The whole training procedure contains the following steps:

1. No base network is used and all amplitudes are set to 1. The sign network is trained by the ES until the variational energy is converged.

2. The base network is put into the combined network structure and trained by the SR until the variational energy stabilizes.

3. The sign network is again trained by the ES.

4. Both networks are trained simultaneously for several thousands of iterations to convergence.

5. Point symmetry group defined in Appendix B are applied and the base network is trained by the SR.

**Adjustment of base network weights.**—Two possible problems may occur in the base network. Firstly, the output of the base network may overflow since the network expresses $\psi_b$ directly instead of $\log \psi_b$. Secondly, the scale of parameters may be significantly different in different layers, which leads to vanishing or exploding gradients.

Fortunately, one can adjust the weights of the full base network to alleviate the two problems. The architecture of the full base network in Fig. 6 contains two redundant degrees of freedom. One is free to multiply a number to all variational parameters in the first or second layer. This transformation essentially multiplies an overall constant to the wave function without changing the physical state.

Assuming one multiplies a constant $A$ to the weights in the first layer $\mathbf{W}^{(1)}$ and another constant $B$ to the weights in the second layer $\mathbf{W}^{(2)}$, then the transformation can be written in short as

$$\mathbf{W}^{(1)} \rightarrow A\mathbf{W}^{(1)}, \quad \mathbf{W}^{(2)} \rightarrow B\mathbf{W}^{(2)}.$$  \hspace{1cm} (F1)

This transformation also modifies the neurons in the first layer $\mathbf{v}^{(1)}$, the neurons in the second layer $\mathbf{v}^{(2)}$ and the network output $\psi$ by

$$\mathbf{v}^{(1)} \rightarrow A\mathbf{v}^{(1)}, \quad \mathbf{v}^{(2)} \rightarrow A\mathbf{B}\mathbf{v}^{(2)}, \quad \psi \rightarrow (AB)^n\psi.$$  \hspace{1cm} (F2)

where $n$ is the number of elements in each channel. After each SR step, we hope the maximal wave function entry $M$ in Monte Carlo samples can be normalized to 1, so

$$(AB)^nM = 1.$$  \hspace{1cm} (F3)

On the other hand, the standard deviation of weights also undergoes similar transformation

$$\sigma^{(1)} \rightarrow A\sigma^{(1)}, \quad \sigma^{(2)} \rightarrow B\sigma^{(2)}.$$  \hspace{1cm} (F4)

where (1) and (2) still represent different layers. In our numerical experiments, the network has best performance when $\sigma^{(1)}$ and $\sigma^{(2)}$ are kept equal, so we define their ratio

$$R = \frac{\sigma^{(1)}}{\sigma^{(2)}} \rightarrow \frac{A}{B}R.$$  \hspace{1cm} (F5)

which is measured in every iteration and modified to 1, giving

$$\frac{A}{B}R = 1.$$  \hspace{1cm} (F6)
Combining Eq. (F3) and Eq. (F6), one obtains

\[ A = \sqrt{\frac{1}{RM^{1/n}}}, \quad B = \sqrt{\frac{R}{M^{1/n}}} \]  

We apply the transformation Eq. (F1) with the above A and B values to ensure the stability and efficiency of the training process.