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Abstract
In this study, different operation factors affecting a ship’s wave statistics are studied, such as the slow steaming and voyage optimizations. Especially, the impact of various voyage optimization methods on the long-term wave statistics and corresponding fatigue damage during ship operations is investigated by comparing the encountered waves with the design wave scatter diagram. Three years of full-scale measurements from a container ship sailing in the North Atlantic are employed to study the impact, in addition to noon reports from two fleets of container ships and VLCCs. Furthermore, the benefits of using voyage optimizations for minimum fatigue damage accumulation during operation are discussed. The large difference of wave statistics is found when the ship follows routes generated by various optimization methods and the design diagram. For some westbound voyages, the voyage optimization methods can significantly decrease the ship’s fatigue damage accumulations, leading to longer fatigue life.
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1 Introduction
Cyclic wave loads applied to ships can cause fatigue problems in ship structures. Especially for large ships with more flexible hulls, the fatigue life of 25 years should be considered in the design stage using conventional high-cycle fatigue assessment principles, i.e., the S-N approach [1]. However, significant uncertainties still widely exist in today’s fatigue design methods [2], such as the fatigue assessment methods [3], wave load and structural stress calculations [4], input wave statistics [5, 6], etc. Figure 1 presents a typical procedure for direct fatigue assessment according to classification guidelines [1], and possible uncertainties associated with each step of the fatigue assessment.

These uncertainties in a ship’s fatigue design methods have contributed to large fatigue failures (cracks) in today’s ship structures [7, 8]. The investigation by Jordan and Cochran [9], as well as Jordan and Knight [10] of the commercial ships in the United States, showed that there were, on average, 86 structural failures (cracks) per ship at any inspection. In the marine technology research community, uncertainties related to fatigue methods, wave load, and structural stress analysis have been extensively investigated during the last decades [11–16]. However, the uncertainties associated with the difference between design wave scatter diagram and a ship’s actual encountered wave statistics are seldom discussed, even though such difference has been reported by ISSC [2], Olsen et al. [5], Mao [17], Mao et al. [18], Bitner-Gregersen et al. [19], De Gracia et al. [20], etc.

For example, under the help of modern navigation tools in a ship’s operations, such as weather routing, voyage optimization, and performance monitoring systems [21], ships are operated in more calm sea environments in comparison with the scatter diagram used for today’s ship fatigue design. Besides, the global climate change may lead to high waves in a ship’s future sailing scenarios [22]. The wave statistics are provided by the classification guidelines that reflect the long-term distribution of waves encountered by all ships sailing at specific areas [23]. The actual wave environment encountered by individual ships may not be consistent with that provided by the classification society guidelines.
To provide more realistic wave information for ship design and operation, various sensors have been launched to collect wave data, e.g., buoy data, onboard observations, satellite measurements, and reanalysis data [25, 26]. In addition, various statistical wave models have been developed to model and simulate wave environments along a ship’s actual sailing routes. Then, that generated wave information can be taken as input for ship fatigue design and extreme loading predictions [27–29], etc.

This study investigates the influence of various voyage planning methods on the wave statistics and corresponding damage accumulation compared with their design conditions. The considered voyage planning methods include adjusting a ship’s speed and heading along her conventional routes to avoid harsh sea environments by either experience and/or various optimization systems. Noon reports from a fleet of container ships and VLCCs, as well as their encountered wave environments extracted from hindcast database, are used for the analysis. Especially, the 3-year “long-term” measurement data from a 2800TEU container ship are used to study how various voyage optimization methods can affect the encountered wave environments in comparison with the guidelines and actually encountered. Finally, the potential benefit of using voyage planning to reduce fatigue damage is investigated for the 2800TEU container ship.

For the completeness of the paper, the conventional direct fatigue estimation method is briefly introduced in Sect. 2 to show the importance of input wave statistics on a ship’s fatigue life. In addition, some evidences of how the current navigation changes will affect a ship’s encountered wave statistics are also shown. In Sect. 3, various voyage planning methods are presented to demonstrate their influence and theoretical connections with a ship’s fatigue damage accumulations. Section 4 presents the details of a case study ship with full-scale measurements of encountered wave statistics and time series of stress measurements. The differences in measured wave statistics and fatigue damage are compared with that from classification guidelines. Results of various voyage operation methods on the wave statistics and fatigue accumulation are compared and discussed with the observed values. The conclusion and some key references are given at the end of the paper.

2 Spectral fatigue method and wave statistics

Ship fatigue design is normally based on stress-based approaches, i.e., high-cycle fatigue principles. In the analysis, the number of cycles to failure $N$ under a stress cycle range $S$ is often described by the so-called $S$-$N$ curve:

$$\log(N) = \log(a) - m \log(S),$$

(1)

where the parameters $a$ and $m$ depend on structural materials, geometries, working environments, and method of fabrication (welding details), etc. In this study, the Ib $S$-$N$ curve with $a = 10^{12.76}$ and $m = 3$ (DNV GL [1]) is assumed in the following analysis. The fatigue accumulation under a time series of stresses is normally calculated by the linear Palmgren–Miner law as:

$$D(n) = \sum_{i=1}^{n} \frac{S_i^n}{\alpha},$$

(2)

where $S_i (i = 1, \ldots, n)$ are stress ranges obtained by the rainflow counting method from the stress series [30].
2.1 Direct fatigue estimation by the spectral method

In addition to the rainflow counting method, Fig. 2 presents a schematic workflow for a direct calculation fatigue along a ship voyage under certain loading conditions. One voyage is composed of a series of stationary sea states denoted by the waypoint location $\vec{P}$ and corresponding operational conditions $U(\vec{P})$. The encountered sea states are denoted by $\vec{W}(\vec{P}) = [W_1, W_2, \ldots, W_n]$, where one sea state $W$ is described by a wave spectrum $S_e(\omega)$, e.g., Pierson–Moskowitz or JONSWAP, in terms of significant wave height $H_s$ and wave period $T_s$.

Let a ship be sailing with a specific ship speed and heading angles $U = [V, \theta_s]^T$ under a stationary sea state $W = [H_s, T_s, \theta_{\text{wave}}]$, the structural stress for fatigue assessment is often assumed to be Gaussian and uniquely defined by its mean value and spectrum. Often, a stress concentration factor is added in the transfer function to get the local stresses. The corresponding stress response spectrum under such a sea state can be computed by:

$$S_e(\omega|V, \theta, H_s, T_s) = |H_e(\omega|V, \theta)|^2 S_e(\omega|H_s, T_s) d\omega,$$  \hspace{1cm} (3)

where $H_e(\omega|V, \theta)$ is the transfer function or response amplitude operators (RAOs) of local structural stresses. In this study, to get $H_e$, various wave bending moments are first estimated by hydrodynamic analysis based on a 2D potential theory. Then, hull girder stresses caused by those bending moments are estimated by the beam theory. The stress concentration factor 2 is assumed to calculate the local stresses from the girder stresses [6]. In Eq. 3, $S_e(\omega|H_s, T_s)$ is the encountered wave spectrum that may not always be expressed explicitly for all wave frequencies. Instead, it is enough to only obtain the spectral moments of the structural stress response for a ship’s fatigue assessment. The $n$th order spectral moments $\lambda_n$ can be calculated by:

$$\lambda_n = \int_0^\infty |\omega + \omega^3 V \cos \theta| n |H_e(\omega|V, \theta)|^2 S_e(\omega|H_s, T_s) d\omega.$$  \hspace{1cm} (4)

Let $R$ denote the local maximum of the Gaussian stress response in such a sea state $W$. The distribution of $R$ follows Rice’s distribution. If the stress is assumed to be narrow-band Gaussian processes with zero spectral width parameter, then $R$ follows a Rayleigh distribution:

$$F_R(r) = 1 - e^{-\frac{r^2}{2\lambda_0}}, \quad (r \geq 0),$$  \hspace{1cm} (5)

where $\lambda_0$ is zero-order spectral moment. In a stationary sea state, the stress range $S$ is a random variable with a probability density function denoted by $f_S(s)$. Then, the expected value of $S^m$ is computed by $E[S^m] = \int_0^\infty s^m f_S(s) ds$. For a zero mean narrow-band Gaussian process, the stress cycle range $S$ is approximated by two times of the stress amplitude $R$, i.e., $S \approx 2R$. Subsequently, by means of Eq. 5, $E[S^m]$ can be computed by:

$$E[S^m] \approx \int_0^\infty (2r)^m f_R(r) dr = (2\sqrt{2\lambda_0})^m \Gamma\left(\frac{m}{2} + 1\right).$$  \hspace{1cm} (6)

where $\Gamma(x)$ is the gamma function. Finally, the expected fatigue damage is computed by:

$$E[D] = \frac{N_0}{\alpha} \frac{E[S^m]}{\lambda_0} \approx \frac{T}{2\pi\alpha} \sqrt{\frac{\lambda_2}{\lambda_0}} \left(2\sqrt{2\lambda_0}\right)^m \Gamma\left(\frac{m}{2} + 1\right).$$  \hspace{1cm} (7)

where $N_0$ is the expected number of stress cycles $N_0 = \frac{T}{2\pi\alpha} \sqrt{\frac{\lambda_2}{\lambda_0}}$, and $T$ is the duration of a stationary sea state lasting for a period from 30 min to several hours. The spectral method in Eq. 7 is also known as the narrow-band approximation of the rainflow damage for the stationary sea state. If the time series of stress measurement in a stationary sea state is available, the spectral moments in Eq. 7 can be directly computed from the stress signals.

![Fig. 2 Workflow of a conventional ship fatigue life prediction method with fatigue loads for direct calculations](image-url)
2.2 Effect of slow steaming on the long-term wave statistics

In maritime transportation, shipmaster mariners are using different operational strategies to navigate their ships, such as sprint and loiter sailing, voyage optimizations, constant speed, fixed engine power sailing, etc. [31]. Furthermore, since a ship’s resistance is normally proportional to her sailing speed to the power of 2–3, lowering a ship’s sailing speed can significantly reduce her resistance, leading to a large amount of fuel saving. Therefore, slow steaming, where a ship is navigated with significantly less engine power than her design engine power and sailing speed, is widely adopted operation strategy by most of today’s shipping companies to minimize a ship’s fuel consumption when sailing at sea.

For example, the actual engine loads of a fleet of VLCCs from their worldwide operation are extracted from their noon reports and presented in Fig. 3a. More than 70% of the ship fleet’s service period, their ships are operated with marine engine loads between 40 and 65% of the MCR (maximum continuous rating) of their installed engine powers. During the slow steaming operations, ship’s sailing speeds are also reduced in comparison with her service speed, leading to lower resistance and fuel consumption. Furthermore, a fleet of container ships, which are often recognized as the shipping segment with the highest sailing speed, have been experiencing slow steaming with even lower engine loads. The engine loads from the noon reports of approximate 400 worldwide voyages recorded by a large container fleet are presented in Fig. 3b. On average, only about 30% of the fleet’s MCR of engines are used for the slow steaming navigations.

The slow steaming operations may also lead to observed wave statistics different from the wave scatter diagram provided by classification guidelines. For all the voyages recorded in the noon reports (24 h resolution for each recorded waypoint), the waypoints for each voyage are linearly interpolated into 3 h resolution of waypoints. Then, the wave conditions, i.e., significant wave height $H_s$ and wave mean period $T_z$, along all those waypoints are extracted from the ECMWF ERA5 hindcast dataset [33]. For the fleet of VLCCs, the extracted information of [$H_s$, $T_z$] along all the voyages is used to construct a wave scatter diagram, which is compared with that from the DNV GL guidelines [32] for worldwide sailing in Fig. 4. A large difference between the actual and design wave scatter diagrams can be observed from Fig. 4. Much more sea states with $H_s$ less than 2 m (more than 75%) were encountered by the actual sailing, while encountered harsh sea environments with $H_s$ larger than 5 m are significantly reduced from about 9% (design wave statistics) to less than 1%. A similar difference can also be observed in the fleet of container ships, as in Fig. 5, but the difference is smaller than the VLCCs. For the container ships, a large difference is found for the distribution of $T_z$ under the same $H_s$. For example, for the $H_s$ of 1–3 m, the wave period $T_z$ of sea states encountered during the actual sailing is significantly larger than that in the design wave scatter diagram. It can lead to less fatigue damage during the actual sailing because of less encountered waves (stress variations). One obvious reason leading to the difference of wave statistics in Figs. 4 and 5 is due to the difference between actual operation areas of these ships and the assumptions behind the classification guidelines. The slow steaming operations may also contribute to the difference. Especially, when the slow steaming is combined with voyage optimization to aid a ship’s operations, the ship can have more freedom to adjust her sailing routes and speeds to avoid harsh sea conditions [34]. It can significantly reduce the probability of encountering large waves.
2.3 Influences of voyage optimization on wave statistics

Modern navigation systems used onboard today’s ships, such as voyage optimization systems, weather routing systems, performance monitoring systems, etc., have led to a significant change of a ship’s sailing routes and encountered sea environments. A fleet of midsize chemical tankers equipped with a well-recognized voyage optimization system is used to study navigation systems’ influences on the long-term wave environments encountered by ships, especially the difference in comparison with a ship’s design conditions. The full-scale measurements are recorded onboard the fleet of chemical tankers every 15 min with a ship’s positions, sailing speeds, engine powers, motions, and other performance-related parameters. The measurement campaign during the year from 2013 to 2018 is used in this study. Both short-term and long-term impacts of the voyage optimization systems on a ship’s encountered wave environments are investigated in this study. In addition to the wave scatter diagram, the first, second, and third moments of encountered significant wave heights $E[H_s^k], k = 1, 2, 3$ are compared to reflect the difference of wave statistics. They can be computed by:

$$E[H_s^k] = \int_0^{+\infty} h^k f(h) dh, k = 1, 2, 3,$$

(8)

where $f(h)$ is the probability density function of the encountered $H_s$. It should be noted that the first moment $E[H_s]$ is the mean value of the significant wave height and the second moment $E[H_s^2]$ is related to the variance of $H_s$, while the third moment is an important measure of a ship’s fatigue damage accumulation under the long-term wave environments.

First, six measured voyages when the chemical tanker fleet members were sailing in the North Atlantic during the year 2015 are selected to investigate the short-term impact of voyage optimization-aided operations on a ship’s encountered wave environment. It is well known that the North Atlantic is one of the most challenging ship navigation areas. A good voyage optimization system would be greatly beneficial to ship safety, energy efficiency, and keeping time schedules, etc. In this study, three eastbound voyages and three westbound voyages are considered, as
in Fig. 6. The red triangle-up and the blue triangle-down represent the departure and destination of the voyages, respectively. Normally, westbound winter voyages are more affected by sea environment than eastbound summer voyages, because the storms in winter are harsher, and the storms always move from the west to the east in the North Atlantic. Therefore, the westbound voyages are often treated more seriously during the voyage optimization process. This can also be seen from Fig. 6 (right plot) that the westbound routes and encountered sea environments from different voyage planning methods are more divergent from each other than the eastbound voyages.

In Fig. 6, a well-recognized weather routing system was used onboard to aid the ship operations. The solid lines represent the measured ship routes and encountered $H_s$. These routes are further optimized by a new 3-dimensional Dijkstra’s Algorithm proposed in [35], focusing on the minimum fuel consumption and the same ETA as the measured voyages. It shows in Fig. 6 (right plot) that for the westbound routes and encountered sea environments from different voyage planning methods are more divergent from each other than the eastbound voyages. To quantity the difference of wave statistics for those voyages due to various voyage optimization methods, the first three moments of $H_s$ are computed and listed in Table 1. As is shown that even for these very simple voyages (most of them coming from summer seasons), there are more than 20% difference in $E[H_s^2]$ that are strongly related to a ship’s fatigue damage between the two optimization methods. More differences can be observed between the wave statistics from voyage optimization methods and that from the DNV GL guidelines.

For the long-term impact analysis, all 5 years of full-scale measurement data from the fleet of chemical tankers are considered. The encountered wave conditions (significant wave height $H_s$ and mean wave period $T_z$) along the measured voyages are extracted from the same ERA5 hindcast dataset. The corresponding wave scatter diagram from the sailing

---

**Table 1** First three moments of $H_s$ encountered by the case study fleet of chemical tankers for their actual sailing, optimized routes, and wave scatter diagram from DNV GL guidelines for North Atlantic and worldwide sailings

| Basic statistic of $H_s$ | Actual sailing | Optimization by 3DDA | DNV GL worldwide |
|--------------------------|----------------|----------------------|------------------|
| First moment of $H_s$, $E[H_s]$ | 2.32 | 2.21 | 2.46 |
| Second moment of $H_s$,$E[H_s^2]$ | 7.15 | 6.22 | 7.98 |
| Third moment of $H_s$, $E[H_s^3]$ | 29.14 | 22.83 | 32.17 |
voyages that were designed by a voyage optimization system is compared with the diagram from DNV GL guidelines for worldwide trade in Fig. 7.

It shows that the voyage optimization system has successfully helped the fleet to sail in the more moderate sea and avoid harsh wave conditions. Less than 2% of the fleet’s service time was sailing in the sea states with $H_s$ larger than 5 m, compared to about 10% from the DNV GL guidelines. Additionally, waves encountered by the fleet with the onboard voyage optimization system are more concentrated at the lower significant wave height span, compared to the measurements of the aforementioned slow steaming fleets. In brief, the voyage optimization system has a great effect on the long-term wave statistics. Thus, it is more deserved to investigate the impact on the ship fatigue design.

In the following, the impact on the difference of long-term wave statistics and corresponding fatigue life between design and operation conditions is investigated by comparing various voyage optimization methods used for a ship’s operations. For the ship voyage optimization methods, the input metocean conditions (wind, wave, and current, etc.) are assumed to be known, i.e., that information is extracted directly from the hindcast data sources. In addition to the variation of $[H_s, T_z]$ (wave scatter diagram) caused by different optimization methods, the influences of a ship’s heading angles and ship speeds during operations on the ship’s fatigue accumulation are also discussed through the comparison with actual rainflow damage based on measured stress signals. For the completeness of the paper, some basic concepts of voyage optimization methods are briefly presented in Sect. 3, which is expected from theoretical perspectives to demonstrate the potential impact of voyage optimization methods on a ship’s encountered wave environments. The quantitative study using the 2800 TEU container ship as a demonstration case study ship is given in the following analysis.

3 Various voyage optimizations to guide a ship’s navigation

Ship safety and energy efficiency are the two most important factors to make shipping more competitive and sustainable [21]. These two factors are strongly related to a ship’s encountered wave environment that is often considered during the voyage planning stage before departure. Currently, various computer-aided voyage optimization methods are available to help captains to plan ship routings, which can avoid potentially dangerous and harsh storm conditions with the objectives to minimize the risk of ship/cargo damage and human injuries, as well as reduce fuel consumption and reach destinations at the expected time of arrival, etc. These voyage optimization methods can directly impact a ship’s short-term and long-term wave statistics compared to her original design conditions. Even though the minimum fatigue damage is seldom a large concern of an optimization objective for shipping companies to plan their ship routes, voyage optimizations with respect to other objectives also have a direct impact on a ship’s fatigue damage accumulation due to varying wave statistics in comparison with design conditions. In the following, voyage optimization methods with different optimization objectives are briefly presented and used for further impact analysis.

3.1 Introduction of voyage optimization assisting ship operation

For a computer-aided voyage optimization, the first step is to discretize the potential sailing area into a grid of waypoints, as in Fig. 8. The waypoints are defined by locations and passing times $P_{ij} = [x_{ij}, y_{ij}, t_{ij}]^T$, where the subscripts $i, j$ represent the time stage advanced along the reference route (often the great circle route) and the number of waypoints in each time stage, respectively. While
\(x, \ y, \ t\) represent longitude, latitude, and possible passing times at the location \((x, \ y)\), respectively. At each waypoint \(P\), a ship can be navigated with various operational conditions, denoted as the operation control variables \(U(P)\), which is composed of sailing speed \(V\) and ship heading \(\theta_S\). Therefore, the number of possible passing times in \(t\) depends on pre-defined ship sailing speeds. Furthermore, the metocean conditions encountered at the waypoint \(P\), i.e., \(W(P)\) containing wind, wave, and current conditions, also depend on the passing time (speed). Then, for each of the waypoints in the discretized sailing area as in Fig. 8, its operational conditions \(U\) should be defined for a ship’s navigation along this route based on the forecast encountered metocean environments \(W\) in this area. Let us denote the two variable vectors as:

\[
U(P) = [V, \theta_S]^T \quad \text{and} \quad W(P) = [H_s, T_z, \theta_{\text{wave}}, V_c, \theta_c, V_w, \theta_w, \ldots]^T,
\]

where \(H_s, T_z, \text{ and } \theta_{\text{wave}}\) represent significant wave height, mean wave period, and wave moving direction, and \(V_c, \theta_c, V_w, \text{ and } \theta_w\) represent current speed, current moving direction, wind speed, and wind blowing direction, respectively. A ship’s performance, such as fuel consumption, ETA, and fatigue damage accumulation, at \(P\) is determined by the choice and values of both \(U\) and \(W\).

Finally, the task of a voyage optimization method is to optimize a ship’s operation control variables \(U\) for each waypoint \(P_{ij}\), by searching for the whole discretized area based on the forecast metocean environment \(W\). A voyage optimization can find an optimal route composed of a series of waypoints \(\tilde{P} = [P_0, P_{11}, \ldots, P_{ij}, \ldots, P_n]\) from the discretized sailing area with to fulfill pre-defined optimization objectives, such as ETA, minimum fuel, etc. The operational conditions and corresponding metocean environments along the optimized route are described denoted by:

\[
U(\tilde{P}) = [U(P_0), U(P_{11}), \ldots, U(P_{ij}), \ldots, U(P_n)]\]

\[
W(\tilde{P}) = [W(P_0), W(P_{11}), \ldots, W(P_{ij}), \ldots, W(P_n)].
\]

### 3.2 Voyage optimization methods used in this study

During a voyage optimization process, different inputs are required to find an optimal route \(\tilde{P}\), such as the metocean data, various ship performance data, and voyage constraints. A typical voyage optimization procedure involving 6 steps is presented in Fig. 9.

During the optimization process, the objective function in the optimization algorithm is denoted by:

\[
J = \int_{t_1}^{t_2} f_{c_{\text{fuel}}}(U(P_i), W(P_i)) \, dt,
\]

where \(f_{c_{\text{fuel}}}(U(P_i), W(P_i))\) is the instantaneous cost function for a ship waypoint \(P_i\) with a control variable \(U(P_i)\) under the metocean environment \(W(P_i)\). \(t_1, t_2\) are the departure and arrival times, respectively. Here, the cost function changes according to the specific optimization objectives, e.g., minimum fuel consumption, maximum allowed ship motions, expected time of arrival (ETA), and lowest fatigue damage accumulation in a ship’s structure [36]. In this study, two types of cost functions are required for the voyage optimization, i.e., the cost function to estimate a ship’s fuel consumption \(f_{c_{\text{fuel}}}\), and the cost function to estimate a ship’s fatigue damage accumulation \(f_{c_{\text{damage}}}\). The two cost functions are briefly presented in Sect. 3.3. The cost functions should be evaluated to all the waypoints in the discretized searching area as in Fig. 8. The integration of all the costs along potential ship routes as in Eq. 11 will lead to different values of \(J\). The task of a voyage optimization method is to find a
route containing a series of waypoints \( \vec{P} \) and the associated operational control sets \( U(\vec{P}) \) that will lead to the minimum/maximum value of \( J \) by encountering proper metocean conditions \( W(\vec{P}) \).

Many optimization algorithms are available for the ship voyage planning purpose in the maritime community. They are normally categorized into deterministic algorithms and stochastic algorithms. The deterministic algorithms are still the most widely used in the shipping market, considering the efficiency of the algorithms/methods. The most common algorithms are the so-called Isochrone method, 2D and 3D dynamic programming methods, and Dijkstra's methods, in addition to the shortest route sailing known as the great circle routes [37]. The isochrone method was first proposed by James [38] to find the minimum time route by optimizing ship heading under fixed sailing speed. It was modified by Hagiwara [39] to add various functions, such as the expected time of arrival and voluntary speed reduction for more practical voyage optimization. The dynamic programming method proposed by Bellman [40] was also utilized to develop ship voyage optimization systems, such as Chen [41] developed 2D dynamic programming method with fixed speed or power setting along a voyage, and Shao et al. [42] and Zaccone et al. [43] developed 3D dynamic programming methods to optimize both a ship’s
sailing course and speeds along the voyage. Some recent development focus on Dijkstra’s algorithm [44], such as in Böttner [45], Skoglund et al. [46], and Wang et al. [35] who proposed a scheme for applying Dijkstra’s algorithm into a three-dimensional voyage optimization problem to allow multi-objective global voyage optimizations. Some of the methods used in this study are listed in Table 2 and will be further explained in the following section.

3.3 Cost functions for minimum fuel and damage optimization objectives

Normally, different cost functions are needed for various optimization objectives in the voyage planning process. In this study, two objectives are considered to investigate their impact on a ship’s long-term wave statistics, i.e., minimum fuel consumption and lowest fatigue damage accumulation, while the sailing time along each voyage (ETA) is set to be the same as the actual sailing route.

For the voyage optimization aiming at minimum fuel consumption, the cost function $f_{c, \text{fuel}}$ to estimate a ship’s fuel consumption under various operational and environmental condition $U$, $W$ is given by:

$$f_{c, \text{fuel}} = R_{TOTAL} \cdot V \cdot SFOC \cdot \eta_p,$$

(12)

where $R_{TOTAL} = g(H_s, T_w, \theta_w, V, \theta_c, \theta_v, \theta_a, \theta_s) = g(W, U)$. The total propulsion efficiency $\eta_p$, and the specific fuel consumption $SFOC$ [g/kWh]. $R_{TOTAL}$ represents a ship’s total resistance consisting of calm water resistance $R_{CALM}$, added resistance due to wave $R_{AW}$ and wind $R_{AA}$. The total resistance is a function of the encountered metocean conditions $W$ and operational conditions $U$. The flowchart for such a modeling is presented in Fig. 10, which describes the procedures to estimate a ship’s fuel consumption for a given speed over ground $V_{OG}$ when encountering various metocean environments. For the voyage optimization, the semi-empirical formulas provided in, e.g., ISO [47] and ITTC [48], are used to estimate the fuel cost function $f_{c, \text{fuel}}$.

The cost function of fatigue damage accumulation $f_{c, \text{damage}}$ depends on the encountered wave condition $[H_s, T_w]$ and ship operational conditions $[V, \theta]$, where $\theta$ is defined as the relative heading angle between the wave direction $\theta_{wave}$ and ship heading $\theta_s$. For one waypoint, it is assumed that the operational conditions are kept the same as the ship reaches the next waypoint. The corresponding wave environments can be extracted based on its sailing time. For the voyage optimization aiming at lowest damage accumulation along each voyage, the cost function $f_{c, \text{damage}}$ to estimate a ship’s fatigue damage accumulation under $W$, $U$ is denoted as:

$$f_{c, \text{damage}} = \psi(H_s, T_w, \theta_w, V, \theta_s) = \psi(W, U).$$

(13)

The procedures to estimate the cost function of fatigue damage in Eq. 13 are briefly presented in Fig. 2. In this study, the spectral fatigue model as in Eq. 7 is employed to estimate the fatigue damage accumulated along two adjacent waypoints with encountered metocean conditions $W$ and operational conditions $U$. The formulas in the cost function to estimate fatigue damage are given in Sect. 2.1.

Table 2 presents various objectives for a ship’s voyage planning and corresponding voyage optimization methods used in this study. For the two-dimensional voyage optimizations, the dynamic programming method and the Dijkstra’s method give the same results. Different voyage planning methods (with/without optimizations) may recommend different ship routes, especially for sailing in harsh metocean environments. It means that the encountered wave statistics might also be different from each other, and eventually different from their original design wave conditions.

4 The case study and full-scale measurements

To study the impact of voyage optimization-aided ship operations on the long-term statistics of wave environments encountered by ships, 3 years of full-scale measurements from a 2800TEU container ship are used for the following analysis. This case study container ship was also equipped with a so-called hull-monitoring system, which measured the ship’s operating-related parameters, such as position, speed, heading, pitch and roll motions, and the real-time structural stresses. The full-scale measurements are available from 2007 to February 2010, and a total of 62 complete sailing voyages were selected from all the measurements. The ship was operated in the North Atlantic for transportation between Europe and North America. All the sailing waypoints along these measured voyages are presented in Fig. 11, where the sailing routes have been divided into westbound and eastbound voyages, with the summer and winter sailing seasons.
It should be noted that this container ship was also installed with an old conventional weather routing system using the so-called Isochrone method for voyage optimization, to guide the ship’s navigation to avoid severe wave environment conditions. As is shown in Fig. 11, the variation of sailing routes in the same direction at the same seasons indicates the influences of voyage optimization methods on the ship’s actual navigations. Herein, the measured voyages are called the actual routes. To simplify the voyage optimization process and extraction of metocean conditions from the hindcast database, only waypoints located in the open sea, as shown in Fig. 11, are used in the analysis.

### 4.1 Transfer function RAOs for fatigue assessment

For the voyage optimization in terms of lowest fatigue damage accumulation, the models to describe the fatigue damage accumulation of the case study ship should be provided. As in Fig. 2, it is necessary to give the transfer function or response amplitude operators (RAOs) of the local structural stresses, i.e., $H_s(\omega|V, \theta)$, for the fatigue assessment as a cost function. To get the RAOs, wave bending moments are first estimated by the hydrodynamic analysis based on a 2D potential theory, where the ship is modeled by 20 strips [24]. For this container ship, only one loading condition, i.e., the full-loaded condition, is considered in the hydrodynamic analysis to get the wave loads applied to the ship hull. Then, the global hull girder stresses are computed by the beam theory. Finally, the RAOs of the local stresses is calculated by multiplying the girder stresses by a stress concentration factor (SCF), which is assumed to be 2 for the fatigue analysis in this study.

Some examples of the calculated RAOs of structural stress in the upper deck area (midship section of the ship) are presented in Fig. 12, which shows the effects of heading angles and sailing speeds on RAOs of the structural
stresses. The RAOs are more sensitive to the variation of the relative wave heading angles rather than a ship’s sailing speeds. Noted that for the case study ship sailing in the North Atlantic, there is not so much optimization margin of wave heading angles, since the storms are always blowing from the west to the east, and relative wave headings are rather stable for sailing in one voyage. One may expect more variation of fatigue damage accumulation if a ship is sailing in other ocean areas, and her voyage planning is performed by various optimization methods.

**Fig. 11** The case study voyages in the open sea from the 2800TEU container ship, for **a** westbound summer sailing, **b** westbound winter sailing, **c** eastbound summer sailing, and **d** eastbound winter sailing

**Fig. 12** The transfer function (RAOs) of stresses in the deck longitudinal stiffener of the container ship structures, where $\omega$ stands for the angular frequency of regular waves within the RAOs $H_{\omega}(\omega|V, \theta)$
4.2 Validation of RAOs and the spectral method by rainflow counting method

The stress transfer functions, i.e., RAOs presented in Fig. 12, and the spectral method presented in Fig. 2, are used for the voyage optimization and following fatigue damage analysis. To ensure the accuracy of the applied spectral fatigue assessment method, it is calibrated by the rainflow counting method based on the stress measurements onboard the ship. One example of the measured stress during the voyage 2008-04-01 is presented in Fig. 13, where the mean stresses are set to be zero. The fatigue damages accumulated along every voyage during the sailing time in the first half-year of 2008 are estimated and compared in Fig. 14. First, the fatigue damages are estimated by the rainflow counting method based on the stress measurements, and they are used as references for the calibration of the spectral method. Second, the spectral method in Eq. 7 is used to estimate the damages, but the spectral moments in Eq. 7 are estimated from the stress measurements, as well. It means that the RAOs are not used in the fatigue assessment. As shown in Fig. 14, the measured structural stress-based spectral method always gives larger damages than the rainflow damage, i.e., approximately 30% overestimation. This is also expected, since the actual stresses are not narrow-band processes as derived in Eq. 7, which can overestimate the fatigue damages.

However, the continuous overestimation will not affect the voyage optimization in terms of lowest damage, because the optimization process simply compares the relative damages to pick up the “best” route. Finally, the entire process presented in Fig. 2 is used for the fatigue assessment of each voyage. First, the wave environments along the voyages, i.e., a series of \([H_s, T_z]\), are extracted from the ECMWF ERA5 hindcast database [33]. The stress RAOs for each sea state

![Fig. 13](image1.png)

**Fig. 13** Stress measurements along an example voyage 2008-04-01 (sailing from 2008-03-21 to 2008-04-01). The mean stress is set to 0

![Fig. 14](image2.png)

**Fig. 14** Fatigue damage accumulated along each voyage in the first half-year of 2008 estimated by the rainflow method, the spectral method based on the measured stresses, and the spectral method based on the stress computed from the estimated RAOs in Fig. 12. The ticks in the \(x\)-axis represent the name, i.e., the arrival date, of those measured voyages
are estimated to get the $H_s(\omega|V, \theta)$ in Eq. 4 and the corresponding spectral moments. Then, the fatigue damage for each sea state is estimated by the spectral method in Eq. 7. Due to uncertainties in the RAOS analysis and the description of actual wave spectrums, a calibration factor is used to scale the total damage equivalent to the stress-based spectral method as in Fig. 14. Even though there are some fluctuations of fatigue damages for each voyage estimated between the two spectral methods, the small difference in the estimation of fatigue damage accumulated along each voyage may mean that from the long-term perspectives, this method can work well to reflect the trend/characteristics of damage accumulation when a ship is encountering various metocean environments. Therefore, the spectral method with RAOS and wave environments as inputs is capable for consider damage accumulation in a ship’s voyage optimization process.

### 4.3 Observed wave statistics compared with DNV GL guidelines

During the measurement campaign from 2007 to 2010 when this container ship was sailing in the North Atlantic, the weather routing system used by the onboard seafarers was mainly focusing on how to avoid harsh sea environments and how to reach to the destination on time (ETA), since the fuel and emission concerns were not too much emphasized during that period. One could expect that the long-term wave statistics should be still in line with that provided by classification guidelines. To further quantify the factor, the wave environments along the measured voyages are extracted from the ERA5 hindcast dataset. The wave scatter diagram is built using the extracted hindcast sea states. It is then compared with the wave scatter diagram provided by DNV GL guidelines for North Atlantic sailings in Fig. 15. It shows that under the help of the onboard old weather routing system, the container ship avoided some extremely harsh sea conditions compared to the DNV GL guideline, i.e., less sea states with $H_s$ larger than 8 m. Obviously, it might be simply due to the relatively short measurement periods (3 years in comparison with the 25 years design life from the DNV GL guideline). This factor will be further discussed in the following analysis, especially for the voyage optimization of westbound voyages. For the moderate sea states, the “observed” wave environments move to the upwards and rightwards of the wave scatter diagram, in comparison with the wave scatter diagram provided by the DNV GL guideline. There are more sea states with $H_s$ less than 2 m in the DNV GL diagram. The sea states with $H_s$ between 1.5 and 4.5 m have the highest probability of occurrence.

### 5 Influence of voyage optimization on wave statistics and fatigue design

Ship operations aided by voyage optimization systems can easily avoid harsh sea environments to ensure ship safety and less fuel consumption. Dependent on ship types/sizes and utilized voyage optimization methods, the encountered wave environments may differ significantly, especially in comparison with the original design conditions. In the following analysis, various voyage optimization methods are implemented to estimate optimal ship routes for the above container ship with respect to different optimization objectives. For the comparison purpose, the sailing time ETA (departure and destination times) is set the same as the measured voyages. Four various voyage planning methods are used for the comparison purpose, i.e., the actual sailing from measurements, the great circle sailing, voyage optimization for minimum fuel consumption, and voyage optimization measurement campaign. NB: the color bar presents the probability of the occurrence of certain wave ranges.
for lowest fatigue damage accumulation, respectively. The method for the voyage optimizations is a 3D Dijkstra’s Algorithm (3DDA) as proposed in [35]. The influence of voyage optimization-aided ship operations on both short-term wave environments (individual voyage) and long-term wave statistics (sailing during the 3 years of measurement campaign) is also investigated. Furthermore, the benefit of using the four voyage optimization methods on the ship’s fatigue life extension is also compared.

5.1 Impact of short-term encountered wave environment from voyage optimizations

To study the impact of ship operations aided by various voyage optimization methods on the short-term wave environments encountered by ships, four voyages named as 2009-07-28, 2008-03-08, 2009-07-13, and 2009-01-18 (the date is the arrival date of each voyage) are chosen for the following analysis. They are selected to represent all sailing scenarios in the North Atlantic, i.e., including the westbound summer, westbound winter, eastbound summer, and eastbound winter, respectively. The planned routes/trajectories of the four case study voyages from the four optimization methods are presented in Figs. 16, 17, 18 and 19 (left plots), respectively. The encountered wave environments denoted by the significant wave height $H_s$ along these optimized routes are presented in the right plots.

As shown in Fig. 16, the calmest wave environments was encountered along the route optimized by the 3DDA method in terms of minimum damage. The wave environments encountered along the route optimized in terms of minimum fuel are a bit calmer than the actual sailing conditions. The actual sailing was not well optimized, because its sailing distance is a bit longer than the great circle route but encountering similar wave environments. It should be noted that even though the same 3DDA method is used for both the fuel-based and damage-based voyage optimization, a big difference in their encountered wave environment can be observed. The difference is mainly since the fuel-related objective function is more sensitive to speed variation than the damage-related objective function during the voyage optimization process.

Figures 17 and 18 present the results of two typical study cases. The great circle sailing routes are associated with higher wave environments. The fuel-based voyage optimization gives similar wave environment as the actual sailing routes. In addition to the significant wave height $H_s$, the fuel-based 3DDA voyage optimization method can consider the effect of other sea environmental parameters such as heading, speed, wave period, etc., on the ship’s
fuel consumption along a voyage. The fuel-based voyage optimization can always generate optimal routes with less fuel consumption than the actual sailing routes [35].

For the eastbound winter voyage 2009-01-08 in Fig. 19, if the ship was sailing in their conventional routes, i.e., the shortest distance (great circle) route, very harsh sea environments with $H_s$ more than 10 m were encountered. Under the aid of an unknown weather routing system, the actual sailing route significantly moved toward the south. Even though long sailing distance is required, the ship avoided majority of the harsh storm. The 3DDA damage-based voyage optimization method suggests a route with trajectory quite similar as the measured route, and the encountered wave environments are also close. By better adjusting the ship’s speeds and headings along the optimized route, the damage-based voyage optimization can reduce the damage by about 17%, even though the ship encounters a bit higher waves than the measured. The fuel-based voyage optimization does not suggest a route toward as south as the actual route, but it still manages to avoid the largest storm conditions. Even though the fuel consumption along the fuel-based optimization route is lower than the measured route, its damage accumulation is much higher than the damage estimated from the actual route.

Finally, after the voyage optimization on each voyage, all the relevant wave environmental parameters, such as significant wave height $H_s$, wave period $T_z$ and heading angle, are extracted from those optimized routes, as well as the corresponding sailing speeds. These parameters are input in the spectrum method using RAOs as Fig. 12 to estimate the accumulated fatigue damages along these routes. The results of those damage accumulations are presented in Table 3. The great circle routes can cause the highest fatigue damage for all the selected voyages, while the damage-based 3DDA voyage optimization leads to the lowest fatigue damages. Even though the fuel-based 3DDA voyage optimization method

| Voyage       | Actual | Great circle | Fuel optimization | Damage optimization |
|--------------|--------|--------------|-------------------|---------------------|
| 2009-07-28   | 0.0029 | 0.0018       | 0.0015            | 0.0003              |
| 2008-03-08   | 0.0028 | 0.0051       | 0.0032            | 0.0012              |
| 2009-07-13   | 0.0003 | 0.0003       | 0.0003            | 0.0002              |
| 2009-01-18   | 0.0017 | 0.0129       | 0.0025            | 0.0014              |
can generate optimal routes always with less fuel consumption than the actual sailing routes. Some optimized routes by this method can cause higher fatigue damage accumulation than the actual routes. On average, at least 50% reduction of fatigue damage accumulation can be expected if the damage-based 3DDA method is used for the voyage optimizations.

5.2 All eastbound and westbound sailing in 3 years

To investigate the sailing direction and seasonal impact on the long-term encountered wave environments and corresponding damage accumulation due to ship operation aided by various voyage optimizations, all the voyages measured during the 3-year sailing in the North Atlantic are categorized into three groups, i.e., summer voyages, eastbound winter voyages, and westbound winter voyages. The statistics of the significant wave height $H_s$ of wave environments encountered along those optimized ship routes are evaluated. The first three moments of $H_s$ are presented in Table 4. For the summer voyages, all different wave statistics are similar due to the overall calm wave environments around these summer voyages. It should be also noticed that the encountered $H_s$ during the summer voyages are much smaller than both eastbound and westbound winter voyages. For the winter voyages, there is a general trend that the eastbound voyages are encountering wave environment with a little lower $H_s$ than the westbound voyages. There is about 2–5% decrease of $E[H_s]$ if the 3DDA voyage optimization methods are used in comparison with the actual and great circle sailings. Since the fatigue damage is approximately proportional to $H_s^3$ of the encountered wave environments, it is shown that there is 20–30% reduction of $E[H_s^3]$ caused by the 3DDA voyage optimization methods.

It should be noted that in addition to the $E[H_s]$, the heading angles, wave periods, and sailing speeds also have great influence on the final fatigue damage accumulation along those optimization routes. To quantify the impact of voyage optimization-aided operations to the actual fatigue damage (in addition to the basic wave statistics), the fatigue damages accumulated along various routes within the four voyage groups (eastbound summer voyages, eastbound winter voyages, westbound summer voyage, and westbound winter voyages) are estimated by the method presented in Sect. 2.1. Since the number of voyages in the four voyage groups is different, average fatigue damage accumulation along each voyage for each group is estimated and shown in Fig. 20. It is shown that the fatigue damage accumulated along the summer voyages is much lower than winter voyages. Even though the wave statistics between westbound winter voyage and eastbound winter voyages are quite similar as in Table 4, the fatigue damages accumulated in westbound winter voyages are much higher than the eastbound winter voyages. For all the voyage groups, the great circle routes always lead to the highest fatigue damage than other voyage planning methods. The difference of fatigue damage accumulation between the actual sailing and the fuel-based 3DDA voyage optimization is very small. However, the damage-based 3DDA voyage optimization method can easily help the ship to reduce her fatigue damage accumulated by more than 50%. Especially, the benefits of ship operation aided by voyage optimization in terms of calm encountered waves and less fatigue damage accumulation are more pronounced for the westbound winter voyages.

5.3 Impact on long-term wave environments and fatigue design

For a ship’s fatigue design, the long-term wave statistics are of the most importance to design the ship structures. It was reported previously that a ship’s actual encountered wave

| Table 4 | The first, second, and third moments of $H_s$ encountered by the subject ship for summer and winter routes |
|-----------------|-----------------|-----------------|-----------------|
| **Voyage group** | **Voyage optimization methods** | **First moment of $H_s$, $E[H_s]$** | **Second moment of $H_s$, $E[H_s^2]$** | **Third moment of $H_s$, $E[H_s^3]$** |
| Summer voyages  | Actual           | 2.64            | 7.89            | 26.73           |
|                 | Great circle     | 2.63            | 7.84            | 26.27           |
|                 | Fuel optimization| 2.61            | 7.77            | 26.18           |
|                 | Damage optimization| 2.45         | 6.79            | 21.28           |
| Eastbound winter voyages | Actual           | 4.20            | 19.48           | 98.9            |
|                 | Great circle     | 4.24            | 20.16           | 108.19          |
|                 | Fuel optimization| 4.08            | 18.01           | 84.76           |
|                 | Damage optimization| 3.87         | 16.54           | 77.24           |
| Westbound winter voyages | Actual           | 4.22            | 19.67           | 99.59           |
|                 | Great circle     | 4.21            | 19.42           | 95.32           |
|                 | Fuel optimization| 4.12            | 18.60           | 90.99           |
|                 | Damage optimization| 3.96         | 17.58           | 85.86           |
statistics could differ significantly from her design conditions due to various methods used in a ship’s navigation. In this study, all 3-year full-scale measurements are used to study the impact of ship operation aided by various voyage optimizations on the long-term wave statistics encountered by ships. First, for all the measured voyages, the four voyage planning methods are used to design the ship’s sailing routes. Then, the encountered wave environments, i.e., significant wave height $H_s$ and wave period $T_z$, are extracted from those planned routes.

The distribution of $H_s$ extracted from those suggested routes is compared with the distribution of $H_s$ provided by DNV GL guidelines, as in Fig. 21. As shown, there are more moderate sea states from the actual and planned routes than those obtained from the design guidelines. The probability of larger $H_s$ for the optimized routes is lower than the actual and great circle routes. Specifically, the damage optimization routes have encountered calmer sea states distributed around 2 m, and less severe sea states $H_s$ higher than 4 m, even compared to the fuel optimized routes. It can be explained that the ship’s fatigue damage is more sensitive to the harshness of encountered wave environments than the ship’s fuel consumption. The damage-based voyage optimization method would recommend a longer distance route with a higher

\[ H_s \]

\[ T_z \]
speed to ensure the ETA and minimize the fatigue accumulation in a lower $H_s$ area.

Furthermore, according to the classification guidelines, the significant wave height of $H_s$ is normally assumed to be Weibull distributed. To check the reliability of the Weibull assumption for $H_s$ encountered along those optimized routes, all those $H_s$ are compared in a Weibull plot as Fig. 22, where the straight lines can be recognized as the Weibull fit to $H_s$ observed along with various methods of optimized routes. As shown, the distributions of $H_s$ from great routes, actual routes, fuel-based optimization routes, and damage-based optimization routes obviously have longer tails of $H_s$ less than 1.8 m compared to the perfect Weibull distributions. The fit has a good match for the significant wave height in the range between 1.8 and 5 m, and as the zoom-in area describes, the minimum damage routes have a high accumulative distribution for the lower $H_s$ span. There is a small discrepancy in the tails of $H_s$ larger than 5 meters.

To predict how various voyage optimization-aided ship operations will affect the long-term wave environments, the fitted Weibull distributions based on the 3 years of measured voyages are used to extrapolate the largest encountered $H_s$ during a period of 1/10/25-year service time. The $H_s$ extracted from the actual sailing routes, great circle routes, and damage-based voyage optimization routes are used for the extrapolation purpose. The results of the Weibull extrapolation are presented in Fig. 23, and the maximum $H_s$ encountered during the 1/10/25 years’ service time from the extrapolation is listed in Table 5. It is obviously shown in Fig. 23 that the Weibull distributions underestimate the encountered $H_s$ in storm conditions for all the voyage planning methods. Table 5 also

---

**Fig. 22** Weibull probability plots of $H_s$ extracted from routes generated by various voyage planning methods

**Fig. 23** Extrapolation of maximum $H_s$ encountered during 1-year, 10-year, 25-year sailing for actual routes, great circle routes, and damage optimized routes, based on the Weibull probability fitting method
shows that the damage-based voyage optimization method can significantly reduce the maximum $H_s$ encountered during both 10-year and 25-year service. This may also indicate that voyage optimization methods can reduce the possibility of ships encountering large waves in a ship’s future service time.

Finally, the fatigue damage accumulation in terms of the 3 years of measurement time is presented in Fig. 24. The damages are estimated by the presented spectral method with RAOs from Fig. 12. The damage accumulations are estimated for sailing along the actual routes, the great circle routes, the fuel-based optimization routes, and the damage-based optimization routes, respectively. It is observed that the damage accumulated in the great circle routes is nearly two times larger than that accumulated in the damage-based optimization routes. It is also roughly 30% larger than the accumulated damage along the actual routes and fuel-based optimization routes. The fatigue damage accumulated along winter voyages is increasing dramatically faster than summer voyages. It may happen that most of the fatigue damage is accumulated in one or two winter voyages during 1 year of sailing. Moreover, for a ship with serious fatigue problems, especially in old ships, the damage-based 3DDA voyage optimization method can be effectively used to reduce the damage accumulation in those ship structures.

### 6 Conclusions

According to the noon reports and full-scale measurements from three fleets of container ships, VLCCs, and chemical tankers, those ships’ actual operations, such as slow steaming and voyage optimization, etc., have a significant impact on the long-term wave statistics encountered by the ships, in comparison with their design conditions. In addition to the influences on the wave statistics, the change of ship speeds and heading angles in a ship’s actual sailing will also lead to different fatigue life from the design. By carefully planning a ship’s operations, more calm sea environments can be encountered, and some severe storms can be avoided. For the case study fleet of slow steaming VLCCs, more than 75% of their service time was spent at sea states with $H_s$ less than 2 m, while less than 1% of their service time was encountering harsh sea environments with $H_s$ larger than 5 m, in comparison with 60% and 9% as provided in the design wave diagram. A similar trend but less significant is also observed in the fleet of slow steaming container ships.

In addition to the operations related to the slow steaming, the full-scale measurements of a 2800TEU container ship also indicate large influences of encountered wave statistics due to actual operational conditions. Since the old conventional weather routing system was used onboard the case study ship to guide her navigation, the encountered severe sea states with $H_s$ larger than 5 m have been significantly reduced. Furthermore, the wave periods of encountered sea environment are larger than the design wave scatter diagram, leading to lower fatigue damage than the designed.

Various voyage optimization methods are applied for the case study container ship to study both the short-term and long-term impacts on a ship’s encountered wave conditions and corresponding fatigue damage accumulations. For the four selected voyages in the North Atlantic, the short-term

| Routes                  | 1 year (m) | 10 years (m) | 25 years (m) |
|-------------------------|------------|--------------|--------------|
| Actual routes           | 7.8        | 8.8          | 9.1          |
| Great circle routes     | 7.8        | 8.85         | 9.2          |
| Damage optimization     | 7.2        | 8.1          | 8.5          |

---

**Table 5** Extrapolated maximum $H_s$ encountered during 1-year, 10-year, and 25-year sailing time

---

**Fig. 24** Fatigue damage accumulated along 3-year measurement campaign estimated by the spectral method, where the encountered wave conditions are extracted along the actual routes, the great circle routes, the fuel-based optimization routes, and the damage-based optimization routes, respectively.
wave environments are significantly reduced using the voyage optimization methods, especially for winter voyages. The maximum encountered significant wave height is dropped by about 50%. The accumulated fatigue damages for these voyages can be easily reduced by 50% to 90% through a careful voyage optimization method consider the damage accumulation.

Besides, various voyage planning methods are compared, such as the Isochrone method from actual sailing, Dijkstra’s algorithm, Dynamic programming, etc., to study their impacts on wave statistics and fatigue damage. The effects on the winter voyages are more pronounced than the summer voyages. The difference in wave statistics from various optimization methods is about 10–30%, while the difference in fatigue damage is more than 50%. In any cases, the actual sailing will encounter less harsh sea environments when comparing the probability density functions from the classification guidelines. Finally, a good voyage optimization method can greatly help to effectively extend a ship’s fatigue life by at least 50% by recommending appropriate routes, especially for harsh sea environment navigations.
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