An Oscillator-based MaxSAT solver
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Abstract

The quest to solve hard combinatorial optimization problems efficiently- still a longstanding challenge for traditional digital computers- has inspired the exploration of many alternate computing models and platforms. As a case in point, oscillator networks offer a potentially promising energy efficient and scalable option. However, prior oscillator-based combinatorial optimization solvers have primarily focused on quadratic combinatorial optimization problems that consider only pairwise interaction among the oscillators. In this work, we propose a new computational model based on the maximum entropy production (MEP) principle that exploits higher order interactions among the oscillators, and demonstrate its application in solving the non-quadratic maximum satisfiability (MaxSAT) problem. We demonstrate that the solution to the MaxSAT problem can be directly mapped to the entropy production rate in the oscillator network, and subsequently, propose an area-efficient hardware implementation that leverages Compute-in-Memory (CiM) primitives. Using experiments along with analytical and circuit simulations, we elucidate the performance of the proposed approach in computing high-quality optimal / near-optimal solutions to the MaxSAT problem. Our work not only reveals how oscillators can solve non-quadratic combinatorial optimization problems such as MaxSAT but also extends the application of this dynamical system-based approach to a broader class of problems that can be easily decomposed to the MaxSAT solution.
**Introduction**

Modern information processing largely relies on digital computers. Problems are solved by creating their Boolean abstractions which are mapped onto the underlying hardware platform, conventionally, realized using CMOS-based digital switches. While this model of computing has been effective at solving many problems, there is a large class of computing problems that are still considered intractable to solve using digital computers\(^1,2\). Commonly referred to as NP-hard problems, many combinatorial optimization problems including the archetypal class of Boolean satisfiability problems – the focus of the present work, belong to this complexity class. Computing their solutions typically entails an exponential increase in computing resources (time, memory) as the problem sizes increase. This is due to the exponential increase in the size of the solution space that the computational platform must search in order to find the optimal solution. Consequently, this has motivated the investigation of alternate computing models\(^3\)-\(^7\) and their corresponding hardware implementations that can potentially provide a more efficient approach to solving such problems. In this work, we demonstrate an analog approach using oscillators to solve Maximum Satisfiability (MaxSAT), defined as the problem of determining the maximum number of clauses of a given Boolean formula in conjunctive normal form (CNF), that can be made true by an assignment of truth values to the variables of the formula\(^8\). Solving MaxSAT efficiently is of immense practical relevance to areas such as software and data analysis\(^9,10\), automotive configuration\(^11\), electronic design automation\(^12\), scheduling\(^13,14\), AI planning\(^15\), probabilistic reasoning\(^16\), among others.
Combinatorial optimization problems (such as MaxSAT considered here) entail the maximization/minimization of a function within a discrete/combinatorial domain. Dynamical systems\(^ {17-26}\) (here, interacting oscillators) can provide a novel approach to solving such problems if the combinatorial function can be mapped to a physical property (e.g., energy, entropy, etc.) that a system will naturally aim to maximize/minimize. If such an equivalence can be established, then as the system evolves to minimize (e.g., internal energy) or maximize (e.g., entropy) the physical quantity, it also “computes” the solution to the problem. Further, it is believed that the simultaneous evolution of the oscillators through a continuum of states facilitates rich spatio-temporal dynamics that can provide a highly parallel approach to searching for the ground state in the high-dimensional solution space, potentially providing a performance benefit\(^ {27-36}\). Examples of prior simulation works that leverage this basic idea (not with oscillators) to solve the MaxSAT problem include the gradient descent-based approach proposed by Molnar \textit{et al.}\(^ {37}\)- which requires the consideration of exponentially growing auxiliary variables, and memcomputing – based on computation in memory\(^ {38}\), among others. In this work, we propose and demonstrate a compact, low power oscillator-based analog architecture to solve the MaxSAT problem.

\textbf{Results}

\textbf{Oscillator system design.} Recently, electronic oscillators (and their coupled systems) have been successfully shown to solve combinatorial optimization problems\(^ {39}\) such as maximum cut (MaxCut)\(^ {40-45}\) and graph coloring\(^ {46-48}\) based on quadratic optimization models such as the Ising model. These models consider pairwise \((J_{ij}\sigma_i\sigma_j)\) interaction among the spins which are then mapped to the coupled oscillators as spin \(\equiv\) oscillator;
and (pairwise) interaction \( \equiv \) coupling element among (pairs of) oscillators. However, mapping problems such as Boolean satisfiability to the Ising / QUBO (quadratic unconstrained binary optimization) models can itself be computationally expensive\(^{49,50}\). Therefore, in this work, we propose a model that exploits non-quadratic interaction among the oscillators, and show its application in solving the MaxSAT problem.

**SAT Expression:** \( Y = (x_1 v \bar{x}_2) \land (\bar{x}_1 v \bar{x}_2 v x_3) \land \ldots \land (x_1 v \ldots x_k) \)

*Fig. 1* | Conceptual design of oscillator system to solve MaxSAT. Schematic of the conceptual oscillator network used to solve the MaxSAT problem. The entropy maximization in the network directly maps to solution of the MaxSAT problem. The variables of the Boolean expression are represented by the oscillators whereas the clauses are defined using the logical OR gates.

Figure 1 shows a schematic of the conceptual oscillator circuit proposed to solve the MaxSAT problem for a Boolean expression (expressed in the CNF form\(^5\)) with \( N \) variables and \( M \) clauses. Each variable \( x_j \) \((j = 1, 2 \ldots N)\) is represented by an oscillator,
and each clause is realized using an OR gate with inputs from the oscillators corresponding to the variables appearing in the clause. If a variable appears in the negated (normal) form in a clause, an inverting (non-inverting) buffer is used to threshold the output. The output of the \(i^{th}\) \((i=1, 2\ldots M)\) OR gate (i.e., \(i^{th}\) clause) is represented by \(k_i = 1\) \((\equiv V_{DD})\) or \(0\) \((\equiv 0\text{ V})\); \(I_0\) is the output current of the gate (driving \(R_o\)). We model the transition in \(k_i\) (low-to-high and high-to-low transitions) using a continuous-time function (the \(tanh()\) function is used here). A unidirectional switch (shown as a diode connected transistor) is also considered at the output of each gate to ensure that no reverse current flows when the output of the gate is zero. Subsequently, the current output of each OR gate (corresponding to the clause) is summed at the output node \(Y\), and used as feedback to each oscillator. Therefore, in terms of the physical system, calculating the MaxSAT solution is equivalent to the system maximizing the number of OR gates \((\equiv\text{clauses})\) having an output of logic 1, or, in other words, maximizing \(\sum_{i=1}^{M} k_i\).

To show that the above circuit will indeed aim to maximize \(\sum_{i=1}^{M} k_i\), we consider the Maximum Entropy Production (MEP) principle which states that a dissipative system (subject to physical constraints imposed by laws such as Kirchhoff’s current law (KCL), etc.) will maximize its total entropy production rate \(\left(\frac{dS}{dt}\right)_{\Theta}\), where \(S\) is the entropy produced by the system. For the above system, the total entropy production rate can be calculated as:

\[
\frac{dS}{dt} = \frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i S_{R_o} + \sum_{j=1}^{N} S_{R_F} + \sum_{j=1}^{N} S_{osc} + \sum_{i=1}^{M} S_{OR} \right)
\] (1)
where $S_{R_o}$ and $S_{R_F}$ is the entropy produced by the resistors $R_o$ and $R_F$, respectively. $S_{OSC}$ is the entropy produced by the oscillators and can be assumed constant since the nominal entropy produced by an oscillator over a cycle is almost constant; thus, it is unlikely to affect the system evolution and computational dynamics. $S_{OR}$ is the entropy produced by the OR gates and depends on the output currents of the OR gates; if the output of an OR gate is 0, no current flows through the pull-down network as a unidirectional diode connected MOSFET is used at the output. On the other hand, if the output of an OR gate is logic 1, a current will flow from the pull-up network to the feedback circuit. Hence, maximization of entropy produced by the OR gates is favored when their outputs are at logic 1 i.e., $k_i = 1$. Now, considering $S_{OR}$ favors the maximization of $\sum_{i=1}^{M} k_i$, we will consider the other two remaining terms in equation (1) to evaluate whether they favor such maximization. Equation (1) can subsequently be reduced to:

$$\frac{\partial S}{\partial t} = \frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i S_{R_o} + \sum_{j=1}^{N} S_{R_F} \right)$$

(2)

The first term in equation (2) describing the entropy produced by the output resistors ($R_o$) can be expressed as:

$$\frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i S_{R_o} \right) = \sum_{i=1}^{M} \left[ k_i \frac{\partial}{\partial t} (S_{R_o}) + S_{R_o} \frac{\partial}{\partial t} (k_i) \right]$$

(3)

The entropy produced by a resistor $R$ passing a current $i$ over time $t$ and given off to the environment which is maintained at an ambient temperature $T_a$ is given by: $\frac{\Delta Q}{T_a} = \frac{\int_0^T i^2 R dt}{T_a}$

$^{53,54}$ ($\Delta Q$ is the energy (dissipated as heat here) produced by the system). Therefore, the average entropy produced by the output resistor $R_o$ (over the nominal time period $T$ of the
oscillator) can be expressed as: \( S_{R_o} = \frac{I_{o,av}^2 R_o}{T_a} dt \) (\( I_{o,av} \) is the average current over the time period \( T \)) and the corresponding entropy generation rate is \( \frac{I_{o,av}^2 R_o}{T_a} \). Furthermore, the second term \( S_{R_o} \frac{\partial}{\partial t} (k_i) \) over the same period is close to zero since the OR gates undergo an even number (0 or 2) of transitions during this time period (one low-to-high and one high-to-low transition, if two transitions occur) which cancel each other (assuming that the positive and the negative transitions are symmetric); details in Supplement S1A. Thus, the first term in equation (2) evolves to,

\[
\frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i S_{R_o} \right) \approx \sum_{i=1}^{M} k_i \frac{I_{o,av}^2 R_o}{T_a} \equiv \frac{I_{o,av}^2 R_o}{T_a} \sum_{i=1}^{M} k_i \tag{4}
\]

To analyze the second term in equation (2) describing the entropy produced by the feedback resistors \( R_F \), we apply Kirchhoff’s current law (KCL) at the output node (Y). Assuming that the oscillator amplitude \( v_j \) is much smaller than the voltage \( V_Y \) at the output node, the average current through the feedback resistors \( I_{R_F} \) can be considered almost equal, and can be expressed as \( I_{R_F,av} \approx \frac{(\sum_{i=1}^{M} k_i) I_{o,av}}{N} \). Consequently, it can be shown that the entropy generation rate in the feedback resistors is \( \frac{\partial}{\partial t} (\sum_{j=1}^{N} S_{R_F}) \approx \frac{R_F}{T_a} \sum_{j=1}^{N} \left( \frac{I_{o,av}}{N} \right)^2 \left( \sum_{i=1}^{M} k_i \right)^2 \) (details shown in Supplement S1B). Substituting these terms, equation (2) evolves to:

\[
\frac{\partial S}{\partial t} \equiv \frac{I_{o,av}^2 R_o}{T_a} \sum_{i=1}^{M} k_i + \frac{R_F}{T_a} \sum_{j=1}^{N} \left( \frac{I_{o,av}}{N} \right)^2 \left( \sum_{i=1}^{M} k_i \right)^2 \tag{5}
\]

It can be observed from equation (5) that the system will aim to maximize the entropy production rate by maximizing \( \sum_{i=1}^{M} k_i \), or, in other words, the number of satisfied clauses.
System dynamics and analytical model. To describe the system dynamics, we first calculate the output voltage $V_Y$ (at node $Y$) using Kirchhoff’s current law:

$$\sum_{i=1}^{M} k_i I_{o,av} = \sum_{j=1}^{N} \frac{V_Y - v_j}{R_F}$$  \hspace{1cm} (6)

$$V_Y = \frac{1}{N} \left( R_F I_{o,av} \sum_{i=1}^{M} k_i + \sum_{j=1}^{N} v_j \right)$$  \hspace{1cm} (7)

Since the amplitude of the oscillators is small, and $N<<M$ (usually the case for hard MaxSAT problems), the output node voltage can be simplified and expressed as:

$$V_Y \approx \frac{R_F l_{o,av}}{N} \sum_{i=1}^{M} k_i \cong K \sum_{i=1}^{M} k_i$$  \hspace{1cm} (8)

where $K$ can be considered as a constant representing the feedback. Furthermore, $V_Y$ can be considered as an external perturbation signal for the oscillators. The resulting dynamics of the oscillators under influence of this external signal $V_Y(t)$ can be described by\textsuperscript{55,56}:

$$\frac{d\alpha_j}{dt} = \vartheta (\omega t + \alpha_j(t)) \cdot V_Y(t) \quad (j = 1,2, \ldots N)$$  \hspace{1cm} (9)

where $\alpha_j$ is the phase deviation of the oscillator, and $\vartheta$ is the perturbation projection vector (PPV) of the oscillator, which details the output of the oscillator in response to an external perturbation\textsuperscript{57,58}. Considering sinusoidal oscillators in this analysis (used here for simplicity), the PPV is sinusoidal as well. The resulting dynamics of the oscillators can be expressed as:

$$\frac{d\alpha_j}{dt} = A \sin \left( \omega t + \alpha_j(t) \right) \cdot (K \sum_{i=1}^{M} k_i) \quad (j = 1,2, \ldots N)$$  \hspace{1cm} (10)
Where, A is the amplitude of the PPV. Equation (10) can be solved using a standard SDE (stochastic differential equation) with additive white noise.

\[
\text{MaxSAT Problem (Boolean Expression): } Y = (x_1 \lor \bar{x}_3 \lor x_4) \land (x_2 \lor x_3) \land (\bar{x}_2) \land (\bar{x}_1 \lor x_3 \lor x_2 \lor x_4) \land (\bar{x}_4)
\]

**Fig. 2| Solving MaxSAT using maximum entropy production principle in oscillator networks.** Evolution of a, status of the clauses; and b, total number of satisfied clauses, with time, for an illustrative Boolean expression in CNF format (N= 4; M=5) (shown in the figure). The oscillator dynamics are simulated using a standard stochastic differential equation (SDE) solver. Time is normalized to the time period (T) of the oscillator.

Fig. 2 shows a representative MaxSAT instance solved using the proposed model. Figs. 2a,b show the temporal evolution of the OR gate outputs (status of the clauses), and the total number of clauses satisfied, respectively. It can be observed that the computed solution agrees with the known optimal solution for the problem. In the following section, we test the proposed model on larger MaxSAT instances.

**Large MaxSAT Instances.** We consider various datasets from the 11th MaxSAT evaluation (Fig. 3). Figures 3a,b show the accuracy of the calculated solution and the projected time-to-compute for the model to converge to the optimal/near-optimal solution for 32 instances of the High-Girth (HG) 4-SAT dataset. The time-to-compute is measured in terms of T i.e., the number of oscillation periods, and reflects the time required for the
model to converge to the solution. Subsequently, we project the actual time required by considering two different oscillator frequencies (50kHz and 1MHz). We do note that the physical platform that implements this model will have additional sources of delay. However, considering the relatively low oscillator frequencies, it is expected that the oscillator time period will be the primary bottleneck i.e., all other delays will be significantly lesser than T. Furthermore, this is corroborated in the following sections where the simulated hardware platform (with oscillator frequency ~1MHz) converges to the solution in ~8μs. The table in Fig. 3c shows the results for instances from various databases,

\[ \text{Accuracy} = \frac{\text{MaxSAT (Oscillator)}}{\text{MaxSAT (Best Reported)}} \times 100\% \]

**Fig. 3** | Evaluation of large MaxSAT instances. a, Accuracy; and b, Projected computation time for (32) instances taken from the HG-4SAT benchmark. An oscillator frequency of 1MHz is assumed (see main text for details). c, Table showing accuracy (mean and best) and projected computation time (considering two different oscillator frequencies) for various MaxSAT datasets. All datasets are taken from 11th MaxSAT evaluation problems. A comparison of the computation time with digital algorithms is also shown. The best reported time for solving a particular dataset from a set of fourteen digital algorithms is considered [59].
where it can be observed that the oscillators facilitate high-quality near-optimal solutions with an minimum (average) accuracy of ~96%.

Unlike smaller instances, we observe that for instances with large number of clauses, while the system converges to a near-optimal solution very fast, convergence to an optimal solution is not guaranteed (or the system may require an inordinately large time), due to getting trapped in local maxima. In fact, after convergence to a near-optimal solution, the system exhibits an exponential increase in computation time to improve the solution as illustrated in the supplement S2. This is not surprising since this classical dynamical system implementation does not reduce the fundamental complexity of the problem. Consequently, to improve the quality of solutions without incurring a severe time penalty, we develop a simple heuristic post-processing technique based on an iterative approach. The proposed approach along with the corresponding improvement in the solutions and the time penalty for the post-processing has been described in supplement (S3). It is noted that Fig. 3 shows the results after post-processing (the results before post-processing are shown Supplement S3).

**Experimental Validation.** We now focus on the experimental validation of the proposed model on small MaxSAT instances, as well as develop a compute-in-memory (CiM)-based implementation in the following section. We first evaluate, experimentally, the same SAT expression considered in Fig. 2 (also shown in Fig. 4a in the CNF format). To realize the experimental circuit, we use LC oscillators (details of the design are described in Supplement S4) and implement the logical OR gates using an IC CD4072B. Further, $R_o (=10 \text{ K}\Omega, \text{ here})$ and $R_F (=10 \text{ K}\Omega, \text{ here})$ are adjusted to achieve the desired level of feedback; a very strong feedback locks the oscillators in-phase to the output and inhibits
Experimental validation of the proposed model. a, Representative MaxSAT problem expressed in the conjunctive normal format (same as the instance considered in Fig. 2). Experimentally measured temporal evolution of the: b, Buffered output of the oscillators (representing variables); c, Clauses, represented by the output of the OR gates; d, Total number of satisfied clauses. e, Experimentally measured MaxSAT solutions for six illustrative problems using the above oscillator approach; P_1-P_3 problems are unsatisfiable; P_4-P_6 are satisfiable. The temporal evolution of the total number of clauses is shown. The MaxSAT solutions (experimentally measured and optimal) are shown as the ratio of the number of satisfied clauses to the total number of clauses. Optimal solutions are observed in all cases.
the dynamics desired for computation. Figs. 4b,c show the time domain evolution of the (buffered) oscillator outputs and the clauses (i.e., OR gate outputs), respectively. The evolution of the total number of clauses satisfied, shown in Fig. 4d, corroborates the ability of the oscillators to correctly solve the problem. Furthermore, we experimentally evaluate six example Boolean expressions $P_1$-$P_6$ ($P_1$-$P_3$: unsatisfiable; $P_4$-$P_6$ satisfiable; the Boolean expressions are detailed in Supplement S5) as shown in Fig. 4e. Optimal solutions are observed in all the cases. Moreover, we also note that for the unsatisfiable problems, the system never exhibits an incorrect solution i.e., shows an unsatisfiable problem as being satisfiable.

**Compute-in-Memory (CiM) implementation.** While the circuit and experiments described above elucidate the conceptual operation and implementation of the oscillator-based MaxSAT solver, here, we propose a novel non-volatile memory (NVM)-based CiM approach to program and dynamically evaluate the clauses directly in memory (Fig. 5a). The CiM module is realized as a NOR array of 1T1R cells, where the NVM element is implemented using a Cu/HfO$_2$-based conducting bridge RAM (CBRAM) (Supplement S6, Fig. S6d); the fabrication process and detailed electrical characteristics of these structures have been experimentally demonstrated in prior work$^{60}$. The choice of this material system is motivated by the high $R_{OFF}/R_{ON}$ ratio ($>10^5$) provided by CBRAM cell though the challenges of the material have been addressed in the following paragraph.

Each column of the array (i.e., bit line) represents a clause whereas each row (i.e., horizontal word line (WL)) represents a variable (a separate WL is used for the normal ($x_i$) and the negated form, $\overline{x}_i$) and is connected to the output of an oscillator (through buffers). A tri-state inverter is used to generate the variable’s negated form with E
(Enable) = 1(0) during the execution (programming) phase. The 1T1R cell performs the dual function of representing if a variable (or its negated form) appears (or is absent) in a clause (using the state of the CBRAM) as well as assigning a truth value to the variables during execution of the MaxSAT problem (using the state of the FET). The operation of the hardware platform can be considered in two stages: (a) Programming the clauses:

**Fig. 5** Compute-in-Memory (CiM)-based hardware implementation. a, Schematic of the CiM-based hardware architecture to implement the MaxSAT solver. A MaxSAT problem of N variable & M clauses will require N oscillators, and (2N) x M NVM (non-volatile memory) array in the CiM block (2xN: variable & its negated form). b, Transfer characteristics of the 1T-1R cell (initially in HRS) used in the CiM block. c, Voltage levels used during programming of the memory cells (to represent the clauses) as well as during MaxSAT execution (sense). Simulated results for a representative MaxSAT problem (N=4, M=5). Evolution of d, clauses (output of sense amplifier); and e, MaxSAT solution (total number of sense amplifiers with high output), as a function of time. f, MaxSAT solutions computed using the CiM hardware for various problem instances from the Uf and the Aim datasets.
The NV CBRAM is initially programmed to represent if a variable is present (or absent) in a clause: when a variable appears in a clause, the CBRAM in the corresponding cell is set into the LRS (low resistance state); when a variable does not appear, the CBRAM is set into the HRS (high resistance state) which effectively “eliminates” the corresponding variable from the clause. For instance, it can be observed in Fig. 5a that since (only) $x_1$ and $\bar{x}_2$ appear in clause $C_1$ of the SAT expression, the corresponding CBRAMs are in the LRS whereas all other CBRAMs in the column are in the HRS. It is noted that the CBRAM needs to be programmed only once in every execution. Furthermore, although retention is a well-known challenge in the CBRAMs, the CBRAM in the CiM module, unlike in its application as a non-volatile memory, needs to retain the state only for the duration of the problem execution (~ms). (b) *MaxSAT execution:* During execution, the state of the FET which evolves with the oscillator output assigns the true value to the enabled cells (i.e., cells with CBRAM in LRS): when the FET is ON ($V_{GS}=V_{DD}$), it represents ‘1’; when OFF ($V_{GS}=0$), it represents ‘0’. It is noted that, BL bias is small enough to ensure that the states of the CBRAMS are not disturbed. The sense amplifier (SA) for each column (≡clause) reads and outputs a ‘1’ if at least one enabled cell in the column is 1 (i.e., FET is ON); in other words, the SA effectively computes a logical ‘OR’ of the variables in the clause. Subsequently, the outputs of the SAs are summated using an analog adder and is used as feedback to all the oscillators; the feedback is proportional to the number of satisfied clauses ($\sum k_i$), as dictated by the computational model.

We simulate this circuit using the 14 nm predictive technology model (PTM) for the transistor, and a phenomenological SPICE-based compact model for the Cu/HfO$_2$-based CBRAM. Fig. 5b shows the resulting $I_{DS}$-$V_{GS}$ characteristics of the cell with the
NVM element in the LRS (low resistance state) and HRS (high resistance state), along with the program/sense parameters shown in Fig. 5c. Additional details of the circuit implementation along with the programming and sensing schemes for the memory cells have been discussed in the supplement S6 and S7. Figure 5d,e show the temporal evolution of the oscillators and the clauses (i.e., the output of the SAs) for the representative problem considered in Fig. 2; the system is simulated for a total period of 8 µs. Furthermore, we also evaluate the performance of the proposed implementation for 10 instances of the Uf and Aim database where (Fig. 5f) it can be observed that the oscillators compute high-quality solutions to the MaxSAT problem with an average accuracy of 96% (without requiring post processing); optimal solutions are obtained after postprocessing in all the instances.

Conclusion

In summary, this work develops the foundation for using the physics of oscillators, interacting through an engineered feedback, to solve to the non-quadratic MaxSAT problem. We show, and corroborate with prototype experiments, that the combinatorial function of the MaxSAT problem can be directly mapped to the maximization of the entropy generation rate of the proposed oscillator system. Furthermore, we also demonstrate a compute-in-memory architecture for the hardware implementation of the proposed model. Our work marks an important step towards enabling application-specific non-von Neumann hardware that exploits new computing models to solve hard problems. While the present work demonstrates the computing model, future work on system optimization aspects such as design and incorporation of an annealing schedule,
optimization of the feedback, role of oscillator realization can further help optimize the computational performance.
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S1. Entropy generation rate

A. No. of Transitions in the OR gate output. The OR gates (in Fig. 1) can undergo only an even number (0 or 2) of transitions in response to the oscillator inputs during a time period $T$. The output of the OR gate will be high if any of the oscillator inputs to the OR gate are high (i.e., $\geq V_{DD} / 2$); and the OR gate will output a zero if and only if all the inputs are low (i.e., $\leq V_{DD} / 2$). Since each oscillator is considered to have a nominal duty cycle of 50% i.e., the (buffered) output is symmetrically high and low for a time period of $T/2$ each, the OR gate output will be high for a minimum period of $T/2$. This also implies that the OR gate output can be low for a maximum time duration of $T/2$.

![Graph showing the number of transitions vs inputs' phase difference](image)

**Fig. S1| Transition characteristics of OR gates in response to oscillator inputs.** Number of transitions (high-to-low and low-to-high) per cycle (over time period $T$) in the output of a 2-input OR gate as a function of phase difference ($\phi$) between the inputs. Square wave inputs with 50% duty cycle are considered here.

The OR output will be low for the maximum period of $T/2$ when all the oscillators are in-phase. Moreover, this also implies that within a given time period $T$, the transitions in the output of the OR gate will occur in pairs i.e., the high-to-low transition into the low logic
state, followed by the low-to-high transition out of the low logic state. Furthermore, no transitions in the output state will occur if the oscillator phases are such that at least one oscillator is high during the time period T. For an OR gate with two oscillator inputs, this corresponds to the oscillators being out-of-phase; when the number of inputs is larger, a wide range of phase combinations can facilitate this condition. Figure S1 shows the number of possible transitions (in one cycle) in the output of a 2-input OR gate with respect to phase difference of the square wave inputs (having 50% duty cycle). It is observed that for a 2-input OR gate only an even number of transitions are possible. This is also applicable for OR gates with a larger number of inputs since the OR gate outputs zero for only one combination of inputs.

B. Entropy generation rate in \( R_F \). The entropy generation rate in the feedback resistor \( R_F \) over time \( t \) can be expressed as:

\[
\frac{\partial}{\partial t} \left( \sum_{j=1}^{N} S_{RF} \right) = \frac{\partial}{\partial t} \sum_{j=1}^{N} \frac{\Delta Q}{T_a} = \frac{\partial}{\partial t} \sum_{j=1}^{N} \left( \int_{0}^{t} \frac{i_{RF} R_F dt}{T_a} \right) \tag{S1.1}
\]

where,

\[ i_{RF} \approx \frac{1}{N} \sum_{i=1}^{M} k_i i_{Ro} \tag{S1.2} \]

Substituting S1.2 into S1.1,

\[
\frac{\partial}{\partial t} \left( \sum_{j=1}^{N} S_{RF} \right) = \frac{\partial}{\partial t} \sum_{j=1}^{N} \left( \int_{0}^{t} \frac{1}{N} \sum_{i=1}^{M} k_i i_{Ro}^2 R_F dt}{T_a} \right) = \sum_{j=1}^{N} \frac{R_F}{N^2 T_a} \frac{\partial}{\partial t} \left( \int_{0}^{t} \left( \sum_{i=1}^{M} k_i^2 i_{Ro}^2 dt \right) \right) \tag{S1.3}
\]

The integral in the right-hand side term in (S1.3) can be simplified as:

\[
\frac{\partial}{\partial t} \left( \int \left( \sum_{i=1}^{M} k_i \right)^2 i_{Ro}^2 dt \right) = \frac{\partial}{\partial t} \left[ \left( \sum_{i=1}^{M} k_i \right)^2 \int i_{Ro}^2 dt - \int \frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i \right)^2 \left( \int i_{Ro}^2 dt \right) dt \right]
\]

\[ = 2 \left( \sum_{i=1}^{M} k_i \right) \frac{\partial}{\partial t} \left( \sum_{i=1}^{M} k_i \right) \left( \int i_{Ro}^2 dt \right) + \left( \sum_{i=1}^{M} k_i \right)^2 \frac{\partial}{\partial t} \left( \int i_{Ro}^2 dt \right) \]
\[-\frac{\partial}{\partial t} \left[ \int 2 (\sum_{i=1}^{M} k_i) \frac{\partial}{\partial t} (\sum_{i=1}^{M} k_i) (\int i_{R_o}^2 dt) \right] \quad (S1.4)\]

In one time period \(T\), \(k_i\) exhibits an even number of transitions (described in S1A) with the rise and fall transitions having almost the same rate. Hence, \(\frac{\partial}{\partial t} (\sum_{i=1}^{M} k_i) = 0\), and subsequently, equation (S1.4) reduces to:

\[\frac{\partial}{\partial t} \left( \int (\sum_{i=1}^{M} k_i)^2 i_{R_o}^2 dt \right) = (\sum_{i=1}^{M} k_i)^2 \frac{\partial}{\partial t} (\int i_{R_o}^2 dt) \quad (S1.5)\]

Further, substituting equation (S1.5) into equation (S1.3):

\[\frac{\partial}{\partial t} (\sum_{j=1}^{N} S_{RF}) = \sum_{j=1}^{N} \frac{R_{F}}{N^2 T_a} (\sum_{i=1}^{M} k_i)^2 \frac{\partial}{\partial t} (\int_0^T i_{R_o}^2 dt) \quad (S1.6)\]

To compute the entropy generation rate in \(RF\) over one time period \((T)\), we consider that the average current flowing through \(R_o\) over one time period is \(I_{o,av}\). Thus, equation (S1.6) can be expressed as:

\[\frac{\partial}{\partial t} (\sum_{j=1}^{N} S_{RF}) = \sum_{j=1}^{N} \frac{R_{F}}{N^2 T_a} (\sum_{i=1}^{M} k_i)^2 \frac{\partial}{\partial t} (\int_0^T I_{o,av}^2 dt) \quad (S1.7)\]

\[= \sum_{j=1}^{N} \frac{R_{F}}{N^2 T_a} (\sum_{i=1}^{M} k_i)^2 \frac{I_{o,av}^2 T}{T} \]

\[= \frac{R_{F}}{T_a} \sum_{j=1}^{N} \left( \frac{I_{o,av}}{N} \right)^2 (\sum_{i=1}^{M} k_i)^2 \quad (S1.8)\]

Equation (S1.8) describes the entropy generation rate in \(RF\) in one time period.
S2. Temporal dependence of the quality of the MaxSAT solution

Figure S2 shows the maximum number of clauses satisfied as a function of time for four representative instances from the 11th MaxSAT evaluation database; the solution is measured after every 5 oscillation cycles. It can be observed that while the system converges to a near-optimal solution very fast, convergence (beyond that) towards an optimal solution is slow and shows an exponential-like trend. This is not unexpected since the problem is NP-hard.
S3. Post-processing algorithm to improve MaxSAT solution in large instances

Fig. S3| Post-processing scheme to improve MaxSAT solution. a. Flowchart of the iterative post-processing algorithm used to improve the quality of the MaxSAT solution in large MaxSAT instances. b. Accuracy of; and c, computation time for the MaxSAT solution before and after post-processing, evaluated for 32 problem instances from the HG-4-SAT dataset (11th Max-SAT evaluation).
Figure S3a shows the flow chart for the (heuristic) post-processing approach introduced here to improve the MaxSAT solution in large problem instances where the system may get stuck in a sub-optimal solution (corresponding to a local maximum in the high dimensional phase space). Using the solution obtained from the oscillators as the starting point, we identify the unsatisfied clauses and the (sub)set of variables \( U_V; n(U_V) = n \leq N \) that appear in these clauses. Next, we identify all the satisfied clauses that would be satisfied irrespective of the truth assignments to \( U_V \) (i.e., set of variables in the unsatisfied clauses). These clauses are eliminated from consideration and a reduced problem with \( U_V \) variables and \( U_C \) clauses is executed again using the oscillators. The iterative method (with reducing problem size in each run) is repeated until the number of variables cannot be reduced any further.

Figs. S3b,c illustrate the corresponding improvement in the solution as well as the time-penalty incurred with the post-processing scheme (evaluated on the 32 problem instances of the HG-4-SAT dataset (11th MaxSAT evaluation))\(^1,2\).
S4. Experimental setup for the oscillator based MaxSAT solver using OR gates

The sinusoidal oscillator (Fig. S4a), representing a variable in the MaxSAT problem, is implemented using an inductor (33 µH), capacitor (1nF), trimmer capacitor (180 pF), cross-coupled inverters (from TI SN74HC05N ICs), and a 5V supply. Figure S4b shows the time domain output of the oscillator exhibiting a natural frequency of 850 KHz.

The clauses are implemented using OR-gates (CD4072B ICs). If the variable in the clause appears in the negated form, an inverting buffer (TI SN74HC05N ICs) is used. Fig. S4c shows a photograph of the experimental oscillator circuit implemented on a breadboard. The output of each OR gate is summated using a 10 kΩ resistor (Rₒ) while the feedback to the oscillators is also implemented using a 10 kΩ resistor (Rᶠ) (parameters shown in Fig. S4d).
### S5. Boolean expressions for the experimentally measured MaxSAT instances

| Problem | Boolean Expression | MaxSAT (Experiment) | MaxSAT (Analytical) |
|---------|--------------------|---------------------|---------------------|
| P₁      | \( Y = (x₁ \lor x₂) \land (x₁ \lor \overline{x₂}) \land (\overline{x₁} \lor x₂) \land (x₁ \lor \overline{x₂}) \) | \( \frac{3}{4} \) | \( \frac{3}{4} \) |
| P₂      | \( Y = (x₁ \lor x₂ \lor x₄) \land (x₁ \lor \overline{x₃}) \land (x₁ \lor \overline{x₄}) \land (\overline{x₁} \lor x₃ \lor x₄) \land (\overline{x₁} \lor x₃) \land (x₁ \lor x₃) \land (\overline{x₁} \lor \overline{x₃}) \land (x₁ \lor \overline{x₃}) \) | \( \frac{6}{7} \) | \( \frac{6}{7} \) |
| P₃      | \( Y = (x₂ \lor x₅ \lor x₆) \land (\overline{x₄} \lor x₅ \lor \overline{x₆}) \land (\overline{x₁} \lor x₃) \land (x₂ \lor \overline{x₅} \lor \overline{x₆}) \land (\overline{x₁} \lor x₃) \land (x₁ \lor x₃) \land (x₄ \lor x₅) \land (x₄) \land (\overline{x₁} \lor \overline{x₃}) \land (\overline{x₁} \lor \overline{x₃}) \land (x₁ \lor \overline{x₃}) \) | \( \frac{7}{8} \) | \( \frac{7}{8} \) |
| P₄      | \( Y = (x₁ \lor \overline{x₃} \lor x₄) \land (\overline{x₁} \lor x₂ \lor x₃ \lor x₄) \land (x₂ \lor x₃ \lor x₄) \land (\overline{x₂} \lor \overline{x₃} \lor \overline{x₄}) \) | \( \frac{8}{8} \) | \( \frac{8}{8} \) |
| P₅      | \( Y = (x₁ \lor x₅ \lor \overline{x₆}) \land (x₂ \lor x₃) \land (\overline{x₂} \lor \overline{x₄} \lor x₅) \land (x₄ \lor x₆) \land (\overline{x₁} \lor \overline{x₅}) \land (\overline{x₃} \lor x₄ \lor x₅) \land (x₂ \lor \overline{x₃} \lor x₆) \land (x₂ \lor \overline{x₃}) \land (\overline{x₁} \lor x₃) \land (x₄) \land (x₂ \lor \overline{x₃}) \land (\overline{x₁} \lor \overline{x₃}) \land (x₂ \lor \overline{x₃}) \) | \( \frac{8}{8} \) | \( \frac{8}{8} \) |
| P₆      | \( Y = (\overline{x₁} \lor x₂ \lor x₄) \land (x₁ \lor x₃ \lor x₅) \land (x₂ \lor \overline{x₃} \lor x₆) \land (\overline{x₂} \lor x₆) \land (x₁ \lor \overline{x₆}) \land (x₃ \lor \overline{x₅} \lor x₆) \land (\overline{x₃} \lor \overline{x₄} \lor \overline{x₆}) \land (\overline{x₅} \lor \overline{x₆}) \land (\overline{x₆}) \) | \( \frac{10}{10} \) | \( \frac{10}{10} \) |

**Fig. S5| MaxSAT problem definitions.** Boolean expressions considered in Fig. 4 of the main text along with the MaxSAT solutions computed experimentally and analytically. The MaxSAT solutions (experimental and analytical) are shown as the ratio of the number of satisfied clauses to the total number of clauses. Optimal solutions are observed with both approaches.

Figure S5 shows the Boolean expressions for problems P₁-P₆ considered in Fig. 4 of the main text. Additionally, MaxSAT solutions computed experimentally and using the analytical approach have been shown in Fig. S5.
Here, we discuss the details of the NVM-based implementation for the oscillator-based MaxSAT solver. Figure S6a shows the circuit diagram of the Schmitt trigger oscillator,
and the corresponding time domain waveform (inset). Fig. S6b shows the current mirror-based design of the sense amplifier (SA)\textsuperscript{3} which is used to evaluate the clause. Fig. S6c shows the resistor-based implementation of the feedback circuit that is used to summate the output (currents) of the SAs, which are subsequently, used as feedback to the oscillators. Key design parameters of the CiM implementation including the (experimentally observed\textsuperscript{4}) parameters of the non-volatile RRAM (Cu/HfO\textsubscript{2} RRAM) used in the 1T1R cell are shown in Fig. S6d. The I-V characteristics of the 14 nm PTM FET model\textsuperscript{5} used to implement the CIM module and the oscillators is shown in Fig. S6e.

To analyze the effect of variation, we perform Monte-Carlo simulations. Fig. S6f shows the cumulative distribution of the measured MaxSAT solution for a representative SAT instance (Uf\textsubscript{20} with N=20, M=91, taken from the SATLIB benchmarking database\textsuperscript{6}) over 15 runs. A variation of 10% in the values of the (i) resistance and capacitance of the feedback circuit of the oscillator; (ii) high and low state resistance as well as set and reset voltages of the CBRAM; and (iii) resistors in the feedback circuit (analog adder) of the SAT solver, are considered. It can be observed that the oscillators still produce high-quality solutions in the presence of variations.
S7. Programming a clause and its evaluation with the memory module

(a) Schematic circuit diagram of a 2x2 CiM module. (b) Voltage and current waveforms along with corresponding CBRAM resistances illustrating the writing and reading (sensing) scheme; the system can read and write a cell without disturbing the others. (c) Table summarizing the statuses of each of the cells during the operations shown in the timing diagram in (b).

**Fig. S7** Programming a clause and its evaluation in memory. a, Schematic circuit diagram of a 2x2 CiM module. b, Voltage and current waveforms along with corresponding CBRAM resistances illustrating the writing and reading (sensing) scheme; the system can read and write a cell without disturbing the others. c, Table summarizing the statuses of each of the cells during the operations shown in the timing diagram in b.
Here, we demonstrate the ability to program a CBRAM cell within the memory to represent a variable (during the programming phase) as well as sense the state (during the evaluation phase) without disturbing the other cells in the array. This is illustrated using a 2x2 NVM array (Fig. S7a). Fig. S7b shows the corresponding timing diagram illustrating the ability to program the CBRAM in the cell (here, $R_{11}$) without disturbing the other cells. Additionally, it can be observed that all the four cells can be sensed without disturbing the other cells in the array. The results are summarized in Fig. S7c.
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