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Abstract: Outdoor navigation technologies based on GPS and Beidou has been very mature. However, due to the weakness of satellite signal and refraction, they can’t satisfy the needs of indoor localization and parking area navigation in large commercial buildings. Most indoor localization technologies, such as Bluetooth and Wi-Fi, are based on active equipment. Due to the implementation cost, they can’t be widely deployed. In recent years, SLAM has been greatly developed and applied in the field of robotics and autonomous driving. For technologies such as stereo SLAM and Lidar SLAM require additional equipment, and meanwhile large scale computing will happen during point cloud matching, they are not suitable for civilian mobile usage. Considering the BIM technology, which can provide accurate 3D data of buildings, are widely used gradually, a real-time localization method combining monocular SLAM and BIM model is proposed to complete vision-based initial localization. First, we create the BIM model with the design drawings, extract the visible edge lines of model, and establish a 3D line feature database; then, intercept the key frames of the mobile camera, and extract the edge line and line feature descriptors from image, match the line features between key frames, triangulate the matched line segments, get the 3D line coordinate in first frame, mistake filter will be rolled out between multiple frames; finally, match the reconstruction result with line feature database form BIM model, register the initial position. This method can quickly and effectively perform the registration of monocular images and BIM models, get the initial position in complex spaces, and support the application scenarios such as indoor navigation, equipment maintenance, facility management, and construction monitoring.

1. Introduction

As a necessary technology of informatization and project management optimization in construction industry, the BIM (Building Information Modeling) has gained much attention from management departments. BIM becomes a necessary tool for future construction projects, especially prefabricated buildings, and also provides the data basis for smart building and smart city information system.

Since there is faint GPS and Beidou satellite signal inside the buildings, most of the indoor localization technologies are based on active signal equipment, such as Wi-Fi, Bluetooth, ultrasonic, RFID, structured light. Due to requirement for additional cost of equipment and the accuracy is interfered by signal strength and building barrier, these traditional indoor localization technology are not widely implemented. This restricts the usage of BIM in the area of operation management with mobile device, navigation inside buildings, underground parking lot navigation and so on.

SLAM (Simultaneous Localization and Mapping) is a method for real-time localization and map building of the surrounding environment in unknown environments. Common sensing devices,
including Lidar, depth camera, stereo camera and monocular camera, are used in autonomous driving and robot visual navigation systems. Because of low cost of devices, monocular vision is suitable for scene recognition and localization with mobile equipment. The key of monocular vision location is image feature detection. A common technology combination is a feature point detectors such as Harris corner detection [1] with a feature measurement algorithm, the popular choices includes SIFT, SURF (Speed up robust feature) algorithm [4, 5] and ORB (Oriented fast and rotated BRIEF) feature algorithm [6]. However, due to the low texture features in the interior of the building, the efficiency of feature method based on points detection is reduced, line feature method is used for image recognition, the line feature detection includes EKF (extended Kalman filter) [7], Canny edge detector [8], Hough transform [9], LSD (line segment detector) line segment detector [10, 11, 12], EDLines line feature detection [13] and LBD (line strip descriptor) [14]. There are also a lot of researches focused on the registration of point cloud and BIM model [15], and construction process schedule management based on image registration [16,17,18,19,20,21]. Because the localization based on image matching needs a large number of image feature libraries in advance [22], it will lead to the high cost and low efficiency in large-scale scene; 3d reconstruction based on vision using multiple image feature matching results to establish 3d point cloud, matching the results with point cloud library [23], there is still a computational complexity problem in large-scale scene. Therefore, this paper proposed a method of indoor localization based on 3D point line feature matching with BIM model, to make full use of the data results of intelligent building, improve the efficiency of indoor identification and localization, and solve the indoor location and navigation initialization.

2. Principle and Method
The method proposed in this paper comprises by four steps:

First step, Detect and extract line segments by using Ed-line feature extraction method, and match the extracted line segments by calculating the LBD operator;

Second step, Calculate the ORB descriptors for the feature points on two images, and then solve the camera's motion parameters by using the pole constraint;

Third step, using triangulation to estimate the 3D coordinates of the matched feature points and the line segments;

Forth step, initialize the camera position by matching 3D line segments from step 3 with the models from BIM reference library.

2.1. Extraction and Matching of Feature Segmentation
EDLines line extraction algorithm and LSD (Line Segment Detector) line segment detection algorithm are common line extraction methods. The LSD algorithm detects the pixel point set with searching large gradient changes in the image, and then verifies the solution by assuming the parameters, merges the pixel point set with the error control set, and then adaptively restricts the number of error detection. EDLines straight line extraction algorithm bases on gray image, it extracts continuous pixel points by edge detection, edge drawing (Edge detection by Edge Drawing) algorithms, then the least square method is used to connect pixel points and fit line segments. Finally, the Helmholtz principle [28] proposed by Desolneux is used to restrict the false of detection. Experiment shows that the time cost is only about 1/10 of LSDs, while the results of EDLines have a similar quality with LSD method. Though the LSD has also carried on the optimization upgrade [29], the later researches have compared the two algorithms' straight line detection performance, obtained that the EDLines algorithm has a better performance on the power line extraction problems [24]. The experiments from domestic scholar [25, 26] show that the EDLines algorithm has a slight advantage over the LSD at comprehensive performance, and can obtain better straight line extraction results for different scene images, especially the extraction of long straight lines, EDLines has higher accuracy and efficiency.

This paper selected the LBD line band descriptor algorithm [27] to define the line segment feature, and based on the descriptor, matches the line segment feature in the two graphs. The first step of the LBD method, using the EDLines algorithm to extract features; the second step is feature description,
reference the SIFT, uses the statistical gradient histogram as the descriptor. The pixel gradient is counted and the average vector and standard variance of the statistic are calculated as the descriptor. The details are as follows:

1) Build scale space. An N layer scale image pyramid is constructed by a set of scale factors and Gaussian blurring, the Gaussian blurring causes scale space of the current layer of image is the convolution result of the original image and the Gaussian function $G(x, y)$. The Gaussian function:

$$G(x, y) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma^2}}$$  \hspace{1cm} (1)$$

For each layer above layer two, the Gaussian blurring parameter $\sigma$ is $\sqrt{2}$ times of next layer. And the bottom layer of image pyramid is the origin picture, from bottom to top, the side length of upper layer is reduced as $1/\sqrt{2}$ as the inferior layer.

2) A set of line segments is obtained by extracting the line features on each layer in image pyramid by EDLine algorithm. Then, the lines in the scale space are reconstructed to find the corresponding segment. If any line segment taken from different scale spaces are identical in the image (e.g., the same region of the image, and in the same direction), then a unique ID was assigned on it and stored it into a same LineVec variable.

![Figure 1. Line segment detection in scale spaces.](image)

The final result is a set variable of LineVec, as shown in figure 1, different segments in the same LineVec is the same line segment in different scale space. So the line segments in same LineVec have the same direction and corresponds the same construction in original image.

3) The local rectangular region around the line segment was choosen as the line segment support region LSR (line support region). The LSR region is divided into a group of bands \{B_1, B_2, B_3……B_m\}, the width of per band is w. The example shown in figure 2 is a LSR area map with m =5, w =3; vector $d_L$ in diagram represents the direction of line segments, $d_L$ indicate the vertical direction of $d_L$ in clockwise side, the origin of the local coordinate system was set at the midpoint of the line, using this local 2D-coordinate system to distinguish parallel lines with opposite gradient directions and keep the descriptor rotate unchanged.
projection the gradient of pixels in the LSR into the local coordinate system by:
\[ \mathbf{g}' = (\mathbf{g} \cdot \mathbf{d}_L, \mathbf{g} \cdot \mathbf{d}_L)^T = (\mathbf{g} \cdot \mathbf{d}_L, \mathbf{g} \cdot \mathbf{d}_L)^T \]  
(2)

The \( \mathbf{g} \) is the pixel gradient in the picture coordinate system, \( \mathbf{g}' \) is the pixels' gradient in the local coordinate system. Then two Gaussian functions are applied to each row in the \( \mathbf{d}_L \) direction: firstly, a global weight coefficient is arranged on the line \( \mathbf{i} \) in the LSR:
\[ f_g(i) = \left(1 / \sqrt{2\pi} \sigma_g \right) e^{-d_i^2/2\sigma_g^2} \]  
(3)

The \( d_i \) represents the distance from the \( \mathbf{i} \) row to the central row in the LSR, and \( \sigma_g = 0.5(m \cdot w - 1) \); next, assigned for each row in the band \( \mathbf{B}_j \) or the adjacent bands \( \mathbf{B}_{j+1}, \mathbf{B}_{j-1} \), a local weight coefficient is assigned as:
\[ f_j'(k) = \left(1 / \sqrt{2\pi} \sigma_j \right) e^{-d_k^2/2\sigma_j^2} \]  
(4)

The \( d_k \) is the distance from line \( \mathbf{k} \) to the center point of band \( \mathbf{B}_j \), \( \sigma_j = w \).

4) Construct LBD line band descriptor. The line band descriptor \( \mathbf{BD}_j \) consists of \( \mathbf{B}_j \) and its two adjacent bands \( \mathbf{B}_{j+1} \) and \( \mathbf{B}_{j-1} \). Parts outside the LSR area are not considered in the algorithm when calculating the top band \( \mathbf{B}_1 \) and bottom band \( \mathbf{B}_m \) in the strip of bands. After \( \mathbf{BD}_j \) calculations, connect the results as a LBD line band descriptor: \( \mathbf{LBD} = (\mathbf{BD}_1^T, \mathbf{BD}_2^T, ..., \mathbf{BD}_m^T)^T \). For the \( k \)th nearest adjacent rows of band \( \mathbf{B}_j \), accumulative total of four directional gradients of pixels in the row:
\[ v^{l_j} = \lambda \sum_{g_{d_i} > 0} \mathbf{g}_{d_i}, \quad v^{2_j} = \lambda \sum_{g_{d_i} > 0} -\mathbf{g}_{d_i}, \quad \text{Gaussian coefficient} \; \lambda = f_g'(k) f_j'(k) \]  
(5)

By accumulating the gradient information of all rows related to the band \( \mathbf{B}_j \), construct the following strip description sub-matrix \( \mathbf{BDM}_j \):
\[ \mathbf{BDM}_j = \begin{pmatrix} v^{l_j} & v^{l_j} & \cdots & v^{l_j} \\ v^{2_j} & v^{2_j} & \cdots & v^{2_j} \\ v^{3_j} & v^{3_j} & \cdots & v^{3_j} \\ v^{4_j} & v^{4_j} & \cdots & v^{4_j} \end{pmatrix} \in \mathbb{R}^{4 \times n} \]  
(6)
\( n \) is the number of rows related with band \( B_j \), 
\[
n = \begin{cases} 
2w, & f = 1 \parallel m \\
3w, & \text{else} 
\end{cases}
\]

\( BD_j \) consists of \( BDM_j \) average vector \( M_j \) and standard variance vector \( S_j \): 
\[
LBD = (M_1^T, S_1^T, M_2^T, S_2^T, \ldots, M_n^T, S_n^T)^T \in \mathbb{R}^{8n}. 
\]
Then the mean value and standard variance of the LBD are normalized respectively. In order to reduce the influence of nonlinear illumination, each LBD dimension is constrained to be less than an empirical value of 0.4. Finally, the constraint vector is re-normalized to obtain a unit LBD.

5) Matching of line segment feature descriptors. Check the LineVecs of the reference and query images, and generate candidate matching pairs based on their unary geometric attributes (the direction of LineVecs) and their local appearance similarity (measured by the distance between line descriptors). Then according to the paired geometric attributes and the appearance similarity of the candidate pairs, the consistency is calculated to obtain the matching weights, the relationship graph between the two sets of LineVecs is constructed and the matching result is established in the graph.

2.2. Feature Point Matching and Solving Camera Motion Parameters

SIFT, SURF, ORB are the more mature point feature extraction methods. SIFT feature matching algorithm is a very famous feature description and matching algorithm in the early stage. Feature extraction using SIFT operator mainly includes two steps: generating the match between feature description vector and feature description vector. SIFT features reflect the local features of the image and maintain a certain of stability for rotation, scale scaling, brightness change, angle change, affine transformation, noise. However, only a small number of features could be extracted when images with a large dip. The improvement of SIFT by SURF algorithm reduces the dimension of feature description vector and is easier to realize parallel processing. It is a robust local feature point detection and description algorithm with scale and rotation invariance, a feature operator with high accuracy and speed.

ORB uses FAST algorithm to extract feature points, and use Harris algorithm to compare the quality of FAST feature points, avoid the complex mathematical calculation as SIFT and SURF operators. Therefore, the operation speed is very fast, which can meet the requirements of real-time scene and is widely used in SLAM and pose estimation.

Because the algorithm for calculating position in line feature is not as reliable as the method in point feature and also sensitive to spatial occlusion. ORB algorithm is used in this paper to matching the image feature points and solving camera attitude between images. The process of feature point detection and camera motion calculation is as follows:

- Oriented FAST corner points detection;
- Calculating the BRIEF description operator of corner points;
- Matching the BRIEF descriptors from two images by Hamming distance;
- Filter for pairs of matched points;
- Calculating the essential matrix based on the pairs of matched points;
- Recovery of rotation and translation information from essential matrix.

Figure 3. Feature detection and camera attitude estimation.
The steps of detecting Oriented FAST corner position, calculating BRIEF descriptor according to corner position, using Hamming distance to match the BRIEF descriptor in two images are detailed in the ORB feature point matching algorithm in reference [30]. Matching point filtering is aimed at finding the minimum distance and the maximum distance between all matches, that is, the distance between the most similar and the least similar two groups of points. When the distance between descriptors is greater than twice the minimum distance, it is considered that the match is wrong. But in some cases the minimum distance is very small, could set an empirical value as the lower. According to the matching point to calculate the essence matrix, from the essence matrix to restore the rotation and translation information, this steps are detailed in the part about solving the camera motion by pole constraints from reference [31].

2.3. 3D reconstruction based on triangulation
To obtain the 3D coordinates of key points in the images, this step measured the feature points and the endpoints of the feature line segments matched in the above procedure by triangulation method. The specific theory of 3D reconstruction based on triangulation is detailed in triangulation section from reference [31].

This paper presents the following improvements to the complete algorithm:

a. In order to increase the stability of feature line segment matching algorithm, in the steps of feature line segment extraction and matching in section 2.1, three adjacent images are used in line segment descriptors and feature points extraction, and each two adjacent images are matched. The matching feature line segments and feature points are preserved and participate in the subsequent 3D reconstruction calculation, it lead to a better compare and analyze on the data of 3D reconstruction results;

b. Comparing two groups of 3D point coordinates by triangulation method, if the difference of any component in (x, y, z) coordinates larger than 5%, then a filter was set to ignore this pair of matching result and the coordinate, so as to reduce the errors from spectral registration in line matching.

2.4. Registration the reconstruction results to BIM model
Considering the scale uncertainty of line segment reconstruction, and the camera attitude estimation error of first image, priority is given to the relative position and the relative direction angle of the line segments when matching the BIM model, those direction and distance could form a word bag of vectors, a fast initialization location was obtained by combine of the word bag dictionary technology.

3. Experiment analysis
The experiment adopts the images from two positions in the basement parking lot of an office building, each of which is composed of three parallel images (the middle position is the reference image, two comparing images set two side respectively) and three forwarding images, the middle image in previous set is taken as reference images, two steps forward and take one shot for each step as comparing images, than compare the results. Because of the poor lighting environment in the basement and the obvious reflection on the ground, it is unfavorable to the measure process of visual computing, but the situation closes to the real application scene.

Reference images.
3.1. Matching of line segments in parallel motion

Because of the occlusion relationship of angle change, the results of the above two groups of experiments show that the matching accuracy is not reliable for line segments from 3 images in parallel direction. In first parallel motion experiment, algorithm find 20 matching pair of line segments and 8 of them is correct, the second experiment obtained 14 matching pair but none of them was correct.
3.2. Matching of line segments in forward direction motion

![Figure 6. The matching results of forward motion.](image)

It can be seen in figure 6, that the registration results of the three images arranged in the forward direction are relatively improved. In the two forward direction experiments, the numbers of matching line segments / the matching correct are 54/39 and 28 to /15, respectively.

3.3. Filter for high difference coordinates

This experiment has made a test of the images taken along forward direction. There were 54 successful matched line segments before filtering. Comparing the line segment coordinates by triangulation, endpoints with error less than 5% are retained. The remaining 30 pairs of line segment endpoints are shown below:

![Figure 7. The reconstruction result after the filter of coordinates.](image)
The results of the 3D segment endpoint coordinates are as follows:

### Table 1. The segment endpoint coordinates after filter

| endpoint | beginpoint | endpoint | beginpoint |
|----------|------------|----------|------------|
| x        | y          | z        | x          | y          | z        |
| -0.4492  | 0.1376     | -0.8098  | -0.66212  | -0.04929  | 0.74706  |
| 0.3778   | 0.06196    | 0.9586   | 0.24787   | 0.26293   | 0.95247  |
| 0.1075   | 0.03156    | 0.92995  | 0.10236   | 0.25002   | 0.96111  |
| 0.14568  | 0.22996    | 0.9622   | 0.34205   | 0.34818   | 0.9737   |
| 0.1483   | 0.22614    | 0.9826   | 0.35418   | 0.30713   | 0.9841   |
| 0.1493   | 0.23056    | 0.9829   | 0.28672   | 0.20418   | 0.8845   |
| 0.1496   | 0.20358    | 0.9542   | 0.26925   | 0.29228   | 0.8291   |
| 0.1496   | 0.20437    | 0.9542   | 0.26677   | 0.20418   | 0.8745   |
| 0.1494   | 0.20447    | 0.9542   | 0.26672   | 0.20418   | 0.8845   |
| 0.1494   | 0.20427    | 0.9542   | 0.26672   | 0.20418   | 0.8745   |
| 0.1494   | 0.20417    | 0.9542   | 0.26672   | 0.20418   | 0.8845   |

Comparison of 3D line segment data visualization and BIM model scene:

**Figure 8. Visualization of BIM model and the filtered segments.**

### 4. Conclusion

By experimental data, it can be seen that with the 3D reconstruction of multiple images and screening the unreliable data in the process of registration, it is feasible to initialize location of the indoor space based on the reconstruction of 3D line segment and registration with BIM model. Because of the lack of lighting in the basement environment, feature recognition is difficult, and the images distributed along parallel direction have more occlusion, the success rate of line segment matching is lower than the forward direction image. Therefore, the application of indoor initialization location based on images should try to be designed in the forward direction. The further research would be focused on the 3D line segment matching method with the goal of fast initialization location.
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