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Abstract—Correspondence search is an essential step in rigid point cloud registration algorithms. Most methods maintain a single correspondence at each step and gradually remove wrong correspondences. However, building one-to-one correspondence with hard assignments is extremely difficult, especially when matching two point clouds with many locally similar features. This paper proposes an optimization method that retains all possible correspondences for each keypoint when matching a partial point cloud to a complete point cloud. These uncertain correspondences are then gradually updated with the estimated rigid transformation by considering the matching cost. Moreover, we propose a new point feature descriptor that measures the similarity between local point cloud regions. Extensive experiments show that our method outperforms the state-of-the-art (SoTA) methods even when matching different objects within the same category. Notably, our method outperforms the SoTA methods when registering real-world noisy depth images to a template shape by up to 20% performance.

I. INTRODUCTION

Given an image of an object from a known category, computing the camera pose with respect to the object frame is a challenging problem in robot localization [1], robotic manipulation [2] and object inspection [3]. This problem is even more challenging when we are given neither two views of the same scene nor the exact 3D model corresponding to the object. In our setting, the template shape can be significantly different from the observed object in terms of its geometry and appearance. For example, it can be a simple synthetic model of a car that is significantly different from the observed real car.

To solve this novel pose estimation problem, new methods are needed: Traditional Structure from Motion (SfM) explores visual features like SIFT [4] to establish correspondences between sparse views, but some overlap is required. Moreover, these features rely heavily on visual similarity. However, in our case, the observed object might have a completely different texture than the template shape from the synthetic domain. Point cloud registration methods such as the Iterative Closest Point (ICP) algorithm [5], [6] provide an alternative way to estimate the camera pose by avoiding the domain gap introduced by texture. However, ICP is sensitive to initialization and can get trapped in local minima. Point feature descriptors are a way to mitigate the initialization and local minima problem by matching keypoints with distinctive local features [7]–[9].

Recently, learning-based methods have been proposed to address the limitations of these traditional methods. Instead of requiring view overlap for feature matching, deep learning approaches learn a direct mapping from images to poses [10]–[12]. More recently, deep learning approaches have been used to build 2D-3D correspondences [13]–[16]. Nevertheless, these learning-based methods suffer from out-of-distribution samples during test time and are sensitive to texture differences. Besides learning from textures, deep learning is used to improve traditional point feature descriptors [17]–[24]. However, learning-based methods require a large amount of labeled data which is not always applicable for real-world applications. Moreover, these methods usually require training on a specific category or dataset. In contrast, our proposed method requires only one point cloud from the target category, and is less sensitive to geometry difference and noise. We show that our method generalizes easily across different datasets and demonstrate its direct applicability to robotic grasping as a representative task.

Our work follows the classical pipeline of building point correspondences with local features but adds a number of novel ideas. A fundamental limitation of existing optimization-based methods is that they build one-to-one correspondences between the observed partial point cloud and the complete point cloud. However, the point distribution between the complete and partial point clouds differs, making matching between local descriptors nontrivial. Moreover, our observed point cloud and the given template shape can have different geometry, which makes building one-to-one correspondences in a single shot more difficult. Our method addresses these issues as follows:

• Instead of building one-to-one matching between keypoint features, we consider multiple hypotheses and design an optimization method to handle one-to-many soft feature assignments.
• To account for different point distributions between the complete and partial point clouds, we introduce a partitioning scheme to register the observed partial depth scans to the provided template shape together with a novel keypoint descriptor that captures point distribution statistics in a local neighborhood.
• We show that our proposed approach can act as a drop-in replacement to existing feature matching methods and improves performance by up to 50% on synthetic data.
• We show that our method achieves comparable results with learning-based methods on synthetic data and outperforms them by up to 20% on noisy real-world data. Moreover, without requiring any training, our method generalizes better across different datasets and objects.

Experiments on synthetic data, real-world benchmarks, and robotic applications are conducted to justify our claims.
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II. RELATED WORK

This section reviews existing approaches for point cloud registration and category-level object pose estimation.

**Point cloud registration** The classical ICP [5], [6] iteratively solves for the relative pose between two point clouds by alternating between closest point search and transformation estimation. Due to its myopic nature, it is well known that ICP can get stuck in local minima, especially when the two point-sets are not identical. Although newer variants have been proposed [25]–[27], these methods are still sensitive to pose initialization. Hand-crafted point cloud feature descriptors, like PFH [7], FPFH [8], promise to overcome the initialization issue by establishing correspondences between descriptive features. FGR [9] achieves global registration by optimizing a correspondence-based objective function using point feature descriptors. TEASER [28], [29] applies a graph-theoretic framework to decouple the pose estimation problem into sub-problems which allows them to solve for point clouds with a large fraction of noisy correspondences. However, these optimization-based methods focus on building one-to-one correspondences, which can be ambiguous for similar feature descriptors. In contrast, our one-to-many matching is less affected by such ambiguities.

Recently, deep learning methods learn point feature descriptors for correspondence establishment [18], [19], [30]–[32]. Many methods apply PointNet [33], [34] architecture to extract features from raw point clouds [24]. For example, PPFNet [30] learns feature descriptors from the point distribution in a local neighborhood. DCP [19] and PRNet [35] apply DGCNN for feature learning. In addition to learning feature extraction, RPM-Net [20] learns to predict optimal annealing parameters to obtain soft correspondences. More work have been developed specifically for local partial-to-partial point cloud registration [21]–[23], [36], [37]. Some deep learning methods supervise training solely using ground truth point correspondences, without access to the ground truth transformation matrix [23], [38]–[40]. In contrast, our proposed method does not have any trainable parameters, thus, does not require a large amount of annotated data.

**Category-level object pose estimation** Next to work that tries to match point clouds of the same underlying object, the second line of work proposes to align shapes in a given category to a common, learned coordinate frame. Category-level object pose estimation methods achieve impressive results when trained with supervision [41]–[43], and using only self-supervision [44]–[48]. Canonical Capsule [45] uses an auto-encoder framework to learn pose-invariant capsules to represent object parts, which can be further used to reconstruct the object in the learned canonical frame. However, Canonical Capsules only work with complete point clouds. Equi-pose [46] leverages a SE(3) equivariant network to estimate the object pose and learns an invariant shape reconstruction module that works on both partial and complete point clouds. While these methods achieve impressive results on synthetic datasets, our experiments show that they do not work well on noisy real-world scans.

![Method Overview](image)

**Fig. 1:** Method Overview. Given a partial point cloud \(cX\) and a complete template point cloud \(cX^*\), we first partition the template into \(m = 18\) partial point clouds \(cX_i\). Our method samples keypoints using farthest point sampling and generates an affinity matrix \(A\) that matches each keypoint to points in the partial templates. Using this affinity matrix, we jointly optimize the matching loss and the correspondence matrix to obtain better matches. The optimal pose is the one that minimizes the matching loss between the observed and the partial template point clouds.

III. METHOD

We formulate the camera pose estimation problem as matching an observed partial point cloud \(cX\) in the camera frame \(\{c\}\) to a complete template point cloud \(cX^*\) from the same category as the observed object, in the template’s object frame \(\{t\}\). In our notation, the \(*\) superscript denotes the complete point cloud. We assume known point normals (which can be computed from the depth images [49] or through local plane fitting [50]), and known ground normal (which can be estimated by upright orientation estimation [51]). In practice, however, we found it sufficient to estimate the ground normal by fitting a plane to the masked background point cloud.

Given the observed and complete template point clouds, our objective is to estimate the rigid transformation \(\hat{T}_c \in SE(3)\) that transforms the observed point cloud in the camera frame to the template frame.

A. Overview of our approach

Given an object’s depth image, we generate a partial point cloud \(cX\) by lifting the depth pixels into 3D using the known camera intrinsics. Given this partial point cloud in the camera frame and a template point cloud \(cX^*\), we estimate the rigid transformation \(\hat{T}_c\) by following the classical two-step pipeline: correspondence search and pose estimation. Our approach is visualized in Fig. 1. We first create a dictionary of \(m\) partial template point clouds \(cX_i \in \mathcal{X}\), where \(\mathcal{X} = \{cX^*\}_{i=1, \ldots, m}\) is constructed by removing invisible points of \(cX^*\) from \(m\) viewpoints. Partitioning is necessary, as feature descriptors on the partial point cloud

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
will not match the descriptors on the complete template due to differences in neighborhood point distributions. Note that this dictionary generating process differs from pose initialization as the partial template point clouds have the same orientation in the template frame; only different parts are missing. Next, we extract keypoints \( \mathcal{P} \) and \( \mathcal{P}' \) from the partial input and the partial template point clouds, respectively. We extract feature descriptors from the point clouds and construct affinity matrices to match the input point cloud \( \mathcal{X} \) to a set of partial point clouds \( \mathcal{X}' \). This matching process generates \( m \) pose candidates. We jointly optimize the pose estimate and the correspondence matrix by minimizing the weighted Euclidean distance between keypoints. We select the final pose estimation as the one that minimizes the matching loss between the partial input point cloud and the template. Next, we describe each component in detail.

B. Affinity matrix from feature matching

To match a partial point cloud to each partitioned template in the dictionary, we aim to establish an affinity matrix \( A \) which indicates the pairwise similarity between the point feature descriptors. First, we extract keypoints \( \mathcal{P} \in \mathbb{R}^{1 \times n} \), \( \mathcal{P}' \in \mathbb{R}^{3 \times 2n} \) from the input and the partial template point cloud respectively using farthest point sampling (FPS) [34].

We also require expressive feature descriptors to match the input to the partial templates. In this paper, we provide two options for the point feature descriptor. The first is the Point Feature Histogram (PFH) [7], a commonly used descriptor in the literature, and the second one is a new descriptor that we introduce, named Local Patch Similarity (LPS).

Point Feature Histogram (PFH): PFH is a histogram-based, rotation-invariant point feature descriptor that measures the curvature property within the local neighborhood of the keypoint based on the point normals. Once we have extracted PFH descriptors, we can match them by applying Earth Mover’s Distance (EMD) [52] to measure their similarity. Therefore, the affinity score given by the PFH descriptor between two keypoints is:

\[
A_{jk} = \frac{1}{\text{EMD}(f_{PFH}(\mathcal{P}_j), f_{PFH}(\mathcal{P}_k)) + \epsilon}
\]

where \( \epsilon \) is a small value to avoid zero division.

Local Patch Similarity (LPS): For our second descriptor, we introduce the novel LPS descriptor. Given a point cloud \( \mathcal{X} \), keypoint \( p \in \mathcal{X} \), point normal \( \vec{n}_p \), ground normal \( \vec{n} \), and a feature radius \( r \), we first define a local reference frame as shown in Fig. 2. The \( x \)-axis of the local reference frame is defined as the point normal \( \vec{x} = \vec{n}_p \), \( y \)-axis is defined as \( \vec{y} = \vec{n} \times \vec{x} \), and \( z \)-axis is defined as \( \vec{z} = \vec{x} \times \vec{y} \). In the case when \( \vec{n} \) is aligned with \( \vec{n}_p \), we apply PCA using the points within the neighborhood of \( p \) and set \( \vec{x} \) to be the eigenvector with the smallest eigenvalue. Finally, we crop all the points with a distance to \( p \) less than the feature radius \( r \) and transform them into the local reference frame.

To measure the similarity between two keypoints, we calculate the F-score [53] between two local patches. Therefore, the affinity score given by our feature descriptor is:

\[
A_{jk} = \text{F-score}(f_{LPS}(\mathcal{P}_j), f_{LPS}(\mathcal{P}_k))
\]

Given these two feature descriptors, we can create our affinity matrix \( A \in \mathbb{R}^{n \times 2n} \) by either using one or the other descriptors’ affinity scores. Finally, we normalize the affinity matrix \( A \) such that each row sums to 1.

C. Initial pose estimation using SVD

The next step is to build pairing points between the two frames for pose initialization. We assign a corresponding point in the template frame for each keypoint in the partial point cloud by weighting all the template keypoints with the associated affinity score. Since the affinity matrix is normalized such that each row sums to 1, the soft assignment can be achieved by \( A \cdot \mathcal{P}' \). In other words, we softly assign a corresponding virtual point in the template frame for each point in \( \mathcal{P} \) with the noisy affinity matrix \( A \). Following the method introduced by [19], [54], the initial pose can be solved as:

\[
U\Sigma V^T = \text{SVD}(\bar{Q} \cdot \mathcal{P}'\mathcal{T})
\]

\[
\mathcal{R}_c = VU^T \text{ and } \mathcal{T}_c = -\mathcal{R}_c\bar{Q} + \mathcal{Q}
\]

where \( \bar{Q} \) is the translation normalized \( \mathcal{P} \) and \( \mathcal{T} \) is the translation normalized \( \mathcal{A} \cdot \mathcal{P}' \cdot \mathcal{R}_c \). \( \mathcal{R}_c \) and \( \mathcal{T}_c \) are the rotation and translation components of the estimated pose \( \mathcal{T}_c \). The sign of the diagonal matrix \( \Sigma \) accounts for the choice of reversing the orientation.

D. Optimize the pose

We first update the estimated pose \( \mathcal{T}_c \) to minimize the following loss function:

\[
\mathcal{L}_{WPD}(\mathcal{A}, \mathcal{T}_c) = \sum \mathcal{A} \odot d(\mathcal{T}_c \cdot \mathcal{P}' \cdot \mathcal{P})
\]

where \( d(.,.) \) denotes the pairwise Euclidean distance between two point sets, and \( \odot \) denotes the element-wise matrix multiplication. This loss function measures the weighted pairwise distance between \( \mathcal{P} \) and \( \mathcal{P}' \) such that after transforming keypoints \( \mathcal{P} \) into the template frame, the pair of keypoints \( \mathcal{P}_j \) and \( \mathcal{P}_k \) with higher affinity score \( A_{jk} \) matters more. Furthermore, we penalize the estimated pose that moves point pairs with high-affinity scores far away from each other.

---

Fig. 2: The Point Feature Histogram (PFH) and Local Patch Similarity (LPS) descriptors. PFH (left) uses a histogram of angles to capture the pairwise geometrical properties between all points within a keypoint’s neighborhood. LPS (right) constructs a local coordinate frame for the neighborhood of a keypoint, and computes the similarity of two keypoints using the F-score between them.
The second step of this optimizer is to simultaneously update the estimated pose $\{^tTc\}$ and the correspondence matrix $C \in \mathbb{R}^{n \times 2n}$ where each element $C_{jk}$ indicates the level of correspondence between $^oP_j$ and $^oP_k$. We initialize $C$ as the affinity matrix from the previous step. The loss function now becomes:

$$L_{WPD}(C, ^tTc) = \sum C \odot d(^tTc \cdot ^oP, ^oP) \tag{6}$$

With this optimization step, we can gradually strengthen the correspondence between the correct matching pair of $^oP_j$ and $^oP_k$ by considering the cost of all point pairs under the same rigid transformation.

### E. Dictionary matching

After matching the partial point cloud $^cX$ to $m$ point clouds in the template dictionary $\mathcal{X}$, the final pose is selected as the pose that has the minimum loss after the final optimization step.

### IV. Experiments

Before showing our result on real-world noisy scans, and our direct applicability to robotic manipulation in Section IV-C and IV-D, we design experiments that investigate the limitations of the existing approaches. In Section IV-B we start by registering synthetic partial point clouds to the ground truth complete point cloud, and show in Table I how our dictionary matching pipeline improves the baselines compared to directly matching the partial to the complete point cloud. Next, we consider the case when no ground truth complete shapes are available. Therefore, we match the whole synthetic dataset to category-level representative shapes and show that our method outperforms the optimization-based baselines and achieves comparable results with the learning-based methods. In Section IV-C and Fig. 3, we present results on challenging noisy real-world scans of both outdoor objects and tabletop objects where no ground truth models are available. We demonstrate that our method outperforms the baselines on a variety of objects and show that optimization-based methods are sometimes more practical in real-world applications when no training process is needed. Finally, we apply our method to real-world robotic grasping and demonstrate that we are able to pick up objects like a mug, cap, can, and headset.

#### A. Setup

**Datasets.** We conduct experiments on a variety of datasets, including a synthetic dataset ModelNet40 [55], a real-world scan benchmark of tabletop objects TYO-L [56], and tabletop objects scanned by our manipulator. For ModelNet40 [55] and TYO-L [56], we evaluate all the methods on the official testing split. We also collect a real-world dataset containing three toy airplane models, three outdoor cars, and a chair captured with Intel® RealSense™ cameras. To include more samples, 10 RGBD videos of different chairs from Redwood3dscan [57] are added to this dataset resulting in 17 objects.

**Implementation details.** We use the point normal estimation from Open3D [58] and the farthest point sampling (FPS) implementation from PyTorch3D [59] for keypoint extraction and point cloud down-sampling. We use PyTorch’s [60] Adam optimizer [61] to minimize the cost function by updating the estimated pose and correspondence matrix. We set the learning rate to 0.001 and run 300 steps for each optimization step. We use the continuous 6D representation [62] to represent rotations.

**Baselines.** We compare against optimization-based methods: ICP [5], FGR [9], TEASER++ [28], learning-based partial-to-partial registration method: RPM-Net [20], and learning-based canonicalization method: EquiPose [46]. For ICP and learning-based methods, we do not report the translation as we shift the input partial point cloud to the zero-mean center. To provide a good initialization for ICP, we divide the full SO(3) into 20 sub-regions and sample one rotation from each sub-region. The learning-based methods are trained on the official training split of ModelNet40 and evaluated on both synthetic and real data of the seen categories.

**Metrics.** We perform pose evaluation and report the rotation error in the form of mean, median, 10$^\circ$ and 30$^\circ$ accuracy. Given the ground truth pose $\{R_{gt}, t_{gt}\}$ and the estimated pose $\{R_{pred}, t_{pred}\}$, the rotation error is defined as:

$$L_R(R_{gt}, R_{pred}) = \arccos\left(\frac{\text{Tr}(R_{gt}^T R_{pred}) - 1}{2}\right) \tag{7}$$

where Tr is the matrix trace. The translation error is defined as:

$$L_T(t_{gt}, t_{pred}) = \|t_{gt} - t_{pred}\|_2 \tag{8}$$

For all the tables in the following sections, we denote $L_T$ as the mean translation error for notational simplicity. The best
result is in **bold** and the second best is underscored.

**B. Point cloud registration on synthetic data**

First, we register a partial point cloud to the ground truth model of the same object. As shown in the first four rows of Table I, our method outperforms all the other original optimization-based baselines by a large margin. Equi-pose performs well on synthetic data, especially in the airplane and chair categories. Similar to the observation from the original paper [46], it predicts many 180-degree flips when categories are more symmetric, such as in the car category. The tuned ICP achieves a lower median error than ours on the airplane category while having a larger mean error. As expected, ICP achieves a good matching result when the initialization is close to the target pose. Otherwise, it converges to local minima, which leads to large errors. We apply the LPS feature descriptor to our method for this task, while the FGR and TEASER++ use the FPFH descriptor for building correspondences between the partial input and the complete point cloud.

**Difficulties of directly matching partial to complete point clouds.** In Section III-A we argue that the difference in point distribution between the partial and complete point cloud affects the descriptors, motivating our proposed template partitioning pipeline. We justify the need for our pipeline by applying it to FGR and TEASER++ with the original FPFH descriptor. We estimate the transformations between the partial input and all partitioned templates instead of directly registering to the complete shape. Then we select the estimated pose that minimizes the one-directional Chamfer distance from the input to the complete template. As shown in row 5 and 6 of Table I, adopting our pipeline significantly improves the performance of FGR and TEASER++.

We further replace the FPFH feature descriptor with our LPS descriptor such that the same affinity matrix is initialized for all three methods. Since the two baselines take only one-to-one correspondences, we assign the correspondences with point pairs of the highest score in the affinity matrix. As shown in Table I, our LPS descriptor achieves comparable results with the FPFH descriptor, even with sparse correspondences. Although the point pairs with the highest affinity score given by our LPS descriptor are more likely to be the correct matches, these baselines do not consider multiple hypotheses, which leads to wrong pose estimates if the initial descriptor matching is inaccurate.

**Category-level template matching.** Next, we consider a more realistic scenario where no instance-level ground truth point cloud is available. Therefore, we register the partial input to a template shape chosen from the same category. In Table II, we report the results of matching the entire airplane category to only one template shape. Compared to matching with the ground truth point clouds, we can see a performance drop for all the optimization-based methods. However, we achieve comparable results with the learning-based method Equi-pose. Moreover, we again demonstrate how our matching pipeline improves the baselines in this challenging task. Therefore, we adopt our matching pipeline to FGR and TEASER++ for the following experiments.

We further investigate how multiple templates can help improve the performance of matching. We focus on the chair category, which has the largest shape variety. To select templates, we apply K-means clustering on the training set using the F-score metric and select five representative chair models as our templates. Then the entire test set is registered to these five templates. We report the minimum matching error across templates for all methods. As shown in Table III, we can see how all optimization-based methods benefit from adequately selected templates. Moreover, our method outperforms the other optimization-based baselines and achieves comparable results with the learning-based method in this challenging setup.

**C. Camera pose estimation on real-world noisy scans**

For real-world applications where the object frame is usually unknown, we are interested in estimating the relative camera pose between two depth scans by matching each view to the synthetic category-level template shape. We present the result on our noisy scans of airplane models, chairs, and cars in Table IV and Fig. 3. Another learning-based baseline: RPM-Net, which directly learns partial-to-partial point cloud registration, is also included in this experiment. Since the selected car template is similar to the observed cars, we
TABLE IV: Pairwise relative pose estimation between two input partial point clouds on real-world scans. Our method applies the PFH descriptor on the airplane and LPS descriptor for chair and car results, respectively.

| Methods      | Bottle | Chair | Can | Plate | Mug |
|--------------|--------|-------|-----|-------|-----|
| Meant  | 130.19 | 64.59 | 64.4 | 68.5 | 62.3 |
| Med.    | 70.04  | 55.77 | 65.6 | 69.4 | 64.6 |
| 0.07    | 0.019  | 0.026 | 0.710 | 0.246 | 0.261 |
| 0.30    | 0.101  | 0.265 | 0.724 | 0.361 | 0.776 |
| Ours     | 0.813  | 61.498 | 0.906 | 9.506 | 0.438 |
| 0.25    | 124.381 | 0.75 | 0.063 | 0.938 | 88.892 |
| Mode     | 94.246 | 73.954 | 93.315 | 78.117 | 88.146 |
| @30     | 0.101  | 0.024  | 0.014 | 0.0 | 0.0 |
| @10     | 0.161  | 0.198  | 0.165 | 0.0 | 0.0 |
| @20     | 0.283  | 0.283  | 0.283 | 0.0 | 0.0 |
| @30     | 0.388  | 0.357  | 0.357 | 0.0 | 0.0 |

The local reference frame construction retains one degree of freedom ambiguity when the ground normal aligns with the point normal. Our method does not address the variations in scale. In future work, we plan to combine our approach with a learned feature descriptor to overcome these issues.

TABLE V: Camera pose estimation on the TYO-L dataset. Our method applies the PFH descriptor as objects are not fixed on the table in this dataset.

| Methods      | Bottle | Chair | Can | Plate | Mug |
|--------------|--------|-------|-----|-------|-----|
| ICP          | 100.87 | 88.92 | 22.960 | 25.915 | 124.480 |
| Med.         | 154.767 | 121.756 | 17.249 | 4.162 | 131.630 |
| 0.07         | 0.0 | 0.125 | 0.469 | 0.781 | 0.005 |
| 0.30         | 0.375 | 0.344 | 0.563 | 0.875 | 0.039 |
| Ours         | 28.541 | 57.287 | 43.718 | 80.613 | 123.431 |
| Med.         | 5.196 | 53.424 | 53.608 | 61.498 | 130.472 |
| 0.07         | 0.063 | 0.188 | 0.063 | 0.008 |
| 0.30         | 0.613 | 0.25 | 0.344 | 0.188 | 0.031 |
| TEASER++     | 35.181 | 50.812 | 14.127 | 73.672 | 116.964 |
| Med.         | 3.202 | 43.725 | 10.485 | 22.000 | 124.381 |
| 0.07         | 0.183 | 0.156 | 0.638 | 0.156 | 0.001 |
| 0.30         | 0.183 | 0.375 | 0.906 | 0.563 | 0.046 |
| Ours         | 36.556 | 36.542 | 9.306 | 15.630 | 121.215 |
| Med.         | 5.471 | 31.999 | 8.398 | 4.797 | 129.402 |
| 0.07         | 0.175 | 0.156 | 0.625 | 0.906 | 0.002 |
| 0.30         | 0.183 | 0.438 | 1.0 | 0.938 | 0.025 |

shape as the template from the Shapenet [63] dataset and predefine a grasping pose with respect to this template frame. We randomly initialize the manipulator pose such that the camera is roughly pointing at the target object. As shown in the top row of Fig. 4, given an observed partial point cloud from an unknown pose, we register the observation to the synthetic template shape with our method. In the bottom row of Fig. 4, we show that after estimating the transformation between the camera frame and the template frame, the relative transformation between the current gripper pose and the grasping pose can be naturally obtained (with the known camera to gripper transformation). Using the estimated relative gripper pose, we show that all four objects can be picked up. Despite the mismatching of the mug’s handle, we are still able to pick up the mug along the edge.

V. CONCLUSION, LIMITATIONS, AND FUTURE WORK

In this paper, we presented a novel optimization method for point cloud registration that considers one-to-many keypoint correspondences together with a new feature descriptor. We showed that our proposed matching pipeline not only outperforms the SoTA but also that components of our method can be used as a drop-in replacement to improve existing methods. Furthermore, we showed that our method is less sensitive to noise and generalizes well on synthetic and real-world data compared to existing methods. Robotic manipulation experiments were also conducted to show that our method applies directly to real-world applications.

One limitation of our method is using FPS for keypoint extraction, a source of randomness. Although we showed that FPS is sufficient in our case for keypoint selection, there might be other settings where an additional keypoint detection module could help select more informative keypoints. Moreover, our LPS feature descriptor relies on ground normal estimation, which might not always be accurate. The local reference frame construction retains one degree of freedom ambiguity when the ground normal aligns with the point normal. Our method does not address the variations in scale. In future work, we plan to combine our approach with a learned feature descriptor to overcome these issues.
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