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Abstract

We introduce a regularization approach to arbitrage-free factor-model selection. The considered model selection problem seeks to learn the closest arbitrage-free HJM-type model to any prespecified factor-model. An asymptotic solution to this, a priori computationally intractable, problem is represented as the limit of a 1-parameter family of optimizers to computationally tractable model selection tasks. Each of these simplified model-selection tasks seeks to learn the most similar model, to the prescribed factor-model, subject to a penalty detecting when the reference measure is a local martingale-measure for the entire underlying financial market. A simple expression for the penalty terms is obtained in the bond market within the affine-term structure setting, and it is used to formulate a deep-learning approach to arbitrage-free affine term-structure modelling. Numerical implementations are also performed to evaluate the performance in the bond market.
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1 Introduction

The price of a zero-coupon bond has been modelled as a function of the instantaneous interest rate in effect at a given time; this approach providing many useful results within the affine and quadratic term-structure setting of [28, 88, 1]. However, the difficulty of adequately calibrating the model to all the available term-structure of interest data had lead [55] and latter [38, 77, 61] to instead describe the evolution of zero-coupon bond prices indirectly by viewing them as a function of a latent variable, the instantaneous forward-rate curve. This stochastically evolving curve describes all future interest rates as viewed from the current time.
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The impracticality of the infinite-dimensional nature of forward-rate curve models is typically surmounted by turning to a factor-model approach, for example, see [81, 89, 76]. However, it has since been shown in [35] that a large number of forward-rate curve factor-models allow for arbitrage in the bond market. Though some authors, such as [15], have found perturbations of specific widely used models that bypass this issue, it is typically accepted that (finite) factor-models for the forward-rate curve fail to provide a theoretically satisfactory view of the bond market.

The objective of this paper is to introduce a general framework for optimally solving the problem of learning the most similar arbitrage-free factor model to a prespecified factor model. The method works by analogy with traditional finance where, given a complete financial market, the risk-neutral price of a financial asset is found by perturbing it’s price process by a multiplicative martingale factor until it becomes a local martingale for the reference measure. Similarly, the method introduced in this paper perturbs a given factor-model for the forward-rate curve until the induced bond prices simultaneously become local-martingales under the reference probability measure.

In our setting, the perturbations of the factor-model for the forward-rate curve are achieved by searching a prespecified hypothesis class of alternative models for the most similar factor-model for the forward-rate curve for which all the bond price processes becomes local-martingales under the reference probability measure. This search is formalized by minimizing a loss-function measuring the distance of the alternative model to the original forward-rate curve model, with the additional constraint that the resulting bond processes define local-martingales.

The second innovation of this paper lies in a computationally tractable relaxation of this optimization problem whose optimizers are shown to, asymptotically, converge to the optimizers of the formerly described problem. The flexibility of deep feedforward neural networks, as established in [59, 19, 58], makes them an ideal computationally tractable hypothesis class of alternative factor-models for the forward-rate curve. Implementations of our arbitrage-free regularization theory using deep feedforward neural networks are also considered in this paper. Just as the modelling framework of [55] is not limited to the bond market and has since been extended to a variety of asset classes in [30, 84, 12, 63, 68], our approach is not bond-specific and the problem is treated in full generality within this paper.

1.1 Background

Before formalizing and solving the arbitrage-free regularization problem, some relevant background is briefly discussed. These topics include related aspects of the functional Itô calculus introduced in [31] and developed in [46], as well as pertinent stochastic differential geometric considerations; as developed in [33]. Some elements from arbitrage-theory are also discussed concisely. All stochastic processes described in this paper are defined on a common stochastic base $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_t, \mathbb{P})$.

1.1.1 Functional Itô Calculus

The functional Itô calculus of [31] and [46], has found many applications in mathematical finance. Applications range from, but are not limited to, computational methods for the Greeks of path-
dependent options in [62] to portfolio theory in [82]. The basic concept relies on non-anticipative
and path-dependent extensions of the time and spatial derivative operators. Briefly, both these
extensions are constructed by lengthening any suitable càdlàg path, by artificially extending its
endpoint either vertically or horizontally. Analogously to classical calculus, the limiting ratio
between the difference of original path with its artificial extension, with the length of time the
path was artificially extended approaches 0. In the case where vertical extensions of the path
were chosen, one finds a notion of derivative extending the classical derivative, aptly called the
spatial derivative and denoted by $\Delta$. Likewise, in the case where the horizontal extensions were
considered, a path-dependent extension of the derivative for the time parameter is obtained; it
is called the time derivative and is denoted by $D$.

Using the time and spatial derivatives a second-order calculus defined on functionals of a
càdlàg path, and thus extending the deterministic Itô calculus of [43], is developed in [31].
However, unlike the classical Itô calculus, which is defined for $C^{1,2}(I \times \mathbb{R}^d)$-functions it is shown
in [46] that it is not enough for a path-dependent functional to admit a continuous time derivative
and two continuous spatial derivatives; where $I \triangleq [0, \infty)$ and continuity is defined with respect
to the following metric

$$d(x_t, y_s) \triangleq \sup_{u \in [0, s]} \|x_{t,s-t}(u) - y_u\| + |s - t|;$$

where $t \leq s$ and $x_{t,s-t}(u)$ is the extension of the path which agrees with $x_t$ up to time $t$ and then
maintains the constant value $x_t$ until time $s$, evaluated at time $u \in [0, s]$. For this calculus, it is
additionally required that functionals of the path be bounded on segments of the paths taking
values in any non-empty compact subset of $\mathbb{R}^d$. By analogy with the classical calculus, the
collection of all non-anticipative path-dependent functionals satisfying these three requirements
is denoted by $C^{1,2}_b$ and strictly contains $C^{1,2}(\mathbb{R})$ as a subset. The collection $C^{1,2}_b$, therefore,
describes all path-dependent functionals on which this second-order path-dependent calculus is
well-defined. For more details on the functional Itô calculus, the reader is referred to [46, 5, 16].

Next, some relevant notions from stochastic differential geometry will be briefly discussed.

### 1.1.2 Stochastic Differential Geometry

Numerous authors, such as [8, 9, 56, 34, 50, 71], have exploited geometric modelling approaches
in mathematical finance, with applications ranging from volatility surface modelling to the term-
structure of interest. In order to allow the theory developed here to be compatible with these
methods, a stochastic differential geometric modelling approach is considered. Some key aspects
of this theory, pioneered in [33], will are be summarized to fix notation.

Given a $d$-dimensional Riemannian manifold $(\mathcal{M}, g_t)$ with a (potentially time-varying) Rie-
nannian metric $g_t$ and an $\mathbb{R}^d$-valued diffusion process defined as the unique strong solution to
the SDE

$$b_t = b_0 + \int_0^t \mu(s, b_s) ds + \int_0^t \sigma(s, b_s) dW_s,$$  \hspace{1cm} (1)

one may construct, in a unique manner, an $\mathcal{M}$-valued semi-martingale which is compatible with
the geometry described by $g_t$; where here $b_0 \in \mathbb{R}^d$. This is typically interpreted as rolling $b_t$

---

Conditions for existence and uniqueness of a strong solution are discussed in the main body of the paper.
tangentially along $\mathcal{M}$ without any sudden movements. This rolling procedure is made possible by first continuously associating each $b_t(\omega)$ to an orthonormal basis $U_t(\omega)$ lying tangent to $\mathcal{M}$ and then projecting $U_t(\omega)$ onto $\mathcal{M}$. The process $U_t$ lies on the larger manifold $\mathcal{O}(\mathcal{M})$ obtained by gluing of all possible orthonormal bases tangentially to each point on $\mathcal{M}$. It is shown in [33] (and in [51] for the time-dependent case) that there exists exactly one way, given an initial choice of $U_0$ and $b_0$, to project the tangential process $U_t$ down to $\mathcal{M}$ in such a way that the resulting $\mathcal{M}$-valued process is compatible with the geometry described by $g_t$. The resulting process, which will be denoted by $\beta_t$, is called the $g_t$-horizontal stochastic development of $b_t$ along $\mathcal{M}$ (with initial frame $U_0$). The terminology stems from the approach to differential geometry developed in [32].

It is shown in [33, 51] that there is a well-defined second-order calculus for $\beta_t$ which extends the traditional Itô-calculus on $\mathbb{R}^d$. Moreover, for $\mathbb{R}$-valued functions $\phi$ which are once-differentiable in time and twice differentiable in their spatial variable, the following Itô-formula holds, write in local-coordinates

$$
\phi(t, \beta_t) = \int_0^t \frac{\partial \phi}{\partial t}(s, \beta_s)ds + \int_0^t \sum_{i=1}^d \frac{\partial \phi}{\partial \beta^i}(s, \beta_s)db^i_s \\
+ \int_0^t \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta^i \partial \beta^j}(s, \beta_s) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta^k}(s, \beta_s) \right) d[b]^{ij}_s ds,
$$

(2)

where $\Gamma_{i,j}^k$ are the Christoffel symbols of $(\mathcal{M}, g_t)$ at-time $t$; the symbols $\Gamma_{i,j}^k$ compare the local curvature of $(\mathcal{M}, g_t)$ to that of Euclidean space. For example, when $(\mathcal{M}, g_t)$ is itself Euclidean space, then $\Gamma_{i,j}^k(t) = 0$, thus (2) reduces to the usual Itô-formula. In this case, it can be deduced from (2) that $\beta_t = b_t$ (up to the choice of initial data).

Next some background on arbitrage theory in large financial markets is discussed.

### 1.1.3 Arbitrage-Theory

The efficient market hypothesis, introduced in [3], states that the typical market participant cannot earn a risk-less profit. The efficient market hypothesis has found several mathematical formulations, as summarized in [44, 45]. The most commonly used form is No Free Lunch with Vanishing Risk (NFLVR) as formulated in the sequence of papers [24, 23, 86] which builds on the ideas of [53]. Essentially, in the case of locally bounded processes, NFLVR expresses the non-existence of arbitrage-strategies as the existence of an equivalent local martingale measure (ELMM); that is, a probability measure which is equivalent to the reference probability measure and which simultaneously makes the price process of each market asset a local martingale.

However, mathematically bond markets are unlike traditional financial markets in that they are comprised of an uncountable number of assets, one for each potential maturity; thus, the results of [24, 23] no longer apply since their formulation requires that only a finite number of assets be tradeable. Instead, in the setting of such a large financial market, a satisfactory and economically meaningful no-arbitrage condition is obtained in [66, 18] by considering strategies which can be described by limits of classical strategies written on a finite number of market assets. It is shown in [18], that when each asset in the market is locally bounded, as in [24, 67], then the
no-arbitrage condition derived in [18] reduces to the existence of an equivalent local martingale measure. However, if the local-boundedness assumption is dropped, then the existence of an equivalent local martingale measure remains sufficient for precluding no-arbitrage but it no longer necessary. This last point is important throughout our analysis. The central problem of focus in this paper is now formulated.

1.2 The Arbitrage-Free Regularization Problem

The paper is concerned with the modelling of a large financial market \( \{X_t(u)\}_{u \in \mathcal{U}} \), indexed by a non-empty Borel subset \( \mathcal{U} \subset \mathbb{R}^D \); were \( D \) is a positive integer. In the case of the bond market, following [79, 6, 36, 41], \( \mathcal{U} = [0, \infty) \) represents the collection of all possible times to maturity and \( X_t(u) \) represents the time \( t \) price of a zero-coupon bond with maturity \( T \triangleq u + t \). As observed in [79], the choice of parameterizing with respect to time to maturity removes the dependence on time in \( \mathcal{U} \).

For each \( u \in \mathcal{U} \), the process \( X_t(u) \) will be driven by an unobservable latent factor process; in the case of the bond market, this latent process will be the forward-rate curve. The relationship between \( X_t(u) \) and the latent process will be expressed by

\[
X_t(u) \triangleq S_t(\phi_t^u, [\phi^u]; u) \quad \phi_t^u \triangleq \phi(t, \beta_t, u);
\]

where \( \{S_t(\cdot, \cdot; u)\}_{u \in \mathcal{U}} \) is a family of path-dependent functionals encoding the latent process into the asset price \( X_t(u) \), \( \phi_t^u \) is the factor-model for the latent process, and \( \beta_t \) are the \( \mathcal{M} \)-valued stochastic factors driving the latent process; where following [46], \( S_t \) will be allowed to depend on the quadratic-variation of the factor process \( \phi(t, \beta_t, u) \). By the Nash Embedding Theorem of [80], there is no loss of generality in assuming that \( \mathcal{M} \subset \mathbb{R}^N \) for a sufficiently large positive integer \( N \) and this assumption will also be maintained for convenience.

In the case of the bond market, \( S_t \) will be the map taking a forward-rate curve to the price of a zero-coupon, as defined by

\[
S_t(\phi_t^u, [\phi^u]; u) \triangleq \exp \left( \int_t^{u+t} \phi(t, \beta_t, u) dv \right).
\]

In general, \( S_t \) will be allowed to depend on the path of \( X_t(u) \); thus \( S_t \) will be a path-dependent functional of regularity \( C^{1,2}_b \) in the sense of [46]. However, as in the bond market, if \( S_t \) depends only on the current value of \( X_t \) then the requirement that \( S_t \) be of class \( C^{1,2}_b \), in the sense of [46], is equivalent to it being of regularity \( C^{1,2}(I \times \mathbb{R}^d) \) in the classical sense; where \( I \triangleq [0, \infty) \). Whence, the classical Itô-calculus would apply to \( S_t \).

Analogously to [6, 39, 22], the factor-model \( \phi \) for the latent process will always be suitably integrable and suitably differentiable. Specifically, \( \phi \) will belong to a Banach subspace \( \mathcal{X} \) of \( L^p_w(\nu \circ \mu)(I \times \mathcal{M} \times \mathcal{U}) \) which can be continuously embedded within the Fréchet space \( C^{1,2}(I \times \mathcal{M} \times \mathcal{U}) \); where \( \nu \) is a Borel probability measure supported on \( I, \mu \) is a Borel probability measure supported on \( \mathcal{M} \times \mathcal{U} \), and both \( \nu \) and \( \mu \) are equivalent to the corresponding Lebesgue measures restricted to their supports. Here, \( 1 \leq p < \infty \) is kept fixed.

A recurring example from the bond modelling literature is the Nelson-Siegel model of [81], as described in [26, 27], which expresses the forward-rate curve as a function of its level, slope,
and curvature through the factor-model. The Nelson-Siegel family are part of a larger class of affine term-structure models, in which, at any given time, the forward-rate curve is described in terms of a set of market factors as

$$\varphi(t, \beta, u) \triangleq \varphi_0(u + t) + \sum_{i=1}^{d} \beta_i \varphi_i(u + t),$$

(5)

where \(d\) is a positive integer and \(\varphi_i \in \mathcal{X}\) and \(\varphi_0\) is a forward-rate curve typically calibrated to the data available at time \(t = 0\). However, as shown in [36], the Nelson-Siegel model is typically not arbitrage-free therefore we would like to learn the closest arbitrage-free factor-model, driven by the same stochastic factors.

The central problem of this paper is to identify an optimal factor-model within a given hypothesis class \(\mathcal{H} \subseteq \mathcal{X}\), of plausible alternative models. This question is formalized through the following optimization problem

$$\arg\min_{\phi \in \mathcal{H}} \ell(\varphi - \phi)$$

subject to: \(S_t(\phi^u_t, [\phi^u]_t; u)\) is a \(\mathbb{P}\)-local martingale for all \(u \in \mathcal{U}\);

where \(\mathcal{H}\) is required to contain the (naive) factor-model \(\phi\) and \(\ell: \mathcal{X} \to [0, \infty)\) is a lower semi-continuous and coercive loss function. For example, \(\ell\) may be taken to be the norm on \(\mathcal{X}\). Geometrically, \(\text{AFProj}\) describes a projection of \(\varphi\) onto the (possibly non-convex) subset of \(\mathcal{H}\) of factor-models making each \(S_t(\phi^u_t, [\phi^u]_t; u)\) into a \(\mathbb{P}\)-local martingale for every \(u \in \mathcal{U}\).

In general, the problem described by \(\text{AFProj}\) may be challenging to implement as projections onto non-convex sets are not well-behaved. Thus, in analogy with regularization literature such as [57, 54, 91], in statistical learning theory, one may instead consider the following relaxation of the \(\text{AFProj}\) since it is more amenable to numerical implementation

$$\arg\min_{\phi \in \mathcal{H}} \ell(\varphi - \phi) + \text{AF}^\lambda(\phi);$$

(\text{AFReg})

where \(\{\text{AF}^\lambda\}_{2 \leq \lambda < \infty}\) is a family of functions from \(\mathcal{H}\) to \([0, \infty]\) taking value 0 if each \(S_t(\phi^u_t, [\phi^u]_t; u)\) is a \(\mathbb{P}\)-local martingale simultaneously for every value of \(u\) and where \(\lambda\) is a meta-parameter determining the amount of emphasis placed on the penalizing factor-models which fail to meet this requirement. \(\text{AFReg}\) will be called the arbitrage-free regularization problem.

Numerical solutions to \(\text{AFReg}\) have been considered in [68] within in continuous time framework for the bond-market and discrete-time analogues of \(\text{AFReg}\) have been implemented by [74, 73, 13] for a portfolio of stocks. In both these situations, it is numerically understood that \(\text{AFReg}\) provides a suitable estimate of the solution to \(\text{AFProj}\). The second core objective of this paper is to establish this fact.

Thus, the central mathematical program of this paper may be outlined as follows. First, a family of non-negative penalty functions \(\text{AF}^\lambda\) taking value 0 when the evaluated factor-model defines a family of \(\mathbb{P}\)-local martingales will be constructed. Second, it will be shown, using the theory of \(\Gamma\)-convergence developed in [21], that the optimizers of \(\text{AFReg}\) converge to an optimizer of \(\text{AFProj}\). This is the content of Section 2. Once the problem has been addressed in full generality, Section 3 returns to the motivating bond example. Wherein, the flexibility of deep feedforward neural networks are used to approximate \(\text{AFReg}\) and comparisons are drawn to other methods.

For convenience, the precise assumptions and notation will now be summarized.
Notation 1.1. The following notation will be maintained throughout this paper.

(i) \( I \triangleq [0, \infty) \).

(ii) \((\mathcal{M}, g_t)\) is a Riemannian sub-manifold of \((\mathbb{R}^N, g_{EUC})\) with time-dependent connection, where \(g_{EUC}\) is the usual Riemannian metric on \(\mathbb{R}^N\). An initial frame \(U_0\) will always be fixed.

(iii) \(\mu\) is a Borel probability measure on \(I \times U\) (with respect to its relative topology) which is equivalent to the Lebesgue measure on its support.

(iv) \(C^{1,2,2}(I \times \mathcal{M} \times U)\) is the space of functions from \(I \times \mathcal{M} \times U\) to \(\mathbb{R}\) admitting one derivative in the first input and two derivatives in its other inputs; it will be topologized by the following family of semi-norms

\[
p_{\gamma, \alpha, \delta, K}(\phi) \triangleq \sup_{|\gamma| \leq 1, |\alpha| \leq 2, |\delta| \leq 2} \sup_{(t, \beta, u) \in K} \left| \frac{\partial^\gamma}{\partial s^{\gamma}} \frac{\partial^{|\alpha|}}{\partial \beta_{i_1}^{\alpha_1} \cdots \beta_{i_{\delta_j}}^{\alpha_{\delta_j}}} \frac{\partial^{|\delta|}}{\partial u_{i_1}^{\delta_1} \cdots \partial u_{i_{\delta_j}}^{\delta_{\delta_j}}} \phi(t, \beta, u) \right|;
\]

where \(K\) is a non-empty compact subset of \(I \times \mathcal{M} \times U\) and \(\gamma, \alpha, \) and \(\delta\) are (multi-)indices.

Assumption 1.2. The following assumptions will be maintained throughout this paper.

(i) \(\beta_t\) is a \(\mathcal{F}_t\)-adapted, \(g_t\)-horizontal semi-martingale with fixed initial frame \(\Xi_0 \in \mathcal{O}(\mathcal{M})\) and stochastic anti-development \(b_t\) which is the unique strong solution to the \(\mathbb{R}^d\)-valued SDE \((1)\); where \(W_t\) is an \(\mathbb{R}^d\)-valued Brownian motion, the components \(\mu^i : \mathbb{R}^{1+d} \to \mathbb{R}\) are globally \(K\)-Lipschitz, the components \((\sigma^{i,j} : \mathbb{R}^{1+d} \to \mathbb{R}^{d \times d})_{i,j=1}^d\) are globally \(\tilde{K}\)-Lipschitz, where \(K, \tilde{K} > 0\).

(ii) \(\phi \in \mathcal{X}\), where \(\mathcal{X}\) is a Banach subspace of \(L^p_{\nu \otimes \nu}(I \times \mathcal{M} \times U)\) which admits a continuous embedding into \(C^{1,2,2}(I \times \mathcal{M} \times U)\). Furthermore, \(\mathcal{X}\) will always be viewed as continuously embedded within this space.

(iii) For every \(u \in U\), \(\{S_t(\cdot; u)\}_{t \in [0, \infty)}\) is a non-anticipative functional in \(C^1_{b,2}\) verifying the following “predictable-dependence” condition, of \([46]\),

\[
S_t(x_t, x_{t_-}; u) = S_t(x_t, x_{t_-}; u) \quad (\forall t \in [0, \infty)) \left( \forall (x, v) \in D([0, t]; \mathbb{R}^d) \times D([0, t]; S^d_+) \right),
\]

where \(S^d_+\) is the set of \(d \times d\)-dimensional positive semi-definite matrices with real-coefficients.

(iv) The hypothesis class \(\mathcal{H} \subseteq \mathcal{X}\) is a non-empty and unbounded.

The central problem of the paper will now be addressed in full generality before turning to applications in term-structure models.
2 A General Solution to (AFReg) and (AFProj)

In this section, we show the asymptotic equivalence of problems (AFProj) and (AFReg) for general asset classes. This first requires the construction of the penalty term $AF^λ$, measuring how far a given factor-model is from being a $P$-local martingale. The construction of $AF^λ$ is made in two steps, first a drift condition ensuring that each $\{X_t(u)\}_{u \in U}$ is simultaneously a $P$-local martingale, this generalizes the drift condition of [55] and it provides an analogue to the consistency condition of [40]. In the second step, the drift condition will then be used to build the penalty term in (AFReg). Subsequently, the optimizers of (AFReg) will be used to asymptotically solve (AFProj).

**Proposition 2.1** (Drift Condition). Let $\phi, S, \beta$ be as above. Then $X_t(u)$ is a $P$-local-martingale, for each $u \in U$ simultaneously, if and only if

$$
-DS(\phi^u_s, [\phi^u]_s; u) = \Delta S_s(\phi^u_s, [\phi^u]_s; u) + \sum_{i=1}^d \frac{\partial \phi}{\partial t}(s, \beta_s, u) + \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) + \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta_i \partial \beta_j}(s, \beta_s, u) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta_k}(s, \beta_s, u) \right) \sigma^i(s, b_s) \sigma^j(s, b_s)
$$

$$
+ \frac{1}{2} \text{tr} \left( \Delta^2 S_s(\phi^u_s, [\phi^u]_s; u) \right) \left( \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \sigma^i(s, b_s) \right)^2.
$$

(6)

is satisfied for every $t \in [0, \infty)$ and every $u \in U$; $P$-a.s.

**Proof.** For legibility, for each $u \in U$, we represent the process $\phi(t, \beta_t, u)$ by

$$
\phi_t^u = \phi_0^u + \int_0^t \alpha^u(s, \phi_s^u) ds + \int_0^t \gamma^u(s, \phi_s^u) dW_s.
$$

By the Functional Itô Formula, [16, Theorem 4.1], if follows that, for every $u \in U$

$$
S_t(\phi_t^u, [\phi^u]_t; u) = S_t(0, \phi^u_0, [\phi^u]_0; u) + \int_0^t \left[ DS_s(\phi^u_s, [\phi^u]_s; u) + \Delta S_s(\phi^u_s, [\phi^u]_s; u) \alpha^u(s, \phi_s^u) \right] ds
$$

$$
+ \frac{1}{2} \text{tr} \left( \Delta^2 S_s(\phi^u_s, [\phi^u]_s; u) \right) \left( \gamma^u(s, \phi_s^u) \right)^2 ds
$$

$$
+ \int_0^t \Delta S_s(\phi^u_s, [\phi^u]_s; u) \gamma^u(s, \phi_s^u) dW_s.
$$

(7)

From the Martingale Representation Theorem, [16, Theorem 5.2], and (7) it follows that, for each $u \in U$, the process $\phi_t^u$ is a $P$-local-martingale if and only if

$$
-DS(\phi^u_s, [\phi^u]_s; u) = \Delta S_s(\phi^u_s, [\phi^u]_s; u) \alpha^u(s, \phi_s^u) + \frac{1}{2} \text{tr} \left( \Delta^2 S_s(\phi^u_s, [\phi^u]_s; u) \right) \left( \gamma^u(s, \phi_s^u) \right)^2
$$

(8)
Next, the quantities \( a^u \) and \( \gamma^u \) are described. By the Itô formula for Riemannian manifolds with time-dependent connection, see [52, Corollary 3.6], it follows that for each \( u \in \mathcal{U} \) (working in local-coordinates)

\[
\phi(t, \beta_t, u) = \int_0^t \frac{\partial \phi}{\partial t}(s, \beta_s, u) ds + \int_0^t \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) db_s^i
\]

\[
+ \int_0^t \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta_i \partial \beta_j}(s, \beta_s, u) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta_k}(s, \beta_s, u) \right) d[b]_{s,i,j} ds
\]

\[
= \int_0^t \left[ \frac{\partial \phi}{\partial t}(s, \beta_s, u) + \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \mu^i(s, b_s) ds
\]

\[
+ \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta_i \partial \beta_j}(s, \beta_s, u) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta_k}(s, \beta_s, u) \right) \sigma^i(s, b_s) \sigma^j(s, b_s) \right] ds
\]

\[
+ \int_0^t \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \sigma^i(s, b_s) dW_s^i.
\]

The Martingale Representation Theorem and (9) imply that

\[
\alpha^u(s, \phi_s^u) = \frac{\partial \phi}{\partial t}(s, \beta_s, u) + \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \mu^i(s, b_s)
\]

\[
+ \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta_i \partial \beta_j}(s, \beta_s, u) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta_k}(s, \beta_s, u) \right) \sigma^i(s, b_s) \sigma^j(s, b_s)
\]

\[
\gamma^u(s, \phi_s^u) = \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \sigma^i(s, b_s).
\]

Incorporating (10) into (8) yields (6). Therefore, for \( S_t(\phi_t^u, [\phi^n]_t; u) \) is a \( \mathbb{P} \)-local-martingale, simultaneously for every \( u \in \mathcal{U} \), if and only if \( \mathbb{P} \)-a.s. (6) holds simultaneously for every \( u \in \mathcal{U} \).

The drift condition obtained in Theorem (2.1) implies that if \( \phi \) is such that the difference of the left and right-hand sides of (6) is equal to 0, \( \mathbb{P} \)-a.s. for all \( u \in \mathcal{U} \) then \( S_t(\phi_t^u, [\phi^n]_t; u) \) is a \( \mathbb{P} \)-local-martingale simultaneously for all \( u \in \mathcal{U} \). Thus, \( S_t(\phi_t^u, [\phi^n]_t; u) \) is simultaneously a \( \mathbb{P} \)-local martingale for all \( u \in \mathcal{U} \) if for every \( u \in \mathcal{U} \) the \([0, \infty)\) valued process \( \Delta^u_t(\phi) \) is equal to 0 \( \mathbb{P} \)-a.s, where \( \Delta^u_t(\phi) \) is defined using (6) by

\[
\Delta^u_t(\phi) \triangleq \left| DS_t(\phi_t^u, [\phi^n]_t; u) + \Delta S_t(\phi_t^u, [\phi^n]_t; u) \right| \frac{\partial \phi}{\partial t}(s, \beta_s, u) + \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \mu^i(s, b_s)
\]

\[
+ \frac{1}{2} \sum_{i,j=1}^d \left( \frac{\partial^2 \phi}{\partial \beta_i \partial \beta_j}(s, \beta_s, u) - \sum_{k=1}^d \Gamma_{i,j}^k(t) \frac{\partial \phi}{\partial \beta_k}(s, \beta_s, u) \right) \sigma^i(s, b_s) \sigma^j(s, b_s)
\]

\[
+ \frac{1}{2} \text{tr} \left( \Delta^2 S_t(\phi_t^u, [\phi^n]_t; u) \right) \left( \sum_{i=1}^d \frac{\partial \phi}{\partial \beta_i}(s, \beta_s, u) \sigma^i(s, b_s) \right)^2.
\]
where, as before, the abbreviation \( \phi^u_t \triangleq \phi(t, \beta_t, u) \) was made.

The processes \( \Lambda^u_t(\phi) \) can be used to define the penalty in (\text{AFReg}), by integrating overall values of \( t \) and \( u \). However, in certain applications, such as with bond-markets, it is more convenient to instead build \( \text{AF}_\lambda^u \) from a divisor of \( \Lambda^u_t(\phi) \) as formalized by the following definition.

**Definition 2.2 (Arbitrage-Penalty)** Let \( \{\Lambda^u_t(\phi)\}_{\phi \in \mathcal{H}, u \in U} \) be a family of \( \mathcal{F}_t \)-adapted \([0, \infty)\)-valued stochastic processes for which

\[
\Lambda^u_t(\phi) = 0 \Rightarrow \Lambda^u_\infty(\phi) = 0, \quad (12)
\]

holds for all \( \phi \in \mathcal{H} \), \( t \in I \), \( u \in U \), and \( \mathbb{P} \)-almost every \( \omega \in \Omega \). Then, for every \( \lambda \geq 0 \), the family \( \{\text{AF}_\lambda^u\}_{\lambda \geq 0} \) of functions

\[
\text{AF}_\lambda^u : X \to [0, \infty] \\
\phi \mapsto \lambda \mathbb{E}_\mathbb{P} \left[ \int_{(t,u) \in I \times U} |\Lambda^u_t(\phi)|^\lambda d\mu(t, u) \right]. \quad (13)
\]

is said to define an arbitrage-penalty.

**Remark 2.3.** The convention that the integral \( \mathbb{E}_\mathbb{P} \left[ \sqrt{\lambda \int_{(t,u) \in I \times U} |\Lambda^u_t(\phi)|^\lambda d\mu(t, u)} \right] \) equals to (positive) \( \infty \) whenever its integrand fails to be integrable, will be maintained throughout this paper.

The equivalence between problems (\text{AFProj}) and (\text{AFReg}) is demonstrated in the next theorem. The proof relies on the theory of \( \Gamma \)-convergence. This theory is devoted to the analysis of problems requiring the interchanging of a limit and an arginf operation. Briefly, the theory of \( \Gamma \)-convergence is an extrapolation of Weirestrass’s Theorem, \([42, \text{Theorem 2.2}]\). This fundamental result of optimization theory, states that a proper, lower semi-continuous, and coercive function that is bounded-below admits a minimizer. Extrapolating, it is shown in \([21]\), that if a sequence of proper functions converges to a proper lower semi-continuous function which is coercive in an appropriately uniform sense, called equicoercivity, then the sequence of minimizers of the sequence of function, converges to a minimizer of the limiting function.

Alternatively, the \( \Gamma \)-convergence of a sequence of functions can be understood geometrically, as the Kuratowski convergence (a form of set-convergence introduced in \([72]\)) of the function sequence’s epigraphs to the epigraph of the limiting function. The convergence of the epigraphs then implies that the lowest point of each of those epigraphs converges to the lowest-point of the closure of the limiting function’s epigraph. Moreover, any such lowest-point must lie on the limiting function’s epigraph if it is lower semi-continuous. Thus, in this case, the limit and arginf operations can be interchanged. Further details on \( \Gamma \)-convergence can also be found in \([20, 70]\). The following additional assumption, which is satisfied in the term-structure setting, is required.

**Assumption 2.4.** The following assumptions will be required.

(i) For every \( \phi \in \mathcal{H} \) and \( \mathbb{P} \)-a.e. \( \omega \in \Omega \), the function \( (t, u) \mapsto \Lambda^u_t(\phi)(\omega) \) is continuous on \( \mathcal{H} \),

(ii) \( \{ \phi \in \mathcal{H} : (\forall u \in U) \ S_t(\phi^u_t, [\phi^u]_t; u) \text{ is a } \mathbb{P} \text{-local-martingale} \} \subseteq \mathcal{H} \) is closed and non-empty.
Note that both statements (i) and (ii) are with respect to the relative topology on \( \mathcal{H} \).

**Theorem 2.5.** Under Assumption 2.4 the following hold:

(i) \((\text{AFProj})\) admits a minimizer on \( \mathcal{H} \)

(ii) \( \lim_{\lambda \uparrow \infty; \lambda \geq 2} \inf_{\phi \in \mathcal{H}} \ell(\varphi - \phi) + \text{AF}^\lambda(\phi) = \min_{\phi \in \mathcal{H}} \ell(\varphi - \phi) + I(\mathcal{H})(\phi) \)

(iii) If for every \( \lambda \geq 2 \) \( \text{AF}^\lambda \) is lower-semi-continuous on \( \mathcal{H} \) then

\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \arg \underset{\phi \in \mathcal{H}}\operatorname{min} \ell(\varphi - \phi) + \text{AF}^\lambda(\phi) = \arg \underset{\phi \in \mathcal{H}}\operatorname{min} \ell(\varphi) + I(\mathcal{H})(\phi). \tag{14}\]

Where \( I(\mathcal{H})(\phi) \) is defined on \( \mathcal{H} \) as

\[
I(\mathcal{H})(\phi) \triangleq \begin{cases} 0 & : (\forall u \in \mathcal{U}) S_t(\phi^u_t; [\phi^u]_t; u) \text{ is a } \mathbb{P}\text{-local-martingale} \\ \infty & : \text{else.} \end{cases} \tag{15}\]

**Proof.** Since \( (I \times \mathcal{U}, \mathcal{B}(I \times \mathcal{U}), \mu) \) is a finite measure space then

\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \left( \int_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} = \operatorname{esssup}_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi); \tag{16}\]

By Assumption (2.4) (i), the map \( (t,u) \mapsto \Lambda^\mu_t(\phi) \) is continuous, for each \( \phi \in \mathcal{H} \), therefore

\[
\operatorname{esssup}_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi) = \sup_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi). \tag{17}\]

Since the product of limits is the limit of the product, then (16) yields

\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \left( \int_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} = \lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \operatorname{esssup}_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi)
= \lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \sup_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi)
= \begin{cases} 0 & : \sup_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi) = 0 \\ \infty & : \text{else.} \end{cases} \tag{18}\]

Since \( \mu \) is a probability measure in \( I \times \mathcal{U} \) then for every \( 1 \leq \lambda_1 \leq \lambda_2 < \infty \), it follows that for every \( \phi \in \mathcal{H} \)

\[
\left( \int_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|^{\lambda_1} d\mu(t,u) \right)^{\frac{1}{\lambda_1}} \leq \left( \int_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|^{\lambda_2} d\mu(t,u) \right)^{\frac{1}{\lambda_2}} \leq \operatorname{esssup}_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|. \tag{19}\]

Thus, for every \( \phi \in \mathcal{H} \), the convergence described by (16) is monotone (increasing) and non-negative; therefore by the monotone convergence theorem, it follows that

\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \mathbb{E}_P \left[ \left( \int_{(t,u) \in I \times \mathcal{U}} |\Lambda^\mu_t(\phi)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \begin{cases} 0 & : \sup_{(t,u) \in I \times \mathcal{U}} \Lambda^\mu_t(\phi) = 0, \mathbb{P} - \text{a.s.} \\ \infty & : \text{else.} \end{cases} \tag{20}\]
Applying Proposition 2.1 to the right-hand side of (20), it follows that
\[
\iota_{\mathcal{H}}(\phi) = \begin{cases} 
0 & : \sup_{(t,u) \in I \times U} \Lambda_t^n(\phi), \mathbb{P} - a.s. = 0 \\
\infty & : \text{else}
\end{cases}
\]  
(21)

where \(\iota_{\mathcal{H}}\) is defined as in (15). Therefore, the following limit holds
\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\phi)|^{\lambda} \mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \iota_{\mathcal{H}}(\phi) \quad (\forall \phi \in \mathcal{H}).
\]  
(22)

Thus (22) establishes the convergence of the penalty functions \(AF^\lambda\) to \(\iota_{\mathcal{H}}\), in \(\mathcal{H}\). Next, their \(\Gamma\)-convergence is established and their \(\Gamma\)-convergence is used to deduce the \(\Gamma\)-convergence of the objective functions in (AFReg) to the objective function of (AFProj).

Applying (19) and the monotonicity of integration, it follows that for every \(\phi \in \mathcal{H}\)
\[
\lambda_1 \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\phi)|^{\lambda_1} \mu(t,u) \right)^{\frac{1}{\lambda_1}} \right] \leq \lambda_2 \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\phi)|^{\lambda_2} \mu(t,u) \right)^{\frac{1}{\lambda_2}} \right] \leq \iota_{\mathcal{H}}(\phi).
\]  
(23)

Thus, (23) together with [20, Proposition 5.4] and [7, Remark 1.40 (ii)] imply that (on \(\mathcal{H}\))
\[
\Gamma\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\phi)|^{\lambda} \mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \iota_{\mathcal{H}}^{\text{ls}}(\phi),
\]  
(24)

where \(\iota_{\mathcal{H}}^{\text{ls}}\) is the lower-semi-continuous relaxation of \(\iota_{\mathcal{H}}\) on \(\mathcal{H}\); that is, the smallest lower-semi-continuous function dominating \(\iota_{\mathcal{H}}\) on \(\mathcal{H}\); a precise description can be found on [42, page 11].

However, Assumption (2.4) (ii) implies that \(\iota_{\mathcal{H}}\) is indeed lower-semi-continuous; thus \(\iota_{\mathcal{H}}^{\text{ls}} = \iota_{\mathcal{H}}\), on \(\mathcal{H}\). Therefore (24) simplifies (on \(\mathcal{H}\)) to
\[
\Gamma\lim_{\lambda \uparrow \infty; \lambda \geq 2} \lambda \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\phi)|^{\lambda} \mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \iota_{\mathcal{H}}(\phi).
\]  
(25)

Since \(\Gamma\)-limits are invariant under continuous perturbation, see [42, Theorem 2.8.], then (25) and the continuity of \(\ell(\varphi - \cdot)\) on \(\mathcal{H}\) implies that (on \(\mathcal{H}\))
\[
\Gamma\lim_{\lambda \uparrow \infty; \lambda \geq 2} \ell(\varphi - \cdot) + \lambda \mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\cdot)|^{\lambda} \mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \ell(\varphi) + \iota_{\mathcal{H}}(\cdot).
\]  
(26)

In order to apply the Fundamental Theorem of \(\Gamma\)-convergence, the family of functions on the left-hand side of (26) must be equicoercive. Since \(\mathbb{E}_\mathbb{P} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda_t^n(\cdot)|^{\lambda} \mu(t,u) \right)^{\frac{1}{\lambda}} \right]\) is non-negative and since \(\mathcal{H}\) is unbounded then \(\ell(\varphi)\) is coercive on \(\mathcal{H}\), ie:
\[
\lim_{\lambda \uparrow \infty; \lambda \geq 2} \ell(\varphi) = \infty,
\]  
(27)
and by [20, Proposition 7.7] together with (27) it follows that

$$\ell(\varphi) \leq \ell(\varphi) + \lambda \mathbb{E}_\mathcal{F} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda^u_t(\cdot)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} \right] \quad (\forall \lambda \geq 2);$$

(28)

whence, \( \left\{ \ell(\varphi) + \lambda \mathbb{E}_\mathcal{F} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda^u_t(\cdot)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} \right] \right\}_{\lambda \geq 2} \) forms an equicoercive family, on \( \mathcal{H} \).

Thus, \( \left\{ \ell(\varphi) + \lambda \mathbb{E}_\mathcal{F} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda^u_t(\cdot)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} \right] \right\}_{\lambda \geq 2} \) defines an equicoercive family which \( \Gamma \)-converges to \( \iota_{\mathcal{H}} \), on \( \mathcal{H} \). Therefore, together (26) and (28) imply that the Fundamental Theorem of \( \Gamma \)-convergence, [20, Theorem 7.8], applies. Hence,

$$\lim_{\lambda \uparrow \infty; \lambda \geq 2} \inf_{\phi \in \mathcal{H}} \ell(\varphi) + \lambda \mathbb{E}_\mathcal{F} \left[ \left( \int_{(t,u) \in I \times U} |\Lambda^u_t(\phi)|^\lambda d\mu(t,u) \right)^{\frac{1}{\lambda}} \right] = \min_{\phi \in \mathcal{H}} \ell(\varphi) + \iota_{\mathcal{H}}(\varphi).$$

(29)

Lastly, [20, Theorem 7.8] also implies that \( \ell(\varphi) + \iota_{\mathcal{H}}(\cdot) \) is coercive on \( \mathcal{H} \). Hence, \( \ell(\varphi) + \iota_{\mathcal{H}}(\cdot) \) is coercive, lower-semi-continuous, and bounded-below by 0. Therefore, by Weirestrass’s Theorem, [42, Theorem 2.2], it follows that \( \ell(\varphi) + \iota_{\mathcal{H}}(\cdot) \) admits a minimizer on \( \mathcal{H} \).

Next, Theorem 2.5 and the arbitrage-free regularization (AFReg) will be applied to the bond market.

### 3 Arbitrage-Free Regularization for Bond Pricing

As discussed in [27], affine term-structure models are commonly used in forward-rate curve modelling due to their tractability and the interpretability. In the formulation of [6], as further developed in [35, 41], affine term-structure models are characterized by (5) together with the additional requirement that its stochastic factor process \( \beta_t \) follows an affine diffusion; which, by results such as [29, 17, 64], implies that the dynamics of \( \beta_t \) are given by

$$\mu^i(t, \beta) \triangleq \gamma^i + \sum_{i=1}^d \gamma_{i,j}^i \beta^j,$n

(30)

$$\sigma^i(t, \beta) \triangleq \alpha^{i,j} \sum_{i,j=1}^d \alpha_{k;i,j} \beta^k,$n

(31)

where \( \gamma^i, \gamma_{i,j}, \alpha^{i,j}, \alpha_{k;i,j} \in \mathbb{R} \) and \( i, j = 1, \ldots, d \). Note further that, in this setting, the geometry on \( \mathcal{M} = \mathbb{R}^d \) is Euclidean; whence the Christoffel symbols vanish, ie: \( \Gamma^k_{i,j} = 0 \).

Fix meta-parameters \( p, \kappa \geq 1 \). For the next result, all the factor-models will be taken as belonging to the weighted Sobolev space \( \mathcal{W}^{p,k}_{w}(I \times \mathcal{M} \times \mathcal{U}) \) with weight function

$$w(t, \beta, u) \triangleq C e^{-|\beta|^{-\kappa} - |u|^n},$$

(31)
where $C$ is a unique constant ensuring that $1 \in W_{\omega}^{p,k}$ and its weighted integral is equal to 1, and $k$ is required to satisfy

$$k \geq \frac{1 + d + D}{p} + 2. \quad (32)$$

Analytic tractability is ensured by requiring that the factor-models considered, for the arbitrage-free regularization (AFReg), belong to the class $\mathcal{H}$ defined by

$$\phi(t, \beta, u) = \phi_0(u + t) + \sum_{i=1}^{d} \beta^i \phi_i(u + t). \quad (33)$$

Under these conditions, the following theorem characterizes the asymptotic behavior of (AFReg) in $\lambda$ as solving (AFProj); given fixed meta-parameters $p, \kappa \geq 1$. Following [36], it will be convenient to denote

$$\Phi^{i}(u) = \int_{0}^{t} \phi^{i}(s) ds. \quad (34)$$

**Theorem 3.1.** Let $\varphi$ be in $\mathcal{H}$ and fix $p, \kappa \geq 1$. Then

(i) For every $\lambda \geq 2$ there exists an element $\phi^{\lambda}$ in $\mathcal{H}$ minimizing

$$\int_{0}^{\infty} \int_{\beta \in [\mathcal{R}^{d}]} e^{-|u|^\kappa - ||\beta||^\kappa} (\varphi(u, \beta) - \phi(u, \beta))^p d\beta du + \frac{\lambda}{\Gamma(1 + \frac{1}{\kappa})} \sqrt{\int_{0}^{\infty} e^{-|u|^\kappa} |\Lambda^{\kappa}u(\phi)|^{\lambda} du};$$

where $\Lambda^{\kappa}_{\iota}(\phi)$ is defined by

$$\Lambda^{\kappa}_{\iota}(\phi) \triangleq \left| c_0 - \frac{\partial \Phi^{0}}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{i} \Phi^{i}(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^{i}(u) * \Phi^{j}(u) \right|^{p}$$

$$+ \sum_{k=1}^{d} c_k - \frac{\partial \Phi^{k}}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^{i}(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{k,i,j} \Phi^{i}(u) * \Phi^{j}(u) \right|^{p}. \quad (35)$$

(ii) The following inclusion holds

$$\lim_{\lambda \uparrow \infty; \lambda \geq 2} \phi^{\lambda} \in \arg\min_{\phi \in \mathcal{H}} \int_{0}^{\infty} \int_{\beta \in [\mathcal{R}^{d}]} e^{-|u|^\kappa - ||\beta||^\kappa} (\varphi(u, \beta) - \phi(u, \beta))^p d\beta du + \iota_{\mathcal{H}}(\phi); \quad (36)$$

where $\iota_{\mathcal{H}}$ is as in (15).

**Proof.** By definition of $(\mathcal{M}, g_t)$, $\beta_t$, and $\mathcal{H}$ Assumption 1.2 (i), (iv), and (v) hold; thus only Assumption 1.2 (ii) and (iii) must be verified, in order to ensure that the stated problem falls within the scope of this paper. Let $\mu = \tilde{\mu} \otimes \nu$ where $\frac{d\tilde{\mu}}{dm}(u) = \frac{e^{-|u|^\kappa}}{\Gamma(1 + \frac{1}{\kappa})} 1_{[0, \infty)}$, $\nu$ is the unique probability measure with Lebesgue density proportional to $e^{-||\beta||^\kappa}$ on $\mathcal{R}^{d}$, and where $\frac{d\nu}{dm}(t) = e^{-|t|} 1_{[0, \infty)}$, $1_{[0, \infty)}$ is the (probabilistic not convex analytic) indicator function on the interval $[0, \infty)$, here $m$ is the Lebesgue measure on $\mathcal{R}$. Therefore, the elements of $W_{\omega}^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ are elements of $L_{\nu \otimes \mu}^{p,k}(I \times \mathcal{M} \times \mathcal{U})$. Since $[0, \infty) \times [0, \infty) \times \mathcal{R}^{d}$ has a smooth boundary and since
$k$ was assumed to satisfy (32), then the (weighted) Morrey-Sobolev Theorem of [10] applies. Therefore, $W_w^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ can be continuously embedded within $C^2(I \times \mathcal{M} \times \mathcal{U})$ and therefore Assumption 1.2 (ii) holds. Furthermore, by (4) and together with [16, Example 1] each $S_t(\cdot, \cdot; u)$ satisfies Assumption 1.2 (iii); thus Assumption 1.2 is satisfied.

Next, (36) is reformulated in terms of Theorem (2.5) and Assumptions 2.4 are verified. Subsequently, the optimizers of the objective-function under the limit on the left-hand side of (36) are shown to exist for $\lambda \geq 2$.

In the case where each $S_t(\cdot, \cdot; u)$ is as in (4), it is shown in [36] that for each $u \in \mathcal{U}$ the bond prices $S_t(\phi^u_t, [\phi^u]_t; u)$ are each $\mathbb{P}$-local martingales if and only if for every $u \in \mathcal{U}$, $t \in I$, and $\mathbb{P}$-a.e. $\omega \in \Omega$, the following holds

$$0 = \left( \phi_0(0) - \phi_0(u) + \sum_{i=1}^{d} \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^i(u) \Phi^j(u) \right) + \sum_{k=1}^{d} \beta^k \left( \phi_k(0) - \phi_k(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha_{k;i,j} \Phi^i(u) \Phi^j(u) \right)$$

Equation (37) is satisfied for $\mathbb{P}$-a.e. every $\omega \in \Omega$, for every $t \in I$, and for every $u \in \mathcal{U}$ if the family of deterministic "processes" $\{\Lambda^t_p(\phi)\}_{u \in \mathcal{U}}$ are $\mathbb{P}$-a.e. 0; where $\Lambda^t_p(\phi)$ is defined by

$$\Lambda^t_p(\phi) \triangleq \left| c_0 - \frac{\partial \Phi^0}{\partial u}(u) + \sum_{i=1}^{d} \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^i(u) \Phi^j(u) \right|^p + \sum_{k=1}^{d} c_k - \frac{\partial \Phi^k}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha_{k;i,j} \Phi^i(u) \Phi^j(u) \right|^p.$$

Therefore, since $\Lambda^t_p(\phi)$ satisfies (12) then the family $\{AF^\lambda\}_{\lambda > 0}$ of functions defined by

$$AF^\lambda(\phi) \triangleq \lambda \mathbb{E}^\mathbb{P} \left[ \lambda \int_0^\infty \int_{\beta \in \mathbb{R}^d} \int_0^\infty \frac{1}{\Gamma(1+\frac{1}{\kappa})} e^{-|u|^\kappa} |\Lambda^t_p(\phi)|^\lambda d\mu d\nu(\beta) d\upsilon \right],$$

define an arbitrage-penalty in the sense of (13). Since, $\Lambda^t_p(\phi)$ is $\mathbb{P}$-a.e. deterministic and constant both in $t$ and in $\beta$, then (39) further simplifies to

$$AF^\lambda(\phi) = \frac{\lambda}{\Gamma(1+\frac{1}{\kappa})} \lambda \int_0^\infty e^{-|u|^\kappa} |\Lambda^t_p(\phi)|^\lambda du$$

Since $W_w^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ is continuously embedded in $C^2(I \times \mathcal{M} \times \mathcal{U})$, then each equivalence class $\phi \in W_w^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ can be identified with a continuous function from $I \times \mathcal{M} \times \mathcal{U}$; therefore each of the functions

$$u \mapsto \left| c_0 - \frac{\partial \Phi^0}{\partial u}(u) + \sum_{i=1}^{d} \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^i(u) \Phi^j(u) \right|^p$$

$$u \mapsto \left| c_k - \frac{\partial \Phi^k}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha_{k;i,j} \Phi^i(u) \Phi^j(u) \right|^p$$

(41)

Since $W_w^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ is continuously embedded in $C^2(I \times \mathcal{M} \times \mathcal{U})$, then each equivalence class $\phi \in W_w^{p,k}(I \times \mathcal{M} \times \mathcal{U})$ can be identified with a continuous function from $I \times \mathcal{M} \times \mathcal{U}$; therefore each of the functions

$$u \mapsto \left| c_0 - \frac{\partial \Phi^0}{\partial u}(u) + \sum_{i=1}^{d} \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^i(u) \Phi^j(u) \right|^p$$

$$u \mapsto \left| c_k - \frac{\partial \Phi^k}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha_{k;i,j} \Phi^i(u) \Phi^j(u) \right|^p,$$
are continuous in \( u \); moreover, they are continuous in \( t \) since they are constant in \( t \). Therefore, \((t, u) \mapsto \Lambda^u_\phi(\phi)\) is continuous for every \( \phi \in \mathcal{H} \); whence Assumption 2.4 (i) holds.

Next, Assumption 2.4 (ii) will be verified. Given the dynamics of (30), [37, Proposition 9.3] characterizes all \( \phi_0, \ldots, \phi_d \) for which the forward-rate curve (33) corresponds to a bond market, through (4), in which each bond price is a \( \mathbb{P} \)-local-martingale; all such \( \phi_0, \ldots, \phi_d \) are solutions to the differential Riccati system

\[
\frac{\partial \Phi^0}{\partial u}(u) = c_0 + \sum_{i=1}^d \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^d \alpha^{i,j} \Phi^i(u) \Phi^j(u) \quad \Phi^0(0) = 0
\]

\[
\frac{\partial \Phi^k}{\partial u}(u) = c_k + \sum_{i=1}^d \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^d \alpha^{k;i,j} \Phi^i(u) \Phi^j(u) \quad \Phi^k(0) = 0;
\]

where \( c_0, \ldots, c_k \) are any elements of \( \mathbb{R} \). Thus,

\[
\{ \phi \in \mathcal{H} : (\forall u \in \mathcal{U}) S_t(\phi^u_t, [\phi^u]_t; u) \text{ is a } \mathbb{P} \text{-local-martingale} \}
= \left\{ \phi \in \mathcal{H} : (\exists c_0, \ldots, c_d \in \mathbb{R}) \{ \Phi^i \}_{i=0}^d \text{ solves } (42) \right\},
\]

where as before, \( \{\Phi^i\}_{i=0}^d \) and \( \phi \) are related through (33) and (34). Differentiating across the Riccati system (42) with respect to \( u \) yields an equivalent differential system of the form

\[
\frac{\partial^2 \Phi^0}{\partial u^2}(u) = c_0 + \sum_{i=1}^d \gamma^i \frac{\partial \Phi^i}{\partial u} - \frac{1}{2} \sum_{i,j=1}^d \alpha^{i,j} \left[ \frac{\partial \Phi^i}{\partial u} \Phi^j(u) + \Phi^i(u) \frac{\partial \Phi^j}{\partial u} \right],
\]

\[
\frac{\partial^2 \Phi^k}{\partial u^2}(u) = c_k + \sum_{i=1}^d \gamma^{k,i} \frac{\partial \Phi^i}{\partial u} - \frac{1}{2} \sum_{i,j=1}^d \alpha^{k;i,j} \left[ \frac{\partial \Phi^i}{\partial u} \Phi^j(u) + \Phi^i(u) \frac{\partial \Phi^j}{\partial u} \right], \quad \Phi^0(0) = 0, \quad \Phi^k(0) = 0,
\]

\[
\frac{\partial \Phi^0}{\partial u}(0) = c_0, \quad \frac{\partial \Phi^k}{\partial u}(0) = c_k;
\]

Therefore, (43) can be rewritten as

\[
\{ \phi \in \mathcal{H} : (\forall u \in \mathcal{U}) S_t(\phi^u_t, [\phi^u]_t; u) \text{ is a } \mathbb{P} \text{-local-martingale} \}
= \left\{ \phi \in \mathcal{H} : (\exists c_0, \ldots, c_d \in \mathbb{R}) \{ \Phi^i \}_{i=0}^d \text{ solves } (44) \right\}.
\]

Since the \( C^k(\mathbb{R}; \mathbb{R}^{d+1}) \) is equipped with its the topology of uniform convergence on compacts of functions and their first two derivatives, then it follows that the right-hand side of (45) is closed in \( C^2(\mathbb{R}; \mathbb{R}^{d+1}) \); whence it is closed in the relative topology on \( \mathcal{H} \subseteq C^2(\mathbb{R}; \mathbb{R}^{d+1}) \). Thus, Assumption (ii) holds.

Lastly, since the loss function \( \ell \), defined by

\[
\ell(\varphi - \phi) \triangleq \int_0^\infty \int_{\beta \in \mathbb{R}^d} e^{-\|u\|^\kappa - \|\beta\|^\kappa} (\varphi(u, \beta) - \phi(u, \beta))^p \, du \, d\beta;
\]

is continuous on \( \mathcal{H} \); then the conditions for Theorem (2.5) are all met. Therefore, (36) holds.
Next, (ii) will be verified. Since second-order differential operators are continuous from \( C^2(I \times \mathcal{M} \times \mathcal{U}) \) to \( C^0(I \times \mathcal{M} \times \mathcal{U}) \), where the later is equipped with the convergence on compact topology, then functions
\[
\Phi \mapsto \begin{bmatrix}
c_0 - \frac{\partial \Phi^0}{\partial u}(u) + \sum_{i=1}^{d} \gamma^i \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} \Phi^i(u) \Phi^j(u) \\
c_k - \frac{\partial \Phi^k}{\partial u}(u) + \sum_{i=1}^{d} \gamma^{k,i} \Phi^i(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{k;i,j} \Phi^i(u) \Phi^j(u)
\end{bmatrix}^p
\]
are continuous from \( C^2(I \times \mathcal{M} \times \mathcal{U}) \) to \([0, \infty)\). Furthermore, since \( W_{w,p,\lambda}^{p,k}(I \times \mathcal{M} \times \mathcal{U}) \) is continuously embedded within \( C^2(I \times \mathcal{M} \times \mathcal{U}) \) then the functions of (47) are continuous from \( W_{w,p,\lambda}^{p,k}(I \times \mathcal{M} \times \mathcal{U}) \) to \([0, \infty)\). The definition of the weight function in (31) implies that, for every \( \phi \in \mathcal{H} \) and every \( \lambda \geq 2 \), the integral is finite. Thus, for every \( \lambda \geq 2 \), the map \( \Phi \mapsto \) AF\( ^\lambda(\phi) \) is continuous from \( W_{w,p,\lambda}^{p,k}(I \times \mathcal{M} \times \mathcal{U}) \) to \([0, \infty)\). Furthermore, since the loss-function \( \ell \) is continuous, then, for every \( \lambda \geq 2 \) the function \( \Phi \mapsto \ell(\phi) + \text{AF}^\lambda(\phi) \) is continuous. Furthermore, since both \( \ell \) and \( \text{AF}^\lambda \) are bounded below by \( 0 \) and proper then so is \( \ell(\varphi - \cdot) + \text{AF}^\lambda(\cdot) \). Lastly, since \( \ell \) is coercive then by definition, for every \( r \geq 0 \), there exists a compact subset \( K_r \subseteq \mathcal{H} \) satisfying
\[
\{ \phi \in \mathcal{H} : \ell(\varphi - \phi) \leq k \} \subseteq K_r.
\]
Therefore, the non-negativity of each \( \text{AF}^\lambda \) implies that for every \( \lambda \geq 2 \) and every \( r \geq 0 \),
\[
\left\{ \phi \in \mathcal{H} : \ell(\varphi - \phi) + \text{AF}^\lambda(\phi) \leq k \right\} \subseteq \{ \phi \in \mathcal{H} : \ell(\varphi - \phi) \leq k \} \subseteq K_r;
\]
thus (49) implies that \( \phi \mapsto \ell(\phi) + \text{AF}^\lambda(\phi) \) is coercive. Thus, for every \( \lambda \geq 2 \), the function \( \phi \mapsto \ell(\phi) + \text{AF}^\lambda(\phi) \) is lower semi-continuous, bounded-below, proper, and coercive on \( \mathcal{H} \); thus by Weirestrass’s Theorem, [42, Theorem 2.2], it admits a minimizer on \( \mathcal{H} \).

Next, the arbitrage-free regularization of forward-rate curves will be considered using deep learning methods. In this setting, it will be seen that (AFReg) not only gains further computational tractability but, under a suitable initialization of the relevant deep feedforward neural networks, the loss-function described by Theorem 3.1 also allows further simplification.

### 3.1 A Deep Learning Approach to Arbitrage-Free Regularization

The flexibility of feedforward artificial neural networks (ANNs), as described in the universal approximation theorems of [59, 19], makes the collection of ANNs a well-suited class of alternative models for the arbitrage-free regularization problem. In the context of this paper an ANN is any function from \( \mathbb{R}^d \) to \( \mathbb{R}^d \) of the form
\[
W_{N+1} \circ \rho \bullet W_N \circ \ldots \rho \bullet W_1,
\]
where \( \{W_i\}_{i=1}^{N+1} \) are affine functions from \( \mathbb{R}^{d_i} \) to \( \mathbb{R}^{d_{i+1}} \) where \( d_1 = d = d_{N+1} \), \( \rho \) is a continuous activation-function, and \( \bullet \) denotes component-wise composition. However, in order to maintain
analytic tractability, it will be required that the class of alternative models still be of affine type; thus, in our analysis, \( \mathcal{H} \) will consist of all functions in \( W_{w}^{b,k}(I \times \mathcal{M} \times \mathcal{U}) \) of the form

\[
\phi(t, \beta, u) = \beta^T (W_{N+1} \circ \rho \circ \cdots \circ \rho \circ W_1(u + t)),
\]

where \( \beta_1 = 1 \) and \( \beta_{i+1} = \beta^i \) for all \( i > 1 \).

It has been shown in [83, 85, 14, 75], amongst others, that if a network is appropriately designed, then only training the final layer and suitably initializing the matrices \( W_N, \ldots, W_1 \) performs comparably well to networks with all the layers trained. This phenomenon has been observed in numerous numerical studies, such as [60], where the entries of the matrices \( W_N, \ldots, W_1 \) are chosen entirely randomly. This practice has also become fundamental to feasible implementations of recurrent neural network (RNN) theory and reservoir computing, as studied in [47, 48, 49, 4, 90], where training speed becomes a key factor in determining the feasibility of the RNN and reservoir computing paradigms.

Following this practice, the hypothesis class of alternative factor-models to be considered in the arbitrage-free regularization problem, effectively reduces from (51) to

\[
\phi(t, \beta, u) = \beta^T W f(u + t),
\]

where \( W \triangleq W_{N+1}, f \triangleq \rho \circ W_N \circ \cdots \circ \rho \circ W_1(u + t), \) and \( W_1, \ldots, W_N \) are initialized either randomly or otherwise. In this implementation, \( F \) is initialized implicitly through the following optimization problem

\[
\hat{f} \in \argmin \int_0^{\tilde{T}} (f_i(u) - \phi_i(u))^p e^{-|u|^\kappa} du,
\]

where the argmin is taken over all deep feedforward neural networks, as in (51), with fixed depth \( N \), fixed height equal (dimension of each \( W_i \)), fixed \( \tilde{T} > 0 \), input \( \mathbb{R} \), and output in \( \mathbb{R}^3 \). The network \( f \) in (52) is then defined by removing the final layer from \( \hat{f} \). The removal of the final layer both increases the dimension of the output of \( f \), which provides more flexibility when optimizing (AFReg) over (52), and simultaneously ensures that \( f \) is capable of describing the original factor-model of ATS type.

Furthermore, under the simplified structure provided by the hypothesis class (52), the quantity \( \Lambda^u_t(\phi) \) in (35), defining the arbitrage-penalty, can be further simplified. A brief computation shows for any \( \phi \) as in (52), \( \Lambda^u_t(\phi) \) simplifies to

\[
\Lambda^u_t(W) \triangleq \left| W^0 f(u) - W^0 f(0) + \sum_{i=1}^{d} \gamma^i W^i F(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{i,j} F(u)^*(W^i)^*W^j F(u) \right|^p + \sum_{k=1}^{d} \left| W^k f(u) - W^k f(0) + \sum_{i=1}^{d} \gamma^{k,i} W^i F(u) - \frac{1}{2} \sum_{i,j=1}^{d} \alpha^{k;i,j} F(u)^*(W^i)^*W^j F(u) \right|^p,
\]

where \( F(u) \triangleq \int_0^u f(s)ds \) with the integration is defined component-wise and where \( W^* \) denotes the transpose of \( W \) and \( W^i \) denotes the \( i^{th} \) row of the matrix \( W \).
3.2 Numerical Implementations

The performance of the arbitrage-free regularization methodology will now be applied to two factor-models, of affine type, and its performance will be evaluated numerically. The first factor-model is the commonly used dynamic Nelson-Siegel model of [27] and the second is a machine learning extension of the classical PCA approach to term-structure modeling. The performance of the arbitrage-free regularization, for each model, will be benchmarked against both the original factor-models and against the HJM-extension of the Vasiček model. The Vasiček model is a natural benchmark since, as shown in [6], it is consistent with a low-dimensional factor-model. Therefore, each of the factor-models contains roughly the same number of driving factors; which ensures that the comparisons are considered fair.

The data-set for this implementation consists of German bond data for 31 maturities with observations obtained on 1273 trading days from January 4th 2010 to December 30th 2014. As is common practice in machine learning, further details of our code as the implementation itself can be found on [69].

As described in (52)-(54), the solution to the arbitrage-free regularization (AFReg), will be numerically approximated using initialized deep feed-forward neural networks. The initialization network \( f \), of (52), is selected to have fixed depth \( N = 5 \), fixed height \( d = d_i = 10^2 \) for all but the first and last layers, and its weights is learned using the ADAM algorithm of [65]. The meta-parameters \( p = 2 \) and \( \kappa = 1 \) are chosen empirically, and the parameters of the Ornstein-Uhlenbeck process are estimated following the maximum-likelihood procedure described in [78]. Once the model parameters have been learned, and the factor-model optimizing (AFReg) has been learned, the one day ahead predictions of the stochastic factors are obtained through Kalman filter estimates, see [2] for details on the Kalman filter. These predictions are then compared to the realized next-day bond prices.

Before turning to the model’s performance, each factor-model will be briefly overviewed.

3.2.1 Model 1: The Dynamic Nelson-Siegel Model

The Nelson-Siegel family is a low-dimensional family of forward-rate curve models used by various countries’ central banks to produce forward-rate or yield curves. As discussed in [11], Finland, Italy, and Spain are such examples with other countries such as Canada, Belgium, and France relying on a slight extension of this model. The Nelson-Siegel model’s popularity is largely due to its interpretable factors and satisfactory empirical performance. It is defined by

\[
\varphi(t, \beta, u) \triangleq \beta^1 + \beta^2 e^{-(u+t)\tau} + \beta^3 (u + t)e^{-(u+t)\tau},
\]

(55)

where, as discussed in [27], the first factor represents the long-term level of the forward-rate curve, the second represents its shape, the third represents its curvature, and \( \tau \) is a shape parameter; typically kept fixed.

Since market conditions are continually changing, the Nelson-Siegel model is typically extended from a static state-space model to a dynamic state-space model, by replacing the static choice of \( \beta \) with a three-dimensional Ornstein-Uhlenbeck process and fixing the shape parameter \( \tau > 0 \), as in [27]. This is the dynamic Nelson-Siegel model. However, as demonstrated in [36],
the dynamic Nelson-Siegel model does not admit an equivalent measure to \( \mathbb{P} \), which makes the entire bond market simultaneously into local martingales. It was then shown in [15] that a specific additive perturbation of the Nelson-Siegel family circumvents this problem, but empirically this is observed to come at the cost of reduced predictive accuracy. In our implementation, the parameters of the Ornstein-Uhlenbeck process driving \( \beta_i^t \) will be estimated using the maximum likelihood method described in [78].

3.2.2 Model 2: An Algorithmic Affine-Term Structure Model

The dynamic Nelson-Siegel model’s shape has been developed through practitioner experience. The second factor-model considered here will be of a different type, as its factors will be learned algorithmically. Similarly to (55), first a static three-factor-model for the forward-rate curve of the form

\[
\phi(t, \beta, u) \triangleq \beta^0 + \sum_{i=1}^{3} \beta^i \phi_i(u+t),
\]

where each \( \phi_1, \ldots, \phi_3 \) are the first three principal components of the forward-rate curve; calibrated on the first 100 days of data. Then, a time-series for the \( \beta^i \) parameters is generated, again using the first 100 days of data, where on each day \( \beta_0, \ldots, \beta_3 \) optimizes a cross-validated LASSO regression problem, as introduced in [87], with the response variables being the points observed on that day’s observed forward-rate curve. Finally, analogously to the dynamic Nelson-Siegel model, an \( \mathbb{R}^4 \)-valued of the Ornstein-Uhlenbeck process is calibrated to the time-series of the \( \beta^i \) parameters using the maximum likelihood methodology outlined in [78]. This defines an affine-term structure model, whose factor-model \( \phi \) represents a linear combination the principal components of the forward-rate curve and an intercept, and whose stochastic factors \( \beta^i_t \) are calibrated to solutions to daily cross-validated LASSO regularized regression problems. We will denote this model by dPCA and its arbitrage-free regularization by AF-Reg(dPCA).

3.2.3 Results

Tables 1, 2, 3, 4 compare the predictive performance of the Vasiček (Vasiček), dPCA, AF-Reg(dPCA), the dynamic Nelson-Siegel Model (dNS), the arbitrage-free Nelson-Siegel model of [15] (AFNS), and the arbitrage-free regularization of the dynamic Nelson-Siegel Model (AF-Reg(NS)). The predictive quality is quantified by the estimated mean-squared errors when making one day-ahead predictions of the bond price for each maturity, for all but the first days in our data-set. The lowest estimated mean-squared error recorded are highlighted using bold font and the second lowest estimated mean-squared error on each maturity are emphasized using italics.
| Model \ Maturity | 0.5 | 1   | 2    | 3    | 4  |
|------------------|-----|-----|------|------|----|
| Vasićek          | 3.155e-01 | 4.323e-01 | 3.622e-01 | 1.950e-01 | 5.730e-02 |
| dPCA             | 2.526e-01 | 4.349e-01 | 4.176e-01 | 2.526e-01 | 9.261e-02 |
| AF-Reg(dPCA)     | 8.066e-01 | 6.943e-01 | 5.110e-01 | 2.755e-01 | 9.588e-02 |
| NS               | 4.513e-02 | 1.479e-01 | 2.134e-01 | 1.477e-01 | 5.968e-02 |
| AFNS             | 4.513e-02 | 1.479e-01 | 2.134e-01 | 1.477e-01 | 5.968e-02 |
| AF-Reg(NS)       | **2.903e-02** | **9.514e-02** | **1.601e-01** | **1.235e-01** | **6.482e-02** |
| Vasićek          | 7.735e-03 | 1.996e-04 | 1.024e-03 | 1.480e-03 | 1.348e-03 |
| dPCA             | 2.193e-02 | 3.326e-03 | **3.119e-04** | **1.897e-05** | **8.097e-07** |
| AF-Reg(dPCA)     | 2.221e-02 | 3.340e-03 | 3.123e-04 | 1.898e-05 | 8.099e-07 |
| NS               | 1.972e-02 | 8.13e-03  | 5.323e-03 | 3.925e-03 | 2.998e-03 |
| AFNS             | 1.972e-02 | 8.13e-03  | 5.323e-03 | 3.925e-03 | 2.998e-03 |
| AF-Reg(NS)       | 3.579e-02 | 2.236e-02 | 1.523e-02 | 1.050e-02 | 7.308e-03 |

Table 1: (Short): MSE Comparisons for 1-day ahead bond-price predictions.

| Model \ Maturity | 10   | 11   | 12    | 13    | 14    |
|------------------|------|------|-------|-------|-------|
| Vasićek          | 1.108e-03 | 9.002e-04 | 7.382e-04 | 6.125e-04 | 5.135e-04 |
| dPCA             | **2.578e-08** | **6.328e-10** | **1.433e-11** | **2.607e-13** | **4.179e-15** |
| AF-Reg(dPCA)     | 2.579e-08 | 6.328e-10 | 1.433e-11 | 2.607e-13 | 4.179e-15 |
| NS               | 2.381e-03 | 1.969e-03 | 1.686e-03 | 1.484e-03 | 1.337e-03 |
| AFNS             | 2.381e-03 | 1.969e-03 | 1.686e-03 | 1.484e-03 | 1.337e-03 |
| AF-Reg(NS)       | 5.215e-03 | 3.827e-03 | 2.885e-03 | 2.229e-03 | 1.761e-03 |
| Vasićek          | 4.342e-04 | 3.698e-04 | 3.169e-04 | 2.729e-04 | 2.360e-04 |
| dPCA             | **6.714e-17** | **9.566e-19** | **1.426e-20** | **1.819e-22** | **2.749e-24** |
| AF-Reg(dPCA)     | **6.714e-17** | **9.566e-19** | **1.426e-20** | **1.819e-22** | **2.749e-24** |
| NS               | 1.225e-03 | 1.138e-03 | 1.069e-03 | 1.012e-03 | 9.639e-04 |
| AFNS             | 1.225e-03 | 1.138e-03 | 1.069e-03 | 1.012e-03 | 9.639e-04 |
| AF-Reg(NS)       | 1.422e-03 | 1.171e-03 | 9.831e-04 | 8.406e-04 | 7.316e-04 |

Table 2: (Mid): MSE Comparisons for 1-day ahead bond-price predictions.
Our numerical implementations highlight a few key facts about the arbitrage-free regularization methodology. First, for nearly every maturity, the empirical performance of the arbitrage-free regularization of a factor-model is comparable to the original factor-model. An analogous phenomenon was observed in [25] when projecting infinite-dimensional arbitrage-free HJM models onto the finite-dimensional manifold of Nelson-Siegel curves. Therefore, correcting for arbitrage does not come at a significant predictive cost. However, it does come with the benefit of making the model theoretically sound and compatible with the techniques of arbitrage-pricing theory.

Second, since (AFReg) incorporates an additional constraint into the modeling procedure the arbitrage-free regularization of a factor-model has a reduction in performance as compared to the initial factor-model. This phenomenon, has also been observed empirically in [15] for the arbitrage-free Nelson-Siegel correction of the dynamic Nelson-Siegel model. Therefore, one should not expect to improve on the predictive performance of the initial factor-model by correcting for the existence of arbitrage.

Third, the empirical performance of AF-Reg(dPCA) was significantly better than the empirical performance of the other arbitrage-free models, namely AFNS, AF-Reg(NS), and the Vasićek model, across nearly all maturities. This was especially true for mid and long maturity zero-coupon bonds. Moreover, analogous to our second point, the performance of AF-Reg(dPCA)
and dPCA were comparable. Similarly, for most maturities, the empirical performance of the AFNS, dNS, and AF-Reg(NS) models were all similar and notably lower than the performance of the AF-Reg(dPCA), dPCA, and Vasicek models. This emphasizes the fact that arbitrage-free regularization methodology produces performant models only if the original model itself produces accurate predictions. Therefore, it is up to the modeller to make an appropriate choice of model; however the methodology used to develop dPCA and AF-Reg(dPCA) could be used as a generic starting point.

Care must be taken in selecting an appropriate factor-model. However, since the arbitrage-free regularization methodology applies to nearly any factor-model, one may use any methodology to produce a accurate factor-model and then appeal to arbitrage-free regularization to make it theoretically consistent at a small cost in performance. This opens the possibility to applying machine learning models, such as dPCA to finance without the worry that they are, or are not, arbitrage-free since their arbitrage-free regularization is well-defined. Furthermore, the flexibility of deep feed-forward neural networks allows one to implement (AFReg). This problem may have been previously unfeasible before the advent of this generic computational method.

We summarize the contributions made in by this article.

4 Conclusion

This paper introduced a novel model-selection problem and approach was introduced for learning arbitrage-free factor-models in a generalized HJM-type framework, as formulated by (AFProj). By exploiting the structure of our generalized HJM-type models, a generalization of the consistency condition of [36] and the drift condition of [55] was obtained in Proposition 2.1, from which the alternative computationally-tractable model selection (AFReg) could be formulated. Using techniques from the theory of Γ-convergence, introduced by [21], Theorem 2.5 showed that the optimizers of the tractable model selection (AFReg) converge to an optimizer of the computationally intractable model-selection (AFProj).

Returning to the setting of term-structure models, Theorem 3.1 affirmed that the conditions for Theorem 2.5 are indeed met in the affine term-structure setting, and a reduced form of (AFReg) was obtained. Following Theorem 3.1, a deep-learning approach to optimization (AFReg) was taken, and numerical experiments were considered comparing the arbitrage-free regularization approach applied to the dynamic Nelson-Siegel and an algorithmically generated model to other comparable models. It was found that, in general, the arbitrage-free regularization method did not come at a significant predictive cost in making 1-day ahead bond price predictions.

Therefore, the arbitrage-free regularization methodology allows one to utilize algorithmic models, such as dPCA, in a way which is consistent with the efficient market hypothesis and with arbitrage-pricing theory without a notable loss in performance. In future research, the authors plan to evaluate the performance of algorithmic factors model in other types of large financial market, in a way which is consistent with classical arbitrage pricing theory, using the arbitrage-free regularization methodology.
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