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Abstract
Digital watermark is a commonly used technique to protect the copyright of medias. Simultaneously, to increase the robustness of watermark, attacking technique, such as watermark removal, also gets the attention from the community. Previous watermark removal methods require to gain the watermark location from users or train a multi-task network to recover the background indiscriminately. However, when jointly learning, the network performs better on watermark detection than recovering the texture. Inspired by this observation and to erase the visible watermarks blindly, we propose a novel two-stage framework with a stacked attention-guided ResUNets to simulate the process of detection, removal and refinement. In the first stage, we design a multi-task network called SplitNet. It learns the basis features for three sub tasks altogether while the task-specific features separately use multiple channel attentions. Then, with the predicted mask and coarser restored image, we design RefineNet to smooth the watermarked region with a mask-guided spatial attention. Besides network structure, the proposed algorithm also combines multiple perceptual losses for better quality both visually and numerically. We extensively evaluate our algorithm over four different datasets under various settings and the experiments show that our approach outperforms other state-of-the-art methods by a large margin. The code is available at: http://github.com/vinthony/deep-blind-watermark-removal.

Introduction
Sharing rich contents such as images, audios or videos on social media has become a significant trend recently. Thus, digital watermarks, especially the visible ones, are used to credit the affiliation of the digital media. In general, the media vendor or the users assume the embedded watermarks are robust to various attacks, such as JPEG compression and the removal techniques. Also, the watermarks should have minimal visual influences on recognizing the original media contents. The robustness of the watermarking systems is a very important multimedia security issue for protecting the copyright or ownership of the digital media. Therefore, many research work have been studying the watermark removal methods to verify and improve the resilience of digital watermarks.
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Figure 1: We propose an end-to-end, two-stage method to remove the visible watermark from a single image without any prior knowledge or user input. In the first stage, we use a multi-task attention-guided network to predict the coarser background (b), the location of watermark (e), and the recovered watermark (g). Then, the second-stage network uses (b) and (e) as input and learns the final results (c).

Since the invention of the watermark, removal techniques (Huang and Wu 2004; Park, Tai, and Kweon 2012; Pei and Zeng 2006) have been developed to attack them synchronously. In some previous work, detecting the location is a precondition for removing because it is relatively easier to match the features with the known mask. After getting the location, the watermark can be removed by image inpainting (Huang and Wu 2004) or features matching (Park, Tai, and Kweon 2012; Pei and Zeng 2006). On the other hand, since the single image-based watermark removal is difficult, multiple images with the same watermarks (Dekel et al. 2017; Gandelsman, Shocher, and Irani 2019) supply a strong prior knowledge for removing. However, erasing the watermark interactively and using multiple images restrict the application range of previous methods. Recently, Hertz et al. (2019) use a multi-task network to remove the watermark with a single image blindly for the first time. Nevertheless, as discussed in the previous work (Liu et al. 2018; Cun and Pun 2020; Ulyanov, Vedaldi, and Lempitsky 2018), the watermarked regions should be learnt explicitly using the carefully designed blocks. Thus, we propose a novel method...
to tackle these issues and follow it for further study.

The basic idea behind the proposed two-stage framework is: Considering the framework of multi-task learning, watermark removal is more complicated than detection due to the texture non-harmony. Thus, further refinement is necessary. As shown in Fig. 1 if the background (b), predicted mask (e) and watermark (g) are generated from a single network, the background (b) performs worse compared with other tasks. It might be because the watermark removal should restore the exactly pixel values from the degraded region while the watermark detection only need to gain the binary mask. Consequently, although a single multi-task network can be used for watermark removal as in [Hertz et al. 2019], it is still necessary to smooth the watermarked region, and we refine it with another network using the predicted mask (e).

To model the analysis above, in this paper, we propose SplitNet and RefineNet, a novel attention-guided two-stage framework using Residual Block-based UNet (ResUNet) (Hertz et al. 2019) as the backbone of each stage. In SplitNet, we jointly learn three tasks (watermark removal, detection and recovery) using a single encoder and multiple decoders as in [Hertz et al. 2019]. Differently, we improve the performance of the original method with several modifications. Firstly, inspired by the recent works in multi-domain learning (Wang et al. 2019), we share the parameters in all three decoders while learning the bias for each task separately using channel attentions (Hu et al. 2018). In the second stage, we propose RefineNet to further refine the masked region pixels with the predicted mask and coarser results in SplitNet. Moreover, spatial-separated attention module (Cun and Pun 2020) is involved into RefineNet and learns the masked region specifically. Besides two stage framework, the simple pixel-wise L1 loss in (Hertz et al. 2019) might also produce the blur results in the restored region. Thus, similar to the image super-resolution (Justin, Alexandre, and Li 2016) and reflection removal task (Zhang et al. 2018), we use the deep perceptual loss (Justin, Alexandre, and Li 2016) and SSIM loss (Wang et al. 2004) for better visual and numerical quality. The main contributions of the paper are as follows:

• We consider the task differences in multi-task watermark removal for the first time and formulat it as a two-stage framework by prediction and harmonization.

• In SplitNet, we regard the joint learning framework as a multi-domain learning problem and propose an accurate and compact model by domain (task)-specific attention.

• In RefineNet, we use the predicted mask and involve the mask-guided spatial attention modules for further harmonize the predicted regions.

• The results show that our approach outperforms various state-of-the-art methods by a large margin.

Related Work

Visible Watermark Removal Digital watermarks play an important role in commercial digital copyright protection. Most previous watermark removal methods need to indicate the location of the watermark with the user before removing it by hand-crafted features, such as independent component analysis (Pei and Zeng 2006) and color space transformation (Park, Tai, and Kweon 2012). Besides, multiple images based visible watermark removal has also been widely investigated (Dekel et al. 2017; Gandelsman, Shocher, and Irani 2019). However, these methods require more prior knowledge, and removing the watermark by specific features only works on limited samples.

More recently, deep learning-based methods show great power in many computer vision tasks (He et al. 2016), which has also been used to remove visible watermarks (Li et al. 2019; Cheng et al. 2018; Hertz et al. 2019). However, a pre-trained watermark detector is necessary beforehand (Cheng et al. 2018), or they only consider watermark removal as an image-to-image translation problem (Li et al. 2019) as pix2pix (Isola et al. 2017). Besides, their dataset only contains gray-scale watermarks. Nevertheless, colorful images are more general nowadays. More recently, Hertz et al. (2019) design a novel deep learning-based method to detect, remove, and recover the motif in a single forward. However, their method still pays little attention to learning the degraded region specifically.

Image In-painting After identifying the specific watermark location by users, image in-painting techniques can also be used to remove the visible watermarks (Huang and Wu 2004). Thus, attention-guided in-painting methods, such as Partial Convolution (Liu et al. 2018), Contextual Attention (Yu et al. 2018) and Gated Convolution (Yu et al. 2019) may also serve to watermark removal. However, in-painting based watermark removal methods are supposed to point out the watermark location in the image by users. Moreover, in-painting based methods completely erase the masked region, and the background context will be re-generated by the neural network other than re-using the texture from the input. Differently, in the task of watermark removal, the transparent watermark contains both background and foreground information. Ignoring background cures will destroy the original structure, gaining undesired results. More importantly, due to the highly ill-posed of image in-painting, current methods only work on limited types of images, such as faces. Differently, our method can work in the wild with the help of transparent information.

Image Restoration Our task can also be considered as image restoration which only needs to restore certain regions. Thus, Blind shadow removal (Wang, Li, and Yang 2018) Ding et al. (2019); Cun, Pun, and Shi (2020), blind image harmonization (Cun and Pun 2020) and reflection separation (Zhang, Ng, and Chen 2018; Yang et al. 2018) share a similar goal with our task. However, the related tasks have limited resources compared with ours. For example, in blind shadow removal, the network only gets supervisions from the shadow-free image and the corresponding shadow mask, and it is impossible to get the ground truth shadow for learning jointly. Reflection removal/separation can generate paired reflection and transmission images from the dataset while it is hard to get the reflected region (mask) as supervision. Luckily, more information can be easily collected and used in our task, such as watermark location and content.
Proposed Method

We regard the blind single image-based visible watermark removal as a two-stage task. As shown in Fig. 2 in the first stage, given a single watermarked image $I$, we propose SplitNet $F$, a multi-task ResUNet inspired by multi-domain learning, to generate the coarser intermediate results: the recovered background image $F_{bg}(I)$, the location (mask) of watermark $F_{m}(I)$ and the recovered watermark $F_{wm}(I)$. Thus, the coarser restored image $I_{coarse}$ can be written as:

$$I_{coarse} = F_{bg}(I) \times F_{m}(I) + I \times (1 - F_{m}(I))$$  \hspace{1cm} (1)

As discussed previously, due to the difficulty of the tasks are different, further refinement is necessary for watermark removal. Thus, we propose RefineNet $R$ as the second stage, which uses $I_{coarse}$ and $F_{m}(I)$ to generate the final result $I_{final}$ and this network smooths the predicted watermarked region using a spatial attention mechanism. Finally, the refined result $I_{final}$ can be formulated by the predicted mask $F_{m}(I)$ and the original input $I$:

$$I_{final} = R(I_{coarse}, F_{m}(I)) \times F_{m}(I) + I \times (1 - F_{m}(I))$$  \hspace{1cm} (2)

Note that, although the proposed method is a cascaded framework, the inputs of the second network are totally generated by the output of the first stage. Thus, our network can be trained and evaluated in an end-to-end fashion without any manual intervention. Below, we give the details of the proposed SplitNet, RefineNet and the loss functions.

**SplitNet**

It has been widely testified in various computer vision tasks [Liu, Johns, and Davison 2019; Ruder 2017; Wang and Forsyth 2009] that learning multiple related targets jointly can boost the performance of a single task. Thus, we propose SplitNet, a multi-task network jointly learn the watermark, background and mask (as shown in Fig. 2) in the first stage. Similar to [Hertz et al. 2019], our network uses the residual block based UNet (Isola et al. 2017; Hertz et al. 2019; He et al. 2016) (ResUNet) as the basic encoder-decoder structure. Specifically, we build a shared encoder and multiple decoders as the main structure and each encoder/decoder contains 5 different scales of stacked (3 in each scale) ResBlocks to capture the multi-scale features. Getting benefits from the locally skip-connections in ResBlocks and globally skip-connections between the encoder and decoder, this backbone shows superior performance.

Different from previous work, we consider the joint learning framework as a multi-domain learning problem (Xiao, Gu, and Zhang 2020; Wang et al. 2019; Liu, Johns, and Davison 2019) in this task for the first time. In multi-domain learning, to learn an efficient model, almost all the parameters are shared in the training process while each domain needs to be emphasized using different parameters. Similarly, the three tasks in our framework focus on learning one spatial region and each task has to learn its specific features for individual reconstruction. In detail, we share the learn-able parameters in all three high-level decoders altogether and learn the specific feature for each task by domain attentions individually. This strategy helps us build a more efficient and effective model. To model this observation, inspired by SE-Net [Hu et al. 2018], we design the task-specific attentions to re-weight the importance of the channels for each decoder (task). Fig. 3 gives a close look at the proposed framework in the decoder over multiple shared branches. In each level of the decoders, we learn the basis features for all three tasks using the ResBlocks. After that, these basis features are re-weighted by the task-specific attentions. The detailed structure of the task-specific attention is also illustrated in the Fig. 3.

Moreover, we optimize the structure of the original Res-
The features from encoder and decoder. Then, with the S2AM block in Hertz et al. (2019) for stable training. Since it is not the main contribution of our paper, we give a more detailed explanation in the supplementary material.

**RefineNet**

The quality of the restored region remains poor if we predict the watermark-free image and mask from a single multi-task network (as shown in Fig. 1). However, the predicted mask achieves satisfying result, which might be because the texture recovery is far more difficult than detection. Therefore, we propose RefineNet for further refinement using the predicted coarse background and the location of watermark (mask) from SplitNet.

As discussed in previous works (Liu et al. 2018; Ulyanov, Vedaldi, and Lempitsky 2018), if we directly feed the mask and coarser results to UNet, the naive network might not focus on learning the masked region. Thus, inspired by the recently proposed Spatial-Separated Attention Module (S2AM (Cun and Pun 2020)) for image harmonization, we refine the predicted masked regions through the attention-guided network. Nevertheless, as a part of input, taking the mask from user is necessary in the original S2AM. Hence, we regard the predicted mask from SplitNet as a trustworthy label, feeding it into the RefineNet as both additional input channel and the mask of S2AM block (as shown in Fig. 2). Moreover, since the ResBlock based network has been proven to capture the low-level feature well (Hertz et al. 2019), we replace the original eight layers UNet in S2AM with the proposed five layers ResBlock-based backbone as SplitNet. Then, the S2AM is inserted in the two coarser levels of the decoder. Below, we give a short review of S2AM and details of the overall network structure.

S2AM is initially proposed in image harmonization to match the low-level features between the masked foreground and non-masked background. As shown in the Fig. 3, the S2AM block is inserted after the concatenation between the features from encoder and decoder. Then, with the help of the hard-coded mask, three channel attentions (SE-Block (Hu et al. 2018)) are applied to re-weight the original features automatically. More details of S2AM can be found in Cun and Pun 2020.

**Loss Functions**

The proposed framework is supposed to optimize multiple targets at the same time. The predicted results include three outputs from SplitNet: the predicted background $I_{coarse}$, the mask $M'$ of watermark location, and the reconstructed watermark $I_{sum}$. Also, the final prediction $I_{final}$ comes from RefineNet. Below, we introduce the details in each part of the loss functions.

**Losses for Watermark Removal** Optimizing the losses of watermark removal is the main target of our framework, which contains multiple parts. Firstly, following the previous work (Hertz et al. 2019), we use the relative L1 loss over the ground truth mask $M$ by $\ell_M = \frac{1}{sum(M)}||M \times F_{bg}(I) - M \times I_{gt}||_1$ to learn the masked region particularly, where $F_{bg}(I)$ is the direct output for background prediction. As suggested by Hertz et al. (2019), calculating the loss on $M$ only helps to prevent the early over-fitting. Moreover, we add an additional loss over the predicted mask $\ell^M_{pred} = \frac{1}{sum(M')}||M' \times F_{bg}(I) - M \times I_{gt}||_1$ to squeeze the gap between the prediction and ground truth. Because when testing, we need to recover the image using the predicted mask (as in Eq. 1 Eq. 3).

Besides, we also measure the quality of the recovered images $I_{coarse}$ and $I_{final}$. Computing the losses over the full image enables us to interpolate the frequently used perception losses into our system for better visual quality, such as deep perception loss $\Phi_{vgg}$ (Zhang et al. 2018), Justin, Alexandre, and L (2016) and SSIM loss $\Psi_{ssim}$ (Zhao et al. 2016; Wang et al. 2004). In deep perceptual loss (Zhang et al. 2018), we extract the features between target and the predicted image from the pre-trained VGG16 (Simonyan and Zisserman 2014) in the layers of CONV1,2.
CONV2, CONV3, and then measure the $L_1$ distance in the feature domain. Finally, the total loss in the coarser stage $\ell_{\text{coarse}}$ and the final stage $\ell_{\text{final}}$ can be written as:

$$
\ell_x = \alpha \sum_{k \in 1.2.3} ||\Phi_{vgg}(I_x) - \Phi_{vgg}(I_{gt})||_1 + \ell_{r}^{\beta} + \beta \Phi_{ssim}(I_x, I_{gt}) + ||I_x - I_{gt}||_1 + \ell_{\text{pred}},
$$

where the recovered images $I_x(x \in \{\text{coarse, final}\})$ are from SplitNet and RefineNet by Eq. 1 and Eq. 2. We set all the $\alpha = 0.025$ and $\beta = 0.15$ in $\ell_{\text{coarse}}$ and $\ell_{\text{refine}}$.

**Losses for Watermark Detection** Similar to salient object and shadow detection, detecting the watermarked region is a binary pixel-level segmentation. Thus, we choose Binary Cross Entropy as the loss function, which can be written as:

$$
\ell_m = M \log(M') + (1 - M) \log(1 - M'),
$$

where $M$ and $M'$ are the ground truth mask and the predicted mask, respectively.

**Losses for Watermark Recovery** Because the target watermark is also available in the proposed dataset, we measure the restored watermark with the original one over the masked region as $\ell_{wm}$. Following the relative $L_1$ losses $\ell_{\text{pred}}$ and $\ell_{\text{gt}}$ for watermark removal, $\ell_{wm}$ is defined as:

$$
\ell_{wm} = \ell_{\text{pred}} + \ell_{\text{gt}}',
$$

where $\ell_{\text{pred}}'$ and $\ell_{\text{gt}}'$ represent the relative $L_1$ loss on the restored watermark $F_{wm}(I)$.

Overall, the total loss $\ell_{\text{all}}$ in our algorithm is a combination of the losses above:

$$
\ell_{\text{all}} = \ell_{\text{coarse}} + \ell_{\text{refine}} + \ell_{wm} + \ell_m.
$$

**Dataset Acquisition**

Because there is no public available dataset containing all necessary information in our framework, we synthesize multiple datasets for different purposes to evaluate the proposed method. We argue that these datasets may be sufficient enough for real-world cases since these watermarks are also man-made by software.

In detail, we choose the background (host) images from VAL2014 subset of the MSCOCO (Lin et al. 2014) dataset, which is similar to the previous work on visual motif removal (Hertz et al. 2019) and image harmonization (Cun and Pun 2020). Differently, to simulate the real-world watermarks, we collect over 1k different and famous logos from the Internet. Then, the watermarked samples are generated by natural images and the watermark (logo) in different locations, semi-transparency and sizes randomly. Each training/testing sample contains the synthesized watermarked image, the original background, the watermark and the mask of the watermark for supervisions. All the watermarks and the background images are non-overlapping in training and validation partition, showing the advantage of the algorithms in the unseen samples. We also analyze the distribution of the size, transparency, and class in the watermark to avoid the dataset bias. More details can be found in the supplementary material. Below, we give the detail settings of the four synthesized datasets:

1We will open source all the synthesized datasets for further research and comparison.

**LOGO-L** We synthesize over 12K training and 2K test samples using 40% of the images and logos, respectively. In the dataset, the transparency of the watermarks ranges from 35% to 60%. Also, the watermarks are resized to 35% to 60% of the width (or height) of the host images. Thus, This dataset is an easier one because the watermark size is relatively small and the background is easily recognized through the watermarked area.

**LOGO-H** We create a harder sub-dataset in LOGO-H containing the same quantity of samples as LOGO-L. The watermark size in this dataset accounts for 60% to 85% of the host image. Besides, we also randomly set the transparency from 60% to 85%. Thus, the watermark in this dataset is difficult to be removed due to the missing texture and the larger degraded regions.

**LOGO-Gray** In real cases, the embedded watermark is usually a gray-scale image. Therefore, we create a LOGO-Gray sub-dataset to evaluate the performance which only contains gray-scale watermarks. This dataset also includes 12K images for training and 2K images for testing, as in LOGO-L and LOGO-H. The transparency and the size of the watermark are randomly chosen from 35% to 85%.

**LOGO30K** We create a larger dataset by synthesizing the watermarks with various size, location, and transparency. In LOGO30K, up to 28k and 4k images will be trained and tested respectively. The watermark size and the transparency range from 35% to 85%.

**Experiments**

**Implementation details** We use PyTorch (Paszke et al. 2019) with CUDA v10.0 to implement our algorithm. To simplify the task and compare fairly, we conduct all the experiments on the image with a resolution of 256 x 256 and run 100 epochs for converging. The training batch size equals to 4, and all the optimizers are Adam (Kingma and Ba 2014) with the learning rate of $1e^{-3}$. Following previous works (Hertz et al. 2019; Cun and Pun 2020), we evaluate our approach with other state-of-the-art methods on the proposed four datasets using several popular numerical criteria, such as Structural Similarity (SSIM (Wang et al. 2004), Peak Signal-to-Noise Radio (PSNR) and the deep perceptual similarity (LPIPS (Zhang et al. 2018)).

**Comparisons with state-of-the-art methods** Nowadays, few visible watermark removal methods are based on deep learning, expect for the most related blind visual motif removal method BVMR (Hertz et al. 2019) and the deep watermark removal methods (Cheng et al. 2018; Li et al. 2019) using the UNet-like (Isola et al. 2017) structures in image-to-image translation. Thus, we also compare our algorithm with some learning-based methods on related tasks. For example, blind image harmonization on a soft-masked version of the spatial-separated attention model (BS$^2$AM (Cun and Pun 2020)); the learning-based reflection separation method (SIRF (Zhang et al. 2018)), which uses context aggregation network and perceptual loss; attention-guided dual hierarchical aggregation network for blind shadow removal (DHAN (Cun, Pun, and Shi 2020)). As shown in
Table 1: Comparisons between the proposed method and other state-of-the-art methods on all synthesized datasets.

| Metrics | LOGO-H | LOGO-L | LOGO-Gray | LOGO-30K |
|---------|--------|--------|-----------|----------|
| Original | 28.33  | 0.9579 | 0.0748    | 31.01    |
| UNet    | 30.51  | 0.9612 | 0.0544    | 33.27    |
| SIRF    | 32.35  | 0.9673 | 0.0801    | 34.63    |
| BS²AM   | 31.93  | 0.9677 | 0.0445    | 34.88    |
| DHAN    | 35.68  | 0.9809 | 0.0661    | 37.67    |
| BVMR    | 36.51  | 0.9799 | 0.0237    | 38.28    |
| Ours    | 40.05  | 0.9897 | 0.0115    | 41.27    |

Figure 5: Comparison with state-of-the-art methods on the proposed four synthesized datasets. These four images are taken from LOGO-30K, LOGO-Gray, LOGO-L and LOGO-H from top to bottom.

Tab. 1, our algorithm achieves much better results in both shallow perceptual metrics (PSNR, SSIM) and deep perceptual criterion (LPIPS). The significant improvement on the harder sub-dataset LOGO-H verifies the assumption that a single model cannot work perfectly in the masked region removal. Besides numeric metrics, our method also shows better visual quality than others. As shown in Fig. 5, naive UNet-based methods (UNet, BS²AM) fail when the watermark is large and the transparency is low. Both SIRF and GFSR can only remove certain parts of the watermark because their methods use limited supervisions. For instance, SIRF separates the layers from the watermark and background, and GFSR learns to remove and detect jointly. Although BVMR outperforms other previous methods, it also shows noticeable artifacts due to the detection errors and texture misunderstanding. Differently, the proposed method uses all the information as supervisions and shows much better results. Interestingly, in some samples (such as the top one in Fig. 5), our method cannot completely recover the color and texture of the background, while the images look more natural than other methods. This phenomenon also indicates the advantage of the proposed two-stage network with texture harmony in the masked region. We show more comparisons on the synthesized datasets and on “real world” samples (Dekel et al. 2017) in the supplementary material.

Ablation Studies As shown in Tab. 2, we evaluate the necessity of each component in our framework by removing or replacing it with other alternatives. We start the ablation study using the basic structure of ResUNet (Hertz et al. 2019) as our SplitNet (ResS). Then, we build the proposed framework by adding the naive ResUNet as RefineNet (ResB). However, the naive RefineNet cannot improve the performance, especially on SSIM. It might be because the refinement is essential in the masked region. Thus, when we add the S²AM module into the ResUNet(ResS²AM), the RefineNet gains the knowledge
Table 2: Ablation study on the LOGO-Gray dataset.

| SplitNet   | RefineNet | additional loss | PSNR   | SSIM  |
|------------|-----------|-----------------|--------|-------|
| ResB       | ResB      |                 | 38.90  | 0.9873|
| ResB       | ResB      | Res\textsuperscript{2} AM | 39.34  | 0.9872|
| iResB      | iRes\textsuperscript{2} AM | \ell_{\text{ssim}} | 40.05  | 0.9895|
| iResBat    | iRes\textsuperscript{2} AM | \ell_{\text{ssim}} | 41.87  | 0.9925|
| iResBat    | iRes\textsuperscript{2} AM | \ell_{\text{ssim}} + \ell_{\text{vgg}} | 41.89  | 0.9927|

Table 3: Comparison our method with BVMR.

| Methods                  | Parameters | PSNR   | SSIM  |
|--------------------------|------------|--------|-------|
| BVMR (original)          | 20.51M     | 38.90  | 0.9873|
| BVMR (channel=44)        | 38.77M     | 37.18  | 0.9832|
| BVMR (channel=48)        | 46.14M     | 37.78  | 0.9847|
| BVMR (depth=6)           | 82.22M     | 36.01  | 0.9812|
| Ours                     | 32.62M     | 42.01  | 0.9928|

Figure 6: The visual quality influence of loss functions in the final results. (b) means there is only relatively \(\ell_{l_1}\) losses for watermark removal, (c) and (d) refer to the additional \(\ell_{\text{ssim}}\) and \(\ell_{\text{vgg}}\), respectively. (e) is our full losses in Eq 3.

from the predicted mask and learns to recover the masked region specifically. Besides, the proposed improved Res-Block (iResB) and task-specific attentions (iResBat) in the SplitNet also achieve significant progress. Apart from network structure, the additional perceptual losses also play a critical role in recovering the watermarked region details as shown in Fig. 6, and we also give some numerical comparisons in Table 2 to support our claims on \(\ell_{\text{vgg}}\) and \(\ell_{\text{ssim}}\).

Model Size The proposed framework contains two sub-networks, which naturally has more learning-able parameters than our baseline BVMR (Hertz et al. 2019). Consequently, the performance comparison on the fair model sizes is also necessary. As shown in Table 3 we modify the original BVMR (channel equals to 32 and depth equals to 5) to a larger network. For a fair comparison, all the networks are trained under the same loss function. Interestingly, the results of the deeper or heavier network structures in BVMR performs worse than the original one. It is not surprising that fewer parameters in BVMR lead to better results. On the one hand, it might be because the hyper-parameters of the network are the relatively best choice by network architecture searching. On the other hand, it might due to the unstable training in their network (see more discussions in supplementary material). Differently, our network adds relatively few parameters and gains much better performance.

Intermediate Results In Fig. 1 we have shown all the intermediate results in our framework for a better understanding of the proposed pipeline. It is clear that the coarse output from the SplitNet contains noticeable artifacts because SplitNet only includes a naive traditional convolution network. However, the final results in RefineNet perform better. It is also noticeable that although the predicted mask is not always completely correct in our network, it has minimal influence for the final prediction. More visualization results can be found in the supplementary material.

Limitation Our method also suffer some limitations. As shown in the Fig. 7, when the detection fails (human in the logo cannot be detected) or the textures in the watermark and background are similar, our network cannot recover the watermark perfectly. However, these issues can often be ameliorated by a larger dataset or a stronger network. Another important limitation is the running speed, the proposed method runs 31fps on 256x256 images which is slower than baseline BVMR (67fps), however, the accuracy is more meaningful than speed since our task is often used as a post-processing tool.

Figure 7: The limitation of the proposed network. Here, (b), (c) and (d) are the predicted results from our framework.

Conclusion Following the observation that detection is much easier than removal, in this paper, we propose a novel two-stage framework, SplitNet and RefineNet, for blind single image-based visible watermark removal. The SplitNet obtains the benefits from multi-task learning to generate the coarser outputs (watermark, mask and background). Also, in SplitNet, inspired by multi-domain learning, we build a compact network by sharing the parameters in the main stream decoders, while learning the task-specific attention individually. Then, the RefineNet utilizes the outputs from the previous stage and learns to refine the predicted region with spatial attention mechanism. Besides blind visual motif/watermark removal, our method could also be applied to other related tasks, such as...
as blind image harmonization, shadow removal, and reflection removal in future work.
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Supplemental Materials

Figure 8: The differences between the proposed improved ResBlock and the original ResBlock. We mark the modification in red for easier recognition. Although we merely change few layers, our method achieves better and robust results.

Differences in ResBlocks We find the training process is unstable if we directly deploy the network structure (Hertz et al. 2019). Thus, we make several improvements for better stability. As shown in Figure 8, we illustrate a single layer of the proposed improved ResBlock in the ResBlock based UNet comparing with the original. In detail, we replace all the batch normalization with instance normalization (Ulyanov, Vedaldi, and Lempitsky 2016) because our task is more similar to the style transformation task in the specific region, and the normalization should be applied for each sample. Then, we concatenate all the features after the non-linear activation other than the mixture of convolutional feature and non-linear activation in the previous work (Hertz et al. 2019). In the decoder, we also replace the original ReLU with LeakyReLU (Xu et al. 2015), which is similar to UNet in Isola et al. (2017).

The proposed structure can hugely improve network stability and performance. As shown in Figure 9, we plot the PSNR between the original ResBlock (ResB) and the proposed block (iResB) on the validation set of LOGO-L. It is obvious that the proposed block is more stable in training.

Dataset Analysis Using the training set of LOGO-Gray dataset as an example, we analyze the distribution of the type, transparency, size of the watermark in the proposed dataset. In Figure 12, the proposed dataset contains around 300 different classes (logos) for training. Almost each class has similar samples in the overall dataset, which avoids the training bias. We also plot the distribution of the transparency over all samples (as shown in Figure 10). It shows that the transparency is also equally distributed. Moreover, we analyze the watermark size among this dataset as shown in Figure 11, our dataset contains more small watermarks which is similar to the real-world distribution.

Figure 9: The PSNR of the ResBlock and the proposed iResBlock under the same network structure on the validation set of LOGO-L. It is obvious that the proposed block is more stable in training.

Proposed network can achieve better performance, and the volatility of the curve is more stable.

Figure 10: The histogram of the distribution on watermark transparency. The percentage of the transparency are distributed equally among the dataset.

More results for comparison We plot more comparisons on the synthesized dataset to show the benefits of the proposed method as Figure 14 and Figure 15. Besides, we evaluate the baseline network (BVMR) with ours on the “real”
Figure 11: We plot the distribution of the watermark area in the host image. Most watermarks are much smaller than the host image. This is in accord with the real world samples.

dataset in (Dekel et al. 2017). This dataset only contains the input samples and we only present some comparisons visually. From Figure 13, our network can remove and recover the watermark successfully. Notice that, these results are generated using the pre-trained model from LOGO-Gray dataset. This experiment shows that the proposed method generalizes well on the novel scenes.
Figure 12: The logo classes analysis in the training set of LOGO-Gray Dataset. The training subset of LOGO-Gray dataset contains 300+ different logos. Almost all the classes are equally distributed in the dataset.

Figure 13: More comparisons between our method and BVMR (Hertz et al. 2019) over the dataset in (Dekel et al. 2017).
Figure 14: More intermedia results of the proposed two-stage framework.
Figure 15: More comparisons between our method and other state-of-the-art methods over different proposed datasets.