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Abstract. Problems arising in Earth’s mantle convection involve finding the solution to Stokes systems with large viscosity contrasts. These systems contain localized features which, even with adaptive mesh refinement, result in linear systems that can be on the order of 100+ million unknowns. One common approach for preconditioning to the velocity block of these systems is to apply an Algebraic Multigrid (AMG) v-cycle (as is done in the ASPECT software, for example), however, with AMG, robustness can be difficult with respect to problem size and number of parallel processes. Additionally, we see an increase in iteration counts with adaptive refinement when using AMG. In contrast, the Geometric Multigrid (GMG) method, by using information about the geometry of the problem, should offer a more robust option.

Here we present a matrix-free GMG v-cycle which works on adaptively refined, distributed meshes, and we will compare it against the current AMG preconditioner (Trilinos ML) used in the ASPECT[2] software. We will demonstrate the robustness of GMG with respect to problem size and show scaling up to 24576 cores and 2.2B unknowns. All computations are run using the open source, finite element library deal.II.[1]

1. Introduction

The major bottleneck of computations of processes in Earth’s mantle convection is the solution of Stokes systems for velocity and pressure over a large physical domain. These systems often have large variation in their coefficients, as well as highly localized features requiring adaptive mesh refinement to yield high enough resolution while still being computationally feasible to solve. Even still, there is a desire to solve on meshes containing 100M to over 1B unknowns, which the current state-of-the-art methods are not equipped to handle.

The current state-of-the-art solvers often rely on Algebraic multigrid methods when solving the elliptic problems that occur when preconditioning Stokes finite element discretizations (see, e.g., the works of Geenen et al.[9] and Kronbichler et al.[13]). While these methods can be very powerful for smaller problems, they tend to deteriorate with highly adaptive meshes and when distributing the problem over a large number of processors. Also, these methods require the storing of matrices which can itself be a major bottleneck in finite element computations. One way to attack these problems is by switching to a geometric multigrid (or
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These methods have the advantage that, by using geometric information about the problem, there should be less deterioration with highly adaptive meshes. They also allow for the possibility of matrix-free matrix-vector operations.

Here we will present a comparison of a Stokes application using the geometric multigrid method presented in the work of Clevenger et al.\cite{6} with the current algebraic-based method described in the work of Kronbichler et al.\cite{13} (based on Trilinos ML) and currently in use inside the mantle convection code ASPECT\cite{2}. We will demonstrate the advantages of the geometric method over the algebraic method, as well as show weak and strong scalability of the geometric algorithm on the sinker benchmark used in the work of May et al.\cite{14} and Rudi et al.\cite{16}.

1.1. Software. For all computations we will be using the open-source library deal.II\cite{1} which offers scalable parallel algorithms for finite element computations. The deal.II library uses functionality from other libraries such as Trilinos\cite{11} (for linear algebra, including Trilinos ML AMG preconditioner) and p4est\cite{5} (for mesh partitioning).

As mentioned above, we will be comparing our solver to the one used by ASPECT. ASPECT is an open-source library written on top of deal.II for the specific purpose of solving problems related to the earth’s mantle. The overall goal of this work is a full scale replacement of the current matrix-based Stokes solve in ASPECT with the matrix-free method presented here.

2. Stokes Equations

We will consider the Stokes equations in the form

\begin{align}
-\nabla \cdot (2\mu \varepsilon(u)) + \nabla p &= f \quad \text{on } \Omega \\
\nabla \cdot u &= 0 \quad \text{on } \Omega \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align}

where \( u \) denotes the fluid’s velocity, \( p \) it’s pressure, and \( \mu(x) \) it’s viscosity. Here we use the strain-rate tensor \( \varepsilon(u) = \frac{1}{2} \left( \nabla u + (\nabla u)^T \right) \) as we will be considering non-constant viscosity. The right hand side \( f \) is a forcing term that, inside ASPECT, typically comes from temperature variation, but for our purposes here, we will only be considering Stokes with velocity and pressure variables and a manufactured right hand side. Finally we are considering incompressible flow with homogeneous Dirichlet boundary conditions, though in the future there should be functionality for the general expression \( \nabla \cdot u = g \), as well as for no normal flux boundary constraints \( \nabla u \cdot n = 0 \).

3. Discretization and Linear Solver

Following traditional finite element methods, and using the notation in the work of Kronbichler et al.,\cite{13} we seek coefficients \( u_j \) and \( p_j \) where, for finite element shape functions \( \varphi^u_j \) and \( \varphi^p_j \),

\begin{align}
\mathbf{u}_h &= \sum_{j=0}^{N_u} u_j \varphi^u_j \\
p_h &= \sum_{j=0}^{N_p} p_j \varphi^p_j
\end{align}

such that the weak formulation

\begin{align}
(\varepsilon(\varphi^u_i), 2\mu(x) \varepsilon(\varphi^u_j))_\Omega - (\nabla \cdot \varphi^u_i, p_h)_\Omega - (\varphi^p_i, \nabla \cdot \mathbf{u}_h)_\Omega &= (\varphi^u_i, f)_\Omega \\
(\varphi^p_i, \nabla \cdot \mathbf{u}_h)_\Omega &= 0
\end{align}

holds for each \( 0 \leq i \leq N_u \) and \( 0 \leq l \leq N_p \), where \( N_u \) and \( N_p \) are the total number of degrees of freedom for velocity and pressure respectively. We will choose the shape functions from the Taylor-Hood elements \([Q_{k+1}]^{\text{dim}} \times Q_k, k \geq 1\), which are known to be stable for the system considered here.\cite{8, 4}
Solving this system for coefficients \( U = \{ u_i \} \) and \( P = \{ p_j \} \) is then equivalent to solving the block linear system

\[
\begin{pmatrix}
A & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
U \\
P
\end{pmatrix}
= \begin{pmatrix}
F \\
0
\end{pmatrix}
\]

where

\[
A_{ij} = \int_\Omega \varepsilon(\varphi_i^u) : (2\mu \varepsilon(\varphi_j^u)) \quad B_{ij} = -\int_\Omega \varphi_i^p (\nabla \cdot \varphi_j^u) \quad F_j = \int_\Omega \varphi_j^w f.
\]

We will consider the following preconditioner

\[
P = \begin{pmatrix}
A & B^T \\
0 & -S
\end{pmatrix}
\]

where \( S = BA^{-1}B^T \) is the Schur complement.\[7\] When used as a right preconditioner for the system matrix in (4), we have the following preconditioned system

\[
AP^{-1} = \begin{pmatrix}
A & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
A & -A^{-1}B^TS^{-1} \\
0 & S^{-1}
\end{pmatrix}
= \begin{pmatrix}
I & 0 \\
BA^{-1} & I
\end{pmatrix}.
\]

The preconditioned system \( AP^{-1} \) has only 1 distinct eigenvalue \( \lambda = 1 \) and will converge in at most 2 iteration for an appropriate Krylov subspace method. This is a common block preconditioner used for Stokes solves, especially in the field of mantle convection (see, e.g., the work of May et al.,\[14\] the work of Kronbichler et al.,\[13\] and the work of Rudi et al.\[16\]) although it is not the only possible choice (cf. the work of Silvester\[17\]).

Computing exact representations for \( A^{-1} \) and \( S^{-1} \) is highly impractical, therefore we seek approximate \( \hat{A}^{-1} \) and \( \hat{S}^{-1} \) for the preconditioner \( P \).

### 3.1. Choosing \( \hat{A}^{-1} \).

Since \( A \) comes from a vector Laplacian equation, multigrid would appear to be a logical choice given that these methods are widely known to have convergence independent of mesh size \( h \) for elliptic boundary value problems.\[3, 19\]

Currently in ASPECT, \( \hat{A}^{-1} \) is approximated by 1 AMG V-cycle for each Krylov subspace iteration, however the AMG method is not based on the bilinear form \( a(\cdot, \cdot) \) in (3), but instead we consider the bilinear form

\[
\hat{a}(u, v) = \sum_{i=1}^d (2\mu \varepsilon([u]_{de_d}), \varepsilon([v]_{de_d})) = (2\mu \nabla u, \nabla v)
\]

which ignores the off diagonal blocks of \( A \). The reasons for using this partial coupling of velocity components are the following:

(i) \( \hat{a}(\cdot, \cdot) \) is spectrally equivalent to \( a(\cdot, \cdot) \) with constant viscosity (see (7) below),

(ii) AMG methods, which depend on the sparsity structure of the underlying matrix, tend to deteriorate when coupling vector components in higher order computations,\[9\] and

(iii) the resulting matrix \( \hat{A} \) will have far fewer entries (1/3 the entries in 3D, see, e.g., Figure 1) which results in smaller memory overhead as well as faster AMG v-cycles.

However, one can show that for \( \mu : \Omega \to \mathbb{R}, \mu > 0 \) and bounded,

\[
\frac{\mu_{\min}}{2\mu_{\max}} \leq \frac{2\mu \varepsilon(u), \varepsilon(v)}{(2\mu \nabla u, \nabla v)} \leq \frac{\mu_{\max}}{2\mu_{\min}}
\]

implying that if \( \mu_{\max}/\mu_{\min} \) is large, then \( (2\mu \nabla u, \nabla v) \) as an approximation for \( (2\mu \varepsilon(u), \varepsilon(v)) \) will deteriorate. We will define \( DR(\mu) := \mu_{\max}/\mu_{\min} \) as the dynamic ratio of viscosity, as this term will be useful later.
We will test this implementation of \( \tilde{A}^{-1} \) with a GMG method developed in the work of Clevenger et al.[6] We consider a matrix-free v-cycle based on a degree 4 Chebyshev smoother with one smoothing step per level. The level matrices of the GMG v-cycle are based on the fully coupled system \( A \) since, as we are computing each matrix entry on-the-fly at the quadrature level, using the strain rate tensor only consists of adding the off diagonal term in the correct place and dividing by 2; essentially, it is for free. For the computations below, a typical application of the Stokes matrix operator is roughly 10x faster matrix-free than matrix-based for a 3D, \( Q_2 \) application.

3.1.1. Viscosity Averaging. As discussed in the work of Heister et al.,[10] we will be using the harmonic averaging of viscosity over all quadrature points on a cell. Since in many applications the viscosity will not come from a functional representation, we must have a way to project this cell-wise viscosity on the active mesh to a viscosity on the meshes throughout the level hierarchy. We accomplish this by transferring these coefficients using the same grid restriction operator as discussed in the work of Clevenger et al.,[6] the work of Brenner and Scott,[4] and the work of Janssen and Kanschat,[12] based on a degree 0 DG element. Essentially this involves averaging the active cells viscosity, and then setting the the viscosity of a parent cell in the hierarchy to the arithmetic average of the viscosity of each of its children.

3.2. Choosing \( \tilde{S}^{-1} \). A common choice for approximating \( S = BA^{-1}B^T \) is a weighted pressure mass matrix \( M_p \), where \( M_p = (\mu^{-1} \varphi_i^p, \varphi_i^p) \). [17, 7, 13] The reasons for this is that \( S \) and \( M_p \) are spectrally equivalent for constant viscosity,[7] making \( M_p^{-1} \) a good approximation to \( S^{-1} \), while \( M_p^{-1} \) is far easier to compute. The application of \( \tilde{S}^{-1} \) then is a simple CG solve with an ILU preconditioner (for matrix-based AMG method) or a Chebyshev iteration (for matrix-free GMG method), converging in between 1-5 iterations, and, compared with \( \tilde{A}^{-1} \), is not computationally significant.[13] Since the application of \( P \) now requires a CG solve whose iteration count may change between applications, a flexible Krylov subspace method must be used for the outer iteration. We use the flexible variant of GMRES here.

It should be noted that this Schur complement approximation begins to break down for large DR(\( \mu \)) (see the work of Rudi et al.[16]) and a more sophisticated may be required in those cases.
4. Results

4.1. Benchmark Problem. We give results demonstrating the scalability of the GMG-based method developed here, as well as a comparison with the AMG-based method used in ASPECT. The test problem used is the “Sinker” benchmark described in the work of May et al. [14] and the work of Rudi et al. [16] It consists of solving the Stokes problem (1) over the unit cube domain, where there exists \( n \) randomly positioned “sinkers” of higher viscosity throughout the domain. By specifying \( \text{DR}(\mu) \), we define a smooth viscosity by

\[
\mu(x) = X(x)\mu_{\text{min}} + (1 - X(x))\mu_{\text{max}},
\]

Here \( \mu_{\text{min}} = \text{DR}(\mu)^{-1/2} \), \( \mu_{\text{max}} = \text{DR}(\mu)^{1/2} \), \( c_i \) are the center of each sinker, \( \delta = 200 \) controls the exponential decay of the viscosity, and \( \omega = 0.1 \) is the diameter of the sinkers. The right hand side is given by \( f(x) = (0, 0, \beta(X(x) - 1)) \) with \( \beta = 10 \) and we use homogeneous Dirichlet boundary conditions for the velocity. Physically, this represents gravity pulling down the high viscosity sinkers. Figure 2 gives a representation of both the velocity and the pressure solution of this benchmark.

The problem difficulty can be increased by increasing \( n \) or \( \text{DR}(\mu) \). Table 1 gives the iterations required to reduce the residual of the outer GMRES solve by 1e6 for different values of these parameters. We see that both AMG and GMG deteriorate as both \( n \) and \( \text{DR}(\mu) \) increase, with GMG being slightly more robust. This problem can likely be addressed using methods derived in the work of Rudi et al. [16], where it was shown that this deterioration is due to the approximation loss in the Schur complement solve, and a more sophisticated Schur complement approximation was proposed based on least squares communicators. For the remaining results, we will only consider \( n = 4 \) and \( \text{DR}(\mu) = 1e4 \), as this is within the range of problems where our Schur complement approach is sufficient.

All timings in this section were from computations run on Stampede2 at The University of Texas at Austin’s Texas Advanced Computing Center. We will be using the Intel Xeon Platinum 8160 (Skylake) nodes which have 48 cores and 192GB per node. They support AVX-512 instructions allowing for vectorization over 8 doubles. The deal.II version used is 9.1.0-pre, and we compile using gcc 7.1.0, intel-mpi 17.0.3. The p4est version is 2.0.0, the Trilinos version is 12.10.1 and the ASPECT version is 2.1.0-pre.

Each line in the timing plots connect the median time of 5 distinct runs, with all 5 runs shown as points. We will test strong scaling (problem size stays constant, number of cores increase) and weak scaling (problem size per core stays constant) for key parts of the computation. Tests run on adaptively refined meshes will include the model for partition imbalance described in the work of Clevenger et al. [6] This model should represent the ideal scaling we can expect to see for the GMG method given the imbalance of cells in the level hierarchy.

4.2. GMG scaling. Figure 3(a) gives the strong scaling for an application of the Stokes block preconditioner from a globally refined mesh with between 5-8 refinement levels, and Table 2 gives the corresponding GMRES iteration counts during the solve. The dashed scaling lines here are all computed based on the data point at 48 cores/6.7M DoFs, therefore the plot represents both strong and weak scaling. We see scaling to around 15-68K DoFs/core for the preconditioner and roughly constant iteration counts. Figure 3(b) gives the timings for the GMRES solve\(^1\), and unsurprisingly (since the iteration counts are almost constant) we see the same scaling. Figure 3(c) gives the speedup and efficiency for the GMRES solve.

\(^1\)Note that now the dashed line is no longer only based on the 48 cores/6.7M DoFs data point as we increase 1 iteration from the 6.7M DoF run to the 53M DoF run. These runs will have an extra application of the preconditioner which will result in slower runtimes.
4.3. AMG/GMG Comparison. For a comparison between the AMG and GMG preconditioners, we will consider an adaptively refined mesh, where for each refinement, the number of cells are roughly doubled. We start with a mesh of 4 global refinements and create each new mesh using a Kelly estimator to refine roughly 1/7 of the cells from the previous refinement cycle, doubling the number of cells in our mesh. Table 3 gives the runtimes for such a mesh with 5 levels of adaptive refinement on 48 cores (18.5M degrees of freedom). The “Setup” time includes the distribution of the degrees of freedom, setting up of any sparsity patterns necessary, as well as the setup of the data structures required for the matrix-free GMG transfer. Here, our GMG method requires roughly 2x the work for distributing the degrees of freedom (more objects related to DoFs, must distribute DoFs on level hierarchy), but does not need to build any sparsity patterns. This results in roughly equivalent setup times between AMG and GMG, with GMG being slightly faster. In theory, we should easily be able to lower the requirement of 2x the work in DoF distribution. The “Assemble” timing includes all matrix assembly (system matrix, preconditioner matrix, AMG setup) as well as assembling the right hand side of the linear system and vectors/tables related to the matrix-free operators. Here is where we see the largest advantage for the GMG method as it has no matrices to assemble, resulting in more than

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
DoFs\textbackslash{}Procs & 6.7M & 53M & 412M & 3.4B & 48 & 96 & 192 & 384 & 768 & 1536 & 3072 & 6144 & 12288 & 24576 \\
\hline
\hline
\end{tabular}
\end{table}
Figure 3. Strong and weak scaling for GMG, global refinement. Globally refined, 3D mesh with \([Q_2]^{\text{dim}} \times Q_1\) element.

|                  | AMG | GMG | factor |
|------------------|-----|-----|--------|
| Setup            | 12.6s | 10.3s | 1.2x   |
| Assemble         | 32.5s | 2.9s  | 11.2x  |
| Solve            | 38.6s | 14.8s | 2.6x   |
| Total            | 83.7s | 28.0s | 3.0x   |

Table 3. Timing comparison between AMG and GMG for an adaptively refined, 3D mesh, with 18.5M DoFs \((Q_2)^{\text{dim}} \times Q_1\) element) on one node (48 cores).

A 10x faster assembly. Combining setup and assembly with the linear solve, we have that the GMG method is around 3x faster for this problem.
Table 4. GMRES iterations required to reduce the residual by 1e6 on problems depicted in Figure 4(a).

| Procs | DoFs | AMG | GMG |
|-------|------|-----|-----|
| 48    | 18M  | 53  | 27  |
| 96    | 36M  | 56  | 27  |
| 192   | 72M  | 62  | 28  |
| 384   | 141M | 62  | 28  |
| 768   | 278M | 68  | 28  |
| 1536  | 551M | 75  | 28  |
| 3072  | 1.1B | 80  | 28  |
| 6144  | 2.2B | 83  | 28  |

However, for time dependent applications, many time steps will typically be solved without further refining the mesh, in which case, we no longer need to call the “Setup” functionality. Then the program time will be dominated by assembly and solve, in which case GMG will be about 4x faster here.

Expanding on this, we look at the weak scaling of each component up to 6,144 cores and mesh size of 2.2B degrees of freedom. Starting with the linear solve, as with the scaling plots for global refinement above, Figure 4(a) gives the timing for the preconditioner application, and Table 4 gives the number of GMRES iteration required in the solve. Here we see that, while the AMG preconditioner is cheaper to apply for all but the last data point, the iteration counts for GMG are much lower and stay constant while the AMG iteration counts increase by over 50%. Figure 4(b) shows the solve time and Figure 4(c) shows the speedup. The red dashed line in this plot represents the ideal weak scaling (black dashed line) multiplied by a factor representing the imbalance of the parallel mesh partition that occurs on computations using adaptive mesh refinement, explained in the work of Clevenger et al.[6] This factor represents the increase in runtime one can expect with the current mesh partition (as opposed to a fair distribution), and is both dependent on the mesh refinement scheme and the number of cores used. Here we see that, even with the imbalance of the partition, the scaling for GMG is more efficient than AMG, and there is near perfect efficiency when taking into account the imbalance of the mesh partition, which, according to the work of Clevenger et al.[6] should remain bounded.

The weak scaling of the setup is shown in Figure 5(a), and again we see that AMG and GMG are roughly equivalent, with GMG being slightly faster. The setup of the linear system should be optimized in the future since we are roughly on the same order of magnitude as the solve time, and efforts should be made to improve the scaling. The weak scaling of the assembly is shown in Figure 5(b). Unsurprisingly, the GMG assembly is much cheaper than AMG as there are no matrices to assemble.

Lastly, we look at a comparison for the memory consumption of each method (Table 5). These values represent an estimation of the memory consumptions (in MB) of the largest objects for each method on a globally refined mesh with 113K degrees of freedom on a single core. The number of vectors is a worst-case estimate based on the fact that we must store a few vectors for the linear system (system right-hand side, solution, etc.) as well as temporary vectors for the GMRES solve (typically around a restart length of 50). The number here is chosen to be 50 since the number of vectors is dominated by the GMRES restart length, and it should be noted that the number of iterations is typically higher for the AMG method and therefore, depending on the restart length, we often have to store fewer GMRES vectors for GMG. From the table we see that the AMG method requires roughly 4.3x more memory compared to GMG, and that the largest block of memory for GMG is taken up by vectors.
5. Conclusion

In this article we developed a Geometric Multigrid method for preconditioning of the velocity block in a Stokes solve with variable viscosity. The presented method was designed using a matrix-free framework and has capabilities to be run on adaptively refined meshes and in parallel. The parallel scalability of this method was shown for both strong and weak scaling, for both global and adaptive refinement, with up to 24,576 cores and up to 2.2B degrees of freedom. We performed a comprehensive comparison of the developed method with the AMG preconditioner currently used in the ASPECT code. The GMG preconditioner was shown to be both more robust (lower iteration counts and constant with mesh refinement) and having exhibited better weak scaling than the AMG method, resulting in roughly 3x faster computations than AMG at AMG’s most competitive point. The GMG method was also estimated to require around 3.6x less memory, with more optimizations expected in the future.
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Figure 5. Setup/Assembly of the linear system.

(a) Setup.

(b) Assembly.

| Memory (MB)   | AMG | GMG |
|---------------|-----|-----|
| Triangulation | 1.9 | 1.9 |
| DoFHandlers   | 2.8 | 5.7 |
| Constraints   | 1.0 | 2.7 |
| $A$           | 174.2 | -  |
| $B$ and $B^T$ | 31.4 | -  |
| $\hat{A}$     | 58.5 | -  |
| $\hat{S}$     | 1.4 | -  |
| Vectors(50)   | 85.0 | 85.0 |
| AMG matrices  | 59.8 | -  |
| Total         | 416.0 | 95.3 |

Table 5. Memory consumption required for major components of AMG and GMG for globally refined, 3D mesh, with 113K DoFs ($[Q_2]^\text{dim} \times Q_1$ element) on 1 cores.
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