GLUING FORMULA FOR REFINED ANALYTIC TORSION

BORIS VERTMAN

Abstract. In a previous article we have presented a construction of refined analytic torsion in the spirit of Braverman and Kappeler, which does apply to compact manifolds with and without boundary. We now derive a gluing formula for our construction, which can be viewed as a gluing law for the original definition of refined analytic torsion by Braverman and Kappeler.

1. Introduction

In this publication we turn to the main motivation for the proposed construction of refined analytic torsion — a gluing formula. A gluing formula allows to compute the torsion invariant by cutting the manifold into elementary pieces and performing computations on each component. Certainly, the general fact of existence of such gluing formulas is remarkable from the analytic point of view, since the secondary spectral invariants are uppermost non-local.

We establish a gluing formula for the refined analytic torsion in three steps. First we establish a splitting formula for the eta-invariant of the even part of the odd-signature operator. This is essentially an application of the results in [KL].

Secondly we establish a splitting formula for the refined torsion \( \rho_{(0,\lambda)} \) in the special case \( \lambda = 0 \). This is the most intricate part and is done by a careful analysis of long exact sequences in cohomology and the Poincare duality on manifolds with boundary. The discussion is subdivided into several sections.

Finally we are in the position to establish the desired gluing formula for the refined analytic torsion, as a consequence of the Cheeger-Müller Theorem and a gluing formula for the combinatorial torsion by M. Lesch [L2]. As a byproduct we also obtain a splitting formula for the scalar analytic torsion in terms of combinatorial torsion of a long exact sequence on cohomology, refining the result of Y. Lee in [Lee, Theorem 1.7 (2)].

In our discussion we do not rely on the gluing formula of S. Vishik in [V], where only the case of trivial representations is treated. In particular we use a different isomorphism between the determinant lines, which is more convenient in the present setup.

We perform the proof under the assumption of a flat Hermitian metric, in other words in case of unitary representations. This is done partly because the Cheeger-Müller Theorem for manifolds with boundary and unimodular representations is
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not explicitly established for the time being. It seems, however, that the appropriate result can be established by an adaptation of arguments in [Lü] and [Mu].

Finally it should be emphasized that the presented result can also be viewed as a gluing formula for the refined analytic torsion in the sense of Braverman and Kappeler.
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2. Setup for the Gluing Formula

Let $M = M_1 \cup_N M_2$ be an odd-dimensional oriented closed Riemannian manifold where $N$ is an embedded closed hypersurface of codimension one which separates $M$ into two pieces $M_1$ and $M_2$ such that $M_j, j = 1, 2$ are compact bounded Riemannian manifolds with $\partial M_j = N$ and orientations induced from $M$. The setup is visualized in the Figure 1 below:
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**Figure 1.** A compact closed split-manifold $M = M_1 \cup_N M_2$.

Let $\rho : \pi_1(M) \rightarrow U(n, \mathbb{C})$ be a unitary representation of the fundamental group of $M$. Denote by $\tilde{M}$ the universal cover of $M$. It is a principal bundle over $M$ with the structure group $\pi_1(M)$, cf. [KN, Proposition 5.9 (2)]. Consider the complex vector bundle $E$ associated to the principal bundle $\tilde{M}$ via the representation $\rho$.

$$E = \tilde{M} \times_\rho \mathbb{C}^n.$$  

The vector bundle is naturally endowed with a canonical flat connection $\nabla$, induced by the exterior derivative on $\tilde{M}$. The holonomy representation of $\nabla$ is given by the representation $\rho$.

Note that all flat vector bundles arise this way. In fact flatness of a given connection on a vector bundle implies that the associated holonomy map gives rise to a well-defined representation of the fundamental group of the base manifold, and the representation is related to the vector bundle as above.

By unitariness of the representation $\rho$ the standard Hermitian inner product on $\mathbb{C}^n$
gives rise to a smooth Hermitian metric $h^E$ on $E$, compatible with the flat connection $\nabla$. In other words the canonically induced Hermitian metric $h^E$ is flat.

Assume the metric structures $(g^M, h^E)$ to be product near the hypersurface $N$. The issues related to the product structures are discussed in detail in [BLZ, Section 2]. More precisely, we identify using the inward geodesic flow an open collar neighborhood $U \subset M$ of the hypersurface $N$ diffeomorphically with $(-\epsilon, \epsilon) \times N$, $\epsilon > 0$, where the hypersurface $N$ is identified with $\{0\} \times N$. The metric $g^M$ is product over the collar neighborhood of $N$, if over $U$ it is given under the diffeomorphism $\phi : U \to (-\epsilon, \epsilon) \times \partial M$ by

$$\phi_* g^M|_U = dx^2 \oplus g^M|_N. \tag{2.1}$$

The diffeomorphism $U \cong (-\epsilon, \epsilon) \times N$ shall be covered by a bundle isomorphism $\tilde{\phi} : E|_U \to (-\epsilon, \epsilon) \times E|_N$. The fiber metric $h^E$ is product near the boundary, if it is preserved by the bundle isomorphism, i.e. if for all $x \in (-\epsilon, \epsilon)$

$$\tilde{\phi}_* h^E|_{\{x\} \times N} = h^E|_N. \tag{2.2}$$

The restrictive assumption of product metric structures is necessary to apply the splitting formula of [KL] to our setup, which works only on Dirac type operators in product form over the collar with constant tangential part.

Furthermore we use the product metric structures in order to apply the Cheeger-Müller Theorem for manifolds with boundary, ( cf. [Lü], [V]). However with the anomaly formulas in [BZ1] and [BM] the product structures are not essential here.

By Leibniz rule the connection $\nabla$ gives rise to flat twisted exterior differential on smooth $E$-valued differential forms. The restrictions of $(E, \nabla)$ to $M_j, j = 1, 2$ give rise to twisted de Rham complexes $(\Omega^*_j(M_j, E), \nabla_j)$. We denote their minimal and maximal extensions by

$$(D_{j, \text{min} / \text{max}}, \nabla_{j, \text{min} / \text{max}}),$$

respectively. By [BV3, Theorem 3.2], which is in the untwisted setup essentially the statement of [BL1, Theorem 4.1], these complexes are Fredholm and their cohomologies can be computed from smooth subcomplexes as follows. Consider for $j = 1, 2$ the natural inclusions $\iota_j : N \hookrightarrow M_j$ and put

$$\Omega^*_\text{min}(M_j, E) := \{ \omega \in \Omega^*(M, E)|_{\iota_j^*} \omega = 0 \},$$

$$\Omega^*_\text{max}(M_j, E) := \Omega^*(M, E).$$

The operators $\nabla_j$ yield exterior derivatives on $\Omega^*_\text{min}(M_j, E)$ and $\Omega^*_\text{max}(M_j, E)$. The complexes $(\Omega^*_\text{min} / \text{max}(M_j, E), \nabla_j)$ are by [BV3, Theorem 3.2] smooth subcomplexes of the Fredholm complexes $(D_{j, \text{min} / \text{max}}, \nabla_{j, \text{min} / \text{max}})$ with

$$H^*_{\text{rel} / \text{abs}}(M_j, E) := H^*(\Omega^*_\text{min} / \text{max}(M_j, E), \nabla_j) \cong H^*(D_{j, \text{min} / \text{max}}, \nabla_{j, \text{min} / \text{max}}), \quad j = 1, 2.$$

Finally we define for $j = 1, 2$

$$(\tilde{D}_j, \tilde{\nabla}_j) := (D_{j, \text{min}}, \nabla_{j, \text{min}}) \oplus (D_{j, \text{max}}, \nabla_{j, \text{max}}),$$

$$(\tilde{D}, \tilde{\nabla}) := (D, \nabla) \oplus (\bar{D}, \nabla),$$

where $(\bar{D}, \nabla)$ denotes the unique ideal boundary conditions of $(\Omega^*(M, E), \nabla)$. 
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Furthermore, the Riemannian metric $g^M$ and the fixed orientation on $M$ give rise to the Hodge-star operator for any $k = 0, \ldots, m = \dim M$:

$$ * : \Omega^k(M, E) \to \Omega^{m-k}(M, E). $$

Define

$$ \Gamma := r(\frac{-1}{2})^k \frac{k(k+1)}{2} * : \Omega^k(M, E) \to \Omega^{m-k}(M, E), \quad r := \frac{(\dim M + 1)}{2}. $$

This operator extends to a well-defined self-adjoint involution on the $L^2$-completion of $\Omega^*(M, E)$, which we also denote by $\Gamma$. We indicate the restriction of $\Gamma$ to $M_j, j = 1, 2$ by the additional subscript $j$ and define, corresponding to [BV3, Definition 3.5], the odd-signature operators of the complexes $(\tilde{D}, \tilde{\nabla})$ and $(\tilde{D}_j, \tilde{\nabla}_j), j = 1, 2$:

$$ B := \tilde{\nabla} + \tilde{\nabla} \Gamma, $$

$$ B^j := \tilde{\nabla}_j + \tilde{\nabla}_j \Gamma_j, j = 1, 2. $$

The upper index $j$ will not pose any confusion with the square of the odd signature operator, since the squared odd-signature operator does not appear in the arguments below. The presented notation remains fixed throughout the discussion below, unless stated otherwise. However for convenience, some setup and notation will be repeated for clarification.

### 3. Temporal Gauge Transformation

Consider the closed oriented Riemannian split-manifold $(M, g^M)$ and the flat Hermitian vector bundle $(E, \nabla, h^E)$ with the structure group $G := U(n, \mathbb{C})$ as introduced in Section [2]. Denote the principal $G$-bundle associated to $E$ by $P$. $G$ acts on $P$ from the right.

Consider $U \cong (-\epsilon, \epsilon) \times N$ the collar neighborhood of the splitting hypersurface $N$. We view the restrictions $P|_U, P|_N$ as $G$-bundles, where the structure group can possibly be reduced to a subgroup of $G$.

By the setup of Section [2] the bundle structures are product over $U$. More precisely let $\pi : (-\epsilon, \epsilon) \times \partial X \to \partial X$ be the natural projection onto the second component. We have a bundle isomorphisms $E|_U \cong \pi^*E|_N$ and for the associated principal bundles

$$ P|_U \cong \pi^*P|_N \xrightarrow{f} P|_N, $$

where $f$ is the principal bundle homomorphism, covering $\pi$, with the associated homomorphism of the structure groups $G \to G$ being the identity automorphism.

Now let $\omega_N$ denote a flat connection one-form on $P|_N$. Then

$$ \omega_U := f^*\omega_N $$

gives a connection one-form on $P|_U$ which is flat again.

In order to understand the structure of $\omega_U = f^*\omega_N$, let $\{U_\alpha, \Phi_\alpha\}$ be a set of local trivializations for $P|_N$. Then $P|_U \cong \pi^*P|_N$ is equipped with a set of naturally induced local trivializations $\{U_\alpha := (-\epsilon, \epsilon) \times \bar{U}_\alpha, \Phi_\alpha\}$. The local trivializations
define local sections $\tilde{s}_\alpha$ and $s_\alpha$ as follows. For any $p \in \tilde{U}_\alpha$, normal variable $x \in (-\epsilon, \epsilon)$ and for $e \in G$ being the identity matrix we put

$$\tilde{s}_\alpha(p) := \Phi^{-1}_\alpha(p, e),$$

$$s_\alpha(x, p) := \Phi^{-1}_\alpha((x, p), e).$$

We use the local sections to obtain local representations for the connection one-forms $\omega_U$ and $\omega_N$:

$$\tilde{\omega}^\alpha := \tilde{s}^*_\alpha \omega_N \in \Omega^1(\tilde{U}_\alpha, \mathcal{G}),$$

$$\omega^\alpha := s^*_\alpha \omega_U \in \Omega^1(U_\alpha, \mathcal{G}),$$

where $\mathcal{G}$ denotes the Lie Algebra of $G$. By construction both local representations are related as follows. Let $(x, y) = (x, y_1, \ldots, y_n)$ denote the local coordinates on $U_\alpha = (-\epsilon, \epsilon) \times \tilde{U}_\alpha$ with $x \in (-\epsilon, \epsilon)$ being the normal coordinate and $y$ denoting the local coordinates on $\tilde{U}_\alpha$. Then

$$\tilde{\omega}^\alpha = \sum_{i=1}^n \omega_i^\alpha(y) dy_i,$$

$$\omega^\alpha = \omega_0^\alpha(x, y) dx + \sum_{i=1}^n \omega_i^\alpha(x, y) dy_i,$$

with $\omega_0^\alpha \equiv 0$, and $\omega_i^\alpha(x, y) \equiv \omega_i^\alpha(y)$.}

We call a flat connection $\omega$ on $P$ a connection in temporal gauge, if there exists a flat connection $\omega_N$ on $P_N$ such that over the collar neighborhood $U_\omega \mid U = f^* \omega_N$.

The local properties of a connection in temporal gauge and in particular its independence of the normal variable $x \in (-\epsilon, \epsilon)$ are discussed in (3.1). Our aim is to show that any flat connection one-form on a principal bundle $P$ can be gauge transformed to a flat connection in temporal gauge. Recall that a gauge-transformation of $P$ is a principal bundle automorphism $g \in \text{Aut}(P)$ covering identity on $M$ with $g(p \cdot u) = g(p) \cdot u$ for any $u \in G$ and $p \in P$.

A gauge transformation can be viewed interchangedly as a transformation from one system of local trivializations into another. Hence the action of a gauge transformation on a connection one-form is determined by the transformation law for connections under change of coordinates.

We have the following result.

**Proposition 3.1.** Any flat connection on the principal bundle $P$ is gauge equivalent to a flat connection in temporal gauge.

**Proof.** By a partition of unity argument it suffices to discuss the problem locally over a trivializing neighborhood $(U_\alpha := (-\epsilon, \epsilon) \times \tilde{U}_\alpha, \Phi_\alpha)$.

Let $\omega$ be a flat connection on $P|_U$. Let $g$ be any gauge transformation on $P|_U$. Denote the gauge transform of $\omega$ under $g$ by $\omega_g$.

Over the trivializing neighborhood $U_\alpha$ the connections $\omega, \omega_g$ and the gauge transformation $g$ are given by local $\mathcal{G}$-valued one-forms $\omega^\alpha, \omega_g^\alpha$ and a $G$-automorphism
g\alpha\) respectively. They are related in correspondence to the transformation law of connections as follows
\[ \omega^\alpha_g = (g^\alpha)^{-1} \circ \omega^\alpha \circ g^\alpha + (g^\alpha)^{-1} dg^\alpha, \]
where the action \(\circ\) is the concatenation of matrices (\(G \subset GL(n, \mathbb{C})\)), after evaluation at a local vector field and a base point in \(U_\alpha\). The local one form \(\omega^\alpha\) writes as
\[ \omega^\alpha = \omega^\alpha_0(x, y) dx + \sum_{i=1}^n u^\alpha_i(x, y) dy_i. \]

In order to gauge-transform \(\omega\) into temporal gauge, we need to annihilate \(\omega^\alpha_0\) and the \(x\)-dependence in \(\omega^\alpha_0\). For this reason we consider the following initial value problem with parameter \(y \in \tilde{U}_\alpha\)
\[ \begin{aligned}
\partial_x g^\alpha(x, y) &= -\omega^\alpha_0(x, y) g^\alpha(x, y), \\
g^\alpha(0, y) &= 1 \in GL(n, \mathbb{C}).
\end{aligned} \tag{3.2} \]

In order to identify the solution to \(3.2\) consider for any fixed \(y \in \tilde{U}_\alpha\) the following \(x\)-time dependent vector field \(V^\alpha_{x, y}: x \in (-\epsilon, \epsilon) \) on \(G\):
\[ \forall u \in G \quad V^\alpha_{x,y} u := -(R_u) \omega^\alpha_0(x, y) = -\omega^\alpha_0(x, y) \cdot u, \]
where \(R_u\) is the right multiplication on \(G\) and the second equality follows from the fact that \(G \in GL(n, \mathbb{C})\) is a matrix Lie group.

Let \(\tilde{g}^\alpha(x, y)\) be the unique integral curve of the time-dependent vector field \(V^\alpha_{x,y}\) with \(\tilde{g}^\alpha(0, y) = 1 \in G\). It satisfies
\[ \partial_x \tilde{g}^\alpha(x, y) = V^\alpha_{x,y} \tilde{g}^\alpha(x, y) = -\omega^\alpha_0(x, y) \tilde{g}^\alpha(x, y). \]

Hence the integral curve \(\tilde{g}^\alpha(x, y)\) solves \(3.2\). By the fundamental theorem for ordinary linear differential equations (cf. \([KN, \text{Appendix 1}]\)) we know that the initial value problem \(3.2\) has a unique solution, smooth in \(x \in (-\epsilon, \epsilon)\) and \(y \in \tilde{U}_\alpha\). Since \(\tilde{g}^\alpha(x, y)\) solves \(3.2\), we find that the solution is moreover \(G\)-valued.

With gauge transformation \(g\) being locally the solution to \(3.2\) we find for the gauge transformed connection \(\omega_g\)
\[ \omega^\alpha_g = (g^\alpha)^{-1} \circ \omega^\alpha \circ g^\alpha + (g^\alpha)^{-1} dg^\alpha = \]
\[ = (g^\alpha)^{-1} \circ \omega^\alpha_0 \circ g^\alpha dx + \sum_{i=1}^n (g^\alpha)^{-1} \circ \omega^\alpha_i \circ g^\alpha dy_i + \]
\[ + (g^\alpha)^{-1} \partial_x g^\alpha dx + \sum_{i=1}^n (g^\alpha)^{-1} \partial_y g^\alpha dy_i = \]
\[ = \sum_{i=1}^n (g^\alpha)^{-1} \circ \omega^\alpha_i \circ g^\alpha dy_i + \sum_{i=1}^n (g^\alpha)^{-1} \partial_y g^\alpha dy_i, \]
where in the last equality we cancelled two summands due to \(g^\alpha\) being the solution to \(3.2\). So far we didn’t use the fact that \(\omega\) is a flat connection. A gauge transformation preserves flatness, so \(\omega_g\) is flat again. Put
\[ \omega^\alpha_g = \omega^\alpha_{g,0}(x, y) dx + \sum_{i=1}^n \omega^\alpha_{g,i}(x, y) dy_i, \]
where by the previous calculation
\[ \omega_{\alpha,0}^g \equiv 0, \quad \omega_{\alpha,i}^g \equiv (g^\alpha)^{-1} \circ \omega_i^\alpha \circ g^\alpha + (g^\alpha)^{-1} \partial_y g^\alpha. \]

Flatness of \( \omega_g \) implies
\[ \partial_x \omega_{\alpha,i}^g(x,y) = \partial_y \omega_{\alpha,0}^g(x,y) = 0. \]

Hence the gauge transformed connection is indeed in temporal gauge. This completes the proof.

A gauge transformation, viewed so far as a principal bundle automorphism on the \( G \)-principal bundle \( P \), can equivalently be viewed as a \( G \)-valued bundle automorphism on the vector bundle \( E \) associated to \( P \). We adopt this point of view for the forthcoming discussion.

Take the given flat connection \( \nabla \) on the Hermitian vector bundle \( (E,h_E) \) with the structure group \( G = U(n,\mathbb{C}) \) and the canonical metric \( h_E \) induced by the standard inner product on \( \mathbb{C}^n \). Proposition 3.1 asserts existence of a temporal gauge transformation \( g \in \text{Aut}_G(E) \) such that the gauge transformed covariant derivative \( g\nabla g^{-1} \) is in temporal gauge (a covariant derivative is said to be in temporal gauge if the associated connection one-form is in temporal gauge).

The temporal gauge transformation \( g \) gives rise to a map on sections in a natural way
\[ \Phi : \Omega^*(M,E \otimes E) \to \Omega^*(M,E \otimes E). \]

Due to the fact that \( g \) takes locally values in \( U(n,\mathbb{C}) \) and the Hermitian metric \( h_E \) is canonically induced by the standard inner product on \( \mathbb{C}^n \), we obtain the following result:

**Proposition 3.2.** \( \Phi \) extends to a unitary transformation
\[ \Phi : L^2_*(M,E \otimes E, g^M, h_E) \to L^2_*(M,E \otimes E, g^M, h_E). \]

**Corollary 3.3.** The odd-signature operators \( B = B(\nabla) \) and \( B^j = B^j(\nabla_j), j = 1, 2 \) are spectrally equivalent to \( B(g\nabla g^{-1}) \) and \( B^j(g\nabla g^{-1}|_{M_j}), j = 1, 2 \) respectively.

The statement of the corollary above follows from invariance of minimal and maximal extensions under unitary transformations and from the fact that unitary transformations preserve spectral properties of operators, compare also [BV1, Proposition 4.2]

The statement of the corollary implies that in the setup of this section (for unitary vector bundles) the assumption of temporal gauge is done without loss of generality, which we do henceforth. In this particular geometric setup we obtain the following specific result for refined analytic torsion.

**Proposition 3.4.** Let \( T^{RS}(\nabla) \) and \( T^{RS}(\nabla_j), j = 1, 2 \) denote the scalar analytic torsions associated to the complexes \( (\tilde{D}, \nabla), (\tilde{D}_j, \nabla_j) \), respectively. Furthermore let \( \rho_T(M,E) \) and \( \rho_T(M_j, E) \) denote the associated refined torsion elements in the sense
of \([BV3, (3.7)]\) for \(\lambda = 0\). Then we have

\[
\rho_{an}(\nabla) = \frac{1}{TRS(\nabla)} \cdot \exp \left[ -i\pi \eta(B_{even}) + i\pi \text{tr}(E)\eta(B_{trivial}) \right] \times \\
\times \exp \left[ -i\pi \frac{m - 1}{2} \dim \ker B_{even} + i\pi \text{tr}(E) \frac{m}{2} \dim \ker B_{trivial} \right] \rho_{\tau}(M, E),
\]

\[
\rho_{an}(\nabla_j) = \frac{1}{TRS(\nabla_j)} \cdot \exp \left[ -i\pi \eta(B^i_{even}) + i\pi \text{tr}(E)\eta(B^i_{trivial}) \right] \times \\
\times \exp \left[ -i\pi \frac{m - 1}{2} \dim \ker B^i_{even} + i\pi \text{tr}(E) \frac{m}{2} \dim \ker B^i_{trivial} \right] \rho_{\tau}(M, E).
\]

**Proof.** Recall from the definition of refined analytic torsion in \([BV3, \text{Corollary 4.9}]\)

\[
\rho_{an}(\nabla) = e^{\xi(\nabla)} \exp[-i\pi(\eta(B^{\lambda,\infty}_{even}) + \xi'(\nabla))] \times \\
\exp[+i\pi \text{tr}(E)(\eta(B_{trivial}) + \xi'(\nabla_{trivial}))] \cdot \rho_{[0,\lambda]},
\]

\[
\rho_{an}(\nabla_j) = e^{\xi(\nabla_j)} \exp[-i\pi(\eta(B^{\lambda,\infty}_{even}) + \xi'(\nabla_j))] \times \\
\exp[+i\pi \text{tr}(E)(\eta(B^i_{trivial}) + \xi'(\nabla_{j,\text{trivial}}))] \cdot \rho_{[0,\lambda]}, j = 1, 2.
\]

The assumption of product metric structures and the temporal gauge allow a reduction to closed double manifolds, as performed explicitly in \([BV3, \text{Theorem 5.3}]\). This yields by similar arguments, as in \([BK2, \text{Proposition 6.5}]\):

\[
\xi'(\nabla) = \frac{1}{2} \sum_{k=0}^{m} (-1)^{k+1} \cdot k \cdot \dim \tilde{D}_{[0,\lambda]},
\]

\[
\xi'(\nabla_j) = \frac{1}{2} \sum_{k=0}^{m} (-1)^{k+1} \cdot k \cdot \dim \tilde{D}_{j,[0,\lambda]}.
\]

Now, via \([BV3, \text{Lemma 4.8}]\) we obtain

\[
\xi'(\nabla) \equiv \frac{m}{2} \dim \tilde{D}_{[0,\lambda]} \mod 2\mathbb{Z},
\]

\[
\xi'(\nabla_j) \equiv \frac{m}{2} \dim \tilde{D}_{j,[0,\lambda]} \mod 2\mathbb{Z}.
\]

Similar arguments show

\[
\xi'(\nabla_{\text{trivial}}) \equiv \frac{m}{2} \dim \ker B_{\text{trivial}} \mod 2\mathbb{Z},
\]

\[
\xi'(\nabla_{j,\text{trivial}}) \equiv \frac{m}{2} \dim \ker B^i_{\text{trivial}} \mod 2\mathbb{Z}.
\]

Fix \(\lambda = 0\) and observe for \(j = 1, 2\) from \([BV3, (4.9)]\):

\[
\eta(B^{0,\infty}_{even}) + \xi'_0(\nabla) \equiv \eta(B_{even}) + \frac{m - 1}{2} \dim \ker B_{even} \mod 2\mathbb{Z},
\]

\[
\eta(B^{i,0,\infty}_{even}) + \xi'_0(\nabla_j) \equiv \eta(B^i_{even}) + \frac{m - 1}{2} \dim \ker B^i_{even} \mod 2\mathbb{Z}.
\]

Now the statement of the proposition follows from the fact that flatness of the Hermitian metric \(h^E\) implies equality between the squared odd-signature operator and the Laplacians of the corresponding complexes, and hence

\[
\rho_{\tau}(\nabla) = \frac{1}{TRS(\nabla)}, \quad \rho_{\tau}(\nabla_j) = \frac{1}{TRS(\nabla_j)}.
\]

This proves the proposition. \(\square\)
4. Splitting formula for the eta-invariant

This section is an application of [KL, Theorem 7.7]. For the setup of that result consider $\mathcal{U} \subset M$ the collar neighborhood of the hypersurface $N$ together with a mapping

$$\Phi : C^\infty(\mathcal{U}, F|_U) \rightarrow C^\infty((-\epsilon, \epsilon), C^\infty(N, F|_N)),$$

where $F$ is any Hermitian vector bundle over $M$ and $\Phi$ extends to an isometry on the $L^2$–completions of the spaces. Now let $D$ be a self-adjoint operator of Dirac-type with the following product form over the collar neighborhood:

$$\Phi \circ D|_U \circ \Phi^{-1} = \gamma \left[ \frac{d}{dx} + A \right],$$

where $\gamma$ is a bundle homomorphism on $C^\infty(N, F|_N)$ and the tangential operator $A$ is a self-adjoint operator of Dirac-type over $C^\infty(N, F|_N)$. The essence of the product form lies in the $x$-independence of the coefficients $\gamma$ and $A$. Moreover we assume

$$\gamma^2 = -I, \quad \gamma^* = -\gamma, \quad \gamma A = -A \gamma. \quad (4.1)$$

By restriction to $M_1, M_2$ we obtain Dirac operators $D_1, D_2$ with product structure (under the identification of $\Phi$) as above over the collar neighborhoods $\mathcal{U} \cap M_j$ of the boundaries $\partial M_j = N, j = 1, 2$.

Let $P : L^2(N, F|_N) \rightarrow L^2(N, F|_N)$ satisfy the following conditions:

- $P$ is pseudo-differential of order zero,
- $P$ is an orthogonal projection, i.e. $P^* = P, P^2 = P$,
- $\gamma P \gamma^* = I - P$,
- $(P_{>0}, P)$ form a Fredholm pair, i.e. $P_{>0}|_{\text{im} P}$ is Fredholm.

Here $P_{>0}$ denotes the positive spectral projection associated to the self-adjoint tangential operator $A$. The boundary value problems $(D_j^1, P), j = 1, 2$ are well-posed in the sense of R. T. Seeley, by [BL3, Theorem 7.2]. We know, see [KL, Theorem 3.1] and the references therein, that the eta-functions $\eta(D_j^1, s)$ extend meromorphically to $\mathbb{C}$. Assume for simplicity that the eta-functions are regular at $s = 0$ and set for $j = 1, 2$:

$$\eta(D_j^1) := \frac{1}{2} \left[ \eta(D_j^1, s = 0) + \dim \ker D_j^1 \right],$$

$$\eta(D) := \frac{1}{2} \left[ \eta(D, s = 0) + \dim \ker D \right].$$

This definition coincides with [BV3, (4.1)] for $D_j^1 = B_{even}^j$ and $D = B_{even}$, since in the setup of the present section the odd-signature operators are self-adjoint, hence have real spectrum.

The same holds for $D_{j-}^1$ as well, and the splitting formula in the version of [KL, Theorem 7.7] is given as follows:

$$\eta(D) = \eta(D_1^1) + \eta(D_{2-}^1) - \tau_\mu(I - P_1, P, P_1), \quad (4.6)$$

where $P_j$ denotes the Calderon projector for $D_j^1$, which is the orthogonal projection of sections in $F|_N$ onto the Cauchy-data space of $D^1$ consisting of the traces at $N$ of elements in the kernel of $D^1$. For further details see [BW].
The third summand \( \tau_\mu \) in (4.6) refers to the Maslov triple index defined in [KL, Definition 6.8]. The Maslov triple index is integer-valued and thus the result above leads in particular to a mod \( \mathbb{Z} \) splitting formula for eta-invariants.

Leaving for the moment these general constructions aside, we continue in the setup of the Section 2. We adapt the constructions of [KL, Section 8.1] to the present situation. Let \( \iota : N \hookrightarrow M \) denote the inclusion of the splitting hypersurface \( N \) into the closed split-manifold \( M \). Define the restriction map:

\[
R : \Omega^\text{even}(M, E \oplus E) \to \Omega^\text{even}(N, (E \oplus E)|_N),
\]

where \( \tilde{*} \) is the Hodge-star operator on the oriented Riemannian manifold \( M \) acting antidiagonally on \( E \oplus E \) with the following matrix form:

\[
\tilde{*} = \begin{pmatrix} 0 & * \\ * & 0 \end{pmatrix}.
\]

It is further related as follows to the chirality operator \( \tilde{\Gamma} \) of the Hilbert complex \((\tilde{D}, \tilde{\nabla})\):

\[
\tilde{\Gamma} := i'(-1)^{k(k+1)/2} \tilde{*} : \Omega^k(M, E \oplus E) \to \Omega^{m-k}(M, E \oplus E),
\]

where \( r := (\dim M + 1)/2 \).

The restriction map \( R \) induces with \( \mathcal{U} \cong (-\epsilon, \epsilon) \times N \) the following identification:

\[
\Phi : \Omega^\text{even}(\mathcal{U}, (E \oplus E)|_\mathcal{U}) \to C^\infty((-\epsilon, \epsilon), \Omega^\text{even}(N, (E \oplus E)|_{\mathcal{U}})),
\]

which extends to an isometry on the \( L^2 \)-completions of the spaces due to the product structure of the metrics. The isometric transformation preserves the spectral properties of the transformed operators. Hence we can equivalently deal with the even part \( \mathcal{B}_\text{even} \) of the odd-signature operator associated to the Hilbert complex \((\tilde{D}, \tilde{\nabla})\) over \( M \), under the isometric transformation \( \Phi \).

The assumption of temporal gauge for the connection \( \nabla \) implies with the same calculations as in [KL, Section 8.1]:

\[
(4.7) \quad \Phi \circ \mathcal{B}_\text{even} \circ \Phi^{-1} = \gamma \left[ \frac{d}{dx} + A \right],
\]

where the operators \( \gamma \) and \( A \) are of the following form (compare [KL, Section 8.1]):

\[
\gamma(\beta) = \begin{cases} i'(-1)^{p-1}\bar{*}_N \beta, & \text{if } \beta \in \Omega^p(N, (E \oplus E)|_N), \\ i'(-1)^{r-p-1}\bar{*}_N \beta, & \text{if } \beta \in \Omega^{2p+1}(N, (E \oplus E)|_N). \end{cases}
\]

\[
A(\beta) = \begin{cases} -(-\nabla_N^* + \bar{*}_N \nabla_N)\beta, & \text{if } \beta \in \Omega^p(N, (E \oplus E)|_N), \\ (-\nabla_N^* + \bar{*}_N \nabla_N)\beta, & \text{if } \beta \in \Omega^{2p+1}(N, (E \oplus E)|_N). \end{cases}
\]

Here \( \nabla_N = \nabla_N \oplus \nabla_N \) where \( \nabla_N \) is the flat connection on \( E|_N \) whose pullback to \( E|_\mathcal{U} \) gives \( \nabla|_\mathcal{U} \). Further \( \bar{*}_N \) is the Hodge-star operator on \( N \) acting anti-diagonally on \( (E \oplus E)|_N \). We write

\[
\tilde{\nabla}_N = \begin{pmatrix} \nabla_N & 0 \\ 0 & \nabla_N \end{pmatrix}, \quad \bar{*}_N = \begin{pmatrix} 0 & *_N \\ *_N & 0 \end{pmatrix}.
\]

Consider next the odd signature operators \( \mathcal{B}^j_{\text{even}}, j = 1, 2 \) viewed as boundary value
To visualize the structure involved, we distinguish notationally each direct sum component in $E \oplus E$:

$$E \oplus E \equiv E^+ \oplus E^-.$$ 

Decompose now $\Omega^*(N, (E \oplus E)|_N)$ as follows:

\begin{equation} \label{4.8}
\Omega^*(N, (E \oplus E)|_N) = [\Omega^{even}(N, E^+|_N) \oplus \Omega^{odd}(N, E^+|_N)] \oplus [\Omega^{even}(N, E^-|_N) \oplus \Omega^{odd}(N, E^-|_N)].
\end{equation}

The restriction map $R$ acts with respect to this decomposition as follows:

\begin{equation} \label{4.9}
R(\beta^+ \oplus \beta^-) = [\iota^*(\beta^+) \oplus \iota^*(\ast \beta^-)] \oplus [\iota^*(\beta^-) \oplus \iota^*(\ast \beta^+)],
\end{equation}

where $\beta^+ \oplus \beta^- \in \Omega^{even}(M, E^+ \oplus E^-)$.

Furthermore with respect to this decomposition operators $\gamma$ and $A$ are given by the following matrix form:

\begin{equation} \label{4.10}
\gamma = \begin{pmatrix} 0 & \tau \\ \bar{\tau} & 0 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & \bar{A} \\ \bar{A} & 0 \end{pmatrix},
\end{equation}

$$\tau(\beta) = \begin{cases} i^*(1)^{p-1} \ast_N \beta, & \text{if } \beta \in \Omega^{2p}(N, E|_N), \\ i^*(-1)^{p-1} \ast_N \beta, & \text{if } \beta \in \Omega^{2p+1}(N, E|_N). \end{cases}
$$

$$\bar{A}(\beta) = \begin{cases} -(\nabla_N \ast_N \nabla_N) \beta, & \text{if } \beta \in \Omega^{2p}(N, E|_N), \\ (\nabla_N \ast_N + \ast_N \nabla_N) \beta, & \text{if } \beta \in \Omega^{2p+1}(N, E|_N). \end{cases}
$$

Note that $\gamma$ and $A$ satisfy the conditions \[4.1\]. Recall now from [BV3, Lemma 3.6]

$$D(B^j) = D(D_{j, rel}^{GB} \oplus D_{j, abs}^{GB}),$$

where $D_j^{GB}$ is the Gauss-Bonnet operator on $M_j$ associated to the connection $\nabla_j$. Hence the boundary conditions for $B^j_{even}$ are given as follows (see [BL1, Theorem 4.1], where the arguments are performed in the untwisted setup, but transfer analogously to the twisted case, provided product metric structures and a flat connection in temporal gauge)

$$\beta = \beta^+ \oplus \beta^- \in D(B^j_{even}) \cap \Omega^{even}(M_j, E^+ \oplus E^-),$$

hence $\beta^+ \in D(D^{GB}_{j, rel})$, $\beta^- \in D(D^{GB}_{j, abs})$,

hence $\iota_j^*(\beta^+) = 0$, $\iota_j^*(\ast \beta^-) = 0$.

According to \[4.9\] we obtain under the isometric identification $\Phi$ over $U \cap M_j$ and with respect to the decomposition \[4.8\] the following matrix form for the boundary operators of $B^j_{even}$

\begin{equation} \label{4.11}
P = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\end{equation}

Note that $(I - P)$ again provides boundary conditions for $B^j_{even}$ with the components $E^+, E^-$ interchanged. The boundary operator $P$ obviously extends to a pseudo-differential operator of order zero. One checks explicitly by matrix calculations that $P$ satisfies the conditions \[4.3\] and \[4.4\]. The condition \[4.5\] remains to be verified.
Being elliptic and self-adjoint, $A$ has discrete real spectrum with finite multiplicities. Discreteness of $A$ together with self-adjointness of $B^j_{\text{even}}$ implies with [BL3, Corollary 4.6 and Theorem 5.6] that $P$ indeed satisfies (4.5).

Thus the conditions for the application of (4.6) are satisfied and we obtain

$$\eta(B_{\text{even}}) = \eta(B^1_{\text{even}}) + \eta(B^2_{\text{even}}) - \tau_\mu(I - P_1, P, P_1),$$

(4.12)

where the operators $B^1_{\text{even}}, B^2_{\text{even}}$ denote the even parts of the odd-signature operators associated to the Hilbert complexes $(\tilde{D}_1, \tilde{\nabla}_1), (\tilde{D}_2, \tilde{\nabla}_2)$ respectively. Equivalently they are the self-adjoint realizations of the differential operators $B_{\text{even}}|_{M_1}, B_{\text{even}}|_{M_2}$ with the boundary conditions $P$ and $(I - P)$ respectively. Further $P_1$ denotes the Calderon projector of $B^1_{\text{even}}$ and $\tau_\mu$ the Maslov triple index.

Due to self-adjointness of the odd-signature operator, the notion of (reduced) eta-invariant in [KL] for $B_{\text{even}}$ and $B^j_{\text{even}}, j = 1, 2$ coincides with the setup of [BV3, (4.1)].

We obtain an analogous splitting formula in case of a trivial line bundle $M \times \mathbb{C}$ in the notation of [BV3, Proposition 4.6]

$$\eta(B_{\text{trivial}}) = \eta(B^1_{\text{trivial}}) + \eta(B^2_{\text{trivial}}) - \tau_\mu(I - P_{1, \text{trivial}}, P_{\text{trivial}}, P_{1, \text{trivial}}),$$

(4.13)

with the obvious notation. This formula will be necessary in order to obtain a splitting for the metric-anomaly term in refined analytic torsion.

In other words, the phase of refined analytic torsion is given in part by the rho invariant of $B_{\text{even}}$, which is defined (cf. [KL, Definition 8.17]) as the eta-invariant of the operator minus the metric anomaly correction term. The results (4.12) and (4.13) give together a splitting formula for the rho-invariant, which constitutes to the complex phase of refined analytic torsion.

5. POINCARE DUALITY FOR MANIFOLDS WITH BOUNDARY

We continue in the setup and the notation, fixed in Section 2. Denote by $\triangle_{j, \text{rel/abs}}$ the Laplacians of the Hilbert complexes $(D_{j, \text{min/max}}, \nabla_{j, \text{min/max}})$ respectively. The coefficient $j$ refers to the base manifold $M_j, j = 1, 2$. Consider the Hodge star operator $*$ on $M$ and the associated chirality operator

$$\Gamma := i^*(-1)^{\frac{k(k+1)}{2}} : \Omega^k(M, E) \to \Omega^{m-k}(M, E), \quad r := \frac{(\dim M + 1)/2}{2}.$$  

We do not indicate the restriction of $\Gamma$ to $M_j, j = 1, 2$ by a subscript $j$, since it will always be clear from the action. By the properties of the chirality operator $\Gamma$ in [BV3, Lemma 3.3], we infer:

$$\triangle_{j, \text{abs/rel}} = \Gamma \circ \triangle_{j, \text{rel/abs}} \circ \Gamma,$$

(5.1)

and hence $\Gamma : \ker \triangle_{j, \text{rel/abs}} \cong \ker \triangle_{j, \text{abs/rel}}$.

Note the Hodge isomorphisms

$$\ker \triangle_{j, \text{rel/abs}} \cong H^*_{\text{rel/abs}}(M_j, E), \quad \phi \mapsto [\phi],$$

where $H^*_{\text{rel/abs}}(M_j, E)$ denote the de Rham cohomologies of the Fredholm complexes $(D_{j, \text{min/max}}, \nabla_{j, \text{min/max}}), j = 1, 2$ respectively. Hence the chirality operator induces
under the Hodge isomorphisms the so-called Poincare duality on manifolds with boundary:

\[ \Gamma : H^{k}_{\text{rel/abs}}(M_j, E) \cong H^{m-k}_{\text{abs/rel}}(M_j, E), \quad k = 0, \ldots, m = \dim M. \]

Next we introduce two pairings. Let \( \omega_1 = s_1 \otimes \chi_1 \) and \( \omega_2 = s_2 \otimes \chi_2 \) be two differential forms in \( \Omega^*(M_j, E) \) with \( s_1, s_2 \in C^\infty(M_j, E) \) and \( \chi_1, \chi_2 \in \Omega^*(M_j) \).

Put:

\[ h^E(\omega_1 \wedge \omega_2) := h^E(s_1, s_2) \cdot \chi_1 \wedge \chi_2. \]

This action extends by linearity to arbitrary differential forms in \( \Omega^*(M_j, E) \). With this notation we define a pairing, which is the Hilbert structure on \( H^*_{\text{rel/abs}}(M_j, E) \) induced by the \( L^2 \)-structure on the harmonic forms:

\[ \langle \cdot, \cdot \rangle_{L_j^2} : H^{k}_{\text{rel/abs}}(M_j, E) \times H^{k}_{\text{rel/abs}}(M_j, E) \to \mathbb{C} \]

\( (5.3) \)

\[ [\omega], [\eta] \mapsto \int_{M_j} h^E(\omega \wedge \eta), \]

where \( \omega \) and \( \eta \) are the harmonic representatives of \([\omega]\) and \([\eta]\) respectively. The second pairing is the Poincare duality on Riemannian manifolds with boundary and is in fact independent of a choice of representatives:

\[ \langle \cdot, \cdot \rangle_{P_j} : H^{k}_{\text{rel/abs}}(M_j, E) \times H^{m-k}_{\text{abs/rel}}(M_j, E) \to \mathbb{C} \]

\( (5.4) \)

\[ [\omega], [\eta] \mapsto \int_{M_j} h^E(\omega \wedge \eta). \]

Both pairings are non-degenerate and induce canonical identifications between cohomology and its dual:

\[ \#_{L_j^2} : H^{k}_{\text{rel/abs}}(M_j, E) \cong (H^{k}_{\text{rel/abs}}(M_j, E))^*, \quad [\omega] \mapsto \langle \cdot, [\omega] \rangle_{L_j^2}, \]

\[ \#_{P_j} : H^{k}_{\text{rel/abs}}(M_j, E) \cong (H^{m-k}_{\text{abs/rel}}(M_j, E))^*, \quad [\omega] \mapsto \langle \cdot, [\omega] \rangle_{P_j}. \]

Both maps are linear, with the Hermitian metric \( h^E \) set to be linear in the second component. The next proposition puts the constructions above into relation:

**Proposition 5.1.** The action of \( \#_{L_j^2} \circ \Gamma \) and \( \#_{P_j} \) on \( H^{k}_{\text{rel/abs}}(M_j, E) \) satisfies

\[ \#_{L_j^2} \circ \Gamma = i^r(-1)^{\frac{k(k+1)}{2}} \#_{P_j}, \quad r = (\dim M + 1)/2. \]

**Proof.** Let \( [\omega] \in H^{k}_{\text{rel/abs}}(M_j, E) \) and \( [\eta] \in H^{m-k}_{\text{abs/rel}}(M_j, E) \) with \( \omega, \eta \) being the harmonic representatives of \([\omega],[\eta]\) respectively. Using \( \Gamma^2 = 1 \) we get

\[ *\Gamma \omega = i^{-r}(-1)^{\frac{(m-k)(m-k+1)}{2}} \Gamma \circ \Gamma \omega = i^{-r}(-1)^{\frac{k(k+1)}{2}} \frac{m(m+1)}{2} \omega = i^r(-1)^{\frac{k(k+1)}{2}} \omega. \]

Due to linearity of the Hermitian metric in the second component we finally obtain:

\[ (\#_{L_j^2} \circ \Gamma)([\omega])[\eta] = \langle [\eta], \Gamma [\omega] \rangle_{L_j^2} = \int_{M_j} h^E(\eta \wedge *\Gamma \omega) = \]

\[ = i^r(-1)^{\frac{k(k+1)}{2}} \int_{M_j} h^E(\eta \wedge \omega) = i^r(-1)^{\frac{k(k+1)}{2}} \#_{P_j}([\omega])[\eta]. \]

\( \square \)
A similar discussion works also on the closed Riemannian split manifold $M$. In particular we obtain as before the pairings $\langle \cdot, \cdot \rangle_{L^2}$ and $\langle \cdot, \cdot \rangle_P$ with the associated identifications $\#_{L^2}$ and $\#_P$ respectively, over the manifold $M$. As in Proposition 5.1 we obtain for the action of $\#_{L^2} \circ \Gamma$ and $\#_P$ on $H^k(M, E)$ the following relation
\[
\#_{L^2} \circ \Gamma = i^r (-1)^{r(k+1)/2} \#_P, \quad r = (\dim M + 1)/2.
\]
Next we consider a complex, that takes the splitting $M = M_1 \cup_N M_2$ into account. Let $\iota_j : N \hookrightarrow M_j$, $j = 1, 2$ be the natural inclusions. Put
\[
\Omega^*(M_1 # M_2, E) := \{ (\omega_1, \omega_2) \in \Omega^*(M_1, E) \oplus \Omega^*(M_2, E) | \iota_1^* \omega_1 = \iota_2^* \omega_2 \}.
\]
Denote the restrictions of the flat connection $\nabla$ to $M_j$, $j = 1, 2$ by $\nabla_j$, and extend the restrictions by Leibniz rule to operators on the complexes $\Omega^*(M_j, E)$, $j = 1, 2$. We put further
\[
\nabla_S(\omega_1, \omega_2) := (\nabla_1 \omega_1, \nabla_2 \omega_2).
\]
This operation respects the transmission condition of $\Omega^*(M_1 # M_2, E)$ and further its square is obviously zero. Therefore $\nabla_S$ turns the graded vector space $\Omega^*(M_1 # M_2, E)$ into a complex, denoted by
\[
(\Omega^*(M_1 # M_2, E), \nabla_S).
\]
The natural $L^2$–structure on $\Omega^*(M_1, E) \oplus \Omega^*(M_2, E)$, induced by the metrics $g^M$ and $h^E$ is defined on any $\omega = (\omega_1, \omega_2), \eta = (\eta_1, \eta_2)$ as follows
\[
\langle \omega, \eta \rangle_{L^2} := \sum_{j=1}^2 \langle \omega_j, \eta_j \rangle_{L^2_j}.
\]
In order to analyze the associated Laplace operators, consider first the adjoint to $\nabla_S$ operator $\nabla_S^*$ in $\Omega^*(M_1, E) \oplus \Omega^*(M_2, E)$ with domain of definition $\mathcal{D}(\nabla_S^*)$ consisting of elements $\omega = (\omega_1, \omega_2) \in \Omega^*(M_1, E) \oplus \Omega^*(M_2, E)$ such that the respective linear functionals on any $\eta = (\eta_1, \eta_2) \in \Omega^*(M_1 # M_2, E)$
\[
L_\omega(\eta) = \langle \omega, \nabla_S \eta \rangle_{L^2}
\]
are continuous in $\Omega^*(M_1 # M_2, E)$ with respect to the natural $L^2$–norm of $\eta$. As a consequence of Stokes’ formula we find for such elements $\omega \in \mathcal{D}(\nabla_S^*)$ that the following transmission condition has to hold
\[
\ast \omega = (\ast \omega_1, \ast \omega_2) \in \Omega^*(M_1 # M_2, E),
\]
where $\ast$ also denotes the restrictions of the usual Hodge star operator on $M$ to $M_1$ and $M_2$. The Laplace operator $\Delta_S = \nabla_S^* \nabla_S + \nabla_S \nabla_S^*$ of the complex (5.6) acts on the obvious domain of definition
\[
\mathcal{D}(\Delta_S) = \{ \omega \in \Omega^*(M_1 # M_2, E) \mid \omega \in \mathcal{D}(\nabla_S^*), \nabla_S \omega \in \mathcal{D}(\nabla_S^*), \nabla_S^* \omega \in \Omega^*(M_1 # M_2, E) \}.
\]
The $\text{Dom}(\Delta_S)$ is defined as the completion of $\mathcal{D}(\Delta_S)$ with respect to the graph topology norm. The Laplacian $\Delta_S$ with domain $\text{Dom}(\Delta_S)$ is a self-adjoint operator in the $L^2$–completion of $\Omega^*(M_1, E) \oplus \Omega^*(M_2, E)$.

For the spectrum of $\Delta_S$ we refer to the theorem below, established essentially by S. Vishik in [V, Proposition 1.1] in the untwisted setup.
Theorem 5.2. The generalized eigenforms of the Laplacian $\triangle_S$ and the generalized eigenforms of the Laplacian $\triangle$ associated to the twisted de Rham complex $(\Omega^*(M, E), \nabla)$ coincide.

Proof. The conditions for $(\omega_1, \omega_2) \in D(\triangle_S)$ translate with \textcolor{red}{[5.8]} equivalently to

$$
t^*_1 \omega_1 = t^*_2 \omega_2, \quad t^*_1 (\ast \omega_1) = t^*_2 (\ast \omega_2), \quad t^*_1 (\partial_\omega^1 \omega_1) = t^*_2 (\partial_\omega^2 \omega_2), \quad t^*_1 (\partial_\omega^1 \omega_1) = t^*_2 (\partial_\omega^2 \omega_2).
$$

(5.10)

Any eigenform $\omega$ of $\triangle$ is smooth and thus $(\omega|_{M_1}, \omega|_{M_2})$ satisfies the conditions \textcolor{red}{[5.10]}. Thus any eigenform $\omega \equiv (\omega|_{M_1}, \omega|_{M_2})$ of $\triangle$ belongs to $D(\triangle_S)$ and hence is an eigenform of $\triangle_S$. We need to show the converse statement.

Let $(\omega_1, \omega_2) \in D(\triangle_S)$ be an eigenform of $\triangle_S$. Then for any $k \in \mathbb{N}$ the element $(\triangle^k_1 \omega_1, \triangle^k_2 \omega_2)$ satisfies the conditions \textcolor{red}{[5.10]}. Fix local coordinates $(x, y)$ in the collar neighborhood $(-\epsilon, \epsilon) \times N$ of $N \subset M$ with $x \in (-\epsilon, \epsilon)$ being the normal coordinate and $y \in N$ the local coordinates on $N$. Then the conditions \textcolor{red}{[5.10]} imply for $k = 1$

$$
\frac{\partial \omega_1 (x = 0, y)}{\partial x} = \frac{\partial \omega_2 (x = 0, y)}{\partial x}.
$$

Iterative application of the conditions \textcolor{red}{[5.10]} to $(\triangle^k_1 \omega_1, \triangle^k_2 \omega_2)$ for $k \in \mathbb{N}$ shows

$$
\forall k \in \mathbb{N} : \frac{\partial^k \omega_1 (x = 0, y)}{\partial x^k} = \frac{\partial^k \omega_2 (x = 0, y)}{\partial x^k}.
$$

(5.11)

The eigenform $(\omega_1, \omega_2)$ consists of smooth eigenforms $\omega_j$ over $M_j, j = 1, 2$. The result \textcolor{red}{[5.11]} shows smoothness on $N \subset M$. Thus $(\omega_1, \omega_2)$ can be viewed as a smooth differential form over $M$ and so lies in $D(\triangle)$ and hence is an eigenform of $\triangle$ as well. This proves the theorem. \hfill $\square$

Corollary 5.3. The Laplacian $\triangle_S$ on $\text{Dom}(\triangle_S)$ is a Fredholm operator and

$$
H^*(M_1 \# M_2, E) := H^*(\Omega^*(M_1 \# M_2, E), \nabla_S) \cong H^*_{dR}(M, E).
$$

The corollary is an obvious consequence of Theorem 5.2 and the Hodge-isomorphism. Therefore the pairings $\langle \cdot, \cdot \rangle_{L^2}$ and $\langle \cdot, \cdot \rangle$ with the associated identifications $\#_{L^2}$ and $\#_P$ respectively, over the manifold $M$ give rise to pairings and maps on $H^*(M_1 \# M_2, E)$. We do not introduce a distinguished notation for these induced constructions

$$
\langle \cdot, \cdot \rangle_{L^2} : H^k(M_1 \# M_2, E) \times H^k(M_1 \# M_2, E) \rightarrow \mathbb{C}
$$

(5.12)

$$
\langle [\omega_1, \omega_2], [(\eta_1, \eta_2)] \rangle_{L^2} \mapsto \sum_{j=1}^{2} \int_{M_j} h^k(\omega_j \wedge *\eta_j),
$$

$$
\langle \cdot, \cdot \rangle_{P} : H^k(M_1 \# M_2, E) \times H^{m-k}(M_1 \# M_2, E) \rightarrow \mathbb{C}
$$

(5.13)

$$
\langle [\omega_1, \omega_2], [(\eta_1, \eta_2)] \rangle_{P} \mapsto \sum_{j=1}^{2} \int_{M_j} h^k(\omega_j \wedge \eta_j),
$$

where $(\omega_1, \omega_2), (\eta_1, \eta_2)$ are a priori harmonic representatives of the corresponding cohomology classes, due to the Hodge isomorphisms applied in the identification of Corollary \textcolor{red}{[5.3]}. A posteriori we find by the next lemma that the pairing $\langle \cdot, \cdot \rangle_{P}$ like the pairings $\langle \cdot, \cdot \rangle_{P, j = 1, 2}$ is well-defined on cohomology classes, i.e. need not be evaluated on harmonic representatives only.
Lemma 5.4. The pairing \((\cdot, \cdot)_\rho\) is a well-defined pairing on cohomology.

Proof. Let \([(\omega_1, \omega_2)] \in H^k(M_1 \# M_2, E)\) be a cohomology class with a representative \((\omega_1, \omega_2) + \nabla_S(\gamma_1, \gamma_2)\) where \((\omega_1, \omega_2) \in \ker \nabla_S\) and \((\omega_1, \omega_2), (\gamma_1, \gamma_2) \in \Omega^*(M_1 \# M_2, E)\), in particular

\[ \iota_1^* \omega_1 = \iota_2^* \omega_2, \quad \iota_1^* \gamma_1 = \iota_2^* \gamma_2. \]

Similarly let \([(\eta_1, \eta_2)] \in H^{m-k}(M_1 \# M_2, E)\). Choose a representative \((\eta_1, \eta_2) + \nabla_S(\xi_1, \xi_2)\) with \((\eta_1, \eta_2) \in \ker \nabla_S\) and \((\eta_1, \eta_2), (\xi_1, \xi_2) \in \Omega^*(M_1 \# M_2, E)\). We compute

\[
\begin{align*}
2 \sum_{j=1}^2 \int_{M_j} h^E((\omega_j + \nabla_j \gamma_j) \wedge (\eta_j + \nabla_j \xi_j)) &= \sum_{j=1}^2 \int_{M_j} h^E(\omega_j \wedge \eta_j) = \\
= 2 \sum_{j=1}^2 \int_{M_j} h^E(\nabla_j \gamma_j \wedge \eta_j) + 2 \sum_{j=1}^2 \int_{M_j} h^E(\omega_j \wedge \nabla_j \xi_j) + \\
&+ 2 \sum_{j=1}^2 \int_{M_j} h^E(\nabla_j \gamma_j \wedge \nabla_j \xi_j).
\end{align*}
\]

(5.14)

In order to verify that the pairing \((\cdot, \cdot)_\rho\) is a well-defined pairing on cohomology we need to show that the last three summands in (5.14) are zero. Consider the first summand, the other two are dealt with analogically. Under the assumption of flatness of \(\nabla\) we get

\[ dh^E(\gamma_j \wedge \eta_j) = h^E(\nabla_j \gamma_j \wedge \eta) + (-1)^{k-1} h^E(\gamma_j \wedge \nabla_j \eta) = h^E(\nabla_j \gamma_j \wedge \eta) \]

\[ \Rightarrow 2 \sum_{j=1}^2 \int_{M_j} h^E(\nabla_j \gamma_j \wedge \eta_j) = 2 \sum_{j=1}^2 \int_{M_j} dh^E(\gamma_j \wedge \eta_j) = \]

\[ = \sum_{j=1}^2 \int_{\partial M_j} \iota_j^* h^E(\gamma_j \wedge \eta_j). \]

Since \(\iota_1^* \gamma_1 = \iota_2^* \gamma_2\) and \(\iota_1^* \eta_1 = \iota_2^* \eta_2\) we find

\[ \iota_1^* h^E(\gamma_1 \wedge \eta_1) = \iota_2^* h^E(\gamma_2 \wedge \eta_2). \]

However the orientations on \(N = \partial M_1 = \partial M_2\) induced from \(M_1\) and \(M_2\) are opposite. Hence the two integrals over \(M_1\) and \(M_2\) cancel. This completes the argumentation. \(\square\)

6. Commutative diagrams in cohomological algebra

Consider the short exact sequences of complexes:

\[ 0 \to (\Omega^*_\min(M_1, E), \nabla_1) \xrightarrow{\alpha} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\beta} (\Omega^*_\max(M_2, E), \nabla_2) \to 0, \]

\[ 0 \to (\Omega^*_\min(M_2, E), \nabla_2) \xrightarrow{\alpha'} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\beta'} (\Omega^*_\max(M_1, E), \nabla_1) \to 0, \]

where \(\alpha(\omega) = (\omega, 0)\), \(\alpha'(\omega) = (0, \omega)\) and \(\beta(\omega_1, \omega_2) = \omega_2, \beta'(\omega_1, \omega_2) = \omega_1\). The exactness at the first and the second complex of both sequences is clear by construction. The surjectivity of \(\beta\) and \(\beta'\) is clear, since \(\Omega^*_\max(M_j, E), j = 1, 2\) consists of smooth
differential forms over $M_j$ which are in particular smooth at the boundary. These short exact sequences of complexes induce long exact sequences on cohomology:

$$H: \ldots H^k_{rel}(M_1, E) \xrightarrow{\alpha^*} H^k(M_1 \# M_2, E) \xrightarrow{\beta^*} H^k_{abs}(M_2, E) \xrightarrow{\delta^*} H^{k+1}_{rel}(M_1, E) \ldots$$

$$H': \ldots H^k_{rel}(M_2, E) \xrightarrow{\alpha'^*} H^k(M_1 \# M_2, E) \xrightarrow{\beta'^*} H^k_{abs}(M_1, E) \xrightarrow{\delta'^*} H^{k+1}_{rel}(M_2, E) \ldots$$

(6.1)

The first long exact sequence is related to the dual of the second long exact sequence by the diagram below, where $\alpha'_*, \beta'_*, \delta'_*$ denote the dualizations of $\alpha^*, \beta^*, \delta^*$ respectively.

(6.2)

$$H^k_{rel}(M_1, E) \xrightarrow{\alpha^*} H^k(M_1 \# M_2, E) \xrightarrow{\beta^*} H^k_{abs}(M_2, E) \xrightarrow{\delta^*} H^{k+1}_{rel}(M_1, E)$$

$$H^m_{abs}(M_1, E) \xrightarrow{\beta'_*} H^{m-k}(M_1 \# M_2, E)^* \xrightarrow{\alpha'^*} H^{m-k}_{rel}(M_2, E)^* \xrightarrow{\delta'^*} H^{m-k+1}_{abs}(M_1, E)^*$$

Theorem 6.1. The diagram (6.2) is commutative.

Proof. We need to verify commutativity of three types of squares in the diagram.

Consider the first type of squares:

$$\begin{array}{ccc}
H^k_{rel}(M_1, E) & \xrightarrow{\alpha^*} & H^k(M_1 \# M_2, E) \\
\#_{L_2}^* \circ \Gamma & \downarrow & \#_{L_2}^* \circ \Gamma \\
H^m_{abs}(M_1, E)^* & \xrightarrow{\beta'_*} & H^{m-k}(M_1 \# M_2, E)^*
\end{array}$$

Let $[\omega] \in H^k_{rel}(M_1, E)$. Recall

$$\#_{L_2}^* \circ \Gamma = i^*(-1)^{k(k+1)/2} \#_{p_1}^*$$

on $H^k_{rel}(M_1, E)$,

$$\#_{L_2}^* \circ \Gamma = i^*(-1)^{k(k+1)/2} \#_{p}^*$$

on $H^k(M_1 \# M_2, E)$. The maps $\#_{p_1}, \#_{p}$ are well-defined identifications on cohomology, due to Lemma 5.4. Let $[\eta_1, \eta_2] \in H^{m-k}(M_1 \# M_2, E)$ and compute:

$$(\beta'_* \circ \#_{L_2}^* \circ \Gamma)[\omega](\eta_1, \eta_2) = (\#_{L_2}^* \circ \Gamma \circ \alpha^*)[\omega](\eta_1, \eta_2)$$

$$= i^*(-1)^{k(k+1)/2} \{ (\beta'(\eta_1, \eta_2), \omega)_{p_1} - (\eta_1, \eta_2, \alpha \omega)_{p} \}$$

$$= i^*(-1)^{k(k+1)/2} \left\{ \int_{M_1} h^E(\eta_1 \wedge \omega) - \int_{M_1} h^E(\eta_1 \wedge \omega) \right\} = 0.$$

Consider now the second type of squares in the diagram (6.2).

$$\begin{array}{ccc}
H^k(M_1 \# M_2, E) & \xrightarrow{\beta^*} & H^k_{abs}(M_2, E) \\
\#_{L_2} \circ \Gamma & \downarrow & \#_{L_2} \circ \Gamma \\
H^{m-k}(M_1 \# M_2, E)^* & \xrightarrow{\alpha'^*} & H^{m-k}_{rel}(M_2, E)^*
\end{array}$$
Let \([\omega_1, \omega_2] \in H^k(M_1 \# M_2, E)\) and \([\eta] \in H^{m-k}_\text{rel}(M_2, E)\). As before the maps in the diagram are independent of particular choices of representatives, so we compute:

\[
(\alpha' \circ \# L_2 \circ \Gamma)([\omega_1, \omega_2]) \cdot ([\eta]) - ((\# L_2 \circ \Gamma \circ \beta^*)([\omega_1, \omega_2]) \cdot ([\eta]) =
\]

\[
i^\tau(-1)^{k(k+1)/2} \left\{ (\alpha' \eta, (\omega_1, \omega_2))_p - (\eta, \beta(\omega_1, \omega_2))_p \right\} =
\]

\[
i^\tau(-1)^{k(k+1)/2} \left\{ \int_{M_2} h^E(\eta \land \omega_2) - \int_{M_2} h^E(\eta \land \omega_2) \right\} = 0.
\]

Consider finally the third type of squares.

\[
\begin{array}{ccc}
H^k_{\text{abs}}(M_2, E) & \xrightarrow{\delta^*} & H^{k+1}_{\text{rel}}(M_1, E) \\
\# L_2 \circ \Gamma & & \# L_2 \circ \Gamma \\
H^{m-k}_{\text{rel}}(M_2, E)^* & \xrightarrow{\delta^*} & H^{m-k-1}_{\text{abs}}(M_1, E)^*.
\end{array}
\]

To prove commutativity of this diagram, we need a precise understanding of the connecting homomorphisms \(\delta^*, \delta^*\). Note for this the following diagram of short exact sequences of complexes:

\[
0 \to (\Omega^*_{\text{min}}(M_1, E), \nabla_1) \xrightarrow{\alpha} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\beta} (\Omega^*_{\text{max}}(M_2, E), \nabla_2) \to 0
\]

\[
\| \hspace{1cm} \| \hspace{1cm} \beta_\pi \uparrow
\]

\[
0 \to (\Omega^*_{\text{min}}(M_1, E), \nabla_1) \xrightarrow{\alpha} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\pi} (\Omega^*_{\text{max}}(M_2, E), \nabla_2) \to 0.
\]

The complex \((\Omega^*_{\text{max}}(M_2, E), \nabla_2)\) in the lower short exact sequence is the natural quotient of complexes

\[
(\Omega^*_{\text{max}}(M_2, E), \nabla_2) := (\Omega^*(M_1 \# M_2, E), \nabla_S) \big/ \alpha(\Omega^*_{\text{min}}(M_1, E), \nabla_1).
\]

The complex map \(\pi\) is the natural projection. The map \(\beta_\pi\) is an isomorphism of complexes:

\[
\beta_\pi : (\Omega^*_{\text{max}}(M_2, E), \nabla_2) \to (\Omega^*_{\text{max}}(M_2, E), \nabla_2)
\]

\[
[(\omega_1, \omega_2)] \mapsto \beta(\omega_1, \omega_2) = \omega_2.
\]

The diagram \([6.4]\) of short exact sequences of complexes obviously commutes. Hence the associated diagramm of long exact sequences on cohomology is also commutative and in particular we obtain the following commutative diagramm:

\[
\begin{array}{ccc}
H^k_{\text{abs}}(M_2, E) & \xrightarrow{\delta^*} & H^{k+1}_{\text{rel}}(M_1, E) \\
\beta_\pi^* & & \beta_\pi^* \\
H^k((\Omega^*_{\text{max}}(M_2, E), \nabla_2)) & \xrightarrow{d^*} & H^{k+1}_{\text{rel}}(M_1, E).
\end{array}
\]

The vertical map \(\beta_\pi^*\) is the isomorphism induced by \(\beta_\pi\) and \(\delta^*, d^*\) are the connecting homomorphisms of the long exact sequences associated to the lower and upper short exact sequence of complexes of \([6.4]\), respectively.
The connecting homomorphism $d^*$ is easily defined. Let namely $[(\omega_1, \omega_2)] \in H^k((\Omega^*_\text{max}(M_2, E), \nabla_1))$. Any of its representatives $(\omega_1, \omega_2) \in \Omega^k(M_1 \# M_2, E)$ satisfies $\nabla_S(\omega_1, \omega_2) = (\nabla \omega_1, 0) \in \alpha(\Omega^*_\text{max}(M_1, E), \nabla_1)$ by definition. Then

$$d^*[(\omega_1, \omega_2)] = [\nabla_1 \omega_1] \in H^k_{\text{rel}}(M_1, E).$$

Consider now the next diagram of short exact sequences of complexes:

(6.6)

$$0 \to (\Omega^*_\text{min}(M_2, E), \nabla_2) \xrightarrow{\alpha'} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\beta'_\pi} (\Omega^*_\text{max}(M_1, E), \nabla_1) \to 0$$

$$0 \to (\Omega^*_\text{min}(M_2, E), \nabla_2) \xrightarrow{\alpha'} (\Omega^*(M_1 \# M_2, E), \nabla_S) \xrightarrow{\pi'} (\Omega^*_\text{max}(M_1, E), \nabla_1) \to 0.$$

The complex $(\Omega^*_\text{max}(M_1, E), \nabla_1)$ in the lower short exact sequence is the natural quotient of complexes

$$\left(\Omega^*_\text{max}(M_1, E), \nabla_1\right) := \frac{(\Omega^*(M_1 \# M_2, E), \nabla_S)}{\alpha(\Omega^*_\text{min}(M_2, E), \nabla_2)}.$$

The complex map $\pi'$ is the natural projection. The map $\beta'_\pi$ is an isomorphism of complexes:

$$\beta'_\pi : (\Omega^*_\text{max}(M_1, E), \nabla_1) \to (\Omega^*_\text{max}(M_1, E), \nabla_1)$$

$$[(\omega_1, \omega_2)] \mapsto \beta'_\pi(\omega_1, \omega_2) = \omega_1.$$

The diagram of short exact sequences of complexes obviously commutes. Hence the associated diagram of long exact sequences on cohomology is also commutative and in particular we obtain the following commutative diagram:

(6.7)

$$\begin{array}{ccc}
H^k_{\text{abs}}(M_1, E) & \longrightarrow & H^{k+1}_{\text{rel}}(M_2, E) \\
\downarrow{\beta'_\pi} & & \downarrow{\beta'_\pi} \\
H^k((\Omega^*_\text{max}(M_1, E), \nabla_1)) & \longrightarrow & H^{k+1}_{\text{rel}}(M_2, E).
\end{array}$$

The vertical map $\beta'_\pi$ is the isomorphism induced by $\beta'_\pi$ and $\delta'^*$, $d'^*$ are the connecting homomorphisms of the long exact sequences associated to the lower and upper short exact sequence of complexes of (6.6), respectively.

The connecting homomorphism $d^*$ is easily defined. Let namely any $[(\eta_1, \eta_2)] \in H^{m-k-1}((\Omega^*_\text{max}(M_1, E), \nabla_1))$. For any representative $(\eta_1, \eta_2) \in \Omega^{m-k-1}(M_1 \# M_2, E)$ we have

$$\nabla_S(\eta_1, \eta_2) = (0, \nabla \eta_2) \in \alpha'(\Omega^*_\text{min}(M_2, E), \nabla_2)$$

by definition. We obtain for the connecting homomorphism $d^*$

$$d^*[(\eta_1, \eta_2)] = [\nabla \eta_2] \in H^m_{\text{rel}}(M_2, E).$$

Now the pairings $(\cdot, \cdot)_{1}, (\cdot, \cdot)_{2}$, introduced in Section 4, induce via the isomorphisms on cohomology $\beta'_n, \delta'^*$ the analogous pairings:

$$\langle \cdot, \cdot \rangle_{p_1} := \langle \cdot, \beta'_n(\cdot) \rangle ; H^m_{\text{rel}}(M_2, E) \times H^k((\Omega^*_\text{max}(M_2, E), \nabla_2)) \to \mathbb{C},$$

$$\langle \cdot, \cdot \rangle_{p_1} := \langle \beta'_n(\cdot), \cdot \rangle ; H^{m-k}(\Omega^*_\text{max}(M_1, E), \nabla_1) \times H^{k+1}_{\text{rel}}(M_1, E) \to \mathbb{C}.$$
These pairings induce the following identifications

\[
\bar{\#}_p^2 : H^k((\Omega^*_{\text{max}}(M_2, E), \nabla_2)) \xrightarrow{\sim} \left( H^m_{\text{rel}}(M_2, E) \right)^*,
\]

\[
[\omega] \mapsto \langle \cdot, [\omega] \rangle_{p^2} \equiv \langle \cdot, \beta_{\eta}^*(\omega) \rangle_{p^2},
\]

\[
\bar{\#}_p^1 : H^k_{\text{rel}}(M_1, E) \xrightarrow{\sim} \left( H^m_{\text{rel}}(\Omega^*_{\text{max}}(M_1, E), \nabla_1) \right)^*,
\]

\[
[\omega] \mapsto \langle \cdot, [\omega] \rangle_{p^1} \equiv \langle \beta_{\eta}^*(\cdot), [\omega] \rangle_{p^1}.
\]

Due to commutativity of the previous two diagrams (6.5) and (6.7), the commutativity of (6.3) is equivalent to commutativity of the following diagram:

\[
\begin{array}{ccc}
H^k((\Omega^*_{\text{max}}(M_2, E), \nabla_2)) & \xrightarrow{d^*} & H^k_{\text{rel}}(M_1, E) \\
\| \|_{k+1} & \| \|_{k+1} & \| \|_{k+1} \\
h^m_{\text{rel}}(M_2, E)^* & \xrightarrow{\text{d}^*} & H^m_{\text{rel}}(\Omega^*_{\text{max}}(M_1, E), \nabla_1)^*. \\
\end{array}
\]

Using the explicit form of the connecting homomorphisms \(d^*\) and \(d''^*\) we finally compute for any \([(\omega_1, \omega_2)] \in H^k((\Omega^*_{\text{max}}(M_2, E), \nabla_2))\) and \([(\eta_1, \eta_2)] \in H^{m-k-1}((\Omega^*_{\text{max}}(M_1, E), \nabla_1))\):

\[
\begin{align*}
\left( \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \bar{\#}_p^1 \circ d^* \right) & \left( [\omega_1, \omega_2] \right) \left( [\eta_1, \eta_2] \right) - \\
\left( \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} d''^* \circ \bar{\#}_p^2 \right) & \left( [\omega_1, \omega_2] \right) \left( [\eta_1, \eta_2] \right) = \\
& = \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \langle \beta_{\eta}^* [\eta_1, \eta_2], d^* [\omega_1, \omega_2] \rangle_{p^2} - \\
& \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \langle d''^* [\eta_1, \eta_2], \beta_{\eta}^* [\omega_1, \omega_2] \rangle_{p^1} = \\
& = \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \int_{M_2} h^E(\eta_1 \wedge \nabla_1 \omega_1) - \\
& - \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \int_{M_2} h^E(\nabla_2 \eta_2 \wedge \omega_2) =: A.
\end{align*}
\]

Now we apply the following formula for \(j = 1, 2\):

\[
dh^E(\eta_j \wedge \omega_j) = h^E(\nabla_j \eta_j \wedge \omega_j) + (-1)^{m-k-1} h^E(\eta_j \wedge \nabla_j \omega_j).
\]

Since \(\nabla_1 \eta_1 = 0\) and \(\nabla_2 \omega_2 = 0\) we find

\[
A = \iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \int_{M_1} (-1)^{m-k-1} dh^E(\eta_1 \wedge \omega_1) - \\
\iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \int_{M_2} dh^E(\eta_2 \wedge \omega_2) =
\]

\[
\iota^*( -1)^{\frac{(k+1)(k+2)}{2}} (-1)^{m-k-1} \int_{\partial M_1} i^*_1 h^E(\eta_1 \wedge \omega_1) - \\
\iota^*( -1)^{\frac{(k+1)(k+2)}{2}} \int_{\partial M_2} i^*_2 h^E(\eta_2 \wedge \omega_2).
\]

Note \((-1)^{m-k-1} = (-1)^{-k}\) since \(m\) is odd. Further

\[
\frac{(k+1)(k+2)}{2} - k = \frac{k(k+1)}{2}.
\]
Hence we compute further
\[(6.9) \quad A = i'(-1)^{\frac{k(k+1)}{2}+1} \left[ \int_{\partial M_1} \iota_1^* h^E(\eta_1 \wedge \omega_1) + \int_{\partial M_2} \iota_2^* h^E(\eta_2 \wedge \omega_2) \right].\]

Since \(\iota_1^* \omega_1 = \iota_2^* \omega_2\) and \(\iota_1^* \eta_1 = \iota_2^* \eta_2\) by construction, we find
\(\iota_1^* h^E(\eta_1 \wedge \omega_1) = \iota_2^* h^E(\eta_2 \wedge \omega_2).\)

However the orientations on \(N = \partial M_1 = \partial M_2\) induced from \(M_1\) and \(M_2\) are opposite, thus the two integrals in (6.9) cancel. This shows commutativity of (6.8) and completes the proof of the theorem. \(\square\)

7. Canonical Isomorphisms associated to Long Exact Sequences

We first introduce some concepts and notations on finite-dimensional vector spaces. Let \(V\) be a finite-dimensional complex vector space. Given a basis \(\{v\} := \{v_1, ..., v_n\}\), \(n = \dim V\), denote the induced element of the determinant line \(\det V\) as follows
\[\begin{bmatrix} v \end{bmatrix} := v_1 \wedge .. \wedge v_n \in \det V.\]

Given any two bases \(\{v\} := \{v_1, ..., v_n\}\) and \(\{w\} := \{w_1, ..., w_n\}\) of \(V\), we have the corresponding coordinate change matrix
\[v_i = \sum_{j=1}^{n} l_{ij} w_j, \quad L := (l_{ij}).\]

We put
\[\begin{bmatrix} v/w \end{bmatrix} := \det L \in \mathbb{C},\]
and obtain the following relation
\[(7.1) \quad [v] = [v/w][w].\]

In general the determinant is a complex number (we don’t take the mode), but later it will be convenient to have a relation between bases such that the determinant of the coordinate change matrix is real-valued and positive. We will use the result of the following lemma.

**Lemma 7.1.** Let \(V\) be a complex finite-dimensional Hilbert space and \(\{v\}\) any fixed basis, not necessarily orthogonal. Let \(V = W \oplus W^\perp\) be an orthogonal decomposition into Hilbert subspaces. Then there exist orthonormal bases \(\{w\} = \{w_1, ..., w_{\dim W}\}\), \(\{u\} = \{u_1, ..., u_{\dim W^\perp}\}\) of \(W, W^\perp\) respectively, such that the determinant of the coordinate change matrix between \(\{w, u\}\) and \(\{v\}\) is positive, i.e.
\[\begin{bmatrix} w, u/v \end{bmatrix} \in \mathbb{R}^+.\]

**Proof.** Consider any orthonormal bases \(\{w\}\) and \(\{u\}\) of \(W\) and \(W^\perp\), respectively. This gives us two bases \(\{v\}\) and \(\{w, u\}\) of \(V\). Denote the corresponding coordinate change matrix by \(L\). We have
\[\begin{bmatrix} w, u/v \end{bmatrix} = \det L = e^{i\phi} |\det L|,\]
for some \(\phi \in [0, 2\pi)\). We replace \(\{w\}\) and \(\{u\}\) by new bases
\(\{w^v\} \equiv \{w_1^v, ..., w_{\dim W}^v\}\), \(w_i^v := w_i \cdot \exp \left(\frac{-i\phi}{\dim V}\right)\),
\(\{u^v\} \equiv \{u_1^v, ..., u_{\dim W^\perp}^v\}\), \(u_i^v := u_i \cdot \exp \left(\frac{-i\phi}{\dim V}\right)\).
Note that \{w^v\} and \{u^v\} are still orthonormal bases of complex Hilbert spaces \(W\) and \(W^\perp\), respectively. By construction \([w^v, u^v/w, u] = \exp(-i\phi)\) and
\[
[w^v, u^v/w] = [w^v, u^v/w, u][w, u/v] = e^{-i\phi} \cdot e^{i\phi} | \det L | = | \det L | \in \mathbb{R}^+.
\]
Thus \((w^v, u^v)\) indeed provides the desired example of an orthonormal basis of \(V\), respecting the given orthogonal decomposition, with positive determinant of the coordinate change \([w^v, u^v/w]\) relative to any given basis \(\{v\}\).

The decomposition \(V = W \oplus W^\perp\) in the lemma above is of course not essential for the statement itself. However we presented the result precisely in the form how it will be applied later. We will also need the following purely algebraic result:

**Proposition 7.2.** Let \(V\) and \(W\) be two finite-dimensional Hilbert spaces with some orthonormal bases \(\{v\}\) and \(\{w\}\) respectively. Let \(f : V \to W\) be an isomorphism of vector spaces. Then \(\{f(v)\}\) is also a basis of \(W\), not necessarily orthonormal. As Hilbert spaces \(V\) and \(W\) are canonically identified with their duals \(V^*\) and \(W^*\). Then \(\{v^*\}, \{w^*\}\) are bases of \(V^*, W^*\) respectively and \(\{f^*(w^*)\}\) is another basis of \(V^*\). Under this setup the following relation holds
\[
[f(v)/w] = [f^*(w^*)/v^*].
\]

**Proof.** Denote the scalar products on the Hilbert spaces \(V\) and \(W\) by \(\langle \cdot, \cdot \rangle_V\) and \(\langle \cdot, \cdot \rangle_W\), respectively. Let the scalar products be linear in the second component. They induce scalar products on \(\det V\) and \(\det W\), denoted by \(\langle \cdot, \cdot \rangle_{\det V}\) and \(\langle \cdot, \cdot \rangle_{\det W}\) respectively. Since the bases \(\{v\}, \{w\}\) are orthonormal, we obtain for the elements \([v], [w]\) of the determinant lines \(\det V, \det W\)
\[
\langle [v], [v] \rangle_{\det V} = \langle [w], [w] \rangle_{\det W} = 1.
\]

The dual bases \(\{v^*\}, \{w^*\}\) induce elements on the determinant lines \(\det V^* \cong (\det V)^*, \det W^* \cong (\det W)^*\) and under these identifications we have
\[
[w^*] = [v^*] = \langle [v], \cdot \rangle_{\det V},
\]
\[
[w^*] = [w^*] = \langle [w], \cdot \rangle_{\det W}.
\]

Now we compute
\[
[f^*(w^*)](\langle [v] \rangle) = \langle [w], [f(v)] \rangle_{\det W} = \langle f(v)/w \rangle \langle [w], [w] \rangle_{\det W} =
\]
\[
= \langle f(v)/w \rangle \cdot 1 = \langle f(v)/w \rangle \cdot [v^*](\langle [v] \rangle),
\]
\[
\Rightarrow [f^*(w^*)] = [f(v)/w][v^*].
\]

This implies the statement of the proposition. \(\square\)

Next we consider the long exact sequences \([6.1]\), introduced in Section \(\textbf{6}\)
\[
\mathcal{H} : \ldots H^k_{\text{rel}}(M_1, E) \xrightarrow{\alpha^k} H^k(M_1 \# M_2, E) \xrightarrow{\beta^k} H^k_{\text{abs}}(M_2, E) \xrightarrow{\delta^k} H^k_{\text{rel}}(M_1, E)\ldots
\]
\[
\mathcal{H}' : \ldots H^k_{\text{rel}}(M_2, E) \xrightarrow{\alpha^k} H^k(M_1 \# M_2, E) \xrightarrow{\beta^k} H^k_{\text{abs}}(M_1, E) \xrightarrow{\delta^k} H^k_{\text{rel}}(M_1, E)\ldots
\]

The long exact sequences induce isomorphisms on determinant lines (cf. [Nic]) in a canonical way
\[
\Phi : \det H^k_{\text{rel}}(M_1, E) \otimes \det H^k_{\text{abs}}(M_2, E) \otimes [\det H^k(M_1 \# M_2, E)]^{-1} \to \mathbb{C},
\]
\[
(7.2) \quad \Phi' : \det H^k_{\text{rel}}(M_2, E) \otimes \det H^k_{\text{abs}}(M_1, E) \otimes [\det H^k(M_1 \# M_2, E)]^{-1} \to \mathbb{C}.
\]
\[
(7.3) \quad \Phi'' : \det H^k_{\text{rel}}(M_1, E) \otimes \det H^k_{\text{abs}}(M_2, E) \otimes [\det H^k(M_1 \# M_2, E)]^{-1} \to \mathbb{C}.
\]
More precisely, the action of the isomorphisms \( \Phi, \Phi' \) is explicitly given as follows. Fix any bases \( \{ \tilde{a}_k \}, \{ \tilde{b}_k \} \) and \( \{ \tilde{c}_k \} \) of \( \text{Im} \delta_{k-1}^* \), \( \text{Im} \alpha_k^* \) and \( \text{Im} \beta_k^* \) respectively. Here the lower index \( k \) indexes the entire basis and is not a counting of the elements in the set. Choose now any linearly independent elements \( \{ a_k \}, \{ b_k \} \) and \( \{ c_k \} \) such that \( \{ \tilde{a}_k \} = \delta_{k-1}^* (c_{k-1}) \), \( \{ \tilde{b}_k \} = \alpha_k^* (a_k) \) and \( \{ \tilde{c}_k \} = \beta_k^* (b_k) \).

We make the same choices on the long exact sequence \( \mathcal{H}' \). The notation is the same up to an additional apostroph. Since the sequences \( \mathcal{H}, \mathcal{H}' \) are exact, the choices above provide us with bases of the cohomology spaces.

Under the Knudson-Mumford sign convention [KM] we define the action of the isomorphisms \( \Phi \) and \( \Phi' \) as follows:

\[
\Phi \left\{ \left( \bigotimes_{k=0}^m [a_k, \tilde{a}_k] \right)^{(-1)^k} \otimes \left( \bigotimes_{k=0}^m [c_k, \tilde{c}_k] \right)^{(-1)^k} \otimes \left( \bigotimes_{k=0}^m [b_k, \tilde{b}_k] \right)^{(-1)^{k+1}} \right\} \mapsto (-1)^\nu,
\]

\[
(7.4)
\]

\[
\Phi' \left\{ \left( \bigotimes_{k=0}^m [a'_k, \tilde{a}'_k] \right)^{(-1)^k} \otimes \left( \bigotimes_{k=0}^m [c'_k, \tilde{c}'_k] \right)^{(-1)^k} \otimes \left( \bigotimes_{k=0}^m [b'_k, \tilde{b}'_k] \right)^{(-1)^{k+1}} \right\} \mapsto (-1)^{\nu'}.
\]

The definition turns out to be independent of choices. The numbers \( \nu, \nu' \) count the pairwise reorderings in the definition of the isomorphisms. They are given explicitly by the following formula:

\[
\nu = \frac{1}{2} \sum_{k=0}^m \left( \dim \text{Im} \alpha_k^* \cdot (\dim \text{Im} \alpha_k^* + (-1)^k) \right) + \frac{1}{2} \sum_{k=0}^m \left( \dim \text{Im} \beta_k^* \cdot (\dim \text{Im} \beta_k^* + (-1)^k) \right) + \frac{1}{2} \sum_{k=0}^m \left( \dim \text{Im} \delta_k^* \cdot (\dim \text{Im} \delta_k^* + (-1)^k) \right) + \sum_{k=0}^m \left( \dim H^{k}_{\text{rel}}(M_1, E) \cdot \sum_{i=0}^{k-1} \dim H^i(M_1 \# M_2, E) \right) + \sum_{k=0}^m \left( \dim H^{k}_{\text{rel}}(M_1, E) \cdot \sum_{i=0}^{k-1} \dim H^i_{\text{abs}}(M_2, E) \right) + \sum_{k=0}^m \left( \dim H^{k}_{\text{abs}}(M_2, E) \cdot \sum_{i=0}^{k-1} \dim H^i_{\text{abs}}(M_2, E) \right).
\]

\[
(7.6)
\]

The first three lines in the formula are standard terms for "cancellations" of images and cokernels of the homomorphisms in an acyclic sequence of vector spaces. The last three lines are due to reordering of the cohomology groups into determinant lines. The number \( \nu' \) is given by an analogous formula as \( \nu \). As a consequence of Theorem 6.1 which relates both sequences \( \mathcal{H} \) and \( \mathcal{H}' \) we have

\[
\nu = \nu'.
\]
Let the cohomology spaces in the long exact sequences $\mathcal{H}$ and $\mathcal{H}'$ be endowed with Hilbert structures naturally induced by the $L^2$–scalar products on harmonic elements. We have an orthogonal decomposition of each cohomology space in the long exact sequences:

\[
\begin{align*}
H^k_{\text{rel}}(M_1, E) &= \operatorname{Im} \delta^*_k \ominus (\operatorname{Im} \delta^*_{k-1})^\perp, \\
H^k(M_1 \# M_2, E) &= \operatorname{Im} \alpha^*_k \oplus (\operatorname{Im} \alpha^*_k)^\perp, \\
H^k_{\text{abs}}(M_2, E) &= \operatorname{Im} \beta^*_k \oplus (\operatorname{Im} \beta^*_k)^\perp, \\
H^k_{\text{rel}}(M_2, E) &= \operatorname{Im} \delta^*_{k-1} \oplus (\operatorname{Im} \delta^*_{k-1})^\perp, \\
H^k(M_1 \# M_2, E) &= \operatorname{Im} \alpha^*_k \oplus (\operatorname{Im} \alpha^*_k)^\perp, \\
H^k_{\text{abs}}(M_1, E) &= \operatorname{Im} \beta^*_k \oplus (\operatorname{Im} \beta^*_k)^\perp.
\end{align*}
\]

(7.7)

We can assume the bases $\{a_k, \tilde{a}_k\}, \{b_k, \tilde{b}_k\}, \{c_k, \tilde{c}_k\}$ on $\mathcal{H}$ as well as the corresponding bases on $\mathcal{H}'$ to respect the orthogonal decomposition above, i.e. with respect to the orthogonal decompositions in (7.7) we have

\[
\begin{align*}
H^k_{\text{rel}}(M_1, E) &= \langle \{\tilde{a}_k\} \oplus \{a_k\} \rangle, \\
H^k(M_1 \# M_2, E) &= \langle \{\tilde{b}_k\} \oplus \{b_k\} \rangle, \\
H^k_{\text{abs}}(M_2, E) &= \langle \{\tilde{c}_k\} \oplus \{c_k\} \rangle, \\
H^k_{\text{rel}}(M_2, E) &= \langle \{\tilde{a}'_k\} \oplus \{a'_k\} \rangle, \\
H^k(M_1 \# M_2, E) &= \langle \{\tilde{b}'_k\} \oplus \{b'_k\} \rangle, \\
H^k_{\text{abs}}(M_1, E) &= \langle \{\tilde{c}'_k\} \oplus \{c'_k\} \rangle.
\end{align*}
\]

By Lemma 7.1 we can choose for any $k = 0, \ldots, \dim M$ orthonormal bases of $H^k_{\text{rel}}(M_1, E), H^k(M_1 \# M_2, E), H^k_{\text{abs}}(M_2, E)$ with respect to orthogonal decomposition (7.7)

\[
\begin{align*}
H^m_{\text{rel}}(M_1, E) &= \langle \{\tilde{u}_k\} \oplus \{u_k\} \rangle, \\
H^m(M_1 \# M_2, E) &= \langle \{\tilde{w}_k\} \oplus \{w_k\} \rangle, \\
H^m_{\text{abs}}(M_2, E) &= \langle \{\tilde{u}_k\} \oplus \{u_k\} \rangle,
\end{align*}
\]

(7.8)

such that

\[
(7.9) \quad [v_k, \tilde{u}_k/a_k, \tilde{α}_k], \ [u_k, \tilde{ρ}_k/c_k, \tilde{c}_k], \ [w_k, \tilde{ω}_k/b_k, \tilde{b}_k] \in \mathbb{R}^+.
\]

These bases induce bases of the cohomology spaces of the sequence $\mathcal{H}'$ by the action of the Poincare duality map $\Gamma$. Since the map is an isometry, the induced bases are still orthonormal. Furthermore commutativity of the diagram (6.2), established in Theorem 6.1 implies that the induced bases still respect the orthogonal decomposition (7.7) of the cohomology spaces.

\[
\begin{align*}
H^{m-k}_{\text{rel}}(M_2, E) &= \langle \{\Gamma u_k\} \oplus \{\Gamma \tilde{u}_k\} \rangle, \\
H^{m-k}(M_1 \# M_2, E) &= \langle \{\Gamma w_k\} \oplus \{\Gamma \tilde{ω}_k\} \rangle, \\
H^{m-k}_{\text{abs}}(M_1, E) &= \langle \{\Gamma v_k\} \oplus \{\Gamma \tilde{ω}_k\} \rangle.
\end{align*}
\]
We obtain for the action of the canonical isomorphisms on the elements induced by these orthonormal bases the following central result, which relates the action of the isomorphisms to the combinatorial torsion of the long exact sequences.

**Theorem 7.3.**

\[
\Phi \left\{ \prod_{k=0}^{m} [v_k, \bar{v}_k]^{(-1)^k} \otimes \prod_{k=0}^{m} [u_k, \bar{u}_k]^{(-1)^k} \otimes \prod_{k=0}^{m} [w_k, \bar{w}_k]^{(-1)^{k+1}} \right\} = \\
\Phi' \left\{ \prod_{k=0}^{m} [\Gamma \bar{v}_k, \Gamma v_k]^{(-1)^{m-k}} \otimes \prod_{k=0}^{m} [\Gamma \bar{u}_k, \Gamma u_k]^{(-1)^{m-k}} \otimes \prod_{k=0}^{m} [\Gamma \bar{w}_k, \Gamma w_k]^{(-1)^{m-k+1}} \right\} = (-1)^\nu \tau(H) = (-1)^\nu \tau(H').
\]

**Remark 7.4.** The statement of the theorem corresponds to the fact that the combinatorial torsions \(\tau(H), \tau(H')\) are defined as modes of the complex numbers obtained by the action of the isomorphisms \(\Phi, \Phi'\) on the volume elements, induced by the Hilbert structures.

However the value of the theorem for our purposes is firstly the equality \(\tau(H) = \tau(H')\) and most importantly the fact that it provides explicit volume elements on the determinant lines, which are mapped to the real-valued positive combinatorial torsions without additional undetermined complex factors of the form \(e^{i\phi}\).

**Proof of Theorem 7.3.** Consider first the action of the canonical isomorphism \(\Phi\). By the action \(\Phi, \Phi'\) we obtain

\[
(-1)^\nu \prod_{k=0}^{m} [v_k, \bar{v}_k/a_k, \bar{a}_k]^{(-1)^k} \cdot [u_k, \bar{u}_k/c_k, \bar{c}_k]^{(-1)^k} \cdot [w_k, \bar{w}_k/b_k, \bar{b}_k]^{(-1)^{k+1}} = \\
(-1)^\nu \tau(H),
\]

where the second equality follows from the definition of combinatorial torsion and the particular choice of bases such that \(7.9\) holds. On the other hand we can rewrite the action of \(\Phi\) as follows:

\[
(-1)^\nu \prod_{k=0}^{m} [v_k/a_k, \bar{v}_k]^{(-1)^k} \cdot [u_k/c_k, \bar{u}_k, \bar{c}_k]^{(-1)^k} \cdot [w_k/b_k, \bar{w}_k, \bar{b}_k]^{(-1)^{k+1}} = \\
(-1)^\nu \prod_{k=0}^{m} [v_k/a_k]^{(-1)^k} [\bar{v}_k/\bar{a}_k]^{(-1)^k} \cdot [u_k/c_k]^{(-1)^k} \cdot [w_k/b_k]^{(-1)^{k+1}}.
\]

(7.11)
Observe now the following useful relations:

\[ [\alpha_k^*(v_k)] = [\alpha_k^*(v_k)/\alpha_k^*(a_k)] [\alpha_k^*(a_k)] = [v_k/a_k][\bar{b}_k] = \frac{[v_k/a_k]}{[\bar{w}_k/b_k]} \]

and hence

\[ [\alpha_k^*(v_k)/\bar{w}_k] = \frac{[v_k/a_k]}{[\bar{w}_k/b_k]} \]

\[ [\beta_k^*(w_k)/\bar{u}_k] = \frac{[w_k/b_k]}{[\bar{u}_k/c_k]} \]

\[ [\delta_k^*(u_k)/\bar{v}_{k+1}] = \frac{[u_k/c_k]}{[\bar{v}_{k+1}/\bar{a}_{k+1}]} \]

where the last two identities are derived in the similar manner as the first one.

With these relations we can rewrite the action (7.11) of \( \Phi \) as follows:

\[
\Phi \left\{ \left( \bigotimes_{k=0}^{m} [v_k, \bar{v}_k](-1)^k \right) \otimes \left( \bigotimes_{k=0}^{m} [u_k, \bar{u}_k](-1)^k \right) \otimes \left( \bigotimes_{k=0}^{m} [w_k, \bar{w}_k](-1)^k+1 \right) \right\} = \]

\[
(\text{7.12}) \quad (-1)^k \prod_{k=0}^{m} \left[ [\alpha_k^*(v_k)/\bar{w}_k](-1)^k \cdot [\beta_k^*(w_k)/\bar{u}_k](-1)^k+1 \cdot [\delta_k^*(u_k)/\bar{v}_{k+1}](-1)^k \right].
\]

Analogous argumentation for the canonical isomorphism \( \Phi' \) shows

\[
\Phi' \left\{ \left( \bigotimes_{k=0}^{m} [\Gamma \bar{v}_k, \Gamma v_k](-1)^{m-k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \bar{u}_k, \Gamma u_k](-1)^{m-k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \bar{w}_k, \Gamma w_k](-1)^{m-k} \right) \right\} = \]

\[
(\text{7.13}) \quad (-1)^k \prod_{k=0}^{m} \left[ [\alpha_{m-k}^*(\Gamma v_k)/\Gamma w_k](-1)^{m-k} \cdot [\beta_{m-k}^*(\Gamma w_k)/\Gamma v_k](-1)^k \cdot [\delta_{m-k}^*(\Gamma \bar{v}_{k+1})/\Gamma u_{k+1}](-1)^{m-k} \right].
\]

Now using the fact that the diagramm \( \text{[5.2]} \) is commutative with vertical maps being linear, we obtain

\[
[\delta_k^*(u_k)/\bar{v}_{k+1}] = [(\# L_1^2 \circ \Gamma) \delta_k^*(u_k)/(\# L_1 \circ \Gamma) \bar{v}_{k+1}] = [\delta_k^m(u_k)/(\Gamma \bar{v}_{k+1})^*],
\]

\[
[\alpha_k^*(v_k)/\bar{w}_k] = [\beta_k^m(v_k)/(\Gamma \bar{w}_k)^*],
\]

\[
[\beta_k^*(w_k)/\bar{u}_k] = [\delta_k^m(w_k)/(\Gamma \bar{u}_k)^*],
\]

where the last two identities are derived in a similar manner as the first one. Now with the following purely algebraic result of Proposition \( \text{[7.2]} \) we obtain

\[
[\delta_k^*(u_k)/\bar{v}_{k+1}] = [\delta_k^m(u_k)/(\Gamma \bar{v}_{k+1})^*],
\]

\[
[\alpha_k^*(v_k)/\bar{w}_k] = [\beta_k^m(v_k)/(\Gamma \bar{w}_k)^*],
\]

\[
[\beta_k^*(w_k)/\bar{u}_k] = [\delta_k^m(w_k)/(\Gamma \bar{u}_k)^*].
\]
These identities allow us to compare the actions (7.12) and (7.14) and derive the equality:

\[
\Phi\left\{\left(\bigotimes_{k=0}^{m}[v_k, \tilde{v}_k]^{(-1)^k}\right) \otimes \left(\bigotimes_{k=0}^{m}[u_k, \tilde{u}_k]^{(-1)^k}\right) \otimes \left(\bigotimes_{k=0}^{m}[w_k, \tilde{w}_k]^{(-1)^{k+1}}\right)\right\} = \\
= \Phi'\left\{\left(\bigotimes_{k=0}^{m}[\Gamma\tilde{v}_k, \Gamma v_k]^{(-1)^{m-k}}\right) \otimes \left(\bigotimes_{k=0}^{m}[\Gamma\tilde{u}_k, \Gamma u_k]^{(-1)^{m-k}}\right) \otimes \left(\bigotimes_{k=0}^{m}[\Gamma\tilde{w}_k, \Gamma w_k]^{(-1)^{m-k+1}}\right)\right\} = (-1)^\nu \cdot \tau(\mathcal{H}).
\]

(7.15)

On the other hand, since \(\Gamma\) is an isometry, we have in (7.15) the \(\Phi'\)-action on a volume element, induced by the Hilbert structures on \(\mathcal{H}'\). The combinatorial torsion \(\tau(\mathcal{H}')\) is defined as the mode of the complex-valued \(\Phi'\)-image of the volume element. Hence

\[
\Phi'\left\{\left(\bigotimes_{k=0}^{m}[\Gamma\tilde{v}_k, \Gamma v_k]^{(-1)^{m-k}}\right) \otimes \left(\bigotimes_{k=0}^{m}[\Gamma\tilde{u}_k, \Gamma u_k]^{(-1)^{m-k}}\right) \otimes \left(\bigotimes_{k=0}^{m}[\Gamma\tilde{w}_k, \Gamma w_k]^{(-1)^{m-k+1}}\right)\right\} = (-1)^\nu e^{i\psi} \cdot \tau(\mathcal{H}').
\]

(7.16)

The phase \(e^{i\psi}\) can be viewed as the total rotation angle needed to rotate the orthonormal bases \(\{\Gamma\tilde{v}_k, \Gamma v_k\}, \{\Gamma\tilde{u}_k, \Gamma u_k\}, \{\Gamma\tilde{w}_k, \Gamma w_k\}\) to orthonormal bases with positive determinants of coordinate change matrices with respect to bases fixed in (7.5) (cf. Lemma 7.1).

Since the combinatorial torsions are positive real numbers, comparison of (7.17) with (7.15) leads to

\[\tau(\mathcal{H}) = \tau(\mathcal{H}').\]

This completes the statement of the theorem. □

The canonical isomorphisms \(\Phi, \Phi'\) induce isomorphisms

\[
\Psi : \det H^*_{rel}(M_1, E) \otimes \det H^*_{abs}(M_2, E) \rightarrow \det H^*_{rel}(M_1 \# M_2, E),
\]

(7.18)

\[
\Psi' : \det H^*_{rel}(M_2, E) \otimes \det H^*_{abs}(M_1, E) \rightarrow \det H^*_{rel}(M_1 \# M_2, E)
\]

(7.19)

by the following formula. Consider any \(x \in \det H^*_{rel}(M_1, E), y \in \det H^*_{abs}(M_2, E)\) and \(z \in \det H^*_{rel}(M_1 \# M_2, E)\). Then we set

\[\Psi(x \otimes y) := \Phi(x \otimes y \otimes z^{-1})z.\]

The definition of \(\Psi'\) is analogous. Then with the result and notation of Theorem 7.3 we obtain:
Corollary 7.5.

\[
\Psi \left\{ \left( \bigotimes_{k=0}^{m} [v_k, \bar{v}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [u_k, \bar{u}_k]^{(-1)^k} \right) \right\} = \\
= (-1)^\nu \tau(\mathcal{H}) \left( \bigotimes_{k=0}^{m} [w_k, \bar{w}_k]^{(-1)^k} \right),
\]

\[
\Psi' \left\{ \left( \bigotimes_{k=0}^{m} [\Gamma \bar{u}_k, \Gamma u_k]^{(-1)^m-k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \bar{w}_k, \Gamma w_k]^{(-1)^m-k} \right) \right\} = \\
= (-1)^\nu \tau(\mathcal{H}) \left( \bigotimes_{k=0}^{m} [\Gamma \bar{u}_k, \Gamma u_k]^{(-1)^m-k} \right),
\]

8. Splitting formula for Refined Torsion of complexes

We continue in the setup of Section 2. Consider the refined analytic torsions of the manifolds \( M_j, j = 1, 2 \) and the split manifold \( M = M_1 \cup_M M_2 \). According to Proposition 3.4 we can write for the refined analytic torsions

\[
\rho_{\text{an}}(\nabla) = \frac{1}{T^{RS}(\nabla)} \cdot \exp \left[ -i \pi \eta(\mathcal{B}_{\text{even}}) + i \pi \text{rk}(E) \eta(\mathcal{B}_{\text{trivial}}) \right]
\]

\[
\times \exp \left[ -i \pi \frac{m-1}{2} \dim \ker \mathcal{B}_{\text{even}} + i \pi \text{rk}(E) \frac{m}{2} \dim \ker \mathcal{B}_{\text{trivial}} \right] \rho_{\text{r}}(M, E),
\]

\[
\rho_{\text{an}}(\nabla_j) = \frac{1}{T^{RS}(\nabla_j)} \cdot \exp \left[ -i \pi \eta(\mathcal{B}_{\text{even}}^j) + i \pi \text{rk}(E) \eta(\mathcal{B}_{\text{trivial}}^j) \right]
\]

\[
\times \exp \left[ -i \pi \frac{m-1}{2} \dim \ker \mathcal{B}_{\text{even}}^j + i \pi \text{rk}(E) \frac{m}{2} \dim \ker \mathcal{B}_{\text{trivial}}^j \right] \rho_{\text{r}}(M_j, E),
\]

where \( j = 1, 2 \) and \( T^{RS}(\nabla), T^{RS}(\nabla_j) \) denote the scalar analytic torsions associated to the complexes \( (\mathcal{D}, \nabla), (\mathcal{D}_j, \nabla_j) \) respectively. Furthermore \( \rho_{\text{r}}(M, E), \rho_{\text{r}}(M_j, E) \) denote the respective refined torsion elements in the sense of [BV3, (3.7)] for \( \lambda = 0 \).

The refined torsion elements are elements of the determinant lines:

\[
\rho_{\text{r}}(M_1, E) \in \det(H_{\text{rel}}^*(M_1, E) \oplus H_{\text{abs}}^*(M_1, E)),
\]

\[
\rho_{\text{r}}(M_2, E) \in \det(H_{\text{rel}}^*(M_2, E) \oplus H_{\text{abs}}^*(M_2, E)),
\]

\[
\rho_{\text{r}}(M, E) \in \det(H^*(M, E) \oplus H^*(M, E)).
\]

These elements are in the sense of [BK2, Section 4] the refined torsions \( \rho_{[0, \lambda], \lambda = 0} \) (see also [BV3, (3.7)]) of the corresponding complexes:

\[
H_{\text{rel}}^*(M_1, E) \oplus H_{\text{abs}}^*(M_1, E),
\]

\[
H_{\text{rel}}^*(M_2, E) \oplus H_{\text{abs}}^*(M_2, E),
\]

\[
H^*(M, E) \oplus H^*(M, E).
\]

Note that up to the identification of Corollary 5.3 the refined torsion \( \rho_{\text{r}}(M, E) \) corresponds to the refined torsion of the complex \( H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E) \)

\[
(8.1) \quad \rho_{\text{r}}(M_1 \# M_2, E) \in \det(H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E)).
\]
With the preceding three sections we can now relate the refined torsions $\rho_r(M_1, E)$, $\rho_r(M_2, E)$ and $\rho_r(M_1 \# M_2, E)$ together. For this we first rewrite the refined torsions in convenient terms. We restrict the necessary arguments to $\rho_r(M_1, E)$, since the discussion of the other elements is completely analogous.

Let for $k = 0, \ldots, \dim M$ the sets $\{e_k\}$ and $\{\theta_k\}$ be the bases for $H^k_{\text{rel}}(M_1, E)$ and $H^k_{\text{abs}}(M_1, E)$ respectively. Then the refined torsion element $\rho_r(M_1, E)$ is given by:

\[
\rho_r(M_1, E) = (-1)^{R_1} (\{e_0\} \wedge [\theta_0]) \otimes (\{e_1\} \wedge [\theta_1])^{(-1)} \otimes \ldots \\
\ldots \otimes (\{e_{r-1}\} \wedge [\theta_{r-1}])^{(-1)^{r-1}} \otimes (\{\Gamma \theta_{r-1}\} \wedge [\Gamma \theta_{r-1}])^{(-1)^r} \otimes \ldots \\
(8.2) \\
\ldots \otimes (\{\Gamma \theta_1\} \wedge [\Gamma \theta_1]) \otimes (\{\Gamma \theta_0\} \wedge [\Gamma \theta_0])^{(-1)},
\]

where $r = (\dim M + 1)/2$. The sign $R_1$ is given according to [BK2, (4.2)] by

\[
R_1 = \frac{1}{2} \sum_{k=0}^{r-1} (\dim H^k_{\text{rel}}(M_1, E) + \dim H^k_{\text{abs}}(M_1, E)) \cdot (\dim H^k_{\text{rel}}(M_1, E) + \dim H^k_{\text{abs}}(M_1, E) + (-1)^{r-k}).
\]

The formula for $\rho_r(M_1, E)$ is independent of the particular choice of bases $\{e_k\}$ and $\{\theta_k\}$. Hence, since $\{\Gamma e_k\}$ is also a basis of $H^m_{\text{rel}}(M_1, E)$ for any $k$, we can write equivalently, replacing in the formula (8.2) the basis $\{e_k\}$ by $\{\Gamma e_{m-k}\}$:

\[
\rho_r(M_1, E) = (-1)^{R_1} (\{e_0\} \wedge [\Gamma e_m]) \otimes (\{e_1\} \wedge [\Gamma e_{m-1}])^{(-1)} \otimes \ldots \\
\ldots \otimes (\{e_{m-1}\} \wedge [\Gamma e_1]) \otimes (\{e_m\} \wedge [\Gamma e_0])^{(-1)}.
\]

With the "fusion isomorphism" for graded vector spaces (cf. [BK2, (2.18)])

\[
\mu(M_1, E) : \det H^*_{\text{rel}}(M_1, E) \otimes \det H^*_{\text{abs}}(M_1, E) \\
\quad \xrightarrow{\sim} \det H^*_{\text{rel}}(M_1, E) \oplus \det H^*_{\text{abs}}(M_1, E)
\]

we obtain

\[
\mu(M_1, E) (\rho_r(M_1, E)) = \left( \bigotimes_{k=0}^{m} [e_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma e_k]^{(-1)^{m-k}} \right) \cdot (-1)^{\mathcal{M}(M_1, E) + R_1},
\]

where with [BK2, (2.19)]

\[
\mathcal{M}(M_1, E) = \sum_{0 \leq k < \ell \leq m} \dim H^k_{\text{rel}}(M_1, E) \cdot \dim H^k_{\text{abs}}(M_1, E).
\]

Analogous result holds for the refined torsions $\rho_r(M_2, E)$ and $\rho_r(M_1 \# M_2, E)$, where the analogous quantities $R, R_2$ and $\mathcal{M}(M, E)$ and $\mathcal{M}(M, E)$ are introduced respectively. Using now the fact that the refined torsion elements are independent
of choices, we find with bases, fixed in (7.8):

\[
\mu^{(-1)}_{(M_1, E)}(\rho_I(M_1, E)) =
\]

\[
= (-1)^{\mathcal{M}(M_1, E) + R_1} \left( \bigotimes_{k=0}^{m} [v_k, \tilde{v}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{v}_k, \Gamma v_k]^{(-1)^{m-k}} \right),
\]

\[
\mu^{(-1)}_{(M_2, E)}(\rho_I(M_2, E)) =
\]

\[
= (-1)^{\mathcal{M}(M_2, E) + R_2} \left( \bigotimes_{k=0}^{m} [u_k, \tilde{u}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{u}_k, \Gamma u_k]^{(-1)^{m-k}} \right),
\]

\[
\mu^{(-1)}_{(M_1 \# M_2, E)}(\rho_I(M_1 \# M_2, E)) =
\]

\[
= (-1)^{\mathcal{M}(M_1 \# M_2, E) + R} \left( \bigotimes_{k=0}^{m} [w_k, \tilde{w}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{w}_k, \Gamma w_k]^{(-1)^{m-k}} \right).
\]

Now combine the canonical isomorphisms \( \Psi, \Psi' \), introduced in (7.18) and (7.19), together with the fusion isomorphisms into one single canonical isomorphism:

\[
(8.3)
\]

\[
\Omega := \mu_{(M_1 \# M_2, E)}(\rho_I(M_1 \# M_2, E)) \circ (\Psi \otimes \Psi') \circ (\mu^{-1}_{(M_1, E)} \otimes \mu^{-1}_{(M_2, E)}):
\]

\[
det(H^*_{rel}(M_1, E) \oplus H^*_{abs}(M_1, E)) \otimes det(H^*_{rel}(M_2, E) \oplus H^*_{abs}(M_2, E)) \rightarrow
\]

\[
\rightarrow det(H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E)),
\]

where we employed implicitly flip-isomorphisms in order to reorder the determinant lines appropriately. Due to the Knudson-Momford sign convention this leads to an additional sign. We obtain by Corollary 7.3 for the action of this canonical isomorphism

\[
\Omega(\rho_I(M_1, E) \otimes \rho_I(M_2, E)) = (-1)^{\mathcal{M}(M_1, E) + \mathcal{M}(M_2, E) + R_1 + R_2 + 1} \times
\]

\[
\mu(M_1 \# M_2, E) \left( \Psi \left[ \left( \bigotimes_{k=0}^{m} [v_k, \tilde{v}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{v}_k, \Gamma v_k]^{(-1)^{m-k}} \right) \right] \right) \otimes
\]

\[
\Psi' \left[ \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{v}_k, \Gamma v_k]^{(-1)^{k+1}} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{w}_k, \Gamma w_k]^{(-1)^{k+1}} \right) \right] =
\]

\[
= (-1)^{\mathcal{M}(M_1, E) + \mathcal{M}(M_2, E) + R_1 + R_2 + 1} \tau(\mathcal{H})^2 \times
\]

\[
\mu(M_1 \# M_2, E) \left( \left( \bigotimes_{k=0}^{m} [w_k, \tilde{w}_k]^{(-1)^k} \right) \otimes \left( \bigotimes_{k=0}^{m} [\Gamma \tilde{w}_k, \Gamma w_k]^{(-1)^{m-k}} \right) \right) =
\]

\[
= (-1)^{\text{sign} \tau(\mathcal{H})^2} \rho_I(M_1 \# M_2, E),
\]

where we have set

\[
(8.4) \quad \text{sign} := \mathcal{M}(M_1, E) + \mathcal{M}(M_2, E) - \mathcal{M}(M_1 \# M_2, E) + R_1 + R_2 - R + 1.
\]

Summarizing, we have derived a relation between the refined torsion elements of the splitting problem under the canonical isomorphism \( \Omega \):

**Proposition 8.1.**

\[
\Omega(\rho_I(M_1, E) \otimes \rho_I(M_2, E)) = (-1)^{\text{sign} \tau(\mathcal{H})^2} \rho_I(M_1 \# M_2, E).
\]
This is an important result in the derivation of the actual gluing formula for refined analytic torsion and the final outcome of the preceding three sections on cohomological algebra.

9. Combinatorial complexes

Before we finally prove a gluing formula for refined analytic torsion, consider a general situation with $Z$ being a smooth compact manifold and $Y \subset Z$ a smooth compact submanifold with the natural inclusion $\iota : Y \hookrightarrow Z$. The inclusion induces a group homomorphism

$$\iota^* : \pi_1(Y) \to \pi_1(Z).$$

Fix any representation $\rho : \pi_1(Z) \to GL(n, \mathbb{C})$. It naturally gives rise to further two representations

$$\rho_Y := \rho \circ \iota^* : \pi_1(Y) \to GL(n, \mathbb{C}),$$

$$\bar{\rho}_Y : \frac{\pi_1(Y)}{\ker \iota^*} \cong \text{im} \iota^* \to GL(n, \mathbb{C}), \quad [\gamma] \mapsto \rho_Y(\gamma),$$

where the second map is well-defined since by construction $\rho_Y \mid \ker \iota^* \equiv id$.

Denote by $\tilde{Z}$ and $\tilde{Y}$ the universal covering spaces of $Z$ and $Y$ respectively, which are (cf. [KN, Proposition 5.9 (2)]) principal bundles over $Z$, $Y$ with respective structure groups $\pi_1(Z), \pi_1(Y)$. Denote by $p_Z$ the bundle projection of the principal bundle $\tilde{Z}$ over $Z$. By locality the covering space $p_Z^{-1}(Y)$ over $Y$ is a principal bundle over $Y$ with the structure group $\text{im} \iota^*$. Hence the universal cover $\tilde{Y}$ is a principal bundle over $p_Z^{-1}(Y)$ with the structure group $\ker \iota^*$. Summarizing we have:

$$p_Z^{-1}(Y) \cong \tilde{Y}, \quad \frac{\tilde{Y}}{\ker \iota^*} \cong p_Z^{-1}(Y). \quad (9.1)$$

Next we consider any triangulation $\mathcal{Z}$ of $Z$, such that it leaves $Y$ invariant, i.e. $\mathcal{Y} := \mathcal{Z} \cap Y$ provides a triangulation of the submanifold $Y$. Fix an embedding of $Z$ into $\tilde{Z}$ as the fundamental domain. Then we obtain a triangulation $\tilde{\mathcal{Z}}$ of $\tilde{Z}$ by applying deck transformations of $\pi_1(Z)$ to $Z$. Put

$$p_Z^{-1}(\mathcal{Y}) := \tilde{\mathcal{Z}} \cap p_Z^{-1}(Y)$$

which gives a triangulation of $p_Z^{-1}(Y)$ invariant under deck transformations of $\text{im} \iota^*$. Embed $p_Z^{-1}(Y)$ into its universal cover $\tilde{Y}$ as the fundamental domain. By applying deck transformations of $\ker \iota^*$ to $p_Z^{-1}(Y)$ we get a triangulation $\bar{\mathcal{Y}}$ of $\tilde{Y}$. Note by construction, in analogy to (9.1)

$$\frac{p_Z^{-1}(\mathcal{Y})}{\text{im} \iota^*} \cong \mathcal{Y}, \quad \frac{\bar{\mathcal{Y}}}{\ker \iota^*} \cong p_Z^{-1}(Y). \quad (9.2)$$

We form now the combinatorial chain complexes $C_*(\cdot)$ of the triangulations and arrive at the central result of this section.
Theorem 9.1. Consider the following combinatorial cochain complexes

\[ \text{Hom}_{p_Y}(C_*(\tilde{Y}), C^n) := \{ f \in \text{Hom}(C_*(\tilde{Y}), C^n) \mid \forall x \in C_*(\tilde{Y}), \gamma \in \pi_1(Y) : f(x \cdot \gamma) = \rho_Y(\gamma)^{-1} f(x) \}, \]

\[ \text{Hom}_{\bar{p}_Y}(C_*(p_Z^{-1}(Y)), C^n) := \{ f \in \text{Hom}(C_*(p_Z^{-1}(Y)), C^n) \mid \forall x \in C_*(p_Z^{-1}(Y)), \gamma \in \text{im} \iota^* : f(x \cdot \gamma) = \bar{\rho}_Y(\gamma)^{-1} f(x) \}. \]

These complexes are isomorphic:

\[ \text{Hom}_{p_Y}(C_*(\tilde{Y}), C^n) \cong \text{Hom}_{\bar{p}_Y}(C_*(p_Z^{-1}(Y)), C^n). \]

Proof. The relations in [9,2] imply in particular

\[ C_*(p_Z^{-1}(Y)) \cong C_*(\tilde{Y}) / \ker \iota^*. \]

Hence to any \( x \in C_*(\tilde{Y}) \) we can associate its equivalence class \([x] \in C_*(p_Z^{-1}(Y))\) and define

\[ \phi : \text{Hom}_{p_Y}(C_*(\tilde{Y}), C^n) \to \text{Hom}(C_*(p_Z^{-1}(Y)), C^n), \]

\[ f \mapsto \phi f, \quad \phi f [x] := f(x). \]

This construction is well-defined, since for any other representative \( x' \in [x] \) there exists \( \gamma \in \ker \iota^* \) with \( x' = x \cdot \gamma \) and since \( f \in \text{Hom}_{p_Y}(C_*(\tilde{Y}), C^n) \) we get

\[ f(x') = \rho_Y(\gamma)^{-1} f(x) = [\rho \circ \iota^*(\gamma)]^{-1} f(x) = f(x). \]

Note further with \( f \) and \( x \) as above and \( [\gamma] \in \pi_1(Y) / \ker \iota^* \cong \text{im} \iota^* : \)

\[ (\phi f)[x] \cdot [\gamma] = (\phi f)(x \cdot \gamma) = f(x \cdot \gamma) = \rho_Y(\gamma)^{-1} f(x) = \bar{\rho}_Y([\gamma])^{-1} (\phi f)[x]. \]

Hence in fact we have a well-defined map:

\[ \phi : \text{Hom}_{p_Y}(C_*(\tilde{Y}), C^n) \to \text{Hom}_{\bar{p}_Y}(C_*(p_Z^{-1}(Y)), C^n). \]

Now we denote the boundary operators on \( C_*(\tilde{Y}) \) and \( C_*(p_Z^{-1}(Y)) \) by \( \tilde{\delta} \) and \( \delta \) respectively. They give rise to coboundary operators \( \bar{\delta} \) and \( d \) on the cochain complexes. Observe

\[ d(\phi f)[x] = (\phi f)(\delta[x]) = (\phi f)[\tilde{\delta} x] = f(\tilde{\delta} x) = \bar{d} f(x) = (\phi \bar{d} f)[x]. \]

This shows

\[ d \phi = \phi \bar{d}. \]

Thus \( \phi \) is a well-defined homomorphism of complexes. It is surjective by construction. Injectivity of \( \phi \) is also obvious. Thus \( \phi \) is an isomorphism of complexes, as desired. \( \square \)
10. Gluing Formula for Refined Analytic Torsion

We now finally are in the position to derive a gluing formula for refined analytic torsion. As a byproduct we obtain a splitting formula for the scalar analytic torsion in terms of combinatorial torsions of long exact sequences.

We derive the gluing formula by relating the Ray-Singer analytic torsion norm to the Reidemeister combinatorial torsion norm and applying the gluing formula on the combinatorial side, established by M. Lesch in [L2]. This makes it necessary to use the Cheeger-Müller Theorem on manifolds with and without boundary.

Continue in the setup of Section 2. Consider a smooth triangulation $X$ of the closed smooth split manifold

$$M = M_1 \cup_N M_2$$

that leaves the compact submanifolds $M_1, M_2, N$ invariant, i.e. with $X_j := X \cap M_j, j = 1, 2$ and $W := X_j \cap N$ we have subcomplexes of $X$ providing smooth triangulations of $M_j, j = 1, 2$ and $N$ respectively, and

$$X = X_1 \cup_W X_2.$$ 

Denote by $\tilde{M}_j$ the universal covering spaces of $M_j, j = 1, 2$. Fix embeddings of $M_j$ into $\tilde{M}_j$ as fundamental domains. Then the triangulation $X_j$ of $M_j$ induces under the action of $\pi_1(M_j)$, viewed as the group of deck-transformations of $\tilde{M}_j$, smooth triangulation $\tilde{X}_j$ of the universal cover $\tilde{M}_j$ for each $j = 1, 2$.

The complex chain group $C_*(\tilde{X}_j)$ is generated by simplices of $\tilde{X}_j$ and is a module over the group algebra $\mathbb{C}[\pi_1(X_j)]$. The simplices of $X_j$ form a preferred base for $C_*(\tilde{X}_j)$ as a $\mathbb{C}[\pi_1(X_j)]$-module.

Furthermore the given unitary representation $\rho : \pi_1(M) \to U(n, \mathbb{C})$ gives rise to the associated unitary representations $\rho_j := \rho \circ \iota_j^*$ of the fundamental groups $\pi_1(M_j)$, where $\iota_j^* : \pi_1(M_j) \to \pi_1(M)$ are the natural group homomorphisms induced by the inclusions $\iota_j : M_j \hookrightarrow M, j = 1, 2$. We can now define for each $j$

$$C^*(X_j, \rho_j) := \text{Hom}_{\rho_j}(C_*(\tilde{X}_j), \mathbb{C}^n) = \{ f \in \text{Hom}(C_*(\tilde{X}_j), \mathbb{C}^n) | \forall x \in C_*(\tilde{X}_j), \gamma \in \pi_1(M_j) : f(x \cdot \gamma) = \rho_j(\gamma)^{-1}f(x) \}$$

$$\cong C^*(\tilde{X}_j) \otimes_{\mathbb{C}[\pi_1(M_j)]} \mathbb{C}^n,$$

where the $\mathbb{C}[\pi_1(M_j)]$-module structure of $C^*(\tilde{X}_j)$ comes from the module structure of the dual space $C_*(\tilde{X}_j)$ and the $\mathbb{C}[\pi_1(M_j)]$ module structure on $\mathbb{C}^n$ is obtained via the representation $\rho_j$.

The boundary operator on $C_*(\tilde{X}_j)$ induces a coboundary operator on $C^*(X_j, \rho_j)$. Further the preferred base on $C_*(\tilde{X}_j)$ together with a fixed volume on $\mathbb{C}^n$ yields a Hilbert structure on $C^*(X_j, \rho_j)$. So $C^*(X_j, \rho_j)$ becomes a finite Hilbert complex.

Next we consider again the universal coverings $p_j : \tilde{M}_j \to M_j$. Then the preimage $p_j^{-1}(N) \subset \tilde{M}_j$ is a covering space of $N$ with the group of deck transformations

$$\text{im}(\pi_1(N) \overset{\iota_j^*}{\to} \pi_1(M_j)) \subset \pi_1(M_j).$$
Here $\iota^*$ is the natural homomorphism of groups induced by the inclusion $N \hookrightarrow M_j$. We do not distinguish the inclusions of $N$ into $M_j, j = 1, 2$ at this point, since it will always be clear from the context.

The triangulation $W \subset X_j$ induces with a fixed embedding of $M_j$ into $\tilde{M}_j$ a triangulation $p_j^{-1}(W)$ of $p_j^{-1}(N)$ by the deck tranformations of $\iota^*\pi_1(N) \subset \pi_1(M_j)$. The chain complex $C_*(p_j^{-1}(W))$ is generated by simplices of $p_j^{-1}(W)$ and is a module over the group subalgebra $\mathbb{C}[\iota^*\pi_1(N)] \subset \mathbb{C}[\pi_1(M_j)]$. It is a subcomplex of $C_*(\tilde{X}_j)$.

The following observation follows from Theorem 9.1 and is central for the later constructions:

$$f \in \text{Hom}_{\rho_j}(C_*(\tilde{X}_j), \mathbb{C}^n)$$

(10.1)

$$\Rightarrow f|_{C_*(p_j^{-1}(W))} \in \text{Hom}_{\rho_N}(C_*(p_j^{-1}(W)), \mathbb{C}^n) \cong C^*(W, \rho_N),$$

where $\rho_N = \rho_j \circ \iota^*: \pi_1(N) \to U(n, \mathbb{C})$ is the natural representation of $\pi_1(N)$. It is induced by $\rho$ and is trivial over ker $\iota^*$ by definition. The homomorphism $\rho_N$ is obtained from $\rho_N$ by dividing out the trivial part:

$$\hat{\rho}_N : \pi_1(N) \rightarrow U(n, \mathbb{C}).$$

The isomorphism in (10.1) in particular implies that we can compare the restrictions to $C_*(p_j^{-1}(W))$ for elements of both complexes $C^*(X_j, \rho_j), j = 1, 2$. We can now define:

$$C^*(X_j, W, \rho_j) := \{ f \in \text{Hom}_{\rho}(C_*(\tilde{X}_j), \mathbb{C}^n)| f|_{C_*(p_j^{-1}(W))} = 0 \},$$

$$C^*(X_1 \# X_2, \rho) := \{ (f, g) \in C^*(X_1, \rho_1) \oplus C^*(X_2, \rho_2)| f|_{C_*(p_j^{-1}(W))} = g|_{C_*(p_j^{-1}(W))} \}.$$

These complexes inherit structure of finite Hilbert complexes from $C^*(X_j, \rho_j)$ for $j = 1, 2$. Fix the naturally induced Hilbert structure on the cohomology, which gives rise to norms on the determinant lines of cohomology, and define the combinatorial Reidemeister norms

$$\| \cdot \|^R_{\det H^*(C^*(X_1 \# X_2, \rho))} := \tau(C^*(X_1 \# X_2, \rho))^{-1} \| \cdot \|_{\det H^*(C^*(X_1 \# X_2, \rho))},$$

$$\| \cdot \|^R_{\det H^*(C^*(X_j, W, \rho))} := \tau(C^*(X_j, W, \rho))^{-1} \| \cdot \|_{\det H^*(C^*(X_j, W, \rho))},$$

$$\| \cdot \|^R_{\det H^*(C^*(X_j, \rho))} := \tau(C^*(X_j, \rho))^{-1} \| \cdot \|_{\det H^*(C^*(X_j, \rho))},$$

where we have put for any finite Hilbert complex $(C^*, \partial_\omega)$ with the naturally induced Hilbert structure on cohomology $H^*(C^*, \partial_\omega)$ and the associated Laplacians denoted by $\Delta_\omega$:

$$\log \tau(C^*, \partial_\omega) = \frac{1}{2} \sum_j (-1)^j \cdot j \cdot \zeta'(0, \triangle_j).$$

This definition corresponds to the sign convention for the Ray-Singer norms in [BV3, Section 5]. The Reidemeister norms do not depend on choices made for the construction and are in particular invariant under subdivisions, see [Mi, Theorem 7.1] and [RS, Section 4]. Since any two smooth triangulations admit a common subdivision, see [Mun], the Reidemeister norms do not depend on the choice of a smooth triangulation $X$. 

Consider now the following short exact sequences of finite Hilbert complexes:

\begin{align}
(10.2) & \quad 0 \to C^*(X_1, W, \rho) \xrightarrow{\alpha} C^*(X_1 \# X_2, \rho) \xrightarrow{\beta} C^*(X_2, \rho) \to 0, \\
(10.3) & \quad 0 \to C^*(X_2, W, \rho) \xrightarrow{\alpha'} C^*(X_1 \# X_2, \rho) \xrightarrow{\beta'} C^*(X_1, \rho) \to 0, 
\end{align}

where \( \alpha, \alpha' \) are the natural inclusions and \( \beta, \beta' \) the natural restrictions. Both sequences are exact by definition of the corresponding homomorphisms of complexes. The associated long exact sequences in cohomology, with the Hilbert structures being naturally induced by the Hilbert structures of the combinatorial complexes as defined above, shall be denoted by \( \mathcal{H}_c \) and \( \mathcal{H}'_c \) respectively.

Consider further the following complexes

\[ 0 \to (\Omega^*_\text{min}(M_1, E), \nabla_1) \xrightarrow{\alpha} (\Omega^*(M_1 \# M_2, E), \nabla_s) \xrightarrow{\beta} (\Omega^*_\text{max}(M_2, E), \nabla_2) \to 0, \]

\[ 0 \to (\Omega^*_\text{min}(M_2, E), \nabla_2) \xrightarrow{\alpha'} (\Omega^*(M_1 \# M_2, E), \nabla_s) \xrightarrow{\beta'} (\Omega^*_\text{max}(M_1, E), \nabla_1) \to 0, \]

which were already introduced in Section 6. Their associated long exact sequences (cf. (6.1)) are denoted by \( \mathcal{H} \) and \( \mathcal{H}' \) respectively. The short exact sequences commute under the de Rham maps with the short exact sequences (10.2) and (10.3), respectively.

Thus the corresponding diagrams of the long exact sequences \( \mathcal{H}, \mathcal{H}_c, \) and \( \mathcal{H}', \mathcal{H}'_c \) commute. The de Rham maps induce isomorphisms on cohomology, as established in [RS, Section 4] with arguments for orthogonal representations which work for unitary representations as well:

\[ H^*_\text{abs}(M_1, E) \cong H^*(C^*(X_j, \rho_j)), \quad H^*_\text{rel}(M_j, E) \cong H^*(C^*(X_j, W, \rho_j)). \]

From these identifications we obtain with the five-lemma in algebra applied to the commutative diagrams of long exact sequences \( \mathcal{H} \) and \( \mathcal{H}_c \) or \( \mathcal{H}' \) and \( \mathcal{H}'_c \):

\[ H^*(M_1 \# M_2, E) \cong H^*(C^*(X_1 \# X_2, \rho)). \]

induced by the de Rham integration maps as well. Thus under the de Rham isomorphisms the long exact sequences \( \mathcal{H}_c, \mathcal{H}'_c \) correspond to \( \mathcal{H}, \mathcal{H}' \) respectively, and differ only in the fixed Hilbert structures.

Furthermore the long exact sequences \( \mathcal{H}_c, \mathcal{H}'_c \) give rise to isomorphisms on determinant lines in a canonical way (recall the definition of \( \Psi, \Psi' \) in (7.18) and (7.19))

\[ \Psi_c : \det H^*(C^*(X_1, W, \rho)) \otimes \det H^*(C^*(X_2, \rho)) \to \det H^*(C^*(X_1 \# X_2, \rho)), \]

\[ \Psi'_c : \det H^*(C^*(X_2, W, \rho)) \otimes \det H^*(C^*(X_1, \rho)) \to \det H^*(C^*(X_1 \# X_2, \rho)). \]

These maps correspond to the canonical identifications \( \Psi, \Psi' \) introduced in Section 7 up to the de Rham isomorphisms. We can now prove an appropriate gluing result for the combinatorial Reidemeister norms.

**Theorem 10.1.**

Let \( x, y \) be elements of \( \det H^*(C^*(X_1, W, \rho)) \), \( \det H^*(C^*(X_2, \rho)) \) and \( x', y' \) elements of \( \det H^*(C^*(X_2, W, \rho)), \det H^*(C^*(X_1, \rho)) \), respectively. Then we obtain for the
combinatorial Reidemeister norms the following relation:

\[ \| \Psi_c(x \otimes y) \|_{\text{det } H^*(C^*(X_1 \# X_2, \rho))}^R = \alpha(N)/2 \| x \|_{\text{det } H^*(C^*(X_1, W, \rho))}^R \| y \|_{\text{det } H^*(C^*(X_2, \rho))}, \]

\[ \| \Psi'_c(x' \otimes y') \|_{\text{det } H^*(C^*(X_1 \# X_2, \rho))}^R = \alpha(N)/2 \| x' \|_{\text{det } H^*(C^*(X_2, W, \rho))}^R \| y' \|_{\text{det } H^*(C^*(X_1, \rho))}. \]

**Proof.** First apply the gluing formula in [L2], derived by introducing transition boundary conditions depending on a parameter, in the spirit of [V]:

\[ \tau(C^*(X_1 \# X_2, \rho)) = \tau(C^*(X_1, W, \rho)) \cdot \tau(C^*(X_2, \rho)) \cdot \tau(H_c) \cdot 2^{-\chi(N)/2}, \]

\[ \tau(C^*(X_1 \# X_2, \rho)) = \tau(C^*(X_2, W, \rho)) \cdot \tau(C^*(X_1, \rho)) \cdot \tau(H'_c) \cdot 2^{-\chi(N)/2}. \]

By the definition of the combinatorial torsions \( \tau(H_c) \) and \( \tau(H'_c) \) we obtain the following relation to the action of \( \Phi_c, \Phi'_c \), by an appropriate version of Corollary

\[ \| \Psi_c(x \otimes y) \|_{\text{det } H^*(C^*(X_1 \# X_2, \rho))} = \tau(H_c) \cdot \| x \|_{\text{det } H^*(C^*(X_1, W, \rho))} \| y \|_{\text{det } H^*(C^*(X_2, \rho))}, \]

\[ \| \Psi'_c(x' \otimes y') \|_{\text{det } H^*(C^*(X_1 \# X_2, \rho))} = \tau(H'_c) \cdot \| x' \|_{\text{det } H^*(C^*(X_2, W, \rho))} \| y' \|_{\text{det } H^*(C^*(X_1, \rho))}. \]

Now a combination of the relations above, together with the gluing formulas \[10.8\] and \[10.9\] gives the desired statement.

We can now prove the following gluing result for the analytic Ray-Singer torsion norms.

**Theorem 10.2.** Let \( \Omega \) be the canonical isomorphism of determinant lines, defined in \[8.3\],

\[ \Omega : \text{det } H^*(\tilde{D}_1, \tilde{\nabla}_1) \otimes \text{det } H^*(\tilde{D}_2, \tilde{\nabla}_2) \to \text{det } (H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E)). \]

For any \( \gamma_1, \gamma_2 \) in \( \text{det } H^*(\tilde{D}_1, \tilde{\nabla}_1) \), \( \text{det } H^*(\tilde{D}_2, \tilde{\nabla}_2) \) respectively, we have in terms of the analytic Ray-Singer torsion norms on the determinant lines:

\[ \| \Omega(\gamma_1 \otimes \gamma_2) \|_{\text{det } H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E))} = 2^{N/2} \| \gamma_1 \|_{\text{det } H^*(\tilde{D}_1, \tilde{\nabla}_1)} \| \gamma_2 \|_{\text{det } H^*(\tilde{D}_2, \tilde{\nabla}_2)} \]

**Proof.** Under the \( \Omega \) we can relate the combinatorial Reidemeister norms to the analytic Ray-Singer torsion norms. We get by an appropriate version of \[Lü\]

\[ \| \cdot \|_{\text{det } H^*(C^*(X_j, \rho))}^R = 2^{N/4} \| \cdot \|_{\text{det } H^*(M_j, E)}^R \]

where \( \chi(N) \) is the Euler characteristic of the closed manifold \( N \) with the representation \( \rho_N \) of its fundamental group, hence defined in terms of the twisted cohomology groups \( H^*(N, E_N) \). Furthermore we need the following relation:

\[ \| \cdot \|_{\text{det } H^*(C^*(X_1 \# X_2, \rho))}^R = 2^{N/4} \| \cdot \|_{\text{det } H^*(M_1 \# M_2, E)}^R. \]
This result is proved for trivial representations in [V, Theorem 1.5]. This is done by
discussing a family of elliptic transmission value problems and doesn’t rely on the
Cheeger-Müller theorem. However in the setup of the present discussion we provide
below in Proposition 10.3 a simple proof for general unitary representations, using
the Cheeger-Müller Theorem on closed manifolds

It is important to note that the Ray-Singer analytic and combinatorial torsion con-
sidered in [V] and [Lü] are squares of the torsion norms in our convention and fur-
ther differ in the sign convention (we adopted the sign convention of [BK2, Section
11.2]). Therefore we get factors 2χ(N)/2, 2χ(N)/2 in (10.12) and (10.13) respectively,
instead of 2−χ(N)/2, 2−χ(N) as asserted in [Lü, Theorem 4.5] and [V, Theorem 1.5].

By definition the canonical maps Ψ and Ψ′ correspond under the de Rham iso-


morphism to the canonical maps Ψ and Ψ′ respectively. In view of Theorem 10.1, the
identities (10.12) and the relation (10.13) we obtain the following gluing formulas:

\begin{align}
\|
\Psi(x \otimes y)\|_{\det H^*(M_1 \# M_2, E)}^{\text{RS}} &= -2\chi(N)/2 \|x\|_{\det H^*_{\text{rel}}(M_1, E)} \|y\|_{\det H^*_{\text{abs}}(M_2, E)}, \\
\|
\Psi'(x' \otimes y')\|_{\det H^*(M_1 \# M_2, E)}^{\text{RS}} &= -2\chi(N)/2 \|x'\|_{\det H^*_{\text{rel}}(M_1, E)} \|y'\|_{\det H^*_{\text{abs}}(M_1, E)}.
\end{align}

The fusion isomorphisms \(\mu(M_1, E), \mu(M_2, E)\) and \(\mu(M_1 \# M_2, E)\), used in the con-
struction of the canonical isomorphism \(\Omega\), are by construction isometries with respect
to the analytic Ray-Singer norms and hence in total we obtain for any \(\gamma_1, \gamma_2\) in
det \(H^*(\tilde{D}_1, \nabla_1)\), det \(H^*(\tilde{D}_2, \nabla_2)\) respectively,

\begin{align}
\|\Omega(\gamma_1 \otimes \gamma_2)\|_{\det(H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E))}^{\text{RS}} &= 2\chi(N) \|\gamma_1\|_{\det H^*(\tilde{D}_1, \nabla_1)} \|\gamma_2\|_{\det H^*(\tilde{D}_2, \nabla_2)},
\end{align}

where we recall the following facts by construction:

\begin{align}
H^*(\tilde{D}_1, \nabla_1) &= H^*_{\text{rel}}(M_1, E) \oplus H^*_{\text{abs}}(M_1, E), \\
H^*(\tilde{D}_2, \nabla_2) &= H^*_{\text{rel}}(M_2, E) \oplus H^*_{\text{abs}}(M_2, E).
\end{align}

This proves the statement of the theorem. \(\square\)

Now we prove the result (10.13) on comparison of the torsion norms, anticipated in
the argumentation above. The proof uses ideas behind [V, Theorem 1.5].

**Proposition 10.3.**

\[ \| \cdot \|_{\det H^*(X_1 \# X_2, \rho)}^{\text{RS}} = 2\chi(N)/2 \| \cdot \|_{\det H^*(M_1 \# M_2, E)}. \]

**Proof.** Consider the following short exact sequence of finite Hilbert complexes (re-
call that the Hilbert structures on the complexes were induced by the triangulation
\(X\) and the fixed volume on \(C^n)\)

\[ 0 \to \bigoplus_{j=1}^2 C^*(X_j, W, \rho_j) \to C^*(X_1 \# X_2, \rho) \to C^*(W, \rho_N) \to 0, \]
with \( \alpha(\omega_1 \oplus \omega_2) = (\omega_1, \omega_2) \) and \( \beta(\omega_1, \omega_2) = \frac{1}{\sqrt{2}}(\omega_1|_{C_r(\tilde{W})} + \omega_2|_{C_r(\tilde{W})}) \). Note further
\[
\theta : C^*(W, \rho_N) \to C^*(X_1 \# X_2, \rho), \quad \theta(\omega) = \frac{1}{\sqrt{2}}(\omega, \omega)
\]
is an isometry between \( C^*(W, \rho_N) \) and \( \text{Im} \theta \), where \( \text{Im} \theta \) is moreover the orthogonal complement in \( C^*(X_1 \# X_2, \rho) \) to the image of \( \alpha \). Furthermore \( \beta \circ \theta = \text{id} \). Hence \( \beta \) is an isometry between the orthogonal complement of its kernel and \( C^*(W, \rho_N) \). Here a volume on \( C^n \) is fixed for all combinatorial complexes.

The map of complexes \( \alpha \) is also an isometry onto its image and hence the induced identification
\[
\phi^R_{\#} : \det H^*(C^*(X_1 \# X_2, \rho)) \to \bigotimes_{j=1}^2 \det H^*(C^*(X_j, W, \rho_j)) \otimes \det H^*(C^*(W, \rho_N))
\]
is an isometry of combinatorial Reidemeister norms. Similarly we consider the next short exact sequence of finite complexes:
\[
0 \to \bigoplus_{j=1}^2 C^*(X_j, W, \rho_j) \overset{\alpha}{\to} C^*(X, \rho) \overset{\tau}{\to} C^*(W, \rho_N) \to 0,
\]
where the third arrow is the restriction as in \( \{10.1\} \). By similar arguments as before the induced identification
\[
\phi^R : \det H^*(C^*(X, \rho)) \to \bigotimes_{j=1}^2 \det H^*(C^*(X_j, W, \rho_j)) \otimes \det H^*(C^*(W, \rho_N))
\]
is an isometry of combinatorial Reidemeister norms. Now we consider the following commutative diagrams of short exact sequences.
\[
\begin{array}{cccc}
0 & \to & \bigoplus_{j=1}^2 \Omega^*_{\min}(M_j, E) & \overset{\alpha}{\to} \Omega^*(M_1 \# M_2, E) \overset{\sqrt{2} \nu}{\to} \Omega^*(N, E) \to 0 \\
0 & \to & \bigoplus_{j=1}^2 C^*(X_j, W, \rho_j) & \overset{\alpha}{\to} C^*(X, \rho) \overset{\sqrt{2} \tau}{\to} C^*(W, \rho_N) \to 0,
\end{array}
\]
where \( R \) denotes the natural de Rham integration quasi-isomorphisms. The second commutative diagram is as follows:
\[
\begin{array}{cccc}
0 & \to & \bigoplus_{j=1}^2 \Omega^*_{\min}(M_j, E) & \overset{\alpha}{\to} \Omega^*(M_1 \# M_2, E) \overset{\sqrt{2} \nu}{\to} \Omega^*(N, E) \to 0 \\
0 & \to & \bigoplus_{j=1}^2 C^*(X_j, W, \rho_j) & \overset{\alpha}{\to} C^*(X_1 \# X_2, \rho) \overset{\beta}{\to} C^*(W, \rho_N) \to 0,
\end{array}
\]
with the vertical maps as before given by the natural de Rham integration quasi-isomorphisms. Note that \( R_\# \) is a quasi-isomorphism as well, which is clear from the five-lemma applied to the commutative diagram of the associated long exact sequences.

The lower exact sequences in both of the diagrams were discussed above. The upper short exact sequence in both diagrams induces the identification:
\[
\phi^{RS}_{\#} : \det H^*(M_1 \# M_2, E) \to \bigotimes_{j=1}^2 \det H^*_{\text{res}}(M_j, E) \otimes \det H^*(N, E).
\]
By commutativity of the two diagramms we obtain:

\[ 2^{\chi(N)/2} \phi^R \circ R = R \circ \phi^R_{\#}, \]
\[ \phi^R_{\#} \circ R_{\#} = R \circ \phi^R_{\#}. \]

(10.16) \hspace{1cm} (10.17)

Now let \( x \in \det H^*(M_1 \# M_2, E) \) be an arbitrary element, identified via Corollary 5.3 with \( x \in \det H^*(M, E) \). We compute:

\[ \|x\|_{\det H^*(M_1 \# M_2, E)} = \|x\|_{\det H^*(M, E)} = \|R(x)\|_{\det H^*(X, \rho)} = \|\phi^R \circ R(x)\| = 2^{-\chi(N)/2} \|\phi^R_{\#} \circ R_{\#}(x)\| = 2^{-\chi(N)/2} \|R_{\#}(x)\|_{\det H^*(C^*(X_1 \# X_2, \rho))}^R, \]

where we have put

\[ \| \cdot \| := \| \cdot \|_{\det H^*(C^*(X, W, \rho))}. \]

The steps in the sequence of equalities need to be clarified. The first equation is due to Theorem 5.2 on the spectral equivalence of \( \triangle_S \) and \( \triangle \). The second equation is simply the Cheeger-Müller Theorem for closed Riemannian manifolds. The third equation is a consequence of the fact that \( \phi^R \) is an isometry with respect to the combinatorial Reidemeister norms. Now the fourth and the fifth equation are consequences of (10.16) and (10.17) respectively. Using in the last equation again the isometry \( \phi^R_{\#} \) we obtain the result. The sequence of equalities proves in total:

\[ \|x\|_{\det H^*(M_1 \# M_2, E)} = 2^{-\chi(N)/2} \|R_{\#}(x)\|_{\det H^*(C^*(X_1 \# X_2, \rho))}^R. \]

Next we recall that by Theorem 5.2 the complexes \( \Omega^*(M, E) \oplus \Omega^*(M_2, E) \) and \( \Omega^*(M_1 \# M_2, E) \oplus \Omega^*(M_1 \# M_2, E) \) have spectrally equivalent Laplacians with identifiable eigenforms. This implies

\[ T^{RS}(\Omega^*(M, E) \oplus \Omega^*(M, E)) = T^{RS}(\Omega^*(M_1 \# M_2, E) \oplus \Omega^*(M_1 \# M_2, E)), \]
\[ H^*(\Omega^*(M, E) \oplus \Omega^*(M, E)) \cong H^*(\Omega^*(M_1 \# M_2, E) \oplus \Omega^*(M_1 \# M_2, E)). \]

(10.18)

The identification (10.18) is in fact an isometry with respect to the natural Hilbert structures, since in both cases the Hilbert structure is induced by the \( L^2 \)-scalar product on harmonic forms and the harmonic forms of both complexes coincide, see Theorem 5.2. This implies

\[ \| \cdot \|_{\det H^*(M_1 \# M_2, E) \oplus H^*(M_1 \# M_2, E)} = \| \cdot \|_{\det H^*(M, E) \oplus H^*(M, E)} \equiv \| \cdot \|_{\det H^*(\tilde{D}, \tilde{\nabla})}. \]

Moreover under the identification (10.18) we can view the canonical isomorphism \( \Omega \) as

\[ \Omega : \det H^*(\tilde{D}_1, \tilde{\nabla}_1) \otimes \det H^*(\tilde{D}_2, \tilde{\nabla}_2) \to \det H^*(\tilde{D}, \tilde{\nabla}). \]

Then we obtain as a corollary of Theorem 10.2

Corollary 10.4. Denote by \( \rho_{an}(\nabla) \) and \( \rho_{an}(\nabla_j), j = 1, 2 \) the refined analytic torsions on \( M \) and \( M_j, j = 1, 2 \) respectively. There exists some \( \phi \in [0, 2\pi) \) such that

\[ \Omega(\rho_{an}(\nabla_1) \otimes \rho_{an}(\nabla_2)) = e^{i\phi} 2^{\chi(N)} \rho_{an}(\nabla). \]
Proof. Applying Theorem 10.2 to \( \rho_{\text{an}}(\nabla_1) \otimes \rho_{\text{an}}(\nabla_2) \), we obtain with the identification \( 10.18 \) and [BV3, Theorem 5.2]:

\[
\left\| \Omega(\rho_{\text{an}}(\nabla_1) \otimes \rho_{\text{an}}(\nabla_2)) \right\|_{RS_{\det(H^*(\tilde{D},\tilde{\nabla})}}} = 2^\chi(N) \times
\]

\[
\times \left\| \rho_{\text{an}}(\nabla_1) \right\|_{RS_{\det H^*(\tilde{D}_1,\tilde{\nabla}_1)}} \left\| \rho_{\text{an}}(\nabla_2) \right\|_{RS_{\det H^*(\tilde{D}_2,\tilde{\nabla}_2)}} = 2^\chi(N).
\]

On the other hand we have again by [BV3, Theorem 5.2]

\[
\left\| \rho_{\text{an}}(\nabla) \right\|_{RS_{\det H^*(\tilde{D},\tilde{\nabla})}} = 1.
\]

This proves the corollary. \( \square \)

In order to establish a gluing formula it remains to identify this phase \( \phi \) explicitly.

Under the identification of Corollary 5.3 the refined torsion \( \rho_{\Gamma}(M_1 \# M_2, E) \) corresponds to the refined torsion element \( \rho_{\Gamma}(M,E) \), as already encountered in (8.1).

Hence with Proposition 8.1 we can write

\[
\Omega(\rho_{\Gamma}(M_1,E) \otimes \rho_{\Gamma}(M_2,E)) = (-1)^{\text{sign}(\tau(H))} \rho_{\Gamma}(M,E).
\]

Consequently we obtain using the splitting formulas (4.12) and (4.13) for the eta-invariants and using Proposition 3.4

\[
\Omega(\rho_{\text{an}}(\nabla_1) \otimes \rho_{\text{an}}(\nabla_2)) = \frac{T^{RS}(\tilde{D},\tilde{\nabla})}{T^{RS}(\tilde{D}_1,\tilde{\nabla}_1)T^{RS}(\tilde{D}_2,\tilde{\nabla}_2)} \times
\]

\[
\exp(-i\pi \cdot \text{Err}_\eta(B_{\text{even}}) + i\pi \cdot \text{rank}(E) \text{Err}_\eta(B_{\text{trivial}})) \times
\]

\[
(-1)^{\text{sign}(\tau(H))^2} \cdot \rho_{\text{an}}(\nabla),
\]

where we have put

\[
(10.20) \quad \text{Err}_\eta(B_{\text{even}}) := \tau_\mu(I - P_1, P, P_1) +
\]

\[
+ \frac{m-1}{2} (\text{dim ker } B_{\text{even}}^1 + \text{dim ker } B_{\text{even}}^2 - \text{dim ker } B_{\text{even}}),
\]

\[
(10.21) \quad \text{Err}_\eta(B_{\text{trivial}}) := \tau_\mu(I - P_{1,\text{trivial}}, P_{\text{trivial}}, P_{1,\text{trivial}}) +
\]

\[
+ \frac{m}{2} (\text{dim ker } B_{\text{trivial}}^1 + \text{dim ker } B_{\text{trivial}}^2 - \text{dim ker } B_{\text{trivial}}).
\]

Comparing this relation with the statement of Corollary 10.4 we obtain for the phase \( \phi \) in Corollary 10.4

\[
\phi = \pi \left[ -\text{Err}_\eta(B_{\text{even}}) + \text{rank}(E) \text{Err}_\eta(B_{\text{trivial}}) + \text{sign} \right].
\]

Due to the definition of the refined analytic torsion in [BV3, (5.17)], it makes sense to reduce the phase \( \phi \) modulo \( \pi \text{rank}(E) \mathbb{Z} \).

Lemma 10.5.

\[
\phi \equiv \pi \left[ \text{sign} - \text{Err}_\eta(B_{\text{even}}) \right] \mod \pi \text{rank}(E) \mathbb{Z}.
\]

Proof. We need to verify

\[
\text{Err}_\eta(B_{\text{trivial}}) \equiv 0 \mod \mathbb{Z}.
\]

Denote the Laplace operators of the complexes \( (\Omega^*_{\text{min/max}}(M_j), \nabla_{j,\text{trivial}}) \) by \( \triangle^j_{\text{rel/abs}} \) respectively. Let \( \triangle \) denote the Laplacian of the complex \( (\Omega^*(M), \nabla_{\text{trivial}}) \).
We have by construction
\[ B(\nabla_{\text{trivial}})^2 = \triangle + \triangle, \]
\[ B(\nabla_{j,\text{trivial}})^2 = \triangle^j_{\text{rel}} + \triangle^j_{\text{abs}}. \]

Since the Maslov-triple index \( \tau_j \) is integer-valued, we obtain via [BV3, Lemma 4.8] the following mod \( \mathbb{Z} \) calculation:
\[
\text{Err}_{\eta}(B_{\text{trivial}}) = \frac{1}{2} \sum_{k=0}^{m} (-1)^{k+1} \cdot k \cdot (\dim \ker \triangle^1_{k,\text{rel}} + \dim \ker \triangle^1_{k,\text{abs}}) + \\
+ \frac{1}{2} \sum_{k=0}^{m} (-1)^{k+1} \cdot k \cdot (\dim \ker \triangle^2_{k,\text{rel}} + \dim \ker \triangle^2_{k,\text{abs}}) - \\
- \frac{1}{2} \sum_{k=0}^{m} (-1)^{k+1} \cdot k \cdot (\dim \ker \triangle_k + \dim \ker \triangle^1_k).
\]

The Poincare duality implies:
\[
\dim \ker \triangle^j_{k,\text{rel}} = \dim \ker \triangle^j_{m-k,\text{abs}}, \\
\dim \ker \triangle_k = \dim \ker \triangle_{m-k}.
\]

Hence we compute further modulo \( \mathbb{Z} \)
\[
\text{Err}_{\eta}(B_{\text{trivial}}) = \frac{m}{2} \sum_{k=0}^{m} (-1)^k \dim \ker \triangle^1_{k,\text{rel}} + \\
+ \frac{m}{2} \sum_{k=0}^{m} (-1)^k \dim \ker \triangle^2_{k,\text{abs}} - \frac{m}{2} \sum_{k=0}^{m} (-1)^k \dim \ker \triangle_k.
\]

Finally, exactness of the long exact sequence \( \mathcal{H} \) in (6.1) (in the setup of a trivial line bundle) implies \( \text{Err}(B_{\text{trivial}}) \equiv 0 \mod \mathbb{Z} \). □

We finally arrive at the following central result: a gluing formula for refined analytic torsion.

**Theorem 10.6.** [Gluing formula for Refined Analytic Torsion]

Let \( M = M_1 \cup_N M_2 \) be an odd-dimensional oriented closed Riemannian split-manifold where \( M_j, j = 1, 2 \) are compact bounded Riemannian manifolds with \( \partial M_j = N \) and orientation induced from \( M \). Denote by \( (E, \nabla, h^E) \) a complex flat vector bundle induced by an unitary representation \( \rho : \pi_1(M) \to U(n, \mathbb{C}) \). Assume product structure for the metrics and the vector bundle. Set:

\[
(\tilde{\mathcal{D}}_j, \nabla_j) := (\mathcal{D}_{j,\text{min}}, \nabla_{j,\text{min}}) \oplus (\mathcal{D}_{j,\text{max}}, \nabla_{j,\text{max}}), \ j = 1, 2, \\
(\tilde{\mathcal{D}}, \nabla) := (\Omega^*(M, E), \nabla) \oplus (\Omega^*(M, E), \nabla).
\]

The canonical isomorphism
\[ \Omega : \det H^*(\tilde{\mathcal{D}}_1, \nabla_1) \otimes \det H^*(\tilde{\mathcal{D}}_2, \nabla_2) \to \det H^*(\tilde{\mathcal{D}}, \nabla) \]
is induced by the long exact sequences on cohomologies

\[ \mathcal{H} : \ldots H^k_{\text{rel}}(M_1, E) \to H^k(M, E) \to H^k_{\text{abs}}(M_2, E) \to H^k_{\text{rel}}(M_1, E) \ldots \\
\mathcal{H}' : \ldots H^k_{\text{rel}}(M_2, E) \to H^k(M, E) \to H^k_{\text{abs}}(M_1, E) \to H^k_{\text{rel}}(M_2, E) \ldots \]
and fusion isomorphisms. The isomorphism $\Omega$ is linear, hence well-defined on equivalence classes modulo multiplication by $\exp[i\pi \text{rk} E]$. Then the gluing formula for refined analytic torsion in [BV3, (5.17)] is given as follows:

$$\Omega(\rho_{\text{an}}(M_1, E) \otimes \rho_{\text{an}}(M_2, E)) = K(M, M_1, M_2, \rho) \cdot \rho_{\text{an}}(M, E),$$

$$K(M, M_1, M_2, \rho) := 2^{\chi(N)} \exp(i\phi),$$

$$\phi := \pi(\text{sign} - \text{Err}(B_{\text{even}})).$$

The term $\text{Err}(B_{\text{even}})$ is an error term in the gluing formula for eta-invariants

$$\text{Err}(B_{\text{even}}) := \tau(\mathcal{H})^{-1} \cdot 2^{\chi(N)/2}.$$

By construction and the Poincare duality on odd-dimensional manifolds with or without boundary [5.1] we know

$$T^{RS}(\tilde{D}, \tilde{\nabla}) = T^{RS}(\tilde{D}_1, \tilde{\nabla}_1) T^{RS}(\tilde{D}_2, \tilde{\nabla}_2) = T^{RS}(M, E)^2.$$
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