ABSTRACT

The origin, geometry, and kinematics of the broad-line region (BLR) gas in quasars and active galactic nuclei (AGN) are uncertain. We demonstrate that clumpy biconical disc winds illuminated by an AGN continuum can produce BLR-like spectra. We first use a simple toy model to illustrate that disc winds make quite good BLR candidates, because they are self-shielded flows and can cover a large portion of the ionizing flux-density (\(\phi H - n_H\)) plane. We then conduct Monte Carlo radiative transfer and photoionization calculations, which fully account for self-shielding and multiple scattering in a non-spherical geometry. The emergent model spectra show broad emission lines with equivalent widths and line ratios comparable to those observed in AGN, provided that the wind has a volume filling factor of \(f_V \lesssim 0.1\). Similar emission line spectra are produced for a variety of wind geometries (polar or equatorial) and for launch radii that differ by an order of magnitude. The line emission arises almost exclusively from plasma travelling below the escape velocity, implying that ‘failed winds’ are important BLR candidates. The behaviour of a line-emitting wind (and possibly any ‘smooth flow’ BLR model) is similar to that of the locally optimally emitting cloud model originally proposed by Baldwin et al. (1995), except that the gradients in ionization state and temperature are large-scale and continuous, rather than within or between distinct clouds. Our models also produce UV absorption lines and X-ray absorption features, and the stratified ionization structure can partially explain the different classes of broad absorption line quasars.
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1 INTRODUCTION

The spectra of unobscured, radiatively efficient (type 1) quasars and active galactic nuclei (AGN) consist of a blue continuum and a series of broad and narrow emission lines. The broad emission lines originate in the broad-line region (BLR), thought to be composed of approximately virialized gas in the vicinity of the black hole. The BLR is important. It allows us to measure black hole masses via virial estimates (e.g. Krolik et al. 1991; Peterson & Wandel 1999; McLure & Jarvis 2002; Greene & Ho 2005; Peterson 2014) and to carry out reverberation mapping (RM; Blandford & McKee 1982; Peterson 1993). Broad emission lines also appear to be intrinsically linked to the accretion process (c.f. ‘changing-look’ quasars; LaMassa et al. 2015; MacLeod et al. 2016) and form a crucial part of unified models for AGN and quasars (e.g. Antonucci 1993; Urry & Padovani 1995). The classic AGN unification picture consists of BLR ‘clouds’ that are obscured by some kind of dusty torus at high inclinations. The physical origin, geometry, and dynamics of these putative BLR clouds are still uncertain, however.

So, what do we know about the broad emission lines? We know that the UV/optical spectrum is fairly universal – the usual emission lines include C IV 1550 Å, Ly \(\alpha\), N V 1240 Å, Mg II 2798 Å, and the Balmer series. The presence of the intercombination line C III] 1909 Å with critical density of \(10^9\) cm\(^{-3}\) implies there must be a significant volume of line-emitting gas with electron density below...
consistent with a close relationship between the BLR size and the central luminosity except in rare circumstances (Goad et al. 2016). Tracking exactly how they respond allows us to estimate the characteristic size of the BLR, $R_{\text{BLR}}$, from reverberation delays. This exercise reveals a close relationship between the BLR size and the central luminosity consistent with $R_{\text{BLR}} \propto L^{1/2}$ (Koratkar & Gaskell 1991; Bentz et al. 2006, 2009, 2013; Du & Wang 2019) – roughly the form one would expect if the BLR is photoionized by the AGN continuum (although see also Galianni & Horne 2013). When observed in a single object, this phenomenon is known as the ‘breathing’ of the BLR (Netzer 1990; Korista & Goad 2004). Velocity-resolved RM allows transfer and response functions to be inferred for individual lines, which in principle allows the kinematics and geometry of the BLR to be recovered. Diverse signatures have been reported, including all of inflow, outflow, and rotation (Gaskell 1988; Koratkar & Gaskell 1989; Ulrich & Horne 1996; Denney et al. 2009; Gaskell & Goosmann 2013; Du et al. 2016). Caution must be exercised when interpreting these signatures (Waters et al. 2016; Mangham et al. 2017; Yong et al. 2017), but velocity-resolved RM is nevertheless one of the most powerful tools available for learning about the geometry and motion of BLR gas. Recently, the GRAVITY collaboration reported the first spatially resolved measurement of rotation in a quasar, showing that the Paschen-$\alpha$ BLR gas in 3C 273 is rotating in a manner consistent with Keplerian motion of a thick line-emitting disc around a BH (Gravity Collaboration 2018). Reviews of broad emission line phenomenology are provided by Netzer (1990), Sulentic, Marziani & Dultzin-Hacyan (2000), and Gaskell (2009), among others.

A key advance in the understanding of the BLR was the discovery that the emission line spectrum arises naturally if one invokes a series of moderately optically thick clouds with a wide range of densities placed at a wide range of radii (Balbin et al. 1995, hereafter BFKD95). This model tends to average to the correct output spectrum due to strong selection effects: as long as a sufficiently wide range of cloud densities is available at all radii, there will almost always be clouds that are optimally efficient at reprocessing any given continuum into any given line. Under these conditions, each line is formed primarily in the clouds that optimally produce it. The resulting spectrum does a good job of replicating the fairly uniform BLR spectrum observed from object to object. We refer to this model and its derivatives as locally optimally emitting cloud (LOC) models. LOC models have been applied relatively successfully to observations of AGN, both in general and for individual objects such as NGC 5548 (Korista & Goad 2000, 2004; Hamann et al. 2002; Baldwin et al. 2004; Nagao, Marconi & Maiolino 2006; Lawther et al. 2018).

It is also possible that the broad emission lines are produced by outflowing material driven from the accretion disc – a disc wind. Smoking-gun signatures of winds are seen in large subsets of AGN and quasar populations. The clearest examples occur in the ultraviolet band in a class of objects known as broad absorption line (BAL) quasars, which make up at least 20 percent of all luminous quasars (Weymann et al. 1991; Dai, Shankar & Sivakoff 2008; Knigge et al. 2008; Allen et al. 2011). At X-ray wavelengths, ultrafast outflows (UFOs) have been detected in a number of AGN (Chartas, Brandt & Gallagher 2003; Pounds et al. 2003; Reeves, O’Brien & Ward 2003; Gofford et al. 2013), and the so-called warm absorbers (WAs; Fabian et al. 1994; Cappi et al. 1996; Otani et al. 1996; Orr et al. 1997) may also have a disc wind or outflow origin (Krolik & Kriss 1995, 2001; Reynolds & Fabian 1995; Botterf, Korista & Shlosman 2000; Blustin et al. 2005; Mizumoto et al. 2019). Further evidence for outflow comes from blueshifts (or blue asymmetries) seen in the C iv 1550 Å emission line in many quasar spectra (Gaskell 1982; Richards et al. 2002; Baskin & Laor 2005; Sulentic et al. 2007; Richards et al. 2011; Coatan et al. 2016). All in all, winds appear to be ubiquitous in luminous AGN and quasars. However, despite a number of attempts to ‘join the dots’ between the various wind phenomena (e.g. Elvis 2000; Gallagher & Everett 2007; Tombesi et al. 2013; Elvis 2017; Hamann et al. 2018; Giustini & Proga 2019) the extent to which they are connected – to each other, or to the BLR – is not well known.

In BAL quasars, the blueshifted absorption is observed in many of the same lines that are also observed in emission. It is therefore tempting to associate the BAL and BEL phenomena with the same gas (although see e.g. Borguet et al. 2012; Chamberlain, Arav & Benn 2015; Arav et al. 2018). As a result, disc wind models for the BLR are fairly popular (e.g. Shlosman, Vitello & Shaviv 1985; Emmering, Blandford & Shlosman 1992; Murray et al. 1995; Botterf et al. 1997; Young et al. 2007; Richards et al. 2011; Chajet & Hall 2013, 2017; Kollatschny & Zetzl 2013; Waters et al. 2016; Yong et al. 2018; Lu et al. 2019) and may unify much of AGN phenomenology (e.g. Elvis 2000). Disc wind models often involve some kind of cloud/clump structure within the flow (Emmering et al. 1992; de Kool & Begelman 1995; Elvis 2017), meaning the distinction between wind and cloud models for the BLR is somewhat blurred. A recent model that has gained some attention is the failed dust-driven wind model proposed by Czerny & Hryniewicz (2011), and discussed further by various authors (Galianni & Horne 2013; Czerny et al. 2015, 2017; Baskin & Laor 2018). This model is quite attractive compared to line-driven wind models, as there is observational evidence for a link between the BLR size and the dust sublimation radius (Galianni & Horne 2013; Gandhi, Hönig & Kishimoto 2015).

1.1 Aims of this study

The optical and UV emission line spectra in type 1 quasars and AGN are remarkably universal; our main aims are to (i) explore this specific property in detail with particular focus on disc winds, outflows, and failed winds as BLR candidates and (ii) investigate the more general X-ray, UV and optical absorption and emission characteristics of disc winds compared to observations. The key insight of BFKD95 was that the line ratios we observe in typical quasar spectra are similar to the ratios expected from assuming that each line is only produced by clouds with conditions that produce that line optimally (i.e. create the largest equivalent width in that line). Cloud conditions are broadly described by ionizing flux and density. Thus, to avoid a fine-tuning problem, BLR material must somehow cover a substantial portion of the ionizing flux/density plane, as well as physically covering a large fraction of the continuum source. We will show that disc wind models for the BLR naturally populate this ionizing flux/density plane, and this results in a BLR-like spectra. Of course, this does not mean that the BLR is a disc wind. However, it does mean that disc winds should be considered as a viable alternative to LOC/cloud models. Furthermore, although our starting point is the type of winds that produce BALs in ultraviolet spectra, our results are quite generally applicable to flow and outflow models for the BLR. We begin by exploring some of these general properties, using simple toy models, before conducting full Monte Carlo radiative transfer and photoionization calculations in the latter part of the paper.
2 ANALYTIC MODELS AND BACKGROUND THEORY

The observed intensity of an emission line from the BLR can be written, following, e.g. Bottorff et al. (2002), as

$$I = \int_{\text{BLR}} (\mathcal{H} \ j) dV, \quad (1)$$

where \( j \) describes the line emissivity of the plasma, and \( \mathcal{H} \) is a complicated function describing what fraction of the line radiation reaches the observer, in \( \text{cm}^{-2} \text{sr}^{-1} \). The quantity \( \mathcal{H} \) depends on the details of the radiative transfer through the surrounding medium and on the viewing angle of the observer. Obtaining the mapping from the transfer-photoionization problem in a non-spherical geometry to the parameters describing the BLR geometry and the illuminating SED is non-trivial, because it involves solving a coupled radiative transfer-photoionization problem in a non-spherical geometry.

In the Sobolev escape probability formalism (see e.g. Castor 1970), \( j \) for a given transition \( \nu \rightarrow I \) is given by

$$j = \beta_{ul} A_{ul} n_u n_H \nu_u, \quad (2)$$

where \( n_u \) is the upper level number density, \( A_{ul} \) is the usual Einstein coefficient, and \( \nu_u \) is the frequency of the transition. Here, \( \beta_{ul} \) is the Sobolev escape probability, a quantity which governs how much of the radiation escapes from the (local) Sobolev region for a given line interaction. Most of the complexity regarding gradients in ionization state, excitation state, temperature, and density is encoded in \( n_u \), since

$$n_u = f_{\text{ion}}(J_{\nu}, n_H, T_e) \ f_{\text{ion}}(J_{\nu}, n_H, T_e) \ n_{\text{elem}}(J_{\nu}, n_H, T_e), \quad (3)$$

where \( f_{\text{ion}} = n_i/n_H \) is the fraction of ions in the upper state of the transition, \( f_{\text{ion}} = n_i/n_{\text{elem}} \) is the relevant ionization fraction, \( n_{\text{elem}} \) is the density of the element in question, and \( n_i \) is the ion density.

In general, the quantities \( f_{\text{ion}} \) and \( f_{\text{ion}} \) are complicated functions of the variables describing the physical conditions of the plasma: \( J_{\nu} \) (the local mean intensity), \( n_H \) (the Hydrogen number density), and \( T_e \) (the electron temperature). These functions are different for each level in each ion and must really be obtained using a fully self-consistent radiative transfer and ionization framework, and such a calculation is presented in Sections 3 and 4. However, we can elucidate the key physics by considering just the density \( n_H \) and the number of Hydrogen (Lyman) ionizing photons per unit area, \( \phi_H \). The latter is related to \( J_{\nu} \) via the equation

$$\phi_H = \int_{13.6eV/h}^{\infty} 4\pi J_{\nu} \frac{d\nu}{h \nu}, \quad (4)$$

while the optically thin equivalent for a source that produces \( N_f \) Hydrogen (Lyman) ionizing photons is

$$\phi_{H,\text{thin}}(r) = \frac{N_f}{4\pi r^2}. \quad (5)$$

We also introduce the two usual Hydrogen ionization parameters

$$U_H = \frac{\phi_H}{n_H c} \quad (6)$$

and

$$\xi = \int_{13.6eV/h}^{1000eV/h} 4\pi J_{\nu} \frac{d\nu}{n_H}, \quad (7)$$

as well as the emission measure, which we define as

$$\text{EM} = \int f_v n_e n_H dV, \quad (8)$$

where \( n_e \) is the electron density and \( f_v \) is the volume filling factor. These quantities will be referred to in the subsequent discussion.

2.1 The ionizing flux-density plane

The ionizing flux-density (or \( \phi_H-n_H \)) plane is a commonly used parameter space for photoionization modelling of AGN broad emission lines (e.g. BFKD95; Korista et al. 1997; Hamann et al. 2002; Baldwin et al. 2004; Leighly & Casebeer 2007; Ruff et al. 2012; Lawther et al. 2018). The position of a parcel of gas in this plane is only a crude measure of its ionization state, since it encodes no information about the shape of the ionizing spectral energy distribution (SED), and says little about the absolute emissivity of the parcel. However, it is still a powerful diagnostic diagram.

For a BLR model to display optimally emitting behaviour, it must cover a significant portion of the \( \phi_H-n_H \) plane, such that shifting the region that it occupies over the contours of emissivity still results in an efficiently emitting region being covered. This ‘shifting’ can occur due to both changes in luminosity and SED within a particular source, but also between different sources that produce similar emission line spectra. In LOC models, every cloud in the BLR is assumed to see the true (intrinsic) SED, subject only to geometric dilution. The requisite \( \phi_H-n_H \) coverage is then achieved by assuming that clouds covering a wide range of densities, \( n_H \), exist at any given location, \( \vec{r} \). By contrast, in ‘flow’ models of the BLR, there is a one-to-one mapping between density and position, \( n_H(r) \), but the SED shape varies with position due to attenuation and other radiative transfer effects. One can envision many situations where there are aspects of both classes of models – for example, in the fractal cloud model discussed by Bottorff & Ferland (2001) or the turbulent outflow model of Waters & Li (2019) – but the above statements capture the essence of the distinction.

To illustrate how a flow model effectively fills out the \( \phi_H-n_H \) plane, we consider a parametrized model for an axisymmetric, biconical disc wind. We initially focus on the relationship between \( \phi_H \) and \( n_H \) in two simple, but physically relevant cases: (i) the optically thin limit; and (ii) the grey opacity limit. These cases capture the key principles, while the radiative transfer simulations presented in later sections include a more detailed treatment of the physical processes involved.

2.1.1 Biconical disc wind

We adopt a simple model for a biconical disc wind in which we specify a velocity law and mass-loss rate and the streamlines rise from a disc. Specifically, we use the parametrization of a biconical disc wind described by Shlosman & Vitello (1993). Streamlines originate at radii \( r_0 \) and cover launch radii from \( r_{\text{min}} \) to \( r_{\text{max}} \). The opening angles of the flow are defined with respect to the disc normal and denoted \( \theta_1 \) and \( \theta_2 \), such that the corresponding angle for each streamline is given by

$$\theta(r) = \theta_1 + (\theta_2 - \theta_1) \left( \frac{r_0 - r_{\text{min}}}{r_{\text{max}} - r_{\text{min}}} \right)^\gamma. \quad (9)$$

In this work, we set the exponent \( \gamma = 1 \). An example of the path traversed by five streamlines in \( x \) and \( z \) is shown in the left-hand panel of Fig. 1. The equation for Hydrogen number density at a
position vector \( \mathbf{r} \) in a biconical wind is given by (Shlosman 
& Vitello 1993; Knigge, Woods & Drew 1995)
\[
n_H(\mathbf{r}) = \frac{\rho_0(r_0)}{\mu m_H} \frac{r_0}{x} \frac{d\phi}{dr} v_0(r_0) \tag{10}
\]
where \( m_H \) is the mass of a Hydrogen atom and \( \mu \) is the mean 
molecular mass. We assume that the local sound speed in the disc 
at the streamline base, \( c_s(r_0) \), sets \( r_0 \), and \( v_\infty \) is a constant 
multiple of the escape velocity, \( v_\text{esc} \), at the streamline base. The poloidal 
velocity at a distance \( l \) along a streamline is
\[
v_l(r_0) = v_0 + (v_\infty - v_0) \left( \frac{(l/R_c)^\alpha}{(l/R_c)^\alpha + 1} \right), \tag{11}
\]
where \( R_c \) is the acceleration length and \( \alpha \) is an exponent 
governing the rate of acceleration. The density along a streamline is set by 
this velocity law and the mass-loss rate at the streamline base, \( \dot{m}(r_0) \).
We can rewrite equation (10) as a function of \( l, \dot{m}(r_0) \) and \( \theta \):
\[
n_H(l, r_0, \theta) = \frac{\dot{m}(r_0)}{\mu m_H \cos \theta} \frac{r_0}{x} \frac{d\phi}{dr} v_0(r_0) \left[ v_0 + (v_\infty - v_0) \left( \frac{(l/R_c)^\alpha}{(l/R_c)^\alpha + 1} \right) \right]. \tag{12}
\]
This equation illustrates some interesting properties of the flow. The 
first term is the initial density, which is set by the local mass-loss 
rate, angle of the streamline, and local sound speed, which can all 
vary with \( r_0 \). The second term encapsulates the divergence of the 
flow. The third term is the velocity law, which depends on \( c_s, R_c, \alpha, \) and \( v_\text{esc} \). For a Keplerian \( \alpha \)-disc, the critical velocities depend on 
launch radius as \( c_s \propto r_0^{-3/8} \) and \( v_\text{esc} \propto r_0^{-1/2} \).

We now seek a relationship between \( \phi_H \) and \( n_H \) in the optically 
thin limit; in other words we require them as a function of position, \( r \). We 
assume that all ionizing photons come from a central point 
source (ignoring probable effects of an extended emission region 
or disc anisotropy). Once again, the optically thin condition for \( \phi_H \) is 
given by equation (5). The density at a given position can be found by 
finding the footpoint of the relevant streamline and solving equation (12) 
numerically. We conduct calculations for a smooth disc wind and a 
clumpy wind. In the latter case, the density is enhanced by a factor of \( 1/f_\nu \), 
and we follow Matthews et al. (2016) in setting \( f_\nu = 0.01 \). The result is plotted in the middle panel of Fig. 1, which shows 
that, even for the optically thin limit, streamlines intersect different 
ionization states. This is because the initial velocities and streamline 
angles depend on \( r_0 \), which leads to the covering of a small portion 
of the \( \phi_H-n_H \) parameter space. Furthermore, the density along a 
streamline in an accelerating biconical wind typically drops faster 
than \( r^{-2} \). As a result, the \( \phi_H-n_H \) curves do not tend to a constant 
ionization state, even asymptotically. This effect can be seen in Fig. 1 
and means that a streamline will always intersect regions of 
the \( \phi_H-n_H \) plane that correspond to different ionization states. 
This advantageous behaviour is specific to axisymmetric geometries; 
rotationally symmetric models such as 'pressure-law' models (Rees, 
Netzer & Ferland 1989; Netzer, Laor & Gondhalekar 1992; Goad 
et al. 1993; Lawther et al. 2018), or a simple spherical wind instead 
produce single power-law slopes.

The final thing to do is to consider how absorption in the flow 
affects \( \phi_H \). The simplest case is the pure absorption limit with a grey 
opacity, \( \kappa = \sigma r H \). For this case, a simple ray-tracing technique can 
be used to find \( \phi_H \) as a function of position. The result of such a 
calculation is shown in the right-hand panel in Fig. 1 for the clumpy 
wind.\footnote{Note that, for an opacity that depends linearly on density, \( r \) is actually 
the same for smooth and clumpy winds, since the enhanced density in the 
clumpy flow cancels with the filling factor (see Sections 3.4 and 5.4).}

\footnote{The effect of shielding and absorption by a disc wind is discussed in detail 
by Leighly (2004) and Leighly & Casebeer (2007), where it is referred to 
as 'filtering' of the continuum.}

3 NUMERICAL MODEL

In the previous section, we used a grey opacity to illustrate the 
approximate effect of absorption in the flow. In this section, we
instead calculate the radiative transfer through a disc wind self-consistently. To do so, we use a Monte Carlo radiative transfer (MCRT) and ionization code (Long & Knigge 2002), confusingly known as PYTHON, to simulate emission line spectra from a kinematic prescription for a biconical disc wind. The code uses the Sobolev approximation to treat line transfer, and operates in 2.5D, in that photon trajectories and velocity shifts are calculated in 3D, but the wind grid is assumed to be azimuthally symmetric. Our methods are described in detail in a number of other studies. Here we provide a brief overview of the techniques with the relevant references and discuss some of the more unique aspects of the work. The general principles behind MCRT are described in a series of papers by Abbott & Lucy (1985), Lucy & Abbott (1993), and Lucy (1999b, 2002, 2003), and are reviewed by Noebauer & Sim (2019).

3.1 Kinematics, geometry, and input SED

For our MCRT simulations we use the same flexible wind model of Shlosman & Vitello (1993, hereafter SV93) that we described in the previous section. SV93 originally applied their model to disc winds in accreting white dwarfs, but the model has since been applied to AGN by Higginbottom et al. (2013), Matthews et al. (2016, hereafter M16), and Yong, Webster & King (2016). The biconical geometry is similar to those commonly invoked in disc wind unification models (e.g. Emmering et al. 1992; de Kool & Begelman 1995; Murray et al. 1995; Elvis 2000).

In the SV93 geometry, the basic wind geometry is specified, and the poloidal velocity in the flow is obtained by identifying the appropriate streamline. The density at a given point is then determined by mass conservation along that streamline according to equation (12). We modify the initial velocity assumption from previous work, as we now set the initial velocity to the sound-speed at the streamline base rather than using a fixed value. Specific angular momentum is conserved along a streamline such that the rotational velocity is given by \( v_\phi = v_\nu (r_0) \alpha_x / r \), where \( r \) is the radial coordinate, and \( v_\nu (r_0) \) is the Keplerian velocity at the streamline base. The flexibility built in to the SV93 prescription allows us to investigate a variety of wind geometries spanning a range of densities and velocities. Our adopted biconical geometry has successfully reproduced the absorption and emission properties of high-state accreting white dwarfs (SV93; Long & Knigge 2002; Noebauer et al. 2010; Matthews et al. 2015), as well as the absorption troughs of BAL quasars (Higginbottom et al. 2013). It has also been applied more generally to AGN emission lines (Yong et al. 2016), while a similar prescription (Knigge et al. 1995) has also been used to model AGN at X-ray wavelengths (Sim et al. 2008, 2010, 2012; Hagino et al. 2016; Mizumoto et al. 2018). However, clearly the choice of parametrization of a disc wind can affect the resulting calculations, and so we caution that some of our conclusions may be specific to this choice.

In previous work, we demonstrated that it is quite difficult to build a unified model for BAL and non-BAL quasars using an equatorial wind rising from a limb-darkened, optically thick accretion disc (M16). This is because the emission line EWs are much smaller at low inclinations than at high inclinations, whereas the observed emission line properties of BAL and non-BAL quasars are very similar (Matthews, Knigge & Long 2017; see also Weymann et al. 1991; DiPompeo et al. 2012; Runnoe et al. 2013; Tuccillo et al. 2017; Yong et al. 2018; Rankine et al. 2020). In this work, we instead illuminate the wind with an isotropic SED of the same spectral shape as M16, which consists of a multicolour blackbody disc component and an X-ray power-law with spectral index \( \alpha_x = -0.9 \). The angular distribution of the SED affects the observed spectra in a number of ways (e.g. Netzer 1987; Matthews, Knigge & Long 2017). In addition, the geometry of the flow in line-driven and dust-driven winds is also sensitive to the SED anisotropy (Dyda & Proga 2018; Williamson, Höning & Venanzi 2019) and motivates further work involving multifrequency radiation hydrodynamics. Unlike M16, we do not have an emissivity profile with radius along the disc mid-plane, and all photon packets are launched from the central source. The disc mid-plane then acts only to specularly reflect photon packets. We briefly discuss the impact of disc anisotropy and SED shape in Section 5.1 and Appendix A. The SEDs used in this work are shown in Fig. 2.

3.2 Photoionization and radiative transfer

Our code works in two stages. First, the ionization state is calculated by tracking randomly generated photon packets through a predefined outflow geometry, discretized into plasma cells. As these photons pass through the simulation grid, their heating and ionizing effect on the plasma is recorded through the use of Monte Carlo estimators. This process continues until the code converges on a solution in which the heating and cooling processes are balanced and the temperature stops changing significantly (see Section 3.2.1). Once the ionization and temperature structure of the outflow has been calculated, the spectrum is synthesized by tracking photons through the plasma until sufficient signal-to-noise is achieved in the output spectrum for lines to be easily identified.

Our radiative transfer scheme is based on techniques described by Long & Knigge (2002) and Matthews et al. (2015); in particular, we treat H & He as ‘macro-atoms’ (Lucy 2002, 2003) as implemented in PYTHON by Sim, Drew & Long (2005), but retain a fast ‘two-level atom’ treatment for other atomic species (the ‘metals’: C, N, O, Ne, Na, Mg, Al, Si, S, Ar, Ca, and Fe). The treatment of level populations and ion populations is also calculated differently for H & He and for metals. This hybrid method is originally described by Matthews et al. (2015). We enforce strict radiative equilibrium via an indivisible packet constraint, with the exception of adiabatic
cooling, which can destroy \( k \)-packets (quantized thermal energy; see Lucy 2002) as described by M16. Code validation tests and more thorough descriptions of the code are available in various PhD theses (Higginbottom 2014; Matthews 2016).

### 3.2.1 Convergence

Convergence criteria in the code are originally described by LK02. We consider a wind cell converged when (i) the electron temperature, \( T_e \), has stopped changing significantly (\( \Delta T_e/T_e \leq 5 \) per cent) and (ii) heating and cooling are equal to within 5 per cent. We record the overall convergence fraction as

\[
f_c = \frac{1}{N_{\text{cells}}} \sum_n n_{\text{cells}} C_n,
\]

where \( N_{\text{cells}} \) is the total number of cells. \( C_n \) = 1 if cell \( n \) meets the convergence criterion, and \( C_n = 0 \) otherwise. We also calculate a packet-weighted convergence condition, \( f_{w,c} \), where each cell also has a weight applied to it based on the number of photon passages through the cell, such that

\[
f_{w,c} = \left( \frac{\sum_n n_{\text{cells}} n_{\gamma,n}}{\sum_n n_{\gamma,n}} \right),
\]

where \( n_{\gamma,n} \) is the number of photon packets passing through cell \( n \). We expect \( f_{w,c} \) to act as an improved figure-of-merit for convergence; cells with few photons are not important in determining the emergent spectrum when the wind is close to radiative equilibrium, but these cells can be poorly converged due to poor MC statistics. In this paper, we found most models converged well with 25 ionization cycles with 15 million photon packets per cycle. This results in a run time of approximately 320 core-hours per model. For the weighted convergence criterion, \( f_{w,c} \), the mean convergence percentage was 91.5 per cent, the median was 93.2 per cent, and the minimum was 74.3 per cent. For the unweighted criterion, \( f_c \), the mean was 91.0 per cent, the median was 92.0 per cent, and the minimum was 77.5 per cent. The models with the poorest convergence were those with the highest volume filling factors and smallest launch radii – these are the hottest models that in any case would be expected to be too highly ionized to produce a BLR-like spectrum.

### 3.3 Atomic data

We adopt the same atomic data as M16, except we now include a number of improved methods and more complete data sets. For macro-ions, we use a 10 level H model atom, a one level He I model, and a 10 level He II model, with bound–bound collision strengths calculated from the ‘g-bar’ or van Regemorter (1962) approximation. We used a one-level He I ion for speed purposes, but we verified that a run with 53 levels produced near-identical spectra, so this choice does not affect our results. The macro-atom data sources are as described by M16. For simple ions, we now use collision strengths from CHIANTI (Dere et al. 1997; Landi et al. 2013), only defaulting to the g-bar approximation when they are not available or where our atomic model does not have sufficient level information. We also use dielectronic recombination rates, radiative recombination rates, and collisional ionization rates from CHIANTI. For the semi-forbidden Ciii] 1909 Å line we combine the \( J = 0, 1, 2 \) upper levels into one ‘J-mixed’ level with the three relevant CHIANTI collision strengths and one downwards radiative transition from the \( J = 1 \) state. This allows us to model the line within a two-level atom with the multiplicities adjusted accordingly. We include a treatment of Auger ionization using inner shell cross-sections from Verner & Yakovlev (1995) and electron yield data from Kaastra et al. (2000). We use solar abundances from Verner, Barthel & Tyler (1994) for our calculations. The atomic data base is sufficiently complete to yield good agreement with codes such as CLOUDY for ionization state calculations (Long & Knigge 2002; Higginbottom et al. 2013; Matthews 2016).

### 3.4 Clumping

There are relatively strong observational and theoretical arguments for clumping in quasar outflows (e.g. Shlosman et al. 1985; Emmering et al. 1992; de Kool & Begelman 1995; Hamann et al. 2013; McCourt et al. 2018; Hamann et al. 2019b; Mas-Ribas 2019). Multiple mechanisms for wind clumping have been proposed, including the line-driven instability (LDI; MacGregor, Hartmann & Raymond 1979; Owocki & Rybicki 1984, 1985; Sundqvist, Owocki & Puls 2018), magnetic confinement (Emmering et al. 1992; de Kool & Begelman 1995), and various forms of thermal instability, condensation, or fragmentation (Shlosman et al. 1985; Proga & Waters 2015; Waters & Proga 2016; Elvis 2017; Waters et al. 2017; McCourt et al. 2018; Waters & Li 2019; Waters & Proga 2019; Dannen et al. 2020). Clumping can also be introduced by velocity perturbations in the disc (Dyda & Proga 2018). Overionization from the X-ray source is a well-known problem for both BAL formation and line-driving in disc winds (e.g. Murray et al. 1995; Proga, Stone & Kallman 2000; Proga & Kallman 2004; Hamann et al. 2013; Higginbottom et al. 2013, 2014). The motivation for introducing clumping in our previous work was primarily to address this issue – it allowed BALs to be formed at realistic X-ray luminosities as an alternative to shielding of the flow by a magnetocentrifugal or failed wind (Proga et al. 2000; Proga & Kallman 2004; Everett 2005) or ‘hitch-hiking gas’ (Murray et al. 1995).

In this work, we follow M16 in adopting the ‘microclumping’ approximation commonly used in stellar-wind modelling (e.g. Hillier 1991; Hamann & Koesterke 1998; Hillier & Miller 1999; Hamann, Oskinova & Feldmeier 2008). Within this approximation, we assume individual clumps are optically thin and the intraclump medium is a vacuum. This means the effect of clumping can be parametrized with a single variable, the volume filling factor \( f_V \). Densities are enhanced by a factor of 1/\( f_V \) compared to the value calculated from the SV93 model, but the volume filling factor means that the total mass in a cell is unchanged. As a result, linear opacities such as photoelectric absorption and electron scattering remain unchanged for a given ionization state, whereas processes that scale with the square of density (e.g. collisional excitation, free–free, recombination) are enhanced by a factor 1/\( f_V \) (see Matthews 2016; Matthews et al. 2016, for more details on our specific implementation). For fixed mass-loss rate and ionizing luminosity, clumping acts to make the wind cells less ionized and increase their emission measure.

The microclumping assumption is simple and does not adequately capture the physics of both clump formation within the wind, and radiative transfer through the clumps. However, a physical, or even practical, way to parametrize the clumps in more detail is not clear at this stage, although a number of methods incorporating statistical approaches, macroclumping and/or porosity have been suggested in the context of stellar winds (Feldmeier, Oskinova & Hamann 2003; Owocki & Cohen 2006; Hamann et al. 2008; Šurlan et al. 2012) or dusty AGN tori (e.g. Stalevski et al. 2012). Macroclumping represents a reasonable first step and avoids the
introduction of additional, poorly constrained, free parameters. Optically thin clumps may actually be a reasonable approximation, if the fragmentation mechanism proposed by McCourt et al. (2018) operates in a disc wind. However, there are situations where we expect the approximation to break down – for example, when the clump size implied by the optically thin assumption becomes unrealistically small. Although the numerics of our calculations are clearly affected by the choice of clumping parametrization, our general arguments are not reliant on the specific choice, as they apply to any smooth or ‘thin spray’ type flows where the ionization stratification is primarily macroscopic and substructures are mostly optically thin. The limitations of our clumping treatment and possible avenues for future work in this area are discussed further in Sections 5.4 and 6, respectively.

4 RESULTS

We conducted a number of radiative transfer simulations sampling the parameter grid defined in Table 1. This particular grid was chosen to sample a range of launch radii and wind launching angles for fixed BH mass (10^9 M⊙) and Eddington fraction (≈0.2), using our previous simulations (M16) as a starting point. The range of launch radii was chosen with the value from Higginbottom et al. (2013) as the smallest radii (450 r_g), whereas the larger radii (2250 r_g and 4500 r_g) correspond more closely to the empirical BLR size (see also Section 5.4). For reference, 4500 r_g ≈ 0.2 pc for our adopted black hole mass. The illuminating SED is shown in Fig. 2. We have picked two illustrative models, Models A and B, which match the observations relatively well and produce strong emission lines with large EWs. However, we also examine the rest of the spectra and line luminosities. The full set of wind spectra and physical conditions for all 54 models is made publicly available at https://github.com/jhmatthews/windy-blr-2020 and summary plots are included in the supplementary material. Model A has an equatorial wind, with θ_1 = 70°, θ_2 = 82°, R_{launch} = 450 r_g, and f_v = 0.01. Model B has a more collimated, polar geometry and a larger launch radius, with θ_1 = 20°, θ_2 = 35°, R_{launch} = 4500 r_g and f_v = 0.01.

To compare our models to observations, we make use of the Selsing et al. (2016) X-Shooter quasar composite. This quasar composite is chosen instead of higher signal-to-noise versions such as the Vanden Berk et al. (2001) composite spectrum from SDSS because it suffers less from host galaxy contamination beyond ~5000 Å, allowing us to more accurately compare the continuum shape and line strengths in that region. The overall spectrum is nevertheless extremely similar to other quasar composites. We note that our spectra are presented for a single quasar mass and Eddington fraction, whereas the composite spectrum is built from many quasars with a range of fundamental parameters – this is worth bearing in mind when comparing the spectra. We also make use of the SDSS DR7 quasar catalogue compiled by Shen et al. (2011), which allows us to compare the emission line properties of our synthetic spectra to those from a large sample of quasars.

4.1 Synthetic spectra and equivalent widths

We present synthetic spectra from Models A and B in a number of different forms. The left-hand side panel of Figs 3 and 4 show a continuum-normalized spectrum at a viewing angle of 20°, compared to the XShooter quasar composite spectrum. The spectra exhibit most of the main emission lines seen in the UV in the quasar composite with comparable widths and EWs. The inclusion of the two-level treatment of CIII 1909 Å results in a strong broad emission line in the spectrum. For model A, the EWs and relative intensities for the strongest lines are given in Table 2, compared to values from Shen et al. (2011) and BFKD95. To calculate the Lyα EW and intensity we calculated the relevant quantity for the blue wing of the line and multiplied it by two, to avoid contamination from Nv 1240 Å. We also show wider wavelength range plots in the right-hand panel of Figs 3 and 4. These plots are not continuum normalized, so that they show differences in the overall spectrum. We discuss the differences between our models and the data later in this subsection.

To illustrate the behaviour across the simulation grid, we show the range in each wavelength bin for all spectra from our runs in Fig. 5, overlaid with the geometric mean spectrum, also calculated using all spectra from our simulation grid. This spectrum is compared once more to the XShooter quasar composite. We show this figure to give a feel for the typical spectra in the simulation grid and their diversity. Models A and B are somewhat similar cases, and the mean EWs in the sample are lower, but this plot illustrates that the emission lines commonly appear across a range of parameter space. In fact, all models with f_v ≤ 0.1 produce a detectable Lyα and CIV 1550 Å line. The geometric mean spectrum from the simulation grid can be considered a reasonable approximation to a BLR spectrum. We also compare the full simulation grid to data in Fig. 6, where we show a hexagonally binned histogram of log L_CIV against log λL_1550 for all SDSS DR7 quasars from Shen et al. (2011). Overplotted are points from each model in the simulation grid, for an inclination of 20°. Broadly speaking, the models span the range of line luminosities expected for a quasar of comparable luminosity, although the models with f_v = 0.01 systematically exceed the mean, whereas models with f_v = 0.1 lie systematically below it.

Although the overall agreement between the quasar composite spectrum and our model spectra is encouraging, there are a number of more detailed aspects of the spectra that deviate from observed properties. The ratio of CIV 1550 Å to Lyα EW is too high in model A, although the mean line ratio calculated from all the models is more comparable to observations. The models tend to underproduce Mg II 2798 Å, Hβ, and other low ionization lines. The weakness in
these lines may indicate that there is not enough material at low ionization states, or that this material is not emitting efficiently. The spectra also generally have an excess of He ii 1640 Å and He ii 4686 Å emission compared to the composite spectrum, which could also indicate that the wind is slightly too ionized compared to a typical BLR. The ‘small blue bump’, caused by Balmer continuum emission, is not prominent in our models and the model spectra lie below the composite spectrum in the \( \approx 2200-4000 \) Å region. Balmer continuum emission is produced in our model, but it is not strong enough to match the observations, which again may suggest that higher densities are needed. The Fe pseudo-continuum is discussed further in Section 5.3.

Another difference between our model spectra is that double-peaked lines, produced near the base of the wind, are relatively common in the spectra, particularly in Model B and at higher inclinations (see Section 4.3 and Fig. 10). Double-peaked lines are seen in a small fraction of AGN, but they are relatively rare (Storchi-Bergmann, Baldwin & Wilson 1993; Eracleous & Halpern 1994, 2003; Strateva et al. 2003; Storchi-Bergmann et al. 2017). Velocity shear from a disc wind can transform double-peaked profiles to single-peaked (Murray & Chiang 1996, 1997; Flohic, Eracleous & Bogdanovic 2012), but the shear is not sufficient to achieve this in our models, partly due to the large acceleration length (see also Matthews et al. 2015).
4.2 Physical conditions and the ionizing flux-density plane

The ionization and temperature structure of disc winds is stratified, as shown by M16, but also suggested from general arguments by other authors (e.g. Murray et al. 1995; Elvis 2000; Gallagher & Everett 2007; Elvis 2017; Yong et al. 2018). As we showed in Section 2, we expect a disc wind to naturally populate a relatively large portion of the $\phi_H - n_H$ plane due to absorption of the ionizing flux and variation in density. To estimate $\phi_H$, we adapt the standard MC estimator for the mean intensity (e.g. Lucy 1999a) so that the sum is over all photon packets with energy above the Lyman edge, which gives

$$\phi_H = \frac{1}{V} \sum_{i} w_i v_i \Delta s / n_H. \quad (15)$$

Here $w_i$ and $v_i$ are the luminosity weight and frequency of photon packet $i$, $V$ is the volume of the cell, and $\Delta s$ is the path-length. This estimator for $\phi_H$ is plotted against $n_H$ in Fig. 7 for Model A.

Fig. 7 demonstrates that a full RT simulation of a disc wind does indeed lead to a large portion of the $\phi_H - n_H$ plane being covered. The background contours are from a CLOUDY simulation, designed to match similar plots produced by, e.g. BFKD95, Korista et al. (1997) and Bottorff et al. (1997). The contours show the logarithm of the line flux relative to the 1215 Å continuum flux, covering the range $-4$ to $2$ in intervals of 0.5 dex. We used CLOUDY version 17.01, last described by Ferland et al. (2017). Each grid point used to make the contours corresponds to a single cloud with column density $N_H = 10^{23}$ cm$^{-2}$ and an AGN SED generated using the t a b l e agn command. The scatter points are grid cells from our simulations. In the top two panels, $\phi_H$ is calculated from the optically thin assumption (equation 5), whereas the bottom panels use $\phi_H$ from our MCRT simulation (equation 15) and are colour-coded by line emissivity. We calculate emissivities for Ly $\alpha$ and high values of $n_H$, the line emissivity decreases dramatically.

Although there are still a reasonable number of ionizing photons in this region, they are all at high energies where cross-sections are small; the result is that little energy is converted from the incident radiation field into line emission. This effect illustrates the importance of taking into account frequency-dependent radiative transfer effects on the ionizing radiation field.

The points in Fig. 7 are also marked to indicate whether the local flow velocity is above or below the local escape velocity, $v_{\text{esc}} = \sqrt{GM_{BH}/R}$, revealing an interesting result: the majority of the line emission is produced by plasma that has not yet reached escape velocity. This can be seen more clearly in Fig. 8, in which the normalized cumulative distribution function (CDF) of the line luminosity is plotted against the ratio of the poloidal velocity to the local escape velocity, $v_P/v_{\text{esc}}$. To calculate the CDF, the cells are first sorted into ascending $v_P/v_{\text{esc}}$ order, such that a CDF value of 0.9 at a velocity $v$ indicates that 90 per cent of the line emission originates from plasma travelling with velocities $\leq v$. The fact that plasma that has not yet reached escape velocity dominates the line emission implies that failed winds might also be good candidates for the BLR. This conclusion may depend on the value of the acceleration length, $R_a$, for which we have adopted a relatively large value (compared to $R_{\text{launch}}$ of $10^{15}$ cm. A failed wind can occur in a line-driven scenario if it initially starts accelerating before becoming overionized (Proga & Kallman 2004). This failed wind can be important in acting as ‘shield’ to allow the outer wind to be driven more effectively (Murray et al. 1995; Proga & Kallman 2004), and has been proposed as a possible origin of the soft X-ray excess in quasars (Schurch & Done 2006). Czerny & Hryniewicz (2011) also proposed a failed wind as the possible origin of the BLR, albeit at larger distances (see also Czerny et al. 2015, 2017). We discuss some aspects of dusty winds and failed winds further in Section 5.2.

It can be seen from Fig. 7 that there are very few points at the lowest ionizing fluxes ($\phi_H \lesssim 10^{18}$ cm$^{-2}$ s$^{-1}$) compared to the results from Fig. 1. Fig. 1 instead suggests that, when $n_H \gtrsim 10^{20}$ cm$^{-3}$, absorption should decrease the ionizing flux to very low values. The fact that this is not seen in the MCRT run is initially surprising, since the calculations shown in Fig. 1 use the Thomson cross-section, which should be a lower limit on the opacity for an ionized plasma. The apparent discrepancy is explained by the impact of reprocessed radiation. Fig. 9 shows a log $\phi_H$-log $n_H$ plane comparison between the same model, but with $\phi_H$ computed both with all photon packets, and with just the direct photons (that is, the latter ignores scattered and reprocessed radiation). The plot illustrates that, in heavily shielded regions of the flow, the reprocessed radiation can be the dominant source of ionizing photons, as shown in other MCRT calculations that use snapshots from hydrodynamic simulations of disc winds (Sim et al. 2012; Higginbottom et al. 2014). The importance of reprocessed radiation also highlights the need for MCRT whenever an accurate ionization state is desired for a calculation involving a complex geometry in two or three dimensions.

4.3 Inclination effects and BAL sightlines

The inclination dependences in models A and B are depicted in Fig. 10, where we show spectra at angles from $5^\circ$ to $85^\circ$ at $5^\circ$ intervals. The first result is that, in contrast to the results from M16, there is not a clear increase of equivalent width with inclination. This is due to the choice of an isotropic continuum source as opposed to an anisotropic disc (see also Sections 5.1 and 5.4). However, a few clear trends can still be seen in the emission lines. The lines

| Line | $\lambda$ (Å) | $\phi_H$ | $n_H$ | C IV 1550 | Ne II 1224 | Mg II 2798 | He II 1640 | Mg II 2798 | He II 1640 | C IV 1550 |
|-----|----------------|---------|--------|-----------|-------------|-------------|-----------|-----------|-----------|-----------|
| Ly $\alpha$ | 1215 | 113.6 | 72.8 | 39.7 | - |
| C IV | 1550 | 118.9 | 29.2 | 29.0 | 44.4 |
| He II | 1640 | 26.1 | 2.9 | 8.7 | - |
| C III | 1909 | 10.9 | 8.0 | - | - |
| Mg II | 2798 | 14.9 | 1.7 | 3.5 | 39.8 |
| He II | 4864 | 38.9 | 13.0 | 9.8 | 73.7 |
| Relative intensity to Ly $\alpha$ | | | | | | | | | | |
| C IV | 1550 | 0.81 | 0.28 | 0.54 | 0.4-0.6 |
| He II | 1640 | 0.16 | 0.03 | 0.14 | 0.09-0.2 |
| C III | 1909 | 0.14 | 0.08 | 0.08 | 0.15-0.3 |
| Mg II | 2798 | 0.04 | 0.01 | 0.02 | 0.15-0.3 |
| He II | 4864 | 0.04 | 0.02 | 0.02 | 0.07-0.2 |
Figure 5. The geometric mean of the spectra from simulation grid (orange) compared to the S16 quasar composite (black), with the range in each flux bin shaded in translucent orange. The plot illustrated that emission lines are common, but also that the mean EW of the emission lines in the models is a little lower than for real quasars but can be considered a reasonable approximation to a BLR spectrum. We show the complete set of spectra in the supplementary material.

Figure 6. Left-hand panel: CIV 1550 Å line luminosity plotted against \( \lambda L_{1350} \) for SDSS DR7 quasars and our simulation grid. The background histogram shows quasars from the Shen et al. (2011) catalogue of quasar properties from SDSS DR7 for 1.93 < \( z < 4.75 \), the approximate redshift window where rest-frame wavelengths of 1350 and 1550 Å are both observable in SDSS DR7. The red dotted line shows the contour enclosing 68.2 per cent of objects. The circles show values from the simulation grid for models with \( f_V = 0.01 \) (orange) and \( f_V = 0.1 \) (pink). Models A and B are labelled. Right-hand panel: a 1D histogram of CIV 1550 Å line luminosity from the same catalogue, but with the parameters limited to be comparable to our chosen simulation values: BH mass is between 8.8 and 9.2 (in logarithmic solar mass units) and the logarithm of the Eddington fraction limited between \(-1.2 \) and \(-0.8 \). Again, the simulation grid is shown for models with \( f_V = 0.01 \) (orange) and \( f_V = 0.1 \) (pink).

Transition from single to double-peaked as inclination increases, because the projection of \( v_r \) increases with inclination. The overall width of the lines also increases, again due to projection effects. This effect is much more pronounced in the equatorial model A than in model B. The absolute width of the lines is also significantly higher in model A than in model B. This is because model A’s wind is launched from closer in, where the Keplerian and escape velocities (and thus the poloidal and azimuthal velocities in the wind) are higher. Model B also produces narrow absorption lines (NALs) at a range of inclination, but never produces BALs.

In model A, at angles looking into the wind (\( \theta_1 < i < \theta_2 \)), our models show BALs in a range of species, replicating the results of Higginbottom et al. (2013) and M16, as well as earlier work by Murray et al. (1995). The ionization parameter, \( \xi \), of the wind tends to increase along streamlines (since the density drops more quickly than \( 1/R^2 \)) and decrease radially away from the ionizing source (due to absorption of ionizing photons by the wind). This stratified ionization structure means that different sightlines intersect different ranges of ionization states. We illustrate this in Fig. 11, where we show synthetic spectra from model A at viewing angles of 75° and 80°, together with a graphic that illustrates how the sightlines move through both physical space and \( \phi_H-H_\perp \) space. In both of the latter two cases, the colourmaps show the MC estimator form of \( \xi \) from equation (7). The figure demonstrates
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that the same stratified ionization structure that results in a BLR-like spectrum being produced also explains some of the behaviour of BALs in quasar spectra. LoBAL features are observed when the sightlines traverse denser, lower ionization state regions of the wind. LoBAL quasars, and particularly FeLoBAL quasars, are known to systematically differ from the rest of the BAL quasar population (Urrutia et al. 2009; Dai, Shankar & Sivakoff 2012; Lazarova et al. 2012; Morabito et al. 2019) and may correspond to a particular evolutionary stage of quasars (e.g. Farrah et al. 2007). It is therefore unlikely that an inclination effect alone explains the different BALs observed, but our work demonstrates that it can be at least a significant factor. Generally speaking, one must consider both geometric and evolutionary effects when interpreting BAL phenomena, as discussed by, e.g. Richards et al. (2011).

4.4 X-ray spectra
We can also examine the X-ray spectra from the wind models. The left-hand panel of Fig. 12 shows an X-ray spectrum, in units of flux density, $F_\nu$, for models A and B at three different inclinations. The spectrum is characterized by broad-band photoelectric absorption at angles looking into the wind cone, primarily by highly ionized...
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Figure 8. The velocity-ordered cumulative distribution function for the total, Lyα and C IV 1550 Å line luminosity in model A. In all three cases, the majority of the line emission originates from material travelling below the local escape velocity.

(H-like and He-like) species of C, N, O, and Ne. Some of the prominent edges and line transitions are marked. In Model A, in particular, the absorption is quite severe. This suggests that winds which produce BALs should also produce strong X-ray absorption, an interesting result given that the level of X-ray weakness in BAL quasars at comparable UV luminosities. Model B has less severe absorption that results in the X-ray luminosity lying within the scatter of the main L_{2keV}–L_{\text{2500}} relation. Such a result is broadly consistent with the trend of weakening X-rays with increasing C IV 1550 Å absorption EW Brandt et al. (2000), Laor & Brandt (2002), Richards et al. (2011), and general X-ray properties of BAL quasars. However, there is evidence that BAL quasars are intrinsically X-ray weak (Sabra & Hamann 2001; Leighly et al. 2007; Luo et al. 2013, 2014; Morabito et al. 2014; Liu et al. 2018). This result can be explained physically by considering that line-driving operates more efficiently when X-rays are weaker. We therefore expect there to be multiple factors affecting the emergent X-ray spectrum of BAL quasars (see also Giustini & Proga 2019), but the absorbing effect of the wind is clearly important.

A number of other interesting features can be seen in the X-ray spectra. The fact that the wind in model B absorbs the soft X-rays without producing BALs neatly illustrates how a disc wind can influence quasar spectra without being directly detectable in the optical or UV. Disc winds have been discussed in the context of X-ray absorption in a number of cases. For example, Connolly et al. (2016) discuss a disc wind as an explanation for the variable X-ray absorption in NGC 1365. There are other observational examples, some of which show simultaneous UV and X-ray absorption (e.g. Reynolds 1997; Kaspi et al. 2001, 2004; Crenshaw et al. 2003; Steenbrugge et al. 2005; Miller, Turner & Reeves 2008; Ebrero 2016).

from the Steffen et al. (2006) sample of bright quasars and the Saez et al. (2012) sample of BAL quasars. We also show an alternative form of the same data in which the X-ray luminosity is replaced with a UV to X-ray spectral index, $\alpha_{\text{OX}}$, defined as

$$\alpha_{\text{OX}} = 0.3838 \log_{10} \left( \frac{L_{2\text{keV}}}{L_{2500}} \right).$$

More negative values of $\alpha_{\text{OX}}$ correspond to a lower X-ray to optical flux ratio. In model A, sightlines that produce BALs (i.e. equatorial viewing angles) show rough agreement with the level of X-ray weakness in BAL quasars at comparable UV luminosities. Model B has less severe absorption that results in the X-ray luminosity lying within the scatter of the main $L_{2\text{keV}}$–$L_{2500}$ relation. Such a result is broadly consistent with the trend of weakening X-rays with increasing C IV 1550 Å absorption EW Brandt et al. (2000), Laor & Brandt (2002), Richards et al. (2011), and general X-ray properties of BAL quasars. However, there is evidence that BAL quasars are intrinsically X-ray weak (Sabra & Hamann 2001; Leighly et al. 2007; Luo et al. 2013, 2014; Morabito et al. 2014; Liu et al. 2018). This result can be explained physically by considering that line-driving operates more efficiently when X-rays are weaker. We therefore expect there to be multiple factors affecting the emergent X-ray spectrum of BAL quasars (see also Giustini & Proga 2019), but the absorbing effect of the wind is clearly important.

A number of other interesting features can be seen in the X-ray spectra. The fact that the wind in model B absorbs the soft X-rays without producing BALs neatly illustrates how a disc wind can influence quasar spectra without being directly detectable in the optical or UV. Disc winds have been discussed in the context of X-ray absorption in a number of cases. For example, Connolly et al. (2016) discuss a disc wind as an explanation for the variable X-ray absorption in NGC 1365. There are other observational examples, some of which show simultaneous UV and X-ray absorption (e.g. Reynolds 1997; Kaspi et al. 2001, 2004; Crenshaw et al. 2003; Steenbrugge et al. 2005; Miller, Turner & Reeves 2008; Ebrero 2016).
Figure 10. Ultraviolet spectra at different inclinations from Models A (left-hand panel) and B (right-hand panel). The spectra are normalized to the flux at 2000 Å, and are shown from $i = 5^\circ$ to $i = 85^\circ$ at $5^\circ$ intervals. For clarity, offsets of $-4$ are applied per spectrum from low to high inclination, such that $i = 85^\circ$ has $F_{\lambda}/F_{2000} = 1$ at 2000 Å. There are a few clear trends from low to high inclination: increasing line widths, ability to resolve double peaks and emergence of absorption lines. BALS are clearly seen in Model A, but Model B instead shows narrow absorption lines (NALs), illustrating that winds can sometimes produce strong troughs, but can also go more or less unnoticed bar the emission lines.

Figure 11. The formation of BALs in the wind model. Top left-hand panel: Synthetic UV spectra from model A at viewing angles of $75^\circ$ and $80^\circ$ (with wind opening angles of $70^\circ$ and $82^\circ$). Bottom left-hand panel: A colour map of the ionization parameter, $\xi$, of the wind, in cylindrical coordinates. The two sightlines corresponding to the spectra shown in the upper panel are marked with dotted lines of the same colour. Right-hand panel: A colour map of the ionization parameter, $\xi$, of the wind, in the $\phi_H$-$n_H$ plane. Each point corresponds to one cell in the model. The paths traversed by the two sightlines corresponding to the spectra shown in the upper panel are marked with lines of the same colour. The jagged structure in the lower part of the wind is due to sightlines crossing diagonally across cells in cylindrical geometry.
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5.1 Varying parameters: scalability and sensitivity

The wind prescription we have used has various parameters that can be adjusted, relating to: (i) the scale and energetics of the system; (ii) the spectral shape, anisotropy, and physical distribution of the illuminating photons; (iii) the acceleration, clumping, and mass-loading of the wind; (iv) the geometry and launch radius of the wind. We have already investigated the sensitivity to some of these parameters (Table 1). We do not conduct an exhaustive test of parameter sensitivity here, but it is important to discuss how the parameters not part of the grid choice may affect the emergent spectrum. Some exploration of parameter space in this class of models has been carried out in our other work. For example, Higginbottom et al. (2013) show the impact of $\dot{M}_{\text{wind}}$ and $L_X$ on BAL formation in a smooth wind, M16 show the effect of clumping and high $L_X$ on line EWs and BAL strength, and Mangham et al. (2017) show that a ‘Seyfert’ type model, with $M_{\text{BH}} = 10^7 M_\odot$, produces clear broad emission lines, also with $f_V = 0.01$. The results of M16 also show how disc anisotropy has a significant effect on the emergent line emission, particularly at low inclinations where the line EWs are much smaller than in our models, even for very similar wind parameters. We also ran a model with the same parameters as model A but using the mean quasar SED shown in Fig. 2, adjusted slightly to mask out the small blue bump and mid-IR bump. We found that this model produced extremely similar spectra to that obtained when using the M16 SED shape. The spectrum from this model is shown in Appendix A, together with some preliminary inves-
tigations into the sensitivity of the spectra to $\dot{M}_{\text{wind}}$ and SED anisotropy.

5.2 Failed winds, BLR mass, and emission measure

The emission measure of a steady-state, axisymmetric biconical wind can be written as an integral over the entire volume of the wind (equation 8). For ionized winds, $n_H \approx n_e$, and the integrand is proportional to $n_H^2 f_V$. The total mass in a steady-state wind can
either be written in a similar manner as an integral over volume, or alternatively as
\begin{equation}
M_{\text{BLR}} \approx M_{\text{wind}} t_{\text{flow}},
\end{equation}
where we define the flow time-scale as
\[ t_{\text{flow}} = \int_0^{R_i} (1/v_i) dl \]
for a single streamline. This equation is approximate because (i) in reality there is variation in flow time for different streamlines and launch radii, and (ii) material beyond \( R_i \) also contributes to the mass. For small \( v_i \), this equation can be solved analytically giving
\[ t_{\text{flow}} = 3R_i/v_\alpha \]
for \( \alpha = 0.5 \). We obtain flow times of 475, 1063, and 1503 yr for our three launch radii (since \( v_\infty \propto R_\text{launch}^{-1/2} \)). The corresponding BLR masses are approximately 2400 \( M_\odot \), 5300 \( M_\odot \), and 7500 \( M_\odot \). These values agree with the sum of the mass in the actual simulation wind cells to within 10 per cent.

The mass-loss rate sets the normalization of both EM and \( M_{\text{BLR}} \), so \( \text{EM} \propto M_{\text{wind}} \) as a result. According to King & Nixon (2015), we might expect the mass of a disc, \( M_d \), to be limited by the self-gravitation radius, in which case \( M_d \propto \langle H/R \rangle M_{\text{BH}} \), giving \( M_d \propto 10^7 M_\odot \) for a thin \( \langle H/R \rangle = 0.01 \) disc and our canonical quasar BH mass. Estimates of the BLR mass from cloud models vary, but Baldwin et al. (2003) argue that \( 10^3 M_\odot \) is most likely for luminous quasars. Both this estimate and our modelling imply that the BLR mass is a small fraction of the disc mass, so a single accretion episode can easily supply the mass for the entire BLR. In our wind modelling, we made the simple assumption that \( M_{\text{wind}} = M_{\text{acc}} \). This is reasonable if the disc is to avoid disruption, although even at these mass-loss rates we would expect the temperature profile of a continuum emitting accretion disc to be modified (e.g. Kriigge 1999; Laor & Davis 2014). This is particularly true if the wind is magnetically driven and extracts angular momentum from the flow. If the BLR is instead composed of a failed wind, then the mass and emission measure of the line-emitting plasma is no longer constrained by \( M_{\text{wind}} \), because gas that falls back on to the disc can presumably still be accreted and contribute to the radiative luminosity. One possible test of outflow or failed outflow models for the BLR would involve detecting virialized BLR gas that exists even at these mass-loss rates we would expect the mass of a disc, \( M_\text{d} \), to be limited by the self-gravitation radius, in which case \( M_\text{d} \propto (H/R)M_\text{BH} \), giving \( M_\text{d} \propto 10^7 M_\odot \) for a thin \( (H/R) = 0.01 \) disc and our canonical quasar BH mass. Estimates of the BLR mass from cloud models vary, but Baldwin et al. (2003) argue that \( 10^3 M_\odot \) is most likely for luminous quasars. Both this estimate and our modelling imply that the BLR mass is a small fraction of the disc mass, so a single accretion episode can easily supply the mass for the entire BLR. In our wind modelling, we made the simple assumption that \( M_{\text{wind}} = M_{\text{acc}} \). This is reasonable if the disc is to avoid disruption, although even at these mass-loss rates we would expect the temperature profile of a continuum emitting accretion disc to be modified (e.g. Kriigge 1999; Laor & Davis 2014). This is particularly true if the wind is magnetically driven and extracts angular momentum from the flow. If the BLR is instead composed of a failed wind, then the mass and emission measure of the line-emitting plasma is no longer constrained by \( M_{\text{wind}} \), because gas that falls back on to the disc can presumably still be accreted and contribute to the radiative luminosity. One possible test of outflow or failed outflow models for the BLR would involve detecting virialized BLR gas that exists even when the AGN is turned off. This is difficult, but tidal disruption events and changing-look systems might provide fruitful avenues of investigation.

5.3 The Fe pseudo-continuum

The 2200—2800 Å region of the observed spectra of type 1 AGN typically shows an Fe II UV bump, consisting of a series of emission lines that merge together to form a ‘pseudo-continuum’. An example of an empirical template for this bump is provided by Vestergaard & Wilkes (2001). Our modelling does not include a sufficiently complete Fe model atom to effectively reproduce the lines that create the bump, partly because it is computationally expensive to search through – and construct estimators for – large numbers of lines in the MC procedure. Such a model would require a macroatom treatment with hundreds of Fe II levels and thousands of lines. For this reason, the fact there are discrepancies between our model spectra and the composite quasar continuum in the near UV region is not surprising, but we cannot predict whether a disc wind model similar to those discussed here will create a strong Fe II UV bump. We can, however, examine the abundance of Fe II in the wind model. The ion fraction of Fe II is around 0.3 near the wind base (z \( \lesssim 10^{16} \) cm), where the densities are \( n_H \approx 10^{10} \) cm.

Disc winds do possess a number of interesting characteristics relating to the Fe II pseudo-continuum. Baldwin et al. (2004) studied the Fe II pseudo-continuum with LOC models, including microturbulence. They were particularly concerned with reconciling the observed EWs with the observed spike-to-gap ratio (a parametrization of the strength of the three main multiplets relative to the rest of the Fe II emission). They found that, without microturbulence, the observed spike-to-gap ratio of around 0.7 was only consistent with a narrow region in the \( \phi_{\text{H}^{-}n_H} \) plane. Although this region is almost always crossed by a portion of our wind models, it is unlikely that such a model would also produce the required Fe II emission EW. Baldwin et al. (2004) showed that the discrepancy between spike-to-gap ratios and EWs can be explained by microturbulence with \( v_{\text{th}} \lesssim 100 \text{ km s}^{-1} \), or alternatively, as they note, the velocity changing by \( >100 \text{ km s}^{-1} \) over one mean free path of a continuum photon. If the continuum opacity is comparable to the Thomson opacity, an approximate necessary condition is (dv/dлеж)\( (\sigma T n_H) \lesssim 100 \text{ km s}^{-1} \). The Thomson opacity is a lower limit on the continuum opacity in an ionized plasma and so this is a minimal requirement. This condition is plotted as a function of \( n_H \) in Fig. 13 for the same five streamlines as presented in Fig. 1. The result suggests that a disc wind accelerating as slowly as model A is unlikely to be able to reproduce the right spike-to-gap ratio for the Fe II pseudo-continuum if velocity gradients are responsible, since the condition is only met once \( n_H \lesssim 10^8 \text{ cm}^{-3} \), where the line emissivity is quite low. This conclusion is strengthened if the opacity exceeds the Thomson value. A faster accelerating wind might meet the condition closer to the disc plane, but will have lower densities and a lower overall emission measure. It therefore seems likely that a disc wind must also be (micro)turbulent if it is to reproduce all aspects of the BLR.

5.4 Limitations and caveats

There are a number of limitations and caveats of this work, some of which have already been discussed. Here we provide a focused discussion of some of the more pressing concerns.

(i) Tuning and wind parameters: One of the most appealing aspects of the original BFKD95 proposal is that it dispenses with the need to tune BLR parameters to match observations. However, inspection of Figs 5 and 6, combined with the fact that models with \( f_\phi = 1 \) do not produce strong emission lines, shows that some
tuning of parameters is necessary to match observations (although the required parameters are quite reasonable). To obtain the required overall line emissivity, we seem to need volume filling factors of 0.1–0.01 and quite large acceleration lengths for winds with $M_{\text{wind}} \approx M_{\text{acc}}$. As described in Section 5.2, this issue is alleviated if the BLR is associated with failed winds, because the overall emission measure is then not constrained by $M_{\text{wind}}$. To obtain the required ionization state, we also need a clumpy wind or an effective ‘shield’. However, from BAL quasar spectra, we know that BAL outflows (somehow) manage to avoid over-ionization, so any BAL outflow will, very roughly, be in the correct region of ionization parameter space for the BLR. The behaviour described in this paper can then lead to a large portion of $\phi_{HI}$–$n_{HI}$ parameter space being covered. While our work acts as a proof-of-concept in this regard, these statements need severe qualification. The situation would be aided by a robust physical model for BAL outflows or further detailed photoionization calculations involving physically motivated dust-driven wind models.

(ii) BLR size and reverberation lags: As demonstrated by Mangham et al. (2017), the reverberation lags calculated using the M16 wind model are too short, by a factor of about 5, when compared to observations of similar luminosity objects. The wind models, like model A, with $R_{\text{launch}} = 450 r_g \approx 25$ld presented here have the same launch radius as M16, so have similar issues. Although we do not repeat a full reverberation analysis here, we expect the models with larger launch radii (e.g. model B) to produce better agreement with observed lag-luminosity relationships. However, it is not easy to explain how a disc wind might be launched from a radial distance of 1000s of $r_g$. For comparison, the self-gravitation radius is $R_g \approx 0.01$pc and a weak function of mass (Collin-Souffrin & Dumont 1990; Shlosman, Begelman & Frank 1990; Hure et al. 1994; King & Pringle 2007). A launch radius of 1000s of $r_g$ exceeds $R_g$ for $M_{\text{BH}} = 10^9 M_\odot$. Hence, the BLR could somehow be moved upwards in the flow, rather than originating further outwards along the disc plane. Nonetheless, large reverberation lags compared to theoretical wind launch radii pose a problem to line-driven wind models for the BLR – we therefore emphasize that the LOC-type behaviour found here should apply to other models for the BLR in which the material is magnetically or dust-driven (e.g. Blandford & Payne 1982; Emmering 1990; Blandford & Payne 1982; Emmering et al. 1990; Hure et al. 1994). A bigger issue may be the use of a constant clumping factor throughout the flow. It is possible that clumping is due to an instability that grows along streamlines, or that a characteristic column density or size leads to a variation of clumping factor with location.

6 SUMMARY, CONCLUSIONS, AND FUTURE WORK

We have investigated whether clumpy biconical disc winds illuminated by an isotropic AGN-like continuum produce spectra resembling those of luminous, type 1 AGN and quasars. We first used the ionizing flux-density plane as a diagnostic tool to explore some general properties of simple BLR models, before conducting MCRT and photoionization calculations using our state-of-the-art 2.5D MCRT Sobolev code, PYTHON. Our main conclusions are as follows:

(i) Disc winds naturally populate a large portion of the ionizing flux-density plane in a manner that intersects multiple ionization states. This is due to a combination of factors: the density drops off along streamlines faster than $1/R^2$, and absorption in the flow leads to further stratification in ionization structure, particular near the base of the wind. This means that disc winds, and more generally, ‘flow’ models for the BLR can be expected to behave in a similar manner to LOC models in that they display a degree of ‘optimally emitting’ behaviour.

(ii) Our detailed MCRT simulations generally confirm the above finding and we have shown that the synthetic spectra we compute from our clumpy biconical disc wind models provide a reasonable
match to real quasar composite spectra, with EWs and line luminosities comparable to those observed in real quasars. Volume filling factors of $f_v \lesssim 0.1$ are needed to moderate the ionization state and increase the density sufficiently to produce strong emission lines in the spectra.

(iii) Scattered and reprocessed radiation is important in determining the ionization state in the wind, highlighting the need for accurate radiative transfer treatments that can treat multiple scattering and non-spherical geometries.

(iv) The majority of line emission originates near the base of the wind where the wind velocity is below the escape velocity. This result suggests that failed winds might be important BLR candidates. This is important in terms of the emission measure of the wind, because the emission measure of a successful wind is bounded by the mass-loss rate to infinity, whereas a failed wind can have a higher total emission measure that is not necessarily bounded by this value.

(v) For some of the models, BALs are produced for sightlines passing through the wind cone. The sightlines intersect a range of ionization states and are not well characterized by a single ionization state absorber. Higher inclination sightlines generally pass through denser and cooler material such that they produce prominent LoBAL features. Geometry and inclination are therefore important variables to consider when interpreting BALs in quasar spectra, in tandem with evolutionary and environmental effects.

(vi) The disc wind models presented here are effective X-ray absorbers. For models and sightlines that produce UV BALs, the broad-band photoelectric absorption is sufficient to explain the X-ray weakness of BAL quasars. Even when BALs are not produced, a series of X-ray features are seen at inclination angles exceeding $\theta_1$, the inner opening angle. This behaviour demonstrates the ability of a disc wind to influence observables even when obvious wind features are not detected. These features include photoionization edges in H-like and He-like species, absorption lines, and emission lines. The spectra are reasonably similar to X-ray spectra from AGN absorbed in the soft X-rays and qualitatively resemble warm absorbers. Our results suggest that a unified disc wind model can explain aspects of warm absorbers, BAL quasars, and the BLR simultaneously.

(vii) We have discussed our results in the context of line-driven winds, magnetically driven flows, and the dusty failed wind model of Czerny & Hryniewicz (2011). Although our model is based on the type used to successfully simulate BAL quasar UV spectra, the general principles discussed should apply to any biconical outflow model for the BLR.

(viii) The results from our simulation grid are publicly available in the supplementary material, with the data made available in an online repository with address https://github.com/jhmatthews/wind y-blr-2020.

Our results are encouraging, in the sense that they provide support for a physically motivated wind model for the BLR, but there are a number of limitations to the model in general and to our specific approach. These were discussed in Section 5.4. Perhaps the most pressing concerns are the simple treatment of clumping, the use of an isotropic SED, and the difficulties in reproducing the observed lag-luminosity relationship. There are a number of possible avenues for future work. The treatment of clumping could be modified, to treat clumping in a statistical sense in a manner similar to Stalevski et al. (2012), or to allow $f_v$ to vary throughout the flow as implemented by Puls et al. (2006) for stellar winds. Another improvement could be to include dust opacity in the flow, so that dusty wind models for the BLR can be tested. Although we have explored the sensitivity to some model parameters, it would also be interesting to investigate possible scalings with mass, Eddington fraction, or SED shape, in the light of the results of Richards et al. (2011) and Hamann et al. (2019a). However, the use of a kinematic, prescribed model makes it hard to investigate dynamic effects – for example, changes in wind strength due to an increased Eddington fraction or a softer SED shape. The results are also dependent on the specific choices of variables or wind parametrization. To improve this, we are engaged in an effort to conduct coupled MCRT-hydrodynamic simulations of line-driven winds. Our method has been successfully applied to thermal winds in X-ray binaries (e.g. Higginbottom et al. 2018), and a line-driving treatment has recently been included (Higginbottom et al. 2020). Another multifrequency line-driving scheme has also been recently outlined by Dyda, Reynolds & Jiang (2019). These approaches will allow disc wind models for BAL outflows and the BLR to be tested further and from a more physics-based perspective.
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**APPENDIX A: PARAMETER SENSITIVITY**

As discussed in Section 5.1, here we show a limited exploration of parameter space. Fig. A1 shows an investigation of the effect of both disc anisotropy and SED shape on the emergent spectrum at 20°. Fig. A2 shows the effect of changing $\dot{M}_{\text{wind}}$, in tandem with the clumping factor. In both cases, Model A is used as the starting point.

---

**Figure A1.** The effect of SED shape and anisotropy on the emergent UV and optical spectrum at 20°. The layout is the same as in Figs 3 and 4, except that the composite spectrum is not shown and three models are compared. One is Model A as presented earlier in the paper, one is the same model but with the adjusted mean quasar SED shown in Fig. 2, based on the Richards et al. (2006) mean quasar SED, and one is the same model but with the disc component originating from an anisotropic, thin disc that is both limb-darkened and foreshortened, as in M16. The disc anisotropy causes significantly more continuum flux to emerge at lower inclinations and also causes less incident flux to hit the outflow. As a result, the line EW at low inclinations is significantly decreased.
Figure A2. The effect of varying $M_{\text{wind}}$ on the emergent UV and optical spectrum at 20°. Model A is taken as the starting point. The layout is the same as in Figs 3 and 4, except that the composite spectrum is not shown and four models are compared. The four models use different combinations of values for $M_{\text{wind}}$ and $f_V$.
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