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**Abstract.** Answering questions in the context of videos can be helpful in video indexing, video retrieval systems, video summarization, learning management systems and surveillance video analysis. Although there exists a large body of work on visual question answering, work on video question answering (1) is limited to domains like movies, TV shows, gameplay, or human activity, and (2) is mostly based on common sense reasoning. In this paper, we explore a new frontier in video question answering: answering knowledge-based questions in the context of news videos. To this end, we curate a new dataset of \(~12K\) news videos spanning across \(~156\) hours with \(~1M\) multiple-choice question-answer pairs covering 8263 unique entities. We make the dataset publicly available\(^1\). Using this dataset, we propose a novel approach, NEWSKVQA (Knowledge-Aware News Video Question Answering) which performs multi-modal inferencing over textual multiple-choice questions, videos, their transcripts and knowledge base, and presents a strong baseline.

1 **Introduction**

Visual Question Answering (VQA) aims at answering a text question in the context of an image\(^3\). The questions can be of various types: multiple choice, binary, fill in the blanks, counting-based\(^1\), or open-ended. Most methods for VQA use either basic multimodal fusion of language and image embeddings\(^1\), attention-based multimodal fusion\(^30\) or neural module networks\(^8\). More recently, newer problem settings have been proposed as extensions of the basic VQA framework like Text VQA\(^24\), Video QA\(^24\), knowledge-based VQA\(^23\) and knowledge-based VQA for videos\(^5\). Extending on this rich literature, we propose a novel problem setting: entity-based question answering in the context of news videos.

Recently multiple datasets have been proposed for knowledge-based VQA and video VQA. However, many of these questions do not actually make use of the image and knowledge graph (KG) information in a holistic manner. Thus, questions in such datasets can be often answered by using just the image information, or the associated text or a limited KG of dataset-specific entities. We fill this gap by contributing a dataset where each question can be answered only by an effective combination of video understanding, and knowledge-based reasoning. Further, current domain-specific video VQA work

\(^1\)https://tinyurl.com/videoQAData
is limited to domains like movies, TV shows, gameplay and human activity. In this paper, we focus on the news domain since news videos are rich in real-world entities and facts, and linking such entities to Wikipedia KG and answering questions based on such associations is of immense practical value in video indexing, video retrieval systems, video summarization, learning management systems and surveillance video analysis.

![Fig. 1: Examples of questions for a video on “PM Modi and President Trump attends Namaste Trump event in Ahmedabad, Gujarat”](https://www.youtube.com/watch?v=lEQ2J_Z1DdA)

For every question, we show question type (refer Table 2), question, options and answer (A.).

Our dataset gathered from 12094 news videos spanning 156 hours contains 1041352 multiple-choice question-answer pairs with links to 8263 unique Wikipedia entities. All the questions are centered around entities of person type and involve different levels of KG as well as visual reasoning complexity. Questions with high KG complexity need multiple hops of inference over KG nodes. Questions with high visual complexity require multi-frame reasoning, person-person positional relationship inference or person-object relationship inference. We have ensured that incorrect answer options are selected carefully to avoid bias. Fig. 1 shows examples of questions for a video.

For question answering, we present results using a strong baseline which uses a combination of signals across different modes. Given the input video, there are three main sources of knowledge – text, visual and KG. From the visual part, we can retrieve object boundaries, object names, celebrities, and image representation using popular CNN models like ResNet. For the text modality, the question, candidate answer (or option), transcript are used as input. Finally from KG, we can leverage KG facts for entities extracted from transcript (person type entities) or visual frames (using celebrity detection). Text as well as KG signals are processed using pretrained BERT model. Finally, we concatenate image as well as text representations and connect this to a dense layer followed by an output softmax layer to come up with the final prediction.
In this paper, we make the following main contributions. (1) We build a large dataset for knowledge-aware video QA in the news domain. We make the dataset publicly available. (2) We carefully design questions and candidate answers such that (a) they need to use both visual information from videos and KG signals to be answered (b) they are diverse with respect to answer types, leverage diverse set of entities, and involve different levels of KG as well as visual reasoning complexity. (3) We experiment with a strong baseline method which leverages different combinations of signals across visual, text and KG modes to achieve good accuracy across various question types.

2 Related Work

| Dataset        | Domain       | # Video Clips | # QAs   | Answer Type | KG | Entity-Set |
|---------------|--------------|---------------|---------|-------------|----|------------|
| Youtube2TextQA | Human activity | 1987          | 122708  | MCQ         | ×  | none       |
| MovieQA       | Movies       | 6771          | 14944   | MCQ         | ×  | closed     |
| PororoQA      | Cartoon      | 16066         | 8913    | MCQ         | ×  | closed     |
| MarioQA      | Gameplay      | 178757        | 165155  | Open+MCQ    | ×  | none       |
| TGF-QA        | Animated GIFs | 11741         | 165155  | Open+MCQ    | ×  | none       |
| Movie-FB      | Movies       | 118507        | 348998  | Open        | ×  | closed     |
| VideoQA       | Generic      | 18100         | 175076  | Open        | ×  | none       |
| MSRVT-QA      | Generic      | 10000         | 243680  | Open        | ×  | none       |
| MSVD-QA       | Generic      | 1970          | 50805   | Open        | ×  | none       |
| TVQA R         | TV shows     | 21793         | 152545  | Open        | ×  | closed     |
| ActivityNetQA | Human activity | 5800          | 58000   | Open        | ×  | none       |
| Social IQ     | Human Intent | 1250          | 7500    | MCQ         | ×  | none       |
| KnowIT VQA    | TV shows     | 12087         | 24282   | MCQ         | ×  | closed     |
| TVQA          | TV shows     | 4198          | 29383   | MCQ         | ×  | closed     |
| NEWSKVQA (ours)| News        | 12094         | 1041352 | MCQ         | ×  | open       |

Table 1: Description of Video Question Answering Datasets

**Knowledge-Based Visual Question Answering:** Besides typical multi-modal fusion-based methods, VQA can also be effectively done by combining image semantic representation with external information extracted from a general knowledge base. Initial systems focused on common sense-enabled VQA [2, 11, 33]. In this line of work, datasets like KB-VQA [26] and FVQA [27] were centered around common nouns, and contain only a few images. They are far more restricted in terms of logical reasoning complexity required as compared to later datasets in this area. More recent systems leverage factual information about entities by fusing multi-modal image information with knowledge graphs (KG). Zhu et al. [35] create a specific knowledge base with image-focused data for answering questions under a certain template, whereas more generic approaches like [28] extract information from external knowledge bases, such as DBpedia, for improving VQA accuracy. R-VQA [17] has questions requiring information about relational facts to answer. KVQA [23] is a dataset where multi-entity, multi-relation, and multi-hop reasoning over KGs is needed for VQA. OK-VQA [19] has free-form questions without knowledge annotations. Knowledge-based approaches have mainly focused on fusing KG facts with image representations. We extend this line of work to leverage knowledge from KG facts for answering questions based on videos.

**Video Question Answering:** Beyond images, recently multiple video question answering datasets have been proposed as described briefly in Table 1. To the best of our knowledge, we are the first to propose a video question answering dataset focused on the
Most of the datasets shown in Table 1 do not use external knowledge from KGs. Only KnowITVQA utilizes in-domain facts about entities in popular sitcoms. Unlike these datasets, we link videos with actual entities in Wikipedia and our proposed dataset contains questions which leverage multi-hop inference on the Wikipedia KG around such entities. Thus, only our dataset has questions related to an open entity set unlike other methods where the set of entities is limited to say characters in sitcoms or none. Also, like many other methods, questions in our dataset are of MCQ (multiple choice questions) form.

3 **NEWSKVQA Dataset Curation**

We introduce the novel NEWSKVQA dataset for exploring entity based visual QA in news videos using KG. Answering each question requires inferences over multiple modalities including video, transcripts and facts from the KG. The questions exploit the presence of multiple entities in news videos and the spatial-temporal semantics between the objects and the concerned person entities. Questions are further augmented using multi-hop facts about the entities from the KG and the transcripts.

3.1 **Initial Data Collection**

**Video Collection** A total of 2730 English news videos are sourced from six Youtube channels of three popular news media outlets: USA today, Al Jazeera and Washington Post such that each video is less than 10 minutes in length. The videos belong to the following domains: entertainment, sports, politics and life. The titles, descriptions and the transcripts are downloaded along with the videos. Each video spans 3.43 minutes on average. These raw videos are converted into ~30 sec clips by combining the consecutive shots detected via shot boundary detection. Shots smaller than 30 sec were combined with next shots until a clip of length ≥ 30 sec is obtained. The aligned transcripts are also split according to the shot boundaries. Overall, the dataset contains 12094 clips. Each clip has a transcript with ~78 words on average. Code + data are publicly available.

**Entity Recognition** Assuming that the main person entities in video clips would be named in the transcripts, we employ a text entity linker to retrieve the entities from transcripts. This led to ~4.43 entities per clip on average. We retained only those entities with confidence score > 0.1. Top five entity types were human, business, film, city and country. There were a total of 8263 unique entities of which 1797 are of human type. To temporally localize the entities within video clips, we fine-tune a face detection and recognition module for all the entities retrieved from transcripts. This model using a collection of 100 images per entity obtained from Google image search. Next, keyframes are sampled with a stride of 3 seconds from the video clips. The bounding boxes and the faces predicted by the face detection and recognition module in each keyframe are stored. In multi-person images, the bounding boxes and the detected

---

3 ffmpeg implementation of shot boundary detection
4 The entity linker offered by Microsoft Azure Cognitive Text Analytics Services API
5 https://github.com/Giphy/celeb-detection-oss
entities are sorted in the left-to-right order of their position. Overall, ~62.5% frames had a person recognized. Of these, ~39.4% frames had more than one person recognized.

**Knowledge Graph Curation** For each of the 8263 recognized entities, we obtain facts as well as linkage information from Wikidata\(^6\). Further, we do a multi-hop traversal on the Wikidata KG to materialize up to two hop facts related to each of our entities. We store the facts as \{subject entity, relation, object entity\} triplets \(\langle e_1, r, e_2 \rangle\), wherein the entities are marked by unique Wikidata item IDs (QIDs) and the relations are marked by unique property IDs (PIDs). Overall our KG has 42848 entities and 430985 relations.

### 3.2 Question Generation

Manual question generation would be slow and difficult to scale. Owing to the development of reliable image captioning systems [16], we were able to substantially bring down the human effort in generating the questions corresponding to the video clips. Automating this procedure helped us efficiently generate questions at scale. Table 2 shows a basic characterization of the 9 question types in our NewsKVQA dataset. All the question types require inferences over data from multiple modalities like visual, textual and KG facts. Some questions need visual cues in terms of person-person while others need to understand person-object relationships from videos. Answer types could be entities, relations, binary, or person description. In addition, answering complexity varies in terms of number of KG hops across different question types. In this section, we discuss our detailed methods for generating different types of questions.

| Question Type | Answer Evidence | Source of Q. entities | Answer Type | #Questions |
|---------------|-----------------|-----------------------|-------------|------------|
| Q1            | V+T+KG          | V                     | Binary      | 29291      |
| Q2            | V+T+KG          | V+T                   | Binary      | 93506      |
| Q3            | V+T+KG          | V+T                   | Relation    | 23245      |
| Q4            | V+KG            | V+KG                  | Relation    | 21207      |
| Q5            | V+KG            | V                     | Entity      | 598762     |
| Q6            | V+KG            | V                     | Binary      | 52156      |
| Q7            | V+KG            | V                     | Entity      | 59336      |
| Q8            | V+KG            | V                     | Desc.       | 48160      |
| Q9            | V+KG            | V                     | Entity      | 113489     |

Table 2: Characterization of Various Types of Questions in the NewsKVQA Dataset. V=Visual, T=Transcript, KG=Knowledge graph.

**Generating questions with entities as answer type** For each video keyframe, we obtain the respective captions via Oscar caption generator [16]. The caption captures the visual relation of the person with an object or other persons in the image. E.g., ‘A person standing behind the microphone’, ‘A group of people standing next to each other’. Thus, for every entity, there are 2 descriptions: surface form from transcript (which we call transcript entity) and visual description from captions (which we call visual entity).

We assume that the subject (grammatical) in the caption is the entity recognized by the celebrity detector in the keyframe. We modify the subject (grammatical) within the
caption with a templatized question about the relation in the knowledge base associated with the entity. E.g., a generated caption, ‘A person standing behind a microphone’, is changed to, ‘Who is the mother of the person standing behind the microphone’. Question templates for question related to every type of relation (relevant to a person entity) are manually created. In total, we have 30 such templates. Further if multiple keyframes within a video have the same caption, the question is augmented using the time of appearance of the keyframe. E.g., ‘Who is the mother of the person standing behind the microphone in the beginning one third of the video?’ For multi-person keyframes, we leverage the knowledge of the spatial ordering of the entities in the keyframe and use positional indicators like ‘leftmost’, ‘second to the rightmost’, etc. to refer to the person being questioned about in the keyframe. E.g., ‘Who is the mother of the second from the left amongst the persons standing next to each other in the beginning one third of the video?’ All these heuristics help us obtain questions of type Q5 where the question is centered around visual entity (i.e., entity described in the video) using (1) hints from the generated captions, and (2) facts from KG. Formally, given a KG fact, \( \langle e_1, r, e_2 \rangle \), Q5 questions were formed using visual entity (whose description is obtained from captions) as \( e_1 \), KG based relation as \( r \) and expected \( e_2 \) as the answer.

**Generating questions with binary answer type** Given a KG fact, \( \langle e_1, r, e_2 \rangle \), another way to frame questions is to check if \( e_2 \) is mentioned in the video or transcript, given visual entity \( e_1 \) and \( r \) in the question. This leads to questions of type Q1. E.g., ‘Is the mother of the person standing behind the microphone mentioned in the video?’ Further, more complex questions (such as of type Q6) can be designed such that given two facts \( \langle e_1', r', e_2' \rangle \) and \( \langle e_1'', r'', e_2'' \rangle \), visual entities \( e_1' \) and \( e_1'' \) appearing in two different keyframes in the same video, the question may contain \( e_1', e_1'', r', r'' \) and asks to check if \( e_2' \) and \( e_2'' \) are the same. E.g., ‘Is the occupation of the rightmost amongst the persons standing in a room with a clock on the wall the same as the occupation of the rightmost amongst the persons standing next to each other?’

**Generating questions with relation as answer type** Questions that expect \( r \) as answer can be created by including both \( e_1 \) and \( e_2 \) in the question. While we fix \( e_2 \) to be always visual entity (to ensure that all our questions need video for answering), \( e_1 \) can be a KG entity like in questions of type Q4. E.g., ‘How is Paris related to the country of citizenship of the person standing behind the mic?’.

The choice of \( r \) for generating such questions needs to be done carefully to avoid trivial/obvious questions. Consider these examples: (1) ‘What is the relation between North America and the country of the citizenship of the person behind the microphone?’ with the answer ‘Continent’. (2) ‘What is the relationship between Fordham University and the person standing behind the microphone?’ with answer ‘educated at’. In the KG, ‘North America’ is only related to other entities as a ‘continent’, similarly ‘Fordham University’ is related to other person entities only as an ‘alma mater’. Hence, we prune away questions where \( (t_1, t_2) \) is very frequently related to relation \( r \) (rather than other relations) where \( t_1 \) and \( t_2 \) are types of entities \( e_1 \) and \( e_2 \) resp.

**Generating questions involving transcript entities** Sometimes, transcripts contain (non-person) entities which are not visualized in the video, and hence transcripts can mention novel entities. We combine such transcript entities with visual entities to create questions where answer type is binary (Q2) or relation (Q3).
The first set of questions, inquire whether the visual entities are related to the transcript entities. Thus, $e_1$, $e_2$ and $r$ are mentioned in the question, and the answer could be Yes or No. E.g., ‘Is the country of citizenship of the person standing behind the microphone mentioned in the video?’ We create similar questions using multi-hop relationships of the transcript entities and visual entities. E.g., ‘Is the father of the (transcript entity) mentioned in the video, same as the person standing behind the microphone?’ However directly using the transcript entity in the question would trivialize the answering process, therefore we use a representative description of the transcript entity. For this, we leverage entity descriptions provided as part of our KG. Thus the question is converted to, ‘Is the father of the 45th president of the USA same as the leftmost amongst the persons posing for a picture?’ Actor/actress entities often have very similar descriptions in the KG, hence for such entities, the description is augmented with information about their latest movies/shows. E.g., for ‘Steve Carell’, the generated question would be ‘Is the child of the American actor who acted in the movie The Office, same as the leftmost amongst the persons standing next to each other in the video?’

The second set of questions mention transcript entity as $e_1$ and visual entity as $e_2$ in the question and seek relation $r$ as the answer. E.g., ‘How is the 45th president of the United States mentioned in the video related to the country of citizenship of the leftmost amongst the persons posing for a picture?’ with the answer ‘Head of Government’. We randomly remove the questions about the most frequent transcript entities as a bias correction step.

Generating questions based on video durations We further create 3 types of questions (Q7, Q8, Q9) about entities spanning across larger video durations. Firstly, we create questions (of type Q7) about the entities, which appear more prominently in the video, e.g., ‘What is the alma mater of the celebrity appearing in more than half of the video?’.

Secondly, we create questions (of type Q8) regarding what each entity in the video is doing across different keyframes in the video. Similar to the transcript entity questions, the keyframe entity is referenced in the question using the description. E.g., ‘Which statement best characterizes the American internet personality present in the video?’ with answer: ‘leftmost amongst the persons standing in a room with a clock on the wall and person with yellow shirt holding a mic’. The answer is extracted from the keyframe captions, expressing the entity relationship with the object and/or other persons in the keyframe. Of course, we omit keyframes with same captions.

Finally, we create questions (of type Q9) about the most common relation among the entities appearing within a span of the video. E.g., ‘What is the nationality of the celebrities highlighted in the beginning one third of the video?’ The common nationality of more than 50% of the entities within the span is chosen as the answer. If less than 50% of the entities have the common entity then the question is removed.

3.3 Option generation

We select 3 options for each of the generated questions in addition to the correct answer, however the procedure for generating the options differs according to the question type. For Q5, where the answer is an entity, other entities of the same entity type as the correct answer are chosen as options. E.g., for the correct answer “United States”, other countries are chosen as options. Since, randomly choosing the options adds a bias to-
wards the more frequently occurring correct answers, entities which are approximately as frequent as the correct answer are chosen as options. The max frequency with which an entity can be a correct answer is set to 300.

For Q4, where answer type is a relation, the other relations associated with the entity whose relation is being asked about in the question are used as options. E.g., for the question “How is the 45th president of the USA mentioned in the video related to the leftmost person amongst the persons standing in front of the mic?”, the options can be father, child, spouse, head of government, etc. In case less than 4 relations are present for the entity in discussion, then the remaining options are chosen randomly from the set of all possible relations. For binary questions, “yes” and “no” are the only two options. Similarly for the final person description questions the options are chosen randomly.

3.4 Dataset Analysis

On average, each clip has 86.10 questions and each question contains 24.02 words. Also, the KG contains information about 4400 different entity types. Other basic statistics related to our dataset are as follows: transcript size is 84.62 words, answers are on average 3.14 words long, average question size is 22.33 words, average number of facts per entity in our KG is 10.83 (including instance-of relationships). Table 2 reports the distribution of questions within each category. Fig. 2 shows the word cloud of various answer words and phrases across all question types in our dataset. Table 3 shows the distribution of binary answers across different question types. We show a word cloud of answers for questions with relation (Figs. 4 and 5) and entity (Fig. 6) answer types.

4 Knowledge-Aware Video QA Methodology

We first delineate our approach for question answering on our proposed NewsKVQA dataset. As shown in Figure 3, we first extract relevant facts from the KG using the question and the entities recognized in the video. The answering module then processes these facts along with the question, transcripts and the generated captions.

Knowledge Base Fact Retrieval Given a question and its corresponding video, relevant facts can be retrieved using the entities present in the video and the property around which the question has been framed. Thus we begin by identifying celebrities present
in the video. For extracting relevant properties, we rank all the available properties based on their similarity scores with the question. The properties with the maximum similarity scores are chosen as candidate properties. The similarity scores are calculated as the cosine distance between the Sentence-BERT embedding of the question and the properties. Both one and two hop facts pertaining to the detected entities and the candidate properties are extracted from the KG.

**Table 3:** Distribution of answers (Yes/No) for questions with binary answers.

| Type | Yes | No |
|------|-----|----|
| Q1   | 14749 | 14542 |
| Q2   | 49351 | 46155 |
| Q6   | 26078 | 26078 |

**Table 4:** Main Results. Q=Question, T=Transcript, C=Caption, A=Answer, O=Object features, ON=Object names, F=facts, R=ResNet.

**Visual Information Extraction**

1. **Image Features:** For each of the keyframes, we extract the image features using an ImageNet-pretrained ResNet model. The features are average-pooled along the temporal dimension to obtain the final visual embedding ($y_{vis}$).

2. **Object Names:** A pretrained Faster-RCNN [22] outputs objects within each keyframe. For each frame, we obtain 10 objects detected with the highest confidence scores. Then we select 10 most frequent objects from these candidates. For each of these object we retrieve their Sentence-BERT [21] embeddings.

3. **Object Features:** We use the final layers features of Faster-RCNN for the 10 most frequent and confidently detected objects. To add positional information about the detected objects, we concatenate the features with the normalized bounding box coordinates of the detected object. For both object names and object features, the features are
first average-pooled along the temporal dimension and then concatenated along the ob-
ject dimension to obtain the final embedding. Note that image features, object names or
object features can be used to calculate $y_{vis}$.

(4) Image Captions: We generate captions of the keyframes using Oscar [16].

**Answering Module** Let $q$ denote the input question, $t$ be the transcript, $c$ be the con-
catenated captions for all keyframes, $f$ be all the concatenated KG facts, $o^i$ be the
$i^{th}$ option. For $i \in (1, 2, 3, 4)$, we obtain BERT embeddings ($B^i$), using $y_{ext} = [CLS] + q + t + c + [SEP] + f + o^i + [SEP]$ as input. We pass $B^i$ through the
text mapper and $y_{vis}$ through the visual-information mapper. Both the mappers are one
dense layer each. The text and visual-information mapper outputs are concatenated be-
fore being projected to a single score $s^i$. The score for the correct option out of the 4
($s^1, s^2, s^3, s^4$) are maximized under cross entropy loss.

**Reproducibility Details** We use a pretrained BERT-large model to obtain a
1024D embedding $B^i$. For $y_{vis}$, with image features we get a
2048D embedding. We use 10
objects per keyframe for objects based embeddings and obtain
10240D (1024 \times 10) em-
bedding for Object names and
20560D ((2048 (faster-RCNN output) + 8 (positional
embedding)) \times 10 (#objects)) embedding for object features. Both textual mapper and
visual-information mapper are dense layers that map $B^i$ and $y_{vis}$ to 512D vectors. All
linear layers outputs are activated by ReLU. We finetune the final 2 layers of the BERT model along with the dense layers
using Adam optimiser with a learning rate of 0.0001. The experiments were run with a
batch size of 175 on a machine with 8 V100 GPUs with 32 GB RAM. Each experiment
was run for 5 epochs. Note that we also make our code and dataset publicly available.

5 Experiments and Results

We perform extensive experimentation on our NewsKVQA dataset using the following
methods. (1) Options: We simply choose the longest option (Longest) or the shortest
option (Shortest) as the answer. (2) Question+Option: In BERTSim, options with max
cosine similarity with the question are selected. The embeddings are calculated using
Sentence-Bert. QA is a simplification of our approach (Fig. 3) wherein only the question
and the options are used to obtain $y_{ext} = [CLS] + q + [SEP] + o^i + [SEP]$. BERT em-
bedding $B^i$ is directly projected to get the score $s^i$. (3) Transcript+Question+Option:
In addition to the questions and the options the transcripts are also used to identify
the correct answer. In BERTSim QTA, option with the maximum cosine similarity
with the question and the transcripts is selected as the answer. QTA is an extension
of QA wherein the question, the transcripts and the options are used to obtain
$y_{ext} = [CLS] + q + t + c + [SEP] + o^i + [SEP]$. (4) Visual+Transcript+Question+Option: We
use visual information in addition to the question, option and transcript to determine
the correct answer. In QTCA, visual information is conveyed using keyframe captions.
Captions are fed through BERT as $y_{ext} = [CLS] + q + t + c + [SEP] + o^i + [SEP]$. QTCA
utilizes visual information in the form of object names. $y_{ext}$ is obtained using the
$q, t$ and $o^i$, while $y_{vis}$ is obtained using object names. Similarly in QTOFA, $y_{vis}$ is obtained using object features. Lastly, in QTRA, $y_{vis}$ is obtained using the image
features from ResNet. (5) KG facts+Visual+Transcript+Question+Option: Finally,
we also exploit the KG facts for answering the questions. QTCFA extends QTCA by
adding KG facts to $B^3$ generation. QTCONFA and QTCONFA follow the complete approach as illustrated in Fig. 3, the former uses object names while the latter uses object features to obtain $y_{vis}$.

**Results** In Table 4, we report the accuracies of individual question types for each experiment. From the table, we make the following observations: (1) In both Longest and Shortest, the performance is very close to random. Although with the longest answers, the accuracy is 8% more than random accuracy, the random accuracies for all the other cases indicates that there is negligible bias due to the length of the options. (2) BERT-Sim answers Q3 with 48% accuracy. Higher performance is also observed in the Q4 type. QA performs close to random. (3) Even with the Question, transcripts and options available, performance gain is absent. Similar to the BERTsim ablation, BERTsim QTA performs better on the Q3 and Q4 types. QTA performs close to random, signifying that questions, options and the transcripts alone are not enough to predict the correct answers. (4) Unsurprisingly, just adding the captions is also not enough to lift accuracies, QTCA performs close to random in all categories. However, incorporating visual information via object names (QTONA) shows improvements. With minor improvements in other question types, major jumps are observed for the question types Q3, Q4 with 50% and 32% increment over the random accuracy. Better performance can also be seen in the Q7, Q8 and Q9 types. With object features (QTOFA) and image features (QTRA) the accuracies still lurk around random, with slight improvements in the Q3 type. (5) Finally, adding the KG facts revamps performance across the board. QTCFA improves over random by 60% for Q3 and by 42% for Q4. It shows a 17% improvement over random accuracy in Q5, 12% improvement in Q6, 26% improvement in Q7, 22% in Q8 and 20% in the Q9 type. Adding the object names (QTCONFA) information along with the captions improves on QTCFA by massive amounts (11.56, 3.54, 33.41 and 23.1 percentage points) for Q5, Q7, Q8 and Q9 resp. Surprisingly, adding the object feature (QTOFFA) helps but not as much as adding object names, possibly because a simple dense layer is not enough to effectively combine the visual embeddings with the BERT based textual embeddings. The relatively low performance of these methods shows that there is a large scope of work to be done for question answering on news videos.

6 Conclusions and Future Work

We studied the problem of knowledge-aware question answering on videos. We curated a large dataset with 12094 clips and associated them with more than a million questions across 9 different types. The questions have been carefully automatically generated such that each question needs video as well as a KG to be answered. Using methods which consume signals across different modes (like text, visual and KG), we establish a baseline accuracy across different question types. We observe that there is a lot of room for improvement, thus establishing that our dataset aptly captures the complexity of the video QA task. Video QA has been performed using various kinds of methods like spatio-temporal reasoning [10], multi-frame inference using memory-based methods [4], question attention-based models [12] and multimodal attention based methods [5]. Since our focus was on building a novel dataset, we presented results using a multimodal baseline method. We plan to adapt these methods for evaluation on NewsKVQA in the future.
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