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Abstract

It is assumed that the claustrum (CL) is involved in sensorimotor integration and cognitive processes. We recorded the firing activity of identified CL neurons during classical eyeblink conditioning in rabbits, using a delay paradigm in which a tone was presented as conditioned stimulus (CS), followed by a corneal air puff as unconditioned stimulus (US). Neurons were identified by their activation from motor (MC), cingulate (CC), and medial prefrontal (mPFC) cortices. CL neurons were rarely activated by single stimuli of any modality. In contrast, their firing was significantly modulated during the first sessions of paired CS/US presentations, but not in well-trained animals. Neuron firing rates did not correlate with the kinematics of conditioned responses (CRs). CL local field potentials (LFPs) changed their spectral power across learning and presented well-differentiated CL–mPFC/CL–MC network dynamics, as shown by crossfrequency spectral measurements. CL electrical stimulation did not evoke eyelid responses, even in trained animals. Silencing of synaptic transmission of CL neurons by the vINSIST method delayed the acquisition of CRs but did not affect their presentation rate. The CL plays an important role in the acquisition of associative learning, mostly in relation to the novelty of CS/US association, but not in the expression of CRs.
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Introduction

Since the original proposal of the claustrum (CL) as a structure involved in the integration of many different cortical and subcortical neural centers in order to generate conscious sensations (Crick 1994), we have seen a notable increase in the number of structural and hodological studies dealing with its peculiar central place in the brain and regarding its putative integrative role in higher brain functions. So far, the CL has been related to consciousness (Crick and Koch 2005; Kurada et al. 2019), salience detection (Smythies et al. 2012; Remedios et al. 2014; Smith et al. 2019), and segregation of attention (Mathur 2014; Goll et al. 2015; Atlan et al. 2018), among others topics. Although a number of reviews have also proposed a role of the CL in the integration of sensory information, perceptual binding, and internal functional states to generate cognitively related processes (Edelstein and Denaro 2004; Crick and Koch 2005; Mathur 2014; Goll et al. 2015; Citri and Barretta 2016; Jackson et al. 2018), few studies address the contribution of CL neurons to associative learning, which certainly requires all the higher brain functions mentioned above.

The classical conditioning of eyelid responses is a well-known experimental procedure for the study of the neural basis of associative learning in mammals (Thompson 2005). It is generally assumed that the acquisition and storage of this type of learning takes place in the cerebellum (Krupa et al. 1993; Christian and Thompson 2003; Ten Brinke et al. 2017) or, at least, the timed performance of the acquired responses (Welsh and Harvey 1991; Sánchez-Campusano et al. 2007), mainly regarding delay paradigms. However, other brain structures also seem to participate in those processes. For example, motor cortices (MC) pyramidal neurons in rabbits fire well in advance of conditioned response (CR) initiation (Aou et al. 1992; Ammann et al. 2016). Moreover, electrical stimulation of the eyelid M1 area evoked motor responses with profiles and kinematics similar to those of CRs during classical conditioning (Ammann et al. 2016).

Still other cortical structures have been implicated in nonmotor, cognitive components of the acquisition, storage, and retrieval of eyelid CRs. For example, the hippocampus seems to be implicated in the acquisition of trace eyelid conditioning paradigms, in which a silent gap separates conditioned stimulus (CS) and unconditioned stimulus (US) presentations (Berger et al. 1983; Thompson 2005). The activity of pyramidal hippocampal neurons is related to the salience of CS presentations across training and/or to the increasing CS/US associative strength (Rescorla 1988; Múnera et al. 2001), but not to the biomechanics of eyelid CRs, a coding property also ascribed to the rostral cingulate cortices (CC; Weible et al. 2003; Hattori et al. 2014). Likewise, specific areas of the medial prefrontal cortices (mPFC) have been proposed as participating in the proper determination of CS/US time intervals (Siegel and Mauk 2013; Caro-Martin et al. 2015) and in partial reinforcement (Powell et al. 2005). The mPFC also plays a permissive role in the initial release of eyelid CRs, because its electrical stimulation in behaving rabbits prevents the expression of CRs, but CR acquisition (Leal-Campanario et al. 2007, 2013).

The CL is the most interconnected region per volume in the brain (Törngerson et al. 2015). Given its dense reciprocal connections with the above-mentioned cortical structures described above, CL neurons could also play an important role in motor and/or nonmotor neural activities related to classical eyelid conditioning. Furthermore, it has been reported that CL neurons respond to numerous sensory stimuli (Spector et al. 1974; Olson and Graybiel 1980; Sherk and LeVay 1981; Remedios et al. 2010), a crucial requirement for this kind of associative learning.

Different experimental laboratory species, ranging from humans to mice, have been used in the study of this thin and irregular structure. Rodents are commonly used despite the fact that they present small CLs, not very well-separated from cortex (Binks et al. 2019). Consequently, targeting the CL may be complicated, and single-unit recordings are difficult to attain when animals are awake. Because CL volume increases with the cerebral hemisphere volume (Kowiański et al. 1999), the CL of rabbits and guinea pigs offers interesting possibilities given its size and isolated location. Compared with that of mice, the rabbit CL is a prominent structure, seven times larger in volume than the CL of mice. Further, the rabbit CL is distinctly separated from surrounding structures (i.e., the insular cortex and the putamen) by the fibers of a well-developed external and extreme capsule (Girgis and Shih-Chang 1981; Kowiański et al. 1999). These advantages facilitate targeting the CL during the in vivo recordings performed here. In addition, although CL volume and shape vary across species, a vast connectivity with the cortex seems to be a well-conserved characteristic of the CL in monkeys (Druga et al. 1990), cats (Druga 1982), mice (Atlan et al. 2017), rats (Majak et al. 2000), and rabbits (Kowiański et al. 1997, 2000).

For all the above reason, rabbits were prepared for recording the unitary activity of CL neurons during classical eyelid conditioning, using a delay paradigm since CL is a pallial subcortical structure (Binks et al. 2019). In fact, trace conditioning is preferentially related to cortical structures (Clark et al. 1984; Takehara-Nishiuchi et al. 2005; Gruart et al. 2006; Oswald et al. 2009).

Previous research has established that the integral of the rectified electromyographic (EMG) activity of the orbicularis oculi (O.O.) muscle can precisely determine eyelid position (Gruart et al. 1995; Schade Powers et al. 2010). Therefore, implanting a recording electrode in the O.O. muscle, we could ascertain whether animals closed the eye due to CS presentations (i.e., as a CR), or to US presentations (i.e., as a UR), and monitor the learning process (Gruart et al. 2000; Leal-Campanario et al. 2007). Recorded CL neurons were classified according to their firing profiles during paired CS/US presentations. Their firing rates were found to be related to the acquisition process but not to the changes in latency and strength presented by CRs across training. Local field potentials (LFPs) recorded in CL, MC, and mPFC changed their spectral powers across conditioning sessions for all the selected frequency bands. Significant delta-gamma co-modulations were detected at CL-mPFC network nodes during certain conditioning phases. Finally, the inactivation of CL neuron synaptic connectivity affected the number but not the amplitude of CRs. In accordance, the CL seems to be directly involved in cognitive aspects of the process of acquiring eyelid CRs, such as attention to CS salience (Múnera et al. 2001; Atlan et al. 2018), but not in their proper performance (Ammann et al. 2016).

Material and Methods

Experimental Animals

Experiments were carried out in male rabbits (New Zealand white albino) obtained from an authorized supplier (Isoquimen, Barcelona, Spain). Animals were 2.5–3-months old and weighing...
2–2.4 kg on arrival at the Animal House facilities of Pablo de Olavide University (Seville, Spain). Upon their arrival, animals were housed in individual cages provided with a burrow and different environmental stimuli, where they were maintained for the whole experiment. The room was kept on a 12/12 h light/dark cycle with constant ambient temperature (21 ± 1 °C) and humidity (55 ± 7%). Food and water were available ad libitum.

Experiments were carried out following European Union Council (2010/276/33–79/EU) guidelines and Spanish (BOE 34:11370–421, 2013) regulations for the use of laboratory animals in chronic experiments. Experiments were also approved by the local Ethics Committee of Pablo de Olavide University.

**Surgery**

Animals were anesthetized with an intramuscular injection of a ketamine–xylazine cocktail (Ketaminol, 50 mg/mL; Rompun, 20 mg/mL; and atropine sulfate, 0.5 mg/mL) at an initial dosage of 1.0 mL/kg. Anesthesia was maintained by intravenous perfusion (93% saline, 4% Ketaminol, and 3% Rompun) at a flow rate of 10 mL/kg/h.

A first group of animals (n = 7) were prepared for the chronic recording of unitary activity in the CL during classical eyeblink conditioning (n = 5) and pseudoconditioning (n = 2) (Figs 1A–D and 2A–D). A window (2 × 5 mm) was drilled through the parietal bone centered overlying the right rostral CL (rostral corners from bregma: AP = 4 mm, L = −4 to −6 mm; caudal corners: AP = −1 mm, L = −7.5 to −9.5 mm; Girgis and Shih-Chang 1981). A recording chamber was built with acrylic cement around the window and a sterile pin was fixed to one anterolateral corner of the recording window for reference purposes. The dura mater was removed, and the cortical surface was protected with an inert plastic cover and sterile gauze between recording sessions. A silver electrode (1 mm in diameter) was attached with bipolar hook electrodes in both upper eyelids and a ground wire. All wires were soldered to three nine-pin connectors. Finally, animals were implanted with a head-holding system as described above.

A second group of animals (n = 8) were infected with a mix of recombinant adeno-associated viruses (rAAVs) equipped with enhanced green fluorescent protein (EGFP) and doxycycline-dependent tetracycline-controlled genetic switches, which release tetanus toxin (TeTxLC) and tandem dimer Tomato (tdTOM) when activated (vNISIST method, see below and Supplementary Appendix 1) (Fig. 7). These animals received a total of three microinjections (each of 2 μL) of the viral suspension in each CL (rostral, AP = 4 mm, L = +5 and −5 mm; D = 5 mm; medial, AP = 2 mm, L = +7 and −7 mm; D = 5.5 mm; and caudal, AP = 0.5 mm, L = +8 and −8 mm; D = 6 mm; Girgis and Shih-Chang 1981). Injections were carried out in both CLs, since it has been described as a powerful functional compensation system (Duffau et al. 2007). A 5 μL microsyringe (Hamilton®) was used for injecting the rAAVs. These animals were also implanted bilaterally with recording EMG electrodes in both upper eyelids and with a ground wire. All wires were soldered to one nine-pin connector. Finally, animals were implanted with a head-holding system as described above.

**Recording and Stimulating Procedures**

The initial training of the animals was started 1 week after surgery and lasted for 5 days. We used a Perspex box designed to limit the animal's movements (Gruart et al. 2000; Leal-Campanario et al. 2007). The box was placed on the recording table. The recording room was kept softly illuminated and the recording table was surrounded by a black cloth. The first two recording sessions were aimed at adapting the animal to the recording conditions. No stimulus was presented during these two sessions.

The EMG activity of the O.O. muscle and LFPs were recorded using Grass P511 differential amplifiers with a bandwidth of 0.1 Hz to 10 kHz (Grass-Telefactor).

Unitary recordings from CL neurons were carried out with glass micropipettes filled with 2 M NaCl (3–5 Ω of resistance) and filtered analogically in a bandwidth of 1 Hz to 10 kHz (AC/DC differential amplifier; model 3000, A-M Systems). On occasion, we used tungsten microelectrodes of 5 MΩ of resistance (A-M Systems) for unitary recordings and local microlesions. The recording area was approached with the help of stereotaxic coordinates (Girgis and Shih-Chang 1981), and antidromic or orthodromic field and unitary potentials were evoked by electrical stimulation of MC, CC, and/or mPFC. To determine whether the recorded and the activated neuron were the same, we used the collision test (i.e., the antidromic invasion of a soma is prevented if the antidromic action potential collides with a spontaneous orthodromic action potential; see Fig. 1G, and Múnera et al. 2001; Ammann et al. 2016). At the end of each recording session,
the recording chamber was sterilized and closed with an inert plastic cover and sterile gauze and covered with bone wax.

Electrical stimulation of electrode-implanted sites consisted of single (square, 50 μs, 0.1–0.5 mA, positive–negative pulses with 20 μs of interval) or paired (1–2 ms of interval) pulses programmed with a CS-20 stimulator across an ISU-200-BIP isolation unit (Cibertec).

Classical Eyeblink Conditioning

Eyeblink conditioning was achieved using a delay conditioning paradigm (see Fig. 2 and Leal-Campanario et al. 2007). A 350-ms tone (600 Hz, 90 dB) was presented as CS and a 100-ms air puff (3 kg/cm²) directed at the left cornea was used as US. The US was prepared to coterminate with the CS. The concept
Figure 2. Classical eyeblink conditioning using a delay paradigm. (A) In addition to the stimulating electrodes, rabbits were implanted with EMG recording electrodes in the left O.O. muscle (O.O. EMG) aimed at recording CRs. (B) Representation of the delay paradigm and the firing activity of a selected CL neuron recorded during the fifth conditioning session. From top to bottom are shown: (1) the CS (a tone; 600 Hz, 90 dB, 350 ms); (2) the US (a corneal air puff; 3 kg/cm², 100 ms); (3) one example of the EMG activity of the O.O. muscle—note the presence of the CR in the CS–US interval as a learning-dependent response (light gray area) and the UR in the CS + US period as a reflex reaction (in dark gray area); (4) the firing activity of a CL neuron during a CS/US presentation; (5) a raster plot of 18 successive CS/US trials; and (6) the peristimulus time histogram of all of them (in spikes/s). (C) Evolution of the percentage of CRs across six conditioning sessions for five conditioned and two pseudoconditioned rabbits. Note that conditioned animals reached the selected criterion (≥80% of CRs for two consecutive days) by the fifth conditioning session.

"CS/US" refers solely to the presentation of the pair of stimuli. We term "CS–US" the first 250 ms of the CS, right before the start of the US. It is during this time frame that CRs are expected to be found throughout conditioning. We considered a "CR" the presence, during the CS–US period, of the EMG activity of the left O.O. muscle lasting >10 ms and initiated >50 ms after CS onset (Gruart et al. 2000). We use "CS + US" to refer to this 100 ms coexisting period; UR will appear during this period. Recordings from the right O.O. muscle were used as a control for spontaneous and/or voluntary eyelid movements.

A function generator (AFG 3022B, Tektronix), triggered by a digital programmer (3.2-Microstim, Cibertec), was used to generate the train with tone characteristics (600 Hz, sine wave, 1 V). An amplifier (PA Amplifier FS-2035, Fonestar Systems, Madrid, Spain) converted the pulse to a tone (90 dB) via a loudspeaker located 60 cm in front of the animal. Air puffs were delivered from an air compressor (Biomedical Engineering) and applied through the opening of a plastic pipette (3 mm in diameter) attached to the animal’s holding system and located 1 cm from the left cornea.

The first two sessions were aimed at adapting the animal to the experimental conditions. No stimulus was presented during these two sessions. Following them, unless otherwise indicated, animals received two habituation sessions (during which the CS was presented alone) and eight conditioning sessions (paired CS/US, n=5 rabbits). Both habituation and conditioning sessions consisted of 66 trials (6 series of 11 trials each). Successive trials were separated at random by intervals of 45–60 s.
Figure 3. Types of firing rate recorded from CL neurons during classical eyeblink conditioning. (A) Example of a type A neuron, activated in advance of US onset, and recorded during the fifth conditioning session. (B) Example of a type B neuron, inhibited well in advance of the beginning of the CR, and recorded during the eighth conditioning session. (C) Example of a type C neuron, unrelated to the classical conditioning task, and recorded during the third conditioning session. Traces illustrated from top to bottom as in Figure 2B. Calibrations in A are also for B and C. (D) Percentages of claustral neurons (n = 130 from n = 5 rabbits) activated (green squares and lines), inhibited (red diamonds and lines), or unrelated (blue triangles and lines) to habituation and eight conditioning sessions. The black dotted line indicates the learning curve. (E,F) Percentages of CL neurons activated, inhibited, and unrelated to CS (n = 47 from n = 2 rabbits; E) or US (n = 40 from n = 2 rabbits; F) presentations during habituation and six pseudoconditioning sessions. Collected neuronal data in D–F were best represented with quadratic or higher order polynomial fits (see Supplementary Table 3). The regression coefficients (r) for the illustrated polynomial fits are indicated. The statistical performance was calculated according to the confidence interval (95%, P < 0.05).
Figure 4. Relationships between changes in the firing rate of type A neurons and the EMG activity of the O.O. muscle and the percentage of CRs across conditioning. (A) From top to bottom are shown: a representation of the conditioning stimuli, one example of the EMG activity of the O.O. muscle with its rectified version below, the firing activity of a type A CL neuron during a CS/US presentation, and a representation of action potentials reaching the selected voltage level. For these analyses, we quantified the EMG area (mV × s) versus the integrated firing frequency [in (spikes/s) × s] during the CS–US period (light gray area) and also during CS + US interval (dark gray area) (n = 5 rabbits). (B,C) Linear relationships between the EMG area and the integrated firing frequency of type A neurons for the CS–US interval (B) and the CS + US period (C) during early (first to third) conditioning sessions (n = 75 trials from n = 17 neurons). (D,E) Same relationships as in B and C but during late (fourth to eighth) conditioning sessions (n = 127 trials from n = 25 neurons). (F) Relationship between the activation latency of type A neurons after CS presentations and the percentage of CRs (n = 51 neurons). Note the low values of regression coefficients (r) for all the illustrated relationships (see Supplementary Table 5).

Histology

Once the electrophysiological experiments were finished, animals were deeply anesthetized with sodium pentobarbital (50 mg/kg, i.p.), and perfused transcardially with saline and 4% paraformaldehyde. The proper location of eyelid EMG and stimulating electrodes was checked. To facilitate the location of recording sites in the CL, a small electrolytic lesion (0.2–0.4 mA of anodic current for 30 s; CS-220 stimulator across an ISU-200-BIP isolation unit; Cibertec) was carried out during the final recording sessions and relevant coronal sections were processed for Nissl staining. Recording sites were adjusted according to the collected stereotaxic coordinates and with the location of the electrolytic marks (Fig. 1C,D and Supplementary Fig. 1D).

The vINSIST Method

We developed an advanced method for doxycycline (Dox)-controlled virus-delivered inducible silencing of synaptic transmission (vINSIST) between connected circuits. The three rAAVs contained in the injected mix were as follows: (1) rAAV–PhSYN–rtTA, (2) rAAV–Ptetbi–TeTxLC/tdTOM, and (3) rAAV–PhSYN–EGFP. We engineered the tetanus toxin light-chain coding sequence (TeTxLC) for selective cleavage of synaptobrevin-2 (Syb-2) to block synaptic transmission (Sweeney et al. 1995) into a bidirectional tetracycline promoter (Ptetbi) (Hasan et al. 2013; Dogbevia et al. 2015, 2016) with TeTxLC on one side and tandem dimer Tomato gene (tdTOM, expressing red fluorescent protein) on the other (rAAV–Ptetbi–TeTxLC/tdTOM). A reverse tetracycline transactivator (rtTA) and EGFP are independently expressed under the human synapsin promoter (rAAV–PhSYN–rtTA and rAAV–PhSYN–EGFP), so rtTA-infected cells will be traceable in green. With the addition of Dox, a hydrophobic...
Figure 5. Spectral analyses of LFPs recorded in the CL during classical eyeblink conditioning. LFPs were recorded during habituation and conditioning phases from four rabbits. (A) Mean power spectra of LFPs recorded in the CL for 120 3.5 s frames (between 1.5 s before and 2 s after CS presentation) for four of the conditions (HAB02, phase I, phase II, and phase III) and for 3.5 s baseline frames (taken from HAB02 sessions but including no stimulus). The black arrows indicate the spectral ranges.
derivative of tet that rapidly crosses the blood–brain–barrier, rTgA binds P_{n-bi} and expresses the activation of TeTxLC (to silence synaptic transmission) and tdTOM (thus the inhibited location will glow in red; see Supplementary Appendix 2).

Rabbit Brain Slices

Brains from the vINSIST-injected rabbits were fixed in PFA (4%) at 4 °C overnight. Brains were then cut by a vibratome (Leica VT 1000S) in sections 140 μm thick. The sections were mounted in glycerol (80% in PBS + 2.5% DAPCO). Slices were imaged on a confocal laser scanning microscope (Leica TCS SP5) using a 10 × air objective and a 20 × oil immersion objective and a 488 nm argon laser. Images were taken in z-stacks of 2 and 3 μm on the 10 × and the 20 × objectives, respectively.

Data Collection and Analysis

The unrectified EMG activity of the O.O. muscle, the unitary activity of CL neurons, LFPs recorded in the CL, and 1-volt rectangular pulses corresponding to CS and US presentations were acquired online through an 8-channel analog-to-digital converter (CED 1401-plus, CED, Cambridge, UK), and transferred to a computer for quantitative offline analysis. Data were sampled at 4 kHz for LFP recordings, 5 kHz for EMG activities, and 25 kHz for unitary recordings, with an amplitude resolution of 12 bits.

Computer programs (Spike2 and SIGAVG from CED) were used to display unrectified and rectified EMG, unitary activities, and LFPs (Figs 2–6 and Supplementary Fig. 1). As illustrated in Figures 1–4, the recorded neuron was generally easy to identify. In the case of multiple unitary recordings in which it was difficult to identify a single cell, a spike sorting (from Spike2, CED) was carried out. In all cases, an event channel was created for each identified neuron in which each event corresponded to a single spike. The representation programs enabled display of event raster of unitary activities and the poststimulus time histograms (PSTHs). Following Rieke et al. (1997), PSTHs are converted to firing rates as a function of time (i.e., in spikes/s) for the characterization of the firing properties of the CL neurons. For the classification of the CL neurons in different groups, we used not only their firing rate profiles but also spike duration parameters (see Supplementary Appendix 3).

Programs also enabled quantifying the activation latencies of CRs (ms) and unitary recordings (ms), the rectified EMG areas (mV × s or mV × ms), and the integrated firing rate [spikes/s] × s (Caro-Martin et al. 2015; Ammann et al. 2016).

Statistical analyses for unitary and EMG activities were carried out using the Sigma Plot 11.0 package (Sigma Plot) and the Statistics MATLAB Toolbox (version 9.4, R2018a; The MathWorks) for Windows, for a statistical significance level of P < 0.05. Mean values are followed when necessary by their standard error mean (SEM). Statistical differences of mean values were determined by analysis of variance (ANOVA). Regression analyses were carried out using ≥50 measurements collected from at least four animals.

From spectral analyses, we selected LFP epochs lasting 3.5 s (1.5 s preceding and 2 s following CS presentation). Analyzes in the frequency domain were carried out in accordance with the following frequency bands: delta (1–5 Hz), theta (5–12 Hz), beta (12–35 Hz), and low-(35–50 Hz) and high-(50–100) gamma bands. The processing of LFP recordings both in the frequency domain by means of fast Fourier transforms (FFT; Figs 5A and 6A,D,G,I) and in the time–frequency domain by means of multivariate Fourier transforms (mFTT; Figs 5C and 6C,F,I,L) were carried out using homemade programs (Jurado-Parras et al. 2013; Fernández-Lamo et al. 2016) written in the MATLAB platform (version 9.4, R2018a; The MathWorks) and customized scripts of Chronux (Mitra and Bokil 2008; Bokil et al. 2010) software (versions 2.11/R2014 and 2.12/R2018. Website: http://chronux.org). Probability maps for the comparison of pairs of spectrograms were generated following previous descriptions by our group (Fernández-Lamo et al. 2016). In addition, to assess the putative spectral couplings between different oscillatory activities from LFP recordings, the crossfrequency correlation (Masimiro et al. 2004) as a measure of comodulation and the power–power spectral ratios were calculated (see Supplementary Appendix 3).

For multivariate statistics assessments, both parametric (Fisher ANOVA F-tests, without or with repeated measures) and nonparametric [ANOVA tests on ranks, without repeated measures (Kruskal–Wallis ANOVA)] methods were used to assess the statistical significance of differences between groups, followed by the appropriate test (Holm–Sidak, Tukey–Kramer, or Student–Newman–Keuls tests, in this order of priority when the group sizes are equal; and the Dunn’s test when the sizes are different) for all the pairwise multiple-comparison analyses (Jurado-Parras et al. 2013; Fernández-Lamo et al. 2016).

Corresponding to delta (1–5 Hz), theta (5–12 Hz), beta (12–35 Hz), and low- (35–50 Hz) and high- (50–100) gamma bands. Although the fundamental contribution to CL power spectrum was determined by delta and theta frequency bands, prominent (well-differentiated) power peaks appeared in delta and low gamma bands during phases I and III. Therefore, the resulting delta–gamma comodulation is also indicated. (B) Histograms of mean spectral powers for all the defined frequency bands. Note that the start of conditioning phases significantly increased the spectral powers in the five frequency bands (Tukey-Kramer multiple comparison test: HAB02 and Baseline vs. phases I, II, and III; ***P < 0.001). Also note that baseline values (dotted black line) were very similar to those collected during the presentation of the unpaired CS (HAB02). (C) Time–frequency representations (spectrograms; N_t = K = 600 tapered Fourier transforms) corresponding to data from HAB02 and conditioning phases I, II, and III illustrated in A and B. Note that maximum spectral powers (see the color calibration bar at the right) for delta and theta occurred during and shortly after CS/US presentations, in the three conditioning phases (white arrows), but maxima for low gamma appeared 1 s after the CS/US, during phases I and III (black arrow). (D) Multiple comparisons between the different spectrograms and their corresponding probabilistic maps according to the jackknifed variance criterion. Red (inference type +1; power in first spectrogram > power in second spectrogram) and blue (inference type –1; power in first spectrogram < power in second spectrogram) indicate significant statistical differences (P < 0.05; jackknife estimates of the variance), and white (inference type 0; power in first spectrogram = power in second spectrogram) indicates no significant differences (P > 0.05). Black arrows indicate that the spectral powers in the low-gamma frequency band were higher in phases I and (especially) III when comparing with phase II, that increment occurred at the end (range between 1 and 2 s after the CS/US presentation) of the analyzed epoch. Red arrows show low, in contrast, spectral powers in low frequencies (especially) were higher in phase II when comparing with phase III during and slightly after the CS/US presentation. (E) Histograms of mean probability densities. Here, it is evident (***P < 0.001, Tukey-Kramer test) that there are statistically significant differences (P < 0.05, red bars) between the habitation (HAB02) and the conditioning (I, II, and III) phases in practically the whole time–frequency range. Although they present some specific significant differences in delta, theta, and low gamma bands, the three conditioning sessions are not statistically different overall (P > 0.05, white bars).
Figure 6. Spectral analyses of LFPs recorded in CL (green), mPFC (magenta), and MC (orange) during classical eyeblink conditioning. (A) Mean power spectra of LFPs recorded in the three recording sites between 1.5 s before and 2 s after the CS initiation during the second habituation session (HAB02). Black arrows indicate spectral ranges corresponding to delta (1–5 Hz), theta (5–12 Hz), beta (12–35 Hz), and low (35–50 Hz) and high (50–100 Hz) gamma bands. (B) Histograms of mean spectral powers for all frequency bands. Baseline values (collected from HAB02 sessions, including no stimulus) are also represented (dotted black line inside the bars); note that they are very similar to those collected during the presentation of the unpaired CS (HAB02). (C) Spectrograms corresponding to data illustrated in A, B. Note that the maximum values of spectral power (see the color calibration bar at the right) appeared during and after CS presentations, and the fundamental contribution to the spectral power was determined by delta and theta bands. (D–L) Same representations and analyses for LFPs recorded in CL, mPFC, and MC during phase I (D–F), phase II (G–I), and phase III (J–L). Note that the most-prominent and differentiated power peaks appeared in delta, theta (white arrows in the spectrograms), and low gamma (black arrows in the spectrograms) bands for the mPFC and CL spectra during conditioning phases I and III (but not during phase II, just when CL neuron activation reached its maximum firing rates). This suggests the possibility of delta–gamma comodulations in D and J but uncorrelated rhythms in panel G. For all the multiple comparisons (Tukey-Kramer test: *P < 0.05; **P < 0.01; ***P < 0.001).
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Results

Location and Identification of Claustral Neurons

Because of its substantial connectivity with the MC, the CC, and the mPFC (Kowiański et al. 1997; Majak et al. 2000; Smith and Alloway 2010; Mathur 2014; White et al. 2018; Smith et al. 2019) and its significantly larger size, the rostral and central portion of the dorsal CL was targeted for electrophysiological recordings. In accordance with Kowiański et al. 1997, that region in rabbits corresponds mainly to the somatosensory and motor protection zones, perhaps also including the auditory and PFC projections areas. The recording area was initially approached using available stereotaxic coordinates (Girgis and Shih-Chang 1981). As illustrated in Figure 1E, recorded neurons were identified by their orthodromic (i.e., synaptic) activation from the MC and the mPFC. Occasionally, they were also activated from the CC (not illustrated). In the absence of conditioning stimuli, the spontaneous activity of CL neurons recorded here (n = 315 from seven rabbits) presented irregular, low firing rates (5–25 spikes/s). Synaptic and/or antidromic activation was recorded when stimulating MC, mPFC, or CC in 81.90% (258/315) of the cases (Supplementary Table 1).

The electrical stimulation of either MC evoked a characteristic early (~10 ms) and late (~150 ms) activation of most (contralateral: 39.44%; ipsilateral: 66.9%) CL neurons, including a noticeable intermediate silent period (Fig. 1E1,G2). Repeated MC stimulations (at 0.1 Hz) increased the mean firing rate of CL neurons (to 50 spikes/s) for the ~300 ms following the silent period. CL neurons (15.59%) were also antidromically activated from the ipsilateral MC with the help of the collision test (Fig. 1G1, see Methods). Mean activation latencies were 3.12 ± 0.13 ms (mean ± SEM; n = 20; range: 2.02–4.53 ms). Additional support for the antidromic nature of spike activation was that it followed stimulation frequencies of up to 300 Hz. Finally, the electrical stimulation of either of the two implanted mPFC sites drove preferentially neurons located deeper in the CL (contralateral: 9.15%; ipsilateral: 10.06%) with a similar profile (i.e., short, late activations separated by a silent period; Fig. 1E2), but with a longer activation latency and a smaller increase in the firing rates of the activated neurons (to 25 spikes/s). With regard to the CL neurons stimulated ipsilaterally from CC, almost half of them (44%) responded to stimuli presented to the rostral CC (AP: 4 mm) and 32% to the caudal part (AP: 0 mm). They were also activated antidromically in 9.09% of the cases from the...
rostral CC and in 12.5% of the cases from its caudal part, suggesting the presence of bidirectional projections between CL and CC (Chia et al. 2020).

Small electrolytic-lesion marks made with tungsten electrodes at the end of the recording sessions indicated that recorded neurons occupied a dorsal position in the rostral part of the CL (Fig. 1C,D). With the help of these electrolytic marks and collected information regarding stereotaxic coordinates, we show the location of recorded CL neurons (n = 315) included in this study. Figure 1D illustrates that the recorded neurons formed a cell column (AP: 0–3 mm; L: 5.5–6.25 mm) in between the striatum and the insular cortex. Note that in its thickest portion, the size of rabbit CL can be ~1 mm (Kowiański et al. 1999).

As previously reported (Ammann et al. 2016), the MC area that we stimulated was clearly related to eyelid movements: stimulation there (twin pulses separated by a 2 ms interval) evoked short-latency activation (16.6 ± 0.4 ms; range 15.1–18.7 ms) of the contralateral O.O. muscle (Fig. 1F3). In contrast, applying similar stimuli to the CL (Fig. 1F1), mPFC (Fig. 1F2), or CC (not illustrated) did not activate this muscle.

**Firing Activity of Claustral Neurons During Classical Eyelblink Conditioning**

For eyelink conditioning, animals were presented with a tone as CS and, 250 ms later, with a 100 ms air puff aimed at the left cornea as US (Fig. 2A, B). Apart from two preliminary recording sessions to adapt the animals to the recording devices, activity of CL neurons was recorded for two habituation sessions (only CS was presented) and eight conditioning sessions (paired CS/US, n = 5), or six pseudoconditioning sessions (randomized CS and US, n = 2). Mean learning curves of conditioned and pseudoconditioned animals are illustrated in Figure 2C. Although conditioned animals reached the selected criterion by the fifth session, training was maintained up to the eighth session. The aim was to identify and record neurons both during the acquisition process and when the learning curve reached asymptotic values. Those acquisition values were similar to those collected in rabbits when using the same delay conditioning paradigm and recording characteristics (Gruart et al. 2000; Leal-Campanario et al. 2007; Caro-Martín et al. 2015; Ammann et al. 2016).

Neurons were classified in three different groups (A–C) depending on their firing activity during presentations of paired stimuli (Figs 2B, 3A–C and Supplementary Table 2). The following analysis only includes neurons recorded for ≥8 trials during conditioning (n = 130 neurons from n = 5 rabbits) or pseudoconditioning sessions (n = 47 neurons from n = 2 rabbits); otherwise, sorting them depending on their activity was very ambiguous. All the selected neurons were also activated by at least one of the stimulating electrodes (MC, mPFC, and/or CC) to ensure that the recording site was the CL.

Type A neurons recorded during conditioning sessions (n = 59) were characterized by a >30% increase in their firing rate during CS/US presentations and even after them (Figs 2B and 3A). In the absence of the paired stimuli, type A neurons presented an irregular, low (15–20 spikes/s) discharge rate. Type A neurons were rarely activated during single-stimulus presentations of any sensory modality. As a whole, the averaged firing rate of type A neurons increased 293.02 ± 29.56% compared with baseline values acquired immediately before CS presentations (H = 50.900 with one degree of freedom; P < 0.001; Kruskal–Wallis one-way ANOVA on ranks). The activation of these neurons took place 175.5 ± 11.5 ms (n = 57; range 50–430 ms) after the CS presentation—namely, well after the mean value for the beginning of CRs (156.7 ± 13.8; range 76–231 ms). The activation lasted 476.8 ± 33.5 ms, that is, very much longer than the CS + US interval. In addition, the mean peak activity of type A neurons took place slightly after the CS/US presentations (380 ± 39.5 ms after CS onset). In Figure 2B is illustrated a type A neuron recorded from a well-trained animal during the fifth conditioning session. The cell was activated after CR initiation (i.e., 164 and 129 ms after CS onset, respectively). The averaged firing rate of this neuron increased 330.43% steadily from its early activation until surpassing the end of the US by >600 ms [F(1,8) = 58.533; P < 0.001; one-way ANOVA F-test]. Its firing rate peaked right before (229 ms after the CS) the US presentation and reached ~50 spikes/s. In contrast, the type A neuron illustrated in Figure 3A started increasing its firing rate almost at the same time as CR onset (~160 ms after the CS) but also reached its peak firing rate before the US (208 ms). Here again, the increase in firing rate (593.51% more than its baseline) surpassed the end of the US by >600 ms [F(1,8) = 80.365; P < 0.001; one-way ANOVA F-test].

Type B neurons recorded during conditioning sessions (n = 16) were characterized by a >30% decrease in their firing rate during CS/US presentations (Fig. 3B). In the absence of paired stimuli, type B neurons presented an irregular spontaneous firing rate (20–30 spikes/s), some 133–150% higher than that presented by type A neurons. As already described for type A neurons, type B cells were rarely found during single-stimulus presentations of any sensory modality. The averaged firing rate of type B neurons decreased 59.59 ± 5.82% compared with baseline values (H = 38.434 with one degree of freedom; P < 0.001; Kruskal–Wallis one-way ANOVA on ranks). Overall, the inhibition of type B neurons took place from 60.0 ± 18.7 to 266.6 ± 25.2 ms after CS presentations (mostly during the CS–US interval); hence, their inhibition occurred before the mean value for the beginning of CRs (156.7 ± 13.8; range 76–231 ms). As an example, Figure 3A illustrates a type B neuron recorded from a well-trained animal during the eighth conditioning session. This neuron was inhibited 65 ms following CS presentation, well before CR onset (111 ms after the CS) and recovered its baseline activity (~250 ms after the CS); that is, by US presentation. This neuron presented a decrease of 79.16% of its activity during approximately 185 ms [F(1,8) = 62.395; P < 0.001; one-way ANOVA F-test].

Type C neurons recorded during conditioning sessions (n = 55) presented an irregular firing rate (20–30 spikes/s) that was not modified by any stimulus present in the recording room, including the paired CS/US presentation during conditioning sessions (H = 0.678 with one degree of freedom; P = 0.41; Kruskal–Wallis one-way ANOVA on ranks). See an example in Figure 3C. This neuron did not change its firing rate in response to CS/US presentations; its baseline values—obtained 500 ms before CS onset—were very similar to those obtained 500 ms after the CS (25.74 and 26.50 spikes/s respectively) [F(1,8) = 0.127; P = 0.731; one-way ANOVA F-test].

Remarkably, the percentage of these three types of neuron was modified across habituation and conditioning sessions but not during pseudoconditioning. As illustrated in Figure 3D, the evolution in the relative percentage of type A (green), B (red), and C (blue) neurons across training was best represented with quadratic or higher order polynomial fits (Supplementary Table 3). Thus, during the two habituation sessions, type C neurons represented 68.42% and 83.33% of recorded units, respectively, while type A neurons were only 26.32% and 16.67%, and type B less than 5%. During the first
five conditioning sessions (prelearning and learning phase, up until rabbits reached the selected criterion), these percentages changed notably for types A and C neurons. The number of type A neurons showed a growing trend, reaching its highest value around CON5 and reaching values of 76.47% of recorded units. In contrast, the number of type C neurons decreased, showing its lowest value also at CON5 (11.76%). From CON6 on (when the percentage of CRs reached asymptotic values), this trend flipped again, and by CON8 type C neurons were the most numerous cells recorded (46.15% for type C; 38.46% for type A). Type B cells presented rather low, constant values (12.27 ± 2.26%, ranging from 0 to 25% of recorded units) across sessions, and no trend was detected.

As indicated in Figure 3E and Supplementary Table 3, no changes in the relative percentages of types A, B, and C neurons were observed during pseudoconditioning sessions. In response to single CS presentations, the percentage of the recorded type C neurons remained at high levels, while the percentages of types A and B neurons maintained low levels across training [Fig. 3E, types A (10.64%), B (4.26%), and C (85.11%)]. Similar results were collected during single US presentations [Fig. 3F, types A (12.5%), B (2.5%), and C (85%)]. The reliability of these data is confirmed by the results obtained for the two habituation sessions when only the CS was presented (Fig. 3D,E).

Taken together, recorded CL cells did not respond to single stimuli (even when presented at high intensities), as during pseudoconditioning. Type A neurons did respond with an increase of firing activity to the same stimuli when they were presented together (paired CS/US); in this situation, their percentage increased in conjunction with the development of CRs, until animals reached the learning criterion—that is, when the acquisition phase was finished. The burst of activity presented by type A neurons followed the initiation of CRs. In contrast, type B neurons decreased their activity during the CS−US interval, but the number of recorded units remained low across sessions and no particular evolution was observed. Their inhibition preceded CR onset. Interestingly, the number of recorded neurons not related to CS and US presentations (type C) decreased during the first conditioning sessions until animals reached criterion. This suggests a recruitment of type A CL neurons, at the expense of type C cells, during CR acquisition.

Because firing rate profiles and spike durations vary between pyramidal cells and interneurons (Buzsáki and Kandel 1998; Csicsvari et al. 1999; Constantinidis and Goldman-Rakic 2002; Barthó et al. 2004; Viskontas et al. 2007), we used these two criteria to discriminate principal (projecting neurons) and nonprincipal units (putative inhibitory interneurons) from neuronal recordings. Following the analytical procedures detailed in Supplementary Table 4, Supplementary Fig. 3, and Supplementary Appendix 2, no significant differences (P > 0.05) were observed between the spike durations of types A and C neurons. Only the cluster of spikes from type B neurons showed shorter spike durations (0.88 ± 0.01, range 0.80–0.92 ms) than those of type A cluster (1.04 ± 0.01, range 0.94–1.09 ms). The multiple comparison demonstrated that there was a statistically significant difference (H = 16.26 with one degree of freedom; P < 0.001; Kruskal–Wallis one-way ANOVA on ranks) between the mean values of the spike duration (see Supplementary Table 4). These differences in spike duration together with their different firing patterns, suggest that type B neurons could represent a population of CL interneurons, while types A and C neurons might represent projecting neurons.

Changes in the Firing Rate of Type A Neurons in Relation to the Development of Conditioned Responses Across Conditioning

We also checked the putative relationships between the discharge rates of type A neurons during the acquisition process and EMG activity of the left O.O. muscle collected during the corresponding sessions and trials (Fig. 4). For this, we quantified the integrated firing rate [in (spikes/s) × s] of type A neurons during the CS−US (Fig. 4A,B,D) and CS + US (Fig. 4A,C,E) periods and represented it against the EMG area (in mV × s) of the rectified EMG activity of the left O.O. muscle (n = 5 animals; Supplementary Table 5). We determined the linear relationships between these two variables in early (from first to third) and late (from fourth to eighth) conditioning sessions during the CS−US interval (early conditioning, Fig. 4B; late conditioning, Fig. 4D), and also during the CS + US period (early conditioning, Fig. 4C; late conditioning, Fig. 4E). None of these four representations (Fig. 4B–E) indicated the presence of a linear relationship (r > 0.6).

Finally, it is well known that training reduces the latency of CRs with respect to CS presentation (see details and references in Gruart et al. 1995). If claustral neuron activity is related to the development and/or expression of CRs then type A neurons in well-trained animals should decrease their initiation latency with respect to CS onset. Accordingly, we checked whether the activation latency of type A neurons to CS presentation was inversely correlated to the percentage of CRs. As illustrated in Figure 4F, we found that there was no linear relationship between these two variables. Taken together, these results indicate that type A neurons are not related with the EMG activity of the O.O. muscle during the acquisition process.

Analysis of LFPs Recorded in CL, MC, and mPFC During the Classical Conditioning of Eyelid Responses

During the unitary recording sessions, we noticed the presence of specific changes in LFPs recorded in the CL across conditioning, particularly in the gamma band (Cebolla and Cheron 2019). In order to have consistent recordings of selected CL sites during all training sessions, we prepared four additional rabbits with chronically implanted tetrodes in the right CL (Supplementary Fig. 1). As a result, each recording was performed in the following sequence and corresponding sessions (Fig. 4): first, unitary recording sessions; second, LFP recording sessions; and third, EMG recording sessions. Between these two variables in early (from first to third) and late (from fourth to eighth) conditioning sessions during the CS−US interval (early conditioning, Fig. 4B; late conditioning, Fig. 4D), and also during the CS + US period (early conditioning, Fig. 4C; late conditioning, Fig. 4E). None of these four representations (Fig. 4B–E) indicated the presence of a linear relationship (r > 0.6).
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Changes carried out in the CL. As plotted in Figure 5, the difference to the baseline values is shown (dotted black line). The histograms also further illustrate that the above-indicated changes in spectral power for LFPs collected in the CL when comparing habituation versus any of the conditioning phases were present in mPFC and MC as well, and they were even stronger (Tukey–Kramer multiple comparison test: HAB02 and Baseline vs. phases I, II, and III, P < 0.001, white asterisk).

CL results were detailedly described and analyzed above, hence data from mPFC and MC LFP recordings are going to be evaluated next. The changes we observed in CL LFP spectra seem to be present and even greater in mPFC ones. Apparently, both structures follow a similar spectral pattern. The two structures increased their LFP spectral power in delta (1–5 Hz) during phases I and II (even though both increased, power values from mPFC became statistically different that those from CL, P < 0.001), and reduced it notably in phase III. In addition, they both raised remarkably their spectral power for low gamma band (35–50 Hz) in phases I and III (Fig. 6E,K, 35–50 Hz plots; Fig. 6L,H, see black arrows). Curiously, mPFC is the one recording site whose theta band (5–12 Hz) spectral powers grew the most compared with habituation session, but its values remained unchangeable throughout the three conditioning phases. On the other hand, LFP recordings from MC did not follow the same spectral patterns as those from CL and mPFC. Its spectral powers did increase in phases I and II specially for low frequencies (delta and theta), but in contrapositions to CL and mPFC, LFP from MC did not experience any noticeable change for the low gamma values across phases I, II, and III (*P < 0.05; **P < 0.01; ***P < 0.001; Tukey–Kramer test).

None of the three structures presented any remarkable change in beta (12–35 Hz) and high gamma (50–100 Hz) bands, except the general increase of spectral power in all the five bands produced presumably due to the conditioning itself.

Finally, comodulation analysis by means of the cross-frequency couplings and the computation of the power–power spectral ratios between different frequency bands indicated that the strength of these crossfrequency interactions changes dynamically and differentially, between the LFP oscillatory activities from CL, mPFC, or MC. In summary, the LFP oscillatory patterns at CL–mPFC network nodes were correlated with coordinated dynamic changes in delta and low-gamma powers. In contrast, at the CL–MC network nodes, the power dynamics in delta and gamma frequency bands were uncorrelated. In relation to the above, see further comments and detailed statistical results in Supplementary Appendix 3.

Effects of Blocking CL Output on the Acquisition Curve and on the EMG Activity of the Orbicularis Oculi Muscle During Classical Eyeblink Conditioning

In a final experimental step, we studied the putative effects of blocking CL neuron output on learning and/or performance of conditioned eyeblink responses. For this, we used a novel method for virus-delivered inducible silencing of synaptic transmission (vINSIST, see Methods, and Supplementary Fig. 2 and Supplementary Appendix 1). A homogeneous cocktail of three rAAVs was injected at three different sites (2 µl each) in the two CLs (Fig. 7). With the vINSIST method, we were able not only to silence the synaptic transmission in CL after doxycycline treatment, but also to target infected (EGFP, green) and inhibited (tdTOM, red) CL neurons (Fig. 7C).
A total of eight rAAV-injected rabbits were classically conditioned using a delay paradigm; four of them were injected with doxycycline following the second habituation session (before the learning has even started; the blue group) and the other four were injected following the sixth conditioning session (after the learning has been achieved; the magenta group) (Fig. 8A). As illustrated in Figure 8B, animals included in the early inhibited CLs group (blue) presented a significantly delayed learning curve $[F(7,42)=14.179; \ P < 0.001; \text{two-way ANOVA F-test}]$ with respect to values collected from the late-inhibited CLs group (magenta). In contrast, the activation of the injected rAAVs in the magenta group after the sixth conditioning session (i.e., once the learning criterion has been reached) produced no noticeable effects. In regard to the EMG activity of the O.O. muscle during the CS-US interval (Fig. 8C–E), the early inactivation of both CLs in the blue group significantly decreased the mean area of the rectified EMG during the intermediate conditioning sessions, but control values were reached by the eighth conditioning session $[F(3,18)=7.287; \ P = 0.002; \text{two-way ANOVA F-test}]$. In contrast, there were no significant differences for the evoked URs shown during the CS+US period $[F(3,18)=3.036; \ P = 0.056; \text{two-way ANOVA F-test}]$.

In summary, the early inactivation of both CLs delayed the acquisition of a classical conditioning task without affecting its performance, but their inactivation in well-trained animals had no effect. Therefore, we conclude that CL neurons are involved in the cognitive component of the eyelink conditioning, rather than the motor.

**Discussion**

We have found that CL neurons exhibit changes in their activity during classical eyelink conditioning in behaving rabbits. Their firing properties were related to cognitive aspects of the acquisition process rather than the kinematics of the CR. Below we discuss our findings in detail and consider the potential role of the CL in cognitive-like functions involved in associative learning.

**Location and Identification of Claustral Neurons**

Specific details were considered to ensure that recordings were carried out in the CL. Even though rabbit CL is far easier to access, due to its significantly larger size (compared with mouse CL), its differential and dense connectivity (anti- and ortho-dromic) with MC, mFFC, and CC (Carman et al. 1964; Crick and Koch 2005;
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Mathur 2014; Chia et al. 2017; Atlan et al. 2018; White et al. 2018) and its spontaneous firing rate (Spector et al. 1974; Chachich and Powell 2004) are key to identifying the recorded zone. The electrolytic marks in the postmortem tissues confirmed that the region recorded was the CL.

CL neurons were easily activated synaptically from MC, mPFC, and CC, but their antidromic activation was much more difficult. This could be the result of their extensive branching into different cortical areas (Marchi et al. 1983; Minciacchi et al. 1985; Majak et al. 2000), which would certainly hinder the antidromic invasion of their somas (Steriade et al. 1971; Lipski 1981). As supported by the present results and in the multiunit recordings carried out in rabbit CL during Pavlovian heart rate conditioning by Chachich and Powell (2004), CL neurons presented a low, irregular spontaneous firing that was not easily modulated by the single presentation of stimuli used as CS or US. This characteristic firing helped to differentiate CL from nearby nuclei while recording. For instance, insular neurons in rabbits present inconstant, low-magnitude responses during classical conditioning (Gibbs et al. 1992). Moreover, insular neurons in monkeys seem to be involved in integrative complex processing of sounds and vocal communications (Remedios et al. 2009), while—as reported here—CL neurons are not very active when presented with single stimuli of any sensory modality. Finally, the inactivation of the insular cortex by tetrodotoxin evokes different effects to those reported here for the CL (Bermudez-Rattoni et al. 1991). On the other hand, striatal cells present a characteristic low-frequency stable tonic firing that can be modulated during classical eyelink conditioning with the response profiles pretty different (Blázquez et al. 2002) to those reported here for types A and B neurons.

Finally, action potentials recorded in fiber tracks and long dendrites present a quite different shape than those recorded near neuron somas (Delgado-García et al. 1990; Deligkaris et al. 2016). That is why we dismiss the possibility of having been recording in the extreme or external capsule or dendrites located outside the nucleus. Thus, we are positive that the neuronal activity analyzed in this work has been recorded in the CL.

Firing Activity of Claustral Neurons During Classical Eyelink Conditioning

Type A neurons reported here presented activation profiles similarly to those of other cortical neurons recorded in rabbits during delay eyelink conditioning. For instance, Leal-Campanario et al. (2013) identified mPFC pyramidal neurons that presented a delayed firing with respect to CS presentation. Caro-Martín et al. 2015 ("late mPFC neurons") and Ammann et al. 2016 ("type C pyramidal MC neurons") also recorded similar cells. In addition, CL neurons recorded by Chachich and Powell (2004) presented a late and longer lasting increase in their discharge rate during paired CS/US presentations similarly to type A neurons reported here. In contrast, they did not report the presence of cells that responded with inhibition (type B neurons), probably due to their multiunit recording procedures. Even using single-unit recordings as carried out here, finding type B neurons was challenging. Inhibition was perceptible only when neurons had high baseline firing rates and the recording was held for a long time. Type C neurons did not respond to any stimuli, not even to the paired CS/US presentations. They represented more than 75% of the recorded cells during habituation and pseudoconditioning sessions (when single or unpaired stimuli were presented), but they became less frequent during the learning phase. In fact, they seemed to be replaced by type A neurons, whose number increased considerably (Fig. 3D–F). Although the spike durations of types A and C neurons were similar and they presented an inverse relation across conditioning, the fact that they presented different baseline firing rates prevent considering them as member of the same CL population.

Moreover, this work clearly shows how types A and B neurons respond to the presentations of the paired CS/US. Therefore, we believe they must play a role in this type of associative learning. Claustral type A neurons increased their activity with the association of the paired CS/US during the acquisition of the CRs. However, we reject the possibility that their function during the learning phase is related to the motor performance of the CRs, for three main reasons: (1) CRs appeared mostly before type A neurons discharged (156.7 ± 13.8 and 175.5 ± 11.5 ms after the CS, respectively), so there is no way their activation could produce or modulate the movement of the eyelid. (2) The first CRs started appearing very soon in the training and they became larger and more numerous until the learning curve reached asymptotic values (around the fifth session). If type A neurons were necessary for the proper execution of the CRs, their activation should be maintained specifically during the last conditioning sessions, when more and bigger CRs are delivered. On the contrary, these data show that after the fifth session, type A neuron number starts to decrease (Fig. 3D). And (3) the regression analysis dismisses any linear relationship between the discharge rates of type A neurons and the EMG activity of the O.O. muscle (r > 0.6), both for the CS–US period, where CRs are expected (Fig. 4B,D,F) and for the CS + US interval, when URs appeared (Fig. 4C,E). On top of that, it was usual to find CS/US trials with type A neuron firing activity and no CR, and vice versa. It can be concluded then that type A neurons are not related to the correct performance of the eyelid CRs. Alternatively, it is more plausible that their role is related to attentional, cognitive processes, since type A cell activity is mainly required during the acquisition phase: once the CRs are fully developed and the learning is achieved, no more activation in the CL is recorded. Furthermore, claustrocortical connections are expected to produce inhibition of their target cortices, especially in PFC (Jackson et al. 2018). Therefore, we hypothesize that type A cell activity will suppress cortical areas during the learning phase.

In contrast, given their firing profiles during conditioning and the short duration of their spikes, type B neurons are expected to be interneurons and not project out of the CL. They certainly did respond to the CS/US before the initiation of the CRs (60 ± 18 and 156.7 ± 13.8 ms after the CS, respectively), but it is unlikely that their inhibition is somehow involved in the CR performances. Rather, they might be part of an inhibitory inner circuitry. Anyway, as said before, more data are needed to clarify with regard to type B neurons.

Analysis of LFPs Recorded in CL, MC, and mPFC During the Classical Conditioning of Eyelid Responses

According to data obtained from LFPs recorded in CL (Fig. 5), habituation and baseline results barely differed, and single CS presentations did not produce any change in spectral power, as has already been indicated for single-unit recordings. In contrast, the CS/US association increased the spectral power of all the frequency bands. Comparing spectral power changes (Fig. 5C) with single-unit activation (Fig. 3D) throughout phases I, II, and III, we noticed several remarkable details: (1) In the prelearning stage (phase I), there was a perceptible increase of
low-frequency (delta and theta) spectral powers, and simultaneously (during and slightly after the CS/US presentation) a few type A neurons started firing. One second after the CS, there was a slight increase of low gamma spectral power. (2) During the acquisition stage (phase II), delta and theta spectral powers were the highest simultaneously (during and slightly after the CS/US presentation) with the increased firing of type A neurons. One second after the CS, the low gamma peak had disappeared. And (3) when learning had been achieved (phase III), delta and theta presented the lowest spectral powers during and slightly after the CS/US, while type A neurons were rarely recorded. Yet, one second after the CS, the low gamma band presented its highest value, with a prominent peak.

To sum up, the spectral patterns (power–power ratios and amplitude–amplitude comodulations) suggest that the couplings in which delta–gamma comodulation appears in CL LFPs seem to depend on the learning phase. Not only are they absent during habituation sessions, but also, the strength of these cross-frequency interactions changed differentially during phases I, II, and III. Moreover, those patterns seem to be tightly related to the single-unit activities. Available information concerning LFP recordings carried out in CL of behaving rats indicates a similar modulation between two frequency bands (1–4 and 8–12 Hz) during spontaneous behaviors (Jankowski et al. 2017), although frequency bands in rats and rabbits are not equivalent.

Data collected from LFP recordings carried out in CL, mPFC, and MC are quite intriguing. Despite the fact that MC recordings seem to follow a completely different pattern, mPFC recordings also presented a distinctive increment of spectral power in low-gamma frequencies during some conditioning phases, as described above for CL recordings. Thus, LFPs recorded from CL–mPFC network nodes exhibit an amplitude–amplitude coupling between delta and low-gamma frequency bands during phases I and III. In contrast, during the acquisition stage (phase II) the low gamma peak disappeared in CL and mPFC and delta–gamma comodulation was not found. In single-unit recording experiments, it was also during the acquisition sessions that the percentage of type A neurons was greater, reaching its highest value at the end of this stage (Fig. 3D). These cells fired from 175.5 ± 11.5 to 476.8 ± 33.5 ms after the CS presentations and ~500 ms after that, the expected low-gamma peak was missing. Thus, firing activities of CL neurons could prevent the presence of low-gamma oscillations. Additionally, as Jackson et al. (2018) have reported using optogenetic activation of CL neurons, it is likely that CL type A cells target mPFC interneurons which inhibit pyramidal neurons. Those inhibited mPFC neurons could generate the low-gamma oscillations described in phases I and III (especially considering that spectral power values for low gamma were higher in mPFC than in CL). After the acquisition period (i.e., in phase III), CL neurons become silent and mPFC might again generate low gamma oscillations. This would also explain why in phase I, the low-gamma peak is small: there are already a few CL neurons firing, but not sufficient to inhibit PFC activity as they do in phase II.

In contrast, MC does increase its spectral power values for low frequencies (delta and theta) across conditioning, but not for low gamma. This fact helps to verify that this peak in the low-gamma band is specific and is not occurring all-brain-wide due to signal contamination. In accordance, it can be suggested that the power dynamics at CL nodes could be related to cognitive-like functions (CL and mPFC LFPs are correlated) rather than to the motor neural control (CL and MC LFPs are uncorrelated) during classical eyeblink conditioning (contrary to the predominant motor control role played by MC circuits for the generation of eyelid-conditioned responses (CRs) as described by Ammann et al. 2016).

Notice that for LFP experiments, we use special electrodes to avoid multunitary recording that could affect low- and/or high-gamma amplitudes. Thus, the delta–gamma couplings in the CL–mPFC network nodes were due to genuine interactions between spectral patterns of two LFP oscillations, and not to spike contamination from the local firing of CL and/or mPFC neurons. These LFP spectral patterns should endorse the proposal of the delta-associated gamma oscillations described here as a new type of CL–mPFC coupling, directly involved in cognitive processes related to this type of associative learning. Indeed, results presented here further support evidence (White et al. 2018) of a cognitive control system, where CL is subservient to network function (mainly top–down) rather than an integrator of sensory cortical information.

### CL Inactivation Delayed Learning During Classical Eyeblink Conditioning

Regarding the inhibition of CL neuron afferences, the injections of the vINSiST rAAVs were minimal and local, in order to avoid spill over adjacent structures. Hence, it is unlikely that the entire CL was reached by injected viruses. Nevertheless, the partial inactivation of both CLs evoked a noticeable delay in the acquisition of CRs, without affecting URs. This delay in CR acquisition was evident not only in a qualitative sense (there were fewer CRs in early conditioning sessions; Fig. 8D), but also in a quantitative one (when CSs started appearing, they were considerably smaller; Fig. 8C–E). In contrast, we could not find any significant difference between the URs of blue and magenta groups; thus, CL shutdown affected the cognitive component of the task, but not the motor one. Furthermore, Chachich and Powell (2004) attained similar results—a delay in the acquisition of a classical heart rate conditioning—following permanent bilateral electrolytic lesion in the CL of rabbits. These results, together with the data illustrated in Figure 4, confirmed that CL neurons are not related to the kinematics of eyelid CRs, further support our previous statement about the CL being involved in the cognitive components of this type of associative learning.

In opposition to the role in the motor aspects of conditioned eyeblinks played by the cerebellum (Welsh and Harvey 1991; Krupa et al. 1993; Christian and Thompson 2003; Sánchez-Camusano et al. 2007; Ten Brinke et al. 2017) and the MC (Aou et al. 1992; Ammann et al. 2016), we believe that CL may be part of the several brain structures implicated in the cognitive component, mainly the hippocampus (Roscrola 1988; Múñera et al. 2001), CC (Weible et al. 2003; Hattori et al. 2014), and the mPFC (Powell et al. 2005; Leal-Campanario et al. 2007; Siegel and Mauk 2013; Caro-Martín et al. 2015).

The cognitive role of CL neurons could be related to the attentional process triggered by CS/US association, as reported by Goll et al. (2015). Furthermore, this putative role of the CL in the attentional and cognitive components of classical eyeblink conditioning has also been proposed for CL in other types of learning task, as a sort of resilience to distraction (Atlan et al. 2018). As shown here, reduction in claustral activities produces a noticeable deficit in the cognitive components of classical eyeblink conditioning. It has also been reported that CL presents a heightened activity in patients with attention deficit hyperactivity disorder as compared with controls.
Therefore, it is possible that a specific activation–inhibition balance of the CL cell population is needed to cope with complex cognitive challenges that require recruiting attention.

According to the present results, CL neurons are not activated by single and/or irrelevant stimuli of any sensory modality. In fact, they are activated by paired CS/US associations until the moment when CRs reach asymptotic values in their expression levels. In conclusion, the CL seems to play an important role in the proper acquisition of classical conditioning tasks, mostly in attentional processes related to CS/US association.

Supplementary Material

Supplementary material can be found at Cerebral Cortex online.
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