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Abstract—The original Broad Learning System (BLS) on new added nodes and its existing efficient implementation both assume the ridge parameter $\lambda \rightarrow 0$ in the ridge inverse to approximate the generalized inverse, and compute the generalized inverse solution for the output weights. In this paper, we propose two ridge solutions for the output weights in the BLS on added nodes, where $\lambda \rightarrow 0$ is no longer assumed, and $\lambda$ can be any positive real number. One of the proposed ridge solutions computes the output weights from the inverse Cholesky factor, which is updated efficiently by extending the existing inverse Cholesky factorization. The other proposed ridge solution computes the output weights from the ridge inverse, and updates the ridge inverse by extending the Greville’s method that is a classical tool to compute the generalized inverse of partitioned matrices. For the proposed efficient ridge solution based on the inverse Cholesky factor, we also develop another implementation that is numerically more stable when the ridge parameter $\lambda$ is very small.

The proposed ridge solution based on the ridge inverse and the numerically more stable implementation of the proposed efficient ridge solution require the same complexity as the original BLS and the existing efficient BLS, respectively. Moreover, the speedups of the proposed efficient ridge solution to the original BLS and the existing efficient BLS are 300% and more than 167% respectively, when the computational complexities for each update are compared, and the speedups are 199% ~ 252% and 131% ~ 158%, respectively, when the total training time is compared by numerical experiments. On the other hand, our numerical experiments show that both the proposed ridge solutions for BLS achieve better testing accuracies than the original BLS and the existing efficient BLS.

Index Terms—Big data, broad learning system (BLS), incremental learning, added nodes, random vector functional-link neural networks (RVFLNN), single layer feedforward neural networks (SLFN), efficient algorithms, partitioned matrix, inverse Cholesky factorization, generalized inverse, generalized inverse solution, ridge inverse, ridge solution, Greville’s method.

I. INTRODUCTION

Deep neural networks (DNNs), including the deep belief networks (DBN) [1], [2], the deep Boltzmann machines (DBM) [3], and the convolutional neural networks (CNN) [4], [5], have been successfully adopted in many applications [6], [7], particularly in image and speech recognition [8], [9]. However, most DNNs suffer from the time-consuming training process, since usually they possess complicated structures and need to tune a huge number of hyperparameters by back propagation of error [10], [11]. Furthermore, DNNs are treated as black boxes in most cases, which makes theoretic analysis of DNNs very difficult.

Single layer feedforward neural networks (SLFN) have been widely applied in classification and regression because of their universal approximation capability [11]–[13]. The traditional Gradient-descent-based learning algorithms [10], [14] can be utilized to adjust the input and output weights of SLFN. However, the Gradient-descent-based algorithms are very slow in the training process, and may easily halt at local optima. Furthermore, their generalization performance is much affected by parameter settings (e.g., the setting of learning rate). Then the random vector functional-link neural network (RVFLNN) has been proposed [11] as a different train method, which generates the input weights and the biases randomly, and learns only the output weights. RVFLNN eliminates the disadvantage of slow training process, and also offers the generalization capability in function approximation [13].

For a new added node or input in the RVFLNN, the dynamic step-wise updating algorithm proposed in [15] can update the output weights easily by only computing the generalized inverse of that added node or input, which is suitable for time-variety data with moderate size. Then to process time-variety big data with high dimension, the scheme proposed in [15] was improved in [16] to propose the Broad Learning System (BLS). For BLS, several BLS variants have been proposed, which include cascade, recurrent, and broad-deep combination structures, and the proof of the universal approximation capability has been given [17].

In the original BLS algorithm [16], the output weights are the generalized inverse solution [18] computed from the generalized inverse, and the generalized inverse is updated efficiently by the Greville’s method [19]. Recently in [20], we proposed an efficient implementation of the original BLS algorithm on added nodes, which computes the output weights from the inverse Cholesky factor of the Hermitian matrix in the generalized inverse, and updates the inverse Cholesky factor efficiently. With respect to the original BLS, the efficient BLS in [20] requires less than $\frac{1}{2}$ of complexity, and achieves the same testing accuracy when the tiny differences caused by the numerical errors are neglected. Both the BLS algorithms in [16], [20] are based on the generalized inverse with the ridge regression approximation, where the ridge parameter $\lambda \rightarrow 0$ is assumed in the ridge inverse [18] to approximate the generalized inverse.

In this paper, we will propose two ridge solutions [18] for the BLS with new added nodes, where it is no longer required to assume the ridge parameter $\lambda \rightarrow 0$ (i.e., $\lambda$ can be any positive real number). In one of the proposed ridge solutions, the output weights are computed from the inverse Cholesky factor of the Hermitian matrix in the ridge inverse, and the inverse Cholesky factorization [21] is extended to update the inverse Cholesky factor efficiently. In the other proposed ridge solution, the output weights are computed...
from the ridge inverse, and the Greville’s method \[19\] for the
generalized inverse is extended to update the ridge inverse.
For the proposed efficient ridge solution based on the inverse
Cholesky factor, we also develop another implementation that
is numerically more stable when the ridge parameter \(\lambda\) is very
small. In simulations, both the proposed ridge solutions usually
achieve better testing accuracy than the existing generalized
inverse solutions \[16, 20\] for BLS. Moreover, the proposed
efficient ridge solution requires less complexity than the effi-
cient generalized inverse solution in \[20\].

Since the training processing of big data with high di-
menion may exceed the capacity of a single computational
node, there is a need to distribute computing tasks across
multiple computational nodes, which can also be called as
workers \[28\]. Specifically, a distributed implementation is
usually necessary if data is inherently distributed or too big
to store on a single worker. In distributed systems, algorithms
have to be chosen and implemented to enable parallel com-
putation. In the distributed machine learning systems, two
fundamental parallelization approaches are data-parallelism
and model-parallelism \[28\], which parallelize the data and the
model, respectively, and can be applied simultaneously. Data-
parallelism partitions training samples into multiple workers
and then all workers apply nearly the same algorithms to
execute the training process. In the distributed machine
learning systems, two
dimensional may exceed the capacity of a single computational
node, there is a need to distribute computing tasks across
multiple computational nodes, which can also be called as
workers \[28\]. Specifically, a distributed implementation is
usually necessary if data is inherently distributed or too big
to store on a single worker. In distributed systems, algorithms
have to be chosen and implemented to enable parallel com-
putation. In the distributed machine learning systems, two
fundamental parallelization approaches are data-parallelism
and model-parallelism \[28\], which parallelize the data and the
model, respectively, and can be applied simultaneously. Data-
parallelism partitions training samples into multiple workers
and then all workers apply nearly the same algorithms to
execute the training process. In the distributed machine
learning systems, two

In Section IV. Section V compares the expected computational
costs of the presented BLS algorithms, evaluates these
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A. Ridge Regression Approximation of the Generalized Inverse

In a flatted neural network, the generalized inverse solution
\[\bar{W}\] is equivalent to the least square solution

\[
\text{argmin}_{\bar{W}} \| A\bar{W} - Y \|_2 \tag{4}
\]

of the linear equation \([1]\), which is a very convenient
approach to obtain the output weights \([15, 16]\). Although
the least square solution \([4]\) is aimed to minimize training
testing errors, usually it can not achieve the minimum generalization
errors, especially for ill-conditioned problems. To improve the
generalization performance, instead of the least square solution
\([4]\), we can use the regularized least-square solution

\[
\text{argmin}_{\bar{W}} \| A\bar{W} - Y \|_2^2 + \lambda \| W \|_2^2, \tag{5}
\]

where \(\| \cdot \|_2\) denotes the \(l_2\) norm, and \(\lambda > 0\) is the constraint
on the sum of the squared weights \(\bar{W}\). The solution \([5]\) is
equivalent to the ridge solution \([18]\)

\[
\bar{W} = A^\dagger Y, \tag{6}
\]

where the ridge inverse

\[
A^\dagger = (A^T A + \lambda I)^{-1} A^T. \tag{7}
\]

In \([7]\), the ridge parameter \(\lambda\) can be any positive real
number. When \(\lambda \rightarrow 0\), the ridge solution \([5]\) degenerates
into the generalized inverse solution \([2]\), and the ridge inverse
degenerates into the generalized inverse \([16, \text{ equation (3)}]\), i.e.,

\[
\lim_{\lambda \rightarrow 0} A^\dagger = \lim_{\lambda \rightarrow 0} (A^T A + \lambda I)^{-1} A^T = A^+. \tag{8}
\]

In \([16]\), the ridge regression approximation of the generalized
inverse, i.e., \([8]\), is applied to compute the generalized inverse.

B. Broad Learning Model on Added Nodes

In the BLS, the input data \(X\) is mapped to form the
feature nodes, and then the feature nodes are enhanced as the
enhancement nodes. At last, the connections of all the feature
and enhancement nodes are fed into the output.

The BLS projects the input data \(X\) to obtain the \(i\)-th group
of mapped features \(\tilde{Z}_i\) by

\[
\tilde{Z}_i = \phi(XW_{e_i} + \beta_{e_i}), \tag{9}
\]

where the weights \(W_{e_i}\) and the biases \(\beta_{e_i}\) are generated
randomly and then fine-tuned slightly with the linear inverse
problem \([16]\). All the \(n\) groups of features nodes can be
concatenated into

\[
\tilde{Z}_i^n = [\tilde{Z}_1 \cdots \tilde{Z}_n], \tag{10}
\]

which are enhanced to obtain the \(j\)-th group of enhancement
nodes \(\tilde{H}_j\) by

\[
\tilde{H}_j = \xi(\tilde{Z}_i^n W_{h_j} + \beta_{h_j}), \tag{11}
\]

where \(Y\) denotes the labels and the generalized inverse
\(A^+ = (A^T A)^{-1} A^T. \tag{3}\)
where $W_{h_j}$ and $\beta_{h_j}$ are random. Then all the $m$ groups of enhancement nodes can also be concatenated into
\[
\hat{H}^m = \left[\hat{H}_1, \ldots, \hat{H}_m\right].
\]

All the feature and enhancement nodes can be denoted as the expanded input matrix $\hat{A}^m_n = \left[\hat{Z}^m_n | \hat{W}^m_n\right]$, where the subscript $n$ and the superscript $m$ of $\hat{A}^m_n$ represent $n$ groups of feature nodes and $m$ groups of enhancement nodes, respectively. Finally, the connections of all the feature and enhancement nodes are fed into the output by
\[
\hat{Y} = \left[\hat{Z}_1, \xi(\hat{Z}_1 W_{h_1} + \beta_{h_1}) \ldots \hat{Z}_n, \xi(\hat{Z}_n W_{h_k} + \beta_{h_k})\right] \hat{W}_n^m,
\]
where the desired connection weights $\hat{W}^m_n$ are computed by (2) from $(\hat{A}^m_n)^\dagger$, the pseudoinverse with the ridge regression.

It can be seen that all the $n$ groups of feature nodes are enhanced by (11) synchronously, to obtain the $j$-th group of enhancement nodes $\hat{H}_j$. In (16), a different construction is also proposed, which connects each group of feature nodes to a group of enhancement nodes. That construction with $n$ groups of feature and enhancement nodes can be denoted as
\[
\hat{Y} = \left[\hat{Z}_1, \xi(\hat{Z}_1 W_{h_1} + \beta_{h_1}) \ldots \hat{Z}_n, \xi(\hat{Z}_n W_{h_k} + \beta_{h_k})\right] \hat{W}_n^m.
\]

C. Incremental Learning for the Original BLS (i.e., Orig.)

In this subsection, we introduce the incremental learning algorithm for the original BLS [16], which is abbreviated as Orig. in this paper. When the model cannot reach the desired accuracy, additional nodes can be inserted to achieve a better performance, and the incremental learning algorithm for the original BLS can remodel the system in an incremental way without retraining the whole network. In BLS, the inserted nodes can be some enhancement nodes, or some feature nodes with the corresponding enhancement nodes.

When some enhancement nodes are inserted, the inserted nodes can be represented as the $(m+1)$-th group of enhancement nodes, i.e., $\hat{H}_{m+1}$ defined by (11). Accordingly, the expanded input matrix $\hat{A}^m_n$ is updated into
\[
\hat{A}^{m+1}_n = \left[\hat{A}^m_n | \hat{H}_{m+1}\right].
\]

Moreover, when some feature nodes and the corresponding enhancement nodes are inserted, the added feature nodes can be denoted as the $(n+1)$-th group of feature nodes, i.e., $\hat{Z}_{n+1}$ defined by (2), and then $\hat{Z}_{n+1}$ is substituted into (11) to get the added enhancement nodes in the $j$-th group (corresponding to $\hat{Z}_{n+1}$), i.e., $\hat{H}_{j, ex} = \xi(\hat{Z}_{n+1} W_{ex_j} + \beta_{ex_j})$. The $m$ groups of added enhancement nodes are concatenated into $\hat{H}_{ex_n} = [\hat{H}_{1, ex}, \hat{H}_{2, ex}, \ldots, \hat{H}_{m, ex}]$ by (12). Then $\hat{Z}_{n+1}$ and $\hat{H}_{ex_n}$ are applied to update the expanded input matrix $\hat{A}^m_n$ into
\[
\hat{A}^{m+1}_n = \left[\hat{A}^m_n | \hat{Z}_{n+1} | \hat{H}_{ex_n}\right].
\]

Assume $l$ training samples and $k$ nodes in the expanded input matrix $\hat{A}^m_n$. Then $\hat{A}^m_n \in \mathbb{R}^{l \times k}$ can be written as
\[
\hat{A}_k = \hat{A}^m_n = \left[\hat{Z}^m_n | \hat{H}^m\right],
\]
\[
\text{where the subscript } k \text{ in } \hat{A}_k \text{ denotes the number of columns. We can also write both } \hat{A}^{m+1}_n \text{ and } \hat{A}^{n+1}_m \text{ as } \hat{A}_{k+q} \text{ with } k+q \text{ columns, to unify (14) and (15) into }
\]
\[
\hat{A}_{k+q} = [\hat{A}_k | \hat{H}],
\]
\[
\text{where } \hat{H} \text{ with } q \text{ columns is defined by }
\]
\[
\hat{H} = \hat{H}_{m+1}
\]
\[
\text{for (14), or by }
\]
\[
\hat{H} = [\hat{Z}_{n+1} | \hat{H}_{ex_n}]
\]
\[
\text{for (15).
}
The incremental learning algorithm for BLS in [16] applies the Greville’s method [19] to compute the generalized inverse of the column-partitioned matrix $A_{k+q} = [A_k|H]$, by

$$A_{k+q}^+ = [A_k^+ - D\bar{B}^T]$$  \hspace{1cm} (20)

where the newly added sub-matrix

$$\bar{B}^T = \begin{cases} \bar{C}^+ = (C^T\bar{C})^{-1}C^T & \text{if } \bar{C} \neq 0 \\ (I + D^T\bar{D})^{-1}D^TA_k^+ & \text{if } \bar{C} = 0, \end{cases}$$  \hspace{1cm} (21a)

and

$$\bar{D} = A_k^+H.$$  \hspace{1cm} (22)

After the generalized inverse $A_{k+q}^+$ is updated into $A_k^+$ by (20), the sub-matrix $\bar{B}^T$ in $A_{k+q}^+$ is utilized to update the generalized inverse solution $\bar{W}_k$ into $\bar{W}_{k+q}$ by

$$\bar{W}_{k+q} = \begin{bmatrix} \bar{W}_k - D\bar{B}\bar{Y} \\ \bar{B}^T\bar{Y} \end{bmatrix},$$  \hspace{1cm} (24)

which forms the output weights.

**Algorithm 2**: The Existing Generalized Inverse Solution for BLS (i.e., Orig.): Initialization and Update of Generalized Inverse and Output Weights

12. Compute $(\tilde{A}_n^m)^+ = \lim_{\lambda \rightarrow 0} \left( (\tilde{A}_n^m)^T\tilde{A}_n^m + I \right)^{-1}(\tilde{A}_n^m)^T$ and $\tilde{W}_m^0 = (\tilde{A}_m^m)^+\bar{Y}$;

18. Compute $(\tilde{A}_{n+1}^{m+1})^+$ and $\tilde{W}_{m+1}$ by

$$\psi_1 \left( (\tilde{A}_n^m)^+, \tilde{A}_n^m, \tilde{H}_{m+1}, \tilde{W}_m^m, \bar{Y} \right);$$

30. Compute $(\tilde{A}_{n+1}^{m+1})^+$ and $\tilde{W}_{m+1}$ by

$$\psi_1 \left( (\tilde{A}_n^m)^+, \tilde{A}_n^m, \tilde{H}_{ex,m}, \tilde{W}_m^m, \bar{Y} \right);$$

**Algorithm 3**: The Algorithm to Update $A_k^+$ and $\bar{W}_k$ for Orig.

```plaintext
function $\psi_1(A_k^+, A_k, H, \bar{W}_k, \bar{Y})$

D = $A_k^+H$
C = H - $A_k\bar{D}$
\bar{B}^T = \lim_{\lambda \rightarrow 0} (C^T\bar{C} + \lambda I)^{-1}C^T$
A_k^{+q} = $A_k^+ - D\bar{B}^T$
\bar{W}_{k+q} = $\begin{bmatrix} \bar{W}_k - D\bar{B}\bar{Y} \\ \bar{B}^T\bar{Y} \end{bmatrix}$
return $A_k^{+q}$, $\bar{W}_{k+q}$
end function
```

$D$. The Existing Efficient Generalized Inverse Solution for BLS by Inverse Cholesky Factorization (i.e., Exg-E)

The existing efficient BLS proposed in [20] accelerates the original BLS [16] for added nodes, which is abbreviated as Exg-E in this paper. It computes the output weights $\bar{W}$ from the inverse Cholesky factor of the Hermitian matrix

$$\tilde{R}_k = \lim_{\lambda \rightarrow 0} (A_k^T \tilde{A}_k \lambda I)$$  \hspace{1cm} (25)

in the pseudoinverse (8), and updates the inverse Cholesky factor efficiently. Write the inverse Cholesky factor of $\tilde{R}_k$ as

$$\tilde{F}_k \tilde{R}_k^{-1} = \lim_{\lambda \rightarrow 0} (A_k^T \tilde{A}_k + \lambda I)^{-1}.$$  \hspace{1cm} (26)

Then we can substitute (26) into (8) to denote $A_k^+$ as

$$A_k^+ = \tilde{F}_k \tilde{R}_k^{-1},$$  \hspace{1cm} (27)

which is substituted into (2) to compute $\bar{W}_k$ by

$$\bar{W}_k = \tilde{F}_k \bar{F}_k^T A_k^T \bar{Y}.$$  \hspace{1cm} (28)

In [20], $\bar{C}$ is computed by

$$\bar{C} = H - \tilde{A}_k \tilde{F}_k \tilde{F}_k^T A_k^T H.$$  \hspace{1cm} (29)

Let us substitute (27) into (23) to obtain

$$\bar{D} = \tilde{F}_k \tilde{F}_k^T A_k^T H,$$  \hspace{1cm} (30)

and then we can write (29) as (22) with $\bar{D}$ defined by (30). Finally, $\bar{C}$ is applied to update $\tilde{F}_k$ into $\tilde{F}_{k+q}$ by

$$\tilde{F}_{k+q} = \begin{bmatrix} \tilde{F}_k \tilde{T} \\ 0 \tilde{G} \end{bmatrix}$$  \hspace{1cm} (31)

with $\tilde{G}$

$$\begin{bmatrix} G \tilde{G}^T &= \lim_{\lambda \rightarrow 0} (\tilde{C}^T \tilde{C} + \lambda I)^{-1} \\ \tilde{T} &= -\tilde{D}G \end{bmatrix}$$  \hspace{1cm} (32a)

while $\tilde{T}$ and $\tilde{G}$ in (31) are applied to update $\bar{W}_k$ into

$$\bar{W}_{k+q} = \begin{bmatrix} \bar{W}_k + \tilde{T}\tilde{G}^T (H^T \bar{Y} - H^T A_k \bar{W}_k) \\ \tilde{G} \tilde{G}^T (H^T \bar{Y} - H^T A_k \bar{W}_k) \end{bmatrix}.$$  \hspace{1cm} (33)

**E. Construction Model and Learning Procedure of BLS**

Both the existing BLS algorithms for the increment of nodes follow the same construction model and learning procedure, which is summarized in **Algorithm 1**. Different methods are utilized by the existing BLS algorithms to implement several steps in **Algorithm 1**, i.e., the step to compute the intermediate result and $W_{m+1}$ in row 12, the step to update the intermediate result and $W_{m+1}$ in row 18, and the step to update the intermediate result and $W_{m+1}$ in row 30. **Algorithms 2** and 4 describe the implementations of the steps in rows 12, 18 and 30 of **Algorithm 1**, for the original BLS in [16] (i.e., Orig.) and the existing efficient BLS in [20] (i.e., Exg-E), respectively. The functions $\psi_1$ (•) and $\psi_2$ (•) utilized in **Algorithms 2** and 4 are defined by **Algorithms 3** and 5, respectively. Notice that **Algorithm 2** includes (8) and

---

1. In [16], the generalized inverse (8) is utilized to compute $C^+$ in (21a), where $\lim_{\lambda \rightarrow 0} (C^T C + \lambda I)^{-1}C^T$ is written as $(C^T C)^{-1}C^T$ for simplicity.

2. In [20a], $\bar{G}$ denotes the upper-triangular inverse Cholesky factor of $\lim_{\lambda \rightarrow 0} (C^T C + \lambda I)$. 

Algorithm 4: The Existing Efficient Generalized Inverse Solution for BLS (i.e., Exg-E): Initialization and Update of Inverse Cholesky Factor and Output Weights

12: Compute the upper-triangular $\tilde{F}_m^n$ satisfying $\tilde{F}_m^n(\tilde{F}_m^n)^T = \lim_{\lambda \to 0} \left( (\tilde{A}_n^m)^T \tilde{A}_n^m + \lambda I \right)^{-1}$, and compute $\tilde{W}_m^n = \tilde{F}_m^n(\tilde{F}_m^n)^T (\tilde{A}_n^m)^T Y$;

18: Compute $\tilde{F}_m^{n+1}$ and $\tilde{W}_m^{n+1}$ by

19: $\tilde{F}_m^{n+1} = \tilde{F}_m^n - \tilde{A}_n^m(\tilde{\tilde{A}}_m^n)^{-1} \tilde{H}_m^{n+1}$

20: $\tilde{W}_m^{n+1} = \tilde{F}_m^n(\tilde{F}_m^n)^T (\tilde{A}_n^m)^T Y$

30: Compute $\tilde{F}_m^{n+1}$ and $\tilde{W}_m^{n+1}$ by

31: $\tilde{F}_m^{n+1} = \tilde{F}_m^n - \tilde{A}_n^m(\tilde{\tilde{A}}_m^n)^{-1} \tilde{H}_m^{n+1}$

32: $\tilde{W}_m^{n+1} = \tilde{F}_m^n(\tilde{F}_m^n)^T (\tilde{A}_n^m)^T Y$

Algorithm 5: The Algorithm to Update $\tilde{F}_k$ and $\tilde{W}_k$ for Exg-E

function $\psi_2(\tilde{F}_k, A_k, H, \tilde{W}_k, Y)$

1: $D = F_k^T \tilde{F}_k A_k^T H$

2: $C = H - A_k D$

3: Compute $\tilde{G}$ satisfying $\tilde{G} \tilde{G}^T = \lim_{\lambda \to 0} (\tilde{C}^T \tilde{C} + \lambda I)^{-1}$

4: $\tilde{T} = -D \tilde{G}$

5: $\tilde{F}_{k+q} = \left[ \begin{array}{c} \tilde{F}_k \\ \tilde{T} \end{array} \right]$

6: $\tilde{W}_{k+q} = \left[ \begin{array}{c} \tilde{W}_k + \tilde{T} \tilde{G}^T (H^T Y - H^T A_k \tilde{W}_k) \\ \tilde{G} \tilde{T} (H^T Y - H^T A_k \tilde{W}_k) \end{array} \right]$

return $\tilde{F}_{k+q}$, $\tilde{W}_{k+q}$

The original BLS algorithm in [16] is based on the Greville’s method [19], which can only compute the generalized inverse of a partitioned matrix. As shown in [8], the ridge inverse can be viewed as an approximate generalized inverse [16], [18]. However, the ridge inverse is not the generalized inverse [18], e.g., the ridge inverse $A^+$ does not obey $AA^+ A = A$, while the generalized inverse $A^+$ obeys $AA^+ A = A$. So the Greville’s method for the generalized inverse [19], [22] is usually inapplicable to the ridge inverse, but it can be applied to the ridge regression [43] in the original BLS, since the ridge parameter $\lambda$ is set to a very small positive real number [16], e.g., $10^{-8}$, and then $\lambda \to 0$ can be assumed to assure that the ridge regression [8] is equal to the generalized inverse.

The BLS algorithm proposed in [20] is only an efficient implementation of the original BLS on added nodes, which is based on the inverse Cholesky factor of the Hermitian matrix in the ridge regression [8]. Thus the efficient BLS in [20] also assumes the ridge parameter $\lambda \to 0$, as the original BLS.

For the incremental BLS on added nodes, we will propose an efficient ridge solution based on the inverse Cholesky factor [21] and its numerically more stable implementation, which are abbreviated as Chol-1 and Chol-2, respectively. It is no longer required to assume the ridge parameter $\lambda \to 0$ in the proposed efficient ridge solution, which computes the output weights from the inverse Cholesky factor of the Hermitian matrix $A^T A + \lambda I$ in the ridge inverse [7], and updates the inverse Cholesky factor efficiently by extending the inverse Cholesky factorization in [21].

A. Efficient Inverse Cholesky Factorization of a Hermitian Matrix Partitioned into $2 \times 2$ Blocks for Proposed Chol-1

In this subsection, we extend the efficient inverse Cholesky factorization proposed in [21], to develop an efficient inverse Cholesky factorization for a Hermitian matrix partitioned into $2 \times 2$ blocks, which will be utilized in what follows.

In [21], the inverse Cholesky factor of a Hermitian matrix $R_k \in \mathbb{H}^{k \times k}$ is the upper-triangular $F_k$ that satisfies

$$F_k F_k^T = R_k^{-1} = (A_k^T A_k + \lambda I)^{-1},$$

where $R_k$ is defined by

$$R_k = A_k^T A_k + \lambda I.$$ (35)

From (34), we can deduce

$$F_k^T F_k^{-1} = R_k,$$ (36)

which shows that the lower-triangular $F_k^{-1} F_k$ is the conventional Cholesky factor [23] Theorem 4.2.5) of $R_k$.

The efficient inverse Cholesky factorization [21] partitions a Hermitian matrix $R_{k+1}$ into

$$R_{k+1} = \left[ \begin{array}{c} R_k \\ p^T \\ u \end{array} \right],$$ (37)

and updates the inverse Cholesky factor of $R_k$ into that of $R_{k+1}$ by

$$F_{k+1} = \left[ \begin{array}{c} F_k \\ t \end{array} \right],$$ (38)

where

$$\begin{cases} g = 1/\sqrt{u - p^T F_k F_k^T p} \\ t = -g F_k F_k^T p. \end{cases}$$ (39a) (39b)

In (37)-(39), $u$ and $g$ are scalars, while $p$ and $t$ are column vectors of length $k$.

In the more general case, we can partition a Hermitian matrix $R_{k+q} = A_{k+q}^T A_{k+q} + \lambda I = [A_k | H]^T [A_k | H] + \lambda I$ into a $2 \times 2$ block Hermitian matrix, i.e.,

$$R_{k+q} = \left[ \begin{array}{c} R_k \\ p^T \\ U \end{array} \right] = \left[ \begin{array}{c} R_k \\ H^T A_k \\ H^T H + \lambda I \end{array} \right],$$ (40)

where $U = H^T H + \lambda I \in \mathbb{H}^{q \times q}$ and $P = A_k^T H \in \mathbb{H}^{k \times q}$. We can apply (39) and (38) to update the inverse Cholesky factor of $R_k$ into that of $R_{k+q}$ through $q$ iterations, to obtain

$$\tilde{F}_{k+q} = \left[ \begin{array}{c} \tilde{F}_k \\ T \\ 0 \end{array} \right],$$ (41)

Notice that the ridge parameter $\lambda$ can be any positive real number for $R_k$ defined in [80], while $\lambda \to 0$ needs to be assumed for $R_k$ defined in [25].
where \( T \in \mathbb{R}^{k \times q} \) and \( G \in \mathbb{R}^{q \times q} \). However, we prefer to update \( F_k \) into \( F_{k+q} \) through only 1 iteration, by computing

\[
\begin{align*}
\begin{bmatrix} GG^T &= (H^T H + \lambda I - H^T A_k F_k F_k^T A_k^T H)^{-1} \tag{42a} \\
T &= -F_k F_k^T A_k^T H G \tag{42b}
\end{bmatrix}
\end{align*}
\]

which can be regarded as an extension of (39), and will be deduced in Appendix A.

Now we can update the inverse Cholesky factor of \( R_k \) into that of \( R_{k+q} \) by the above-described block inverse Cholesky factorization, i.e., we can update \( F_k \) into \( F_{k+q} \) by (42a) and (42b), and compute the initial \( F_k \) by (34). In (42a), the upper-triangular inverse Cholesky factor \( G \) can be computed by the inverse Cholesky factorization \( [21] \) or by inverting and transposing the lower-triangular Cholesky factor \( H^{-1} \).

### B. Utilizing the Inverse Cholesky Factor to Compute the Ridge Inverse and the Ridge Solution for Proposed Chol-1

In this subsection, we will utilize the inverse Cholesky factor to compute the ridge inverse and the ridge solution.

We can compute the ridge inverse \( A_k^+ \) from \( F_k \) by

\[
A_k^+ = F_k F_k^T A_k^T, \tag{43}
\]

which is deduced by substituting (34) into (7). Then to update \( A_k^+ \) into \( A_{k+q}^+ \), let us substitute (17) and (41) into (43) to write

\[
A_{k+q}^+ = \begin{bmatrix} F_k & T \\ 0 & G \end{bmatrix} \begin{bmatrix} F_k & T \\ 0 & G \end{bmatrix}^T \begin{bmatrix} A_k & H \end{bmatrix}^T
= \begin{bmatrix} F_k F_k^T A_k^+ + T T^T A_k^+ + T G T^H H^T \end{bmatrix} (44)
\]

\[
= \begin{bmatrix} A_k^+ + T G T^H H^T \end{bmatrix} \left( T G T^H H^T \right)^{-1}, \tag{45}
\]

into which we substitute (43) and (42b) to obtain

\[
A_{k+q}^+ = \begin{bmatrix} A_k^+ + T ( - F_k F_k^T A_k^+ H G)^T A_k^+ + T G T^H H^T \end{bmatrix} \left( T G T^H H^T \right)^{-1}, \tag{46}
\]

Notice that the sub-matrices \( G \) and \( T \) in \( F_{k+q} \) are utilized to update \( A_k^+ \) into \( A_{k+q}^+ \) by (45).

We can also use \( F_k \) to compute the ridge solution \( W_k \) by

\[
W_k = F_k F_k^T A_k Y, \tag{47}
\]

which is deduced by substituting (43) into (6). To update \( W_k \) into \( W_{k+q} \), substitute (43) into (6) (i.e., \( W = A^+ Y \)) to write

\[
W_{k+q} = \begin{bmatrix} A_k^+ Y + T G T^H H^T \end{bmatrix} \left( T G T^H H^T \right)^{-1}, \tag{48}
\]

When the ridge solution is computed by (46) or (47), the ridge inverse \( A_k^+ \) or \( A_{k+q}^+ \) is not required. Accordingly, there is actually no need to compute the ridge inverse from the inverse Cholesky factor by (43) or (45).

### C. A Numerically More Stable Implementation to Update the Inverse Cholesky Factor and the Ridge Solution (i.e., Chol-2)

Let us define

\[
D = F_k F_k^T A_k Y \tag{49}
\]

and

\[
C = H - A_k D = H - A_k F_k F_k^T A_k Y \tag{50}
\]

which are similar to (30) and (22), respectively. Then we can apply (49) to write (42a) as

\[
GG^T = (H^T (H - A_k F_k F_k^T A_k Y) + \lambda I)^{-1} = (H^T C + \lambda I)^{-1}. \tag{51}
\]

To write (50) in another form, let us substitute \( H = C + A_k D \) (deduced from (49)) into \( H^T C \) (in (50)) to obtain

\[
H^T C = C^T C + D^T A_k^+ C, \tag{52}
\]

where \( D^T A_y C \) satisfies

\[
D^T A_k D = \lambda D^T D, \tag{53}
\]

as will be verified in Appendix B. Then we substitute (52) into (51) to obtain

\[
H^T C = C^T C + \lambda D^T D, \tag{54}
\]

which is substituted into (50) to rewrite it as

\[
GG^T = (C^T C + \lambda D^T D + \lambda I)^{-1}. \tag{55}
\]

It can easily be seen that

\[
x^T (C^T C + \lambda D^T D + \lambda I)x = (C x)^T (C x) + \lambda (D x)^T (D x) + \lambda x^T x > 0 \tag{56}
\]

is satisfied for any vector \( x \neq 0 \). Thus \( C^T C + \lambda D^T D + \lambda I \) in (54) is positive definite, which partly explains the fact that (54) is numerically more stable than (50) in the simulations when the ridge parameter \( \lambda \) is very small.

D computed by (48) can be utilized to simplify (42b) into

\[
T = -D G. \tag{57}
\]

Moreover, we utilize (46) and (49) in turn to obtain

\[
H^T Y - H^T A_k W_k = H^T Y - H^T A_k F_k F_k^T A_k Y = (H^T - H^T A_k F_k F_k^T A_k Y) Y = C^T Y, \tag{58}
\]

which is substituted into (47) to write it as

\[
W_{k+q} = \begin{bmatrix} W_k + T G T^H C^T Y \\ GG^T C^T Y \end{bmatrix}. \tag{59}
\]

### D. Construction Model and Learning Procedure of Proposed Chol-1 and Chol-2

The proposed efficient ridge solution (i.e., Chol-1) and its numerically more stable implementation (i.e., Chol-2) follow the construction model and learning procedure summarized in
Algorithm 1, and utilize Algorithm 6 to implement the steps in rows 12, 18 and 30 of Algorithm 1 (which compute the output weights). The functions $\psi_3(\bullet)$ and $\psi_4(\bullet)$ in Algorithm 6 are defined by Algorithms 7 and 8, respectively. When the ridge parameter $\lambda$ is very small, we can choose $\psi_3(\bullet)$ for Chol-2 instead of $\psi_3(\bullet)$ for Chol-1 in Algorithm 6, to obtain the numerically more stable implementation. Notice that Algorithm 6 includes (34) and (46), Algorithm 7 includes (41), (42) and (47), and Algorithm 8 includes (48), (49), (54), (56), (41) and (58).

Algorithm 6: The Proposed Efficient Ridge Solution for BLS / its Numerically More Stable Implementation (i.e., Chol-1 / Chol-2): Initialization and Update of Inverse Cholesky Factor and Output Weights

12. Compute the upper-triangular $F^m_n$ satisfying $F^m_n(F^m_n)^T = (\bar{A}^m_n)^T \bar{A}^m_n + \lambda I$, and compute $\bar{W}^m_n = F^m_n(F^m_n)^T (\bar{A}^m_n)^T Y$;

18. Compute $F^m_{n+1}$ and $\bar{W}^m_{n+1}$ by $\psi_3(\bar{F}^m_n, \bar{A}^m_n, \bar{H}_{m+1}, \bar{W}^m_n, Y)$ or $\psi_4(\bullet)$;

30. Compute $\bar{F}^m_{n+1}$ and $\bar{W}^m_{n+1}$ by $\psi_3(\bar{F}^m_n, \bar{A}^m_n, \bar{H}_{n+1}, \bar{W}^m_n, Y)$ or $\psi_4(\bullet)$;

Algorithm 7: The Algorithm to Update $F_k$ and $W_k$ for Chol-1

**function** $\psi_3(F_k, A_k, H, W_k, Y)$

- Compute $G$ by $G G^T = (H^T H + \lambda I - H^T A_k F_k F_k^T A_k^T H)^{-1}$
- $T = -F_k F_k^T A_k^T H G$
- $F_{k+q} = \begin{bmatrix} F_k & T \ 0 & G \end{bmatrix}$
- $W_{k+q} = \begin{bmatrix} W_k + T G^T (H^T Y - H^T A_k W_k) \\ G G^T (H^T Y - H^T A_k W_k) \end{bmatrix}$

**return** $F_{k+q}, W_{k+q}$

Algorithm 8: The Numerically More Stable Implementation to Update $F_k$ and $W_k$ for Chol-2

**function** $\psi_4(F_k, A_k, H, W_k, Y)$

- $D = F_k F_k^T A_k^T H$
- $C = H - A_k D$
- Compute $G$ by $G G^T = (C^T C + \lambda D^T D + \lambda I)^{-1}$
- $T = -D G$
- $F_{k+q} = \begin{bmatrix} F_k & T \ 0 & G \end{bmatrix}$
- $W_{k+q} = \begin{bmatrix} W_k + T G^T C Y \\ G G^T C Y \end{bmatrix}$

**return** $F_{k+q}, W_{k+q}$

| Eqn. | Proposed Alg. 7 (for Chol-1) | Flops |
|------|-----------------------------|-------|
| (30) | $2qkl + 2qk^2$ | $A_k^T H$ |
| (22) | $2qkl$ | $2qkl$ |
| (42a) | $q^2 l + \frac{1}{4} q^3$ | $q^2 l + qk^2 + q^2 k + \frac{1}{2} q^3$ |
| (42b) | $q^2 k$ | $qk^2 + q^2 k$ |
| (33) | $2qk l + 4 q k l + 2q^2 l$ | $2qk l + 4 q k l + 2q^2 l$ |

**TABLE I: Comparison of Flops between the Existing and Proposed Efficient BLS Algorithms by Inverse Cholesky Factorization**

E. Comparison of Existing and Proposed Efficient BLS Algorithms by Inverse Cholesky Factorization

As we write (47) as (53), we utilize (28) and (29) in turn to obtain $H^T Y - H^T A_k W_k = H^T Y - H^T A_k F_k F_k^T A_k^T Y = \bar{C} Y$, which is substituted into (33) to write it as

$$W_{k+q} = \begin{bmatrix} W_k + \bar{T} G^T \bar{C} Y \\ G G^T \bar{C} Y \end{bmatrix}.$$  

(59)

Then we can compare Algorithm 8 to Algorithm 5 with (53) replaced by (59), to conclude that the only difference between the existing and proposed efficient BLS algorithms lies between (54) and (52a).

Compared to (32a), (54) only adds the entry $\lambda D^T D$. Then (54) is equal to (32a) when $\lambda \to 0$, while usually (54) is different from (32a) when $\lambda \to 0$ is not satisfied. Accordingly, (32a) can be regarded as the special case of (54) with $\lambda \to 0$, while (54) can be regarded as an extension of (32a).

IV. PROPOSED RIDGE SOLUTION FOR BLS BY UPDATING THE RIDGE INVERSE

The BLS algorithm proposed in the last section utilizes the sub-matrices in the inverse Cholesky factor $F_{k+q}$ to update the output weights, and updates the inverse Cholesky factor efficiently. In this section, we will utilize a sub-matrix in the ridge inverse $A_{k+q}^{-1}$ to update the output weights, and we will also propose an algorithm to update the ridge inverse. The proposed algorithm to update the ridge inverse, which actually computes the ridge inverse of a partitioned matrix, can be regarded as an extension of the well-known Greville’s method [19] that can only compute the generalized inverse of a partitioned matrix. Specifically, we will show that the proposed algorithm to update the ridge inverse is equivalent to the Greville’s Method when the ridge parameter $\lambda \to 0$, i.e., it includes the Greville’s method as a special case.

A. The Algorithm to Update the Ridge Inverse and Solution without Using the Inverse Cholesky Factor (i.e., R-Inv)

The ridge inverse and solution are updated in (45) and (47), respectively, by utilizing the sub-matrices in the inverse Cholesky factor $F_{k+q}$, i.e., $G$ and $T$ in (41). To avoid using any sub-matrix in $F_{k+q}$, we will propose the ridge solution...
by updating the ridge inverse in this subsection, which is abbreviated as \textbf{R-Inv}.

To update the ridge inverse, substitute (49) and (56) into (44) to get
\[
A_{k+q}^\dagger = \begin{bmatrix}
A_k^\dagger - DGG^TC^T \\
GG^TC^T
\end{bmatrix}.
\]
(60)

Then we write (60) as
\[
A_{k+q}^\dagger = [A_k|H]^\dagger = \begin{bmatrix}
A_k^\dagger - DB^T \\
B^T
\end{bmatrix},
\]
(61)

where D has been defined by (48), and
\[B^T = GG^TC^T.\]
(62)

To update the ridge solution, substitute (62) into (58) to get
\[
W_{k+q} = \begin{bmatrix}
W_k - DB^TY \\
B^TY
\end{bmatrix}.
\]
(63)

In (48) and (62), the sub-matrices in $F_{k+q}$ are still utilized, e.g., $F_k$ and G. So we substitute (48) into (48) to obtain
\[D = A_k^\dagger H,\]
(64)

and substitute (64) into (62) to obtain
\[B^T = (C^T C + \lambda D^T D + \lambda I)^{-1} C^T.\]
(65)

We can also compute $B^T$ by
\[B^T = (H^T C + \lambda I)^{-1} C^T,\]
(66)

which is obtained by substituting (50) into (62). However, usually (65) is numerically more stable than (66) in the simulations when the ridge parameter $\lambda$ is small. This may be explained by the fact that the theoretical positive definite $H^T C + \lambda I$ in (66) may no longer be positive definite due to numerical errors when $\lambda$ is small, while $C^T C + \lambda D^T D + \lambda I$ always results in a positive definite matrix, as shown in (55).

\section{B. Construction Model and Learning Procedure of R-Inv}

In the proposed ridge solution for BLS based on the ridge inverse, the construction model and learning procedure in Algorithm 1 are followed, and Algorithm 9 is utilized to implement the steps in rows 12, 18 and 30 of Algorithm 1 (which compute the output weights). The function $\psi_4(\bullet)$ in Algorithm 9 is defined by Algorithm 10. Notice that Algorithm 9 includes (7) and (6), while Algorithm 10 includes (64), (49), (63), (61) and (63).

\section{C. Comparison of the Proposed Algorithm to Update the Ridge Inverse and the Greville’s Method to Update the Generalized Inverse}

By comparing Algorithm 3 including (20)–(24) with Algorithm 10 including (63), (49), (63), (61) and (63), it can be seen that the only difference lies between (21) and (65).

Appendix C shows that (65) is equal to (21) when $\lambda \to 0$. Moreover, (65) is utilized in Algorithm 10 to update the ridge inverse, while (21) is utilized in Algorithm 3 to update the generalized inverse by extending the Greville’s method. Then it can be concluded that when $\lambda \to 0$, the proposed algorithm to update the ridge inverse is equivalent to the Greville’s method utilized in (16) to update the generalized inverse. Accordingly, the Greville’s method to update the generalized inverse can be regarded as the special case with $\lambda \to 0$ of the proposed algorithm to update the ridge inverse.

When $\lambda \to 0$ is not satisfied, usually $\lambda D^T D \neq 0$ and then it can easily be seen that (65) is different from (21) in the case with $\bar{C} \neq 0$. So usually the proposed algorithm to update the ridge inverse is different from the Greville’s method when $\lambda \to 0$ is not satisfied. Accordingly, the proposed algorithm, which actually updates the ridge inverse of a partitioned matrix $[A_k|H]$, can be regarded as an extension of the Greville’s method that computes the generalized inverse of a partitioned matrix [19]. In other words, the proposed algorithm expands the application range of the Greville’s method from the generalized inverse to the ridge inverse.

\section{V. Complexity Comparison, Numerical Experiments, and Implementation Aspects}

In this section, we compare the expected flops (floating-point operations) of the presented BLS algorithms. Then to evaluate the accuracy and training time of the presented BLS algorithms, we perform classification experiments on the Modified National Institute of Standards and Technology (MNIST) dataset [24] and the New York University object recognition benchmark (NORB) dataset [25]. Our simulations are carried out on MATLAB software platform under a Microsoft- Windows Server with 128 GB of RAM. The tansig function is
adopted for the enhancement nodes, where the weights $W_{h_j}$ and the biases $\beta_{h_j}$ ($j = 1, 2, \cdots , m$) are drawn from the standard uniform distributions on the interval $[-1, 1]$.

### A. Complexity Comparison

When counting the flops, we utilize the well-known fact that $l(q(2k - 1) \approx 2lkq$ flops are required to multiply a $l \times k$ matrix by a $k \times q$ matrix, and $lk = O(lkq)$ flops are required to sum two $l \times k$ matrices. Moreover, notice that for a $k \times k$ Hermitian matrix, $k^3$ flops are required to compute the inverse by the inv function in Matlab [20], while $k^3$ flops are required to compute the inverse Cholesky factorization [21].

The original BLS [16] requires $(6kq + 3q^2 + 2cq)l + 2ckq + q^3$ flops [20] in each update for Algorithm 3, where $c$ denotes the number of output nodes. As mentioned in Subsection C of Section IV, the only difference between the proposed BLS based on the ridge inverse and the original BLS lies between (65) and (21). Compared to (65) and (21), (65) requires the extra $q^3k$ flops to compute $\lambda D^2 D$. Then the proposed BLS based on the ridge inverse requires $(6kq + 3q^2 + 2cq)l + 2ckq + q^3 + q^3k$ flops in each update for Algorithm 10.

Table I compares the flops of Algorithms 5 and 7, which update the intermediate results and the output weights for the existing efficient BLS (i.e., Exg-E) and the proposed efficient BLS (i.e., Chol-1), respectively. We list the flops for each equation, and give the corresponding total flops. To calculate the flops, notice that $F_k^T A_k^T H$ computed in (42b) is utilized in (42c). Moreover, both $F_k$ and $G$ are triangular, and only about half entries need to be computed for the Hermitian matrices. It can be seen that (33) and (47) have the same form and require the same flops, while the flops for (33) claimed in [20] need to be revised, to include the flops of $2cql, 2ckq, cq^2, cq^3$ and $cql$.
2c_{qk} to compute \( \mathbf{H}^T \times \mathbf{Y}, (\mathbf{H}^T \mathbf{A}_k) \times \mathbf{W}_k, \mathbf{G}^T \times (\cdots), \mathbf{G} \times \mathbf{G}^T (\cdots) \) and \( \mathbf{T} \times \mathbf{G}^T (\cdots) \), respectively.

To compare the dominant flops, we assume

\[
\begin{align*}
q &= 0(l) \quad (67a) \\
c &= 0(q), \quad (67b)
\end{align*}
\]

as in [20], since usually the new added hidden nodes are much less than the training samples, and we focus on the situation where the new added hidden nodes are much more than the output nodes. Then the original BLS [16], the existing efficient BLS [20] and the proposed efficient BLS require the dominant flops of \( (6q_{kl} + 3q_{k}^2)l \), \( (4q_{kl} + q_{k}^2)l \) and \( (2q_{kl} + q_{k}^2)l \), respectively, for Algorithms 3, 5 and 7. Thus in each update, compared to the proposed efficient BLS, the original BLS requires

\[
\frac{(6q_{kl} + 3q_{k}^2)l}{(2q_{kl} + q_{k}^2)l} = 3 \quad (68)
\]
times of flops, while the existing efficient BLS, which spends

\[
\frac{(4q_{kl} + q_{k}^2)l}{(2q_{kl} + q_{k}^2)l} = 2 - \frac{1}{1 + 2(k/q)l} > \frac{5}{3} \approx 1.67 \quad (69)
\]
times of flops. Moreover, it can be seen that Algorithms 8 and 5 require the same dominant flops \( l \) in each update, and so do the numerically more stable implementation of the proposed efficient BLS and the existing efficient BLS.

To compute the initial \( \mathbf{A}_k^1 \) and \( \mathbf{W}_k \) by (7) and (6), respectively, the proposed BLS based on the ridge inverse requires the flops of \( k^2l + k^3, 2k^2l \) and \( 2klc \) to compute \( (\mathbf{A}_k^1 \times \mathbf{A}_k + \lambda \mathbf{I})^{-1}, (\cdots) \times \mathbf{A}_k^1 \) and \( \mathbf{A}_k^1 \times \mathbf{Y} \), respectively.

\[\text{times} \] of flops. Here we only consider the usual case with \( k > q \), i.e., the existing nodes are more than the nodes inserted in an update.

\[\text{Algorithm 8 requires extra} \quad \frac{q_{kl}^2}{q_{k}^2} + 0(q_{kl}) \text{ flops to compute} \quad \Lambda \mathbf{D}^T \mathbf{D} \quad (54), \text{ compared to Algorithm 5 with} \quad (55) \text{ replaced by} \quad (59), \text{ while only the} \quad 2q_{kl} \text{ is saved in} \quad (59).\]
and the corresponding total flops are

\[ 3k^2l + k^3 + 2klc \approx 3k^2l + k^3. \]  

(70)

As a comparison, to compute the initial \( \mathbf{F}_k \) and \( \mathbf{W}_k \) by \( (34) \) and \( (46) \), respectively, the proposed efficient BLS based on the inverse Cholesky factor requires the flops of \( k^2l + \frac{5}{3}k^3 \), \( 2klc \) and \( 2k^2c \) to compute the inverse Cholesky factorization.

\[ \mathbf{F}_k^T \mathbf{F}_k = (\mathbf{A}_k^T \times \mathbf{A}_k + \lambda \mathbf{I})^{-1}, \mathbf{A}_k^T \times \mathbf{Y} \text{ and } \mathbf{F}_k \times (\mathbf{F}_k^T \times \mathbf{A}_k^T \mathbf{Y}), \]

respectively, and the corresponding total flops are

\[ k^2l + \frac{2}{3}k^3 + 2klc + 2k^2c \approx k^2l + \frac{2}{3}k^3. \]  

(71)

From (70) and (71), we can conclude that with respect to the proposed efficient BLS based on the inverse Cholesky factor,
the proposed BLS based on the ridge inverse requires
\[ \frac{3k^2l^2 + k^4}{k^2l^2 + 4k^2} = 3 - \frac{3}{2 + 3(l/k)} > \frac{12}{5} \tag{72} \]
times\[^9\] of flops. Moreover, it can be seen that the flops of (70) and (71) are also required by the original BLS \(^{16}\) and the existing efficient BLS \(^{20}\), respectively, to compute the initial intermediate result and output weights.

### B. Numerical Experiments on MNIST and NORB Datasets

The MNIST dataset consists of 70000 handwritten digital images partitioned into training and test sets of 60000 and 10000 images, respectively. As the simulations for Table IV in \(^{16}\), we set the initial network as \(10 \times 6\) feature nodes and 3000 enhancement nodes. Then in each update, we add 10 feature nodes, 750 enhancement nodes only corresponding to the added feature nodes, and 1250 additional enhancement nodes, till we reach 170 feature nodes and 25000 enhancement nodes after 11 updates\(^4\).

On the other hand, the NORB dataset \(^{25}\) consists of 48600 images with \(2 \times 32 \times 32\) pixels each. The images belong to five distinct categories: (1) animals; (2) humans; (3) airplanes; (4) trucks; and (5) cars. Of these images, half are selected into the training set, and the other half form the test set. We set the initial network as \(100 \times 10\) feature nodes, and the simulations for Table VII in \(^{16}\). Starting from the initial network of 2000 enhancement nodes, we add 1500 enhancement nodes in each update, till we reach 14000 enhancement nodes after 8 updates.

For each update, the testing accuracies of the presented BLS algorithms on the MNIST and NORB datasets are shown in Tables II, III and Tables IV, V, respectively, where we list the mean and standard deviation of 100 simulations. Moreover, Table VI lists the training time of the presented BLS algorithms on the MNIST dataset, which is the average value of 500 simulations. In Tables II-VI and the rest of this section, \(\text{D-Rdg}\) denotes the direct ridge inverse and solution (by (7) and (6)), while the abbreviations \(\text{Orig.}, \text{Exg-E}, \text{Chol-1}, \text{Chol-2}, \text{R-Inv}\) and \(\text{D-Rdg}\) have been defined in the previous sections.

When the ridge parameter \(\lambda \leq 10^{-6}\) in Table II and \(\lambda \leq 10^{-5}\) in Table IV, the generalized inverse solutions \(\text{Orig.}\) and \(\text{Exg-E}\) sometimes achieve different testing accuracies due to numerical errors, and so do the ridge solutions \(\text{Chol-1}, \text{Chol-2}, \text{R-Inv}\) and \(\text{D-Rdg}\). Then Tables II and IV lists the results for each BLS algorithm. Moreover, the ridge parameter satisfies \(10^{-5} \leq \lambda \leq 10^{-1}\) and \(10^{-4} \leq \lambda \leq 10^{-1}\) in Tables III and V, respectively. Our simulations for Table III show that \(\text{Chol-1}, \text{Chol-2}\) and \(\text{R-Inv}\) always achieve the same testing accuracy \(\text{D-Rdg}\) when \(\lambda\) is not less than \(10^{-5}, 10^{-4}\) and \(10^{-3}\), respectively, and \(\text{Orig.}\) always achieve the same testing accuracy as \(\text{Exg-E}\) when \(\lambda \geq 10^{-2}\). On the other hand, our simulations for Table V show that \(\text{Chol-1}\) and \(\text{Chol-2}\) always achieve the same testing accuracy as \(\text{D-Rdg}\) when \(\lambda \geq 10^{-3}\), and when \(\lambda \geq 10^{-2}\), both the generalized inverse solutions achieve the same testing accuracy, and so do all the ridge solutions. Then when multiple different BLS algorithms get the same testing accuracy, the testing accuracy is listed only once in Tables III and V for simplicity.

When the ridge parameter \(\lambda\) is too small, our simulations on the MNIST dataset show that accumulation of numerical errors may make \(H^T H + \lambda I - h^T A_c F_c F^T_c A_c^T h\) in (42a) no longer positive definite, resulting in the unavailable inverse Cholesky factor \(G\). Accordingly, Table II shows that the testing accuracy is not available (i.e., NA) for \(\text{Chol-1}\) from the \(5^{th}\) and \(8^{th}\) update when \(\lambda = 10^{-8}\) and \(10^{-7}\), respectively.

Table VI lists the training time of \(\text{Orig.}, \text{Exg-E}, \text{Chol-1}, \text{Chol-2}\) and \(\text{R-Inv}\), and shows the speedups in training time of the proposed efficient ridge solution (i.e., \(\text{Chol-1}\)) to the original BLS \(^{16}\) (i.e., \(\text{Orig.}\)) and the existing efficient BLS \(^{20}\) (i.e., \(\text{Exg-E}\)), respectively. The speedup in Table VI is the ratio between the training time of the existing BLS and that of the proposed efficient ridge solution. As observed from Table IV, the proposed ridge solution based on the ridge inverse (i.e., \(\text{R-Inv}\)) and the numerically more stable implementation of the proposed efficient ridge solution (i.e., \(\text{Chol-2}\)) require nearly the same training time as the original BLS (i.e., \(\text{Orig.}\)) and the existing efficient BLS (i.e., \(\text{Exg-E}\)), respectively, while the speedups in total training time of the proposed efficient ridge solution (i.e., \(\text{Chol-1}\)) to the original BLS and the existing efficient BLS are 1.99 \(\sim 2.52\) and 1.31 \(\sim 1.58\), respectively. It can be seen that the above comparisons of training time are consistent with the theoretical calculation of flops in the last subsection.

### C. Analysis of the Maximum Testing Accuracies Achieved under Different Ridge Parameters

Based on the testing accuracies in Tables II-V, we show the maximum testing accuracies achieved under different ridge parameters on MNIST and NORB datasets in Fig. 1. On the NORB dataset, both the generalized inverse solutions achieve the same maximum testing accuracies, and so do all the ridge solutions. Then for simplicity, Fig. 1.b only shows the maximum testing accuracies for the generalized inverse solutions and those for the ridge solutions.

From Tables II, III and Fig. 1.a, it can be seen that on the MNIST dataset, the existing generalized inverse solutions \(\text{Orig.}\) and \(\text{Exg-E}\) achieve the maximum testing accuracy of 98.88\% \(\sim 98.89\%\) when \(\lambda = 10^{-8}\), while the proposed ridge solutions \(\text{Chol-1}, \text{Chol-2}\) and \(\text{R-Inv}\) achieve the maximum testing accuracy of 98.95\% \(\sim 98.96\%\) when \(\lambda = 10^{-7}, 10^{-6}\). On the other hand, it can be seen from Tables IV, V and Fig. 1.b that on the NORB dataset, the existing generalized inverse solutions (i.e., \(\text{Orig.}\) and \(\text{Exg-E}\)) and the proposed ridge solutions (i.e., \(\text{Chol-1}, \text{Chol-2}\) and \(\text{R-Inv}\)) achieve the maximum testing accuracies of 89.51\% and 90.38\%, respectively, when \(\lambda = 10^{-3}\). Accordingly, it can be concluded that the proposed ridge solutions achieve better testing accuracies than the existing generalized inverse solutions.

\(^9\)Here we consider the usual case with \(l > k\).

\(^{10}\)Notice that only 4 updates are included in Table IV of \(^{15}\).

\(^{11}\)A sufficiently big \(\lambda\) can assure the positive definiteness of \(H^T H + \lambda I - h^T A_c F_c F^T_c A_c^T h\) in (42a) and \(C^T C + AD^2 D + M I\) in (53) and (65), which can reduces the numerical errors caused by the corresponding inverse Cholesky factorization or inverse.
D. Implementation Aspects of the Efficient Inverse Cholesky Factorization: Parallelization in Distributed Systems, Memory Saving, Square-Root Free and Division Free

The efficient inverse Cholesky factorization updates the inverse Cholesky factor of an \((i-1) \times (i-1)\) Hermitian matrix \(R_{i-1}\) into that of the \(i \times i\) Hermitian matrix \(R_i\), which includes \(R_{i-1}\) as the \((i-1) \times (i-1)\) leading principal submatrix. Then to develop an efficient solution for the incremental Broad Learning System (BLS) on added nodes, the efficient inverse Cholesky factorization is extended in this paper to update the inverse Cholesky factor of an \(i \times i\) Hermitian matrix \(R_i\) into that of the \(k \times k\) Hermitian matrix \(R_k\) through only 1 iteration, where \(k > i\), and \(R_k\) includes \(R_i\) as the \(i \times i\) leading principal submatrix. In this subsection, we introduce the implementation aspects of the above-described efficient inverse Cholesky factorization. In Appendix D, we develop the memory-saving parallel implementation of the inverse Cholesky factorization for MIMD (Multiple Instruction and Multiple Data Stream) computers with multiple processors.

In the inverse Cholesky factorization, there are square-root and division operations which are time-consuming for conventional multiply-add digital computers, and require high bit precision and quite a few clock cycles in fixed-precision execution. In this paper, we present an efficient way to implement the inverse Cholesky factorization in distributed systems with the following aspects:

1. **Memory Saving**: We design an efficient way to save memory by storing only a fraction of the matrix elements.
2. **Square-Root Free**: We avoid square-root operations by representing the matrix entries in a specific format.
3. **Division Free**: We eliminate division operations by using a technique that relies on multiplication instead.

---

### Table V: Snapshot Results of Testing Accuracy on NORB Dataset with the Ridge Parameter \(\lambda = 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\)

| No. of Nodes | 2000 | 3000 | 5000 | 6500 | 8000 | 9500 | 11000 | 12500 | 14000 |
|--------------|------|------|------|------|------|------|-------|-------|-------|
| Orig.        | 89.42| 89.35| 88.83| 87.79| 85.87| 82.98| 79.19 | 74.89 | 70.44 |
| Exg-E        | 89.42| 89.35| 88.83| 87.79| 85.87| 82.98| 79.19 | 74.89 | 70.44 |
| R-Inv        | 89.42| 89.76| 89.81| 89.89| 89.96| 90.03| 90.06 | 90.07 | 90.10 |
| Chol-1, Chol-2 & D-Rdg | 89.42| 89.76| 89.81| 89.89| 89.96| 90.03| 90.06 | 90.07 | 90.10 |
| Orig. & Exp-E | 89.49| 89.51| 89.46| 88.84| 87.76| 86.00| 83.62 | 80.79 | 77.66 |
| Exg-E & Exp-E | 89.49| 89.51| 89.46| 88.84| 87.76| 86.00| 83.62 | 80.79 | 77.66 |
| R-Inv & Exp-E | 89.49| 89.89| 90.13| 90.25| 90.32| 90.33| 90.33 | 90.34 | 90.38 |
| Chol-1, Chol-2 & D-Rdg | 89.49| 89.89| 90.13| 90.25| 90.32| 90.33| 90.33 | 90.34 | 90.38 |

**Table VI: Snapshot Results of Training Time on MNIST Dataset and the Corresponding Speedups**

| No. of Feature Nodes | No. of Enhancement Nodes | Additional Training Time (seconds) | Speedups of Chol-1 to Orig. | Accumulative Training Time (seconds) | Speedups of Chol-1 to Orig. |
|----------------------|--------------------------|-----------------------------------|-----------------------------|-------------------------------------|-----------------------------|
| 60                   | 3000                     | 9.36                              | 24.89                       | 9.56                                | 23.05                       |
| 90                   | 6000                     | 11.42                             | 28.09                       | 9.58                                | 25.65                       |
| 100                  | 9000                     | 13.51                             | 32.10                       | 9.56                                | 25.80                       |
| 110                  | 12000                    | 15.61                             | 36.20                       | 9.56                                | 25.80                       |
| 120                  | 15000                    | 17.71                             | 40.30                       | 9.56                                | 25.80                       |
| 130                  | 18000                    | 19.81                             | 44.40                       | 9.56                                | 25.80                       |
| 140                  | 21000                    | 21.91                             | 48.50                       | 9.56                                | 25.80                       |
| 150                  | 24000                    | 24.01                             | 52.60                       | 9.56                                | 25.80                       |
| 160                  | 27000                    | 26.11                             | 56.70                       | 9.56                                | 25.80                       |
| 170                  | 30000                    | 28.21                             | 60.80                       | 9.56                                | 25.80                       |

---

The detailed results and analysis can be found in the original paper for further understanding.
point implementations [31, 32]. Accordingly, we develop the memory-saving parallel implementation of the inverse LDL$^T$ factorization in Appendix E, which can avoid the square-root operations. Furthermore, we also develop the memory-saving parallel implementation of the division free inverse LDL$^T$ factorization in Appendix F.

In Appendix E, we give some analysis about the parallel performance on MIMD computers [29] of the proposed parallel implementation of the inverse LDL$^T$ factorization, and we describe the application of the inverse LDL$^T$ factorization to the distributed BLS. Notice that only for the inverse LDL$^T$ factorization, we give the analysis of the parallel performance and describe the application to the distributed BLS.

The above-described memory-saving parallel implementations of the inverse Cholesky factorization, the inverse LDL$^T$ factorization and the division free inverse LDL$^T$ factorization compute the inverse Cholesky factor, the inverse LDL$^T$ factors and the division free inverse LDL$^T$ factors of a Hermitian matrix $R_k \in \mathbb{C}^{k \times k}$ by $k$ iterations. In the theoretical situation where the parallel algorithm runs on $1 + 2 + \cdots + k = \frac{(k+1)k}{2}$ processors, i.e., each entry in the upper-triangular part of $R_k$ is stored in an exclusive processor, the proposed parallel implementations update all entries in columns $i+1$ to $k$ of the upper-triangular part of $R_k$ except row $i$ simultaneously in the $i^{th}$ iteration and each entry is updated with a multiplication and an addition executed serially. In the situation where the parallel algorithm runs on $k$ processors, and each column of the upper-triangular part of $R_k$ is stored in an exclusive processor, $R(i, i, i), R(i, i+1), R(i, i+2), \cdots, R(i, j-1)$ need to be transmitted in the $i^{th}$ iteration to the processor storing the $j^{th}$ column of $R$ from the processors storing the $i^{th}$, $(i+1)^{th}$, $(i+2)^{th}, \cdots, (j-1)^{th}$ columns of $R$, respectively, where $j > i$. In the general case where the columns of $R$ are stored in $\tau \leq k$ processors, and processors $1, 2, \cdots, \tau$ store $v_1, v_2, \cdots, v_\tau$ columns of $R$, respectively, $R(1 : i, i)$ and $R(i, i+1 : \tilde{v}_\mu)$ in processor $\mu$ need to be transmitted to processors $\mu + 1, \mu + 2, \cdots, \tau$, while $R(i, \tilde{v}_{\mu-1} + 1 : \tilde{v}_\mu)$ in processor $\mu$ needs to be transmitted to processors $\mu + 1, \mu + 2, \cdots, \tau - 1$. The above-mentioned general case of the proposed parallel implementations can be applied in the distributed BLS with model-parallelism.

VI. Conclusion

In the original BLS algorithm [16], the generalized inverse solution for the output weights is computed from the generalized inverse, which is updated efficiently by the Greville’s method [19], and approximated by ridge regression, i.e., the ridge inverse with the ridge parameter $\lambda \rightarrow 0$ assumed. Then an efficient implementation of the original BLS on added nodes was proposed in [20], where $\lambda \rightarrow 0$ is still assumed. In this paper, we propose two ridge solutions for the BLS on added nodes, where the assumption of $\lambda \rightarrow 0$ is no longer required, and $\lambda$ can be any positive real number.

In the proposed ridge solution based on the ridge inverse, a sub-matrix in the ridge inverse is utilized to update the output weights, and the ridge inverse is updated by extending the Greville’s method that computes the generalized inverse of a partitioned matrix. The proposed algorithm to update the ridge inverse and the Greville’s method are equivalent when $\lambda \rightarrow 0$, but are usually different when $\lambda \rightarrow 0$ is not satisfied. So the proposed algorithm to update the ridge inverse includes the Greville’s method as a special case, and expands the application range of the Greville’s method from the generalized inverse to the ridge inverse. On the other hand, the proposed efficient ridge solution based on the inverse Cholesky factor utilizes the sub-matrices in the inverse Cholesky factor to update the output weights, and updates the inverse Cholesky factor by an efficient inverse Cholesky factorization for a Hermitian matrix partitioned into $2 \times 2$ blocks, which extends the corresponding algorithm in [21]. Moreover, we also develop another implementation of the proposed efficient ridge solution, which is numerically more stable when the ridge parameter $\lambda$ is very small.

![Fig. 1: The maximum testing accuracies achieved under different ridge parameters on MNIST and NORB datasets.](image-url)
The proposed ridge solution based on the ridge inverse and the numerically more stable implementation of the proposed efficient ridge solution require the same dominant flops as the original BLS algorithm and the existing efficient generalized inverse solution, respectively. Compared to the proposed efficient ridge solution based on the inverse Cholesky factor, in each update the original BLS algorithm requires about 3 times of flops, and the existing efficient generalized inverse solution usually requires more than $\frac{3}{4}$ times of flops. In the numerical experiments, the speedups of the proposed efficient ridge solution to the original BLS and the existing efficient generalized inverse solution are 1.99 $\sim$ 2.52 and 1.31 $\sim$ 1.58, respectively, when the total training time is considered.

The numerical experiments on MNIST and NORB datasets show that both the proposed ridge solutions for BLS achieve better testing accuracies than the original BLS and the existing efficient generalized inverse solution for BLS. The proposed ridge solution based on the ridge inverse, the proposed efficient ridge solution and its numerically more stable implementation all achieve the maximum testing accuracy of 98.95% $\sim$ 98.96% on the MNIST dataset when $\lambda = 10^{-7}, 10^{-6}$, and achieve the maximum testing accuracy of 90.38% on the NORB dataset when $\lambda = 10^{-3}$. As a comparison, the original BLS and the existing efficient generalized inverse solution both achieve the maximum testing accuracy of 98.88% $\sim$ 98.89% on the MNIST dataset when $\lambda = 10^{-8}$, and achieve the maximum testing accuracy of 89.51% on the NORB dataset when $\lambda = 10^{-3}$.

**APPENDIX A**

**THE DERIVATION OF (42)**

From (41) we obtain

$$F_{k+q}^{-1} = \begin{bmatrix} F_k^{-1} & -F_k^{-1} \lambda T G_k^{-1} \\ 0 & G_k^{-1} \end{bmatrix},$$

which is substituted into (36) to obtain

$$R_{k+q} = \begin{bmatrix} F_k^{-1} & -F_k^{-1} \lambda T G_k^{-1} \\ 0 & G_k^{-1} \end{bmatrix}^T \begin{bmatrix} F_k^{-1} & -F_k^{-1} \lambda T G_k^{-1} \\ 0 & G_k^{-1} \end{bmatrix} = \begin{bmatrix} \begin{bmatrix} F_k^{-1} & -F_k^{-1} \lambda T G_k^{-1} \\ 0 & G_k^{-1} \end{bmatrix}^T \begin{bmatrix} F_k^{-1} & -F_k^{-1} \lambda T G_k^{-1} \\ 0 & G_k^{-1} \end{bmatrix} \\ \begin{bmatrix} 0 & G_k^{-1} \end{bmatrix} \begin{bmatrix} 0 & G_k^{-1} \end{bmatrix} \end{bmatrix}.\tag{74}$$

Then (72) can be compared with (40) to deduce

$$\begin{bmatrix} -F_k^{-2} F_k^{-1} \lambda T G_k^{-1} \\ G^{-2} T F_k^{-2} F_k^{-1} \lambda T G_k^{-1} + G^{-2} T G_k^{-1} \end{bmatrix} = A_k^T H + \lambda I. \tag{75b}$$

We can deduce (42b) from (75a). On the other hand, let us substitute (42b) into (75b) to obtain

$$G^{-2} T G_k^{-1} = H_k^T H + \lambda I - G^{-2} T (F_k F_k^T A_k^T H G) T F_k^{-1} \times F_k F_k^T A_k^T H G G^{-1} = H_k^T H + \lambda I - H_k^T A_k F_k F_k^T A_k^T H,$$

from which we can deduce (42a).

**APPENDIX B**

**THE DERIVATION OF (52)**

Substitute (49) and (64) into the left side of (52) successively to obtain

$$D_k T A_k C = D_k T A_k^T (H - A_k D) = D_k T A_k^T (H - A_k A_k^T H). \tag{76}$$

Also substitute (26) into (20)

$$(A^T A + \lambda I)^{-1} A^T = A^T (A A^T + \lambda I)^{-1} \tag{77}$$

into (7) to get another form of (7), i.e.,

$$A^T = A^T (A A^T + \lambda I)^{-1}, \tag{78}$$

which is then substituted into (76) to obtain

$$D_k T A_k C = D_k T A_k^T \left( H - \left( I - \lambda (A_k A_k^T + \lambda I)^{-1} \right) H \right) = \lambda D_k T A_k^T (A_k A_k^T + \lambda I)^{-1} H. \tag{79}$$

To deduce (52), finally, we substitute (78) and (64) into (79) successively to obtain

$$D_k T A_k C = \lambda D_k T A_k H = \lambda D_k T D.$$

**APPENDIX C**

**TO VERIFY THAT (65) IS EQUAL TO (21) WHEN $\lambda \rightarrow 0$**

When $\tilde{C} \neq 0$, we need to verify that $B^T$ in (65) is equal to $\tilde{B}^T$ in (21a) if $\lambda \rightarrow 0$. We can let $\lambda \rightarrow 0$ in (65) to write

$$\lim_{\lambda \rightarrow 0} B^T = \lim_{\lambda \rightarrow 0} (C^T C + \lambda D^T D + \lambda I)^{-1} C^T = (\tilde{C}^T \tilde{C})^{-1} \tilde{C}^T = \tilde{B}^T, \tag{80}$$

where $\lim_{\lambda \rightarrow 0} C = \tilde{C}$ and (21a) are utilized successively.

When $\tilde{C} = 0$, we need to verify that $B^T$ in (65) is equal to $\tilde{B}^T$ in (21b) if $\lambda \rightarrow 0$. Firstly, we use $\tilde{C} = 0$ to write $C$ defined by (49) in another form. Let $\tilde{C} = 0$ in (22b) to obtain $H = A_k \tilde{D}$, which is substituted into (49) to obtain

$$C = A_k \tilde{D} - A_k D_k = A_k A_k^T H - A_k A_k^T H = A_k \left( A_k^T A_k + \lambda I \right)^{-1} A_k^T H = A_k \left( A_k^T A_k + \lambda I \right)^{-1} A_k^T H, \tag{81}$$

where (23), (64), (3) and (7) are utilized. To simplify (81), we utilize a special case of the Woodbury matrix identity [27] equation (68), i.e.,

$$\left( \Psi + \Lambda \right)^{-1} = \Psi^{-1} - \Psi^{-1} (\Psi^{-1} + \Lambda^{-1})^{-1} \Psi^{-1}, \tag{82}$$

to write $(A^T A + \lambda I)^{-1}$ in (81) as

$$(A^T A + \lambda I)^{-1} = (A^T A)^{-1} - (A^T A)^{-1} (A^T A)^{-1} (A^T A)^{-1} (A^T A)^{-1}, \tag{83}$$

where for simplicity, we define

$$\Phi = (I + \lambda (A^T A)^{-1})^{-1}. \tag{84}$$
satisfying
\[
\lim_{\lambda \to 0} \Phi = \lim_{\lambda \to 0} \left( I + \lambda (A^T A)^{-1} \right)^{-1} = I. \tag{85}
\]
Then we substitute (83) into (81) to simplify (81) into
\[
C = A_k \left( \left( A_k^T A_k \right)^{-1} - \frac{1}{\lambda} A_k^T A_k - \Phi \right)^{-1} A_k^T H
= \lambda A_k \left( A_k^T A_k \right)^{-1} \Phi \left( A_k^T A_k \right)^{-1} A_k^T H
= \lambda \left( A_k^+ \right)^T \Phi A_k^+ H
= \lambda \left( A_k^+ \right)^T \Phi D_k, \tag{86}
\]
where (3) and (23) are utilized successively.
Finally, let us utilize (86) to verify that (65) is equal to (21b) when \( \lambda \to 0 \). We substitute (86) into (65) to obtain
\[
B^T
= \left( \lambda \Phi \right)^{-1} \left[ \Phi \left( A_k^+ \right)^T \Phi + \lambda D^T D + \lambda I \right]^{-1} \lambda \Phi \left( A_k^+ \right)^T \Phi
= \left( \frac{1}{\lambda} \left( D^T D + I + \lambda \Phi \left( A_k^+ \right)^T \Phi \right) \right)^{-1} \lambda \Phi \left( A_k^+ \right)^T \Phi
= \left( \frac{1}{\lambda} \left( D^T D + I + \lambda \Phi \left( A_k^+ \right)^T \Phi \right) \right)^{-1} D^T \Phi A_k^+
= \left( \frac{1}{\lambda} \Phi \right)^{-1} \Phi D_k,
\]
and then let \( \lambda \to 0 \) in (87) to obtain
\[
\lim_{\lambda \to 0} B^T
= \lim_{\lambda \to 0} \left( \frac{1}{\lambda} \left( D^T D + I + \lambda \Phi \left( A_k^+ \right)^T \Phi \right) \right)^{-1} \Phi D_k.
\]

**APPENDIX D**

**The Efficient Inverse Cholesky Factorization and the Corresponding Parallelization**

In this section, we will summarize the efficient inverse Cholesky factorization firstly, and then develop the memory-saving parallel implementation of the inverse Cholesky factorization.

**A. The Existing Efficient Inverse Cholesky Factorization**

In [21], the inverse Cholesky factor of a Hermitian matrix \( R_i \in \mathbb{R}^{n \times i} \) is the upper-triangular \( F_i \) satisfying
\[
F_i T_i = R_i^{-1} = (A_i^T A_i + \lambda I)^{-1}, \tag{88}
\]
where \( A_i \) is with \( i \) columns, the ridge parameter \( \lambda \) is a positive real number, and \( R_i \) is defined by
\[
R_i = A_i^T A_i + \lambda I. \tag{89}
\]
From (88), we can deduce
\[
F_i^T F_i^{-1} = R_i, \tag{90}
\]
which shows that the lower-triangular \( F_i^{-T} \) is the conventional Cholesky factor [23 Theorem 4.2.5] of \( R_i \).
\( A_i \) can be partitioned into
\[
A_i = \begin{bmatrix} A_{i-1} & a_i \end{bmatrix}, \tag{91}
\]
where \( A_{i-1} \) and \( a_i \) denotes the first \( i - 1 \) columns and the \( i^{th} \) column of \( A_i \), respectively. Then (91) can be substituted into (89) to partition \( R_i \) into
\[
R_i = \begin{bmatrix} A_{i-1}^{-1} A_{i-1} + \lambda I & A_{i-1}^{-1} a_i \\ a_i^T A_{i-1}^{-1} & \lambda a_i^T a_i + \lambda I \end{bmatrix} = \begin{bmatrix} R_{i-1} & p \\ p^T & u \end{bmatrix}, \tag{92}
\]
where \( p \) and \( u \) are a column vector and a scalar, respectively, and \( R_{i-1} \), the \((i - 1) \times (i - 1) \) leading principal submatrix of \( R_i \), is also defined from \( A_{i-1} \) by (89). The efficient inverse Cholesky factorization [21] updates the inverse Cholesky factor of \( R_{i-1} \) into that of \( R_i \) by
\[
F_i = \begin{bmatrix} F_{i-1} & \bar{f}_i \\ 0_{i-1} & f_{ii} \end{bmatrix}, \tag{93}
\]
where \( \bar{f}_i \) and \( f_{ii} \) are computed by
\[
\bar{f}_i = 1/\left( u - p^T F_i F_i^T p \right) \tag{94a}
\]
\[
f_{ii} = -g F_i F_i^T p \tag{94b}
\]
In (92) and (94), \( f_i \) and \( f_{ii} \) denote the \( i^{th} \) column and diagonal entry of \( F_i \), respectively, while \( \bar{f}_i \) denotes \( f_i \) with the last entry \( f_{ii} \) removed.

In this paper, (91) is extended into a column-partitioned matrix
\[
A_k = \begin{bmatrix} A_i & A_{k-i} \end{bmatrix}, \tag{95}
\]
where \( A_i \) and \( A_{k-i} \) are the first \( i \) and last \( k - i \) columns of \( A_k \) with \( k \) columns, respectively. Then (91) can be substituted into (89) to partition \( R_k \) into the \( 2 \times 2 \) block matrix, i.e.,
\[
R_k = \begin{bmatrix} R_i & A_i^T A_{k-i} \\ A_{k-i}^T A_i & A_{k-i}^T A_{k-i} + \lambda I \end{bmatrix} = \begin{bmatrix} R_i & P \\ P^T & U \end{bmatrix}, \tag{96}
\]
where
\[
\begin{cases} U = A_{k-i}^T A_{k-i} + \lambda I \in \mathbb{R}^{(k-i) \times (k-i)} \tag{97a} \\
P = A_i^T A_{k-i} \in \mathbb{R}^{i \times (k-i)} \tag{97b}
\end{cases}
\]
\( U \) is also the upper-triangular inverse Cholesky factor, which can be computed by the efficient inverse Cholesky factorization in [21] or by inverting and transposing the lower-triangular Cholesky factor.

**B. The Memory-Saving Parallel Implementation of the Inverse Cholesky Factorization**

In [99] for the block inverse Cholesky factorization, \(-F_i F_i^T A_i^T A_i, F_i^T A_i^T A_i \), and \( A_i^T A_i + \lambda I \),
\[ A_{k-1}^T A_{k-1} F_i F_i^T A_{k-1} \] can be written as
\[
\begin{align*}
\Pi_i &= -F_i F_i^T A_{k-1} + \lambda_1, \\
\Xi_{k-1} &= A_{k-1}^T A_{k-1}^* + \lambda_1 - A_{k-1}^T A_{k-1}^* A_{k-1}, \\
\Xi_{k-1} &= A_{k-1}^T A_{k-1}^* + \lambda_1 - A_{k-1}^T A_{k-1}^* A_{k-1},
\end{align*}
\] (100a)
(100b)
where \( i = 1, 2, \ldots, k - 1 \), \( \Pi_i \in \mathbb{R}^{(k-1) \times (k-1)} \), and \( \Xi_{k-1} \in \mathbb{R}^{(k-1) \times (k-1)} \). On the other hand, it can be seen from (94) and (95) for the efficient inverse Cholesky factorization \( 21 \), that in the \( i \)th iteration, the \( i \)th column of \( F_i \) is computed by (94), and then merged with \( F_i \) to obtain \( F_i \) by (95). Then in the \( i \)th \(( i = 1, 2, \ldots, k - 1 ) \) iteration of the efficient inverse Cholesky factorization \( 21 \), we can use \( F_i \) to compute \( \Pi_i \) and \( \Xi_{k-1} \) by (100a) and (100b), respectively, in order to improve the parallelization.

To reduce the computational complexity, we utilize \( \Xi_{k-i+1} \) and \( \Pi_{i-1} \) to compute \( \Pi_{k-i} \) and \( \Xi_{k-i} \) by
\[
\Xi_{k-i} = \Xi_{k-i+1}^{i-1} - f_{ii}^2 \Xi_{k-i} \Xi_{k-i+1} (2 : end) \Xi_{k-i+1} (2 : end)
\] (101)
and
\[
\Pi_i = \Pi_{i-1} (2 : end) - \Pi_{i-1} (1 : i) f_{ii}^2 \Xi_{k-i+1} (2 : end)
\] (102)
respectively, instead of (100a) and (100b), and compute the \( i \)th column of \( F_i \) (i.e., \( f_{ii} \) and \( f_{ii}^2 \)) in (93) by
\[
\begin{align*}
\{ f_{ii} &= 1/\sqrt{\Xi_{k-i+1} (1, 1)} \\
f_{ii} &= f_{ii} \Xi_{k-i+1} (1, 1)
\end{align*}
\] (103a)
(103b).

In the next subsection, we will derive the above (101), (102) and (103), where \( \Xi_{k-i+1} \) is \( \Xi_{k-i+1} \) with the first row and column removed, and the notations \( \Xi_{k-i+1} (2 : end), \Pi_{i-1} (2 : end), \Pi_{i-1} (1 : i) \) and \( \Xi_{k-i+1} (1, 1) \) follow the MATLAB standard. Notice that in the remainder of this paper, the notations will also follow the MATLAB standard.

To save memories, we will give an implementation that cover the upper-triangular part of the Hermitian matrix \( R_k \) with \( F_k \), the inverse Cholesky factor of \( R_k \). It can be seen from (96) that
\[
\begin{align*}
R(1 : i, i + 1 : k) &= P = A_i^H A_{k-i}, \\
R(i + 1 : k, i + 1 : k) &= U = A_i^H A_{k-i} + \lambda, \quad (104a)
\end{align*}
\] which are substituted into (100a) and (100b) to obtain
\[
\begin{align*}
\Pi_i &= -F_i F_i^T R(1 : i, i + 1 : k), \\
\Xi_{k-i} &= R(1 : i, i + 1 : k) F_i F_i^T R(1 : i, i + 1 : k). \\
\end{align*}
\] (105a)
(105b)
Let \( k = 1 \) in (88) to obtain
\[
F_1 F_1^T = 1/R(1, 1),
\] (106)
which is substituted into (105) with \( i = 1, \) i.e.,
\[
\begin{align*}
\Pi_1 &= -F_1 F_1^T R(1, 2 : k), \\
\Xi_{k-1} &= R(2 : k, 2 : k) - R(1, 2 : k) F_1 F_1^T R(1, 2 : k), \\
\end{align*}
\] (107a)
(107b)
to compute the initial \( \Pi_1 \) and \( \Xi_{k-1} \) by
\[
\begin{align*}
\Pi_1 &= -R(1, 2 : k)/R(1, 1), \\
\Xi_{k-1} &= R(2 : k, 2 : k) - R(1, 2 : k) F_1 F_1^T R(1, 2 : k)/R(1, 1).
\end{align*}
\] (108a)
(108b)
Moreover, we compute the initial \( F_1 \) by writing (106) as
\[
F_1 = \sqrt{1/R(1, 1)}.
\] (109)
When \( i \geq 2 \), none of the entries of \( R \) are required in (101), (102), (103a) and (103b), which are utilized to compute \( \Xi_{k-i} \) and \( \Pi_i \) in (104), respectively. Then to save memories, we store \( \Xi_{k-i} \) and \( \Pi_i \) in \( R(2 : k, 2 : k), R(1, 2 : k) \) and \( R(1, 1) \), respectively, to write (108b), (108a) and (109) as
\[
\begin{align*}
R(2 : k, 2 : k) &= R(2 : k, 2 : k) \\
R(1, 2 : k) &= R(1, 2 : k) - R(1, 1), \\
R(1, 1) &= \sqrt{1/R(1, 1)}.
\end{align*}
\] (110a)
(110b)
(110c)
In the \( i \)th \(( i = 2, \ldots, k \) \) iteration, we can also save memories by storing \( \Xi_{k-i} \) and \( \Pi_i \) in \( R(i + 1, i + 1 : k), R(1 : i, i + 1 : k) \) and \( R(1 : i, i) \) in (101), (102), (103a) and (103b) as
\[
\begin{align*}
R(i + 1, i + 1 : k) &= R(i + 1, i + 1 : k) \\
R(i, i) &= R(i, i) - R(i, i + 1 : k) R(1 : i, i + 1 : k) R(1 : i, i + 1 : k) \\
R(1 : i, i + 1 : k) &= R(1 : i - 1, i), \\
R(i, i) &= R(i, i) - R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i).
\end{align*}
\] (111a)
(111b)
(111c)
(111d)
Notice that to deduce (111), we utilize the fact that \( \Xi_{k-i-1} = \Xi_{k-i} \) and \( \Pi_{i-1} \) have been stored in \( R(1 : i - 1 + : k, i - 1 + : k) = R(i : k, i : k) \) and \( R(1 : i - 1, i - 1 : k) = R(1 : i - 1, i - 1 : k) \), respectively, where \( i \geq 2 \).

It can be seen that (110) is equivalent to (111) with \( i = 1 \). Then we can compute (111) iteratively for \( i = 1, 2, \ldots, k \), to cover the upper-triangular part of \( R_k \) with the inverse Cholesky factor \( F_k \) satisfying \( F_k F_k^T = R_k^{-1} \). The corresponding implementation is summarized in Algorithm 11.

**Algorithm 11**: The parallel implementation of the inverse Cholesky factorization

**Input**: The upper-triangular part of a Hermitian matrix \( R \)

**Output**: The inverse Cholesky factor of \( R \) in the upper-triangular part of \( R \)

1. for \( i = 1 : k \) (\( k \) is the size of \( R \)) do
2. \( R(i : i + 1 : k) = R(i + 1 : i + 1 : k) - R(i + 1 : i + 1 : k) R(1 : i, i + 1 : k) R(1 : i, i + 1 : k) R(1 : i, i) R(1 : i, i) R(1 : i, i) \\
3. \( R(i, i + 1 : k) = R(i, i + 1 : k) - R(i, i + 1 : k) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) \\
4. \( i, i) = \sqrt{1/R(i, i)} \\
5. \( R(i, i) = R(i, i) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) R(1 : i - 1, i) \\
6. end for
7. Now the upper-triangular part of \( R \) becomes the inverse Cholesky factor \( F \) satisfying \( F F^T = R^{-1} \).
C. The Derivation of (101), (102) and (103)

In this subsection, let us deduce (101), (102) and (103) utilized in the last subsection.

Obviously, \( \mathbf{A}_{k-i} \) in (95) satisfies
\[
\mathbf{A}_{k-(i-1)} = \mathbf{A}_{k-i+1} = [a_i \mathbf{A}_{k-i}] ,
\]
which can be written as
\[
\mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T [a_i \mathbf{A}_{k-i}] ,
\]
where \( a_i \) is the \( i^{th} \) column of \( \mathbf{A}_i \). Then use (112) to write
\[
\mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i+1} .
\]
From (92), we can write
\[
\begin{bmatrix}
\bar{p}
\end{bmatrix} = \begin{bmatrix}
\mathbf{A}_{i-1}^T a_i
\end{bmatrix},
\]
which is substituted into (94) to obtain
\[
\begin{bmatrix}
\bar{f}_i
\end{bmatrix} = \frac{1}{\sqrt{a_i^T a_i + \lambda - a_i^T \mathbf{A}_{i-1} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T a_i}} \begin{bmatrix}
\mathbf{A}_{i-1}^T a_i
\end{bmatrix} ,
\]
\[
\mathbf{f}_i = -f_i \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T a_i
\]
To update \( \Pi_{i-1} \) into \( \Pi_i \) efficiently, substitute (113) into (100a) with \( i = i - 1 \) to obtain
\[
\begin{bmatrix}
\Pi_{i-1}(:; 1)
\end{bmatrix} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T a_i
\]
\[
\begin{bmatrix}
\Pi_{i-1}(:, 2 : end)
\end{bmatrix} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i-1} .
\]
Also substitute (92) and (91) into \( \mathbf{F}_{i}^T \mathbf{A}_{i}^T \mathbf{A}_{k-i} \) to obtain
\[
\mathbf{F}_{i}^T \mathbf{A}_{i}^T \mathbf{A}_{k-i} = \begin{bmatrix}
\mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T a_i
\end{bmatrix} \begin{bmatrix}
\mathbf{A}_{i-1}^T \mathbf{A}_{k-i}
\end{bmatrix}
\]
\[
\mathbf{f}_{i} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T a_i
\]
and then substitute (117) and (93) into (100a) to obtain
\[
\begin{bmatrix}
\Pi_{i-1}(:, 1)
\end{bmatrix} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i-1}
\]
\[
\begin{bmatrix}
\Pi_{i-1}(:, 2 : end)
\end{bmatrix} = \mathbf{F}_{i-1}^T \mathbf{A}_{i-1}^T \mathbf{A}_{k-i} .
\]
Finally, substitute (116a) into (113) to obtain
\[
\begin{bmatrix}
\Pi_i
\end{bmatrix} = \begin{bmatrix}
\Pi_{i-1}(:, 1)
\end{bmatrix} - f_i \mathbf{f}_{i}^T \mathbf{A}_{k-i} .
\]
To update \( \Sigma_{k-i} \) into \( \Sigma_{k-i} \) efficiently, substitute (117) into (100b) to obtain
\[
\begin{bmatrix}
\Sigma_{k-i+1}
\end{bmatrix} = \mathbf{F}_{i}^T \mathbf{A}_{i}^T \mathbf{A}_{k-i+1} + \lambda
\]
\[
\begin{bmatrix}
\Sigma_{k-i}
\end{bmatrix} = \mathbf{F}_{i}^T \mathbf{A}_{i}^T \mathbf{A}_{k-i} + \lambda
\]
\[
\begin{bmatrix}
\Sigma_{k-i-1}
\end{bmatrix} = \mathbf{F}_{i}^T \mathbf{A}_{i}^T \mathbf{A}_{k-i-1} .
\]
and substitute (112) and (113) into (100b) with \( i = i - 1 \) to obtain
\[
\begin{bmatrix}
\Xi_{k-i+1}
\end{bmatrix} = \mathbf{A}_{k-i+1}^T \mathbf{A}_{k-i+1} + \lambda
\]
\[
\begin{bmatrix}
\Xi_{k-i}
\end{bmatrix} = \mathbf{A}_{k-i}^T \mathbf{A}_{k-i} + \lambda
\]
\[
\begin{bmatrix}
\Xi_{k-i-1}
\end{bmatrix} = \mathbf{A}_{k-i-1}^T \mathbf{A}_{k-i-1} .
\]
It can be seen from (121) that \( \Xi_{k-i+1} \) with the first row and column removed is
\[
\begin{bmatrix}
\Xi_{k-i+1}^{[1, -1]} = \mathbf{A}_{k-i+1}^T \mathbf{A}_{k-i+1} + \lambda - \mathbf{A}_{k-i+1} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i+1}^T \mathbf{A}_{k-i+1}
\]
\[
\begin{bmatrix}
\Xi_{k-i}^{[1, -1]} = \mathbf{A}_{k-i}^T \mathbf{A}_{k-i} + \lambda - \mathbf{A}_{k-i} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i}^T \mathbf{A}_{k-i}
\]
\[
\begin{bmatrix}
\Xi_{k-i-1}^{[1, -1]} = \mathbf{A}_{k-i-1}^T \mathbf{A}_{k-i-1} .
\]
Finally, let us deduce (102b) by substituting (116b) into (114b). On the other hand, we deduce
\[
\begin{bmatrix}
\Xi_{k-i-1}^{[1, -1]} = \mathbf{A}_{k-i-1}^T \mathbf{A}_{k-i-1} + \lambda - \mathbf{A}_{k-i-1} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i}^T \mathbf{A}_{k-i}
\]
\[
\begin{bmatrix}
\Xi_{k-i}^{[1, -1]} = \mathbf{A}_{k-i}^T \mathbf{A}_{k-i} + \lambda - \mathbf{A}_{k-i} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i}^T \mathbf{A}_{k-i}
\]
\[
\begin{bmatrix}
\Xi_{k-i-1}^{[1, -1]} = \mathbf{A}_{k-i-1}^T \mathbf{A}_{k-i-1} .
\]
Moreover, let us deduce
\[
\begin{bmatrix}
\Xi_{k-i+1}^{[1, 2 : end]} = \mathbf{A}_{k-i+1}^T \mathbf{A}_{k-i+1} + \lambda - \mathbf{A}_{k-i+1} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i}^T \mathbf{A}_{k-i+1}
\]
\[
\begin{bmatrix}
\Xi_{k-i}^{[1, 2 : end]} = \mathbf{A}_{k-i}^T \mathbf{A}_{k-i} + \lambda - \mathbf{A}_{k-i} \mathbf{F}_{i-1} \mathbf{F}_{i-1}^T \mathbf{A}_{k-i}^T \mathbf{A}_{k-i}
\]
\[
\begin{bmatrix}
\Xi_{k-i-1}^{[1, 2 : end]} = \mathbf{A}_{k-i-1}^T \mathbf{A}_{k-i-1} .
\]
Finally, we substitute (128) into (122) to further simplify it into (101). On the other hand, we substitute (103b) into (124) to obtain
\[
\begin{bmatrix}
\mathbf{f}_{i}
\end{bmatrix} = \begin{bmatrix}
\mathbf{f}_{i}^T
\end{bmatrix} .
\]
and then substitute (129) and (128) into (119) to further simplify it into

\[
\begin{align*}
\Pi_i &= \left( \Pi_{i-1}(;\cdot:2;\cdot: end) \right) - \left[ f_{ii} \Pi_{i-1}(;1,1) \right] f_{ii} \Xi_{k-i+1}(1,2; : end), \quad \text{i.e.}, \quad (102).
\end{align*}
\]

**APPENDIX E**

**The Inverse LDL\(^T\) Factorization and the Corresponding Parallelization**

To avoid the square-root operation in (117), we can use the inverse LDL\(^T\) factorization instead of the inverse Cholesky factorization. The inverse LDL\(^T\) factors of R\(_i\) are the unit upper-triangular L\(_i\) and the diagonal D\(_i\) satisfying

\[
L_i D_i L_i^T = R_i^{-1},
\]

from which we can deduce

\[
L_i^{-T} D_i^{-1} L_i^{-1} = R_i.
\]

Notice that in (131), the unit lower-triangular L\(^{-T}\) and the diagonal D\(^{-1}\) are the conventional LDL\(^T\) factors \([23]\) of R\(_i\).

**A. The Block Inverse LDL\(^T\) Factorization**

Obviously, the upper-triangular L\(_k\) and the diagonal D\(_k\) can be written as

\[
\begin{align*}
L_k &= \begin{bmatrix} L_i & \Gamma \\ 0 & \Delta \end{bmatrix} \quad \text{(132a)} \\
D_k &= \begin{bmatrix} D_i & 0 \\ 0 & \Phi \end{bmatrix}. \quad \text{(132b)}
\end{align*}
\]

In this subsection, we will deduce an efficient algorithm to compute \(\Gamma\), \(\Delta\) and \(\Phi\) in (132) by

\[
\begin{align*}
\Gamma &= -L_i D_i L_i^T \Pi \Delta \\
\Delta \Phi \Delta^T &= (U - P^T L_i D_i L_i^T \Pi)^{-1}.
\end{align*}
\]

which can be regarded as a special case of the inverse LDL\(^T\) factorization introduced in \([33]\). Notice that in (133b), the unit upper-triangular \(\Delta\) and the diagonal \(\Phi\) are the inverse LDL\(^T\) factors of \(U - P^T L_i D_i L_i^T \Pi\). The derivation of (133) is in the next paragraph.

From (132) we can deduce

\[
L_k^{-1} = \begin{bmatrix} L_i^{-1} & 0 \\ 0 & D_i^{-1} \Phi^{-1} \end{bmatrix},
\]

which are substituted into (131) to obtain

\[
L_i^{-T} D_i^{-1} L_i^{-1} \Gamma \Delta^{-1} \Delta^{-1} = R_k.
\]

Then let us substitute (96) into (134) to deduce

\[
\begin{align*}
\left[ 
\begin{array}{c}
L_i^{-T} D_i^{-1} L_i^{-1} \\
\Delta^{-T} \Gamma^T L_i^{-T} \\
\Gamma^T L_i^{-T} \\
D_i^{-1} L_i^{-1} \\
\end{array}
\right] = \begin{bmatrix} R_i \quad P \\ P^T \\ U \end{bmatrix},
\end{align*}
\]

from which we can obtain

\[
\begin{align*}
-L_i^T D_i^{-1} L_i^{-1} \Gamma \Delta^{-1} &= P \\
\Delta^{-T} \Gamma^T L_i^{-T} D_i^{-1} L_i^{-1} \Gamma \Delta^{-1} &= U.
\end{align*}
\]

Finally, write (136a) as (133a), which is then substituted into (136b) to get \(P^T L_i D_i L_i^T \Pi + \Delta^{-T} \Phi^{-1} \Delta^{-1} = U\), i.e., (133b).

**B. The Memory-Saving Parallel Implementation of the Inverse LDL\(^T\) Factorization**

Let us substitute (130) into (88) to obtain

\[
F_i F_i^T = L_i D_i L_i^T.
\]

On the other hand, we can write the unit upper-triangular L\(_i\) and the diagonal D\(_i\) as \([23]\)

\[
\begin{align*}
\Pi_i &= \begin{bmatrix} L_i^{-1} & 0 \\ 0 & \tilde{l}_i \end{bmatrix} \quad \text{(138a)} \\
D_i &= \begin{bmatrix} D_i^{-1} & 0 \\ 0 & d_i \end{bmatrix}, \quad \text{(138b)}
\end{align*}
\]

where \(\tilde{l}_i\) denotes the \(i^{th}\) column of \(L_i\) with the last entry removed, and \(d_i\) denotes the \(i^{th}\) diagonal entry of the diagonal \(D_i\). Then substitute (138) and (93) into (137) to obtain

\[
\begin{bmatrix} L_i^{-1} & 0 \\ 0 & \tilde{l}_i \end{bmatrix} \begin{bmatrix} D_i^{-1} & 0 \\ 0 & d_i \end{bmatrix} \begin{bmatrix} L_i^{-1} & 0 \\ 0 & \tilde{l}_i \end{bmatrix} = \begin{bmatrix} F_i^{-1} f_i \tilde{F}_i \\ 0 \end{bmatrix},
\]

from which we can deduce

\[
\begin{align*}
d_i &= f_i^T \\
\tilde{l}_i &= \tilde{F}_i f_i.
\end{align*}
\]

We can substitute (103b) into (139b) to obtain

\[
\tilde{l}_i = \Pi_{i-1}(;,1).
\]

Moreover, substitute (103a) into (139a), (101) and (102) to obtain

\[
\begin{align*}
d_i &= 1/\Xi_{k-i+1}(1,1) \\
\Xi_{k-i} &= \Xi_{k-i+1}(1,2; : end)\Xi_{k-i+1}(1,2; : end) \quad \text{(142)}
\end{align*}
\]

and

\[
\Pi_{i} = \begin{bmatrix} \Pi_{i-1}(;2; : end) - \frac{\Pi_{i-1}(;1)}{\Xi_{k-i+1}(1,2; end)} \\
\Xi_{k-i+1}(1,2; end) \end{bmatrix}, \quad \text{(143)}
\]

respectively.

Since the unit upper-triangular \(L_1 = 1\), it can be seen from (130) with \(k = 1\) that the diagonal

\[
D_1 = d_{11} = 1/R(1,1).
\]

To save memories, we store \(D_1 = d_{11}, \Xi_{k-1}\) and \(\Pi_1\) in \(R(1,1), R(2 : k, 2 : k)\) and \(R(1,2 : k)\), respectively, by

\[12\text{The following equation (138) has been presented in (34).}\]
computing
\[
\begin{align*}
R(1,1) & = 1/R(1,1) \quad \text{(145a)} \\
R(2:k,2:k) & = R(2:k,2:k) - R(1,2:k)^T R(1,1) R(1,2:k) \quad \text{(145b)} \\
R(1,2:k) & = -R(1,1) R(1,2:k) \quad \text{(145c)}
\end{align*}
\]
which are deduced in the rest part of this paragraph. We use the \(i^{th}\) diagonal entry of \(R\) to store the \(i^{th}\) diagonal entry of the diagonal \(D\). Accordingly, we compute and store \(D_1 = d_{11}\) in \(R(1,1)\) by \((145a)\), which is then substituted into \((110a)\) and \((110b)\) to obtain \((145b)\) and \((145c)\), respectively.

In the \(i^{th}\) (\(i \geq 2\)) iteration, we also save memories by storing \(\bar{I}_i\) in \(R(1:i-1,i)\), i.e.,
\[
R(1:i-1,i) = \bar{I}_i \quad \text{(146)}
\]
and storing \(d_i, \Sigma_{k-1}\) and \(\Pi_i\) in \(R(i,i), R(i+1:k, i+1:k)\) and \(R(1:i+k, i+1:k)\), respectively, by
\[
\begin{align*}
R(i,i) & = 1/R(i,i) \quad \text{(147a)} \\
R(i+1:k, i+1:k) & = R(i+1:k, i+1:k) - R(i,i+1:k)^T R(i,i) R(i,i+1:k) \quad \text{(147b)} \\
R(1:i,i+1:k) & = \left[ R(1:i-1,i+1:k) - R(i,i) \right] \\
& \quad \times R(1:i-1,i) R(i,i+1:k) \quad \text{(147c)}
\end{align*}
\]
The above \((146)\) and \((147)\) are deduced in the next paragraph.

When \(i = 2\), we can deduce \((146)\) and \((147a)\) from \((146)\) and \((141)\), respectively, and then substitute \((147a)\) into \((110a)\) and \((110b)\) to obtain \((147b)\) and \((147c)\), respectively, since \(\Sigma_{k-1}\) and \(\Pi_1\) have been stored in \(R(2:k,2:k)\) and \(R(1,2:k)\), respectively. When \(i \geq 3\), we can also deduce \((146)\) and \((147a)\) from \((146)\) and \((141)\), respectively, and then substitute \((147a)\) into \((110a)\) and \((110b)\) to obtain \((147b)\) and \((147c)\), respectively, since \(\Sigma_{k-1+i} = \Sigma_{k-i+1}\) and \(\Pi_{i-1}\) have been stored in \(R((i-1)+1:k, (i-1)+1:k) = R(i,k)\) and \(R(1:i-1,(i-1)+1:k) = R(1:i-1,i:k)\), respectively.

Thus we have verified \((146)\) and \((147)\) for any \(i = 2, 3, \ldots, k\). Obviously, \((145)\) is equivalent to \((147)\) with \(i = 1\). Then we can compute \((147)\) iteratively for \(i = 1, 2, \ldots, k\), to cover the upper-triangular part of \(R_k\) with the unit upper-triangular \(L_k\) and the diagonal \(D_k\) satisfying \(L_k D_k L_k^T = R_k^{-1}\). Algorithm 12 summarizes the corresponding implementation.

C. Parallel Performance of the Proposed Inverse \(LDL^T\) Factorization

The inverse \(LDL^T\) factorization summarized in Algorithm 12 computes \((147)\) iteratively for \(i = 1, 2, \ldots, k\), which can be written as
\[
\begin{align*}
R(i,i) & = 1/R(i,i) \quad \text{(148a)} \\
\xi_{k-i} & = R(i,i+1:k) \quad \text{(148b)} \\
R(i,i+1:k) & = -R(i,i) \xi_{k-i} \quad \text{(148c)} \\
R([1:i-1,i+1:k],i+1:k) & = R([1:i-1,i+1:k],i+1:k) + \left[ R(1:i-1,i)^T \xi_{k-i} + (\xi_{k-i}^T R(i,i) \xi_{k-i}^T) \right] \quad \text{(148d)}
\end{align*}
\]
It can be seen that the dominant computational complexity of \((148)\) comes from \((148d)\), where all entries in columns \(i+1\) to \(k\) of the upper-triangular \(R\) except row \(i\) are updated with a multiplication and an addition \((13)\).

We do not need to compute \(-R(i,i) \xi_{k-i}^T\) in \((148d)\), since it has been computed in \((148c)\).
Algorithm 13: The parallel implementation of the inverse LDL$^T$ factorization when each column of the upper-triangular $R_k$ is stored in an exclusive processor

**Input:** The upper-triangular part of a Hermitian matrix $R$

**Output:** The inverse LDL$^T$ factors of $R$ in the upper-triangular part of $R$

1. for $i = 1 : k$ (k is the size of $R$) do
   2. $R(i,i) = 1/R(i,i)$;
   3. $\xi_{i,i} = R(i,i+1 : k)$;
   4. for $j = i+1 : k$ do
      5. $R(i,j) = -R(i,i)\xi_{i,i-1}(j-i)$;
      6. $R([1:i-1,i+1:j],j) = R([1:i-1,i+1:j],j) + [R(1:i-1,i)^T \xi_{i,i-1}(1:j-i)^T] R(i,j)$;
   7. end for
8. end for
9. $D = \text{diag}(\text{diag}(R))$, i.e., the diagonal entries of $R$ form the diagonal matrix $D$
10. $L = \text{triu}(R - D + I_k)$, i.e., the upper-triangular part of $R$ except the diagonal entries forms the unit upper-triangular matrix $L$.

Then it can be seen that

$$v_1 + v_2 + \cdots + v_\tau = k,$$

and columns $(\tilde{v}_{\mu-1} + 1) : \tilde{v}_\mu$ of $R$ are stored in processor $\mu$ ($\mu = 1, 2, \cdots, \tau$), where $\tilde{v}_0 = 0$ and

$$v_1 + v_2 + \cdots + v_\mu = \tilde{v}_\mu.$$

Now let us consider communication cost in the $i^{th}$ ($i = 1, 2, \cdots, k$) iteration of Algorithm 13. When $\tilde{v}_{\mu-1} + 1 \leq i \leq \tilde{v}_\mu$, it can be seen that $R(1:i,i)$ and $R(i,i+1 : \tilde{v}_\mu)$ in processor $\mu$ need to be transmitted to processors $\mu+1, \mu+2, \cdots, \tau$. Moreover, $R(i,\tilde{v}_{\mu-1} + 1 : \tilde{v}_\mu)$ in processor $\zeta$ needs to be transmitted to processors $\zeta+1, \zeta+2, \cdots, \tau$, where $\zeta = \mu + 1, \mu + 2, \cdots, \tau - 1$.

**D. Application of the Proposed Inverse LDL$^T$ Factorization to the Distributed BLS**

In this subsection, we introduce the distributed BLS that adopts the inverse LDL$^T$ factorization summarized in Algorithm 12. To implement the distributed BLS with model-parallelism, we can partition all $\tilde{k}_p$ feature and enhancement nodes into $p$ workers. Then we have

$$A_k = \begin{bmatrix} A_{v_1} & A_{v_2} & \cdots & A_{v_\tau} \end{bmatrix},$$

where $A_{v_\mu}$ ($\mu = 1, 2, \cdots, \tau$) denotes the $v_\mu$ nodes partitioned into the $\mu^{th}$ worker. Then substitute (152) into (89) to write the upper-triangular blocks of $R_k$ as

$$R_k = A_k^T A_k + \Theta = \begin{bmatrix} A_{v_1}^T A_{v_1} & A_{v_1}^T A_{v_2} & \cdots & A_{v_1}^T A_{v_\tau} \\ A_{v_2}^T A_{v_1} & A_{v_2}^T A_{v_2} & \cdots & A_{v_2}^T A_{v_\tau} \\ \vdots & \vdots & \ddots & \vdots \\ A_{v_\tau}^T A_{v_1} & A_{v_\tau}^T A_{v_2} & \cdots & A_{v_\tau}^T A_{v_\tau} \end{bmatrix} + \lambda I.$$  \hfill (153)

It can be seen from (153) that $A_{v_\mu}$ in worker $\mu$ need to be transmitted to workers $\mu + 1, \mu + 2, \cdots, \tau$, and then $v_\mu$ columns of the upper-triangular $R_k$, i.e., columns $(\tilde{v}_{\mu-1} + 1) : \tilde{v}_\mu$, can be computed from $A_{v_1}, A_{v_2}, \cdots, A_{v_{\mu-1}}, A_{v_\mu}$ in worker $\mu$.

Now workers $1, 2, \cdots, \tau$ store $v_1, v_2, \cdots, v_\tau$ columns of $R_k$, respectively, and the columns stored in workers $1, 2, \cdots, \tau$ are columns $1 : v_1, (\tilde{v}_1 + 1) : v_2, \cdots, (\tilde{v}_\tau - 1) : \tilde{v}_\tau$ that satisfy (149). Accordingly, the parallel implementation described in Algorithm 13 can be applied to compute the inverse LDL$^T$ factors of the upper-triangular $R_k$ for the distributed BLS with model-parallelism.

**APPENDIX F**

**The Division Free Inverse LDL$^T$ Factorization and the Corresponding Parallelization**

There is still a division operation in (147a). To avoid that division operation, we can use the alternative LDL$^T$ factors of $R_i^{-1}$, i.e., $\tilde{L}_i, \tilde{D}_i$ and $\sigma_i$ satisfying

$$\tilde{L}_i(\tilde{D}_i/\sigma_i)\tilde{L}_i^T = L_i D_i L_i^T = R_i^{-1}.$$ \hfill (154)

The corresponding division free block inverse LDL$^T$ factorization and its parallelization will be introduced in this section.

**A. Division Free Block Inverse LDL$^T$ Factorization**

The division free block inverse LDL$^T$ factorization update $\tilde{L}_i, \tilde{D}_i$ and $\sigma_i$ into $\tilde{L}_k, \tilde{D}_k$ and $\sigma_k$ (with $k > i$) by

$$\tilde{D}(\tilde{\Phi}/\eta)\tilde{D}^T = \left(\sigma_i U - P^T \tilde{L}_i \tilde{D}_i \tilde{L}_i^T P\right)^{-1}$$ \hfill (155a)

Scaling of $\eta$ and $\tilde{D}$

$$\tilde{L}_k = \begin{bmatrix} \tilde{L}_i & -\tilde{L}_i \tilde{D}_i \tilde{L}_i^T P \Delta \\ 0 & \sigma_i \Delta \end{bmatrix}$$ \hfill (155b)

$$\tilde{D}_k = \begin{bmatrix} \eta \tilde{D}_i & 0 \\ 0 & \tilde{\Phi} \end{bmatrix}$$ \hfill (155c)

$$\sigma_k = \sigma_i \eta,$$ \hfill (155d)

where $\Delta$, $\tilde{\Phi}$ and $\eta$, which satisfy (155a), are also the alternative LDL$^T$ factors defined by (154). The above division free block inverse LDL$^T$ factorization by (155) can be regarded as a special case of the division free block inverse LDL$^T$ factorization introduced in [33]. We will give the derivation of (155) in what follows.

Firstly, substitute (154) into (133b) to obtain

$$\Delta \tilde{\Phi} \Delta^T = \left(U - P^T \tilde{L}_i (\tilde{D}_i/\sigma_i) \tilde{L}_i^T P\right)^{-1}.$$ \hfill (155a)

$$\Delta (\Phi/\sigma_i) \Delta^T = \left(\sigma_i U - P^T \tilde{L}_i \tilde{D}_i \tilde{L}_i^T P\right)^{-1}.\hfill (156)$$

For the right side of (156), we can write the alternative LDL$^T$ factors defined by (154), i.e., $\Delta, \tilde{\Phi}$ and $\eta$ satisfying (155a). Then (155a) is substituted into (156) to obtain

$$\tilde{\Delta}(\sigma_i \tilde{\Phi}/\eta)\tilde{\Delta}^T = \Delta \tilde{\Phi} \Delta^T.$$ \hfill (157)
Now we only need to deduce (155c), (155d) and (155e). Substitute (133) into (132), and substitute (132) into (130) to obtain
\[
R_k^{-1} = \begin{bmatrix}
  L_i & -L_i D_i L_i^T P & \Delta_i & 0 \\
  0 & -\Delta P^T L_i D_i L_i^T & \Delta^T & 0 \\
  L_i D_i L_i^T + L_i D_i L_i^T P & \Delta P^T L_i D_i L_i^T & \Delta^T & 0 \\
-\Delta P^T \Delta & \Delta P^T \Delta^T & \Delta^T & 0 \\
\end{bmatrix},
\]
into which substitute (154) and (157) to obtain
\[
R_k^{-1} = \begin{bmatrix}
  \tilde{L}_i & -\tilde{L}_i \tilde{D}_i \tilde{L}_i^T P & \tilde{\Delta}_i & 0 \\
  0 & -\tilde{\Delta} \tilde{P}^T \tilde{L}_i \tilde{D}_i \tilde{L}_i^T & \tilde{\Delta}^T & 0 \\
  \tilde{L}_i \tilde{D}_i \tilde{L}_i^T + \tilde{L}_i \tilde{D}_i \tilde{L}_i^T P & \tilde{\Delta} P^T \tilde{L}_i \tilde{D}_i \tilde{L}_i^T & \tilde{\Delta}^T & 0 \\
-\tilde{\Delta} \tilde{P}^T \tilde{\Delta} & \tilde{\Delta} \tilde{P}^T \tilde{\Delta}^T & \tilde{\Delta}^T & 0 \\
\end{bmatrix}.
\]

From (159), we can deduce (155a), (155b) and (155c) finally, which compute \( \tilde{L}_k \), \( \tilde{D}_k \) and \( \sigma_k \) satisfying (154).

The iterations in (155) will lead to numerically unlimited results, which may cause a problem in fixed-point implementations [31]. We alleviate this problem by scaling in (155b), as in [31]. Scaling is achieved by dividing (or multiplying) only by powers of 2 [31], which is a shift operation in binary fixed-point implementation. We can multiply \( \eta \) by \( c_i^2 \) and multiply \( \tilde{L}_i \) by \( c_i \) accordingly, which will not change \( R_k^{-1} \) computed by (158). Then we end up with \( \eta c_i^2 \) and \( \tilde{\Delta} c_i \), where \( \eta c_i^2 \) is always between 0.5 and 2, and \( c_i \) is powers of 2.

In the special case with \( k - i = 1 \), \( P \) and \( U \) in (155) becomes the column vector \( P \) and the scalar \( u \), respectively, and (155) with \( i = 1 \) becomes \[14\]

\[
\begin{align*}
\eta &= \sigma_{i-1} u - P^T \tilde{L}_{i-1} \tilde{D}_{i-1} \tilde{L}_{i-1}^T P \\
\tilde{L}_i &= \tilde{L}_{i-1} - \tilde{D}_{i-1} \tilde{L}_{i-1}^T P \\
l_{i+1} &= \sigma_{i-1} \\
\text{Scaling of } \eta, \tilde{L}_i \text{ and } l_{i+1} \\
\hat{L}_i &= \begin{bmatrix} \tilde{L}_{i-1} & \tilde{I}_i \\ 0 & l_{i+1} \end{bmatrix} \\
\hat{D}_i &= \begin{bmatrix} \eta \tilde{D}_{i-1} & 0 \\ 0 & 1 \end{bmatrix} \\
\sigma_i &= \sigma_{i-1} \eta.
\end{align*}
\]

Notice that \( \hat{\Delta} = \hat{\Phi} = 1 \) and \( \eta \) computed by (160a), which satisfy (155a), are substituted into (155b) and (155c) to obtain (160b) and (160c) respectively. Moreover, it can be seen from (154) with \( i = 1 \) that we can let the initial
\[
\begin{align*}
\tilde{L}_1 &= 1, \\
\tilde{D}_1 &= 1, \\
\sigma_1 &= \sigma_i = R(1,1).
\end{align*}
\]

From the initial \( \tilde{L}_1, \tilde{D}_1 \) and \( \sigma_1 \) computed by (161), we can use (160) to compute \( \tilde{L}_i, \tilde{D}_i \) and \( \sigma_i \) from \( \tilde{L}_{i-1}, \tilde{D}_{i-1} \) and \( \sigma_{i-1} \), iteratively, till we obtain \( \tilde{L}_k, \tilde{D}_k \) and \( \sigma_k \) finally.

The iterations in (160) will lead to numerically unlimited results, and then we alleviate this problem by scaling in (160d) and the initial (161d). To implement the scaling in (160d), we can multiply \( \sigma_1 \) by \( c_i^2 \) and multiply \( \tilde{L}_i \) by \( c_i \) accordingly, which will not change \( R_k^{-1} \) computed by (154) with \( i = 1 \). Then we end up with \( \sigma_1 c_i^2 \) and \( \tilde{L}_i c_i \), where \( \sigma_1 c_i^2 \) is always between 0.5 and 2, and \( c_i \) is powers of 2.

Moreover, substitute (160e), (160f) and (160g) into (154) to get
\[
R_i^{-1} = \begin{bmatrix}
  \tilde{L}_{i-1} & \tilde{I}_i & 0 \\
  l_{i+1} & l_{i+1} & 0 \\
\end{bmatrix} \begin{bmatrix}
  \eta \tilde{D}_{i-1} & 0 \\
  0 & 1 \\
\end{bmatrix} \begin{bmatrix}
  \tilde{L}_{i-1} & \tilde{I}_i \\
  l_{i+1} & l_{i+1} \\
\end{bmatrix}^T.
\]

It can be seen that \( R_i^{-1} \) computed by (162) will not change, if we implement the scaling in (160d) by multiplying \( \eta \) with \( c_i^2 \) and multiply \( \tilde{L}_i \) and \( l_{i+1} \) with \( c_i \) accordingly. Then we end up with \( \eta c_i^2 \) and \( \tilde{L}_i c_i \) and \( l_{i+1} c_i \), where \( \eta c_i^2 \) is always between 0.5 and 2, and \( c_i \) is powers of 2.

### B. The Memory-Saving Parallel Implementation of the Division Free Inverse LDL^T Factorization

Let us define \( \hat{L}_i, \hat{D}_i \) and \( P \) in (155a) and \( \sigma_k U - P^T \hat{L}_k \hat{D}_k \hat{L}_k^T P \) in (155a) as
\[
\begin{align*}
\hat{\Pi}_i &= \begin{bmatrix} \hat{L}_i & \hat{D}_i & \hat{L}_i^T P \\ \eta \hat{D}_{i-1} & 0 & 1 \end{bmatrix} \\
\hat{\Xi}_{k-i} &= \begin{bmatrix} \eta \hat{D}_{i-1} & 0 \\ 0 & 1 \end{bmatrix}. \quad (163a)
\end{align*}
\]

The above \( \hat{\Pi}_i \) and \( \hat{\Xi}_{k-i} \) satisfy
\[
\begin{align*}
\hat{\Pi}_i &= \hat{\Pi}_i / \sigma_i, \\
\hat{\Xi}_{k-i} &= \hat{\Xi}_{k-i} / \sigma_i.
\end{align*}
\]

To deduce (164a) and (164b), substitute (154) into (88) to obtain
\[
\hat{L}_i \hat{D}_i \hat{L}_i^T = \sigma_i F_i F_i^T, \quad (165)
\]
which is substituted into (163) to obtain
\[
\begin{align*}
\hat{\Pi}_i &= -\sigma_i F_i F_i^T P \\
\hat{\Xi}_{k-i} &= \sigma_i U - P^T \sigma_i F_i F_i^T P.
\end{align*}
\]

Then we substitute (97b) into (100a) to write \( \Pi_i = -F_i F_i^T P \), which is substituted into (166a) to obtain (164a).

We also substitute (97b) and (97a) into (100b) to write \( \Xi_{k-i} = U - P^T \Xi_{k-i} P \), which is substituted into (166b) to obtain (164b). Let us substitute (161c) into (164a) and...
Then substitute (141) and (164b) into (142) to obtain (168c), the scaling of $\sigma_k$:

$$\tilde{\Xi}_{k-1} = R(1, 1) R(2 : k, 2 : k) - R(2 : k, 2 : k)^T R(1, 2 : k).$$

In order to save memories, we store $\tilde{\Xi}_{k-1}$, $\tilde{\Pi}_i$, and $\tilde{L}_i$ in $R(2 : k, 2 : k)$, $R(1, 2 : k)$ and $R(1, 1)$, respectively, by computing

$$\begin{align*}
\sigma &= R(1, 1) \\
R(1, 1) &= 1 \\
\text{Scaling of } \sigma \text{ and } R(1, :) &= \text{Scal} \\
\text{R}(2 : k, 2 : k) &= \sigma R(2 : k, 2 : k) - R(2 : k, 2 : k)^T R(1, 2 : k) \\
\text{R}(1, 2 : k) &= -R(1, 1) R(1, 2 : k) \\
\text{D}(1, 1) &= 1,
\end{align*}$$

where (168a), (168b), (168c) and (168d) are deduced from (161c), (161a), (161b) and (161b), respectively. In (168e), the scaling of $\sigma$ and $R(1, :)$ is achieved by multiplying $\sigma$ and $R(1, :)$ by $c_k^2$ and $c_k$, respectively, to end up with $\sigma c_k^2$ and $R(1, :) c_k$, where $\sigma_c k^2$ is always between 0.5 and 2, and $c_k$ is powers of 2.

In the $i^{th}$ ($i \geq 2$) iteration, $\tilde{\Xi}_{k-i}$ and $\tilde{\Pi}_i$ can be computed efficiently by

$$\tilde{\Xi}_{k-i} = \eta \tilde{\Xi}_{k-i+1} - \tilde{\Xi}_{k-i+1}(1, 2 : \text{end})^T \tilde{\Xi}_{k-i+1}(1, 2 : \text{end}) + 1 (169)$$

and

$$\tilde{\Pi}_i = \left[ \eta \tilde{\Pi}_{i-1}(2 : \text{end}) - \tilde{\Pi}_{i-1}(2 : \text{end}) \right].$$

respectively. To deduce (169) and (170), substitute (160g), (160h), (163a) and (163b), (i.e., $\sigma_i = \sigma_{i-1} \eta$, the partitioned $L_i$, $\tilde{D}_i$, $L_i$ and $D_i$ into (154) (i.e., $L_i(D_i / \sigma_{i-1})^T = L_i D_i L_i^T$) to obtain $d_i = \tilde{L}_i^T / (\eta \sigma_{i-1})$, into which substitute (160c) (i.e., $l_{ii} = \sigma_{i-1}$) to obtain

$$d_i = \sigma_{i-1} / \eta$$

Then substitute (141) and (164b) into (142) to obtain $\tilde{\Xi}_{k-1} = \tilde{\Xi}_{k-1} / \sigma_{i-1}$:

$$\frac{\tilde{\Xi}_{k-1}}{\sigma_{i-1}} = \frac{\tilde{\Xi}_{k-1} + 1(2 : \text{end})^T \tilde{\Xi}_{k-1} + 1(2 : \text{end})}{\sigma_{i-1}}$$

into which substitute (160g) and (171) to obtain

$$\frac{\tilde{\Xi}_{k-1}}{\sigma_{i-1}} = \frac{\tilde{\Xi}_{k-1} + 1(2 : \text{end})^T}{\sigma_{i-1}} - \frac{\sigma_{i-1}}{\eta} \frac{\tilde{\Xi}_{k-1} + 1(2 : \text{end})}{\sigma_{i-1}}.$$

i.e., (169).

On the other hand, let us substitute (141) and (164) into (143) to obtain $\tilde{\Pi}_i = \tilde{\Pi}_i / \sigma_i$:

$$\frac{\tilde{\Pi}_i}{\sigma_i} = \left[ \frac{\tilde{\Pi}_i(2 : \text{end}) - \tilde{\Pi}_i(2 : \text{end})^T \tilde{\Xi}_{k-1}(1, 2 : \text{end})}{\sigma_i} - d_i \right] \frac{\tilde{\Xi}_{k-1}(1, 2 : \text{end})}{\sigma_i}$$

into which substitute (160g) and (171) to obtain

$$\frac{\tilde{\Pi}_i}{\sigma_i} = \left[ \frac{\tilde{\Pi}_i(2 : \text{end})}{\sigma_i} - d_i \right].$$

i.e., (170).

To save memories in the $i^{th}$ ($i \geq 2$) iteration, we also store $\Xi_{k-i}$ and $\Pi_i$ in $R(i + 1 : k, i + 1 : k)$ and $R(1 : i, i + 1 : k)$, respectively, by computing

$$\begin{align*}
\eta &= R(i, i) \\
R(i, i) &= \sigma \\
\text{Scaling of } \eta, R(1 : i, i) \text{ and } R(i, i + 1 : k) &= \eta \tilde{D}(1 : i - 1, 1 : i - 1) \\
\tilde{D}(1 : i - 1, 1 : i - 1) &= \eta \tilde{D}(1 : i - 1, 1 : i - 1) \\
\sigma &= \sigma \times \eta \\
R(i + 1 : k, i + 1 : k) &= \eta R(i + 1 : k, i + 1 : k) \\
\tilde{D}(1 : i, i + 1 : k) &= \eta \tilde{D}(1 : i, i + 1 : k) \\
R(i, i + 1 : k) &= -R(i, i + 1 : k) T R(i, i + 1 : k) \\
D(i, i) &= 1,
\end{align*}$$

which will be deduced in what follows. Firstly, we compare (163b) (with $i = i - 1$) and (160a) to obtain $\eta = \tilde{\Xi}_{k-1+i}(1, 1)$, from which we deduce (172a) since $\Xi_{k-1+i}$ has been stored in $R(i : k, i : k)$. Then (172b) is deduced from (160c) since $l_{ii}$ is stored in $R(i, i)$, while (172d) and (172h) are deduced from (160d). Lastly, (172e), (172f) and (172g) are deduced from (160e), (169) and (170), respectively. Moreover, we can compare (163a) (with $i = i - 1$) and (160b) to deduce that $l_{11}$ is the first column of $\tilde{\Pi}_i$, while $\tilde{\Pi}_i$ is stored in $R(1 : i - 1, i : k)$. Thus we can conclude that $l_{11}$ is stored in $R(1 : i - 1, i)$.

In (172e), the scaling of $R(1 : i, i)$, $R(i, i + 1 : k)$ and $\eta$ is achieved by multiplying $R(1 : i, i)$ and $R(i, i + 1 : k)$ by $c_k$, and multiplying $\eta$ by $c_k^2$. Then we end up with $R(1 : i, i) c_k$, $R(i, i + 1 : k)c_k$, and $\eta c_k^2$, where $\eta c_k^2$ is always between 0.5 and 2, and $c_k$ is powers of 2.

When we set the initial $\sigma = 1$, (168) is equivalent to (172) with $i = 1$. Then we can compute (172) iteratively for $i = 1, 2, \cdots, k$, to obtain $\tilde{D}_k$ and $\sigma_k$, and cover the upper-triangular part of $R_k$ with the upper-triangular $\tilde{L}_k$, where $\tilde{L}_k$, $\tilde{D}_k$ and $\sigma_k$ satisfy $\tilde{L}_k(D_k / \sigma_k)\tilde{L}_k^T = R_k^T$.

The corresponding implementation is summarized in Algorithm 14, where we set the initial $\tilde{D} = I_k$ to avoid the execution of (172h) in each iteration.

**Algorithm 14**: The parallel implementation of the division-free inverse $LDL^T$ factorization

**Input**: The upper-triangular part of a Hermitian matrix $R$

**Output**: The division-free inverse $LDL^T$ factors of $R$, i.e., $L$, $D$ and $\sigma$ satisfying $LDL^T / \sigma = R^{-1}$.

1. The initial $\tilde{D} = I_k$ and $\sigma = 1$;
2. for $i = 1 : k$ ($k$ is the size of $R$) do
3. $\eta = R(i, i)$;
4. $R(i, i) = \sigma$;
5. Scaling of $\eta, R(1 : i, i)$ and $R(i, i + 1 : k)$;
6. $\tilde{D}(1 : i - 1, 1 : i - 1) = \eta \tilde{D}(1 : i - 1, 1 : i - 1)$;
7. $\sigma = \sigma \times \eta$;
8. $R(i + 1 : k, i + 1 : k) = \eta R(i + 1 : k, i + 1 : k)$;
9. $R(1 : i, i + 1 : k) = \eta R(1 : i, i + 1 : k)$;
10. end for
11. The diagonal $\tilde{D}$, the scalar $\sigma$ and the upper-triangular $\tilde{L} =$ triu($R$) (i.e., the upper-triangular part of $R$ forms $L$);
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