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Abstract

Most of the recent works on probing representations have focused on BERT, with the presumption that the findings might be similar to the other models. In this work, we extend the probing studies to two other models in the family, namely ELECTRA and XLNet, showing that variations in the pre-training objectives or architectural choices can result in different behaviors in encoding linguistic information in the representations. Most notably, we observe that ELECTRA tends to encode linguistic knowledge in the deeper layers, whereas XLNet instead concentrates that in the earlier layers. Also, the former model undergoes a slight change during fine-tuning, whereas the latter experiences significant adjustments. Moreover, we show that drawing conclusions based on the weight mixing evaluation strategy—which is widely used in the context of probing (de Vries et al., 2020; Kuznetsov and Gurevych, 2020; Choenni and Shutova, 2020, inter alia)—might not be a reliable basis for drawing conclusions in the layer-wise cross model analysis as it does not take into account the norm disparity across the representations of different layers. Instead, we perform an information-theoretic probing analysis using Minimum Description Length proposed by Voita and Titov (2020).

Based on a series of experiments, we find that language models derived from BERT have different behaviors in encoding linguistic knowledge. Specifically, we show that, unlike BERT, XLNet encodes linguistic information in the earlier layers during pre-training, while ELECTRA tends to carry this information to the higher layers. We also extend our probing experiments to the fine-tuned setting to assess the extent of change in the encoded knowledge upon fine-tuning. Using Representation Similarity Analysis (Kriegeskorte et al., 2008, RSA), we show that representations from the higher layers in XLNet—that do not well encode

1 Introduction

With the impressive success of pre-trained language models, such as BERT (Devlin et al., 2019), and their significant advances in transfer learning, a wave of interest has recently been directed toward understanding the knowledge encoded in their representations (Rogers et al., 2020). One of the analytical tools which is widely used for this investigation is probing: training a shallow supervised classifier that attempts to predict specific linguistic properties or reasoning abilities, based on representations obtained from the model (Tenney et al., 2019b,a; Hewitt and Manning, 2019; Talmor et al., 2020; Mohebbi et al., 2021; Ushio et al., 2021; Chen et al., 2021).

However, most of the previous studies have focused on BERT only, neglecting other models in the family. This leaves open the question of how training objectives (which are fundamentally different for some models) and architectural choices would impact the resulting representations and the knowledge encoded in them.

In this work, we carry out an analysis on three popular language models with totally different pre-training objectives: BERT (masked language modeling), XLNet (permuted language modeling, Yang et al., 2019), and ELECTRA (replaced token detection, Clark et al., 2020). We also show that the “weight mixing” evaluation strategy of Tenney et al. (2019a), which is widely used in the context of probing (de Vries et al., 2020; Kuznetsov and Gurevych, 2020; Choenni and Shutova, 2020, inter alia), might not be a reliable basis for drawing conclusions in the layer-wise cross model analysis as it does not take into account the norm disparity across the representations of different layers. Instead, we perform an information-theoretic probing analysis using Minimum Description Length proposed by Voita and Titov (2020).

Based on a series of experiments, we find that language models derived from BERT have different behaviors in encoding linguistic knowledge. Specifically, we show that, unlike BERT, XLNet encodes linguistic information in the earlier layers during pre-training, while ELECTRA tends to carry this information to the higher layers. We also extend our probing experiments to the fine-tuned setting to assess the extent of change in the encoded knowledge upon fine-tuning. Using Representation Similarity Analysis (Kriegeskorte et al., 2008, RSA), we show that representations from the higher layers in XLNet—that do not well encode
specific linguistic knowledge—undergo substantially bigger changes during fine-tuning when compared to the other models. In summary, our main contributions are as follows:

- We point out that the weight mixing evaluation strategy in edge probing does not lead to reliable conclusions in layer-wise cross model analysis studies.
- By relying on an information-theoretic probing method, we carry out a probing analysis across three commonly used pre-trained models.
- We also extend our probing experiments to fine-tuned representations to examine how linguistic information changes during fine-tuning.
- To provide complementary results to validate our findings, we also employ RSA to measure the amount of change in the representations after fine-tuning.

2 Background and Pilot Analysis

In this section, we review BERT and two of its popular derivatives: XLNet and ELECTRA, highlighting their differences as well as two commonly used probing methods that are essential to our discussion. We then conduct a pilot experiment to show the limitations of the evaluation metric used in edge probing and then justify our choice of an information-theoretic alternative.

2.1 Models

There is a wide variety of models derived from BERT, which are generally categorized into autoencoding and autoregressive models. Here, we focus on the most prominent model in each category. The two models have totally different pre-training objectives and have both shown outstanding performance on standard NLP tasks. BERT\(^1\) is also considered as our baseline.

**BERT.** BERT (Devlin et al., 2019) has multiple Transformer encoder layers (Vaswani et al., 2017) stacked on top of each other, which are pre-trained with two self-supervised training objectives; Masked Language Model (MLM) and Next Sentence Prediction (NSP). The former predicts randomly masked tokens in the input sentence, whereas the latter checks whether two sentences could be considered consecutive.

**XLNet.** In contrast to BERT, which attempts to reconstruct the original sentence from corrupted input, XLNet is an auto-regressive model based on the Transformer-XL architecture (Dai et al., 2019) that leverages permutation language modeling to learn from a bi-directional context. This allows the model to consider dependencies between masked tokens in a sentence for prediction. Due to the permuted order of the tokens in this objective, the next predicted token could occur at any position, making it a more difficult task. To address this, XLNet uses a two-stream self-attention mechanism (one for content and one for the query) to autoregressively predict tokens. XLNet has also excluded NSP during pre-training. Though these modifications resulted in better performance than BERT, the costs of pre-training have increased in terms of FLOPs (Clark et al., 2020).

**ELECTRA.** Another model based on BERT is ELECTRA which falls into the category of autoencoder models. Clark et al. (2020) have introduced the replaced token detection pre-training objective to substitute BERT’s objectives. ELECTRA jointly trains two models: generator and discriminator. The generator receives corrupted inputs with masked tokens in the input and tries to reconstruct the input like BERT. The discriminator is trained to predict whether each token was replaced by the generator or not. The authors pointed out that this novel pre-training objective could lead to learning representations that outperform prior models while requiring less computational cost during training.

2.2 Edge Probing

Tenney et al. (2019b) introduced edge probing as a means to measure linguistic knowledge in word representations. This is done by training a simple classifier on top of the representations. The accuracy of this classifier is taken as a representative for the quality of the encoded information about the specific task. Edge probing consists of a set of span-level tasks, where the span is a part of the sentence indicated by the dataset. The probe can only access the representations in that specific span. Eight labeling tasks are considered, including syntactic tasks, such as dependency labeling, and semantic tasks, such as coreference resolution. Before giving the inputs to the classifier, edge probing structure pools the representations across layers to...
make a fixed size vector for feeding to the classifier. The work of Tenney et al. (2019a) is one of the first studies which leverages edge probing to quantify where linguistic knowledge is captured within BERT.

**Scalar Mixing Weights.** To estimate the contribution of each layer to a given probing task, Tenney et al. (2019a) used a technique called scalar mixing weights (Peters et al., 2018) which associates a trainable scalar weight with each layer in the model. After learning these weights alongside the probing classifier, they interpret layers with higher weights as those having more information for the particular task.

### 2.2.1 Mixing Weights Reliability Issues

While Tenney et al. (2019a) made interesting conclusions on BERT using edge probing and the scalar mixing weights evaluation strategy, we argue that this procedure is not reliable for layer-wise comparison. Several recent studies have conducted their experiments based on edge probing and weight mixing evaluation strategy. In one such study, Toshniwal et al. (2020) concluded that XLNet relies heavily on the input embedding layer in mixing weight evaluation for the coreference arc prediction task (Toshniwal et al., 2020). We show that this conclusion might not be accurate given that the representation norms in XLNet drastically change throughout layers.

Specifically, Figure 1 shows the representation norms across different layers in BERT and XLNet. These norms are computed based on the representations of 500 tokens sampled from the OPUS dataset (Tiedemann, 2012). The results are the average of three runs, and the same tokens are given to both models in each run. In XLNet, the norm of the embedding layer is extremely smaller than that of other layers. This clearly shows that the concentration of edge probing’s weight on the embedding layer does not indicate the level of information encoded in that layer. Rather, the model tries to compensate for relatively small representation norms. On the contrary, BERT retains the same level of representation norms across different layers. However, even such minor differences in representation norms might affect the conclusions of edge probing. Given this issue with edge probing, we opted for a theoretically justified method, Minimum Description Length (MDL) probing, in our layer-wise analysis.

### 2.3 MDL Probing

Conventional probes (such as Conneau et al., 2018; Tenney et al., 2019b; Jawahar et al., 2019) leave unclear whether the classifier identifies linguistic knowledge in the representations or learns the task itself (Hewitt and Liang, 2019). Hence, researchers had to limit the size of the dataset (Zhang and Bowman, 2018) or the probe’s complexity (Liu et al., 2019) to make sure the probe is not learning the task itself. However, probes based on information theory enable us to obtain more interpretable and reliable probing results.

The goal of information-theoretic probing is to measure to what extent representations encode a specific linguistic knowledge and how much effort is required to extract it. Voita and Titov (2020) combined the final quality of the probe classifier and the difficulty of achieving it by reformulating probes to a data transmission problem. If \( N \) number of representations are given, we plan to send their corresponding labels with a minimum description length, where each label has \( K \) classes. In uniform encoding, we assume that each representation has a label with a probability of \( 1/K \) and transmit them as raw information without training, which results in the maximum codelength possible of \( N \cdot \log_2(K) \). But suppose the representations just before applying the scalar mixing weights to obtain more reliable results, especially in XLNet. We reported results with this modification in the appendix (Figure A.1).
show some degree of regularity with respect to the labels\footnote{Highly regulated data would result in shorter codelength than weakly regulated ones (Voita and Titov, 2020).}. In that case, instead of sending the labels, we can train a classifier to predict the labels given the representations and transmit the classifier’s complexity (classifier codelength). Given that the classifier is usually not optimal, the final cross-entropy of the classifier over the data (data codelength) will be added to the classifier’s codelength, resulting in an alternative evaluation metric known as MDL. Also, since the number of targets \(N\) will affect the total sum of cross-entropy, and in turn the final codelength (MDL), it is preferred to use the compression evaluation metric, which is defined as:

\[
c = \frac{N \cdot \log_2(K)}{MDL}
\]

where the uniform codelength is divided by the MDL to eliminate the effect of \(N\). Lower MDL indicates that the classifier predicts labels more accurately than a random guessing classifier, leading to higher compression. In contrast, when our classifier makes a random decision, MDL will be equal to the term in the numerator, resulting in no compression \((c = 1)\). We will report compression instead of codelength in our experimental results.

To compute MDL, Voita and Titov (2020) proposed two methods. The first one is variational coding, which estimates the complexity of the probe using a Bayesian model. The second method is called online coding, which is based on the fact that if the regularity in data is strong, it can be revealed by only a small portion of the data. In this method, the probe will be progressively trained on different amounts of data from small to large portions, and the cross-entropy of each portion will be added together to form the final codelength. Since Voita and Titov (2020) showed that the two compression methods conform in results, we employ the online coding method due to its more straightforward implementation.

As the MDL probe is more stable and informative than other conventional probes (Voita and Titov, 2020), one can compare the codelength across layers of the same model or different models for a given probing task. The edge probing method does not allow this comparison since the mixing weights do not necessarily provide an accurate estimate of the richness of linguistic knowledge within each layer. In contrast, in MDL probing, each layer is probed separately, which gives us a direct estimate of the quality of the specific layer itself, rather than that relative to the other layers. MDL probing is, therefore, a better choice to have a layer-wise comparison among different models.

### 3 Probing Pre-trained Representations

We begin with probing the representations of each pre-trained model on a variety of core NLP tasks, including Dependency Labeling, Named Entity Recognition, Semantic Role Labeling, Coreference Resolution, and Relation Classification (see an example for each task in Table 1). Following Tenney et al. (2019b), we use OntoNotes 5.0 (Weischedel et al., 2011) for NER, SRL, and Coreference arc prediction, English Web Treebank portion of the Universal Dependencies (Silveira et al., 2014) for Dependencies, and SemEval 2010 Task 8 dataset (Hendrickx et al., 2010) for Relation classification. Statistics of the datasets are provided in Table A.1.

For probing evaluation, we perform MDL probing on frozen representations obtained from each model. In order to obtain a fixed-length representation, following Voita and Titov (2020), we use OntoNotes 5.0 (Weischedel et al., 2011) for NER, SRL, and Coreference arc prediction, English Web Treebank portion of the Universal Dependencies (Silveira et al., 2014) for Dependencies, and SemEval 2010 Task 8 dataset (Hendrickx et al., 2010) for Relation classification. Statistics of the datasets are provided in Table A.1.

For probing evaluation, we perform MDL probing on frozen representations obtained from each model. In order to obtain a fixed-length representation, following Voita and Titov (2020), we use OntoNotes 5.0 (Weischedel et al., 2011) for NER, SRL, and Coreference arc prediction, English Web Treebank portion of the Universal Dependencies (Silveira et al., 2014) for Dependencies, and SemEval 2010 Task 8 dataset (Hendrickx et al., 2010) for Relation classification. Statistics of the datasets are provided in Table A.1.

#### 3.1 Results

For an overall cross-model comparison, we report the MDL probe compression and edge probing F1 score results in Table 2. For each model, the best MDL compression across different layers is reported. ELECTRA consistently achieves...
Table 2: Cross-model MDL compression and edge probing micro-averaged F1 comparison. For each task we report the highest compression achieved among a model’s layers. Bold denotes the best performance on each task. In MDL probing, we employ logarithm with base 2 instead of natural logarithm in the training objective to have the codelength results in bits. Compression is the uniform codelength divided by the model’s codelength. F1 scores are obtained by scalar mixing weights similar to Tenney et al. (2019a) which are reported only for further comparison on overall probing performances.

In relation classification, we ignore the “Other” label for calculating the F1 score.

To better demonstrate the layer that most captures each task, we compute the center of gravity following Tenney et al. (2019a). The only difference is that we apply it on MDL probing compression, instead of scalar mixing weights, defined as:

\[
\bar{E}_c[\ell] = \frac{\sum_{\ell=0}^{L} \ell \cdot c^{(\ell)}}{\sum_{\ell=0}^{L} c^{(\ell)}}
\]  

(2)
where $c^{(\ell)}$ is the compression score of layer $\ell$. Figure 3 shows the center of gravity of compression. The most noticeable distinction among models is that XLNet's linguistic knowledge is concentrated in earlier layers than BERT, while ELECTRA's knowledge is mostly accumulated in deeper layers.

We hypothesize that the difficulty of the objectives has a direct effect on $\bar{E}_c$, which indicates the expected position with the most encoded linguistic knowledge. In particular, recovering input tokens in the final layers of the model in the pre-training objective of BERT and XLNet is a surface task. Some of the linguistic knowledge might diminish in the final layers since highly contextualized representations have to be transformed into a less contextualized level to predict the original inputs (Voita et al., 2019). Whereas the pre-training objective in ELECTRA might be considered as a more semantic task, in which detecting replaced tokens requires more context-aware representations.

4 Probing Fine-tuned Representations

After observing that the amount and distribution of encoded linguistic knowledge can differ in these models, we aim to investigate how this information might be affected after the fine-tuning process. To this end, we repeated MDL probing as described in Section 3 on the fine-tuned representations. Next, to validate our results, we will expand our experiments to complementary analyses and measure the final quality of these representations on downstream tasks at different layers. We opted for the MNLI (Williams et al., 2018) dataset for fine-tuning all models. We used the same hyperparameters for fine-tuning all three models: 32 as the batch size, max length of 128, the learning rate of $2e^{-5}$, and five epochs of training.

Center of Gravity in fine-tuned models. Figure 4 demonstrates the difference in the average layer that most captures the information related to a particular task between the pre-trained and the fine-tuned models. We measure the difference of the two centers of gravity to evaluate the extent to which the concentration of knowledge ($\bar{E}_c$) shifts for each model on a specific probing task after fine-tuning:

$$\Delta \bar{E}_c = \bar{E}_{c}^{\text{finetuned}} - \bar{E}_{c}^{\text{pretrained}} \quad (3)$$

First, we show that the concentration of information in fine-tuned models is usually in earlier layers compared to the pre-trained models. This can be attributed to the significant loss of linguistic knowledge in the final layers of fine-tuned models in favor of the specific information of the fine-tuning task. We show that XLNet in most tasks falls back to earlier layers than the two other models because it forgets the most linguistic knowledge in the final layers. This suggests that XLNet is going through a more extensive change in its representations which we investigate in the following sections. We also indicate that ELECTRA is falling back more than BERT. We hypothesize that since ELECTRA focuses its most capable representations in the final layers, and those are the layers that change the most
in fine-tuning, its center of gravity changes more than BERT. Full MDL compression and codelength results are reported in the appendix (Table A.2).

**Global RSA.** After fine-tuning each model, we leverage Representational Similarity Analysis (RSA) to investigate the overall amount of changes in the representations of each layer. RSA is a technique borrowed from neuroscience (Kriegeskorte et al., 2008) which is used for comparing two different representation spaces. To be specific, we sampled 5000 English sentences from OPUS dataset (Tiedemann, 2012) and used Global RSA, introduced by Chrupała et al. (2020). This is a better choice since we used average pooling in our fine-tuning, discussed next. As a measure of intra- and inter-space similarities, we used cosine similarity and Pearson correlation, respectively.

Figure 5 shows the results of the RSA measure applied to the representations of our models. We observe that XLNet has changed drastically during fine-tuning, while in BERT and ELECTRA, only the top layers are primarily affected. We also see that BERT shows a conservative pattern in the fine-tuning process which is consistent with findings of Merchant et al. (2020). As seen in Figure 2, we hypothesize that higher layers in XLNet are more open to change since they have relatively less specific knowledge. On the contrary, ELECTRA, which enjoys more linguistic information in its representations, especially in the higher layers, does not need to change very much.

**Quality of the representations for downstream tasks.** With the observations on RSA curves, we were interested in knowing the impact of the extent of these changes on downstream performance. To this end, we evaluated the quality of the representations for downstream tasks in both pre-trained and fine-tuned models. We trained separate classifiers on the unweighted average of representations for each layer. Unlike the other two models, BERT involves [CLS] token for NSP objective during pre-training step. Hence, to have a fair comparison between our fine-tuning and feature extraction experiments, we opted for the mean pooling strategy consistently throughout the paper.

8Unlike the other two models, BERT involves [CLS] token for NSP objective during pre-training step. Hence, to have a fair comparison between our fine-tuning and feature extraction experiments, we opted for the mean pooling strategy consistently throughout the paper.
in the deeper layers. Interestingly, these patterns are well aligned with the MDL probing curves in Figure 2 which indicates that pre-trained representations with more linguistic knowledge are more suitable for downstream tasks. We also report our results on CoLA (Warstadt et al., 2019) and SST-2 (Socher et al., 2013) datasets in Figures A.2 and A.4. Our results show that the observations are consistent across these downstream tasks. In addition, we show that XLNet significantly improves performance in its second half of layers, while ELECTRA undergoes smaller adjustments. We observe that, before fine-tuning, the last layers of XLNet have fairly similar or even lower performance than BERT. However, when fine-tuned, XLNet compensates for the performance deficit by injecting more task-specific information in those layers, helping the model to outperform BERT. Finally, we demonstrate that the changes in layers and their extent are similar to what we saw in the RSA results in Figure 5, which indicates that the changes in RSA were actually made to achieve higher quality in the fine-tuning task.

6 Conclusions

In this paper, we aimed to extend probing studies on BERT to the other models in the family to investigate how training objectives and architectural choices would affect the resulting representations and the linguistic knowledge encoded in them. To this end, we leveraged MDL probing method, which has recently proven to provide more reliable and informative results when compared with conventional probes. To the best of our knowledge, this is the first time MDL probing has been employed to analyze such state-of-the-art pre-trained language models as BERT. By probing three state-of-the-art language models, i.e., BERT, XLNet, and ELECTRA, we found considerable differences in the extent and distribution of the core linguistic knowledge in their representations. Specifically, we demonstrate that XLNet accumulates linguistic knowledge in the earlier layers than BERT, whereas that of ELECTRA is mainly in the final layers. Moreover, from probing and employing RSA similarity measure on fine-tuned models, we illustrate that XLNet is more susceptible to forgetting linguistic knowledge in final layers and undergoes substantial adjustments to its representations when compared to the other models. Based on differential downstream performance observations for before and after fine-tuning, we confirm that the changes in representations are proportional to the provided gain in the downstream task, which consequently indicates that XLNet injects more information during fine-tuning into its representations than the two other models.

In summary, through probing and measurement tools, we demonstrate that BERT’s derivative models, especially those with different objectives and structural choices, express different behaviors in their representations. We hope our analysis helps make more informed choices in the selection and fine-tuning of these state-of-the-art models.
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A Appendices

A.1 Edge Probing Normalized Mixing Weights Results

Figure A.1: Edge probing mixing weights results for BERT, XLNet, and ELECTRA. This is a modified version of mixing weights where we normalize the representations before applying mixing weights to eliminate the norms disparity effect.

A.2 Results for CoLA Dataset

Figures A.2 and A.3 report the performance and RSA results before and after fine-tuning on CoLA dataset. The results are consistent with figure 6.

Figure A.2: Layer-wise comparison of the performance scores on CoLA dataset across the representations of the pre-trained and fine-tuned models.

Figure A.3: Comparison of the representations of BERT, XLNet, and ELECTRA base, with their respective fine-tuned model on CoLA dataset.
A.3 Results for SST-2 Dataset

Figures A.4 and A.5 report the performance and RSA results before and after fine-tuning on SST-2 dataset.

![Graph showing performance comparison](image)

Figure A.4: Layer-wise comparison of the performance scores on SST-2 dataset across the representations of the pre-trained and fine-tuned models.

![Graph showing RSA similarity comparison](image)

Figure A.5: Comparison of the representations of BERT, XLNet, and ELECTRA base, with their respective fine-tuned model on SST-2 dataset.

A.4 Datasets Statistics

The number of labels and targets of the NLP linguistic tasks we used in probing are reported in table A.1.

| Task                      | Labels | Number of targets       |
|---------------------------|--------|-------------------------|
| Dependency Labeling       | 49     | 203919 / 25110 / 25049  |
| Named Entity Recognition  | 18     | 128738 / 20354 / 12586  |
| Semantic Role Labeling    | 66     | 598983 / 83362 / 61716  |
| Coreference Resolution    | 2      | 207830 / 26333 / 27800  |
| Relation Classification   | 19     | 6851 / 1149 / 2717      |

Table A.1: Dataset statistics for all five core tasks used in probing. Numbers of targets are given for train / dev / test sets.
| Tasks          | BERT       | XLNet      | ELECTRA    |
|---------------|------------|------------|------------|
|                | pre-trained| fine-tuned | pre-trained| fine-tuned |
| Dependencies  |            |            |            |
| 8.37 (62.6)   | 8.28 (63.3)| 8.30 (62.9)| 8.72 (60.1)| 8.63 (60.7)|
| 11.37 (46.1)  | 10.86 (48.3)| 11.01 (46.2)| 11.24 (46.6)| 11.17 (46.3)|
| 12.19 (43.0)  | 11.77 (44.5)| 12.02 (44.9)| 12.20 (44.1)| 12.08 (44.5)|
| 16.29 (32.2)  | 15.32 (34.2)| 15.69 (34.8)| 15.86 (35.2)| 15.74 (35.6)|
| 16.67 (31.3)  | 15.58 (33.7)| 15.96 (34.2)| 16.13 (34.6)| 16.01 (35.0)|
| 16.87 (31.1)  | 15.33 (34.2)| 15.71 (34.7)| 15.88 (35.1)| 15.76 (35.5)|
| 16.59 (31.6)  | 14.72 (35.6)| 15.10 (36.1)| 15.27 (36.5)| 15.15 (36.9)|
| 16.06 (32.7)  | 14.55 (36.0)| 14.93 (36.4)| 15.10 (36.8)| 14.98 (37.2)|
| 15.64 (33.5)  | 13.60 (38.5)| 13.98 (39.0)| 14.14 (39.4)| 14.02 (39.8)|
| Spans         |            |            |            |
| 7.93 (445.7)  | 7.87 (449.3)| 8.00 (452.8)| 8.07 (454.3)| 8.09 (456.8)|
| 9.67 (365.7)  | 9.44 (374.7)| 9.60 (380.2)| 9.71 (384.7)| 9.73 (387.2)|
| 10.42 (339.2) | 10.26 (344.6)| 10.52 (349.1)| 10.62 (352.6)| 10.64 (355.1)|
| 11.38 (310.8) | 11.27 (313.8)| 11.53 (318.3)| 11.63 (321.8)| 11.73 (325.3)|
| 12.45 (284.0) | 12.40 (285.2)| 12.66 (289.7)| 12.77 (293.2)| 12.87 (296.7)|
| 13.25 (266.8) | 12.91 (273.8)| 13.17 (279.3)| 13.28 (282.8)| 13.38 (286.3)|
| 13.73 (257.6) | 13.26 (266.7)| 13.52 (272.2)| 13.63 (275.7)| 13.73 (279.2)|
| 13.94 (253.7) | 13.30 (265.9)| 13.56 (272.4)| 13.67 (275.9)| 13.77 (279.4)|
| 13.88 (254.8) | 13.06 (270.7)| 13.32 (276.2)| 13.43 (279.7)| 13.53 (283.2)|
| 13.27 (266.5) | 12.35 (286.2)| 12.61 (291.7)| 12.72 (295.2)| 12.82 (298.7)|
| 12.54 (281.8) | 11.64 (303.7)| 11.89 (308.2)| 12.00 (311.7)| 12.10 (315.2)|
| 12.00 (294.6) | 11.23 (314.8)| 11.36 (320.3)| 11.49 (323.8)| 11.59 (327.3)|
| 11.46 (308.5) | 10.58 (334.3)| 10.71 (340.8)| 10.84 (347.3)| 10.94 (350.8)|
| Relations     |            |            |            |
| 2.74 (74.2)   | 2.75 (73.8)| 2.86 (75.4)| 2.97 (76.0)| 2.98 (76.4)|
| 2.96 (68.5)   | 2.94 (69.0)| 3.05 (70.6)| 3.16 (72.2)| 3.17 (72.6)|
| 3.11 (65.2)   | 3.06 (66.6)| 3.17 (68.2)| 3.28 (70.7)| 3.29 (71.1)|
| 3.29 (61.6)   | 3.31 (63.1)| 3.42 (64.7)| 3.53 (67.2)| 3.54 (67.6)|
| 3.59 (56.5)   | 3.67 (58.0)| 3.78 (60.5)| 3.90 (63.0)| 3.91 (63.4)|
| 3.76 (54.0)   | 3.76 (54.4)| 3.88 (56.9)| 4.00 (59.4)| 4.01 (59.8)|
| 3.95 (51.4)   | 3.83 (53.0)| 4.05 (55.5)| 4.16 (58.0)| 4.17 (58.4)|
| 4.14 (49.1)   | 3.98 (51.0)| 4.10 (53.5)| 4.22 (56.0)| 4.23 (56.4)|
| 4.43 (45.8)   | 4.18 (48.5)| 4.40 (52.0)| 4.52 (54.5)| 4.53 (54.9)|
| 4.58 (44.3)   | 4.13 (49.2)| 4.45 (51.7)| 4.57 (54.2)| 4.58 (54.6)|
| 4.49 (45.2)   | 4.00 (50.7)| 4.32 (53.2)| 4.44 (55.7)| 4.45 (56.1)|
| 4.32 (47.0)   | 3.85 (52.7)| 4.18 (55.2)| 4.30 (57.7)| 4.31 (58.1)|
| 4.09 (49.6)   | 3.67 (55.3)| 3.99 (58.8)| 4.11 (61.3)| 4.12 (61.7)|

Table A.2: Cross-model MDL compression in pre-trained and fine-tuned models on MNLI dataset. The corresponding codelengths are presented in the brackets. Layers are 0 to 12 from top to bottom.