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Abstract
Fairness is becoming an increasingly important concern when designing markets, allocation procedures, and computer systems. I survey some recent developments in the field of multi-agent fair allocation.

1 Introduction
Many important decisions in our lives are increasingly being made by computers. These decisions include whether we get a certain job or loan. It becomes imperative then that computer systems provide guarantees that the decision has been made transparently and fairly. For many settings such as two-sided matching, fairness considerations based on justified envy or diversity guarantees are enshrined in the letter of the law. Even for smaller day to day decisions, the appetite for fairness guarantees is naturally present among people. At a bigger scale, the Internet leads to peer to peer interactions where fairness comes up as an important concern (see, e.g. Moulin (2019) and Kleinberg, Rabani, and Tardos (2001)).

The issue of what is fair and how to achieve fairness has been studied in several disciplines including economics (Moulin 2003; Thomson 2011), political science (Brams 2008; Balinski and Young 1982) and philosophy (Kescher 2002; Rawls 1971).

I mention some recent developments in fair allocation in multi-agent systems. In particular, I discuss allocation of indivisible items (Section 2), allocation of divisible items (Section 3), two-sided matching (Section 4), and fairness in other social choice settings (Section 5). Finally, I wrap up the discussion in Section 6.

2 Allocation of Indivisible Items
When indivisible items are allocated among agents, guaranteeing the existence of fair allocations is impossible for many desirable notions of fairness. For example, if there are two agents and one indivisible valued good, allocating the good to either of the two agents will make the other agent envious. In other words, an envy-free allocation may not exist. Another challenge is computational. Suppose agents have positive additive utilities over the items. Then the problem of checking whether there exists an envy-free allocation is NP-complete even for 1-0 utilities (Aziz et al. 2015). Similarly, the problems of computing allocations that maximize the egalitarian welfare (utility of the worst off agent) or Nash welfare (geometric mean of the utilities of agents) is NP-hard (see, e.g. Nguyen et al. (2014)).

Given these challenges, a couple of influential fairness concepts were proposed by Budish (2011). The first one is called maxmin share (MMS) fairness. The maxmin fair share of an agent is the best she can guarantee for herself if she is allowed to partition the items into bundles for the agents but then receives her least preferred bundle. An allocation satisfies MMS fairness if each agent's allocation is at least as preferred to her as her maxmin fair share. Although an MMS fair allocation is not guaranteed to exist even for additive utilities, the concept gives rise to approximation versions in which each agent aspires to get a certain percentage of her maxmin fair share (Procaccia and Wang 2014). This has led to several results including new algorithms that are faster, simpler, or provide better approximation guarantees, or work for more general families of utilities (see e.g. Aziz et al. (2017), Amanatidis et al. (2015), Barman and Krishnamurthy (2017) and Huang and Lu (2019)).

The second solution concept that has been proposed is a relaxation of envy-freeness called envy-free up to one item (EF1). An allocation satisfies EF1 if it is envy-free or any agent’s envy for another agent can be removed if some item is ignored. Under additive utilities, EF1 can be achieved by a simple algorithm called the round-robin sequential allocation algorithm. Agents take turn in a round-robin manner and pick their most preferred unallocated item. The interest in EF1 was especially piqued when...
A majority of the results on indivisible items assume that the items are goods yielding positive utilities. Researchers have also been exploring stronger or alternative fairness and efficiency concepts. For example, Aziz et al. (2019a) designed an algorithm that returns in polynomial time an EF1 allocation for any class of utility functions. There are ongoing efforts to develop models and algorithms that take into account real-life features including distributional constraints, dynamic and online settings, distributed settings, and asymmetric agents.

Another model of divisible items is called cake-cutting. Researchers have also been exploring stronger or alternative fairness and efficiency concepts. For example, Aziz et al. (2019a) designed an algorithm that returns in polynomial time an EF1 allocation for any class of utility functions. There are ongoing efforts to develop models and algorithms that take into account real-life features including distributional constraints, dynamic and online settings, distributed settings, and asymmetric agents. An interesting new setting that has been considered is one in which the agents are partitioned into groups and the items are allocated to groups (Segal-Halevi and Saksompong 2019). Researchers have also been exploring stronger or alternative fairness and efficiency concepts. For example, there is a renewed focus on concepts that concern envy between groups of agents (Aziz and Rey 2019; Conitzer et al. 2017; Benabbou et al. 2019). Another direction concerns scenarios where items are viewed as nodes of a graph and only those allocations are considered in which each agent gets a connected coalition (Bouveret et al. 2017).

3 Allocation of Divisible Items

When divisible items are allocated among agents, it is easier to guarantee the existence of fair allocations. It can also be relatively easier to compute a fair allocation. Again, consider the example of two agents and one item. If the item is divisible, we can simply allocate half of the item to each agent, guaranteeing many reasonable fairness criteria including envy-freeness.

In contrast to the case of indivisible items, an envy-free and Pareto optimal allocation always exists for the case of divisible items. For positive additive utilities, such an allocation can be computed by maximizing Nash social welfare in polynomial time. When the utilities are additive but negative, there are still important gaps in our understanding of the computational complexity of envy-free and Pareto optimal allocations (see e.g. Bogomolnaia et al. 2017).

For divisible items, one important class of utility functions is called Leontief preferences in which each agent requires fixed proportions of the items (such as 1 CPU and 5 GB RAM to perform one task). Ghodsi et al. (2011) proposed a solution for the problem of allocating as much of each item as possible while equalizing the agents’ use of the fraction of their own dominant (bottleneck) resource. The method satisfies envy-freeness, proportionality, Pareto optimality, and strategyproofness. These solutions have been extended in important ways such as dealing with indivisibilities and dynamic settings (Parkes, Procaccia, and Shah 2013).

4 Two-Sided Matching

In two-sided matching markets (see e.g. Manlove 2013), the goal is to match entities from two different sets. A typical example of the problem is one where students/doctors are matched to school/hospitals. Students have preferences over schools. Schools have priorities over students. An outcome in these settings is a matching of students to schools.
In two-sided matching, an important criterion of desirable outcomes is a fairness property that requires that no student should want to replace another student in a hospital when the hospital has a higher priority for the former student over the latter student. The concept is also based on the idea of envy. The only difference is that an agent can only envy another agent if the former has higher priority.

The property of fairness along with that of non-wastefulness (no student prefers to take some empty slot in a school) are the central properties that underpin much of the work on two-sided matching. For many general two-sided matching markets, the two properties can be simultaneously satisfied by an allocation returned by the well-known Deferred Acceptance algorithm (Roth 2008) or its generalizations. For several important settings such as the allocation of school seats to students (Abdulkadiroğlu and Sönmez 2003), one version of the algorithm additionally satisfies strategyproofness.

An important research agenda extends this kind of result to other two-sided matching problems with distributional constraints. These constraints included upper quotas on regions of hospitals (see e.g. Kamada and Kojima, Biro et al. [2013], Goto et al. [2010, 2016]) as well as target lower quotas for diverse representation (Aziz et al. 2019b, Ehlers et al. 2014, Kurata et al. 2015). These new settings give rise to fundamental questions of tradeoffs between merit, diversity, and segregation. Yet another direction is taking a time-sharing approach to two-sided matching (see e.g. Aziz and Klaus, Kesten and Unver 2019, 2015).

5 Fairness in other Social Choice Settings

We have mostly focussed on allocations problems where agents get ownerships of their allocation. We can also consider allocation of public goods such as the funding of public projects. Public goods can be selected via voting on the different options. In classical voting settings in which a single alternative is to be selected, it is very difficult to guarantee reasonable representation of sizable minorities. Consider the case where 51% of the agents most prefer alternative a and 49% of the agents prefer alternative b. Then alternative a that is supported by a majority is selected even though the remaining agents may find it unpalatable.

There are other voting settings where fairness concerns become more meaningful. One such setting is a simple extension of single-winner voting to selecting multiple winners (see e.g. Aziz et al., Faliszewski et al., Aziz 2017a, 2017, 2019b). Another setting is probabilistic voting or portioning in which each alternative is given a certain probability weight or a fraction of a budget (see e.g. Ariaò et al., Aziz, Bogomolnaia, and Moulin, Aziz, Brandt 2019, 2019, 2019a, 2017). In both settings, meaningful fairness axioms have been proposed and algorithms have been designed to satisfy the axioms. A general principle while formalizing the axioms is that of proportional representation: if a large enough group cohesively prefers some outcome(s), then that group should get suitable representation (see e.g. Aziz and Lee 2019).

Recently, fairness concerns are also being examined in participatory budgeting problems in which projects have costs and there is a constraint on the maximum budget that can be used (Fain, Goel, and Munagala 2016, Aziz, Lee, and Talmon 2018, Fluschnik et al. 2017).

Another collective decision-making setting where fairness becomes more meaningful is the case where there are several issues with each issue having its own candidates outcomes (Conitzer, Freeman, and Shah 2017). Agents have preferences over outcomes over each of the issues. The setting is more general than allocation of indivisible items in following way. Each issue corresponds to the decision of allocation of a particular item. The possible outcomes of an issue correspond to giving the item to one of the agents. It turns out that a solution based on maximizing Nash social welfare satisfies both Pareto optimality and a natural relaxation of proportionality.

6 Discussion

I discussed some settings where fairness plays an important role. Fairness concerns can come up in many other multi-agent settings as well such as auctions and coalition formation. Much of the work in multi-agent fair allocation is centered around formal axioms to capture fairness. It will be interesting to use data-centric approaches to understand how humans conceptualize fairness or decide on tradeoffs between societal outcomes.

Another area of computer science where fairness is taking center stage is machine learning. Machine learning algorithms learn from data to make actionable suggestions such as giving a loan. Whether these algorithm are biased is a prominent concern for society (see, e.g. Kleinberg et al. 2018). A natural approach to incorporate fairness in these algorithms follows the Aristotelian “equal treatment of equals” principle. It is an interesting challenge to explore ways in which ideas from multi-agent fair allocation can contribute to fairness in machine learning. In general, the interplay of fairness with other desirable aspects such as accountability, transparency, and trust is broad research question (see, e.g. Shin and Park 2019).

As computers start to make important decisions in our lives, it is timely to revisit the lessons learnt. New computer applications will give rise to novel and challenging problems so it is critical to continue updating our toolkit of axioms and methods for designing and enabling fair multi-agent systems.
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