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ABSTRACT
A hardness is often used as an index to compare similar objects such as fruits or wood. To measure an object’s hardness, a hardness meter is required, and certain conditions must be met. The conditions are that the hardness meter is compatible with the object and must be close at hand. This research shows the possibility of measuring hardness without a hardness meter using a neural network. The method employs machine learning using a capsule network (CapsNet) of a neural network model. This research experimented using CapsNet with routing-by-agreement, CapsNet with expectation-maximization routing (EM routing) and the EM routing method with the addition of Tasks-Constrained Deep Convolutional Network (TCDCN). The four-layer CapsNet with EM routing implemented has achieved the state-of-the-art. Multi-layered CapsNet with EM routing was a very effective method for regression analysis as well. And, CapsNet has higher discriminative power using EM-routing than routing-by-agreement.

1. INTRODUCTION
A hardness is often used as an index to compare similar objects. For example, to compare the deliciousness of fruits, or to measure the aging of buildings. A hardness meter has certain conditions to measure. The condition is that the object and the corresponding hardness meter must be at hand. The corresponding hardness meter is needed chosen from among many types to measure accurately.

In order to overcome this condition, we considered a way to measure hardness from an image using a neural network (NN) of machine learning. The images of objects can be obtained via the Internet. Also, the hardness meter is limited to one type of a hardness meter by NN. There has been a lot of research on image recognition using NNs. There are two networks that can automatically extract features from images are the convolutional neural network (CNN) and the capsule network (CapsNet). Therefore, it supposed that the hardness predicted from the object image by the machine learning using the object image is as an input and a hardness value acquired from the object as a teacher data. However, it is difficult to predict the hardness of all objects in the world, so we will narrow down the range. We target rubber balls because our hardness meter is compatible with rubber balls. The purpose of this research is that creating a machine learning model which can predict the hardness of rubber balls from images using a neural network. We adopted CapsNet as the neural network because the results of Geoffrey et al. [1] and Youngjoo et al. [2] show that the performance is higher than CNN.

2. RELATED WORKS
There are many researches on approaches to perform regression analysis from images using CNN, including Spyros et al. [3], Shun et al. [4], and Jun et al. [5]. Also, there has been a research on regression analysis using CapsNet for predicting traffic speed [2]. The research results showed that CapsNet is more accurate than CNN.
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This research develops the hardness detection method by CapsNet [6] and creates a model with higher than its performance. Also, the evaluation index has been changed to be suitable for the regression analysis. Calculating the hardness of an object from an image has been studied widely in many fields. In the field of food chemistry, there was a study to determine the texture of beef from images [7]. The authors analyzed manually the images, rather than an NN which can analyze features automatically. In the field of engineering, there is a research on measuring the hardness of aluminum alloys using deep neural networks (DNNs) [8, 9]. The hardness of the alloy was detected by inputting the hardness of the base atom of the alloy into the DNN. However, the hardness was not obtained from the alloy image. There is a research that used CNN to classify images into onomatopoeias of psychology (Shimoda et al. [10]). There are onomatopoeias representing the hardness, and onomatopoeias have succeeded in classifying images. However, this study only classified images and could not calculate the hardness value. In the field of psychophysics, there is research on the phenomenon that the hardness felt by the visual affects the tactile as a kind of the cross-modal effect as a kind of cross-modal effect [11, 12]. This research is expected that the image features that cause this phenomenon can be automatically extracted. In the fields of neuroscience and design, it has been found that humans need both tactile and visual information to predict the hardness of an object [13, 14, 15]. Therefore, if the information that enters the visual is changed while the hardness remains constant, the hardness felt by the tactile also changes. The image data for learning used in this research has not been changed so as to be different from the hardness measured by the hardness meter. Therefore, we expect discriminators to be deceived by making changes to the image such as humans.

No research existed on automatically extracting features from images to predict hardness, except for [6]. We provide a more performance method than the old research. Also, as a by-product, this engineering approach provides the field of psychology, psychophysics, neuroscience with the possibility that humans may use textural features to predict hardness.

3. RELATED NEURAL ARCHITECTURE

3.1. CNN

CNN is a type of NN that is often used for image recognition. In recent years, it also used in the sound recognition by imaging the features of sounds. An image recognition model using it won an award at the 2012 ILSVRC, an image recognition convention. CNN consists of convolution layers, pooling layers, full connecting layers and the input value is the image. The convolution layers use convolution filters to perform the convolution operation in front of the full connecting layers, similar to image processing. Weighting coefficients in the filters are updated by the gradient descent. These coefficients of the image filters can automatically extract image features. The pooling layers reduce the features from a convolution layer. There are three patterns of the reduction method: max-pooling, mean-pooling, and lp-pooling. These two layers (convolutional and pooling) are alternately calculated and finally become the input values of the full connecting layers. The full connecting layers perform like the ordinary DNN. CNN is a technique that is very often used in image processing and can create a powerful discriminator.

3.2. CapsNet with routing-by-agreement

CapsNet is a new NN based on CNN [1] (Figure 1). This network incorporates the unsupervised learning as part of the supervised learning. The pooling process in CNN is changed to routing-by-agreement (Figure 2) and the convolution process is changed from a scalar to a vector value. Routing-by-agreement can perform affine transformations for each input image. Therefore, CapsNet can cope with inputs from different angles of the images. From the experimental results using the rotated MNIST data by affine transformation, it was found that the accuracy of CapsNet is higher than CNN. Routing-by-agreement is looped an arbitrary number of times and learned by the unsupervised learning during detection, so it resembles a human thinking once and then making a decision. Regarding the MNIST data, the number of loops should be 5 or more as shown in Figure 3. In other experiments using two MNIST images were overlaid, CapsNet achieved higher accuracy than CNN. A major feature of CapsNet is that it learns the positional relationship of objects in an image. CNN searches only the characteristic parts of the images, so it detects regardless of the position of the characteristic parts. For example, if a picture of a face has its eyes and nose out of joint, CNN still recognizes it as a face. In this case, the detection is incorrect because the disjointed parts do not make it a proper face. By contrast, CapsNet recognizes the picture as a non face because it can detect objects by considering the positions of the individual parts. CapsNet is very powerful, but it has a weakness: it cannot recognize well an image which has a complicated background. This shortcoming is not limited to CapsNet. CNN also has a flaw: in another experiment [1], the accuracy of both networks was fairly low, but CNN was still slightly superior to CapsNet. However, CapsNet has the potential for improvement, such as the further deepening layers. It may become superior to CNN in the near future.
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3.3. CapsNet with EM routing

CapsNet had a problem that how to make it multi-layered. Therefore, by changing routing-by-agreement to EM routing [16] which applies the EM algorithm used in unsupervised learning and speech recognition, multi-layering is possible. The machine learning method has also been changed from routing-by-agreement method. An output vector was treated as one value when routing-by-agreement was used. On the other hand, EM routing method uses two values called pose and activation, which are combined to form a capsule, and treated as one value. An example of multi-layered CapsNet and an EM routing algorithm are shown in Figure 4 and Figure 5. The activation is treated as a numeric value for classification, and the pose is passed to an auxiliary error calculation model called reconstruction. The reconstruction is a sub loss function which is calculated separately from the main loss function such as the sigmoid function.

Figure 4. Structure of capsule network with EM routing (From the document [2])

**Parameters:** $\mathbf{\hat{u}}_{ij}$ is an input vector made by capsule $i$ in layer $l$ and capsule $j$ in layer $l + 1$. $r$ is an iteration count.

**Procedure 1** Routing algorithm.

1: **procedure** Routing($\mathbf{\hat{u}}_{ij}$, $r$, $l$)
2: for all capsule $i$ in layer $l$ and $j$ in layer $(l + 1)$: $b_{ij} \leftarrow 0.$
3: for $r$ iterations do
4: for all capsule $i$ in layer $l$: $c_i \leftarrow \text{softmax}(b_i)$
5: for all capsule $j$ in layer $(l + 1)$: $s_j \leftarrow \sum_i c_i \mathbf{\hat{u}}_{ij}$
6: for all capsule $j$ in layer $(l + 1)$: $v_j \leftarrow \text{squash}(s_j)$
7: for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$: $b_{ij} \leftarrow b_{ij} + \mathbf{\hat{u}}_{ij} \cdot v_j$

return $v_j$

Figure 1. Structure of capsule network with routing-by-agreement (From the document [1])

Figure 2. Routing-by-agreement algorithm (From the document [1])

(a) During training.

Figure 3. The number of routing algorithm loop (From the document [1])

Figure 4. Structure of capsule network with EM routing (From the document [2])
The hardness values of the balls measured using a hardness meter, then the background hardness was measured with a simple background and 5 were for training data, while 2 and 4 were test data. The hardness meter was a needle-type durometer according to the instruction manual. The hardness values were inflated by data augmentation which moved 10px vertically and horizontally. There are 25 training data and 15 test data for the white ball. Also, there are 115 training data and 55 test data for the colored balls.

3.4. TCDCN

TCDCN has main loss function and sub loss function. The main loss function is the normal error between output and teacher datas. The sub loss function is the error with additional teacher datas added for training. On the other hand, the sub loss function is the error between the prediction of the face organ point and the teacher datas. The sub loss function is used by the main loss function. The regression analysis of face organ point detection, the error between the prediction of the face organ point and the teacher datas, is improved using this method [17, 18].

Figure 5. EM routing algorithm (From the document [2])

Figure 6. An example of TCDCN (From the document [18])

4. METHOD

4.1. Preparation

We collected rubber balls for experiments and take pictures. The rubber balls were photographed at a distance of 17cm from a camera. Then, the image of each ball was divided into 5 states. The hardness values of the balls were measured using a hardness meter, then the training dataset was created that corresponded to the images. The hardness meter was a needle-type durometer and was used according to the instruction manual (Figure 7). The power of pushing from above the hardness meter is 5kg. As shown in Figure 8 and Figure 9, states 1, 3, and 5 were for training data, while 2 and 4 were test data. The background is black with 0px because to evaluate with a simple background. The hardness values of the balls measured are shown in Table 1. The training datas were inflated by the data augmentation which moved 10px vertically and horizontally. There are 25 training datas and 15 test datas for the white ball. Also, there are 115 training datas and 55 test datas for the colored balls.
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4.2. Learning method and evaluation index

This research uses multiple regression analysis using CapsNet that the input value is an image and the output is a hardness. The learning uses the ball states 1, 3 and 5 because to evaluate how predictable the hardness value of the balls not included in the learning (Figure 10). The multiple regression analysis changes the output vector, DigitCaps as shown in Figure 1, to one stage. The loss function is the squared error of the vector size and hardness value. The model performance uses Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE), which are evaluation indexes. RMSE is defined as Eq. (1) and MAE is defined as Eq. (2).
\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (t_i - y_i)^2}
\]
\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |t_i - y_i|
\]

where \(n\) is the number of test datas, \(i\) is the number of each test data, \(t\) is the teacher datas and \(y\) is the outputs in last layer.

4.3. Increased white ball’s training datas

We increased white ball’s training datas. A way to increase dataset is to draw a line on a white ball with a pen and take a picture again as different datas. The increased ball images are shown in Figure 11. The training datas for this white ball was added, and we learned by combining the training datas for white and colored balls. These hardness values and the number of states have been adjusted to match the white balls in Table 1. The number of additional data was 42 training datas and 24 test datas. The total datas for all white balls are 67 training data and 39 test data.

5. EXPERIMENT

5.1. CapsNet with routing-by-agreement

Firstly, the input image was expanded to 256 images by a 2-dimensional convolution using a 9 × 9 filter. The activation function was ReLU. Secondly, a 3-dimensional convolution of 9 × 9 × 256 was performed to generate 256 images. This was divided into 8 images, and primary capsules were made as one capsule is 1 × 1 × 8 images. Finally, each capsule was multiplied by the weight \(W\), and then executed by routing-by-agreement. The number of loops in routing-by-agreement is five times in this experiment. Adam optimizer is used to update the weights, and the number of updates is 100,000. In addition, the reconstruction is added as a sub loss function to the squared error.

We create a discriminator that has learned both white and colored balls. However, in this experience, we trained both separately for analysis, and also trained both grayscale images and RGB images. These results are evaluated using the accuracy to identify the cause of the large error. The threshold function was used to set an acceptable range for the accuracy. The threshold function is defined as:

\[
\text{threshold}(x) = \begin{cases} 
1, & x \leq \sigma \\
0, & \text{otherwise} 
\end{cases}
\]

where \(x\) is the input datas and \(\sigma\) is the threshold. The accuracy is calculated by entering errors into this function with the \(\sigma\) value being 1. The error exceeding this threshold is regarded as a large error in our analysis. The accuracy is defined as:
where $n$ is the number of test datas, $i$ is the number of each test data, $t$ is the teacher datas and $y$ is the outputs in last layer.

5.2. Experiment using CapsNet with EM routing

We upgraded the CapsNet based on the experiment using CapsNet with routing-by-agreement, and experiment again. Training data and test data are RGB images of white and colored balls. The added white ball images are used. We multilayered CapsNet referring to the document [16], and incorporated grayscale images into the learning RGB images. The CapsNet has 4-layers which are the same as in Figure 4. When to use EM routing, the learning outputs two values which are a pose and an activation. However, how to handle these values in a regression is not described in the document [16]. Therefore, we conducted several experiments to find the most accurate method. As a result, a pose calculates the error with the training data and the activation calculates the error with 1. it turned out the highest accuracy. The loss function is defined as:

$$f(x) = \sqrt{(|y| - t)^2}$$

where $t$ is the teacher data and $x$ is the activation or pose.

Originally, the activation is classified 1 if it belongs to a correct class and 0 if it does not belong. Therefore, in the case of the regression, we considered that the accuracy increased by the learning to always classify into one class. All losses in the program are defined as:

$$Loss = \beta \times active_{loss} + (pose_{loss} + \alpha \times reconloss)$$

where $\beta$ and $\alpha$ are learning rates, $active_{loss}$ is the loss between the activation and 1, $reconloss$ is the reconstruction loss.

5.3. Experiment using CapsNet with EM routing attached TCDCN

We attached the TCDCN to With LastCaps. We called this model as CapsNet-EM TCDCN. The main loss function is the square error between the hardness value and the output as before. The sub loss function is the softmax cross entropy, and we classified trainig datas into two classes, white and color in the learning. The cross-entropy equation is defined as:

$$L = -\sum_{i=1}^{N} t_i \cdot \log(\text{softmax}(x_i))$$

where $t$ is the teacher data, $x$ is the output, and the number of outputs is $N$. The pose and activation in the output are 1 set for the main loss function and 2 sets for the sub loss function, for a total of 3 sets. The pose of the sub loss function passed to the reconstruction to calculate an auxiliary error. The activation for the sub loss function was classified into two classes which are white and color. This neural network is shown in Figure 12.

![Figure 12. Structure of With LastCaps + TCDCN](image)

6. RESULT AND DISCUSSION

6.1. Result of CapsNet with routing-by-agreement

First of all, images of the white balls, which were RGB and grayscale, were learned using CapsNet. The learning method is the online learning using 25 training datasets. Both loss functions converged to almost 0. As a result of the evaluation, the grayscale learning succeeded in detecting only state 2 and no state 4 was detected. Therefore, the accuracy rate was only 25%. The RGB learning failed all detections. Secondly, the colored ball images were learned with 115 training datasets in the same way as the white ball images. The RGB and grayscale loss function has converged to almost 0. As a result of the evaluation, the accuracy rate was 60% using grayscale images and 73% using RGB images. Both CapsNets model detected most states hardness. Thirdly, images that combined white and colored balls were learned using CapsNet. From the learning so far, there was a possibility of
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that the white ball’s training dataset were insufficient because the accuracy rate of the white ball images was low, while the accuracy rate of the colored balls was high. The learning method is the batch learning with one batch is 70 using 140 training datasets. The loss function converged to almost 0 after nearly 60 thousand iterations. As a result of the evaluation using the test dataset of the combined white and colored balls, the accuracy rate was 62%. Although the accuracy rate was 0% when the learning using the white ball RGB images, the accuracy rate in this learning was 100% in state 2, and some state 4 hardness could be detected. However, the hardness of some of the colored balls was not detected and the accuracy was down. The detection results are shown in Table 2. Also, RMSE is 3.56 and the MAE is 1.48. Finally, we added the additional white ball data to the training data to learn the model in the same way as the third one. As a result, the accuracy of the white ball did not improve, and RMSE = 4.2 and MAE = 1.68.

Table 2. Detection results

|                          | State 2 | State 4 (shape 1) | State 4 (shape 2) | State 4 (shape 3) | Average accuracy |
|--------------------------|---------|-------------------|-------------------|-------------------|-----------------|
| White ball (Grayscale)   | 75%     | 0%                | 0%                |                   | 25%             |
| White ball (RGB)         | 0%      | 0%                | 0%                |                   | 0%              |
| Colored balls (Grayscale)| 60%     | 60%               | 73%               | 70%               | 65%             |
| Colored balls (RGB)      | 67%     | 80%               | 80%               | 60%               | 73%             |
| White + Colored balls (RGB)| 89%    | 42%               | 58%               | 60%               | 62%             |

6.2. Discussion of CapsNet with routing-by-agreement

The white ball’s training dataset was considered to be insufficient in the evaluation of the only white balls and the white + colored balls model. Also, the learning added only the colored balls’ training dataset was effective in overcoming the lack of a training dataset. However, the accuracy of colored balls RGB declined. Therefore, the addition of the white ball’s training dataset seemed to have a negative influence on predicting the hardness of the colored balls, which had an adequate training dataset. In short, the learning of white and colored ball images positively influenced hardness prediction of the white ball, which lacked a training dataset. However, it negatively influenced hardness prediction of the colored balls, which had an adequate training dataset. Accordingly, enlarging the same type of rubber ball training dataset is most desirable for a learning. Based on these results, we ran the experiment with increasing datasets of white balls, but the results did not improve. In later experiments, these increased images improve RMSE and MAE of the model. Therefore, it is considered that the discriminating power of this CapsNet is still low. Also, mixing the training dataset seemed difficult to learn, since the detection accuracy for the colored balls declined. On the other hand, the accuracy was high when the learning only the colored ball images. Considering this fact, there is a possibility that detection accuracy can be vastly improved using TCDCN (Figure 6). The method of TCDCN is to add outputs, and to teach model to classify colors.

Both grayscale and RGB training images of the colored balls resulted in high accuracy. But on closer examination, there were some images could be detected in grayscale images, but not in RGB images. Of course, there were images that showed the opposite pattern to these, as summarized in Figure 13. We compared the grayscale and color images, and the contrasting results are circled in red boxes. For example, the error in hardness prediction for a grayscale image type is normal and shape 4 is 0, but the error for the same type and shape in a color image is 4. Considering Figure 13, there is a possibility that image features which only grayscale or RGB images have. Especially, the possibility seems to very high because normal images that do not have data augmentation also follow this trend. Accordingly, the learning using both grayscale and RGB images as inputs supposed to improve accuracy because it is able to consider both types of an image.

Figure 13. Parts of detection of colored rubber ball
6.3. Result of CapsNet with EM routing

We trained a multilayering CapsNet using white ball, colored balls and added white ball images. The loss function is Eq. (6). In document [16], channels in CapsNet are A=32, B=32, C=32 and D=32 using A, B, C and D in Figure 4. However, the CapsNet having these channels did over learning, and its accuracy was 0%. Therefore, we did the machine learning which the channels greatly decreased (A=32, B=4, C=4 and D=4). If the learning is less than -log (0.01) = 4.6, all training data is detectable and successful. In routing-by-agreement, the iterator was 100,000 times, but the multilayering resulted in less than 4.6 at an early stage, so the iterator was greatly reduced to 1,500 times. This loss function is shown in Figure 14. The channels decreased to 4 (32+4+4+4) by multilayering against 544 (256+256+32).

From the result of the experiment using routing-by-agreement, we trained both grayscale and RGB images. The method is multiplying one variable and incorporating RGB calculation in front of the output layer. This method is called With LastCaps. The way of With LastCaps improved detection RMSE and MAE compared to the experiment using routing-by-agreement. In addition, we have succeeded in further improving them using added white ball images. RMSE and MAE were 2.8 and 1.4 when not using the additional data. On the other hand, RMSE and MAE were 2.4 and 1.35 when using the additional data.

6.4. Discussion of CapsNet with EM routing

This learning has achieved the state-of-the-art because he RMSE and MAE are smaller than the existing research [6]. This result suggests that multilayer CapsNet with EM routing is effective for regression analysis. In addition, the method of training grayscale and color images together also seems to be effective. Moreover, learning with additional white ball data, and RMSE and MAE improved. The method of adding white ball data also supposed to be effective.

![Figure 14. Loss function of 4-layers CapsNet](image)

6.5. Result of CapsNet-EM TCDCN

We trained CapsNet-EM TCDCN on the same iterator as CapsNet with EM routing. The datasets are a combination of all white balls, colored balls and added white ball images. CapsNet-EM TCDCN is trained by classifying white balls and colored balls. Therefore, it is not possible to train a dataset of white balls or colored balls alone. Training results showed that the optimal number of channels for the model was A=32, B=8, C=4 and D=4. In the evaluation, only the output corresponding to the main loss function for learning regression is confirmed, and the result of the remaining two-class classification is discarded. This model has RMSE and MAE are 3.15 and 1.42.

6.6. Discussion of CapsNet-EM TCDCN

We expected that TCDCN would improve the results because the learning by mixing colored and white balls is difficult from the experiment of CapsNet with routing-by-agreement. However, the addition of TCDCN had no effect because RMSE and MAE were lower than CapsNet with EM routing. We suppose that CapsNet and TCDCN would not be a good match. Simply adding TCDCN may not be effective because CapsNet includes unsupervised learning unlike CNN.
6.7. Comparison of results

In this research, we trained and evaluated three type model using CapsNet. The first is CapsNet with routing-by-agreement (CapsNet-rba) using 3-layers CapsNet. The second is CapsNet with 4 layers, and grayscale and RGB images merged in the output layer (CapsNet-EM WithLastCaps). The third is CapsNet-EM TCDCN, which is a model that adds the function of TCDCN to the second model. RMSE and MAE values for these models are shown in Table 3. The evaluation index is a large value because almost hardness values are natural numbers. From the table, the highest performing model is CapsNet-EM WithLastCaps. This model can recognize hardness within an about 2.4 error on average because RMSE is 2.4. Furthermore, since the MAE is 1.35, which does not take into account large errors, it is considered that the model prediction errors are often 1 or 2.

| Model name          | RMSE | MAE  |
|---------------------|------|------|
| CapsNet-rba          | 3.58 | 1.48 |
| CapsNet-EM WithLastCaps | 2.4  | 1.35 |
| CapsNet-EM TCDCN     | 3.15 | 1.42 |

7. CONCLUSION

The hardness prediction of the white ball and the colored balls using CapsNet succeeded in some state of each color. The hardness prediction of the white ball using black-and-white images succeeded the state 2 only due to the lack of training datas, and it using RGB images failed the all states. The hardness prediction of colored balls succeeded in both black-and-white images and RGB images. Finally, white + colored ball images were learned to compensate for the lack of white ball’s training datas. This detection result was increased the accuracy rate when a white ball’s test datas used, but decreased the accuracy rate when colored balls’ test datas used. Based on this result, in this study, we increased white ball’s training datas, multilayered CapsNet and did machine learning using both RGB and grayscale images. We added increased white ball images experimented again, but the model performance was down. In multilayering CapsNet using both RGB and grayscale images called CapsNet-EM WithLastCaps, this model combined in front of the output layer. RMSE and MAE were lower than the experiment using routing-by-agreement. In the detection by the model attached TCDCN option, RMSE and MAE were higher than With LastCaps. In conclusion, CapsNet-EM WithLastCaps is the best performance, RMSE and MAE were 2.4 and 1.35. This model has achieved the state-of-the-art. We showed the model structure in Figure 15.

This research’s model has many errors with a hardness of 1 or 2 because less training datas. However, if we could get a large amount of training datas, our model has available that will provide higher performance due to the characteristics of supervised learning.
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