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Abstract—In video-based person re-identification, both the spatial and temporal features are known to provide orthogonal cues to effective representations. Such representations are currently typically obtained by aggregating the frame-level features using max/avg pooling, at different points of the models. However, such operations also decrease the amount of discriminating information available, which is particularly hazardous in case of poor separability between the different classes. To alleviate this problem, this paper introduces a symbolic temporal pooling method, where frame-level features are represented in the distribution valued symbolic form, yielding from fitting an Empirical Cumulative Distribution Function (ECDF) to each feature. Also, considering that the original triplet loss formulation cannot be applied directly to this kind of representations, we introduce a symbolic triplet loss function that infers the similarity between two symbolic objects. Having carried out an extensive empirical evaluation of the proposed solution against the state-of-the-art, in four well known data sets (MARS, iLIDS-VID, PRID2011 and P-DESTRE), the observed results point for consistent improvements in performance over the previous best performing techniques. Under a reproducible research paradigm, both the code and the empirical validation framework are available at https://github.com/arun05c/SymbolicTemporalPooling.
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I. INTRODUCTION

Person Re-Identification (re-id) refers to the cross-camera retrieval task, in which a query from a target subject is used to retrieve identities in a gallery set. Many obstacles can be posed to this process, such as variations in human poses, lighting conditions, partial occlusions and cluttered backgrounds. Person re-id methods can be broadly categorized into two types: image- (e.g.,[20], [41], [34]) and video-based (e.g., [10], [19], [26]). Recently, more attention has been given to video-based re-id, as it fuses information from both the spatial and temporal domains, which alleviates the difficulties in case of poor separability problems, such as the visual surveillance in outdoor environments. In this context, most of the existing methods use frame-level feature extractors, and then exploit the temporal cues according to some aggregation function.

The strategies for extracting such kind of representations can be divided into three categories: i) optical-flow based; ii) 3D-CNN based; and iii) using temporal aggregation techniques. In the first category of methods, the optical flow describes the dynamic features that feed the CNN inputs [29], [7]. In 3D-CNN based methods, spatial-temporal features are extracted directly from video sequences, according to 3D-CNN models [32], [25]. In the last category of methods, either Recurrent Neural Networks (RNN)[23], [21] or temporal pooling [42], [18] techniques aggregate the frame-level features.

In particular, when considering the temporal pooling family of methods (where our method belongs to), the max or avg pooling functions are the most frequently to aggregate the temporal features, and consider all frames in a sequence equally important. The primary hypothesis in this paper is that, by exhibiting different kinds of singularities and levels of correlation with others, frames in a sequence are not equally important and should be considered in an specific way by any robust classification model. Also, considering that the existing crisp data representations fail to capture such kind of variations, the key novelty is to use symbolic representation techniques for such purpose. Hence, in this paper we describe an integrated deep-learning classification framework based in symbolic data representations, that is composed of a feature aggregation module and a symbolic loss function.

Symbolic data representations comprise a myriad of techniques, either based in interval, distribution, periodic or histogram features ([6], [1], [22], [33]). Inspired by the successful history of symbolic data analysis (e.g., [11], [13], [2], [27], [1]), we propose a method to capture the variations among the frames in a sequence, while keeping the discriminating information that is partially disregarded by temporal aggregation functions.

Fig. 1 provides an overview of the processing chain, composed of three steps: i) frame level feature extraction; ii) symbolic data representation; and iii) learning, according to a symbolic loss function. Initially, frame-level features are extracted using a well known backbone architecture. Next, we convert such crisp features into their symbolic representation, by fitting a distributional function for each one. In this setting, each function expresses the variability of a feature across the frames of each sequence. Finally, using the proposed symbolic triplet loss function, we learn a classification model.

Having conducted an extensive experimental validation in four publicly available video-based re-id datasets (MARS [42], iLIDS-VID [35], PRID2011 [14] and P-DESTRE [15]), we report the effectiveness of the proposed solution against nine methods considered to represent the state-of-the-art. Our results not only point for consistent improvements in performance over the best baseline, but also the proposed solution can be easily tied to various of the previously published methods, also contributing for improvements in the baseline
performance of such techniques.

In summary, we provide the following contributions:

- In order to better capture the variations between adjacent frames, we propose a symbolic temporal pooling. Unlike previous temporal pooling methods that use either max or avg functions to get video level descriptions, the proposed method represents each video in a distribution-valued symbolic form. We extract the frame-level features and represent them in distribution valued symbolic form by fitting an Empirical Cumulative Distribution Function (ECDF).
- We introduce a symbolic triplet loss function to address the proposed kind of representation, which enables to obtain the loss between two symbolic objects.
- An extensive empirical validation of our solution with respect to the state-of-the-art was conducted, in four publicly available video based re-id datasets: MARS [42], PRID2011 [14], iLIDS-VID [35] and P-DESTRE [15].

The remainder of this paper is organized as follows: Section II summarizes the most relevant research in the scope of our work. Section III provides a detailed description of the proposed method. In Section IV we discuss the obtained results and the conclusions are given in Section V.

II. RELATED WORK

In this section, we briefly review the most relevant research in terms of video-based re-identification methods and symbolic representation techniques.

**Video Re-ID:** The current person re-id works can be broadly classified into two groups: image-based [20], [41], [34] and video-based [10], [19], [26]. According to our purposes, in this work we pay special attention to video based re-id techniques.

**Temporal Aggregation:** Temporal aggregation methods either adopt Temporal Pooling [42], [18] or Recurrent Neural Networks (RNN) [23], [21], [39] to learn temporal cues across the different frames. Suh et al. [31] developed a part-aligned bi-linear representation model, composed of a two-stream network and a bi-linear pooling layer. Among the two-stream network, one stream extracts the appearance map and another one focuses in the body-part map. Liu et al. [21] proposed a spatial temporal Mutual promotion Model, that starts by using a Refining Recurrent Unit (RRU) to recover the missing parts (occluded) in a frame. Further, a Spatial-Temporal Clues Integration Module (STIM) is introduced to integrate spatial and temporal information.

**Optical Flow:** In optical flow-based methods, temporal cues are extracted using the classical optical flow technique or its minor variations, which are then fused to spatial information. McLaughlin et al. [23] developed an optical flow and RNN-based model to capture short- and long-term temporal information. Feichtenhofer et al. [7] proposed a two-stream architecture that combines spatial and motion pathways by motion gating. Chung et al. [4] proposed a two stream convolutional neural network architecture, where each stream is a Siamese Network used to learn spatial and temporal information separately. Wu et al. [36] proposed a spatio-temporal association representation model that fuses appearance and short-term motion at the local level, and spatial and temporal features at the global level.

**3D CNN:** These methods use 3D convolutional kernels in the spatial and temporal dimensions [32], [25]. Gao and Nevatia [8] proposed a 3D CNN architecture to extract video level features, while Li et al. [17] using the Multi-Scale 3D (M3D) convolution layer to learn temporal cues. Despite showing promising results, this kind of 3D models are computationally expensive and vulnerable to spatial misalignment.

Various efforts were made to develop temporal attention based solutions. Li et al. [18] developed a spatio-temporal attention model in which the discriminative regions are inferred using a multiple spatial attention scheme. Liu et al. [19] proposed a non-local video attention network (NVAN) that exploits both spatial and temporal features by using non-local attention layers. Gu et al. [10] proposed a temporal knowledge propagation (TKP) method, where the image representations learn frame features to match the video representation network output in a shared feature space. Zhang et al. [40] proposed a Multi-Granularity Reference aided Attentive Feature Aggregation (MG-RAFA) model, that starts by determining the importance of each feature. Next, the affinity of each feature with respect to all reference elements is obtained and used as weight for aggregation.

**Symbolic Data Analysis:** In recent years, the concept of symbolic data analysis (SDA) has been receiving growing attention. Symbolic data representations can be seen as an extension to the traditional data types, that include interval, distribution, periodic or histogram-based features. Applications based in symbolic representations have been extensively reported (e.g., [24], [12], [2], [1], [13], [1]). In all these works, the basic premise is that the variations among the data that compose a sequence cannot be captured by a crisp data type and that symbolic representations can do that in a much more effective way [27], [5], [22], [33].

III. PROPOSED METHOD

**A. Problem Formulation**

Let $V_i$ represent a video sequence composed of $N$ frames, i.e., $V_i = \{ I_{i1}, I_{i2}, \ldots I_{iN} \}$. Given a query video $V^q$ and a set of gallery elements $V^g = \{ V^q_1, \ldots, V^q_k \}$ the re-id problem evolves to find an ordered list for the gallery IDs based in a distance function $d(\cdot, \cdot)$ that measures the similarity between the query and the gallery elements. In practice, the query is deemed to correspond to the $i^{th}$ identity of the gallery set iff:

$$R_i = \arg \min_j d(f^q, f^g_j),$$  \hspace{1cm} (1)

where $f^q$ and $f^g_j$ represent the query and gallery feature sets, extracted from the corresponding $V^q_k$ elements.

As above stated, our approach comprises three major steps: i) frame-level feature extraction; ii) video representation using symbolic distribution valued functions; and iii) symbolic triplet loss-based learning.
Fig. 1. Overview of the proposed model. a) $N$ frames feed a feature extractor model to obtain $M$ frame-level features (each color represents an individual feature); b) a distribution-valued symbolic object is obtained for each feature by fitting an empirical Cumulative Distribution Function (ECDF) to each one; and c) the values from each distributional function are concatenated and constitute the symbolic representation used in learning.

B. Frame-Level Feature Extraction

Frame-level spatial features are extracted using a backbone architecture. Let $V = \{I_1, I_2, \ldots, I_N\}$ be a video sequence composed of $N$ frames. By feeding each frame into the shared backbone, we obtain $F = \{f_1, \ldots, f_N\}$ feature vectors, each one composed of $M$ values $f_i = \{f_{i1}, \ldots, f_{iM}\}$.

C. Distribution Valued Video Representation

This is the key component of our method, and aims at avoiding that frame-level features are aggregated using max/avg or similar pooling functions to get video representations, which was previously reported to significantly reduce the amount of discriminating information (e.g., [33], [22], [5]). Let $f_i = \{f_{i1}, \ldots, f_{iN}\}$ be the $i^{th}$ feature vector extracted from $N$ frames. Let $\psi$ denote the hyper-dimensional distribution of $f_i$ values. The corresponding ECDF values can be obtained based in the histogram description $\hat{F}(i)$, using $H_i$ weighted intervals, where the histogram for the $f_i$ feature is given by:

$$f_i = [(L_{i1}, \pi_{i1}), \ldots, (L_{ri}, \pi_{ri}), \ldots, (L_{Hi}, \pi_{Hi})],$$  

(2)

where $L$ denotes the bins, $\pi$ represents the frequency associated with each bin and $H_i$ is the number of bins for the $i^{th}$ feature, such that:

$$\forall L_{ri} \in T(i) \text{ where } T(i) = [\min(f_i), \max(f_i)].$$

Using the corresponding histogram description $\hat{F}(i)$, the empirical cumulative distribution function $\psi_i$ for $i^{th}$ feature is given by:

$$\psi_i(p) = w_i + (p - \min(f_i))(\frac{w_{i1} - w_{i1-1}}{\max(f_i) - \min(f_i)}).$$  

(3)

After obtaining the symbolic representation of each feature, the corresponding distribution valued video representation are straightforward to obtain $\Psi = \{\psi_1, \ldots, \psi_M\}$.

D. Symbolic Triplet Loss

The triplet loss is one of the most commonly used functions in re-id approaches. In the conventional triplet loss formulation, the distances from the anchor image to a positive and a negative elements are obtained. During the learning process, the goal is to keep the distances between the anchors and their negative counterparts larger than the corresponding distances between the anchor/positive pairs:

$$L_{tri}(i, j, k) = \max(\varrho + d_{ij} - d_{ik}, 0),$$  

(4)

where $d_{ij}$ denotes the distance between the $i^{th}$ and $j^{th}$ elements, $\varrho$ is a positive margin value and $i$, $j$, $k$ denote the indices of the anchor, positive and negative images. In this conventional formulation, different metrics (e.g., Euclidean or Cosine distances) can be used to compute the (dis)similarity between feature sets, but these will only work for crisp data [37], [3], [38]. Accordingly, as the proposed method uses a symbolic representation based in the distribution function per feature, the conventional triplet loss cannot be applied directly. There are several distance measures that can be used to obtain the distance between two distribution-valued objects [9] and, among them, the Wasserstein metric was reported to perform the best, while also interpreting the characteristics of the distribution [28]. Thus, we propose a symbolic triplet loss that uses the Wasserstein metric to obtain the distance between feature vectors.
Let $\psi_i$ and $\psi_j$ represent the multi-dimensional distributions of the $i^{th}$ and $j^{th}$ feature vectors. The corresponding Wasserstein distance is given by:

$$D_w(\psi_i, \psi_j) = \int_{-\infty}^{\infty} |\psi_i(p) - \psi_j(p)| dp$$
$$= \int_{0}^{1} |\psi_i^{-1}(t) - \psi_j^{-1}(t)| dt,$$

where $\psi_i^{-1}(t)$ is the quantile function, given by:

$$\psi_i^{-1}(t) = \min(f_i) + \frac{(1 - w_{i_{-1}})}{w_i} \left( \max(f_i) - \min(f_i) \right).$$

Finally, the distance between two distribution-valued video representations (each with $M$ features) is given by:

$$D_w(\psi_i, \psi_j) = \sum_{m=1}^{M} \sum_{t=1}^{T} |\psi_{im}^{-1}(t) - \psi_{jm}^{-1}(t)|.$$

### IV. Results and Discussion

**A. Datasets**

Our experiments were conducted in four publicly available video-based re-id datasets: MARS [42], iLIDS-VID [35], PRID2011 [14], and P-DESTRE [15]. Examples of the typical images in each set are provided in Fig. 2.

**MARS** [42]. It is the largest video based re-id dataset and was captured inside a university campus, using six surveillance cameras. It comprises 17,503 tracklets of 1,261 IDs, along with 3,248 distractor tracklets.

**iLIDS-VID** [35]. This set was captured in an airport arrival lounge, using two non-overlapping cameras. It comprises image sequences of 300 IDs, where the tracklet length varies between 23 to 192, with an average value of 73.

**PRID2011** [14]. It was captured using two non-overlapping cameras, and it comprises a total 749 IDs among which only 200 people appeared in both cameras. The tracklet length varies from 5 to 675 with an average value of 100 images/sequence.

**P-DESTRE** [15]. In opposition to all the other datasets used (captured using stationary cameras), this is an UAV-based dataset, specifically devoted for pedestrian analysis. It comprises 1,894 tracklets of 608 IDs, with an average length of 674 images per sequences.

**B. Experimental Setting and Evaluation Metrics**

In this section, we report an extensive comparison between the effectiveness of our solution with respect to the state-of-the-art solutions. Considering that re-id is currently a crowded topic, nine techniques were selected as baselines:

- **Chung et al.** [4]: This method uses a Siamese network as backbone, temporal pooling as aggregation and a softmax as the loss function. Interestingly, it is the unique method considered state-of-the-art that learns the spatial and temporal features separately. In our experiments, the best results of this model were obtained when using stochastic gradient descent method with the following parameterization: epochs=1000, learning rate=0.0001 and momentum=0.9. The Siamese cost function margin was set to 2 and the Euclidean distance was used as similarity metric.

- **Gao and Nevatia** [8]: This method uses 3D ResNet which uses 3D convolution kernels as backbone architecture and triplet as a loss function. It uses RNN and 3D CNN models to obtain the video level representations. The model was trained using Adam optimizer with parameters: epoch=800, learning rate=0.0003, weight decay $5e^{-4}$, Triplet loss margin=0.3. During testing, Euclidean distance is used as a metric to compute the similarity between query and gallery.

- **Rao et al.** [26]: This method uses a siamese network, hinge loss and softmax loss functions. Also, it proposes a spatial-temporal attention mechanism, based on the attention scores. The model was trained using stochastic gradient descent with learning rate equal to 0.0001. The

1. [https://github.com/icarofua/siamese-two-stream](https://github.com/icarofua/siamese-two-stream)
2. [https://github.com/jiyanggao/Video-Person-ReID](https://github.com/jiyanggao/Video-Person-ReID)
3. [https://github.com/rshivansh/Spatial-Temporal-attention](https://github.com/rshivansh/Spatial-Temporal-attention)
margin for hinge loss was set to 2 and 16 frames were considered to represent a sequence in the training phase. During testing, the Euclidean distance was used as a metric to obtain the similarity of any pair of elements.

- **Spatio Temporal Attention Model (STAM) [18]:** This method uses the ResNet-50 architecture as backbone, temporal attention as aggregation and an Online Instance Matching Loss function. Essentially, it discriminates between the different parts of the body using spatial-temporal attention. Initially, features are extracted from the local region are organized using the spatial criterion and further combined using temporal attention. This model was trained using stochastic gradient descent method with epoch=800, learning rate=0.1 and it is then dropped to 0.01. During training Restricted Random Sampling is used to select training samples. During testing, the first image from each of N segments as a testing sample and its L2-normalized features are utilized to compute the similarity between query and gallery.

- **Temporal Knowledge Propagation (TKP) [10]:** This model uses ResNet-50 as backbone model. The input frames were resized to 256 × 128. The model was trained using Adam optimizer with following parameters: learning rate=0.0003, 150 epochs, learning rate decay=0.1, weight decay=5e−4. TKP uses four-loss functions: classification loss, Triplet loss, Feature-based TKP loss, and Distance-based TKP loss. During testing, the Euclidean distance was used as similarity measure.

- **Spatial Temporal Mutual Promotion Model (STMPM) [21]:** This method uses the Inception-v3 architecture as backbone model and cross-entropy as a loss function. It handles occlusions by recovering the missing parts and uses a 3D-CNN and global average pooling for temporal aggregation. This model was trained using stochastic gradient descent while number of epochs, learning rate, and momentum set to 800, 0.01, 0.9 respectively. Model parameters N, K and T and m were set to 10, 2, 8 and 0.4, respectively. During test, the cosine distance is used as metric.

- **CoSAM [30]:** This model uses the SE-ResNet50 architecture as backbone and extracts salient spatial features by a co-segmentation based attention model. The input frames were resized to 256 × 128, and the model was trained using the Adam optimizer, learning rate 0.0001 and weight decay 5e−4. During test, the Euclidean distance is used as similarity metric.

- **GLTR [16]:** This model uses ResNet50 as backbone architecture. The input frames were resized to 256 × 128, and the model was trained using the stochastic gradient descent algorithm 400 epochs, learning rate 0.01, momentum 0.9 and weight decay 5e−4. For DTP and TSA training, 16 adjacent frames compose each sequence and used as input. During test, the Euclidean distance is used as similarity metric.

- **Non-local Video Attention Network (NVAN) [19]:** This method uses ResNet50 as a backbone network and plugs two non-local attention layer after Conv3_3, and Conv3_4 convolutional layers and three non-local layers at Conv4_4, Conv4_5, and Conv4_6. It incorporates both spatial and temporal features using the non-local attention operation at multiple feature levels and uses triplet and cross entropy loss functions. The input frames are resized into 256 × 128. The model was trained with the Adam algorithm, with 300 epochs, learning rate=0.0001. During test, the Euclidean distance is used as similarity metric.

For the PRID2011 and iLIDS-VID datasets we strictly followed the evaluation protocols described in [18], [14]. For the other sets (MARS and P-DESTRE), we used the evaluation protocols described in [42] and [15], respectively. As performance measures, two widely used evaluation metrics were chosen: the Cumulative Matching Characteristics (CMC) and the Mean Average Precision (mAP) values. Due to the single gallery instance per probe feature of the iLIDS-VID and PRID2011 sets, only the CMC values were used in these cases.

### C. Backbone Architectures

Two well-known re-id backbone architectures were used to extract frame-level spatial features: the ResNet50 and SE-ResNet50. We report the performance of these models when using the proposed temporal pooling method, in comparison to the results obtained when using the average pooling method.

The performance values are summarized in Table I. Also, Fig. 3 provides the top 20 CMC values for the four datasets, where the horizontal axes denote the rank and the vertical axes provide the corresponding identification rate. The solid lines (orange and cyan) regard the values obtained when using the classical *avg* pooling function (underlined ”avg” series), whereas the dashed lines correspond to the same architectures coupled to the method proposed in this paper (underlined “pro” series).

From the analysis of Table I and Fig. 3, it is evident that the proposed temporal pooling method consistently outperforms the *avg* pooling method, on both models and all datasets. Among the two backbone architectures, the SE-ResNet50 model got consistently better results than its ResNet50 counterpart. In particular, the proposed temporal pooling method improved the mAP values by 0.77 % (ResNet50) and 1.56% (SE-ResNet50) in the MARS set. For the P-DESTRE dataset, the mAP improvements were about 0.77% and 1.79% for the ResNet50 and SE-ResNet50. Regarding the CMC rank-1 values, we observed improvements of 1.74% (ResNet50) & 1.74% (SE-ResNet50) in MARS, 1.63% (ResNet50) & 1.94 (SE-ResNet50) in iLIDS-VID, 0.33% (ResNet50) & 1.34% (SE-ResNet50) in PRID2011, 1.70% (ResNet50) & 1.80 % (SE-ResNet50) in P-DESTRE. Similar improvements were observed for CMC rank-20 values, of 0.7% (ResNet50) & 0.2 % (SE-ResNet50) were observed in MARS, 1.10% (ResNet50) & 0.55 (SE-ResNet50) in iLIDS-VID, 1.10%
and (ResNet50) & 0.50% (SE-ResNet50) in PRID2011, 0.44% (ResNet50) & 0.20% (SE-ResNet50) in the P-DESTRE set.

At a second phase, we assessed the improvements in performance yielded from using the kind of symbolic representations described in this paper in two well-known re-id models: the COSAM [30] and NVAN [19]. Table II summarizes the obtained values and Fig. 4 provides the top-20 CMC values for the four datasets. Again, the horizontal axes represent the rank and the vertical axes provide the identification rates. The solid orange and cyan lines regard the original COSAM/NVAN techniques (COSAM+Avg and NVAN+STE) while the dotted lines provide the corresponding values when our proposed symbolic representation were coupled to these methods (COSAM+Pro and NVAN+Pro).

Upon the analysis of Table II and Fig. 4, we observe that the proposed temporal pooling method contributed again for improvements in performance. Among both techniques, NVAN consistently outperformed COSAM. In particular, the proposed temporal pooling method improves the mAP by 0.77% (COSAM) and 0.93% (NVAN) in MARS Dataset. In the P-DESTRE dataset, the mAP improvement of 1.07% and 1.43 % is observed for COSAM and NVAN. Regarding the CMC rank-1, we observe the improvement of 2.11% (COSAM) & 1.36% (NVAN) in MARS, 3.51% (COSAM) & 0.32 (NVAN) in iLIDS-VID, 1.78% (COSAM) & 1.92% (NVAN) in PRID2011, 1.42% (COSAM) & 2.32 % (NVAN) in P-DESTRE. Similarly, we observe an improvement of 0.54% (for both COSAM and NVAN) in MARS, 1.43% (COSAM) & 0.11% (NVAN) in iLIDS-VID, 0.35% (COSAM) in PRID2011, 1.44% (COSAM) & 1.20% (NVAN) in the P-DESTRE for CMC rank-20.

D. State-of-the-art Comparison

This section provides a comparison between the results obtained when using the symbolic representations proposed and the techniques considered to represent the state-of-the-art. Fig. 5 provides the CMC curves for all methods and datasets. Overall, it can be observed that the proposed symbolic representation tied to the NVAN method got the best results in all datasets, with exception to the iLIDS-VID set.

In particular, Table III summarizes the performance attained in the MARS dataset. When looking to the mAP measure, the baseline model NVAN [19] and COSAM [30] outperform the other methods. Also, the proposed temporal pooling method increased the mAP values by 0.77% in the COSAM and 0.93% in the NVAN model, when compared to the original representations. In terms of rank-1, NVAN and GLTR [16] stood in top two positions, with the proposed temporal pooling method increasing the rank-1 accuracy by 2.11% in COSAM and 1.36% in NVAN techniques. For higher (and less significant ranks) ranks, both COSAM and NVAN provided similar levels of performance.

A similar comparison regarding the iLIDS-VID set is provided in Table IV. Here, the STMPM [21] and NVAN [19] stood in the second and third best positions, respectively. Again, the proposed temporal model increased the baseline results by 3.51% in COSAM [30] and 0.32 % in NVAN for rank-1. For higher ranks, NVAN showed superior performance than the GLTR.

Next, Table V compares the results for the PRID2011 dataset. For rank-1, GLTR [16] outperformed the other methods, with NVAN [19] standing as runner-up technique. The proposed temporal pooling method improved the effectiveness of COSAM by 1.78% and of NVAN by 1.92%.

Finally, Table VI provides the performance values observed for UAV-based P-DESTRE dataset. Here, COSAM [30] and NVAN [19] outperformed the other approaches in terms of mAP, rank-1 and rank-20. As in the previous sets, the proposed temporal method increased the baseline model by 1.07% (COSAM) and 1.43% (NVAN) in terms of the mAP values, and by 1.42% (COSAM) and 2.32% (NVAN) in terms of rank-1 results.

Note that, among the state-of-the-art methods, COSAM [30] and TKP [10] use avg pooling method for feature aggregation, while all other techniques either use attention or 3D-CNN models to obtain the video level representations. GLTR method showed a competitive performance in all datasets, using short- and long-term temporal cues to learn discriminant video representations. Here, the short term cues appear to have helped to distinguish among adjacent frames where the long terms cues help to handle occlusion.

On the MARS, PRID2011, and P-DESTRE datasets, the NVAN method provided the best levels of performance, in particular when used along to the proposed temporal polling method. In the iLIDS-VID dataset, GLTR outperformed any other method, which we justified by the large fraction of partially occluded sample in this set, and the way that this algorithm handles occlusions by short- and long-term features. Among all the datasets considered, PRID2011 is the one of smallest dimensions, and we observed that levels of perfor-
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| Backbone | MARS | iLIDS-VID | PRID2011 |
|----------|------|----------|----------|
| mAP | R1 | R20 | mAP | R1 | R20 | mAP | R1 | R20 |
| ResNet50+Avg | 75.54 ± 1.66 | 82.50 ± 1.96 | 96.60 ± 1.16 | 73.20 ± 2.54 | 95.10 ± 1.89 | 78.72 ± 4.27 | 98.30 ± 2.37 | 77.61 ± 4.49 | 76.96 ± 13.85 | 96.90 ± 2.18 |
| SE-ResNet50+Avg | 78.12 ± 1.41 | 84.06 ± 1.87 | 97.20 ± 0.98 | 76.03 ± 4.62 | 96.15 ± 1.90 | 81.74 ± 1.68 | 99.30 ± 2.24 | 79.76 ± 10.51 | 78.46 ± 13.82 | 97.58 ± 2.40 |
| ResNet50+Pro | 76.31 ± 2.89 | 84.24 ± 1.67 | 97.30 ± 1.16 | 74.83 ± 4.32 | 96.20 ± 1.64 | 79.05 ± 3.70 | 99.40 ± 2.22 | 78.38 ± 10.68 | 78.66 ± 13.17 | 97.34 ± 2.07 |
| SE-ResNet50+Pro | 79.68 ± 2.85 | 85.80 ± 1.82 | 97.40 ± 0.87 | 77.95 ± 4.19 | 96.90 ± 1.49 | 83.08 ± 3.54 | 99.80 ± 2.28 | 81.75 ± 10.53 | 80.26 ± 13.54 | 97.66 ± 1.99 |

### Table III

**State-of-the-art comparison (MARS dataset)**

| Method | mAP | R1 | R20 |
|--------|-----|----|-----|
| Chung et al [4] | 65.70 ± 3.24 | 73.54 ± 1.82 | 86.18 ± 1.13 |
| Gao & Nevatia [5] | 73.50 ± 2.74 | 82.90 ± 1.15 | 96.52 ± 1.08 |
| Rao et al [20] | 70.15 ± 3.17 | 76.58 ± 1.29 | 89.24 ± 1.27 |
| STAM [15] | 64.94 ± 2.40 | 81.75 ± 1.96 | 95.54 ± 1.28 |
| TKP [10] | 72.82 ± 2.24 | 82.93 ± 1.83 | 95.11 ± 1.37 |
| STMPM [21] | 71.36 ± 2.36 | 83.50 ± 1.97 | 96.58 ± 1.26 |
| GLTR [16] | 77.74 ± 1.07 | 84.72 ± 2.61 | 95.79 ± 2.34 |
| COSAM+Avg [30] | 78.35 ± 1.66 | 84.03 ± 0.91 | 96.98 ± 0.98 |
| NVAN+STE [19] | 81.13 ± 1.53 | 85.94 ± 0.94 | 97.26 ± 0.85 |
| COSAM+Pro | 79.12 ± 1.38 | 86.14 ± 0.84 | 97.52 ± 0.91 |
| NVAN+Pro | 82.06 ± 1.53 | 87.30 ± 0.89 | 97.80 ± 0.84 |

### Table IV

**State-of-the-art comparison (iLIDS-VID dataset)**

| Method | mAP | R1 | R20 |
|--------|-----|----|-----|
| Chung et al [4] | 60.26 ± 4.54 | 96.10 ± 1.89 |
| Gao & Nevatia [5] | 57.58 ± 4.99 | 97.21 ± 1.12 |
| Rao et al [20] | 65.68 ± 3.54 | 98.75 ± 1.14 |
| STAM [15] | 79.72 ± 3.31 | 95.50 ± 1.31 |
| TKP [10] | 66.11 ± 3.84 | 98.00 ± 1.95 |
| STMPM [21] | 83.73 ± 3.99 | 99.16 ± 1.11 |
| GLTR [16] | 85.60 ± 3.53 | 99.07 ± 1.08 |
| COSAM [30] | 78.74 ± 4.10 | 97.50 ± 1.31 |
| NVAN [19] | 81.71 ± 3.27 | 99.21 ± 0.99 |
| COSAM [30] +Pro | 82.25 ± 3.16 | 98.93 ± 1.27 |
| NVAN [19] +Pro | 82.03 ± 3.54 | 99.32 ± 1.14 |

In summary, the proposed method improves the results in MARS. As an attempt to perceive the kind of samples where the proposed method most improves the results, Fig. 6 provides some examples of the optimal cases, i.e., those where, either in genuine or impostor comparisons, the maximum absolute difference between the matching scores observed for the traditional pooling strategy(SE-ResNet50+avg) and for the method proposed in this paper (SE-ResNet50+pro methods). To do...
Fig. 5. Comparison between the CMC curves observed for the state-of-the-art methods in the four datasets considered. Zoomed-in regions inside each plot provide the top-i, \(\forall i \in \{1 \ldots 10\}\) values.

that, we estimated the continuous distribution function (cdf) of the genuine+impostor scores obtained for each data set, and then selected the pairs where the differences between the \(\text{cdf}_{\text{avg}}/\text{cdf}_{\text{pro}}\) were maximal (note that for genuine comparisons better scores correspond to smaller cdf values, with the opposite happening for impostor pairs). Overall, we observed that the maximum benefits of the proposed method occur in case of severe occlusions and for high heterogeneous sequences, in terms of the frames that compose them (e.g., with notorious differences in pose, lighting or background properties).

Considering all the results given above, we concluded about the usability of the proposed symbolic representations for video based re-id. The experiments carried out point for:

- Both the spatial and temporal features play orthogonal roles in the maximizing the discriminability between the different instances. This is particularly evident in case of
data of poor quality, where there is a reduced separability between the different classes (IDs).

- The backbone architecture plays an essential role in the effectiveness of the extracted feature sets, and determines strongly the final performance that can be attained in this problem.

- Overall, the spatial attention-based models tend to perform better, when compared to other spatial feature extraction models.

- When comparing to the baselines, the proposed temporal pooling method is able to capture in a particularly effective way the variations among adjacent frames of highly heterogeneous tracklets, i.e., where the individual frames that compose the sequence have notoriously different appearance.

- Considering its simple design, the proposed temporal pooling method is easily coupled to other spatial feature extractors and outperforms the baseline temporal cue learning models, either based in temporal attention and 3D-CNN models.

V. CONCLUSIONS

Motivated by the amount of discriminating information that is lost when using either the \( \text{avg, max} \) or related pooling functions in the re-id deep-learning models, this paper we proposes a new temporal cue learning method based on symbolic representations that is able to faithfully fuse temporal and spatial cues to obtain effective feature representations. In our solution, the frame-level features are converted into their symbolic representation by fitting a distributional function for each feature. Each of these density functions captures the variability of a feature inside the corresponding tracklet, and can be understood as expressing the feature variability in a sequence. The idea is that symbolic representations keep more discriminating information of the original data than the classical pooling strategies, which provides the rationale for the observed improvements in performance. Our experimental analysis was carried in four well known video-based re-id datasets. We compared our performance to the attained by nine learning models, either based in temporal attention and spatial cues to obtain effective feature representations. In particular when the images inside each sequence (tracklet) have large heterogeneity.
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