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Abstract

We consider the last zero crossing time \( T_{\mu,t} \) of a Brownian motion, with drift \( \mu \neq 0 \), in the time interval \([0,t]\). We prove the large deviation principle of \( \{T_{\mu,\sqrt{r},t}: r > 0\} \) as \( r \) tends to infinity. Moreover, motivated by the results on moderate deviations in the literature, we also prove a class of large deviation principles for the same random variables with different scalings, which are governed by the same rate function. Finally we compare some aspects of the classical moderate deviation results, and the results in this paper.
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1 Introduction and preliminaries

In this paper we consider a Brownian motion with drift, and we present some asymptotic results for the last zero crossing time (in a time interval \([0,t]\)) as the drift tends to infinity. In our proofs we handle some formulas presented in [6], and we refer to the theory of large deviations (see [2] as a reference on this topic).

We recall some results in [6]. We consider a Brownian motion (starting at the origin at time zero), with drift \( \mu \neq 0 \). Moreover, for some \( t > 0 \), we consider the last zero crossing time \( T_{\mu,t} \) of this Brownian motion in the time interval \([0,t]\). Then (see Theorem 2.1 in [6]) the distribution function of \( T_{\mu,t} \) is defined by

\[
P(T_{\mu,t} \leq a) = 1 - \frac{2}{\pi} \int_0^t \frac{\sqrt{a}}{a(t-a)} e^{-\frac{a}{2}y}\left(1+\frac{y^2}{2}\right) dy \quad \text{for } a \in [0,t],
\]

and its density is

\[
f_{\mu,t}(a) := \left(\frac{e^{-\frac{\mu^2}{2}t}}{\pi \sqrt{a(t-a)}} + \frac{\mu^2}{2\pi} \int_a^t \frac{e^{-\frac{\mu^2}{2}y}}{\sqrt{a(y-a)}} dy\right) 1_{[0,t]}(a).
\]

In this paper we also consider the probability that this Brownian motion crosses zero in the time interval \([a,b]\) for some \( b > a > 0 \) (see the proof of Theorem 3.1 in [6]):

\[
\Psi_{[a,b]}(\mu) = \frac{1}{\pi} \int_0^{b-a} \frac{e^{-\frac{\mu^2}{2}(a+s)}}{a+s} \sqrt{\frac{a}{s}} ds.
\]
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We also recall the concept of large deviation principle (LDP for short) for a family of random variables \( \{W(r) : r > 0\} \) defined on the same probability space \((\Omega, \mathcal{F}, P)\). In view of what follows we assume that these random variables are real valued. Then \( \{W(r) : r > 0\} \) satisfies the large deviation principle (LDP from now on) with speed \( v_r \) and rate function \( I \) if the following conditions hold: \( \lim_{r \to \infty} v_r = \infty \), the function \( I : \mathbb{R} \to [0, \infty] \) is lower semi-continuous;

\[
\limsup_{r \to \infty} \frac{1}{v_r} \log P(W(r) \in C) \leq -\inf_{w \in C} I(w) \quad \text{for all closed sets} \ C; \tag{4}
\]

\[
\liminf_{r \to \infty} \frac{1}{v_r} \log P(W(r) \in G) \geq -\inf_{w \in G} I(w) \quad \text{for all open sets} \ G. \tag{5}
\]

Moreover, a rate function \( I \) is said to be good if all its level sets \( \{w \in \mathbb{R} : I(w) \leq \eta\} : \eta \geq 0 \) are compact.

Now we present a list of the results proved in this paper.

- The LDP for \( W(r) = T_{\mu \sqrt{r}, t} \) with \( v_r = r \) and a rate function \( J \) (Proposition 2.1).
- For every choice of positive numbers \( \{\gamma_r : r > 0\} \) such that

\[
\lim_{r \to \infty} \gamma_r = 0 \quad \text{and} \quad \lim_{r \to \infty} r \gamma_r = \infty, \tag{6}
\]

the LDP for \( W(r) = r \gamma_r T_{\mu \sqrt{r}, t} \) with \( v_r = 1/\gamma_r \) and the same rate function \( \tilde{J} \) (Proposition 2.2). It will be explained that this class of LDPs is inspired by the results in the literature on moderate deviations.

- We study the asymptotic behavior, as \( r \to \infty \), for the probability in (3) with \( \mu \sqrt{r} \) in place of \( \mu \) (Proposition 2.3). We also highlight some similar aspects with asymptotic estimates in insurance literature (see Remark 2.1).

Throughout the paper, we consider the notation

\[
\varphi(x; \mu, \sigma^2) = \frac{e^{-\frac{(x-\mu)^2}{2\sigma^2}}}{\sqrt{2\pi\sigma^2}}
\]

for the well-known density of a Normal distribution with mean \( \mu \) and variance \( \sigma^2 \).

We conclude with the outline of the paper. In Section 2 we prove the results. Finally, in Section 3 we compare some aspects of the classical moderate deviation results, and the results in this paper; in particular we discuss some common features and differences.

## 2 Results

We start with the first result, i.e. a LDP with \( v_r = r \). We remark that, since we deal with random variables \( \{W(r) : r > 0\} \) which take values on a compact interval \( K \) of the real line (i.e. \( K = [0, t] \)), we can refer to a useful consequence of Theorem 4.1.11 in [2]. In fact, we can say that we have the LDP if the two following conditions hold for all \( w \in \mathbb{R} \):

\[
\lim_{\varepsilon \to 0} \liminf_{r \to \infty} \frac{1}{r} \log P(W(r) \in (w - \varepsilon, w + \varepsilon)) \geq -I(w); \tag{7}
\]

\[
\lim_{\varepsilon \to 0} \limsup_{r \to \infty} \frac{1}{r} \log P(W(r) \in (w - \varepsilon, w + \varepsilon)) \leq -I(w). \tag{8}
\]

Actually, when \( w \notin K \), these two bounds can be easily checked with \( I(w) = \infty \) (7) trivially holds; moreover, if we take \( \varepsilon > 0 \) small enough to have \( (w - \varepsilon, w + \varepsilon) \cap K = \emptyset \), we have \( P(W(r) \in (w - \varepsilon, w + \varepsilon)) = 0 \) for all \( r > 0 \), which yields (8); so we can consider only the case \( w \in K \).
**Proposition 2.1.** The family of random variables \( \{T_{\mu\sqrt{r}t} : r > 0\} \) satisfies the LDP with speed \( v_r = r \) and good rate function \( J \) defined by

\[
J(b) := \begin{cases} 
\frac{\mu^2}{2}b & \text{if } b \in [0,t] \\
\infty & \text{otherwise.}
\end{cases}
\]

**Proof.** We prove the LDP by referring to the consequence of Theorem 4.11.11 in [2] recalled above; so, for all \( b \in [0,t] \) (here \( [0,t] \) plays the role of compact interval \( K \)), we have to check (7) and (8) with \( T_{\mu\sqrt{r}t} \) and \( J(b) \) in place of \( W(r) \) and \( I(w) \), respectively. We have three different cases.

**Case** \( b \in (0,t) \). Without loss of generality we can take \( \varepsilon > 0 \) small enough to have \( (b - \varepsilon, b + \varepsilon) \subset (0,t) \). Then, there exists \( \tilde{a}_r = \tilde{a}_r(\varepsilon, b) \in (b - \varepsilon, b + \varepsilon) \) such that

\[
P(T_{\mu\sqrt{r}t} \in (b - \varepsilon, b + \varepsilon)) = \int_{b - \varepsilon}^{b + \varepsilon} f_{\mu\sqrt{r}t}(a) da = f_{\mu\sqrt{r}t}(\tilde{a}_r) 2\varepsilon.
\]

For the proof of (7) we take into account (2), and after some manipulations, we get

\[
f_{\mu\sqrt{r}t}(\tilde{a}_r) \geq \frac{1}{\pi \sqrt{(b + \varepsilon)(t - (b - \varepsilon))}} \int_{\tilde{a}_r}^{t} \frac{\mu^2}{2} r e^{-\frac{\mu^2}{2} y} dy
\]

\[
= \frac{e^{-\frac{\mu^2}{2} \tilde{a}_r} - e^{-\frac{\mu^2}{2} t}}{\pi \sqrt{(b + \varepsilon)(t - (b - \varepsilon))}} = \frac{e^{-\frac{\mu^2}{2} \tilde{a}_r} (1 - e^{-\frac{\mu^2}{2} (t - \tilde{a}_r)})}{\pi \sqrt{(b + \varepsilon)(t - (b - \varepsilon))}} \geq \frac{e^{-\frac{\mu^2}{2} (b + \varepsilon)} (1 - e^{-\frac{\mu^2}{2} (t - (b + \varepsilon))})}{\pi \sqrt{(b + \varepsilon)(t - (b - \varepsilon))}};
\]

thus, by (9), we have

\[
\liminf_{r \to \infty} \frac{1}{r} \log P(T_{\mu\sqrt{r}t} \in (b - \varepsilon, b + \varepsilon)) \geq -\frac{\mu^2}{2} (b + \varepsilon),
\]

and therefore

\[
\limsup_{\varepsilon \to 0} \liminf_{r \to \infty} \frac{1}{r} \log P(T_{\mu\sqrt{r}t} \in (b - \varepsilon, b + \varepsilon)) \geq -\frac{\mu^2}{2} b = -J(b).
\]

For the proof of (8) we take into account (2) and, after some manipulations, we get

\[
f_{\mu\sqrt{r}t}(\tilde{a}_r) \leq \frac{e^{-\frac{\mu^2}{2} t}}{\pi \sqrt{(b - \varepsilon)(t - (b + \varepsilon))}} + \frac{\mu^2}{2} \int_{\tilde{a}_r}^{t} e^{-\frac{\mu^2}{2} y} dy
\]

\[
\leq \frac{e^{-\frac{\mu^2}{2} t}}{\pi \sqrt{(b - \varepsilon)(t - (b + \varepsilon))}} + \frac{\mu^2}{2} \frac{e^{-\frac{\mu^2}{2} \tilde{a}_r}}{\sqrt{b - \varepsilon}} \int_{\tilde{a}_r}^{t} \frac{1}{\sqrt{y - \tilde{a}_r}} dy
\]

\[
\leq \frac{e^{-\frac{\mu^2}{2} t}}{\pi \sqrt{(b - \varepsilon)(t - (b + \varepsilon))}} + \frac{\mu^2}{2} \frac{e^{-\frac{\mu^2}{2} (b - \varepsilon)}}{\sqrt{b - \varepsilon}} 2 \sqrt{t - (b + \varepsilon)};
\]

thus, by (9) and by Lemma 1.2.15 in [2], we have

\[
\limsup_{r \to \infty} \frac{1}{r} \log P(T_{\mu\sqrt{r}t} \in (b - \varepsilon, b + \varepsilon)) \leq \max \left\{ -\frac{\mu^2}{2} t, -\frac{\mu^2}{2} (b - \varepsilon) \right\} = -\frac{\mu^2}{2} (b - \varepsilon),
\]

and therefore

\[
\limsup_{\varepsilon \to 0} \limsup_{r \to \infty} \frac{1}{r} \log P(T_{\mu\sqrt{r}t} \in (b - \varepsilon, b + \varepsilon)) \leq -\frac{\mu^2}{2} b = -J(b).
\]
Case $b = 0$. We can take $\varepsilon > 0$ small enough to have $(0, \varepsilon) \subset (0, t)$. Then, there exists $\bar{a}_r = \bar{a}_r(\varepsilon) \in (0, \varepsilon)$ such that

$$P(T_{\mu^2 \tau, t} \in (0, \varepsilon)) = \int_0^\varepsilon f_{\tau \tau, t}(a) da = f_{\mu^2 \tau, t}(\bar{a}_r) \varepsilon. \quad (10)$$

For the proof of (7) we take into account (2), and after some manipulations, we get

$$f_{\mu^2 \tau, t}(\bar{a}_r) \geq \frac{1}{\pi \sqrt{a} \varepsilon} \int_{\bar{a}_r}^t \frac{\mu^2 r}{2} e^{-\mu^2 r^2/2} dy = \frac{e^{-\mu^2 r^2/2} a_\tau - e^{-\mu^2 r^2/2 t}}{\pi \sqrt{a} \varepsilon} \geq \frac{e^{-\mu^2 r^2/2} (1 - e^{-\mu^2 r^2(t - \varepsilon)})}{\pi \sqrt{a} \varepsilon};$$

thus, by (10), we have

$$\liminf_{r \to \infty} \frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (0, \varepsilon)) \geq -\frac{\mu^2}{2} \varepsilon,$$

and therefore, since $P(T_{\mu^2 \tau, t} \in (0, \varepsilon)) = P(T_{\mu^2 \tau, t} \in (-\varepsilon, \varepsilon))$,

$$\liminf_{\varepsilon \to 0} \frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (-\varepsilon, \varepsilon)) \geq 0 = -J(0).$$

The proof of (8) is immediate; in fact we have

$$\limsup_{\varepsilon \to 0} \lim \sup_{r \to \infty} \frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (-\varepsilon, \varepsilon)) \leq 0 = -J(0),$$

noting that $\frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (-\varepsilon, \varepsilon)) \leq 0$ for all $r > 0$.

Case $b = t$. We can take $\varepsilon > 0$ small enough to have $(t - \varepsilon, t) \subset (0, t)$. Then, by (2), we have

$$P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t)) = \int_{t - \varepsilon}^t f_{\mu^2 \tau, t}(a) da = \int_{t - \varepsilon}^t \left( \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{a} (t - a)} + \frac{\mu^2 r}{2 \pi} \int_a^t \frac{e^{-\mu^2 r^2 y}}{\sqrt{a(y - a)}} dy \right) da. \quad (11)$$

For the proof of (7) we take into account (11), and after some manipulations, we get

$$P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t)) \geq \int_{t - \varepsilon}^t \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{a} (t - a)} da \geq \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{a} (t - a)} \int_{t - \varepsilon}^t \frac{1}{\sqrt{a(t - a)}} da = \frac{e^{-\mu^2 r^2/2} t}{\pi \sqrt{a} \varepsilon};$$

thus

$$\liminf_{t \to \infty} \frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t)) \geq -\frac{\mu^2}{2} \varepsilon,$$

and therefore, since $P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t)) = P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t + \varepsilon))$,

$$\liminf_{\varepsilon \to 0} \frac{1}{r} \log P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t + \varepsilon)) \geq -\frac{\mu^2}{2} \varepsilon = -J(t).$$

For the proof of (8) we take into account (11) and, after some manipulations, we get

$$P(T_{\mu^2 \tau, t} \in (t - \varepsilon, t)) = \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi} \int_{t - \varepsilon}^t \frac{1}{\sqrt{a(t - a)}} da + \frac{\mu^2 r}{2 \pi} \int_{t - \varepsilon}^t da \int_a^t dy \frac{1}{\sqrt{a(y - a)}}$$

$$\leq \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{t - \varepsilon}} \int_{t - \varepsilon}^t \frac{a_\tau}{\sqrt{a(t - a)}} + \frac{\mu^2 r}{2 \pi} \int_{t - \varepsilon}^t da \int_a^t \frac{a_\tau}{\sqrt{a(y - a)}} \frac{dy}{\sqrt{y - a}}$$

$$\leq \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{t - \varepsilon} \sqrt{2 \varepsilon}} + \frac{\mu^2 r}{2 \pi} \int_{t - \varepsilon}^t da \frac{a_\tau}{\sqrt{a(t - a)}} \frac{2 \sqrt{t - a}}{2 \sqrt{t - \varepsilon} \sqrt{2 \varepsilon}} \leq \frac{e^{-\mu^2 r^2/2} a_\tau}{\pi \sqrt{t - \varepsilon} \sqrt{2 \varepsilon}} + \frac{\mu^2 r}{2 \pi} \frac{e^{-\mu^2 r^2/2(t - \varepsilon)}}{2 \sqrt{t - \varepsilon} \sqrt{2 \varepsilon}};$$
We have to check the upper bound \((4)\) and the lower bound \((5)\) with the proof. We can restrict the attention on the case of random variables \(\{\gamma_r T_{\mu \sqrt{\tau}, t} : r > 0\}\) of positive numbers \(\gamma_r\) for every choice of positive numbers \(\gamma_r\) such that \((3)\) holds, the family of random variables \(\{r\gamma_r T_{\mu \sqrt{\tau}, t} : r > 0\}\) satisfies the LDP with speed \(v_r = 1/\gamma_r\) and good rate function \(\tilde{J}\) defined by

\[
\tilde{J}(b) := \begin{cases} 
\frac{\mu^2}{2} b & \text{if } b \in [0, \infty) \\
\infty & \text{otherwise.}
\end{cases}
\]

Proof. We can restrict the attention on the case \(b \geq 0\) because we deal with nonnegative random variables (and \([0, \infty)\) is a closed set). We assume for the moment that we have

\[
\lim_{r \to \infty} \gamma_r \log P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq z) = \frac{-\mu^2}{2} z \quad \text{(for all } z \geq 0). \tag{12}
\]

We have to check the upper bound \((1)\) and the lower bound \((5)\) with \(v_r = 1/\gamma_r\) and \(W(r) = r\gamma_r T_{\mu \sqrt{\tau}, t}t\).

- The upper bound \((1)\) trivially holds if \(C \cap [0, \infty)\) is empty. On the contrary, there exists \(z_C := \min(C \cap [0, \infty))\) (the existence of \(z_C\) is guaranteed because \(C \cap [0, \infty)\) is a non-empty closed set), and we have

\[
P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq C) \leq P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq z_C);
\]

thus, by \((12)\) and by the monotonicity of \(\tilde{J}(b)\) on \([0, \infty)\), we get

\[
\limsup_{r \to \infty} \frac{1}{1/\gamma_r} \log P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq C) \leq \limsup_{r \to \infty} \gamma_r \log P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq z_C) = \frac{-\mu^2}{2} z_C = -\inf_{b \in C} \tilde{J}(b).
\]

- It is known (see e.g. \([2],[3]\), condition \((b)\) with equation \((1.2.8)\)) that the lower bound \((5)\) holds if and only if, for all \(b \geq 0\) and for all open sets \(G\) such that \(b \in G\), we have

\[
\liminf_{r \to \infty} \frac{1}{1/\gamma_r} \log P(r\gamma_r T_{\mu \sqrt{\tau}, t} \in G) \geq -\tilde{J}(b). \tag{13}
\]

In order to get this condition we remark that there exists \(\varepsilon > 0\) such that \((b - \varepsilon, b + \varepsilon) \subset G\), and we have

\[
P(r\gamma_r T_{\mu \sqrt{\tau}, t} \in G) \geq P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq b - \varepsilon) - P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq b + \varepsilon).
\]

Then, by a suitable application of Lemma 19 in \([5]\) (and by taking into account \((12)\)), we get

\[
\liminf_{r \to \infty} \frac{1}{1/\gamma_r} \log P(r\gamma_r T_{\mu \sqrt{\tau}, t} \in G) \\
\geq \liminf_{r \to \infty} \gamma_r \log(P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq b - \varepsilon) - P(r\gamma_r T_{\mu \sqrt{\tau}, t} \geq b + \varepsilon)) \geq \frac{-\mu^2}{2} (b - \varepsilon).
\]

Thus we get \((13)\) by letting \(\varepsilon\) go to zero.
In conclusion, we complete the proof showing that \( \text{(12)} \) holds. The case \( z = 0 \) is trivial, and therefore we take \( z > 0 \). We take \( r \) large enough such that \( \frac{z}{\gamma r} \in [0, \ell] \) (we recall that \( \lim_{r \to \infty} r \gamma r = \infty \)) and, by \( \text{(1)} \), we have

\[
P(r \gamma r, T_{\mu \sqrt{T \tau}, t} \geq z) = P \left( T_{\mu \sqrt{T \tau}, t} \geq \frac{z}{\gamma r} \right) = \frac{2}{\pi} \int_{0}^{\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}} e^{-\frac{y^2}{2}} \frac{1}{1+y^2} \, dy.
\]

Then

\[
P(r \gamma r, T_{\mu \sqrt{T \tau}, t} \geq z) = \frac{e^{\frac{y^2}{2}}}{\pi} \int_{-\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}}^{\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}} e^{-\frac{u^2}{2}} du = \sqrt{\frac{2}{\pi \mu^2 z}} \int_{-\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}}^{\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}} \varphi(y; 0, \gamma r / (\mu^2 z)) \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy,
\]

and

\[
\gamma r \log P(r \gamma r, T_{\mu \sqrt{T \tau}, t} \geq z) = \gamma r \log \frac{2\gamma r}{\mu^2 z} - \mu^2 z + \gamma r \log \sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}} \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy;
\]

thus we complete the proof of \( \text{(12)} \) showing that

\[
\lim_{r \to \infty} \int_{-\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}}^{\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}} \varphi(y; 0, \gamma r / (\mu^2 z)) \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy = 1. \tag{14}
\]

In order to do that we remark that, by the triangular inequality and after some easy manipulations, we get

\[
\left| \int_{-\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}}^{\sqrt{\frac{L-z/(\gamma r)}{2/(\gamma r)}}} \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy - 1 \right| \leq A_1(r) + A_2(r)
\]

where

\[
A_1(r) := \left| \int_{-\infty}^{\infty} \varphi(y; 0, \gamma r / (\mu^2 z)) \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy \right|
\]

and

\[
A_2(r) := 2 \int_{-\infty}^{\infty} \frac{\varphi(y; 0, \gamma r / (\mu^2 z))}{1+y^2} dy.
\]

Then \( \text{(14)} \) holds (and this completes the proof) noting that:

- \( \lim_{r \to \infty} A_1(r) = 0 \) by the weak convergence of the centered Normal distribution with variance \( \frac{\gamma r}{\mu^2 z} \) to zero (as \( r \to \infty \));

- \( \lim_{r \to \infty} A_2(r) = 0 \) by taking into account that

\[
0 \leq A_2(r) \leq \frac{2 \gamma r}{\sqrt{2\pi} \mu^2 z} e^{-\frac{1}{2} \frac{(t-z)}{\gamma r} \frac{\mu^2 z}{2}} \frac{e^{\frac{2 \gamma r}{\mu}}}{\sqrt{\pi}}\Psi_{[a,b]}(\mu \sqrt{T}) = \frac{2}{\pi \mu^2 a}.
\]

by a well-known estimate of the tail of Gaussian distribution.

We conclude with the minor result for the crossing probability in \( \text{(3)} \).

**Proposition 2.3.** We consider \( b > a > 0 \). Then

\[
\lim_{r \to \infty} \frac{1}{r} \log \Psi_{[a,b]}(\mu \sqrt{T}) = -\frac{\mu^2}{2} a \quad \text{and} \quad \lim_{r \to \infty} e^{\frac{2 \gamma r}{\mu}} \sqrt{\pi} \Psi_{[a,b]}(\mu \sqrt{T}) = \sqrt{\frac{2}{\pi \mu^2 a}}.
\]
Proof. We have

$$\Psi_{[a,b]}(\mu \sqrt{r}) = \frac{1}{\pi} \int_{0}^{b-a} e^{-\frac{\mu^2 r}{2}(a+s)} \sqrt{\frac{a}{s}} ds = \frac{2}{\pi} \int_{0}^{\frac{b-a}{a}} e^{-\frac{\mu^2 r}{2}(1+y^2)} dy$$

(in the second equality we take into account the change of variable $s = ay^2$). Thus

$$\Psi_{[a,b]}(\mu \sqrt{r}) = \frac{2}{\pi} e^{-\frac{\mu^2}{2} \int_{0}^{\sqrt{b-a}} e^{-\frac{\mu^2 r}{2} y^2} dy} = \frac{2}{\pi \mu^2 r} e^{-\frac{\mu^2 r}{2} \int_{0}^{\sqrt{b-a}} \varphi(y; 0, 1/(\mu^2 ra)) dy}.$$ 

Since

$$\lim_{r \to \infty} \int_{-\sqrt{\frac{b-a}{a}}}^{\sqrt{\frac{b-a}{a}}} \varphi(y; 0, 1/(\mu^2 ra)) \frac{1}{1+y^2} dy = 1,$$

then, by the weak convergence of the centered Normal distribution with variance $\frac{1}{\mu^2 ra}$ to zero (as $r \to \infty$), we can get the desired limits with some easy computations.

Remark 2.1. There are some similarities between the limits in Proposition 2.3 and some asymptotic estimates of level crossing probabilities in the literature. For instance, if we denote the level crossing probability by $\psi(r)$ (here $r > 0$ is the level), under suitable conditions (see e.g. [3]) we have

$$\lim_{r \to \infty} \frac{1}{h(r)} \log \psi(r) = -w$$

for some $w > 0$ and some scaling function $h(\cdot)$. For instance here we recall the case of the Cramér-Lundberg model in insurance (see e.g. [4]), where $\psi(r)$ is interpreted as the ruin probability and $r$ as the initial capital. Then, under suitable hypotheses, we have the two following statements:

- for some $w > 0$ and some $c_1, c_2 \in (0, 1]$ with $c_1 \leq c_2$ (see e.g. Theorem 6.3 in [4], Chapter IV), we have
  $$c_1 e^{-wr} \leq \psi(r) \leq c_2 e^{-wr},$$
  which yields (15) with $h(r) = r$;

- for some $c > 0$ (see e.g. (4.3) in [4], Chapter I; see also Theorem 1.2.2(b) in [4]) we have
  $$\lim_{r \to \infty} e^{wr} \psi(r) = c.$$

So the limits in Proposition 2.3 for $\Psi_{[a,b]}(\mu \sqrt{r})$ have some relationship with the limits here for $\psi(r)$. However the scaling factor $e^{-\frac{\mu^2 r}{2} \sqrt{r}}$ (see the second limit in Proposition 2.3) is different from $e^{wr}$ in (16).

3 Comparison with moderate deviation results in the literature

The term moderate deviations is used in the literature for a class of LDPs for suitable centered random variables, and governed by the same quadratic rate function (here we restrict the attention on real valued random variables for simplicity but, actually, a similar concept can be given for vector valued random variables). Proposition 2.2 also provides a class of LDPs: the random variables are not centered, but they converge to zero because the rate function $J$ in Proposition 2.1 uniquely vanishes at zero. So in this section we want to discuss analogies and differences between the moderate deviations results in the literature, usually related to the use of Gärtner Ellis Theorem (see e.g. Theorem 2.3.6 in [2]), and the results in this paper.
We start with Claim 3.1, which provides the usual framework for both large and moderate deviations for a family of random variables \( \{W(r) : r > 0\} \). There is an initial LDP, and a class of LDPs which concerns moderate deviations. One can immediately see the analogies with the statements of Propositions 2.1 and 2.2 in this paper; in particular (17) below plays the role of (6) in Proposition 2.2.

**Claim 3.1.** We assume that, for all \( \theta \in \mathbb{R} \),

\[
\Lambda(\theta) := \lim_{r \to \infty} \frac{1}{v_r} \log E[e^{\theta v_r W(r)}]
\]

exists as an extended real number. Then, under suitable hypotheses (see e.g. part (c) of Theorem 2.3.6 in [2]) the LDP holds with speed \( v_r \to \infty \) and good rate function \( \Lambda^* \) defined by

\[
\Lambda^*(w) := \sup_{\theta \in \mathbb{R}} \{ \theta w - \Lambda(\theta) \}.
\]

Furthermore, we set \( \tilde{\Lambda}(\theta) := \frac{\theta^2}{2} \Lambda''(0) \), where \( \Lambda \) is the function above, and \( \Lambda'' \) is its second derivative (note that \( \Lambda''(0) \geq 0 \) because \( \Lambda \) is a convex function). Then, for every choice of positive numbers \( \{\gamma_r : r > 0\} \) such that

\[
\lim_{r \to \infty} \gamma_r = 0 \quad \text{and} \quad \lim_{r \to \infty} v_r \gamma_r = \infty,
\]

we can prove that

\[
\lim_{r \to \infty} \frac{1}{v_r} \log E[e^{(1/\gamma_r) \theta \sqrt{v_r \gamma_r} (W(r) - E[W(r)])}] = \tilde{\Lambda}(\theta)
\]

for all \( \theta \in \mathbb{R} \); thus \( \{\sqrt{v_r \gamma_r} (W(r) - E[W(r)]) : r \geq 1\} \) satisfies the LDP with speed \( 1/\gamma_r \) and good rate function \( \tilde{\Lambda}^* \) defined by

\[
\tilde{\Lambda}^*(w) := \sup_{\theta \in \mathbb{R}} \{ \theta w - \tilde{\Lambda}(\theta) \} = \begin{cases}
\frac{w^2}{2\Lambda''(0)} & \text{if } \Lambda''(0) > 0 \\
0 & \text{if } w = 0 \\
\infty & \text{if } w \neq 0
\end{cases} \quad \text{if } \Lambda''(0) = 0.
\]

**Remark 3.1.** When \( \Lambda''(0) > 0 \), the Taylor formula of order 2 of \( \tilde{\Lambda}^* \), and initial point \( \Lambda'(0) \), is \( \tilde{\Lambda}^*(w - \Lambda'(0)) \). A similar relationship concerns the Mac Laurin formula of order 2 of \( \Lambda \), that is \( \theta \Lambda'(0) + \Lambda(\theta) \).

In the framework of Claim 3.1 we also have the following typical features.

**Claim 3.2.** Firstly we have

\[
\lim_{r \to \infty} E[W(r)] = \Lambda'(0) \quad \text{and} \quad \lim_{r \to \infty} v_r \text{Var}[W(r)] = \Lambda''(0).
\]

Moreover, we can say that moderate deviations fill the gap between two different regimes (as \( r \to \infty \)):

- the convergence of \( W(r) - E[W(r)] \) to zero (case \( \gamma_r = 1/v_r \); note that only the first condition in (17) holds), which is equivalent to the convergence of \( W(r) \) to \( \Lambda'(0) \);
- the weak convergence of \( \sqrt{v_r} (W(r) - E[W(r)]) \) to the centered Normal distribution with variance \( \Lambda''(0) \) (case \( \gamma_r = 1 \); note that only the second condition in (17) holds).

We present an illustrative example. We consider the case where

\[
W(r) := \frac{X_1 + \cdots + X_r}{r}
\]

(here \( r \) is an integer) and \( \{X_n : n \geq 1\} \) are i.i.d. real valued random variables; moreover we assume that \( E[e^{\theta X_1}] \) is finite in a neighborhood of the origin \( \theta = 0 \), and therefore all the (common) moments of the random variables \( \{X_n : n \geq 1\} \) are finite. We denote the common mean by \( \mu \) and the common variance by \( \sigma^2 \). Then:
• as far as Claim 3.3 is concerned, we have the initial LDP \( v_r = r \) and \( \Lambda(\theta) := \log \mathbb{E}[e^{\theta X_1}] \) (in this case G"artner Ellis Theorem is not needed because we can refer to the Cram"er Theorem, see e.g. Theorem 2.2.3 in \([2]\)), and the class of LDPs (see e.g. Theorem 3.7.1. in \([2]\));

• as far as Claim 3.2 is concerned, the limits in \([18]\) trivially hold with \( \mathbb{E}[W(r)] = \mu = \Lambda'(0) \) and \( v_r \text{Var}[W(r)] = \sigma^2 = \Lambda''(0) \) for all integer \( r \geq 1 \); moreover moderate deviations fill the gap between the regimes of the classical Law of Large Numbers (for centered random variables) and Central Limit Theorem.

Finally, we concentrate the attention on the cases studied in Propositions 2.1 and 2.2 in this paper. We already remarked that the random variables in Proposition 2.1 are not centered, but they converge to zero as \( r \to \infty \) because the rate function \( J \) uniquely vanishes at zero. The Mac Laurin formula of order 2 of \( J \) (for nonnegative arguments) is \( \tilde{J} \), and therefore we have some analogy with what happens for \( \Lambda^* \) and \( \Lambda^* \) in Remark 3.3 in fact \( J \) is the restriction of \( \tilde{J} \) on \([0, t]\). Furthermore, one could investigate if we have limits as the ones in \([18]\). Here we take into account Theorem 2.2 in \([6]\) (see also Remark 2.4 in \([6]\) for the mean value). Firstly, we have

\[
\mathbb{E}[T_{\mu,\gamma}r,t] = \frac{1 - e^{-\frac{\mu^2}{2}t}}{\mu^2r},
\]

and therefore \( \lim_{r \to \infty} \mathbb{E}[T_{\mu,\gamma}r,t] = 0 \). Moreover

\[
\text{Var}[T_{\mu,\gamma}r,t] = \mathbb{E}[T_{\mu,\gamma}^2 r,t] - \mathbb{E}^2[T_{\mu,\gamma}r,t] = \frac{3}{4} \int_0^t a^2 e^{-\frac{\mu^2}{2}r t} \frac{(1 - e^{-\frac{\mu^2}{2}r t})^2}{\mu^2r} - \frac{3}{\mu^4r^2} \left(1 - e^{-\frac{\mu^2}{2}r t}\right)^2;
\]

so, in order to have a finite and positive limit, we have to take a different scaling, i.e.

\[
\lim_{r \to \infty} r^2 \text{Var}[T_{\mu,\gamma}r,t] = \frac{2}{\mu^4}
\]

(on the contrary the limit for the variance with the same scaling as in \([18]\), and therefore with the speed \( v_r = r \) as in Proposition 2.1 is equal to zero). We can also say that, as happens for Theorem 3.7.1 in \([2]\), Proposition 2.2 fill the gap between two regimes (as \( r \to \infty \)). We have again a convergence to zero for \( T_{\mu,\gamma}r,t \) (case \( \gamma_r = 1/r \)) but, on the contrary, \( rT_{\mu,\gamma}r,t \) (case \( \gamma_r = 1 \)) converges weakly to the distribution of a nonnegative random variable \( Y \) with distribution function \( G \) defined by

\[
G(a) = 1 - \frac{2}{\pi} \int_0^\infty \frac{e^{-\frac{\mu^2}{2}(1+y^2)}}{1 + y^2} dy, \text{ for all } a \geq 0.
\]

Finally we compute the variance of \( Y \). We have

\[
\text{Var}[Y] = \mathbb{E}[Y^2] - \mathbb{E}^2[Y] = \int_0^\infty \mathbb{P}(Y^2 > a) \, da - \left( \int_0^\infty \mathbb{P}(Y > a) \, da \right)^2 = \int_0^\infty \frac{2}{\pi} \int_0^\infty \frac{e^{-\frac{\mu^2}{2}(1+y^2)}}{1 + y^2} dyda - \left( \int_0^\infty \frac{2}{\pi} \int_0^\infty e^{-\frac{\mu^2}{2}(1+y^2)} \, dyda \right)^2;
\]
moreover, after some manipulations (in particular, for the second equality we consider the change of variable \( \bar{a} = \sqrt{a} \) in the first term and, later, we put \( a \) in place of \( \bar{a} \)), we obtain

\[
\begin{align*}
\text{Var}[Y] &= \frac{2}{\pi} \int_{0}^{\infty} \frac{1}{1+y^2} \int_{0}^{\infty} e^{-\frac{x^2}{2} \left(1+y^2\right)} dyd\mu - \frac{4}{\pi^2} \left( \int_{0}^{\infty} \frac{1}{1+y^2} \int_{0}^{\infty} e^{-\frac{x^2}{2} \left(1+y^2\right)} dy \right)^2 \\
&= \frac{4}{\pi} \int_{0}^{\infty} \frac{1}{1+y^2} \int_{0}^{\infty} e^{-\frac{\mu^2}{2} \left(1+y^2\right)} dyd\mu - \frac{4}{\pi^2} \left( \int_{0}^{\infty} \frac{1}{1+y^2} \int_{0}^{\infty} e^{-\frac{\mu^2}{2} \left(1+y^2\right)} dy \right)^2 \\
&= \frac{16}{\pi \mu^4} \int_{0}^{\infty} \frac{1}{(1+y^2)^3} dy - \frac{16}{\pi^2 \mu^4} \left( \int_{0}^{\infty} \frac{1}{(1+y^2)^2} dy \right)^2;
\end{align*}
\]

finally we consider the change of variable \( y = \tan \theta \) in both integrals and we get

\[
\begin{align*}
\text{Var}[Y] &= \frac{16}{\pi \mu^4} \int_{0}^{\pi/2} \cos^4 \theta d\theta - \frac{16}{\pi^2 \mu^4} \left( \int_{0}^{\pi/2} \cos^2 \theta d\theta \right)^2 \\
&= \frac{16}{\pi \mu^4} \left( \left[ \cos^3 \Theta \sin \Theta \right]_{\Theta=0}^{\Theta=\pi/2} + \frac{3}{4} \left( \tan \Theta \cos \Theta \right) \right) - \frac{1}{\pi} \left( \left[ \frac{\Theta + \sin \Theta \cos \Theta}{2} \right]_{\Theta=0}^{\Theta=\pi/2} \right)^2 \\
&= \frac{16}{\pi \mu^4} \left( \frac{3}{16} + \frac{3}{16} \right) - \frac{1}{\pi} \left( \frac{3}{8} \right)^2 = \frac{2}{\mu^4}.
\end{align*}
\]

Thus, in some sense, we have some analogy with the classical moderate deviation results, because the limit of rescaled variance in \((19)\) coincides with the variance of the weak limit \( Y \) of \( r T_{\mu, \sqrt{\tau}} \) (concerning the case \( \gamma_r = 1 \)).
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