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Figure 1:

Problem formulation:
Natural movie reconstruction from fMRI brain recordings.
We propose a self-supervised method for reconstruction of natural movies from brain activity, when only a limited number of paired training examples are available.

Abstract

Reconstructing natural videos from fMRI brain recordings is very challenging, for two main reasons: (i) As fMRI data acquisition is difficult, we only have a limited amount of supervised samples, which is not enough to cover the huge space of natural videos; and (ii) The temporal resolution of fMRI recordings is much lower than the frame rate of natural videos. In this paper, we propose a self-supervised approach for natural-movie reconstruction. By employing cycle-consistency over Encoding-Decoding natural videos, we can: (i) exploit the full framerate of the training videos, and not be limited only to clips that correspond to fMRI recordings; (ii) exploit massive amounts of external natural videos which the subjects never saw inside the fMRI machine. These enable increasing the applicable training data by several orders of magnitude, introducing natural video priors to the decoding network, as well as temporal coherence. Our approach significantly outperforms competing methods, since those train only on the limited supervised data. We further introduce a new and simple temporal prior of natural videos, which – when folded into our fMRI decoder – further allows us to reconstruct videos at a higher frame-rate (HFR) of up to x8 of the original fMRI sample rate.

† Equal contribution
1 Introduction

Decoding natural visual stimuli from brain activity may be a cornerstone for brain-machine interfaces and for understanding visual processing in the brain. In particular, many works focused on the task of natural-image reconstruction from fMRI-recording brain activity [5,1,2,7,8,10,13,14]. These works made strides in static stimulus reconstruction. However, natural movies provide a closer, more realistic analog to dynamic visual experience [11,18,7,9]. The goal in this task is to reconstruct unknown natural movies from a subject’s fMRI brain recordings, taken while watching them (Fig 1).

Reconstructing natural movies from fMRI is significantly more challenging than natural-image reconstruction. Specifically, adding the temporal dimension gives rise to two additional major challenges: (i) There are not enough “paired” video-fMRI training examples in current datasets to cover the huge pace of natural videos; and (ii) The temporal resolution of fMRI recording is extremely poor (an fMRI recording every 2 secs = 0.5 Hz), in contrast to the very high video framerate (30 frames/sec = 30 Hz). Each fMRI sample is influenced by tens of video frames. In contrast, image-fMRI datasets have a 1:1 correspondences between an fMRI sample and its underlying single image. Moreover, fMRI data are based on slow oxygenated blood flow. This signal’s relation to the underlying brain activity is formally given by the Haemodynamic Response Function (HRF), which has a temporal support of more than a dozen seconds, with a peak after about 4 seconds. This results in a severe loss of high temporal frequencies. It also poses additional challenges for recovering fast temporal information, or reconstructing movies with framrates higher than the fMRI sample-rate.

Prior work on natural-movie reconstruction from fMRI can be broadly classified into two families: (i) Frame-based methods, which directly apply static image-reconstruction methods to individual video frames in video-fMRI datasets [18,6,9]. These methods discard all valuable temporal information across strongly correlated video frames, hence do not learn a model that captures space-time relations; (ii) Video-based methods, which aim to capture space-time relations by encoding/decoding small clips of a number of consecutive video frames [11,17]. This strategy allows to exploit temporal correlations within natural movies, and model their temporal dynamics. However, [11,17] are supervised methods, which train on the limited “paired” data alone. As such, they may be prone to overfitting the train-data and to poor generalization. Furthermore, temporal correlations exist also across consecutive fMRI samples. Ignoring the temporal coherence in the fMRI domain by decoding each fMRI sample independently, results in abrupt, discontinuous transitions between reconstructed frames of successive fMRI samples. To our best knowledge this was never addressed before.

We present a new self-supervised approach for natural movie reconstruction from fMRI, which leverages natural video data well-beyond the few supervised fMRI-video “paired” examples. For this purpose, we train 2 separate networks: an Encoder (E) that maps a short video clip into an fMRI sample, and a Decoder (D) that maps fMRI samples to video frames. By concatenating these two networks back-to-back, Encoder-Decoder, we obtain a single network (E-D) whose input and output are video frames, hence its training does not require any fMRI recordings. We can thus vastly increase our training set to many “unpaired” data (natural videos without any fMRI). This increases our training data by several orders of magnitude. Specifically, we apply this cycle-consistent self-supervised learning to train on: (i) Video clips from the provided training videos, but which do not have corresponding fMRI recordings (“Internal data”), and (ii) Natural video clips from external video dataset (“External data”). Applying this self-supervision to partially overlapping video clips, not only dramatically expands the training data, but also teaches our decoder the notion of temporal coherence and temporal dynamics. Altogether, this results in a leap improvement in reconstruction quality over supervised-only training, and leads to state-of-the-art reconstructions from fMRI. We further developed a new self-supervised natural-video Temporal-Prior that enables video reconstruction at up to ×8 higher frame-rate (HFR) than the original fMRI sample-rate.

Adding self-supervision on unpaired data was previously proposed in the context of natural image reconstruction [11,13,5]. However, their approach heavily relied on large external natural-image datasets for self-supervised training. Our self-supervision for video reconstruction is significantly different. Firstly, unlike image-fMRI datasets, where there is full (1:1) image-fMRI correspondence, in video-fMRI datasets most frames have no corresponding fMRI (video frames are at 30Hz; fMRI samples are at 0.5Hz). These provide a massive training data expansion by applying self-supervision internally, giving rise to a leap improvement in reconstruction quality – even without resorting to external datasets. Secondly, the consecutive frames in natural videos are strongly correlated, providing additional valuable temporal information, which does not exist in natural image reconstruction.

Reconstructing natural videos at a higher frame-rate (HFR) than the fMRI’s was recently proposed in [17]. We introduce a self-supervised temporal prior that, when incorporated into training, recovers substantially more temporal dynamics than [17]. Moreover, our self-supervision on “unpaired” data induces temporal continuity across reconstructions of successive fMRIs, which [17] severely lacks.

Our contributions are therefore several-fold:

- A self-supervised approach to handle the inherent lack in “paired” fMRI-movie training data.
- State-of-the-art results in natural-movie reconstruction from fMRI.
- Temporally-coherent HFR video reconstruction – higher than the underlying fMRI sampling rate.

1 functional magnetic resonance imaging.
2 Overview of the Approach

We provide a high-level overview of the approach, whose components are later detailed in Secs. 3, 4.

Self-supervised video reconstruction from fMRI Our training consists of two phases. In the first phase, we train an Encoder model. It receives a 2-sec video and maps it to a single fMRI sample. It is trained in a supervised manner, using pairs of fMRI recordings and their corresponding video clips (see Fig. 2a). In the second phase, we train a Decoder model with the help of the Encoder, whose weights are kept fixed. The Decoder trains on two different types of samples: (i) Supervised examples (“paired” video-fMRI examples) and (ii) Self-supervised examples (“unpaired” video clips with no fMRI). Self-supervised training of the Decoder on “unpaired” video clips is made possible by concatenating the 2 networks back-to-back, Encoder-Decoder (E-D), to a single network, with video frames as input and output. In principle, video samples passed through the Encoder should ideally predict an “fMRI”, which when passed through the Decoder should ideally return to the original input video. Thus, E-D training does not require any fMRI recordings. This self-supervised training allows to widely expand our training set, and train not only on supervised data (Fig. 2b) but also on many “unpaired” video clips (Fig. 2c). Specifically, we apply this cycle-consistent self-supervised training on 2 types of “unpaired” data: (i) Natural video clips from external video datasets (“External data”), and (ii) Video clips from the video-fMRI training dataset, but without corresponding fMRI recordings (“Internal data”). The latter allows to exploit all 30Hz overlapping clips in the training video, and not be restricted only to the 1/60 fewer “paired” clips. Why not to exploit this very rich temporal data? Moreover, applying our cycle-consistent self-supervised training to partially overlapping video clips (see Fig. 2d), not only dramatically expands the available training data, but also teaches our Decoder the notion of temporal coherence and dynamics. Altogether, this results in significant improvement compared to supervised-only training (see Fig. 2e), and to state-of-the-art reconstructions from fMRI.

Higher frame-rate video reconstruction So far we examined the case of a Decoder that reconstructs video frames at the same temporal rate as the fMRI (0.5Hz). We further extend our self-supervised approach to higher frame-rate (HFR) reconstruction. Our HFR Decoder receives two consecutive fMRI samples (see Fig. 4a), and outputs multiple video frames (3 or more, evenly spaced in the 2sec gap between the 2 fMRI samples). We train this decoder in the same manner as before, using both paired and unpaired examples (see Fig. 4c), with an additional Temporal-Prior.

Incorporating a Temporal-Prior in the training We request that our reconstructed frames not only be spatially similar to their corresponding target frames, but also temporally similar. A natural choice might be similarity of optical flow. However, pre-trained optical-flow networks are not applicable here, since our reconstructed frames are very different than (outside the distribution of) the video frames those optical-flow nets trained on. To overcome this, we learn an implicit temporal representation, by training a dedicated Temporal-Network on a simple self-supervised temporal task. It receives short video clips (5-9 frames) at 0.5-4 Hz. The frames are fed either in their correct order, or randomly shuffled. The model is trained to output whether the frames are shuffled or not (see Fig. 4b). The model thus learns an implicit temporal representation of natural scene dynamics. We use the network’s features from an intermediate temporal embedding, $T_{emb}$, and impose similarity of this embedding between the ground truth and reconstructed frames, when training our decoder.
Figure 3: 0.5 Hz reconstruction examples. In each pair of rows: Top row shows the “ground truth” video frames; Bottom row shows our reconstructions from fMRIs of different subjects.

Figure 4: Higher frame-rate (HFR) video reconstruction. (a) Our HFR decoder receives 2 consecutive fMRI recordings, and reconstructs multiple video frames in the 2-sec time gap. (b) We learn an implicit temporal embedding ($T_{emb}$) via self-supervised training of a Temporal-Network. This net receives short video clips (5-9 frames), and outputs whether the frames are randomly shuffled or not (see Sec. 4.1 for more details). (c) Self-supervised cycle consistency on “unpaired” video clips in the case of HFR decoder.

3 The Algorithm

3.1 Encoder training

The Encoder model, $E$, encodes a 2 seconds video clip into a single fMRI sample of 5236 voxels. The input clip is sampled every other frame at a spatial resolution of 112x112. First, the Encoder transforms the short video clip into spatial-temporal features using the first two conv-layers of the pre-trained action-recognition MARS network [3]. This is followed by several separate temporal and spatial conv-layers, with a final FC layer to map the features to the fMRI space. A figure showing the full architecture of the Encoder can be found in Appendix A (Fig. A1a). While the MARS network was trained with optical flow (OF) information (in addition to RGB frames), at test time it receives only RGB frames. Thus, using the MARS pre-trained features allows us to exploit pre-trained dynamic information without requiring any OF. We train the Encoder using the following objective:

$$L_E(r, \hat{r}) = \|r - \hat{r}\|_2 + \alpha \cos(\angle(r, \hat{r}))$$

where $r, \hat{r}$ are the fMRI recording and its prediction, respectively, and $\alpha$ is an hyper-parameter (we used $\alpha = 0.5$). We started with initial learning rate of $1e^{-4}$, and reduce it every 3 epochs by a factor of 0.2. We trained our Encoder for 10 epochs, on RTX8000 GPU, for a total training time of 20 minutes, and inference time of 13ms per video clip. Our Encoder is trained in a supervised manner only (using paired examples). Note that encoding (going from multiple high-res frames into a single low-res fMRI) is a simpler task than decoding.

3.2 Decoder training

We begin with reconstructing video frames in the same temporal resolution as the fMRI (0.5Hz), and with a spatial resolution of 112x112. For this purpose, our Decoder receives a single fMRI sample

---

2For more details on how those fMRI voxels were selected, as well as the SNR estimation of each fMRI voxel – see Appendix B.
In each batch the Decoder, D, is trained on 2 types of examples: supervised (paired) examples (Fig. 2b), and self-supervised "unpaired" examples (video clips with no corresponding fMRI), trained using the concatenated network E-D. At this stage E is fixed (Fig. 2c). Our Decoder is composed of a first fully connected (FC) layer (to transform the input from the fMRI space to the frame space), followed by several alternating spatial conv-layers and upsampling. A figure showing the full architecture of the Decoder can be found in Appendix A (Fig. A1b).

The supervised Decoder loss is composed of several components:

\[ L_{\text{singleFrame}}(x, \hat{x}) = \beta L_{\text{im}}(x, \hat{x}) + \gamma L_{\text{vid}}(x, \hat{x}) + \delta L_R(\hat{x}) \]  

where \( x, \hat{x} \) are the ground truth frame and its reconstruction, respectively. The first component \( L_{\text{im}} \) is the perceptual similarity loss used in [5], based on an intermediate spatial feature of the VGG image classification network [15]. The second component \( L_{\text{vid}} \) is a loss on features of the pre-trained P3D action recognition network [12], which can be applied to individual video frame. The \( L_{\text{vid}} \) loss minimizes the \( \ell_2 \) distance between the P3D-embeddings of the ground-truth frame and the reconstructed frame. Finally, \( L_R \) is a regularization term composed of: (i) a total variation constraint to encourage smoothness of the reconstructed frames, and (ii) a spatial group lasso regularization on the first FC layer (the layer which holds the majority of the network’s parameters). Finally, \( \beta, \gamma, \delta \) are hyper-parameters (we used \( \beta = 0.35, \gamma = 0.35, \delta = 0.3 \)).

The self-supervised cycle-consistency loss: The concatenated Encoder-Decoder network (E-D) receives as input a 2-sec video clip \( v \), and is trained to output its middle video frame \( \hat{v}_{\text{mid}} \). The Encoder is fixed, and only the Decoder is trained. The loss we use to impose cycle consistency on “unpaired” data is the same loss as in Eq. (2). More specifically, the objective is \( L_{\text{singleFrame}}(v_{\text{mid}}, \hat{v}_{\text{mid}}) \), where \( v \) is the 2-sec input clip, \( v_{\text{mid}} \) is its middle frame, and \( \hat{v}_{\text{mid}} \) is the reconstructed frame.

For the self-supervised training we used 2 types of “unpaired data”: “External data” - natural videos that the subjects never saw, and “Internal data” - these are 2-second video clips within the 30Hz training videos, but for which there are no corresponding fMRI recordings (as the fMRI is available only at 0.5Hz). The Internal data allows us to exploit the full temporal capacity of the training videos, and not only the sparse “paired” data (see Fig. 2d). We further apply augmentations to the unpaired clips (horizontal flips and temporal flips). Altogether, we increase the number of Internal training examples by 2 orders of magnitude - all from the same distribution as the supervised “paired” data. Note that this does not require any additional external videos. Our experiments show that this type of “unpaired data” is the most significant part in our self-supervision (see Sec. 5 and Table 2).

The Decoder was trained with equal weights for the supervised loss and the self-supervised cycle-consistency loss. Each batch contained 64 “paired” examples and 64 “unpaired” examples. In addition, the model was trained with initial learning rate of 1e-3, which was reduced every 25 epochs by a factor of 5, over 100 epochs. The Decoder was trained on RTX8000 GPU, with a training time of 1.5 hours. The inference time is 0.5ms per fMRI recording.

4 Recovering Videos at Higher Frame Rate (HFR)

In this section, we show how the Decoder network can be adapted to reconstruct video frames at higher framerate than the 0.5Hz fMRI sample-rate. Our higher framerate (HFR) Decoder receives 2 consecutive fMRI recordings, which allow the model to exploit also the temporal dynamics in fMRI space. The HFR Decoder learns to reconstruct multiple frames (3-9, depending on the desired framerate), evenly spaced across the 2-sec time gap between the 2 fMRIs. The first and last frame
in the multi-frame reconstruction, are the middle-frame corresponding to each of the 2 fMRI input samples (same frames as in the 0.5Hz reconstruction); all other frames are extra in-between frames.

We trained 3 types of HFR Decoders with different reconstruction rates: (i) 3 frames, 1-sec apart from each other (i.e. 1Hz reconstructions), (ii) 5 frames, 0.5-sec apart from each other (i.e. 2Hz reconstructions) and (ii) 9 frames, 0.25-sec apart from each other (i.e. 4Hz reconstructions). Since in this case we reconstruct more than one frame, we now also have a temporal dimension in the output space. Thus, in addition to the spatial appearance loss of Eq. (2), we can now add also a temporal loss on the reconstructed frames. To do this, we used the temporal embedding $T_{emb}$, learned by a self-supervised Temporal Network presented in Sec. 4.1. We forward-feed both the ground truth clips and the reconstructed clips to the temporal-features space, and minimized the $\ell_1$ distance between their temporal embeddings $T_{emb}$. The overall loss on our HFR Decoder is thus:

$$
\frac{1}{n} \mathcal{L}_{\text{multiFrame}} = \left( \sum_{i=1}^{n} \mathcal{L}_{\text{singleFrame}}(x_i, \hat{x}_i) \right) + \tau \mathcal{L}_1(T_{emb}(v), T_{emb}(\hat{v}))
$$

where $n$ is the number of reconstructed frames, $v=(x_1, x_2, ..., x_n)$, $\hat{v}=(\hat{x}_1, \hat{x}_2, ..., \hat{x}_n)$ are the reconstructed videos (at the Decoder’s reconstruction framerate). $\mathcal{L}_{\text{singleFrame}}$ is the loss from Eq. (2) applied to each of the reconstructed frames. Since HFR reconstruction is a more ill-posed problem, we increased the weights of the regularization terms and the temporal term, at the expense of the spatial terms in Eq. (2). Namely: $\beta=\gamma=0.25, \delta=0.35, \tau=0.15$. Here too, each batch contains an equal number of “paired” and “unpaired” training examples, but unlike the 0.5Hz decoder, the self-supervised loss has double weight compared to supervised loss. We used an initial learning rate of 5e-4, which was reduced every 25 epochs by a factor of 5, over 100 epochs. All HFR Decoders were trained on RTX8000 GPU, with training times of 3-12 hours. The inference time is 1.5-8ms.

4.1 Learning a Natural Temporal Video Prior

We impose not only spatial constraints on our reconstructed video frames, but also temporal constraints. For that we use an intermediate representation of a Temporal Network, which was separately trained to identify if an input video clip is in its correct frame order, or in a shuffled frame order. Note that such a network implicitly learns a notion of temporal dynamics in natural videos. Its training is simple and self-supervised, without any manual labels. Once trained, we use an intermediate representation of the network as a deep temporal embedding, $T_{emb}$, which serves as a temporal prior when training our HFR decoders (see Eq. 3). We impose similarity between the temporal embedding of the sequence of reconstructed frames $T_{emb}(v)$, and the sequence of target frames $T_{emb}(\hat{v})$.

The inputs to our Temporal Network are short video clips of 5-9 video frames, temporally sampled at 0.5-4 Hz, at 64×64 spatial resolution. The network is trained on the same video data used to train our decoders (Internal & External data). The loss is Binary cross entropy. Learning rate starts at 5e-4, and is reduced by a factor of 2 if the accuracy on a validation set does not improve. $T_{emb}$ is the output of the last convolution layer, of size (7,7,32).

The architecture of our Temporal Network is based on C3D [16], and is as follows: A 3D conv-layer, with 32 kernels of size (1,3,3), followed by 1×2×2 max pool. Then, another 3D conv-layer with 96 kernels of size (5,1,1), followed by temporal average pool. Next, a conv-layer with 32 kernels of size (3,3) with 2×2 max pool, are applied twice. Finally, 2 FC layers with 512 output nodes each, and a last FC layer with a single output node.
Figure 7: HFR Decoder (4Hz). (Top) visual comparison between the original and HFR reconstructed frames. The first row shows the GT frames, the second row shows our reconstructions and the third row show Wang et. al. (2022) reconstructions. (Bottom-right) image similarity comparisons, averaged over all test clips and all subjects.

5 Experiments and Results

5.1 Experimental Datasets

fMRI dataset: We used a publicly available benchmark fMRI dataset [18], which contains fMRI recordings paired with their corresponding video clips. A 0.5Hz 3T MRI machine was used to collect fMRI data (with 3.5mm spatial resolution). There are recordings from 3 subjects (Subjects 1,2,3). The training data comprises 18 segments of 8-minute video clip each – a total of 2.4 video hours, which induce only 4320 corresponding fMRI frame recordings – i.e., 4320 supervised “paired” training examples. The test data consists of 5 segments of 8-minute video clip each, resulting in 40 minutes of test-video – i.e., 1200 test fMRIs. The movies are very erratic, switching between short unrelated scenes every 3-5 sec. Thus many fMRI recordings are affected by 2 different unrelated video clips (making the decoding problem even more difficult). All video clips have a temporal resolution of 30Hz.

External video dataset (unpaired videos): The external video dataset we used as part of our self-supervised training was downloaded from https://www.storyblocks.com/video. These are 2.2 hours of natural videos, which were not viewed by the subjects, and have no fMRI recordings.

5.2 Visual Results

Fig. 2e shows the huge difference in visual quality between supervised training the Decoder on “paired” examples only (fMRI with corresponding clips), versus adding also self-supervision on a large collection of “unpaired” video clips (with no fMRI). Figs. 3, 5 show visual reconstructions of our full algorithm (at 0.5Hz and 2Hz, respectively), exhibiting reconstruction of spatial & temporal details.

Fig. 6 compares our 0.5Hz reconstructions to the competing 0.5Hz method of Wen’18 [18]. Our reconstructions capture far more spatial and temporal details. Fig. 7 compares our HFR results to the competing 4Hz reconstruction method of Wang’22 [17] (on examples provided in their paper). Our HFR reconstructions are spatially more realistic, and much more temporally consistent across successive fMRIs (every 8 frames in Fig. 7 correspond to one fMRI).

A dynamic video sequence: A live video showing many more video reconstructions can be found on our Project page: https://www.wisdom.weizmann.ac.il/~vision/VideoReconstFromFMRI/. The live video shows video reconstruction results for two different framerates (0.5Hz & 1Hz), from fMRIs of two different subjects (Subjects 1 & 2 – the two subjects with highest fMRI SNR; see Appendix B more more details on SNR).

5.3 Empirical Evaluation

We numerically compared our reconstruction results to methods that used the same training set. For these comparisons we used several measures:

• Image similarity measures: We assessed the similarity of individual reconstructed video frames with their ground-truth (GT) counterparts using Structural-Similarity (SSIM) and Mean-Squared Error (MSE). This enabled comparison with the numerical results of [17].

| Reconstruction rate | Rank↓ | SSIM↑ | MSE↓ |
|---------------------|-------|-------|-------|
|                     | sub1  | sub2  | sub3  | sub1  | sub2  | sub3  | sub1  | sub2  | sub3  |
| 0.5Hz               | 6.84  | 5.86  | 11.8  | 0.135 | 0.146 | 0.111 | 0.078 | 0.078 | 0.092 |
| 1Hz                 | 5.69  | 4.77  | 10.2  | 0.14  | 0.14  | 0.123 | 0.081 | 0.078 | 0.094 |
| 2Hz                 | 5.87  | 4.1   | 9.88  | 0.129 | 0.141 | 0.119 | 0.08  | 0.081 | 0.088 |
| 4Hz                 | 6.97  | 5.81  | 10.07 | 0.135 | 0.136 | 0.121 | 0.081 | 0.0813| 0.09  |
Table 2: Ablation study of our method (on 0.5Hz Decoder)

| Model                          | Rank ↓ | SSIM ↑ | MSE ↓ |
|-------------------------------|--------|--------|-------|
| Full method (Internal & External) | 6.84   | 0.136  | 0.078 |
| Supervised training only      | 14.99  | 0.125  | 0.084 |
| Self-supervision on Internal only | 7.12   | 0.13   | 0.08  |
| Self-supervision on External only | 11.65  | 0.133  | 0.08  |

• **Rank measure:** The above-mentioned standard similarity measures are not very meaningful given the huge visual gap between the GT and reconstructed frames. We therefore used another metric, based on an \( n \)-way Identification Test. We compute the similarity of each short reconstructed clip (e.g., 5 frames) to \( n \) short clips extracted from the real test video – one is the correct GT clip, and \((n-1)\) distractor clips (i.e., other random clips from the test video). We sort those \( n \) computed similarities to obtain a “Rank score” – i.e., the place of the GT clip within this sorted list. Rank=1 is the best score (i.e., the GT clip was most similar), whereas rank=\( n \) is the worst. In our experiment, we used \( n=100 \). We used the Perceptual Similarity measure [19] to compare those short clips.

Table 1 shows our test results for all reconstruction framerates and all subjects. Fig. 6 compares our reconstructions to the 0.5Hz method of [18]. We could numerically compare to them only on the first test clip and only on Subject 1 (as this was their only available reconstruction). Our Decoder significantly outperforms [18] based on the Wilcoxon rank-sums test (Rank: \( w=4647, p=2.82e^{-56} \); SSIM: \( w=91254, p=2.14e^{-18} \)); Fig. 7 compares visually and numerically our HFR reconstructions to the 4Hz method of [17] (using their reported numbers).

### 5.4 Ablation study

We investigate the importance/contribution of specific components of our method. Table 2 shows ablations performed on our 0.5Hz model. The self-supervised cycle consistency on “unpaired” data significantly improves the reconstruction results compared to supervised training only. This is reflected mostly in the visual results, but also strongly in the numerical Rank measure (Wilcoxon rank-sum test: Rank: \( w=464652, p=1.5e^{-41} \); SSIM: \( w=673517, p=0.01 \); MSE: \( w=2584200, p=8.41e^{-8} \)).

We further examined the contribution of “unpaired” Internal data vs. “unpaired” External data in the self-supervised training. As can be see in Table 2, adding each of them alone provides a significant improvements compared to the supervised-only training. But using both provides the best results.

Finally, we compared our HFR reconstruction to simple temporal-interpolation of 0.5Hz reconstruction, to verify that our HFR model indeed recovers new temporal details beyond interpolation. We found a significant gap in favor of the 1Hz reconstruction on all measures (Wilcoxon rank-sum test: Rank: \( w=1933153, p=1.42e^{-81} \); SSIM: \( w=2521412, p=3.76e^{-11} \); MSE: \( w=10872016, p=4e^{-4} \)).

### 6 Conclusions

We present a self-supervised approach for natural-movie reconstruction from fMRI, by imposing cycle-consistency of 2 deep networks: an Encoder, which maps a short video clip to its fMRI response, and a Decoder, which maps an fMRI response to its underlying video clip. Composing these nets sequentially, Encoder-Decoder, allows to train on a large number of “unpaired” video clips (video clips with no corresponding fMRI). This increases the training data by several orders of magnitude, and significantly improves the reconstruction quality. We further introduced temporal constraints, by learning a self-supervised temporal prior of natural videos, and enforcing temporal continuity on the reconstructed frames. Our self-supervised approach provides state-of-the-art results in natural-video reconstruction from fMRI. It further allows for HFR reconstructions – decoding fMRI at framerates higher than the underlying fMRI recordings, thus recovering new dynamic details.
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Appendix A: Network Architecture

Figure A1 below shows the full architecture of the Encoder (Fig. A1a) and the 0.5Hz Decoder (Fig. A1b). The higher-framerate Decoders are of similar architecture. However, its inputs now are 2 consecutive fMRI recordings, and the outputs are several frames. Thus, we now learn a transformation from 2 fMRI samples, using the FC layer. We repeat it for each one of the \( n \) output frames ans stack the results along new axis, which will serve as the temporal dimension. Then, we use the same architecture as the 0.5Hz architecture (after the first FC layer), which now outputs \( \times n \) more frames.

The second layer of the Encoder architecture is tuned to learn the temporal information using 1D linear combinations of the temporal dimension. It is calculated as follow:

\[
Out_{h,w,c} = \sum_i I_{n_t,h,w,c}K_i
\]

where \( t, h, w, c \) are the indices of the frame, y location, x location and channel respectively, \( I_n, Out \) are the input and output tensors, and \( K \) is the learned kernel. We repeat this process for 8 times, and stack the result along the channel axis, leading to output with \( \times 8 \) more channels than the input channels.

![Figure A1: The network architectures.](image)

(a) Encoder

- Pre-trained MARS embedding
- 2nd conv layer (16,28,28,256)
- 16x1x1 temporal combinations + ReLU + BN
- Output: (28, 28, 2048)

(b) Decoder

- FC Output: (14, 14, 48)
- Conv. 5x5 + ReLU + 2x US + BN
- Output: (28, 28, 48)
- Conv. 5x5 + ReLU + 2x US + BN
- Output: (56, 56, 48)
- Conv. 5x5 + sigmoid + 2x US + BN
- Output: (112, 112, 3)

Appendix B: fMRI voxel selection & SNR estimation

The fMRI recordings contain \( \sim 100,000 \) voxels, in the entire brain cortex. Many of these are outside the visual cortex irrelevant for our task. Moreover, many voxels inside the visual cortex are very noisy/disturbing. Therefore, for each subject (1,2,3) we separately sift the 5,236 most relevant voxels within each visual cortex – those voxels with the highest computed signal-to-noise ratio (SNR), as explained below.

The subjects saw each video several times: 2 repetitions for the training videos, and 10 repetitions for the test videos. To select the voxels within the visual cortex only, we followed the scheme of [18], which isolates the regions activated by natural movie stimuli (estimated via the intra-subject reproducibility in the fMRI signal across the 2 training repetitions). This results in 10472 detected voxels in the visual cortex.

However, not all voxels in the visual cortex are equally reliable. We sift the half most informative ones. This helps increase reliability of our Encoder and Decoder, as well as reduce the number of parameters in both networks.

To account for the differences in voxel reliability, we estimated each voxel’s signal to noise ratio (SNR). By ‘signal’ we refer to the voxel response variance when different video frames are presented to the subject. The ‘noise’ is defined as the voxel response variance across different repetitions of the same video. The ratio between these 2 measure forms the voxel SNR. High SNR means that the voxel activation highly changed within the video clips, but was consistent across different repeats of the same clip, indicating that this voxel is informative for the task. **Note that estimating the SNR is done directly from the fMRI data, and does not require knowing the ground-truth videos.**
For each subject we chose the 50% voxels (out of the 10472 visual cortex voxels) with the highest SNR, leading the final 5236 selected voxels per subject.

We further estimated mean SNR per subject. The SNRs of the 3 different subjects were:

- Subject 1: SNR=1.16
- Subject 2: SNR=0.92
- Subject 3: SNR=0.63.

As can be seen, the fMRI recording of Subject 3 is of much lower SNR than those of Subjects 1 & 2 (which was later also reflected in the quality of Subject 3’s reconstructions, as evident in Table 1 in the paper). Again, note that the quality of a subject’s fMRI recordings can be estimated directly from the fMRI data (as explained above), without any reconstruction.