Nucleation of Laboratory Earthquakes: Quantitative Analysis and Scalings
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Abstract In this study we use the precursory acoustic emission (AE) activity during the nucleation of stick-slip instability as a proxy to investigate foreshock occurrence prior to natural earthquakes. We report on three stick-slip experiments performed on cylindrical samples of Indian metagabbro under upper crustal stress conditions (30–60 MPa). AEs were continuously recorded by eight calibrated acoustic sensors during the experiments. Seismological parameters (moment magnitude, corner frequency and stress-drop) of the detected AEs (−8.8 ≤ Mw ≤ −7) follow the scaling law between moment magnitude and corner frequency that characterizes natural earthquakes. AE activity always increases toward failure and is driven by along fault slip velocity. The stacked AE foreshock sequences follow an inverse Omori type law, with a characteristic Omori time inversely proportional to normal stress. AEs moment magnitudes increase toward failure, as manifested by a decrease in b-value from −1 to −0.5 at the end of the nucleation process. During nucleation, foreshocks migrate toward the mainshock epicenter location, and stabilize at a distance from the latter compatible with the predicted Rate-and-State nucleation size. Importantly, the nucleation characteristic timescale also scales inversely with applied normal stress and the expected nucleation size. Finally, we infer that foreshocks are the byproducts of the nucleation phase which is an almost fully aseismic process. Nevertheless, the seismic/aseismic energy release ratio continuously increases during nucleation, highlighting that, the nucleation process starts as a fully aseismic process, and evolves toward a cascading process at the onset of dynamic rupture.

Plain Language Summary Shallow earthquakes are common phenomena that result from the rapid release of strain accumulated by rocks in the Earth's crust. Numerous studies have reported an increase in fault slip rate and seismic activity (i.e., foreshock activity) prior to the occurrence of earthquakes, providing a potential path to earthquake forecasting. However, many earthquakes lack of precursory signals and occur unexpectedly. Here, we report on microseismic activity prior to experimental earthquakes with the goal of better constraining the physical mechanisms that control the occurrence of foreshocks prior to earthquakes. The main message from this study is that experimentally reproduced earthquakes under relatively simple experimental conditions (single fault, no fluid) are systematically preceded by increasing foreshock activity. Foreshock sequences follow an inverse power law of time to failure, with larger foreshocks being triggered closer to the final epicenter as time to failure is approached. The characteristic time of the nucleation process scales inversely with applied normal stress. Finally, the relative energy released aseismically by fault slip prior to failure, although several orders of magnitude larger than the seismic energy released by microseismicity, decreases continuously during the nucleation process, which is a potentially valuable information for earthquake prediction, provided that foreshock sequences are detectable.

1. Introduction

The term “foreshocks” refers to small earthquakes that would occur nearby in time and space of a larger earthquake to come. Papazachos (1973) made the observation that when a sufficient number of foreshock sequences were synchronized to the time of their respective mainshock and then stacked, the seismicity rate increases as an inverse power law of time when approaching the nucleation. This law, called “the inverse Omori law,” had then provided a potential path to earthquake prediction. However, statistical models (Helmstetter & Sornette, 2003; Ogata, 1988) are able to reproduce most of the features attributed to foreshock sequences which was used as an
argument to suggest that foreshocks merely reflect stochastic rather than physical processes. The outstanding question is thus whether or not earthquakes are preceded by a slow, emerging nucleation phase before propagating dynamically or start as small instabilities that may eventually grow bigger. These two opposite views are termed the “preslip” and the “cascade” models respectively (Beroza & Ellsworth, 1996; W. Ellsworth & Beroza, 1995). In the latter scenario, the use of foreshocks as a predictive tool for the occurrence of a larger earthquake would be compromised.

At the scale of the Earth’s lithosphere, the occurrence of foreshock sequences preceding large earthquakes is not ubiquitous but, nevertheless, has been reported in some cases (Abercrombie & Mori, 1996; Bouchon et al., 2011; L. Jones & Molnar, 1976; Kato & Nakagawa, 2014). Foreshock activity preceding large subduction earthquakes has been found to correlate with the occurrence of slow slip transients in the region close to the hypocenter (Kato et al., 2012; Ruiz et al., 2014). When examining the occurrence of foreshock sequences with respect to the geodynamic context, it has been demonstrated that faults subject to high-slip rates produce more foreshock sequences (Bouchon et al., 2013; McGuire et al., 2005). Moreover, compared with the ordinary seismicity, foreshocks present singular characteristics such as migration and acceleration prior to the mainshock (Kato, Fukuda, Kumazawa, & Nakagawa, 2016; Marsan et al., 2014). Therefore, it has been argued that foreshocks are a by-product of the larger nucleation phase of the upcoming mainshock. Indeed, earthquakes are dynamic instabilities which result from the weakening of frictional properties of a seismogenic fault that has started to slip. The relation between on-fault friction and slip provides the theoretical frame to understand how earthquakes nucleate. Based on either slip weakening or rate-and-state friction laws, theoretical (Campillo & Ionescu, 1997; Ida, 1972; Uenishi & Rice, 2003) and numerical models (Ampuero & Rubin, 2008; Dieterich, 1992; Rubin & Ampuero, 2005) have demonstrated that before propagating dynamically, slip initially develops on a localized, slowly growing zone, which is defined as the nucleation zone.

The rate and state equations introduce a characteristic slip distance $D$ (often referred to as the critical slip distance $D_c$), which is defined as the characteristic slip required for the state variable $\theta$ to reach its steady state value following a perturbation in slip velocity. Typical laboratory-derived values of $D$ are of the order of $1–100 \mu$m. Models that use the rate and state formulation predict that earthquakes nucleate on short time and space scales, of the order of milliseconds and meters respectively (Fang et al., 2010; Kaneko & Lapusta, 2008; Lapusta & Rice, 2003). In the former case, detecting earthquakes nucleation from geodetic or seismological measurements would likely be unreachable. Whether $D$ is scale independent, and hence laboratory-derived values of $D$ are appropriate for larger-scale natural earthquakes, or scale dependent is a subject of debate. The scaling of $D$ with earthquake size is supported by laboratory studies which showed that $D$ depends on scales inherent to the size of earthquakes such as long wavelength roughness of fault zones (Ohnaka, 2003) or gouge thickness (Marone, 1998). The scaling of $D$ with earthquake size is also supported by seismological observations. Seismic inversions that use linear slip weakening friction laws (Ide & Takeo, 1997; Olsen et al., 1997) inferred values of $D$ of the order of the meter) that are orders of magnitude larger than the values of $D$ measured in laboratory. This discrepancy stems from the fact that, in the linear slip weakening friction formulation, the characteristic slip distance $D$ has a different meaning; $D$ is defined as the slip required for the friction to drop to its residual value and, hence, include the whole slip history. It is worth noting that measurements of $D$ from seismic data are likely to be biased toward higher values due to filtering out high-frequency seismic data and to modeling assumptions and limitations (Cocco et al., 2009; Tinti et al., 2009). Nevertheless, larger values of $D$ would imply nucleation processes to happen at larger length and time scales, most likely detectable by geodetic and seismological instruments.

In the last 40 years, a large number of rock fracture and/or friction experiments (Kwiatek, Goebel, & Dresen, 2014; Lockner, 1993; McLaskey & Lockner, 2014; Ojala et al., 2004; Passelègue et al., 2017; Schubnel et al., 2007; Thompson et al., 2009) have revealed an important increase in the rate of acoustic emission (AE) triggering prior to failure and/or slip propagation, which has emphasized the possibility of earthquake forecasting at the laboratory scale (Johnson et al., 2021). Dedicated stick-slip experiments have also supported the conceptual view of earthquake nucleation, whether it is for experiments conducted at low normal stress conditions on polymer materials (Guérin-Marthe et al., 2019; Gvirtzman & Fineberg, 2021; Latour et al., 2013; Nielsen et al., 2010; Selvadurai & Glaser, 2015), on crustal rocks under bi-axial (i.e., unconfined) conditions (Fukuyama et al., 2018; McLaskey & Kilgore, 2013; Ohnaka, 2003; Ohnaka & Kuwahara, 1990; Okubo & Dieterich, 1984) or triaxial (i.e., confined and hence higher normal stress) conditions (Acosta et al., 2019a; Aubry et al., 2020; Harbord et al., 2017; Passelègue et al., 2017). Experimental works have also investigated changes in the frequency-magnitude distribution (i.e.,
the $b$-value or slope of the Gutenberg-Richter (GR) earthquake frequency-magnitude power law statistical relationship) of AEs during stick-slip cycles (Goebel et al., 2012; Lockner, 1993; Main et al., 1989; Sammonds et al., 1992). When the shear stress increases and the rupture is developing, a significant drop of the $b$-value has been reported, that is, the ratio between large and small AEs increases (Goebel et al., 2013; Lei et al., 2018; Rivière et al., 2018). This was thought to be driven by accelerating slip before dynamic rupture propagation. Consequently, this indicates that $b$-value changes could be used as a tool for seismic hazard assessment.

Despite all these efforts made to understand the driving forces of foreshock occurrence, the physical processes that govern their triggering are still controversial. It thus appears necessary to further constrain the length and time scales over which earthquakes nucleate, as well as the possible relation between foreshock and pre-slip during the nucleation phase. Here we report on precursory AE sequences during stick-slip experiments conducted on metagabbro saw-cut samples and under crustal stress conditions (30, 45, and 60 MPa). The purpose of this study is to use generated precursory AEs as a proxy to investigate the dominant mechanisms that control foreshock dynamics. We purposefully concentrate on stacked sequences of foreshocks, in order to highlight their general behavior, nevertheless keeping in mind the diversity and variability of the processes at play. Using calibrated acoustic sensors, AE seismological parameters (absolute moment magnitude, corner frequency, source size and stress drop) are estimated. AE features such as magnitude-frequency distribution, spatial distribution and temporal evolution toward failure are examined and interpreted. We find a scaling for the premonitory inverse Omori-law and finally, rely on absolute AE moment magnitudes to estimate the ratio between the seismic and the aseismic components of the pre-failure phase.

2. Experimental Procedure

Experiments were conducted on room dry cylindrical samples of Indian metagabbro, 88 mm long and 40 mm diameter. Samples contained a saw-cut surface inclined at an angle $\theta = 30^\circ$ with respect to the vertical axis (Figure 1b). Saw-cut surfaces were ground flat and then manually roughen with a #240 sandpaper (average particle diameter 125 μm). The basic properties of metagabbro are as follows: $P$-wave, $S$-wave velocities, bulk density and shear modulus are respectively equal to $c_p = 6.92$ km/s, $c_s = 3.62$ km/s, $\rho = 2980$ kg/m$^3$, and 35 GPa (Fukuyama et al., 2018).

Saw-cut samples were loaded in a triaxial oil-medium loading cell (Figure 1a). In each test: (a) the sample was placed in a 125 mm long and 4 mm thick viton jacket to isolate it from the confining fluid and positioned in the
confining chamber, (b) the confining pressure \( (P_c) \) was applied and (c) the axial stress was increased by moving the vertical ram against the top of the sample at a constant speed (10 μm/s). Axial piston displacement and confining pressure were both independently servo-controlled. Axial stress and confining pressure were measured with external load cells with \( 10^{-3} \) MPa resolution and axial shortening was measured at the top of the axial piston using a LVDT displacement sensor with ±0.1 μm resolution. Confining pressure, axial stress and axial shortening were recorded at 10 Hz during the experiments. More details on the mechanical set-up can be found in Schubnel et al. (2005).

Samples were instrumented with an array of 8 acoustic sensors positioned on one side of the fault plane (Figure 1b). Each acoustic sensor consisted of a cylindrical piezoelectric crystal (PZT—lead zirconate titanate) 5 mm in diameter and 0.5 mm thick (PI ceramic PI255) encapsulated in a brass casing. The acoustic sensors were glued directly to the sample through pre-drilled holes in the jacket and detected motion normal to the surface of the sample.

During each test, unamplified signals from the 8 acoustic sensors were relayed to a 16 bit digital oscilloscope (richter streaming system, from Amplifier Solution Corp) and recorded at 10 MHz sampling rate in a triggered mode. Unamplified waveforms were stored in blocks of 409.6 μs (with an overlap of 102.4 μs) as long as the output voltage of one sensor exceeded a predefined threshold (20 mV). In parallel, signals from the 8 sensors were amplified at 45 dB (from Amplifier Solution Corp) before being relayed to a second 16-bit digital oscilloscope and continuously recorded at 10 MHz sampling rate. The purpose of recording the sensor signals at two different gains was to capture the large amplitude AEs generated by the stick-slip as well as the microseismicity (i.e., small amplitude AEs) before and after stick-slip. AEs were searched within the continuous waveforms with a simple amplitude threshold algorithm: continuous waveforms were scanned with a 406.9 μs (i.e., 4,096 samples at a sampling rate of 10 MHz) long moving time window and the acoustic waveforms were stored if any amplitude of the acoustic signal exceeded the predefined threshold on two or more channels. For each channel, the amplitude threshold was set to 1.5 times the noise level which was purposefully low in order to capture a maximum number of AEs and to build complete AE-waveforms catalogs. AE detection results were then double checked by hand in order to eliminate false detections. More details on the acoustic recording set-up and processing can be found in Brantut et al. (2011) and Passelègue et al. (2017).

3. Methodology

3.1. Fault Stress and Fault Slip Calculation

Axial displacement \( D \) recorded at the top of the axial piston is equal to the sum of the fault displacement \( \delta \) projected along the vertical axis and the elastic response \( X \) of the sample and piston column such that:

\[
D = \delta \cos(\theta) + X
\]  

(1)

with \( \theta \) the angle between the normal of the fault plane and the axial stress \( \sigma_1 \). \( X \) corresponds to the elastic response of the combined system (sample + piston column) and is given by the ratio between the applied load \( L \) and the apparent stiffness \( k_a \) of the system:

\[
X = \frac{L}{k_a}
\]  

(2)

Therefore, fault slip \( \delta \) can simply be calculated as follows:

\[
\delta = \frac{D - L/k_a}{\cos(\theta)}
\]  

(3)

In practice, we made the assumption that the fault was fully locked (i.e., \( \delta = 0 \)) at the beginning of each stick-slip cycle. \( k_a \) was determined from the slope of the linear elastic relationship between axial stress and axial displacement \( (k_a = L/D) \), at 25% of peak stress during the inter stick-slip event (SSE) period. Since \( k_a \) is susceptible to change with cumulative displacement, its value was updated at the beginning of each stick-slip cycle. Shear stress \( (\tau) \) and normal stress \( (\sigma_n) \) acting on the fault were then derived from Mohr circle equations:

\[
\tau = \frac{(\sigma_1 - P_c)}{2} \sin(2\theta)
\]  

(4)
\[ \sigma_n = \frac{(\sigma_1 + P_c)}{2} + \frac{(\sigma_1 - P_c)}{2} \cos(2\theta) \]  

(5)

with \( \sigma_1 \) the axial stress and \( P_c \) the confining pressure. Finally, friction is simply given by \( \mu = \pi / \sigma_c \).

3.2. AE and Stick-Slip Event (SSE) Hypocenter Location

For each stick-slip cycle, premonitory AEs and SSE-hypocenter were located by using a standard grid search method. The grid search analysis was restricted to a 2-D plane matching the elliptical saw-cut fault. The 2-D source location on the fault plane is given by the minimum of the L2 norm of the misfit, \( M_t(x, y) \), between observed and theoretical P-wave arrival time differences (\( \Delta t^{obs}_{i,j} \), \( \Delta t^{th}_{i,j} \)), respectively for each pair of sensors (i, j). For each grid node, \( M_t \) takes the form:

\[ M_t(x, y) = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{n-1} (\Delta t^{obs}_{i,j} - \Delta t^{th}_{i,j})^2} \]  

(6)

with \( n \) the number of sensors, (i, j) the pair of stations and (x, y) the cartesian coordinates of the grid node. Theoretical arrival times were calculated using an isotropic P-wave velocity \( c_t \) model. P-wave arrival times were first picked automatically using an Akaike Information Criterion (AIC) picking algorithm and then manually checked. Only AEs and SSE-hypocenters with location uncertainty lower than \( \sim 2 \) mm (0.3 μs time residual) were retained in our location maps.

3.3. Acoustic Sensor Calibration

AE waveforms \( S(t) \) may result from the convolution of three different terms:

\[ S(t) = f(t) \ast G(t) \ast R(t) \]  

(7)

where \( f(t) \) is the source term, \( G(t) \) is the impulsive response of the medium (or so-called Green's function) and \( R(t) \) is the sensor response (i.e., the instrumental response). The purpose of calibrating an acoustic sensor is to characterize \( R(t) \) which defines the response of the sensor to a mechanical input quantity (stress, displacement, velocity of acceleration).

The AE sensors used in this study were calibrated prior to the experiments, using a high-frequency laser interferometer. Figure 2a displays a photograph and a schematic of the calibration set-up: an industrial (V109-rm or M110-sm, Olympus) P-wave transducer was positioned at the center of the saw-cut surface of the metagabbro sample and excited with a pick to pick 200 V sinusoidal wave. The generated wavefield was recorded on the opposite side of the sample, as particle velocity normal to the surface, with a laser interferometer (VibroOne, Polytec company) with a gain of 400 mm/s/V and a flat frequency response up to 2.5 MHz. One of the experimental (home-made) AE sensor was then glued to the sample at the location sampled by the laser. The transmitting transducer was similarly excited and surface vibrations were recorded again with the AE sensor. The instrumental response of the AE sensor \( R_i(\omega) \) (V/mm/s) was then obtained in the frequency domain, in the range DC to 2.5 MHz, by simple deconvolution of the waveform recorded by the AE sensor \( S_i(\omega) \) out of the waveform recorded by the laser \( S_l(\omega) \):

\[ R_i(\omega) = \frac{S_i(\omega)}{S_l(\omega)} \]  

(8)

We explored calibration results reliability by varying (a) the type of transmitting transducer and (b) the frequency of the sinusoidal voltage applied to the transmitting transducer (500 kHz, 1 MHz, and 2 MHz). Transmitting transducers were of two types, namely V109-rm and M110-sm designed by Olympus company. These two transducers differ in size and shape but share similar characteristics: they produce longitudinal (P-)waves of 5 MHz central frequency. V109-rm has an L-shape and a nominal element size of 13 mm and M110-sm has a straight shape and a nominal element size of 6 mm. Calibration results are summarized in Figure 2b. For a specific transmitter, we found that the excitation frequency had a negligible effect on the sensor's response (Figure 2b, two top panels). Regardless of the type of transmitter, the receiver's (i.e., the sensor to be calibrated) response was non linear with a clear resonance band between \( \sim 1.2 \) and 2.2 MHz. We found that, except for the width of the reso-
The type of transmitter had little impact on the shape and amplitude of sensor sensitivity (Figure 2b bottom). Because we expected AE source size to be of the order of a few mm, we opted to use the instrumental response derived from the calibration set-up with the smallest source, that is, M110-sm. An important limitation of our calibration procedure is that it is probable that the instrumental response determined under atmospheric pressure might differ to the one under experimental pressure conditions. In particular, we expect the sensitivity of the sensor to increase, particularly at high frequency, under high pressure conditions, due to increasing sensor/rock coupling. At the same time, it is probable that sensor resonance is damped by the high pressure oil used as a confining medium. These effects have not been investigated.

For each AE recorded during the experiment, the velocity spectrum $\Omega_v(\omega)$ was calculated by simple deconvolution of the AE waveform spectrum $S_a(\omega)$ with the instrumental response $R_a(\omega)$ such that:

$$\Omega_v(\omega) = \frac{S_a(\omega)}{R_a(\omega)}$$  \hspace{1cm} (9)
Ultimately, the displacement spectrum, \( \Omega_d(\omega) \), from which AE source parameters were derived (see next section), was obtained by integration in the frequency domain:

\[
\Omega_d(\omega) = \frac{\Omega_v(\omega)}{2\pi\omega}
\]

(10)

### 3.4. Inversion of AE Source Parameters

For each AE, absolute moment magnitude \( M_w \), corner frequency \( f_c \), static stress-drop \( \Delta\sigma \) and source radius \( r \) were derived from the stacked S-wave displacement spectrum. Single-sensor displacement spectra were obtained from a 27.5 μs long time-window starting 2.5 μs before the S-wave arrival. The first 2.5 μs were multiplied to a ramp function to minimize the effect of P-wave energy on the results, the resulting signal was rescaled to a 50 μs long time window centered on S-wave arrival and multiplied to a Hann window. Note that theoretical S-wave arrival was calculated according to the source-receiver distance and the S-wave velocity of the rock sample.

S-wave spectra \( \Omega_s \) were modeled using a Brune source model with an attenuation term such as:

\[
\Omega_s(f) = \frac{\Omega_0}{1 + \left(\frac{f}{f_c}\right)^2} \exp\left(-\frac{\pi f t}{Q}\right)
\]

(11)

where \( \Omega_0 \) is the long-period spectral plateau, \( t \) is the S-wave travel time averaged over all the sensors, \( Q \) the attenuation factor and \( f_c \) the corner frequency. \( f_c \), \( \Omega_0 \), and \( Q \) were estimated by grid search in the ranges of 100 kHz to 2.5 MHz, \( 10^{-18} \) to \( 10^{-15} \) m s \(^{-1} \) and 30 to 50 respectively. The range of values for \( Q \) was selected according to values found in literature (Goldberg et al., 1992; Liu & Ahrens, 1997; Yoshimitsu et al., 2014) and was intentionally narrow to avoid significant trade-offs between \( Q \) and \( f_c \) that both control the high-frequency spectral decay.

The seismic moment \( M_0 \) was computed from \( \Omega_0 \) according to:

\[
M_0 = \frac{4\pi}{\Lambda_{0,\theta}} \rho c_s^3 R \Omega_0
\]

(12)

where \( \rho \) is the bulk density, \( c_s \) the S-wave velocity, \( R \) the average distance between the source and the sensor and \( \Lambda_{0,\theta} \) the averaged S-wave radiation pattern (0.63, Aki and Richards 2002). From \( M_0 \) we get the absolute moment magnitude as:

\[
M_w = \frac{\log_{10}(M_0) - 9.1}{1.5}
\]

(13)

We used the circular crack model of Madariaga (1976) to estimate the radius \( r \) from \( f_c \) such as:

\[
r = 0.21 C_S f_c
\]

(14)

Finally, the stress drop \( \Delta\sigma \) was calculated from \( M_0 \) and \( r \) as (Eshelby, 1957):

\[
\Delta\sigma = \frac{7M_0}{16r^3}
\]

(15)

Figure 2c displays an example of fitted displacement spectra for two AEs of moment magnitudes \( M_w = 7.7 \) and \( M_w = 8.6 \). The estimated corner frequencies are 0.88 and 1.5 MHz, source radii are 0.8 and 0.45 mm and static stress drops are 0.75 and 3.35 MPa respectively.

### 3.5. Estimation of b-Value

AE frequency-magnitude distributions were modeled with a tapered GR distribution. The tapered GR relation has an additional exponential term with respect to the classical GR and is commonly expressed in terms of seismic moment \( M \):

\[
N(M) = N_t(M_t/M)^{b} \exp\left(\frac{M_t - M}{M_c}\right)
\]

(16)
with \( N(M) \) the number of events with seismic moment larger than \( M \), \( N_t \) the number of events with seismic moment larger than the completeness seismic moment \( M_t \), \( M_c \) is the “corner” seismic moment that controls the distribution in the upper range of \( M \) and \( \beta \) is the exponent of the distribution which is equal to \( 2/3 \) of the \( b \)-value \( (\beta = \frac{2}{3}b) \). \( \beta \) and \( M_c \) were estimated by grid search analysis (minimizing the misfit between model and observation) and \( b \)-value was obtained from \( \beta \).

4. Experimental Results

4.1. Mechanical Data

Figure 3 displays friction, cumulative fault slip (stiffness corrected) and AE rate as a function of time during three experiments performed at \( P_c = 30, 45, \) and 60 MPa respectively. Experiments were stopped after 8 mm of cumulative displacement and a total of 55 SSEs, 29 SSEs, and 13 SSEs were produced at \( P_c = 30, 45, \) and 60 MPa respectively. The fault response to mechanical (constant far-field displacement) loading was similar at \( P_c = 30 \) and 45 MPa (Figure 3, top 2 panels). The first SSE occurred when the static friction coefficient reached \( \sim 0.5 \). Then static (peak) friction coefficient and co-seismic stress-drop continuously increased up to the end of the experiments. Static (peak) friction increased from 0.5 to 0.7 and frictional stress-drop increased from \( \sim 0.05 \) to \( \sim 0.1 \) for both confining pressures. At \( P_c = 60 \) MPa, the first SSE occurred when the static friction coefficient reached \( \sim 0.65 \). Unlike the other two experiments, static friction did not continuously increase with cumulative slip but rather fluctuated between \( \sim 0.65 \) and 0.72. Co-seismic frictional stress drop were also of the order of \( \sim 0.1 \). One interesting (and yet often disregarded) observation, is that while saw-cut faults were locked at the early stage of loading, they rapidly unlocked and began to slip, regardless of confining pressure. Indeed, stable fault slip started as early as the friction coefficient reached \( \sim 0.2–0.25 \) as illustrated by the change in the shear-stress and slip versus time slopes and a first SSE was generally required for the fault to enter a “pure” stick-slip behavior, that is, deform solely elastically during inter-event loading.

Three common features between the experiments are that AE activity remained concentrated in the last seconds prior to failure (as illustrated by the bursts of AE activity, Figure 3) and that the fault ruptured several times before generating AEs (low or no AE activity during the first couple of SSEs). It is interesting to point out that these experiments never produced aftershocks, even upon looking carefully within the continuous wafevorms, which probably highlight the fact that the stress drop (and hence slip) had been rather homogeneous on the fault during the propagation of the mainshock. So all the detected AEs here can be considered as foreshocks. However, from a general point of view, we observed a great degree of variability in the AE foreshock activity, which tend to increase with increasing confining pressure conditions. For instance, while some SSEs produced no AEs at \( P_c = 60 \) MPa, the highest rate of foreshock triggering (39 AEs/s) was also recorded during this experiment. In contrast, foreshock activity at 30 MPa fell rapidly into a more predictable behavior characterized by a systematic AE rate increase prior to mainshock propagation.

4.2. AE Distribution

Figures 4a–4c display the number of AEs (dark color histograms), and the AE moment release (light color histograms) per stick-slip cycle at \( P_c = 30, 45, \) and 60 MPa respectively. In total, 905, 380, and 185 AEs were recorded at \( P_c = 30, 45, \) and 60 MPa respectively, which equates to an average number of AEs per SSE of \( \sim 17, 13, \) and 14 respectively. The maximum number of AEs per SSE that were recorded is 48, 31, and 46 at \( P_c = 30, 45, \) and 60 MPa respectively. We estimated that the maximum AE moment was of 0.8 N m at \( P_c = 30 \) MPa and 0.18 N m at \( P_c = 45 \) and 60 MPa. We observe here in more details that both the number of AEs and their cumulative moment remained quite variable during the experiments, although an increasing trend with cumulative slip can be observed, albeit less significant at \( P_c = 60 \) MPa. The origin of this variability seemed uncorrelated either to the prior or the coming stress drop magnitude and will remain beyond the scope of the present study.

AE moment magnitude and AE seismic moment are displayed as a function of corner frequency in Figure 4d. Errorbars for corner frequency and moment magnitude are indicated in light gray. AE moment magnitudes range between \( \sim 8.6 \) and \( \sim 7 \). For the large majority of the microseismicity, corner frequencies and stress-drops range from 300 kHz (source size \( \sim 4 \) mm) to 1.5 MHz (source size \( \sim 0.5 \) mm) and from 0.1 to 10 MPa with an average value for the stress-drop of 1, 0.88, and 0.68 MPa at \( P_c = 30, 45, \) and 60 MPa respectively. A common observable is that larger AEs have larger stress-drops. The origin of this trend may result from the fact that, as will be seen
Figure 3. Cumulative slip, friction and acoustic emission rate during the experiments. Acoustic emissions were stacked into 1 s bins and cumulative slip was corrected from the elastic deformation of the column apparatus (sample + piston).
in the next sections, larger AEs tend to occur closer to mainshock propagation, and, in such way, could in effect have larger stress drops as the fault surface approaches criticality and slip rate (and thus stress release) accelerates. Note that the possible bias mentioned above in our calibration procedure—the fact that high-frequency waves may propagate better under confinement than under room pressure, because both the attenuation of the rock medium will decrease as pre-existing cracks will close and so will the contact between the transducer and the rock surface—would tend to act in the opposite way. Indeed, one would have expected high-frequency amplitudes to be larger under confinement than under room pressure conditions, and in consequence, to overestimate the stress-drops of small magnitude (high-corner frequency) AEs. However, the evolution of transducer resonance may also have an effect, difficult to intuit, under confinement, another alternative being a frequency dependent quality factor.

4.3. Foreshock and Mainshock Hypocenter Locations

Photographs of the saw-cut faults after the experiments (left) with AE (circle symbols, middle) and SSE hypocenter (star symbols, right) locations are shown in Figure 5. Colorscale refers to SSE index and AE source sizes match source radii obtained by inversion. For a $M_w = 7$ event and for a $M_w = 8$ event, source size is typically of the order of 3 and 1 mm (similar to the average grain size of the sample: $\sim 0.5$ mm) respectively. The largest amount of gouge was produced at the lowest stress condition (Pc = 30 MPa). Wear product (white patterns, left photograph) aggregated into millimeter scale patches whose elongated shapes highlight the direction of sliding and whose typical length matches fairly well the fault cumulative displacement at the end of the experiment ($\sim 8$ mm). Gouge clusters are
fairly homogeneously distributed on the fault plane, except near the fault edges where very little gouge was produced, which is a common feature to the three experiments. For the intermediate stress condition, gouge particles also gathered in elongated clusters in the sliding direction whose typical length corresponds well to fault cumulative displacement, however their spatial distribution is significantly more heterogeneous as illustrated by the dark spots where the fault remained almost intact (no wear production). It should be noted that post experiment, the two fault surfaces were always found symmetrical, so these spots without gouge are not due to possible gouge removal when the two pieces were separated after the tests. In contrast, gouge distribution is more homogeneous at the highest stress condition (Pc = 60 MPa), during which wear material did not form clusters and sliding direction is hard to guess at that scale. Although it is clear from the experiments conducted at Pc = 30 MPa and Pc = 45 MPa that AE locations correlate rather well with gouge distribution, gouge product does not necessarily implies AE activity. This last observable is well illustrated by the fault surface at Pc = 60 MPa where a significant surface of the fault, while covered with gouge, did not produce AEs. SSE hypocenter locations migrated during the experiments, which is best illustrated at the two lowest stress conditions. SSE hypocenters initially located in the middle of the fault and then propagated to both ends of the fault at Pc = 30 MPa. SSE hypocenters first located on the lower right edge of the fault and then migrated to the lower left edge at Pc = 45 MPa. Regardless of the stress conditions, AE and SSE hypocenter locations and migrations match fairly well with one another. However, a noticeable mismatch between AE and SSE hypocenter locations is observed at the end of the experiment conducted at Pc = 30 MPa.

4.4. Microstructural Analysis

Fault surfaces were observed under scanning electron microscopy (SEM) after the experiments (Figure 6). From the images at the finest scale (Figures 6a, 6c, and 6e), we evaluate the range of gouge particle sizes to be between less than 1 μm and few μm. Gouge particles cover asperity-like topographic heights, with size of the order of few tens of μm (Figures 6b, 6d, and 6f). While it is difficult to infer slip direction from geometric patterns at Pc = 30 MPa, fault surfaces at Pc = 45 and 60 MPa show evidence of thermally induced plastic deformation and melting processes, respectively, both of which captured the slip direction (Figure 6c–6f). At Pc = 45 MPa, fault surface presents compacted and flatten microstructures (Figure 6c), aligned with the slip direction, which evidences that, locally at least, the fault surface temperature has nearly reached the melting point (≈1,200°). Finally, the elongated and stretched stringy microstructures observed at Pc = 60 MPa (Figure 6e) is a robust proof of asperity melting of the fault surface during slip. The micro-crack (Figure 6d) perpendicular to slip direction that crosses the residual melt is likely due either to rapid cooling following melting or to co-seismic damage.

5. Discussion

5.1. Nucleation Phase Dynamics

Figures 7a–7c compare the along fault displacement (blue curves), the along fault velocity (red curves), the cumulative number of AEs (black curves) and the cumulative AE moment release (dashed curves) with respect to time to failure at Pc = 30, 45, and 60 MPa respectively. The gray shaded area indicates the range of uncertainty for the cumulative AE moment release. Each quantity has been normalized by its maximum value at the time of failure and all the premonitory sequences have been stacked to highlight the general trend. Consistently with previous experimental studies (McLaskey & Lockner, 2014; Passelègue et al., 2017; Yamashita et al., 2021), we observed fault displacement preceding failure. However, although fault slip is required to generate foreshocks, both the number of foreshocks and their cumulative moment appear to correlate with slip velocity rather than slip itself. This is particularly well illustrated in the last seconds prior to failure during which cumulative moment release and fault slip velocity almost collapse regardless of the confining pressure.

The cumulative precursory foreshock activity per SSE is plotted versus time to failure at Pc = 30, 45, and 60 MPa Figures 7d–7f respectively. The black curve corresponds to the average sequence, while colored curves represent individual foreshock sequences, with the colorscale referring to the SSE index. Note that for visual inspection, not all AE sequences are shown at Pc = 30 MPa (Figure 7d) and at Pc = 45 MPa (Figure 7e). The experiment conducted at Pc = 30 MPa gives the clearest example of what one would call “fault maturation” (Figure 7d). At the early stage of the experiment, most of the foreshocks occurred within seconds to failure, but with successive ruptures, precursory AE activity increased in number and occurred earlier during loading. Both at Pc = 30 MPa and Pc = 45 MPa, the number of foreshocks prior to failure only started to significantly increase after 10 stick-slip cycles.
Figure 5. Post-experiment fault surfaces conditions (left), acoustic emission (AE) (center) and stick-slip event (SSE) hypocenter (right) locations. The size of the circles matches the estimated AE source sizes (assuming a circular shape) and the colorscale refers to the SSE index. Only AEs whose location errors are less than 2–3 mm are reported here.
Summing all AE sequences results in a smooth increase of the cumulative number of foreshocks as previously described. A noticeable difference lies in the absence of foreshocks early during loading at \( P_c = 60 \) MPa. During this experiment, foreshocks occurred later, which results in a sharper acceleration of the cumulative number of foreshocks toward failure. On the other hand, the experiment conducted at \( P_c = 60 \) MPa is the only one for which

**Figure 6.** Post-experiment microtexture of the fault surfaces under Scanning Electron Microscopy at: (a, b) \( P_c = 30 \) MPa, (c, d) \( P_c = 45 \) MPa and (e, f) \( P_c = 60 \) MPa. White arrows show the direction of sliding. (a) Small scale view of gouge particles with various sizes ranging from few \( \mu m \) to 100 nm. (b) Large scale view of (a) showing gouge patches heterogeneously distributed on a damaged asperity slightly deformed into the direction of sliding. (c) Small scale view of amorphous fine gouge particles layer. (d) Large scale view of (c) showing clusters of smashed gouge particles with sizes up to 10 \( \mu m \). The fault surface presents striations along the sliding direction which suggests plastic deformation during stick-slip events. (e) Small scale view of the fault surface showing evidence of partial melting during sliding. A fraction of the gouge particles is trapped into the melt. (f) Large scale view of (e) showing stretched and elongated surfaces formed due to partial melting and covered with (more) homogeneously distributed gouge particles.
Figure 7. (a–c) Normalized fault displacement, fault velocity, cumulative number of acoustic emissions (AEs) and cumulative AE moment release in the last 40 s prior to failure at respectively Pc = 30, 45, and 60 MPa. Each curve represents stacking of all stick-slip event (SSE) sequences. (d–f). Inverse Omori fits (red curves) of the stacked cumulative number of AEs (black curves) in the last 40 s prior to failure at respectively Pc = 30, 45, and 60 MPa. The color curves display the individual precursory AE sequences, with the colorscale referring to the SSE index.
the first foreshocks have released a large amount of seismic energy early in the sequence, with respect to the ones that followed (Figure 7c).

5.2. Inverse Omori-Law

When averaged over numerous foreshock sequences, it is known that the foreshock rate $N(t)$ increases as an inverse power law of the time to the mainshock (L. M. Jones & Molnar, 1979; Shearer et al., 2022) which, by analogy with the direct Omori's law, can be expressed as:

$$N(t) = \frac{K}{(c + \Delta t)^p}$$

where $K$ is the foreshock productivity, $c$ and $p$ are empirical constants and $\Delta t$ is the time to mainshock (or failure). Figures 7d–7f show the stacked cumulative number of foreshocks $N_f(t)$ in the last 40 s prior to failure at $P_c = 30$, 45, and 60 MPa respectively. This allows us to highlight the smooth shape of the cumulative total number of AEs and to compare between the experiments the average number of precursory AEs during individual sequence.

The parameters $p$ and $c$ were searched in the range [0.1–3] with a step of 0.01. We made the choice to link $K$ to $c$ and $p$ such as $K = N_f \cdot (c^p)$ where $N_f$ is the average cumulative number of AEs at the time of failure. This ensures that the average cumulative number of AEs at the time of failure equals $N_f$. The best fits were obtained for $c = 2.39 \pm 0.3$ s and $p = 1.31 \pm 0.08$, $c = 0.6 \pm 0.25$ s and $p = 0.79 \pm 0.1$ and $c = 0.24 \pm 0.09$ s, and $p = 0.82 \pm 0.05$ at $P_c = 30, 45$, and 60 MPa respectively.

In summary, we find that both $p$ and $c$ decreases with increasing normal stress (confining pressure). According to Equation 17 and using the best set of parameters obtained for $c$ and $p$, we find that the average AE rate is about 5 times larger at $P_c = 60$ MPa compared with $P_c = 30$ MPa and about two times larger at $P_c = 45$ MPa compared with $P_c = 30$ MPa at the time of failure. This correlates well with the fault slip velocity. If we compare with the average fault slip velocity in the last 10 milliseconds we find that the fault slip velocity is about four times larger at $P_c = 30$ MPa at the time of failure. This correlates well with the fault slip velocity. If we compare with the average fault slip velocity in the last 10 milliseconds we find that the fault slip velocity is about four times larger at $P_c = 30$, 45, and 60 MPa respectively. This allows us to highlight the smooth shape of the cumulative total number of AEs and to compare between the experiments the average number of precursory AEs during individual sequence.

We note two important factors that may bias our estimations of $p$ and $c$. (a) we expressed $K$ as a function of $c$ and $p$ and (b) we may have missed a significant number of AEs close to failure, either because of AEs occurring at the same moment and at the same location or because of small AEs that would be hidden by bigger ones. The most common way to estimate $K$, $c$, and $p$ is to use the maximum likelihood method (Ogata, 1983) which also quantifies the interdependence of $K$, $c$, and $p$. Since we have expressed $K$ as a function of $c$ and $p$ in the same way for each experiment and that $N_f$ do not differ much ($N_f$ equals 17, 13, and 14 at $P_c = 30, 45$, and 60 MPa respectively) we believe that linking $K$ to $c$ and $p$ does not preclude interpreting the results relative to each other.

Finally, AE catalogs magnitude completeness $M_c$ in the last seconds prior to failure does not vary significantly with stress conditions ($M_c \approx 8.4$). Therefore, missed AEs are likely to influence the absolute estimates of $p$ and $c$ but not their relative values.

5.3. Scaling With Nucleation Size

When derived from ETAS (Episodic Type AfterShock Sequence) models (Helmstetter & Sornette, 2003), the value of $p$ is universal and close to unity. In ETAS models, the inverse Omori's law for foreshocks stems from the combination of the direct Omori's law (i.e., any earthquake triggers its own aftershocks) and the triggering of earthquakes in “cascade” mode due to stress (static or dynamic) transfer.

Figure 8a displays best fits for inverse Omori-law (dashed curves) super-imposed to stacked sequences fixing $p = 1$. In this case, the best values of $c$ are $c = 1.41, 0.92,$ and $0.35$ s at $P_c = 30, 45,$ and 60 MPa respectively, that is, a clear linear decrease of $c$ with increasing normal stress at the onset of failure (inset in Figure 8a). Such observation is reminiscent of several experimental studies that have already proposed an inverse dependence of characteristic “nucleation” time with stress (Gvirtzman & Fineberg, 2021; Latour et al., 2013), while the inverse
dependence of the $c$-value on stress conditions has also been inferred from natural aftershock data (Narteau et al., 2002, 2009).

A possible interpretation consistent with the above observation is if the characteristic nucleation time scales with the critical nucleation length $L_c$. For a linear slip weakening friction law (Campillo & Ionescu, 1997; Ida, 1972; Uenishi & Rice, 2003), $L_c$ is defined as:

$$L_c = \frac{\mu D_c}{\sigma_n (f_s - f_d)}$$  \hspace{1cm} (18)

where $\mu$ is the shear modulus of the rock sample, $D_c$ is the critical slip distance, $\sigma_n$ is the normal stress acting onto the fault, $f_s$ and $f_d$ are the static and the dynamic friction coefficients respectively and $\beta$ is a non-dimensional shape factor coefficient ($\approx 1.158$). Consequently, $L_c$ is expected to decrease with increasing normal stress, as supported by stick-slip experiments on plastic polymers (Latour et al., 2013). Note that since friction decreases linearly with slip (i.e., $\Delta D/\Delta f$ is constant) in the linear slip weakening formulation, the values of $D_c$ and $(f_s - f_d)$ in Equation 18 are interchangeable with the amount of slip and the friction drop during the nucleation phase.

If $L_c$ was significantly larger than the size of the fault for all experiments, the rock sample, regardless of stress conditions, would behave like a rigid block. The rock sample would accelerate uniformly prior to slip instability which would be controlled by the ratio between the loading stiffness and the critical fault stiffness. On the other hand, the fact that AEs tend to be distributed over the entire fault surface (Figure 5) and that the total area covered by foreshocks seems to decrease with stress conditions (Figure 5) suggests that $L_c$ must be probably comparable to the experimental fault size. Taking $D_c$ equals to the average pre-slip ($\approx 5 \, \mu$m), $\sigma_n$ equals to the average normal stress at the time of failure ($\approx 50, 70, \text{and} 100 \, \text{MPa at} \ P_c = 30, 45, \text{and} 60 \, \text{MPa}$ respectively) and $\mu = 35 \, \text{GPa}$, we find reasonable estimates (i.e., comparable or smaller than the fault total length size) of $L_c$ equal to 80, 58, and 40 mm, respectively, only if $(f_s - f_d) \geq 0.05$. Although $D_c$ is likely to be underestimated since it equals to the total displacement along the fault from the beginning to the end of loading, $(f_s - f_d) \geq 0.05$ is a rather unreasonably estimate of friction drop during the nucleation phase.

An alternative is to calculate either of the critical nucleation lengths ($L_{a-b}, L_b$) of the Rate and State friction law, defined as (Rubin & Ampuero, 2005):

$$L_{a-b} = \frac{\mu D_c}{(b-a)\sigma_n}; L_b = \frac{\mu D_c}{b\sigma_n}$$  \hspace{1cm} (19)

where $a$, $b$, and $D_c$ are constitutive parameters. For Indian metagabbro, $a$, $b$, and $D_c$ were precisely determined under slow loading conditions ($\approx 10 \, \mu$m/s), but albeit relatively low normal stress to be $a = 0.005, b = 0.009,$ and

![Figure 8. Scaling of the inverse Omori law. (a) Best inverse Omori fits (solid lines) of the stacked cumulative number of acoustic emissions (dashed lines) obtained by imposing $p = 1$ at respectively $P_c = 30, 45,$ and $60$ MPa. The inset shows the linear relationship between $c$ and normal stress with $c = 1.41, 0.92,$ and 0.35 s at respectively $P_c = 30, 45,$ and $60$ MPa. (b) Inverse Omori fits scaled with the nucleation length $L_b$ at respectively $P_c = 30, 45,$ and $60$ MPa. The curves collapse by normalizing the productivity $K$ (y-axis) and the time to failure (x-axis) by $L_b$.](image-url)
$D_a \sim 1 \, \mu m$ (Urate et al., 2018). Under our experimental conditions, this would correspond to nucleation lengths $L_{b, \text{obs}} = 175; 125; 87 \, \text{mm}$ and $L_y = 78; 55; 38 \, \text{mm}$ at $P_c = 30, 45,$ and $60 \, \text{MPa}$ respectively. In conclusion, we find $L_y$ to be the most consistent nucleation length estimate with our experimental observations, which is expected in the case of strong rate weakening (Viesca, 2016).

Now, scaling both the foreshock productivity and the time to failure with the nucleation length $l_y$, we find that foreshock sequences collapse onto a single inverse Omori master curve (Figure 8b). One can try to intuit what the scaled productivity (number of foreshocks/m) and the scaled time to rupture (s/m) represent physically. The latter may be interpreted as the inverse of fault slip velocity. It is interesting to point that the acceleration happens for a slowness of the order of $\sim 100 \, \text{s/m}$, that is, a corresponding slip velocity in the range of cm/s, which is the typical slip-velocity at which thermal weakening processes start to be activated at the laboratory scale (Di Toro et al., 2011; Goldsby & Tullis, 2011; Rice, 2006). This is also in line with previous experimental works on stick-slip dynamics (Latour et al., 2013; Passellègue et al., 2016). The scaled foreshock productivity may in turn reflect the fault motion inside the nucleation zone, that is, the number of foreshock produced per amount of slip or advancement of the detachment front, which might be controlled by fault mechanical properties such as roughness for instance and, of course, loading conditions.

In summary, when taken individually, foreshock sequences are characterized by high variability which, as suggested theoretically (Lebihain et al., 2021; Schär et al., 2021) and experimentally (Gounon et al., 2022), is the manifestation of complex rupture nucleations on an heterogeneous fault interface. Because stacking the foreshocks sequences smooths this variability, our interpretation of the scaling on the inverse Omori law with normal stress/nucleation size, is thus that stacked foreshock sequences do indeed reflect the homogenized nucleation of the mainshock itself as conceptualized by Ohnaka's model (Ohnaka, 1992). From a qualitative perspective, if foreshocks are driven by the nucleation phase of the upcoming mainshock, their temporal distribution should satisfy a universal temporal distribution, which corresponds to the dynamics of the nucleation phase itself.

### 5.4. Gutenberg-Richter $b$-Value Temporal Evolution

We now look at the temporal evolution of the $b$-value of the stacked precursory AEs prior to failure (Figures 9a–9c) at $P_c = 30, 45, \text{ and } 60 \, \text{MPa}$ respectively. $b$-values were estimated within a moving window (with a tapered GR model, see Section 3.5) containing 100 AEs at $P_c = 30, 45 \, \text{MPa}$, and 50 AEs $P_c = 60 \, \text{MPa}$. Shaded areas indicate the 90% confidence intervals.

At $P_c = 30 \, \text{MPa}$ we estimate the $b$-value to be about 0.9 in the $\sim 10 \, \text{s}$ prior to failure. The $b$-value then dropped rapidly to reach an almost constant level $\sim 0.4 \, \text{a}$ at the time to failure of $t \sim 2 \, \text{s}$, which corresponds roughly to the $c$-value (dashed line) of the inverse Omori-law. The same is observed at $P_c = 45 \, \text{MPa}$, during which the $b$-value was close to 1 up to $\sim 10 \, \text{s}$ prior to failure and then abruptly dropped to reach an almost constant level $\sim 0.5$ at a time to failure of $t \sim 1 \, \text{s}$, which again corresponds roughly to the $c$-value (dashed line) of the inverse Omori-law. For both experiments, the $b$-value remained constant and equal $\sim 0.4-0.5$ until failure. Unlike the other two experiments the $b$-value for the experiment conducted at $P_c = 60 \, \text{MPa}$ is initially low, close to 0.6, increases up to 0.8 and then decreases again to reach a value close to 0.5 in the last tenths of a second before rupture. However, the temporal evolution of the $b$-value prior to failure is less reliable during this experiment for at least two reasons: (a) the number of foreshocks was considerably lower (185, compared to 905 and 380 at $P_c = 30$ and 45 MPa respectively) and (b) close to 90% of these were recorded in the last 3 s prior to failure which lowers considerably the temporal resolution of $b$-value variations in the early stages of the stick-slip cycles. In comparison about 30% and 25% of the total number of AEs were generated before entering the last 3 s prior to failure at $P_c = 30$ and 45 MPa respectively.

Aki (1981) proposed a model where the fractal dimension of the fault plane is equal to $\sim b/2$. In which case, a $b$-value of 1 corresponds to productivity on a plane, while in his model, a $b$-value of 0.5 would correspond to fault lines filling up a plane. Based on the above observations, we can thus interpret the drop in $b$-value from $\sim 1$ far away in time from rupture, to $\sim 0.5$ at the onset of slip acceleration as a transition from foreshocks being produced on the entire fault plane, to foreshocks being the result of an accelerating slip front due to the rapid weakening of the fault interface close to failure. Temporal variations in $b$-value prior to failure have also been documented during fracture experiments conducted on intact rock samples (Lockner et al., 1991; Scholz, 1968) and during rock friction experiments (Goebel et al., 2012; Kwiatek, Goebel, & Dresen, 2014; Rivièr et al., 2018). Fracture
experiments on intact samples show that \( b \)-value and differential stress are anti-correlated, which takes its origin in the formation and the coalescence of microfractures. Such a process causes a large number of AEs to be generated and a smooth and accelerating drop of \( b \)-value up to the time of failure. Decrease in \( b \)-value toward failure has also been documented preceding large subduction earthquakes (Enescu & Ito, 2001; Nanjo et al., 2012; Suyehiro, 1966; Tormann et al., 2015). However, foreshocks that precede large earthquakes occur on time scales from hours to years. Long term variations of \( b \)-value are usually attributed to stress accumulation or partial stress release while short term variations are related to the mainshock nucleation.

5.5. Foreshock Migration

We now look at the evolution of the spatial distribution of foreshocks toward failure (Figures 9d–9f). Shaded areas indicate the ± one standard deviation intervals. In what follows, “nucleation” refers to the mainshock hypocenter on the fault surface, which was determined using first \( P \)-wave arrival times (Figure 5, right panels). Mainshocks whose nucleation sites were poorly constrained (less than about 2–3 mm) were not taken into account in the following analysis. Note that, foreshocks located with more than 0.3 \( \mu \)s travel time residuals (about 2–3 mm of location accuracy) were also disregarded.
Figures 9d–9f display the average distance to SSE hypocenter of the stacked precursory AEs as a function of time to failure at Pc = 30, 45, and 60 MPa respectively. Average distance to SSE hypocenter was computed within a moving window containing 50 AEs at Pc = 30 MPa, and 25 AEs at Pc = 60 MPa. Note that decreasing the size of the window has no impact on the results other than to introduce high-frequency oscillations. At Pc = 30 MPa, we see that the average distance of the foreshock sequence continuously decreases when approaching failure, to finally stabilize at an average of 25 mm to the eventual mainshock epics. The same is observed at Pc = 45 and 60 MPa, during which the average distance of the foreshock sequence continuously decreases when approaching failure, to finally stabilize at an average distance of 20 and 15 mm respectively of the eventual mainshock epics. One should first note that, given the uncertainties, these values are compatible with our former estimates of L/2.

The spatial distribution of foreshocks yields relevant information about the way mainshocks initiate. In all experiments, we found that SSEs are always preceded by pre-slip acceleration phase. Moreover, we found that mainshocks do not necessarily nucleate where foreshocks concentrate, but rather at the edges of the areas where most of the precursory AE moment was released. Because of the drop in b-value discussed above, large precursory AEs, which tend to occur closer to failure, may promote a cascade-like process. Previous experimental studies (McLaskey, 2019; McLaskey & Lockner, 2014; Passelègue et al., 2017) proposed that pre-slip may sufficiently weaken fault strength to facilitate a small instability to grow large and eventually propagate over the entire fault. In such a scenario, precursory AE activity should migrate toward the mainshock epicenter in the last milliseconds prior to failure, as observed for the first time experimentally here.

5.6. Seismic Coupling During Nucleation

We now compute the evolution of fault coupling, that is, the ratio between the moment released by foreshocks (black curves in Figure 7) and that by fault slip (blue curves in Figure 7) as a function of time to failure. Fault coupling was computed within a moving window of duration equal to 1% of the duration of the stacked precursory AE sequence. The moment released by fault slip is simply computed as $M_{0b} = G \pi a b^{3}$, where $a$, $b$ are the long and short axis of the elliptical fault and $\delta$ the fault slip. This ratio is plotted as a function of time to rupture for the three experiments at Pc = 30, 45, and 60 MPa (Figures 9g–9i respectively). Shaded areas display the range of uncertainty computed from foreshock magnitude uncertainties. In all three experiments, the cumulative moment release of foreshocks during nucleation represents only a very small percentage of the pre-seismic slip (Figures 9g–9i). Yet, it continuously increases during nucleation, from a fraction close to zero at the beginning of nucleation, to 3%, 0.5%, and 0.2% at the onset of failure at Pc = 30, 45, and 60 MPa respectively. Moreover, one can observe that the coupling increases drastically during the phase of nucleation when the distance of foreshocks to the epicenter as well as the b-value have stabilized. Before that, some transient increases in coupling are observed, mainly due to foreshocks occurring in bursts.

Our observations thus demonstrate that, at least in our experiments, the nucleation phase initiates as an almost fully aseismic process, and transitions, as time to failure approaches, toward a cascading process. In that interpretation, both the cascade and pre-slip models are not exclusive, as previously noted by McLaskey (2019). It is also interesting to note that the observed value of coupling at the onset of the mainshock decreases with increasing normal stress, which, again, is reminiscent of a shrinking of the nucleation size discussed above. In such cases, the amount of fault area which radiates “seismically” at the final stage of nucleation can be interpreted as a lower bound for the nucleation size. The values of 3%, 0.5%, and 0.2% observed close to failure translate in a minimum nucleation length of $\sim$10, $\sim$4, and $\sim$2.5 mm, or, assuming a stress drop of 10 MPa, an equivalent moment magnitude of $\sim$−5.4, $\sim$−6.2, and $\sim$−6.6 at Pc = 30, 45, and 60 MPa respectively, which is larger than the largest foreshocks detected ($M_n \sim \sim$−6.8) in our experiments. Note that seismic coupling could not be resolved in the last tens of milliseconds (doubled headed arrows, Figures 9g–9i) due to insufficient temporal resolution ($\sim$0.1 s), thus the aforementioned minimum nucleation lengths are likely to be underestimated. One can attempt to extrapolate seismic coupling using the linear portions of the curves in the last second prior to failure. By doing so, we obtain values of $\sim$6%, 1.5%, and 1.2% entering the last 10 milliseconds prior to failure (i.e., $10^{-2}$ s) at Pc = 30, 45, and 60 MPa, which equates to a minimum nucleation length of $\sim$14, $\sim$7, and $\sim$6 mm.

6. Scaling Laws and Implications for Natural Earthquakes

6.1. Pre-Seismic Moment and Seismic Coupling

Figure 10a compares the total foreshock moment release per mainshock $M_{0s}$ with the pre-seismic moment release $M_{0p}$. Figure 10b shows pre-seismic moment release as a function of co-seismic moment release. Our data
(diamond symbols) are plotted together with the observations made by two previous experimental studies (Acosta et al., 2019b; Passelègue et al., 2017, gray symbols). Pre-seismic moment release and co-seismic moment release were estimated according to $M_{0p}, M_{0c} = \mu D_p, S$ with $\mu$ being the metagabbro shear modulus, $S$ the surface of the fault and $D_p$ and $D_c$ the pre-seismic slip and the co-seismic slip respectively. $D_p$ is the total macroscopic fault slip accumulated between two successive mainshocks and thus includes pre-slip related with nucleation and potential fault creep. Hereafter, we refer as to “seismic coupling” the ratio between the total moment AE release $M_{0a}$ and the pre-seismic moment release $M_{0p}$.

Seismic coupling ranges from about $10^{-6}$ ($10^{-4}\%$) to $10^{-3}$ ($0.1\%$). Regardless of stress conditions, we find a power law between $M_{0a}$ and $M_{0p}$ of the type $M_{0a} \propto M_{0p}^n$ (i.e., $n = 3$) and is consistent with the interpretation made so far which is that mainshocks initiated as the emergence of an aseismically slipping fault patch that was driving precursory foreshock activity. The case $n > 3$ can be explained if foreshocks have stress-drops that are magnitude dependent, that is higher stress-drops for larger magnitudes. Blanke et al. (2021) used the spectral ratio technique to precisely estimate AE stress drops and observed a significant increase in AE stress drop with AE size, which is a feature we also observe (Figure 4d).

Acosta et al. (2019b) argued that the pre-seismic moment release $M_{0p}$ should scale with the co-seismic moment release $M_{0c}$. This scaling relationship is indeed expected if fracture energy increases as a power law of co-seismic displacement (Abercrombie & Rice, 2005; Ohnaka, 2013; Passelègue et al., 2016) such as:

$$G = \zeta u_{0c}$$

where $\zeta$ is a scaling pre-factor, $\alpha$ is the scaling power-law exponent and $u_{0c}$ is the co-seismic displacement. The following empirical scaling relation between $M_{0p}$ and $M_{0c}$ was proposed (indicated by the slope = 0.56, Figure 10b):

$$M_{0p} \propto M_{0c}^{0.56}$$

In our experiments, $M_{0p}$ contributes on average to about 4%, 6%, and 2% of $M_{0c}$ at $P_c = 30, 45$ and 60 MPa respectively. This is slightly less that what was found by Passelègue et al. (2016) and Acosta et al. (2019b) but is typically of the same order of magnitude. Experimental observations may also simply indicate a linear relation between $M_{0p}$ and $M_{0c}$ as given by the slope of 1.
6.2. Comparison With Natural Earthquakes and Implications

The scaling relationship between moment magnitude and corner frequency $M_0 \propto f_c^3$ is verified on the scale of crustal faults, induced seismicity or in the laboratory, that is, for a wide range of moment magnitudes from $\sim 8$ to $8$ (Abercrombie, 1995; Aki, 1967; Blanke et al., 2021; Hiramatsu et al., 2002; Kwiatek et al., 2011; Prieto et al., 2004; Selvadurai, 2019; Yamada et al., 2007; Yoshimitsu et al., 2014). In line with previous studies, the estimated AE source parameters also satisfy this scaling relationship (Figure 4d). Therefore, foreshocks recorded during the experiments can truly be considered as micro-earthquakes which is determinant for extrapolating the inferences made in the laboratory to the scale of crustal faults. In a sense, foreshocks recorded during the experiments are more similar to natural earthquakes than mainshocks do, since they consist in self-terminating ruptures.

As previously mentioned, we found that larger AEs have larger stress-drops. It is worth mentioning that several factors might bias our estimates of AE stress-drop. First, the source model (Equation 10) we use assumes that attenuation, $Q$, is frequency independent. Ide et al. (2003) used a Boatwright source model (Boatwright, 1978) with a constant $Q$ to estimate the stress-drops of a set of microearthquakes recorded in a borehole in California and compared their results with the stress-drops estimated by spectral ratio. The authors showed that the assumption of $Q$ frequency independent leads to a systematic underestimation of stress-drop, particularly for the small events. Similar observations were made by Kwiatek, Bulut, et al. (2014). Second, the acoustic sensors used in the experiments record in a limited frequency band. Therefore, corner frequencies close to the upper bandwidth limit are likely to be biased (Abercrombie, 2015; Ruhl et al., 2017). However, this seems unlikely because the sensors' response is characterized by a resonance band between 1.2 and 2.2 MHz (Figure 2) while the upper limit of the estimated corner frequencies is $\sim 1.5$ MHz (Figure 4). At last, the increase in stress-drop with AE size might be related to insufficiently well calibrated acoustic sensors. The use of Empirical Green Function (i.e., EGF) approaches (Abercrombie et al., 2016; Shearer et al., 2019) to estimate the AE stress-drops would certainly improve the reliability of the measurements but is beyond the scope of this study. Despite the uncertainties in stress-drop measurements, the increase in stress-drop with AE size might still be informative and physically meaningful. Large foreshocks tend to occur closer to stick-slip instability, when the weakening rate is faster due to accelerating slip, which thus may result in larger stress-drops. Assuming that foreshocks highlight the rupture of locked and critically stressed asperities, these asperities become increasingly seismic as fault slip accelerates. This is consistent with observations at the scale of crustal faults. Bouchon et al. (2013) showed that foreshock sequences were more common for interplate than for intraplate earthquakes due to facilitating slow slip phase at plate boundaries. Similarly, McGuire et al. (2005) have observed that oceanic transform faults with relatively high-slip rates were producing more foreshock sequences.

Extending the scaling relationship between $M_{0a}$ and $M_{0p}$ (Figure 10a) to larger pre-seismic moments would rapidly lead to 100% of seismic coupling. Fixing $n = 4$ and taking the experiment conducted at $P_c = 45$ MPa as an example, $M_{0a}$ would equal $M_{0p}$ for $M_{0p} \approx 10^{4.5}$ N.m which is equivalent to an amount of pre-slip of about 300 μm. If we assume a ratio of $M_{0p}/M_{0a}$ of about 5%, 300 μm of pre-slip gives 6 mm of coseismic displacement which is a typical value for a magnitude 2.5–3 earthquake. Tamaribuchi et al. (2018) analyzed foreshock(s)-mainshock-after shock(s) sequences in the JMA catalog over a 20-year period. The authors found that the magnitude of the largest foreshock within a sequence scales with the magnitude of the mainshock but numerous mainshocks are not preceded by foreshocks (at least not by foreshocks of $M_c > 1.0$, the completeness magnitude of the catalog) and, when they do, it is common that the largest foreshock is at least two orders of moment magnitude less than that of the mainshock. Therefore, the extrapolation of the scaling relationship we find between $M_{0a}$ and $M_{0p}$ to a larger scale is likely to be invalid. Indeed, in addition to be dictated by the way mainshocks initiate in our experiments, the relationship between $M_{0a}$ and $M_{0p}$ is likely to be controlled by the actual experimental conditions: a constant fault surface, a rapid loading which prevents healing and a smooth planar fault with a low degree of structural complexity (damage zone, fault branches, lithology contrast to cite only a few). Nevertheless, our observations suggest that valuable insights on earthquake nucleation mode, in a specific geological context, can be obtained by examining the relationship between $M_{0a}$ and $M_{0p}$.

Although the nucleation phase is difficult to image using geodetic measurements, recent observations on well instrumented earthquakes constitute exceptions. The pre-seismic moment was estimated using geodetic for the 2011 $M_w$ 9.0 Tohoku-Oki earthquake (Kato et al., 2012), the 2012 $M_w$ 7.6 Nicoya earthquake (Voss et al., 2018), the 2014 $M_w$ 8.2 Iquique earthquake (Socquet et al., 2017) and the 2015 $M_w$ 8.4 Illapel earthquake (Huang & Meng, 2018). For these earthquakes, $M_{0p}/M_{0a}$ ranges from about 0.4% to 3% which is very close to our estimates (4%, 6%, and 2% of at $P_c = 30$, 45, and 60 MPa respectively). Different forms of Equation 21 were proposed, for
instance the one proposed by Acosta et al. (2019b), as previously mentioned, or the well-know one $M_{0p} \propto M_{0c}^{0.78}$ proposed by Abercrombie and Rice (2005) within the framework of slip-weakening theory and on the basis of seismological observations. Our data alone do not allow us to state on the scaling exponent of Equation 21 but by comparing data from experimental and natural earthquakes, fracture energy must be proportional to co-seismic displacement (i.e., $M_{0p} \propto M_{0c}$) for $M_{0p}/M_{0c}$ to be of the same order over such a large range of moment magnitudes. It is likely that the improvements currently made in seismic/geodetic instrumentation and data processing techniques will make possible to estimate $M_{0p}/M_{0c}$ for a large range of moment magnitudes and thereby will bring new insights to Equation 21.

Comparing the total foreshock moment release $M_{0p}$ with the co-seismic moment release $M_{0c}$ in our experiments, there is up to seven orders of magnitude difference between $M_{0c}$ and $M_{0p}$, or equivalently four orders of magnitude difference in terms of moment magnitude $M_w$. At the crustal scale, a case study is the one of the 1,999 $M_w$ 7.6 Izmit earthquake. While the nucleation of the 1999 Izmit earthquake is still debated (i.e., cascade model W. L. Ellsworth and Bulut (2018), or preslip model Bouchon et al. (2011, 2021)), Bouchon et al. (2011) inferred the precursory moment $M_w$ 7.6 Izmit earthquake from a sequence of repeaters which occurred within the last hour prior to the mainshock. The authors argued that the occurrence of repeaters required a fast reloading of stress and, thereby, manifested the expansion of a nucleation patch. Bouchon et al. (2011) estimated the pre-seismic moment to be six orders of magnitude smaller than the co-seismic moment, a ratio abnormally low. However, our data show that seismic coupling may be very low during nucleation and, consequently, that a strict equality between seismic moment released by repeaters and pre-seismic moment is questionable. The seismic moment released by repeaters should be interpreted as the smallest possible value of $M_{0p}$. Moreover, our observations question the parallel commonly drawn between a lack of detectable seismicity prior to a mainshock and a cascading process. Nucleation process could be too silent in some cases for the nucleation phase to be detected by seismic instruments. Indeed, similar experiments, performed under fluid saturated conditions, led to the absence of detectable foreshock sequences (Acosta et al., 2019a), although mainshocks were preceded by a long slow-slip transients.

Finally, foreshock migration toward mainshock hypocenter is generally attributed to slow-slip propagation (Kato & Nakagawa, 2014; Kato et al., 2012; Kato, Fukuda, Nakagawa, & Obara, 2016; Ruiz et al., 2014), stress-transfer (static or dynamic, W. L. Ellsworth and Bulut (2018); Yao et al. (2020)) or fluid diffusion (Moreno et al., 2015; Socquet et al., 2017). Here, we proposed an alternative explanation, rarely considered yet theoretically predicted, which is that foreshock migration arises from slip localization, promoted by a rapid weakening rate, onto a fault patch. In practise, foreshock migration due to slip localization would be easily distinguishable from foreshock migration due to fluid diffusion or to slow-slip propagation since fluid-diffusion driven foreshocks migrate as the square root of time, and slow-slip driven foreshocks migrate as slip lines. The question whether slow-slip transients prior to large earthquakes are part of the nucleation process is still debated. As an example, the 2011 $M_w$ 9.0 Tohoku-oki earthquakes was preceded by slow-slip events but the latter did not propagate with slip (and foreshock rate) acceleration which is kinematically expected in case of a nucleation process. Foreshock migration due to stress-transfer or slip localization share similar spatio-temporal characteristics. To distinguish one from another would require strong constraints on foreshocks size, magnitude and location, provided that foreshock sequence does not stem from the feedback between the two processes as evidenced by the present study and previous experimental works (McLaskey & Lockner, 2014; Passelègue et al., 2017; Yamashita et al., 2021) and numerical simulations (Cattania & Segall, 2021).

7. Conclusions

In this study, we recorded microseismicity generated during stick-slip experiments and analyzed the spatio-temporal dynamics of precursory foreshocks and slip prior to stick-slip instabilities. Using calibrated acoustic sensors, foreshock source parameters were also determined. Our results evidence that the occurrence of foreshocks was driven by fault slip acceleration during the nucleation phase of the upcoming stick-slip instability. Figure 11 summarizes the dynamics of the nucleation phase, during which:

1. Pre-slip on the entire fault was systematically observed preceding failure. Much in agreement with the pioneering work of Dieterich (1992), slip and stress heterogeneities result in slip localization onto a patch of the fault, which is reflected by foreshock migration toward the epicenter, and a decrease of the $b$-value from $\sim$1 to $\sim$0.5.
2. The foreshock rate is driven by slip velocity. As slip accelerates, so does the foreshock rate, which increases as an inverse Omori-law. An experimental scaling with the nucleation size was found experimentally for
the inverse Omori-law, which suggest that indeed, foreshocks are driven by a nucleation process of given length-scale.

3. As the fault accelerates, the nucleation size shrinks because of enhanced slip and velocity weakening. At $t = c$ of the inverse Omori-law, the nucleation size has shrunk enough (or strain has localized enough, or the weakening rate is fast enough), that we observe the transition from a frictional, “Dieterich-like” (Dieterich, 1992), instability, to that of a fracture, “Ohnaka-like” (Ohnaka, 2003), process.

4. From the ratio between the seismic and the aseismic components of the nucleation phase, we find that this transition from “slip to crack” also corresponds to the transition between the nucleation phase being almost fully aseismic, toward a cascading process. The question remains opened however on whether the mainshock is truly triggered by a cascade-like process, that is, whether the mainshock is a foreshock that degenerates by rupturing a patch large—or weak—enough to propagate over the entire fault plane. Recent seismological observations of the self-similarity between small and large earthquakes (Ide, 2019) suggest it could indeed be the case.
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