Pressure and temperature effects over the electrical and magnetic properties of FeSi: a DFT+DMFT study
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Many studies have been performed for understanding the underlying rich physics for FeSi. The origin of the properties are of great interest due to their still elusive theoretical understandings. Moving into this direction, we are studying the effects of pressure and temperature on the electrical and magnetic properties of FeSi. For the study, electronic structure calculations of FeSi are carried out by using DFT+DMFT method with spin-orbit coupling inclusion. The self-consistently calculated values of $U$ and $J$ are used. Using the free energy obtained from DMFT technique at 300 K, the calculated values of lattice parameter ($a_0$) and bulk modulus ($B_0$) are $\sim 4.32$ Å and 110 GPa, respectively, and they are found to lie in the range of experimental values. At DFT level, the bandgap of the material is found to be increasing with pressure increment say $\sim 59$ meV to 102 meV corresponding to unit cell volumes of $\sim 612$ to 507 Bohr\textsuperscript{3}, respectively. However at DMFT level, the bandgap is filled with incoherent states at 300 K, but with the application of pressure decrement of charge carriers ($n$) around the Fermi level is observed. Thus, predicting metal-insulator transition (MIT) to occur at $\sim 300$ K with increase in pressure. From momentum resolved spectral functions, the excitations are found to be more coherent with increasing pressure. This study reveals the unusual behavior of the magnetic susceptibility around 100-300 K region. The decrement behavior in spin susceptibility ($\chi$) is found to be similar to $n$ decrement with rise in pressure, and appears to follow $\frac{dn}{dP}$ = constant relation for $\sim 100$ K; suggesting FeSi to be Pauli paramagnetic at $\sim 100$ K while not the case around 300 K and above.

I. INTRODUCTION

The physical properties of numerous materials are easily explained by modern solid-state physics, such as simple metals and some conventional semiconductors and insulators.\textsuperscript{12} But, there are materials with $d$ and $f$ electrons, which occupy narrow orbitals have shown properties that are difficult to be explained.\textsuperscript{14} The $d$ and $f$ electrons experience strong Coulombic repulsion due to their spatial confinement in $d$ and $f$ orbitals, respectively. Such strongly interacting or correlated electrons are mostly found in transition metals and their oxides. This family of materials is called as strongly correlated electron system where profound effect of correlations on materials’ properties are observed.\textsuperscript{15} The complex interplay of electron-electron interactions, kinetic energy and the $d$ and $f$ electrons’ internal degrees of freedom i.e., spin, charge and orbital moment are incredibly rich that make the materials to exhibit complex and exotic properties.\textsuperscript{12} As a result of this interplay, various phase transitions takes place within the material which are extremely sensitive to small changes in external parameters such as temperature, pressure, electronic composition, electric field or magnetic field. It seems that if one tries to use this sensitivity towards external parameters, then it might be possible to explore the materials of this family.

The new phases have also shown surprising and useful properties such as high temperature superconductivity, heavy Fermion behavior, giant magneto-resistance, large thermoelectric response, dramatic effects in resistivity across metal-insulator transitions and so on. For instance, when FeSi is electron doped by the substitution of Fe with Co, a metal-insulator transition is occurred at around $x \sim 0.02$ in Fe\textsubscript{1−x}Co\textsubscript{x}Si\textsubscript{12} while in the wide doping range $0.05 \leq x \leq 0.07$, a helical magnetic phase emerges at low temperatures similar to MnSi.\textsuperscript{5,6} A positive magneto-resistance and a large anomalous Hall effect in Fe\textsubscript{1−x}Co\textsubscript{x}Si have been reported.\textsuperscript{7,8} Band structure calculations have shown the gap and a transition to metallic phase is observed in FeSi\textsubscript{1−x}Ge\textsubscript{x} at critical concentration $x_c \sim 0.25$.\textsuperscript{9–11} It is also concluded that on application of external pressure over FeGe might induce an isostuctural transition from a metallic to an insulating state.\textsuperscript{12} Further, it is reported for FeGe that volume compression suppresses the long-range magnetic order, showing strong deviations from the Landau-Fermi liquid (LFL).\textsuperscript{15} All the above examples and our earlier works\textsuperscript{13,14} indicate that the mentioned controllable parameters can be used as probe to understand the unusual phenomena and the underlying physics behind their various exotic properties.

FeSi belongs to the family of transition metal silicides which crystallizes into noncentrosymmetric cubic B20 structure. This family possesses variety of complex phenomena which have applications in the field of applied sciences.\textsuperscript{7,17,18} FeSi has been under study for decades due to its temperature dependent magnetic and electrical properties.\textsuperscript{2,15–30} Since its discovery, FeSi has been a controversial material due to its unusual physical properties. It has an insulating ground state, and its electrical conductivity measurement shows the semi-
conductor to metal transition at $\sim 200$ K.$^{20,22,24,29,31}$ One of its peculiar property is its magnetic susceptibility ($\chi(T)$) which is increasing with temperature rise after 100 K and has a broad maximum around $\sim 500$ K and then it drops; follows Curie-Weiss law at higher temperature.$^{20}$ However, absence of spin ordering at lower temperatures is observed as its $\chi(T)$ vanishes below 50 K.$^{22}$ Moreover, its $\chi(T)$ value decreases rapidly as the temperature is lowered below 500 K and thought it to be the onset of anti-ferromagnetic behavior below this temperature.$^{20}$ However, neutron scattering, Mössbauer, and NMR measurements showed no long-range magnetic order.$^{21,22}$ A similar anomalous behavior is observed for specific heat ($c(T)$)$^{20}$. The electronic component of $c(T)$ has shown a broad peak at $\sim 200$ K, which is around the temperature where the steep increment of $\chi(T)$ with temperature rise is observed. Considering the ambiguities associated with high-temperature works (both past and present), many theoretical (modelistic) and experimental studies have been done over this FeSi system.$^{20,22,24,25,32,33}$ The first attempt for the explanation of $\chi(T)$ and $c(T)$ was given by Jaccarino et al.$^{20}$ Their theory consisted of two models out of which second one seemed to be probably correct, and the second model considered the local excitations between Fe singlet ($S=0$) and spin doublet ($S=1/2$) or spin-triplet ($S=1$) states. Then, another explanation for $\chi(T)$ was given by Takahashi et al.$^{22}$, they proposed a temperature-induced local-moment model based on their spin-fluctuation theory. Based on this theory FeSi was described as nearly ferromagnetic semiconductor.$^{21,22}$ This model was then supported from the neutron-scattering measurements as performed by Shirane et al. group.$^{33}$ However, Oh et al. group, could not find the indication of temperature-induced localized moments at high temperatures in the Fe 3$s$ core-level spectra.$^{34}$

Yet, another attempt was called upon Kondo-insulator model$^{31,36-39}$ for the explanation of $\chi(T)$. This attempt was made due to the similarity found between the spin-fluctuation spectra of CeNiSn and FeSi.$^{37}$ According to this model, atomic-like localized electron levels interact with wide itinerant bands where their hybridization is quite weak. But according to Mattheiss et al. work$^{35}$, the hybridization between Fe 3$d$ and Si 3$s$ or 3$p$ was found to be very strong; making this model as applied on FeSi to be more questionable. Further another approach was given by Varma$^{40}$, where he considered the concept of intermediate valence. In this approach, the ground state was claimed to be $d^5$Fe$^{2+}$ hybridized with Si leading to spin zero and $d^6$Fe$^{1+}$ to be the lowest excited state with spin 3/2. This gives the explanation of high temperature magnetic behavior with the theory of thermally induced intermediate valence of Fe in FeSi. Thus, we can see that there are so many controversies associated with the explanations for the anomalous behavior of temperature dependent magnetic response of FeSi. Out of these studies, many were mainly concentrated on interpreting the $\chi(T)$ behavior below 500 K but still its an elusive topic that needed to be understood thoroughly which may be accomplished if studied with tunable parameters such as carrier-concentration, pressure etc. Recently, moving in this direction, strong electron-electron correlations in FeSi have been invoked by using DFT+Dynamical mean field theory (DMFT) technique where temperature is taken as a key to understand the unusual properties.$^{41-42}$ These studies shown that the electronic correlations play an important role in elucidating the confusion that whether FeSi belongs to Kondo family or not. Likewise, DFT+DMFT results have shown the importance of electronic correlation effects in understanding the semiconductor with narrow bandgap than the concept of Kondo-insulator.$^{43-46}$ However, the origin and the reason behind the $\chi(T)$ behavior around 100-300 K and above for the system is still unexplored. To target this aspect mainly, here we have chosen external pressure. As we know pressure decreases the inter-atomic distances making the transfer/hopping interaction ($t$) term to increase. It is also known that hopping interaction ($t$) and the Coulomb repulsion ($U$) are the two fundamental parameters that characterize the electronic structures of strongly correlated electron systems.$^{48}$ Strongly correlated systems exhibit complex physical properties due to the presence of competing interaction terms in their Hamiltonian. Basic competition is lying between the tendency towards localization (leading to atomic-like behavior) and delocalization (leading to band formation). This family of materials has various physical properties which are sensitive to several external parameters, and leading to changes such as phase separations and formation of complex patterns.$^{46}$ Now, DFT based on simple band theory (where $t$ is taken into primarily while electronic correlations are taken on average) is used for carrying out the electronic structure calculations of FeSi. It was found to have semi-conducting gap as ground state.$^{20,22,35,47-58}$ On other side, when $U$ was taken into consideration explicitly with temperature effect, the band-gap found to be filled with incoherent states and predicted to be metallic theoretically and experimentally.$^{41,43-45,59}$ Generally, in solids this $U$ parameter becomes effective Coulomb interaction ($U_{eff}$) which contains the informations regarding screening coming from other orbitals. This $U_{eff}$ has dependence on the overlapping of the orbitals. Thus, it will be interesting to see the effect of pressure by modifying the lattice parameter plus with the inclusion of temperature effect for exploring the magnetic property of FeSi. Here, it appears that taking pressure and temperature simultaneously might help in understanding the elusive $\chi(T)$ behavior and to explore the material more extensively.

In this report, we have shown the effect of pressure over FeSi system at three distinct temperatures ($T=100$, 300 & 800 K) with inclusion of spin-orbit coupling + electronic correlations by using DFT+DMFT technique.$^{60}$ Here, we have aimed to resolve the $\chi(T)$ behavior around 100-300 K mainly by taking pressure and temperature both as important tool simultaneously. At the same time,
we have also calculated the $a_0$ and $B_0$ values (∼ 4.32 Å and 110 GPa), which are fairly in good agreement with the experimental values as calculated by using free energy as evaluated from DMFT techniques\textsuperscript{60,61} at 300 K. Normally, pressure tends to increase the bandwidths resulting in closing the gap between the bands. But here, from DFT calculations, we have found the bandgap to increase with increment in pressure from the volumes ∼ 612 to 507 Bohr\textsuperscript{3} with gaps ∼ 59 to 102 meV, respectively. On other hand, from DMFT calculations, at 300 K the bandgap got filled with incoherent states but with pressure application there is decrement in charge carriers around the Fermi level is observed. Further, predicting MIT to occur at ∼ 300 K with increase in pressure. The lifetime of the quasi-particles increases with pressure increase, indicating the existence of more coherent states. Next, we have studied the charge carrier concentration (responsible for conduction mainly) and seems to give appropriate result as given by the experimental Hall coefficient measurement\textsuperscript{22}. With the study of spin susceptibility, we have revealed the unusual behavior of magnetic susceptibility of FeSi around 100-300 K; predicting the material to be Pauli-paramagnetic around 100 K.

\section{II. COMPUTATIONAL DETAILS}

The electronic structure calculations with the inclusion of spin-orbit coupling (SOC) for FeSi have been carried out. Three different calculations are performed viz. (i) volume-optimization of the structure by using DFT, (ii) spin-polarized calculation of onsite Coulomb interaction ($U_{\text{eff}}$) for different unit cell volumes by using constrained DFT method\textsuperscript{62,63} and (iii) structure calculations by using DFT and DFT+DMFT techniques. DFT part of the calculations is performed by the usage of full-potential linearized augmented plane-wave (FP-LAPW) method accomplished by WIEN2k code\textsuperscript{64}. DFT+DMFT calculations are performed by the WIEN2k code and the code as implemented by Haule et al.\textsuperscript{65}. Here, DFT+DMFT functional is implemented in the real space embedded DMFT approach\textsuperscript{66}, which delivers stationary free energies at finite temperatures\textsuperscript{61}. The initial lattice constants are taken from the literature\textsuperscript{65}. For the exchange-correlation functional local density approximation (LDA) is chosen here\textsuperscript{66}. The muffin-tin sphere radii of 2.18 Bohr and 1.84 Bohr for Fe and Si sites, respectively, are used. 1000 $k$-points mesh grid size in whole Brillouin zone has been used.

For the first part of calculations, the calculated lattice constants as provided in Table I, are computed by fitting total energy versus unit cell volume data with the Birch-Murnaghan (BM) equation of state (eos)\textsuperscript{62,67}. Third-order BM isothermal eos is given in the Eq.1:

$$E(V) = E_0 + \frac{9V_0B_0}{16}\left[\left(\frac{V_0}{V}\right)^{2/3} - 1\right] + \left\{\left(\frac{V_0}{V}\right)^{2/3} - 1\right\}^2 \left\{6 - 4\left(\frac{V_0}{V}\right)^{2/3}\right\}$$

(1)

where, where $E$ is energy, $V$ is volume, $B_0$ is equilibrium bulk modulus, $V_0$ is volume of unit cell corresponding to minimum energy and $B_0'$ is pressure derivative of bulk modulus at equilibrium value. The process of volume optimization is carried out by varying lattice constants. $U_{\text{eff}}$ calculation of Fe 3$d$ atom in FeSi for different unit cell volumes, constrained DFT method as proposed by Anisimov and Gunnarsson\textsuperscript{68} has been used. The proposed method is then implemented by Madsen et al.\textsuperscript{69}. We have followed the same procedure for evaluating $U_{\text{eff}}$ for different cell volumes as given in our earlier work\textsuperscript{69}–\textsuperscript{71}. Here, it is important to note that the evaluated values of $U_{\text{eff}}$ for different cell volumes are almost same as previously\textsuperscript{69} calculated for the unit cell volume of 612 Bohr\textsuperscript{3}. A difference of ∼ 0.2 eV is found, and thus, the self-consistently calculated values of $U_{\text{eff}}$ and $J$ with 4.4 eV and 0.89 eV, respectively, are used\textsuperscript{72}.

DFT+DMFT calculations are carried out due to its treatment while describing the itinerant and localized behavior of the correlated electrons on equal footing. DMFT calculations are performed for 100 K, 300 K and 800 K temperatures, and these calculations are fully self-consistent in electronic charge density and impurity levels. For solving the auxiliary impurity problem, a continuous-time quantum Monte Carlo impurity solver has been used\textsuperscript{72}. The scheme for exact double-counting as proposed by Haule has been used here\textsuperscript{72}. Fe 3$d$ orbitals are treated at DMFT level. For all calculations, the density-density form of the Coulomb repulsion has been used by using material specific values of $U_{\text{eff}}$ and $J$. Charge/cell convergence is set below $10^{-5}$ electronic charge for every calculation. All these DMFT calculations are converged on the imaginary axis. Then, for obtaining the self-energy on the real axis, an analytical continuation is needed to be done. This analytical continuation is achieved by using maximum entropy method\textsuperscript{73} for the spectra on the real axis. 2000 $k$-points grid is used for the density of states (DOS) calculations on both DFT and DMFT levels.

\section{III. RESULTS AND DISCUSSION}

At first, we have started with carrying out volume optimization calculations for FeSi structure by using DFT method. The obtained values for total energy difference of volume dependent energies and equilibrium volume ($E-E_0$) are plotted as a function of volume in Fig. 1. In the same figure, we have also shown the same energy versus volume plot for the total energy
FIG. 1. (color online) Energy versus volume curve for FeSi with spin-orbit coupling for three energies as obtained from DFT, DFT+DMFT and free energy as estimated from DFT+DMFT calculations.

(DMFT_Etot) and free energy (DMFT_Ftot) as evaluated from DFT+DMFT calculations for 300 K temperature. Here, DMFT_Etot is the ground state energy calculated at absolute zero kelvin temperature while DMFT_Ftot is the free energy calculated with temperature inclusion. The calculated data are then fitted by using Birch-Murnaghan (BM) equation of state. For the calculations, we started with the lattice constants as given in the literature for the initial crystal structure. The calculated values of lattice constant (a₀) and Bulk modulus (B₀) corresponding to energies evaluated from different methods are tabulated in Table I. From the table, we can see that DFT and DMFT methods are giving almost similar a₀ values of ∼ 4.37 Å and ∼ 4.32 Å, respectively. When one follows the experimental a₀ values at 300 K, they are found to vary in the range of ∼ 4.46 to 4.48 Å, showing ambiguity in a₀ estimation. We found that our calculated a₀ value is underestimated by ∼ 0.11 Å from the experimental results. Now, when we look for the B₀ values from the Table I, it is observed that DFT happens to provide its maximum value of ∼ 260 GPa whereas DMFT_Etot gives ∼ 106 GPa and DMFT_Ftot of ∼ 110 GPa. Experimentally B₀ values range from ∼ 115-209 GPa at 300 K. Based on this, it seems like DMFT happens to provide quite appropriate value for B₀.

Next, in Table II, we have tabulated the calculated values of pressure as computed from BM equation of state, for some of the volumes for which the study has been presented in the following discussion. From the Table, as one can see the difference in the calculated values of pressure corresponding to different methods for a particular unit cell volume. In consequence of which, we are going to present the study with respect to volume only. However, pressures corresponding to DMFT_Ftot can be helpful to the experimentalist if tries to perform any pressure induced experiment due to the fair closeness of B₀ with its experimental results.

TABLE I. Calculated lattice constants and Bulk modulus of FeSi for different evaluated energies.

| Method      | lattice constant (a₀) (Å) | Bulk modulus (B₀) (GPa) |
|-------------|---------------------------|-------------------------|
| DFT_Etot    | 4.3736                    | 260.39                  |
| DMFT_Etot   | 4.3188                    | 106.12                  |
| DMFT_Ftot   | 4.3174                    | 110.86                  |

TABLE II. Calculated pressures by using BM equation state of FeSi for the reduced unit cell volumes from its experimental volume = 612 Bohr³.

| Unit cell volume | lattice constant a₀ (Å) | DFT (GPa) | DMFT_Etot (GPa) | DMFT_Ftot (GPa) |
|------------------|-------------------------|-----------|-----------------|-----------------|
| 507              | 4.219                   | 36.46     | 7.21            | 7.60            |
| 517              | 4.247                   | 38.60     | 8.71            | 9.15            |
| 528              | 4.276                   | 40.99     | 9.26            | 9.75            |
| 539              | 4.306                   | 43.16     | 10.12           | 10.65           |
| 551              | 4.338                   | 45.39     | 10.72           | 11.30           |
| 563              | 4.369                   | 47.61     | 11.26           | 11.85           |
| 575              | 4.400                   | 49.82     | 11.77           | 12.45           |
| 588              | 4.432                   | 52.03     | 12.28           | 12.95           |
| 612              | 4.492                   | 55.05     | 13.31           | 13.95           |

FIG. 2. (color online) Band structures of FeSi for the two volumes (a) Vol = 612 Bohr³ (solid line) and (b) Vol = 507 Bohr³ (dashed line) for the energy range ∼ -2.0 eV to 2.0 eV, calculated within DFT+SOC. Zero energy corresponds to the Fermi level.
Next, we would like to understand the effect of reduced unit cell volumes over the band-structure of FeSi. For the representation, we have presented the band structures for the two extreme volumes viz. (i) Vol = 612 Bohr$^3$ and (ii) Vol = 507 Bohr$^3$ for the energy range -2.0 to 2.0 eV, calculated within DFT in Fig. 2. 612 Bohr$^3$ is the volume of experimentally realized structure of FeSi$^{65}$. The latter one is the volume of the experimental structure when reduced by $\sim$17.17%. Here, one should note that the energy window is chosen on the basis of obtaining all the informations from the plot. In this plot, three bands (solid line) corresponding to Vol = 612 Bohr$^3$ are specifically identified for the study where two of them (bands 1 & 2) lie in the conduction band (CB) region and other one (band 3) in the valence band (VB) region. Similarly, another three bands (dashed line) corresponding to Vol = 507 Bohr$^3$ are identified as 1$'$& 2'(CB) and 3'(VB). From the figure, it is noticed that for the 612 Bohr$^3$ volume, bands 1 and 2 are degenerate in the X-M direction while in the M-$\Gamma$ direction they are non-degenerate. At M point bands 1 and 2 are positioned at $\sim$ 0.55 eV while band 3 is positioned at $\sim$ -0.34 eV. Thus, at M point the energy gap between band 1 and 3 is $\sim$ 90 meV. The band-gap is found to be $\sim$ 70 meV while in our previous works$^{45,68}$ we have shown band-gap of around $\sim$ 90 meV without SOC within DFT. This shows that inclusion of SOC has reduced the band-gap of the experimental volume. Moreover, the obtained value $\sim$ 70 meV is quite closer to the experimental values ($\sim$ 50 meV to $\sim$ 100 meV)$^{20,47,52}$. Now, when one moves from 612 to 507 Bohr$^3$, few significant changes are observed with volume compression viz. (i) shifts in the energy positions of bands (ii) increased bandwidths and (iii) increment in the band-gap. These changes can be understood as when we compress the structure the lattice parameter has reduced which is making the crystal sites to come closer. In consequence of which the strength of the periodic potential has increased which has further increased the band-gap of the bands. Due to the increase in the energy gaps between the bands make them to have shifts in their energy positions. For instance, at M point the energy gap between bands 1$'$ and 3$'$ has increased to $\sim$ 1.2 eV whereas earlier the gap between bands 1 and 3 is found to be $\sim$ 0.9 eV. This has led to the shifts in the energy positions of bands 1$'$ and 3$'$ from bands 1 and 3 by $\sim$ 0.2 eV and $\sim$ 0.1 eV, respectively. Then, if we look at R point the gap between the bands 1$'$ and 3$'$ has increased to $\sim$ 1.4 eV than $\sim$ 1.0 eV. Now, the energy positions of bands 1 and 3 at R point has shifted to $\sim$ 0.5 eV and $\sim$ 0.9 eV. Similarly, at $\Gamma$ point the energy positions of bands 1$'$ and 2$'$ has shifted to $\sim$ 0.7 eV from $\sim$ 0.5 eV. This shows that at each k-point these energy shift/gaps will be different depending upon the periodic potential strength ($U_k$)$^{52}$. Further, the increment in the bandwidths of the bands has been observed. This suggests the increment in the overlapping of orbitals in consequence of reduction in lattice parameter. For instance, in X-M direction the bandwidths of bands 1$'$ and 2$'$ has increased by $\sim$ 0.1 eV whereas in M-$\Gamma$ direction they have increased by $\sim$ 0.1 and $\sim$ 0.05 eV, respectively. These energy shifts/gaps and increment in their bandwidths are not uniform which further confirms that depending upon $U_k$ these changes will vary.

For further visualization of the effect of hybridization over the band-gap, we have shown a plot of partial density of states of the orbitals $d_{x^2-y^2}$, $d_{xy}$ and $d_{xz}$, $d_{yz}$ of Fe-3d states calculated within DFT for three different unit cell volumes 612, 551 and 507 Bohr$^3$; zero energy corresponds to the Fermi level (dotted line), and (b) Band gap versus different unit cell volumes for the range 612-507 Bohr$^3$ of FeSi.
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band-gaps with volume increment according to the reason stated above. Further, by extrapolating this data we have also calculated a specific unit cell volume of \( \sim 769 \) Bohr\(^3\) which corresponds to zero band-gap.

Now, in this part of discussion, we have tried to show the changes occurred in the total density of states (TDOS) of FeSi as calculated within DFT+DMFT with reduction in unit cell volumes (or increase in pressure) and temperature simultaneously. For this purpose, Fig. 4 has been drawn showing the calculated TDOS of FeSi for three different unit cell volumes 612, 551 and 507 Bohr\(^3\) for three different temperatures \( \text{viz.} \) (a) 100 K, (b) 300 K and (c) 800 K. For the reference, we have marked few peaks as 1, 2, and 3 lying in VB, where they correspond to Vol = 612, 551 and 507 Bohr\(^3\), respectively. Starting from 100-300 K in the Fig. 4(a) to 4(b) for the vol = 612 Bohr\(^3\), few changes are found with increase in temperature \( \text{viz.} \) (i) Shallowing of the deep well like feature of DOS around the \( E_F \) with increment in the finite DOS around the \( E_F \) (ii) change in the energy positions of peak 1 which has moved away from the \( E_F \), and (iii) reduced particle-hole asymmetry. As finite DOS around the \( E_F \) is observed suggesting the material to be metallic which is different from the experimentally observed insulating behavior below 200 K\(^{26,28} \). Therefore, to understand the influence of these changes over the transport behavior of the material we start with the experimental electrical resistivity \( (\rho) \) data\(^{25,29} \). The experimental data have shown a sharp decrement of \( \rho \) from \( \sim 2.5 \) K to 200 K suggesting it to be semi-conducting, then a slow decrement from 200-300 K and considered as a signature of weak metallic state of the material\(^{25,26,30} \). This unusual behavior can be understood by the conductivity \( (\sigma) \) expression given in Eq. (2) and its relative change with respect to \( (\text{w.r.t}) \) temperature expression \( (\Delta \sigma) \) given in Eq. (3).

\[
\sigma = \frac{ne^2\tau}{m} \tag{2}
\]

\[
\frac{\Delta \sigma}{\sigma} = \frac{\Delta n}{n} + \frac{\Delta \tau}{\tau} \tag{3}
\]

where, \( e \) is electronic charge, \( n \) is mass of the charge carrier, \( n \) is the charge carrier concentration, \( \tau \) is relaxation time, \( \Delta n \) and \( \Delta \tau \) are the changes in the charge carrier concentration and relaxation time, respectively, \( \text{w.r.t} \) temperature. As states in the range of \( k_B T \) around the \( E_F \) mostly participate in the transport of charge carriers. Thus, in Eq. (2), \( n \) will always increase while \( \tau \) will always decrease with rise in temperature. Therefore, \( \Delta \tau \) will always be negative with temperature increase while \( \Delta n \) is expected to be positive with temperature rise. When \( |\Delta n| > |\Delta \tau| \) with temperature rise, the \( \frac{\Delta \sigma}{\sigma} \) will increase and then the material will behave as semiconductor. On other hand, when \( |\Delta n| < |\Delta \tau| \) with temperature rise, the \( \Delta \sigma \) will eventually decrease thereby making the material to behave as metal. However, if \( |\Delta n| > |\Delta \tau| \) with temperature rise, the \( \frac{\Delta \sigma}{\sigma} \) is expected to be positively large. The similar changes in the experimental \( \rho \) is seen from \( \sim 2.5 \) to 200 K as mentioned earlier\(^{25,29} \). Thus, from Fig. 4(a) for 612 Bohr\(^3\) the presence of sharp edges around the \( E_F \) appear to be responsible for making \( |\Delta n| >> |\Delta \tau| \) with per Kelvin rise in temperature around 100 K. Now on looking at the Fig. 4(b) for 612 Bohr\(^3\), shallowing of DOS near to \( E_F \) is observed which will reduce the value of \( \frac{\Delta \sigma}{\sigma} \) with per Kelvin rise in temperature around 300 K, resulting in lowering the difference between \( \frac{\Delta n}{n} \) and \( \frac{\Delta \tau}{\tau} \) with increase in temperature. As a result, it is now expected to follow the relation, where \( |\Delta n| > |\Delta \tau| \) and this will make \( \frac{\Delta \sigma}{\sigma} \) to decrease around 300 K which is also observed in the experimental data\(^{25,28} \), suggesting the material to be less insulating than 100 K. Hence, the profiling of the temperature-dependent DOS around the Fermi level is playing an important role in deciding the transport behavior of the material. Then, on looking at Fig. 4(b)-4(c) for the 300-800 K, we have observed reverse effects over the DOS near to \( E_F \). The sharp edges are again forming, refining the line shape of DOS around \( E_F \) with an emergence of peak 2 unlike 300 K result. Peak 1 has moved closer to the \( E_F \) while peaks corresponding to 551
and 507 Bohr$^3$ volumes have moved away. The formation of sharp edge is such that DOS near $E_F$ got increased in a very minimal amount for 612 Bohr$^3$ in comparison to its 100 K result. Here again, sharp edge of DOS suggesting that there is a possibility of larger $\Delta n$ with per Kelvin rise in temperature. This relative change of $n$ is expected to be reflected in transport behavior of the material with its insulating state. As no experiments have been found for 800 K, there’s a possibility of witnessing this unusual behavior when one performs any transport measurement at high temperature for 612 Bohr$^3$ volume.

Now, looking again at Fig. 4(a) to 4(c), we have found few changes with decrease in volume viz. (i) the DOS near to $E_F$ are diminishing at each temperature and (ii) changes in the energy positions of peaks 2 and 3 corresponding to 551 and 507 Bohr$^3$. For instance, for 100 K at $\sim$ -5 meV the DOS is $\sim$ 0.0006 states/meV/f.u. for the 612 Bohr$^3$, which has reached up to $\sim$ 0.0001 states/meV/f.u. for the 507 Bohr$^3$. Starting from 100 K, we have seen sharp edges for 612 Bohr$^3$ which signified sharp decrement in $\rho$ (discussed above), showing the existence of an insulating state there. So, with decreasing volume the deep well has gone down further with lesser DOS than 612 Bohr$^3$, and thus insulating behavior is expected to be followed for the rest volumes leading to the formation of energy gap for 100 K. Then at 300 K in Fig. 4(b), we have seen shallower DOS around $E_F$ indicating the material to be less insulating for 612 Bohr$^3$ in accordance with experimental $\rho$ observation. But now for 300 K, with volume decrement sharp edges have again formed with almost negligible DOS. As we already know sharp edges are direct replica for greater change in $\Delta n/\Delta k$ with per Kelvin rise in temperature. Thus, for the rest reduced volumes i.e., 551 and 507 Bohr$^3$ around 300 K, the material is expected to be in its semi-conducting state. Based on this, it seems like with decreasing volume semiconducto to metal transition temperature to shift towards higher temperature. Besides, it is already known that non-magnetic feature is associated with semi-conducting state of materials. Thus, it seems like with decreasing volume non-magnetic to magnetic transition can be expected to be observed here for this material. Now moving onto 800 K in Fig. 4(c), we found that the decreasing trend of DOS near $E_F$ is still followed here. Thus, here again a similar behavior of the material is expected to follow as it happened in 100 K w.r.t reduced volumes. Hence, it can be said that for FeSi with decreasing volumes at any absolute temperature, its conductivity will decrease which is unlike other materials where on application of pressure their conductivity increases. Furthermore for the representation purpose, we have shown the plot for TDOS at 100 K for all the unit cell volumes in the range 612 to 507 Bohr$^3$ in the Fig. 5. suggesting the possibility of getting a clean gap for the material with further reduction of the unit cell volume.

In continuation with density of states and to realize the results obtained, we have plotted DMFT obtained momentum-resolved spectral function along various high symmetry lines at extreme temperature $T = 800 \text{ K}$ for three volumes (a) 612 Bohr$^3$ (b) 551 Bohr$^3$ and (c) 507 Bohr$^3$ in Fig. 6(a) - 6(c). Generally, it is said that DOS are exact replica of Brillouin zone while band structure shows one part of Brillouin zone in some well defined high symmetric $k$-points. However, the obtained spectral function is able to reflect the obtained results as discussed in our DOS section. Likewise, when we move from Fig. 6(a)- 6(c), two major changes are observed with volume compression viz. (i) the metal-insulator transition is clearly evident here and (ii) the decrease in the incoherence of the spectrum i.e., more sharp dispersions indicating increment in coherent weight. Here, it is important to note that while observing dispersions within DFT, one can find electron has one discrete energy ($\epsilon_0(k)$) for the given $k$-point and $n^{th}$ band. The spectral function $A(k, \omega)$ has a $\delta$-function peak at $\omega = \epsilon_0(k)$, and $n$ & $k$ are good quantum numbers. However, within DMFT now the same electron has a range of energies at the same given $k$-point & $n^{th}$ band, and $n$ & $k$ are no longer good quantum numbers. So, on plotting $A(k, \omega)$ for the same given $k$-point and $n^{th}$ band, the plot will look like the figure given in Fig.1(b) in$^{84}$ where there will be one sharp peak (with broadening in shape) and rest of the spectrum contains broadened structures. The sharp peak shown in the figure will correspond to DFT obtained $\delta$ peak which has now broadened and normally it is expected to be shifted from its energy position; this peak is associated with coherent weight. On other side, all other broadened structures seen in the figure other than the sharp one is then associated with incoherent weight. But, when we go for larger numbers of $n$ and $k$-points, the overall spectrum will have smeared features along with sharp dispersive lines. Here, the smearing of spectrum is associated with incoherent weight (states with shorter lifetime) while the sharp dispersions with coherent weight (states with longer lifetime). Thus, observing Fig. 6(a) for 612 Bohr$^3$, we found smeared features nearer to the Fermi level around $-0.05 \text{ eV} \leq \omega \leq 0.05 \text{ eV}$ in the direction of
FIG. 6. (colour online) Momentum-resolved many-body spectral function at T = 800 K for volumes (a) V = 612 Bohr$^3$, (b) V = 551 Bohr$^3$, and (c) V = 507 Bohr$^3$ for FeSi. Zero energy is the Fermi level.

This kind of result is predicted from DOS in Fig. 4(a) - 4(c). Interestingly, in our previous work$^{45}$ and Tomczak et al. work, we have seen that with rise in temperature the spectrum is supposed to be incoherent while here in this Fig. 6(a) - 6(c), we found that in spite of high temperature T=800 K, the incoherency has got reduced with volume reduction.

Next, we have shown the plot of imaginary parts of self-energy (Im $\Sigma(\omega)$) for orbital components $x^2$-$y^2$/xy and $xz$/$yz$ of Fe 3$d$ states nearer to the Fermi level as a function of volume for (a) 100 K, (b) 300 K and (c) 800 K in Fig. 7(a) - 7(c). Im $\Sigma(\omega)$ values for $x^2$-$y^2$/xy and $xz$/$yz$ orbital components are calculated for $\omega \sim$ -0.11 eV and $\sim$ 0.23 eV, respectively. Here, it is important to note that only these orbitals are chosen on the basis of our last work$^{45}$, where we found that these orbitals $x^2$-$y^2$/xy and $xz$/$yz$ are contributing most, one in the VB and other in CB, respectively. Im $\Sigma(\omega)$ provides the information regarding lifetime of quasiparticles states. More is the value of Im $\Sigma(\omega)$ more will be the lifetime broadening and more will be the quasiparticle-
quasiparticle scatterings. So, when we look at the Fig. 7(a)-7(c) for 612 Bohr³ volume, we found that with rise in temperature the value of \( \text{Im} \Sigma(\omega) \) for \( x^2-y^2/xy \) orbital component has first gone down (magnitude wise) from \( \sim -47 \text{ meV} \) to \(-5 \text{ meV} \) for 100-300 K and then reaches up to \( \sim -94 \text{ meV} \) at 800 K. This indicates that the lifetime of quasiparticles to be very large around 300 K i.e., more coherent and then the lifetime decreases when it reaches 800 K. Normally, it is said that larger value of lifetime of quasiparticles leads to lesser possibility of quasiparticles-quasiparticles scatterings which means the relaxation time (\( \tau \)) to be large. Accordingly, for 612 Bohr³ volume with rise in temperature the \( \tau \) value seems to be large at \( \sim 300 \text{ K} \) while it might decrease from 300-800 K. Now, on observing for other volumes at 100, 300 and 800 K, we found that with volume compression, the value of \( \text{Im} \Sigma(\omega) \) is decreasing indicating enhancement of lifetime broadening for both the orbitals. Here again, the value of \( \text{Im} \Sigma(\omega) \) is extremely small at 300 K if compared with 100 K and 800 K plot in Fig. 7(a) to 7(c). Thus, more coherent states to exist around this temperature for all the reduced volumes with lesser possibility of quasiparticles-quasiparticles scatterings. This observation of increased coherency of spectrum is also going with Table III data, where we have calculated the effective band mass-renormalization parameter \( (m^*) \) at \( T = 800 \text{ K} \) for three distinct volumes \( \sim 612, 551 \) & 507 Bohr³. The \( m^* \) is calculated from the relation \( m^* = 1 - (dRe\Sigma(\omega)/d\omega)_{\omega=\omega_0} \) and \( m^* \) is arising from many-body effects. From Table III, we observed that with volume reduction, the value of \( m^* \) is also decreasing indicating transfer of spectral weights from incoherent states to coherent states, and making spectrum less \& less incoherent. The less existence of more coherent states is also evident from Fig. 6(a) to 6(c), where incoherency in spectrum has reduced.

For the further continuation, we have shown another plot of \( \text{Im} \Sigma(\omega) \) as contributed by orbital components \( x^2-y^2/xy \) of Fe 3d states nearer to the Fermi level in the occupied region with respect to different reduced volumes for 300 K in Fig. 8. Here again, we have observed a similar trend exhibited by the quasiparticle states which are becoming more and more coherent with volume decrement. Likewise, if one follows the slopes of the curves we found that they are decreasing from \( \sim -0.6 \) to \( \sim 0.08 \) for volumes 563 Bohr³ to 507 Bohr³, respectively. It is directly showing that the lifetime of quasiparticles are becoming larger and larger which is almost infinite. Hence, we can say that here LFL theory seems to be followed within the range of volumes 612 to 507 Bohr³ for this material. This is also in accordance with Tomczak et al. result where LFL is followed for 612 bohr³ volume of FeSi.

Next, we have studied the changes occurring in the number of charge carriers (around the \( E_F \)) mainly participating in conduction with the reduction of unit cell volumes. Accordingly, we have plotted variations found in charge carrier concentration within the \( k_BT \) range for all the three different temperatures. Likewise, for 100 K, 300 K and 800 K, the range is for \( \sim -9 \text{ meV} \) to 9 meV, \( \sim -25 \text{ meV} \) to 25 meV and \( \sim -70 \text{ meV} \) to 70 meV respectively, in the Fig. 9. For potting this figure, we have calculated the number of electrons \( (n_e) \) and holes \( (n_h) \) lying within the set range by evaluating the areas under the curve by method of integration. From the plot for the temperatures 100-300 K, we observed that for the Vol = 612 Bohr³ \( n_e > n_h \) which is followed by all the volumes. This outcome is according to the negative Hall coefficient as observed experimentally. This Fig. 9 has shown the same decrement in the charge carriers with volume reduction as seen above. This further shows the decrement in the conductivity of the material with the volume decrement. However, when we move from 300 K to 800 K, a reverse effect is observed here i.e., \( n_e < n_h \) until vol = 575 Bohr³ while after this volume \( n_e \) becomes greater than \( n_h \). This kind of unusual behavior of FeSi might be attributed with the large particle-hole asymmetry with volume decrement seen in TDOS at 800
by the equation $\chi_E$ at materials, it is already known that their susceptibility charge carrier concentration ($\chi$) over, we have observed that the nature of decrement in may also be shifting towards lower temperatures. Moreover, with volume decrement the transition temperature $K$. The figure shows a decreasing trend of value of state to magnetic state. Now, observing the decreasing susceptibility while above 100 K its value keeps increasing with lower temperatures below 100 K, FeSi is non-magnetic in nature. So moving in this direction, we have presented the plot for the calculated spin susceptibility ($\chi$) for three distinct temperatures in Fig. 10. This $\chi$ is basically providing the information of the spin-spin correlations. From the plot we have found that $\chi$ for 612 Bohr$^3$ volume has a value of $\sim$ 2.6 at both 100 K and 300 K whereas the value got reduced to $\sim$ 2.2 for 800 K. The figure shows a decreasing trend of $\chi$ value with reducing unit cell volumes. At this moment, if one follows the experimental magnetic susceptibility measurement as performed by Petrova et al., one can see that with lower temperatures below 100 K, FeSi is in non-magnetic state with almost negligible value of magnetic susceptibility while above 100 K its value keeps increasing till 300 K. From their plot, it seems to observe a transition temperature around 100 K from its non-magnetic state to magnetic state. Now, observing the decreasing value of $\chi$ with volume reduction in the Fig. 10, it seems like with volume decrement the transition temperature may also be shifting towards lower temperatures. Moreover, we have observed that the nature of decrement in $\chi$ with volume reduction is similar to the decrement in charge carrier concentration ($n$). For Pauli paramagnetic materials, it is already known that their susceptibility is directly proportional to the DOS at $E_F$, and given by the equation $\chi = \mu_B^2 g(\epsilon_F)$, where $g(\epsilon_F)$ is the DOS at $E_F$. At the same time from free-electron theory, $g(\epsilon_F) = \frac{3}{(3\pi^2)^{3/2}}$, and consequently, one can write $\frac{\chi}{n} = constant$. This shows that if any material follows this linearity relation then it seems to be Pauli paramagnetic in nature. So moving in this direction, we have drawn insets inside this figure where a plot of $\chi^3$ versus $n$ for (a)100 K, (b) 300 K and (c) 800 K are given. For the 100 K case, a linear fit has also been done and found to be almost fitted with the data points as seen in Fig 10(a). Thus, we have observed that at 100 K FeSi appears to follow the linearity relation. However, for both 300 K and 800 K in Fig. 10(b)-10(c), we have found that their nature of plot has deviated from the linear behavior. Plots of 300 K and 800 K seem to follow $\frac{\chi^3}{n} = constant$ relation. Hence from the Fig 10(a)-10(c), it appears that FeSi is Pauli paramagnetic around 100 K for all reduced volumes, whereas it is not the case around 300 K and above.

In the end of the results and discussions, we would like to add further observations regarding the probable electronic configurations of Fe 3$d$ orbitals. Mixed configurations with $d^5$-$d^8$ (most probable as $d^7$) are found again, and these configurations are found to be pressure and temperature independent. This result is similar to our earlier work, indicating that reduction in volume does not have any further effect over its electronic configuration.

IV. CONCLUSION

In this work, we have shown how the pressure and temperature can play an important role in understanding the underlying rich physics for the electrical and magnetic properties of FeSi. This study is mainly aimed at resolving the unusual magnetic susceptibility behavior of FeSi around 100-300 K by carrying out DFT+DMFT calculations. At first, we started with calculating the $a_0$ and $B_0$ values ($\sim$ 4.32 Å and 110 GPa, respectively) from the free energy as evaluated within DMFT method at 300 K. These calculated values are found to be quite close to the experimental results. From DFT calculations, the increment in bandgap of the material with volume decrement is observed, and unit cell volume of $\sim$ 769 Bohr$^3$ is found to have zero bandgap.

From DMFT calculations a profound effect of $U$ and temperature is found, and due to which at $\sim$ 300 K the bandgap got filled up with incoherent states. However, with the application of pressure the number of states per unit volume ($n$) available around the Fermi level got reduced with volume decrement from 612 to 507 Bohr$^3$; indicating reduction in its electrical conductivity. As a result metal-insulator transition (MIT) is witnessed at $\sim$ 300 K with volume compression. Profiling of temperature-dependent DOS is quite appropriately explaining the behavior of experimental electrical resistivity data. Here, coherency of spectrum has increased with volume compression even at higher temperatures. Around 300-800 K, $n_e < n_h$ until vol = 575 Bohr$^3$ while after this volume $n_e$ becomes greater than $n_h$ is found. This will be quite interesting for the experimentalists, if they happen to perform the Hall experiment at high temperature to witness this unusual effect of volume compression. Moreover, a similar decreasing trend in $\chi$ is observed as in $n$ with volume reduction and following $\frac{\chi^3}{n} = constant$ relation for $\sim$ 100 K, showing FeSi to be...
Pauli paramagnetic at $\sim 100$ K. The present work clearly shows the applicability of controllable parameters such as pressure and temperature for exploring this class of 3d transition metal monosilicides with the help of advance formulation as employed in DFT+DMFT technique.
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