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Abstract—Due to the dynamic characteristics of news and user preferences, personalized recommendation is a challenging problem. Traditional recommendation methods simply focus on current reward, which just recommend items to maximize the number of current clicks. And this may reduce users’ interest in similar items. Although the news recommendation framework based on deep reinforcement learning previously proposed (i.e., DRL, based on deep Q-learning) has the advantages of focusing on future total rewards and dynamic interactive recommendation, it has two issues. First, its exploration method is slow to converge, which may bring new users a bad experience. Second, it is hard to train on off-line data set because the reward is difficult to be determined. In order to address the aforementioned issues, we propose a framework named DEN-DQL for news recommendation based on deep Q-learning with double exploration networks. Also, we develop a new method to calculate rewards and use an off-line data set to simulate the online news clicking environment to train DEN-DQL. Then, the well trained DEN-DQL is tested in the online environment of the same data set, which demonstrates at least 10% improvement of the proposed DEN-DQL.

Index Terms—Reinforcement Learning, Deep Q-Learning, News Recommendation, Double Exploration Networks

I. INTRODUCTION

With the continuous progress of information technology, the rapid development and popularization of the Internet, the number of users on the news media has increased sharply. It leads to the problem of information overload in the system, resulting in users spending a lot of time on news selection. Therefore, as an effective solution, item accurate recommendation has been the focus of scholars.

The key of recommendation task is an efficient recommendation algorithm. The general step of recommendation algorithm is to analyze some behavior records of users on the Internet, extract representative features, design appropriate methods, and finally recommend appropriate tasks. There are three common processing methods of recommendation algorithm, including content-based recommendation methods [1]–[3], collaborative filtering recommendation methods [4]–[6] and hybrid recommendation methods [7]–[9]. Content-based method has strong stability, which makes it difficult to find users’ new hobbies, and may lead users to the information cocoons. Collaborative filtering method has the ability to recommend new information [11], but suffers from data sparsity and cold start [12]. Hybrid method combines the above two methods but can’t totally address the aforementioned problems.

As an extension of the above methods, deep learning model has become a new mainstream [13]–[15]. But these models face the following challenges in news recommendation. First, the dynamic changes in news recommendations are complicated to track. Second, traditional models are limited to keep recommending similar items to users, which might lead users to the information cocoons and decrease users’ interest in similar topics. [10]

So, deep reinforcement learning framework was introduced to news recommendation. Reinforcement learning model uses
agent to interact with users dynamically, so it can achieve better real-time recommendation. At the same time, the reinforcement learning model uses rewards to judge the quality of the recommended content and selects the next action by calculating the Q\( (\text{action, state}) \) value of the action space\( Q(\text{action, state}) \) represents the sum of the current reward and future reward. In this way, the news recommendation model can take future rewards into account. But, the former framework either use \( \epsilon - \text{greedy} \) [16] strategy or UpperConfidenceBound(UCB) [17] to explore. \( \epsilon - \text{greedy} \) may recommend totally unrelated content, while UCB get a reward after recommend the same content for several times. State-of-the-art reinforcement learning methods [10] use Dueling Bandit Gradient Descent(DBGD) method [22]–[24] which slowly updates the parameters of the exploration network and is slow to converge. So, it is necessary to take a more effective exploration approach.

Further more, it is hard to simulate online environment in reinforcement learning for recommendation, especially how to define reward. Although we can train our model on real apps, this will affect the user experience and the cost is too high. The previous work either train on off-line dataset, or generate data with GAN [34], [35], or directly apply to commercial apps. News recommendation is associated with time series and according to existing studies [36], [37], time series representation is important for the accuracy. If we train reinforcement model on offline dataset instead of an interactive environment, we can not fully take the advantages of our model. To make reinforcement recommendation model training more convenient and effective, a new method to simulate online environment is necessary.

Therefore, in this paper, we propose a deep Q-learning framework(DQN [21]). It has a quick convergent exploration strategy based on double exploration network. Double exploration network has two sets of update networks. Both sets have a exploration network and share a target network, and apply a DBGD method [18]–[20]. In one set, we add a small disturbance to the parameters of target network as the parameter input of another network, so that we can obtain the close neighborhood of the current recommender. In the other set, we use a bigger disturbance to obtain the far neighborhood of the current recommender. We use \( \epsilon - \text{greedy} \) method to decide which set will be adopted. And the number of \( \epsilon \) will be dynamic based on the results. This exploration method can avoid recommending unrelated items and converge faster. Then we propose judging the click probability by the title similarities and calculating the reward by the product of click-label and similarity. In this way we can judge whether our recommend list is good or not, so that we can simulate online environment.

Our contribution can be summarized as below:
- We apply a more effective exploration method which avoid recommending unrelated items and convergences faster with the combination of \( \epsilon - \text{greedy} \) and DBGD.
- We propose a new way to calculate reward and a new method to simulate online environment.

The rest of the paper is organized as follows. In Section II we present the problem formulation followed by the methodology introduced in Section III. Then, the experimental results are shown in Section IV. And related studies is discussed in Section V. Conclusions are summarized in Section VI.

### II. Problem Formulation

We have a list of users and a list of news. Each user clicks news and generates a set of clicked records. In the clicked records, if the user clicked the news, the click label is set to 1, otherwise 0. And in the recommendation problem, we assume that user’s interests are constantly changing and recommend the similar news will get little clicks in the long term. Also, we assume that if one user clicks news A, the higher the semantic similarity between news A and B, the more probability that the same user will click news B, and if news A is not clicked, the more probability that the user will not click news B. Then we should put forward a model. The model can fully learn changes in user’s interests and recommend news to maximize the number of user’s clicks in the long term.

Our problem can be formulated as follows.

**Given**
- A set of users \( U = \{u_i\} (1 \leq i \leq I) \).
- A set of news \( N = \{n_j\} (1 \leq j \leq J) \).
- A set of clicked records \( L_i = \{l_{ij}\} \). If user \( u_i \) clicked the news \( n_j \), then \( l_{ij} = 1 \). Otherwise \( l_{ij} = 0 \).

**Assume**
- Users’ interests are constantly changing.
- The higher the semantic similarity between titles of two news, the closer probability that the same user will click both news.

**Objective**
- Design a model \( M \) for recommending news to maximize the number of all users’ clicks.

### III. Methodology

Personalized news recommendation has a wide application prospect. The traditional methods including content-based recommendation methods [1]–[3], collaborative filtering recommendation methods [4]–[6] and hybrid recommendation methods [7]–[9] have limitations. Content-based methods have is difficult to find users’ new hobbies, and easy to lead to the information cocoons room problems. Collaborative filtering methods can recommend new item [11], while suffer from data sparsity and cold start [12]. Hybrid methods integrate
the above two types of methods but can’t totally address the aforementioned problems.

Deep learning models have a good performance in news recommendation [13–15]. But these models just maximize the current rewards which just try to recommend similar news. In fact, news recommendation is a long-term task, and only maximizing current rewards may just recommend similar news to users and make them boring. So, we should take future reward into account. Based on deep learning, deep reinforcement learning framework was introduced to news recommendation. Reinforcement learning model selects the next action by calculating the Q(action, state) value of the action space. In this way, the news recommendation model can take future rewards into account. And deep reinforcement learning models utilize neural network to calculate the value of Q which can adapt to a large amount of news as action space. However, most of the existing frameworks either use \( \epsilon - greedy \) [16] strategy or UpperConfidenceBound(UCB) [17] to explore the environment. \( \epsilon - greedy \) may recommend unrelated content, while UCB gets a reward after recommending the same item for multiple times. State-of-the-art reinforcement learning methods [10] use Dueling Bandit Gradient Descent(DBGD) method [22]–[24] to update the weights of the exploration network which is slow to converge.

So we propose DEN-DQL and a new method to simulate online environment to train our model.

In this section, we will first introduce the overall architecture in Section III-A. Then, we will illustrate the simulation of online environment in Section III-B. After that, the deep Q-learning model is covered in Section III-C. Finally, the exploration module is introduced in Section III-D.

A. Overall Architecture

As shown in Figure 1, our model is composed of double explore networks and target network. We use a set of clicked news to train our explore networks. We will use \( \epsilon - greedy \) to select one explore network to choose action and update target network based on its feedback. Then, we use target network to recommend a list of news, and use a list of test news (including clicked news and non-clicked news) to calculate the rewards of our recommended list.

1) DEN-DQL: DEN-DQL agent will use mini batch to train its networks, so that it can calculate the approximate \( Q(state, action) \). Each exploration network set has explore network \( \tilde{Q} \) and shares target network \( Q \). If \( \tilde{Q} \) gives better recommendation result, the target network will be updated towards \( \tilde{Q} \). Otherwise, \( Q \) will be kept unchanged. This update can happen after every recommendation impression happens. The two sets have different methods to obtain parameters of \( \tilde{Q} \). The two networks both work, but we choose one of the set to recommend by \( \epsilon - greedy \) when train our model. And after a certain number of mini batch, agent will compare the two set and update the value of \( \epsilon \). Finally, we use target network to recommend a list of news to test.

2) feedback: We calculate the similarity of recommend list and user’s next behavior, and then calculate the reward. The total reward of our recommend list will be the feedback to agent to update its parameters.

B. Simulation of Online Environment

In order to train our model, we propose a new method to simulate online recommendation environment. The key problem to simulate online environment for recommendation is determining the reward. Here, we use the multiplication with similarity of titles and clicked label as reward. First, the title of the news is the main focus of users, followed by abstracts. So, we use titles to calculate the similarity of recommended news and user’s clicked news. Second, we set clicked label to 1 if the news is clicked, and to \(-1\) if not.

When training, all train news are clicked. And the similarity of clicked news and chosen news is the reward. When test, the test news are consist of clicked and non-clicked news. And for each news in recommended list, we multiply the max similarity and clicked label as reward.

To calculate similarity, we need first switch title to embedding [31]. After that, we use the embeddings of two titles to calculate their cosine similarity. Shown as Equation 1, A and B are word embeddings of two titles

\[
\text{Sim}(A, B) = \frac{A \cdot B}{|A||B|} = \frac{\sum_{i=1}^{n} A_i \times B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \times \sqrt{\sum_{i=1}^{n} B_i^2}} \tag{1}
\]

C. Deep Q-learning Model

Considering the dynamic feature of news recommendation and the need to estimate future reward, we apply Deep Q-Network (DQN) to model the probability that one user may click on news. Under the setting of reinforcement learning, the probability for a user to click on a piece of news (and future recommended news) and user ratings are the rewards that our agent can get. Therefore, we can model the total reward calculated in Equation 2.

\[
Q(s, a) = r_{current} + \gamma r_{future} \tag{2}
\]
State $s$ is represented by the news that a user viewed, action $a$ is represented by news to recommend, $r_{current}$ represents the rewards (i.e., click/no click and user rating) of our recommend news. $r_{future}$ is the agent’s projection of future rewards, and $\gamma$ is a loss factor to mitigate the impact of $r_{future}$.

The algorithm of DQL learning is shown as Algorithm 1.

**Algorithm 1 DQL learning**

1. Initialize state action space $ap$ and update frequency $uf$;
2. Initialize evaluation network $EN$ and target network $TN$;
3. Initialize replay memory $RM$;
4. for each state $s$ do
5. choose action $a$ via explore method;
6. take action $a$ and get next state $s’$ and reward $r$;
7. send transition $(s,a,r,s’)$ to $RM$;
8. $s \leftarrow s’$;
9. end for
10. get a batch of transitions form $RM$;
11. for each transition in batch do
12. if $lt = uf$ then $lt \leftarrow 0$; $TN$ get $EN$ weights.
13. end if
14. calculate $Q(s,a)$ via $EN$;
15. calculate next Q value $Q(s’)$ via $TN$
16. reward of $(s,a)$, $Q(s,a) \leftarrow Q(s,a) + \gamma * Q(s’)$;
17. use $Q(s,a)$ and $Q(s,a)$ to update the weights of $EN$;
18. end for

**D. Exploration Module**

The common strategies to do exploration in reinforcement learning are $\epsilon$ - greedy and UCB. $\epsilon$ - greedy randomly recommend new items with a probability of $\epsilon$, while UCB will select new items for many times which may have larger variance. Obviously, these traditional methods may bring a bad user experience at first. The state-of-the-art [10] introduced DBGD, which only have a set of exploration networks and converges slowly. So, we try to combine DBGD and $\epsilon$-greedy method and propose double exploration networks.

As shown in Figure 2, the agent generates a recommend list $L$ using the network $Q$ and another list $\tilde{L}$ using another network $\tilde{Q}$ from one set of exploration network (the target network of two sets is the same one). Then agent compares the similarity of the two lists and user's clicked list and calculates the reward as feedback. Agent will use these feedback to update its target network. If network $\tilde{Q}$ performs better, set $w = w’$, otherwise do nothing. After fixed recommendation turns, compare the performance of each set and update $\epsilon$.

Through this kind of exploration, the agent can do more effective exploration and converges faster.

**IV. EVALUATION**

**A. Experimental settings**

We conduct experiment on a sampled offline dataset MIND [32]. The MIND dataset for news recommendation was collected from anonymized behavior logs of Microsoft News website and was available on the Kaggle. The data randomly sampled 1 million users who had at least 5 news clicks during 6 weeks from October 12 to November 22, 2019. And to make the dataset more suitable for training our model, we only use the users with a lot of behavioral data. The dataset is consist of behavior and news. Behavior include user’s news click history and user’s click behavior on a list of news (1 for click and 0 for non-click). News include the detailed information of news articles (e.g., category, title, abstract and so on). The dimension of behavior is 50,000 and the dimension of news is 51,280.

In our experiment, we regard all news as action space where our model select actions. Also, we select a set of data from behavior which has a long list of history to train. And we regard click behavior list as test data to test our recommended list.

The parameters settings are shown in Table IV-A. We have down a set of experiments with three values of $\gamma$ to show the advantages of our model.

| Parameter Setting | Setting |
|-------------------|---------|
| epsilon for DQL   | 0.9     |
| epsilon for DEN-DQL| 0.4    |
| epoch             | 25      |
| Future reward discount $\gamma$ | 0.9, 0.6, 0.3 |
| Target network update frequency | 4 |
| Explore network update frequency | 1 |

**B. Evaluation measure**

We train 25 epochs for each history and recommend a list in each epoch after training. We calculate the reward of each recommended list and compare the growth rate of reward. We can judge the convergence of the model by the growth rate and recommended effect through the total reward.

The measure to calculate the reward of recommended list briefly mentioned, and the specific process can be summarized...
as Algorithm 2.

Algorithm 2 Reward of recommended list
1: Initialize total reward \( tr = 0 \);
2: for each news \( rn \) in recommended news list do
3: Initialize \( k = 0 \);
4: for each news \( rn_i \) in test news list do
5: calculate the similarity of \( rn \) and \( tn_i, sim(rn, tn_i) \);
6: if \( sim(rn, tn_i) > sim(rn, tn_i-1) \) then
7: index \( k \leftarrow i \);
8: end if
9: end for
10: maxsim = \( sim(rn, tn_k) \);
11: flag is the click flag of news \( tn_k \);
12: if \( flag = 0 \) then \( flag \leftarrow -1 \);
13: end if
14: \( tr \leftarrow tr + maxsim \ast flag \);
15: end for

To quantitatively demonstrate the convergence rate of different model. We draw the results into curves (cross coordinate is epoch and longitudinal coordinate is the reward of each epoch) and compare the area of the result curves. If two growth curves start and end at close points, the one with bigger area converges faster.

C. Results and Analysis

We compared our model with “DQL + \( \epsilon \ast greedy \)” to show the advantages of the final result. DQL with \( \epsilon \ast greedy \) is a simple model and gets general performance. It is limited to \( \epsilon \ast greedy \) which may recommend random items and lead to low reward. However \( \epsilon \ast greedy \) can help it jump out of local optimum.

We also compared to “DRN” (i.e., DQL + DBGD) to show advantages of quick convergence. As the state-of-the-art, DRN performs better than DQL. It uses not only click labels but also user feature and news feature to recommend news. However, DRN utilizes minor updates to train its network which is slow to converge.

Previous work has demonstrated the advantage of reinforcement learning model for news recommendation [10]. Here we only show our improvement on the basis.

For all compared algorithms, the recommendation list is generated by selecting the items with top-k estimated \( Q(state, action) \) values.

The final results are shown as Figure 3. DQL with \( \epsilon \ast greedy \) converges faster at the beginning of the 25 epochs due to its simple exploration method, but it falls into local optimum and takes several epochs to jump out. However, even if it grows again, it still gets the lowest reward at last. Although DRN and DEN-DQL converge slower, they can fetch higher reward at last.

DEN-DQL converges faster than DRN while they get similar reward. In addition, the convergence rate of DEN-DQL is uneven, and it sometimes shows a jumping growth rate. Instead, the growth rate of DRN has a small fluctuation.

The above phenomenon is due to the different methods of the two model to update networks. DRN adopts minor update. It has two networks, one is the target network and the other one slightly updates every time. If the other one performs better, the target network will be updated to the other on. Otherwise, do nothing. Different from DRN, DEN-DQL has two sets of networks, one set updates slightly and another set updates significantly. And DEN-DQL utilizes \( \epsilon \ast greedy \) to choose one set to update and updates the value of \( \epsilon \) based on the performance of two sets.

We calculate the area of different model curves of the three values of \( \gamma \). Shown as Figure 4. The areas of the three models are growing and the area of DEN-DQL is always the biggest one. That means DEN-DQL converges faster than DRN and performs better than DQL with \( \epsilon \ast greedy \). The average total reward (i.e., the area) is shown as Table IV-C. And we calculate that DEN-DQL increases by 10% on the speed of convergence compared with DRN.

| Model     | Average total reward(area) |
|-----------|-----------------------------|
| epsilon DQL | 64.81                      |
| DRN       | 74.41                      |
| DEN-DQL   | 81.77                      |

V. RELATED WORK

With the continuous progress of information technology, the rapid development and popularization of the Internet, the popularity of software-defined infrastructure all over the world [33], the number of users on the news media has increased sharply and people are able to acquire information conveniently from the cyber space such as Web. The recommend methods can be roughly divided into two categories – traditional methods and deep learning methods. Traditional methods include content-based recommendation methods [1]–[3], collaborative filtering recommendation methods [4]–[6] and hybrid recommendation methods [7]–[9]. Deep learning method is more complex and deep reinforcement method is based on it.

Content-based method has strong stability, which makes it difficult to find users’ new hobbies, and may lead users to the information cocoons. Collaborative filtering method has the ability to recommend new information [11], but it has the problem of data sparsity and cold start [12]. Hybrid method combines the above two methods but still has limitations in accurate recommendation.

As an extension of the above methods, deep reinforcement learning model has come out. But reinforcement learning models need to be trained on online environment. And to improve its performance at first, it needs a huge amount of data to train offline. However, it still needs a lot of time to converge when launch online. What’s more, it is hard to simulate online environment in reinforcement learning for recommendation, especially how to define reward. Although we can train our
model on real apps, this will affect the user experience and the cost is too high. The previous work either train on off-line dataset, or generate data with GAN, or directly apply to commercial apps. And this is inconvenient for model research and experiment.

Therefore, in this paper, we propose a deep Q-learning framework (DQN [21]) and a new method to simulate online environment. The model has a quick convergent exploration strategy based on double exploration network. Double exploration network has two sets of update networks. Both sets have a exploration network and share a target network, and apply a DBGD method [18]–[20]. In one set, we add a small disturbance to the parameters of target network as the parameter input of another network, so that we can obtain the close neighborhood of the current recommender. In the other set, we use a bigger disturbance to obtain the far neighborhood of the current recommender. We use $\epsilon$-greedy method to decide which set will be adopted. And the number of $\epsilon$ will
be dynamic based on the results. When simulating the online environment, we propose judging the click probability by the title similarities and calculating the reward by the product of click-label and similarity.

A. news recommendation algorithms

The research of recommendation algorithm was first studied by the GroupLens research group of the University of Minnesota in the United States. They want to make a movie recommendation system called Movielens, so as to realize the personalized recommendation of movies for users. With the development of recommendation algorithm, three common methods were introduced – content-based method, collaborative filtering recommendation method and hybrid method. Content-based method [1]–[3] mainly extracts the user’s own unique characteristics and project information by analyzing the content information of the project that the user has selected or evaluated, and then recommends them according to the matching situation of the two. It does not need the user’s own opinions on a certain project as a reference. Instead, collaborative filtering recommendation method finds out the groups that may have the same characteristics as the target users from a large amount of information, obtains the items that these users are interested in, and then generates recommendations according to the priority. And, hybrid method is the combination of the two. Different from these traditional methods, our deep reinforcement learning method use networks to model user’s behavior and use user’s feedback (include current reward and future rewards) to update networks.

B. Reinforcement learning for news recommendation

Reinforcement learning for recommendation can be modeled as Contextual Multi-Armed Bandit (MAB) problem [25]–[27]. But these models do not perform well in accurate recommendation. Also, some literature try to formulate it as Markov Decision Process (MDP) [28]–[30], which both consider immediate reward and future reward at the same time. But the MDP model restricted by sparse matrix. The state-or-art solves this issue but needs a lot of time and data to converge. Based on the literature, we propose a MDP framework and use a more brave method to explore so that the framework can be more widely adopted.

C. News similarity

Text similarity refers to the similarity between two articles. The basic method of calculating text similarity is to transform the text into embedding matrix [31], and then calculate the ‘distance’ between embeddings. There are many ways to calculate this ‘distance’ mathematically, such as Cosine similarity, N-gram similarity, Jaccard similarity and so on. In our model, we choose cosine similarity.

VI. CONCLUSION

In this paper, a DQL-based reinforcement learning framework is proposed for news recommendation and a new method is applied to simulate online environment for reinforcement learning. Compared to previous frameworks, our framework can effectively recommend news based on current and future reward and can converge stably and quickly. In addition, we apply an exploration strategy into our framework to reduce the unstable items for recommendation and to explore more effectively. Experiments have demonstrated that our method can improve the convergence speed when training model without harming the accuracy.

For the future work, it will be more meaningful to perfect our simulation of online environment, because simulation will be improved considering many more elements (e.g., in different kinds of news, the relevance of news with similar headlines are different) under online environment.
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