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Abstract

Many studies exist about the selection phase of fungicide resistance evolution, where a resistant strain is present in a pathogen population and is differentially selected for by the application of fungicides. The emergence phase of the evolution of fungicide resistance - where the resistant strain is not present in the population and has to arise through mutation and subsequently invade the population - has not been studied to date. Here, we derive a model which describes the emergence of resistance in pathogen populations of crops. There are several important examples where a single mutation, affecting binding of a fungicide with the target protein, shifts the sensitivity phenotype of the resistant strain to such an extent that it cannot be controlled effectively (‘qualitative’ or ‘single-step’ resistance). The model was parameterized for this scenario for Mycosphaerella graminicola on winter wheat and used to evaluate the effect of fungicide dose rate on the time to emergence of resistance for a range of mutation probabilities, fitness costs of resistance and sensitivity levels of the resistant strain. We also evaluated the usefulness of mixing two fungicides of differing modes of action for delaying the emergence of resistance. The results suggest that it is unlikely that a resistant strain will already have emerged when a fungicide with a new mode of action is introduced. Hence, ‘anti-emergence’ strategies should be identified and implemented. For all simulated scenarios, the median emergence time of a resistant strain was affected little by changing the dose rate applied, within the range of doses typically used on commercial crops. Mixing a single-site acting fungicide with a multi-site acting fungicide delayed the emergence of resistance to the single-site component. Combining the findings with previous work on the selection phase will enable us to develop more efficient anti-resistance strategies.

Citation: Hobbelen PHF, Paveley ND, van den Bosch F (2014) The Emergence of Resistance to Fungicides. PLoS ONE 9(3): e91910. doi:10.1371/journal.pone.0091910

Editor: Joy Sturtevant, Louisiana State University, United States of America

Received August 9, 2013; Accepted February 18, 2014; Published March 21, 2014

Copyright: © 2014 Hobbelen et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Funding: Rothamsted Research receives support from the Biological and Biotechnological Research Council of the United Kingdom. Part of this research was funded by the Department for Environment, Food and Rural Affairs of the United Kingdom (project number PS2712). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Competing Interests: The authors have declared that no competing interests exist.

* E-mail: frank.vandenbosch@rothamsted.ac.uk

Introduction

The evolution of fungicide resistance can be divided into an emergence phase and a selection phase [1,2,3]. In the emergence phase, the resistant strain has to arise through mutation and subsequently invade the pathogen population. In this phase, the number of fungicide resistant lesions is very small and the resistant strain may become extinct due to stochastic variation, in spite of fungicide applications providing the resistant strain with a higher fitness than the sensitive strain. The length of the emergence phase (emergence time) can be defined as the time from the introduction of a new fungicide mode of action until the resistant strain succeeds in building up a large enough sub-population so that it is unlikely to the out due to chance. The evolution of resistance then enters the selection phase in which the application of fungicides increases the frequency of the resistant strain in the pathogen population [1,3].

Fungicide resistance management strategies aim to delay the evolution and spread of resistance in a sensitive pathogen population, while ensuring effective disease control. Due to the differences in the dynamics of the resistant strain between the emergence phase and the selection phase, the usefulness of resistance management strategies may also differ between these two phases. For example, in the selection phase, the frequency of resistance in the pathogen population will generally increase faster for higher dose rates of the fungicide [3]. However, in the emergence phase, there are two opposing effects of dose on resistance evolution: A high dose rate of a fungicide (close to, or at the label recommended dose) may delay the emergence of resistance by reducing the size of the sensitive pathogen population and therefore the number of resistant mutants produced per unit time. However, the smaller pathogen population will reduce the competition between the sensitive and the resistant strain for healthy host tissue to infect and may therefore increase the probability that the resistant mutant invades the pathogen population (Fig. 1). We therefore hypothesize that the choice of dose rate of a fungicide in the emergence phase may change the emergence time in a number of different ways (Fig. 2). If the emergence time is most sensitive to changes in the number of mutations produced per time unit, the emergence time will increase with increasing dose rate of the fungicide. However, if the emergence time is most sensitive to changes in the strength of competition for healthy leaf area, the emergence time will decrease with increasing dose rate of the fungicide.

There is a range of experimental studies on the development of resistance in response to the dose rates of a fungicide and the mixing or alternation of fungicides [4,5,6,7,8,9,10,11,12]. However, in many of these studies resistant strains were either introduced [4,6,13] or were already present at a significant frequency at the start of experiments [7,9,14]. As even a frequency of 1% represents a large population of resistant lesions, these studies describe the selection phase in the evolution of fungicide...
resistance. The effect of fungicide treatment strategies on emergence time can therefore not be determined from the experimental literature.

There are some papers in the biomathematical literature studying the emergence of, what is called, escape mutants [15,16,17]. The models and methods developed give insight into the life-cycle parameters that are of key relevance for the emergence of new pathogen strains. It is however not possible to use these results to study the emergence of fungicide resistance due to the absence of seasonality in host density, and the fact the selection pressure (the fungicide) is not constant through time. Previously we have shown that in the selection phase this periodicity of the host density and the time dependence of the selection pressure are key to understand both the qualitative and quantitative relation between selection for fungicide resistance and fungicide application regimes [1,18,19,20].

To our knowledge, no models have been published that account for the time dependence of key processes as well as the stochastic nature of resistant mutants arising and reproducing to invade a sensitive pathogen population in the emergence phase of the evolution of fungicide resistance. This also holds for models of insecticide and herbicide resistance. The aim of this study was therefore to develop a model for the emergence phase in the evolution of fungicide resistance, which describes the effect of fungicides on mutation and invasion. The model was derived from a successfully tested fungicide resistance model [20] describing the section phase and then parameterized for *Mycosphaerella graminicola* on winter wheat (*Triticum aestivum*).

To show how this model could be used to evaluate resistance management strategies, we determined the effect of the dose rate of a high resistance risk fungicide on the emergence time of resistance in a population of *M. graminicola* on winter wheat for different mutation probabilities, fitness costs of resistance and sensitivity levels of the resistant strain. We also evaluated the usefulness of mixing a high-risk fungicide with a low-risk fungicide for delaying the emergence of resistance. For the analyses in this paper we define a high-risk fungicide as a fungicide prone to substantial efficacy reduction due to a single mutation in the pathogen strain, such that selection for the resistant strain will eventually result in ineffective disease control by the high-risk fungicide used alone. We define a low-risk fungicide as a fungicide for which resistance does not evolve in the pathogen population in the time frame under consideration, but with efficacy that is too low to provide sufficient disease control on its own. These high and low-risk fungicides might typically represent single-site and multi-site acting substances.

**Materials and Methods**

**Type of resistance described by the model**

We developed a model to describe the emergence of resistance to high-risk fungicides which are prone to substantial efficacy reduction due to a single mutation in the pathogen strain. We assume that this single mutation decreases the sensitivity of the resistant pathogen strain to such an extent that the high-risk fungicide loses its ability to provide sufficient disease control of a pathogen population dominated by the resistant strain. The average difference in sensitivity between the sensitive and resistant pathogen populations is then much larger than the difference in sensitivity within these two populations. In that case, it is
reasonable to represent the pathogen population as consisting of one sensitive and one resistant strain. This type of qualitative resistance development has occurred in response to, for example, methyl benzimidazole carbamate (MBC) [21] and quinone outside inhibitor (QoI) fungicides [22,23].

An overview of the model structure

The model describes a resistant strain arising by mutation and reproduction in a sensitive population of M. graminicola on winter wheat in response to solo use of a high-risk fungicide or mixtures of a high-risk and a low-risk fungicide. The main part of the model, which describes the emergence of resistance within growing seasons, consists of a deterministic and a stochastic sub-model (Fig. 3). The deterministic sub-model describes the dynamics of the crop canopy, the sensitive pathogen strain and the variation in the fungicide concentrations in time. This part of the model was derived from a successfully tested fungicide resistance model for the selection phase of fungicide resistance development [20]. It was not necessary to use a stochastic sub-model to describe the seasonal dynamics of the sensitive strain, because the sensitive strain is always present in high enough densities to prevent extinction due to random processes and is well represented by the mean of the process. Using a deterministic sub-model had the advantage of a much shorter simulation times. A stochastic sub-model was used to describe the dynamics of the resistant strain, because the population of resistant lesions is very small and random processes may lead to the extinction of this strain. We assume that the frequency of the resistant strain in the pathogen population is too small to affect the dynamics of the sensitive strain through competition for healthy leaf area.

The structure of the deterministic sub-model

See Figure 3 for a graphical presentation of the model structure. The dynamics of the crop canopy. The model predicts the seasonal dynamics of the canopy in order to account for the availability of healthy leaf area on the growth of the pathogen population. The canopy consists of the combined areas of leaves 1–3 (counting down from the flag leaf, which is designated leaf 1), because this leaf area intercepts the sprayed fungicides. Hereafter, we refer to leaves 1–3 as the “upper leaves” and refer to leaves further down the stem as “lower leaves”. We use the term “density” to refer to leaf area per area of ground. The density of the total leaf area (A) is the sum of the densities of healthy, infected and dead leaf area and increases according to the monomolecular equation [24]:

\[ \frac{dA}{dt} = k(A_{max} - A) \] (1)

In the absence of disease, the seasonal dynamics of the healthy leaf area (H) consist of a growth phase, followed by a plateau and subsequently a senescence phase. The growth phase ends when the flag leaf has completely emerged (GS 39 on Zadoks’ scale). Senescence starts at anthesis (GS 61) and is complete at the end of grain filling (GS 87). The density of healthy leaf area in the absence of disease is described by the equation

\[ \frac{dH}{dt} = k(A_{max} - A) - \sigma(t)H \] (2)

where \( \sigma(t) \) represents the senescence rate. The senescence rate increases exponentially from approximately 0 (<10\(^{-7}\)) at GS 61 to a maximum value of 0.105 at GS 87 according to the function:

\[
\sigma(t) = \begin{cases} 
0, & t < t_{GS61} \\
0.005 \left( \frac{t - t_{GS61}}{t_{GS87} - t_{GS61}} \right) + 0.1e^{-0.02(t_{GS87} - t)^{-1}}, & t \geq t_{GS61}
\end{cases}
\] (3)

This reduces the healthy leaf area at GS 87 to < 1% of the maximum leaf area, which approximates complete senescence. The sensitive pathogen population. The lifecycle of the sensitive pathogen strain is divided into a latent stage \( (L_o) \) with length \( 1/\delta_o \), and an infectious stage \( (I_s) \) with length \( 1/\mu \). During the latent stage, the pathogen grows within the intercellular space in leaf tissues and senescence decreases the density of latent leaf area. At the start of the infectious stage, the pathogen kills the host cells and starts spore production. The rate at which infectious leaf area generates latent leaf area is determined by the product of \( i \) the spore production rate per unit of infectious leaf area \( (\phi_i) \), ii) the probability of a spore landing on the upper leaves of the canopy, iii) the probability of landing on healthy leaf area, given that a spore lands on the upper leaves \( (H/A) \), iv) the infection efficiency, and v) the area occupied by a lesion, which develops after the successful infection of healthy leaf area by one spore \( (\psi) \). Points ii and iv are incorporated in compound parameter \( \epsilon_s \). Hereafter, we refer to this parameter as the infection efficiency.

At the beginning of a growing season, the canopy becomes infected by spores from infectious lesions on lower leaves. The density of leaf area occupied by the infectious stage of the sensitive strain \( (I_s) \) decreases according to the function

\[
\frac{dI_s}{dt} = -\lambda I_s \] (4)

with parameter \( \lambda \) representing the loss rate of infectious leaf area on lower leaves. To constrain complexity, the model is not spatially explicit, hence spores produced by sensitive lesions have the same probability of landing on upper leaves \( (\phi_o/A) \), whether they are produced on lower or upper leaves. This leads to the following equations to describe the dynamics of the sensitive pathogen population:

\[
\frac{dH}{dt} = k(A_{max} - A) - \phi_o A \psi \left( \frac{H}{A} \right) (F_s + I_s) - \sigma(t)H \] (5)

\[
\frac{dL_s}{dt} = \phi_o A \psi \left( \frac{H}{A} \right) (F_s + I_s) - \delta_s L_s - \sigma(t)L_s \] (6)

\[
\frac{dI_s}{dt} = \delta_s L_s - \mu I_s \] (7)

The impact of fungicides on the sensitive pathogen strain. Both the low-risk and high-risk fungicides were represented as having protectant activity, which reduced the infection efficiency of the sensitive strain \( (\epsilon_s) \). The high-risk fungicide was also represented as having eradicant activity. Eradicant activity was defined here as the ability of the fungicide to slow fungal growth during the latent period (fungistatic activity), rather than converting latent leaf area back into healthy tissue. Thus, symptom expression was delayed or prevented during the life of the crop canopy. This representation fits well with the observation that fungicides with “eradicant” activity can only provide effective
control of visible symptoms if treatments are applied prior to half way through the latent period. We therefore assumed that the eradicant activity of the high-risk fungicide increased the length of the latent stage of the sensitive strain \((1/d_s)\). The infection efficiency depends on the concentrations of the low-risk \((C_A)\) and high-risk fungicides \((C_B)\) according to the function:

\[
\varepsilon = \varepsilon \left(1 - z_A \left(1 - e^{-\beta_A C_A} \right) \right) \left(1 - z_B \left(1 - e^{-\beta_B C_B} \right) \right)
\]  

(8)

The length of the latent stage depends on the concentration of the high-risk fungicide according to the function:

\[
\frac{1}{d_s} = \frac{1}{d} \left(1 - z_B \left(1 - e^{-\beta_B C_B} \right) \right)
\]  

(9)

In these equations, parameters \(\varepsilon\) and \(1/d\) represent the infection efficiency and the length of the latent stage of the sensitive pathogen strain in the absence of fungicides, respectively. Parameter \(z_A\) represents the maximum possible reduction of the infection efficiency by the low-risk fungicide and parameter \(\beta_A\) determines the curvature of the dose-response curve. Parameter \(z_B\) represents the maximum possible reduction of the life-cycle parameters of the sensitive strain by the high-risk fungicide and parameter \(\beta_B\) determines the curvature of the dose-response curve. The concentrations of the low-risk \((C_A)\) and high-risk fungicides \((C_B)\) decay in time according to the functions:

\[
\frac{dC_A}{dt} = -v_A C_A
\]  

(10)

\[
\frac{dC_B}{dt} = -v_B C_B
\]  

(11)

with \(v_A\) and \(v_B\) representing the decay rates of the low-risk and high-risk fungicides, respectively.

This leads to an exponential decay of the activity of the fungicides in time, with the loss of activity highest just after application of the fungicides. To explore the effect of the type of function used to describe the decay of the activity of fungicides on the emergence time, we also determined emergence times using a gamma distribution for the rate of fungicide decay in time. (Text S1). This change did not affect the qualitative conclusions about the effect of the dose rate of a high-risk fungicide on the emergence of resistance or the usefulness of mixtures of a low-risk and a high-

Figure 3. The structure of the simulation model. The model describes the emergence of a resistant pathogen strain (R) in a sensitive population (S) of \(M. graminicola\) on winter wheat in response to applications of a high-risk fungicide.

doi:10.1371/journal.pone.0091910.g003
risk fungicide for delaying the emergence of resistance to the high-risk fungicide (Text S1).

Fungicide dose response curves

Figure 4 shows the model predictions for the loss of healthy area duration, an indicator of yield [25], due to an average epidemic *M. graminicola* on winter wheat in the United Kingdom as a function of the dose rate in case of solo use of the low-risk fungicide and solo use of the high-risk fungicide for the scenario assuming exponential decay of fungicides.

The structure of the stochastic sub-model

We used a modified version of Gillespie’s stochastic simulation algorithm [26] to simulate the dynamics of the number of lesions of the resistant strain within a growing season. To use this algorithm, firstly, all possible events in the model which change the number of resistant lesions are labelled. Secondly, equations must be derived for the average rates at which these events occur at a given time *t* within a growing season. If *N* represents the total number of events, we labelled each event and corresponding event rate as *E* and *R* , respectively, with subscript *i* ∈ [1, *N*]. The modified version of Gillespie’s stochastic simulation algorithm calculates the size of the next time step (*Δ*ₜ) as the maximum step that can be taken while satisfying the following condition for the change in event rates (*R*) during a time step:

\[
\{R_i(t + \Delta t) - R_i(t)\} \leq \eta |R_i(t)|
\]  

This condition limits the absolute change in any event rate *R*ᵢ during a time step to a certain fraction *η* of the value of this event rate at time *t* in order to ensure the accuracy of the stochastic simulation algorithm [26]. Parameter *η* is conventionally set to 0.03 [26] and we used this value in our simulations. The number of times that an event *E*ᵢ occurs during a time step is subsequently determined by drawing from a Poisson distribution with mean *R*ᵢ(*t*)Δₜ. Below, we describe the events which change the number of lesions of the resistant strain and derive equations for the average rates of these events.

Events and event rates. The stochastic sub-model describes the variation in the number of lesions of the resistant pathogen strain in time. The life-cycle of the resistant strain is divided into a latent (*Lᵢ*) stage with length (1/ᵦᵢ) and an infectious stage (*Iᵢ*) with length (1/ᵢᵢ). Latent lesions may die as a result of senescence. New latent lesions form as a result of infection by mutant spores from the sensitive strain and by spores from infectious lesions of the resistant strain on upper (*Iᵢ*) and lower leaves (*Fᵢ*). This leads to a total of six events, which can change the number of lesions of the resistant strain on upper and lower leaves.

The first event (E₁) is the successful infection of healthy leaf area by a mutant spore produced by the sensitive strain. Mutant spores can be produced by the sensitive pathogen population on upper and lower leaves. The number of new latent lesions generated per time unit is determined by the product of i) the leaf area occupied by infectious lesions of the sensitive strain, ii) the spore production rate per unit of infectious leaf area (ᵦᵢ), iii) the probability of a spore having the resistant genotype (ᵦᵢ), iv) the probability of a spore landing on the upper leaves of the canopy, v) the probability of landing on healthy leaf area, given that a spore lands on the upper leaves (H/A), and vi) the infection efficiency of a resistant spore.

The amount of infectious leaf area is determined by the product of the density of infectious leaf area (Fᵢ + Lᵢ) and the size of the wheat growing area (*A*). Points iv and vi are incorporated in compound parameter *ᵦᵢ*. We assumed that spores produced by resistant lesions have the same probability of landing on upper leaves (included in compound parameter *ᵦᵢ*) whether they are produced on lower or upper leaves. The average number of new latent lesions generated per time unit by infectious leaf area on both upper and lower leaves is then:

\[
R₁ = \phi₁ᵦᵢ A \left( \frac{H}{A} \right) (Fᵢ + Lᵢ)
\]  

If this event occurs, the number of latent lesions of the resistant strain increases by one.

The second event (E₂) is the successful infection of healthy leaf area by a spore from an infectious lesion of the resistant strain. The average number of latent lesions generated per time unit by infectious lesions of the resistant strain on both upper and lower leaves is determined by the product of i) the total number of infectious lesions of the resistant strain (*Fᵢ + Lᵢ*), ii) the spore production rate per infectious lesion (ᵦᵢ), iii) the probability of a spore landing on the upper leaves of the canopy, iv) the probability of landing on healthy leaf area, given that a spore lands on the upper leaves (H/A) and v) the infection efficiency of a resistant spore. Points iii and iv are incorporated in compound parameter *ᵦᵢ*. The average number of new latent lesions generated per time unit by infectious lesions of the resistant strain is then:

\[
R₂ = \phiᵦᵢ A \left( \frac{H}{A} \right) (Fᵢ + Lᵢ)
\]
If this event occurs, the number of latent lesions of the resistant strain increases by one.

The third event \( (E_3) \) is the senescence of a latent lesion \( (L_r) \). The average number of latent lesions which die per unit time as a result of senescence of green leaf area is

\[
R_3 = \sigma(t)L_r
\]

with senescence rate \( \sigma(t) \). If this event occurs, the number of latent lesions of the resistant strain decreases by one.

The fourth event \( (E_4) \) is the transition from a latent \( (L_r) \) to an infectious lesion \( (I_r) \). The average number of latent lesions which becomes infectious per unit of time is

\[
R_4 = \delta_r L_r
\]

with development rate \( \delta_r \) equal to the inverse of the length of the latent period. If this event occurs, the number of latent lesions of the resistant strain decreases by one and the number of infectious lesions of the resistant strain on upper leaves increases by one.

The fifth event \( (E_5) \) is the death of an infectious lesion on lower leaves \( (F_r) \). The average number of infectious lesions on lower leaves dying per unit of time as a result of reaching the end of the infectious period is

\[
R_5 = \mu F_r
\]

with mortality rate \( \mu \) equal to the inverse of the length of the infectious period.

If this event occurs, the number of infectious lesions of the resistant strain on lower leaves decreases by one.

The sixth and last possible event \( (E_6) \) is the death of an infectious lesion on upper leaves \( (F_r) \). The average number of infectious lesions on upper leaves dying per unit of time as a result of reaching the end of the infectious period is

\[
R_6 = \mu I_r
\]

with mortality rate \( \mu \) equal to the inverse of the length of the infectious period. If this event occurs, the number of infectious lesions of the resistant strain on upper leaves decreases by one.

**Fitness costs of resistance and the impact of fungicides on the resistant strain.** In the stochastic sub-model, which describes the dynamics of the resistant strain, fitness costs of resistance to the high-risk fungicide were assumed to reduce the infection efficiency of the resistant strain by a fraction \( \omega \). The protectant low-risk fungicide was assumed to reduce the infection efficiency of the resistant strain \( \omega \). When resistance to the high-risk fungicide was represented as being partial (incomplete), the protectant activity of the high-risk fungicide reduced the infection efficiency and the eradicant activity of the high-risk fungicide increased the length of the latent stage of the resistant strain, \( 1/\delta_r \).

The infection efficiency of the resistant strain depends on the fitness costs of resistance and the concentrations of the low-risk \( (C_A) \) and high-risk fungicides \( (C_B) \) according to the function:

\[
e_r = \omega(1-\omega)\left(1-z_{B,r}(1-e^{-\beta B C_B})\right)\left(1-z_{A,B}(1-e^{-\beta A C_A})\right)
\]

The length of the latent stage of the resistant strain depends on the concentration of the high-risk fungicide according to the function:

\[
\frac{1}{\delta_r} = \frac{1}{\delta}(1-z_{B,r}(1-e^{-\beta B C_B}))
\]
infectious leaf area [27] by the length of the infectious period in degree- days [18]. The area occupied by one M. graminicola lesion ($\phi$) was taken from [29]. The product of the infection efficiency ($\epsilon$), the spore production rate per infectious leaf area ($\phi$) and the area occupied by one M. graminicola lesion ($\phi$) has the same value as the transmission rate parameter ($\rho$) in [19]. The infection efficiency ($\epsilon$) was therefore calculated as $\epsilon = \rho / (\phi \phi)$. We set the size of the winter wheat growing area in Europe during the years 2000–2008 (Eurostat, the statistical office of the European Union). We subsequently chose the value of parameter $\theta$ such that the median emergence time at half dose rates of the fungicide amounted to ten years for the default scenario (see below). This resulted in mutation probability $\theta$ amounting to $1.13 \times 10^{-16}$. We used ten years, because this is an average time for the period from the introduction of a high-risk fungicide on the market until the first detection of resistant strains in European crops [29]. It should be noted that the emergence of resistance is influenced by the product of the size of the parameters $\theta$ and $\theta$ (Eq. 13). There are many combinations of the values of parameters $\theta$ and $\theta$ which result in the same product. To avoid confusion, it should be noted that the mutation probability $\theta$ is not the same as the mutation rate. In this paper, we define the mutation rate as the number of mutant spores with a resistant genotype produced per time by the sensitive pathogen population.

Emergence criterion

We define the emergence time as the number of growing seasons from the introduction of a new fungicide mode of action on the market until the resistant subpopulation has reached a size that makes extinction due to stochastic processes unlikely. We used a fixed emergence threshold of 30 resistant lesions at the start of a growing season to determine whether the size of the resistant subpopulation was large enough to have emerged. At or above this emergence threshold, the probability of the resistant strain becoming extinct during a period of 100 years in the absence of new mutations varied between 0–3%, depending on the simulated scenario (see below). To assess the accuracy of this emergence threshold we defined an alternative emergence threshold and compared results. For the alternative, we calculated emergence thresholds specific for each scenario as the lowest possible number of resistant lesions at the start of a growing season for which the probability of the resistant strain becoming extinct during a period of 100 years in the absence of new mutations was < 5%. Emergence times were very similar for both types of emergence thresholds (Text S1). The emergence times for all simulations in the main text are determined using a fixed threshold of 30 resistant lesions at the start of a growing season. This corresponds to a frequency of resistance in the total pathogen population at the start of the growing season of $2.4 \times 10^{-15}$%.

Simulations

Having parameterized the model, we first simulated the dynamics of the resistant strain during a 1000-year period before the introduction of the fungicide to study the possibility that a resistant strain might already be present in the pathogen population at numbers above the emergence threshold, prior to the introduction of the fungicide on the market. We subsequently determined the effect of the dose rate of the high-risk fungicide on the emergence time of the resistant strain, for different values for the mutation probability, fitness costs of resistance and the sensitivity of the resistant strain to the fungicide. In all scenarios, the high-risk fungicide was applied twice during each growing season which corresponds to a standard UK treatment pro-gramme [30]. The first spray each season was applied at the full emergence of leaf 3 (approximately GS 32) and the second spray was applied at complete emergence of leaf 1 (GS 39), counting down from the flag leaf. For each scenario, we varied the dose rate of the high-risk fungicide from 10% to 100% of the label recommended dose in steps of 10% and performed 5000 simulations per dose rate. The median emergence time was stable for this number of repetitions (Text S1).

We first determined the effect of the dose rate of the high-risk fungicide on the emergence time for the default scenario. In the default scenario, i) fitness costs were assumed to reduce the infection efficiency of the resistant strain by 10%, ii) resistance to the high-risk fungicide was assumed to be complete, and iii) the mutation probability was chosen such that the median emergence time at half dose rates was 10 years. To determine the effect of variations in the mutation probability on the emergence time, we performed simulations with a mutation probability amounting to 0.1, 0.2, 5 and 10 times the mutation probability in the default scenario. To determine the effect of variation in the fitness costs of resistance on the emergence time, we performed simulations with the reduction of the infection efficiency increasing from 2.5 to 15% in steps of 2.5%, while keeping the values of other parameters the same as the default scenario. Finally, to determine the effect of variation in the sensitivity of the resistant strain to the high-risk fungicide, we performed simulations with the maximum reduction of life-cycle parameters by the high-risk fungicide increasing from 5 to 20% in steps of 5% ($\phi_{GR}$ varying from 0.05 to 0.2 in steps of 0.05, respectively), while keeping the values of other parameters the same as the default scenario.

We also determined the effect of mixing a low-risk with a high-risk fungicide on the emergence time of resistance for the default scenario only. Both fungicides were applied twice during each growing season, as described above. We varied the dose rates of both the low-risk and high-risk fungicides in the mixture from 10% to 100% of the label recommended dose in steps of 10%. We determined the emergence time for all possible combinations of these dose rates and performed 5000 simulations per combination of dose rates.

Results

The dynamics of the resistant strain in the absence of fungicides.

In the absence of fungicide, the resistant strain arises in the pathogen population through mutation, but fitness costs of resistance prevent it from building up a large number through drift. The temporal dynamics of the resistant strain in the absence of fungicides is characterized by the alternation of short periods during which the resistant strain is present, with periods during which the resistant strain is absent (Fig. 5). Increasing the mutation probability increases the percentage of time that the resistant strain is present in the pathogen population, while increasing the fitness costs of resistance decreases this percentage. The probability of the resistant strain having already emerged when a new fungicide mode of action is introduced equals the probability that the number of resistant lesions at the start of a growing season exceeds the emergence threshold (30 resistant lesions) in the absence of fungicides. This probability amounted to $\leq 0.16$% for all simulated values of the mutation probability and fitness costs of resistance.
The effect of the dose rate of the high-risk fungicide on the emergence time

We first determined the effect of dose rate of the high-risk fungicide on the emergence time for the default scenario, which assumes a 10% reduction of the transmission rate due to fitness costs of resistance, complete resistance to the fungicide and a mutation probability of 1.13×10⁻¹⁶. For this scenario, the median emergence time initially decreased sharply with increasing fungicide dose, but was much less sensitive to changes in dose when fungicide dose rates increased above approximately 50% of the labelled recommended dose (Fig. 6A). The distribution of the emergence time for a given dose rate was skewed to the right (Fig. 6B) and the size of 95% confidence interval of the emergence time was large with upper boundaries at least 38 years higher than lower boundaries.

The sensitivity of the emergence time to changes in parameter values

We subsequently determined the sensitivity of the emergence time to changes in the mutation probability, the fitness costs of resistance and the sensitivity of the resistant strain to the high-risk fungicide. Multiplying the mutation probability with a factor 10 decreased the median emergence time by a factor 4.3–6.3 while dividing the mutation probability by a factor 10 increased the median emergence time by a factor 7.9–9.9, depending on the dose rate of the high-risk fungicide (Fig. 7A). Changing the size of the wheat growing area has a similar effect on the emergence time as changing the mutation probability, because the emergence time is influenced by the product of both parameters. Decreasing the fitness costs of resistance from 10 to 2.5% (reduction of the infection efficiency of the resistant strain) decreased the emergence time initially decreased sharply with increasing fungicide dose, but was much less sensitive to changes in dose when fungicide dose rates increased above approximately 50% of the label recommended dose (Fig. 6A). The distribution of the emergence time for a given dose rate was skewed to the right (Fig. 6B) and the size of 95% confidence interval of the emergence time was large with upper boundaries at least 38 years higher than lower boundaries.

### Table 1. The definitions, values and dimensions of model parameters.

| Parameters | Definition | Value | Dimension |
|------------|------------|-------|-----------|
| γ          | Growth rate of leaf area | 1.26×10⁻² | t⁻¹b |
| Amax       | Maximum density of leaf area | 4.1 | leaf area per area of ground |
| σ(t)       | Senescence rate | Eq. 3 | t⁻¹ |
| h           | The size of the wheat growing area | 3.5×10⁵ | km² |
| All pathogen strains | | | |
| δ           | Loss rate of infectious leaf area/lesions on lower leaves | 8.5×10⁻³ | t⁻¹ |
| ψ           | The area occupied by one lesion | 0.3×10⁻¹ | km² |
| φ           | Spore production rate per unit of infectious leaf area | 7.3×10¹² | t⁻¹ km⁻² |
| ε           | Infection efficiency in the absence of fungicides and fitness costs of resistance | 9.5×10⁻⁵ | . |
| 1/δ         | Length of the latent stage in the absence of fungicides | 266 | T |
| 1/μ         | Length of the infectious stage | 456 | T |
| Sensitive pathogen strain | | | |
| A0         | Initial density of infectious lesions on lower leaves | 1.09×10⁻² | leaf area per area of ground |
| εr         | Infection efficiency in the presence of fungicides | Equation 8 | t⁻¹ |
| 1/δr       | Length of the latent stage in the presence of fungicides | Equation 9 | T |
| θ           | Mutation probability | Variable | . |
| Resistant pathogen strain | | | |
| εr         | Infection efficiency in the presence of fungicides and/or fitness costs of resistance | Equation 18 | t⁻¹ |
| 1/δr       | Length of the latent stage in the presence of fungicides | Equation 19 | T |
| εo         | The fraction by which the infection efficiency of the resistant strain is reduced due to fitness costs of resistance | Variable | . |
| Dose-response curve and decay rate parameters | | | |
| σA        | Maximum reduction of the infection efficiency of the sensitive and resistant strain by the low-risk fungicide | 0.48 | . |
| σB, σR     | Maximum reduction of the life-cycle parameters of the sensitive (σA) and resistant strain (σB) by the high-risk fungicide | 1, variable | . |
| βA, βB     | Curvature parameter of the dose-response curve for the low-risk (βA) and high-risk fungicide (βB) | 9.9, 9.6 | . |
| vA, vB     | Decay rate of the low-risk (vA) and high-risk fungicide (vB) | 6.9×10⁻³, 1.1×10⁻² | t⁻¹ |

*Parameter values were taken from [18], except for parameters γ, ψ, φ and θ. The estimation of the values of these parameters is described in the text.

The character 't' represents degree-days.

Lower leaves are leaves that emerged before leaf 3, when counting down from the flag leaf (flag leaf = 1).

A compound parameter which combines the infection efficiency and the probability of a spore landing on the upper leaves of the canopy (see text).

Dimensionless.

See the text for the range of values of parameters θ, εo and σB, in the simulations.

doi:10.1371/journal.pone.0091910.t001
time by a factor 1.3–1.9, while increasing fitness costs of resistance from 10 to 15% increased the median emergence time by a factor 1.1–2.5, depending on the dose rate of the high-risk fungicide (Fig. 7B). The effect of varying the sensitivity of the resistant strain to the high-risk fungicide on the emergence time was determined by increasing the maximum possible reduction of the life-cycle parameters of the resistant strain by the high-risk fungicide from 0 (complete resistance) to 20%. This increased the median emergence time by a factor 1.1–1.6, depending on the dose rate of the high-risk fungicide (Fig. 7C). The emergence time was most sensitive to changes in these parameters for low dose rates of the high-risk fungicide. The size of the 95% confidence interval of the emergence time increased or decreased when the median emergence time increased or decreased due to the variation in parameter values described above.

For all parameter settings described above, varying the dose rate of the high-risk fungicide had the same qualitative effect on the median and 95% confidence interval of the emergence time as for the default scenario.

**The usefulness of mixing a low-risk with a high-risk fungicide to delay the emergence of resistance**

Mixing a low-risk with a high-risk fungicide delayed the emergence of resistance to the high-risk fungicide in comparison to solo use of the high-risk fungicide at the same dose rate in the mixture (Table 2). For a fixed dose rate of the high-risk fungicide, the delay in the emergence time initially increased with an increasing dose rate of the low-risk fungicide, but became much less sensitive when the dose rate of the low-risk fungicide increased above approximately 50% of the label recommended dose. For a fixed dose rate of the low-risk fungicide, the emergence time initially decreased sharply with an increasing dose rate of the high-risk fungicide, but was much less sensitive when dose rates of the high-risk fungicide increased above approximately 50% of the label recommended dose. The emergence time was delayed most by mixing the lowest dose rate of the high-risk fungicide with a dose rate of the low-risk fungicide higher than approximately 50% of the label recommended dose.

**Discussion**

To our knowledge, this is the first time that a model structure is presented to describe the emergence of resistance to high-risk fungicides in a pathogen population. The model consists of a deterministic sub-model to describe the dynamics of the host and the sensitive pathogen population. The resistant strain occurs in very low densities during the emergence phase and stochastic processes determine when resistant mutants arise and whether they survive or not. A stochastic sub-model was therefore used to describe the dynamics of the resistant strain. Although the model structure is generic and could be applied to many foliar pathosystems on determinate crops, we have as an example parameterized the model to describe the emergence of resistance in *M. graminicola* on winter wheat. For this specific system, we evaluated the effect of the dose rate of a high-risk fungicide on the emergence time of the resistant strain. We also determined the effect of mixing a high-risk fungicide with a low-risk fungicide on the emergence time of resistance to the high-risk fungicide. The model output suggests that the emergence time initially sharply decreases with increasing dose rate of the high-risk fungicide, but is virtually insensitive to changes within the range of higher dose rates typically needed for effective control of pathogens in commercial crops. This pattern was similar for a range of values for the mutation probability, fitness costs of resistance and sensitivities of the resistant strain to the high-risk fungicide. Mixing a high-risk fungicide with a low-risk fungicide delayed the emergence of resistance to the high-risk fungicide in comparison to solo use of the high-risk fungicide.

**Explanation of the model output**

The initial sharp decrease in emergence time with increasing dose rate of the high-risk fungicide shows that the emergence time is more sensitive to a reduction in the competition for healthy leaf between the resistant and sensitive strain than to a reduction in the number of mutants generated per time unit. The sensitivity of the emergence time to changes in the dose rate of the high-risk fungicide is virtually negligible at higher dose rates. This effect of dose on emergence time is caused by the high curvature of the dose-response curve resulting in the asymptote being reached at quite a low fungicide dose. As a result, the impact of the high-risk fungicide on the density of the sensitive strain will be similar for dosages above 0.4. The number of mutants generated per time unit and the availability of healthy leaf area which both depend on the size of the sensitive pathogen population, are therefore also approximately constant for dose rates larger than 0.4. This explains the approximately constant emergence time for these dose rates.

The delay in the emergence of resistance by mixing a high-risk fungicide with a low-risk fungicide occurs because the low-risk fungicide i) further decreases the size of the sensitive pathogen population and therefore the number of mutants generated per time unit, and ii) decreases the infection efficiency and therefore the survival probability of the resistant strain. The sensitivity of the emergence time to changes in the dose rate of the low-risk fungicide (for constant dose rates of the high-risk fungicide) is much less at higher dose rates, for similar reasons to those described for high-risk fungicides above.
Comparison to the literature

Most experimental studies describe the development of fungicide resistance in response to different treatment strategies for the selection phase [4,5,6,7,8,9,10,12]. To our knowledge, there are four experimental studies which report the evolution of fungicide resistance in a sensitive laboratory population. In these studies fungicide resistance either did not evolve [31,32] or was already emerged (frequencies ≥ 1%) when detected [32,33,34]. The effect of fungicide treatment strategies on the time to the emergence of resistance can therefore not be determined from these studies.

There is modelling literature on the development of fungicide resistance in response to for example the dose rate, spray frequency and spray coverage of a fungicide [35,36,37,38,39,40] and in response to concurrent, sequential, alternating or mixture use of fungicides [18,19,35,40,41,42,43]. The models in virtually all of these studies were deterministic and are therefore unable to account for the stochastic nature of the dynamics of the resistant strain in the emergence phase. To our knowledge, there are two modelling studies which describe the dynamics of the resistant strain during a part of the emergence phase as well as during the selection phase. In one of these studies [2], as is the case for our model, the dynamics of the resistant strain in the emergence phase were described using a stochastic model and the dynamics of the resistant strain during the selection phase were described using a deterministic model. However, contrary to our model, the emergence phase was assumed to last only until the first resistant mutant arose and the model did not therefore account for the possibility that a mutant may subsequently become extinct due to random processes. As a result, it was suggested that the length of the emergence phase increased with an increasing degree of control of the sensitive pathogen population by fungicides, which decreased the mutation rate. In our model, the mutation rate also decreases with increasing dose rates of fungicides (due to a smaller sensitive pathogen population), but the emergence time of resistance was predicted to decrease with increasing fungicide dose rates, due to the increased survival probability of resistant mutants at higher dose rates.

In the second modelling study [44], the resistant strain was introduced at the start of simulations and its dynamics in response to applications of a high-risk fungicide were described using a
stochastic model. No clear distinction was made between the emergence phase and the selection phase and the effect of the dose rate of a fungicide on the length of the emergence time was not determined. The output of the model suggested that the resistant strain can only invade a sensitive pathogen population when the fitness of the resistant strain is high enough compared to the fitness of the sensitive strain in the presence of fungicides. Our model results show that resistance always emerged in a population of M. graminicola on winter wheat for all simulated dose rates of the high-risk fungicide, and scenarios for fitness costs of resistance and partial resistance. However, our model results show that decreasing the fitness of the resistant strain relative to the sensitive strain, by increasing fitness costs of resistance or increasing the sensitivity of the resistant strain to the high-risk fungicide, increases the emergence time. Further decreasing the relative fitness of the resistant strain in our model simulations decreases the probability of emergence below 100% (results not shown).

Implications for resistance management

Hobbelen et al. [18] defined the effective life of a fungicide as the time from the start of a treatment until the loss of effective disease control. They subsequently used the term “effective life” to indicate the number of years that different treatment strategies were able to provide disease control in the selection phase only [18,19]. However, the time from the start of a treatment until the loss of effective disease control above includes both the emergence phase and the selection phase. Below, we use the term “effective life” to indicate the emergence time plus the number of years that a fungicide can provide effective disease control in the selection phase.

When resistance is detected in the field for the first time, it is likely that the resistant strain is already present at a frequency of one percent or more in certain areas. To reach that point, the pathogen population has been evolving by emergence and selection for many generations. Hence, much of the opportunity to slow evolution has already been lost if anti-resistance strategies are put in place in response to detection. Strategies need to be
implemented at introduction. This raises two new questions. Does the treatment strategy which is most effective at delaying resistance emergence differ from the treatment strategy which is most effective at slowing selection? If so, which of these two strategies should be used?

For solo use of a high resistance risk fungicide, the median emergence time of resistance was highest for the lowest dose rate of the high-risk fungicide that could provide effective control of an average epidemic of *M. graminicola* on winter wheat. Hobbelen et al. [18,19] determined the effect of the dose rate of a high-risk fungicide on the number of years that a high-risk fungicide can provide effective disease control in the selection phase for the same host-pathogen system. Their analyses showed that this number of years was constant or slightly decreased with increasing dose rate of the high-risk fungicide. This result was consistent for a range of host-pathogen systems. As a result, the model cannot be used to describe the development of the canopy of cereal crops other than winter wheat. Similarly, the division of the life cycle of fungal pathogens into latent and infectious stages is representative of all fungal pathogens.

The division of our model into deterministic and stochastic submodels is to some extent artificial, because stochastic processes will not only influence the dynamics of the resistant strain, but also the dynamics of the host and the sensitive pathogen population. However, such a division is justified when the density of the host and the sensitive pathogen population are so high during most of the growing season that extinction due to stochastic processes is highly unlikely. The advantage of using a deterministic instead of a stochastic model to describe large populations is the much shorter simulation time.

There are also a number of limitations to the generality of the model. Firstly, the sensitivity of pathogen strains is assumed to be constant in time. As a result, the model cannot be used to describe a quantitative type of resistance development, characterised by a gradual decrease in sensitivity of the pathogen population due to the accumulation of mutations over time. The best strategy for delaying the emergence of strains with sharply decreased sensitivity due to a single mutation may not be the best strategy for delaying the emergence of strains in which the reduction in sensitivity due to each mutation is relatively small. A second

| Dose rate of the low-risk fungicidea | Dose rate of the high-risk fungicidea |
|-------------------------------------|-------------------------------------|
| 0                                  | 10                                 |
| 20                                 | 50                                 |
| 30                                 | 80                                 |
| 40                                 | 90                                 |
| 50                                 | 100                                |

*aThe low-risk fungicide was assumed to be not at-risk of resistance development, but unable to provide sufficient disease control when used alone. The resistant strain was assumed to be completely insensitive to the high-risk fungicide.

*bThe emergence times in the table were calculated for the default scenario, which assumes that i) fitness costs of resistance reduce the infection efficiency of the resistant strain by 10%, ii) resistance to the high-risk fungicide is complete and iii) a mutation probability amounting to 1.13*10^-16.

*cFungicide doses are expressed as a fraction of the label recommended dose.

*dCombinations of dose rates of the low-risk and high-risk fungicide that do not provide sufficient control of an average epidemic of *M. graminicola* on winter wheat. Effective disease control was defined as a disease-induced loss of healthy leaf area duration during the yield forming period equal to or below 5% [18].

doi:10.1371/journal.pone.0091910.t002

The Emergence of Resistance to Fungicides
Priorities for future research

This initial analysis of fungicide resistance emergence opens several lines of future enquiry. Although several experiments have shown that environmental stress (caused by nutrient limitation, UV light, oxidative stress, antibiotic exposure or low pH) can increase the mutation rate in bacteria [45,46,47,48], a recent review [3] found no published studies on the effect of the dose rate of fungicides on the probability of mutations which decrease the sensitivity of pathogens to fungicides. Future work should test if there is a relationship between dose rate and the probability of such mutations, as this may change the current conclusion that mixing a low-risk with a high-risk fungicide increases the emergence time.

It would be useful to develop a stochastic model that describes both the emergence phase and the selection phase in the evolution of fungicide resistance. This would allow the calculation of a distribution for the time from the introduction of a fungicide on the market to the loss of effective disease control due to the evolution of resistance. In addition, a spatial version of such a model would provide insight into spatial differences in the evolution of resistance. At the end of the emergence phase the number of resistant lesions in the pathogen population is very small and large areas will still be occupied by a completely sensitive pathogen population. The time from the introduction of a fungicide on the market to the loss of effective control will therefore differ between wheat growing regions, depending on the rate of dispersal.

So far, we have used our model to analyse the effect of the dose rate of a high-risk fungicide on the emergence time of resistance and the usefulness of mixing a low-risk and a high-risk fungicide for delaying the emergence of resistance to the high-risk fungicide. The usefulness of other anti-resistance strategies remains to be evaluated. Finally, more research is needed to determine the effect of exposure to a mixture of fungicides on the life-cycle parameters of pathogen strains. In this model, we have assumed that fungicides act independently on life-cycle parameters. Deviations from this assumption will change the efficacy of fungicide mixtures and therefore the size of the sensitive pathogen population, which in turn influences the mutation rate and the ability of mutant spores to survive.

Model testing

In order to experimentally determine the emergence time of resistance, an emergence threshold must be defined above which the resistant strain is unlikely to become extinct if the fungicide treatment continues. The emergence threshold in our model was defined as the number of resistant lesions at the start of a growing season giving a specified low probability of extinction in the absence of new mutations. In experiments, it would not be possible to use this threshold as the generation of new mutations by the sensitive pathogen population cannot be stopped. It is therefore difficult to experimentally determine the length of the emergence phase in the evolution of resistance. However, it may be possible to design experiments that determine the time that it takes for a resistant strain to arise in a completely sensitive pathogen population and subsequently invade this population until it constitutes a specified very small threshold frequency in the pathogen population. It is important to note that the emergence threshold is a number of resistant lesions, which applies irrespective of the size of the sensitive pathogen population. For small pathogen populations, the emergence threshold corresponds to a higher frequency of the resistant strain in the pathogen population than for a large pathogen population and the required sample size to detect the resistant strain early may be less. However, for smaller populations, the time until a resistant mutant arises will be longer than for a large pathogen population.

Conclusion

In this study, we formulated a model structure to describe the emergence of resistance in a sensitive pathogen population. The resistance simulated was representative of observed cases where a mutation affecting the target protein results in a large shift in sensitivity. We subsequently showed how the model could be used to evaluate the usefulness of treatment strategies for delaying the emergence of such resistance. There are important conclusions from the model output which have implications for practical resistance management. In the absence of previous exposure to high-risk fungicides with the same mode of action, the model output suggests that resistance to high-risk fungicides is likely to emerge after their introduction on the market, making it important that anti-resistance strategies implemented at introduction are effective against both emergence and selection. Our analysis suggests that the dose and mixture treatment strategies which have been shown previously to reduce selection for resistance in the selection phase, may also be effective in prolonging the emergence phase in the evolution of resistance to fungicides.

Supporting Information

Text S1 Robustness of model outputs (emergence time) to structural model changes (fungicide decay rate, definition of emergence threshold).

Acknowledgments

Rothamsted Research receives support from the Biotechnology and Biological Sciences Research Council (BBSRC) of the United Kingdom.

Author Contributions

Conceived and designed the experiments: FB NP. Performed the experiments: FB PH. Analyzed the data: PH FB NP. Wrote the paper: PH FB NP.
References

1. van den Bosch F, Gilligan CA (2008) Models of fungicide resistance dynamics. Annu. Rev. Phytopathol. 46: 123–147.
2. Milgroom MG (1990) A stochastic model for the initial occurrence and development of fungicide resistance in plant pathogen populations. Phytopathology 80: 410–416.
3. van den Bosch F, Paveley N, Shaw M, Hobbleton P, Oliver R (2011) The dose rate debate: does the risk of fungicide resistance increase or decrease with dose? Plant Pathol. 60: 597–606.
4. Genet JL, Jaworska G, Deparis F (2006) Effect of dose rate and mixtures of fungicides on selection for QoI resistance in populations of Plasmopara viticola. Pest Manag. Sci. 62: 180–194.
5. Hunter T, Brent KJ, Carter GA, Hatcher JA (1987) Effects of fungicide spray regimes on incidence of dicarboxamide resistance in gray mold (Botrytis cinerea) on strawberry plants. Ann. Appl. Biol. 110: 513–525.
6. Mavrodiev VI, Shaw MW (2006) Effects of fungicide dose and mixtures on selection for triazole resistance in Mycosphaerella graminicola under field conditions. Plant Pathol. 55: 713–725.
7. McCarty C, Mercer PC, Cooke LR, Fraaije BA (2007) Effects of a strobilurin-based spray programme on disease control, green leaf area, yield and development of fungicide-resistance in Mycosphaerella graminicola in Northern Ireland. Crop Prot. 26: 1272–1280.
8. Sanders PL, Houser WJ, Parish PJ, Cole H (1985) Reduced-rate fungicide mixtures to delay fungicide resistance and to control selected turfgrass diseases. Plant Dis. 69: 939–945.
9. Thyglesen K, Jorgensen LN, Jensen KS, Munk L (2009). Spatial and temporal impact of fungicide spray strategies on fungicide sensitivity of Mycosphaerella graminicola in winter. Eur. J. Plant Pathol. 123: 435–447.
10. Tiurcek WW, Koller W (2004) Managing resistance of Venturia inaequalis to the strobilurin fungicides. Plant Health Prog Available: http://www.plantmanagementnetwork.org/pubs/php/research/2004/strobilurin/. Accessed 11 December 2013.
11. Vai R, Moorman GW (1992) Influence of selected fungicide regimes on frequency of dicarboxamide resistant and dicarboxamide sensitive strains of Botrytis cinerea. Plant Dis. 76: 919–924.
12. Zhang CQ, Zhang Y, Zhu GN (2008) The mixture of kerosin-methyl and bicosal, an excellent alternative controlling grey mould caused by Botrytis cinerea. Am. J. Appl. Biol. 153: 205–213.
13. Metcalfe RJ, Shaw MW, Russell PE (2000) The effect of dose and mobility on the strength of selection for DMi fungicide resistance in inoculated field experiments. Plant Pathol. 49: 546–557.
14. LaMonida JA (2001) Management of euonymus anthracnose and fungicide resistance in Colletotrichum gloeosporioides by alternating or mixing fungicides. J. Environ. Hortic. 19: 51–55.
15. Serra MC (2006) On waiting time to escape. J. Appl. Probab. 43: 296–302.
16. Serra MC, Haccou P (2007) Dynamics of escape mutants. Theor. Popul. Biol. 34: 1032–1042.
17. Horsten JAHM (1979) Acquired resistance to systemic fungicides of Monilinia fructicola. Phytopathology 80: 410–416.
18. Serra MC (2006) On waiting time to escape. J. Appl. Probab. 43: 296–302.
19. Hobbelen PHF, Paveley ND, Olver RP, van den Bosch F (2013) The usefulness of fungicide applications for delaying the development of fungicide resistance in inoculated field populations of Mycosphaerella graminicola. Plant Pathology 103: 690–707.
20. Hobbelen PHF, Paveley ND, Fraaije BA, Lucas JA, van den Bosch F (2011) Delaying selection for fungicide sensitivity by mixing fungicides at a low and high risk of resistance development: a modelling analysis. Phytopathology 101: 1224–1233.
21. Sanoamuang N, Gaunt RE, Faurier AG (1995) The segregation of resistance to carbendazim in sexual progeny of Monilinia fructicola. Mycologia. Res. 99:677–680.
22. Fraaije BA, Coops HJ, Fountain J, Lovell DJ, Motteram J, West JS, Lucas JA (2005) Role of ascospores in further spread of QoI-resistant cytochrome b alleles (G143A) in field populations of Mycosphaerella graminicola. Phytopathology 95:933–941.
23. Fraaije BA, Bayon C, Atkins S, Cools HJ, Lucas JA, Fraaije MW (2011) Risk assessment studies on succinate dehydrogenase inhibitors, the new weapons in the battle to control Septoria leaf blotch in wheat. Mol. Plant Pathol. 12:253–75.
24. Thordal JIM, Johnson IR (1990) Plant and Crop Modelling. Oxford: Clarendon Press.
25. Waggoner PE, Berger RD (1987) Defoliation, disease, and growth. Phytopathology 77:393–395.
26. Cao Y, Gillespie DT, Petzold LR (2006) Efficient step size selection for the tau-leaping simulation method. J. Chem. Phys. 124: 041109.
27. Eyal Z (1999) The septoria tritici and stagonospora nodorum blotch diseases of wheat. Eur. J. Plant Pathol. 105: 629–641.
28. Robert C, Fournier C, Andreu B, Noy B (2008) Coupling a 3D virtual wheat (Triticum aestivum) plant model with a Septoria tritici epidemic model (Septo3D): a new approach to investigate plant-pathogen interactions linked to canopy architecture. Funct. Plant Biol. 35: 997–1013.
29. Grümmer M, van den Bosch F, Powers S, Paveley N (2011) Fungicide resistance risk assessment. In: Resistance 2011. Rothamsted Research. p 94.
30. Paveley ND, Blake J, Gladders P, Cockerell V (2011) The HGCA wheat disease management guide. United Kingdom: Home-Grown Cereals Authority.
31. Grabski C, Gisi U (1985) Mixtures of fungicides with synergistic interactions for protection against phenylamide resistance in phyllophthora. In: Fungicides for crop protection. British Crop Protection Council. pp 315–318.
32. Horsten JAHM (1979) Acquired resistance to systemic fungicides of Septoria nodorum and Ceratocystis fimbriata in cereals. Wageningen University, The Netherlands PhD thesis.
33. Carnegie SF, Cameron AM, Haddon P (2008) Effects of fungicide and rate of application on the development of isolates of Pseudocercosporella herpotrichoides resistant to thiabendazole and on the control of skin spot. Potato Res. 51: 113–129.
34. Hoare FA, Hunter T, Jordan VWL (1986) Influence of spray programs on development of fungicide resistance in the eyespot pathogen of wheat, Pseudocercosporella herpotrichoides. Plant Pathol. 35: 506–511.
35. Doster MA, Milgroom MG, Fry WE (1990) Quantification of factors influencing potato late blight suppression and selection for metalaxyl resistance in Phytophthora infestans - a simulation approach. Phytopathology 80: 1190–1198.
36. Hall RJ, Gubbins S, Gilligan CA (2004) Invasion of drug and pesticide resistance is determined by a trade-off between treatment efficacy and relative fitness. Bull. Math. Biol. 66: 825–840.
37. Hall RJ, Gubbins S, Gilligan CA (2007) Evaluating the performance of chemical control in the presence of resistant pathogens. Bull. Math. Biol. 69: 525–537.
38. Parnell S, Gilligan CA, Van den Bosch F (2005) Small-Scale Fungicide Spray Heterogeneity and the Coexistence of Resistant and Sensitive Pathogen Strains. Phytopathology 95: 632–639.
39. Parnell S, van den Bosch F, Gilligan CA (2006) Large-Scale Fungicide Spray Heterogeneity and the Regional Spread of Resistant Pathogen Strains. Phytopathology 96: 549–555.
40. Shaw MW (2006) Models of the Effects of Dose Heterogeneity and Escape on Selection Pressure for Pesticide Resistance. Phytopathology 90: 333–339.
41. Birch CDP, Shaw MV (1997) When can reduced doses and pesticide mixtures delay the build-up of pesticide resistance? A mathematical model. J. Appl. Ecol. 34: 1032–1042.
42. Josepovic G (1989) A detailed model of the evolution of fungicide resistance for the optimization of spray applications. Crop Prot. 8: 106–113.
43. Shaw MW (1993) Theoretical analysis of the effect of interacting activities on the rate of selection for combined resistance to fungicide mixtures. Crop Prot. 12: 120–126.
44. Gubbins S, Gilligan CA (1999) Invasion thresholds for fungicide resistance: deterministic and stochastic analyses. Proc. Biol. Sci 266: 2539–2549.
45. Bjelov I, Tenaillon O, Gerard B, et al. (2003) Stress-induced mutagenesis in bacteria. Science. 300: 1404–9.
46. Tenaillon O, Denamur E, Matie I (2004) Evolutionary significance of stress-induced mutagenesis in bacteria. Trends Microbiol. 12: 264–70.
47. Kang JM, Iovine NM, Blaser MJ (2006) A paradigm for direct stress-induced mutation in prokaryotes. FASEB J. 19: 2476–85.
48. Gallardo RS, Hastings PJ, Rosenberg SM (2007) Mutation as a stress response and the regulation of evolvability. Crit. Rev. Biochem. Mol. Biol. 42: 399–415.