Posterior parietal cortex predicts upcoming movement in dynamic sensorimotor control
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Interaction with a rapidly changing world relies on dynamically integrating sensory inflows and motor outflows. Numerous studies have shed light on sensorimotor transformations in the posterior parietal cortex (PPC), but most have emphasized reactive movements toward static targets, in which the relationship between the sensory cues and the motor goals is fixed, making it difficult to distinguish neural activity relating to the movement from that reflecting the stimulus. To resolve this, we recorded single-neuron activity from the PPC in monkeys performing a manual interception task in which the instantaneous stimulus location is decoupled from the impending movement direction by different target speeds. Intriguingly, the results suggest that the PPC explicitly conveys information concerned with the forthcoming movement, rather than the instantaneous stimuli, suggesting an intimate role in motor planning.

Although there is ample evidence that the posterior parietal cortex (PPC) plays a key role in linking sensation and action, its exact role in sensorimotor control has been long debated. An intense, persistent controversy is whether the PPC predominately integrates and converts sensory information into a map for elaborating appropriate movements (1) or plays a proactive role in motor preparation (2). Previous studies emphasized purely reactive movements toward static targets. In such a spatially fixed stimulus-response contingency, it is very difficult to disentangle neural activity predicting the resulting movement from that reflecting the stimuli. To reveal the exact role of the PPC in sensorimotor control requires more sophisticated behavioral paradigms in which motor parameters are not tightly linked to sensory cues.

In the present study, we have recorded single-neuron activity from the PPC in monkeys performing a flexible manual interception task (3). Here, we focus on two parietal areas segregated by the intraparietal sulcus: the inferior parietal area 7a and superior parietal area 5d. To intercept a moving target, a movement must be planned beforehand to compensate for neuromechanical/sensorimotor delays, requiring extrapolation of target motion and prediction about future limb states (4, 5). In this task, the outgoing motor commands for different target motion speeds are incongruent with the incoming sensory stimuli. Given this decoupling, the single-neuron tuning properties provided an opportunity to dissociate motor outflow from sensory inflow. Intriguingly, cells in area 7a exhibited invariant tuning to interceptive reaching directions but shifted tuning to instantaneous target location for different target motion speeds. However, such predictive coding seems not to be simple efference copy because it is relatively weaker in area 5d. In such a flexible stimulus-response contingency, area 7a explicitly conveys information regarding the impending movement, regardless of the current stimuli, suggesting that the PPC plays an intimate role in motor planning.

Results

Distinct Neuronal Representations in a Flexible Manual Interception Task. The objective of this study is to separate the neuronal encoding of impending reach direction (or predicted target location at interception time) from the encoding of current target location. For this purpose, we trained two monkeys (C and G) to perform a flexible manual interception task (Fig. 1A). The task is characterized by the following: 1) no direct sensory cue is presented to instruct where and when the interception is to be made, yet the animals must make a prompt interception within 1,000 ms after the target’s appearance; and 2) the target to be intercepted appears randomly, chosen from one of eight locations evenly spaced along a circular target moving path, and it moves at one of five angular velocities (two different speeds by two different directions, plus a static condition). Therefore, the animals must make both target speed and sensorimotor delays into account to intercept the target accurately. Accordingly, the neuronal encoding of...
predicted target location (thus, the interception direction) can be separated from the neuronal encoding of the current target location by comparing the variance of direction curves across different target speed conditions (Fig. 1B). If a neuron encodes the instantaneous location of the moving target, its activity should covary with target direction at reach onset, regardless of reaching direction. In such a case, the target-direction tuning curves should be invariant, whereas reaching-direction tuning curves should vary for reaches toward static, clockwise (CW), and counterclockwise (CCW) targets (Fig. 1B, Middle). On the other hand, a neuron that encodes the reach direction (predicted target location at interception) should be tuned to the actual reaching direction, regardless of current target location. Therefore, the neuron’s target-direction tuning curves should shift for different target speed conditions, while its reaching-direction tuning curves should be invariant (Fig. 1B, Right).

Examples of Typical Neurons. We recorded single-unit activity from area 7a and area 5d in the PPC (Fig. 1C) while the animals were performing the interception task. We found that single-neuron activity in both brain regions was modulated by the behavioral task and varied across different task conditions, as exemplified in Fig. 2 by a typical area 7a neuron and a typical area 5d neuron. The firing rate of the area 7a neuron increased after the appearance of the target and peaked before onset of the interceptive reach (labeled as the black dots in raster plots in Fig. 2A). The firing rate gradually decreased after reach onset. The firing rate was also modulated by target and/or reaching direction, which is obvious when comparing the firing rates in the static condition (the middle column in Fig. 2A).

To test whether the above neuron encoded the current target location or the reach direction, we replotted peri-stimulus time histograms (PSTHs) by grouping the trials either based on instantaneous target location at reach onset (Fig. 2C) or based on reaching direction (Fig. 2E). When trials are grouped by instantaneous target location, the firing rate profile to a particular instantaneous target location also depends on the target’s speed (Fig. 2C). For example, while the instantaneous target was on the left side of the circle (the fifth row in Fig. 2C), the firing rate was higher when the target was moving CW than when the target was static or moving CCW. The opposite happened when the instantaneous stimulus was on the right side (first row). In contrast, the firing rate patterns were less variable across different target speed conditions when trials are grouped based on reaching direction (Fig. 2E).

The firing rate of the example area 5d neuron started to increase just before the onset of the reach movement and peaked during the movement (Fig. 2B, D, and F). Unlike the example area 7a neuron shown above, the area 5d neuron’s tuning to instantaneous stimulus did not vary with target motion speed.

Tuning Curve Fitting. To quantify the variance in directional tunings across different target speed conditions for the above example neurons, we computed the firing rates at reach onset (+50 ms) and plotted them as a function of either the instantaneous target locations (scatter plots in upper row in Fig. 3A and B, for the area 7a and area 5d neurons, respectively) or the reaching directions (lower row) and then fitted the neural tunings with a circular version of a Gaussian function (the von Mises function; see Materials and Methods). The fitting process was applied to the data of each individual speed condition (colored lines in Fig. 3). From the Gaussian fitting results, we calculated the preferred direction (PD) as the angle at the peak of the fitting curve. If the neuronal tuning to a task/behavioral parameter is more independent of target speed, the PDs across different target speed conditions should be less variable. The PDs of the target-direction tuning curves were separated as a function of target speed for the example area 7a neuron (top, Fig. 3A), while the PDs of the reaching-direction tuning curves were less variable (bottom, Fig. 3A). To illustrate the PD displacement as a function of target speed at the population level, we normalized the fitting curves of all neurons and centralized them by aligning their PDs in the static condition to zero degrees (see Materials and Methods), then averaged the normalized fitting curves under different target speeds. As shown in Fig. 3C, the population-averaged target-direction tuning curves and PDs of area 7a neurons were spread across different target speeds (upper left in Fig. 3C), while the reach-direction tuning curves and PDs were relatively similar (lower-left plot). This suggests that area 7a was better tuned to upcoming reaching direction than to instantaneous target location at the time of launching an interceptive reach.

To further characterize the dependency of target-reaching-directional tuning on target speeds for each neuron, we calculated variance of the PDs across different target speed conditions for reach-direction tuning (VarPD_reach) as well as for target-direction tuning (VarPD_target). Fig. 4 shows VarPD_target versus VarPD_reach, for all recorded cells. In area 7a, the VarPD_reach was significantly smaller than the VarPD_target (Fig. 4A, Left; VarPD_target − VarPD_reach, mean ± SD = 0.07 ± 0.13, Wilcoxon signed rank test, \(P < 10^{-6}\); also see Table 1).
To control for possible effects of eye movements on area 7a activity (6), we recorded 83 neurons from area 7a while the monkeys performed the flexible interception task with an eye-fixation requirement (eye-fixation condition, as compared to the above gaze-free condition). Consistent with the results in the gaze-free condition, in the eye-fixation condition, area 7a encoded reaching direction in a target speed–independent manner better than instantaneous target location, as reflected by the separation of target-direction tuning curves versus the overlapping of reach-direction tuning curves (left plots in Fig. 3D), as well as the smaller VarPD_reach compared to VarPD_target (Fig. 4B, Left; VarPD_target - VarPD_reach = 0.08 ± 0.11, P < 10^-6). The above results cannot be attributed to differences of the Gaussian fitting between target-direction tuning and reach-direction tuning because there was no significant difference between the two, either for goodness-of-fit (SI Appendix, Table 1) or for width of the fitting curve (SI Appendix, Table 2). These results are also robust with respect to the width of the time window chosen for calculating the firing rates at reach onset, as shown by repeating the curve fitting with a wider window (±100 ms instead of ±50 ms); VarPD_reach is smaller than VarPD_target in both the gaze-free (VarPD_target - VarPD_reach = 0.08 ± 0.14, P < 10^-6) and the eye-fixation conditions (VarPD_target - VarPD_reach = 0.09 ± 0.12, P < 10^-8). Furthermore, our results cannot be explained by area 7a encoding target location with a certain time lag due to sensory transmission delay. We tested the tuning on target location at 25 ms, 50 ms, 75 ms, 100 ms, and 150 ms before the reach onset and compared these to reach-direction tuning. We found that VarPD_reach was smaller than the VarPD_target for any time lag (gaze-free condition, VarPD_target - VarPD_reach = 0.09 ± 0.15, 0.12 ± 0.16, 0.15 ± 0.17, 0.18 ± 0.18, 0.24 ± 0.20 for 25 ms, 50 ms, 75 ms, 100 ms, and 150 ms before the reach onset and compared these to reach-direction tuning. We found that VarPD_reach was smaller than the VarPD_target for any time lag (gaze-free condition, VarPD_target - VarPD_reach = 0.09 ± 0.15, 0.12 ± 0.16, 0.15 ± 0.17, 0.18 ± 0.18, 0.24 ± 0.20 for 25 ms, 50 ms, 75 ms, 100 ms, and 150 ms, respectively; P < 10^-7 for all cases). Eye-fixation condition, VarPD_target - VarPD_reach = 0.11 ± 0.12, 0.14 ± 0.14, 0.17 ± 0.15, 0.21 ± 0.17, 0.28 ± 0.20 for 25 ms, 50 ms, 75 ms, 100 ms, and 150 ms, respectively; P < 10^-8 for all cases).

In area 5d, both the target-direction tuning curves and the reach-direction tuning curves were separated in the gaze-free
condition (Fig. 3C, Right). There was also no significant difference between VarPD_reach and VarPD_target (Fig. 4A, Right; VarPD_target − VarPD_reach = 0.04 ± 0.15, P = 0.12). In the eye-fixation condition, VarPD_reach was significantly smaller than VarPD_target (Fig. 4B, Right), yet the difference was mainly contributed by one animal (see Table 1).

**Population Decoding.** To further compare stimulus versus movement information conveyed by area 7a and 5d at the population level, we trained a decoder, applying the method of support vector regression (7) to the firing rates and target locations in static (target speed = 0) and decoding target/movement directions in moving-target conditions (see Materials and Methods). The prediction errors were computed as the absolute angular difference between the predicted and actual reaching/target directions, as summarized in Fig. 5. Smaller error means better encoding. In both the gaze-free (A) and eye-fixation (B) conditions, the results of population decoding showed that the decoder based on area 7a activity in the static trials predicted reaching direction much better than target location right before the interception of moving targets (Fig. 5A and B, Left; prediction errors were significantly smaller for reach than for target, Wilcoxon rank sum test, P < 10^{-15} and P < 10^{-30} for gaze-free and eye-fixation conditions, respectively, n = 320,10 trials × 32 moving-target conditions), while such a trend was unclear for area 5d neurons (Fig. 6A and B, Right; prediction errors were slightly smaller for reach than for target, P = 0.16 and P = 0.02 for gaze-free and eye-fixation condition, respectively). The difference in area 5d for the eye-fixation condition was mainly contributed by one monkey (see Table 2).

**Temporal Dynamics Analysis.** To further characterize evolution over time of the neuronal representation, we used a 100-ms sliding window with a 50-ms step to calculate the firing rates and

---

**Fig. 3.** Target versus movement tuning curves of example cells and the neuronal population. (A and B) The directional tuning data (scatters show the raw data points) and Gaussian fitting (solid lines) of the area 7a (A) and area 5d example cells (B) shown in Fig. 2. (Upper) Tuning as a function of instantaneous target location. (Bottom) Tuning as a function of reach direction. The colored lines show fitting curves for individual target speed conditions. The colored vertical lines on the top of individual fitting curves mark the PDs. (C and D) The population-averaged tuning curves in gaze-free (C) and eye-fixation conditions (D). The left (right) plots show results from area 7a (area 5d). The Upper (Bottom) row plots show target-direction (reach-direction) tuning curves. Each color in a plot corresponds to a target-speed condition. The colored bars above the curves indicate the mean ± SEs of the PDs.
corresponding instantaneous target locations at different times from target or reach onset and performed the above PD variance analysis and population decoding. The results are shown in Fig. 6 (plot A–B for the PD variance and C–D for the population decoding result). In area 7a, the neural activity 100–150 ms after target onset represented instantaneous target location better than the future reaching direction, as reflected in both PD variance and population decoding (left plots in Fig. 6), even though at this time, the PD variance was relatively high, and the population decoding accuracy was relatively low. The area 7a activity represented future reaching direction better than instantaneous target location since ∼50 ms prior to the reach onset. The activity in area 5d seemed to exhibit a tendency similar to that of area 7a, but the difference was less significant and less consistent across different task conditions and analysis methods.

Discussion

Here, we recorded single-neuron activity from monkeys performing a flexible manual interception task that decoupled impending movement direction from current target location. Our purpose was to find out if the PPC best encodes instantaneous target location or upcoming reach direction, by determining whether its neural activity modulation is invariant across different target speeds (Fig. 1B). Time-course analyses of spiking activity at both single-neuron (the tuning curves) and population (the population decoding) levels revealed that although the initial response in area 7a to target appearance seems sensory, its premovement activity represents the upcoming reaching direction better than the instantaneous target location. The results suggest that the PPC plays a proactive role in motor planning, rather than merely representing spatial target location.

While area 7a represents upcoming reach direction better than instantaneous target location, regardless of the eye-fixation requirement, such a preference was less clear in area 5d. These results are consistent with the previous finding that lesions in areas 7 and 5 impaired reaches in the light and dark, respectively (8). Area 7a is considered the top level of the dorsal visual hierarchy (9, 10). It is reciprocally connected with visual areas and other inputs from the prefrontal cortex, hippocampus, and cerebellum (9, 11), making it very likely to represent behaviorally relevant objects/locations in visual space. In contrast, area 5d receives a major cortical input from the primary somatosensory cortex (12, 13); is reciprocally connected with primary...
motor and premotor cortex (14); and is sensitive to the kine-
matic (15), but not the dynamic, characteristics of active arm
movements (16). Therefore, in our task, more information
regarding upcoming movements was encoded in area 7a, proba-
bly because the task was, essentially, a visually guided manual
interception (17). In contrast, area 5d is more involved in the

Table 1. Variance of PDs across different speed conditions

|                | Gaze-free                  | Eye-fixation                |
|----------------|----------------------------|-----------------------------|
|                | Area 7a                    | Area 5d                     |
|                | Combined (n = 88)          | Combined (n = 83)           |
|                | Monkey C (n = 39)          | Monkey C (n = 25)           |
|                | Monkey G (n = 49)          | Monkey G (n = 58)           |
| Reach          | 0.17 ± 0.19                | 0.13 ± 0.18                 |
|                | 0.23 ± 0.22                | 0.09 ± 0.13                 |
|                | 0.12 ± 0.14                | 0.14 ± 0.19                 |
| Target         | 0.24 ± 0.21                | 0.21 ± 0.18                 |
|                | 0.31 ± 0.24                | 0.21 ± 0.19                 |
|                | 0.20 ± 0.17                | 0.21 ± 0.18                 |
| Target -Reach  | 0.07 ± 0.13                | 0.08 ± 0.11                 |
|                | 0.07 ± 0.17                | 0.12 ± 0.11                 |
|                | 0.07 ± 0.10                | 0.07 ± 0.10                 |
| \( P \)         | \(< 10^{-6} \)             | \(< 10^{-7} \)              |
|                | 0.006                      | \(< 0.001 \)              |
|                | \(< 10^{-4} \)             | \(< 10^{-5} \)              |

The Wilcoxon signed rank test was used for statistical tests.

Fig. 5. Prediction errors of impending reach direction or instantaneous target location by support vector regression. (A) Prediction errors in static trials (white bars, in static target trials), reach direction in nonstatic target trials (gray bars), and instantaneous target location in nonstatic target trials (black bars) in gaze-free condition. Area 7a results are shown on the Left, and area 5d results are shown on the Right. (B) Prediction errors in eye-fixation condition. Error bars represent SEs. ***: \( P < 0.001 \); *: \( P < 0.05 \); n.s.: non significant.
Fig. 6. Temporal dynamics of the circular variance of the PDs and prediction errors of population decoding. (A and B) Population-averaged circular variance of PDs over time in the gaze-free task (A) and the eye fixation task (B). The Left (Right) plots show results from area 7a (area 5d). The solid and dashed lines show results from fitting the target-location and reach-direction tuning curves, respectively. The vertical lines in the plots show mean ± SEs. (C and D) Prediction errors of population decoding over time in gaze-free (C) and eye-fixation (D) conditions. The Left (Right) plots show results from area 7a (area 5d). The dotted lines, solid lines, and dashed lines show the prediction errors of decoding the target location in the static condition, the instantaneous target location in the non-static condition, and motor execution (18, 19). One possibility is that activity in area 5d is modulated by details of the configuration of the movement (20, 21), so the activity was also modulated by factors such as movement velocity, which was affected by target speed.

Flexible manual interception, which requires that the hand is displaced to the right location at the right time, relies on the prediction of future target location at movement offset, based on the extrapolation of target motion (22, 23) in accordance with movement duration. Converging evidence supports the idea that area 7a encodes attended location due to top-down mechanisms (24, 25). Activity in area 7a that covaries with impending interceptive reach might also incorporate inputs from frontal motor cortex and underlie attention directed at the reaching goal, as predicted by the theory of premotor attention (26). Merchant and colleagues (27, 28) found that when monkeys watched a target moving rapidly along a circular path, or intercepted it at a predefined location (six o’clock), a large population of area 7a neurons exhibited angular tuning incongruent with their static response fields. From our point of view, such shifted angular tuning might reflect predictive encoding made continually available for upcoming action, even in the absence of actual motor responses.

Any explanation that accounts for the behavioral fact that animals routinely intercept moving targets must incorporate a forward model to compensate for inherent sensorimotor delays in motor control (29–32). For flexible manual interception, if the monkey is well trained, the desired reach endpoint, presumably, is the predicted location of the moving target at reach offset. As a crucial node incorporating visual, proprioceptive, and efference copy information in a sensorimotor network (33), the PPC is a plausible candidate for mediating the fundamental relationship between sensory prediction and motor control. Although our results suggested that PPC activity predicts future arm/hand position rather than reflecting the concurrent sensory stimulus, it is difficult to claim that this activity is the neural correlate of the forward model because the internal prediction of a future event is difficult to measure behaviorally. Recent evidence (34) has suggested that areas 5 and 7 provide signals to compensate for motor and target errors, respectively, raising the possibility that PPC activity might encode prediction error in addition to target location. However, because our monkeys were well trained to perform their task (∼90% correct), leading to small errors (monkey C: mean ± SD = 0.8° ± 7.9°; monkey G: −0.1° ± 10.3°) compared to neuronal tuning (tuning width = 130°–140°), it is hard to determine whether the PPC also carries error information in the present study. Therefore, pinpointing the neural substrate of the forward model demands more sophisticated behavioral paradigms and experimental interventions than have been thus far implemented.

**Materials and Methods**

**Animals.** Two adult male rhesus monkeys (monkey C and monkey G, Macaca mulatta, 7–10 kg) were used in the study. All animal maintenance and procedures were in accordance with NIH guidelines and were approved by the Institutional Animal Care and Use Committee (IACUC) of Augusta University.

**Behavioral Task.** The monkeys were trained to perform a visual-guided reaching interception task, as described in a previous study (3). Specifically, a trial was the reaching direction in the non-static condition, respectively. The vertical lines in the plots show mean ± SEs. For all plots in C and D, n = 320 (32 task conditions by 10 trials). ***: P < 0.001; **: P < 0.01; *: P < 0.05 after Bonferroni correction to adjust for multiple comparisons.
initiated when the monkey touched a dot on the center of a touch screen for 600–1200 ms (Fig. 1A). Then, a green target circle appeared and moved along the circle (the moving path was invisible to the monkey) for 1,000 ms. The monkey could intercept the target at any moment within 150–950 ms after target appearance. Once any peripheral location was touched, the target stopped. If the angle between the target and the hand endpoint was less than 15°, the interception was considered successful, and the monkey was rewarded. The interception target initially appeared at one of eight peripheral locations distributed evenly along the circular path and moved in one of five angular velocities: 0° (static), 120°/s or 240°/s CW, or 120°/s or 240°/s CCW. The 40 trial types (8 target starting positions × 5 target angular velocities) were pseudorandomly interleaved. Unsuccessful trials were pseudorandomly repeated until success was achieved. Two different conditions of the task were used. In the gaze-free condition, the monkeys could freely direct their gaze. After all neuronal recording sessions in the gaze-free condition were completed, the monkeys were trained to maintain their gaze on a red circle in the center of the touch screen throughout the trial (eye-fixation condition), and data were then collected for this condition. Visual stimuli were generated by VisionEgg (35). LabView (National Instrument) was used to monitor/control the monkeys’ behavioral performance. Parts of the behavioral results have been previously published (3).

Surgery. After the monkeys were adequately trained on the interception task (accurate rate > 90% in the gaze-free condition), a headpost and a recording chamber (inner diameter = 19 mm) were implanted stereotaxically under anesthesia (introduced by 10 mg/kg ketamine, then sustained by 2% isoflurane). The center of the recording chamber was posterior 6.0 mm and lateral 11.0 mm in stereotactic coordinates in order to cover the intraparietal sulcus (IPS) in the left hemisphere.

Data Collection. A magnetic sensor (Polhemus, sampling rate 120 Hz) was attached on the right arm near the wrist to track the hand trajectory. Eye movements were monitored by an infrared eye-tracker (ISCAN, 120 Hz). For electrophysiological recording, we lowered glass-coated tungsten electrodes (Alpha-Omega, ~1 MΩ impedance at 1 kHz) through a grid matrix in the recording chamber into the gyral surface of the superior parietal lobule (area 5d) and inferior parietal lobule (area 7a). The recording sites of area 5d were located between 0 and 3 mm anterior-medial to the IPS and between 7 and 11 mm from the midline. The recording sites for area 7a were located between 0 and 3 mm posterior-lateral to the IPS and between 11 and 15 mm from the midline (see Fig. 1C for a mapping of the coordinates all the recording sites on an illustration of the monkey brain). Due to the placement of the recording chamber and the electrode manipulators, some cells may be sampled from area 7b close to the border with area 7a. The recording depths for both brain regions were limited to within 2 mm from the first encounter of neuronal activity. The area 5d units were confirmed by strong responses to passive somatic stimulation of the upper limbs. The area 7a units were confirmed by visual stimulation. Extracellular activity was recorded with the AlphaMap system (Alpha-Omega, sampling rate 50 kHz, filtered at 300–10 Hz).

Data Analysis. Spikes were extracted and sorted off-line using open-source software (36). For the purpose of the current study, we define a neuron to be task related if its responses are significantly different in conditions when static targets initially appeared at eight different locations (ANOVA, P < 0.05) either 50–250 ms after target appearance or —100 to 100 ms relative to reach onset (the directional tuning to static targets is tested for significance by calculating the r value and comparing the distribution of r values with a bootstrap-resampling process: >95% of the distribution indicates significance). Consequently, 171 area 7a neurons (monkey C: 64 from 89 recorded neurons, 71.9%; monkey G: 107 from 167 recorded neurons, 64.1%) and 105 area 5d neurons (monkey C: 66/87, 75.9%; monkey G: 39/71, 54.9%) were deemed to be task related. Of these, 88 area 7a cells (monkey C: 39, monkey G: 49) and 68 area 5d cells (monkey C: 43, monkey G: 25) were recorded in the gaze-free condition, and 83 area 7a cells (monkey C: 25, monkey G: 58) and 37 area 5d cells (monkey C: 23, monkey G: 14) were recorded in the eye-fixation condition. The data from the gaze-free condition and that from the eye-fixation conditions were from two nonoverlapping groups of neurons.

The firing rates of each cell at reach onset (±50 ms) were plotted as a function of either the instantaneous target location or the reaching direction. Then, they were fitted by a circular version of a Gaussian function: \( R = A + B \exp(C \cos(\theta - \theta_0)) \), where \( R \) is the firing rate in the time window of interest in a trial; \( A \) is the baseline; \( B \) determines the directional tuning depth; \( C \) determines the tuning width; \( \theta \) is the direction (target or movement) in that trial; and \( \theta_0 \) is the direction corresponding to the peak of the curve, which is also the PD. The Matlab function “nlinfit” was used for fitting. Because the distributions of the firing rate data were identical for the reach-direction curve and for the target location for each cell, the baseline firing rates should be the same, so after initial fittings for both curves, we compared the resulting parameter \( A \), then averaged \( A \) and fixed it, and did the fitting again to get the result. After the fitting, the tuning width is characterized by the full width at half maximal (FWHM), which was calculated from the fitting resultant parameter \( C \): \( \text{FWHM} = 2 \cos^{-1}(\cos(\text{PD})/C) \). The circular variance of PDs was calculated by the function “circ_var” from the Matlab “CircStat” toolbox. To calculate the population-averaged tuning curves shown in Fig. 3 C and D, the Gaussian fitting curves of individual neurons were normalized to have unity area under the tuning curve and centralized to locate

Table 2. Prediction errors by decoders trained by support vector regression

|                | Gaze-free |         |         |         |         |         |         |         |
|----------------|----------|---------|---------|---------|---------|---------|---------|---------|
|                | Area 7a  |         |         |         |         |         |         |         |
|                | Combined | Monkey C | Monkey G | Combined | Monkey C | Monkey G | Combined | Monkey C | Monkey G |
| Static         | 12.1 ± 9.1 | 22.3 ± 16.9 | 15.3 ± 11.3 | 10.2 ± 7.4 | 27.9 ± 23.4 | 11.8 ± 9.1 |         |         |         |
| Reach          | 19.1 ± 17.1 | 31.4 ± 30.1 | 20.1 ± 18.2 | 14.8 ± 13.1 | 31.1 ± 30.3 | 14.6 ± 13.0 |         |         |         |
| Target         | 29.9 ± 19.7 | 35.9 ± 30.0 | 31.8 ± 25.6 | 27.8 ± 18.6 | 41.3 ± 33.0 | 26.4 ± 17.6 |         |         |         |
| P              | < 10^{-19} | 0.01     | < 10^{-11} | < 10^{-30} | < 10^{-6} | < 10^{-24} |         |         |         |

|                | Gaze-free |         |         |         |         |         |         |         |
|----------------|----------|---------|---------|---------|---------|---------|---------|---------|
|                | Area 5d  |         |         |         |         |         |         |         |
|                | Combined | Monkey C | Monkey G | Combined | Monkey C | Monkey G | Combined | Monkey C | Monkey G |
| Static         | 19.8 ± 23.4 | 25.6 ± 34.8 | 32.4 ± 30.3 | 27.1 ± 25.7 | 30.9 ± 31.4 | 55.9 ± 48.2 |         |         |         |
| Reach          | 38.3 ± 36.1 | 42.6 ± 40.3 | 46.3 ± 42.2 | 44.9 ± 40.1 | 48.4 ± 42.6 | 59.8 ± 45.6 |         |         |         |
| Target         | 38.9 ± 32.3 | 44.5 ± 37.5 | 46.1 ± 40.2 | 49.0 ± 36.9 | 55.2 ± 43.6 | 59.6 ± 46.2 | 0.02     | 0.02     | 0.91     |

The Wilcoxon rank sum test was used for statistical tests.
the PD of the fitting curve of the static condition at zero degrees. Then, these standardized curves were averaged across the neuronal population. The mean and SEs of the PD of the standardized curves were also computed.

Population decoding was done by using the method of support vector regression (7). The decoder was first trained by the firing rates and the target locations in static (target speed = 0) trials using the Matlab function “fitcsvm.” Then, the firing rates from moving-target trials were applied to the trained decoders to predict target/movement directions (using the Matlab function “predict”). The prediction errors were computed as the absolute angular difference between the predicted and the actual reaching or the instantaneous target directions. To make the support vector regression applicable to the angular variable of reach direction (or target location), we converted the angular variable to two linear variables, \( x = \cos(\theta) \) and \( y = \sin(\theta) \), and trained two independent decoders for \( x \) and \( y \), respectively. Subsequently, the decoders predicted \( x' \) and \( y' \), and the predicted directions were computed as \( \theta' = \arctan(x'/y') \), where \( i \) is the imaginary unit. Both the training and the predicting processes were based on the “population” firing rates of all recorded neurons from area 7a or 5d. Because the firing rates of different cells were usually recorded from different sessions, in order to train decoders robustly representing the relation between task variables and the corresponding population firing rate patterns, we first sorted firing rates of all cells from all trials from the same behavioral condition (target location in static conditions) so that the firing rates of each cell in each trial were combined with the firing rates of a trial of all other cells to form one population firing rate pattern of that behavioral condition. Then, we randomly shuffled the grouping among trials of all cells to augment the size of the dataset to 100 times of the original dataset and used the whole dataset to train the decoder. In the decoding, we derived the population firing rate patterns by sorting firing rates of different cells in trials with the same behavioral condition (target starting location). However, here, no data augmentation was used. We confirmed that the variance of the task variables (reach direction or instantaneous target location) in trials where the firing rates of different cells were aligned into individual population firing rate patterns was small. The above variance was also comparable between the two task variables (small and no significant difference). Statistics of the prediction errors were performed by pooling all trials from the non-static conditions (4 target motion speeds by 8 starting locations). To estimate the decoder’s baseline performance for static condition data, the training data were divided into 10 sets for the leave-one-out strategy. Each time, 9 sets of the data were used to train the decoder, and the remaining set was used to compute the prediction errors. The procedure was repeated 10 times, so each set of the data was used as the testing data once. The average of the 10 sets of prediction errors was used as a reference for the decoder’s baseline performance.

To reveal the temporal dynamics of the neural representation, a 100-ms sliding window with a 50-ms step was used to compute the firing rates within different time intervals relative to target or reach onset (Fig. 6). The corresponding instantaneous target location was also calculated. Then, the curve-fitting and population-decoding analyses described above were repeated, based on the instantaneous firing rates, instantaneous target location, and final reaching direction. For the statistics in Fig. 6, the Bonferroni correction was used to adjust for multiple comparisons.

**Data Availability.** Anonymized data [electroneurophysiological data] have been deposited on Mendeley, https://data.mendeley.com/datasets/j73ssvsnxy/1.
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