Gas of sub-recoiled laser cooled atoms described by infinite ergodic theory
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The velocity distribution of a classical gas of atoms in thermal equilibrium is the normal Maxwell distribution. It is well known that for sub-recoiled laser cooled atoms Lévy statistics and deviations from usual ergodic behaviour come into play. Here we show how tools from infinite ergodic theory describe the cool gas. Specifically, we derive the scaling function and the infinite invariant density of a stochastic model for the momentum of laser cooled atoms using two approaches. The first is a direct analysis of the master equation and the second following the analysis of Bertin and Bardou using the lifetime dynamics. The two methods are shown to be identical, but yield different insights into the problem. In the main part of the paper we focus on the case where the laser trapping is strong, namely the rate of escape from the velocity trap is \( R(v) \propto |v|^{\alpha} \) for \( v \to 0 \) and \( \alpha > 1 \). We construct a machinery to investigate the time averages of physical observables and their relation to ensemble averages. The time averages are given in terms of functionals of the individual stochastic paths, and here we use a generalisation of Lévy walks to investigate the ergodic properties of the system. Exploring the energy of the system, we show that when \( \alpha = 3 \) it exhibits a transition between phases where it is either an integrable or non integrable observable, with respect to the infinite invariant measure. This transition corresponds to very different properties of the mean energy, and to a discontinuous behaviour of the fluctuations. Since previous experimental work showed that both \( \alpha = 2 \) and \( \alpha = 4 \) are attainable we believe that both phases could be explored also experimentally.

I. INTRODUCTION

Laser cooled atoms and molecules are important for fundamental and practical applications [1-4]. It is well known that Lévy statistics describes some of the unusual properties of cooling processes [5-9]. For sub-recoil laser cooling a special atomic trap in momentum space is engineered. The most efficient cooling is found when a mean trapping time, defined more precisely below, diverges [7]. In this sense the dynamics is time-scale-free. The fact that the characteristic time diverges, implies that the processes involved are non-stationary. Further, in the physics literature they are sometimes called non-ergodic. As is well known ergodicity is a fundamental aspect of statistical mechanics.

Ergodicity implies that time and ensemble averages of physical observables coincide. This is found when the measurement time is made long compared to the time scale of the dynamics. However, in the context of sub-recoiled laser cooled atoms this time diverges, and hence no matter how long one measures, deviations from standard ergodic theory are prominent. Given that lasers replace heat baths in many cooling experiments, what are the ergodic properties of the laser cooled atoms? In other words, what replaces the usual ergodic statistical framework? While previous work investigated thoroughly the distribution of momentum [7], we highlight the role of the non-normalised quasi-steady state. Our goal is to show how tools of infinite ergodic theory describe the statistical properties of the ensemble and corresponding time averages of the laser cooled systems.

Infinite ergodic theory was investigated by mathematicians [10-12] and more recently in Physics [13-22]. It has a deep relation with weak ergodicity breaking found in the context of glassy dynamics [23, 24]. The terminologies which might seem at first conflicting, will be discussed briefly towards the end of the paper. Infinite ergodic theory deals with a peculiar non-normalised density, describing the long time limit, hence it is sometimes called the infinite invariant density. Previous works in the field of sub-recoil laser cooling [7, 25] foresaw this quasi-steady state. Hence we start with a recapitulation exposing the meaning of the infinite density using a master equation approach. We show how to use this tool to investigate the ensemble and time averages of physical observables and discuss the fluctuations. In particular we investigate the energy of the system. Since the atoms are non-interacting, in a classical thermal setting the energy of the atoms per degree of freedom is \( k_B T/2 \). And this is obtained from the Maxwell velocity distribution, which is, of course, a perfectly normalised density. We will show, among other things, that the energy of sub-recoiled gas is obtained under certain conditions with a non-normalisable invariant density. A transition is exposed in the statistical properties of the energy when...
the fluorescence rate $R(v) \propto |v|^\alpha$, in the vicinity of zero velocity, is controlled. Since experimental work demonstrates the capability of a variation of $\alpha$ from $\alpha = 2$ to $\alpha = 4$ and at least in principle with pulse shaping and Raman cooling [21,26,27] to other values of $\alpha$, the rich phase diagram of ergodic properties we find, seems to us within reach of experimental investigation.

In this work we are influenced by advances in the statistical theory of optical experiments, in particular single molecule tracking. In this field the removal of the problem of ensemble averaging [28], led to new insights into the applications and limitations of standard ergodic theory, for example in the context of diffusion of single molecules in the cell [24,29] and the power-law distributed sojourn times of dark and bright states of blinking quantum dots [30,31]. Similarly, here the time averages of a single trajectory of an atom/molecule in the process of laser cooling are studied theoretically, as fits this special issue. As mentioned, the omnipresent power-law distributed sojourn times, are found also in laser cooled gases, and they describe the times in the momentum trap in the vicinity of small velocities. These are responsible for the emergence of the infinite ergodicity framework.

A summary of our main results was published in a recent letter [32], while this paper is organised as follows. We present the model, and analyse the distribution of velocities with a master equation, this gives both a scaling solution and the infinite invariant density, see Sec. II. Sec. III is devoted to a discussion of both, ensemble and time averages, in generality. We then focus on the energy of the system, developing tools for analysing the corresponding paths, see Sec IV. In Sec. V we explore the Darling-Kac phase, where the observable of choice is integrable with respect to the non-normalized state corresponding to $\alpha < 3$. We then study the non-integrable phase $3 < \alpha$, in Sec. VI. We end with open questions, perspective, and a summary.

II. INFINITE DENSITY AND SCALING SOLUTION

Let $v > 0$ be the speed of the atom under the influence of sub-recoil laser cooling. The stochastic process for $v(t)$, presented schematically in Fig. 1, is described by the following rules [27]. At time $t = 0$ draw the speed $v_1$ from the probability density function (PDF) $f(v)$. Momentum is conserved until the atom experiences a jolt due to the interaction with the laser field. Hence the speed of the atom will remain fixed for time $\tilde{\tau}_1$. The PDF of $\tilde{\tau}_1$ conditioned on $v_1$ is exponential

$$q(\tilde{\tau}|v) = \exp[-\tilde{\tau}/\tau(v)]/\tau(v). \quad (1)$$

Here $\tau(v)$ is the mean lifetime which depends on the speed of the particle. After time $\tilde{\tau}_1$ we draw a new speed $v_2$ from $f(v)$. The process is then repeated. Namely we now draw the second waiting time $\tilde{\tau}_2$ from the PDF in Eq. (1) with an updated lifetime $\tau(v_2)$. This process is then renewed. Given $f(v)$ and $\tau(v)$ we are interested in the speed of the particle at time $t$. The event of change of velocity is called below a collision or a jump. Here we analyse the velocity distribution using a master equation approach. A different elegant approach to the problem was considered by Bertin and Bardou [25] using the dynamics of the lifetimes, and this is presented in Appendix A.

Master equation. Let $\rho(v,t)$ be the PDF of $v$ at time $t$. The repeated cooling process, as described above, leads to an evolution of $\rho(v,t)$, which is governed by a Master equation

$$\frac{\partial \rho(v,t)}{\partial t} = \int_0^\infty [W(v' \to v)\rho(v',t) - W(v \to v')\rho(v,t)] \, dv' \quad (2)$$

containing gain and loss terms, respectively. The independence of the parent distribution $f(v')$ from the previous velocity value $v$ leads to a factorization of the transition rates from $v$ to $v'$

$$W(v \to v') = R(v)f(v'). \quad (3)$$

Using Eq. (3) and the normalization $\int_0^\infty f(v')dv' = 1$ gives

$$\int_0^\infty W(v \to v')dv' = R(v), \quad (4)$$

which identifies $R(v)$ as a jump rate, the rate of leaving the state with velocity $v$, which is the inverse of the lifetime, i.e. $R(v) = 1/\tau(v)$. With these assumptions the Master equation Eq. (2) simplifies to

$$\frac{\partial \rho}{\partial t} = -\frac{\rho}{\tau(v)} + f(v)\int_0^\infty \rho(v',t) \frac{\tau(v')}{\tau(v')} \, dv'. \quad (5)$$

FIG. 1. A sample path $v(t)$ exhibits long sticking times whenever the particle is injected to a small velocity. This is due to the trapping mechanism, specifically the vanishing of the collision rate as $R(v) = v^\alpha$ for small velocities. Here we use $\alpha = 2$ and the parent distribution $f(v)$ is uniform in the interval $(0,1)$. We also show the indicator function which attains the value unity whenever $1/4 < v(t) < 1$, otherwise it is zero. As explained in the text this observable is always integrable with respect to the infinite density, a trait crucial for infinite ergodic theory.
An invariant density \( \rho^* (v) \), which zeros the time derivative on the left hand side of the master equation, is obtained easily from Eq. (2) i.e.

\[
[W(v' \rightarrow v)\rho^* (v') - W(v \rightarrow v')\rho^* (v)] = 0
\] (6)

leading to \( R(v')f(v)\rho^* (v') = R(v)f(v')\rho^* (v) \), which is fulfilled, if e.g. the \( v \)-dependence on both sides is identical, i.e., if \( f(v) = R(v)\rho^* (v)C \), or

\[
\rho^* (v) = \frac{1}{C} \tau (v)f(v).
\] (7)

and \( C \) is some constant. Below we promote two scenarios for this invariant solution of Eq. (5). The first is well known and it is the case when \( \rho^* (v) \) is normalizable, the second when it is not. We will see below that even if the normalization integral diverges, which happens easily, then non-normalizable density \( \rho^* (v) \) of Eq. (7) is still meaningful and can be used for calculating certain time and ensemble averages.

The integral in Eq. (5) represents the process where atom’s state \( v' \) is shifted due to the laser-atom interaction and the new velocity \( v \) is drawn from the PDF \( f(v) \). In a uniform model for \( f(v) \) was investigated, and hence (unless stated otherwise) in our examples below we choose \( f(v) = 1/v_{\text{max}} \) for \( 0 < v < v_{\text{max}} \) otherwise it is zero. In equilibrium, we have

\[
\rho^{eq}(v) = \frac{\tau (v)f(v)}{Z}
\] (8)

and the normalisation is \( Z = \int_0^\infty \tau (v)f(v)\,dv \). Here the steady state exists in the usual sense and the normalised density \( \rho^{eq}(v) \) can be used to predict the ensemble and the corresponding time averages of the process. Especially Birkhoff’s ergodic theory states that for an observable \( \mathcal{O}[\nu(t)] \) the time average is equal to the ensemble average

\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \mathcal{O}[\nu(t')]\,dt' = \langle \mathcal{O}(v) \rangle,
\] (9)

where the ensemble average in equilibrium is

\[
\langle \mathcal{O}(v) \rangle = \int_0^\infty \rho^{eq}(v)\mathcal{O}(v)\,dv.
\]

However, if

\[
\tau (v) \sim cv^{-\alpha} \quad \text{for} \quad v \to 0
\] (10)

and \( \alpha > 1 \) the above standard framework does not work, since \( Z \) diverges. This is precisely the situation for laser cooled atoms where \( \alpha = 2 \) or \( \alpha = 4,6 \) depending on the specific atom-light interaction process \([7,25]\). Clearly once \( v \) becomes small then the lifetime is very long. This is the widely discussed mechanism of sub-recoil cooling, the atoms once slowed down will have a very long lifetime, and hence remain in the cold state for a long time. The atoms thus pile up close to zero velocity. This phase, i.e. \( \alpha > 1 \), is the case where infinite ergodic theory plays a vital role, as we will show.

To solve the problem we consider the long time limit and then for \( v \neq 0 \) we have \([7,25]\)

\[
\rho(v,t) \sim \frac{b\tau (v)f(v)}{t^{1-\xi}}.
\] (11)

This is a quasi-steady state in the sense the numerator is proportional to the usual \( \rho^{eq}(v) \) Eq. (8). It is valid for \( v \) beyond a small layer around \( v \approx 0 \), which itself shrinks with time to zero, see below. It is easy to check that Eq. (11) is a valid solution by insertion into Eq. (5). Indeed the time derivative on the left hand side gives \((\xi - 1)\rho(v,t)/t\) which is vanishing when \( t \to \infty \), and the right hand side gives zero just like for ordinary steady states. Here the exponent \( 0 < \xi < 1 \) is called the infinite density exponent, and it will be soon determined and similarly for the constant \( b \).

The solution Eq. (11) is invalid for very small \( v \) because it diverges at \( v \to 0 \) in such a way that it is non-integrable since \( \alpha > 1 \). Following \([7,25]\) we seek a scaling solution

\[
\rho(v,t) \sim t^{-\xi}g(t^{\xi}v)
\] (12)

which describes the inner region of slow atoms and hence the cooling effect. Here \( v \propto 1/t^\beta \) and hence the velocity is small since \( t \) is large. Of course the inner and outer solutions Eqs. (11,12) must match, and we will exploit this to find the dynamical exponents of this problem \( \xi \) and \( \gamma \). The latter is what we call the scaling exponent. Using Eq. (11) we have \( \rho(v,t) \propto v^{-\alpha} \) for \( v \to 0 \) and this must match the inner solution hence we have

\[
g(x) \propto x^{-\alpha} \quad \text{for} \quad x >> 1.
\] (13)

Note that \( g(x) \) is integrable namely it can be normalised when \( \alpha > 1 \).

We insert Eq. (12) in Eq. (5) to find an equation for \( g(x) \). Some thought is required with respect to the upper limit of integration that stretches to infinite velocities on the right hand side of Eq. (5). However, the scaling function does not describe large velocities, in fact velocities of order \( v \propto v_{\text{max}} \) are modelled by the quasi-steady state, Eq. (11), as mentioned. Let us, however, pretend that we do not know this and see how it comes out of the master equation. We recall that \( t \) is large, and replace the upper limit of integration over velocity by an upper cutoff \( h/t^\beta \). We call \( \beta \) the
FIG. 2. The scaled PDF of velocity $t^{1-\gamma}\rho(v, t)$ versus $v$ for increasing times as indicated in the figure. A cooling process with a uniform parent velocity PDF $f(v)$ the maximum allowed velocity being unity is considered. The collision rate is $R(v) = v^2$ so $\alpha = 2$ and hence $\gamma = 1/2$. The data in the long time limit converges to the infinite density Eq. (24) presented with a dashed black line.

cutoff exponent. We then find using Eqs. (5) and (12)

$$\hat{\gamma} t^{\hat{\gamma}-1} [g(t^{\hat{\gamma}}v) + t^{\hat{\gamma}} v g'(t^{\hat{\gamma}}v)] \simeq -\frac{t^{\hat{\gamma}} g(t^{\hat{\gamma}}v)}{\tau(v)} + f(v) \int_0^{ht^\beta} \frac{t^{\hat{\gamma}} g(t^{\hat{\gamma}}v)}{\tau(v)} dv,$$

(14)

where $g'(x)$ is the derivative of $g$ with respect to $x$. Clearly the natural scaled variable is $x = t^{\hat{\gamma}}v$. We now realise that only the small $v$ behaviour of $\tau(v)$ determines the properties of the scaling solution and hence $g(x)$. This as already pointed out is because the particles pile up close to zero velocity and hence only the small $v$ limit matters. In contrast note that we need the full structure of $\tau(v)$ to describe the outer solution Eq. (11). Hence now we replace $\tau(v) \to cv^{-\alpha}$ in Eq. (14) and after change of variables we find

$$\hat{\gamma} t^{\hat{\gamma}-1} [g(x) + x g'(x)] = -t^{\hat{\gamma}-\hat{\gamma}\alpha} \frac{1}{c} x^{\alpha} g(x) + t^{-\hat{\gamma}\alpha} f \left( \frac{x}{t^{\hat{\gamma}}} \right) \int_0^{ht^\beta} g(x)x^\alpha dx.$$

(15)

Recall the large $x$ behaviour of $g(x)$ Eq. (13) which gives $g(x)x^{\alpha} \to \text{const}$ and hence we may find the long time limit of the integral in Eq. (15) and get

$$\hat{\gamma} t^{\hat{\gamma}-1} [g(x) + x g'(x)] = -t^{\hat{\gamma}-\hat{\gamma}\alpha} \frac{1}{c} x^{\alpha} g(x) + N t^\beta + \hat{\gamma} \alpha.$$

(16)

Here we used $\lim_{t \to \infty} f(x/t^{\hat{\gamma}}) = f(0)$ which is a constant not equal zero, further $f(0)$ is swallowed in $N$ with other constants and hence is not presented explicitly in Eq. (16). Eq. (16) should be time independent hence we can find the exponents of the problem, $\hat{\gamma} \alpha = 1$ and $\beta = 0$. The latter is expected since the cutoff of velocity is of order $t^0$, i.e. $v_{\text{max}}$. The constant $N$ is eventually determined from normalisation, see below.

We now use the scaling exponent

$$\gamma \equiv \frac{1}{\alpha}$$

(17)

and from now on $\hat{\gamma} = \gamma$. This exponent is in the range $0 < \gamma < 1$, and it describes the fat tail PDF of the waiting time within the momentum trap, $\phi_1(\tilde{t}) \propto \tilde{t}^{-1+\gamma}$ (see details below, this PDF is found via averaging the exponential PDF $q(\tilde{t}|v)$ from Eq. (1) over the random velocities). Here we see that the mean waiting time diverges, and hence as mentioned in the introduction the process is scale free. Generally, infinite ergodic theory is related to such processes, where the mean of the microscopic time scale diverges.
The scaling function is thus determined by the following equation
\[ \gamma [g(x) + xg'(x)] = -\frac{x^{1/\gamma}g(x)}{c} + N. \]  
(18)

The substitution \( y(x) = xg(x) \) helps simplifying this equation even further, and eventually the solution reads [7]
\[ g(x) = \frac{N}{\gamma x} \exp\left(-\frac{x^{1/\gamma}}{c}\right) \int_0^x \exp\left(\frac{z^{1/\gamma}}{c}\right) dz. \]  
(19)

With the help of the generalized Dawson integral \( F(p, x) = \exp(-xp) \int_0^x \exp(y)dy \), which according to [34] can be expressed by the confluent hypergeometric function \( M(a, b, z) \), the scaling function can be written as
\[ g(x) = \frac{N}{\gamma x} F(\frac{1}{\gamma}, \frac{x}{c}) = \frac{N}{\gamma} M(1, 1 + \gamma, -\frac{x^{1/\gamma}}{c^\gamma}), \]  
which agrees with the result in [7]. \( N \) is determined from normalization \( \int_0^\infty g(x)dx = 1 \) and we find from formula 7.612(1) from [35]
\[ \frac{N}{\gamma} = \frac{1}{\Gamma(1 + \gamma)} \frac{\sin(\pi\gamma)}{\pi\gamma} \frac{1}{c^{\gamma}}. \]  
(20)

As announced, the infinite density exponent \( \tilde{\xi} \) can be found by matching the inner and outer solution. Specifically the left part of the outer solution Eq. (11) is \( \rho(v, t) \propto v^{-\alpha/t^{1-\tilde{\xi}}} \) is matched with the right part of the inner solution Eqs. (12,13) give \( \rho(v, t) \propto v^{-\alpha/t^{1-\tilde{\xi}}} \), resulting in
\[ \tilde{\xi} = \gamma. \]  
(21)

Given \( N \) in Eq. (20) we can determine \( b \) in Eq. (11). Using integration by parts Eq. (19) [34] yields
\[ g(x) \sim Nc/x^{1/\gamma} \]  
for \( x \to \infty \). So from the scaling solution Eq. (12) we have for large \( x = vt^\gamma \),
\[ \rho(v, t) \sim Nc \frac{t^{1-\gamma}v^{1/\gamma}}{t^{1-\gamma}v^{1/\gamma}}. \]  
(22)
This is matched to the small \( v \) behaviour of the infinite density solution Eq. (11) which gives using Eq. (10)

\[
\rho(v,t) \sim \frac{bf(0)c}{t^{1-\gamma}v^{1/\gamma}}.
\]  

Thus we find the constant \( b \) given by \( bf(0) = N \).

To summarise we find that

\[
\lim_{t \to \infty} t^{1-\gamma} \rho(v,t) = N \tau(v) \frac{f(v)}{f(0)} = \mathcal{I}_\nu(v).
\]

The function \( \mathcal{I}_\nu(v) \) is non-normalisable since \( \mathcal{I}_\nu(v) \propto v^{1-\gamma} \) for \( v \to 0 \) and \( 1/\gamma = \alpha > 1 \). This is why it is called an infinite density. The non-normalizability is hardly surprising since we take a perfectly normalised PDF \( \rho(v,t) \) and multiply it by \( t^{1-\gamma} \) hence the area under the product will diverge in the long time limit. Still the function \( \mathcal{I}_\nu(v) \) can be used to calculate ensemble and time averages, as we will show below.

Figs. 2,3 demonstrate the main results of this section using finite time simulations of the process. In Fig. 2 simulations are presented for the uniform velocity PDF \( f(v) \) and we use \( v_{\max} = 1 \) while for the rate function we use \( c = 1 \). Unless stated otherwise these parameters will be used in all the figures of this paper. In Fig. 3 we show the case where the parent velocity distribution is exponential. While the scaling solution is not sensitive to the shape of \( f(v) \), the infinite density is, as demonstrated in the figures.

The function \( \mathcal{I}_\nu(v) \) is defined by the width of the momentum distribution and not by its variance. This reality is also consistent with reports below 3 nano-Kelvin temperatures and due to the non-Gaussian nature of the momentum packet, temperature diverges in the long time limit. Still the function \( \mathcal{I}_\nu(v) \) can be used to calculate ensemble and time averages, as we will show below.

The distribution for very small velocity is described by Eq. (12) with the scaling function \( g(\alpha) \), Eq. (19). This scaling solution as a stand alone is not a sufficient description of a cooled system for the following reason. From Eqs. (12,13) we have \( \rho(v, t) \propto v^{-\alpha} \) for large \( v \) and for now let us focus on the realistic choice \( \alpha = 2 \). We find the awkward situation that the second moment of \( v \), namely the mean kinetic energy would be infinite, due to the fat-tail of the solution, which is not what we expect from a cold system. Thus the scaling solution \( g(\alpha) \) describes the pile up of particles close to zero velocity, but it also exhibits an unexpected heavy power law tail for large velocities. The infinite density describing the outer region cures this problem, in the sense that it describes the large velocity cutoff, see Figs. 2,3. From here we see that for calculating, for instance the mean kinetic energy, we need the infinite density \( \mathcal{I}_\nu(v) \). The technical details of this calculation will be presented below. Further, while the scaling function cures the non-normalisable trait of the infinite density which stems from its small \( v \) behaviour, we find that also the complement is true: the infinite density cures the unphysical divergence of the kinetic energy, found using the scaling solution, which is due to its unphysical large \( v \) properties. In short we need both tools to describe the velocity distribution.

Finally, there is experimental evidence for the scaling solution. According to Eq. (12) the width of the velocity distribution, is proportional to \( t^{-\gamma} \) and hence to \( t^{-1/\alpha} \). Experimentally one may control the shape of the rate function \( R(v) = 1/\tau(v) \) in the vicinity of zero, and engineered experiments provided the values \( \alpha = 2 \) and \( \alpha = 4 \). Note that \( \alpha = 2 \) corresponds to an analytical expansion of \( R(v) \propto v^2 \) around its minimum at \( v = 0 \). Hence the theory Eq. (12) predicts that the full width at half maximum of the velocity PDF decays like \( t^{-1/2} \) for \( \alpha = 2 \) and as \( t^{-1/4} \) for \( \alpha = 4 \). Both these behaviours were indeed observed experimentally, up to times of order 20 milliseconds, which given the lifetime of the atom, is considered very long in this field. This cooling experiment from 1995, using Cesium, reports below 3 nano-Kelvin temperatures and due to the non-Gaussian nature of the momentum packet, temperature is defined by the width of the momentum distribution and not by its variance. This reality is also consistent with quantum Monte Carlo simulations [7]. In a later experiment, the momentum distribution of Helium was recorded in full agreement with the statistical method [7, 37]. As far as we know, so far, the infinite density was not explored experimentally.

### III. Ensemble and Time Averages

We now consider the long time limit of averaged observables, the latter denoted \( \mathcal{O}[v(t)] \), so the observable is a function of the stochastic process \( v(t) \). In usual statistical physics both, the ensemble average and the time average of such observables, are investigated and we do the same here. Examples are the indicator function \( \mathcal{O}[v(t)] = I[v_a < v(t) < v_b] \) and the kinetic energy of the particle \( \mathcal{O}[v(t)] = v^2(t) = E_k(t) \) and \( m/2 = 1 \) with \( m \) the mass of the atom. The indicator function equals unity, if the condition \( v_a < v(t) < v_b \) is true, otherwise it is zero, namely it is an observable that switches at random times between 1 and 0, thus this observable represents a dichotomous process, see Fig. 4. The kinetic energy \( E_k(t) \) is an observable that needs no introduction. The ensemble average is

\[
\langle \mathcal{O}(t) \rangle = \int_0^\infty \mathcal{O}(v)\rho(v,t)dv
\]
and hence we find using Eq. \(24\)

\[
\lim_{t \to \infty} t^{1-\gamma} \langle \mathcal{O}(v) \rangle = \int_0^\infty \mathcal{O}(t) \mathcal{I}_v(v) dv.
\] (26)

In this sense the infinite invariant density \(\mathcal{I}_v(v)\) replaces the standard invariant density \(\rho^{eq}(v)\). The formula is valid provided that the integral is finite and such an observable \(\mathcal{O}(v)\) is called integrable with respect to the infinite density. Examples are the indicator function and the kinetic energy

\[
\lim_{t \to \infty} t^{1-\gamma} \langle I(v_a < v(t) < v_b) \rangle = \int_{v_a}^{v_b} \mathcal{I}_v(v) dv, \quad \text{and} \quad \lim_{t \to \infty} t^{1-\gamma} \langle E_k(t) \rangle = \int_0^\infty v^2 \mathcal{I}_v(v) dv \quad \text{for} \quad \alpha < 3.
\] (27)

The former shows that the number of particles in the interval \(v_a < v < v_b\) is shrinking in time, provided that \(0 < v_a\) and the latter indicates that the energy of the system is decaying similarly, like \(\langle I(v_a < v(t) < v_b) \rangle \propto \langle E_k(t) \rangle \propto 1/t^{1-\gamma}\). Since \(\mathcal{I}_v(v) \propto v^{-\alpha}\) for \(v \to 0\) we see that the second integral exists only when \(\alpha < 3\), hence the kinetic energy is an integrable observable only if \(\alpha < 3\). If this condition does not hold, the kinetic energy is called a non-integrable observable and then other rules apply, see below. Roughly speaking integrable observables cure the non-normalisable trait of the infinite density found for \(\nu \to 0\), and importantly these integrable observables are very basic to physical systems, for example the energy.

We now consider the time average of an integrable observable

\[
\mathcal{O}(t) = \frac{1}{t} \int_0^t \mathcal{O}(v(t')) dv'.
\] (28)

In standard ergodic theory \(\lim_{t \to \infty} \mathcal{O}(t) = \langle \mathcal{O} \rangle_{eq}\). In the current case the dimensionless variable \(\Upsilon = \gamma \mathcal{O}(t) / \langle \mathcal{O}(t) \rangle\) remains random in the long time limit and as shown below it satisfies the Darling-Kac theorem \[10\] provided the observable is integrable. Here the mean of \(\Upsilon\) in the long measurement time limit is unity and importantly in that limit its PDF is time independent. First let us consider the ensemble mean, namely we consider an ensemble of paths and average over time and then over the ensemble

\[
\langle \mathcal{O}(t) \rangle = \left\langle \frac{1}{t} \int_0^t \mathcal{O}(v(t')) dv' \right\rangle = \frac{1}{t} \int_0^t \int_0^\infty \mathcal{O}(v) \rho(v,t') dv' dt'.
\] (29)

Here we switched the order of the time and ensemble averages. Considering the long time limit and using Eq. \(24\)

\[
\langle \mathcal{O}(t) \rangle \sim \frac{1}{t} \int_0^t dt' \int_0^\infty \mathcal{O}(v) \mathcal{I}_v(v) dv \frac{\int_0^\infty \mathcal{O}(v) \mathcal{I}_v(v) dv}{t^{1-\gamma}} = \frac{\int_0^\infty \mathcal{O}(v) \mathcal{I}_v(v) dv}{\gamma t^{1-\gamma}}
\] (30)

where we used \(0 < \gamma < 1\). Hence we conclude that

\[
\lim_{t \to \infty} \langle \mathcal{O}(t) \rangle / \langle \mathcal{O}(t) \rangle = \frac{1}{\gamma}.
\] (31)

Thus we established a relation between the time average and the ensemble average. The latter is obtained using the infinite density \(\mathcal{I}_v(v)\) and thus this invariant density is not merely a tool for the calculation of the ensemble average but rather it gives also information on the time average. More precisely as discussed below \(\Upsilon\) exhibits universal statistics independent of the observable, provided that it is an integrable observable. The \(1/\gamma\) factor in Eq. \(31\) stems from the time averaging and for example if \(\alpha = 1/\gamma = 2\) we have \(\langle \mathcal{O}(t) \rangle \sim 2 \langle \mathcal{O}(t) \rangle\), or since both sides of this equation actually go to zero, a more refined statement is \(\lim_{t \to \infty} \langle \mathcal{O}(t) \rangle / \langle \mathcal{O}(t) \rangle = 2\).

IV. KINETIC ENERGY

We consider the time average of the kinetic energy of the atom

\[
\mathcal{E}_k(t) = \overline{\mathcal{E}}(t) = \frac{1}{t} \int_0^t v^2(t') dt'
\] (32)

in the limit of long times. While we focus on a particular observable, the theory presented below is actually rather general. As mentioned, depending on the value of \(\alpha\), the observable \(v^2(t')\) can be either integrable with respect to the
infinite density, or not. Hence, here we will develop a general theory, for the time averages, valid in principle wether the observable is integrable or not. To do so, we use tools from random walk theory \[38, 39\], in particular certain types of Lévy walks \[40–42\].

We focus on the numerator of Eq. \(32\) which is a functional of the velocity path,

\[
S(t) = \int_0^t v^2(t') dt'.
\] (33)

Since we have no potential energy, \(S(t)\) is the action, which is increasing with time and \(\overline{E}_k(t) = S(t)/t\). Since the speed of particle is a constant between collision events and zero otherwise. Thus we consider a uniform distribution of the speed, and further the rate is \(S\) since we have no potential energy,

\[
S = \frac{\alpha}{\tau}\frac{N}{\overline{E}_k(t)} = \frac{\alpha}{\tau}\frac{N}{S(t)/t} = \frac{\alpha}{\tau}\frac{N}{S(t)/t}.
\]

Here \(v_1\) is the velocity drawn at the start of the process, \(v_2\) the velocity drawn after the first collision, etc. The times \(\tilde{\tau}_i\) are the times between collision events. \(t_B(t)\) is the time elapsing between measurement time \(t\) and the last event in the sequence, also called the backward recurrence time \[43, 44\]. Here we have the constraint

\[
\sum_{i=1}^{N(t)} \tilde{\tau}_i + t_B(t) = t,
\] (35)

see schematics in Fig. 4. Finally, \(N(t)\) is the random number of collisions until time \(t\).

Recall, that at each collision event we draw \(v_1\) from the parent PDF \(f(v)\) and then the waiting time \(\tilde{\tau}_i\) from Eq. \[1\] \(q(\tilde{\tau}|v_i) = R(v_i) \exp[-\tilde{\tau} R(v_i)]\), which is the conditional PDF of the waiting time, given a velocity \(v_i\). Hence the waiting times are not identically distributed, unless the rate is a constant. Further in this section we will assume that

\[
f(v) = \frac{1}{v_{\text{max}}} \quad \text{when} \quad 0 < v < v_{\text{max}}
\] (36)

and zero otherwise. Thus we consider a uniform distribution of the speed, and further the rate is

\[
R(v) = \frac{v^\alpha}{c}
\] (37)

which is the inverse of the mean decay time \(\tau(v)\) in Eq. \[10\]. Here \(c\) is a constant with units of time times speed to the power of \(\alpha\).

We may write \(s_i = (v_i)^2 \tilde{\tau}_i\) and similarly \(s_B(t) = (v_{N(t)+1})^2 t_B(t)\) and then

\[
S(t) = \sum_{i=1}^{N(t)} s_i + s_B(t).
\] (38)

At first this appears to be a problem of the summation of \(N\) random variables, which is classical in many fields, in particular in the theory of random walks. However, here \(N(t)\) is random, and is determined by the sequence of waiting times, which in turn are correlated with the jump size, i.e. the increments of \(s_i\) of of \(S(t)\) Eq. \[38\] and also the \(\tau_i\)s in Eq. \[35\] are constrained by the measurement time \(t\). In particular when \(\alpha > 1\) the statistics is very different from normal.

**Remark:** In what sense are we dealing here with a generalised Lévy walk? The simplest form of the Lévy walk deals with the displacement of a particle \(-\infty < X(t) < \infty\) which is given by \(X(t) = \sum_{i=1}^{N(t)} v_i \tilde{\tau}_i + v_{N+1} t_B(t)\). Here the velocity \(v_i\) is say either +1 or −1 with probability half (unbiased random walk) while the travel time PDF is fat tailed. In our study \(S(t) > 0\) plays a role similar to \(X(t)\) of a biased Lévy walk. The main difference is the following. For standard Lévy walks the distribution of the flight times \(\tilde{\tau}\) is independent from the value of the velocity, i.e. the joint PDF of velocity and travel times is a product of the marginal PDFs. Here, we have a different situation, as the velocity of the atom after the jump event is correlated with the random time of flight by a law determined with \(R(v) = 1/\tau(v)\). However, as stated in the abstract, the action \(S(t)\) is performing a generalised type of Lévy walk, which is analysed below.
A. PDF of action increments and waiting times

The joint PDF of $s, \tilde{\tau}$ and $v$ is

$$\phi_3(s, \tilde{\tau}, v) = \delta(s - v^2 \tilde{\tau}) q(\tilde{\tau}|v) f(v)$$  \hspace{1cm} (39)

where $f(v)$ and $q(\tilde{\tau}|v)$ are defined in Eqs. (1-30) respectively. Here the delta function comes from the definition of one step, i.e. given a specific velocity and waiting time the increment of the action is fixed. The subscript 3 indicates that we are dealing here with three random variables. We already mentioned that the action increments and the waiting times are correlated and hence to solve the problem we need the joint PDF of $s$ and $\tilde{\tau}$. This is obtained from integration of Eq. (39) over $v$ which gives

$$\phi_2(s, \tilde{\tau}) = \frac{1}{2v_{\text{max}} \sqrt{s \tilde{\tau}}} R\left(\sqrt{\frac{s}{\tilde{\tau}}}ight) \exp\left[-\frac{1}{\alpha} \frac{v_{\text{max}}^\alpha \tilde{\tau}}{c}\right]$$  \hspace{1cm} (40)

when $0 \leq s \leq v_{\text{max}}^2 \tilde{\tau}$ and if this condition is not valid, the joint PDF is equal zero. In the context of random walk theory such joint distributions are investigated in the context of coupled continuous time random walks \cite{40, 42, 45-48} since the increment $s$ and waiting times $\tilde{\tau}$ are correlated.

Further integrating over $s$ we get the marginal PDF of the waiting times.

$$\phi_1(\tilde{\tau}) = \frac{c^{1/\alpha}}{\alpha v_{\text{max}}} \tilde{\tau}^{-1-1/\alpha} \gamma\left(1 + \frac{1}{\alpha}, \frac{v_{\text{max}}^\alpha \tilde{\tau}}{c}\right),$$  \hspace{1cm} (41)

where $\gamma(., .)$ is the lower incomplete Gamma function. For large $\tilde{\tau}$ we get a power law decay

$$\phi_1(\tilde{\tau}) \sim \text{const} \tilde{\tau}^{-1-1/\alpha}$$  \hspace{1cm} (42)

hence if $\alpha > 1$ the mean waiting time diverges and const $= c^{1/\alpha} \Gamma(1 + 1/\alpha)/(\alpha v_{\text{max}})$. As is well known \cite{23, 24} the divergence of the mean waiting time signals special ergodic properties, since no matter how long we measure we cannot exceed the mean time, and hence ergodicity in its usual sense is broken. At short waiting times we have $\phi_1(\tilde{\tau}) \sim v_{\text{max}}^\alpha/[\{1 + \alpha\}c]$.

The marginal PDF of the action increment is found integrating Eq. (39) over $\tilde{\tau}$ and $v$. We use the notation that the argument in the PDF defines the variable under study and in this case it is easy to show that

$$\phi_1(s) = \frac{1}{v_{\text{max}}} \int_0^{v_{\text{max}}} v^{\alpha-2} \frac{c}{c} \exp\left(-\frac{v_{\text{max}}^\alpha s}{c}\right) \, dv.$$  \hspace{1cm} (43)

Then for the example $\alpha = 2$ we find $\phi_1(s) = \exp(-s/c)/c$, namely an exponential decay. More generally the mean of the action increments $\langle s \rangle = \int_0^{v_{\text{max}}} s \phi_1(s) \, ds$ is an important quantifier and Eq. (43) gives

$$\langle s \rangle = \left\{ \begin{array}{ll} \frac{c v_{\text{max}}^{\frac{\alpha-3}{\alpha-2}}}{3-\alpha} & \alpha < 3 \\ \infty & \alpha > 3 \end{array} \right.$$  \hspace{1cm} (44)

Clearly the mean diverges when $\alpha > 3$ which is critical for our discussion. Note the peculiarity of the case $\alpha = 2$ as the mean action increment is independent of $v_{\text{max}}$.

We now examine the distribution of $s$ in some detail. For $\alpha > 2$ we change variables according to $z = v^{\alpha-2}s/c$ in Eq. (43) and then the lower limit of the integral namely $v = 0$ corresponds to $z = 0$. Note that when $\alpha < 2$ the lower limit of integration over $z$ transform to infinity. We find

$$\phi_1(s) = \frac{c^{1/\alpha}}{(\alpha-2) v_{\text{max}}} s^{-1-1/\alpha} \gamma\left(\frac{\alpha-1}{\alpha-2}, \frac{v_{\text{max}}^\alpha s}{c}\right)$$  \hspace{1cm} (45)

when $\alpha > 2$.

For large $s$ the lower incomplete Gamma function is a constant equal to the corresponding Gamma function, hence for large $s$ we find the power law tail $\phi_1(s) \propto s^{-1-1/(\alpha-2)}$ and from here we see again that when $\alpha > 3$ the mean action increment diverges. For example for the experimentally relevant case $\alpha = 4$ we have

$$\phi_1(s) = \frac{c^2}{2v_{\text{max}}} s^{-3/2} \gamma\left(3 \frac{2}{\alpha}, \frac{v_{\text{max}}^2 s}{c}\right)$$  \hspace{1cm} (46)
which gives \( \phi_1(s) \sim \sqrt{\pi c}/(4v_{\text{max}}^2)s^{-3/2} \) when \( s \to \infty \).

For \( \alpha < 2 \) the integral Eq. (43) can be solved similarly and the solution can be expressed in terms of the upper incomplete Gamma function

\[
\phi_1(s) = \frac{e^{-s}}{v_{\text{max}}(2 - \alpha)} s^{-1 - \frac{1}{\alpha}} \Gamma\left(\frac{\alpha - 1}{\alpha - 2}, \frac{(v_{\text{max}})^{\alpha - 2}}{c} s\right), \quad \text{when } \alpha < 2.
\]

Now for large \( s \) the distribution \( \phi_1(s) \) has an exponential cutoff for all \( \alpha \) with \( 1 \leq \alpha \leq 2 \), as can be seen from the asymptotic expansion of the upper incomplete Gamma function \( \Gamma(\alpha, x) \sim x^{\alpha - 1} \exp(-x) \) resulting for \( 1 \leq \alpha < 2 \) in

\[
\phi_1(s) \sim \frac{1}{2 - \alpha} \frac{1}{s} \exp(-\frac{s}{c v_{\text{max}}}^{\alpha - 2}),
\]

and for \( \alpha = 2 \) we saw already that \( \phi_1(s) = \frac{1}{c} \exp\left(-\frac{s}{c}\right) \). For small \( s \) one gets a finite value \( \phi_1(s \to 0) = \frac{v_{\text{max}}^{\alpha - 2}}{c(\alpha - 1)} \) for all \( \alpha > 1 \). The case \( \alpha = 1 \) is special in this respect, because here \( \phi_1(s) \) is given by

\[
\phi_1(s) \sim \frac{1}{c v_{\text{max}}} \Gamma(0, \frac{s}{c v_{\text{max}}}^{\alpha - 2}),
\]

which blows up at small \( s \) like \( \phi_1(s) \sim [-\ln(s/(v_{\text{max}} c)) - \gamma_1]/(v_{\text{max}} c) \) where \( \gamma_1 \simeq 0.577 \) is the Euler Mascheroni constant. We see that \( \alpha = 1 \), which marks the transition between phases with and without a finite mean waiting time, also exhibits a transition from a blow up at the origin of \( \phi_1(s) \) to the case where the PDF of increments is a constant at short \( s \).

To summarize, we see that the critical value \( \alpha = 1 \) marks the transition from a finite mean waiting to an infinite mean, while \( \alpha = 3 \) marks the transition between a finite mean action increment to a diverging one. The critical value \( \alpha = 3 \) is specific to the observable under study, namely the energy of the atom. Considering an observable like \( v(t)^q \) and \( q \neq 2 \) would yield other values of the critical exponent. Still, energy is a basic concept for thermodynamics, so we focus on this particular observable. Also \( \alpha = 2 \) marks a transition, from a power law to an asymptotically exponentially decaying distribution of action increments. However, this does not play an essential role in our investigations of ergodic properties of the process. Importantly, the joint PDF of \( s \) and \( \tau \) does not factorise, and hence we need to treat the correlations between these variables, which is what is done in the next subsection.

**B. Governing Montroll-Weiss equations for the distribution of the total action**

We will now investigate the formalism giving the PDF of the action \( S(t) \) at time \( t \) which is denoted \( P(S,t) \). In the next subsection we consider some of its long time properties. This density is of course normalised according to
\[ \int_0^{\infty} P(S,t) dS = 1. \]

From the relation \( \overline{E}_k(t) = S(t)/t \), then from the distribution of \( S(t) \) we can gain insights on the ergodic properties of \( \overline{E}_k(t) \).

Let \( Q_N(S,t) dt \) be the probability that the \( N \)-th transition event takes place in the small interval \((t, t+dt)\) and the value of the action \( S(t) \) switched to \( S \). It is given by the iteration rule

\[ Q_{N+1}(S,t) = \int_0^S \int_0^t ds \, \tilde{r} Q_N(S-s,t-\tilde{r}) \phi_2(s,\tilde{r}) \]

with \( Q_0(S,t) = \delta(S) \delta(t) \) being the initial condition. The equation describes the basic property of the process: to arrive in \( S \) at time \( t \) when the previous collision event took place at time \( t-\tilde{r} \), the previous value of the action was \( S-s \). Solving this equation is made possible with the convolution theorem of the Laplace transform. Let

\[ \hat{Q}_N(u,p) = \int_0^{\infty} \int_0^{\infty} dS dt \exp(-u S - pt) Q_N(S,t). \]

be the double Laplace transform of \( Q_n(S,t) \) where \( u \leftrightarrow S \) and \( p \leftrightarrow t \) are Laplace pairs. Then from the convolution theorem we have

\[ \hat{Q}_N(u,p) = \left[ \hat{\phi}_2(u,p) \right]^N \]

where \( \hat{\phi}_2(u,p) \) is the double Laplace transform of \( \phi_2(s,\tilde{r}) \). The PDF \( P(S,t) \) is in turn given by

\[ P(S,t) = \sum_{N=0}^{\infty} \int_0^{S} \int_0^{t} ds dt' B Q_N(S-s,t-t') \Phi_2(s,t'). \]

Here we sum over the number of events \( N \) in the time interval \((0,t)\) and take into consideration that the measurement time \( t \) is in an interval straddled by two collision events, we further integrate over the backward recurrence time \( t' \). Finally, the statistical weight function is

\[ \Phi_2(s,t') = \int_{t'}^{\infty} d\tilde{r} \int_0^{v_{\text{max}}} dv R(v) \exp(-R(v)\tilde{r}) \delta(s-t'v^2). \]

Here the waiting time for the next jump is larger than \( t' \) since by definition the next transition takes place at times larger than \( t \). In this equation we average over the speed i.e. integrate over \( v \), draw the waiting time from an exponential PDF with a velocity dependent rate and take into consideration the fact that the last increment of the action is given by \( s = t' v^2 \) leading to the delta function.

Now we consider the double Laplace transform of \( P(S,t) \) which is denoted by \( \hat{P}(u,p) \). We again use the convolution theorem, and Eqs. (50,51) give, after summing a geometric series,

\[ \hat{P}(u,p) = \frac{\hat{\phi}_2(u,p)}{1 - \hat{\phi}_2(u,p)}. \]

In the context of random walk theory, such a formula is called the Montroll-Weiss equation [49], though typically instead of a double Laplace transform one invokes a Laplace-Fourier transform [45, 48]. In general to invert such an expression to the \( S,t \) domain is hard, however, certain long time limits can be obtained. In particular from the definition of the Laplace transform the mean of the action in Laplace space is

\[ \langle \hat{S}(p) \rangle = -\frac{\partial \hat{P}(u,p)}{\partial u} \bigg|_{u=0}. \]

Hence to get \( \langle S(t) \rangle \) we need to deal with a single inverse Laplace transform from \( p \) back to \( t \). Using Eq. (53) we find

\[ \langle \hat{S}(p) \rangle = \frac{\partial \hat{\phi}_2(u,p)}{\partial u} \bigg|_{u=0} \frac{\hat{\phi}_2(0,p)}{1 - \hat{\phi}_2(0,p)} - \frac{\partial \hat{\phi}_2(u,p)}{\partial u} \bigg|_{u=0} \frac{\hat{\phi}_2(0,p)}{1 - \hat{\phi}_2(0,p)}. \]

Note that the double Laplace transform \( \hat{\phi}_2(0,p) \) evaluated at \( u = 0 \) is merely the Laplace \( \tilde{r} \rightarrow p \) transform of the waiting time PDF \( \phi_1(\tilde{r}) \), so \( \phi_2(0,p) = \hat{\phi}_1(p) \). This of course comes from the fact that by integration of the joint PDF \( \hat{\phi}(s,\tilde{r}) \) over \( s \) we obtain the marginal PDF \( \phi_1(\tilde{r}) \). The second expression on the right hand side of Eq. (55) is a contribution to the total action from the backward recurrence time, and in the long time limit and for ordinary processes, with a finite mean waiting time, can be neglected. To investigate ergodicity one needs to go beyond the mean and consider the full distribution of \( S(t) \), or at least its variance.
C. Energy is an integrable observable when $1 < \alpha < 3$

We now obtain $\langle \mathcal{E}_k(t) \rangle$ using two approaches, the first is based on the Montroll-Weiss machinery Eq. (53), the second exploits the infinite invariant density. When $\alpha < 1$ we have a standard steady state since then the mean waiting time is finite. We now consider the case $1 < \alpha < 3$. According to Eq. (42) the mean waiting time diverges while Eq. (44) yields a finite mean action increment $\langle s \rangle$. Further the observable $v^2$, representing the energy, is integrable with respect to the infinite density. This is because $I_v(v) \propto v^{-\alpha}$ for $v \to 0$, and hence the integral $\int_0^\infty I_v(v)v^2dv$ is finite when $\alpha < 3$.

We are interested in the long time limit of $\langle \mathcal{S}(t) \rangle$, and in Appendix B we derive a rather intuitive equation

$$\langle \mathcal{S}(t) \rangle \sim \langle N(t) \rangle \langle s \rangle \quad \text{and} \quad \langle \mathcal{E}_k(t) \rangle \sim \frac{\langle N(t) \rangle \langle s \rangle}{t}$$

(56)

with $\langle N(t) \rangle$ the mean number of collisions in the time interval $(0, t)$. The mean $\langle N(t) \rangle \propto t^{1/\alpha}$ increases sub-linearly because the mean time interval between collision events diverges. This can be justified with a hand waving argument as follows. When the mean $\langle \tilde{\tau} \rangle$ is finite we expect from the law of large numbers that $\langle N(t) \rangle \sim t/\langle \tilde{\tau} \rangle$. However, in our case, when $\alpha > 1$ the denominator diverges, and is replaced with the effective mean, namely $\langle N(t) \rangle \propto t/\int_0^t \phi_1(t')dt' \propto t^{1/\alpha}$.

Using well known formulas from renewal theory, briefly recapitulated in Appendix B, we find

$$\langle \mathcal{S}(t) \rangle \sim \frac{c(v_{\text{max}})^{2-\alpha}}{3-\alpha} \frac{\alpha \sin(\pi/\alpha)}{\pi \Gamma(1+\frac{\pi}{\alpha})} \left( \frac{(v_{\text{max}})^{\alpha}t}{c} \right)^{1/\alpha} / \langle N(t) \rangle.$$  

(57)

This gives the mean of the time averaged kinetic energy of the particles (mass $m/2 = 1$) $\langle \mathcal{E}_k(t) \rangle \sim \langle \mathcal{S}(t) \rangle / t$.

1. Infinite ergodic theory at work

Infinite ergodic theory makes the calculation of $\langle \mathcal{E}_k(t) \rangle$ or $\langle \mathcal{E}_k(t) \rangle$ easy in the sense that one needs only the knowledge of the invariant density $I_v(v)$. Eqs. (24), (36), (37) give

$$I_v(v) = \begin{cases} \frac{\sin \pi \gamma}{\pi \Gamma(1+\gamma)} v^{1-\gamma} & 0 < v < v_{\text{max}} \\ 0 & \text{otherwise}, \end{cases}$$

(58)

which is clearly non-normalisable. Then the ensemble average Eq. (26)

$$\langle \mathcal{E}_k(t) \rangle = \langle v^2(t) \rangle \sim \frac{\int_0^{v_{\text{max}}} v^2 I_v(v)dv}{t^{1-\gamma}} = \frac{\sin(\pi \gamma)}{\Gamma(1+\gamma)\pi} \frac{(v_{\text{max}})^{3-1/\gamma}}{3-1/\gamma} \left( \frac{c}{t} \right)^{1-\gamma}$$

(59)

and Eq. (31) gives $\langle \mathcal{E}_k(t) \rangle = \langle E_k(t) \rangle / \gamma$. On the other hand $\langle \mathcal{E}_k(t) \rangle = \langle \mathcal{S}(t) \rangle / t$ and as expected Eq. (57) divided by $\gamma$ gives the same results as in Eq. (59). The calculation using infinite ergodic theory is straight forward and is essentially similar to the averaging we perform with ordinary equilibrium calculations and in that sense it provides a tool more convenient compared to the Montroll-Weiss random walk approach. Of course, the latter yields insights since it connects the mean of the observable to the number of renewals $\langle N(t) \rangle$. Note that as $\gamma \to 1/3$ Eq. (59) exhibits a blow up, further $\lim_{\gamma \to 1/3} v^{3-1/\gamma} = 1$ and in this sense the energy is switching to a behaviour that is $v_{\text{max}}$ independent, more generally it is independent of the parent velocity PDF $f(v)$. This marks the transition to the phase where the energy is no longer an integrable observable, as discussed in Sec. VI. below.

V. FLUCTUATIONS DESCRIBED BY THE DARLING-KAC THEOREM

We now consider the fluctuations of the time average of the energy for $1 < \alpha < 3$. Since $\overline{\mathcal{E}_k} = \mathcal{S}(t) / t$, we investigate the distribution of $\mathcal{S}(t)$ for long times namely $P(\mathcal{S}, t)$, using its double Laplace transform Eq. (53). From Eqs. (36), (37), (39) and the definition of Laplace transform

$$\phi_2(u, p) = \int_0^\infty ds \int_0^\infty d\tilde{\tau} \exp(-us - p\tilde{\tau}) \frac{1}{v_{\text{max}}} \int_0^{v_{\text{max}}} dv R(v) \exp[-R(v)\tilde{\tau}] \delta(s - v^2\tilde{\tau})$$

(60)
Integrating over $s$ and $\hat{r}$ gives

$$
\hat{\Phi}_2(u, p) = \frac{1}{v_{\max}} \int_0^{v_{\max}} \frac{R(v)}{p + R(v) + u v^2} dv. \tag{61}
$$

Similarly we find

$$
\hat{\Phi}_2(u, p) = \frac{1}{v_{\max}} \int_0^{v_{\max}} \frac{1}{p + R(v) + u v^2} dv. \tag{62}
$$

For $u = 0$ we have $\hat{\Phi}_2(0, p) = [1 - \hat{\phi}_2(0, p)]/p$, which is the Laplace transform of the probability of not making a jump, also called the survival probability.

Since $t$ is large and so is $S$ we consider the limit $u \to 0$ and $p \to 0$. This limit is considered under the condition that the ratio $p^\gamma/u \to \text{const}$, or $S/t^\gamma$, remains finite. This scaling is anticipated from the behaviour of the moments of $S$ for example Eq. (57).

We first consider the numerator of Eq. (53). Changing variables in Eq. (62) according to $z^\alpha = R(v)/p = v^\alpha/(pc)$ we find

$$
\hat{\Phi}_2(u, p) = \frac{1}{v_{\max} p} \int_0^{v_{\max}/(pc)^{\gamma}} \frac{(pc)^{\gamma}}{1 + z^{1/\gamma} + (pc)^{\gamma} u z^2/p} dz. \tag{63}
$$

As communicated we consider the case $1/3 < \gamma < 1$ and in this regime $p^{2\gamma-1} u = p^{3\gamma-1} (u/p^\gamma) \to 0$ since the ratio $u/p^\gamma$ is fixed. We then take the upper limit of integration to infinity, and hence to leading order

$$
\hat{\Phi}_2(u, p) \sim \frac{c^\gamma p^{\gamma-1}}{v_{\max}} \int_0^\infty \frac{dz}{1 + z^{1/\gamma}} \tag{64}
$$

and $\int_0^\infty (1 + z^\gamma)^{-1} dz = \gamma \pi \csc(\gamma \pi)$ with $\gamma < 1$. 

FIG. 5. To investigate the ergodic properties of the system, we simulate the cooling process model with a uniform velocity distribution $f(v)$ with maximum velocity unity $v_{\max} = 1$, and the rate $R = v^\alpha$ so $\alpha = 1$. We then follow velocity paths as a function of time and from each path we obtain the time the particle spent in an interval $v_a < v < v_b$. Namely, our observable is the indicator function. For standard ergodic processes, e.g. for the velocity of a gas particle obeying Maxwell statistics, this time divided by a long measurement time is approaching the probability of being in the mentioned velocity domain. For the laser cooling model, this time average fluctuates, the Mittag-Leffler distribution describes the corresponding statistics. Specifically we show the histogram of the normalised random variable $Y = \int_0^t I(v_a < v(t') < v_b) dt'/\int_0^t I(v_a < v(t') < v_b) dt'$ which perfectly matches the theory Eq. (60). Here $\alpha = 1.25$ so $\gamma = 0.8$, namely we are not too far from the ergodic phase ($\gamma = 1$), hence we see a peak in the distribution of $Y$ close to the mean which is unity. For ergodic process we will find a delta peak centred on unity and this can be found in our model by choosing $\alpha < 1$. We used $t = 10^6$, $v_a = 0.4$ and $v_b = 1$. 


We now consider the denominator of Eq. (53) and note that \( \lim_{u,p \to 0} \hat{\phi}_2(u,p) = 1 \) from normalization. Rewriting we find

\[
1 - \hat{\phi}_2(u,p) = \frac{1}{v_{\text{max}}} \int_0^{v_{\text{max}}} \left[ 1 - \frac{R(v)}{p + R(v) + uv^2} \right] dv = \frac{p}{v_{\text{max}}} \int_0^{v_{\text{max}}} \frac{dv}{p + R(v) + uv^2} + \frac{u}{v_{\text{max}}} \int_0^{v_{\text{max}}} \frac{v^2 dv}{p + R(v) + uv^2}.
\]

In the limit \( G_1 \sim (c^p p^\gamma/v_{\text{max}}) \int_0^\infty dz (1 + z^\gamma)^{-1} \) and \( G_2 \sim c (v_{\text{max}})^{2-\alpha} u/(3 - \alpha) \), or using Eq. (44) \( G_2 \sim u \langle s \rangle \). We see that \( G_1 \propto p^\gamma \) and \( G_2 \propto u \) so these two terms are of the same order.

Inserting Eqs. (64, 65) in Eq. (53) we find

\[
\hat{P}(u,p) \sim \frac{(T_1)^{\gamma p^{-1}}}{(T_1 p)^{\gamma}} \exp \left[ -\frac{(T_1 p)^{\gamma}}{\langle s \rangle} \right] = -\frac{d}{dp} \frac{1}{\gamma s} \exp \left[ -\frac{(T_1 p)^{\gamma}}{\langle s \rangle} \right].
\]

Let \( l_{\gamma,1}(t) \) be the one-sided Lévy stable distribution with index \( \gamma \) such that \( l_{\gamma,1}(t) \leftrightarrow \exp(-p^\gamma) \) are Laplace pairs. Using \(-d/dp \leftrightarrow t\) we obtain the PDF of the action for \( 1/3 < \gamma < 1 \) sometimes called after Mittag-Leffler

\[
P(S,t) \sim \frac{1}{\langle s \rangle} \gamma S^{1+1/\gamma} l_{\gamma,1} \left( \frac{t}{S^{1/\gamma}} \right).
\]

with \( \tilde{t} = t/T_1 \) and \( \tilde{S} = S/\langle s \rangle \). The one-sided Lévy stable distribution is well documented \[50\] for example in Mathematica and hence it is easy to plot this solution. More importantly, this distribution shows exactly how the fluctuations of the time averaged energy behave.

It is the custom to consider normalised random variables with unit mean, namely instead of \( S(t) \) we investigate \( \Upsilon = S(t)/\langle S(t) \rangle \). This by definition is also \( \Upsilon = \bar{E}_k(t)/\langle E_k(t) \rangle \) and using Eq. (31) \( \Upsilon = \gamma \bar{E}_k(t)/\langle E_k(t) \rangle \) and importantly the denominator can be obtained by a simple phase space average of \( v^2 \) employing the infinite density. Then asymptotically for large \( t \), the PDF of \( \Upsilon \) is time invariant and according to Eq. (68) given by the Mittag-Leffler law

\[
\text{ML}(\Upsilon) = \frac{[\Gamma(1+\gamma)]^{1/\gamma}}{\gamma \Upsilon^{1+1/\gamma}} \langle l_{\gamma,1} \rangle \left( \frac{\Gamma(1+\frac{1}{\gamma})}{\Upsilon^{1/\gamma}} \right).
\]

While not proven here, the Darling-Kac theorem states that this result is valid for any observable integrable with respect to the infinite measure, namely the PDF of \( \Upsilon = \bar{O}(t)/\langle \bar{O}(t) \rangle = \gamma \bar{O}(t)/\langle \bar{O}(t) \rangle \) is asymptotically given by ML(\( \Upsilon \)). We demonstrated this universality with a few examples, choosing as observable both the kinetic energy and the indicator function, see Figs. 3-5. In the limit \( \gamma \to 1 \) the PDF ML(\( \Upsilon \)) approaches a delta function, corresponding to Birkhoff’s ergodic theorem, while in the opposite limit \( \gamma \to 0 \) the PDF ML(\( \Upsilon \)) is exponential with mean unity, see Figs. 3-5 which explore this trend. It should be recalled that the limit \( \gamma \to 0 \) is valid here only for the indicator function, and not for the energy, since the former is integrable in the whole domain \( 0 < \gamma < 1 \) if \( v_0 > 0 \), while the latter only in the interval \( 1/3 < \gamma < 1 \). Mathematically the Mittag-Leffler distribution holds in the long time limit for \( \Upsilon = N(t)/\langle N(t) \rangle \) where \( N(t) \) is the random number of collisions/renewals in the process until time \( t \). Roughly speaking when \( \langle s \rangle \) is finite we have \( S(t) \simeq N(t) \langle s \rangle \), and hence the statistics of the time averaged kinetic energy and \( S(t) \) are given by the same law as the statistics of \( N(t) \). What is remarkable is that a similar behaviour holds for any integrable observable and that the mean of the observable is easy to compute with the infinite density.

It is easy to find the long time limit of the moments of the process using Eq. (67) and then inverting to the time domain. For example \( \langle \tilde{S}(p) \rangle \sim \langle s \rangle p^{-\gamma-1}/(T_1)^{\gamma} \) for small \( p \), which gives Eq. (57). Similarly the EB parameter characterising the fluctuations of the time average \[51\] in the long time limit is given by

\[
\text{EB} = \frac{(\bar{E}_k^2(t) - \langle \bar{E}_k(t) \rangle)^2}{(\langle \bar{E}_k(t) \rangle)^2} = \frac{\langle S^2(t) \rangle - \langle S(t) \rangle^2}{\langle S(t) \rangle^2} = \frac{2\Gamma^2(1+\gamma) - \Gamma(1+2\gamma)}{\Gamma(1+2\gamma)}.
\]

Thus when \( \gamma = 1 \) the fluctuations vanish, since then we enter the ergodic phase, when the mean trapping time is finite. Recall that for the energy observable, this equation is valid for \( \gamma > 1/3 \) since we assumed that \( \langle s \rangle \) is finite.
VI. KINETIC ENERGY- THE NON-INTEGRABLE PHASE $3 < \alpha$

When considering observables like the kinetic energy we have three types of behaviours

$$\langle E_k(t) \rangle \sim \begin{cases} 
\int_0^\infty v^2 \rho^\alpha(v) dv & 1 < \gamma, \\
\int_0^\infty v^2 T_{(v)}(v) dv & 1/3 < \gamma < 1, \\
\int_0^\infty x^2 g(x) dx & 0 < \gamma < 1/3
\end{cases}$$  \hspace{1cm} (71)

where we used Eqs. (12, 20). This, as mentioned, corresponds to cases where the mean waiting time is finite ($1 < \gamma$), the mean time diverges but the mean action increment $\langle s \rangle$ is finite ($1/3 < \gamma < 1$), and finally the case where both
diverge \((0 < \gamma < 1/3)\). In the first case standard ergodic theory holds, in the second the Darling-Kac theorem is valid for the energy observable, finally we have a phase where the kinetic energy is non-integrable with respect to the infinite density. Then after integrating over the observable \(v\) we illustrate here for the indicator function, which as mentioned in the text, is an integrable observable for any choice of \(\alpha\). The energy observable, is non integrable for \(\alpha = 4\). Then theory Eq. (76) predicts \(\langle O \rangle / \langle O \rangle = 1/(1 - 2/\alpha) = 2\), nicely matching the numerics.

FIG. 8. We show the dimensionless ratio \(\langle \tilde{O} \rangle / \langle O \rangle\) obtained from numerical simulations versus time. In the long time limit and if the observable is integrable with respect to the infinite density, we have according to Eq. (71) \(\langle \tilde{O} \rangle / \langle O \rangle = \alpha\), a behavior we illustrate here for the indicator function, which as mentioned in the text, is an integrable observable for any choice of \(\alpha\). The energy observable, is non integrable for \(\alpha = 4\). Then theory Eq. (76) predicts \(\langle \tilde{O} \rangle / \langle O \rangle = 1/(1 - 2/\alpha) = 2\), nicely matching the numerics.
From here, we obtain the expectation of the time average immediately
\[
\langle \bar{E}_k(t) \rangle \sim \frac{\langle E_k(t) \rangle}{1 - 2\gamma} \sim \frac{\sin(\pi\gamma)}{\sin(3\pi\gamma)} \frac{1}{\Gamma(2 - 2\gamma)} e^{2\gamma t - 2\gamma}. \tag{75}
\]

Eqs. (74) and (75) confirm that in this phase, in contrast to the phases with \( \gamma > 1/3 \), the average energy is independent of the details of the parent velocity distribution \( f(v) \), especially here it is independent of \( v_{\text{max}} \).

The asymptotic relations between the ensemble averaged kinetic energy \( \langle E_k(t) \rangle \) and its time average \( \langle \bar{E}_k(t) \rangle \) in the various phases can therefore be summarized as
\[
\langle \bar{E}_k(t) \rangle \sim \begin{cases} 
\langle E_k(t) \rangle & 0 < \gamma < 1/3, \\
\frac{\langle E_k(t) \rangle}{\Gamma(2 - 2\gamma)} & 1/3 < \gamma < 1, \\
\frac{\langle E_k(t) \rangle}{1 - 2\gamma} & 1 < \gamma,
\end{cases} \tag{76}
\]

To obtain the fluctuations of the time averaged energy, namely to calculate the EB parameter Eq. (70) further work is required. We need to evaluate the second moment of the action which in Laplace space is \( \langle \tilde{S}^2(p) \rangle = \frac{\partial^2 \hat{P}(u,p)}{\partial u^2} \big|_{u=0} \) and then using Eq. (53)
\[
\langle \tilde{S}^2(p) \rangle = \frac{\Phi_2''(0, p)}{1 - \phi_2(0, p)} + \frac{2\Phi_2'(0, 0)\phi_2'(0, p)}{[1 - \phi_2(0, p)]^2} + \frac{\Phi_2(0, p)\phi_2''(0, p)}{[1 - \phi_2(0, p)]^2} + \frac{2\Phi_2(0, p)[\phi_2'(0, p)]^2}{[1 - \phi_2(0, p)]^4}. \tag{77}
\]

Unfortunately all four terms are contributing to the small \( p \) limit under investigation. This means that unlike the case \( 1/3 < \gamma \), here the effect of the last interval in the sequence, which we called the backward recurrence time, is dominating the statistics of the time average of the energy. The details of the calculations are presented in the subsection below. We find asymptotically for \( 0 < \gamma < 1/3 \)
\[
\text{EB} = \frac{\langle \bar{E}_k^2(t) \rangle - \langle \bar{E}_k(t) \rangle^2}{\langle \bar{E}_k(t) \rangle^2} = \frac{\langle \tilde{S}^2(t) \rangle - \langle \tilde{S}(t) \rangle^2}{\langle \tilde{S}(t) \rangle^2} = \frac{2\Gamma^2(2 - 2\gamma)}{\Gamma(3 - 4\gamma)} \left[ \frac{\sin^2(3\pi\gamma)}{\sin(\pi\gamma) \sin(5\pi\gamma)} + 3\gamma \right] - 1. \tag{78}
\]

This expression clearly differs from the EB parameter found in the Darling-Kac phase \( 1/3 < \gamma \), Eq. (70). The latter is universal in the sense that it is valid for any integrable observable. In contrast here the fluctuations are specific to a non-integrable observable, namely the energy provided that \( 0 < \gamma < 1/3 \). Note that when \( \gamma \to 1/3 \) from below and above \( \text{EB} = 2\Gamma^2(4/3)/\Gamma(5/3) - 1 \approx 0.766 \), namely Eq. (70) and Eq. (78) match, so the EB parameter is a continuous function of \( \gamma \) while its derivative is not. In the range \( 0 < \gamma < 1/3 \) the EB parameter has a minimum, an effect that we cannot explain intuitively. In Fig. 9 we present numerical results for the EB parameter versus \( 0 < \gamma < 1 \), comparing it to the analytical theory. A clear transition is observed when the energy observable switches from an integral to a non-integrable observable, a transition found when \( \gamma = 1/3 \).

In the limit \( \gamma \to 0 \) we find from Eq. (78) \( \text{EB} = 4/5 \). To understand this limit we notice that
\[
\lim_{\gamma \to 0} \text{EB} = \frac{\langle (E_k(t))^2 \rangle - \langle E_k \rangle^2}{\langle E_k \rangle^2} \tag{79}
\]
where unlike the definition in Eq. (78) here we have the ensemble averaged energy not the time averages. In this limit we have a stagnation effect in the sense that in the measurement time \( t \) the system remains in a particular though random velocity state for practically the whole duration of the process namely \( \bar{E}_k = \int_0^t E_k(t) dt / t = v^2 t / t = v^2 \).

Note that we consider here the limit where \( t \) is made long and only then \( \gamma \to 0 \). It is easy to find \( \langle E_k \rangle \sim \langle v^2 \rangle \) and \( \langle (E_k(t))^2 \rangle \sim \langle v^4 \rangle \) in the limit \( \gamma \to 0 \) using Eqs. (19) (20). In particular \( \lim_{x \to 0} x^{1/\gamma} \) is 1 if \( 0 < x < 1 \) otherwise it is zero since \( \gamma \to 0 \). Hence using Eq. (19) \( \langle v^2(t) \rangle = \int_0^\infty x^2 dx \bar{z}(c/t)^{2\gamma} = (1/3)(c/t)^{2\gamma} \) and similarly \( \langle v^4(t) \rangle = (1/5)(c/t)^{4\gamma} \) and indeed \( \lim_{\gamma \to 0} \text{EB} = [(1/5) - (1/3)^2]/(1/3)^2 = 4/5 \). To conclude Eq. (78) makes perfect sense in the limit \( \gamma \to 0 \) marking the stagnation of the dynamics, and \( \gamma \to 1/3 \) marking the transition to the Darling-Kac phase, in between the solution is not trivial.
FIG. 9. The EB parameter versus $\gamma$ for the kinetic energy observable $v^2$. When EB = 0 we have an ergodic phase found when $\gamma > 1$. This ergodicity breaking parameter is a measure for the fluctuations of the time averages and for $1/3 < \gamma < 1$ is given by Eq. [70]. That formula is valid when ever the observable is integrable with respect to the infinite measure. For $0 < \gamma < 1/3$ the kinetic energy observable is non-integrable, and the system enters a different phase, described by Eq. [78]. The dots are obtained from finite time simulations of a model with a parent velocity distribution $f(v)$ which is uniform and the number of particles used was $10^5$. The continuous dotted curve is Eq. [70] plotted in the full range $0 < \gamma < 1$. It holds for example for the indicator function which is an integrable observable in this range, and hence this observable does not exhibit the discontinuous behaviour unlike the energy observable.

A. Formula for $\langle E_k \rangle$

We now derive Eq. [75] the reader not interested in this technicality may of course skip this sub-section. Specifically we use as a model the uniform velocity PDF $f(v)$ Eq. [36] and the rate function $R(v)$ Eq. [37], though our final results are more general. The main tool is Eq. [55] for $\langle \hat{S}(p) \rangle$ which is evaluated in the limit of small $p$, then transformed to $t$, a standard Tauberian procedure valid in the long time limit. From here, as before, we get $\langle E_k(t) \rangle \sim \langle \hat{S}(t) \rangle / t$.

Eq. [55] is split into two terms

$$\langle \hat{S}(p) \rangle = \hat{H}_1(p) + \hat{H}_2(p)$$

with

$$\hat{H}_1(p) = -\frac{\partial \hat{\phi}_2(u,p)}{\partial u} \bigg|_{u=0} + \hat{\Phi}_2(0,p), \quad \hat{H}_2(p) = -\frac{\partial \hat{\phi}_2(u,p)}{\partial u} \bigg|_{u=0}. \quad (81)$$

When $1/3 < \gamma$ the derivative $\partial_u \hat{\phi}_2(u,p) |_{u=0}$ is the mean action increment $\langle s \rangle$ when $p \to 0$. However, here it diverges, since we consider $0 < \gamma < 1/3$. Recall that $\hat{\Phi}_2(u,p)$ is associated with the probability of not jolting namely the term $\hat{H}_2(p)$ is stemming from contribution to the total action from the backward recurrence time. In the limit, it was negligible for $1/3 < \gamma$ but here both terms are important.

To start we rewrite Eq. [61]

$$\hat{\phi}_2(u,p) = 1 - \frac{1}{v_{\max}} \int_{v_{\max}}^{v_{\max}} \left( 1 - \frac{R(v)}{p + R(v) + uv^2} \right) dv = 1 - \frac{1}{v_{\max}} \int_{0}^{v_{\max}} \frac{p + uv^2}{p + R(v) + uv^2} dv. \quad (82)$$

We set $u$ to zero and change variables according to $v^\alpha = (pc)^{1/\alpha} z$ and then get

$$\hat{\phi}_2(0,p) = 1 - \frac{(pc)^{1/\alpha}}{v_{\max}} \int_{0}^{v_{\max}/(pc)^{1/\alpha}} \frac{dz}{1 + z^\alpha}. \quad (83)$$
The upper limit is then taken to be infinity and we find in the small $p$ limit $\hat{\phi}_2(0, p) \sim 1 - (pc)^{-\pi \gamma / v_{\text{max}} \sin \pi \gamma}$. The first term here is the normalisation, the second indicates that the mean trapping time is diverging, more precisely this well known Tauberian relation comes from the fat tail of the waiting time PDF Eq. (42). In these calculations and those which now follow we use three integrals

$$
\int_0^\infty \frac{dz}{1 + z^\alpha} = \frac{\pi (\alpha)}{\sin(\pi/\alpha)}, \quad \int_0^\infty \frac{\alpha z^{\alpha+2}dz}{(1 + z^\alpha)^2} = \frac{(3\pi (\alpha)}{\sin(3\pi/\alpha)}, \quad \text{and} \quad \int_0^\infty \frac{\alpha^2 z^{2\gamma}dz}{(1 + z^\alpha)^2} = \frac{\pi (\alpha - 3)}{\sin(3\pi/\alpha)},
$$

(84)

all valid in the regime of interest.

Using the same tricks we find

$$
- \partial_u \hat{\phi}_2(u, p)|_{u=0} \sim \left(\frac{c}{v_{\text{max}}}\right) (pc)^3 \gamma^{-1} \int_0^\infty \frac{z^{\alpha+2}dz}{(1 + z^\alpha)^2},
$$

(85)

and

$$
- \partial_u \hat{\Phi}_2(u, p)|_{u=0} \sim \frac{c^2}{v_{\text{max}}} (pc)^3 \gamma^{-2} \int_0^\infty \frac{z^2dz}{(1 + z^\alpha)^2}.
$$

(86)

Inserting Eqs. (85, 87) in Eq. (81) we find the small $p$ limit of $\tilde{H}_1(p)$ and $\tilde{H}_2(p)$. It is now easy to transform from $p$ to time $t$ and find

$$
\langle \mathcal{E}_k \rangle = \frac{\langle S(t) \rangle}{t} \sim \left(\frac{c}{t}\right)^{2\gamma} \left[ \frac{3\gamma \sin(\pi \gamma)}{\Gamma(2 - 2\gamma) \sin(3\pi \gamma)} + \frac{\sin(\pi \gamma)(1 - 3\gamma)}{\Gamma(2 - 2\gamma) \sin(3\pi \gamma)} \right].
$$

(87)

The first term vanishes in the limit of $\gamma \to 0$, namely in that limit the time interval $(0, t)$ is effectively collision free, in such a way that the dominating contribution is the backward recurrence time $\tilde{H}_1(p)$ (the $\tilde{H}_2(p)$ term). This means roughly speaking, that in this limit the backward recurrence time is equal to the measurement time. In contrast when $\gamma \to 1/3$ marking the transition to the integrability of the energy, namely the Darling-Kac phase, the first term which stems from many jumps is diverging. From Eq. (87) we get Eq. (75).

### B. EB parameter

To obtain the EB parameter we use Eq. (77) to find the variance of $S$ in the long time limit. We consider the four terms $I_j(p)$ with $j = 1, \ldots, 4$ defined in Eq. (77) in the limit $p \to 0$. The calculations are some what similar to those in the previous subsection though now we need to consider second order derivatives with respect to $u$ for example we find

$$
\hat{\phi}_2''(0, p) \sim \frac{2(pc)^5}{v_{\text{max}}^3} \int_0^\infty \frac{z^4dz}{(1 + z^\alpha)^3},
$$

(88)

and using Eq. (83)

$$
I_1(p) \sim \frac{2c^3(pc)^{4\gamma - 3} \int_0^\infty \frac{z^4dz}{(1 + z^\alpha)^3}}{\sin(\pi \gamma)}.
$$

(89)

Notice that $I_1(p)$ is independent of $v_{\text{max}}$ in this limit, and so are the remaining terms $I_2(p), I_3(p)$ and $I_4(p)$ which are given by

$$
I_2(p) \sim 2c^3(pc)^{4\gamma - 3} \left[ \int_0^\infty \frac{z^2dz}{(1 + z^\alpha)^3} \int_0^\infty \frac{z^{\alpha+2}dz}{(1 + z^\alpha)^3} \right],
$$

(90)

$$
I_3(p) \sim 2c^3(pc)^{4\gamma - 3} \frac{\int_0^\infty \frac{z^{\alpha+4}dz}{(1 + z^\alpha)^3}}{\pi \gamma / \sin \pi \gamma},
$$

(91)
The goal is to obtain from this by inversion of Eq. (94) the scaling function $f$ and similarly by a Mellin transform of both sides of Eq. (94) resulting in \[ \int_0^\infty \frac{z^{\alpha+2}}{1+z^{\alpha}} \frac{dz}{\sin \pi \gamma} \] and this after normalization yields the EB parameter Eq. (78).

### VII. DISTRIBUTION OF TIME AVERAGES IN THE NON-INTEGRABLE PHASE

We will now obtain the PDF of the random variable $\Upsilon = S(t)/(S(t)) = F_k(t)/(F_k(t))$, namely the normalised time averaged kinetic energy, in the phase when this observable is non-integrable with respect to the infinite density. Recall, that when the energy is integrable, we obtain the universal Mittag-Laffler law Eq. (69). Unlike the latter case, the PDF of $\Upsilon$ denoted $P_\alpha(\Upsilon)$ will now depend on the microscopical details of the model, in particular the PDF of the speed after collisions $f(v)$. Here we find $P_\alpha(\Upsilon)$ for the model under study, namely the case where $f(v)$ is uniform. The analysis does not allow us to obtain a general solution for $P_\alpha(\Upsilon)$ for all $3 < \alpha$ and we mainly revert to approximations. This is unlike the variance, given in terms of the EB parameter, Eq. (78) which was calculated exactly. Since the calculations are lengthy, here we provide the outline of the theory, focusing on three cases, $\alpha = 4, \alpha = 6$ and $\alpha \to \infty$. Comparing the semi-analytical solution to simulations we gain insight on a new type of transition, which shows up as a sudden blow up of $P_\alpha(\Upsilon)$ for $\Upsilon \to 0$. The effect is certainly not found for the Mittag-Laffler distribution, within the integrable phase $\alpha < 3$.

The double Laplace transform of the action propagator $P(S,t)$ is given by $\hat{P}(u,p)$ and the Montroll-Weiss type equation Eq. (53). The technical problem is to invert this solution in the limit of long times corresponding to the Laplace variable $p \to 0$ being small. The functions $P(S,t)$ and $\hat{P}(u,p)$ attain scaling forms, denoted $P(S,t) \sim t^{1-\alpha/2} f_\alpha(S/t^{1-2/\alpha})$ and $P(u,p) \sim (1/p) g_\alpha(u/p^{1-2/\alpha})$. Here the limit under study is $t \to \infty$ and $S \to \infty$ the ratio $S/t^{1-2/\alpha}$ remaining fixed and similarly in Laplace space. Note that we showed in Eq. (87) that $\langle S(t) \rangle \propto t^{1-2/\alpha}$, hence the scaling of $S$ with time we use here is consistent with that observation. The two scaling solutions are related by the laws of Laplace transform

\[
\frac{1}{p} g_\alpha\left(\frac{u}{p^{1-2/\alpha}}\right) = \int_0^\infty dt \int_0^\infty dS \ e^{-uS} e^{-pt} \frac{1}{t^{1-2/\alpha}} f_\alpha\left(\frac{S}{t^{1-2/\alpha}}\right).
\]

Substituting $x = \frac{S}{t^{1-2/\alpha}}$ and setting $p = 1$ turns Eq. (93) into the integral equation

\[
g_\alpha(y) = \int_0^\infty dx \ K_\alpha(yx) f_\alpha(x)
\]

relating $g_\alpha(y)$ and $f_\alpha(x)$ via this convolution transform with kernel

\[
K_\alpha(x) = \int_0^\infty dt \ e^{-xt^{1-2/\alpha}} e^{-t}.
\]

For the scaling function $g_\alpha(y)$, with $\alpha > 3$, i.e. in the non-Darling-Kac phase, we obtain from the $p \to 0$ limit of $\hat{P}(u,p)$ Eq. (53) the following exact form

\[
g_\alpha(y) = \int_0^\infty \frac{1}{1+y^2+z^2} dz
\]

The goal is to obtain from this by inversion of Eq. (94) the scaling function $f_\alpha(x)$, which is a rescaled version of the limiting probability density $P_\alpha(\Upsilon)$ of the normalized time average $\Upsilon$. Such an inversion can be achieved in principle by a Mellin transform of both sides of Eq. (53) resulting in [63, p.997]

\[
\tilde{g}_\alpha(s) = \tilde{K}_\alpha(s) \tilde{f}_\alpha(1-s),
\]
where \( \tilde{g}_\alpha(s) = M[g_\alpha(y); s] = \int_0^\infty dy \ g_\alpha(y)y^{s-1} \) is the Mellin transform of \( g_\alpha(y) \), and \( \tilde{K}_\alpha(s) \) and \( \tilde{f}_\alpha(s) \) is defined analogously. Solving Eq. (97) for \( \tilde{f}_\alpha(s) \) and applying the inverse Mellin transformation gives

\[
f_\alpha(x) = M^{-1}[\tilde{f}_\alpha(s); x] = M^{-1}\left[\frac{\tilde{g}_\alpha(1-s)}{\tilde{K}_\alpha(1-s)}; x\right],
\]

and finally by rescaling the desired limit density is obtained as

\[
P_\alpha(\Upsilon) = C_\alpha f_\alpha(x)|_{x=\Upsilon},
\]

where \( C_\alpha = \langle x \rangle_{f_\alpha} = \int_0^\infty dx \ x f_\alpha(x) \). The rescaling implies that the mean is \( \langle \Upsilon \rangle_{P_\alpha} = \frac{\infty}{0} d\Upsilon \ P_\alpha(\Upsilon) = 1, \) as requested.

While in principle along these steps the problem of calculating the limit distribution \( P_\alpha(\Upsilon) \) is solved, a fully analytic solution is available only in two cases, \( \alpha = 4 \) and \( \alpha = \infty \). For \( \alpha = 4 \) the integrals in Eq. (96) can be evaluated by residue calculus yielding after some calculations the simple result

\[
g_4(y) = \frac{1}{1+y},
\]

with Mellin transform \( \tilde{g}_4(s) = \Gamma(s)\Gamma(1-s) \). Since the Mellin transform \( \tilde{K}_\alpha(s) \) of the integral kernel is also known in full generality, \( \tilde{K}_\alpha(s) = \Gamma(s)\Gamma(1-(1-2/\alpha)s) \), we get the quotient in Eq. (98), and in addition we can invert from Mellin space to obtain \( f_4(x) = \frac{1}{\sqrt{s}} e^{-x^2} \). The scaling factor \( C_4 = \langle x \rangle_{f_4} \) follows from the general relation between the \( n \)-th derivative \( g_\alpha^{(n)}(y) = 0 \) and the moments \( \langle x^n \rangle_{f_\alpha} \) of \( f_\alpha(x) \)

\[
g_\alpha^{(n)}(0) = K^{(n)}(0) \langle x^n \rangle_{f_\alpha} = (-1)^n \Gamma(1+n(1-2/\alpha)) \langle x^n \rangle_{f_\alpha},
\]

which follows directly from Eq. (94). For \( \alpha = 4 \) we get \( C_4 = \langle x \rangle_{f_4} = \frac{2}{\sqrt{\pi}} \), so that we obtain for \( P_4(\Upsilon) \) according to Eq. (99) a half Gaussian distribution

\[
P_4(\Upsilon) = \frac{2}{\pi} e^{-\frac{\Upsilon^2}{4}}
\]

as an exact result. It is merely a coincidence, that this half Gaussian is found also in the Mittag-Leffler phase, when \( \alpha = 2 \), see Fig. 6. We can proceed similarly for \( \alpha \to \infty \), because all integrals and Mellin transforms are known exactly also in this case yielding

\[
g_\infty(y) = \frac{1}{\sqrt{y}} \ \text{arctan} \sqrt{y}
\]

and eventually

\[
P_\infty(\Upsilon) = \frac{1}{2\sqrt{3} \sqrt{\Upsilon}} \theta(3-\Upsilon),
\]

where we use the step function. This result diverges at the origin \( \Upsilon \to 0 \), and we will soon show that this is valid for any \( \alpha < 4 \). Note that PDF is cutoff sharply at \( \Upsilon = 3 \) an effect which is related to the underlying uniform distribution of \( v \), Eq. (36). More precisely, we may explain this result, by noting that the atom maintains a constant velocity for practically all the duration of the experiment, since \( \alpha \to \infty \) or \( \gamma = 1/\alpha \to 0 \). Then \( \Upsilon = v^2/(\gamma^2) \) and using the uniform PDF of velocities Eq. (36) we get Eq. (104). In Fig. 10 we present simulation results for \( \alpha = 50 \) and compare them to theory \( \alpha \to \infty \). These match well with the limiting PDF \( P_\infty(\Upsilon) \), the exception is that the histogram is smeared and does not show the step like structure of limiting PDF which is found at \( \Upsilon = 3 \).

For the experimentally also relevant case \( \alpha = 6 \) we can still get from Eq. (96) by residue calculus a fully analytic expression for \( g_6(y) \), but the result is very lengthy involving 3rd roots etc., and it does not simplify as in the case \( \alpha = 4 \). Therefore one cannot analytically calculate its Mellin transform. This led us to find an approximate scaling function \( \tilde{g}_6^\approx(y) \), which deviates only little from the true function \( g_6(y) \), but for which the Mellin transform is known analytically. The general ideas is to match in \( \tilde{g}_6^\approx(y) \) the true small \( y \)-behavior and the large \( y \)-asymptotics of \( g_6(y) \), which we know analytically from an analysis of Eq. (96). The simple form

\[
g_6^\approx(y) = (1 + \frac{2}{3} y^{-\frac{2}{3}})
\]
FIG. 10. Histogram of the normalized time averaged energy $P_\alpha(\Upsilon)$, obtained from numerical simulations with $\alpha = 50$ is compared with the limiting PDF Eq. (104). In the limit the PDF is sharply cutoff at $\Upsilon = 3$ an effect which is smeared out with the finite time, finite $\alpha$ simulations.

FIG. 11. Simulations and theory Eq. (106) for the distribution of the time averaged energy $P_\alpha(\Upsilon)$, for $\alpha = 6$. Here the observable is non-integrable with respect to the infinite density, and $P_\alpha(\Upsilon)$ diverges at $\Upsilon \to 0$, indicating very long sticking times close to zero speed, for some of the atoms which have very low energy compared to the mean.

shares with the exact function $g_6(y)$ the identical first and second derivative at $y = 0$, and the exponent of the asymptotic behavior for $y \to \infty$. The relative deviation of $g_6^\approx(y)$ from $g_6(y)$ is strictly less than 4.2%. This function $g_6^\approx(y)$ can be Mellin transformed [64], and leads via Eq. (108) and subsequent rescaling to an analytical expression for $P_6^\approx(\Upsilon)$, which can be expressed in terms of a Fox-H function [65] as

$$P_6^\approx(\Upsilon) = \frac{3}{4\Gamma\left(\frac{5}{4}\right)\Gamma\left(\frac{3}{4}\right)} H^{1,0}_{1,1}\left(\frac{3}{4\Gamma\left(\frac{5}{4}\right)} \Upsilon \left| \begin{array}{c} \frac{1}{3}, \frac{2}{3} \\ \frac{1}{3}, 1 \end{array} \right. \right). \tag{106}$$

As mentioned, after rewriting this expression in terms of a Meijer G-function [64, p.629], we can plot the result with Mathematica, see Fig. 11.
A. Accumulation effect for $\alpha > 4$

We mentioned already that $P_\alpha(\Upsilon)$ diverges at the origin $\Upsilon \to 0$ for any $\alpha > 4$ and explained that this means that a large population of particles remain slow for the whole duration of the experiment. Now we wish to characterise this effect more precisely.

It is easy to see that the exact asymptotic behavior of $g_\alpha(y)$ for $y \to \infty$ is given by

$$g_\alpha(y) \sim ry^{-\eta},$$

(107)

with decay exponent

$$\eta = \eta(\alpha) = \frac{\alpha}{2(\alpha - 2)},$$

(108)

and decay amplitude

$$r = r(\alpha) = \frac{\alpha - 2}{2} \sin \frac{\pi}{\alpha - 2}.$$  
(109)

From that the small $x$-asymptotics of $f_\alpha(x)$ follows exactly as

$$f_\alpha(x) \sim t(\alpha)x^{-s_0(\alpha)}$$

(110)

with exponent

$$s_0(\alpha) = 1 - \eta(\alpha) = 1 - \frac{\alpha}{2(\alpha - 2)} = \frac{\alpha - 4}{2\alpha - 4},$$

(111)

and amplitude

$$t(\alpha) = \frac{r(\alpha)}{\sqrt{\pi} \Gamma(\eta(\alpha))} = \frac{\alpha - 2}{2} \sin \frac{\pi}{\alpha - 2} \frac{\pi}{\sqrt{\pi} \Gamma(\frac{\alpha}{2(\alpha - 2)})}.$$  
(112)

The following table gives an overview for the resulting behavior of $f_\alpha(x) \to 0 \sim t(\alpha)x^{-s_0(\alpha)}$ and of the limit distribution $ho^*_\alpha(x \to 0) = C_\alpha f_\alpha(C_\alpha x \to 0)$. With the explicit form of $C_\alpha$ derivable from the exact form of $g_\alpha(0)$

$$C_\alpha = \langle x \rangle = \frac{\sin(\pi/\alpha)}{\sin(3\pi/\alpha)} \frac{1}{\Gamma(2 - \frac{2}{\alpha})} = \frac{1}{1 + 2 \cos \frac{\pi}{\alpha}} \frac{1}{\Gamma(2 - \frac{2}{\alpha})}$$

(113)

this yields

$$\begin{align*}
&\alpha \quad f_\alpha(x \to 0) \quad P_\alpha(x \to 0) \\
&\alpha \to \infty \quad \frac{1}{2}x^{-\frac{3}{2}} \quad \frac{1}{2\sqrt{\pi}}x^{-\frac{3}{2}} \\
&\alpha = 50 \quad 24\sin(\frac{\pi}{10})x^{-\frac{5}{4}} \quad \frac{24\sin(\frac{\pi}{10})}{\sqrt{\pi} \Gamma(\frac{5}{4})}x^{-\frac{5}{4}} \\
&\alpha = 6 \quad \frac{1}{\sqrt{\pi}}x^{-\frac{1}{4}} \quad \frac{1}{\sqrt{\pi} \Gamma(\frac{1}{4})}x^{-\frac{1}{4}} \\
&\alpha = 5 \quad \frac{3\sqrt{5}}{4\sqrt{\pi} \Gamma(\frac{3}{4})}x^{-\frac{1}{4}} \quad \frac{3\sqrt{5}}{4\sqrt{\pi} \Gamma(\frac{3}{4})}x^{-\frac{1}{4}} \\
&\alpha = 4 \quad \frac{1}{\sqrt{\pi}}x^{0} \quad \frac{1}{\sqrt{\pi} \Gamma(\frac{1}{4})}x^{0} \\
&\alpha = 3 \quad \frac{3\sqrt{3}}{8\sqrt{\pi} \Gamma(\frac{3}{4})}x^{\frac{1}{4}} \quad \frac{3\sqrt{3}}{8\sqrt{\pi} \Gamma(\frac{3}{4})} \left(\frac{\cos(\frac{\pi}{4})}{\sin(\frac{\pi}{4})} \frac{1}{\Gamma(\frac{1}{4})}\right)^{\frac{1}{4}}x^{\frac{1}{4}} \\
&\alpha = 10 \quad \frac{1}{\sqrt{\pi}}x^{\frac{1}{4}} \quad \frac{1}{\sqrt{\pi} \Gamma(\frac{1}{4})}x^{\frac{1}{4}} \\
&\alpha = 3 + \varepsilon, \quad \varepsilon \to 0 \quad \varepsilon^{\frac{1}{2} - \varepsilon} \quad \left(\frac{2\sqrt{7}}{\pi \Gamma(\frac{3}{4})}\right)^{\frac{3}{2}} \varepsilon^{\frac{1}{2} - \frac{1}{2} - \varepsilon}.
\end{align*}$$

(114)

This array of equations shows that $\alpha = 4$ takes a special role as it separates diverging behavior of $f_\alpha(x)$ near $x = 0$ for $\alpha > 4$ from vanishing behavior for $3 < \alpha < 4$. Note also the diverging amplitude in $\rho^*_\alpha(x) \varepsilon \to 0$ in contrast to the vanishing amplitude of $f_{3 + \varepsilon}(x)$, which is a consequence of the diverging scaling factor $C_{3 + \varepsilon} \sim \varepsilon^{-1}$. 
B. Physical consequences

We discovered for $\alpha > 4$, an accumulation effect, namely the divergence of the PDF of the time averages, found at low energies e.g. where $\alpha = 6$ and $T \to 0$. This means that a significant population of atoms remains at small speeds for the whole duration of the experiment. In turn, this is useful when one wishes to reduce scattering or spatial spreading, namely holding atoms close to the dark zero momentum state for long durations. Thus, while for the optimization of the commonly used relaxation time of the full width at half maximum (FWHM) of the velocity packet, which decays as $t^{-1/\alpha}$, one should consider small values of $\alpha$ to obtain fast relaxation (say $\alpha = 2$), to maintain some of the population with small kinetic energy for long durations, large values of $\alpha$ (say $\alpha = 6$) are beneficial, as the trapping times become statistically longer. Surprisingly, $\alpha = 4$ marks a quantitative transition of the low energy statistics, which we discovered from the analysis of the time averages.

VIII. PERSPECTIVE

The rate of escape from the velocity trap, $R(v) \propto v^\alpha$ for small $v$, implies that for laser cooled systems the mean escape time is infinite when $1 < \alpha$ or equivalently $\gamma < 1$. From the point of view of cooling this is an advantage, in the sense that typical speeds are low (nano-Kelvin regime). At the same time this leads to the applicability of infinite ergodic theory, including the non-normalisable measure. The system shares some features which are similar to glassy dynamics, in particular the trap model [23]. In that model, we have a density of states $\rho(E) = \exp[-E/T_g]/T_g$ where $E > 0$ are the trap depths and $T_g$ a measure of disorder. The system is in contact with a heat bath at temperature $T$. We will not go into the details of the anomalous dynamics in this model, however we point out that also here we encounter a non-normalisable state. The partition function is $Z = \int_0^\infty \rho(E) \exp(E/T) dE$ (here $k_B = 1$) and hence it diverges when $T_g > T$. This low temperature glassy phase also corresponds to the case where the mean trapping time diverges and where one finds anomalous kinetics. Thus, for both the sub-recoiled system and the trap model, we find diverging mean trapping times and also the blow up of the normalisation of the usual steady state. Bouchaud described such systems as exhibiting weak ergodicity breaking, since one has exploration of phase space although time and ensemble averages differ [24]. Mathematicians, use the term infinite ergodic theory, since they realise that the non-normalisable measure is the key ingredient of the theory. Further, this non-normalisable state is related to the normalised distribution $\rho(v,t)$ see Eq. (24), and it is approached from a broad class of initial conditions. Thus, some actually call the dynamics ergodic, i.e. the term infinite ergodic theory implies the dynamics is ergodic, while in the physics literature others describe it as non-ergodic. In short one should distinguish between the operational definition of ergodicity, time and ensemble averages coincide, and the fact that in the long-time limit a unique density is approached, be it normalised or not. We conclude that weak ergodicity breaking and infinite ergodic theory are deeply related. The statistical theory applies both, to models in a non-equilibrium setting like laser cooled atoms, but also to systems with a canonical Boltzmann-Gibbs measure even if the latter is not normalised [19].

What are the consequences for laser cooling? Remarkably, using Eq. (71) we conclude that the most efficient cooling, in the sense of the fastest relaxation of the mean energy, is found for $\gamma = 1/3$. Thus the transition in the ergodic properties of the system investigated here, which takes place when $\alpha = 3$ or $\gamma = 1/3$, is physically connected to the optimal cooling of energy. This is not a coincidence, namely at the transition point the time dependence changes, though the fact that this point is optimal seems to us as merely good luck. In contrast, for the FWHM of the velocity packet [26], we do not have such an optimum. Instead, as mentioned, it decays like $t^{-1/\alpha}$ favouring small values of $\alpha$ for faster relaxation [26]. Thus the classification of an observable as either integrable (energy, $\gamma > 1/3$) or non-integrable (energy $\gamma < 1/3$, FWHM) with respect to the infinite invariant measure is crucial, both mathematically and physically. We should note that the FWHM is not a dynamical observable, in the sense that it cannot be obtained as a functional of a single particle path.

In the context of sub-recoil laser cooling our work raised a few questions and here we point out possible extensions.

1. It is a challenge to see if quantum Monte Carlo simulations [7] can be used to investigate numerically the non-normalisable state and the time and ensemble averages.

2. Experimentally finding the infinite density is another obvious challenge. Single atom experiments yield direct insights on the trajectories and the time averages [68, 69].

3. In our examples we used simple forms for $f(v)$ and $R(v)$. It is important to realise that our main results are generally valid, like the applicability of infinite ergodic theory, though it is clear that details do depend on the microscopical behaviour of these functions. In this context we have recently considered [54] other models, including the case where the process is not renewed after each jolt. The main results are left unchanged.
4. What happens to such a gas of atoms in the presence of some binding field, e.g. a harmonic trap? What is the pressure of the gas? What will happen when we add interactions? Will that drive the system to a true thermal state?

5. When we considered time averages, the measurement starts when the process is initiated (lower limit of the time integral is zero). Instead one may prepare the system at time \( t = 0 \), then wait until a time \( t_a \) and only then perform a measurement, i.e. time average in the interval \( (t_a, t_a + t) \). In this case we expect that statistical properties of the system will depend on the ageing time \( t_a \). One can then wonder whether the infinite measure will play an important role also under these conditions? In this regard we may be optimistic, see the modification of Darling-Kac theorem to the ageing regime, in the context of deterministic dynamics \([62]\).

6. Sisyphus cooling is also described in terms of Lévy processes \([6, 55–60]\) and infinite covariant densities were studied in this context \([14, 61]\). Hence the statistical framework of non-normalised states is indeed widely applicable \([8]\). However for Sisyphus cooling the physics is orthogonal to the current one. The Sisyphus friction force is vanishing for large \( v \), and thus the non-normalisable trait comes from the high speed particles \([14]\). Here, we have the opposite situation, the rate is anomalous for small \( v \). Technically this is related to the fact that for optical lattices infinite covariant densities are studied, while here the focus is on infinite invariant densities.

7. According to the model, the width of the velocity distribution shrinks with time. And as mentioned in the text, this was indeed observed in experiments till times of order milliseconds. Setting aside experiments, in the limit of \( t \to \infty \) the model’s predicts a complete pile up at zero velocity, which seems to be a far fetched idea. We have thus considered an idealised situation, in fact, one could introduce some cutoffs to the process using \( R(v) \propto v^a + \epsilon \) where \( \epsilon \) is very small. Such a cutoff could be important as it would mean that in the very long time limit the system will eventually relax to a normalised state. Indeed, in the absence of cutoffs the time renewal process is scale free and hence it is a random fractal. Like any fractal in nature, cutoffs could be important, as is well known.

8. As shown here clearly, and as well known more generally, the theory of infinite ergodic theory is a theory of observables. For example, in our study the indicator function \( I(v_a < v(t) < v_b) \) is integrable with respect to the infinite density when \( 0 < v_a \) and non-integrable if \( v_a = 0 \). This is because of the non-integrable nature of the infinite density at small \( v \), which, as stressed, is related to the fact that \( R(v) \sim v^a \). The kinetic energy is integrable when \( 1/3 < \gamma = 1/\alpha < 1 \), and this has consequences for the ergodic properties of the process. One could consider other observables like \( |v| \), the main conclusions of this paper would be left unchanged. It should be noted that also when the invariant measure is finite, and a usual steady state exists an observable can be non-integrable, e.g. in a thermal setting a particle in a harmonic trap, has a Boltzmann density proportional to \( \exp(-kx^2/2k_BT) \), hence an observable which might seem a bit weird to some, like \( \mathcal{O}(x) = \exp(x^4) \) is non-integrable. The case of non-integrable observables with respect to the steady state, i.e. \( \alpha < 1 \), is of some theoretical interest in the context of the stochastic model under study. At first this might seem academic since so far in experiment \( \alpha > 1 \), however this could be of interest in dimensions greater that unity, see below. An issue in our mind is, whether a specific observable is physically interesting or measurable, and we worked under the assumption that energy is a physically worthy observable.

9. We considered here the parent velocity distribution \( f(v) \) being a constant at small \( v \), e.g. a uniform velocity distribution. In \([25]\) it was suggested that \( f(v) = \text{const} v^{d-1} \) for \( v < v_{\text{max}} \) and \( d \) is the dimension. Hence as mentioned the focus of this paper was on one dimensional systems, mainly for the sake of simplicity \([70]\). However, once again the main conclusions of our paper are left unchanged, or more correctly, when minor adaptations are made, we may reach similar conclusions. For example, the infinite density in the general case, \( I_\alpha(v) \propto v^{-\alpha+d-1} \), which is clearly non-normalisable when \( \alpha - d + 1 > 1 \). Hence the case \( \alpha = 2 \) and \( d = 2 \) is special, as it falls on the border between ergodicity in its usual sense and infinite ergodic theory. Such cases are left for future work.

IX. SUMMARY

Our starting point was the master equation for the speed of the particle which was previously studied with several methods \([7, 25]\). Here we highlighted the infinite measure \( I_\alpha(v) \) which is a non-normalisable quasi-steady state of the system. To explore the ergodic properties of the system we introduced a generalised Lévy walk approach. This tool gives a Montroll-Weiss like formula, Eq. \([53]\), which is a formal solution to the problem, but more importantly, it can be analysed in the long-time limit giving statistical information on the distribution of the action \( S(t) \) and from it the distribution of the time average of the energy \( E_K(t) = S(t)/t \). Here we used the fact that between collision events the
momentum is conserved, so the speed is constant changing abruptly at random times. With this method we are able to obtain the properties of the time averages which are functionals of the stochastic process. We focused on the kinetic energy of the particles, however, the approach presented here, is more general. Technically the increments of the walk are action increments, and the joint PDF of the increments \( s \) and the waiting times, are the basic ingredients of this coupled walk.

We find three phases in the ergodic properties of the process. The case \( \gamma > 1 \), corresponding to a finite mean time between collisions, was not considered here in detail, since the standard ergodic theory holds as the invariant measure is normalisable. In the regime \( 1/3 < \gamma < 1 \) the Darling-Kac theorem holds, for the observable of interest. This means that we may quantify the fluctuation of the time averages using the Mittag-Leffler law, Eq. (68), which is a universal type of statistical law in these type of problems. More precisely this theorem is valid for observables which are integrable with respect to the infinite density. Finally, when \( 0 < \gamma < 1/3 \), the energy observable is non-integrable with respect to the infinite density. Here the mean action increment \( \langle s \rangle \) diverges together with the mean time between collisions. The consequence of these phases manifest themselves in several predictions. The decay with time of the ensemble energy, Eq. (71), goes through a qualitative change at the boundary between integrability and non-integrability \( \gamma = 1/3 \). Similarly, for the relation between the mean of the time average and the ensemble average, Eq. (70). Finally, the EB parameter, Eq. (70) and Eq. (78), characterises the fluctuations of the time average and it too exhibits a discontinuous behaviour at \( \gamma = 1/3 \). Thus we have exposed the rich consequences of the fact that an observable is tuned from being integrable to non-integrable. Interestingly, experiments use \( \alpha = 4 \) (where energy is non-integrable) and \( \alpha = 2 \) (where energy is integrable), so we believe that the classification we performed is of possible practical value. Finally, we discovered in Sec. VII another sort of transition. For \( \gamma < 1/4 \) the PDF \( P(\gamma) \) exhibits an accumulation effect, blowing up at \( \gamma \to 0 \), see Fig. 11. This implies that some of the particles remain in the very cold phase, in the sense of very small velocities, for very long periods.
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X. APPENDIX A

We analyse, laser cooled atoms following the method of Bertin and Bardou. One idea is to analyse the dynamics of the lifetime \( \tau(v) \), taken as a state variable instead of the velocity as done in the main text. As mentioned in the main text, the process in the time interval \( (0,t) \) is characterised by a set of uncorrelated speeds \( (v_1,...,v_N) \) all drawn from the common PDF \( f(v) \). Here \( N(t) \) is the random number of velocity updates (collision events) in the time interval \( (0,t) \). These velocity updates are taking place at random times \( (t_0,t_1,...,t_{N-1}) \), and \( t_0 = 0 \) is the origin of time. The waiting times \( \tilde{\tau}_i = t_i - t_{i-1} \) are drawn from an exponential PDF \( q(\tilde{\tau}|v) \), Eq. (1), defined by the lifetime \( \tau(v) \). The lifetimes are thus fluctuating: every update of the velocity implies a modification of the lifetime. We have the sequence of lifetimes \( (\tau_1(v_1),\tau_2(v_2),\ldots) \) and this is a useful characteristic of the process. Given the dependence of the lifetime on \( v \), namely given the function \( \tau(v) \), then, if we find the PDF of the lifetime at time \( t \), we can predict the velocity PDF.

The bare PDF of the lifetimes is given by the chain rule \( \psi(\tau) = f(v)|dv/d\tau| \). More precisely this is the PDF of the lifetime, immediately after a collision event. It, of course, differs from the PDF of the lifetime at time \( t \), which is denoted \( P(\tau,t) \). At time \( t \), it is more likely to find an atom with a long lifetime compared with a short one (if you arrive at a bus station randomly, you are more likely to fall on a long time interval between bus arrivals, if compared to short ones). For \( \tau(v) \propto v^{-\alpha} \) for \( v \to 0 \) the chain rule gives

\[
\psi(\tau) \propto \tau^{-1-\gamma}, \quad \text{and} \quad \gamma = 1/\alpha
\]

As mentioned, we assume \( f(0) \neq 0 \), namely we assume that a particle can be injected at small speed values. If \( \alpha > 1 \) we have a diverging mean lifetime. Of course, the PDF of lifetimes \( \psi(\tau) \) is not the same as the PDF of the waiting times \( \phi_1(\tau) \) discussed in the main text, though both share the same type of power law decay.

The master equation for the lifetime PDF is

\[
\frac{\partial P}{\partial t} = -\frac{P}{\tau} + \psi(\tau) \int_0^{\infty} P(\tau',t) \frac{P(\tau',t)}{\tau'} d\tau'.
\] (115)
Here both in the loss and the gain terms $1/\tau$ is the rate of leaving state $\tau$. In this equation $f(v)$ appears indirectly through $\psi(\tau)$. In equilibrium, namely $\gamma > 1$ we have

$$\lim_{t \to \infty} P(\tau, t) = \frac{\tau \psi(\tau)}{\langle \tau \rangle}, \quad (116)$$

where the mean is $\langle \tau \rangle = \int_0^\infty \tau \psi(\tau) d\tau$. The fact that we multiply $\psi(\tau)$ with $\tau$ means that in equilibrium we favour the sampling of larger lifetimes, compared to those distributed with the bare PDF $\psi(\tau)$. When $\gamma < 1$ the normalisation $\langle \tau \rangle$ diverges. Instead we replace the mean with an effective average $\langle \tau \rangle_{\text{eff}} = \int_0^\infty \tau \psi(\tau) d\tau \sim t^{1-\gamma}$. Then inspired by Eq. (116) we expect

$$P(\tau, t) \sim b_1 \frac{\tau \psi(\tau)}{t^{1-\gamma}}, \quad (117)$$

where $b_1$ needs a calculation. Already from these arguments we expect to find an infinite density for the lifetimes

$$\lim_{t \to \infty} t^{1-\gamma} P(\tau, t) = b_1 \tau \psi(\tau) = I_{\tau}(\tau). \quad (118)$$

Here the area under the function $I_{\tau}(\tau)$ clearly diverges since the mean lifetime is infinite. From here we may find the infinite density of the velocity, using the chain rule. Namely $\rho(v, t) = P(\tau, t) |d\tau(v)/dv|$ and then using Eq. (118) we get Eq. (24) (besides a prefactor which we still need to obtain). Note that the infinite densities $I_{\tau}(\tau)$ or $I_{v}(v)$ are non-normalised due to their large or small argument behaviour respectively.

To solve Eq. (115) we introduce the Laplace transform

$$\hat{P}(\tau, p) = \int_0^\infty e^{-pt} P(\tau, t) dt \quad (119)$$

where we use the convention that the argument in the parentheses, i.e. $p$ or $t$, defines the space we are working in. Using the initial condition, we have $P(\tau, t) = \psi(\tau)$ at time $t = 0$ and hence the Laplace transform of Eq. (115) gives

$$p \hat{P}(\tau, p) - \psi(\tau) = -\frac{\hat{P}(\tau, p)}{\tau} + \psi(\tau) \int_0^\infty \frac{d\tau'}{\tau'} \hat{P}(\tau', p) \quad (120)$$

Using the normalisation condition $\int_0^\infty \hat{P}(\tau, p) \tau = 1/p$ after some straight-forward rearrangement we find

$$K(\tau, p) = \psi(\tau) \int_0^\infty K(\tau', p) d\tau', \quad (121)$$

where $K(\tau, p) = \hat{P}(\tau, p)/(p + 1/\tau)$. From Eq. (121) we have $K(\tau, p) = \psi(\tau) h(p)$, where we use the fact that $\psi(\tau)$ is normalised. Hence we get

$$\hat{P}(\tau, p) = \frac{\psi(\tau)}{p + 1/\tau} h(p), \quad (122)$$

To determine $h(p)$ we use normalisation $\int_0^\infty \hat{P}(\tau, p) d\tau = 1/p$. We thus recover the exact result in [25]

$$\hat{P}(\tau, p) = \frac{1}{p \tau^*(p)} \frac{\tau \psi(\tau)}{1 + p \tau} \quad \text{with} \quad \tau^*(p) = \int_0^\infty \frac{\tau' \psi(\tau') d\tau'}{1 + p \tau'} \quad (123)$$

We analyse two cases. The first corresponds to the class of PDFs of lifetimes $\psi(\tau)$ with a finite mean and hence describing a stationary process, and secondly those PDFs with an infinite mean, namely $0 < \gamma < 1$. The Laplace transform of the waiting time PDF, for small $p$ gives [33]

$$\hat{\psi}(p) \sim \begin{cases} 1 - p(\tau) \quad \text{Case 1 when } \langle \tau \rangle \text{ is finite} \\ 1 - b_p p^\gamma \quad \text{Case 2 if } \gamma < 1. \quad (124) \end{cases}$$

The leading term comes from the normalisation condition. In the second case, if $\psi(\tau) \sim \gamma A \tau^{-1-\gamma}$ with some amplitude $A$ then $b_p = A \Gamma(1 - \gamma)$, hence as well known [27] the far tail of the waiting time PDF determines the small $p$ behaviour of its corresponding Laplace transform. The amplitude $A$ is related to the PDF of velocities: using $\tau(v) = c v^{-\alpha}$ for $v \to 0$ and the chain rule $\psi(\tau) = f(v)|dv/d\tau|$, we get $A = f(v)|_{v=0}^{v=1/\alpha}$ and recall $\gamma = 1/\alpha$. 
We wish to investigate $P(\tau, t)$ in the long time limit, hence we analyse Eq. \((123)\) in the small $p$ domain. We find
\begin{equation}
\tau^*(p) \sim \begin{cases} 
\langle \tau \rangle & \text{Case 1} \\
\Gamma(1 + \gamma) \tilde{b}, p^{\gamma - 1} & \text{Case 2}.
\end{cases}
\end{equation}
(125)

Inserting in Eq. \((123)\) we find in the $p \to 0$ limit
\begin{equation}
\hat{P}(\tau, p) \sim \begin{cases} 
\frac{\psi(\tau)}{\Gamma(1 + \gamma)} & \text{Case 1} \\
\frac{\psi(\tau)}{\gamma \tilde{b}, p^{\gamma}} & \text{Case 2}.
\end{cases}
\end{equation}
(126)

Inverting to the time domain, we find in the long time limit for both cases
\begin{equation}
P(\tau, t) \sim \frac{\tau \psi(\tau)}{\langle \tau(t) \rangle_{\text{eff}}},
\end{equation}
(127)

where the effective average waiting time is $\langle \tau(t) \rangle_{\text{eff}} = \langle \tau \rangle$ for case 1 and $\langle \tau(t) \rangle_{\text{eff}} = \gamma \Gamma^2(\gamma) \tilde{b}, t^{1-\gamma}$ for case 2. In other words we found $b_1$ in Eq. \((118)\). In terms of the amplitude $A$ we have
\begin{equation}
\lim_{t \to \infty} t^{1-\gamma} P(\tau, t) = \frac{\sin(\gamma \pi)}{\Gamma(1 + \gamma)} \frac{\tau \psi(\tau)}{A} = \mathcal{I}_\tau(\tau).
\end{equation}
(128)

This gives the infinite density of $v$ with the chain rules $\mathcal{I}_s(v) = \mathcal{I}_\tau(\tau)|d\tau/dv|$, and $\psi(\tau) = f(v)|dv/d\tau|$ (recall here $A = f(v)|_{v=0} e^{1/\gamma}$ and $\tau(v) \sim cv^{-1/\gamma}$ for $v \to 0$).

So far we considered the limit of $p \to 0$ (which is the same as $t \to \infty$) while we kept $\tau$ fixed. We saw that, when $\gamma < 1$, we get a non-normalisable solution. We expect that at least for this scale free case we can find a second type of scaling solution. So now we will stick to case number two only. We consider a second type of long time limit, where in Laplace space the product $pr$ remains finite, while $p \to 0$ and $\tau \to \infty$. Unlike the previous method we will obtain in this case a normalisable scaling solution. Large lifetimes correspond to small speeds, and hence to cooling.

In this limit we need to invert, from the Laplace domain $s$ to the time domain $t$ the following expression
\begin{equation}
\hat{P}(p, \tau) \sim \frac{\tau \psi(\tau)}{\Gamma(1 + \gamma) \tilde{b}, p^{\gamma}} \frac{1}{1 + p \tau} \frac{1}{\tau}
\end{equation}
(129)

where we used Eqs. \((123, 125)\). Now by definition when $\tau$ is large $[\tau \psi(\tau)]/(\gamma \tilde{b},) = \tau^{-\gamma}/\Gamma(1 - \gamma)$. We further use the following triplet of Laplace pairs
\begin{equation}
\frac{1}{p^\gamma} \leftrightarrow t^{\gamma-1} / \Gamma(\gamma), \quad \frac{1}{1 + p \tau} \leftrightarrow \frac{1}{\tau} \exp(-t/\tau), \quad \frac{1}{p^\gamma (1 + p \tau)} \leftrightarrow \frac{1}{\tau \Gamma(\gamma)} \int_0^t \exp(-t/\tau) (t - \tau)^{1-\gamma} d\tau.
\end{equation}
(130)

in particular we used the convolution theorem. With a straightforward change of variables we find the scaling function, namely
\begin{equation}
P(\tau, t) \sim \frac{1}{t} \phi \left( \frac{t}{\tau} \right)
\end{equation}
(131)

with
\begin{equation}
\phi(x) = \frac{\sin(\gamma \pi)}{\Gamma(\gamma) \pi} x^{1+\gamma} \exp(-x) \int_0^1 \exp(xz) z^{1-\gamma} dz.
\end{equation}
(132)

The integral can be expressed in terms of incomplete Gamma functions, and in this sense we have an exact expression for the scaling function of the random variable $\tau/t$. As mentioned, with this solution we can predict the scaling behaviour of the distribution of the random variable $\tau/t$. Simply change variables according to $\tau = c/v^{1/\gamma}$ and then use Eq. \((131)\) to get Eq. \((19)\). Thus as expected the two methods of solution yield the same result. Note the normalisation reads
\begin{equation}
\int_0^\infty \phi(1/y) dy = 1.
\end{equation}
Inversion is made possible with the same tricks used to derive Eq. (68) of the PDF of number of renewals $N_L$ where in our case $\tau$ is the mean waiting time diverges, namely following Eq. (41). Then from the renewal property of the process we have

$$Q_{N+1}(t) = \int_0^t Q_N(t-\tilde{\tau})\phi_1(\tilde{\tau})d\tilde{\tau},$$

with the initial condition $Q_0(t) = \delta(t)$. The probability of finding $N$ renewals in $(0,t)$ is

$$P_N(t) = \int_0^t Q_N(t-\tilde{\tau})W(\tilde{\tau})d\tilde{\tau}$$

(134)

Here $W(t) = 1 - \int_0^t \phi_1(\tilde{\tau})$ is the probability of not making a transition up to time $t$. Eq. (134) thus describes a situation where the $N$th renewal takes place at time $t-\tilde{\tau}$ and in the remaining time $\tilde{\tau}$ no jump was made. We now consider the Laplace transform of $P_N(t)$ denoted $\hat{P}_N(p)$ using Eqs. (133, 134) and the convolution theorem we find

$$\hat{P}_N(p) = \frac{1 - \hat{\phi}_1(p)}{p} [\hat{\phi}_1(p)]^N.$$

(135)

It follows that the mean of $N$

$$\langle N(p) \rangle = \frac{1}{p} \sum_{N=0}^\infty N [\hat{\phi}_1(p)]^N = \frac{1}{p} \frac{\hat{\phi}_1(p)}{1 - \hat{\phi}_1(p)}.$$  

(136)

To analyse the long time limit of $\langle N(t) \rangle$ we investigate $\langle \hat{N}(p) \rangle$ for small $p$. We are interested in the cases where the mean waiting time diverges, namely following Eq. (41)

$$\phi_1(\tilde{\tau}) \sim \frac{1}{\alpha} \gamma_0^{1/\alpha} \frac{1}{\tilde{\tau}^{1+1/\alpha}},$$

(137)

where in our case $\gamma_0 = c[(1+1/\alpha)/v_{\text{max}}]^\alpha$. Then in the limit $p \to 0$ one can show that for $\alpha > 1$

$$\hat{\phi}_1(p) \sim 1 - \Gamma(1 - \frac{1}{\alpha}) \gamma_0^{1/\alpha} p^{1/\alpha}.$$  

(138)

where the leading term is the normalization. Inserting Eq. (138) in Eq. (136) and then performing a straightforward inverse Laplace transform one finds $\langle N(t) \rangle \sim [\alpha \sin(\pi/\alpha)/\pi(\Gamma(1/\alpha))]^{1/\alpha}$. This in turn gives the expression for $\langle N(t) \rangle$ in Eqs. (56, 57) of the main text. The distribution of $N$ in the long time limit is obtained using the small $p$ behaviour of Eq. (135), let us denote $\hat{\phi}_1(p) \sim 1 - b_p p^\gamma$ and then

$$\hat{P}_N(p) = \frac{1 - \hat{\phi}_1(p)}{p} \exp \left[N \ln \hat{\phi}_1(p) \right] \sim b_p p^{\gamma-1} \exp(-N b_p p^\gamma).$$

(139)

Inversion is made possible with the same tricks used to derive Eq. (68)

$$P_N(t) \sim \frac{t}{\gamma b_p^{1/\gamma} N^{1+1/\gamma}} l_{\gamma,1} \left( \frac{t}{(N b_p)^{1/\gamma}} \right).$$

(140)

where $l_{\gamma,1}(\cdot)$ is the one sided Lévy PDF. Thus the PDF of the action $S(t)$ discussed in the main text is the same as the PDF of number of renewals $N$ besides a scale and provided that $1/3 < \gamma < 1$. 

XI. APPENDIX B

A. Basics of renewal theory
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$$\hat{P}_N(p) = \frac{1 - \hat{\phi}_1(p)}{p} \exp \left[N \ln \hat{\phi}_1(p) \right] \sim b_p p^{\gamma-1} \exp(-N b_p p^\gamma).$$

(139)

Inversion is made possible with the same tricks used to derive Eq. (68)
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where $l_{\gamma,1}(\cdot)$ is the one sided Lévy PDF. Thus the PDF of the action $S(t)$ discussed in the main text is the same as the PDF of number of renewals $N$ besides a scale and provided that $1/3 < \gamma < 1$. 


B. Derivation of Eq. (56)

We now explain how to obtain Eq. (56) using Eq. (55). We investigate the latter in the limit $p \to 0$ corresponding to long times. First one can show that the second term on the right hand side of Eq. (55) is negligible provided that $\alpha < 3$. Secondly from the definition of the Laplace transform, we have

$$- \frac{\partial \hat{\phi}_2(u,p)}{\partial u} \bigg|_{u=p=0} = \langle s \rangle$$

and using convolution $\hat{\phi}_2(0,p) = [1 - \hat{\phi}_2(0,p)]/p$. Hence from Eq. (55) we have

$$\langle \hat{S}(p) \rangle \sim \frac{\langle s \rangle}{p \left[ 1 - \hat{\phi}_2(0,p) \right]}.$$  

(142)

When $u = 0$ the Laplace transform of the joint PDF $\hat{\phi}_2(u,p)$ reduced to the Laplace transform of the marginal PDF of waiting times, namely $\phi_2(0,p) = \hat{\phi}_1(p)$. We now use Eq. (136) and $\hat{\phi}_1(p) \sim 1$ to leading order in $p$ finding $\langle \hat{S}(p) \rangle \sim \langle s \rangle/\langle N(p) \rangle$, which gives Eq. (56).
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