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ABSTRACT

Hashing technology has been widely used in image retrieval due to its computational and storage efficiency. Recently, deep unsupervised hashing methods have attracted increasing attention due to the high cost of human annotations in the real world and the superiority of deep learning technology. However, most deep unsupervised hashing methods usually pre-compute a similarity matrix to model the pairwise relationship in the pre-trained feature space. Then this similarity matrix would be used to guide hash learning, in which most of the data pairs are treated equivalently. The above process is confronted with the following defects: 1) The pre-computed similarity matrix is inalterable and disconnected from the hash learning process, which cannot explore the underlying semantic information. 2) The informative data pairs may be buried by the large number of less-informative data pairs. To solve the aforementioned problems, we propose a Deep Self-Adaptive Hashing (DSAH) model to adaptively capture the semantic information with two special designs: Adaptive Neighbor Discovery (AND) and Pairwise Information Content (PIC). Firstly, we adopt the AND to initially construct a neighborhood-based similarity matrix, and then refine this initial similarity matrix with a novel update strategy to further investigate the semantic structure behind the learned representation. Secondly, we measure the priorities of data pairs with PIC and assign adaptive weights to them, which is relies on the assumption that more dissimilar data pairs contain more discriminative information for hash learning. Extensive experiments on several datasets demonstrate that the above two technologies facilitate the deep hashing model to achieve superior performance.
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• Information systems → Novelty in information retrieval.
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1 INTRODUCTION

With the rapid development of the Internet, the explosive growth of multimedia data poses huge challenges to accurately nearest-neighbor based searching methods. Instead, due to its high efficiency, the approximate nearest neighbor (ANN) [15] based search methods have attracted increasing attention. Among them, hashing technologies contribute remarkably to their fast query speed and low storage overhead.

To be specific, hashing techniques can be divided into supervised and unsupervised categories. Supervised hashing [4, 11, 16, 17, 28, 34, 34, 41, 42] methods use the label information to train hashing models, which achieve fine performance. However, the annotations are highly time-consuming and also expensive to collect, which limits these methods in many practical applications. Due to this scenario, unsupervised hashing methods [10, 12, 13, 18, 32, 44] have drawn a large amount of attention. Many unsupervised hashing methods have been proposed in the past decade, including Spectral Hashing (SH) [46], Hashing with Graphs (AGH) [25], Iterative Quantization (ITQ) [10], Stochastic Generative Hashing (SGH) [6], etc. The previous unsupervised hashing methods have made progress in this area, however, they normally adopt shallow architectures and severely depend on hand-crafted features (such as SIFT features [27]), which degrade the learning performance.

In recent years, numerous deep learning techniques have been introduced into unsupervised hashing methods [22, 24, 40] due to their powerful feature representation capability. With the lack of labels, most of the unsupervised deep hashing methods construct a pairwise similarity matrix with pre-trained deep features. For example, Yang et al. [49] compute the similarity matrix based on the observation that the distribution of the cosine distance for point pairs can be estimated by two half Gaussian distributions. Once the similarity matrix is built, in most of the existing methods, it will be fixed to guide the hash code learning process. However, such a similarity matrix may be unreliable because it is computed with the pre-trained deep features and ignores the semantic information in the downstream retrieval task. To tackle this issue, Shen et al. [35] employ a straightforward way by reconstructing a similarity graph with the fine-tuning features through the Gaussian kernel. However, such specific construction schemes mainly focus on the local structure, which limits the model performance, and also, the reconstruction strategy suffers from high computational costs.

In addition, most of the existing methods [2, 7, 47] ignore the semantic importance of data pairs during their design of the similarity-preserving loss function. As such data pairs are treated equivalently in the learning process. A few of works [30, 49, 51, 52] primitively divide the data pairs into different types like confident or unconfident, they still fail to provide a fine-grained measurement of the importance of different data pairs. The pairs in the same class are
still treated equivalently. However, the priority of different data pairs should be different. Intuitively, the dissimilar data pairs might contain more discriminative information, and be more informative for model training. Otherwise, the informative data pairs will be buried by large number of less-informative training pairs and decline hash learning.

To deal with the aforementioned issues, we propose a novel Deep Self-Adaptive Hashing (DSAH) method to adaptively explore the semantic information under training, and provide two innovative components. The pipeline is shown in Figure 1. In particular, to overcome the disadvantage of fixed pre-computed similarity, we adopt an Adaptive Neighbor Discovery (AND) technique, which mines underlying neighbor relationships behind the fine-tuning features gradually during training, and update the initial similarity graph continuously. Further, we introduce an adjustable pairwise weight term Pairwise Information Content (PIC) to distinguish the different importance of data pairs. In this way, the data pairs with more information would gain greater weights and contribute more to model learning. These two techniques enable DSAH to fully explore the semantic information behind the data pairs and learn better hash codes in a self-adaptive manner. The main contributions of this paper can be summarized as follows:

- We propose a novel DSAH method to yield better hash codes in a self-adaptive manner with the full exploration of semantic information behind the data pairs.
- We propose the AND technique to refine the pre-computed similarity matrix with the fine-tuned representations during the learning process, which can adaptively capture the implicit neighbor relationships and improve the hash learning performance.
- We propose the PIC to measure the importance of different data pairs and use it to weight them during training, where more dissimilar data pairs will be assigned larger weights to augment their discriminative power. These weights are further adaptively updated with the pairwise similarity distribution when the training iterates.
- The extensive experiments on several benchmark datasets show that our DSAH is indeed effective and achieves superior performance, which achieves 6.2%, 8.7%, 2.7% improvement over the best baseline on CIFRA-10, FLICKR25K, and NUS-WIDE datasets, respectively.

2 NOTATION AND PROBLEM DEFINITION

Let us introduce some notations for this paper. We use boldface uppercase letters A to represent a matrix, in which \(a_{ij}\) represents the element of A which is in the \(i\)-th row and the \(j\)-th column. \(|\cdot|\) denotes the L2 norm and \(|\cdot|_{F}\) represents the Frobenius norm. \(\mathbf{1}(\cdot)\) is the indicator function. tanh(\cdot) is the hyperbolic tangent function. sgn(\cdot) is the sign function, which outputs +1 for positive numbers, or −1 otherwise.

\[
s\text{gn}(x) = \begin{cases} 
  1, & x \geq 0 \\
  -1, & x < 0 
\end{cases} 
\]

Given a dataset contain \(n\) samples \(X = \{x_1, x_2, \cdots, x_n\} \in \mathbb{R}^{d \times n}\) without human annotations, where \(d\) is the dimension of samples. The goal of hashing is to learn a function \(\mathcal{H} : x_i \rightarrow b_i\) that maps the dataset \(X\) into a set of compact binary hash codes \(B = \{b_1, b_2, \cdots, b_n\} \in \{+1, -1\}^{l \times n}\) where \(l\) is the length of codes.

3 RELATED WORK

In this section, we briefly review the traditional shallow hashing methods and recent deep hashing methods. These methods can be divided into supervised and unsupervised categories, and we mainly focus on unsupervised hashing methods.

3.1 Shallow Hashing

Generally, traditional shallow hashing methods can be classified into two categories: data-independent hashing methods and data-dependent methods. Data-independent hashing methods \([1, 9, 20]\) typically use random projection to generate binary code. Locally Sensitive Hashing (LSH) \([1]\) is a representative data-independent hashing method, which enables similar data to share similar hash codes in Hamming space. However, data-independent hashing methods require longer binary codes to achieve higher accuracy, which also results in higher storage costs. The data-dependent hashing methods \([6, 10, 25, 46]\) have also received increasing attention in recent years, which aim to learn compact and high-quality binary codes from specific data. One of the most classical data-dependent hashing methods is Spectral Hashing (SH) \([46]\), which was developed to learn binary codes by preserving local manifold structures. The objective function of SH can be written as:

\[
\min_{B} \sum_{i,j} w_{ij} |b_i - b_j|^{2} \\
\text{s.t.} b_i \in \{-1, +1\}^{l}, \quad \sum_{i} b_i = 0, \quad \frac{1}{n} \sum_{i} b_i b_i^T = I
\]

where \(w_{ij} = \exp(-\|x_i - x_j\|^{2}/\varepsilon)\) is the similarity weight between \(x_i\) and \(x_j\), \(\varepsilon\) is the balance parameter. The optimization of Eq. 2 is equivalent to balanced graph partitioning and is an NP-hard problem. SH solves this problem by introducing spectral relaxation, which removes the discrete constraint. The objective function of SH is to binarize the input so that the Hamming distance approximates the Euclidean distance. Generally, the shallow hashing methods usually encode the input images with hand-crafted features (e.g., \(\|x_i - x_j\|^{2}\) of \(w_{ij}\)), which is insufficient to characterize the semantic information of data and thus degrade the performance.

3.2 Deep Hashing

Recently, deep hashing methods \([3, 8, 21, 23, 26, 31, 50]\) show promising performance compared with the shallow hashing methods. Xia et al. \([47]\) is one of the earliest works that introduces the deep neural networks into hashing function learning, where the hash codes are learned by minimizing the following loss function

\[
L_0 = \sum_{l=1}^{n} \sum_{j=1}^{n} (s_{ij} - w_{ij})^{2}
\]

where \(s_{ij} = \frac{1}{2} x_i^T x_j\) is the inner product between deep features. \(z_i \in \{-1, +1\}^{l}\) is the relaxation of hash codes \(b_i\) since it is difficult to directly optimize the discrete variables. Suggested by Cao et al. \([2]\), cosine similarity might be a better choices to mitigate the diversity
of code lengths and improve the performance, which defined as:

\[ s_{ij} = \cos(z_i, z_j) = \frac{z_i^T z_j}{\|z_i\| \|z_j\|} \]  \hspace{1cm} (4)

where \( w_{ij} \) of Eq.3 is the binary pairwise similarity, which is equal to +1 if \( x_i \) and \( x_j \) are semantically similar, or −1 otherwise.

In supervised cases, \( w_{ij} \) is constructed according to labels. But in the unsupervised settings, the labels are unavailable. To tackle this problem, Yang et al. [49] empirically study the deep feature statistics and estimate two half Gaussian distributions to calculate the similarity. Song et al. [38] employs the \( k \) Nearest Neighborhoods (\( k \)-NN) to compute a binary similarity with pre-trained features. While Zhang et al. [52] construct a hybrid-similarity matrix in advance. Tu et al. [43] utilizes the local manifold structure to construct the similarity graph. However, in these methods, the semantic similarity matrix is pre-computed on the original feature space and is separated from the hash learning process. Intuitively, a good similarity representation is beneficial to hashing function learning, and also, hashing function might provide meaningful feedback to similarity representation. Therefore we hope that the similarity matrix and hashing function can be learned simultaneously, which inspires us to design an adaptive similarity updating method rather than reconstructing a similarity structure based on the updated features [35]. Moreover, the existing similarity-preservation loss function (e.g. Eq.3) usually neglects the priorities between different data pairs in the learning process. Though several works [3, 30, 49, 52] divide the data pairs into different groups based on their pairwise similarity, these partitions are also pre-defined and fail to capture the fine-grained priority between data pairs since the pairs within the same group are still treated fairly. Thus the informative data pairs may be buried in a large number of uninformative training pairs.

4 METHODOLOGY

In this section, we develop our Deep Self-Adaptive Hashing model. The overall architecture of DSAH is illustrated in Figure 1, which contains three modules: Feature Extraction, Adaptive Neighbor Discovery and Pairwise Information Content. We will demonstrate each module in the following section in detail.

4.1 Feature Extraction

We apply the VGG-19 [37] for hash function learning and denote it as \( \mathcal{F}(\cdot; \Theta) \) with network parameters \( \Theta \). VGG-19 contains five convolutional layers and three fully-connected layers, to make the network suitable for hash learning, we replace the last layers with a fully-connected layer with 1000 hidden units and followed by a hash layer, in which the number of neurons is equal to hash codes length \( l \). To resolve the ill-posed gradient of \( \text{sgn}(\cdot) \), we adopt the \( \tanh(\cdot) \) as the activation function of the hash layer and then we get the approximation of hash code \( b_i \) as follows:

\[ z_i = \tanh(\mathcal{F}(x_i; \Theta)) \in [-1, +1]^l \]  \hspace{1cm} (5)

Once we finish the training process, we can obtain the discrete hash code \( b_i \) as follows:

\[ b_i = \text{sgn}(\mathcal{F}(x_i; \Theta)) \in \{-1, +1\}^l \]  \hspace{1cm} (6)

4.2 Adaptive Neighbor Discovery

In this subsection, we propose the AND, which consists of two steps: similarity matrix initialization and updating.

4.2.1 Initialization. Recent works [38, 43, 49, 52] have shown that the rich semantic structure can be captured via an elaborately designed similarity matrix. In our AND, we construct an initial similarity matrix at the beginning based on \( k \)-NN.
We first extract deep features from the relu-7 layer of a pre-trained VGG-19 model and then select $k_1$ images with the highest cosine similarity as the neighbors of each image. Then we construct a Low-order similarity matrix $W_L$ as follows:

$$(W_L)_{ij} = \begin{cases} +1, & \text{if } x_j \text{ is } k_1\text{-NN of } x_i, \\ -1, & \text{otherwise}. \end{cases}$$

Notably, we consider that if the neighbors of two images are highly similar, then these two images should also be very similar. Thus we calculate the similarity of two images neighbors using the expression

$$\frac{1}{1 + \|W_L(i) - (W_L)_j\|}.$$ 

Then we select the top $k_2$ samples to construct a High-order similarity matrix $W_H$ as:

$$(W_H)_{ij} = \begin{cases} +1, & \text{if } (W_L)_{ij} = +1 \text{ and } (W_H)_{ij} = +1 \\ -1, & \text{otherwise}. \end{cases}$$

In order to take full advantage of these two similarity matrices, we define our initial similarity matrix $W^0$ by combining $W_L$ and $W_H$ together, which is based on the assumption that two similar images should not only be similar in feature space but also share similar neighbors.

$$(W^0)_{ij} = \begin{cases} +1, & \text{if } (W_L)_{ij} = +1 \text{ and } (W_H)_{ij} = +1 \\ -1, & \text{otherwise}. \end{cases}$$

However, a drawback of $W^0$ is that it is built with the pre-trained features, which might contain noisy data. Ideally, we hope that images should not only be similar in feature space but also share high-order similarity in Eq. 4.

### 4.2.2 Updating

AND provides a progressive mechanism for similarity updating. Given a similarity matrix $W^r$ in the $r$-th round (or $W^0$ in beginning), we first use it to update the model parameters $\Theta$ (e.g. Optimizing the $\mathcal{L}_0$ in Eq. 3). Next, we measure the pairwise cosine similarity $S^r = \{s^r_{ij}\} \in \mathbb{R}^{n \times n}$ over the training data pairs through Eq. 4 and estimate a threshold $m^r$ by

$$m^r = \mu^r + \gamma \cdot \sigma^r$$

where the $\mu^r$ and $\sigma^r$ denote the mean and standard derivation of cosine similarity $s^r_{ij}$ for those data pairs with $w^r_{ij} = +1$, which is defined as:

$$\mu^r = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} s^r_{ij} \cdot 1(w^r_{ij} = +1)}{n_+}$$

$$\sigma^r = \left(\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (s^r_{ij} - \mu^r)^2 \cdot 1(w^r_{ij} = +1)}{n_+}\right)^{1/2}$$

where $n_+$ is equal to $\sum_{i=1}^{n} \sum_{j=1}^{n} 1(w^r_{ij} = 1)$, which counts the number of neighbors in $W^r$. $\gamma$ is a hyper-parameter that controls the threshold. Finally, we renew the $W^r$ as follows:

$$w^{r+1}_{ij} = \begin{cases} +1, & \text{if } w^r_{ij} = -1 \text{ and } s^r_{ij} \geq m^r, \\ w^r_{ij}, & \text{otherwise}. \end{cases}$$

**Analysis.** The AND is motivated by the prediction interval, aiming to design a dynamic criterion Eq.10 based on the global distribution of learned features. The tuition behind Eq.12 is that these dissimilar data pairs with similarity $s_{ij}$ higher than average similarity $\mu$ of similar pair sets could probably be treated as candidate similar data pairs in next epoch, where $\gamma$ controls the tolerance, a larger $\gamma$ is more serious while a smaller $\gamma$ is looser. The reason why we focus on similar pairs instead of dissimilar pairs is that the neighborhoods-based $W^0$ contains only a few similar pairs ($n_s \ll n^2$). There is still a lot of information (e.g. neighbors) worth mining in a large number of dissimilar pairs, as the model capacity increases, this information would be better distinguished. Therefore, AND is able to adaptively adjust the similarity $W^0$ according to the learned representation, in a progressive mechanism.

### 4.3 Pairwise Information Content

In PIC, we discuss the priority of different data pairs for model training. Though Eq. 3 provides a scheme to learn hash codes from similarity matrix $W$, it neglects the importance of different data pairs. All the data pairs with their similarities are treated fairly when calculating loss, so that some informative data pairs may be buried in a large number of samples. To tackle this issue, we propose the PIC, which assigns an adaptive weight for each data pair. If a data pair is more important, it will receive a larger weight and contribute more to hashing function learning. So, we define the following loss function:

$$\mathcal{L}_1 = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} (s_{ij} - w_{ij})^2$$

where $a_{ij}$ is the weight for the data pair $(i,j)$ that represents the importance of this data pair.

According to the information theory [33], given an event $\Phi$ with probability $p(\Phi)$, its information content is defined as the negative log-likelihood:

$$I(\Phi) = -\log p(\Phi)$$

If an event $\Phi$ has a probability 1 of occurring, then its information content is $-\log(1) = 0$ and yields no information. While an event with probability 0, its information content is $+\infty$. Inspired by Eq. 14, we design the following definition:

**Definition 4.1.** Given a data pair $(i, j)$, we define an event $\Phi_{ij}$ with probability $p_{ij}$. The $\Phi_{ij}$ indicates that the image $j$ is the top-1 retrieval result of the given query image $i$, which is an optimum matching of image retrieval. Based on this, we define the pairwise information content $a_{ij}$ as:

$$a_{ij} = I(\Phi_{ij}) = -\log p_{ij}$$

Typically, if an image $j$ is the top-1 retrieval result of the query image $i$, then $i$ and $j$ should be the most similar. Therefore probability $p_{ij}$ can be expressed as a measure of relative similarity between image $i$ and image $j$, and we define $p_{ij}$ as

$$p_{ij} = \frac{\exp(s_{ij}/\tau)}{\sum_{k=1}^{n} \sum_{k=1}^{n} \exp(s_{ik}/\tau)}$$

where $\tau$ is a temperature parameter and $s_{ij}$ is the pairwise cosine similarity in Eq. 4.

**Analysis.** Given a data pair $(i, j)$, if $p_{ij}$ is higher, then the information content $I(\Phi_{ij})$ that the image $j$ can be retrieved through the image $i$ is lower. (A special case is to use an image to retrieve itself, then $I(\Phi_{ij})$ should be lowest or close to 0.) On the contrary,
Algorithm 1 Deep Self-Adaptive Hashing (DSAH)

Require: Image set X, hash code length l, temperature τ, weight coefficient λ, factor γ, rounds R, epochs per round T, learning rate η
1. Initialize the network parameters \( F(\cdot, \Theta) \).
2. Initialize the semantic similarity matrices \( W^0 \in \{+1, -1\}^{n \times n} \) by Eq. 9.
3. for \( r = 1 \) to \( R \) do
4.  // Hash Function Learning with PIC
5.  for \( t = 1 \) to \( T \) do
6.     Update the \( Z \) via Eq. 5.
7.     Update the \( S \) via Eq. 4.
8.     Update the \( P \) via Eq. 16.
9.     Update the \( \Theta \) via Eq. 18.
10. end for
11. // Similarity Updating by AND
12. Update the \( W \) via Eq. 12.
13. end for
14. Obtain the \( B \) via Eq. 6.
Ensure: Hash codes set \( B \)

5 EXPERIMENTS

In this section, we conduct experiments on several public benchmark datasets and evaluate our DSAH method. Particularly, we design the experiments to study the following questions:

- Q1: Compared with the state-of-the-art unsupervised hashing algorithms, does our DSAH method outperform them?
- Q2: How do the components: PIC and AND, affect the performance of DSAH separately? How do they work?
- Q3: Is DSAH sensitive to hyper-parameters?
- Q4: How about the efficiency of DSAH?
- Q5: What is the qualitative result of DSAH?

5.1 Datasets

Following most hashing-based retrieval methods [7, 30, 38], we adopt the following three widely used public benchmark datasets to evaluate the model performance: CIFAR-10, FLICKR25K and NUS-WIDE. The basic information is listed in Table 2, while the setting details be introduced as follows:

| Dataset          | CIFAR-10 | FLICKR25K | NUS-WIDE |
|------------------|----------|-----------|----------|
| Multi-Label      | \( \times \) | \( \checkmark \) | \( \checkmark \) |
| # Images         | 60,000   | 25,000    | 269,648  |
| # Classes        | 10       | 24        | 21       |
| # Train Set      | 10,000   | 10,000    | 10,500   |
| # Query Set      | 1,000    | 1,000     | 2,100    |
| # Retrieval Set  | 59,000   | 24,000    | 267,548  |

Table 2: Characteristics of evaluation datasets.

CIFAR-10 [19]: Followed the setting of [38], we randomly selected 100 images for each class as the query set, 1,000 in total. Then we used the remaining images as the retrieval set, among them, we randomly selected 1,000 images per class as the training set.

FLICKR25K [14]: We randomly selected 1000 images as query set and the remaining images were left for retrieval set. In the retrieval set, we randomly chose 10,000 images as the training set.
5.2 Experiment Setup

Metrics: Similar to [35, 45, 49], we employed four widely used evaluation metrics to evaluate the retrieval performance, including Mean Average Precision (MAP), Precision of the top N retrieved images (Precision@N), Precision curve (Precision Curve), and Precision-Recall curves (PR Curve). For a fair comparison, all the methods used the same training and query sets.

Baseline methods: We compared our method with eleven unsupervised hashing methods, including six shallow hashing methods: LSH (Andoni and Indyk [1]), SH (Weiss et al. [46]), ITQ (Gong et al. [10]), AGH (Liu et al. [25]), SP (Xia et al. [48]), SGH (Dai et al. [6]) and five deep hashing methods: GH (Su et al. [39]), SSDH (Yang et al. [49]), BGAN (Song et al. [38]), MLS3RDUH (Tu et al. [43]) and TBH (Shen et al. [36]). The parameters and architectures of the compared methods were according to the setting provided by the original papers. For a fair comparison, all shallow hashing methods used 4096-dimensional features generated by the relu7 layer of VGG19 [37] pre-trained on ImageNet, as same as the deep features used in the five deep hashing methods during their similarity structures construction.

Implementation details: Our DSAH is implemented based on the Tensorflow framework, while all the experiments are conducted on a workstation with an Intel i5-8500 CPU, and an Nvidia GTX2080 GPU. In the initial similarity construction (Sec 4.2.1), the $k_1$ and $k_2$ are set to the same value 500. When training the network, each training image was resized to $224 \times 224$ as input. We set $\lambda$ equal to 10 and adopt the adam optimization with learning rate $\eta$ equal to 1e-4, and the batch size was set to 50. The $r$ is set to 1, while the $\gamma$ is set to $\{1, 0, 1\}$ for CIFAR-10, FLICKR25K and NUS-WIDE datasets respectively. And the $R$ and $T$ are set to 3 and 10 respectively.

5.3 Comparison Results and Discussions (Q1)

5.3.1 MAP & Precision. The performance of our DSAH and baseline methods in terms of MAP@5000 are shown in Table. 1. We can observe that our proposed method significantly outperforms other methods on the three datasets. On CIFAR-10, DSAH obtains an increase of 6.1% (16 bits), 4.9% (32 bits), 4.5% (64 bits), 9.1% (128 bits) comparing with the best competitor MLS3RDUH respectively. On FLICKR-25K and NUS-WIDE, DSAH achieves average 8.7% and 2.7% improvement compared to the MLS3RDUH.

In the practical scenarios, we pay more attention to the top retrieval responses. Thus, we further evaluate the performance on the precision of the top-100 for each method. The results are demonstrated in Table. 3, where we display the result of the shortest (16 bits) and longest (128 bits) binary codes. On FLICKR25K, DSAH achieves 1.5% (16 bits) and 2.3% (128 bits) increases comparing with TBH. On NUS-WIDE, DSAH is improved by 1.7% (16 bits) and 2.9% (128 bits) compared to BGAN. Therefore, both the Table.1 and Table.3 demonstrate that DSAH achieves better performance compared to previous unsupervised hashing methods.

| Method   | Reference | CIFAR-10 | FLICKR25K | NUS-WIDE |
|----------|-----------|----------|-----------|----------|
|          |           | 16 bits  | 32 bits   | 64 bits  | 128 bits |
|          |           | 16 bits  | 32 bits   | 64 bits  | 128 bits |
|          |           | 16 bits  | 32 bits   | 64 bits  | 128 bits |
| LSH+VGG [1] | STOC-02   | 0.177    | 0.192     | 0.261    | 0.304    |
| SH+VGG [46] | NeuriIPS-09 | 0.254    | 0.248     | 0.229    | 0.293    |
| ITQ+VGG [10] | PANI-13   | 0.269    | 0.295     | 0.316    | 0.350    |
| AGH+VGG [25] | ICML-11   | 0.397    | 0.428     | 0.441    | 0.455    |
| SP+VGG [48] | CVPR-15   | 0.280    | 0.343     | 0.365    | 0.406    |
| SGH+VGG [6] | ICML-17   | 0.286    | 0.320     | 0.347    | 0.395    |
| GH [39]   | NeurIPS-18 | 0.355    | 0.424     | 0.419    | 0.416    |
| SSDH [49] | IJCAI-18  | 0.241    | 0.239     | 0.256    | 0.246    |
| BGAN [38] | AAAI-18   | 0.535    | 0.575     | 0.587    | 0.591    |
| MSL3RDUH [43] | IJCAI-20 | 0.562    | 0.588     | 0.595    | 0.582    |
| TBH [36]  | CVPR-20   | 0.432    | 0.459     | 0.455    | 0.474    |
| DSAH      | Proposed  | 0.596    | 0.617     | 0.622    | 0.635    |

Table 1: MAP@5000 results on CIFAR10, FLICKR25K and NUS-WIDE. The best result is shown in boldface.

| Dataset   | CIFAR-10 | FLICKR25K | NUS-WIDE |
|-----------|----------|-----------|----------|
|           | 16 bits  | 128 bits  | 16 bits  |
|           | 128 bits | 16 bits   | 128 bits |
| LSH+VGG [1] | 0.175    | 0.411     | 0.608    |
| SH+VGG [46] | 0.291    | 0.466     | 0.715    |
| ITQ+VGG [10] | 0.283    | 0.458     | 0.760    |
| AGH+VGG [25] | 0.444    | 0.617     | 0.794    |
| SP+VGG [48] | 0.284    | 0.514     | 0.788    |
| SGH+VGG [6] | 0.285    | 0.536     | 0.622    |
| GH [39]   | 0.410    | 0.519     | 0.773    |
| SSDH [49] | 0.216    | 0.269     | 0.753    |
| BGAN [38] | 0.591    | 0.691     | 0.839    |
| MSL3RDUH [43] | 0.618    | 0.677     | 0.851    |
| TBH [36]  | 0.499    | 0.586     | 0.849    |
| DSAH      | 0.616    | 0.691     | 0.862    |

Table 3: Precision@100 results on CIFAR10, FLICKR25K and NUS-WIDE. The best result is shown in boldface.
area under the PR curve indicates better performance. It can be seen that our PR curve covers more areas in most cases, which means that when the precision is equal, the proposed method will recall more related images; when the number of recall related images is equal, the proposed method has higher precision. Thus, DSAH yields a stable and superior performance. Similar to the PR Curve setting, we display the Precision Curves in Figure 3 (b)(d)(f)(h)(j)(l). It can be seen that the precisions of our methods is relatively higher than the precisions of other methods in most cases. which indicates that given a fixed number of retrieval samples, our method can obtain higher precision outperform other methods.

5.4 Ablation Study (Q2)
Since our method consists of two major components: PIC and AND, we further verify their effectiveness.

5.4.1 Effect of PIC. In order to validate the efficiency of PIC, we design the following variants with different $a_{ij}$ in Eq. 13:

- PIC$^0$: $a_{ij}$ is equal to constant 1, and it would degenerate to Eq. 3. This could be treated as a baseline.
- PIC: $a_{ij}$ is equal to $-\log(p_{ij})$. This is our proposed PIC.

- PIC$^-$: $a_{ij}$ is equal to $-\log(1 - p_{ij})$. This could be regarded as an opposite version of our PIC.

![Figure 3: Precision-Recall (PR) curves and Precision@N curves on the three datasets for 64 and 128 bits length.](image)

![Figure 4: Effect of PIC on three datasets with MAP@5000, the code lengths varying from 16 to 128.](image)

We report the experimental results on the three datasets in Figure 4, which are evaluated with MAP@5000. As shown in Figure 4 (a)-(c), we could observe that: Firstly, compared with baseline PIC$^0$, introducing PIC weights is able to obtain average 8.2%, 1.2%, 2.1% MAP improvements on CIFAR-10, FLICKR25K and NUS-WIDE datasets,
respectively. These results indicate that PIC indeed improves the discriminative power of our model. Secondly, the performance degradation of the third PIC+ shows that assigning large weights to similar data pairs will degenerate the performance, which indicates that dissimilar data pairs should receive more attention rather than similar data pairs. These results validate the effectiveness of our proposed weighting method PIC.

**How PIC works.** To further understand PIC, we display the heatmap of pairwise similarity $s_{ij}$ and their PIC weights $a_{ij}$ within a batch size in Figure 5. It is shown that those data pairs with higher similarity, especially in the diagonal (self-similar), would receive a lower weight after PIC assignment and dissimilar pairs will reach higher weights.

Figure 5: The heatmap of (a) pairwise similarity $s_{ij}$ and (b) corresponding PIC weight $a_{ij}$ within a batch size.

### 5.4.2 Effect of AND

To reveal the effectiveness of AND, we conduct an experiment to compare the following variants:

- **AND**: Training via Eq. 3 with $W^0$, which is baseline.
- **AND**: Training via Eq. 3 with updated $W^*$ via AND.
- **AND+PIC**: Training via Eq. 13 with updated $W^*$ via AND.

We report the results evaluated with MAP@5000 on the three datasets in Figure 6. By employing the AND, the baseline model can be generally improved, achieving 1.7%, 1.8%, 1.0% average improvements on three datasets, respectively. Furthermore, the performance can be greatly improved by introducing both PIC and AND, resulting in 8.9%, 3.4% and 3.8% average improvements over baseline in three datasets. The above experiments reveal the effectiveness of PIC and AND of DSAH.

Figure 6: Effect of AND on three datasets with MAP@5000, the code length varying from 16 to 128.

**How AND works.** To better understand the mechanism of AND, we enlarge the round $R$ to 10 and record the changing of threshold $m$ and the number of neighbors pairs $n_+$. Also, to monitor the quality of the updated similarity matrix $W^*$, we compute an indicator matrix $G \in \{-1, 1\}^{n \times n}$, which element $g_{ij}$ is equal to $+1$ iff data pairs $(i, j)$ belong to same class, otherwise equal to $-1$. Next, we treat AND as a binary classification problem and $G$ as ground-truth, and then design a metric $F_w$ to measure the quality of updated matrix $W^*$, which is inspired by F-score:

$$F_w = \frac{2}{\alpha^{-1} + \beta^{-1}}$$

where $\alpha$ is equal to $\frac{\sum_{i,j} \sum_n g_{ij} s_{ij}}{\alpha \sum_{i,j} \sum_n g_{ij} w_{ij}^{(0)}}$, denotes the precision of updated similarity matrix $W^*$. And $\beta$ denotes the recall of $W^*$, defined as $\frac{\sum_{i,j} \sum_n g_{ij} s_{ij}}{\beta \sum_{i,j} \sum_n g_{ij} w_{ij}^{(0)}}$. In Figure 7, we could see that in each round, additional data pairs are added to the neighbors set, and the number of similar data pairs converges eventually. This is mainly controlled by the increase of the adjustable threshold $m$. Notably, the climbing $F_w$ confirms the effect of AND, which indeed refines the quality of the similarity matrix and leads to the model’s improvement, especially in the first updating.

![Figure 7: The Mechanism of AND. We monitor the AND’s $(n_+, m, MAP, F_w)$ w.r.t round $R$.](image)

### 5.5 Parameter Sensitivity (Q3)

**5.5.1 Study of $\lambda$.** In Figure 8 (a), we study the influence of the quantization effect with different $\lambda$ over three datasets, where the code length is 64. From this figure, the performance will degrade when $\lambda$ is larger than 10. And the recommended value for $\lambda$ is 10, which would bring 4.3%, 3.1% and 2.8% MAP improvements in CIFAR-10, FLICKR25K and NUS-WIDE, respectively.

![Figure 8: Study of $\lambda$.](image)
5.5.2 Study of PIC. In Figure 8 (b), we investigate the influence of hyper-parameter $\tau$ in PIC. It shows that the proposed method is sensitive and deteriorates when $\tau \in [0.01, 0.1]$. When $\tau$ is larger than 1, the model performance tends to stabilize and slightly decline, and the recommended value for $\tau$ is 1.0.

5.5.3 Study of AND. In Figure 9, we evaluate the effectiveness of different hyper-parameters $(\gamma, R)$ in AND on (a) CIFAR-10 and (b) FLICKR25K datasets, where $\gamma$ from -1.0 to 1.0 with a step of 0.25 and the maximum $R$ is set to 10, the code length is 64. The diagram in Figure 9(a) indicates that MAP will increase with $R$ increases and then converges around 3 on CIFAR-10 dataset, and a large $\gamma$ ($\geq 0$) might be a good choice. On FLICKR25K, it is noteworthy that when $\gamma$ is smaller than $-0.5$, a significant increment would happen in the second round. This is due to the increase of similar pairs, but later proved that this threshold was too loose, leading to model degradation.

![Parameter Sensitivity of $(\gamma, R)$ in AND. The code length is set to 64.](image)

5.6 Efficiency Analysis (Q4)

In Table 4, we conduct an experiment to compare the training time of different deep methods on CIFAR-10 dataset. The results indicate that DSAH is efficient and only takes nearly one-third time of the fastest baseline SSDH; Also, DSAH achieves significantly performance with only a fifth of MLS^3RDUH’s computation time.

| Methods      | MAP@5000 | Training Time (h) |
|--------------|----------|-------------------|
| SSDH [49]    | 0.256    | 3.0               |
| BGAN [38]    | 0.587    | 5.0               |
| MLS^3RDUH [43] | 0.595  | 4.8               |
| DSAH         | 0.622    | 1.2               |

Table 4: Training time comparison among the unsupervised deep hashing methods.

5.7 Qualitative Result (Q5)

5.7.1 t-SNE visualization. To better understand the manifold structure of learned hashing code, We compare the t-SNE visualization [29] of BGAN, MLS^3RDUH, and DSAH in Figure 10, in which the data points within the same colors belong to the same class. It could be visually found that DSAH shows a clearer structure, in which we can find some meaningful clusters. Those scatter points within the same class (color) thus own smaller hamming distances with each other.

![t-SNE visualization on CIFAR-10 dataset. (64 bits)](image)

5.7.2 Retrieval Result. In Figure 11, we display some retrieval examples that return the top-10 samples based on the Hamming ranking distance on the CIFAR-10 dataset (64-bit). Comparing to the best baseline, our DSAH has fewer fault images. Specially, we found that MLS^3RDUH confusing birds in a green scene and flags, while the high-quality prediction of DSAH demonstrates that DSAH could well-distinguish the semantic information of images rather than the low-level feature.

![Top-10 retrieved results of DSAH and MLS^3RDUH on CIFAR-10 dataset. The green ✓ means that the retrieved samples belong to the same classes of the query images while the red ✗ represents the returned in different classes.](image)

6 CONCLUSIONS

In this paper, we propose a novel deep unsupervised hashing method DSAH to yield binary codes with fully exploring semantic information behind the data pairs. Particularly, DSAH provides two innovative designs: AND and PIC. To overcome the limitation of fixed semantic similarity, we adopt AND technique to refine the pre-computed similarity matrix with the learned representation and adaptively capture the implicit semantic structure behind the data distribution. Further, we employ PIC to distinguish the different importance of data pairs and assign an adjustable weight to each data pair, which fully explores the discriminative information of training data pairs. By combining PIC and AND in one framework, DSAH learns better hash codes in a self-adaptive manner. The extensive experiments on three benchmarks datasets demonstrate the effectiveness of our techniques, and DSAH can achieve competitive performance.
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