Fractional solitons in non-Euclidean elastic plates
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We show that minimal-surface non-Euclidean elastic plates share the same low-energy effective theory as Haldane’s dimerized quantum spin chain. As a result, such elastic plates support fractional excitations, which take the form of charge-1/2 solitons between degenerate states of the plates, in strong analogy to their quantum counterpart. These fractional solitons exhibit properties similar to fractional excitations in quantum fractional topological states, including deconfinement and braiding, as well as unique new features such as holographic properties and diode-like nonlinear response, demonstrating great potentials for applications as mechanical metamaterials.

Introduction—The analogy between quantum and classical physics plays an important role in the history of many-body physics. For example, in the early development of quantum topological states, concepts of classical topological defects (e.g., vortices and solitons) have been crucial to the theoretical understanding of fractional excitations in fractional quantum Hall systems [1] and quantum spin chains [2]. A more recent example is the duality between topological defects in elasticity and the newly proposed exotic quantum excitations, fractons, in tensor gauge theories [3]. Conversely, quantum topological states of matter inspired the blossoming new field of topological mechanics [4–19]. So far, mechanical analogs have only been achieved for integer quantum topological states, but not yet the more exotic fractional ones.

In a typical quantum system, excitations are usually composed of integer numbers of fundamental building blocks (quanta). However, in certain strongly-correlated fractional topological systems, such as fractional quantum Hall systems [20] or $Z_2$ spin liquids [21], a low-energy excitation is just a fraction of the fundamental building blocks, and this phenomenon is known as fractionalization. More specifically, the definition of fractional excitations involves five criteria. (1) “Integer” excitations need to be defined, i.e., the system needs to obey certain quantization condition, such that excitations can be classified by certain integer quantum number (e.g., charge). (2) An integer excitation then “breaks up” into multiple pieces. Most importantly, the interactions between these pieces need to be weak and decay to zero when they are separated faraway in distance, known as deconfinement. In quantum systems, deconfinement is a highly nontrivial requirement, because it is usually impossible to break a quantum particle, e.g., an electron. In classical physics, it is often possible to partition an object. However, such partition in classical physics usually cannot meet the next criterion. (3) Equal partition has to be enforced as we split the integer excitation. For example, if a charge 1 integer excitation splits into 2 equal parts, each part is a fractional excitation with charge 1/2. Such equal partition is natural in quantum systems, but a nontrivial requirement in classical systems. Furthermore, two more criteria need to be enforced to ensure that these fractional excitations cannot be trivially mapped back to integer ones: (4) a fractional excitation must be a topological object, which cannot be created by any local deformations, and (5) these fractional excitations must exhibit novel properties impossible for any integer ones, such as braiding [22].

In this letter, we show that minimal-surface elastic plates support fractional low-energy excitations. Due to the presence of the minimal surface associate family, such systems exhibit two types of soliton configurations: integer and half-integer, in strong analogy to the quantum integer and fractional solitons in the one-dimensional (1D) dimerized spin chains of Haldane [2]. In addition, we demonstrate that the classical system and the quantum spin chain share the same low-energy effect theory (compact sine-Gordon), and in both systems, fractionalization is induced by a $Z_2$ symmetry. As a result, this classical version of fractional excitations share identical physical properties as their quantum counterpart. For example, integer solitons are conventional and could be created via local deformations, but once it splits into two fractional solitons, each fractional soliton is a topological excitation, robust against any local perturbations.

These fractional excitations exhibit exotic mechanical properties, including braiding which is general to fractional excitations, and holographic property and diode-like torque-rotation response which are unique to these minimal surface plates. These novel properties may find broad applications as mechanical metamaterials for chirality flipping, mode conversion, wave rectification, impact mitigation, and mechanical logic circuits.

2D non-Euclidean plates—The elastic energy of a 2D sheet with a non-Euclidean reference metric $g_0$ is composed of two parts $E = E_s + E_b$ for stretching ($E_s$) and bending ($E_b$) energies [23, 24]. The stretching energy depends on the first fundamental form (i.e., the metric tensor $g$) of the manifold

$$E_s = \hbar \int dA \left\{ \frac{B_0 - G_0}{2} \text{tr}(g - g_0)^2 + G_0 \text{tr}[(g - g_0)^2] \right\},$$

(1)

where $\hbar$ is the thickness of the sheet and the elastic moduli are $B_0 = \frac{9BG}{4(3B+4G)}$ and $G_0 = G/4$ with $B$ and $G$
being the 3D bulk and shear moduli of the material respectively. $E_s$ is minimized if $g = g_0$. The bending energy depends on the second fundamental form (i.e., the curvature tensor) $b$. In this study, we focus on 2D non-Euclidean plates, i.e., thin sheets homogeneous along the thickness direction. For a 2D plate, the bending energy takes the following form

$$E_b = h^3 \int dA \frac{G}{12} \left[ \frac{8(3B + G)}{3B + 4G} H^2 - 2K \right],$$

(2)

where $H$ and $K$ are the mean and Gaussian curvature respectively (i.e., the trace and determinant of the curvature tensor $b_i^j$). Because $E_s \propto h$ and $E_b \propto h^3$, $E_s$ is the dominant part in the small thickness limit $h \to 0$.

Here, we highlight one important symmetry property of 2D plates: the elastic energy is invariant if the curvature tensor flips sign $(b \to -b)$, which is a $Z_2$ symmetry. This $Z_2$ symmetry originates from the fact that the two sides of a plate are fully equivalent, and thus the transformation $b \to -b$, which is equivalent to flip the two sides of the sheet is a symmetry operation that preserves the elastic energy. In Eq. (2) this symmetry is reflected by the fact that $E$ is an even function of $H = b_i^j$, and this $Z_2$ symmetry plays a crucial role for fractional excitations.

**Minimal surfaces and low-energy effective theory**—Minimal surfaces are 2D surfaces that minimizes its area locally, characterized by a vanishing mean curvature $H = 0$. In this letter, we focus on 2D plates whose target metric tensor ($g_0$) is that of a minimal surface. In this case, minimization of elastic energy $E$ gives $g = g_0$ and $H = 0$ [25]. However, this doesn’t uniquely determine one ground state configuration. Instead, there exist infinitely many minimal surfaces with $g = g_0$ and $H = 0$ and all these configurations are degenerate ground states of $E$ (where the only nonzero term is $-2K$ which is fully determined by $g_0$ and thus is a constant) [25]. This set of minimal surfaces, which share the same metric tensor, are called an “associate family” [27]. It has been known that minimal surfaces in an associate family can be labeled by a phase angle $\varphi$. As we vary $\varphi$, minimal surfaces in this associate family deform smoothly into each other. As $\varphi$ is increased by $2\pi$, the surface returns to its original configuration. One such example, helicoid-catenoid associate family, is shown in Fig. 1(a) [28].

In summary, the associate family that a minimal surface plate belongs to defines a soft mode of this plate, where we can deform the plate with zero elastic-energy cost to the leading order (up to $O(h^3)$). This soft mode dominates low-energy deformations of such plates.

In particular, we consider a long ribbon of a 2D minimal surface plate. Here, low-energy excitations can be characterized by a slowly varying $\varphi$ along the ribbon direction $\varphi(v)$, where $v$ is the coordinate along the ribbon. In an ideal minimal surface plate, because all configurations in the associate family have the same energy, the elastic energy take the following form to the leading order $E = \int dv \left[ (\partial_v \varphi)^2 + \gamma \cos[2(\varphi - \varphi_0)] \right]$, i.e., energy cost from inhomogeneity. However, in reality, due to the finite thickness and other deviations from the ideal 2D limit, different configurations in the associate family may have some small energy difference, and thus an additional term arises $E = \int dv \left[ (\partial_v \varphi)^2 + V(\varphi) \right]$ [28]. For a generic 2D minimum surface, $V$ must be a periodic function with $V(\varphi) = V(\varphi + 2\pi)$ due to the periodic structure of the associate family. For simplicity, here we will take the lowest Fourier harmonic $V(\varphi) = \gamma \cos(\varphi - \varphi_0)$, but it must be emphasized that the same qualitative features we discuss below survive even if more complicated $V(\varphi)$ is considered. As a result, the elastic energy now takes the form of a sine-Gordon theory, which supports soliton solutions. Here, we define the soliton charge as $\Delta \varphi/(2\pi)$, where $\Delta \varphi$ measures the change of $\varphi$ across a soliton. Due to the periodicity $V(\varphi) = V(\varphi + 2\pi)$, it is easy to verify that the soliton solution for this sine-Gordon elastic energy has $\Delta \varphi = 2\pi$ and thus the soliton charge is 1. Therefore, they will be called integer excitations (i.e., integer solitons). This quantization is due to the periodic structure of the associate family.

**Fractional excitations**—In 2D plates, the $Z_2$ symmetry discussed early on enforces a nontrivial constraint. In a minimal surface associate family, this $Z_2$ transformation $(b \to -b)$ corresponds to $\varphi \to \varphi + \pi$. Thus, it implies that the elastic energy remains invariant under $\varphi \to \varphi + \pi$. As a result, we must also have $V(\varphi) = V(\varphi + \pi)$, i.e., the periodicity of the function $V(\varphi)$ is reduced from $2\pi$ to $\pi$. As a result, if we still focus on the lowest harmonics in $V(\varphi)$, the elastic energy becomes

$$E = \int dv \left\{ (\partial_v \varphi)^2 + \gamma \cos[2(\varphi - \varphi_0)] \right\}$$

(3)

where an extra factor of 2 arises in the cos function. With this extra factor of 2, the soliton configuration of this sine-Gordon theory has $\Delta \varphi = \pi$, and thus the soliton charge is 1/2. These are the fractional solitons.
This mechanism of symmetry-induced fractionalization is identical to the fractional solitons in Haldane’s dimerized spin chain, where fractional spin-1/2 solitons arise from a $Z_2$ symmetry (i.e., translation by an odd integer times the lattice constants) \[2\]. This physics is also in strong analogy to nematic liquid crystals, where the molecules (and the order parameter) are invariant under a $\pi$ rotation, and this $Z_2$ symmetry then results in fractional topological defects in nematic liquid crystals, i.e., disclinations or disclination lines, which can be viewed as half of a vortex or a vortex line \[29, 30\].

Guided by the insight obtained from the low-energy effective theory, we perform finite element analysis for helicoid- and catenoid- ribbons as an example to verify the existence of fractional solitons as their low energy excitations. In particular, we simulate a narrow ribbon with $E = E_s + E_b$ as given in Eq. (12) with $\phi_0$ of the helicoid-catenoid associate family. A small perturbation is added to $E_b$ to lift the infinite degeneracy of the ground states, favoring either the helicoid ($\varphi = \pm \pi/2$) as ground states or the catenoid ($\varphi = 0, \pi$) as ground states, corresponding to $\varphi_0 = 0$ and $\varphi_0 = \pi/2$ in Eq. (3) respectively \[28\]. This simulation didn’t enforce the excluded-volume condition, and thus the ribbon may intersect with itself. Enforcing excluded volume or not doesn’t change any qualitative conclusions.

From this finite-element analysis, we found that a fractional soliton is indeed a local energy minimum, as shown in Fig. 1(b-c). For the case where the helicoid is the true ground state, the fractional soliton is the domain boundary between a left-handed (L) section of helicoid and a right-handed (R) one. For the case where the catenoid is the true ground state, the fractional soliton is also a domain boundary, across which the two sides (inside and outside) of the catenoid flips. The fact that 1/2 soliton corresponds to a domain boundary is universally true for any 1/2 soliton in any minimal surface plates, as well as in dimerized quantum spin chains \[2\]. Because it is a domain boundary, such fractional solitons cannot be created by any local deformations, in contrast to integer solitons, which are just regular local excitations in these systems and can be created or removed locally.

In particular, for the helicoid ground states, by minimizing the elastic energy, we find that such a domain structure always bends the ribbon by nearly 180°, i.e., if we move along the helicoid ribbon, each soliton excitation implies a sharp U-turn. The origin of this sharp turn is that $\varphi$ changes between $\pm \pi/2$ across the soliton, thus the soliton profile is characterized by a narrow section of a catenoid, which naturally turns the ribbon.

\textbf{Quantum-classical analogy and braiding—} To set the stage for comparing these classical fractional excitations with their quantum counterparts, here we first provide a brief review of 1D dimerized spin chains and 2D $Z_2$ spin liquids. A 2D $Z_2$ spin liquid is one of the most important and well-studied fractional topological states (see e.g. Refs. \[21, 31\] and references therein). The study of $Z_2$ spin liquids originates from Anderson’s resonating-valence-bond (RVB) scenario \[32, 33\] in frustrated quantum spin systems and quantum dimer models \[34–36\]. This exotic quantum phase of matter is characterized by a topological Ising gauge theory and gives rise to deconfined fractional excitations, e.g., spinons which carry spin-1/2 but no charge \[37, 41\]. Later, an exactly solvable model with the same topological order was introduced, known as the toric code model of Kitaev \[42\].

A 1D dimerized spin chain (e.g., the Majumdar-Ghosh model \[43\]) does not show a $Z_2$ topological order, but it shares certain similar feature as the $Z_2$ spin liquids.

Here we start from the simpler 1D case by considering the 1D Majumdar-Ghosh model (spin-1/2 Heisenberg spins with frustrated nearest and next-nearest-neighbor anti-ferromagnetic couplings) \[43\]. This model has two dimerized ground states as shown in Fig. 2(a) and (b), where each box represent a spin singlet pair, known as a “dimer”. One obvious excitation in such a ground state is to break a dimer, transferring a singlet into a triplet, which carries integer spin $S = 1$. However, such a local excitation can fractionalize into two deconfined spin-1/2 fractional excitations, as shown in Fig. 2(c) and (d), which are the fractional solitons as pointed out by Haldane \[2]\.

One important and unique property of these fractional particles is that by moving such fractional particles around non-contractible loops, the global state of the entire system can be transformed in a nontrivial way. One such example is “braiding” (i.e., moving particles around each other), which play a crucial role in the understanding of fractional quantum Hall effects, Majorana modes and topological quantum computing \[22\]. Here, instead of moving a fractional particle around another fractional particle, we take a different non-contractible loop, which reflects the same fundamental principles.

As shown in Fig. 2(d), if we move the two aforemen-
FIG. 3. Fractional excitations and topological degeneracy. (a-d) A quantum $\mathbb{Z}_2$ spin liquid defined on an annulus, which has two degenerate ground states (a) and (d) due to topological degeneracy. Via local perturbations, a spin-1 excitation is introduced to the first ground state, which can split into two spin-1/2 fractional excitations as show in (b). If these two fractional excitations are moved around the annulus and then annihilated with each other (c), the system turns into the other ground state (d). (e-h) A catenoid with the same geometry setup shows the same property. The two degenerate ground states correspond to swap the two sides of the 2D manifold (e and h). One can create two charge-1/2 solitons (f) and move them around the catenoid (g) before annihilate them, flipping the catenoid to the other ground state.

mentioned fractional excitations in the 1D Majumdar-Ghosh model away from each other, we flipped the ground state from (a) to (b). This phenomenon also arises in minimal-surface plates, as shown in Fig. 3(e-h). An integer soliton of charge-1 can be locally generated. This soliton can split and turn into two charge-1/2 fractional solitons. This pair of fractional solitons are deconfined, as the ribbon between them is in ground state. Moving this pair of fractional solitons away from each other flips the ribbon between R- and L- helicoids.

For a 2D $\mathbb{Z}_2$ spin liquid, a similar phenomenon arises [7], where moving a pair of fractional excitation around an annulus flips the topologically degenerate ground states, as shown in Fig. 3. This is analogous to the motion of fractional excitations in the a catenoid.

Holographic property— In addition to the analogy with their quantum counterparts, fractional solitons in a helical ribbon have certain unique features, not generally expected for fractional excitations. One such example is that these solitons are holographic, which means that if there is only one charge-1/2 soliton in a helicoid, we can pin-point and control its location via controlling the two ends of the helicoid. This is because this soliton is the domain boundary between the L and R sections. For a helicoid of length $l$, we define the L section length to be $x$, and thus the R section length is $l - x$. For simplicity, we ignore the width of the soliton. The helicity of the whole ribbon, defined as the net number of R twist, is then $(l - 2x)/\lambda$ where $\lambda$ is the pitch of the helicoid. This directly relates helicity to the position of the soliton. Thus, by twisting the two ends of the ribbon relative to one another, one can change helicity and the position of the soliton holographically. This holographic control is not a general property of fractional solitons, but a special feature for solitons in helicoids. In addition, this holographic property also provides a natural way to generate these fractional excitations. If we twist the two ends of a helicoid such that the helicity decreases from the ground state value $(l/\lambda)$, this process will create a fractional soliton (i.e. a non-zero $x$) to reduce energy.

Diode-like torque-rotation response The holographic property of this fractional soliton gives rise to unusual mechanical response. One prominent example is that when one end of the ribbon is fixed and the center-line of the ribbon is confined to be straight (e.g., by embedding a stiff rod), the torque-rotation relation at the opposite end strongly resembles the current-voltage (IV) characteristics of a diode. We simulated this effect assuming an elastic energy of the form in Eq. (3), and the results are shown in Fig. 4. When counterclockwise rotation is applied to the end of an R helicoidal ribbon, it tightens the ribbon and leads to a linear torque-rotation response. In contrast, when clockwise rotation is applied to the end of this ribbon, it generates a soliton, which turns the R helicoid into an L helicoid. At very small counter-clockwise rotation the response is still linear (which homogeneously loosens the helicoid), but as the rotation increases, a small barrier is overcome and the torque vanishes, as further rotation just moves the soliton to the left, where the elastic energy of the ribbon stays constant. This barrier (green area in Fig. 4) equals to the energy of one soliton as given by Eq. (3). This strong asymmetry resembles the IV characteristics of a diode, where voltage of different directions generates currents of dramatically different amplitudes.

Furthermore, this system exhibits convenient programmability by placing the soliton at different positions in the ribbon. This correspond to shifting the torque-rotation curves horizontally, leading to programmed torque response. This effect can potentially apply to a broad range of problems such as wave rectification, impact mitigation, and mechanical logic circuits.

Conclusion and discussion— We demonstrate that due to minimal surface associate families, non-Euclidean elastic plates can support low energy fractional soliton excitations that strongly resemble fractional quantum excitations. These fractional solitons are highly robust and can not be locally created or destroyed. They exhibit novel mechanical properties such as holographic control and diode-like torque-rotation response.

This type of non-Euclidean plates can be realized in experiments through various techniques of metric control, such as stimuli responsive gels, strain engineering, halftone and gray-scale 3D printing [24, 44–46]. The unique holographic control and diode-like nonlinear elastic response may open the door to novel mechanical metamaterials.

In addition, the fractional soliton in the case of helicoid elastic ribbons share a lot of similarities with various types of kinks and perversions between domains of diffe-
ent handedness in other helical structures such as tendrils on climbing plants [47], intrinsically curved rods [48], self-assembled structures of Janus colloidal particles [49], elastic bi-strips [50], helical strings [51], and minimal surface liquid films [52]. In this paper we reveal their unexpected link with fractional quantum excitations.
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Supplementary Materials

MINIMAL SURFACES

To make the manuscript self-contained, here we provide a brief review about basic concepts and properties of minimal surfaces. Minimal surfaces are 2D surfaces that locally minimize their area, which is equivalent to requiring these surfaces to have zero mean curvature.

Weierstrass-Enneper parameterization

Mathematically, minimal surfaces have a deep and fundamental connection with complex analysis. It is known that all minimal surfaces can be represented using the Weierstrass-Enneper parameterization

\[ R_1 = \Re \int \left(1 - g^2\right)/2 \, dz \]
\[ R_2 = \Re \int i(1 + g^2)/2 \, dz \]
\[ R_3 = \Re \int g \, dz \]

where \( \Re \) represents the real part. \( R = (R_1, R_2, R_3) \) is the 3D coordinate of the target space, while the 2D coordinate of the original space (i.e. the 2D manifold) \( r = (x, y) \) is represented by the complex variable \( z = x + iy \). \( f \) and \( g \) are complex functions of \( z \), where \( f \) is holomorphic and \( g \) is meromorphic. In complex analysis, holomorphic means that a function is analytic with well defined Taylor expansions for every point in a domain, while meromorphic is a slightly weaker condition, which is similar to an analytic function but can contain a set of isolated singular points (poles). It is easy to verify that the 2D manifold defined by \( R(r) \) has zero mean curvature and thus is a minimal surface.

In the Weierstrass-Enneper parameterization, an associate family is represented by a phase factor \( e^{i\varphi} \). As can be easily verified, by multiplying a constant phase factor to the function \( f \), we obtain a family of minimal surfaces via the Weierstrass-Enneper parameterization

\[ R_1 = \Re e^{i\varphi} \int (1 - g^2)^2/2 \, dz \]
\[ R_2 = \Re e^{i\varphi} \int i(1 + g^2)/2 \, dz \]
\[ R_3 = \Re e^{i\varphi} \int g \, dz \]

All minimal surfaces in this associate family share the same metric tensor \( g \) and the same mean curvature \( (H = 0) \), and they can be evolved smoothly into each other via adiabatically varying the value of \( \varphi \). Because our elastic energy \( E = E_s + E_b \) only depends on \( g \) and \( H \), for a 2D plate with minimal-surface ground state, all configurations in the associate family are degenerate ground states and there exits a floppy mode that deforms these ground states into each other smoothly without any energy cost.

From equations shown above, it is easy to realize that under the transformation \( \varphi \to \varphi + \pi \), \( R \to -R \), which flips the chirality.

The helicoid-catenoid family

For minimal surfaces in the helicoid-catenoid family, the Weierstrass-Enneper parameterization takes the following form

\[ f = i e^{-z} \quad \text{and} \quad g = -i e^{z} \]

Thus

\[ R_1 = -\cosh x \sin y \cos \varphi - \sinh x \cos y \sin \varphi \]
\[ R_2 = \cosh x \cos y \cos \varphi - \sinh x \sin y \sin \varphi \]
\[ R_3 = x \cos \varphi - y \sin \varphi \]

Under a coordinate transformation \( u = \sinh x \) and \( v = y \), we get

\[ R_1 = -\sqrt{1 + u^2} \sin v \cos \varphi - u \cos v \sin \varphi \]
\[ R_2 = \sqrt{1 + u^2} \cos v \cos \varphi - u \sin v \sin \varphi \]
\[ R_3 = \arcsinh u \cos \varphi - v \sin \varphi \]

For \( \varphi = \pm \pi/2 \), we have helicoids with left/right handness

\[ R = \pm(u \cos v, u \sin v, v) \]

For \( \varphi = 0 \) or \( \pi \), catenoids are obtained with

\[ R = \pm(-\sqrt{1 + u^2} \sin v, \sqrt{1 + u^2} \cos v, \arcsinh u) \]

Other values of \( \varphi \) gives other minimal surfaces in this associate family.
HIGHER ORDER TERMS

As mentioned in the main text, for a 2D plate that satisfies the minimal-surface criterion, the system has a floppy mode and thus infinitely many degenerate ground states, i.e. all minimal surfaces in the corresponding associate family. In a real material, such a infinite ground-state degeneracy will in general be lifted by higher order terms in the elastic energy. For a ribbon, this will result in two degenerate ground states, connected with each other by the \( \varphi \rightarrow \varphi + \pi \) transformation as shown in the main text. In this section, we demonstrate one example of such higher order terms, which favor the helicoid- or catenoid-ground states.

As shown in main text, for an isotropic (or nearly isotropic) material, the bending energy depends on the the mean curvature \( H \) and the Gaussian curvature \( K \). In a neighborhood of any non-singular point of a smooth 2D manifold, an orthogonal coordinate \((u,v)\) always exists, under which the metric tensor becomes diagonal

\[
g = \begin{pmatrix} E(u,v) & 0 \\ 0 & G(u,v) \end{pmatrix}. \tag{19} \]

In such an orthogonal coordinate, we can define an \( \tilde{h} \) matrix,

\[
\tilde{h} = \begin{pmatrix} l(u,v) & m(u,v) \\ m(u,v) & n(u,v) \end{pmatrix} \tag{20} \]

where \( l = L/E, \ n = N/G \) and \( m = M/\sqrt{EG} \), and

\[
h = \begin{pmatrix} L(u,v) & M(u,v) \\ M(u,v) & N(u,v) \end{pmatrix} \tag{21} \]

is the second fundamental form.

Using the \( \tilde{h} \) matrix defined in Eq. 20, the bending energy can be written as

\[
E_b = \int dA \left[ D_1 H^2 - D_2 K \right] = \int dA \left[ \frac{D_1}{4} (l + n)^2 - D_2 (m^2) \right] \tag{22} \]

where \( D_1 \) and \( D_2 \) are coefficients shown in the bending elastic energy defined in the main text. Here, we utilized the fact that \( H = \text{tr}\tilde{h}/2 \) and \( K = \text{det}\tilde{h} \). This bending energy is isotropic, i.e., the energy cost is identical no matter we bend along the main axis \((u \text{ or } v)\) or the diagonal direction \((u + v \text{ or } u - v)\).

For a real 2D plate with \( D_{4h} \) symmetry (e.g. materials with a tetragonal lattice) or lower symmetries, the bending term is no longer isotropic, and thus extra terms become allowed, such as

\[
\delta E_b = \int dA \left[ \frac{\delta D}{4} (l^2 + n^2) \right] \tag{23} \]

where \( \delta D \) is a coefficient, which describes the anisotropy between the main-axis and the diagonal directions. In this manuscript, we focus on nearly isotropic systems, and thus we will always assume that \( \delta D \ll D_1 \) and \( \delta D \ll D_2 \). For positive (negative) \( \delta D \), this term implies that it is harder (easier) to bend the plate along the main-axis direction, in comparison to diagonal. With \( \delta D > 0 \), this term lifts the infinite degeneracy of the narrow ribbon and selects the \( L \) and the \( R \) helicoids as the real ground states. If \( \delta D < 0 \), the ground states are the two catenoids. In the sine-Gordon description, this term (and other similar terms) gives rise to the cosine terms of higher order.

FINITE ELEMENT SIMULATION

In the simulation, 10-node triangular elements are utilized. The shape function of such an element preserves the three-fold rotational symmetry, which help minimizing anisotropy induced by the shape function. The entire ribbon is composed of \( 60 \times 4 \) nodes. The elastic moduli are set to (in arbitrary units) \( hB_0 = 6 \times 10^5 \) and \( G_0 = B_0/2 \). The bending stiffness \( D_1 = \frac{2hE(G-3)}{3(G+1)}) \) is set to \( 2.4 \times 10^3 \). We also added a small perturbation to favor the helicoid (or catenoid) ground states [as shown in Eq. 23], whose coefficient is set to \( \delta D = 0.02D_1 \) for the helicoid ribbon and \( \delta D = -0.01D_1 \) for the catenoid.

For a minimal surface ribbon in the helicoid-catenoid associate family, the target matrix tensor \( g_0 \) can be set to

\[
g_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 + a_1 u + a_2 u^2 \end{pmatrix}, \tag{24} \]

Here we use the coordinates shown in Eq. 14-16. The control parameters are set to \( a_1 = 0 \) and \( a_2 = 2\pi/10 \) in the numerical study. All qualitative features that we observed are insensitive to microscopic details and remain stable as we vary the control parameters and the system size.

SIMULATION OF TORQUE-ROTATION CURVE

In this section we summarize the simulation that gives the torque-rotation curve (Fig. 3) in the main text.

We start from the sine-Gordon low energy theory of the ribbon, and adapt this energy for the helicoidal ribbon. More specifically we take the discretized energy of a helicoidal ribbon to be

\[
E = \sum_{i=1}^{L} (\alpha_i^2 - \alpha_{i+1}^2)^2 + \sum_{i=1}^{L-1} \kappa (\alpha_{i+1} - \alpha_i)^2, \tag{25} \]

where \( i \) labels discrete sections along the long-axis of the ribbon, and \( \alpha_i \) is the twisting angle at section \( i \). Here
\( \bar{\alpha} \) is the twisting angle of the degenerate ground state helicoids. The first term is a double-well potential, where the L and R helicoids are the two degenerate ground states \( \pm \bar{\alpha} \). The second term is the bending energy, where changing twisting angle from one section to the next costs energy. \( \kappa \) is the bending stiffness.

This equation can be viewed as a simplified version of Eq. (3) in the main text around the helicoid ground state. This angle \( \alpha \) can be related to the phase angle \( \varphi \) of the minimal surface associate family.

To obtain the torque-rotation curve, we minimize \( E \) at given

\[
\Phi = \sum_{i=1}^{L} \sin(\alpha_{i+1}), \quad (26)
\]

which is the rotation of the right end \( (i = L) \) of the ribbon when the left end \( (i = 0) \) is held fixed. Note that here we sum \( \sin(\alpha_{i+1}) \) instead of \( \alpha_{i} \) as we consider isometric deformations of the ribbon, which fixes the arclength of the ribbon’s edge instead of the height of each section along the long-axis.

The minimization gives the shape and energy \( E \) of the ribbon. From the increment of the energy as \( \Phi \) changes we calculate the torque.

The coefficients we take for the simulation are given by \( \bar{\alpha} = 0.1\pi \), \( \kappa = 2\bar{\alpha}^2 \), \( L = 80 \). As a result, the whole ribbon at the ground state is 4 times the pitch length.