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Abstract—The time reversal symmetry of the wave equation allows wave refocusing back at the source. However, this symmetry does not hold in lossy media. We present a new strategy to compensate wave amplitude losses due to attenuation. The strategy leverages the instantaneous time mirror (ITM) which generates reversed waves by a sudden disruption of the medium properties. We create a heterogeneous ITM whose disruption is unequal throughout the space to create waves of different amplitude. The time-reversed waves can then cope with different attenuation paths as typically seen in heterogeneous and lossy environments. We consider an environment with biological tissues as typically seen in heterogeneous and lossy environments. The time-reversed waves can then cope with different attenuation paths as typically seen in heterogeneous and lossy environments.

Index Terms—Attenuation compensation, focusing, instantaneous time mirror (ITM), time reversal, time reversal mirror (TRM).

I. INTRODUCTION

In the past few decades, the time reversal invariance of the wave equation has become a popular instrument to devise techniques for wave refocusing and scatterer localization. While radiation from a point source is characterized by a diverging forward propagation, the wave equation also admits a backward counterpart that can converge to the source location, now target. This behavior has been found to be reproducible through the time reversal mirror (TRM) and the instantaneous time mirror (ITM) which have recently been the subject of extensive numerical and practical experimentation [1]–[8].

Studies have shown time-reversed waves can form foci accurately in a non-dissipative system, composed of lossless (but potentially heterogeneous) materials [9], [10]. However, practical applications often involve lossy materials, in which the time reversal symmetry no longer holds due to attenuation [11]–[13]. As a result, the obtained foci are usually of inferior quality. This applies for both TRM and ITM since they create reversed waves based on the same fundamental principle, the former using a spatial disruption and the latter a temporal disruption to the wave equation.

In this paper, we simulate ITM-induced reversed foci for electromagnetic waves traveling through a two-dimensional (2D) complex geometry with dispersive, i.e. frequency-dependent, biological tissues. We extend our previous work [14] and propose a new strategy based on exploratory experiments that refines the applied ITM by compensating wave attenuation. In the past, many methods have aimed to improve the quality of time-reversed foci, specifically in the context of TRM. They typically rely on the TRM transceivers to digitally manipulate the recorded signals between the stage of signal collection and re-emission [12], [13], [15]–[17]. The strategy we developed is in contrast to TRM compensating techniques due to the absence of transceivers in ITM executions.

Using numerical simulations, the feasibility of ITM in electromagnetic waves has been established through a time disruption of the propagation speed via a sudden change in permittivity [14], [18]. Here, we exploit the relation between this disruption and its effect on the reversed wave amplitude. A heterogeneous ITM disruption, i.e. one which is unequal throughout space, is shown to successfully compensate unequally attenuated waves and to produce accurate foci.

We give an overview of our ITM implementation and a review of the elements that affect the reversed waves. The realization of our strategy is based on observations made from our studies in lossless materials. These ideas are then extended and applied to a 2D digital human phantom, a complex lossy environment. We show a case where a nearly accurate focus can be achieved without the proposed attenuation compensation strategy as well as two cases where compensation is paramount to improve the accuracy of the time-reversed foci, thereby supporting the benefits of our method.

This paper presents early research in a novel ITM compensating method which we have tested using numerical simulations. In practice, one can imagine an ITM could be achieved by rapidly modifying properties of the propagation medium such as humidity, pressure, and temperature [19]–[21]. Our strategy, however, requires precise knowledge of the waves position in space at the moment of ITM, as well as the ability to alter the properties of the propagation medium with high spatio-temporal precision. Although these challenges are beyond the scope of this paper and remain a prospective area of research, the strategy may be first explored with other types of waves whose properties may be easier to manipulate,
while research in techniques to manipulate the speed of light matures [22]–[24]. For example, 2D waves, such as surface water waves [25], allow an ITM to exploit a third dimension orthogonal to the planar area where propagation happens [26].

II. ITM FOR ELECTROMAGNETIC WAVES

The concept of reversing waves by manipulating the time properties of a medium and without transceivers was first experimentally demonstrated by [7]. An ITM was introduced in water waves by implementing a disruption in celerity which subsequently generated time-reversed propagations visible to the naked eye. Our research in ITM-induced electromagnetic reversed waves is based on the same theoretical concept. We use a two-step ITM generation which, shortly after decreasing the propagation speed, brings it back to its initial value. This implementation ensures the wave speed never surpasses the speed of light in vacuum, no matter the medium. In practice, the speed change entails a disruption of the wave impedance, on which the generation of ITM-induced electromagnetic reversed waves is based [27], [28].

As the phase velocity of electromagnetic waves is given by $v = 1/\sqrt{\epsilon\mu}$, speed disruptions are possible through permittivity $\epsilon$ and/or permeability $\mu$ changes. We chose to keep $\mu$ constant and manipulate $\epsilon$, particularly the relative permittivity $\epsilon_r$, as $\epsilon = \epsilon(t) = \epsilon_0 \epsilon_r(t)$ where $\epsilon_0$ is the vacuum permittivity. The phase velocity and wave impedance $\eta = \sqrt{\mu/\epsilon}$ are then time dependent. In general, we speak of time-varying media with time-varying propagating speed [27]–[29].

Time-reversed waves created by an ITM can be characterized in a manner similar to that of Fresnel’s equations for light incident at a spatial boundary. Consider the first step of the temporal disruption. Assuming that the electric displacement field $D$ and the magnetic flux density $B$ are continuous at the time interface [28], Fresnel’s reflection and transmission coefficients at the time interface for the electric field $E$ become [27], [28]:

$$r \equiv \frac{E_r}{E_{in}} = \frac{1}{2} \left( \frac{\epsilon_1 - \sqrt{\mu_1 \epsilon_2}}{\epsilon_2 + \sqrt{\mu_2 \epsilon_1}} \right) = \frac{1}{2} \left( \frac{1}{\epsilon_2} \right) \left( \frac{1 - \eta_1}{\eta_2} \right),$$

$$t \equiv \frac{E_t}{E_{in}} = \frac{1}{2} \left( \frac{\epsilon_1 + \sqrt{\mu_1 \epsilon_2}}{\epsilon_2 - \sqrt{\mu_2 \epsilon_1}} \right) = \frac{1}{2} \left( \frac{1}{\epsilon_2} \right) \left( \frac{1 + \eta_1}{\eta_2} \right),$$

where subscripts 1 and 2 denote $\epsilon$, $\mu$, and $\eta$ prior to and after the disruption; and $E_r$, $E_t$, and $E_{in}$ denote the electric field amplitudes of the reflected, transmitted, and incident waves, i.e. the time-reversed, forward, and initial forward waves, respectively. In the second step of the disruption, each of the two newly created waves then undergoes the reverse transition (exchange subscripts 1 and 2 above).

A. Amplitude Dependence on the Disruption Strength

The sudden speed disruption can be modeled by a Dirac Delta function: $v(t)^2 = v_0^2 [1 + \alpha \delta(t - t_{ITM})]$. The phase velocity $v_0$ specifies the velocity prior to and following the ITM disruption instant $t_{ITM}$ and $\alpha$ characterizes the intensity of the disruption. The reversed waves amplitude is proportional to $\alpha$, and therefore, to $v_0^2/v_0^2 - 1 = \epsilon_{\alpha_0}/\epsilon_r - 1$ during ITM, where $\epsilon_{\alpha_0}$ is the relative permittivity corresponding to $v_0$. This relation is the primary object of our amplitude compensation strategy. Although attenuation is frequency-dependent, as $\alpha$ is set constant across all frequencies (i.e. $\epsilon_{\alpha_0}/\epsilon_r$ is a constant), dispersive loss is not taken into account.

In a two-step ITM, the two speed changes create two replicas of the initial forward waves that are opposite in sign. If done in quick succession, the superimposed reversed waves approximate the derivative of the initial wave field, albeit flipped in sign. The sign flip is due to our implementation of ITM, which uses $\alpha < 0$. In a monochromatic wave, the derivative effect from an ITM can be described as a $\pi/2$ shift with respect to the initial wave if $\alpha > 0$, or $-\pi/2$ if $\alpha < 0$. The time interval between the two temporal disruptions which, in practice, is finite, also has an effect on the amplitude of the reversed wave field. In our study, this time interval is kept consistent across all simulations. Additionally, $\epsilon_r$ is increased by at most 100-fold, as it was experimentally observed that higher increments do not produce wave fields with significantly higher amplitude. In fact, this is to be expected since as $\epsilon_r$ approaches $\infty$, $v$ tends towards 0 and $\alpha$ trends towards $-1$.

B. Converging Waves and Diffraction Limit

Any converging wave that focuses continues its propagation as another diverging wave. Thus, a complete time reversal process also requires the source to be reversed, i.e. replaced by a sink to absorb the converging wave. We do not consider such sources. Without a time-reversed source, the re-diverging wave appears as a replica of the converging wave but opposite in sign [30]. We demonstrate this visually in our ITM lossless media study in Section III.

An interesting phenomenon therefore arises from the interaction between the converging and re-diverging waves. As an example, one can picture this interaction by considering a converging wave shaped after the first derivative of the Gaussian function, where a trough is followed by a crest in space and time. After complete convergence from the trough, the re-diverging wave appears as a crest and reinforces the amplitude of the still converging crest. This interaction causes the spatial resolution of the focus point to be constrained by the diffraction limit, half a wavelength for a monochromatic wave [30]–[32]. In the case of a non-monochromatic wave, the limit depends on the frequency distribution of the reversed wave packet which, contrary to the monochromatic case, differs from that of the forward wave packet.

C. Identifying an ITM Time-Reversed Focus

We define the ITM-induced reversed focus time as $t_{focus} = 2t_{ITM} - t_{src}$ where $t_{ITM}$ is the speed disruption instant. Assuming a causal excitation function of finite support [30], $t_{src}$ is an arbitrary instant of choice during source excitation (e.g. the mid instant for a symmetric excitation). For a two-step ITM of non-zero duration, $t_{ITM}$ is defined as the mid instant between the two disruptions. This metric assumes the wave speed is the same regardless of its traveling direction in the same medium. This, however, only holds in non-dispersive media. In practice, although both ITM and absorption alter the
field’s frequency spectrum and the assumption might break, we found \( t_{\text{focus}} \) to be a good approximation.

The focus identified at \( t_{\text{focus}} \) in lossy and heterogeneous media poses another question. The path traced by a diverging initial wave might not be equally absorbing for every direction relative to the source position. This heterogeneity causes path dependent attenuation and deforms the wave. As a result, the location which the reversed wave converges to may be shifted away from the source and deemed inaccurate. To characterize the location which the reversed wave converges to may be shifted away from the source and deemed inaccurate. To characterize the properties of the identified focus at \( t_{\text{focus}} \), we use the quantitative metrics in Section II-D.

Finally, the properties of the time-reversed focus at \( t_{\text{focus}} \) depend on the source excitation function and the selected \( t_{\text{src}} \), even in vacuum or any other lossless environment. For a non-time-reversed source in a 2D geometry, an excitation of even-type symmetry about \( t = t_{\text{src}} \) would, in theory, cause the field to vanish everywhere at \( t_{\text{focus}} \). An excitation of odd-type symmetry about \( t = t_{\text{src}} \) where the amplitude is zero, i.e. the point \((t_{\text{src}},0)\), would cause the field to peak at the target location at \( t_{\text{focus}} \). In this work, we use excitations of the latter sort to simplify the analysis, and assume this when defining the metrics in Section II-D.

**D. Analyzing an ITM Time-Reversed Focus**

A time-reversed focus is assessed on four quantitative features, all evaluated at or around \( t_{\text{focus}} \). The first two are the spatial accuracy \( A \) and spatial resolution \( R \) at \( t_{\text{focus}} \). The accuracy \( A \) is the distance between the field’s maximum amplitude in space and the known source location (i.e. the intended target location), whereas the resolution \( R \) is the contour area at 50% amplitude around the same maximum, capturing the 2D full width at half maximum \([14]\).

Third, to characterize the evolution of the converging focus, we introduce the *time persistence* \( P \), to quantify for how long the field energy “lingers” around the source location:

\[
P = \frac{1}{|\Delta t_{\text{focus}}|} \sum_{t \in \Delta t_{\text{focus}}} [A(t) \leq \lambda_{\text{rev}}/8],
\]

where we have used the Iverson bracket notation. The accuracy \( A(t) \) is dependent on time \( t \), \( \lambda_{\text{rev}} \) is the central wavelength of the reversed wave in vacuum (irrespective of the propagation media), and \( \Delta t_{\text{focus}} \) is a (discretized) time window around \( t_{\text{focus}} \). We define

\[
\Delta t_{\text{focus}} = \{|t_{\text{focus}} - T_{\text{rev}}/4|, \ldots, |t_{\text{focus}} + T_{\text{rev}}/4|\},
\]

where \( T_{\text{rev}} \) is the time period of \( \lambda_{\text{rev}} \). Empirical analysis shows time persistence is proportional to the wavelength and inversely proportional to the wave speed, suggesting that \( P \) is an invariant in the absence of absorption. The fractions of \( T_{\text{rev}} \) and \( \lambda_{\text{rev}} \) defined were chosen to allow relative comparisons of the different foci in this paper, however, other choices can be made as long as the comparisons remain meaningful.

Fourth, we utilize minimum entropy deconvolution \([35]\)\(^1\) \([36]\)\(^2\), also known as simply entropy in the time reversal field \([15]\)\([17]\), to characterize the “concentration” of the field at \( t_{\text{focus}} \) relative to other foci at different times. This method has been used to identify the refocusing instant without tracking the field in any particular location \([15]\)\([17]\). It assumes a time-reversed focus in space would exhibit a localized field with minimal disorder everywhere else. For a discretized 2D space grid, the entropy \( S \) can be expressed by the inverse varimax norm

\[
S(t) = \left( \frac{\sum_{x,y} u_E(x,y,t)}{\sum_{x,y} u_E^2(x,y,t)} \right)^2,
\]

where the density of the energy stored in the electric field is

\[
u_E(x,y,t) = \frac{1}{2} E_z(x,y,t) D_z(x,y,t)
\]

since the simulations use the transverse magnetic mode of the finite difference time domain method.

However, a local minimum in \( S \), even if around \( t_{\text{focus}} \), does not guarantee an accurate focus. Moreover, in Section III we show that an accurate focus is possible without a local entropy minimum. Hence, we solely utilize entropy plots to describe how localized a focus is when compared to the field distribution at other times.

**III. ITM IN LOSSLESS MATERIALS**

We present experiments in air, a lossless medium, that motivate our proposed strategy to improve focus quality in complex lossy spaces such as the human body.

Our previous work \([14]\) showed successful creation of time-reversed waves by applying a homogeneous ITM to the entire space of a homogeneous medium. The results are shown to be similar to those of TRM, given a simple geometry. In this section, we perform ITM only in selected regions of the space and use the metrics described in Section II-D to analyze the conducted simulations. The objective is to mimic regions with nonexistent or very small amplitude reversed waves traveling towards the source, as may happen in a complex environment due to absorption. The lessons learned are then extrapolated to develop attenuation compensation techniques.

**A. Simulation Model and Configuration**

The space, homogeneously filled with air, was 1000 mm × 1000 mm in size with absorbing boundary conditions \([37]\). A soft point source \([38]\) was placed in the center and modeled by an excitation current using the first derivative of a Gaussian pulse covering a frequency range from approximately 0.1 GHz to 7.5 GHz, centered at 3.0 GHz. We used the finite difference time domain method and set the time step and the length of a cell to 1.92 ps and 1 mm, respectively.

To induce ITM, a rapid interval of two speed disruptions was introduced in the selected regions, where air’s \( \epsilon_r \) was increased linearly by 100-fold, briefly kept constant, then linearly returned to its initial value over three periods of approximately 10 time steps. Thus, we create a time-reversed wave which differentiates (and flips in sign, see Section II-A).
the initial wave along the radial coordinate (since there is circular symmetry), as predicted and observed in [7]. [26].

B. Lessons from Heterogeneous ITM

Fig. 1 demonstrates a homogeneous ITM (disruption in the entire space). Also shown are the earlier time \( t_{\text{src}} \) and a snapshot of a later time depicting both the forward (diverging) and the backward (converging) wave.

We performed ITM as illustrated on the left of Fig. 2. With the exception of part (a), where ITM is performed homogeneously, parts (b) to (d) show heterogeneous ITM experiments. The \( \epsilon_r \) is manipulated solely in the brown region of the space. Air’s properties in the dark regions remain unchanged so no reversed waves are generated in those regions. The figure also shows the resulting normalized electric field distribution within a 400 mm \( \times \) 400 mm box with its center affixed to the center of the simulation space, i.e. the source location. We show a time sequence including the predicted convergence moment \( t_{\text{focus}} \) and instants \( \Delta t = 200 \) time steps to its past and future. Notice how in Fig. 2, the converging and re-diverging waves appear to be mirrored: the four peaks switch their signs before and after \( t_{\text{focus}} \) as they continue to propagate.

Fig. 2 shows the entropy in (4) for all four scenarios within the defined box around the source. As seen in Figs. 1 and 2, the defined box excludes the forward wave around \( t_{\text{focus}} \) and exposes features from the reversed field. The circular symmetry of case (a) determines a local entropy minimum at \( t_{\text{focus}} \), and we found the focus resolution is of the order of half a central wavelength of the reversed wave. Case (b) also exhibits an entropy minimum around \( t_{\text{focus}} \). Its time sequence in Fig. 2 shows the focus keeps a circular shape at \( t_{\text{focus}} \) and is remarkably similar to the outcome obtained in case (a). However, the lack of a converging reversed wave field from half of the space incurs a drop in time persistence from 74% in case (a) to 38% in case (b).

In case (c), the change in \( \epsilon_r \) is only applied to the brown area sweeping a narrow polar angle range. Fig. 3 shows the entropy has no local minimum around \( t_{\text{focus}} \), suggesting a focus has failed to form. However, a closer look at Fig. 2 reveals a focus successfully forms, albeit less localized due to the partial reversed wave. The takeaway, as suggested at the end of Section II-D is the minimum entropy deconvolution alone might not be a reliable method to identify a focus.

In case (d), we mirrored the area in case (c) and applied ITM to the two opposing brown areas. Its entropy in Fig. 3 shows a local minimum around \( t_{\text{focus}} \). The distinctness of case (d) when compared to cases (b) and (c) stems from its higher time persistence at 54%, underlining the importance of modifying ITM to “balance” the reversed wave along opposing directions.

IV. BESPOKE HETEROGENEOUS ITM

Although time reversal is capable of recovering reflected, refracted, and scattered waves [8], [10], there are two important shortcomings. First, it is well known that reduced wave intensities due to attenuation in lossy media are not recoverable by the time reversal process. Second, in the case where it is impossible to implement ITM in the whole space, e.g. the region where the source resides is deemed inaccessible, the intensities of the reversed waves are further reduced, even if the space is lossless. As a consequence, reversed waves in lossy media or generated by an incomplete ITM might not be able to retrace their paths back to the source.

The observations made in the lossless study were used to guide a new strategy that is able to improve the localization of a time-reversed focus in complex environments. The idea is to not only manipulate where a reversed wave is generated but also to adjust its amplitude. The proposed strategy is presented as a flowchart in Fig. 4. As digital conditioning is unavailable in ITM due to the lack of transceivers, our strategy instead exploits the effect localized \( \epsilon_r \) changes have on the generated reversed wave amplitude and thus geometry.

**Step I: Reducing Destructive Interference**

We first normalize the electric field from the entire simulation space according to the absolute maximum in space at the first speed disruption. We then apply a threshold to filter the initial forward waves, such that only those whose normalized amplitude is above the threshold undergo the ITM disruption. The threshold is chosen to have a near zero value to avoid introducing large discontinuities in the wave field, which the differentiating nature of ITM could aggravate. This step essentially eliminates one of the field signs, i.e. either all of the troughs or all of the crests, from the ITM in an attempt to minimize the destructive interference arising from peaks of opposite sign. In case an inaccurate focus remains, the initial waves above the threshold then proceed to Step II.

**Step II: Utilizing the Least Attenuated Initial Waves**

The aim of this step is to perform ITM only in a selected part of the (filtered) initial wavefronts that have experienced attenuation the least. As propagation speeds and absorption characteristics differ depending on the media the waves traverse, the wave may be “fragmented” or “splintered” into several pieces. This step considers only the wave that reaches the ITM accessible region the earliest, which is then marked for ITM. The combined effect of Steps I and II prepares the generation of ITM reversed waves based solely on a single peak, a crest or a trough, of the initial wavefront which has undergone minimum attenuation. Thus, the number of crests...
those initial wavefronts that experienced attenuation the least.

**Step III: Directional Information for Amplitude Compensation**

To compensate for the imbalanced amplitude caused by path-dependent attenuation, in addition to Step II, we identify those initial wavefronts that experienced attenuation the least for no less than two opposing directions. We group a number of initial wavefronts according to their exit site from the inaccessible area, pair these groups along, approximately, opposing directions and track their propagation path until the ITM instant. When the ITM is performed, the aim is to, for each pair, create higher intensity reversed waves in the region that is associated with the group of initial waves of lower amplitude, and to create lower intensity reversed waves in the region which is associated with the group of initial waves of a higher amplitude. In essence, Step III tries to form a focus with contributions from reversed waves with a geometry similar to that of part (d) in Fig. 2, rather than that of part (c).

---

**Fig. 2.** ITM in selected portions of a homogeneous lossless space, air, and the resulting time-reversed foci. (a) Homogeneous ITM, continues the timeline shown in Fig. (b), (c), and (d) Heterogeneous ITM in different scenarios. On the left, ITM was applied to the brown regions while the properties in the dark regions remained the same. On the right, time sequence of the normalized electric field distributions are shown corresponding to the scenarios depicted to their left. The target location is marked by where the two white dashed lines meet. We show the time persistence at focus to shift away from the target. Waves below the threshold in Step I and those that are unmarked for ITM in Step II will simply carry on and diverge as initial forward waves, without reversed wave generation.

---

and troughs in the reversed wave are reduced to precisely one crest and one trough (recall ITM differentiates the field) regardless of the number of such displacements in the original source excitation, which helps preventing the field maximum at \( t_{\text{focus}} \) to shift away from the target. Waves below the threshold in Step I and those that are unmarked for ITM in Step II will simply carry on and diverge as initial forward waves, without reversed wave generation.
V. HETEROGENEOUS ITM IN LOSSY MATERIALS

This section applies the proposed strategy to ITM in a large lossless space surrounding an inaccessible complex lossy region, namely a human phantom in air whose biological tissues act as a low pass filter. In each scenario, homogeneous ITM is simulated as a baseline where the $\epsilon_r$ change is uniform in the lossless space, as in Fig. 2. To analyze the proposed strategy, heterogeneous ITM is performed, i.e. the change in $\epsilon_r$ is applied to only some parts of the lossless space, similar to parts (b) to (d) of Fig. 2. Depending on the scenario, we apply heterogeneous ITM with or without the amplitude compensation technique described in Section IV, where the $\epsilon_r$ change varies across the selected waves in the lossless space.

A. Simulation Model and Configuration

The simulations were carried out using the frequency-dependent finite difference time domain method with a one-pole Debye relaxation model for $\epsilon_r$ [38]:

$$\epsilon_r = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + i\omega\tau_D} - i\frac{\sigma}{\omega\epsilon_0},$$

where $\epsilon_\infty$ is the optical relative permittivity, $\epsilon_s$ the static relative permittivity, $i$ the imaginary unit, $\omega$ the angular frequency, $\tau_D$ the relaxation time, and $\sigma$ the conductivity. Table I shows the materials used in our simulation and their corresponding Debye parameters [39], [40]. As the environment changes with time in ITM, so do its Debye parameters [41]. During ITM, air’s properties momentarily change as explained in Section II. All biological tissues keep their properties throughout time.

Since the space contains lossy media and the source resides in such a region, some reflected and refracted waves remain near the source instead of propagating outwards into air. These waves are not an issue in TRM as reversed waves are sent into a space with no fields. In ITM however, reversed waves are created as soon as the speed disruption happens. Thus, to facilitate localization and wave focusing at the target with minimal “leftover” noise, we induce ITM at a sufficiently late time to allow the intensity of the leftover waves to decline considerably below the converging reversed waves, thereby minimizing interference. Since the initial forward waves continue to propagate away from the source, this implies modeling a sufficiently large space. We enlarged the simulation space to 5000 mm $\times$ 5000 mm and placed, at the center, a 2D axial section of a digital human phantom from the lower abdomen (1 mm resolution). Fig. 5 shows its geometry.

Two sets of experiments were carried out: the first uses a deep seated source, and the second a near surface source, both using the same settings as Section III-A. The goal is to utilize reversed waves to refocus at the targeted source location. The point source was placed within an artificially introduced tumor-like scatterer of 5 mm diameter inside the bladder with the Debye parameters in Table I. These Debye parameter

---

Fig. 3. Entropy in the space within the blue box shown in Fig. 2 (a) Homogeneous ITM, where the temporal disruption is performed everywhere in space, (b), (c), and (d) Heterogeneous ITM cases, where the temporal disruption is performed non-uniformly in space, as depicted by the brown and dark regions on the left in Fig. 2. The grey area shows the ITM interval.

Fig. 4. A summary of the heterogeneous ITM strategy.
values represent a conservative increase of approximately 10% in the complex relative permittivity relative to healthy bladder tissue over the frequency range of interest. This choice is based on the general consensus that there is a significant difference between healthy and malignant bladder tissues, though the literature disagrees on the specific characteristics [42][44].

B. A Deep Seated Source

We first review a deep seated source placed within the bladder tumor shown in Fig. 5. A homogeneous ITM of the same nature used in the lossless study part (a) is applied to the entire space of air surrounding the biological tissues. This is the control case. The normalized electric field at the instant of the first speed disruption is shown in Fig. 6(a) (left).

The control case is compared with two experimental cases to which we applied the proposed heterogeneous ITM strategy: filtering with a 5% threshold in Step I, selecting the least attenuated wavefront in Step II, and compensating attenuation in Step III. Observe the wave field is affected by the source position and the tissue composition, particularly the large posterior muscle mass. Posterior waves are therefore overall lower in amplitude and closer to the source than anterior waves, providing a hint regarding the two opposing directions into which the wavefronts should be grouped.

---

TABLE I

| Material         | ε₀ | ε∞ | σ (S/m) | τ_D (ps) |
|------------------|----|----|---------|----------|
| Air              | 1.00 | 1.00 | 0.00 | 0.00 |
| Bladder          | 19.33 | 9.67 | 0.30 | 20.84 |
| Bone             | 14.17 | 7.36 | 0.10 | 34.11 |
| Colon            | 61.12 | 34.67 | 0.72 | 31.17 |
| Fat              | 5.53 | 4.00 | 0.04 | 23.63 |
| Muscle           | 56.93 | 28.00 | 0.75 | 18.67 |
| Seminal Vesicle  | 60.54 | 27.71 | 0.81 | 17.71 |
| Skin             | 47.93 | 29.85 | 0.54 | 43.63 |
| Tumor            | 20.26 | 10.64 | 0.74 | 20.84 |

Fig. 5. 2D digital human phantom from an axial section of an adult male’s lower abdomen. The near surface and the deep seated tumors are centered at (2447, 2470) and (2485, 2530), respectively.

Fig. 6. Deep seated scenario. (a) Control: homogeneous ITM. (b) and (c) Case study: heterogeneous ITM with all three steps of the strategy applied, including amplitude compensation. The temporal disruption is performed non-uniformly in air, as depicted by the white, brown, and dark regions in Fig. 6.

Fig. 7. Entropy within the digital human phantom of the deep seated scenario depicted in Fig. 6. (a) Control: homogeneous ITM. (b) and (c) Case study: heterogeneous ITM with all three steps of the strategy applied, including amplitude compensation. The temporal disruption is performed non-uniformly in air, as depicted by the white, brown, and dark regions in Fig. 6.
The selected wavefronts are shown in Fig. 6 (left), and they are grouped with respect to where they exited the inaccessible area, as discussed in Section IV Step III. This guarantees the lower amplitude “tails” extending to the posterior side are grouped with the higher amplitude wavefront exiting from the anterior side. However, this also poses a problem on the overlapping region just outside the left-hand side of the body.

Since waves exiting the digital human phantom from different locations overlap as they diverge in air, Fig. 6 (left) shows a second grouping alternative. The difference between parts (b) and (c) of the figure is in the highlighted brown and white regions. Consideration of the time evolution of the initial wave suggests that some of the white segment in Fig. 6(b) (left) is part of the anterior wavefront. As the area is ambiguous and it is unclear to which wavefront the tails belong, we experimented with the amplitude compensation using both partitioning choices.

Experimental observation determined that a change of 100-fold in $\varepsilon_r$ for the white wavefront and of 1.02-fold for the brown wavefront produces favorable results. We show their normalized electric field distributions within the digital human phantom at $t_{focus}$ on the right of Fig. 6 corresponding to the setups to their left. In this paper, we present the refocusing qualities for each experiment on the top of the respective figure. At $t_{focus}$, the field maximum within the phantom is denoted by a red cross and the fields in air are masked to zero. The target lies on the intersection of the white dashed lines and the skin of the human body is outlined in black.

The results for the control case in Fig. 6a show a degraded time reversal focus due to attenuation, with the field predominantly locating near the anterior border of the digital human phantom. Although a peak is formed around the source, the maximum peak is 56 mm away from the targeted site. From experimental cases (b) and (c), results of the electric field distribution at $t_{focus}$ show clear improvements in terms of focusing localization at the target. In Fig. 6b, the field amplitude near the skin of the digital human phantom at (2400, 2450) is seen much stronger than that at the targeted site. On the other hand, case (c) shows a maximum peak with 4 mm accuracy, 100% time persistence, and a 505 mm$^2$ contour area at half the maximum amplitude. The 100% time persistence in case (c) is likely a byproduct of absorption in the biological tissues, which attenuates the higher frequency components.

Fig. 7 shows the entropy of the control and experimental cases for the deep seated source scenario, starting around the time when waves begin to enter the human body. For all cases, a local minimum exists near $t_{focus}$. However, the entropy of the experimental cases has an upward trend as time progresses towards and past $t_{focus}$ while it remains somewhat constant in the control case. Clearly, the local minimum in case (b) does not indicate an accurate focus. However, the strong local minimum in case (c) supports the fact that the obtained time-reversed focus is highly concentrated as seen in Fig. 6.

C. A Near Surface Source

We review a scenario where the source is still within the bladder but closer to the physical interface between the human body and air. The position of the near surface point source (and tumor) is illustrated in Fig. 5. Akin to the deep seated source scenario, a control case is generated using a homogeneous ITM. The normalized electric field at the first instant of ITM disruption is shown in Fig. 8 (left).

The resulting refocusing process is similar to what we have observed in parts (b) and (c) of the lossless study in Fig. 2. As the source sits closer to the physical interface with air, the majority of the initial forward waves traveled into air quicker than in the deep seated source scenario. In fact, the homogeneous ITM in the control case was able to produce

![ Fig. 8. Near surface scenario. (a) Control: homogeneous ITM. (b) Case study: heterogeneous ITM with Steps I and II of the strategy applied. On the left, illustration of (a) the initial wave field at the first disruption instant, and (b) the wavefront selected for ITM. The results at $t_{focus}$ are shown on the right. ]

![ Fig. 9. Entropy within the digital human phantom of the near surface scenario depicted in Fig. 8. (a) Control: homogeneous ITM. (b) Case study: heterogeneous ITM with Steps I and II of the strategy applied. The temporal disruption is performed non-uniformly in air, as depicted by the white and dark regions in Fig. 8. The steep drop in (b) is due to the sudden influx of reversed waves entering the phantom. ]
a focus with reasonable accuracy within $\Delta t_{\text{focus}}$, resulting in a 26% time persistence. However, due to attenuation in the biological tissues, the field maximum at $t_{\text{focus}}$ falls on a neighboring trough near the skin, 17 mm away from the target.

To minimize this effect, the experimental case is composed of a single wavefront selected with a 5% threshold as described in Steps I and II but *without* amplitude compensation as in Step III. Fig. 8b (left) shows the identified wavefront, which underwent a 100-fold $\epsilon_r$ change. The result shows a time-reversed focus with 1 mm accuracy and a 55 mm$^2$ contour area at half maximum. The electric field distributions of cases (a) and (b) are similar but, in case (b), the strategy successfully weakens the problematic trough near the skin. As a result, the time persistence of case (b) improves to 100%.

Shown in Fig. 9 is the entropy of the control and experimental cases for the near surface source scenario, starting around the time when waves begin to enter the body for case (a). Notice they do not differ significantly near $t_{\text{focus}}$, likely since the focus is primarily formed by anterior waves, with little contribution from the opposing direction.

By creating a reversed wave with a single crest and a single trough, this experiment shows that destructive interference is thereby minimized. For situations like this where a homogeneous ITM is sufficient to generate a reversed focus with reasonable accuracy and time persistence, applying a heterogeneous ITM using the wavefront selection methods alone without amplitude compensation is shown to suffice.

VI. HETEROGENEOUS ITM ON MULTI-TARGET FOCUSING

The use of ITM for multi-target focusing in a homogeneous medium was demonstrated in [14]. The reversed waves are shown to refocus accurately on two separate targets, where the initial waves originated, provided the distance between them is at least a wavelength. This section investigates the robustness of utilizing heterogeneous ITM for multi-target focusing in a complex heterogeneous and lossy environment.

We review the multifocal scenario by placing both the near and deep seated sources in the bladder. The normalized initial wave field originating from the two sources is shown in Fig. 10 (left), at the instant of the first speed disruption. For comparison, we again start with a control case using a homogeneous ITM. The result is comparable to the near surface scenario, as can be seen on the right in Figs. 10a and 10b. This is to be expected since the amplitude of the waves reaching the surrounding air environment is much larger for those originating in the near surface source.

Our heterogeneous ITM approach for case (b) leverages the principle of superposition and combines the wavefront selection illustrated in Figs. 6c and 10b, resulting in the selection in Fig. 10b. For the brown and white regions in Fig. 10b, we used the same $\epsilon_r$ change as in the deep seated case, i.e. 1.02-fold and 100-fold, respectively. Our experiments determined that a small 1.0005-fold $\epsilon_r$ change in the blue region, which contains the large amplitude wavefront originating in the near surface source, generates two foci of comparable amplitude, shown on the right of the figure. In fact, the refocusing qualities of the two foci are similar to those in Section VI when heterogeneous ITM was performed independently for each source.

**Fig. 10.** Combined deep seated and near surface scenario. (a) Control: homogeneous ITM, (b) Case study: heterogeneous ITM using the combined wavefronts of the single source cases shown in Figs. 6c and 10b. On the left, illustration of (a) the initial wave field at the first disruption instant, and (b) the arrangement of the selected wavefronts for a three-strength ITM compensating the amplitude differences for the waves from the two sources. The results at $t_{\text{focus}}$ are shown on the right.

In Fig. 11, we show the entropy for the two sources scenario, starting around the time when waves begin to enter the human body. As before, the successful convergence of the two foci in the experimental case (b) introduces a stronger local entropy minimum at $t_{\text{focus}}$ when compared to the control case (a).

**Fig. 11.** Entropy within the digital human phantom of the two source scenario depicted in Fig. [10] (a) Control: homogeneous ITM, (b) Case study: heterogeneous ITM using the combined wavefronts of the single source cases shown in Figs. 6c and 8b. The temporal disruption is performed non-uniformly in air, as depicted by the white, brown, blue, and dark regions in Fig. [10].

**Fig. 9.** Entropy of the control and experimental cases for the near surface source scenario, starting around the time when waves begin to enter the human body for case (a). Notice they do not differ significantly near $t_{\text{focus}}$, likely since the focus is primarily formed by anterior waves, with little contribution from the opposing direction.

**Fig. 8b.** Combined deep seated and near surface scenario. (a) Control: homogeneous ITM, (b) Case study: heterogeneous ITM using the combined wavefronts of the single source cases shown in Figs. 6c and 8b. On the left, illustration of (a) the initial wave field at the first disruption instant, and (b) the arrangement of the selected wavefronts for a three-strength ITM compensating the amplitude differences for the waves from the two sources. The results at $t_{\text{focus}}$ are shown on the right.

**Fig. 10.** Combined deep seated and near surface scenario. (a) Control: homogeneous ITM, (b) Case study: heterogeneous ITM using the combined wavefronts of the single source cases shown in Figs. 6c and 8b. On the left, illustration of (a) the initial wave field at the first disruption instant, and (b) the arrangement of the selected wavefronts for a three-strength ITM compensating the amplitude differences for the waves from the two sources. The results at $t_{\text{focus}}$ are shown on the right.

**Fig. 11.** Entropy within the digital human phantom of the two source scenario depicted in Fig. 10 (a) Control: homogeneous ITM, (b) Case study: heterogeneous ITM using the combined wavefronts of the single source cases shown in Figs. 6c and 8b. The temporal disruption is performed non-uniformly in air, as depicted by the white, brown, blue, and dark regions in Fig. 10.

**VII. SUMMARY AND CONCLUSION**

For electromagnetic waves, ITM can be conveniently achieved through a relative permittivity change. We first stud-
i.d time-reversed foci in lossless environments and investigated the effects of only inducing ITM in selected regions of the space. The goal was to model reversed waves generated from partial initial waves and mimic regions with strong absorption elsewhere. The observations gathered in this initial study then guided the development of a technique to apply a heterogeneous ITM capable of compensating path dependent attenuation in lossy media.

To compensate the amplitude loss, a strategy is proposed which refines the implementation of ITM by using a single peak of the initial wave to reduce destructive interference at the focus and generating reversed waves with balanced intensity along opposing directions relative to the source. This is achieved by a non-uniform manipulation of the relative permittivity throughout space.

We compare the time-reversed focus generated from homogeneous ITM and heterogeneous ITM in a 2D digital human phantom. In our first case study, a point source was placed deep inside the bladder. Although the results from homogeneous ITM showed a local peak at the target location, the field maximum was away from the target. The experimental results from heterogeneous ITM with amplitude compensation showed improved accuracy and time persistence. Our second case study, where the source is closer to the physical interface between the human body and air, shows heterogeneous ITM without amplitude compensation may suffice to shift the focus to the target in cases where careful selection of the wavefronts is enough to improve accuracy and time persistence. Additionally, we examined a multifocal case using two sources which demonstrated that heterogeneous ITM can also compensate the amplitude differences seen in waves originating from different sources by simply leveraging superposition.

In this paper, heterogeneous ITM is introduced as a means to adjust the amplitude of the produced reversed waves by considering the geometry of the problem and the electric field amplitude of the initial forward waves. Although the strategy is shown to be promising, we acknowledge its practical feasibility might be challenging due to the necessary knowledge of the wave configuration at the time of ITM and the ability to alter the relative permittivity with high spatio-temporal precision. As part of ongoing work, a complete protocol is being developed for the precise identification of both the targeted wavefronts and the extent of the ITM disruptions to maximize the benefits of this procedure.
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