A new modified Adomian decomposition method for nonlinear partial differential equations
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Abstract: In literature, there are many methods for solving nonlinear partial differential equations. In this paper, we develop a new method by combining Adomian decomposition method and Shehu transform method for solving nonlinear partial differential equations. This method can be named as Shehu transform decomposition method (STDM). Some examples are solved to show that the STDM is easy to apply.
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1. Introduction

The use of integral transforms (Laplace, Sumudu, Natural, Elzaki, Aboodh, Shehu and other transforms) in solving linear differential equations as well as integral equations has developed significantly as a result of the advantages of these transformations. Through these transforms, many problems of engineering and sciences have been solved. However, it was found that these transforms remain limited in solving equations that contain a nonlinear part.

To take advantage of these transformations and to use them to solve nonlinear differential equations, researchers in the field of mathematics were guided to the idea of their composition with some methods such as: Adomian decomposition method (ADM) ([1–4]), homotopy analysis method ([5–8]), variational iteration method (VIM) ([9–12]), homotopy perturbation method (HPM) ([13–16]) and DJ iteration method ([17–20]).

The objective of the present study is to combine two powerful methods, Adomian decomposition method and Shehu transform method to get a better method to solve nonlinear partial differential equations. The modified method is called Shehu transform decomposition method (STDM). We apply our modified method to solve some examples of nonlinear partial differential equations.

2. Basics of Shehu transform

In this section we define Shehu transform and gave its important properties [21].

Definition 1. The Shehu transform of the function \( v(t) \) of exponential order is defined over the set of functions:

\[
A = \left\{ v(t) : \exists N, \, k_1, k_2 > 0, \quad |v(t)| < N \exp \left( \frac{|t|}{k_1} \right), \quad if \ t \in (-1)^j \times [0, \infty) \right\},
\]
by the following integral

\[ \hat{S} \left[ v(t) \right] = [V(s, u)] = \int_{0}^{\infty} \exp\left( -\frac{sl}{u} \right) v(t) \, dt \]

\[ = \lim_{\alpha \rightarrow \infty} \int_{0}^{\infty} \exp\left( -\frac{s}{u} \right) v(t) \, dt, \quad s > 0, u > 0. \tag{2} \]

It converges if the limit of the integral exists, and diverges if not.

The inverse Shehu transform is given as:

\[ \hat{S}^{-1} [V(s, u)] = v(t), \quad \text{for } t \geq 0. \tag{3} \]

Equivalently

\[ v(t) = \hat{S}^{-1} [V(s, u)] = \frac{1}{2\pi i} \int_{\alpha-i\infty}^{\alpha+i\infty} \frac{1}{u} \exp\left( \frac{st}{u} \right) V(s, u) \, ds, \tag{4} \]

where \( s \) and \( u \) are the Shehu transform variables, and \( \alpha \) is a real constant and the integral in Equation (4) is taken along \( s = \alpha + iy \) in the complex plane \( s = x + iy \).

**Theorem 2.** (The sufficient condition for the existence of Shehu transform [21]). If the function \( v(t) \) is piecewise continuous in every finite interval \( 0 \leq t \leq \beta \) and of exponential order \( \alpha \) for \( t > \beta \). Then its Shehu transform \( V(s; u) \) exists.

**Theorem 3.** (Derivative of Shehu transform [21]). If the function \( v^{(n)}(t) \) is the \( n \)th derivative of the function \( v(t) \in A \) with respect to \( t \), then its Shehu transform is defined as:

\[ \hat{S} \left[ v^{(n)}(t) \right] = \frac{s^n}{u^n} V(s, u) - \sum_{k=0}^{\infty} \left( \frac{s}{u} \right)^{n-(k+1)} v^{(k)}(0). \tag{5} \]

Taking \( n = 1, 2 \) and 3 in Equation (5), we obtain the following derivatives with respect to \( t \):

\[ \hat{S} \left[ v'(t) \right] = \frac{s}{u} V(s, u) - v(0). \tag{6} \]

\[ \hat{S} \left[ v''(t) \right] = \frac{s^2}{u^2} V(s, u) - \frac{s}{u} v(0) - v'(0). \tag{7} \]

\[ \hat{S} \left[ v'''(t) \right] = \frac{s^3}{u^3} V(s, u) - \frac{s^2}{u^2} v(0) - \frac{s}{u} v'(0) - v''(0). \tag{8} \]

Now, we summarize some important properties of this transform [21].

1. **Linearity:** \( \hat{S} \left[ (a f(t) + \beta g(t)) \right] = a \hat{S} \left[ f(t) \right] + a \hat{S} \left[ g(t) \right] \).
2. **Change of scale:** \( \hat{S} \left[ f(\beta t) \right] = \frac{u}{\beta} V \left( \frac{s}{\beta}, u \right) \).

Other properties are given in the Table 1.

| \( v(t) \) | \( \hat{S} \left[ v(t) \right] \) | \( v(t) \) | \( \hat{S} \left[ v(t) \right] \) |
|-----------------|-----------------|-----------------|-----------------|
| 1 \( t \) | \( \frac{u}{s} \) | \( \sin at \) | \( \frac{a}{s^2 + a^2 u^2} \) |
| \( \tau \) | \( \frac{u}{s^2} \) | \( \cos at \) | \( \frac{a}{s^2 + a^2 u^2} \) |
| \( \frac{\tau^2}{n!} \) | \( \frac{u^{n+1}}{s^{n+1}} \) | \( \sinh at \) | \( \frac{a}{s^2 - a^2 u^2} \) |
| \( \frac{\tau^n}{n!} \) | \( \frac{u^{n+1}}{(s-a u)^{n+1}} \) | \( \cosh at \) | \( \frac{a}{s^2 - a^2 u^2} \) |
Proposition 4. If \( \frac{\partial v(x,t)}{\partial t} \) and \( \frac{\partial^2 v(x,t)}{\partial t^2} \) exist, then

\[
\mathcal{S}\left[ \frac{\partial v(x,t)}{\partial t} \right] = \frac{s}{u} V(x,s,u) - \frac{1}{u} \varphi(x,0).
\]

(9)

\[
\mathcal{S}\left[ \frac{\partial^2 v(x,t)}{\partial t^2} \right] = \frac{s^2}{u^2} V(x,s,u) - \frac{s}{u} \varphi(x,0) - \frac{\partial \varphi(x,0)}{\partial t}.
\]

(10)

Proof. By means of integration by parts, we get

\[
\mathcal{S}\left[ \frac{\partial v(x,t)}{\partial t} \right] = \int_0^\infty e^{-\frac{s}{u} t} \frac{\partial v(x,t)}{\partial t} dt = \lim_{\tau \to \infty} \int_0^\tau e^{-\frac{s}{u} t} \frac{\partial v(x,t)}{\partial t} dt
\]

\[
= \lim_{\tau \to \infty} \left[ v(x,t)e^{-\frac{s}{u} \tau} \right]_0^\tau + \frac{s}{u} \int_0^\tau e^{-\frac{s}{u} t} \varphi(x,t) dt
\]

\[
= \frac{s}{u} V(x,s,u) - \varphi(x,0).
\]

Let \( \frac{\partial v(x,t)}{\partial t} = w(x,t) \), then, by using Equation (2) and Equation (9), we get:

\[
\mathcal{S}\left[ \frac{\partial^2 v(x,t)}{\partial t^2} \right] = \mathcal{S}\left[ \frac{\partial w(x,t)}{\partial t} \right] = \frac{s}{u} \mathcal{S}[w(x,t)] - w(x,0)
\]

\[
= \frac{s}{u} \mathcal{S}\left[ \frac{\partial v(x,t)}{\partial t} \right] - \frac{\partial \varphi(x,0)}{\partial t}
\]

\[
= \frac{s^2}{u^2} V(x,s,u) - \frac{s}{u} \varphi(x,0) - \frac{\partial \varphi(x,0)}{\partial t}.
\]

\[
\square
\]

Proposition 5. Let \( V(x,s) \) is the Shehu transform of \( v(x,t) \), then

\[
\mathcal{S}\left[ \frac{\partial^n v(x,t)}{\partial t^n} \right] = \frac{s^n}{u^n} V(x,s,u) - \sum_{k=0}^{n-1} \left( \frac{s}{u} \right)^{n-(k+1)} \frac{\partial^k \varphi(x,0)}{\partial t^k}.
\]

(11)

Proof. We use mathematical induction to prove (11). By means of Equation (9), the formula (11) is true for \( n = 1 \) and suppose

\[
\mathcal{S}\left[ \frac{\partial^n v(x,t)}{\partial t^n} \right] = \frac{s^n}{u^n} V(x,s,u) - \sum_{k=0}^{n-1} \left( \frac{s}{u} \right)^{n-(k+1)} \frac{\partial^k \varphi(x,0)}{\partial t^k},
\]

(12)

Let \( \frac{\partial v(x,t)}{\partial t} = w(x,t) \) and using (9) and (12), we have:

\[
\mathcal{S}\left[ \frac{\partial^{n+1} v(x,t)}{\partial t^{n+1}} \right] = \mathcal{S}\left[ \frac{\partial w(x,t)}{\partial t} \right] = \frac{s}{u} \mathcal{S}[w(x,t)] - w(x,0)
\]

\[
= \frac{s}{u} \left( \frac{s^n}{u^n} V(x,s,u) - \sum_{k=0}^{n-1} \left( \frac{s}{u} \right)^{n-(k+1)} \frac{\partial^k \varphi(x,0)}{\partial t^k} \right) - \frac{\partial^2 \varphi(x,0)}{\partial t^n}
\]

\[
= \frac{s^{n+1}}{u^{n+1}} V(x,s,u) - \sum_{k=0}^{n-1} \left( \frac{s}{u} \right)^{n-(k+1)} \frac{\partial^k \varphi(x,0)}{\partial t^k} - \frac{\partial^2 \varphi(x,0)}{\partial t^n}.
\]

\[
\square
\]
3. Main results

3.1. Shehu transform decomposition method

To illustrate the basic idea of this method, we consider a general nonlinear nonhomogeneous partial differential equation

\[
\frac{\partial^m U(x,t)}{\partial t^m} + RU(x,t) + NU(x,t) = g(x,t),
\]

(13)

where \(\frac{\partial^m U(x,t)}{\partial t^m}\) is the partial derivative of the function \(U(x,t)\) of order \(m (m = 1, 2, 3)\), \(R\) is the linear differential operator, \(N\) represents the general nonlinear differential operator, and \(g(x,t)\) is the source term.

Applying the Shehu transform (denoted in this paper by \(\hat{\mathcal{S}}\)) on both sides of Equation (13), we get

\[
\hat{\mathcal{S}} \left[ \frac{\partial^m U(x,t)}{\partial t^m} \right] + \hat{\mathcal{S}} [RU(x,t) + NU(x,t)] = \hat{\mathcal{S}} [g(x,t)].
\]

(14)

Using the properties of Shehu transform, we obtain

\[
\frac{s^m}{u^m} \hat{\mathcal{S}} [U(x,t)] = \sum_{k=0}^{m-1} \left( \frac{s}{u} \right)^{m-(k+1)} \frac{\partial^k U(x,0)}{\partial t^k} + \hat{\mathcal{S}} [g(x,t)] - \hat{\mathcal{S}} [RU(x,t) + NU(x,t)],
\]

(15)

where \(m = 1, 2, 3\).

Thus, we have

\[
\hat{\mathcal{S}} [U(x,t)] = \sum_{k=0}^{m-1} \left( \frac{s}{u} \right)^{k+1} \frac{\partial^k U(x,0)}{\partial t^k} + \frac{u^m}{s^m} \hat{\mathcal{S}} [g(x,t)] - \frac{u^m}{s^m} \hat{\mathcal{S}} [RU(x,t) + NU(x,t)].
\]

(16)

Operating the inverse transform on both sides of Equation (16), we get

\[
U(x,t) = G(x,t) - \hat{\mathcal{S}}^{-1} \left( \frac{u^m}{s^m} \hat{\mathcal{S}} [RU(x,t) + NU(x,t)] \right),
\]

(17)

where \(G(x,t)\), represents the term arising from the source term and the prescribed initial conditions.

The second step in Shehu transform decomposition method, is that we represent the solution as an infinite series given below

\[
U(x,t) = \sum_{n=0}^{\infty} U_n(x,t),
\]

(18)

and the nonlinear term can be decomposed as:

\[
NU(x,t) = \sum_{n=0}^{\infty} A_n(U),
\]

(19)

where \(A_n\) are Adomian polynomials [22] of \(U_0, U_1, U_2, ..., U_n\) and it can be calculated by the formula:

\[
A_n = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ N \left( \sum_{i=0}^{\infty} \lambda^i U_i \right) \right]_{\lambda=0}, \quad n = 0, 1, 2, \ldots .
\]

(20)

Substituting (18) and (19) in (17), we have

\[
\sum_{n=0}^{\infty} U_n(x,t) = G(x,t) - \hat{\mathcal{S}}^{-1} \left[ \frac{u^m}{s^m} \hat{\mathcal{S}} \left( R \sum_{n=0}^{\infty} U_n(x,t) + \sum_{n=0}^{\infty} A_n(U) \right) \right].
\]

(21)
On comparing both sides of the Equation (21), we get
\[ U_0(x, t) = G(x, t), \]
\[ U_1(x, t) = -\mathcal{S}^{-1} \left[ \frac{u_m}{s^m} \mathcal{S} [RU_0(x, t) + A_0(U)] \right], \]
\[ U_2(x, t) = -\mathcal{S}^{-1} \left[ \frac{u_m}{s^m} \mathcal{S} [RU_1(x, t) + A_1(U)] \right], \]
\[ U_3(x, t) = -\mathcal{S}^{-1} \left[ \frac{u_m}{s^m} \mathcal{S} [RU_2(x, t) + A_2(U)] \right], \]
\[ \vdots \]
\[ U_{n+1}(x, t) = -\mathcal{S}^{-1} \left[ \frac{u_m}{s^m} \mathcal{S} [RU_n(x, t) + A_n(U)] \right], \tag{22} \]

In general, the recursive relation is given as:
\[ U_{n+1}(x, t) = -\mathcal{S}^{-1} \left[ \frac{u_m}{s^m} \mathcal{S} [RU_n(x, t) + A_n(U)] \right], \tag{23} \]

where \( m = 1, 2, 3, \) and \( n \geq 0. \)

Finally, we approximate the analytical solution \( U(x, t) \) by:
\[ U(x, t) = \lim_{N \to \infty} \sum_{n=0}^{N} U_n(x, t), \tag{24} \]

The above series solutions generally converge very rapidly [23].

3.2. Application
Here, we apply Shehu transform decomposition method to solve some nonlinear partial differential equations.

**Example 1.** Consider the nonlinear KdV equation [24]:
\[ U_t + UU_x - U_{xx} = 0, \tag{25} \]

with the initial condition:
\[ U(x, 0) = x. \tag{26} \]

Applying the Shehu transform on both sides of Equation (25), we get
\[ \mathcal{S} [ U_t ] + \mathcal{S} [UU_x] - \mathcal{S} [U_{xx}] = 0. \tag{27} \]

By means of the properties of Shehu transform, we get
\[ \mathcal{S} [ U(x, t) ] = x - \frac{u}{s} \mathcal{E} [UU_x - U_{xx}]. \tag{28} \]

Taking the inverse Shehu transform on both sides of Equation (28), we obtain
\[ U(x, t) = x - \mathcal{S}^{-1} \left( \frac{u}{s} \mathcal{S} [UU_x - U_{xx}] \right). \tag{29} \]

By applying the aforesaid decomposition method, we have
\[ \sum_{n=0}^{\infty} U_n(x, t) = x - \mathcal{S}^{-1} \left[ \frac{u}{s} \mathcal{S} \left( \sum_{n=0}^{\infty} A_n(U) \right) \right]. \tag{30} \]
On comparing both sides of Equation (30), we get
\[
\begin{align*}
U_0(x, t) &= x, \\
U_1(x, t) &= -S^{-1} \left[ \frac{\bar{S}}{t} (A_0(U) - U_{0x}(x, t)) \right], \\
U_2(x, t) &= -S^{-1} \left[ \frac{\bar{S}}{t} (A_1(U) - U_{1x}(x, t)) \right], \\
U_3(x, t) &= -S^{-1} \left[ \frac{\bar{S}}{t} (A_2(U) - U_{2x}(x, t)) \right], \\
&\vdots
\end{align*}
\tag{31}
\]

The first few components of \( A_n(U) \) polynomials [22], for example, are given by:
\[
\begin{align*}
A_0(U) &= U_0 U_{0x}, \\
A_1(U) &= U_0 U_{1x} + U_1 U_{0x}, \\
A_2(U) &= U_0 U_{2x} + U_2 U_{0x} + U_1 U_{1x}, \\
&\vdots
\end{align*}
\tag{32}
\]

Using the iteration formulas (31) and the Adomian polynomials (32), we obtain
\[
\begin{align*}
U_0(x, t) &= x, \\
U_1(x, t) &= -xt, \\
U_2(x, t) &= xt^2, \\
U_3(x, t) &= -xt^3, \\
&\vdots
\end{align*}
\tag{33}
\]

Based on the formula (24), we get
\[
U(x, t) = x - xt + xt^2 - xt^3 + \cdots, \tag{34}
\]
which gives
\[
U(x, t) = \frac{x}{1 + t}, \quad |t| < 1, \tag{35}
\]
which is an exact solution to the KdV equation as presented in [25].

The graphs of exact solution and approximate solutions of Equation (25) for 3 terms and 4 terms is given in Figure 1.

**Example 2.** Consider the nonlinear gas dynamics equation:
\[
U_t +UU_x - U(1 - U) = 0, \quad t > 0, \tag{36}
\]
with the initial condition:
\[
U(x, 0) = e^{-x}. \tag{37}
\]
Applying the Shehu transform and its inverse on both sides of Equation (36), we get

\[ U(x, t) = e^{-x} - \hat{S}^{-1}\left[ \frac{u}{s} S \left( UU_x + U^2 - U \right) \right]. \]  

By applying the aforesaid Decomposition Method, we have

\[ \sum_{n=0}^{\infty} U_n(x, y) = e^{-x} - \hat{S}^{-1}\left[ \frac{u}{s} S \left( \sum_{n=0}^{\infty} A_n(U) + \sum_{n=0}^{\infty} B_n(U) - \sum_{n=0}^{\infty} U_n \right) \right]. \]  

On comparing both sides of Equation (39), we obtain

\[
\begin{align*}
U_0(x, t) &= e^{-x}, \\
U_1(x, t) &= -\hat{S}^{-1}\left[ \frac{u}{s} S (A_0(U) + B_0(U) - U_0(x, t)) \right], \\
U_2(x, t) &= -\hat{S}^{-1}\left[ \frac{u}{s} S (A_1(U) + B_0(U) - U_1(x, t)) \right], \\
U_3(x, t) &= -\hat{S}^{-1}\left[ \frac{u}{s} S (A_2(U) + B_0(U) - U_2(x, t)) \right], \\
& \vdots
\end{align*}
\]

The first few components of \( A_n(U) \) polynomials [22] is given by (32), and for \( B_n(U) \) for example, given as follows:

\[
\begin{align*}
B_0(U) &= U_0 U_0, \\
B_1(U) &= 2U_0 U_1, \\
B_2(U) &= 2U_0 U_2 + U_1^2,
& \vdots
\end{align*}
\]

Using the iteration formulas (40) and the Adomian polynomials (32), (41), we get the first terms of the solution series that is given by:

\[
\begin{align*}
U_0(x, t) &= e^{-x}, \\
U_1(x, t) &= e^{-x} t, \\
U_2(x, t) &= e^{-x} \frac{t^2}{2}, \\
U_3(x, t) &= e^{-x} \frac{t^3}{3!}, \\
& \vdots
\end{align*}
\]

So, the approximate series solution of Equation (36) is given as:

\[ U(x, t) = e^{-x} \left[ 1 + t + \frac{t^2}{2!} + \frac{t^3}{3!} + \cdots \right]. \]  

And in the closed form, is given by:

\[ U(x, t) = e^{-x} e^t = e^{t-x}. \]

This result is the same as that obtained in [26] using homotopy analysis method. In Figure 2, (a) represents the graph of exact solution, (b) represents the graph of approximate solutions in 5 terms and (c) represents the graph of approximate solutions in 4 terms.

**Figure 2.** (a) Represents the graph of exact solution, (b) represents the graph of approximate solutions in 5 terms, (c) represents the graph of approximate solutions in 4 terms.
Example 3. Consider the nonlinear wave-like equation with variable coefficients:

$$U_{tt} = x^2 \frac{\partial}{\partial x} (U_t U_{xx}) - x^2 \left( U_{xx} \right)^2 - U, \ 0 < x < 1, \ t > 0,$$

with the initial conditions:

$$U(x, 0) = 0, \ U_t(x, 0) = x^2. \quad (46)$$

Applying the Shehu transform and its inverse on both sides of Equation (45), we get

$$U(x, t) = x^2 t + \mathcal{S}^{-1} \left[ \frac{u^2}{s^2} \mathcal{S} \left( \frac{x^2}{s^2} \left( U_t U_{xx} \right) - x^2 \left( U_{xx} \right)^2 - U \right) \right]. \quad (47)$$

By applying the aforesaid Decomposition Method, we have

$$\sum_{n=0}^{\infty} U(x, t) = x^2 t + \mathcal{S}^{-1} \left[ \frac{u^2}{s^2} \mathcal{S} \left( \sum_{n=0}^{\infty} C_n(U) \right) - x^2 \sum_{n=0}^{\infty} D_n(U) - \sum_{n=0}^{\infty} U_n \right]. \quad (48)$$

Comparing both sides of Equation (48), we obtain

$$U_0(x, t) = x^2 t,$$

$$U_1(x, t) = \mathcal{S}^{-1} \left[ \frac{u^2}{s^2} \mathcal{S} \left( \frac{x^2}{s^2} (C_0(U)) - x^2 D_0(U) - U_0 \right) \right],$$

$$U_2(x, t) = \mathcal{S}^{-1} \left[ \frac{u^2}{s^2} \mathcal{S} \left( \frac{x^2}{s^2} (C_1(U)) - x^2 D_1(U) - U_1 \right) \right],$$

$$U_3(x, t) = \mathcal{S}^{-1} \left[ \frac{u^2}{s^2} \mathcal{S} \left( \frac{x^2}{s^2} (C_2(U)) - x^2 D_2(U) - U_2 \right) \right],$$

$$\vdots$$

The first few components of $C_n(U)$ and $D_n(U)$ Adomian polynomials [22], for example, are given by:

$$C_0(U) = U_{0,t} U_{0,xx},$$

$$C_1(U) = U_{0,tt} U_{1,xx} + U_{1,t} U_{0,xx},$$

$$C_2(U) = U_{0,tt} U_{2,xx} + U_{2,t} U_{0,xx} + U_{1,tt} U_{1,xx},$$

$$\vdots$$

and

$$D_0(U) = (U_{0,xx})^2,$$

$$D_1(U) = 2U_{0,xx} U_{1,xx},$$

$$D_2(U) = 2U_{0,xx} U_{2,xx} + (U_{1,xx})^2,$$

$$\vdots$$

Using the iteration formulas (49) and the Adomian polynomials (50) and (51), we obtain

$$U_0(x, t) = x^2 t,$$

$$U_1(x, t) = -x^2 \frac{t^3}{3!},$$

$$U_2(x, t) = x^2 \frac{t^5}{5!},$$

$$U_3(x, t) = -x^2 \frac{t^7}{7!},$$

$$\vdots$$

The first terms of the approximate solution of Equation (45), is given by

$$U(x, t) = x^2 \left[ t - \frac{t^3}{3!} + \frac{t^5}{5!} - \frac{t^7}{7!} + \cdots \right]. \quad (53)$$

And in the closed form:

$$U(x, t) = x^2 \sin(t). \quad (54)$$
Figure 3. The graphs of exact solution and approximate solutions of Equation (45) for 3 terms and 4 terms.

This result represents the exact solution of the Equation (45) as presented in [27] The graphs of exact solution and approximate solutions of Equation (45) for 3 terms and 4 terms are shown in Figure 3.

4. Conclusion

The coupling of Adomian decomposition method (ADM) and Shehu transform method proved very effective to solve nonlinear partial differential equations. We can say that this method is easy to implement and is very effective, as it allows us to know the exact solution after calculating the first three terms only. As a result, the conclusion that comes through this work is that (STDM) can be applied to other nonlinear partial differential equations of higher order, due to the efficiency and flexibility.
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