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Abstract

Paraphrases extracted from parallel corpora by the pivot method (Bannard and Callison-Burch, 2005) constitute a valuable resource for multilingual NLP applications. In this study, we analyse the semantics of unigram pivot paraphrases and use a graph-based sense induction approach to unveil hidden sense distinctions in the paraphrase sets. The comparison of the acquired senses to gold data from the Lexical Substitution shared task (McCarthy andNavigli, 2007) demonstrates that sense distinctions exist in the paraphrase sets and highlights the need for a disambiguation step in applications using this resource.
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1. Introduction

The pivot method offers an inexpensive way to acquire semantic information in languages with parallel corpora (Bannard and Callison-Burch, 2005). The main assumption underlying this method is that two phrases that are paraphrases of each other may be translated in the same way in a foreign language (Dyvik, 1998). This translation information, available in the phrase table of state-of-the-art Statistical Machine Translation systems, makes the automatic acquisition of paraphrase sets straightforward. Pivot paraphrases are thus widely used in Machine Translation (MT): they serve to translate out-of-vocabulary (OOV) words (Callison-Burch et al., 2006) and can help to establish sense correspondences during MT evaluation (Zhou et al., 2006; Madnani et al., 2007; Snover et al., 2010; Denkowski and Lavie, 2010).

Nevertheless, the paraphrases induced for an ambiguous word might carry the word’s different meanings, similar to its translations. Our aim is to investigate the semantics of unigram paraphrases identified by the pivot method and to explore the extent to which they are semantically equivalent or whether there is evidence of ambiguity necessitating an additional processing stage in applications exploiting such data. We focus on paraphrases acquired for English words through French and cluster them by meaning using a graph-based approach to sense induction. The acquired senses are compared to a publicly available resource, the Lexical Substitution gold data (McCarty andNavigli, 2007) (hereafter LexSub), leveraged using the Cluster Projection (CP) algorithm by Bansal et al. (2012). Our assumption is that a high similarity of our clustering to the gold sense groupings would denote the existence of sense distinctions in the paraphrase sets and would highlight the need for a clustering step in applications exploiting this resource. We further explain the motivation behind this work in the next Section. In Section 3, we describe the experimental setup used for clustering. The Cluster Projection method and the evaluation results are presented in Section 4, before concluding.

2. Discovering senses in paraphrase sets

2.1. The pivot method

The pivot method is a widely used technique for extracting paraphrases from bilingual parallel corpora (Bannard and Callison-Burch, 2005). Previous work extracted paraphrases from monolingual parallel corpora by identifying divergent strings in identical surrounding contexts occurring in aligned monolingual sentences (Barzilay andMcKeown, 2001; Barzilay andLee, 2003). The pivot method uses instead phrases in the foreign language of a bilingual parallel corpus as pivots to identify paraphrases in the source language. The method exploits information in the translation table of phrase-based Statistical Machine Translation systems (Koehn et al., 2003). Source language phrases are considered to be potential paraphrases of each other if they share translations in the other language. Using this technique, multiple candidate paraphrases can be extracted for each source phrase.

Each of the extracted candidate paraphrases for a source phrase is assigned a score defined by the translation model probabilities between source and target language phrases and used for ranking. However, since a source phrase can be translated by multiple foreign phrases in the parallel corpus, the paraphrase score is calculated by summing over the different target language phrases. The source phrases that are aligned with these different foreign phrases, which might indicate different senses, are thus mingled. Therefore paraphrases that reflect different senses of the original phrase are included in the same candidate paraphrase set.

Later work by Callison-Burch (2008) proposes a refined paraphrasing technique which decreases the noise present in the generated paraphrase sets. He proposes to use an additional constraint during paraphrase extraction which ensures that the obtained paraphrases are of the same syntactic type as the phrase that they are paraphrasing. Nevertheless, the paraphrase sets might still group together paraphrases corresponding to different senses.
2.2. Ambiguity in paraphrase sets

We focus our study on unigram paraphrases extracted by the variant of the pivot method that uses syntactic constraints (Callison-Burch, 2008) which ensure that the paraphrases pertain to the same grammatical category as the target word. Here is the paraphrase set \( P \) acquired for the noun \( \text{figure} \): \{number, amount, chapter, one, personality, statistic, percentage, person, sum\}. After eliminating the noise present in this paraphrase set (\( \text{chapter}, \text{one} \), we can establish a clear semantic distinction between the paraphrases that carry the “numerical figure” and the “person” sense. This difference in meaning could pose problems to matching and substitution in context. It would, for instance, be erroneous to consider personality as a substitute of figure in the following sentence:

The figure in the first reading, which the House voted yesterday, was EUR 5.5 billion.

and it could lead to mistaken judgments of translation equivalence in an MT setting.

This ambiguity might be resolved in longer \( n \)-grams where information supplied by the context can guide the disambiguation. For instance, the “person” sense of figure does not appear in the paraphrase set of final figure: \{final sum, end result, final version, final result, definitive solution, total amount, grand total, final resolution, statistics, number\}. In this study, we focus on unigram pivot paraphrases (synonyms) where ambiguities are more prevalent and explore ways of unveiling hidden sense distinctions. Following Di Marco andNavigli (2013), we adopt a graph-based sense induction approach.

3. Experimental setup

3.1. Data

To analyse the semantics of pivot paraphrases we exploit distributional information from the parallel corpus that served to extract the paraphrases, i.e. the English-French part of Europarl (Koehn, 2005).\(^1\) The corpus is lemmatised and tagged by part-of-speech on both sides using the TreeTagger (Schmid, 1994). We focus on the target words of the LexSub test data (McCarthy andNavigli, 2007) which consists of 50 nouns, 44 verbs, 47 adjectives and 30 adverbs. The LexSub gold data used for evaluation provides alternative paraphrases of these target words in sentential context. A set of paraphrases with frequency of response from the annotators is provided for each target word in each context as shown in Figure 1, which contains the gold annotations for different instances of the noun figure. Each set of substitutes describes the sense of the corresponding target word instance. For example, the gold annotation for instance #1846 of figure:

\begin{verbatim}
#1846 :: leader 1;person 1;character 1;person of authority 1; representative 1; individual 1
#1847 :: number 3;statistic 1;amount 1;calculation 1
#1848 :: character 3;person 1;personage 1;image 1
#1849 :: number 3;statistic 2;data 1;total 1
#1850 :: diagram 4;illustration 1;picture 1
\end{verbatim}

contains the following paraphrases: \{leader 1;person 1;character 1;person of authority 1; representative 1;individual 1\}. Each paraphrase has been proposed once by the annotators.\(^2\) From the LexSub data used for evaluation, we obtain a listing of ‘synonym’ sets for each target word which may overlap but are not subsets of one another and describe different and possibly related senses.

3.2. Reference clusters

The LexSub annotations might contain paraphrases that were not found in the parallel corpus and which were not extracted by the pivot method. For instance, most of the annotations available for instance #1847 of figure were identified as pivot paraphrases \( \{\text{number, amount, statistic}\} \) but calculation was not. Given the paraphrase set \( P \) produced for a target word \( w \) by the pivot method, we filter \( P \) to keep only those paraphrases that exist in the LexSub data. This filtering facilitates the comparison to the gold standard as it keeps only information from LexSub that is relevant for evaluation (i.e. words that appear in our clusters).

To create reference clusters appropriate for evaluating the clustering output, we leverage the LexSub dataset by the Cluster Projection (CP) method of Bansal et al. (2012). The CP algorithm takes as input the paraphrase set \( P \) of some target word \( w \). Each paraphrase \( p \in P \) belongs to some of the LexSub synonym sets \( D \), where each set \( C \subseteq D \) contains paraphrases that may or may not be paraphrases of \( w \). The CP algorithm constructs a source-specific set \( B \) for each synonym set \( C \), which contains only paraphrases of \( w \). We apply the CP algorithm to create a set of reference synsets. Furthermore, we exclude from the paraphrase sets the ten most frequent content words in the BNC \( \{\text{be, have, do, not, say, go, get, make, out, up}\} \) which are highly polysemous.

3.3. Vector creation

Each paraphrase \( p \in P \) of a word \( w \) is represented as a feature vector describing its distributional context in the source (English) side of the corpus. The retained features

---

1\(^1\)The pivot paraphrases are available here: [http://cs.jhu.edu/~ccb/howto-extract-paraphrases.html](http://cs.jhu.edu/~ccb/howto-extract-paraphrases.html)

2\(^2\)We do not use the annotator frequency information alongside the paraphrases, but treat each paraphrase as equally legitimate for the context.
We calculate the cosine distance between each pair of
where $p$ is a paraphrase. $f$ is a feature retained from its
corresponding vectors. Let $x$ and $y$ be two paraphrase vectors, $x = \langle x_1, ..., x_i \rangle$ and $y = \langle y_1, ..., y_i \rangle$, their cosine is

$$cos(x, y) = \frac{x \cdot y}{||x|| \cdot ||y||} \tag{2}$$

We calculate the cosine distance between each pair of vectors as: $1 - cos(x, y)$.

3.4. Graph-based sense induction

For each paraphrase set $P$, we create a graph whose nodes are the paraphrases in $P$ and two paraphrases are linked if they satisfy the following criteria:

1. alignment: the two English paraphrases share at least one French translation in the parallel corpus;

2. similarity: the similarity score of the paraphrases exceeds a threshold dynamically defined for each target word.

A constraint similar to the alignment criterion above was used in an experiment by Bannard and Callison-Burch (2005) aimed at controlling for word sense (i.e. limit the candidate paraphrases to the same sense as the original phrase). Contrary to the standard method which calculates paraphrase scores by summing over different target language phrases, in this experiment the candidate paraphrases were restricted to those that aligned with the same target language phrase. The accuracy of the extracted paraphrases increased dramatically when word sense was controlled in this way. Nevertheless, paraphrases aligned to the same ambiguous target phrase may still carry different senses. Furthermore, filters requiring alignment to the same target language phrase will reduce the coverage of the resource. The ‘disambiguated’ version of the resource is not used in subsequent experiments (Callison-Burch, 2008), presumably because of this issue of low coverage. We wish in future to explore approaches to partitioning paraphrase sets which are sensitive to sense but retain as much paraphrase data as possible given the evidence from multilingual, not just bilingual, data.

The similarity threshold is calculated locally for each target word ($w$) using an iterative procedure (Apidianaki and He, 2010). The threshold ($T$) is initially set to the mean of the cosine distance of $w$’s paraphrase pairs. The paraphrase pairs are divided in two sets ($G_1, G_2$) depending on whether their distance exceeds or is inferior to the threshold $T$. The average of the distance scores of the paraphrase pairs in each set is computed ($m_1$ and $m_2$) and a new threshold is calculated that is the average of $m_1$ and $m_2$ ($T = (m_1 + m_2)/2$). The new threshold serves to separate again the paraphrase pairs into two sets, a new threshold is calculated and the procedure is repeated until convergence.

The graph obtained for a paraphrase set is then partitioned into cliques and high density components which correspond to senses of different granularity. In Figure 2, we describe the coarse-grained senses (components) identified for some target words in our lexical sample. Distinct senses are described by disjoint components, as in the case of figure, job and the verb drop, while for the adjective strange one core sense is found.

4. Evaluation

4.1. Metrics

We evaluate our clustering using standard metrics from the 2010 SemEval WSI task (Manandhar et al., 2010): the V-measure (Rosenberg and Hirschberg, 2007) and the paired
F-score (Artiles et al., 2009). V-Measure assesses the quality of a clustering by measuring its homogeneity ($h$) and its completeness ($c$). Homogeneity refers to the degree that each cluster consists of data points primarily belonging to a single gold standard class, while completeness refers to the degree that each gold standard class consists of data points primarily assigned to a single cluster. V-Measure is the harmonic mean of $h$ and $c$.

$$ VM = \frac{2 \cdot h \cdot c}{h + c} \quad (3) $$

In the paired F-Score (Artiles et al., 2009) evaluation, the clustering problem is transformed into a classification problem (Manandhar et al., 2010). A set of instance pairs is generated from the automatically induced clusters, which comprises pairs of the instances found in each cluster. Similarly, a set of instance pairs is created from the gold standard classes, containing pairs of the instances found in each class. Precision is then defined as the number of common instance pairs between the two sets to the total number of pairs in the gold standard solution (cf. formula 4). Recall is defined as the number of common instance pairs between the two sets to the total number of pairs in the gold standard (cf. formula 5). Precision and recall are finally combined to produce the harmonic mean (cf. formula 6).

$$ P = \frac{|F(K) \cap F(S)|}{|F(K)|} \quad (4) $$

$$ R = \frac{|F(K) \cap F(S)|}{|F(S)|} \quad (5) $$

$$ FS = \frac{2 \cdot P \cdot R}{P + R} \quad (6) $$

4.2. Baselines

The obtained results are compared to three baselines following Agirre and Soroa (2007):

1. a ‘one cluster per word’ baseline (1c1word), which groups all paraphrases of the target word into a single cluster (corresponds to most frequent sense (MFS));

2. a ‘one cluster per paraphrase’ baseline (1c1par), where each paraphrase forms a distinct cluster;

3. a ‘random’ baseline, where it is randomly defined whether a paraphrase pair is semantically related or not and graph edges are added accordingly. The reported random baseline figures are averages over 5 runs.

According to Manandhar et al. (2010), the MFS (1c1word) baseline has a V-Measure equal to 0 since by definition its completeness is 1 and homogeneity is 0. Inversely, the 1c1par baseline would have completeness 0 and homogeneity 1, so the V-Measure would still be 0. As shown in the next section, this is not always the case in our results because our gold data sometimes contains 1 reference cluster, which means that homogeneity for the MFS baseline can be 1 for some target words.

4.3. Results

Table 1 contains the evaluation results. Our clusters, especially the coarse-grained ones (components), outperform the 1c1par baseline on both paired F-Score and V-measure. This shows that the clusters encode correct semantic relations between the paraphrases, which 1c1par puts in separate clusters. Moreover, the clusters perform better than the 1c1word (MFS) baseline on V-measure. The V-measure does tend to be biased towards solutions with more clusters (Manandhar et al., 2010), however that cannot be the only factor since our method produces comparable or superior results to 1c1par which generates the maximum number of clusters per lemma.

According to F-score, 1c1word is stronger which is not surprising (none of the systems participating in the SemEval-2010 Word Sense Induction & Disambiguation task outperformed this baseline in the paired F-score evaluation (Manandhar et al., 2010)). Of course the success of the 1c1word baseline is partly due to the fact that a large number of lemmas (70 out of 133) in the data used in our study have only 1 cluster in the reference as well as the inherent noise in automatic clustering. Nevertheless, there are still 63 lemmas where clustering would in theory be

---

Table 1: Evaluation results.

| Metric        | Data        | Results | #cl | 1c1par | #cl | 1c1word | #cl | Random (5) | #cl |
|---------------|-------------|---------|-----|--------|-----|---------|-----|------------|-----|
| F-score       | Cliques     | 0.545   | 2.06| 0.466  | 2.57| 0.681   | 1   | 0.545      | 1.76|
|               | Components  | 0.629   | 1.71| 0.466  | 2.57| 0.681   | 1   | 0.545      | 1.76|
| V-measure     | Cliques     | 0.582   | 2.06| 0.583  | 2.57| 0.526   | 1   | 0.545      | 1.76|
|               | Components  | 0.601   | 1.71| 0.583  | 2.57| 0.526   | 1   | 0.545      | 1.76|

Table 2: Number of Lemmas having higher F-score: automatic clustering vs 1c1word.

| Clustering  | #lemmas with higher F-score |
|-------------|----------------------------|
|             | Results | 1c1word | Neither | Total |
| Cliques     | 25      | 59      | 49      | 133   |
| Components  | 22      | 36      | 75      | 133   |

---

3These metrics may not be optimal where the clusters overlap. Our component clusters do not contain any overlapping clusters. For the cliques only 8.7% of the paraphrases belong to more than one cluster so overlap is not generally an issue. In future we will investigate other clustering metrics such as proposed by Amigo et al. (2009) and Jurgens and Klaptatsis (2013) which deal with overlap.

4Note that 133 LexSub lemmas are retained after the cluster projection process.
advantageous, and when we look at comparable F-score performance between the algorithm and 1c1word on a lemma by lemma basis (see Table 2), we note that in fact there is a sizable proportion where automatic clustering outperforms this baseline as well as many where the results are even (neither does better). Finally, our clusters fit the gold data better than the Random clustering does. We note though that Random does relatively well because of the low number of paraphrases and clusters that does not allow for much variation in different clustering solutions.

5. Conclusion
In this study, we have analysed the semantics of paraphrases derived from bilingual parallel corpora by the pivot method, which constitute a valuable resource in multilingual NLP applications. Our results demonstrate that the automatically extracted paraphrases are not always semantically related and highlight the need for an additional semantic analysis stage in applications exploiting this type of resource. A disambiguation module accounting for the sense distinctions that exist in this dataset would help to avoid erroneous matchings and substitutions that might result from using pivot paraphrases in their raw form. Naturally, success will depend on the accuracy of the disambiguation but our study demonstrates that ambiguity exists in paraphrases derived by the pivot method, a finding that certainly merits further exploration.
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