Molecular insight into carbon dioxide hydrate formation from saline solution
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Carbon dioxide hydrate has been intensively investigated in recent years because of its potential use as gas and heat storage materials. To understand the hydrate formation mechanisms, the crystallization of CO2 hydrate from NaCl solutions was simulated at a molecular level. The influence of temperature, pressure, salt concentration and CO2 concentration on CO2 hydrate formation was evaluated. Results showed that the amount of the newly formed hydrate cages pressure went through a fast linear growth period followed by a relatively stable period. Pressure had little effect on CO2 hydrate formation and temperature had a significant influence. The linear growth rate was greatly reduced as the temperature dropped from 255 to 235 K. The salt ion pairs could inhibit CO2 hydrate formation, suggesting that we should choose the lower salinity areas if we want to store CO2 as gas hydrates in the seabed sediments. The observations in this study can provide theoretical support for the micro mechanism of hydrate formation, and provide a theoretical reference for the technology of hydrate based CO2 storage.

1. Introduction

Gas hydrates are ice-like compounds that form through a combination of gas and water molecules. Under elevated pressure and low temperature, water molecules form a cage-like host framework connected by hydrogen bonds and gas molecules are trapped inside as guests. The structure of gas hydrate largely depends on the size of the gas molecules.1,2 For example, methane (CH4), carbon dioxide (CO2) and ethane form sI hydrates; propane, nitrogen and tetrahydrofuran form sII hydrates.1 Naturally occurring gas hydrates, mainly CH4 hydrate, are considered as a potential alternative energy due to their huge reserves and wide distribution.3,4 More than 230 gas hydrate deposits have been detected worldwide and the amount of carbon stored in natural gas hydrates is estimated to be twice that of all the other carbon sources combined.5 At the same time, CO2 hydrates are found to be an eco-friendly material for CO2 storage.6–9 Thermodynamic calculations show that CO2 can be stably preserved in the seabed where the water depth is around 250 to 530 m which is more stable in the hydrate phase than CH4 at relevant pressures.10 Therefore, CO2 is suggested to displace CH4 from hydrate phase, releasing CH4 and capturing CO2 in the hydrate bearing sediments, which is expected to impact on both the sustainability of energy system and the global climate change.11–13
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computational methods. Liu et al.\textsuperscript{35} and Tung et al.\textsuperscript{36} reported that the host lattice was slightly distorted during CH$_4$–CO$_2$ exchange. While Bai et al.\textsuperscript{37} and Wu et al.\textsuperscript{38} revealed that the CH$_4$–CO$_2$ exchange pathway started with the melting of CH$_4$ hydrate near hydrate surface and followed by the formation of an amorphous CO$_2$ hydrate layer. Since the CH$_4$–CO$_2$ exchange is closely related to the CH$_4$ dissociation and the CO$_2$ hydrate formation, it will be necessary to characterize the formation and dissociation of gas hydrate individually. Sarupria et al.\textsuperscript{39} found that CO$_2$ hydrate dissociation rate was dependent on the fractional occupancy of each cage type. Qi et al.\textsuperscript{40} revealed that gas hydrates was not salt-free and massive salt ions may concentrate on the surface of the hydrates. Yi et al.\textsuperscript{41} noted that NaCl and MgCl$_2$ decreased the mobility of their surrounding water molecules and inhibited CO$_2$ hydrate growth. He et al.\textsuperscript{42} suggested that absorbing sufficient CO$_2$ molecules around the CO$_2$ hydration shells and a high aqueous CO$_2$ concentration were the key factors governing the CO$_2$ hydrate nucleation.

Since the CO$_2$ hydrate formation is closely related to the CH$_4$–CO$_2$ exchange in hydrate phase, CO$_2$ hydrate crystallization from NaCl solution was characterized from molecular level in this work. The growth pattern of hydrate cage at the hydrate–liquid interface was recorded. The influence of temperature (235–275 K), pressure (30–100 MPa) and salt concentration (0–20 wt\%) on the growth rate of CO$_2$ hydrate was measured. Results of this work is useful to identify the kinetic properties of CO$_2$ hydrate formation from molecular level.
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**Fig. 1** Snapshot of the typical initial configuration in this study. There are $2 \times 4 \times 4$ unit CO$_2$ hydrate in the left side, and the saline solution of CO$_2$ in the right side. The rod structures are CO$_2$, the red balls are O, the blue balls are Na$^+$, and the green balls are Cl$^-$. The blue balls are Na$^+$, and the green balls are Cl$^-$. The site M of H$_2$O lies in the molecular plane on the bisector of the H–O–H angle, and the distance between atom O and M is 0.1546 Å. $^a$ The site M of H$_2$O lies on the bisector plane of the H–O–H angle, and the distance between atom O and M is 0.1546 Å. $^b$ $l$ refers to the bond length. $^c$ $\alpha$ refers to the bond angle.

2. Simulation details

2.1 Simulation models and force field

The initial system is a solid–liquid model with the sizes of $73 \times 48 \times 48$ Å$^3$, which include hydrate phase and liquid phase as seen in Fig. 1. The hydrate phase consists of a $2 \times 4 \times 4$ unit cell of sl hydrate structure with CO$_2$ molecules full occupying the hydrate cages. The liquid water phase contains 2944 water molecules, 512 CO$_2$ molecules and a certain amount of sodium chloride ion pairs determined by experimental conditions. MD simulations were performed in the GROMACS software package. The TIP4P/2005 model was used to describe water molecules in liquid phase.\textsuperscript{43} Zhang model was employed for CO$_2$ molecules, which was better in predicting the self-diffusion at low temperature.\textsuperscript{44} The potential parameters of water and CO$_2$ molecule used in this work were listed in Table 1.

The pair additive Lennard–Jones potential model in association with the coulombic charge expression isemployed for non-bonded interactions which can be written in following form the cross interactions between water and guest molecules were calculated according to the Lorentz–Berthelot combining rules\textsuperscript{45} via.

$$E(r_{ij}) = \sum_{i,j} \left( \frac{q_i q_j}{r_{ij}} + 4\varepsilon_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \frac{\sigma_{ij}^6}{r_{ij}^6} \right)$$

$$\sigma_{ij} = \frac{1}{2} (\sigma_i + \sigma_j)$$

$$\varepsilon_{ij} = (\varepsilon_{ii} \varepsilon_{jj})^{1/2}$$

where $\sigma$ and $\varepsilon$ are the Lennard–Jones interaction parameters.

In this paper, all the simulations were performed by the NPT ensemble. The temperature was coupled by the Nosé–Hoover thermostat with a period constant of 1.0 ps and the pressure was coupled by the Parrinello–Rahman barostat with a period constant of 1.0 ps. In each simulation, energy minimization was initially performed to relax the initial configuration with the steepest descent algorithm. After energy minimization, the system was equilibrated in the NVT ensemble at 255 K, and then the NPT ensemble was set with a temperature of 255 K and a pressure of 30 MPa. The cutoff distance was 10 Å for the Lennard–Jones potential. Periodic boundary conditions were used in all three directions\textsuperscript{46} and the long-range electrostatic interactions were calculated using the particle mesh Ewald (PME) method with a real space cutoff of 10 Å, spline order of 4, and Fourier spacing of 1.2 Å.\textsuperscript{47}

| Molecule | Atom/site | $\sigma_{ii}$ (Å) | $\varepsilon_{ii}$ (kJ/Mol) | $q$ (e) | $l_{ab}$ (Å) | $\alpha$ (°) |
|----------|-----------|-------------------|-------------------------|---|-------------|------------|
| —        | O         | 3.1589            | 0.774 912              | 0.0 | $l_{OH} = 0.9572$ | $\triangle HOH = 104.52$ |
| H$_2$O   | H         | 0                 | 0                       | 0.5564 | —           | —          |
|          | M$^+$     | 0                 | 0                       | $-1.1128$ | —           | —          |
| CO$_2$   | C         | 2.7918            | 0.239832               | 0.5888 | $l_{CO} = 1.163$ | $\triangle OCO = 180$ |
| —        | O         | 3.0               | 0.687244               | $-0.2944$ | —           | —          |

$^a$ The site M of H$_2$O lies in the molecular plane on the bisector of the H–O–H angle, and the distance between atom O and M is 0.1546 Å. $^b$ $l$ refers to the bond length. $^c$ $\alpha$ refers to the bond angle.
2.2 Data analysis

The face-saturated incomplete cage analysis method (FSICA) was used to recognize all the face-saturated cages in the system. For a standard polyhedron, the cage with both face saturated and edge saturated could be defined as a complete cage (CC). Here, the face saturated means that each edge of a cage is shared by two and only two faces which are water rings that no more than six members. The edge saturated means that each vertex in the polyhedron is shared by three edges at least. In brief, the face-saturated cages include face-saturated complete cages (FSCC) such as $5^{12} \text{(D-cage)}$, $5^{12}6^2 \text{(T-cage)}$, $5^{12}6^3$, $4^{15}10^6^2$, $4^{15}10^6^3$ and $5^{12}6^4$ cages and facesaturated incomplete cages (FSIC) such as $[5^26^3]$ and $[5^76^4]$ cages. In this study, CO$_2$ hydrate was SI hydrate, composed of D cage and T cage. The $5^{12}$ cage (D-cage) means that the cage has twelve pentagonal faces and the $5^{12}6^2$ cage (T-cage) means that the cage has ten pentagonal faces and two hexagonal faces. We can see the snapshots of $5^{12}$, $5^{12}6^2$, and $5^{12}6^3$ cages in Fig. 2.

Each cage face had an adsorption site, which was along the normal vector crossing the face center and was $3 \text{Å}$ away from the center. The CH$_4$ or CO$_2$ molecules were identified as adsorbed, guest or free molecules. The linkages between two hydrate cages through a cage face were classified into structure I (sI) links, structure II (sII) links, and structure H (sH) links. The linkage between a D-cage and a T-cage was recognized as an sI link because such linkage only existed in the sI hydrate structures, whereas the linkage between two D-cages could be either sII or sH.

We also used a four body order parameter ($F_4$) to analyze the arrangement of H$_2$O molecules. The $F_4$ is defined as follow

$$F_4 = \frac{1}{n} \sum_{i=0}^{n} \cos 3\phi_i \tag{4}$$

where $\phi_i$ is the torsion angle for two adjacent water molecules,$^9$ the average values of $F_4$ for ice, liquid water, and hydrate are $-0.4$, $-0.04$, and $0.7$, respectively.

3. Results

3.1. The effect of pressure

To evaluate pressure effect, CO$_2$ hydrates were allowed to grow at 30 MPa, 50 MPa and 100 MPa from the NaCl solution with a fixed initial NaCl concentration of 3.5 wt%. The growth rates of hydrate cages are shown in Fig. 3. The amount of the newly formed D-cages and T-cages were found to grow simultaneously once the simulation started and reached stable after 800 ns.

Fig. 3 The amount of newly formed D-cage and T-cage during CO$_2$ hydrate growth at 255 K.

In the initial 800 ns of hydrate growth, the amount of newly formed D- and T-cage increase in generally the same profile when the pressure was 30 and 50 MPa. As the pressure increased up to 100 MPa, the amount of newly formed D- and T-cage were found to grow faster during the initial 300 ns, then followed the same trend as those at 30 and 50 MPa, suggesting that the pressure increase from 30 to 100 MPa had limited promotion effect on the growth of hydrate crystal. Such a result agreed well with previous work, but was contradict with the conclusion that the hydrate growth rate was linearly correlated with gas fugacity difference between hydrate and gas phases which is frequently defined as driving force of hydrate growth.$^{30,31}$ It should be noted that such a linear relationship between hydrate growth rate and driving force was got from macroscopic measurements where hydrate crystals grew with a continuous increase in amount of crystals in bulk liquid phase. Therefore, pressure increase was assumed to boost the formation of hydrate nuclei rather than the growth of an individual crystal.

In the simulation after 800 ns, the amount of the newly formed T-cages was about 3 times that of D-cages which was consistent with the ratio of T- and D-cage in a typical crystal unit of sI hydrate, suggesting that the hydrate grew as a complete crystal unit which was not influenced by pressure.

3.2. The effect of temperature

The temperature effect on CO$_2$ hydrate growth were carried out in a system with fixed initial NaCl concentration of 3.5 wt% and pressure at 30 MPa while the temperature was controlled at 235, 255 and 275 K. The profiles of the newly formed D- and T-cages at different temperature were shown in Fig. 4.

As the temperature decreased from 255 to 235 K, the ratio of newly formed T- and D-cages was found to keep around 3.0 throughout each simulation, but the growth patterns of the newly formed cages changed. At 255 K, both the D- and T-cages grew linearly in the first 400 ns and reached stable thereafter. However, the linearly growth lasted only about 150 ns when the temperature decreased down to 235 K, and then the amount of both cages grew slowly and continuously in the next 2000 ns.

Fig. 2 The snapshots of cages. (a) D-Cage ($5^{12}$), (b) T-cage ($5^{12}6^2$), (c) $5^{12}6^3$ cage.
Although a temperature decrease could gain an increase in driving force at fixed initial pressure, the initial hydrate growth was not found to be faster at lower temperature. In this case, lowering temperature is not beneficial to hydrate crystallization.

From another perspective, the water molecules activity that determined largely by temperature was suggested to be more important than the gas diffusivity that affected by pressure in formation of cages on hydrate crystal surface.

### 3.3. The effect of NaCl concentration

The effect of NaCl concentration on CO₂ hydrate growth was measured at 30 MPa, 255 K with a NaCl concentration range from 0 to 20 wt%. The amount of the newly formed D- and T-cages during the simulation at different NaCl concentration was shown in Fig. 5. The amount of hydrate cages went through a linear growth in the initial stage and reached stable thereafter, which was not affected by the salt concentration.

At fixed initial thermodynamic conditions, increasing NaCl concentration would impair the stability of CO₂ hydrates and was suggested to reduce the CO₂ hydrate formation rate. As expected, the amount of D-cage and T-cage grown from pure water got the highest linear growth rate at the initial stage and the total amount of the newly formed cages was also higher than the systems containing NaCl. We can see that during the first 400 nanoseconds of growth, with the NaCl concentration increased from 3.5 to 20 wt%, the growth rate of CO₂ hydrate decreases slightly, and the total number of cages formed decreases, but such a decrease was not evident.

In the process of the carbon dioxide hydrate growth, the $5^{12}6^2$ cage and $5^{12}$ cage number ratio was slightly above 3:1 when the system reached stable as seen in Fig. 6. However, the T/D cage ratio was much higher at the initial stage, which was around 3.6 in maximum, suggesting that the $5^{12}6^2$ cages formed first and faster than the $5^{12}$ cages. At the same time we analyzed the influence of the NaCl concentration on the T/D cage ratio, and found that its ratio was just reached 3.2 and then stable at about 3 in the pure water system, while added NaCl, the T/D cage ratio could reach 3.6 in maximum. The higher the NaCl concentration, the larger the T/D cage ratio. It was suggested that the NaCl solution would inhibit the D cage’s growth. We also observed a carbon dioxide bubbles generated in the process of formation while concentration was set to 7% and 20%.

Fig. 7 shows the changes of cages in the process of CO₂ hydrate formation when the concentration of salt solution is 0 and 3.5 wt%, the formation of the simulation time is 1 microsecond. Furthermore, in the process of the carbon dioxide hydrate formation, we observed that it can form not only $5^{12}2$ and $5^{12}6^2$ cages, but also form $5^{12}6^3$ cages, which are shown in yellow in Fig. 6. The $5^{12}6^3$ cages are not the components of Si, SII and SH hydrates, but can form in the process of gas hydrate formation, which occupied a large mount. This means that the $5^{12}6^3$ cage is a middle cage type, it can be turned into $5^{12}6^2$ or $5^{12}6^4$ cage. In the process of simulations, we tracked the salt ions activity, and found that no salt ions getting into the cage. This is because the salt ions with charges, they will be excluded from the cage while they come close to the cage.

In addition, we analysed the four body order parameter ($F_4$) of CO₂ hydrate formation under different concentrations as
seen in Fig. 8. The pure CO2 and water solution (the black line) formed carbon dioxide hydrate fast and the $F_4$ value was closer to 0.7, which indicated that carbon dioxide hydrate under pure carbon dioxide aqueous solution had a higher crystallinity. With the increase of concentration of salt solution, the rate of hydrate formation gradually reduced, and the formation of hydrate crystals decreased. This result shown that salt ions inhibited the formation and growth of hydrates, and the sodium chloride was an inhibitor. This was also consistent with the experimental results by Andreas S. Braeuer.53

3.4 The effect of CO2 concentration

The CO2 concentration on CO2 hydrate formation was also taken into consideration in this work. Although CO2 shows much higher solubility than CH4, the nucleation of CO2 hydrate requires a much higher critical concentration. The observed critical concentration for CO2 hydrate nucleation was 0.08 in mole fraction42 while the guest concentration critical concentration for CO2 hydrate nucleation was just 0.04 in mole fraction.54 And they found that if the concentration in the solution under this number, it would nucleate hydrate very hardly.55 So in this paper, in order to analyse how the carbon dioxide concentration affects carbon dioxide hydrate formation. We selected a perfect crystalline mole concentration 0.148 and one concentration can form carbon dioxide hydrate which is 0.1. The $F_4$ parameter of the different mole fraction in Fig. 9. We can see that almost all the carbon dioxide solution formed hydrates when the mole fraction was 0.148, and the $F_4$ parameter value is about to 0.7, but the 0.1 mole fraction solution formed slowly and could not formed completely, and the $F_4$ parameter value is just upon 0.4. This means that the higher the carbon dioxide concentration in water, the easier the carbon dioxide hydrate formed, and the higher the cage crystallinity.

The final state of different mole concentration was shown in Fig. 10. The formation of the simulation time of 0.148 mole concentration solution is 1 microsecond while the simulation time of 0.1 mole concentration solution is 1.5 microsecond. The study found
that with CO2 hydrate formed, CO2 molecules occupied the T and D cages, the concentration of CO2 solution reduced, and then the growth of hydrate speed decreased. It was also suggested that low concentration of CO2 solution was hard to continue to form hydrate.

4. Conclusions

In this paper, we analyzed the effects of temperature and pressure on the formation of CO2 hydrate. It is found that pressure has little effect on the formation of CO2 hydrate, while temperature has a great effect under the condition of CO2 hydrate can form. The formation rate of CO2 hydrate increased with the decrease of temperature. We compared the different concentrations of salt solution on CO2 hydrate formation, and found that the higher the salt concentration, the slower the CO2 hydrate formation. During the process of the CO2 hydrate formation, it can form $5^{12}6^2$ cage and $5^{12}6^2$ cage will turn into $5^{12}6^2$ or $5^{12}6^2$ cage. The $5^{12}$ cage and $5^{12}$ cage number ratio is about 1 : 3 in the process of carbon dioxide hydrate formation, this is the ratio of sl hydrate. During the formation of CO2 hydrate, salt ions could not enter the cage or be absorbed on the cage face. This suggests that salt ions inhibit the formation and growth of hydrates. At the same time, we studied the influence of different CO2 mole concentration on CO2 hydrate formation, and found that the higher the CO2 mole fraction in water, the faster the CO2 hydrate formed, and the higher the cage crystallinity. The results provide theoretical support for the micro mechanism of hydrate formation, and provide a theoretical reference for the technology of hydrate storing CO2.
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