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Abstract. We propose a definition of computable manifold by introducing computabil-
ity as a structure that we impose to a given topological manifold, just in the same way
as differentiability or piecewise linearity are defined for smooth and PL manifolds respec-
tively. Using the framework of computable topology and Type-2 theory of effectivity, we
develop computable versions of all the basic concepts needed to define manifolds, like
computable atlases and (computably) compatible computable atlases. We prove that given a
computable atlas \( \Phi \) defined on a set \( M \), we can construct a computable topological
space \((M, \tau_\Phi, \beta_\Phi, \nu_\Phi)\), where \( \tau_\Phi \) is the topology on \( M \) induced by \( \Phi \) and that the equivalence
class of this computable space characterizes the computable structure determined by \( \Phi \).
The concept of computable submanifold is also investigated. We show that any compact
computable manifold which satisfies a computable version of the \( T_2 \)-separation axiom, can
be embedded as a computable submanifold of some euclidean space \( \mathbb{R}^q \), with a computable
embedding, where \( \mathbb{R}^q \) is equipped with its usual topology and some canonical computable
encoding of all open rational balls.

1. Introduction

Computability theory over continuous structures began formally in 1936 with the landmark
paper of Alan Turing \[1\] where he defined the notion of a single computable real number:
x \( \in \mathbb{R} \) is computable if its decimal expansion can be calculated in the discrete sense, that
is, output by a Turing machine. Since then, other authors have developed definitions and
results to try to build a reasonable theory of computability in the continuous setting. There
are two main approaches to modeling computations with real number inputs. The first
approach is given by the framework of Computable Analysis studied in many papers and
some books, e.g., \[2, 3, 4, 5, 6\]. The second approach is the algebraic one, its development
goes back to the 1950s and focuses on the algebraic operations needed to perform tasks
\[7, 8\]. The most influential model is the so called BSS model developed by Blum, Shub and
Smale \[9, 10\].

Key words and phrases: computable manifolds, embeddings, computable topology, manifold structures.
Computable Analysis reflects the fact that computers can only store finite amounts of information. Since real numbers and other objects in analysis are “infinite” in nature, a Turing machine can only use finite objects to approximate them and to perform the actual computations on these finite pieces of information, thus we have that topology plays an important role in computable analysis [6]. The representation approach and the framework of Type-2 Theory of Effectivity (TTE) [11], a generalization of ordinary computability theory, has provided a solid background to formalize the theory of computable analysis [6]. TTE has been extensively studied and developed as a standalone topic in computability theory [12]. Also, it has been generalized to a more general model of computability for analysis [13].

Computable metric spaces (also known as recursive metric spaces) [14, 15] have been defined in computable analysis and play a very important role in the subject, as many results of computability over euclidean spaces can be generalized to the broader world of computable metric spaces. For an overview of basic computable analysis, see the tutorial given in [16].

In recent years, as a product of various publications [6, 17, 18, 19] trying to consider computable topology as a foundation of computable analysis, Weihrauch and Grubba [20] developed a solid foundation for computability over more general spaces, where the main objects of study are called computable topological spaces. Roughly speaking, a computable topological space is a $T_0$-space $(X, \tau)$ in which a base $\beta \subseteq \tau$ is provided with an encoding with strings from $\Sigma^*$, such that the set of all valid strings that encode elements of $\beta$ is computable and under this encoding, intersection of base elements is computable in a formal sense (see Definition 2.14). This framework has been used to prove many important results in computable topology, like the following: A computable version of Dini’s Theorem is proved in [18]; A celebrated result in general topology and the theory of metric spaces states that every second-countable regular topological space $(X, \tau)$ is metrizable, that is, $X$ is homeomorphic to a metric space $(M, d)$. In [19], it is proved that every computable topological space satisfying a “computably regular” condition, has a computable embedding in a computable metric space (which topologically is its completion). Also, a computable Urysohn Lemma is established. There is also a computable version of the Stone-Weierstrass Approximation Theorem [21] for computable topological spaces which satisfy computable versions of the Hausdorff and locally compactness properties.

The paper [20] is an effort to put in one place the most general and basic facts about computable topology, because these facts were scattered throughout many papers (e.g., [6, 18, 19, 21] among others). Computable versions of topological properties and separation axioms are an important tool to obtain computable versions of important topological theorems and the paper [22] gives definitions of many computable versions of each separation axiom and proves the relations between these computable separation axioms. More recent results of computable topology include [23], where Rettinger and Weihrauch study computability aspects of finite and infinite products of computable topological spaces and they prove computable versions of Tychonoff’s Theorem.

With the advent of computable topological spaces and the solid foundation of computability in euclidean spaces provided by computable analysis, the stage is set to introduce computability properties in a very important class of topological spaces: Topological manifolds. A space $M$ is a topological manifold if and only if each point $x \in M$ has a neighborhood homeomorphic to an open set of euclidean space $\mathbb{R}^n$ for fixed $n$ (this integer is called the dimension of $M$). Manifolds are one of the most important types of topological spaces, many problems related to manifolds have been the inspiration for some of the most beautiful mathematical constructions, using very sophisticated and advanced techniques, as
it can be seen in the foundational work of Kirby and Siebenmann [24] and more recently, in the paper [25], where Manolescu shows that there exist high-dimensional topological manifolds which cannot be triangulated as simplicial complexes, thus refuting the Triangulation conjecture [26]. But despite the fact that there is a lot of knowledge about topological manifolds, there are still unanswered questions and hard open problems related to them. As a result of this, manifold theory is always intensively studied by the mathematicians doing research in topology.

Additional structure can be imposed to a topological manifold, giving rise to special classes of manifolds, like smooth manifolds [27, 28], analytic manifolds [29] and piecewise linear (PL) manifolds [30, 31]. The relationships between manifolds equipped with any or all of these structures and standard topological manifolds are studied in many papers [24, 27, 32, 33, 34].

In this paper, computability enters the world of topological manifolds. We propose a definition of computable manifold by introducing computability as a structure that we impose to a given topological manifold, just in the same way as differentiability or piecewise linearity are defined for smooth and PL manifolds respectively. Using the framework of computable topology and TTE, we give effective versions of the concepts needed to define manifolds e.g., charts and atlases. Namely, the following concepts are developed: a) The definition of computable atlas \( \Phi \) on a set \( M \); b) the computable topological space induced by \( \Phi \) on \( M \); c) the definition of computably compatible computable atlases; d) the definition of computable structure, which is an equivalence class of computably compatible computable atlases (characterized by the equivalence class of a computable topological space, see Definition 2.34).

A computable manifold is a set \( M \) endowed with a computable structure. We present many examples of computable manifolds and their respective computable topological spaces. We study the relationships between computable manifolds and computable functions (with respect to the representations induced by computable atlases) and prove that computable homeomorphisms and computable structures behave nicely when working together. We also prove some basic properties of computable manifolds.

Submanifolds, that is, manifolds which are inside other manifolds are an important tool to investigate manifolds. We define computable submanifolds and present some properties about them. Finally, we use all the previous definitions and results about computable manifolds to give an effective version of the following well known result concerning topological manifolds [35, 36]: Every compact Hausdorff topological manifold embeds in some high dimensional euclidean space. We show that any compact computable manifold \( M \) which is also computably Hausdorff (see Definition 2.42) can be embedded in some euclidean space \( \mathbb{R}^q \), where \( q \) depends on \( M \) and we equip \( \mathbb{R}^q \) with its usual topology and the standard computable encoding of all open rational balls. Thus every compact computable manifold that is computably Hausdorff can be seen as a computable submanifold of some euclidean space.

Related work. In [37], Calvert and Miller give another definition for the term “computable manifold”. Using the BSS model [10], \( \mathbb{R} \)-computable manifolds are defined in [37]. Informally, an \( \mathbb{R} \)-computable manifold is a topological manifold \( M \), together with a finite collection of \( \mathbb{R} \)-computable functions (e.g. computable in the BSS sense), called the inclusion functions, which describe the inclusion relations of all the domains of the charts of a specific atlas \( \{ \varphi_i : U_i \rightarrow \mathbb{R}^d \}_{i \in \mathbb{N}} \) on \( M \). This definition is used to prove some results (in the BSS model) about the undecidability of nullhomotopy and simple connectedness
in \(\mathbb{R}\)-computable manifolds and also how to determine a presentation of the fundamental group of such manifolds. However, it is hard to interpret these undecidability results in terms of practical computing, because in the BSS model, simple subsets of \(\mathbb{R}^2\) which can be easily "drawn" (i.e., approximated), such as the Koch snowflake and the graph of \(y = e^x\) are undecidable\(^1\) in the BSS model \([10]\). But we know that these sets can be approximated with an arbitrary precision, thus it would seem that in general, uncomputability results in the BSS model do not match real world computations.

In \([38]\), Iljazović studies the computability (in the sense of TTE and computable analysis) of compact subsets of computable metric spaces. They use these results to show that each semi-computable compact manifold with computable boundary is computable, as a subset of a metric space. In \([39]\), the authors prove similar results for 1-manifolds, not necessary compact. In this paper, our focus is to develop the basic concepts and results necessary to build an effective theory of manifolds.

The paper is organized as follows. Section 2 contains many definitions and results regarding topological manifolds, computable analysis and topology. The reader which is familiar with some or all of the contents of this section can skip the corresponding parts. In Section 3, we introduce computable atlases and we define the computable topological space associated with a computable atlas, later on, computable structures (equivalence classes of computable atlases) are defined using computably compatible computable atlases. We show that a computable structure on a given set is characterized by an equivalence class of computable topological spaces (Definition 2.34). We also study the relationships of computable manifolds with computable functions and finally, we prove some basic properties of computable manifolds. Section 5 is devoted to the important concept of computable submanifold, that is, a computable manifold inside another manifold. In Section 6 we prove an effective version of one of the most useful tools for handling manifolds: We show that any compact computable manifold (computably Hausdorff) can be embedded as a computable submanifold in an euclidean space of sufficiently high dimension, with a computable embedding. Throughout the paper, we give examples to explain the main ideas behind concepts and results. Section 7 contains our concluding remarks.

2. Notations and preliminaries

In this section, we summarize many definitions, facts and technical details about topological manifolds and computable topology that will be used throughout the rest of the paper. The reader can check the references for more complete information on these topics.

2.1. Basic notations. Our basic references for topology are \([40, 41]\). The power set of any set \(A\) will be denoted by \(\mathcal{P}(A)\). A function \(f : A \longrightarrow B\) between the sets \(A, B\), which is defined on a subset of \(A\), is called a partial function and is denoted by \(f : \subseteq A \longrightarrow B\). When \(f\) is defined on the entire set \(A\), \(f\) is called a total function and we omit the "\(\subseteq\)" symbol. The identity function on \(A\) is \(1_A : A \longrightarrow A\). For a topological space \((X, \tau)\), we denote by \(\mathcal{A}\) the set of closed subsets of \(X\) and \(\mathcal{K}\) will denote the set of compact subsets of \(X\). A set \(Z \subseteq X\) is a \(G_\delta\)-set if \(Z\) is a countable intersection of open sets in \(X\). The symbols \(\mathbb{N}, \mathbb{Z}, \mathbb{Q}\) and \(\mathbb{R}\) are used to represent the set of natural numbers; the set of integers; the set of rational

\(^1\)If a set \(C \subseteq \mathbb{R}^n\) is decidable in the BSS model, then it must be a countable disjoint union of semi-algebraic sets. This is the reason why simple sets such as the graph of \(y = e^x\) are not decidable in the BSS model.
numbers and the set of real numbers respectively. Let $\mathbb{R}^n = \{(x_1, \ldots, x_n) \mid x_i \in \mathbb{R}\}$ denote euclidean space of dimension $n \geq 0$. If $(M, d)$ is a metric space with metric $d: M \times M \rightarrow \mathbb{R}$, then for any $x \in M$ and $0 < r \in \mathbb{R}$, let
\[ B(x, r) = \{y \in M \mid d(x, y) < r\} \quad \text{and} \quad \overline{B}(x, r) = \{y \in M \mid d(x, y) \leq r\} \]
denote the open and closed ball with center $x$ and radius $r$. We endow the euclidean space $\mathbb{R}^n$ with its standard topology, which is induced by the metric $d(x, y) = \|x - y\|$. $S^{n-1} = \{x \in \mathbb{R}^n \mid \|x\| = 1\}$ is the $n$-sphere. All subsets of $\mathbb{R}^n$ are equipped with subspace topology.

2.2. Topological manifolds. The main objects of study in this paper are topological manifolds \cite{24, 28, 34, 35}. We first present one of the most common approaches to define them.

**Definition 2.1.** By a topological $n$-manifold (or just manifold) we mean a space $M$ such that every point in $M$ has an open neighborhood which is homeomorphic to an open subset of euclidean space $\mathbb{R}^n$. The integer $n$ is called the dimension of the manifold and is denoted by $\text{dim} \, M$.

According to this definition, a topological manifold is just a locally euclidean space in which all the points have the same local dimension. Most authors require their manifolds to satisfy further topological properties. Manifolds are usually assumed to be paracompact and Hausdorff. In this paper, we will not assume any of these properties until we explicitly require them. It is easy to prove that the next result holds.

**Proposition 2.2.** The following are equivalent for a space $M$. 1) $M$ is a topological manifold. 2) Every point of $M$ has a neighborhood homeomorphic to an open ball in $\mathbb{R}^n$. 3) Every point of $M$ has a neighborhood homeomorphic to $\mathbb{R}^n$ itself.

A neighborhood in $M$ homeomorphic to an open ball in $\mathbb{R}^n$ is called an euclidean ball. The set of all euclidean balls in $M$ form a basis for the topology of $M$. Being a topological manifold is a topological property. If $M$ is a manifold and $f: M \rightarrow X$ is a homeomorphism, then $X$ is also a topological manifold. Many examples of topological manifolds exists, we present the following small list: i) Euclidean space $\mathbb{R}^n$ is the prototypical $n$-manifold; ii) any discrete space is a 0-manifold; iii) surfaces are manifolds of dimension 2; iv) a circle is a 1-manifold. In fact, the $n$-sphere $S^n \subset \mathbb{R}^{n+1}$ is a compact $n$-manifold; v) any open subset of a $n$-manifold is a $n$-manifold with the subspace topology; vi) if $M$ is a $m$-manifold and $N$ is a $n$-manifold, the topological product $M \times N$ is a manifold such that $\text{dim}(M \times N) = n + m$; vii) the disjoint union of a family of $n$-manifolds is a $n$-manifold. We will see more examples later.

*Charts and atlases.* There is another way to define when a set $X$ is a topological manifold, without any explicit reference to some topology on $X$. This is done via the concepts of chart and atlas.

**Definition 2.3.** Let $X$ be a set. A coordinate chart (or just chart) on $X$ is a pair $(\varphi, U)$ where $U \subseteq X$ and $\varphi$ is a bijective function of $U$ onto an open subset of $\mathbb{R}^n$. An $n$-dimensional (topological) atlas on $X$ is a collection $\{(\varphi_i, U_i)\}_{i \in I}$ of coordinate charts on $X$ such that
a) the sets $U_i$’s cover $X$;
b) for each \(i, j \in I\), \(\varphi_i[U_i \cap U_j]\) is an open subset of \(\mathbb{R}^n\);

c) Each map (called a transition function) \(\varphi_j \varphi_i^{-1}: \varphi_i[U_i \cap U_j] \rightarrow \varphi_j[U_i \cap U_j]\) is a homeomorphism between open subsets of \(\mathbb{R}^n\).

**Definition 2.4.** Suppose that \(\Phi = \{(\varphi_i, U_i)\}_{i \in I}\) is a topological atlas on \(X\). The topology \(\tau_\Phi\) induced by \(\Phi\) in \(X\) is defined as follows: A set \(V \subseteq X\) is open if and only if \(\varphi_i[V \cap U_i]\) is open in \(\mathbb{R}^n\) for each \(i \in I\). The topology \(\tau_\Phi\) has two very important properties:

- Each set \(U_i\) is open in \(X\).
- Each map \(\varphi_i: U_i \rightarrow \varphi_i[U_i]\) is a homeomorphism.

This says that the set \(X\), equipped with the topology \(\tau_\Phi\) becomes a topological manifold as per Definition 2.1. However, a set \(X\) may have several different atlases defined on it and two such atlases need not induce the same topology on \(X\). We need to be able to say when two distinct atlases induce the same topology on \(X\).

**Definition 2.5.** Two \(n\)-dimensional atlases \(\{(\varphi_i, U_i)\}_{i \in I}, \{(\psi_\alpha, V_\alpha)\}_{\alpha \in \Lambda}\) on \(X\) are compatible if their union is an atlas on \(X\), so that \(\varphi_i(U_i \cap V_\alpha)\) and \(\psi_\alpha(U_i \cap V_\alpha)\) are open and \(\varphi_i \psi_\alpha^{-1}\) and \(\psi_\alpha \varphi_i^{-1}\) are homeomorphisms for all \(i \in I, \alpha \in \Lambda\).

Compatibility is clearly an equivalence relation on the set of all atlases of dimension \(n\) on \(X\). An equivalence class \([\Phi]\) of atlases on \(X\) is called a TOP structure on \(X\).

**Lemma 2.6.** Let \(X\) be a set and \(\Phi, \Psi\) two \(n\)-dimensional atlases on \(X\). Then \(\Phi\) and \(\Psi\) are compatible if and only if they induce the same topology on \(X\).

**Proof.** Suppose that \(\Phi = \{(\varphi_i, U_i)\}_{i \in I}, \Psi = \{(\psi_\alpha, V_\alpha)\}_{\alpha \in \Lambda}\) are compatible atlases on \(X\) and let \(U \in \tau_\Phi\). By hypothesis, \(\Phi\) and \(\Psi\) are compatible and that means, by Definition 2.4, that \(\Phi \cup \Psi\) is an atlas on \(X\). Using property b) of Definition 2.3 we can prove that \(V_\alpha \in \tau_\Phi\) for each \(\alpha\) and as \(U \in \tau_\Psi, U \cap V_\alpha\) is open in the topology \(\tau_\Psi\) and that implies that \(\varphi_i[U \cap V_\alpha \cap U_i]\) is open in \(\mathbb{R}^n\) for all \(i\). By c) of Definition 2.3 the function

\[\psi_\alpha \varphi_i^{-1}: \varphi_i[V_\alpha \cap U_i] \rightarrow \psi_\alpha[V_\alpha \cap U_i]\]

is an homeomorphism, thus an open map, so that it sends the open set \(\varphi_i[U \cap V_\alpha \cap U_i]\) onto the open set \(\psi_\alpha[U \cap V_\alpha] \cap \psi_\alpha[U \cap U_i]\). Now we know that \(\psi_\alpha[U \cap V_\alpha] = \psi_\alpha[(U \cap X) \cap V_\alpha] = \psi_\alpha[(U \cap (\bigcup_i U_i)) \cap V_\alpha] = \psi_\alpha[(\bigcup_i (U \cap U_i)) \cap V_\alpha] = \psi_\alpha[U \cap V_\alpha \cap U_i] = \psi_\alpha[U \cap U_i \cap V_\alpha].\)

In conclusion, \(\psi_\alpha[U \cap V_\alpha] = \bigcup_i \psi_\alpha[U \cap U_i \cap V_\alpha]\) and this says that \(\psi_\alpha[U \cap V_\alpha]\) is open in \(\mathbb{R}^n\) for each \(\alpha\), so that \(U \in \tau_\Psi\). We have proved that \(\tau_\Phi \subseteq \tau_\Psi\) and to prove the other inclusion, the argument is symmetric. Hence, \(\tau_\Phi = \tau_\Psi\) and the two atlases induce the same topology on \(X\).

Conversely, assume that \(\tau_\Phi = \tau_\Psi\). Since \(V_\alpha \in \tau_\Psi = \tau_\Phi\) then \(\varphi_i[U_i \cap V_\alpha]\) is open and since \(U_i \in \tau_\Phi = \tau_\Psi\) then \(\varphi_i[V_\alpha \cap U_i]\) is open. By the properties of the topology \(\tau_\Phi = \tau_\Psi\) (see 2.3), \(\varphi_i\) and \(\psi_\alpha\) are homeomorphisms, therefore \(\varphi_i \psi_\alpha^{-1}\) and \(\psi_\alpha \varphi_i^{-1}\) are homeomorphisms for all \(i \in I, \alpha \in \Lambda\), so that \(\Phi\) and \(\Psi\) are compatible atlases, according to Definition 2.5.

Also, if \(M\) has a topology \(\tau\) and an atlas defined on it, then the topology induced by the atlas is the same as \(\tau\) if and only if each chart \(\varphi: U \rightarrow \mathbb{R}^n\) is a homeomorphism in the topology \(\tau\). In summary, a TOP structure \([\Phi]\) on \(X\) is characterized by the topology induced by every atlas that belongs to \([\Phi]\). It is easy to prove the

**Lemma 2.7.** A set \(M\) is a topological manifold if and only if it has a TOP structure.
The most common way to define topological manifolds is using locally euclidean spaces. The definitions of charts and atlases are very handy in the context of differentiable and PL manifolds \[28, 30\], where the transition maps are required to have the additional properties of being \(C^k\) \((k \in \mathbb{N} \cup \{\infty\})\) and/or piecewise linear (PL) functions respectively.

2.3. Submanifolds and embeddings. Manifolds which are subsets of other manifolds are an important tool to study topological manifolds and their properties. A topological manifold \(N\) is a submanifold of the manifold \(M\) if and only if \(N \subseteq M\) and \(N\) is a subspace of \(M\) (that is, the topology of \(N\) is subspace topology). An easy example of a submanifold is any open set \(U \subseteq M\) of any given manifold. The \(n\)-sphere \(S^n\) is a compact submanifold of \(\mathbb{R}^{n+1}\).

A continuous function \(h: X \rightarrow Y\) is a (topological) embedding if \(h\) is a homeomorphism of \(X\) onto \(h[X] \subset Y\), where \(h[X]\) is equipped with the subspace topology induced by \(Y\). Such an embedding is denoted by \(h: X \hookrightarrow Y\). When there exists an embedding of \(X\) onto \(Y\), we can view \(X\) as a subspace of \(Y\).

There are many facts \[24\] in the theory of manifolds (topological, differentiable and/or PL) which can be shown to be true using the well known result that every Hausdorff \(n\)-manifold \(M\) (of any kind) embeds in some high dimensional euclidean space \(\mathbb{R}^q\), where \(q\) depends on \(n\). Numerous versions of this embedding theorem exist, the big difference between them being the dimension of the space \(\mathbb{R}^q\). It was proven by Whitney \[27\] that if \(M\) is smooth \((C^\infty)\), then it embeds in \(\mathbb{R}^{2n}\) and this is the best result possible. The same is true for the piecewise linear case using similar constructions to those used in the smooth case. If \(M\) has no additional structure, it can be embedded in \(\mathbb{R}^{2n+1}\) and again, this is the lowest possible dimension for the euclidean space. This last result can be proven by means of dimension theory \[36, 42, 43\].

We will study submanifolds and embeddings from the computational point of view in Sections\[5,\] and \[6\] where we will prove an effective (i.e. computable) version of the embedding theorem.

2.4. Computability theory. We only give a brief summary of definitions and terminology that we will be using in the rest of the paper. The reader that wishes to check a full introduction to basic computability theory and Type-2 theory of effectivity (TTE) can see the references \[6, 11, 12, 44, 45\]. All the concepts and prior results given here can be found mostly in \[6, 14, 20\].

Basic notions of computability theory. Let \(A, B\) be sets. A multi-function\(^2\) from \(A\) to \(B\) is a triple \(f = (A, B, R_f)\) such that \(R_f \subseteq A \times B\) (this is the graph of \(f\)). We will denote it by \(f: A \rightrightarrows B\). The inverse of \(f\) is the multi-function \(f^{-1} = (B, A, R_{f^{-1}})\). For \(X \subseteq A\), let \(f[X] = \{b \in B \mid (\exists a \in X)(a, b) \in R_f\}\), \(\text{dom}(f) = f^{-1}[B]\) and \(\text{range}(f) = f[A]\). For \(a \in A\), let \(f(a) = f[\{a\}]\). If it happens that for every \(a \in A\), \(f(a)\) contains at most one element, \(f\) can be treated as a usual partial function denoted by \(f: \subseteq A \rightrightarrows B\). In contrast to relational composition, for multi-functions \(f: A \rightrightarrows B\) and \(g: B \rightrightarrows C\), we define the

\(^2\)The definition of multi-function used in this paper is that of standard computable analysis, it must not be confused with the traditional use of this term. In fact, we use multi-functions only to define an encoding of compact subsets of a topological space \(X\). We do not need it elsewhere.
composition \( g \circ f : A \Rightarrow B \) by \( a \in \text{dom}(g \circ f) \iff f(a) \subseteq \text{dom}(g) \) and \( g \circ f(a) = g[f(a)] \) \[12\] Section 3.

**Definition 2.8.** For a multi-function \( f: X \Rightarrow Y \) and \( Z \subseteq Y \), define \( f|_Z: X \Rightarrow Z \) by \( f|_Z(x) = f(x) \cap Z \) for all \( x \in X \).

Notice that when \( f \) is a function, then the multi-function \( f|_Z \) from Definition 2.8 is simply the usual restriction of \( f \) to the set \( f^{-1}[Z] \).

An alphabet is any non-empty finite set \( \Sigma = \{a_1, \ldots, a_n\} \). We assume that any alphabet that we use contains at least the symbols 0, 1. We denote the set of finite words over \( \Sigma \) by \( \Sigma^* \) and with \( \Sigma^\omega \) the set of infinite sequences over \( \Sigma \). We will be using the wrapping function \( \iota: \Sigma^* \rightarrow \Sigma^* \) defined by \( \iota(a_1a_2\cdots a_k) = 110a_10a_2\cdots 0a_k011 \), for coding words in such a way that \( \iota(u) \) and \( \iota(v) \) cannot overlap. We will be using standard functions for finite or countable tupling on \( \Sigma^* \) and \( \Sigma^\omega \), denoted by \( \langle \cdot \rangle \), in particular: \( \langle u_1, \ldots, u_n \rangle = \iota(u_1)\cdots \iota(u_n) \), \( \langle u,p \rangle = \iota(u)p \), \( \langle p,q \rangle = p0(0)q(0)p(1)q(1)\cdots \) and \( \langle p_0, p_1, \ldots \rangle / i, j = p_i(j) \) for all \( u, u_1, \ldots, u_n \in \Sigma^* \) and \( p, q, p_i \in \Sigma^\omega \) (\( i = 0, 1, \ldots \)). For \( u \in \Sigma^* \) and \( w \in \Sigma^* \cup \Sigma^\omega \), \( u \ll w \) if and only if \( \iota(u) \) is a subword of \( w \).

**Tarski’s decision method for the elementary algebra of the reals.** In order to prove some results in the next sections, we will be using a celebrated result from A. Tarski \[46\]. We first give the definition of elementary expression.

**Definition 2.9.** An elementary expression in the algebra of the real numbers, is an expression build with the following objects: Variables over the real numbers; constants \( c \in \mathbb{N} \); the symbols \( +, -, \cdot, \div \) which denote sum, subtraction, multiplication and division of real numbers respectively; the symbols \( >, = \) that denote the relations “greater that” and “equal to” respectively, of real numbers; the logic connectives \( \lor \) (disjunction), \( \land \) (conjunction), \( \neg \) (negation) and \( \Rightarrow \) (implication); the universal \( (\forall) \) and existential \( (\exists) \) quantifiers.

Notice that in general, it is impossible to say something about sets of real numbers with elementary expressions. Although we can give expressions for sets like \( \{5, 7, 10000\} \) (with the elementary expression \( x = 5 \lor x = 7 \lor x = 10000 \)), it is impossible to write down with an elementary expression the statement “\( x \) is an integer”, that is, the expression \( x \in \mathbb{Z} \) is not elementary, neither is the following expression about integer equations: \( (\exists x, y, z \in \mathbb{Z})(x^3 + y^3 = z^3) \); if such expressions were to be elementary, that would imply that all sentences of elementary number theory, are elementary expressions, and that would mean that Theorem 2.10 below is false \[46\], thus the previous expressions about elements of \( \mathbb{Z} \) are not elementary. However, all basic properties of order, sum and multiplication of the field \( \mathbb{R} \) can be expressed as elementary expressions. Also, many useful properties of the ring \( \mathbb{R}[x_1, \ldots, x_n] \) (\( n \geq 1 \)) can be given with elementary expressions. We are now ready to introduce Tarski’s result.

**Theorem 2.10.** There exists an algorithm to decide, given an elementary expression in the algebra of the real numbers, whether it is true or false.

More details on Tarski’s method can be found in \[46\]. From now on, in this paper, whenever we need to apply the Tarski’s decision method, we assume that we have an appropriate encoding of polynomial functions with rational coefficients as strings of \( \Sigma^* \).

\[3\] It is customary to treat an element \( p \) of \( \Sigma^\omega \) as an “infinite word” \( p(0)p(1)p(2)\cdots \).
Type-2 theory of effectivity and topology. Let \( Y_0, \ldots, Y_n \in \{ \Sigma^*, \Sigma^\omega \} \) and \( Y = \prod_{i=1}^n Y_i \). A function \( f: \subseteq Y \rightarrow Y_0 \) is called (Turing) computable if for some Type-2 machine \( M \), \( f \) is the function \( f_M \) computed by \( M \). Informally, a Type-2 machine is a Turing machine which reads from input files (tapes) with finite or infinite inscriptions, operates on some work tapes and writes to an output-only tape. For \( Y_0 = \Sigma^* \), \( f_M(y) = w \) if \( M \), on input \( y \), halts with the string \( w \) on the output tape, and for \( Y_0 = \Sigma^\omega \), \( f_M(y) = q \) if \( M \) on input \( y \), computes forever and writes \( q \in \Sigma^\omega \) on the output-only tape. The computable functions on \( \Sigma^* \) and \( \Sigma^\omega \) are closed under composition and even under programming \([12, 13]\). The composition of computable functions has a computable extension. If \( W, Z \subseteq Y \), the set \( W \) is called computable enumerable (c.e.) in \( Z \) if there exists a Type-2 machine \( M \) which halts on input \( y \in Y \) if and only if \( y \in W \) for all \( y \in Z \). Equivalently, \( W \) is c.e. in \( Z \) if \( W = Z \cap \text{dom } f \) for some computable function \( f: \subseteq Y \rightarrow \Sigma^* \). When \( Z = Y \), we omit “in \( Z \)”.

We equip \( \Sigma^* \) with its discrete topology and \( \Sigma^\omega \) with the topology generated by the base \( \{ w\Sigma^\omega \mid w \in \Sigma^* \} \) of open sets. With these topologies, every computable function is continuous and every c.e. set is open.

Notations and representations. In TTE, computability on finite or infinite sequences of symbols is transferred to other sets by means of notations and representations, where elements of \( \Sigma^* \) or \( \Sigma^\omega \) are used as “concrete name” of abstract objects. We will need the more general concept of realization via multi-representation\(^4\) (see \([12\text{ Section 6}]\) for a detailed discussion, and also \([17\text{ 20}]\).

**Definition 2.11.** A multi-representation of a set \( M \) is a surjective multi-function \( \gamma: Y \rightarrow M \) where \( Y \in \{ \Sigma^*, \Sigma^\omega \} \). If \( \gamma \) is single-valued, it is called simply a representation of \( M \) and if additionally, \( Y = \Sigma^* \), then \( \gamma \) is called a notation of the set \( M \).

Examples of multi-representations are the canonical notations \( \nu_N: \Sigma^* \rightarrow \mathbb{N} \) and \( \nu_Q: \Sigma^* \rightarrow \mathbb{Q} \) of the natural numbers and the rational numbers respectively, and the single-valued representation \( \rho: \subseteq \Sigma^\omega \rightarrow \mathbb{R} \) of the real numbers \([6]\) which is defined by

\[
\rho(\#w_0\#w_1\#w_2\# \cdots) = x \iff |x - \nu_Q(w_i)| < 2^{-i}, \text{ for all } i \in \mathbb{N}.
\] (2.1)

This is called the Cauchy representation of \( \mathbb{R} \). This idea can be easily generalized to a representation \( \rho^n: \subseteq \Sigma^\omega \rightarrow \mathbb{R}^n \) of \( n \)-dimensional euclidean space for all \( n \geq 0 \). Mathematical examples of multi-representations will be given later.

For multi-representations \( \gamma_i: Y_i \rightarrow M_i \) \((0 \leq i \leq n)\), let \( Y = \prod_{i=1}^n Y_i, M = \prod_{i=1}^n M_i \) and \( \gamma: Y \rightarrow M, \gamma(y_1, \ldots, y_n) = \prod_{i=1}^n \gamma_i(y_i) \). A partial function \( h: \subseteq Y \rightarrow Y_0 \) realizes the multi-function \( f: M \rightarrow M_0 \) if \( f(x) \cap \gamma_0 \circ h(y) \neq \emptyset \) whenever \( x \in \gamma(y) \) and \( f(x) \neq \emptyset \). This means that \( h(y) \) is a name of some \( z \in f(x) \) if \( y \) is a name of \( x \in \text{dom } f \). If \( f: \subseteq M \rightarrow M_0 \) is single-valued, then \( h(y) \) is a name of \( f(x) \) if \( y \) is a name of \( x \in \text{dom } f \). If only the representations are single-valued, \( \gamma_0 \circ h(y) \in f(x) \) if \( \gamma(y) = x \).

The multi-function \( f \) is called \((\gamma_1, \ldots, \gamma_n, \gamma_0)\)-continuous (-computable) if it has a continuous (computable) realization. The continuous (computable) functions are closed under composition, even more, they are closed under GOTO-programming with indirect addressing \([12, 13]\). A point \( x \in M_1 \) is \( \gamma_1 \)-computable if and only if \( x \in \gamma_1(p) \) for some computable

---

\(^4\)The only multi-representation that we need to use in this paper is the multi-representation \( \kappa: \Sigma^\omega \rightarrow K \) of compact subsets of a topological space \( X \).
Two multi-representations induce the same computability (continuity) if and only if they are computably equivalent (continuously equivalent). For $X \subseteq M$, if $X$ is $\gamma_0$-c.e. and $\gamma_1 \leq \gamma_0$, then $X$ is $\gamma_1$-c.e.

Finally, we say that $\gamma_1$ is reducible to $\gamma_0$ ($\gamma_1 \leq \gamma_0$) if $M_1 \subseteq M_0$ and the inclusion $\mu_{M_1} : M_1 \hookrightarrow M_0$ is $(\gamma_1, \gamma_0)$-computable. This means that some computable function $h$ translates $\gamma_1$-names to $\gamma_0$-names, that is, $\gamma_1(p) \subseteq \gamma_0 \circ h(p)$. **Continuous reducibility** ($\gamma_1 \leq t \gamma_0$) is defined analogously by means of continuous functions. Computable and continuous equivalences are defined canonically:

$$\gamma_1 \equiv \gamma_0 \iff \gamma_1 \leq \gamma_0 \wedge \gamma_0 \leq \gamma_1$$

Two multi-representations induce the same computability (continuity) if and only if they are computably equivalent (continuously equivalent). For $X \subseteq M$, if $X$ is $\gamma_0$-c.e. and $\gamma_1 \leq \gamma_0$, then $X$ is $\gamma_1$-c.e.

From the representations $\gamma_1, \gamma_2$, a multi-representation $[\gamma_1, \gamma_2]$ of the product $M_1 \times M_2$ is defined by

$$[\gamma_1, \gamma_2](y_1, y_2) = \gamma_1(y_1) \times \gamma_2(y_2).$$

Since the function $(x_1, x_2) \mapsto (x_1, x_2)$ is $(\gamma_1, \gamma_2, [\gamma_1, \gamma_2])$-computable and $(x_1, x_2) \mapsto x_i$ is $([\gamma_1, \gamma_2], \gamma_i)$-computable ($i = 1, 2$), a multi-function $g : M_1 \times M_2 \Rightarrow M_0$ is $(\gamma_1, \gamma_2, \gamma_0)$-computable if and only if $g$ is $([\gamma_1, \gamma_2], \gamma_0)$-computable. A set is $(\gamma_1, \gamma_2)$-open if and only if it is $[\gamma_1, \gamma_2]$-open, etc.

In this paper, we will be using the canonical notation given in [20] of finite subsets and apply Lemma 2.13 without further mentioning.

**Definition 2.12.** For the notation $\mu : \Sigma^* \rightarrow M$ define the notation $\mu^{fs}$ of finite subsets of $M$ as follows:

$$\mu^{fs}(w) = W \iff \left\{ (\forall v \ll w) v \in \text{dom}(\mu), \right. \left. W = \{ \mu(v) \mid v \ll w \} \right\};$$

(2.2)

**Lemma 2.13.** Let $\mu$ be as in Definition 2.12.

1. The set $\text{dom}(\mu^{fs})$ is computable if $\text{dom}(\mu)$ is computable,
2. The function $(x, y) \mapsto \langle x, y \rangle$ is $(\gamma, \gamma, \gamma^{fs})$-computable,
3. $\gamma' \leq \gamma^{fs}$, where $\gamma'(w) = \{ \gamma(w) \}$,
4. $\beta^{fs} \leq \gamma^{fs}$ if $\beta \leq \gamma$.

**Remark.** In some cases, the notation $\mu^{fs}$ will be used to give abstract names to finite unions or intersections of a collection $C$ of subsets of a set $X$, where $\mu : \Sigma^* \rightarrow C$. To avoid confusion about which set operation we refer to with the notation $\mu^{fs}$, we will denote $\mu^{fs}$ as $\bigcup_{fs} \mu$ when we want to encode the finite union of elements of $C$ and when we want to use $\mu^{fs}$ to describe finite intersections of the members of $C$, we write $\bigcap_{fs} \mu$ instead of $\mu^{fs}$.

---

5Remember that $v \ll w \iff \iota(u)$ is a subword of $w$. See Section 2.4
2.5. **Computable topology.** In this section, we introduce the basic concepts of computable topology that we need in order to define computable manifolds. Our main reference is [20]. The most important definition that we need is that of *computable topological space*.

**Definition 2.14 ([20]).** An effective topological space is a 4-tuple $X = (X, \tau, \beta, \nu)$ such that $(X, \tau)$ is a $T_0$-space and $\nu : \subseteq \Sigma^* \rightarrow \beta$ is a notation of a base $\beta \subseteq \tau$. $X$ is a computable topological space if $\nu$ is computable and there exists a c.e. set $S \subseteq (\text{dom } \nu)^3$ such that

$$\forall u, v, w \in \text{dom } \nu, \nu(u) \cap \nu(v) = \bigcup \{ \nu(w) \mid (u, v, w) \in S \}$$

Equation (2.3) says that in a computable topological space the intersection of base elements is computable.$^6$

**Example 2.15 (Computable euclidean space).** Define $R^n = (\mathbb{R}^n, \tau^n, \beta^n, \mu^n)$ such that $\tau^n$ is the usual topology on $\mathbb{R}^n$ and $\mu^n$ is a canonical notation of the set of all open balls with rational radii and center. The inclusion of a rational ball in the intersection of two rational balls can be decided, therefore $R^n$ is a computable topological space. Since this computable space is very important throughout all the paper, we fix once and for all the notation used in this example to denote the elements of $R^n$. When $n = 1$, $R^1 = \mathbb{R}$.

More examples of computable topological spaces can be found in [6] and [20]. The definition of computable topological space allows us to define representations of the points of $X$ and many classes of subsets (open, closed, compact, etc) [20]. All these representations are an important piece to define computability inside computable spaces. We will use the notations $\bigcup \Sigma \nu$ and $\bigcap \Sigma \nu$ of the finite unions and finite intersections respectively, of the base sets of a computable topological space $X = (X, \tau, \beta, \nu)$, see Definition 2.12 for details on the definition of the notations $\bigcup \Sigma \nu$ and $\bigcap \Sigma \nu$. As usual, we assume that $\bigcap \emptyset = X$ and $\bigcup \emptyset = \emptyset$.

**Definition 2.16.** Let $X = (X, \tau, \beta, \nu)$ be an effective topological space. Define a representation $\delta : \subseteq \Sigma^* \rightarrow X$ of $X$, a representation $\theta : \subseteq \Sigma^* \rightarrow \tau$ of the set of open sets, a representation $\psi : \subseteq \Sigma^* \rightarrow \mathcal{A}$ of the set of closed sets and a multi-representation $\kappa : \subseteq \Sigma^* \rightarrow \mathcal{K}$ of the set of compact subsets of $X$ as follows:

$$x = \delta(p) \iff (\forall w \in \Sigma^*)(w \ll p \iff w \in \text{dom } \nu \text{ and } x \in \nu(w)),$$

$$W = \theta(p) \iff \begin{cases} w \ll p \Rightarrow w \in \text{dom } \nu, \\ W = \bigcup_{w \ll p} \nu(w), \end{cases}$$

$$A = \psi(p) \iff (\forall w \in \Sigma^*)(w \ll p \iff w \in \text{dom } \nu \text{ and } A \cap \nu(w) \neq \emptyset),$$

$$K \in \kappa(p) \iff (\forall z \in \Sigma^*)(z \ll p \iff z \in \text{dom}(\bigcup_{\Sigma \nu}) \text{ and } K \subseteq \bigcup_{\Sigma \nu}(z)),$$

The previous representations give us information about the represented object, that is, about its contents. There exists representations that complement the previous ones, in the sense that these representations can say something about the “complements” of the objects that the representations $\delta, \theta$ and $\psi$ are encoding. For our work, we will need only one of these representations.

**Definition 2.17.** Let $X = (X, \tau, \beta, \nu)$ be an effective topological space. Define a representation $\psi^- : \subseteq \Sigma^* \rightarrow \mathcal{A}$ of the set of closed sets by $\psi^-(p) = X - \theta(p)$. 

---

$^6$ Using the representation $\theta$ of open sets given in Definition 2.16 intersection of base elements is $(\nu, \nu, \theta)$-computable.
We fix once and for all the following convention for all the representations induced by the space $\mathbb{R}^n$: Each representation $\gamma$ from Definitions 2.16 and 2.17 will be denoted as $\gamma^n$.

**Definition 2.18** ([6, 11, 17, 17]). A representation $\gamma: \Sigma^\omega \rightarrow X$ of a topological space $(X, \tau)$ is called admissible (with respect to $\tau$) if it is continuous and $\gamma' \leq \gamma$ for every continuous function $\gamma': \Sigma^\omega \rightarrow X$.

**Proposition 2.19** ([20]). If $X = (X, \tau, \beta, \nu)$ is an effective topological space, then the representation $\delta$ is admissible with respect to the topology $\tau$.

It can be proven that all the other (single-valued) representations of Definitions 2.16 and 2.17 are admissible with respect to appropriated topologies [17]. We now present a result which gives some nice properties of the representations of a computable topological space $X$ and the union and intersection operation between subsets of $X$, the proof can be found in [20].

**Theorem 2.20** ([20], Theorem 11). Let $X = (X, \tau, \beta, \nu)$ be a computable topological space. 

1. Finite intersection on open sets is $(\omega^s, \theta)$-computable and $(\theta^s, \theta)$-computable.
2. On closed sets, finite union is $((\psi^-)^s, \psi^-)$-computable.
3. On the compact sets, finite union is $(\kappa^s, \kappa)$-computable.

The following result tell us something about the computability of some basic decision problems in a computable topological space and the representations given in Definition 2.16 it will be useful in this paper.

**Lemma 2.21** ([20], Corollary 14). Let $X = (X, \tau, \beta, \nu)$ be a computable topological space. Then for all points $x \in X$ and open sets $W$ of $X$, the decision problem "$x \in W$" is $(\delta, \theta)$-c.e.

**Predicate spaces.** An important class of computable topological spaces can be constructed from very simple assumptions. Let $X$ be any set and $\sigma \subseteq 2^X$. We may say “$x$ has property $U$” if $x \in U$. For each $x \in X$, let

$$\mathcal{P}_x(X) = \{U \in \sigma \mid x \in U\}.$$ 

**Definition 2.22.** Let $X$ be any set. An effective predicate space is a triple $Z = (X, \sigma, \lambda)$ such that $\sigma \subseteq 2^X$ is countable and $\bigcup \sigma = X$. A notation of $\sigma$ and the following assertion holds

$$(\forall x, y \in X)(x = y \iff \mathcal{P}_x(X) = \mathcal{P}_y(X)). \tag{2.8}$$

$Z$ is a computable predicate space if $\text{dom} \lambda$ is computable. Define the representation $\delta_Z: \subseteq \Sigma^\omega \rightarrow X$ of $X$ by $\delta_Z(p) = x \iff (\forall w \in \Sigma^*)(w \ll p \iff w \in \text{dom} \lambda \land x \in \lambda(w))$. Let $T(Z) = (X, \tau_\lambda, \beta_\lambda, \nu_\lambda)$ where $\beta_\lambda$ is the set of all finite intersections of sets from $\sigma$, $\nu_\lambda = \bigcap_{i\in \lambda} \nu_\lambda$ and $\tau_\lambda$ is the set of all unions of subsets from $\beta_\lambda$.

**Lemma 2.23** ([20]). Let $Z = (X, \sigma, \lambda)$ be an effective predicate space.

1. $T(Z)$ is an effective topological space, which is computable if $Z$ is computable (that is, if $\text{dom}(\lambda)$ is computable).
2. Let $\delta_{T(Z)}$ be the inner representation of points for $T(Z)$. Then $\delta_{T(Z)} \equiv \delta_Z$.
3. For every representation $\gamma_0$ of a subset $Y \subseteq X$, the set $\{(x, U) \in Y \times \sigma \mid x \in U\}$ is $(\gamma_0, \lambda)$-c.e. if and only if $\{(x, V) \in Y \times \beta_\lambda \mid x \in V\}$ is $(\gamma_0, \nu_\lambda)$-c.e.
Roughly speaking, a \( \delta_Z \)-name of a point is a list of all of its atomic predicates, while a \( \delta_T(Z) \)-name is a list of all finite intersections of such sets. Clearly, the two representations are equivalent.

**Example 2.24.** Define \( Z \) \( \overset{\text{def}}{=} (\mathbb{R}, \sigma, \lambda) \) such that \( \text{dom} \lambda = \text{dom} \nu_Q, \lambda(w) \overset{\text{def}}{=} (\nu_Q(w), \nu_Q(w) + 1) \subset \mathbb{R} \) and \( \sigma \overset{\text{def}}{=} \text{range}(\lambda) \). For each \( w \in \text{dom} \lambda \), \( \lambda(w) \) is the open interval in \( \mathbb{R} \) with the endpoints \( \nu_Q(w) \) and \( \nu_Q(w) + 1 \). We claim that \( Z \) is a computable predicate space. By definition, the set \( \text{dom} \lambda \) is a computable subset of \( \Sigma^* \), because \( \text{dom} \nu_Q \) is computable. Now we need to show that property (2.8) is satisfied by \( Z \), to do this, we will prove that for \( x, y \in \mathbb{R} \),

\[
x \neq y \Rightarrow \mathcal{P}_x(\mathbb{R}) \neq \mathcal{P}_y(\mathbb{R}).
\]

So, assume that we have \( x, y \in \mathbb{R} \) such that \( x \neq y \). Without loss of generality, suppose that \( x < y \). Then we can find \( q \in \mathbb{Q} \) such that \( x < q < y \) and \( d(q, y) < \frac{1}{2} \). This implies that \( y \in \mathbb{Q} \), where \( Q = (q, q + 1) \), so that \( Q \in \mathcal{P}_y(\mathbb{R}) \). Also, as \( x < q \), we have that \( x \notin Q \), thus \( Q \notin \mathcal{P}_x(\mathbb{R}) \), therefore \( \mathcal{P}_x(\mathbb{R}) \neq \mathcal{P}_y(\mathbb{R}) \). So that \( Z \) fulfills Definition 2.22. By Lemma 2.23 \( T(Z) = (\mathbb{R}, \tau, \beta, \nu) \) is a computable topological space. The computable space \( T(Z) \) and the computable space \( \mathbb{R} \) from Example 2.15 are equivalent as we shall see in Definition 2.34. This example can be generalized to show that for any \( n \in \mathbb{N} \), \( \mathbb{R}^n \) has the structure of a computable predicate space \( Z^n \) such that \( T(Z^n) \) is equivalent to \( \mathbb{R}^n \).

**Subspaces of computable topological spaces.** We need to consider restrictions and products of effective topological spaces [20]. Let \( X = (X, \tau, \beta, \nu) \) be an effective topological space. For a subspace \( B \subseteq X \), define the restriction \( B_X = (B, \tau_B, \beta_B, \nu_B) \) of \( X \) to \( B \) by \( \text{dom}(\nu_B) = \text{dom} \nu, \nu_B(w) = \nu(w) \cap B, \beta_B = \text{range}(\nu_B) \) and \( \tau_B = \{ W \cap B \mid W \in \tau \} \). Let \( \delta_B, \theta_B, \ldots, \psi_B \) be the representations for \( B_X \) from Definitions 2.16 and 2.17. Remember from Definition 2.8 that for a multi-function \( f: X \Rightarrow Y \) and \( Z \subseteq Y \), the multi-function \( f|_Z : X \Rightarrow Z \) is defined by \( f|_Z(x) = f(x) \cap Z \) for all \( x \in X \). The next result is proven in [20, Lemma 26].

**Lemma 2.25.** \( B_X \) is an effective topological space, which is computable if \( X \) is computable. Also, the following properties are satisfied:

1. \( \delta_B = \delta|_B \)
2. \( \theta_B(p) = \theta(p) \cap B \) for all \( p \in \text{dom}(\theta_B) = \text{dom} \theta \)
3. \( \psi_B(p) = \psi^{-}(p) \cap B \) for all \( p \in \text{dom}(\psi_B) = \text{dom} \psi^- \)
4. \( \psi_B^{\mathcal{C}} = \psi^{\mathcal{C}} \) for \( \mathcal{C} = \{ C \subseteq B \mid C \text{ closed in } X \} \)
5. \( \kappa_B^{\mathcal{C}} = \kappa^{\mathcal{C}} \) for \( \mathcal{C} = \{ K \subseteq B \mid K \text{ compact in } X \} \)

The product of computable topological spaces. For \( i = 1, 2 \) let \( X_i = (X_i, \tau_i, \beta_i, \nu_i) \) be effective topological spaces with representations \( \delta_i, \theta_i, \ldots, \psi_i^- \) from Definitions 2.16 and 2.17. To convert the space \( X_1 \times X_2 \) with the product topology into an effective topological space define the product \( \overline{X} = (X_1 \times X_2, \overline{\tau}, \overline{\beta}, \overline{\nu}) \) of \( X_1 \) and \( X_2 \) such that \( \text{dom} \overline{\tau} = \{ (u_1, u_2) \mid (u_1, u_2) \in \text{dom} \nu_1 \times \text{dom} \nu_2 \}, \overline{\tau}(u_1, u_2) = \nu_1(u_1) \times \nu_2(u_2) \), \( \overline{\beta} = \text{range}(\overline{\tau}) \) and \( \overline{\nu} \) is the product topology generated by \( \overline{\beta} \). The basic properties of \( \overline{X} \) are proven in [20] and are given by the following
Lemma 2.26. \( \overline{X} \) is an effective topological space, which is computable if \( X_1 \) and \( X_2 \) are computable. Let \( \delta, \overline{\theta}, \ldots, \overline{\psi} \) be the representations for \( X \) from Definitions 2.10 and 2.17. Then

1. \( \overline{\delta} \equiv [\delta_1, \delta_2] \).
2. The function \( (x_1, x_2) \mapsto (x_1, x_2) \) is \((\delta_1, \delta_2, \overline{\delta})\)-computable and each projection \( (x_1, x_2) \mapsto x_i \) is \((\overline{\delta}, \delta_i)\)-computable.
3. For open sets, the product \( (W_1, W_2) \mapsto W_1 \times W_2 \) is \((\theta_1, \theta_2, \overline{\theta})\)-computable.
4. For closed sets, the product \( W_1 \times W_2 \mapsto W_1 \) is \((\overline{\theta}, \theta_1)\)-computable if the set \( Z_2 = \{ w \in \Sigma^* | \nu_2(w) \neq \emptyset \} \) is c.e.
5. For closed sets, the product \( (A_1, A_2) \mapsto A_1 \times A_2 \) is \((\psi_1, \psi_2, \overline{\psi})\)-computable and \((\psi_1^-, \psi_2^-)\)-computable.
6. For compact sets, the operation \( (K_1, K_2) \mapsto K_1 \times K_2 \) is \((\kappa_1, \kappa_2, \overline{\kappa})\)-computable and the projection \( K_1 \times K_2 \mapsto K_i \) is \((\overline{\kappa}, \kappa_i)\)-computable.

The generalization to finite products is straightforward. Some examples of computable topological spaces which are subspaces or products of other computable topological spaces will be given later.

2.6. Computable functions between computable topological spaces. In this section, we define computable functions between computable topological spaces and prove some useful results about them. We also introduce computable embeddings and equivalences of computable topological spaces defined on the same topological space.

A partial function \( f: \subseteq X \to Y \) is continuous if and only if for every \( W \in \tau' \), \( f^{-1}[W] \) is open in \( \text{dom} \, f \), that is, \( f^{-1}[W] = V \cap \text{dom} \, f \) for some \( V \in \tau \). Type-2 theory gives us a surprising connection between topology and computability, this is an equivalence for continuity in terms of continuous functions from \( \Sigma^\omega \) to itself [6, Theorem 3.2.11].

Theorem 2.27. Let \( X = (X, \tau, \beta, \nu) \) and \( Y = (Y, \tau', \beta', \nu') \) be effective topological spaces. Then a map \( f: \subseteq X \to Y \) is continuous if and only if \( f \) has a continuous \((\delta_X, \delta_Y)\)-realization.

This is the “main theorem” for admissible representations, since for an effective topological space \( X = (X, \tau, \beta, \nu) \), by Proposition 2.19, the representation of points \( \delta \) is admissible with respect to the topology \( \tau \).

Definition 2.28. Let \( X \) and \( Y \) be effective topological spaces. A function \( f: \subseteq X \to Y \) is computable if \( f \) has a computable \((\delta_X, \delta_Y)\)-realization.

We also say that \( f \) is \((\delta_X, \delta_Y)\)-computable. The following result is an immediate consequence of Theorem 2.27.

Proposition 2.29. If \( f \) is a computable function between the computable spaces \( X \) and \( Y \), then \( f \) is continuous.

The definition of computable functions is given in terms of the representations of points of \( X \) and \( Y \). Characterizations given in terms of the other representations can be derived.

Theorem 2.30 (20). Let \( f \) be a function between the computable spaces \( X \) and \( Y \). The following are equivalent: a) \( f \) is \((\delta_X, \delta_Y)\)-computable; b) the function \( W \mapsto f^{-1}[W] \) is \((\theta_Y, \theta_X)\)-computable; c) the function \( B \mapsto f^{-1}[B] \) is \((\nu_Y, \theta_X)\)-computable; d) the function \( \overline{C} \mapsto f[C] \) is \((\psi_X, \psi_Y)\)-computable; e) the function \( K \mapsto f[K] \) is \((\kappa_X, \kappa_Y)\)-computable.
Many examples of computable functions exist. Almost all known real functions are computable, like sum, multiplication, the trigonometric functions and their inverses, the square root, exponential and logarithm functions (with computable bases) \[6\]. We will present many more examples in Section 3.

**Equivalences between computable topological spaces.** We will be using two types of equivalences between computable topological spaces. The first one is that of computable homeomorphism.

**Definition 2.31.** Let \( X = (X, \tau, \beta, \nu) \) and \( X' = (X', \tau', \beta', \nu') \) be computable topological spaces. A computable homeomorphism is a map \( h: X \rightarrow X' \) such that \( h \) is a homeomorphism and also \( h, h^{-1} \) are computable functions. When such a map \( h \) exists, we say that \( X \) and \( X' \) are computably homeomorphic. This fact is denoted by \( X \approx_{ct} X' \).

Sometimes, if there is no confusion about which (computable) topologies are using the sets \( X, X' \), we will just say that \( X \) and \( X' \) themselves are computably homeomorphic.

**Example 2.32.** Let \( B = B(0,1) \subset \mathbb{R}^n \) be the open unit ball with the (computable) subspace topology. The function \( h: B \rightarrow \mathbb{R}^n \) defined by \( h(x) = \frac{x}{\|x\|^2} \) is a \((\delta_B, \delta^n)\)-computable map and its inverse is the function \( h^{-1}: \mathbb{R}^n \rightarrow B \), given by

\[
h^{-1}(y) = \frac{2y}{1 + \sqrt{1 + 4\|y\|^2}},
\]

which is \((\delta^n, \delta_B)\)-computable, so that \( h \) is a computable homeomorphism between \( B_{\mathbb{R}^n} \) and \( \mathbb{R}^n \).

**Example 2.33.** Let \( S^n = S^n_{\mathbb{R}^{n+1}} \) denote the \( n \)-sphere \( S^n \) equipped with the computable subspace topology induced by \( \mathbb{R}^{n+1} \). An important example of a computable homeomorphism is the stereographic projection \( s: \hat{S}^n \rightarrow \mathbb{R}^n \) \((\hat{S}^n = S^n - \{P\}, P = (0, \ldots, 0, 1))\) onto euclidean space \( \mathbb{R}^n \) given by the equation

\[
s(x,t) = \frac{x}{1-t}, \quad x = (x_1, \ldots, x_n).
\]

Thus, we have that \( \hat{S}^n_{\mathbb{R}^n} \approx_{ct} \mathbb{R}^n \).

The homeomorphism \( s \) has been fundamental for the work in \[48\]. Our second equivalence between computable topological spaces is as follows.

**Definition 2.34 (\[20\]).** The computable topological spaces \( X = (X, \tau, \beta, \nu) \) and \( X' = (X', \tau', \beta', \nu') \) are equivalent if and only if \( \nu \leq \theta' \) and \( \nu' \leq \theta \), where \( \theta \) is the representation of \( \tau \) defined by \( \nu \) and \( \theta' \) is the representation of \( \tau \) defined by \( \nu' \).

The equivalence given in the previous definition identifies when the two notations \( \nu, \nu' \) of the bases \( \beta \) and \( \beta' \) respectively, induce the same computability on the space \((X, \tau)\). Example 2.24 shows two equivalent computable topological spaces.

The computability concepts introduced in Definitions 2.16 and 2.17 can be called “computationally robust”, since they are the same for equivalent computable topological spaces. Usually, non-robust concepts \[6, 49, 50\] have only few applications. The next result, which can be found in \[20, Theorem 22.2\] is very useful.
Theorem 2.35. Let $X = (X, τ, β, ν)$ and $X' = (X, τ, β', ν')$ be computable topological spaces. The following statements are equivalent: 1) $X$ and $X'$ are equivalent; 2) $δ ≡ δ'$; 3) $θ ≡ θ'$. Moreover, if $X$ and $X'$ are equivalent, then $γ ≡ γ'$ for every representation $γ$ from Definitions 2.16 and 2.17, where $γ'$ is the representation for $X'$ corresponding to $γ$.

Corollary 2.36. Let $X = (X, τ, β, ν)$ and $X' = (X, τ, β', ν')$ be computable topological spaces. Then $X$ and $X'$ are equivalent if and only if $1_X: X \rightarrow X$ is a computable homeomorphism.

The induced effective topological space. Let $X = (X, τ, β, ν)$ be an effective topological space and $Y$ a set and suppose that there exists a bijective function $f: X \rightarrow Y$. Since $(X, τ)$ is a topological space, $f$ induces a topology $τ_f$ on $Y$ given by the base

$$β_f = \{f[V] \mid V ∈ β\}.$$ 

The topology defined by the base $β_f$ is called the push-forward topology. We define a notation $ν_f : Σ^* \rightarrow β_f$ of the base $β_f$ as $ν_f(w) = f[ν(w)]$ (dom $ν_f = $ dom $ν$). The 4-tuple $(Y, τ_f, β_f, ν_f)$ will be denoted by $Y_f$. It is easy to see that $f$ becomes a homeomorphism between the two spaces $(X, τ)$ and $(Y, τ_f)$. The following results tell us that this fact still holds in a computable way.

Lemma 2.37. Let $X = (X, τ, β, ν)$ be an effective topological space and $Y$ a set. If $f: X \rightarrow Y$ is a bijective function, then

a) $Y_f$ is an effective topological space, which is computable if $X$ is computable. Also, for any $w ∈ $ dom $ν_f$, $ν_f(w) = f[ν(w)]$.

b) $f$ becomes a computable homeomorphism between $X$ and $Y_f$.

c) Let $γ$ be any of the representations given in Definitions 2.16 and 2.17 induced by $X$ and let $γ_f$ be the respective representation induced by $Y_f$. Then

1) dom $γ_f = $ dom $γ$.

2) if $γ = δ$ then $γ_f = f o δ$.

3) If $γ ∈ \{θ, ψ\}$, then $γ_f(p) = f[γ(p)]$.

4) If $γ = κ$, then $γ_f(p) = \{f[D] \mid D ∈ γ(p)\}$.

Proof. a) It is clear that $Y_f$ is an effective topological space. If $X$ is computable, then dom $ν$ is computable and there exists a c.e. set $S ⊆ $ dom $ν × $ dom $ν × $ dom $ν$ such that equation (2.3) of Definition 2.14 is satisfied. Since dom $ν_f = $ dom $ν$, dom $ν_f$ is computable and the same c.e. set $S$ can be used to fulfill (2.3) for the effective space $Y_f$ in Definition 2.14. Thus $Y_f$ is a computable topological space.

b) We can show that $f$ is a computable homeomorphism between $X$ and $Y_f$ by proving that the functions

$$B \mapsto f^{-1}[B] \quad \text{and} \quad A \mapsto (f^{-1})^{-1}[A], \quad (B ∈ β, A ∈ β_f),$$

are $(ν_f, θ)$-computable and $(ν, θ_f)$-computable respectively. The proof is straightforward, thus we omit it.

c) We argue by cases on the induced representations $γ$ and $γ_f$: 
Case $\gamma = \delta$. Let $p \in \Sigma^\omega$, if $\delta(p) = x \in X$, then $f(x) \in Y$ and

\[ \delta(p) = x \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu \land x \in \nu(w)) \]
\[ \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu_f \land f(x) \in f[\nu(w)]) \]
\[ \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu_f \land f(x) \in \nu_f(w)) \]
\[ \Leftrightarrow \delta_f(p) = f(x). \]

Thus $\text{dom}\delta = \text{dom}\delta_f$ and also $\delta_f(p) = f(x) = f(\delta(p)) = f \circ \delta(p)$ for any $p \in \text{dom}\delta_f$.

Therefore, $\delta_f = f \circ \delta$.

Case $\gamma = \theta$. Given $p \in \Sigma^\omega$, we have that

\[ \theta(p) = W \Leftrightarrow \begin{cases} w \ll p \Rightarrow w \in \text{dom}\nu, \\ W = \bigcup\{\nu(w) \mid w \ll p\}, \end{cases} \]
\[ \Leftrightarrow \begin{cases} w \ll p \Rightarrow w \in \text{dom}\nu_f, \\ f[W] = \bigcup\{f[\nu(w)] \mid w \ll p\}, \end{cases} \]
\[ \Leftrightarrow \theta_f(p) = f[W], \]

so that $\text{dom}\theta = \text{dom}\theta_f$ and $\theta_f(p) = f[W] = f[\theta(p)]$ for any $p \in \text{dom}\theta_f$.

Case $\gamma = \psi$. For $p \in \Sigma^\omega$,

\[ \psi(p) = A \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu \land A \cap \nu(w) \neq \emptyset) \]
\[ \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu_f \land f[A] \cap f[\nu(w)] \neq \emptyset) \]
\[ \Leftrightarrow (\forall w \in \Sigma^*)(w \ll p \Leftrightarrow w \in \text{dom}\nu_f \land f[A] \cap \nu_f(w) \neq \emptyset) \]
\[ \Leftrightarrow \psi_f(p) = f[A]. \]

And we conclude this case with the same arguments we use in all previous cases.

Case $\gamma = \psi^-$. This case follows immediately from the definitions of the representation $\psi^-$ and the previous cases.

Case $\gamma = \kappa$. Let $p \in \Sigma^\omega$, notice first that if $\kappa(p)$ is defined, then $\kappa(p)$ is in general a set of compact subsets of $X$ and accordingly to (2.7),

\[ K \in \kappa(p) \iff (\forall z \in \Sigma^*)(z \ll p \Leftrightarrow K \subseteq \bigcup_{w} \nu(z)), \]

and $\bigcup_{w} \nu(z) = \nu(w_1) \cup \cdots \cup \nu(w_s)$ with $w_i \in \text{dom}\nu \land w_i \ll z$ for all $i = 1, \ldots, s$ (see Definition (2.12) and the remark after Lemma (2.13)). As each $w_i \in \text{dom}\nu_f$, we have that

\[ f[\bigcup_{w} \nu(z)] = f[\nu(w_1) \cup \cdots \cup \nu(w_s)] = f[\nu(w_1)] \cup \cdots \cup f[\nu(w_s)] = \nu_f(w_1) \cup \cdots \cup \nu_f(w_s) = \bigcup_{w} \nu_f(z). \]

Thus for a compact set $K \in \kappa(p)$,

\[ K \in \kappa(p) \iff (\forall z \in \Sigma^*)(z \ll p \Leftrightarrow K \subseteq \bigcup_{w} \nu(z)), \]
\[ \quad \Leftrightarrow (\forall z \in \Sigma^*)(z \ll p \Leftrightarrow f[K] \subseteq f[\bigcup_{w} \nu(z)]), \]
\[ \quad \Leftrightarrow (\forall z \in \Sigma^*)(z \ll p \Leftrightarrow f[K] \subseteq f_{\nu_f}(z)), \]
\[ \quad \Leftrightarrow f[K] \in \kappa_f(p). \]

This shows that $\text{dom}\kappa = \text{dom}\kappa_f$ and also that $\kappa_f(p) = \{f[K] \mid K \in \kappa(p)\}$.
This concludes all the cases for the induced representations on \( X \) and \( Y_f \) and finishes the proof.

This result tell us that the only essential difference between \( X \) and \( Y_f \) is the “abstract symbol” \( f \). But more can be said if \( Y \) already possesses a computable topology.

**Corollary 2.38.** Let \( X = (X, \tau_X, \beta_X, \nu_X) \), \( Y = (Y, \tau_Y, \beta_Y, \nu_Y) \) be computable topological spaces. If \( f : X \to Y \) is a computable homeomorphism, then \( Y \) and \( Y_f \) are equivalent.

**Proof.** Let \( \delta_X, \delta_Y \) be the inner representations induced by \( X \) and \( Y \) respectively. We will show that \( \delta_f \equiv \delta_Y \). Since \( f \) and \( f^{-1} \) are computable functions between the computable spaces \( X \) and \( Y \), they are computable with respect to \( \delta_X \) and \( \delta_Y \), thus there exist computable functions \( F,G : \Sigma^\omega \to \Sigma^\omega \) such that the two inner squares in the following diagram commute.

\[
\begin{array}{ccc}
\Sigma^\omega & \xrightarrow{F} & \Sigma^\omega \\
\downarrow{\delta_X} & & \downarrow{\delta_X} \\
X & \xrightarrow{f} & Y \\
\downarrow{f} & & \downarrow{f^{-1}} \\
\end{array}
\]

For a computable predicate space \( Z = (X, \sigma, \lambda) \), we have the computable space \( T(Z) = (X, \tau, \beta_\lambda, \nu_f) \) of Lemma 2.23, where \( \nu_\lambda(\iota(u_1)\cdots\iota(u_k)) = \lambda(\iota(u_1)\cap\cdots\cap\lambda(u_k)) \), \( \tau \) is the topology generated by the subbase \( \sigma \) and \( \delta_\lambda \equiv \delta_Z \). If \( \sigma \) is not only a subbase, but a base of \( \tau \), then we can construct the effective space \( Y = (X, \tau, \sigma, \lambda) \), which may be computable. For the topology \( \tau \) we have on the one hand, the basis \( \beta_\lambda \) with the notation \( \nu_\lambda \) (defined via formal intersection of subbase elements) and on the other hand, the basis \( \sigma \) with notation \( \lambda \). The question is: Are \( T(Z) \) and \( Y \) equivalent? The answer is right here [20, Lemma 23].

**Lemma 2.39.** Let \( Y = (X, \tau, \sigma, \lambda) \) be an effective topological space such that \( Z = (X, \sigma, \lambda) \) is a computable predicate space. Then \( T(Z) \) and \( Y \) are equivalent if and only if \( Y \) is a computable topological space.

**Computable Embeddings.** We now introduce the definition of computable embedding for computable topological spaces.

**Definition 2.40.** Let \( X = (X, \tau_X, \beta_X, \nu_X) \), \( Y = (Y, \tau_Y, \beta_Y, \nu_Y) \) be computable topological spaces. A **computable embedding** of \( X \) into \( Y \) is a topological embedding \( h : X \hookrightarrow Y \) such that \( h \) is a computable homeomorphism of \( X \) onto the computable subspace \( X'_Y \), where \( X' = h[X] \).

By Corollary 2.38, the computable topological spaces \( X'_h = (h[X], \tau_h, \beta_h, \nu_h) \) and \( X'_Y \) are equivalent.

**Example 2.41.** Let \( h : B \to \mathbb{R}^n (B = B(0,1)) \) be the computable homeomorphism of example 2.32 and \( \iota : \mathbb{R}^n \to \mathbb{R}^{n+1} \) be such that \( \iota(x_1, \ldots, x_n) = (0, x_1, \ldots, x_n) \). Clearly \( \iota \) is a computable embedding of \( \mathbb{R}^n \) into \( \mathbb{R}^{n+1} \). We can compose \( h \) with \( \iota \) to obtain a computable embedding \( B(0,1) \hookrightarrow \mathbb{R}^{n+1} \) of \( B_{\mathbb{R}^n} \) into \( \mathbb{R}^{n+1} \).
2.7. Computably Hausdorff spaces. In the theory of computable topology, computable versions of the standard separation axioms $T_i$ ($i = 0, 1, 2$) has been proposed [21, 22]. Some of the relationships between these computable axioms and many examples are studied in [22]. One of this axioms will be used in this paper, which is one of the computable variants of the $T_2$ (Hausdorff) separation axiom. A space $(X, \tau)$ is $T_2$ or Hausdorff if and only if the following condition holds:

$$(\forall x, y \in X)(x \neq y \Rightarrow (\exists U, V \in \tau) U \cap V = \emptyset \land x \in U \land y \in V).$$

Many examples of Hausdorff spaces exist in the literature [36, 40, 41]. The next definition is a constructive version of the Hausdorff property.

**Definition 2.42.** A computable topological space $X = (X, \tau, \beta, \nu)$ is called **computably Hausdorff** if there exists a c.e. set $H \subseteq \text{dom}\nu \times \text{dom}\nu$ such that

$$(\forall (u, v) \in H)(\nu(u) \cap \nu(v) = \emptyset),$$

$$(\forall x, y \in X)(x \neq y \Rightarrow (\exists (u, v) \in H)(x \in \nu(u) \land y \in \nu(v))).$$

(2.10) \hspace{2cm} (2.11)

**Lemma 2.43.** The computable euclidean space $\mathbb{R}^n$ is a computably Hausdorff space.

**Proof.** We claim that the set $H$ defined as

$$H = \{(u, v) \in \Sigma^* \times \Sigma^* \mid \mu^n(u) \cap \mu^n(v) = \emptyset\}$$

is c.e. and satisfies Equations (2.10) and (2.11). By definition, $H$ fulfills (2.10) and $H$ is c.e. by Theorem 2.10. To see that $H$ satisfies (2.11), we proceed as follows. Since $\mathbb{R}^n$ is Hausdorff, then given any two points $x, y \in \mathbb{R}^n$ with $x \neq y$, there exist open sets $U, V \in \tau^n$ such that $U \cap V = \emptyset$ and $x \in U, y \in V$. Thus we can find two base elements $B_1, B_2 \in \beta^n$ such that $x \in B_1 \subseteq U$ and $y \in B_2 \subseteq V$. As $\mu^n$ is a notation, it is surjective, so that there exist $u_1, u_2 \in \text{dom}\mu^n$ with $\mu^n(u_i) = B_i, i = 1, 2$. Since $U \cap V = \emptyset$, $\mu^n(u_1) \cap \mu^n(u_2) = \emptyset$, so that $(u_1, u_2) \in H$. Therefore $H$ satisfies Definition 2.42 and $\mathbb{R}^n$ is a computably Hausdorff space.

The computable Hausdorff axiom of Definition 2.42 is the strongest of all the computable separation axioms of [22]. Of course, A computably Hausdorff space is a Hausdorff space in the usual sense. We list some properties of computably Hausdorff topological spaces.

**Theorem 2.44** ([21, 22]). Let $X = (X, \tau, \beta, \nu)$ be a computable topological space.

1. If $X$ is computably Hausdorff and $A \subseteq X$, then the computable subspace $A_X$ is computably Hausdorff.

2. If $X$ is computably Hausdorff then $\kappa \leq \psi$. 

3. If $Y = (Y, \tau', \beta', \nu')$ is another computable topological space and $X, Y$ are computably Hausdorff, then the computable product space $\overline{X} = (X \times Y, \tau, \beta, \nu)$ is computably Hausdorff.

More information about Computably Hausdorff spaces and many other computable separation axioms, results, examples and counterexamples can be found in [22]. The computable Hausdorff property will be very important for our work on computable manifolds, as it is important the standard Hausdorff property for topological manifolds.
3. Computable manifolds

In this section, we will construct the concept of \textit{computable manifold}. The first thing to do is to give the definition of what we call \textit{computable structures}. Once we have defined computable manifolds, we will talk about computable functions between computable manifolds.

3.1. The computable predicate space induced by a topological atlas. Assume that \( X \) is a non-empty set and that \( \Phi = \{(\varphi_i, U_i)\}_{i \in I} \) is an \( n \)-dimensional atlas on \( X \) with index set \( I \subseteq \Sigma^* \) (so that \( \Phi \) is countable). If \( \varphi_i : U_i \to \varphi_i[U_i] \) is a chart, then by Definition \ref{def:chart}

\[ \varphi_i[U_i] \subseteq \mathbb{R}^n \text{ is an open set, thus} \]

\[ \varphi_i[U_i] = \bigcup_{w \in S_i} \mu^n(w), \]

where \( S_i = \{w \in \text{dom}(\mu^n) \mid \mu^n(w) \subseteq \varphi_i[U_i]\} \). Therefore \( U_i = \bigcup_{w \in S_i} \varphi_i^{-1}[\mu^n(w)] \subseteq X \). Let \( A_\Phi = \Sigma^* \times \text{dom}(\mu^n) \subseteq \Sigma^* \times \Sigma^* \) and define the set of strings \( \Lambda_\Phi \subseteq \Sigma^* \) as

\[ \Lambda_\Phi = \{\langle i, w \rangle \mid (i, w) \in A_\Phi\}, \]

that is, \( \Lambda_\Phi \) is just the image of the set \( A_\Phi \) under the function \( \langle \cdot, \cdot \rangle \) (see Section 2.4). For each \( \langle i, w \rangle \in \Lambda_\Phi \), define the set \( B_{(i,w)} \subseteq X \) by

\[ B_{(i,w)} = \begin{cases} \varphi_i^{-1}[\mu^n(w)] & \text{if } i \in I \text{ and } \mu^n(w) \subseteq \varphi_i[U_i], \\ \emptyset & \text{otherwise.} \end{cases} \quad \text{(3.1)} \]

Each set \( B_{(i,w)} \) with \( \langle i, w \rangle \in \Lambda_\Phi \) is called a \textit{computable ball}. Notice that unlike an ordinary ball, a computable ball can be empty. Because the set \( \{U_i\}_{i \in I} \) covers \( X \), we can see that the set \( B_\Phi = \{B_j \mid j \in \Lambda_\Phi\} \) also covers \( X \).

\textbf{Lemma 3.1.} \textit{The set } \( B_\Phi \text{ is a base of the topology induced by } \Phi \).

\textit{Proof.} Let \( x \in B_{(i,w)} \cap B_{(j,v)} = \varphi_i^{-1}[\mu^n(w)] \cap \varphi_j^{-1}[\mu^n(v)] \), then we have that

\[ \varphi_i(x) \in \varphi_i[\varphi_i^{-1}[\mu^n(w)] \cap \varphi_j^{-1}[\mu^n(v)]] = \mu^n(w) \cap \varphi_i \varphi_j^{-1}[\mu^n(v)]. \]

Since the rational open balls are a base of \( \mathbb{R}^n \), there is a ball \( \mu^n(z) \) such that \( \varphi_i(x) \in \mu^n(z) \subseteq \mu^n(w) \cap \varphi_i \varphi_j^{-1}[\mu^n(v)]. \) Therefore \( x \in \varphi_i^{-1}[\mu^n(z)] \subseteq \varphi_i^{-1}[\mu^n(w)] \cap \varphi_j^{-1}[\mu^n(v)] = B_{(i,w)} \cap B_{(j,v)}. \) Since each \( \varphi_i \) is continuous in the topology \( \tau_\Phi \), hence each \( B_{(i,w)} = \varphi_i^{-1}[\mu^n(w)] \) is open in \( \tau_\Phi \), so that \( B_\Phi \) is a base for \( \tau_\Phi \).

Let the notation \( \lambda_\Phi : \Sigma^* \to B_\Phi \) be given as follows: dom \( \lambda_\Phi = \{z \in \Sigma^* \mid z = \langle i, w \rangle \} \) and

\[ \lambda_\Phi(\langle i, w \rangle) = B_{(i,w)} \).

\textbf{Lemma 3.2.} \textit{The triple } \( \mathbf{Z}_\Phi = (X, B_\Phi, \lambda_\Phi) \text{ is a computable predicate space} \).

\textit{Proof.} Clearly, the set dom \( \lambda_\Phi = \Lambda_\Phi \) is a computable set, because \( \Sigma^* \times \text{dom}(\mu^n) \) is computable, so we only need to prove that for \( x, y \in X \)

\[ \mathcal{P}_x(X) = \mathcal{P}_y(X) \Rightarrow x = y. \]

Assume that \( \mathcal{P}_x(X) = \mathcal{P}_y(X) \), so that there is a string \( \langle j, u \rangle \in \Sigma^* \) such that \( x, y \in B_{(j,u)}. \)

For \( z \in \{x, y\} \), define the set

\[ \mathcal{P}_z^j = \{B_{(j,w)} \mid B_{(j,w)} \in \mathcal{P}_z(X)\} \]
and using \( \varphi_j \) we can define the set

\[
\varphi_j(\mathcal{P}_j^i) = \{ \mu^n(w) \mid \mu^n(w) \subset \varphi_j[U_j] \land \varphi_j(z) \in \mu^n(w) \} \subset \beta^n,
\]

then using our hypothesis, we can prove that \( \mathcal{P}_d = \mathcal{P}_y \) and clearly this implies that \( \varphi_j(\mathcal{P}_d) = \varphi_j(\mathcal{P}_y) \).

Let \( Z^n = (\mathbb{R}^n, \beta^n, \mu^n) \) be the standard computable predicate space associated with \( \mathbb{R}^n \) (see Example 2.24) and \( V \in \mathcal{P}_{\varphi_j(x)}(\mathbb{R}^n) \). \( V \) is an open neighborhood of \( \varphi_j(x) \) and for a suitable \( u \in \text{dom}(\mu^n) \), we can choose \( \mu^n(u) \in \varphi_j(\mathcal{P}_d) \) such that \( \varphi_j(x), \varphi_j(y) \in \mu^n(u) \subseteq V \cap \varphi_j[U_j] \), thus \( V \in \mathcal{P}_{\varphi_j(y)}(\mathbb{R}^n) \). This shows that \( \mathcal{P}_{\varphi_j(x)}(\mathbb{R}^n) \subset \mathcal{P}_{\varphi_j(y)}(\mathbb{R}^n) \) and a similar argument can be used to check that the other inclusion holds. Therefore in the predicate space \( Z^n \),

\[
\mathcal{P}_{\varphi_j(x)}(\mathbb{R}^n) = \mathcal{P}_{\varphi_j(y)}(\mathbb{R}^n),
\]

implying that \( \varphi_j(x) = \varphi_j(y) \) and as \( \varphi_j \) is injective, \( x = y \). We have proven that the triple \( Z_\Phi = (X, \mathcal{B}_\Phi, \lambda_\Phi) \) is a computable predicate space.

**Remark.** Since an atlas \( \Phi \) on a set \( X \) induces a computable predicate space \( Z_\Phi \) on \( X \), \( \Phi \) induces a structure of computable topological space on \( X \). By Lemma 2.23, the effective space

\[
T_\Phi(X) \overset{\text{def}}{=} T(Z_\Phi)
\]

is a computable topological space, such that the topology induced by \( Z_\Phi \) is precisely the topology \( \tau_\Phi \) induced by \( \Phi \). By Lemma 3.11, the set \( \mathcal{B}_\Phi \) of computable balls is not only a subbase, but a base of \( \tau_\Phi \), so that we have another effective topological space \( X_\Phi = (X, \tau_\Phi, \mathcal{B}_\Phi, \lambda_\Phi) \) associated with \( X \). We define the **computable topological space associated to** \( \Phi \) (and induced on \( X \)) as the space \( T_\Phi(X) \). In general, we cannot use the effective space \( X_\Phi \), because it could happen that it is not computable. But if it is the case that \( X_\Phi \) is computable, then by Lemma 2.39, \( X_\Phi \) is equivalent to \( T_\Phi(X) \). If \( \delta_{T(Z_\Phi)} : \Sigma^\omega \rightarrow X \) is the inner representation of \( X \) induced by \( T_\Phi(X) \), then by part 2. of Lemma 2.23, \( \delta_{T(Z_\Phi)} \equiv \delta_{Z_\Phi} \), hence from the point of view of computability, we can interchange \( \delta \) with \( \delta_{Z_\Phi} \). Moreover, we will use the symbol \( \delta_\Phi \) to denote any of the representations \( \delta_{T(Z_\Phi)} \) or \( \delta_{Z_\Phi} \). In fact, because the computable space \( T_\Phi(X) \) depends on the atlas \( \Phi \), all the elements of \( T_\Phi(X) \) and all notations and representations induced by this space will be denoted with a "\( \Phi \)" subindex, so that \( T_\Phi(X) = (X, \tau_\Phi, \delta_\Phi, \nu_\Phi) \), where \( \tau_\Phi \) is the topology induced by \( \Phi \) on \( X \); \( \beta_\Phi \) is the set of all finite intersections of elements of \( \mathcal{B}_\Phi \); \( \nu_\Phi \) is the notation of \( \beta_\Phi \) induced by \( \lambda_\Phi \) and \( \delta_\Phi, \theta_\Phi, \psi_\Phi, \kappa_\Phi \), etc., are the representations given in Definitions 2.16 and 2.17 respectively, for the computable space \( T_\Phi(X) \).

### 3.2. Computable structures

We are now ready to formulate our definition of **computable manifold**. We start by defining what we call **computable atlas**. Remember that the computable topological space \( R^n = (\mathbb{R}^n, \tau^n, \beta^n, \mu^n) \) of Example 2.15 is computable euclidean space of dimension \( n \) and that each standard representation induced by \( R^n \) is denoted by \( \gamma^n \).

**Definition 3.3.** An \( n \)-dimensional **computable atlas** on a set \( X \) is a topological atlas (See Definition 2.24) \( \Phi = \{ (\varphi_i, U_i) \}_{i \in I} \) (\( I \subseteq \Sigma^* \)) such that the following properties are satisfied:

(a) For \( i \in I \), the map \( \varphi_i : U_i \subseteq X \longrightarrow \mathbb{R}^n \) is a \( (\delta_{Z_\Phi}, \delta^n) \)-computable function and the inverse \( \varphi_i^{-1} : \varphi(U_i) \longrightarrow U_i \) is \( (\delta^n, \delta_{Z_\Phi}) \)-computable.
(b) Each set $\varphi_i[U_i] \subseteq \mathbb{R}^n$ is a $\theta^n$-computable subset of $\mathbb{R}^n$.

We now present examples of computable atlases.

**Example 3.4.** Let $n \geq 0$. The identity $1_{\mathbb{R}} : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is a $(\delta^n, \delta^n)$-computable function which covers $\mathbb{R}^n$ and this is clearly a $\theta^n$-computable open set, thus it determines an $n$-dimensional computable atlas $\Phi = \{(1_{\mathbb{R}}, \mathbb{R}^n)\}$ on $\mathbb{R}^n$.

**Example 3.5.** The map $\varphi_1 : \mathbb{R} \rightarrow \mathbb{R}$ defined by $\varphi_1(x) = x + a$ $(a \in \mathbb{R})$ is a homeomorphism of the line onto itself. We now prove that $\Psi = \{((\varphi_1, \mathbb{R}))\}$ is a computable atlas on $\mathbb{R}$. Clearly, $\mathbb{R}$ is a $\theta^1$-computable open set in $\mathbb{R}$, now we need to show that $\varphi_1$ and its inverse are computable with respect to $\delta_\Psi$ and $\delta_1$. $\varphi_1$ is $(\delta_\Psi, \delta_1^1)$-computable, because given $x \in \mathbb{R}$ and $p \in \text{dom } \delta_\Psi$ such that $\delta_\Psi(p) = x$, we have that

$$\delta_\Psi(p) = x \iff (\forall w \in \Sigma')(w \ll p \iff w \in \text{dom } \lambda_\Psi \text{ and } x \in \lambda_\Psi(w)).$$

So, for each $w \ll p, x \in \lambda_\Psi(w) = \varphi_1^{-1}[\mu^1(z)]$ with $w = \langle 1, z \rangle$. Therefore, $\varphi_1(x) \in \mu^1(z)$ for all $w \ll p$. Let $\mathfrak{M}$ be a TTE machine with the following program. On the input $p \in \Sigma^\omega$:

1. For each $w = \langle 1, z \rangle \ll p$,
   1.1 output $\iota(z)$

By the previous argument, the machine $\mathfrak{M}$ outputs a string $q \in \Sigma^\omega$ such that $(\forall z \in \Sigma^*)(z \ll q \iff z \in \text{dom } (\mu^1)$ and $\varphi_1(x) \in \mu^1(z))$. By definition 2.16, $\delta_1^1(q) = \varphi_1(x)$, thus $\mathfrak{M}$ computes a function which realizes $\varphi_1$ with respect to $\delta_\Psi$ and $\delta_1$. To show that $\varphi_1^{-1}$ is $(\delta_1^1, \delta_\Psi)$-computable, the argument is very similar, we omit it. We have shown that $\Psi$ is a 1-dimensional computable atlas on $\mathbb{R}$.

Notice that the computability of the atlas $\Psi$ is independent of the computability of the real number $a$ (with respect to $\delta_1^1$), given in the definition of $\varphi_1$. We will come back to this example later.

**Example 3.6.** We construct a computable atlas for the 1-sphere $S^1 \subset \mathbb{R}^2$. Let $U_+, U_-$ be defined as

$$U_+ = \{(x, y) \in S^1 \mid y > 0\} \quad \text{and} \quad U_- = \{(x, y) \in S^1 \mid y < 0\},$$

and let $f_+ : U_+ \rightarrow \mathbb{R}$, $f_- : U_- \rightarrow \mathbb{R}$ be given by $f_+(x, y) = f_-(x, y) = x$, these two functions are injections of $U_+, U_-$ onto $(-1, 1) \subset \mathbb{R}$. Now let

$$V_+ = \{(x, y) \in S^1 \mid x > 0\} \quad \text{and} \quad V_- = \{(x, y) \in S^1 \mid x < 0\},$$

and define $g_+ : V_+ \rightarrow \mathbb{R}$, $g_- : V_- \rightarrow \mathbb{R}$ as $g_+(x, y) = g_-(x, y) = y$. The set

$$\Phi = \{((f_+, U_+), (f_-, U_-), (g_+, V_+), (g_-, V_-))\}$$

is an 1-dimensional atlas on $S^1$. To check that $\Phi$ is computable, we need to show that each chart $\varphi : U \rightarrow \mathbb{R}$ in $\Phi$ is a $(\delta_{Z_\Phi}, \delta^1)$-computable function with $(\delta^1, \delta_{Z_\Phi})$-computable inverse and the sets $\varphi[U]$ are $\theta^1$-computable open subsets of $\mathbb{R}$. Each set $\varphi[U]$ is clearly a $\theta^1$-computable open subset of $\mathbb{R}$, because we have that $\varphi[U] = (-1, 1)$ and the latter set is $\theta^1$-computable. Now we give the full proof of the computability of $f_+$ and its inverse, the other cases $f_-, g_+$ and $g_-$ are very similar.

Let $f_1 = f_+, f_2 = f_-, f_3 = g_+$ and $f_4 = g_-$. To see that $f_1$ is $(\delta_{Z_\Phi}, \delta^1)$-computable, consider the following Type-2 machine $\mathfrak{G}_1$. On input $p \in \text{dom } \delta_{Z_\Phi}$ $(\delta_{Z_\Phi}(p) = (x, y) \in S^1)$:

1. For each $z = \langle i, w \rangle \ll p$,
   1.1 if $i = 1$, then output $\iota(w)$;
1.2 Otherwise, execute the following:
1.2.1 Compute \( a_y, b_y \) such that \( y \in (a_y, b_y) \subset (-1, 1) \);
1.2.2 compute \( a_x = \sqrt{1 - a_y^2} \);
1.2.3 compute \( b_x = \sqrt{1 - b_y^2} \);
1.2.4 compute \( w' \) such that \( (b_x, a_x) \subseteq \mu^1(w') \subset (-1, 1) \);
1.2.5 output \( \iota(w') \).

We claim that \( \mathcal{F}_1 \) computes a function \( F_1 : \subseteq \Sigma^* \rightarrow \Sigma^* \) which realizes \( f_1 \). We first check that each step of \( \mathcal{F}_1 \) can be done in finite time. Step 1.1 is clearly computable, and for step 1.2, we only need to check that steps 1.2.1-1.2.5 can be calculated in finite time by \( \mathcal{F}_1 \). First of all, if \( \mathcal{F}_1 \) is executing step 1.2, then we have that \( i \neq 1 \), so that the string \( z = \langle i, w \rangle \) represents a computable ball \( f_i^{-1}[\mu^1(w)] \) such that \( f_i \neq f_1 \). Remember that \( f_1 \) is defined on the set \( U_+ = \{(x, y) \in \mathbb{S}^1 \mid y > 0\} \), so that if \( f_i \neq f_1 = f_3 \), then \( f_1 = f_3 \) or \( f_1 = f_4 \). Without loss of generality, assume that \( f_i = f_3 \).

Step 1.2.1 can be computed in finite time, because since \( (x, y) = \delta_{\mathcal{Z}_\Phi}(p) \in f_3^{-1}[\mu^1(w)] \), then \( f_3(x, y) = g_+(x, y) = y \in \mu^1(w) \subset (-1, 1) \). Using the string \( w \in \text{dom}(\mu^1) \), \( \mathcal{F}_1 \) can compute \( a_y, b_y \in \mathbb{Q} \) with \( y \in (a_y, b_y) \subset \mu^1(w) \), thus step 1.2.1, can be done in finite time by \( \mathcal{F}_1 \). Steps 1.2.2 and 1.2.3 are computable, because \( a_y, b_y \) are rationals and the square root is a computable function. Step 1.2.4 can be calculated by \( \mathcal{F}_1 \), because by the previous steps, \( a_x, b_x \) are computable point in \( \mathbb{R} \) and the given set inclusions can be tested by using Theorem 2.10. Step 1.2.5 is clearly computable.

Now we prove the correctness of \( \mathcal{F}_1 \). Let \( (x, y) = \delta_{\mathcal{Z}_\Phi}(p) \in \text{dom} f_1 \), and take \( \langle i, w \rangle \ll p \), so that \( (x, y) \in f_i^{-1}[\mu^1(w)] \). If \( i = 1 \) then \( f_1(x, y) \in \mu^1(w) \) and in this case, \( \mathcal{F}_1 \) outputs \( \iota(w) \) in the output tape. When \( i \neq 1 \), \( i = 3 \) or \( i = 4 \), then \( f_i(x, y) = y \in \mu^1(w) \). There exist \( a_y, b_y \in \mathbb{Q} \) such that \( y \in \mu^1(w) = (a_y, b_y) \). Since \( f_i \) is bijective, \( a_x = f_i^{-1}(a_y) \) and \( b_x = f_i^{-1}(b_y) \) are defined and they satisfy the equations

\[
\begin{align*}
  a_x &= \sqrt{1 - a_y^2} \quad \text{and} \quad b_x = \sqrt{1 - b_y^2};
\end{align*}
\]

(notice that \( b_x < a_x \), because \( a_y < b_y \)) and it is immediate to show that \( b_x < f_1(x, y) < a_x \). There exist rational numbers \( a, b \) such that \( f_1(x, y) \in (b_x, a_x) \subseteq (a, b) \cap (-1, 1) \) and the set \( (a, b) \) is represented by a string \( w' \in \text{dom}(\mu^1) \), this string is computed by \( \mathcal{F}_1 \) in step 1.2.5, thus the output \( \iota(w') \) is correct. Therefore the machine \( \mathcal{F}_1 \) computes a function \( F \) such that on the input \( p \in \text{dom} \delta_{\mathcal{Z}_\Phi}, F(p) \) satisfies

\[
(\forall w' \in \Sigma^*)(w' \ll F(p) \leftrightarrow w' \in \text{dom}(\mu^1) \text{ and } f_1(x, y) \in \mu^1(w')).
\]

Therefore \( \delta^1(F(p)) = f_1(x, y) \) and \( F \) realizes \( f_1 \) with respect to \( \delta_{\mathcal{Z}_\Phi} \) and \( \delta^1 \), so that \( f_1 \) is \( (\delta_{\mathcal{Z}_\Phi}, \delta^1) \)-computable.

It only remains to prove that \( f_1^{-1} \) is \( (\delta^1, \delta_{\mathcal{Z}_\Phi}) \)-computable. There exists a Type-2 machine \( \mathcal{G}_1 \) that, on input \( q \in \text{dom} \delta^1 \), does the following: For each \( z \ll q \), \( \mathcal{G}_1 \) checks if \( \mu^1(z) \subseteq (-1, 1) \), if so, then it writes \( \iota(1, z) \) on the output tape; otherwise \( \mathcal{G}_1 \) ignores the string \( z \). It is easy to see that \( \mathcal{G}_1 \) computes a function \( G : \subseteq \Sigma^* \rightarrow \Sigma^* \) which realizes \( f_1^{-1} \) with respect to \( \delta^1 \) and \( \delta_{\mathcal{Z}_\Phi} \).

Therefore, the atlas \( \Phi \) fulfills Definition 3.3 so that it is a 1-dimensional computable atlas for the circle.

We now show that with a computable atlas, the transition functions satisfy the expected computability properties inside the induced computable topological space \( \mathbb{T}_\Phi(X) \).
Lemma 3.7. Let $\Phi = \{(\varphi_i, U_i)\}_{i \in I}$ be an n-dimensional computable atlas on $X$. Then for the computable spaces $T_\Phi(X)$ and $\mathbb{R}^n$:

(i) For all $i \in I$, the chart $\varphi_i: U_i \rightarrow \varphi_i[U_i]$ is a computable homeomorphism and $U_i$ is a $\theta_\Phi$-computable open set in $X$.

(ii) For each $i, j \in I$, $U_i \cap U_j$ is $\theta_\Phi$-computable open in $X$ and $\varphi_i(U_i \cap U_j)$ is $\theta^n$-computable open in $\mathbb{R}^n$.

(iii) Each transition function $\varphi_i \varphi_j^{-1}$ is a computable homeomorphism between $\theta^n$-computable subsets of $\mathbb{R}^n$.

Proof. (i) That each $\varphi_i (\varphi_i^{-1})$ is computable is true because $\varphi_i (\varphi_i^{-1})$ is $(\delta, \delta^n)$-computable and by Lemma 2.23 $\delta \Phi \equiv \delta_\Phi$. $U_i$ is $\theta_\Phi$-computable because since $\varphi_i$ is computable, the map $W \mapsto \varphi_i^{-1}[W]$ is $(\theta^n, \theta^n)$-computable (Theorem 2.30); (ii) Follows by combining (i) and part 1 of Theorem 2.20 with Theorem 2.30; (iii) is immediate because composition of computable functions between computable topological spaces is again, computable.

We continue with more examples of computable atlases.

Example 3.8. The topology induced by the computable atlas $\{(1_{\mathbb{R}^n}, \mathbb{R}^n)\}$ on $\mathbb{R}^n$ of Example 3.4 is of course, the usual euclidean topology and clearly $T_\Phi(\mathbb{R}^n)$ is equivalent to $\mathbb{R}^n$. Consider now the atlas $\Phi = \{(f_+, U_+), (f_-, U_-), (g_+, V_+), (g_-, V_-)\}$ on $S^1$ of Example 3.6. We have proven that it is computable. But which is the topology that $\Phi$ induces on $S^1$? Notice that for suitable $a, b, c, d, e, f \in \mathbb{Q}$ and $\varphi, \psi, \alpha \in \{f_+, f_-, g_+, g_-\}$ the condition

$$\varphi^{-1}[(a, b)] \subseteq \psi^{-1}[(c, d)] \cap \alpha^{-1}[(e, f)],$$

can be verified algorithmically. For example, $g_+^{-1}[(a, b)] \subseteq f_+^{-1}[(c, d)] \cap g_-^{-1}[(e, f)]$ is equivalent to the condition

$$(\forall (x, y) \in \mathbb{R}^2)x^2 + y^2 = 1 \land x < 0 \land y \in (a, b) \land (a, b) \subset (-1, 1) \Rightarrow y > 0 \land x \in (c, d)$$

$$\land (c, d) \subset (-1, 1) \land x > 0 \land y \in (e, f) \land (e, f) \subset (-1, 1)$$

and by Theorem 2.10 all expressions of this kind can always be checked in finite time by a Turing machine\(^7\). Hence, the effective space $\mathbb{S}^1_\Phi = (S^1, \tau_\Phi, B_\Phi, \lambda_\Phi)$ becomes a computable topological space, equivalent to $T_\Phi(S^1)$. It is not hard to show that $S^1_\Phi$ is equivalent to the computable subspace $\mathbb{S}^1$ of $\mathbb{R}^2$, therefore the induced computable topology on $S^1$ by $\Phi$ is the computable subspace topology.

Example 3.9. An atlas can be defined for the sphere $S^n \subset \mathbb{R}^{n+1}$ with the stereographic projection. Let $P = (0, \ldots, 0, 1), P_{-1} = (0, \ldots, 0, -1)$ and define $U_r = S^n - \{P_r\}$ with $r = 1, -1$. $U_1 \cup U_{-1} = S^n$ and if we define $s_1: U_1 \rightarrow \mathbb{R}^n$ by $s_1(x, t) = \frac{x}{1+|x|^2}$ and $s_{-1}: U_{-1} \rightarrow \mathbb{R}^n$, $s_{-1}(x, t) = \frac{x}{1+|x|^2}$ with $x = (x_1, \ldots, x_n)$, then $\Psi = \{(s_1, U_1), (s_{-1}, U_{-1})\}$ is a topological atlas for $S^n$. We now prove that $\Psi$ is a computable atlas for $S^n$ as follows: The atlas $\Psi$ induces the effective spaces $S^n_\Phi = (S^n, \tau_\Psi, B_\Psi, \lambda_\Psi)$ and $T_\Phi(S^n)$, being the latter computable. Now, since the maps $s_1, s_{-1}$ are rational functions with coefficients in $\mathbb{Q}$, we can apply Theorem 2.10 to deduce that the decision problem

$$s_{-1}^{-1}[B_1] \subseteq s_{-1}^{-1}[B_2] \cap s_{-1}^{-1}[B_3], \quad B_i \in \beta^n, r, t, u \in \{1, -1\},$$

\(^7\)Whenever we need to apply the Tarski’s decision method [16], we assume that we have an appropriate encoding of polynomial functions with rational coefficients as strings of $\Sigma^*$. 
is computable, thus $S^n_\psi = (S^n, \tau_\psi, B_\psi, \lambda_\psi)$ is a computable topological space and by Lemma 2.39 it is equivalent to $T_\psi(S^n)$. Our next step is to show that $S^n_\psi$ and $S^n = \mathbb{R}^{n+1}$ are equivalent computable spaces. This can be done easily using Definition 2.34 and Theorem 2.10. If $\mu_n^{n+1}$ is the notation for base elements of $S^n$ and $\theta_\psi$ is the representation for open sets of $S^n_\psi$, then to prove that $\mu_n^{n+1} \leq \theta_\psi$, we have that $s_{r}^{-1}([\mu_n^{n}(z)]) \subseteq \mu_n^{n+1}(w)$ ($z \in \text{dom}(\mu_n)$) and $w \in \text{dom}(\mu_n^{n+1})$ is equivalent to the expression

$$(\forall y \in \mathbb{R}^{n+1})(y \in S^n \text{ and } s_r(y) \in \mu_n^{n}(z) \Rightarrow y \in S^n \cap \mu_n^{n+1}(w))$$

and this expression can be easily translated into an elementary expression. With all this data, a Type-2 machine can be constructed such that, on input $w \in \text{dom}(\mu_n^{n+1})$, enumerates all pairs $(r, z)$ ($r \in \{-1, 1\}$, $z \in \text{dom}(\mu_n)$) and tests if $w, r$ and $z$ satisfy (3.2), if this is the case, then the machine outputs $t(z)$. This machine computes a function which translates $\mu_n^{n+1}$-names into $\theta_\psi$-names, that is, $\mu_n^{n+1} \leq \theta_\psi$. To prove that $\lambda_n \leq \theta_\psi$, the argument is almost the same. Thus $S^n_\psi$ and $S^n$ are equivalent, therefore $T_\psi(S^n)$ and $S^n$ are equivalent computable spaces.

Now to show that the atlas $\Psi$ is computable, the argument is the following: Since $T_\psi(S^n)$ and $S^n$ are equivalent, $\delta_\psi \equiv \delta_n^{n+1}$, so that to check that $s_1, s_{-1}$ and their inverses are computable with respect to $\delta_\psi$ and $\delta_n$, it is enough to show that they are computable with respect to $\delta_n^{n+1}$ and $\delta_n$. But $\delta_n^{n+1}$ is simply the representation $\delta_n^{n+1}$ of $\mathbb{R}^{n+1}$, restricted to $S^n$ (see Definition 2.8). In other words, we only need to show that the charts are computable with respect to $\delta_n^{n+1}$ and $\delta_n$. But the maps $s_1, s_{-1}$ and their inverses are defined in terms of sums, multiplications and square roots, thus they are easily seen to be computable.

To finish the proof, we need to show that the sets $s_i[U_i]$ are $\theta^n$-computable in $\mathbb{R}^n$. But this is immediate, because $s_i[U_i] = \mathbb{R}^n$. Therefore $\Psi$ is a computable atlas for $S^n$.

**Example 3.10.** Let $\mathbb{RP}^n$ be $n$-dimensional real projective space, the set of all 1-dimensional vector subspaces of $\mathbb{R}^{n+1}$. Each subspace is spanned by a non-zero vector $v = (x_1, \ldots, x_{n+1})$. In other words

$$\mathbb{RP}^n = (\mathbb{R}^{n+1} - \{0\}) / \sim,$$

where $x \sim y \Leftrightarrow (\exists \alpha \in \mathbb{R} - \{0\})(x = \alpha y)$. We define for $i = 1, \ldots, n+1$ the set $U_i = \{[v] \in \mathbb{RP}^n \mid x_i \neq 0\}$. Clearly $X$ is covered by $U_1, \ldots, U_{n+1}$. Let $\varphi_i : U_i \hookrightarrow \mathbb{R}^n$ and $\varphi_i^{-1} : \mathbb{R}^n \rightarrow U_i$ be defined by

$$\varphi_i([x_1, \ldots, x_{n+1}]) = \left(\frac{x_1}{x_i}, \ldots, \frac{x_{i-1}}{x_i}, \frac{x_{i+1}}{x_i}, \ldots, \frac{x_{n+1}}{x_i}\right);$$

$$\varphi_i^{-1}(y_1, \ldots, y_n) = [(y_1, \ldots, y_{i-1}, 1, y_{i+1}, \ldots, y_{n+1})].$$

This is therefore a coordinate chart $(\varphi_i, U_i)$ and the set of all these charts is an atlas $\Gamma$ on $\mathbb{RP}^n$. It is easy to show that each function $\varphi_i, \varphi_i^{-1}$ is computable with respect to $\delta_\Gamma$ and $\delta_n$. We conclude that $\Gamma$ is a computable atlas on $\mathbb{RP}^n$.

The set $\mathcal{B}_\Gamma = \left\{\varphi_i^{-1}([\mu_n(w)] \mid i = 1, \ldots, n+1; w \in \text{dom}(\mu_n))\right\}$ is a base for the topology induced by $\Gamma$ and also the property

$$\varphi_i^{-1}([\mu_n(w_1)] \subseteq \varphi_j^{-1}([\mu_n(w_2)]) \cap \varphi_k^{-1}([\mu_n(w_3)])$$

is equivalent to

$$(\forall x \in \mathbb{R}^{n+1})(x \neq 0 \land p_i(x) \in \mu_n(w_1) \Rightarrow x \neq 0 \land p_j(x) \in \mu_n(w_2) \land x_k \neq 0 \land p_j(x) \in \mu_n(w_3)),$$

and using Theorem 2.10 the latter expression can be checked algorithmically. The effective space $\mathbb{RP}^n_\Gamma = (\mathbb{RP}^n, \tau_\Gamma, \mathcal{B}_\Gamma, \lambda_\Gamma)$ is a computable topological space, which is equivalent to the computable space $T_\Gamma(\mathbb{RP}^n)$ induced by $\Gamma$. 
All the previous examples are cases in which we can replace the canonical computable space $T_{\Phi}(X)$ with the somewhat simpler effective space $X_{\Phi}$, but according to Lemma 2.39, this can be done only when the latter is computable.

As with standard topological manifolds, it can happen that a set $X$ has more than one computable atlas defined on it. We would like to consider two computable atlases that define the same computable topology as equivalent.

**Definition 3.11.** Two $n$-dimensional computable atlases $\Phi, \Psi$ on $X$ are **computably compatible** if and only if $\Phi$ and $\Psi$ are compatible (Definition 2.5) and $\delta_{\Phi} \equiv \delta_{\Psi}$.

Computable compatibility of computable atlases is an equivalence relation on the set of all computable atlases on $X$.

**Lemma 3.12.** Let $\Phi, \Psi$ be two computable atlases on $X$. Then $\Phi$ and $\Psi$ are computably compatible if and only if $T_{\Phi}(X)$ and $T_{\Psi}(X)$ are equivalent computable topological spaces.

**Proof.** ($\Rightarrow$) That $\Phi$ and $\Psi$ are computably compatible means that the following holds:

1. $\Phi$ and $\Psi$ are topologically compatible;
2. $\delta_{\Phi} \equiv \delta_{\Psi}$.

By (1) we have that $\tau = \tau_{\Phi} = \tau_{\Psi}$, thus $T_{\Phi}(X) = (X, \tau, \beta_{\Phi}, \nu_{\Phi})$ and $T_{\Psi}(X) = (X, \tau, \beta_{\Psi}, \nu_{\Psi})$. Combining (2) with part 2. of Lemma 2.23 and Theorem 2.35, $T_{\Phi}(X)$ and $T_{\Psi}(X)$ are equivalent.

($\Leftarrow$) If $T_{\Phi}(X)$ and $T_{\Psi}(X)$ are equivalent computable topological spaces, then $\tau_{\Phi} = \tau_{\Psi}$, thus $\Phi$ and $\Psi$ induce the same topology on $X$, so that $\Phi$ and $\Psi$ are topologically compatible.

Also, by Theorem 2.35, $\delta_{\Phi} \equiv \delta_{\Psi}$. Therefore, by Definition 3.11, $\Phi$ and $\Psi$ are computably compatible.

We now show two computable atlases which are compatible, but not computably compatible.

**Example 3.13.** Let $\Phi = \{(1_{\mathbb{R}}, \mathbb{R})\}$ and $\Psi = \{(\varphi_1, \mathbb{R})\}$, where $\varphi_1: \mathbb{R} \to \mathbb{R}$ is defined as $\varphi_1(x) = x + a$. $\Psi$ is the atlas of Example 3.5, where we saw that the computability of $\Psi$ does not depend on the computability of the number $a$ with respect to $\delta^1$. We now prove that if $a$ is not $\delta^1$-computable, then $\Phi$ and $\Psi$ are not computably compatible (notice that the two atlases are topologically compatible).

Suppose then that $a$ is not computable with respect to $\delta^1$ and that $\Phi$ and $\Psi$ are computably compatible. By Definition 3.11, $\delta_{\Phi} \equiv \delta_{\Psi}$ and since $\Phi$ is the atlas induced by the identity on $\mathbb{R}$, we have that $\delta_{\Phi} \equiv \delta^1$, hence $\delta_{\Psi} \equiv \delta^1$. The atlas $\Psi$ is computable, so that $\varphi_1$ is $(\delta_{\Psi}, \delta^1)$-computable. Since $\delta_{\Psi} \equiv \delta^1$, we can conclude that $\varphi_1$ is $(\delta^1, \delta^1)$-computable. But $\varphi_1$ is computable with respect to $\delta^1$ if and only if $a$ is a computable real number. Therefore $\Phi$ and $\Psi$ cannot be computably compatible.

Example 3.13 give us a desirable consequence of our definitions. If the map $\varphi_1$ is not computable in $\mathbb{R}$ with the usual manifold structure, then we do not want the atlas $\Psi$ to be compatible with $\Phi$.

**Definition 3.14.** A **computable structure** on $X$ is a equivalence class $[\Phi]$ of computable atlases on $X$.

**Definition 3.15** (Computable manifold). An $n$-dimensional **computable manifold** is a set $M$ together with a computable structure $[\Phi]$. 
Thus, a computable n-manifold is a pair \((M, \{\Phi\})\). As each computable atlas determines a unique computable structure, we can also simply write \((M, \Phi)\) and forget about the brackets and sometimes, if no confusion arises, we will omit the explicit reference to the computable atlas \(\Phi\). The integer \(n\), the dimension of the manifold, is denoted in the usual form as \(\dim M\). All the previous examples about sets with computable atlases are actually computable manifolds, we now give more examples.

**Example 3.16.** A computable 0-manifold is just a discrete computable topological space.

**Lemma 3.17.** Let \((M_1, \Phi_1), (M_2, \Phi_2)\) be computable manifolds such that \(\dim M = n\) and \(\dim N = m\). Then there exists a \((n+m)\)-dimensional computable atlas \(\Phi\) for the set \(M_1 \times M_2\) with the following properties:

(a) \(\lambda_\Phi = \lambda_{\Phi_1} \times \lambda_{\Phi_2};\)
(b) \(\delta_\Phi = [\delta_{\Phi_1}, \delta_{\Phi_2}];\)
(c) \(T_\Phi(M_1 \times M_2) = T\), where \(T\) is the computable topological space of Lemma 2.26 induced by the computable spaces \(T_{\Phi_1}(M_1)\) and \(T_{\Phi_2}(M_2)\).

**Proof.** Let \(\overline{X} = (\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R}, \mathbb{R}, \mathbb{R})\) be the computable product space induced by \(\mathbb{R}^n\) and \(\mathbb{R}^m\). Then \(\overline{X}\) is computably homeomorphic to \(\mathbb{R}^n + m\), using the canonical map \(((x_1, \ldots, x_n), (y_1, \ldots, y_m)) \mapsto (x_1, \ldots, x_n, y_1, \ldots, y_m)\). The set \(M_1 \times M_2\) endowed with the atlas

\[
\Phi = \{(g \circ (\varphi \times \psi), U \times V) \mid (\varphi, U) \in \Phi_1, (\psi, V) \in \Phi_2\}
\]

is a topological manifold of dimension \(n + m\), such that the topology induced in \(M_1 \times M_2\) by \(\Phi\) is the product topology of the spaces \(M_1\) and \(M_2\).

Now we prove (a)-(c). Notice that as \(\overline{X}\) and \(\mathbb{R}^n + m\) are computably homeomorphic, in the space \(\mathbb{R}^n + m\), we can replace the base \(\beta^{n+m}\) by the base

\[
\beta_g = \{g[\mu^n(w) \times \mu^m(z)] \mid (w, z) \in \text{dom}(\mu^n) \times \text{dom}(\mu^m)\},
\]

(see Lemma 2.37 and Corollary 2.38), thus the elements of the predicate space \(Z_{\overline{\Phi}} = (M_1 \times M_2, B_{\overline{\Phi}}, \lambda_{\overline{\Phi}})\) are defined as follows:

\[
B_{\overline{\Phi}} = \{(\varphi_i \times \psi_j) - 1[\mu^n(w) \times \mu^m(z)] \mid ((i, w), (j, z)) \in \text{dom} \mu_{\Phi_1} \times \text{dom} \mu_{\Phi_2}\};
\]

\[
\lambda_{\overline{\Phi}} : \Sigma \to B_{\overline{\Phi}}, \text{ is given by } \lambda_{\overline{\Phi}}((i, j), (w, z)) = (\varphi_i \times \psi_j) - 1[\mu^n(w) \times \mu^m(z)].
\]

Hence, it follows that \(\lambda_{\overline{\Phi}}((i, j), (w, z)) = (g \circ (\varphi_i \times \psi_j)) - 1[\mu^n(w) \times \mu^m(z)] = (\varphi_i - 1 \times \psi_j) - 1[\mu^n(w) \times \mu^m(z)] = (\varphi_i - 1 \times \psi_j) - 1[\mu^n(w) \times \mu^m(z)] = (\varphi_i - 1 \times \psi_j) - 1[\mu^n(w) \times \mu^m(z)] = (\lambda_{\Phi_1}((i, w)) \times \lambda_{\Phi_2}((j, z)) = (\lambda_{\Phi_1} \times \lambda_{\Phi_2})(i, w, j, z))\) and this implies that \(\delta_{\overline{\Phi}} = [\delta_{\Phi_1}, \delta_{\Phi_2}];\) this proves (a) and (b). It is easy to verify that the computable topological space \(T_{\Phi}(M_1 \times M_2) = (M_1 \times M_2, \tau_{\Phi}, \beta_{\Phi}, \nu_{\Phi})\) induced in \(M_1 \times M_2\) by \(\Phi\) is precisely the computable product space of \(T_{\Phi_1}(M_1)\) and \(T_{\Phi_2}(M_2)\), so that (c) holds.

To finish the proof of the Lemma, we only need to show that \(\Phi\) is a computable atlas on \(M_1 \times M_2\), i.e. we have to prove that each chart \(g \circ (\varphi_i \times \psi_j) : U_i \times V_j \to \mathbb{R}^{n+m} \in \Phi\) is \((\delta_{\overline{\Phi}}, \delta^{n+m})\)-computable with \((\delta^{n+m}, \delta_{\overline{\Phi}})\)-computable inverse and that each set \(\varphi_i[U_i] \times \psi_j[V_j]\) is \(\theta^{n+m}\)-computable. To do this, we will use the computable space \(\overline{X}\) and the representations \(\delta, \delta\) of points and open sets of \(\mathbb{R}^n \times \mathbb{R}^m\) induced by \(\overline{X}\). By (b), \(\delta_{\overline{\Phi}} = [\delta_{\Phi_1}, \delta_{\Phi_2}];\) and by part 2. of Lemma 2.26, \(\varphi_i \times \psi_j\) is \((\delta_{\overline{\Phi}}, \delta)\)-computable with \((\delta, \delta_{\overline{\Phi}})\)-computable inverse. Using part 3. of Lemma 2.26, the set \(\varphi_i[U_i] \times \psi_j[V_j]\) is a \(\Phi\)-computable open subset of \(\mathbb{R}^n \times \mathbb{R}^m\). Combining these facts with the computable homeomorphism \(g\) between \(\overline{X}\) and the computable euclidean space \(\mathbb{R}^{n+m}\), we deduce that \(\Phi\) is a computable atlas on \(M_1 \times M_2\). \(\square\)
We can generalize this result to arbitrary finite products of computable manifolds \(M_1 \times \cdots \times M_r\).

**Example 3.18.** Following Lemma 3.17 we can prove that the \(n\)-dimensional torus

\[
T^n = \prod_{i=1}^{n} S^1
\]

is a computable \(n\)-manifold, where we equip \(S^1\) with any of the atlases given in Examples 3.8 and 3.9 (they are computably compatible).

### 3.3. Functions between computable manifolds

In this section, we will show that (as expected) computable functions, as we have defined them in Section 2.6, are just adequate to be used as morphisms between computable manifolds.

To define morphisms between two computable manifolds \((M, \Phi)\) and \((N, \Psi)\), we have two possible choices. The first uses the induced computable topological spaces \(T_\Phi(M)\) and \(T_\Psi(N)\), a morphism between \(M\) and \(N\) is just a computable continuous function between \(T_\Phi(M)\) and \(T_\Psi(N)\). The second approach uses the representations \(\delta_\Phi, \delta_\Psi\) of \(M\) and \(N\) respectively, induced by the computable predicate spaces \(Z_\Phi\) and \(Z_\Psi\). The two options are equivalent thanks to Definition 2.28 and part 2. of Lemma 2.23. As our formal definition, we adopt the second approach.

**Definition 3.19.** Let \((M, \Phi), (N, \Psi)\) be computable manifolds. A morphism \(f: \subseteq (M, \Phi) \longrightarrow (N, \Psi)\) between computable manifolds is a \((\delta_\Phi, \delta_\Psi)\)-computable function \(f: \subseteq M \longrightarrow N\), where \(\delta_\Phi, \delta_\Psi\) are the representations induced by \(Z_\Phi\) and \(Z_\Psi\) respectively.

**Lemma 3.20.** Let \((M, \Phi), (N, \Psi)\) be computable manifolds and \(f: \subseteq M \longrightarrow N\) a function. Then \(f\) is a morphism of computable manifolds if and only if \(f\) is a computable map between the computable spaces \(T_\Phi(M)\) and \(T_\Psi(N)\).

**Proof.** \((\Rightarrow)\) If \(f\) is a morphism of computable manifolds, then \(f\) is \((\delta_\Phi, \delta_\Psi)\)-computable. But we know from part 2 of Lemma 2.23 that \(\delta_\Phi\) is equivalent to the inner representation of points of the computable space \(T_\Phi(M) = T(Z_\Phi)\). A similar statement is true for \(\delta_\Psi\) and \(T_\Psi(N)\). Therefore \(f\) is a computable function with respect to the inner representations of \(T_\Phi(M)\) and \(T_\Psi(N)\), so that by Definition 2.28 \(f\) is a computable map between \(T_\Phi(M)\) and \(T_\Psi(N)\).

\((\Leftarrow)\) If \(f\) is a computable map between \(T_\Phi(M)\) and \(T_\Psi(N)\), then by Definition 2.28 \(f\) is computable with respect to the inner representations of points of \(T_\Phi(M)\) and \(T_\Psi(N)\) and these representations are equivalent to the representations \(\delta_\Phi\) and \(\delta_\Psi\) respectively (by 2 of Lemma 2.23), so that by Definition 3.19 \(f\) is a morphism between the computable manifolds \(M\) and \(N\). \(\Box\)

Recall that computable functions are continuous. Of course, we would like computable homeomorphisms to be the standard equivalence between computable manifolds. We now prove some results about this topic. First, we have an analog of Lemma 2.37 for computable manifolds.

**Lemma 3.21.** Let \((M, \Phi)\) be a computable \(n\)-manifold and \(X\) a set. If \(f: M \longrightarrow X\) is a bijective function, then there exists a computable structure \([\Phi_f]\) on \(X\) induced by \(f\) and \(\Phi\), such that for all \(z \in \text{dom } \lambda_{\Phi_f}, \lambda_{\Phi_f}(z) = f[\lambda_{\Phi}(z)]\) and \(\delta_{\Phi_f} = f \circ \delta_{\Phi}\).
Proof. Let $\Phi = \{(\varphi_i, U_i)\}_{i \in I}$. By Lemma 2.37, $X_f$ becomes a computable topological space and $f$ is a computable homeomorphism between $T_\Phi(M)$ and $X_f$. Now, the atlas induced by $f$ on $X$ is given by

$$\Phi_f = \{(\psi_i, V_i) \mid \psi_i = \varphi_i \circ f^{-1} \text{ and } V_i = f[U_i], (\varphi_i, U_i) \in \Phi\}_{i \in I},$$

which induces the computable predicate space $Z_{\Phi_f} = (X, B_{\Phi_f}, \lambda_{\Phi_f})$, where

$$B_{\Phi_f} = \{(\varphi_i \circ f^{-1})^{-1}[\mu^a(w)] \mid (i, w) \in \Sigma^* \times \text{dom}(\mu^a)\},$$

$$\lambda_{\Phi_f} : \subseteq \Sigma^* \longrightarrow B_{\Phi_f} \text{ is given by } \lambda_{\Phi_f}(i, w) = (\varphi_i \circ f^{-1})^{-1}[\mu^a(w)].$$

Clearly $\lambda_{\Phi_f}(j) = f[\lambda_{\Phi}(j)]$, so that $\delta_{\Phi_f}(p) = f \circ \delta_{\Phi}(p)$ for all $p \in \text{dom}\delta_{\Phi_f}$. For each $i \in I$, the open set $\psi_i[V_i] = (\varphi_i \circ f^{-1})[f[U_i]] = \varphi_i[U_i]$ is $\theta^n$-computable open in $\mathbb{R}^n$ and the map $\psi_i$ is $(\delta^n, \delta^n)$-computable with $(\delta^n, \delta^n)$-computable inverse. It follows that $\Phi_f$ satisfies Definition 3.34 thus it induces a computable structure $[\Phi_f]$ on $X$.

Corollary 3.22. With the hypothesis of Lemma 3.23, $T_{\Phi_f}(X) = X_f$, where $X_f$ is the computable topological space of Lemma 2.37.

Proof. The topology of $T_{\Phi_f}(X)$ is generated by the base

$$\beta_{\Phi_f} = \{f[B] \mid B \in \beta_{\Phi}\},$$

and this is exactly the set $\beta_f$; so that $\nu_{\Phi_f} = \nu_f$. In other words, $T_{\Phi_f}(X) = X_f$. \hfill \Box

Corollary 3.23. Let $(M, \Phi)$ be a computable manifold and $X = (X, \tau, \beta, \nu)$ be a computable topological space. If $f : M \longrightarrow X$ is a computable homeomorphism between $T_\Phi(M)$ and $X$, then $T_{\Phi_f}(X)$ is equivalent to $X$.

Proof. It is an immediate consequence of Lemma 2.38 and Corollary 3.22. \hfill \Box

Corollary 3.24. Let $(M, \Phi), (N, \Phi')$ be computable manifolds. If $f : M \longrightarrow N$ is a computable homeomorphism, then the computable structure of $N$ and the computable structure induced by $f$ on $N$ are the same.

Proof. By Corollary 3.23, $T_{\Phi_f}(N)$ and $T_{\Phi'}(N)$ are equivalent computable topological spaces, so that we can use Lemma 3.12 to conclude that $\Phi_f$ and $\Phi'$ are computably compatible (Definition 3.11), therefore $[\Phi_f] = [\Phi']$. \hfill \Box

With this last result, we can see that two computably homeomorphic computable manifolds are “essentially” the same manifold.

Example 3.25. Let $h = s^{-1} : \mathbb{R}^n \longrightarrow \mathbb{S}^n \backslash \{P\}$ be the inverse of the stereographic projection of Example 2.33. If we equip $\mathbb{R}^n$ with the (usual) manifold structure of Example 3.4, then by Lemma 3.24 and Corollary 3.24, $\mathbb{S}^n$ becomes a computable $n$-manifold with a computable structure $\Gamma$ such that $T_{\Gamma}(\mathbb{S}^n)$ is equivalent to $\hat{\mathbb{S}}^n$.

We will have more to say about computable functions between computable manifolds in Section 5 where we introduce computable submanifolds and study computable embeddings of manifolds.
4. Properties of computable manifolds

We now present some properties of computable manifolds. First, we analyze which topological properties are satisfied by the induced topology in a computable manifold \( M \), then we present some results about computability in \( M \). Finally, we present the computable version of classical results about special atlases on \( M \).

4.1. Topological and computable properties. By definition, a computable topological space is a \( T_0 \)-space and thus, every computable manifold is a \( T_0 \)-space. However, a manifold also satisfies all the local topological properties of euclidean space \( \mathbb{R}^n \). Here is a list of some basic properties that the induced topology on a computable manifold satisfies: The \( T_1 \) separation axiom; the second axiom of countability (because every computable manifold has a countable atlas); it is locally connected; it is locally compact. But despite the fact that \( \mathbb{R}^n \) is a (computably) Hausdorff space, it is not true that every computable manifold is (computably) Hausdorff. We now prove that a well known example of a non-Hausdorff topological manifold is in fact, an example of a non-Hausdorff computable manifold.

Example 4.1. Let \( H \subset \mathbb{R}^2 \) be defined by \( H = \{(s,0) \mid s \in \mathbb{R}\} \cup \{(0,1)\} \). \( H \) is called the line with two origins. Let \( U \) be the subset of \( H \) of all points of the form \((s,0)\) with \( s \in \mathbb{R} \) and \( U' = (U - \{(0,0)\}) \cup \{(0,1)\} \). Define charts \( f: U \rightarrow \mathbb{R} \) and \( f': U' \rightarrow \mathbb{R} \) of \( H \) into \( \mathbb{R} \) by

\[
f(s,0) = s \quad f'(s,0) = s \text{ for } s \neq 0 \quad f'(0,1) = 0
\]

It is very easy to show that \( \Phi = \{(f,U),(f',U')\} \) is an atlas on \( H \) and that each chart is \((\delta_\Phi,\delta^1)\)-computable with \((\delta^1,\delta_\Phi)\)-computable inverse. Since \( f[U] = f'[U'] = \mathbb{R} \), each of these sets is \( \theta^1 \)-computable open in the computable space \( \mathbb{R} \). The atlas \( \Phi \) satisfies Definition 3.3 so that the pair \((H,\Phi)\) becomes a computable 1-manifold. The proof that \( H \) is a non-Hausdorff space with the topology induced by \( \Phi \) can be found in [28, 35].

Recall from Section 3.1 that given a computable manifold \((M,\Phi)\) using the atlas \( \Phi \), we constructed the computable predicate space \( Z_\Phi = (M,B_\Phi,\lambda_\Phi) \) where \( B_\Phi \) is the set of all computable balls in \( M \). This predicate space depends on \( \Phi \) and it can happen that \( B_\Phi \) contains empty elements.

Definition 4.2. Let \((M,\Phi)\) be a computable \( n \)-manifold. If the subset \( E \subseteq \text{dom} \lambda_\Phi \) defined by

\[
E = \{l \in \text{dom} \lambda_\Phi \mid \lambda_\Phi(l) \neq \emptyset \}
\]

is c.e., then \((M,\Phi)\) will be called a computable manifold with non-empty computable balls.

The next lemma states that if the set of non-empty computable balls is c.e., then the empty elements of \( B_\Phi \) can be removed from the computable spaces \( Z_\Phi \) and \( T_\Phi(M) \).

Lemma 4.3. Let \((M,\Phi)\) be a computable \( n \)-manifold with non-empty computable balls. Then there exists a computable topological space \( T'(M) = (M,\tau_\Phi,\beta',\nu') \) such that \( T_\Phi(M) \) is equivalent to \( T'(M) \) and \( \beta' \subset \beta_\Phi \) is the set of all finite intersections of non-empty computable balls of \( M \).

\[\text{This result is reminiscent of Lemma 25 of [20], which says that for a computable topological space } X, \text{ the empty base elements can be ignored if the set of non-empty base elements is c.e.}\]
Proof. Let $\mathcal{E} = \lambda_\Phi(E)$. Since the set $E \subseteq \text{dom}\lambda_\Phi$ is c.e. (and infinite), there exists an injective total computable function $h: \Sigma^* \rightarrow \Sigma^*$ such that range $h = E$. Define the notation $\lambda_h: \Sigma^* \rightarrow \mathcal{E}$ by $\lambda_h(w) = \lambda_\Phi \circ h(w)$. Then the triple $Z_h = (M, \mathcal{E}, \lambda_h)$ is a computable predicate space and since $\lambda_h = \lambda_\Phi \circ h$ and $\lambda_\Phi = \lambda_h \circ h^{-1}$, we have that $\lambda_\Phi \equiv \lambda_h$, and this fact implies that $\delta_\Phi \equiv \delta_h \equiv \delta_{Z_h}$. The computable topological space induced by $Z_h$ is $T'(M) = (M, \tau_\Phi, \beta', \nu')$, where $\beta'$ is the base generated by all finite intersections of the elements of $\mathcal{E} \subseteq B_\Phi$, thus $\beta' \subseteq \beta_\Phi$. Since $\delta \equiv \delta_\Phi \equiv \delta_h \equiv \delta'$, where $\delta, \delta'$ are the inner representations of $M$ induced by $T_\Phi(M)$ and $T'(M)$ respectively, we conclude that $T_\Phi(M)$ and $T'(M)$ are equivalent computable topological spaces, hence the result follows. $\square$

In a computable $n$-manifold, the computable points can be characterized by the computability of points in the computable euclidean space $\mathbb{R}^n$. We present a simple result from which other characterizations can be derived.

**Lemma 4.4.** Let $(M, \Phi)$ be a computable $n$-manifold and $x \in M$. Then $x$ is a $\delta_\Phi$-computable point in $M$ if and only if there exists a $\delta^n$-computable point $y \in \mathbb{R}^n$ and a computable function $f: \subseteq \mathbb{R}^n \rightarrow M$ such that $f(y) = x$.

**Proof.** ($\Rightarrow$) Let $x \in M$ be a $\delta_\Phi$-computable point. There exists a chart $(\varphi, U) \in \Phi$ such that $x \in U$ and $\varphi$ is a computable homeomorphism between $U$ and a computable open subset of $\mathbb{R}^n$. In particular, $\varphi$ and $\varphi^{-1}$ are computable with respect to $\delta^n$ and $\delta_\Phi$, which implies that $\varphi$ and $\varphi^{-1}$ preserve the computability of points between $U$ and $\varphi[U]$. Let $y = \varphi(x)$ and $f = \varphi^{-1}$. Then $y$ is a $\delta^n$-computable point in $\mathbb{R}^n$ and $f$ is a computable map such that $f(y) = x$.

($\Leftarrow$) Since $f$ is computable, it takes the $\delta^n$-computable point $y \in \mathbb{R}^n$ onto a $\delta_\Phi$-computable point in $M$, thus $f(y) = x$ must be $\delta_\Phi$-computable in $M$. $\square$

4.2. Some special computable atlases. In Theorem 4.6, we deal with the existence of two very useful computable atlases. To show that one of these atlases exists, our computable manifolds will need the property of non-empty computable balls and a technical result about computable homeomorphisms between rational open balls $B(q, \epsilon) \subset \mathbb{R}^n$ and $\mathbb{R}^n$.

**Lemma 4.5.** In the computable euclidean space $\mathbb{R}^n$, the following statements hold:

1. For each $w \in \text{dom}(\mu^n)$ such that $\mu^n(w) = B(w) = B(q, \epsilon)$, there exists a computable homeomorphism $h_w: B(w) \rightarrow \mathbb{R}^n$ from $B(w)_{\mathbb{R}^n}$ to $\mathbb{R}^n$.

2. The set
   $$\{(v, w, z) \in (\text{dom}(\mu^n))^3 \mid \mu^n(v) \subset h_w^{-1}[\mu^n(z)]\}$$

   is computable, where $h_w$ is the computable homeomorphism of part (1).

**Proof.** (1) Let $h: B(0, 1) \rightarrow \mathbb{R}^n$ be the computable homeomorphism of Example 2.32 and let $S_\epsilon, T_a: \mathbb{R}^n \rightarrow \mathbb{R}^n$ ($a \in \mathbb{R}^n, 0 < \epsilon \in \mathbb{R}$) be the homeomorphisms of $\mathbb{R}^n$ defined by $T_a(x) = x - a$ and $S_\epsilon(x) = \epsilon x$.

If $(a, \epsilon) \in \mathbb{Q}^n \times \mathbb{Q}^+$, then $T_a$ and $S_\epsilon$ are computable homeomorphisms of $\mathbb{R}^n$ onto itself. Now, if $\mu^n(w) = B(q, \epsilon)$, then we can define $h_w: B(q, \epsilon) \rightarrow \mathbb{R}^n$ as $h_w = h \circ S_{\epsilon^{-1}} \circ T_q$, clearly $h_w$ is a computable homeomorphism.
(2) Using the computable homeomorphisms $h_w$ of (1), we can express the property
\[ \mu^n(v) \subseteq h_w^{-1}[\mu^n(z)] \]
in terms of polynomial functions in $n$ variables and rational coefficients, this is true because we know that
\[ \mu^n(v) \subseteq h_w^{-1}[\mu^n(z)] \iff (\forall x \in \mathbb{R}^n)(x \in \mu^n(v) \Rightarrow h_w(x) \in \mu^n(z)) \quad (4.3) \]
and it can be seen that the right side of (4.3) is equivalent to the expression
\[ (\forall x \in \mathbb{R}^n)(d(x, q_v) < \varepsilon_v \Rightarrow d(h_w(x), q_z) < \varepsilon_z), \quad (4.4) \]
where $\mu^n(v) = B(q_v, \varepsilon_v)$ and $\mu^n(z) = B(q_z, \varepsilon_z)$. Now, using the formula to compute the function $h_w$, which is defined by
\[ h_w(x) = \frac{\varepsilon^{-1}(x-q)}{1 - \|\varepsilon^{-1}(x-q)\|}, \quad (\mu^n(w) = B(q, \varepsilon)) \]
for the distance $d(h_w(x), q_z)$, we have that
\[ d(h_w(x), q_z) = d\left(\frac{\varepsilon^{-1}(x-q)}{1 - \|\varepsilon^{-1}(x-q)\|}, q_z\right) \]
\[ = \frac{1}{1 - \|\varepsilon^{-1}(x-q)\|}d(\varepsilon^{-1}(x-q), (1 - \|\varepsilon^{-1}(x-q)\|)q_z). \]
Using the last expression, we can deduce that
\[ d(h_w(x), q_z) < \varepsilon_z \iff d(\varepsilon^{-1}(x-q), (1 - \|\varepsilon^{-1}(x-q)\|)q_z) < \varepsilon_z(1 - \|\varepsilon^{-1}(x-q)\|). \quad (4.5) \]
Let $y = \varepsilon^{-1}(x - q)$. Now we can write Equation (4.4) as
\[ (\forall x, y \in \mathbb{R}^n)(y = \varepsilon^{-1}(x - q) \land d(x, q_v) < \varepsilon_v \Rightarrow d(y, (1 - \|y\|)q_z) < \varepsilon_z(1 - \|y\|)). \]
Now let $r = 1 - \|y\| \in \mathbb{R}$, then $\|y\|^2 = (1 - r)^2$ and the above equation becomes
\[ (\forall x, y \in \mathbb{R}^n, \forall r \in \mathbb{R})(y = \varepsilon^{-1}(x - q) \land \|y\|^2 = (1 - r)^2 \land d(x, q_v) < \varepsilon_v \Rightarrow d(y, rq_z) < \varepsilon_zr). \quad (4.6) \]
This last expression can be easily converted into an elementary expression and it can be seen that given $v, w, z \in \text{dom}(\mu^n)$ the polynomial expression defining Equation (4.3) can be constructed algorithmically, so that the decidability of (4.3) can be verified by a single Turing machine (using Theorem 2.10) uniformly in $(v, w, z) \in (\text{dom}(\mu^n))^3$. \hfill \Box

**Theorem 4.6 (Special computable atlases).** Let $(M, \Phi)$ be a computable $n$-manifold.

(a) There exists a computable atlas $\Gamma$ on $M$, computably compatible with $\Phi$ and such that for every chart $h: V \rightarrow \mathbb{R}^n \in \Gamma$, $h[V] = B(q, \varepsilon)$ for some $(q, \varepsilon) \in \mathbb{Q}^n \times \mathbb{Q}^+$. 

(b) If $(M, \Phi)$ has the property of non-empty computable Euclidean balls, there exists a computable atlas $\Psi$ on $M$, computably compatible with $\Phi$ and such that for every chart $\psi: V \rightarrow \mathbb{R}^n$ of $\Psi$, $\psi[V] = \mathbb{R}^n$.

**Proof.** (a) For the computable atlas $\Phi$, recall that an element $B_j \in \mathcal{B}_\Phi$ is defined as $B_j = \varphi^{-1}_j[\mu^n(w)]$, where $j = (i, w)$. If $B_j \neq \emptyset$, then we can define a chart $h_j: B_j \rightarrow \mathbb{R}^n$ by $h_j = \varphi_i|_{B_j}$. Let $\Gamma$ be the set of all such charts, $\Gamma$ is clearly a computable atlas on $M$. Now we have to show that $\Phi$ and $\Gamma$ are computable compatible. Notice that if $z = (j, w) = (i, u) \in \text{dom } \lambda_{\Gamma}$ is such that $\lambda_{\Gamma}(z) \neq \emptyset$, then
\[ \lambda_{\Gamma}(z) = h^{-1}_j[\mu^n(w)] = (\varphi_i|_{B_j})^{-1}[\mu^n(w)] = \varphi^{-1}_i[\mu^n(w)] = \lambda_{\Phi}(i, u). \]
and if $v = (i, u) \in \text{dom } \lambda_{\Phi}$ with $\lambda_{\Phi}(v) \neq \emptyset$, then
\[ \lambda_{\Phi}(v) = \varphi^{-1}_i[\mu^n(u)] = (\varphi_i|_{B_v})^{-1}[\mu^n(u)] = \lambda_{\Gamma}((v, u)). \]
We claim that (assume that for all $j$, $\delta h$ equivalent computable spaces, which means that we have to show that $p u$ compatible. By Lemma 3.12, we can do this by proving that $\lambda \delta M h$ of Lemma 4.5. The set of charts $\Psi = \{\psi : B_j \rightarrow \mathbb{R}^n\}$ is a computable manifold with non-empty computable euclidean balls, then we can

(b) If $(M, \Phi)$ has the property of non-empty computable euclidean balls, then we can assume that for all $k \in dom \lambda \Phi$, $\lambda \Phi(k) \neq \emptyset$. For each $B_j \in B_\Phi$ $(j = \langle i, w \rangle)$, define a chart $\psi_j : B_j \rightarrow \mathbb{R}^n$ as $\psi_j = h_w \circ \varphi_i |_{B_j}$, where $h_w$ is the computable homeomorphism $h_w : \mu^w(w) \rightarrow \mathbb{R}^n$ of Lemma 4.5. The set of charts $\Psi = \{\psi_1 : B_1 \rightarrow \mathbb{R}^n\}$ is a topological atlas on $M$, compatible with $\Phi$. Moreover, $\Psi$ is computable, because the $\psi_i$’s and their inverses are computable with respect to $\delta \Phi$ and $\delta n$. Also, $\mathbb{R}^n$ is trivially a $\theta^n$-computable open set. We claim that $(M, \Psi)$ is a computable manifold with non-empty computable euclidean balls. If $u \in dom \lambda \Phi$, then $\lambda \Phi(u) = \psi^{-1}_j[\mu^n(z)]$, where $u = \langle j, z \rangle$ and $j = \langle i, w \rangle \in dom \lambda \Phi$. Now, $\lambda \Phi(u) \neq \emptyset$ $\iff$ $\psi^{-1}_j[\mu^n(z)] \neq \emptyset$ $\iff$ $\langle h_w \circ \varphi_i \rangle^{-1}[\mu^n(z)] \neq \emptyset$ $\iff$ $j = \langle i, w \rangle \in dom \lambda \Phi \land \mu^n(z) \subset h_w[\varphi_i(B_j)]$ $\iff$ $j = \langle i, w \rangle \in dom \lambda \Phi \land \mu^n(z) \subset h_w[\mu^n(w)]$ $\iff$ $j \in dom \lambda \Phi$. This shows that the set $\{u \in dom \lambda \Phi \mid \lambda \Phi(u) \neq \emptyset\}$ is c.e., so that $(M, \Psi)$ is a computable manifold with non-empty computable euclidean balls.

To finish the proof of the theorem, we only need to show that $\Phi$ and $\Psi$ are computably compatible. By Lemma 3.12, we can do this by proving that $T_M(M)$ and $T_\Psi(M)$ are equivalent computable spaces, which means that we have to show that $\nu \Phi \leq \theta \Psi$ and $\nu \Phi \leq \theta \Phi$.

$\nu \Phi \leq \theta \Phi$. An element $B$ of $\beta \Phi$ is a finite intersection of the form

$$B = \nu \Phi(t(j_1) \cdots t(j_k)) = \bigcap_{j \in F} \lambda \Phi(j) \quad F \subset dom \lambda \Phi,$$

where $F = \{j_1, \ldots, j_k\}$. Notice that for any $j \in F$ $(j = \langle i, w \rangle)$, we have that

$$\lambda \Phi(j) = \varphi^{-1}_i[\mu^n(w)] = \varphi^{-1}_i[h^{-1}_w[\mathbb{R}^n]] = \varphi^{-1}_i[h^{-1}_w[\bigcup_{z \in dom(\mu^n)} \mu^n(z)]]$$

$$= \bigcup_{z \in dom(\mu^n)} (h_w \circ \varphi_i)^{-1}[\mu^n(z)] = \bigcup_{z \in dom(\mu^n)} \psi^{-1}_j[\mu^n(z)] = \bigcup_{z \in dom(\mu^n)} \lambda \Phi(j, z),$$

hence

$$B = \nu \Phi(t(j_1) \cdots t(j_k)) = \bigcap_{j \in F} \lambda \Phi(j) = \bigcap_{j \in F} \left( \bigcup_{z \in dom(\mu^n)} \lambda \Phi((j, z)) \right)$$

$$= \bigcup_{z \in dom(\mu^n)} \left( \bigcap_{j \in F} \lambda \Phi((j, z)) \right) = \bigcup_{z \in dom(\mu^n)} \nu \Phi(t((j_1, z_1)) \cdots t((j_k, z_k))).$$

With all this data, we can construct a Type-2 machine that, on input $u = t(j_1) \cdots t(j_k) \in dom \nu \Phi$, computes an element $p_u \in \Sigma^\omega$ such that $p_u$ is a list of all strings $t((j_1, z_1)) \cdots t((j_k, z_k))$ where $z_i \in dom(\mu^n)$ and $j_1, \ldots, j_k \in F$. This reduction works because $(M, \Phi)$ and $(M, \Psi)$ have the property of non-empty euclidean balls (it allows us to avoid translate the name of an empty base element of $\beta \Phi$ into a non-empty element of $\tau \Phi = \tau \Psi$). We conclude that $\nu \Phi \leq \theta \Phi$.

$\nu \Phi \leq \theta \Phi$. An argument similar to the previous one can be used to prove this case, because for any $l = \langle j, z \rangle \in dom \lambda \Psi (j = \langle i, w \rangle)$, $\lambda \Psi((j, z)) = \psi^{-1}_j[\mu^n(z)] = (h_w \circ \varphi_i)^{-1}[\mu^n(z)] = \varphi^{-1}_i[h^{-1}_w[\mu^n(z)]] = \bigcup_{u \in C_{wz}} \varphi^{-1}_i[\mu^n(u)] = \bigcup_{v \in C_{wz}} \lambda \Phi((i, v))$, where $C_{wz} = \{v \in dom(\mu^n) |$
\(\mu^n(v) \subset h_w^{-1}[\mu^n(z)]\) is a computable subset of \(\text{dom}(\mu^n)\) (uniformly in \(w, z\), apply (b) of Lemma 4.5). Using this fact, we can construct the Type-2 machine which computes the function that translates \(\lambda_\Psi\)-names into \(\theta_\Psi\)-names. Again, the property of non-empty euclidean balls is being used to avoid translating the name of an empty element into a non-empty element.

We have proven that \(T_\Psi(M)\) and \(T_\Phi(M)\) are equivalent computable topological spaces. By Lemma 3.12 \(\Phi\) and \(\Psi\) are computably compatible atlases on \(M\). The result follows. \(\square\)

Remark. Since any compact computable manifold admits a finite computable atlas, all such manifolds have the property of non-empty computable euclidean balls, thus (b) of Theorem 4.6 is valid for these manifolds.

5. COMPUTABLE SUBMANIFOLDS

One of the most important concepts in the theory of manifolds is that of submanifold, that is, a manifold which is a subset of another manifold. In this section, we will develop the corresponding concept of computable submanifold.

Definition 5.1. A computable manifold \((M, \Phi)\) is a computable submanifold of \((N, \Psi)\) if and only if \(M \subset N\) and the inclusion \(i: M \hookrightarrow N\) is a computable embedding of \(T_\Phi(M)\) into \(T_\Psi(N)\).

A computable submanifold is just a subset of a computable manifold \(N\), which is also a computable manifold in its own right, with computable subspace topology. A simple example of a computable submanifold is the computable \(n\)-sphere \(S^n \subset \mathbb{R}^{n+1}\). From the definition, it is clear that the computable topology of subspace characterizes the computable structure of a computable submanifold. The following is an important example of a computable submanifold of a computable manifold.

Proposition 5.2. Let \((M, \Phi)\) be a computable manifold and \(\emptyset \neq W \subset M\) a \(\theta_\Phi\)-computable open subset of \(M\). Then there exists a computable atlas \(\Psi\) on \(W\) which makes \(W\) into a computable submanifold of \(M\).

Proof. Let \(W \subseteq M\) be any non-empty \(\theta_\Phi\)-computable open subset of \((M, \Phi)\). We give \(W\) a computable structure induced by that of \(M\). Since \(W\) is a \(\theta_\Phi\)-computable open set in \(T_\Phi(M)\), there exists a computable infinite string \(q_W \in \Sigma^\omega\) such that

\[\theta_\Phi(q_W) = W.\]

For each \(j \ll q_W\) such that \(\nu_\Phi(j) = V_j\) and \(V_j \neq \emptyset\), there exists a chart \((\varphi_i, U_i) \in \Phi\) such that \(V_j \subset U_i\) and \(\psi_{(i,j)} = \varphi_i|_{V_j}: V_j \longrightarrow \mathbb{R}^n\) is a homeomorphism onto an open subset of \(\mathbb{R}^n\), so that the pair \((\psi_{(i,j)}, V_j)\) is a chart on \(W\). Let \(\Phi_W\) be defined by

\[\Phi_W = \{((\psi_{(i,j)}, V_j) \mid j \ll q_W \land V_j \neq \emptyset \land V_j \subset W \land U_i \land \psi_{(i,j)} = \varphi_i|_{V_j} \land (\varphi_i, U_i) \in \Phi\}.\]

\(\Phi_W\) is a topological atlas on \(W\), and it can be easily verified that all charts \(\psi_{(i,j)}\) with their respective inverses are computable with respect to \(\delta_{\Phi_W}\) and \(\delta^n\) and the sets \(\psi_{(i,j)}[V_j]\) are \(\theta^n\)-computable in \(\mathbb{R}^n\). By Definition 3.3 \(\Phi_W\) is a computable atlas on \(W\), thus the pair \((W, \Phi_W)\) is a computable \(n\)-manifold. Let \(T = T_\Phi(M)\), we now prove that \(W_T\) and \(T_{\Phi_W}(W)\) are equivalent computable topological spaces by showing that \(\delta_W \equiv \delta_{\Phi_W}\).
$\delta_{w} \leq \delta_{W}$. For any $k = \langle j, z \rangle \in \text{dom} \lambda_{w}$ with $j = \langle i, w \rangle$ and $\lambda_{w}(k) \neq \emptyset$, we have that
\[
\lambda_{w}(k) = \psi_{j}^{-1}[\mu^{n}(z)] = (\varphi_{i}|_{V_{j}})^{-1}[\mu^{n}(z)] = \varphi_{i}^{-1}[\mu^{n}(z)] = \lambda_{f}(\langle i, z \rangle) \subset W.
\]
Using the equality $\lambda_{w}(k) = \lambda_{f}(\langle i, z \rangle)$, it is easy to build a Type-2 machine which translates $\delta_{w}$-names into $\delta_{W}$-names.

$\delta_{W} \leq \delta_{w}$. This is the part of the proof where the computability of $W$ comes into play, and we also need to use a “time-sharing” technique. A Type-2 machine $\mathfrak{M}$ can be built with the following program: On input $p \in \text{dom} \delta_{W}, \mathfrak{M}$ starts enumerating all strings $z \in \Sigma^{*}$ such that $z = wy; w \ll q_{W}$ and $y \ll p$. This enumeration can be computed by $\mathfrak{M}$, because $q_{W}$ can be calculated. Notice also that $w \in \text{dom} \nu_{w}, y \in \text{dom} \nu_{W} = \text{dom} \nu_{w}$, so that $z \in \text{dom} \nu_{w}$ and the open set $\nu_{w}(z)$ is $\theta_{w}$-computable. Let $x = \delta_{W}(p) = \delta_{f}(p)$, for each enumerated string $z$, $\mathfrak{M}$ tries to determine if $x \in \nu_{w}(z)$, if so, then $\mathfrak{M}$ prints the string $i(z')$ on the output tape, where
\[
z' = i((i_{1}, e_{1}) \ldots i(i_{s}, e_{s}) \ldots i((j_{1}, f_{1}) \ldots i((j_{p}, f_{r}), f_{r})) \in \text{dom} \nu_{w},
\]
and $w = i((i_{1}, e_{1}) \ldots i(i_{s}, e_{s})$ and $y = i((j_{1}, f_{1}) \ldots i((j_{r}, f_{r}))$. The machine $\mathfrak{M}$ must execute simultaneously this step for multiple enumerated strings $z$, and from time to time, $\mathfrak{M}$ must begin executing new tests. This completes the specification of $\mathfrak{M}$.

By part 1 of Lemma 3.21, the decision problem “$x \in \nu_{w}(z)$” is $(\delta_{w}, \theta_{w})$-c.e., thus if $x \in \nu_{w}(z)$, $\mathfrak{M}$ will finish executing this step for the string $z$. But if $x \notin \nu_{w}(z)$, $\mathfrak{M}$ might not be able to finish this part of its program in finite time. This is the reason why $\mathfrak{M}$ must run multiple tests “$x \in \nu_{w}(z)$” simultaneously, advancing each test a few steps at a time. Because $x \notin W$, it cannot happen that all of the test executed by $\mathfrak{M}$ are unsuccessful. Therefore the output of the machine $\mathfrak{M}$ is non-trivial, it is an infinite string $p' \in \Sigma^{*}$ such that
\[
(\forall z' \in \Sigma^{*})(z' \ll p' \iff z' \in \text{dom} \nu_{w} \wedge \delta_{w}(p') \in \nu_{w}(z'))
\]
and $x = \delta_{W}(p) = \delta_{w}(p')$. Therefore $\delta_{W} \leq \delta_{w}$.

We have shown that $\delta_{w} \equiv \delta_{w}$, hence the inclusion $i: W \hookrightarrow M$ is a computable embedding of $\mathcal{T}_{w}(W)$ onto $\mathcal{T}_{w}(M)$. By Definition 5.1, $W$ is an (open) computable submanifold of $M$.

When $W$ is not $\theta_{w}$-computable, we do not know whether $(W, \Phi_{w})$ is a computable submanifold of $M$, we only have that $\nu_{W} \leq \theta_{w}$, i.e., everything that is computable in $\mathcal{T}_{w}(W)$ is computable in $W_{T}$.

In Section 2.6 we introduced computable embeddings of computable topological spaces, the next lemma shows their relationship with computable manifolds. Informally, it says that every computable manifold that is computably embedded in another computable manifold, can be thought as a computable submanifold of the latter.

**Lemma 5.3.** Let $(\mathcal{M}^{n}, \Phi), (\mathcal{N}^{m}, \Psi)$ be computable manifolds and $h: M \hookrightarrow N$ be a computable embedding. Then the subset $M' = h[M]$ has the structure of a computable submanifold of $N$, such that $M \cong_{ct} M'$.

**Proof.** Let $\mathcal{T} = \mathcal{T}_{\Phi}(N)$. By Corollary 3.23, the computable homeomorphism $h: M \hookrightarrow M'$ induces a computable structure $\Phi_{h}$ on $M'$ such that $\mathcal{T}_{\Phi_{h}}(M')$ is equivalent to $M'_{T}$, therefore the inclusion of $M'$ into $N$ is a computable embedding of $\mathcal{T}_{\Phi_{h}}(M')$ into $\mathcal{T}$, so that $(M', \Phi_{h})$ is a computable submanifold of $(N, \Psi)$. Since $\mathcal{T}_{\Phi}(M) \cong_{ct} \mathcal{T}_{\Phi_{h}}(M')$, we are done.

$\square$
Example 5.4. In example 3.18 if we take \( n = 2 \), the 2-dimensional Torus \( T^2 = S^1 \times S^1 \) is a computable submanifold of \( \mathbb{R}^4 \). But it is known from standard topology that the map \( h: T^2 \hookrightarrow \mathbb{R}^3 \) given by

\[
h(x_u, y_u, x_v, y_v) = ((2 + y_v)y_u, (2 + y_u)x_u, x_v),
\]

is a homeomorphism of \( T^2 \) onto the set \( T' = h[T^2] \) (that is, it is an embedding). Clearly, \( h \) is a computable embedding of \( \text{T}_\Phi(T^2) \) into \( \mathbb{R}^3 \). By Lemma 5.3 \( h \) induces a computable structure on \( T' \), such that \( T'_{\mathbb{R}^3} \) is equivalent to \( \text{T}_{\Phi_h}(T') \), so that, \( (T', \Phi_h) \) becomes a computable submanifold of \( \mathbb{R}^3 \).

Lemma 5.5. Every computable submanifold of a computably Hausdorff computable manifold is a computably Hausdorff manifold.

Proof. This is an immediate consequence of Theorem 2.44 and Definition 5.1. □

6. Computable submanifolds of computable euclidean spaces

In the general theory of manifolds, it is shown that abstract Hausdorff topological \( n \)-manifolds are no more general that \( n \)-dimensional submanifolds of euclidean spaces, thus for all practical purposes, one can work with submanifolds of \( \mathbb{R}^q \) and this yields some good advantages. The main step in proving that general abstract manifolds can be reduced to submanifolds of \( \mathbb{R}^q \), is to show that for any \( n \)-manifold \( M \), there is an embedding of \( M \) into some euclidean space.

In this section, we will prove a computable version of the embedding theorem for topological manifolds. We will show that any abstract compact computable \( n \)-manifold that is computably Hausdorff, can be embedded in some computable space \( \mathbb{R}^q \), for \( q \) sufficiently large.

6.1. Computable embeddings of manifolds in computable euclidean spaces. There are many facts [24] in the theory of manifolds (topological, differentiable and/or PL) which can be shown to be true using the well known result that every Hausdorff \( n \)-manifold \( M \) (of any kind) embeds in some high dimensional euclidean space \( \mathbb{R}^q \), where \( q \) depends on \( n \). Many versions of this embedding theorem exist, the difference between them is the dimension of the space \( \mathbb{R}^q \). It was proven by Whitney [27] that if \( M \) is smooth, then it embeds in \( \mathbb{R}^{2n} \) and this is the best possible result. The same is true for the piecewise linear case using similar constructions to those used in the smooth case. If \( M \) has no additional structure, it can be embedded in \( \mathbb{R}^{2n+1} \) and again, this is the lowest possible dimension for the euclidean space. This last result can be proven by means of dimension theory [36, 42, 43].

Our aim now is to prove a computable version of an embedding theorem for compact computable manifolds which are computably Hausdorff. We will show that every such manifold can be embedded in computable euclidean space \( \mathbb{R}^q \) (where \( q \) must be large enough, we will not try to optimize \( q \)) with a computable embedding. The question remains open if a compact computably Hausdorff computable manifold can be computably embedded in a lower dimensional euclidean space. Notice that by Lemma 5.5 any computable manifold embedded in computable euclidean space must have the property of being computably Hausdorff.
6.2. **An embedding theorem.** From now on, all computable manifolds are assumed to be computably Hausdorff. We now show that every compact computably Hausdorff computable manifold has a computable embedding in some euclidean space of sufficiently high dimension. We develop a computable version of the proof of the classical embedding theorem which can be found in [35].

Let \((M, \Phi)\) be a compact computable manifold of dimension \(n\) and suppose that \(\Phi\) is the atlas given in part (a) of Theorem 4.6. Let \((\varphi, U) \in \Phi\), where \(\varphi[U] = \mu^n(z)\) for some \(z \in \text{dom}(\mu^n)\). Let the map \(h_z: \mu^n(z) \rightarrow \mathbb{R}^n\) be the computable homeomorphism of Lemma 4.5 and let \(s: S^n - \{P\} \rightarrow \mathbb{R}^n\) \((P = (0, \ldots, 0, 1))\) be the computable stereographic projection given in Example 2.33. Define a function \(g: M \rightarrow S^n\) by

\[
g(x) = \begin{cases} 
  s^{-1} \circ h_z \circ \varphi(x) & \text{if } x \in U, \\
  P & \text{if } x \in M - U.
\end{cases}
\]

**Lemma 6.1.** The function \(g\) is computable and hence it is continuous.

**Proof.** We prove that \(g\) is a computable map from \(T_{\Phi}(M)\) to \(S^n\) by showing that the map \(B \mapsto g^{-1}[B]\) is \((\nu_{\Sigma^n}, \theta_{\Phi})\)-computable (See Theorem 2.30). There is a Type-2 machine \(\mathfrak{M}\) that on input \(V = B \cap S^n\) \((B = B(r, e)\) is the open ball in \(\mathbb{R}^{n+1}\)), does the following:

1. If \(V\) contains the point \(P\), then execute the following steps:
   1.1 Calculate the compact set \(K = S^n - V\);
   1.2 compute the compact set \(K' = g^{-1}[K]\);
   1.3 output the set \(V' = M - K'\).

2. If \(V\) does not contains \(P\), output the open set \(g^{-1}[V]\).

First, we show that each step can be executed by \(\mathfrak{M}\). The test \(P \in V\) in steps 1 and 2 can be done by \(\mathfrak{M}\) in finite time, because \(P \in \mathbb{Q}^n\) and \(V = B \cap S^n\) is specified by rational numbers. To construct the set \(K\) in step 1.1, \(\mathfrak{M}\) needs to compute an element \(p \in \Sigma^\omega\) such that \(K \in \kappa_{\Sigma^n}(p)\) and this can be done by \(\mathfrak{M}\) because the map \(V \mapsto S^n - V\) is \((\nu_{\Sigma^n}, \kappa_{\Sigma^n})\)-computable. Step 1.2 can be accomplished because in the subset \(U \subset \text{dom} g = M\), \(g^{-1} = \varphi^{-1} \circ f_z^{-1} \circ s\) exists and it is a computable function, thus the function \(K \mapsto g^{-1}[K]\) is \((\kappa_{\Sigma^n}, \kappa_{\Phi})\)-computable. To execute step 1.3, \(\mathfrak{M}\) can use the computable function \(f: \Sigma^\omega \rightarrow \Sigma^\omega\) of the reduction \(\kappa_{\Phi} \leq \psi_{\Phi}\). This reduction exists because \(T_{\Phi}(M)\) is computably Hausdorff (part 4 of Theorem 2.44). The construction of the set \(g^{-1}[V]\) in step 2 can be executed by \(\mathfrak{M}\) because as \(P \notin V\), \(V \subset S^n - \{P\}\), thus in \(V\), \(g\) is a computable function. This proves that each step of \(\mathfrak{M}\) can be done in finite time, so that \(\mathfrak{M}\) is a valid Type-2 machine.

We now prove the correctness of this pseudocode. Assume that \(P \in V\), then \(\mathfrak{M}\) goes on to execute step 1.1 and compute the set \(K = S^n - V\). Notice that as \(P \in V\), \(K \subset g[U]\), so that in \(K\), \(g = s^{-1} \circ f_z \circ \varphi\) and \(\mathfrak{M}\) can use \(s, f_z\) and \(\varphi^{-1}\) to compute the compact set \(K' = g^{-1}[K]\) \(\subset U\) in step 1.2. Finally, in step 1.3, \(\mathfrak{M}\) computes the open set \(V' = M - K'\), and this set is such that \(V' = g^{-1}[V]\). Suppose that \(P \notin V\). Then \(V \subset S^n - \{P\}\) and \(\mathfrak{M}\) uses \(g\) to compute the open set \(g^{-1}[V] \subset U\).

This proves that the machine \(\mathfrak{M}\) computes a function which realizes the map \(V \mapsto g^{-1}[V]\) with respect to \(\nu_{\Sigma^n}\) and \(\theta_{\Phi}\). Therefore, the map \(V \mapsto g^{-1}[V]\) is \((\nu_{\Sigma^n}, \theta_{\Phi})\)-computable, thus by Theorem 2.30 \(g\) is a computable function from \(M\) to \(S^n\). By Proposition 2.29 \(g\) is continuous.

\[\square\]
We are ready to prove the main result of this section.

**Theorem 6.2.** For any compact computable manifold $M^n$, there exists a computable embedding of $M$ into $\mathbb{R}^q$ for $q$ sufficiently large.

**Proof.** Let $M$ be a compact computable manifold of dimension $n$ and assume that $S^n$ has the computable subspace topology induced by $\mathbb{R}^{n+1}$. By compactness of $M$ and part (a) of Theorem 4.6 we can find a finite atlas \{$(\varphi_1, U_1), \ldots, (\varphi_l, U_l)$\} such that $\varphi_i|U_i = \mu^n(z_i)$ for all $i = 1, \ldots, l$. Using Lemma 6.1 we construct computable functions $g_i: M \rightarrow S^n$. Now let

$$X = S^n \times \cdots \times S^n$$

and define $G: M \rightarrow X$ of $T_\varphi(M)$ into $X$ by $G = (g_1, \ldots, g_l)$. We now prove that $G$ is injective. Take $x, y \in M$ with $x \neq y$. If there is a chart $U_i$ such that $x, y \in U_i$ then $g_i(x) \neq g_i(y)$ because $g_i$ is injective in $U_i$. If $x$ and $y$ are not in the same chart, then $x \in U_i$ for some $i$ and $y \not\in U_i$, hence $g_i(x) \neq P$ and $g_i(y) = P$. Since $M$ is compact and $X$ is Hausdorff, then $G$ is a closed map, therefore $G$ is a topological embedding. Because each $g_i$ is computable, $G$ is computable (use part 2. of Lemma 2.26). To see that the inverse function $G^{-1}$ is computable, let $\mathcal{M}'$ be a Type-2 machine that on input $x \in \text{range } h$, executes the following steps:

1. Compute each component $x_i \in S^n$ ($i = 1, \ldots, l$) of $x$.
2. Find $j$ such that $x_j \in S^n - P$.
3. Output $y = g_j^{-1}(x_j)$.

Step 1 can be computed because by Lemma 2.26, the map $x \mapsto x_i$ is ($\delta, \delta_{S^n}$)-computable for each $i$; step 2 is finished in finite time because each $x_i \in S^n \subset \mathbb{R}^{n+1}$ is $\delta_{S^n}$-computable, the set $S^n - P$ is $\theta_{S^n}$-computable open in $S^n$ and by part 1 of Lemma 2.21, the decision problem “$x_i \in S^n - P$” is ($\delta_{S^n}, \theta_{S^n}$)-c.e. ($x_j \neq P$ for at least one index $j$); step 3 is easily calculated because $g_j^{-1}$ exists and it is ($\delta_{S^n}, \delta_{\Phi}$)-computable in $S^n - P$. Hence, the function computed by $\mathcal{M}'$ realizes $g^{-1}$, that is, it is a computable function.

Therefore $G$ is a computable embedding of $T_\varphi(M)$ into $X$, which is a computable subspace of $X' = (X', \tau', \delta', \varphi')$ ($X' = \prod_{i=1}^{l} \mathbb{R}^{n+1}$, each factor is to be understood as the computable space $\mathbb{R}^{n+1}$), which is equivalent to the computable euclidean space $\mathbb{R}^{l(n+1)}$, so that by combining $G$ with the computable inclusion of $X'$ into $X$ and the equivalence of $X'$ with $\mathbb{R}^{l(n+1)}$, we obtain the desired computable embedding of $M$ into $\mathbb{R}^{l(n+1)}$. \qed

With the computable embedding constructed in Theorem 6.2 we can deduce that abstract compact computably Hausdorff computable manifolds and compact computable submanifolds of euclidean spaces are essentially the same.

### 7. Final remarks

In this paper, we have proposed a starting point to build a computable theory for topological manifolds, viewing computability as a structure that we impose to topological manifolds. We have provided the basic results needed to give computable versions of the standard definitions and theorems. We also studied computable functions between computable manifolds and defined computable submanifolds. Finally, we proved an embedding theorem for
compact computably Haussdorf computable manifolds, which is a computable version of the result which states that every compact manifold embeds in some euclidean space.

The computable theory of topological manifolds that we present in this paper could also be used as a new part of the standard theory of manifolds. It is known that the most important structures (topological, smooth and piecewise linear) coincide in dimension at most three and they are different in dimensions at least four \[9\]. Also, it was recently proved in [25] that in dimensions at least 5, there are topological manifolds that cannot be triangulated as simplicial complexes. We have introduced computability as a structure that we impose to topological manifolds. Which is the relationship of computable structures with the classical structures and simplicial triangulations? An important open question (among many others) in this direction, concerning the computable theory is the following: Does there exists a second countable topological manifold \(E\) such that \(E\) does not admit a computable structure?
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