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Abstract

The conventional design of wireless communication systems typically relies on established mathematical models that capture the characteristics of different communication modules. Unfortunately, such design cannot be easily and directly applied to future wireless networks, which will be characterized by large-scale ultra-dense networks whose design complexity scales exponentially with the network size. Furthermore, such networks will vary dynamically in a significant way, which makes it intractable to develop comprehensive analytical models. Recently, deep learning-based approaches have emerged as potential alternatives for designing complex and dynamic wireless systems. However, existing learning-based methods have limited capabilities to scale with the problem size and to generalize with varying network settings. In this paper, we propose a scalable and generalizable neural calibration framework for future wireless system design, where a neural network is adopted to calibrate the input of conventional model-based algorithms. Specifically, the backbone of a traditional time-efficient algorithm is integrated with deep neural networks to achieve a high computational efficiency, while enjoying enhanced performance. The permutation equivariance property, carried out by the topological structure of wireless systems, is furthermore utilized to develop a generalizable neural network architecture. The proposed neural calibration framework is applied to solve challenging resource management problems in massive multiple-input multiple-output (MIMO) systems. Simulation results will show that the proposed neural calibration approach enjoys significantly improved scalability and generalization compared with the existing learning-based methods.
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I. INTRODUCTION

In the past decades, the design of wireless communication systems heavily relied on exploiting domain knowledge based on mathematical models that characterize the signal propagation process and communication system. However, there are cases where the model-based methods meet obstacles, e.g., when the mathematical models are highly complex, can not accurately capture the underlying dynamics of the system, or do not lead to computationally-efficient algorithms [2]. As future wireless networks are expected to experience an unprecedented level of complexity, we are rapidly reaching the point that exceeds the capabilities and applicability of traditional modeling and design approaches [3]. Inspired by the recent success of deep learning in a variety of domains such as computer vision, natural language processing, and recommendation systems [4], deep learning-based algorithms have been proposed to solve the complicated and delay-sensitive tasks for wireless communications. Applications of deep learning in wireless systems have spanned many design problems, including channel estimation [5], [6], data detection [7], [8], power control [9]–[11], beamforming design [12]–[14], reflective elements tuning [15], and feature transmission for edge inference [16], [17], thriving the emerging research area of “learning to communicate”.

The targeted high network capacity and ubiquitous wireless connectivity of the fifth-generation (5G) wireless networks have been largely achieved, thanks to key enabling technologies such as ultra-dense networks, massive multiple-input multiple-output (MIMO), millimeter-wave (mm-wave) communication, etc. [18]. However, these technologies introduce challenges for learning-based system design methodologies [19]. On the one hand, as the network density and the number of antennas increase drastically, the resulting optimization problems become high-dimensional and therefore hard to solve [20]. Besides, the channel coherence time is extremely small in higher frequency wireless communication systems [21]. Due to fast channel fluctuations, the learning-based algorithms are required to be executed in a time frame of milliseconds [9]. The above two challenges require that the deep learning-based methods achieve high scalability, namely, to solve large-scale problems with satisfactory performance in real-time. On the other
hand, due to the dynamic environment, network settings such as the signal-to-noise ratio (SNR) and the number of served users can change rapidly. Therefore, after being trained on the training dataset, the learning models have to react to the dynamic environment for online inference. This ability is referred to as generalization, which characterizes the adaptability of the learned models to previously unseen data [22]. In particular, when the system settings change, a good generalization calls for accurate predictions without re-training or reloading the neural networks. Given the above, it is clear that scalability and generalization are two essential requirements of the “learning to communicate” approach for future wireless networks.

There are two prevalent learning-based paradigms for wireless communication systems [13]. First, most of the existing works focused on fully data-driven methods [5], [9]–[12], [15], which completely replace conventional model-based algorithms with neural networks to approximate the complicated mapping from the system parameters to the optimal solutions, as shown in Fig.1(a). For example, in [9], to tackle the power control problem, the nonlinear mapping from the channel coefficients to the conventional weighted minimum mean-square error (WMMSE) solution was learned using multi-layer perceptron (MLP) and significant speedup was achieved. Follow-up works adopted unsupervised losses [10] and the convolutional neural network (CNN) [11] to achieve a higher spectral efficiency. Although fully data-driven methods can be executed in real-time, they generally lack acceptable scalability and generalization ability when the network size becomes large. Specifically, since conventional communication modules are typically treated as black-boxes and replaced by standard neural network architectures, the underlying high-dimensional mapping is difficult to learn in large-scale wireless networks. Therefore, the performance of these methods deteriorates dramatically when the number of optimization variables becomes large. For example, the method proposed in [9] achieves 98.33% relative sum-rate (relative to WMMSE) when the number of transceivers pairs is 10, which, however, drops to 84.29% when the number of transceivers pairs grows to 30. Moreover, since the input and output dimensions of the MLP and CNN are fixed, these methods cannot generalize when the dimension of optimization variables in the test dataset is larger than that in the training dataset [13]. Therefore, the neural networks have to be re-trained once the number of users changes in the wireless networks. One may relieve this issue by training and storing different sizes of neural networks for different network settings, which, however, costs additional computation and memory resources.

Deep unfolding was proposed as another paradigm that combines communication domain
knowledge with deep learning to make the learning model explainable \cite{23}. In particular, deep unfolding aims at imitating the structure of an iterative optimization algorithm by regarding each iteration as one layer of the neural network, where a number of trainable parameters are introduced to be learned by deep learning techniques \cite{24}, as illustrated in Fig. 1(b). For example, the authors of \cite{25} proposed an effective framework for resource management that learns the optimal pruning policy in the conventional branch-and-bound algorithm. In \cite{14}, a deep unfolding neural network based on the structure of the WMMSE algorithm was developed for precoding in massive MIMO systems. Thanks to the explainable training procedure, preliminary investigations have empirically shown an improved generalization ability of unfolding networks in some cases \cite{26}, but the computational complexity of such methods is an issue. The iterative nature of the deep unfolding methods makes real-time implementation challenging in large-scale wireless networks. For example, it was shown in \cite{25} that the execution time of the proposed resource management scheme is 2.92 seconds when 10 remote radio heads serve 17 users in a cloud radio access network (Cloud-RAN), which largely exceeds the channel coherence time in practice and results in poor scalability. Hence, it can be concluded that scalability and generalization cannot be guaranteed in existing “learning to communicate” paradigms, which motivates our investigation.

Fig. 1. Illustration of different learning-based paradigms: (a) fully data-driven methods; (b) deep unfolding; (c) neural calibration.
A. Contributions

In this paper, a scalable and generalizable system design framework, i.e., neural calibration, is proposed. It can flexibly adapt to different system sizes without retraining the neural network, while enjoying good performance and high computational efficiency. The major contributions are summarized as follows:

- We develop an innovative “learning to communicate” paradigm called neural calibration for wireless system design, e.g., channel estimation, signal detection, and resource allocation, which integrates time-efficient model-based algorithms with deep learning. As shown in Fig. [1c], two components are involved in the neural calibration framework, i.e., the time-efficient calibration basis and deep learning model. Specifically, the backbone of a low-complexity method is retained while neural networks are adopted to calibrate the input and improve system performance. Different from fully data-driven methods that employ an unstructured neural network, a unique neural network architecture is further developed based on the permutation equivariance property introduced by the wireless network topology.

- Different from deep unfolding, the domain knowledge we exploit is from a low-complexity algorithm, which enables real-time implementation. By amalgamating the structure of the problem-specific hand-crafted solutions with deep neural networks, the proposed framework achieves satisfactory performance in large-scale wireless systems. These two aspects guarantee the high scalability of the proposed neural calibration scheme. Besides, by exploiting the intrinsic permutation equivariance property of wireless systems, the proposed framework enjoys a good generalization ability when the number of users varies.

- We apply the proposed neural calibration framework to design downlink beamforming in massive MIMO systems with perfect or implicit channel state information (CSI). Two linear signal processing techniques, i.e., the least-squares (LS) channel estimator and the zero-forcing (ZF) beamformer, will serve as the bases for calibration and are augmented by generalizable neural networks. For the implicit CSI case, the calibrations for channel estimation and beamforming are jointly designed in an end-to-end manner to boost system performance.

- Extensive simulations will demonstrate that the performance of the proposed neural calibration-based method matches classic iterative algorithms while enjoying significantly improved scalability and generalization compared with the deep unfolding and the fully data-driven
methods. In particular, the proposed neural calibration method achieves 97.6% performance of the WMMSE algorithm with perfect CSI in 0.48 milliseconds when there are 64 antennas and 8 users in massive MIMO systems, while the WMMSE algorithm takes 283.2 milliseconds. Without explicit channel estimates, the neural calibration still obtains 93.1% of the performance upper bound when 128 antennas and 8 users are deployed, while the fully data-driven method only achieves 70.3%.

B. Organization

The paper is organized as follows. Section II proposes a general form of the proposed neural calibration framework, where the key properties and the proposed neural network architecture are presented. Section III shows how to implement neural calibration for the downlink beamforming task in massive MIMO systems with perfect CSI and with implicit channel estimation, respectively. Extensive simulations are demonstrated in Section IV and conclusions are drawn in Section V.

C. Notations

Scalars, vectors, and matrices are respectively denoted by lower case, boldface lower case, and boldface upper case letters. $I$ represents an identity matrix. For a matrix $A$, $A^T$, $A^*$, $A^H$, and $\|A\|$ shall denote its transpose, conjugate, conjugate transpose, and Frobenius norm, respectively. $A^{-1}$ denotes the inverse of matrix $A$. $\mathbb{R}\{A\}$ and $\mathbb{H}\{A\}$ denote the real and imaginary part of matrix $A$, respectively. Let $\Pi$ be a permutation matrix. When $\Pi$ is pre-multiplied or post-multiplied by a matrix $A$, it results in permuting the rows or columns of $A$, respectively. For a vector $a$, $\|a\|$ represents its Euclidean norm. $\mathbb{E}\{\cdot\}$ denotes the statistical expectation. $\text{Tr}(\cdot)$ denotes the trace operation. $|\cdot|$ denotes the absolute value of a complex scalar. Finally, $\mathbb{C}^{m \times n}$ ($\mathbb{R}^{m \times n}$) denotes the set of $m \times n$ complex (real) matrices.

II. System Model and Problem Formulation

A. System Model

Consider a frequency-division duplexing (FDD) massive MIMO system over a flat block-fading channel\footnote{For ease of illustration, FDD massive MIMO is adopted as the main application example, but the proposed neural calibration framework can be applied to a broad range of system models in wireless communications.} where a base station (BS) with $M$ antennas serves $K$ single-antenna users, as
illustrated in Fig. 2. We mainly consider downlink data transmission, which will be assisted by uplink feedback signaling. The feedback signal transmitted by \( K \) users is denoted as \( \mathbf{P} \in \mathbb{C}^{K \times L} \) where \( L \) is the length of the feedback symbols. The uplink and downlink channels between user \( k \) and the BS are denoted as \( \mathbf{h}_{UL,k} \in \mathbb{C}^{M \times 1} \) and \( \mathbf{h}_{DL,k} \in \mathbb{C}^{M \times 1} \), respectively. The multi-path channel model [27] is adopted and the channel between the BS and user \( k \) is given by

\[
\mathbf{h}_{i,k} = \sum_{\ell=1}^{L_p} \alpha_{i,\ell,k} e^{-j2\pi f_i \tau_{\ell,k}} a_t(\theta_{\ell,k}), \quad i \in \{UL, DL\},
\]

where \( L_p \) is the number of propagation paths and \( f_i \) denotes the carrier frequency. The delay of the \( \ell \)-th path is represented by \( \tau_{\ell,k} = \frac{d_{\ell,k}}{c} \), where \( c \) is the speed of light and \( d_{\ell,k} \) denotes the distance of the \( \ell \)-th path. In addition, \( \alpha_{i,\ell,k} \) is the complex gain of the \( \ell \)-th path, \( \theta_{\ell,k} \) is the corresponding angle of departure (AoD), and \( a_t(\cdot) \) is the transmit array response vector. For a uniform linear array (ULA) with \( M \) antenna elements, the transmit array response vector is given by

\[
a_t(\theta) = \left[ 1, e^{j\frac{2\pi}{\lambda}d \sin(\theta)}, \ldots, e^{j\frac{2\pi}{\lambda}d(M-1) \sin(\theta)} \right]^T,
\]

where \( \lambda \) is the wavelength and \( d \) is the antenna spacing.

For the downlink data transmission phase, let \( \mathbf{V} \in \mathbb{C}^{M \times K} \) denote the beamforming matrix at the BS and \( \mathbf{s} \in \mathbb{C}^{K \times 1} \) represent the transmit symbol vector. Then, the transmit signal is given by

\[
\mathbf{x} = \sum_{k=1}^{K} \mathbf{v}_k s_k = \mathbf{V} \mathbf{s},
\]
TABLE I

TYPICAL EXAMPLES OF THE GENERAL FORMULATION (6).

| Problem          | Objective                                      | Set constraint $\mathcal{X}$ | System Parameter $\mathcal{Z}$ |
|------------------|------------------------------------------------|-------------------------------|---------------------------------|
| Channel estimation | Minimize expected estimation error             | –                             | Pilot symbols and received pilots |
| Signal detection  | Maximize likelihood function                   | Constellation set constraint  | Received signals and estimated channels |
| Beamforming       | Maximize system spectral efficiency            | Total transmit power constraint| Downlink CSI and noise power     |
| Power allocation  | Maximize system capacity                       | Total transmit power constraint| CSI and noise power              |

where $\mathbf{v}_k \in \mathbb{C}^{M \times 1}$ is the $k$-th column of $\mathbf{V}$ and denotes the beamforming vector for user $k$. The transmit power constraint is therefore given by $\text{Tr}(\mathbf{VV}^H) \leq P_{\text{DL}}$ with $P_{\text{DL}}$ denoting the maximum downlink transmit power. The symbol transmitted to user $k$ is denoted by $s_k$, where $\mathbb{E}[|s_k|^2] = 1$ without loss of generality. Then, the received signal at user $k$ is expressed as

$$y_k = h_{\text{DL},k}^H \mathbf{v}_k s_k + \sum_{j \neq k} h_{\text{DL},k}^H \mathbf{v}_j s_j + n_k,$$

where $n_k \sim \mathcal{CN}(0, \sigma_0^2)$ is the additive white Gaussian noise with variance $\sigma_0^2$. Therefore, the system sum-rate is given by

$$R = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{\text{DL},k}^H \mathbf{v}_k|^2}{\sum_{j \neq k} |h_{\text{DL},k}^H \mathbf{v}_j|^2 + \sigma_0^2} \right).$$

**B. Problem Formulation**

To fully exploit the potential of the considered massive MIMO system, different design tasks can be carried out for performance optimization. Optimization problems can be generally formulated as

$$\min_{\mathbf{X}} f(\mathbf{X}; \mathcal{Z}) \quad \text{s.t. } \mathbf{X} \in \mathcal{X},$$

where $\mathbf{X}$ is the optimization variable, $f(\cdot) : \mathbb{C}^{m \times n} \rightarrow \mathbb{R}$ is the objective function, $\mathcal{X}$ is the feasible set, and $\mathcal{Z} \in \mathbb{C}^{p \times q}$ denotes the given parameter of the problem. Several typical optimization problems in wireless systems and their corresponding forms of Problem (6) are shown in Table I. In the following, we illustrate two instances of Problem (6) in detail, i.e., the uplink channel estimation and downlink beamforming design.
In order to estimate the uplink channel matrix \( H_{UL} = [h_{UL,1}, \cdots, h_{UL,K}] \in \mathbb{C}^{M \times K} \), \( L \) training pilots are transmitted by \( K \) users. In this case, \( P \in \mathbb{C}^{K \times L} \) denotes uplink pilots. The received pilot matrix is given by
\[
Y_p = H_{UL}P + N,
\]
where \( N \in \mathbb{C}^{M \times L} \) is the additive white Gaussian noise matrix. The task of the uplink channel estimation is to recover the channel matrix \( H_{UL} \) based on the knowledge of \( Y \) and \( P \), which is formulated as
\[
\min_{\mathcal{P}(\cdot)} \mathbb{E} \left\{ \| H_{UL} - \mathcal{P}(Y_p; P) \|_2^2 \right\},
\]
where \( \mathcal{P} \) denotes the channel estimation scheme that finds \( \hat{H}_{UL} = \mathcal{P}(Y_p; P) \).

For the downlink beamforming design, we assume that perfect downlink CSI is available. To maximize the system sum-rate, the downlink beamforming problem is formulated as
\[
\max V \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{DL,k}^H v_k|^2}{\sum_{j \neq k} |h_{DL,k}^H v_j|^2 + \sigma_0^2} \right)
\]
\[\text{s.t. } \text{Tr}(VV^H) \leq P_{DL}.\]

C. Existing Approaches

1) Fully Data-Driven Methods: In order to solve Problem (6), fully data-driven methods [9]–[11] have been developed with the following general expression
\[
\hat{X} = \mathcal{Q}(Z; \Phi).
\]
In principle, the fully data-driven approach aims at learning the complicated mapping \( \mathcal{Q} \) from the given parameter \( Z \) to the optimized solution \( \hat{X} \) via a neural network parameterized by \( \Phi \). Note that the computationally-demanding training stage is generally done offline, and the online inference stage only requires several layers of simple operations such as matrix multiplications. Therefore, these fully data-driven methods support real-time implementation [9]. However, by adopting black-box neural networks, the underlying high-dimensional mapping \( \mathcal{Q} \) is difficult to learn in large-scale wireless systems, which leads to poor scalability and generalization abilities.

2) Deep Unfolding: To exploit the domain knowledge inherited in conventional model-based algorithms, deep unfolding methods were proposed to imitate the iterative procedure of the derived algorithms [24]. For a general iterative algorithm, the operation in each iteration can be characterized by
\[
X^t = F_t(X^{t-1}; Z), \quad t \in \{1, 2, \ldots, T\},
\]
where $T$ denotes the total number of iterations and the function $F_t$ maps the variable $X^{t-1}$ to $X^t$ in the $t$-th iteration based on the parameter $Z$. To improve the performance for a fixed number of iterations, the function $F_t$ can be replaced as one layer of a neural network. As such, the iteration expressed in (11) is transformed into

$$X^n = F_n(X^{n-1}; \theta^n, Z), \quad n \in \{1, 2, \ldots, N\},$$

(12)

where $n$ denotes the layer index in the neural network, $N$ is the total number of layers, $\theta^n$ represents the trainable parameters in the $n$-th layer, $F_n$ is the non-linear mapping in the $n$-th layer of the neural network, and $X^{n-1}$ and $X^n$ represent the input and output of the $n$-th layer, respectively. Although the deep unfolding algorithm is self-explainable, it imitates the structure of the conventional iterative algorithm, making it challenging to be executed in real-time in large-scale wireless networks [14].

III. PROPOSED NEURAL CALIBRATION FRAMEWORK

In this section, we propose a neural calibration framework that integrates time-efficient model-based techniques with deep learning to solve Problem (6). The function derived from the time-efficient algorithm serves as the basis for calibration. In addition, the fundamental topological structure of wireless systems is exploited to identify a permutation equivariance property, based on which a scalable and generalizable neural network architecture is developed.

A. General Framework

We propose a new paradigm for “learning to communicate”, i.e., the neural calibration framework, where we combine the advantages of the classic model-based algorithms and data-driven methods. In particular, the backbone of the model-based method is kept in place as the basis of calibration, and neural networks are adopted to calibrate the inputs to the classic modules. Mathematically, the neural calibration approach is given by

$$\hat{X} = g_{TE}(L(Z; \Psi)),$$

(13)

where $g_{TE}$ denotes the function derived from the corresponding model-based algorithm, $L$ represents the deep learning model used to learn the calibration scheme, and $\Psi$ is the trainable parameter in the learning component. According to (13), the system parameter $Z$ is inputted to the learning model $L$ parameterized by $\Psi$. Then, the output of the learning model is fed as the
TABLE II

Typical Problems and Corresponding Time-efficient Bases.

| Problem                  | Time-efficient methods                                      |
|--------------------------|-------------------------------------------------------------|
| Channel estimation       | LS estimator, scaled LS estimator, and LMMSE estimator [30]  |
| Signal detection         | MF detector, ZF detector, and LMMSE detector [31]           |
| Beamforming design       | Maximum ratio transmission (MRT) beamformer, ZF beamformer, and regularized ZF beamformer [32] |
| Power allocation         | Fast water filling method [33]                              |

input of the function $g_{\text{TE}}$ to generate the final solution $\hat{X}$. In the following, we shall introduce the two components in the proposed framework in detail, i.e., the calibration basis algorithm, $g_{\text{TE}}$, and the neural network architecture, $\mathcal{L}$.

B. Neural Calibration: Time-Efficient Basis

Recall that, for the deep unfolding approach, the object to unfold is an iterative model-based algorithm, which leads to the failure in achieving high scalability. Hence, to facilitate the scalability of the proposed neural calibration framework, we adopt simple but powerful time-efficient algorithms as the basis of calibration, whose input is further tunned by the neural network. For example, it has been shown that time-efficient approaches such as the matched filter (MF) detector, ZF beamformer, and linear minimum mean-squared error (LMMSE) estimator are asymptotically optimal when the number of antennas at the BS is large enough compared to the number of users [28], [29]. Typical problems and the corresponding time-efficient methods are shown in Table II.

Although the conventional time-efficient method $g_{\text{TE}}(Z)$ benefits from high computational efficiency, it suffers from performance degradation in the low SNR regime or when the number of users has nearly the same order of magnitude as that of antennas in a massive MIMO system. This indicates that the inputs of these time-efficient functions are not optimal. Therefore, instead of directly feeding the system parameter $Z$ into the function $g_{\text{TE}}$, we adopt a deep neural network to calibrate the input of the conventional time-efficient function.

C. Neural Calibration: Deep Learning Component

In existing fully data-driven approaches, the input and output dimensions of the learning model $Q$ are typically proportional to the number of antennas and the number of users, which are large
in modern communication systems. Nevertheless, simply employing giant and unstructured neural networks does not incorporate the uniqueness of wireless problems and thus, suffers from poor scalability and generalization. Therefore, a more delicate design of the learning component in neural calibration is desired. In this subsection, we show two permutation equivariance properties in the uplink and downlink transmissions in wireless systems, i.e., the antenna-wise permutation equivariance and the user-wise permutation equivariance, respectively, based on which the generalizable neural network architecture of the learning component in the proposed neural calibration framework is designed.

1) Uplink Antenna-Wise Permutation Equivariance: In uplink signal processing tasks, one crucial feature is the antenna-wise permutation equivariance. To make our discussion concrete, we take the uplink channel estimation as an example. Recall that the uplink channel estimation problem is formulated as in (8). Let \( \Pi \) denote the permutation matrix and \( \mathbf{H}'_{\text{UL}} \) represent the permutated channel matrix, where the rows are permuted according to \( \Pi \), i.e., \( \mathbf{H}'_{\text{UL}} = \Pi^T \mathbf{H}_{\text{UL}} \). Similarly, \( \mathbf{Y}'_{\text{p}} \) is the permuted pilot matrix according to the same permutation \( \Pi \), i.e., \( \mathbf{Y}'_{\text{p}} = \Pi^T \mathbf{Y}_{\text{p}} \). We now prove the antenna index permutation equivariance of Problem (8) as stated below, which implies the ordering of the antenna elements has no impact on the network performance.

**Theorem 1. (Antenna-Wise Permutation Equivariance)** The channel estimator has the following property

\[
P(\Pi^T \mathbf{Y}_{\text{p}}) = \Pi^T P(\mathbf{Y}_{\text{p}}),
\]

for any permutation matrix \( \Pi \).

**Proof:** Please refer to Appendix A.

It is implied in (14) that, irrespective of whether we first permute the received pilot matrix and then estimate the channel or perform the two steps in the reverse order, we eventually get the same results. This implies that all the rows of \( \mathbf{Y}_{\text{p}} \) are homogeneous and how the ordering of these rows is presented to the estimator should have no impact on the estimation error.

For the learning component design in the calibration framework, inspired by Theorem 1, we develop \( M \) duplicate MLPs that share the common trainable parameters for \( M \) antenna elements to approximate the mapping \( \mathcal{L} \), as shown in Fig. 4(a). The input and output of each MLP are the \( i \)-th row of the received pilot matrix \( \mathbf{Y}_{\text{p}} \) and the calibrated results \( \hat{\mathbf{Y}}_{\text{p}} \), respectively, whose dimensions are both reduced from \( 2LM \) to \( 2L \), which is independent of the number
of received antennas and therefore improves the scalability and generalization of the proposed neural calibration framework.

With the calibration basis in Table I and the generalizable neural network architecture in Fig. 4(a) at hand, the channel estimation problem (8) is reformulated as

$$\min_{\Psi} \mathbb{E} \left\{ \| H_{UL} - g_{CE}(L(Y_p; \Psi); P) \|_2^2 \right\},$$

(15)

where $g_{CE}$ denotes the function derived from the time-efficient channel estimator, e.g., $g_{CE}(Y_p; P) = Y_p P^H (P P^H)^{-1}$ according to the LS estimator. Owing to the similarities between the channel estimation and the MIMO detection problem [31], the antenna-wise permutation equivariance can be naturally transplanted to the design of an effective data detector.

2) Downlink User-Wise Permutation Equivariance: Similarly, for the downlink signal processing tasks, we can develop a scalable and generalizable neural network architecture by identifying the user-wise permutation equivariance property, i.e., the ordering of the users does not count when optimizing the wireless systems. To this end, we resort to graph theory, which has found abundant successful applications such as radio resource management [13] and MIMO detection [34]. We take the downlink resource allocation as an example. The wireless network can be modeled as a directed graph with node and edge features [13]. In particular, each transmitter or receiver is modeled as one node in the graph, and an edge is drawn from node $i$ to node $j$ if there is a transmission link from transmitter $i$ to receiver $j$. An illustration of such a graph modeling is shown in Fig. 3. The node features include the properties of the node, e.g., the weights of the users in the weighted sum-rate maximization problem. Let $N \in \mathbb{C}^{n \times d_1}$ denote the node feature
matrix, where \( n \) is the total number of nodes and \( d_1 \) is the dimension of the node feature. The edge features consist of the properties of the corresponding channels, e.g., instantaneous CSI. Let \( A \in \mathbb{C}^{n \times n \times d_2} \) denote the edge feature tensor, where \( d_2 \) is the dimension of the edge feature. We assign each node an optimization variable \( \gamma_i \in \mathbb{C}^{c} \) and let \( \Gamma = [\gamma_1, \cdots, \gamma_n]^{T} \in \mathbb{C}^{n \times c} \). It is shown in [13] that resource allocation problems can be written as an optimization over the wireless channel graph, which is given by

\[
\min_{\Gamma} \ g(\Gamma; N, A) \quad \text{s.t.} \quad \Gamma \in \mathcal{Y},
\]

where \( g \) denotes the objective function and \( \mathcal{Y} \) denotes the constraint set, e.g., transmit power constraint. Let \( \mathcal{R} \) be the resource allocation scheme that maps the system parameters to the solutions, i.e., \( \Gamma = \mathcal{R}(N, A) \). According to [13, Prop. 4], the user-wise permutation equivariance property holds for Problem (16), which is stated below.

**Proposition 1. (User-Wise Permutation Equivariance)** The resource allocation scheme \( \mathcal{R} \) has the following property

\[
\mathcal{R}(\Pi^{T}N, \Pi^{T}A\Pi) = \Pi^{T}\mathcal{R}(N, A),
\]

for any permutation matrix \( \Pi \).

**Proof:** Please refer to [13, Prop. 4].

Proposition 1 indicates that the ordering of the users presented to the solver \( \mathcal{R} \) should have no impact on system performance. This irrelevance of the user ordering inspires us to develop
duplicate MLPs that share the same trainable parameters for \( K \) users to learn the calibration scheme \( \mathcal{L} \) in (13). The corresponding structure is shown in Fig. 4(b), where \( z_k \) denotes the system parameter related to the \( k \)-th user, \( \tilde{z}_k \) denotes the calibrated result, and \( g_{\text{RA}} \) denotes the function derived from the time-efficient resource allocation solution. The input and output dimensions of each MLP are independent of the number of users, which enables a good generalization ability when the number of users changes.

IV. NEURAL CALIBRATION FOR BEAMFORMING DESIGN

To demonstrate the effectiveness of the proposed framework, in this section we present two applications in wireless communication systems. Specifically, the downlink beamforming designs in massive MIMO systems with perfect CSI and with implicit channel estimation are considered.

A. Beamforming Design with Perfect Downlink CSI

Recall that given a perfect downlink CSI, the beamforming problem is formulated as in (9). Problem (9) is nonconvex with respect to the beamforming matrix \( V \), making the direct optimization of (9) challenging. In the following, we introduce how to implement the neural calibration-based method to solve Problem (9). In particular, we adopt the ZF beamformer as the calibration basis, i.e.,

\[
h_{\text{ZF}}(H_{\text{DL}}) = \gamma_{\text{ZF}} H_{\text{DL}}^H (H_{\text{DL}} H_{\text{DL}}^H)^{-1}
\]

where \( \gamma_{\text{ZF}} \) is the scaling constant to satisfy the power constraint and \( H_{\text{DL}} = [h_{\text{DL},1}, \ldots, h_{\text{DL},K}]^H \in \mathbb{C}^{K \times M} \). According to (13), the input of the ZF beamformer is calibrated by neural networks. The neural calibration-based downlink beamforming design is then reformulated as

\[
\max_{\mathcal{F}(\cdot)} \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{\text{DL},k}^H v_k|^2}{\sum_{j \neq k} |h_{\text{DL},k}^H v_j|^2 + \sigma_0^2} \right)
\]

s.t. \( V = h_{\text{ZF}}(\mathcal{F}(H_{\text{DL}})) \),

where \( \mathcal{F} \) denotes the calibration scheme of the ZF beamformer. We first prove that the calibration mapping \( \mathcal{F} \) exists.

**Theorem 2. (Potential to Calibrate)** Define

\[
V_{\text{ZF}} = h_{\text{ZF}}(X) = \gamma_{\text{ZF}} X^H (XX^H)^{-1} \quad \text{and} \quad R(V_{\text{ZF}}) = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{\text{DL},k}^H v_{ZF,k}|^2}{\sum_{j \neq k} |h_{\text{DL},k}^H v_{ZF,j}|^2 + \sigma_0^2} \right).
\]
Then, when \( \sigma_0^2 \neq 0 \), \( \forall H_{DL} \) and \( \forall \epsilon > 0 \), there exists an \( \tilde{H}_{DL} \) with \( \| H_{DL} - \tilde{H}_{DL} \| \leq \epsilon \) such that \( R(h_{ZF}(H_{DL})) < R(h_{ZF}(\tilde{H}_{DL})) \).

**Proof:** Please refer to Appendix B.

Theorem 2 indicates that, for every channel realization \( H_{DL} \), there always exists a beamformer \( h_{ZF}(\tilde{H}_{DL}) \) other than the conventional ZF beamformer \( h_{ZF}(H_{DL}) \), which achieves a higher system sum-rate. Note that even if it exists, it is typically unknown and hard to analytically characterize. In this case, the powerful learning capabilities of MLPs can be leveraged to approximate the complicated mapping \( \tilde{H}_{DL} = F(H_{DL}) \).

As discussed in Section III, for this downlink resource allocation problem, \( K \) duplicate MLPs with the same trainable parameters are adopted for \( K \) different users to approximate \( F \). The structure shown in Fig. 4(b) is utilized, where \( z_k \) is implemented by \( h_{DL,k} \), \( g_{RA} \) is implemented by \( h_{ZF} \), and the output of the whole module is the optimized beamforming matrix \( V \). Therefore, \( F(H_{DL}) = [\phi(h_{DL,1}), \ldots, \phi(h_{DL,K})]^H \) where \( \phi \) denotes the parameterized function of the MLP. Let \( \Pi \) denote the permutation matrix. The permutation of the user index implies that the rows of \( H_{DL} \) is permutated by \( \Pi \), i.e., \( \Pi^T H_{DL} \), and the columns of \( V \) are permutated by the same permutation matrix, i.e., \( V \Pi \). We then show that the proposed neural calibration-based beamformer satisfies the user-wise permutation equivariance property in Proposition 2.

**Proposition 2.** The proposed neural calibration-based beamformer \( h_{ZF}(F(H_{DL})) \) satisfies the user-wise permutation equivariance property

\[
h_{ZF}(F(\Pi^T H_{DL})) = h_{ZF}(F(H_{DL})) \Pi.
\]  

**Proof:** Please refer to Appendix C.

Proposition 2 indicates that, unlike the fully data-driven method that learns the user-wise permutation equivariance property from a large amount of data, the proposed neural calibration-based method explicitly exploits the equivariance property. For each channel realization, the structure of duplicate MLPs makes the sample being reused for \( K \) times. Therefore, the neural calibration-based method requires fewer training samples compared with the fully data-driven methods. It is shown in [35] that a high sample efficiency results in a small optimality gap, implying that the proposed method enjoys a higher scalability. Besides, since the input and output dimensions of each MLP are irrelevant to the number of users, the proposed neural calibration-based method can be applied without re-training when the user number varies and thus, achieves
higher generalization. In practice, the downlink CSI is unknow and needs to be estimated. In the next subsection, we consider a more challenging application where the channel estimation module and the beamforming module are jointly designed to boost the system performance.

B. Beamforming Design with Implicit Channel Estimation

In practice, downlink CSI acquisition is a challenging task, especially in FDD massive MIMO systems due to the weak reciprocity between the uplink and downlink channels. The commonly-adopted solution lets users estimate the downlink channel first, and then send the information back to the BS for beamforming [36], which causes prohibitive delay and overhead. Since the uplink and downlink channels share the same physical propagation environment, it was shown in [27] that an intricate mapping from the uplink to the downlink exists and can be approximated by a well-trained MLP.

Conventionally, channel estimation and beamforming are treated as two stand-alone components, which makes it difficult to achieve a global system optimality [37]. Recently, deep learning-based approaches for beamforming design with implicit channel estimation were proposed in [15], [38], where the beamformers at the BS are directly optimized according to the received pilots. In these methods, the BS extracts the useful information from the received pilots $Y_p$ and then directly design the downlink beamforming $V$, i.e.,

$$V = G(Y_p) = G(H_{UL}P + N),$$

where $G(\cdot) : \mathbb{C}^{M \times L} \rightarrow \mathbb{C}^{M \times K}$ represents the mapping from the received pilots to the downlink beamformer. Note that this method bypasses the explicit channel estimation stage and directly optimizes the beamforming matrix. Thus, the sum-rate maximization problem with implicit channel estimation is formulated as

$$\max_{G(\cdot)} \mathbb{E} \left\{ \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{DL,k}^H v_k|^2}{\sum_{j \neq k} |h_{DL,k}^H v_j|^2 + \sigma_0^2} \right) \right\}$$

s.t. $V = G(Y_p) = G(H_{UL}P + N),$ \hspace{1cm} (21)

$$\text{Tr}(VV^H) \leq P_{DL},$$

where the expectation is over the random channel realizations and the noise in the uplink pilot transmission phase. Note that there is no model-based algorithm to solve (21) since the mapping $G$ is complicated and hard to characterize. However, utilizing a black-box neural network trained with a large amount of data to approximate the mapping $G$ suffers from poor scalability when
Fig. 5. Proposed neural calibration-based end-to-end design architecture for Problem (21).

the wireless network size increases and is deficient in generalization ability. In contrast, we will show how to implement neural calibration to solve (21) with high scalability and generalization.

The overall block diagram of the proposed neural calibration-based end-to-end design in the training stage is shown in Fig. 5. In particular, we adopt the classic LS estimator and ZF beamformer, i.e., $g_{LS}$ and $h_{ZF}$, as the basis for calibration. Thanks to the universal approximation property, neural networks are adopted to calibrate the inputs of the linear functions to improve the performance of the end-to-end design. Then, the neural calibration-based downlink beamforming optimization with implicit downlink channel estimation is reformulated as

$$\max_{\mathcal{F} \circ \mathcal{H}(\cdot), B(\cdot)} \sum_{k=1}^{K} \log_2 \left( 1 + \frac{|h_{DL,k}^H v_k|^2}{\sum_{j \neq k} |h_{DL,k}^H v_j|^2 + \sigma_0^2} \right)$$

s.t. $V = h_{ZF}(\mathcal{F} \circ \mathcal{H}(f_{LS}(B(P))))$,

$$\|\tilde{x}_k\|_2^2 \leq P_{UL} L, \ \forall k,$$

where $B(\cdot)$ denotes the mapping of the calibration for the LS estimator, $\mathcal{F}(\cdot)$ denotes the mapping of the calibration for ZF beamformer, and $\mathcal{H}(\cdot)$ denotes the uplink-to-downlink channel mapping [27].

Since the mapping $\mathcal{H}(\cdot)$ from the uplink channel to the downlink channel has been extensively studied in the literature [27] and the mapping $\mathcal{F}(\cdot)$ has been studied in the previous subsection, we focus on the mapping $B(\cdot)$ here. As discussed in Section II, to guarantee the uplink antenna-wise permutation equivariance, we develop $M$ duplicate MLPs to process each row of $Y_p$. The structure shown in Fig. 4(a) is utilized to approximate the mapping $B(\cdot)$. 
Due to the fast inference of deep neural networks and the high computational efficiencies of
time-efficient methods, the proposed neural calibration-based end-to-end design achieves real-
time implementation. Furthermore, since the conventional linear estimator and linear beamformer
are asymptotically optimal for channel estimation and beamforming, respectively, they are scal-
able for large-scale wireless networks in terms of the achievable performance. In this way, by
exploiting the domain knowledge inherent in these time-efficient methods and incorporating the
intrinsic equivariance property introduced by the wireless network topology, the proposed neural
calibration-based end-to-end design is more scalable and generalizable than the fully data-driven
end-to-end method \cite{38}. This will be verified via simulations in the next section.

C. Training Strategy

Since the existing deep learning platforms do not support complex-value operations, we rewrite
the matrix multiplication $C = AB$ as

$$
\begin{bmatrix}
\Re\{C\} \\
\Im\{C\}
\end{bmatrix} = \begin{bmatrix}
\Re\{A\} & -\Im\{A\} \\
\Im\{A\} & \Re\{A\}
\end{bmatrix} \begin{bmatrix}
\Re\{B\} \\
\Im\{B\}
\end{bmatrix}.
$$

(23)

Besides, the ZF beamformer involves the matrix inverse $(H_{DL}H_{DL}^H)^{-1}$. Let $D$ denote $H_{DL}H_{DL}^H$
and $E = D^{-1}$. Since $DE = I$, the following equation is satisfied

$$
\begin{bmatrix}
I \\
0
\end{bmatrix} = \begin{bmatrix}
\Re\{D\} & -\Im\{D\} \\
\Im\{D\} & \Re\{D\}
\end{bmatrix} \begin{bmatrix}
\Re\{E\} \\
\Im\{E\}
\end{bmatrix}.
$$

(24)

Therefore, $\Im\{E\} = -\Re\{D\}^{-1} \Im\{D\} \Re\{E\}$ and $\Re\{E\} = (\Re\{D\} + \Im\{D\} \Re\{D\}^{-1} \Im\{D\})^{-1}$.

In the training stage, the negative objective functions in Problems (9) and (21) are then readily
to be used as the loss functions for the two applications, respectively. The trainable parameters
are adjusted to minimize the loss function by employing the stochastic gradient descent (SGD)
algorithm where the expectation in (21) is approximated by the empirical average over the
training samples \cite{38}. The backpropagation procedures can be automatically implemented by
any standard deep learning platform. Note that for the beamforming design with implicit channel
estimation, the downlink CSI is only used during training to compute the loss function, and once
trained, the operation of the neural network does not require any knowledge about downlink CSI.
We also remark that the computationally-demanding training process is done offline, so it does
not affect the computational complexity of the proposed method in the online inference stage.
V. SIMULATION RESULTS

In this section, we demonstrate the performance of the proposed neural calibration-based resource allocation in massive MIMO systems.

A. Simulation Setup

In the experiments, we consider the indoor massive MIMO scenario “I1” that is provided in the DeepMIMO dataset [39] and constructed based on the 3D ray tracing simulator [40]. Two operating frequencies, i.e., 2.4 GHz and 2.5 GHz, are employed as the uplink and downlink carrier frequencies, respectively. We consider the ULA transmit antennas at the BS with the antenna spacing set at half wavelength and the number of propagation paths set to 5. The uplink pilot length is the same as the number of users and the noise power is set to $\sigma_0^2 = \sigma_1^2 = -85$ dBm in the simulations. The user-wise shared MLP for ZF calibration has 4 fully-connected layers with 512, 2048, 2048, and $2M$ neurons in each layer, respectively, while the antenna-wise shared MLP for LS calibration has 4 fully-connected layers with 128, 512, 512, and $2L$ neurons in each layer, respectively. We train the neural network for 200 epochs using the Adam optimizer [41] with a mini-batch size of 1024 and a learning rate of 0.001. There are in total 204,800 training samples and 1000 test samples. After each dense layer, the batch normalization layer is leveraged to accelerate convergence and the rectified linear unit (ReLU) is utilized as the activation function in the hidden layers. The numerical results are simulated on a desktop Intel (i7-8700) CPU running at 3.20 GHz with 16 GB RAM.

B. Downlink Beamforming with Perfect Downlink CSI

To illustrate the effectiveness of the proposed neural calibration framework for beamforming design with perfect downlink CSI, we adopt five benchmarks for comparison:

- **WMMSE**: The conventional iterative WMMSE method in [42] is used for beamforming. This baseline serves as a performance upper bound with a high computational complexity.
- **ZF**: The ZF beamforming solution is employed.
- **MRT**: The MRT beamforming solution is employed.
- **Fully Data-driven**: The black-box CNN method in [14] is used.
- **Deep Unfolding**: The deep unfolding method in [14] is utilized. To achieve satisfactory performance, 20 iterations are used.
Fig. 6(a) plots the spectral efficiency achieved by the proposed scheme and the five baseline methods versus the number of antennas. It is shown that all the learning-based methods outperform the MRT method, indicating that deep learning approaches have the ability to effectively manage the interference. Among the three learning-based methods, the proposed neural calibration-based downlink beamforming scheme achieves the best performance. It is also observed that the proposed neural calibration-based design outperforms the conventional ZF beamformer for all investigated values of antenna size, and the performance gain is more obvious when the antenna number is small. This indicates that, when the ratio between the antenna number and the user number is small, i.e., when the ZF beamformer is far from optimal, by calibrating the input of the ZF beamformer using neural networks, the spectral efficiency can be effectively improved. Furthermore, it is demonstrated in Fig. 6(a) that the performance of our proposed method captures the trend of the WMMSE algorithm. In contrast, the fully data-driven method suffers from a significant performance degradation when $M$ increases. This clearly suggests that, by integrating domain knowledge into the beamforming design, our approach achieves a higher scalability compared to the fully data-driven method.

In Fig. 6(b), we demonstrate the system spectral efficiency versus the number of users. As can be observed in Fig. 6(b), while the ZF beamformer entails a prominent performance loss when the number of users increases, our proposed neural calibration-based method still captures the trend of the upper bound. This indicates that the calibration scheme is effectively learned
from data thanks to the powerful learning capability of MLP. Among all the three learning-based methods, the proposed method achieves the best performance for all investigated values of the user number. This verifies the superiority of the proposed neural calibration design in terms of both the spectral efficiency and scalability in wireless networks where users are densely distributed.

We also test the generalization ability of our method in terms of the variable number of users and for different number of antennas, $M$, in Fig. 7. Since the input and output dimensions of the proposed neural network are independent of the user number, the deep learning model trained for a certain value of $K$ can be directly implemented when the user number varies. The “Proposed Method, Mismatch” indicates the case where the learning model is trained when $K = 4$ but tested for different number of users, while in “Proposed Method, Match”, the training setting is exactly the same as the test setting. It is shown that there is little performance loss in terms of the spectral efficiency when mismatch exists in terms of the number of users. Specifically, when the number of antennas is 64, the performance of the mismatched learning model is at least 93.24% of that achieved by the perfectly matched learning model for all investigated values of user number. This confirms the high generalization ability of the proposed neural calibration design.

We then test the performance of our method versus different downlink transmit powers. The “Proposed Method, Mismatch” indicates the case where the learning model is trained when
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Fig. 8. Spectral efficiency achieved by different methods when the number of antennas \( M = 32 \) and the number of users \( K = 10 \).

\[ P_{DL} = -10 \text{ dBm} \] but tested for different downlink transmit powers, while in “Proposed Method, Match”, the training setting is exactly the same as the test setting. In Fig. 8, the spectral efficiency achieved by the matched neural calibration method is significantly higher than that of the ZF beamformer over the whole SNR regime. The fully data-driven end-to-end benchmark achieves good performance in the low SNR regime, but when the downlink transmit power increases, it fails to outperform the conventional ZF beamformer. This indicates that when the power of interference signals is strong, fully data-driven method fails to effectively manage the interference, which leads to a significant performance loss. When mismatch exists, the proposed learning model only results in little performance loss and still outperforms the ZF beamformer for all investigated values of downlink transmit power. This shows that the proposed neural calibration-based beamforming design generalizes well under different downlink SNR.

We then show the average running time of different methods in Table III. Due to the matrix inverse and bisection search operation in each iteration, the WMMSE method entails the longest running time, which defers their application in practice. Since the deep unfolding approach is based on the WMMSE algorithm, it is still an iterative method and fails to be executed at the millisecond level. It can be observed that the proposed neural calibration method and the fully data-driven method both enjoy a high computational efficiency and can achieve real-time implementation.
C. Downlink Beamforming with Implicit Channel Estimation

To illustrate the effectiveness of the proposed neural calibration end-to-end design for (21), we adopt four benchmarks for comparisons:

- **WMMSE Perfect CSIT**: Assuming perfect downlink CSI at the transmitter (CSIT), the conventional iterative WMMSE method in [42] is used for beamforming. This baseline serves as a performance upper bound with a high computational complexity.
- **ZF Perfect CSIT**: The ZF beamforming solution is employed given perfect CSIT.
- **Fully Data-driven End-to-End**: The black-box CNN method in [14] is modified to map the received uplink pilot to the downlink precoding matrix.
- **LS + Channel Mapping + ZF**: Conventional LS channel estimator, channel mapping in [27], and ZF beamformer are adopted in a block-by-block manner.

Fig. 9(a) plots the spectral efficiency achieved by the proposed scheme and the four baseline methods versus the number of antennas. It can be observed that the proposed neural calibration-based design significantly outperforms the conventional block-by-block method for all investigated values of the antenna size. Besides, the proposed method even outperforms ZF with perfect CSIT when the number of antennas $M$ is small. This shows that, by calibrating the input of the ZF beamformer using neural networks, the system performance in the small-scale antenna regime can be effectively improved. Furthermore, it is demonstrated in Fig. 9(a) that the performance of our proposed method captures the trend of the two baseline beamformers with perfect CSIT. In contrast, the fully data-driven end-to-end method suffers from a significant performance degradation when $M$ increases, and its performance gain over the block-by-block method vanishes when $M = 128$. This clearly indicates that, by integrating domain knowledge,
Fig. 9. Spectral efficiency achieved by different methods.

into the end-to-end design, our approach achieves a higher scalability compared to the fully
data-driven end-to-end method.

In Fig. 9(b), we demonstrate the system spectral efficiency versus the number of users. As can be observed in Fig. 9(b), while the two baseline methods without perfect CSIT entail a prominent performance loss when the number of users increases, our proposed neural calibration-based method only experiences little performance loss. Specifically, the proposed beamforming method can achieve 91.0% of the spectral efficiency achieved by the WMMSE with perfect CSIT when $K = 10$, while the fully data-driven end-to-end method only achieves 78.7% in this case. This verifies the superiority of the proposed neural calibration design in terms of both the spectral efficiency and scalability in wireless networks where users are densely distributed.

We also test the robustness of our method against mismatch in terms of the uplink SNR. In Fig. 10, the “Proposed Method (mismatch)” indicates the case where the learning model is trained when $P_{UL} = -10$ dBm but tested for different values of the uplink transmit power. It is shown that there is little performance loss in terms of the spectral efficiency when mismatch exists for the uplink transmit power, which confirms the robustness of the proposed neural calibration end-to-end design. Besides, the spectral efficiency achieved by both the matched and mismatched neural calibrations is significantly higher than that of the block-by-block design over the whole SNR regime, which indicates the superiority of the neural calibration-based resource allocation with implicit channel estimation. Since the fully data-driven end-to-end benchmark is
VI. Conclusions

In this paper, we developed a scalable and generalizable neural calibration framework to solve generic design problems in wireless communication systems. In contrast to two existing “learning to communicate” paradigms, i.e., fully data-driven methods and deep unfolding methods, we proposed a novel way to amalgamate domain knowledge with deep learning. The backbone of the conventional time-efficient method is retained and a unique neural network architecture is developed based on a permutation equivariance property introduced by the wireless network topology. Notable advantages of the proposed method include real-time implementation, scalable performance for large-scale problems, and good generalizations to varying system parameters. Simulation results clearly demonstrated that the proposed neural calibration-based design achieves an excellent performance in large-scale massive MIMO systems even if perfect CSI is not available. It is intriguing to extend our proposed neural calibration framework to other challenging communication applications, such as system design with pilot contamination [43], beamforming design in multicell systems [44], and design problems in intelligent reflecting surfaces-aided wireless systems [45].
APPENDIX A

PROOF OF THEOREM 1

Proof: Reordering the antennas simply leads to permutation of the rows of $H$ and $Y_p$. The antenna ordering permutation equivariance property of $H$ and $Y_p$ is depicted as

$$Y_p' = \Pi^T Y_p = \Pi^T H P + N = H' P + N, \quad \forall \Pi.$$ (25)

This suggests that there is no natural ordering of antenna elements. Let $\hat{H} = \mathcal{P}(Y_p)$ and $\hat{H}' = \mathcal{P}(Y_p')$ denote the estimates of the channel matrix given $Y_p$ and $Y_p'$, respectively. Since the estimated channels should follow the same permutation of the true channels, i.e., $\hat{H}' = \Pi^T \hat{H}$, the permutation equivariance property of the channel estimator is stated as

$$\mathcal{P}(\Pi^T Y_p) = \Pi^T \mathcal{P}(Y_p).$$ (26)

The proof is thus completed.

APPENDIX B

PROOF OF THEOREM 2

Proof: The gradient of the sum-rate function with respect to $V$ is $\nabla_V R = H_{DL}^H B$ where $B \in \mathbb{C}^{K \times K}$ and its entries are given by

$$b_{kk} = \frac{h_{DL,k} H_{DL,k} v_k}{\sum_{i=1}^{K} |h_{DL,k} H_{DL,i} v_i|^2 + \sigma_0^2},$$

$$b_{jk} = \frac{-|h_{DL,j} H_{DL,j} v_j|^2 h_{DL,j} H_{DL,k} v_k}{(\sum_{i=1}^{K} |h_{DL,j} H_{DL,i} v_i|^2 + \sigma_0^2)(\sum_{i \neq j} |h_{DL,j} H_{DL,i} v_i|^2 + \sigma_0^2)}, \quad j \neq k.$$ (27)

Since $V_{ZF} = h_{ZF}(X)$, the gradient of the sum-rate function with respect to the input of ZF, i.e., $X$, is given by

$$\nabla_X R = \gamma_{ZF} \left[ (XX^H)^{-1} B^H H_{DL} - X' H_{DL}^H B X' \right. \left. - (XX^H)^{-1} B^H H_{DL} X^H X' \right],$$ (28)

where $X' = (XX^H)^{-1} X$. It can be observed that when $\sigma_0^2 \neq 0$, the gradient of the sum-rate function with respect to $X$ is not zero at $X = H_{DL}$. Therefore, when $\sigma_0^2 \neq 0$, $\forall H_{DL}$ and $\forall \epsilon > 0$, there exists an $H_{DL}$ with $\|H_{DL} - \tilde{H}_{DL}\| \leq \epsilon$ such that $R(h_{ZF}(H_{DL})) < R(h_{ZF}(\tilde{H}_{DL}))$. ■
APPENDIX C

PROOF OF THEOREM 2

Proof: First, since $F(\cdot)$ consists of one forward pass of the MLP $\phi$ and the stack operation, it naturally satisfies the permutation equivariance. It is easy to verify that $F(\Pi^T H_{DL}) = \Pi^T F(H_{DL}) = \Pi^T \bar{H}_{DL}$. Then, to show $h_{ZF}(F(\Pi^T H_{DL})) = h_{ZF}(F(H_{DL}))\Pi$, we need to prove that $h_{ZF}(\Pi^T \bar{H}_{DL}) = h_{ZF}(\bar{H}_{DL})\Pi$.

Since $\Pi \Pi^T = I$, then for any invertible matrix $A$, we have $(\Pi A \Pi^T)^{-1} = \Pi A^{-1} \Pi^T$. Therefore,

$$h_{ZF}(\Pi^T \bar{H}_{DL}) = \gamma_{ZF}(\Pi^T \bar{H}_{DL})^H \left( \Pi^T \bar{H}_{DL} \left( \Pi^T \bar{H}_{DL} \right)^H \right)^{-1}$$

$$= \gamma_{ZF}(\bar{H}_{DL})^H \Pi \left( \Pi^T \bar{H}_{DL} \bar{H}_{DL}^H \Pi \right)^{-1}$$

$$= \gamma_{ZF}(\bar{H}_{DL})^H \Pi \Pi^T \left( \bar{H}_{DL} \bar{H}_{DL}^H \right)^{-1} \Pi$$

$$= \gamma_{ZF}(\bar{H}_{DL})^H \left( \bar{H}_{DL} \bar{H}_{DL}^H \right)^{-1} \Pi.$$ (29)

The proof is thus completed. ■
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