Stochastic dynamical wake modeling for wind farms
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Abstract

Low-fidelity analytical models of turbine wakes have traditionally been used for wind farm planning, performance evaluation, and demonstrating the utility of advanced control algorithms in increasing the annual energy production. In practice, however, it remains challenging to correctly estimate the flow and achieve significant performance gains using conventional low-fidelity models. This is due to the over-simplified static nature of wake predictions from models that are agnostic to the effects of atmospheric boundary layer turbulence and the complex aerodynamic interactions among wind turbines. To improve the predictive capability of low-fidelity models while remaining amenable to control design, we offer a stochastic dynamical modeling framework for capturing the effect of atmospheric turbulence on the thrust force and power generation as determined by the actuator disk concept. In this approach, we use stochastically forced linear models of the turbulent velocity field to augment the analytically computed wake velocity and achieve consistency with higher-fidelity models in capturing power and thrust force measurements. The power-spectral densities of our stochastic models are identified via convex optimization to ensure consistency with partially available velocity statistics or power and thrust force measurements while preserving model parsimony. We demonstrate the utility of our approach in capturing turbulence intensity variations behind wind turbines and estimating thrust force and power signals generated by large-eddy simulations of the flow over a cascade of turbines. Our results provide insight into the significance of sparse field measurements in recovering the statistical signature of wind farm turbulence using stochastic linear models.
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1 INTRODUCTION

In recent years, experiment- and simulation-based studies have demonstrated the efficacy of induction and wake steering as control strategies that can improve the performance of wind farms. With the exception of a small number of studies that have pursued model-free methods for maximizing power production, e.g., extremum seeking control, efforts in designing wind farm controllers have relied on various levels of abstraction offered by models of wind farm flows. To date, most model-based approaches have focused on open-loop control policies informed by look-up tables that determine the optimal turbine settings offline and based on the response of static engineering models to different steady-state atmospheric conditions (e.g., wind directions, wind speed, turbulence intensity, etc.). While successful in controlled experimental or numerical testing environments, potentially unforeseen variations in turbulent inflow conditions, terrain specific effects, or sensing/actuation errors can hinder the generalizability, and thus, applicability of open-loop strategies at the scale of large wind farms. Robust feedback control provides
the systematic means to tackle such challenges by systematically accounting for uncertainties in sensing and actuation, unknown exogenous disturbances, and modelling error.

Due to the vast range of spatio-temporal scales over which coherent structures affect turbine performance and the intricate nature of wake turbulence, model-based closed-loop control design has predominantly relied on computationally expensive high-fidelity models such as those that are used in large-eddy simulations (LES) to demonstrate meaningful performance improvements. While such models play an important role in improving our understanding of wake turbulence, they are not suitable for the development of real-time model-based control strategies that can adapt to time-varying atmospheric conditions informed by supervisory control and data acquisition (SCADA) measurements. This motivates the development of lower fidelity models that capture the essential flow features and quantities of interest for analysis or control.

1.1 Control-oriented wake modeling

Seminal efforts toward developing low-fidelity models of turbine wakes focused on two-dimensional (2D) heuristic based methods that capture the reduction in the mean streamwise velocity at hub height for given steady atmospheric conditions. Enabled by structural approximations of turbine rotors, the actuator disk model (ADM) more sophisticated variants that observe conservation principles for mass and momentum, or even model the mean streamwise velocity deficit as a Gaussian distribution were combined with wake superposition laws to improve predictions of the power captured by wind farms. The predictions of such static engineering models of the averaged velocity field typically depend on a set of parameters that can be tuned to match field measurements or LES data. Efforts have also been made to incorporate 3D effects resulting from turbine yawing or the ground into numerical integration schemes and predict the curled shape of turbine wakes. More recent analytical developments bypass the need for numerical integration while accounting for curled shape deformations and even lateral and wall-normal deflections of turbine wakes, due to ground effects. Nevertheless, in the absence of a dynamical model for the fluctuating velocity field, the over-simplified static nature of conventional engineering wake models that neglects the time-varying features of near-field turbulence leads to the under-prediction of wake recovery. This, in turn, can yield inaccurate predictions of quantities of interest for wind farm control (e.g., the load and power corresponding to each turbine).

To overcome the shortcomings of static engineering models, contributions have been made to add a degree of dynamics or parametric stochasticity to analytical models (e.g., the dynamic wake-meandering model, the dynamic extension of the Park model, and the stochastic ADM model). Reliance on extensive parametric tuning, dynamical complexities, and the absence of constructive methods for uncertainty modeling challenge the utility of such models for real-time estimation and control. Medium-fidelity models (e.g., those based on the Reynolds-averaged NS (RANS) equations) have sought to overcome these issues by capturing the 3D dynamic variation of the velocity field and incorporating turbulence models. However, the limitations of turbulence models and the nonlinearity of RANS-based models hinder their utility for real-time optimal estimation and control.

Efforts have also been made to train reduced-order models of low-fidelity using data from numerical simulations. In conjunction with graph-based methods, such data-driven models have been used to estimate the direction of free-stream velocity or even predict variations in power output due to changes in inlet wind direction. In a similar vein, machine learning approaches have been used to obtain reduced-order models based on data collected from experiments and numerical simulations. Data-driven methods are attractive due to their flexibility in analyzing different physical phenomena. However, unreliable measurements and data anomalies challenge a sole reliance on data because such models are agnostic to the underlying physics. Furthermore, control actuation and sensing may significantly alter the identified modes that are used to construct data-driven models in unpredictable ways. This compromises the performance of the resulting models in regimes that were not accounted for in the training process and introduces nontrivial challenges for model-based control design. An alternative approach, which we pursue in this work, is to leverage the underlying physics in the form of a prior model that arises from first principles, i.e., linearization of the NS equations around stable flow states, and to use data-driven techniques to enhance its predictive capability.

The linearized NS equations have been combined with vortex cylinder theory to provide a physics-based alternative for dynamical modeling of wind farm flows. Furthermore, in conjunction with actuator disk theory, the 2D linearized NS equations have been reformulated as a quasi linear parameter varying descriptor model and used for the purpose of wind farm control. Such models that are based on the linearized NS equations can overcome some of the shortcomings of conventionally used low-fidelity wake models in qualitatively predicting flow features of turbulent wakes and the resulting power production. However, quantifying and modeling the uncertainties due to: (i) the choice of base flow around which linearization happens; and (ii) the absence of nonlinear terms, remain challenging. In particular, modeling such sources of uncertainty...
plays an important role in obtaining well-posed estimation gains when using linear models for predicting flow statistics or quantities of interest for control design, e.g., thrust force or power generation at turbines.

1.2 Stochastic dynamical modeling of turbulent flows

When subjected to additive stochastic excitation, a linear system provides a stochastic response with statistical characteristics that can be qualitatively and quantitatively compared with the results of nonlinear simulations or experiments. For example, the stochastically forced linearized NS equations have been shown to reproduce structural and statistical features of transitional and turbulent wall flows. Stochastic excitation captures the effects of neglected nonlinear terms and exogenous excitations. Based on this, inverse problems can be posed to utilize statistical signatures of complex dynamical systems that are generated by numerical simulations (e.g., see) to shape the statistics of stochastic forcing into the linearized dynamics. This idea was pursued by Zare et al. where the data-enhanced physics-based modeling framework was developed to account for partially observed statistical signatures of complex dynamical systems (e.g., turbulent flows) by introducing colored-in-time stochastic forcing into the linearized dynamics. The colored-in-time forcing is realized via a systematic optimization-based procedure that ensures the statistical consistency of the output of the linearized dynamics with the result of nonlinear simulations while preserving the principle of parsimony. Besides the realization of background turbulence as a colored-in-time stochastic source of excitation of the linearized dynamics, structural perturbation of the linearized dynamical generator have also been sought which can be used to identify important state-feedback interactions that are lost through linearization. Such dynamical perturbations of the linearized equations can also be trained using partially observed statistical signatures of the turbulent flow using convex optimization; see for additional details.

1.3 Challenges and contribution

One of the simplest representations of a wind turbine rotor is given by the actuator disk model (ADM), which assumes turbine rotors to be porous disks that experience uniform wind conditions over their entire surface and extract wind power by exerting a thrust force onto the incoming flow. The energy extraction process within a control volume around the actuator disk yields the following expressions for the exerted thrust force and extracted power:

\[ F = \frac{1}{2} \rho A C_T u^2, \quad P = \frac{1}{2} \rho A C_P u^3. \]

Here, \( F \) is the thrust force, \( P \) is the power, \( \rho \) is the air density, \( A \) is the area of the rotor disk, \( u \) is the effective surface-averaged velocity on the rotor disk, and \( C_T \) and \( C_P \) are, respectively, thrust and power coefficients that can be defined as functions of the axial induction factor \( a \) that is used to quantify the induced flow at the actuator disk due to pressure variation over the turbine:

\[ C_T = 4a(1-a), \quad C_P = 4a(1-a)^2. \]

The maximum value of \( C_P \), which characterizes the Betz limit for turbine efficiency, is obtained with \( a = 1/3 \) as 0.593. However, physical testing of turbines typically yields efficiency levels that are lower than this theoretically established bound. Following a similar approach as the ADM with rotation from Porté-Agel et al. and Wu and Porté-Agel, the thrust force and power can be computed as the aggregate of contributions from constituting segments of a turbine rotor resulting from the discretization of the spatial domain, i.e., \( F = \sum_i F_i \) and \( P = \sum_i P_i \), where

\[ F_i = \frac{1}{2} \rho A_i C_T u_{\text{eff},i}^2, \quad P_i = \frac{1}{2} \rho A_i C_P u_{\text{eff},i}^3. \]

Here, \( A_i \) represents the area of the rotor disk segment and \( u_{\text{eff},i} \) represents the effective velocity over the \( i \)th segment, which may be computed as the resultant velocity field evaluated on a staggered grid; see for an illustration.

Low-fidelity analytical models such as the Frandsen model or the Jensen-Park model neglect the time-varying near-field turbulence behind the wind turbine and are often combined with linear wake superposition laws to provide an over-simplified prediction of wake velocities under steady atmospheric conditions. In the absence of a turbulence model that can capture the effect of the ABL and rotor-induced mixing, velocity deficits predicted by such models are typically over-predicted, and thus, lead to inaccurate predictions of the load and power (Figure 3). In this paper, we take a step in compensating the shortcomings of low-fidelity models via reduced-order modeling of second-order statistics of the velocity field that are pertinent in the prediction of thrust force and power for various turbines using Equation 1 or turbulence intensities in accordance with field measurements or LES results. To this end, we adopt the stochastic dynamical modeling framework of Zare et al. to model the effect of background turbulence using linear dynamical models and improve the predictive capability of low-fidelity engineering models without adding to their dimensional complexity (Figure 2). The resulting data-enhanced models are of low-complexity and are thus convenient...
The wind velocity field $u$ in the farm can be decomposed into the sum of a time-averaged mean $\bar{u}$ and zero-mean fluctuations $v$ as

$$u = \bar{u} + v, \quad \bar{u} = E[u], \quad E[v] = 0$$ (2)

where overline and $E[\cdot]$ both denote the time-average operator, e.g.,

$$\bar{u}(x) = E[u(x,t)] = \lim_{T \to \infty} \frac{1}{T} \int_0^T u(x,t+\tau) d\tau.$$ 

Here, $x$ denotes the spatial coordinates and $t$ is time. The velocity fluctuation field $v$, which we will use to capture the effect of atmospheric turbulence on the wake model, is assumed to be a stochastic Gaussian process. When the velocity incident on the turbines is perpendicular to the rotor and there is no cross-wind, substitution of Equation (2) into Equation (1) yields the following equations for the time-averaged thrust force and power associated with $i$th segment of the rotor:

$$\bar{F}_i = \frac{1}{2} \rho A_i C_T \left( u_{\text{eff},i}^2 + v_{\text{eff},i}^2 \right)$$ (3a)  

$$\bar{P}_i = \frac{1}{2} \rho A_i C_P \left( u_{\text{eff},i}^2 + v_{\text{eff},i}^2 \right)^{3/2},$$ (3b)

Our proposed modeling approach uses data to augment the predictive capability of low-fidelity engineering models using a stochastic dynamical representation of atmospheric turbulence whereby improved predictions of power and thrust force can be achieved.
FIGURE 3 (a) A cascade of 4 equally spaced turbines. (b) The streamwise and spanwise dependence of the velocity field $\bar{u}(x, z)$ generated by the analytical model [14] from Bastankhah and Porté-Agel over the 2D computational domain at hub height. The thick black lines mark the location of the turbine rotors. (c) Predictions of thrust force $\bar{F}$ and (d) power generation $\bar{P}$ from LES (*) and the result of using Equation (1) with 15 segments across the spanwise extent of turbine rotors and the velocity field predicted by the analytical model [14] (•).

where the effective velocities can represent the resultant of their components, e.g., $v_{\text{eff}} = \sqrt{u^2 + w^2}$ when $v = [u \ w]^T$, and the stochastic properties of the fluctuation field v, namely its zero mean (cf. Equation (2)) and skewness (due to its Gaussian distribution), have been used to eliminate certain terms. Based on Equations [3], the scalar quantities that we obtain for the thrust force and power of each turbine are functions of not only the effective mean velocity $\bar{u}$, but also the second-order statistics of the fluctuation field $v$ at the staggered points of the discretization grid. While analytical models provide a static prediction of the effective velocity in the wind farm (similar to $\bar{u}$), the fluctuation field $v$ provides an additional dynamic degree-of-freedom whose second-order statistics can be modeled to improve predictions of flow quantities across the farm; given a set of available time-averaged thrust force $\{\bar{F}_i\}$ and power $\{\bar{P}_i\}$ measurements for various turbines, the dynamics of $v$ can be sought to augment the predictions of static analytical models by providing the necessary second-order statistics $v_{\text{eff}}^2$ for matching the available data (cf. Equations [3]). On the other hand, the statistics of $v$ may be directly modeled to match turbulence intensities across the wind farm.

A number of options exist for modeling velocity fluctuations $v$ including data-driven approaches. Herein, we follow the stochastic dynamical modeling approach of Zare et al. [75,68,77] and pursue stochastically forced linear time-invariant (LTI) approximations of complex wind farm flow dynamics. Specifically, we assume the following state-space representation

$$
\psi_t(x, t) = A \psi(x, t) + B d(x, t) \quad \text{for the dynamics of velocity fluctuations } v
$$

$$
\nu(x, t) = C \psi(x, t)
$$

for the dynamics of velocity fluctuations $v$, where $\psi$ is the state vector, $d$ is a stationary zero-mean stochastic process, $A$ is the dynamic generator that represents the prior dynamical representation for the turbulent flow dynamics, $B$ is the input operator that is used to introduce the input $d$ into the dynamics, $C$ is an output operator that relates the state $\psi$ to the output velocity field $v$, and $(\cdot)_t$ is the partial derivative with respect to time. In this paper, we focus on physics-based dynamical approximations resulting from linearization of the NS around static base flow profiles that are generated by conventional engineering models. Nonetheless, alternative linear models, which may result from application specific assumptions/simplifications, or data-driven methods such as dynamic mode decomposition [81,82,83,84] may also provide viable starting points for our modeling framework. Together with the prior low-fidelity engineering model that predicts $\bar{u}$, the dynamical model considered for velocity fluctuations $v$ gives rise to a class of low-complexity models that are more accurate in predicting quantities that depend on turbulent flow statistics, but maintain a lower dynamic complexity relative to medium-fidelity models (Figure 2).
3 | STOCHASTICALLY FORCED LINEARIZED NAVIER STOKES EQUATIONS

In this section, we provide details on the stochastically forced linearized NS equations around a static 2D base flow profile $\overline{u}$ resulting from a low-fidelity engineering wake model. Our focus will be on 2D models of wind farm turbulence that are constrained to planes at the hub height of wind turbines. We note, however, that the proposed modeling framework is readily generalizable to 3D wind farm models that account for the remaining wall-normal dimension.

The dynamics of small velocity and pressure fluctuations $(v, p)$ around the base flow profile $(\overline{u}, \overline{P})$ are governed by the linearized NS and continuity equations

$$
\begin{align*}
\partial_t v - (\nabla \cdot v) \overline{u} - (\nabla \cdot \overline{u}) v - \nabla p + \frac{1}{Re} \Delta v &= -K^{-1} v + d \\
0 &= \nabla \cdot v
\end{align*}
$$

where the vector $v = [u \ w]^T$, with $u$ and $w$ denoting components of fluctuating velocity field in the streamwise $(x)$ and spanwise $(z)$ directions, respective, $\nabla$ is the gradient operator, $\Delta = \nabla \cdot \nabla$ is the Laplacian operator, and the Reynolds number $Re = U_\infty d_0/\nu$ is defined in terms of the rotor diameter $d_0$, the free-stream velocity $U_\infty$, and the kinematic viscosity $\nu$. All variables in Equation (5) have been non-dimensionalized: length by $d_0$, velocity by $U_\infty$, time by $d_0/\nu$, and pressure by $\rho U_\infty^2$. In Equation (5), $d$ represents an additive zero-mean stationary stochastic input that triggers a statistical response of the linearized dynamics.

In Equation (5), the volume penalization term $K^{-1} v$ is used to capture the effect of turbine rotors and nacelles (and even turbine towers in 3D models) on the velocity field. This method avoids the implementation of boundary conditions in complex geometries by modeling the effect of solid obstructions of the flow as a spatially varying permeability function $K$ that influences the governing equations as an additive body force. Within the fluid, the penalization resulting from the permeability function $K$ should have no influence on the flow, i.e., $K \to \infty$, yielding back the original linearized NS dynamics for $v$. On the other hand, within solid structures, the function $K$ should force the velocity field to zero, i.e., $K \to 0$; see Figure 4 for details. To capture the spatial region that is influenced by the presence of the turbines, we use a smooth 2D filter function of the form:

$$
K^{-1}(x, z) = \frac{c}{\pi^2} \frac{1}{[\arctan(a(x - x_1)) - \arctan(a(x - x_2))][\arctan(a(z - z_1)) - \arctan(a(z - z_2))]},
$$

where $x_{1,2}$ and $z_{1,2}$ determine the spatial extent of the rotors in the horizontal directions and parameters $a$ and $c$ determine the slope and magnitude of the function, respectively; see Figure 4 for samples of 1D and 2D resistance functions $K^{-1}$. Typically, the slope $a$ is set to a reasonably large value that clearly captures the spatial extent of the turbines but does not violate differentiability or cause large derivatives of $K^{-1}$ in the linearized operator. Ideally, the magnitude $c$ would be set to extremely large values to ensure a significant drop in the velocity field within the turbine structures. However, in practice, large values of $c$ can violate stability of the linearized NS operator. Our numerical experiments suggest that the largest value of $c$ before the linearized dynamics become marginally stable (eigenvalues of $A$ in Equation (4) fall on the imaginary axis) provides the best balance in capturing the effect of turbines on the turbulent velocity field while maintaining a well-behaved stable dynamic generator.

A standard conversion for the elimination of pressure together with finite-dimensional approximation of the differential operators brings the linearized equations (5) into the form of the evolution model

$$
\dot{v}(t) = A v(t) + B d(t)
$$

FIGURE 4 (a) The spanwise dependence of the resistance function $K^{-1}(z)$ following Equation (6) with $z_1 = -0.1$, $z_2 = 0.1$, $a = 5$, and $c = 400$. (b) The streamwise and spanwise dependence of the resistance function $K^{-1}(x, z)$ corresponding to Equation (6).
See Appendix A for the system matrices, details on the finite-dimensional approximation, and boundary conditions. For the wind farm flow under steady atmospheric conditions, the global operator in Equation (7) has no exponentially growing eigenmodes (i.e., the dynamic matrix \(A\) is stable). Thus, the steady-state covariance of the fluctuating velocity field

\[
X := \lim_{t \to \infty} E (v(t) v^*(t)),
\]

subject to zero-mean white-in-time forcing \(d\) with spatial covariance matrix \(\Omega \succeq 0\), i.e., \(E(d(t)) = 0\) and \(E(d(t) d^*(\tau)) = \Omega \delta(t - \tau)\) can be obtained from the solution to the Lyapunov equation,

\[
A X + X A^* = -B \Omega B^*. \tag{8}
\]

The Lyapunov equation (8) relates the statistics of white-in-time forcing, represented by \(\Omega\), to the infinite-horizon state covariance \(X\) via system matrices \(A\) and \(B\). The energy spectrum of the streamwise and spanwise velocity components can be extracted from the diagonal entries of the matrix \(X\) and the total kinetic energy of the flow can be computed as \(E = \text{trace}(X)\). While white-in-time forcing is useful in studying the receptivity of the turbulent flow to exogenous disturbances\(^{34,35}\), it is often found to be insufficient in reproducing its statistical signatures\(^{68,77}\). To address this issue, we next consider the more general case of colored-in-time stochastic forcing, and pose inverse problems that identify both the statistics of colored-in-time forcing and an input matrix \(B\) to match available second-order statistics of wind farm turbulence using the LTI model (7).

4 STOCHASTIC DYNAMICAL MODELING OF PARTIALLY AVAILABLE SECOND-ORDER STATISTICS

Modern-day wind farms use a host of sensing devices that are distributed across the farm to provide critical SCADA data for assessing the performance of the power plant and make changes to the operational settings of wind turbines in real time. The incoming stream of flow measurements from nacelle mounted anemometers, weather towers, pressure sensors, or even Doppler LiDAR systems can be processed to determine the power extracted by turbines, loads exerted on rotor structures, and the direction and speed of the incoming wind. Time averaged quantities can also be used to develop wake models that may in turn enable model-based flow estimation and wind farm control synthesis. Restricted by the modeling premise afforded by the segmented ADM model (Section 2), herein, we utilize such data to realize stochastic forcing models for the linearized NS equations\(^{7}\) that yield output velocity statistics that best reproduce the quantities of interest. We consider the availability of two types of data: (i) power and thrust force measurements at turbines; and (ii) velocity intensities at prespecified locations across the wind farm. While the second type of data (second-order statistics of the fluctuating velocity field \(\nabla v\)) directly specifies entries in the covariance matrix \(X\) of the linearized model\(^{7}\), the first type only provides such statistics through the ADM model; given time-averaged thrust force or power generation measurements across the farm, we use Equations (3) together with a static approximation of an analytical wake model to obtain the resultant turbulence intensity at staggered points across the rotor structure and predict the competing quantity. Note that due to a lack of sufficient degrees of freedom in Equations (3), both thrust force and power measurements cannot be simultaneously matched. Details of how we obtain the turbulence intensity to match power or thrust force measurements or a balanced approximation of the two that addresses the issue of insufficient degrees of freedom are provided in Appendix B. Either of the three scenarios covered in the appendix yield an effective velocity intensity for each staggered point across the turbine rotors, but do not provide information regarding the contributions from different velocity components (e.g., \(u^2\) or \(w^2\)), which may be provided via additional problem specific information such as the rotor yaw angle. Moreover, assuming knowledge of power and thrust force over individual segments of turbine rotors may not be a realistic expectation unless sensors are mounted on the surface of turbine blades. Consideration of scenarios where power or thrust force measurements are provided for entire turbines or turbine rotors are misaligned with the incoming wind direction is a topic of ongoing research. In Section 5.3, we demonstrate how access to thrust force (power) measurements can results in predictions of power generation (thrust force) for wind turbines, and in Section 5.4 we demonstrate how partially observed second-order statistics of the velocity field can be used the complete the second-order statistical signature of the wind farm turbulence.

Partially available second-order statistics of the velocity field \(\nabla v\) denote a subset of entries of the state covariance matrix \(X\), which we wish to model. In the remainder of this section, we provide background material regarding the structural constraints on the state covariance matrix \(X\), draw from the stochastic dynamical modeling framework of Zare et al\(^{23,24,77}\) to formulate covariance completion problems that identify the statistics of stochastic forcing \(d\) into linear Gaussian model\(^{7}\) to reproduce the available second-order statistics \(v^2\), and provide details of a filter parameterization that enable the stochastic realization of the identified forcing.
4.1 Second-order statistics of LTI systems

For system \( \mathbf{A} \) with Hurwitz \( \mathbf{A} \) and controllable pair \(( \mathbf{A}, \mathbf{B} )\), a matrix \( \mathbf{X} \) qualifies as the steady-state covariance matrix of the state vector, i.e.,

\[
\mathbf{X} := \lim_{t \to \infty} \mathbf{E} \left( \psi(t) \psi^*(t) \right),
\]

if and only if the Lyapunov-like equation

\[
\mathbf{A} \mathbf{X} + \mathbf{X} \mathbf{A}^* = -\mathbf{B} \mathbf{H}^* - \mathbf{H} \mathbf{B}^*
\]

(9)
is solvable for the matrix \( \mathbf{H} \). Here, \( * \) denotes the complex conjugate transpose. The matrix \( \mathbf{H} \) quantifies the cross-correlation between the input and the state in model \( \mathbf{X} \).

When the stochastic input \( \mathbf{d} \) is zero-mean and white-in-time (state-independent) with covariance \( \mathbf{\Omega} \), \( \mathbf{H} = (1/2) \mathbf{\Omega} \mathbf{H} \) reduces Equation (9) to the standard algebraic Lyapunov equation (8). In contrast to the Lyapunov Equation (8), the right-hand side of Equation (9) is in general sign indefinite, i.e., will have both positive and negative eigenvalues unless the stochastic forcing \( \mathbf{d} \) is white-in-time. The one-point velocity correlations along the diagonal of the state covariance matrix \( \mathbf{X} \) constitute turbulence intensities that are either matched in accordance with field measurements across the farm or model the deficits in matching thrust force or power generation in accordance with the segmented ADM model (3).

4.2 Covariance completion

Given partially known diagonal entries of \( \mathbf{X} \) corresponding to deficits in matching thrust force, power generation, or turbulence intensities across the farm, we seek an input matrix \( \mathbf{B} \) and statistics of forcing \( \mathbf{d} \) that are consistent with the hypothesis that the required statistics in \( \psi \) are generated by model \( \mathbf{X} \) with known generator \( \mathbf{A} \). It is also important to restrict the complexity of the identified forcing model, which is quantified as the number of degrees of freedom that are directly influenced by the stochastic forcing, i.e., the number of input channels in matrix \( \mathbf{B} \) or \( \text{rank}(\mathbf{B}) \).

To these ends, we follow Zare et al. [1] in solving the structured covariance completion problem:

\[
\begin{aligned}
\text{minimize} & \quad - \log \det (\mathbf{X}) + \gamma \| \mathbf{Z} \|_* \\
\text{subject to} & \quad \mathbf{A} \mathbf{X} + \mathbf{X} \mathbf{A}^* + \mathbf{Z} = 0 \\
& \quad \mathbf{X} \circ \mathbf{E} - \mathbf{G} = 0
\end{aligned}
\]

(10)

which penalizes a composite objective subject to two linear constraints with the first corresponding to the Lyapunov-like equation (9) and the second denoting the set of known second-order statistics of the velocity field. Here, the matrices \( \mathbf{A}, \mathbf{C}, \mathbf{E}, \) and \( \mathbf{G} \) are problem data, and the Hermitian matrices \( \mathbf{X}, \mathbf{Z} \) are optimization variables. Entries of \( \mathbf{G} \) represent partially available second-order statistics of the velocity field \( \psi \), the symbol \( \circ \) denotes elementwise matrix multiplication, and \( \mathbf{E} \) is the structural identity matrix,

\[
E_{ij} = \begin{cases} 
1, & \text{if } G_{ij} \text{ is available} \\
0, & \text{if } G_{ij} \text{ is unavailable.}
\end{cases}
\]

The objective function provides a trade-off between the solution to a maximum-entropy problem and the complexity of the forcing model; the logarithmic barrier ensures the positive definiteness of the matrix \( \mathbf{X} \) and the nuclear norm regularizer, which is weighted by the parameter \( \gamma > 0 \), is used as a proxy for the rank function (see, e.g., References [1,2]). The rank of the matrix \( \mathbf{Z} \) bounds the number of independent input channels or columns in matrix \( \mathbf{B} \); for details see [2]. We note that unless the forcing \( \mathbf{d} \) in Equation (7) is white-in-time, the matrix \( \mathbf{Z} \) may have both positive and negative eigenvalues. Convex optimization (10) can be cast as a semidefinite program and solved efficiently using standard solvers [1,2] for small- and medium-size problems. In [1,2], customized algorithms have been developed to deal with larger problems such as those arising in the modeling of multi-turbine wind farms.

4.3 Stochastic realization

Problem (10) combines the nuclear norm with an entropy function in order to target low-complexity structures for stochastic forcing and facilitate the construction of a particular class of low-pass filters that generate suitable forcing into Equation (7). The solution \( \mathbf{Z} \) to optimization problem (10) can be decomposed into matrices \( \mathbf{B} \) and \( \mathbf{H} \) (cf. Equation (9)) via spectral factorization. These factors, together with matrix \( \mathbf{X} \) that also results from solving problem (10) and the state matrix \( \mathbf{A} \) enable the construction of generically minimal linear filters that have the same number of degrees of
freedom as system and are given by:

\[ \dot{\xi}(t) = (A - BK) \xi(t) + B w(t) \]
\[ d(t) = -K \xi(t) + w(t) \]

where,

\[ K = \frac{1}{2} \Omega B^* X^{-1} - H^* X^{-1}. \]

Here, \( \xi \) is the state of the filter and \( w \) is a zero-mean white-in-time stochastic process with covariance \( \Omega > 0 \); see Figure 5. The minimal realization of the linear filter and linearized dynamics results in a parsimonious (low rank) modification to the original linearized dynamics (Figure 5).

The resulting stochastic wake model is linear and maintains a close relation with the physics retained by the linearized NS equations due to the low-rank nature of the modification term \( BK \). Thus, it is not only convenient for the purpose of conducting linear stochastic simulations and real-time model-based feedback control with provable performance guarantees, but it holds the promise to ensure satisfactory performance even when the real physical system deviates from the model used for design.

5 | NUMERICAL EXPERIMENT

In this section, we utilize the stochastic dynamical modeling framework presented in Section 4 to account for partially available second-order statistics of the turbulent velocity field \( v^2 \) at the hub height of a wind farm. We begin with a brief discussion into the details of LES which were used to generate data for the training and verification/validation of our stochastic dynamical models. We demonstrate the capability of our models in improving the predictions of analytical wake models in capturing the thrust force and power generation over the turbines in the \( 4 \times 1 \) cascade shown in Figure 3. We then focus on a single turbine configuration to assess the value of velocity statistics at various distances downstream of the turbine in training our data-enhanced stochastic wake model. We build on the results obtained from this case study to model the turbulent flow impinging on a cascade of 4 turbines. Finally, we provide a dynamical realization for the identified stochastic forcing and conduct linear stochastic simulations to verify the ability of our models in accounting for statistical signatures of wind farm turbulence.

5.1 Large-eddy simulations

A cascade of 4 NREL-5MW reference turbines \(^{22}\) (Figure 3a) is simulated using the LES code UTD-WF, which employs the rotating ADM to account for the effect of rotating turbine blades and the immersed boundary method of Orlandi and Leonardi \(^{29}\) to account for the towers and nacelles. The computational box extends \( 32 \, d_0, 10.24 \, d_0 \) and \( 10 \, d_0 \) in the streamwise, spanwise, and vertical directions, respectively. The distance between the inlet and the most upstream turbine is equal to \( 9 \, d_0 \). No-slip conditions are applied at the bottom boundary of the computational domain in addition to the surfaces of nacelles and towers, free-slip conditions are applied at the top boundary, periodic boundary conditions are imposed at the two spanwise sides, and radiative boundary conditions \(^{100}\) are implemented at the outlet. The grid is stretched in the vertical direction in order to have a finer resolution in the regions where the turbine rotors are present; grid resolution in the refined sections with the turbines is uniform in all three directions, \( \Delta x = \Delta z = \Delta y = 0.025 \, d_0 \). Although the resolution is not sufficient to resolve the boundary layer flow around the tower accurately (as in most LES), the impermeability provided by the immersed boundary method reproduces blockage effects and overall momentum loss across the turbine structures.

In order to mimic the atmospheric boundary layer at the inlet, turbulence obtained from a precursor simulation is superimposed to a mean velocity profile expressed by the following law:

\[ \frac{U}{U_{hub}} = \left( \frac{y}{y_{hub}} \right)^{\alpha}, \]

![FIGURE 5 A cascade connection of an LTI system with a linear filter that is designed to account for the sampled steady-state covariance matrix X.](image)
where $U$ is the streamwise velocity component at height $y$, $U_{hub} = U_{\infty}$ is the mean streamwise component of the wind velocity at hub height $y_{hub}$, and $\alpha$ is the shear exponent, which we set to $\alpha = 0.05$. The upstream velocity $U_{\infty}$ is chosen to be about $0.8 U_{\text{rated}}$. This allows using a standard region II control law\(^{22}\)\(^{22}\) for the rotor dynamics where each turbine is assumed to extract the maximal energy from the incoming flow. The precursor simulation is run in a computational box with periodic boundary conditions in both streamwise and spanwise direction, no-slip conditions at the bottom, and free-slip conditions at the top. Roughness cubes are placed on the ground (bottom of the computational domain) to enhance the generation of turbulence\(^{20}\). The superposition of the mean flow in Equation (13) and the turbulence from the precursor simulation results in a hub-height turbulence intensity of 8$\%$ impinging the first turbine in the cascade. The time-averaged and root mean square profiles of velocity fluctuations are computed using 750 instantaneous snapshots of the 3D velocity field generated by LES. The numerical experiments herein will consider a Reynolds number based on $d_0$ and $U_{\infty}$ equal to $Re = 8 \times 10^7$ in accordance with the LES.

### 5.2 Base flow

Our stochastic models are based on the stochastically forced linearized NS equations around a static base flow profile $u$ with an analytical expression provided by a low-fidelity engineering wake model. For simplicity, we assume all turbines to be facing the wind, i.e., $0^\circ$ yaw angle relative to the free-stream velocity, restrict the computational domain to the 2D space at hub height (Figure 3(a)), and assume zero cross-wind, which means that the base flow will only contain one non-zero component in the streamwise direction. For the base flow, we use the wake model proposed by Bastankhah and Porté-Agel\(^{20}\):

$$u(x, z) = U_{\infty} - U_{\infty} \left(1 - \sqrt{1 - \frac{C_T}{8 \left(k^* x / d_0 + 0.2 \sqrt{\beta}\right)^2}}\right) e^{-\frac{1}{2 \left(k^* x / d_0 + 0.2 \sqrt{\beta}\right)^2} \left(\frac{z}{d_0}\right)^2},$$

(14)

where $d_0 = 1$ is the non-dimensional diameter of turbines and $k^* = 0.03$ is the wake growth rate, which we have chosen in accordance with earlier studies (e.g.,\(^{33}\))\(^{33}\). The choice of $C_P = 0.485$ and $C_T = 0.787$ correspond to the maximum power generated by a 5MW NREL turbine\(^{104}\) using an LES code that leverages blade momentum element theory\(^{105}\)\(^{106}\). When considering multi-turbine farms, we follow a linear superposition law to capture velocity deficits in the overlapping regions where wakes interact. Figure 3(b) shows the static 2D velocity field corresponding to Equation (14) for a cascade of 4 turbines, where we have used $\Delta x = \Delta z = 0.125$ to discretize the horizontal dimensions.

### 5.3 Thrust force and power predictions

As shown in Figures 3(c,d), the monotonically decreasing velocity field predicted by the analytical model $u$\(^{14}\) fails to capture the increase in the thrust force and power after the second turbine in the cascade shown in Figure 3(a). The monotonous decrease in the flow energy can be attributed to the absence of a turbulence model that can promote turbulence in the near wake of turbines thereby energizing the velocity field and subsequently leading to higher thrust force and power generation in downstream turbines. This issue is particularly evident in the predictions of power generation for turbines located toward the end of the cascade (Figure 3(d)), indicating a deficiency that can only get worse in larger wind farms with more turbines.

To improve predictions of wake recovery, we model the statistics of velocity fluctuations $v$ around $u$ using the linearized NS equations (Section 3) subject to an optimally shaped source of additive stochastic excitation based on the developments of Section 4. The velocity fluctuation field generated by the linearized NS equations augments the analytical wake model to improve predictions of thrust force and power generation based on the ADM model. Figure 6 demonstrates that whether we match thrust force or power generation predictions of the competing quantity also improve. This improvement, which also captures the non-monotonicity of such quantities over the turbines in the cascade, is also observed when we match a balanced approximation of the two quantities of interest based on the solution to problem (B3) (Figure 6(c)). Importantly, the augmentation introduced to the predictions of the analytical model capture the non-monotonic trend of thrust force and power generation over the cascade of turbines. We anticipate this feature to be even more significant in larger arrays of wind turbines. Either way, we observe significantly improved predictions of the thrust force and power over the second, third, and forth turbines while predictions at the first turbine depreciate. This is perhaps due to the fact that we model turbulence intensities at the turbine locations per thrust force and power measurements, but do not explicitly account for the statistical signature of the incoming turbulence impinging on the array.

### 5.4 Turbulence intensity predictions

In this section, we evaluate the predictive capability of our stochastic modeling framework in completing the statistical signature of the hub-height turbulent velocity field for a single turbine as well as a 4-turbine cascade of turbines. Specifically, we will assume knowledge of the streamwise and spanwise turbulence intensities at various diameters behind wind turbines and predict the remainder of the second-order statistical signature of
FIGURE 6 (a) Results for matching thrust force $\bar{F}$ and predicting power generation $\bar{P}$ over various turbines in the $4 \times 1$ cascade; (b) Results for matching power generation $\bar{P}$ and predicting thrust force $\bar{F}$; (c) Results for matching the balanced approximation of both thrust force and power. LES data (*) predictions of of analytical model (○); and predictions of our data-enhanced stochastic dynamical model (□).

the flow using the stochastically forced linearized NS model \cite{7}. The available turbulence intensities may be provided by field measurement devices such as LiDAR systems that are deployed in wind farms to scan and monitor hub-height wind\cite{107} or represent effective velocity intensities over rotor structures obtained from power and thrust force measurements (Appendix B). The optimization framework of Section 4.2 identifies the appropriate colored-in-time forcing to the linearized NS equations to account for the available statistics and predict unavailable ones by virtue of the physics-based nature of model \cite{7}.

5.4.1 Predicting the wake of a single turbine using partially available flow intensities

We first focus on the problem of predicting the streamwise $u_u$ and spanwise $w_w$ turbulence intensities at the hub height of single wind turbine. We consider a 2D computational domain of size $L_x \times L_z = 5 \times 4$ where $x \in [0, 5]$ and $z \in [-2, 2]$. The turbine of unit diameter is located at $x = 2$ and $z = 0$. We use $N_x = 13$ and $N_z = 9$ equally spaced collocation points to discretize the computational domain rendering to the state in model \cite{7} $v \in \mathbb{R}^{270 \times 1}$. We use LES generated turbulent intensities at various locations within the computational domain to train our stochastic dynamical models. For consistency, we also use all data points before the turbine to match the inflow turbulence conditions with that of LES. We consider three cases in which the available training dataset contains 3 streams of streamwise and spanwise turbulent intensity measurements from behind the blade tips (edges of 2D rotor structure) and the turbine nacelle (middle of rotor structure) and at various distances away from the turbine: (i) at the turbine location $x = 2$ and points within one diameter away (Figures 8(c) and 9(c)), (ii) at $x = 2$ and points within 2 diameters away (Figures 8(e) and 9(e)), and (iii) at $x = 2$ and points within 3 diameters away (Figures 8(g) and 9(g)). As evident from Figures 8(e) and 9(e) for the considered turbine and atmospheric conditions, access to flow statistics 3 diameters away from the turbine can significantly improve the completion of the statistical signature of the flow at hub height. Our results demonstrate the ability of the data-enhanced linearized NS equations in capturing the dominant trends of $u_u$ and $w_w$ in the wake of a turbine.

5.4.2 Predicting wind farm turbulence impinging on a cascade of turbines

We further extend our study to the case of a $4 \times 1$ cascade of turbines that are aligned with the (streamwise) direction of the wind. We consider a similar 2D computational domain of size $L_x \times L_z = 16 \times 9$ where $x \in [0, 16]$ and $z \in [-2, 2]$. Turbines of unit diameter are located at $x = \{2, 6, 10, 14\}$ and $z = 0$. We use $N_x = 38$ and $N_z = 9$ equally spaced collocation points to discretize the computational domain rendering to the state in model \cite{7} $v \in \mathbb{R}^{684 \times 1}$. Given the findings of the single-turbine experiment, we use streamwise and spanwise intensities within 3 diameters behind the tips and nacelle of each of the turbines as data to train or stochastic models of the hub-height velocity field. Figure 10 demonstrates the performance of our data-enhanced stochastic model in predicting turbulence intensities at hub height. While the overall energy
FIGURE 7 (a) Schematic of hub-height computational plane with data points used for training in Section 5.4.1 highlighted in red; (b) Hub-height streamwise velocity $\overline{u}(x, z)$ generated using the analytical wake-expansion model of Bastankhah and Porté-Agel around which we linearize the NS equations.

FIGURE 8 (a) Streamwise turbulence intensity $(uu)$ obtained from LES and (c,e,g) the results of our stochastic dynamical model with data provided at $1d_0$ (c), $2d_0$ (e), and $3d_0$ (g) locations downstream of the turbine as shown by the blue dots in the figures on the left.

of the flow has been over-predicted by our model (as evident from the energetic patches throughout the farm), dominant features of the streamwise velocity correlations, including regions of high and low energy, are particularly well captured. The stochastic model is also shown to capture the spanwise asymmetry of flow intensities with respect to the centerline running through the turbine nacelles, which is attributed to the turbine’s rotation as captured by the high-fidelity LES (Figure 10(c)). Figure 10(d) shows that the high spanwise intensity regions behind the turbine nacelles are also captured very well by our models albeit spurious regions of high intensity appear in regions slightly beyond the the blade tips. Uncovering potential reasons behind such irregular predictions in the spanwise intensity calls for additional in-depth examination. Nevertheless, the good quality of completion shown in Figure 10 demonstrates the ability of our linear stochastic dynamical models in predicting the dominant statistical
features of the flow and is attributed to the Lyapunov-like constraint in covariance completion problem \((\text{10})\) which keeps physics in the mix and enforces consistency between data and the linearized NS dynamics.

In optimization problem \((\text{10})\), the regularization parameter \(\gamma\) determines the importance of the nuclear norm of matrix \(Z\) relative to the logarithmic barrier function of the covariance matrix \(X\). Larger values of \(\gamma\) yield lower-rank matrices \(Z\), but may compromise the quality of completion; see Appendix C. In this study, \(\gamma = 100\) was observed to provide the best quality of reproduction of the turbulence intensities of velocity fluctuations for both the single- and multi-turbine case studies. In training the stochastic model for the \(4 \times 1\) cascade of turbines (Figure 10), where \(N_x = 38\) and \(N_z = 9\) (\(Z\) is a square matrix of size 684), \(\gamma = 100\) results in the \(Z\) matrix that solves problem \((\text{10})\) having a rank of 266 with 265 positive and 1 negative eigenvalues. As discussed in Section 4.1, the presence of both positive and negative eigenvalues in matrix \(Z\) indicates that the second-order statistics of wind farm turbulence cannot be reproduced by the linearized NS equations with white-in-time stochastic excitation. The distribution of eigenvalues of matrix \(Z\) also indicates that 265 colored-in-time inputs are required to reproduce the partially available entries in covariance matrix \(X\) corresponding to the known velocity intensities; see Zare et al. (2020) for additional details.

5.5 Verification in stochastic linear simulations

As discussed in Section 4.3, \(Z\) can be decomposed into \(BH^* + HB^*\) with the input matrix \(B\) having 265 independent columns. In other words, the identified \(X\) can be explained by driving the LTI model \((\text{7})\) with 265 stochastic inputs \(d\). The solution to the covariance completion problem \((\text{10})\) also determines the dynamics of the linear filter \((\text{11})\) that generates the coloured-in-time forcing \(d\) with appropriate power spectral density. We conduct stochastic linear simulations to verify our stochastic model of wind farm turbulence (Equation \((\text{7})\)). Since a proper comparison with LES requires ensemble averaging, rather than comparison at the level of individual stochastic simulations, we have conducted 20 simulations of system \((\text{7})\). The total simulation time was set to 300 time units. Figure \((\text{11})\) shows the time evolution of the energy (variance) of velocity fluctuations for 20 realizations of white-in-time forcing of the filter dynamics generating the colored-in-time input \(d\) and exciting the linear dynamical model \((\text{7})\). The
FIGURE 10 Streamwise $u_u$ (left) and spanwise $w_w$ (right) turbulence intensities resulting from LES (a,b) and our stochastic dynamical models (c,d) trained using all intermediate locations downstream of the turbine nacelle and blade tips shown by the blue dots in the plots on the last row.

FIGURE 11 Time evolution of fluctuation kinetic energy for 20 realizations of the forcing to the modified linearized dynamics; the energy averaged over all simulations is marked by the thick black line.

variance averaged over all simulations is marked by the thick black line, which asymptotically approaches the value of the total turbulent kinetic energy (averaged over space) in statistical steady state, $\text{trace}(X)$. For the above simulations the final average value has a $4.1\%$ error in matching the training data provided by LES. This close agreement can be further improved by running additional linear simulations and by increasing the total simulation times.

6 | CONCLUDING REMARKS

We provide a framework for the stochastic dynamical modeling of wind farm turbulence with enhanced predictive capability relative to conventional low-fidelity models that provide a static (albeit analytical) description of turbine wakes. We focus on the estimation of quantities that are pertinent to control, i.e., thrust forces, power generation, and turbulence intensities throughout wind farms. To capture the complex dynamical nature of wake turbulence, our proposed approach uses experimentally or numerically generated wind farm quantities to train data-enhanced physics-based
models of flow fluctuations that match the available data and complete the statistical signature of the flow. We leverage the predictive capability of the linearized NS equations subject to judiciously shaped additive stochastic excitation as a physics-based model that can overcome potential robustness issues of solely data-driven models in the presence of highly variable atmospheric turbulence. The low-complexity and dynamic nature of this class of models is particularly desirable in handling varying atmospheric conditions that may necessitate online parametric updates based on SCADA measurements. The characteristic features of our models that render them desirable for estimation and control are their: (i) physics-based dynamic nature; (ii) linearity; (iii) low computational complexity; and (iv) statistical consistency in matching flow quantities that are of interest in flow analysis and control.

In this paper, we utilize time-averaged LES-generated measurements of thrust forces and/or power generation in addition to turbulence intensities to identify stochastic realizations of forcing into linear approximations of the turbulent flow dynamics to achieve consistency in matching statistical quantities of interest. To demonstrate the utility of our approach, we use the stochastically forced linearized NS equations around a 2D static velocity profile of a wind farm consisting of a cascade of 4 turbine and show that stochastic modeling of input forcing allows us to significantly improve the predictions of low-fidelity analytical models. We provide details on how matching thrust force (power generation) measurements across various turbines can lead to improved predictions of power generation (thrust force). We also demonstrate the value of turbulent intensity measurements at various distances behind wind turbines in completing the statistical signature of hub-height turbulence, which include dominant features of the velocity correlations and regions of high and low turbulence. We verify our stochastic dynamical models using inexpensive stochastic linear simulations that also highlight the ease of using our low-complexity models for generating statistically consistent turbulent inflow conditions for numerical simulations.

We emphasize that the proposed framework allows for linearization around more complicated (potentially 3D) base flow profiles that can better represent the effects of turbine yawing (e.g., wake curl and deflection) or alternative turbine arrangements within a wind farm. Our ongoing efforts involve the development of 3D extensions of the model that resolve the velocity field down to surface and can enable ground sensing capabilities in wind farms, the use such models for sequential data-assimilation, e.g., Kalman filtering, with applications to real-time wind forecasting, and the use of alternative covariance completion formulations that may provide useful information about critical directions that have maximal effect in bringing model (in our case the stochastically forced linearized NS) and statistics in agreement. Given the physics-based nature of our models, the latter research direction can prove critical in identifying salient dynamical couplings and interactions in turbine wakes thereby opening the door to new classes of low-fidelity wake models.
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APPENDIX

A SYSTEM MATRICES IN LINEARIZED NS EQUATIONS IN EVOLUTION FORM AND BOUNDARY CONDITIONS

The system matrices in Equation 7 are given as

\[
A = \Delta^{-1} \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B = \Delta^{-1} \begin{bmatrix} f_{zz} + 2f_x \partial_z + f \partial_{zz} \\ -(f_{zz} + f_x \partial_z + f \partial_{zz}) \end{bmatrix},
\]

\[
A_{11} = -\bar{u} \Delta \partial_x - \bar{u}_x \Delta - 2 \bar{u}_{xx} \partial_x - \bar{u}_{xx} \partial_x - \bar{u}_{xxx} + \frac{1}{Re} \Delta^2,
\]

\[
A_{12} = -\bar{u}_{xxx} + \bar{u}_x \Delta + \bar{u}_{xx} \partial_x - 2 \bar{u}_{xx} \partial_x,
\]

\[
A_{21} = 2 \bar{u}_x \partial_{xx} + \bar{u}_{xx} \partial_x + \bar{u}_{xxx} + \bar{u}_{xx} \partial_x,
\]

\[
A_{22} = -\bar{u}_{xx} \partial_x - \bar{u}_x \Delta \partial_x - 2 \bar{u}_x \partial_{xx} + \bar{u}_{xx} \partial_x - \bar{u}_{xxx} + \frac{1}{Re} \Delta^2.
\]

where, \( f(x, z) \) in matrix \( B \) is a 2D shape function that determines the spatial extent of the forcing. For discretization of the domain and finite-dimensional approximation of the differential operators in the system matrices above, we use a second-order central differencing scheme with \( N_x \) and \( N_z \) uniformly distributed collocation points in the streamwise and spanwise directions, respectively. At the lateral edges of the computational domain, we enforce homogeneous Dirichlet and Neumann boundary conditions, i.e., \( v(x, z(1)) = v(x, z(N_z)) = v_x(x, z(1)) = v_x(x, z(N_z)) = v_z(x, z(1)) = v_z(x, z(N_z)) = 0 \). At the inlet and outlet of the domain along the streamwise dimension, we apply linear extrapolation conditions (see [23] for details), i.e.,

\[
v(x(1), z) = \alpha v(x(2), z) + \beta v(x(3), z), \quad v(x(N_x), z) = \alpha v(x(N_x - 1), z) + \beta v(x(N_x - 2), z),
\]

\[
v_z(x(1), z) = \alpha v_z(x(2), z) + \beta v_z(x(3), z), \quad v_z(x(N_x), z) = \alpha v_z(x(N_x - 1), z) + \beta v_z(x(N_x - 2), z),
\]

\[
\alpha = \frac{x(N_x) - x(N_x - 2)}{x(N_x - 1) - x(N_x - 2)}, \quad \beta = \frac{x(N_x - 1) - x(N_x)}{x(N_x - 1) - x(N_x - 2)}.
\]

Note that in the case of an equally spaced grid, \( \alpha = 2 \) and \( \beta = -1 \). We also introduce sponge layers at the inflow and outflow to mitigate the influence of boundary conditions on the fluctuation dynamics within the computational domain [15,17,18,19].

B TRAINING DATA

Given a time-averaged thrust force measurement \( \bar{F}_t \) for the \( i \)th turbine segment, the effective flow intensity at the staggered point corresponding to that segment follows from equation 3A as

\[
\bar{v}^2_{F,i} = \bar{F}_t / \left( \frac{1}{2} \rho A_i C_T \right) - \bar{u}^2_{\text{eff},i}.
\]

On the other hand, if instead we are provided with a time averaged power measurement \( \bar{P}_t \), the effective flow intensity at the staggered point corresponding to that segment is given by

\[
\bar{v}^2_{P,i} = \left( \frac{\bar{P}_t / \left( \frac{1}{2} \rho A_i C_P \right)}{2} \right)^{2/3} - \bar{u}^2_{\text{eff},i}.
\]

Therefore, if thrust forces are provided, we may model the stochastic velocity field \( v \) to match the effective intensity \( \bar{v}^2_{F,i} \) and predict \( \bar{F}_t \). Similarly, if power measurements are provided, we may model \( v \) to match the effective intensity \( \bar{v}^2_{P,i} \) in 1B2 and predict \( \bar{F}_t \). However, due to a lack of sufficient degrees of freedom in Equations 3B, both thrust force and power measurements cannot be simultaneously matched. To provide a balanced approximation of both, the velocity field \( v \) can be modeled to match a balanced intensity \( \bar{v}^2_{\text{bal}} \) per rotor segment as the solution to the problem:

\[
\text{minimize} \quad w_p \left| \bar{v}^2_{\text{bal},i} - \bar{v}^2_{F,i} \right| + w_p \left| \bar{v}^2_{\text{bal},i} - \bar{v}^2_{P,i} \right|
\]

where weights \( w_p \) and \( w_p \) may be empirically determined to signify the importance of measurements over different turbine segments.
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