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ABSTRACT

We continue the study of partition functions of 5d supersymmetric theories on manifolds taking the form of a twisted product \( M_3 \times \Sigma_g \) with \( \Sigma_g \) denoting a Riemann surface of genus \( g \). The 5d theory compactified on \( \Sigma_g \) leads to a novel class of 3d theories in IR, whose existence at large \( N \) is expected from holography. Focussing on \( M_3 \) being \( S^2 \times S^1 \) without or with a topological twist on the 2-sphere leads to the superconformal index or topologically twisted index, respectively, for such a class of 3d theories. We discuss the large \( N \) limit of these partition functions and find new relations between them and other well-known 5d partition functions, with interesting consequences for the 3d indices.
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1 Introduction and Summary

A novel class of 3d \( \mathcal{N} = 2 \) SCFTs arises as a fixed point in the IR when 5d \( \mathcal{N} = 1 \) gauge theories are compactified on a Riemann surface \( \Sigma_g \) of genus \( g \) with a partial topological twist. Such theories on squashed 3-sphere \( (S^3_b) \) were studied extensively in [1] and the exact 5d partition function on \( S^3_b \times \Sigma_g \) was computed. The large \( N \) results for the corresponding free energy were shown to match the holographic predictions [2, 3], providing evidence for the existence of strongly coupled 3d theories with gravity duals (given that the original 5d theory also has a dual). The 5d theories on \( M_3 \times \Sigma_g \) have also opened up new exploratory avenues in holography, for example, with the prediction of 5d Cardy-like formulae valid in extended regime of fugacities [4], that mimic the behaviour of 3d Cardy-like formulae of [5, 6].

In this note, we study the partition functions on 5d manifolds given by \( (S^3_{\epsilon_1} \times S^1) \times \Sigma_{g_2} \) and \( (\tilde{S}^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2} \), which lead to the 3d superconformal index and topologically twisted index (SCI and TTI), respectively, when we consider compactification on the Riemann surface \( \Sigma_{g_2} \) with vanishing size. We have also introduced refinement \( \epsilon_1 \) for the 2-sphere with respect to the angular momentum and the \( S^2 \) denotes a partial topological twist on \( S^2 \). The general structure of both these partition functions schematically looks like

\[
Z(\tilde{\nu}; n_1, n_2) = \frac{1}{|W_G|} \sum_{m_1, m_2} \int d\tilde{u}^i Z^d(\tilde{u}; m_1, 2) Z^{1-loop}(\tilde{u}, \tilde{\nu}; m_1, 2, n_2) Z^{inst}(\tilde{u}, \tilde{\nu}; m_1, 2, n_1, 2), \tag{1.1}
\]

where \( \tilde{u}^i \) are the Cartan-valued gauge variables, \( \tilde{\nu} \) are the flavour chemical potentials (or complexified supersymmetric mass parameters), \( m_1(n_1) \) are gauge (flavour) fluxes on \( S^2 \) and \( m_2(n_2) \) are gauge (flavour) fluxes on \( \Sigma_g \). The gauge fluxes lie in the coweight lattice \( \Lambda_G \) of gauge group \( G \) and \( |W_G| \) denotes the order of the Weyl group of \( G \). Let us now discuss the two partition functions separately.

\( (S^3_{\epsilon_1} \times S^1) \times \Sigma_{g_2} \). This is one of the least studied partition functions in 5d. We will construct it by gluing four 5d Nekrasov partition functions, following the approach used in [1, 7]. These gluing conditions will be such that the 3d "identity gluing" of holomorphic blocks to get the 3d SCI [8, 9] will be baked in the 5d rules that are, otherwise, similar to those discussed in [10], that has partial topological twist along both \( S^3_{\epsilon_1} \) and \( \Sigma_{g_2} \). With the partition function in hand, we will study its large \( N \) limit for a class of 5d quiver theories (assumed to have massive type IIA string duals) for which the instanton contributions are exponentially suppressed. To do that, we will follow a strategy similar to the evaluation of the \( S^3_b \times \Sigma_g \) partition function at large \( N \):

1. Sum over fluxes \( m_2 \) on \( \Sigma_g \) to generate simple poles;
2. Extremize the twisted superpotential characterizing these poles to get the saddle configuration \( \{ u^*, m_1^* \} \);
3. Use this configuration to evaluate the residues and get the partition function as a function of flavour chemical potentials and fluxes.

We will find that the flux \( m_1 \) on \( S^2 \) does not contribute at large \( N \), or to put it another way, \( m_1 = 0 \) is the saddle point. In the absence of flavour fluxes (this case corresponds to the so-called

\^[1]There is always such a twist on the Riemann surface so we do not use a tilde on \( \Sigma_{g_2} \). Also, we mostly set the radius of \( S^1 \) to 1.
universal twist \[2,11,12\]^2, we prove the large \(N\) relation predicted in [4]:

\[
\log Z(S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2} = \frac{i}{\pi} \phi^2 F_{S^3} \times \Sigma_{g_2},
\]

where \(\phi = \omega + 2\pi i\) with \(\omega = 2\pi i\epsilon_1\) and \(F = -\log Z\) denotes the free energy. Turning the flavour fugacities and fluxes on, we get an interesting formula for \(\log Z\) written in terms of the twisted superpotential \(W\) as follows:

\[
\log Z(S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2} = -2\pi i (g_2 - 1) \left[ 4W + \sum_I (n_{2I} - 2\tilde{\nu}_I) \frac{\partial W}{\partial \tilde{\nu}_I} - 2\epsilon_1 \frac{\partial W}{\partial \epsilon_1} \right],
\]

where \(\nu\) is the prepotential supported that conjecture. We revisit this calculation for the refined case here and find that the formula seems to be valid for finite \(\epsilon_1\) too.

Jumping ahead, we would like to mention that in the strict Cardy limit \((\epsilon_1 \ll 1)\), this formula leads to a factorized form as expected from the 3d Cardy results of [6]. But this does not hold in general for finite \(\epsilon_1\). This non-factorization behaviour at large \(N\) for the novel class of 3d theories obtained as nontrivial IR fixed point of 5d theories compactified on \(\Sigma_{g_2}\) with gravity duals \((N^2_d\) scaling) differs from that of usual 3d theories with M-theory duals \((N^2_d\) scaling) where the Cardy formula seems to be valid for finite \(\epsilon_1\) too.

\((S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2}.\) The unrefined version \((\epsilon_1 = 0)\) of this partition function has been studied before in [1,7]. In both these papers, a conjecture was made regarding the prepotential of the 5d theory determining the eigenvalue density of the large \(N\) matrix model, and the final result supported that conjecture. We revisit this calculation for the refined case here and find that the extremization of the prepotential is an avoidable step. We will follow the same steps outlined above that will directly produce the expected result. Though, in this case, we will have nonvanishing contributions from flux \(m_1\) as expected from [7]. The evaluation of the prepotential seems to work in the unrefined case because the Nekrasov-Shatashvili limit of the twisted superpotential is proportional to the prepotential in the \(\epsilon_1 \rightarrow 0\) limit: \(W_{NS}^{(5d)} \sim \frac{1}{\epsilon_1} F\) (see [1] for more details).

We will find that the general result for the partition function with refinement in terms of the twisted superpotential looks formally the same as (1.3):

\[
\log Z(S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2} = -2\pi i (g_2 - 1) \left[ 4W + \sum_I (n_{2I} - 2\tilde{\nu}_I) \frac{\partial W}{\partial \tilde{\nu}_I} - 2\epsilon_1 \frac{\partial W}{\partial \epsilon_1} \right],
\]

but now the \(W\) is directly related to \(F_{S^3} \times \Sigma_{g_2}\) as shown in Table 1 (or a particular derivative of \(F_{S^3}\) as discussed later in Section 4). For vanishing \(\epsilon_1\), this relation matches the relation between 3d TTI and \(F_{S^3}\), as one might expect from [13,14]. We are not aware of the large \(N\) analysis of 3d TTI with refinement in the literature, but we believe that (1.4) should hold for pure 3d quiver theories too, with \((g_2 - 1) W\) being proportional to \(F_{S^3}\). The non-factorization behaviour for finite \(\epsilon_1\) mentioned above continues to hold here too.

**Summary.** We list in Table 1 the large \(N\) relations between various 5d partition functions (and twisted superpotentials where necessary) and mass-deformed free energy on round \(S^5\), \(F_{S^5}(m)\).

---

2The universal twist corresponds to the partial topological twist performed using the exact UV superconformal R-symmetry and no mixing with the flavour symmetries. Since this twist requires only R-symmetry, it leads to universal relations.
The first three relations in this table have been derived at various places with various sophistication in the literature, see [1,15] and references therein for relevant details. The last two relations are new and are derived later in this note.

| No. | Manifold | Relation |
|-----|----------|----------|
| 1.  | $S^5_{(\omega_1,\omega_2,\omega_3)}$ | $F(m) = \frac{(\omega_{\text{tot}})^3}{27\omega_1\omega_2\omega_3} F_{S^5} \left( \frac{3m}{\omega_{\text{tot}}}; \omega_{\text{tot}} = \omega_1 + \omega_2 + \omega_3 \right)$ |
| 2.  | $S^4_{\epsilon_1,\epsilon_2} \times S^1_{r}$ | $\log Z(\nu) = -2F_{S^5_{\epsilon_1,\epsilon_2,\nu,1}}(\nu)$ |
| 3.  | $S^3_b \times \Sigma_g$ | $\mathcal{W}(\tilde{\nu}) = \frac{4}{27\pi} F_{S^5_{b,2,-1,\delta}} \left( \frac{3Q_{\tilde{\nu}}}{2} ; Q = \frac{b+b^{-1}}{2} \right)$ $\log Z(\tilde{\nu}; n) = 2\pi(g-1) \left[ 3\mathcal{W} + \sum_I (n_I - \tilde{\nu}_I) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} \right]$ |
| 4.  | $(S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2}$ | $(2\pi i)\mathcal{W}(\tilde{\nu}; n_1) = -\frac{8(1+\epsilon_1)}{2\pi} F_{S^5_{\epsilon_1,\epsilon_2,\nu,1}} \left( \frac{3Q_{\tilde{\nu}}}{2} ; Q = \frac{1+\epsilon_1}{2\epsilon_1}, \tilde{\nu} = \frac{2\epsilon_1 + \epsilon_2}{2\epsilon_1 + \epsilon_2} \right)$ $\log Z(\tilde{\nu}; n_1, n_2) = -2\pi i(g_2-1) \left[ 4\mathcal{W} + \sum_I (n_{2I} - 2\tilde{\nu}_I) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} - 2\epsilon_1 \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} \right]$ |
| 5.  | $(\tilde{S}^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2}$ | $(2\pi i)(g_2-1)\mathcal{W}(\tilde{\nu}; n_1) = \frac{1}{4} F_{S^5_{\epsilon_1,\epsilon_2,\nu,1}} \left( 2\tilde{\nu} \pm \epsilon_1 \sqrt{n_1^2 - 1}; n_1 \right)$ $\log Z(\tilde{\nu}; n_1, n_2) = -2\pi i(g_2-1) \left[ 4\mathcal{W} + \sum_I (n_{2I} - 2\tilde{\nu}_I) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} - 2\epsilon_1 \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} \right]$ |

Table 1: Summary of relations between various 5d partition functions. For other versions of the relations in 4 and 5, we refer the reader to Sections 3 and 4, respectively. Note that indices on flavour fugacities and fluxes are suppressed unless required by the presence of summation.

Just for completeness, we recall that for theories with massive type IIA duals [16–18], the mass-deformed free energy on round $S^5$ reads [19–21]

$$F_{S^5}(m) = \left( \sum_I c_I^I \left( 1 - \frac{4}{9} m_I^2 \right) \right)^{\frac{3}{2}} F_{S^5}, \quad (1.5)$$

where the index $I$ labels various hypermultiplets in the quiver under consideration and the numerical coefficients $c_I^I$ depend on those hypermultiplet’s representations, for example, $c_{\text{adj}} = c_{\text{antisym}} = 1$, $c_{\text{bi-fun}} = 2$, $c_{\text{fun}} = 0$ (see [1] for details). The theories with type IIB duals [22,23] do not yet have a similar explicit formula with non-zero masses. Though, we believe that the formulae given in the Table 1 should hold for such theories too. Of course, in the case of vanishing masses and chemical potentials, it can be checked that the above relations in 4 and 5 also hold for theories with type IIB duals, following arguments similar to those outlined in [15], which cover the relations in 1-3.

Outline. This note is organized as follows. In Section 2 we review the basic building blocks of the 5d partition functions, evaluation of the partition functions, including the explicit extremization of the resulting matrix models. In Section 3 we construct the 5d partition function of $(S^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2}$ and study the large $N$ limit of the partition function for generic quiver theories. We repeat a similar analysis for $(\tilde{S}^2_{\epsilon_1} \times S^1) \times \Sigma_{g_2}$ in Section 4. We end with a discussion of future outlook in Section 5 and a functional Appendix A.
2 Review

We use the notations and conventions of [1,15] (see also [7]) most of the time. For orientation purposes, we review a few necessary ingredients below.

2.1 5d Nekrasov Partition Function

The path integral on various 5d manifolds localizes around certain fixed points where the local geometry looks like a copy of \( \Omega \)-deformed background \( \mathbb{C}^2_{\epsilon_1, \epsilon_2} \times S^1_r \). The instanton partition function [24] on this background then serves as a basic building block for various 5d partition functions. The 5d partition function is obtained by appropriately gluing copies of the instanton partition function and integrating/summing over gauge configurations:

\[
Z_{M_5} = \frac{1}{|W_G|} \sum_{m \in \text{Ad}_G} \oint \frac{dx}{2\pi i x} \prod_{\ell} Z_{c^2 \times S^1}^{\text{pert}}(x^{(\ell)}, y^{(\ell)}; q_1^{(\ell)}, q_2^{(\ell)}) Z_{c^2 \times S^1}^{\text{inst}}(x^{(\ell)}, y^{(\ell)}; q_1^{(\ell)}, q_2^{(\ell)}),
\]

where \( x = e^{2\pi i r \hat{u}}, \ y = e^{2\pi i r \hat{v}}, \) and \( q_i = e^{2\pi i \epsilon_i} \). The precise gluing conditions on the parameters, and the summation/integration over gauge variables and the contour \( C \) depend on the specific choice of the 5-manifold. For the manifolds we consider in this note, we will also take the limit \( \epsilon_2 \to 0 \).

The perturbative part [25] consists of a classical and 1-loop contributions,

\[
Z_{c^2 \times S^1}^{\text{pert}} = Z_{c^2 \times S^1}^{d} Z_{c^2 \times S^1}^{1-\text{loop}},
\]

and the 1-loop contributions from vector multiplet and hypermultiplet are given by

\[
Z_{c^2 \times S^1}^{1-\text{loop,vec}}(x; q_1, q_2) = \prod_{\alpha \in \Phi^+} \left[ (x^\alpha q_1 q_2; q_1, q_2)(x^{-\alpha}; q_1, q_2) \right]^{\frac{1}{2}},
\]

\[
Z_{c^2 \times S^1}^{1-\text{loop,hyp}}(x, y; q_1, q_2) = \prod_{\rho \in \mathbb{R}} \left[ (x^\rho y \sqrt{q_1 q_2}; q_1, q_2)(x^{-\rho} y^{-1} \sqrt{q_1 q_2}; q_1, q_2) \right]^{-\frac{1}{2}},
\]

where \( \alpha \) and \( \rho \) denote roots and weights, respectively, such that \( x^\alpha = e^{2\pi i \alpha(\hat{u})} \) and similarly for \( x^\rho \). Note the subtle \(-\) sign in the hyper \( Z \) that comes due to the shift of KK momenta when uplifting from 4d to 5d. The vector \( Z \) follows from the hyper \( Z \) by inverting and setting \( y = -\sqrt{q_1 q_2} \) as per the definitions of the relevant indices [26].

The double-Pochhammer symbol is defined as

\[
(z; q_1, q_2) = \prod_{k_1, k_2 \geq 0} (1 - z q_1^{k_1} q_2^{k_2}) \quad |q_1| < 1, \ |q_2| < 1
\]

and satisfies the following “inversion” identities

\[
(z; q_1, q_2) = (z q_1^{-1}; q_1^{-1}, q_2^{-1})^{-1}, \quad (z; q_1, q_2) = (z q_1^{-1} q_2^{-1}; q_1^{-1}, q_2^{-1}),
\]

\[
(q_1 z; q_1, q_2) = (z; q_2)^{-1}(z; q_1, q_2), \quad (q_2 z; q_1, q_2) = (z; q_1)^{-1}(z; q_1, q_2),
\]

where \( (z; q_i) \equiv (z; q_i)_{\infty} \) is the q-Pochhammer symbol defined in the Appendix A.
The instanton contribution can be schematically written as

$$Z_{C^2 \times S^1}^{\text{inst}}(x, y, z; q_1, q_2) = \sum_{k=0}^{\infty} z^k Z_{C^2 \times S^1}^{(k)}(x, y; q_1, q_2), \quad z = e^{-\frac{16\pi^2}{g^2}}$$

where $Z_{C^2 \times S^1}^{(k)}(x, y; q_1, q_2)$ is the 1-loop determinant in the $k$-instanton background for vector and hypermultiplets [24,27,28]. For the partition functions we are interested in, we need to take $\epsilon_2 \to 0$ limit, which is known as the Nekrasov-Shatashvili (NS) limit of the instanton partition function [29] and can be explicitly characterized following [1] as:

$$Z_{C^2 \times S^1}^{\text{inst}}(x, y, z; q_1, q_2) \xrightarrow{\epsilon_2 \to 0} e^{-2\pi i \left( \frac{1}{2} \mathcal{W}^{(5d), \text{inst}}(\vec{u}, \vec{v}, z_{\epsilon_1}) - \frac{1}{4} \Omega^{(5d), \text{inst}}(\vec{u}, \vec{v}, z_{\epsilon_1}) + \mathcal{O}(\epsilon_2) \right)}, \quad (2.7)$$

where $\mathcal{W}$ and $\Omega$ refer to twisted superpotential and dilaton (defined in the next subsection). We know from the analysis of [19,30] that for a large class of 5d theories [16,18], there is a large $N$ regime where instanton contributions are exponentially suppressed (owing mainly to the presence of $z$ and loop corrections to the YM coupling $g$). Since we will mostly focus on large $N$ analysis of the 5d partition functions, we will refrain from writing explicit expressions for the instanton contributions and refer readers to [26,31].

### 2.2 Bethe Ansatz Equations and A-twist Formalism

The final result for the 5d partition functions from localization (including non-perturbative contributions) results in an expression with a schematic form as follows:

$$Z_{M_3 \times \Sigma_q}(\tilde{\nu}; n) = \frac{1}{|W_G|} \sum_{m \in \Lambda_G} \int_{C_{JK}} d\tilde{u} \Pi_i(\tilde{u}, \tilde{v})^{m_i} \Pi_a(\tilde{u}, \tilde{v})^{m_a} \mathcal{H}(\tilde{u}, \tilde{v}) e^{-2\pi i \Omega(\tilde{u}, \tilde{v})},$$

$$\Pi_a(\tilde{u}, \tilde{v}) = \exp \left( 2\pi i \frac{\partial \mathcal{W}_{M_3 \times \mathbb{R}^2}}{\partial u_a(\tilde{v}_1)} \right), \quad \mathcal{H}(\tilde{u}, \tilde{v}) = e^{2\pi i \Omega_{M_3 \times \mathbb{R}^2}} \det \frac{\partial^2 \mathcal{W}_{M_3 \times \mathbb{R}^2}}{\partial u_a \partial u_b}, \quad (2.8)$$

where the functions $\mathcal{W}, \Omega$ will be identified below, the sum is over gauge lattice $\Lambda_G$, and $C_{JK}$ is the so-called “Jeffrey-Kirwan contour” [32,33]. We refer to [34] for details on the JK contour and the argument that the sum over $m_a$ is a convergent geometric series on this contour. After performing this sum, we find

$$Z_{M_3 \times \Sigma_q}(\tilde{\nu}; n) = \frac{1}{|W_G|} \int_{C} d\tilde{u} \Pi_i(\tilde{u}, \tilde{v})^{m_i} \prod_a \frac{1}{1 - \Pi_a(\tilde{u}, \tilde{v})} \mathcal{H}(\tilde{u}, \tilde{v}) e^{-2\pi i \Omega(\tilde{u}, \tilde{v})}. \quad (2.9)$$

The poles of this integrand are at the solutions to the following Bethe-Ansatz-type equations

$$\mathcal{S}_{BE} = \left\{ \tilde{u} \mid \Pi_a(\tilde{u}) \equiv \exp \left( 2\pi i \frac{\partial \mathcal{W}_{M_3 \times \mathbb{R}^2}}{\partial u_a}(\tilde{u}) \right) = 1, \quad a = 1, ..., r_G \right\} / W_G, \quad (2.10)$$

appearing with multiplicity $|W_G|$, which cancels the prefactor, and taking their residues we get the final formula

$$Z_{M_3 \times \Sigma_q}(\tilde{\nu}; n) = \sum_{\tilde{u} \in \mathcal{S}_{BE}} \Pi_i(\tilde{u}, \tilde{v})^{m_i} \mathcal{H}(\tilde{u}, \tilde{v}) e^{-2\pi i \Omega(\tilde{u}, \tilde{v})}. \quad (2.11)$$
Thus, to derive the partition function on $\mathcal{M}_3 \times \Sigma_g$ for general $\Sigma_g$, it suffices to compute the objects $W(\tilde{u}, \tilde{\nu})$ and $\Omega(\tilde{u}, \tilde{\nu})$.

These objects can be expressed as observables in a certain 2d topological quantum field theory (TQFT), namely the topological A-twist [35] of the effective theory obtained by compactification on $\mathcal{M}_3$ of the 5d parent theory. This is related to the gauge-Bethe correspondence of [36,37], and can be described as a “higher dimensional A-twist” [34]. Compactifying a 5d $\mathcal{N} = 1$ theory on $\mathcal{M}_3 \times \mathbb{R}^2$ leads to an effective 2d $\mathcal{N} = (2,2)$ theory. The result for the partition function on $\mathcal{M}_3 \times \Sigma_g$ then takes the form of a sum over supersymmetric “Bethe vacua” of this 2d theory as given in (2.11), and the objects $\Pi, \mathcal{H}$ are then referred to as the “flux operator” and “handle-gluing operator”, respectively. They are built in terms of the effective twisted superpotential, $W_{\mathcal{M}_3 \times \mathbb{R}^2}$, and the effective dilaton, $\Omega_{\mathcal{M}_3 \times \mathbb{R}^2}$, controlling the low energy effective theory on the 2d Coulomb branch. Finally, the set of supersymmetric Bethe vacua of this theory, $\mathcal{S}_{BE}$, is defined as the solutions to the same Bethe-Ansatz-type equations appearing above in (2.10).

2.3 Extremization of the Matrix Models

Since we are interested in the large $N$ limit of the 5d partition functions, the most crucial step is to solve (2.10). It is more or less equivalent to extremizing $W$ with respect to $\tilde{u}_a$ and as we will see later, $W(\tilde{u}_a)$ reduces to a nonlocal function $W(x)$ in the large $N$ limit given by $\tilde{u}_a \sim N^{\alpha} x$, with $\alpha > 0$ and a continuous variable $x \in [0, x^*]$. In this section, we present a generic solution to this extremization problem for a class of nonlocal ‘Lagrangians’ that arise out of the matrix models for the partition functions we consider in the following sections. The solution is similar in spirit to the ones dealt in [19,23,38] and can be termed a “virial theorem” as done in [38].

Let us start with a general form of the matrix model Lagrangian (could be free energy or twisted superpotential depending on context) dependent on the “eigenvalue density” $\rho(x)$ and a parameter $\eta$ (which will turn out to be related to magnetic fluxes):

$$\tilde{F} = -A(\eta) \int dx dy \rho(x) \rho(y) f(x,y) + B(\eta) \int dx \rho(x) V(x) + \mu \left( \int dx \rho(x) - 1 \right). \quad (2.12)$$

We have arbitrary coefficient functions $A(\eta), B(\eta)$ depending on the variable $\eta$ and $f(x,y) = |x - y| + |x + y|$ such that $\partial_x f(x,y) = \text{sgn}(x - y) + 1 \Rightarrow \partial_x^2 f(x,y) = 2 \delta(x-y)$. We actually only need $\partial_x^2 f(x,y) = 2 \delta(x-y)$ to hold true so the form of $f(x,y)$ can be relaxed a little. Next, we assume $V(x)$ to be a homogeneous function of degree $n$ such that $x V'(x) = n V(x)$, and $V(0) = V'(0) = 0$. (We deal with $n = 3$ in the following sections.) Also useful is the relation $x V''(x) = (n-1) V'(x)$. The last term contains the Lagrange multiplier $\mu$, which enforces the normalization of $\rho(x)$. The equations of motion then follow:

$$\frac{\partial \tilde{F}}{\partial \rho(x)} = 0 \Rightarrow -2A \int dy \rho(y) f(x,y) + BV(x) + \mu = 0 \quad (2.13)$$

$$\frac{\partial \tilde{F}}{\partial \eta} = 0 \Rightarrow -A' \int dx dy \rho(x) \rho(y) f(x,y) + B' \int dx \rho(x) V(x) = 0 \quad (2.14)$$

$$\frac{\partial \tilde{F}}{\partial \mu} = 0 \Rightarrow \int dx \rho(x) = 1. \quad (2.15)$$
Differentiating (2.13) with respect to \( x \) twice, we get
\[
\begin{align*}
\partial_x : & \quad -2A \int dy \rho(y) \partial_x f(x, y) + BV'(x) = 0 \\
\partial_x^2 : & \quad -4A \rho(x) + BV''(x) = 0 \quad \Rightarrow \quad \rho(x) = \frac{BV''(x)}{4A}.
\end{align*}
\] (2.16)

Since \( \rho(x) \propto V''(x) \), we get some useful relations:
\[
\begin{align*}
x \rho(x) & = (n - 1) \frac{BV'(x)}{4A} \quad \text{and} \quad (x \rho(x))' = (n - 1) \rho(x),
\end{align*}
\] (2.18)

which will come in handy below. Now, plugging (2.17) in (2.15), we ensure normalizability of \( \rho(x) \) and get an equation to solve for \( x^* \):
\[
V'(x^*) = \frac{4A}{B} \quad \text{or} \quad BV(x^*) = \frac{4Ax^*}{n}.
\] (2.19)

Then, plugging (2.17) in (2.13), we can solve for \( \mu \) after a couple of integration by parts:
\[
\mu = (n - 1) BV(x^*) = \frac{4A(n - 1)x^*}{n} \quad \Rightarrow \quad BV \left( \frac{n \mu}{4A(n - 1)} \right) = \frac{\mu}{n - 1}.
\] (2.20)

Next, we massage (2.16) by multiplying it with \( x \rho(x) \) and integrating over \( x \) to get
\[
2A(n - 1) \int dxdy \rho(x) \rho(y) f(x, y) - (n - 1) \left( \mu + BV(x^*) \right) + nB \int dx \rho(x) V(x) = 0
\]
\[
\Rightarrow (2n - 1)B \int dx \rho(x) V(x) = (n - 1)BV(x^*)
\]
\[
\Rightarrow B \int dx \rho(x) V(x) = \frac{\mu}{2n - 1},
\] (2.21)

where we used (2.13) to replace the nonlocal term in the second line and used (2.20) to get the third line. Similarly, massaging (2.13) we can evaluate the nonlocal integral in terms of \( \mu \):
\[
-2A \int dxdy \rho(x) \rho(y) f(x, y) + \frac{\mu}{2n - 1} + \mu = 0
\]
\[
\Rightarrow A \int dxdy \rho(x) \rho(y) f(x, y) = \frac{n \mu}{2n - 1}.
\] (2.22)

Finally, substituting (2.22), (2.21) and (2.15) back in (2.12), we get the “on-shell” Lagrangian \( \bar{F} \):
\[
\bar{F} = -\frac{n - 1}{2n - 1} \mu
\] (2.23)

where \( \mu \) can be evaluated directly from (2.20).

It seems like we did not need to use equation (2.14) in finding the solution to this extremization problem, which is of course not true. The Lagrange multiplier \( \mu \) depends on \( A \) and \( B \) so the solution for \( \eta \) is essential and it follows by substituting (2.22) and (2.21) in (2.14) (we make the
\( \eta \)-dependence explicit now):
\[
- \frac{A' (\eta)}{A (\eta)} \frac{n}{2n-1} \mu + \frac{B' (\eta)}{B (\eta)} \frac{1}{2n-1} \mu = 0 \Rightarrow A (\eta) B' (\eta) - n B (\eta) A' (\eta) = 0 .
\]

(2.24)

Thus, solving this equation gives a solution for \( \eta \).

Let us work out one simple example: Seiberg theory \([16]\), which consists of a single \( N = 1 \) vector multiplet with gauge group \( USp (2N) \) coupled to one hypermultiplet in antisymmetric representation and \( N_f < 8 \) hypermultiplets in fundamental rep. Putting this theory on \( S^5 \), the resulting matrix model for the free energy \([19]\) is such that \( n = 3 \) and the coefficients \( A = \frac{9\pi}{8} \), \( B = \frac{(8-N_f)\pi}{3} \) are constants. The equations (2.14) and (2.24) are then redundant and one can easily verify the well-known solution using (2.20) and (2.23) with \( \tilde{F} = F_{S^5} N^{-\frac{2}{3}} \):
\[
\mu^2 = \frac{4^4 A^3}{3^3 B} \Rightarrow F_{S^5}^{\text{Seiberg}} = -N \frac{2}{3} \frac{9\pi}{5 \sqrt{2(8-N_f)}} .
\]

(2.25)

3 \( (S^2_{\epsilon_1} \times S^1) \times \Sigma g_2 \)

We consider now the Euclidean path integral on \( (S^2_{\epsilon_1} \times S^1) \times \Sigma g_2 \), where \( \epsilon_1 \) is the refinement corresponding to the angular momentum along \( S^2 \) and \( r \) is the radius of the \( S^1 \), which will be set to 1 shortly. The path integral on this background can be evaluated by supersymmetric localization, which localizes it on the north and south pole of the two \( S^2 \)'s (for \( g = 0 \); the generalization to \( g \neq 0 \) is obtained by invoking the A-twist formalism), where the space locally looks like the 5d \( \Omega \)-deformed background with parameters \( \pm \epsilon_{1,2} \) and we take \( \epsilon_2 \to 0 \). The partition function is thus obtained by gluing four copies of 5d Nekrasov partition functions given in Section 2.1 with parameters identified as follows:
\[
\begin{align*}
\epsilon_1 &= \begin{cases} 
2\pi i r (\bar{u} + \frac{m_1}{2} + \frac{m_2}{2}) & q_1^{(\ell)} = e^{2\pi i \epsilon_1} \equiv q_1 \ 
2\pi i r (\bar{u} - \frac{m_1}{2} + \frac{m_2}{2}) & e^{-2\pi i \epsilon_1} \\
2\pi i r (-\bar{u} + \frac{m_1}{2} - \frac{m_2}{2}) & e^{2\pi i \epsilon_1} \\
2\pi i r (-\bar{u} - \frac{m_1}{2} + \frac{m_2}{2}) & e^{-2\pi i \epsilon_1} 
\end{cases} \\
\epsilon_2 &= \begin{cases} 
2\pi i r (\nu_1) & q_2^{(\ell)} = e^{2\pi i \epsilon_2} \equiv q_2 \ 
2\pi i r (\nu_2) & e^{-2\pi i \epsilon_2} \\
2\pi i r (\nu) & e^{2\pi i \epsilon_2} \\
2\pi i r (\nu) & e^{-2\pi i \epsilon_2} 
\end{cases} 
\end{align*}
\]

(3.1)

with similar expressions for \( y^{(\ell)} \) depending on \( \nu, n_1, n_2 \). Note that if we focus on just the \( \bar{u} \) and \( \epsilon_1 \) terms, we see the “identity gluing” \((\bar{u}\epsilon_{\bullet\bullet}) = -\bar{u}\epsilon_{\bullet\bullet}) \) and \( \epsilon_{1,\bullet\bullet} = -\epsilon_{1,\bullet\bullet} \) for 3d SCI at work ensuring there is no twist of the \( S^2 \) corresponding to \( \epsilon_1 \) \([8,9]\). We will work with complexified fugacities \( \bar{v} \) and restrict the real part of fugacities to the domains \( 0 \leq \Re \bar{v} < \frac{1}{r} \), and \( 0 \leq \Re \epsilon_{1,2} < \frac{1}{r} \). We shall assume that instanton contributions are suppressed at large \( N \) and thus the dominant contribution is entirely from the perturbative sector. We always choose the chamber where \( |q_1| < 1 \iff \Im \epsilon_1 > 0 \) but take the \( \epsilon_2 \to 0 \) limit after gluing the building blocks appropriately.

**Classical.** The classical contribution in the perturbative sector follows immediately:
\[
Z_{(S^2_{\epsilon_1} \times S^1) \times \Sigma g_2}^{cl} = \exp \left( \frac{32\pi^3 r \Tr (m_2 \bar{u})}{g^2} + \frac{2\pi i k r \Tr (m_1 m_2 \bar{u})}{\epsilon_1} \right) .
\]

(3.2)
Similarly, gluing the symbols

Let us first glue two blocks for $nn$ and $ns$ fixed points to get (suppressing unnecessary symbols)

$$Z_{(nn),(ns)}^{1\text{-}loop, \text{vec}} = \left[ \left( x^\alpha q_1^{1+\frac{m_1}{m_2}} q_2^{1+\frac{m_2}{m_1}} ; q_1, q_2 \right) \left( x^{-\alpha} q_1^{-\frac{m_1}{m_2}} q_2^{-\frac{m_2}{m_1}} ; q_1, q_2 \right) \right]^{\frac{1}{2}} \times \left[ \left( x^\alpha q_1^{1+\frac{m_1}{m_2}} q_2^{-1+\frac{m_2}{m_1}} ; q_1, q_2^{-1} \right) \left( x^{-\alpha} q_1^{-\frac{m_1}{m_2}} q_2^{\frac{m_2}{m_1}} ; q_1, q_2 \right) \right]^{\frac{1}{2}}$$

$$= \left[ \left( x^\alpha q_1^{1+\frac{m_1}{m_2}} q_2^{1+\frac{m_2}{m_1}} ; q_1, q_2 \right) \left( x^{-\alpha} q_1^{-\frac{m_1}{m_2}} q_2^{-\frac{m_2}{m_1}} ; q_1, q_2 \right) \right]^{\frac{1}{2}}.$$  \hspace{1cm} (3.3)

From the definition of double-Pochhammer in (2.4), it is clear that there is going to be a huge cancellation above, which in the limit $q_2 \rightarrow 1$ gives

$$Z_{(nn),(ns)}^{1\text{-}loop, \text{vec}} = \left[ \left( x^\alpha q_1^{1+\frac{m_1}{2}} ; q_1 \right) \left( x^{-\alpha} q_1^{-\frac{m_1}{2}} ; q_1 \right) \right]^{-\frac{m_2+1}{2}}. \hspace{1cm} (3.4)$$

Similarly, gluing the $sn$ and $ss$ blocks gives (in the limit $q_2 \rightarrow 1$)

$$Z_{(sn),(ss)}^{1\text{-}loop, \text{vec}} = \left[ \left( x^\alpha q_1^{1+\frac{m_1}{2}} ; q_1 \right) \left( x^{-\alpha} q_1^{-\frac{m_1}{2}} ; q_1 \right) \right]^{-\frac{m_2+1}{2}}. \hspace{1cm} (3.5)$$

Now we combine the two results above to get the complete 1-loop vector contribution using the definitions and identities for $q$-Pochhammer symbol (see Appendix A):

$$Z_{(S^4_1 \times S^4_1) \times S^2}^{1\text{-}loop, \text{vec}} = \left[ \left( x^{-\alpha} q_1^{-\frac{m_1}{2}} ; q_1 \right) \left( x^{-\alpha} q_1^{\frac{m_1}{2}} ; q_1 \right) \right]^{\frac{m_2+1}{2}} \times \left[ \left( x^\alpha q_1^{1+\frac{m_1}{2}} ; q_1 \right) \left( x^\alpha q_1^{-\frac{m_1}{2}} ; q_1 \right) \right]^{\frac{m_2+1}{2}}$$

$$= \left( -x^\alpha \sqrt{q_1} \right)^{\frac{m_2}{2}} \left( x^{-\alpha} q_1^{-\frac{m_1}{2}} ; q_1 \right) \left( x^\alpha q_1^{\frac{m_1}{2}} ; q_1 \right)^{m_2+1}. \hspace{1cm} (3.6)$$

For general $g_2$, we will have the exponent $m_2 + 1 - g_2$ by invoking the A-twist formalism. The form of the expression in (3.7) is useful for comparison to 3d SCI contribution but we postpone that till the computation of the hyper contribution. For now, we massage the expression in (3.6) to generate $q$-theta functions, $\Theta(x; q) = (x; q)(qx^{-1}; q)$, which will turn out to be useful in taking
the large $N$ limit (see Appendix A for more details). Reinstating the product over roots, we get

$$Z^{1-\text{loop,vec}}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \prod_{\alpha} \left[ \frac{\left( x^{-\alpha} \frac{1+\alpha(m_1)}{2} ; q_1 \right)^2}{\Theta \left( x^{\alpha \frac{1+\alpha(m_1)}{2}} ; q_1 \right)} \cdot \frac{\left( x^{-\alpha} \frac{1+\alpha(m_1)}{2} ; q_1 \right)^2}{\Theta \left( x^{\alpha \frac{1+\alpha(m_1)}{2}} ; q_1 \right)} \right]^{\frac{\alpha(m_2) + 1 - g_2}{2}}. \quad (3.8)$$

We now define a function which will serve as a building block for all the 1-loop contributions

$$Z_B(x; q) = \frac{(qx^{-1}; q)}{\sqrt{\Theta(x; q)}}, \quad (3.9)$$

such that the vector contribution looks like gluing of two 3d holomorphic blocks as follows

$$Z^{1-\text{loop,vec}}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \prod_{\alpha} \left[ Z_B \left( x^{\frac{\alpha + \alpha(m_1)}{2}} ; q_1 \right) \cdot Z_B \left( x^{\frac{1-\alpha(m_1)}{2}} ; q_1 \right) \right]^{\frac{\alpha(m_2) + 1 - g_2}{2}}. \quad (3.10)$$

Hyper. Similarly, we glue four copies of the Nekrasov partition functions for hypermultiplet and get the complete 1-loop contribution:

$$Z^{1-\text{loop,hyp}}_{(S^2_1 \times S^1) \times S^2} = \prod_{\rho} \left[ Z_{\rho} \left( x^{\frac{1+\rho(m_1)}{2}} ; q_1 \right) \cdot Z_{\rho} \left( x^{\frac{1-\rho(m_1)}{2}} ; q_1 \right) \right]^{\frac{\rho(m_2) + 1 - g_2}{2}} \cdot (3.11)$$

The expression inside the brackets matches the contribution of 3d chiral multiplet with R-charge $\nu_r = 1$ to the 3d SCI [39] (up to the $-$ signs that may be absorbed in flavour fugacity and identify $m = -m_1$):

$$Z_{3d}(x^{1-\nu_r/2}; m; q) = \left( q^{(1-\nu_r)/2} x^{-1} \right)^{m/2} \frac{(q^{1-\nu_r/2+\nu_r/2} x^{-1}; q)}{(q^{\nu_r/2+m/2} x^{-1}; q)} \cdot (3.12)$$

Similarly the vector contribution in (3.7) can be seen to be the contribution of a chiral multiplet with $\nu_r = 2$, which follows from the usual argument (see, for example, [40]) about a massive vector not contributing to the index and a vector can be made massive by coupling it to a $\nu_r = 0$ chiral field. Then using the fact that $Z^{\text{chiral}}_{3d}(\nu_r = 0) \cdot Z^{\text{chiral}}_{3d}(\nu_r = 2) = 1$ proves the claim in the previous sentence.

Rewriting (3.11) in terms of $Z_B(x; q)$ as for the vector, while reinstating the product over weights and fugacities, we get

$$Z^{1-\text{loop,hyp}}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \prod_{\rho} \left[ Z_B \left( x^{\rho y \frac{1+\rho(m_1)}{2}} ; q_1 \right) \cdot Z_B \left( x^{\rho y \frac{1-\rho(m_1)}{2}} ; q_1 \right) \right]^{-\rho(m_2) - g_2}, \quad (3.13)$$

where we will use $n_2 = n_2(1-g_2)$ for general $g_2$. 
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The 1-loop contributions to the partition function simply reads

\[ Z_{(S^1_1 \times S^1)}^{1-\text{loop}} = \frac{1}{|W_1|} \sum_{m_1, m_2} \int d\bar{u} H^a e^{\frac{32\pi^3}{\sigma^2} \rho_{(m_1 \bar{m}_2)}} + 2\pi i k \text{Tr}(m_1 \bar{m}_2 \bar{u}) Z_{(S^1_1 \times S^1)}^{1-\text{loop}, \text{vec}} Z_{(S^1_1 \times S^1)}^{1-\text{loop}, \text{hyp}} Z_{(S^1_1 \times S^1)}^{1-\text{loop}, \Sigma_{q_2}} , \]  

(3.14)

where \( H \) is the Hessian appearing in the handle gluing operator \( \mathcal{H} \). Comparing with (2.8), we can identify the following operators:

\[ \Pi_{a}^{\text{pert}} = e^{\frac{32\pi^3}{\sigma^2} \rho_{(m_1 \bar{m}_2)}} \prod_{\alpha} Z_B \left( x^\alpha q_1^{1+\alpha(m_1)/x}; q_1 \right) \cdot Z_B \left( x^{-\alpha} q_1^{1-\alpha(m_1)/x}; q_1 \right) \prod_{\rho} \left[ \cdots \right]^{-\rho^a} \]  

(3.15)

\[ \Pi_{i}^{\text{pert}} = \prod_{\rho} \left[ Z_B \left( - x^\rho y q_1^{1+\rho(m_1)/x}; q_1 \right) \cdot Z_B \left( - x^{-\rho} y q_1^{1-\rho(m_1)/x}; q_1 \right) \right]^{-1} \]  

(3.16)

\[ \mathcal{H}^{\text{pert}} = \prod_{\alpha} \left[ Z_B \left( x^\alpha q_1^{1+\alpha(m_1)/x}; q_1 \right) \cdot Z_B \left( x^{-\alpha} q_1^{1-\alpha(m_1)/x}; q_1 \right) \right]^{-1} \det_{ab} \frac{\partial \log(\Pi_{a}^{\text{pert}})}{2\pi i \partial \bar{u}_b} \]  

(3.17)

The \( \cdots \) in (3.15) is same as the product of two \( Z_B \)-factors appearing in (3.16). The flavour magnetic fluxes \( n_1 \) are not explicitly written above, but they can be introduced by shifting \( y \rightarrow y q_1^{\gamma} \) whenever needed. Of course, the perturbative Bethe vacua follows from

\[ S_{\text{BE}}^{\text{pert}} = \left\{ \bar{u} | \Pi_{a}^{\text{pert}}(\bar{u}) \equiv \exp \left( 2\pi i \frac{\partial \mathcal{W}_{a \text{pert}}^{\text{pert}}}{\partial u_a} (\bar{u}) \right) = 1, \quad a = 1, \cdots, r_G \right\} / W_1, \]  

(3.18)

from where we find the perturbative effective twisted potential \( \mathcal{W}_{(S^1_1 \times S^1)}^{\text{pert}, \Sigma_{q_2}} \). The classical contribution simply reads

\[ \mathcal{W}_{(S^1_1 \times S^1)}^{\text{cl}, \Sigma_{q_2}} = \frac{8\pi^2 u^2}{ig^2 \epsilon_1} + \frac{k}{2} \text{Tr}(m_1 \bar{u})^2. \]  

(3.19)

The 1-loop contributions to \( \mathcal{W} \) involve integrating the function \( \log Z_B \). This is quite cumbersome in general but since we are interested in the large \( N \) limit mostly, we can write \( \log Z_B(x; q) \) always in terms of \( \log \Theta(x; q) \) by making sure that the \( \log(q x^{-1}; q) \rightarrow 0 \) as \( x \rightarrow \infty \). The large \( N \) expansion of \( \log \Theta(x; q) \) is discussed in the Appendix A and we can define the associated integrated function using (A.14) as follows:

\[ \int dz \log \Theta(z; \omega)^{-1} \approx \int dz \left[ \pi i T \left( z | \omega \right) - \frac{1}{2} \right] \]  

\[ = \frac{\pi i z^3}{3\omega} - \frac{\pi i (\omega - 1) z^2}{2\omega} + \left[ \frac{\pi i (\omega^2 + 3\omega - 1)}{6\omega} - \frac{1}{2} \right] z \equiv T(z | \omega). \]  

Also, \( \int dz \log \Theta(z + \zeta; \omega)^{-1} \approx T(z + \zeta | \omega) - T(\zeta | \omega) \equiv T(z, \zeta | \omega). \)  

(3.20)

Using these integrals, the vector and hyper contributions to \( \mathcal{W} \) read

\[ (2\pi i) \mathcal{W}_{(S^1_1 \times S^1)}^{1-\text{loop}, \text{vec}} = \sum_{\alpha > 0, \pm} \left[ T \left( \alpha(\bar{u}), 1 + \epsilon_1 \pm \frac{\epsilon_1 \alpha(m_1)}{2} | \epsilon_1 \right) + T \left( \alpha(\bar{u}), \pm \frac{\epsilon_1 \alpha(m_1)}{2} | \epsilon_1 \right) \right], \]  

(3.21)
\[(2\pi i)W^{1\text{-loop,hyp}}_{(S^2_1 \times S^1) \times \Sigma_{q_2}} = -\frac{1}{2} \sum_{\rho} \left[ \tilde{T} \left( \rho(\tilde{u}), \tilde{\nu} + \frac{1 + \epsilon_1 + \epsilon_2 \rho(m_1)}{2} | \epsilon_1 \right) + \tilde{T} \left( \rho(\tilde{u}), \tilde{\nu} + \frac{1 + \epsilon_1 - \epsilon_2 \rho(m_1)}{2} | \epsilon_1 \right) \right]. \tag{3.22} \]

Note that we have assumed \( \rho > 0 \) to write the above form of the hyper contributions. For explicit representations, one has to make sure that this is true by switching between the analogues of the two terms present in the vector contribution.

After we find the Bethe vacua solutions from extremizing the twisted superpotential at large \( N \), we can use this solution to write the final result for the partition function at large \( N \) as follows:

\[
Z_{(S^2_1 \times S^1) \times \Sigma_{q_2}}(\tilde{\nu}; n_1, n_2) \approx \sum_{\tilde{u} \in \mathcal{S}_{BE}} \Pi_i(\tilde{u}, \nu)^{n_{2I}(1 - \theta_2)} \mathcal{H}(\tilde{u}, \nu)^{\theta_2 - 1}, \tag{3.23} \]

with the relevant operators explicitly given in (3.16) and (3.17). As explained before, the instanton contributions are subleading at large \( N \) so we drop the specifier ‘\( \text{pert} \)’ above.

We can rewrite the above expression for the partition function at large \( N \) in terms of the twisted superpotential as was done for the the partition function on \( S^3_b \times \Sigma_q \) in [15]. We ignore the subleading Hessian contribution and then, schematically, (3.23) takes the following form

\[
\log Z_{(S^2_1 \times S^1) \times \Sigma_{q_2}} \approx -\sum_{\alpha \in \text{Ad}(G)^t} (g_2 - 1) \frac{1}{2} T(\alpha(\tilde{u}) | \epsilon_1) + \sum_{I} \sum_{\rho \in R_I} n_{2I}(g_2 - 1) \frac{1}{2} T(\rho(\tilde{u}) + \tilde{\nu}_I | \epsilon_1) \]

\[
\approx \sum_{I} \sum_{\rho \in R_I} (g_2 - 1) \left( n_{2I} - \frac{1 + \epsilon_1}{2 \tilde{\nu}_I} \right) \frac{\partial}{\partial \tilde{u}} \left[ \frac{1}{2} T(\rho(\tilde{u}), \tilde{\nu}_I | \epsilon_1) \right] (\tilde{u}) \]

\[
\approx -2\pi i (g_2 - 1) \sum_{I} \left( n_{2I} - \frac{1 + \epsilon_1}{2 \tilde{\nu}_I} \right) \frac{\partial W_{(S^2_1 \times S^1) \times \Sigma_{q_2}}(\tilde{\nu})}{\partial \tilde{\nu}_I}, \tag{3.24} \]

where the second line follows from the large \( N \) limit of the Bethe equations in (3.18) that allows one to replace the sum over vectors by a sum over hypermultiplets, and the last line follows from identifying \( \frac{T}{2\pi i} \) as \( (2\pi i) \) times the twisted superpotential. The switching of the derivative of \( W \) from \( \tilde{u} \) to \( \tilde{\nu} \) introduces an overall minus sign due to the definition (3.20). This is as far as we can go in general, but for the quiver theories with massive type IIA string duals, the above expression can be cast into a more useful form (3.34). We do that now by evaluating the \( \Pi' \)'s and \( \mathcal{H} \)'s explicitly at large \( N \) for such theories.

### 3.1 Large \( N \) Limit (mIIA Duals)

We note that in the 1-loop determinants, only two combinations of the gauge parameter and flux, \( \tilde{u} \pm \frac{i}{2} \epsilon_1 m_1 \), appear, so we choose an ansatz with both \( \tilde{u} \) and \( m_1 \) having the same large \( N \) behaviour. Explicitly,

\[
\tilde{u}^a = -i N^a x, \quad m_1^a = -i N^a \eta x \quad \Rightarrow \quad \sum_a \rightarrow N \int dx \rho(x), \tag{3.25} \]

where \( \eta \) needs to be determined and we introduced the eigenvalue density \( \rho(x) \) satisfying \( \int_0^\infty \rho(x)dx = 1 \). The explicit sums over roots and weights for vectors and hypermultiplets in given representations, respectively, are well-known by now so we do not spell them out here. Readers new to this computation are urged to browse [1, 19, \ldots] for relevant details before proceeding further.
Seiberg Theory. Let us work out this simplest example, which can then be generalized for generic quiver theories following [1]. First, we deal with the twisted superpotential and present the north and south blocks separately (to motivate a few definitions that will follow later):

\[
(2\pi i)W^\text{Seiberg}_{(S^3_1 \times S^1) \times \Sigma_{q_2}} = -\frac{\pi}{4} N^2 \left[ \frac{(8 - N_f)(4 + 3\epsilon_1 \eta(2 + \epsilon_1 \eta))}{3\epsilon_1} \int \rho(x) x^3 dx \right. \\
- \frac{(1 + \epsilon_1)^2 - (2\tilde{\nu} + \epsilon_1 n_1)^2}{2\epsilon_1} \int dx dy \rho(x) \rho(y) (|x + y| + |x - y|) \\
- \frac{\pi}{4} N^2 \left[ \frac{(8 - N_f) (-2 + 2\tilde{\nu})}{3\epsilon_1} \int dx dy \rho(x) \rho(y) (|x + y| + |x - y|) \right] \\
= -\frac{\pi}{2} N^2 \left[ \frac{(8 - N_f)(4 + 3\epsilon_1^2 \eta^2)}{3\epsilon_1} \int \rho(x) x^3 dx \right. \\
- \frac{(1 + \epsilon_1)^2 - 8\tilde{\nu}^2}{2\epsilon_1} \int dx dy \rho(x) \rho(y) (|x + y|)
\]

where we have used the notation \( |x \pm y| \) to denote a sum of two terms in the last line. We have already used the fact that the scaling behaviour of the two integrals demand \( N^{1+3\alpha} = N^{2+\alpha} \), which gives \( \alpha = \frac{1}{2} \) leading to the expected \( N^{\frac{3}{2}} \) scaling for \( W \) above. Now we have to extremize the above function with respect to both \( \rho(x) \) and \( \eta \) and find the appropriate solution. Comparing (3.26) with (2.12), we find \( \tilde{F} = -(2\pi i) W^\Sigma_n \cdot N^{-\frac{3}{2}} \) with \( n = 3 \), \( A(\eta) = \frac{(1 + \epsilon_1)^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2}{2\epsilon_1} \), \( B(\eta) = \frac{(8 - N_f)(4 + 3\epsilon_1^2 \eta^2)}{3\epsilon_1} \).

Then, (2.24) leads to \( \eta = 0 \) and using (2.20) in (2.23), gives

\[
(2\pi i)W^\text{Seiberg}_{(S^3_1 \times S^1) \times \Sigma_{q_2}} = -\left( -\frac{\pi}{2} N^2 \right)^\frac{3}{2} \frac{2\sqrt{2}}{5} \frac{(1 + \epsilon_1)^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2}{3\epsilon_1 \sqrt{8 - N_f}} \\
= -\frac{2}{27\epsilon_1} \left( (1 + \epsilon_1)^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2 \right)^\frac{3}{2} F^\text{Seiberg}_{S^5} \tag{3.27}
\]

where the second line follows after using (2.25). It is clear that this solution does not admit factorization for finite \( \epsilon_1 \).

Defining

\[
\tilde{\nu}^{\pm} = \frac{2\tilde{\nu} \pm \epsilon_1 n_1}{1 + \epsilon_1} \quad \text{and} \quad b = \sqrt{\epsilon_1}, \tag{3.28}
\]

we can relate the twisted superpotential to the mass-deformed, squashed 5-sphere partition function, defined in (1.5):

\[
(2\pi i)W^\text{Seiberg}_{(S^3_1 \times S^1) \times \Sigma_{q_2}} = -\frac{8(1 + \epsilon_1)}{27} F_{S^5_{(b, b^{-1}, Q)}}^\Sigma_{\tilde{\nu}} \left( \frac{3b\tilde{\nu}^{\pm}}{2} \right) \tag{3.29}
\]

where \( Q = \frac{1}{2}(b + b^{-1}) \). The notation \( F_{S^5_{\tilde{\nu}}}^\Sigma(m^{\pm}) \) above just means that there are two mass parameters and the numerator in (1.5) is to be evaluated accordingly. So for the above expression, it would read \( [(1 - Q^2(\tilde{\nu}^+)^2) + (1 - Q^2(\tilde{\nu}^-)^2)]^{\frac{3}{2}} \), which one can verify gives the prefactor in (2.25). In general, the summation \( \sum_{I} \) in (1.5) becomes \( \sum_{I^{\pm}} \) and \( c_\rho^{I^{\pm}} \)'s corresponding to \( \tilde{\nu}^\pm \) are used for both \( \tilde{\nu}^\pm \). It is worthwhile to mention here that once we set \( \eta = 0 \) in (3.26), the resulting integral
expression already satisfies \((3.29)\), so \((3.29)\) is valid both “off-shell” and “on-shell”.

Now, we move on to the partition function, which follows from \((3.23)\) or \((3.24)\):

\[
\log Z^{Seiberg}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = -\pi N^2 \frac{i}{2} (g_2 - 1) \left[ \frac{1 + \epsilon_1}{2} - n_2 \left( \hat{\nu} + \epsilon \frac{n_1}{2} \right) \right] + \left[ \frac{1 + \epsilon_1}{2} - n_2 \left( \hat{\nu} - \epsilon \frac{n_1}{2} \right) \right] \epsilon_1 \\
\times \int dxdy \rho(x) \rho(y) |x \pm y|
\]

\[
= \frac{8}{9} (g_2 - 1) \frac{(1 + \epsilon_1 - 2n_2 \hat{\nu})}{2 \epsilon_1} \sqrt{\left(1 + \epsilon_1\right)^2 - \epsilon_1^2 n_2^2 - 4 \epsilon^2} F^{Seiberg}_{S^5}
\]

\[
\Rightarrow \log Z^{Seiberg}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = 2 \log Z^{3}_{S^3_{\nu_1} \times \Sigma_{g_2}} \left( \hat{\nu}^\pm; n_2 \right).
\]

It is again obvious from \((3.30)\) that factorization is not possible for finite \(\epsilon_1\). The coefficient of the integral expression is split in such a way that leads to factorization expected of the 3d Cardy formula \([6]\) only in the strict Cardy limit \((\epsilon_1 \ll 1)\). The simple relation in \((3.31)\) follows from \([1]\), and is similar to relation 2 in Table 1 between 5d SCI and squashed \(S^5\) free energy \([15]\). The difference being that the quivers are not the same on both sides of the equality and the doubling of chemical potential \(\tilde{\nu} \rightarrow \tilde{\nu}^\pm\) seems formal rather than implying a deep relation between different quiver theories.\(^4\)

**Generic Quivers.** Following the generalization discussed in \([1]\) to a family of generic quivers with behaviour similar to the Seiberg theory, we can generalize above results to such theories here too. We simply state the general results as the matrix model analysis is a straightforward extension of the Seiberg theory:

\[
(2\pi i) \mathcal{W}(S^2_1 \times S^1) \times \Sigma_{g_2} \left( \tilde{\nu}_I; n_{1I} \right) = -\frac{8(1 + \epsilon_1)}{27} F^{S^5}_{S^5(b,b-1,Q)} \left( \frac{3Q \tilde{\nu}_I^2}{2} \right)
\]

\[
\log Z(S^2_1 \times S^1) \times \Sigma_{g_2} \left( \tilde{\nu}_I; n_{1I}, n_{2I} \right) = 2 \log Z^{3}_{S^3_{\nu_I} \times \Sigma_{g_2}} \left( \tilde{\nu}_I^\pm; n_{2I} \right)
\]

\[
\log Z(S^2_1 \times S^1) \times \Sigma_{g_2} \left( \tilde{\nu}_I; n_{1I}, n_{2I} \right) = -2\pi i (g_2 - 1) \left[ 4\mathcal{W} + \sum_I \left( n_{2I} - 2 \tilde{\nu}_I \right) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} - 2 \epsilon_1 \frac{\partial \mathcal{W}}{\partial \epsilon_1} \right].
\]

The last relation follows from \((3.24)\) by verifying that the following relation holds for the \(\mathcal{W}\) appearing above:

\[
4\mathcal{W}(S^2_1 \times S^1) \times \Sigma_{g_2} = \sum_I \left( 2 \tilde{\nu}_I - \frac{1 + \epsilon_1}{2 \tilde{\nu}} \right) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} + 2 \epsilon_1 \frac{\partial \mathcal{W}}{\partial \epsilon_1}.
\]

If we use \(\tilde{\nu}_I^\pm\) instead of \(\tilde{\nu}_I\), we get another relation that directly verifies \((3.32)\) and \((3.33)\) \([15, \text{Sec. 5}]\):

\[
\log Z(S^2_1 \times S^1) \times \Sigma_{g_2} = \frac{(2\pi i)}{(1 + \epsilon_1)} \left[ 6\mathcal{W} + 2 \sum_{I,J} \left( n_{2I} - \tilde{\nu}_I^\pm \right) \frac{\partial \mathcal{W}}{\partial \tilde{\nu}_I} \right].
\]

\(^3\)For reference, we reproduce here the expression for \(S^3_6 \times \Sigma_6\) partition function of general quivers:

\[
\log Z_{S^3_6 \times \Sigma_6} (\tilde{\nu}; n) = \frac{8}{9} Q^2 (g - 1) \left( \frac{\sum_I c^I \rho (1 - n \tilde{\nu}_I)}{\left( \sum_I c^I \rho \right)^2} \right) \frac{\sum_I c^I (1 + \tilde{\nu}_I)}{\left( \sum_I c^I \right)^2} F^{S^6}_g.
\]

\(^4\)Though, it is curious that the \((S^2_1 \times S^1) \times \Sigma_{g_2}\) partition function of Seiberg theory at large \(N\) is given by the square of the \(S^3_{\sqrt{n_3}} \times \Sigma_{g_2}\) partition function of class (C) orbifold theory with \(k = 1 \ [1, \text{Sec. 3.1}]\), with parameters identified as in \((3.31)\).
We can compactify the above expressions even more by choosing a quartet of constrained flavour fugacities and fluxes for each parameter in the trio \( \{ \hat{\nu}_I, n_{1I}, n_{2I} \} \) as follows:
\[
\hat{\nu}^\pm_I = (1 + \epsilon_I) \pm (2\hat{\nu}_I + \epsilon_I n_{1I}), \quad \hat{\nu}^-_I = (1 + \epsilon_I) \pm (2\hat{\nu}_I - \epsilon_I n_{1I}),
\]
\[
n^+_I = 2(1 \pm n_{1I}), \quad n^-_I = 2(1 \pm n_{1I}) \quad \text{for } i = 1, 2.
\]

Now let us set all the flavour chemical potentials and fluxes to zero and analyze Universal.

Note that (3.39) does not have \( \sum_{I, \pm} \) as both sides of the equation refer to the same quiver theory, in contrast to the form present in (3.29) or (3.33).

\textbf{Universal.} Now let us set all the flavour chemical potentials and fluxes to zero and analyze the resulting universal behaviour of the partition function. The following relations then hold for generic quivers:
\[
(2\pi i)\mathcal{W}^{univ}_{(S^2 \times S^1) \times \Sigma_{q_2}} = -\frac{2}{27\epsilon_1} \left( \frac{1 + \epsilon_1}{\epsilon_1} \right)^3 F_{S^5}
\]
\[
\log Z^{univ}_{(S^2 \times S^1) \times \Sigma_{q_2}} = 2 \log Z_{S^3 \times \Sigma_{q_2}} = \frac{(1 + \epsilon_1)^2}{2\epsilon_1} \log Z_{S^3 \times \Sigma_0}.
\]
The latter relation can be brought to a familiar form by substituting \( \epsilon_1 = \frac{\omega}{2\pi i} \) and using the supersymmetric constraint \( \omega + 2\pi i = 2\varphi \) from [4]:
\[
\log Z^{univ}_{(S^2 \times S^1) \times \Sigma_{q_2}} = \frac{\omega^2}{\pi i \omega} \log Z^{univ}_{S^3 \times \Sigma_{q_2}}.
\]
This verifies the holographic prediction for 5d SCFTs dual to rotating, charged \( AdS_6 \) black holes.

\textbf{Extremization.} An explicit form for the partition function useful for extremization with respect to \( \hat{\nu} \) can be written down following [1] leading to
\[
\log Z_{(S^2 \times S^1) \times \Sigma_{q_2}} = \frac{\left(1 + \epsilon_I\right) \sum_A c_A^I - 2 \sum_I c_I^I n_{2I} \hat{\nu}_I \right) \left( \sum_I c_I^I \left(1 + \epsilon_I\right)^2 \hat{n}_2^2 - 4\hat{\nu}_I^2 \right)}{2\epsilon_I (\sum_I c_I^I)^{\frac{1}{2}}} \frac{1}{2 \epsilon_I (\sum_I c_I^I)^{\frac{1}{2}}} \log Z_{S^3 \times \Sigma_{q_2}},
\]
where we have defined
\[
\hat{n}_1^2 = \left( \sum_I c_I^I \right)^{-1} \sum_I c_I^I \left(1 - \frac{c_I^I n_{1I}^2}{(1 + \epsilon_I)^2} \right), \quad \hat{n}_2^2 = \left( \sum_I c_I^I \right)^{-1} \sum_I c_I^I n_{2I}^2.
\]
Now, extremization leads to the following result for the partition function:
\[
\partial_{\hat{\nu}_I} \log Z = 0 \quad \Rightarrow \quad \hat{\nu}_I^{\pm} = \frac{(1 + \epsilon_I)n_{2I}}{8\hat{n}_2^2} \left( 1 \pm \sqrt{1 + 8\hat{n}_1^2\hat{n}_2^2} \right)
\]
\[ \Rightarrow \log Z_{(S_1^2 \times S^1) \times \Sigma_{g_2}} = \frac{(1 + \epsilon_1)^2}{2\epsilon_1} \left( \pm \sqrt{2\pi} \left| \frac{a_1^1 a_2^1 - 1}{4 a_1^1 a_2^1 - 1 \pm \sqrt{1 + 8 a_1^1 a_2^1}} \right|^{\frac{3}{2}} \right) \log Z_{S^3 \times \Sigma_{g_2}}. \] (3.46)

This should be useful in performing nontrivial and non-universal holographic checks, similar to [3].

4 \( (\tilde{S}_2^2 \times S^1) \times \Sigma_{g_2} \)

We consider here the partition function on \( \tilde{S}_2^2 \times S^1 \), with \( \tilde{S}_2^2 \) denoting a partial topological twist on \( S^2 \). The unrefined \((\epsilon_1 = 0)\) version of this 5d index has been discussed before in [1,7] so some similarity in the results will be inevitable. But we will construct various contributions to the refined version of this 5d partition function by gluing the building blocks (2.3) given in Section 2.1, as done in the previous section. The identification of the four sets of parameters at four fixed points is as follows:

\[
x^{(\ell)} = \begin{cases} 
2\pi i (\tilde{u} + \frac{m_1^1}{2} + \frac{m_2^1}{2}) & q_1^{(\ell)} = e^{2\pi i r_1} \equiv q_1 \\
2\pi i (\tilde{u} - \frac{m_1^1}{2} - \frac{m_2^1}{2}) & e^{-2\pi i r_1} \equiv q_2 \\
2\pi i (\tilde{u} - \frac{m_1^1}{2} + \frac{m_2^1}{2}) & e^{-2\pi i r_2} \equiv q_3 \\
2\pi i (\tilde{u} + \frac{m_1^1}{2} - \frac{m_2^1}{2}) & e^{2\pi i r_2} \equiv q_4
\end{cases}
\]

We will work with complexified fugacities as before. Note that if we focus on just the \( \tilde{u} \) and \( \epsilon_1 \) terms, we see another “identity gluing” \((\tilde{u}(^{\bullet\bullet}) = \tilde{u}(^{\bullet\bullet}) \) and \( \epsilon_1^{(\bullet\bullet)} = -\epsilon_1^{(\bullet\bullet)} \) valid for 3d TTI at work, which now ensures there is a twist of the \( S^2 \) corresponding to \( \epsilon_1 \) [9]. We shall again assume that instanton contributions are suppressed at large \( N \) and thus the dominant contribution is entirely from the perturbative sector.

**Classical.** The classical contribution again follows immediately and matches the unrefined result:

\[
Z^d_{(S_1^2 \times S^1) \times S^2} = \exp \left( \frac{16\pi^3 r}{g^2} \Tr(m_1 m_2) + 2\pi i k r \Tr(m_1 m_2 \tilde{u}) \right). \] (4.2)

As in the previous section, we will set \( k = 0 \) and ignore the subleading contribution of the YM term in the large \( N \) analysis.

**Vector.** Let us now glue a pair of blocks \( nn \) and \( ns \) to get in the limit \( q_2 \to 1 \) (suppressing unnecessary symbols)

\[
Z^{1-\text{loop,vec}}_{(nn), (ns)} = \left[ \begin{array}{c} x^\alpha q^{1+\frac{m_1}{2}}_1; q_1 \\ x^{-\alpha} q^{\frac{m_1}{2}}_1; q_1 \end{array} \right]^{-\frac{m_2+1}{2}}. \] (4.3)

Similarly, gluing the \( sn \) and \( ss \) blocks gives in the limit \( q_2 \to 1 \)

\[
Z^{1-\text{loop,vec}}_{(sn), (ss)} = \left[ \begin{array}{c} x^\alpha q^{1+\frac{m_1}{2}}_1; q_1 \\ x^{-\alpha} q^{\frac{m_1}{2}}_1; q_1 \end{array} \right]^{-\frac{m_2+1}{2}}. \] (4.4)
Above result in terms of partition function:

\[
Z_{(S^2_{1} \times S^1) \times S^2}^{1-\text{loop,vec}} = \left[ \left( x^{-\alpha} q_1^{1+\frac{m_1}{2}} ; q_1 \right) \cdot \left( x^{\alpha} q_1^{1+\frac{m_1}{2}} ; q_1 \right) \right]^{\frac{m_2+1}{2}}
\]

\[
= \left[ (-x^{\alpha})^{\frac{m_1}{2}} \left( x^{-\alpha} q_1^{1-\frac{m_1+1}{2}} ; q_1 \right) \right]^{\frac{m_2+1}{2}} \cdot \left[ \left( x^{\alpha} q_1^{1-\frac{m_1+1}{2}} ; q_1 \right) \sgn(m_1+1) \right]^{\frac{m_2+1}{2}}.
\]  

(4.5)

For general \( g_2 \), we will have the exponent \( m_2 + 1 - g_2 \). Note that in the unrefined case, \( \epsilon_1 = 0 \Rightarrow q_1 = 1 \) and the finite \( q_2 \)-Pochhammer symbol reduces to just \((1 - x^{-\alpha})^{m_1+1}\), which matches the expressions derived in [1, 7]. In addition, the expression in (4.6) is also useful for comparing to vector contribution to 3d refined TTI in [41], but it does not yield nicely to the large \( N \) limit. So, as done in the previous section, we rewrite the expression in (4.5) using the function \( Z_B(x; q) \) defined in (3.9), which has already proven useful while taking the large \( N \) limit. Reinstating the product over roots, we get

\[
Z_{(S^2_{1} \times S^1) \times \Sigma g_2}^{1-\text{loop,vec}} = \prod_{\alpha} \left[ Z_B\left( x^{\alpha} q_1^{1+\frac{\alpha(m_1)}{2}} ; q_1 \right) \cdot Z_B\left( x^{\alpha} q_1^{1-\frac{\alpha(m_1)}{2}} ; q_1 \right) \right]^{\alpha(m_2)+1-g_2}.
\]  

(4.7)

**Hyper.** Similarly, gluing four copies of the Nekrasov partition functions for hypermultiplet gives us the following 1-loop contribution:

\[
Z_{(S^2_{1} \times S^1) \times S^2}^{1-\text{loop,hyp}} = \left[ \left( -x^{-\rho} q_1^{1-\frac{m_1}{2}} ; q_1 \right) \cdot \left( -x^{\rho} q_1^{1-\frac{m_1}{2}} ; q_1 \right) \right]^{\frac{m_2}{2}}
\]

\[
= \left[ (x^{\rho})^{\frac{m_1}{2}} \left( -x^{-\rho} q_1^{1-\frac{m_1}{2}} ; q_1 \right) \right]^{m_2} \cdot \left[ \left( x^{\rho} q_1^{1-\frac{m_1}{2}} ; q_1 \right) \sgn(m_1) \right]^{-m_2}.
\]  

(4.8)

Again, the above result compares favourably to the chiral multiplet’s contribution to 3d refined TTI (up to the \(-\) sign which may be absorbed in the flavour fugacity) [41, Sec. 4]. Rewriting the above result in terms of \( Z_B(x; q) \) and reinstating the product over weights and fugacities, we get

\[
Z_{(S^2_{1} \times S^1) \times \Sigma g_2}^{1-\text{loop,hyp}} = \prod_{\rho} \left[ Z_B\left( -x^{\rho} y q_1^{1+\frac{\rho(m_1)}{2}} ; q_1 \right) \cdot Z_B\left( -x^{\rho} y q_1^{1-\frac{\rho(m_1)}{2}} ; q_1 \right) \right]^{-\rho(m_2) - \hat{n}_2}.
\]  

(4.9)

where again we use \( \hat{n}_2 = n_2(1 - g_2) \) for general \( g_2 \).

**Complete Perturbative Result.** Combining all the above results, we get the perturbative partition function:

\[
Z_{(S^2_{1} \times S^1) \times \Sigma g_2}^{\text{pert}} = \frac{1}{|W_G|} \sum_{m_1, m_2} \int d\bar{u} \hat{H}^g e^{\frac{\lambda x^3}{2 \pi^2} \Tr(m_1 m_2) + 2 \pi i k \Tr(m_1 m_2 \bar{u})} Z_{(S^2_{1} \times S^1) \times \Sigma g_2}^{1-\text{loop,vec}} Z_{(S^2_{1} \times S^1) \times \Sigma g_2}^{1-\text{loop,hyp}}.
\]  

(4.10)

where \( \hat{H} \) is the Hessian appearing in the handle gluing operator \( \hat{H} \). Comparing with (2.8), we can identify the following operators (we use \( \sim \) here to distinguish similar operators of the previous
The 1-loop contributions to the perturbative effective twisted potential simply reads

\[ \Pi_{pert} = \prod_{\rho} \left[ Z_B \left( -x^\rho q_1^{1+\rho(m_1)} \right) \cdot Z_B \left( -x^\rho q_1^{-1-\rho(m_1)} \right) \right]^{-1} \]

The flavour magnetic fluxes \( n_1 \) can again be introduced by shifting \( y \rightarrow y q_1^{\frac{n_1}{2}} \) whenever needed. Of course, the perturbative Bethe vacua follows from

\[ \tilde{S}_{BE}^{pert} = \{ \tilde{u} | \Pi_{pert}^{pert}(\tilde{u}) \equiv \exp (2\pi i \frac{\partial \Pi_{pert}}{\partial \tilde{u}_a}(\tilde{u})) = 1, \quad a = 1, \ldots, r_G \}/W_G, \]

from where we find the perturbative effective twisted potential \( W_{pert}^{(S^2_1 \times S^1) \times \Sigma_{g_2}} \). The classical contribution simply reads

\[ W^{cl}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \frac{8\pi^2 m_1 \cdot \tilde{u}}{ig^2} + \frac{k}{2} \text{Tr}(m_1 \tilde{u}^2). \]

The 1-loop contributions to \( \mathcal{W} \) involve integrating the function \( \log Z_B \), so we can again use the \( \hat{\mathcal{T}} \)-functions defined in (3.20) to write the following contributions:

\[ (2\pi i) \mathcal{W}^{1-\text{loop, vec}}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \frac{1}{2} \sum_{\alpha>0} \left[ \hat{T} \left( \alpha(\tilde{u}) + 1 + \rho(1+\rho(m_1))|\epsilon_1 \right) + \hat{T} \left( \alpha(\tilde{u}), \frac{\epsilon_1 \alpha(m_1)}{2}|\epsilon_1 \right) \right] \]

\[ (2\pi i) \mathcal{W}^{1-\text{loop, hyp}}_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = -\frac{1}{2} \sum_{\rho} \left[ \hat{T} \left( \rho(\tilde{u}) + \tilde{\nu} + \frac{1+\rho}{2}, \frac{\epsilon_1 \rho(m_1)}{2}|\epsilon_1 \right) - \hat{T} \left( \rho(\tilde{u}), \frac{\epsilon_1 \rho(m_1)}{2}|\epsilon_1 \right) \right] . \]

Note that we have again simply assumed \( \rho > 0 \) to write the above form of the hyper contributions. For explicit representations, one has to make sure that this is true by switching between the analogues of the two terms present in each line of the vector contribution.

After we find the Bethe vacua solutions from extremizing the twisted superpotential at large \( N \), we can use this solution to write the final result for the partition function at large \( N \) as follows:

\[ Z_{(S^2_1 \times S^1) \times \Sigma_{g_2}}(\nu; n_1, n_2) \approx \sum_{\tilde{u} \in \tilde{S}_{BE}} \tilde{\Pi}_i(\tilde{u}, \nu) n_{2i} \tilde{\mathcal{H}}(\tilde{u}, \nu)^{g_2-1}, \]

with the relevant operators explicitly given in (4.12) and (4.13). Again, due to subleading nature of the instanton contributions at large \( N \), we have dropped the specifier ‘pert’ above.

We can try to relate \( \log Z \) to \( \mathcal{W} \) here too as done in the previous section but we will refrain from doing that and jump directly to the evaluation of the \( \Pi \)'s and \( \mathcal{H} \)'s explicitly at large \( N \).
4.1 Large $N$ Limit (mIIA Duals)

We choose here the same Ansatz as before, i.e., both $\tilde{u}$ and $\mathbf{m}_1$ have the same large $N$ behaviour. Explicitly,

$$\tilde{u}^i = -iN^\alpha x, \quad \mathbf{m}_1^i = -iN^\alpha \eta x,$$

(4.19)

where $\eta$ needs to be determined via its EoM (and it will not vanish in this case).

**Seiberg Theory.** Let us work out this special example before giving the general result. First, the twisted superpotential

$$(2\pi i)\mathcal{W}_{\text{Seiberg}}^{(S_7 \times S^1) \times \Sigma_{\phi_2}} = -\frac{\pi}{4} N^{\frac{3}{2}} \left[ \frac{(8 - N_f)(4 + 3\epsilon_1 \eta(\epsilon_1 \eta + 2))}{3\epsilon_1} \int \rho(x)x^3 dx - (\epsilon_1 \eta + 2) \frac{(1 + \epsilon_1)^2 - (2\nu + \epsilon_1 n_1)^2}{4\epsilon_1} \int dxdy\rho(x)\rho(y)|x \pm y| \right]$$

$$+ \frac{\pi}{4} N^{\frac{3}{2}} \left[ \frac{(8 - N_f)(4 + 3\epsilon_1 \eta(\epsilon_1 \eta - 2))}{3\epsilon_1} \int \rho(x)x^3 dx + (\epsilon_1 \eta - 2) \frac{(1 - \epsilon_1)^2 - (2\nu - \epsilon_1 n_1)^2}{4\epsilon_1} \int dxdy\rho(x)\rho(y)|x \pm y| \right]$$

$$= -\pi N^{\frac{3}{2}} \left[ (8 - N_f)\eta \int \rho(x)x^3 dx - \left\{ \frac{1}{2} (1 - 2\nu \tilde{\nu}) + \frac{1}{8} (1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2) \right\} \int dxdy\rho(x)\rho(y)|x \pm y| \right] .$$

(4.20)

The above expression now needs to be extremized with respect to both $\eta$ and $\rho(x)$. Let us compare (4.20) with (2.12) to get $\tilde{F} = -(2\pi i)\mathcal{W}_{\frac{1}{2}}^{\frac{1}{2}} N^{-\frac{3}{2}}$ with $n = 3$, $A(\eta) = \frac{1}{2} (1 - 2\nu \tilde{\nu}) + \frac{1}{8} (1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2) \eta$, $B(\eta) = (8 - N_f)\eta$. Then, using (2.24) we get

$$\left( \frac{1}{2} (1 - 2\nu \tilde{\nu}) + \frac{1}{8} (1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2) \right) \left( 8 - N_f \right) - 3(8 - N_f)\eta^2 \frac{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2}{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2} = 0$$

$$\Rightarrow \eta = \frac{2(1 - 2\nu \tilde{\nu})}{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2} .$$

(4.21)

This sets $A = \frac{3}{4} (1 - 2\nu \tilde{\nu})$ and using (2.20) in (2.23), leads to

$$\left(2\pi i\right)\mathcal{W}_{\text{Seiberg}}^{(S_7 \times S^1) \times \Sigma_{\phi_2}} = -\left(-\pi N^{\frac{3}{2}}\right) \frac{2}{5} \left( \sqrt{\frac{3}{4}(1 - 2\nu \tilde{\nu})} \right)^3 \int \rho(x)x^3 dx - \left(2\pi^2 N^{\frac{3}{2}}(1 - 2\nu \tilde{\nu}) \sqrt{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2} \right)$$

$$= \frac{2\sqrt{2\pi N^{\frac{3}{2}}(1 - 2\nu \tilde{\nu}) \sqrt{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2}}}{5\sqrt{8 - N_f}}$$

$$= -\frac{2}{9}(1 - 2\nu \tilde{\nu}) \sqrt{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\nu^2} F_{S^5}^{\text{Seiberg}} .$$

(4.22)
This form is similar to (3.30) and can be related to \( \log Z_{S^3 \times \Sigma_{g_2}} \) as follows:

\[
2\pi i (g_2 - 1) \mathcal{W}_{Seiberg}^\rightarrow_{(S^1_2 \times S^1)} (\tilde{\nu}; n_1) = -\frac{1}{4} \log Z_{S^3 \times \Sigma_{g_2}} \left( 2\tilde{\nu} \pm \epsilon_1 \sqrt{n_1^2 - 1}; n_1 \right). \tag{4.23}
\]

The unrefined version of this relation has also appeared in [7]. The above relation suggests we can write a 'twisted superpotential' for the twisted superpotential; calling the former a “prepotential”, we can indeed do that via relation 3 in Table 1:

\[
\mathcal{F}^\rightarrow_{Seiberg} (S^1_2 \times S^1 \times \Sigma_{g_2}) (\tilde{\nu}; n_1) = -\frac{1}{2\pi} F_{S^5}^\rightarrow \left( 3\tilde{\nu} \pm \frac{3}{2} \epsilon_1 \sqrt{n_1^2 - 1} \right) = -\frac{1}{2\pi} \left( 1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2 \right)^{\frac{3}{2}} F_{S^5}. \tag{4.24}
\]

The twisted superpotential \( \mathcal{W} \) can then be written in terms of the prepotential \( \mathcal{F} \) (similar to (3.34)) as follows:

\[
(2\pi i) \mathcal{W}^\rightarrow_{Seiberg} = \left[ 6\mathcal{F} + (n_1 - 2\tilde{\nu}) \frac{\partial \mathcal{F}}{\partial \tilde{\nu}} - 2\epsilon_1 \frac{\partial \mathcal{F}}{\partial \epsilon_1} \right]. \tag{4.25}
\]

Finally, moving on to the partition function that follows from (4.18), we have

\[
\log Z_{Seiberg} (S^1_2 \times S^1 \times \Sigma_{g_2}) = -\pi N^\frac{\epsilon^2}{2} (g_2 - 1) \left[ \left( \frac{1 + \epsilon_1}{2} - n_2 \left( \tilde{\nu} + \frac{\epsilon_1 n_1}{2} \right) \right) \left( \frac{(1 + \epsilon_1 - 2)}{2} \right) \right] \int dxdy\rho(x)\rho(y)|x \pm y|
\]

\[
= -\pi N^\frac{\epsilon^2}{2} (g_2 - 1) \left[ (1 - n_1 n_2) + \frac{\eta}{2} (1 - 2n_2 \tilde{\nu}) \right] \int dxdy\rho(x)\rho(y)|x \pm y|
\]

\[
= \frac{4}{9} (g_2 - 1) \left( 1 - n_1 n_2 \right) \left( 1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2 \right) \frac{1}{\sqrt{1 + \epsilon_1^2 - \epsilon_1^2 n_1^2 - 4\tilde{\nu}^2}} F_{S^5}^\rightarrow. \tag{4.26}
\]

This matches the result of [7] in the \( \epsilon_1 \to 0 \) limit, as the terms proportional to \( \epsilon_1^2 \) then vanish. The coefficient of the integral expression is split in such a way that again leads to factorization reminiscent of 3d Cardy formula [6], but only in the strict Cardy limit, as in the previous section.

**Extremization.** We can also extremize (4.26) with respect to \( \tilde{\nu} \) which helps in performing holographic checks. For generic flavour fluxes \( n_1, n_2 \), the extremization of (4.26) leads to a cubic equation and the solutions are not too illuminating. Restricting ourselves to \( n_1 = \frac{1}{2n_2} \), leads to

\[
\tilde{\nu}^* = \frac{(1 + 2n_2^2)(4n_2^2 - \epsilon_1^2(1 - 4n_2^2))}{2n_2(2n_2^2 - \epsilon_1^2(1 - 4n_2^2))} \tag{4.27}
\]

\[
\Rightarrow \log Z^\rightarrow_{Seiberg} (S^1_2 \times S^1 \times \Sigma_{g_2}) = \frac{(g_2 - 1)}{9n_2} \sqrt{\frac{(1 - 4n_2^2)(4n_2^2 - \epsilon_1^2(4n_2^2 - 1) - \epsilon_1^2(1 - 4n_2^2))}{4n_2^2 - \epsilon_1^2(1 - 4n_2^2)}} F_{S^5}^\rightarrow \frac{\epsilon_1^2 n_2}{2} \left( g_2 - 1 \right) \sqrt{(1 - 4n_2^2)(n_2^2 - 1)} F_{S^5}^\rightarrow. \tag{4.28}
\]

Note that requiring a real, nonzero, unrefined \( \log Z \) above puts a constraint on the flavour fluxes: \( \frac{1}{2} < |n_{12}| < 1 \). It would be interesting to compare this with explicit holographic computation, along the lines of [3].
Generic Quivers. As in the previous section, we state here the general results as the matrix model analysis is a straightforward extension of the Seiberg theory discussed above. The twisted superpotential and the partition function then read in terms of "prepotential" $F$ as follows:

$$ F_{(S^2_1 \times S^1) \times \Sigma_{g_2}} (\nu_I; n_{II}) = -\frac{1}{27} F_{S^5} \left( 3 \nu_I - \frac{2}{3} \epsilon_1 \sqrt{n_{II}^2 - 1} \right) $$  \hspace{1cm} (4.29)

$$ (2\pi i) W_{(S^2_1 \times S^1) \times \Sigma_{g_2}} (\nu_I; n_{II}) = \left[ 6 F + \sum_I (n_{II} - 2 \nu_I) \frac{\partial F}{\partial \nu_I} - 2 \epsilon_1 \frac{\partial F}{\partial \epsilon_1} \right] $$  \hspace{1cm} (4.30)

$$ \log Z_{(S^2_1 \times S^1) \times \Sigma_{g_2}} (\nu_I; n_{II}, n_{II}) = -2 \pi i (g_2 - 1) \left[ 4 W + \sum_I (n_{II} - 2 \nu_I) \frac{\partial W}{\partial \nu_I} - 2 \epsilon_1 \frac{\partial W}{\partial \epsilon_1} \right]. $$  \hspace{1cm} (4.31)

In the unrefined limit ($\epsilon_1 = 0$), the last term vanishes so the above relation reduces to the expected large $N$ relation between topologically twisted index log $Z_{S^3 \times S^1}$ and $S^3$ free energy of 3d $\mathcal{N} = 2$ theories [13, 14]. To see this, we can rewrite (4.30) following (4.23) as

$$ 2 \pi i (g_2 - 1) W_{(S^2_1 \times S^1) \times \Sigma_{g_2}} (\nu_I; n_{II}) = \frac{1}{4} F_{S^3 \times \Sigma_{g_2}} \left( 2 \nu_I \pm \epsilon_1 \sqrt{n_{II}^2 - 1}; n_{II} \right). $$  \hspace{1cm} (4.32)

We can further compactify the above expressions by choosing a quartet of constrained flavour fugacities and fluxes for each parameter in the trio $\{\nu_I, n_{II}, n_{II} \}$ as follows:

$$ \nu_I^{\pm} = (1 + \epsilon_1) \pm (2 \nu_I + \epsilon_1 n_{II}), \quad \nu_I^{-} = (1 - \epsilon_1) \pm (2 \nu_I - \epsilon_1 n_{II}), $$  \hspace{1cm} (4.33)

$$ n_{II}^{\pm} = 2(1 \pm n_{II}), \quad n_{II}^{-} = 2(1 \pm n_{II}) \quad \text{for } i = 1, 2. $$  \hspace{1cm} (4.34)

$$ F_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = -\frac{1}{27} \left( \sum_I c_I^{\nu} \nu_I^{\pm} + \nu_I^{-} \nu_I^{-} \right) \frac{2}{2} F_{S^5} $$  \hspace{1cm} (4.35)

$$ (2\pi i) W_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = \sum_{\{\pm, I\}} n_{II}^{\pm} \frac{\partial F}{\partial \nu_I^{\pm}} $$  \hspace{1cm} (4.36)

$$ \log Z_{(S^2_1 \times S^1) \times \Sigma_{g_2}} = -(2\pi i) (g_2 - 1) \sum_{\{\pm, I\}} n_{II}^{\pm} \frac{\partial W}{\partial \nu_I^{\pm}} = -(g_2 - 1) \sum_{\{\pm, I\}} n_{II}^{\pm} n_{II}^{\pm} \frac{\partial^2 F}{\partial \nu_I^{\pm} \partial \nu_I^{\pm}}. $$  \hspace{1cm} (4.37)

These relations for refined index of generic quiver theories generalize the unrefined index of Seiberg theory appearing in [7].

Universal. Finally, let us set all flavour chemical potentials and fluxes to zero. The following relations then hold for generic quivers:

$$ (2\pi i) W_{\text{univ}}^{\text{univ}} (S^2_1 \times S^1) \times \Sigma_{g_2} = -\frac{2}{9} \sqrt{1 + \epsilon_1^2} F_{S^5} $$  \hspace{1cm} (4.38)

$$ \log Z_{\text{univ}}^{\text{univ}} (S^2_1 \times S^1) \times \Sigma_{g_2} = \frac{4}{9} (g_2 - 1) \left[ \sqrt{1 + \epsilon_1^2} + \frac{1}{\sqrt{1 + \epsilon_1^2}} \right] F_{S^5}. $$  \hspace{1cm} (4.39)

The latter relation reduces correctly in the unrefined limit to

$$ \log Z_{(S^2_1 \times 0 \times S^1) \times \Sigma_{g_2}}^{\text{univ}} = \frac{8}{9} (g_2 - 1) F_{S^5} = -F_{S^3 \times \Sigma_{g_2}}. $$  \hspace{1cm} (4.39)
The final equality can be obtained by combining (4.31) and (4.32) (or refer to [1, 7]) and is as expected for 3d theories. It would be interesting to verify the general refined results derived above with explicit results from the gravity side but to the best of our knowledge, such holographic computations do not exist yet.

5 Outlook

In this note, we computed partition functions of 5d $\mathcal{N} = 1$ gauge theories on $(S^2 \times S^1) \times \Sigma_g$ without and with a topological twist on $S^2$. We also turned on the refinement $\epsilon_1$ for $S^2$ corresponding to angular momentum. The large $N$ results we have obtained for these indices extend the applicability of 3d Cardy formulae of [6] to the novel class of 3d theories obtained from compactification of 5d $\mathcal{N} = 1$ SCFTs. This class of theories have partition functions scaling as $N^{5 \over 2}$ in the large $N$ limit compared to the partition functions of the usual 3d theories with $M$-theory duals that scale as $N^{3 \over 2}$. Also, it seems the Cardy factorization associated with the latter class of 3d theories with finite $\epsilon_1$ does not hold for the class of 3d theories obtained from 5d; the factorization holds only in the strict Cardy limit $\epsilon_1 \ll 1$. This is in contrast to the expressions in [42, Sec. 7], which predict the same 3d factorization to hold in 5d too\(^5\). These partition functions are useful observables allowing one to explore physics of field theories in various dimensions, see for example [1, 7, 43, 44]. We expect that these refined partition functions will positively increase the tools available to further this exploration. We discuss a few applications along these lines below.

One of the most accessible extension of the results discussed here is the application to $\mathcal{N} = 2$ super Yang-Mills theory along the lines of [1]. This theory is expected to have a UV completion as the circle compactification of a 6d $\mathcal{N} = (2, 0)$ SCFT. Thus, the $M_3 \times \Sigma_g$ partition function one computes for $\mathcal{N} = 2$ SYM can be expected to compute the $M_3 \times \Sigma_g \times S^4$ partition function of the 6d theory. Changing the perspective slightly, it would be the same as computing $M_3 \times S^4$ partition function of a 4d theory obtained by compactifying the 6d theory on $\Sigma_g$. That is, the 5d computation can be interpreted as giving the partition function of these 4d theories. Of course, this would be true after including all the instanton corrections in 5d. Thus, one should be able to compute generalized 4d indices like $(S^2 \times S^1) \times S^4$ with the setup discussed here. Practically, the instanton contributions may not be fully tractable in general, but in certain limits like the Schur limit, one can still compute exact and complete results in 4d, for which few other direct methods exist. This approach should work for other choices of $M_3$ like Lens spaces or $Y^{p,q}$'s or generic Seifert manifolds too, which will allow access to more generic 4d indices. We plan to address some of these issues in future work.

For a given $M_3$, the partition function of the 3d theory obtained by reduction on $\Sigma_g$ is computed by an appropriate 2d TQFT, in what may be called a “3d-2d correspondence”. The large $N$ results suggest that a large class of novel 3d $\mathcal{N} = 2$ SCFTs exist, arising as the IR fixed point of 5d quiver theories (including the orbifolded Seiberg theories), compactified on a Riemann surface. These are labeled by the discrete flavor fluxes $n$ and their indices (free energy) scales as $N^{5 \over 2}$. It would be worth investigating whether some of these theories can be understood purely in terms of simpler building blocks of three-dimensional theories. Some steps have been taken towards this goal in [43, 44].

\(^5\)We also do not seem to get the correct universal limit from the expressions given there.
The unrefined 3d SCI and TTI have been well-studied for various theories but the same cannot be said about the refined indices. So the large \( N \) analysis of refined indices in 3d directly would be a welcome development, which can help verify and/or contrast the 3d consequences of the 5d results derived here.

The \( AdS_6 \) black hole solutions dual to the field theories discussed here with angular momentum refinement and generic flavour fluxes have not been explicitly constructed yet. The Bekenstein-Hawking entropy of such charged, rotating black holes would be determined by the large \( N \) limit of the corresponding indices computed in this note. The field theory computations might also be suitably modified to include subleading corrections, which could allow for nontrivial tests of future holographic computations.
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**A Special Functions**

**\( q \)-Pochhammer symbol (finite case).** It is defined by

\[
(x; q)_n = \prod_{i=0}^{n-1} (1 - xq^i). \tag{A.1}
\]

Some relevant identities to simplify expressions in the main text are as follows:

\[
(q^k x; q)_n = \frac{(x; q)_n (q^n x; q)_k}{(x; q)_k}, \tag{A.2}
\]

\[
(q^{-k} x; q)_n = \frac{(x; q)_n (q x^{-1}; q)_k q^{-kn}}{(q^{1-n} x^{-1}; q)_k}, \tag{A.3}
\]

\[
(x; q)_n = (q^{1-n} x^{-1}; q)_n (-x)^n q^{n(n-1)} \tag{A.4}
\]

We always assume \( k, n > 0 \).

**\( q \)-Pochhammer symbol (infinite case).** It is defined by

\[
(x; q)_\infty = \prod_{k \geq 0} (1 - xq^k) \quad |q| < 1 \tag{A.5}
\]

\[
= \sum_{n=0}^{\infty} \frac{(-1)^n q^{\frac{1}{2} n(n-1)}}{(q; q)_n} x^n. \tag{A.6}
\]

The summation form is valid for both \( |q| < 1 \) and \( |q| > 1 \). Some relevant identities are

\[
(x; q)_\infty = \frac{1}{(q^{-1} x; q^{-1})_\infty}, \tag{A.7}
\]

\[
= \frac{1}{(q^{-1} x; q^{-1})_\infty}, \tag{A.7}
\]
\begin{align}
(q^k x; q)_\infty &= \frac{(x; q)_\infty}{(x; q)_k}, \quad \text{(A.8)}
(q^{-k} x; q)_\infty &= \frac{(-x)^k x q^{k(k+1)}_x}{x-1} (x^{-1}; q)_{k+1}(x; q)_\infty. \quad \text{(A.9)}
\end{align}

We have suppressed the $\infty$ subscript in the main text.

**q-theta function.** It can be defined in terms of the function given above as follows:

\[ \Theta(x; q) = (x; q)_\infty (qx^{-1}; q)_\infty. \quad \text{(A.10)} \]

We will use the exponentiated parameters $x = e^{2\pi iz}$, $q = e^{2\pi i\omega}$ interchangeably in the arguments of functions in what follows. We note the following identity that relates $q$-theta function to Barnes’ double gamma function $\Gamma_2(z|\omega)$ [45]

\[ \Theta(z; \omega)^{-1} = e^{\pi iT(z|\omega)} \Gamma_2(z|1,1, -\omega) \Gamma_2(1 + \omega - z|1, \omega) \Gamma_2(z - \omega|1, -\omega), \quad \text{(A.11)} \]

where $T$ is the quadratic polynomial

\[ T(z|\omega) = \frac{z^2}{\omega} - \frac{\omega - 1}{\omega} z + \frac{\omega^2 + 3\omega - 1}{6\omega}. \quad \text{(A.12)} \]

From [46], we can read off the asymptotics of $\Gamma_2$ function as $|z| \to \infty$

\[ \log \Gamma_2(z|\omega_1, \omega_2) \approx -\frac{1}{2n} B_{2n}(z|\omega_1, \omega_2) \log z + \sum_{n=0}^{1} \frac{B_{2n}(0|\omega_1, \omega_2) z^{2-n}}{n!(2-n)!} \sum_{l=1}^{2-n} \frac{1}{l} + \cdots \]

\[ \approx -\frac{1}{2} \left( \frac{z^2}{\omega_1 \omega_2} - \frac{\omega_1 + \omega_2}{\omega_1 \omega_2} z + \frac{\omega_1^2 + 3\omega_1 \omega_2 + \omega_2^2}{6\omega_1 \omega_2} \right) \log z + \frac{3}{4\omega_1 \omega_2} z^2 - \frac{\omega_1 + \omega_2}{2\omega_1 \omega_2} z. \quad \text{(A.13)} \]

Plugging (A.13) in (A.11) and choosing the branch $\log(-u) = -i\pi + \log(u)$, we get the large $z$ behaviour of $q$-theta function

\[ \log \Theta(z; \omega)^{-1} \approx \pi i T(z|\omega) - \frac{i}{2}. \quad \text{(A.14)} \]

This relation is used extensively in the main text.
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