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Abstract—Traditional graphics processing units (GPUs) suffer from the low memory capacity and demand for high memory bandwidth. To address these challenges, we propose Ohm-GPU, a new optical network based heterogeneous memory design for GPUs. Specifically, Ohm-GPU can expand the memory capacity by combing a set of high-density 3D XPoint and DRAM modules as heterogeneous memory. To prevent memory channels from throttling throughout of GPU memory system, Ohm-GPU replaces the electrical lanes in the traditional memory channel with a high-performance optical network. However, the hybrid memory can introduce frequent data migrations between DRAM and 3D XPoint, which can unfortunately occupy the memory channel and increase the optical network traffic. To prevent the intensive data migrations from blocking normal memory services, Ohm-GPU revises the existing memory controller and designs a new optical network infrastructure, which enables the memory channel to serve the data migrations and memory requests, in parallel. Our evaluation results reveal that Ohm-GPU can improve the performance by 181% and 27%, compared to a DRAM-based GPU memory system and the baseline optical network based heterogeneous memory system, respectively.

I. INTRODUCTION

Over the past decade, there emerged a huge number of large-scale data-intensive applications such as artificial intelligence, bigdata and cloud computing [11], [13], [14]. Graphics processing units (GPUs) have been widely adopted as an efficient accelerator hardware platform to speed up the execution of such applications. In practice, the process of large-scale applications is decomposed into a form of multiple GPU kernels. Each GPU kernel contains hundred of thousands of threads, which can be simultaneously executed by many GPU cores [69]. While massively parallel computing power of a GPU can enhance data processing bandwidth, its memory system is difficult to satisfy increasing I/O demands of the large-scale applications. Specifically, DRAM faces many practical challenges to scale their technology down, and it cannot be denser due to memory retention time violations, insufficient sensing margins and low reliability issues [29], [33], [34], [43], [67]. Although one can vertically stack multiple memory dies to expand the memory capacity [2], stacking more memory dies will reach a near-future point where its power consumption is infeasible to be applied in GPU-like peripheral devices. In the meantime, bandwidth trends of the existing memory run behind those of GPU computing power. For example, while the computation throughput of the GPU cores can reach 261 TB/s (131 FP16 TFLOPS) [47], the total bandwidth of the GPU memory system is restricted by 0.7 TB/s due to the limited width of the electrical memory channels [47].

One way to improve the performance of memory channels is to parallelize data transfers with more electrical lanes. However, the number of electrical lanes is physically bounded by a limited number of I/O pins exposed by a DRAM chip. HBM2 addresses this constraint by replacing the I/O pins with through-silicon vias and microbumps [63]. Even though HBM2 expands the width of a memory channel to 1024-bit, its data transfer rate per lane is much lower than that of traditional memory channel, which limits the accumulated bandwidth of HBM2 [21]. Another approach to improve the performance of memory channels is to overclock the frequency [26], thereby increasing the data transfer rate per electrical lane. However, this overclocking method needs to apply a higher voltage in electrical lanes to shorten the charging/discharging time of their parasitic capacitors, which can significantly increase the memory power consumption.

On the other hand, to meet the requirements of large memory capacity and low power, one possible solution is to integrate new non-volatile memory, in particular 3D XPoint [25], into the GPU memory system as a substitute of DRAM. 3D XPoint, called XPoint in this paper, has no destructive reads, and therefore, it does not require refresh power and consumes less leakage power than DRAM. In addition, the storage cores of XPoint are amenable to process scaling and formed a three-dimensional memory matrix, which in turn offers $8 \times$ greater memory spaces than the traditional DRAMs [23]. Nevertheless, read and write bandwidths of XPoint are respectively $4 \times$ and $6 \times$ slower than those of DRAM [28].

In this work, we propose Ohm-GPU, an optical network based heterogeneous memory system for GPUs. We employ photonic waveguides [7], [60] as the GPU internal memory channels to replace its conventional electrical memory bus. A photonic waveguide can provide two orders of magnitude...
higher bandwidth and reduces the power consumption by $10 \times$ compared to a single electrical lane [59]. To increase the memory capacity and address the latency issue of XPoint, Ohm-GPU also integrates XPoint and DRAM chips as heterogeneous memory, which can reap the benefits of DRAM’s high performance while exploiting the large storage capacity offered by XPoint. Figure 1 shows an architectural overview of our Ohm-GPU. The GPU-side memory controller can transfer data to off-chip DRAM and XPoint modules through an optical network-based memory channel, called optical channel. However, this baseline heterogeneous memory potentially degrades the performance due to data migrations between DRAM and XPoint. To overcome such shortcoming, Ohm-GPU leverages unique characteristics of a silicon nano-photonic technique to create dual routes in the optical channel. The proposed dual routes can simultaneously serve the memory requests and the data migration tasks. Ohm-GPU can eliminate memory traffic generated by the data migrations on our optical channel, which can mitigate the performance degradation. Our evaluation results show that Ohm-GPU can improve the performance by 181% and 27%, compared to an original DRAM-based GPU memory system and a baseline optical network based heterogeneous memory system, respectively. The main contributions of this paper can be summarized as follows:

- **Design of optical network and heterogeneous memory in GPU.** To improve the GPU memory throughput, Ohm-GPU integrates an optical network into the GPU memory system to replace the traditional electrical channels. As a single optical channel can connect multiple GPU memory controllers and memory chips, the memory requests in our system can compete to occupy the same optical channel, which introduces multiple channel-level I/O conflicts. To prevent the memory controllers from generating such conflicts, Ohm-GPU splits the optical channel into multiple virtual channels and assigns an individual virtual channel to each memory controller. On the other hand, to resolve the conflicts generated by memory chips, we introduce an arbitration mechanism in the optical channel, such that each memory controller can explicitly communicate with a designated memory chip at a time. To further increase GPU memory capacity, Ohm-GPU combines DRAM and XPoint as a heterogeneous memory. We introduce a novel hardware design to make conventional memory communication protocols compatible with the new optical interface. This design allows the heterogeneous memory to be easily attached to our optical network. We also integrate a logic layer into XPoint, which implements address translation, wear-leveling and transaction management. To the best of our knowledge, Ohm-GPU is the first work integrating both optical network and heterogeneous memory into a GPU.

- **In-depth analysis of memory operational modes.** To achieve high performance in the hybrid memory, we propose two memory operational modes in Ohm-GPU: planar memory mode and two-level memory mode. The planar and two-level memory modes utilize DRAM as exclusive and inclusive memory caches, respectively. While both the operational modes can hide the long latency of XPoint by migrating hot data from XPoint to DRAM, we observe that data migration between those two memories with the planar memory and two-level memory modes increase the average memory access latency by 54% and 47%, respectively (cf. Section IV-A). There are two main reasons for such high data migration overhead. First, the data migrations are expensive as the memory controller should copy all the data to its internal buffer and redirect the data to the target memory module. Second, as our optical channel is shared by both data migration and memory requests, data migration consumes the channel resources, which should be used to serve the memory requests. We further optimize the memory system of Ohm-GPU to mitigate the performance overhead of data migration.

- **Memory system optimization for low memory traffic.** To reduce bandwidth costs of the traditional data copy operations, Ohm-GPU enables XPoint controllers to directly migrate data between DRAM and XPoint. To prevent the memory controller and the XPoint controller from competing to access the same DRAM, Ohm-GPU implements a conflict detection mechanism in the memory controllers, which can detect the potential conflicts before scheduling the memory requests and data migration requests. To make the memory requests fully exploit the optical channel, we create dual routes in the same optical channel to simultaneously serve the memory requests and the data migration tasks. Our new design requires minor optical hardware costs and does not increase the total energy consumption of the target memory system.

II. BACKGROUND

A. Baseline GPU Architecture

Figure 2 shows a baseline GPU architecture, which is similar to the real-world GPU products [45]–[47], [49]. Specifically, the baseline GPU consists of multiple streaming multiprocessors (SMs), shared L2 cache and memory controllers, all of which are connected through an interconnected network. Within the SMs, a group of 32 threads, called warp [49],
are executed in a lockstep. During the execution, a set of instructions for each warp is fetched from the underlying GPU memory. The instructions are then decoded and stored in the register files. Afterwards, the warp scheduler schedules the warps to execute. Arithmetic instructions are executed by ALUs, while load/store instructions generate memory requests. SMs firstly try to find out data associated with the memory requests from L1D cache. If L1D cache misses, the requests will be forwarded to the shared L2 cache via the interconnect network. If L2 cache also misses, the requests will be sent to the memory controller. A traditional GPU memory controller in practice buffers and schedules incoming memory requests [69]. For each request, the memory controller issues the memory transactions with DRAM via GDDR6 protocol.

B. Challenges in GPU Memory System

The existing GPU memory system becomes the performance bottleneck of executing large-scale applications in the GPU due to its low capacity, limited throughput, and high energy consumption [68]–[70]. As the GPU on-chip DRAM cannot accommodate all data sets of large-scale applications, the data often require being loaded/stored from/to an external storage. To be precise, we evaluated a computing system that integrates a high-performance GPU [45] and an SSD [57] together. Figure 3a shows a breakdown analysis to execute different GPU applications [10], [42], [54] on our testbed system. The storage access delay and data transfers between the GPU and SSD account for 21% and 45% of the total execution time, on average, respectively. This data movement overhead takes a time longer than the GPU computing time itself by 2.3×, on average. We also analyze the impact of DMA and DRAM accesses on the GPU memory system in terms of execution time and energy consumption, and the results are shown in Figure 3b. Transferring data via electrical memory channels (i.e., DMA) degrades the performance of the GPU memory system by 31% and 19% in terms of execution time and energy consumption, respectively.

C. Heterogeneous Memory System

Combining DRAM and 3D XPoint (XPoint) as a heterogeneous memory system is considered as a good solution to take advantage of DRAM’s high-performance and XPoint’s large capacity in parallel. Figure 4 shows the details of a heterogeneous memory system proposed by prior work [44], [56]. One can observe from the figure that the heterogeneous memory system places both DRAM and XPoint together to share the same memory channel for data transfers. However, DRAM and XPoint require different memory control logic to manage their communication protocols and process memory transactions. To address this, the heterogeneous memory system includes a customized memory controller and a XPoint controller to handle the communication protocols [44], [56].

XPoint controller. Unfortunately, the memory controller cannot directly communicate with XPoint due to two root causes: 1) XPoint operates in a different clock frequency from the memory channel; 2) XPoint has a limited lifetime, which can easily wear-out if there exist intensive memory accesses. A XPoint controller is deployed between the memory controller and XPoint to handle the different clock frequency and the wear-out issues of XPoint, as shown in Figure 4. Specifically, to address the asymmetric frequency issue, the XPoint controller employs read and persistent write buffers, which temporarily store the incoming memory requests and data. The XPoint controller then processes the memory requests asynchronously and leverages a XPoint protocol engine to access data from XPoint. To improve the endurance of XPoint, the XPoint controller also employs address translation and wear-levelling algorithms, which are similar to the reliability management of flash-based SSD controllers [9], [17], [32], [40]. The “metadata” of these algorithms (e.g., address mapping table) are stored in an external DRAM buffer [30].

Memory controller. In contrast to the DRAM controller, the memory controller employs two different protocols, DDR and DDR-T [56], to communicate with DRAM and the XPoint controller, respectively. This is because the memory access latencies of XPoint are non-deterministic and incompatible with the deterministic memory timing protocol such as DDR; DDR-T is an asynchronous communication protocol. Specifically, after sending commands to the XPoint controller, the memory controller switches to process other memory requests. Once the memory controller gets any response message from XPoint controller, it turns to receive the data over memory channel.

D. Optical Network

Optical channel. Silicon nano-photonic technologies enable an optical network to replace the existing electrical memory channel [7], [39]. The optical channel can be an ideal candidate to connect between memory controllers and multiple memory chips as it improves the interconnect bandwidth by two orders of magnitude and reduces the power consumption of an electrical channel by 10× [38]. Figure 5a shows a typical design of an optical channel [8]. In contrast to the
electrical memory channels, the optical channel uses laser light of multiple wavelengths to carry different data streams from multiple transmitters to receivers. These laser lights traverse through a transmission medium, referred to as waveguide [8]. The external vertical-cavity surface-emitting laser (VCSEL) sources generate lights of different wavelengths and inject the lights into a single waveguide by using dense wavelength-division multiplexing (DWDM) [8]. To send a message via the optical channel, each transmitter employs a micro-ring resonator as a photonic modulator to modulate its electrical data on the light generated by the laser source [8]. On the other hand, the receivers can get the messages by using a micro-ring resonator as a photonic detector to couple and absorb the incoming laser lights. The receiver then converts the light bits into electrical signals, which will be forwarded to the controllers or memories.

**Micro-ring resonator.** In this work, we adopt an active micro-ring resonator (MRR) to implement photonic modulators and detectors [5]. MRR is a closed loop of transmission medium, which can couple and absorb the light of a wavelength by tuning the resonance wavelength. A photonic modulator leverages MRR to modulate the laser lights. Figure 5b shows a transmission power distribution, generated by an MRR-based photonic modulator. When MRR is tuned to the resonance wavelength $\lambda_0$, the photonic modulator fully couples the light of wavelength $\lambda_0$, and thus, the transmission power of wavelength $\lambda_0$ in a waveguide is low, denoted by logic “0”. Otherwise, when MRR is tuned to resonance wavelength $\lambda_1$, the light of wavelength $\lambda_0$ directly passes the MRR. At this time, the transmission power of wavelength $\lambda_0$ in the waveguide is high, denoted by logic “1”. The photonic detector also leverages MRR to couple/absorb the light. It detects the data by sensing the light strength. Note that a laser light can be used by a single pair of photonic modulator and detector. This is because, once the light of a wavelength is fully coupled in an MRR, other MRRs cannot absorb or modulate data in the same light. Due to this, incoming nominal memory requests and data migration have to be serialized in the optical channel.

### III. High-level View of Ohm-GPU

Figure 6a shows an overview of our baseline Ohm-GPU design. Compared to the traditional GPU (cf. Figure 2), Ohm-GPU integrates a new memory system, called Ohm memory system, to replace the existing DRAM-based GPU memory system. Specifically, the Ohm memory system employs DRAM and XPoint as a heterogeneous memory to increase the memory capacity while maintaining high performance. DRAM in Ohm-GPU also accommodates write-intensive data, which can significantly reduce the number of writes on XPoint, thereby extending the lifetime of XPoint. To improve the bandwidth and energy consumption behaviors of the memory system, Ohm-GPU also integrates an optical infrastructure, which jointly connects the memory controllers and the memory devices.

#### A. Ohm-GPU Architectural Design

**Optical infrastructure for Ohm-GPU.** Figure 6b shows a high-level overview of our optical infrastructure design. An optical channel replaces hundreds of electrical lanes to connect between the GPU memory controllers and memory devices. Directly attaching multiple memory controllers to a single optical channel can introduce channel-level conflicts, as these memory controllers can compete to occupy the same optical channel. To address this challenge, we statically split the optical channel into multiple virtual channels and assign a dedicated virtual channel to each memory controller. Our “key insight” is that an optical channel transfers different data streams in multiple wavelengths by using the wavelength-division multiplexing. Therefore, we can split the available wavelengths to compose different virtual channels. While the virtual channels ensure no channel conflicts among all memory controllers, the transmitters and receivers of massive memory devices may compete to occupy a virtual channel. To address this, we leverage the control logic and photonic demultiplexers proposed in [38] to arbitrate the competition of an optical channel usage, as shown in Figure 6b. Specifically, if a memory device is ready to serve memory requests, the photonic demultiplexer sets up the communication between the memory controller and the memory device (cf. Figure 6b) by enabling the photonic detector of this memory device. Meanwhile, the photonic detectors of the remaining memory devices are disabled to yield the optical channel.

**Integration of DRAM and XPoint.** Unfortunately, DRAM and XPoint cannot be directly attached to the optical channel via the photonic transmitters and receivers. There are two reasons. Firstly, the command, address, and data are simultaneously accessed in the memory devices, while all the data are serialized in the optical channel. Secondly, XPoint requires assistance of a XPoint controller to enable ECC, manage the endurance of XPoint, and control its I/O transactions. Figure
6c shows our designs to address such challenges. To make the XPoint and DRAM compatible with the optical channel, we employ a SerDes circuit [3] to transform data between serial and parallel I/Os. We also employ a small size of registers (i.e., 16KB) in front of the memory devices to buffer the data from the optical channel. To integrate XPoint in the optical channel, one simple solution is to employ a XPoint controller for each XPoint. However, having multiple XPoint controllers can increase the area cost, which is critical as the limited GPU space is concerned. In addition, the XPoint controller requires a DRAM buffer to store the metadata of address translation. Since XPoint stacks its storage cores into multiple layers, we can save the area cost by integrating the XPoint controller in XPoint as a logic layer, which is adopted by several prior logic-in-memory designs [52], [61], [74]. In addition, we implement a simple wear-levelling scheme inspired by Start-Gap [55], which periodically shifts the logical address of incoming I/Os rather than maintaining a huge mapping table in DRAM buffer [73]. Thus, our XPoint controller design can fully eliminate the usage of the DRAM buffer.

B. Operational Modes of Ohm Memory

In our design, the Ohm memory system can be organized in two operational modes to meet different purposes.

**Planar memory mode.** To maximize the capacity of our heterogeneous memory, DRAM and XPoint can be configured as a planar memory, incarnating a unified address space. However, as XPoint is directly exposed to GPU kernels in this memory mode, GPU kernels suffer from the long NVM read and write delays. To hide such latency, one may use DRAM as prefetching caches by loading hot data from XPoint in advance and serving them directly from DRAM. Unfortunately, each data movement introduces significant OS overhead, including changing page table entries and shooting down translation lookaside buffers. To address this challenge, we adopt an OS-transparent data migration design inspired by [65]. Specifically, the entire memory space is split into multiple groups, each containing a DRAM page and a few XPoint pages based on the capacity ratio of DRAM and XPoint. If a XPoint page experiences intensive memory accesses, the XPoint page is considered as hot, and thus, the data of the XPoint page is swapped with the data of a DRAM page (cf. 2345 in Figure 7a). The memory controllers record the mapping information of logical address and data location in a simplified mapping table. When serving memory requests, the memory controllers look up the table for the target data. Note that during this swap, the memory controller can still issue memory requests coming from the GPU kernels to access DRAM/XPoint, which are not busy (1). However, the data migration generated by the swap procedure blocks the memory channel, which postpones the data response for the GPU kernels with a significantly long delay (6). The tag check module then compares the tag of the memory request with the metadata of the target DRAM cache-line. If matched, the memory controller directly services the memory request with the data fetched from DRAM. Otherwise, the memory controller accesses the data from XPoint based on the target address of the memory request (2). The memory controller then serves the memory requests with the fetched data (3). Note that it is impractical to build a large tag array within the controller as it requires a high space to store the metadata of the entire DRAM cache. Instead, we configure DRAM as a direct-map cache, which can reduce a large tag size to a few bits. Thanks to the reduced tag size, the memory controller can store the small data migration (45), which can impose migration overhead.

**Two-level memory mode.** DRAM in a two-level memory mode is configured as an inclusive cache of XPoint [12], [50], [66]. We adopted a typical design of memory controllers [44], [66] to implement the two-level memory mode, and it employs a tag check module to examine if data presents in DRAM (cf. Figure 4). Specifically, as shown in Figure 7b, when a memory request arrives at the memory controller, its address is decoded into an index, a tag, and an offset. The memory controller scans the DRAM cache, based on the index of the memory request (1). The tag check module then compares the tag of the memory request with the metadata of the target DRAM cache-line. If matched, the memory controller directly services the memory request with the data fetched from DRAM. Otherwise, the memory controller accesses the data from XPoint based on the target address of the memory request (2). The memory controller then serves the memory requests with the fetched data (3). This new design can eliminate the space cost of the tag array. In addition, while traditional DRAM cache fetches the metadata and data via two separate memory accesses, the memory controller in our new design can fetch the data, ECC, and corresponding metadata from a single DRAM cache-line. This can eliminate potential overhead of the metadata accesses. Nevertheless, the controller is yet frequently involved in migrating data between DRAM and XPoint (45), which can impose migration overhead.

### IV. DESIGNS FOR MIGRATION REDUCTION

#### A. Challenges of Ohm Memory System

We perform a simulation-based study of the two heterogeneous memory modes to measure the data migration overheads observed in the baseline Ohm memory system. We measure the effective memory bandwidth (consumed by different GPU workloads) and the wasted memory bandwidth (used for the data migration) of diverse benchmarks [10], [42], [54]. In
addition, we compare average memory access latencies of our baseline Ohm memory system (baseline) with an oracle Ohm memory system (Oracle), which allocates a dedicated optical channel for the data migration. Figure 8 shows each fraction of effective and wasted memory bandwidths. Our evaluation shows that the data migration in the planar memory mode accounts for 39% of the total memory bandwidth, on average. Similarly, in the two-level memory mode, the data migration between DRAM and XPoint overall accounts for 26% of total memory bandwidth. As a result, compared to Oracle, the data migration of baseline increases the average memory access latencies by 54% and 47% in the planar and two-level memory modes, on average, respectively.

B. Memory System Design to Remove Migration Overhead

Overall design. To hide the data migration penalties, we propose a design of dual routes that can serve the memory requests and data migration in parallel. Specifically, we design a new optical network infrastructure to create two routes in the same optical channel: 1) a data route connects the memory controller and memory devices together and 2) a memory route connects between two memory devices. While processing memory requests via the data route of an optical channel, Ohm-GPU can simultaneously perform the data migration via the memory route in the same optical channel. Since the dual routes are unfortunately not supported by the existing memory system, we also introduce a few new memory system designs to reap the benefits of our dual routes.

Auto-read/write function. Traditional memory system relies on the memory controller to copy data back and forth for data migrations between two memory modules. The data migrations make the memory channel and controller unavailable for 39% of total execution time (cf. Figure 8). To address this, Ohm-GPU introduces a new function, referred to as auto-read/write, in the XPoint controller. Figure 9 shows a timing diagram of data migrations with assistance of our auto-read/write function. As an example of the planar memory mode (cf. Figure 9a), the memory controller needs to perform the data migration between DRAM and XPoint (2~4) while serving a memory request (1). To migrate data from DRAM to XPoint, the memory controller firstly reads the target data from DRAM via the data route (2). During this time, our XPoint controller also performs a snarf operation [56]. The snarf enables us to monitor the communication between the memory controller and DRAM (2) and hook necessary information from the memory route such as a command type, address, data, ECC, and tag bits. The XPoint controller utilizes the collected request information to perform a data migration in XPoint without assistance of the memory controller. Since DRAM lacks a controller to perform the snarf operation, the auto-read/write function cannot be used in the process of copying data from XPoint to DRAM. That is, the memory controller still needs to read the target data from XPoint (3) and write this data to DRAM (4) one by one. Figure 9b shows auto-read/write assisted data migrations in the two-level memory mode. When the memory controller inquires the target metadata/data from DRAM (1), the XPoint controller leverages a snarf operation to extract the request information and the target metadata/data. The XPoint controller detects a DRAM cache miss by comparing the request’s address and the tag bits stored in the DRAM cacheline. As the inquired data should be evicted to XPoint, the XPoint controller takes over the task of a DRAM data eviction from the memory controller. However, the memory controller is required copying new data from XPoint to the DRAM cache-line (4).

Swap and reverse write functions. To reduce the overhead of migrating data from XPoint to DRAM, we design two new memory functions, each being referred to as swap and reverse write. These new functions compensate the drawbacks of the auto-read/write. Specifically, the swap function allows the XPoint controller to directly manage the read and write memory transactions in DRAM via the DDR interface. However, the swap function faces three challenges: first, unlike the auto-read/write function, which snarfs I/O commands and data from the memory channel, a XPoint controller should be informed of the request information to initialize the swap function. Second, the XPoint controller cannot generate correct DDR command sequences as it is unaware of the states (i.e., precharged, activated, etc.) of the target DRAM bank. Third, the memory controller may have channel-level conflicts with the XPoint controller during the execution of our swap function. Since the memory controllers cannot issue memory requests during a DRAM refresh period, one possible solution to resolve the conflicts is to constrain the direct data copy operations in the DRAM refresh period [36]. This approach, unfortunately, serializes the memory requests and data migration requests, which can severely degrade the GPU performance. To address all these challenges, we compose a new memory command, SWAP-CMD, which is used by the memory controller to demand the swap function in the XPoint controller (cf. 1 in Figure 10a). This command reuses the data route to transfer the metadata information such as DRAM address, XPoint address, and data size. Afterwards, the memory controller can serve the incoming memory request (2) while the XPoint controller migrates data between DRAM and XPoint. The XPoint controller signals the memory controller once the data migration completes (3). Note that, since the memory controller records the states of all DRAM banks, we leverage the memory controller to preset the target DRAM bank to a stable state (i.e., activated state) before it issues the SWAP command to the XPoint controller. To avoid
a potential memory channel conflict, the XPoint controller can synchronize its progress with the memory controller by leveraging the DDR-T protocol.

The swap function yet cannot completely reduce memory traffic for the two-level memory mode due to two issues: 1) the communication between the memory controller and DRAM cannot be avoided, as the memory controller always needs to read data and tag information from DRAM to check if there is a DRAM cache miss; 2) when there is a DRAM cache miss, a memory controller should read the target data from XPoint to serve the memory request as soon as possible, rather than being stalled by the swap function. Instead, the reverse write function can address such the issue by collaborating with our auto-read/write function. Specifically, while the auto-read/write function can use the dual routes to reduce the bandwidth of transferring data from DRAM to XPoint (cf. 1 in Figure 10b), our reverse-write function can leverage the same independent route to move data from XPoint to DRAM in addition to transferring data to the memory controller through the data route (cf. 2 in Figure 10b).

C. Optical Network Infrastructure

MRR design for dual routes. The traditional optical channel does not allow the co-existence of dual routes owing to a design issue of the MRR-based photonic transmitter and receiver [7], [59]. In practice, the laser light of one wavelength can be modulated and absorbed by only a pair of photonic transmitter and receiver, respectively. This makes it difficult for other photonic transmitters or receivers to either reuse or snarf the same laser light. We may employ an optical power splitter [64] to split a single laser light to multiple memory devices such that the same light bits can be shared among the memory controller, DRAM and XPoint. However, most power splitters cannot change their status (i.e., enabled/disabled) or adjust the split ratio at a runtime. This inflexibility renders the power splitters difficult to build a flexible independent route between any two memory devices. Although [41], [72] proposed a tunable power splitter, the tuning time, unfortunately, is as long as 6 ns, which is even longer than DRAM data burst latency. Instead, we adopt an idea from [53], which proposes a new tunable power splitter based on a modified MRR. Compared to the traditional power splitter [41], [64], [72], the MRR-based power splitter is flexible to change the split ratio and consumes shorter tuning time. [53] reports that the MRR-based power splitter reduces the resonance tuning time to only 500 ps. The key insight behind this approach is that MRR can partially couple the laser light of a specific wavelength if the MRR is tuned to be in partial resonance with the laser light. The uncoupled laser light can traverse to other memory devices. The status between fully-coupled (MRR fully absorbs the laser light) and non-coupled (not absorbs the laser light) is called half-coupled. We’ll explain how a half-coupled MRR (HCMRR) enables dual routes in an optical channel, shortly.

Photonic transmitter and receiver design. To enable the dual routes for our auto-read/write and reverse write functions, Ohm-GPU configures the photonic receiver in DRAM as the half-coupled MRR. Since the half-coupled MRR based photonic receiver only splits the laser light rather than fully absorbs it, the laser light, which is modulated by the memory controller, can traverse to the XPoint. The XPoint controller can, thus, snarf request/data information from the laser light. On the other hand, to enable dual routes for swap function, one laser light stream needs to carry two pieces of data, one from memory requests and another from data migration requests. To this end, we leverage a write-once memory (WOM) coding [71]. By using WOM coding, Ohm-GPU can modulate two different 2-bit data in a 3-bit laser light signal. We will explain more details in Section V-B. Since a 3-bit laser light signal can only carry 2-bit data, WOM coding reduces the effective memory bandwidth by 33% for the memory requests. To avoid the bandwidth wastage, we propose an aggressive approach. Specifically, photonic transmitters are also configured as the half-coupled MRR to enable the dual routes for our swap function. While the traditional photonic transmitter in the memory controller modulates the data bit 0 by fully absorbing the laser light, the half-coupled MRR ensures that the laser light maintains at least half of power strength, regardless of carrying the data bit 0 or 1. Thanks to the half-coupled MRR, the XPoint controller can reuse the remaining laser light to modulate its own data.

Optical channel optimization for low cost. While the pro-
posed photonic transmitter and receiver designs make the dual routes feasible in an optical channel, it is challenging to deploy the corresponding photonic hardware in our GPU memory system. The main reason behind such a difficulty is that it needs a fine-granule tuning method for one MRR to precisely switch the status among coupled, half-coupled, and non-coupled. For example, [53] reports the tuning procedure increases the latency by $5 \times$ from 100 ps to 500 ps, which is too long compared to the data transmission rate of the laser light. To address this challenge, we propose to employ an array of photonic transmitters and detectors in each memory device. To configure an independent route between any two devices, each memory device needs four pairs of photonic transmitters and detectors in total; two pairs, which are made from the fully-coupled and half-coupled MRRs, respectively, are attached to the forward path from memory controller to memory device, and the same two pairs are attached to the backward path. Unfortunately, this new design introduces a huge area cost. We optimize such array by reducing the number of MRRs to be just sufficient to serve our auto-read/write, reverse-write and swap functions. We simplify the array by leveraging the insight that different operational modes of heterogeneous memory require different memory functions.

V. HARDWARE IMPLEMENTATION

A. Swap and Reverse-Write Functions

To realize swap function, we introduce a DDR sequence generator in the XPoint controller to manage the memory read and write transactions of DRAM. Figure 11 shows the implementation details of our swap function. As shown in the figure, before sending a swap command to XPoint, the memory controller firstly checks the state of the target DRAM. If the target data is not loaded in DRAM row buffer, the memory controller issues the precharge and activate commands to clean the row buffer and load the target data from DRAM cells to row buffer, respectively (1). Afterwards, the memory controller informs the XPoint controller of the swap command and postpones scheduling the memory requests that conflict with the swap command (2). The XPoint controller then leverages the DDR sequence generator to control the read and write transactions of the target DRAM (3,4). Once the swap function completes, the XPoint controller sends a ready signal to the memory controller via DDR-T protocol (5). The memory controller then responds with confirmation signal and resumes the stalled requests (6).

To implement the reverse-write function, we also introduce a DDR monitor in the memory controller. Similar to XPoint, the DDR monitor module enables the memory controller to monitor the memory channel and extract request information from the communication between XPoint and DRAM. Figure 12 shows the implementation details of the reverse-write function. Before XPoint starts the reverse-write function, the XPoint controller sends a ready signal to notify the memory controller to snarf data from the memory channel (1). The memory controller then stops issuing new memory requests, enables the DDR monitor, and then sends a confirmation signal to the XPoint controller (2). Afterwards, the memory controller snarfs the data from the memory channel, while XPoint writes data to DRAM (3). Once XPoint sends a completion signal to the memory controller (4), the memory controller serves the requests with the collected data.

B. Half-coupled Micro Ring Resonator

Figure 13a shows our approach of generating dual routes to support auto-read/write and reverse-write functions. To snarf messages from the optical channel, the photonic receiver of XPoint tunes its resonance wavelength to $\lambda_0$, whose frequency shifts slightly from the message-carrying wavelength $\lambda_0'$. Due to this wavelength shift method, the photonic receiver partially couples the laser light of wavelength $\lambda_0$. Thus, the remaining laser light traverses from XPoint to DRAM and its data are detected by DRAM’s photonic detector.

Figure 14 shows how our Ohm-GPU can leverage the half-coupled MRR and WOM coding to generate our dual routes for the swap function. Specifically, by referring the data-code mapping table, the transmitters of the target memory and the XPoint controllers can encode their data into 1st and 2nd write codes, respectively. The write codes are then modulated in the same light signals, which will be detected and decoded by the corresponding receivers. In the figure, the memory
and XPoint1 controllers send data to XPoint0 and DRAM, respectively. When the memory controller transfers data “10” to XPoint0, the target data is encoded into a write code “010” and modulated into a laser light (1). The half-coupled MRR-based receiver (HCMRR) of XPoint0 controller gets the laser light and decodes the write code to data “10”. This process consumes the laser light by half, which is “$\frac{1}{2}$”. XPoint1 controller can modulate its own data “01” in the same laser light, which turns the light bits to “$\frac{11}{1}$” (2). DRAM can decode the laser light to retrieve data “01” by referring to the data-code mapping table.

To fully utilize bandwidth of the optical channel, we propose an aggressive approach to multiplex the data of memory requests and data migration requests on the same optical channel, which is shown in Figure 13b. Specifically, when modulating electrical bit ‘0’ as light bit, the transmitter in memory controller does not tune MRR to fully couple the laser light. Instead, the photonic transmitter tunes its resonance wavelength to $\lambda_0$, reducing the strength of the laser light by half. For example, a data stream of “00110” is modulated as “$\frac{1}{2} 1 \frac{1}{2} 1 \frac{1}{2}$” in terms of laser light strength. The photonic detector can identify bits 0 or 1 based on the light strength. Note that the photonic detector in XPoint also modulates the resonance wavelength to $\lambda_0$, which partially couples the laser light. At this juncture, the remaining laser light maintains at least one fourth of its original transmission power (“$\frac{1}{4} 1 \frac{1}{4} 1 \frac{1}{4}$” in the example). The laser light continues to traverse between XPoint and DRAM. The transmitter of XPoint can modulate its own data stream “10101” in the remaining laser light by tuning MRR to fully-coupled or non-coupled. After modulation, the strength of the laser light becomes “$\frac{1}{4} 0 \frac{1}{4} 0 \frac{1}{4}$”. The photonic detector in DRAM fully couples the laser light and detects the data stream of “10101” by checking the light strength.

C. Optical Channel Optimization for Low Cost

Creating dual routes to support auto-read/write, write-reverse and swap functions in any memory device requires at least three transmitters and three receivers in DRAM, and two transmitters and three receivers in XPoint. Figure 15a shows a general optical channel design. Specifically, DRAM and XPoint need to employ a pair of MRR-based photonic transmitter and receiver (i.e., $T3$, $R8$, $T5$, $R6$, $T7$ and $R5$ in Figure 15a) to support conventional photonic communication. While both DRAM and XPoint need to employ half-coupled MRR-based photonic receivers in both the forward path and backward path to enable auto-read/write function (i.e., $R1$, $R2$, $R3$, $R4$, $R7$, $R11$), DRAM needs half-coupled MRR-based photonic receivers in the backward path to enable write-reverse function (i.e., $R4$ and $R7$). Lastly, to support data swap function in the dual routes, the half-coupled MRR-based photonic transmitters should be employed in DRAM and XPoint (i.e., $T4$, $T6$, and $T8$). While the photonic transmitters of $T9$, $T10$, and $T11$ are not necessary, they can improve the parallelism of scheduling memory requests and data swap function in parallel. We further reduce the number of MRRs based on the characteristics of different operational modes in heterogeneous memory. Specifically, planar memory mode only needs data swap function and two-level memory mode only needs auto-read/write and reverse-write functions. Figure 15b shows the MRR deployment in different operational modes. Our customized design can reduce the number of required MRRs by 58% and 42% in planar and two-level memory modes, respectively, compared to the general design. Note that, for simplicity, only a pair of DRAM and XPoint is depicted in the figure. But our analysis can be applied to any number of DRAM and XPoint.

VI. EVALUATION

Simulation methodology. We implement Ohm-GPU atop a GPU simulator (MacSim) [31]. To explore a full design space of optical network based heterogeneous memory subsystems, we replace six 32-bit electrical memory channels with a single optical channel as default. This optical channel configuration can provide the same bandwidth as the traditional electrical memory channels. Note that the optical channel’s bandwidth is scalable as we can increase the number of optical waveguides and wavelengths. The important parameters of our optical channel are configured based on [38]. Specifically, we adopt the static channel division policy to create six virtual channels to connect different memory devices, which matches with the number of memory controllers inside a GPU. Each virtual channel has a 16-bit data bus width and runs on 30 GHz. We then model XPoint and integrate it into MacSim. Its latency values are derived from the real XPoint-based NVDIMM performance measurement [27]. The default memory capacity of the baseline GPU is 24GB, which is the same as the
memory capacity of NVIDIA K80 GPU [48]. We configure the capacity ratios of DRAM and XPoint as 1:8 and 1:64 to achieve the optimal performance [28] and maximum capacity of the GPU heterogeneous memory system, respectively. The detailed configurations are given in Table I. Considering that the simulation speed of an architectural simulator is up to 1000 times slower than native-execution, we reduce the memory footprints of executed workloads to 8GB and scale down the GPU memory capacity by 12x. This is a common practice in architectural studies [1].

**Heterogeneous memory model.** We implement seven different GPU platforms: (1) **Origin**: a baseline GPU architecture with a DRAM based memory system; (2) **Hetero**: a baseline GPU architecture employing an electrical channel integrated heterogeneous memory system. **Hetero** leverages the memory controller to migrate data between DRAM and XPoint; (3) **Ohm-base**: a baseline GPU architecture employing an optical network integrated heterogeneous memory system. **Ohm-base** leverages the memory controller to migrate data between DRAM and XPoint; (4) **Auto-rw**: a GPU integrating the auto-read/write function into **Ohm-base**; (5) **Ohm-WOM**: a GPU platform enabling auto-read/write, reverse-write and swap functions for **Ohm-base**. This platform integrates WOM coding to enable dual routes for swap function; (6) **Ohm-BW**: compared to **Ohm-WOM**, it replaces WOM coding with half-coupled MRR-based transmitters. Lastly, we configure an **Oracle** GPU platform that employs 108GB and 390GB DRAM in planar and two-level memory modes, respectively.

**Workloads and energy model.** We select ten representative workloads from [10], [42], [54], which are classified as read/write-intensive and compute/memory-intensive. The details of our evaluated workloads are shown in Table II. We also set up power models of DRAM, XPoint and optical channel to estimate the energy consumption of our Ohm memory system. Specifically, we adopt an empirical DRAM power model from [37] to estimate the DRAM power consumption in our simulation, while getting the average power and burst power of XPoint from [28]. Our power model of the optical channel (inspired by [38]) includes MRR tuning power and power loss in each optical component (e.g., filter drop loss, waveguide loss and detector loss). The details are given in Table I. Note that the bit error rate (BER) of an optical network is proportional to the sensing power of the photonic receiver [39]. To achieve a reliable end-to-end communication between the memory controllers and the DRAM/XPoint modules, we adopt the default laser light power of a single wavelength (0.73 mW) from [38], which can guarantee bit error rate (BER) under 10^-15. To meet the reliability requirements, we also increase the laser light power of **Auto-rw**, **Ohm-WOM** and **Ohm-BW** by 2x, 2x and 4x, respectively.

### A. Overall Performance Analysis

**IPC.** Figure 16 shows the IPC values of different GPU platforms under various workloads, normalized to **Ohm-base**. Due to the relatively small memory size, **Origin** invokes data copies between the host and the GPU more frequently. As a result, **Origin** degrades the overall performance, compared to **Hetero**, by 42%. Since the optical network in our default configuration has the same bandwidth as electrical memory channels (cf. Table I), **Hetero** and **Ohm-base** exhibit similar performance each other. Nevertheless, **Ohm-base** consumes a lower power and less area space than **Hetero** (cf. Section VI-B). Note that **Ohm-base** can significantly outperform **Hetero** by employing multiple waveguides which will be discussed in Section VI-B. **Auto-rw** improves the performance by 9% and 4%, respectively, in planar and two-level memory modes, compared to **Ohm-base**. This is because **Auto-rw** leverages the auto-read/write function to automate the data transfers from DRAM to XPoint without the interference from the memory controller. On the other hand, **Ohm-WOM** can improve the performance by 18% and 16%, compared to **Auto-rw**, in the two operational modes. Specifically, **Ohm-WOM** in planar memory mode adopts the swap function to fully decouple the memory controller from the management

### Table I: System configurations.

| Apps | APRI | Read ratio | Benchmark | Apps | APRI | Read ratio | Benchmark |
|------|------|------------|-----------|------|------|------------|-----------|
| backp | 30   | 0.55       | [10]      | Ind  | 20   | 0.52       | [10]      |
| ORAMs | 206  | 0.7        | [54]      | PFD | 86   | 0.7        | [54]      |
| Sort  | 193  | 0.99       | [43]      | sssp | 101  | 0.98       | [43]      |

### Table II: Workload characteristics.

| Origin | Hetero | Ohm-base | Auto-rw | Ohm-WOM | Ohm-BW | Oracle |
|--------|--------|----------|---------|---------|--------|--------|
| Planar memory | Two-level memory |

**Fig. 16: Performance of the evaluated GPU platforms.**

**Fig. 17: Memory access latency norm.** to Ohm-base.
of data migration. Ohm-WOM in planar memory mode also hides the impact of data migration on latency-critical read requests by issuing the data migration with write requests at background. By adopting this approach, the performance of Ohm-WOM is further increased by 4%. Lastly, Ohm-WOM in two-level memory mode automates the data transfer from XPoint to DRAM with the reverse-write function, which reduce the optical channel traffic. Compared to Ohm-WOM, Ohm-BW further improves the performance by 4% in the planar mode. This is because Ohm-BW increases the effective bandwidth of optical channels for the memory requests, thereby improving the overall performance. As DRAM delivers up to 6x higher throughput than XPoint [28], Oracle outperforms all the evaluated GPU platforms that employ heterogeneous memory systems (i.e., Hetero, Ohm-base, Auto-rw, Ohm-WOM and Ohm-BW). Note that Ohm-BW achieves 88% of the ideal GPU performance (Oracle) with a much lower cost (cf. Section VI-B for details).

Memory latency analysis. Figure 17 shows the average memory latencies of different GPU platforms under various workloads, normalized to Ohm-base. Auto-rw can reduce the average memory latencies by 14% and 4%, respectively, in planar and two-level memory modes, compared to Ohm-base. This is because Auto-rw can reduce the time of the optical channel to do data migration, so that memory devices can use the optical channel earlier to serve the regular memory requests. Ohm-WOM in planar memory mode leverages swap function to schedule the data migration through the dual routes in parallel with the memory requests, which does not occupy the optical channel. Thus, Ohm-WOM achieves the minimum memory access latency, which is 28% shorter than Auto-rw, in planar memory mode. Similarly, the benefit of memory latency reduction brought by Ohm-WOM in two-level memory mode is 24%, compared to Auto-rw. Although the reverse-write function in Ohm-WOM cannot shorten the latency of serving the memory requests from XPoint, the reverse-write function leverages the dual routes to reduce the latency of copying data from XPoint to DRAM, making the data migration procedure complete earlier. Compared to Ohm-WOM, Ohm-BW can serve the memory requests faster when swap function is invoked. Therefore, Ohm-BW further reduces the memory latency by 6% in planar memory mode. Ohm-BW reduces the performance gap between a heterogeneous memory system and an ideal memory system from 67% to 18%. This is because Ohm-BW effectively leverage its DRAM cache to serve the most incoming memory requests.

Energy consumption. Figure 19 shows the energy consumption of different components within the memory systems of the evaluated GPU platforms. Compared to Hetero, Ohm-base replaces the electrical memory channels with an optical channel, which can reduce the DMA’s power by 57%, on average. As the user applications generate a fixed amount of memory requests to DRAM, the dynamic DRAM energy to serve the memory requests is the same as those of Ohm-base, Auto-rw, Ohm-WOM and Ohm-BW. On the other hand, the static DRAM energy is proportional to the total execution time when DRAM is powered on. As Ohm-WOM can reduce the execution time of user applications, it, on average, can reduce the static DRAM energy by 19% and 11%, respectively, compared to Ohm-base and Auto-rw. Similar to dynamic DRAM energy, the XPoint in different heterogeneous memory platforms serve the same number of memory requests, which consumes the same amount of energy. Auto-rw, Ohm-WOM and Ohm-BW consume higher optical channel energy than Ohm-base. This is because the laser source needs to increase its power to meet the sensing accuracy of the photonic detectors in the dual routes. As laser power has a minor impact on the energy cost than DRAM and XPoint, Ohm-WOM still decreases the overall energy consumption by 2% and 1% in planar and two-level memory modes, against Ohm-base.

B. Sensitive testing, reliability and Overhead

Sensitive tests. While a single optical waveguide can achieve the bandwidth same as electrical memory channels of 192 lanes, Ohm-GPU can employ multiple optical waveguides under the same area constrains as the electrical memory channels.
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Table III: Cost estimation of different Ohm memories.

| Modes      | Planar memory | Two-level memory |
|------------|---------------|------------------|
| DRAM       | 1GB x 12, $140 | 1GB x 6, $70     |
| XPoint     | 8GB x 12, $125 | 32GB x 12, $499  |
| Ohm-base   | 2.176/S3, 3.136/S5 | 2.368/S3, 4.928/S7 |
| Ohm-BW     |                |                  |
| VCSEL      |                | $100             |

Figure 20a shows the performance improvement brought by multiple optical waveguides in Ohm-GPU. Ohm-base with 8 optical waveguides improves the system performance than Hetero, by 41%, on average. This is because employing multiple optical waveguides can significantly reduce the DMA latency of the heterogeneous memory system. Ohm-BW also benefits from the increased number of optical waveguides. The performance improvement can be 17%.

Reliability. We evaluate the data integrity of the end-to-end communication in various GPU memory systems, and the results are shown in Figure 20b. When serving memory requests, Ohm-base can achieve BER as low as 7.2 × 10^{-16} with our default configuration of laser light power. Since Ohm-WOM and Ohm-BW deploy more MRR-based modulators and detectors in the optical infrastructure for the auto-read/write and swap functions, modulating and detecting data in these MRRs can attenuate the strength of laser signals (cf. optical power model in Table I). To compensate for the laser power loss, we increase the powers of the laser source by 2× and 4× in Ohm-WOM and Ohm-BW, respectively. The measured BER of auto-read/write and swap functions are 6.1 × 10^{-16} and 9.9 × 10^{-16}, respectively, in Ohm-WOM, while the worst BER in Ohm-BW is 9.3 × 10^{-16}. To sum up, the optical channel of Ohm-GPU satisfies the reliability requirement of 10^{-15} BER.

Overhead analysis. Table III lists the estimated cost of the key components in different platforms. We configure up to 24 memory devices in a GPU, while the number of DRAM and XPoint chips are set to follow the capacity ratio listed in Table I. The price of memory devices are calculated based on [19], [62]. We refer to Figure 15 to calculate the total number of MRRs required in each memory platform. The fabrication cost of MRRs is estimated based on [22]. Although Ohm-BW employs 41% more MRRs (at the cost of $4) than Ohm-base to support the dual routes in the optical channel, Ohm-BW improves the performance by 20%, demonstrating higher performance/cost ratio. In addition to optical components, Ohm-BW also employs a DDR monitor and DDR sequence generator in the memory controller and the XPoint controller, respectively. The DDR monitor is comprised of control logic and a few registers, which enable/disable a DDR interface controller to receive data from the data bus, while the DDR sequence generator converts the memory requests into DDR packets. Our implementation of DDR sequence generators requires 2.8K LUTs and 4.7K flip-flops in FPGA, whose cost is negligible to the XPoint controller. Considering the launch price of NVIDIA K80 GPU ($5k), planar and two-level memory modes enabled Ohm-BW only increase total cost by 7.6% and 13.5%, respectively. We also evaluate the cost-performance (CP) ratio of NVIDIA K80 GPU (Origin), our Ohm-GPU (Ohm-BW) and an ideal GPU (Oracle), and the results are shown in Figure 21. The CP ratio of Ohm-BW is 155% and 24% higher than that of Origin and Oracle, respectively, indicating that the performance benefits brought by Ohm-GPU overwhelms its cost overhead.

VII. RELATED WORK

Optical network. To address an expensive energy cost and limited scalability of electrical wires, multiple prior work [6], [15], [16], [18], [38], [64], [75] have proposed to integrate optical network into the memory system as a replacement of electrical wires. Specifically, [15], [16], [75] propose to substitute the traditional electrical network-on-chip with optical on-chip crossbar interconnects in a 3D-stacked GPU, which can improve throughput of interconnect network while saving its operating power. On the other hand, [64] configures the optical network for both inter-core and off-chip memory communication, which can easily achieve 20 TB/s bandwidth with lower power. In addition to the benefits of bandwidth and power, [18] reports a significant network latency reduction and memory capacity expansion by replacing the store-and-forward network and protocol in FB-DIMM with the low-latency optical network. [6] and [38] further optimize the optical memory subsystem by revising either the memory architecture or the optical network. [6] proposes to reduce the number of activated bits in each DRAM bank to reduce power consumption, while [38] proposes to dynamically assign multiple wavelengths as virtual channels to connect to different
memory devices, which can mitigate the overhead of rank-to-rank switch delay. While the prior research achieves great progress in integrating the optical network in a homogeneous memory, none of them consider using optical network to address the challenges of a heterogeneous memory. To the best of our knowledge, Ohm-GPU is the first to address the data migration issue in the heterogeneous memory by leveraging the unique characteristics of optical network. To mitigate the impact of data migration on optical network, Ohm-GPU modified the designs of both optical network and heterogeneous memory architecture.

**Heterogeneous memory.** There are many prior studies [4], [20], [24], [35], [65] oriented towards achieving the balance of high performance and large capacity in the memory system by employing both fast-but-small memory and large-but-slow memory. [4] proposes to group DRAM and PRAM as a heterogeneous memory, while [65] places SLC PRAM and MLC PRAM together. However, all these studies adopt a legacy PRAM model, which uses a low-power protocol (LPDDR2-NVM) and exhibits a read/write latency close to DRAM latency. Recently, [28] and [51] reveal the performance of combining DRAM and XPoint-based Optane DC PPM in a real computing environment. However, their research is limited to use Optane DC PPM as a black box without digging deeper into the internal architecture. In contrast, we revealed the key component designs of the heterogeneous memory. We also explored the design space of XPoint to collaborate with optical network to address the data migration issue.

**Data migration.** There also exist many studies that try to mitigate the impact of data migration on the memory channel. [58] proposes to leverage the data bus within each DRAM rank to perform intra-bank or inter-bank data migration. While data migration in this approach does not occupy the memory channel, the data migration is constrained to operate within the DRAM rank. Although [65] allows data migration across two PRAM ranks in a lightweight way, the proposed approach relies on a unique architecture where the two PRAM ranks share the same row buffers. While the techniques proposed in both prior work are designed for homogeneous memory, our Ohm-GPU makes it feasible to mitigate the impact of data migration across different DIMMs by leveraging the dual routes in the optical network.

**VIII. Conclusion**

In this work, we propose Ohm-GPU, a new design of optical network for heterogeneous memory integrated GPU, which can mitigate the impact of data migration on optical channel. Specifically, Ohm-GPU decouples the memory controller from the management of the data migration and leverages the dual routes in optical channel to prevent data migration from occupying the memory channel. Our Ohm-GPU can improve the performance by 181% and 27%, compared to a DRAM-based GPU memory system and the baseline optical network based heterogeneous memory system, respectively.
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