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Abstract—Typically, it is desirable to design a control system that is not only robustly stable in the presence of parametric uncertainties but also guarantees an adequate level of system performance. However, most of the existing methods need to take all extreme models over an uncertain domain into consideration, which then results in costly computation. Also, since these approaches attempt rather unrealistically to guarantee the system performance over a full frequency range, a conservative design is always admitted. Here, taking a specific viewpoint of robust stability and performance under a stated restricted frequency range (which is applicable in rather many real-world situations), this article provides an essential basis for the design of a fixed-order controller for a system with bounded parametric uncertainties, which avoids the tedious but necessary evaluations of the specificiations on all the extreme models in an explicit manner. A Hurwitz polynomial is used in the design and the robust stability is characterized by the notion of positive realness, such that the required robust stability condition is then successfully constructed. Also, the robust performance criteria in terms of sensitivity shaping under different frequency ranges are constructed based on an approach of bounded realness analysis. Furthermore, the conditions for robust stability and performance are expressed in the framework of linear matrix inequality (LMI) constraints, and thus can be efficiently solved. Comparative simulations are provided to demonstrate the effectiveness and efficiency of the proposed approach.
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I. INTRODUCTION

IN QUITE a large number of control engineering applications, the presence of parametric uncertainties has been challenging issues to deal with, and there is a clear and evident need to consider their effects on the deterioration of system performance or even the cause of instability. There thus have been many great efforts which are devoted to developments in robust control for designing a control system that guarantees the required robust stability, such that stringent system requirements can be suitably attained despite the existence of parametric uncertainties [1]–[3]. Among all the techniques for robust stabilization, quadratic stabilization theory provides an effective basis to cater to these parametric uncertainties [4], [5]. Related work in [6] presents a controller design approach to guarantee a prespecified disturbance attenuation level based on the algebraic Riccati equation. Further, these results have been extended in [7] to solve the $H_{\infty}$ control problem. As a methodology with attractive applicability, $H_{\infty}$ control has been extensively researched and developed over the period of the 1980s, particularly in view of the rather commonly needed requirement of robust stabilization and disturbance attenuation. In this very attractive approach, the frequency-domain characteristics are also expressed by related mathematical statements in the time domain. With such a framework, developments proceeded such that in [8], several fundamental results on $H_{\infty}$ control are established. However, these results are only for the classes of well-known systems. Then, in [9], a linear system with norm-bounded parametric uncertainties is related to ARE-based $H_{\infty}$ norm conditions. Moreover, robust $H_{\infty}$ performance problems are addressed in [10]–[14] and a class of systems with norm-bounded parametric uncertainties is also taken into consideration.

Substantial further works on guaranteed cost control have also been presented [15]–[18], which aim to design a control system such that an upper bound of the quadratic performance is guaranteed for all admissible parametric uncertainties. Additionally in [19], a stabilizing controller is proposed for a class of systems with convex-bounded parametric uncertainties, which assures a certain specified attenuation level. However, to obtain a deterministic and reliable solution, it is required to check the stability and performance of the vertex set consisting of several extreme matrices [20]. Because the number of extreme systems to be checked increases exponentially with the uncertain parameters, the computation is...
always costly [21]–[24]. Meanwhile, other extensive developments have been made on the robustness property attainment involving interval matrix uncertainties to reduce the number of vertices that are required to be checked. For example, the work in [25] presents a new vertex result for the robust synthesis problem. But here too, if the interval uncertainties appear in the linear matrix inequality (LMI) in an affine way, a rather substantial number of LMIs will need to be integrated to be solved, and the solution is still exponential. Yet in some other scenarios, a randomized algorithm approach is employed to ensure the required stochastic robust stability and performance. However, most of these probabilistic approaches are solved based on Monte-Carlo simulation [26], and they are typically not considered as practically preferred due to these excessive simulations.

In view of the great potential for practical usage, the methodology of fixed-order controllers has attracted considerable attention for finite frequency specifications due to their simplicity, reliability, and ease of implementation [27]. Though the design of a fixed-order controller in the presence of parametric uncertainties is NP-hard, a variety of design approaches have been rather successfully used, including bilinear matrix inequality (BMI) [28], [29], convex approximation [30], [31], and iterative heuristic optimization [32]. It is worthwhile to mention that for all these above-mentioned control methods, the robust performance property is achieved over the full frequency range. However, in many real-world situations, the control performance specifications are typically only specified and of pertinent interest within a stated frequency range for the real-world system to be controlled [33], [34]. Therefore, the design from the perspective of the full frequency range is overly conservative. To cater to the more realistic practical requirement of a restricted frequency range, recent research reveals that these control strategies can be combined with certain appropriate frequency weighting functions [35]; but here, a required concomitant strong computational capability of the hardware is a burden in practical usage because these weighting functions invariably cause a marked increase in the system orders. Under these circumstances, a rather significant and important open problem therefore exists on an effective and efficient approach to design a fixed-order controller for a system affected by bounded parametric uncertainties, and which considers robust stability and performance under the condition of a stated restricted frequency range, but without all the aforementioned practical difficulties.

Thus, in this work, the key objective is to design a fixed-order controller for an uncertain system that guarantees closed-loop stability and a suitably adequate level of performance under a stated restricted frequency range, without necessary evaluations of the specifications on all the extreme models in an explicit manner. Several propositions are developed and provided to support the derivation of the main results. Then, an LMI condition is given to ensure the robust stability of the closed-loop system in the presence of the bounded parametric uncertainties. Additionally, certain LMI conditions are also provided for the robust performance of the system which is guaranteed in terms of sensitivity shaping. Consequently, the required controller is obtained by solving the above-mentioned LMIs.

The remainder of this article is organized as follows. In Section II, the necessary preliminaries on the closed-loop control of a system with bounded parametric uncertainties and frequency range characterization are provided. Then, a first set of newly developed theoretical results in this work on the robust stability condition is presented in Section III. Next, further theoretical results developed in this work on robust performance criteria are presented in Section IV. In Section V, to validate the new proposed controller design approach, numerical examples are provided with simulation results to show its effectiveness. Finally, conclusions are drawn in Section VI.

Notations: For matrix $A$, the symbols $A^T$ and $A^*$ represent the transpose and the complex conjugate transpose of a matrix, respectively. $\text{Re}(A)$ denotes the real part of a matrix. $I$ represents the identity matrix with appropriate dimensions. $\text{diag}(a_1, a_2, \ldots, a_n)$ represents the diagonal matrix with numbers $a_1, a_2, \ldots, a_n$ as diagonal entries. $\mathbb{R}$ and $\mathbb{C}$ indicate the sets of real and complex matrices, respectively. $\mathbb{H}_n$ stands for the set of $n \times n$ complex Hermitian matrices. $f \circ g$ denotes the convolution operation of two functions. The operator $\otimes$ represents the Kronecker product. The symbol $s$ in the bracket, when it typically appears in such expressions as $T(s)$, etc., represents the Laplace variable.

II. PRELIMINARIES

A. Problem Statement

As in typical nomenclature, the single-input–single-output (SISO) plant is represented by an $n$th-order rational transfer function in continuous time, and is given by

$$P(s) = \frac{b_1s^{n-1} + \cdots + b_n}{s^n + a_1s^{n-1} + \cdots + a_n}$$

where $a_i$ and $b_i$ are uncertain parameters with $a_i \in [d_{ai}, \bar{d}_{ai}]$ and $b_i \in [b_{ai}, \bar{b}_{ai}]$, $i = 1, 2, \ldots, n$.

Next, define $a_i^c = (a_i^c + a_i^c)/2$ and $b_i^c = (b_i^c + b_i^c)/2$ as the medians of the uncertain parameters $a_i$ and $b_i$, respectively. Similarly, further define $a_i^d = (a_i^d - a_i^d)/2$ and $b_i^d = (b_i^d - b_i^d)/2$ as the deviations of the uncertain parameters $a_i$ and $b_i$, respectively. Then, $a_i = a_i^c + a_i^d\delta_{ai}$ and $b_i = b_i^c + b_i^d\delta_{bi}$, where $\delta_{ai} \in [-1, 1]$ and $\delta_{bi} \in [-1, 1]$ are standard interval variables.

Also, define $\Delta_a = \text{diag}(\delta_{a1}, \delta_{a2}, \ldots, \delta_{am})$ and $\Delta_b = \text{diag}(\delta_{b1}, \delta_{b2}, \ldots, \delta_{bn})$, and the plant (1) can be expressed by

$$P(s) = \frac{(b^c + 0 [bd\Delta_b])s^n + 1}{(a^c + 0 [ad\Delta_a])s^n + 1}$$

$$\text{where } a^c = [1 \ a_1^c \ a_2^c \ \cdots \ a_n^c], \ b^c = [0 \ b_1^c \ b_2^c \ \cdots \ b_n^c], \ a_d = [a_1^d \ a_2^d \ \cdots \ a_n^d], \ b_d = [b_1^d \ b_2^d \ \cdots \ b_n^d], \text{ and } s_n = [s^n \ s^{n-1} \ \cdots \ s^1].$$

For brevity, define $a = a^c + [0 \ ad\Delta_a]$ and $b = b^c + 0 [bd\Delta_b]$.

By the standard negative feedback configuration, an $n$th-order controller is to be designed, which is given by

$$K(s) = \frac{\gamma_0s^m + \gamma_1s^{m-1} + \cdots + \gamma_m}{s^m + \alpha_1s^{m-1} + \cdots + \alpha_m}.$$
Equivalently, (3) is expressed by
\[
K(s) = \frac{y_s^T}{x_s^T}
\]
where \( x = [1 \ x_1 \ x_2 \ \cdots \ x_m], \ y = [y_0 \ y_1 \ y_2 \ \cdots \ y_m] \), and \( s_m = [s_m^1 \ s_m^{m-1} \ \cdots \ s^1] \).

For the closed-loop system, the sensitivity transfer function \( S(s) \) and the complementary sensitivity transfer function \( T(s) \) are given by
\[
S(s) = \frac{S_{num}}{S_{den}}, \quad T(s) = \frac{T_{num}}{T_{den}}
\]
respectively, where \( S_{num} = (a \ast x)S_{m+n}^T, \ T_{num} = (b \ast y)S_{m+n}^T \) with \( s_m = [s_m^m \ s_m^{m-1} \ \cdots \ s^1] \). Equivalently, we have
\[
S_{num} = (\alpha \ast x)S_{m+n}^T + ((a_d \Delta_d \ast x))S_{m+n-1}^T
\]
\[
T_{num} = (b^T \ast y)S_{m+n} + ((b_d \Delta_d \ast y))S_{m+n-1}^T
\]
\[
S_{den} = T_{den} = (\alpha \ast x + b^T \ast y)S_{m+n}^T
\]
\[
+ (a_d \Delta_d \ast x) \ast x + (b_d \Delta_d \ast y))S_{m+n-1}^T
\]
where \( S_{m+n} = [s_m^{m+n} \ s_m^{m+n-1} \ \cdots \ s^1] \).

Thus, the objective here is to design a fixed-order controller \( K(s) \) for the uncertain system \( P(s) \) such that:

1. the robust stability of the closed-loop system is guaranteed in the presence of parametric uncertainties;
2. the robust performance specifications of the closed-loop system in terms of sensitivity shaping are satisfied, i.e., \(|S(j\omega)| < \rho_c, \omega \in \Omega_1 \), and \(|T(j\omega)| < \rho_c, \omega \in \Omega_2 \).

**Remark 1**: In the literature, many instances of controller design methods result in the controller with a larger or equal order as that of the plant. However, this might be a restrictive condition in certain scenarios because the implementation of such controllers will lead to high cost and fragility. On the other hand, there has been a considerable interest in the design of low-order controllers to facilitate the practical implementation. Normally, the selection of controller order is decided by the user in view of specific situations and requirements; and certainly our approach here can accommodate such user choices.

### B. Frequency Range Characterization

Basically, a frequency range can be visualized as a curve on the complex plane. Note that a curve on the complex plane is a collection of points \( \lambda(t) \in \mathbb{C} \) continuously parameterized by \( t \), for \( t_0 \leq t \leq t_f \), where \( t_0, t_f \in \mathbb{R} \cup \{\pm \infty\} \), which can be characterized by a set [36]
\[
\Lambda = \{\lambda \in \mathbb{C} : \sigma(\lambda, \Phi) = 0, \sigma(\lambda, \Psi) \geq 0\}
\]
where \( \Phi, \Psi \in \mathbb{H}_2 \) and
\[
\sigma(\lambda, \Phi) = \left[ \begin{array}{c} \lambda - A \Phi \\ \Phi \end{array} \right], \quad \sigma(\lambda, \Psi) = \left[ \begin{array}{c} \lambda - A \Psi \\ \Psi \end{array} \right].
\]

With an appropriate choice of \( \Phi \) and \( \Psi \), the set \( \Lambda \) can be specialized to define a certain range of the frequency variable \( \lambda \). For the continuous time domain, one has
\[
\Phi = \left[ \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right], \quad \Lambda = \{j\omega : \omega \in \Omega\}
\]

| \( \Omega \) | \( \omega \in [0, \omega_1] \) | \( \omega \in [\omega_1, \omega_2] \) | \( \omega \in [\omega_2, +\infty) \) |
| --- | --- | --- | --- |
| \( \Psi \) | \([-1, 0, \omega_1^2]\) | \([-1, j\omega_2, +\infty)\] | \([1, 0, -\omega_2^2]\) |

where \( \Omega \) is a subset of real numbers specified by \( \Psi \). Table I summarizes the characterization of finite frequency ranges, and more details can be referred in [36].

### C. Lemmas Used in the Sequel

In this section, the following lemmas are presented to be used in the sequel for the derivation of the main results.

**Lemma 1** [14]: Given matrices \( Q, H, E, \) and \( R \) of appropriate dimensions and with \( Q \) and \( R \) symmetrical and \( R > 0 \), then
\[
Q + HFE + E^TFHT < 0
\]
for all \( F \) satisfying \( F^TF \leq R \), if and only if there exists some \( \varepsilon > 0 \) such that
\[
Q + \varepsilon^2HH^T + \varepsilon^2E^TER < 0.
\]

**Lemma 2** [37]: Consider \( \sum A \Delta C \) as a minimal state-space realization of a rational and proper transfer function \( G(s) \), the positive realness condition
\[
\text{Re}(G(s)) > 0
\]
is guaranteed if and only if there admits a Hermitian matrix \( P > 0 \) such that
\[
\left[ \begin{array}{c} A & B \\ I & 0 \end{array} \right]^T \left[ \begin{array}{c} 0 \ P \\ 0 \end{array} \right] \left[ \begin{array}{c} A & B \\ I & 0 \end{array} \right] - \left[ \begin{array}{c} 0 \ C^T \\ D^T \end{array} \right] < 0.
\]

**Lemma 3** [36]: Consider \( (A, B, C, D) \) as a minimal state-space realization of a rational transfer function \( G(s) \), given \( \rho > 0 \), the finite frequency bounded realness condition
\[
|G(j\omega)| < \rho, \ \omega \in \Omega
\]
is guaranteed if and only if there exist Hermitian matrices \( P \) and \( Q > 0 \), such that
\[
\left[ \begin{array}{c} A & B \\ I & 0 \end{array} \right]^T \Xi \left[ \begin{array}{c} A & B \\ I & 0 \end{array} \right] - \left[ \begin{array}{c} 0 \ 0 \\ C & D \end{array} \right] < 0
\]
where \( \Xi = \Phi \otimes P + \Psi \otimes Q \), and \( \Phi \) and \( \Psi \) are matrices to characterize the frequency range \( \Omega \).

### III. ROBUST STABILITY CHARACTERIZATION VIA REAL POSITIVENESS ANALYSIS

In this section, first, pertinent new results Propositions 1 and 2 are presented, which are used in the sequel for deriving the robust stability condition.
Proposition 1: Given matrices $Q$, $H$, and $E$ with appropriate dimensions, $Q$ is symmetrical, $\Delta = \text{diag}(\delta_1, \delta_2, \ldots, \delta_n)$ with $\delta_i \in [-1, 1]$, $i = 1, 2, \ldots, n$

\[
Q + \begin{bmatrix}
0 & E^T \Delta H^T \\
H \Delta E & 0
\end{bmatrix} < 0
\]  
(16)

holds if and only if there exists a matrix $R = \text{diag}(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$ with $\varepsilon_i > 0$, $i = 1, 2, \ldots, n$, such that

\[
Q + \begin{bmatrix}
E^T R^{-1} E & 0 \\
0 & HRH^T
\end{bmatrix} < 0.
\]  
(17)

Proof of Proposition 1: The proof is shown in Appendix A.

Proposition 2: Given matrices $Q$, $H_i$, $E_i$, $i = 1, 2, \ldots, m$, with appropriate dimensions, $Q$ is symmetrical, $\Delta_i = \text{diag}(\delta_{i1}, \delta_{i2}, \ldots, \delta_{in})$ with $\delta_{ij} \in [-1, 1]$, $i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$

\[
Q + \left[ \sum_{i=1}^{m} H_i \Delta_i E_i \right] < 0
\]  
(18)

holds if and only if there exist matrices $R_i = \text{diag}(\varepsilon_{i1}, \varepsilon_{i2}, \ldots, \varepsilon_{im})$ with $\varepsilon_{ij} > 0$, $i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$, such that

\[
Q + \left[ \sum_{i=1}^{m} E_i^T R_i^{-1} E_i \sum_{j=1}^{n} H_j R_j H_j^T \right] < 0.
\]  
(19)

Proof of Proposition 2: Proposition 2 is essentially an extension of Proposition 1, the proof is rather straightforward and is omitted here.

Next, a Hurwitz polynomial $d_c(s)$ is selected and an associated transfer function is defined as

\[
G_c(s) = \frac{(a \ast x + b \ast y)s^T}{d_c(s)} = G_{sn}(s) + G_{su}(s)
\]  
(20)

where $G_{sn}(s)$ and $G_{su}(s)$ are the nominal and uncertain part of $G_c(s)$, respectively, which are given by

\[
G_{sn}(s) = \frac{(a \ast x + b \ast y)s^T}{d_c(s)}
\]

\[
G_{su}(s) = \frac{(b_d \Delta_c \ast x + (b_d \Delta_b) \ast y)s^T}{d_c(s)}
\]  
(21)

Remark 2: $d_c(s)$ characterizes the basic desired performance of the closed-loop system, and one typical selection of $d_c(s)$ is to use the characteristic polynomial that is determined from the closed-loop system under a practically feasible controller, whereby the controller design approach ensures optimized performance from this baseline controller. Normally, a higher-order $d_c(s)$ yields higher complexity in the LMI, especially when interval uncertainties are involved. This might also aggravate the numerical error in the LMI solver, which may lead to infeasible or conservative results. On the other hand, a higher-order $d_c(s)$ also results in a higher-order controller, which provides more freedoms in optimization and reduces the conservatism as the parameter space is broader. In a majority of practical situations, the order of $d_c(s)$ should be kept as low as possible if the results already meet the specifications.

The realization of $G_{sn}(s)$ in the controllable canonical form is denoted by

\[
\sum_{sn} \{ A_{sn}, B_{sn}, C_{sn}, D_{sn} \}
\]  
(22)

and then the realization of $G_c(s)$ is given by

\[
\sum_{s} \{ A_{sn}, B_{sn}, C_{sn} + a_d \Delta_c X + b_d \Delta_b Y, D_{sn} \}
\]  
(23)

where $X \in \mathbb{R}^{n \times (n+m)}$ and $Y \in \mathbb{R}^{n \times (n+m)}$ are the Toeplitz matrices given by

\[
X = \begin{bmatrix}
1 & x_1 & \cdots & x_m & 0 & 0 & 0 \\
0 & 1 & x_1 & \cdots & x_m & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 1 & x_1 & \cdots & x_m \\
\end{bmatrix}
\]  
(24)

\[
Y = \begin{bmatrix}
y_0 & y_1 & \cdots & y_m & 0 & 0 & 0 \\
0 & y_0 & y_1 & \cdots & y_m & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & y_0 & y_1 & \cdots & y_m \\
\end{bmatrix}
\]

Notably here, the stability of the system is closely related to the notion of positive realness, and it is guaranteed if and only if

\[
\text{Re}(G_c(s)) > 0.
\]  
(25)

Then, to construct a condition for the needed robust stability in the presence of parametric uncertainties, Theorem 1 is proposed.

Theorem 1: The robust stability of the system (1) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller (3) if and only if there exist a Hermitian matrix $P_s > 0$ and diagonal matrices $R_{sa} > 0$ and $R_{sb} > 0$ such that

\[
\begin{bmatrix}
\Gamma_s & X^T & Y^T \\
X^T & 0 & 0 \\
Y^T & 0 & 0 \\
\end{bmatrix} < 0
\]  
(26)

where

\[
\Gamma_s = \begin{bmatrix}
A_{sn} & B_{sn} \\
I & 0 \\
\end{bmatrix} \begin{bmatrix}
0 & P_s & 0 \\
P_s & 0 & P_s \\
\end{bmatrix} \begin{bmatrix}
A_{sn} & B_{sn} \\
I & 0 \\
\end{bmatrix} - \begin{bmatrix}
C_{sn} & D_{sn} + \Delta_{sa} - a_d R_{sa} & -b_d R_{sb} \\
\end{bmatrix}
\]  
(27)

Proof of Theorem 1: The proof is shown in Appendix B.

IV. ROBUST PERFORMANCE CHARACTERIZATION WITH SENSITIVITY SHAPING

To develop an effective methodology for robust performance characterization with sensitivity shaping, it is pertinent to note here that robust performance specifications are characterized, where the infinity norm of the sensitivity function and the complementary sensitivity function are bounded by certain values. With a given Hurwitz polynomial, the stated bound condition on the infinity norm of a rational transfer function can be separated by two conditions. To summarize this finding, Proposition 3 is now presented.
**Proposition 3:** Consider a rational transfer function \( G(s) = n(\lambda, s)/d(\lambda, s) \), where \( \lambda \) is a parameter vector appeared affinely in the polynomials \( n(\lambda, s) \) and \( d(\lambda, s) \). For any given Hurwitz polynomial \( d_c(s) \), \( |G(s)| < \rho \) is guaranteed if the following two conditions hold:

\[
\left| \frac{n(\lambda, s)}{d_c(s)} \right| < (1 - \delta) \rho
\]

and

\[
\left| \frac{d(\lambda, s)}{d_c(s)} \right| < \delta
\]

where \( \delta \in (0, 1) \).

**Proof of Proposition 3:** The proof is shown in Appendix C. Following the above developments, here remarkably, it can be seen that it is possible to note that \( d_c(s) \) is appropriate to be interpreted as a central polynomial to characterize the basic performance of the system, and additional discussions on the design of an appropriate central polynomial can be found in [31].

Then, before proceeding to develop the required robust performance criterion, Proposition 2 is next readily extended to be suitable for a more general case, which is summarized by the following proposition.

**Proposition 4:** Given matrices \( Q, H_i, E_i, i = 1, 2, \ldots, m \), with appropriate dimensions, \( Q \) is symmetrical, \( \Delta_1 = \text{diag}[\delta_{11}, \delta_{22}, \ldots, \delta_{nn}] \) with \( \delta_{ij} \in [-1, 1], i = 1, 2, \ldots, m \), \( j = 1, 2, \ldots, n \), holds if and only if there exist matrices \( R_i = \text{diag}[\varepsilon_{i1}, \varepsilon_{i2}, \ldots, \varepsilon_{in}] \) with \( \varepsilon_{ij} > 0, i = 1, 2, \ldots, m \), \( j = 1, 2, \ldots, n \), such that

\[
Q + \begin{bmatrix}
\sum_{i=1}^{m} E_i^T R_i^{-1} E_i & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \sum_{i=1}^{m} H_i R_i H_i^T
\end{bmatrix} < 0.
\]

**Proof of Proposition 4:** Proposition 4 is an extension of Proposition 2, and the mostly straightforward proof is omitted.

At this stage, define the transfer functions \( G_{p1}(s) \) and \( G_{p2}(s) \) as

\[
G_{p1}(s) = G_{p1n}(s) + G_{p1a}(s)
\]

\[
G_{p2}(s) = G_{p2n}(s) + G_{p2a}(s)
\]

where

\[
G_{p1n}(s) = 1 - G_{sn}(s)
\]

\[
G_{p1a}(s) = -G_{sa}(s)
\]

\[
G_{p2n}(s) = \frac{(a^T x)^T s_{m+n}^T}{d_c(s)}
\]

\[
G_{p2a}(s) = \frac{(a_d \Delta_{ad} x)^T s_{m+n-1}^T}{d_c(s)}.
\]

From Proposition 3, \( |S(j\omega)| < \rho_s, \omega \in \Omega_s \) is guaranteed if the following two conditions hold:

\[
|G_{p1}(j\omega)| < \delta_s, \quad \omega \in \Omega_s
\]

and

\[
|G_{p2}(j\omega)| < (1 - \delta) \rho_s, \quad \omega \in \Omega_s
\]

with \( \delta_s \in (0, 1) \). Since \( G_{p1n}(s) \) and \( G_{p2n}(s) \) can be realized in the controllable canonical form as

\[
\sum_{p1n} \Delta = [A_{p1n}, B_{p1n}, C_{p1n}, D_{p1n}]
\]

\[
\sum_{p2n} \Delta = [A_{p2n}, B_{p2n}, C_{p2n}, D_{p2n}]
\]

respectively, the state-space realizations of \( G_{p1}(s) \) and \( G_{p2}(s) \) are given by

\[
\sum_{p1} \Delta = [A_{p1n}, B_{p1n}, C_{p1n} + a_d \Delta_{ad} X + b_d \Delta_{bd} Y, D_{p1n}]
\]

\[
\sum_{p2} \Delta = [A_{p2n}, B_{p2n}, C_{p2n} + a_d \Delta_{ad} X, D_{p2n}]
\]

respectively.

Then, the conditions of robust performance specification in terms of the sensitivity function are summarized by Theorem 2.

**Theorem 2:** The robust performance specification \( |S(j\omega)| < \rho_s, \omega \in \Omega_s \) of the system (1) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller (3) if and only if there exist Hermitian matrices \( P_{p1} \) and \( Q_{p1} > 0, P_{p2} > 0, Q_{p2} > 0, \) and diagonal matrices \( R_{p1a} > 0, R_{p1b} > 0, R_{p2a} > 0, R_{p2b} > 0 \) such that

\[
\begin{bmatrix}
\Gamma_{p1} & C_{p1n} & X^T \\
C_{p1n}^T & D_{p1n} & 0 \\
X & 0 & -R_{p1a} & 0
\end{bmatrix} \begin{bmatrix}
\Gamma_{p2} & C_{p2n} & X^T \\
C_{p2n}^T & D_{p2n} & 0 \\
X & 0 & -R_{p2b}
\end{bmatrix} < 0
\]

where

\[
\Gamma_{p1} = \begin{bmatrix} A_{p1n} & B_{p1n} \end{bmatrix}^T \Xi_{p1} \begin{bmatrix} A_{p1n} & B_{p1n} \end{bmatrix} + \begin{bmatrix} 0 & 0 \end{bmatrix} - \delta_s
\]

\[
\Gamma_{p2} = \begin{bmatrix} A_{p2n} & B_{p2n} \end{bmatrix}^T \Xi_{p2} \begin{bmatrix} A_{p2n} & B_{p2n} \end{bmatrix} + \begin{bmatrix} 0 & 0 \end{bmatrix} - (\delta_s - 1) \rho_s
\]

\[
\Xi_{p1} = \Phi_s \otimes P_{p1} + \Psi_s \otimes Q_{p1}, \quad \Xi_{p2} = \Phi_s \otimes P_{p2} + \Psi_s \otimes Q_{p2}, \quad \Phi_s \quad \text{and} \quad \Psi_s \quad \text{are matrices that characterize the frequency range as given in Section 1,} \quad H_{p1} = a_d R_{p1a} a_d^T + b_d R_{p1b} b_d^T - \delta_s, \quad H_{p2} = a_d R_{p2a} a_d^T + (\delta_s - 1) \rho_s.
\]

**Proof of Theorem 2:** The proof is shown in Appendix D.

Furthermore, the results on the specification in terms of the sensitivity function \( |S(j\omega)| < \rho_s, \omega \in \Omega_s \) can be extended to the specification on the complementary sensitivity function \( |T(j\omega)| < \rho_s, \omega \in \Omega_s \). Thus, define transfer functions \( G_{p3}(s) \) as

\[
G_{p3}(s) = G_{p3n}(s) + G_{p3a}(s)
\]
where

\[
G_{p3n}(s) = \frac{(b^T y)_{m+n}^T}{d_c(s)}
\]

\[
G_{p3n}(s) = \frac{(b_d \Delta_b) * y)_{m+n-1}^T}{d_c(s)}
\]

From Proposition 3, \( |T(j\omega)| < \rho_1, \omega \in \Omega \) is guaranteed if the following two conditions hold:

\[
|G_{p1}(j\omega)| < \delta_1, \omega \in \Omega
\]

and

\[
|G_{p3}(j\omega)| < (1 - \delta_1)\rho_1, \omega \in \Omega
\]

with \( \delta_1 \in (0, 1) \). \( G_{p3n}(s) \) can be realized in the controllable canonical form as

\[
\sum_{p3n} \Delta \{A_{p3n}, B_{p3n}, C_{p3n}, D_{p3n}\}
\]

then the state-space realization of \( G_{p3}(s) \) is given by

\[
\sum_{p3} \Delta \{A_{p3n}, B_{p3n}, C_{p3n} + b_d \Delta_b Y, D_{p3n}\}
\]

It is worth mentioning, at this point, that some rather useful properties hold for the state-space realizations of the nominal models (22), (35), and (45), where \( A_{sn} = A_{p1n} = A_{p2n} = A_{p3n}, B_{sn} = B_{p1n} = B_{p2n} = B_{p3n}, C_{sn} = -C_{p1n}, \) and \( D_{sn} = 1 - D_{p1n} \).

In a similar manner here, in what follows, Theorem 3 is proposed to cater to the robust performance specification in terms of the complementary sensitivity function.

**Theorem 3:** The robust performance specification \( |T(j\omega)| < \rho_1, \omega \in \Omega \) of the system (1) in the presence of bounded parametric uncertainties characterized by standard interval variables is guaranteed under the controller (3) if and only if there exist Hermitian matrices \( F_{p3} \) and \( Q_{p3} > 0, P_{p4} \) and \( Q_{p4} > 0 \), and diagonal matrices \( R_{p3n} > 0, R_{p3b} > 0 \) and \( R_{p4a} > 0, R_{p4b} > 0 \) such that

\[
\begin{bmatrix}
\Gamma_{p3} & C_{p1n}^T & X^T & Y^T \\
C_{p1n} & D_{p1n} & H_{p3} & 0 \\
X & 0 & -R_{p3n} & 0 \\
Y & 0 & 0 & -R_{p3b}
\end{bmatrix} < 0
\]

\[
\begin{bmatrix}
\Gamma_{p4} & C_{p3n}^T & X^T & \quad \\
C_{p3n} & D_{p3n} & H_{p4} & 0 \\
X & 0 & -R_{p4a} & 0
\end{bmatrix} < 0
\]

where

\[
\begin{bmatrix}
\Gamma_{p3} = \begin{bmatrix}
A_{p1n} & B_{p1n} \\
I & 0
\end{bmatrix} \Xi_{p3} \begin{bmatrix}
A_{p1n} & B_{p1n} \\
I & 0
\end{bmatrix}^T + \begin{bmatrix}
0 & 0 \\
0 & -\delta_1
\end{bmatrix}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\Gamma_{p4} = \begin{bmatrix}
A_{p3n} & B_{p3n} \\
I & 0
\end{bmatrix} \Xi_{p4} \begin{bmatrix}
A_{p3n} & B_{p3n} \\
I & 0
\end{bmatrix}^T + \begin{bmatrix}
0 & 0 \\
0 & (\delta_1 - 1)\rho_1
\end{bmatrix}
\end{bmatrix}
\]

Based on all the above developments and analysis, it can now be noted that with the work in this article, the fixed-order controller considering robust stability and performance can be designed by solving the LMIIs (26), (37), (38), (47), and (48).

**Remark 3:** For an uncertain system, our proposed methodology formulates the loop shaping problem with fewer conditions, as compared to classical robust control methods. Take an uncertain polytopic system as an example, each vertex is required to be taken into account in the loop shaping problem, and the number of these vertices grows exponentially with the number of parametric uncertainties, which results in significantly increasing conditions in the classical design algorithms. For instance, by using the classical robust control methods, if the number of parametric uncertainties is 8, then a total of 256 vertices are to be considered, which leads to 1280 LMIIs to solve. But with our proposed approach, only one-time checking of matrix existence by solving five LMIIs is needed exclusively, regardless of the numbers of parameter uncertainties. It is underscored that in this work here, when compared with other available existing approaches, it is noteworthy that the methodology developed provides an essential basis for the design of a fixed-order controller for a system with bounded parametric uncertainties, but which avoids the tedious but necessary evaluations of the specifications on all the extreme models in an explicit manner (which is typically needed in the usual LMI-based linear robust dynamic controllers for uncertain systems). Thus, in this important sense, the approach here certainly outperforms such usual available approaches (as at least equivalent control system performance is attained with significantly simpler and practically more manageable design computations).

**Remark 4:** It can also be noted that depending on the design specifications on a specific problem, the conditions on the robust stability, the robust performance in terms of the sensitivity function, and the robust performance in terms of the complementary sensitivity function can be implemented either separately or together.

**Remark 5:** In the closed-loop shaping problem, the specifications on the sensitivity function and the complementary sensitivity function are important indicators to ensure good system performance. The magnitudes of their target values under a specific frequency range are usually predefined by the user, which are dependent on the actual problem. It is well known that standard and typical selections of their limiting bounds \( \rho_1 \) and \( \rho_2 \) are given by \(-3 \) dB, and these limiting bounds physically guarantee an effective closed-loop bandwidth and a roll-off frequency for the control system. It is also noted that \( \rho_1 \) and \( \rho_2 \) can be simply converted to the optimization objective, so that they can be minimized during the optimization, which physically represents the optimization of disturbance rejection ability and roll off ability, respectively.
V. ILLUSTRATIVE EXAMPLES

In this section, Example 1 is given to show how the proposed method outperforms the existing methods in terms of the computational efficiency and system performance. Then, Example 2 is given to show the applicability of the proposed approach facing high-order systems, and also to evaluate the effect of order selection on the closed-loop performance.

Example 1: Consider the nominal model of a third-order plant

\[ P(s) = \frac{b_1 s^2 + b_2 s + b_3}{s^3 + a_1 s^2 + a_2 s + a_3} \]  

with \( a_1 = 6, a_2 = 3, a_3 = -10, b_1 = 1, b_2 = 8, \) and \( b_3 = 4. \) Assume the parametric uncertainties exist in \( a_1, a_2, a_3 \) and \( b_1, b_2, b_3, \) and the deviations of these parameters are all \( \pm 20\% \) of their nominal values. A second-order controller is to be designed, where

\[ K(s) = \frac{y_0 s^2 + y_1 s + y_2}{s^2 + x_1 s + x_2}. \]

To the industrial preference in terms of practical implementation, \( x_2 \) is set to be zero so that \( K(s) \) becomes a PID controller with a low-pass filter. Here, the typical desirable design specifications would include the robust stability and the robust performance with the sensitivity function \( |S(j\omega)| < -3 \) dB under the frequency range \( \omega \in [0.01 \text{ rad/s}, 0.1 \text{ rad/s}] \), and the complementary sensitivity function \( |T(j\omega)| < -3 \) dB under the frequency range \( \omega \in [20 \text{ rad/s}, 100 \text{ rad/s}] \) (essentially stated in this equivalent manner).

With the methodology proposed here, the design can proceed with the steps where a Hurwitz polynomial is chosen as \( d(s) = s^2 + 8.5266 s^4 + 37.8674 s^3 + 61.1969 s^2 + 111.3138 s + 22.2339 \) and the parameters \( \delta_1 \) and \( \delta_2 \) are chosen as 0.5. The LMIs (26), (37), (38), (47), and (48) are then constructed and solved by the YALMIP Toolbox in MATLAB. In this case, only five LMIs are required in the program, and the resulting controller parameters are given by \( x_1 = 0.1220, y_0 = 4.4876, y_1 = 10.8275, \) and \( y_2 = 5.0017. \) In the simulation, we use a plant \( \tilde{P}(s) \) with one set of the uncertain parameters given by \( \tilde{a}_1 = 5.4018, \tilde{a}_2 = 3.5486, \tilde{a}_3 = -9.9415, \tilde{b}_1 = 1.0253, \) \( \tilde{b}_2 = 6.9044, \) and \( \tilde{b}_3 = 3.6471. \) The controller parameters obtained by the proposed approach are then implemented on the uncertain plant \( \tilde{P}(s), \) and it can be easily verified that the closed-loop system is stabilized. The Bode diagrams of the uncertain plant \( \tilde{P}(s), \) the controller \( K(s), \) and the open-loop system \( \tilde{P}(s)K(s) \) are shown in Fig. 1. Also, the Bode diagrams of the sensitivity function \( S(j\omega) \) and the complementary sensitivity function \( T(j\omega) \) are illustrated in Figs. 2 and 3, respectively. It is shown that all the design specifications are met by using the proposed approach, and the stated robust stability and performance are successfully achieved with a fixed-order controller design under this situation of an uncertain system.

In the following work, the case by using our proposed method is denoted by case I. For comparative purposes, the fixed-order controller design approach adopted in [38] is used with the same Hurwitz polynomial as our proposed approach.

![Bode Diagram](image)

**Fig. 1.** Bode diagrams of the plant, the controller, and the open-loop system in Example 1.

![Bode Diagram](image)

**Fig. 2.** Bode diagram of the sensitivity function in Example 1.

With this approach, first, all the uncertain systems are considered, and this case is denoted by case II. Since there are six uncertain parameters in the plant, the number of resulting uncertain systems is given by \( 2^6 = 64. \) As a result, 320 LMIs are integrated into the program considering robust stability and robust performance in terms of the sensitivity function and the complementary sensitivity function. In this case, the controller parameters are given by \( x_1 = 4.3019, y_0 = 3.3176, y_1 = 14.2065, \) and \( y_2 = 23.1537. \) Second, only the nominal system is considered in this method, and this case is denoted by case III. In this case, only five LMIs are required in the program, and the controller parameters are given by \( x_1 = -2.1154, y_0 = 6.4929, y_1 = 10.7699, \) and \( y_2 = 7.2600. \)

In terms of the computational effort, the computational time (yalmpitime) in all three cases is recorded and summarized in Table II. As can be seen, the computational time in case I and case III is far less than case II, and the main reason is...
that case II considers the whole uncertain domain by checking all the 64 uncertain systems. In fact, the number of uncertain systems grows exponentially with the number of parametric uncertainties in the plant. When the number of uncertainties increases, the computation is rather costly and the difference in computational time between case I and case II would be more significant and more clearly observed. Compared with case II, our proposed methodology manipulates all these parametric uncertainties as a whole, and thus only a one-time checking of matrix existence by solving five LMIs is needed exclusively, regardless of the number of parameter uncertainties. Moreover, the difference in computational time between case I and case III is minimal. However, case III only takes the nominal system into consideration, and thus the system performance would be degraded if the system is perturbed.

To sum up, the proposed approach has demonstrated its effectiveness and efficiency in solving a class of loop shaping problems. Rather importantly, the proposed method maintains good robustness toward parametric uncertainties, and also avoids the computational burden resulted from the necessity of checking the robust stability and performance for all uncertain systems in an explicit manner (as in the traditional robust control techniques).

Example 2: Consider the nominal model of a fifth-order plant

$$P(s) = \frac{b_1 s^4 + b_2 s^3 + b_3 s^2 + b_4 s + b_5}{s^5 + a_1 s^4 + a_2 s^3 + a_3 s^2 + a_4 s + a_5} \quad (53)$$

with $a_1 = 15.5$, $a_2 = 92.0$, $a_3 = 260.5$, $a_4 = 351.0$, $a_5 = 180.0$, $b_1 = 1$, $b_2 = 12.3$, $b_3 = 54.65$, $b_4 = 103.725$, and $b_5 = 70.875$. Assume the parametric uncertainties exist in $a_1, a_2, a_3, a_4, a_5$ and $b_1, b_2, b_3, b_4, b_5$, and the deviations of these parameters are all $\pm 20\%$ of their nominal values. Similar settings and desirable design specifications as in Example 1 are given. An uncertain plant $\hat{P}(s)$ with $a_1 = 15.5668$, $a_2 = 103.6887$, $a_3 = 291.2214$, $a_4 = 371.2623$, $a_5 = 171.2599$, $b_1 = 1.0927$, $b_2 = 13.0269$, $b_3 = 53.5772$, $b_4 = 105.6754$.
and $b_5 = 65.1007$ are used in the simulation to observe the time-domain performance.

First, a third-order controller is to be designed, where

$$K(s) = \frac{y_0 s^3 + y_1 s^2 + y_2 s + y_3}{s^3 + x_1 s^2 + x_2 s + x_3} \tag{54}$$

with $x_3 = 0$. A Hurwitz polynomial is chosen as $d_c(s) = s^8 + 17.5s^7 + 142.8s^6 + 714.8s^5 + 2273.2s^4 + 4313.2s^3 + 4336.4s^2 + 1824.8s + 141.7$. The resulting controller parameters are given by $x_1 = 0.1536$, $x_2 = 0.1834$, $y_0 = 4.7589$, $y_1 = 13.3219$, $y_2 = 3.1159$, and $y_3 = 0.8616$. The Bode diagrams of the uncertain plant $\hat{P}(s)$, the controller $K(s)$, and the open-loop system $\hat{P}(s)K(s)$ are shown in Fig. 5. Additionally, the Bode diagrams of the sensitivity function $S(j\omega)$ and the complementary sensitivity function $T(j\omega)$ are illustrated in Figs. 6 and 7, respectively. Similar to Example 1, the design specifications are successfully achieved.

Next, a second-order controller is to be designed, where

$$K(s) = \frac{y_0 s^2 + y_1 s + y_2}{s^2 + x_1 s + x_2} \tag{55}$$

with $x_2 = 0$. A Hurwitz polynomial is chosen as $d_c(s) = s^7 + 19.5s^6 + 156.1s^5 + 657.5s^4 + 1540.6s^3 + 1919.2s^2 + 1040.1s + 85.1$. The resulting controller parameters are given by $x_1 = 0.3139$, $y_0 = 6.0394$, $y_1 = 3.7536$, and $y_2 = 0.7540$. The Bode diagrams of the uncertain plant $\hat{P}(s)$, the controller $K(s)$, and the open-loop system $\hat{P}(s)K(s)$ are shown in Fig. 8. The Bode diagrams of the sensitivity function $S(j\omega)$ and the complementary sensitivity function $T(j\omega)$ are illustrated in Figs. 9 and 10, respectively. Similarly, the design specifications are successfully achieved.
VI. CONCLUSION

In this work, a fixed-order robust controller design approach is developed under a specific restricted frequency range. To achieve this, first, an initial set of newly developed theoretical results to be used in the robust stability and robust performance criteria are presented. Second, the robust stabilization condition for the situation of uncertain systems is constructed with the concept of positive realness. Third, the robust performance specifications are characterized under a restricted frequency range; and the frequency-domain system performance from the viewpoint of sensitivity shaping is realized in a time-domain framework. These conditions for robust stability and robust performance are given and formulated by the respective LMI. Illustrative examples of relevant appropriate controller design problems are given and the effectiveness and efficiency of the proposed theoretical results are validated from the comparative simulations.

APPENDIX A
PROOF OF PROPOSITION 1

Sufficiency: By matrix decomposition, (16) is equivalent to
\[
Q + \begin{bmatrix} 0 \\ H \end{bmatrix} \Delta \begin{bmatrix} E & 0 \end{bmatrix} + \begin{bmatrix} E & 0 \end{bmatrix}^T \Delta \begin{bmatrix} 0 \\ H \end{bmatrix}^T < 0. \tag{56}
\]

\(0 \ T\) can be partitioned as \(n\) column vectors, i.e., \(H_1, H_2, \ldots, H_n\); similarly, \([E \ 0]\) can be partitioned as \(n\) row vectors, i.e., \(E_1, E_2, \ldots, E_n\). Then, it is easy to obtain
\[
\begin{bmatrix} 0 \\ H \end{bmatrix} \Delta \begin{bmatrix} E & 0 \end{bmatrix} + \begin{bmatrix} E & 0 \end{bmatrix}^T \Delta \begin{bmatrix} 0 \\ H \end{bmatrix}^T
= \sum_{i=1}^{n} (H_i \delta_i E_i + E_i^T \delta_i H_i^T).
\tag{57}
\]

Thus, (56) is equivalent to
\[
Q + \sum_{i=1}^{n} (H_i \delta_i E_i + E_i^T \delta_i H_i^T) < 0. \tag{58}
\]

Define
\[
Q_{n-1} = Q + \sum_{i=1}^{n-1} (H_i \delta_i E_i + E_i^T \delta_i H_i^T) \tag{59}
\]
then (58) can be written as
\[
Q_{n-1} + H_n \delta_n E_n + E_n^T \delta_n H_n^T < 0. \tag{60}
\]

From Lemma 1, (60) holds if and only if there exists \(\varepsilon_n > 0\) such that
\[
Q_{n-1} + \varepsilon_n H_n H_n^T + \varepsilon_n^{-1} E_n^T E_n < 0. \tag{61}
\]

Similarly, define
\[
Q_{n-2} = Q + \sum_{i=1}^{n-2} (H_i \delta_i E_i + E_i^T \delta_i H_i^T) + \varepsilon_n H_n H_n^T + \varepsilon_n^{-1} E_n^T E_n
\tag{62}
\]
then we have
\[
Q_{n-2} + H_n \delta_n E_n + E_n^T \delta_n H_n^T < 0. \tag{63}
\]

Based on the obtained third-order controller and second-order controller, simulations in the time domain are carried out with the same task as in Example 1 (to track a sinusoidal signal). Fig. 11 shows the comparison of tracking performance in the closed-loop control. It can be seen that the third-order controller gives better performance. It is underscored that the deployment of a higher-order controller does not always mean that the system performance is better than the one attained by a lower-order controller (because the selection of the Hurwitz polynomial is also essential in terms of the system performance). Generally, higher-order controllers allow for more flexibility on the controller design. For some systems, it could be not possible to assure the stability via low-order controllers, while higher-order controllers would give more freedom to manipulate.
Again, from Lemma 1, (63) holds if and only if there exists $\varepsilon_{n-1} > 0$ such that

$$Q_{n-2} + \varepsilon_{n-1} H_{n-1} H_{n-1}^T + \varepsilon_{n-1}^{-1} E_{n-1} E_{n-1} < 0. \quad (64)$$

Substituting (62) to (64), we have

$$Q + \sum_{i=1}^{n-2} (H_i \delta_i E_i + E_i^T \delta_i H_i^T) + \varepsilon_{n-1} H_{n-1} H_{n-1}^T + \varepsilon_{n-1}^{-1} E_{n-1} E_{n-1} < 0. \quad (65)$$

In a similar way, it is straightforward that (66) holds if and only if there exist $\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n > 0$ such that

$$Q + \sum_{i=1}^{n} (\varepsilon_i H_i H_i^T + \varepsilon_i^{-1} E_i E_i) < 0. \quad (66)$$

Define $R = \text{diag} [\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n]$, we have

$$Q + [E \quad 0]^T R^{-1} [E \quad 0] + \begin{bmatrix} 0 \\ H \\ 0 \\ 0 \end{bmatrix} R \begin{bmatrix} 0 \\ -H \\ 0 \\ 0 \end{bmatrix}^T < 0 \quad (67)$$

which can be further expressed by

$$Q + \begin{bmatrix} E^T R^{-1} E \\ 0 \\ 0 \end{bmatrix} < 0. \quad (68)$$

**APPENDIX B**

**PROOF OF THEOREM 1**

From Lemma 2, considering the state-space realization (23), the positive realness condition (25) is guaranteed if and only if there exists a Hermitian matrix $P_s > 0$ such that

$$\begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix}^T \begin{bmatrix} 0 & P_s \\ P_s & 0 \end{bmatrix} \begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix} + \begin{bmatrix} 0 & C_{sn} \\ C_{sn} & D_{sn} + D_{sn}^T \end{bmatrix} < 0 \quad (69)$$

From Proposition 2, (69) holds if and only if there exist positive-definite diagonal matrices $R_{sa}$ and $R_{sb}$ such that

$$\begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix}^T \begin{bmatrix} 0 & P_s \\ P_s & 0 \end{bmatrix} \begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix} + \begin{bmatrix} 0 & C_{sn} \\ C_{sn} & D_{sn} + D_{sn}^T \end{bmatrix} < 0 \quad (70)$$

Then, we have

$$\begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix}^T \begin{bmatrix} 0 & P_s \\ P_s & 0 \end{bmatrix} \begin{bmatrix} A_{sn} & B_{sn} \\ I & 0 \end{bmatrix} + \begin{bmatrix} 0 & C_{sn} \\ C_{sn} & D_{sn} + D_{sn}^T \end{bmatrix} + \begin{bmatrix} a_d R_{sa} a_d^T \end{bmatrix} + \begin{bmatrix} b_d R_{sb} b_d^T \end{bmatrix} < 0 \quad (71)$$

which can be further expressed in the form of (26). This completes the proof of the theorem.
which can be further expressed in the form of (37).

Therefore, it can be obtained that the condition (33) is guaranteed if and only if there exist Hermitian matrices $P_{p1}$ and $Q_{p1} > 0$, and positive-definite diagonal matrices $R_{p1a}$ and $R_{p1b}$ such that (37) is satisfied. Similarly, the condition (34) is guaranteed if and only if there exist Hermitian matrices $P_{p2}$ and $Q_{p2} > 0$, and positive-definite diagonal matrices $R_{p2a}$ and $R_{p2b}$ such that (38) is satisfied. This completes the proof of the theorem.
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