Selective decay for the rotating shallow-water equations with a structure-preserving discretization.
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Numerical models of weather and climate critically depend on long-term stability of integrators for systems of hyperbolic conservation laws. While such stability is often obtained from (physical or numerical) dissipation terms, physical fidelity of such simulations also depends on properly preserving conserved quantities, such as energy, of the system. To address this apparent paradox, we develop a variational integrator for the shallow water equations that conserves energy, but dissipates potential enstrophy. Our approach follows the continuous selective decay framework [F. Gay-Balmaz and D. Holm. Selective decay by Casimir dissipation in inviscid fluids. Nonlinearity, 26(2):495, 2013], which enables dissipating an otherwise conserved quantity while conserving the total energy. We use this in combination with the variational discretization method [D. Pavlov, P. Mullen, Y. Tong, E. Kanso, J. Marsden and M. Desbrun. Structure-preserving discretization of incompressible fluids. Physica D: Nonlinear Phenomena, 240(6):443-458, 2011] to obtain a discrete selective decay framework.

This is applied to the shallow water equations, both in the plane and on the sphere, to dissipate the potential enstrophy. The resulting scheme significantly improves the quality of the approximate solutions, enabling long-term integrations to be carried out.

1 Introduction

Numerical weather and climate prediction requires the modeling of geophysical flows in the atmosphere and oceans on the globe. The atmosphere or ocean can be seen as a thin layer of fluid above the surface of the Earth and, thus, the shallow water equations (SWE) are a useful simplified model of the dynamics of geophysical flows around the Earth. These flows are approximately two-dimensional, and we can get insight into their flow dynamics by studying the principles of two-dimensional turbulence. Important features of an incompressible turbulent flow are the cascades of enstrophy and energy, where the enstrophy transfers to higher wave numbers while the energy transfers to lower wave numbers, see e.g. Refs. [18, 21]. Numerical investigations of this phenomenon have led to the selective decay hypothesis [23], which states that the enstrophy accumulation at the grid-scale should be dissipated to damp this small scale noise while energy should be conserved. We note that, in this setting, energy conservation alone is not enough to preclude the emergence of unphysical small scale oscillations (or: spurious modes) and to guarantee convergence to an accurate numerical solution. In practice, the dynamical core of a simulation needs to have several properties to guarantee accuracy, such as a control over spurious dynamical modes and mimetic and conservation properties, see Ref. [36] for details.

Following the selective decay hypothesis, energy conserving and enstrophy dissipating numerical schemes for the SWE and other equations have been developed. Based on the anticipated vorticity method (APVM) [33], an energy conserving and enstrophy dissipating finite-difference model was developed in Ref. [2]. Moreover, the anticipated vorticity model has been widely
used to dissipate enstrophy and stabilize the fields, see Refs. [20, 24, 29, 31]. In Ref. [35],
energy dissipated by a hyperviscosity term was “reinserted” to the system by adding random
perturbations or specific large-scale velocity patterns.

In Ref. [39], enstrophy was dissipated using a spectral filter. Further, in Ref. [25], external
forcing inputs are designed which change energy and enstrophy selectively. Then, in Ref. [37],
a scheme was proposed where the lost energy is repaired by adding a vorticity perturbation to
the preliminary vorticity field at each timestep. Moreover, in Ref. [26], an energy-conserving
and enstrophy-dissipating upwind-stabilization for finite-element discretizations was developed
which was extended and applied in Refs. [34, 41].

However, many such methods directly manipulate the equations of motion to include the
dissipation, which can have unpredictable consequences for the physical fidelity of the resulting
numerical scheme. An alternative and more general method for developing energy-conserving
dissipation schemes was introduced through the Lie–Poisson framework in Refs. [12, 13]. While
this approach appears to have great potential, it has not yet been applied to discrete models of
geophysical fluid dynamics. In this paper, we aim to “connect the dots”, leveraging the energy
conservation from the Lie–Poisson framework via a structure-preserving discretization method.
Structure-preserving integrators for differential equations generally guarantee long-term stabil-
ity, consistency in statistical properties, and prevention of a systematic drift in stationary or
periodic solutions, see Refs. [14, 19, 38].

Here, we focus on variational integrators. These schemes are based on first discretizing the
underlying variational principle and, then, deriving numerical schemes from the discrete Euler–
Lagrange equations [22]. In Ref. [3], a variational discretization of the SWE was carried out.
Following this, in Ref. [5], the scheme was extended to the sphere, and it was observed that a
stabilization of the scheme was needed to carry out long-term simulations of more than 50 days,
but also to avoid spurious small scale noise. In this paper, we review the continuous selective
decay theory to introduce a discretization of the selective decay that mimics the continuous
theory. We apply the new framework to obtain a discretization of the SWE that dissipates
enstrophy and conserves energy. In particular, we extend the discrete SWE introduced in Refs.
[3, 5] with the selective decay and carry out benchmarks in the plane and on the sphere.

This article is structured as follows. In Section 2, we review the continuous theory for
variational discretization. The continuous Casimir dissipation idea is introduced in Section 3.
Then, Section 4 is devoted to a description of the discrete integrator for the SWE proposed
herein. In Section 5, we verify the consistency of the discrete commutator and present results
from numerical simulations. The conclusions are given in Section 6. Furthermore, some detailed
computations are presented in the appendix.

2 Euler–Poincaré equations

To obtain selective decay in the numerical scheme, we will use variational discretization, which
mimics the continuous variational structure. On the continuous level, the equations of motion
are obtained by defining a Lagrangian and computing the variational principle. This relies on
the Euler–Poincaré reduction: the reformulation of Hamilton’s principle from the Lagrangian to
the Eulerian description. Thus, to understand the discretization procedure, we first review how
we obtain the equations in the Euler–Poincaré framework.

The motion of a compressible fluid on a smooth manifold $M$ (such as the surface of a sphere)
is formally described by curves (functions) $\varphi : [0, T] \to \text{Diff}(M)$ that are critical for the Hamilton
principle,

$$\delta \int_0^T L(\varphi, \dot{\varphi}) \, dt = 0,$$

(1)

with respect to variations $\delta \varphi$ vanishing at $t = 0$ and $t = T$. Here, $\text{Diff}(M)$ is the group of
diffeomorphisms of the fluid domain $M$ (differentiable one-to-one maps of $M$ onto itself with differentiable inverses), and $L$ is the Lagrangian of the fluid model expressed in terms of the Lagrangian fluid trajectory $\varphi$ and Lagrangian fluid velocity $\dot{\varphi}$. The variational principle (1) gives the equations in the Lagrangian description. For many computational approaches, it is more attractive to use a fixed Eulerian domain and, thus, Eulerian variables. Rewriting the principle in Eq. (1) in Eulerian variables yields the Euler–Poincaré variational principle which involves constrained variations, see Ref. [17] for a complete treatment. Here, we give a brief overview and refer to the appendix of Ref. [5] for a more detailed review for the case of the rotating shallow water equations on Riemannian manifolds.

We assume that $M$ is endowed with a Riemannian metric and denote by $d\sigma$ the associated Riemannian volume form. The examples treated in this paper will be a doubly periodic domain $\Omega$ endowed with the Euclidean metric and a sphere endowed with its standard Riemannian metric; hence, we assume that $M$ has no boundary. The Eulerian variables defined in terms of the Lagrangian fluid trajectory are the fluid velocity $u = \varphi \circ \varphi^{-1} \in \mathcal{X}(M)$ (vector fields on $M$) and the fluid depth $h = (h_0/J\varphi) \circ \varphi^{-1} \in \text{Den}(M)$ (densities on $M$), where $h_0$ is the initial fluid depth and $J\varphi$ is the Jacobian of $\varphi$ with respect to $d\sigma$. The volume form allows the identification of the space of densities on $M$ with the space of functions on $M$. From these relations, the Lagrangian $L(\varphi, \dot{\varphi})$ can be written in terms of $u$ and $h$, which yields the reduced Lagrangian $\ell: \mathcal{X}(M) \times \text{Den}(M) \rightarrow \mathbb{R}$. A consequence of the definition of $h$ is the mass continuity equation

$$\partial_t h + \text{div}(hu) = 0, \quad (2)$$

with div being the divergence operator on $M$ defined by $L_u d\sigma = (\text{div} u) d\sigma$. Then, (1) yields the Euler–Poincaré variational principle with respect to constrained variations,

$$\delta \int_0^T \ell(u, h) \, dt = 0 \quad \text{for} \quad \begin{cases} \delta u = \partial_t v + [u, v] \\ \delta h = - \text{div}(hv) \end{cases}, \quad (3)$$

where $v$ is an arbitrary time-dependent vector field with $v(0) = v(T) = 0$ and $[\cdot, \cdot]$ is the Lie bracket of vector fields, $[u, v]^t = u^t \partial_j v^i - v^i \partial_j u^t$ using the Einstein summation convention.

To compute the equations of motion in Eulerian variables, we need the functional derivatives $\frac{\delta \ell}{\delta u} \in \Omega^1(M)$ (one-forms on $M$) and $\frac{\delta \ell}{\delta h} \in F(M)$ (scalar functions on $M$) which are defined by the duality pairings,

$$\begin{align*}
\langle \frac{\delta \ell}{\delta u}, \delta u \rangle_1 &:= \int_M \frac{\delta \ell}{\delta u} \cdot \delta u \, d\sigma = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \ell(u + \varepsilon \delta u, h), \\
\langle \frac{\delta \ell}{\delta h}, \delta h \rangle_0 &:= \int_M \frac{\delta \ell}{\delta h} \delta h \, d\sigma = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \ell(u, h + \varepsilon \delta h),
\end{align*} \quad (4)$$

for arbitrary $\delta u$ and $\delta h$. Note that we denote the duality pairing between a one-form $\frac{\delta \ell}{\delta u}$ and a vector field $\delta u$ as $\langle \cdot, \cdot \rangle_1$ and the dual pairing between a function $\frac{\delta \ell}{\delta h}$ and a density $\delta h$ as $\langle \cdot, \cdot \rangle_0$.

The variational principle (3) yields the Euler–Poincaré equations,

$$\partial_t \frac{\delta \ell}{\delta u} + \mathfrak{L}_u \frac{\delta \ell}{\delta u} = h \frac{\delta \ell}{\delta h}, \quad (6)$$

where $\mathfrak{L}_u m = i_u dm + d(i_u m) + m \text{div } u$ for a one-form $m$ and a vector field $u$. Here $i_u \alpha$ denotes the contraction of a vector field $u$ with a differential form $\alpha$ and $d$ is the exterior derivative. We have the relation $L_u(m \otimes d\sigma) = \mathfrak{L}_u m \otimes d\sigma$, where $L_u$ is the Lie derivative of the one-form density $m \otimes d\sigma$.

In Euclidean space, using the identity

$$\mathfrak{L}_u v = u \cdot \nabla v + \nabla u^\top v + v \text{ div } u,$$
the Euler–Poincaré equations reduce to
\[ \partial_t \frac{\delta \ell}{\delta u} + u \cdot \nabla \frac{\delta \ell}{\delta u} + \nabla u^\top \frac{\delta \ell}{\delta u} + \frac{\delta \ell}{\delta u} \text{div} u = h \nabla \frac{\delta \ell}{\delta h}. \]

### 2.1 Variational principle for the SWE

For the rotating shallow water equations on a two-dimensional Riemannian manifold \( M \), the Lagrangian is given by
\[ \ell(u, h) = \int_M \left[ \frac{1}{2} h u^b \cdot u + h r^b \cdot u - \frac{1}{2} g(h + \eta_b)^2 \right] d\sigma, \]
(7)

where \( \eta_b \) is the bottom topography, \( g \) is the gravitational acceleration and \( r \) is the vector potential of the angular velocity of the Earth. Here, \( ^b: TM \to TM^* \) is the flat operator of the Riemannian metric, that associates a one-form \( u^b \) to a vector field \( u \). With the variational derivatives \( \frac{\delta \ell}{\delta u} = h(u^b + r^b) \) and \( \frac{\delta \ell}{\delta h} = \frac{1}{2} u^b \cdot u + r^b \cdot u - g(h + \eta_b) \), the Euler–Poincaré equation (6) gives the momentum equations of the SWE in the space of one-forms:
\[ \partial_t u^b + i_u d(u^b + r^b) + d \left( \frac{1}{2} u^b \cdot u + g(h + \eta_b) \right) = 0. \]
(8)

This general expression reduces in the Euclidean space \( \mathbb{R}^2 \) to:
\[ \partial_t u + (\nabla \times (u + r)) \times u + \nabla \left( \frac{1}{2} |u|^2 + g(h + \eta_b) \right) = 0. \]
(9)

In the next section, we review a new dissipation scheme for our framework, that only acts on one conserved quantity while conserving the energy.

### 3 Selective decay with Casimir dissipation

Given the Lagrangian \( \ell(u, h) \) of the fluid in Eulerian variables, the associated Hamiltonian function \( H(m, h) \) is obtained by the Legendre transformation
\[ H(m, h) = \langle m, u \rangle_1 - \ell(u, h), \]

with \( u \) defined in terms of \( (m, h) \) by the relation \( m = \frac{\delta \ell}{\delta u} \in \Omega^1(M) \). We note the relations
\[ \frac{\delta H}{\delta m} = u \quad \text{and} \quad \frac{\delta H}{\delta h} = -\frac{\delta \ell}{\delta h}. \]
(10)

The Eulerian Lie–Poisson formulation is given by
\[ \frac{df}{dt} = \{f, H\}, \quad \forall f, \]
(11)

with Lie–Poisson bracket \( \{\cdot, \cdot\} \) defined as
\[ \{f, H\} = -\int_M m \cdot [\frac{\delta f}{\delta m}, \frac{\delta H}{\delta m}] d\sigma + \int_M h \left( \frac{\delta f}{\delta h} \frac{\delta H}{\delta m} - \frac{\delta H}{\delta h} \frac{\delta f}{\delta m} \right) d\sigma, \]
(12)

see Ref. [17] for details. The Lie–Poisson equations (11) are equivalent to the system of equations (2) and (6), as can be directly verified by using (10).
Example for the SWE. The Hamiltonian gives the total energy of the system; for the SWE, it reads

$$H(m, h) = \int_M \left[ \frac{1}{2h} |m - hr|^2 + \frac{1}{2} g(h + \eta_h)^2 \right] d\sigma.$$  

(13)

In this case, we have $m = h(u + r)$, so that $\frac{1}{2h} |m - hr|^2 = \frac{1}{2} h |u|^2$, which is the kinetic energy of the fluid.

For the selective decay, we use the relationship between the Lie–Poisson bracket and the conservation laws. A function $C$ is called a *Casimir* for the Lie–Poisson bracket if it satisfies

$$\{C, f\} = 0$$

for all $f$. With this, we have the conservation law $\frac{dC}{dt} = 0$ along solutions of the Lie–Poisson system $\dot{f} = \{f, H\}$, for any Hamiltonian $H$. In the next section, the Lie–Poisson bracket is extended to dissipate a Casimir but still conserve energy. In Section 3.2, we give a concrete example of a Casimir for the SWE.

### 3.1 Casimir dissipation

In this section, we recall the approach to selective decay developed in Ref. [13]. Let $\gamma: \mathfrak{X}(M) \times \mathfrak{X}(M) \to \mathbb{R}$ be a positive and symmetric bilinear form (with associated norm $\| \cdot \|_\gamma$) and $C$ a Casimir function. The Casimir dissipation is introduced in the Lie–Poisson formulation as follows

$$\frac{df}{dt} = \{f, H\} - \theta \gamma \left( \left[ \frac{\delta f}{\delta m}, \frac{\delta H}{\delta m} \right], \left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right] \right),$$

(14)

for some $\theta > 0$. If $f = H$, then (from the definition of the Lie bracket) $\left[ \frac{\delta H}{\delta m}, \frac{\delta H}{\delta m} \right] = 0$, giving

$$\frac{dH}{dt} = 0 - \theta \gamma \left( 0, \left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right] \right) = 0,$$

and we see that the energy remains conserved. For $f = C$, we have

$$\frac{dC}{dt} = 0 - \theta \gamma \left( \left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right], \left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right] \right) = -\theta \left\| \left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right] \right\|_\gamma^2,$$

thus, the Casimir decays in time when $\left[ \frac{\delta C}{\delta m}, \frac{\delta H}{\delta m} \right] \neq 0$.

The corresponding Lagrange–d’Alembert variational principle is given by (see Ref. [13, Eq. (3.7)])

$$\left( \delta \int_0^T \ell(u, h) dt \right) + \theta \int_0^T \gamma \left( \left[ \frac{\delta C}{\delta m}, u \right], \left[ u, v \right] \right) dt = 0,$$

for

$$\begin{align*}
\delta u &= \partial_t v + [u, v] \\
\delta h &= -\text{div}(hv).
\end{align*}$$

(15)

Then, the Casimir dissipative Euler–Poincaré equations (see Ref. [13, Eq. (3.3)]) are

$$\partial_t \frac{\delta \ell}{\delta u} + \mathcal{L}_u \frac{\delta \ell}{\delta u} = h \frac{\delta \ell}{\delta h} + \theta \mathcal{L}_u \left( \left[ u, \frac{\delta C}{\delta m} \right] \right),$$

(16)

where, for a vector field $u \in \mathfrak{X}(M)$, $u^\gamma$ is the one-form on $M$ defined by $\int_M (u^\gamma \cdot v) d\sigma = \gamma(u, v)$, for all $v \in \mathfrak{X}(M)$, and we recall that $m = \frac{\delta \ell}{\delta h}$. We assume that $\gamma$ is such that the one-form $u^\gamma$ is well-defined for all $u \in \mathfrak{X}(M)$, see Ref. [13] for examples.
3.2 Enstrophy dissipation for SWE

Next, we will consider enstrophy dissipation for the SWE. For two-dimensional fluid flows dominated by geostrophic balance, enstrophy is known to cascade to small scales. Thus, in order to obtain physically relevant solutions, it is necessary to dissipate enstrophy at such scales, see Refs. [4, 24, 30]. For the SWE on two-dimensional Riemannian manifolds, the potential enstrophy Casimir is given by

$$C(m, h) = \frac{1}{2} \int_M h q(m, h)^2 d\sigma$$  \hspace{1cm} (17)

with \(q(m, h)\) the potential vorticity function defined by

$$q(m, h) d\sigma = \frac{1}{h} d\frac{m}{h},$$

where we recall that the 2-form \(d\sigma\) is the Riemannian volume form. The variational derivative of the enstrophy Casimir is found as

$$\delta C = -\frac{1}{h} z \times \nabla q,$$  \hspace{1cm} (18)

where \(z\) is the canonical unit vector pointing in the positive \(z\)-direction. With the Lagrangian (7), the Casimir dissipative Euler–Poincaré equations (16) are given by

$$h \partial_t u^\flat + h_i d(u^\flat + r^\flat) = -hd \left( \frac{1}{2} u^\flat \cdot u + g(h + \eta_b) \right) + \theta \Sigma_u \left( h \left[ u, \frac{\delta C}{\delta m} \right]^\flat \right),$$  \hspace{1cm} (19)

where we choose \(\gamma\) to be the water depth weighted \(L^2\) inner product, i.e., \(\gamma(u, v) = \int_M h(u^\flat \cdot v) d\sigma\), and we note that \(u^\gamma = h u^\flat\), with \(\flat\) associated to the Riemannian metric on \(M\). In \(\mathbb{R}^2\) the Casimir dissipating equation reduces to

$$\partial_t u + (\nabla \times (u + r)) \times u + \nabla \left( \frac{1}{2} |u|^2 + g(h + \eta_b) \right) = \theta \left( u \cdot \nabla w + \nabla u^\top w + w \text{ div } u \right),$$  \hspace{1cm} (20)

where \(w = [u, -\frac{1}{h} z \times \nabla q]\).

4 Discrete selective decay

The discretization process translates each step of the continuous theory to the discrete level. Here, we review the variational discretization process for fluid initially developed in Ref. [27], see also Refs. [3, 8, 10, 11] for extensions, and incorporate the Casimir selective decay into it.

We consider a two-dimensional simplicial mesh \(\mathbb{M}\) with \(n\) cells on the fluids domain, where triangles (\(T\)) are used as the primal grid, and the circumcenter dual (\(\zeta\)) as the dual grid. On the grid (see Fig. 1) we adopt the following notation:

- \(e_{ij} = T_i \cap T_j\) as the primal edge,
- \(\tilde{e}_{ij} = \zeta_+ \cap \zeta_-\) as the dual edge,
- \(\Omega_{ii}\) as the area of triangle \(T_i\),
• $h_i$ as the discrete water depth on $T_i$,
• $(\eta_b)_i$ as the discrete bottom topography on $T_i$,
• $V_{ij}$ is $\mathbf{u}_{eij} \cdot \mathbf{n}_{eij}$ at the edge midpoint.
• $h_{ij} = \frac{1}{2}(h_i + h_j)$ as the water depth averaged to the edge midpoints.

Here, $\mathbf{n}_{eij}$ is the normal vector of edge $e_{ij}$ pointing towards $T_j$.

4.1 Discrete setup

The Euler–Poincaré reduction from the Lie group of diffeomorphisms to its Lie algebra (as discussed in Section 2) is done analogously in the discrete setting by identifying the discrete analogues of Diff($\mathcal{M}$) and Den($\mathcal{M}$). For piecewise constant functions, the discrete diffeomorphism group is the matrix group

$$D(\mathcal{M}) = \{ q \in GL(n)^+ \mid q \cdot \mathbf{1} = \mathbf{1} \},$$

(21)

with $GL(n)^+$ the group of real $n \times n$ matrices with positive determinant and $\mathbf{1} = (1, \ldots, 1)^T$. The condition $q \cdot \mathbf{1} = \mathbf{1}$ means that constants are preserved, which is needed to obtain mass conservation. Then, the Lie algebra of $D(\mathcal{M})$ is

$$\mathfrak{d}(\mathcal{M}) = \{ A \in gl(n) \mid A \cdot \mathbf{1} = 0 \}$$

(22)

with the matrix commutator $[A, B] = AB - BA$ as the Lie bracket, where $gl(n)$ is the Lie algebra of $n \times n$ real matrices. To describe the infinitesimal exchanges of fluid particles between adjacent pairs of cells, a subspace $\mathcal{R} \subset \mathfrak{d}(\mathcal{M})$ is considered [3], which corresponds to discrete vector fields. This subspace is given by

$$R_1 = \{ A \in \mathfrak{d}(\mathcal{M}) \mid A^\top \Omega + \Omega A^\top \text{ is diagonal} \}$$

$$R_2 = \{ A \in \mathfrak{d}(\mathcal{M}) \mid A_{ij} = 0 \quad \forall j \notin N(i) \}$$

$$\mathcal{R} = R_1 \cap R_2,$$

with $N(i)$ being the set of cells sharing an edge with the cell $T_i$ and with $\Omega$ being the $n \times n$ diagonal matrix with elements $\Omega_{ii}$.

Remark 1. For $A, B \in \mathcal{R}$ we have $[A, B]_{ij} = 0$ for all $j \in N(i)$. Since elements of $\mathcal{R}$ are zero for non-neighboring cells, we get $[\mathcal{R}, \mathcal{R}] \cap \mathcal{R} = \{0\}$. In particular $[\mathcal{R}, \mathcal{R}] \neq \mathcal{R}$ hence the subspace $\mathcal{R} \subset \mathfrak{d}(\mathcal{M})$ corresponds to a nonholonomic constraint. Consequently, we need to define a discrete commutator $[\cdot, \cdot]$ such that $[A, B] \in \mathcal{R}$, so that we can directly apply the definition of the discrete flat operator to the discrete commutator. In section 4.4, we give the details on how to obtain such a discrete commutator.
Next, we identify the dual space $\mathcal{R}^*$ with the space $\Omega_d^1(\mathcal{M})$ of discrete one-forms relative to the duality pairing on $\mathfrak{gl}(n)$:

$$\langle L, A \rangle_1 = \text{Tr}(L^\top \Omega A).$$

To obtain an element in $\mathcal{R}^*$, we use the projection $P: \mathfrak{gl}(n) \rightarrow \Omega_d^1(\mathcal{M})$ defined by

$$P(L)_{ij} = \frac{1}{2}(L_{ij} - L_{ji} - L_{ii} + L_{jj}),$$

which satisfies $\langle L, A \rangle_1 = \langle P(L), A \rangle_1$, for all $A \in \mathcal{R}$, see Ref. [3]. Piecewise constant functions on $M$ are represented by vectors $F \in \mathbb{R}^n$, with value $F_i$ on cell $i$ being the cell average of the continuous function on cell $i$. The space of discrete functions is denoted by $\Omega_0^d(\mathcal{M})$, and the space of discrete densities $\text{Den}_d^d(\mathcal{M}) \simeq \mathbb{R}^n$ is defined as the dual space to $\Omega_0^d(\mathcal{M})$ relative to the pairing:

$$\langle F, G \rangle_0 = F^\top \Omega G.$$

If a matrix $A \in \mathcal{R}$ approximates a vector field $u$, then its entries satisfy

$$A_{ij} \approx -\frac{1}{2\Omega_{ii}} \int_{T_i \cap \partial T_j} (u \cdot n) dS, \quad j \in N(i)$$
$$A_{ii} \approx \frac{1}{2\Omega_{ii}} \int_{T_i} \text{div} u d\sigma.$$

The discrete flat operator on $\mathcal{R}$ is defined by the two conditions

$$A^\flat_{ij} = 2\Omega_{ii} \frac{[\hat{e}_{ij}]}{|e_{ij}|} A_{ij}, \quad j \in N(i)$$
$$A^\flat_{ij} + A^\flat_{jk} + A^\flat_{ki} = K^\zeta_i \langle \omega(A^\flat), \zeta \rangle, \quad i, k \in N(j), k \notin N(i),$$

where the cells $i, j, k$ have a common node, whose dual cell is $\zeta$, where $K^\zeta_i = |\zeta \cap T_i|/|\zeta|$ and

$$\langle \omega(A^\flat), \zeta \rangle = \sum_{e_{nm} \in \partial \zeta} A^\flat_{nm}$$

is the discrete vorticity at cell $\zeta$. The definition of $A^\flat_{ij}$ represents the flux $2\Omega_{ii} A_{ij}$ multiplied by the Hodge star. The definition for non-adjacent cells uses that the exterior derivative $(dA^\flat)_{ijk}$ is a fraction of the vorticity at the dual node. For details about the derivation of the discrete flat operator and the resulting weights, we refer the reader to Ref. [27].

**Remark 2.** As shown in Ref. [3], standard assumptions on the mesh are needed to show that the approximations $A \in \mathcal{R}$ converge to continuous vector fields. In particular, we assume that the mesh belongs to a shape-regular, quasi-uniform family of triangulations of $M$.

In the next section, we will use this discrete setup to state the discrete variational principle and compute the numerical scheme.

### 4.2 Discrete variational equations for selective decay

Let $\ell: \mathfrak{d}(\mathcal{M}) \times \text{Den}_d(\mathcal{M}) \rightarrow \mathbb{R}$ be a semi-discrete Lagrangian and $C: \mathfrak{d}(\mathcal{M}) \times \text{Den}_d(\mathcal{M}) \rightarrow \mathbb{R}$ be a semi-discretized approximation of a Casimir. As above, let $\gamma: \mathfrak{d}(\mathcal{M}) \times \mathfrak{d}(\mathcal{M}) \rightarrow \mathbb{R}$ be a positive,
symmetric bilinear form. Analogous to the continuous Casimir dissipative variational principle in Eq. (15), we consider the discrete dissipative variational principle given by

\[
\left( \delta \int_0^T \ell(A, h) dt \right) + \theta \int_0^T \gamma \left( \left\langle \frac{\delta C}{\delta M}, A \right\rangle, [A, B] \right) dt = 0
\]

for \( \delta A = \partial_t B + [B, A] \)

\( \delta h = -\Omega^{-1} B^\top \Omega h \)

(28)

where \( A(t) \in \mathcal{R} \) and \( B(t) \) is an arbitrary curve in \( \mathcal{R} \) with \( B(0) = B(T) = 0 \). This means that the constraint \( \mathcal{R} \subset \mathcal{D}(\mathbb{M}) \) is treated as a nonholonomic constraint in the variational principle, exactly as in Refs. [3, 27]. The discrete functional derivatives \( \frac{\delta \ell}{\delta A} \in \mathcal{D}(\mathbb{M})^\ast \), \( \frac{\delta \ell}{\delta h} \in \Omega^0(\mathbb{M}) \) and \( \frac{\delta C}{\delta M} \in \mathcal{D}(\mathbb{M})^\ast \) are defined by

\[
\langle \frac{\delta \ell}{\delta A}, \delta A \rangle_1 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \ell(A + \varepsilon \delta A, h),
\]

\[
\langle \frac{\delta \ell}{\delta h}, \delta h \rangle_0 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \ell(A, h + \varepsilon \delta h),
\]

\[
\langle \frac{\delta M}{\delta C}, \delta M \rangle_1 = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} C(M + \varepsilon \delta M, h),
\]

for all \( \delta A \in \mathcal{D}(\mathbb{M}), \delta h \in \text{Den}_d(\mathbb{M}), \delta M \in \mathcal{D}(\mathbb{M})^\ast \).

**Theorem 3 (Discrete dissipative variational equations).** For a semi-discrete Lagrangian \( \ell(A, D) \), the curves \( A(t), h(t) \in \mathcal{R} \) are critical for the variational principle of Eq. (28) if and only if they satisfy

\[
P \left( \frac{d}{dt} \frac{\delta \ell}{\delta A} + \mathcal{L}_A \left( \frac{\delta \ell}{\delta A} \right) - \theta \mathcal{L}_A \left( h \left[ \frac{\delta C}{\delta M}, A \right] \right) + h \frac{\delta \ell}{\delta h} \right) = 0,
\]

(30)

where \( \mathcal{L} \) is the discrete analog to \( \mathcal{L} \) and it is defined by the commutator via the following relation

\[
\langle \mathcal{L}_A M, B \rangle_1 = \langle M, [A, B] \rangle_1 .
\]

(31)

**Proof:** The variational principle (28) gives

\[
0 = \delta \int_0^T \ell(A, h) dt + \theta \int_0^T \gamma \left( \left\langle \frac{\delta C}{\delta M}, A \right\rangle, [A, B] \right) dt.
\]

Next, we use the definition of the flat operator and \( \gamma \) to be the water depth weighted inner product, giving

\[
0 = \delta \int_0^T \ell(A, h) dt + \theta \int_0^T \left\langle h \left[ \frac{\delta C}{\delta M}, A \right], [A, B] \right\rangle_1 dt.
\]

Finally, we use the expression of the variations in (28) and the property of Eq. (31), which yields

\[
0 = -\int_0^T \left\langle \frac{d}{dt} \frac{\delta \ell}{\delta A} + \mathcal{L}_A \left( \frac{\delta \ell}{\delta A} \right) + h \frac{\delta \ell}{\delta h}, B \right\rangle_1 dt
\]

\[+ \theta \int_0^T \left\langle h \left[ \frac{\delta C}{\delta M}, A \right], [A, B] \right\rangle_1 dt.
\]
\[
\begin{align*}
&= -\int_0^T \left\langle \frac{d}{dt} \delta \ell \frac{\delta}{\delta A} + \mathcal{L}_A \left( \delta \ell \frac{\delta}{\delta A} \right) + h \delta \ell \frac{\delta}{\delta h}, B \right\rangle_1 dt \\
&\quad + \theta \int_0^T \left\langle \mathcal{L}_A \left( h \left[ \frac{\delta C}{\delta M} , A \right] \right), B \right\rangle_1 dt \\
&= -\int_0^T \left\langle \frac{d}{dt} \delta \ell \frac{\delta}{\delta A} + \mathcal{L}_A \left( \delta \ell \frac{\delta}{\delta A} \right) \\
&\quad - \theta \mathcal{L}_A \left( h \left[ \frac{\delta C}{\delta M} , A \right] \right), B \right\rangle_1 dt.
\end{align*}
\]

The result then follows from \( \int_0^T \langle L, B \rangle_1 dt = 0, \forall B \in \mathcal{R} \iff P(L)_{ij} = 0 \) (see Ref. [3, Proposition 2.3]).

Note that the calculation above assumes that \( \left[ \frac{\delta C}{\delta M}, A \right] \) is represented as a discrete vector field in \( \mathcal{R} \), so that we can use the definition of the discrete flat operator given in (27). As we will see in Section 4.4, this is made possible by replacing the direct calculation of the vector field commutator for elements of \( \mathcal{R} \) with a representation using vector calculus identities.

\[\square\]

**Remark 4.** We note that Theorem 3 becomes the discrete variational equations theorem in Ref. [3] for \( \theta = 0 \). This form of the discrete equations is valid on Cartesian and simplicial meshes in two and three dimensions. We focus below on two-dimensional simplicial meshes.

The following proposition demonstrates that, for the resulting semi-discrete scheme, the energy is conserved.

**Proposition 5.** Let \( A(t) \) and \( h(t) \) be the solution of (30) and \( \dot{h} + \Omega^{-1}A^\top \Omega h = 0 \). Then,

\[
\frac{d}{dt} \left( \langle \delta \ell, A \rangle_1 - \ell(A, h) \right) = 0
\]

**Proof:** We compute

\[
\begin{align*}
&= \frac{d}{dt} \left( \langle \frac{\delta \ell}{\delta A}, A \rangle_1 - \ell(A, h) \right) \\
&\quad = \left( \frac{d}{dt} \frac{\delta \ell}{\delta A}, A \right)_1 + \left( \frac{\delta \ell}{\delta A}, \frac{d}{dt} A \right)_1 - \left( \frac{\delta \ell}{\delta A}, \frac{d}{dt} A \right)_1 - \left( \frac{\delta \ell}{\delta h}, \frac{d}{dt} h \right)_0 \\
&\quad = \left( P \left( \frac{d}{dt} \frac{\delta \ell}{\delta A} + h \frac{\delta \ell}{\delta h} \right), A \right)_1 \\
&\quad = - \left( P \left( \mathcal{L}_A \frac{\delta \ell}{\delta A} - \theta \mathcal{L}_A \left( h \left[ \frac{\delta C}{\delta M}, A \right] \right) \right), A \right)_1 \\
&\quad = - \left( \mathcal{L}_A \frac{\delta \ell}{\delta A} - \theta \mathcal{L}_A \left( h \left[ \frac{\delta C}{\delta M}, A \right] \right), A \right)_1 = 0,
\end{align*}
\]

where the last equality follows from the definition in Eq. (31). This holds independently of the chosen discretization of \( \left[ \frac{\delta C}{\delta M}, A \right] \).

\[\square\]
4.3 Variational discretization of the Casimir dissipative SWE

Before presenting the discretization including the Casimir dissipation term, we briefly recall the variational discretization for the scheme without Casimir dissipation [3, 5]. We discretize the Lagrangian (7) with piecewise constant functions, giving

$$\ell(A, h) = \frac{1}{2} \sum_{i,j=1}^{n} h_i A_{ij}^b A_{ij} \Omega_{ii} + \sum_{i,j=1}^{n} h_i R_{ij}^b A_{ij} \Omega_{ii} - \frac{1}{2} \sum_{i=1}^{n} g(h_i + (\eta_b)_i)^2 \Omega_{ii}. \tag{32}$$

To compute the variational derivatives, we use the duality pairing (23) and the definition in Eq. (29), giving

$$\frac{\delta \ell}{\delta A_{ij}} = h_i (A_{ij}^b + R_{ij}^b) \quad \frac{\delta \ell}{\delta h_i} = \frac{1}{2} \sum_{j} A_{ij}^b A_{ij} + \sum_{j} R_{ij}^b A_{ij} - g(h_i + (\eta_b)_i). \tag{33}$$

In Refs. [5, 6], it was noted that the approximations of the differential operators that result from the variational discretization method agree with the following standard finite difference and finite volume operators:

$$(\text{Grad}_n F)_{ij} := \frac{F_T_j - F_T_i}{|e_{ij}|},$$

$$(\text{Grad}_t F)_{ij} := \frac{F_{\zeta} - F_{\zeta+}}{|e_{ij}|},$$

$$(\text{div} u)_i \approx (\text{Div} V)_i := \frac{1}{\Omega_{ii}} \sum_{k \in \{j,i\}} |e_{ik}| V_{ik}, \tag{34}$$

$$(\nabla \times u)_{\zeta} \approx (\text{Curl} V)_{\zeta} := \frac{1}{|\zeta|} \sum_{\tilde{e}_{nm} \in \partial \zeta} |\tilde{e}_{nm}| V_{nm},$$

for a scalar field $F$ sampled either at the triangle or dual cell centres and a normal velocity $V_{ij}$. The components of the gradient of $F$ in the tangential and normal directions to an edge are denoted by Grad$_t$ and Grad$_n$, respectively. The normal velocity $V_{ij}$ is related to the matrix elements $A \in \mathcal{R}$ in (26) as

$$A_{ij} = -\frac{|e_{ij}|}{2\Omega_{ii}} V_{ij}, \quad j \in N(i) \quad \text{and} \quad A_{ii} = \frac{1}{2\Omega_{ii}} \sum_{k \in N(i)} |e_{ik}| V_{ik}.$$

**Remark 6.** The gradient in the normal direction and the discrete divergence are adjoints with respect to the natural inner products on the triangles and their edges. Similarly, the tangential gradient and the discrete curl operator are adjoints with respect to the natural inner products on dual cells and their edges.

**Remark 7.** The continuous gradient, divergence, and curl operators are naturally written in Cartesian coordinates, but can also be defined (via parametrization) in a local neighbourhood on the sphere. The discrete counterparts are always locally defined and independent of the coordinate system. We will use the notation in Cartesian coordinates for this section for the continuum operators, to simplify notation.
Computing the projection (30) with $\theta = 0$, we obtain the momentum equation in Ref. [3]. For simplicity of presentation, we group the terms involved in the advection term $(\nabla \times (u + r)) \times u$ and denote their discretization by $\text{Adv}(V, h)$. Similarly, the terms involved in the kinetic energy term $\nabla (\frac{1}{2} u^2)$ are denoted by $K(V)$, and the terms involved in the gradient term $g\nabla h$ by $G(h)$. Thus, we write

$$\partial_t V_{ij} = -\text{Adv}(V, h)_{ij} - K(V)_{ij} - G(h)_{ij}, \quad (35)$$

where

$$\text{Adv}(V, h)_{ij} := -\frac{1}{h_{ij}}|\tilde{e}_{ij}| \left( \langle \text{Curl} \ V \rangle \zeta_- + f_{\zeta_-} \right) \left( \frac{|\zeta_- \cap T_i|}{2\Omega_{ii}} |e_{ii_-}| |V_{ii_-}| + \frac{|\zeta_- \cap T_j|}{2\Omega_{jj}} |e_{jj_-}| |V_{jj_-}| \right)$$

$$+ \frac{1}{h_{ij}}|\tilde{e}_{ij}| \left( \langle \text{Curl} \ V \rangle \zeta_+ + f_{\zeta_+} \right) \left( \frac{|\zeta_+ \cap T_i|}{2\Omega_{ii}} |e_{ii_+}| |V_{ii_+}| + \frac{|\zeta_+ \cap T_j|}{2\Omega_{jj}} |e_{jj_+}| |V_{jj_+}| \right),$$

$$K(V)_{ij} := \frac{1}{2} (\text{Grad}_n F)_{ij},$$

$$F_{T_i} = \sum_{k \in \{j, i_- \}} \frac{|\tilde{e}_{ik}| |e_{ik}| (V_{ik})^2}{2\Omega_{kk}},$$

$$G(h)_{ij} := g(\text{Grad}_n (h + \eta_b))_{ij}.$$  

The Coriolis parameter is defined by

$$f_\zeta = \frac{1}{|\zeta|} \sum_{\hat{e}_{nm} \in \partial \zeta} |\hat{e}_{nm}| r_{nm}, \quad \text{with} \ r_{ij} = \mathbf{r}_{eij} \cdot \mathbf{n}_{eij},$$

where $\mathbf{r}_{eij}$ is the vector potential of the angular velocity of the Earth evaluated at the edge midpoint.

### 4.4 Casimir dissipative scheme

Including the extra term for $\theta > 0$, the Casimir dissipative momentum equation is

$$\partial_t V_{ij} = -\text{Adv}(V, h)_{ij} - K(V)_{ij} - G(h)_{ij} + \theta L(V, h, \frac{\delta C}{\delta M})_{ij}, \quad (36)$$

where

$$\frac{1}{h_{ij}}|\tilde{e}_{ij}| P \left( L_A \left( h \left[ \frac{\delta C}{\delta M}, A \right] \right) \right)_{ij} = L(V, h, \frac{\delta C}{\delta M})_{ij}$$

that follows from a comparison between (30) to (36).

To compute the latter term, we first need to discretize the commutator. Here, we cannot follow the discretization procedure of Ref. [27] for the commutator of vector fields $[A, B]$. This is due to the fact that $[A, B] \in [\mathcal{R}, \mathcal{R}]$, for $A, B \in \mathcal{R}$ and $[\mathcal{R}, \mathcal{R}] \neq \mathcal{R}$, see Remark 1; further, the flat operator $\flat$ is only defined for matrices in $\mathcal{R}$. To obtain a discrete vector $W \in \mathcal{R}$ approximating the commutator $[\frac{\delta C}{\delta M}, \mathbf{u}]$ at the edge midpoint, we will use the standard operators from Eq. (34). Then, we can compute $P(L_A \left( h W^\flat \right))_{ij}$ using [3, Lemma 3.1].
Discrete commutator. Let $U_{ij} = u_{e_{ij}} \cdot n_{e_{ij}}$ be the edge normal for a vector field $u$ at edge $e_{ij}$ and $V_{ij}$ for a vector field $v$ respectively. The Lie bracket for vector fields $u$ and $v$ is given below and can be rewritten using a standard vector calculus identity, giving

$$[u, v] = u \cdot \nabla v - v \cdot \nabla u = u \ \text{div} \ v - v \ \text{div} \ u - \nabla \times (u \times v).$$

We discretize $u \ \text{div} \ v$ and $v \ \text{div} \ u$ using the discrete divergence on each triangle (Eq. (34)), averaging over the two adjacent triangles to obtain an edge value,

$$\begin{align*}
(\text{u div v})_{ij} &= U_{ij} \left( \frac{\text{Div}(V)_{i} + \text{Div}(V)_{j}}{2} \right), \\
(\text{v div u})_{ij} &= V_{ij} \left( \frac{\text{Div}(U)_{i} + \text{Div}(U)_{j}}{2} \right).
\end{align*}$$

Then, to obtain a discrete version of $\nabla \times (u \times v)$, we use the following procedure:

- Reconstruct the full vector fields $u_{\zeta}$ and $v_{\zeta}$ at the dual cell centres from the normal values $U_{ij}$ and $V_{ij}$. We use the reconstruction in the interior of each triangle proposed by Ref. [28] and map it to the dual cell:

$$\begin{align*}
\textbf{u}_{\zeta} &= \sum_{i \in N(\zeta)} \frac{|\zeta \cap T_{i}|}{|\zeta|} \textbf{u}_{i}, \\
\textbf{u}_{i} &= \frac{1}{\Omega_{ii}} \sum_{k \in \{j, i, i+\}} |e_{ik}| (x_{e_{ik}} - x_{T_{i}}) U_{ij}, \\
\textbf{v}_{\zeta} &= \sum_{i \in N(\zeta)} \frac{|\zeta \cap T_{i}|}{|\zeta|} \textbf{v}_{i}, \\
\textbf{v}_{i} &= \frac{1}{\Omega_{ii}} \sum_{k \in \{j, i, i+\}} |e_{ik}| (x_{e_{ik}} - x_{T_{i}}) V_{ij}.
\end{align*}$$

- Compute the cross product $c_{\zeta} = (\textbf{u}_{\zeta} \times \textbf{v}_{\zeta}) \cdot \textbf{k}_{\zeta}$, where $\textbf{k}$ is the unit vector that points in the local vertical direction.

- Obtain $(\nabla \times (u \times v))_{ij}^{\approx} = \text{Grad}_{t} c_{\zeta}$. Since $c_{\zeta}$ is located at the dual cell centres and the resulting value after taking the curl should be an edge normal value (tangential for the dual grid cells), we use $\text{Grad}_{t}$, which is the adjoint curl (see Remark 6).

We obtain $W$ approximating $[\frac{\delta C}{\delta M}, u]$, as $W_{ij} = |e_{ij}| \tilde{W}_{ij}$ and $W_{ii} = (\text{Div} \ \tilde{W})_{i}$, where

$$\begin{align*}
\tilde{W}_{ij} &= \left( \frac{\delta C}{\delta M} \right)_{ij} \left( \frac{\text{Div}(V)_{i} + \text{Div}(V)_{j}}{2} \right) \\
&\quad - V_{ij} \left( \frac{\text{Div} \ (\frac{\delta C}{\delta M})_{i} + \text{Div} \ (\frac{\delta C}{\delta M})_{j}}{2} \right) \\
&\quad - \text{Grad}_{t} \left( \frac{\delta C}{\delta m_{\zeta}} \times \textbf{u}_{\zeta} \right) \cdot \textbf{k}_{\zeta}.
\end{align*}$$
In Ref. [3, Lemma 3.1], the discrete projection of the Lie derivative $L_A$ is given by

$$P\left(L_A(hW^\flat)\right)_{ij} = (\text{Curl}_{\zeta_-} \bar{W})(\frac{|\zeta_- \cap T_i|}{2\Omega_{ii}} \bar{n}_{ji-} |e_{ii-}| V_{ii-} + \frac{|\zeta_- \cap T_j|}{2\Omega_{jj}} \bar{n}_{ij-} |e_{jj-}| V_{jj-} )$$

$$+ (\text{Curl}_{\zeta_+} \bar{W})(\frac{|\zeta_+ \cap T_i|}{2\Omega_{ii}} \bar{n}_{ji+} |e_{ii+}| V_{ii+} + \frac{|\zeta_+ \cap T_j|}{2\Omega_{jj}} \bar{n}_{ij+} |e_{jj+}| V_{jj+} )$$

$$+ \bar{h}_{ij} \left( \sum_{k \in N(i)} \frac{|e_{ik}|}{\Omega_{ii}} |\bar{e}_{ik}| V_{ik} \bar{W}_{ik} - \sum_{k \in N(j)} \frac{|e_{jk}|}{\Omega_{jj}} |\bar{e}_{jk}| V_{jk} \bar{W}_{jk} \right)$$

$$+ \frac{\text{Div}(V \bar{h}_i) + \text{Div}(V \bar{h}_j)}{2} (2|\bar{e}_{ij}| \bar{W}_{ij}) ,$$

which we can evaluate using the discrete operators above once we know $\bar{W}$. Moreover, since $W \in \mathcal{R}$, we use the definition of the flat operator (27) to compute $W^\flat$ from $W$.

**Discrete enstrophy variational derivative.** Analogously to Section 3.2, we compute the variational derivative of the approximation of the enstrophy Casimir and substitute it into Eq. (36). The discrete enstrophy Casimir is

$$C(M,h) = \frac{1}{2} \sum_{\zeta} h_{\zeta} \left( q(M,h)_{\zeta} \right)^2 |\zeta|,$$

$$q(M,h)_{\zeta} = \frac{(\text{Curl} V) + f}{h_{\zeta}},$$

$$h_{\zeta} = \sum_{T_i \cap \zeta \neq \emptyset} \frac{|T_i \cap \zeta|}{|\zeta|} h_{ii},$$

where $M = \frac{\delta t}{\delta x}$ and $f$ is the Coriolis parameter.

Then, computing the variational derivative (see Appendix A.2 for details) we obtain

$$\left( \frac{\delta C}{\delta M} \right)_{ij} = \frac{q_{\zeta_+} - q_{\zeta_-}}{\Omega_{ii} h_{ij}} = \frac{|e_{ij}|}{2\Omega_{ii}} \left( 2q_{\zeta_-} - q_{\zeta_+} \right) \frac{1}{h_{ij}}$$

$$= -\frac{|e_{ij}|}{2\Omega_{ii}} \frac{\text{Grad}_i q}{h_{ij}}.$$

Substituting this into Eq. (36) results in the discretized potential enstrophy dissipating SWE.

**Remark 8.** The approximation of the enstrophy Casimir is not a Casimir of the discrete system. Therefore, we cannot directly prove that enstrophy is dissipated (or does not grow) for the semi-discrete scheme. However, the numerical results demonstrate that the numerical scheme indeed dissipates enstrophy.

### 4.5 Temporal discretization

A temporal variational discretization can be obtained by following the discrete (in time) Euler–Poincaré–d’Alembert approach, see Refs. [8, 10, 11]. This approach is based on the Cayley...
transform, a local approximation to the exponential map of the Lie group. In particular, the resulting scheme uses the Cayley transform in the update for the continuity equation and a Crank–Nicolson-type update for the momentum equation given in (30) with $\theta = 0$. For the selective decay, the dissipation term is added to the Crank–Nicolson-type update. Following Ref. [3], we will use below the Crank–Nicolson-type time update directly on the momentum equation as reformulated in (36). This considerably simplifies the solution procedure without altering the behavior of the scheme.

Based on the Cayley transformation, the continuity update equation is then given by $h^{t+1} = \tau(\Delta t A_t)h^t$ for the time $t$ and a time step size $\Delta t$, where the action of $\tau$ can be represented by solving

$$(I - \frac{1}{2}\Delta t A_t)h^{t+1} = (I + \frac{1}{2}\Delta t A_t)h^t,$$

with $I$ being the identity matrix. Then, we use the following fixed-point iteration to approximately solve the discrete momentum equation:

1. Start loop over $k$ with initial guess as solution at time $t$: $V_{k=0}^* = V^t$;
2. Calculate updated velocity $V_{k+1}^*$ from the explicit equation:
$$\frac{V_{k+1}^* - V^t}{\Delta t} = -\text{Adv}(V_{k}^*, h^{t+1}) + \text{Adv}(V^t, h^t) - \frac{K(V_{k}^*) + K(V^t)}{2} - G(h^{t+1}) - \theta L(V_{k}^*, h^{t+1}, \delta C^{t}) + L(V^t, h^t, \delta C^{t});$$
3. Stop loop over $k$ if $||V_{k+1}^* - V_{k}^*|| < \epsilon$ for a small positive $\epsilon$, take $V^{t+1} = V_{k+1}^*$.

For more details, we refer the reader to Refs. [3, 5].

Remark 9. For this scheme, it has been observed that the fully discrete temporal integrator does not conserve energy at the level of machine precision but, rather, the energy error fluctuates around a long term mean. Thus, while the energy is conserved by the semi-discrete Casimir dissipative equations, independent of the discretization of the commutator (see Proposition 5), this does not guarantee that the energy will be conserved after temporal discretization. We observe this in the numerical results that follow, but attribute the small energy growth seen there to errors from this temporal discretization. Attenuating these errors (or developing a tractable fully variational time integrator) is an open question for future research. Note however that for the purpose of this work which focuses on the Casimir dissipation mechanism as a means to remove the small scale noise without interfering with the energy behavior, the given order of energy conservation of the temporal integrator is sufficient. Also, the use of an integrator that conserves energy at machine precision, does not preclude the need to incorporate the Casimir dissipation term to better preserves the coherent structures of the solution.

4.6 Biharmonic dissipation

For the numerical simulations, we will compare the selective Casimir dissipation proposed here against simulations using no dissipation and those using a standard dissipation method. A common approach that is used to remove small scale noise and improve the stability of the scheme is to apply a linear fourth-order diffusion (biharmonic dissipation) to the velocity field, see, e.g., Refs. [9, 30, 32]. For instance, on $\mathbb{R}^2$, this yields:

$$\partial_t u + (\nabla \times (u + r)) \times u + \nabla \left( \frac{1}{2} |u|^2 + g(h + \eta_b) \right) = -\nu \Delta^2 u,$$

(39)
where $\nu$ is the diffusion coefficient. We do not add any dissipation to the continuity equation, because it does not contain a turbulent mixing term. Also, adding dissipation to the continuity equation can break conservation of mass, see Ref. [32].

We discretize the dissipation term in Eq. (39), using the vector calculus identity for the vector Laplacian
\[
\Delta \mathbf{u} = \nabla \text{div} \mathbf{u} - \nabla \times (\nabla \times \mathbf{u}).
\]

Then, using the discrete operators (34), we obtain
\[
lap(V)_{ij} = \text{Grad}_n(\text{Div} V)_{ij} - \text{Grad}_t(\text{Curl} V)_{ij}.
\]

\[
\nu L(V)_{ij} = \nu \lap(\lap(V))_{ij}.
\]

We obtain the discrete version of Eq. (39)
\[
\partial_t V_{ij} = -\text{Adv}(V, h)_{ij} - K(V)_{ij} - G(h)_{ij} - \nu L(V)_{ij}.
\] (40)

The temporal discretization is the same as above, but with $-\nu L(V)_{ij}$ instead of $\theta L(V^t, h^t, \frac{\delta C}{\delta M})$. Equation (40) will be used below in our numerical results as a comparison with the selective Casimir dissipation approach that we propose in this paper.

5 Numerical results

The numerical simulations in the plane are performed on a doubly periodic rectangular domain $M = [0, L_x] \times [0, L_y]$ with $L_x = 5000$ km and $L_y = 4330$ km. We consider an $f$-plane approximation with constant Coriolis parameter $f$ set to $6.147 \times 10^{-5}$ s$^{-1}$ and $g = 9.81$ m/s. Unless otherwise noted, the simulations are performed using a resolution of $N = 32768$ triangles. For these simulations, we compute reference simulations on meshes with $524288$ triangles, using the scheme developed in Ref. [24], which conserves energy and uses the anticipated vorticity method for potential enstrophy dissipation.

For the simulations on the sphere, we use an icosahedral grid, as is widely adopted, see, for example, Refs. [1, 15, 32]. We note, however, that this grid is optimized for the properties of its hexagonal and pentagonal dual cells, so that the numerical operators acting on these cells have a good convergence behaviour, at the expense of good convergence of similar operators on the triangular cells. We set the Earth’s radius $R = 6.37122 \times 10^6$ m, the Coriolis parameter to be $f = 2\Omega \sin(\Theta)$, where $\Omega = 7.292 \times 10^{-5}$ s$^{-1}$, and $g = 9.81$ m/s. Here, $\Theta$ is the latitude and $\Lambda$ the longitude. The simulations are performed using a resolution of $N = 81920$ triangles and a reference simulation using biharmonic dissipation is performed on a resolution of $N = 327680$ triangles.

We define the discrete total energy $H$, namely the Hamiltonian, and the discrete potential enstrophy $C$:
\[
H = \sum_{T_i} \frac{g}{2} (h_i + (\eta h_i))^2 \Omega_{ii} + \frac{1}{2} \Omega_{ii} h_i \sum_{k=j,i-1,i+} \frac{|e_{ik}|}{2} \frac{|\tilde{e}_{ik}|}{V_{ik}^2}
\]
\[
C = \frac{1}{2} \sum_{\zeta} \frac{\text{Curl}(V(t)) + f}{h_\zeta(t)} |\zeta|.
\] (41) (42)

For each test case, we first choose the dissipation coefficient $\nu$ for the biharmonic dissipation simulation, and then empirically choose $\theta$ for the Casimir dissipation simulation so that the dissipation of potential enstrophy is qualitatively similar between these two models.
5.1 Numerical analysis of the discrete commutator

We first present a convergence study for the discrete commutator on both the plane and sphere. We define

\[ u = \begin{pmatrix} \sin\left(\frac{2\pi x}{L_x}\right) \\ 0 \end{pmatrix} \quad \text{and} \quad v = \begin{pmatrix} \cos\left(\frac{2\pi x}{L_x}\right) \\ 0 \end{pmatrix}, \]

such that \([u, v] = \begin{pmatrix} 2\pi \frac{x}{L_x} \\ 0 \end{pmatrix}\) for the test case in the plane, and

\[ u = \begin{pmatrix} y \\ -x \end{pmatrix} \quad \text{and} \quad v = \begin{pmatrix} 0 \\ -z \end{pmatrix} \quad \text{such that} \quad [u, v] = \begin{pmatrix} z \\ 0 \end{pmatrix} \]

for the test case on the sphere. We approximate these vector fields with piecewise constant functions and follow the algorithm in Section 4.4 to discretize \([u, v]\). Then, we compute the error between the approximation of the discrete commutator to the analytic field projected on the edge normal direction. To estimate the numerical errors, we use the following definitions for the relative \(L_2\) and \(L_\infty\) error on edge values:

\[
L_2 = \sqrt{\frac{\sum_{ij} |e_{ij}| (u_n(e_{ij}) - u_r(e_{ij}))^2}{\sum_{ij} |e_{ij}| u_r(e_{ij})^2}},
\]

\[
L_\infty = \frac{\max_{ij} |u_n(e_{ij}) - u_r(e_{ij})|}{\max_{ij} |u_r(e_{ij})|},
\]

where \(u_n(e_{ij})\) is the numerical solution defined at edge \(e_{ij}\) and \(u_r(e_{ij})\) is the analytical solution evaluated at the edge midpoint \(e_{ij}\). Moreover \(|e_{ij}| = \frac{1}{2} |e_{ij}| \tilde{|e}_{ij}|\) is the area associated to an edge.

We observe that the resulting approximations on both a regular and irregular grid in the plane are first-order accurate, see Fig. 2. On the sphere, the approximation is less than first-order accurate. This is expected because the icosahedral grid is optimized for properties of the hexagonal and pentagonal dual cells and not those of the triangular cells used here. Moreover, Ref. [16] notes that, without the optimization of the grid for the triangular cells, the numerical operators converge at less than first order. Here in particular, we evaluate the discrete divergence and reconstruction of the vector fields on the non-optimized triangles. This low-order convergence of the divergence was also observed in Ref. [5].

5.2 Vortex interaction

This test case consists of two counter-rotating vortices in the plane and is dominated by nonlinear processes. The two vortices are initially placed too far apart to merge. Thus, a key point in this simulation is that adding the Casimir dissipation does not change the evolution of the vortices.

Initial conditions. The initial height function for this example [3] is given by

\[
h(x, y, t = 0) = H_0 - H\left(\exp\left(-\frac{x_1'^2 + y_1'^2}{2}\right) + \exp\left(-\frac{x_2'^2 + y_2'^2}{2}\right) - \frac{4\pi s_x s_y}{L_x L_y}\right),
\]

(43a)
where \( H_0 = 750 \, \text{m} \), \( H' = 75 \, \text{m} \), and the periodic extensions are given by

\[
x_i' = \frac{L_x}{\pi s_x} \sin \left( \frac{\pi}{L_x} (x - x_{c_i}) \right),
\]
\[
y_i' = \frac{L_y}{\pi s_y} \sin \left( \frac{\pi}{L_y} (y - y_{c_i}) \right), \quad i = 1, 2
\]

with the centres located at \((x_{c_1}, y_{c_1}) = 2/5(L_x, L_y)\), \((x_{c_2}, y_{c_2}) = 3/5(L_x, L_y)\) and \((s_x, s_y) = 3/40(L_x, L_y)\). The discrete initial water depth on each triangle, \( h_i \), is obtained by sampling the analytical water depth at the cell center. Then, the initial condition for the velocity is given by the discrete geostrophic velocity,

\[
V_{ij} = -\frac{g}{f} \text{Grad}_i (h_{ij}).
\]

In these simulations, we use \( \Delta t = 0.00069 \, \text{day} \) and dissipation parameters \( \nu = 1.2724 \times 10^5 \, \text{km}^4/\text{day} \) and \( \theta = 2 \, \text{km}^4/\text{day}^2 \). For the reference simulation, we use \( \Delta t = 0.005 \, \text{day} \) and set the APVM parameter to \( \Delta t/200 \).

We first integrate the initial conditions for two days for different values of the time step, to analyze the convergence of the energy. In Fig. 3, we observe that the energy converges with first-order accuracy. Then, to analyze the effects of the Casimir dissipation, we integrate the initial conditions for 10 days and compare the relative potential vorticity field against a simulation with no dissipation, the reference simulation, and one with biharmonic dissipation, see Fig. 4. All simulations behave similarly, with the cores of the two vortices being mutually repelled, due to nonlinear effects. We note that the simulation with no dissipation becomes noisy, while the two simulations with dissipation retain their accuracy. When comparing to the reference simulation, the Casimir and biharmonic dissipation simulation behave similarly. However, the biharmonic dissipation simulation dissipates more small-scale motion.

The quantities of interest, total energy and potential enstrophy, are shown in Fig. 5. We observe that the enstrophy is dissipated at the same rate for the simulations with biharmonic and Casimir dissipation, as expected with this choice of dissipation parameters. While the energy is dissipated in the simulation with biharmonic dissipation, conservation of energy for the simulation using Casimir dissipation is similar to that of the simulation with no dissipation. As noted in Remark 9 above, the temporal discretization used here is not completely energy conserving, leading to the oscillations seen at the left of Fig. 5.
Figure 3. Convergence of the energy with respect to the time step size on a regular (blue) and irregular (red) grid. The dashed black line indicates first order.

Figure 4. Interacting vortices test case: Comparison of the potential vorticity for a simulation without dissipation (top left), the reference simulation (top right), a simulation with Casimir dissipation (bottom left) and a simulation with biharmonic dissipation (bottom right) after 10 days.
5.3 Shear flow

We next consider a shear flow test case in the quasi-geostrophic regime [3], with strongly dominant nonlinear effects. The shear flow is initialized to an unstable equilibrium state so that, after a few days, the instability develops. This test case demonstrates that adding the Casimir dissipation does not change the development and growth of this instability.

Initial conditions. The initial height for this example is given by

\[ h(x, y, t=0) = H_0 - H' \sigma_y e^{-\frac{\nu^2}{2\sigma_y^2} + \frac{1}{2} \left( 1 - \kappa \sin \left( \frac{2\pi x'}{\lambda_x} \right) \right)}, \]

where

\[
\begin{align*}
x' &= \frac{x}{L_x}, \\
y' &= \frac{1}{\pi} \sin \left( \frac{\pi}{L_y} \left( y - \frac{L_y}{2} \right) \right), \\
y'' &= \frac{1}{2\pi} \sin \left( \frac{2\pi}{L_y} \left( y - \frac{L_y}{2} \right) \right),
\end{align*}
\]

with parameters \( \lambda_x = \frac{1}{2}, \sigma_y = \frac{1}{12}, \kappa = 0.1, H_0 = 1.076 \text{ km} \) and \( H' = 0.03 \text{ km} \). Again, the velocity field is initialized to be the discrete geostrophic velocity,

\[ V_{ij} = -\frac{g}{f} \text{Grad}_i(h)_{ij}. \]

Here, \( \Delta t = 0.010 \text{ day} \) and the dissipation parameters are chosen as \( \nu = 3.7145 \times 10^5 \text{ km}^4/\text{day} \) and \( \theta = 2 \text{ km}^4/\text{day}^2 \). For the reference simulation, we use \( \Delta t = 0.025 \text{ day} \) and set the APVM parameter to \( \frac{\Delta t}{20} \).

We integrate the initial conditions for 10 days. The instability develops in the first three days, then the flow evolves into pairs of counter-rotating vortices. The filaments between the vortices become thinner until they can no longer be resolved by the spatial resolution of the mesh. This causes a noisy pattern in the vorticity field at day ten for the simulation without any dissipation, see Fig. 6. In contrast, the simulations with Casimir and biharmonic dissipation are much less...
polluted. Moreover, the Casimir dissipation appears to preserve more of the fine-scale structure seen in the reference simulation than does the simulation with biharmonic dissipation.

The quantities of interest for this simulation are shown in Fig. 7. Again, we observe the similar dissipation rate of the potential enstrophy for the Casimir and biharmonic dissipation, by construction. The simulation with no dissipation and the Casimir dissipative simulation have a similar conservation of energy. In contrast, the simulation with biharmonic dissipation has a loss of energy about 100 times greater.

Fig. 8 shows the kinetic energy and potential enstrophy spectra for simulations on refined spatial meshes with 524288 triangles. Expected scaling laws for these spectra are discussed in Refs. [7, 30]. Both dissipative simulations follow the expected $k^{-1}$ power law for the enstrophy and $k^{-3}$ power law for the kinetic energy over a significant region of the resolved wavenumbers. However, we note that using Casimir dissipation results in better resolution of the spectra over the small scales (higher wavenumbers) in comparison with the biharmonic dissipation. As expected, the biharmonic dissipation results in much faster dissipation over small scales in both the energy and enstrophy.

5.4 Flow over an isolated mountain

As a final example, we consider the flow over a conically-shaped mountain on the sphere, as proposed in Ref. [40]. The initially balanced flow runs over the mountain, which initiates turbulence. The flow stays turbulent for a long period of time.
Figure 7. Shear flow test case: Comparison of the relative errors in the energy (left) and potential enstrophy (right) for a simulation without dissipation (blue), with Casimir dissipation (red) and with biharmonic dissipation (yellow).

Figure 8. Shear flow test case: Comparison of the kinetic energy (left) and potential enstrophy (right) spectra for the reference simulation (black) and simulations with Casimir dissipation (red) and biharmonic dissipation (blue). The spectra are obtained from simulations with a resolution of $N = 524288$ triangles. The spectra are shown for days 1 to 10 of the simulation. The dashed red and blue lines show the averages of the spectra from days 6 to 10.
**Initial conditions.** The discrete initial velocity and height fields are given in spherical coordinates as

\[
V_{ij} = u_0(\cos(\Theta), 0)^\top \cdot \mathbf{n}_{ij} \\
h_i = h_0 - \frac{1}{g}(R\Omega u_0 + u_0^2/2) \cos(\Theta)
\]

\[u_0 = 20 \text{ m/s} \]
\[h_0 = 5960 \text{ m}\]

The conically shaped bottom topography is given by

\[
\eta_b(\Lambda, \Theta) = 2000(1 - 9r/\pi), \\
r^2 = \min\left(\left(\pi/9\right)^2, (\Lambda - \Lambda_c)^2 + (\Theta - \Theta_c)^2\right)
\]

where \(\Lambda_c = 3\pi/2\) and \(\Theta_c = \pi/6\).

Here, \(\Delta t = 100s\) and the dissipation parameters are chosen as \(\nu = 1.9508 \times 10^{14} \text{ km}^4/\text{day}\) and \(\theta = -1 \times 10^{20} \text{ km}^4/\text{day}^2\). For the reference simulation, we use \(\Delta t = 25s\) and \(\nu = 1.2191 \times 10^{13} \text{ km}^4/\text{day}\).

We integrate the initial conditions for 100 days and compare a simulation without dissipation, a reference simulation, simulations with Casimir dissipation and biharmonic dissipation, see Fig. 9. The simulation without any stabilization becomes noisy, while the stabilized schemes produce coherent structures in the vorticity field. When comparing the simulations with dissipation to the reference simulation, we observe that the fields are different. However, the Casimir dissipation simulation seems to match the vorticity field of the reference simulation better than the biharmonic dissipation simulation. This is because the energy is not dissipated away and more small scales are resolved.

In Fig. 10, we show the quantities of interest. The simulation without dissipation shows an increase in potential enstrophy, which is related to the noisy vorticity field. The dissipative schemes, as expected, dissipate potential enstrophy at the same rate. The error in the energy of the simulation with the Casimir dissipation stays on the same order as the simulation without any dissipation, while the simulation using biharmonic dissipation has an energy loss. We note that there is a small, but consistent, gain in the energy for the simulation using Casimir dissipation. As noted above, the development of a fully conservative integrator in this setting is non-trivial, but a key question for future research.

### 6 Conclusions

The development of high-fidelity numerical simulation tools for weather and climate prediction is limited by the competing goals of achieving energy conservation while preserving long-term stability of the time-integration scheme (see e.g. Ref. [33]). To address this challenge, we consider a potential-enstrophy dissipation scheme that conserves energy, building on existing variational integrators for the rotating shallow water equations [3, 5]. In particular, the scheme combines the variational discretization framework of Ref. [27] with the selective decay proposed in Ref. [13]. The resulting semi-discrete scheme is shown to conserve energy, suggesting this is a viable framework for long-term climate simulations.

Numerical results are presented comparing the new scheme with the variational integrator without dissipation and with a standard dissipation approach using a biharmonic eddy viscosity term. These simulations are carried out on both the \(f\)-plane and sphere, and we observe that the simulations with no dissipation becomes noisy, in contrast to the simulations with dissipation. When analyzing the conservation properties, we find that the enstrophy dissipating scheme conserves the energy to the same order as the scheme without dissipation, while the biharmonic dissipation leads to a substantial loss of energy. Additionally, by computing energy and enstrophy spectra, we see that simulations using enstrophy dissipation better resolve small-scale...
Figure 9. Flow over a mountain test case: Comparison of the relative vorticity for a simulation without dissipation (top left), the reference simulation (top right), a simulation with Casimir dissipation (bottom left), and a simulation with biharmonic dissipation (bottom right) after 100 days.

Figure 10. Flow over mountain test case: Comparison of the relative errors in the energy (left) and potential enstrophy (right) for a simulation without dissipation (blue), with Casimir dissipation (red), and with biharmonic dissipation (yellow).
features than those using biharmonic dissipation. In particular, the simulation on the sphere demonstrates the benefit of better-resolving these small scales, resulting in a simulation that more closely resembles that of the reference solution computed at higher resolution.

As shown above, the Casimir dissipation scheme stabilizes the variational integrator for a longer period of time, but neither scheme leads to a fully energy-conservative method after the temporal discretization. Thus, a key next step in this research is the development of a fully energy conserving variational temporal discretization for cubic Lagrangians, as considered here. Further natural extensions of this work are to more realistic models for geophysical flows. In particular, the primitive equations are a common first step in developing accurate simulations of climate dynamics. Since the framework in Ref. [13] also applies to 3D flows, combining the variational discretization framework with Casimir selective decay would lead to a discretization methodology for the primitive equations that would enable stabilized long-term integration schemes. Moreover, the method can be extended to include boundary conditions on non-periodic domains, as needed to apply the selective Casimir dissipation scheme in areas such as ocean modelling.

7 Acknowledgment

This research was undertaken, in part, thanks to funding from the Canada Research Chairs program, the NSERC Discovery Grant program, and the InnovateNL CRC Leverage R&D program. WB would like to acknowledge funding from NERC NE/R008795/1. FGB was supported by the project ANR-14-CE23-0002-01.

A Detailed computations

A.1 Continuous functional Casimir derivative

The variational derivative of the Casimir on a doubly periodic planar domain is computed as follows

\[
\int_M \frac{\delta C}{\delta \mathbf{m}} \cdot \delta \mathbf{m} \, d\mathbf{x} = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} C(\mathbf{m} + \varepsilon \delta \mathbf{m}, h) \\
= \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \frac{1}{2} \int_M h q (\mathbf{m} + \varepsilon \delta \mathbf{m}, h)^2 \, d\mathbf{x} \\
= \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \frac{1}{2} \int_M \left( \mathbf{z} \cdot \nabla \times \left( \frac{\mathbf{m} + \varepsilon \delta \mathbf{m}}{h} \right) \right)^2 \, d\mathbf{x} \\
= \int_M \mathbf{z} \cdot \nabla \times \left( \frac{\delta \mathbf{m}}{h} \right) \left( \mathbf{z} \cdot \nabla \times \left( \frac{\delta \mathbf{m}}{h} \right) \right) \, d\mathbf{x} \\
= \int_M \mathbf{q} \mathbf{z} \cdot \nabla \times \left( \frac{\delta \mathbf{m}}{h} \right) \, d\mathbf{x} \\
= \int_M \nabla \times \left( \mathbf{q} \mathbf{z} \right) \cdot \frac{\delta \mathbf{m}}{h} \, d\mathbf{x}.
\]

In the final step, we use the identity \( \nabla \cdot (\mathbf{A} \times \mathbf{B}) = (\nabla \times \mathbf{A}) \cdot \mathbf{B} - \mathbf{A} \cdot (\nabla \times \mathbf{B}) \), noting that \( \int_M \text{div} \mathbf{u} \, d\mathbf{x} = \int_M \mathbf{u} \cdot \mathbf{n} \, dS = 0 \), since \( M \) is doubly periodic and, thus, has no boundary. This gives

\[
\frac{\delta C}{\delta \mathbf{m}} = \frac{1}{h} \nabla \times \mathbf{q} \mathbf{z} = -\mathbf{z} \times (\nabla q)/h = (\partial_y q, -\partial_x q, 0)^\top/h,
\]

where we first use the identity \( \nabla \times (\psi \mathbf{A}) = \psi (\nabla \times \mathbf{A}) + \nabla \times \mathbf{A} \) and, then, use the fact that \( \mathbf{z} \) is the canonical unit vector in the \( z \)-direction.
Similarly, when $M$ is a two-dimensional Riemannian manifold, we compute

$$\int_M \delta C \cdot \delta m \, d\sigma = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \frac{1}{2} \int_M hq(m + \varepsilon \delta m, h)^2 \, d\sigma$$

$$= \int_M hq \frac{d}{d\varepsilon} \left|_{\varepsilon=0} q(m + \varepsilon \delta m, h) \, d\sigma \right.$$ 

$$= \int_M q \frac{\delta m}{h} \, d\sigma$$

$$= \int_M \delta \left( \frac{\delta m}{h} \right) + \int_M \frac{\delta m}{h} \wedge dq$$

$$= -\int_M \frac{\delta m}{h} \cdot \left( *dq \right) \delta \sigma,$$

which gives $\frac{\delta C}{\delta m} = -\frac{1}{h} \left( *dq \right)$. In the computation above, we have used Stokes’ theorem on $M$, $\int_M d\alpha = \int_{\partial M} \alpha = 0$ (since $\partial M = \emptyset$), and the identity $\alpha \wedge *\beta = (\alpha \cdot \beta^\sharp) \, d\sigma$, for one-forms $\alpha, \beta$ on $M$, with $*$ and $\sharp$ denoting the Hodge star and sharp operators associated with the Riemannian metric.

### A.2 Discrete functional Casimir derivative

The semi-discrete variational derivative of the enstrophy is given by

$$\left\langle \frac{\delta C}{\delta M}, \delta M \right\rangle = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} C(M + \varepsilon \delta M, h)$$

$$\text{Tr} \left( \frac{\delta C}{\delta M}^\top \Omega \delta \Omega \right) = \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} \frac{1}{2} \sum \frac{1}{h_\zeta} \left( \sum_{\varepsilon_{nm} \in \partial \zeta} \frac{M_{nm} + \varepsilon \delta M_{nm}}{|\zeta| h_{nm}} \right)^2 |\zeta|$$

$$\sum_{i} \sum_{j} \frac{\delta C}{\delta M_{ij}} (\Omega \delta M)_{ji} = \sum \frac{1}{h_\zeta} \left( \sum_{\varepsilon_{nm} \in \partial \zeta} \frac{M_{nm}}{|\zeta| h_{nm}} \cdot \sum_{h_{nm} \in \partial \zeta} \frac{\delta M_{nm}}{h_{nm}} \right) |\zeta|$$

$$\sum_{i} \sum_{j} \frac{\delta C}{\delta M_{ij}} \Omega_{ii} \delta M_{ij} = \sum \frac{1}{h_\zeta} \left( \sum_{\varepsilon_{nm} \in \partial \zeta} \frac{M_{nm}}{|\zeta| h_{nm}} \cdot \sum_{h_{nm} \in \partial \zeta} \frac{\delta M_{nm}}{h_{nm}} \right)$$

$$\sum_{i} \sum_{j \in N(i)} \frac{\delta C}{\delta M_{ij}} \Omega_{ii} \delta M_{ij} = \sum \frac{q_\zeta}{h_{ij}} \sum_{h_{nm} \in \partial \zeta} \frac{\delta M_{nm}}{h_{nm}}$$

$$= \sum \frac{\delta M_{ij}}{h_{ij}} q_{\zeta+} + \frac{\delta M_{ji}}{h_{ji}} q_{\zeta-}$$

$$= \sum \frac{\delta M_{ij}}{h_{ij}} (q_{\zeta+} - q_{\zeta-}).$$

In the second-to-last step, we use the property that each edge $e_{ij}$ has 2 neighboring vertices, denoted by $\zeta_+$ and $\zeta_-$. In the last step, we use the fact that the matrix $M$ is anti-symmetric, as is $\delta M$, while $h$ is symmetric.
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