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Abstract. This preregistered study uses a combination of physiological measures to explore both the activation and reduction components of cognitive dissonance theory. More precisely, we use skin conductance to identify dissonance arousal, a short-term affective response to counter-attitudinal stimuli, and then use heart rate variability to measure dissonance reduction, which reflects longer-term patterns of emotional regulation and information processing. Our preliminary tests find weak evidence of dissonance arousal and no evidence of dissonance reduction using this physiological approach. We consequently reconsider (albeit optimistically) the use of physiology in future work on cognitive dissonance. We also discuss the implications of our findings for selective exposure and motivated reasoning.
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The theoretical utility of cognitive dissonance is evident from more than six decades of fruitful research (see, e.g., Cooper & Fazio, 1984; Harmon-Jones, 2019). However, the state of dissonance has been almost exclusively inferred from observation of individual behavior in response to stimuli presumed to be dissonant, and there have been few attempts to directly measure the experience of dissonance (e.g., Croyle & Cooper, 1983; Gerard, 1967). Moreover, one of the fundamental premises of cognitive dissonance theory has yet to be directly tested. Specifically, Festinger (1957) argued that cognitive dissonance is an uncomfortable state of physiological and psychological tension, and that individuals experiencing dissonance should be motivated to reduce their dissonant state. Some work has directly tested the physiological implications of Festinger’s assertion that dissonance is a state of physiological discomfort, revealing new theoretical insights on cognitive dissonance and its underlying mechanisms (e.g., Loc, Losch & Cacioppo, 1990). However, no work has focused on the second part of Festinger’s theory: the reduction of dissonance.

Using a relatively novel psychophysiological approach to measurement, we explore physiological processes related to the reduction of dissonance. Doing so may be a valuable step toward better understanding cognitive dissonance theory and the processes underlying human emotional regulation and information processing. In the sections that follow, we introduce the literature on the psychophysiological study of cognitive dissonance, and then test two preregistered hypotheses about skin conductance and heart rate variability as indications of dissonance arousal and reduction, respectively. Using existing data from previous work (Fournier et al., 2020; Soroka, Fournier, & Nir, 2019), we examine dissonance arousal and reduction in response to television news programming. We regard this context as having high external validity—news viewing is, after all, a primary context in which scholars of political communication consider cognitive dissonance. That said, our results provide very limited physiological evidence of cognitive dissonance in response to news programming. In our concluding section, we consider why this might be the case and make suggestions for further work.

Cognitive dissonance

Since Festinger’s (1957) seminal work on the phenomenon, cognitive dissonance has become a foundational theory to explain how humans behave when faced with counter-attitudinal information. Festinger described
cognitive dissonance as a state of psychological and physiological tension and discomfort between conflicting cognitive elements. Because dissonance is highly uncomfortable, individuals experiencing it should be motivated to reduce or resolve the dissonance. Festinger identified two paths to reduce dissonance: (1) changing behaviors or cognitions to achieve consonance and (2) avoiding further information and situations that would generate dissonance.

Dissonance arousal

A substantial body of work within the cognitive dissonance literature has examined the concept of dissonance arousal, the state of physiological tension that Festinger argued is central to the experience of cognitive dissonance (e.g., Higgins et al., 1979; Zanna & Cooper, 1974). A small subset of this work examines the physiological component directly. Based on both Festinger’s (1957) original theory and reconceptualizations of cognitive dissonance (e.g., Cooper & Fazio, 1984), sympathetic nervous system activation marked by heightened skin conductance has been viewed as a likely indicator of dissonance arousal. The measure is viewed as having several advantages: first, it captures physiological tension indicative of dissonance; second, it avoids known biases associated with participants’ self-reporting of their own psychological states.

However, findings in the psychophysiological literature on dissonance arousal are both varied and complex. Croyle and Cooper (1983) found that a dissonance-inducing task increased participants’ skin conductance but did not cause any attitude change. They argued that this was because participants misattributed the dissonance arousal to the device used to record physiological responses, rather than to the discomfort of dissonance itself. Elkin and Leippe (1986) found that a dissonance task raised skin conductance and did cause attitude change. Ergen and Rosen (1993), in contrast, found no evidence of increased skin conductance in response to dissonance induction. Their operationalization of skin conductance was different from prior studies, as was their dissonance manipulation. Even so, their results may raise questions about the generalizability of previous findings.

Perhaps the clearest psychophysiological study on dissonance arousal came from Losch and Cacioppo (1990), who used an elaborated version of Zanna and Cooper’s (1974) misattribution paradigm to disentangle general arousal from participants’ affective interpretation of their own arousal. Rather than the potentially negative cue of an experimental pill used in the broader misattribution literature (e.g., Higgins et al., 1979; Zanna & Cooper, 1974), Losch and Cacioppo (1990) used prism goggles as a more affectively neutral stimulus for the misattribution paradigm. Consistent with Croyle and Cooper (1983) and Elkin and Leippe (1986), Losch and Cacioppo (1990) found that participants who completed a standard dissonance-inducing task experienced increased skin conductance and that the level of arousal was the same whether participants were primed to interpret their arousal positively or negatively. However, participants who were primed to interpret the induced arousal positively (i.e., those for whom positive arousal would be attributed to the prism goggles and negative arousal would be implicitly attributed to dissonance) showed greater attitude change than participants in the other conditions. Based on these findings, Losch and Cacioppo (1990) suggested that people are not motivated to reduce dissonance arousal itself, as Festinger (1957) originally suggested, but instead to reduce the negative affect associated with that arousal.

Both Elkin and Leippe (1986) and Losch and Cacioppo (1990) also found that dissonance arousal remained high several minutes after attitude change, suggesting that dissonance arousal may be reduced gradually over time rather than immediately by attitude change (as Festinger’s theory would suggest). We regard these findings as not only contrary to Festinger’s account but also atypical in the psychophysiological literature. Given our expectations based on both results from our own work (e.g., Dunaway & Soroka, 2019; Soroka, Fournier, & Nir, 2019; Soroka & McAdams, 2015) as well as standards in psychophysiological methodology developed in large part by Cacioppo (e.g., Cacioppo et al., 2007), we expect changes in skin conductance to be more temporary. That said, given that the long-lasting increase in physiological arousal was found in two separate studies, we are hesitant to attribute it to faulty measurement. Accordingly, we consider the possibility of long-term increases in physiological arousal in this study.

On balance, we see past work as suggesting that dissonance arousal is associated with increased skin conductance. The affective interpretation of dissonance seems to be especially important (Losch & Cacioppo, 1990). However, the duration of heightened skin conductance may be longer than we would expect if attitude change reduced that increased activation relatively quickly, as Festinger (1957) suggested.
Dissonance reduction

Research has focused primarily on the first part of Festinger’s claim, namely, that dissonance arousal is an uncomfortable state of physiological tension. The second part, that individuals experiencing dissonance are motivated to reduce it, has not been directly (i.e., psychophysiological) tested. The broader dissonance literature has provided considerable behavioral evidence to support the claim that individuals seek to reduce dissonance, but there has been no direct examination of the physiological indicators of those efforts.

As there is no research that directly explores dissonance reduction, we turn to a related body of work to inform our investigation. Motivated reasoning theories hold that people attempt to process counter-attitudinal information in a way that minimizes dissonance (e.g., Kunda, 1990; Leeper & Slothuus, 2014). Thus, psychophysiological research on motivated reasoning might help illustrate patterns of dissonance reduction. Westen et al. (2006) found that tasks intended to elicit motivated reasoning increased activation in areas of the brain normally associated with implicit emotion regulation and “hot” reasoning. This work connects clearly with the literature on cognitive dissonance and especially to studies that suggest the importance of reducing negative affect rather than dissonance arousal more broadly (Losch & Cacioppo, 1990). Moving from motivated reasoning to cognitive dissonance, Westen et al.’s (2006) findings suggest that people who experience dissonance may engage in emotional regulation to reduce that dissonance. Consequently, we may be able to detect dissonance reduction by examining physiological markers of emotional regulation.

Although the majority of physiological research on cognitive dissonance has focused on skin conductance, it is likely not an appropriate measure for exploring emotional regulation. Emotional regulation implies both the activation of an emotional response and the subsequent processes by which that activation is managed, corresponding in this case to dissonance arousal and dissonance reduction, respectively. Skin conductance is a useful indicator of dissonance arousal, but it does not reflect the more complex affective and cognitive processes that underlie dissonance reduction. However, emotional regulation can be captured using other psychophysiological measures. We argue for the use of heart rate variability (HRV), a measure that may reflect both dissonance arousal and individuals’ attempts to reduce dissonance through emotional regulation and information processing, as implicated by results from Westen et al. (2006; see also Losch & Cacioppo, 1990).

There is a small but growing body of psychophysiological work focusing on HRV (Potter & Bolls, 2011). Extant theories of HRV draw heavily from psychology and broadly conceive of HRV as an indicator of attention allocation (Porges, 1992; Thayer & Lane, 2000). Because attention allocation allows individuals to select and exclude information in their environment, attention allocation is a critical facilitator of information processing and emotional regulation (Appelhans & Luecken, 2006). Consistent with this approach, HRV has been found to be associated with the use of coping strategies in response to stress among both university students (Fabes & Eisenberg, 1997) and grade school children (Fabes et al., 1993); with increased defensive coping among women in response to induced states of fear (Pauls & Stemmler, 2003); and with coping and acceptance in response to grief (O’Connor et al., 2002). Studies have also found links between HRV and various forms of anxiety (Fuller, 1992; Mezzacappa et al., 1997; Sgoifo et al., 2003; Thayer et al., 1996) and depression (Cohen et al., 2003; O’Connor et al., 2002; Rechlin et al., 1994), as both anxiety and depression relate to the ability to successfully regulate autonomic responses to negative emotions and stress. HRV also accounts for both individual differences and within-person variation in regulated emotional responses to environmental stimuli (Appelhans & Luecken, 2006), although the present study lacks the data required for an in-depth exploration of these differences. Overall, evidence from psychological research generally supports the notion that HRV is a dynamic indicator of the capacity for emotional regulation. Thus, if dissonance reduction occurs through emotional regulation, we suggest that HRV should be uniquely suited to measuring dissonance reduction.

Moreover, a focus on heart rate variability enables exploration of the competing influences of dissonance arousal and dissonance reduction. Heart rate is affected by both the sympathetic nervous system (reflecting arousal and activation) and the parasympathetic nervous system (reflecting attention and effortful processing) (Potter & Bolls, 2011). Dissonance arousal will create physiological activation (reflected by increased heart rate). Dissonance reduction occurs through emotional regulation and cognitive processing (reflected by decreased heart rate). Because these processes push heart rate in opposite directions, average heart rate over time may stay relatively stable even during the experiences of
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dissonance arousal and dissonance reduction. The advantage of HRV over heart rate itself is that the former enables an exploration of how much heart rate varies in response to both of these competing influences.

We suggest that, just as the nature of dissonance arousal has been clarified by direct examination of its psychophysiological indicators, a psychophysiological examination of the process of dissonance reduction will allow us to further test the drivers and implications of cognitive dissonance. Moreover, a direct indicator of the effort to reduce dissonance will allow researchers to distinguish between people who do not feel dissonance, people who feel and seek to reduce dissonance, and people who feel dissonance but do not actively seek to reduce it. Distinguishing between these possibilities is of considerable significance for research on selective exposure or motivated reasoning in the context of political communication.

Hypotheses

Formally stated, our hypotheses are as follows:

\( H1 \): Participants exposed to a counter-attitudinal news story will experience increased skin conductance, reflecting increased dissonance.

\( H2 \): Participants exposed to a counter-attitudinal news story will experience increased heart rate variability as a consequence of both increased physiological arousal and increased emotional regulation.

It is worth noting that a small body of research in political science has found inconsistencies in results from psychophysiological work. More specifically, recent work has failed to replicate prior research linking political ideology and physiologically captured negativity biases (Bakker et al., 2020; Fournier et al., 2020; Osmundsen et al., in press). For us, this recent work has highlighted the need to be cautious in our use and interpretation of physiological measures. Unlike the unreplicable early research on psychophysiology and political ideology, our interpretation of HRV in this study does not view physiological responses as reflections of underlying biopolitical predispositions, but rather as in-the-moment reactions to and processing of media content. This perspective is more common in work in communication (see, e.g., Lang et al., 2000; Soroka, Fournier, Nir, & Hibbing, 2019), and we regard it as less theoretically fraught.

Method

This study relied on psychophysiological data from over 1,100 respondents across 17 countries, from Soroka, Fournier, and Nir (2019; see also Fournier et al., 2020).\(^1\) Details on data gathering are available in the appendix to that paper and in the supplementary material for this article. The original data collection and analysis were focused on hypotheses unrelated to those examined in the current study. However, the data were well suited to a physiological exploration of dissonance because of the recording of high-quality physiological data as well as the very broad sample.

Most importantly, the video stimuli used in the study seemed to be well suited to the present investigation. Most videos were, by design, not obviously ideologically slanted, but one video was a somewhat left-leaning news story about May Day labor marches against austerity in Europe. To be clear, the BBC reporting in the story was entirely objective, but the majority of the story consisted of footage of large labor marches protesting both labor conditions and potential costs of austerity to workers of the European Union (EU). The EU element was slightly complicating since it put workers’ concerns in line with right-wing anti-EU concerns, but we considered the general political tone of the content as left-leaning. Thus, we expected this story to create cognitive dissonance for right-wing viewers but not for left-wing viewers. Because the six other international news stories were, in our view, not at all ideologically slanted, we expected to see dissonance only in response to the May Day story.

This study did not include a treatment per se. Rather, our analysis hinged on a comparison of HRV across individuals who were more or less likely (based on political ideology) to feel cognitive dissonance in response to a BBC news story about Labor Day marches across Europe. That story was 2 minutes and 45 seconds

\(^1\)We do not report results here from a preliminary analysis that motivated both the pre-analysis plan and the current study, namely, an exploration of data gathered by Dunaway and Soroka (2019), which focused on the impact of screen size on psychophysiological reactions to television news stories. The advantage of those data was that experimental stimuli were relatively clearly ideological; however, the student sample meant that most of the respondents were liberal. We found no evidence supporting our hypotheses in those data; but, given the limitations of the sample and the exploratory nature of those analyses, we thought it worthwhile to proceed with formally testing our expectations using a second data set.
The first 18 seconds were an introduction with a talking head. The remainder of the story featured videos of different Labor Day marches across European countries, including lots of people, signs, chanting, and police. We relied on the following physiological measures:

**Skin conductance (SC):** We measured SC in microsiemens. We considered several possibilities for managing variation in story length: we examined SC averaged over the length of the story, over the first 1 minute and 2 minutes of each story (as above), and at 1-second intervals. Since results in this instance are the same regardless of which level of analysis we specify, we use the far simpler respondent-story-level data here. This has the advantage of matching our analyses of HRV, which are necessarily at the respondent-story level because HRV is measured over the duration of a story.

**Heart rate variability:** We measured HRV using two different approaches: the standard deviation of NN intervals (SDNN) and the root mean square of successive differences (RMSSD). These are marginally different measures, both now standard in the field (Appelhans & Luecken, 2006; Task Force, 1996). Results for RMSSD were the same as results for SDNN; for the sake of parsimony, we present only the results for RMSSD here. We captured HRV over the duration of each story, though it should be noted that the stories ranged from 2 to 4 minutes. There were several possible ways to deal with this. The first was to include the length of the story (in seconds) as a control variable. The second was to focus on just the first minute, or just the first 2 minutes, of each story. We explored each of these possibilities as a test of the robustness of our findings (see the supplementary material).

We tested our hypotheses using regression techniques. For both SC and HRV, we regressed the physiological measure on participant ideology, measured using either (1) a left-right ideology scale or (2) a Wilson-Patterson index. We included some basic demographic controls: gender, age, education, and income. We modeled responses to multiple news stories so that we could compare responses to the Labor Day story, which should have produced dissonance, with responses to the other stories, which should not have produced dissonance. We conducted our tests with the entire sample as well as with regional subsamples (i.e., European, North American, etc.) and country subsamples.

To be clear: our hypotheses suggested increases in both SC and HRV among conservative participants in response to the Labor Day story, relative to liberal participants and relative to other news stories. Our use of subsample analysis was not driven by additional hypotheses about differences across individuals, although we considered the possibility that cognitive dissonance would be most evident among our European subsample, given that this was the region where the Labor Day marches took place.

The main survey measures used in our analysis were based on the following questions:

- **Gender:** What is your gender? [Coded as binary, where 1 = female]
- **Age:** In what year were you born? [Coded as age in years]
- **Education:** What is the highest level of education you have completed? [Coded as binary, where 1 = more than high school]
- **Income:** Thinking about other families in your country, would you say your family’s income is …? [Captured and included as a 7-point scale, from “much lower than average” to “much higher than average”]
- **Left-right ideology:** In politics, people sometimes talk of left and right. Where would you place yourself on a scale from 0 to 10, where 0 means the left and 10 means the right? [Captured and included as a 0–10 scale]
- **Wilson-Patterson index:** Please indicate whether you agree or disagree (or are uncertain) with regard to each topic listed below: abortion, capitalism, censorship, death penalty, gay marriage, gun control, immigration, military spending, obedience, patriotism, pollution control, socialism, tax cuts, and women’s equality. Items are reverse-coded where necessary so that increasing values of the scale indicate right-wing

---

2Because participants viewed seven news stories in total, of which only one was clearly counter-attitudinal (for one portion of the sample), this study should be viewed as a within-respondent experimental design in which each participant was exposed to control and treatment conditions at different points in time (see, e.g., Druckman et al., 2011; McDermott, 2002).
ideology. Not all items are equally valid or scale reliably across countries, so we use a measure that is adjusted by country as outlined in Fournier et al. (2020). [Rescaled from 0 to 1]

All the data and scripts used for the analyses that follow are archived in the Harvard Dataverse at https://doi.org/10.7910/DVN/JNN55B.

Results

Analyses of both SC and HRV in response to the May Day story are shown in Table 1, excluding respondents for whom physiological measures were problematic (see Soroka, Fournier, & Nir, 2019 for details). (Sample size was reduced somewhat by flawed physiological data, but primarily by the randomization, which means that not all respondents viewed all stories.) We present models that include either left-right ideology or the Wilson-Patterson index.

Consistent with $H1$, we found a weak positive relationship between ideology and SC, such that right-wing participants exhibited slightly greater skin conductance than left-wing participants when exposed to the May Day story. This was the case only when we used the Wilson-Patterson scale (column 2 of Table 1), however; and this relationship narrowly missed standard criteria for statistical significance ($p = .059$, two-tailed test). Appendix Tables 1A and 1B show similar models estimated across the other stories included in the experiment; none showed any relationship between political ideology and SC. Thus, we did not find much evidence in support of $H1$: right-leaning respondents did not appear to consistently experience heightened skin conductance in response to the May Day story.

The latter columns of Table 1 do not show support for $H2$. There was no hint of a relationship between left-right ideology and HRV, and there was a positive association between the Wilson-Patterson index and HRV, but well below standard levels of statistical significance ($p = .550$, two-tailed test). These data did not suggest that right-leaning participants experience heightened HRV in response to the May Day story—that is, we see no indication of effort amongst right-wing participants to reduce dissonance through emotional regulation (at least when measured using HRV). There also was no sign of an association between ideology and HRV in the other news stories, for which we had no expectation of cognitive dissonance. (These estimates are shown in Appendix Tables 1C and 1D.)

Our results were robust to the exclusion of control variables and different specifications of the physiological measures, and consistent when the analyses were restricted to single-country samples as well. There was also no hint of stronger results in European countries (where the May Day marches took place) than in other countries where the story would presumably be less salient. It is unclear whether this is because our story was not sufficiently dissonance-inducing or because dissonance reduction is not reliably captured.

### Table 1. Psychophysiological responses to the May Day story.

|                          | SC1    | SC2    | HRV1   | HRV2   |
|--------------------------|--------|--------|--------|--------|
| Gender                   | -0.050 | -0.048 | -4.460 | -4.310 |
| (0.061)                  | (0.061)| (4.429)| (4.424)| (0.061)|
| Age                      | -0.003 | -0.003 | -1.385**| -1.389**|
| (0.002)                  | (0.002)| (0.175)| (0.174)| (0.002)|
| Education                | -0.078 | -0.044 | -0.739 | -0.160 |
| (0.062)                  | (0.063)| (4.520)| (4.594)| (0.062)|
| Income                   | 0.019  | 0.018  | -0.576 | -0.591 |
| (0.022)                  | (0.021)| (1.500)| (1.497)| (0.022)|
| Left-right ideology      | -0.003 | 0.007  | 0.018  | 0.018  |
| (0.012)                  | (0.012)| (0.861)| (0.861)| (0.012)|
| Wilson-Patterson index   |        | 0.256  | 5.883  | 9.839  |
| (0.136)                  | (0.136)| (9.839)| (10.337)| (0.146)|
| Constant                 | 0.108  | -0.018 | 168.139**| 165.742**|
| (0.146)                  | (0.144)| (10.469)| (10.337)| (0.146)|
| Observations             | 593    | 594    | 684    | 685    |
| F(5)                     | 0.763  | 1.473  | 12.656***| 12.776***|
| $R^2$                    | 0.006  | 0.012  | 0.085  | 0.086  |

* $p < .05$; ** $p < .01$; *** $p < .001$ (two-tailed tests); Dependent variables: SC = skin conductance, HRV = heart rate variability. Cells contain ordinary least squares regression coefficients with standard errors in parentheses.
by HRV.3 We lean toward the former possibility but have no empirical evidence to support that conjecture. We discuss this issue in more detail in the next section.

Discussion

Dissonance arousal and skin conductance

Given that the secondary data we relied on were not collected with dissonance in mind, it is perhaps not surprising that the relationship we found between ideology and skin conductance was relatively weak. However, prior psychophysiological research on cognitive dissonance has provided strong evidence that induced dissonance can be measured using skin conductance (Croyle & Cooper, 1983; Elkin & Leippe, 1986; Losch & Cacioppo, 1990; cf. Ergen & Rosen, 1993). Why, then, was the effect we found so modest?

The difference is not that we focused on politics, whereas previous research focused on potentially more dissonant topics. Vraga (2015) showed that traditional dissonance paradigms are effective for inducing dissonance in a political context. It seems more likely that the kind of dissonance induced by more traditional experimental treatments in the lab is different from the kind of dissonance we explored here. A common way to induce dissonance is to ask participants to volunteer to write a counter-attitudinal essay. Essentially, the logic is that participants experience dissonance as a consequence of freely engaging in behavior that conflicts with their beliefs. The conflicting elements in that paradigm (i.e., the elements that create dissonance) are the participants’ voluntary behaviors (albeit at the request of researchers) and the participants’ beliefs. What we explored here was slightly different: rather than creating dissonance between participants’ behaviors and beliefs, we attempted to create dissonance between participants’ beliefs and incoming information. Moreover, they did not explicitly agree to being exposed to said counter-attitudinal information in advance. Thus, the exposure was not only involuntary but also without advance warning.

It is worth nothing, then, that while previous research has demonstrated that exposure to counter-attitudinal communication can induce dissonance (e.g., Cooper et al., 1974), there is less evidence to support this in the context of involuntary, unanticipated exposure to counter-attitudinal information. In the context of voluntary exposure, Freedman and Sears (1965) argued the knowledge that other people disagree with one’s position—even prior to exposure to actual disagreement—can be sufficient to create dissonance. Given what appears to us to be a relative paucity of research that explicitly explores dissonance in relation to unanticipated counter-attitudinal communication, especially in the context of involuntary exposure, this may be a fruitful topic for future work.

It may also be argued that, because our participants were involuntarily exposed to counter-attitudinal communication, we should not have expected to see evidence of dissonance. Forced compliance can make it easy for people to dismiss dissonance (e.g., Festinger & Carlsmith, 1959). This could be true to some extent; however, there are two reasons this may not be the case. First, although our study forcibly exposed people to a counter-attitudinal stimulus, the dissonance we hypothesized was not between a counter-attitudinal behavior and a cognition. Instead, we expected dissonance between participants’ political beliefs and the knowledge of information that conflicts with those beliefs and, perhaps, the knowledge that others apparently disagree with them as well. Second, even if people could easily dismiss the dissonance from our counter-attitudinal stimulus, dismissing dissonance requires first experiencing it. Thus, we suggest that dissonance is a plausible outcome of involuntary exposure to counter-attitudinal communication, although this kind of dissonance may be less intense than—or even qualitatively different from—dissonance between cognition and voluntary behavior.

Another distinct possibility is that the May Day story was only mildly counter-attitudinal, and thus it did not arouse as much dissonance as the intensely counter-attitudinal stimuli used in classic dissonance research. To our knowledge, our study was the first psychophysiological research to induce dissonance using non-artificial stimuli. In that light, it would be surprising if the effects we found were as strong as those found in lab studies using stimuli designed solely to induce dissonance. And it is entirely possible that the May Day story was relatively low in dissonance, and that other political news stories might have induced stronger dissonance more in line with traditional experimental paradigms. Nevertheless, we regard it as unlikely that the differences between our findings and those of past work are solely attributable to idiosyncrasies of our stimuli. In other words, we view our findings as an indication that the May Day story may not be unusual among news stories in its failure to induce

3There is another alternative, namely, that Festinger’s theory or our interpretation of this theory is incorrect. We discuss this possibility later.
strong dissonance. Indeed, even with strong ideological primes, Metzger et al. (2015) found that exposure to counter-attitudinal news sources and news stories resulted in only small (albeit still significant) increases in dissonance. If much of the information that people encounter in their daily lives is, like the May Day story, not strongly dissonant, it may be that dissonance is not a phenomenon that people experience with enough intensity and regularity to meaningfully influence their behavior. This possibility has major implications for the literature on selective exposure.

Research on selective exposure draws heavily from the literature on cognitive dissonance; indeed, a fundamental assumption of selective exposure is that people avoid counter-attitudinal information because it creates dissonance (Hart et al., 2009). However, more recent work has suggested that people do not selectively avoid counter-attitudinal information—instead, they primarily selectively approach pro-attitudinal information (Garrett, 2009; Garrett & Stroud, 2014). While the logic underlying the use of dissonance as a mechanism for selective avoidance is straightforward, it is less clear how dissonance might drive tendencies for selective approach. Our findings suggest that people may not experience much dissonance when they are exposed to counter-attitudinal information (see also Freedman & Sears, 1965), thus undermining the presumed mechanism for selective avoidance and, perhaps, partially explaining why selective avoidance is not as prevalent as selective approach. Consistent with this possibility, Metzger et al. (2015) argued that selective exposure is driven not by dissonance but by perceptions of credibility: people prefer news they view as credible, and their perceptions of credibility are systematically biased against counter-attitudinal news. Thus, even though people prefer pro-attitudinal news, this selection bias is largely unrelated to dissonance.

If it is the case that people generally do not perceive real-world counter-attitudinal information as dissonant, it behooves scholars of cognitive dissonance to critically reevaluate the relevance of dissonance theory to explanations of human behavior outside the lab. Future research should test the psychophysiological implications of cognitive dissonance theory across a wide variety of stimuli, including both traditional experimental paradigms for inducing dissonance and stimuli representative of real-world information. Moreover, without diverse, representative samples, even inferences derived from internally valid designs should be regarded with caution. Our study, which features a cross-national sample, is a step forward in this regard, but we hope that researchers interested in this area continue to systematically investigate dissonance outside of typical undergraduate samples.

Dissonance reduction and heart rate variability

Our finding that right-leaning participants did not engage in dissonance reduction after exposure to the May Day story follows naturally from our finding that these participants felt only slight dissonance in response to the story. Without evidence of strong effects on dissonance arousal, we would be surprised if we found evidence of strong effects on dissonance reduction.

We speculate that this null finding may be attributable to one or both of two factors above and beyond the May Day story’s limited induction of dissonance. First, it may be that dissonance reduction occurs over a longer time frame than either of our data sets allow us to investigate. Both Elkin and Leippe (1986) and Losch and Cacioppo (1990) found that dissonance arousal took several minutes to dissipate. Our primary data here were limited to just under 3 minutes of exposure to a single news story; it is plausible that our data provided too narrow a window to properly analyze dissonance reduction as a gradual phenomenon. As we discussed earlier, the pattern of long-lasting physiological arousal captured by Elkin and Leippe (1986) and Losch and Cacioppo (1990) is extremely unusual in comparison to expectations set by other psychophysiological work (e.g., Cacioppo et al., 2007). Nonetheless, it may be productive for future work to take seriously the possibility that dissonance reduction occurs over longer time periods than those typically examined by psychophysiological research.

It may also be that HRV is not a suitable measure for dissonance reduction. Lacking alternative measures of dissonance reduction to which we can compare HRV, it is difficult to establish what dissonance reduction “should” look like. We believe our theoretical justifications for the use of HRV are convincing but, as we discussed earlier, HRV is a measure that simultaneously represents several competing psychophysiological systems (e.g., Appelhans & Luecken, 2006; Task Force, 1996). As such, it may be that there is simply too much noise in HRV for it to be appropriate for measuring dissonance reduction.

Although both of these explanations for our null findings are possible, we do not regard them as especially plausible. As we have said, there is strong reason to believe that dissonance arousal should be reduced within
the time span captured by our data, and, without additional evidence, we have no reason to discount HRV as a measure of dissonance reduction. While we acknowledge these possibilities, we also consider the implications of our null dissonance reduction findings for our understanding of how people process political information. Motivated reasoning theories assume counter-attitudinal information creates dissonance that people are motivated to reduce through biased processing (e.g., Kunda, 1990; Leeper & Slothuus, 2014). However, as our findings suggest, counter-attitudinal information may not always create dissonance (also see Metzger et al., 2013). It may also be unsafe to assume that individuals are motivated and able to reduce dissonance via effortful processing and emotional regulation, key mechanisms of motivated reasoning. There is as yet no evidence that these processes actually occur in response to dissonance, let alone that they are successful in reducing dissonance. The findings from our study are inconclusive on this point: we find no evidence of dissonance reduction, but we also show only limited evidence of dissonance in the first place.

Our study may also help inform a debate within the broader literature on motivated reasoning. This debate focuses on how motivated reasoning affects the processing of partisan information to shape opinion. One account holds that people rely on party cues as a basis for low-effort heuristic processing of information; another suggests that party cues motivate people to engage in high-effort directional processing of information (i.e., motivated reasoning) to ensure that attitudes based on new information are consistent with party identification (Petersen et al., 2013). This second view is more consistent with the dissonance-reduction aspect of Festinger’s (1957) theory and is supported by existing research (Bolsen et al., 2014; Petersen et al., 2013). However, our null results regarding dissonance reduction may provide some evidence in support of the party-cue-as-heuristic account, in which exposure to counter-attitudinal information reduces the need for effortful processing. We suggest that our study adds to the cross-study variation in findings about whether and how partisan cues interact with information processing (Peterson, 2017). Thus, we echo recent arguments that additional research is needed to more completely test the theoretical implications of the party-cue debate (Leeper & Slothuus, 2014; Peterson, 2017).
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