Dissipative Rabi model in the dispersive regime
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The dispersive regime of circuit QED is the main workhorse for today’s quantum computing prototypes based on superconducting qubits. Analytic descriptions of this model typically rely on the rotating-wave approximation of the interaction between the qubits and resonators, using the Jaynes-Cummings model as a starting point for the dispersive transformation. Here, we present analytic results on the dispersive regime of the dissipative Rabi model, without taking the rotating-wave approximation of the underlying Hamiltonian. Using a recently developed hybrid perturbation theory based on the expansion of the time evolution on the Keldysh contour [C. Müller and T. M. Stace, Phys. Rev. A 95, 013847 (2017)], we derive simple analytic expressions for all experimentally relevant dynamical parameters like dispersive shift and resonator-induced Purcell decay rate, focusing our analysis on generic multilevel qubits like the transmon. The analytical equations are easily tractable and reduce to the known Jaynes-Cummings results in the relevant limit. They, however, show qualitative differences at intermediate and large detuning, allowing for more accurate modeling of the interaction between superconducting qubits and resonators. In the limit of strong resonator driving, our results additionally predict different types of drive-induced qubit dissipation and dephasing, not present in previous theories.
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I. INTRODUCTION

Quantum optics and the related fields of quantum computation are at their heart concerned with the interactions between atoms and light, i.e., light as in coherent modes of electromagnetic radiation and atoms as in well-controlled, engineered quantum few-level systems [1]. Typically, this interaction is described in the so-called Jaynes-Cummings model [2,3], which is based on an approximation of the more fundamental Rabi model [4], describing the interaction between the light and dipole-allowed transitions in the atom. The differences between Rabi and Jaynes-Cummings models are thought to be small in the usual experimental situations, and to see noticeable effects one usually needs to consider the ultrastrong coupling regime [5,6], where the coupling strength between atoms and light becomes comparable to their characteristic energy scales. In this paper we show that already for much smaller coupling strength, qualitative and quantitative differences between the two models can be observed.

On the way toward further improving the degree of control over quantum hardware, we continuously need to improve our understanding of the quantum systems and their coupled dynamics. Of special importance for quantum computation is the so-called dispersive regime of the atom-light interaction [3], where the atomic transitions are detuned from the mode energies of the light field by more than the strength of their coupling. It is in this regime that the successful early quantum computing prototypes based on superconducting artificial atoms and microwave resonators are operated [7–10]. It allows the resonator mode on one hand to isolate the sensitive qubits from most of the electromagnetic environment while at the same time acting as an access port for qubit manipulation and state readout [11]. Similar advantages are also envisioned for coupling quantum dot spin qubits to microwave resonators [12–14]. When modeling the system dynamics in the dispersive regime, one typically employs analytic approximations for the coupling-induced changes to Hamiltonian parameters as well as for dissipative processes arising due to the atom-light hybridization [3,15,16]. These, however, are usually based on the approximate Jaynes-Cummings interaction instead of the more fundamental Rabi model.

Here, we show analytic expressions for Hamiltonian corrections and dominant dissipative dynamical contributions arising in the dispersive regime of the Rabi model directly, without making the rotating-wave approximation underlying the Jaynes-Cummings interaction. Our treatment is based on a Keldysh diagrammatic perturbation approach [17], and delivers well-behaved and simple analytic expressions for all relevant parameters without requiring additional approximation. These results are relevant for more accurate analytical modeling of any quantum hardware in the dispersive regime, like superconducting and spin qubits. The dissipative corrections to the dynamics we derive here are additionally important for a better understanding of qubit readout, when the resonators may be strongly driven. In this case, they lead to
photon-number-dependent dissipative corrections to the qubit dynamics.

II. MULTILEVEL DISSIPATIVE RABI MODEL

We focus our treatment on a system of a multilevel atom coupled to a single, quantized resonator mode. This model accurately describes the typical situation for superconducting transmon qubits coupled to resonators in the circuit QED architecture. Results for the special case of a two-level atom, more relevant to, e.g., quantum-dot spin or charge qubits, are detailed in Appendix B. We write the total system Hamiltonian as

\[ H = H_0 + H_{\text{int}} + H_{\text{env}}, \]

with the unperturbed Hamiltonian

\[ H_0 = \omega_r a^\dagger a + \sum_{k=0}^{N-1} \omega_k \sigma_{k,k}. \]

Here, we use the notation \( \sigma_{k,l} = |k\rangle \langle l| \) with \(|k\rangle\) an eigenstate of the \( N \)-level system with eigenenergy \( \omega_k \). \( a \) is the bosonic annihilation operator of the resonator mode at frequency \( \omega_r \). The interaction between multilevel qubit and resonator is written in the Rabi model as

\[ H_{\text{int}, \text{Rabi}} = \sum_k g_k (\sigma_{k,k+1} + \sigma_{k+1,k}) (a^\dagger + a), \]

assuming purely transversal coupling between the qubit and resonator, as is natural for transmon qubits. Alternatively, we could make a rotating-wave approximation in the coupling, leading to the Jaynes-Cummings model interaction

\[ H_{\text{int}, \text{JC}} = \sum_k g_k (\sigma_{k,k+1} a^\dagger + \sigma_{k+1,k} a), \]

which discards fast rotating terms.

The system is additionally coupled to three independent baths via \( H_{\text{env}} = H_{\text{sys-env}} + H_{\text{env},0} \). The system-bath interactions are described by

\[ H_{\text{sys-env}} = \sum_k \beta_k (\sigma_{k,k+1} + \sigma_{k+1,k}) \hat{X} + \sum_k \delta \omega_k \sigma_{k,k} \hat{Z} + (a^\dagger a) \hat{R}. \]

We use the technique developed in Ref. [17] to derive effective dissipative rates and coherent Hamiltonian corrections in the dispersive limit where \( g \ll |\Delta_0| = |\omega_{1,0} - \omega_r| \). This technique is based on a perturbative expansion of the density matrix time evolution on the Keldysh contour. The individual terms in this expansion can then be expressed as Keldysh diagrams, in the same spirit as Feynman diagrams for quantum state evolution, and the resulting master equation can be written in Lindblad form. Here, we do a simultaneous perturbation theory in both the system interaction \( H_{\text{int}} \) as well as the bath interaction \( H_{\text{sys-env}} \), assuming both interactions to be weak compared to the internal system dynamics. The Keldysh expansion is well behaved also when considering the full Rabi interaction, and does not rely on the rotating-wave approximation of the Jaynes-Cummings model. Then, at second order in the perturbation theory, we obtain the usual incoherent contributions to the dynamics, i.e., qubit dissipation and dephasing as well as resonator dissipation, due to their coupling to their individual environments. Additionally, from the perturbative expansion including the atom-resonator interaction term \( H_{\text{int}} \), we find corrections to the unperturbed Hamiltonian \( H_0 \) at second order, which we identify with the dispersive shifts [3,18]. One of the major advantages of the Keldysh approach is that it provides a clear recipe for going to higher orders in perturbation theory. At fourth order this theory predicts, amongst others, correlated dissipative processes that arise due to the hybridization of the qubit and resonator states and their individual coupling to environments, which are at the focus of this paper. Details on the technique and derivation of the master equation can be found in our earlier work [17].

We write the master equation resulting from the Keldysh diagrammatic expansion up to fourth order as

\[ \dot{\rho} = -i[H_0 + H_2, \rho(t)] + \mathcal{L}_2 \rho(t) + \mathcal{L}_4 \rho(t). \]

Here, \( H_2 \) is a dispersive Hamiltonian correction and \( \mathcal{L}_2 \) summarizes the incoherent dynamics at the same order. Finally, \( \mathcal{L}_4 \) contains all incoherent contributions at fourth-order perturbation theory, which are the main focus of this work. In the following, we will provide the analytic expressions for all terms in Eq. (5) and will contrast the results when performing the perturbation theory either with the full Rabi model or the approximate Jaynes-Cummings interaction.

A. Second-order dissipative terms

The Keldysh expansion at second order in the system-bath interaction \( H_{\text{sys-env}} \) reproduces the well-known incoherent terms in the master equation, which we reproduce here for clarity. For a multilevel qubit and resonator, these
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We write the master equation resulting from the Keldysh diagrammatic expansion up to fourth order as

\[ \dot{\rho} = -i[H_0 + H_2, \rho(t)] + \mathcal{L}_2 \rho(t) + \mathcal{L}_4 \rho(t). \]

Here, \( H_2 \) is a dispersive Hamiltonian correction and \( \mathcal{L}_2 \rho \) summarizes the incoherent dynamics at the same order. Finally, \( \mathcal{L}_4 \rho \) contains all incoherent contributions at fourth-order perturbation theory, which are the main focus of this work. In the following, we will provide the analytic expressions for all terms in Eq. (5) and will contrast the results when performing the perturbation theory either with the full Rabi model or the approximate Jaynes-Cummings interaction.

A. Second-order dissipative terms

The Keldysh expansion at second order in the system-bath interaction \( H_{\text{sys-env}} \) reproduces the well-known incoherent terms in the master equation, which we reproduce here for clarity. For a multilevel qubit and resonator, these
are

$$\mathcal{L}_2 \rho(t) = \sum_k \gamma_{i_k} \mathcal{D}[\sigma_{k,k+1}] \rho(t) + \gamma_{i_1} \mathcal{D}[\sigma_{k+1,k}] \rho(t) + \gamma_{i_0} \mathcal{D}[\sigma_{k,k}] \rho(t) + \kappa_- \mathcal{D}[a] \rho(t) + \kappa_+ \mathcal{D}[a^\dagger] \rho(t)$$

(6)

with the rates

$$\gamma_{i_k} = \beta_k^2 C_2(\omega_{k+1,k}) \quad \gamma_{i_1} = \beta_1^2 C_2(-\omega_{k+1,k}) \quad \gamma_{i_0} = \delta \omega_k^2 C_2(0) \quad \kappa_- = C_2(\omega_r) \quad \kappa_+ = C_2(-\omega_r).$$

(7)

Here, the first line in Eq. (6) describes qubit decay and excitation, the second line its pure dephasing of the qubit, and the final two terms incoherent photon loss and excitation from the resonator. We used the usual dissipator notation \( \mathcal{D}[\hat{\sigma}] \rho = \hat{\sigma} \rho \hat{\sigma}^\dagger - \frac{1}{2} \{ \hat{\sigma}, \rho \} \). The spectral functions of the environmental operators we defined through \( C_2(\omega) = \frac{1}{2} \int dt \ e^{i \omega t} \langle \hat{\sigma}(t) \hat{\sigma}^\dagger(0) \rangle \). They describe the ability of the environment to exchange photons at energy \( \omega \) with the system. More details are in Appendix A.

**B. Second-order Hamiltonian corrections: Dispersive shifts**

Additionally, our technique produces corrections to the Hamiltonian, due to the perturbative expansion in the system coupling operator \( H_{\text{int}} \). When taking the Rabi-type coupling \( H_{\text{int,Rabi}} \) as the perturbative interaction, we find these Hamiltonian corrections at second order as

$$H_{2,Rabi} = \sum_k \left( \chi_{k-1} - \chi_k \right) a^\dagger a \sigma_{k,k} + \left( \chi_{k-1} - \xi_k \right) \sigma_{k,k}^\dagger,$$

(8)

with the generalized dispersive shift

$$\chi_k = \frac{2 \beta_k^2 \omega_{k+1,k}}{(\omega_{k+1,k}^2 - \omega_r^2)}$$

(9)

and where we defined the qubit level splittings \( \omega_{k+1,k} = \omega_{k+1} - \omega_k \), and \( \xi_k = 0 \), \( \forall \ k < 0 \). Here we also introduced the usual multilevel Jaynes-Cummings dispersive shifts \( \chi_k \) as well as the Bloch-Siegert shifts \( \xi_k \) as

$$\chi_k = \frac{\delta_k^2}{\omega_{k+1,k} - \omega_r}$$

$$\xi_k = \frac{\delta_k^2}{\omega_{k+1,k} + \omega_r}.$$ 

(10)

Note that \( \tilde{\chi}_k = \chi_k + \xi_k \). For the special case of a two-level atom, this result has previously been derived using different theoretical techniques [20,21] (see also Appendix B).

If we perform the perturbation expansion with the qubit-resonator interaction term in the Jaynes-Cummings approximation \( H_{\text{int,JC}} \), we instead find

$$H_{2,JC} = \sum_k \left( \chi_{k-1} - \chi_k \right) a^\dagger a \sigma_{k,k} + \chi_{k-1} \sigma_{k,k}^\dagger,$$

(11)

as is known in the literature [15,22]. Figure 1 shows a comparison of the Rabi and Jaynes-Cummings dispersive corrections to the one-photon energy, i.e., the energy required to add one photon to the resonator while the qubit rests in its ground state. These are given for the Rabi and Jaynes-Cummings models by \( \tilde{\chi}_0 \) and \( \chi_0 \), respectively. We show them together with results from exact numerical diagonalization of the Hamiltonian for the same parameters, truncated to include the 10 lowest states for both multilevel qubit and resonator (for details see Appendix C). The major qualitative difference is the asymmetry in the magnitude of the shift for positive and negative detuning in the result for the Rabi interaction [20,21], compared to the symmetric response of the Jaynes-Cummings result. As a result, apart from a small region around small positive detuning, the error in the Rabi dispersive corrections is significantly smaller than for the Jaynes-Cummings result, and Eq. (9) converges to the exact results for large detuning. For further comparison, including studying the behavior when fitting to experimental data and the implications for predictions of system dynamics, see Appendix C.

**C. Fourth-order dissipative terms**

At fourth order, a large number of dissipators contribute to the master equation. Here, we focus only on a subset of all incoherent contributions, and write the fourth-order...
dissipative contributions to the master equation as
\[ \mathcal{L}_4 \rho = \mathcal{L}_{\text{Purcell}} \rho + \mathcal{L}_{\pm, \pm} \rho + \mathcal{L}_{\pm, \pm} \rho. \]  
(12)

These three terms correspond to previously known corrections to the dissipative dynamics of a qubit and resonator in the dispersive regime [3, 15, 17]. They arise from hybridization of qubit and resonator states and the coupling of the resulting hybrid states to the qubit and resonator environments. In the Keldysh perturbation theory they appear at fourth order, where two interaction vertices originate from the qubit-resonator interaction \( H_{\text{int}} \) and the other two from the interactions with the baths \( H_{\text{sys-env}} \). In a previous work [17], this subset of incoherent contributions has been shown to dominate the steady-state properties in the dispersive parameter regime.

1. Purcell process

The Purcell process describes decay and excitation of the qubit due to its effective coupling to the resonator environment. We find its contribution to the master equation as
\[ \mathcal{L}_{\text{Purcell}} \rho = \sum_k \gamma^{(k)}_P \mathcal{D}[\sigma_{k,k+1}] \rho + \gamma^{(k)}_P \mathcal{D}[\sigma_{k+1,k}] \rho, \]  
(13)

with the Purcell decay and excitation rates
\[ \gamma^{(k)}_P = p_k C_k(\omega_{k+1,k}), \quad \gamma^{(k)}_P = p_k C_k(-\omega_{k+1,k}), \]  
(14)

where we defined dimensionless prefactors \( p_k \). For the Rabi model, these are
\[ p_{k, \text{Rabi}} = \frac{8 g_k^2}{(\omega_r - \omega_{k+1,k})^2}, \]  
(15)

while for the Jaynes-Cummings interaction we find the canonical result
\[ p_{k, \text{JC}} = \frac{2 g_k^2}{(\omega_r - \omega_{k+1,k})^2}. \]  
(16)

Figure 2 shows a comparison of the prefactors for the Rabi and Jaynes-Cummings models. Similar to the dispersive shift, the inclusion of the fast rotating terms in the Rabi interaction leads to a notable asymmetry in the rates with respect to zero detuning. For large negative detuning \( \omega_{1,0} < \omega_r \), Purcell is suppressed strongly compared to the Jaynes-Cummings result while for large positive detuning \( \omega_{1,0} > \omega_r \) it is similarly enhanced. Note that the Purcell rates are proportional to the resonator environmental correlation function \( C_k(\omega) \), probed at the qubit transition frequencies.

2. Dressed dephasing

The so-called dressed dephasing dissipative corrections have previously been derived in the context of the usual dispersive transformation of the Jaynes-Cummings model [15, 22]. They describe correlated decay and excitation of qubit and resonator due to coupling to the longitudinal bath of the qubit. In the usual second-order perturbation theory, this bath only leads to qubit dephasing proportional to its low-frequency response. Here, due to the resonator-qubit hybridization, its high-frequency components contribute additionally to incoherent conversion of qubit and resonator photons. Using the Keldysh diagrammatic perturbation technique, we reproduce the previously known results, and find additional contributions that are unique to the Rabi model. The total dressed dephasing contribution to the master equation is written as
\[ \mathcal{L}_{\pm, \pm} = \sum_k \gamma^{(k)}_s \mathcal{D}(\sigma_{k,k+1}) \rho + \gamma^{(k)}_s \mathcal{D}(\sigma_{k+1,k}) \rho \]  
(17)

with the expressions for the rates
\[ \gamma^{(k)}_s = d_k C_k(\omega_{k+1,k} - \omega_r), \quad \gamma^{(k)}_s = d_k C_k(\omega_r - \omega_{k+1,k}), \]  
\[ \gamma^{(k)}_s = c_k C_k(\omega_r + \omega_{k+1,k}), \quad \gamma^{(k)}_s = c_k C_k(-\omega_{k+1,k} - \omega_r), \]  
(18)

and the dimensionless prefactors for the Rabi model
\[ d_{k, \text{Rabi}} = \frac{2 g_k^2}{(\omega_r - \omega_{k+1,k})^2}, \]  
\[ c_{k, \text{Rabi}} = \frac{2 g_k^2}{(\omega_r + \omega_{k+1,k})^2}, \]  
(19)

and for the Jaynes-Cummings approximation
\[ d_{k, \text{JC}} = d_{k, \text{Rabi}}, \quad c_{k, \text{JC}} = 0. \]  
(20)

The first two processes in Eq. (17) correspond to environmentally assisted conversion of photons between the qubit and the resonator, and are equal for both the Rabi and the Jaynes-Cummings models. Exclusive to the Rabi model is the second difference of qubit and resonator frequencies
\[ \omega_{k+1,k} \pm \omega_r. \]  

3. Photon-assisted dephasing

The final class of process we include at fourth order is typically not considered in the literature, although its contribution to qubit linewidth is likely comparable to Purcell decay. It corresponds to creation or annihilation of a resonator photon.
The Rabi interaction case.

4. Relevance to the readout problem

Current prototype implementations of quantum processors all suffer from comparatively poor readout fidelities. This is at least partly due to the so far imperfect theoretical understanding of the relatively high-powered readout employed in these architectures. As an example, Purcell decay of the qubit scales with readout photon number $n$ in the cavity as $\sim 1/n$ [23,24], while experimentally it has been shown that the qubit lifetime decreases with increased readout power [25], implying that other processes are dominant in this situation.

A way out may be offered by recent development of drive-induced dissipative processes, which typically arise due to correlated decay processes, like the ones we also calculate here [15,16,26]. In the following we give a short discussion of what the implications of our result are in the strong driving case.

To describe the effect of driving the resonator, we start by applying a displacement transformation to the master equation,\(^1\)

$$ D(\alpha) = \exp[\alpha a^\dagger - \alpha^* a], $$

which transforms resonator operators as

$$ D^\dagger aD = \bar{\alpha} + \alpha $$

with the coherent state amplitude $\alpha$ and the new resonator annihilation operator in the displaced frame $\bar{a}$. In this approach, one chooses the displacement amplitude $\alpha$ such that the effective resonator variable in the displaced frame $\bar{a}$ now describes an undriven resonator. This is achieved by choosing a dynamical value of $\alpha$ which effectively cancels out the drive terms in the dynamical equations. $\alpha$ then describes the semiclassical dynamics of the photon number in the driven resonator $n = |\alpha|^2$, while the residual photonic quantum fluctuations are still described by the dynamics of $\bar{a}$ [17].

\(^1\)In the strong driving case, the displacement transformation should actually be applied first, before other perturbative expansions are performed. This would change some of the frequency dependence in the dissipators without changing their qualitative behavior. For the purpose of simplicity, we do not consider this additional complication here.
displacement transformation (25) acts on correlated dissipators in a peculiar way. For example, one of the dressed dephasing dissipators in Eq. (17) transforms as

$$D[D(\sigma_{k,1} \sigma^\dagger_{k,1})] = D[\sigma_{k,1} \sigma^\dagger_{k,1}] + [\alpha^2 D[\sigma_{k,1}]] + \cdots,$$

(26)

where the additional terms omitted here will not contribute to the qubit’s dynamics, i.e., will cancel once a trace over resonator degrees of freedom is performed. From the second term in Eq. (26) we see that in the driven frame now appears a qubit relaxation channel whose decay rate is proportional to the resonator photon number $n = |\alpha|^2$. A similar expression holds for all the dressed dephasing terms, which will contribute qubit decay and excitation rates proportional to the photon number. In the strongly driven case, and reduced to the qubit dynamics, Eq. (17) then changes to

$$\mathcal{L}_{\pm} \rho \rightarrow \sum_k \gamma^{(k)}_{\pm} D[\sigma_{k,1}] \rho + \gamma^{(k)}_+ D[\sigma_{k,1,1}] \rho$$

(27)

with the photon-number-dependent rates $\gamma^{(k)}_{\pm} = n(\gamma^{(k)}_{\pm} + \gamma^{(k)}_{\mp})$ and $\gamma^{(k)}_+ = n(\gamma^{(k)}_+ + \gamma^{(k)}_-)$. Similar corrections have previously been derived in the Jaynes-Cummings approximation [16]. Additionally, here we predict a photon-number-dependent contribution to the qubit dephasing rate, from the photon-assisted dephasing process (21), which transforms as

$$\mathcal{L}_{\psi,\pm} \rho \rightarrow \sum_k \gamma^{(k)}_{\psi} D[\sigma_{k,1}] \rho$$

(28)

with $\gamma^{(k)}_{\psi} = n(\gamma^{(k)}_{\psi,1} + \gamma^{(k)}_{\psi,0})$. For superconducting transmon qubits, where the longitudinal bath spectral function is thought to decay as $C_L(\omega) \sim 1/\omega$, the major contribution to qubit linewidth here will likely be through the second process of photon-assisted dephasing.

A proper comparison to experiments is unfortunately outside the scope of this work at the current time, as experimental investigations are still in the early stages. Additionally, the frequency dependence of the spectral functions of the dissipative baths of both qubit and resonator play a nontrivial role and are currently relatively poorly understood.

IV. CONCLUSION AND OUTLOOK

The Jaynes-Cummings model in the dispersive regime is of major importance for today’s quantum computing prototypes based on superconducting qubits. At its heart it is based on the rotating-wave approximation of the underlying Rabi model, and all expressions derived from it are subject to the limitations of this approximation.

A better analytic understanding of the dispersive parameter regime is fundamental for further improving prototype quantum processors based on superconducting qubits, and will similarly affect the upcoming efforts on large-scale spin-qubit devices.

The analytic equations developed here are based on the Rabi model directly, and allow a more accurate description of quantum systems in the dispersive regime from measured quantities, and thus improved predictions for their behavior. Further, going to higher orders perturbation is straightforward using the Keldysh diagrammatic technique employed here.

This may be used in the future to further improve the expressions for the dispersive shifts or to investigate higher-order dissipative processes.
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APPENDIX A: TREATMENT OF ENVIRONMENTAL TERMS

We consider three independent baths with their spectral functions defined through

$$\langle \hat{\sigma}(t) \hat{\sigma}(t') \rangle = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \ e^{-i\omega(t-t')} C_0(\omega),$$

(A1)

with $\hat{\sigma} \in \{\hat{X}, \hat{Z}, \hat{R}\}$. We do not consider any cross terms in the expectation values, i.e., we set $\langle \hat{X}\hat{Z} \rangle = 0$ and similar. At the same time, we neglect any odd order bath expectation values, effectively assuming $\langle \hat{\sigma}^3 \rangle = 0$. The latter is synonymous with assuming that renormalization of system energies due to the interaction with the bath is already taken into account in all Hamiltonian parameters. Further, we make the Markov approximation, in that we assume that all baths remain in their thermal equilibrium at all times, and any disturbance of their equilibrium state decays with time constants much faster than all system dynamics.

For a bosonic bath at thermal equilibrium, we find for the spectral function

$$C_0(\omega) = \frac{1}{2} J(\omega) \left( \coth \frac{|\omega|}{2T} + \text{sign}(\omega) \right)$$

(A2)

which follows detailed balance $C_0(\omega)/C_0(-\omega) = e^{\omega\beta_0}$. Here, $J(\omega)$ is the spectral density of the bath’s coupling operator, defined in the continuum limit through

$$\sum_k \eta_k^2 \rightarrow \frac{1}{\pi} \int_0^{\infty} d\omega \ \eta(\omega) \nu(\omega) = \frac{1}{\pi} \int_0^{\infty} d\omega J(\omega),$$

(A3)

where we wrote the bath coupling operator as a sum over bosonic modes $\hat{b} = \sum_k \eta_k b_k + \hat{b}_k^\dagger$ and $\nu(\omega)$ is the bath’s spectral density.

APPENDIX B: TWO-LEVEL RABI MODEL

Here, we provide results for the special case of a two-level qubit, i.e., when $N = 2$ in Eq. (1). These can be obtained from the results in the main text by setting $g_k = \beta_k = \delta \omega_k = 0$, $V_k > 0$ and identifying the Pauli matrices as $\sigma_z = \sigma_{0,0} - \sigma_{1,1}$, $\sigma_x = \sigma_{0,1} + \sigma_{1,0}$.
FIG. 5. (a) Dispersive corrections to the first qubit level, given by $\chi_0 - \xi_1 - \xi_0$ when taking the Rabi interaction (solid blue) and $\chi_0$ in the Jaynes-Cummings model (dashed orange). Red circles are again results from exact diagonalization and (b) shows the error for both cases as a fraction of the exact diagonalization result. Parameters as in Fig. 1, and additionally we have used the qubit anharmonicity $\alpha/2\pi = 250$ MHz.

The Hamiltonian is still written as $H = H_0 + H_{\text{int}} + H_{\text{sys-env}} + H_{\text{env,0}}$ with

$$H_0 = \omega_0 a^\dagger a - \frac{1}{2} \omega_1 \sigma_z.$$  \hspace{1cm} (B1)

The interaction term in the Rabi model is now

$$H_{\text{int, Rabi}} = g_0 \sigma_z (a^\dagger + a).$$  \hspace{1cm} (B2)

where we have transversal coupling between the qubit and resonator. Making the rotating-wave approximation in this coupling, we can instead write the Jaynes-Cummings interaction

$$H_{\text{int, JC}} = g_0 (\sigma_+ a^\dagger + \sigma_- a).$$  \hspace{1cm} (B3)

Finally, the system is coupled to three independent baths via

$$H_{\text{sys-env}} = \sigma_+ \hat{X} + \sigma_- \hat{Z} + (a^\dagger + a) \hat{R},$$  \hspace{1cm} (B4)

with the same conditions as previous on the bath operators $\hat{X}$, $\hat{Z}$, and $\hat{R}$. We again do not explicitly state the bath Hamiltonian $H_{\text{env,0}}$ here.

1. Second order

The dispersive shift for the Rabi interaction we write as

$$H_{2, \text{Rabi}} = -\tilde{\chi}_0 \left( \frac{1}{2} \sigma_z + a^\dagger a \sigma_z \right).$$  \hspace{1cm} (B5)

FIG. 6. Fractional dispersive shift errors for (a) the resonator transition and (b) the qubit transition when treating the exact diagonalization results as experimental data and fitting the system coupling strength $g_0$ to these data. Parameters as in Fig. 5.

where we have transversal coupling between the qubit and resonator. Making the rotating-wave approximation in this coupling, we can instead write the Jaynes-Cummings interaction

$$H_{\text{int, JC}} = -\chi_0 \left( \frac{1}{2} \sigma_z + a^\dagger a \sigma_z \right),$$  \hspace{1cm} (B6)

with the usual dispersive shift $\chi_0 = \frac{g_0}{(\omega_0 - \omega_1)}$ \cite{[20,21]} and for the Jaynes-Cummings interactions we find

$$L_2 \rho(t) = \gamma_1 D[\sigma_-] \rho(t) + \gamma_\downarrow D[\sigma_+] \rho(t) + \gamma_\uparrow D[\sigma_z] \rho(t)$$

$$+ \kappa_- D[a] \rho(t) + \kappa_+ D[a^\dagger] \rho(t)$$

with the rates

$$\gamma_\downarrow = C_\uparrow (\omega_1), \quad \gamma_\uparrow = C_\downarrow (-\omega_1),$$

$$\gamma_\downarrow = C_\uparrow (0), \quad \kappa_- = C_\uparrow (\omega_1), \quad \kappa_+ = C_\uparrow (-\omega_1).$$  \hspace{1cm} (B8)

2. Fourth order

At fourth order, we again focus on the correlated decay terms. We find the dominant contributions

$$L_4 \rho(t) = \gamma_\downarrow D[\sigma_-] \rho(t) + \gamma_\uparrow D[\sigma_+] \rho(t)$$

$$+ \gamma_\downarrow D[\sigma_- \sigma_+] \rho(t) + \gamma_\uparrow D[\sigma_+ \sigma_-] \rho(t)$$

$$+ \gamma_\downarrow D[\sigma_- a^\dagger] \rho(t) + \gamma_\uparrow D[\sigma_+ a] \rho(t)$$

$$+ \gamma_\downarrow D[\sigma_- a^\dagger] \rho(t) + \gamma_\uparrow D[\sigma_+ a^\dagger] \rho(t).$$  \hspace{1cm} (B9)
with the Purcell rates
\[
\gamma_{1, P} = \frac{8g_0^2\omega_r^2}{(\omega_{1,0}^2 - \omega_r^2)^2} C_k(\omega_{1,0}),
\]
\[
\gamma_{1, P} = \frac{8g_0^2\omega_r^2}{(\omega_{1,0}^2 - \omega_r^2)^2} C_k(-\omega_{1,0}),
\]  
(B10)

the dressed dephasing contributions
\[
\gamma_{1, +} = \frac{8g_0^2}{(\omega_{1,0} - \omega_r)^2} C_2(\omega_{1,0} - \omega_r),
\]
\[
\gamma_{1, -} = \frac{8g_0^2}{(\omega_{1,0} + \omega_r)^2} C_2(\omega_r - \omega_{1,0}),
\]
\[
\gamma_{1, -} = \frac{8g_0^2}{(\omega_{1,0} + \omega_r)^2} C_2(\omega_{1,0} + \omega_r),
\]
\[
\gamma_{1, +} = \frac{8g_0^2}{(\omega_{1,0} + \omega_r)^2} C_2(-\omega_{1,0} - \omega_r),
\]
(B11)

and the dephasing-assisted gain and loss terms
\[
\gamma_{\phi, -} = \frac{8g_0^2\omega_{1,0}^2}{(\omega_{1,0}^2 - \omega_r^2)^2} C_k(\omega_r),
\]
\[
\gamma_{\phi, +} = \frac{8g_0^2\omega_{1,0}^2}{(\omega_{1,0}^2 - \omega_r^2)^2} C_k(-\omega_r).
\]  
(B12)

APPENDIX C: ADDITIONAL RESULTS

In the main text, we have shown the corrections to the one-photon energy of the dispersive Hamiltonian, which is typically an experimentally readily available quantity. Alternatively, experiments might track the qubit transitions frequency between its ground and first excited state, while keeping the resonator in its ground state. In this case, the corrections are given by \( \gamma_0 - \xi_1 + \xi_0 \) for the Rabi model and \( \gamma_0 \) in the Jaynes-Cummings approximation. Figure 5 shows a comparison of the Rabi and Jaynes-Cummings dispersive corrections for this case. Again, the expressions for the Rabi model are more accurate over nearly the full range of qubit-resonator detuning. In these calculations, as well as in the numerics underlying the exact diagonalization results, we assumed the multilevel qubit to be transmonlike, and have consequently replaced the higher level coupling strength with a harmonic approximation \( g_k = \sqrt{k + 1} g_0 \) and assumed a weak negative anharmonicity \( \alpha \), with \( \omega_{k+1} = \omega_{1,0} - k \alpha \).

The results in Figs. 1 and 5 are calculated using the same numerical parameter values for both the exact numerics as well as the analytical approximations, to demonstrate the quality of the perturbative approximations underlying the theory. However, in experiments, the real Hamiltonian parameters are typically unknown, and need to be extracted using a model fit to measurement results. To simulate this behavior, and to demonstrate that also for this case the analytical expressions we derive here are performing well, we treat the exact diagonalization results from Figs. 1 and 5 as input to a fit to the analytical dispersive shift expressions. Here, we treat the system coupling strength \( g_0 \) as an unknown to be fitted. In Fig. 6, we then show the error as fraction of the exact numerical results for the analytical expressions for the Rabi (solid blue) and Jaynes-Cummings (dashed orange). Fit results for the system coupling strength \( g \) are comparable for the two models. For the fit to the resonator one-photon energy [Fig. 6(a)], we find \( g_0/\omega_0 = 94.2 \pm 0.4 \) MHz for a fit to the Rabi model results, and \( g_0/\omega_0 = 93.6 \pm 0.9 \) MHz for the expressions derived in the Jaynes-Cummings model. Similarly, for the lowest qubit transition frequency fit [Fig. 6(b)], we find \( g_0/\omega_0 = 94.3 \pm 0.4 \) MHz in the Rabi model and \( g_0/\omega_0 = 94.7 \pm 0.9 \) MHz in the Jaynes-Cummings case. Therefore, any predictions one could make for the dissipative behavior of the system based on these results, e.g., when calculating the ideal operating point in frequency taking into account Purcell and other incoherent corrections, would then directly lead to the difference observed in the dissipative corrections in the main paper, i.e., Figs. 2–4.
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