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Abstract. This paper proposes the Reed-Solomon coded cooperative spatial modulation (RSCC-SM) scheme based on nested construction of two Reed-Solomon (RS) codes over quasi-static Rayleigh fading channel. In this construction, the RS code with larger number of consecutive roots is employed at the relay node while the RS code with less number of consecutive roots is employed at the source node. The RS code with excessive roots at the relay node offers some extra redundancy. The enhanced bit error rate (BER) performance will be obtained if source and relay RS codes are jointly decoded at the destination node. Therefore, the authors propose the joint RS decoding based on two different approaches known as naive approach and smart approach. Monte Carlo simulated results reveal that the proposed RSCC-SM scheme utilizing smart approach not only outperforms its corresponding coded non-cooperative scheme but also outperforms its counterpart RSCC-SM scheme employing naive approach under identical conditions.
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1. Introduction

Multiple-input multiple-output (MIMO) systems have been recognized as a core technique for improving the spectral efficiency and link reliability comparing with single antenna systems [1]. A variety of MIMO transmission techniques have been introduced and widely used in many wireless standards. A well-known MIMO technique is the vertical Bell Labs layered space-time (V-BLAST) architecture [2]. However, simultaneously transmitting multiple independent data streams from all the antennas require the inter-antenna synchronization (IAS). The V-BLAST scheme also suffers from the inter-channel interference (ICI) at the receiver. A recently developed technique called spatial modulation (SM) can effectively alleviate the ICI and IAS [3]. This is because only one transmit antenna is activated to convey constellation symbol at each time instant. Moreover, the utilization of the transmit antenna index as an information-bearing unit effectively boosts the spectral efficiency [4].

A typical cooperative communication system contains three nodes usually named as source, relay and destination nodes [5]. Various cooperative protocols such as decode-and-forward (DF), compress-and-forward (CF) and amplify-and-forward (AF) have been proposed [6], [7]. The authors in [8] proposed the idea of coded cooperation as an integration of channel codes and cooperative protocols, which can effectively combat channel impairments. In coded cooperation, the coded sequence is usually divided into two parts. One part is transmitted by the source node, and the rest is transmitted by the relay node. At the destination node, we use the joint decoding to retrieve the source transmitted signal. Recently, the coded cooperation has drawn substantial research efforts. Many kinds of channel codes have been employed in coded cooperation. In [9], the authors applied the quasi-cyclic low-density parity-check (QC-LDPC) code in cooperative communication, then proposed the QC-LDPC coded cooperative scheme. In [10], the asymmetric turbo coded cooperative scheme as an integration of asymmetric turbo code and cooperative protocol was introduced, where code matched interleaver (CMI) and multiple relays are employed in the proposed scheme. Moreover, the polar coded cooperative scheme with Plotkin’s construction was proposed in [11].

However, most of the aforementioned coded cooperative schemes focus on binary codes. The coded cooperative schemes for non-binary channel codes are not widely investigated. As a class of non-binary codes, the famous Reed-Solomon (RS) codes have low encoding and decoding complexity. Moreover, RS codes are maximum distance separable (MDS) codes and play a very effective role in correcting random burst errors [12]. This brings motivation to explore RS codes, which are employed in cooperative scheme to efficiently improve the bit error rate (BER) performance of coded cooperation system. In [13], the...
combination of RS codes and convolution codes was utilized in the coded cooperation, which yields reasonable BER performance. In [14], the authors investigated the coded cooperative scheme of RS codes to determine the level of cooperation. Coded cooperation using RS codes in slow fading channel was reported in [15]. However, the RS coded cooperative scheme with SM has not been probed to the best of our knowledge. As we all know, high spectral efficiency is one key factor driving the development of future wireless communications. Therefore, it is very necessary to further improve the spectral efficiency of the coded cooperative system. Many available literatures (such as the literature [2, 6, 16]) have also reported that the combination of SM with cooperation scheme can enhance the spectral efficiency of the system. Motivated by this, the RS coded cooperative SM (RSCC-SM) scheme as an integration of RS coded cooperation and SM is proposed in this paper. In the RSCC-SM scheme, two different RS codes are placed at the source and relay nodes, respectively. The RS code utilized at the relay node has relatively more parity-check symbols as compared to the RS code placed at the source node, and possesses more error correcting capability. Therefore, a part of source transmitted message sequence is re-encoded at the relay node. In order to improve error performance, the joint RS decoding is established at the destination which jointly decodes the source and relay signal. In this paper, two joint decoding approaches i.e., naive approach and smart approach are proposed. Moreover, a non-cooperative RS coded SM (RSC-SM) scheme is designed for benchmark purpose.

The contributions of this paper are listed as follows:

- The RSCC-SM scheme based on nested construction (two RS codes) through quasi-static Rayleigh fading channel is proposed.
- The RSC-SM scheme through quasi-static Rayleigh fading channel in non-cooperative scenario is developed as the benchmark to RSCC-SM scheme.
- The joint RS decoding is established for RSCC-SM scheme based on two different approaches, i.e., naive approach and smart approach.
- The BER performance of the proposed RSCC-SM scheme is also evaluated in practical scenarios, i.e., non-ideal source-to-relay link.

The remaining structure of this paper is organized as follows. The nested construction of RS code is introduced in Sec. 2. The RSCC-SM scheme is presented in Sec. 3. Section 4 discusses the RSC-SM scheme. Section 5 demonstrates the joint RS decoding. The simulation results are shown in Sec. 6. Finally, Section 7 concludes this manuscript.

## 2. Nested Construction of RS Code

The RS code is a non-binary maximum distance separable (MDS) code, which is a special type of MDS code. This non-binary code reaches the singleton bound and achieves the maximum distance [12, 17]. In order to get the improved error performance in cooperative scenario, two RS codes can be arranged in nested/cooperative form as shown in Fig. 1.

In this construction, the RS code $RS(N, K_1, d_1)$ with large number of consecutive roots is employed at the relay node while the other RS code $RS(N, K_2, d_2)$ with small number of consecutive roots is employed at the source node. The RS code $RS(N, K_j, d_j)$ for $j = 1, 2$ has a code rate $R_j = K_j/N$ where the parameters $N$, $K_j$ and $d_j$ denote the codeword length, code dimension and minimum distance, respectively. Since RS code is an MDS code, the minimum distance $d_j$ of $RS(N, K_j, d_j)$ is exactly equal to $d_j = N - K_j + 1$. Furthermore, the generator polynomials of $RS(N, K_j, d_j)$ with $N - K_j$ consecutive roots are represented as

$$g_j(X) = (X - \beta)(X - \beta^2)...(X - \beta^{N-K_j})$$

$$= g_{0}^{(j)} + g_{1}^{(j)}X + ... + g_{N-K_j}^{(j)}X^{N-K_j},$$

$$g_1(X) = (X - \gamma)(X - \gamma^2)...(X - \gamma^{N-K_j})$$

$$= g_{0}^{(2)} + g_{1}^{(2)}X + ... + g_{N-K_j}^{(2)}X^{N-K_j},$$

where $\beta^{(n)} \in GF(2^n)$ $(n = 1, 2, ...)$ are the roots of $g_j(X)$ and $g_{0}^{(j)} \in GF(2^n)$ are the coefficients of $g_j(X)$ for $j \in \{1, 2, ..., N- K_j\}$ and $j \in \{0, 1, ..., N- K_j\}$ . Similarly, $\gamma^{(n)} \in GF(2^n)$ are the roots of $g_1(X)$ and $g_{0}^{(2)} \in GF(2^n)$ are the coefficients of $g_1(X)$ for $j \in \{1, 2, ..., N- K_j\}$ and $j \in \{0, 1, ..., N- K_j\}$ . As $K_j > K_1$, therefore the generator polynomial $g_j(X)$ of RS code $RS_j(N, K_j, d_j)$ comprises of more consecutive roots than $g_1(X)$ and has better error correcting capability [17]. The encoded sequences of the source and relay nodes are jointly decoded by joint RS decoder at the destination node, which will be discussed in Sec. 5.

### 3. RS Coded Cooperative SM (RSCC-SM) Scheme

Figure 2 demonstrates the RSCC-SM scheme, which is based on the three-terminal communication idea of Van der Meulen [5]. In the RSCC-SM scheme, the source and relay nodes possess an identical number of antennas denoted as $N_T$. At the destination node, the number of receive antennas is denoted as $N_R$. Different from paper [5], our proposed scheme introduces the interesting concept of...
information selection at the relay node. The joint RS decoder is used at the destination to jointly decode the source and relay signal. Moreover, the emerging SM technique is utilized in the three-terminal communication network to further boost the spectral efficiency of cooperative systems. There are several relay protocols such as CF, AF, and DF. In the proposed coded cooperative scheme, the DF relaying protocol is considered and an entire communication transmission requires two time slots.

During time slot-1, the source node maps the binary information sequence $m$ into non-binary $M$-ary symbol sequence $b_i$, which are the symbols in GF($2^N$) ($n = 1, 2, \ldots$). The non-binary information sequence $b_i$ is encoded by the systematic RS code $RS(N, K, d_i)$ employing the generator polynomial $g_i(X)$ shown in (1). Then, the codeword polynomial $v_i(X)$ of systematic codeword $v_i$ can be expressed as

$$v_i(X) = X^{N-K}b_i(X) + p_i(X)$$

where $b_i(X) = b_0^{(i)}X^0 + b_1^{(i)}X^1 + \ldots + b_{k_i}^{(i)}X^{k_i} - 1$ ($b_0^{(i)} \in GF(2^n)$ and $i \in \{0, 1, 2, \ldots, k_i - 1 \}$) is the polynomial representation of information symbol sequence $b_i$, and the polynomial $v_i(X) = v_0^{(i)}X^0 + v_1^{(i)}X^1 + \ldots + v_{N-K-1}^{(i)}X^{N-K-1}$ for $v_0^{(i)} \in GF(2^n)$ and $i \in \{0, 1, 2, \ldots, k_i - 1 \}$ is the codeword polynomial. Moreover, the polynomial $p_i(X) = p_0^{(i)}X^0 + p_1^{(i)}X^1 + \ldots + p_{N-K-1}^{(i)}X^{N-K-1}$ ($p_0^{(i)} \in GF(2^n)$ and $j \in \{0, 1, 2, \ldots, N - K - 1 \}$) represents the parity polynomial that is computed as follows

$$p_i(X) = X^{N-K}b_i(X) - g_i(X).$$

The codeword polynomial $v_i(X)$ can be represented in sequence form i.e., $v_i = [v_0^{(i)}, v_1^{(i)}, \ldots, v_{N-K-1}^{(i)}] = [p_i, b_i]$, where $p_i = [p_0^{(i)}, p_1^{(i)}, \ldots, p_{N-K-1}^{(i)}]$ and $b_i = [b_0^{(i)}, b_1^{(i)}, \ldots, b_{k_i-1}^{(i)}]$ are the parity and message symbol sequences, respectively.

After the RS encoding, the non-binary codeword $v_i$ is generated. With regard to the codeword symbol sequence $v_i$, each symbol $v^{(i)}_j$ can be denoted as a binary vector $v' = [v_{i1}', v_{i2}', \ldots, v_i']$ having length $n$, where $v_i' \in \{0, 1\}$ and $i \in \{0, 1, \ldots, n - 1\}$. Through the ‘$M$-ary symbols to bits’ block, the binary sequence $c_i$ is generated as demonstrated in Fig. 2. Then, the sequence $c_i$ is divided into short sequences $c_i(r_i)$ of length $n = \log_2(N_f) + \log_2(L)$ by buffer, where $r_i \in \{1, 2, \ldots, N_f\}$ and $L$ denotes the modulation order. Through the bit splitter, the generated sequence $c_i(r_i)$ is further separated into two parts $c_i^{out}(r_i)$ and $c_i^{in}(r_i)$. The first part $c_i^{out}(r_i)$ with length $\log_2(N_f)$ is given into the antenna mapper to select one active transmit antenna index labelled by $a_i(r_i) \in \{1, 2, \ldots, N_f\}$. The remaining part $c_i^{in}(r_i)$ is sent to the $L$-QAM/PSK mapper that outputs the modulated symbol $c_{m,r_i}$, where $m \in \{1, 2, \ldots, L\}$. The SM modulator puts the symbol $c_{m,r_i}$ to the $a_i(r_i)$th transmit antenna. Accordingly, the $N_f \times 1$ transmission vector $\mathbf{c}_{m,r_i}(r_i)$ is generated as follows

$$\mathbf{c}_{m, r_i}(r_i) = [0, c_{m, r_i}(r_i), 0, \ldots]^T$$

where $[.]^T$ represents the transpose of a vector or matrix. Note that buffer, bit splitter, antenna mapper, $L$-QAM/PSK mapper and SM modulator form the SM mapper block as depicted in Fig. 2. For illustration, Table 1 exhibits different mapping results of SM scheme with code over GF($2^n$), where the product of the number of transmit antennas $N_f$ and modulation order $L$ is equal to 16, i.e., $LN_f = 16$. In Tab. 1, the notation $\alpha$ is a primitive element of GF($2^n$). Accordingly, $\alpha^1 \equiv 0, \alpha^2 \equiv 1, \alpha^3, \ldots, \alpha^{14}$ constitute all the elements of GF($2^n$). In fact, various finite fields possess different communication scenarios under various combinations of $N_f$ and $L$. These communication scenarios

![Fig. 2. RSCL-SM scheme for cooperative communication.](image-url)
Field elements | Binary vector | $N_t = 2,8$-QAM | $N_t = 4,4$-QAM | $N_t = 8$, BPSK
--- | --- | --- | --- | ---
0 | (0 0 0 0) | (1, -3 + i) | (1, -1 - i) | (1, -i)
1 | (1 0 0 0) | (2, -3 + i) | (3, -1 - i) | (5, -i)
$\alpha^1$ | (0 1 0 0) | (1, 3 + i) | (2, -1 - i) | (3, -i)
$\alpha^2$ | (0 0 1 0) | (1, -1 + i) | (1, 1 - i) | (2, -i)
$\alpha^3$ | (0 0 0 1) | (1, -1 + i) | (1, 1 - i) | (1, 1 - i)
$\alpha^4$ | (1 1 0 0) | (2, 3 + i) | (4, -1 - i) | (7, -i)
$\alpha^5$ | (1 1 1 0) | (1, 1 + i) | (2, 1 - i) | (4, -i)
$\alpha^6$ | (0 0 1 1) | (1, -1 - i) | (1, 1 + i) | (2, 1)
$\alpha^7$ | (1 1 0 1) | (2, 3 - i) | (4, -1 + i) | (7, 1)
$\alpha^8$ | (1 1 1 1) | (2, -1 + i) | (3, 1 - i) | (6, -i)
$\alpha^9$ | (0 1 1 1) | (1, 3 - i) | (2, -1 + i) | (3, 1)
$\alpha^{10}$ | (1 1 1 0) | (2, 1 + i) | (4, 1 - i) | (8, -i)
$\alpha^{11}$ | (0 1 1 1) | (1, 1 - i) | (2, 1 + i) | (4, 1)
$\alpha^{12}$ | (1 1 1 1) | (2, 1 - i) | (4, 1 + i) | (8, 1)
$\alpha^{13}$ | (1 0 1 1) | (2, -1 - i) | (3, 1 + i) | (6, 1)
$\alpha^{14}$ | (1 0 0 1) | (2, -3 - i) | (3, -1 + i) | (5, 1)

Tab. 1. Different mapping results of SM scheme with code over GF(2$^3$).

Finite field | $N_t$ | $L$
--- | --- | ---
GF(2$^3$) | 2 | 4
| 4 | 2
| 2 | 8
| 4 | 4
| 8 | 2
| 2 | 16
| 4 | 8
| 8 | 4
| 16 | 2
| 2 | 32
| 4 | 16
| 8 | 8
| 16 | 4
| 32 | 2
| 2 | 64
| 4 | 32
| 8 | 16
| 16 | 8
| 32 | 4
| 64 | 2
| 2 | 128
| 4 | 64
| 8 | 32
| 16 | 16
| 32 | 8
| 64 | 4
| 128 | 2

Tab. 2. Different communication scenarios with RS code over various Galois fields.

with RS code over GF(2$^3$), GF(2$^4$), GF(2$^5$), GF(2$^6$), GF(2$^7$) and GF(2$^8$) are shown in Tab. 2.

The transmission vector $c_{m,a}(\tau_j)$ is then sent to relay and destination nodes through Rayleigh fading channel, respectively. The received vector at the relay node is mathematically written as

$$y_{s,r}(\tau_j) = H_{s,r} c_{m,a}(\tau_j) + n_{s,r}(\tau_j)$$

(6)

where $H_{s,r}$ denotes the $N_t \times N_t$ quasi-static Rayleigh fading channel matrix and $h_{s,r}^{(a,t_j)}$ represents the $a_j(\tau_j)$th column vector of $H_{s,r}$. The entries of $H_{s,r}$ are independent identically distributed (i.i.d.) complex random variables that follow Gaussian distribution CN(0, 1). $n_{s,r}(\tau_j)$ represents the $N_r \times 1$ additive Gaussian noise vector. The entries of $n_{s,r}(\tau_j)$ are independent and have the complex Gaussian distribution CN(0, $\delta^2$), where $\delta^2$ is the power spectral density of noise.

During the same time slot-1, the relay node employs the SM demodulator to perform joint maximum-likelihood (ML) detection for active transmit antenna index $a_j(\tau_j)$ and modulated symbol $c_{m,a}(\tau_j)$. The estimated transmit antenna index $\hat{a}_j(\tau_j)$ and modulated symbol $\hat{c}_{m,a}(\tau_j)$ are combined into $\hat{c}_j(\tau_j)$, which is buffered to get the estimated binary codeword sequence $\hat{c}_j$. After that, the binary sequence $\hat{c}_j$ is mapped to non-binary sequence $\hat{v}_j$. The SM demapper is comprised of the SM demodulator, bit combiner and buffer as illustrated in Fig. 2.

During time slot-2, the $M$-ary RS$_N$ decoder gets $\hat{v}_j$ and generates $\hat{b}_j$, that is used as an estimate of information symbol sequence $\hat{b}_j$. The Euclidean decoding algorithm is used by the $M$-ary RS$_N$ decoder. The estimated non-binary message sequence $\hat{b}_j$ is then partially encoded by RS$_E(N, K, d_f)$ using the generator polynomial $g_e(X)$.
given in (2). The systematic encoding of \( RS_2(N, K_2, d_2) \) is defined as
\[
v_1(X) = X^{N-K_2} b_1(X) + p_1(X)
\]
where \( v_1(X) = v_1^{(2)} + \cdots + v_1^{(2)} X^{-1} \) for \( v_1^{(2)} \in GF(2^2) \) and \( l_2 \in [0, 1, \ldots, N-1] \) is the codeword polynomial at the relay node. \( b_1(X) = b_1^{(2)} + \cdots + b_1^{(2)} X^{-K_2-1} \) is the message polynomial at the relay node and can be represented as sequence \( b_1 = [b_1^{(2)}, b_1^{(2)}, \ldots, b_1^{(2)}] \), where \( b_1^{(2)} \in GF(2^2) \) and \( i_2 \in [0, 1, \ldots, K_2-1] \). The relay node selects the first \( K_2 \) symbols from the estimated non-binary message sequence \( b_1 \) as the relay message sequence for the partial encoding such as \( b_2 = [b_2^{(1)}, b_2^{(1)}, \ldots, b_2^{(1)}] \). Similarly, as given in (4) the parity polynomial for the RS code \( RS_2(N, K_2, d_2) \) can also be calculated as follows
\[
p_2(X) = X^{N-K_2} b_1(X) / g_2(X)
\]
where \( p_2(X) = p_2^{(1)} + p_2^{(1)} X + \cdots + p_2^{(1)} X^{-K_2-1} \) for \( p_2^{(1)} \in GF(2^2) \) and \( j_2 \in [0, 1, \ldots, N-K_2-1] \). The parity symbol sequence \( p_2 \) can be represented as \( p_2 = [p_2^{(1)}, p_2^{(1)}, \ldots, p_2^{(1)}] \). The non-binary codeword sequence \( v_1(X) \) can be represented in sequence form i.e., \( v_1 = [v_1^{(1)}, v_1^{(1)}, \ldots, \{0, 1, \cdots, 2^2\}] \) and \( \{0, 1, \cdots, 2^2\} \) are multiplexed into a single non-binary sequence \( v_2 \). After the SM mapper, the transmission vector \( c_{m,n_2}^{\mathcal{R}}(r_2) \) is generated as
\[
c_{m,n_2}^{\mathcal{R}}(r_2) = [..., 0, c_{m_2}^{\mathcal{R}}(r_2), 0, ...]^T
\]
where \( c_{m_2}^{\mathcal{R}}(r_2) \) is the \( L \)-QAM/PSK symbol transmitted at the \( a_2(r_2) \)th transmit antenna, \( m_2 \in [1, 2, \ldots, 2^2] \), \( a_2 \in [1, 2, \ldots, K_2] \) and \( r_2 \in [0, 1, \ldots, K_2-1] \). The relay node then propagates the transmission vector \( c_{m_2}^{\mathcal{R}}(r_2) \) to destination node through Rayleigh fading channel.

During their respective time slots, the destination node receives the signal vectors denoted as
\[
y_{S,D}(r_2) = H_{S,D} c_{m_2}^{\mathcal{R}}(r_2) + n_{S,D}(r_2)
\]
where \( H_{S,D} \) and \( H_{R,D} \) are Rayleigh fading channel matrices defined like \( H_{S,R} \) in (6). \( n_{S,D}(r_2) \) and \( n_{R,D}(r_2) \) are additive Gaussian noise vectors, which are defined like \( n_{S,R}(r_2) \) in (6). Furthermore, \( h_{S,D}^{(r_2)} \) and \( h_{R,D}^{(r_2)} \) stand for the \( a(r_2) \)th and \( a(r_2) \)th columns of channel matrices \( H_{S,D} \) and \( H_{R,D} \), respectively. The SM demapper demodulates the received signal vectors \( y_{S,D}(r_2) \) and \( y_{R,D}(r_2) \) to generate the estimated binary codeword sequences \( \hat{c}_2 \) and \( \hat{c}_2 \), respectively. In the following, the ‘bits to \( M \)-ary symbols’ block maps \( \hat{c}_2 \) and \( \hat{c}_2 \) to the non-binary codeword sequences \( \hat{v}_1 \) and \( \hat{v}_2 \), respectively. Finally, the joint RS decoding which will be discussed in Sec. 5 is carried out to generate an estimate \( \hat{m} \) of binary information sequence \( m \).

4. RS Coded SM (RSC-SM) Scheme

This section presents the non-cooperative RSC-SM scheme as shown in Fig. 3. The proposed RSC-SM scheme also contains two different RS codes. Unlike the RSCC-SM scheme, both RS codes \( RS_1(N, K_1, d_1) \) and \( RS_2(N, K_2, d_2) \) are placed at source node. The binary information sequence \( m \) is first mapped into non-binary \( M \)-ary symbol sequence \( b \) over \( GF(2^2) \) through the ‘bits to \( M \)-ary symbols’ block. We select the non-binary sequence \( b_2 \) of length \( K_2 \) from the non-binary sequence \( b_1 \) of length \( K_1 \) for partial encoding employing RS code \( RS_2(N, K_2, d_2) \). The process is same as RSCC-SM scheme, explained in the previous section. The encoded non-binary codeword symbol sequences from two RS codes, i.e., \( v_1 \) and \( v_2 \) are multiplexed into a single non-binary sequence \( d = [v_1, v_2] \). In the following, the binary sequence \( c \) is generated by the ‘\( M \)-ary symbols to bits’ block as shown in Fig. 3. After the SM mapper as discussed in Sec. 3, the transmission vector \( c_{m,n}^{R}(r) \) is generated as follows
\[
c_{m,n}^{R}(r) = [..., 0, c_{m}^{R}(r), 0, ...]^T
\]
where \( c_{m}^{R}(r) \) is the \( L \)-QAM/PSK symbol transmitted at the \( a(r) \)th antenna, \( m \in [1, 2, \ldots, 2^2] \), \( a(r) \in [1, 2, \ldots, N_1] \) and \( r \in [1, 2, \ldots, 2N_1] \). At the destination node, the received vector \( y(r) \) is written as

![Fig. 3. Non-cooperative RSC-SM scheme.](image-url)
where $H$ denotes the $N_q \times N_c$ quasi-static Rayleigh fading channel matrix defined like $H_{q,r}$ in (6), and $h^{a(t)}(r)$ is the $a(r)$th column vector of the channel matrix $H$. Furthermore, $n(r)$ represents the $N_q \times 1$ additive Gaussian noise vector defined similar to $n_{s,k}(r)$ in (6). The SM demapper at the destination carries out the demodulation for the received signal. The estimated binary sequence $\hat{c}$ is then generated. After that, $\hat{c}$ is transformed into $M$-ary non-binary sequence $\hat{d}$. Through the de-multiplexer, two non-binary coded sequences $\hat{v}_1$ and $\hat{v}_2$ are obtained. Finally, the joint RS decoding is performed to get the estimated binary information sequence $\hat{m}$.

5. Joint RS Decoding

Joint RS decoding is a key feature of the proposed RSCC-SM scheme and RSC-SM scheme. In this section, we propose two joint decoding schemes, i.e., naive approach and smart approach. The detailed contents will be shown in the following two subsections.

5.1 Naive Approach

The naive approach for joint RS decoding is shown in Fig. 4. The $M$-ary $R_{S_1}$ and $R_{S_2}$ decoders that employ Euclidean decoding algorithm decode the non-binary codeword sequences $\hat{v}_1$ and $\hat{v}_2$, respectively. The decoded output non-binary information sequences $\hat{b}_1$ and $\hat{b}_2$ are given into the combiner block during their respective time slots. It should be noted that all $K_2$ symbols of $\hat{b}_2$ are more reliable than the first $K_2$ symbols of $\hat{b}_1$ for a high signal-to-noise ratio (SNR) due to the larger minimum distance $d_2$ of RS code $R_{S_2}$ as compared to $R_{S_1}$. In channel coding, the BER performance of code with more error correcting capability is worse than the code with less error correcting capability for low SNR regime while it outperforms the less error correcting capability code over high SNR. Therefore, we set a threshold $\sigma$, which is taken as the SNR where the BER performance (individual performance) of $R_{S_1}$ and $R_{S_2}$ codes crosses each other or meets each other. The threshold value can be obtained by pre-simulating the two signals. In the case of $SNR < \sigma$, the output of the combiner is $\hat{b}_2 = \hat{b}_2$. When $SNR > \sigma$, the first $K_2$ symbols of sequence $\hat{b}_1$ are replaced by sequence $\hat{b}_2$, and the combiner block outputs $\hat{b}_1 = [\hat{b}_1^{(1)}, \hat{b}_2^{(1)}, \ldots, \hat{b}_1^{(K_2)}]$ finally, the estimated binary information sequence $\hat{m}$ is yielded through the ‘$M$-ary symbols to bits’ block.

5.2 Smart Approach

In this subsection, we propose another approach for joint RS decoding i.e., smart approach. Figure 5 shows the illustrative diagram of smart approach, which is a serial decoding that effectively replaces some source transmitted symbols with more useful information symbols communicated by the relay. Firstly, the non-binary codeword sequence $\hat{v}_1$ is given into the $M$-ary $R_{S_1}$ decoder to generate an estimated information sequence $\hat{b}_1$ of sequence $\hat{b}_2$. Since the demodulated codeword sequence $\hat{v}_1$ contains the parity symbol sequence $\hat{p}_1$ and information symbol sequence $\hat{b}_1$, therefore the first $K_2$ symbols of $\hat{b}_1$ are replaced by $\hat{b}_2$. After the combiner block, the non-binary sequence $\hat{v}_1 = [\hat{p}_1, \hat{b}_2, \hat{b}_1]$ of length $N$ is generated. This joint source relay sequence $\hat{v}_1$ has more reliability and possesses greater error correcting capability than $\hat{v}_1$ due to the inclusion of sequence $\hat{b}_2$. This action provides more decoding gain to the coded cooperative scheme. Then, the non-binary sequence $\hat{v}_1$ is fed to the $M$-ary $R_{S_2}$ decoder that produces an estimate $\hat{b}_2$ of information symbol sequence $\hat{b}_1$. Finally, the non-binary sequence $\hat{b}_2$ is similarly transformed into binary information sequence $\hat{m}$ as the estimation of information sequence $\hat{m}$ like naive approach. As compared to the naive approach, the smart approach will obtain an added advantage since more reliable decoded symbols of $R_{S_2}$ decoder are utilized as an input to $R_{S_1}$ decoder.
6. Simulation Results

This section presents the BER performance of proposed RSCC-SM and RSC-SM schemes through quasi-static Rayleigh fading channel. The number of antennas at the source node and the relay node are kept four. However, at the destination node, the number of antennas ($N_R$) may vary in some situations. Two different scenarios have been considered to generalize our proposed RSCC-SM and RSC-SM schemes. For the first scenario, we employ RS codes $R_S(63,51,13)$ and $R_S(63,31,33)$ over the field $GF(2^5)$ constructed based on the polynomial $1+X+X^8$. In this scenario, their code rates are $R_1=51/63$ and $R_2=31/63$ for $R_S(63,51,13)$ and $R_S(63,31,33)$, respectively. Furthermore, the RS codes $R_S(255,239,17)$ and $R_S(255,128,128)$ over $GF(2^8)$ which is constructed using polynomial $1+X+X^8$ are considered in the second scenario. Their code rates are $R_1=239/255$ and $R_1=128/255$, respectively. For the first scenario, 16-QAM and $N_t=4$ are employed. However, we employ 64-QAM and $N_t=4$ for the second scenario. It is assumed that relay node has a 2 dB SNR gain over source node, i.e., $\lambda_{R,D} = \lambda_{S,D} + 2$. All the simulations are reported in terms of $E_b/N_0$ versus BER, where $E_b/N_0$ refers to the SNR per bit of the direct link i.e., source-to-destination link. Moreover, Euclidean decoding algorithm is utilized in all simulations.

6.1 Performance Comparison of RSCC-SM Scheme Using Different Ways of Information Selection

Figure 6 presents the BER performance comparison of RSCC-SM scheme using different ways of information selection at the relay node for the first scenario. The information selection patterns are randomly generated. The ideal source to relay channel ($\lambda_{S,R} = \infty$), joint RS decoding (smart approach) and $N_R=4$ receive antennas are used. Table 3 lists various information selection patterns in terms of the first scenario. Each information selection pattern is a vector of length $K_S$, where every element denotes the position of the selected symbol in the estimated information symbol sequence of RS code $R_S$. The simulation results in Fig. 6 reveal that the BER performance of RSCC-SM scheme under different information selection methods almost overlaps each other over the whole SNR range. For convenience, we select the first 31 symbols from the estimated information sequence in the first scenario. Similarly, the first 128 symbols are selected from the estimated information sequence in the second scenario.

### Tab. 3. Information selection patterns for the first scenario.

| Serial number | Information selection patterns |
|---------------|-------------------------------|
| Sel. 1        | [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31] |
| Sel. 2        | [1 3 4 7 8 9 11 12 14 15 16 18 21 24 26 29 30 31 32 35 36 38 40 41 42 44 47 48 50 51] |
| Sel. 3        | [1 2 3 5 6 8 9 10 12 13 15 16 17 19 23 24 25 27 29 30 32 35 36 39 40 41 43 46 47 49 51] |
| Sel. 4        | [2 4 5 8 9 11 12 13 15 16 18 19 21 23 24 26 27 29 30 32 33 35 37 38 40 41 43 47 48 49 50] |

6.2 Performance of RSCC-SM Scheme under Non-ideal and Ideal Source to Relay Channels and RSC-SM Scheme

The BER performance of RSCC-SM and RSC-SM schemes for the first scenario is exhibited in Fig. 7. The joint decoding (smart approach) is employed. We observe that the RSCC-SM scheme over both non-ideal (practical) source to relay channel ($\lambda_{S,R} \neq \infty$) and ideal source to relay channel ($\lambda_{S,R} = \infty$) outperforms the RSC-SM scheme. In Fig. 7, the RSCC-SM scheme for the cases of $\lambda_{S,R} = 8$ dB and $\lambda_{S,R} = \infty$ gets a gain of about 1 dB and 1.1 dB over RSC-SM at $BER = 5 \times 10^{-6}$, respectively. This is because the cooperation between source and relay nodes makes the coded cooperative SM scheme get an evident performance gain. Furthermore, the RSCC-SM scheme under $\lambda_{S,R} = 8$ dB only lags behind by about 0.1 dB gain as compared to its counterpart RSCC-SM scheme under $\lambda_{S,R} = \infty$. This shows that the usefulness of RSCC-SM system in the practical scenario. Moreover, Figure 8 analyzes the BER performance of RSCC-SM scheme under $\lambda_{S,R} = 14$ dB and $\lambda_{S,R} = \infty$ and RSC-SM scheme for the second scenario. The smart decoding approach is adopted. At $BER = 3 \times 10^{-6}$, the RSCC-SM scheme under the conditions of $\lambda_{S,R} = 14$ dB and $\lambda_{S,R} = \infty$ separately achieves about 1 dB and 1.1 dB gains over the RSC-SM scheme. Similarly, the RSCC-SM scheme in the case of $\lambda_{S,R} = 14$ dB only lags behind by about 0.1 dB gain over the RSCC-SM scheme in the case of $\lambda_{S,R} = \infty$. 

![Fig. 6. BER performance comparison of RSCC-SM scheme (16-QAM) with $R_S(63,51,13)$ and $R_S(63,31,33)$ under different ways of information selection, $N_t=N_r=4$. The main figure shows the BER performance in the SNR range of 0–14 dB, whereas the figure in the top right corner shows the BER performance in the SNR range of 10–13 dB.](image-url)
Furthermore, the BER performance gap of the RSCC-SM scheme between $\lambda_{S,R} = \lambda_{S,D}$ and $\lambda_{S,R} = 13$ dB, respectively, is large at low SNR. However, the performance gap is further reduced at high SNR.

6.3 Performance Comparison of RSCC-SM and RSC-SM Schemes under Naive and Smart Approaches

Figure 10 demonstrates the BER performance comparison of RSCC-SM scheme with joint decoding (naive and smart approaches) for the first scenario under different number of receive antennas. The ideal source to relay link ($\lambda_{S,R} = \infty$) is supposed. At BER $= 6.7 \times 10^{-5}$, the RSCC-SM scheme utilizing smart approach obtains around 1.3 dB SNR over its counterpart RSCC-SM scheme using naive approach under $N_R = 4$. In the case of $N_R = 4$, the gain of RSCC-SM scheme (smart approach) as compared with its counterpart scheme (naive approach) is about 1.8 dB at BER $= 2 \times 10^{-5}$.
6.4 Performance Comparison of RSCC-SM Scheme under Various Number of Receive Antennas

Figures 14 and 15 discuss the BER performance of RSCC-SM scheme with various number of receive antennas under ideal source to relay link ($\lambda_{S,R} = \infty$) for our considered two scenarios. In the simulation, the joint decoding (smart approach) is used. Monte Carlo simulations present that the BER performance of coded cooperative SM scheme is enhanced as the number of receive antenna increases. In Fig. 14, the RSCC-SM scheme having $N_R = 3$ receive antennas achieves a BER of $2.4 \times 10^{-3}$ at an SNR of 9 dB. Under $N_R = 4, 5$ and 6, the corresponding BER performances i.e., $1.4 \times 10^{-4}$, $6.6 \times 10^{-6}$ and $2.6 \times 10^{-7}$ are
obtained at the same SNR. Furthermore, the RSCC-SM scheme with \( N_g = 3, 4, 5 \) and 6 receive antennas achieves a BER of \( 7.7 \times 10^{-4}, 6.5 \times 10^{-5}, 5.8 \times 10^{-6} \) and \( 4.8 \times 10^{-7} \) at SNR = 15 dB, respectively, as shown in Fig. 15.

### 6.5 Performance Comparison of RSC-SM and RSCC-SM Schemes with the Existed Schemes

The BER performance comparison of the RSC-SM and RSCC-SM schemes employing smart approach for the first scenario with the existed schemes in [16] i.e., polar coded SM (PC-SM), multi-level polar coded SM (MLPC-SM) and multi-level polar coded cooperative SM (MLPCC-SM) schemes is presented in Fig. 16. The PC-SM and MLPC-SM schemes are served as the benchmark to the RSCC-SM scheme. It can be seen from Fig. 16 that our proposed RSC-SM scheme outperforms the PC-SM and MLPC-SM schemes under identical conditions such as 16-QAM, \( N_t = 4 \) and \( N_r = 4 \). For example, the RSC-SM scheme obtains respective gains of about 5.2 dB and 4.7 dB at a BER of \( 4.9 \times 10^{-4} \) as compared to the PC-SM and MLPC-SM schemes. Furthermore, Monte Carlo simulations also show that our proposed RSCC-SM scheme achieves a better BER performance over its counterpart MLPCC-SM scheme under identical conditions such as \( \lambda_{s, R} = \alpha \), 16-QAM, \( N_t = 4 \) and \( N_r = 4 \) as shown in Fig. 16.

### 6.6 Comparison of Theoretical Curves with Simulation Results for RSCC-SM Scheme

This section discusses the theoretical and simulated BER of the RSCC-SM scheme employing smart decoding approach under \( \lambda_{s, R} = \alpha \) for the first and second scenarios. For the \( t_1 \)-error-correcting RS code \( RS_2(N, K_1, d_1) \) in source to destination channel, the symbol error rate (SER) is expressed as [17]

\[
P_e^{(1)} \approx \frac{1}{N} \sum_{\mu_1=1}^{N} \mu_1 \left( \frac{N}{\mu_1} \right) \left( p_1^{(1)} \right)^{\mu_1} \left( 1 - p_1^{(1)} \right)^{N - \mu_1} \tag{14}
\]

where \( \binom{N}{\mu_1} \) denotes the binomial coefficient and \( p_1^{(1)} \) represents the symbol error probabilities of SM. Based on the introduction in [3], the parameter \( p_1^{(1)} \) can be written as

\[
p_1^{(1)} = p_0^{(1)} + p_0^{(1)} - p_s^{(1)} p_0^{(1)} \tag{15}
\]

where \( p_s^{(1)} \) and \( p_0^{(1)} \) denote the error estimated probabilities of antenna index and modulated symbol, respectively. The detailed derivation of \( p_0^{(1)} \) and \( p_s^{(1)} \) is presented in [3], which shows that they are related to the SNR of source to destination link.

Similarly, the SER of \( t_2 \)-error-correcting RS code \( RS_2(N, K_2, d_2) \) under relay to destination channel is given by [17]

\[
P_e^{(2)} \approx \frac{1}{N} \sum_{\mu_2=1}^{N} \mu_2 \left( \frac{N}{\mu_2} \right) \left( p_2^{(2)} \right)^{\mu_2} \left( 1 - p_2^{(2)} \right)^{N - \mu_2} \tag{16}
\]

where \( p_2^{(2)} \) is defined like \( p_1^{(1)} \) in (15).

Based on the analysis and introduction in [17], the approximate BER bound of our proposed RSCC-SM scheme employing smart decoding approach can be denoted as

\[
P_t \approx \frac{1}{\log_2 e} \left( \frac{K_t - K_s}{K_t} P_r^{(1)} + \frac{K_s}{K_t} P_r^{(2)} \right). \tag{17}
\]

From the simulation results of Figs. 17 and 18, we clearly observe that the theoretical bound and simulation results show a close match at their high SNR region, which validates the analytical frameworks.
6.7 Performance of RSC-SM Scheme over Uncorrelated and Correlated Quasi-static Rayleigh Fading Channels

In this subsection, we discuss the BER performance of RSC-SM scheme over uncorrelated and correlated Rayleigh fading channels. The considered correlated channel matrix is modeled by $\mathbf{H}_{\text{corr}} = \mathbf{Z}_q \mathbf{H}_{\text{unc}}$, where $\mathbf{Z}_q = \{z_{pq}\}_{N_t \times N_t}$ and $\mathbf{Z}_r = \{z_{pq}\}_{N_t \times N_t}$ are the spatial correlation matrices at the transmitter and the receiver, respectively [3, 18]. In the simulation, the exponential correlation matrix model is assumed in which $z_{pq} = e^{-\|\mathbf{z}\|^2}$ and $|\mathbf{z}| < 1$ with $\mathbf{z}$ being the amount of correlation. Figure 19 shows the BER curves of the RSC-SM scheme employing smart decoding approach for the first scenario over uncorrelated ($z = 0$) and correlated ($z = 0.5$ and 0.8) channels in a $4 \times 6$ MIMO. The simulated results reveal that the BER performance of the RSC-SM scheme under correlated ($z = 0.5$ and 0.8) channel is degraded when compared with its counterpart RSC-SM scheme under uncorrelated ($z = 0$) channel. This implies the correlated channel is the best fit for the realistic scenarios.

7. Conclusion

The RSCC-SM scheme over quasi-static Rayleigh fading channel is proposed in this paper. In the proposed RSC-SM scheme, two different RS codes with less and larger number of consecutive roots are employed at the source and relay nodes, respectively. The larger number of consecutive roots provides extra redundancy at the relay node. Therefore, some of non-binary information symbols are retransmitted by the relay node after partial encoding of source information symbols. To decode the received sequences at the common destination node, a joint RS decoder based on two different approaches, i.e., naive approach and smart approach are proposed. The simulated results demonstrate that the prominence of the proposed RSCC-SM scheme employing joint decoding (smart approach) over the non-cooperative RSC-SM scheme as well as the RSCC-SM scheme (naive approach) under identical conditions. Furthermore, we present the BER performance of the RSC-SM and RSCC-SM schemes under other conditions.
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