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ABSTRACT

The use of a real-time operating system is required for the demarcation of industrial wireless sensor network (IWSN) stacks (RTOS). In the industrial world, a vast number of sensors are utilised to gather various types of data. The data gathered by the sensors cannot be prioritised ahead of time. Because all of the information is equally essential. As a result, a protocol stack is employed to guarantee that data is acquired and processed fairly. In IWSN, the protocol stack is implemented using RTOS. The data collected from IWSN sensor nodes is processed using non-preemptive scheduling and the protocol stack, and then sent in parallel to the IWSN's central controller. The real-time operating system (RTOS) is a process that occurs between hardware and software. Packets must be sent at a certain time. It's possible that some packets may collide during transmission. We're going to undertake this project to get around this collision. As a prototype, this project is divided into two parts. The first uses RTOS and the LPC2148 as a master node, while the second serves as a standard data collection node to which sensors are attached. Any controller may be used in the second part, depending on the situation. Wireless HART allows two nodes to communicate with each other.
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1. INTRODUCTION

The viability of the suggested architecture in actual product design has been shown by an implemented wireless HART stack. Future problems are also addressed, as well as recommendations for standard improvement. This is necessary to minimise the possibility of collision (and therefore improve communication reliability) and to satisfy the key criterion of industrial application temporal determinism. To do this, all nodes must be perfectly synced, i.e., the synchronisation jitter must be considerably lower than the
length of time slot [1]-[5]. In addition, the stack designer must ensure that the node is capable of completing all tasks within the specified time frame. The design of protocol stacks has grown more difficult as a result of such time requirements. To begin with, it is difficult for a CPU with limited resources (clock frequency, memory, energy, and supply) to do complex operations in such a short timeframe [6]-[10]. Second, IWSN stacks are often just a portion of the timing-critical activities that the at the same time, the rapidly growing complexity and other special needs of industrial systems have necessitated the use of real-time operating systems (RTOS) in IWSN stacks. However, the introduction of RTOS and multiprocessor support has made ensuring timing integrity more difficult [11]-[15]. A better architecture is required, yet current research on the subject is inadequate.

This article discusses common process automation needs for a variety of applications aimed towards industrial wireless sensor and actuator networks [16]-[20]. Given these criteria, it's clear that today's commercial WSNs aren't designed for industrial automation, since they're mostly driven by consumer or other application requirements. In addition, we outline the main difficulties that must be overcome in order to fully use WSANs to the degree that the industry anticipates [21]-[25].

2. RELATED WORKS

Edmon et al. [1] describe an IWSN-based system. In this part, we've gone over some of the main problems that need to be solved in order for IWSN to be deployed on a wide scale. To be competitive and cost-effective. The IWSN that has been suggested is:

- Human safety, environmental protection, and priority should always take precedence. By definition, process automation functions are safety essential, yet the majority of them are not.
- Most information sent to and received from field devices is normalised to the value of the measured item.
- The importance of availability in industrial large-scale manufacturing cannot be overstated. Even little hiccups in communication may result in a major output halt.
- Latency/retransmission data sent in the field network is only useful for a limited period due to the nature of automation. When data is sent to a specific location, it is of limited value in most real-time systems.

Song et al. [2] propose a wireless HART that relies on a central network management for routing and communication scheduling. Physical layer, data connection layer, network layer, transport layer, and application layer are all part of the wireless HART protocol stack, which follows the OSI layer communication paradigm. Akerberg et al. [3] proposed a method that classifies current packet or task scheduling systems based on various criteria. Dead line: packet scheduling methods may be categorised depending on the data packet station’s deadline arrival. Priority is given to the extremely essential job when the first work must be completed by the deadline. Real-time scheduling: among all data packets in the queue, real-time data packets get the greatest priority.

In 2011, Hwang et al. [4] when a system processor is available in a multiprocessor environment, ready-to-execute jobs are placed in a priority queue, with the job at the top of the list running the processor. It is based on a laxity time algorithm that prioritises the slack time rate with the least amount of slack time. This is how a scheduler determines how long it will take to execute a job. In 2020, Bhuvaneshwari and Manjunathan [15] the technique for determining which work will be finished and when it will be completed at any given time.

3. WIRELESS HART

Wireless HART is a technique for wireless sensor networks. HART-addressable remote transducer (highway addressable remote transducer). It is a multi-vendor, interoperable wireless standard, and wireless HT technical definition that has been created. Wireless HART has a frequency range of 2.4 GHz and is an IEEE802.14 compliant wireless transceiver. It has a programmable 16 KB flash memory and 4 KB RAM memory, as well as several 16 bit timers and a USB connection for connecting to a computer. A central network manager is used to provide routing and communication scheduling in wireless HART.

Physical layer, data connection layer, network layer, transport layer, and application layer are all part of the wireless HART protocol stack, which follows the OSI layer communication paradigm. For an IEEE802.15.4, the physical layer is most often utilised in the OSI model. Up to 2.4 GHz in the frequency band. It comes in a direct sequence spread spectrum variant. The channel numbers range from 11 to 26, with a 5 MHZ gap between neighbouring channels. Layer of datalinks: The time synchronised Data connection layer is a unique characteristic of wireless HART. Wireless HART uses TDMA technology to enable collision-free and predictable communication by defining a tight 10 ms time window. A transaction in a time slot is described by a vector in wireless HART: [Frame id, index, type, srcaddr, dstaddr, and channelOffset], to name a few. Layers of the network and transport: End-to-end communication for network devices must be
secure and reliable. (1) field devices, which are attached to the plant process, (2) handheld, which is a portable wireless HART-enabled computer used to configure devices, run diagnostics, and perform calibrations, (3) gateway, which connects host applications with field devices, and (4) a network manager, who is in charge of configuring the network, scheduling, and managing communication between wireless HART devices. Layer of application: responses to various device instructions, data kinds, and status reporting commands and responses are used to communicate between the devices and the gateway.

The whole stack is divided into two processors, as illustrated in Figure 1. Radio processor (processor–I): Only the WHART stack's lowest levels are implemented here. The physical layer, data link layer, and serialization layer are the three layers. The physical and data connection layers are the time-critical layers in this case. A slot time, which is synchronised with the network time source, triggers the actions of sending and receiving a packet. The RTOS sends a signal to the thread when the slot timer interrupts the CPU.

Figure 1. Wireless hart stack

The thread examines the controller to see whether it has received any packets. When a packet is received, the physical layer transfers it to the data link layer's mailbox. The message integrity code is checked by the data link layer (MAC). If the MIC is valid, it generates an ACK packet, encrypts it using the cypher method, and transmits it to the next processor. Hardware acceleration is used to preserve timing integrity. The phrase "optimal scheduling" refers to scheduling techniques that allow all activities to be completed within a predetermined time frame. We present a novel and simple scheduling method in this article.

A hard real-time system must finish all tasks assigned to it by each specified deadline; otherwise, part of the outputs will be worthless, and a major catastrophe may ensue. It is calculated using the least slack algorithm, which is based on non-preemptive scheduling. Di-absolute deadline, t-current time, ri-release time, and di-relative deadline are the least slack rates. Release time, relative deadline, absolute deadline, and execution time are all timing restrictions in real-time systems, as illustrated in Figure 1. The release time (ri) is the time when a task is placed in the ready queue for execution; the relative deadline (Di or di-ri) is the maximum amount of time in which a task should be completed; the absolute deadline (di, or Di+ri) is the time in which a task's execution should be completed; and finally, the execution time (ei) is the time in which a task should be completed.

The LST algorithm works on the principle that the shorter the slack time, the greater the priority. The slack time (di-eir-t) is represented in Figure 2 as the remaining free time (di-eir-t) at the current moment. As illustrated in Figure 3, the eir indicates the time needed to finish the remaining work of a job. All jobs may be scheduled using the LST algorithm if certain conditions are met (1). It may also be regarded as the best algorithm for a single processor.
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4. PROPOSED SYSTEM

Here data is collected by 3 sensors to an arm processor at the sending end and it is relay to the controller, which is also the arm processor at the receiving end. Here the scheduling for data packet is performed using RTOS. Then here its preemptive scheduling, which resolves of meeting deadlines. Wireless HART segmentation of data received. RTOS is used schedule data packets using non preemptive algorithm to prevent data mismatch and packet collision. The data received is simulated plotted as a graph in GLCD. For existing system RTOS is not used. When data send simultaneously to the central controller is shown in Figure 4. There is chance for data packet collision and data mismatch at receiver.

- Temperature sensor: the LM35 family of temperature sensors are precision integrated-circuit temperature sensors with a directly proportional output voltage to the Celsius temperature.
- When selecting a pressure transducer for a certain application, the first question that typically arises, the kind of device to select absolute gauge or sealed gauge is closely linked to the pressure requirements. Level sensors measure the level of flowing fluids such as liquids, slurries, granular solids, and powders. Liquid level sensors and switches from Gems offer high-reliability monitoring and detection of a variety of fluid media.
- ARM microcontroller: ARM7 controller is the brain of the system. It is a RISC processor and hence can execute code quickly and efficiently. It has several peripherals like a 32 kB to 512 kB flash, 8 kB to 40 Kb on-chip SRAM. The ARM7 controller has a three stage pipeline, unified bus architecture, a forward compatible code with 32 bit ARM ISA and 16 bit Thumb extension. It has real time trace with ETM9 macro cell. The controller is initially placed in sleep mode. When it is woken up, it finds the source and begins to execute the corresponding instructions. It can control the over all process of the proposed system. It checks for all the inputs and respond for each action to ensure the security as well as reliability is shown in Figure 5.
- Data acquisition node: collection of sensor nodes value reaches through data acquisition node and then sends to microcontroller.
- Sensor fusion: sensor fusion is a technique in which data from many distinct sensors is “fused” to calculate something that no single sensor could discern. Computing the orientation of a gadget in three-dimensional space is an example.
- Relay: relays are electromechanical or electronic switches that open and shut circuits. They open and close circuits in another circuit to regulate one electrical circuit. While a relay is usually open (NO), an open contact is present when the relay is not in use.
- A DC motor is based on the principle that similar magnet poles repel each other and unlike magnet poles attract each other. A current flowing through a wire coil produces an electromagnetic field aligned with the coil's centre.
- Zigbee: zigbees is a set of high-level communication protocols that are used to build personal area networks using tiny, low-power digital radios. The IEEE 802.15.4 standard is used.
- Graphical liquid crystal display (LCD): a graphical LCD is an electronic visual display technology that is utilised in a variety of gadgets and information output sources, most notably in the display screens of electronic devices. This technique uses precise electrical signals to manipulate small crystals in a confined liquid crystal solution to execute graphical display operations on a two-dimensional screen.

Buzzer: a buzzer is a signalling device that is mechanical, electromechanical, magnetic, and electromagnetic. An oscillating electrical circuit or another audio signal source may power a piezo electric buzzer. When a button is pushed, a click beep or ring may be heard.
Here the proposed system collected by sensor value are gathered from several sensors and to transferred data acquisition node and then send to microcontroller. Mainly sensor fusion processed by an only one sensor value should be control for an temperature sensor value to an monitor dc motor and then controlled. The transferred value is transmission through zigbee to an industrial system and control system. Here stack design for wireless stack by using RTOS implementation. And then non preemptive scheduling process by provided. Then displays the sensor value are graphical LCD particular interval time monitor the value. To meet the medium amount value are monitor and the buzzer device to be activated.

![Figure 4. Industrial system](image)

![Figure 5. Controller system](image)

5. CONCLUSION

WSN find a wide range of applications in every field. Among them the data transfer in the WSN in the industries has lots of issues to be addressed. This project deals with the problems of using a pre-emptive scheduling algorithm in the IWSN. The project employs a non-preemptive scheduling method to transmit data from the sensors to a central controller, which analyses the information received. A new stack has been developed utilising RTOS to accomplish this approach. This stack enables scheduling of the packet transfer in time slots. This part of the project is simulated which has given a successful result.
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