Abstract—The $K$-receiver wiretap channel is a channel model where a transmitter broadcasts $K$ independent messages to $K$ intended receivers while keeping them secret from an eavesdropper. The capacity region of the $K$-receiver multiple-input multiple-output (MIMO) wiretap channel has been characterized using dirty-paper coding and stochastic encoding. However, $K$ factorial encoding orders may need to be enumerated to evaluate the capacity region, which makes the problem intractable. In addition, even though the capacity region is known, optimal signaling to achieve the capacity region is unknown. In this paper, we determine one optimal encoding order to achieve every point on the capacity region, and thus reduce the encoding complexity $K$ factorial times. We prove that the optimal decoding order for the $K$-receiver MIMO wiretap channel is the same as that for the MIMO broadcast channel without secrecy. To be specific, the descending weight ordering in the weighted sum-rate (WSR) maximization problem determines the optimal encoding order.

Next, to achieve the secrecy capacity region boundary, we form a WSR maximization problem and apply the block successive maximization method to solve this nonconvex problem and find the input covariance matrices corresponding to each message. Numerical results are used to verify the optimality of the encoding order and to demonstrate the efficacy of the proposed signaling design.

Index Terms—$K$-receiver wiretap channel, encoding order, covariance matrix, BC-MAC duality, convex optimization.

I. INTRODUCTION

The multi-receiver wiretap channel, depicted in Fig. 1, is a channel model in which a transmitter wants to transmit messages of $K$ legitimate receivers while keeping them confidential from an external eavesdropper. This model, which is an extension of the well-known wiretap channel [2], is also known variously as secure broadcasting [3], the wiretap broadcast channel (BC) [4], and non-orthogonal multiple access (NOMA) with an eavesdropper [5]. In the multiple-input multiple-output (MIMO) multi-receiver wiretap channel, each node can have an arbitrary number of antennas [6].

The secrecy capacity region of the two-receiver channel was characterized in [7] and [8] in which it has been proven that secret dirty-paper coding (S-DPC) is optimal [8].

Ekrem and Ulukus established the secrecy capacity region of the Gaussian MIMO $K$-receiver wiretap channel in [6]. Interestingly, a different order of encoding for receivers can result in a different achievable region. The capacity-achieving rate region is then characterized by the convex closure of the union of achievable regions obtained by all one-to-one permutations of encoding order. Therefore, to determine the entire capacity region, all possible one-to-one permutations of receivers, i.e., $K!$ possible encoding orders, may need to be enumerated which makes the problem intractable especially when the number of receivers becomes large.

In this paper, we prove that such enumerations can be avoided and we find the optimal encoding order. To this end, we form a weighted sum-rate (WSR) maximization problem for the $K$-receiver wiretap channel, convert the objective function to another equivalent function, and prove the optimal order for the new optimization problem. Our work shows that the optimal encoding order for secure broadcasting is the same as that for insecure broadcasting (i.e., the MIMO-BC without secrecy). More specifically, the descending weight ordering in the WSR maximization problem determines the optimal encoding order [9]. The proof is non-trivial because, unlike the MIMO-BC, the associated problem in the multi-receiver MIMO wiretap channel is non-convex and BC to multiple access channel (MAC) duality [10] cannot be directly applied.
Our proof shows that the problem can be transformed into a set of $K$ parallel wiretap channels with a common eavesdropper. There may also be a relation between these channels and the multi-access wiretap channel [11], [12].

This finding reduces the complexity of evaluating the WSR problem by $K$ factorial. When all weights are different, there is only one optimal order of encoding. However, when some weights are equal, different encoding orders can give different rate tuples (corner points of the capacity region) while all result in the same WSR. Particularly, the encoding order is not important when sum-capacity is the concern, i.e., when all weights are the same. Nonetheless, the order will determine which corner point of the capacity region will be achieved.

In addition to identifying the encoding order, we propose an algorithm for designing the transmit covariance matrix of each user to reach the border of the secrecy capacity region of this channel with an arbitrary number of antennas at each node.

The remainder of this paper is organized as follows. In Section II, we discuss the $K$-receiver wiretap channel model and its special case with two and one receivers. We introduce the WSR for the $K$-receiver case in Section III and prove the optimal encoding order. We solve the WSR problem by applying the BSMM in Section IV. The two-receiver scenario is considered in Section V. We then present numerical results in Section VI and conclude the paper in Section VII.

Notation: $\text{tr}(\cdot)$ and $(\cdot)^*$ denote trace and Hermitian of matrices. $\mathbb{E}\{\cdot\}$ denotes expectation. $\text{diag}(\lambda_1, \ldots, \lambda_n)$ represents the diagonal matrix with elements $\lambda_1, \ldots, \lambda_n$. $Q \succeq 0$ means that $Q$ is a positive semidefinite matrix. $[x]^+$ gives the maximum value of $x$ and 0. $I$ is the identity matrix and $|Q|$ represents the determinant of $Q$. Logarithms are taken to the base $e$ and consequently the units of information are nats.

II. SYSTEM MODEL

We study a $K$-receiver MIMO wiretap channel with an eavesdropper. The channel model is depicted in Fig. 1. In this problem, a transmitter sends $K$ independent messages to $K$ legitimate receivers in the presence of one eavesdropper. Each message $M_k$ for receiver $k$, $k = 1, 2, \ldots, K$, should be kept secret from the eavesdropper. There is no cooperation among legitimate receiver, and the transmitter, receiver $k$, and the eavesdropper are equipped with $n_t$, $n_e$, and $n_c$ antennas, respectively. The received signals at the legitimate receivers and eavesdropper are given by

\[
y_k = H_k x + w_k, \quad k = 1, 2, \ldots, K \quad (1a)
\]

\[
y_e = G x + w_e, \quad (1b)
\]

where the channels of the $k$th legitimate receiver $H_k$ and eavesdropper $G$ are $n_k \times n_t$ and $n_e \times n_t$ complex matrices in which the elements of the channels are drawn from independent and identically distributed (i.i.d.) complex Gaussian distributions and $w_k$ and $w_e$ are i.i.d. complex Gaussian random vectors whose elements are zero mean and unit variance. Perfect knowledge of channel state information at the transmitter is assumed. The $K$ independent signals are superimposed and encoded by a Gaussian codebook [6], and thus, the transmit signal is $x = \sum_{k=1}^{K} x_k$ where $x_k \sim \mathcal{CN}(0, Q_k)$. $Q_k \succeq 0$ represents the covariance matrix of $k$th receiver.

The channel input is subject to a power constraint. While it is more common to define capacity regions under a total power constraint, i.e., $\text{tr}(\mathbb{E}\{xx^H\}) \leq P$, the capacity region of this channel is first proved based on a covariance matrix constraint, i.e., $\mathbb{E}\{xx^H\} \preceq S$ [3], [6]. Once the capacity region is obtained under a covariance constraint $\mathcal{C}\{\{H_k\}_{k=1}^{K}, G, S\}$, the capacity region under more relaxed constraints on the channel inputs
\( C(\{H_k\}_{k=1}^{K}, G, P) \) can be obtained by union over compact sets of input covariance matrices as

\[
C(\{H_k\}_{k=1}^{K}, G, P) = \bigcup_{S > 0, \text{tr}(S) \leq P} C(\{H_k\}_{k=1}^{K}, G, S). \tag{2}
\]

In short, the channel input should satisfy

\[
\text{tr}(E(\{x\}^t)) = \sum_{k=1}^{K} \text{tr}(Q_k) \leq \text{tr}(S) \leq P. \tag{3}
\]

### A. K-Receiver Wiretap Channel

Let \( \pi = [\pi_1, \pi_2, \ldots, \pi_K] \) be a permutation function on the set \( \{1, \ldots, K\} \) and \( \pi_k = j \) represent that the \( j \)-th element of that arrangement is \( j \). By applying DPC and stochastic encoding, the achievable secrecy rate at receiver \( \pi_k \) under the encoding order \( \pi \) is given by [6] and [14]

\[
R_{\pi_k} = \log \left| \frac{I_{n_k} + H_{n_k} \left( \sum_{j=k}^{K} Q_{\pi_j} \right) H_{n_k}^\dagger}{I_{n_k} + H_{n_k} \left( \sum_{j=k+1}^{K} Q_{\pi_j} \right) H_{n_k}^\dagger} \right| - \log \left| \frac{I_{n_k} + G \left( \sum_{j=k}^{K} Q_{\pi_j} \right) G^\dagger}{I_{n_k} + G \left( \sum_{j=k+1}^{K} Q_{\pi_j} \right) G^\dagger} \right|, \tag{4}
\]

in which \( k = 1, 2, \ldots, K \). Since \( \log \) represents the natural logarithm, the units of rates are nats/sec/Hz in this paper. The secrecy capacity region under the total power constraint (3) is characterized by the convex closure of the union of the DPC rate region over all possible one-to-one permutations \( \pi \) [6, Theorem 4]. Thus, in general, \( K! \) possible encoding orders may need to be enumerated to determine the capacity region.

### B. Two-Receiver Wiretap Channel

This is a special case of the \( K \)-receiver (\( K = 2 \)) scenario in Section II-A. The transmitter superimposes two independent messages \( M_1 \) and \( M_2 \) intended for receiver 1 and receiver 2, respectively. The messages should be kept confidential from an external eavesdropper. The secrecy capacity region of the two-receiver wiretap channel is given by [19, Theorem 13]

\[
\text{conv}\left\{ R_{12} \cup R_{21} \right\} \tag{5}
\]

in which \( \text{conv} \) denotes the convex hull. \( R_{12} \) consists of all rate pairs \((R_1, R_2)\) satisfying

\[
R_1 \leq \log \left| I_{n_1} + (I_{n_1} + H_1Q_1H_1^\dagger)^{-1}H_1Q_1H_1^\dagger \right| - \log \left| I_{n_1} + (I_{n_1} + GQ_1G^\dagger)^{-1}GQ_1G^\dagger \right|,
\]

\[
R_2 \leq \log \left| I_{n_2} + H_2Q_2H_2^\dagger \right| - \log \left| I_{n_2} + GQ_2G^\dagger \right|, \tag{6}
\]

To obtain the achievable rate region \( R_{12} \), the encoding order is to encode message \( M_1 \) first and message \( M_2 \) next, i.e., \( \pi_1 = 1, \pi_2 = 2 \). \( R_{21} \) is obtained from \( R_{12} \) by swapping the subscripts 1 and 2 corresponding to different DPC encoding orders, i.e., \( \pi_1 = 2, \pi_2 = 1 \). Further, although the capacity region has been characterized as above, identifying the covariance matrices to achieve the capacity is still unknown.

### C. One-Receiver Wiretap Channel

It is worth mentioning that when there is only one legitimate receiver (\( K = 1 \)), the problem reduces to the MIMO wiretap channel and (4) becomes the capacity expression of the MIMO Gaussian wiretap channel, established in [20], [21], and [22]. Various linear precoding schemes have been designed for this case, including generalized singular value decomposition [23], alternating optimization and water filling [24], and rotation modeling [25], [26]. In this paper, we are interested in the \( K \)-receiver wiretap channel for \( K \geq 2 \), but our solutions apply to the case with \( K = 1 \).

### III. OPTIMAL ENCODING ORDER

The WSR maximization for the \( K \)-receiver wiretap channel under a total power constraint \( P \) is formulated as

\[
\phi(P) = \max_{Q_{\pi_k} > 0} \sum_{k=1}^{K} w_{\pi_k} R_{\pi_k}, \quad \text{s.t.} \sum_{k=1}^{K} \text{tr}(Q_{\pi_k}) \leq P, \tag{7}
\]

in which \( R_{\pi_k} \) is given in (4). The weights \( w_{\pi_1}, w_{\pi_2}, \ldots, w_{\pi_K} \) are non-negative values adding to one. Solving problem (7) for different permutations \( \pi \) results in different inner bounds (achievable regions) of the secrecy capacity region. The whole capacity region is then determined by enumerating \( K! \) possible encoding orders and finding the union of their convex closures, which makes the problem intractable if the number of receivers is large.1

Before finding the optimal order, we first prove that KKT conditions are necessary for the optimal solutions. The Lagrangian of the problem (7) is

\[
L(Q_{\pi_1}, \ldots, Q_{\pi_K}, \lambda) = \sum_{k=1}^{K} w_{\pi_k} R_{\pi_k} - \lambda \left( \sum_{k=1}^{K} \text{tr}(Q_{\pi_k}) - P \right), \tag{8}
\]

where \( \lambda \) is the Lagrange multiplier related to the total power constraint. The dual function is a maximization of the Lagrangian

\[
g(\lambda) = \max_{Q_{\pi_k} > 0} L(Q_{\pi_1}, \ldots, Q_{\pi_K}, \lambda), \tag{9}
\]

and the dual problem is given by \( \min_{\lambda > 0} g(\lambda) \). Usually, if the objective function and the constraints are convex, standard convex optimization results guarantee that the primal problem (8) and the dual problem have the same solution. For example, the MIMO-BC (without eavesdropping) [28] satisfies Slater’s condition and KKT conditions are sufficient for optimality [9], [29]. When convexity does not hold, there may exist a duality gap between the primal and dual problems. That is, nonconvex optimization problems generally have a nonzero duality gap, and primal and dual problems may not satisfy the KKT conditions. However, with the time-sharing condition, the

1Unlike this, in the MIMO-BC without security, there exists an optimal encoding order \( \pi \) to maximize the WSR problem [9], [27]. The proof is determined by the well-known duality between BC and MAC [10].
duality gap can be zero even when the optimization problem is not convex [18], [30] and thus any pair of primal and dual optimal points must satisfy the KKT conditions [31, Chapter 5, pp. 243]. We have the following lemma.

Lemma 1: The problem in (7) has a zero duality gap and the KKT conditions are necessary for the optimal solution.

Proof: See Appendix.

In this section, we prove that once the weights are fixed, the encoding order in (7) is determined. Since the proof uses the BC-MAC duality [10], before providing the proof, we first briefly introduce this result in the following.

Proposition 1 (BC-MAC Duality [10]): Suppose that receivers 1, . . . , K are encoded sequentially. The achievable rate of receiver k for the MIMO-BC can be computed by

\[ R_k^{\text{BC}} = \log \left| \frac{I_{n_k} + H_k \left( \sum_{j=1}^K Q_j \right) H_k^H}{I_{n_k} + H_k \left( \sum_{j=k+1}^K Q_j \right) H_k^H} \right|, \]

and, in its dual MIMO-MAC, the achievable rate is given by

\[ R_k^{\text{MAC}} = \log \left| \frac{I_{n_1} + \sum_{j=1}^k H_j^H \Sigma_j H_j}{I_{n_1} + \sum_{j=1}^k H_j^H \Sigma_j H_j} \right|. \]

Given a set of BC covariance matrices \( Q_k, k = 1, \ldots, K \), there are MAC covariance matrices \( \Sigma_k, k = 1, \ldots, K \), such that \( R_k^{\text{MAC}} = R_k^{\text{BC}} \), \( \forall k \), and \( \sum_{k=1}^K \text{tr}(Q_k) = \sum_{k=1}^K \text{tr}(\Sigma_k) \) via the BC-MAC transformation, and vice versa. Let us define

\[ C_k \triangleq I_{n_k} + H_k \left( \sum_{j=k+1}^K Q_j \right) H_k^H, \]

\[ D_k \triangleq I_{n_1} + \sum_{j=1}^k H_j^H \Sigma_j H_j. \]

Then, the BC and MAC covariance matrices can be expressed as [10]

\[ Q_k = D_k^{-1/2} E_k F_k^H C_k^{-1/2}, \]

\[ \Sigma_k = C_k^{-1/2} E_k F_k^H D_k^{-1/2}, \]

in which \( E_k \) and \( F_k \) are obtained by singular value decomposition of \( D_k^{-1/2} H_k^H C_k^{-1/2} = E_k A_k F_k^H \), where \( A_k \) is a square and diagonal matrix.

Theorem 1: The WSR problem in (7) can be solved by the following equivalent optimization problem:

\[
\begin{align*}
\max_{\Sigma_k \succeq 0} & \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \\
& \times \left( \log |I_{n_1} + \sum_{j=k}^K H_{\pi_j}^H \Sigma_{\pi_j} H_{\pi_j} | - \log |I_{n_{\pi_k}}| \\
& + \sum_{j=k}^K G_{\pi_j}^H \Sigma_{\pi_j} G_{\pi_j} \right), \\
\text{s.t.} & \sum_{k=1}^K \text{tr}(\Sigma_k) \leq P, \quad k = 1, 2, \ldots, K
\end{align*}
\]

(14a)

(14b)

where \( w_{\pi_0} \triangleq 0 \) and \( G_{\pi_j} \triangleq C_{\pi_j}^{-1/2} F_{\pi_j} E_{\pi_j}^H D_{\pi_j}^{-1/2} G \). Further, the optimal decoding order \( \pi \) is a permutation of the set \{1, \ldots, K\} such that the weights satisfy \( w_{\pi_1} \leq w_{\pi_2} \leq \cdots \leq w_{\pi_K} \). The optimal encoding order is the reverse.

Proof: First, by expanding and rewriting the WSR maximization problem (7), we have

\[
\begin{align*}
& \max_{\Sigma_k \succeq 0} \sum_{k=1}^K w_{\pi_k} R_{\pi_k} \\
= & \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K w_{\pi_k} \log \left| \frac{I_{n_k} + H_{\pi_k} \left( \sum_{j=k}^K Q_{\pi_j} \right) H_{\pi_k}^H}{I_{n_k} + H_{\pi_k} \left( \sum_{j=k+1}^K Q_{\pi_j} \right) H_{\pi_k}^H} \right| \\
& - \sum_{k=1}^K w_{\pi_k} \log \left| \frac{I_{n_k} + G \left( \sum_{j=k}^K Q_{\pi_j} \right) G^H}{I_{n_k} + G \left( \sum_{j=k+1}^K Q_{\pi_j} \right) G^H} \right| \right) \\
= & \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \log |I_{n_1} + \sum_{j=k}^K H_{\pi_j}^H \Sigma_{\pi_j} H_{\pi_j} | \\
& + \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \log |I_{n_k} + G \sum_{j=k}^K Q_{\pi_j} G^H | \right) \right) \\
= & \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \log |I_{n_k} + \sum_{j=k}^K H_{\pi_j}^H \Sigma_{\pi_j} H_{\pi_j} | \\
& + \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \log |I_{n_k} + G \sum_{j=k}^K Q_{\pi_j} G^H | \right) \right) \\
= & \max_{\Sigma_k \succeq 0} \left( \sum_{k=1}^K (w_{\pi_k} - w_{\pi_{k-1}}) \log |I_{n_k} + \sum_{j=k}^K H_{\pi_j}^H \Sigma_{\pi_j} H_{\pi_j} | \\
& + \sum_{j=k}^K G_{\pi_j}^H \Sigma_{\pi_j} G_{\pi_j} \right),
\end{align*}
\]

(15a)

(15b)

(15c)

(15d)

Here, (a) holds due to [9, Theorem 1]; (b) holds by expanding the second term in (15b) and rearranging the terms to obtain the second term in (15c); and, (c) is obtained by applying the BC-MAC duality and \( G_{\pi_j} \triangleq C_{\pi_j}^{-1/2} F_{\pi_j} E_{\pi_j}^H D_{\pi_j}^{-1/2} G \).

So far, we have proved that (14) is equivalent to (7). Next, we prove the optimal order of encoding. To this end, we first write (15d) in an equivalent form and then use Lagrangian dual to prove the encoding order. Our proof has similarities with the proof of the optimal encoding order for the MIMO-MAC [9, Theorem 1]. Our problem is however different. The MIMO-MAC problem is convex, and thus, KKT conditions are necessary and sufficient for optimality. However, due to the non-convexity of the K-receiver wiretap channel in (7), and its equivalent representation in (15d), KKT conditions are not sufficient for the optimal solution. Nonetheless, we could still obtain the KKT conditions because, as shown in Lemma 1, the problem in (7) has a zero duality gap and the KKT conditions are necessary.
Rearranging (15d), we can rewrite the WSR maximization problem as

$$\max_{\Sigma_{\pi_k} \succ 0} \sum_{k=1}^{K} u_{\pi_k} C_{\pi_k}$$

(16)

in which

$$C_{\pi_k} = \log |I_{n_1} + \sum_{j=k}^{K} \mathbf{H}_{\pi_j}^\dagger \Sigma_{\pi_j}^* \mathbf{H}_{\pi_j}|$$

$$- \log |I_{n_1} + \sum_{j=k+1}^{K} \mathbf{H}_{\pi_j}^\dagger \Sigma_{\pi_j} G_{\pi_j}|$$

and

$$C_{\pi_k} \geq 0.$$ 

With the above representation, the order of successive decoding is \(\pi = [\pi_1, \pi_2, \ldots, \pi_K]\) (i.e., \(\pi_1\) will be decoded first, followed by \(\pi_2, \ldots\), followed by \(\pi_K\)). The active rate constraints corresponding to decoding order \(\pi\) are

$$C_{\pi_K} \leq \log |I_{n_1} + \mathbf{H}_{\pi_K}^\dagger \Sigma_{\pi_K}^* \mathbf{H}_{\pi_K}|$$

$$- \log |I_{n_1} + \sum_{j=1}^{K} \mathbf{G}_{\pi_j}^\dagger \Sigma_{\pi_j}^* G_{\pi_j}|,$$

(18a)

$$C_{\pi_K} + C_{\pi_{K-1}} \leq \log |I_{n_1} + \sum_{j=K+1}^{K} \mathbf{H}_{\pi_j}^\dagger \Sigma_{\pi_j}^* \mathbf{H}_{\pi_j}|$$

$$- \log |I_{n_1} + \sum_{j=K+2}^{K} \mathbf{G}_{\pi_j}^\dagger \Sigma_{\pi_j} G_{\pi_j}|,$$

(18b)

$$\vdots$$

$$C_{\pi_1} + \cdots + C_{\pi_K} \leq \log |I_{n_1} + \sum_{j=1}^{K} \mathbf{H}_{\pi_j}^\dagger \Sigma_{\pi_j}^* \mathbf{H}_{\pi_j}|$$

$$- \log |I_{n_1} + \sum_{j=2}^{K} \mathbf{G}_{\pi_j}^\dagger \Sigma_{\pi_j} G_{\pi_j}|,$$

(18c)

where \(\Sigma_{\pi_j}, j = 1, \ldots, K\), represent the optimal input covariance matrices that achieve the maximum WSR.

The stationarity KKT condition is given by

$$\frac{\partial \sum_{k=1}^{K} w_{\pi_k} C_{\pi_k}}{\partial C_{\pi_k}} - \sum_{k=1}^{K} \mu_k \frac{\partial k}{\partial C_{\pi_k}} = 0, \quad k = 1, 2, \ldots, K,$$

(20)

in which \(\mu_k \geq 0, \forall k\), is the dual feasibility KKT multiplier [31]. Therefore, we have

$$\begin{bmatrix}
w_{\pi_1} \\
\vdots \\
w_{\pi_K}
\end{bmatrix} = \begin{bmatrix}
\mu_1 & 0 & \cdots & \mu_K
\end{bmatrix} \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix},$$

(21)

Solving for \(\mu_k\), we get \(\mu_{K-k+1} = w_{\pi_k} - w_{\pi_{k+1}}\). But, \(\mu_k \geq 0\) and thus we must have \(w_{\pi_1} \leq \cdots \leq w_{\pi_K}\), and the decoding order is a permutation \([\pi_1, \pi_2, \ldots, \pi_K]\) satisfying

$$w_{\pi_1} \leq w_{\pi_2} \leq \cdots \leq w_{\pi_K}.$$ (22)

This completes the proof. 

To summarize, we have transformed the WSR maximization problem (7) to (14) and then rearranged it into the form of (16). This last representation is equivalent to the original problem, and thus, it satisfies the strong duality due to Lemma 1. Hence, the KKT conditions are necessary for (16). Interestingly, the KKT conditions uniquely produce one of the \(K\) encoding orders, when the weights in the WSR are unique.

**Remark 1**: The secrecy capacity region of the general Gaussian MIMO multi-receiver wiretap channel is characterized by the convex closure of the union of the DPC rate region over all possible one-to-one permutations \(\pi\) [6, Theorem 4]. Based on Theorem 1, only one encoding order is enough to achieve each point on the boundary of the secrecy capacity region, and \(K\) encoding orders are reduced to one order. The optimal order is the same as that for the MIMO-BC, that is, a receiver with a higher weight in the WSR should be encoded earlier.

**Corollary 1**: When all weights are equal, i.e., \(w_{\pi_k} = \frac{1}{K}, \forall k \in \{1, \ldots, K\}\), the secrecy sum-rate is obtained. In this case, the objective function of the optimization problem in (14a) reduces to

$$\frac{1}{K} \left( \log |I_{n_1} + \sum_{j=1}^{K} \mathbf{H}_{\pi_j}^\dagger \Sigma_{\pi_j} \mathbf{H}_{\pi_j}| - \log |I_{n_1}| + \sum_{j=1}^{K} \mathbf{G}_{\pi_j}^\dagger \Sigma_{\pi_j} G_{\pi_j}| \right).$$

In this case, any encoding order is optimal since \(w_{\pi_1} \leq w_{\pi_2} \leq \cdots \leq w_{\pi_K}\) holds for any order. However, different encoding orders may result in different rate tuples \((R_{\pi_1}, R_{\pi_2}, \ldots, R_{\pi_K})\).

**Corollary 2**: For \(K = 1\), we get \(w_{\pi_k} = 1\) and the problem reduces to the well-known MIMO wiretap channel [20, 21, 22]. In this case, the objective function of the optimization problem in (14a) becomes

$$\log |I_{n_1} + \mathbf{H}_{\pi_1}^\dagger \Sigma_{\pi_1} \mathbf{H}_{\pi_1}| - \log |I_{n_1} + \mathbf{G}_{\pi_1}^\dagger \Sigma_{\pi_1} G_{\pi_1}|.$$
IV. SIGNALING DESIGN

To reach the border of the secrecy capacity region, we need to solve the WSR problem in (7). Unfortunately, this problem is non-convex and challenging to solve, even after finding the optimal encoding order. In this section, we propose a numerical algorithm to solve (7), i.e., to design transmit covariance matrices.

To this end, we apply BSMM. This algorithm can be traced back to the alternative inexact block coordinate descent method proposed in [17], which cyclically finds the optimal solution for a single block of variables while keeping other block variables fixed at each iteration. Later, a WSR problem method proposed in [17], which cyclically finds the optimal covariance matrices.

traced back to the alternative inexact block coordinate descent method proposed in [17], which cyclically finds the optimal solution for a single block of variables while keeping other block variables fixed at each iteration. Later, a WSR problem method proposed in [17], which cyclically finds the optimal covariance matrices.

For simplicity of derivations and notation, without loss of generality, we assume the encoding order is ascending order, that is \( \pi_k = k \).

The BSMM updates covariance matrices by successively optimizing a lower bound of the local approximation of \( f(Q_1, Q_2, \ldots, Q_K) = L(Q_1, Q_2, \ldots, Q_K, \lambda) \) given in (8). At iteration \( i \) of the algorithm, the variables \( Q_k^{(i)} \), \( k = 1, 2, \ldots, K \), are updated by solving the following problem: [17], [18]

\[
Q_k^{(i)} = \arg \max_{Q_k > 0} f(Q_1^{(i)}), Q_{k-1}^{(i)}, Q_k^{(i-1)}, \ldots, Q_K^{(i-1)}).
\]

The function \( f(Q_1, Q_2, \ldots, Q_K) \) can be written as the summation of convex and concave functions

\[
f(Q_1, Q_2, \ldots, Q_K) = f_k^{cvx}(Q_k, Q_k^*) + f_k^{cvx}(Q_k, Q_k^*),
\]

where \( Q_k = (Q_1, \ldots, Q_{k-1}, Q_{k+1}, \ldots, Q_K) \) represents all covariance matrices excluding \( Q_k \), \( f_k^{cvx}(Q_k, Q_k^*) \) is a concave function of \( Q_k \) with \( Q_k^* \) fixed, and \( f_k^{cvx}(Q_k, Q_k^*) \) is convex function of \( Q_k \) with \( Q_k^* \) fixed. We can write these two functions as (25) shown at the bottom of this page.

For the \( i \)th iteration, the convex function \( f_k^{cvx}(Q_k, Q_k^*) \) can be lower-bounded by its gradient [17]

\[
f_k^{cvx}(Q_k, Q_k^*) \geq f_k^{cvx}(Q_k, Q_k^*) + \text{tr}[A_k^{(i)}(Q_k - Q_k^*)],
\]

where \( Q_k^{(i)} = (Q_1^{(i)}, \ldots, Q_{k-1}^{(i)}, Q_{k+1}^{(i-1)}, \ldots, Q_K^{(i-1)}) \), the first \( k-1 \) covariance matrices have been optimized in the \( i \)th iteration, while the \( k+1 \) to \( K \) covariance matrices are from the previous \( (i - 1) \)th iteration waiting to be optimized. The power price matrix is a partial derivative with respect to \( Q_k \) which is given by

\[
A_k^{(i)} = \nabla_{Q_k} f_k^{cvx}(Q_k, Q_k^*)|_{Q_k^{(i)}}, Q_k^{(i)}.
\]

Following the matrix identity [32],

\[
\frac{\partial \log |A + BXC|}{\partial X} = [C(A + BXC)^{-1})B]^t,
\]

the partial derivatives of \( f_k^{cvx}(Q_k) \) with respect to \( Q_k \) are

\[
A_k = \nabla_{Q_k} f_k^{cvx}(Q_k, Q_k^*)
= -w_k G^t(I + G \sum_{j=1}^{K} Q_j^t G_j^t)^{-1} G
\]

\[
+ \sum_{j=1}^{k-1} w_j H_j^t(I + H_j \sum_{i=j+1}^{K} Q_i H_i^{-1} H_j^{-1} H_j)
- \sum_{j=1}^{k-1} w_j G^t(I + G \sum_{i=j+1}^{K} Q_i^t G_i^t)^{-1} G.
\]

A lower bound on \( f(Q_1, Q_2, \ldots, Q_K) \) for \( i \)th iteration can be obtained by substituting the right-hand terms in (26) and (24) as follows:

\[
f(Q_1^{(i)}, \ldots, Q_{k-1}^{(i)}, Q_k^{(i)}, Q_{k+1}^{(i-1)}, Q_K^{(i-1)})
\geq f_k^{cvx}(Q_k, Q_k^*) + \text{tr}[A_k^{(i)}(Q_k - Q_k^{(i)})].
\]

On substituting (25) into the right-hand side of the inequality in (29) and omitting the constant terms \( f_k^{cvx}(Q_k^{(i)}, Q_k^{(i)}) \) and \( \text{tr}[A_k^{(i)} Q_k^{(i)}] \), the optimization of the remaining terms in each iteration can be expressed as (30), as shown at the bottom of the next page, which is a convex problem.
Algorithm 1 WSR Maximization

1: inputs: $\lambda^{\text{max}} := 10$, $\lambda^{\text{min}} := 0.01$, $\epsilon_1$, $\epsilon_2$, ($w_1, \ldots, w_K$)
2: while $\lambda^{\text{max}} - \lambda^{\text{min}} > \epsilon_1$ do
3: $\lambda := (\lambda^{\text{max}} + \lambda^{\text{min}})/2$; $i := 0$;
4: $Q_k^{(0)} = Q_k^{(0)} = \cdots = Q_k^{(0)} := \frac{P}{K n_r} I$; $R_k^{(0)} := 0$
5: while 1 do
6: $i = i + 1$;
7: for $k = 1 : K$ do
8: Solve for $Q_k^{(i)}$ in (30);
9: Compute $R_k$ using (4);
10: end for
11: $R_k^{(i)} := \sum_{i=1}^{K} w_k R_k$;
12: if $\text{abs}(R^{(i)} - R^{(i-1)}) < \epsilon_2$ then
13: break;
14: end if
15: if $\sum_{i=1}^{K} \text{tr}(Q_k^{(i)}) < P$ then
16: $\lambda^{\text{max}} := \lambda$;
17: else
18: $\lambda^{\text{min}} := \lambda$;
19: end if
20: end while
21: end while
22: outputs: $\lambda^* := \lambda$, $R_k^* := R_k$, and $Q_k^* = Q_k^{(i)}$.

Remark 2 (Nash Equilibrium [18], [33]): Any fixed point after the $i$th iteration $Q_k^{(i)}$ is a Nash equilibrium of the optimization with power price game where each receiver tries to maximize the summation between its own benefit $f_k^{cvx}(Q_k, Q_k^{(i)})$ and the power price Re(tr$(A_k^{(i)} Q_k$)) along the direction of the gradient

$$\arg \max_{Q_k \geq 0} f_k^{cvx}(Q_k, Q_k^{(i)}) + \text{tr}(A_k^{(i)} Q_k),$$

(31)

in which $A_k = \nabla_{Q_k} f_k^{cvx}(Q_k, Q_k^{(i)})|_{Q_k = Q^{(i)}}$. Thus, $Q_k^{(i)}$ is unilaterally optimal for the problem (31) [18], [33, Proposition 2].

The optimal numerical solution for (30) can be solved by using any standard convex tool. We choose the rotation-based linear preceding [25], [26] to reach the optimality.

Algorithm 1 summarizes the WSR maximization, where $\epsilon_1$ and $\epsilon_2$ are the bisection search accuracy and convergence tolerance, respectively. When $w_k = 1$, the other weights are zero and the problem reduces to the wiretap channel where receiver $k$ is the legitimate receiver. According to Lemma 1, Algorithm 1 converges to a KKT point and satisfies the necessary conditions for the optimal solution. However, the initial point may affect the speed of convergence. $Q_k^{(0)} := \frac{P}{K n_r} I$ or $Q_k^{(0)} := 0$ are two possible choices.

Complexity analysis. The computation of matrix multiplications and the matrix inverse is of complexity $O(m^3)$ where $m = \max(n_t, n_k, n_e)$. The number of iterations of the BSMM is $O(1/\epsilon_1)$, and the bisection search requires $O(\log(1/\epsilon_2))$.

In general, one WSR point achieved by Algorithm 1 has complexity $O(\frac{m^2}{\epsilon_2} \log(1/\epsilon_2))$ for each group of weights [18], [34]. Each group can realize one point on the boundary. To find the capacity, another exhaustive search over weights is needed. The capacity region achieved by DPC in [6] is found by using an exhaustive search over all permutations where the covariance matrices range over all positive semi-definite matrices satisfying certain power constraints. This makes the complexity exponentially increase with $m$. As we have proved in the last section, the weight ordering in the WSR maximization problem determines the optimal encoding order. Thus, Algorithm 1 avoids an exhaustive search over all permutations which can save $K!$ complexity to reach the capacity region. It also finds the covariance matrices by an iterative algorithm, not an exhaustive search.

Comments on the upper bounds. When $G$ gets close to $0$ or there is gradually no information leakage in the system, and the system approaches its upper bound. The upper bound is the standard MIMO-BC [28].

An important feature of the proposed algorithm is its generality and its potential for extension to other related problems, for example, the Gaussian $K$-receiver interference channel [35] and covert communication over the $K$-receiver multiple access channel [36]. The numerical algorithm can also work with more practical constraints and assumptions, such as per-antenna power constraints, where each antenna has its own power amplifier and is independently limited by the linearity of the amplifier [37]. In addition, this paper assumes perfect channel state information of receivers and eavesdropper, while a fast-fading channel with rapidly varying channel coefficients is more realistic, because of the limited feedback and delay caused by the channel estimation [38].

V. TWO-RECEIVER CASE

The two-receiver wiretap channel is very typical and often is discussed independently [4], [7], [8], [19]. We thus provide the details and also derive a closed-form solution of the iteration for the special case in this section.

The capacity region is given in (6). The WSR formation can be obtained by setting $K = 2$. The iterative covariance matrices in (30) can be written as

$$Q_1^{(i)} = \arg \max_{Q_1 \geq 0} f(Q_1, Q_2^{(i-1)}),$$

(32a)

$$Q_2^{(i)} = \arg \max_{Q_2 \geq 0} f(Q_1^{(i)}, Q_2).$$

(32b)

The function $f(Q_1, Q_2)$ can be rewritten as the summation of convex and concave functions

$$f(Q_1, Q_2) = f_k^{cvx}(Q_k, Q_k^{(i)}) + f_k^{cvx}(Q_k, Q_k^{(i)}),$$

(33)
To use Lemma 2, we set

\[ f_1^{\text{cvv}}(Q_1, Q_2) = w_1 \log |I_{n_1} + (I_{n_1} + H_1 Q_2 H_1^\dagger)^{-1} H_1 Q_1 H_1^\dagger| - \lambda \text{tr}(Q_1), \]  

(34a)

\[ f_1^{\text{cvv}}(Q_1, Q_2) = -w_1 \log |I_{n_e} + (I_{n_e} + G Q_2 G^\dagger)^{-1} G Q_1 G^\dagger| 
+ w_2 \log |I_{n_2} + H_2 Q_2 H_2^\dagger| - \lambda \text{tr}(Q_2) - P. \]  

(34b)

\[ f_2^{\text{cvv}}(Q_2, Q_1) = w_1 \log |I_{n_1} + (I_{n_1} + H_1 Q_2 H_1^\dagger)^{-1} H_1 Q_1 H_1^\dagger| 
- w_1 \log |I_{n_e} + G (Q_1 + Q_2) G^\dagger| 
- w_2 \log |I_{n_2} + G Q_2 G^\dagger| - \lambda \text{tr}(Q_1) - P. \]  

(34d)

The partial derivatives of \( f_k^{\text{cvv}}(Q_k) \) with respect to \( Q_k \) are

\[ A_1 = -w_1 G^\dagger (I_{n_e} + G (Q_1 + Q_2) G^\dagger)^{-1} G, \]  

(35)

and

\[ A_2 = +w_1 H_1^\dagger (I_{n_2} + H_2 Q_2 H_2^\dagger)^{-1} H_1 
- w_1 H_1^\dagger (I_{n_1} + H_1 Q_2 H_1^\dagger)^{-1} H_1 
- w_1 G^\dagger (I_{n_e} + G (Q_1 + Q_2) G^\dagger)^{-1} G 
- w_2 G^\dagger (I_{n_e} + G Q_2 G^\dagger)^{-1} G. \]  

(36)

Then, we optimize the right-hand side of (29) by omitting the constant terms. Then problems (32a) and (32b) are re-expressed as

\[ Q_1^{(i)} = \arg \max_{Q_1} w_1 \log |I_{n_1} + (I_{n_1} + H_1 Q_2 H_1^\dagger)^{-1} H_1 Q_1 H_1^\dagger| 
- \text{tr}[\lambda I_{n_e} - A_1^\dagger] Q_1, \]  

(37)

and

\[ Q_2^{(i)} = \arg \max_{Q_2} w_1 \log |I_{n_e} + G Q_2 G^\dagger| 
+ w_2 \log |I_{n_2} + H_2 Q_2 H_2^\dagger| - \text{tr}[\lambda I_{n_e} - A_2^\dagger] Q_2. \]  

(38)

Both (37) and (38) are convex problems and have optimal solutions. Different from the general formula in (30) which is solved using the rotation method, a closed-form solution for (37) can be obtained by the following lemma [18].

**Lemma 2** [18, Lemma 1]: For some \( S > 0 \), the optimal solution of the function \( \max_{Q > 0} w \log |I + R^{-1/2} H Q H^{-1/2}| - \text{tr}(SQ) \) is given by

\[ Q^* = S^{-1/2} V A V^\dagger S^{-1/2}. \]  

(39)

To use Lemma 2, we set \( w = w_1 \), \( S = \lambda I_{n_e} - A_1^\dagger \), and \( R = I_{n_1} + H_1 Q_2 H_1^\dagger \) for (37). \( V, U, \) and \( \Lambda \) are obtained by eigenvalue decomposition of \( R^{-1/2} H S^{-1/2} = U \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_m) V^\dagger \), \( \sigma_i \geq 0, \forall i \), \( \Lambda = \text{diag}[(w - 1/\sigma_i^2)^+, \ldots, (w - 1/\sigma_m^2)^+] \), and \( (x)^+ = \max(x, 0) \).

**VI. SIMULATION RESULTS**

In this section, we provide three examples to illustrate the effect of the order of encoding and to compare our signaling design with ZF beamforming.
Example 1: We set the channels and power the same as [14], which are given by

\[
H_1 = \begin{bmatrix} 1 & -0.5 \\ 0.5 & 2 \end{bmatrix}, \quad H_2 = \begin{bmatrix} -0.3 & 1 \\ 2.0 & -0.4 \end{bmatrix},
\]

\[
G = \begin{bmatrix} 0.8 & -1.6 \end{bmatrix}, \quad P = 1.
\]

In this case, \( n_u = 2, n_t = n_r = 2, \) and \( n_e = 1. \) We set \( w_1 = w_2 = 0.5 \) to verify the subcase of the WSR, i.e., sum-rate. The accuracy parameters for Algorithm 1 are set as \( \varepsilon_1 = \varepsilon_2 = 10^{-5}. \) Algorithm 1 achieves the same results as [14]. If receiver 1 is encoded first and then receiver 2, i.e., \( \pi_1 = 1, \pi_2 = 2, \) the optimal secrecy rates are \( (R_1, R_2) = (0.8334, 0.7643) \) nats/sec/Hz and the secrecy sum-rate is 1.5977. If receiver 2 is encoded first and then receiver 1, i.e., \( \pi_1 = 2, \pi_2 = 1, \) the optimal secrecy rates are \( (R_1, R_2) = (0.5324, 1.065) \) which yields the same security sum-rate 1.5977. It is seen that a different encoding order brings forth different optimal covariance matrices and rates, but the same secrecy sum-rate is achieved, as also noted in [14].

If we vary the weight \( w_1 \) from 0 to 1 with a step 0.01, the results of the rate pairs are shown in Fig. 2. The curve marked with blue circles corresponds to the achievable rate region with ascending encoding order whereas the curve marked with yellow circles corresponds to the descending encoding order. The purple and green curves represent the corresponding achievable rate regions of the MIMO-BC [28], i.e., no eavesdropper or \( G = 0. \)

The ordering of the receivers’ weights in the WSR maximization problem determines the optimal encoding order. An example is shown in Fig. 3. If \( w_1 > w_2, \) the optimal encoding order is to encode message \( M_1 \) first and message \( M_2 \) next. If \( w_1 < w_2, \) the optimal encoding order is to encode \( M_2 \) first and \( M_1 \) next. If \( w_1 = w_2, \) the two orders will give the same sum-rate but each order will give a different corner point of the capacity region. See Fig. 2 and Fig. 3 for illustrative representations.

Note that the boundary of the DPC achievable region has a straight-line segment for the secure sum-rate. This is because the secrecy capacity region is reached by the convex hull of all encoding orders of rate pairs [6], [19, Theorem 13]. This characteristic of possessing a straight-line segment, i.e., a time-division portion or time-sharing, also holds for the MIMO-BC [10]. The slope for any point on the boundary is \( -w_2/w_1 \) because the WSR is \( \varphi(P) = w_1 R_1 + w_2 R_2. \) Thus, the straight line with a slope \(-1\) passes by the two sum-rate points.

Example 2: We consider another example where each node is equipped with two antennas. The channels are given by

\[
H_1 = \begin{bmatrix} 1 & 0.8 \\ 0.5 & 2 \end{bmatrix}, \quad H_2 = \begin{bmatrix} 0.2 & 1 \\ 2 & 0.5 \end{bmatrix},
\]

\[
G = \delta \begin{bmatrix} 1 & 0.4 \\ -0.4 & 1 \end{bmatrix}, \quad (40)
\]

\( H_1 \) and \( H_2 \) are set the same as that in [10], and \( P = 1. \) The parameter \( \delta \) indicates the strength of Eve's channel. The achievable (secure) rate regions are shown in Fig. 4. When \( \delta = 0, \) the eavesdropping channel becomes \( G = 0, \) and thus the problem becomes the MIMO-BC and forms an upper bound. As \( \delta \) increases, the channel of the eavesdropper gets stronger, and the secure rate region begins to shrink. Note that the rate region for the MIMO-BC (\( \delta = 0 \)) can be realized by applying the proposed method and Algorithm 1 by setting \( G = 0. \) This leads to the same results provided by MAC-BC duality [10]. The sum-rate for the MIMO-BC in this case is also 2.2615, which is the same as that in [10, Example 1].

In addition, we show how much power is allocated to each receiver for different values of \( w_1 \) and \( w_2 = 1 - w_1 \) in the case with \( \delta = 1. \) When \( w_1 \) becomes larger, user 1 is allocated more power while user 2 is allocated less power. Interestingly, when \( w_1 < 0.11 \) and the optimal encoding order is user 2 first then user 1 (corresponding to the red points in Fig. 5), user 2 is allocated all of the power. When \( w_1 > 0.86 \) and the optimal encoding order is user 1 first then user 2 (corresponding to the blue points in Fig. 5), all power is allocated to receiver 1.

Example 3: We consider \( K = 3, \) in which the channels are

\[
H_1 = \begin{bmatrix} -0.4332 + 0.7954i & -0.3152 - 1.8835i \\ -1.0443 + 1.2282i & -0.2614 + 0.2198i \end{bmatrix}, \quad (41)
\]

\[
H_2 = \begin{bmatrix} 1.3389 - 0.5995i & -0.6924 - 0.4542i \\ -1.2542 + 0.1338i & -2.1644 + 0.6520i \end{bmatrix}.
\]
Fig. 7. The WSR for the three-receiver wiretap channel with all six permutations of encoding order as well as ZF for three sets of weights.

The proposed method achieves a larger rate region compared with ZF beamforming, which is known to be a suboptimal scheme [14]. If we set any of the receivers to idle, the problem reduces to two-receiver case. The projection of the secrecy capacity onto \((R_1, R_2), (R_2, R_3), \) and \((R_1, R_3)\) planes gives the capacity region of the corresponding two-receiver wiretap channel.

Figure 7 shows the WSR for three weight allocations and different coding orders. Each bar reflects the secure WSR of the system under a specific weighting coefficient. The maximum WSR is achieved with the encoding order \(\pi_1 \geq \pi_2 \geq \cdots \geq \pi_K\). For example, for \((w_1, w_2, w_3) = (0.15, 0.2, 0.65)\), the highest WSR is obtained for \(\pi_1 = 3, \pi_2 = 2, \pi_3 = 1\) whereas for \((w_1, w_2, w_3) = (0.2, 0.1, 0.7)\) the highest WSR is obtained for \(\pi_1 = 3, \pi_2 = 1, \pi_3 = 2\). The sum-rate achieved by Algorithm 1 is 0.77 nats/sec/Hz for all permutations with \((w_1, w_2, w_3) = (1/3, 1/3, 1/3)\), which verifies Corollary 1. The WSR achieved by ZF is far from the proposed signaling design with optimal encoding order.

VII. CONCLUSION

The optimal order for the \(K\)-receiver MIMO-BC with an eavesdropper has been established in this paper. The proof has been achieved by transforming the original WSR maximization problem of the MIMO-BC wiretap channel into an equivalent problem using BC-MAC duality and solving the new problem. The proof reveals that a receiver having a higher weight in the WSR problem should be encoded earlier. This finding reduces the complexity of determining the capacity region \(K!\) times. In addition, we have solved the WSR maximization problem to find the optimal signaling for this channel. The secrecy rate equations are nonconvex functions of transmit covariance matrices. However, we have proven that the duality gap is zero, and thus KKT conditions are necessary for the solutions.

Appendix

Proof of Lemma 1

Based on Theorem 1 in [30], if the optimization problem in (7) satisfies the time-sharing property, then it has a zero duality gap. Thus, our goal is to prove that the optimization problem (7) satisfies the time-sharing property. If the optimal \(\varphi(P)\) in (7) is a concave function of the total power \(P\), then the time-sharing property holds [30]. Let \(P_1, P_2, \ldots, P_K \geq 0\) be the power constraints and there exists \(\bar{P} = \sum_{k=1}^{K} \theta_k P_k\) for some \(0 \leq \theta_k \leq 1\) and \(\sum_{k=1}^{K} \theta_k = 1\). By contradiction, assume that the time-sharing does not hold for fixed non-negative weights. Then, \(\varphi(P)\) must be a convex function, i.e.,

\[
\varphi(\bar{P}) = \varphi(\sum_{k=1}^{K} \theta_k P_k) \leq \sum_{k=1}^{K} \theta_k \varphi(P_k) \tag{43}
\]

Next, assume that the rate tuple \((R_1^{(k)}, R_2^{(k)}, \ldots, R_K^{(k)})\) is achieved by solving (7) for \(P = P_k\). Further, let us allocate a fraction \(\theta_k\) of time to user \(k\). Time-division multiplexing gives the rate tuple

\[
\left(\sum_{k=1}^{K} \theta_k R_1^{(k)}, \ldots, \sum_{k=1}^{K} \theta_k R_K^{(k)}\right)
\]

and the WSR is the right-hand side of (43). This implies that the time division scheme with an average power over a unit time slot \(\bar{P} = \sum_{k=1}^{K} \theta_k P_k\) achieves a point higher than
the secrecy capacity $C(\{H_k\}_{k=1}^K; G, P)$. This is a contradiction because the convex closure operator cannot increase the secrecy capacity region. Thus, $\tilde{P} = P$ and the optimization problem (7) is a concave function of $P$ which implies the time-sharing property. Thus, zero duality gap is guaranteed for the optimization problem (7) and thus the KKT conditions are necessary for the optimal solution [31, Chapter 5, pp. 243]. The capacity is then achieved by the convex closure of the union of the aforementioned rate regions over all possible permutations $\pi$. This convex hull operation performs a time-division multiplexing and also satisfy the time-sharing property.
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