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Abstract—Modulo-wrapping receivers have attracted interest in several areas of digital communications, including precoding and lattice coding. The asymptotic capacity and error performance of the modulo AWGN channel have been well established. However, due to underlying assumptions of the asymptotic analyses, these findings might not always be realistic in physical world applications, which are often dimension- or delay-limited. In this work, the optimum ways to achieve minimum probability of error for binary signaling through a scalar modulo AWGN channel is examined under different scenarios where the receiver has access to full or partial information. In case of partial information at the receiver, an iterative estimation rule is proposed to reduce the error rate, and the performance of different estimators are demonstrated in simulated experiments.

I. INTRODUCTION

Modulo wrapping is encountered in various fields of digital communications. In precoding literature, modulo operation is used to cancel out known intersymbol interference at the transmitter [1]. In information theory literature, nested lattice codes [2] and lattice Gaussian codes [3] are proven to achieve additive white Gaussian noise (AWGN) channel capacity asymptotically under certain conditions. Both works, and many more in lattice coding literature, utilize modulo operation on lattices to encode, quantize or decode data. Recently, modulo wrapping receiver front-ends are used in analog-to-digital conversion to decrease distortion or to reduce number of quantization bits [4].

The asymptotic capacity and the error performance of the modulo channel have been well studied under the existing coding literature [2], [5], [6]. The theoretical results, which are as impressive as achieving AWGN channel capacity asymptotically, are built on assumptions that are valid in high dimensions or long data block lengths. These assumptions might not always find correspondence in real physical applications which are often delay-limited and mostly built with hardware that operates in low dimensions. Moreover, in [4], it is demonstrated that already-existing voltage-controlled oscillator (VCO) ADCs can be utilized as modulo receiver front-ends. Hence, the realization of modulo channels in physical, practical applications is feasible. Therefore, the non-asymptotical communication performance of modulo channels in low dimensions is of increased interest. In this work, the aim is to develop an optimum way (in terms of decoding error) for binary signaling through a scalar mod∆ AWGN channel with a power constraint, analyze the performance with different decision rules based on available information at the receiver, and propose an estimator to improve performance when the information at the receiver is lacking.

In Section [II] the transmission and decoding scheme over mod∆ AWGN channel will be introduced. In Section [III] the optimum transmission scheme and the performance of the communication will be derived when the prior information is available at the receiver. In Section [IV] first, the optimum transmission scheme and the decoding performance with the blind decision rule will be derived when the prior information is not available at the receiver. Then, an iterative estimation rule will be proposed to improve the performance. The error rates of different estimators will be demonstrated on simulated experiments in Section [V] and the findings will be concluded in [VI].

II. MEMORYLESS MOD-Δ CHANNEL AND DECODING

In this paper, the following communication system will be considered: $N$ uncoded, independent and identically distributed (i.i.d.) sequence of data bits $a_{0}^{N-1} = (a_{0}, a_{1}, \ldots, a_{N-1}) \in \mathbb{Z}_{2}^{N}$ are mapped into symbols $x_{0}^{M-1} = (x_{0}, \ldots, x_{N}, \ldots, x_{M-1}) \in S^{M}$ to be transmitted through a modulo AWGN channel. The mod∆ AWGN channel is defined with the input-output relation

$$y_{n} = x_{n} \mod \Delta = (x_{n} + w_{n}) \mod \Delta$$

where $w_{n}$ are i.i.d. $\sim f_{W}(w) = N(0, \sigma^{2})$ noise samples. The modulo operation $\mod \Delta : \mathbb{R} \rightarrow [-\frac{\Delta}{2}, \frac{\Delta}{2})$ is defined as

$$x \mod \Delta = a \Leftrightarrow x = a + k\Delta, k \in \mathbb{Z} \text{ and } a \in [-\frac{\Delta}{2}, \frac{\Delta}{2}).$$

In the binary signaling problem, the symbols are given by

$$x_{n} = \begin{cases} h_{0}, & a_{n} = 0 \\ h_{1}, & a_{n} = 1 \end{cases}$$

(1)

where $S = \{h_{0}, h_{1}\}$ and the power is assumed $P \geq \Delta^{2}/2$.

The objective is to find the optimum mapping in (1) that minimizes the probability of error with minimum power $P$ when recovering the sequence of data bits $a_{0}^{N-1}$ given the modulo-received samples $\hat{y}_{0}^{N-1}$. More formally, minimizing the sequence error rate (SER) can be formulated as

$$\hat{a}_{0}^{N-1} = \arg\max_{a \in \mathbb{Z}_{2}^{N}} P(a_{0}^{N-1} = a|\hat{y}_{0}^{N-1})$$

$$= \arg\max_{a \in \mathbb{Z}_{2}^{N}} P(\hat{y}|x = h_{a})P(x = h_{a})$$

(2)
where the $n$-th element of $h_a \in \mathbb{R}^N$ is $h_{an}$. The subscripts and superscripts are omitted for the sake of simplicity.

If the priors $P(x = h_a)$ are known at the receiver, then (2) corresponds to the maximum a posteriori (MAP) estimation. If the priors are not known, then the maximum likelihood (ML) estimation

$$a_0^{N-1} = \arg\max_{a \in \mathbb{Z}_2^N} P(\tilde{y} | x = h_a)$$

is used.

III. MODULATION AND DECODING WITH PRIOR INFORMATION

If the prior information is available at the receiver, the MAP estimator in (2) would be used for decoding to minimize the probability of error on the modulated AWGN channel. Knowing the decision rule, the transmitter can optimize the symbols to be sent through the channel to minimize the probability of error and also the transmit power.

Define $f_W: \mathbb{R} \rightarrow \mathbb{R}^+$, such that $x \mapsto f_W(x) = \sum_{k=-\infty}^{\infty} f_W(x + k\Delta)$ where $W \sim \mathcal{N}(0, \sigma^2)$. Then, the MAP estimation (2) yields

$$\hat{a}_n = \arg\max_{a \in \mathbb{Z}_2} P(\tilde{y}_n | a_n = a) P(a_n = a)$$

$$= \arg\max_{a \in \mathbb{Z}_2} \sum_{k=-\infty}^{\infty} f_W(\tilde{y}_n - h_a + k\Delta) P(a_n = a)$$

$$= \arg\max_{a \in \mathbb{Z}_2} f_W^\Delta(\tilde{y}_n - h_a) P(a_n = a)$$

for $n = 0, \ldots, N-1$, and the corresponding MAP decision rule, denoted as $\delta_{\pi_0}(\tilde{y}_n)$, becomes

$$\delta_{\pi_0}(\tilde{y}_n) = \begin{cases} 
0, & \pi_0 f_W^\Delta(\tilde{y}_n - h_0) \geq (1 - \pi_0) f_W^\Delta(\tilde{y}_n - h_1) \\
1, & \pi_0 f_W^\Delta(\tilde{y}_n - h_a) < (1 - \pi_0) f_W^\Delta(\tilde{y}_n - h_1) 
\end{cases}$$

(3)

where $\pi_0 = P(a_n = 0)$.

The likelihood ratio for i.i.d. random bits $a_n$ is defined as

$$L_{\pi_0}(a_n | \tilde{y}_n) = \frac{P(a_n = 0 | \tilde{y}_n)}{P(a_n = 1 | \tilde{y}_n)} = \left\{ \begin{array}{ll} \pi_0 & P(\tilde{y}_n | a_n = 0) \\
1 - \pi_0 & P(\tilde{y}_n | a_n = 1) \end{array} \right. \quad (4)$$

and the MAP decision rule in (3) can be written as

$$\hat{a}_n = \delta_{\pi_0}(\tilde{y}_n) = \begin{cases} 
0, & L_{\pi_0}(a_n | \tilde{y}_n) \geq 1 \\
1, & L_{\pi_0}(a_n | \tilde{y}_n) < 1 
\end{cases}$$

(5)

and the probability of bit error is

$$P_e(\delta_{\pi_0}) = P(\hat{a}_n = 1 | a_n = 0) P(a_n = 0) + P(\hat{a}_n = 0 | a_n = 1) P(a_n = 1)$$

A. Uniform Priors

Now, assume that the data bits are not only i.i.d., but also uniformly distributed (UID). In that case, the likelihood ratio in (4) becomes

$$L(a_n | \tilde{y}_n) = \frac{P(\tilde{y}_n | a_n = 0)}{P(\tilde{y}_n | a_n = 1)}$$

and it results in the decision rule $\delta(\tilde{y}_n)$

$$\hat{a}_n = \delta(\tilde{y}_n) = \begin{cases} 
0, & L(a_n | \tilde{y}_n) \geq 1 \\
1, & L(a_n | \tilde{y}_n) < 1 
\end{cases}$$

Note that $f_W^\Delta(\tilde{y}_n - h_a) = f_W^\Delta(\tilde{y}_n - h_a + k\Delta) \forall k \in \mathbb{Z}$, and $\{h_a = h + k\Delta | k \in \mathbb{Z}\}$ yield the same decision and hence the same probability of error. Therefore, the transmitter can restrict the symbols to the interval $[-\frac{\Delta}{2}, \frac{\Delta}{2}]$ to reduce the average transmit power $P$. Furthermore, the transmitter can set the values for $h_a$ appropriately to minimize the probability of error, $1 - P(\hat{a} = a) = 1 - \prod P(\hat{a}_n = a_n)$, for given $\Delta$ and $\sigma$. This claim is formalized in Theorem III.1 and the proof is given in Appendix C.

**Lemma 1.** If $z \in \mathbb{R}$ and $H = \{c \in [-\frac{\Delta}{2}, \frac{\Delta}{2}] | f_W^\Delta(c) = z \}$, then $|H| \leq 2$.

**Lemma 2.** Let $a$ be UID over $\mathbb{Z}_2$, $h_0 \neq h_1$, and define $C = \{c \in [-\frac{\Delta}{2}, \frac{\Delta}{2}] | L(a = 0 | c) = L(a = 1 | c)\}$. Then, $C = \{h_0 + h_1, h_0 + h_2, h_2 + h_1, h_2 + h_2\} + \sgn(h_0 + h_1) \frac{\Delta}{2}$ where $\sgn(0) = -1$.

**Theorem III.1.** Let $a_n$ be UID over $\mathbb{Z}_2$ and $x_n$ the symbols representing $a_n$ as defined in (1). Then, $h_0 = -\frac{\Delta}{4}$ and $h_1 = \frac{\Delta}{4}$ yields the minimum probability of error $P_e^*$, while minimizing the average power $P = \mathbb{E}[x_n^2]$ for $P_e^*$.

If the symbol mapping in Theorem III.1 is used at the transmitter, then the probability of bit error becomes

$$P_e = \Phi\left(\frac{\Delta}{4\sigma}\right) - \Phi\left(\frac{3\Delta}{4\sigma}\right)$$

where $\Phi\left(\frac{\Delta}{4\sigma}\right) = \sum_{k=-\infty}^{\infty} Q\left(\frac{x_k + h_a}{\sigma}\right)$. Note that the probability of error with optimum transmit symbols depends on the ratio $\Delta/\sigma$. 

![Fig. 1: Likelihood functions and MAP decision regions. Probability of error with MAP decision rule, $P_e(\delta_{\pi_0})$, corresponds to the shaded area under the curves](image-url)
Fig. 2: Probability of error with MAP decision rule $P_e(\delta_{\pi_0})$ with different priors $\pi_0$ for different $\Delta/\sigma$ ratios

B. Nonuniform Priors

If the data bits are not UID but the prior $\pi_0$ is known at the receiver, then the decision rule in (5) will be used to decode the received symbols. In Fig. 1, the likelihood functions, decision regions (horizontal bars) and the probability of error (shaded area) is demonstrated for $\Delta/\sigma = 5$. To derive the symbol mapping that will yield the minimum probability of error with minimum average power when the priors are available at the receiver, first define

$$
P_1 = \pi_0 \left( \Phi(c_1 - h_0) - \Phi(c_2 - h_0) \right) + (1 - \pi_0) \left( \Phi(c_2 - h_1) - \Phi(c_1 - h_1 + \Delta) \right)
$$

(6)

$$
P_2 = \pi_0 \left( \Phi(c_2 - h_0) - \Phi(c_1 - h_0 + \Delta) \right) + (1 - \pi_0) \left( \Phi(c_1 - h_1) - \Phi(c_2 - h_1) \right)
$$

(7)

where $C = \{c_1, c_2\}$ is defined as in Lemma 1. Note that (6) corresponds to the red shaded region and (7) corresponds to the blue shaded region in Fig. 1. The, the probability of error can be written as

$$
P_e(\delta_{\pi_0}) = \begin{cases} 
P_1, & \pi_0 f_W(\Delta - \frac{\Delta}{\sigma} - h_0) > (1 - \pi_0) f_W(\Delta - \frac{\Delta}{\sigma} - h_1) \\
P_2, & \pi_0 f_W(\Delta - \frac{\Delta}{\sigma} - h_0) \leq (1 - \pi_0) f_W(\Delta - \frac{\Delta}{\sigma} - h_1)
\end{cases}
$$

Fig. 3: Likelihood functions and ML decision regions. Probability of error with ML decision rule, $P_e(\delta)$, corresponds to the shaded area under the curves

where $\tau = \frac{f_W(\Delta/2)}{f_W(0)}$ and $C = \{c_1, c_2\} = \{h_0 - l_{\pi_0}, h_0 + l_{\pi_0}\}$. Note that the probability of error with the MAP decision rule depends on $\Delta/\sigma$ and also on $\pi_0$ (Fig. 2). For smaller values of $\Delta/\sigma$, the rule yields higher probability of error, which is caused by the information that is lost by the modulo wrapping operation.

IV. MODULATION AND DECODING WITHOUT PRIOR INFORMATION

A. ML Decision Rule

If the prior $\pi_0$ is not available at the receiver, then the ML decision rule $\delta$ is

$$
\delta(\tilde{y}_n) = \begin{cases} 
0, & f_W(\tilde{y}_n - h_0) \geq f_W(\tilde{y}_n - h_1) \\
1, & f_W(\tilde{y}_n - h_0) < f_W(\tilde{y}_n - h_1)
\end{cases}
$$

(9)

and the resulting probability of error is

$$
P_e(\delta) = \left\{ \begin{array}{l}
\Phi \left( \frac{h_1 - h_0}{\sigma} \right) - \Phi \left( \frac{h_1 - h_0 + \frac{\Delta}{2\sigma}}{\sigma} \right), \quad h_0 + h_1 \geq 0 \\
\Phi \left( \frac{h_1 - h_0 - \frac{\Delta}{2\sigma}}{\sigma} \right) - \Phi \left( \frac{h_1 - h_0}{\sigma} \right), \quad h_0 + h_1 < 0
\end{array} \right.
$$

(10)

It is evident from Theorem III.1 that $h_0 = -\frac{\Delta}{4}$ and $h_1 = \frac{\Delta}{4}$ minimizes (10), yielding

$$
P_e(\delta) = \Phi \left( \frac{\Delta}{4\sigma} \right) - \Phi \left( \frac{3\Delta}{4\sigma} \right)
$$

(11)

The decision regions of ML rule are demonstrated in Fig. 3 on the same setup as in Fig. 1. Note that $P_e(\delta_{\pi_0}) \leq P_e(\delta)$, and the equality holds when $\pi_0 = 0.5$.

B. Prior Estimation

As it is also evident from (11) and from the shaded regions in Fig. 2, blind ML decision rule results in higher probability of error compared to the MAP decision rule. One possible way to decrease the error rate when priors are unknown at the receiver is to use a two-step decision process: First, apply the ML rule and estimate the prior from the decisions. Then, use the MAP decision rule with the estimated prior.
First, note that the decision rule \( \delta(\hat{y}_i) \) yields to a Bernoulli random variable with
\[
P(\delta(\hat{y}_i) = 1) = P(\delta(\hat{y}_i) = 1|a_i = 0)P(a_i = 0) \]
\[
+ P(\delta(\hat{y}_i) = 1|a_i = 1)P(a_i = 1)
\]
\[
= \pi_0 P_e(\delta) + (1 - \pi_0)(1 - P_e(\delta)) \triangleq p_b
\]
and the sum of ML decisions is a binomial random variable, denoted as
\[
N_\delta = \sum_{i=1}^{N} \delta(\hat{y}_i) \sim \text{Binom}(p_b).
\]

Note that
\[
\mathbb{E}[N_\delta] = N p_b = N (\pi_0 P_e(\delta) + (1 - \pi_0)(1 - P_e(\delta))
\]
and the prior \( \pi_0 \) can be estimated empirically as
\[
\hat{\pi}_0 = \frac{1}{N} \sum_{i=1}^{N} \delta(\hat{y}_i) - (1 - P_e(\delta))
\]
which results in the decision rule
\[
\delta_{\hat{\pi}_0}(\hat{y}_n) = \begin{cases} 0, \hat{\pi}_0 f_{\hat{W}}(\hat{y}_n - h_0) \geq (1 - \hat{\pi}_0) f_{\hat{W}}(\hat{y}_n - h_1) \\ 1, \hat{\pi}_0 f_{\hat{W}}(\hat{y}_n - h_0) < (1 - \hat{\pi}_0) f_{\hat{W}}(\hat{y}_n - h_1) \end{cases}
\]
and yields \( P_e(\delta_{\hat{\pi}_0}) \).

V. EXPERIMENTS

A set of simulated experiment are performed in order to demonstrate the decoding performance of different decision rules. In each experiment, \( N \) random data bits are generated from a Bernoulli distribution \( \text{Ber}(\pi_0) \) and mapped to symbols according to \([6]\). Then, AWGN samples with \( \mathcal{N}(0, 1) \) are added to each symbol. Because \( \Delta/\sigma \) ratio determines the performance, \( \sigma \) is fixed and modulo wrapping is performed with different \( \Delta \) values. For decoding the noisy, modulo-wrapped symbols, MAP, ML and estimated decision rules in \([3, 9, 15]\) are used, respectively. The experiments are repeated \( M = 50 \) times, unless otherwise noted.

In Fig. 4 the estimated priors from different number of symbols are demonstrated. The lines correspond to the average and the shaded regions correspond to the standard deviation of error rate for \( M \) experiments. The plots are limited to \( \pi_0 \in [0, 0.5] \) because of symmetry.

In Fig. 5 the resulting error rate of three decision rules for \( \Delta/\sigma = 5 \) are compared. The error rate of the estimated decision rule is close to MAP rule, which is in line with the theoretical probability of error in \([5]\). Both MAP rules with known and estimated priors yield lower error rates than ML rule when the bits are further from uniform, and they yield the same result as expected when \( \pi_0 = 0.5 \).

Although the MAP rule with estimated priors results in improved probability of error compared to ML rule for \( \Delta/\sigma = 5 \), it is important to note that its performance inherently depends on the ML rule. If the decisions from ML rule is unreliable, e.g. \( \Delta/\sigma \) is too small, then the prior estimate and hence the estimated MAP rule will not perform as well. However, the ratio \( \Delta/\sigma \) being too small results in high decoding errors even when the priors are known, as it is seen in Fig. 5. Therefore, operating in low \( \Delta/\sigma \) regime is not ideal to begin with.

VI. CONCLUSION

Modulo receivers can provide several improvements in a communication problem. In this work, the optimum communication scheme through a \( \text{mod}\Delta \) AWGN channel is explored under different scenarios for the available information at the receiver. It is demonstrated that the optimum binary signaling on a \( \text{mod}\Delta \) AWGN channel to minimize the probability of decoding error is to use \( S = \{-\frac{\Delta}{2}, \frac{\Delta}{2}\} \) regardless of the information available at the receiver. This is in line with nested lattice codes in \([6]\), where \( \Lambda = \Delta \mathbb{Z} \) and \( \Lambda' = \frac{\Delta}{2} \mathbb{Z} \).

Moreover, a modified, iterative decision rule is proposed instead of ML rule when the prior information is not available at the receiver. Although the modified decision rule might not achieve uniformly better performance than blind estimation, it improves performance when \( \text{mod}\Delta \) channel is favorable.
Then, by Rolle’s theorem, 

\[ \frac{\partial P}{\partial \eta} = 0 \]

Then, the probability of bit error becomes

\[ P_e = P(\hat{a}_n = 1|a_n = 0)P(a_n = 0) + P(\hat{a}_n = 0|a_n = 1)P(a_n = 1) = \sum_{k=-\infty}^{\infty} \left( Q\left(\frac{\eta + \frac{k\Delta}{\sigma}}{\sigma}\right) - Q\left(\frac{\eta - \frac{k\Delta}{\sigma}}{\sigma}\right) \right) \]

where \( \eta = h_1 - h_0 \). Setting \( \frac{\partial P}{\partial \eta} = 0 \) yields

\[ \sum_{k=-\infty}^{\infty} f_w\left(\eta + \frac{k\Delta}{\sigma}\right) = \sum_{k=-\infty}^{\infty} f_w\left(\eta - \frac{k\Delta}{\sigma}\right) \]

Lemma \[\text{I}\] dictates that the solutions to (13) are in the form of

\[ 2\eta + \frac{k\Delta}{\sigma} = k\Delta, k \in \mathbb{Z}, \text{ and only } 2\eta = h_1 - h_0 = \frac{\Delta}{2} \text{ satisfies the conditions for } h_0 \text{ and } h_1. \]

For such \( h_0 \) and \( h_1 = h_0 + \frac{\Delta}{2} \), the average power becomes

\[ P = \mathbb{E}[x_n^2] = \frac{1}{2}h_0^2 + \frac{1}{2}(h_0 + \frac{\Delta}{2})^2. \]

Then, \( h_0^* \) and \( h_1^* \) that minimize the average power is

\[ h_0^* = -\frac{\Delta}{4} \text{ and } h_1^* = -\frac{\Delta}{4}. \]
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