PHASE-FIELD METHODS FOR SPECTRAL SHAPE AND TOPOLOGY OPTIMIZATION
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Abstract. We optimize a selection of eigenvalues of the Laplace operator with Dirichlet or Neumann boundary conditions by adjusting the shape of the domain on which the eigenvalue problem is considered. Here, a phase-field function is used to represent the shapes over which we minimize. The idea behind this method is to modify the Laplace operator by introducing phase-field dependent coefficients in order to extend the eigenvalue problem on a fixed design domain containing all admissible shapes. The resulting shape and topology optimization problem can then be formulated as an optimal control problem with PDE constraints in which the phase-field function acts as the control. For this optimal control problem, we establish first-order necessary optimality conditions and we rigorously derive its sharp interface limit. Eventually, we present and discuss several numerical simulations for our optimization problem.
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1. Introduction

Optimization linking the shape and topology of a domain to the eigenvalues of an elliptic operator is a fascinating field leading to attractive mathematical problems. At the same time this field has many applications as for instance the mechanical stability of vibrating objects, thermic properties of bodies and wave propagation. However, as stated by Henrot in [38], “. . . , they are very simple to state and generally hard to solve!”

There is a rich literature on classical shape optimization in the sense that the shape itself is controlling the problem, i.e., the quantities that are varied along the optimization process are themselves domains, which are referred to as shapes, see [2, 20, 24, 38, 39].

A fundamental problem is to optimize the eigenvalues of the Laplacian with either homogeneous Dirichlet or homogeneous Neumann boundary condition by adjusting the shape $D$ on which the eigenvalue problem is
considered. To be precise, the overall goal is to find a shape $D$ such that a selection of eigenvalues of the problem

$$
\begin{cases}
-\Delta w = \lambda w & \text{in } D, \\
|w|_{\partial D} = 0 & \text{on } \partial D,
\end{cases}
$$

or

$$
\begin{cases}
-\Delta w = \mu w & \text{in } D, \\
\partial_n w = 0 & \text{on } \partial D,
\end{cases}
$$

is optimal in a certain sense. In the following, we refer to (CL) as the \textit{classical eigenvalue problem}.

In this paper, we consider a phase-field approximation to optimize a selection of eigenvalues of the classical problem (CL). Our approach shares similarities with the one in [17] but allows for more general penalizing terms in the approximate eigenvalue problem and is able to deal with additional volume constraints and pointwise constraints. Furthermore, our analysis does not rely on any further knowledge of sets minimizing the sharp interface problem such as boundedness or openness, as discussed in [28]. We will now briefly explain the general strategy.

Instead of directly varying the shape $D$, we formulate an approximate eigenvalue problem on a fixed domain $\Omega$, which is called the \textit{design domain}. This domain $\Omega$ comprises any admissible shape, which is now implicitly represented by a phase-field. More precisely, instead of interpreting the shape as the unknown quantity in the optimization process, we describe it \textit{via} the phase-field $\varphi_\varepsilon$, which attains the value +1 in most parts of the shape and the value $-1$ in most parts of its complement (with respect to the design domain $\Omega$). Close to the boundary of the shape, the phase-field exhibits a diffuse interfacial layer whose thickness is proportional to the interface parameter $\varepsilon > 0$. Here a transition between the values +1 and $-1$ takes place.

The mentioned approximation is carried out by considering an elliptic eigenvalue problem on the whole design domain whose differential operator exhibits phase-field dependent coefficient functions. These coefficients are chosen in such a way that the corresponding classical eigenvalue problem (CL) is approximately fulfilled on the shape $D_\varepsilon = \{\varphi_\varepsilon \geq 0\}$. For a more detailed discussion we refer to the next section, and especially to Section 2.4, for explicit choices of the coefficients which ensure that (CL) holds on the shape $D = \{\varphi_0 = 1\}$ in the sharp interface limit $\varepsilon \to 0$. For an overview of analytical results in the sharp interface case concerning the stability of classical eigenvalue problems under variation of the shape, e.g., continuity of eigenvalues under domain perturbation and shape differentiability, we refer to the books [10, 20, 38, 40]. There, the concept of $\gamma$-convergence, which is exactly the notion of convergence of sets under which eigenvalues are continuous, is a key tool. This concept is also needed in our framework as we need to approximate sets of finite perimeter with suitable smooth sets in order to construct a recovery sequence in the $\Gamma$-limit. Here, we will proceed in a similar fashion as in [17], see Section 4.2.

Before we present this approach in detail let us review some properties of eigenvalue optimization problems for the Laplace operator. Let us consider a rectangular shape $D = D_{L,l} = (0, L) \times (0, l)$ with $L, l > 0$. Then, the eigenvalues of (CL) are given as

$$
\pi^2 \left( \frac{m^2}{L^2} + \frac{k^2}{l^2} \right).
$$

(1.1)

The difference is that in the Dirichlet case, $m$ and $k$ range over all positive integers, whereas in the Neumann case, $m = 0$ and $k = 0$ are also taken into account. The corresponding $L^2(D)$-normalized eigenfunctions are

$$
w_{m,k}^D(x,y) = \frac{2}{\sqrt{Ll}} \sin \left( \frac{m\pi x}{L} \right) \sin \left( \frac{k\pi y}{l} \right) \quad m, k \geq 1,
$$

in the Dirichlet case, and

$$
w_{m,k}^N(x,y) = \frac{2}{\sqrt{Ll}} \cos \left( \frac{m\pi x}{L} \right) \cos \left( \frac{k\pi y}{l} \right) \quad m, k \geq 0,
$$
in the Neumann case. Considering a class of rectangles with fixed area, we hence observe that the smallest non-trivial Neumann eigenvalue approaches zero for very thin and long rectangles, which is not the case for eigenvalues of the Dirichlet problem. This indicates that maximizing the smallest non-trivial Neumann eigenvalue and minimizing the smallest Dirichlet eigenvalue are meaningful problems.

As explained above, classical variational problems vary the shape \( D \) in order to optimize the behavior of the smallest non-trivial Dirichlet or Neumann eigenvalue. In the Dirichlet case, the theorem of Faber–Krahn (see, e.g., [38], Thm. 3.2.1) states that for any fixed constant \( c > 0 \), we have

\[
\lambda_1(B) = \min \{ \lambda_1(D) \mid D \text{ open subset of } \mathbb{R}^n \text{ with } |D| = c \}, \tag{1.2}
\]

where \( |D| \) denotes the Lebesgue-measure of \( D \) and \( B \) is any ball in \( \mathbb{R}^N \) with volume \( c \). The analogon in the Neumann case is the theorem of Szegő and Weinberger (see, e.g., [38], Thm. 7.1.1) which states that the first non-trivial eigenvalue satisfies

\[
\mu_1(B) = \max \left\{ \mu_1(D) \mid D \text{ open subset of } \mathbb{R}^n \text{ with Lipschitz boundary and } |D| = c \right\}. \tag{1.3}
\]

Now, we briefly want to explain how the optimization problems in this paper are formulated. Let us fix an arbitrary \( \varepsilon > 0 \). For any phase-field \( \varphi = \varphi_\varepsilon \) belonging to some feasible set, let \( (\lambda_1^\varepsilon)^{(\varphi)}_{k\in\mathbb{N}} \) and \( (\mu_1^\varepsilon)^{(\varphi)}_{k\in\mathbb{N}} \) denote the eigenvalues of the approximate equations on the design domain with Dirichlet and Neumann boundary data, respectively. In the Dirichlet case, we minimize the functional

\[
J^D_\varepsilon(\varphi) = \Psi(\lambda_1^{\varepsilon,\varphi}, \ldots, \lambda_l^{\varepsilon,\varphi}) + \gamma E_{\varepsilon, GL}(\varphi), \tag{1.4}
\]

and in the Neumann case, we minimize the functional

\[
J^N_\varepsilon(\varphi) = \Psi(\mu_1^{\varepsilon,\varphi}, \ldots, \mu_l^{\varepsilon,\varphi}) + \gamma E_{\varepsilon, GL}(\varphi), \tag{1.5}
\]

where the indices \( i_1, \ldots, i_l \in \mathbb{N} \) pick eigenvalues from the above sequences and \( \gamma > 0 \) is a given constant. Here, \( E_{\varepsilon, GL} \) stands for the Ginzburg–Landau energy which is defined as

\[
E_{\varepsilon, GL}(\varphi) = \int_\Omega \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi(\varphi) \right) \, dx,
\]

where \( \varepsilon > 0 \) corresponds to the thickness of the diffuse interface and \( \psi \) is a bulk potential that usually has a double-obstacle structure (cf. Sect. 2.2). In the framework of \( \Gamma \)-limits, this regularizing term can be understood as an approximation of the perimeter functional penalizing the free boundary of the shape (see, e.g., [6]) and is needed for the optimization problems to be well-posed. The function \( \Psi : (\mathbb{R}_{>0})^l \rightarrow \mathbb{R} \) is used to formulate quite different extremal problems involving the above selection of eigenvalues, such as linear combinations, see Section 2.5. For a rigorous investigation of the \( \Gamma \)-limit, a componentwise monotonicity assumption on \( \Psi \) will be crucial in order to preserve the monotonicity of eigenvalues with respect to set inclusion.

The goal of the paper at hand is to analyze the optimization problems (1.4) and (1.5), to rigorously study the sharp interface limit for the Dirichlet problem, and to present and discuss several numerical simulations illustrating this theoretical discussion.

We point out that various methods are proposed in the literature to deal with this kind of shape and topology optimization problems on the sharp interface level. The most common one is the method of boundary variation (see [47, 54, 55]). However, this approach does not allow for topological changes. This can be overcome by the homogenization method (see [1]) or the more special SIMP method (see [13]).
A fruitful approach studied also in the context of spectral optimization is the level-set method, see e.g., [3, 49]. Here the evolution of the shape is governed by a Hamilton–Jacobi equation and velocities to evolve the shape are computed in the framework of shape derivatives. This method has moderate numerical costs and also allows for topological changes but the creation of new holes can be challenging, although it can be handled by incorporating topological derivatives, see [22].

We want to mention that a further development of the level-set method from [49] is given in [8, 9] which evolves the shape by a gradient descent. The optimization in [8] is restricted to star-shaped domains whereas [9] also allows for multiple connected components. The works [8, 9, 49] have in common that they make use of a so called genetic algorithm (see [48]) in order to obtain a suitable initial guess for the shape.

In the present paper, we combine our phase-field approach with the VMPT method (see [15]), which is a generalization of the projected gradient method. The main advantage concerning numerical implementation is that it naturally allows for topology changes and especially the nucleation of holes. Our approach is capable of reproducing the results of [9] but is also able to tackle a large variety of spectral shape optimization problems that go far beyond the classical ones in the literature. For instance, our method allows for cost functionals involving linear combinations of eigenvalues and even (at least numerically) for simultaneous maximization and minimization of a selection of eigenvalues. Furthermore, the phase-field method enables us to fix the shape in certain regions but also to place obstacles for the shape. This means we can initially prescribe regions in the design domain that must or must not be covered by the shape, respectively, see Section 5. The phase-field approach was also used numerically in [17] where no additional volume constraint is imposed.

Our paper is structured as follows. In Section 2, we give a mathematically precise formulation of the model and the optimization problems. Afterwards, in Section 3, we study the diffuse interface problem which allows us to state first-order necessary optimality conditions. Here, the assumption that the considered eigenvalues are simple will be essential, as otherwise Fréchet-differentiability cannot be guaranteed. In Section 4, we perform an in-depth analysis of the sharp interface problem in the Dirichlet case. In particular, we show the continuity of spectral quantities when passing to the limit ε → 0 under a certain rate condition. Eventually, we prove an unconditional Γ-convergence result for the involved cost functionals. In the first part of our proof, we proceed in the spirit of [17], which contains many highly valuable ideas and key steps. Nevertheless, we present a detailed proof in order to avoid some inconsistencies of [17] concerning the usage of the perimeter. Moreover, the inclusion of an additional volume constraint in our framework requires a further in-depth analysis. We point out that we cannot prove a rigorous Γ-convergence result in the Neumann case as a certain coefficient in the approximating phase-field model degenerates in the limit ε → 0. Based on the results of Section 3, we present several numerical simulations in Section 5, which exemplify optimal shapes in concrete situations.

2. Formulation of the Problem

In this section we introduce the mathematical model and the optimization problems.

2.1. The design domain and the phase-field variable

We fix a bounded design domain Ω ⊂ \mathbb{R}^d, d ∈ \mathbb{N} with Lipschitz boundary. For any suitable open shape D ⊆ Ω, we consider the classical eigenvalue problem (CL), i.e., the eigenvalue equation for the Laplacian with either a homogeneous Dirichlet or a homogeneous Neumann boundary condition. The goal of our shape and topology optimization problems is to minimize a cost functional involving a selection of eigenvalues by adjusting the shape D in an optimal way.

To approximate the shape D, we introduce a phase-field function \( ϕ_ε : Ω → [-1, 1] \) which attains the value +1 in most parts of D and the value −1 in most parts of the relative complement \( Ω \setminus D \). The free boundary \( ∂D \) is approximated by a thin interfacial layer in which \( ϕ_ε \) continuously changes its values between −1 and +1. The thickness of this so-called diffuse interface is proportional to a small parameter \( ε > 0 \).

In the sharp interface limit \( ε → 0 \), where the thickness of the diffuse interface is sent to zero, \( \{ϕ_0 = 1\} \) exactly represents the shape \( D \) on which the eigenvalue problem (CL) is satisfied. In this case, the set \( \{ϕ_0 = -1\} \) represents the relative complement \( Ω \setminus D \) which is not involved in the eigenvalue problem (CL), and \( ∂D \) can be
expressed as $\Omega \cap \partial \{ \varphi_0 = -1 \} = \Omega \cap \partial \{ \varphi_0 = 1 \}$. When considering the problem for a fixed $\varepsilon > 0$, we will often omit the index $\varepsilon$ in the notation for the phase-field, i.e., we will just write $\varphi$ instead of $\varphi_\varepsilon$.

We further want to prescribe regions within the design domain $\Omega$ where the pure phases are prescribed. Mathematically speaking, we fix two disjoint measurable sets $S_0, S_1 \subset \Omega$ such that $\tilde{\Omega} := \Omega \setminus (S_0 \cup S_1)$ is a domain with Lipschitz boundary. This is, for example, the case if we choose $S_0$ and $S_1$ as closed balls which keep a fixed, positive distance between themselves and towards the boundary $\partial \Omega$ of the design domain. Thus, the set representing these constraints on $\varphi$ is given as

$$U := \{ \varphi \in L^1(\Omega) | \varphi = -1 \text{ a.e. on } S_0 \text{ and } \varphi = 1 \text{ a.e. on } S_1 \}. \quad (2.1)$$

As the values of $\varphi \in U$ are fixed on $S_0 \cup S_1$, the relevant set in our optimization process is given as $\tilde{\Omega}$ which will play also an important role in the definition of the Ginzburg–Landau energy.

We additionally prescribe general bounds on the mean value of $\varphi$ in order to take volume constraints into account. To this end, we impose the general constraint

$$\beta_1 |\tilde{\Omega}| \leq \int_{\tilde{\Omega}} \varphi \, dx \leq \beta_2 |\tilde{\Omega}|,$$

with $\beta_1, \beta_2 \in \mathbb{R}$, $\beta_1 \leq \beta_2$ and $\beta_1, \beta_2 \in (-1, 1)$. This condition $\beta_1, \beta_2 \in (-1, 1)$ ensures that in the sharp interface case, where $\varphi \in BV(\tilde{\Omega}, \{\pm 1\})$, the sets $\{ \varphi = 1 \} \cap \tilde{\Omega}$ and $\{ \varphi = -1 \} \cap \tilde{\Omega}$ both have strictly positive measure. Hence, the trivial cases are excluded. Note that for $\beta_1 = \beta_2$ we obtain an equality constraint for the mean value.

Furthermore, we require sufficient regularity of the phase-field, namely $H^1(\tilde{\Omega})$, in order for the Ginzburg–Landau energy (that will be introduced in the next subsection) to be well-defined. All these constraints are summarized in the set

$$G^\beta = \left\{ \varphi \in H^1(\tilde{\Omega}) \left| |\varphi| \leq 1, \beta_1 |\tilde{\Omega}| \leq \int_{\tilde{\Omega}} \varphi \, dx \leq \beta_2 |\tilde{\Omega}| \right. \right\}. \quad (2.2)$$

We point out that for the upcoming analysis in Section 3, we could also include a constraint preventing the shape to touch the boundary, i.e., $\varphi = -1$ on $\partial \tilde{\Omega}$, which is used in the numerical simulations presented in Section 5. In order for this constraint to be well-defined in the trace sense, and not to interfere with the one formulated via $U$ in (2.1), we would also need to demand $S_1 \subset\subset \Omega$ to be compactly contained. Nevertheless, we do not include this constraint in the discussion of the sharp interface limit in Section 4 as this would produce an additional term in the $\Gamma$-limit of the Ginzburg-Landau energy as explained in the following subsection.

### 2.2. The Ginzburg–Landau energy

For the definition of the objective functional and especially for the well-posedness of the minimization problem the so-called Ginzburg–Landau energy

$$E_{GL}^\varepsilon(\varphi) = \int_{\tilde{\Omega}} \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi(\varphi) \right) \, dx, \quad \varepsilon > 0,$$

is crucial. Here, the potential $\psi : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ is assumed to have exactly the two global minimum points $-1$ and $+1$ with

$$\min_{\mathbb{R}} \psi = \psi(\pm 1) = 0,$$
and a local maximum point in between (usually at zero). Furthermore, \( \psi \) is assumed to exhibit the decomposition 
\[
\psi(\phi) = \psi_0(\phi) + I_{[-1,1]}(\phi)
\]
with \( \psi_0 \in C^{1,1}_{\text{loc}}(\mathbb{R}, \mathbb{R}) \) and \( I_{[-1,1]} : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) being the indicator functional
\[
I_{[-1,1]}(\xi) = \begin{cases} 
0 & \text{if } \xi \in [-1,1], \\
+\infty & \text{otherwise}.
\end{cases}
\]
Common choices for \( \psi_0 \) would be the quadratic potential \( \psi_0(\phi) = \frac{1}{2}(1 - \phi^2) \) or the quartic potential \( \psi_0(\phi) = \frac{1}{2}(1 - \phi^2)^2 \). For more details we refer to [14, 33].

In our optimization problems, we impose the phase-field constraint \( \phi \in G^\beta \cap U \). As in [14, 33], it thus suffices to include the regular part
\[
E^\varepsilon(\phi) := \int_{\Omega} \left( \frac{\varepsilon}{2} |\nabla \phi|^2 + \frac{1}{\varepsilon} \psi_0(\phi) \right) \, dx,
\]
\[\text{(2.3)}\]
of the Ginzburg–Landau energy in the cost functional, since \( E^\varepsilon(\phi) = E^\varepsilon_{GL}(\phi) \) for all \( \phi \in G^\beta \).

Note that in the Ginzburg–Landau energy, we merely integrate over the domain \( \tilde{\Omega} \subset \Omega \). If we demanded \( \phi \in H^1(\Omega) \cap U \), we would obtain Dirichlet conditions
\[
\phi = -1 \quad \text{on } \partial S_0,
\]
\[
\phi = 1 \quad \text{on } \partial S_1.
\]
This would produce an additional contact energy term in the \( \Gamma \)-limit of \( E^\varepsilon \) as \( \varepsilon \to 0 \), see [50]. In order to avoid this phenomenon and to obtain the classical \( \Gamma \)-limit as studied in [45], the energy and the \( H^1 \)-regularity are restricted to the subset \( \tilde{\Omega} \subset \Omega \).

### 2.3. The approximate eigenvalue problems

For any \( \varepsilon > 0 \), we now introduce approximate eigenvalue problems with Dirichlet boundary condition and Neumann boundary condition, respectively. They will act as the state equation in the forthcoming optimization problems. We either consider
\[
\begin{cases}
-\nabla \cdot [a_\varepsilon(\phi) \nabla w] + b_\varepsilon(\phi) w = \lambda^\varepsilon c_\varepsilon(\phi) w & \text{in } \Omega, \\
w = 0 & \text{on } \partial \Omega,
\end{cases}
\]
\[\text{(2.4)}\]
or
\[
\begin{cases}
-\nabla \cdot [a_\varepsilon(\phi) \nabla w] = \mu^\varepsilon c_\varepsilon(\phi) w & \text{in } \Omega, \\
\frac{\partial w}{\partial \nu} = 0 & \text{on } \partial \Omega.
\end{cases}
\]
\[\text{(2.5)}\]
Here \( \nu \) is the outer unit normal vector on \( \partial \Omega \), and \( a_\varepsilon, b_\varepsilon, c_\varepsilon : \mathbb{R} \to \mathbb{R} \) are coefficient functions which depend on the phase-field \( \phi \) and the interface parameter \( \varepsilon > 0 \).

For fixed \( \varepsilon > 0 \), we demand that \( a_\varepsilon, c_\varepsilon > C_\varepsilon > 0 \) and \( b_\varepsilon \geq 0 \) in \( \mathbb{R} \) in order to avoid degeneration. We further assume \( a_\varepsilon, b_\varepsilon, c_\varepsilon \in C^{1,1}_{\text{loc}}(\mathbb{R}) \). These properties allow us to define the following scalar products on \( L^2(\Omega) \) depending on the phase-field \( \phi \in L^\infty(\Omega) \):
\[
(u, \eta)_{a_\varepsilon(\phi)} := \int_{\Omega} a_\varepsilon(\phi) u \eta \, dx, \quad (u, \eta)_{c_\varepsilon(\phi)} := \int_{\Omega} c_\varepsilon(\phi) u \eta \, dx, \quad u, \eta \in L^2(\Omega).
\]
The induced norms on $L^2(\Omega)$ are

$$\|u\|_{a(\varphi)} = (u, u)_{a(\varphi)}^{\frac{1}{2}}, \quad \|u\|_{c(\varphi)} = (u, u)_{c(\varphi)}^{\frac{1}{2}}.$$

(2.6)

In the following, we use the notation $L^2_{\varphi}(\Omega)$ to indicate that $L^2(\Omega)$ is equipped with the $\varphi$-dependent scalar product $(\cdot, \cdot)_{c(\varphi)}$. Similarly, we equip the spaces $H^1_0(\Omega)$ and

$$H^1(\Omega, \varphi) = \left\{ w \in H^1(\Omega) \left| \int_{\Omega} c\varepsilon(\varphi) w \, dx = 0 \right. \right\}$$

with the scalar product $(\nabla \cdot, \nabla \cdot)_{a(\varphi)}$. For the purpose of a clearer presentation we further define a positive semi-definite bilinear form $(\cdot, \cdot)_{b(\varphi)}$ in the same fashion as for the coefficient functions $a_\varepsilon, c_\varepsilon$. However, this bilinear form does not define a scalar product as it possibly degenerates.

In the subsequent analysis, we will work with the weak formulations of the approximate problems (2.4) and (2.5) which are given as

$$(\nabla w, \nabla \eta)_{a(\varphi)} + (w, \eta)_{b(\varphi)} = \lambda_{\varepsilon, \varphi}(w, \eta)_{c(\varphi)}$$

for all $\eta \in H^1_0(\Omega)$, (2.7)

and

$$(\nabla w, \nabla \eta)_{a(\varphi)} = \mu_{\varepsilon, \varphi}(w, \eta)_{c(\varphi)}$$

for all $\eta \in H^1(\Omega)$, (2.8)

respectively. In Theorem 3.2 we will see that for any $\varphi \in L^\infty(\Omega)$, all eigenvalues in either the Dirichlet or the Neumann case can be written as a sequence

$$0 < \lambda_1^{\varepsilon, \varphi} \leq \lambda_2^{\varepsilon, \varphi} \leq \lambda_3^{\varepsilon, \varphi} \leq \cdots \to \infty,$$

or

$$0 = \mu_0^{\varepsilon, \varphi} < \mu_1^{\varepsilon, \varphi} \leq \mu_2^{\varepsilon, \varphi} \leq \mu_3^{\varepsilon, \varphi} \leq \cdots \to \infty,$$

respectively.

2.4. The sharp interface limit

Before we formulate the optimization problems in which (2.7) and (2.8) serve as the state equations, we formally discuss their behavior when taking the limit $\varepsilon \to 0$.

In both cases (2.4) and (2.5) we want to ensure that the boundary condition is not only fulfilled on the fixed boundary $\partial \Omega$ but also on the free boundary obtained in the sharp interface limit $\varepsilon \to 0$. By our diffuse interface approach we want to approximate this behavior.

Although the analytical results for $\varepsilon > 0$ are independent of the following considerations as they can be carried out under the general assumptions on the coefficient functions made in Section 2.3, we want to formally discuss how the coefficient functions need to be chosen explicitly to obtain the desired properties in the sharp interface limit.

For phase-field functions $\varphi_\varepsilon$ that are expected to converge to $\varphi_0$ in the sharp interface limit $\varepsilon \to 0$ (with $\varphi_0$ attaining only the values $-1$ and $+1$), we define

$$\Omega^+_\varepsilon := \{ \mathbf{x} \in \Omega | \varphi_\varepsilon(\mathbf{x}) \geq 0 \},$$

$$\Omega^-_\varepsilon := \{ \mathbf{x} \in \Omega | \varphi_\varepsilon(\mathbf{x}) < 0 \},$$

and
The classical eigenvalue problems on $D = \Omega_+$ approximated by the diffuse interface approach. The diffuse interface is represented by the light gray surrounding of $\Gamma$.

$\Omega_\pm := \{ x \in \Omega | \varphi_0(x) = \pm 1 \}$,

$\Gamma := \partial \Omega_+ \cap \Omega$,

where $\mathbf{n}_\varepsilon$ is the outer unit normal vector field on $\partial \Omega_+ \cap \Omega$ and $\mathbf{n}$ is the outer unit normal vector field on $\Gamma$. An illustration of the diffuse interface and the sharp interface limit can be found in Figure 1.

Now, the coefficient functions are to be chosen in such a way that they enforce the boundary condition

$w = 0$ on $\Gamma$, \hspace{1cm} (2.9)

in the Dirichlet case and the boundary condition

$\frac{\partial w}{\partial \mathbf{n}} = 0$ on $\Gamma$, \hspace{1cm} (2.10)

in the Neumann case. We now present suitable choices for the coefficients $a_\varepsilon$, $b_\varepsilon$ and $c_\varepsilon$ and we formally discuss how the boundary conditions (2.9) and (2.10) are obtained in the sharp interface limit.

In the Neumann case, we choose

$a_\varepsilon(1) = c_\varepsilon(1) = 1, \quad a_\varepsilon(-1) = a\varepsilon, \quad c_\varepsilon(-1) = c\varepsilon$, \hspace{1cm} (2.11)

with constants $a, c > 0$. Then, condition (2.10) will be implicitly enforced in the following sense. The weak formulation of (2.5) is given by

$$\int_{\Omega} a_\varepsilon(\varphi_\varepsilon) \nabla w^{\varepsilon,\varphi_\varepsilon} \cdot \nabla \eta \, dx = \mu^{\varepsilon,\varphi_\varepsilon} \int_{\Omega} c_\varepsilon(\varphi_\varepsilon) w^{\varepsilon,\varphi_\varepsilon} \eta \, dx \quad \text{for all } \eta \in H^1(\Omega).$$ \hspace{1cm} (2.12)
Assuming that the convergence $\varphi_\varepsilon \to \varphi_0$ implies the convergence of all appearing $\varepsilon$-dependent quantities, we use (2.11) to recover

$$\int_{\Omega_+} \nabla w^{\varphi_0} \cdot \nabla \eta \, dx = \mu^{\varphi_0} \int_{\Omega_+} w^{\varphi_0} \eta \, dx \quad \text{for all } \eta \in H^1(\Omega),$$

that is the weak formulation of the classical eigenvalue problem with Neumann boundary data

$$-\Delta w^{\varphi_0} = \mu^{\varphi_0} w^{\varphi_0} \quad \text{in } D = \Omega_+,$$

$$\frac{\partial w^{\varphi_0}}{\partial n} = 0 \quad \text{on } \partial D = \Gamma,$$

by formally sending $\varepsilon \to 0$.

For the Dirichlet case let us fix $a_\varepsilon = c_\varepsilon \equiv 1$. Then condition (2.9) will be ensured by the coefficient function $b_\varepsilon$ appearing in the state equation (2.4) by prescribing the following properties

$$b_\varepsilon(1) = 0, \quad \lim_{\varepsilon \to 0} b_\varepsilon(-1) = \infty. \quad (2.13)$$

The idea of adding such a coefficient function comes from the porous medium approach that is used to model fluid dynamics phenomena, see e.g. [31, 32].

Assuming again that the convergence $\varphi_\varepsilon \to \varphi_0$ implies the convergence of all appearing $\varepsilon$-dependent quantities, we infer that

$$\int_{\Omega_-} b_\varepsilon(\varphi_\varepsilon) |w^{\varphi_\varepsilon}|^2 \, dx$$

stays bounded for $\varepsilon \to 0$ which can only be the case if $w^{\varphi_0} = 0$ almost everywhere on the set $\Omega \setminus \Omega_+ = \{ \varphi_0 = -1 \}$. Proceeding as in the Neumann case and formally passing to the limit $\varepsilon \to 0$ in the weak formulation, we conclude that $w^{\varphi_0}$ is a solution to the classical eigenvalue problem on $\Omega_+$ with Dirichlet boundary data, that is

$$\begin{cases} 
-\Delta w^{\varphi_0} = \lambda^{\varphi_0} w^{\varphi_0} & \text{in } D = \Omega_+, \\
 w^{\varphi_0} = 0 & \text{on } \partial D = \Gamma.
\end{cases}$$

For a detailed rigorous analysis of the sharp interface limit in the Dirichlet case we refer to Section 4. However, a rigorous analysis of the Neumann problem in our framework is not possible as the coefficient function $a_\varepsilon$ chosen in (2.11) degenerates outside the prescribed shape. More explicitly, testing the weak formulation of the Neumann problem (2.12) with the eigenfunction $w^{\varepsilon,\varphi_\varepsilon}$ yields

$$\int_{\Omega} a_\varepsilon(\varphi_\varepsilon) |\nabla w^{\varepsilon,\varphi_\varepsilon}|^2 \, dx = \mu^{\varepsilon,\varphi_\varepsilon},$$

as we can assume the eigenfunction to be normalized with respect to $\| \cdot \|_{c_\varepsilon(\varphi)}$. To apply classical compactness results, we need to control the Dirichlet energy of the eigenfunctions, but $a_\varepsilon$ as chosen in (2.11) degenerates in the phase $\{ \varphi_\varepsilon = -1 \}$ as $\varepsilon \to 0$, i.e., in the left-hand side we obtain the term

$$a_\varepsilon \int_{\{ \varphi_\varepsilon = -1 \}} |\nabla w^{\varepsilon,\varphi_\varepsilon}|^2 \, dx.$$
In other words, knowing that the sequence of eigenvalues \((\mu^\varepsilon, \varphi^\varepsilon)_{\varepsilon > 0}\) is bounded, does not imply that, on the whole of \(\Omega\), also the Dirichlet energy is bounded.

We are now in a position to introduce the optimization problems for \(\varepsilon > 0\) in which (2.4) and (2.5), respectively, can be regarded as the state equation.

### 2.5. The optimization problems

For any fixed \(l \in \mathbb{N}\) and indices \(i_1, \ldots, i_l \in \mathbb{N}\) with \(1 \leq i_1 < i_2 < \cdots < i_l\), we include the eigenvalues \(\lambda_{i_1}, \ldots, \lambda_{i_l}\) or \(\mu_{i_1}, \ldots, \mu_{i_l}\), respectively, in the cost functional via the function

\[
\Psi : (\mathbb{R}^\varepsilon_0)^l \to \mathbb{R},
\]

which is assumed to be of class \(C^1\). As mentioned above, the Ginzburg–Landau energy also needs to be included in the cost functional. Hence for \(\varepsilon > 0\), we define the objective functional as

\[
J_{\varepsilon}^{D,\varepsilon}(\varphi) := \Psi(\lambda^\varepsilon_{i_1}, \ldots, \lambda^\varepsilon_{i_l}) + \gamma E^{G\varepsilon}_{CL}(\varphi),
\]

in the Dirichlet case, and

\[
J_{\varepsilon}^{N,\varepsilon}(\varphi) := \Psi(\mu^\varepsilon_{i_1}, \ldots, \mu^\varepsilon_{i_l}) + \gamma E^{G\varepsilon}_{CL}(\varphi),
\]

in the Neumann case, where \(\gamma > 0\) is a weighting parameter. Recalling (2.1) and (2.2), we further define the set of admissible phase-fields as

\[
\Phi_{\text{ad}} := G^\beta \cap \mathcal{U}.
\]

Now, the optimization problem reads as

\[
\begin{cases}
\min & J_{\varepsilon}^{D,\varepsilon}(\varphi), \\
\text{s.t.} & \varphi \in \Phi_{\text{ad}}, \\
& \lambda^\varepsilon_{i_1}, \ldots, \lambda^\varepsilon_{i_l} \text{ are eigenvalues of (2.7)}
\end{cases}
\]

in the Dirichlet case, and

\[
\begin{cases}
\min & J_{\varepsilon}^{N,\varepsilon}(\varphi), \\
\text{s.t.} & \varphi \in \Phi_{\text{ad}}, \\
& \mu^\varepsilon_{i_1}, \ldots, \mu^\varepsilon_{i_l} \text{ are eigenvalues of (2.8)}
\end{cases}
\]

in the Neumann case.

Note that we do not need an additional assumption on the function \(\Psi\) itself to be bounded from below in order for the minimization problem to possess a minimizer, as we can show that any eigenvalue of our approximate problem is bounded by the corresponding eigenvalue of the classical eigenvalue problem up to multiplicative constants, see Lemma 3.7. This allows us to cover a large variety of optimization problems. For example, the problems (1.2) and (1.3) could be formulated within our framework by choosing

\[
\Psi(\lambda^\varepsilon_{i_1}) = \lambda^\varepsilon_{i_1}, \quad \Psi(\mu^\varepsilon_{i_1}) = -\mu^\varepsilon_{i_1},
\]
in \((P^D, \varepsilon)\) and \((P^N, \varepsilon)\), respectively. In Section 5, we will further demonstrate that the optimization of linear combinations of eigenvalues
\[
\Psi(\lambda^{\varepsilon, \varphi}_i, \ldots, \lambda^{\varepsilon, \varphi}_l) = \sum_{j=1}^l \alpha_j \lambda_{ij}, \quad \Psi(\mu^{\varepsilon, \varphi}_i, \ldots, \mu^{\varepsilon, \varphi}_l) = \sum_{j=1}^l \alpha_j \mu_{ij},
\]
(with coefficients \(\alpha_j \in \mathbb{R}\)) can also be handled at least numerically.

Recall that \(E^\varepsilon(\varphi) = E^\varepsilon_{GL}(\varphi)\) for all \(\varphi \in \mathcal{G}^3 \cap \mathcal{U}\). Therefore, it suffices to merely include the regular part \(E^\varepsilon_{GL}\) in the cost functional. This is important for the analysis as it allows us to compute directional derivatives
\[
\left. \frac{d}{dt} E^\varepsilon(\varphi + t(\vartheta - \varphi)) \right|_{t=0} = \int_\Omega \varepsilon \nabla \varphi \cdot \nabla (\vartheta - \varphi) dx + \int_\Omega \frac{1}{\varepsilon} \psi_0'(\varphi)(\vartheta - \varphi) dx,
\]
in every direction \(\vartheta - \varphi\) with \(\vartheta \in \mathcal{G}^3 \cap \mathcal{U}\), which would not be possible for \(E^\varepsilon_{GL}\).

To investigate these optimal control problems, we first have to establish the existence of eigenvalues and associated eigenfunctions. Furthermore, we need to analyze the continuity and differentiability properties of these quantities with respect to the phase-field variable.

3. Analysis of the diffuse interface problem

3.1. The state equations and their properties

In this section we fix \(\varepsilon > 0\) and therefore, as mentioned above, we will just write \(\varphi\) instead of \(\varphi_\varepsilon\). For a cleaner presentation, we also omit the superscript \(\varepsilon\) when denoting eigenvalues and eigenfunctions as the \(\varepsilon\)-dependency is indicated by the coefficient functions.

**Definition 3.1** (Definition of eigenvalues and eigenfunctions). Let \(\varphi \in L^\infty(\Omega)\) be arbitrary.

(a) \(\lambda^\varphi\) is called a Dirichlet eigenvalue of the state equation (2.7) if there exists a nontrivial weak solution \(w^{D, \varphi}\) to (2.7), i.e., \(0 \neq w^{D, \varphi} \in H^1_0(\Omega)\), and it holds that
\[
(\nabla w^{D, \varphi}, \nabla \eta)_{a_{\varepsilon}(\varphi)} + (w^{D, \varphi}, \eta)_{b_{\varepsilon}(\varphi)} = \lambda^\varphi (w^{D, \varphi}, \eta)_{c_{\varepsilon}(\varphi)} \quad \text{for all } \eta \in H^1_0(\Omega).
\]
In this case, the function \(w^{D, \varphi}\) is called an eigenfunction to the eigenvalue \(\lambda^\varphi\).

(b) \(\mu^\varphi\) is called a Neumann eigenvalue of the state equation (2.8) if there exists a nontrivial weak solution \(w^{N, \varphi}\) to (2.8), i.e., \(0 \neq w^{N, \varphi} \in H^1(\Omega)\), and it holds that
\[
(\nabla w^{N, \varphi}, \nabla \eta)_{a_{\varepsilon}(\varphi)} = \mu^\varphi (w^{N, \varphi}, \eta)_{c_{\varepsilon}(\varphi)} \quad \text{for all } \eta \in H^1(\Omega).
\]
In this case, the function \(w^{N, \varphi}\) is called an eigenfunction to the eigenvalue \(\mu^\varphi\).

The properties and assumptions of the previous section allow us to prove two classical functional analytic results concerning the eigenvalues and eigenfunctions.

**Theorem 3.2** (Existence and properties of eigenvalues and eigenfunctions).

*Let \(\varphi \in L^\infty(\Omega)\) be arbitrary.*

(a) There exist sequences
\[
\left( w^{D, \varphi}_k, \lambda^{\varphi}_k \right)_{k \in \mathbb{N}} \subset H^1_0(\Omega) \times \mathbb{R}, \quad \left( w^{N, \varphi}_k, \mu^{\varphi}_k \right)_{k \in \mathbb{N}_0} \subset H^1(\Omega) \times \mathbb{R},
\]
possessing the following properties:

- For all $k \in \mathbb{N}$, $w_k^{D,\varphi}$ is an eigenfunction to the eigenvalue $\lambda_k^{\varphi}$ and $w_k^{N,\varphi}$ is an eigenfunction to the eigenvalue $\mu_k^{\varphi}$ in the sense of Definition 3.1.
- The eigenvalues $\lambda_k^{\varphi}, \mu_k^{\varphi}$ (which are repeated according to their multiplicity) can be ordered in the following way:

\[
0 < \lambda_1^{\varphi} \leq \lambda_2^{\varphi} \leq \lambda_3^{\varphi} \leq \cdots ,
\]
\[
0 = \mu_0^{\varphi} < \mu_1^{\varphi} \leq \mu_2^{\varphi} \leq \mu_3^{\varphi} \leq \cdots .
\]

Moreover, it holds that $\lambda_k^{\varphi}, \mu_k^{\varphi} \to \infty$ as $k \to \infty$, and there exist no further eigenvalues of the state equation (3.1) and (3.2).

- Both the Dirichlet eigenfunctions $\{w_1^{D,\varphi}, w_2^{D,\varphi}, \ldots \} \subset H_0^1(\Omega)$ and the Neumann eigenfunctions $\{w_0^{N,\varphi}, w_1^{N,\varphi}, \ldots \} \subset H^1(\Omega)$ form an orthonormal basis of the space $L^2_{\varphi}(\Omega)$. Furthermore, the eigenfunctions $\{w_1^{N,\varphi}, w_2^{N,\varphi}, \ldots \}$ belong to the space $H^1_0(\Omega,\varphi)$ and form an $L^2_{\varphi}(\Omega)$-orthonormal basis of the space

\[
L^2_{(0),\varphi}(\Omega) = \left\{ w \in L^2_{\varphi}(\Omega) \mid \int_{\Omega} c_\varepsilon(\varphi) w \, dx = 0 \right\}.
\]

In particular, this implies that any eigenfunction to a non-trivial eigenvalue belongs to the space $H^1_0(\Omega,\varphi)$.

(b) For $k \in \mathbb{N}$, we have the Courant–Fischer characterizations

\[
\lambda_k^{\varphi} = \max_{V \in S_{k-1}} \min_{v \in S_{k-1}} \left\{ \frac{\int_{\Omega} a_\varepsilon(\varphi) |\nabla v|^2 \, dx + \int_{\Omega} b_\varepsilon(\varphi) |v|^2 \, dx}{\int_{\Omega} c_\varepsilon(\varphi) |v|^2 \, dx} \mid v \in V \cap H_0^1(\Omega) \right\}, \tag{3.3}
\]

and

\[
\mu_k^{\varphi} = \max_{V \in S_{k-1}} \min_{v \in S_{k-1}} \left\{ \frac{\int_{\Omega} a_\varepsilon(\varphi) |\nabla v|^2 \, dx}{\int_{\Omega} c_\varepsilon(\varphi) |v|^2 \, dx} \mid v \in V \cap H_0^1(\Omega) \right\}. \tag{3.4}
\]

Here, $S_{k-1}$ denotes the collection of all $(k-1)$-dimensional subspaces of $L^2_{\varphi}(\Omega)$.

The set $V^\perp L^2_{\varphi}(\Omega)$ denotes the orthogonal complement of $V \subset L^2(\Omega)$ with respect to the scalar product $\langle \cdot, \cdot \rangle_{c_\varepsilon(\varphi)}$ on $L^2_{\varphi}(\Omega)$.

Moreover, the maximum is attained at the subspace

\[
V = \langle w_1^{D,\varphi}, \ldots, w_{k-1}^{D,\varphi} \rangle_{\text{span}} \quad \text{and} \quad V = \langle w_1^{N,\varphi}, \ldots, w_{k-1}^{N,\varphi} \rangle_{\text{span}},
\]

respectively.

(c) We can choose the eigenfunction $w_1^{D,\varphi}$ such that it is positive almost everywhere in $\Omega$. Furthermore, every solution $w \in H_0^1(\Omega)$ of

\[
(\nabla w, \nabla \eta)_{a_\varepsilon(\varphi)} + (w, \eta)_{b_\varepsilon(\varphi)} = \lambda_1^{\varphi} (w, \eta)_{c_\varepsilon(\varphi)} \quad \text{for all} \ \eta \in H_0^1(\Omega),
\]

is a multiple of $w_1^{D,\varphi}$, i.e., there is a constant $\xi \in \mathbb{R}$ such that $w = \xi w_1^{D,\varphi}$ almost everywhere in $\Omega$. This means that the eigenspace to $\lambda_1^{\varphi}$ is simple.
Proof of Theorem 3.2. (a) The assertion is a direct consequence of the spectral theorem for compact self-adjoint operators (see e.g., [5], Sect. 12.12).

(b) The claim is established in the same fashion as in Theorem 3.2 of [33].

(c) The assertion follows directly from Theorem 8.38 of [34].

Remark 3.3. In the following, we impose weaker assumptions on our phase field \( \varphi \) compared to [33], namely we only consider \( \varphi \in H^1(\bar{\Omega}) \cap L^\infty(\Omega) \) instead of \( \varphi \in H^1(\Omega) \cap L^\infty(\Omega) \), where \( \bar{\Omega} = \Omega \setminus (S_0 \cap S_1) \) with \( S_0 \) and \( S_1 \) being the sets appearing in the pointwise constraint (2.1). As explained in Section 2.2, we consider this reduction of \( H^1 \)-regularity in order to avoid additional Dirichlet boundary conditions for the phase-field on the boundaries of \( S_0 \) and \( S_1 \) which would complicate the sharp interface limit \( \varepsilon \to 0 \) that is discussed in Section 4.

Nevertheless, we can still formulate and prove all the continuity and differentiability results established in [33] as they only rely on the pointwise almost everywhere convergence of phase-field sequences \( \varphi_k \to \varphi \) in \( \Omega \) and the boundedness in \( L^\infty(\Omega) \) in order to apply Lebesgue’s dominated convergence theorem.

Following this remark, we only display the most important results of [33] adapted to our setting, namely the continuity of eigenvalues and eigenfunctions as well as the Fréchet-differentiability of simple eigenvalues.

Theorem 3.4 (Continuity properties for the eigenvalues and their eigenfunctions). Let \( j \in \mathbb{N} \) be arbitrary and let \( (\varphi_k)_{k \in \mathbb{N}} \subset L^\infty(\Omega) \) be a bounded sequence with

\[
\varphi_k \rightharpoonup \varphi \quad \text{a.e. in } \Omega \text{ as } k \to \infty.
\]

Moreover, let \( (u_j^{D,\varphi_k})_{k \in \mathbb{N}} \subset H^1_0(\Omega) \) and \( (u_j^{N,\varphi_k})_{k \in \mathbb{N}} \subset H^1(0)_0,\varphi(\Omega) \) be sequences of \( L^2_\varphi(\Omega) \)-normalized eigenfunctions to the eigenvalues \( (\lambda_j^{\varphi_k})_{k \in \mathbb{N}} \) and \( (\mu_j^{\varphi_k})_{k \in \mathbb{N}} \) respectively.

Then it holds that

\[
\lambda_j^{\varphi_k} \to \lambda_j^{\varphi} \quad \text{and} \quad \mu_j^{\varphi_k} \to \mu_j^{\varphi} \quad \text{as } k \to \infty.
\]

Furthermore, there exist \( L^2_\varphi(\Omega) \)-normalized eigenfunctions \( \pi_j^D \in H_0^1(\Omega), \pi_j^N \in H^1(0)_0,\varphi(\Omega) \) to the eigenvalue \( \lambda_j^{\varphi}, \mu_j^{\varphi} \) respectively, such that for \( \zeta \in \{D,N\} \),

\[
u_j^{\zeta,\varphi_k} \to \pi_j^{\zeta} \quad \text{in } H^1(\Omega), \quad \text{and} \quad \nu_j^{\zeta,\varphi_k} \to \pi_j^{\zeta} \quad \text{in } L^2_\varphi(\Omega),
\]

as \( k \to \infty \) along a non-relabeled subsequence.

Proof. The assertion can be established inductively by proceeding as in Theorem 4.4 of [33], using the Courant–Fischer characterization from Theorem 3.2, and the Banach–Alaoglu theorem applied to the sequence of eigenfunctions.

In the remaining analysis of this section, namely the Fréchet-differentiability of eigenvalues, the assumption that the considered eigenvalues are simple is crucial. For instance, it already becomes clear in finite dimension (see [38], Sect. 2.5) that multiple eigenvalues are in general not differentiable as two different eigenvalues can cross in a non-differentiable way. To overcome this issue, one can switch to a weaker notion of differentiability such as directional differentiability or semi-differentiability, cf. [33, 38]. Nevertheless, our numerical method needs the first order conditions to be formulated in the framework of classical Fréchet-differentiability. However multiple eigenvalues can to some extent still be handled numerically by adaptively reformulating the cost functional as we will see in Section 5.

Let us first recall the sign condition for simple eigenvalues that was introduced in [33].

Lemma 3.5. Let \( i \in \mathbb{N} \) and \( \varphi \in L^\infty(\Omega) \) be arbitrary. We suppose that the eigenvalue \( \lambda_i^{\varphi} \) (or \( \mu_i^{\varphi} \)) is simple. Let \( w_i^{D,\varphi} \in H_0^1(\Omega) \) (or \( w_i^{N,\varphi} \in H^1(0)_0,\varphi(\Omega) \)) be an \( L^2_\varphi(\Omega) \)-normalized eigenfunction to the eigenvalue \( \lambda_i^{\varphi} \) (or \( \mu_i^{\varphi} \)).
Then, for all $0 < \sigma < 1$, there exists $\delta > 0$ such that for all 

$$
h \in L^\infty(\Omega) \quad \text{with} \quad ||h||_{L^\infty(\Omega)} < \delta,
$$
there exist a unique $L^2_{\varphi+h}(\Omega)$-normalized eigenfunction $w_i^{D,\varphi+h} \in H^1_0(\Omega)$ (or $w_i^{N,\varphi+h} \in H^1_{(0),\varphi}(\Omega)$) to the eigenvalue $\lambda_i^{\varphi+h}$ (or $\mu_i^{\varphi+h}$) satisfying the condition

$$
0 < \sigma < \left( w_i^{D,\varphi+h}, w_i^{D,\varphi} \right)_{c_1(\varphi)} \quad \text{or} \quad 0 < \sigma < \left( w_i^{N,\varphi+h}, w_i^{N,\varphi} \right)_{c_1(\varphi)}.
$$

(3.5)

In particular, the eigenvalue $\lambda_i^{\varphi+h}$ (or $\mu_i^{\varphi+h}$) is simple.

In the following, for the derivatives of the coefficient functions, we will use also the notation

$$(u, v)_{a_1(\varphi)h} := \int_\Omega a_1(\varphi)h uv \, dx$$

to provide a clearer presentation.

**Theorem 3.6** (Fréchet-differentiability of simple eigenvalues and their eigenfunctions). Let $\varphi \in L^\infty(\Omega)$ be arbitrary and suppose that for $i \in \mathbb{N}$, the eigenvalue $\lambda_i^\varphi$ (or $\mu_i^\varphi$) is simple. We further fix a corresponding $L^2_\varphi(\Omega)$-normalized eigenfunction $w_i^{D,\varphi}$ (or $w_i^{N,\varphi}$).

Then there exist constants $\delta_i^\varphi, r_i^\varphi > 0$ such that the operator

$$
\left\{ \begin{array}{l}
S_i^{D,\varphi} : B_{\delta_i^\varphi}(\varphi) \subset L^\infty(\Omega) \to B_{r_i^\varphi}(w_i^{D,\varphi}, \lambda_i^\varphi) \subset H^1_0(\Omega) \times \mathbb{R} \\
\vartheta \mapsto (w_i^{D,\varphi}, \lambda_i^\varphi)
\end{array} \right.
$$

or

$$
\left\{ \begin{array}{l}
S_i^{N,\varphi} : B_{\delta_i^\varphi}(\varphi) \subset L^\infty(\Omega) \to B_{r_i^\varphi}(w_i^{N,\varphi}, \mu_i^\varphi) \subset H^1_{(0),\varphi}(\Omega) \times \mathbb{R}, \\
\vartheta \mapsto (w_i^{N,\varphi}, \mu_i^\varphi)
\end{array} \right.
$$

is well-defined and continuously Fréchet differentiable.

Here, for any $\vartheta \in B_{\delta_i^\varphi}(\varphi)$, $w_i^{D,\varphi}$ (or $w_i^{N,\varphi}$) denotes the unique $L^2_\varphi(\Omega)$-normalized eigenfunction to the eigenvalue $\lambda_i^\varphi$ (or $\mu_i^\varphi$) satisfying the sign condition (3.5) written for $h = \vartheta - \varphi$.

Moreover, for any $h \in L^\infty(\Omega)$, the Fréchet derivative $(\lambda_i^\varphi)'h$ of the Dirichlet eigenvalue $\lambda_i^\varphi$ at $\vartheta \in B_{\delta_i^\varphi}(\varphi)$ in the direction $h$ reads as

$$
(\lambda_i^\varphi)'h = \left( S_i^{D,\varphi}(\vartheta) \right)'h = \left( \nabla w_i^{D,\varphi}, \nabla w_i^{D,\varphi} \right)_{a_1(\vartheta)h} + \left( w_i^{D,\varphi}, w_i^{D,\varphi} \right)_{a_1(\vartheta)h} - \lambda_i^\varphi \left( w_i^{D,\varphi}, w_i^{D,\varphi} \right)_{c_1(\vartheta)h}.
$$

(3.6)

On the other hand, for any $h \in L^\infty(\Omega)$, the Fréchet derivative $(\mu_i^\varphi)'h$ of the Neumann eigenvalue $\mu_i^\varphi$ at $\vartheta \in B_{\delta_i^\varphi}(\varphi)$ in the direction $h$ reads as

$$
(\mu_i^\varphi)'h = \left( S_i^{N,\varphi}(\vartheta) \right)'h = \left( \nabla w_i^{N,\varphi}, \nabla w_i^{N,\varphi} \right)_{a_1(\vartheta)h} - \mu_i^\varphi \left( w_i^{N,\varphi}, w_i^{N,\varphi} \right)_{c_1(\vartheta)h}.
$$

(3.7)
3.2. First order optimality conditions

We now intend to apply the theory developed in Section 3 to show that the optimization problems ($P_{l,D}^{1,\varepsilon}$) and ($P_{l,N}^{1,\varepsilon}$) (that were introduced in Sect. 2.5) possess a minimizer. However, in the Neumann case, we first need to establish an additional boundedness property.

Recall that one possible application of our model is to maximize the first non-trivial Neumann eigenvalue. Since ($P_{l,N}^{N,\varepsilon}$) is formulated as a minimization problem, we thus allow for functions $\Psi$ that are not bounded from below. A possible choice to realize a maximization of the first Neumann eigenvalue would be $\Psi(\mu_1^f) = -\mu_1^f$ (meaning that $\Psi(x) = -x$ for all $x \in \mathbb{R}$). To apply the direct method in the calculus of variations, we need to show that the cost functional $J_{l,N,\varepsilon}(\varphi) = \Psi(\mu_{l,D}^f) + \gamma E(\varphi)$ remains bounded from below on the admissible set $\Phi_{ad}$, even if $\Psi$ is not bounded from below.

Our goal is to show that any Dirichlet eigenvalue of (3.1) and any Neumann eigenvalue of (3.2), is uniformly bounded by expressions involving the corresponding eigenvalue of the classical eigenvalue problem on the whole design domain $\Omega$. This allows us to deduce that each Dirichlet and Neumann eigenvalue belongs to a compact subset of $\mathbb{R}_{>0}$. Hence, as the function $\Psi$ is assumed to be continuous on $(\mathbb{R}_{>0})^l$, it is bounded on such compact sets.

Lemma 3.7. Let $k \in \mathbb{N}$ and let $\lambda_k^{L,D}$ denote the $k$-th eigenvalue of the classical Dirichlet eigenvalue problem, i.e.,

$$ (\nabla w, \nabla \eta) = \lambda_k^{L,D}(w, \eta) \quad \forall \eta \in H_0^1(\Omega), $$

and let $\mu_k^{L,D}$ denote the $k$-th eigenvalue of the classical Neumann eigenvalue problem, i.e.,

$$ (\nabla w, \nabla \eta) = \mu_k^{L,D}(w, \eta) \quad \forall \eta \in H^1(\Omega), $$

where $\langle \cdot, \cdot \rangle$ denotes the standard scalar product on $L^2(\Omega)$. Then there exist constants $C_{1,\varepsilon}, C_{2,\varepsilon} > 0$ depending only on the choice of coefficient functions $a_\varepsilon, b_\varepsilon, c_\varepsilon$ such that

$$ C_{1,\varepsilon} \lambda_k^{L,D} \leq \lambda_k^f \leq C_{2,\varepsilon} (\lambda_k^{L,D} + 1), $$

$$ C_{1,\varepsilon} \lambda_k^{L,D} \leq \mu_k^f \leq C_{2,\varepsilon} \mu_k^{L,D}, $$

for all $\varphi \in \Phi_{ad}$.

Proof. Let us start with the Neumann case. We will work with a Courant–Fischer characterization which is equivalent to (3.4) namely

$$ \mu_k^f = \min_{V \in S_{k+1}} \max \left\{ \frac{\int_{\Omega} a_\varepsilon(\varphi) |\nabla v|^2 \, dx}{\int_{\Omega} c_\varepsilon(\varphi) |v|^2 \, dx} \bigg| v \in V, \ v \neq 0 \right\}, \quad (3.8) $$

see Section 1.3.1 of [38]. Here, $S_{k+1}$ denotes the collection of all $(k+1)$-dimensional subspaces of $H^1(\Omega)$. Note that compared to [38] we have to consider dimension $(k+1)$ instead of $k$, as we start our labeling of Neumann eigenvalues with the index 0 and not with 1. Obviously, we obtain the characterization of the classical Neumann eigenvalue by setting $a_\varepsilon \equiv c_\varepsilon \equiv 1$, i.e.,

$$ \mu_k^{L,D} = \min_{V \in S_{k+1}} \max \left\{ \frac{\int_{\Omega} |\nabla v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} \bigg| v \in V, \ v \neq 0 \right\}, \quad (3.9) $$

We now recall the assumptions on the coefficient functions from Section 2.3. In particular, we know that there is a constant $\tilde{C}_\varepsilon > 0$ such that $a_\varepsilon(\varphi), c_\varepsilon(\varphi) < \tilde{C}_\varepsilon$ for all $\varphi \in \Phi_{ad}$, as $a_\varepsilon, c_\varepsilon \in C^0(\mathbb{R})$ and $|\varphi| \leq 1$. Furthermore,
we assumed $a_\varepsilon, c_\varepsilon$ to be uniformly bounded from below, i.e., $a_\varepsilon, c_\varepsilon \geq C_\varepsilon$ for some constant $C_\varepsilon > 0$. Thus, we deduce that there are constants $C_{1,\varepsilon}, C_{2,\varepsilon} > 0$ that only depend on the choice of the real functions $a_\varepsilon, c_\varepsilon$, such that

$$C_{1,\varepsilon} \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \leq \frac{\int_\Omega a_\varepsilon(\varphi) |\nabla v|^2 \, dx}{\int_\Omega c_\varepsilon(\varphi) |v|^2 \, dx} \leq C_{2,\varepsilon} \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx},$$

for all $0 \neq v \in H^1(\Omega)$ and $\varphi \in \Phi_{\text{ad}}$. Comparing (3.8) and (3.9), this directly allows us to deduce the claim in the Neumann case.

The Dirichlet case works completely analogously but one has to mind the additional term coming from the coefficient function $b_\varepsilon \in C_{1,1}(\mathbb{R})$ which is assumed to be non-negative. Thus we obtain here

$$C_{1,\varepsilon} \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \leq \frac{\int_\Omega a_\varepsilon(\varphi) |\nabla v|^2 + b_\varepsilon(\varphi) |v|^2 \, dx}{\int_\Omega c_\varepsilon(\varphi) |v|^2 \, dx} \leq C_{2,\varepsilon} \left( \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} + 1 \right),$$

for all $0 \neq v \in H^1_0(\Omega)$ and $\varphi \in \Phi_{\text{ad}}$. \hfill \Box

**Theorem 3.8** (Existence of a minimizer to $(\mathcal{P}^{D,\varepsilon}_1)$ and $(\mathcal{P}^{N,\varepsilon}_1)$). The problems $(\mathcal{P}^{D,\varepsilon}_1)$ and $(\mathcal{P}^{N,\varepsilon}_1)$ possess a minimizer $\varphi^D \in \mathcal{G}^{\beta} \cap \mathcal{U}$ and $\varphi^N \in \mathcal{G}^{\beta} \cap \mathcal{U}$, respectively.

**Proof.** We proceed by applying the direct method in the calculus of variations. First of all, the feasible set $\mathcal{G}^{\beta} \cap \mathcal{U}$ is non-empty since it contains the function which is identical to $\beta_1$ in $\tilde{\Omega}$, $-1$ in $S_0$ and $1$ in $S_1$. By the previous discussion we already know that the objective functionals $J^\varepsilon_{l,D}$ and $J^\varepsilon_{l,N}$ are bounded from below. Since $\varphi \in \mathcal{G}^{\beta} \subset L^\infty(\Omega)$, the term

$$\gamma E^\varepsilon(\varphi) = \gamma \int_\Omega \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi_0(\varphi) \right) \, dx,$$

in the cost functional can be used to control $\varphi$ in the $H^1(\Omega)$-norm, but not in the whole $H^1(\Omega)$-norm. This means that for any minimizing sequence, we can only apply compactness on $\tilde{\Omega}$ which implies strong convergence in $L^2(\tilde{\Omega})$. However, as the elements of this minimizing sequence are additionally contained in the feasible set $\mathcal{G}^{\beta} \cap \mathcal{U}$, their values on $S_0 \cup S_1$ are a priori fixed, which gives us the desired pointwise almost everywhere convergence on the whole domain $\Omega$. This allows us to apply Theorem 3.3 which provides the continuity of the eigenvalues with respect to the phase-field variable. \hfill \Box

Now, invoking the differentiability properties established in Section 3, we can derive a first-order necessary condition for local optimality. The following variational inequalities follow directly from the fact that for $\zeta \in \{D,N\}$ and $\vartheta \in \mathcal{G}^{\beta} \cap \mathcal{U}$

$$0 \leq \frac{d}{dt} \left. \left[ J^\varepsilon_{l,D}\left( \varphi^\zeta + t(\vartheta - \varphi^\zeta) \right) \right] \right|_{t=0} = \left. \left( J^\varepsilon_{l,D} \right)' \right|_{t=0}(\varphi^\zeta)(\vartheta - \varphi^\zeta),$$

as the convexity of $\mathcal{G}^{\beta} \cap \mathcal{U}$ implies that $\varphi^\zeta + t(\vartheta - \varphi^\zeta) \in \mathcal{G}^{\beta} \cap \mathcal{U}$ for $t \in [0,1]$.

**Theorem 3.9** (The optimality system to $(\mathcal{P}^{D,\varepsilon}_1)$). Let $\varphi \in \mathcal{G}^{\beta} \cap \mathcal{U}$ be a local minimizer of the optimization problem $(\mathcal{P}^{D,\varepsilon}_1)$, i.e., there exists $\delta > 0$ such that

$$J^\varepsilon_{l,D}(\vartheta) \geq J^\varepsilon_{l,D}(\varphi) \quad \text{for all } \vartheta \in \mathcal{G}^{\beta} \cap \mathcal{U} \text{ with } \|\vartheta - \varphi\|_{L^\infty(\Omega)} < \delta.$$
Suppose that the eigenvalues $\lambda_{i_1}^\varphi, \ldots, \lambda_{i_l}^\varphi$ are simple and let us fix associated $L^2(\Omega)$-normalized eigenfunctions $w_{i_1}^{D,\varphi}, \ldots, w_{i_l}^{D,\varphi} \in H^1_0(\Omega)$.

Then the following optimality system is satisfied:

- **The state equations**

$$
\begin{aligned}
- \nabla \cdot \left[ a_\varepsilon(\varphi) \nabla w_{i_j}^{D,\varphi} \right] + b_\varepsilon(\varphi) w_{i_j}^{D,\varphi} &= \lambda_{i_j}^\varphi c_\varepsilon(\varphi) w_{i_j}^{D,\varphi} & \text{in } \Omega, \\
\partial w_{i_j}^{D,\varphi} &= 0 & \text{on } \partial \Omega
\end{aligned}
$$

are fulfilled in the weak sense for all $j \in \{1, \ldots, l\}$.

- **The variational inequality**

$$
0 \leq \gamma \varepsilon \int_\Omega \nabla \varphi \cdot (\vartheta - \varphi) \, dx + \frac{\gamma}{\varepsilon} \int_\Omega \psi_0'(\varphi)(\vartheta - \varphi) \, dx \\
+ \sum_{j=1}^l \left\{ \left[ \partial_{\lambda_i} \Psi \left( \lambda_{i_1}^\varphi, \ldots, \lambda_{i_l}^\varphi \right) \left( \nabla w_{i_j}^{D,\varphi}, \nabla w_{i_j}^{D,\varphi} \right) a'_\varepsilon(\varphi)(\vartheta - \varphi) + \left( w_{i_j}^{D,\varphi}, w_{i_j}^{D,\varphi} \right) b'_\varepsilon(\varphi)(\vartheta - \varphi) \right) \\
- \lambda_{i_j}^\varphi \left( w_{i_j}^{D,\varphi}, w_{i_j}^{D,\varphi} \right) c'_\varepsilon(\varphi)(\vartheta - \varphi) \right\}
$$

is satisfied for all $\vartheta \in G^3 \cap U$.

**Theorem 3.10** (The optimality system to ($P_1^{N,\varepsilon}$)). Let $\varphi \in G^3 \cap U$ be a local minimizer of the optimization problem ($P_1^{N,\varepsilon}$), i.e., there exists $\delta > 0$ such that

$$J_1^{N,\varepsilon}(\vartheta) \geq J_1^{N,\varepsilon}(\varphi) \quad \text{for all } \vartheta \in G^3 \cap U \text{ with } \|\vartheta - \varphi\|_{L^\infty(\Omega)} < \delta.$$

Suppose that the eigenvalues $\mu_{i_1}^\varphi, \ldots, \mu_{i_l}^\varphi$ are simple and let us fix associated $L^2(\Omega)$-normalized eigenfunctions $w_{i_1}^{N,\varphi}, \ldots, w_{i_l}^{N,\varphi} \in H^1_0(\Omega,\varphi)(\Omega)$.

Then the following optimality system is satisfied:

- **The state equations**

$$
\begin{aligned}
- \nabla \cdot \left[ a_\varepsilon(\varphi) \nabla w_{i_j}^{N,\varphi} \right] &= \mu_{i_j}^\varphi c_\varepsilon(\varphi) w_{i_j}^{N,\varphi} & \text{in } \Omega, \\
\frac{\partial w_{i_j}^{N,\varphi}}{\partial \nu} &= 0 & \text{on } \partial \Omega
\end{aligned}
$$

are fulfilled in the weak sense for all $j \in \{1, \ldots, l\}$.

- **The variational inequality**

$$
0 \leq \gamma \varepsilon \int_\Omega \nabla \varphi \cdot (\vartheta - \varphi) \, dx + \frac{\gamma}{\varepsilon} \int_\Omega \psi_0'(\varphi)(\vartheta - \varphi) \, dx \\
+ \sum_{j=1}^l \left\{ \left[ \partial_{\lambda_i} \Psi \left( \mu_{i_1}^\varphi, \ldots, \mu_{i_l}^\varphi \right) \left( w_{i_j}^{N,\varphi}, w_{i_j}^{N,\varphi} \right) a'_\varepsilon(\varphi)(\vartheta - \varphi) + \left( w_{i_j}^{N,\varphi}, w_{i_j}^{N,\varphi} \right) b'_\varepsilon(\varphi)(\vartheta - \varphi) \right) \\
- \mu_{i_j}^\varphi \left( w_{i_j}^{N,\varphi}, w_{i_j}^{N,\varphi} \right) c'_\varepsilon(\varphi)(\vartheta - \varphi) \right\}
$$
is satisfied for all $\vartheta \in \mathcal{G}^\beta \cap \mathcal{U}$.

4. Sharp interface asymptotics for the Dirichlet case

In this section, we want to discuss the sharp interface asymptotics for the Dirichlet eigenvalue optimization problem $(\mathcal{P}_I^{D,\varepsilon})$, i.e., its behavior when $\varepsilon \to 0$. For the sake of a rigorous discussion we need to make additional assumptions that are supposed to hold throughout the remainder of this section.

(A1) We assume that the design domain $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^d$ with $d \geq 2$.

(A2) We fix $a_\varepsilon = c_\varepsilon = 1$ on $[-1, 1]$.

(A3) Let

$$b_\varepsilon : [-1, 1] \to [0, \bar{b}_\varepsilon], \quad \varepsilon > 0, \quad \text{and} \quad b_0 : [-1, 1] \to [0, +\infty],$$

be functions with

- $b_\varepsilon$ is decreasing, continuous and surjective
- $b_0(0) < +\infty$,
- $b_\varepsilon \to b_0$ pointwise in $[-1, 1]$ as $\varepsilon \to 0$,
- and $b_\varepsilon \geq b_\delta$ on $[-1, 1]$ for all $0 \leq \delta \leq \varepsilon$.

Here, the interval $[0, +\infty]$ is to be understood as a subset of the extended real numbers $\mathbb{R} = \mathbb{R} \cup \{\pm \infty\}$, on which we use the common conventions $\pm \infty \cdot 0 = 0$ and $0^{-1} = +\infty$.

Moreover, the numbers $\bar{b}_\varepsilon$ in (4.1) are chosen such that

$$\lim_{\varepsilon \to 0} \bar{b}_\varepsilon = +\infty \quad \text{with} \quad \bar{b}_\varepsilon = o(\varepsilon^{-\kappa}) \quad \text{as} \quad \varepsilon \to 0,$$

where, depending on the dimension $d$,

$$\begin{cases} \kappa \in (0, 1) & \text{if} \quad d = 2, \\ \kappa = \frac{2}{d} & \text{if} \quad d \geq 3. \end{cases}$$

(A4) In the following, we only consider elements $\varphi \in BV(\tilde{\Omega}, \{\pm 1\}) \cap \mathcal{U}$ such that the set

$$E^\varphi := \{x \in \Omega \mid \varphi(x) = 1\}$$

contains an open ball $B$. From this assumption we infer $C_0^\infty(B) \subset V^\varphi$ hence this excludes the pathological case that the space

$$V^\varphi := \{\eta \in H_0^1(\Omega) \mid \eta = 0 \text{ a.e. in } \Omega \setminus E^\varphi\}$$

is trivial or finite dimensional. Recalling the definition of the set $\mathcal{U}$ in Section 2.5, this condition on $E^\varphi$ can be implemented in the constraint $\varphi \in \mathcal{U}$ by simply demanding $B \subseteq S_1$ for any prescribed open ball $B \subseteq \Omega$. Later, in Section 4.1, we will discuss how $V^\varphi$ is related to “Sobolev-like” spaces in the context of quasi-open sets. We further define the space

$$H^\varphi := \{\eta \in L^2(\Omega) \mid \eta = 0 \text{ a.e. in } \Omega \setminus E^\varphi\}.$$

(A5) In addition to the assumptions of Section 2, we demand that $S_0$ and $S_1$ are sets of finite perimeter in $\Omega$. Then Theorem 3.87 of [7] yields that any $\varphi \in BV(\tilde{\Omega}, \{\pm 1\}) \cap \mathcal{U}$ is indeed an element of $BV(\Omega, \{\pm 1\})$. 

Hence, in particular, $E^\varphi$ is a set of finite perimeter in $\Omega$. Therefore, we consider $\varphi \in BV(\Omega, \{\pm 1\}) \cap \mathcal{U}$ in the following.

**Remark 4.1.**

(a) The case of dimension $d = 1$ needs to be excluded as here some of the fundamental theorems about quasi-open sets and capacity theory are not true, see, e.g., Chapter 4 of [20].

(b) The growth condition $b_\varepsilon = o(\varepsilon^{-\kappa})$ is chosen in order to obtain the desired convergence of the term involving $b_\varepsilon$ in Lemma 4.4 and Theorem 4.6 via a Hölder estimate in dependence of the dimension $d \geq 2$, see Proof of Lemma 3, 2nd step of [31] for the case $d = 3$. As explained in Remark 2 of [31], for $d = 2$, this growth condition can be weakened to $b_\varepsilon = o(\varepsilon^{-\kappa})$ for any $\kappa \in (0, 1)$.

(c) According to Lemma 3.2 of [37], we find a crack free representative $E^\varphi_\delta$ of $E^\varphi$ that is a set of finite perimeter with $\text{int}(E^\varphi_\delta) = \text{int}(E^\varphi)$ (where int denotes the interior) and

$$|E^\varphi \Delta E^\varphi_\delta| = 0, \quad \text{where} \quad E^\varphi \Delta E^\varphi_\delta = (E^\varphi \cup E^\varphi_\delta) \setminus (E^\varphi \cap E^\varphi_\delta).$$

We further point out that assumption (A4) guarantees that $\text{int}(E^\varphi_\delta) \neq \emptyset$ and we can thus apply ([29], Thm. 6.3) from which we infer

$$V^\varphi \subset \{ v \in H^1_0(\Omega) \mid v = 0 \text{ a.e. in } \Omega \setminus E^\varphi_\delta \} = H^1_0(\text{int}(E^\varphi_\delta)).$$

This means any function in the abstract space $V^\varphi$ can be seen as an element of the restricted Sobolev space $H^1_0(\text{int}(E^\varphi_\delta))$. This will help us to understand the limit problem in the remainder of this section.

(d) Instead of employing the potential as declared in (A6), it would also be possible to use different choices. For instance, the quartic regular part $\psi_0(\varphi) = \frac{1}{2}(1 - \varphi^2)^2$ could also be chosen. This choice would only affect the choice of profiles used to construct a recovery sequence in Step 1 of the proof of Theorem 4.10 but our theory would still remain valid.

Under the above assumptions, we can prove that eigenfunctions of (3.1) for $\varepsilon > 0$ converge to eigenfunctions of a limit problem as $\varepsilon \searrow 0$, and these limit functions have suitable properties. To this end, we first want to develop a better understanding of the limit problem.

### 4.1. The limit problem and its properties

In the following, we discuss the limit eigenvalue problem and its most important properties. It is well known that due to well-posedness of the minimization problem on the sharp interface level, we need to consider the Dirichlet eigenvalue problem in its relaxed form using Borel measures as introduced, e.g., in [10, 20, 23, 26, 40]. In the spirit of [17, 21, 27] we only recall the key facts of this theory needed in our framework, the details can be found there and the references therein.

The following theory strongly relies on so called quasi-open sets and the notion of capacity as it is closely related to the relaxed Dirichlet problem. The capacity of a measurable set $E \subset \mathbb{R}^d$ is defined as

$$\text{cap}(E) = \inf \left\{ \int_{\mathbb{R}^d} |\nabla u|^2 + u^2 \, dx \mid u \in \mathcal{U}_E \right\},$$

where $\mathcal{U}_E$ is the set of functions $u \in H^1(\mathbb{R}^d)$ such that $u \geq 1$ a.e. in a neighborhood of $E$. Here, the expression “a.e. in a neighborhood” means that there exists an open set $\mathcal{O}$ containing $E$ such that $u \geq 1$ a.e. in $\mathcal{O}$. We say that a relation holds quasi-everywhere (short q.e.) if it holds up to a set of zero capacity.

A set $\omega \subset \mathbb{R}^d$ is called quasi-open if for every $\delta > 0$ there is an open set $\omega_\delta \subset \mathbb{R}^d$ such that $\text{cap}(\omega \Delta \omega_\delta) < \delta$. Here $\Delta$ denotes the symmetric difference of sets.
Above, we have introduced the space $V^\varphi$ based on a function $\varphi \in BV(\Omega, \{\pm 1\})$. More general, for any measurable set $E \subset \Omega$, we define the “Sobolev-like” space

$$\tilde{H}_0^1(E) = \left\{ u \in H_0^1(\Omega) \mid u = 0 \text{ a.e. in } \Omega \setminus E \right\}.$$

It is clear that $\tilde{H}_0^1(E) \subset H_0^1(\Omega)$ is a closed subspace. In general, for open sets $E \subset \Omega$, the inclusion $H_0^1(E) \subset \tilde{H}_0^1(E)$ might be strict. However, if the open set $E$ additionally has a Lipschitz boundary, then equality holds.

A crucial property of the space $\tilde{H}_0^1(E)$ is that there exists a unique quasi-open set $\omega \subset \Omega$ such that

$$\tilde{H}_0^1(E) = H_0^1(\omega) = \left\{ u \in H_0^1(\Omega) \mid \tilde{u} = 0 \text{ q.e. in } \Omega \setminus \omega \right\}. \quad (4.2)$$

This can be verified as in the proof of Proposition 3.3.44 in [40]. Note that uniqueness is to be understood up to a set of zero capacity. Here, $\tilde{u} \in H_0^1(\Omega)$ denotes the quasi-everywhere unique quasi-continuous representative of $u \in H_0^1(\Omega)$ and in the following, we identify each function in $H_0^1(\Omega)$ with its quasi-continuous representative.

We refer to Section 3.3.4 in [40] for further details. It is important to notice that, in general, it merely holds $\omega \subset E$. Indeed, the case $|E \setminus \omega| > 0$ may occur, see [21].

The relation (4.2) can now further be refined via the following Laplace equation. Let $u_E \in \tilde{H}_0^1(E)$ be the unique solution of

$$\int_\Omega \nabla u_E \cdot \nabla v \, dx = \int_\Omega v \, dx \quad \forall v \in \tilde{H}_0^1(E) \quad (4.3)$$

and $u_\omega \in H_0^1(\omega)$ be the unique solution of

$$\int_\Omega \nabla u_\omega \cdot \nabla v \, dx = \int_\Omega v \, dx \quad \forall v \in H_0^1(\omega). \quad (4.4)$$

We thus infer $u_E = u_\omega$ in $H_0^1(\omega)$. We now associate the quasi-open set $\omega$ with the Borel measure

$$\infty_{\omega \setminus \omega}(B) = \begin{cases} 0 & \text{if } \text{cap}(B \setminus \omega) = 0, \\ +\infty & \text{else,} \end{cases}$$

for any Borel-set $B$. Using the notation $\mu_\omega := \infty_{\omega \setminus \omega}$, this allows us to define the so called relaxed Dirichlet problem associated to (4.4): Find $u_{\mu_\omega} \in X_{\mu_\omega}(\Omega) := H_0^1(\Omega) \cap L^2_{\mu_\omega}(\Omega)$

$$\int_\Omega \nabla u_{\mu_\omega} \cdot \nabla v \, dx + \int_\Omega u_{\mu_\omega} v \, d\mu_\omega = \int_\Omega v \, dx \quad \forall v \in X_{\mu_\omega}(\Omega). \quad (4.5)$$

Here $H_0^1(\Omega) \cap L^2_{\mu_\omega}(\Omega)$ denotes the space of functions $v \in H_0^1(\Omega)$ fulfilling

$$\int_\Omega v^2 \, d\mu_\omega < \infty.$$

This problem is studied in depth in [10, 20, 23, 26, 40] as this is the canonical limiting problem when passing to the limit with a sequence of solutions of the classical Dirichlet–Laplace problem formulated on open sets $(\Omega_n)_{n \in \mathbb{N}}$. Due to [20, 23], $X_{\mu_\omega}$ is a Hilbert space with the scalar product

$$(u, v)_{X_{\mu_\omega}} := \int_\Omega \nabla u \cdot \nabla v \, dx + \int_\Omega uv \, d\mu_\omega.$$
Using Example 4.3.2 of [20] and the fact that there exists a finely open set \( A \subset \Omega \) and a set of zero capacity \( N \) such that \( \omega = A \cup N \) (see [20], Thm. 4.1.5), one deduces that
\[
H^1_0(\omega) = X_{\mu_\omega},
\]
and therefore \( u_{\mu_\omega} = u_\omega \) in \( H^1_0(\omega) \). Note that the comparison principle known for classical elliptic PDEs still holds for the relaxed Dirichlet problem, see Proposition 2.6 of [26], which allows us to deduce that \( u_{\mu_\omega} \geq 0 \) q.e. in \( \Omega \) and \( u_{\mu_\omega} \in L^\infty(\Omega) \). Furthermore, using the aforementioned comparison principle along with the relations shown above, we eventually obtain
\[
\tilde{H}^1_0(E) = H^1_0(\omega) = H^1_0(\{u_\omega > 0\}) = H^1_0(\{u_{\mu_\omega} > 0\}) = H^1_0(\{u_E > 0\}).
\]
Using these identities, it is easy to see that
\[
H^1_0(\{u_\omega > 0\}) = \tilde{H}^1_0(\{u_\omega > 0\}).
\]
This theory will be particularly helpful in Theorem 4.10, where the \( \lim \sup \) inequality will be established.

First of all, we now analyze the limit eigenvalue problem. After that, we will establish its connection to the diffuse eigenvalue problem (3.1).

**Theorem 4.2.** In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A6) are fulfilled. For any given \( \varphi \in BV(\Omega, \{-1, 1\}) \cap U \), we consider the following eigenvalue problem: Find \((w, \lambda) \in (V^\varphi \{0\}) \times \mathbb{R}\) such that
\[
\int_\Omega \nabla w \cdot \nabla \eta \, dx = \lambda \int_\Omega w \eta \, dx \quad \forall \eta \in V^\varphi.
\]
Then the following holds true:

(a) There exists a sequence
\[
\left( w_k^{0, \varphi}, \lambda_k^{0, \varphi} \right)_{k \in \mathbb{N}} \subset (V^\varphi \{0\}) \times \mathbb{R},
\]

having the following properties:

- For all indices \( k \in \mathbb{N} \), \( w_k^{0, \varphi} \) is an \( L^2(\Omega) \)-normalized eigenfunction of (4.6) to the eigenvalue \( \lambda_k^{0, \varphi} \) and these eigenfunctions are pairwise orthogonal with respect to the canonical scalar product on \( L^2(\Omega) \) denoted by \((\cdot, \cdot)\).
- The eigenvalues \( \lambda_k^{0, \varphi} \) (which are repeated according to their multiplicity) can be ordered in the following way:
\[
0 < \lambda_1^{0, \varphi} \leq \lambda_2^{0, \varphi} \leq \lambda_3^{0, \varphi} \leq \cdots.
\]

Moreover, it holds that \( \lambda_k^{0, \varphi} \to \infty \) as \( k \to \infty \), and there exist no further eigenvalues of the limit problem (4.6).

- The normalized eigenfunctions
\[
\left\{ \frac{w_1^{0, \varphi}}{\sqrt{\lambda_1^{0, \varphi}}}, \frac{w_2^{0, \varphi}}{\sqrt{\lambda_2^{0, \varphi}}}, \ldots \right\} \subset V^\varphi,
\]
form an orthonormal basis of the space \( V^\varphi \) and any \( u \in V^\varphi \) can be expressed as
\[
 u = \sum_{i=1}^{\infty} (u, w_i^{0, \varphi}) w_i^{0, \varphi},
\]
where the series converges in \( V^\varphi \).

(b) For any \( k \in \mathbb{N} \), we have the Courant–Fischer characterization
\[
 \lambda_k^{0, \varphi} = \max_{U \in \mathcal{S}_{k-1}} \min \left\{ \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \left| v \in U \cap V^\varphi, v \neq 0 \right. \right\}.
\]

Here, \( \mathcal{S}_{k-1} \) denotes the collection of all \((k-1)\)-dimensional subspaces of \( L^2(\Omega) \). The set \( U^\perp \) denotes the orthogonal complement of \( U \subset L^2(\Omega) \) with respect to the canonical scalar product. Moreover, the maximum is attained at the subspace
\[
 U = \langle w_1^{0, \varphi}, \ldots, w_{k-1}^{0, \varphi} \rangle_{\text{span}}.
\]

Proof. Proof of (a). Equipping \( V^\varphi \subset H^1_0(\Omega) \) with the canonical \( H^1_0(\Omega) \) scalar product
\[
 (\cdot, \cdot)_{V^\varphi} : V^\varphi \times V^\varphi \to \mathbb{R}, \quad (v, w)_{V^\varphi} := \int_\Omega \nabla v \cdot \nabla w \, dx,
\]
it is a closed subspace of \( H^1_0(\Omega) \) and hence, it is a Hilbert space. Using standard arguments, we conclude the existence of a self-adjoint and compact solution operator
\[
 T : H^\varphi \to V^\varphi \hookrightarrow H^\varphi, \quad T(f) := v_f,
\]
where \( v_f \) denotes the unique solution of
\[
 \int_\Omega \nabla v_f \cdot \nabla \eta \, dx = \int_\Omega f \eta \, dx \quad \forall \eta \in V^\varphi.
\]

We point out that the operator \( T \) is not necessarily injective. However, by assumption (A4), we have \( C_0^\infty(B) \subset V^\varphi \subset H^\varphi \) and the operator \( T \) restricted to \( C_0^\infty(B) \) is obviously injective due to the fundamental lemma in the calculus of variations. We thus conclude that the image \( T(H^\varphi) \) of the non-restricted operator is an infinite dimensional space.

Now, the spectral theorem for compact self-adjoint linear operators yields the first two claims of (a) as well as the decomposition
\[
 H^\varphi = N(\mathcal{T}) \perp \langle w_1^{0, \varphi}, w_2^{0, \varphi}, \ldots \rangle_{\text{span}},
\]
where \( N(\mathcal{T}) \) denotes the kernel of \( \mathcal{T} \). The remaining assertions of (a) are established by applying the same techniques as in the proof of Theorem 2 of [30].

Proof of (b). Using the results above, the claim can be verified by proceeding similarly as in Theorem 3.2(b) of [33].

In general, due to possible cracks within the set \( E^\varphi \), we cannot guarantee that an eigenfunction \( w \) of the limit problem vanishes on the whole of \( \partial E^\varphi \). Nevertheless, we know from Remark 4.1.(c) that \( w = 0 \) on \( \partial (\text{int}(E^\varphi)) \) in the trace sense (provided that the boundary is sufficiently smooth), meaning that \( w \) has trace zero at least
on the outer boundary of $E^\epsilon$. For more details we refer to Section 3 of [37]. If $E^\epsilon$ is actually an open set with Lipschitz boundary, then indeed $w \in H_0^1(E^\epsilon) = \tilde{H}_0^1(E^\epsilon)$ where $H_0^1(E^\epsilon)$ can be understood in the standard sense, meaning that the trace of $w$ vanishes on $\partial E^\epsilon$. We thus interpret (4.6) as the weak formulation of the classical eigenvalue problem

$$\begin{align*}
-\Delta w &= \lambda w \quad \text{in } E^\epsilon, \\
w &= 0 \quad \text{on } \partial E^\epsilon,
\end{align*}$$

where the boundary condition is included in the space $V^\epsilon$ of test functions in a relaxed way.

Remark 4.3. Recall from Theorem 3.2 that for given $\epsilon > 0$ and $\varphi \in L^\infty(\Omega)$, we can fix the sequence $((w^\epsilon_k, \lambda^\epsilon_k))_{k \in \mathbb{N}} \subset H_0^1(\Omega) \times \mathbb{R}^+$ of eigenfunctions and eigenvalues to (3.1), where $\{w^\epsilon_1, w^\epsilon_2, \ldots\} \subset L^2(\Omega)$ forms an orthonormal basis. This notation will be used throughout the paper, and we will drop the additional index $\epsilon$ if the context is clear.

Notation. Here, and in the remainder of this paper, the simplified notation $(\zeta^\epsilon)_{\epsilon > 0}$ stands for $(\zeta^\epsilon_k)_{k \in \mathbb{N}}$ where $(\epsilon_k)_{k \in \mathbb{N}}$ denotes an arbitrary sequence with $\epsilon_k \to 0$ as $k \to \infty$. In this sense, a subsequence extraction from $(\zeta^\epsilon)_{\epsilon > 0}$ is to be understood as a subsequence extraction from the associated sequence $(\epsilon_k)_{k \in \mathbb{N}}$. For convenience, our subsequences will not be relabeled, meaning that for any subsequence, we will use the same notation as for the whole sequence it was extracted from.

The following lemma will now link the diffuse interface problem (3.1) to the sharp interface problem (4.6) for the first eigenvalue and it will serve as initial case for all higher eigenvalues. This rigorous continuity analysis is new to the best of the authors’ knowledge. We would like to mention that there are further results in optimal partitioning for the principal eigenvalue using a phase-field approach which show the convergence of minimizing eigenvalues of the optimization problem, see [18, 19].

Lemma 4.4. In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A6) are fulfilled. Let $((\varphi^\epsilon))_{\epsilon > 0} \subset L^1(\Omega)$ with $|\varphi^\epsilon| \leq 1$ almost everywhere in $\Omega$ and let $\varphi \in BV(\Omega, \{\pm 1\}) \cap U$ such that

$$\lim_{\epsilon \searrow 0} \|\varphi^\epsilon - \varphi\|_{L^1(\Omega)} = 0,$$

(4.9)

and the convergence exhibits the rate

$$\|\varphi^\epsilon - \varphi\|_{L^1(E^\epsilon \cap \{\varphi^\epsilon < 0\})} = \mathcal{O}(\epsilon).$$

Then there exists an eigenfunction $u \in V^\epsilon$ of the limit problem (4.6) to the eigenvalue $\lambda_1^{0,\varphi}$ such that

$$\lim_{\epsilon \searrow 0} \int_{\Omega} b_\epsilon(\varphi^\epsilon) |w^\epsilon_1|^2 \, dx = \int_{\Omega} b_0(\varphi) |u|^2 \, dx = 0,$$

as well as

$$\lim_{\epsilon \searrow 0} \|w^\epsilon_1 - u\|_{H^1(\Omega)} = 0 \quad \text{and} \quad \lim_{\epsilon \searrow 0} \lambda_1^{\epsilon,\varphi^\epsilon} = \lambda_1^{0,\varphi},$$

up to subsequence extraction.
Remark 4.5.

(a) We point out that we will always use the letter \( u \) (or \( u_1, u_2, \ldots \)) to denote the limit of eigenfunctions. This is done in order to avoid confusion with the orthogonal system \( \{ w_{i,0}, w_{0,1}, \ldots \} \subset V^\varphi \) of eigenfunctions to the limit problem we obtained in Theorem 4.2. From the above lemma, we merely know that \( u \) belongs to the first eigenspace which is spanned by the first eigenfunctions \( w_{0,1} \) in accordance with the multiplicity of the space. However, we cannot relate \( u \) and \( w_{0,1} \) any further.

(b) Note that, in contrast to [31], it would suffice to demand the above convergence rate condition only on the set \( \tilde{E}_\varphi \cap \{ \varphi_{\varepsilon} < 0 \} \) with \( \tilde{E}_\varphi := \{ x \in \tilde{\Omega} \mid \varphi(x) = 1 \} \subset \tilde{\Omega} \) instead of \( E_\varphi = \{ x \in \Omega \mid \varphi(x) = 1 \} \subset \Omega \). As we have \( \varphi_{\varepsilon}, \varphi \in U \), the difference \( \varphi_{\varepsilon} - \varphi \) vanishes on \( S_0 \cup S_1 \) anyway.

Proof of Lemma 4.4. Some ideas of the proof are the same as in Lemma 3 of [31], and we will mention those parts only briefly. We will also divide the proof into several steps for the sake of readability. In the following, due to (4.9), we may consider a non-relabeled subsequence of \( (\varphi_{\varepsilon})_{\varepsilon > 0} \) such that \( \varphi_{\varepsilon} \rightarrow \varphi \) a.e. in \( \Omega \).

Step 1: For almost every \( x \in \Omega \), it holds that

\[
\lim_{\varepsilon \searrow 0} b_\varepsilon(\varphi_{\varepsilon}(x)) = b_0(\varphi(x)).
\]

For the inequality

\[
\limsup_{\varepsilon \searrow 0} b_\varepsilon(\varphi_{\varepsilon}(x)) \leq b_0(\varphi(x)),
\]

in the proof of Step 1 of Lemma 1 of [31], the additionally assumed continuity of \( b_0 \) in the point 1 given in (A3) is needed. More precisely, as \( \varphi \in BV(\Omega, \{\pm 1\}) \) the inequality is clear if \( \varphi(x) = -1 \) because then \( b_0(\varphi(x)) = +\infty \). If \( \varphi(x) = 1 \) then due to the pointwise convergence \( \varphi_{\varepsilon}(x) \rightarrow \varphi(x) \), the continuity of \( b_0 \) in 1 and the fact \( b_\varepsilon \leq b_0 \) pointwise, we obtain

\[
\limsup_{\varepsilon \searrow 0} b_\varepsilon(\varphi_{\varepsilon}(x)) \leq b_0(\varphi(x)).
\]

To prove the \( \liminf \) inequality, we proceed exactly as in [31]. We point out that for this step, the convergence rate imposed on \( (\varphi_{\varepsilon})_{\varepsilon > 0} \) is not needed.

Step 2: For any \( v \in H^1(\Omega) \) with

\[
v|_{\Omega \setminus E_\varphi} = 0,
\]

i.e., \( v \in V^\varphi \), it holds that

\[
\lim_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_{\varepsilon}) |v|^2 \, dx = \int_{\Omega} b_0(\varphi) |v|^2 \, dx = 0.
\]

This step can be established as in [31] since by assumption (A3), the coefficient function \( b_\varepsilon \) possesses all the properties of [31]. This step heavily relies on the convergence rate imposed on \( (\varphi_{\varepsilon})_{\varepsilon > 0} \).

In the remainder of this proof, we establish the convergence properties for the eigenvalues and eigenfunctions using the Courant–Fisher characterization. In the following, we write \( w_\varepsilon \) and \( \lambda_\varepsilon \) instead of \( w_{1,\varepsilon} \) and \( \lambda_{1,\varepsilon} \), respectively, for convenience.

Step 3: We find a subsequence of \( (w_{\varepsilon})_{\varepsilon > 0} \) and an \( L^2(\Omega) \)-normalized function \( u \in V^\varphi \) such that

\[
w_\varepsilon \rightharpoonup u \ \text{ in } H^1(\Omega) \ \text{ and } \ w_\varepsilon \rightarrow u \ \text{ in } L^2(\Omega).
\]
For any eigenfunction solving (3.1) to the smallest eigenvalue $\lambda^\varepsilon$ we recall the Courant–Fischer characterization (3.3) which simplifies to

$$
\lambda^\varepsilon = \min \left\{ \int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_\varepsilon(\varphi_\varepsilon) |v|^2 \, dx \mid v \in H^1_0(\Omega), \ v \neq 0 \right\}
$$

$$
= \min \left\{ \int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_\varepsilon(\varphi_\varepsilon) |v|^2 \, dx \mid v \in H^1_0(\Omega), \ |v|_{L^2(\Omega)} = 1 \right\},
$$

as we have fixed the coefficient functions $a_\varepsilon$ and $c_\varepsilon$ in assumption (A2). We define

$$
F_\varepsilon : Q \to \mathbb{R}_+^+, \ v \mapsto \int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_\varepsilon(\varphi_\varepsilon) |v|^2 \, dx,
$$

with $Q := \{ v \in H^1_0(\Omega) \mid |v|_{L^2(\Omega)} = 1 \}$. In this way, $w_\varepsilon \in Q$ fulfills

$$
F_\varepsilon(w_\varepsilon) = \min_{v \in Q} F_\varepsilon(v). \tag{4.12}
$$

To describe the limit situation, we similarly define

$$
F_0 : Q \to [0, +\infty], \ v \mapsto \int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_0(\varphi) |v|^2 \, dx.
$$

By assumption (A4), $V^\varphi$ is non trivial and hence, there exists a function $\overline{v} \in Q$ satisfying property (4.10). Then, (4.12) obviously entails that

$$
F_\varepsilon(w_\varepsilon) \leq F_\varepsilon(\overline{v}),
$$

and from Step 2, we already know that there is a constant $C > 0$ such that for all $\varepsilon > 0$,

$$
\int_\Omega b_\varepsilon(\varphi_\varepsilon) |\overline{v}|^2 \, dx \leq C.
$$

We thus infer that

$$
\|\nabla w_\varepsilon\|_{L^2(\Omega)}^2 \leq F_\varepsilon(w_\varepsilon) \leq F_\varepsilon(\overline{v}) \leq C,
$$

and combining these two bounds, the Banach–Alaoglu theorem implies the desired convergences (4.11) up to subsequence extraction.

*Step 4:* The function $u \in Q$ is a minimizer of $F_0$ and we have

$$
\lim_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon) = F_0(u), \tag{4.13}
$$

along a non-relabelled subsequence.

If we can show that $F_\varepsilon$ $\Gamma$-converges to $F_0$ on $Q$ with respect to the weak topology on $H^1(\Omega)$, we can apply classical results from $\Gamma$-convergence theory which give exactly the claimed properties, cf. [25]. To prove $\Gamma$-convergence we have to verify the corresponding lim sup and lim inf inequalities.
To verify the lim sup inequality, for any \( v \in Q \) we need to find a so called recovery sequence \((v_\varepsilon)_{\varepsilon>0} \subset Q\) that converges to \( v \in Q \) weakly in \( H^1(\Omega) \) and satisfies

\[
\limsup_{\varepsilon \searrow 0} F_\varepsilon(v_\varepsilon) \leq F_0(v). \tag{4.14}
\]

Here, we can simply choose the constant sequence \( v_\varepsilon := v \in Q \). Without loss of generality, we can assume that \( F_0(v) < +\infty \), as otherwise (4.14) is trivially fulfilled. This assumption implies that

\[
\int_\Omega b_0(\varphi) |v|^2 \, dx < \infty,
\]

due to the compact embedding \( H^1(\Omega) \hookrightarrow L^2(\Omega) \) and since \( b_0(-1) = +\infty \) and \( \varphi \in BV(\Omega, \{\pm 1\}) \), we conclude that \( v \in V^\varphi \). Hence, we infer from Step 2 that

\[
\int_\Omega b_0(\varphi) |v|^2 \, dx = \lim_{\varepsilon \searrow 0} \int_\Omega b_\varepsilon(\varphi_\varepsilon) |v|^2 \, dx = 0. \tag{4.15}
\]

By construction of \( F_\varepsilon \) and \( F_0 \), this already implies (4.14).

For the lim inf inequality we need to show that for any sequence \((v_\varepsilon)_{\varepsilon>0} \subset Q\) converging to a \( v \in Q \) weakly in \( H^1(\Omega) \) topology, it holds

\[
F_0(v) \leq \liminf_{\varepsilon \searrow 0} F_\varepsilon(v_\varepsilon). \tag{4.16}
\]

By the compact embedding \( H^1(\Omega) \hookrightarrow L^2(\Omega) \) we know that \( v_\varepsilon \to v \) almost everywhere in \( \Omega \) up to subsequence extraction. Furthermore, we have already seen in Step 1 that for almost every \( x \in \Omega \),

\[
\lim_{\varepsilon \searrow 0} b_\varepsilon(\varphi_\varepsilon(x)) = b_0(\varphi(x)).
\]

Therefore, we deduce

\[
\int_\Omega b_0(\varphi_0(x)) |v(x)|^2 \, dx = \int_\Omega \lim_{\varepsilon \searrow 0} b_\varepsilon(\varphi_\varepsilon(x)) \lim_{\varepsilon \searrow 0} |v_\varepsilon(x)|^2 \, dx
\]

\[
= \int_\Omega \liminf_{\varepsilon \searrow 0} \left[ b_\varepsilon(\varphi_\varepsilon(x)) |v_\varepsilon(x)|^2 \right] \, dx
\]

\[
\leq \liminf_{\varepsilon \searrow 0} \int_\Omega b_\varepsilon(\varphi_\varepsilon(x)) |v_\varepsilon(x)|^2 \, dx,
\]

by means of Fatou’s lemma. Noting that the \( H^1_0(\Omega) \) norm \( \| \nabla \cdot \|_{L^2(\Omega)} \) is weakly lower semicontinuous this yields the lim inf inequality (4.16).

In summary, this means that

\[
F_\varepsilon \rightharpoonup \Gamma F_0,
\]

with respect to the weak \( H^1(\Omega) \)-topology. Eventually, we can use standard \( \Gamma \)-convergence results (see, e.g., [25]) to deduce the claim of Step 4.
We now want to complete the proof by applying the results established in the previous steps. Proceeding as in Step 4, and using the convergence properties in (4.11), we deduce

\[
\int_{\Omega} b_0(\varphi) |u|^2 \, dx \leq \liminf_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |w_\varepsilon|^2 \, dx, \\
\int_{\Omega} |\nabla u|^2 \, dx \leq \liminf_{\varepsilon \searrow 0} \int_{\Omega} |\nabla w_\varepsilon|^2 \, dx.
\]

As both sequences are bounded from below by zero, we can use (4.13) along with Lemma 4 of [31] to infer

\[
\int_{\Omega} b_0(\varphi) |u|^2 \, dx = \lim_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |w_\varepsilon|^2 \, dx, \\
\int_{\Omega} |\nabla u|^2 \, dx = \lim_{\varepsilon \searrow 0} \int_{\Omega} |\nabla w_\varepsilon|^2 \, dx.
\]

From the second convergence and the weak convergence (4.11) from Step 3, we conclude that

\[
\lim_{\varepsilon \searrow 0} \|w_\varepsilon - u\|_{H^1(\Omega)} = 0.
\]

Furthermore, we have seen in the previous step that \(u \in Q\) minimizes \(F_0\). Hence,

\[
\int_{\Omega} b_0(\varphi) |u|^2 \, dx < +\infty,
\]

and arguing as in (4.15), we find that

\[
\int_{\Omega} b_0(\varphi) |u|^2 \, dx = 0. \tag{4.17}
\]

To complete the proof, we still have to prove the following assertion:

**Step 5:** The function \(u \in V^\varphi\) solves

\[
\int_{\Omega} \nabla u : \nabla \eta \, dx = \lambda_1^{0,\varphi} \int_{\Omega} w_\eta \, dx \quad \text{for all } \eta \in V^\varphi, \tag{4.18}
\]

and \(\lambda_1^{0,\varphi} = \lim_{\varepsilon \searrow 0} \lambda_\varepsilon^{0,\varphi}\).

If we can show that \(u \in V^\varphi \cap Q\) is even a minimizer of

\[
v \mapsto \frac{\int_{\Omega} |\nabla v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} \quad \text{subject to } v \in V^\varphi, v \neq 0, \tag{4.19}
\]

we directly infer from the first order condition associated with this minimization problem and the Courant–Fischer characterization (4.7) that \(u\) solves (4.6) to the eigenvalue \(\lambda_1^{0,\varphi}\).

As \(u \in V^\varphi\) is a minimizer of \(F_0\) over \(Q\) we use (4.17) to deduce

\[
\min \left\{ \frac{\int_{\Omega} |\nabla v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} \bigg| v \in V^\varphi, v \neq 0 \right\} \leq \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega} |u|^2 \, dx} = F_0(u)
\]
\[ = \min \left\{ \frac{\int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} b_0(\varphi) |v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} \middle| v \in H_0^1(\Omega), \quad v \neq 0 \right\} \]

\[ \leq \min \left\{ \frac{\int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} b_0(\varphi) |v|^2 \, dx}{\int_{\Omega} |v|^2 \, dx} \middle| v \in V^\varphi, \quad v \neq 0 \right\}. \]

Here, the last inequality holds because \( V^\varphi \subset H_0^1(\Omega) \). However, we already know from Step 2 that \( \int_{\Omega} b_0(\varphi) |v|^2 \, dx = 0 \) for all \( v \in V^\varphi \). Hence, we conclude from the above estimate that \( u \in V^\varphi \) minimizes (4.19), and in particular, \( F_0(u) = \lambda_{1,\varphi}^0 \). Now, the second claim of Step 5 follows from (4.13) since \( F_\varepsilon(w_\varepsilon) = \lambda^\varepsilon \) holds by construction.

The proof of Lemma 4.4 is now complete. \( \Box \)

This lemma now serves as initial step to show the analogous properties also for all higher eigenvalues and eigenfunctions via induction.

**Theorem 4.6.** In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A6) are fulfilled. Let \( k \in \mathbb{N} \), and suppose that \( (\varphi_\varepsilon)_{\varepsilon > 0} \subset L^1(\Omega) \) and \( \varphi \in BV(\Omega, \{\pm 1\}) \cap \mathcal{U} \) fulfill the same assumptions as in Lemma 4.4.

Then, there exists an eigenfunction \( u_k \in V^\varphi \) of the limit problem (4.6) to the eigenvalue \( \lambda_{k,\varphi}^0 \) such that the convergences

\[ \lim_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |w_{k,\varepsilon}^\varphi|^2 \, dx = \int_{\Omega} b_0(\varphi) |u_k|^2 \, dx = 0, \]

\[ \lim_{\varepsilon \searrow 0} \|w_{k,\varepsilon}^\varphi - u_k\|_{H^1(\Omega)} = 0, \quad \lim_{\varepsilon \searrow 0} \lambda_{k,\varepsilon}^\varphi = \lambda_{k,\varphi}^0 \]

hold up to subsequence extraction.

**Proof.** We prove the assertion via induction. The initial step was carried out in Lemma 4.4.

Let us now assume that the assertion is already established for the first \( k - 1 \) eigenfunctions \( w_1^\varphi := w_1^\varphi, \ldots, w_{k-1}^\varphi := w_{k-1}^\varphi \) of (3.1).

To prove the result for \( w_k^\varphi := w_k^\varphi \), let \( W_\varepsilon := \langle w_1^\varphi, \ldots, w_{k-1}^\varphi \rangle_{\text{span}} \subset L^2(\Omega) \) denote the space spanned by the first \( k - 1 \) eigenfunctions and \( W_\varepsilon^\perp \) its orthogonal complement with respect to the canonical scalar product on \( L^2(\Omega) \) that is denoted by \( \langle \cdot, \cdot \rangle \). We further define the space

\[ Q_\varepsilon := \left\{ v \in H_0^1(\Omega) \middle| \|v\|_{L^2(\Omega)} = 1 \text{ and } v \in W_\varepsilon^\perp \right\}, \]

as well as the operator

\[ F_\varepsilon : Q_\varepsilon \rightarrow [0, +\infty], \quad v \mapsto \int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |v|^2 \, dx. \]

Then, from the Courant-Fischer characterization (3.3) we infer that

\[ \lambda_k^\varphi := \lambda_k^\varphi = \min_{v \in Q_\varepsilon} F_\varepsilon(v). \]

In the limit situation, we define the space \( W_0 := \langle u_1, \ldots, u_{k-1} \rangle_{\text{span}} \) where the functions \( u_i \in V^\varphi \), \( i = 1, \ldots, k - 1 \) are determined by the induction hypothesis as the limits

\[ w_i^\varepsilon \rightarrow u_i \text{ in } H^1(\Omega) \text{ as } \varepsilon \rightarrow 0, \]
up to subsequence extractions, as discussed in Lemma 4.4. In particular, for \(i, j = 1, \ldots, k - 1\) with \(i \neq j\), we have \((u_i, u_j) = 0\) since \((w_i^\varepsilon, w_j^\varepsilon) = 0\). Moreover, we know that \(|w_i^\varepsilon|_{L^2(\Omega)} = 1\) and hence, we also have \(|u_i|_{L^2(\Omega)} = 1\) for \(i = 1, \ldots, k - 1\). This means that \(\{u_1, \ldots, u_{k-1}\} \subset L^2(\Omega)\) is an orthonormal basis of the \((k - 1)\)-dimensional space \(W_0 \subset V^\varepsilon\). We further set

\[
Q_0 := \left\{ v \in H^1_0(\Omega) \left| v \in W_0^\perp \right. \right\},
\]

and we define the operator

\[
F_0 : Q_0 \to [0, +\infty], \quad v \mapsto \int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_0(\varphi) |v|^2 \, dx.
\]

Now we introduce the orthogonal projections

\[
P_\varepsilon : L^2(\Omega) \to W_\varepsilon, \quad v \mapsto \sum_{i=1}^{k-1} (v, w_i^\varepsilon) w_i^\varepsilon,
\]

\[
P_0 : L^2(\Omega) \to W_0, \quad v \mapsto \sum_{i=1}^{k-1} (v, u_i) u_i.
\]

In the following, these projections will be a useful tool to construct recovery sequences.

Per construction, \(w_k^\varepsilon \in H^1_0(\Omega)\) is a minimizer of \(F_\varepsilon\). Now, we need to show that there exists a constant \(C > 0\) that does not depend on \(\varepsilon > 0\) such that

\[
F_\varepsilon(w_k^\varepsilon) \leq C,
\]

as this allows us to bound \((w_k^\varepsilon)_{\varepsilon > 0}\) in the \(H^1(\Omega)\) norm.

As in Step 3 of the proof of Lemma 4.4, we want to choose suitable elements \(v^\varepsilon\) in the feasible sets \(Q_\varepsilon\) for which we can bound the sequence \((F_\varepsilon(v^\varepsilon))_{\varepsilon > 0}\). Here, the situation is more complicated compared to Lemma 4.4 as the feasible set \(Q_\varepsilon\) depends on \(\varepsilon\).

Due to assumption \(\text{(A4)}\), we find \(v^0 \in V^\varepsilon\) such that

\[
v^0 \in W_0^\perp \setminus \{0\}.
\]

Otherwise, \(V^\varepsilon\) would be a subset of the \((k - 1)\)-dimensional space \(W_0\), which is a contradiction to the fact that \(V^\varepsilon\) is infinite dimensional. Let us define the sequence

\[
v^\varepsilon := v^0 - \sum_{i=1}^{k-1} (v^0, w_i^\varepsilon) w_i^\varepsilon = v^0 - P_\varepsilon(v^0) \in H^1_0(\Omega) \cap W_\varepsilon^\perp.
\]

Now, by the induction hypothesis, for every \(i = 1, \ldots, k - 1\), we know that

\[
w_i^\varepsilon \to u_i \quad \text{in} \quad H^1(\Omega),
\]

along a suitable non-relabeled subsequence. Hence, from the construction of \(v^\varepsilon\), we infer

\[
v^\varepsilon \to v^0 \quad \text{in} \quad H^1(\Omega).
\]
In particular, for $\varepsilon > 0$ sufficiently small, we thus have $v^\varepsilon \neq 0$. Altogether this allows us to define the sequence

$$v^\varepsilon = \frac{v^\varepsilon}{\|v^\varepsilon\|_{L^2(\Omega)}} \in Q_\varepsilon,$$

which fulfills the convergence

$$v^\varepsilon \to v^0 := \frac{v^0}{\|v^0\|_{L^2(\Omega)}} \in Q_0 \text{ in } H^1(\Omega).$$

If we can now verify that

$$F_\varepsilon(v^\varepsilon) \leq C, \quad (4.23)$$

uniformly in $\varepsilon$, (4.20) directly follows as our minimizer $w^\varepsilon_k \in Q_\varepsilon$ obviously fulfills

$$F_\varepsilon(w^\varepsilon_k) \leq F_\varepsilon(v^\varepsilon).$$

Therefore, we recall that

$$F_\varepsilon(v^\varepsilon) = \int_\Omega |\nabla v^\varepsilon|^2 \, dx + \int_\Omega b_\varepsilon(\varphi_\varepsilon)|v^\varepsilon|^2 \, dx.$$

For the first summand on the right-hand side, we obtain

$$\int_\Omega |\nabla v^\varepsilon|^2 \, dx = \frac{1}{\|v^\varepsilon\|_{L^2(\Omega)}} \left( \int_\Omega |\nabla v|^2 \, dx \right).$$

Hence, this term is bounded because of (4.22) which further entails the convergence $\|v^\varepsilon\|_{L^2(\Omega)} \to \|v^0\|_{L^2(\Omega)} > 0$. For the second summand, we use Young’s inequality to obtain

$$\int_\Omega b_\varepsilon(\varphi_\varepsilon)|v^0|^2 \, dx \leq \frac{2}{\|v^\varepsilon\|_{L^2(\Omega)}} \left( \int_\Omega b_\varepsilon(\varphi_\varepsilon)|v^\varepsilon|^2 \, dx + \int_\Omega b_\varepsilon(\varphi_\varepsilon)|P_\varepsilon(v^0)|^2 \, dx \right).$$

As, per construction, $v^0 \in V^\varphi$ fulfills property (4.10) we can apply Step 2 of the proof of Lemma 4.4 which yields

$$\lim_{\varepsilon \searrow 0} \int_\Omega b_\varepsilon(\varphi_\varepsilon)|v^0|^2 \, dx = 0.$$

Furthermore, Lemma 4.4 implies that for $i = 1, \ldots, k - 1,$

$$\lim_{\varepsilon \searrow 0} \int_\Omega b_\varepsilon(\varphi_\varepsilon)|w_i^\varepsilon|^2 \, dx = 0.$$

Now, as

$$P_\varepsilon(v^0) = \sum_{i=1}^{k-1} (v^0, w_i^\varepsilon) w_i^\varepsilon,$$
we obtain
\[ \lim_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |P_\varepsilon(v^0)|^2 \, dx = 0, \]
by applying Young’s inequality again. Altogether, we deduce
\[ \lim_{\varepsilon \searrow 0} \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |\varpi_\varepsilon|^2 \, dx = 0. \]
This proves the estimate (4.23) which directly entails the uniform bound (4.20). In particular, we have
\[ \int_{\Omega} |\nabla w_\varepsilon^k|^2 \, dx \leq F_\varepsilon(w_\varepsilon^k) \leq C. \]
Applying the Banach–Alaoglu theorem and the compact embedding $H^1(\Omega) \hookrightarrow L^2(\Omega)$ we infer the existence of
\[ u_k \in H^1_0(\Omega) \text{ such that } w_\varepsilon^k \rightharpoonup u_k \quad \text{in } H^1(\Omega), \]
\[ w_\varepsilon^k \rightarrow u_k \quad \text{in } L^2(\Omega), \quad w_\varepsilon^k \rightarrow u_k \quad \text{a.e. on } \Omega \quad (4.24) \]
as $\varepsilon \to 0$ up to subsequence extraction.

Our next task is to show that $u_k$ belongs to $Q_0$ and fulfills
\[ F_0(u_k) = \min_{v \in Q_0} F_0(v). \quad (4.25) \]
First of all, we can use the convergence (4.21) of the first $k-1$ eigenfunctions along with (4.24) to obtain the convergence
\[ \lim_{\varepsilon \searrow 0} (w_\varepsilon^k, w_\varepsilon^i) = (u_k, u_i), \]
for $i = 1, \ldots, k-1$. However, by the orthogonality of the eigenfunctions for $\varepsilon > 0$, we know $0 = (w_\varepsilon^k, w_\varepsilon^i)$, and thus $(u_k, u_i) = 0, i = 1, \ldots, k-1$. This already proves that $u_k \in W^+_0$. Notice that $\|u_k\|_{L^2(\Omega)} = 1$, as the $w_\varepsilon^k$ are assumed to be $L^2(\Omega)$-normalized. All in all, we get $u_k \in Q_0$.

To verify (4.25) we cannot directly apply the theory of $\Gamma$-convergence as in Lemma 4.4 but we can establish similar estimates that will help us to obtain the desired properties. For the sake of a clearer presentation we divide this part of the proof into several steps.

**Step 1:** The following limit inequality holds:
\[ F_0(u_k) \leq \liminf_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k). \quad (4.26) \]
To prove the assertion, we recall that
\[ F_0(u_k) = \int_{\Omega} |\nabla u_k|^2 \, dx + \int_{\Omega} b_0(\varphi_0) |u_k|^2 \, dx. \]
For the gradient term, we obtain the inequality
\[ \int_{\Omega} |\nabla u_k|^2 \, dx \leq \liminf_{\varepsilon \searrow 0} \int_{\Omega} |\nabla w_\varepsilon^k|^2 \, dx, \]
by using the weak lower semicontinuity of this expression. Now, due to the convergence properties (4.24), we are exactly in the same situation as in Step 4 of the proof of Lemma 4.4. Hence, Fatou’s lemma yields
\[ \int_\Omega b_0(\varphi_k) |u_k|^2 \, dx \leq \liminf_{\epsilon \searrow 0} \int_\Omega b_\epsilon(\varphi_\epsilon) |w_\epsilon^k|^2 \, dx. \]

In summary, we infer (4.26).

Step 2: For any \( v \in Q_0 \) there exists a sequence \( (v^\epsilon)_{\epsilon > 0} \subset Q_\epsilon \) which satisfies
\[ \limsup_{\epsilon \searrow 0} F_\epsilon(v^\epsilon) \leq F_0(v). \quad (4.27) \]

Here, finding such a recovery sequence is more complicated than in Step 4 of Lemma 4.4, as we cannot just take the constant sequence \( v \). Without loss of generality, we assume that \( F_0(v) < +\infty \) as otherwise (4.27) is trivially fulfilled. This guarantees that
\[ \int_\Omega b_0(\varphi_0) |v|^2 \, dx < +\infty. \]

Hence, \( v \) fulfills property (4.10) (i.e., \( v \in V^\varphi \)) which will be needed later. Analogously to the beginning of this proof, we now define the sequence

\[ v^\epsilon := v - \sum_{i=1}^{k-1} (v, w^\epsilon_i) w^\epsilon_i = v - P_\epsilon(v) \in W^\perp_\epsilon. \]

Exactly as in (4.22), we obtain the convergence
\[ v^\epsilon \rightharpoonup v - \sum_{i=1}^{k-1} (v, u_i) u_i = v - P_0(v) \in W^\perp_0 \quad \text{in } H^1(\Omega). \]

However, since \( v \in Q_0 \), we also have \( v \in W^\perp_0 \) meaning that \( P_0(v) = 0 \). We thus get \( v^\epsilon \rightharpoonup v \) in \( H^1(\Omega) \). Furthermore, \( v \in Q_0 \) ensures that \( \|v\|_{L^2(\Omega)} = 1 > 0 \) and hence, we infer that for \( \epsilon > 0 \) sufficiently small, it holds that \( \|v^\epsilon\|_{L^2(\Omega)} > 0 \). We can thus consider the normalized sequence

\[ \bar{v}^\epsilon := \frac{v^\epsilon}{\|v^\epsilon\|_{L^2(\Omega)}} \in Q_\epsilon, \quad \text{which fulfills } \bar{v}^\epsilon \rightharpoonup v \quad \text{in } H^1(\Omega). \quad (4.28) \]

We now prove (4.27) by again considering the gradient term and the term involving \( b_\epsilon \) appearing in \( F_\epsilon \) separately. Using (4.28), we infer that
\[ \lim_{\epsilon \searrow 0} \int_\Omega |\nabla \bar{v}^\epsilon|^2 \, dx = \int_\Omega |\nabla v|^2 \, dx. \]

For the second term, considering the representation
\[ \bar{v}^\epsilon = \frac{1}{\|v^\epsilon\|} \left[ v - \sum_{i=1}^{k-1} (v, w^\epsilon_i) w^\epsilon_i \right], \]
we see that this sequence has exactly the same properties as the same-named sequence in the beginning of this proof. Hence, proceeding as above, we use the convergence properties known for \( w_\varepsilon \), the convergence \( \|v\|_{L^2(\Omega)} \to \|v\|_{L^2(\Omega)} > 0 \) and the crucial fact that \( v \in V^\varepsilon \) to deduce

\[
\lim_{\varepsilon \searrow 0} \int_\Omega b_\varepsilon(\varphi) |v\varphi| \, dx = 0 = \int_\Omega b_0(\varphi) |v|^2 \, dx.
\]

Hence, in particular, this verifies (4.27).

Now, combining these two steps, we obtain for any arbitrary \( v \in Q_0 \),

\[
F_0(u_k) \leq \liminf_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k) \leq \limsup_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k) \leq \limsup_{\varepsilon \searrow 0} F_\varepsilon(\varphi) \leq F_0(v),
\]

since \( w_\varepsilon^k \) is a minimizer of \( F_\varepsilon \) over \( Q_\varepsilon \). As \( v \in Q_0 \) was arbitrary, this finally shows that

\[
F_0(u_k) = \min_{v \in Q_0} F_0(v).
\]

Furthermore, plugging \( v = u_k \) into the above chain of estimates we get

\[
F_0(u_k) = \liminf_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k) = \limsup_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k),
\]

which directly yields

\[
\lim_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k) = F_0(u_k).
\]

As in the proof of Lemma 4.4, this allows us to deduce

\[
\lim_{\varepsilon \searrow 0} \|w_\varepsilon^k - u_k\|_{H^1(\Omega)} = 0, \quad \text{and} \quad u_k \in V^\varepsilon.
\]

Therefore, it only remains to prove the following statement.

**Step 3:** The function \( u_k \in V^\varepsilon \) solves

\[
\int_\Omega \nabla u_k \cdot \nabla \eta \, dx = \lambda_{0,\varepsilon}^k \int_\Omega u_k \eta \, dx \quad \text{for all} \ \eta \in V^\varepsilon,
\]

and it holds that \( \lambda_{0,\varepsilon}^k \geq \lambda_{\varepsilon}^k \).

With an analogous reasoning as in Step 5 of the proof of Lemma 4.4, we see that

\[
\tilde{\lambda} := \min \left\{ \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \mid v \in V^\varepsilon \cap W_0^1, v \neq 0 \right\} = \frac{\int_\Omega |\nabla u_k|^2 \, dx}{\int_\Omega |u_k|^2 \, dx} = F_0(u_k).
\]

As \( W_0 = \langle u_1, \ldots, u_{k-1} \rangle \) span is a \((k-1)\)-dimensional subspace of \( V^\varepsilon \), the Courant–Fischer characterization (4.7) entails that \( \lambda_{0,\varepsilon}^k \geq \tilde{\lambda} \).

Furthermore, for \( \varepsilon > 0 \), we have \( \lambda_{\varepsilon}^k \geq \lambda_{\varepsilon-1}^k \), and by (4.29) and the induction hypothesis we infer

\[
\lim_{\varepsilon \searrow 0} \lambda_{\varepsilon}^k = \lim_{\varepsilon \searrow 0} F_\varepsilon(w_\varepsilon^k) = F_0(u_k) = \tilde{\lambda}, \quad \text{and} \quad \lim_{\varepsilon \searrow 0} \lambda_{\varepsilon-1}^k = \lambda_{k-1}^{0,\varepsilon}.
\]
This proves that $\tilde{\lambda} \geq \lambda_k^{0,\varphi}$.

Now, to show that $\tilde{\lambda} = \lambda_k^{0,\varphi}$, we need to consider two cases.

Case 1: It holds that $\lambda_k^{0,\varphi} = \lambda_{k-1}^{0,\varphi}$. Then, from the above considerations we already infer that $\lambda_k^{0,\varphi} = \tilde{\lambda} = \lambda_k^{0,\varphi}$.

Case 2: It holds that $\lambda_k^{0,\varphi} > \lambda_{k-1}^{0,\varphi}$. Then, the span of the eigenfunctions $\{u_1^{0,\varphi}, \ldots, u_{k-1}^{0,\varphi}\} \subset V^{\varphi}$ (given as in Thm. 4.2) contains the union of all eigenspaces belonging to the eigenvalues $\lambda_1^{0,\varphi}, \ldots, \lambda_{k-1}^{0,\varphi}$. On the other hand, we know from the induction hypothesis that $\{u_1, \ldots, u_{k-1}\}$ is a linearly independent family of eigenfunctions belonging to the aforementioned eigenvalues. Hence, we conclude that

$$W_0 = \langle u_1, \ldots, u_{k-1} \rangle_{\text{span}} = \langle u_1^{0,\varphi}, \ldots, u_{k-1}^{0,\varphi} \rangle_{\text{span}}.$$  \hfill (4.32)

This means that $W_0$ is exactly the $(k-1)$-dimensional vector space on which the maximum in the Courant–Fischer characterization (4.7) is attained. Thus, by (4.31), we infer $\tilde{\lambda} = \lambda_k^{0,\varphi}$.

Now, computing the first-order optimality condition (Euler–Lagrange equation) of the minimization problem associated with (4.31), we conclude that $u_k \in V^{\varphi}$ and $\lambda_k^{0,\varphi}$ fulfill the weak formulation (4.6) of the limit problem for all test functions in $V^{\varphi} \cap W_0^{1}$. However, we know from (4.32) that $W_0$ is spanned by eigenfunctions to the limit problem (4.6). This means that $u_k$ and $\lambda_k^{0,\varphi}$ trivially satisfy the weak formulation (4.6) for all test functions in $W_0$. In summary, this proves that $u_k$ is an eigenfunction of the limit problem (4.6) to the eigenvalue $\lambda_k^{0,\varphi}$.

This completes the proof by induction. \hfill \Box

4.2. Sharp interface limit of the optimal control problem

We now show that a sequence of minimizers of the cost functionals for $\varepsilon > 0$ converges, as $\varepsilon \to 0$, to a minimizer of the cost functional associated with the sharp interface setting which will be defined in the following.

First of all, we demand again that the coefficient functions satisfy the assumptions (A2) and (A3). For $\varepsilon > 0$, we extend the cost functional of the problem $\mathcal{P}_\varepsilon$ to the space $L^1(\Omega)$ by defining

$$J^s(\varphi) := \begin{cases} \Psi(\lambda_1^{0,\varphi}, \ldots, \lambda_{k-1}^{0,\varphi}) + \gamma E_{GL}(\varphi) & \text{if } \varphi \in \Phi_{\text{ad}}, \\ + \infty & \text{if } \varphi \in L^1(\Omega) \setminus \Phi_{\text{ad}}. \end{cases} \hfill (4.33)$$

Here, for any $k \in \mathbb{N}$, $\lambda_k^{0,\varphi}$ denotes the $k$-th eigenvalue of the Dirichlet problem (3.1) with $\varepsilon > 0$ and $\varphi \in \Phi_{\text{ad}} \subset L^\infty(\Omega)$. In the sharp interface situation, we consider

$$\tilde{\theta} = \left\{ \varphi \in L^1(\tilde{\Omega}) \left| \right. |\varphi| \leq 1, \beta_1 |\tilde{\Omega}| \leq \int_{\tilde{\Omega}} |\varphi| \, dx \leq \beta_2 |\tilde{\Omega}| \right\},$$

and define the cost functional as

$$J^0(\varphi) := \begin{cases} \Psi(\lambda_1^{0,\varphi}, \ldots, \lambda_i^{0,\varphi}) + \gamma c_0 P_{\tilde{\Omega}}(\tilde{\varphi}) & \text{if } \varphi \in \Phi_{\text{ad}}^0, \\ + \infty & \text{if } \varphi \in L^1(\Omega) \setminus \Phi_{\text{ad}}^0, \end{cases} \hfill (4.34)$$

where $\Phi_{\text{ad}}^0 := B(\Omega, \{\pm 1\}) \cap U \cap \tilde{\theta}$.

Here, for any $k \in \mathbb{N}$, $\lambda_k^{0,\varphi}$ denotes the $k$th eigenvalue of the limit problem (4.6) that was introduced in Theorem 4.2 for $\varphi \in B(\Omega, \{\pm 1\}) \cap U$

Let $P_{\tilde{\Omega}}(\tilde{\varphi})$ denote the relative perimeter in $\tilde{\Omega}$ of the set $\tilde{\varphi} := \{x \in \tilde{\Omega} | \varphi(x) = 1\}$, i.e.,

$$P_{\tilde{\Omega}}(\tilde{\varphi}) := \sup \left\{ \int_{\tilde{\Omega}} \text{div} \zeta \, dx \left| \zeta \in C_0^1(\tilde{\Omega}, \mathbb{R}^d), \|\zeta\|_{L^\infty(\tilde{\Omega})} \leq 1 \right\}.$$
We further set
\[ c_0 := \int_{-1}^{1} \sqrt{2\psi_0(x)} \, dx, \]
where \( \psi_0 \) is the potential appearing in the regularized Ginzburg–Landau energy
\[ E^\varepsilon(\varphi) = \int_{\Omega} \left( \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi_0(\varphi) \right) \, dx, \quad \varepsilon > 0. \]

Additionally to the assumptions in Section 2.5, we make the following assumption that is supposed to hold throughout the remainder of this section.

\( (A7) \) \( \Psi \) is bounded from below, i.e., we find a constant \( C_{\Psi} > 0 \) such that \( \Psi(x) \geq -C_{\Psi} \) for all \( x \in \mathbb{R}_{>0}^I \).

Without loss of generality, we assume \( C_{\Psi} = 0 \).

Now, the goal is to show \( \Gamma \)-convergence of the cost functionals as this yields that a subsequence of minimizers \( \varphi_\varepsilon \) of \( J^\varepsilon \) converges in \( L^1(\Omega) \) to a minimizer of \( J^0 \). In this sense, the diffuse interface optimization problem can be regarded as an approximation of the sharp interface optimization problem.

In our previous considerations, we needed to impose the rate condition
\[ \| \varphi_\varepsilon - \varphi_0 \|_{L^1(E_{\neq 0} \cap \{\varphi_\varepsilon < 0\})} = \mathcal{O}(\varepsilon), \quad (4.35) \]
in order to show the desired properties such as the convergence of the eigenvalues as \( \varepsilon \to 0 \). However, to obtain a true unconditional \( \Gamma \)-convergence result, we do not want to impose such an additional assumption on our sequence of minimizers. The \( \text{lim inf} \) inequality can be shown for general cost functionals, i.e., for \( \Psi \) fulfilling only the current assumptions. Furthermore, the proof does not rely on the continuity of eigenvalues when passing from diffuse to sharp interfaces. Therefore, no rate condition needs to be assumed.

For the \( \text{lim sup} \) inequality, the classical recovery sequence for the Ginzburg–Landau energy constructed in [16] fulfills the rate condition. However, it is a delicate aspect that this recovery sequence can only be constructed explicitly for sets fulfilling suitable regularity assumptions, but not for general finite perimeter sets. As also seen in [16, 45], one therefore needs to approximate finite perimeter sets on the sharp interface level in a suitable way such that the perimeter converges and, in our framework, also the eigenvalues. This convergence of eigenvalues on the sharp interface level was studied in [17, 21] and can be applied here also in a slightly modified way in order to take care of the constraint formulated in \( U \). As done there we also need to assume that the cost functional satisfies a componentwise monotonicity. Note that in [17] the \( \Gamma \)-convergence was studied without any additional volume constraint, which allows the usage of the recovery sequence of [46]. After the authors had shown the convergence of eigenvalues on the sharp interface level, their \( \text{lim sup} \) inequality on the diffuse interface level was a direct consequence of the monotonicity of the cost functional. Hence, no continuity property for the eigenvalues was required. In our situation with an additional volume constraint, even though we also need to assume the monotonicity of the cost functional, we can rely on the continuity of eigenvalues on the diffuse interface level in the sense of Theorem 4.6. This allows us to use the recovery sequence from [31] which is based on the construction of [16, 45].

To motivate the additional monotonicity assumption on \( \Psi \), we first establish the following lemma.

**Lemma 4.7.** Let \( X \subset \mathbb{R}^I \). We consider a continuous function
\[ f : X \to \mathbb{R}. \]

Then the following assertions are equivalent.
(a) For any sequence \((x_k)_{k \in \mathbb{N}} \subset X\) and \(x \in X\) fulfilling
\[
x \leq \liminf_{k \to \infty} x_k \in X \text{ componentwise},
\]
it holds
\[
f(x) \leq \liminf_{k \to \infty} f(x_k).
\]
(b) \(f\) is monotonically increasing in the sense that for \(x, y \in X\),
\[
x \leq y \text{ componentwise} \Rightarrow f(x) \leq f(y).
\]

\textbf{Proof.} The implication (a) \(\Rightarrow\) (b) follows by choosing the constant sequence \(x_k = y\) for all \(k \in \mathbb{N}\). In order to show (b) \(\Rightarrow\) (a) we recall the definition of the limes inferior, and we use the monotonicity and the continuity of \(f\) to obtain
\[
f(x) \leq f \left( \liminf_{k \to \infty} x_k \right) = \lim_{n \to \infty} f \left( \inf \{ x_k | k \geq n \} \right).
\]
Exploiting again the monotonicity of \(f\), we deduce that for all \(n \in \mathbb{N}\),
\[
f \left( \inf \{ x_k | k \geq n \} \right) \leq \inf \{ f(x_k) | k \geq n \}.
\]
This implies that
\[
f(x) \leq \lim_{n \to \infty} \inf \{ f(x_k) | k \geq n \} = \liminf_{k \to \infty} f(x_k),
\]
an thus, the claim is established.

In order to be able to apply Lemma 4.7, we make the following additional assumption on the function \(\Psi\), which is supposed to hold throughout the remainder of this section.

\textbf{(A8)} The function \(\Psi : (\mathbb{R}_{>0})^l \to \mathbb{R}_{\geq 0}\) is assumed to be monotonically increasing in the sense of Lemma 4.7 and exhibit the coercivity property
\[
(\Psi(x_k))_{k \in \mathbb{N}} \text{ is bounded} \Rightarrow (x_k)_{k \in \mathbb{N}} \text{ is bounded},
\]
for any sequence \((x_k)_{k \in \mathbb{N}} \subset (\mathbb{R}_{>0})^l\).

These properties are for example fulfilled if \(\Psi\) is given as a positive linear combination of the components, \(i.e.,\)
\[
\Psi(x) = \sum_{j=1}^{l} \alpha_j x_j,
\]
where \(\alpha_j > 0\) for \(j = 1, \ldots, l\). In the context of our cost functional this would mean that linear combinations of eigenvalues \(\lambda_j^\psi\) and \(\lambda_j^{0, \psi}\) respectively are involved in our optimization process. In particular, by choosing \(l = 1\) and \(\psi(x) = x\) for all \(x \in \mathbb{R}_{\geq 0}\), the minimization of just one single eigenvalue of course also fulfills the assumption on \(\Psi\).
Assumption (A8) might look a bit technical at first sight, but it is exactly what we need in order to establish the lim inf inequality. The monotonicity of \( \Psi \) combined with Lemma 4.7 allows us to infer the lim inf inequality for the cost functional from the lim inf inequality for the eigenvalues. On the other hand, the coercivity property (4.37) entails that the sequence of eigenvalues is bounded uniformly in \( \varepsilon \) if the cost functionals stay bounded.

Under Assumption (A8) it is now possible to establish an unconditional \( \Gamma \)-convergence result.

**Theorem 4.8.** In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A8) are fulfilled. Then, it holds that

\[
J^\varepsilon \Gamma \rightarrow J^0 \quad \text{as} \quad \varepsilon \rightarrow 0.
\]

By standard results in the theory of \( \Gamma \)-convergence (see e.g., [25]), this theorem directly yields the following corollary due to the compactness properties of the Ginzburg–Landau energy from Theorem 3.7 of [16].

**Corollary 4.9.** In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A8) are fulfilled. Let \((\varphi^\varepsilon)_{\varepsilon > 0}\) be a sequence of minimizers of the functionals \((J^\varepsilon)_{\varepsilon > 0}\). Then there exists a function \(\varphi_0 \in L^1(\Omega)\), such that

\[
\lim_{\varepsilon \searrow 0} \|\varphi^\varepsilon - \varphi_0\|_{L^1(\Omega)} = 0, \quad \lim_{\varepsilon \searrow 0} J^\varepsilon(\varphi^\varepsilon) = J^0(\varphi_0),
\]

and \(\varphi_0\) is a minimizer of \(J^0\). In particular, this means that \(\varphi_0 \in \Phi^0_\text{ad} \subseteq BV(\Omega, \{\pm 1\})\).

We now conclude this section by presenting the proof of the above theorem. In order to tackle the volume constraint

\[
\beta_1 |\tilde{\Omega}| \leq \int_\Omega \varphi \, dx \leq \beta_2 |\tilde{\Omega}|,
\]

we first show a \( \Gamma \)-convergence result similar to Theorem 3.1 of [17], where the volume constraint is omitted and then, in a further step, we suitably modify the recovery sequence such that it actually fulfills the volume constraint.

**Theorem 4.10.** In addition to the assumptions made in Section 2, we suppose that the assumptions (A1)–(A8) are fulfilled. Let

\[
I^\varepsilon(\varphi) := \begin{cases} 
\Psi(\lambda_1^{\varepsilon, \varphi}, \ldots, \lambda_l^{\varepsilon, \varphi}) + \gamma \varepsilon E^\varepsilon_{\text{GL}}(\varphi) & \text{if } \varphi \in \Lambda_\text{ad}, \\
+ \infty & \text{if } \varphi \in L^1(\Omega) \setminus \Lambda_\text{ad}
\end{cases}
\]  

(4.38)

and

\[
I^0(\varphi) := \begin{cases} 
\Psi(\lambda_1^{0, \varphi}, \ldots, \lambda_l^{0, \varphi}) + \gamma c_0 P_\tilde{\Omega}(\tilde{E}) & \text{if } \varphi \in \Lambda_\text{ad}^0, \\
+ \infty & \text{if } \varphi \in L^1(\Omega) \setminus \Lambda_\text{ad}^0
\end{cases}
\]  

(4.39)

with

\[
\Lambda_\text{ad} := \left\{ \varphi \in H^1(\tilde{\Omega}) \mid |\varphi| \leq 1 \right\} \cap \mathcal{U}, \\
\Lambda_\text{ad}^0 := BV(\Omega, \{\pm 1\}) \cap \mathcal{U}.
\]

Then, it holds that \(I^\varepsilon \Gamma \rightarrow I\) as \(\varepsilon \rightarrow 0\).
To proof the assertion we will follow the reasoning in [17]. Although, the arguments in [17] contains highly valuable ideas, we have the impression that at some points the authors do not distinguish carefully enough between the global perimeter $P_{\mathbb{R}^d}$ on $\mathbb{R}^d$ and the relative perimeter $P_{\Omega}$ on $\Omega$ which does not see the boundary $\partial\Omega$. This plays a crucial role when the $\Gamma$-convergence results of [16, 45, 46] are applied. In the following, we thus present a very detailed proof where we take care that all steps are applicable for the relative perimeter $P_{\Omega}$.

We further point out that in contrast to [17], our proof does not rely on the property that the recovery sequence $(\varphi_\varepsilon)_{\varepsilon>0}$ constructed in [46] fulfills the inclusion

$$\{\varphi = 1\} \subset \{\varphi_\varepsilon = 1\} \quad \text{for all } \varepsilon > 0,$$

where $\varphi_\varepsilon \to \varphi$ in $L^1(\Omega)$. In [17], this inclusion is crucial to obtain the lim sup inequality for the eigenvalues. As we do not require this condition, we can construct our recovery sequence in the spirit of [16, 31]. Our strategy is based on the continuity properties of eigenvalues shown in the previous section. In this way, we achieve that our $\Gamma$-convergence result holds for any general coefficient function $b_\varepsilon$ fulfilling Assumption (A3). In particular, this means that the coefficient function can be chosen in a more general way compared to the explicit affine linear construction in [17].

**Proof of Theorem 4.10.** As previously explained, we need to approximate any general finite perimeter set by a sequence of (sufficiently) smooth sets in order to construct a recovery sequence for the lim sup inequality. The construction of such an approximate sequence of smooth sets is presented now.

**Step 1:** For $E \subset \Omega$ with $P_{\Omega}(E) < \infty$ there exists a sequence of bounded smooth open sets $E_k \subset \mathbb{R}^d$ fulfilling

$$\begin{align*}
\mathcal{H}^{d-1}(\partial E_k \cap \partial \Omega) &= 0, \\
\lim_{k \to \infty} P_{\Omega}(E_k) &= P_{\Omega}(E), \\
\lim_{k \to \infty} \varphi_k &= \varphi \text{ in } L^1(\Omega), \\
\limsup_{k \to \infty} \lambda^{0,\varphi_k} &\leq \lambda^0, \varphi,
\end{align*}$$

(4.40)

where $\varphi_k := 2\chi_{E_k \cap S_1} - 1$ and $\varphi := 2\chi_{E \cap S_1} - 1$, and for $m \in \mathbb{N}$, $\lambda^{0,\varphi} = \lambda^0, \varphi_m$, stands for an arbitrary eigenvalue.

Here, for any set $A \subset \mathbb{R}^d$, we use the notation $A^{\Omega} := A \cap \Omega$.

To construct an approximate sequence of bounded smooth open sets, we follow the proof of Lemma 1 in [45] which can also be found in Lemma 13.9 of [52]. For the sake of readability, we merely explain the key steps of this construction and will stick to the notation of [52]. Note that we cannot assume that the finite perimeter set $E$ contains an open ball. For pure perimeter minimization this assumption would be justified by Theorem 1 of [35] if only the convergence of minimizers is to be shown. For that reason, we cannot easily adjust the volume of the approximating sets $E_k$ by including or excluding balls as it was done in [45, 52]. To overcome this, we will adjust the volume of the recovery sequence only at the diffuse interface level which will eventually be done in the proof of Theorem 4.8. An alternative way of tackling the volume constraint on the sharp interface level is performed in [56] which does not need the finite perimeter set $E$ to contain any open ball. There, the approximating sequence $E_k$ is modified by adding or subtracting suitable hypercubes, but due to the rather technical construction this would require a delicate discussion in order to analyze the lim sup inequality of eigenvalues in (4.40).

The key idea of constructing a sequence $(E_k)_{k \in \mathbb{N}}$ of bounded smooth open sets is to extend $\chi_E \in BV(\Omega) \cap L^\infty(\Omega)$ to a function $v \in BV(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ with $|Dv|(\partial\Omega) = 0$ (which is possible as $\Omega$ is assumed to be a bounded Lipschitz domain, see [7], Prop. 3.21). Note that the set $\{v \neq 0\}$ is still bounded. Here, $Dv$ denotes the Radon measure associated with $v \in BV(\mathbb{R}^d)$ and $|\cdot|$ denotes the total variation. It is crucial that $|Dv|(\partial\Omega) = 0$ as we want to approximate the relative perimeter which does not see the boundary of the design domain $\partial\Omega$ but only the parts of the boundary of $E$ lying within $\Omega$. 

Now, in order to construct a sequence of smooth approximating sets $E_k$ fulfilling (4.40), we choose a standard sequence of mollifiers $(\rho_n)_{n \in \mathbb{N}} \subset C_0^\infty(\mathbb{R}^d)$ and consider the superlevel sets
\[ \{ v_n > t \} , \quad \text{where } v_n := v * \rho_n, \]
for $t \in (0, 1)$. In contrast to [45, 52], where for each $n \in \mathbb{N}$, a specific $t_n \in \left( \frac{1}{n}, 1 - \frac{1}{n} \right)$ is selected in order to show the convergence of the corresponding super level sets with respect to perimeter and measure, we use the ideas of Proof of Theorem 3.1 in [17] to obtain these convergences even for almost all $t \in (0, 1)$.

Due to our extension, we have $|Dv| (\partial \tilde{\Omega}) = 0$. Proceeding as in [52], we thus get
\[ \lim_{n \to \infty} \int_{\Omega} |\nabla v_n| \, dx = P_\tilde{\Omega}(\tilde{E}). \]

In combination with the coarea formula for the relative perimeter (see [7], Thm. 3.40) and Fatou's lemma, we deduce as in [17] that
\[ P_\tilde{\Omega}(\tilde{E}) = \lim_{n \to \infty} \int_0^1 P_\tilde{\Omega}(\{ v_n > t \}) \, dt \geq \int_0^1 \liminf_{n \to \infty} P_\tilde{\Omega}(\{ v_n > t \}) \, dt. \]

On the other hand, as in [52], we infer that for almost every $t \in (0, 1),
\[ \left| \{ v_n > t \} \cap \tilde{\Omega} \right| \to 0 \]
as $n \to \infty$ and thus,
\[ P_\tilde{\Omega}(\tilde{E}) \leq \liminf_{n \to \infty} P_\tilde{\Omega}(\{ v_n > t \}), \]
due to the lower semicontinuity of the perimeter. Combining the previous inequalities, we conclude
\[ P_\tilde{\Omega}(\tilde{E}) = \liminf_{n \to \infty} P_\tilde{\Omega}(\{ v_n > t \}) \tag{4.41} \]
for almost every $t \in (0, 1)$. Now, according to [52], the properties
\[ \nabla v_n(x) \neq 0 \text{ for all } x \in \mathbb{R}^d \text{ with } v_n(x) = t \quad \text{and} \]
\[ \mathcal{H}^{d-1} \left( \left\{ x \in \partial \tilde{\Omega} \mid v_n(x) = t \right\} \right) = 0, \tag{4.42} \]
hold for all $n \in \mathbb{N}$ and almost all $t \in (0, T)$. In summary, this means that we can choose a Lebesgue null set $\mathcal{N} \subset (0, 1)$ such that for every $t \in (0, 1) \setminus \mathcal{N}$ the sets $E_{n,t} := \{ v_n > t \}$ are bounded, smooth and fulfill the transversality condition
\[ \mathcal{H}^{d-1}(\partial E_{n,t} \cap \partial \tilde{\Omega}) = 0. \]

After extracting a suitable (non-relabeled) subsequence (possibly depending on the choice of $t$), we further infer the convergence properties
\[ \begin{cases} \lim_{n \to \infty} P_\tilde{\Omega}(E_{n,t}) = P_\tilde{\Omega}(\tilde{E}), \\ \lim_{n \to \infty} \varphi_{n,t} = \varphi \quad \text{in } L^1(\Omega), \end{cases} \tag{4.44} \]
where \( \varphi_{n,t} := 2 \chi_{E_\Omega \cup S_1} - 1 \).

It thus remains to establish the lim sup inequality for the eigenvalues. As the eigenvalue equation is formulated on the whole of \( \Omega \) (not only \( \tilde{\Omega} \)), we now consider \( \tilde{E} := \tilde{\Omega} \cup S_1 \). Here we can exactly apply the strategy employed in Theorem 3.1 of [17] which can also be found in Theorem 3.5 of [21]. For the sake of readability, we explain the key steps.

As mentioned in the beginning of Section 4.1, there is a quasi-open set \( \omega \subset \Omega \) such that \( V_{\varphi} = H^1_0(E) = H^1_0(\omega) \).

Now, we choose \( u_\omega \in H^1_0(\omega) \) as the solution of the Laplace equation (4.4). It then holds \( H^1_0(\omega) = H^1_0(\{ u_\omega > 0 \}) = H^1_0(\{ u_\omega > 0 \}) \). Hence, in particular, we have \( \lambda_{0,\varphi} = \lambda_{0,\chi_{\{ u_\omega > 0 \}}} \).

Furthermore, we know \( u_\omega \in L^\infty(\Omega) \) and hence, without loss of generality, we may assume that \( u_\omega \leq 1 \) a.e. on \( \Omega \). Due to the inclusion \( \{ u_\omega > 0 \} \subset \omega \subset E \), we have \( u_\omega \leq \chi_{E} = v \) a.e. on \( \Omega \) and hence up to a Lebesgue null set,

\[
\{ u_\omega * \rho_n > t \} \cap \Omega \subset \{ v * \rho_n > t \} \cap \Omega \subset E_{n,t}^{\tilde{\Omega}} \subset E_{n,t}^{\tilde{\Omega}} \cup S_1,
\]

for all \( t \in (0,1) \) and \( n \in \mathbb{N} \). In particular, we have

\[
\{ u_\omega * \rho_n > t \} \cap \omega \subset E_{n,t}^{\tilde{\Omega}} \cup S_1,
\]

up to a Lebesgue null set, for all \( t \in (0,1) \) and \( n \in \mathbb{N} \). Hence, due to the monotonicity of eigenvalues with respect to set inclusion, it holds

\[
\lambda_{0,\varphi} \leq \lambda_{0,\chi_{\{ u_\omega * \rho_n > t \} \cap \omega}} \leq \lambda_{0,\chi_{\{ u_\omega > t \} \cap \omega}}.
\]

Now, using the density result ([26], Prop. 5.5), it was shown in [17, 21] that for all \( t \in (0,1) \setminus \mathbb{N} \),

\[
\{ u_\omega * \rho_n > t \} \cap \{ u_\omega > t \} \xrightarrow{n \to \infty} \{ u_\omega > t \},
\]

as \( k \to \infty \), in the sense of \( \gamma \)-convergence (see, e.g., [40]). As the \( \gamma \)-convergence is stable under intersection with quasi-open sets (see e.g. [20], Prop. 4.5.6), we conclude

\[
\{ u_\omega * \rho_n > t \} \cap \{ u_\omega > t \} \cap \omega \xrightarrow{\gamma} \{ u_\omega > t \} \cap \omega.
\]

Now due to the continuity of the eigenvalue with respect to \( \gamma \)-convergence (see e.g., [20], Cor. 6.1.8), we have

\[
\lim_{n \to \infty} \lambda_{0,\chi_{\{ u_\omega > t \} \cap \omega}} = \lambda_{0,\chi_{\{ u_\omega > 0 \} \cap \omega}},
\]

and thus,

\[
\limsup_{n \to \infty} \lambda_{0,\varphi} \leq \lambda_{0,\chi_{\{ u_\omega > 0 \} \cap \omega}}.
\]

By means of the density result mentioned above, one can further show that for any zero sequence \( (t_n)_{n \in \mathbb{N}} \), it holds

\[
\{ u_\omega > t_n \} \xrightarrow{\gamma} \{ u_\omega > 0 \},
\]

as \( n \to \infty \) and thus

\[
\lim_{n \to \infty} \lambda_{0,\chi_{\{ u_\omega > t_n \} \cap \omega}} = \lambda_{0,\chi_{\{ u_\omega > 0 \} \cap \omega}} = \lambda_{0,\chi_{\{ u_\omega > 0 \}}} = \lambda_{0,\varphi},
\]

where \( \varphi_{n,t} := 2 \chi_{E_\Omega \cup S_1} - 1 \).
where the second equality is valid due to the inclusion \( \{ u_\omega > 0 \} \subset \omega \).

Hence, by a diagonal sequence argument, we can now choose a zero sequence \((t_k)_{k \in \mathbb{N}} \subset (0,1) \setminus \mathcal{N}\) and a sequence of indices \((n_k)_{k \in \mathbb{N}} \subset \mathbb{N}\) such that \( E_k := E_{n_k,t_k} \) fulfills the desired properties (4.40).

**Step 2:** Let \( \varphi \in L^1(\Omega) \) be arbitrary. There exists a recovery sequence \((\varphi_\varepsilon)_{\varepsilon > 0} \subset L^1(\Omega)\) with

\[
\lim_{\varepsilon \downarrow 0} \| \varphi_\varepsilon - \varphi \|_{L^1(\Omega)} = 0,
\]

such that the lim sup inequality

\[
\limsup_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_\varepsilon) \leq I^0(\varphi),
\]

holds.

Without loss of generality, we assume \( I^0(\varphi) < \infty \). We thus have \( \varphi \in \Lambda^0_{ad} \subseteq BV(\Omega, \{\pm 1\}) \). Due to the previous step there exists a sequence of bounded smooth open sets \((E_k)_{k \in \mathbb{N}} \subset \mathbb{R}^d\) approximating \( \tilde{E}_\varphi \) satisfying all the properties in (4.40). Now, the idea is to construct for each \( k \) a recovery sequence \((\varphi_k, \varepsilon)_{\varepsilon > 0} \subset \Lambda_{ad}\) for \( \varphi_k := 2\chi_{E_k \cup S_1} - 1 \in \Lambda^0_{ad}\). Due to the properties of the set \( E_k \) we can proceed as in Theorem 2 of [31] (which relies on the ideas of [16, 45, 56]). Note that we operate on the open subset \( \tilde{\Omega} \subset \Omega \) where the pointwise constraints incorporated in \( \mathcal{U} \) do not play any role. In this way, for every \( k \in \mathbb{N} \), we obtain a recovery sequence

\[
(\varphi_{k, \varepsilon})_{\varepsilon > 0} \subset \left\{ \varphi \in H^1(\tilde{\Omega}) \mid |\varphi| \leq 1 \right\},
\]

which satisfies

\[
\lim_{\varepsilon \downarrow 0} \int_{\tilde{\Omega}} \frac{\gamma \varepsilon}{2} |\nabla \varphi_{k, \varepsilon}|^2 + \frac{\gamma}{\varepsilon}\psi(\varphi_{k, \varepsilon}) \, dx \leq \gamma c_0 P(\tilde{E}_\varphi^\varepsilon), \tag{4.45}
\]

and

\[
\| \varphi_{k, \varepsilon} - \varphi_k \|_{L^1(\Omega)} = \mathcal{O}(\varepsilon).
\]

For any \( \varepsilon > 0 \), the function \( \varphi_{k, \varepsilon} \) can be extended onto the whole design domain \( \Omega \) by choosing \( \varphi_{k, \varepsilon} := -1 \) on \( S_0 \) and \( \varphi_{k, \varepsilon} := 1 \) on \( S_1 \). In particular, \( \varphi_{\varepsilon} \in L^1(\Omega) \) for all \( \varepsilon > 0 \), and it holds that

\[
\| \varphi_{k, \varepsilon} - \varphi_k \|_{L^1(\Omega)} = \| \varphi_{k, \varepsilon} - \varphi_k \|_{L^1(\Omega)} = \mathcal{O}(\varepsilon).
\]

It is worth mentioning that the constant hiding in \( \mathcal{O}(\varepsilon) \) might strongly depend on \( k \). Now, Theorem 4.6 implies that for \( k \in \mathbb{N} \) and for each \( m = 1, \ldots, l \) we have

\[
\lambda^\varepsilon_{m, k} \rightarrow \lambda^0_{m, k} \quad \text{for} \quad \varepsilon \rightarrow 0, \tag{4.46}
\]

along a non-relabeled subsequence, where \( \lambda^\varepsilon_{m, k} \) and \( \lambda^0_{m, k} \) denote the \( m \)-th eigenvalues of the diffuse interface problem (3.1) and the limit problem (4.6), respectively. Recalling that \( \Psi \) is continuous, we use (4.45) and (4.46) to conclude that

\[
\limsup_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_{k, \varepsilon}) \leq I^0(\varphi_k).
\]
By Step 1, we also know from the properties (4.40) and Assumption (A8) that
\[
\limsup_{k \to \infty} I^0(\varphi_k) \leq I^0(\varphi).
\]
Therefore, by a diagonal sequence argument, we find a zero sequence \((\varepsilon_k)_{k \in \mathbb{N}}\) such that
\[
\limsup_{k \to \infty} I^{\varepsilon_k}(\varphi_{k,\varepsilon_k}) \leq I^0(\varphi).
\]
This proves Step 2.

Step 3: Let \(\varphi \in L^1(\Omega)\) be arbitrary. For any sequence \((\varphi_\varepsilon)_{\varepsilon > 0} \subset L^1(\Omega)\) with
\[
\lim_{\varepsilon \downarrow 0} \|\varphi_\varepsilon - \varphi\|_{L^1(\Omega)} = 0,
\]
it holds that
\[
I^0(\varphi) \leq \liminf_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_\varepsilon).
\]
This is also shown in the setting of [17] using the compactness of the \(\gamma\)-convergence (see e.g., [20], Prop. 4.3.7). In this paper, we provide an alternative proof which does not rely on \(\gamma\)-convergence but directly uses the Courant–Fischer characterization of eigenvalues.

Without loss of generality, we may assume
\[
\liminf_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_\varepsilon) < +\infty. \tag{4.47}
\]
Moreover, after extracting a suitable subsequence, we have
\[
\lim_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_\varepsilon) = \liminf_{\varepsilon \downarrow 0} I^\varepsilon(\varphi_\varepsilon) < +\infty. \tag{4.48}
\]
Applying Proposition 3.8 of [16], we conclude again that \(\varphi \in \Lambda^0_{ad}\) and that
\[
\gamma_{c_0} P_\Omega(\tilde{E}\varphi) \leq \liminf_{\varepsilon \downarrow 0} \int_\Omega \left( \frac{\gamma_{\varepsilon}}{2} |\nabla \varphi_\varepsilon|^2 + \frac{\gamma_{\varepsilon}}{\varepsilon} \psi(\varphi_\varepsilon) \right) \, dx. \tag{4.49}
\]
Therefore, for \(n = i_j \in \mathbb{N}\) with \(j = 1, \ldots, l\) recall the Courant–Fischer characterization of the diffuse interface problem (3.3) for \(\varepsilon > 0\), that is
\[
\lambda^\varepsilon_n = \max_{W \in S_{n-1}} \min \left\{ \frac{\int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_\varepsilon(\varphi) |v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \left| v \in H^1_0(\Omega) \cap W^\perp, v \neq 0 \right. \right\}, \tag{4.50}
\]
and the Courant–Fischer characterization for the sharp interface problem (4.7), that is
\[
\lambda^0_n = \max_{W \in S_{n-1}} \min \left\{ \frac{\int_\Omega |\nabla v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \left| v \in V^\varphi \cap W^\perp, v \neq 0 \right. \right\}, \tag{4.51}
\]
where in both cases the maximum is taken over all \((n-1)\)-dimensional subspaces of \(L^2(\Omega)\).
Now, our goal is to show that
\[ \lambda_0^{0,\varphi} \leq \liminf_{\varepsilon \to 0} \lambda_{n}^{\varepsilon,\varphi} \in \mathbb{R}_{>0}, \] (4.52)
since then Lemma 4.7 implies that
\[ \Psi(\lambda_{i_1}^{0,\varphi}, \ldots, \lambda_{i_l}^{0,\varphi}) \leq \liminf_{\varepsilon \to 0} \Psi(\lambda_{i_1}^{\varepsilon,\varphi}, \ldots, \lambda_{i_l}^{\varepsilon,\varphi}), \]
and along with (4.48) and (4.49), this proves the assertion of Step 3.

First of all, Theorem 4.2 yields that the maximum in (4.51) is attained in the space \( W := \langle w_1^{0,\varphi}, \ldots, w_{n-1}^{0,\varphi} \rangle_{\text{span}} \subset L^2(\Omega) \), where \( w_1^{0,\varphi}, \ldots, w_{n-1}^{0,\varphi} \in V^\phi \) are the first \( n - 1 \) eigenfunctions of the limit problem (4.6). Hence, we can reformulate the Courant–Fischer characterization as
\[ \lambda_n^{0,\varphi} = \min \left\{ \int_{\Omega} |\nabla v|^2 \, dx \left| v \in V^\varphi \cap W^\perp, \|v\|_{L^2(\Omega)} = 1 \right. \right\}. \] (4.53)

Since \( W \subset L^2(\Omega) \) is a \((n - 1)\)-dimensional subspace, we infer from (4.50) that
\[ \lambda_n^{\varepsilon,\varphi} \geq \min \left\{ \int_{\Omega} |\nabla v|^2 \, dx + \int_{\Omega} b_\varepsilon(\varphi) |v|^2 \, dx \left| v \in H_0^1(\Omega) \cap W^\perp, \|v\|_{L^2(\Omega)} = 1 \right. \right\}. \] (4.54)

By means of the direct method in the calculus of variations it is straightforward to show that for any fixed \( \varepsilon > 0 \), there exists a \( L^2(\Omega) \)-normalized function \( v_\varepsilon \in H_0^1(\Omega) \cap W^\perp \) at which the minimum in (4.54) is attained.

Next, from (4.48) we deduce that the sequence \( \left( \Psi(\lambda_{i_1}^{\varepsilon,\varphi}, \ldots, \lambda_{i_l}^{\varepsilon,\varphi}) \right)_{\varepsilon > 0} \) is bounded. Hence, using condition (4.37) from Assumption (A8), we conclude that the sequence \( \left( \lambda_n^{\varepsilon,\varphi} \right)_{\varepsilon > 0} \) is also bounded and in particular the limes inferior of this sequence exists.

Now, using (4.54), we infer that \( \left( \|\nabla v_\varepsilon\|_{L^2(\Omega)} \right)_{\varepsilon > 0} \) is bounded and hence, we find a function \( \overline{v} \in H_0^1(\Omega) \) such that the convergences
\[ v_\varepsilon \rightharpoonup \overline{v} \quad \text{in} \quad H_0^1(\Omega), \quad v_\varepsilon \to \overline{v} \quad \text{in} \quad L^2(\Omega), \quad v_\varepsilon \to \overline{v} \quad \text{a.e. in} \ \Omega \] (4.55)
hold along a non-relabeled subsequence. Moreover, we have
\[ b_\varepsilon(\varphi_\varepsilon(x)) \to b_0(\varphi(x)) \quad \text{as} \ \varepsilon \to 0 \quad \text{for almost all} \ x \in \Omega, \]
up to subsequence extraction. This convergence was shown in Step 1 of the proof of Lemma 4.4 and its proof did not require any rate assumption on \( (\varphi_\varepsilon)_{\varepsilon > 0} \). We thus obtain
\[ \liminf_{\varepsilon \to 0} \lambda_n^{\varepsilon,\varphi} \geq \liminf_{\varepsilon \to 0} \left[ \int_{\Omega} |\nabla v_\varepsilon|^2 \, dx + \int_{\Omega} b_\varepsilon(\varphi_\varepsilon) |v_\varepsilon|^2 \, dx \right] \]
\[ \geq \int_{\Omega} |\nabla \overline{v}|^2 \, dx + \int_{\Omega} b_0(\varphi) |\overline{v}|^2 \, dx, \]
by applying Fatou’s lemma on the \( b_\varepsilon \) term, and employing the weak lower semi-continuity of \( \|\nabla \cdot\|_{L^2(\Omega)} \). In particular, this implies that
\[ \int_{\Omega} b_0(\varphi) |\overline{v}|^2 \, dx < +\infty. \]
Hence, recalling that \( \varphi \in \Phi_{ad}^0 \), we conclude that \( \sigma \in V^\varphi \) which in turn implies

\[
\int_{\Omega} b_0(\varphi) |\sigma|^2 \, dx = 0.
\]

Now, by construction, we have \( \| v_\varepsilon \|_{L^2(\Omega)} = 1 \) and \( v_\varepsilon \in H_0^1(\Omega) \cap W^{1,2} \). Due to the convergences in (4.55) the same holds for the limit \( \bar{v} \in V^\varphi \). This means that \( \bar{v} \) belongs to the set appearing in (4.53), and we finally deduce

\[
\liminf_{\varepsilon \searrow 0} \lambda_n^{\varepsilon, \varphi} \geq \int_{\Omega} \| \nabla \sigma \|^2 \, dx \geq \min \left\{ \int_{\Omega} \| \nabla v \|^2 \, dx \mid v \in V^\varphi \cap W^{1,2}, \| v \|_{L^2(\Omega)} = 1 \right\} = \lambda_n^{0, \varphi} > 0,
\]

which proves (4.52). This means that Step 2 is established and thus, the proof of Theorem 4.10 is complete. \( \square \)

Now, using Theorem 4.10, we can finally prove the desired \( \Gamma \)-convergence result \( J^\varepsilon \Gamma \rightarrow J^0 \) where the volume constraint is incorporated.

**Proof of Theorem 4.8.** Due to the inclusion \( \Phi_{ad} \subset \Lambda_{ad} \) we have \( J^\varepsilon(\varphi) \leq J^\varepsilon(\varphi) \) for all \( \varphi \in L^1(\Omega) \). Furthermore for a sequence \( (\varphi_\varepsilon)_{\varepsilon > 0} \subset \Phi_{ad} \) with \( \varphi_\varepsilon \rightarrow \varphi \) in \( L^1(\Omega) \) we deduce \( \varphi \in \tilde{G}^\beta \) and therefore \( I^0(\varphi) = J^0(\varphi) \). Hence, the \( \liminf \) inequality for \( J^\varepsilon \) directly follows from Theorem 4.10.

It remains to prove that for any \( \varphi \in \Phi_{ad}^0 \), there exists a recovery sequence \( (\tilde{\varphi}_\varepsilon)_{\varepsilon > 0} \subset \Phi_{ad} \) such that

\[
\begin{align*}
\lim_{\varepsilon \searrow 0} \| \tilde{\varphi}_\varepsilon - \varphi \|_{L^1(\Omega)} &= 0, \quad (4.56) \\
\limsup_{\varepsilon \searrow 0} J^\varepsilon(\tilde{\varphi}_\varepsilon) &\leq J^0(\varphi). \quad (4.57)
\end{align*}
\]

Here our strategy is now to use the recovery sequence from Theorem 4.10. In the following, it will be denoted by \( (\varphi_\varepsilon)_{\varepsilon > 0} \subset \Lambda_{ad} \). For any \( \varepsilon > 0 \), we now carefully modify the function \( \varphi_\varepsilon \) via a diffeomorphism in order to ensure that it additionally fulfills the volume constraint comprised in \( \tilde{G}^\beta \). In the following, we will always understand the functions \( \varphi_\varepsilon, \varphi \in L^1(\mathbb{R}^d) \) as being trivially extended onto \( \mathbb{R}^d \), i.e., these functions are constant zero on \( \mathbb{R}^d \setminus \Omega \).

The key idea is to construct for any \( \varepsilon > 0 \) a suitable transformation \( T_{s(\varepsilon)} : \mathbb{R}^d \rightarrow \mathbb{R}^d \) with \( T_{s(\varepsilon)}(\bar{\Omega}) = \bar{\Omega} \) such that the modified functions \( \tilde{\varphi}_\varepsilon := \varphi_\varepsilon(T_{-s(\varepsilon)}^{-1}) \) belong to \( \Phi_{ad} \) and satisfy the convergence properties (4.56) and (4.57). This is a common method in geometric analysis and a similar procedure in the sharp interface case can be found for example in the proof of Theorem 19.8 in [44].

We now fix an arbitrary function \( \varphi \in \Phi_{ad}^0 \). First of all, we find a vector field \( \xi \in C^1(\bar{\Omega}; \mathbb{R}^d) \) such that

\[
\int_{\Omega} \varphi \nabla \cdot \xi \, dx > 0,
\]

as otherwise the total variation of the associated Radon measure would vanish, i.e., \( |D\varphi|(\bar{\Omega}) = 0 \), which would imply that \( \varphi \) is constant almost everywhere in \( \bar{\Omega} \). However, this is not possible as neither \( \varphi \equiv 1 \) nor \( \varphi \equiv -1 \) in \( \bar{\Omega} \) would fulfill the mean value constraint in \( \tilde{G}^\beta \) due to the choice of \( \beta_1, \beta_2 \) in (2.2).

Using the vector field \( \xi \), we now define a family of transformations

\[
T_s : \mathbb{R}^d \rightarrow \mathbb{R}^d, \quad x \mapsto x + s\xi(x),
\]
for \( s \in \mathbb{R} \). As this map is a perturbation of the identity via a \( C^1 \)-map with compact support in \( \tilde{\Omega} \), it is clear that, for \(|s|\) sufficiently small, \( T_s \) is a \( C^1 \)-diffeomorphism with \( T_s(\Omega) = \Omega \). Hence,

\[
T_s|_{\tilde{\Omega}} : \tilde{\Omega} \to \tilde{\Omega}
\]

is also a \( C^1 \)-diffeomorphism. Moreover, the chain rule for Sobolev functions (see e.g., [5], 4.26) implies

\[
\varphi_\varepsilon \circ T_s^{-1} \in H^1(\tilde{\Omega}).
\]

Since \( \varphi \in \mathcal{U} \) and \( T_s|_{\mathbb{R}^d \setminus \tilde{\Omega}} = \text{id}_{\mathbb{R}^d \setminus \tilde{\Omega}} \), we infer

\[
\int_{\mathbb{R}^d} \varphi_\varepsilon \circ T_s^{-1} \, dx = \int_{\tilde{\Omega}} \varphi_\varepsilon \circ T_s^{-1} \, dx + |S_1| - |S_0|,
\]

due to the trivial extension of \( \varphi_\varepsilon \) on \( \mathbb{R}^d \setminus \Omega \). Moreover, we use the representation

\[
\int_{\mathbb{R}^d} \varphi_\varepsilon \circ T_s^{-1} \, dx = \int_{\mathbb{R}^d} \varphi_\varepsilon \det DT_s \, dx. \tag{4.58}
\]

Recalling that the determinant is a multilinear form, a straightforward computation reveals that there is a \( \delta > 0 \) and a constant \( C > 0 \) depending only on \( \delta \) and \( \xi \) such that for all \( x \in \mathbb{R}^d \) and \( s \in (\delta, \delta) \),

\[
1 \leq 1 - C|s| \leq \det DT_s(x) \leq 1 + C|s|. \tag{4.59}
\]

In the following, we use the convenient notation \( \varphi_0 := \varphi \). We now define the function

\[
f : B_\delta(0) \subset \mathbb{R}^2 \to \mathbb{R}, \quad (\varepsilon, s) \mapsto \int_{\mathbb{R}^d} \varphi_{|s|} \circ T_s^{-1} \, dx - \int_{\tilde{\Omega}} \varphi \, dx - |S_1| + |S_0|,
\]

where \( 0 \leq \delta < 1 \) is chosen sufficiently small in order to ensure that \( T_s|_{\tilde{\Omega}} : \tilde{\Omega} \to \tilde{\Omega} \) is a \( C^1 \)-diffeomorphism and (4.59) holds for all \( s \in (\delta, \delta) \).

Now our next goal is to apply the implicit function theorem formulated in Theorem 4.B of [58] to the equation \( f(\varepsilon, s) = 0 \). First of all, \( f(0, 0) = 0 \) is clear since \( \varphi \in \Phi_0^{\text{det}} \). We next prove that \( f \) is continuous at \((0, 0)\). To this end, let us choose zero sequences \((\varepsilon_k)_{k \in \mathbb{N}}, (s_k)_{k \in \mathbb{N}}\). Due to the symmetry of \( f \) with respect to its first argument, we may assume without loss of generality that \( \varepsilon_k \geq 0 \). As per construction, we find a non-relabeled subsequence \((\varepsilon_{k_k})_{k \in \mathbb{N}}\) which converges to \( \varphi \) almost everywhere as \( k \to \infty \), and since \( \|\varphi_{k_k}\|_{L^\infty(\mathbb{R}^n)} \leq 1 \), we apply Lebesgue’s dominated convergence theorem to the right-hand side of (4.58). Along with (4.59), we deduce

\[
f(\varepsilon_k, s_k) \to f(0, 0) \quad \text{for } k \to \infty.
\]

As this limit does not depend on the choice of the subsequence, this argument can be repeated for any subsequence, thus, continuity of \( f \) at \((0, 0)\) is shown.

In order to apply the implicit function theorem it remains to show that \( \frac{\partial}{\partial s} f \) exists on \( B_\delta(0) \), is continuous at \((0, 0)\) and does not vanish at \((0, 0)\). First of all, due to (4.59), the modulus in (4.58) can be omitted. Furthermore, the proof of Lemma 1 in [53] implies that for fixed \( x \in \mathbb{R}^d \) and \( t \in (\delta, \delta) \) we have

\[
\frac{d}{ds} [\det DT_s]_{s=t} = \frac{d}{ds} [DT_s]_{s=t} (DT_t)^{-1} \quad \text{det} DT_t
\]

\[
= \text{tr} (\nabla \xi (\text{Id} + t\nabla \xi)^{-1}) \quad \text{det} (\text{Id} + t\nabla \xi)
\]
\[= \text{tr} \left( \nabla \xi \sum_{k=0}^{\infty} (-t \nabla \xi)^k \right) \det(\text{Id} + t \nabla \xi). \quad (4.60)\]

As \( \xi \in C_0^1(\tilde{\Omega}, \mathbb{R}^d) \), we directly see that

\[
\sup_{t \in (-\delta, \delta)} \left\| \frac{d}{ds} [\det D T_s]_{s=t} \right\|_{C^0(\tilde{\Omega})} < \infty.
\]

Noticing again that \( \|\varphi\|_{L^\infty(\Omega)} \leq 1 \) for all \( \varepsilon \geq 0 \), we deduce via Lebesgue’s dominated convergence theorem that for any \((\varepsilon, t) \in B_\delta(0)\), we have

\[
\frac{\partial f}{\partial s}(\varepsilon, t) = \int_{\mathbb{R}^d} \varphi_{\varepsilon} \text{tr} \left( \nabla \xi \sum_{k=0}^{\infty} (-t \nabla \xi)^k \right) \det(\text{Id} + t \nabla \xi) \, dx.
\]

Therefore we directly infer

\[
\frac{\partial f}{\partial s}(0, 0) = \int_{\mathbb{R}^d} \varphi_0 \nabla \cdot \xi \, dx = \int_{\tilde{\Omega}} \varphi \nabla \cdot \xi \, dx > 0,
\]

by our choice of \( \xi \in C_0^1(\tilde{\Omega}, \mathbb{R}^n) \) at the beginning of this proof. Now, the continuity of \( \frac{\partial f}{\partial x} \) at \((0, 0)\) follows again via Lebesgue’s dominated convergence theorem using that for any \( x \in \mathbb{R}^d \),

\[
\text{tr} \left( \nabla \xi \sum_{k=0}^{\infty} (-t \nabla \xi)^k \right) \det(\text{Id} + t \nabla \xi).
\]

is continuous at \( t = 0 \).

Now that we have checked all the assumptions of the implicit function theorem ([58], Thm. 4.B), we deduce the existence of a \( \tilde{\delta} > 0 \) and a function

\[s : (-\tilde{\delta}, \tilde{\delta}) \to (-\delta, \delta),\]

which is continuous at 0, such that

\[f(\varepsilon, s(\varepsilon)) = 0 \quad \text{for all } \varepsilon \in (-\tilde{\delta}, \tilde{\delta}) \text{ and}
\]

\[s(0) = 0.\]

In our framework, this means that having started with the recovery sequence \((\varphi_{\varepsilon})_{\varepsilon>0}\) of Theorem 4.10, we now know

\[\tilde{\varphi}_{\varepsilon} := \varphi_{\varepsilon} \circ T_{s(\varepsilon)}^{-1} \in \Phi_{\text{ad}},\]

i.e., we have constructed an admissible sequence. Note that the pointwise constraints \(\tilde{\varphi}_{\varepsilon} = 1 \) a.e. in \(S_1\) and \(\tilde{\varphi}_{\varepsilon} = -1 \) a.e. in \(S_0\) are fulfilled since \(T_{s}|_{\tilde{\mathbb{R}}^d \setminus \tilde{\Omega}} = \text{id}|_{\mathbb{R}^d \setminus \tilde{\Omega}}\). Hence, it remains to show

\[\lim_{\varepsilon \searrow 0} \|\tilde{\varphi}_{\varepsilon} - \varphi\|_{L^1(\Omega)} = 0,\]

\[\limsup_{\varepsilon \searrow 0} J^\varepsilon(\tilde{\varphi}_{\varepsilon}) \leq J^0(\varphi).\]
The $L^1$ convergence follows from the triangle inequality
\[
\left\| \varphi_{\varepsilon} \circ T_{s(\varepsilon)}^{-1} - \varphi \right\|_{L^1(\Omega)} \leq \left\| (\varphi_{\varepsilon} - \varphi) \circ T_{s(\varepsilon)}^{-1} \right\|_{L^1(\Omega)} + \left\| \varphi \circ T_{s(\varepsilon)}^{-1} - \varphi \right\|_{L^1(\Omega)}.
\]

Here, the convergence of the first summand can be shown by the same argumentation as for the continuity of $f$ at 0, whereas the convergence of the second summand can be established via Lebesgue’s dominated convergence theorem after approximating $\varphi_0$ by a sequence of $C^0(\Omega)$ functions.

To verify the lim sup inequality, let us first consider the Ginzburg–Landau energy separately. For the potential term we compute with the help of (4.59)
\[
\int_{\tilde{\Omega}} \psi(\tilde{\varphi}_{\varepsilon}) \, dx = \int_{\tilde{\Omega}} \psi(\tilde{\varphi}_{\varepsilon}) \left| \det DT_{s(\varepsilon)} \right| \, dx \leq (1 + C|s(\varepsilon)|) \int_{\tilde{\Omega}} \psi(\tilde{\varphi}_{\varepsilon}) \, dx.
\]

Using the fact that for every $x \in \mathbb{R}^d$,
\[
\left( D(T_{s}^{-1}) \right)(x) = \left( DT_{s}(T_{s}^{-1}(x)) \right)^{-1},
\]
we infer that the gradient term can be expressed as
\[
\int_{\tilde{\Omega}} |\nabla \tilde{\varphi}_{\varepsilon}(x)|^2 \, dx = \int_{\tilde{\Omega}} \left| \left( DT_{s(\varepsilon)}(T_{s(\varepsilon)}^{-1}(x)) \right)^{-T} \nabla \varphi_{\varepsilon}(T_{s(\varepsilon)}^{-1}(x)) \right|^2 \, dx
\]
\[
= \int_{\tilde{\Omega}} \left| \left( \text{Id} + s(\varepsilon)\nabla \xi(x) \right)^{-T} \nabla \varphi_{\varepsilon}(x) \right|^2 \left| \det DT_{s(\varepsilon)}(x) \right| \, dx
\]
\[
= \int_{\tilde{\Omega}} \left| \left( \sum_{k=0}^{\infty} (-s(\varepsilon)\nabla \xi)^k \right)^T \nabla \varphi_{\varepsilon}(x) \right|^2 \left| \det DT_{s(\varepsilon)}(x) \right| \, dx
\]
\[
\leq (1 + C|s(\varepsilon)|) \int_{\tilde{\Omega}} |\nabla \varphi_{\varepsilon}(x)|^2 \, dx,
\]
where we use (4.59) and a straightforward computation involving the geometrical series. Therefore, the constant $C$ only depends on $\delta$ and $\xi$. Altogether, we deduce
\[
\limsup_{\varepsilon \searrow 0} \frac{\varepsilon}{2} |\nabla \tilde{\varphi}_{\varepsilon}|^2 + \frac{1}{\varepsilon} \psi(\tilde{\varphi}_{\varepsilon}) \, dx \leq \limsup_{\varepsilon \searrow 0} (1 + C|s(\varepsilon)|) \int_{\tilde{\Omega}} \frac{\varepsilon}{2} |\nabla \varphi_{\varepsilon}|^2 + \frac{1}{\varepsilon} \psi(\varphi_{\varepsilon}) \, dx
\]
\[
\leq c_0 P_{\tilde{\Omega}}(\tilde{E}^\varepsilon),
\]
(4.61)
as $(\varphi_{\varepsilon})_{\varepsilon \geq 0}$ was the recovery sequence for $\varphi$ of Theorem 4.10.

Now, we consider the eigenvalue term of the cost functional $J^\varepsilon$. Due to Theorem 4.10, we already know
\[
\limsup_{\varepsilon \searrow 0} \lambda_{i, \varepsilon}^{\varphi} \leq \lambda_{i,j}^{0, \varphi},
\]
(4.62)
for $j = 1, \ldots, l$. In the following, to provide a cleaner presentation, we will write $k := i_j$. We intend to show that there exists a sequence $(\alpha_{s(\varepsilon)})_{\varepsilon > 0}$ (that may depend on $k$) with
\[
\lim_{\varepsilon \searrow 0} \alpha_{s(\varepsilon)} = 1,
\]
(4.62)
such that for all $\varepsilon > 0$ small enough

$$\alpha_{s(\varepsilon)} \lambda^{\varepsilon}_{k} \leq \lambda^{\varepsilon}_{k}. \quad (4.63)$$

Using (4.62) this then directly gives

$$\limsup_{\varepsilon \to 0} \lambda^{\varepsilon}_{k} \leq \lambda^{0,\phi}_{k}. \quad (4.64)$$

So for $\varepsilon > 0$ let us consider the Courant–Fischer characterization of $\lambda^{\varepsilon}_{k}$ which due to Theorem 3.2 reads as

$$\lambda^{\varepsilon}_{k} = \max_{V \in \mathcal{S}_{k-1}} \left\{ \frac{\int_{\Omega} |\nabla v|^{2} \, dx + \int_{\Omega} b_{\varepsilon}(\varphi_{\varepsilon}) |v|^{2} \, dx}{\int_{\Omega} |v|^{2} \, dx} \right\} \quad (4.65) \text{for } v \neq 0, v \in V^{+,L^{2}(\Omega)} \cap H^{1}_{0}(\Omega),$$

Now let us choose the subspace

$$V^{\varepsilon}_{T} := \left\{ \left( w_{1}^{\varepsilon} \circ T_{s(\varepsilon)} \right) | \det T_{s(\varepsilon)} |, \ldots, \left( w_{k-1}^{\varepsilon} \circ T_{s(\varepsilon)} \right) | \det T_{s(\varepsilon)} | \right\} \subset L^{2}(\Omega).$$

As the family of eigenfunctions

$$W^{\varepsilon}_{\varepsilon} := \left\{ w_{1}^{\varepsilon}, \ldots, w_{k-1}^{\varepsilon} \right\} \subset L^{2}(\Omega)$$

is linearly independent, $V^{\varepsilon}_{T} \subset L^{2}(\Omega)$ is indeed a $(k - 1)$-dimensional subspace. Hence, we infer from (4.65) that

$$\lambda^{\varepsilon}_{k} \geq \min \left\{ \frac{\int_{\Omega} |\nabla v|^{2} \, dx + \int_{\Omega} b_{\varepsilon}(\varphi_{\varepsilon}) |v|^{2} \, dx}{\int_{\Omega} |v|^{2} \, dx} \right\} \quad (4.66) \text{for } v \neq 0, v \in V^{+,L^{2}(\Omega)} \cap H^{1}_{0}(\Omega).$$

Now we want to show that

$$\min \left\{ \frac{\int_{\Omega} |\nabla v|^{2} \, dx + \int_{\Omega} b_{\varepsilon}(\varphi_{\varepsilon}) |v|^{2} \, dx}{\int_{\Omega} |v|^{2} \, dx} \right\} \geq \min \left\{ \frac{\int_{\Omega} |\nabla (v \circ T_{s(\varepsilon)})|^{2} \, dx + \int_{\Omega} b_{\varepsilon}(\varphi_{\varepsilon}) |v \circ T_{s(\varepsilon)}|^{2} \, dx}{\int_{\Omega} |v \circ T_{s(\varepsilon)}|^{2} \, dx} \right\} \quad (4.66) \text{for } v \neq 0, v \in W^{+,L^{2}(\Omega)} \cap H^{1}_{0}(\Omega).$$

To verify this, denote with $0 \neq \varpi \in V^{+,L^{2}(\Omega)} \cap H^{1}_{0}(\Omega)$ a function at which the minimum in the first line is attained. Then, by the transformation formula it holds for $m = 1, \ldots, k - 1$

$$0 = \int_{\Omega} \varpi \left( w_{m}^{\varepsilon} \circ T_{s(\varepsilon)} \right) | \det T_{s(\varepsilon)} | \, dx = \int_{\Omega} \left( \varpi \circ T_{s(\varepsilon)}^{-1} \right) w_{m}^{\varepsilon} \, dx.$$ 

As we additionally know $T_{s(\varepsilon)}(\partial \Omega) = \partial \Omega$, the function

$$0 \neq \left( \varpi \circ T_{s(\varepsilon)}^{-1} \right) \in W^{+,L^{2}(\Omega)} \cap H^{1}_{0}(\Omega)$$
is admissible and, per construction, (4.66) holds. For any arbitrary \( v \in H_0^1(\Omega) \), we find that
\[
\int_\Omega |\nabla (v \circ T_{s(\varepsilon)})|^2 \, dx = \int_\Omega \left| (\text{Id} + s(\varepsilon)\nabla \xi(x))^T \nabla v \left( T_{s(\varepsilon)}(x) \right) \right|^2 \, dx \\
\geq (1 - C |s(\varepsilon)|) \int_\Omega |\nabla \left( T_{s(\varepsilon)}(x) \right) |^2 \, dx,
\]
with a constant \( C > 0 \) depending only on \( \tilde{\delta} \) and \( \xi \). Hence, invoking the transformation theorem and using (4.59), we conclude for the remaining terms in (4.66) that
\[
\min \left\{ \frac{\int_\Omega |\nabla (v \circ T_{s(\varepsilon)})|^2 \, dx + \int_\Omega b_c(\varphi_\varepsilon) |v \circ T_{s(\varepsilon)}|^2 \, dx}{\int_\Omega |v \circ T_{s(\varepsilon)}|^2 \, dx} \bigg| v \in W_{\varepsilon}^{1, L^2(\Omega)} \cap H_0^1(\Omega), \, v \neq 0 \right\} \\
\geq (1 - C |s(\varepsilon)|) \min \left\{ \frac{\int_\Omega |\nabla v|^2 \, dx + \int_\Omega b_c(\tilde{\varphi}_\varepsilon) |v|^2 \, dx}{\int_\Omega |v|^2 \, dx} \bigg| v \in W_{\varepsilon}^{1, L^2(\Omega)} \cap H_0^1(\Omega), \, v \neq 0 \right\}.
\]
Combining all the previous computations and recalling that \( W_\varepsilon \) is the space spanned by the first \( k - 1 \) eigenfunctions corresponding to \( \tilde{\varphi}_\varepsilon = \varphi_\varepsilon \circ T_{s(\varepsilon)}^{-1} \), we use Theorem 3.2 to conclude (4.63) with \( \alpha(\varepsilon) := (1 - C |s(\varepsilon)|) \), and we eventually arrive at (4.64).

Finally, we use the monotonicity of \( \Psi \) from Assumption (A8) along with (4.61) to deduce
\[
\limsup_{\varepsilon \searrow 0} J^\varepsilon(\tilde{\varphi}_\varepsilon) \leq J^0(\varphi).
\]
This completes the proof. \( \square \)

**Remark 4.11.** Assume that the sets \( S_0 \) and \( S_1 \) are compactly contained in the design domain \( \Omega \) (i.e., \( \overline{S_0}, \overline{S_1} \subset \Omega \)). Then, the minimization of \( J^\varepsilon \) implicitly enforces the Neumann boundary condition \( \frac{\partial \varphi_\varepsilon}{\partial \nu} = 0 \) on \( \partial \Omega \). As discussed in Section 2, we could alternatively impose the Dirichlet condition \( \varphi_\varepsilon = -1 \) on \( \partial \Omega \) which does not change the line of reasoning of the current section but produces a different limiting cost functional for \( \varepsilon \to 0 \) in which a term penalizing the energy of transitions from \( \varphi_0 = 1 \) to \( \varphi_0 = -1 \) when approaching \( \partial \Omega \) needs to be added; see [50] for a detailed discussion. In Figure 8, we show a numerical example where the Dirichlet condition \( \varphi_\varepsilon = -1 \) on \( \partial \Omega \) is explicitly imposed in order for the boundary of \( \Omega \) to act as an obstacle.

## 5. Numerical computations

In this section, we validate our approach by presenting several numerical examples. In Section 5.1, we describe the methods we use for the numerical approximation of a solution to \( (P_{l,D}^\varepsilon) \) or \( (P_{l,N}^\varepsilon) \), respectively. In Section 5.2, we study the solutions to some standard examples with known analytical solution to fix the parameters \( b_c \) and \( c_\varepsilon \) in our approach. Thereafter, in Section 5.3, we show further capabilities of our proposed method by solving problems whose solution is analytically unknown.

### 5.1. The numerical realization

To discretize \( (P_{l,D}^\varepsilon) \) and \( (P_{l,N}^\varepsilon) \), we use standard piecewise linear and globally continuous finite elements, provided by the finite element toolbox FEniCS [4, 43], for all appearing functions to obtain finite dimensional approximations \( \varphi^h \) of \( \varphi \) and \( w_i^h \) of \( w_i \), where \( i \) corresponds to the index of the eigenvalue. The finite dimensional variants of the state equations (2.7) and (2.8) are solved by the eigenvalue solver SLEPc [42] provided by PETSc [11, 12] to obtain approximate eigenvalues \( \lambda_i^h \) and \( \mu_i^h \). The optimization problems \( (P_{l,D}^\varepsilon) \) and \( (P_{l,N}^\varepsilon) \) are treated by the VMPT method, see [15]. This method can be understood as an extension of the projected gradient method to non-reflexive Banach spaces. In our setting, we consider \( \varphi \in H^1(\Omega) \cap L^\infty(\Omega) \). As part of this method we need
to solve projection-type subproblems, that have the form of linear-quadratic optimization problems. These are solved using the package IPOPT, see [57].

Since the phase field $\psi^h$ changes its value between $-1$ and $1$ over a length-scale of size $\varepsilon$, a very high resolution of certain parts of the computational domain is required. Here, we use locally refined meshes. For given $\varepsilon > 0$, we fix the mesh parameter $h_{\text{min}}$ as $h_{\text{min}} = s \varepsilon$, with $s \approx 0.08$. This leads to about 12 cells over a length of $\varepsilon$. We start the optimization with a very coarse mesh and use the VMPT method until convergence to a numerical solution $\psi^h$ occurs. Thereafter, we adapt the mesh and refine all cells $K$ with diameter larger than $h_{\text{min}}$ which satisfy $|\psi^h(K_m)| \leq 0.99$ (where $K_m$ denotes the midpoint of $K$), whereas cells that satisfy $|\psi^h(K_m)| \geq 1.0$ are coarsened. We then optimize again on the the new mesh. This loop is executed until no refinement is performed during the adaptation step. Alternative concepts for local error estimation might be used, e.g., residual based error estimation or dual weighted residuals, but we stress that, in any case, a high resolution of the interface $|\psi^h|$ $\leq 0.99$ is required for successful numerical calculations.

We point out that for small values of $\varepsilon$ and $\gamma$, the interfaces tend to become very thin and thus, starting with a coarse mesh is numerically not feasible. In this situation a homotopy starting from larger values for $\gamma$ is used. We choose $\gamma$ as homotopy parameter because $\gamma$ can be varied over larger scales than $\varepsilon$.

### 5.2. Fixing model parameters

The considered optimization problems $(P^D_{\varepsilon})$ and $(P^N_{\varepsilon})$ involve several parameters that need to be chosen. Here, we fix some of them, and we will stick to this choice unless stated differently. We fix $\Omega = (0,1)^d$, $d \in \{2,3\}$, $\int_\Omega \frac{\psi_{\varepsilon}^+=1}{2} = (1/2)^d|\Omega|$, i.e., $\beta_1 = \beta_2 = -0.5$ if $d = 2$ and $\beta_1 = \beta_2 = -0.75$ if $d = 3$, and start from a constant initial value $\psi^0$. Moreover, we use $\varepsilon = 0.02$, $\gamma = 1$ and $\psi_0(\varphi) = \frac{1}{2}(1 - \varphi^2)$ as the regular part of the potential $\psi$.

The phase field approximations (2.7) and (2.8) involve three model functions, namely $a_\varepsilon(\varphi)$, $b_\varepsilon(\varphi)$, and $c_\varepsilon(\varphi)$. Here we make the following settings

- We fix $a_\varepsilon(\varphi) = \frac{1-\varepsilon}{2} \varphi + \frac{1+\varepsilon}{2}$, meaning that $a_\varepsilon(1) = 1$ and $a_\varepsilon(-1) = \varepsilon$.
- We fix $c_\varepsilon(\varphi) = \frac{1-\varepsilon}{2} \varphi + \frac{1+\varepsilon}{2}$ with some $c > 0$, meaning that $c_\varepsilon(1) = 1$ and $c_\varepsilon(-1) = c\varepsilon$. In case we consider Dirichlet boundary data we fix $c = 1$.
- We fix $b_\varepsilon(\varphi) = \frac{b}{2\varepsilon^{4/7}}$ with some $b > 0$, meaning that $b_\varepsilon(1) = 0$ and $b_\varepsilon(-1) = \frac{b}{\varepsilon^{4/7}}$.

We note that, in the following, the rate $\varepsilon^{4/3}$ appearing in $b_\varepsilon$ leads to a common choice for $b$ independent of $\varepsilon$. In summary, in case that we apply Dirichlet boundary data, we have one unknown parameter, namely $b$, and in case that we use Neumann boundary data, we have one unknown parameter, namely $c$.

#### Remark 5.1.
In case of Dirichlet boundary data, we could potentially set $a_\varepsilon(\varphi) \equiv c_\varepsilon(\varphi) \equiv 1$ as stated in Assumption (A2). However, in this setting, we experienced when solving the minimization problem that the shape tends to attain the form of one large ball, even in cases where, for instance, two balls are the optimal solution. Nevertheless, using $a_\varepsilon(-1) = \varepsilon$ and $c_\varepsilon(-1) = \varepsilon\varepsilon$ as introduced above does not conflict with the assumptions made in Section 2.3. Hence, the analytical results obtained in Section 3 are valid in the current setting.

Functions like $a_\varepsilon$ are often chosen as polynomials to mimic the SIMP approach (see, e.g., [51]). However, during the minimization process such an approach would lead to very thin interfaces that can barely be resolved by a finite element mesh. As we solve a minimization problem, the final shape of the interface is adjusted in an optimal way in terms of the chosen parameter functions.

#### Fixing $b$ for Dirichlet boundary data.
To fix $b$ we solve the minimization problem related to minimizing the first eigenvalue $\lambda_1$ for the Laplace operator with Dirichlet boundary data for sequences of $b$ and $\varepsilon$. The analytical result is given by Theorem 5.2 which is known as the Faber–Krahn theorem.

#### Theorem 5.2 (Faber–Krahn, cf. [38], Thm. 3.2.1).
The minimum of $\lambda_1(D)$ among all bounded open sets $D \subset \mathbb{R}^d$, $d \in \mathbb{N}$, with given volume is achieved by one ball.

In Table 1, we present the first four analytical eigenvalues on one ball of the given volume and, for later reference, on two balls with the given volume in sum.
Table 1. The first eigenvalues of the Laplace operator with Dirichlet boundary condition in two dimensions on a ball of volume $\frac{1}{4}$ and on two balls of volume $\frac{1}{8}$ each, and in three dimensions on a ball of volume $\frac{1}{8}$ and two balls of volume $\frac{1}{16}$ each. The value $r$ denotes the radius of one ball. We refer to Proposition 1.2.14 in [38] on how to compute these values.

|       | 2D, $|D| = \frac{1}{4}$ | 3D, $|D| = \frac{1}{8}$ |
|-------|----------------|----------------|
|       | one ball       | two balls      | one ball       | two balls |
| $r$   | \( \sqrt{\frac{1}{4\pi}} \) | \( \sqrt{\frac{1}{8\pi}} \) | \( \sqrt[3]{\frac{3}{32\pi}} \) | \( \sqrt[3]{\frac{3}{64\pi}} \) |
| $\lambda_1$ | 72.67 | 145.34 | 102.59 | 162.84 |
| $\lambda_2$ | 184.50 | 145.34 | 209.86 | 162.84 |
| $\lambda_3$ | 184.50 | 369.00 | 209.86 | 333.14 |
| $\lambda_4$ | 331.43 | 369.00 | 209.86 | 333.14 |

We solve the minimization problem related to Theorem 5.2 for $b \in \{300, 400, 500, 550, 600, 700, 800\}$ and $\varepsilon \in \{0.04, 0.02, 0.01, 0.005\}$ and compare the numerically found eigenvalue $\lambda^h_1$ to the analytical known values $\lambda_1$ provided in Table 1. The relative errors $\eta^\lambda_1 := (\lambda_1 - \lambda^h_1)/\lambda_1$ are presented in Figure 2. From Figure 2, we obtain that for the scaling $b(-1) = b\varepsilon^{-4/3}$ the choice of $b = 550$ is optimal in this situation and thus, in the following, we fix $b = 550$.

For $\varepsilon = 0.02$ and $b = 550$, the eigenfunction $w^{D,h}_1$ related to the eigenvalue $\lambda^h_1$ approximates the analytical $w^D_1$ with a relative error $\|w^D_1 - w^{D,h}_1\|_{L^2(\Omega)}/\|w^D_1\|_{L^2(\Omega)} = 12 \times 10^{-4}$. Here, $w^D_1$ is a scaled Bessel function, see Proposition 1.2.14 of [38]. It is extended to the whole computational domain $\Omega$ with the constant value zero.

We validate our choice by solving the optimization problem related to $\lambda_2$ and $\lambda_3$ for $\varepsilon = 0.02$. The global optimal solutions are stated in Theorem 5.3 and Theorem 5.4.

**Theorem 5.3** ([38], Thm. 4.1.1). The minimum of $\lambda_2(D)$ among all bounded open sets $D \subset \mathbb{R}^d$, $d \in \mathbb{N}$, with given volume is achieved by the union of two identical disjoint balls.

**Theorem 5.4** ([38], Cor. 5.2.2). The minimum of $\lambda_3(D)$ among all bounded open sets $D \subset \mathbb{R}^d$, $d \in \{2, 3\}$, with given volume is achieved by one ball.

**Remark 5.5** (Eigenvalues with multiplicity larger one). In the situation of Theorem 5.2, $\lambda_2$ has multiplicity two, while in the situation of Theorem 5.4, $\lambda_3$ has multiplicity equal to the spatial dimension. If eigenvalues have multiplicity larger one, the corresponding gradient is no longer unique and depends on the random ordering that the eigenvalue solver provides for these identical eigenvalues. This problem can be detected by considering...
Table 2. Analytical and numerically found eigenvalues related to minimizing $\lambda_k$, $k \in \{1, 2, 3\}$ in two and three spatial dimensions. Here $\lambda_k$ denotes the analytical value of the $k$-th eigenvalue, $\lambda^h_k$ denotes the numerical found approximation of this value and $\eta^\lambda_k := |\lambda_k - \lambda^h_k|/\lambda_k$ denotes the related relative numerical error.

| $k$ | $\lambda_k$ | $\lambda^h_k$ | $\eta^\lambda_k$ | $\lambda_k$ | $\lambda^h_k$ | $\eta^\lambda_k$ |
|-----|-------------|--------------|----------------|-------------|--------------|----------------|
| 1   | 72.67       | 72.68        | $1 \times 10^{-4}$ | 102.59      | 101.43       | $113 \times 10^{-4}$ |
| 2   | 145.34      | 143.16       | $150 \times 10^{-4}$ | 162.84      | 162.40       | $27 \times 10^{-4}$ |
| 3   | 184.50      | 183.53       | $54 \times 10^{-4}$ | 209.86      | 209.21       | $31 \times 10^{-4}$ |

Figure 3. The optimal shape for minimization of $\lambda_i$, $i = 1, 2, 3, 5$ (left to right) is presented by the zero level line of $\varphi^h$ black in each case, while the value of the corresponding eigenfunction $w_{i,D,h}$ is shown in gray scale. The gray outer domain corresponds to $w_{i,D,h} \approx 0$. Note that in the case of minimizing $\lambda_2$, there is a second eigenfunction (to same eigenvalue) that is supported on the bottom circle, while in the case of minimizing $\lambda_3$, there is a second eigenfunction (to same eigenvalue) that is rotated by $90^\circ$.

In practice, we notice that this modification does not work for eigenvalues with a multiplicity larger than two. This is because it is rather unlikely that the pairwise relative difference of more than two eigenvalues becomes small at the same time and thus jointly trigger the modification of the objective. In this situation, the above modification actually changes the objective and we would thus solve a different problem. This situation appears, for instance, when minimizing $\lambda_3$ in three spatial dimensions, where $\lambda_2 = \lambda_3 = \lambda_4$ holds for the optimal shape, namely a ball. Luckily, in this situation, by solving the modified optimization problem we still detect the correct minimizer predicted by Theorem 5.4 if $\gamma$ is initially chosen sufficiently large and decreased subsequently.

The global optimal solutions are successfully found in two and three spatial dimensions. In Figure 3 we show optimal shapes for minimizing $\lambda_i$, $i = 1, 2, 3$ in two spatial dimensions. We note, that in case of minimizing $\lambda_3$ there also is an attracting local minimum, containing three small balls. Here, we need to start with a large value of $\gamma = 10^3$ to guide the optimization process to the correct global optimum in combination with a homotopy of decreasing values for $\gamma$ towards $\gamma = 1$. Moreover, in three dimensions we need to substitute the minimization problem for $\lambda_3$ by $1/3(\lambda_2 + \lambda_3 + \lambda_4)$ to deal with the multiple eigenvalue. In two dimensions this problem is handled as described in Remark 5.5. The correct topologies are found and in Table 2, we present our numerical results in terms of the eigenvalues that we obtained.
we present the first three corresponding non-trivial eigenfunctions on the optimal topology for shape and topology when minimizing $\mu$. We remark that the boundary of $\Omega$ acts as an obstacle which can be seen in several computations below. We refer to show the strength of our approach in finding unknown shapes with a priori unknown topologies. We also observe that $\gamma$ allows the optimizer to find topologies with longer boundaries.

**One additional example with known solution.** As another example for which a reference solution exists, we consider the minimization of $\lambda_5$. From Figure 11.1 of [9] we expect a butterfly-like shape and the proposed eigenvalue is $\lambda_5 = 312.60$. In contrast to the simulation above, we use $\gamma = 0.1$ to get closer to the features of the butterfly. In Figure 3 (right), we show our numerically obtained shape together with the corresponding eigenfunction $w_5^{D,h}$. We obtain the eigenvalue $\lambda_5^h = 311.59$. The normalized amplitude of $w_5^{D,h}$ is $\|w_5^{D,h}\|_{L^\infty(\Omega)} = 3.94$, while the amplitude of $w_5^{D,h}$ on the zero-level line of $\varphi^h$ is of order $\|w_5^{D,h}\|_{L^\infty(\{\varphi^h=0\})} = 0.50$. We point out that the result proposed in Figure 11.1 of [9] is more pronounced in the middle part and also on the left and right there are additional small deflections.

**Fixing $c$ for Neumann boundary data.** Here we proceed as in the case of fixing $b$. We solve the corresponding maximization problem for $\mu_1$ for $c \in \{0.2, 0.15, 0.1, 0.05\}$ and $\varepsilon \in \{0.04, 0.02, 0.01, 0.005\}$ on $\Omega = (0,1)^2$. In this situation, the optimal shape is a disc of radius $r = \sqrt{1/(4\pi)}$ with first eigenvalue $\mu_1 = 42.6002$. This can be obtained from Proposition 1.2.14 of [38].

For the sake of brevity, we omit the presentation of relative errors as in Figure 2 and just state that we observe that $c = 0.1$ is a good choice independent of $\varepsilon$. In the following, we fix $c = 0.1$.

### 5.3. Numerical examples without known solution

In the following, we investigate some numerical examples where the analytical solution is unknown in order to show the strength of our approach in finding unknown shapes with a priori unknown topologies. We also remark that the boundary of $\Omega$ acts as an obstacle which can be seen in several computations below. We refer to [36, 41] for more information on obstacle type problems for eigenvalues.

**Minimization of $\mu_1$.** As discussed above, the maximization of $\mu_1$ leads to a disc. Now we ask for the optimal shape and topology when minimizing $\mu_1$ on $\Omega = (0,1)^2$. In Figure 4, we present the found optimal topology and the influence of $\gamma$ on the result by showing the iterates for a homotopy reducing $\gamma$ from $10^4$ to $10^{-3}$. In Figure 5, we present the first three corresponding non-trivial eigenfunctions on the optimal topology for $\gamma = 10^{-3}$. We observe that the boundary of $\Omega$ might act as an obstacle for the shape optimization problem.

**Mixing minimization and maximization.** In this example, we consider the minimization of a weighted sum of eigenvalues. Especially, we consider weights with different signs which leads to simultaneous minimization and maximization of certain eigenvalues. In Figure 6, we present numerical results for the objective $J^\lambda = \frac{6\lambda_1 - \lambda_3}{7} + E^{0.02}(\varphi)$ and in Figure 7, we present numerical results for the objective $J^\mu = \frac{12\mu_1 - \mu_3 - \mu_4}{14} + 10E^{0.02}(\varphi)$.

**Influences from $\Omega$.** As stated in Theorem 5.2, the minimizer of the first eigenvalue is one single disc of diameter $d = 2\sqrt{1/(4\pi)} \approx 0.56$. Here, we show the optimal shape in the case that this ball does not fit into the computational domain. This leads to an obstacle like problem where the boundary of $\Omega$ acts as an obstacle, see also Section 3.4 of [38].
When minimizing $\mu_1$ we obtain the shape that is indicated by black lines, which is the zero-level line of $\varphi^h$. From left to right, we show the first three (non-trivial) eigenfunctions $w_1^{N,h}$, $w_2^{N,h}$, and $w_3^{N,h}$ on this shape. Here, gray corresponds to $w_i^{N,h} \approx 0$. By our approach, the eigenfunctions are defined on the complete domain $\Omega$, and as we are considering the Neumann case, they do not degenerate on the complement of the shape. The corresponding eigenvalues are $\mu_1^h = 0.40$, $\mu_2^h = 67.55$, and $\mu_3^h = 68.23$. In this example we chose $\gamma = 10^{-3}$.

Optimal shapes for an example of mixed minimization and maximization, namely $J^\lambda = \frac{6\lambda_1 - \lambda_3}{14} + E_0^{0.02}(\varphi)$. The optimal shape is indicated by the zero-level line of $\varphi^h$ in black, and we show $w_1^{D,h}$, $w_2^{D,h}$, and $w_3^{D,h}$ in gray scale (left to right). Gray indicates the zero level of the eigenfunctions. The corresponding eigenvalues are $\lambda_1^h = 81.32$, $\lambda_2^h = 161.01$, and $\lambda_3^h = 255.42$.

Optimal shapes for an example of mixed minimization and maximization, namely $J^\mu = \frac{12\mu_1 - \mu_3 - \mu_4}{14} + 10E_0^{0.02}(\varphi)$. The optimal shape is indicated by the zero-level line of $\varphi^h$ in black, and we show $w_1^{N,h}$, $w_2^{N,h}$, and $w_3^{N,h}$ in gray scale (left to right). Gray indicates the zero level of the eigenfunctions. The corresponding eigenvalues are $\mu_1^h = 12.94$, $\mu_2^h = 56.94$, and $\mu_3^h = 115.27$. Here, the eigenfunctions $w_i^{N,h}$, $i = 1, 2, 3$, are plotted only on the actual shape.
Figure 8. The optimal shapes for minimizing $\lambda_1$ on the rectangular domain $\Omega_1 = (0,0,2.5) \times (0,0,0.4)$ (left) and the L-shaped domain $\Omega_2 = (0,1.45)^2 \setminus (0.4,1.45)^2$ (right). The shapes are indicated by the zero level line of $\varphi_h^h$ in black and we show the corresponding first eigenfunction $w_1^{D,h}$ in grayscale. Gray indicates the zero level of $w_1^{D,h}$. We show only the relevant part of the computational domain. The corresponding eigenvalues are $\lambda_1^h(\Omega_1) = 85.54$ and $\lambda_1^h(\Omega_2) = 77.13$. A disc of the same size would lead to $\lambda_1 = 72.68$ as stated in Table 2.

Figure 9. Numerically obtained optimal shapes in gray for minimizing $\lambda_1$. On the left we fix the domains inside the gray boxes as part of the shape, i.e., $\varphi^h = 1$, while on the right we fix the black domains to be void, i.e., $\varphi^h = -1$.

We consider two cases, namely $\Omega_1 = (0,0,2.5) \times (0,0,0.4)$ which is a rectangular domain of height $0.4 \leq d$, and $\Omega_2 = (0,1.45)^2 \setminus (0.4,1.45)^2$ which is an L-shaped domain. In both cases, a disc of diameter $d \approx 0.56$ does not fit into the domain. In this example we fix $\varphi^h = -1$ on $\partial \Omega$ to prevent the shape from touching the boundary. In Figure 8 we present numerical results for the minimization of $\lambda_1$ in this situation.

Prescribing parts of the optimal topology. Finally, we show another aspect of the flexibility of the proposed approach. We present two examples, in which we a-priori fix certain parts of the design domain. In Figure 9, we present numerical results obtained by either fixing some part of the domain as shape (left) or as void (right). In both cases, we minimize $\lambda_1$ and we fix $\gamma = 0.01$.
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