We consider random vectors drawn from a multivariate normal distribution and compute the sample statistics in the presence of stochastic correlations. For this purpose, we construct an ensemble of random correlation matrices and average the normal distribution over this ensemble. The resulting distribution contains a modified Bessel function of the second kind whose behavior differs significantly from the multivariate normal distribution, in the central part as well as in the tails. This result is then applied to asset returns. We compare with empirical return distributions using daily data from the Nasdaq Composite Index in the period from 1992 to 2012. The comparison reveals good agreement, the average portfolio return distribution describes the data well especially in the central part of the distribution. This in turn confirms our ansatz to model the non-stationarity by an ensemble average.
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I. INTRODUCTION

Financial markets are non-stationary. The non-stationarity manifests itself particularly in the fact that correlations change over time (see e.g., Bekaert & Harvey 1995, Longin & Solnik 1995, Fenn et al. 2011, Männix et al. 2012). This has an impact on return distributions of portfolios containing correlated financial instruments. We take the non-stationarity into account by a new approach based on random matrices. We emphasize that our random matrix approach is conceptually different from the previously observed random matrix behavior for correlation matrices. It was found (Laloux et al. 1999, Plerou et al. 1999) that a large part of the eigenvalue density agrees with the Marchenko-Pastur law (Marchenko & Pastur 1967). The latter is due to “noise dressing”, that is, it results from the finiteness of the time series. In contrast, our approach handles the problem of non-stationarity, as we discuss in detail.

In case of correlated returns one is interested in their joint distribution which contains the whole information about the individual distributions as well as their dependence structure. Here, we derive a multivariate distribution to model jointly the stock returns of a correlated market considering the fluctuation of the correlations. More precisely, we address the question what sample statistics to expect if we assume a multivariate normal distribution for each realization of a sample, but with a randomly drawn covariance or correlation matrix. The assumption of joint normality is justified on short time scales where the covariance matrix can be viewed as fixed (Schmitt et al. 2013). We derive the sample statistics analytically by averaging over an ensemble of Wishart random correlation matrices. The resulting multivariate probability density function (pdf) can be expressed in terms of a Macdonald function, a modified Bessel function of the second kind. It depends on the average covariance matrix and a single parameter controlling the variance of the random matrix ensemble. The new multivariate distribution belongs to the broad family of elliptical distributions (Cambanis et al. 1981) which generalize the multivariate normal distribution while inheriting many of its useful properties. Moreover, it includes several heavy-tailed distributions, which makes it very attractive for modeling of financial data. In particular, the multivariate Student’s $t$-distribution has received much attention in the context of modeling multivariate financial returns (see e.g., Breymann et al. 2003, Mashal et al. 2003).

Our approach is related to but different from a compounding or mixture approach of univariate distributions (see Dubey 1970, Clark 1973, Barndorff-Nielsen et al. 1982). These approaches are motivated by the empirical observation of volatility fluctuations (see e.g., Black 1976, Christie 1982, Tauchen & Pitts 1983) and by autoregressive models such as GARCH (Engle 1982, Bollerslev 1986) and EGARCH (Nelson 1991), which aim to capture these fluctuating volatilities.

We point out that we propose a model for the unconditional return distributions, taking into account the non-stationarity of the correlations by an ensemble of random matrices. This is different from the multivariate GARCH models (see e.g., Engle 2002, Tse & Tsui 2002, Golosnoy et al. 2012) where correlations are modeled by stochastic processes.

The paper is organized as follows. In Sec. II we present the random matrix approach and the analytical computation of the sample statistics for the general case of a random sample with multivariate normally distributed realizations. In
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Sec. III we transfer our findings to financial data and apply our results to the sample statistics of asset returns. Here we assume normally distributed stock returns with stochastic correlations. We derive a univariate pdf for a portfolio return and compare it with empirical data for the Nasdaq Composite stocks in the observation period 1992–2012 in Sec. IV. We conclude our findings in Sec. V.

II. CORRELATION AVERAGED NORMAL DISTRIBUTION

Consider a sample of $K$ dimensional random vectors $x$ each drawn from a multivariate normal distribution with the pdf

$$
g(x|\Sigma_s) = \frac{1}{\sqrt{2\pi}^K} \frac{1}{\sqrt{\det \Sigma_s}} \exp \left( -\frac{1}{2} x^\dagger \Sigma_s^{-1} x \right), \quad (1)
$$

where $\Sigma_s$ is the covariance matrix of the realization $x$ and $\dagger$ denotes the transpose. For later purposes, we write this pdf as a Fourier transform

$$
g(x|\Sigma_s) = \frac{1}{(2\pi)^K} \int d[\omega] \ e^{-i\omega^\dagger x} \exp \left( -\frac{1}{2} \omega^\dagger \Sigma_s \omega \right), \quad (2)
$$

where $\omega$ is a $K$ component real vector and the measure $d[\omega]$ is the product of the differentials of the individual elements. The integration domain is always the entire real axis.

The covariance matrix changes between observations. We take this into account by replacing the covariance matrix with a random matrix

$$
\Sigma_s \rightarrow \sigma W W^\dagger \sigma, \quad (3)
$$

where the $K \times K$ diagonal matrix $\sigma$ contains the standard deviations $\sigma = \text{diag}(\sigma_1, \ldots, \sigma_K)$ for each random variable. The elements of the $K \times N$ rectangular matrix $W$ are drawn from a Gaussian distribution with the pdf

$$
w(W|C,N) = \sqrt{\frac{N^{KN}}{2\pi}} \frac{1}{\sqrt{\det C^N}} \exp \left( -\frac{N}{2} \text{tr} W^\dagger C^{-1} W \right), \quad (4)
$$

where $C$ is the average correlation matrix. Thus, we construct an ensemble of random correlation matrices $W W^\dagger$ which follow a Wishart distribution of the form (Wishart 1928)

$$
\hat{w}(X|C,N) = \sqrt{\frac{N^{KN}}{2\pi}} \frac{1}{\sqrt{\det X}} \Gamma_K(N/2) \Gamma_K(N/2) \sqrt{\det C^N} \exp \left( -\frac{N}{2} \text{tr} C^{-1} X \right)
$$

with $X \equiv W W^\dagger$ and the multivariate Gamma function $\Gamma_K(\cdot)$. The Wishart correlation matrix ensemble fluctuates around the average correlation matrix $C$. By construction, the ensemble average of the model correlation matrix equals $C$,

$$
\left \langle W W^\dagger \right \rangle = \int d[W] \ w(W|C,N) WW^\dagger = C, \quad (6)
$$

where the measure $d[W]$ is the product of the differentials of the matrix elements. We point out that the parameter $N$ is proportional to the inverse variance of the distribution

$$
\text{var}(X_{ij}) = \frac{c_{ij}^2 + c_{ii}c_{jj}}{N}, \quad (7)
$$

where $c_{ij}$ is the $ij$-th element of the average correlation matrix $C$. The larger $N$, the narrower the distribution of the elements of $WW^\dagger$ becomes. In the limit $N \rightarrow \infty$ the random correlation matrix $WW^\dagger$ is fixed without fluctuations. We obtain an invertible random correlation matrix in the case $N \geq K$. For $N < K$, however, the resulting matrix is not invertible. Nevertheless, the pdf (1) is well defined in terms of proper $\delta$ functions, as discussed in A.

Instead of the correlation matrix we can express the full covariance matrix $\Sigma = \sigma C \sigma$ as a random matrix

$$
\Sigma_s \rightarrow AA^\dagger \quad (8)
$$
with \( AA^\dagger \) being a Wishart random matrix. This leads to the same result, as discussed in [B] and explicitly shown in Schmitt et al. (2013). Mathematically, it does not make a difference whether we perform the calculation with a random covariance or a random correlation matrix. Thus, our approach does not contradict the empirical observation of fluctuating volatilities.

Our key idea is to average the multivariate normal distribution \([1]\) with the random covariance matrix \([3]\) over the Gaussian distribution \([4]\),

\[
\langle g \rangle (x|C,N) = \int d[W] \ w(W|C,N) \ g(x|\sigma W W^\dagger \sigma) .
\]  

Inserting the Fourier transform \([2]\) into Eq. \([9]\) leads to

\[
\langle g \rangle (x|C,N) = \int d[W] \ \sqrt{\frac{N}{2\pi}} \ \sqrt{\det C^{-N}} \ \int d[\omega] \ e^{-i\omega^\dagger x} \ \exp \left( -\frac{1}{2} \omega^\dagger \sigma W W^\dagger \sigma \omega \right) .
\]  

We rewrite the scalar bilinear form in the exponent as \( \omega^\dagger \sigma W W^\dagger \sigma \omega = \text{tr}(W^\dagger \sigma \omega^\dagger \sigma W) \). We merge the two traces and arrive at

\[
\langle g \rangle (x|C,N) = \sqrt{\frac{N}{2\pi}} \ \sqrt{\det C^{-N}} \ \int d[\omega] \ e^{-i\omega^\dagger x} \ \exp \left( -\frac{1}{2} \text{tr} \left( W W^\dagger (NC^{-1} + \sigma \omega^\dagger \sigma) \right) \right) .
\]  

Here, and in similar cases later on, we may exchange the order of integration as the Fourier representation \([2]\) is robust in a distributional sense while the Gaussian distribution does not inflict any convergence problems. Since the integral over \( W \) is simply Gaussian we have

\[
\langle g \rangle (x|C,N) = \frac{\sqrt{N}^{KN}}{(2\pi)^K} \ \sqrt{\det C^{-N}} \ \int d[\omega] \ e^{-i\omega^\dagger x} \ \frac{1}{\sqrt{\det(NC^{-1} + \sigma \omega^\dagger \sigma)^N}} .
\]  

As \( \sigma \omega^\dagger \sigma \) is a dyadic matrix of rank unity we find

\[
\det(NC^{-1} + \sigma \omega^\dagger \sigma) = N^K (1 + \omega^\dagger \sigma C \sigma \omega/N) \det C^{-1} ,
\]  

which implies

\[
\langle g \rangle (x|C,N) = \frac{1}{(2\pi)^K} \ \sqrt{\det C^{-N}} \ \int d[\omega] \ e^{-i\omega^\dagger x} \ \frac{1}{\sqrt{1 + \omega^\dagger \sigma C \sigma \omega/N^N}} .
\]  

We use the formula

\[
\frac{1}{a^\eta} = \frac{1}{\Gamma(\eta)} \ \int_0^\infty z^{\eta-1} e^{-az} \ dz
\]  

for real and positive variables \( a \) and \( \eta \). We identify \( a \) with the radicand of the square root and \( \eta \) with \( N/2 \), and cast Eq. \([14]\) into the form

\[
\langle g \rangle (x|C,N) = \frac{1}{(2\pi)^K \Gamma(N/2)} \ \int_0^\infty dz \ z^{\frac{N}{2}-1} e^{-z} \ \int d[\omega] \ e^{-i\omega^\dagger x} \ \exp \left( -\frac{z}{N} \omega^\dagger \sigma C \sigma \omega \right) .
\]  

By applying the inverse Fourier transform we end up with

\[
\langle g \rangle (x|\Sigma,N) = \frac{1}{(2\pi)^K \Gamma(N/2) \sqrt{\det \Sigma}} \ \int_0^\infty dz \ z^{\frac{N}{2}-1} e^{-z} \ \sqrt{\frac{\pi N^K}{z}} \ \exp \left( -\frac{N}{4z} x^\dagger \Sigma^{-1} x \right) .
\]
Here we introduce the new, fixed matrix

\[ \Sigma = \sigma C \sigma \]  

which represents the average covariance matrix in the sense that \( \Sigma \) is the average correlation matrix and \( \sigma \) the diagonal matrix of the standard deviations. We note that Eq. (17) can be expressed as an average of the Gaussian with an argument \( x^\Sigma^{-1} x \) over the variance \( z \) which is \( \chi^2 \) distributed, see \cite{Schmitt2013} and \cite{C} for more details. Finally, we perform the integral over \( z \) and obtain the pdf

\[ \langle g \rangle (x|\Sigma, N) = \sqrt{\frac{N}{4\pi}} \frac{K_{N-2}}{\Gamma(N/2)} \frac{\sqrt{N x^\Sigma^{-1} x}}{\sqrt{\det \Sigma}} K_{\nu \Sigma} \left( \sqrt{N x^\Sigma^{-1} x} \right), \]  

where \( K_{\nu}(\cdot) \) is the modified Bessel function of the second kind of order \( \nu \). The pdf differs significantly from the multivariate normal distribution. It depends only on the average covariance matrix \( \Sigma \) and the free parameter \( N \) which characterizes the fluctuations around \( \Sigma \). Furthermore, due to the invariance of the Wishart distribution, the vector \( x \) enters the result only via the bilinear form \( x^\Sigma^{-1} x \). The tails decay exponentially. The smaller \( N \), the heavier the tails become. In the limit \( N \to \infty \) the pdf converges towards the multivariate normal distribution. The marginal distributions are \( \mathcal{K} \) Bessel functions as well, of the order \( \nu \), see \cite{Schmitt2013}.

We note that our model is reminiscent of the Bayesian analysis. In particular, \cite{BekkerRoux1995} consider the Bayesian analysis of the multivariate normal distribution using a Wishart covariance prior and provide calculations with results which are formally similar to ours. However, the interpretation is completely different since in our model each realization is drawn from a different distribution. Moreover, we go one step further by reducing the result to a Bessel function with scalar argument.

### III. APPLICATION TO ASSET RETURNS

We now apply our model to financial return time series. Consider a portfolio consisting of \( K \) assets. The return time series are given by

\[ r_k(t) = \frac{S_k(t + \Delta t) - S_k(t)}{S_k(t)}, \]  

where \( S_k(t) \) is the price of the \( k \)-th asset at time \( t \) and \( \Delta t \) is the return interval.

As already mentioned, we use the common assumption of normally distributed asset returns in order to apply our model to financial data. Under this assumption the pdf of the return vector

\[ r(t) = (r_1(t), \ldots, r_K(t)) \]  

at each fixed time \( t \) can be described by Eq. (1) but with different covariance matrices since correlations between the individual assets change in time. However, if we are interested in the pdf of the return vector in the whole observation period, we have to average over all correlation matrices. By applying the result from the previous section we obtain the average return pdf

\[ \langle g \rangle (r|\Sigma, N) = \frac{1}{(2\pi)^K \Gamma(N/2) \sqrt{\det \Sigma}} \int_0^\infty dz \frac{z^{N/2 - 1} e^{-z}}{z} \exp \left( -\frac{N}{4z} r^\Sigma^{-1} r \right), \]  

where \( \Sigma = \sigma C \sigma \) is the average empirical covariance matrix calculated over the whole observation period. To simplify the notation we drop the argument \( t \) in the returns, but keep in mind that they are always measured at one given time \( t \) and depend on the return interval \( \Delta t \).

In the following we will concentrate on the implications of this result for portfolio returns. A comparison of the multivariate distribution (21) with data has been carried out elsewhere \cite{Schmitt2013}, with a discussion aimed at a physics audience. The comparison reveals a good agreement between model and data, in particular in the central part of the distribution. There are, however, small deviations in the tails.

We now employ the result (21) to compute the average pdf of a portfolio return. The return of a portfolio is given by the weighted sum of the individual asset returns

\[ R = \sum_{k=1}^K u_k r_k = u^\top r, \]
where $u_k$ is the weight of the $k$-th asset. The weights obey the normalization condition $\sum_{k=1}^{K} u_k = 1$.

The average portfolio return pdf is then

$$\langle f \rangle(R|\Sigma, N) = \int d[r] \langle g \rangle(r|\Sigma, N) \delta(R - u^r)$$

$$= \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\nu \ e^{-i\nu R} \int d[r] \langle g \rangle(r|\Sigma, N) \ e^{i\nu u^r},$$

(23)

with the integral over $r$ being the characteristic function. Inserting the pdf $\langle g \rangle$ we find

$$\langle f \rangle(R|\Sigma, N) = \frac{1}{(2\pi)^{K+1}} \frac{1}{\Gamma(N/2)\sqrt{\det \Sigma}} \int_{0}^{\infty} dz \ z^{\frac{N-2}{2}} e^{-z} \sqrt{\frac{N\pi}{z}}$$

$$\times \int_{-\infty}^{+\infty} d\nu \ e^{-i\nu R} \int d[r] \exp\left(i\nu u^r - \frac{N}{4z} r^\dagger \Sigma^{-1} r\right).$$

(24)

The integral over $r$ is Gaussian. Carrying out the integration we find that the integral over $\nu$ is Gaussian as well and we have

$$\langle f \rangle(R|\Sigma, N) = \frac{1}{\Gamma(N/2)} \sqrt{\frac{N}{4\pi u^\dagger \Sigma u}} \int_{0}^{\infty} dz \ z^{\frac{N+1}{2}} e^{-z} \exp\left(-\frac{N R^2}{4z u^\dagger \Sigma u}\right).$$

(25)

Once more, the last integral is a representation of the modified Bessel function of the second kind, this time of the order $(N - 1)/2$. Thus, we obtain

$$\langle f \rangle(R|\Sigma, N) = \frac{\sqrt{2^{1-N}}}{{\sqrt{\pi}} \Gamma(N/2)} \sqrt{\frac{N}{u^\dagger \Sigma u}} |R|^{\frac{N-1}{2}} \ K_{\frac{N-1}{2}} \left(|R| \sqrt{\frac{N}{u^\dagger \Sigma u}}\right)$$

(26)

for the average pdf of a portfolio return. It depends only on the free parameter $N$, which describes the fluctuation strength of the correlations in the observation period, and on the scale variable

$$\alpha = u^\dagger \Sigma u$$

(28)

which can be computed from the portfolio weights and the fixed empirical covariance matrix $\Sigma$. We notice that $\alpha$ is the bilinear form of the weights $u$ with the covariance matrix $\Sigma$ and thus has a very direct economic relevance as one single effective variance parameter of the entire portfolio. Thus, if we normalize the portfolio return $R$ in the following way

$$\hat{R} = \frac{R}{\sqrt{\alpha}},$$

(29)

we end up with the pdf

$$\langle f \rangle(\hat{R}|N) = \frac{\sqrt{2^{1-N}}}{{\sqrt{\pi}} \Gamma(N/2)} \sqrt{\frac{N}{\alpha}} |\hat{R}|^{\frac{N-1}{2}} \ K_{\frac{N-1}{2}} \left(|\hat{R}| \sqrt{\frac{N}{\alpha}}\right),$$

(30)

in which $N$ is the only free parameter. We illustrate this density function in Fig. 1 for different values of $N$. Note that the tails become heavier as the value of $N$ decreases. For large values of $N$ the pdf approaches the normal distribution.

IV. COMPARISON WITH EMPIRICAL PORTFOLIO RETURNS

To compare our model with empirical data we consider the Nasdaq Composite Index in the period from January 1992 to March 2012. We take into account 241 stocks, for which the time series are complete and cover the whole observation period. To compute the empirical portfolio return we build portfolios each consisting of $K$ stocks, which
are randomly chosen from all available stocks. For each stock we calculate the stock returns on a given return interval, for each portfolio the corresponding portfolio return. Fig. 2 shows the histogram of the rescaled empirical portfolio return $\hat{R}$ taking into account 600 random portfolios of 20 stocks each. We use daily returns, $\Delta t = 1$ day, and consider positive and negative weights drawn from a symmetric uniform distribution $\mathcal{U}(-a, a)$ with $a = 0.5$ in such a way that the normalization condition is satisfied. Compared with the normal distribution ($\mu = 0$, $\sigma = 1$), the histogram has a higher peak around zero and fatter tails. The Student’s $t$-distribution ($\nu = 12.73$) describes the tails much better than the normal distribution, however it fails to describe the center of the histogram. The parameters of the normal and the Student’s $t$-distributions are estimated with the maximum likelihood method. Compared with both distributions the average portfolio return pdf ($\mathcal{N}$) resembles the data much better in the center of the histogram. In the tails it matches the Student’s $t$-distribution. We point out that although our analytical result was derived for integer values of $N$, we can easily extend this result to real values. Allowing real values for $N$, we obtain the best agreement for $N = 3.9$. Still, there are some deviations in the tails. We determine the free parameter $N$ with a minimum distance estimation method using a weighted Cramer-von Mises statistics which is often applied to accentuate the distance between model and empirical distribution in those parts of the distribution where more sensitivity is desired (Parr 1981, Boos 1982, Öztürk & Hettmansperger 1997). Here, we aim at fitting particularly the center of the distribution since there the best match between model and data is observed. To give more weight to the center of the distribution, we use a Gaussian function of the form $\exp(-y^2/2c^2)$ with $c = 0.97$ as a weighting function. The maximum likelihood method yields about 10% smaller values for the parameter $N$ since it also takes the tails into account.

In the following we will consider the portfolio return $R$ directly, as it is the economically relevant quantity, and will investigate the impact of the portfolio weights. Fig. 3 shows the histogram of the empirical portfolio return $R$ compared with the average portfolio return pdf ($\mathcal{N}$). Again we consider daily returns and weights drawn from a symmetric uniform distribution $\mathcal{U}(-a, a)$ with $a = 0.5$. The minimum distance estimation method yields $N = 3.5$. The portfolio variance $\alpha$ is computed for each portfolio from the corresponding weights and covariance matrix and then averaged over all available portfolios. The theoretical curve agrees well with the histogram in the central part, there are some deviations in the tails. Fig. 4 shows the range of $\alpha$ and $N$ values induced by the different portfolios. Choosing different distribution parameters for the portfolio weights affects the portfolio variance $\alpha$, see Fig. 5. It increases monotonically with the distribution width $2a$. The parameter $N$, on the other hand, remains nearly constant.

We now examine the case when all weights are positive, i.e., when short selling is not allowed. Fig. 6 shows the histogram of the empirical portfolio return $R$ using daily returns and equal weights $u_k = 1/K$. The histogram is asymmetric with a heavier tail on the right hand side. Although the deviations in the tails are slightly more pronounced, the average return pdf with $N = 3.2$ still agrees well with the histogram in the central part. The portfolio variance, on the other hand, is much smaller than in the case of uniform portfolio weights, which implies a lower risk for positively weighted portfolios.

Instead of drawing random weights, we can determine a set of optimal portfolio weights according to [Markowitz].
FIG. 2. Histogram of the rescaled empirical portfolio return $\hat{R}$ (solid black) for daily returns and weights $u_k \sim U(-0.5, 0.5)$ compared with the average portfolio return pdf $\langle f \rangle(\hat{R}|N)$ (dashed red) with $N = 3.9$, plotted linearly (left) and logarithmically (right). The green dashed-dotted line shows a normal distribution $N(0, 1)$ and the blue dotted line a Student’s $t$-distribution $t(12.73)$.

FIG. 3. Histogram of the empirical portfolio return $R$ (solid black) for daily returns and weights $u_k \sim U(-0.5, 0.5)$ compared with the average portfolio return pdf $\langle f \rangle(R|\Sigma, N)$ (dashed red) with $\alpha = 2.09 \times 10^{-3}$ and $N = 3.5$, plotted linearly (left) and logarithmically (right).

FIG. 4. Histograms of the portfolio variance $\alpha$ (left) and of the $N$ value (right) for each portfolio for the case $u_k \sim U(-0.5, 0.5)$. 
FIG. 5. The parameters $\alpha$ (left) and $N$ (right) in dependence of the uniform distribution width $2a$.

FIG. 6. Histogram of the empirical portfolio return $R$ (solid black) for daily returns and equal weights $u_k = 1/K$ compared with the average portfolio return pdf $\langle f \rangle(R|\Sigma, N)$ (dashed red) with $\alpha = 2.17 \times 10^{-4}$ and $N = 3.2$, plotted linearly (left) and logarithmically (right).

with the $K$ dimensional vector $g = (1, \ldots, 1)$ and the covariance matrix $\Sigma$, computed for a given subset of stocks in the whole observation period. Using the optimal portfolio weights, we obtain the minimal portfolio variance. The histogram of the empirical portfolio return $R$, compared with the average portfolio return pdf with $N = 3.4$, is shown in Fig. 4. The histogram is asymmetric with a heavier tail on the right hand side. Again we observe a good agreement in the central part and deviations in the tails. Indeed, we find the smallest portfolio variance $\alpha$, about a factor 1.5 smaller than the second best $\alpha$ for $u_k = 1/K$.

So far, we have only considered daily returns, $\Delta t = 1$ day. Let us now take a look at other return intervals. Fig. 8 shows the parameters $\alpha$ and $N$ for different return intervals between one day and two months. We observe that $N$ increases with $\Delta t$, which leads to a more Gaussian-like distribution. The portfolio variance increases too.

Till now, we have used 600 random portfolios of size $K = 20$. What if we vary the number of portfolios or/and the number of stocks? Increasing the number of portfolios reveals more of the tails of the histogram. Fig. 9 shows the case of varying the number of stocks $K$. As the number of stocks $K$ increases, the value of $N$ increases too. The variance on the other hand decreases. In other words, we still see the benefit of diversification.

\[ u_{opt} = \frac{\Sigma^{-1} g}{g^T \Sigma g} \tag{31} \]
FIG. 7. Histogram of the empirical portfolio return $R$ (solid black) for daily returns and optimal weights compared with the average portfolio return pdf $\langle f \rangle(R|\Sigma,N)$ (dashed red) with $\alpha = 1.38 \times 10^{-4}$ and $N = 3.4$, plotted linearly (left) and logarithmically (right).

FIG. 8. The parameters $\alpha$ (left) and $N$ (right) in dependence of the return interval $\Delta t$ using optimal weights.

FIG. 9. The parameters $\alpha$ (left) and $N$ (right) in dependence of the portfolio size $K$ for daily returns, $\Delta t = 1$ day, and optimal weights.
V. CONCLUSION

Non-stationarity is a common feature of financial data. We introduced an approach to model non-stationary correlations by an ensemble of Wishart correlation matrices. Averaging the multivariate normal distribution over this ensemble yields an elliptical distribution with exponential tails, which can be expressed in terms of a modified Bessel function of the second kind.

This approach allowed us to derive a pdf for the returns of a portfolio consisting of correlated stocks. For this purpose we assumed normally distributed asset returns at each fixed time step. This assumption is justified on short time scales, where the correlation matrix can be viewed as fixed. The average portfolio return pdf depends only on two parameters: the bilinear form of the portfolio weights with the average empirical covariance matrix, which represents a portfolio variance, and a free parameter which characterizes the fluctuation strength of correlations.

The average portfolio return pdf describes the empirical data well, in particular in the central part of the distribution. This behavior is independent of the choice of portfolio weights. Still, there are some deviations in the tails. This can be traced back to the fact that although the choice of the Wishart distribution for the random correlation matrix ensemble is indeed a reasonable assumption, it obviously can not capture all empirical details. Nevertheless, our results have a remarkable agreement with the data up to the third decade. The empirical evidence of log-normally rather than \( \chi^2 \) distributed variances suggest the choice of a log-normal distribution instead of (4). This will be the subject of future work.

It is important to note that the average portfolio return distribution yields a good description of heavy-tailed portfolio return distributions with only one free parameter. It provides a better fit to the empirical data than the Student’s \( t \)-distribution, which is one of standard heavy-tailed distributions in financial economics (see e.g., Blattberg & Gonedes 1974, Peiro 1994). To the best of our knowledge the presented ensemble approach is new in the economics literature. Recently, we also applied it in the context of credit risk (Schmitt et al. 2014) leading to the computation of an averaged loss distribution for credit portfolios.

Furthermore, the random matrix approach reduces the effect of fluctuating correlations to a single parameter characterizing their fluctuation strength. Thus, it enables us to estimate the fluctuation strength of correlations in a given time interval directly from the empirical return distributions without having to estimate the correlations on shorter time intervals. This is an important issue for portfolio optimization.

Appendix A

We show that the pdf (1) is well defined for \( N < K \). We diagonalize the covariance matrix in the following way

\[
\Sigma = U^\dagger \Lambda U
\]

(A1)

with an orthogonal matrix \( U = U^\dagger \) and a diagonal matrix of the eigenvalues \( \Lambda \). In the case \( N < K \) the covariance matrix has \( N \) positive non-zero and \( K - N \) zero eigenvalues, \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N, 0, \ldots, 0) \). We rotate the vector \( x \) into the eigenbasis of the covariance matrix, write \( v = Ux \), and obtain the pdf

\[
g(v|\Lambda) = \frac{1}{\sqrt{2\pi}^K} \frac{1}{\sqrt{\det \Lambda}} \exp\left(-\frac{1}{2} v^\dagger \Lambda^{-1} v\right)
\]

\[
= \prod_{k=1}^N \frac{1}{\sqrt{2\pi} \lambda_k} \exp\left(-\frac{v_k^2}{2\lambda_k}\right) \prod_{k=N+1}^K \delta(v_k),
\]

(A2)

which clearly is well defined. A corresponding line of reasoning can be used for the Fourier transform (2).

Appendix B

We argue that

\[
\hat{\omega}(A|\Sigma, N) = \sqrt{\frac{N}{2\pi}} \frac{1}{\sqrt{\det \Sigma}} \exp\left(-\frac{N}{2} \text{tr} A^\dagger \Sigma^{-1} A\right)
\]

(B1)
is equivalent to \( w(W|C, N) \), where \( \Sigma = \sigma C \sigma \) and \( A = \sigma W \). To this end we have to show that
\[
\int d[A] \hat{w}(A|\Sigma, N) f(A) = \int d[W] w(W|C, N) f(\sigma W) \tag{B2}
\]
with an arbitrary test function \( f(A) \). Changing the variables according to \( A = \sigma W \), we find
\[
\int d[A] \hat{w}(A|\Sigma, N) f(A) = (\det \sigma)^N \int d[W] \hat{w}(\sigma W|\Sigma, N) f(\sigma W) \tag{B3}
\]
\[
= \int d[W] w(W|C, N) f(\sigma W), \tag{B4}
\]
which proves the assertion.

Appendix C

We show the appearance of the \( \chi^2 \) representation in Eq. (17), as it is reminiscent of stochastic volatility models. Using the formula
\[
\frac{1}{a^\eta} = \frac{1}{2^{\eta} \Gamma(\eta)} \int_0^\infty z^{\eta-1} \exp\left(-\frac{a}{2}z\right) dz \tag{C1}
\]
we can rewrite Eq. (17) as
\[
\langle g \rangle (x|\Sigma, N) = \int_0^\infty \chi^2_N(z) g \left( x \left| \frac{z}{N} \Sigma \right. \right) dz \tag{C2}
\]
with the \( \chi^2 \) distribution of \( N \) degrees of freedom
\[
\chi^2_N(z) = \frac{1}{2^{N/2} \Gamma(N/2)} z^{N/2-1} \exp\left(-\frac{z}{2}\right) \tag{C3}
\]
for \( z \geq 0 \) and zero otherwise.

REFERENCES

O. Barndorff-Nielsen, J. Kent & M. Sørensen (1982) Normal variance-mean mixtures and z distributions, *International Statistical Review* 50 (2), 145–159.
G. Bekaert & C. R. Harvey (1995) Time-varying world market integration, *The Journal of Finance* L (2), 403–444.
A. Bekker & J. J. J. Roux (1995) Bayesian multivariate normal analysis with a wishart prior, *Communications in Statistics–Theory and Methods* 24 (10), 2485–2497.
F. Black (1976) Studies of stock price volatility changes. In: *1976 Meetings of the American Statistical Association, Business and Economical Statistics Section*, 177–181, Washington DC: American Statistical Association.
R. C. Blattberg & N. J. Gonedes (1974) A comparison of the stable and the student distributions as statistical models for stock prices, *Journal of Business* 47 (2), 244–280.
T. Bollerslev (1986) Generalized autoregressive conditional heteroskedasticity, *Journal of Econometrics* 31, 307–327.
D. D. Boos (1982) Minimum anderson-darling estimation. *Communications in Statistics–Theory and Methods* 11 (24), 2747–2774.
W. Breymann, A. Dias & P. Embrechts (2003) Dependence structures for multivariate high-frequency data in finance, *Quantitative Finance* 3 (1), 1–14.
S. Cambanis, S. Huang & G. Simons (1981) On the theory of elliptically contoured distributions, *Journal of Multivariate Analysis* 11, 368–385.
A. A. Christie (1982) The stochastic behavior of common stock variances : Value, leverage and interest rate effects, *Journal of Financial Economics* 10 (4), 407–432.
P. K. Clark (1973) A subordinated stochastic process model with finite variance for speculative prices, *Econometrica* 41 (1), 135–155.
S. D. Dubey (1970) Compound gamma, beta and f distributions, *Metrika* 16 (1), 27–31.
R. Engle (2002) Dynamic conditional correlation: A simple class of multivariate generalized autoregressive conditional heteroskedasticity models, *Journal of Business & Economic Statistics* 20 (3), 339–350.
R. F. Engle (1982) Autoregressive conditional heteroskedasticity with estimates of the variance of united kingdom inflation. *Econometrica* 50 (4), 987–1007.
D. J. Fenn, M. A. Porter, S. Williams, M. McDonald, N. F. Johnson & N. S. Jones (2011) Temporal evolution of financial-market correlations, *Physical Review E* **84**, 026109.

V. Golosnoy, B. Gribisch & R. Liesenfeld (2012) The conditional autoregressive wishart model for multivariate stock market volatility, *Journal of Econometrics* **167**(7), 1467–1470.

L. Laloux, P. Cizeau, J.-P. Bouchaud & M. Potters (1999) Noise dressing of financial correlation matrices, *Physical Review Letters* **83**(7), 1467–1470.

F. M. Longin & B. Solnik (1995) Is the correlation in international equity returns constant: 1960–1990?, *Journal of International Money and Finance* **14**(1), 3–26.

V. A. Marchenko & L. A. Pastur (1967) Distribution of eigenvalues for some sets of random matrices, *Mat. Sbornik* **72**(114)(4), 507–536.

H. Markowitz (1952) Portfolio selection, *The Journal of Finance* **7**(1), 77–91.

R. Mashal, M. Naldi & A. Zeevi (2003) Comparing the dependence structure of equity and asset returns, *Risk* **16**, 82–87.

M. C. Münnix, T. Shimada, R. Schäfer, F. Leyvraz, T. H. Seligman, T. Guhr & H. E. Stanley (2012) Identifying states of a financial market, *Scientific Reports* **2**(644).

D. B. Nelson (1991) Conditional heteroskedasticity in asset returns: A new approach, *Econometrica* **59**(2), 347–370.

Ñ. Öztürk & T. P. Hettmansperger (1997) Generalised weighted cramer-von mises distance estimators, *Biometrika* **84**(2), 283–294.

W. C. Parr (1981) Minimum distance estimation: A bibliography, *Communications in Statistics-Theory and Methods* **A10**(12), 1205–1224.

A. Peiro (1994) The distribution of stock returns: international evidence, *Applied Financial Economics* **4**(6), 431–439.

V. Plerou, P. Gopikrishnan, B. Rosenow, L. A. N. Amaral & H. E. Stanley (1999) Universal and nonuniversal properties of cross correlations in financial time series, *Physical Review Letters* **83**(7), 1471–1474.

T. A. Schmitt, D. Chetalova, R. Schäfer & T. Guhr (2013) Non-stationarity in financial time series: Generic features and tail behavior, *Europhysics Letters* **103**, 58003.

T. A. Schmitt, D. Chetalova, R. Schäfer & T. Guhr (2014) Credit risk and the instability of the financial system: An ensemble approach, *Europhysics Letters* **105**, 58004.

G. E. Tauchen & M. Pitts (1983) The price variability-volume relationship on speculative markets, *Econometrica* **51**(2), 485–505.

Y. K. Tse & A. K. C. Tsui (2002) A multivariate generalized autoregressive conditional heteroscedastic model with time-varying correlations, *Journal of Business & Economic Statistics* **20**(3), 351–362.

J. Wishart (1928) The generalized product moment distribution in samples from a normal multivariate population, *Biometrika* **20A**(1-2), 32–52.