Damage Detection of Insulators in Catenary Based on Deep Learning and Zernike Moment Algorithms
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Abstract: The intelligent damage detection of catenary insulators is one of the key steps in maintaining the safe and stable operation of railway traction power supply systems. However, traditional deep learning algorithms need to train a large number of images with damage features, which are hard to obtain; and feature-matching algorithms have limitations in anti-complex background interference, affecting the accuracy of damage detection. The current work proposes a method that combines deep learning and Zernike moment algorithms. The Mask R-CNN algorithm is firstly used to identify the catenary insulators to realize the region proposal of the insulators. After image preprocessing, the Zernike moment algorithm is used to replace the existing Hu moment algorithm to extract more detailed insulator contour features, then the similarity value and its standard deviation are further calculated, so as to complete the damage detection of the catenary insulator. The experimental results show that the mean average precision of insulator identification can reach 96.4%, and the Zernike moment algorithm has an accuracy of 93.36% in judging the damage of insulators. Compared with the existing Hu moment algorithm, the accuracy is increased by 10.94%, which provides a new method for the automatic detection of damaged insulators in catenary and even other scenarios.
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1. Introduction

The insulator is an important piece of equipment that provides mechanical support and electrical insulation in the catenary [1,2], and its status directly affects whether the railway power supply system can work normally. Typical defects of catenary insulators include surface contamination caused by the natural environment, aging caused by long-term electromechanical loads, flashover caused by increased humidity and icing, cracks caused by temperature changes, and damage caused by external forces such as hail and debris impacts [3]. Among them, contamination, flashover, and natural aging of catenary insulators can be avoided by regular cleaning and replacement, while the cracking and damage of insulators will not only affect the insulation characteristics of the power line, but also affect the service life of the entire traction network, undermine the safety and stability of the railway power supply system, and even interrupt the operation of the railway [4].

The traditional insulator damage-detection method mainly relies on manual inspection with large workloads and low detection efficiency [5]; this method cannot find and deal with the insulator fault in time, affecting the safety of the whole traction power supply system [6]. With the rapid development of high-speed railway monitoring and fault detection technology, such as the monitoring and detection of the insulation components of the catenary in 6C systems applied in China railway since 2012, intelligent detection methods of railway catenary insulator damage have been used [7].

In the past, various intelligent detection methods based on images have been studied. The proposed detection methods can be divided into feature extraction methods [8–10], deep learning methods [6,11–13], and deep learning and feature extraction combined methods [14–16]. For example, a Harris corner matching and spectral clustering method is
proposed to achieve fault detection of catenary insulators [9], but this method is easily affected by image brightness and complex environmental background. A catenary insulator fault detection algorithm is proposed based on YOLOv5 [12], but a large number of damaged insulator samples are needed to improve the accuracy of the algorithm. Moreover, as a small target in the image, it is difficult to judge whether the insulator is damaged with high accuracy [15] proposed to use the EAST model to locate the insulator firstly, then extract the contour of the insulator piece, and use the Hu invariant moment to compare the similarity between the insulator pieces to judge whether it is damaged or not. It is less affected by complex environmental backgrounds and does not need a large number of damaged insulator image samples, but for insulator photos taken from the front, the extracted contours of insulator pieces are thin, and the Hu moment algorithm will produce deviation and misjudgment when calculating the contour features of such cases. Therefore, it still needs to be improved in the description of contour details.

To sum up, there are three main problems to be improved and solved in the intelligent detection method of damaged catenary insulators:

• The traditional non-deep learning feature-extraction algorithm is prone to misjudge under the influence of complex environment and image brightness differences, and its reliability is not strong;
• The insulator damage-detection method completely based on deep learning needs to rely on a large number of damaged insulator samples, which has high requirements for the scope and workload of image acquisition;
• The features extracted by some characteristic moment algorithms based on insulator contours are not detailed enough, and there is still room for improvement in accuracy.

Aiming at the above problems, this paper proposes a catenary insulator damage-detection method based on deep learning and Zernike moment algorithms. Firstly, the catenary insulators are identified and positioned by the Mask R-CNN algorithm, and the insulator image is further cropped. Secondly, the insulator image is binarized and the contour is extracted. Thirdly, Zernike moments are calculated according to the obtained contours of the insulator pieces, which are described in detail. Finally, the damage judgment of catenary insulators is completed by calculating the similarity value and similarity standard deviation between insulator pieces. This method combines the advantage of the Mask R-CNN algorithm in small target identification, which is less affected by the complex background of the image, and the advantage of the Zernike moment algorithm in feature detail extraction, which has low requirements for the number of samples and strong ability to describe the contour details, so as to achieve the effect of high accuracy of catenary insulator damage detection.

2. Insulator Identification and Location Based on Mask R-CNN

In general, catenary insulators occupy a small area in the image, which puts forward high requirements for the accuracy of deep learning algorithms. Table 1 compares and analyzes the existing state-of-the-art deep learning algorithms, including the single-stage object detection algorithms SSD (Single Shot MultiBox Detector) and YOLO (You Only Look Once) [17], and the two-stage object detection algorithms Faster R-CNN and Mask R-CNN.

The SSD algorithm and YOLO algorithm have relatively low accuracy in small target detection [18], while the Faster R-CNN algorithm adopts the quantitative rounding method in an ROI Pooling layer, which will produce feature dislocation and errors in small-target detection that needs to be accurate to pixel level. Therefore, considering these aspects, the Mask R-CNN algorithm is selected in this paper.
Table 1. Comparison of different target recognition algorithms.

| Algorithm     | Implementation Method                                                                 | Characteristic                                                                 |
|---------------|----------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| SSD           | Multiple layers are used for object detection, lower layers have smaller scales and higher layers have larger scales; Fully convolutional layers are used to predict confidence scores and localization offset. | Poor performance on small objects due to lower layers lacking deep semantic information. |
| YOLO          | Input image is divided into $k \times k$ grids and object detection is performed on each grid. | Low localization accuracy due to poor discrimination when object is partially located in one grid. |
| Faster R-CNN  | A regional proposal network (RPN) is adopted in the first stage, and the proposals are further classified and localized through the ROI (Region of Interest) Pooling layer in the second stage. | The ROI Pooling layer adopts a quantitative rounding method, which will produce characteristic dislocation. |
| Mask R-CNN    | FPN (Feature Pyramid Network) is used to extract features and RPN (Regional Proposal Network) is used to generate proposals in the first stage. ROI Align is used for location and classification, and mask branch is used for instance segmentation in the second stage. | The ROI Align adopts a bilinear interpolation method, which can avoid feature dislocation; the mask branch is added, and the accuracy of small target detection can reach pixel level. |

The Mask R-CNN algorithm was first proposed in 2017 [19] and is mainly used in the fields of object detection and instance segmentation. It is improved from the previously proposed Faster R-CNN algorithm. On the one hand, bilinear interpolation is used in the ROI Align layer to solve the problem of misalignment. On the other hand, a pixel-level instance segmentation mask branch is added to achieve pixel-level object detection. Finally, the network loss is unified in target detection, thereby improving the accuracy, so it has certain advantages in small target detection [20]. The Mask R-CNN algorithm is used to propose the region of the insulator in the image, which can narrow the target range with high precision before detecting the damaged state of the insulator, and removes the interference caused by other catenary structures to the subsequent Zernike moment feature calculation.

2.1. Network Structure

The network structure of Mask R-CNN algorithm mainly includes four parts: the feature pyramid network (FPN), region proposal network (RPN), ROI Align (Region of Interest Align), and target detection and instance segmentation [21–23]. The specific network structure for catenary insulator identification is shown in Figure 1.

![Figure 1. Network structure of catenary insulator identification based on Mask R-CNN.](image-url)

The main function of the Feature Pyramid Network (FPN) is to distinguish targets with different sizes in the image and different features of targets [19]. As shown in Figure 2, the pyramid network structure is used to convolute and pool the image, extract feature maps with different sizes, and then use $1 \times 1$ Size convolution kernel to reduce the dimension...
of the features, so that the number of feature maps in each stage is the same. Then, the up-sampling operation is used to make the size of the feature maps the same, so as to realize the fusion of different size feature maps in each stage. The original Mask R-CNN algorithm used ResNet101 as the backbone of the feature pyramid network, which has about $44.5 \times 10^6$ parameters and $8 \times 10^9$ FLOPs, while the relatively simple ResNet50 has only about $25.5 \times 10^6$ parameters and $4 \times 10^9$ FLOPs. Considering the real-time and robustness of the algorithm, ResNet101 is replaced by ResNet50 in this paper [24].

![Structure of feature pyramid network (FPN).](image)

The main role of the Region Proposal Network (RPN) is to calculate the candidate box to represent the position of the object in the image. The feature map output by the FPN layer is used as the input of the RPN layer. First, a $3 \times 3$ shared convolution operation is performed for each feature map, and then two different sliding windows are processed, one of which uses softmax to distinguish the foreground and background, and the other is used to calculate the offset of bounding box regression in order to get accurate proposals. The final proposal layer integrates the foreground anchors and the offsets of the bounding box regression to obtain proposals, and at the same time removes proposals that are too small and beyond the boundary. At this point, the function of target positioning is completed.

Since the regions of interest output by the RPN layer are of different sizes, that is, the corresponding feature map regions are of different sizes, and the final classifier can only process the feature map regions of the same size, the ROI Align layer is added to solve this problem. The ROI Pooling layer has the same function in the previously proposed Faster R-CNN algorithm, which unifies the size of the feature map to $a \times a$ by pooling. When the size of the RPN output box cannot be divisible by $a$, the quantitative rounding operation is carried out so that the input and output pixels cannot be guaranteed to correspond one-to-one, which will further cause the misalignment problem of regions of interest. However, the ROI Align layer in the Mask R-CNN algorithm adopted in this paper uses bilinear interpolation to replace quantitative rounding, and turns the discrete pooling into continuous [25], which solves this problem and enables the target detection to be accurate to the pixel level.

Finally, in the target detection and instance segmentation step, the target coordinates are determined by bounding box regression, and the category is determined by softmax. In addition, a mask branch is added to improve the resolution and reduce the number of channels through deconvolution and finally output a larger size mask, so as to complete the accurate segmentation of the instance.
2.2. Model Output

The loss function is an important function to judge whether the algorithm converges. By reducing the value of the loss function, the accuracy of the algorithm’s classification prediction can be improved. As shown in Equation (1), the loss function of the Mask R-CNN algorithm mainly consists of five items: one part is the foreground/background classification loss $L_{rpn\_cls}$ and the target frame regression loss $L_{rpn\_bbox}$ generated by the region proposal network (RPN), the other part is the classification loss $L_{cls}$, regression loss $L_{bbox}$ and instance segmentation loss $L_{mask}$ caused by ROI classification branch network.

$$L = L_{rpn\_cls} + L_{rpn\_bbox} + L_{cls} + L_{bbox} + L_{mask} \tag{1}$$

After the insulator identification model based on the Mask R-CNN algorithm converges, the minimum circumscribed rectangle is designed and cut according to the mask predicted by the algorithm, and the inclined insulator is automatically rotated to the horizontal position for later judgment of insulator damage.

3. Insulator Damage Detection Based on Zernike Moment

After the insulator is identified by the deep learning algorithm, the target range can be narrowed. However, since it is difficult to capture a large number of images of damaged insulators in catenary, and insulators usually account for a small area in the captured images, the accuracy of deep learning in judging insulator damage is limited. Therefore, the use of non-deep learning methods is considered to complete insulator damage detection after insulators are identified.

3.1. Image Preprocessing

In order to improve the accuracy of insulator damage detection and reduce the amount of calculation during detection, the image preprocessing protocol is designed in this paper, as shown in Figure 3, which mainly includes four steps: filtering, super-resolution, binarization, and contour extraction.

![Figure 3. The process of image preprocessing.](image)

The filtering step adopts a bilateral filter, which is a nonlinear filter [26]. Two Gaussian basis functions are used to describe the spatial proximity and grayscale similarity of the image, respectively, so that the proximity relationship between the central pixel and the surrounding pixel in geometric space and the difference between pixel gray values can be considered at the same time. Therefore, the bilateral filter can preserve the edge characteristics on the premise of smooth denoising.

After insulator recognition and positioning, the cutout image is usually blurry due to its low resolution, which is not conducive to further judging about whether they are damaged. Therefore, it is necessary to improve the clarity of small image. In this paper, the RAISR (Rapid and Accurate Image Super-Resolution) algorithm is adopted. Figure 4 shows the process of the RAISR algorithm. The core idea behind RAISR is to enhance the quality of the bilinear interpolation method by applying a set of pre-learned filters on the image patches, which is chosen by an efficient hashing mechanism. The filters are learned based on pairs of low-resolution and high-resolution training image patches, and the hashing is done by estimating the local gradients’ statistics. Finally, in order to avoid artifacts, the initial upscaled image and its filtered version are locally blended by applying a weighted average, where the weights are a function of a structure descriptor [27,28].
In order to further extract the contour of the insulator, it is necessary to binarize the insulator image after filtering and super-resolution processing. Equation (2) describes the main principle of image binarization. When the gray value of the image pixel is less than the threshold $T$, it is set to 0, and when it is greater than or equal to the threshold $T$, it is set to 255.

$$g(x, y) = \begin{cases} 
255, & f(x, y) \geq T \\
0, & f(x, y) < T 
\end{cases}$$  \hspace{1cm} (2)$$

Due to the difference in the pixel gray value of each insulator image, it is difficult to determine the threshold $T$ during image binarization. Therefore, it is considered to use the method of dynamically adjusting the threshold $T$ to complete the binarization of each image.

As shown in Figure 5, firstly, the initial value $T_0$ is set to 70, and the number of insulator pieces $k_0$ should be 11. Secondly, the image binarization and the extraction of the contours of the insulator pieces are carried out respectively, and then the number $k$ of contours is recorded as the number of insulator pieces. In order to avoid inaccurate recording of the number $k$ of contours due to the influence of strong light on the connecting parts between insulator pieces, the contour with height less than a certain range is ignored when it is extracted.

Finally, a judgment is made whether the number $k$ of insulator pieces extracted is equal to the set value $k_0$; if not, 1 is added to the threshold $T$, and then binarization and contour extraction until the number of insulator pieces is equal to $k_0$; if the condition of $k = k_0$ is not met when the threshold $T$ is increased to 255, $k_0$ is reduced by 1, $T$ is restored to the initial value of 70, and then binarization and contour extraction are performed until the requirements are met.

According to the binarized image, all the contours of the insulator image can be extracted by saving the outer arc contour of the insulator piece and connecting the head and tail of the arc with a straight line [15]. Figure 6 shows the original image, binarized image, the whole contour image, and the contour extraction image of the insulator pieces. By calculating the characteristic moments of the insulator pieces’ contours shown in Figure 6d and comparing the similarity value between different pieces on the same insulator, it is possible to distinguish whether the insulators are damaged.
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Figure 5. Dynamic adjustment of threshold value of image binarization.
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Figure 6. Results of image preprocessing. (a) original image; (b) binarized image; (c) the whole contour; (d) the contour of the insulator pieces.

3.2. Hu Moment and Zernike Moment

In the process of image acquisition, it is difficult to collect a large number of damaged insulator samples, which is not conducive to the judgment of damage through deep learning and other methods. If the detailed features of the insulator pieces can be directly described in some way, it will directly reduce the need for the number of samples.

At present, the methods used to directly describe the invariant features of images mainly include Harris corner detection, Speed-Up Robust Features algorithm (SURF) [29], Scale-Invariant Feature Transform algorithm (SIFT) [30], and invariant moment. The invariant moment can better describe the geometric features of the object, and has translation, scale, rotation invariance, and uniqueness [31], which can well distinguish the damage forms of catenary insulators. The characteristic moments include complex moments, rotational moments, orthogonal moments, and geometric moments. The Hu moment and Zernike moment commonly used in pattern recognition belong to geometric moments and orthogonal moments, respectively.
3.2.1. Hu Moment

For a single-channel digital image \(f(x,y)\), its \((p + q)\) order moment \(m_{pq}\) and central moment \(\mu_{pq}\) are expressed as:

\[
m_{pq} = \sum_{x} \sum_{y} x^{p} y^{q} f(x, y) \tag{3}
\]

\[
\mu_{pq} = \sum_{x} \sum_{y} (x - \bar{x})^{p} (y - \bar{y})^{q} f(x, y) \tag{4}
\]

where \(\bar{x} = m_{10} / m_{00}, \bar{y} = m_{01} / m_{00}\), and they represent the abscissa and ordinate of the image centroid, respectively. In addition, \(p, q = 0, 1, 2, \ldots\)

The normalized central moment \(\eta_{pq}\) is expressed as:

\[
\eta_{pq} = \frac{\mu_{pq}}{\mu_{00}}
\]

where \(r = (p + q + 2) / 2\) and \(p + q = 2, 3, \ldots\)

According to the above equations and combined with the invariant moment theory, seven Hu invariant moments with rotation, scaling, and translation invariance [32,33] can be derived as:

\[
H_{1} = \eta_{20} + \eta_{02} \tag{6}
\]

\[
H_{2} = (\eta_{20} - \eta_{02})^{2} + 4\eta_{11}^{2} \tag{7}
\]

\[
H_{3} = (\eta_{30} - 3\eta_{12})^{2} + (3\eta_{21} - \eta_{03})^{2} \tag{8}
\]

\[
H_{4} = (\eta_{30} + \eta_{12})^{2} + (\eta_{21} + \eta_{03})^{2} \tag{9}
\]

\[
H_{5} = (\eta_{30} - 3\eta_{12})(\eta_{30} + \eta_{12})[(\eta_{30} + \eta_{12})^{2} - 3(\eta_{21} + \eta_{03})^{2}] + (3\eta_{21} - \eta_{03})(\eta_{21} + \eta_{03})[3(\eta_{30} + \eta_{12})^{2} - (\eta_{21} + \eta_{03})^{2}] \tag{10}
\]

\[
H_{6} = (\eta_{30} - \eta_{02})(\eta_{30} + \eta_{12})^{2} - (\eta_{21} + \eta_{03})^{2} + 4\eta_{11}(\eta_{30} + \eta_{12})(\eta_{21} + \eta_{03}) \tag{11}
\]

\[
H_{7} = (3\eta_{21} - \eta_{03})(\eta_{30} + \eta_{21})[(\eta_{30} + \eta_{12})^{2} - 3(\eta_{21} + \eta_{03})^{2}] + (3\eta_{12} - \eta_{03})(\eta_{21} + \eta_{03})[3(\eta_{30} + \eta_{12})^{2} - (\eta_{21} + \eta_{03})^{2}] \tag{12}
\]

This has the advantage of fast calculation for the object recognition method by using feature quantities composed of Hu moments. However, the detailed description of the image is not complete due to the low order number of 7, which will lead to a low accuracy rate of insulator damage detection.

3.2.2. Zernike Moment

The Zernike moment is the projection of the image function \(f(x,y)\) on the orthogonal polynomial \([V_{n,m}(\rho,\theta)]\) [34]. For a single-channel digital image \(f(x,y)\), its \(n\)-order and \(m\)-degree Zernike moment is defined as [34–36]:

\[
Z_{n,m} = \frac{n + 1}{\lambda} \sum_{x} \sum_{y} f(x, y)V_{n,m}^{*}(\rho, \theta) \tag{13}
\]

where \(n - |m|\) is an even number and satisfies \(|m| \leq n\). \(\lambda\) is a normalization factor, which means the number of pixels in the unit circle that the image is mapped to. \(^{*}\) means conjugation. And the orthogonal polynomial \(V_{n,m}\) has orthogonality in the unit circle, which is defined as:

\[
V_{n,m}(\rho, \theta) = R_{n,m}(\rho) \exp(jm\theta) \tag{14}
\]
where $R_{n,m}(\rho)$ is an orthogonal radial polynomial, which can be expressed as:

$$R_{n,m}(\rho) = \sum_{s=0}^{(n-|m|)/2} \frac{(-1)^s (n-s)! \rho^{n-2s}}{s!(\frac{n+|m|}{2} - s)!(\frac{n-|m|}{2} - s)!}$$  \hspace{1cm} (15)

In order to ensure the scale and translation invariance of the algorithm, the calculation origin of the image boundary points is moved to the centroid of the image and normalized at the same time, that is:

$$\rho = \frac{\sqrt{(x - \bar{x})^2 + (y - \bar{y})^2}}{\max(\sqrt{(x - \bar{x})^2 + (y - \bar{y})^2})}$$  \hspace{1cm} (16)

$$\theta = \tan^{-1}(\frac{x - \bar{x}}{y - \bar{y}})$$  \hspace{1cm} (17)

Combining Equations (13)–(16), the Zernike moments of any order of single-channel digital images can be calculated. Generally speaking, low-order moments can be used to describe the basic features of the object shape, and high-order moments can be used to describe the detailed information on the object shape. Compared with the Hu moment, which can only calculate the seventh-order characteristic moments, Zernike can construct any higher order as an orthogonal moment, so it can more accurately distinguish the shape of normal insulators and damaged insulators.

### 3.3. Calculation of Similarity Value and Similarity Standard Deviation

For Hu moments, the seventh-order characteristic moments calculated according to Equations (6)–(12) can further calculate the similarity value between insulator pieces $A$ and $B$ according to Equation (18). The larger $I_{A,B}$, the more dissimilar the two insulator pieces are.

$$I_{A,B} = \sum_{i=1}^{7} |H_{i}^{A} - H_{i}^{B}|$$  \hspace{1cm} (18)

where $H_{i}^{A}$ represents the $i$-th order Hu moment of insulator piece $A$ and $H_{i}^{B}$ represents the $i$-th order Hu moment of insulator piece $B$.

For Zernike moments, the characteristic moment of any higher order can be calculated according to Equation (13). Assuming that the calculation reaches the 10th order, a total of 36 Zernike moment eigenvalues, such as the eigenvalues of the zeroth order zeroth degree, the first order first degree, the second order zeroth degree, the second order second degree, and so on, can be obtained (as shown in Figure 7). The similarity value between insulator pieces $A$ and $B$ can be calculated by Equation (19). The larger $I_{A,B}$, the more dissimilar the two insulator pieces are.

$$I_{A,B} = \sum_{i=1}^{36} |Z_{i}^{A} - Z_{i}^{B}|$$  \hspace{1cm} (19)

Assuming a catenary insulator has $n$ pieces, the similarity value $I_{i,N-1}$ between the $i$-th insulator piece and other ($N - 1$) insulator pieces can be calculated according to Equation (18) or Equation (19). According to the calculation method of standard deviation, the similarity standard deviation of the $i$-th insulator piece can be derived:

$$S_{i} = \sqrt{\frac{\sum_{j=1, j \neq i}^{N} (I_{i,j} - \bar{I}_{i})}{N - 2}}$$  \hspace{1cm} (20)
where \( I_i \) represents the average value of the similarity between the \( i \)-th insulator piece and the other \((N - 1)\) insulator pieces. When \( S_i \) exceeds the set threshold, it is judged that the \( i \)-th insulator piece is damaged.

\[
egin{align*}
0^{\text{th}} \text{ order} : & \quad Z_{0,0} \\
1^{\text{st}} \text{ order} : & \quad Z_{1,1} \\
2^{\text{nd}} \text{ order} : & \quad Z_{2,0} \quad Z_{2,2} \\
3^{\text{rd}} \text{ order} : & \quad Z_{3,1} \quad Z_{3,3} \\
4^{\text{th}} \text{ order} : & \quad Z_{4,0} \quad Z_{4,2} \quad Z_{4,4} \\
5^{\text{th}} \text{ order} : & \quad Z_{5,1} \quad Z_{5,3} \quad Z_{5,5} \\
6^{\text{th}} \text{ order} : & \quad Z_{6,0} \quad Z_{6,2} \quad Z_{6,4} \quad Z_{6,6} \\
7^{\text{th}} \text{ order} : & \quad Z_{7,1} \quad Z_{7,3} \quad Z_{7,5} \quad Z_{7,7} \\
8^{\text{th}} \text{ order} : & \quad Z_{8,0} \quad Z_{8,2} \quad Z_{8,4} \quad Z_{8,6} \quad Z_{8,8} \\
9^{\text{th}} \text{ order} : & \quad Z_{9,1} \quad Z_{9,3} \quad Z_{9,5} \quad Z_{9,7} \quad Z_{9,9} \\
10^{\text{th}} \text{ order} : & \quad Z_{10,0} \quad Z_{10,2} \quad Z_{10,4} \quad Z_{10,6} \quad Z_{10,8} \quad Z_{10,10}
\end{align*}
\]

Figure 7. The ten order Zernike moments.

### 4. Experimental Testing and Analysis

The experimental process is shown in Figure 8. Firstly, the Mask R-CNN algorithm is used to complete the identification of the catenary insulators. Secondly, the target frame is cropped. Thirdly, the insulator image is preprocessed. Finally, whether the insulator is damaged is detected through Zernike moments correlation calculation.

![Diagram](image.png)

Figure 8. The process of catenary insulator damage detection.

#### 4.1. Identification and Location of Insulators

In order to verify the reliability of identifying catenary insulators based on the Mask R-CNN algorithm, 545 catenary images were selected as the sample set, of which 484 images were randomly selected as the training set, and the remaining 61 images were used as the test set. Images are annotated with LabelMe.

Due to the limited number of images collected in the experiment, direct training is prone to over-fitting, which will reduce the accuracy of the actual test. Therefore, in order to avoid the problem of over-fitting in the training process of deep learning, data enhancement methods are adopted before training, including image compression; image blurring; affine transformation (random rotation, translation, and scaling); and random adjustment of brightness, saturation, and contrast.

The GPU of the experimental platform is an RTX 3090, the Pytorch framework is used for model training, and Table 2 shows the setting of hyperparameters in the training process. In addition, ResNet50 is adopted as the feature extraction network, which includes 49 convolutional layers and one fully connected layer. In terms of the complexity of the model, the number of floating-point operations (FLOPs) is about \( 4 \times 10^9 \), and the number of parameters is about \( 25.5 \times 10^6 \), which means that the model has a certain degree of real-time performance.
The curve change of the loss function is shown in Figure 9. After 1000 iterations, the value of the loss function shows a downward trend and the function curve tends to be stable, indicating that the trained Mask R-CNN model converges. After 1000 iterations, the loss function values are shown in Table 3. Using the training results for testing, setting the Intersection over Union (IoU) to 0.5, the mean Average Precision (mAP) of the model reaches 96.4%. The test results of a single image are shown in Figure 10.

Table 2. The setting of hyperparameters.

| Hyperparameter     | Setting |
|--------------------|---------|
| Learning rate      | 0.0025  |
| Iterations         | 1000    |
| Batch size         | 50      |
| Number of epochs   | 200     |
| Optimizer          | SGD     |

The curve change of the loss function is shown in Figure 9. After 1000 iterations, the value of the loss function shows a downward trend and the function curve tends to be stable, indicating that the trained Mask R-CNN model converges. After 1000 iterations, the loss function values are shown in Table 3. Using the training results for testing, setting the Intersection over Union (IoU) to 0.5, the mean Average Precision (mAP) of the model reaches 96.4%. The test results of a single image are shown in Figure 10.

![Figure 9. Loss function curve.](image)

Table 3. Loss function value.

| Loss Function Name | $L$   | $L_{rpn\_cls}$ | $L_{rpn\_bbox}$ | $L_{cls}$ | $L_{bbox}$ | $L_{mask}$ |
|--------------------|-------|----------------|-----------------|-----------|------------|------------|
| value              | 0.2368| 0.0038         | 0.0140          | 0.0435    | 0.1023     | 0.0733     |

![Figure 10. Results of insulator identification.](image)

It can be seen from the training and test results that the insulator identification and positioning method based on Mask R-CNN has a high accuracy rate, and the identification effect is stable in different environments, which provides a good condition for the catenary insulator damage detection or diagnosis.
4.2. Damage Detection of Insulators

After the identification and positioning of the catenary insulators is completed, the insulator area is automatically cropped according to the above-mentioned process, and the preprocessing steps of the insulator small image are completed successively, including bilateral filter filtering, RAISR algorithm to improve resolution, adaptive threshold binarization and insulator single-piece contour extraction, and then calculation of the seventh order Hu moments or 10th-order Zernike moments of the insulator single-piece contour. The similarity value between different insulator pieces of the same insulator is further calculated according to the characteristic moment, and the similarity standard deviation of each insulator piece is calculated through the similarity value. When the maximum standard deviation exceeds the set threshold of 1.18, the insulator is judged to be damaged.

According to above method, 512 insulator images are used for the experimental test, including 29 damaged insulator images and 483 undamaged insulator images.

The normal insulator and its contour extraction results are shown in Figure 11a. Considering the amount of calculation and the real-time performance of the algorithm, the 10th-order Zernike moments are used to calculate the contour similarity value between insulator pieces and the similarity standard deviation of each insulator piece. As is shown in the red part of Figure 12, the maximum similarity standard deviation obtained is 0.5335, which is less than the set threshold of 1.18. Taking the ninth insulator piece from left to right as a reference, the similarity value between its contour and that of other insulator pieces is shown in the blue part of Figure 12.

![Figure 11. Some test images and contour extraction results. (a) Normal insulator and its contour extraction results; (b) Damaged insulator and its contour extraction results.](image)

![Figure 12. Similarity standard deviation and similarity value between pieces of normal insulator shown in Figure 11a.](image)

Therefore, it can be seen that the contour similarity value between the insulator pieces is small, and the maximum similarity standard deviation is also small, so it can be judged that the insulator is not damaged.
The damaged insulator [15] and its contour extraction results are shown in Figure 11b. The 10th-order Zernike moments are used to calculate the contour similarity value between the insulator pieces and the similarity standard deviation of each insulator piece. As is shown in the red part of Figure 13, the maximum similarity standard deviation is 1.4285, which exceeds the set threshold of 1.18. Taking the second insulator piece from left to right as a reference, the similarity value between its contour and that of other insulator pieces is shown in the blue part of Figure 13. It can be seen that the contour of the second insulator piece and the fifth insulator piece have the highest similarity value (i.e., the least similarity), reaching 1.9299, and the maximum similarity standard deviation is also larger, so it can be judged that the insulator in Figure 11b is damaged.

![Figure 13](image13.png)

**Figure 13.** Similarity standard deviation and similarity value between pieces of damaged insulator shown in Figure 11b.

For the insulator with large damage range [15] shown in Figure 14, only 10 insulator pieces can be extracted. The maximum standard deviation of contour similarity value is 0.4397, which is shown in the red part of Figure 15a. Taking the third contour from the left as a reference, the similarity value between its contour and that of other insulator pieces is shown in the blue part of Figure 15a. It can be seen that the similarity standard deviation and the similarity value between the insulator pieces are both small, so it is difficult to judge that the insulator is damaged. At this time, it can be further judged by calculating the distance between the centroids of each insulator piece contour (distance between pieces). Figure 15b shows the distance between pieces of adjacent insulator pieces. It can be seen that the distance between the seventh contour and the eighth contour is more than 90, which is much larger than the distance between other pieces, so it also can be judged that the insulator is damaged.

![Figure 14](image14.png)

**Figure 14.** Insulator with large damage range and its contour extraction results.
The test results of insulator damage-detection method based on Zernike moment on the dataset covering 512 images are shown in Table 4, including 30 false positives and four false negatives, and the accuracy of damage detection based on Zernike moment is 93.36%. While the test results of insulator damage-detection method based on Hu moment on the dataset covering 512 images are shown in Table 5, including 86 false positives and four false negatives. The accuracy of damaged detection based on Hu moment is 82.42%.

Table 4. Damage detection results based on Zernike moment.

| Category       | Total | Number of Correct Judgments | Number of Misjudgments |
|----------------|-------|-----------------------------|------------------------|
| Undamaged insulator | 483   | 453                         | 30                     |
| Damaged insulator    | 29    | 25                          | 4                      |

Table 5. Damage detection results based on Hu moment.

| Category       | Total | Number of Correct Judgments | Number of Misjudgments |
|----------------|-------|-----------------------------|------------------------|
| Undamaged insulator | 483   | 397                         | 86                     |
| Damaged insulator    | 29    | 25                          | 4                      |

It can be seen that, compared with the two characteristic moments, Zernike moment has higher accuracy in detecting damaged insulators of the catenary. It is analyzed that the main reason for the misjudgment is that the captured insulator image is blurry and the extracted contour is inaccurate.

5. Conclusions

Damage detection of catenary insulators is of great significance for the daily maintenance of electrified railway power supply systems. In this paper, the complexity and accuracy of the model are comprehensively considered, and deep learning and Zernike moment are combined to improve the performance of catenary insulator damage detection. According to the analysis and experiments of this paper, the following conclusions can be drawn:

1. The insulator identification and positioning algorithm based on Mask R-CNN has an accuracy of 96.4% in application, which can meet the accuracy requirements of catenary insulator identification.
2. Compared with the Hu moment, the catenary insulator damage detection method based on Zernike moment has better detailed description performance, and the accuracy of insulator damage judgment is increased by 10.94%.

3. Compared with the insulator damage detection method completely based on deep learning, the method based on Zernike moment reduces the dependence on the number of damaged insulator samples; compared with the method completely based on feature matching, the influence of background interference on accuracy can be reduced to a certain extent by using deep learning to locate insulator region.

4. The blurring of the obtained image due to the shaking of the track detection vehicle will affect the accuracy of the method proposed in this paper. In future research, anti-shake algorithms can be considered.
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