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We develop a method to forecast the outcome of the LHC Run 3 based on the hypothetical detection of $O(100)$ signal events at XENONnT. Our method relies on a systematic classification of renormalizable single-mediator models for dark matter–quark interactions and is valid for dark matter candidates of spin less than or equal to one. Applying our method to simulated data, we find that at the end of the LHC Run 3 only two mutually exclusive scenarios would be compatible with the detection of $O(100)$ signal events at XENONnT. In the first scenario, the energy distribution of the signal events is featureless, as for canonical spin-independent interactions. In this case, if a monojet signal is detected at the LHC, dark matter must have spin $1/2$ and interact with nucleons through a unique velocity-dependent operator. If a monojet signal is not detected, dark matter interacts with nucleons through canonical spin-independent interactions. In a second scenario, the spectral distribution of the signal events exhibits a bump at nonzero recoil energies. In this second case, a monojet signal can be detected at the LHC Run 3; dark matter must have spin $1/2$ and interact with nucleons through a unique momentum-dependent operator. We therefore conclude that the observation of $O(100)$ signal events at XENONnT combined with the detection, or the lack of detection, of a monojet signal at the LHC Run 3 would significantly narrow the range of possible dark matter–nucleon interactions. As we argued above, it can also provide key information on the dark matter particle spin.
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I. INTRODUCTION

Compelling evidence shows that significant amounts of dark matter (DM) are present in the Universe [1]. This conclusion is supported by increasingly accurate cosmological and astrophysical observations performed on extremely different physical scales, ranging from the solar neighborhood [2] up to the largest scales we can probe in the cosmos [3]. This picture is further consolidated by the large number of theoretical models which naturally predict DM candidates that are in good agreement with experimental constraints on physics beyond the Standard Model [4]. In recent years, the search for DM has successfully been pushed forward on several frontiers, and further progress in this area is already foreseeable in the near future with planned and upcoming experiments. In particular, the search for nuclear recoil events induced by the nonrelativistic scattering of Milky Way DM particles in low-background detectors—a technique known as direct detection [5–7]—and the search for DM particles produced in energetic collisions at particle accelerators such as the Large Hadron Collider (LHC) have proven to be very effective and highly complementary approaches to explore the vast range of possibilities in the space of DM particle theories [8].

The physics reach of direct detection experiments has improved dramatically in recent years. The recently released first XENON1T data set the most stringent exclusion limits on the spin-independent DM-nucleon scattering cross section for DM masses below 100 GeV, with a minimum of $7.7 \times 10^{-47}$ cm$^2$ for a 35 GeV DM particle at 90% confidence level [9]. For DM particle masses above 100 GeV, the most stringent exclusion limits have recently been reported by the PANDAX-II experiment [10]. The results in Refs. [9,10] improve previous limits published by the LUX Collaboration [11]. Significantly smaller scattering cross sections will be probed by next generation experiments such as XENONnT [12], LZ [13],...
and DARWIN [14] from ~2019 onwards, with great expectations for ground-breaking discoveries. Based on this progress and these expectations, the first direct detection of DM particles is a concrete prospect for the next few years, especially if DM is made of weakly interacting massive particles (WIMPs) [15,16]. At the same time, the search for new physics beyond the Standard Model and particle DM at the LHC is progressing rapidly. The LHC Run 2 has started in 2015 producing the first collisions at the center-of-mass energy $\sqrt{s} = 13$ TeV. After a long shutdown period between 2018 and 2019, the Run 3 phase will start in 2020, reaching the expected integrated luminosity of 300 fb$^{-1}$ in 2022 [17]. A variety of processes will be scrutinised by the ATLAS and CMS Collaborations in the data analysis. Crucial for the present work is the search for DM particles in final states including a single jet plus missing transverse energy.

Combining results from direct detection experiments and DM searches at the LHC is known to be crucial to narrow the allowed regions in the DM particle theory space. This consideration applies to the interpretation of current null results, but will also apply to the analysis of hypothetical positive results in the future. Different approaches have been developed for this purpose in the past few years. In the first approach, results from direct detection experiments and the LHC are combined in so-called global fits, e.g., [18–20], where theoretical predictions are expressed in terms of common model parameters, and all experimental information is encoded in a single likelihood function. In a second approach—only applicable in the presence of a signal at the LHC—theoretical predictions, e.g., based upon low-energy supersymmetric theories, are fitted to a sample of simulated LHC data—typically spectroscopic measurements [21,22]. Through this fit, predictions for WIMP properties such as relic density, annihilation, and scattering cross sections can be extracted. Recently, simulated LHC dileptonic events have also been analyzed to reveal properties of DM, such as the spin [23]. Proposals for extracting the DM particle spin and particle-antiparticle nature from direct detection data can be found in [24–26].

In this work, we propose a third approach to combine direct detection experiments and DM searches at the LHC. Specifically, the purpose of this work is to quantitatively answer the following question: assuming $\mathcal{O}(100)$ signal events at XENONnT with an exposure of 20 ton × year, as if the strength of DM-nucleon interactions were just below current exclusion limits, what concrete predictions can be made for the outcome of the monojet searches that will be performed at the LHC at the end of Run 3? Answering this question is crucial: because of the timeline reviewed above and of the recent progress in the field of DM direct detection, the first unambiguous signal of particle DM might realistically be observed at next generation direct detection experiments, such as XENONnT. We will address this question within the theoretical framework recently introduced in [27], where DM-quark interactions are modeled in terms of simplified models. This framework consists of the most general set of renormalizable models compatible with Lorentz- and gauge-symmetry extending the Standard Model by one DM candidate and one particle mediating DM-quark interactions. Within this framework, we will develop a method to forecast the outcome of the LHC Run 3 based upon the hypothetical detection of $\mathcal{O}(100)$ signal events at XENONnT. Our method consists of two stages:

1. In the first stage, we identify the monojet production cross sections that are compatible with the observation of $\mathcal{O}(100)$ signal events at XENONnT for each simplified model in [27]. More specifically, for each simplified model $\mathcal{M}$ in [27], we show that $\mathcal{O}(100)$ signal events observed at XENONnT can only be explained in a relatively narrow region $\mathcal{S}$ of the $M_{\text{med}}-\sigma$ plane, where $M_{\text{med}}$ is the mass of the particle that mediates the DM interactions with quarks and $\sigma$ is the cross section for monojet production via proton-proton collision. If DM is described by $\mathcal{M}$, the LHC searches for monojet events should focus on $\mathcal{S}$.

2. In the second stage, we identify the correct (family of) DM-nucleon interaction(s) and possibly the DM particle spin based upon the observation, or the lack of observation, of a monojet signal at the end of the LHC Run 3. Importantly, the only input needed here is the knowledge of whether a monojet signal has been observed. Further information on the outcome of the LHC Run 3 follows as an output from the application of our method. The second stage of our method relies on the following considerations. Constructing $\mathcal{S}$ does not require information on the energy spectrum of the $\mathcal{O}(100)$ signal events observed at XENONnT. In general, the simplified models in [27] predict nuclear recoil energy spectra which can be divided into two classes, here labeled by $A$ and $B$. Spectra of type $A$ have a maximum at $q = 0$, where $q$ is the transferred momentum. For example, canonical spin-independent interactions generate spectra of this type. Spectra of type $B$ have a maximum at $q \neq 0$. Here we will demonstrate that $\mathcal{O}(100)$ signal events at XENONnT will be enough to statistically discriminate spectra of type $A$ from spectra of type $B$ if energy information is used. Consequently, some of the models in [27] can be rejected based on XENONnT data alone. This observation will further restrict the regions in the $M_{\text{med}}-\sigma$ plane where a monojet signal is expected at the LHC Run 3.

We will apply our method to simulated XENONnT data. In so doing, we will show that at the end of the LHC Run 3 only two mutually exclusive scenarios will be compatible with the observation of $\mathcal{O}(100)$ signal events at XENONnT.
A variety of theories extending beyond the Standard Model accommodate candidates for particle DM. Even minimal and constrained versions of these usually can only be studied in detail in certain limiting cases or under simplifying assumptions. Since the complex details of such theories can, however, often be neglected in the analysis of processes involving DM, a more model independent approach might give more insights and be easier to handle. This is where the concept of “simplified models” can be applied [28,29]. In simplified models, the Standard Model is only extended by the DM itself and an additional new particle that mediates interactions between the SM particles and the dark sector. This approach is usually sufficient to obtain a good understanding of the collider phenomenology of the DM particle. It can also provide a better description of processes involving the mediator particle, as opposed to a pure effective theory approach. Consequently, ATLAS and CMS have increasingly made use of simplified models in their analysis in recent years, e.g., [30]. Simplified models can generally be characterized by the nature of the DM particle, i.e., scalar $S$, fermionic $\chi$, or vector DM $X^\mu$. The DM particle must be neutral with respect to the Standard Model gauge group. It can, however, carry charge under some additional gauge group. For our purposes, it is sufficient to assume that the only additional symmetry is a parity under which DM is odd and all other particles are even. This parity guarantees that DM is stable on cosmological timescales. As a consequence, $S$ and $X^\mu$ must be complex fields. For the case of spin $1/2$ DM, we will assume that $\chi$ is a Dirac rather than a Majorana fermion. For instance, the Lagrangian of a simplified model with fermionic DM $\chi$ and a vector mediator $G_\mu$, e.g., a $Z'$-boson, would read as follows:

$$\mathcal{L} = \mathcal{L}_{\text{SM}} + i\bar{\chi} \gamma^\mu \partial_\mu \chi - \frac{1}{4} G^\mu_\nu G_{\mu\nu} + \frac{1}{2} M^2 G_\mu G^\mu + i\bar{q} \gamma^\mu \lambda_5 q \chi G_\mu - \lambda_3 \bar{q} \gamma^\mu q \chi G_\mu - \lambda_4 \bar{q} \gamma^\mu \gamma^5 q \chi G_\mu,$$

where the $\lambda_i$ and $h_i$ are dimensionless couplings, and terms involving quark bilinears should be understood as summing over all quark flavors ($q = u, d, c, s, b, t$), e.g., $h_3 \bar{q} \gamma^\mu q G_\mu = \sum_h h^3_{\mu} \bar{q} \gamma^\mu q G_\mu$. For this work, we consider universal quark-mediator couplings, $h^3_\mu = h_3$. The Lagrangians for all models that we consider in this study can be found in Ref. [27]. For the convenience of the reader we list them in the Appendix. We can distinguish these models further depending on which couplings in the Lagrangians are nonzero. For example, in Eq. (1) the case $\lambda_3, h_3 \neq 0$ would correspond to a vector mediator, whereas the case $\lambda_4, h_3 \neq 0$ corresponds to an axial-vector mediator. We will not consider cases where more than two couplings are different from zero at the same time.

B. Nonrelativistic DM-nucleon interactions

In the nonrelativistic scattering of Milky Way DM particles by nuclei, typical momentum transfers are below 200 MeV. If the particle mediating the interactions between DM and quarks is significantly heavier than this energy scale, it can be eliminated from the mass spectrum of the theory and its contribution to the scattering process be encoded in higher dimensional operators describing contact interactions between DM and quarks; i.e., it can be integrated out. This leads to an effective theory description of DM-quark and DM-nucleon interactions. A systematic classification of the interaction operators that can arise from the nonrelativistic reduction of simplified models has initially been proposed in Ref. [31]. These interaction operators must be invariant under Galilean transformations\(^1\)—constant shifts of particle velocities—and Hermitian conjugation. Their matrix elements between incoming and outgoing DM-nucleon

\(^1\)Galilean invariance can be broken by subleading interaction operators [32].
states can be expressed in terms of the basic invariants under these symmetries,

\[ \mathbf{q} \cdot \mathbf{v} = \frac{\mathbf{q} \cdot \mathbf{v}}{2\mu_N}, \quad \mathbf{S}_x, \quad \text{and} \quad \mathbf{S}_y, \quad \text{(2)} \]

where \( \mathbf{q} \) is the three-dimensional momentum transferred in the elastic scattering, \( \mathbf{v} \) is the DM-nucleon relative velocity, and \( \mathbf{S}_x, \mathbf{S}_y, \mathbf{S}_z \) are the spin of the DM (nucleon), respectively. The classification initially proposed in [31] for spin \( \leq 1/2 \) DM has subsequently been extended to spin 1 DM in [27]. In particular, it has been shown that 16 independent operators can be constructed at linear order in the transverse relative velocity \( \mathbf{v}^\perp \), although not all of them appear as leading operators in the nonrelativistic limit of the simplified models. The 16 operators for DM-nucleon interactions identified in [27,31] are listed in Table I. Operators \( \hat{O}_{17} \) and \( \hat{O}_{18} \) only arise for spin 1 DM [27].

DM-nucleon interactions can therefore be described by the Lagrangian

\[ \mathcal{L}_{\text{int}} = \sum_{N=n,p} \sum_i c_i^{(N)} \hat{O}_i^{(N)}, \quad \text{(3)} \]

where \( i \) labels the interaction type, \( N = p (N = n) \) denotes coupling to protons (neutrons), and the coupling constants \( c_i^{(N)} \) have dimension mass to the power of \(-2\). In order to simplify the notation, from here onwards we will omit the nucleon index in the equations. A detailed description of how to compute cross sections for DM-nucleus scattering from Eq. (3) can be found in Refs. [31,34,35]. Limits on the coupling constants in Eq. (3) have been derived in, e.g., [36-42], and the prospects for DM particle detection in this framework have been studied in [26,43-48].

C. Connecting nonrelativistic operators and simplified models

The nonrelativistic operators in Table I can arise from the nonrelativistic reduction of the simplified models discussed above [27,36]. One can therefore directly translate the parameters of a simplified model into the coefficients given in Eq. (3), as has been shown in Ref. [27] in detail. For instance, if we integrate out the heavy vector mediator \( G^\mu \) in Eq. (1), we obtain

\[ c_1^{(N)} = -h_1^N \lambda_3 / M_G^2 \quad \text{and} \quad c_4^{(N)} = 4h_3^N \lambda_4 / M_G^2. \]

The couplings to nucleons \( h_i^N \) are related to the quark level couplings by nucleon form factors [27,49,50],

\[ h_1^N = 11.93 h_1, \quad h_1^p = 12.31 h_1 \quad \text{(4a)} \]
\[ h_2^N = -0.07 h_2, \quad h_2^p = -0.28 h_2 \quad \text{(4b)} \]
\[ h_3^{n,p} = 3 h_3, \quad h_3^{p,n} = 0.33 h_4. \quad \text{(4c)} \]

Table I. Quantum mechanical operators defining the nonrelativistic effective theory of DM-nucleon interactions [31,33]. The notation is the one introduced in Sec. II. The operators \( \hat{O}_1 \) and \( \hat{O}_4 \) correspond to canonical spin-independent and spin-dependent interactions, respectively. The operators \( \hat{O}_{17} \) and \( \hat{O}_{18} \) only arise for spin 1 WIMPs, and \( \mathcal{S} \) is a symmetric combination of spin 1 WIMP polarization vectors [27]. Operator \( \hat{O}_5 \) is quadratic in \( \mathbf{v}^\perp \) and \( \hat{O}_{16} \) is a linear combination of \( \hat{O}_{12} \) and \( \hat{O}_{15} \), and they are therefore not considered here [34]. Finally, the right column in the table shows the operator spectral type: \( A \) corresponds to featureless spectra and \( B \) to bumpy spectra.

| Operator | Type of spectrum |
|----------|------------------|
| \( \hat{O}_1 = i \mathbf{q} \cdot \mathbf{v} \) | A |
| \( \hat{O}_3 = i \mathbf{q} \cdot (\mathbf{q} \times \mathbf{v}) \) | B |
| \( \hat{O}_2 = \mathbf{S} \cdot \mathbf{v} \) | A |
| \( \hat{O}_5 = i \mathbf{q} \cdot (\mathbf{q} \times \mathbf{v}) \) | B |
| \( \hat{O}_6 = i (\mathbf{q} \cdot \mathbf{v}) \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{10} = i \mathbf{q} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{11} = \mathbf{S} \cdot \mathbf{v} \) | A |
| \( \hat{O}_{12} = i (\mathbf{q} \cdot \mathbf{v}) \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{13} = i \mathbf{q} \cdot \mathbf{v} \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{14} = i (\mathbf{q} \cdot \mathbf{v}) \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{15} = -i (\mathbf{q} \cdot \mathbf{v}) \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{17} = i \mathbf{a} \cdot \mathbf{S} \cdot \mathbf{v} \) | B |
| \( \hat{O}_{18} = i \mathbf{a} \cdot \mathbf{S} \cdot \mathbf{v} \) | B |

The coefficients \( c_i^{(N)} \) for all other relevant cases are listed in Table II. Subleading operators that might arise in the nonrelativistic reduction are not reported in Table II. Furthermore, when multiple operators are associated with a simplified model, we only consider the leading one: \( \hat{O}_7 \) in the case \( h_4 \neq 0 \) and \( \lambda_2 \neq 0 \), and \( \hat{O}_8 \) in the case \( h_3 \neq 0 \) and \( \lambda_4 \neq 0 \). As already mentioned, here we assume that all quark level couplings are universal and leave the study of nonuniversal coupling corrections for future investigations.

Note, however, that due to the different nucleon form factors, some of the coefficients in Table II differ from those in the published version of Ref. [27]. A revised version of Ref. [27] is currently in preparation. The coefficients in the revised version will agree with Table II and Ref. [36].

This means that also for scalar mediators all couplings will have the same value and are not proportional to the Standard Model Yukawa couplings, which is another scenario often studied in literature.
to the nuclear recoil energy scale [51,52]; (2) Momentum-dependent chiral effective field theory corrections to the $c_i^{(N)}$ coefficients induced by internucleon interactions mediated by meson exchange [53,54]. Both effects have only been studied for spin $\leq 1/2$ DM, and extending these studies to spin 1 DM goes beyond the scope of the present work. Nevertheless, we will briefly comment on how operator evolution can affect our results in Sec. V.

III. DM DETECTION AT XENONnT

In this section we describe the main features of a DM signal at XENONnT and show how these can be simulated numerically. In the next section we will explore the consequences of a DM signal at XENONnT for the monojet searches that will be performed at the LHC during Run 3.

A. Expected S1 signal

DM detection at XENONnT would occur through the observation of scintillation photons emitted by the deexcitation of $\text{Xe}_2^-$ molecules produced by the passage of DM particles in liquid xenon. The observation of scintillation photons is performed via conversion into photoelectrons in a time projection chamber (TPC). The number of photoelectrons produced per DM interaction by the prompt deexcitation of $\text{Xe}_2^-$ molecules is denoted by S1. A secondary scintillation (S2) signal produced by electrons generated in the DM scattering and drifted to the top of the detector by an electric field is used for background discrimination but will be neglected here for simplicity. This simplification is motivated by the fact that the S1 and S2 signals are anticorrelated [12]. The expected rate of DM-induced S1 events per unit detector mass is given by [55]

$$\frac{dR}{dS1} = \zeta(S1) \sum_{n=1}^{\infty} \mathcal{G}(S1|n, \sqrt{n}\hat{\sigma}) \int_0^\infty dE \frac{dR}{dE} P(n|\nu(E)).$$

(5)

where $\mathcal{G}$ is a Gaussian distribution of mean $n$ and variance $\sqrt{n}\hat{\sigma}$, $P$ is a Poisson distribution of mean $\nu(E)$, and $dR/dE$ is the rate of nuclear recoil events per unit detector mass

$$\lim_{\nu(E)\to0} \frac{dR}{dE} = \sum_{\nu_{\text{esc}}} \frac{\xi_{\nu} \rho_{\nu}}{m_{\nu} m_{\chi}} \int_{\nu < \nu_{\text{esc}}} d^3\nu \sqrt{1-f(v+v_{\text{esc}})} \frac{d\sigma\tau(E,|\nu|)}{dE}.$$  

(6)

Here $\nu(E)$ is the number of photoelectrons expected when a nuclear recoil energy $E$ is deposited in the detector (given in Fig. 13 of [12]), $n$ (S1) is the number of actually produced (observed) photoelectrons, $\hat{\sigma} = 0.4$ is the single-photoelectron resolution of the XENONnT photomultipliers, and $\zeta(S1) \approx 0.4$ is the experimental acceptance [12]. In Eq. (6), $f$ is the DM velocity distribution in the galactic rest frame boosted to the detector rest frame, $v_{\text{esc}}$ is the Earth’s velocity in the galactic rest frame, and $\rho_{\nu}$ is the local DM density. We
set $\rho_f$ to 0.3 GeV cm$^{-3}$ and assume a Gaussian distribution truncated at the galactic escape velocity $v_{\text{esc}} = 533$ km s$^{-1}$ for $f$, as in the so-called standard halo model [56]. Different choices might be considered, however [57,58]. The differential cross section $d\sigma_f(E, |V|)/dE$ in Eq. (6) is calculated for each simplified model considered in this work using nuclear response functions computed in [34]. The sum in Eq. (6) is performed over the seven most abundant xenon isotopes. Isotope masses and mass fractions are denoted by $m_f$ and $\xi_f$, respectively. The number of signal events is obtained by integrating Eq. (5) from $S_1 = 3$ to $S_1 = 70$, and multiplying the result by the experimental exposure $\epsilon$. Here we assume $\epsilon = 20$ ton$\cdot$year. An analysis extending to $S_1 = 180$ has recently been published by the XENON100 Collaboration [42] and will also be repeated with the actual XENONnT data. Finally, $S_1$ background events at XENONnT are modeled according to Fig. 14 in [12]. Figure 1 shows the $dR/dE$ spectra for selected DM-nucleon interaction operators in Table I. As already anticipated in Sec. I, energy spectra divide into two categories: spectra of Type A with a maximum at $E = 0$ ($q = 0$), and spectra of type B with a maximum at $E \neq 0$ ($q \neq 0$).

B. Simulated S1 signal

Using Eq. (5) and the background model in [12], we can now simulate the detection of $S_1$ events at XENONnT. We simulate $S_1$ events at XENONnT using standard Monte Carlo methods, e.g., [59]. If $\mu_q$ is the expected number of signal events, we sample the actual number of observed $S_1$ events, $N_{\text{exp}}$, from a Poisson distribution of mean $\mu_{\text{tot}} = \mu_S + \mu_B$, where $\mu_B \approx 41$ is the expected number of background events at XENONnT in the (3,70) signal region [12]. $S_1$ values for the $N_{\text{exp}}$ observed events are sampled from the following probability density function (PDF):

$$ f_{\text{tot}}(S_1) = \mathcal{N} \left( \frac{dR}{dS_1} \bigg|_{\text{signal}} \right) \left( \frac{dR}{dS_1} \bigg|_{\text{background}} \right), $$

where the signal contribution to $f_{\text{tot}}$ is computed using Eq. (5) and the background contribution to $f_{\text{tot}}$ is extracted from Fig. 14 in [12]. The normalization constant $\mathcal{N}$ is defined by

$$ \int_{S_1=3}^{S_1=70} dS_1 f_{\text{tot}}(S_1) = 1. $$

We simulate $S_1$ events from 22 distinct simplified models, each characterized by a pair of coupling constants $g_q$ and $g_{DM}$ (defined below) and by the quantum numbers, nonrelativistic limit, and Lagrangians given in Table III and in the Appendix. Here, $g_q$ refers to the mediator-quark-antiquark vertex and $g_{DM}$ is associated with the mediator-DM-DM vertex. For example, in the case of scalar DM coupled to quarks via scalar exchange, $g_q = \lambda_1$ and $g_{DM} = g_1$. For each simplified model that we consider, Table III also shows benchmark values for the effective mass, $M_{\text{eff}}$.

![FIG. 1. Nuclear recoil energy spectra for selected operators and masses. The nonrelativistic operator $\hat{O}_B$ generates a spectrum of type A, whereas the operator $\hat{O}_1$ generates a spectrum of type B.](image)

**TABLE III.** Benchmark points producing 150 signal events in an idealized version of XENONnT (see text at the beginning of Sec. IV C) for $m_f = 50$ GeV.

| Scalar DM | Operator | $g_q$ | $g_{DM}$ | $M_{\text{eff}}$ [GeV] |
|-----------|----------|-------|----------|-----------------------|
| 1         | $h_1$    | $g_1$ |          | 14564.484             |
| 1         | $h_3$    | $g_4$ |          | 10260.217             |
| 7         | $h_4$    | $g_4$ |          | 4.509                 |
| 10        | $h_5$    | $g_1$ |          | 10.706                |

| Fermionic DM | Operator | $g_q$ | $g_{DM}$ | $M_{\text{eff}}$ [GeV] |
|--------------|----------|-------|----------|-----------------------|
| 1            | $h_1$    | $\lambda_1$ |          | 14564.484             |
| 1            | $h_3$    | $\lambda_3$ |          | 7255.068              |
| 4            | $h_4$    | $\lambda_4$ |          | 147.354               |
| 6            | $h_7$    | $\lambda_2$ |          | 0.286                 |
| 7            | $h_8$    | $\lambda_3$ |          | 3.188                 |
| 8            | $h_9$    | $\lambda_4$ |          | 225.159               |
| 10           | $h_{10}$ | $\lambda_1$ |          | 10.706                |
| 11           | $h_1$    | $\lambda_2$ |          | 351.589               |

| Vector DM   | Operator | $g_q$ | $g_{DM}$ | $M_{\text{eff}}$ [GeV] |
|-------------|----------|-------|----------|-----------------------|
| 1           | $h_1$    | $b_1$ |          | 14564.484             |
| 1           | $h_5$    | $b_5$ |          | 10260.216             |
| 4           | $h_4$    | $\mathcal{B}(b_7)$ |          | 188.302               |
| 5           | $h_7$    | $\mathcal{B}(b_6)$ |          | 6.946                 |
| 7           | $h_7$    | $b_5$ |          | 4.509                 |
| 8           | $h_7$    | $\mathcal{B}(b_7)$ |          | 287.728               |
| 9           | $h_6$    | $\mathcal{B}(b_6)$ |          | 3.674                 |
| 10          | $h_7$    | $b_1$ |          | 10.706                |
| 11          | $h_7$    | $\mathcal{B}(b_7)$ |          | 223.794               |
| 14          | $h_4$    | $\mathcal{B}(b_7)$ |          | 0.201                 |
obtained as explained at the beginning of Sec. IV C. In Eq. (9), \( M_{\text{med}} \) generically denotes the mediator mass in the given simplified model. We normalize \( M_{\text{eff}} \) in such a way that \( M_{\text{eff}} = M_{\text{med}} \) for \( g_q = g_{\text{DM}} = 0,1 \), and choose \( g_q = g_{\text{DM}} = 0.1 \) as typical values for weak-scale couplings. From Table II, we see that direct detection is sensitive to the effective mass \( M_{\text{eff}} \), and not to \( g_q, g_{\text{DM}}, \) and \( M_{\text{med}} \) separately. Below, a model characterized by \( g_q \neq 0 \) and \( g_{\text{DM}} \neq 0, \) and where DM predominantly interacts with nucleons via the operator \( \hat{O}_1 \), will be denoted by \( \hat{O}_1(g_q, g_{\text{DM}}) \).

### C. Parameter inference with XENONnT

We now focus on the determination of \( M_{\text{eff}} \propto \mu_S^{-1/4} \) at XENONnT. As we will see in Sec. IV, knowing \( M_{\text{eff}} \) it is possible to predict if a given simplified model is expected to produce an observable mononjet signal at the LHC Run 3, and if so, where in the \( M_{\text{med}}-\sigma \) plane. Specifically, here we show that in the analysis of \( O(100) \) S1 events at XENONnT, the true value of \( \mu_S \propto M_{\text{eff}}^{-1} \) is always reconstructed within a relative error of about \( \sim 30\% \) or less, independently of the simplified model underlying the data and of the model assumed in the fit. From the reconstructed value of \( \mu_S \) and for each model in Table III, one can then obtain \( M_{\text{eff}} \) within the same accuracy. It is a typical parameter inference problem, which we address as follows. From a given model in Table III, we simulate a sample of \( N_{\text{exp}} \) S1 events at XENONnT, as described in the previous section. We then fit all models in Table III to the \( N_{\text{exp}} + 1 \) data points, maximizing the likelihood function

\[
\mathcal{L}(d|\Theta, \mathcal{H}) = \frac{\mu_{\text{tot}}(\Theta, \mathcal{H})^{N_{\text{tot}}(d)}}{N_{\text{exp}}(d)!} e^{-\mu_{\text{tot}}(\Theta, \mathcal{H})} \times \prod_{i=1}^{N_{\text{exp}}(d)} f_{\text{tot}}(x_i(d), \mathcal{H}),
\]

where \( d \) is an array of data including the number of observed events, \( N_{\text{exp}} \), and the number of observed photo-electrons in a given event, \( x_i \), \( i = 1, \ldots, N_{\text{exp}} \). In Eq. (10), \( \Theta = (m_{\text{DM}}, M_{\text{eff}}) \), and \( \mathcal{H} \) is the hypothesis made in the fit regarding the DM particle spin and nonrelativistic interactions.\(^5\) Results are presented in terms of confidence intervals in the \( m_{\text{DM}}-M_{\text{eff}} \) plane. For example, Fig. 2 shows the two-dimensional (2D) 95\% confidence intervals in the \( m_{\text{DM}}-M_{\text{eff}} \) plane that we obtain by fitting selected simplified models from Table III to data \( d \) generated from model \( \hat{O}_1(h, \lambda) \). In this specific calculation, we assume \( \mu_S \approx 100 \), unlike Table III. The fit is performed using \textsc{multinest} [60], and confidence intervals are computed with a modified version of \textsc{SuperBayes}, e.g., [61]. As one can appreciate from this figure, the error on \( M_{\text{eff}} \) is small compared to the various astrophysical and collider uncertainties entering our analysis. We base model selection upon the following test statistic:

\[
q_0 = -2 \ln \left[ \frac{\mathcal{L}(d|\hat{\Theta}_0, \mathcal{H}_0)}{\mathcal{L}(d|\hat{\Theta}_a, \mathcal{H}_a)} \right],
\]

where \( \mathcal{L} \) is the likelihood function of the simulated data \( d \), and \( \hat{\Theta}_0 (\hat{\Theta}_a) \) is the value of \( \Theta_0 (\Theta_a) \) that maximizes the likelihood \( \mathcal{L} \) when fitting the data \( d \) under the hypothesis

---

\(^5\)For simplicity, in Eq. (7) we have omitted the \( \mathcal{H} \) dependence of the function \( f_{\text{tot}} \).
$H_0$ ($H_a$). For $L$, we assume Eq. (10). Given the test statistic in Eq. (11), the statistical significance with which $H_0$ can be rejected is computed as follows. For each value of $\mu_S$ that we consider, we simulate 10000 pseudoexperiments under the hypothesis $H_a$. We then construct the PDF of $q_0$ under $H_a$, $f(q_0|d_{H_a})$ and calculate the associated median, $q_{med}$. $q_{med}$ represents the "typical" value of $q_0$ when DM interacts according to $H_a$. Subsequently, we simulate 10000 pseudoexperiments under the hypothesis $H_0$. From these simulations we obtain the PDF of $q_0$ under $H_0$, $f(q_0|d_{H_0})$, and solve for $q_{n\sigma}$ the integral equation

$$1 - \alpha_n = \int_{q_{n\sigma}}^{\infty} dq_0 f(q_0|d_{H_0}), \quad (12)$$

where $\alpha_1 = 0.6827$, $\alpha_2 = 0.9545$, and $\alpha_3 = 0.9973$. By comparing $q_{med}$ with $q_{n\sigma}$, we obtain a measure of the statistical significance with which the $H_0$ hypothesis can be rejected. For example, for $d_{med} = q_{2\sigma}$ data imply a $2\sigma$ rejection of $H_0$.

We now apply the method illustrated above to the case in which the hypothesis $H_0 = H_8^{s=1/2}$ assumes spin 1/2 DM interacting through $\hat{O}_8$ and $H_a = H_{11}^{s=1/2}$ assumes spin 1/2 DM interacting through $\hat{O}_{11}$. Figure 3 shows the PDFs $f(q_0|d_{H_0})$ and $f(q_0|d_{H_a})$ that we obtain in this case for different choices of $\mu_S$ and of the DM particle mass $m_{DM}$. For each choice of input parameters, Fig. 3 also shows the median of the $f(q_0|d_{H_a})$ PDF and the $1\sigma$, $2\sigma$, and $3\sigma$ thresholds $q_{n\sigma}$, $n = 1, 2, 3$, derived from $f(q_0|d_{H_0})$. For $m_{DM} = 30$ GeV, 150 signal events at XENONnT allows one to discriminate spectra of type $A$ from spectra of type $B$ with a statistical significance of $\sim 2\sigma$. For smaller masses the statistical significance decreases, since spectral differences are to a large extent below the experimental
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threshold. For larger masses the statistical significance of the rejection increases, being larger than $3\sigma$ for $m_{\text{DM}} = 200$ GeV. The results illustrated in this specific example are general, and also apply to other pairs of spectra of type $A$ and $B$. We will use this result in Sec. IV.

**IV. IMPACT ON LHC MONOJET SEARCHES**

In this section, we will show that the hypothetical detection of $O(100)$ events at XENONnT can only be explained within relatively narrow model dependent regions of the $M_{\text{med}} - \sigma$ plane. Comparing these regions to the LHC current limits and projected sensitivity, we will forecast the outcome of the LHC Run 3 based on the hypothetical XENONnT signal. For the simplified model in Table III to be detected at XENONnT, the mediator necessarily couples to Standard Model quarks. Hence, the mediator can be produced in proton-proton collision at the LHC and decay to a pair of DM particles which will escape the detector. If an additional gluon or quark is emitted from the initial state (see, e.g., Fig. 4), this will lead to a single jet plus missing transverse energy $E_T$ in the detector [62–68], the so-called “monojet” signature we will focus on in the following.

In the following, the LHC current limits on and projected sensitivity to $\sigma$ are presented in Sec. IV A, our monojet simulations are described in Sec. IV B, while our XENONnT-based forecasts for the LHC Run 3 are illustrated in Sec. IV C.

A. Current limits and projections

For vector, axial-vector, scalar, and pseudoscalar mediators, and for selected values of the coupling constants, current limits on the monojet production cross section $\sigma$ can be extracted from Ref. [64] for CMS and from Ref. [63] for ATLAS. For different simplified models and parameter values, limits on $\sigma$ are not available. However, since we only consider final states involving a hadronic jet and $E_T$, we can assume that upper limits on the fiducial cross section $\sigma_{\text{fid}} \equiv \sigma \times A$ are approximately universal, i.e., model independent, where $A$ is the detector acceptance after selection cuts. Comparing predictions for different simplified models, it is therefore convenient to focus on the $M_{\text{med}} - (\sigma \times A)$ plane. In this plane, all simplified models are subject to the same constraint, which can be obtained computing the upper limit on $\sigma \times A$ at a given point in the parameter space of a reference simplified model. For example, the 95% C.L. exclusion limit on $M_{\text{med}}$ for an axial-vector mediator with couplings $g_{\text{DM}} = 1$ and $g_q = 0.25$ is $M_{\text{med}} \gtrsim 1950$ GeV for $m_{\text{DM}} \lesssim 100$ GeV [64] (here we focus on CMS limits, since these are more constraining). For the integrated luminosity of 12.9 fb$^{-1}$ given in [64], we find that this upper limit corresponds to $\sigma \times A \approx 40$ fb in our numerical simulations, which represents the current LHC limit on $\sigma \times A$. For each simplified model in Table III, we express $\sigma \times A$ as a function of masses and couplings as explained in Sec. IV B.

We also project the LHC sensitivity to $\sigma$ for an integrated luminosity of 300 fb$^{-1}$ as expected after Run 3 of the LHC as well as for the expected 3000 fb$^{-1}$ after the high luminosity LHC run. A discussion of planned detector upgrades and expected performances can be found in Refs. [62,69,70], and in Ref. [68] in the context of monojet searches for vector mediators. How exactly the sensitivity will improve for each specific search and each individual model considered here depends on the details of the detector upgrades and how much the systematic uncertainties can be improved in the future. Because of these unpredictabilities, we chose to consider two scenarios in the following: (a) the sensitivity to $\sigma$ scales with $\sqrt{L}$, and (b) linear in $L$. Scenario (a) corresponds to a signal dominated by the statistical error on the experimental backgrounds, and (b) implies further improvements in background rejection and signal analysis (or a background-free signal region).

B. Simulation of monojet events

For the simulation of monojet events and associated Monte Carlo integration of the production cross section $\sigma$, we use the WHIZARD software package [71,72]. In so doing, we implement all models in the Appendix directly in WHIZARD as custom model files by extending the default Standard Model implementation. We calculate mediator decay width and scattering cross section for selected $2 \rightarrow 2$ processes involving the new particles and couplings analytically to verify our implementation. We also use an

---

[6] Here we derived LHC constraints on the fiducial cross section. Considering differential cross sections in terms of the jet $p_T$ and comparing background and signal prediction bin by bin would make our constraints more robust, but we leave this second approach for future work.
independent implementation in MadGraph5_AMC@NLO [73] to cross-check several of our results, using custom model files generated with FeynRules [74–76]. We find agreement better than 10% between the WHIZARD and MadGraph implementations, well within the systematic error. All calculations are performed at leading order. However, for simplified models with (pseudo)scalar mediators we verified our results using MadGraph implementations including effective gluon-fusion vertices, which were in turn validated by one-loop calculations in MadGraph. We compute cross sections at the current LHC center-of-mass energy $\sqrt{s} = 13$ TeV. We use the “CT14lo” pdfset interfaced via LHAPDF6 [77], which is also used to obtain the value of the strong coupling constant $\alpha_s$ at the interaction energy scale. Since the PDFs have to be extrapolated to the TeV range, a systematic error of 10% to 20% cannot be avoided. This systematic error will clearly dominate over any statistical error in our simulations.

In the calculations, we consider all processes with a pair of DM and a single (anti)quark or gluon in the final state, $p + p \rightarrow \chi + \bar{\chi} + q$, $p + p \rightarrow \chi + \bar{\chi} + g$, and $p + p \rightarrow \chi + \bar{\chi} + q$. In the case of scalar or vector DM, $\chi$ is replaced by $S$ and $G^*$, respectively. The colored particles will correspond to jets in the detector due to hadronization and parton showering. To allow us to compare several of the simplified models over the whole parameter space of interest in a reasonable amount of time, we will only consider event-level cross sections without showering and hadronization. We expect this to have no significant impact on our study, since reconstruction efficiency will be similar in all models considered here. We take detector acceptance into account by imposing event-level cuts

$$|\eta| < 2.5, \quad \cancel{E}_T > 200 \text{ GeV}.$$  

(13)

The cut on the pseudorapidity $\eta$ takes the detector geometry into account, corresponding to typical cuts employed in ATLAS and CMS analyses to exclude the region close to the beam which is not well covered by trackers and calorimeters. In particular, we use the same cuts as for deriving the limits in the previous Sec. IV A [64]. Usually, additional cuts are imposed to avoid misidentification of jets. However, we can neglect these for our purposes, since we are only considering processes at event level. Furthermore, due to these cuts, we will consider only final states containing exactly one hard jet with $p_T > 100$ GeV, which can be accurately calculated by a 2 $\rightarrow$ 3 matrix element. For this reason softer collinear jets from initial state radiation, which would require a more careful jet matching, do not contribute significantly to our signal and are therefore not included in our analysis.

### C. XENONnT-based monojet predictions

#### 1. Predictions based on parameter inference

In Sec. III D, we have shown that the detection of $O(100)$ signal events at XENONnT allows us to reconstruct the true value of $\mu_S$ within a negligibly small error. We have also argued that this holds true independently of the model underlying the signal and of the model assumed fitting the data. Accordingly, here we assume that the detection of a signal at XENONnT implies the constraint $M_{\text{eff}} = \mathcal{F}_{\text{mod}} \mu_S^4$, where for a given simplified model $\mathcal{F}_{\text{mod}}$ is a calculable factor. Furthermore, here we set $\mu_S = 150$. However, in contrast to Sec. III, here we calculate $\mu_S$ by integrating Eq. (6) from 5 keV to 45 keV, in order to allow for a direct comparison of our results with those in [27]. In addition, we impose that the coupling constants $g_q$ and $g_{\text{DM}}$ are perturbative: $g_q, g_{\text{DM}} < 4\pi$. Combining the constraint on $M_{\text{eff}}$ with the perturbative requirements, we obtain the regions in the $M_{\text{med}} - (\sigma \times A)$ plane that can consistently explain the observed XENONnT signal. While constructing such regions, for each benchmark point as listed in Table III we scan over mediator masses in the range from 1 to 10 TeV in steps of 250 GeV, as well as over the $g_{\text{DM}}$ values $10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}, 0.01, 0.1, 0.5, 1., 1.5, 2, 2.5,$ and $4\pi$. The coupling constant $g_q$ is then obtained according to Eq. (9), and to guarantee perturbativity we also require $g_q < 4\pi$. To be consistent with the effective operator framework, the mediator width should be small compared to its mass $\Gamma_{\text{med}} \ll M_{\text{med}}$. As a conservative upper limit we require $\Gamma_{\text{med}} \leq M_{\text{med}}$. For parameter points fulfilling these criteria, we compute the corresponding monojet cross section, accounting for the detector acceptance as described in Sec. IV B. As an aside remark, we note that the limit on the decay width usually requires couplings $g_q, g_{\text{DM}} \ll 4\pi$ and is therefore more relevant.

Figure 5 provides the reader with an illustrative example of the procedure described above. It shows how the monojet cross section for the $O_1(h_3, \lambda_3)$ model varies with $g_{\text{DM}}$ and $M_{\text{med}}$, if $M_{\text{eff}} = \mathcal{F}_{\text{mod}} \mu_S^4$. In this calculation we assume $m_{\text{DM}} = 50$ GeV. Taking the enveloping region of the curves for various couplings in the figure, we obtain the region in the $M_{\text{med}} - (\sigma \times A)$ plane that can consistently explain $\mu_S = 150$ in the case of the model $O_1(h_3, \lambda_3)$.

Similarly, Fig. 6 shows the regions in the $M_{\text{med}} - (\sigma \times A)$ plane that can consistently explain $\mu_S = 150$ for all models in Table III. For models generating the operator $O_1$ in the nonrelativistic limit, the expected monojet cross sections are not within reach of the LHC Run 3. This result is expected, since for $M_{\text{med}} \sim O(1)$ TeV, relatively small values of $g_q$ and $g_{\text{DM}}$ are required to obtain $\mu_S = 150$.
signal events. Small values of the coupling constants imply small monojet cross sections. Among the models generating the $\hat{O}_1$ operator, model $\hat{O}_1(h_3, b_5)$ predicts the largest monojet cross section. However, the predicted cross section remains below the LHC Run 3 projected sensitivity, as long as the latter is assumed to scale as the square root of the integrated luminosity $L$. For momentum- or velocity-dependent operators, larger coupling constants are required to obtain $\mu_S = 150$, and therefore larger monojet cross sections are generically expected. For these reasons, $\hat{O}_1$ and the other operators are associated with distinct portions of the $M_{\text{med}}(\sigma \times A)$ plane. The only exception to this conclusion is the partial superposition between the region associated with $\hat{O}_1(h_3, b_5)$ and the one corresponding to $\hat{O}_{11}(h_1, \lambda_2)$. Models not appearing in Fig. 6 are already excluded, as they would correspond to regions with $M_{\text{med}} < 1$ TeV and $\sigma \times A \gg 40$ pb. As for Fig. 5, here we assume $m_{\text{DM}} = 50$ GeV. In Fig. 6, we also report current limits on and projected sensitivity to $\sigma \times A$, estimated as described in Sec. IVA in detail. For completeness, we compare our predictions with the projected sensitivity computed for the cases in which the sensitivity scales with $L$ linearly (e.g., as in the case of a background free experiment) and like $\sqrt{L}$ (as in the case in which the sensitivity is dominated by the statistical error on the experimental backgrounds). However, from now onwards our conclusions will be based upon the $\sqrt{L}$ scaling, which is more conservative. If DM is assumed to interact with quarks through one of the simplified models in Table III, Fig. 6 shows where the LHC searches for monojet events should focus. From this perspective, Fig. 6 represents an important guideline for the ATLAS and CMS Collaborations.
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**FIG. 5.** Monojet cross section times detector acceptance after selection cuts for $\hat{O}_1(h_3, \lambda_3)$, with $m_{\text{DM}} = 50$ GeV. The mediator mass varies within $1 \text{ TeV} < M_{\text{med}} < 10 \text{ TeV}$. Different curves correspond to distinct values of $g_{\text{DM}}$. Note that in the large $M_{\text{med}}$ limit, all curves with not too large $\Gamma_{\text{med}}$ tend to a value of $\sigma \times A$ corresponding to the effective theory cross section.

![Graph](image2)

**FIG. 6.** XENONnT-predicted monojet cross sections as a function of $M_{\text{med}}$ for the models in Table III compared with the LHC current limits and projected sensitivity. We assume $\mu_S = 150$ signal events at XENONnT, $m_{\text{DM}} = 50$ GeV, and vary the mediator mass within $1 \text{ TeV} < M_{\text{med}} < 10 \text{ TeV}$. The projected sensitivity for an integrated luminosity of $300 \text{ fb}^{-1}$ is $\sigma \times A = 8.3(1.7)$ fb, when the sensitivity scales like $\sqrt{L}$ ($L$). For the HL-LHC run (integrated luminosity $3000 \text{ fb}^{-1}$), the projected sensitivity (not shown in the figure) is $\sigma \times A = 2.6(0.2)$ fb, when the sensitivity scales like $\sqrt{L}$ ($L$).
2. Predictions based on model selection

In Sec. III D, we have shown that the detection of \( \mathcal{O}(100) \) signal events at XENONnT allows us to discriminate featureless spectra of type \( A \) from bumpy spectra of type \( B \). Combining this result with the information in Fig. 6, we find that at the end of the LHC Run 3 only two mutually exclusive scenarios would be compatible with the detection of \( \mathcal{O}(100) \) signal events at XENONnT. In a first scenario, the spectral distribution of the \( \mathcal{O}(100) \) signal events is of type \( A \). If a monojet signal is detected at the LHC, DM must have spin \( 1/2 \) and its interactions with nucleons must be of type \( \hat{\mathcal{O}}_8 \). If a monojet signal is not detected at the LHC, DM must have spin \( 1/2 \) and its interactions with nucleons must be of type \( \hat{\mathcal{O}}_1 \). In a second scenario, the spectral distribution of the \( \mathcal{O}(100) \) signal events is of type \( B \), a monojet signal can be detected at the LHC, and DM must have spin \( 1/2 \) and interact with nucleons through the operator \( \hat{\mathcal{O}}_{11} \). We therefore conclude that the observation of \( \mathcal{O}(100) \) signal events at XENONnT combined with the detection or the lack of detection of a monojet signal at the LHC Run 3 would significantly narrow the range of possible DM-nucleon interactions. As we demonstrated above, it can also provide key information on the DM particle spin.

V. DISCUSSION

Here we briefly discuss the validity regime of the results found in the previous sections, and we comment on possible future developments. In Sec. IV C, we have presented results for \( m_{\text{DM}} = 50 \) GeV, finding that only two mutually exclusive scenarios would be compatible with the detection of \( \mathcal{O}(100) \) signal events at XENONnT. In particular, based on the hypothetical observation of \( \mathcal{O}(100) \) events at XENONnT, we have shown that models generating \( \hat{\mathcal{O}}_1 \) are not within reach of the LHC Run 3 monojet searches, whereas models generating \( \hat{\mathcal{O}}_8 \) or \( \hat{\mathcal{O}}_{11} \) can produce observable monojet signals. Figure 7 shows that this conclusion holds true also for DM particle masses in the range \( 10 \) GeV \(< m_{\text{DM}} < 200 \) GeV. Specifically, it shows the regions in the \( M_{\text{med}} - (\sigma \times \mathcal{L}) \) plane that are compatible with \( \mu_S = 150 \) for the models \( \hat{\mathcal{O}}_1(h_3,b_3) \), \( \hat{\mathcal{O}}_1(h_1,b_1) \), and \( \hat{\mathcal{O}}_{11}(h_1,\lambda_2) \) for \( m_{\text{DM}} = 10, 30, 50, 100, \) and 200 GeV. We find that for the two \( \hat{\mathcal{O}}_1 \) models, and for \( M_{\text{med}} \gtrsim 10 \) GeV, the compatible regions remain below the projected sensitivity of the LHC Run 3, assuming that the LHC sensitivity scales like \( \sqrt{\mathcal{L}} \). At the same time, model \( \hat{\mathcal{O}}_{11}(h_1,\lambda_2) \) (and all other models different from \( \hat{\mathcal{O}}_1 \)) remain testable, or partly testable, at the LHC Run 3.

The results presented in the previous sections assumed \( \mu_S = 150 \) signal events. Here we briefly describe how our conclusions would change by decreasing \( \mu_S \). As long as \( \mu_S \) is large enough such that the errors on the \( y \) axis of Fig. 2 can be considered small, changing \( \mu_S \) by a factor of \( 1/\lambda \) is equivalent to rescaling \( M_{\text{eff}} \) by a factor of \( x^{1/4} \). This rescaling shifts the colored regions in Fig. 6 by a factor of \( x \) toward smaller cross sections. Consequently, models which are not compatible with \( \mu_S = 150 \), because they are already ruled out by current LHC monojet searches (if \( \mu_S = 150 \)), would not be in conflict with observations and remain detectable for smaller values of \( \mu_S \). For the same reasons, model \( \hat{\mathcal{O}}_4(h_3,\lambda_4) \)—arguably the most studied case of spin-dependent interaction—would be excluded by current LHC monojet searches if \( \mu_S = 150 \), but remains compatible with observations for smaller values of \( \mu_S \). The effect of rescaling the number of signal events is illustrated for the case of model \( \hat{\mathcal{O}}_{11}(h_1,\lambda_2) \) and for \( m_{\chi} = 50 \) GeV in Fig. 8.

We now comment on the impact of operator mixing on our results. When matching the simplified models in

![FIG. 7. Regions in the $M_{\text{med}} - (\sigma \times \mathcal{L})$ plane that are compatible with the detection of $\mu_S = 150$ signal events at XENONnT for three representative simplified models, namely $\hat{\mathcal{O}}_1(h_3,b_3)$, $\hat{\mathcal{O}}_1(h_1,b_1)$, and $\hat{\mathcal{O}}_{11}(h_1,\lambda_2)$, and for the DM particle masses $m_{\text{DM}} = 10, 30, 50, 100, \text{ and } 200 \text{ GeV}$. For model $\hat{\mathcal{O}}_1(h_1,b_1)$ the case $m_{\text{DM}} = 100 \text{ GeV}$ is omitted, since it only marginally differs from the one $m_{\text{DM}} = 50 \text{ GeV}$. For model $\hat{\mathcal{O}}_1(h_3,b_3)$ and for $m_{\text{DM}} = 10 \text{ GeV}$ and $m_{\text{DM}} = 30 \text{ GeV}$, the corresponding regions in the $M_{\text{med}} - (\sigma \times \mathcal{L})$ plane are empty, mainly because of the decay width constraint.](image-url)
events at XENONnT would be \( M_{\text{med}} = 14564 \text{GeV} \times \sqrt{0.1} = 8190 \text{GeV} \). This value is much larger than \( M_{\text{med}} \sim \mathcal{O}(1) \text{ GeV} \), the value of \( M_{\text{med}} \) needed to have a significant number of events via \( \hat{O}_7 \) with \( h_1 = \lambda_3 = 0.1 \). Accordingly, the \( \hat{O}_7 \) operator would give no significant contribution to the rate of signal events at XENONnT.\(^8\) From the LHC perspective, a model with couplings \( h_4 \) and \( \lambda_3 \) would behave like model \( \hat{O}_1(h_3, \lambda_3) \), with an effective mass a factor of \( \sqrt{10} \) smaller (axial and vector quark couplings to the mediator are effectively indistinguishable at the LHC). Consequently, for the model with couplings \( h_4 \) and \( \lambda_3 \) the predicted signal region in the \( M_{\text{med}} - (\sigma \times \mathcal{A}) \) plane is expected to be about 1 order of magnitude above the one of the tree-level \( \hat{O}_1(h_3, \lambda_3) \) model. This signal region would be (partly) below the projected sensitivity of the LHC Run 3. Consequently, if running effects are not suppressed, e.g., via nonuniversal DM-quark coupling or loop diagram cancellation—as we have assumed so far—then the lack of detection of a monojet signal at the LHC Run 3 would not necessarily indicate that DM interacts with nucleons through \( \hat{O}_1 \). Other than that, our conclusions remain unchanged.

Finally, we briefly comment on possible future developments. The present analysis does not consider effects that might arise from a nonuniversal coupling of DM to quarks, from chiral effective field theory corrections to the coupling constants of the nonrelativistic operators in Table I, and from mediators that are charged under the Standard Model gauge group. We also do not consider constraints from the relic density (or discuss nonthermal production mechanisms for the simplified models considered here) and from indirect DM searches and astrophysical probes. We leave an analysis of these aspects for future work.

VI. CONCLUSION

We have developed a method to forecast the outcome of the LHC Run 3 based on the hypothetical detection of \( \mathcal{O}(100) \) signal events at XENONnT. Our method relies on the systematic classification of renormalizable single-mediator models for DM-quark interactions provided in [27]. The proposed method consists of two stages. In a first stage, it allows us to identify the regions in the mediator mass versus the monojet cross-section plane that are compatible with the observation of \( \mathcal{O}(100) \) events at XENONnT. This first information is an important guideline for the experimental collaborations searching for DM at the LHC. In a second stage, the method allows us to identify

\(^8\)Among the models considered in Table III, this is the case for scalar DM with couplings \( g_4 \) and \( h_4 \), fermionic DM with couplings \( \lambda_3 \) and \( h_4 \), and vector DM with couplings \( h_4 \) and \( h_4 \).
the correct (family of) DM-nucleon interaction(s) and possibly the DM particle spin based upon the observation, or the lack of observation, of a monojet signal at the end of the LHC Run 3. We have applied our method to simulated XENONnT data and found that only two mutually exclusive scenarios would be compatible with the detection of $O(100)$ signal events at XENONnT at the end of the LHC Run 3. In the first scenario, the energy distribution of the simulated signal events is featureless, as for canonical spin-independent interactions described by the operator $\hat{O}_1$ in Table I. In this first scenario, if a monojet signal is detected at the LHC, DM must have spin 1/2 and interact with nucleons through the velocity-dependent operator $\hat{O}_8$. In contrast, if a monojet signal is not detected, DM must interact with nucleons through canonical spin-independent interactions. In a second scenario, the spectral distribution of the simulated signal goes to zero in the zero momentum transfer limit. In this second scenario, a monojet signal can be detected at the LHC Run 3, and DM must have spin 1/2 and interact with nucleons through the momentum-dependent operator $\hat{O}_{11}$. In summary, the observation of $O(100)$ signal events at XENONnT combined with the detection, or the lack of detection, of a monojet signal at the LHC Run 3 would significantly narrow the (as of yet broad) range of possible DM-nucleon interactions. At the same time, it can also provide key information on the DM particle spin.
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**APPENDIX: LAGRANGIANS OF SIMPLIFIED MODELS**

We list here all Lagrangians for the simplified models considered in this work [27].

1. **Scalar DM**

Scalar mediator:

$$\mathcal{L}_{\phi g} = \partial_\mu S^\dagger \phi^\mu S - m_\phi^2 S^\dagger S - \frac{\lambda_5}{2} (S^\dagger S)^2 + \frac{1}{2} \partial_\mu \phi^\mu \phi - \frac{1}{2} m_\phi^2 \phi^2 - \frac{m_\phi^2}{3} \phi^3 - \frac{\mu_1}{4} \phi^4 + i \bar{q} D q - m_\chi \bar{q} q - g_1 m_\chi S^\dagger \phi^\mu S - \frac{g_2}{2} S^\dagger S \phi^2 - h_1 \bar{q} q \phi - i h_2 \bar{q} \gamma^5 \phi q. \quad (A1)$$

Vector mediator:

$$\mathcal{L}_{Gg} = \partial_\mu S^\dagger \phi^\mu S - m_\phi^2 S^\dagger S - \frac{\lambda_5}{2} (S^\dagger S)^2 - \frac{1}{4} \mu \phi^\mu \phi^\nu - \frac{g_5}{2} S^\dagger S G^\mu \phi^\nu - \frac{g_6}{2} S^\dagger S G^\nu \phi^\mu - \frac{g_4}{2} S^\dagger S (S^\dagger S G^\nu - \frac{1}{4} \mu \phi^\nu \phi^\mu) G^\mu - h_3 (\bar{q} \gamma^\mu q) G^\mu - h_5 (\bar{q} \gamma^\mu \gamma^5 q) G^\mu. \quad (A2)$$

2. **Fermionic DM**

Scalar mediator:

$$\mathcal{L}_{\chi g} = i \bar{\chi} D^\mu \chi - m_\chi \bar{\chi} \chi + \frac{1}{2} \partial_\mu \phi \phi^\mu - \frac{1}{2} m_\phi^2 \phi^2 - \frac{m_\phi^2}{3} \phi^3 - \frac{\mu_2}{4} \phi^4 + i \bar{q} D q - m_\chi \bar{q} q - \lambda_1 \phi \bar{\chi} \chi - i \lambda_2 \bar{\chi} \gamma^5 \chi - h_1 \phi \bar{q} q - i h_2 \phi \bar{\chi} \gamma^5 q. \quad (A3)$$

Vector mediator:

$$\mathcal{L}_{\chi g} = i \bar{\chi} D^\mu \chi - \frac{1}{4} \mu \phi \phi^\nu + \frac{1}{2} m_\phi^2 G^\mu \phi^\nu + i \bar{q} D q - m_\chi \bar{q} q - \lambda_3 \bar{\chi} \gamma^\mu \chi G^\mu - \lambda_4 \bar{\chi} \gamma^\mu \gamma^5 \chi G^\mu - h_3 \bar{q} \gamma_{\mu} q G^\mu - h_4 \bar{q} \gamma_{\mu} \gamma^5 q G^\mu. \quad (A4)$$
3. Vector DM

Scalar mediator:

\[
\mathcal{L}_{\chi \phi} = -\frac{1}{2} \mathcal{X}^\mu \mathcal{X}^\nu + m_X^2 \mathcal{X}_\mu \mathcal{X}^\mu - \frac{\lambda_X}{2} (\mathcal{X}^\mu \mathcal{X}_\mu)^2 + \frac{1}{2} (\partial^\mu \phi)^2 - \frac{1}{2} m_\phi^2 \phi^2 - \frac{\mu_1}{2} \phi^3 + \frac{\mu_2}{4} \phi^4 + i \bar{q} D q - m_q \bar{q} q
\]

- \frac{b_1 m_X \phi \mathcal{X}^\mu \mathcal{X}_\mu - \frac{b_2}{2} \bar{\phi} \mathcal{X}^\mu \mathcal{X}_\mu}{4} - h_1 \phi \bar{q} q - i h_2 \bar{\phi} \bar{q} \gamma^5 q.

(A5)

Vector mediator:

\[
\mathcal{L}_{\chi \gamma} = -\frac{1}{2} \mathcal{X}^\mu \mathcal{X}^\nu + m_X^2 \mathcal{X}_\mu \mathcal{X}^\mu - \frac{\lambda_X}{2} (\mathcal{X}^\mu \mathcal{X}_\mu)^2 + \frac{1}{4} G_{\mu \nu} G^{\mu \nu} + \frac{1}{4} m_G^2 G^2 - \frac{\lambda_G}{4} (G_{\mu \nu} G^{\mu \nu})^2 + i \bar{q} D q - m_q \bar{q} q
\]

- \frac{b_3}{2} G_{\mu \nu} (\mathcal{X}^\mu \mathcal{X}_\nu) - \frac{b_4}{2} (G_{\mu \nu} G^{\mu \nu})(\mathcal{X}^\mu \mathcal{X}_\nu) - [i b_5 \mathcal{X}^\mu \partial_{\mu} \mathcal{X}^\nu G_{\nu}^\rho + b_6 \mathcal{X}^\mu \partial_{\mu} \mathcal{X}^\nu G_{\nu}^\rho + b_7 \epsilon_{\mu \nu \rho} (\mathcal{X}^{\nu \rho} \partial^{\nu} \mathcal{X}^{\rho}) G^\sigma + \text{H.c.}]

- h_3 G_{\mu \nu} \bar{q} \gamma^5 q - h_4 G_{\mu \nu} \bar{q} \gamma^5 \gamma^5 q.

(A6)
