Optimal Site Selection for a Solar Power Plant in the Mekong Delta Region of Vietnam
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Abstract: Following the recent development trend in the struggle for cleaning the earth’s environment, solar is the one of most promising area that can partially be used as a replaceable energy from non-renewable fuel sources. As such, it plays a significant role in protecting the environment from global warming. As solar power does not emit harmful gases into the atmosphere, its production, distribution, setup, and operation are vital should the production remain constant. Even solar energy waste emissions are small; when compared to current energy sources, the amount of harmful gases is negligible. This paper presented an integrated approach for site of solar plants by using data envelopment analysis (DEA) and Fuzzy Analytical Network Process (FANP). Furthermore, these integrated methodologies, incorporated with the most relevant parameters of requirements for solar plants, are introduced. First, the paper considers an integrated hierarchical DEA and FANP model for the optimal geographical location of solar plants in Mekong Delta Region, Vietnam. Using the proposed model for implementation would allow the renewable energy policy makers to select and control the optimal location for allocating and constructing a solar energy power plant in Vietnam. This is the preferred strategy for location optimization problems associated with solar plant units in Vietnam and around the world.
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1. Introduction

Energy has been a fundamental driver of global economies in order maintain development in almost any industry. It is compulsory that the sources of energy must be maintained and continue developing to meet the demand. With fossil fuel continuing to be proven to be detrimental to the environment, solar energy is continuing to become a modern, growing, and potential source of renewable energy. According to the International Energy Agency (IEA) in 2015, the consumption of fossil fuels coming from coal, oil, and natural gas accounts for 81.6% of the total energy consumption amongst the 38 leading countries. From the same data, wind, and solar energy only accounts for 1.5% of the energy consumption [1]. As also shown in Figure 1, solar energy has the highest development compared to other renewable energies such as hydropower, onshore and offshore wind energy, and bioenergy [2]. According to NASA’S physics and astronomy calculations, solar energy is still available for about 6.5 billion years before the sun fades away, which means that the energy source can be utilized for a longer and more durable time before it is projected to deplete [3].
Solar energy takes the direct sun rays from the sun and transforms them into usable energy consumed for many purposes. The major limitations of solar energy include geographical conditions, high dependency on technology development, large installation area with a high initial cost. Additionally, with such limitations come additional, big environmental changes where modifications could leave an impact on local ecosystems should the development of a plant be initialized with the trend of sustainable development, and maintaining the balance of the triple bottom line of environmental, social, and economical elements must be considered.

Solar energy is still not a popular energy source amongst the economic and social development of the provinces in the Mekong Delta region, Vietnam. However, according to Vietnam Academy of Science and Technology (VAST), Vietnam is one of the potential countries for solar energy development when looking at the data for the amount of sun rays the world receives annually, shown in Figure 2 with a second highest overall evaluation of 4–5 Kwh/m²/day.
In fact, if more than 50% [7] of the energy supply for a national electricity system is imported from other countries, the risk of energy unavailability will be extremely high. Once that supply is depleted or affected by natural disasters, accidents, armed conflicts, sabotage, policy changes or strikes within coal mines, energy security will be directly affected. Besides, the coal transportation from a remote area to the electric production factory, which is done mainly by sea, also has many potential implications for the environment, social security, and economy. The pollution of dust, noise, and ash accumulation from the operation of coal-fired power plants can cause frustration in the local community and sow the seeds for protests, creating long-term instability in terms of social security [8]. Located in the tropical and monsoon region, with an abundant solar energy, the Mekong Delta of Vietnam is entering a period of strong solar power development. Solar energy has been selected as one of the major alternative renewable energy sources in the energy development strategy of the Mekong Delta region. Solar Radiation Maps of Vietnam is shown in Figure 3.

Figure 3. Solar Radiation Maps of Vietnam [9].

Currently, there is very little research for developing a solar power plant in Vietnamese Mekong Delta region. Determining an optimal location, which is sustainable and satisfies the triple bottom line
concepts, is essential for the growth of the country’s power supply and alleviates the environmental
damage from fossil fuel consumption by promoting a renewable alternative energy supply. Therefore,
this problem is tackled as a Multi-Criteria Decision Making (MCDM) problem that requires both
quantitative and qualitative information to be considered. The MCDM problem is commonly defined
as determining an optimal decision based on a finite set of available decision alternatives with multiple,
and potentially conflicting, criteria.

As mentioned, the purpose of this paper is now to propose a suitable MCDM methodology for
localizing and selecting an optimal area in Vietnam in developing a solar power plant. In the next
section, the literature will be presented to discuss the first stage of the paper. Discussions and results’
analysis are explained towards the end of the paper.

2. Literature Review

Nowadays, there are many researchers applied MCDM models to any fields of sciences.
A. Kengpol et al. [10] initially conducted a study on proposing a solar power plant location to
avoid flooding in Thailand using geographical information system (GIS) to determine an optimum
site condition. Upon the study, a number of geographical conditions had to be considered which
developed into an MCDM problem of ranking the priorities amongst the conditions using Fuzzy
Analytic Hierarchy Process (FAHP) and the Technique of Order Preference by Similarity to Ideal
Solution (TOPSIS).

A. Azadeh et al. [11] integrated a hierarchical model for solar plants’ location selection by data
envelopment analysis (DEA), principal component analysis (PCA) and numerical taxonomy (NT). Anuchit Thongpun et al. [12] focused on a building location selection approach for locating a solar
power plant in Thailand based on DEA models. A. Azadeh et al. [13] applied an artificial neural
network (ANN) and fuzzy data envelopment analysis (FDEA) for location optimization of solar plants
with uncertainty and complexity.

Amy H. I. Lee et al. [14] integrated MCDM model to set the assurance region (AR) of the
quantitative factors, and the AR is incorporated into data envelopment analysis (DEA), additionally
adopting a fuzzy analytic hierarchy process (FAHP) for the location of a PV solar plant. Adnan
Sozen et al. [15] presented an approach for the location of solar plants by data envelopment analysis
(DEA). A. Azadeh et al. [16] presented an integrated fuzzy DEA model for decision making on wind
plant locations. Shinya Yokota et al. [17] applied data envelopment analysis (DEA) for the optimal
allocation of mega-solar.

Chabuk et al. [18] discussed two MCDM methods to propose two alternative landfill sites for
each area in the studied location, which were AHP and Ratio Scale Weighting (RSW), using multiple
environmental factors as criteria for evaluation. The methods successfully proposed a geographical
map that addressed the suitable locations throughout the studied sector. Chakraborty et al. [19] also
proposed multiple MCDM methods including AHP for assigning criteria weights; Grey Rational
Analysis (GRA), Multi Objective Optimization on the Basis of Ratio Analysis (MOORA), Elimination of
Choice Translating Reality (ELECTRE II), and Operational Competitiveness Rating Analysis (OCRA) for
ranking the results of each location alternative; and Spearman’s rank correlation coefficient, Kendall’s
rank correlation coefficient, agreement between the top three ranked alternatives were used to compare
each ranking methodology with another; finally, the REGIME was used for the final evaluation of each
methodology after all the applied evaluating methodologies were calculated. With a huge comparison
study between the methods, the author was able to utilize which methodology was most suitable for
choosing the most suitable supplier.

Amy H. I. Lee et al. [20] proposed MCDM model to decide the most suitable photovoltaic solar
plant allocation by using the interpretive structural modeling (ISM), the Serbian VlseKriterijumska
OptimizacijaI Kompromisno Resenje (VIKOR), meaning multi-criteria optimization with a compromise
solution, fuzzy analytic network process (FANP). A. Azadeh et al. [21] integrated hierarchical Data
Envelopment Analysis for the location optimization of wind plants in Iran. This model would enable
the energy policy makers to select the best possible location for construction of a wind power plant with the lowest possible cost. Lei Fang et al. [22] applied the DEA model and goal programming to evaluate the relative efficiency of each potential location.

Chia-Nan Wang et al. [9] proposed a similar MCDM approach to determine a solar power plant location for the entire country of Vietnam using the methods of DEA, FAHP, and TOPSIS to evaluate qualitative and quantitative criteria. Ehsan Dehghani et al. [23] evaluated different areas for solar plants according to a set of social, geographical, and technical criteria through a data envelopment analysis (DEA) model. In this study, the DEA model considers both information of the efficient and anti-efficient frontiers to raise discrimination power in DEA analysis. Ali Mostafaeipour et al. [24] applied Data Envelopment Analysis (DEA) methodology to prioritize cities for installing the solar-hydrogen power plant so that one candidate location was selected for each city. A. Azadeh et al. [25] presented a technical and economic research for allocation of solar plants by using multivariable methods namely, Data Envelopment Analysis (DEA) and Principle Component Analysis (PCA). A hybrid model for the allocation of solar plants was presented by the utilization of most related parameters to solar plants and an integrated DEA-PCA approach. Seong Kon Lee et al. [26] proposed a hybrid model including a fuzzy Analytic Hierarchy Process (AHP)/Data Envelopment Analysis (DEA) for efficiently allocating energy R&D resources in the case of energy technologies against high oil prices.

As the literature review shows, the amount of studies that apply the MCDM approach to various fields of science and engineering has increased in number in recent years. Location selection is one of the fields where the MCDM model has been employed, especially in the renewable energy sector, where decision makers must evaluate both qualitative and quantitative factors. Although some studies have reviewed the applications of MCDM approaches in solar power plant location selection, very few works have focused on this problem in a fuzzy environment. This is a reason why we proposed a fuzzy MCDM model in this study.

3. Methodology

3.1. Basic Theory

3.1.1. Fuzzy Set

A fuzzy set is used to address the issues that exist in an uncertain environment. It was proposed by Zadeh when attempting to solve multiple criteria decision-making problems. If the set $\tilde{Z}$ is a triangular fuzzy number (TFN), each value of the membership function is in the range $[0, 1]$:

$$
\mu_{\tilde{Z}}(x) = \begin{cases} 
\frac{x-j}{k-j}, & j \leq x \leq k \\
\frac{l-x}{l-k}, & k \leq x \leq l \\
0, & \text{otherwise}
\end{cases}
$$

(1)

Each value of membership, which includes the left (the lowest value to evaluate) and right (the highest value to evaluate) representatives, of a TFN is shown below:

$$
\tilde{N} = (N^1(y), N^2(y)) = (j - (k - j) y, l + (k - d) y), \quad y \in [0, 1].
$$

A triangular fuzzy number can be described as in Figure 4.
3.1.2. Fuzzy Analytic Network Process

Different to the AHP model, a strict hierarchical structure is not required for the ANP model. ANP models allow control elements, that can be controlled by attribute clusters or difference levels. When the elements are at the same level, they can present multiple control factors. A systematic approach in the interaction or feedback between factors is explained using the degree of interaction and interdependence between factors.

Using the rating scale of expert as the basis and data, the decision maker will pair each factor where the weight of each factor is matrixed and determined for the ANP model.

The AHP model then uses a quantitative pair comparison with a priority ratio of 1–9 to set the priority level for each level of the system, where 1 is the lowest priority and 9 is the highest priority. Meanwhile, the ANP model allows making complex relationships between criteria and their rank in the system. The 1–9 scale of the AHP model is shown in Table 1.

| Importance Intensity | Definition                      |
|----------------------|---------------------------------|
| 1.                   | Equal significance             |
| 3.                   | Moderate significance          |
| 5.                   | Strongly higher significance    |
| 7.                   | Very strong higher significance |
| 9.                   | Extremely high significance    |
| 2, 4, 6, 8.          | Intermediate values            |

Table 1. The 1–9 scale [6].

The display and goals in the pairwise comparison process, which were considered disadvantages of ANP, were overcome with the development of the FANP model. The FANP model uses a set of values to incorporate decision makers in an uncertain environment, while a crisp value is presented in the ANP model. The Saaty’s model is used to convert the values for the fuzzy prioritization model to easily fix the conversion values, where $O_{ab} = (O^x_{ab}, O^o_{ab}, O^v_{ab})$ is a TFN with the core $O^o_{ab}$, the support $[O^x_{ab}, O^v_{ab}]$, and the TFN, as shown in Figure 5.

![Figure 5. A triangular fuzzy number (TFN).](image-url)
Table 2 presents the 1–9 fuzzy conversion scale.

| Importance Intensity | Triangular. Fuzzy Scale          |
|----------------------|---------------------------------|
| 1.                   | (1.0, 1.0, 1.0)                 |
| 2.                   | (1.0, 1.0, 2.0)                 |
| 3.                   | (1.0, 2.0, 3.0)                 |
| 4.                   | (2.0, 3.0, 4.0)                 |
| 5.                   | (3.0, 4.0, 5.0)                 |
| 6.                   | (4.0, 5.0, 6.0)                 |
| 7.                   | (5.0, 6.0, 7.0)                 |
| 8.                   | (7.0, 8.0, 9.0)                 |
| 9.                   | (9.0, 9.0, 9.0)                 |

At the reverse level to \(O_{ab}\), expressing the non-preference is also shown by a TFN: \((1/O_{vab}, 1/O_{oab}, 1/O_{xab})\). Using the fuzzy Saaty’s matrix, the weights of the criteria can be determined into four steps that are used to input the data:

1. Using Equations (2)–(4), the fuzzy synthetic extensions \(K_a(k^v, k^o, k^x)\) calculation can be transformed into TNT.

\[
K_a = \sum_{b=1}^{n} O_{ab} \odot \left(\sum_{a=1}^{n} \sum_{b=1}^{n} O_{ab}\right)^{-1} \tag{2}
\]

\[
\sum_{j=1}^{n} O_{ab} = \left(\sum_{b=1}^{n} O^{v}_{ab} \sum_{b=1}^{n} O^{o}_{ab} \sum_{b=1}^{n} O^{x}_{ab}\right) \tag{3}
\]

\[
O^{-1}_{ab} = 1/O_{vab}, 1/O_{oab}, 1/O_{xab} \tag{4}
\]

\[
O \odot N = (O_x, N_x, O_0, N_0, O_v, N_v) \tag{5}
\]

Let \(a = 1, 2, \ldots, n\), in which \(a\) and \(b\) specifically are TFN \((O_x, O_0, O_v)\) and \((N_x, N_0, N_v)\) where \(x\) is the minimum value, \(o\) is the average value, and \(v\) is the maximum value;

2. Using relationships with the fuzzy valued for addressing the weight of criteria. In order to determine certain fuzzy extensions, they are calculated by using the minimum fuzzy extension of valued relation \(\leq\) at [5] with weights \(Q_a\) calculated as follows

\[
Q_a = \min_b \left\{ \frac{k^v_b - k^x_b}{(k^o_a - k^x_a) - (k^o_b - k^x_b)} \right\} \tag{6}
\]

where \(a, b = 1, 2, \ldots, n\);

3. Standardize the weights. If the decision maker expects to obtain the total weights in one matrix equal to 1, final weights \(q_i\) are solved by (7)

\[
q_a = Q_a / \sum_{a=1}^{n} Q_a \tag{7}
\]

where \(a, b = 1, 2, \ldots, n\);

4. An evaluation of a Saaty’s matrix is used to test for its consistency. The matrix of the weights and criteria are consistent and sufficient if inequality of the Consistency Ratio (CR) from Equation (8) is defined as follows using the Consistency Index (CI) and Random Index (RI):

\[
CR = \frac{CI}{RI} = \frac{\lambda - n}{(n - 1) \times RI} \leq 0.1 \tag{8}
\]
3.2. Data Envelopment Analysis Model

3.2.1. Charnes–Cooper–Rhodes model (CCR model)

The CCR model, as the fundamental model for the DEA model, is defined as follows:

\[
\max_{c,\alpha,\xi} \frac{\sum_{i=0} y_i}{\sum_{j=0} x_j} = \frac{y_0}{x_0} \\
\text{S.t.:} \\
a^2 y_i - c^2 x_i \leq 0, \quad i = 1, 2, \ldots, n \\
a \geq 0 \\
c \geq 0
\] (9)

The defined constraints ensure that the ratio of virtual output to virtual input cannot exceed 1 per decision making unit (DMU). The objective is to obtain a rate of weighted output for every weighted inputs. Subject to the constraints, the optimal goal value \(\xi^*\) can only reach a maximum of 1.

DMU\(_0\) is CCR’s efficient if \(\xi^* = 1\). The result must include a minimum of 1 optima \(a^* > 0\) and \(c^* > 0\). In addition, the fractional program can be defined as a linear programming problem (LP) as follows:

\[
\max_{c,\alpha,\xi} \xi = \frac{y_0}{x_0} \\
\text{S.t.:} \\
c^2 x_0 - 1 = 0 \\
a^2 y_i - c^2 x_i \leq 0, \quad i = 1, 2, \ldots, n \\
c \geq 0 \\
a \geq 0
\] (10)

The linear program (10) provides an equal result to the fractional program (9). The linear program from the Farrell model (10) has a variable \(\xi\) and a nonnegative vector \(\alpha = \alpha_1, \alpha_2, \alpha_3, \ldots, \alpha_f\) as:

\[
\max \sum_{d=1}^m s_d^- + \sum_{g=1}^o s_g^+ \\
\text{S.t.:} \\
\sum_{e=1}^n x_e \alpha_d + s_d^- = \xi x_0, \quad b = 1, 2, \ldots, p \\
\sum_{e=1}^n y_{eg} \alpha_e - s_g^+ = y_{g0}, \quad g = 1, 2, \ldots, o \\
\alpha_e \geq 0, \quad e = 1, 2, \ldots, n \\
s_d^- \geq 0, \quad d = 1, 2, \ldots, p \\
s_g^+ \geq 0, \quad g = 1, 2, \ldots, o
\] (11)

The model (3) provides a feasible solution, \(\xi = 1, \alpha_0^* = 1, \alpha_j^* = 0, (j \neq 0)\), in which the optimal solution is affected when \(\xi^*\) is not higher than 1. A specific DMU is provided when the optimal solution, \(\xi^*\), is calculated. For each DMU\(_e\), the process will repeat for every \(e = 1, 2, \ldots, n\). When \(\xi^* < 1\),
the DMUs are inefficient. If \( \xi^* = 1 \), the DMUs then are classified as boundary units. By invoking a linear program, we can prevent weakly efficient points \( d \) as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{d=1}^{m} s^{-}_d + \sum_{g=1}^{s} s^{+}_g \\
\text{S.t.:} & \quad \\
& \quad \sum_{e=1}^{n} x_{de}^a e + s^{-}_d = \xi x_{d0}, \; d = 1, 2, \ldots, p \\
& \quad \sum_{e=1}^{n} y_{ge}^d e - s^{+}_g = y_{g0}, \; g = 1, 2, \ldots, o \\
& \quad \alpha_e \geq 0, \; e = 1, 2, \ldots, n \\
& \quad s^{-}_d \geq 0, \; d = 1, 2, \ldots, p \\
& \quad s^{+}_g \geq 0, \; g = 1, 2, \ldots, o
\end{align*}
\] (12)

For this situation, we clarify that the optimal solution, \( \xi^* \), is not affected by the results from \( s^{-}_d \) and \( s^{+}_g \).

For both (1) \( \xi = 1 \) and (2) \( s^{-}_d = s^{+}_g = 0 \), DMU\( _0 \) achieves 100\% accuracy and efficiency. For both (1) \( \xi^* = 1 \) and (2) \( s^{-}_d \neq 0 \) and \( s^{+}_g \neq 0 \) for \( d \) or \( g \) in optimal options, the performance of DMU\( _0 \) is weakly efficient. Thus, following the development procedure to solve the problem is as follows:

\[
\begin{align*}
\text{min} & \quad \theta - \mu \left( \sum_{d=1}^{m} s^{-}_d + \sum_{g=1}^{s} s^{+}_g \right) \\
\text{S.t.:} & \quad \\
& \quad \sum_{e=1}^{n} x_{de}^a e + s^{-}_d = \xi x_{d0}, \; d = 1, 2, \ldots, p \\
& \quad \sum_{e=1}^{n} y_{ge}^d e - s^{+}_g = y_{g0}, \; g = 1, 2, \ldots, o \\
& \quad \alpha_e \geq 0, \; e = 1, 2, \ldots, n \\
& \quad s^{-}_d \geq 0, \; d = 1, 2, \ldots, p \\
& \quad s^{+}_g \geq 0, \; g = 1, 2, \ldots, o
\end{align*}
\] (13)

In this case, \( s^{-}_d \) and \( s^{+}_g \) variables are first used to transform the inequalities into equivalent equations. For (13), it is the same in terms of methods as when we solve (3) by minimizing \( \xi \) in the first stage and then fixing \( \xi = \xi^* \) as in (4), where the slacks’ variables provide the highest values but the previously determined value of \( \xi = \xi^* \) is not affected. The objective is converted from maximum to minimum, as in (9), to obtain the following:

\[
\begin{align*}
\text{max} & \quad \xi \\
\text{S.t.:} & \quad \\
& \quad a^2 x_0 \leq c^2 y_e, \; e = 1, 2, \ldots, n \\
& \quad c \geq \epsilon > 0 \\
& \quad a \geq \epsilon > 0
\end{align*}
\] (14)

If the non-Archimedean value and the \( \epsilon > 0 \) are displayed, the input models are similar to models (10) and (13) as follows:

\[
\begin{align*}
\text{max} & \quad \xi \\
\text{S.t.:} & \quad \\
& \quad a^2 y_0 = 1 \\
& \quad c^2 x_0 - a^2 y_e \geq 0, \; e = 1, 2, \ldots, n \\
& \quad c \geq \epsilon > 0 \\
& \quad a \geq \epsilon > 0
\end{align*}
\] (15)
and:

$$\max \phi - \epsilon \left( \sum_{i=1}^{m} s_i^- + \sum_{s=1}^{n} s_s^+ \right)$$

S.t:

$$\sum_{e=1}^{n} x_{de} \alpha_e + s_d^- = x_{d0}, \quad d = 1, 2, \ldots, p$$

$$\sum_{e=1}^{n} y_{ge} \alpha_e - s_g^+ = y_{g0}, \quad g = 1, 2, \ldots, q$$

$$\alpha_e \geq 0, \quad e = 1, 2, \ldots, n$$

$$s_d^- \geq 0, \quad d = 1, 2, \ldots, p$$

$$s_g^+ \geq 0, \quad g = 1, 2, \ldots, o$$

A dual multiplier model of the CCR input-oriented (CCR-I) is expressed as:

$$\max z = \sum_{g=1}^{q} \partial_g y_{g0}$$

S.t:

$$\sum_{g=1}^{o} \partial_g y_{re} - \sum_{g=1}^{o} a_g y_{ge} \leq 0$$

$$\sum_{d=1}^{p} a_d x_{d0} = 1$$

$$c_{g}, a_d \geq \epsilon > 0$$

A dual multiplier model of the CCR output-oriented (CCR-O) is also expressed as:

$$\min o = \sum_{d=1}^{p} a_d x_{d0}$$

S.t:

$$\sum_{d=1}^{p} a_d x_{de} - \sum_{g=1}^{o} \partial_g y_{ge} \leq 0$$

$$\sum_{g=1}^{o} \partial_g y_{g0} = 1$$

$$c_{g}, a_d \geq \epsilon > 0$$

3.2.2. Banker Charnes Cooper Model (BCC Model)

The input-oriented BBC model (BCC-I) was introduced by Banker et al., in which the efficiency of DMU_0 is assessed by solving the following LP (19):

$$\xi_B = \min \xi$$

S.t:

$$\sum_{e=1}^{n} x_{de} \alpha_e + s_d^- = \xi x_{d0}, \quad d = 1, 2, \ldots, p$$

$$\sum_{e=1}^{n} y_{ge} \alpha_e - s_g^+ = y_{g0}, \quad g = 1, 2, \ldots, o$$

$$\sum_{k=1}^{n} \alpha_k = 1$$

$$\alpha_k \geq 0, \quad k = 1, 2, \ldots, n$$
By invoking a linear program, we can prevent the weakly efficient points as in the following:

$$\max \sum_{d=1}^{m} s_d^- + \sum_{g=1}^{s} s_g^+$$

S.t.:

$$\sum_{e=1}^{n} x_{de} \alpha_e + s_d^- = \xi x_{d0}, \ d = 1, 2, \ldots, p$$

$$\sum_{e=1}^{n} y_{ge} \alpha_e - s_g^+ = y_{g0}, \ g = 1, 2, \ldots, o$$

(20)

$$\sum_{k=1}^{n} \alpha_k = 1$$

$$\alpha_k \geq 0, \ k = 1, 2, \ldots, n$$

$$s_d^- \geq 0, \ b = 1, 2, \ldots, p$$

$$s_g^+ \geq 0, \ g = 1, 2, \ldots, o$$

The first multiplicative form to the solve problem is as follows:

$$\min \xi - \epsilon \left( \sum_{d=1}^{m} s_d^- + \sum_{g=1}^{s} s_g^+ \right)$$

S.t.:

$$\sum_{e=1}^{n} x_{de} \alpha_e + s_d^- = \xi x_{d0}, \ d = 1, 2, \ldots, p$$

$$\sum_{e=1}^{n} y_{ge} \alpha_e - s_g^+ = y_{g0}, \ g = 1, 2, \ldots, o$$

$$\sum_{k=1}^{n} \alpha_k = 1$$

$$\alpha_k \geq 0, \ k = 1, 2, \ldots, n$$

$$s_d^- \geq 0, \ b = 1, 2, \ldots, p$$

$$s_g^+ \geq 0, \ r = 1, 2, \ldots, o$$

(21)

A second multiplier form of the linear program is expressed as:

$$\max_{c,a} \xi_B = a^2 y_0 - a_0$$

S.t.:

$$c^2 x_0 = 1$$

$$a^2 y_e - c^2 x_e - a_0 \leq 0, \ e = 1, 2, \ldots, n$$

$$c \geq 0$$

$$a \geq 0$$

(22)

As mentioned in Formula (14), in this case Z and u are vectors, and the scalar $v_0$ may be positive or negative or zero. The dual program for the equivalent BCC fractional program (12) can be obtained as follows:

$$\max_{c,a} \xi = \frac{a^2 y_0 - a_0}{c^2 x_0}$$

S.t.:

$$\frac{a^2 y_e - a_0}{c^2 x_e} \leq 1, \ e = 1, 2, \ldots, n$$

$$c \geq 0$$

$$a \geq 0$$

(23)

A BCC-efficient solution is a solution where if an optimal solution, DMU$_{0}$, $(\xi_B^*, s^-^*, s^+^*)$ as solved in this two phase processes for model satisfies $\xi_B^* = 1$ and has no slack values where $s^- = s^+ = 0$. Otherwise, the model would be considered as BCC-inefficient.
The improved activity, \( (\xi^*x - s^-, y + s^+) \), also can be claimed as BCC efficient. A DMU, which is a minimized input value for any input item, or a maximized output value for any output item, is BCC-efficient.

The output-oriented BCC model (BCC-O) is defined as the following:

\[
\max \eta \\
\text{S.t.} : \\
\sum_{e=1}^{n} x_{de} \alpha_e + s^-_d = \xi x_{d0}, \quad b = 1, 2, \ldots, p \\
\sum_{e=1}^{n} y_{ge} \alpha_e - s^+_g = \eta y_{g0}, \quad g = 1, 2, \ldots, o \\
\sum_{k=1}^{n} \alpha_k = 1 \\
\alpha_k \geq 0, \quad k = 1, 2, \ldots, f
\] (24)

A multiplier form of the linear program (24) can be expressed as [25]:

\[
\min_{c,a,c_0} z_0 - a_0 \\
\text{S.t.} : \\
z_0 = 1 \\
c^2 x_e - a^2 y_e - a_0 \leq 0, \quad e = 1, 2, \ldots, n \\
c \geq 0 \\
a \geq 0
\] (25)

In the envelopment model, the \( Z_0 \) is the scalar combined with \( \sum_{k=1}^{n} \alpha_k = 1 \). Conclusively, the equivalent fractional programming formulation for the BCC model was achieved by the authors (25):

\[
\min_{c,a,c_0} \frac{c^2 x_0 - c_0}{a^2 y_0} \\
\text{S.t.} : \\
\frac{c^2 x_e - a^2 y_e - a_0}{a^2 y_e} \leq 1, \quad e = 1, 2, \ldots, n \\
c \geq 0 \\
a \geq 0
\] (26)

3.2.3. Slacks Based Measure Model (SBM Model)

The SBM model was developed by Tone, which has three elements, input-oriented, output-oriented. Input-Oriented SBM (SBM-I-C).

The following model can be defined as the Input-oriented SBM under constant-returns-to-scale- assumption:

\[
\rho_i^I = \min_{a, s^-, s^+} 1 - \frac{1}{m} \sum_{d=1}^{m} \frac{s^-_d}{s^-_{d0}} \\
\text{S.t.} : \\
x_{dc} = \sum_{c=1}^{m} x_{dc} \alpha_d + s^-_d, \quad d = 1, 2, \ldots, p \\
y_{gc} = \sum_{c=1}^{m} y_{gc} \alpha_e - s^+_g, \quad g = 1, 2, \ldots, o \\
\alpha_e \geq 0, \quad k (\forall j), \quad s^-_d \geq 0 (\forall e), s^+_g \geq 0 (\forall e)
\] (27)
4. Case Study

Solar power in Vietnam belongs to the emerging energy industry group, which is engaged in the development of the world’s renewable energy sources, the import of science and technology, and meets the demand for developing power sources. When large hydropower sources are fully exploited, small hydroelectricity will not guarantee benefits compared to the environmental damage. Vietnam, on the other hand, has great potential for solar and wind power, due to its proximity to the equator and the existence of dry, sunny regions like the southern central provinces. The study results are shown in Figure 6. Therefore, solar power, together with wind power, is being encouraged to develop by the State of Vietnam, reflected in the Prime Minister’s Decision No. 2068/QD-TTg of 25 November 2015, approving the Renewable Energy Development Strategy. Vietnam’s electricity generation until 2030, with a vision of 2050, ensures the development of electricity sources when stopping nuclear power projects and reducing fossil-fired thermal power plants.

Figure 6. Irradiation Map of Mekong Delta, Vietnam [27].

With the growth of economic sectors in general and agriculture, the demand for electricity in the Mekong Delta provinces is increasing. However, fossil fuel for electricity generation is declining, so the development of renewable energy is one of the sustainable solutions for the Mekong Delta to have electricity to ensure domestic living and economic development.

In this research, the authors present an integrated approach for the site of solar plants in Mekong Delta, Vietnam, by using data envelopment analysis (DEA) and Fuzzy Analytical Network Process (FANP). In the first stage, DEA model is applied to select some potential location, then FANP model is used for ranking these potential locations. The authors collected data from thirteen locations in Mekong Delta, Vietnam, which can invest in solar power plants, as shown in Table 3.
Table 3. List of the 13 locations identified in Mekong Delta, Viet Nam.

| No | Locations    | Symbols | No | Locations    | Symbols |
|----|--------------|---------|----|--------------|---------|
| 1  | An Giang     | DEL01   | 8  | Kien Giang   | DEL08   |
| 2  | Bac Lieu     | DEL02   | 9  | Long An      | DEL09   |
| 3  | Ben Tre      | DEL03   | 10 | Soc Trang    | DEL10   |
| 4  | Ca Mau       | DEL04   | 11 | Tien Giang   | DEL11   |
| 5  | Can Tho      | DEL05   | 12 | Tra Vinh     | DEL12   |
| 6  | Dong Thap    | DEL06   | 13 | Vinh Long    | DEL13   |
| 7  | Hau Giang    | DEL07   |     |              |         |

DEA model is a quantitative technique that determines the relative effectiveness of multiple inputs and outputs decision makers. Halasah et al. [28] employed life-cycle assessment to evaluate the energy-related impacts of PV systems at different scales of integration. The input parameters included panel efficiency, temperature coefficient, shading losses, ground cover ratio and latitude, and the input data included hourly solar radiation, wind speed and temperature. Wang and Amy [9,14] using DEA model for ranking potential location for building solar power plant. In their research, the output data included sunshine hour and elevation. Due to the information accessibility of various sites and the importance of various factors, we select two inputs and two outputs for the quantitative factors. The two inputs are temperature (I1) and wind speed (I2). The two outputs are sunshine hours (O1) and elevation (O2) [14,20]. The definition of the inputs and outputs are defined in Table 4 [20]. Raw data of inputs and outputs of DMUs are demonstrated in Figure 7.

Table 4. Definition of inputs and outputs.

| Factors          | Definition                                                                                                                                                                                                 |
|------------------|----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Inputs**       |                                                                                                                                                                                                          |
| Temperature (I1) | This is a measure of how high or low the heat radiation of the current environment is. Radziemska [29] discussed that should the temperature increase, the overall output power and the conversion efficiency of the PV module would decrease. A solar panel that receives more sunlight would lead to an increase in temperature on the panel, hence a decrease in the conversion efficiency. This decrease can vary from 10% to 25% depending on the location and material of the equipment. [30] |
| Wind speed (I2)  | Wind is the current of gas particles that flows randomly. Depending on the strength of the current, small particles from solid sediments to suspended objects could obstruct and affect the solar panels and other equipment. The wind can cause erosion and potential failures in operation for solar power plants. |
| **Outputs**      |                                                                                                                                                                                                          |
| Sunshine hours (O1) | An indicator that measures the average duration of sunshine in a time period (here, annually) for a given location. This period is when direct solar irradiance shows a measurement higher than 120 W/m² [31]. A higher output power would be produced should a higher sunshine hour be recorded. |
| Elevation (O2)   | The geographical height above sea level of a given location (here, meters). If the geographical elevation is high, the distance between the ground to the sun is decreased, which means the solar radiant takes a shorter time to reach the ground. Additionally, lower distance means a lower dispersion of solar radiation, so the intensity is projected to be higher. Higher intensity yields higher solar energy output. Panjwani and Narejo discussed how elevation generated a 7–12% increase in power by testing 3 solar panels at a 27.432 m elevation [32]. |
For applied DEA model, some additional data about 13 locations in Mekong Delta, Vietnam are shown in Table 5.

Table 5. Raw data of DEA model.

| DMUs  | Temperature (I₁) | Wind Speed (I₂) | Sunshine hours (O₁) | Elevation (O₂) |
|-------|------------------|-----------------|---------------------|----------------|
| DEL01 | 27.20            | 1.70            | 2589                | 2.00           |
| DEL02 | 27.30            | 7.20            | 2700                | 1.50           |
| DEL03 | 27.00            | 1.00            | 2341                | 2.00           |
| DEL04 | 26.80            | 1.30            | 2300                | 1.00           |
| DEL05 | 26.90            | 2.80            | 2672                | 2.00           |
| DEL06 | 27.40            | 2.50            | 2500                | 2.00           |
| DEL07 | 27.30            | 7.00            | 2700                | 0.80           |
| DEL08 | 27.50            | 6.00            | 2563                | 1.20           |
| DEL09 | 27.70            | 2.80            | 2800                | 1.60           |
| DEL10 | 26.80            | 6.40            | 2292                | 0.90           |
| DEL11 | 27.00            | 1.70            | 2645                | 1.00           |
| DEL12 | 27.60            | 6.80            | 2556                | 0.80           |
| DEL13 | 28.00            | 1.40            | 2400                | 1.60           |

To select some potential sites in Mekong Delta, Vietnam, there are several DEA models, including SBM-I-C; CCR-I; BCC-O; CCR-O and BCC-I, applied in this step. The results of the DEA models are shown in Table 6.

Table 6. Ranking results from some DEA models.

| Locations | DEA Approaches |
|-----------|----------------|
|           | SBM-I-C | CCR-I | BCC-O | CCR-O | BCC-I |
| DEL01     | 1       | 1     | 1     | 1     | 1     |
| DEL02     | 0.6546  | 0.9784 | 0.9868 | 0.9784 | 0.9918 |
| DEL03     | 1       | 1     | 1     | 1     | 1     |
| DEL04     | 0.8728  | 0.936  | 0.9999 | 0.936  | 1     |
| DEL05     | 1       | 1     | 1     | 1     | 1     |
| DEL06     | 0.7767  | 0.9824 | 1     | 0.9824 | 0.9824 |
| DEL07     | 0.6451  | 0.9784 | 0.9868 | 0.9784 | 0.9918 |
| DEL08     | 0.6159  | 0.922  | 0.9259 | 0.9220 | 0.9771 |
| DEL09     | 1       | 1     | 1     | 1     | 1     |
| DEL10     | 0.5521  | 0.8461 | 0.9961 | 0.8461 | 1     |
| DEL11     | 1       | 1     | 1     | 1     | 1     |
| DEL12     | 0.5935  | 0.9162 | 0.9181 | 0.9162 | 0.9735 |
| DEL13     | 0.8604  | 0.9325 | 0.9595 | 0.9325 | 0.962 |
As the results in Table 6 show that there are seven DMUs that are potential locations for building a solar power plant in Mekong Delta, Vietnam including DEL01, DEL03, DEL05, DEL09 and DEL11. These DMUs will be evaluated in the next step of this research by using the FANP model.

In the final stage, all the potential locations will be ranked by the FANP model. Some criteria affecting the location selection are shown in Figure 8.

![Figure 8. Main criteria and sub-criteria in Fuzzy Analytical Network Process (FANP) model.](image)

Fuzzy comparison matrix of EC from the FANP model is shown in Table 7.

| Technological (TL) | Site Characteristics (ST) | Environmental (EL) | Social (SL) |
|-------------------|--------------------------|--------------------|-------------|
| TL                | (1,1,1)                  | (5,6,7)            | (1,2,3)     | (3,4,5)     |
| ST                | (1/7,1/6,1/5)            | (1,1,1)            | (1/3,1/4,1/5)| (2,3,4)     |
| EL                | (1/3,1/2,1)              | (5,4,3)            | (1,1,1)     | (4,5,6)     |
| SL                | (1/5,1/4,1/3)            | (1/4,1/3,1/2)      | (1/6,1/5,1/4)| (1,1,1)     |

The fuzzy numbers were converted to real numbers by using the TFN. During the defuzzification, the authors obtain the coefficients $\alpha = 0.5$ and $\beta = 0.5$. In this, $\alpha$ represents the uncertain environment conditions, and $\beta$ represents whether the attitude of the evaluator is fair.

\[
g_{0.5,0.5}(\bar{a}_{EL,SL}) = [(0.5 \times 4.5) + (1 - 5.5) \times 2.5] = 5
\]
\[
f_{0.5}(L_{EL,SL}) = (5 - 4) \times 0.5 + 4 = 4.5
\]
\[
f_{0.5}(U_{SL,SL}) = 6 - (6 - 5) \times 0.5 = 5.5
\]
The remaining calculations for other criteria are similar to the above calculation. The real number priority when comparing the main criteria pairs is shown in Table 8.

**Table 8. Real number priority.**

|   | TL | ST | EL | SL |
|---|----|----|----|----|
| TL | 1  | 6  | 2  | 4  |
| ST | 1/6| 1  | 1/4| 3  |
| EL | 1/2| 4  | 1  | 5  |
| SL | 1/4| 1/3| 1/5| 1  |

The following are used for calculating the maximum individual value:

\[ P_1 = (1 \times 6 \times 2 \times 4)^{1/4} = 2.63 \]

\[ P_2 = (1/5 \times 1 \times 1/4 \times 3)^{1/4} = 0.62 \]

\[ P_3 = (1/2 \times 4 \times 1 \times 5)^{1/4} = 1.78 \]

\[ P_4 = (1/4 \times 1/3 \times 1/5 \times 1)^{1/4} = 0.36 \]

\[ \sum Q = 5.39 \]

\[ \omega_1 = \frac{2.63}{5.39} = 0.49 \]

\[ \omega_2 = \frac{0.62}{5.39} = 0.12 \]

\[ \omega_3 = \frac{1.78}{5.39} = 0.33 \]

\[ \omega_4 = \frac{0.36}{5.39} = 0.07 \]

\[
\begin{bmatrix}
1 & 6 & 2 & 4 \\
1/6 & 1 & 1/4 & 3 \\
1/2 & 4 & 1 & 5 \\
1/4 & 1/3 & 1/5 & 1
\end{bmatrix}
\times
\begin{bmatrix}
0.49 \\
0.12 \\
0.33 \\
0.07
\end{bmatrix}
= \begin{bmatrix}
2.15 \\
0.49 \\
1.41 \\
0.30
\end{bmatrix}
\]

\[
\begin{bmatrix}
0.49 \\
0.12 \\
0.33 \\
0.07
\end{bmatrix}
= \begin{bmatrix}
4.39 \\
4.08 \\
4.27 \\
4.29
\end{bmatrix}
\]

Based on the number of main criteria, the authors get \( n = 5 \); \( \lambda_{\text{max}} \) and CI are calculated as follows:

\[ \lambda_{\text{max}} = \frac{4.39 + 4.08 + 4.27 + 4.29}{4} = 4.23 \]

\[ CI = \frac{\lambda_{\text{max}} - n}{n-1} = \frac{4.23 - 4}{4 - 1} = 0.077 \]

To calculate CR value, we get RI = 0.9 with \( n = 4 \).

\[ CR = \frac{CI}{RI} = \frac{0.077}{0.9} = 0.08556 \]

As \( CR = 0.08556 \leq 0.1 \), we do not need to re-evaluate.
5. Discussion

There have been many studies presenting MCDM models using fuzzy set theory to evaluate and select the location of a renewable energy plant, particularly solar energy. However, the literature review shows that most of these studies only use economic, or technological, or site characteristics, or environmental or social standards to assess potential locations. There are few studies that simultaneously use economic, technological, site characteristics, environmental and social factor standards in the process of location selection. In addition, there seems to be no research on developing an MCDM model to choose a location for a solar power plant in the Mekong Delta.

This is a reason the author proposed an MCDM model including data envelopment analysis (DEA) and fuzzy analytical network process (FANP) for solar power plant location selection in Mekong Delta, Vietnam in this work. In the first step, some potential location is selected from 13 location in Mekong Delta by using the DEA model. Then, the FANP model is applied for rank potential sites. In a renewable energy project, location decision is the most importance activity; location decision is always a multicriteria decision making factor, as the decision maker must consider both quantitative and qualitative factors. In any renewable energy project, location decision is a very important decision, decision maker must consider qualitative and quantitative factors. Thus, solar power plant location selection is a multicriteria decision making (MCDM). For selection optimal location, the proposed model considered five main factors: economic factors (construction cost, operation and management cost, new feeder cost), technological factors (distance from major road, distance from power network, potential demand), site characteristics factors (ecology, elevation, approachability), environmental factors (temperature, sunshine hours, humidity) and social factors (supports mechanisms, protection law and legal regulatory compliance). As per the results shown in Table 9, Ben Tre (DEL03) is the optimal solution for investing solar power plants in Mekong Delta, Vietnam.

| No | Location-Symbols | Score  | Ranking Order |
|----|------------------|--------|---------------|
| 1  | An Giang-DEL01   | 0.226  | 3             |
| 2  | Ben Tre-DEL03    | 0.246  | 1             |
| 3  | Can Tho-DEL05    | 0.238  | 2             |
| 4  | Long An-DEL09    | 0.107  | 4             |
| 5  | Tien Giang-DEL11 | 0.183  | 5             |

6. Conclusions

Facing energy demand challenges to ensure sustainable economic growth, especially the exhaustion of fossil fuels, environmental pollution, and climate change. Incentive policies to take advantage of renewable energy supply opportunities in Vietnam. This approach to taking advantage of this new energy source not only contributes to timely supply of the energy needs of the society but also helps to save electricity and reduce environmental pollution.

However, when considering investing in solar power plants, decision makers must consider many qualitative and quantitative factors including economic, technological, site characteristics, environmental and social factors. Therefore, this problem is tackled as a Multi-Criteria Decision Making (MCDM) problem that requires that both quantitative and qualitative information are considered. This paper presented an integrated approach for site of solar plants by data envelopment analysis (DEA) and Fuzzy Analytical Network Process (FANP). Furthermore, this integrated approach, incorporating the most relevant parameters of solar plants, is introduced.

The contributions of this research include a fuzzy multicriteria decision-making (F-MCDM) approach for solar power plant site selection in Vietnam. This research also utilizes the evolution of a new approach that is flexible and practical for the decision-maker and provides useful guidelines for solar power plant location selection in many countries around the world.
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