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Abstract

Background: Artificial intelligence (AI) is set to transform the health system, yet little research to date has explored its influence on nurses—the largest group of health professionals. Furthermore, there has been little discussion on how AI will influence the experience of person-centered compassionate care for patients, families, and caregivers.

Objective: This review aims to summarize the extant literature on the emerging trends in health technologies powered by AI and their implications on the following domains of nursing: administration, clinical practice, policy, and research. This review summarizes the findings from 3 research questions, examining how these emerging trends might influence the roles and functions of nurses and compassionate nursing care over the next 10 years and beyond.

Methods: Using an established scoping review methodology, MEDLINE, CINAHL, EMBASE, PsycINFO, Cochrane Database of Systematic Reviews, Cochrane Central, Education Resources Information Center, Scopus, Web of Science, and ProQuest databases were searched. In addition to the electronic database searches, a targeted website search was performed to access relevant gray literature. Abstracts and full-text studies were independently screened by 2 reviewers using prespecified inclusion and exclusion criteria. Included articles focused on nursing and digital health technologies that incorporate AI. Data were charted using structured forms and narratively summarized.

Results: A total of 131 articles were retrieved from the scoping review for the 3 research questions that were the focus of this manuscript (118 from database sources and 13 from targeted websites). Emerging AI technologies discussed in the review included predictive analytics, smart homes, virtual health care assistants, and robots. The results indicated that AI has already begun to influence nursing roles, workflows, and the nurse-patient relationship. In general, robots are not viewed as replacements for nurses. There is a consensus that health technologies powered by AI may have the potential to enhance nursing practice. Consequently, nurses must proactively define how person-centered compassionate care will be preserved in the age of AI.

Conclusions: Nurses have a shared responsibility to influence decisions related to the integration of AI into the health system and to ensure that this change is introduced in a way that is ethical and aligns with core nursing values such as compassionate care. Furthermore, nurses must advocate for patient and nursing involvement in all aspects of the design, implementation, and evaluation of these technologies.
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Introduction

Artificial Intelligence

Artificial intelligence (AI) is a branch of computer science that focuses on building machines that can perform tasks that typically require human intelligence, such as decision making, speech recognition, visual perception, and language translation [1]. AI health technologies (AIHTs) are becoming increasingly prevalent in clinical settings worldwide, and global spending on these technologies is predicted to exceed US $36 billion by 2025 [2]. Given their potential to enhance workflows and guide clinical decision making, AIHTs are predicted to directly and indirectly transform the nursing profession in various ways.

Nurses are the largest group of health professionals, and they currently practice in diverse settings and roles across the 5 domains of nursing activity identified by the Registered Nurses’ Association of Ontario (RNAO; ie, administration, education, clinical practice, policy, and research) [3]. Within the nursing profession, the delivery of person- and family-centered compassionate care is a core and valued component of nursing theory and practice [4-6] and is reflected in numerous nursing practice frameworks [7-9]. Compassionate care helps nurses to shift their focus from simply completing tasks to engaging fully with patients by recognizing and responding to their individual needs, promoting well-being, and forming therapeutic relationships essential to effective care [10,11]. It is anticipated that emerging trends in AIHTs will change the nature of the nurse-patient relationship [2]. Therefore, strong nursing leadership is required to drive this change and ensure the continued delivery of high-quality, person-centered compassionate nursing care [12]. Recent studies and expository papers have begun to explore the influence of AIHTs on nursing roles, workflows, processes, and patient care. However, no published scoping reviews have mapped the breadth and depth of evidence concerning the current or predicted influences of AIHTs on the nursing profession and compassionate nursing care. Furthermore, there is limited research on nurses’ roles in influencing the implementation of AIHTs and the co-design of these technologies to protect patients’ safety and privacy and preserve person- and family-centered compassionate care. Without an understanding of the existing evidence on this topic, nurses will not fully appreciate the implications of AI for nursing practice, policy, administration, and research. It is critical for nurses to gain a broader understanding of these emerging technologies to shape the future of the profession and influence decisions about aspects of nursing care that can be safely performed by AIHTs.

Background

The increased adoption of AIHTs in health care, driven partially by growing consumer demands for digital health technologies in clinical practice [13], may present a new means of addressing health challenges in the 21st century by enhancing workflows and supporting clinical decision making [14]. Over the last few decades, the volume of technology has increased significantly in many health systems around the world, and consequently, the impact of technology on the nursing role has become an increasing focus within nursing research [15]. There is an undeniable relationship that exists between human beings, technology, and the environment [16], and these relationships need to be further examined through the lens of nursing practice to effectively leverage AIHTs to augment the patient experience and health outcomes [17].

Within the nursing profession, many different types of AIHTs are already being used or trialed, including predictive analytics that use machine learning (ML), virtual health care assistant apps, and robotic devices. ML is a subset of AI that uses algorithms to derive knowledge from data and interpret the data without being explicitly programmed [2]. As more data are presented to the ML application, the computer learns from the data and corrects the output [2]. Predictive analytics that use ML technology can identify patterns in data and predict future patient outcomes such as a patient’s risk of developing pressure ulcers [18]. Predictive analytics have been integrated into smart health care technologies to predict health status changes among patients in hospitals and community-based settings, enabling nurses to proactively intervene and initiate appropriate interventions [19]. Nurses in a Canadian home health organization use virtual health care assistant apps (chatbots) to support persons who have been diagnosed as having mental health conditions [20]. Furthermore, in Japan, where approximately 30% of the population is older than 65 years, nurses use AI-powered robots in long-term care (LTC) homes and hospital settings to assist patients with activities of daily living and to provide social interaction [21].

As AIHTs become increasingly prevalent within clinical practice settings, nurses in all roles and across all domains will need to consider the influence of these technologies on the nurse-patient relationship and on the nursing profession more broadly. Furthermore, to ensure that the nursing-AI relationship promotes person-centered compassionate care, it will be important to understand how nurses may contribute to the co-design of AIHTs. This scoping review explores how AIHTs influence the complex relationships between nurses and their patients as well as nursing practice across the domains of clinical practice, policy, administration, and research.

Objectives

A scoping review was conducted to summarize the findings of 4 distinct research questions that explore the relationships between nurses, patients, and AIHTs [22]. Given the number of articles included in the scoping review, the decision was made to divide the results into 2 stand-alone papers to improve clarity. This review summarizes the findings of 3 of those research questions, specifically exploring the influences of emerging trends in AIHTs on the nurse-patient relationship and the nursing domains (Textbox 1). The fourth research question discusses the influences of emerging trends in AIHTs on nursing education, and the results of that research question were conducive to a stand-alone paper on that topic, which is forthcoming (Buchanan C et al, unpublished data, 2021).
A scoping review methodology was deemed appropriate for this topic because of the emerging nature of AI in nursing and the exploratory nature of scoping reviews, intended to address broad research questions [23,24]. To the best of the authors’ knowledge, no scoping reviews have mapped existing evidence on the relationship between AI, nursing, and the nurse-patient relationship.

**Methods**

**Scoping Review**

This scoping review followed the framework developed by Arksey and O’Malley [24] and further advanced by Levac et al [23], which is composed of 6 stages: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; (5) collating, summarizing, and reporting the results; and (6) consultation [24]. The scoping review was registered in the Open Science Framework database [25], and a protocol outlining the full methods can be found published elsewhere [22]. This reporting of the scoping review is guided by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) checklist [26].

**Steering Committee Formation**

A 14-member steering committee was established to identify the research questions, inform the search strategy, and provide consultation throughout the scoping review [22]. The committee was cochaired by 2 doctorally prepared nurses with independent research programs focused on health informatics and the integration of AI and digital health technologies in nursing (RB and TR). All committee members had considerable knowledge or expertise with the use or implementation of AI or digital health technologies in nursing or the health system. The members included a patient advocate with lived experience and nurses from a variety of settings (eg, hospital care, home and community care, and LTC), domains (eg, administration, clinical practice, research, education, and policy), and roles (eg, nurse executives, nurse informaticians, nurse managers, professional practice leaders, and frontline nurses).

**Identifying the Research Questions**

The research questions and search strategy were developed through consultation with the steering committee. The latter was refined with the assistance of an information specialist at a large academic teaching hospital library (Multimedia Appendix 1). Using a Boolean combination of keywords and medical subject headings, MEDLINE, CINAHL, EMBASE, PsycINFO, Cochrane Database of Systematic Reviews, Cochrane Central, Education Resources Information Center, Scopus, Web of Science, and ProQuest were searched for peer-reviewed literature published between January 1, 2014, and October 17, 2019, which focused on AI and nursing [22]. A targeted website search was also performed to locate the relevant gray literature. Google search strings were developed by the information specialist, and the following websites were searched: World Health Organization, National Health Service, Office of the National Coordinator for Health Information Technology, Institute for Research on Healthy Public Policy, Canada Health Infoway, Canadian Association of Schools of Nursing, and Healthcare Information and Management Systems Society.

**Identifying Relevant Studies**

A screening guide was developed by the 2 reviewers (CB and LH), and 2 levels of screening were performed using predefined inclusion and exclusion criteria [22]. During title and abstract screening, articles were independently assessed and included if they were deemed relevant to the concepts of AI and nursing [22]. Next, full-text papers were independently reviewed and assessed for their relevance to 1 of the 4 research questions [22]. Conflicts were resolved through discussion, and when a disagreement arose, a third independent reviewer (RW) assessed whether the publication met the inclusion criteria [22].

**Study Selection**

To be included for question 1, articles had to have a clear focus on AIHTs, health professionals, and caring. Although the authors initially planned to only include articles relevant to AIHTs, nursing, and compassionate care, there was a paucity of literature regarding the impact of AI on compassionate care and nursing specifically. Consequently, the inclusion criteria were refined after consultation with the cochairs. Articles that discussed AIHTs, health professionals, and caring were used to address question 1, and the findings were generalized to nursing and compassionate care. The reviewers agreed on a clear definition of compassionate care before screening, defined as an empathetic response that involves engaging fully with patients by recognizing and responding to their individual needs, promoting well-being, and forming therapeutic relationships essential to care [10,11]. Articles that discussed care that pertained to this definition were included whether or not the article explicitly used the term compassionate care. Similarly, articles that referred to health professionals in general were also included if the information was relevant to nursing practice, even if there was no explicit reference to nurses [22]. To be included for question 2, articles had to address how AIHTs are currently influencing or are predicted to influence the domains of nursing as outlined by the RNAO [3], specifically, clinical practice, policy, administration, and research [3]. Finally, for
question 3, articles had to discuss how nurses have been involved in the co-design of AIHTs or what nurses can contribute to the design of these technologies.

**Charting the Data**
Standardized data charting forms for each research question were created by the 2 reviewers and tested with a representative sample of articles [22]. Once it was determined that consistency in data charting was achieved between the reviewers, data from each included article was charted by one reviewer and verified by the second reviewer [22]. Information on the author, year, study design, country, aim/purpose, population, type of AIHT discussed, key findings related to each research question, and relevance to compassionate care was charted. Findings were recorded by study type in separate data charting forms for each research question (ie, qualitative vs quantitative study designs and expository papers).

**Collating, Summarizing, and Reporting the Results**
An inductive approach was used to categorically summarize the findings from the included papers to answer each research question [22]. Each paper was reviewed several times, and CB, LH, and RW discussed the findings and came to a consensus on identifying categories for each research question based on commonalities observed. The findings from quantitative and qualitative articles as well as expository or review papers were analyzed as a collective group of research. The categories were then summarized in the form of a data package and sent to members of the steering committee for review.

**Consultation**
Overall, 2 virtual steering committee meetings were held to provide feedback on the categories and implications of the findings. As stated by Levac et al [23], consultation should be an essential component of the scoping review methodology, and preliminary findings (ie, the scoping review categories identified) can be used as a foundation to inform the consultation. Levac et al [23] have suggested that consultation allows for knowledge transfer and exchange with stakeholders in the field, and stakeholders can offer additional information, perspectives, meaning, and applicability to the scoping review. Thus, the virtual steering committee meetings allowed for discussion of the findings and categories with the committee members, and feedback was received regarding how the identified categories may be applicable or relevant to clinical practice, policy, administration, and research.

**Results**

**Overview of Studies**
Overall, 131 articles were retrieved from the scoping review for the 3 research questions (118 from database sources and 13 from targeted websites; Multimedia Appendix 2). Specifically, there were 51 articles pertaining to research question 1, 98 articles pertaining to research question 2, and 16 articles pertaining to research question 3; however, it is important to note that some articles addressed multiple research questions. The results included all types of studies (quantitative, qualitative, mixed method, systematic reviews, and scoping reviews) as well as gray literature including reports, editorials, and opinion pieces (Multimedia Appendix 3 provides more details [2,13,14,18,21,27-152]). A total of 16 included articles were also cited in the systematic and scoping reviews that were included.

**Emerging Trends in AIHTs**
Emerging AIHTs discussed in the literature included robots (eg, socially assistive robots [SARs], humanoid robots, and mobility robots), predictive analytics, clinical decision support systems (CDSSs), smart homes, and virtual health care assistant chatbots. It was found that nurses are already using robots in their clinical practice, across multiple patient populations, for various tasks, such as to assist with exercise sessions for older adults or rehabilitation patients [27,28]; to serve as a distraction tool for pain management [29-31]; and to facilitate conversation and rapport, conduct interviews, and deliver patient education [27,33,34,36-39, 41, 42].

The literature also discussed life-like virtual health care assistant chatbots that have been used in clinical practice settings to support nursing practice and provide persons seeking internet-based mental health care with information about resources and additional support [43]. One article discussed advancements in sensory and processing developments that provide virtual health care assistant chatbots with greater capabilities, enabling them to detect, interpret, and express emotions as well as detect other behavioral signals of humans they interact with (eg, facial gestures and body posture/movement) [43].

**Research Question 1: Nursing, Compassionate Care, and AI**
Although there is consensus in the literature that emerging trends in AIHTs will impact nursing care [2,44], there was a paucity of literature on the potential impacts of AIHTs on compassionate nursing care specifically. Consequently, articles that discussed AIHTs and caring were used to address this research question, and the findings were generalized to compassionate care. The vast majority of included articles examined the influence of robots on the delivery of care (Multimedia Appendix 3).

Multiple articles predicted that by using robots to assist with some care activities, nurses may have more time to spend in getting to know their patients’ preferences, responding appropriately to their needs, and building stronger therapeutic relationships [35,45-48]. In addition, several articles discussed how health professionals, including nurses, have used SARs to gain a deeper understanding of their patients [34,49]. For instance, within LTC settings, SARs have been used to stimulate memories of residents with dementia, allowing health professionals to explore the residents’ past experiences, personality, and identity [34,50,51]. Health professionals have also used SARs to provide emotional support and reduce loneliness among older adults in aged care facilities [36,52] and provide comfort to patients at the end of life [34]. Using SARs during activities with residents may increase the level of engagement between health professionals and residents as they participate in these interactions together [51]. In one case study and one qualitative descriptive study, health professionals and
students noted that the use of SARs has led to deeper relationships and increased rapport between health professionals and residents [28,34].

Other articles provided anecdotal evidence suggesting that AIHTs could potentially have detrimental effects [34,52-57]. When health professionals used SARs with residents in LTC, some patients have become agitated and others have become distressed when nurses have taken the robot away from residents [52,53]. If nurses use robotic devices to monitor adherence to treatment, one article suggested that this has the potential to cause embarrassment or anger among patients, weakening the therapeutic relationship and creating tension [54]. In addition, using robots with patients was viewed as infantilizing older adults [34,55,56]. Several other articles also noted that health professionals such as nurses could be considered guilty of intentionally deceiving patients if the patients are not able to recognize that the robot is not real [53,56,57]. Authors writing from this perspective suggest that AIHTs may negatively impact the patient and caregiver experience of caring and are apprehensive about the potential effect of this technology on nurses’ ability to engage in caring interactions with patients [34,52-57].

Research Question 2: Implications of AI on Clinical Practice, Administration, and Policy

AI has potential implications on various established domains of nursing. The results of this question and their implications on the domains of clinical practice, administration, and policy are outlined in the following sections.

Clinical Practice

There is a consensus among authors that AIHTs will not directly replace nurses in the near future [2,13,14,48,58]. However, it is envisioned that there will be new nurse-patient interactions involving AIHTs in clinical practice that may augment nursing practice and the delivery of safe, high-quality care [14]. These emerging nursing-AI interactions will necessitate the reconceptualization of nursing practice, resulting in new nursing roles, new virtual care delivery models, and new workflows [2,48,59]. In addition, there will likely be increased demand for virtual health care assistant chatbots to support remote patient monitoring and virtual models of care [42,59,60].

It is also reported that AIHTs have the potential to streamline workflow processes and improve the accuracy and efficiency of care provided in diverse clinical settings [14]. Specifically, it is presumed that AIHTs have the potential to decrease nurses’ physical and cognitive workload [61]. A few articles reported that robotic devices and other AIHTs can be used to collect demographic and health-related information, including patient histories, allowing nurses more time for patient care [31,62,63].

In the LTC sector, there is evidence that robotic devices have been used to assist nurses in meeting residents’ hygiene and care needs (eg, toileting, lifting/transferring, and meal delivery), demonstrating the potential for these tools to reduce nursing workload in this clinical setting [21,64-67]. AIHTs such as CDSSs have also been used by nurses in this sector to tailor the residents’ plan of care based on their preferences for activities and personal care, thereby enhancing person-centered care and maximizing the staff’s time [68].

In the hospital sector, AIHTs such as predictive algorithms and CDSSs have been shown to improve decision making and nursing activities (eg, documentation), allowing more time for patient care [69-76]. For example, one study noted that a predictive algorithm used for the identification of nursing diagnoses reduced the time spent on decision making from 35.5 min to 19.8 min [61]. Multiple articles also noted that predictive algorithms can assist nurses with faster detection of patient changes and more efficient timely care [77-79].

Administration

The literature reviewed identified many applications of AIHTs in administration. For example, AIHTs may be used to schedule nursing tasks and assign patients to rooms [66]. AIHTs may also help to reduce the documentation burden [80] and assist with the scheduling of patient appointments [73]. One article suggested that modifications to the administration and scheduling of staff in LTC settings are needed to accommodate the emerging AIHTs [81]. It is also predicted that some administrative tasks that are currently performed solely by regulated staff will become more complex and require some automation [14,82]. Furthermore, new administration roles for nurse leaders are predicted to emerge [13]. One article predicted that nurses may act as case and information navigators [13] using AIHTs to assist in organizing and prioritizing patient care transitions through the health system.

Policy

Several authors suggested that with the integration of AI, new policies will be necessary to address concerns related to patient safety and ethical practice [14,43]. One such concern relates to unintended consequences associated with the use of AIHTs that might potentially impact patients’ health and well-being [43]. For example, patients may be harmed because of technology failures or malfunctioning of robots [37]. Furthermore, without adequate protection of data, patient privacy could be jeopardized [35]. In addition, there were concerns in the literature about the use of predictive analytics to guide clinical decision making. Unlike other risk prediction tools that show how risk scores are calculated, when using predictive analytics, it is not always possible to identify the factors used in the clinical assessment and determination of risk [58]. Therefore, who would be deemed responsible if an error were to occur was not clear [43].

The importance of identifying and addressing real or potential health inequities related to AIHTs was also noted in the literature [62]. For instance, although these technologies have the potential to enhance access to care and health service delivery, they may also accentuate health inequities by increasing the digital divide [62]. Due diligence is required to ensure that vulnerable populations and people in rural and remote areas have access to continuous coordinated care [62]. In reality, people in rural and remote areas may have a greater need for virtual care and remote patient monitoring than people living in urban areas [83].
Research Question 3: Nursing Research and Co-Design of AIHTs

Although 2 articles noted that nurse researchers are in a natural position to contribute to the research on and development of AIHTs to ensure a smooth transition from development to clinical practice [70,84], this scoping review found minimal information regarding the current involvement of nurses in the research and co-design of these technologies.

In addition, 2 articles mentioned examples of projects where nurses partnered with engineers and programmers to develop robots [2,85]; however, there was no explanation of the specific roles and responsibilities nurses assumed while contributing to these projects. One study noted that although the involvement of nurses in the conceptual, research, and developmental stages of any new product or system is integral, nurses are often involved in testing or evaluating a product when major functional changes to the technology may not be possible [85]. Although nurses are frequently employed by engineering companies in the sales or marketing of products, they are less involved in research and development activities [85].

The literature also described several barriers that could influence the involvement of nurses in the co-design process and other barriers that may impede the implementation of these technologies. Communication barriers may arise because of nurses and information technology (IT) experts being unfamiliar with each other’s field of practice [86]. In addition, nurses may not be familiar with the technical terms used by IT experts, and IT experts may not understand nursing concepts. In one study, both groups learned to overcome communication barriers by avoiding the use of technical jargon and by meeting frequently to reduce communication errors [86]. At an organizational level, the cost of hiring doctorally prepared nurses to lead innovative projects and a lack of organizational support for the inclusion of nurses in a data science strategy may also prevent involvement in co-design [70].

Multiple articles discussed the skills, knowledge, and expertise that nurses can contribute to the co-design of AIHTs [2,63,85-87]. Nurses uniquely understand the complexities of the health care environment [63], including what works, what does not work, and what can be done to improve patient experiences and health outcomes [85]. Given the key role nurses play in supporting the physical and psychological health of persons and families, nurses are in a unique position to advocate for the needs and preferences of patients [87] and identify the ways patients are best served by technology [88].

Discussion

Overview

The principal aim of this review is to summarize the findings of 3 research questions that explored emerging trends in AIHTs and their potential influence on the roles and functions of nurses and the delivery of compassionate care over the next 10 years and beyond. The implications of the findings for clinical practice, policy, administration, and research are discussed in more detail in the following sections.

Nursing Practice

As mentioned previously, there is a dearth of literature on the topic of compassionate care, nursing, and AI. Most of the included articles focused on robots and caring within health care in general, and there were mixed findings about the potential influence of AIHTs on the delivery of compassionate nursing care.

The integration of AIHTs into health organizations will have significant implications for nurses across all domains of practice. Implications for clinical practice were reported in the literature, with some articles discussing the potential for robots to reduce nursing workload by assisting with activities of daily living [21,64-67]. One potential unintended consequence of this emerging trend is the concern that nurses may actually spend less time with their patients or be given a larger patient workload as a result. Therefore, the implementation of these AIHTs in any practice setting must be closely monitored to ensure that nurses and other health professionals use them to augment and enhance care and not replace it.

Strong and proactive nursing leadership in all roles, sectors, and domains will be required to effectively implement these technologies in ways that preserve person-centered compassionate care. The new and evolving nursing care delivery models that are envisioned will require strong leadership from nurse executives, who will play a significant leadership role in identifying the requisite competencies for direct care providers who will be using AIHTs in practice.

New opportunities may arise for nurses to work as care coordinators, using AIHTs such as robots to assist with patient care activities or as case managers who remotely monitor a caseload of patients using smart home technology [13]. Nurses have been encouraged to imagine the possibilities that can be actualized through the convergence of nursing, technology, and caring [64,153]. Several articles in this review suggested new possibilities for the delivery of compassionate nursing care. For instance, using robotic devices to assist nurses may result in patients having their needs met in a timelier manner and the enrichment of the nurse-patient relationship [34,46-48]. Furthermore, in LTC settings, health professionals have reportedly used SARs to enhance resident care by reducing loneliness and improving mood among persons diagnosed as having dementia [36,55] and to provide comfort to patients at the end of life [34].

However, concerns have been raised that the use of robots in clinical practice is deceptive for some patients [57], creates tension [54], infantilizes older adults [34,55,56], and may promote culturally insensitive care [89], which could serve to weaken the therapeutic relationships among nurses and those they care for. Given these mixed findings, it is crucial that nurses understand the needs and preferences of residents, families, and caregivers before introducing SARs, and they must continuously monitor how the resident is responding to the robot [34,55]. Clarifying expectations about robots has been suggested as a means of preventing deception [53].

Finally, the delivery of person-centered compassionate care necessitates cultural sensitivity, and nurses must recognize the
inability of robots to recognize cultural cues and respond appropriately [89]. It may be useful to hold forums for nurse leaders that will stimulate discussion about the best implementation approaches. This approach could help ensure that AIHTs are integrated into nursing practice in a way that aligns with compassionate care and other nursing values.

**Nursing Policy**

The results of this review identified the need to develop new policies to support the integration of AIHTs into nursing practice in ways that will promote patient safety and high-quality care. The integration of AI in nursing will require strong leadership to develop new policies and procedures to support new models of care, new nursing roles, new workflows, and potential changes to the nursing scope of practice. For example, it will be necessary for regulatory bodies to develop or revise standards of practice that articulate nurses’ accountabilities for clinical judgment and decision making when using predictive analytics. To address these concerns, professional codes of ethics and standards of practice will require clear stipulations that the use of digital health technologies such as AI are intended to augment rather than replace nurses’ clinical judgment [2,90]. In the United States, the American Nurses Association’s Code of Ethics for Nurses with Interpretive Statements has begun to address this concern by stating, “Systems and technologies that assist in clinical practice are adjunct to, not replacements for, the nurse’s knowledge and skill” [154]. In addition, policies are needed to promote patient safety and ethical practice because patients are at risk for harm related to technology failures [37], and privacy breaches could jeopardize patient information [35]. Finally, to ensure AIHTs do not accentuate health inequities, policy makers will need to ensure that there is adequate telecommunication infrastructure in remote areas so that AIHTs can be used in these settings [62].

**Nursing Administration**

The results of the review found numerous implications for nursing administration. Some articles discussed the use of AIHTs to assist nurses with automated analysis of patient data [69-76]. Other administration applications of AIHTs included scheduling nursing tasks [66], reducing documentation burden [80], and assisting nurses with triaging patients through AIHT computer systems [14], which could potentially aid in streamlining workflow processes and improving the efficiency and accuracy of patient care provided. It is also predicted that the integration of AI in nursing will give rise to new nursing care delivery models and new nursing administration roles [48].

**Nursing Research**

The paucity of literature has shown that the study of AI and compassionate care is still in its infancy, and more research on this topic is required. In addition, given that most research conducted on the topic of AIHTs and caring has focused on the use of robots, future research should explore how other types of AIHTs may influence the delivery of compassionate care. As AIHTs become increasingly integrated into nursing practice, it is also essential that increased support and funding is provided to identify best practices for optimal implementation across the care continuum. In collaboration with other health disciplines, nurses are in an ideal position to lead research on AI and compassionate care, given that compassionate care is a core tenet of the nursing profession.

Several authors have described the clinical and research expertise nurses can bring to the co-design of AIHTs [70,84]; however, this scoping review found minimal information regarding the current involvement of nurses in co-design. Our findings align with those of other authors who have noted the paucity of information regarding how nurses are involved in the co-design of AIHTs [91,92]. Given the valuable contributions nurses can bring to the co-design of these technologies, nurse executives should advocate for the establishment of clinical nursing informatics officers in health organizations to guide the procurement, design, and implementation of AIHTs. Increased nursing input in the co-design of AIHTs will help ensure that these technologies serve to enhance the delivery of compassionate care and not hinder it. Furthermore, nursing leadership will be needed at both the executive and staff nurse levels to promote nursing and patient engagement in co-design activities focused on AIHTs.

**Limitations**

Several limitations must be considered when interpreting the findings. Because of accessibility issues and organizational licensing restrictions, computer science and engineering databases were not searched for this scoping review, which may have led to research gaps. It is recommended that future reviews on the topic of AI and nursing use these databases. Non-English papers were excluded from this review, and the reference lists of included studies were not searched. Thus, it is likely that this review missed some relevant articles. In addition, as mentioned previously, for research question 1, the reviewers generalized the findings from articles that discussed nursing and caring to nursing and compassionate care because of the paucity of literature specifically pertaining to compassionate care. This approach uses an element of reviewer judgment while screening articles and may have influenced the final articles included in the review. Finally, the reviewers did not use Cohen kappa to calculate interrater agreement during title and abstract screening and instead used a percentage agreement (97% agreement). Although this was done for feasibility purposes, it is recognized that percentage agreement is not as reliable as Cohen kappa.

**Conclusions**

AI has already begun to shape nursing roles, workflows, and the nurse-patient relationship. To our knowledge, this is the first scoping review to have mapped the breadth and depth of evidence concerning the current and predicted influences of AI technologies on compassionate care and the domains of nursing. With the anticipated growth of AI in nursing, the findings of this review will help nurse leaders at all levels and across all sectors to proactively shape the nursing-AI interface, ensuring alignment with core nursing values that promote ethical, safe, high-quality, and person-centered compassionate care for patients, families, and caregivers.
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AI: artificial intelligence
AIHT: artificial intelligence health technology
AMS: Associated Medical Services
CDSS: clinical decision support system
CEO: chief executive officer
IT: information technology
LTC: long-term care
ML: machine learning
RNAO: Registered Nurses’ Association of Ontario
SAR: socially assistive robot
