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Abstract—Discrete phase shifters of intelligent reflecting surface (IRS) generates phase quantization error (QE) and degrades the receive performance at the receiver. To make an analysis of the performance loss caused by IRS with phase QE, based on the law of large numbers, the closed-form expressions of signal-to-noise ratio (SNR) performance loss (PL), achievable rate (AR), and bit error rate (BER) are successively derived under line-of-sight (LoS) channels and Rayleigh channels. Moreover, based on the Taylor series expansion, the approximate simple closed form of PL of IRS with approximate QE is also given. The simulation results show that the performance losses of SNR and AR decrease as the number of quantization bits increase, while they gradually increase with the number of IRS phase shifter elements increase. Regardless of LoS channels or Rayleigh channels, when the number of quantization bits is larger than or equal to 3, the performance losses of SNR and AR are less than 0.23dB and 0.08bits/s/Hz, respectively, and the BER performance degradation is trivial. In particular, the performance loss difference between IRS with QE and IRS with approximate QE is negligible when the number of quantization bits is not less than 2.

Index Terms—Intelligent reflecting surface, quantization error, the law of large numbers, performance loss, Taylor series

I. INTRODUCTION

With the rapid development of wireless networks, the demands for high rate, high quality, and ubiquitous wireless services will result in high energy consumption like the fifth generation (5G) systems [1]. To achieve an innovative, energy-efficient and low-cost wireless network, intelligent reflecting surface (IRS) has emerged as a new and promising solution. IRS, consisting of a large number of low-cost passive reflective elements integrated on a plane, can significantly enhance the performance of wireless communication networks by intelligently reconfiguring the wireless propagation environment [2–4]. There are heavy research activities on the investigation of various IRS-aided wireless networks [5–13].
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Assuming all channels are the line-of-sight (LoS) channels, the authors in [14] maximized the secrecy rate (SR) by jointly optimizing IRS phases, and the trajectory and power control of unmanned aerial vehicle, based on the successive convex approximation, and the SR was significantly improved with the assistance of IRS. In [15], a secure IRS-aided downlink multi-user multi-antenna system in the absence of direct links between the base station (BS) and user was proposed in [16], a hybrid beamforming scheme with continuous digital beamforming for the BS and discrete analog beamforming for the IRS was proposed to maximize sum-rate. In [17], the phase shifters of multiple IRSs were optimized to maximize rate, based on the least-squares method, the substantial rate gains were achieved compared to the baseline schemes. The problem of joint active and passive beamforming optimization for an IRS-aided downlink multi-user multi-input multiple-output (MIMO) system was investigated in [18], where a vector approximate message passing algorithm was proposed to optimize the IRS phase shifts. In [19], the transmit covariance matrix and passive beamforming matrices of the two cooperative IRSs were jointly optimized to maximize rate, and a novel low-complexity alternating optimization algorithm was presented.

Actually, there are many works focusing on the beamforming methods in the Rayleigh channels. An IRS-aided multiple-input single-output (MISO) system without eavesdropper’s channel state information (CSI) was proposed in [20], in order to enhance the security, the oblique manifold method and minorization-maximization algorithms were proposed to jointly optimize the precoder and IRS phase shift. In [21], the continuous transmit beamforming at the access point (AP) and discrete reflect beamforming at the IRS were jointly optimized to minimize the transmit power at AP. An efficient alternating optimization algorithm was proposed and near-optimal performance was achieved. An IRS-aided secure multigroup multicast MISO communication system was proposed in [22], and the semidefinite relaxation scheme and a low-complexity algorithm based on second-order cone programming were designed to minimize the transmit power. In [23], based on the Arimoto-Blahut algorithm, the source precoders and IRS phase shift matrix in the full-duplex MIMO two-way communication system were optimized to maximize the sum rate. A fast converging alternating algorithm to maximize the sum rate was proposed in [24]. Compared to
the algorithm in [23], the proposed algorithm achieved a faster convergence rate and lower computational complexity. In [25], the authors proposed to invoke an IRS at the cell boundary of multiple cells to assist the downlink transmission to cell-edge users, and the preceding matrices at the BSs and IRS phase shifts were jointly optimized to maximize the weighted sum rate of all users.

Similar to that discrete-quantized radio frequency phase shifter would cause performance loss in [26], using discrete-phase shifters in IRS will also result in performance loss in IRS-aided wireless network [16], [21], [29]. Choosing a proper number of quantization bits for discrete-phase shifters with a given performance loss will provide a reference for striking a good balance between hardware circuit cost and performance loss. However, to the best of our knowledge, there is no research work on performance loss analysis of the IRS with discrete-phase shifters. Thus, in what follows, we will present an analysis on impact of discrete-phase shifters on the performance of IRS-aided wireless network system in this paper. Our main contributions are summarized as follows:

1) To make an analysis of performance loss caused by discrete-phase shifters, an IRS-aided wireless network is considered. We assume that all channels are LoS channels. Based on the law of large numbers, the closed-form expressions of signal-to-noise ratio (SNR) performance loss, achievable rate (AR), and bit error rate (BER) are successively derived. Simulation results show that the performance losses of SNR and AR gradually decrease as the number of quantization bits increase, while they gradually increase as the number of IRS phase shifter increases. When the number of quantization bits is equal to 3, the performance losses of SNR and AR are respectively less than 0.23dB and 0.08bits/s/Hz, and the BER performance degradation is negligible.

2) In the Rayleigh fading channels, with the weak law of large numbers and the Rayleigh distribution, the closed-form expressions of SNR performance loss (PL) is derived while AR and BER with PL are given. In addition, based on the Taylor series expansion, the simple approximate performance loss (APL) expression of SNR is derived whereas AR and BER with APL are given. Simulation results show that the SNR, AR and BER PL tendencies in the Rayleigh channels are similar to those in LoS channels. That is, 3-bit phase shifters are sufficient to achieve an omitted performance loss. In particular, the approximate simple expression of performance loss makes a good approximation to the true performance loss when the number of quantization bits is larger than or equal to 2.

The remainder of this paper is organized as follows. Section II describes the system model of a typical IRS-aided three-node wireless network. The performance loss derivations in the LoS and Rayleigh channels are presented in Section III and Section IV, respectively. Numerical simulation results are presented in Section V. Finally, we draw conclusions in Section VI.

Notations: throughout this paper, boldface lower case and upper case letters represent vectors and matrices, respectively. Signs $(\cdot)^T$, $(\cdot)^H$, $(\cdot)^{-1}$, $\|\cdot\|_2$, and $|\cdot|_m$ denote the transpose operation, conjugate transpose operation, inverse operation, 2-norm operation, and $m$-th element absolute value operation, respectively. The symbol $\mathbb{C}^{N\times N}$ denotes the space of $N \times N$ complex-valued matrix. The notation $\mathbf{I}_N$ represents the $N \times N$ identity matrix.

II. SYSTEM MODEL

As shown in Fig. 1, an IRS-aided wireless network system is considered. Herein, the base station (Alice) and user (Bob) are equipped with single antenna. The IRS is equipped with $M$ low-cost passive reflecting elements and reflects signal only one time slot. The Alice→IRS, Alice→Bob, and IRS→Bob channels are the LoS or Rayleigh channels.

![Fig. 1. System model of IRS-aided wireless network.](image)

The transmit signal at Alice is given by

$$s = \sqrt{P_a}x,$$

where $P_a$ denotes the total transmit power, $x$ is the confidential message and satisfies $E[\|x\|^2] = 1$.

Taking the path loss into consideration, the received signal at Bob is

$$y_b = \left(\sqrt{g_{aib}h_{ib}^H} \Theta h_{ai} + \sqrt{g_{aib}h_{ib}^H}\right) s + n_b$$

$$= \left(\sqrt{g_{aib}P_a}h_{ib}^H \Theta h_{ai} + \sqrt{g_{aib}P_a}h_{ib}^H\right) x + n_b,$$

where $g_{aib} = g_{ai}g_{ib}$ represents the equivalent path loss coefficient of Alice→IRS channel and IRS→Bob channel, and $g_{ab}$ is the path loss coefficient of Alice→Bob channel. $n_b$ denotes the additive while Gaussian noise (AWGN) at Bob with the distribution $\mathcal{C}\mathcal{N} \sim (0, \sigma^2)$. $\Theta = \text{diag}(e^{j\phi_1}, \ldots, e^{j\phi_m}, \ldots, e^{j\phi_M})$ represents the diagonal reflection coefficient matrix of IRS, where $\phi_m \in [0, 2\pi)$ denotes the phase shift of reflection element $m$. $h_{ai} \in \mathbb{C}^{M \times 1}$, $h_{ab} = h_{ib} \in \mathbb{C}^{1 \times 1}$, and $h_{ib} \in \mathbb{C}^{M \times 1}$ are the Alice→IRS, Alice→Bob, and IRS→Bob channels, respectively.
III. Performance Loss Derivation and Analysis in the LoS Channels

In this section, it is assumed that all channels are the LoS channels. The use of IRS with discrete phase shifters may lead to phase quantization errors. In what follows, we will make a comprehensive investigation of the impact of IRS with discrete phase shifters on SNR, AR, and BER.

Defining \(\mathbf{h}_a = \mathbf{h}(\theta_a), \mathbf{h}_b = \mathbf{h}(\theta_b)\), the steering vector arrival or departure from IRS is

\[
\mathbf{h}(\theta) = \left[e^{j2\pi \psi_1}, \ldots, e^{j2\pi \psi_m}, \ldots, e^{j2\pi \psi_M}\right]^T,
\]

and the phase function \(\psi_m(m)\) is given by

\[
\psi_m(m) = -(\lambda - (M + 1)/2)d \cos \phi_m, m = 1, \ldots, M,
\]

where \(m\) denotes the \(m\)-th antenna, \(d\) is the spacing of adjacent transmitting antennas, \(\phi\) represents the direction angle of arrival or departure, and \(\lambda\) represents the wavelength.

The receive signal \(\hat{y}_b\) can be cast as

\[
y_b^{ \text{LoS} } = \sqrt{g_{aib}P_a} h^H (\theta_b) \mathbf{h}(\theta_a) + \sqrt{g_{ab}P_a} h_{ab}^H x + n_b
\]

\[
= \sqrt{g_{aib}P_a} \left[\sum_{m=1}^M e^{j(-2\pi \psi_{m}(m) + \phi_m + 2\pi \psi_{a}(m))}\right] x
\]

\[
+ \sqrt{g_{ab}P_a} h_{ab}^H x + n_b.
\]

If the phase shifter at IRS is continuous, and the transmit signal at Alice is forwarded perfectly to Bob by the IRS, the \(m\)-th phase shift at IRS can be designed as follows

\[
\phi_m = 2\pi \psi_{a}(m) - 2\pi \psi_{a}(m),
\]

then \(\hat{y}_b\) can be converted to

\[
y_b^{ \text{LoS} } = \sqrt{g_{aib}P_a} M x + \sqrt{g_{ab}P_a} h_{ab}^H x + n_b.
\]

A. Derivation of Performance Loss in LoS Channels

Assuming the discrete phase shifters is employed by IRS, and the discrete phases per phase shifters at IRS employs a \(k\)-bit phase quantizer, each reflection element’s phase feasible set is

\[
\Omega = \left\{ \frac{\pi}{2^k}, \frac{3\pi}{2^k}, \ldots, \frac{(2^k+1-1)\pi}{2^k} \right\}.
\]

Assuming that \(\phi_m\) is the desired continuous phase of the \(m\)-th element at IRS, and the final discrete phase is chosen from phase feasible set \(\Omega\), which is given by

\[
\phi_m = \arg \min_{\phi_m \in \Omega} \|\phi_m - \phi_m\|_2.
\]

In general, \(\phi_m \neq \phi_m\), which means that phase mismatching may lead to performance loss at Bob. Let us define the \(m\)-th phase quantization error at IRS as follows

\[
\Delta \phi_m = \phi_m - \phi_m.
\]

It is assumed that the above phase quantization error follows uniform distribution with probability density function (PDF) as follows

\[
f(x) = \begin{cases} \frac{1}{\Delta x}, & x \in [-\Delta x, \Delta x] \\ 0, & \text{otherwise} \end{cases}
\]

where

\[
\Delta x = \frac{\pi}{2^k}.
\]

In the presence of phase quantization error, the receive signal \(\hat{y}_b\) becomes

\[
y_b^{ \text{LoS} } = \left( \sqrt{g_{aib}P_a} h^H (\theta_b) \mathbf{h}(\theta_a) + \sqrt{g_{ab}P_a} h_{ab}^H \right) x + n_b
\]

\[
= \sqrt{g_{aib}P_a} \left[\sum_{m=1}^M e^{j(-2\pi \psi_{m}(m) + \phi_m + 2\pi \psi_{a}(m))}\right] x
\]

\[
+ \sqrt{g_{ab}P_a} h_{ab}^H x + n_b.
\]

Observing the above equation, it is apparently that if and only if \(\phi_m = 0\), the phase alignment at user is achieved to realize the optimal coherent combining gain \(M^2\). Due to the use of finite phase shifting, in general, \(\phi_m\) is random and is unequal to zero, this means that the combining gain is lower than or far less than \(M^2\). In other words, the receive performance decays.

In accordance with the law of large numbers in \[\text{[10]}\] and \[\text{[11]}\], we can obtain

\[
\frac{1}{M} \sum_{m=1}^M e^{j\Delta \phi_m} \approx \mathbb{E} \left(e^{j\Delta \phi_m}\right)
\]

\[
= \int_{-\Delta x}^{\Delta x} e^{j\Delta \phi_m} f(\Delta \phi_m) \ d(\Delta \phi_m)
\]

\[
= \int_{-\Delta x}^{\Delta x} e^{j\Delta \phi_m} \sin(\Delta \phi_m) \ d(\Delta \phi_m)
\]

\[
= \frac{1}{2\Delta x} \int_{-\Delta x}^{\Delta x} \cos(\Delta \phi_m) \ d(\Delta \phi_m).
\]

A further simplification of \[\text{[14]}\] yields

\[
\frac{1}{M} \sum_{m=1}^M e^{j\Delta \phi_m} \approx \frac{\sin(\Delta x)}{\Delta x} = \text{sinc} \left(\frac{\pi}{2^k}\right).
\]

Plugging \[\text{[15]}\] in \[\text{[16]}\] yields

\[
y_b^{ \text{LoS} } \approx \sqrt{g_{aib}P_a} M \text{sinc} \left(\frac{\pi}{2^k}\right) x + \sqrt{g_{ab}P_a} h_{ab}^H x + n_b.
\]

In what follows, to simplify \[\text{[16]}\], we consider that the number of quantization bits is large, that is, \(\Delta \phi_m\) goes to zero. Using the Taylor series expansion \[\text{[31]}\], we have the following approximation

\[
\cos(\Delta \phi_m) \approx 1 - \frac{\Delta \phi_m^2}{2},
\]
then (14) can be rewritten as
\[
\frac{1}{M} \sum_{m=1}^{M} e^{j\Delta \phi_m} \approx \frac{1}{2\Delta x} \int_{-\Delta x}^{\Delta x} \cos(\Delta \phi_m) d(\Delta \phi_m)
\]
\[
\approx \frac{1}{2\Delta x} \left[ 1 - \frac{\Delta \phi_m^2}{2} \right] \int_{-\Delta x}^{\Delta x} d(\Delta \phi_m)
\]
\[
= \frac{1}{2\Delta x} \left( 2\Delta x - \frac{1}{3}(\Delta x)^3 \right)
\]
\[
= 1 - \frac{1}{6} \left( \frac{\pi}{2} \right)^2.
\]
(18)

At this point, the receive signal at Bob under the approximate phase quantization error is
\[
\tilde{y}_b^{\text{LoS}} \approx \sqrt{g_{ab}P_a} \left( 1 - \frac{1}{6} \left( \frac{\pi}{2} \right)^2 \right) M + \sqrt{g_{ab}h_{ab}^H} z + n_b.
\]
(19)

B. Performance Loss of SNR at Bob

In accordance with (15), the SNR expression with no PL, i.e., \( k \to \infty \), is given by
\[
\text{SNR}^{\text{LoS}} = \frac{(\sqrt{g_{ab}P_a} M + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2}.
\]
(20)

From (16) and (19), the SNR PL and approximate PL (APL) are
\[
\text{SNR}^{\text{LoS}} = \frac{(\sqrt{g_{ab}P_a} M + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2},
\]
(21)
and
\[
\text{SNR}^{\text{LoS}} = \frac{(\sqrt{g_{ab}P_a} M + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2},
\]
(22)
respectively, where \( k \) is a finite positive integer.

Then the SNR PL and APL are given by
\[
\text{PL}^{\text{LoS}} = \frac{\text{SNR}^{\text{LoS}}}{\text{SNR}^{\text{LoS}}} = \frac{(\sqrt{g_{ab}M} + \sqrt{g_{ab}h_{ab}^H})^2}{(\sqrt{g_{ab}M} \sin(\frac{\pi}{2}) + \sqrt{g_{ab}h_{ab}^H})^2},
\]
(23)
and
\[
\text{APL}^{\text{LoS}} = \frac{\text{SNR}^{\text{LoS}}}{\text{SNR}^{\text{LoS}}} = \frac{(\sqrt{g_{ab}M} + \sqrt{g_{ab}h_{ab}^H})^2}{(\sqrt{g_{ab}M} \sin(\frac{\pi}{2}) + \sqrt{g_{ab}h_{ab}^H})^2},
\]
(24)
respectively.

C. Performance Loss of Achievable Rate at Bob

According to (7), (16), and (19), the achievable rate at Bob with no PL, PL, and APL are given by
\[
R^{\text{LoS}} = \log_2 \left( 1 + \frac{(\sqrt{g_{ab}P_a} M + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2} \right),
\]
(25)
and
\[
\tilde{R}^{\text{LoS}} = \log_2 \left( 1 + \frac{(\sqrt{g_{ab}P_a} M \sin(\frac{\pi}{2}) + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2} \right),
\]
(26)
respectively. This completes the derivations of the corresponding SNR performance loss, ARs and BERs with PL and APL in LoS channels.

D. Performance Loss of BER at Bob

In accordance with (30), the expression of BER is
\[
\text{BER}(z) \approx \beta Q\left( \sqrt{\mu} z \right),
\]
(28)
where \( \beta \) and \( \mu \) depend on the type of approximation and the modulation type, \( \beta \) represents the number of nearest neighbors to a constellation at the minimum distance, and \( \mu \) is a constant that is related to minimum distance to average symbol energy, \( z \) denotes the SNR per bit, \( Q(z) \) represents the probability that a Gaussian random variable \( x \) with mean zero and variance one exceeds the value \( z \), i.e.,
\[
Q(z) = \int_z^{+\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx.
\]
(29)

Assuming the quadrature phase shift keying (QPSK) is employed as the modulation scheme, according to (7), (16), and (19), the BERs at Bob with no PL, PL, and APL are given by
\[
\text{BER}^{\text{LoS}} \approx Q\left( \sqrt{\frac{2(\sqrt{g_{ab}P_a} M + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2}} \right),
\]
(30)
\[
\tilde{\text{BER}}^{\text{LoS}} \approx Q\left( \sqrt{2(\sqrt{g_{ab}P_a} M \sin(\frac{\pi}{2}) + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2} \right),
\]
(31)
and
\[
\tilde{\text{BER}}^{\text{LoS}} \approx Q\left( \frac{2(\sqrt{g_{ab}P_a} M \sin(\frac{\pi}{2}) + \sqrt{g_{ab}h_{ab}^H})^2}{\sigma^2} \right),
\]
(32)
respectively. This completes the derivations of the corresponding SNR performance loss, ARs and BERs with PL and APL in Rayleigh fading channels.

IV. PERFORMANCE LOSS DERIVATION AND ANALYSIS IN THE RAYLEIGH CHANNELS

In this section, we make an analysis of the impact of discrete phase shift of IRS on SNR, AR, and BER. The corresponding SNR, AR, and BER performance loss expressions are derived in the Rayleigh fading channels.
A. Derivation of Performance Loss in the Rayleigh Channels

Assuming all channels are Rayleigh channels obeying the Rayleigh distribution, the corresponding PDF is as follows

\[ f_x(x) = \begin{cases} \frac{x}{\alpha} e^{-\frac{x^2}{2\alpha^2}}, & x \in [0, +\infty), \\ 0, & \text{otherwise}, \end{cases} (33) \]

where \( \alpha > 0 \) represents the Rayleigh distribution parameter.

Assuming discrete phase shifters is employed by IRS, there is a phase quantization error due to the effect of phase mismatching, i.e., \( \Delta \phi_m \neq 0 \), then the performance loss is incurred. Due to the phase mismatching of discrete phase shifters in IRS, the receive signal (2) can be rewritten as

\[ y_{RL} = \left( \sqrt{g_{ab}} P_a \sum_{m=1}^{M} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| + \sqrt{g_{ab}} P_a |h_{ib}|^2 \right) x + n_b \right) \]

\[ = \left( \sqrt{g_{ab}} P_a \sum_{m=1}^{M} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| + \sqrt{g_{ab}} P_a |h_{ib}|^2 \right) x + n_b \right) \]

\[ = \left( \sqrt{g_{ab}} P_a \sum_{m=1}^{M} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| + \sqrt{g_{ab}} P_a |h_{ib}|^2 \right) \right) \]

Using the weak law of large numbers, and the fact that all elements of \( h_{ai} \) and \( h_{ib} \) are independently identically distributed Rayleigh distributions with parameters \( \alpha_{ai} \) and \( \alpha_{ib} \), respectively, and their elements are independent of each other, we have

\[ G \approx \mathbb{E} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| \right) \]

\[ = \int \int \left| h_{ib} \right|^2 |h_{ai}| \sin(\Delta \phi_m) f_{\alpha_{ib}}(\left| h_{ib} \right|^2) f_{\alpha_{ai}}(\left| h_{ai} \right|^2) \times \]

\[ \times f_1(\sin(\Delta \phi_m)) d(\Delta \phi_m) d(\left| h_{ai} \right|^2) . \]

(35)

Since \( |h_{ib}|^2 \), \( |h_{ai}| \), and \( \Delta \phi_m \) are independent of each other, (35) can be further converted to

\[ G \approx \int_{0}^{+\infty} \left| h_{ib} \right|^2 f_{\alpha_{ib}}(\left| h_{ib} \right|^2) \int_{0}^{+\infty} \left| h_{ai} \right|^2 f_{\alpha_{ai}}(\left| h_{ai} \right|^2) \]

\[ \times f_1(\sin(\Delta \phi_m)) d(\Delta \phi_m) d(\left| h_{ai} \right|^2) . \]

(36)

Due to the fact that \( |h_{ib}|^2 \), \( |h_{ai}| \), and \( \Delta \phi_m \) are also independent of each other, similar to the derivation of (35) and (36), we have

\[ W = \frac{1}{M} \sum_{m=1}^{M} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| \right) \cos(\Delta \phi_m) \]

\[ \approx \mathbb{E} \left( |h_{ib}|^2 |h_{ai}||e^{j\Delta \phi_m}| \right) \]

\[ = \int_{0}^{+\infty} \left| h_{ib} \right|^2 f_{\alpha_{ib}}(\left| h_{ib} \right|^2) \int_{0}^{+\infty} \left| h_{ai} \right|^2 f_{\alpha_{ai}}(\left| h_{ai} \right|^2) \]

(37)

Plugging (36) and (37) into (34) yields

\[ y_{RL} \approx \left( \sqrt{g_{ab}} P_a M \left( 1 - \frac{1}{6} \left( \frac{\pi}{2k} \right)^2 \right) \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \right) \]

\[ \sqrt{g_{ab}} P_a \frac{\pi}{2} \alpha_{ai} \alpha_{ib} x + n_b . \]

(40)
Assuming there is no quantization error, i.e., $\triangle \phi_m = 0$, the receive signal (38) degrades to
\[
y_R^L = \left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right) x + n_b.
\]

(B. Performance Loss of SNR at Bob)

Based on (41), (38), and (40), the SNR expressions of no PL, PL, and APL are given by
\[
\text{SNR}^R L = \left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2,
\]
\[
\text{SNR}^R L = \left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2,
\]
and
\[
\text{SNR}^R L = \left( \sqrt{g_{aib} P_a M} \left( 1 - \frac{1}{\gamma} \right) \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2
\]
respectively.

Then the SNR PL and APL are given as
\[
\tilde{L}^R L = \frac{\text{SNR}^R L}{\text{SNR}^R L} = \frac{\left( \sqrt{g_{aib} M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2}{\left( \sqrt{g_{aib} M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2},
\]
and
\[
\tilde{L}^R L = \frac{\text{SNR}^R L}{\text{SNR}^R L} = \frac{\left( \sqrt{g_{aib} M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2}{\left( \sqrt{g_{aib} M} \left( 1 - \frac{1}{\gamma} \right) \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2},
\]
respectively.

(C. Performance Loss of Achievable Rate at Bob)

In accordance with (41), (38), and (40), the achievable rates at Bob in the absence of PL, in the presence of PL and APL are given by
\[
R^R L = \log_2 \left( 1 + \frac{\left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2}{2} \right),
\]
\[
\tilde{R}^R L = \log_2 \left( 1 + \frac{\left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2}{2} \right),
\]
and
\[
\tilde{R}^R L = \log_2 \left( 1 + \frac{\left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2}{2} \right),
\]
respectively.

(D. BER Performance Loss at Bob)

From (41), (38), and (40), when the QPSK modulation is assumed to be employed, the BERs at Bob with no PL, PL, and APL are given by
\[
\text{BER}^R L = \frac{Q \left( 2 \left( \sqrt{g_{aib} P_a M} \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2 \right)}{2},
\]
and
\[
\text{BER}^R L = \frac{Q \left( 2 \left( \sqrt{g_{aib} P_a M} \left( 1 - \frac{1}{\gamma} \right) \frac{\pi}{2} \alpha_{ai} \alpha_{ib} + \sqrt{\frac{g_{aib} P_a \pi}{2}} \alpha_{ab} \right)^2 \sigma^2 \right)}{2},
\]
respectively. It is noted that the above derived results may be extended to the scenarios of high-order digital modulations like M-ary phase shift keying (MPSK), M-ary quadrature amplitude modulation (MQAM).

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, simulation results are presented to evaluate the effect of phase mismatching caused by IRS with discrete phase shifters from three different aspects: SNR, AR, and BER. The path loss at the distance $d$ is modeled as $g(d) = P_{L0} - 10 \gamma \log_{10} d$, where $P_{L0} = 30$ dB represents the path loss reference distance $d_0$, and $\gamma$ is the path loss exponent. The path loss exponents of Alice$\rightarrow$IRS, IRS$\rightarrow$Bob, and Alice$\rightarrow$Bob channels are respectively chosen as 2, 2, and 2 in the LoS channels, and the one are respectively set to be 2.5, 2.5, and 3.5 in the Rayleigh channels. The default system parameters are chosen as follows: $M = 128$, $d = 300 m$, $d_{ab} = 100 m$, $d_{ai} = 30 m$, $\alpha_{ai} = 30$ dBm, $\alpha_{ib} = 0.5 m$, $\alpha_{ab} = 0.5 m$.

Figs. 2(a) and (b) plot the curves of SNR performance loss versus the number $k$ of quantization bits ranging from 1 to 6 in
LoS and Rayleigh channels, respectively, where three different IRS element numbers $M$ are chosen: 8, 64 and 1024. It can be seen from the two subfigures that regardless of the case of performance loss (PL) or APL, the SNR performance loss in the LoS channels and Rayleigh channels decreases as the number of quantization bits $k$ increases, while it increases with $M$ increases. In addition, when $k$ is larger than or equal to 3, the SNR performance loss is less than 0.23dB even when the number of IRS phase shift elements $M$ tends to large scale (e.g., $M = 1024$). This means that 3 bits is sufficient to achieve a trivial performance loss.

Figs. 2(a) and (b) show the curves of SNR versus the number $k$ of quantization bits ranging from 1 to 6 in LoS and Rayleigh channels, respectively, where SNR is equal to 15dB. From Fig. 2 it can be seen that the SNR performance loss at Bob decreases as $k$ increases, and increases as $M$ increases. Additionally, the SNR increases as the number of IRS phase shift elements $M$ increases.

![Fig. 2. Curves of loss of SNR versus the number $k$ of quantization bits.](figure2)

Figs. 3 (a) and (b) show the curves of AR versus the number $k$ of quantization bits ranging from 1 to 6 in LoS and Rayleigh channels, respectively, where SNR is equal to 15dB. From Fig. 3, it is seen that the AR performance loss at Bob decreases as $k$ increases, and increases as $M$ increases. Additionally, the AR increases as the number of IRS phase shift elements $M$ increases. Compared with the case of no PL, 3 quantization bits achieves a AR performance loss less than 0.08 bits/s/Hz in the cases of PL and APL regardless of the number of IRS phase shift elements. When the number of quantization bits is larger than or equal to 2, the simple approximate PL expression coincides with the true performance loss.

![Fig. 3. Curves of AR versus the number $k$ of quantization bits.](figure3)

Fig. 4 illustrates the curves of BER versus the number $k$ of quantization bits from 1 to 6, where SNR is equal to $-5$dB. From Fig. 4 it can be seen that with increasing the number $k$ of quantization bits, the BER performances of PL and APL rapidly approach that no PL. When $k$ reaches up to 3, the BER performances of PL and APL are almost identical to that of no PL, which means that it is feasible in practice to use discrete phase shifters with $k = 3$ to achieve a trivial performance loss. This dramatically reduces the circuit cost and the required CSI amount fed back from BS or user.

VI. CONCLUSION

In this paper, the performance of IRS with discrete phase shifters of wireless network has been investigated. To make
an analysis of the performance loss caused by IRS with phase quantization error, we considered two scenarios: LoS and Rayleigh channels. The closed-form expressions of SNR performance loss, AR, and BER with PL were derived using the law of large numbers and some mathematic approximation techniques. With the help of the Taylor series expansion, the simple approximate performance loss expressions of IRS with approximate quantization error were also provided. Simulation results showed that when the number of quantization bits is larger than or equal to 3, the performance losses of SNR and AR are less than 0.23dB and 0.08bits/s/Hz, respectively, and the corresponding degradation on BER is negligible. The simple approximate expression approaches the true performance loss when the number of quantization bits is larger than or equal to 2.
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