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MONAI: An open-source framework for deep learning in healthcare

Abstract

Artificial Intelligence (AI) is having a tremendous impact across most areas of science. Applications of AI in healthcare have the potential to improve our ability to detect, diagnose, prognose, and intervene on human disease. For AI models to be used clinically, they need to be made safe, reproducible and robust, and the underlying software framework must be aware of the particularities (e.g. geometry, physiology, physics) of medical data being processed. This work introduces MONAI, a freely available, community-supported, and consortium-led PyTorch-based framework for deep learning in healthcare. MONAI extends PyTorch to support medical data, with a particular focus on imaging, and provide purpose-specific AI model architectures, transformations and utilities that streamline the development
and deployment of medical AI models. MONAI follows best prac-
tices for software-development, providing an easy-to-use, robust, well-
documented, and well-tested software framework. MONAI preserves the
simple, additive, and compositional approach of its underlying PyTorch
libraries. MONAI is being used by and receiving contributions from
research, clinical and industrial teams from around the world, who
are pursuing applications spanning nearly every aspect of healthcare.

1 Introduction

Evidence-based medicine is the de facto standard approach guiding clinical
management and decision-making, drawing recommendations directly from
robust and bias-controlled evidence, and utilizing statistical measures to quan-
tify the clinical benefit of these recommendations. As patterns become more
complex and data more numerous, advanced data analytics and pattern
recognition methods are needed; artificial intelligence, and more specifically,
machine learning, delivers on this need.

Artificial intelligence (AI), when applied to healthcare data, carries the
promise of improving and automating the detection and diagnosis of diseases,
enabling the prognosis of disease outcomes, and supporting the delivery of
clinical interventions. AI can also be used to speed image reconstruction, to
automate clinical data curation and preparation [1], to improve auditing and
clinical safety [2], and to optimise patient scheduling and other hospital oper-
ations [3]. In order for this vision to be achieved, several problems need to be
mitigated [4]; among them, the evidence supporting the safety and efficacy of
these AI systems needs to outweigh the potential risks while representing a
good value proposition. While several AI risks are often problem-specific and
require substantial evidence to validate their accuracy, the safety and qual-
ity of the underlying software frameworks and tools used to develop these AI
models are equally important and pervasive.

There are a plethora of competing high-quality, general-purpose machine
learning libraries and software frameworks that are used by researchers and
developers to create, train, and deploy AI models. Examples of high-quality
frameworks for AI development include actively supported frameworks such
as Tensorflow [5], Keras, PyTorch [6], JAX and Apache MXNet [7], as well
as many deprecated frameworks such as Theano, Torch, Caffe, and CNTK.
The two most popular frameworks (Tensorflow and PyTorch) have signif-
icant feature parity, demonstrating the maturity of the field. However, as
general-purpose frameworks, they often do not support field-specific or data-
specific functionality. Healthcare data, such as medical images and digital
pathology reports, have a physiological basis that must be understood and
maintained as the data is processed, e.g., tabular blood data transformations
must be aware of the expected numerical ranges, or clinical x-ray computed
tomography images are recorded in DICOM object files with rich metadata
descriptions of the acquisition protocol and with voxel values recorded in Hounsfield units at specific within-slice and inter-slice distances. Correspondingly, the associated AI models for processing such data (e.g. 3D multimodal medical imaging data) require purpose-specific architectures, augmentation, and training mechanisms. If healthcare AI models are to be built using a general-purpose framework, significant functionality would need to be developed and tested, thus increasing the length of and the risks associated with the full R&D life-cycle.

With the increasing popularity of AI in healthcare, several open-source healthcare-specific frameworks have also been developed by academic groups (NiftyNet [8], DLTK [9], DeepNeuro [10]) and industry teams (NVIDIA Clara, Microsoft Project InnerEye). However, this disjointed development of several platforms resulted in a fragmented software field, diluting development efforts, reducing code quality, and slowing the pace of research.

Project MONAI (https://monai.io) is a joint initiative aiming at defining, standardizing, developing, and exchanging best practices for AI in healthcare; it is unifying the fragmented healthcare AI software field. Initially led by NVIDIA and King’s College London, Project MONAI has since evolved into a growing consortium currently with 16 different universities and industrial partners. Project MONAI consists of several components, including MONAI Label for AI-assisted image annotation, MONAI Deploy for integrating AI models into clinical workflows, and MONAI Core for deep learning model research and development. This paper is focused on MONAI Core, but much of the design and community-oriented philosophies of MONAI Core are shared with the other Project MONAI components.

MONAI Core is a freely available, community-supported, consortium-led, component of Project MONAI for deep learning in healthcare. It provides domain-optimized foundational capabilities for developing healthcare AI model training workflows, with a focus on imaging, video, and other forms of structured data (e.g. tabular data, HL7 FIHR, EEG signals). MONAI Core has strong community backing, with several thousand active users and more than 120 contributors. It was created with several principles in mind: open-source design, standardized, user-friendly, reproducible, high quality, and easy to integrate. This paper describes the MONAI Core software framework and its open-source strategy, design philosophy, implementation choices, abstractions, and capabilities. This paper also provides examples of how MONAI Core, and Project MONAI in general, is being applied to solve a variety of healthcare challenges.

1.1 Design considerations for deep learning in healthcare

Compared with generic deep learning software packages, healthcare has its own characteristics and technical challenges. These aspects are carefully considered throughout the design of the project. First, the data are often in the form of high-dimensional arrays, with the processing of the data often being coupled with the underlying physical interpretations of the data acquisition processes.
and the anatomical analysis. Thus, the design should consider the accompanying metadata and the relevant annotations. Second, due to data variability and highly flexible requirements, it is necessary to build simple and robust low-level data processing components, with each component focusing on a key problem implemented to be efficient and tested to be robust; such an approach allows end-users to build complex and flexible compositional pipelines using these components. Lastly, while exposing the low-level component APIs, the design decisions should also be aware of the widely-used, high-level workflows. The introduction of standardized pipeline elements reduces the effort needed to reproduce algorithmic research baselines, potentially accelerating research and development by allowing users to focus on their innovative contributions while reusing most of the existing pipelines.

2 Methods

2.1 Design choices and structure of the framework

As alluded to in the previous section, MONAI Core (also referred to simply as MONAI in the remainder of this paper) has been through a very deliberate design process with a clear design philosophy as its foundation. Project MONAI has a set of principles to which its design adheres and which guide the addition of functionality across the core team and the broader base of contributors.

The three key design principles are: it looks and feels like PyTorch; it is opt-in and incremental over PyTorch, and it fully integrates with the PyTorch ecosystem. These principles are detailed in the following sections, with concrete examples throughout subsequent sections.

2.1.1 MONAI looks and feels like PyTorch

PyTorch is a highly-successful deep learning framework, particularly amongst the research community [11]. This research focus was a key factor in why PyTorch was chosen as the MONAI underlying framework, with ease of use when building novel networks and a rich ecosystem built up around the core PyTorch functionality, further motivating this decision.

MONAI has adopted the principle that features should be designed and implemented following the core guidelines and principles of PyTorch (docs.monai.io/en/stable/contrib.html), or in the case of the quality-of-life frameworks, such as Ignite (pytorch.org/ignite), as if it was done by the team developing that library. This approach was chosen to ensure developers using MONAI have a minimal learning curve and cognitive burden beyond understanding PyTorch.

Exceptions to this rule are additive in nature. As an example of such an exception, a number of MONAI transforms which rely on a random number generation have a behaviour typical of transforms provided by libraries such as Torchvision (pytorch.org/vision), the de-facto imaging preprocessing library
for PyTorch, but expose extra options that can provide additional functionality to enhance determinism.

2.1.2 MONAI is opt-in and incremental over PyTorch

A core tenet of MONAI is to be opt-in and incremental, and emphasizes low coupling between components. Rather than rebuilding a network architecture or model in MONAI, individual components can be selected to enhance vanilla PyTorch, Ignite-based projects, or other deep learning pipelines. MONAI has a smooth barrier-to-entry, allowing the user to gradually and seamlessly adopt individual transforms, layers, loss functions, and other elements of a deep learning model into a vanilla PyTorch model.

In particular, MONAI does not enforce overly stringent design philosophies or offer cumbersome APIs, nor does its implementation use architectural features that are unfamiliar to or introduce unexpected constraints on Pytorch users. MONAI definitions are almost entirely standard Python, inheriting from PyTorch or Ignite types and exhibiting the same loose coupling expected of these libraries. Only PyTorch, and by extension Numpy, are mandatory dependencies of MONAI; if libraries, such as Ignite, are absent from the environment, then dependent definitions will use alternative or dummy implementations with appropriate error management.

2.1.3 MONAI collaborates with the PyTorch ecosystem

There is a wealth of medically-focused libraries built around PyTorch, which are seldom compatible with one another. For example, while there is a rich ecosystem of medical transform and augmentation libraries, combining these libraries (e.g., through PyTorch Compose) is not directly supported. In collaboration with the developers of these libraries, MONAI now allows methods from those libraries to be mixed within a single compose command, promoting their usage and integrating their benefits and user communities.

MONAI also integrates and seamlessly extends several core PyTorch ecosystem tools. As an example, several PyTorch-based quality-of-life frameworks, such as Ignite, exist to provide higher-order engines and abstractions for the training and validation of neural networks. MONAI has adopted Ignite and extended it following an Ignite-native approach, all while ensuring two-way compatibility.

2.2 Open-Source Strategy

MONAI is a software framework for both research and commercial product development, with the ultimate objective of accelerating, simplifying, and reducing risks associated with AI model development and associated downstream clinical deployment. With this in mind, MONAI is licensed under the Apache-2.0 License, a permissive, altruistic, free-software license that allows the software to be used for any purpose, to be distributed and modified, without Project MONAI charging royalties or licensing fees. Copyleft licenses were
explicitly avoided as the redistribution requirement would result in reduced commercial adoption and contributions, which have significantly benefited the quality, capabilities, and impact of MONAI.

While MONAI is being developed with minimal required dependencies, namely PyTorch and NumPy, it provides wrappers and adaptors that allow popular healthcare AI tools to be used from within MONAI. Such an approach improves access to these tools and brings the community together in a manner that preserves software quality and integration.

Several other software initiatives are being developed under the Project MONAI consortium, building on the foundation provided by MONAI Core: MONAI Label, an AI-assisted data labeling tool [12]; MONAI Deploy, a framework and software development toolkit allowing AI models to be deployed and integrated into a clinical environment; MONAI FL, providing standards for Federated Learning; MONAI Education, an educational package that can be used or adapted to teach AI in healthcare; with others on the way. The Project MONAI consortium is also working with key societies in the field, such as MICCAI and MIDL, with the aim of supporting educational initiatives and hackathons and bringing the research community together.

2.3 System Overview and components

The MONAI core modules include the following (as illustrated in Fig 1-Top): monai.data, targeting the datasets, readers/writers, and synthetic data; monai.losses, targeting classes defining loss functions and following the pattern of torch.nn.modules.loss; monai.networks, containing network definitions, component definitions, and PyTorch-specific utilities; monai.transforms, defining data transforms for preprocessing and postprocessing; monai.csrc and monai._extensions, providing C++/CUDA extensions for MONAI core Python APIs; monai.visualize, containing utilities for data visualization; monai.metrics, defining metric tracking and analysis tools; and monai.optimizers, containing classes defining optimizers and following the pattern of torch.optim. To assemble and integrate different components, as depicted in Fig 1 (bottom), core modules also include monai.engines and

![Fig. 1: Pictorial representation of the MONAI Core modules (top) and MONAI workflows components (bottom).](image-url)
monai.handlers, defining workflow engines for training and evaluation, and event handlers for implementing functionality at various stages in the training and inferencing processes.

2.4 Transforms

Data transformation and augmentation is of paramount importance in the domain of deep learning, primarily when applied to imaging data. They can help with data processing, from simple use cases such as loading an image from a file or normalizing the intensity of an image to a given range, to complex geometrical data transformations taking the image geometry into account. Equally, transforms can be used in the context of data augmentation to minimize model overfitting, for example, by randomly rotating or flipping images.

MONAI aims to support users by providing both domain-specific transforms (see next sections), as well as those commonly used in volumetric medical-imaging deep learning pipelines. Medical images require highly specialized methods for I/O, pre-processing, and augmentation. Images are often stored in complex formats with rich meta-information, with the data volumes being high-dimensional and requiring carefully designed manipulation procedures.

MONAI provides comprehensive medical image-specific transformations for IO, spatial, intensity, crop/pad, etc. They can be easily composed into optimized medical data processing pipelines emphasizing reproducible results. A non-exhaustive list of examples is provided as follows: LoadImage, which loads medical images with an automatically-selected package (ITK [13], Nibabel [14], PIL [15], etc.); Spacing, which resamples input images into a specified voxel spacing; Orientation, which transforms images to a specified orientation axis (e.g., RAS); RandGaussianNoise, which perturbs image intensities by adding statistical noise; NormalizeIntensity, which normalizes data intensity based on mean and standard deviation; Affine, which transforms images based on affine parameters; and Rand3DElastic, which performs both a random elastic and affine deformations in 3D. Some of these examples are also depicted in Figure 2.

2.4.1 Physics-specific transforms

In a medical imaging setting, users often require transforms that have a grounding in the underlying physics of the acquisition. For example, data acquired from magnetic resonance (MR) imaging is recorded in $k$-space, and therefore it is desirable to be able to augment MR images in the $k$-space domain. The RandKSpaceSpikeNoise transform, which randomly applies localized radio-frequency spikes in $k$-space, is just one example of many transforms in MONAI that are inspired by the physics of how medical images are acquired.
2.4.2 Invertible transforms

Within deep learning workflows, it is often desirable to invert or revert previously-applied spatial transforms (resize, flip, rotate, zoom, crop, pad, etc.) in order to return transformed data to a previous geometrical state. This is useful if, for example, in test-time augmentation (TTA) [16], augmentation-consistency based domain adaptation, or when the user wishes to save an inferred segmented image in a way that preserves the original geometry and promotes transformation equivariance. Doing so requires a full understanding of the tensor geometry and attached rasterization grid as to ensure the geometry is preserved after inversion.

2.4.3 Array and dictionary transforms

The design of MONAI transforms emphasizes code readability and usability. MONAI transforms can either be applied to a tensor or array of data (e.g., a single image), or to a data dictionary. The former focuses on simplicity, whilst the latter allows for more complex pipelines, such as applying the same random instantiation of a transform to sets of paired data (i.e., input image and associated ground truth segmentation). Storing data in a dictionary also allows for meta-information to be used, updated and tracked, for example, to

![Fig. 2: Each block (a-d) represents some data before (top) and after (bottom) a transformation.](image)
ensure that the physical attributes of an image are preserved after a resize transform is applied.

### 2.4.4 Utility transforms

The ability to compose and chain transforms is naturally required when applying a series of data processing steps; this is achieved in MONAI using the `Compose` class. The provided `OneOf` transform allows the user to build on `Compose` by executing one of multiple transforms with some user-defined probability.

To convert the data shapes or types, utility transforms such as `ToTensor`, `ToNumpy`, `SqueezeDim` are also provided. These are not only convenient for users but also enable compatibility with other packages, as described in the following sections.

### 2.4.5 Simplifying CPU, GPU, PyTorch & NumPy interactions

The majority of transforms in MONAI are compatible with both PyTorch and NumPy input, do not require explicit conversion between the two formats, and support both CPU and GPU inputs. Users can also arbitrarily switch between CPU and GPU devices during their chain of transforms with the `ToDevice` transform, allowing for computation-heavy transforms (e.g. those requiring image resampling) to be performed on the GPU, with other transforms performed on the CPU to save GPU memory for model training.

### 2.4.6 Compatibility with community-led libraries

MONAI provides adapter tools to accommodate the use of third-party transforms from packages such as ITK [13], `torchIO` [17], Kornia [18], `BatchGenerator` [19], Rising [20], and cuCIM [21].

For example, cuCIM has implementations of optimized versions of several common transforms that are often used in digital pathology pipelines. These transforms are executed on the GPU and act on CuPy arrays, with the CuCIM class provided to adapt cuCIM operations to MONAI transform types.

### 2.5 Engines, Loss Functions, and Metrics

MONAI focuses on PyTorch-like implementations, and thus, introducing additive concepts on top of its architecture allows its components to be used in typical existing workflows. The common pattern for a PyTorch training loop, consisting of an explicit iteration over input data which is passed to the model and loss calculation before the optimizer is manually stepped, can incorporate MONAI networks, loss function, metrics, and other features. Following our design principles, MONAI training and inference workflows extend the `Engine` class of Ignite. These types encapsulate the training loop while supporting online metric calculation, visualization, and saving network state. Functionality is added on top of that provided by Ignite, such as the support for
specialized transform handling, provide default training functions, and provide extra event handling functionality.

Loss functions in MONAI adhere to PyTorch API conventions and can be used in any existing PyTorch workflow. The added functions introduce specialized losses not present in the base library, such as Dice and its variants (generalized, masked, focal, etc.) [22], focal loss, Tversky loss, contrastive loss, those used for image registration (bending energy, multi-scale loss, etc.), and several others. Where possible, inheritance is used to limit code duplication and ease the extension of the provided classes, and many aspects of the loss calculations, such as choice of reduction, are controlled via constructor arguments. In addition to PyTorch compatibility, the design of the loss functions emphasizes flexibility of use and ease of extension.

Lastly, metrics are used to calculate values for assessing the performance of an AI model during training or validation. These are typically non-differentiable, unlike loss functions, allowing them to calculate measures of performance that would be unsuitable as losses. MONAI has been among the lead initiatives of the Metrics Reloaded consortium, comprising academic and industrial image analysis thought leaders from all over the world [23]. The mission of Metrics Reloaded is to foster reliable algorithm validation through problem-aware choice of metrics with the long-term goal of (1) enabling the reliable tracking of scientific progress and (2) bridging the current chasm between AI research and translation into biomedical imaging practice. Contributions include a comprehensive collection of metric-related pitfalls [24] and a corresponding paper on recommendations [23]. Reference implementations for all recommended metrics are currently being integrated into MONAI. Following the metric definitions provided by Ignite, MONAI metric classes can be used with an evaluator engine class to assess the network at key points in training while supporting distributed data-parallel operations.

### 2.6 Network Architectures

Table 1 lists a subset of the network definitions provided by MONAI and divided into two primary categories: those defining a reference implementation of a published architecture, and those defined for general use following

| Reference | General Purpose |
|-----------|----------------|
| AHNet     | SegResNet      |
| BasicUNet | SegResNetVAE   |
| DenseNet  | SENet          |
| DiNTS     | Transchex      |
| DynUNet   | UNETR          |
| EfficientNet | ViT         |
| HighResNet| ViTAutoEnc     |
| RegUNet   | VNet           |
| ResNet    | SwinUNETR      |
|           | AutoEncoder    |
|           | Regressor      |
|           | Classifier     |
|           | Discriminator  |
|           | Critic         |
|           | FullyConnectedNet |
|           | VarFullyConnectedNet |
|           | Generator      |
|           | UNet           |
|           | VarAutoEncoder |

**Table 1**: MONAI Network Definitions
what is considered best design and practice. Reference implementations include networks such as ResNet, BasicUNet, EfficientNet, and several transformer-based networks, with implementations explicitly adhering to their published definitions and settings, rather than providing an abstract architecture. Where possible, these are also defined with some configurability in place, such as allowing 1/2/3D inputs and outputs based on constructor parameters, and a varying number of input and output channel counts.

General purpose networks, conversely, primarily adhere to an architectural structure emphasizing inheritance for reuse, configurability of number of spatial dimensions for input and output data, of internal structure (e.g., the number of levels or layers), and of specific network layers and blocks. The intent of this class of networks is to define sensible defaults, inheriting structure or components from other similar networks, while permitting customization and reuse in other applications without requiring major rewriting or adaptation.

### 2.6.1 Working network example and extensions

As an example, the UNet class can be instantiated without modification to operate on one, two, or three-dimensional data as input and output. The number of levels the network has can also be set to values other than that found in the reference implementation [25], subject to the constraints of downsampling (as discussed later). Each level is by default defined using blocks of convolution-normalization-dropout-activation layers, but these can be replaced with residual units or sequences of such layers. Constructor arguments also set the type of activation or normalization used throughout the network. As an explicit example, a network segmenting 3D volumetric image data into four labels can be created by setting the constructor parameters for dimensions to 3, in_channels to 1 for single-channel inputs, and out_channels to 4. The number of layers is set by the channels parameter whose values define the number of output channels for the layers of the encoding side of the network, e.g., five layers, comprising four encoding layers and a final bottleneck layer, would be given as (4, 8, 16, 32, 64).

By default, downsampling is performed in the encoding part of the network using strided convolutions, as defined by the strides parameter for every layer save the bottleneck. A strides value of (2, 2, 2, 2) implies the network will downsample the activation map by half at each of the first four layers. Note that an input whose spatial dimensions are multiples of $2^4$ is necessary for the decoding path to concatenate skip connections and get an output with the same dimensions as the input.

A much simpler network producing a single channel 2D output from the same sort of input can be created by changing the dimensions argument to 2 and out_channels to 1. Using fewer layers can be accomplished with fewer values in channels and strides. Activation layers are uniformly the same type throughout the network, by default PReLU [26], but can be changed by setting the act argument to a name or a type for a different layer. MONAI provides factory objects to query types from a central location by names, thus
setting `act` to the string “GELU” [27] will cause the network to be constructed with that activation in place of the default.

All general-purpose networks are compatible with Torchscript as scripted objects when using either the default or a subset of the layer parameters, maximizing portability and usability of pre-trained networks. This allows trained networks to be loaded in a process where there is no Python dependency, thus facilitating downstream deployment and integration. A scripted network saved to a Torchscript archive can be instantiated and used for training or inference without MONAI being installed in the host environment, thus decoupling the library and its version from the stored network so that requirements and incompatibilities with the host environment can be minimized.

These network factories are used to easily refer to built-in PyTorch or custom types, as well as choose the appropriate type for the desired spatial dimensionality. This latter property is useful for PyTorch layers, which define separate classes for each dimension as the factory can be queried by name and other arguments such as dimension. Without this feature, definitions parameterized on number of dimensions would have to include code to choose which layer to instantiate based on that value.

Typically MONAI definitions using these factories permit constructor argument values to be passed along with the name so that the layer can be constructed in a configurable way. For example, the `act` argument for `UNet` can be given `(Act.SELU, "inplace": True)` to use `torch.nn.SELU` as an in-place operation [28].

2.7 Datasets and IO

2.7.1 Data representations for imaging

Medical imaging data requires metadata to preserve geometric and other data-specific, information. As such, MONAI provides first-class support for imaging data and related networks and transforms. A typical approach to implementing such domain-specific functionality is to provide concrete types for entities such as medical images that are then hardwired through the framework. This, however, conflicts the MONAI design goal that it should be interoperable with PyTorch; it also limits the reusability of components in cases where the assumptions made about such specialized types do not hold.

To this end, MONAI has a class named `MetaTensor`. It inherits from the PyTorch `torch.Tensor` class, meaning it can be used wherever tensors are used in PyTorch. It further extends upon PyTorch functionality by also storing image metadata. An example of this is the orientation information stored in DICOM or NIfTI images, which when loaded with MONAI can then be stored alongside the images, and the MONAI transforms can use and update this meta data as necessary.

The `MetaTensor` also stores information, such as transformations that have already been applied to an image. This is particularly useful when data augmentations are only applied some of the time, parameterized by user-defined
probabilities (e.g., randomly flipping an image 50% of the time), or where the user would like to inspect the parameters of a randomly applied transform (e.g., knowing the rotation matrix that was applied during \texttt{RandRotate}). It also enables MONAI to perform actions such as inverse transforms (as mentioned in 2.4.2) all whilst resting in the confines of PyTorch interoperability.

### 2.7.2 Extended dataset functionality

Medical datasets, particularly those for various imaging modalities, are amongst the most memory-intensive per-sample datasets in deep learning. Conversely, the relative lack of high-quality labeling means that, at least for supervised deep learning tasks, training must often be carried out on relatively small number of samples and data augmentation techniques are very important for effective learning. As a result, pre-processing of data can be a significant overhead unless careful attention is paid to the data input and pre-processing aspects of model training.

MONAI provides extensions to the standard PyTorch Dataset class which help solve the above problems. In particular, MONAI provides integrated caching and persistence solutions that can reduce the computational expense of data pre-processing without adding complexity to the user experience.

\texttt{CacheDataset} provides the ability to cache deterministic operations in a pre-processing pipeline that can be costly with certain large types of medical data. Operations such as deterministic pixel/voxel resampling and rescaling are carried out the first time when a particular sample is loaded, and the results of those operations are then cached \textit{in memory} for future training steps. Note that only preprocessing steps occurring before stochastic steps can be cached in this way. \texttt{CacheDataset} provides effective performance gains as long as the cached data does not exceed RAM, and the user can tune the proportion of the dataset that is cached in this manner.

\texttt{PersistentDataset} provides analogous functionality to \texttt{CacheDataset}, but with the output of the deterministic stages stored in an intermediary file system representation rather than to memory. The use of \texttt{PersistentDataset} is recommended for 3D datasets or where the overall dataset size is much larger than RAM.

### 2.7.3 Wrappers for reference datasets

As with machine learning in other domains, reference datasets exist for medical deep learning applications. For example, MedNIST \footnote{Made available by Dr. Bradley J. Erickson M.D., PhD (Department of Radiology, Mayo Clinic) under the Creative Commons CC BY-SA 4.0 license.} serves as an MNIST handwritten digit dataset analogue [29], providing a standard dataset that is suitable for initial training and benchmarking of various medically-focused deep learning applications. Another example, the Medical Segmentation Decathlon [30], represents a set of 10 challenge datasets, widely used to demonstrate network performance across a range of segmentation tasks. MONAI
provides Dataset extension classes that simplify the downloading, storage and partitioning of the MedNIST and Medical Segmentation Decathlon datasets, and demonstrate a best practice for wrapping other such datasets. These datasets are extensions of MONAI CacheDataset, facilitating rapid training. In addition to providing an extended dataset class for the Medical Segmentation Decathlon, the MONAI Consortium also manages a msd-for-monai S3 bucket in US and EU regions, via AWS Open Data, with the aim of facilitating cloud-based model training and data distribution. A plan is currently in place to further extend beyond the current dataset pool and provide a common platform for large research data sharing and ingestion for the community. Recently MONAI took a first step towards this by introducing TciaDataset to automatically download and extract publicly-accessible datasets from The Cancer Imaging Archive with accompanying DICOM segmentations, and act as PyTorch datasets to generate training, validation, and test data.

2.8 Training, Inference Engines and Event Handlers

To quickly set up training and evaluation experiments, MONAI provides a set of workflows to significantly simplify the setup of a MONAI script and allow for fast prototyping.

These features decouple the domain-specific components and the generic machine-learning processes. They also provide a set of unified APIs for higher-level applications (such as AutoML, and Federated Learning). The trainers and evaluators of the workflows are compatible with the Ignite engine and event-handler mechanism. There are rich event handlers in MONAI to independently attach to the trainer or evaluator, and users can register additional custom events to workflows.

Distributed data-parallel is an important feature of PyTorch to connect multiple GPU devices, on single or multiple nodes, to train or evaluate models. The distributed data-parallel APIs of MONAI are compatible with the native PyTorch distributed module, Ignite distributed module, Horovod, XLA, and SLURM.

For model inferences on large volumes, the sliding window approach is a popular choice to achieve high performance while having flexible memory requirements. A typical process comprises the selection of continuous windows on the original image, followed by iteratively running batched window inferences until all windows are analyzed. The inference outputs are then aggregated into a single segmentation map, and the results are saved to file or compute some evaluation metrics. This approach also supports ‘overlap’ and ‘blending_mode’ configurations to better handle window overlap, resulting in improved performance.

The Ignite library provides event handlers to decouple training/inference pipelines from additional logic which gets triggered at set times or events during execution. Users can extend handlers for specific requirements, use pre-existing handlers for logging, metric calculation, or other tasks, or attach their own defined handler routines. These will be triggered by specific events during
execution such as at the completion of a batch or an epoch, or during data loading, allowing data to be analyzed, model parameters adjusted, or other operations at these key moments.

2.9 Visualisations and utilities

2.9.1 Tensorboard

When developing large workflows, it is crucial that users are able to visualize, track and understand processes and progress. To this end, MONAI provides many helper functions to the popular package, Tensorboard [31]. Images in medical imaging are often 3D, so MONAI wrapper functions enable the presentation of these images in the form of GIFs, a set of 2D slices, or as interactive 3D renderings [32]. These can be used in conjunction with the engines mentioned in the previous section.

2.9.2 Traceable transformations

As mentioned in Section 2.4.3, MONAI transforms can be applied to both arrays and dictionaries of data. When dictionaries are used, as well as storing the input metadata corresponding to each image, a stack of transforms that have been applied to that image can also be stored. This is particularly useful when data augmentations are only applied some of the time, parameterized by user-defined probability (e.g., randomly flipping an image 50% of the time), or where the user would like to inspect the parameters of a randomly applied transform (e.g., knowing the rotation matrix that was applied during $\text{RandRotate}$). It also provides a mechanism for augmentation auditing and traceability, a subject of increasing importance when developing AI models for clinical use. Internally, MONAI also uses this functionality when performing inverse transformations, when it is appropriate to invert with a last in, first out strategy.

2.9.3 Interpretability

MONAI supports popular variants of network interpretability that are often employed in classification tasks. These include occlusion sensitivity [33], Grad-CAM [34] and Smoothgrad [35]. These methods help the researchers address the question: “which parts of the image were important in arriving to a given decision of a classification?” This allows users to better visualize the inner workings of their models. Examples of occlusion sensitivity and GradCAM++ (a GradCAM variant) can be seen in Figure 3.

Another form of interpretability is test-time augmentation (TTA), which is also available in MONAI. TTA works by repeatedly applying data augmentations and averaging the inferred outputs. If spatial transformations have been applied, the inverse transformation is required — as previously mentioned, this functionality is also provided by MONAI.
Fig. 3: Examples of interpretability with MONAI. The MedNIST dataset was used here, and the network correctly classified each image, which from left to right were head CT, chest x-ray and hand x-ray. From top to bottom, the columns are the input image and then the outputs from occlusion sensitivity and GradCAM++ (a GradCAM variant). Blue indicates areas of the image that the network relied on more heavily in the decision-making process.

2.9.4 Utility functions

Lastly, a wealth of other functions exist in MONAI for helping users visualize their results. An example of this is the `blend_image` function, which allows users to easily create RGB images from the superposition of images and labels (ground truth or inferred), examples of which can be seen in Figure 2. Another example of utility functions used for visualizations is the `matshow3d` function, which creates a 3D volume figure as a grid of images.

3 Experiments and Applications

This section introduces four applications with the aim of demonstrating the breadth and benefits of MONAI.

3.1 Segmentation

The typical PyTorch training workflow consists of a training loop which feeds data into the network and optimizes its parameters, followed by an evaluation loop where validation data is used in conjunction with a metric to assess training progress. PyTorch provides the relatively low-level components for this workflow but relies on libraries such as Ignite for higher-level definitions. Types which encapsulate the training process offer ease of use at the expense
of some flexibility but represent a significant acceleration of development for most users.

Training a segmentation network with ground truth annotated data is one instance of this common supervised process. The network is tasked with predicting the segmentation image from the input image, and this is compared using a loss such as Dice against the known actual segmentation. A supervised segmentation training workflow in PyTorch can be sketched as the following:

```
for epoch in range(max_epochs):
    network.train()
    for inputs, labels in train_loader:
        optimizer.zero_grad()
        outputs = network(inputs)
        loss = loss_function(outputs, labels)
        loss.backward()
        optimizer.step()
    network.eval()
    with torch.no_grad():
        for val_inputs, val_labels in val_loader:
            val_outputs = network(val_inputs)
            metric(y_pred=val_outputs, y=val_labels)

    metric = metric.aggregate().item()
    print("Validation result:", metric)
```

MONAI provides types inheriting from Ignite definitions to encapsulate this process. The purpose is to simplify and regularize how workflows are created to make the process quicker, easier, and more reproducible. For a supervised training workflow, the `SupervisedTrainer` and `SupervisedEvaluator` types define the training and validation components discussed previously. The previous training script is thus transformed into an instantiation of these types followed by a call to `run` to hand control of the process to the internal training mechanism:
In addition to simplifying the code down to a few lines of object instantiations, this form of workflow aids in reproducibility and correctness by limiting the number of details and definitions the scientist needs to implement for training. With more moving parts and structural definitions a user must implement, even simple things like loops and method calls, the more opportunity there is for variation or error to be introduced into the code. Reproduction for software experiments requires rerunning or repurposing pre-existing code for new situations, and so introduced variations between code bases that are expected to be equivalent complicate the process of deriving and verifying scientific results.

### 3.2 Classification

For many training and evaluation tasks, deterministic behavior is important for consistent and reproducible results. MONAI provides routines for managing determinism in workflows by setting random seed values for PyTorch, Numpy, and the native Python random library, as well as setting backend flags, to appropriate values. This ensures that many stochastic processes, including the evaluation of data transforms and network processes like dropout, can be expected to produce identical results between runs.

For example, a fixed seed can be set for all involved libraries as well as setting flags for deterministic behavior, followed by computation, and then returning the state of the running program to non-determinism:
Classification problems benefit from this determinism when interpreting network behavior and results. MONAI provides networks, losses, and metrics for classification problems, and visualization routines for displaying occlusion sensitivity and the GradCAM method. Making sense of the interpretations these methods provide requires experimentation and minor changes to network parameters to observe results. Being able to fix a deterministic training process allows the user to minimize the variability that would be introduced with randomized transforms or internal PyTorch/Numpy processes in their code, and allows consistent results to be generated and visualized.

3.3 Registration

DeepReg [36] is an open-source toolkit of networks and algorithms for image registration. A number of these components have been ported into MONAI and are provided as standard loss functions and network definitions.

MONAI provides a semi-supervised example of registering lung CT images at inspiration to expiration. During training, a deformation field is estimated by the network to deform the moving image and its segmentation to the fixed image and segmentation. A combined loss scores the results based on the similarity between the deformed and fixed images, the Dice score of the deformed and fixed segmentation calculated at various scales, and an energy-based regularisation term.

The image loss is the standard PyTorch MSE function, and the Dice loss is that provided by MONAI and used in other segmentation applications. The regularisation function is a bending loss term based on second-order derivatives and is a MONAI definition.

Deformation is performed using a MONAI class which can use resampling routines included in PyTorch, or MONAI’s compiled code for doing the same. Note that these routines implement interpolation models (e.g. tricubic), which are not present in PyTorch, in addition to having speed advantages. MONAI thus provides a number of important tools for training deep learning registration algorithms not present in the base PyTorch library.
3.4 Benchmarks

Typically, model training is a time-consuming step during deep learning development, especially in medical imaging applications. Volumetric medical images are usually large (as multi-dimensional arrays), and the model training process can be complex. Even with powerful hardware platforms (e.g., CPU/GPU with large RAM), it is not easy to fully leverage them to achieve high performance. MONAI provides not only optimized tools and code but also a detailed guide based on best practices to achieve the best performance.

NVIDIA GPUs have been widely applied in many areas of deep learning training and evaluation, and the CUDA parallel computation library shows obvious acceleration when compared to traditional computation methods. To fully leverage GPU features, many popular mechanisms are provided in PyTorch, like automatic mixed precision (AMP), distributed data-parallel, etc. MONAI can support these features and provides rich examples. Even with CacheDataset, one still needs to copy the same data to GPU memory for random transforms or network computation for every epoch. To address this issue, an efficient approach is to cache the data to GPU memory directly, allowing for more efficient and immediate GPU computation.

As an example, one first converts to PyTorch Tensor with the EnsureTyped transform and moves data to GPU with the ToDeviced transform. CacheDataset then caches the transform results until ToDeviced, so caches are stored in GPU memory. Then in every epoch, the program fetches cached data from GPU memory and only executes the following random transforms (like RandCropByPosNegLabeld) on GPU directly.

A fast model training guide is available as a MONAI tutorial, providing an overview of the fast training techniques in practice, covering aspects such as profiling the pipelines, optimizing data loading function, algorithmic improvement, optimizing GPU utilization, and leveraging multi-GPU and multi-node distributed training.

4 Conclusions

We present MONAI, an open-source and community-supported, consortium-led PyTorch-based framework for deep learning in healthcare, with a particular focusing providing a standardized and flexible platform for developing biomedical and clinical applications. This paper introduces key design considerations and implementation choices that have driven the development of MONAI, presents the rationale behind the MONAI open-source strategy and license, and introduces MONAI’s major system components. Finally, example use cases of MONAI are provided, highlighting the benefits of the platform. Overall, we believe MONAI can help accelerate and simplify the development of AI models and contribute towards more impactful research, development, and clinical deployment.
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