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Abstract
Capturing long-range dependency and modeling long temporal contexts is proven to benefit speaker verification tasks. In this paper, we propose the combination of the Hierarchical-Split block (HS-block) and the Depthwise Separable Self-Attention (DSSA) module to capture richer multi-range context speaker features from a local and global perspective respectively. Specifically, the HS-block splits the feature map and filters into several groups and stacks them in one block, which enlarges the receptive fields (RFs) locally. The DSSA module improves the multi-head self-attention mechanism by the depthwise-separable strategy and explicit sparse attention strategy to model the pairwise relations globally and captures effective long-range dependencies in each channel. Experiments are conducted on the Voxceleb and SITW. Our best system achieves 1.27% EER on the Voxceleb1 test set and 1.56% on SITW by applying the combination of HS-block and DSSA module.

Index Terms: speaker verification, long-range dependencies, Hierarchical-Split block, Depthwise Separable Self-Attention module

1. Introduction
Speaker verification (SV) has developed rapidly over the years. End-to-end SV systems have emerged in recent years and achieved the state-of-the-art performance. X-vector[1] is one of the most popular end-to-end SV systems. X-vector uses the Time Delay Neural Network (TDNN) as a feature extractor to generate frame-wise speaker embedding. Afterward, a statistical pooling is built on top to produce the fixed-dimensional utterance-level speaker embedding. This embedding is further processed by fully-connected layers and an output layer. Finally, a loss function is used to optimize the entire network in an end-to-end manner. Although X-vector introduces TDNN and statistic pooling to consider the dependencies of contiguous frames, it is still challenging to model long-range dependencies due to the limited RFs and slightly weak deep representation ability.

With the rising popularity of the x-vector, the topology of the network has achieved significant architectural improvements. The popular ResNet[2] architectures are introduced into the speaker verification tasks[3, 4, 5] as the feature extractor to generate frame-level representations, which achieve significant improvement. Despite this, it’s still lacking in capturing long-term dependencies. Prior work[6] has shown that the empirical RFs gained by a chain of convolutions is much smaller than the theoretical RFs by experiments, especially in deeper layers. Another work[7] has proven that the distribution of impact within an effective receptive field is limited to a local region and converged to the gaussian. Therefore, whether TDNN or CNN model, capturing long-range dependency is insufficient.

To address these problems, studies[8, 9, 10, 11] insert the LSTM on the top of or inside the backbone network for SV tasks, because the LSTM is good at modeling the long-term information. The authors in [12] combine the BLSTM and ResNet into one unified architecture. Also, there are numerous approaches to capture long-range dependencies in computer vision field. These could be roughly divided into two categories[13], local-based approaches and global-based approaches. The former is to increase the local RFs by dilated operation[14] or split-stack operation[15], the latter is to extract long-range information by modeling the pairwise relations globally based on the attention mechanism[16].

Inspired by study[13], we explore long-range context feature for SV from local and global perspectives. From the local perspective, we introduce a novel Hierarchical-Split block[17] to enlarge the RFs and generate multi-scale feature representations, named HS-ResNet[17]. From the global perspective, we improve the attention mechanism to model long-term dependencies and learn a rich hierarchy of associative features across long-time duration. Besides, to force the network to focus on the most relevant segments, the explicit sparse attention mechanism[18] is explored.

Our contributions are summarized as follows.

• we introduce a novel Hierarchical-Split block to enlarge the RFs in a single block for SV tasks, named HS-resnet.
• we propose an innovative plug-and-play module based on the attention mechanism, DSSA module. DSSA module is flexible and extendable, and it can easily be plugged into multiple mature architectures to improve performance.
• To improve the concentration of attention on the global context and avoid the effect of irrelevant information, we explore the sparse attention mechanism in this paper.

The organization of this paper is as follows. The proposed HS-block is described detailedly in Section 2. Section 3 demonstrates the DSSA module, which can be taken as a plug-and-play module based on the attention mechanism. The experiment settings and results are given in Section 4. Section 5 concludes the paper.

2. Local-based Approach
Local-based approaches enlarge the local receptive field through pooling, dilated, split-stack and other operations usually. Hierarchical-Split block is one of the approaches by split-stack operations. The structure of the HS-block is depicted in Figure 1(b). The 3 × 3 block in the typical ResNet is modified. After the 1 × 1 convolution, the feature maps are split equally
into \( s \) groups, denoted by \( x_i \), the \( 3 \times 3 \) convolution filters are also replaced by several groups, denoted as \( F_i \). Each \( x_i \) will be fed into \( F_i \) and the output feature maps are denoted by \( y_i \). Here, each \( y_i \) is split into two sub-groups, denoted \( y_{i,1} \) and \( y_{i,2} \). Then, \( y_{i,2} \) is concatenated with the following group \( x_{i+1} \), and then sent into \( F_{i+1} \). All \( y_{i,1} \) are concatenated in the channel dimension as the output of the \( s \times 3 \) convolution filters, denoted as \( y_i \). Especially, each \( y_{i,1} \) has different channels and RFs, and more channels \( y_{i,1} \) contains, the larger RFs are gained. In this manner, the feature maps could contain detailed information and larger-range dependencies. \( \bigoplus \) means two feature maps are concatenated in the channel dimension.

\[
y_i = \begin{cases} 
F_i(x_i \bigoplus y_{i-1,2}) & i = 1 \\
F_i(x_i) & 1 < i < s 
\end{cases} 
\]  

Besides, the hyperparameters \( s \) and \( t \) are used to control the HS-ResNet’s parameters and complexity. \( s \) means groups the feature maps are divided into, \( t \) means how many times the number of channels will be expanded, \( k \) means the size of convolutional kernel, \( w \) means the number of channels. The computational complexity of HS-block can be calculated as follows.

\[
C_0 = w \times \frac{t}{s} C_i = C_0 + \frac{C_i - 1}{2} 
\]  

\[
\text{PARAM} = k^2 \times (\sum_{i=0}^{s-2} C_i^2 + C_0^2) 
\]

\[
= C_0^2 \times (4s - \frac{20}{3} + 16 \times 2^{-s} - \frac{16}{3} \times 2^{-2s}) 
\]

3. Global-based Approach

Global-based approaches are generally based on the attention mechanism because they can model the pairwise relations from the global perspective.

3.1. Multi-Head Scaled Dot-Product Attention

Multi-head Scaled Dot-Product Attention, a core module of the famous Transformer architecture, is also the core of our module. Multi-head attention consists of multiple Scaled Dot-Product Attention, and each Scaled Dot-Product Attention is calculated independently. Each Scaled Dot-Product Attention consists of three inputs: queries, keys and values. Each query’s output will be calculated the dot products with all keys’ outputs, the results are divided by \( \sqrt{d_k} \) and applied a softmax function to obtain the weights of the values’ output. In practice, the above calculations are implemented in the form of matrices. The outputs are computed as:

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^T / \sqrt{d_k})V 
\]

The Multi-Head Scaled Dot-Product Attention’s output is obtained by concatenating each Scaled Dot-Product Attention’s output and feeding them into another linear projection. The formula is as follows:

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_n)W^O 
\]

where \( \text{head}_i = \text{Attention}(QW_i^Q, KW_i^K, WV_i^V) \)

In the equation, \( d_q = d_k = d_v = d_{model} / h = d \), the projection matrices \( W_i^Q, W_i^K, W_i^V \in \mathbb{R}^{d_{model} \times d}, W^O \in \mathbb{R}^{hd_k \times d_{model}} \).

3.2. Depthwise Separable Self-Attention Module

Here are a few challenges when using Multi-Head Scaled Dot-Product Attention in CNN structures, especially the parameters.
The depthwise separable convolution strategy, which decomposes ordinary convolutions into depthwise convolution and pointwise convolution, is introduced in the module to avoid the massive parameters.

In this DSSA module, the depthwise separable convolution applies a single Scaled Dot-Product Attention to each input channel. It is worth noting that the pointwise convolution is abandoned. The reason is explained in the next section. As depicted in Figure 1(c), the input feature maps are split into several groups, and the number of groups is equal to the number of channels in the feature maps. That is, each group only contains one channel of the feature maps. Then, each group is fed into three independent 1D-convolution to generate the queries, keys, and values. The dimension of these is the same as the input. Specifically, the DSSA module takes as input a $C \times T \times W$ feature map and produces three independent $C \times T \times W$ feature maps after the convolution layers. After that, the dot products between each query and each key are calculated and divided by $\sqrt{d_k}$. Before applying a softmax function to obtain the weights on the values', another square operation acts on the weights. This operation is to maintain weights in the normal range and avoid it too big or too small. On each group of output values, we perform the layer-norm operation in parallel. Each group of output values are concatenated and performed the layer-norm operation as the final output.

$$P_c = \sqrt{Q_c K_t} / \sqrt{d_k}$$

$$C = \text{Concat}(\text{Softmax}(P_c) V_c)$$

$$y = \text{LayerNorm}(x + C)$$

3.3. Sparse Self-Attention mechanism

In addition, to explore the effect of critical frames, the explicit sparse attention mechanism is designed in this module as an option. The explicit sparse attention only pays attention to the $k$ most contributive states. The attention weights are degenerated to the sparse attention through top-k selection. The $k$ largest elements of each row in the attention weight matrix are selected, and the others are replaced with $-\infty$.

$$\mathcal{M}(P_c, k)_{ij} = \begin{cases} P_{c,ij}, & \text{if } P_{c,ij} \geq t_i \\ -\infty, & \text{if } P_{c,ij} < t_i \end{cases}$$

where $t_i$ means the $k$-th largest value of row $i$.

4. Experiments and Results

4.1. Datasets

We conduct experiments on the following datasets, VoxCeleb1(Vox1) [19], VoxCeleb2(Vox2) [20] and The Speakers in the Wild (SITW) [21]. The dev part of Vox1&2 are used as the training part respectively, which contains 1211 speakers and 5994 speakers separately. Data augmentation is not used in all experiments. The Vox1 test sets, Vox1-E(cleaned), Vox1-H(cleaned) and core-core trials of SITW datasets are used as evaluation sets. The VoxCeleb1 dev test sets is used in the analysis part mainly, while the VoxCeleb1-E/H(cleaned) and core-core trials of SITW datasets are used to prove the generalisability and robustness of our model in the final.

4.2. Settings

Data preprocessing. We use 64-dimensions FBanks as the raw acoustic features, which extracted from 25ms frames with 10ms overlap, spanning the frequency range 0-8000Hz. No voice activity detection (VAD) is applied.

Model. Following the previous work in [3], the standard ResNet-34 and ResNet-50 architecture are used in our experiments. The initial number of channels is set as 16 when the training data is VoxCeleb1 and set as 32 when training data is VoxCeleb2. Only the mean of the frame-level features is used. To maintain the similar number of parameters with ResNet50, $t$ is set as 1.5 when $s$ is set as 8 in the following experiments according to Equation(3) in the HS-ResNet. Besides, experiments show that inserting the DSSA module between stages 3 and 4 achieves better improvements. Thus, for convenience, the DSSA module is applied between stages 3 and 4 if not special specified.

Training and Testing. In the training stage, mini-batch size of 32 is used to train models in all experiments. Softmax with cross entropy loss is used to train our model. Stochastic gradient descent (SGD) with momentum 0.9, weight decay 1e-4 is utilized. The learning rate is set to 0.1, 0.01, 0.001 and is switched when the training loss plateaus. Each speech sample in the training stage is sampled for $L$ frames from each speech sample. The chunk-size $L$ is randomly sampled from the interval $[200,400]$, $[300,500]$ and $[400,600]$ in the three training stages. In the testing stage, cosine similarity is applied as the back-end scoring method. The performance of different systems is gauged in terms of the EER and minDCF(0.01).

4.3. Analysis and Results

4.3.1. Local-based Approach: HS-ResNet

As displayed in Table 1, HS-ResNet50 exceeds the ResNet50 by 18% on EER and 15% on minDCF. The stronger ability of modeling long-range dependencies with HS-ResNet are proven that it is able to achieve great performance improvements by experiments. Its unique split-stack structure is effective to collect more long-scale features and more long-range information.

Table 1: The results on Vox1-Test when the training data is Vox1

| System                        | EER(%) | MinDCF(0.01) |
|-------------------------------|--------|--------------|
| ResNet34                      | 3.807  | 0.3465       |
| ResNet34+DSSA                 | 3.123  | 0.296        |
| ResNet50                      | 3.966  | 0.3755       |
| ResNet50+DSSA                 | 3.197  | 0.3054       |
| HS-ResNet50                   | 3.203  | 0.3144       |
| HS-ResNet50 + DSSA            | 2.741  | 0.2789       |

4.3.2. Global-based Approaches: The Depthwise Separable Self-Attention Module

The performance of systems with the DSSA module is shown in Table 1. They all achieve great performance improvements. ResNet34+DSSA system achieves 18% improvements on EER and 15% on minDCF when the training data is Vox1.
In this paper, we propose two approaches to capture long-range dependencies and improve performance for speaker verification. The first approach replaces the 3 × 3 convolution with HS-block to enlarge the local RFs. The second proposes the DSSA module, which integrates information from the global perspective in each channel’s of feature maps. Experiments show that both of these approaches yield performance improvements and the DSSA module is flexible and extendable. Besides, combining these approaches into one structure obtain further improvements, which offers an useful reference for further research.

4.3.4. Complementary Analysis and Generalizability Analysis

After the above experiments, we wonder that if these two approaches are complementary. The local-based approach focuses on enlarging the local receptive field by stacking convolution filters in a single layer. The global-based approach focuses on implementing pairwise entity interactions with a content-based addressing mechanism to integrate information and extract long-range context features. In theory, they are complementary to each other. Thus, we combined these two approaches into one structure. The results are shown in Table 1 & 2. We combine the HS-block and DSSA module into one unified architecture and yield further advantage. The result suggests great complementarity to local-based approach and global-based approach and offers a reference for modeling long-range dependencies.

To prove the generalisability of the proposed method, the Vox1-E&H and SITW c-c are used to eval the performance. Experiments results are shown in Table 2. Combining two approaches achieve similar performance improvement on Vox1-E&H trials as Vox1-Test, about 30% on EER and minDCF, but they achieve over 50% improvement on SITW c-c. We attribute this great improvement to c-c’s longer utterance than Vox1.

4.3.5. Params and Inference time Analysis

Finally, the number of parameters and the inference time of all systems are shown in Figure 3. Although the number of parameters does not increase too much in HS-ResNet, the inference time increases by 80% over ResNet50, because calculating the outputs of stacked filter groups in one single layer is time-consuming. While, the DSSA module not only increase too much parameters, but also maintain the inference time almost.

5. Conclusions

In this paper, we propose two approaches to capture long-range dependencies and improve performance for speaker verification. The first approach replaces the 3 × 3 convolution with HS-block to enlarge the local RFs. The second proposes the DSSA module, which integrates information from the global perspective in each channel’s of feature maps. Experiments show that both of these approaches yield performance improvements and the DSSA module is flexible and extendable. Besides, combining these approaches into one structure obtain further improvements, which offers a useful reference for further research.
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