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Abstract. This paper considers the problem of determining the smallest (as measured by the second Betti number) smooth negative-definite filling of a lens space. The main result is to classify those lens spaces for which the associated negative-definite canonical plumbing is minimal. The classification takes the form of a list of 10 “forbidden” subgraphs that cannot appear in the plumbing graph if the corresponding plumbed 4-manifold is minimal. We also show that whenever the plumbing is minimal any other negative-definite filling for the given lens space has the same intersection form up to addition of diagonal summands. Consequences regarding smooth embeddings of lens spaces in 4-manifolds are also discussed.

1. Introduction

Many problems in low-dimensional topology naturally lead to the question of determining if a given 3-manifold bounds a 4-manifold with certain constraints on its topology. In this article, we consider definite fillings, i.e. smooth compact 4-manifolds with definite intersection forms. Throughout this article, we will always work in the smooth category unless otherwise specified, and all manifolds are oriented. If a compact 4-manifold $X$ is a filling of a closed 3-manifold $Y$, then we say that the intersection form $Q_X$ fills $Y$ or that $Q_X$ is bounded by $Y$.

In its most general form the problem that we consider is the following:

Given a 3-manifold $Y$, classify all definite intersection forms filling $Y$.

In this context, Donaldson’s diagonalization theorem [Don87] gives a complete answer when $Y \cong S^3$; the only definite intersection forms filling $S^3$ are the diagonal ones. More work in this direction includes [Frø95, OS06, OS12, CP18, Sca18, GS19].

A lens space $L(p, q)$ is the result of $-p/q$-Dehn surgery on the unknot in $S^3$ for some coprime integers $p$ and $q$ with $p > q > 0$. Each lens space $L(p, q)$ is the boundary of a canonical negative-definite plumbing $X(p, q)$, which is a smooth negative-definite 4-manifold obtained by plumbing disk-bundles over spheres according to a linear plumbing graph of the form

$$-a_1 - a_2 - a_3 \cdots - a_n$$

where the weights $a_i$ satisfy $a_i \geq 2$ and are uniquely determined by the continued fraction expansion

$$\frac{p}{q} = a_1 - \frac{1}{a_2 - \frac{1}{\ddots - \frac{1}{a_n}}}$$

of $p/q$.

A connected sum of lens spaces $\#_i L(p_i, q_i)$ bounds the boundary connected sum of canonical negative-definite plumbings $\#_i X(p_i, q_i)$ and the associated plumbing graph is given by the disjoint union of the linear plumbing graphs corresponding to the summands.

Note that if $Y$ bounds the negative-definite form $Q_X$, then by blowing up $X$ with copies of $\mathbb{CP}^2$ we see that $Y$ also bounds $Q_X \oplus (-1)^n$. The main result of this paper is a classification for which (connected sums of) lens spaces the canonical negative-definite filling is $b_2$-minimal or, equivalently, those lens spaces filled by a unique intersection form up to addition of $(-1)$ summands.
Theorem 1.1. If \( L = \#_i L(p_i, q_i) \) is a connected sum of lens spaces and \( \natural_i X(p_i, q_i) \) is the corresponding boundary connected sum of canonical negative-definite plumbings, then the following are equivalent:

(i) every smooth negative-definite filling \( X \) of \( L \) satisfies
\[
b_2(X) \geq b_2(\natural_i X(p_i, q_i));
\]
(ii) every smooth negative-definite filling \( X \) of \( L \) satisfies
\[
Q_X \cong Q_{\natural_i X(p_i, q_i)} \oplus (-1)^n
\]
for some integer \( n \geq 0; \)
(iii) the canonical negative-definite linear plumbing graph associated to \( L \) does not contain any of the following configurations as an induced subgraph:

\[
\begin{array}{c}
(a) -4 \\
(b) -5 -2 \\
(c) -6 -2 -2 \\
(d) -2 -2 \\
(e) -3 -2 -2 \\
(f) -3 -3 \\
(g) -3 -2 -3 \\
(h) -3 -2 -2 -3 \\
(i) -3 -5 -3 -2 \\
(j) -2 -2 -3 -5
\end{array}
\]
(iv) \( \natural_i X(p_i, q_i) \) does not contain a smooth embedded submanifold diffeomorphic to \( X(4, 1), X(9, 2), X(16, 3), \) or \( X(64, 23) \).

Given a connected sum of lens spaces \( L = \#_i L(p_i, q_i) \), one can ask about the minimal possible \( b_2 \) of a negative-definite filling of \( L \). Such a \( b_2 \)-minimal negative-definite filling naturally satisfies
\[
0 \leq b_2(X) \leq b_2(\natural_i X(p_i, q_i)).
\]
Those \( L \) which admit a filling with \( b_2(X) = 0 \) were classified by Lisca \[Lis07a, Lis07b\]. Theorem 1.1 provides a classification of those \( L \) at the other extreme, i.e. those for which the 4-manifold \( \natural_i X(p_i, q_i) \) is a \( b_2 \)-minimal negative-definite filling. Of course, for a general lens space establishing the size of the \( b_2 \)-minimal negative-definite filling is highly nontrivial.

Remark 1.2. One should also note that Theorem 1.1 really does require that the configurations in condition (iii) arise as induced subgraphs. For example the plumbing
\[
\begin{array}{c}
-2 \\
-2 \\
-7
\end{array}
\]
is a \( b_2 \)-minimal negative-definite filling. In particular, the two vertices of weight \(-2\) are adjacent and do not induce a subgraph of type [d]. On the other hand, the plumbing
\[
\begin{array}{c}
-2 \\
-7 \\
-2
\end{array}
\]
is not a \( b_2 \)-minimal negative-definite filling because it contains an induced subgraph of type [d].

Remark 1.3. If a smooth 4-manifold \( X \) contains a smooth embedded submanifold of the form \( X(p^2, pq - 1) \) for \( p,q \) relatively prime, then one can perform a generalized rational blow-down to reduce \( b_2(X) \) \[Par97\]. Since the manifolds \( X(4, 1), X(9, 2), X(16, 3), \) and \( X(64, 23) \) appearing in Theorem 1.1(iv) are all of this form, Theorem 1.1 implies that if \( \natural_i X(p_i, q_i) \) is not a \( b_2 \)-minimal
negative-definite filling, then it admits a generalized rational blow-down. Thus Theorem 1.1 shows that \( z_i X(p_i, q_i) \) is a \( b_2 \)-minimal negative-definite filling if and only if it does not admit any generalized rational blow-down.

**Remark 1.4.** The list provided by Theorem 1.1(iii) is the unique minimal list of forbidden configurations guaranteeing that canonical negative-definite plumbing is a \( b_2 \)-minimal negative-definite filling. Firstly none of the configurations in the list are redundant, since no configuration on the list is contained in another one on the list. Furthermore all the graphs in Theorem 1.1(iii) must be included on any such list of forbidden configurations, since all their proper subplumbings are themselves \( b_2 \)-minimal negative-definite fillings.

### 1.1. Embeddings in 4-manifolds.

As any 3-manifold smoothly embeds in \( S^5 \) \([Hir61, Roh65, Wal65]\) and, hence, in any 5-manifold, it is natural to investigate the existence of embeddings of 3-manifolds in 4-manifolds. We will restrict ourselves to separating embeddings. As a particularly simple class of 3-manifolds, the embeddings of lens spaces (and connected sums thereof) have often been studied. For example, it is known that no lens space embeds in \( S^4 \) \([Han38]\) and the connected sums of lens spaces smoothly embedding in \( S^4 \) have been classified by Donald \([Don15]\) (see also \([KK80, GL83, FS87]\)). Embeddings of lens spaces in \( CP^2 \) have also been studied (see, for example, \([Owe20]\)).

**Question 1.** Is there a smooth closed 4-manifold \( X \) such that every lens space smoothly embeds in \( X \) as a separating submanifold?

This question is somewhat subtle in several ways. The smooth hypothesis is important; Edmonds has shown that every lens space embeds topologically locally flatly into \( #_4 S^2 \times S^2, #_8 CP^2, #_3 CP^2 # CP^2 \), and \( #_2 CP^2 #_2 CP^2 \) \([Edm05, Theorem 1.2]\). Moreover, every punctured lens space smoothly embeds in \( S^2 \times S^2 \) \([ELL96, Proposition 2.3]\).

As evidence for a negative answer to Question 1, we have the following result.

**Theorem 1.5.** If \( X \) is a smooth closed 4-manifold such that every lens space smoothly embeds in \( X \) as a separating manifold, then \( X \) is not spin and

\[
|\sigma(X)| \leq b_2(X) - 4.
\]

In particular, for any positive integer \( n \), not all lens spaces smoothly embed in \( #_n CP^2 \) or \( #_n CP^2 # CP^2 \).

The condition the \( X \) is not spin is straightforward. It was shown in \([AGL17]\) using the 10/8-Theorem \([Fur01]\) that there is no positive integer \( n \) such that every lens space smoothly embeds in \( #_n S^2 \times S^2 \). Their argument generalises easily to imply that there is no smooth spin 4-manifold that contains every lens space as a separating smooth submanifold (see Proposition 6.2). The contribution of this paper is to establish the signature bound. Using Theorem 1.1 one can quickly establish that no smooth definite 4-manifold can contain all lens spaces as smoothly embedded separating submanifolds. Establishing the inequality \( |\sigma(X)| \leq b_2(X) - 4 \) is much more delicate. In order to prove it we exhibit examples of lens spaces which do not admit small negative-definite fillings with either orientation.

**Theorem 1.6.** For any positive integer \( k \), there is a lens space \( L_k \) such that if \( X \) is a negative-definite filling of \( L_k \) or \(-L_k\), then \( b_2(X) \geq k \).

Given Theorem 1.5 and the results of Edmonds \([Edm05]\), it is natural to ask whether every lens space smoothly embeds in \( #_2 CP^2 #_2 CP^2 \); we know that every lens space topologically locally flatly embeds, but are unable to rule out the existence of a smooth embedding for any lens space.

\(^2\)For many commonly considered 4-manifolds, specifically those with \( b_2(X) = 0 \), there is no loss of generality in considering only separating embeddings. If a 4-manifold \( X \) contains an embedded closed 3-manifold \( Y \) that is not separating, then one can glue together infinitely many copies of \( X \) cut along \( Y \) to construct an infinite cover of \( X \) with deck group \( \mathbb{Z} \). Such a covering corresponds to a nontrivial homomorphism \( \pi_1(X) \to \mathbb{Z} \). As this homomorphism necessarily factors through \( H_1(X; \mathbb{Z}) \), we have \( b_1(X) \geq 1 \).

\(^3\)Although not explicitly stated by Edmonds, the case of \( #_3 CP^2 # CP^2 \) also follows from the same methods.
1.2. Comparison with the analytic and the symplectic settings. There are also some links between Theorem 1.1 and the theories of symplectic filling\(^4\) for lens spaces and smoothings of cyclic quotient singularities. The symplectic fillings for the standard (i.e. universally tight) contact structures on lens spaces were classified by Lisca [Lis08]. Recently, Etnyre-Roy and Christian-Li extended this to classify the symplectic fillings of all tight contact structures on lens spaces [ER21, CL23] (see also [PVHM10, Kal13, Fos20]). This classification shows that every symplectic filling of a virtually overtwisted contact structure on \(L(p, q)\) is diffeomorphic to a symplectic filling of the standard contact structure on \(L(p, q)\).

If \(L(p, q)\) is a lens space such that every vertex in the canonical negative-definite plumbing graph has weight \(a_i \geq 5\), then the standard, and consequently, any, tight contact structure on \(L(p, q)\) admits a unique minimal symplectic filling up to diffeomorphism (these are precisely the examples in Corollary 1.2(b) of [Lis08]). Theorem 1.1 allows us to generalize this family of lens spaces with a unique minimal symplectic fillings. Moreover, since there is a one-to-one correspondence between the minimal symplectic fillings of lens spaces and the smoothings of cyclic quotient singularities [NPP10], we also obtain the following:

**Corollary 1.7.** Let \(L(p, q)\) be a lens space as in Theorem 1.1(iii). If \(\xi\) is a tight contact structure on \(L(p, q)\), then any minimal symplectic filling of \((L(p, q), \xi)\) is diffeomorphic to \(X(p, q)\). Moreover, the base space of the miniversal deformation of the cyclic quotient singularity corresponding to \(L(p, q)\) has a unique component.

**Proof.** Suppose \(X\) is a minimal symplectic filling of \((L(p, q), \xi)\). By [ER21, Theorem 1.1], we may assume that \(X\) is a minimal filling for the standard contact structure on \(L(p, q)\). Every symplectic filling of a lens space is negative-definite [Sch07, Etn04], so Theorem 1.1 shows that \(Q_X \cong Q_X(p, q) \oplus (-1)^n\) for some \(n \geq 0\). However, since \(X\) is minimal, Lisca’s classification [Lis08, Theorem 1.1] shows that \(X\) is diffeomorphic to \(X(p, q)\). The conclusion about the miniversal deformation follows from the one-to-one correspondence given by [NPP10].

Unfortunately, there are many lens spaces which do not satisfy Theorem 1.1(iii) and yet only have one minimal symplectic filling up to diffeomorphism for any tight contact structure (e.g. \(L(n, n-1)\) with \(n \geq 4\) [Lis08]). Even though Lisca’s work provides a method to construct all symplectic fillings of a given lens space, it seems combinatorially challenging to obtain a description of all the lens spaces that admit a unique minimal symplectic filling up to diffeomorphism. Therefore, we pose this as a question:

**Question 2.** Is it possible to characterize all lens spaces \(L(p, q)\) such that a minimal symplectic filling of \((L(p, q), \xi)\) for any tight contact structure \(\xi\) is diffeomorphic to \(X(p, q)\)?

1.3. **Proof outline for Theorem 1.1** Theorem 1.1 is proven via the chain of implications

\[
(iii) \Rightarrow (i) \Rightarrow (iv) \Rightarrow (iii) \Rightarrow (ii)
\]

with \((iii) \Rightarrow (ii)\) being the most difficult step. The implication \((ii) \Rightarrow (i)\) holds, since the intersection form \(Q_{\mathbb{Z}}X(p_i, q_i)\) is defined on a group of rank \(b_2(\mathbb{Z}X(p_i, q_i))\). The implication \((i) \Rightarrow (iv)\) is obtained by noting that \(L(4, 1), L(9, 2), L(16, 3),\) and \(L(64, 23)\) bound rational homology balls, so a copy of \(X(4, 1), X(9, 2), X(16, 3),\) or \(X(64, 23)\) in \(\mathbb{Z}X(p_i, q_i)\) can be cut out and replaced by a rational homology ball to reduce the second Betti number. In order to obtain \((iv) \Rightarrow (iii)\), we show that if the plumbing graph for \(\mathbb{Z}X(p_i, q_i)\) contains one of the induced subgraphs listed in \((iii)\), then we can use the corresponding spherical generators to construct an embedded copy of \(X(4, 1), X(9, 2), X(16, 3),\) or \(X(64, 23)\) in \(\mathbb{Z}X(p_i, q_i)\).

To prove \((iii) \Rightarrow (ii)\) we invoke Donaldson’s diagonalization theorem [Don87]. Let \(L = \#_i L(p_i, q_i)\) be a connected sum of lens spaces and \(X\) be a smooth negative-definite filling of \(L\) with intersection

\(^4\)In the ensuing discussion, symplectic filling refers to the notion that is sometimes called a weak symplectic filling.
form $Q_X$. Since $-L = -\#_iL(p_i, q_i) \cong \#_iL(p_i, p_i - q_i)$, it admits a canonical negative-definite filling $\natural_iX(p_i, p_i - q_i)$. Therefore we can form a smooth closed negative-definite 4-manifold

$$X' := X \cup_L \natural_iX(p_i, p_i - q_i).$$

By Donaldson’s theorem [Don87], its intersection form $Q_{X'}$ is the standard diagonal form. The inclusions $X, \natural_iX(p_i, p_i - q_i) \hookrightarrow X'$ induce a morphism of integral lattices

$$Q_X \oplus Q_{\natural_iX(p_i, p_i - q_i)} \hookrightarrow \langle -1 \rangle^n,$$

where $n = b_2(X')$. Moreover, it can be checked that $Q_X$ is isomorphic to the orthogonal complement of the image of $Q_{\natural_iX(p_i, p_i - q_i)}$ in $\langle -1 \rangle^n$. In particular, if $Q_{\natural_iX(p_i, p_i - q_i)}$ admits a unique embedding in $\langle -1 \rangle^n$ up to automorphisms, then the intersection form $Q_X$ is uniquely determined. Therefore, it is enough to show that such an embedding is unique whenever $L$ satisfies (iii). Most of the article is devoted to proving this last step.

**Structure of the article.** In Section 2 we prove the easy steps of Theorem 1.1 (i.e. (ii) $\Rightarrow$ (i) $\Rightarrow$ (iv)) and reduce (iii) $\Rightarrow$ (ii) to a lattice theoretical statement (see Theorem 2.7). We then deduce Theorem 1.1 assuming Theorem 2.7. In Section 3 and Section 4 we prove Theorem 2.7 with the bulk of the technical analysis being contained in Section 3. In Section 5 we construct some examples of lens spaces that do not admit any small definite fillings of either sign. Finally, in Section 6 we use these examples to prove Theorem 1.5.

**Notation and conventions.** In this article, every 3-manifold is smooth, connected, closed, and oriented. All 4-manifolds are smooth, connected, compact, and oriented. We indicate with $\overline{Y}$ the manifold $Y$ with reversed orientation. For two manifolds $Y_1$ and $Y_2$, the symbol $Y_1 \cong Y_2$ is used to indicate that there is an orientation preserving diffeomorphism between $Y_1$ and $Y_2$. Unless explicitly otherwise stated, homology in this article is homology with integral coefficients.
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2. **Topology and the proof of Theorem 1.1**

In this section, we discuss the 4-manifold topology necessary for Theorem 1.1 and give the proof modulo a key technical result, Theorem 2.7, whose proof will occupy Section 3 and Section 4.

An integral lattice is a pair $(L, Q_L)$, where $L$ is a free abelian group and $Q_L : L \times L \to \mathbb{Z}$ is a symmetric bilinear pairing. A map of lattices is a linear map

$$\phi : (L, Q_L) \to (L', Q_{L'}).$$

preserving the bilinear pairings. In particular, the intersection form of a compact oriented 4-manifold $X$ defines a lattice $(H_2(X)/\text{tors}, Q_X)$, which we will often refer to as just $Q_X$.

Recall that any connected sum of lens spaces $L = \#_iL(p_i, q_i)$ bounds the boundary connected sum of canonical plumbings $X = \natural_iX(p_i, q_i)$. The intersection form of $X$ will be discussed in further detail in Section 3. However, for the purposes of this section the following well-known lemma contains all the necessary properties that we need for this section. Its proof makes use of a stronger statement (Lemma 3.4) that will be proven later.

**Lemma 2.1.** If $X = \natural_iX(p_i, q_i)$ is the boundary connected sum of canonical plumbings, then for any $x \in H_2(X)$ with $x \neq 0$, we have $Q_X(x, x) \leq -2$. In particular, $X$ is negative-definite and the intersection form does not contain any elements with $Q_X(x, x) = -1$. 

Proof. The intersection form of $-X$, that is, $X$ with the opposite orientation, is isomorphic to a lattice associated to a weighted plumbing graph in which every vertex has weight greater than or equal to two. Lemma 3.4 applied to such a plumbing graph shows that $Q_X(x, x) = -Q_X(x, x) \geq 2$ for every nonzero $x \in H_2(X)$. \hfill $\square$

2.1. Small fillings. Next we perform the necessary constructions to establish the implications (i) $\Rightarrow$ (iv) and (iv) $\Rightarrow$ (iii) in Theorem 1.1.

Lemma 2.2. Let $L = \#_i L(p_i, q_i)$ be a connected sum of lens spaces bounding a smooth negative-definite manifold $X$. If $X$ contains an embedded submanifold diffeomorphic to one of $X(4, 1)$, $X(9, 2)$, $X(16, 3)$, or $X(64, 23)$, then $L$ bounds a smooth negative-definite 4-manifold $X'$ with $b_2(X') < b_2(X)$.

Proof. We note that the lens spaces $L(4, 1)$, $L(9, 2)$, $L(16, 3)$, and $L(64, 23)$ all bound rational homology balls (see e.g. [Lis07a, Theorem 1.2]). The lemma follows from the more general observation that if $X$ contains an embedded submanifold $A$ diffeomorphic to $X(r, s)$, where $\partial X(r, s) \cong L(r, s)$ bounds a rational homology ball $B$, then we can form the smooth manifold

$$X' = (X \setminus \text{int} A) \cup_{-L(r, s)} B.$$  

Since $L(r, s)$ is a rational homology sphere, the Mayer-Vietoris exact sequence with rational coefficients quickly shows that $b_2(X') = b_2(X) - b_2(X(r, s))$ and Novikov additivity shows that $\sigma(X') = \sigma(X) - \sigma(X(r, s))$. Since both $X$ and $X(r, s)$ are negative-definite, this shows that $X'$ is negative-definite with $b_2(X') < b_2(X)$. \hfill $\square$

Let $F_1$ and $F_2$ be two smoothly embedded oriented surfaces intersecting transversely at a single point $p$ in a 4-manifold $X$. If $B$ is sufficiently small 4-ball around $p$, then $F_1$ and $F_2$ both intersect $B$ in a disk and the set $(F_1 \cup F_2) \cap \partial B$ is a Hopf link in $\partial B \cong S^3$. Since the Hopf link bounds an annulus in $B$ we may produce a connected embedded surface $F$ by replacing the two disks $F_1 \cap B$ and $F_2 \cap B$ by an annulus in $B$. This operation, which we refer to as resolving the intersection point between $F_1$ and $F_2$, will be used in the proof of the following lemma. An important observation is that the homology class represented by $F$ is

$$[F] = [F_1] + [F_2] \in H_2(X; \mathbb{Z}).$$

Lemma 2.3. Let $L = \#_i L(p_i, q_i)$ be a connected sum of lens spaces. If the canonical plumbing graph associated to $L$ contains one of the induced subgraphs in Theorem 1.1(iii), then $\#_i L(p_i, q_i)$ contains an embedded submanifold diffeomorphic to one of the plumbed 4-manifolds $X(4, 1)$, $X(9, 2)$, $X(16, 3)$, or $X(64, 23)$.

Proof. The manifolds $X(4, 1)$, $X(9, 2)$, $X(16, 3)$ and $X(64, 23)$ are plumbed according to the linear plumbing graphs

$$-4 \quad -5 \quad -2 \quad -6 \quad -2 \quad -2$$

and

$$-3 \quad -5 \quad -3 \quad -2$$

respectively. Thus the statement of the lemma is clearly true if the canonical plumbing graph contains one of the configurations [(a)] [(b)] [(c)] or [(d)].

If the induced subgraph [(d)] is contained in the plumbing graph, then we obtain an embedded sphere with self-intersection $-4$ by tubing together the two disjoint spheres with self-intersection $-2$. A tubular neighbourhood of this $-4$-framed sphere is a copy of $X(4, 1)$.

If the induced subgraph [(e)] is contained in the plumbing graph, then we obtain a copy of $X(9, 2)$ as a submanifold. Tubing the sphere of self-intersection $-3$ with one of the spheres of self-intersection $-2$ yields a sphere of self-intersection $-5$ that intersects the other sphere of self-intersection $-2$ in a single point. A tubular neighbour of the union of these two spheres of self-intersection $-5$ and $-2$ gives the desired copy of $X(9, 2)$.
In cases (f), (g) and (h), we obtain an embedded copy of $X(4,1)$. In each case, this can be obtained by taking a copy of each of the spherical generators and resolving the intersection points to obtain an embedded sphere of self-intersection $-4$.

Finally, for (i) we obtain an embedded copy of $X(16,3)$. An embedded sphere with self-intersection $-6$ is obtained by resolving the intersection point between the spheres of self-intersection $-3$ and $-5$. A tubular neighbourhood of this sphere along with tubular neighbourhoods of the two $-2$-framed spheres gives the copy of $X(16,3)$. □

2.2. Rigidity and the intersection form. In this section, we discuss the intersection forms of definite fillings.

Lemma 2.4. Let $Y$ be a closed oriented rational homology sphere which is the boundary of compact 4-manifolds $P$ and $X$, where $H_1(P) = 0$. If $W$ is the closed oriented 4-manifold $W = P \cup_Y -X$, then the inclusions $P, -X \hookrightarrow W$ induce a map of lattices

$$\iota: Q_P \oplus -Q_X \to Q_W$$

such that $-Q_X \cong \iota(Q_P)^\perp \subseteq Q_W$, where $\iota(Q_P)^\perp$ is the orthogonal complement of $\iota(Q_P)$ in $Q_W$.

Proof. Using a portion of the long exact Mayer-Vietoris sequence, we obtain the exact sequence

$$0 = H_2(Y) \to H_2(P) \oplus H_2(-X) \to H_2(W).$$

Since the maps induced by inclusion preserve the intersection pairing, this gives an embedding of lattices $\iota: Q_P \oplus -Q_X \to Q_W$ such that the image has full rank in $Q_W$. This implies that $\iota(Q_X)$ has finite index in $\iota(Q_P)^\perp$. Consider now the exact sequence

$$H_2(-X) \to H_2(W) \to H_2(W, -X)$$

Note that $H_2(W, -X)$ is torsion-free since it is isomorphic to $H_2(P, Y) \cong H^2(P)$ and the torsion subgroup of $H^2(P)$ is isomorphic to the torsion subgroup of $H_1(P) = 0$. Thus the quotient of $H_2(W)$ by the image of $H_2(-X)$ is torsion-free. However the quotient of $H_2(W)$ by the image of $H_2(-X)$ contains a subgroup isomorphic to the quotient $\iota(Q_P)^\perp/\iota(Q_X)$ and so we conclude that $\iota(Q_X) = \iota(Q_P)^\perp$. Since $\iota(Q_X)$ is isomorphic to $-Q_X$, the lemma follows. □

The following concept will play a key role in proving Theorem 1.1.

Definition 2.5. A lattice $(L, Q_L)$ is rigid, if for any positive integer $N$ and any pair of lattice maps $\phi, \phi' : (L, Q_L) \to (Z^N, \langle 1 \rangle^N)$, there is an automorphism $\alpha \in \text{Aut}(Z^N)$ such that $\phi' = \alpha \circ \phi$.

The relevance of this definition is that it gives a criterion for proving that for certain 3-manifolds the intersection form of any negative-definite filling is unique up to stabilisation with $\langle -1 \rangle$ summands.

Proposition 2.6. If $Y$ is a rational homology sphere which bounds a smooth positive-definite 4-manifold $P$ with $H_1(P) = 0$ such that the intersection form of $P$ is rigid, then for any pair of smooth negative-definite fillings $X$ and $X'$ with $b_2(X) \geq b_2(X')$, we have

$$Q_X \cong Q_X' \oplus \langle -1 \rangle^{b_2(X) - b_2(X')}.$$
such that \( t'(Q_P) \perp \) is isomorphic to \(-Q_X' \oplus (1)^{n-n'}\). However since the intersection form of \( P \) is rigid, there is an automorphism of \((\mathbb{Z}^n, (1)^{n'})\) carrying \( t'(Q_P) \) to \( t(Q_P) \). This automorphism restricts to give isomorphism between the orthogonal complements. \( \square \)

Any connected sum of lens spaces \( L = \#_i L(p_i, q_i) \) is the boundary of the manifold \(-\sharp_i X(p_i, p_i - q_i)\), which is positive-definite by Lemma 2.1. The key ingredient in the proof of the implication \((\text{iii}) \Rightarrow (\text{ii})\) of Theorem 1.1 is the following result which will be established in Section 4.

**Theorem 2.7.** If \( L = \#_i L(p_i, q_i) \) is a connected sum of lens spaces such that the corresponding plumbing graph does not contain any of the configurations in Theorem 1.1(iii) then the intersection form of \(-\sharp_i X(p_i, p_i - q_i)\) is a rigid lattice.

Modulo the proof of Theorem 2.7, we are ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** The implication \((\text{ii}) \Rightarrow (\text{i})\) is evident. The implication \((\text{i}) \Rightarrow (\text{iv})\) is established via its contrapositive in Lemma 2.2. The implication \((\text{iv}) \Rightarrow (\text{iii})\) is established via its contrapositive in Lemma 2.3. Finally, we establish \((\text{iii}) \Rightarrow (\text{ii})\). If \( L = \#_i L(p_i, q_i) \) is a connected sum of lens spaces satisfying the hypotheses of \((\text{iii})\) then the intersection form of \(-\sharp_i X(p_i, p_i - q_i)\) is rigid by Theorem 2.7. Thus Proposition 2.6 implies that any pair of smooth negative-definite fillings of \( L \) have the same intersection form up to stabilising with \((-1)\) summands. By Lemma 2.1, \( \sharp_i X(p_i, q_i) \) is a smooth negative-definite filling whose intersection form does not contain any elements of length \(-1\). Thus we see that every other possible intersection form must be obtained by stabilising the intersection form of \( \sharp_i X(p_i, q_i) \). \( \square \)

## 3. Canonical plumbings and rigidity

In this section we explore the relationship between the intersection form of \( \sharp_i X(p_i, q_i) \) and the intersection form of \(-\sharp_i X(p_i, p_i - q_i)\). We begin with some definitions.

**Definition 3.1.** Let \( P \) be a disjoint union of linear plumbing graphs and \( V(P) \) be the set of its vertices. We define the **lattice associated to** \( P \) to be the lattice

\[
(\mathbb{Z}V(P), Q_P),
\]

i.e. the group is the free abelian group generated by the vertices of \( P \) and the pairing \( Q_P \) is defined by the rule that for all vertices \( u, v \in V(P) \) we have

\[
Q_P(u, v) = \begin{cases} 
  w(v) & \text{if } u = v \\
  -1 & \text{if } u, v \text{ adjacent} \\
  0 & \text{otherwise,}
\end{cases}
\]

where \( w(v) \) is the weight of \( v \). For brevity, we often refer to \((\mathbb{Z}V(P), Q_P)\) simply as \( Q_P \).

It will frequently be convenient to think in terms of adjusted weights which are defined as follows.

**Definition 3.2.** Let \( P \) be a disjoint union of linear plumbing graphs. We define the **adjusted weight** of a vertex \( v \in P \) to be

\[
w'(v) := w(v) - d(v),
\]

where \( d(v) \) is the degree of \( v \).

**Notation 3.3.** When depicting a vertex in a plumbing graph we use a solid dot to indicate that the labelling is the weight \( w(v) \) and a hollow dot to indicate that the labelling is the adjusted weight \( w'(v) \).
For example, with this notational convention

\[
\begin{array}{ccc}
1 & 2 & 2 \\
\circ & \circ & \circ
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
2 & 4 & 3 \\
\bullet & \bullet & \bullet
\end{array}
\]

both depict the same plumbing graph.

If a 4-manifold \(X\) is obtained by plumbing \(D^2\)-bundles over \(S^2\) according to a weighted plumbing graph \(P\), then the intersection form of \(X\) is isomorphic to the lattice \((\mathbb{Z}V(P), Q_P)\), where the isomorphism sends a vertex to the corresponding spherical generator in \(H_2(X)\).

The following lemma taken with \(M = 2\) implies Lemma 2.1.

**Lemma 3.4.** If \(P\) is a disjoint union of linear plumbing graphs in which every vertex has weight \(w(v) \geq M\) for some integer \(M \geq 2\), then for any \(x \in \mathbb{Z}V(P)\) with \(x \neq 0\), we have \(Q_P(x, x) \geq M\).

**Proof.** If \(P\) can be decomposed into connected components \(P = \bigsqcup P_i\), then we have a decomposition of the lattice \(Q_P = \bigoplus Q_{P_i}\). Thus it suffices to prove the lemma when \(P\) is connected. In this case, suppose that we have vertices \(v_1, \ldots, v_n\), where these are ordered so that \(v_i\) and \(v_{i+1}\) are adjacent for \(i = 1, \ldots, n-1\). By hypothesis, \(w(v_i) \geq M\) for all \(i\). Thus if we take \(x = \sum_{i=1}^n c_i v_i\) for integers \(c_i\), then completing the square reveals that for any \(1 \leq j \leq n\) we have

\[
Q_P(x, x) = \sum_{i=1}^n (w(v_i) - 2) c_i^2 + \sum_{i=1}^{n-1} (c_i - c_{i+1})^2
\]

\[
\geq (w(v_j) - 2) c_j^2 + c_j^2 + (c_1 - c_2)^2 + \cdots + (c_{n-1} - c_n)^2 + c_n^2
\]

\[
\geq (w(v_j) - 2) |c_j| + |c_1| + |c_1 - c_2| + \cdots + |c_{n-1} - c_n| + |c_n|
\]

\[
\geq (w(v_j) - 2) |c_j| + 2|c_j|
\]

\[
= w(v_j) |c_j|
\]

\[
\geq M |c_j|
\]

where we applied the triangle inequality to show:

\[
|c_j| \leq |c_1| + |c_1 - c_2| + \cdots + |c_{j-1} - c_j|
\]

and

\[
|c_j| \leq |c_j - c_{j+1}| + \cdots + |c_{n-1} - c_n| + |c_n|.
\]

If \(x \neq 0\), then \(c_j \neq 0\) for at least one \(j\) and so we have the required bound. \(\square\)

### 3.1. The dual plumbing

A connected sum of lens spaces \(\#_i L(p_i, q_i)\) arises as the boundary the plumbings \(\natural_i X(p_i, q_i)\) and \(-\natural_i X(p_i, p_i - q_i)\). If the manifold \(\natural_i X(p_i, q_i)\) is obtained by plumbing according to a canonical plumbing graph \(P\) and \(-\natural_i X(p_i, p_i - q_i)\) is obtained by plumbing along a canonical plumbing graph \(P^*\), then we say that \(P^*\) is the dual of \(P\). The task of this section is to relate \(P\) and \(P^*\) explicitly.

We will work with negative continued fractions and use the following notation

\[
[a_1, \ldots, a_n]^- = a_1 - \frac{1}{a_2 - \frac{1}{\ddots - \frac{1}{a_n}}}
\]

Here and throughout the article, we will use \(a^{[m]}\) to denote the tuple

\[
\underbrace{a, a, \ldots, a}_m\]

with the understanding that $a^{[0]}$ denotes the empty tuple. The Riemenschneider point rule \cite{Rie74} tells us that if $p/q$ has the continued fraction of the form
\[
\frac{p}{q} = \left[2^{[a_0]}, b_1, 2^{[a_1]}, \ldots, b_k, 2^{[a_k]}\right] -
\]
where the $a_i$ and $b_i$ are integers satisfying $a_i \geq 0$ and $b_i \geq 3$, then $p/(p-q)$ takes the form
\[
\frac{p}{p-q} = \begin{cases} 
[a_0 + 1]^-, & \text{if } k = 0 \\
[a_0 + 2, 2^{[b_1 - 3]}, a_1 + 3, 2^{[b_2 - 3]}, \ldots, 2^{[b_k - 3]}, a_k + 2]^-, & \text{if } k \geq 1.
\end{cases}
\]

When recast in terms of plumbings (3.1) gives a nice relationship between the weights of $P$ and the adjusted weights of $P^*$. 

**Lemma 3.5.** Suppose that a plumbing graph $P$ contains a linear component of the form
\[
\begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\vdots \\
\bullet
\end{array}
\]

where the $c_i$ are integers satisfying
\[
(c_1, \ldots, c_n) = \left(2^{[a_0]}, b_1, 2^{[a_1]}, \ldots, b_k, 2^{[a_k]}\right),
\]
for $a_i$ and $b_i$ integers satisfying $a_i \geq 0$ and $b_i \geq 3$. Then the corresponding component of $P^*$ is of the form
\[
\begin{array}{c}
\circ \\
\circ \\
\circ \\
\vdots \\
\circ
\end{array}
\]

where
\[
(d_1, \ldots, d_n') = (a_0 + 1, 0^{[b_1 - 3]}, a_1 + 1, \ldots, 0^{[b_k - 3]}, a_k + 1).
\]

**Proof.** According to (3.1) the corresponding component of $P^*$ is of the form
\[
\begin{array}{c}
\bullet \\
\bullet \\
\bullet \\
\vdots \\
\bullet
\end{array}
\]

where
\[
(d_1, \ldots, d_n') = (a_0 + 1)
\]
if $k = 0$ and
\[
(d_1, \ldots, d_n') = (a_0 + 2, 2^{[b_1 - 3]}, a_1 + 3, 2^{[b_2 - 3]}, \ldots, 2^{[b_k - 3]}, a_k + 2)
\]
if $k \geq 1$. Subtracting the degree of the vertex from each of these weights produces the tuple of adjusted weights in the statement of the proposition. 

This allows us to recast the conditions of Theorem \ref{thm:working-conditions} in terms of the properties of the dual. More precisely, the conditions of Theorem \ref{thm:working-conditions} translate to the following list of conditions on the dual, which we will refer to as the Working Conditions.

**Working Conditions.** The Working Conditions for $\Gamma$, a disjoint union of linear plumbing graphs, are the following:

1. every vertex of $\Gamma$ satisfies $w(v) \geq 2$;
2. every vertex of $\Gamma$ satisfies $w'(v) \leq 3$ and $\Gamma$ contains at most one vertex $v$ with $w'(v) > 1$;
3. the graph $\Gamma$ does not contain three adjacent vertices with $w'(v) > 0$;
4. if $\Gamma$ contains a vertex $v$ with $w'(v) = 3$, then $\Gamma$ does not contain a subgraph of the form
   \[
   \begin{array}{c}
   \circ \\
   \circ \\
   \circ \\
   \vdots \\
   \circ
   \end{array}
   \]
   
   then $k \geq w'(v_0) + 1$. 

V. if $\Gamma$ contains a chain of adjacent vertices $v_0, \ldots, v_{k+1}$ where
\[
w'(v_0) \geq 1, \ w'(v_1) = \cdots = w'(v_k) = 0, \ w'(v_{k+1}) = 1 \text{ and } k \neq 0,
\]
then $k \geq w'(v_0) + 1$. 


VI the graph $\Gamma$ does not contain any subgraphs of the following forms:

(a) \[ \begin{array}{cccccc} 1 & 1 & 0 & 0 & 1 & 2 \\ \circ & \circ & \circ & \circ & \circ & \circ \end{array} \]

(b) \[ \begin{array}{cccccc} 3 & 1 & 0 & 0 & 1 \\ \circ & \circ & \circ & \circ & \circ & \circ \end{array} \]

Lemma 3.6. Let $P$ be a disjoint union of linear plumbing graphs with $w(v) \leq -2$ for all vertices. If $P$ does not contain any of the configurations listed in Theorem 1.1(iii) then the dual $P^*$ satisfies the Working Conditions.

Proof. Note that Condition I is implied by the definition of the dual $P^*$. The content of the lemma is in establishing the remaining five conditions. The strategy is to go through each of these conditions in turn and use Lemma 3.5 to show that if they fail then $P$ would contain one of the subgraphs listed in Theorem 1.1(iii).

If $P^*$ contains a vertex $v$ with $w'(v) = n > 1$, then Lemma 3.5 shows that $P$ contains a chain of $n - 1$ vertices of weight $-2$. Since $P$ cannot contain two nonadjacent vertices of weight $-2$, this implies that $n \leq 3$. Moreover if $P^*$ contains two vertices with $w'(v) \geq 2$, then this would give rise to two nonadjacent vertices of weight $-2$ in $P$. This establishes Condition II.

Suppose that $P^*$ contains a subgraph of the form

\[ \begin{array}{ccc} a & b & c \\ \circ & \circ & \circ \end{array} \]

with integers $a, b, c > 0$. Then Lemma 3.5 implies that $P$ contains a subgraph of the form

\[ \begin{array}{cccccc} -3 & -2 & -2 & -2 & \cdot & \cdot \\ \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \end{array} \]

where there are $b - 1$ vertices of weight $-2$. Irrespective of the value of $b$ this shows that $P$ contains one of the sub-plumbing graphs (d), (f), (g), or (h) from Theorem 1.1(iii). This establishes Condition III.

Condition IV is established by noting that if $P^*$ contains a vertex with adjusted weight three and a sub-plumbing graph of the form

\[ \begin{array}{ccc} 1 & & 1 \\ \circ & \circ \end{array} \]

then this would give rise to a configuration of the form (e) from Theorem 1.1(iii) in $P$.

Now suppose that $P^*$ contains a chain of adjacent vertices $v_0, \ldots, v_{k+1}$ where

\[ w'(v_0) \geq 1, w'(v_1) = \cdots = w'(v_k) = 0, w'(v_{k+1}) = 1 \text{ and } k \neq 0. \]

Condition II implies that $w'(v_0) \in \{1, 2, 3\}$. We consider each of these possibilities in turn.

- If $w'(v_0) = 1$, then this corresponds to a subgraph of the form

\[ -(k + 3) \]

in $P$. Thus in order to avoid a copy of Theorem 1.1(iii) (a) in $P$ we must have $k \geq 2$.

- If $w'(v_0) = 2$, then this corresponds to a subgraph of the form

\[ -(k + 3) -2 \]

in $P$. Thus in order to avoid a copy of Theorem 1.1(iii) (a) and (b) in $P$ we must have $k \geq 3$.

- If $w'(v_0) = 3$, then this corresponds to a subgraph of the form

\[ -(k + 3) -2 -2 \]

in $P$. Thus in order to avoid a copy of Theorem 1.1(iii) (a), (b) and (c) in $P$ we must have $k \geq 4$.
In all cases, we have established \( k \geq w'(v_0) + 1 \) which gives Condition VI.

Finally, we check that if \( P^* \) contains one of the configurations of Condition VI, then \( P \) would contain a subgraph containing one configurations listed in Theorem 1.1(iii). The correspondence is as follows:

(a) \[
\begin{array}{cccccc}
1 & 1 & 0 & 0 & 1 & 2 \\
\circ & \circ & \circ & \circ & \circ & \circ
\end{array}
\]
gives rise to a subgraph of the form
\[
\begin{array}{cccc}
-3 & -5 & -3 & -2 \\
\bullet & \bullet & \bullet & \bullet
\end{array}
\]
and

(b) \[
\begin{array}{cccccc}
3 & 1 & 0 & 0 & 1 & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ
\end{array}
\]
gives rise to a subgraph of the form
\[
\begin{array}{cccc}
-2 & -2 & -3 & -5 \\
\bullet & \bullet & \bullet & \bullet
\end{array}
\].

This establishes Condition VI.

\[\square\]

4. Rigid linear lattices

The objective of this section is to prove Theorem 2.7. Throughout this section, we will take \( \Gamma \) to be a disjoint union of linear plumbing graphs. The aim is to show that if \( \Gamma \) satisfies the Working Conditions, then the corresponding lattice \( Q_\Gamma \) is rigid. By Lemma 3.6 the dual of a plumbing graph satisfying Theorem 1.1(iii) satisfies the Working Conditions, therefore this is sufficient to establish Theorem 2.7.

To this end, we introduce some terminology specific to the problem of mapping linear lattices into diagonal lattices. Throughout this section, for simplicity we refer to the standard positive-definite lattice \((\mathbb{Z}^n, (1)^n)\) as \(\mathbb{Z}^n\).

**Definition 4.1.** An *embedding* of \( \Gamma \) into \(\mathbb{Z}^n\) is a function
\[
\phi : V(\Gamma) \to \mathbb{Z}^n
\]
such that for all \( u, v \in V(\Gamma) \), we have
\[
\phi(u) \cdot \phi(v) = \begin{cases} 
w(u) & \text{if } u = v \\
-1 & \text{if } u \text{ and } v \text{ adjacent} \\
0 & \text{otherwise.}
\end{cases}
\]

Since lattice maps of \( Q_\Gamma \) into \(\mathbb{Z}^n\) are determined by the image of the vertices, embeddings of \( \Gamma \) into \(\mathbb{Z}^n\) are in bijection with lattice maps of \( Q_\Gamma \) into \(\mathbb{Z}^n\). Similarly, we define what it means for a plumbing graph to be rigid.

**Definition 4.2.** A plumbing graph \( \Gamma \) is *rigid* if for any integer \( n \geq 1 \) and any pair of embeddings \( \phi, \phi' : V(\Gamma) \to \mathbb{Z}^n \), there is an element \( \alpha \in \text{Aut}(\mathbb{Z}^n) \) such that \( \phi'(v) = \alpha(\phi(v)) \) for each \( v \in V(\Gamma) \).

Thus the lattice \( Q_\Gamma \) is rigid in the sense of Definition 2.5 if and only if \( \Gamma \) is rigid as defined in terms of embeddings here.

For a vector \( v \in \mathbb{Z}^n \), we define the *support* of \( v \) to be
\[
\text{Supp}(v) := \{ e \in \mathbb{Z}^n \mid \|e\|^2 = 1 \text{ and } e \cdot v \neq 0 \} / (e \sim -e)
\]
that is the set of unit vectors pairing nontrivially with \( v \) up to sign. For vectors \( v_1, \ldots, v_k \in \mathbb{Z}^n \), we define the support of \( v_1, \ldots, v_k \) to be
\[
\text{Supp}(v_1, \ldots, v_k) := \text{Supp}(v_1) \cup \cdots \cup \text{Supp}(v_k).
\]
Remark 4.3. We quotient out the support by the relation $e \sim -e$, so as to avoid explicitly choosing an orthonormal basis for $\mathbb{Z}^n$. However, we see that for any choice of orthonormal basis $\text{Supp}(v)$ contains one element for each nonzero coordinate of $v$. This gives the inequality

$$\|v\|^2 \geq |\text{Supp}(v)|$$

with equality if and only if $v = e_1 + \cdots + e_k$ for some collection of distinct orthogonal unit vectors $e_1, \ldots, e_k \in \mathbb{Z}^n$.

Definition 4.4. An embedding $\phi : V(\Gamma) \to \mathbb{Z}^n$ is standard if

$$|\text{Supp}(\phi(u)) \cap \text{Supp}(\phi(v))| = \begin{cases} w(v) & \text{if } u = v \\ 1 & \text{if } u \text{ and } v \text{ are adjacent} \\ 0 & \text{otherwise} \end{cases}$$

for all vertices $u$ and $v$ in $V(\Gamma)$.

Remark 4.5. We make the following observations regarding standard embeddings:

(a) The plumbing graph $\Gamma$ always admits standard embeddings in $\mathbb{Z}^n$ provided $n$ is sufficiently large. Explicitly one can calculate that a standard embedding requires $-E + \sum_{v \in V(\Gamma)} w(v)$ distinct orthogonal unit vectors, where $E$ is the number of edges in $\Gamma$. Thus a standard embedding exists if and only if

$$n \geq -E + \sum_{v \in V(\Gamma)} w(v).$$

(b) If $\phi$ is a standard embedding of $\Gamma$ and $\alpha \in \text{Aut}(\mathbb{Z}^n)$ is an automorphism, then $\alpha \circ \phi$ is also standard. Conversely any pair of standard embeddings in $\mathbb{Z}^n$ are related by an automorphism. Thus a plumbing graph $\Gamma$ is rigid if and only if every embedding of $\Gamma$ is standard.

Next we define a relative version of rigidity.

Definition 4.6. We say that a subgraph $\Gamma'$ of a plumbing graph $\Gamma$ is rigid if for any integer $n \geq 1$ and for any pair of embeddings $\phi, \phi' : V(\Gamma) \to \mathbb{Z}^n$, there is an element $\alpha \in \text{Aut}(\mathbb{Z}^n)$ such that $\phi'(v) = \alpha(\phi(v))$ for each $v \in V(\Gamma')$.

For the rest of the article, whenever we are considering a plumbing graph $\Gamma$ together with a lattice embedding $\phi : V(\Gamma) \to \mathbb{Z}^n$ we will, by abuse of notation, denote $\phi(v)$ by $v$ for each $v \in V(\Gamma)$.

Lemma 4.7. If $\Gamma$ is a disjoint union of linear plumbing graphs satisfying the Working Conditions, then the subgraph $\Gamma'$ containing all vertices of weight two is rigid.

Proof. Let $\phi : V(\Gamma) \to \mathbb{Z}^n$ be an embedding. First, note that for any vertex $v$ of weight two we have $|\text{Supp}(v)| = 2$, which is to say $v$ can be written in the form $v = e_1 + e_2$ for two distinct orthogonal unit vectors in $\mathbb{Z}^n$. Secondly, note that if $v_1$ and $v_2$ are two adjacent vertices of weight two, we necessarily have that $|\text{Supp}(v_1) \cap \text{Supp}(v_2)| = 1$. Thus it remains to show that if $v_1$ and $v_2$ are two nonadjacent vertices of weight two, then $\text{Supp}(v_1)$ and $\text{Supp}(v_2)$ must be disjoint. If these supports were not disjoint, then we would have that $\text{Supp}(v_1) = \text{Supp}(v_2)$ and up to automorphisms of $\mathbb{Z}^n$ we could write $v_1$ in the form $v_1 = e_1 - e_2$ and $v_2 = e_1 + e_2$. However, in this case we have that $v \cdot v_1 \equiv v \cdot v_2 \mod 2$ for any vertex $v$, so every vertex which is adjacent to $v_1$ must also be adjacent to $v_2$. Since $\Gamma$ does not contain any cycles and $\Gamma$ contains at most one vertex with adjusted weight $w'(v) > 1$, we conclude that $v_1$ and $v_2$ lie in a connected component of $\Gamma$ taking the form

$$\begin{array}{c}
\bullet \\
2 & n & 2 \\
\bullet \\
\end{array}$$

for some $n \geq 2$. Such a component has adjusted weights

$$\begin{array}{c}
\circ \\
1 & n - 2 & 1 \\
\circ \\
\circ \\
\end{array}$$
However, such a configuration is forbidden by the Working Conditions: Condition 111 rules out the case $n > 2$ and Condition 110 rules out the case $n = 2$. Thus we have that $\text{Supp}(v_1)$ and $\text{Supp}(v_2)$ are disjoint, as required. 

Lemma 4.8. If $\Gamma$ is a disjoint union of linear plumbing graphs satisfying the Working Conditions, then any subgraph of $\Gamma$ with adjusted weights

\[
\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 1 \\
\circ & \circ & \circ & \cdots & \circ & \circ
\end{array}
\]

and containing at least three vertices is rigid.

Proof. Suppose that we have a chain of vertices $v_1, \ldots, v_k$ of $\Gamma$ with

\[
\begin{align*}
w'(v_1) &= w'(v_k) = 1 \\
w'(v_2) &= \cdots = w'(v_{k-1}) = 0.
\end{align*}
\]

By hypothesis, we are assuming that $k \geq 3$. Condition 110 implies that $k \geq 4$. We break down the proof into four cases.

Case 1. Both $v_1$ and $v_k$ are leaves in $\Gamma$.

If both $v_1$ and $v_k$ are leaves, then $v_1, \ldots, v_k$ are the vertices of a connected component of $\Gamma$ of the form

\[
\begin{array}{cccc}
2 & 2 & \cdots & 2 \\
\bullet & \bullet & \cdots & \bullet
\end{array}
\]

This is rigid by Lemma 4.7.

Case 2. Exactly one of $v_1$ and $v_k$ is a leaf in $\Gamma$.

Without loss of generality, we may assume that $v_1$ is the leaf. Thus $v_k$ has degree 2 and hence $w(v_k) = 3$. By Lemma 4.7, we can assume that for $i = 1, \ldots, k-1$ we have $v_i = e_i - e_{i-1}$, where $e_0, \ldots, e_{k-1}$ are distinct orthogonal unit vectors in $\mathbb{Z}^n$. Thus in order for $v_k$ to have the correct pairings with the other $v_i$ we see that its embedding must take the form

\[
v_k = a(e_0 + \cdots + e_{k-1}) - e_{k-1} + v',
\]

where $a$ is an integer and $v'$ is some vector satisfying $v' \cdot e_0 = \cdots = v' \cdot e_{k-1} = 0$. If $a = 0$, then this is a standard embedding since $v_k$ takes the form $v_k = -e_{k-1} + v'$ and so we $|\text{Supp}(v_k) \cap \text{Supp}(v_{k-1})| = 1$ and $\text{Supp}(v_k) \cap \text{Supp}(v_{k-1}) = \emptyset$ for $i = 1, \ldots, k-2$. Thus we can assume that $a \neq 0$. Computing the norm of $v_k$ yields that

\[
w(v_k) = 3 = (k-1)a^2 + (a-1)^2 + ||v'||^2 \geq (k-1) + (a-1)^2 + ||v'||^2.
\]

Since $k \geq 4$, this is possible only if $k = 4$, $a = 1$ and $v' = 0$. That is, $v_4 = v_k$ is embedded in the form $v_4 = e_0 + e_1 + e_2$. Since $v_4$ is not a leaf, there exists a vertex $v_5$ satisfying

\[
v_5 \cdot v_4 = -1 \text{ and } v_5 \cdot v_1 = v_5 \cdot v_2 = v_5 \cdot v_3 = 0.
\]

The pairings of $v_5$ with $v_1, v_2$ imply that $v_5 \cdot e_0 = v_5 \cdot e_1 = v_5 \cdot e_2$. Thus we have that

\[
v_4 \cdot v_5 = v_5 \cdot (e_0 + e_1 + e_2) = 3v_5 \cdot e_0 \neq -1 \text{ mod } 3.
\]

This is a contradiction showing that no such $v_5$ exists and, consequently, ruling out the possibility that $a \neq 0$.

Case 3. Neither $v_1$ nor $v_k$ is a leaf and $k \geq 5$.

In this case, $w(v_1) = w(v_k) = 3$. By Lemma 4.7, we can assume that we have $v_i = e_i - e_{i-1}$ for $i = 2, \ldots, k-1$, where $e_1, \ldots, e_{k-1}$ are distinct orthogonal unit vectors in $\mathbb{Z}^n$. In order to have the correct pairings, we see that $v_1$ and $v_k$ must take the forms

\[
\begin{align*}
v_1 &= a(e_1 + \cdots + e_{k-1}) + e_1 + v' \\
v_k &= b(e_1 + \cdots + e_{k-1}) - e_{k-1} + v'\prime
\end{align*}
\]
where $a$ and $b$ are integers and $v'$ and $v''$ are vectors satisfying

$$v' \cdot e_1 = \cdots = v' \cdot e_{k-1} = 0 \text{ and } v'' \cdot e_1 = \cdots = v'' \cdot e_{k-1} = 0.$$  

First we establish that $a = b = 0$. Suppose that one of $a$ or $b$ is nonzero. Without loss of generality, suppose that $a \neq 0$. Computing the norm of $v_1$ gives

$$3 = w(v_1) = (a + 1)^2 + (k - 2)a^2 + \|v'\|^2 \geq (a + 1)^2 + (k - 2)a^2.$$  

Since $k \geq 5$, the assumption that $a \neq 0$ implies that $v' = 0$, $a = -1$ and $k = 5$. This puts $v_1$ in the form $v_1 = -e_2 - e_3 - e_4$. However for such a $v_1$, we have $v_1 \cdot v_k = -3b + 1$. This contradicts the fact that $v_1 \cdot v_k = 0$. Thus we are forced to conclude that $a = b = 0$.

Thus we have $v_1$ in the form $v_1 = e_1 + v'$ and $v_k$ in the form $v_k = -e_{k-1} + v''$. Thus to show rigidity it remains to verify that $\text{Supp}(v_1) \cap \text{Supp}(v_k) = \emptyset$.

In particular, it suffices to assume that $\text{Supp}(v') \cap \text{Supp}(v'') \neq \emptyset$. Both $v'$ and $v''$ are vectors of norm two and they must be orthogonal to each other in order to ensure that $v_1 \cdot v_k = 0$. Thus we can assume for a contradiction that $v' = e_k + e_{k+1}$ and $v'' = e_k - e_{k+1}$. Hence $v_1$ and $v_k$ take the forms $v_1 = e_1 + e_k + e_{k+1}$ and $v_k = -e_{k-1} + e_k - e_{k+1}$. Now let $u$ be any other vertex. This has zero pairing with $v_2, \ldots, v_{k-1}$ so it must take the form

$$u = c(e_1 + \cdots + e_{k-1}) + u'$$

for some integer $c$ and $u'$ satisfying $u' \cdot e_1 = \cdots = u' \cdot e_{k-1} = 0$. However, for such $u$ we have $u \cdot v_1 \equiv u \cdot v_k \mod 2$. This shows that there is no vertex adjacent to $v_1$ but not to $v_k$. This is a contradiction allowing us to conclude that the subgraph given by $v_1, \ldots, v_k$ is rigid.

**Case 4.** Neither $v_1$ nor $v_k$ are leaves in $\Gamma$ and $k = 4$.

This is the final and most elaborate case and we reduce it to a computer calculation. We will show that $v_1, v_2, v_3, v_4$ arises in one of the following configurations, where the weights of $v_1, v_2, v_3, v_4$ are circled:

1. \begin{center}
   \begin{tabular}{cccccc}
   \hline
   2 & 3 & 2 & 2 & 3 & 2 \\
   \hline
   \end{tabular}
\end{center}

2. \begin{center}
   \begin{tabular}{cccccc}
   \hline
   2 & 3 & 2 & 2 & 3 & 3 \\
   \hline
   \end{tabular}
\end{center}

3. \begin{center}
   \begin{tabular}{cccccc}
   \hline
   2 & 2 & 3 & 2 & 2 & 3 \\
   \hline
   \end{tabular}
\end{center}

4. \begin{center}
   \begin{tabular}{cccccc}
   \hline
   2 & 2 & 3 & 2 & 2 & 3 \\
   \hline
   \end{tabular}
\end{center}

5. \begin{center}
   \begin{tabular}{cccccc}
   \hline
   2 & 3 & 2 & 2 & 3 & 2 \\
   \hline
   \end{tabular}
\end{center}

Since $v_1$ and $v_4$ are both of degree two we see that the plumbing graph locally takes the form

$$a \begin{array}{ccccccc}
\circ & 3 & 2 & 2 & 3 & b \\
\circ & \circ & \circ & \circ & \circ & \circ
\end{array}$$

for some integers $a$ and $b$ satisfying $a, b \geq 2$. In terms of adjusted weights this is

$$a' \begin{array}{ccccccc}
\circ & 0 & 0 & 1 & b' \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ
\end{array}$$

By symmetry, we can assume that $a' \leq b'$. Condition [III] implies that $b' \leq 3$. However the forbidden configuration from Condition [VII][b] rules out the possibility that $b' = 3$. Thus we see that $b' \leq 2$ and furthermore that $a' \leq 1$ if $b' = 2$ by Condition [III] This gives us the following possibilities for $a'$ and $b'$: $(a', b') \in \{ (0, 0), (0, 1), (0, 2), (1, 1), (1, 2) \}$. We consider each in turn:

- If $a' = b' = 0$, then we necessarily have $a = b = 2$, which is case [III].
• If \( a' = 0 \) and \( b' = 1 \), then we have that \( a = 2 \) and \( b \in \{2, 3\} \). If \( a = b = 2 \), then we are in case (1) again. If \( a = 2 \) and \( b = 3 \), then we are in case (2) since the vertex of weight \( b = 3 \) and adjusted weight \( b' = 1 \) must be adjacent to a vertex of adjusted weight zero by Condition III.

• If \( a' = 0 \) and \( b' = 2 \), then we have that \( a = 2 \) and \( b \in \{3, 4\} \). In either case, by Condition IV the vertex of weight \( a = 2 \) is adjacent to a vertex of adjusted weight zero and hence of weight two. If \( b = 3 \), then we must be in case (3). If \( b = 4 \), then we must be in case (1), since the vertex of weight \( b = 4 \) and adjusted weight \( b' = 2 \) must be adjacent to a vertex of adjusted weight zero by Condition III.

• If \( a' = b' = 1 \), then we can assume by symmetry that \( a \leq b \). If \( a = b = 2 \), then we have case (1). If \( a = 2 \) and \( b = 3 \), then we have case (2), since the vertex with weight \( b = 3 \) must be adjacent to a vertex of adjusted weight zero by Condition III. If \( a = 3 \) and \( b = 3 \), then we have case (5) since both vertices of weights \( a \) and \( b \) must be adjacent to vertices with adjusted weight zero by Condition III.

• The possibility that \( a' = 1 \) and \( b' = 2 \) cannot occur, since this would yield the forbidden configuration [a] from Condition VI.

In order to complete the proof of the lemma, we used the GAP computer algebra system [GAP21] to enumerate all possible embeddings of the five configurations (1)–(5). One finds that there are 14 embeddings to consider and in each of these embeddings the subgraph given by \( v_1, v_2, v_3, v_4 \) has a standard embedding. In particular, this implies that the subgraph given by \( v_1, v_2, v_3, v_4 \) is rigid, since it implies that no nonstandard embedding of these vertices can extend to an embedding of \( \Gamma \). For further details see Appendix A and Lemma A.1, in particular. □

**Definition 4.9.** A *chain of twos* in a plumbing graph \( \Gamma \) is a maximal connected subgraph \( v_1, \ldots, v_k \) such that each vertex \( v_i \) has weight two and \( k \geq 2 \). Here maximality means that it is not contained in any larger connected subgraph consisting entirely of vertices of weight two.

The following lemma shows that there are typically many chains of twos in a plumbing graph satisfying the Working Conditions.

**Lemma 4.10.** Let \( \Gamma \) be a disjoint union of linear plumbing graphs satisfying the Working Conditions and let \( v \) be a vertex of \( \Gamma \) with degree \( d(v) = 2 \). Then either \( v \) is contained in a chain of twos or \( v \) is adjacent to a chain of twos.

**Proof.** First observe that for any vertex \( u \) with adjusted weight \( w'(u) = 0 \), Condition IV implies that \( u \) is contained in a chain of twos. Thus if \( w'(v) = 0 \), then we conclude immediately that \( v \) is contained in a chain of twos. On the other hand, if \( w'(v) \geq 1 \), then Condition III implies that \( v \) is adjacent to a vertex \( u \) with adjusted weight \( w'(u) = 0 \). This vertex \( u \) is contained in a chain of twos as before. □

The following lemma will play an essential role in the induction procedure.

**Lemma 4.11.** Let \( \Gamma \) be a disjoint union of linear plumbing graphs satisfying the Working Conditions and containing a chain of twos \( v_1, \ldots, v_k \). If \( \Gamma \) admits an embedding with a vertex \( u \) such that

\[
|\text{Supp}(u) \cap \text{Supp}(v_1, \ldots, v_k)| \geq 2,
\]

then

(a) \( |\text{Supp}(u) \cap \text{Supp}(v_1, \ldots, v_k)| \geq 3 \),

(b) \( u \) is the unique vertex in \( \Gamma \) with \( w'(u) > 1 \), and

(c) \( \Gamma \) contains at least two chains of twos.

**Proof.** By Lemma 4.7 we can suppose that \( v_1, \ldots, v_k \) embed as \( v_i = e_i - e_{i-1} \), where \( e_0, \ldots, e_k \) are distinct orthogonal unit vectors in \( \mathbb{Z}^n \). We subdivide the analysis into several cases.

**Case 1.** Both \( v_1 \) and \( v_k \) are leaves.
Since $v_1$ and $v_k$ are leaves, the vertices $v_1, \ldots, v_k$ form a connected component of $\Gamma$ and $u$ is not adjacent to either $v_1$ or $v_k$. By Condition V we have either $k = 2$ or $k \geq 4$. In this case, the vertex $u$ must take the form

$$u = a(e_0 + \cdots + e_k) + u',$$

where $a$ is a nonzero integer and $u' \cdot e_0 = \cdots = u' \cdot e_k = 0$. Since $a$ is nonzero and $k \geq 2$, we evidently have $[a]$ of the lemma in this case.

Moreover, computing the norm of $u$ shows that $w(u) \geq k + 1$ with equality if and only if $u = \pm(e_0 + \cdots + e_k)$. However if $u = \pm(e_0 + \cdots + e_k)$, then $u$ must be an isolated vertex, since we cannot find a vector $z \in \mathbb{Z}^n$ with $z \cdot u = -1$ and $z \cdot v_1 = \cdots = z \cdot v_k = 0$. This implies that $w'(u) = w(u) = k + 1 \geq 3$ in this case. However, by Condition IV we have $w'(u) \leq 3$, implying that $w'(u) = 3$ and $k = 2$. However, this violates Condition IV since if $k = 2$, then $v_1$ and $v_2$ form two adjacent vertices with $w'(v_1) = w'(v_2) = 1$. Thus we conclude that $w(u) \geq k + 2 \geq 4$. This implies that $w(u) \geq 2$, giving $[b]$ of the lemma.

Now we argue that $u$ must have degree two in $\Gamma$. If $d(u) = 2$, then Lemma 4.10 and the fact that $w(u) > 2$ implies that $u$ is adjacent to a chain of twos, implying the existence a chain of twos distinct from $v_1, \ldots, v_k$ and verifying $[c]$ of the lemma. If $w(u) \geq 5$, then $d(u) = 2$, since $w'(u) = w(u) - d(u) \leq 3$ by Condition IV. Thus suppose that $w(u) = k + 2 = 4$. As we argued in the previous paragraph using Condition IV the fact that $k = 2$ implies that there cannot be a vertex of adjusted weight three and hence $w'(u) = 2$ giving $d(u) = 2$ as required.

**Case 2.** Exactly one of $v_1$ or $v_k$ is a leaf.

Without loss of generality, suppose that $v_1$ is a leaf and $v_k$ is not a leaf. Thus $v_k$ is adjacent to some vertex $v_{k+1}$. By the maximality condition in Definition 4.9 we have $w(v_{k+1}) \geq 3$. This implies that $w'(v_{k+1}) \geq 1$. Furthermore, Condition V implies that

$$k - 1 \geq w'(v_{k+1}) + 1 \geq 2. \tag{4.2}$$

In order to have the correct pairings with $v_1, \ldots, v_k$, we see that the vertex $v_{k+1}$ must take the form

$$v_{k+1} = b(e_0 + \cdots + e_k) - e_k + v',$$

where $b$ is an integer and $v' \cdot e_0 = \cdots = v' \cdot e_k = 0$.

We will argue first that $b = 0$, so that the hypothetical vertex $u$ that we are considering is not adjacent to $v_k$. To this end, suppose that $b$ is nonzero. Computing the norm of $v_{k+1}$ yields

$$w(v_{k+1}) = kb^2 + (b - 1)^2 + \|v'\|^2 \geq k$$

with equality if and only if $v_{k+1} = e_0 + \cdots + e_{k-1}$. Combining this inequality with 4.2, we have that

$$k \geq w'(v_{k+1}) + 2 \geq w(v_{k+1}) \geq k.$$

Thus we have $w(v_{k+1}) = w'(v_{k+1}) + 2$ and $v_{k+1} = e_0 + \cdots + e_{k-1}$. Since $d(v_{k+1}) = 2$, there is another vertex adjacent to $v_{k+1}$. However, we cannot find a vertex $z$ that satisfies $z \cdot (e_0 + \cdots + e_{k-1}) = -1$ and $z \cdot v_i = 0$ for $i = 1, \ldots, k$. It follows that $v_{k+1}$ must take the form $v_{k+1} = -e_k + v'$.

Thus we can assume $u$ must take the form

$$u = a(e_0 + \cdots + e_k) + u',$$

where $u' \cdot e_0 = \cdots = u' \cdot e_k = 0$ and $a$ is a nonzero integer. The fact that $k \geq 3$ establishes $[a]$ of the lemma.

Note that $w(u) \geq k + 1$ with equality if and only if $u = e_0 + \cdots + e_k$. A priori, one also has $w(u) = k + 1$ when $u$ takes the form $u = -(e_0 + \cdots + e_k)$, but this cannot occur, being incompatible with the requirement that $u \cdot v_{k+1} \in \{0, -1\}$. Hence we have $w'(u) \geq w(u) - 2 \geq k - 1 \geq 2$, implying $[b]$ of the lemma.
Now, we wish to show that $\Gamma$ contains an additional chain of twos disjoint from $v_1, \ldots, v_k$. If $d(u) = 2$, then as in the previous case we certainly get an additional chain twoos adjacent to $u$. Thus we can assume that $u$ has degree $d(u) \leq 1$. In this case, Condition III implies that

$$3 \geq w'(u) \geq w(u) - 1 \geq k \geq 3.$$ 

Thus we have that $w(u) = k + 1 = 4$, $d(u) = 1$, and $u$ must take the form $u = e_0 + \cdots + e_3$. Moreover, the pairing $u \cdot v_{k+1} = -1$ implies that $u$ must be adjacent to $v_{k+1}$. This implies that $\Gamma$ contains a connected component of the form

$$2 \quad 2 \quad 3 \quad 4$$

which has adjusted weights forbidden by Condition VI (b). Thus we can rule out the possibility that $d(u) \leq 1$ and conclude (e) of the lemma.

**Case 3. Neither $v_1$ nor $v_k$ is a leaf and $u$ is not adjacent to $v_1$ or $v_k$.**

Suppose that neither $v_1$ nor $v_k$ is a leaf. Assume the vertices $v_0$ and $v_{k+1}$ are distinct from $u$ and adjacent to $v_1$ and $v_k$, respectively. Since $v_1, \ldots, v_k$ form a chain of twos, the maximality condition in Definition 4.10 implies that $w(v_0), w(v_{k+1}) \geq 3$. This in turn implies that $w'(v_0), w'(v_{k+1}) \geq 1$. Note that Conditions III and IV imply that

$$(4.3) \quad k \geq w'(v_0) + 1 \quad \text{and} \quad k \geq w'(v_{k+1}) + 1.$$ 

In order to ensure that $u$ has zero pairing with $v_1, \ldots, v_k$, we see that $u$ has to take the form

$$u = a(e_0 + \cdots + e_k) + u'$$

where $a$ is a nonzero integer and $u' \cdot e_0 = \cdots = u' \cdot e_k = 0$. Since $k \geq 2$, this immediately establishes (a) of the lemma.

Computing the norm of $u$ yields $w(u) \geq k + 1$ with equality if and only if $u$ takes the form $u = \pm(e_0 + \cdots + e_k)$. If $w'(v_0) \geq 2$ or $w'(v_{k+1}) \geq 2$, then (4.3) implies $k \geq 3$ and hence

$$w'(u) \geq w(u) - 2 \geq k - 1 \geq 2.$$ 

This yields a contradiction, since there is at most one vertex with adjusted weight greater than one by Condition III. Thus $w'(v_0) = w'(v_{k+1}) = 1$. Hence, Lemma 4.8 implies that the subgraph of $\Gamma$ given by $v_0, \ldots, v_{k+1}$ is rigid. Thus if $u$ takes the form $u = \pm(e_0 + \cdots + e_k)$, then it pairs nontrivially with both $v_0$ and $v_{k+1}$, which is impossible. Thus we conclude

$$w(u) \geq k + 2 \geq 4 \quad \text{and} \quad w'(u) \geq 2,$$

allowing us to obtain (b) of the lemma.

If $u$ has degree two, then as in the previous cases it is adjacent to a chain of twos and this chain is distinct from $v_1, \ldots, v_k$, since $u$ is not adjacent to $v_1$ or $v_k$. If $u$ has degree $d(u) < 2$, then we have

$$3 \geq w'(u) \geq w(u) - 1 \geq k + 1 \geq 3.$$ 

In particular, we have $w'(u) = 3$. Since $u$ cannot be adjacent to both $v_0$ and $v_{k+1}$, we may assume without loss of generality that $u$ is not adjacent to $v_0$. Since $w(v_0) - 2 = w'(v_0) = 1$, we see that $v_0$ is adjacent to a vertex $v_{-1} \neq u$ which has adjusted weight $w'(v_{-1}) \leq 1$ by Condition III. Furthermore, since $w'(u) = 3$, Condition IV implies that $\Gamma$ cannot contain two adjacent vertices of adjusted weight one. Thus $w'(v_{-1}) = 0$ and we can apply Lemma 4.10 to obtain a second chain of twos in $\Gamma$ and hence (c) of the lemma in this case.

**Case 4. Neither $v_1$ nor $v_k$ is a leaf and $u$ is adjacent to $v_1$ or $v_k$.**

Without loss of generality, we may assume that $u$ is adjacent to $v_1$. Hence, we have $w'(u) \geq 1$ and $w(u) \geq 3$. Since $v_k$ is not a leaf, there is a vertex $v_{k+1}$, which is adjacent to $v_k$ and satisfies $w'(v_{k+1}) \geq 1$ and $w(v_{k+1}) \geq 3$. If we had both $w'(u) = 1$ and $w'(v_{k+1}) = 1$, then Lemma 4.8 would imply that the subgraph given by $u, v_1, \ldots, v_{k+1}$ is rigid, however the hypothesis on $u$ shows that this
subgraph is not rigid. Thus we have that \( w'(u) > 1 \) or \( w'(v_{k+1}) > 1 \). In either case, Conditions \[ \text{III} \] and \[ \text{IV} \] imply that \( k \geq 3 \).

Now, in order to obtain the correct pairings with \( v_1, \ldots, v_k \), the vertex \( u \) must take the form
\[
u = a(e_0 + \cdots + e_k) + e_0 + u'
\]
where \( a \) is a nonzero integer and \( u' \cdot e_0 = \cdots = u' \cdot e_k = 0 \). Since \( k \geq 3 \), it is evident that \[ \text{III} \] of the lemma holds.

Computing the norm of \( u \) shows \( w(u) \geq k \) with equality if and only if \( u = -(e_1 + \cdots + e_k) \). That is, we have equality only if \( a = -1 \) and \( u' = 0 \). However, we will see that \( u \) cannot take the form \( u = -(e_1 + \cdots + e_k) \). In order to obtain the correct pairings with \( v_1, \ldots, v_k \), the vertex \( v_{k+1} \) must take the form
\[
v_{k+1} = b(e_0 + \cdots + e_k) - e_k + u'
\]
where \( b \) is an integer and \( u' \cdot e_0 = \cdots = u' \cdot e_k = 0 \). If \( u = -(e_1 + \cdots + e_k) \), then we have that \( u \cdot v_{k+1} = -kb + 1 = 0 \), which is absurd. Thus we conclude that \( w(u) \geq k + 1 \geq 4 \). This implies that \( w'(u) \geq 2 \), giving \[ \text{III} \] of the lemma. Furthermore, Condition \[ \text{IV} \] implies that \( w'(v_{k+1}) = 1 \), \( w(v_{k+1}) = 3 \), and \( d(v_{k+1}) = 2 \).

Finally, we wish to show that there is an additional chain of twos in \( \Gamma \). If \( w'(u) = 3 \), then Condition \[ \text{IV} \] implies that \( \Gamma \) does not contain adjacent vertices with adjusted weight one. Thus \( v_{k+1} \) must be adjacent to vertices of adjusted weight zero on both sides, giving a second chain of twos distinct from \( v_1, \ldots, v_k \). Thus it remains to assume that \( w'(u) = 2 \). This implies that \( w(u) = 4 \), \( d(u) = 2 \), and \( k = 3 \). Now, since both \( u \) and \( v_{k+1} \) have degree two, they must be adjacent to two other vertices. If \( \Gamma \) contains no further chains of weight two, then Condition \[ \text{III} \] implies that the connected component of \( \Gamma \) containing \( u \) must take the form
\[
\begin{array}{ccccccc}
2 & 4 & 2 & 2 & 3 & 2
\end{array}
\]

One can verify by computer calculation that this particular graph is rigid (see Appendix \[ A \] and Lemma \[ A.2 \] for further details). In particular, it implies that \( |\text{Supp}(u) \cap \text{Supp}(v_1, \ldots, v_k)| = 1 \) contradicting the assumption on \( u \). This establishes \[ \text{III} \] in the final case and concludes the proof.

Finally we are ready to show that the Working Conditions imply rigidity.

**Theorem 4.12.** If \( \Gamma \) is a disjoint union of linear plumbing graphs satisfying the Working Conditions, then \( \Gamma \) is rigid.

**Proof.** We prove this by induction on the number of vertices in \( \Gamma \). For the base case we assume that \( \Gamma \) contains at most two vertices. It follows from Condition \[ \text{III} \] that \( \Gamma \) must be one of the following five graphs in this case:
\[
\begin{array}{cccc}
2 & 3 & 3 & 2 \end{array}, \quad \begin{array}{cccc}
2 & 2 & 2 & 3 \end{array}, \quad \begin{array}{cccc}
2 & 2 & 3 \end{array}, \quad \text{or} \quad \begin{array}{cccc}
2 & 4 \end{array}
\]

Each of these is easily checked to be rigid, giving the base case.

Now suppose that \( \Gamma \) contains at least three vertices. We will see that such a \( \Gamma \) must contain a chain of twos. If \( \Gamma \) has at least three vertices in one connected component, then it contains a vertex of degree two guaranteeing a chain of twos by Lemma \[ \text{IV} \] \[ \text{IV} \]. On the other hand if \( \Gamma \) contains only connected components with at most two vertices, then Condition \[ \text{III} \] implies that only one of these components contains a vertex with \( w'(v) > 1 \). Thus all but one of these components will take the following form
\[
\begin{array}{cccc}
2 & 2
\end{array}.
\]

Thus we can assume that \( \Gamma \) contains a chain of twos.

We claim further that \( \Gamma \) contains a chain of twos \( v_1, \ldots, v_k \) such that for every vertex \( v \notin \{v_1, \ldots, v_k\} \) we have
\[
|\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k)| \leq 1.
\]
Let $u_1, \ldots, u_k$ be a chain of twos. Suppose that there is a vertex $u$ not contained in the chain of twos $u_1, \ldots, u_k$ with
\[ |\text{Supp}(u) \cap \text{Supp}(u_1, \ldots, u_k)| \geq 2. \]
By Lemma 4.11, we see that $u$ is the unique vertex with $w'(u) > 1$ and that $|\text{Supp}(u) \cap \text{Supp}(u_1, \ldots, u_k)| \geq 3$. Moreover, $\Gamma$ must contain some other chain of twos $v_1, \ldots, v_k$. Now, suppose there is a vertex $v$ not contained in the chain of twos $v_1, \ldots, v_k$ such that
\[ |\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k)| \geq 2. \]
Again by Lemma 4.11, we have that $v$ is the unique vertex with $w'(v) > 1$ and that $|\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k)| \geq 3$. In particular, we conclude that $u = v$. However, as $\text{Supp}(u_1, \ldots, v_k)$ and $\text{Supp}(u_1, \ldots, u_k)$ are disjoint, this implies that
\[ w(v) \geq \text{Supp}(v) \geq 6, \]
contradicting Condition 11. Hence, we conclude that
\[ |\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k)| \leq 1 \]
for all vertices $v$ not contained in the chain of twos $v_1, \ldots, v_k$.

Now, take such chain of twos $v_1, \ldots, v_k$ and assume that $v_i$ is embedded as $v_i = e_i - e_{i-1}$ for each $i = 1, \ldots, k$. We break down the proof into three cases.

**Case 1. Both $v_1$ and $v_k$ are leaves.**

In this case, $v_1, \ldots, v_k$ forms a connected component of $\Gamma$ and for every other vertex we have $\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k) = \emptyset$. Let $\Gamma'$ be the plumbing graph obtained by deleting this component. Note that $\Gamma'$ also satisfies the Working Conditions. The embedding of $\Gamma$ restricts to give an embedding of $\Gamma'$. By the inductive hypothesis $\Gamma'$ is rigid and hence the induced embedding is standard. It follows that the original embedding of $\Gamma$ was standard. By Remark 4.5, this implies that $\Gamma$ is rigid.

**Case 2. Exactly one of $v_1$ and $v_k$ is a leaf.**

In this case, we can assume that there is a vertex $v_{k+1}$, which is adjacent to $v_k$. This vertex must take the form $v_{k+1} = -e_k + v'$ where $v' \cdot e_0 = \cdots = v' \cdot e_k = 0$. For all other vertices we must have $\text{Supp}(v) \cap \text{Supp}(v_1, \ldots, v_k) = \emptyset$. Now, let $\Gamma'$ be the plumbing graph obtained by deleting $v_1, \ldots, v_k$ and decreasing the weight of $v_{k+1}$ by one. Note that $\Gamma'$ also satisfies the Working Conditions. The plumbing graph $\Gamma'$ inherits an embedding in $\mathbb{Z}^n$ obtained by deleting $v_1, \ldots, v_k$ and sending $v_{k+1}$ into $\mathbb{Z}^n$ as $v'$. By the inductive hypothesis $\Gamma'$ is rigid and hence the induced embedding is standard. It follows that the original embedding of $\Gamma$ was standard. By Remark 4.5, this implies that $\Gamma$ is rigid.

**Case 3. Neither $v_1$ nor $v_k$ is a leaf.**

In this case, there are vertices $v_0$ and $v_{k+1}$ adjacent to $v_1$ and $v_k$ respectively. These must embed as $v_0 = e_0 + v'$ and $v_{k+1} = -e_k + v''$, where $v'$ and $v''$ satisfy $v' \cdot e_0 = \cdots = v' \cdot e_k = 0$ and $v'' \cdot e_0 = \cdots = v'' \cdot e_k = 0$. Take $\Gamma'$ to be the plumbing graph obtained by deleting $v_1, \ldots, v_k$ and decreasing the weights on $v_0$ and $v_{k+1}$ by one. Note that $\Gamma'$ also satisfies the Working Conditions. This inherits an embedding in $\mathbb{Z}^n$ obtained by deleting $v_1, \ldots, v_k$ and embedding $v_0$ and $v_{k+1}$ as $v'$ and $v''$. By the inductive hypothesis $\Gamma'$ is rigid and hence the induced embedding is standard. It follows that the original embedding of $\Gamma$ was standard. By Remark 4.5, this implies that $\Gamma$ is rigid. This completes the induction step.

This allows us to conclude with the proof of Theorem 2.7 which forms the final ingredient in the proof of Theorem 1.1.

**Proof of Theorem 2.7** By Lemma 3.16, the manifold $-\mathbb{Z}X(p_i, p_i - q_i)$ is plumbed according to a dual plumbing graph $P^*$ satisfying the Working Conditions. By Theorem 4.12, this implies the plumbing graph $P^*$ is rigid and hence the intersection form of $-\mathbb{Z}X(p_i, p_i - q_i)$ is also rigid. □
5. Lens spaces not bounding small definite manifolds

In this section, we use ideas from the previous sections to prove Theorem 1.6 which asserts the existence of lens spaces that do not admit a “small” negative-definite filling with either orientation. As in previous sections we use $\mathbb{Z}^N$ to denote the standard positive-definite diagonal lattice $(\mathbb{Z}^N, (1)^N)$.

Throughout this section we will use $L_{m,n}$ to denote the lens space $L(p,q)$, where $p/q$ is given by the continued fraction expansion

$$\frac{p}{q} = [g[n], (3, 2, 2, 2, 2)^m]^-$$

and $m$ and $n$ are positive integers. The examples in Theorem 1.6 will be obtained by choosing suitable examples among the $L_{m,n}$. By (5.1), we see that $p/(p - q)$ satisfies the continued fraction (5.1)

$$\frac{p}{p - q} = \left[2, (2, 2, 2, 2, 2, 3)^n, 7^{[m-1]}, 6\right]^- .$$

First we obtain a lower bound on any smooth negative-definite filling of $-L_{m,n}$.

**Proposition 5.1.** If $X$ is a smooth negative-definite filling of $-L_{m,n}$, then $b_2(X) \geq m - n + 1$.

**Proof.** Let $X$ be a smooth negative-definite filling of $-L_{m,n}$. We construct a smooth closed positive-definite 4-dimensional manifold $-X \cup L(p,q) - X(p,q)$. By Donaldson’s diagonalization theorem this has diagonalizable intersection form and so we obtain a map of lattices

$$-Q_{X(p,q)} \rightarrow \mathbb{Z}^N,$$

where $N = b_2(X(p,q)) + b_2(X)$. Here, $-X(p,q)$ is the 4-manifold obtained by plumbing according to the plumbing graph $\Gamma$:

$$a_1 \quad a_2 \quad a_3 \quad \cdots \quad a_\ell,$$

where the coefficients are given by the tuple

$$(a_1, \ldots, a_\ell) = \left( g[n], (3, 2, 2, 2, 2)^m \right).$$

Thus the map of lattices $-Q_{X(p,q)} \rightarrow \mathbb{Z}^N$ induces an embedding of $\Gamma$ into $\mathbb{Z}^N$. Let $\Gamma'$ be the subgraph of $\Gamma$ corresponding to the tuple $(3, 2, 2, 2, 2)^m$. One can check that $\Gamma'$ satisfies the Working Conditions from Section 3. Therefore $\Gamma'$ is rigid by Theorem 4.12. By the bound in Remark 4.14(a) this implies that $N \geq 6m + 1$ (the graph $\Gamma'$ has $5m - 1$ edges and the sum of its weights is $11m$).

Since $b_2(X(p,q)) = n + 5m$, this gives

$$b_2(X) = N - b_2(X(p,q)) \geq m - n + 1,$$

which is the desired bound on $b_2(X)$. \hfill \Box

Next we obtain a lower bound on any smooth negative-definite filling of $L_{m,n}$. The argument is similar although a little more delicate.

**Proposition 5.2.** If $X$ is a smooth negative-definite filling of $L_{m,n}$, then $b_2(X) \geq n - 1$.

**Proof.** Let $X$ be a smooth negative-definite filling of $L_{m,n}$. By the fact that $-L_{m,n} \cong L(p,p - q)$ and (5.1), we have that $-X(p,q)$ is the 4-manifold obtained by plumbing according to the plumbing graph $\Gamma$:

$$a_1 \quad a_2 \quad a_3 \quad \cdots \quad a_\ell,$$

where the coefficients are given by the tuple

$$(a_1, \ldots, a_\ell) = \left( 2, (2, 2, 2, 2, 2, 3)^n, 7^{[m-1]}, 6 \right).$$

In particular, we see that $b_2(X(p,p - q)) = m + 7n + 1$. We construct a smooth closed positive-definite 4-dimensional manifold $-X \cup L(p,p - q) - X(p,p - q)$. By Donaldson’s diagonalization theorem
this has diagonalizable intersection form and so we obtain an embedding of $\Gamma$ into $\mathbb{Z}^N$ where $N = b_2(X(p, p - q)) + b_2(X)$. We now separate the vertices of $\Gamma$ into two groups. We will use $v_1, \ldots, v_{7n}$ to denote the first $7n$ vertices, that is the vertices corresponding to the weights:

$$\left(2, (2, 2, 2, 2, 2, 2, 3)^{[n-1]}, 2, 2, 2, 2, 2\right)$$

and $u_0, \ldots, u_m$ to denote the remaining $m + 1$ vertices, that is the vertices corresponding to the weights:

$$\left(3, 7^{[m-1]}, 6\right).$$

The subgraph induced by the vertices $v_1, \ldots, v_{7n}$ satisfies the Working Conditions from Section 3 and is hence rigid by Theorem 4.12. Thus up to automorphisms of $\mathbb{Z}^N$ the vertices $v_1, \ldots, v_{7n}$ admit unique embedding and this is a standard embedding. Moreover, using the formula derived in Remark 4.5(a) this unique embedding uses $8n$ distinct orthogonal unit vectors. Thus we can assume that the first $7n$ vertices are embedded in $v_1, \ldots, v_{7n} \subseteq \langle e_1, \ldots, e_{8n} \rangle$.

**Claim.** Any nonzero vector $v \in \langle v_1, \ldots, v_{7n} \rangle \perp \subseteq \langle e_1, \ldots, e_{8n} \rangle$

has length $\|v\|^2 \geq 8$.

**Proof of Claim.** We will show that

$$\langle v_1, \ldots, v_{7n} \rangle \perp \subseteq \langle e_1, \ldots, e_{8n} \rangle$$

is isomorphic to the lattice $Q_P$ associated to the plumbing graph $P$ given by

$$\cdots 9 \quad \cdots 9 \quad 8 \quad \cdots.$$ 

Then Lemma 3.4 implies that every nonzero element $x$ of $Q_P$ satisfies $Q_P(x, x) \geq 8$. Thus this isomorphism is sufficient to prove the bound. Let $r/s \in \mathbb{Q}$ be defined by the continued fraction

$$r/s = \left[2, (2, 2, 2, 2, 2, 2, 3)^{[n-1]}, 2, 2, 2, 2, 2\right].$$

Since the plumbing graph for $-X(r, s)$ satisfies the Working Conditions, Theorem 4.12 shows that the intersection form of $-X(r, s)$ is rigid. On the other hand, $r/(r - s)$ has continued fraction

$$r/(r - s) = \left[[9]^{n-1}, 8\right],$$

and so the intersection form of $-X(r, r - s)$ is isomorphic to $Q_P$.

Now consider the smooth closed positive-definite 4-manifold

$$Z = -X(r, s) \cup -X(r, r - s).$$

By Donaldson’s diagonalization theorem and the fact that $b_2(Z) = b_2(X(r, s)) + b_2(X(r, r - s)) = 8n$, we have $Q_Z \cong \mathbb{Z}^{8n}$. By Lemma 2.3, the intersection form of $-X(r, r - s)$ is isomorphic to the orthogonal complement of $Q_{-X(r,s)}$ in $Q_Z \cong \mathbb{Z}^{8n}$. However, the rigidity of $Q_{-X(r,s)}$ shows that up to automorphism the vectors $v_1, \ldots, v_{7n}$ form a basis for the image of $Q_{-X(r,s)}$ in $\mathbb{Z}^{8n}$. Putting together all these facts we obtain

$$Q_P \cong Q_{-X(r,r-s)} \cong \langle v_1, \ldots, v_{7n} \rangle \perp \subseteq \mathbb{Z}^{8n},$$

as desired.

Since the vertices $u_1, \ldots, u_m$ satisfy $\|u_i\|^2 \leq 7$ and are orthogonal to $v_1, \ldots, v_{7n}$, the above claim shows that they all must have trivial pairing with the each of $e_1, \ldots, e_{8n}$. This implies that the embeddings of $u_1, \ldots, u_m$ must use at least $m$ additional unit vectors, and we have that $N \geq 8n + m$. Thus,

$$b_2(X) = N - b_2(X(p, p - q)) \geq 8n + m - (m + 7n + 1) = n - 1,$$

which is the required bound.

With these bounds in hand we exhibit the examples for Theorem 1.6.
Proof of Theorem 6.6. We take \( L_k \) to be the lens space \( L_{m,n} \) with \( m = 2k \) and \( n = k + 1 \). By Proposition 6.1, we see that a negative-definite filling \( X \) of \( -L_k \) satisfies \( b_2(X) \geq m - n + 1 = k \) and, by Proposition 6.2, a negative-definite filling \( X \) of \( L_k \) satisfies \( b_2(X) \geq n - 1 = k \).

\[ \square \]

6. Embedding lens spaces in 4-manifolds

We now turn our attention to embedding lens spaces in 4-manifolds.

Proposition 6.1. Let \( L_k \) be a lens space as given in Theorem 6.6. If \( L_k \) embeds as a separating submanifold of a smooth closed 4-manifold \( X \) with \( |\sigma(X)| \geq b_2(X) - 2 \), then \( k \leq b_2(X) \).

Proof. By hypothesis and Theorem 6.6, any smooth negative-definite filling of \( L_k \) or \( -L_k \) has \( b_2 \geq k \). Suppose that \( L_k \) smoothly embeds in a closed 4-manifold \( X \) as a separating submanifold and that \( |\sigma(X)| \geq b_2(X) - 2 \). By changing the orientation of \( X \) if necessary we may assume that \( \sigma(X) \leq 2 - b_2(X) \) and hence that \( b_2^+(X) \leq 1 \). The embedding of \( L_k \) in \( X \) gives a decomposition of \( X \) into two pieces \( X_1 \) and \( X_2 \) with \( \partial X_1 \cong -\partial X_2 \cong L_k \). Moreover, by Novikov additivity and the fact that a lens space is a rational homology sphere, we have that \( b_2^+(X) = b_2^+(X_1) + b_2^+(X_2) \) and \( b_2^-(X) = b_2^-(X_1) + b_2^-(X_2) \). Thus, we have that at least one of \( b_2^+(X_1) \) or \( b_2^+(X_2) \) is zero. That is, at least one of \( X_1 \) or \( X_2 \) is negative-definite. This implies that \( b_2(X_1) \geq k \) or \( b_2(X_2) \geq k \) and hence that \( b_2(X) \geq k \).

Mimicking arguments that can be found in [AGL17], we note that there is no spin 4-manifold that contains every lens space as a separating submanifold.

Proposition 6.2. If the lens space \( L(n, n - 1) \) with \( n \geq 1 \) odd smoothly embeds in a closed spin 4-manifold \( X \) as a separating submanifold, then

\[ n \leq 9b_2(X) + 1. \]

Proof. Note that since \( n \) is odd, the lens space \( L(n, n - 1) \) admits a unique spin structure. Cutting \( X \) along the embedded \( L(n, n - 1) \) yields a spin 4-manifold \( Z \) filling \( -L(n, n - 1) \). On the other hand, the manifold \( X(n, n - 1) \) is negative-definite and spin with \( b_2(X(n, n - 1)) = n - 1 \). Since the spin structure on \( L(n, n - 1) \) is unique, the closed 4-manifold \( W = X(n, n - 1) \cup_{L(n, n - 1)} Z \) is spin.

We have

\[ b_2(W) = b_2(Z) + n - 1 \leq b_2(X) + n - 1 \]

and

\[ |\sigma(W)| = |\sigma(Z) - n + 1| \geq n - 1 - b_2(X). \]

Thus by Furuta’s theorem [Fur01], we have

\[ b_2(X) + n - 1 \geq b_2(W) \geq \frac{5}{4} |\sigma(W)| \geq \frac{5}{4} (n - 1 - b_2(X)). \]

Rearranging implies that \( n \leq 9b_2(X) + 1 \).

\[ \square \]

Proof of Theorem 6.6. Let \( X \) be a smooth closed 4-manifold that contains every lens space as a smoothly embedded separating submanifold. Proposition 6.1 implies that \( X \) cannot be spin. Proposition 6.1 implies that \( |\sigma(X)| < b_2(X) - 2 \). However \( b_2(X) \equiv \sigma(X) \mod 2 \), so this implies that \( |\sigma(X)| \leq b_2(X) - 4 \).

\[ \square \]
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APPENDIX A. COMPUTER CALCULATIONS

We compile the results of the calculations necessary to complete the proofs of Lemma 4.8 and Lemma 4.11. Although these calculations could be carried out by hand, the details would be so tedious that computer calculation is certainly preferable. In both cases, we are required to classify all embeddings of certain linear plumbing graphs into $\mathbb{Z}^n$ for all $n$. Let $\Gamma$ be a linear plumbing graph of the form

$$a_1 \bullet a_2 \bullet a_3 \bullet \ldots \bullet a_m \bullet$$

If we take $M$ to be the matrix

$$M = \begin{pmatrix} a_1 & -1 & 0 & 0 \\ -1 & a_2 & -1 & 0 \\ 0 & -1 & \cdots & -1 \\ 0 & 0 & -1 & a_m \end{pmatrix},$$

then embeddings of $\Gamma$ in $\mathbb{Z}^n$ correspond to matrix factorizations of the form $A(A^T) = M$, where $A$ is an $m \times n$ integer matrix. Explicitly, the matrix $A$ corresponds to the embedding where the $i$th vertex $v_i$ is embedded as

$$v_i = a_{i1}e_1 + \cdots + a_{in}e_n,$$

and $a_{ij} \in \mathbb{Z}$ represents the $ij$ entry of $A$. Under this correspondence, automorphisms of $\mathbb{Z}^n$ correspond to permuting the columns of $A$ and multiplying columns by $-1$.

The OrthogonalEmbeddings command in GAP takes a symmetric integer matrix $M$ and produces, up to permutation of columns and multiplication of columns by $-1$, all integer matrices $A$ such that $A(A^T) = M$ and all columns of $A$ are nonzero [GAP21]. Thus given a plumbing graph $\Gamma$, we can use the OrthogonalEmbeddings to study all possible embeddings of $\Gamma$ into diagonal lattices.

The following lemma is necessary to justify Lemma 4.8.

Lemma A.1. For each of the following linear plumbing graphs, the subgraph comprising the vertices with red/circled weights is rigid:

(i) $\begin{pmatrix} 2 & 3 & 2 & 2 & 3 & 2 \\ \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \end{pmatrix}$

(ii) $\begin{pmatrix} 2 & 3 & 2 & 2 & 3 & 3 & 2 \\ \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \end{pmatrix}$

(iii) $\begin{pmatrix} 2 & 2 & 3 & 2 & 2 & 3 & 3 \\ \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \end{pmatrix}$

(iv) $\begin{pmatrix} 2 & 2 & 3 & 2 & 2 & 3 & 4 & 2 \\ \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \end{pmatrix}$

(v) $\begin{pmatrix} 2 & 3 & 3 & 2 & 2 & 3 & 3 & 2 \\ \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \end{pmatrix}$

Proof. For each of these graphs the procedure is the same. Using GAP, we list all the matrices corresponding to embeddings of the graph as described above. One can then verify that for each of these matrices the rows representing to the red/circled vertices corresponds to a standard embedding. Explicitly, this means that by permuting columns and multiplying columns by $-1$ the four rows representing the red/circled vertices can be put in the form

$$\begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & 0 & -1 & 1 & 1 & 0 & \ldots & 0 \end{pmatrix}$$
We now list the relevant matrices for each of the graphs in turn. The GAP code generating these matrices is given in Appendix B. In all cases the rows corresponding to the red/circled vertices are those between the horizontal lines in the matrices and one can easily see that they have the necessary properties.

(1) For the plumbing graph \[ \begin{array}{ccccccc}
2 & 3 & 2 & 2 & 3 & 2 \\
\end{array} \]
there is one possible matrix:

\[
\begin{pmatrix}
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
\end{pmatrix}
\]

(2) For the plumbing graph \[ \begin{array}{ccccccc}
2 & 3 & 2 & 2 & 3 & 3 & 2 \\
\end{array} \]
there are two matrices:

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(3) For the plumbing graph \[ \begin{array}{ccccccc}
2 & 2 & 3 & 2 & 2 & 3 & 3 \\
\end{array} \]
there are two matrices:

\[
\begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & -1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
\end{pmatrix}
\]
(4) For the plumbing graph

\[
\begin{array}{cccccccc}
2 & 2 & 3 & 2 & 2 & 3 & 4 & 2 \\
\end{array}
\]

there are four matrices:

\[
\begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & -1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(5) For the plumbing graph

\[
\begin{array}{cccccccc}
2 & 3 & 3 & 2 & 2 & 3 & 3 & 2 \\
\end{array}
\]

there are five matrices:
The following lemma is necessary to justify Lemma 4.11.

Lemma A.2. The following linear plumbing graph is rigid:

```
2 4 2 2 2 3 2
• • • • • • •
```

□
**Proof.** Using GAP we see that this graph admits a unique embedding. The GAP code verifying this is given in Appendix B.

**Appendix B. Code**

The following GAP code will carry out the calculations in Lemma A.1 and Lemma A.2.

```gap
ListEmbeddings:= function(coefs)
    local embeddings, k, M;
    M:=DiagonalMat(coefs);
    for k in [1..Length(coefs)-1] do
        M[k][k+1]:=-1;
        M[k+1][k]:=-1;
    od;
    embed:=OrthogonalEmbeddings(M);
    Print("----", coefs,"----","
    Print("Number of embeddings:",Length(embed.solutions),"
    for k in [1..Length(embed.solutions)] do
        Print(TransposedMat(embed.vectors{embed.solutions[k]}),"
    od;
    Print("--------","
end;

Print("Embeddings for Lemma A.1:"
ListEmbeddings([2,3,2,2,3,2]);
ListEmbeddings([2,3,2,2,3,2]);
ListEmbeddings([2,2,3,2,2,3,3]);
ListEmbeddings([2,2,3,2,2,3,4,2]);
ListEmbeddings([2,3,3,2,2,3,3,2]);

Print("Embeddings for Lemma A.2:"
ListEmbeddings([2,4,2,2,2,3,2]);
```
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