Converting dark matter to dark radiation does not solve cosmological tensions
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Tensions between cosmological parameters (in particular the local expansion rate $H_0$ and the amplitude of matter clustering $\sigma_8$) inferred from low-redshift data and data from the cosmic microwave background (CMB) and large-scale structure (LSS) experiments have inspired many extensions to the standard cosmological model, $\Lambda$CDM. Models which simultaneously lessen both tensions are of particular interest. We consider one scenario with the potential for such a resolution, in which some fraction of the dark matter has converted into dark radiation since the release of the CMB. Such a scenario encompasses and generalizes the more standard “decaying dark matter” model, allowing additional flexibility in the rate and time at which the dark matter converts into dark radiation. In this paper, we constrain this scenario with a focus on exploring whether it can solve (or reduce) these tensions. We find that such a model is effectively ruled out by CMB data, in particular by the reduced peak-smearing due to CMB lensing on the power spectrum and the excess integrated Sachs–Wolfe (ISW) signal caused by the additional dark energy density required to preserve flatness after dark matter conversion into dark radiation. Thus, such a model does not have the power to reduce these tensions without further modifications. This conclusion extends and generalizes related conclusions derived for the standard decaying dark matter model.

I. INTRODUCTION

Within the standard cosmological model, our Universe comprises cold dark matter (CDM), dark energy (DE) $\Lambda$, a small amount of baryonic matter, and radiation in the form of photons as well as massive neutrinos. The six parameters of this $\Lambda$CDM model have been constrained to very high ($\sim$-percent) precision by cosmological datasets such as the anisotropy power spectrum of the cosmic microwave background (CMB) measured by the Planck satellite\textsuperscript{11}. However, as we have obtained ever more precise constraints, tensions of varying significance between different datasets have emerged. One of the most well-known of these is the $H_0$ tension, the discrepancy of $\sim 5\sigma$ between certain measurements of the expansion rate of the Universe today when inferred from different datasets. The $H_0$ tension is largely driven by the discrepancy in the local measurement of the SH0ES collaboration\textsuperscript{2,5} and the model-dependent inference from the CMB (e.g., as constrained with Planck data) and/or large-scale structure data; it should be noted that many local measurements of $H_0$ are consistent with both Planck and SH0ES, albeit with larger error bars than the SH0ES measurement\textsuperscript{6}. In the coming years, such independent measurements of $H_0$ are forecast to get more precise, hopefully deciding finally whether the $H_0$ tension indeed requires new physics.

At somewhat less significance ($\sim 2 - 3\sigma$) is the $\sigma_8$ tension, a tension in the amount of clustering of matter seen between many late-Universe datasets and the CMB data (see eg 7\textsuperscript{12}). While this tension is not yet as strong as the $\sim 5\sigma$ tension seen in some probes of $H_0$, its consistency across several datasets is certainly intriguing.

These tensions could either be fluctuations (in the case of the less significant $\sigma_8$ tension); caused by experimental or astrophysical systematic effects; or real hints to new physics. If we do take the tensions at face value, as indicative of new physics, a simultaneous resolution of the two would be very compelling. In this work we consider a scenario with the potential for achieving this goal: a model which modifies the expansion rate and structure growth of the Universe by positing that some portion of the CDM has converted to dark radiation (DR) after the release of the CMB. This leads to a lower density of CDM today than predicted by the $\Lambda$CDM model fit to the Planck data, and as a result the DE becomes dominant earlier and leads to more accelerated expansion—and thus, a higher value of $H_0$. Simultaneously, due to a) the decay of some of the CDM after recombination; and b) the free-streaming of the DR decay product (which suppresses clustering), this model can also lead a decreased matter power spectrum $P(k)$, and thus a lower $\sigma_8$—a property that has led to this being suggested as a potential simultaneous solution of the tensions\textsuperscript{13,14}.

In Ref.\textsuperscript{13}, a phenomological, model-independent prescription for this conversion of CDM to DR was introduced; this includes (and generalizes) a decaying CDM (DCDM) scenario (e.g.,\textsuperscript{15,17}) in which some fraction of the CDM is unstable with a cosmological-scale lifetime $\tau$ and decays into DR. The amount of DCDM has been constrained using CMB, BAO, and LSS data (e.g.,\textsuperscript{16–27}), and also investigated as a solution to the Hubble and/or $\sigma_8$ tensions (e.g.,\textsuperscript{19,28,31}).

The model of Ref.\textsuperscript{13} allows for a time-dependent conversion of some fraction of the CDM to DR, occurring at an arbitrary cosmological time (set by a parameter of the theory); this should be contrasted with the exponential conversion of CDM to DR at the cosmological time corre-
sponding to its lifetime $\tau$ in the DCDM scenario. It was noted explicitly in Ref. [13] that this model can result in a higher $H_0$ as well as a lower value of $S_8$ than in $\Lambda$CDM and thus has the potential to allow for the simultaneous resolution of the $H_0$ tension and the $S_8$ tension.

In this work, we constrain this DM$\rightarrow$DR model, and compare it to $\Lambda$CDM using a Bayesian approach to investigate if it can indeed solve the Hubble or $S_8$ tensions. We find that, for CMB data, it is not preferred over $\Lambda$CDM, and that even when the SH0ES $H_0$ constraint is included in the analysis, the amount of CDM that converts to DR is constrained such that $H_0$ does not significantly increase relative to $\Lambda$CDM, while $S_8$ also remains nearly the same. We conclude that a model in which some fraction of the DM has converted to DR since recombination will not solve the cosmological concordance problem, unless other modifications are also considered, such as changes to the equation(s) of state of the species involved or additional (self)-interactions. In the course of our investigation, we explain the origin of these constraints in detail and correct various aspects of earlier implementations of this scenario. Our modified Boltzmann code is publicly available¹.

An outline of this paper is as follows. In Section II, we discuss the $H_0$ and $S_8$ tensions. In Section III we outline the theory of the DM$\rightarrow$DR model, including the modifications to the homogeneous Universe and the perturbation structure. In Section IV we describe the data products and likelihoods used in our analysis. In Section V we present our results. In Section VI we discuss our results and conclude.

## II. COSMOLOGICAL TENSIONS

### A. The $H_0$ tension

Assuming $\Lambda$CDM, the Planck CMB data predict $H_0 = 67.4 \pm 0.5$ km/s/Mpc [32]. This is derived from the direct measurement of the angular size of the acoustic scale in the CMB power spectrum. Some local measurements, which measure $H_0$ directly by constructing a distance-redshift relation (the [cosmic] “distance ladder”), are in tension with this result, e.g., the most recent measurement from the SH0ES collaboration, $H_0 = 73.04 \pm 1.04$ km/s/Mpc [33].

If this tension is not due to experimental or astrophysical systematics, one of these inferences is incorrect, and the tension can be taken as an indicator of new physics. The direct measurement is (in principle) model-independent, and thus we should address the modeling that predicts $H_0$ from the directly-constrained acoustic scale in the CMB. This calculation of $H_0$ relies on our model of the expansion history of the Universe since the CMB was released in the early Universe (at “recombination”), when the Universe was very young; and our model of the sound horizon at recombination. Solutions to the Hubble tension must modify (at least) one of these models, while remaining consistent with the Planck data. For a recent review of the proposed models to alleviate this tension, see [34].

**Direct measurements of $H_0$: the cosmic distance ladder**

We can measure $H_0$ today by directly measuring the apparent recession velocity and distance to distant objects. While velocity can be measured directly by measuring the redshift of spectra of objects, distance requires the use of a “standard candle” of known intrinsic brightness along with the distance-luminosity relation. Type Ia Supernovae (SNe) can be used as a standardizable candle to measure $H_0$; however, the normalization of their brightness is not known absolutely, and so they can only constrain the relative evolution of cosmological distance, $H(z)/H_0$. To constrain their intrinsic brightness, we need to know the absolute distance to some of the SNe; we measure this by using other standard candles, such as cepheids, which are known to obey a tight period-luminosity relation [35]. In turn, the cepheid intrinsic brightness is measured by taking parallax measurements of the nearest cepheids, in particular those in nearby galaxies. Thus we have the cosmic distance ladder: the parallax measurements of nearby cepheids are used to calibrate the more distant cepheids, which in turn are used to calibrate the nearby SNe; using this calibration, these and the more distant SNe are used to measure $H_0$.

The SH0ES collaboration uses this approach to measure $H_0$ directly as $H_0 = 73.04 \pm 1.04$ km/s/Mpc [33]. Other methods include using tip of the red giant branch (TRGB) stars instead of cepheids to calibrate the SNe; these measurements are in less tension with Planck, finding $H_0 = 69.8 \pm 1.9$ km/s/Mpc [33].

**Inference of $H_0$ from the CMB**

We infer $H_0$ from the angular scale $\theta_s$ imprinted on the CMB by baryonic acoustic oscillations (BAOs). $\theta_s$ is a projection of the physical sound horizon at recombination $r_s(z^\ast)$, according to

$$\theta_s = \frac{r_s(z^\ast)}{D_A(z^\ast)},$$

(1)

where $D_A(z^\ast)$ is the comoving angular diameter distance to the surface where the CMB was released at redshift $z^\ast$ (the “surface of last scattering”).

The sound horizon $r_s(z^\ast)$, the distance a sound wave could travel in the time between the beginning of the Universe and recombination, is given by the integral over

¹ https://github.com/fmccarthy/class_DMDR
comoving distance multiplied by the sound speed \(c_s(z)\):

\[
r_s(z^*) = \int_{z^*}^{\infty} \frac{dz}{H(z)} c_s(z); \quad (2)
\]

the comoving distance is given by\(^2\)

\[
D_A(z^*) = \int_{0}^{z^*} \frac{dz}{H(z)}. \quad (3)
\]

In these distance integrals, \(H(z)\) accounts for the geometry of the expanding Universe. Its form depends on the density of the Universe via the Friedmann equation:

\[
H(z) = \sqrt{\frac{8\pi G}{3} \rho(z)} \quad (4)
\]

where \(\rho(z)\) is the energy density of the Universe at redshift \(z\). Within \(\Lambda\)CDM, the form of \(\rho(z)\) is specified explicitly, and thus so is the \(z\)-dependence of \(H(z)\):

\[
\rho(z)_{ACDM} = \rho_m(z) + \rho_\gamma(z) + \rho_\nu(z) + \rho_\Lambda
\]

\[
= \rho_m^0 (1+z)^3 + \rho_\gamma^0 (1+z)^4 + \rho_\nu(z) + \rho_\Lambda, \quad (5)
\]

where the subscripts \(\{m, \gamma, \nu, \Lambda\}\) refer to the components of the Universe within \(\Lambda\)CDM: matter \(m\) (including CDM and baryons); radiation \(\gamma\) (including photons and massless neutrinos); massive neutrinos \(\nu\); and the cosmological constant \(\Lambda\), respectively; the values of \(\rho_i\) must be measured to fully characterize \(\rho(z)_{ACDM}\).

\(\rho_m^0\) and \(\rho_\gamma^0\) are the densities of matter and radiation today; \(\rho_m^0\) is constrained indirectly from the CMB, which most directly constrains \(\rho_m(z) \approx z^*\), by assuming the standard evolution of matter \(\rho_m(z) \propto (1+z)^3\). \(\rho_\gamma^0\) is constrained from the monopole temperature of the CMB\(^{36}\). \(\rho_\nu(z)\), the evolution of the neutrino density, is also constrained from the CMB; the form of its evolution \(\rho_\nu(z)\) depends on the neutrino mass but is specified within \(\Lambda\)CDM. The only remaining component of the density is \(\rho_\Lambda\). However, the CMB directly constrains \(\theta_s\); and the physics of the sound speed \(c_s(z)\) are well understood within \(\Lambda\)CDM. Thus, the CMB data along with Equation \((1)\) specify \(\rho_\Lambda\); as such, \(H(z)\), including its value today \(H_0 = H(z = 0)\), is fully specified by the CMB within \(\Lambda\)CDM, although it is useful to break the “geometric degeneracy”\(^{37}\) in the fit to CMB data using an external probe of the matter density, such as BAO or CMB lensing data. \(Planck\) finds \(H_0 = 67.4 \pm 0.5\) km/s/Mpc\(^{32}\); similar inferences which use the BAO scale of galaxy surveys (as opposed to the CMB) are in agreement with this, with the DES survey combined with BOSS BAO data and BBN data finding \(H_0 = 67.4 \pm 1.2\) km/s/Mpc\(^{38}\).

\(H_0\) inferences using the cosmic “inverse” distance ladder (see, e.g.\(^{39}\)\(^{40}\)), wherein an absolute SNIa luminosity calibration is determined directly from the BAO scale (by comparing directly luminosity and the BAO angular distance measurement at the same redshift), are also not in tension with \(Planck\), with \(40\) finding \(H_0 = 69.71 \pm 1.29\) for an analysis in which the SNe were calibrated from the BAO angular sound horizon (which itself was calibrated from the CMB angular sound horizon). Such methods disfavor models that modify cosmic evolution after recombination to attempt to increase \(H_0\), as they depend only on the fact that the BAO scale is the same at \(z \approx 1100\) and at low redshifts. However, the error bars are large enough that some potential wiggle room remains.

To infer a different value of \(H_0\), there are three options: modify the pre-recombination sound speed; modify \(\rho(z)\) before recombination; or modify \(\rho(z)\) after recombination (or some combination of these). In this work, we focus on the modification of \(\rho(z)\) after recombination, in particular by modifying the evolution of the CDM density. We allow some component of the CDM to convert into dark radiation (DR), and thus modify the form of \(\rho_m(z)\) while also adding a new component \(\rho_{DR}(z)\) to Equation \((5)\).

This can lead to a different value of \(\rho_\Lambda\), as well as a different value of \(\rho_m^0\), a different \(z\)-evolution \(H(z)\), and a different value of \(H_0\) today.

**B. The \(S_8\) tension**

The \(S_8\) parameter is defined as

\[
S_8 \equiv \sigma_8 \left( \frac{\Omega_m}{0.3} \right)^{0.5} \quad (7)
\]

\(\Omega_m \equiv \rho_m^0 / \rho_c^0\) is the density of matter today as a fraction of the critical density \(\rho_c^0\) and \(\sigma_8\) measures the rms amplitude of linear matter density fluctuations over a sphere of radius \(R = 8\) Mpc/h at \(z = 0\):

\[
(\sigma_8)^2 = \frac{1}{2\pi^2} \int \frac{dk}{k} W^2(kR)k^3 P(k), \quad (8)
\]

where \(P(k)\) is the linear matter power spectrum today and \(W(kR)\) is a spherical top-hat filter of radius \(R = 8\) Mpc/h.

There is a slight tension emerging between \(S_8\) as measured from late-Universe datasets and indirectly inferred the CMB; i.e., by constraining the \(\Lambda\)CDM parameters from the CMB and calculating the resulting \(S_8\). In particular, weak lensing surveys such as KIDS measure \(S_8 = 0.759 \pm 0.024\)\(^8\); clustering surveys analyses such as BOSS also consistently find low \(S_8\)\(^{10, 11}\). DES measures \(S_8 = 0.776 \pm 0.017\) from galaxy-galaxy lensing\(^9\) (the combined analysis of the clustering of foreground galaxies and lensing of background galaxies). These numbers should be compared to the indirect \(Planck\) constraint, \(S_8 = 0.834 \pm 0.016\) from the primary CMB\(^{32}\). While CMB lensing from \(Planck\) alone is not in tension with respect to the primary CMB constraints, its

---

\(^2\) We work in units with the speed of light \(c = 1\).
that scenarios in which the transition is yet to begin are past: 

\[ \frac{1}{a^3} \frac{d}{dt} (\rho_{DM} a^3) = -\frac{1}{a^3} \frac{d}{dt} (a^4 \rho_{DR}), \]  

which allows us to explicitly write the DR density as

\[ \rho_{DR}(a) = \zeta \frac{\rho_{DM}^0 (1 + a_t^\kappa)}{a^3 (a^\kappa + a_t^\kappa)} \times \left( (a^\kappa + a_t^\kappa) \frac{2}{\kappa} \frac{1}{1 + \frac{1}{\kappa}}; -\left( \frac{a}{a_t} \right)^\kappa - a_t^\kappa \right), \]  

where \( \, _2F_1(b, c; d; z) \) is the hypergeometric function.

The ansatz in Equation (9) encompasses and generalizes the standard decaying DM model, in which a sub-component of the DM exponentially decays with lifetime \( \tau \). Such a model is accurately captured by setting \( \kappa = 2 \) in Equation (9) and setting \( a_t \) such that \( H(a_t) \approx \Gamma \), where \( \Gamma \) is the DM decay rate. As pointed out in Ref. [13], a model in which a sub-component of the DM undergoes Sommerfeld-enhanced annihilation can be accurately represented by setting \( \kappa = 1 \). This approach thus naturally encompasses a wide range of possible scenarios in which DM converts to DR, in a relatively model-independent manner.

### Impact on the expansion of the Universe

This modification to the evolution of the background density of the Universe directly changes the evolution of the Hubble rate \( H(a) \). In order to compare with ΛCDM, we must think about what parameters should remain fixed. In our ΛCDM plots in Figures 1 and 2 we fix the background cosmological parameters to the best-fit values from the Planck fit to the CMB alone (TT-EE-TE): thus for the ΛCDM case we take \{100°s = 1.040909, Ω_b h^2 = 0.022383, Ω_{CDM} h^2 = 0.12011\}, where \( \theta_s \) is the angular size of the acoustic scale at last scattering, \( \Omega_b h^2 \) is the physical density of baryons today, and \( \Omega_{CDM} h^2 \) is the physical density of CDM today (these quantities are directly constrained by the CMB).

For the modified DM case, we must consider that the CMB does not directly constrain the density of CDM today, but instead the density of CDM when it was released at \( z = z^* \approx 1100 \), the redshift of the surface of last scattering. Thus we modify \( \Omega_{CDM} h^2 \) in the DM→DR plots to demand that the matter density at the redshift of last scattering matches the constraint from the CMB; this results in the relation

\[
\Omega_{CDM} h^2_{\text{ACDM}} = \left( \Omega_{CDM} h^2_{\text{DM→DR}} \right) \left[ 1 + \zeta \frac{1-e^\kappa}{1+(\frac{a_t}{a})^\kappa} \right].
\]
where \( a_* = \frac{1}{1+z} \) was the scale factor at the time of last scattering. Note that \( \Omega_{CDM} h^2 \) includes the density both of the converting part and the non-converting part of the DM.

The evolution of the resulting DM and DR densities are shown in Figure 1 for some choices of the DM→DR parameters. Note that because we hold \( \theta_* \) fixed in each case, it is not immediately straightforward to calculate the evolution of these densities directly, as one must deduce \( H_0 \) (more generally \( H(z) \), in particular by finding the dark energy density \( \rho_\Lambda \) required to make the Universe flat) appropriately. In the plots in Figures 1 and 2 we have deduced \( H_0 \) using the “shooting” method implemented in CLASS [11].

In Figure 2 we show on the left how these density evolutions lead to an earlier redshift of \( \Lambda \)-matter equality, and thus result in a higher value of \( H_0 \) today, as is shown on the right.

B. Perturbative cosmology

The perturbations to the homogeneous background, which give rise to the CMB and the clustering of matter today, are evolved with the linearized perturbed Einstein–Boltzmann equations. This is done numerically, usually with an Einstein–Boltzmann solver such as CLASS [11] or CAMB [42]. In our implementation of the DM→DR dark matter model, we modify CLASS.

Both the DM and the DR perturbations must be evolved correctly, even though the DR perturbations cannot be detected directly: they interact gravitationally with the perturbations to the Universe’s spacetime metric, and thus indirectly with the measureable perturbations of interest, in particular the DM perturbations and the perturbations to the photon fluid (which we observe as the CMB). Following Ref. [13], in this Subsection we present the Boltzmann equations for the DM and DR.

Formally, the fluids obey the Boltzmann equation

\[
\frac{df_i}{dt} = Q_i, \tag{14}
\]

where \( f_i \) is the distribution function of either DM or DR, and \( Q_i \) is the appropriate collision term. For the system as a whole, there are no collisions (i.e., \( \sum_i Q_i = 0 \)) and so \( Q_{DR} = -Q_{DM} \equiv Q \). The 0th-order, momentum-integrated Boltzmann equation is

\[
\frac{1}{a^3} \frac{d}{dt} \left( a^3 \rho_{DM}^{(0)} \right) = -\frac{1}{a^3} \frac{d}{dt} \left( a^3 \rho_{DR}^{(0)} \right) = -Q^{(0)}, \tag{15}
\]

where superscript \( (0) \) refers to 0th-order (background) quantities, and so we see (from comparison with the derivative of Equation (1)) that the 0th-order collision term is

\[
Q^{(0)} = \frac{H \kappa \rho_{DM}^0 \zeta}{a^3} \left( \frac{a^\kappa + \left( \frac{a}{a_*} \right)^\kappa}{\left( 1 + \left( \frac{a}{a_*} \right)^\kappa \right)^2} \right). \tag{16}
\]

The perturbations are evolved with the 1st-order Boltzmann equation; to evolve these we need to specify the perturbation to \( Q \), i.e. \( Q^{(1)} \). We follow the “minimal option” of Ref. [13]:

\[
Q^{(1)} = Q^{(0)} \delta_{DM} \tag{17}
\]

where \( \delta_{DM} \equiv \frac{\delta \rho_{DM}}{\rho_{DM}^{(0)}} \) is the dimensionless perturbation to the DM density, with \( \delta \rho_{DM} \equiv \rho_{DM}^{(1)} \) the dimensionful perturbation. The exact specification of \( Q^{(1)} \) is model-dependent, but any change from the ansatz in Equation (17) must be proportional to \( Q^{(0)} \), as emphasized in Ref. [13]. Since this is already tightly constrained (see below) solely by the evolution of background densities, any correction to this assumption will have a negligible impact on our results. It is also worth noting that in the standard decaying DM scenario Equation (17) is exact, and even in a Sommerfeld-enhanced annihilation scenario the corrections to it are negligible [13].

In the synchronous gauge, the perturbed FRW (Friedmann–Robertson–Walker) metric is

\[
d\! s^2 = g_{\mu\nu}dx^\mu dx^\nu = a^2 \left( -dt^2 + (\delta_{ij} + h_{ij}) dx^i dx^j \right), \tag{18}
\]

where \( \tau \) is conformal time; \( \delta_{ij} \) is the Kronecker delta in three (spatial) dimensions; and \( h_{ij} \) are the synchronous metric perturbations (with three-dimensional trace \( h \equiv \sum_i h_{ii} \)). In this gauge the Boltzmann equations for the DM→DR model are\(^5\): \(^5\)

\[
\delta_{DM}' = -\frac{\dot{h}'}{2}; \tag{19}
\]

\[
\theta_{DM}' = -\mathcal{H} \theta_{DM}, \tag{20}
\]

with prime (’) denoting differentiation with respect to conformal time and \( \mathcal{H} \equiv \frac{a'}{a} \).

The DR field is defined in terms of its perturbed phase-space distribution

\[
f_{DR}(\vec{x}, \vec{p}, \tau) = f_{DR}^{(0)}(p, \tau) \left( 1 + \Psi_{DR}(\vec{x}, \vec{p}, \tau) \right), \tag{21}
\]

where \( f_{DR}^{(0)}(p, \tau) \) is the background phase-space distribution and \( \Psi_{DR}(\vec{x}, \vec{p}, \tau) \) is its perturbation. \( \Psi_{DR} \) is expanded over the Legendre polynomials \( P_\ell(\mu) \) in moments

\[^5\] Due to the “minimal” assumption for \( Q \), the Boltzmann equations for the perturbations to the component of the DM that converts into DR coincide with those for the perturbations to the component that undergoes standard evolution, and so we retain the very general subcript \( DM \) here.
FIG. 1: Left: The evolution of the CDM density in the DM→DR model for various values of the conversion rate $\kappa$ (with $\zeta = 0.1$ and $a_t = 0.1$ fixed), compared to that of $\Lambda$CDM. The parameters are chosen such that $\theta_c$, the angular scale of the CMB peaks, is the same for each case; the density of CDM $\Omega_{\text{CDM}}h^2$ is modified such that the CDM densities are equal in the two models at $z \approx 1100$ when the CMB was released; this is evident in the $\rho_{\text{CDM}}$ plot where we see that the curves all intersect at $a \approx 10^{-3}$. Right: The evolution of the DR density, with the evolution of the standard photon density also shown (by the gray dashed line); this is unchanged between the $\Lambda$CDM and DM→DR models, with the photon density always evolving as $a^{-4}$ and with its value set by the temperature of the CMB.

FIG. 2: Left: The (constant) DE density $\rho_\Lambda$ divided by the total CDM density $\rho_{\text{CDM}}$. We see that the departures from $\Lambda$CDM increase the redshift of matter-$\Lambda$ equality such that $\Lambda$ becomes dominant in the DM→DR model earlier than in $\Lambda$CDM. This leads to a higher value of $H_0$ today, as shown in the right panel. Right: The evolution of the Hubble parameter $H(z)$ in the DM→DR model compared to $\Lambda$CDM.

according to

$$\Psi_{\text{DR},\ell}(\tau,k,p) = \frac{1}{(-i)\ell} \int_{-1}^{1} \frac{d\mu}{2} P_\ell(\mu) \Psi(\vec{k},\vec{p},\tau)$$  \hspace{1cm} (22)

where $\mu \equiv \hat{p} \cdot \hat{k}$ is the angle between the wavenumber $\vec{k}$ (after going to Fourier space) and the DR momentum $\vec{p}$. Following Ref. [17], we consider the rescaled momentum-integrated quantities $F_{\text{DR},\ell}$ where

$$F_{\text{DR},\ell} = r_{\text{DR}}(a) \frac{\int dp p^3 f_{\text{DR}}^{(0)}(\tau,k,p)}{\int dp p^3 f_{\text{DR}}^{(0)}}$$ \hspace{1cm} (23)

with the background quantity $r_{\text{DR}}(a)$ given by

$$r_{\text{DR}}(a) = \frac{\rho_{\text{DR}}^{(0)}(a)a^4}{\rho^{\text{cr}}_{\text{DR}}}$$ \hspace{1cm} (24)

where $\rho_{\text{DR}}^{(0)}(a)$ is the background DR density and $\rho^{\text{cr}}_{\text{DR}}$ is the critical density today; henceforward, we denote $r_{\text{DR}}(a)$ simply as $r_{\text{DR}}$, for concision. The conformal time derivative of $r_{\text{DR}}$ is

$$r'_{\text{DR}} = r_{\text{DR}} \frac{aQ}{\rho^{\text{cr}}_{\text{DR}}}.$$ \hspace{1cm} (25)

The multipole moments of $F_{\text{DR}}$ can be related to the standard DR overdensity $\delta_{\text{DR}}$, velocity divergence $\theta_{\text{DR}}$,
and shear stress $\sigma_{\text{DR}}$ [13]:
\[
\delta_{\text{DR}} = \frac{F_{\text{DR},0}}{r_{\text{DR}}}, \quad (26)
\]
\[
\theta_{\text{DR}} = \frac{3k}{4F_{\text{DR}}} F_{\text{DR},1}; \quad (27)
\]
\[
\sigma_{\text{DR}} = \frac{F_{\text{DR},2}}{2F_{\text{DR}}}. \quad (28)
\]

The Boltzmann equations for the moments $F_{\text{DR},\ell}$ are:
\[
F'_{\text{DR},0} = -kF_{\text{DR},1} - \frac{4}{3}r'_{\text{DR}}\delta_{\text{DM}}; \quad (29)
\]
\[
F'_{\text{DR},1} = \frac{k}{3}F_{\text{DR},0} - \frac{2}{3}F_{\text{DR},2} + \frac{r'_{\text{DR}}}{k}\theta_{\text{DM}}; \quad (30)
\]
\[
F'_{\text{DR},\ell>1} = \frac{k}{2\ell+1}\left(\ell F_{\text{DR},\ell-1} - (\ell + 1)F_{\text{DR},\ell+1}\right). \quad (31)
\]

This system of equations is exactly equivalent to those for the standard decaying dark matter scenario presented in [17], where our collision term $Q$ can be related directly to a time-dependent inverse-lifetime of the decaying dark matter $\Gamma$ according to
\[
\Gamma(a) = \frac{Q}{\rho_{\text{DM} \rightarrow \text{DR}}(a)}, \quad (32)
\]
where $\rho_{\text{DM} \rightarrow \text{DR}}(a)$ is the background density of the converting DM component. Explicitly,
\[
\Gamma(a) = \kappa H(a) \left(\left(\frac{a}{a_s}\right)^\kappa + a^\kappa\right) \left(1 - a^\kappa\right) \left(1 + \left(\frac{a}{a_s}\right)^\kappa\right). \quad (33)
\]

Note that Equation (33) diverges as $a \rightarrow 1$. Numerically, we regulate this divergence by placing a ceiling on the ratio $\Gamma(a)/H(a)$, such that its value never exceeds 100. We verify that in all regimes of interest studied in this paper, this choice has no impact on our results.

The equations derived here agree with those presented in Ref. [14], which also explored the DM→DR modification to ΛCDM, with a focus on the Dark Energy Survey (DES) data. Note, however, that our DR equations are slightly different from those in Ref. [13], which derived the DR equations by treating the DR as an imperfect fluid with anisotropic stress equal to that of the background photon fluid. Thus the equations of the higher moments of the DR Boltzmann expansion were adopted directly from the photon equations, an approximation which is not correct as the background DR density does not evolve as $a^{-4}$ (see Equation 12).

C. Numerical implementation

Our scenario can be thought of as a generalization of the standard decaying DM model which allows for some time-dependent decay rate. We implement this extended “converting DM” scenario in the Einstein-Boltzmann solver CLASS, by directly modifying the standard decaying DM implementation to allow for a time-dependent $\Gamma(a)$ according to Equation (33). We release this modified version of CLASS publicly as CLASS_DMDR [7]. We have validated our Boltzmann code extensively by comparing to the publicly-available modification of CAMB that was released with Ref. [14]. The two codes agree to 5% precision in $\Delta C_{\ell} \equiv C_{\ell} - C_{\ell}^{\Lambda\text{CDM}}$ in the tests that we have run (note that this corresponds to a closer agreement of $< 0.5\%$ agreement in the raw $C_{\ell}$, as $\Delta C_{\ell}$ is on the order of $1 - 10\%$ of $C_{\ell}$).

Calculation of the background DR density requires evaluating a hypergeometric function in Equation (12), in particular
\[
2F_1 \left[ 1, \frac{1}{\kappa}; 1 + \frac{1}{\kappa}; -\left(\frac{a}{a_s}\right)^\kappa \right]. \quad (34)
\]
We calculate this with the GSL function gsl_sf_hyperg [44]. We discuss some subtleties of the implementation in Appendix A.

D. Effects on the CMB and matter power spectra

We show in Figure 3 the induced change to the CMB temperature power spectrum; we define the fractional change $\Delta C_{\ell}^{TT} \equiv C_{\ell} - C_{\ell}^{\Lambda\text{CDM}}$. We have fixed the cosmological parameters similarly to how we did in Figures 1 and 2, with the addition of the parameters relevant for $C_{\ell}^{TT}$: $A_s = 2.1006 \times 10^{-9}$, $n_s = 0.96605$, $\tau = 0.0543$, where $A_s$ is the amplitude of scalar fluctuations (defined as standard with a pivot scale $k = 0.05 \text{ Mpc}^{-1}$); $n_s$ is the scalar spectral index; and $\tau$ is the optical depth to reionization. These values are also determined from the Planck analysis of $TT + TE + EE$ spectra.

In Figure 3, one of the most evident changes from ΛCDM is an increase in the power spectrum at low $\ell$. This can be understood as an amplification of the late-time integrated Sachs–Wolfe (ISW) signal, which is sourced by the photons travelling through a time-dependent gravitational potential. In a purely CDM-dominated Universe, with $\rho \propto a^{-3}$, gravitational potentials are constant and there is no ISW effect. The late-time ISW effect is larger in the DM model due to
\[
\text{the additional dark energy required to preserve flatness (see Figure 2) and, less significantly, due to the presence of the DR and the modified evolution of the DM. Since the late-time ISW is largest at low-$\ell$ and very subdominant at high-$\ell$, this results in the largest increase in $C_{\ell}^{TT}$ being at low $\ell$.}
\]

\[\text{https://github.com/fmccarthy/class_DMDR}\]
The other noticeable changes in the CMB temperature power spectrum in Figure 3 are due to the reduced effect of CMB lensing in the DM→DR model, which follows from the decrease in the DM density (and increase in the DE density). It is well known that CMB lensing smears the peaks and troughs of the CMB power spectrum, and transfers power from large to small scales (e.g., [45]). In the DM→DR scenario, there is less CMB lensing, and thus peak-smearing is reduced, resulting in a coherent raising of the peaks and lowering of the troughs in this model as compared to ΛCDM. In addition, there is a general negative trend in $\Delta C_\ell$ with increasing $\ell$, as less power has been shifted from large to small scales in the DM→DR scenario compared to that in ΛCDM.

We also show in Figure 3 the induced changes in the linear matter power spectrum $P(k)$, for the same scenario of comparing cosmological parameters. The suppression of $P(k)$, along with the reduction in $\Omega_m$, can lead to lower values of $S_8$ in the DM→DR model than in ΛCDM. Note that the suppression of $P(k)$ is responsible for the reduced impact of CMB lensing in this model, discussed in the preceding paragraph.

On large scales, we tend to see an increase in $P(k)$. This is due to the modified expansion history in these models: the turnover scale in the power spectrum is set by the scale of the horizon at matter-radiation equality, according to $k_{eq} = \frac{a_{eq}}{H_{eq}}$, where a subscript $eq$ refers to quantities at matter-radiation equality. The increase in $H_0$ in models with $\zeta > 0$ leads to $k_{eq}$ (and the low-$k$ matter power spectrum in general) being shifted to larger scales (see also the discussion in [17]).

### E. Potential to reduce cosmological tensions

As has been noted previously in the literature, this model has the capacity to simultaneously ameliorate both the $H_0$ and the $S_8$ tensions. First, the $H_0$ tension can be improved because the Planck data primarily constrain $\Omega_m h^2$ at recombination but not today. The result of a conversion of some DM to DR after recombination is a lower $\Omega_m$ today (as compared to in ΛCDM) and thus a slightly higher value of $\Omega_{\Lambda}$, in order to preserve flatness $\sum_i \Omega_i = 1$. This leads to a longer period of exponential expansion due to dark energy, and a higher expansion rate $H_0$ today. Simultaneously, the decay of some DM leads straightforwardly to less matter clustering today and a lower value of $S_8$.

In Figure 4 we show the ΛCDM $\{H_0, S_8\}$ values (from the Planck CMB-only constraints), along with the values of $H_0$ and $S_8$ for the DM→DR model with $\zeta = 0.1$, $a_t = 0.01$ and various values of $\kappa$, with the remaining parameters ($\Omega_c h^2$, $\Omega_b h^2$, $n_s$, $A_s$) fixed to the Planck 2018 primary-CMB values as before (where again by $\Omega_c$ we mean $\Omega_c$ at the time of the release of the CMB). We can see that this model allows for higher values of $H_0$, along with lower values of $S_8$.

---

**FIG. 3:** Induced changes in the CMB temperature power spectrum (top and middle) and the linear matter power spectrum $P(k)$ (bottom). In each case we define the fractional change $\Delta X \equiv X_\Lambda CDM - X_{\Lambda CDM}$, where $X$ is either $C_\ell^{TT}$ or $P(k)$. The biggest changes induced in $C_\ell^{TT}$ are due to the amplification of the late-time ISW signal, an effect which is mostly noticeable at low $\ell$, and due to the reduced impact of CMB lensing, an effect that is mostly noticeable at high $\ell$ (the characteristic peak-smearing due to lensing is lessened, and there is less power shifted from large to small scales). In the matter power spectrum, we see a suppression of power on scales $k \gtrsim 10^{-3} \, \text{Mpc}^{-1}$. Note that the top and middle plots are identical except for the respectively logarithmic and linear x-axes scales.
We constrain the parameters of the DM→DR model and compare its performance with ΛCDM in fitting various cosmological datasets. We include CMB data; large-scale structure (in particular CMB lensing and BAO data); supernovae luminosity distances (which constrain the relative evolution of $H(z)$, i.e., $H(z)/H_0$); a local $H_0$ measurement; and a direct measurement of $S_8$, which is probed by low-$z$ galaxy surveys (or other probes of the matter power spectrum).

In all cases, we calculate the likelihood function with CLASS_DMDR, with the non-linear matter power spectrum calculated with the Halofit prescription [46, 47]. This has only a minor impact, as nearly all of the probes we use are dominated by linear modes.

We describe in more detail the datasets and likelihoods we use below.

### A. Planck primary CMB and CMB lensing

First, we consider the Planck 2018 likelihood for the primary CMB alone [39], including the low-$\ell$ TT, low-$\ell$ EE, and high-$\ell$ TT/TE/EE (plik) power spectra. We also include the 2018 lensing likelihood [49] (clik), which probes large-scale structure in the late Universe.

### IV. DATA

We use BAO likelihoods from the 6dF galaxy survey [50] and SDSS DR7 [51] and DR12 [52]. The 6dF galaxy survey gives a measurement of the BAO scale at $z = 0.106$; SDSS DR7 gives a measurement of the BAO scale at $z = 0.15$; DR12 gives measurements at $z = 0.38, 0.51, 0.61$.

### C. Luminosity distances: supernovae

We use supernovae from the Pantheon sample [53], which provide luminosity distances in the redshift range $0.01 < z < 2.3$.

### D. Cosmic distance ladder: $H_0$ from SH0ES

We use a prior on $H_0$ corresponding to the most recent SH0ES measurement: $H_0 = 73.04 \pm 1.04$ km/s/Mpc [33], which uses high-z cepheids to calibrate 42 SNe, and 277 SNe in the redshift range $0.023 < z < 0.15$ to measure $H_0$. The cepheids themselves are calibrated from parallax measurements of cepheids in the Milky Way, the Large and Small Magellanic Clouds, NGC 4258 (geometric megamaser distance), and M31.8

### E. Matter clustering: $S_8$ from DES

The Dark Energy Survey constrains the low-$z$ Universe with cosmic shear and galaxy clustering data, as well as their cross-correlation (galaxy-galaxy lensing). The DES-Y3 results [9] combine these to find $S_8 = 0.776 \pm 0.017$. We incorporate this information as a Gaussian prior on $S_8$, in lieu of using the full information in their likelihood. In [32] it was explicitly checked (for ΛCDM and for the early dark energy scenario) that the full DES likelihood can be replaced by the prior on $S_8$ in any analyses that include Planck, i.e., the additional cosmological information beyond $S_8$ is negligible compared to that we get from Planck.

### V. MCMC ANALYSIS AND RESULTS

We perform Markov–Chain–Monte–Carlo (MCMC) analyses on the datasets described in Section IV using

---

8 Note that for models in which $H(z)$ is modified at very low redshifts $z \lesssim 0.1$, it is more appropriate to treat the SH0ES likelihood as a prior on the SNe absolute magnitude rather than $H_0$ itself [54, 55]; however, as we do not find strong evidence for the DM→DR scenario (including any changes to the low-$z$ expansion history), we do not expect this choice to affect our conclusions.
Cobaya [56, 57]. For the sampling, we use the Metropolis-Hastings algorithm implementation of [58, 59]. We perform our analysis on various subsets of the datasets, and we perform separate \( \Lambda \)CDM and DM→DR analyses. In the DM→DR analyses, we allow all three parameters \( \zeta, \kappa, a_t \) to vary.

We run our chains until they are converged with a Gelman-Rubin convergence criterion [60] of \( R - 1 < 0.06 \).

Priors on the DM→DR parameters

As we are interested in physics that has modified \( H(z) \) since recombination, we set a lower bound \( a_t > 10^{-4} \) (recall recombination happened at \( a \sim 10^{-3} \)). We sample linearly in \( \log_{10} a_t \), and we impose an upper bound \( \log_{10} a_t < 4 \).

We impose a linear prior on \( \zeta \), and allow \( 0 < \zeta < 3.16 \); this upper bound is sufficient as the data rule out \( \zeta < 1 \) in this regime.

We impose a linear prior on \( \kappa \) and let \( 0 < \kappa < 4 \). While in practice our posteriors do reach this upper bound, we keep it as larger values of \( \kappa \) become indistinguishable at the current sensitivity of cosmological data (i.e., the transition is effectively instantaneous).

We impose the physicality condition \( \zeta \leq \frac{1}{a_t} \) (see Equation 10). In principle we could set a larger upper bound on \( \log_{10} a_t \), as this would be allowed by the physicality condition at the price of very low \( \kappa \). However, as very low \( \kappa \) transitions are degenerate with \( \Lambda \)CDM, this runs the risk of artificially stretching the prior volume around \( \Lambda \)CDM, which is why we choose a cut-off on \( \log_{10} a_t \).

We use flat, uninformative priors on all standard cosmological and nuisance parameters.

We present the results of our analyses with alternative priors on the DM→DR parameters in Appendix B; we discuss the effects of the priors at the end of this Section.

Posterior dependence

Our posteriors are shown in Figure 5. We see that when we include the SH0ES \( H_0 \) prior there is a preference for \( \zeta > 0 \), but without this prior the DM→DR model is not preferred over \( \Lambda \)CDM. Even in the case that there is a preference for \( \zeta > 0 \), the \( H_0 \) posterior is only slightly shifted with respect to \( \Lambda \)CDM. The \( S_8 \) posteriors are only slightly changed between the \( \Lambda \)CDM and DM→DR analyses, with the 1-D posteriors being systematically shifted slightly downwards. The 68\% confidence limits on \( H_0 \) and \( S_8 \) shift as indicated in Table I.

We show in Table II the confidence intervals for the base \( \Lambda \)CDM parameters for the different datasets, along with the DM→DR parameters and the derived parameters of interest \( H_0 \), \( \Omega_m \), and \( S_8 \).

\( \chi^2 \) comparison

We maximize the posteriors with the BOBYQA [61–63] minimizer implemented in Cobaya. The maximum posterior values are listed and compared in Table III. Interestingly, within the accuracy of the minimizer that we use, the minimum of the CMB-only analysis of the DM→DR model is at \( \zeta = 0 \): i.e., the data fully prefer \( \Lambda \)CDM over any amount of converting dark matter: the amount of such a component is severely constrained by the CMB. For the extended datasets, this remains true unless the SH0ES prior on \( H_0 \) is included, in which case the MAP (maximum a posteriori) point is at \( \zeta > 0 \).

We also list in Table III the values of the \( \chi^2 \) of the \( Planck \) primary CMB alone, at the MAP point of the different analyses. This allows us to directly test whether an extended (\( Planck \)+LSS) analysis with a modified model could fit the CMB better than a \( \Lambda \)CDM analysis of a modified model. In particular, a higher value of \( H_0 \) with a lower \( \chi^2_{\text{Planck}} \) could indicate that the SH0ES and \( Planck \) datasets are in less tension within the modified model than within \( \Lambda \)CDM. However, we find that \( \chi^2_{\text{Planck}} \) does not improve in the DM→DR model compared to \( \Lambda \)CDM.

We also include in Table III the mean values of \( H_0 \) from the chains, and the values of \( H_0 \) at the maximum a posteriori (MAP) points.

We show in Table IV the values of the base \( \Lambda \)CDM and DM→DR parameters, along with the derived parameters of interest \( H_0 \), \( \Omega_m \), and \( S_8 \). It should be noted that, within the accuracy of the minimizer we use, the MAP of the DM→DR case finds \( \zeta = 0 \) exactly for the primary-CMB-alone and the CMB+LSS analyses; i.e., the best-fit points are exactly at \( \Lambda \)CDM.

We show in Table V the \( \chi^2 \) values at the MAP of the full analysis with all datasets for both \( \Lambda \)CDM and DM→DR. We see that the DM→DR model does have the capacity to reduce \( \chi^2 \) from 17.5 to 12.2, with even a slight decrease in the \( Planck \) high-\( \ell \) \( \chi^2 \); however, we do see a slight increase in the low-\( \ell \) \( \chi^2 \) (due to the increased ISW effect in DM→DR) and in the BAO \( \chi^2 \) (due to the lower matter density and higher DE density).

Prior dependence

In principle, the posteriors of our analysis depend on the choice of prior. We must choose a prior on \( \zeta, a_t \), and \( \kappa \). As the values of \( a_t \) we are interested in exploring span several orders of magnitude, it is natural to choose a linear prior on \( \log_{10} a_t \). \( \zeta \) and \( \kappa \) are more complicated: we expect \( \zeta \) to be small and so a linear prior on \( \log_{10} \zeta \) might at first appear natural; however, small values of \( \zeta \) are degenerate with \( \Lambda \)CDM and indistinguishable within the data. Indeed, the data are constraining enough to prefer small values of \( \zeta \) regardless of the prior, and we find that a linear prior on \( \zeta \) is perhaps more appropriate as it avoids the prior-volume-stretching effects of the logarithmic prior.
TABLE I: 68% confidence limits on $H_0$ and $S_8$, from our baseline analysis.

| Parameter | Planck primary CMB | +φφ+BAO+SN+DES | +SH0ES |
|-----------|--------------------|-----------------|--------|
|           | $H_0$ [km/s/Mpc]   | $S_8$           |        |
| $H_0$     | 66.69 < $H_0$ < 67.9 | 66.79 < $H_0$ < 68.10 | 0.82 < $S_8$ < 0.85 |
| $\Omega_m$| 0.311 ± 0.008     | 0.316 ± 0.0085  | 0.3049 ± 0.0092 ± 0.0005 |
| $\sigma_8$ | 0.827 ± 0.018     | 0.833 ± 0.016   | 0.803 ± 0.014 ± 0.0095 |

TABLE II: The 68% confidence limits on the base ΛCDM and DM→DR parameters, along with the derived parameters $H_0$, $\Omega_m$, and $S_8$, for the DM→DR and ΛCDM analyses.

| Parameter | Planck primary CMB | +φφ+BAO+SN+DES | +SH0ES |
|-----------|--------------------|-----------------|--------|
|           | $H_0$ [km/s/Mpc]   | $S_8$           |        |
| $H_0$     | 66.69 < $H_0$ < 67.9 | 66.79 < $H_0$ < 68.10 | 0.82 < $S_8$ < 0.85 |
| $\Omega_m$| 0.311 ± 0.008     | 0.316 ± 0.0085  | 0.3049 ± 0.0092 ± 0.0005 |
| $\sigma_8$ | 0.827 ± 0.018     | 0.833 ± 0.016   | 0.803 ± 0.014 ± 0.0095 |

Failure of the model

The DM→DR model, along with various other models in which CDM converts to DR in the late Universe, are severely constrained by the primary CMB data from Planck. This is because the primary CMB power spectrum is not solely a probe of the early Universe, but carries late-Universe information through the ISW effect and the effects of CMB lensing on the power spectrum. We show in Figure 7 the relative “badness-of-fit” as a function of $\ell$ for the same parameter configurations we used in Figure 3. This is from the bottom right plot, the posterior of $\log_{10} \zeta$. This results in the $H_0$ and $S_8$ posteriors being slightly less shifted with respect to the ΛCDM posteriors in the logarithmic-$\zeta$-prior versus linear-$\zeta$-prior cases, as evident in the upper two plots where the posteriors corresponding to the log $\zeta$ prior (in green) are in all cases in between the ΛCDM (blue) and baseline linear prior (orange) posteriors. There is less difference between the logarithmic-κ prior case and the linear-κ (baseline) case; the κ posteriors are slightly lower, possibly due to the preferential exploration lower values of κ resulting in the higher values of $a_0$ (and those lower values of $\zeta$) allowed by the physicality condition.
VI. CONCLUSIONS / DISCUSSION

Late-Universe decays of dark matter have been suggested in the literature as possible paths to cosmological concordance [64]. Previous studies that have focused on using CMB data to constrain directly the amount of de-

FIG. 5: The posteriors on \( H_0 \) and \( S_8 \), as well as the DM→DR parameters, for ΛCDM analyses and DM→DR analyses, for our baseline-prior case (linear priors on \( \zeta \), \( \kappa \), and log \( a_t \), as indicated above the legend). We show the posteriors for the primary-CMB-only (Planck) dataset, as well as the combined primary-CMB+lensing+BAO+SH0ES+DES analysis, and the same combination without SH0ES.

\( \zeta \gtrsim 1 \) where CMB lensing is the most efficient (this is why, without a \( H_0 \) prior, the log \( a_t \) posteriors in Figure 9 tend to peak around \( a_t = 1 \), i.e., today), meaning that the data prevent this model from differing enough from ΛCDM to meaningfully change \( H_0 \).
caying dark matter have placed stringent bounds on the amount of such a component in our Universe [16, 17], and have found that no more than a few percent of the CDM that was present at recombination could have decayed before today. In general, investigations of whether such a scenario can relieve the well-known cosmological tensions have found that they cannot [25, 65, 66].

In our work, we have performed a very general analysis of a scenario in which some dark matter has converted into dark radiation after the release of the CMB, in a model-agnostic parametrization. Our results agree with studies of the more specific decaying dark matter case, although they are more general: we find that no model in which some component of the CDM present at recombination converts into DR before today will solve these tensions. In our work, we have extended and generalized other investigations of such a model [30], and corrected some aspects of previous implementations of this scenario.

While it is true that indeed such a scenario can provide the correct background evolution to reduce these tensions, it is the perturbations that rule them out, in particular tight constraints on the medium-to-high-$\ell$ CMB power spectrum where lensing is important, along with the low-$\ell$ ISW contributions to the CMB perturbations. To avoid these late-Universe contributions, one could modify our scenario to one in which the CDM converts into a warm DM component, i.e., a DM particle with a small but non-zero mass. However, in avoiding the extra ISW and reduced CMB lensing contributions we would also avoid the attractive aspects of this model, from a concordance standpoint: the Universe would remain in matter domination longer, and not increase $H_0$, although it is true that the $S_8$ tension could still be mitigated by the free-streaming of the warm DM particles [67].

### Acknowledgments

We thank Angela Chen, Dragan Huterer, Julien Lesgourgues, and Meng-Xiang Lin for useful conversations. JCH acknowledges support from NSF grant AST-

---

**Table III**: The log of the posteriors log(Posterior) at the maximum a posteriori (MAP) point for the various datasets, along with the $\chi^2$ of the MAP point of the Planck primary CMB alone $\chi^2_{\text{Planck}}$; note that the calculation contains contributions from the nuisance parameters, so even for the CMB-alone analysis $\chi^2_{\text{Planck}}$ does not exactly coincide with log(Posterior). We also show the mean value of $H_0$ from the MCMC chains, along with its value at the MAP; similarly for $S_8$. The error bars indicated on the mean are calculated from the covariance of the MCMC chains. Note that, in order to save space, we have used Planck to refer to the Planck primary CMB likelihood, and +LSS to denote $+\phi\phi+\text{BAO}+\text{SN}+\text{DES}$.

| Parameter | Planck primary CMB | $+\phi\phi+\text{BAO}+\text{SN}+\text{DES}$ | $+\text{SH0ES}$ |
|-----------|-------------------|---------------------------------|-----------------|
| $\log(10^{10} A_s)$ | 3.03944 | 3.04409 | 3.0405 |
| $n_s$ | 0.96551 | 0.96587 | 0.96807 |
| $\Omega_m h^2$ | 0.02236 | 0.02236 | 0.02247 |
| $\Omega_b h^2$ | 0.11973 | 0.11967 | 0.11846 |
| $\tau_{\text{reio}}$ | 0.05414 | 0.05525 | 0.05352 |
| $100\theta_s$ | 1.04185 | 1.04184 | 1.00192 |
| $\zeta$ | 0.0 | — | 0.0 |
| $\log_{10}(a_1)$ | / | — | / |
| $\kappa$ | / | — | / |
| $\Omega_0$ | 0.314 | 0.313 | 0.300 |
| $H_0$ | 67.45 | 67.46 | 68.02 |
| $S_8$ | 0.826 | 0.828 | 0.813 |

**Table IV**: The values of the base $\Lambda$CDM and DM→DR parameters, along with the derived parameters $H_0$, $\Omega_m$, and $S_8$, at the MAP points for each analysis. The minimizer finds the $\Lambda$CDM point $(\zeta=0)$ for the cases with no $H_0$ prior from SH0ES, although note that there are small (sub-percent, except for the case of the least-constrained parameter $\tau$) residual differences in the location of the best-fit point due to the numerical tolerance of our minimizer.

| Parameter | Planck primary CMB | $+\phi\phi+\text{BAO}+\text{SN}+\text{DES}$ | $+\text{SH0ES}$ |
|-----------|-------------------|---------------------------------|-----------------|
| $\log(10^{10} A_s)$ | 3.05271 | 3.04322 | 3.04322 |
| $n_s$ | 0.96578 | 0.96587 | 0.96807 |
| $\Omega_m h^2$ | 0.02236 | 0.02236 | 0.02247 |
| $\Omega_b h^2$ | 0.11973 | 0.11967 | 0.11846 |
| $\tau_{\text{reio}}$ | 0.05414 | 0.05525 | 0.05352 |
| $100\theta_s$ | 1.04185 | 1.04184 | 1.00192 |
| $\zeta$ | 0.0 | — | 0.0 |
| $\log_{10}(a_1)$ | / | — | / |
| $\kappa$ | / | — | / |
| $\Omega_0$ | 0.314 | 0.313 | 0.306 |
| $H_0$ | 67.45 | 67.46 | 68.02 |
| $S_8$ | 0.826 | 0.828 | 0.813 |
FIG. 6: The effect of prior choice on the 1-D $H_0$ (top left); $S_8$ (top right); $\zeta$ (bottom left); and log $\zeta$ (bottom right) posteriors. Our main conclusion is that the log $\zeta$-prior analyses (in green) prefer lower $\zeta$ than the linear-$\zeta$-prior analyses.

Calculating this in \texttt{Class$_{DMDR}$} requires the evaluation of the hypergeometric function

$$2F_1 \left[ 1, \frac{1}{\kappa}; 1 + \frac{1}{\kappa}; - \left( \frac{a}{a_t} \right)^\kappa \right].$$

(A2)

To calculate this, we use the GSL function \texttt{gsl_sf_hyperg} \cite{6}. In this Appendix we discuss some subtleties of the implementation.

As \texttt{gsl.sf_hyperg} is only defined for arguments $x$ of the hypergeometric function $2F_1(a, b; c; x)$ with $|x| < 1$, in the regime that $a > a_t$ we use the identity

$$2F_1(a, b; c; x) = (1 - x)^{-a} 2F_1 \left( a, c - b; c; \frac{x}{x - 1} \right).$$

(A3)
| Likelihood                                      | ΛCDM | DM→DR |
|------------------------------------------------|------|-------|
| *Planck* TT+TE+EE (high ℓ)                   | 2350.9 | 2348.4 |
| *Planck* low-ℓ TT                            | 22.0  | 24.3  |
| *Planck* low-ℓ EE                            | 396.0 | 396.8 |
| **Total primary CMB**                         | 2768.9 | 2769.4 |
| *Planck* ββ                                    | 10.2 | 10.4  |
| SDSS BAO: 6dF                                  | 0.0340 | 0.1134 |
| SDSS BAO: DR7 MGS                              | 2.32  | 2.84  |
| SDSS BAO: DR12 consensus                       | 3.53  | 4.34  |
| **Total BAO**                                  | 5.88  | 7.29  |
| Pantheon SNIa                                  | 1034.7 | 1034.8 |
| DES-Y3: $S_h$                                  | 1.795 | 1.826 |
| SH0ES: $H_0$                                   | 17.51 | 12.22 |
| **Total**                                      | 3839.1 | 3836.1 |

**TABLE V:** The $\chi^2$ values of the different likelihoods at the MAP points for the joint analysis of all datasets (i.e., the parameters shown in the last column of Table IV), for both ΛCDM and DM→DR.

![Graph showing the relative $\Delta \chi^2_{TT}$ as a function of ℓ between the DM→DR power spectra shown in Figure 3 and the *Planck* TT data. We sum the $\Delta \chi^2$ values in ℓ-bins of width $\Delta \ell = 60$. In each case we subtract the equivalent ΛCDM quantity from the DM→DR quantity and divide by the ΛCDM quantity. As such, positive values on this plot indicate a worse fit than ΛCDM and negative values a better fit. It is clear that the bulk of the “badness of fit” of DM→DR is sourced by the intermediate-to-high-ℓ regime where CMB lensing is changing the power spectra; the ISW effect also causes a spike at low ℓ.](image)

\[
\frac{1}{1 + \left( \frac{a_t}{\kappa} \right)^2} \sum_{\ell=1}^{\ell_{\text{max}}} \frac{\ell}{\ell - 1} \left( \frac{\ell}{\ell_{\text{max}}} \right)^{\kappa}.
\]

The numerical calculation of the hypergeometric function $\sum_{\ell=1}^{\ell_{\text{max}}} \frac{\ell}{\ell - 1} \left( \frac{\ell}{\ell_{\text{max}}} \right)^{\kappa}$ is inefficient when $|x|$ is close to 1; to avoid these inefficiencies, where $\left( \frac{a_t}{\kappa} \right)^2 > 100$ we use the identity
where $\Gamma(x)$ is the gamma function, to write expression (A4) as

\[ \left( \frac{1}{1 + \left( \frac{a}{a_t} \right)^\kappa} \right) \left( \frac{(1 + \frac{1}{\kappa}) \Gamma \left( -1 + \frac{1}{\kappa} \right)}{\Gamma \left( \frac{1}{\kappa} \right) \Gamma \left( \frac{1}{\kappa} \right)} \right) \frac{1}{2} F_1 \left[ 1, 1; \frac{1}{\kappa}; \frac{1}{\kappa} \left( \frac{a}{a_t} \right)^\kappa + 1 \right] \]

\[ + \Gamma \left( 1 + \frac{1}{\kappa} \right) \Gamma \left( 1 - \frac{1}{\kappa} \right) \left( \frac{1}{1 + \left( \frac{a}{a_t} \right)^\kappa} \right)^{\frac{1}{\kappa} - 1} \frac{1}{2} F_1 \left[ \frac{1}{\kappa}, \frac{1}{\kappa}, \frac{1}{\kappa}; \frac{1}{\kappa} \left( \frac{a}{a_t} \right)^\kappa + 1 \right]. \]  

(A6)

We then approximate the hypergeometric functions as 1 (as $2 F_1(a, b, c, 0) = 1$) and $1 + \left( \frac{a}{a_t} \right)^\kappa$ as $\left( \frac{a}{a_t} \right)^\kappa$ and write this as

\[ \left( \frac{1}{1 + \left( \frac{a}{a_t} \right)^\kappa} \right) \left( \frac{(1 + \frac{1}{\kappa}) \Gamma \left( -1 + \frac{1}{\kappa} \right)}{\Gamma \left( \frac{1}{\kappa} \right) \Gamma \left( \frac{1}{\kappa} \right)} \right) + \left( \frac{1}{1 + \left( \frac{a}{a_t} \right)^\kappa} \right) \Gamma \left( 1 + \frac{1}{\kappa} \right) \Gamma \left( 1 - \frac{1}{\kappa} \right). \]  

(A7)

We use the GSL function \texttt{gsl_sf_gamma} to calculate the gamma functions.

**Appendix B: Priors on the DM→DR parameters**

In this Appendix we explore the effects of the prior chosen on the DM→DR parameters on the analysis. In particular, we explore whether using a linear prior on $\zeta$ or $\log_{10} \zeta$ changes the results of the analysis, and similarly whether a linear prior on $\kappa$ or $\log_{10} \kappa$ changes the results of the analysis.

1. **Linear prior on $\log \zeta$**

   In Figure 8 we use a linear prior on $\log_{10} \zeta$, while in the main text (and for our main results) we used a linear prior on $\zeta$. We take a lower bound on the prior of $\log_{10} \zeta > -3$, and an upper bound of $\log_{10} \zeta = 0.5$ (corresponding to our linear prior of $0 < \zeta < 3.16$). While we could in principle choose a lower bound on the prior than $\log_{10} \zeta > -3$, we impose this prior to avoid artificially stretching the parameter volume as low values of $\zeta$ are degenerate with each other (and ΛCDM). We retain the linear priors on $\kappa$ and $\log_{10} a_t$ used in our main analysis: $0 < \kappa < 4$ and $-4 < \log_{10} a_t < 4$, along with the physicality condition $\zeta < \frac{1}{\kappa}$.

   We present the 68% confidence intervals on $H_0$ and $S_8$ in Table VI (in analogy to Table II for the baseline linear prior on $\zeta$). We present the 68% confidence intervals on the 6 base ΛCDM parameters and the DM→DR parameters in Table VII (in analogy to Table III).

2. **Linear prior on $\log \kappa$**

   In Figure 9 we present the posteriors when we use a linear prior on $\log_{10} \kappa$, while in the main text (and for our main results) we used a linear prior on $\kappa$. In particular, we impose $-1 < \log_{10} \kappa < 0.6$, which corresponds to our baseline linear prior of $0 < \kappa < 4$. We revert to a linear
Linear prior on $\log_{10} \zeta$: $-3 < \log_{10} \zeta < 0.5$; $0 < \kappa < 4$; $-4 < \log_{10} a_t < 4$

![Graph showing posteriors on $H_0$ and $S_8$, as well as DM→DR parameters, for $\Lambda$CDM analyses and DM→DR analyses, in the case when we use a linear prior on $\log_{10} \zeta$.]

FIG. 8: The posteriors on $H_0$ and $S_8$, as well as the DM→DR parameters, for $\Lambda$CDM analyses and DM→DR analyses, in the case when we use a linear prior on $\log_{10} \zeta$ (cf. our baseline case in Figure 5 where we use a linear prior on $\zeta$).

| $H_0$ [km/s/Mpc] | $S_8$ |
|-------------------|-------|
| $\Lambda$CDM      | DM→DR |
| $\Lambda$CDM (Planck primary CMB) | 66.69 < $H_0$ < 67.9 | 66.82 < $H_0$ < 68.07 |
| +φφ+BAO+SN+DES    | 67.74 < $H_0$ < 68.49 | 67.79 < $H_0$ < 68.59 |
| +SH0ES            | 68.33 < $H_0$ < 69.06 | 68.43 < $H_0$ < 69.34 |

TABLE VI: 68% confidence limits on $H_0$ and $S_8$, from the analysis with a linear prior on $\log \zeta$; cf. Table I for the analogous results for the baseline analysis with a linear prior on $\zeta$. 
prior on $\zeta$, as in our main results: $0 < \zeta < 3.16$, and retain the linear prior on $\log a_t$: $-4 < \log_{10} a_t < 4$ and the physical condition $\zeta < \frac{1}{c_s^2}$.

We present the 68% confidence intervals on $H_0$ and $S_8$ in Table VII [VIII] (in analogy to Table IV for the baseline linear prior on $\kappa$). We present the 68% confidence limits on the 6 base $\Lambda$CDM parameters and the DM→DR parameters in Table IX.

While the general conclusions on $H_0$ and $S_8$ are unchanged, it is notable that the $\kappa$ and $\log_{10} a_t$ posteriors are slightly different in this case, as the sampler spends more time in the low-$\kappa$ regime which in turn explores the high-$a_t$ regime more than the linear-$\kappa$ case as a result of the physical condition.

### General conclusions

While there is a slight shift in the 1-D posterior on $H_0$ between the linear-$\zeta$ and logarithmic-$\zeta$ prior cases, we find that the choice of prior does not affect our general conclusion that the DMDR model does not resolve cosmological tensions. We choose the linear priors on $\zeta$ and $\kappa$ for our main results in an effort to avoid the stretching of parameter space caused by the logarithmic priors at small values of the parameters; in particular, as both $\zeta \to 0$ and $\kappa \to 0$ are degenerate with $\Lambda$CDM, we wish to avoid the sampler spending inordinate time in a $\Lambda$CDM region by artificially stretching the prior volume there.

| Parameter | Planck primary CMB | $+$ph+BAO+SN+DES | $+$SH0ES |
|-----------|--------------------|------------------|-----------|
|          | $\Lambda$CDM      | $\Lambda$CDM     | $\Lambda$CDM |
| $\log(10^{10} A_s)$ | $3.044^{+0.015}_{-0.017}$ | $3.044 \pm 0.016$ | $3.044^{+0.015}_{-0.017}$ |
| $n_s$     | $0.964 \pm 0.0043$ | $0.964 \pm 0.0044$ | $0.9676 \pm 0.0038$ |
| $\theta h^2$ | $0.2223 \pm 0.00015$ | $0.2223 \pm 0.00015$ | $0.2245 \pm 0.00014$ |
| $\Omega_m h^2$ | $0.1197 \pm 0.0015$ | $0.1201 \pm 0.0014$ | $0.11829 \pm 0.00082$ |
| $\tau_{reio}$ | $0.0542 \pm 0.0080$ | $0.1201 \pm 0.0014$ | $0.11829 \pm 0.00082$ |
| $100 \theta_s$ | $1.04185 \pm 0.00029$ | $1.04185 \pm 0.00030$ | $1.04195 \pm 0.00028$ |
| $\log_{10} \zeta$ | $< -2.23$ | $< -2.09$ | $< -2.16 \pm 0.47$ |
| $\log_{10} (a_t)$ | $< 0.0340$ | $< 0.190$ | $< -0.731$ |
| $\kappa_{cdm}$ | $< 2.50$ | $< 2.46$ | $< 2.51$ |
| $\zeta$ | $0.00686 \pm 0.00044$ | $0.0102 \pm 0.0014$ | $0.01270 \pm 0.0053$ |
| $H_0$ | $67.47 \pm 0.64$ | $67.29 \pm 0.61$ | $68.20 \pm 0.41$ |
| $\Omega_m$ | $0.3135 \pm 0.0087$ | $0.3162 \pm 0.0085$ | $0.3028 \pm 0.0053$ |
| $\sigma_8 (\Omega_m / 0.3)^{0.5}$ | $0.829 \pm 0.016$ | $0.833 \pm 0.016$ | $0.8091 \pm 0.0091$ |

TABLE VII: The 68% confidence limits on the base $\Lambda$CDM and DM→DR parameters, along with the derived parameters $H_0$, $\Omega_m$, and $S_8$, for the DM→DR and $\Lambda$CDM analyses with a linear prior on $\log \zeta$; cf. Table IV for the analogous table for our baseline linear-$\zeta$-prior analysis.
Linear prior on $\log_{10} \kappa$: $-1 < \log_{10} \kappa < 0.6$; $0 < \zeta < 3.16$; $-4 < \log_{10} a_t < 4$

FIG. 9: The posteriors on the DM→DR parameters, when a linear prior on $\log_{10} \kappa$ is used (cf. Figure 5, where a linear prior on $\kappa$ is used).

|                | $H_0$ [km/s/Mpc] | $S_8$ |
|----------------|------------------|-------|
|                | ACDE M (Planck primary CMB) | DM→DR | ACDE M | DM→DR |
| Planck primary CMB | 66.69 < $H_0$ < 67.9 | 66.9 < $H_0$ < 68.28 | 0.82 < $S_8$ < 0.85 | 0.81 < $S_8$ < 0.84 |
| +ϕϕ+BAO+SN+DES | 67.74 < $H_0$ < 68.49 | 67.82 < $H_0$ < 68.72 | 0.80 < $S_8$ < 0.82 | 0.80 < $S_8$ < 0.82 |
| +SH0ES          | 68.33 < $H_0$ < 69.06 | 68.63 < $H_0$ < 69.61 | 0.79 < $S_8$ < 0.81 | 0.79 < $S_8$ < 0.81 |

TABLE VIII: 68% confidence limits on $H_0$ and $S_8$, from the analysis with a linear prior on $\log \kappa$; cf. Table I for the analogous results for the baseline analysis with a linear prior on $\kappa$. 
| Parameter | Planck primary CMB | +φ+BAO+SN+DES | +SH0ES |
|-----------|-------------------|----------------|--------|
| DM→DR    | ACDM              | DM→DR         | ACDM  |
| log(10^{10}A_s) | 3.045±0.015      | 3.045±0.015   | 3.045±0.015 |
| n_s      | 0.964±0.0001      | 0.964±0.0001  | 0.964±0.0001 |
| Ω_bh^2   | 0.0223±0.00015    | 0.0223±0.00015| 0.0224±0.00015|
| Ω_CDM    | 0.1190±0.0021     | 0.1201±0.0014 | 0.1171±0.0020 |
| τ_reio   | 0.0545±0.0077     | 0.0545±0.0077 | 0.0557±0.0073 |
| 100θ_v   | 1.04187±0.00030   | 1.04185±0.00030| 1.04193±0.00028 |
| log_{10}(κ_{ADDM}) | < -0.028     | < -0.028     | < -0.028 |
| log_{10}(a_t) | < 0.655        | < 0.592      | < 0.163 |
| ζ       | < 0.0166         | < 0.0234     | < 0.0394 |
| κ       | 0.091±0.0066     | 0.098±0.0069 | 0.131±0.013 |
| H_0      | 67.65±0.036      | 67.29±0.61   | 68.29±0.45  |
| Ω_m     | 0.310±0.010      | 0.3162±0.0085| 0.3006±0.0054 |
| σ_8(Ω_m/0.3)^{0.5} | 0.825±0.019   | 0.833±0.016  | 0.8070±0.0098 |

TABLE IX: The 68% confidence limits on the base ACDM and DM→DR parameters, along with the derived parameters H_0, Ω_m, and S_8, for the DM→DR and ACDM analyses with a linear prior on log κ; cf. Table III for the analogous table for our baseline linear-κ-prior analysis.
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