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Abstract—Recently, molecular communication (MC) has been studied as a micro-scale communication between cells or molecular robots. In previous works, the MC channels in unbounded environment was analyzed. However, many of the experimentally implemented MC channels are surrounded by walls, thus the boundary condition should be explicitly considered to analyze the dynamics of MC channels. In this paper, we propose a framework to analyze the frequency response of one-dimensional MC channels based on a diffusion equation with a boundary. In particular, we decompose the MC channel into the diffusion system and the boundary system, and show the relation between the cut-off frequency of the MC channel and the communication distance based on the transfer function. We then analyze the frequency response of a specific MC channel and reveal that the boundary can restrict the communication bandwidth of the MC channel.

I. INTRODUCTION

In nature, bacteria are known to have a molecular communication (MC) mechanism that controls the behavior of cell populations through signal molecules that can diffuse between cells [1]. In recent years, the MC has been studied as a means of micro-scale communication between cells or molecular robots [2], [3]. Especially, by forming feedback between cells or molecular robots via MC, which is called as MC systems, it would be possible to stabilize the work of individual cells and suppress the effects of noise, thereby achieving cooperative work that cannot be achieved by a single cell. The MC systems are expected to have practical applications such as target tracking, drug delivery and real-time health monitoring [4]–[8]. In [7], the potential of bacteria with the MC mechanism as a drug delivery platform was demonstrated. The engineered bacteria share information using diffusion of the signalling molecules to release drug efficiently in synchronized cycles.

For the practical application of MC systems, it is important to systematically develop analysis and design methods for MC systems. In control engineering, there are mainly two types of models for MC systems. One is the MC systems based on a reaction-diffusion model that assumes that cells are in close contact with each other. To date, several control analysis of the reaction-diffusion based MC systems were conducted [9], [10]. The other model for MC systems is the decomposed model into intracellular systems and MC channels. Since the decomposed models can take the distance between cells into account, they are versatile in terms of applications. Control theory for intracellular biomolecular circuits was extensively studied recently [11]–[13]. However, there are not many studies on the systematical approach to design MC channels, thus it is necessary to develop control-theoretic studies of communication channels toward versatile practical application.

To construct control theory to design MC channels, the basic characteristics of MC channels such as frequency response needs to be analyzed. To date, there are only a few works that proposed system theoretic methods for MC channels [14]–[16]. In [14], the frequency response of the MC channel was analyzed based on a diffusion model of signal molecules in unbounded 3D environment. This model is suitable for MC in a large space, but not for MC channels surrounded by membranes or walls, such as the channel developed in [17]. Since bounded diffusion models are more complicated than unbounded models, one of the challenges is the system-theoretical analysis of MC channels in bounded environment.

In this paper, we propose a framework to analyze the frequency response of one-dimensional MC channels based on a diffusion equation with a boundary condition determined by the dynamics of membrane transport and its flux. The proposed method enables comparing the cut-off frequencies of the decomposed subsystems that have physical roles to identify which subsystem determines the communication bandwidth of the entire MC channel. Using the proposed approach, we show the relation between the communication distance and the cut-off frequency determined by the dynamics at the boundary. We further analyze the frequency response of the MC channel with the passive transport of specific molecules in the membrane to reveal that the dynamics at the boundary can restrict the bandwidth of the MC channel depending on the communication distance. This numerical example illustrates the importance to consider the dynamics at the boundary to analyze and design MC systems.

This paper is organized as follows. In the next section, we introduce and model a one-dimensional MC system consisting of the diffusion layer and the boundary layer. In Section III, we decompose the MC channel into two subsystems based on the transfer functions. We then show the limitation of the communication distance by the cut-off frequency determined by the dynamics at the boundary. The frequency response of a specific MC system with the passive membrane transport in Section IV based on the decomposed
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II. MODELING OF A MC CHANNEL

We consider a one-dimensional MC channel, where signal molecules transmitted from the left end of the channel diffuse in a fluidic medium [0, L] with L being the communication distance. At the right end of the channel, the intensity of the signal is detected as the concentration of the molecule as shown in Fig. 1. The MC channel consists of two parts: the diffusion layer and the boundary layer.

In the diffusion layer, the signal molecules move in a fluidic medium according to the Fick’s first law, the flux $J(t, r)$ at time $t$ and location $r$ can be calculated by the spatial gradient of the concentration of the signal molecule $u(t, r)$ as

$$J(t, r) = -\mu \nabla u(t, r), \quad (1)$$

where $\nabla$ is the Laplace operator, and $\mu$ is the diffusion coefficient, which is a constant that does not depend on the molecular concentration. Substituting the Fick’s first law (1) into the continuity equation

$$\frac{\partial u(t, r)}{\partial t} = -\nabla J(t, r), \quad (2)$$

we obtain the diffusion equation as

$$\frac{\partial u(t, r)}{\partial t} = \mu \frac{\partial^2 u(t, r)}{\partial r^2}. \quad (3)$$

Moreover, we set the initial condition as

$$u(0, r) = 0. \quad (4)$$

At the boundary of the receiver side, the molecular concentration $u(t, L)$ reached at the boundary is sensed as the signal intensity, and then the information transmits to the downstream. Since the sensed molecules at the boundary bounce off the wall and diffuse in the medium again, the Neumann boundary condition is applied at the boundary of the receiver side as

$$\frac{\partial u(t, L)}{\partial r} = 0. \quad (5)$$

In the boundary layer, there are two input sources: one comes from the upstream via a membrane or a filter, and the other flows from the diffusion layer. There are several ways for molecules to cross the membrane, and in some cases they are secreted by interacting with various other molecules in the membrane. Therefore, the dynamics of the molecular concentration $v(t)$ in the boundary layer can be modeled by

$$\frac{dx(t)}{dt} = f(x(t), z(t)), \quad (6)$$

$$v(t) = h(x(t), z(t)), \quad (7)$$

where $x(t)$ represents the concentration of molecules associated with the membrane transport. The vector $z(t) = [y(t), \partial u(t, 0)/\partial r]^T$ is an input, where $y(t)$ is the molecular concentration in the upstream and $\partial u(t, 0)/\partial r$ is the flux from the diffusion layer. The vector $f(\cdot)$ is a function representing the dynamics of the membrane transport system, and the function $h(\cdot)$ expresses the output and the feedthrough term. Since the boundary layer corresponds to the left boundary of the diffusion layer, we apply the Dirichlet boundary condition as $u(t, 0) = v(t)$ for the diffusion equation (3).

Example. We consider the case, in which the membrane transport system is a passive transport of specific molecules depending on the difference of the concentration between inside and outside of the transmitter cell, and the molecules are sensed by receptors of the receiver cell at the right end. The dynamics (6) can be rewritten as

$$\frac{dv(t)}{dt} = k(y(t) - v(t)) + \mu \frac{\partial u(t, 0)}{\partial r}. \quad (7)$$

where $k$ is the rate constant of molecular transport through the membrane, and $\mu$ is the diffusion velocity. Here, $x(t) = v(t)$, $f(\cdot)$ equals to the right hand side of Eq. (7), and $h(\cdot) = x(t)$. At the right end, the information transmits to the receiver cell, by which the molecules bind to the receptors. Since the molecules can be released from the receiver, we can apply the Neumann boundary condition in Eq. (5).

In the diffusion channel without a membrane, such as conventional heat diffusion channels, the communication bandwidth is limited only by the diffusion system (3). However, in the MC channel, the dynamics in the boundary layer may affect the bandwidth and the communication distance. In what follow, we analyze the frequency response of the MC channel with the boundary layer to fully characterize the input-output relation of the MC channel. To this end, we derive the transfer function of the MC channel. We then reveal the relationship between the dynamics in the boundary layer and the bandwidth in which signals can be transmitted in the MC channel.

III. FREQUENCY RESPONSE ANALYSIS OF THE MC CHANNEL

In this section, we analyze the frequency response of the MC channel based on the transfer functions. We then show the limitation of the communication distance by the cut-off frequency determined by the dynamics in the boundary layer.
A. Transfer characteristics of the MC channel

We first derive the transfer function of the diffusion system \( G \). We take Laplace transform for the time variable \( t \) and the spatial variable \( r \) to obtain the transfer function (see Appendix I). Specifically, we obtain the molecular concentration and the flux at the location \( r \) in \( s \) domain as

\[
\begin{align*}
    u(s, r) &= G_D(s, r)u(s, 0), \quad (8) \\
    \frac{\partial u(s, r)}{\partial r} &= G_F(s, r)u(s, 0), \quad (9)
\end{align*}
\]

where

\[
\begin{align*}
    G_D(s, r) &= \frac{e^{-\sqrt{\mu} \sqrt{s}}}{{1 + e^{-2\sqrt{\mu} \sqrt{s}}}}, \quad (10) \\
    G_F(s, r) &= \sqrt{\frac{s}{\mu}} \frac{e^{-\sqrt{\mu} \sqrt{s} + e^{-2\sqrt{\mu} \sqrt{s}}}}{1 + e^{-2\sqrt{\mu} \sqrt{s}}}. \quad (11)
\end{align*}
\]

Note that \( G_D(s, r) \) and \( G_F(s, r) \) can be decomposed into the feedback connection of exponential transfer functions as shown in Fig. 2 where \( e^{-R \sqrt{s}/\sqrt{\mu}} \) represents a transfer function of diffusion for distance \( R \) when the right boundary exists at infinity with the boundary condition \( u(t, \infty) = 0 \). The structure of Fig. 2 indicates the physical phenomenon of diffusion, such as the feedback loop by the exponential transfer function represents that the signal reaching location \( L \) bounces off the wall.

Since the molecular concentration at \( r = L \) is sensed as signal intensity and the flux at \( r = 0 \) inputs into the boundary layer in the MC channel shown in Fig. 1 we need the diffusion transfer function to \( r = L \) and the flux transfer function to \( r = 0 \), that is,

\[
\begin{align*}
    G_D(s, L) &= \frac{2e^{-\frac{\sqrt{s}}{\sqrt{\mu}}}}{1 + e^{-2\frac{\sqrt{s}}{\sqrt{\mu}}}}, \quad (12) \\
    G_F(s, 0) &= \sqrt{\frac{s - 1}{\mu}} \frac{1 + e^{-2\frac{\sqrt{s}}{\sqrt{\mu}}}}{1 + e^{-2\frac{\sqrt{s}}{\sqrt{\mu}}}}. \quad (13)
\end{align*}
\]

Next, we consider the transfer functions of the dynamics in the boundary layer. We linearize the system (6) as

\[
v(s) = G_1(s)y(s) + G_2(s)\frac{\partial u(s, 0)}{\partial r}, \quad (14)
\]

where \( G_1(s) \) is the transmission system that outputs the molecular concentration in the boundary layer for the input from the molecular concentration in the upstream system, and \( G_2(s) \) is the system that outputs the molecular concentration in the boundary layer for the input from the concentration gradient at the left boundary of the diffusion layer.

Putting the diffusion layer and the boundary layer together, the block diagram of the whole MC channel can be expressed as shown in Fig. 3. Note that the system without a membrane assumes \( G_1(s) = 1 \) and \( G_2(s) = 0 \) since the input \( y(s) \) directly determines the value \( u(s, 0) \) at \( r = 0 \).

B. Limitation of communication distance by bandwidth

We analyze the frequency response of the MC channel based on the transfer functions. First, we decompose the MC channel into subsystems and clarify the role of each subsystem in the channel. We then show the limitation of the communication distance by the cut-off frequency of the decomposed subsystems.

We decompose the MC channel shown in Fig. 3 into two subsystems: the diffusion system \( G_D(s, L) \) and the boundary system \( G_B(s) \) as

\[
u(s, L) = G_D(s, L)G_B(s)y(s), \quad (15)
\]

where

\[
G_B(s) = \frac{G_1(s)}{1 - G_2(s)G_F(s, 0)} \quad (16)
\]

is the transfer function representing the dynamics of the membrane transport of signal molecules. It should be noted that the existence of the boundary layer, \( G_B(s) \), is the unique feature of the MC channel, since \( G_B(s) = 1 \) when the signal molecules from the upstream system are directly input to the diffusion layer, i.e. \( u(t, 0) = y(t) \). Therefore, we here aim to analyze the impact of the boundary system \( G_B(s) \) on the communication bandwidth of the MC channel.

We consider the cut-off frequency of the MC channel to analyze the communication bandwidth. The cut-off frequency of the MC channel is dominated by the smallest cut-off frequency in the subsystems \( G_B(s) \) and \( G_D(s, L) \). Thus, comparing the cut-off frequencies of the decomposed subsystems, we can find which subsystem restricts the bandwidth of the MC channel. We define the cut-off frequency as the smallest frequency, where the gain reaches -6 dB. In what follows, we find the cut-off frequency of the diffusion system.
We first show that the gain of the diffusion transfer function \( G_D(s, L) \) is a monotonically decreasing function. We then find the relation between the cut-off frequency of \( G_D(s, L) \) and the communication distance \( L \) using binary search.

**Proposition 1.** Consider the diffusion transfer function \( G_D(s, L) \) in Eq. (12). The gain of the diffusion transfer function

\[
|G_D(j\omega, L)| = \frac{2e^{-\hat{\omega}}}{(1 + 2e^{-2\hat{\omega}} \cos(2\hat{\omega}) + e^{-4\hat{\omega}})^{1/2}},
\]

(17)
is a monotonically decreasing function for \( \hat{\omega} > 0 \), where \( \hat{\omega} = L\sqrt{\omega}/\sqrt{2\pi} \).

**Proof.** We consider the derivative of the gain of the diffusion transfer function as

\[
\frac{d|G_D(j\omega, L)|}{d\omega} = \frac{2e^{-\hat{\omega}}(-1 + 2e^{-2\hat{\omega}} \sin(2\hat{\omega}) + e^{-4\hat{\omega}})}{H(\hat{\omega})},
\]

(18)

where

\[
H(\hat{\omega}) = ((1 + e^{-2\hat{\omega}} \cos(2\hat{\omega}))^2 + e^{-4\hat{\omega}} \sin^2(2\hat{\omega}))^{1/2}.
\]

(19)

Since \( H(\hat{\omega}) \geq 0 \), we show

\[-1 + 2e^{-2\hat{\omega}} \sin(2\hat{\omega}) + e^{-4\hat{\omega}} < 0
\]

(20)

for all \( \hat{\omega} \geq 0 \). Eq. (20) is equivalent to

\[F(\hat{\omega}) := e^{-4\hat{\omega}} + 2e^{-2\hat{\omega}} \sin(2\hat{\omega}) < 1 \quad \text{for} \quad \forall \hat{\omega} > 0.
\]

(21)

\( F(\hat{\omega}) \) can be bounded from above as

\[F(\hat{\omega}) \leq e^{-\pi} + 2e^{-\hat{\omega}} < 1
\]

(22)

for \( \hat{\omega} > \pi/4 \). Thus, the statement (21) is not violated if it is not for \( 0 < \hat{\omega} \leq \pi/4 \). In what follows, we consider the range \( 0 < \hat{\omega} \leq \pi/4 \). We take the derivative of the function \( F(\hat{\omega}) \) as

\[
\frac{dF(\hat{\omega})}{d\omega} = -4e^{-2\hat{\omega}}(e^{-2\hat{\omega}} + \sin(2\hat{\omega}) - \cos(2\hat{\omega})).
\]

(23)

\( M(\hat{\omega}) := e^{-2\hat{\omega}} + \sin(2\hat{\omega}) \) in Eq. (23) is minimized when \( e^{-2\hat{\omega}} - \cos(2\hat{\omega}) = 0 \) since the derivative of the function \( M(\hat{\omega}) \) is

\[
\frac{dM(\hat{\omega})}{d\omega} = -2e^{-2\hat{\omega}} + 2\cos(2\hat{\omega}).
\]

(24)

Substituting \( e^{-2\hat{\omega}} - \cos(2\hat{\omega}) = 0 \) into Eq. (23), we have

\[
\frac{dF(\hat{\omega})}{d\omega} \leq -4e^{-2\hat{\omega}} \sin(2\hat{\omega}) < 0
\]

(25)

for \( 0 < \hat{\omega} \leq \pi/4 \). Since \( F(0) = 1 \), Eq. (21) is not violated. Thus, Eq. (20) holds for all \( \hat{\omega} \geq 0 \) implying that Eq. (18) is negative for \( \hat{\omega} \geq 0 \). Therefore, the gain of the diffusion transfer function \( |G(j\omega, L)| \) monotonically decreases for \( \hat{\omega} \geq 0 \).

The cut-off frequency, where the gain reaches -6 dB is uniquely determined since \( |G(j\omega, L)| \) is a monotonically decreasing function. Calculating \( 20 \log |G(j\omega, L)| = -6 \) by binary search, we obtain \( \hat{\omega} = 1.44 \) which leads to

\[\omega_D = 4.14 \frac{\mu}{L^2}.
\]

(26)

Moreover, the condition of the communication distance \( L \) for not further restricting the bandwidth of the signal output from the boundary layer by the diffusion layer, namely \( \omega_D \geq \omega_B \), is determined by

\[L \leq 2.03 \sqrt{\frac{\mu}{\omega_B}}.
\]

(27)

where \( \omega_B \) is the cut-off frequency of the boundary system. This can be an indicator to design the communication distance of MC channels if \( \omega_B \) is known.

It should be noted that the cut-off frequency \( \omega_B \) is determined by the transmission system \( G_1(s) \), the system \( G_2(s) \), and the flux system \( G_F(s, 0) \). While the characteristics of the systems \( G_1(s) \) and \( G_2(s) \) are not specified, we know that \( G_F(s, 0) \) works like a differential element since \( |G_F(s, 0)| \) goes 0 when \( s \to 0 \), and \( |G_F(s, 0)| \) goes \( \infty \) when \( s \to \infty \) in Eq. (13).

Note that \( G_B(s) \) can be decomposed into the transmission system \( G_1(s) \) and the flux feedback system \( G_{FF}(s) \), where

\[G_{FF}(s) = \frac{1}{1 - G_2(s)G_F(s, 0)}.
\]

(28)

This decomposition is used in the next section to interpret \( G_B(s) \) in more detail. Moreover, we define the cut-off frequency of \( G_1(s) \) and \( G_{FF}(s) \) as \( \omega_1 \) and \( \omega_{FF} \), respectively.

**IV. Numerical Example**

In this section, we consider an example of a specific MC channel with biological parameters and analyze its frequency response. We show using the example that the boundary system largely affects the communication bandwidth of the MC channel. In addition, we analyze the relation between the communication distance and the limitation of the bandwidth and verify Eq. (27).

Suppose the signal molecules are generated in a transmitter cell. In the boundary layer, the signal molecules are emitted from, or absorbed to the transmitter cell since they can go through the membrane freely with the rate constant of molecular transport \( k \). Similarly, the signal molecules in the diffusion layer flows into/out the boundary layer. Thus, the dynamics in the boundary layer can be modeled by Eq. (7), where the diffusion velocity \( \hat{\mu} \) can be calculated by the Einstein–Smoluchowski relation [18]. Thus, the transfer functions \( G_1(s) \) and \( G_2(s) \) as

\[G_1(s) = \frac{k}{s + k}, \quad G_2(s) = \frac{\hat{\mu}}{s + k},
\]

(29)

from which \( G_B(s) \) is obtain as

\[G_B(s) = \frac{k}{s + k - \hat{\mu}G_F(s)}.
\]

(30)

In the diffusion layer, the signal molecules transmitted from the left boundary diffuse in a fluidic medium and are sensed by the receptors at the right boundary. Therefore, the dynamics in the diffusion layer can be modeled by the diffusion equation (4) with the Dirichlet boundary condition \( u(t, 0) = v(t) \) at \( r = 0 \) and the Neumann boundary condition
since the communication distance satisfies $L \leq 2.03 \sqrt{\mu/\omega_B}$. On the other hand, when $L = 1 \text{ mm}$, $\omega_D$ is dominant and largely restricts the bandwidth comparing to $\omega_1$ and $\omega_{FF}$ since $L > 2.03 \sqrt{\mu/\omega_B}$. Thus, Fig. 5 shows that which subsystem determines the bandwidth of the MC channel, the diffusion system or the boundary system, depends on the distance, and Eq. (27) can be an indicator of this relation.

V. CONCLUSION

In this paper, we have proposed a one-dimensional MC model with a boundary layer, and analyzed the frequency response of the proposed MC model based on the transfer functions. Moreover, we have shown the range of the communication distance $L$ that does not affect the bandwidth of the signal output from the boundary layer. Finally, by analyzing the frequency responses of a specific MC channel, we have shown that the boundary layer can restrict the bandwidth of the whole MC channel.
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APPENDIX I

DERIVATION OF THE DIFFUSION TRANSFER FUNCTION \( G_D(s, r) \) AND THE FLUX TRANSFER FUNCTION \( G_F(s, r) \)

We derive the diffusion transfer function \( G_D(s, r) \) and the flux transfer function \( G_F(s, r) \) based on the calculation in
[21]. By taking Laplace transform of Eq. (5) for time \( t \), we obtain
\[
su(s, r) = \frac{\partial^2 u(s, r)}{\partial r^2},
\]  
(31)

Similarly, Laplace transform of Eq. (51) for the spatial variable \( r \) leads to
\[
\frac{s}{\mu} u(s, p) = p^2 u(s, p) - pu(s, 0) - \frac{\partial u(s, 0)}{\partial r},
\]  
(32)

where \( p \) is the frequency variables for space. Eq. (32) can be decomposed into the partial fractions
\[
u(s, p) = \frac{1}{2} \left( \frac{1}{p + \sqrt{\mu}} + \frac{1}{p - \sqrt{\mu}} \right) u(s, 0) + \frac{1}{2 \sqrt{\mu}} \left( \frac{1}{p - \sqrt{\mu}} - \frac{1}{p + \sqrt{\mu}} \right) \frac{\partial u(s, 0)}{\partial r}.
\]  
(33)

Taking the inverse Laplace transformation for space, we have
\[
u(s, r) = \frac{1}{2} \left( e^{-\sqrt{\mu} r} + e^{\sqrt{\mu} r} \right) u(s, 0) + \frac{1}{2 \sqrt{\mu}} \left( e^{\sqrt{\mu} r} - e^{-\sqrt{\mu} r} \right) \frac{\partial u(s, 0)}{\partial r}.
\]  
(34)

Since the derivative of \( u(s, r) \) can be calculated as
\[
\frac{\partial u(s, r)}{\partial r} = \sqrt{\frac{2}{\mu}} \left( -e^{-\sqrt{\mu} r} + e^{\sqrt{\mu} r} \right) u(s, 0) + \frac{1}{2} \left( e^{\sqrt{\mu} r} + e^{-\sqrt{\mu} r} \right) \frac{\partial u(s, 0)}{\partial r},
\]  
(35)

by applying the Neumann boundary condition \( \{ \} \), we have
\[
\frac{\partial u(s, 0)}{\partial r} = \sqrt{\frac{2}{\mu}} \left( e^{-\sqrt{\mu} L} - e^{\sqrt{\mu} L} \right) u(s, 0).
\]  
(36)

By substituting Eq. (36) into Eq. (33) and Eq. (35), we obtain
\[
u(s, r) = G_D(s, r) u(s, 0),
\]  
(37)

\[
\frac{\partial u(s, r)}{\partial r} = G_F(s, r) u(s, 0),
\]  
(38)

where
\[
G_D(s, r) = \frac{e^{-\sqrt{\mu} r} + e^{-2 \sqrt{\mu} r}}{1 + e^{-2 \sqrt{\mu} r}},
\]  
(39)

\[
G_F(s, r) = \sqrt{\frac{2}{\mu}} \left( e^{\sqrt{\mu} r} + e^{-\sqrt{\mu} r} \right).
\]  
(40)
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