Coexistence of excited states in confined Ising systems
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Using the density-matrix renormalization-group method we study the two-dimensional Ising model in strip geometry. This renormalization scheme enables us to consider the system up to the size $300 \times \infty$ and study the influence of the bulk magnetic field on the system at full range of temperature. We have found out the crossover in the behavior of the correlation length on the line of coexistence of the excited states. A detailed study of scaling of this line is performed. Our numerical results support and specify previous conclusions by Abraham, Parry, and Upton based on the related bubble model.
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The understanding of classical systems in confined geometries has been a challenge for several years [1-3]. Among such investigated systems are fluids or magnets confined between parallel walls. Studies of finite-size effects have not been limited only to the vicinity of the critical point, but also to the first-order phase transitions, which are less known.

In this Raport we consider the two-dimensional Ising system on a square lattice in strip geometry ($L$ is width of the strip) with the Hamiltonian

$$
\mathcal{H} = -J \sum_{<i,j>} \sigma_i \sigma_j - H \sum_i \sigma_i, \quad (1)
$$

where the coupling $J > 0$, $H$ is the bulk magnetic field and $\sigma_i = \pm 1$. The first sum runs over all nearest-neighbour pairs of sites while the second sum runs over all sites.

Even such a simple model has an interesting crossover governed by the bulk magnetic field [4,5], which value $H_x$ depends on temperature and the size of the system. The borderline $H_x(T;L)$ divides two different $L$ and $H$ dependencies of the correlation length $\xi$. Using the bubble model [6] Abraham et al. found [7] that at subcritical temperatures one has

$$
1/\xi = P(T)|L|H|, \quad \text{for } 0 < |H| \leq H_x, \quad (2)
$$

$$
1/\xi = R(T) + S(T)|H|^{2/3}, \quad \text{for } |H| \geq H_x, \quad (3)
$$

where $P(T) = 2m/k_B T$, $R(T) = 2\sigma_0/k_B T$. Here, $S(T)$ is an unknown positive coefficient. Furthermore, $m$ and $\sigma_0$ are the bulk spontaneous magnetization and the interfacial tension, respectively.

The bubble model studies concluded that $H_x(T;L)$ scales towards the first-order line according to the form [3,7]:

$$
H_x(L;T) \approx A(T)L^\alpha + B(T)L^\gamma + C(T)L^\delta + \ldots, \quad (4)
$$

where $\alpha = -1$, $\gamma = -5/3$, and $\delta = -7/3$.

A similar problem of higher-order corrections, but to the Kelvin equation (the scaling of the bulk coexistence field in the presence of the parallel surface fields) has been studied recently [8]. Using the density-matrix renormalization-group method (DMRG) [9,10] it was found that for a large range of surface fields and temperatures corrections are not compatible with the behavior predicted by the existing theory [1]. It is one of reasons why we have checked out here the predictions given by the bubble model.

Abraham et al. argued that the mentioned crossover occurs because the class of dominating configurations determining the behavior of correlation functions changes from a single connected loop for $|H| > H_x$ to two disconnected closed loops $|H| < H_x$ (in cylinder geometry). In our case, where the free boundaries are present, for $|H| < H_x$, the dominating configurations consist of succeeding pieces of a strip with opposite magnetizations [12]. For $|H| > H_x$ the most important configurations contributing to the correlation function are again closed loops including domains of opposite magnetizations (see, Fig.1).

In order to analyze this problem beyond the bubble model, we can use the transfer-matrix (TM) calculations [13]. However, it is well known that to obtain satisfac-
tory finite-size scaling results, one should consider large enough systems \[\text{[13]}\]. This may, in turn, complicate calculations or even make them impossible. To overcome this problem we have applied the DMRG method for two-dimensional systems based on the TM approach. Providing a very efficient algorithm for the construction of the effective transfer matrices for large \(L\) this method was successfully employed for a number of problems (for which no exact solutions are available, e.g. for nonvanishing bulk fields) \[\text{[13]}\]. Using it we were able to analyze the system in full range of temperatures and the bulk magnetic field for strips of widths up to \(L = 300\). For a comprehensive review of background, achievements and limitations of DMRG, see Ref. \[\text{[19]}\].

We first calculated the free-energy levels

\[
 f_i(H, T; L) = -\frac{k_B T}{L} \ln(\lambda_i(H, T; L)),
\]

for \(i = 0, 1, 2, \ldots\), where \(\lambda_i\) are the eigenvalues of the TM arranged in order of decreasing magnitude. Because the inverse (longitudinal) correlation length can be defined as

\[
 1/\xi(L) = \log(\lambda_0/\lambda_1),
\]

and the lowest free-energy level does not cross others, especially important are the values of the bulk magnetic field \(H_s(T; L)\), where the first and the second excited states cross each other. In such a case we can observe the crossover in the behavior of the correlation length.

Let us first analyze the structure of the TM low-lying levels as a function of the bulk magnetic field \(H\) at fixed \(T\). At very low temperature they should behave practically in the same way as the ground state energy. Therefore, it is worthy first considering the ground state properties of the system.

Let us define the configuration of a row for the strip in the following way \(\sigma_1, \sigma_2, \cdots, \sigma_{L-1}, \sigma_L\), where the values of \(\sigma_i\) are denoted \(\pm\) for simplicity. At zero magnetic field \(H\) the two states with all spins positive \((++ \cdots +)\) or negative \((- - \cdots -)\) have the same energy. The extra magnetic field term splits both states and the energy per spin is

\[
 \epsilon_{1,2} = -J(2 - \frac{1}{L}) \pm H.
\]

Assuming \(H > 0\) the \((++ \cdots +)\) state is always the singlet ground state. In order to find the first excited states we have to flip the first or the last column \((i = 1, L)\) in the previous configurations. In this way we get the four states \((-+ \cdots +), (+++ \cdots +), (+- \cdots -)\), and \((- - \cdots -)\). The magnetic field splits this level into two doublets and for the two first states their energy decreases when the \(H\) increases according to the equation

\[
 \epsilon_{3,4} = -J(2 - \frac{3}{L}) - H(1 - \frac{2}{L}).
\]

Therefore, we expect the crossing of the singlet state \(|- - \cdots -\rangle\) with the doublet \(|++ \cdots +\rangle, |++ \cdots +\rangle\) at a certain value of the bulk magnetic field

\[
 H_s(T = 0; L) = \frac{J}{L - 1}.
\]

Note, that for \(T \to 0\) Eq. \[\text{(4)}\] reduces to Eq. \[\text{(1)}\] provided \(A(T) \to J\) and \(B(T), C(T) \to 0\).
The curves indicate the phase boundaries between the two phases with different dependencies of $\xi$ on $L$ and $H$. As $L \to \infty$ the coexistence lines of the excited states shift towards the $H = 0$ axis that is intuitively clear at $T = 0$. Since the width of the strip increases the energy of configurations where only one column of spins is flipped (Eq. (5)) are close and close to the energy of configurations with all spins pointed in one direction (Eq. (6)), so in the $L \to \infty$ limit one has $H_x = 0$.

Let us discuss the scaling of the coexistence line $H_x(T; L)$ to the bulk first-order line (Fig. (2)). To verify the bubble model predictions (Eq. (4)) we have calculated series of values of $H_x(T = \text{const}; L)$ for $L = 20, 40, \ldots, 200$ and for temperatures ranging from $T \approx 0.44T_c$ up to $T \approx 0.997T_c$.

| $T$       | $\alpha$     | $\gamma + 1$ | $\delta + 5/3$ |
|-----------|--------------|---------------|----------------|
| 1.00      | -0.9994(5)  | 0.668(1)      | 0.66(4)        |
| 1.50      | -0.9990(5)  | 0.667(1)      | 0.64(1)        |
| 1.75      | -1.0000(1)  | -0.668(2)     | -0.64(1)       |
| 2.00      | -0.998(1)   | -0.667(1)     | -0.67(1)       |
| 2.15      | -1.028(3)   | -0.67(1)      | -0.67(2)       |
| 2.20      | -1.002(6)   | -0.69(1)      | -0.68(3)       |

Table shows the values of scaling exponents obtained from the DMRG data. Using the powerful extrapolation technique, the Bulirsch and Stoer (BST) method, we obtained an excellent agreement with Abraham et al.

In order to get the $A$ coefficient in Eq. (4) one can compare Eqs. (2) and (3). They have to agree at the value $H = H_x$ in the thermodynamic limit, which implies the following relation (3):

$$A(T) = \sigma_0(T)/m(T).$$

In Fig. 2 our data reconstruct this curve very well. To the best of our knowledge, the coefficients $B(T)$ and $C(T)$ in Eq. (4) have not been yet determined, but our numerical results can predict their temperature behavior.

Close to $T_c$ the validity of Eq. (10) is limited because the scaling of points of the $H_x$ curve is governed by the bulk critical point. In order to study it in detail we have considered characteristic points of the upper part of the $H_x$ curve: the inflection points ($H_x(L), T_x(L)$) and the end points $T'(L)$ (see, Fig. 2), where the following scaling is expected:

$$\tau_c(L) = (T_c - T_x(L))/T_c \sim L^{-y_T},
$$
$$H_x(L) \sim L^{-y_H}.$$  \hspace{1cm} (11)

Here, $y_T = 1$ and $y_H = 15/8$ are the thermal and magnetic exponents of the two-dimensional Ising model.

To verify the scaling to the critical point ($H = 0, \tau = 0$) we found out the inflection points and the end points for $L = 30, 60, 100, 130, 160$ and 200 using subsequently the BST technique. We have examined the scaling form (11) for $L \to \infty$ and found very good agreement

$$\tau_c = 0.00006(6), \quad \text{and} \quad y_T = 1.005(5)$$
$$H_x = -0.0006(6), \quad \text{and} \quad y_H = 1.876(8)$$
$$\tau' = 0.00003(3), \quad \text{and} \quad y_T = 1.006(6)$$

Note, that for $T \to T_c$ and $L \to \infty$ we can reproduce the scaling form (11) from Eq. (4) by assuming that $A(T) \to 0, B(T) \to 0$, and $C(T) \to \infty$. This is in agreement with our numerical estimations for scaling coefficients as depicted in Fig. 2. Of course, this relation is not valid at $T_c$.

FIG. 3. The coefficients of the scaling of the coexistence line $H_x(L; T)$ to the bulk first-order line. Solid line denotes the analytical result determined in the bubble model. The symbols describe our numerical results. The dashed lines are as guides for eye.

In order to analyze the behavior of the correlation length we have derived $1/\xi$ for $L$ between 100 and 300 in temperatures below $T_c(L)$. To examine the form of Eq. (4) firstly we have confirmed the linear dependence of the coefficient on $L$. Next we compared our numerical results with the coefficients $P(T)$ and $R(T)$ in Eqs. (4). What is more, we presented the temperature dependence of the $S(T)$ coefficient which was not determined in the bubble model (see, Fig. 2). When temperature raises, more and more complex configurations on the Ising strip contribute to the free energy in contrast to the assumption of the bubble model.

Consequently, in high temperatures the validity of Eqs. (2) is limited to a narrow range of $H$. The bubble model predictions are also spoiled by the presence of strong bulk magnetic field. That is why, the higher is temperature the smaller $H$ is necessary to recover the linear dependence of $1/\xi$ on $H$, as in Eq. (2). Similarly,
when $T \to T_c(L)$ the regime with the $H^{2/3}$ dependence of $1/\xi$ (Eq. (3)), close to the right side of the coexistence line, shrinks to zero.

In conclusion, we have used the density-matrix renormalization-group method to obtain reliable information about the two-dimensional Ising model in the bulk magnetic field. We have confirmed the crossover related to the correlation length analyzed before for the bubble model. Our study has not been limited to subcritical temperatures and small bulk fields. We have confirmed Abraham et al. predictions for the scaling of the first-order line in the subcritical region. Moreover, we have established the precise scaling form for the bulk magnetic field by numerically determining coefficients $B(T)$ and $C(T)$ in Eq. (4). Furthermore, we have extended the analysis of the bubble model to critical region verifying that the scaling behavior is governed by the bulk critical point. Finally, we numerically confirmed the magnetic field dependence of the correlation length, simultaneously extracting previously unknown coefficient $S(T)$ in Eq. (2). Above results demonstrate that for two-dimensional classical systems the DMRG technique provides significantly accurate data for studying equilibrium properties of large systems in a nonvanishing bulk magnetic field.
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