New log-majorization results concerning eigenvalues and singular values and a complement of a norm inequality
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ABSTRACT
The purpose of this paper is to establish new log-majorization results concerning eigenvalues and singular values which generalize some previous work related to a conjecture and an open question which were presented by Lemos and Soares in 2018. In addition, we present a complement of a unitarily invariant norm inequality which was conjectured by Bhatia, Lim and Yamazaki in 2016, and recently proved by Dinh, Dumitru and Franco in 2017 for the Schatten $p$-norm with $1 \leq p \leq \infty$.
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1. Introduction
Let $M_n$ be the space of $n \times n$ complex matrices where its identity matrix is denoted by $I_n$. If $A$ is positive semi-definite, then we will write $A \succeq 0$ to indicate so. If, in addition, $A$ is invertible, then we will write $A > 0$. For positive semi-definite matrices $A, B \in M_n$, we write $A \succeq B$ if $A - B \succeq 0$. For any $n \times n$ matrix $X$, we shall assume that its singular values, which are the eigenvalues of the positive semi-definite matrix $|X| = (X^*X)^{1/2}$, are taken in the non-increasing order: $s_1(X) \geq s_2(X) \geq \cdots \geq s_n(X) \geq 0$. In addition, if the eigenvalues $\lambda_1(X), \lambda_2(X), \ldots, \lambda_n(X)$ of $X$ are real, then we will always assume that they are also arranged in non-increasing order, that is,

$$\lambda_1(X) \geq \lambda_2(X) \geq \cdots \geq \lambda_n(X).$$

For a positive semi-definite matrix $X \in M_n$, we shall denote

$$\lambda(X) := (\lambda_1(X), \lambda_2(X), \ldots, \lambda_n(X))^t$$

which is clearly a real column vector, and so is the vector

$$s(X) := (s_1(X), s_2(X), \ldots, s_n(X))^t.$$
If $\lambda(A), \lambda(B) \in \mathbb{R}^n$, then by $\lambda(A) \prec_{wlog} \lambda(B)$, we mean that $\lambda(A)$ is weakly log-majorized by $\lambda(B)$, that is,

$$\prod_{i=1}^k \lambda_i(A) \leq \prod_{i=1}^k \lambda_i(B) \quad \text{for all } k = 1, 2, \ldots, n.$$ 

In addition, we shall write $\lambda(A) \prec_{log} \lambda(B)$ and will say that $\lambda(A)$ is log-majorized by $\lambda(B)$ if the preceding inequality is true for $k = 1, 2, \ldots, n - 1$ and equality holds for $k = n$, i.e.

$$\prod_{i=1}^n \lambda_i(A) = \prod_{i=1}^n \lambda_i(B).$$

A norm is said to be unitarily invariant if, for all $A \in M_n$, we have

$$\|UAV\| = \|A\|$$

for all $U, V \in M_n$ unitary matrices, and it is denoted by $\|\cdot\|$. The Schatten $p$-norm denoted by $\|\cdot\|_p$ for $1 \leq p \leq \infty$ is a unitarily invariant norm, and it is defined by

$$\|X\|_p = \text{Tr}(|X|^p)^{1/p} = \left(\sum_{i=1}^n s_i^p(X)\right)^{1/p},$$

and for $p = \infty$, we have $\|X\|_\infty = s_1(X)$ which is known as the operator norm. Of special importance are the cases $p = 1$ named the trace norm and $p = 2$ called the Hilbert–Schmidt norm.

The weighted geometric mean of two positive definite matrices $A$ and $B$ is defined by

$$A^{\#_t}B = A^{\frac{1}{2}}(A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^tA^{\frac{1}{2}} \quad \text{for } 0 \leq t \leq 1.$$ 

As it is well known, this can be extended to the positive semi-definite matrices as follows:

$$A^{\#_t}B = \lim_{\epsilon \to 0^+} (A + \epsilon I_n)^{\#_t}(B + \epsilon I_n) \quad \text{for } 0 \leq t \leq 1.$$ 

One important fact is that $A^{\#_t}B = B^{\#_{1-t}}A$ for all $A, B \geq 0$. Clearly, if $t = \frac{1}{2}$, then we obtain the well-known geometric mean $A^{\#_t}B = A^{\frac{1}{2}}(A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^\frac{1}{2}A^{\frac{1}{2}}$.

Let $A$ and $B$ be two $n \times n$ positive semi-definite matrices, Zou [1] proved the following inequality

$$\prod_{j=1}^k s_j\left(A^{\frac{1}{2}}(A^{\#_t}B)B^{\frac{1}{2}}\right) \leq \prod_{j=1}^k s_j(AB), \quad k = 1, \ldots, n. \quad (1)$$

Recently, Lemos and Soares [2] gave another proof of (1) and asked whether it is possible to find some generalization of it. More explicitly, their question gives rise to the following conjecture.

**Conjecture 1.1**: Let $A$ and $B$ be two positive semi-definite matrices. Then

$$s\left(A^{t}(A^{\#_t}B)B^{1-t}\right) \prec_{log} s(AB), \quad 0 \leq t \leq 1. \quad (2)$$
In the same paper, they proved that for all \( A, B \geq 0 \) and \( r, s \in \mathbb{R} \),
\[
\lambda \left( (A^+_{r,t}B)(A^+_{s,1-t}B) \right) \prec_{\log} \lambda (A^{r+s-1}B) \quad \text{for } 0 \leq t \leq 1, \tag{3}
\]
where
\[
A^+_{r,t}B = A^{\frac{r}{2}} \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right)^t A^{\frac{r}{2}}.
\]

Earlier in [3], Hiai and Lin proved inequality (3) for \( r = s = 1 \) and asked whether it is possible to replace the eigenvalues with singular values. More generally, Lemos and Soares [2] conjectured the following inequality.

**Conjecture 1.2:** If \( A, B \geq 0 \), \( r, s \in \mathbb{R} \) and \( 0 \leq t \leq 1 \), then
\[
s \left( (A^+_{r,t}B)(A^+_{s,1-t}B) \right) \prec_{\log} s \left( A^{r+s-1}B \right). \tag{4}
\]

**Remark 1.1:** The case \( r = s = 1 \) was proved by Hiai and Lin precisely for \( \frac{1}{4} \leq t \leq \frac{3}{4} \) in [3]. Later, Lemos and Soares [2] showed that Conjecture 1.2 is valid for \( r \geq 0 \) and \( \frac{r}{r+s} \leq 2t \leq \frac{2r+s}{r+s} \). For the latter case, we shall prove a further generalization of (4) (see Theorem 2.1).

Our main objective in this paper is to present new log-majorization results related to the above two conjectures as well as to prove an interesting norm inequality. More explicitly, the rest of the paper is organized as follows. In Section 2, we first disprove Conjecture 1.2 in its current setting by providing a counterexample in the case \( t = 0 \) and \( r, s \) being two real numbers such that \( s - 1 \leq 0 \) and \( 2r + s - 1 \geq 0 \). Then, we give a further generalization of (3) as well as of (4) in the cases where it has been shown to be valid. In Section 3, new results related to Conjecture 1.1 are established, and a new proof for a refinement of inequality (1) is presented. In the last section, we present a complement of a unitarily invariant norm inequality which was conjectured by Bhatia et al. [4] and recently proved by Dinh et al. [5] for the Schatten \( p \)-norm with \( 1 \leq p \leq \infty \).

### 2. Results concerning Conjecture 1.2

This section deals first with presenting a counterexample to Conjecture 1.2. Then some generalizations of results related to this conjecture are given. Finally, based on our results, we conclude by formulating an alternative conjecture.

The starting point for us is the following lemma whose proof can be found in [6].

**Lemma 2.1:** Let \( A \) be a positive definite matrix and \( B \) be a Hermitian matrix. Then for all \( p, q \geq 0 \)
\[
\lambda (A^p BA^{-q}B) \succ_{\log} \lambda (A^{p-q}B^2).
\]

As a result, we have the following example which shows that Conjecture 1.2 is not valid in its current setting.

**Example 2.1:** Let \( r, s \) be two real numbers such that \( s - 1 \leq 0 \) and \( 2r + s - 1 \geq 0 \). Substituting these fixed \( r \) and \( s \) in the left-hand side of (4) for \( t = 0 \) leads to
\[
s \left( (A^+_{r,0}B)(A^+_{s,1}B) \right)^2 = s \left( A^{\frac{r}{2}} \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right)^0 A^{\frac{r+s}{2}} \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right)A^{\frac{r}{2}} \right)^2
\]
\[ s \left( A^{2r+s-1-1} BA^{s-1} \right)^2 = \lambda \left( A^{2r+s-1} BA^{s-1} B \right) \]
\[ > \log \lambda (A^{2r+2s-2} B^2) \quad \text{(using Lemma 2.1)} \]
\[ = s \left( A^{r+s-1} B \right)^2. \]

In order to prove our main result, the next lemma is needed and it is known as the Furuta inequality with negative powers, whose proof can be found in [7].

**Lemma 2.2:** Let \( X, Y \) be two invertible matrices satisfying \( 0 < Y \leq X \). Let \( 0 < p' \leq 1, 0 < q' \leq 1 \) and \( -1 \leq r' < 0 \). Then, it holds that

\[ X^{p'+r'} \geq (X^p Y^{q'} X^{q'})^{1/q} \]

as long as the real numbers \( p', r' \) and \( q' \) satisfy

\[ -r'(1-q') \leq p' \leq q' - r'(1-q'), \quad (5) \]

and one of the following two conditions holds:

\[ \frac{1}{2} \leq q' \leq 1 \quad (6) \]

or

\[ 0 \leq q' \leq \frac{1}{2} \quad \text{and} \quad \frac{-r'(1-q') - q'}{1-2q'} \leq p' \leq \frac{-r'(1-q')}{1-2q'}. \quad (7) \]

Now we are in a position to present our first result which generalizes inequality (3) and gives a further generalization of inequality (4) precisely in all the cases where it has been proven valid.

**Theorem 2.1:** Let \( A \) and \( B \) be two positive semi-definite matrices. Then, for all \( 1 \leq p \leq 2, r, s \in \mathbb{R} \) with similar signs and \( t \in \mathbb{R} \) such that

\[ \frac{rp - r}{(r+s)p} \leq t \leq \frac{rp + s}{(r+s)p}, \]

we have

\[ \lambda((A^{r,s,t}_p B) (A^{s,1-t}_p B)^p) \leq \log \lambda(A^{r+s-1} B^p). \]

**Proof:** Without loss of generality, we shall assume that \( A \) and \( B \) are positive definite matrices as the general case can be then obtained by a continuity argument. Let \( r, s \in \mathbb{R} \) with
similar signs and \( t \in \mathbb{R} \) such that
\[
\frac{rp - r}{(r + s)p} \leq t \leq \frac{rp + s}{(r + s)p}.
\]

Note that in order to finish the proof in this case, it is enough to show that for all \( A, B > 0 \) the following is true
\[
A^{\frac{r + s - 1}{2}} \frac{BA}{A^{\frac{r + s - 1}{2}}} \leq I_n \Rightarrow (A^s_{s,1-t}B)^{\frac{p}{2}}(A^r_{r,t}B)^{\frac{p}{2}}(A^s_{s,1-t}B)^{\frac{p}{2}} \leq I_n. \tag{8}
\]

Now assume that
\[
A^{\frac{r + s - 1}{2}} \frac{BA}{A^{\frac{r + s - 1}{2}}} \leq I_n.
\]

Then clearly, this is equivalent to
\[
0 < A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \leq A^{-(r+s)}. \tag{9}
\]

Applying Lemma 2.2 to (9) with \( X = A^{-(r+s)} \) and \( Y = A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \), we then obtain
\[
\left( A^{-(r+s)} \right)^{t'} \geq \left[ \left( A^{-(r+s)} \right)^{\frac{t'}{p}} \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right)^{t'} \left( A^{-(r+s)} \right)^{\frac{t'}{p}} \right]^{\frac{1}{q}}. \tag{10}
\]

Now taking \( p' = t, r' = -\frac{r}{r+s} \) and \( q' = \frac{1}{p} \) in (10) for which conditions (5) and (6) are satisfied, we get
\[
A^{p-(r+s)p} \geq \left( A^{\frac{p}{2}}(A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^{t}A^{\frac{p}{2}} \right)^{p}
\]

which is the same as
\[
(A^r_{r,t}B)^p \leq A^{p-(r+s)p}t. \tag{11}
\]

Again, replacing this time \( p' \) with \( 1-t \), \( r' \) with \( -\frac{s}{r+s} \) and \( q' \) with \( \frac{1}{p} \) in (10), where conditions (5) and (6) are also satisfied, yields
\[
A^{(r+s)p-tp} \geq \left( A^{\frac{p}{2}}(A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^{1-t}A^{\frac{p}{2}} \right)^{p} = (A^s_{s,1-t}B)^p,
\]

which is equivalent to
\[
A^{p-(r+s)p} \leq (A^s_{s,1-t}B)^{-p}. \tag{12}
\]

Therefore, we can write
\[
(A^s_{s,1-t}B)^{\frac{p}{2}}(A^r_{r,t}B)^{\frac{p}{2}}(A^s_{s,1-t}B)^{\frac{p}{2}} \leq (A^s_{s,1-t}B)^{\frac{p}{2}}A^{p-(r+s)p^t}(A^s_{s,1-t}B)^{\frac{p}{2}} \quad \text{(using } 11) \]
\[
\leq (A^s_{s,1-t}B)^{\frac{p}{2}}(A^s_{s,1-t}B)^{-p}(A^s_{s,1-t}B)^{\frac{p}{2}} \quad \text{(using } 12) \]
\[
= I_n.
\]
Let \( a = \lambda_1 (A^{r+s-1} B)^p > 0 \). We observe that 
\[
\left( \frac{1}{a^{\frac{p}{2}} A} \right)^{\frac{r+s-1}{2}} \left( \frac{1}{a^{\frac{p}{2}}} B \right) \left( \frac{1}{a^{\frac{p}{2}} A} \right)^{\frac{r+s-1}{2}} \leq I_n.
\]

For simplicity, we will replace
\[
\left( \frac{1}{a^{\frac{p}{2}}} A \right) \text{ and } \left( \frac{1}{a^{\frac{p}{2}}} B \right)
\]

with \( A' \) and \( B' \), respectively, then
\[
(A')^{\frac{r+s-1}{2}} (B')^{\frac{r+s-1}{2}} \leq I_n
\]

which using (8) implies that
\[
\left( A_{#r,t} (A')_{#s,1-t} B' \right)^{\frac{p}{2}} (A'_{#r,t} (A')_{#s,1-t} B')^{\frac{p}{2}} \leq I_n.
\]

So,
\[
\frac{1}{a} \left[ \left( A_{#r,t} (A')_{#s,1-t} B' \right)^{\frac{p}{2}} (A'_{#r,t} (A')_{#s,1-t} B')^{\frac{p}{2}} \right] \leq I_n.
\]

Hence,
\[
\left( A_{#r,t} (A')_{#s,1-t} B' \right)^{\frac{p}{2}} (A'_{#r,t} (A')_{#s,1-t} B')^{\frac{p}{2}} \leq \lambda_1 (A^{r+s-1} B)^p I_n.
\]

Thus, for all \( 1 \leq p \leq 2 \) and for all \( r, s \in \mathbb{R} \) with similar signs and such that \( \frac{p-r}{(r+s)p} \leq t \leq \frac{p-s}{(r+s)p} \), we have that
\[
\lambda_1 (A_{#r,t} (A')_{#s,1-t} B'(A')_{#s,1-t} B)^p \leq \lambda_1 (A^{r+s-1} B)^p.
\]

Finally, as usual by an anti-symmetric tensor product argument, the proof is achieved. \( \blacksquare \)

It is worthy to note here that as a result of Theorem 2.1 and the Araki–Lieb–Thirring inequality (see, e.g. [8]), we can conclude that for all \( 1 \leq p \leq 2 \) and \( \frac{p-r}{(r+s)p} \leq t \leq \frac{p-s}{(r+s)p} \), the following inequality holds:
\[
\lambda((A_{#r,t} B)p (A_{#s,1-t} B)^p) \lesssim \lambda(A^{r+s-1} B)^p \lesssim \lambda(A^{(r+s-1)} B)^p).
\] (13)

Clearly, the particular cases \( p = 1 \) and \( p = 2 \) in (13) correspond to Lemos and Soares results.

The following corollary is a result of Theorem 2.1 for the case \( r = s = 1 \).

**Corollary 2.1:** Let \( A \) and \( B \) be two positive semi-definite matrices. Then for all \( 1 \leq p \leq 2 \)
\[
\lambda((A_{#t} B)p (A_{#1-t} B)^p) \lesssim \lambda(AB)^p, \quad \frac{p-1}{2p} \leq t \leq \frac{p+1}{2p}.
\]
The proof of the next theorem can be done in a similar fashion as that of Theorem 2.1 with only minor changes, namely by making use of condition (7) instead of (6) in Lemma 2.2.

**Theorem 2.2:** Let $A$ and $B$ be two positive semi-definite matrices. Then for all $p \geq 2$, it holds that

$$
\lambda((A^\#_t B)^p (A^\#_{1-t} B)^p) \prec_{\log} \lambda(AB)^p, \quad \frac{p-1}{2p} \leq t \leq \frac{p+1}{2p}.
$$

Taking into account Example 2.1 and in view of Theorem 2.1 as well as Theorem 2.2, we conclude this section with the following more general conjecture.

**Conjecture 2.1:** If $A, B \geq 0$, $0 \leq t \leq 1$, $p \geq 1$ and $(r, s \geq 1$ or $r, s \leq 0)$, then

$$
\lambda((A^\#_r B)^p (A^\#_{s,1-t} B)^p) \prec_{\log} \lambda(A^p)^{(r+s-1)} B^p).
$$

### 3. Results related to Conjecture 1.1

This section deals with some results related to Conjecture 1.1. In particular, we shall present a new proof of refinement of inequality (1) proved by Lemos and Soares [9, Corollary 7.2] (it is worth mentioning here that Corollary 7.2 in [9] deals with a more general result).

We will start with the following lemma which is a great tool for showing majorization inequalities and whose proof can be found in [10, p.352].

**Lemma 3.1:** Let $M = \left[ \begin{array}{ll} ccA & B \\ B & C \end{array} \right] \geq 0$. Then

$$
|\lambda(B)| \prec_{\log} s(B) \prec_{\text{wlog}} \lambda(A)^{\frac{1}{2}} \circ \lambda(C)^{\frac{1}{2}},
$$

where $\circ$ represents the Hadamard product.

For the sake of simplicity, throughout this section we shall use the following notation:

$$
X = A^{-\frac{1}{2}} B A^{-\frac{1}{2}},
$$

whenever $A$ and $B$ are both fixed positive semi-definite matrices in $M_n$.

**Theorem 3.1:** Let $A$ and $B$ be two positive semi-definite matrices. Then

$$
s \left( A^{\frac{1}{2}} (A^\# B B^\#) A^{\frac{1}{2}} \right) \prec_{\log} \lambda(AB) \prec_{\log} s(AB).
$$
**Proof:** If

\[
M = \begin{bmatrix}
B^\frac{1}{2}AB^\frac{1}{2} & B^\frac{1}{2}(A\#B)A^\frac{1}{2} \\
A^\frac{1}{2}(A\#B)B^\frac{1}{2} & A^\frac{1}{2}BA^\frac{1}{2}
\end{bmatrix},
\]

then clearly \(M\) can be rewritten as

\[
M = \begin{bmatrix}
A^\frac{1}{2}B^\frac{1}{2} & X^\frac{1}{2}A \\
X^\frac{1}{2}B^\frac{1}{2} & A^\frac{1}{2}B^\frac{1}{2}
\end{bmatrix}^* \begin{bmatrix}
A^\frac{1}{2}B^\frac{1}{2} & X^\frac{1}{2}A \\
X^\frac{1}{2}B^\frac{1}{2} & A^\frac{1}{2}B^\frac{1}{2}
\end{bmatrix} \geq 0.
\]

Taking into account that the determinants of \(A^\frac{1}{2}(A\#B)B^\frac{1}{2}\) and \(AB\) are equal, then applying Lemma 3.1 on the \(2 \times 2\) block matrix \(M\) gives

\[
s\left(A^\frac{1}{2}(A\#B)B^\frac{1}{2}\right) <_{\log} \lambda \left(B^\frac{1}{2}AB^\frac{1}{2}\right)^\frac{1}{2} \circ \lambda \left(A^\frac{1}{2}BA^\frac{1}{2}\right)^\frac{1}{2} = \lambda(AB) <_{\log} s(AB). \]

**Remark 3.1:** Motivated by Theorem 3.1, one naturally would ask whether the following generalized inequality is true

\[
s(A^t(A\#_tB)^{1-t}) <_{\log} \lambda(AB) \quad 0 \leq t \leq 1.
\]

Unfortunately it is not, since for \(t = 0\) we have

\[
s((A\#_0B)B) = s(AB) >_{\log} \lambda(AB).
\]

The next theorem shows that replacing the singular values vectors with the absolute value of the eigenvalues vectors in (2) is true; however, Conjecture 1.1 is still an open problem.

**Theorem 3.2:** Let \(A\) and \(B\) be two positive semi-definite matrices. Then

\[
|\lambda \left(A^t(A\#_tB)^{1-t}\right)| <_{\log} \lambda(AB), \quad 0 \leq t \leq 1.
\]

**Proof:** As usual, we shall assume that \(A\) is a positive definite matrix, and the general case can then be deduced by a continuity argument. In addition, we shall divide the proof into two cases.

**Case 1:** If \(0 \leq t \leq \frac{1}{2}\), then let

\[
M = \begin{bmatrix}
B^\frac{1}{2}AB^\frac{1}{2} & B^\frac{1}{2}A^t(A\#_tB)B^{\frac{1}{2}-t} \\
B^{\frac{1}{2}-t}(A\#_tB)A^tB^{\frac{1}{2}} & B^{\frac{1}{2}-t}(A\#_tB)A^{-\frac{1}{2}}A^{\frac{1}{2}}A^{\frac{1}{2}}(A\#_tB)B^{\frac{1}{2}-t}
\end{bmatrix},
\]

which can be rewritten in terms of \(X = A^{-\frac{1}{2}}BA^{-\frac{1}{2}}\) as

\[
M = \begin{bmatrix}
B^\frac{1}{2}AB^\frac{1}{2} & B^\frac{1}{2}A^tX^tA^\frac{1}{2}B^{\frac{1}{2}-t} \\
B^{\frac{1}{2}-t}A^{\frac{1}{2}}X^tA^\frac{1}{2}B^\frac{1}{2} & B^{\frac{1}{2}-t}A^{\frac{1}{2}}X^tA^\frac{1}{2}X^tA^\frac{1}{2}B^{\frac{1}{2}-t}
\end{bmatrix}.
\]

Moreover, \(M\) can be also rewritten as \(Z^*Z \geq 0\), where

\[
Z = \begin{bmatrix}
A^\frac{1}{2}B^\frac{1}{2} & A^tX^tA^\frac{1}{2}B^{\frac{1}{2}-t}
\end{bmatrix},
\]
so that 

\[ M \geq 0. \]

Now, applying Lemma 3.1 on matrix \( M \) gives

\[
\left| \lambda \left( A^t (A^t B) B^{1-t} \right) \right| \prec \log \lambda \left( B^{\frac{1}{2}} A B^{\frac{1}{2}} \right)^{\frac{1}{2}} \circ \lambda \left( B^{\frac{1}{2}-t} A^{\frac{1}{2}} X^t A^{2t} X^t A^{\frac{1}{2}} B^{\frac{1}{2}-t} \right)^{\frac{1}{2}}. \tag{14}
\]

Next, our goal is to prove that for all \( 0 \leq t \leq \frac{1}{2} \),

\[
\lambda \left( B^{\frac{1}{2}-t} A^{\frac{1}{2}} X^t A^{2t} X^t A^{\frac{1}{2}} B^{\frac{1}{2}-t} \right) \prec \log \lambda (AB),
\]

for which, by using an anti-symmetric tensor product argument, is sufficient to show that for all \( 0 \leq t \leq \frac{1}{2} \),

\[
\lambda_1 \left( B^{\frac{1}{2}-t} A^{\frac{1}{2}} X^t A^{2t} X^t A^{\frac{1}{2}} B^{\frac{1}{2}-t} \right) \leq \lambda_1 (AB).
\]

Without loss of generality, we shall assume that \( \lambda_1 (AB) = 1 \). Obviously, proving our claim is now equivalent to showing that

\[
\lambda_1 \left( B^{\frac{1}{2}-t} A^{\frac{1}{2}} X^t A^{2t} X^t A^{\frac{1}{2}} B^{\frac{1}{2}-t} \right) \leq 1.
\]

As \( \lambda_1 (AB) = 1 \), then this implies that

\[
A^{\frac{1}{2}} BA^{\frac{1}{2}} \leq I_n
\]

which in turn gives that

\[
B \leq A^{-1}. \tag{15}
\]

Applying the Löwner–Heinz inequality (see [11, Theorem 1.1]) on (15) for \( 0 \leq 1 - 2t \leq 1 \), we obtain

\[
B^{1-2t} \leq A^{2t-1}. \tag{16}
\]

Next, multiplying both sides of (15) with \( A^{-\frac{1}{2}} > 0 \) yields

\[
X \leq A^{-2},
\]

and by appealing again to the Löwner–Heinz inequality this time for \( 0 \leq t \leq \frac{1}{2} \), we obtain

\[
X^t \leq A^{-2t}. \tag{17}
\]

Now, we can write

\[
\lambda_1 \left( B^{\frac{1}{2}-t} A^{\frac{1}{2}} X^t A^{2t} X^t A^{\frac{1}{2}} B^{\frac{1}{2}-t} \right) = \lambda_1 \left( A^t X^t A^{\frac{1}{2}} B^{1-2t} A^{\frac{1}{2}} X^t A^t \right) \leq \lambda_1 \left( A^t X^t A^{2t} X^t A^t \right) \quad \text{(using (16))}
\]

\[
= \lambda_1 \left( A^{2t} X^t A^{2t} X^t \right)
\]
\[ = \lambda_1(A^{2\tau} X)^2 \]
\[ \leq \lambda_1(I_n)^2 \quad \text{(using (17))} \]
\[ = 1. \]

Therefore,
\[ \lambda \left( B^{\frac{1}{2} - \tau} A^{\frac{1}{2}} X A^{\frac{1}{2}} X A^{\frac{1}{2}} B^{\frac{1}{2} - \tau} \right) \prec_{\log} \lambda(AB), \quad 0 \leq \tau \leq \frac{1}{2}. \quad (18) \]

On the other hand, using (14) and (18) gives
\[ \left| \lambda \left( A^t (A^\tau t B) B^{1-t} \right) \right| \prec_{\log} \lambda(B^1 \lambda(AB)^{1-t} A^{1-(1-t)}) \]
\[ \prec_{\log} \lambda(B^{1-t} A^{1-t} (B^{1-t} A) A^{1-t} (B^{1-t} A)^{1-t}) \]
\[ = \lambda(AB). \]

Making use of the fact that the determinants of the matrices on the left and on the right are equal, we finally arrive at \[ |\lambda(A^t (A^\tau t B) B^{1-t})| \prec_{\log} \lambda(AB). \]

**Case 2:** Let \( \frac{1}{2} \leq \tau \leq 1. \) Replacing \( A \) with \( B, B \) with \( A \) and \( t \) with \( 1-t \) in Case 1 yields
\[ \left| \lambda \left( B^{1-t} (B^\tau_{1-t} A) A^{1-(1-t)} \right) \right| \prec_{\log} \lambda(BA) \quad 0 \leq 1-t \leq \frac{1}{2}. \]

By noting that \( A^\tau_{1-t} B = B^\tau_{1-t} A \) and that \( |\lambda(X)| = |\lambda(X^*)| \) for all \( X \in M_n, \) we thus have that for all \( \frac{1}{2} \leq \tau \leq 1, \)
\[ |\lambda \left( A^t (A^\tau t B) B^{1-t} \right)| = |\lambda \left( B^{1-t} (B^\tau_{1-t} A) A^{1-t} \right)| \]
\[ \prec_{\log} \lambda(BA) \]
\[ = \lambda(AB). \]

Our next goal is to show a result that strengthens Conjecture 1.1. For this, we need the following lemma whose proof can be found in [12].

**Lemma 3.2:** Let \( A \) be a positive semi-definite matrix and \( B \) be a Hermitian matrix. Then for all \( p, q \geq 0, \)
\[ \lambda(A^p B A^q B) \prec_{\log} \lambda(A^{p+q} B^2). \]

**Theorem 3.3:** Let \( A \) and \( B \) be two positive definite matrices. Then,

1. \[ s(A^t (A^\tau t B) B^{1-t}) \prec_{\log} s(A^{\frac{1}{2}} B A^{-\frac{1}{2}}) \text{ for } \frac{1}{2} \leq t \leq 1, \]
2. \[ s(A^t (A^\tau t B) B^{1-t}) \prec_{\log} s(B^{\frac{1}{2}} B A^{-\frac{1}{2}}) \text{ for } 0 \leq t \leq \frac{1}{2}. \]
**Proof:** (1) Let \( \frac{1}{2} \leq t \leq 1 \). Without loss of generality, we shall again assume that 
\[ \lambda_1(A^{\frac{3}{2}}BA^{-1}BA^{\frac{3}{2}}) = 1. \]
As earlier, our claim now amounts to proving that 
\[ \lambda_1(A^t(A_{tt}^*B)B^{2(1-t)}(A_{tt}^*B)A^t) \leq 1. \]
Noting that \( \lambda_1(A^{\frac{3}{2}}BA^{-1}BA^{\frac{3}{2}}) = \lambda_1(A^2X^2A^2) = 1 \), which clearly implies that \( X^2 \leq A^{-4} \), then by appealing to the Löwner–Heinz inequality we obtain 
\[ X^{2t} \leq A^{-4t} \] (19)
and 
\[ B^{2(1-t)} \leq A^{-2(1-t)}. \] (20)
Now, we can write 
\[
\lambda_1(A^t(A_{tt}^*B)B^{2(1-t)}(A_{tt}^*B)A^t)
\leq \lambda_1 \left( A^{t+\frac{1}{2}}X^tA^{\frac{1}{2}}A^{-2(1-t)}A^{\frac{3}{2}}X^tA^{t+\frac{1}{2}} \right) \quad \text{(using (20))}
= \lambda_1 \left( A^{t+\frac{1}{2}}X^tA^{2t-1}X^tA^{t+\frac{1}{2}} \right)
= \lambda_1(A^{2t+1}X^tA^{2t-1}X^t)
\leq \lambda_1(A^{4t}X^{2t}) \quad \text{(using Lemma 3.2)}
\leq \lambda_1(I_n) \quad \text{(using (19))}
= 1.
\]
Hence, 
\[ \lambda_1(A^t(A_{tt}^*B)B^{2(1-t)}(A_{tt}^*B)A^t) \leq \lambda_1(A^3BA^{-1}B), \quad \frac{1}{2} \leq t \leq 1. \] (21)
Applying the square root on both sides of Inequality (21) gives 
\[ s_1(A^t(A_{tt}^*B)B^{1-t}) \leq s_1 \left( A^{\frac{3}{2}}BA^{-\frac{1}{2}} \right), \quad \frac{1}{2} \leq t \leq 1. \]
Therefore, with an anti-symmetric tensor product argument, the proof can be achieved.

(2) If \( 0 \leq t \leq \frac{1}{2} \), then as was done earlier, replacing \( A \) with \( B \), \( B \) with \( A \) and \( t \) with \( 1-t \) in the preceding case gives 
\[ s(B^{1-t}(B_{tt}^*-1A)A^t) \preceq s_1 \left( B^{\frac{3}{2}}AB^{-\frac{1}{2}} \right). \]
Finally, to complete the proof it is enough to notice that \( B_{tt}^*-1A = A_{tt}^*B \). \( \blacksquare \)

Before we close this section, it is worthy to note that in view of Lemma 2.1, we conclude that for all \( A, B > 0 \),
\[ s(AB) \preceq s(A^{\frac{3}{2}}BA^{-\frac{1}{2}}) \quad \text{and} \quad s(AB) \preceq s(B^{\frac{3}{2}}AB^{-\frac{1}{2}}). \]
4. A complement of a norm inequality

In [4], Bhatia et al. showed the following norm inequality for all $A, B \geq 0$,

$$\|A + B + 2(\star B)\|_p \leq \|A + B + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2}\|_p \quad p = 1, 2, \infty. \quad (22)$$

Then they conjectured that it is true for every unitarily invariant norm, which was recently proved by Dinh et al. [5] for the Schatten $p$-norms with $1 \leq p \leq \infty$.

First, we shall borrow from [13] the following definition for positive definite matrices $A$ and $B$,

$$A \blacktriangledown B = A^\frac{1}{2} \left( B^\frac{1}{2}A^{-1}B^\frac{1}{2} \right)^\frac{1}{2} A^\frac{1}{2}.$$ 

In addition, we shall need the following basic result found in [14].

**Proposition 4.1:** Let $A$ and $B$ are in $M_n$. Then, the set of eigenvalues of the $2 \times 2$ block matrix

$$M := \begin{bmatrix} A & B \\ B & A \end{bmatrix}$$

are the union of the sets of eigenvalues of $A + B$ and $A - B$.

**Theorem 4.1:** Let $A, B$ and $C$ be positive definite matrices of order $n$ such that $C \geq A + B$. Then for all $j = 1, 2, \ldots, n$,

$$s_j \left( C + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2} \right) \leq s_j(C + A \blacktriangledown B + A \blacktriangledown B).$$

**Proof:** Let

$$M = \begin{bmatrix} A \blacktriangledown B & B^\frac{1}{2}A^\frac{1}{2} \\ A^\frac{1}{2}B^\frac{1}{2} & A \blacktriangledown B \end{bmatrix} \geq 0.$$ 

Then

$$N = \begin{bmatrix} A \blacktriangledown B & A^\frac{1}{2}B^\frac{1}{2} \\ B^\frac{1}{2}A^\frac{1}{2} & A \blacktriangledown B \end{bmatrix} \geq 0.$$ 

Hence,

$$T = M + N + \begin{bmatrix} C & C \\ C & C \end{bmatrix} = \begin{bmatrix} C + A \blacktriangledown B + A \blacktriangledown B & C + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2} \\ C + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2} & C + A \blacktriangledown B + A \blacktriangledown B \end{bmatrix} \geq 0.$$ 

From the preceding proposition, we conclude that

$$C + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2} \leq C + A \blacktriangledown B + A \blacktriangledown B \quad \text{and} \quad -(C + A^\frac{1}{2}B^\frac{1}{2} + B^\frac{1}{2}A^\frac{1}{2}) \leq C + A \blacktriangledown B + A \blacktriangledown B.$$
Thus,

\[ \lambda_j \left( C + A^{\frac{1}{2}}B^{\frac{1}{2}} + B^{\frac{1}{2}}A^{\frac{1}{2}} \right) \leq \lambda_j (C + A\#B + A\#^2B). \]

Consequently, from the fact that

\[ C + A^{\frac{1}{2}}B^{\frac{1}{2}} + B^{\frac{1}{2}}A^{\frac{1}{2}} \geq A + B + A^{\frac{1}{2}}B^{\frac{1}{2}} + B^{\frac{1}{2}}A^{\frac{1}{2}} = \left( A^{\frac{1}{2}} + B^{\frac{1}{2}} \right)^2 \geq 0 \]

we get the result. ■

The following corollary can be considered as a complement of inequality (22) when replacing \( C \) by \( A + B \) in Theorem 4.1.

**Corollary 4.1:** Let \( A \) and \( B \) be two positive definite matrices of order \( n \). Then for all unitarily invariant norms,

\[ |||A + B + A^{\frac{1}{2}}B^{\frac{1}{2}} + B^{\frac{1}{2}}A^{\frac{1}{2}}||| \leq |||A + A\#B + A\#^2B|||. \]

Next, we present a further complement of the preceding corollary.

**Theorem 4.2:** Let \( A \) and \( B \) be two positive definite matrices of order \( n \). Then, for \( p = 1, 2, \)

\[ ||A + B + A\#B + A\#^2B||_p \leq ||A + B + 2(A\#B)||_p. \]

Before presenting the proof, we shall consider the following log-majorization relations. The first one is due to Lin [13].

**Lemma 4.1:** Let \( A \) and \( B \) be two positive definite matrices. Then,

\[ \lambda(A\#B) \prec_{\log} \lambda(A\#^2B). \]

**Lemma 4.2:** Let \( A \) and \( B \) be two positive definite matrices. Then,

\[ \lambda(A(A\#B)) \prec_{\log} \lambda(A(A\#^2B)). \]

**Proof:** Recalling first an inequality from [15, Corollary 3.1] which can be stated for \( A, B \geq 0 \) as follows:

\[ \lambda(A^k (A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^t A^\frac{1}{2}) \prec_{\log} \lambda(A^{k-t}B^t) \quad 0 \leq t \leq 1 \quad \text{and} \quad k \geq t, \quad (23) \]

and another one from [16] which is a complement of (23) and can be stated as

\[ \lambda(A^{k-t}B^t) \prec_{\log} \lambda \left( A^k (B^{\frac{1}{2}}A^{-1}B^{\frac{1}{2}})^t A^\frac{1}{2} \right) \quad 0 \leq t \leq 1 \quad \text{and} \quad k \leq 2. \]

Now, taking \( k = 2 \) and \( t = \frac{1}{2} \) in both inequalities, we obtain

\[ \lambda \left( A \left( A^{-\frac{1}{2}}BA^{-\frac{1}{2}} \right)^{\frac{1}{2}} A \right) \prec_{\log} \lambda \left( A^{\frac{3}{2}}B^{\frac{1}{2}} \right) \prec_{\log} \lambda \left( A \left( B^{\frac{1}{2}}A^{-1}B^{\frac{1}{2}} \right)^{\frac{1}{2}} A \right) \quad (24) \]

which gives the desired result. ■
Remark 4.1: It is worthy to mention here that log-majorization relation (23) was obtained earlier by Matharu and Aujla [17, Theorem 2.10] for $k = 1$. Later, for $k = 2$ and $t = \frac{1}{2}$, it was reobtained by Bhatia et al. [4, Theorem 2], and also for $k = 2$, it was reobtained by Hoa [18, Proposition 2.1].

Lemma 4.3: Let $A$ and $B$ be two positive definite matrices. Then
\[
\lambda(B(A\sharp B)) <_{\log} \lambda(B(A\natural B)).
\]

Proof: Let $M$ be any $2 \times 2$ block matrix written as
\[
M := \begin{bmatrix}
X & Y \\ Y^* & Z
\end{bmatrix},
\]
where $X$, $Y$ and $Z$ are in $M_n$ with $X$ invertible. Here the Schur complement of $X$ is denoted and defined as
\[
\tilde{X} = Z - Y^*X^{-1}Y.
\]

It is well known using the Schur complement (see [10, p.217] for more information) that the block matrix $M$ is a positive semi-definite matrix if and only if
\[
X > 0 \quad \text{and} \quad \tilde{X} = Z - Y^*X^{-1}Y \geq 0.
\]

Hence, taking
\[
X = B \frac{1}{2} A \frac{1}{2} (B \frac{1}{2} A^{-1}B) \frac{1}{2} A \frac{1}{2} B \frac{1}{2}; \\
Y = B \frac{1}{2} A \frac{1}{2} B; \\
Z = B(B^{-\frac{1}{2}}AB^{-\frac{1}{2}}) \frac{1}{2} B,
\]
and observing that $X > 0$ and $\tilde{X} = Z - Y^*X^{-1}Y = 0$ for all $A, B > 0$ give
\[
M = \begin{bmatrix}
B \frac{1}{2} A \frac{1}{2} \left( B \frac{1}{2} A^{-1}B \right) \frac{1}{2} A \frac{1}{2} B \frac{1}{2} & B \frac{1}{2} A \frac{1}{2} B \\
B \frac{1}{2} A \frac{1}{2} B \frac{1}{2} & B \left( B^{-\frac{1}{2}}AB^{-\frac{1}{2}} \right) \frac{1}{2} B
\end{bmatrix} \geq 0.
\]

Next, by appealing to Lemma 3.1, we obtain
\[
\lambda_1 \left( B \frac{1}{2} A \frac{1}{2} \right)^2 \leq \lambda_1 \left( B \frac{1}{2} A \frac{1}{2} \left( B \frac{1}{2} A^{-1}B \right) \frac{1}{2} A \frac{1}{2} B \frac{1}{2} \right) \cdot \lambda_1 \left( B \left( B^{-\frac{1}{2}}AB^{-\frac{1}{2}} \right) \frac{1}{2} B \right)
\]
\[
= \lambda_1(B(A\natural B)) \cdot \lambda_1 \left( B \left( B^{-\frac{1}{2}}AB^{-\frac{1}{2}} \right) \frac{1}{2} B \right)
\]
\[
\leq \lambda_1(B(A\natural B)) \cdot \lambda_1 \left( B \frac{1}{2} A \frac{1}{2} \right) \quad \text{(using (24))}
\]
but this implies that
\[
\lambda_1(B(A\natural B)) \leq \lambda_1 \left( B \frac{1}{2} A \frac{1}{2} \right) \leq \lambda_1(B(A\natural B)).
\]

Finally, we obtain the result with a standard anti-symmetric tensor product argument.
Now, we are in a position to prove Theorem 4.2.

**Proof of Theorem 4.2:** Using Lemma 4.1, it is easy to see that

\[
\text{Tr}(A + B + A\#B + A\natural B) \leq \text{Tr}(A + B + 2(A\#B)),
\]

so that for \( p = 1 \), the inequality is satisfied. Now, for \( p = 2 \), it is enough to show that

\[
\begin{align*}
\text{Tr}(A\#B) & \leq \text{Tr}(A\natural B), \\
\text{Tr}(A(A\#B)) & \leq \text{Tr}(A(A\natural B)), \\
\text{Tr}(B(A\#B)) & \leq \text{Tr}(B(A\natural B)),
\end{align*}
\]

which, in view of the previous lemmas, are all true. This completes the proof. ■

Based on our work in this section, we conclude the paper with the following conjecture.

**Conjecture 4.1:** Let \( A \) and \( B \) be two positive definite matrices of order \( n \). Then for \( 1 \leq p \leq \infty \)

\[
\|A + B + A\#B + A\natural B\|_p \leq \|A + B + 2(A\#B)\|_p.
\]

Finally, it is worthy to observe that the validation of the previous conjecture would imply that for all \( 1 \leq p \leq \infty \),

\[
\|A + B + 2(A\#B)\|_p \leq \|A + B + A^{1/2}B^{1/2} + B^{1/2}A^{1/2}\|_p \leq \|A + B + 2(A\#B)\|_p.
\]
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