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Abstract

In this work, we use an explainable convolutional neural network (NLS-Net) to solve an inverse problem of the nonlinear Schrödinger equation, which is widely used in fiber-optic communications. The landscape and minimizers of the non-convex loss function of the learning problem are studied empirically. It provides a guidance for choosing hyper-parameters of the method. The estimation error of the optimal solution is discussed in terms of expressive power of the NLS-Net and data. Besides, we compare the performance of several training algorithms that are popular in deep learning. It is shown that one can obtain a relatively accurate estimate of the considered parameters using the proposed method. The study provides a natural framework of solving inverse problems of nonlinear partial differential equations with deep learning.
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1 Introduction

The nonlinear Schrödinger equation (NLSE) is a very special one among all nonlinear partial differential equations (PDE) in the sense that it has origin in many different phenomena of nature, such as propagation of lights in optical fibers and waveguides [5], Bose-Einstein condensates [46] and gravity waves on the surface of water [55], and it is also a subject that has attracted many
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mathematicians [9, 11]. Although not been aware of, the physics described by NLSE influences everyone’s daily life, since optical networks are backbones underlying the modern internet [6].

The work of this paper is initially motivated by applications of the NLSE in fiber-optic communications. This equation describes the propagation of light in optical fibers, which is used as the carrier of information. The solution of the inverse problem of this equation has potential applications such as optical fiber sensing, channel estimation and signal recovery in communication systems [6].

The NLSE studied in this paper is

\[
\frac{\partial A}{\partial z} = -\frac{i\beta}{2} \frac{\partial^2 A}{\partial t^2} + i\gamma |A|^2 A,
\]

where \(A : \mathbb{R} \times [0, Z] \) is the complex-valued amplitude of light field. The equation is viewed as an evolutionary equation in the spatial variable \(z\). See Fig. 1 for an schematic illustration. A signal is injected from \(z = 0\) by a transmitter. It propagates through the fiber of length \(Z\) and is received at \(z = Z\) by a receiver. While propagating in the optical fiber, the signal suffers from chromatic dispersion and Kerr nonlinear effect, which are described by the first and second term on the right hand side (RHS) of Eq. (1), respectively. The readers are referred to [5] for a comprehensive introduction of physical aspects of this equation.

The inverse problem for the NLSE (1) considered in this paper is as follows. Suppose that we are given some data, which are samplings of the signal from both the transmitter and the receiver, the task is to determine the coefficients \(\beta\) and \(\gamma\) from the given data.

Our approach to this problem is differentiable programming, a version of explainable deep learning [12, 13, 36]. Artificial intelligence (AI) and artificial neural network have a long history [41]. In the past ten years, it came back as deep learning and achieved great success in applications such as computer vision [16, 20, 25], machine translation [10] and game playing [48]. Recently, it is also developed as a tool for scientific research such as solving high-dimensional partial differential equations (PDE) in financial engineering, computing ground states of many-body quantum systems and predicting folding structures of proteins [14, 23, 26, 45]. Particularly, they are also used to solve inverse problems [2, 3, 4, 27, 32, 37, 40, 43].

However, deep learning is criticized by some serious researchers as ‘alchemy’ because of its lack of theoretical understanding [30], i.e., it is generally unexplainable. This difficulty has been considered by more and more people as a bottleneck for systematical improvement of AI technology, and also an obstacle for its applications in scientific research and in safety- and security- related applications such as self-driving, AI-aided healthcare and communication networks. The issue of explainability is also relevant to our task, i.e., solving inverse problems.

Viewed in the framework of machine learning, the unexplainability of deep learning lies in three major aspects. The first one is the representation (expressive) power of model. It is unknown
whether the neural network model can approximate the right function class efficiently as required by a specific task. The second aspect is training. Even if the function class of the task can be approximated well by the model in theory, it is unknown whether the right parameters can be practically found by optimizing the loss function, because the optimization problem is of high-dimensional and non-convex. Finally, the generalization ability of deep neural network is unpredictable and unexplainable, i.e., it is not known when and why a trained model performs well (or bad) on test data.

The representation problem has been studied in theory for a long time for classical function classes such as Sobolev spaces [15, 29, 42, 53, 54]. Error bounds are obtained for ReLU deep neural networks. But there is still no systematic way to design good architecture for a specific task. Training and generalization theory are still largely not exist. Only a few results appear in recent years. For example, [7, 8] prove that the stochastic gradient descent (SGD) can achieve global optimum in the training of over-parameterized neural networks. Alternative to develop theory for general deep neural networks, one can integrate prior knowledge of a specific task into the design of neural network from the beginning. Such models are expected to have inherent explainability. Differentiable programming is a straightforward way to realize this idea.

In this paper, we construct a highly explainable neural network model from NLSE and formulate the inverse problem as a machine learning problem of the model. The formulation follows the procedure of differentiable programming. It is guaranteed by mathematical theory that the neural network with sufficiently large depth and width can approximate the solution of the problem arbitrarily well, and the error bound can be obtained explicitly. Then we visualize the loss landscape of the learning problem and observed that there is an unique global minimizer. We discuss the effects of model architecture and data on the estimation error of this optimal solution. Finally, we compare performance of popular training algorithms on the inverse problem of NLSE. We assume that we have sufficient prior knowledge about the solution, i.e., good initial guess, hence the problem is approximately convex and can be solved in a straightforward way. The general non-convex optimization problem is left as future work. The comparison are carried out with different settings of noise: noiseless data, noisy data and denoised data. Notice that we focus on the inverse problem in this paper and will not discuss the generalization problem, which is the goal of machine learning. That will be our future work.

Related works. Recently, deep learning attracts lots of attention from mathematicians. In particular, many efforts have been made to solve inverse problems using neural networks [2, 4, 32, 37]. So far as we know, in all of these works, neural networks are used as an approximate mapping from data to the desired quantities. Our approach is fundamentally different. We transform the NLSE itself into a neural network, and the inverse problem becomes a learning problem. Besides, some researchers have tried to relate DNN with PDE. Especially, there are several works on explaining neural network by PDE [17, 18, 34, 38, 39, 47, 52]. So far as we know, they all use the similarity between residual network (ResNet) and Euler finite difference as a bridge to connect DNN and PDE [25]. The current work provides a natural way to interpret PDE as a continuous version of non-residual DNN. This connection might be useful for the theory of deep learning.

Structure of the paper. In Section 2, the forward and inverse problems of the NLSE are described. Then the explainable neural network is constructed and the inverse problem is reformulated as a learning problem of the neural network. In Section 3, the effects of model architecture and data on the solution is empirically studied. In Section 4, the performance of several training
algorithms is compared. Finally, we conclude the paper in Section 5.

2 Formulation of the Problem

2.1 Abstract Description

The main task of this paper is to solve an inverse problem of the NLSE Eq. (1), i.e., to estimate the coefficients of the equation from given data. To solve the inverse problem, one needs to solve the forward problem first, which is the initial value problem (IVP, Cauchy problem) of Eq. (1) with initial condition at $z = 0$:

$$\begin{align*}
&\frac{\partial A}{\partial z} = -\frac{i\beta}{2} \frac{\partial^2 A}{\partial t^2} + i\gamma |A|^2 A, \quad t \in \mathbb{R}, z \in [0, Z] \\
&A(t, 0) = A_{\text{in}}(t), \quad t \in \mathbb{R},
\end{align*}$$

(2)

where $A_{\text{in}} : \mathbb{R} \to \mathbb{C}$. The signal propagates according to (1) and is received at $z = Z$ as $A_{\text{out}} : \mathbb{R} \to \mathbb{C}$, which is defined by

$$A_{\text{out}}(t) = A(t, Z), \quad t \in \mathbb{R}.$$  

(3)

The observed data is the pair $(A_{\text{in}}, A_{\text{out}})$. The well-posedness of the IVP Eq. (2) is established under various conditions. According to these theoretical results, we can take the light field $A \in H^s_t C_z (\mathbb{R} \times [0, Z] \to \mathbb{C})$ and $A_{\text{in}}, A_{\text{out}} \in H^s (\mathbb{R} \to \mathbb{C})$ for any $s > 1/2$, where $H^s$ is the standard notation for Sobolev space. The notation $H^s_t C_z$ means that $A$ is $H^s$ in the variable $t$ and continuous in the variable $z$. For technical reasons, we assume that $s \geq 5$. For readers who are interested in the details, we recommend [11, 50].

The inverse problem is to find the coefficients $\beta$ and $\gamma$ in Eq. (1) using the observed data. Generally, these coefficients are themselves functions of $(t, z)$. Here we put emphasis on the method and restrict ourselves to the simplest case that $\beta$ and $\gamma$ are constants, i.e., they do not depend on $(t, z)$. As long as the method for the simplest case is established, it is possible to extend the method to more general settings.

Suppose that the exact propagation operator of the NLSE Eq. (1) is $U(z; \beta, \gamma)$ such that for any $z \in \mathbb{R}$ there is $A(\cdot, z) = U(z; \beta, \gamma)A(\cdot, 0)$. Then our inverse problem can be formulated as an optimization problem

$$\min_{\beta, \gamma} L(U(Z; \beta, \gamma)A_{\text{in}}, A_{\text{out}}),$$

(4)

where $L$ is an error metric. It is not necessarily a metric in the sense of distance. For example, a common choice of $L$ is the $L^2$-distance $L(f, g) = \|f - g\|_{L^2}$. In the setting of numerical computation, only discrete and finite samplings of $A_{\text{in}}$ and $A_{\text{out}}$ can be collected. Let’s consider the signals on $[0, T]$. Given a set of sampling time $\{t_n = n\tau\}_{n=0}^{N-1}$, our data is $\{(A_{\text{in}}(t_n), A_{\text{out}}(t_n))\}_{n=0}^{N-1}$. Here $N$ is the number of samples, and $\tau = T/N$ is the sampling period. For convenience of later use, we denote $\tilde{A}_{\text{in}}[n] = A_{\text{in}}(t_n)$ and $\tilde{A}_{\text{in}} = (\tilde{A}_{\text{in}}[n])_{n=0}^{N-1}$. Similarly for $\tilde{A}_{\text{out}}$. In practical scenarios, noise is inevitable. To make the problem setting more realistic, we can add noise to $A_{\text{in}}, A_{\text{out}}$. Their are different methods to add noise, which will be specified
in Sections 3 and 4. Generally, $U$ has no analytical expression and it is necessary to solve the IVP Eq. (2) numerically. Let $\tilde{U}$ be a numerical approximation of $U$, then an estimate of the true parameters $(\beta^\dagger, \gamma^\dagger)$ is a solution of the optimization problem

$$\min_{\beta, \gamma} L(\tilde{U} \tilde{A}_{\text{in}}, \tilde{A}_{\text{out}}),$$

denoted as $(\beta^*, \gamma^*)$.

Considering the accuracy of solution, there are two sources of error. The one is related to the model $\tilde{U}$ itself. Another is related to the data $(\tilde{A}_{\text{in}}, \tilde{A}_{\text{out}})$. As a result, a global minimizer of Eq. (5), is not necessarily equal to the ground truth $(\beta^\dagger, \gamma^\dagger)$ that has been used to generate data. Later we will come back to analyse these errors.

2.2 Convolutional Neural Network Model

Convolutional neural network (CNN) is a type of neural network whose linear operators in (some of) its layers are convolution operators. CNN is one of the most important achievements in the development of AI algorithms [19, 35, 51]. It is widely used in application areas such as computer vision and speech processing [1, 25, 36]. It is also applied to inverse problems in imaging [31]. In this paper, we use CNN to solve the inverse problem of PDE. More specifically, we use a CNN as an approximate propagation operator $\tilde{U}$ of the NLSE Eq. (1).

Our CNN is derived from a popular numerical method for solving IVP of NLSE: the split-step Fourier method (SSFM) [24]. It is an application of the idea of operator splitting [21, 49]. Here we only describe the basic idea and major results of the method and omit the details of the derivation. The core of SSFM is the operator splitting method. The RHS of the NLSE Eq. (1) can be split into two parts: the linear part and the nonlinear part. Written in abstract form,

$$\frac{\partial A}{\partial z} = \mathcal{L}A + \mathcal{N}A,$$

where the linear operator $\mathcal{L}$ and the nonlinear operator $\mathcal{N}$ are defined by

$$\mathcal{L}A := -i\beta \frac{\partial^2 A}{\partial t^2},$$ \hspace{1cm} (7)

$$\mathcal{N}A := i\gamma |A|^2 A.$$ \hspace{1cm} (8)

The linear and nonlinear parts of the NLSE can be solved separately. The propagation operator of the linear part is given by

$$A(t, z + \zeta) = \int_{s \in \mathbb{R}} K(s; \beta \zeta) A(t - s, z) ds, \hspace{1cm} \forall t \in \mathbb{R},$$ \hspace{1cm} (9)

where the kernel $K(\cdot; \eta)$, parameterized by $\eta \in \mathbb{R}$, is defined by

$$K(t; \eta) := \sqrt{i \frac{2\pi \eta}{2\pi \eta}} \exp \left( -i \frac{t^2}{2\eta} \right), \hspace{1cm} \forall t \in \mathbb{R}.$$ \hspace{1cm} (10)

Formally, we denote

$$A(\cdot, z + \zeta) = K(\beta \zeta) A(\cdot, z) := K(\cdot; \beta \zeta) * A(\cdot, z),$$ \hspace{1cm} (11)
where $\ast$ is the convolution with respect to $t$. The propagation operator of the nonlinear part is given by

$$A(t, z + \zeta) = \kappa(A(t, z); \gamma \zeta), \quad \forall t \in \mathbb{R}. \tag{12}$$

where the nonlinear function $\kappa(\cdot; \eta)$, parameterized by $\eta \in \mathbb{R}$, is defined by

$$\kappa(w; \eta) := w \exp\left(i \eta |w|^2\right), \quad \forall w \in \mathbb{C}. \tag{13}$$

In the above expressions, $\zeta \in \mathbb{R}$ is the distance of the propagation.

To solve the IVP Eq. (2), the spatial interval $[0, Z]$ is partitioned as $0 = z_0 < z_1 < \cdots < z_M = Z$. For simplicity, let the partition be uniform, i.e., for any $m \in [1 : M]$ there is $z_m - z_{m-1} = \zeta > 0$. Here $[1 : M]$ is a short notation for the set of integers $\{m : 1 \leq m \leq M\}$. The propagation operator $\mathcal{U}$ for the IVP Eq. (2) is approximated by a stack of alternating compositions of the convolution operator $\mathcal{K}$ and pointwise nonlinear operator $\kappa$. There are different choices for arrangement of the operators. We adopt the Strang splitting [49]

$$\mathcal{U}(Z; \beta, \gamma) \approx U(\beta, \gamma; M, \zeta) := \left(\mathcal{K}\left(\frac{\beta \zeta}{2}\right) \circ \kappa(\cdot; \gamma \zeta) \circ \mathcal{K}\left(\frac{\beta \zeta}{2}\right)\right)^{\circ M}. \tag{14}$$

Here $\circ$ is the composition of operators and $(\cdot)^{\circ M}$ means composition with itself for $M$ times. The operator $U(\beta, \gamma; M, \zeta)$ is a semi-discretization of $\mathcal{U}(Z; \beta, \gamma)$.

We are left to discretize $\mathcal{K}$ in order to solve Eq. (2) numerically. We adopt the trapezoidal quadrature rule. To be consistent with our earlier notations of data, for any $m \in [0 : M]$, let $\tilde{A}_m[n]$ be the value of $A$ at $(t_n, z_m)$ and denote $\tilde{A}_m = (\tilde{A}_m[n])_{n=0}^{N-1}$. The discrete convolution kernel $\tilde{K}(\eta)$ is defined by

$$\tilde{K}(\eta, \tau)[k] := \sqrt{\frac{i}{2\pi \eta}} \exp\left(-\frac{i(k \tau)^2}{2 \eta}\right), \quad \forall k \in \left[-\left\lceil \frac{N}{2}\right\rceil : \left\lceil \frac{N}{2}\right\rceil \right]. \tag{15}$$

Denote the corresponding linear operator by $\mathcal{K}(\eta, \tau)$, which is a discretization of $\mathcal{K}(\eta)$. Then the convolution Eq. (11) can be approximated by

$$\mathcal{K}(A(\cdot, z_m); \beta \zeta)(t_n) \approx (\tilde{K}(\beta \zeta, \tau) \tilde{A}_m)[n] \tag{16}$$

$$= (\tilde{K}(\beta \zeta, \tau) \ast \tilde{A}_m)[n] \tag{17}$$

$$= \sum_{l=0}^{N-1} \tilde{K}(\beta \zeta, \tau)[n - k] \tilde{A}_m[l], \tag{18}$$

for any $m \in [0 : M - 1]$ and $n \in [0 : N - 1]$. Here we abuse $\ast$ as the notation of discrete convolution. In the summation, the terms which are not defined for some $k$’s are understood as zeros. Then we have

$$\tilde{A}_{m+1}[n] := \left(\left(\tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right) \circ \kappa(\cdot; \gamma \zeta) \circ \tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right)\right) \tilde{A}_m\right)[n] \tag{19}$$

This recursive formula gives us the numerical algorithm of SSFM for the IVP Eq. (2). The operator

$$\tilde{U}(\beta, \gamma; M, \zeta, \tau) := \left(\tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right) \circ \kappa(\cdot; \gamma \zeta) \circ \tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right)\right)^{\circ M} \tag{20}$$
is a discrete approximation of the propagation operator $\mathcal{U}(Z; \beta, \gamma)$ for the NLSE Eq. (1).

The expression Eq. (20) is a stack of alternating compositions of the convolution operators and pointwise nonlinear operators. It can be equivalently written as

$$
\tilde{U}(\beta, \gamma; M, N, \zeta, \tau) = \left( \frac{1}{\sqrt{\gamma \zeta}} \tilde{K} \left( \frac{\beta \zeta}{2}, \tau \right) \circ \sigma \circ \sqrt{\gamma \zeta} \tilde{K} \left( \frac{\beta \zeta}{2}, \tau \right) \right)^{\circ M},
$$

where $\sigma(w) := \kappa(w; 1)$. This is exactly in the form of a $M$-layer complex-valued CNN with the activation function $\sigma$:

$$
\tilde{G}(\Theta) = \tilde{W}_M \circ \sigma \circ \tilde{W}_{M-1} \circ \cdots \circ \tilde{W}_1 \circ \sigma \circ \tilde{W}_0,
$$

where $\Theta := \{\tilde{W}_m\}_{m=0}^M$ is the collection of convolution kernels corresponding to the linear operators $\{\tilde{W}_m\}_{m=0}^M$. The $M$ and $N$ are usually called the depth and width of the neural network, respectively. In this paper, the sizes of the kernels are all set to $N$, hence the width of each layer is $N$. It is straightforward to generalize the architecture in this paper to neural networks with different width in each layer. To do that, one only needs to use different time partitions for $A(t, z_m)$ for different $m$. For convenience, we call this CNN as nonlinear Schrödinger network (NLS-Net). See Fig. 2 for an illustration of NLS-Net.

![Figure 2: Schematic illustration of the architecture of NLS-Net.](image)

The NLS-Net is derived from SSFM, whose convergence properties are proved rigorously [11]. In contrast to most of neural networks, our model is a deductive rather than heuristic approximation of the propagation operator $\mathcal{U}$, hence it is inherently explainable. It means that the NLS-Net indeed express the propagation operator of the NLSE Eq. (1) if the parameters are set properly. This can be stated formally as a theorem [11]:

**Theorem 1 (Expressive Power).** Let the input data $\tilde{A}_{\text{in}} = (A(t_n, 0))_{n=0}^{N-1}$ and the target data $\tilde{A}_{\text{out}} = (A(t_n, Z))_{n=0}^{N-1}$ be given as a sampling of the initial and terminal value of the IVP Eq. (2). Suppose that the initial value $A(\cdot, 0) \in H^s(\mathbb{R} \to \mathbb{C})$ for $s \geq 5$. Then there exist parameters $\Theta$ of the neural network $\tilde{G}(\Theta)$, which is defined by Eq. (22), such that

$$
\|\tilde{G}(\Theta)\tilde{A}_{\text{in}} - \tilde{A}_{\text{out}}\| \lesssim \zeta^2 + \tau^s.
$$

**Proof.** In the NLS-Net defined by Eq. (22), let the convolution kernels be given by

$$
\begin{align*}
\tilde{W}_0 &= \sqrt{\gamma \zeta} \tilde{K} \left( \frac{\beta \zeta}{2}, \tau \right), \\
\tilde{W}_1 &= \cdots = \tilde{W}_{M-1} = \tilde{K} \left( \beta \zeta, \tau \right), \\
\tilde{W}_M &= \frac{1}{\sqrt{\gamma \zeta}} \tilde{K} \left( \frac{\beta \zeta}{2}, \tau \right).
\end{align*}
$$
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Then the NLS-Net becomes the discrete propagation operator Eq. (20) provided by SSFM. According to the convergence results of SSFM [11], the approximation error of the terminal value computed by SSFM is bounded by $\zeta^2 + \tau^s$ from above under conditions of the theorem.

Notice that $M = Z/\zeta$ and $N = T/\tau$, thus the Theorem 1 characterizes the expressive power of NLS-Net by giving an explicit upper bound of the approximation error of NLS-Net in terms of its depth and width for fixed $T$ and $Z$. It is a foundation for using the NLS-Net Eq. (22) to solve the inverse problem of the NLSE Eq. (1). If the parameters are set equal to the ground truth that are used in the NLSE Eq. (1), from which the data is generated, then the output of the neural network will agree with the target data up to numerical error of SSFM, which is controlled by data and the size of NLS-Net.

However, this result is unsatisfactory in the view of machine learning, because the upper bound $\zeta^2 + \tau^s$ does not converge to zero for fixed depth or fixed width. Besides, it gives no information about the lower bound of approximation error. These issues will be touched later in an empirical investigation of loss landscape in Section 3.

2.3 Supervised Learning of NLS-Net

In Section 2.1, we have shown that the inverse problem for NLSE can be solved through the optimization problem Eq. (5). In Section 2.2, we have designed a NLS-Net Eq. (22) to approximate $U(Z; \beta, \gamma)$. Therefore, given the input data $\widetilde{A}_{\text{in}}$ and target data $\widetilde{A}_{\text{out}}$, our task is to train the NLS-Net model to minimize the gap between the output $\tilde{G}(\Theta)\widetilde{A}_{\text{in}}$ and the target $\widetilde{A}_{\text{out}}$. This is a supervised learning problem for the NLS-Net.

In principle, all the linear operators in the NLS-Net Eq. (22) are completely trainable. But in the particular scenario of solving the inverse problem of Eq. (1), we only need to train the parameters $\beta$ and $\gamma$. Therefore, we re-parameterize the convolution kernels by $\Theta = \theta(\beta, \gamma; \zeta, \tau)$, which is defined by Eq. (24), and freeze all the parameters in the kernels, except $\beta$ and $\gamma$. The re-parameterized NLS-Net model is defined by

$$\tilde{H}(\beta, \gamma; \zeta, \tau) := \tilde{G}(\theta(\beta, \gamma; \zeta, \tau))$$

$$= \frac{1}{\sqrt{\gamma \zeta}} \tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right) \circ \sigma \circ \tilde{K}(\beta \zeta, \tau) \circ \cdots \circ \tilde{K} (\beta \zeta, \tau) \circ \sigma \circ \sqrt{\gamma \zeta} \tilde{K}\left(\frac{\beta \zeta}{2}, \tau\right).$$

The corresponding optimization problem Eq. (5) is reduced to

$$\min_{\beta, \gamma} J(\beta, \gamma; \widetilde{A}_{\text{in}}, \widetilde{A}_{\text{out}}) := \min_{\beta, \gamma} L(\tilde{H}(\beta, \gamma)\widetilde{A}_{\text{in}}, \widetilde{A}_{\text{out}}).$$

Here $J$ is the objective function, which is often called loss function. A global minimizer of $J$ is an optimal estimate of the true parameters $(\beta^1, \gamma^1)$, denoted as $(\beta^*, \gamma^*)$. The structure of the model and the optimization problem can be visualized by the computation graph as shown in Fig. 3. Recall that the hyper-parameters $M, N$ are the depth and width of the NLS-Net, respectively. $\zeta = Z/M$ and $\tau = T/N$ are also known from data. Hence they are implicitly included in the definition of $J$. They are set before the optimization problem is solved. Only $\beta, \gamma$ are optimization variables. In the above and following expressions of $\tilde{H}$, we drop the hyper-parameters $\zeta, \tau$ whenever it is clear from contexts.
The loss function $J$ defined above is to be specified further. It depends on the choice of the metric $L$ as well as the given data ($\tilde{A}_{in}, \tilde{A}_{out}$). Here we choose the squared $L^2$-distance $L(f, g) = \|f - g\|_2^2$, but normalized with target function. Hence the discrete version of loss function is given by

$$J(\beta, \gamma; \tilde{A}_{in}, \tilde{A}_{out}) = \frac{\|\mathcal{H}(\beta, \gamma)\tilde{A}_{in} - \tilde{A}_{out}\|_2^2}{\|\tilde{A}_{out}\|_2^2} = \frac{\sum_{n=0}^{N-1} \left| \mathcal{H}(\beta, \gamma)\tilde{A}_{in}[n] - \tilde{A}_{out}[n] \right|^2}{\sum_{n=0}^{N-1} \left| \tilde{A}_{out}[n] \right|^2}. \quad (28)$$

Notice that we only need one pair of data ($\tilde{A}_{in}, \tilde{A}_{out}$) for the optimization of $J$, which is in the form of one-shot learning. One can also use a training dataset with multiple pairs of ($\tilde{A}_{in}, \tilde{A}_{out}$) as in ordinary machine learning. However, different pairs of data should be similar to each other in the statistical sense, since our data are generated from random symbol sequence $\{a_k\}$. Therefore, using multiple short data should be effectively equivalent to using a single long data. The two approaches should have similar properties and performance in our task.

### 2.4 Data

The NLSE Eq. (1) considered in this work serves as a model for the transmission of signals in optical fibers. Hence we mainly consider the form of data in this scenario. The inverse problem of other forms of the NLSE, such as the Gross-Pitaevskii equation (GPE) describing the dynamics of Bose-Einstein condensates, can also be solved using our method. But they are out of the scope of the current work. All the data used in this paper are synthetic. We first describe the form of data analytically, then we describe the procedure for sampling and adding noise.

The initial data of the IVP Eq. (2) is in the form of

$$A_{in}(t) = \sqrt{P} \sum_{k \in \mathbb{Z}} a_k h(t - kT_s), \quad \forall t \in \mathbb{R}. \quad (29)$$

Here $P > 0$ is a scaling factor, which is set to 1 throughout this paper. The coefficients $a_k$'s, called symbols, are randomly chosen from a finite set $\mathcal{C} \subset \mathbb{C}$, called constellation, with uniform probability.
The input data $A_{in}$ can be regarded as being generated from the sequence $\{a_k\}_{k \in \mathbb{Z}}$, called symbol sequence, which is a representation of information. The $T_s > 0$ is called symbol period and its inverse is called symbol rate. For example, a signal $A_{in}$ is called 100 GBAud if its symbol rate is 100 per picosecond. In the area of optical communication, there are different choices of the set $C$ and the pulse function $h : \mathbb{R} \rightarrow \mathbb{R}$. We follow the most popular choices, which are specified in the following. Let $h$ be a root-raised-cosine (RRC) filter, whose frequency-domain description is given by

$$
\hat{h}(f) = \begin{cases} 
1, & |f| \leq \frac{1-\rho^2}{2T_s}, \\
\cos \left( \frac{\pi T_s}{2\rho} \left( |f| - \frac{1-\rho^2}{2T_s} \right) \right), & \frac{1-\rho^2}{2T_s} < |f| \leq \frac{1+\rho^2}{2T_s}, \\
0, & \text{otherwise},
\end{cases} \tag{30}
$$

where $f$ is the frequency and $\rho$ is called roll-off factor. See Fig. 4(a) and Fig. 4(b) for illustrations of $h$ in frequency and time domain respectively. Let the set $C$ be defined by $\{\pm(2m+1)\pm i(2n+1)\}_{0 \leq m,n \leq 1}$, which is called 16QAM (quadrature-amplitude modulation) constellation because it contains 16 grid points. See Fig. 4(c) for an illustration of $C$. One example of the initial signal $A_{in}$ is illustrated in Fig. 5. Suppose that the ground truth of the parameters to be estimated is $(\beta^\dagger, \gamma^\dagger)$. Then we can solve the IVP Eq. (2) with coefficients $(\beta^\dagger, \gamma^\dagger)$. By definition, The received signal $A_{out}$ is the solution of the IVP at position $z = Z$, that is $A_{out} = A(\cdot, Z)$.

In the computational setting, we can only represent finite symbols, i.e., there are only finite terms in the sum Eq. (29). Hence the discrete version of data is a sampling of Eq. (29), which is in the form of

$$
\bar{A}_{in}[n] = \sqrt{P} \sum_{k=1}^{N_s} a_k h(n\tau - kT_s) + \epsilon, \quad \forall n = 0, \ldots, N - 1.
$$

(31)

Here $N_s$ is the number of symbols in the data, which is also referred to the length of data. It is convenient to set $\tau$ such that $T_s/\tau$ is an integer. It is the sampling rate measured in the unit of
samples per symbol (sps). The $\epsilon$ is the noise added during sampling. The noise is drawn from $N$-dimensional white Gaussian distribution $N(0, \delta^2 I)$, where $\delta \geq 0$ will be specified in numerical experiments. A more convenient way of characterize the level of noise is to use the signal-to-noise-ratio (SNR). It is defined as the ratio of the $L^2$-norms of the noiseless signal and the noise. Noiseless data is considered as a special case of noisy data with infinite SNR.

The output data $\tilde{A}_{\text{out}}$ is generated by solving the IVP Eq. (2) with noiseless initial data $\tilde{A}_{\text{in}}$ using SSFM. To avoid artificial boundary effect of SSFM, we pad zero symbols to $\tilde{A}_{\text{in}}$. The $a_k$’s near the boundary are set to zero. And $N_s$ stands for nonzero $a_k$’s. Alternatively, one can also set $\tilde{a}_{N_s} = \tilde{a}_1$ instead of using zero symbols. The same level of noise is added to the output data $\tilde{A}_{\text{out}}$ in a similar way. In practice, there is also noise during the transmission, but this is omitted here.

3 Loss Landscape

There are two major aspects for a general optimization problem: loss landscape (landscape of the loss function) and optimization algorithm. For non-convex optimization problems as here, both aspects are crucial. In this section, we first investigate major characters of the landscape of $J$ for a typical choice of hyper-parameters. Then we study the effects of model architecture and data on the optimal estimate of the true parameters, i.e., the global minimizer of the loss landscape. The error of the optimal estimate will be discussed in terms of expressive power of NLS-Net and randomness of data. The data used in this section is noiseless by default.

3.1 Major Characters of Loss Landscape

For training problem of a general DNN, there are two major difficulties: high dimensionality of optimization space and non-convexity of loss function, which make the problem both unexplainable in theory and difficult in practice. Fortunately, in our problem, the optimization space is low-dimensional, since most parameters in our NLS-Net are frozen and only $\beta, \gamma$ are regarded as optimization variables. This advantage make it possible to visualize and to have a much clearer and thorough investigation of the loss landscape.

We compute the value of $J$ on a set of grids of $(\beta, \gamma)$ and visualize the loss landscape in Fig. 6. The major hyper-parameters for generating the figures are listed in Table 1. The true parameters
\((\beta \dagger, \gamma \dagger)\) are fixed as \((-21.6, 1.6)\), which are typical values for optical fibers.

![Image of loss landscape visualization](image)

(a) \(J\) in small region  \hspace{1cm}  (b) \(J\) in large region

Figure 6: Visualization of loss landscape. Colors indicate values of \(J\). The location of ground truth is annotated by “+” in each panel.

| symbol rate \(1/T_s\) | \(Z\) | \(M\) | \(N_s\) | zero-padding | sampling rate |
|---------------------|------|------|--------|-------------|--------------|
| 100 GBaud           | 80 km| 100  | 200    | 70/side     | \(2^6\) sps |

Table 1: Default setting for visualizing loss landscape. ‘sps’ stands for samples per symbol.

A few empirical observations can be made. Firstly, the landscape is non-convex and contains many local minimizers. Secondly, it exhibits anisotropy, which is caused by different nature of the two parameters \(\beta\) and \(\gamma\). Thirdly, it has an unique global minimizer \((\beta^*, \gamma^*)\), which is the optimal solution of the optimization problem but may not be the true solution \((\beta \dagger, \gamma \dagger)\) of the inverse problem. Finally, the basin of attraction containing \((\beta^*, \gamma^*)\) is deeper and wider than those containing other local minimizers. Here we have borrowed the term basin of attraction from theory of dynamical systems [28]. Each minimizer of the landscape can be regarded as an attractor of the gradient flow of the landscape. The basin of attraction containing any attractor is a set of points in the parameter space, which are drawn to the attractor by the gradient flow. For example, the deep blue elliptic region in the center of the landscape in Fig. 6 is contained in a basin of attraction containing the global minimizer.

### 3.2 Effects of Model Architecture

According to the empirical observation of the loss landscape, there is a unique global minimizer \((\beta^*, \gamma^*)\). If we have an ‘oracle’ training algorithm, this minimizer is the optimal estimate we can find. On the other hand, this solution depends on model architecture and data, which are characterized by a set of hyper-parameters. Regardless of the specific algorithm for solving the inverse problem,
we can get some knowledge about the relationship between the optimal estimate and these hyper-parameters, which is helpful for our understanding of the problem and also provides guidance for designing model and choosing training algorithms.

Here we investigate the dependence of the optimal estimate on two hyper-parameters: the number of layers in NLS-Net and the sampling rate (sps), which characterize the depth and width of the NLS-Net respectively. The other settings are fixed as Table 1. The results are shown in Fig. 7. The minimal loss $J(\beta^*, \gamma^*) := \min_{\beta, \gamma} J(\beta, \gamma)$ and errors of the optimal estimate ($\beta^*, \gamma^*$) are computed for each hyper-parameter respectively. The estimation errors of ($\beta, \gamma$) are defined as $e_\beta = |\beta - \beta|^*$ and $e_\gamma = |\gamma - \gamma|^*$, where $\beta^*$ and $\gamma^*$ are ground truths simulated with the setting in Table 1. The ($\beta^*, \gamma^*$) in each setting is found by minimizing $J(\beta, \gamma)$ using gradient descent (GD) algorithm.

![Figure 7: Dependence of global minimum and minimizer on hyper-parameters of the model.](image)

The left axes indicate values of global minimum. The right axes indicate estimation errors of $\beta$ and $\gamma$ at global minimizer. The horizontal axes indicate values of hyper-parameters.

We trained NLS-Net for 20, 40, 60, 80 and 100 layers with GD until convergence. The results are summarized in Fig. 7(a). It tells us that both minimal loss and errors of optimal estimate decreases as the number of layers increases, and the decreasing rate increases. For sampling rate, we have chosen three different values: 16, 32 and 64 (samples per symbol). As we can see from Fig. 7(b), both minimal loss and estimation errors of optimal estimate decreases as sampling rate increases, and the decreasing rate increases. But 32 is too small since the optimal estimation errors are around $10^{-1}$. Hence 64 is the relatively proper choice.

From Fig. 7(a) and Fig. 7(b), we can also have some empirical observations about the expressive power of NLS-Net. Recall that Theorem 1 gives an explicit upper bound of the minimal loss, i.e. $\zeta^2 + \tau^s$. But this bound does not converge to zero for fixed $\zeta$ or $\tau$, which is unsatisfactory in the view of machine learning. In contrast to the theoretical results, the numerical simulations summarized in Fig. 7(a) and Fig. 7(b) suggest that converging to zero is possible when one of the depth and width is fixed. In Fig. 7(a), the width is fixed as the depth increases. In Fig. 7(b), the depth is fixed as the width increases. In both results, we see the trend of converging to zero. Although we can not prove those convergence results rigorously, they provided support to use NLS-Net as a machine learning model for the problem.

Minimal loss is a measure of approximation error of output of NLS-Net. The uniqueness of global minimizer as observed in Fig. 6 implies that as minimal loss converges to zero, the estimation errors $e_\beta^*$ and $e_\gamma^*$ should also converge to zero. Combined with the Theorem 1, it suggests strongly that the optimal estimation errors of ($\beta, \gamma$) converge to zero as the depth and width of NLS-Net goes to
infinity. This conclusion agrees with the numerical results in Fig. 7(a) and Fig. 7(b). Therefore, the role of optimal approximation error (minimal loss) can exchange with that of optimal estimation error.

We also did numerical experiments when both the depth and width of NLS-Net are fixed. The Fig. 7(c) shows the change of errors with respect to the number of symbols in the data. We can see that both minimal loss and optimal estimation errors of solution decreases as the number of symbols increases, but the decreasing rate decreases. They get saturated when the number of symbols exceed some critical value. It suggests that when we fix both depth and width of the NLS-Net, there is a nonzero lower bound of approximation error. Hence the expressive power of NLS-Net is limited by its depth and width. Consequently, there is always a gap between the global minimizer of loss landscape and the true solution, no matter how much data we use.

3.3 Effect of Data

Solving the inverse problem is to find a good estimate of the truth parameter \((\beta^\dagger, \gamma^\dagger)\) of NLS-Net. Due to the limitation and uncertainty of collecting data, it is natural and necessary to consider the influence of data in the estimation of parameters. We need to answer the questions that how estimation error is affected by the length and randomness of data.

We recall that the input data Eq. (29) is generated from a sequence of random symbols \(\{a_k\} \subset \mathcal{C}\). Considering the randomness of data, the gap between the optimal estimation \((\beta^*, \gamma^*)\) and the ground truth \((\beta^\dagger, \gamma^\dagger)\) is better understand in terms of bias-variance decomposition. The bias is the gap between the ground truth and the mean of optimal estimations, which reflects the limitation imposed by the model. This part has been discussed in Section 3.2. The variance describes the concentration of \((\beta^*, \gamma^*)\) around there mean, which is caused by the limitation of data.

We have drawn 4 groups of such sequences of random symbols, each contains 550 sequences of the same length. From the sequences we generate data under the same default setting Table 1. Then we solve the inverse problem by training a 20-layer NLS-Net with each of the data. The optimal estimates corresponding to the data are plotted in Fig. 8, grouped according to the length of data. The marginal density functions of \(\beta^*\) and \(\gamma^*\) are shown in Fig. 9(a) and Fig. 9(b) respectively.

\[
\begin{array}{c|cccc}
N_s & 50 & 100 & 150 & 200 \\
\hline
\text{Mean of } \beta^* & -21.5983 & -21.5973 & -21.5968 & -21.5965 \\
\text{Mean of } \gamma^* & 1.5875 & 1.5836 & 1.5816 & 1.5805 \\
\end{array}
\]

Table 2: Empirical means of \((\beta^*, \gamma^*)\) corresponding to different numbers of symbols.

We can see from Fig. 8 that the optimal estimates \((\beta^*, \gamma^*)\) concentrate in a narrow region of parameter space. The value of empirical means of all groups are listed in Table 2. As we have already discussed in Section 3.2, there is always a gap between the ground truth and the optimal estimate, no matter how long data we use. These empirical observations are re-confirmed by Fig. 8, in which there is a gap between the ground truth and the means of optimal estimates. This gap corresponds to the bias error in the bias-variance decomposition. See Table 2 for the values and see Fig. 10 for visualizations. These results shows that the bias increases as the length of data
Figure 8: Distributions of global minimizers of random data, grouped by length of data.

Figure 9: Density functions of marginal distributions.
increases but it increases slower as more data is used. Hence it is predictable that the bias has a
tendency to converge to the approximation error corresponding to the chosen \( \zeta \).

The concentration of optimal estimates as shown in Fig. 8 tells us that most of these mini-
mizers are closed to each other. This is quantitatively characterized by the empirical covariance
matrix of \((\beta^*, \gamma^*)\). See Table 3 for the values and see Fig. 10 for visualizations. These results
show that for sufficiently long data, the variance of optimal estimates decreases as the number of
symbols increases. That is, increasing data reduces variance. The covariance matrices also exhibit
anisotropy in the two parameters \( \beta \) and \( \gamma \). It indicates that changing data affects the estimation
of \( \beta \) less than estimation of \( \gamma \).

### 4  Solving the Inverse Problem

Now we are to minimize the loss function Eq. (28). As shown in Fig. 6, it is a non-convex function.
Generally speaking, our task is easier than the training of DNNs, since the optimization problem
involves only two variables \((\beta, \gamma)\). On the other hand, our task has an extra difficulty. In most
tasks of DNN-training, one only needs to minimize the loss function with any solution, while in
our task one is required to find the unique solution. Even if a solution is equally good with the
true solution in generating the output data, it may not be the true solution.

Nevertheless, the scope of this paper is restricted to convex optimization. The development of
algorithms for the general non-convex optimization of \( J \) is left as future work. In this section, we
use prior knowledge to restrict the optimization variables \((\beta, \gamma)\) to a small region and compare the

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline
\( N_s \) & 50 & 100 & 150 & 200 \\
\hline
\( \begin{pmatrix} 0.0793 & 0.122 \\ 0.122 & 9.56 \end{pmatrix} \) & \( \begin{pmatrix} 0.0913 & 0.0158 \\ 0.0158 & 7.87 \end{pmatrix} \) & \( \begin{pmatrix} 0.0786 & -0.0191 \\ -0.0191 & 5.99 \end{pmatrix} \) & \( \begin{pmatrix} 0.0625 & 0.00383 \\ 0.00383 & 4.70 \end{pmatrix} \) \\
\hline
\end{tabular}
\caption{Covariance matrices corresponding to different numbers of symbols. Each matrix as
an extra factor \( 10^5 \).}
\end{table}
performance of several training algorithms that are popular in deep learning. More specifically, we choose the starting point of \((\beta, \gamma)\) within the basin of attraction containing the ground truth \((\beta^\dagger, \gamma^\dagger) = (-21.6, 1.6)\). Hence the optimization problem is essentially convex. The compared algorithms are the gradient descent (GD) with momentum, the Adam [33], the Adadelta [56] and RMSprop [22].

All these algorithms are gradient-based. But we didn’t use the stochastic version of these algorithms here. The gradient of the loss function with respect to optimization variables can be computed through the well-known backpropagation (BP) procedure, which is nothing but the application of chain rule on neural networks. It is most clearly illustrated through computation graph. See Fig. 3. With the help of this computation graph, we can easily apply chain rule and compute the gradients of \(J\) with respect to \(\beta\) and \(\gamma\). The name backpropagation means that the gradient is computed backwardly along all paths connecting the output variable with \(\beta\) (or \(\gamma\)). Thanks to deep learning software such as PyTorch [44], the computation of gradient can be done automatically.

The numerical experiments are done with three groups of data: noiseless, noisy and denoised. Since we have studied the loss landscape of the problem with noiseless data, it is natural to solve the problem in the same setting to complete the study. Then we add observation noise to the data and solve the problem again to examine the performance of the method and algorithms in more practical setting. Finally, we process the noisy data with simple denoising method and solve the problem again. We find that denoising is effective to improve the quality of solution.

The data are generated in the same default setting as described in Table 1. The \(h\) is defined in Eq. (30) with \(\rho = 0.1\) and \(P = 1\). Noise is added according to Section 2.4 with SNR=200. The denoising procedure is to apply the \(h\) as a filter to both \(\tilde{A}_{in}\) and \(\tilde{A}_{out}\), i.e., to convolve \(\tilde{A}_{in}\) and \(\tilde{A}_{out}\) with \(h\). The starting point of \((\beta, \gamma)\) is set to \((-23, 10)\) in all experiments. The training history of our model on three groups of data are shown in Fig. 11.

Several observations are made about the results shown in Fig. 11. Let’s look at the first column, which shows the history of loss during training. On all the three groups of data, the convergence of Adam is fastest, then it is Adadelta, and that of GD with momentum is the slowest. Their order is independent of noise. In contrast, RMSprop is affected significantly by noise. The estimation errors of parameters, showed in the second and third columns of Fig. 11, exhibit similar order. Secondly, the comparison of the three rows shows that the converged loss and estimation errors on the noisy data (middel row) are higher than those on the noiseless and denoised data, while the latter two are comparable. It suggests that noise is harmful and denoising is helpful. Hence the denoising procedure is quite effective.

To get a better sense of how good are the solutions, we can visualize a representative part of the output of the trained NLS-Net corresponding to the final state of Fig. 11. See Fig. 12 for an illustration of the outputs corresponding to the training and testing data respectively. The training data is used to estimate \((\beta^\dagger, \gamma^\dagger)\) by Adam. The testing input data is in the same form as Eq. (31), which is feed into the trained NLS-Net to obtain its output. Numerical experiments are did on noiseless, noisy and denoised data. The results are compared with the true outputs. We can see that on all data the outputs are very close to the true outputs. This is an indirect evidence that the solution of the inverse problem is very accurate.
Figure 11: Comparison of different algorithms. First row: with noiseless data; second row: with noisy data; third row: with denoised data. First column: loss function; second column: error of $\beta$; third column: error of $\gamma$. 

Momentum Adam Adadelta RMSprop
5 Discussions

In this paper, we formulate and solve an inverse problem of NLSE as a learning problem of the NLS-Net. In this paper, however, we focus on the estimation of parameters and didn’t discuss the generalization problem, i.e., prediction on new input data. That will be studied in our future works.

The key of our method is to consider the SSFM solver of NLSE as a re-parameterized convolutional neural network. The NLS-Net is inherently explainable and its expressive power is guaranteed by the theory of SSFM, which gives an upper bound of the approximation error of NLS-Net, but this bound does not converge to zero for NLS-Net with a fixed depth or width. However, our empirical study suggests that the actual approximation error of such NLS-Net goes to zero if one of the depth and width is fixed. Numerical results also show that there is a nonzero lower bound of approximation error when both of depth and width are fixed. According to our empirical observations, the loss landscape of the learning problem of NLS-Net has an unique global minimizer. It implies that the convergence of minimal loss is equivalent to the convergence of estimation error of parameters. Hence the above conclusions about the approximation error can be transferred to estimation error.

We also studied the dependence of the optimal estimate on different data. The randomness of data causes sampling error for estimation of parameters. The optimal estimates obtained from
different data concentrate within a region of the parameter space around their mean, and they get close to the mean as the amount of data increases. At the same time, they get close to each other. However, increasing the amount of data does not reduce the gap between the mean estimate and the ground truth, which is limited by the expressive power of the NLS-Net. Hence we have observed the bias-variance decomposition in the estimation of parameters.

Finally, we compare several training algorithms on noiseless, noisy and denoised data. It is found that simple denoising procedure such as filtering works quite well. It can almost cancel the effect of observation noise. In addition, numerical results suggest that the Adam algorithm is the best among others. Visualizations shows that the obtained estimate is very accurate.

A NLSE with Nonzero Fiber Attenuation

In the main part of this paper, we studied the inverse problem of NLSE with chromatic dispersion and Kerr nonlinearity, where the fiber attenuation effect is absent. Generally, we can consider the NLSE Eq. (32) in which there is another coefficient $\alpha$ describing the fiber attenuation. We show that under some general conditions, the coefficient $\alpha$ can be obtained in closed form without solving optimization problem. The generalized NLSE is

$$\begin{cases} \frac{\partial A(t,z)}{\partial z} = -\frac{\alpha}{2} A(t, z) - i\frac{\beta}{2} \frac{\partial^2 A(t, z)}{\partial t^2} + i\gamma |A(t, z)|^2 A(t, z), & t \in \mathbb{R}, z \in [0, Z], \\ A(t, 0) = A_{\text{in}}(t), & t \in \mathbb{R}, \end{cases}$$

(32)

where $A_{\text{in}}$ is the initial signal at the transmitter with $z = 0$. Similarly as in Section 2.1, $A_{\text{out}}(t)$ is defined to be the data at the receiver with $z = Z$. We have the following

**Theorem 2.** In the IVP Eq. (32), suppose that $A_{\text{in}} \in H^1(\mathbb{R} \rightarrow \mathbb{C})$ and let $A \in H^1_zC_z(\mathbb{R} \times [0, Z] \rightarrow \mathbb{C})$ be the solution of the IVP. Denote $A_{\text{out}}(t) = A(t, Z)$ for all $t$, then we have

$$\alpha = \frac{2}{Z} \log \frac{\|A_{\text{in}}\|_{L^2}}{\|A_{\text{out}}\|_{L^2}}.$$  

(33)

**Proof.** Denote the complex conjugate of $A$ as $A^*$. Using Eq. (32) it is easy to verify that

$$\frac{\partial}{\partial z} \int_{\mathbb{R}} |A(t, z)|^2 dt = -\alpha \int_{\mathbb{R}} |A(t, z)|^2 dt + \beta \text{Im} \left( A^*(t, z) \frac{\partial A(t, z)}{\partial t} \right)_{t=-\infty}^{\infty}. \quad (34)$$

Since $A \in H^1_zC_z(\mathbb{R} \times [0, Z] \rightarrow \mathbb{C})$, for any fixed $z \in [0, Z]$, there is

$$\int_{\mathbb{R}} \left| \text{Im} \left( A^*(t, z) \frac{\partial A(t, z)}{\partial t} \right) \right| dt \leq \left( \int_{\mathbb{R}} |A(t, z)|^2 dt \int_{\mathbb{R}} \left| \frac{\partial A(t, z)}{\partial t} \right|^2 dt \right)^{1/2} < \infty. \quad (35)$$

Hence the last term in Eq. (34) vanishes. Integrate Eq. (34) in $z$, we get

$$\|A_{\text{out}}\|_{L^2}^2 = \|A_{\text{in}}\|_{L^2}^2 e^{-\alpha Z}. \quad (36)$$

It is easy to verify that Eq. (33) holds.
Acknowledgements

This research did not receive any specific grant from funding agencies in the public, commercial, or not-for-profit sectors.

References

[1] O. Abdel-Hamid, A. Mohamed, H. Jiang, L. Deng, G. Penn, and D. Yu. Convolutional Neural Networks for Speech Recognition. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 22(10):1533–1545, October 2014. Conference Name: IEEE/ACM Transactions on Audio, Speech, and Language Processing.

[2] Jonas Adler and Ozan Öktem. Solving ill-posed inverse problems using iterative deep neural networks. Inverse Problems, 33(12):124007, 2017.

[3] Jonas Adler, Axel Ringh, Ozan Öktem, and Johan Karlsson. Learning to solve inverse problems using wasserstein loss. arXiv preprint arXiv:1710.10898, 2017.

[4] Hemant K Aggarwal, Merry P Mani, and Mathews Jacob. Modl: Model-based deep learning architecture for inverse problems. IEEE transactions on medical imaging, 38(2):394–405, 2018.

[5] Govind Agrawal. Nonlinear Fiber Optics. Elsevier, 2019.

[6] Govind P. Agrawal. Fiber-Optic Communication Systems. Wiley, New York, 4 edition edition, October 2010.

[7] Zeyuan Allen-Zhu, Yuanzhi Li, and Yingyu Liang. Learning and generalization in overparameterized neural networks, going beyond two layers. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 32, pages 6158–6169. Curran Associates, Inc., 2019.

[8] Zeyuan Allen-Zhu, Yuanzhi Li, and Zhao Song. A convergence theory for deep learning via overparameterization. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, Proceedings of the 36th International Conference on Machine Learning, volume 97 of Proceedings of Machine Learning Research, pages 242–252, Long Beach, California, USA, 09–15 Jun 2019. PMLR.

[9] Olivier Babelon, Denis Bernard, and Michel Talon. Introduction to Classical Integrable Systems. Cambridge Monographs on Mathematical Physics. Cambridge University Press, 2003.

[10] Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Bengio. Neural machine translation by jointly learning to align and translate. CoRR, abs/1409.0473, 2015.

[11] Weizhu Bao and Yongyong Cai. Mathematical theory and numerical methods for bose-einstein condensation. Kinetic & Related Models, 6, 2013.
[12] Alejandro Barredo Arrieta, Natalia Díaz-Rodríguez, Javier Del Ser, Adrien Bennetot, Siham Tabik, Alberto Barbado, Salvador Garcia, Sergio Gil-Lopez, Daniel Molina, Richard Benjamins, Raja Chatila, and Francisco Herrera. Explainable artificial intelligence (xai): Concepts, taxonomies, opportunities and challenges toward responsible ai. *Information Fusion*, 58:82 – 115, 2020.

[13] Atilim Gunes Baydin, Barak A. Pearlmutter, Alexey Andreyevich Radul, and Jeffrey Mark Siskind. Automatic Differentiation in Machine Learning: a Survey. *Journal of Machine Learning Research*, 18(153):1–43, 2018.

[14] Kenny Choo, Antonio Mezzacapo, and Giuseppe Carleo. Fermionic neural-network states for ab-initio electronic structure. *Nature Communications*, 11(1):2368, May 2020. Number: 1 Publisher: Nature Publishing Group.

[15] G. Cybenko. Approximation by superpositions of a sigmoidal function. *Mathematics of Control, Signals and Systems*, 2(4):303–314, December 1989.

[16] J. Deng, W. Dong, R. Socher, L. Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. In *2009 IEEE Conference on Computer Vision and Pattern Recognition*, pages 248–255, 2009.

[17] Weinan E. A Proposal on Machine Learning via Dynamical Systems. *Communications in Mathematics and Statistics*, 5(1):1–11, March 2017.

[18] Dennis Elbrächter, Philipp Grohs, Arnulf Jentzen, and Christoph Schwab. Dnn expression rate analysis of high-dimensional pdes: Application to option pricing. *arXiv preprint arXiv:1809.07669*, 2018.

[19] Kunihiko Fukushima. Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in position. *Biological Cybernetics*, 36(4):193–202, April 1980.

[20] L. A. Gatys, A. S. Ecker, and M. Bethge. Image style transfer using convolutional neural networks. In *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 2414–2423, 2016.

[21] Roland Glowinski, Stanley J. Osher, and Wotao Yin, editors. *Splitting Methods in Communication, Imaging, Science, and Engineering*. Scientific Computation. Springer International Publishing, 2016.

[22] Alex Graves. Generating sequences with recurrent neural networks. *CoRR*, abs/1308.0850, 2013.

[23] Jiequn Han, Linfeng Zhang, and Weinan E. Solving many-electron Schrödinger equation using deep neural networks. *Journal of Computational Physics*, 399:108929, December 2019.

[24] R. H. Hardin. Application of the split-step Fourier method to the numerical solution of nonlinear and variable coefficient wave equations, 1973.
[25] K. He, X. Zhang, S. Ren, and J. Sun. Deep Residual Learning for Image Recognition. In 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016. ISSN: 1063-6919.

[26] Jan Hermann, Zeno Schätzle, and Frank Noé. Deep-neural-network solution of the electronic Schrödinger equation. Nature Chemistry, 12(10):891–897, October 2020. Number: 10 Publisher: Nature Publishing Group.

[27] William Herzberg, Daniel B Rowe, Andreas Hauptmann, and Sarah J Hamilton. Graph convolutional networks for model-based learning in nonlinear inverse problems. arXiv preprint arXiv:2103.15138, 2021.

[28] Morris W Hirsch, Stephen Smale, and Robert L Devaney. Differential equations, dynamical systems, and an introduction to chaos. Academic press, 2012.

[29] Kurt Hornik. Approximation capabilities of multilayer feedforward networks. Neural Networks, 4(2):251–257, January 1991.

[30] Matthew Hutson May, 3, 2018, and 11:15 Am. AI researchers allege that machine learning is alchemy, May 2018.

[31] K. H. Jin, M. T. McCann, E. Froustey, and M. Unser. Deep Convolutional Neural Network for Inverse Problems in Imaging. IEEE Transactions on Image Processing, 26(9):4509–4522, September 2017. Conference Name: IEEE Transactions on Image Processing.

[32] Kyong Hwan Jin, Michael T McCann, Emmanuel Froustey, and Michael Unser. Deep convolutional neural network for inverse problems in imaging. IEEE Transactions on Image Processing, 26(9):4509–4522, 2017.

[33] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In Yoshua Bengio and Yann LeCun, editors, 3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings, 2015.

[34] Gitta Kutyniok, Philipp Petersen, Mones Raslan, and Reinhold Schneider. A theoretical analysis of deep neural networks and parametric pdes. arXiv preprint arXiv:1904.00377, 2019.

[35] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel. Backpropagation Applied to Handwritten Zip Code Recognition. Neural Computation, 1(4):541–551, December 1989. Conference Name: Neural Computation.

[36] Yann LeCun, Yoshua Bengio, and Geoffrey Hinton. Deep learning. Nature, 521(7553):436–444, May 2015. Number: 7553 Publisher: Nature Publishing Group.

[37] Housen Li, Johannes Schwab, Stephan Antholzer, and Markus Haltmeier. Nett: Solving inverse problems with deep neural networks. Inverse Problems, 2020.

[38] Zhen Li and Zuoqiang Shi. A flow model of neural networks. CoRR, abs/1708.06257, 2017.
[39] Zichao Long, Yiping Lu, Xianzhong Ma, and Bin Dong. PDE-Net: Learning PDEs from Data. In International Conference on Machine Learning, pages 3208–3216. PMLR, July 2018. ISSN: 2640-3498.

[40] Sebastian Lunz, Andreas Hauptmann, Tanja Tarvainen, Carola-Bibiane Schönlieb, and Simon Arridge. On learned operator correction in inverse problems. SIAM Journal on Imaging Sciences, 14(1):92–127, 2021.

[41] Warren S. McCulloch and Walter Pitts. A logical calculus of the ideas immanent in nervous activity. The bulletin of mathematical biophysics, 5(4):115–133, December 1943.

[42] H. N. Mhaskar. Neural Networks for Optimal Approximation of Smooth and Analytic Functions. Neural Computation, 8(1):164–177, January 1996. Conference Name: Neural Computation.

[43] Subhadip Mukherjee, Ozan Öktem, and Carola-Bibiane Schönlieb. Adversarially learned iterative reconstruction for imaging inverse problems. arXiv preprint arXiv:2103.16151, 2021.

[44] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-performance deep learning library. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems 32, pages 8024–8035. Curran Associates, Inc., 2019.

[45] David Pfau, James S. Spencer, Alexander G. D. G. Matthews, and W. M. C. Foulkes. Ab initio solution of the many-electron Schrödinger equation with deep neural networks. Physical Review Research, 2(3):033429, September 2020. Publisher: American Physical Society.

[46] L. P. Pitaevskii, L. P. P. S. Stringari, L. P. Pitaevskii, S. Stringari, S. Stringari, and Oxford University Press. Bose-Einstein Condensation. International Series of Monographs on Physics. Clarendon Press, 2003.

[47] Lars Ruthotto and Eldad Haber. Deep neural networks motivated by partial differential equations. Journal of Mathematical Imaging and Vision, pages 1–13, 2019.

[48] David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez, Marc Lanctot, Laurent Sifre, Dharshan Kumaran, Thore Graepel, Timothy Lillicrap, Karen Simonyan, and Demis Hassabis. A general reinforcement learning algorithm that masters chess, shogi, and go through self-play. Science, 362(6419):1140–1144, 2018.

[49] Gilbert Strang. On the Construction and Comparison of Difference Schemes. SIAM Journal on Numerical Analysis, 5(3):506–517, September 1968.

[50] Terence Tao. Nonlinear Dispersive Equations: Local and Global Analysis. American Mathematical Society, Providence, R.I, uk ed. edition edition, June 2006.
[51] Alexander H. Waibel, Toshiyuki Hanazawa, Geoffrey E. Hinton, K. Shikano, and K. Lang. Phoneme recognition using time-delay neural networks. *IEEE Trans. Acoust. Speech Signal Process.*, 1989.

[52] Zhongjian Wang and Zhiwen Zhang. A mesh-free method for interface problems using the deep learning approach. *Journal of Computational Physics*, 400:108963, 2020.

[53] Dmitry Yarotsky. Optimal approximation of continuous functions by very deep relu networks. In Sébastien Bubeck, Vianney Perchet, and Philippe Rigollet, editors, *Proceedings of the 31st Conference On Learning Theory*, volume 75 of *Proceedings of Machine Learning Research*, pages 639–649. PMLR, 06–09 Jul 2018.

[54] Dmitry Yarotsky and Anton Zhevnerchuk. The phase diagram of approximation rates for deep neural networks, 2019.

[55] V. Zakharov. Stability of periodic waves of finite amplitude on the surface of a deep fluid. *Journal of Applied Mechanics and Technical Physics*, 9:190–194, 1968.

[56] Matthew D. Zeiler. Adadelta: An adaptive learning rate method. *CoRR*, abs/1212.5701, 2012.