A nonparametric statistical method for two crossing survival curves
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ABSTRACT

Background: In comparative research on time-to-event data for two groups, when two survival curves cross each other, it may be difficult to use the log-rank test and hazard ratio (HR) to properly assess the treatment benefit. Our aim was to identify a method for evaluating the treatment benefits for two groups in the above situation.

Methods: We quantified treatment benefits based on an intuitive measure called the area between two survival curves (ABS), which is a robust measure of treatment benefits in clinical trials regardless of whether the proportional hazards assumption is violated or two survival curves cross each other. Additionally, we propose a permutation test based on the ABS, and we evaluate the effectiveness and reliability of this test with simulated data.

Results: The ABS permutation test is a robust statistical inference method with an acceptable type I error rate and superior power to detect differences in treatment effects, especially when the proportional hazards assumption is violated.

Conclusion: The ABS can be used to intuitively quantify treatment differences over time and provide reliable conclusions in complicated situations, such as crossing survival curves.

Abbreviations: HR: hazard ratio; MT: median survival time; RMST: restricted mean survival time; ABS: area between two survival curves; \textsubscript{ABS}L/\textsubscript{ABS}R: area between two survival curves over the left/right time interval; \textsubscript{ABS}P: area between two survival curves permutation test; MTd: difference in median survival time; RMSTd: difference in restricted mean survival time

1. Background

Time-to-event end points are widely used in clinical follow-up studies. The difference in treatment benefits in survival analysis is commonly quantified and reported as the (cumulative) survival rate, the hazard ratio (HR), the median survival time (MT), or the restricted mean survival time (RMST) (Mantel \textit{et al.} 1966; Pepe and Fleming 1989; Royston and Parmar 2011; Valérie \textit{et al.} 2015; Rogawski \textit{et al.} 2016). The log-rank test corresponding to the HR is a common and classical choice when the HR between treatment...
arms remains constant over time (the proportional hazards assumption). However, when the proportional hazards assumption is violated, especially when two survival curves cross each other, the difference based on hazards may be offset before and after the crossing point, resulting in a loss of power of the log-rank test (Uno et al. 2014; Li et al. 2015). The method based on difference in the MT depends on information at the median survival point (when the survival rate is equal to 0.5) (Rogawski et al. 2016; Zhao et al. 2016). Therefore, when the censoring rate is large or the follow-up time is insufficient, this method cannot be applied without an accurate estimation of the MT (Saad et al. 2018). The method based on the difference in RMST does not require the assumption of proportional hazards (Dehbi, Royston, and Hackshaw 2017). However, when the two survival curves cross each other, the difference in the RMST may be offset before and after the crossing point, which causes an invalid assessment of the difference in treatment benefits and reduced power.

Hence, in this paper, we introduce a measure of the area between two survival curves (ABS) to interpret the difference in treatment benefits between two groups (Lin and Xu 2010; Seruga et al. 2012; Zhao et al., 2012). Moreover, we propose a corresponding test that can avoid the problems stated above (Stefania and Maria Grazia 2013). Simulations and examples are applied to compare the above measures. An R program has been developed to implement the ABS and the corresponding test.

2. Methods

The ABS is determined by the accumulated absolute difference in treatment effects from time 0 to the end of follow-up and can be estimated by integrating the absolute survival difference:

$$\text{ABS} = \int_0^v |S_1(t) - S_2(t)| dt \approx \sum_{j|t_j < v} |S_1(t_j) - S_2(t_j)| (t_{j+1} - t_j).$$

where $S_1(t), S_2(t)$ are the survival rates at time $t$ for each group, $t_j$ represents the pooled and ordered distinct event times in the two groups, and $v$ is the end of follow-up.

When comparing the differences between two groups, Lin and Xu (2010) estimated the mean $\bar{E}(\text{ABS})$ and variance $\bar{V}(\text{ABS})$ of the ABS under the null hypothesis and considered the normal transformation value $\Delta = \frac{\text{ABS} - \bar{E}(\text{ABS})}{\sqrt{\bar{V}(\text{ABS})}}$ to be a test statistic (ABS test) that would be an asymptotic standard normal distribution under the null hypothesis.

However, the test statistic $\Delta$ is non-normal in cases of small or large samples (details in Additional file 1). To provide a more robust confidence interval and a reliable hypothesis test result, we propose an ABS permutation test (ABSP test) based on permutation theory (Stefania and Maria Grazia 2013). The ABSP test generates its own critical regions and $P$ value directly from the permutation resample data rather than from the distribution of the test statistic under the null hypothesis. The ABSP test procedure is as follows. First, $\Delta$ is computed from the original data; second, the ABS and the test statistic $\Delta(1)$ are computed for the 1st iteration. All observations are combined from both groups, and the original data are randomly resampled without replacement. Third, step 2 is repeated an additional 999 times, and $\Delta(2), \Delta(3), \Delta(4), ..., \Delta(1000)$ is
Under the null hypothesis, with a mean of 0 and variance of \( \Delta(n) \) is satisfied and \( I(n) = 0 \) otherwise.

Since researchers may also be interested in the short-term or long-term treatment effects, we extended the ABS to any time interval (ABSi) and created the ABS permutation over time interval test (ABSi test). The null hypothesis is \( H_0 : S_2(t) = S_2(t), t^* < t < t'', t^* \geq 0, t'' \leq \tau \), where \( t^* \) and \( t'' \) are the left and right endpoints of the interval. The alternative hypothesis is \( H_1 : S_2(t) \neq S_2(t) \) for some \( t \) between \( t^* \) and \( t'' \). Then, the ABS over the time interval is given by

\[
\text{ABS}_{\text{int}} = \int_{t^*}^{t''} |S_1(t) - S_2(t)| \, dt \approx \sum_{j|t^* < t_j < t''} \left| S_1(t_j) - S_2(t_j) \right| (t_{j+1} - t_j).
\]

After the endpoints of the interval are converted to \([0, t'']\) via an indicator function \( \Phi(t_j > t^*) \), which is equal to 1 if \( t_j > t^* \) and equal to 0 otherwise, \( \text{ABS}_{\text{int}} \) can be expressed as

\[
\text{ABS}_{\text{int}} = \int_{t^*}^{t''} |S_1(t) - S_2(t)| \, dt = \int_0^{t''} \Phi(t > t^*) |S_1(t) - S_2(t)| \, dt \approx \sum_{j|t_j < t''} \left| S_1(t_j) - S_2(t_j) \right| \left[ \Phi(t_j > t^*) (t_{j+1} - t_j) \right].
\]

Therefore, based on the Kaplan-Meier estimation, we have

\[
\text{ABS}_{\text{int}} \approx \sum_{j|t_j < t''} \left| \hat{S}_1(t_j) - \hat{S}_2(t_j) \right| \left[ \Phi(t_j > t^*) (t_{j+1} - t_j) \right].
\]

Under the null hypothesis, \( \hat{S}_1(t) - \hat{S}_2(t) \) follows an approximately normal distribution with a mean of 0 and variance of \( \left[ \hat{\sigma}_S^2(t) + \hat{\sigma}_{S_2}^2(t) \right] \). Then, we have the following:

\[
\hat{E}\left( \left| \hat{S}_1(t) - \hat{S}_2(t) \right| \right) = \left\{ \frac{2}{\pi} \left[ \hat{\sigma}_S^2(t) + \hat{\sigma}_{S_2}^2(t) \right] \right\}^{1/2},
\]

\[
\hat{V}\left( \left| \hat{S}_1(t) - \hat{S}_2(t) \right| \right) = \left( 1 - \frac{2}{\pi} \right) \left[ \hat{\sigma}_S^2(t) + \hat{\sigma}_{S_2}^2(t) \right].
\]

Based on the normal approximation, we can estimate the mean and variance of \( \text{ABS}_{\text{int}} \) as follows:

\[
\hat{E}(\text{ABS}_{\text{int}}) = \sum_{j|t_j < t''} \left\{ \frac{2}{\pi} \left[ \hat{\sigma}_S^2(t_j) + \hat{\sigma}_{S_2}^2(t_j) \right] \right\}^{1/2} \Phi(t_j > t^*) (t_{j+1} - t_j),
\]

\[
\hat{V}(\text{ABS}_{\text{int}}) = \sum_{j|t_j < t''} \Phi(t_j > t^*) (t_{j+1} - t_j)^2 \left( 1 - \frac{2}{\pi} \right) \left[ \hat{\sigma}_S^2(t_j) + \hat{\sigma}_{S_2}^2(t_j) \right]
\]

\[
+ \sum_{j < j'|t_j, t_j' < t''} 2 \rho_{j,j'} \Phi(t_j > t^*) \Phi(t_{j'} > t^*) (t_{j+1} - t_j) (t_{j'+1} - t_{j'}) \left( 1 - \frac{2}{\pi} \right)
\]

\[
\times \left\{ \left[ \hat{\sigma}_S^2(t_j) + \hat{\sigma}_{S_2}^2(t_j) \right] \left[ \hat{\sigma}_S^2(t_{j'}) + \hat{\sigma}_{S_2}^2(t_{j'}) \right] \right\}^{1/2}.
\]
where \( q_{j,j_0} \) is the correlation coefficient between \( \hat{S}_1(t_{j_0})/C_0 \) and \( \hat{S}_2(t_{j_0})/C_1/C_2/C_2/C_2/C_2 \) and \( j < j_0 \). Lin and Xu (2010) suggested setting \( q_{j,j_0} \) to 0.5 for all \( j \) and \( j_0 \). Therefore, we have the test statistic \( \Delta_{int} = [ABS_{int} - \hat{E}(ABS_{int})]/\sqrt{\hat{V}(ABS_{int})} \). Using permutation theory, we can compute the \( P \) value based on 1000 resamples.

3. Simulation study

3.1. Simulation design

To evaluate and compare the statistical performance of the ABSP test with that of the log-rank test, the RMST test, and the ABS test, we calculated the type I error rates and power via Monte Carlo simulations (the test based on the difference in MT is excluded here because the survival rate of any group may not reach 0.5, which cannot yield a test result). We considered the following situations (shown in Figure 1): Situation I. two survival curves overlapping (the differences between two groups are generated by random sampling to evaluate false positive rates of tests under the null hypothesis, that is, type I error rates); Situation II. two survival curves with proportional hazard functions; Situation III. two survival curves with early and middle differences; Situation IV. two survival curves with early and middle differences. Specifically, Situation I. \( \lambda_1 = \lambda_2 = 0.25 \). Situation II. \( \lambda_1 = 0.5 \) and \( \lambda_2 = 0.2 \). Situation III. \( \lambda_1 = 1.2, 0.1, 0.5, 1 \) and \( \lambda_2 = 0.5, 0.1, 1.2, 1 \) for \( t \leq 0.8, 0.8 < t \leq 1.8, 1.8 < t \leq 2.6, t > 2.6 \), respectively. Situation IV. \( \lambda_1 = 1, 2.5 \) and \( \lambda_2 = 1, 0.5 \) for \( t \leq 0.8, t > 0.8 \), respectively. Situation V. \( \lambda_1 = 1/12 \) and \( \lambda_2 = 1/4, 1/35 \) for \( t \leq 2, t > 2 \), respectively. Situation VI. \( W(1.5, 5) \) for group 1; \( \lambda = 0.5, 0.1 \) for \( t \leq 1.5, t > 1.5 \), respectively, for group 2.
survival curves with a late difference; Situation V. two survival curves with median crossing; and Situation VI. two survival curves with late crossing.

We considered censoring rates of 0%, 15%, 30%, and 45% as well as groups of equal sample sizes ($N_1 = N_2 = 20, 50, 100$) or unequal sample sizes ($N_1 = 20, N_2 = 50; N_1 = 50, N_2 = 100$). The lifetime $X$ was generated from an exponential or Weibull distribution, and the variable $status$ was set as $\delta = 1$ when there was no censoring. When we considered right-censored data, we assumed that patients entered the study uniformly over a time interval and that censoring time $C$ was generated from uniform distributions $U(0, a)$ and $U(0, b)$. We denoted the lifetime $T = \min(X, C), \delta = I[X \leq C]$, where $I(\cdot)$ is an indicator function. We could adjust the average censoring rates through the values of $a$ and $b$. The number of iterations in each simulation was 1000, and we would reject the null hypothesis at the 0.05 significance level.

### 3.2. Simulation results

To present the simulation results clearly, we provide the summarized results of the type I error rates (Table 1) and power for several tests (Table 2), where the summarized results are obtained by variance (ANOVA) techniques (original results in Additional file 2) (Klein et al. 2007; Logan, Klein, and Zhang 2008). To evaluate the type I error rates, the response variable $Y$ was defined as the percent rejection rate minus the nominal 5% level; therefore, good performance is implied by close-to-zero estimates for the expectation $E(Y)$ in the ANOVA. To evaluate power, the outcome variable $Y$ was defined as the rejection rate: good performance is indicated by large estimated values of $E(Y)$. Here, we consider four factors: $TEST$, with 4 levels; $NUM$, with 5 levels; $CENSORE$, with 4 levels; and $SITUATION$, with 6 levels. These factors represent the test method, sample size of each group, censoring rate, and simulation situation, respectively. We fit four models without intercepts for $E(Y)$:

- **Model 1:** $E(Y) = TEST \times NUM + CENSORE + SITUATION$.
- **Model 2:** $E(Y) = TEST \times CENSORE + NUM + SITUATION$.
- **Model 3:** $E(Y) = TEST \times SITUATION + CENSORE + NUM$.
- **Model 4:** $E(Y) = TEST + SITUATION + CENSORE + NUM$.

| NUM | TEST | Log-rank | RMSTd | ABS | ABSP |
|-----|------|----------|-------|-----|------|
| (20, 20) | -0.650 | -1.450 | -2.300 | -1.250 |
| (50, 50) | -0.425 | -0.050 | -1.825 | 0.050 |
| (100, 100) | 0.250 | -0.300 | -2.500 | -0.250 |
| (20, 50) | -0.125 | 0.000 | -1.000 | -0.250 |
| (50, 100) | -0.625 | -0.475 | -2.150 | -0.575 |
| CENSORE | ¶ | 0.000 | 0.020 | 0.960 | 2.820 | 0.540 |
| | 0.15 | -0.020 | -0.940 | -2.580 | -0.500 |
| | 0.30 | -0.480 | 0.040 | -1.520 | -0.280 |
| | 0.45 | -0.060 | 0.040 | -0.900 | -0.500 |
| SITUATION | ¶ | 0.145 | -0.455 | -1.955 | -0.455 |
| TOTAL§ | -0.145 | -0.455 | -1.955 | -0.455 |

*: Model 1; ¶: Model 2; §: Model 3; ¶: Model 4; CENSORE: censoring rate; RMSTd: test based on the difference in the RMST; ABS: ABS test; ABSP: ABS permutation test; default range of average deviations for 1000 iterations: [-1.351, 1.351].
As shown in Table 1, the type I error rates of the ABS test deviate from the prespecified nominal level, whereas those of the other tests are close to 0.05. The censoring rates and sample sizes have little impact on the type I error rate.

As shown in Table 2, in situation II, the four tests have similar mean rejection rates, and the log-rank test performs best. The ABSP test is robust and has the highest mean rejection rates in other situations. Whether the sample sizes of the two groups are equal has little effect on the power.

The log-rank test may have worse power when the proportional hazards assumption is violated. Tests based on a difference in RMST may lose power when the survival curves cross because of differences in offsetting before and after the crossing point. The ABS test is not reliable because the type I error rates deviate from the prespecified nominal level. The ABSP test is a robust test for comparing treatment benefits, regardless of whether the proportional hazards assumption is violated or the survival curves cross.

### 3.3. Examples

**Example 1:** In a clinical trial on the role of docetaxel in non-metastatic castration-resistant prostate cancer (nmCRPC) (Ito et al. 2018), 46 patients received docetaxel for nmCRPC, and 52 had distant metastases. As shown in Figure 2A (simulated data from Figure 3A in the original paper), the Kaplan-Meier curves of overall survival in the two groups are separate, and the proportional hazards assumption is satisfied \((P = 0.881)\). As shown in Example 1 in Table 3, the test based on the difference in the MT cannot provide a result because the survival rate of the nmCRPC group did not reach 0.5, whereas the other tests indicate that the treatment effect in the nmCRPC group was better than that in the placebo group. Thus, the treatment effect in the nmCRPC group was better than that in the mCRPC group in both the short term and the long term (Example 1 in Table 3).

**Example 2:** The kidney-dialysis trial was designed to assess the time to the first exit-site infection (in months) in patients with renal insufficiency (Yan 2004). In 43 patients, the catheter was surgically implanted, whereas in 76 patients, the catheter was percutaneously placed. There were 27 patients censored in the first group and 65 in the second.
As shown in Figure 2B, the two survival curves cross at an early time, and the Grambsch-Therneau test indicates that the proportional hazards assumption is violated \((P = 0.003)\). As shown in Example 2 in Table 3, the test based on the difference in the MT cannot provide a result as in Example 1, and the log-rank test indicates no significant difference, whereas the test based on the difference in the RMST and the ABSP test yield significant overall results. Further, the treatment effect in the percutaneously placed catheter group is better than that in the surgically implanted catheter group in the long term (after 8 months), which may result in an overall significant difference.

Example 3: In a randomized clinical trial on arginine deprivation with pegylated arginine deiminase in patients with argininosuccinate synthetase 1-deficient malignant pleural mesothelioma (Szlosarek et al. 2017), 68 patients were randomized to receive the arginine-lowering agent pegylated arginine deiminase (ADI-PEG20, 36.8 mg/m², weekly, intramuscular) plus best supportive care (Group 1) or best supportive care alone (Group 2). As shown in Figure 2C (simulated data from Figure 2B in the original paper with approximately the same sample size, censoring rate, and basic statistics; the sample sizes of Group 1 and Group 2 were 44 and 24 patients, and the censoring rates in the two groups were approximately 4.5% and 4.2%, respectively), the two overall survival curves cross in the 10th month, and the survival rates of the two groups reverse before and after the crossing point, which may be caused by the treatment effects between the
two groups differing from the early to late phases. The Grambsch-Therneau test indicates that the proportional hazards assumption is violated ($P = 0.029$).

The descriptive statistics and test results based on the HR, MT, RMST, and ABS are shown in Table 3. The HR of Group 1 is $0.673$ times that of Group 2 (HR $= 0.673$; 95% CI: 0.394 to 1.148; $P = 0.147$); the difference in the MT between groups is 0.120 (95% CI: $-0.064$ to 0.308; $P > 0.999$) months; and the difference in RMST between the two groups is 3.714 (95% CI: $-1.126$ to 8.553; $P = 0.133$) months. These three measures indicate no statistical significance for the overall test. However, the ABS, which reflects the absolute survival difference between the two groups, is 5.440 (95% CI: 2.914 to 8.888) months, indicating a significant difference (ABSP $P = 0.031$). Since the two survival curves cross in the 10th month, which indicates that the treatment effects of the two groups may reverse before and after the crossing point, we used the ABSPi test to analyze the interval differences before and after the crossing point. As shown in Table 3, the ABSPi test indicates that the short-term treatment effects of the two groups are not significantly different before the 10th month from the start of follow-up ($P = 0.360$), whereas the differences in long-term treatment effects of the two groups are statistically significant. The treatment effect of Group 1 is better than that of Group 2 at the 10th month or later ($P = 0.028$). In other words, no difference between treatments is observed in the short term, while the treatment effect in Group 1 is better than that in Group 2 in the long term, resulting in an overall significant difference (ABSP $P = 0.031$).

4. Discussion

When the proportional hazards assumption is violated, especially when two survival curves cross, the HR may change over time; thus, a constant HR cannot be used to interpret the differences in overall survival. Therefore, the corresponding log-rank test is not appropriate. A test based on a difference in MT, which does not require the proportional hazards assumption and uses information only at the MT, may lose information and may be affected by the scheduled endpoint assessment rather than overall survival (Uno et al. 2014; Rogawski et al. 2016; Saad et al. 2018). Meanwhile, a test based on a difference in MT is not applicable when the survival rate does not reach 0.5 or when the crossing point of the survival curves is located near 0.5. A test based on the difference in the RMST is easily calculated and interpreted according to the difference in areas under survival curves (Royston and Parmar 2011). This test is typically not affected by the proportional hazards assumption; however, when the survival curves cross, as in Example 2 and Example 3 (Figures 2B/2C), the RMSTs of Group 1 and Group 2 can be expressed as “area $D_2+S$” and “area $D_1+S$”. Thus, the difference in the RMST can be estimated as “$D_2-D_1”$, which is the same as the differences in the ABS before and after the crossing point. Therefore, a test based on the difference in the RMST gives only the relative difference in effects and does not lose power in this case because of differences in offsetting before and after the crossing point (the same occurs in Situations V and VI). However, the ABS can be expressed as “area $D_1+D_2$”, which reflects the absolute difference in treatment effects from the start to the end of follow-up. The ABS is not affected by violation of the proportional hazards assumption or
crossing of the survival curves. When the survival curves are separated, a test based on the ABS yields a similar result to the test based on a difference in the RMST.

5. Conclusions

The ABS measure effectively reflects the absolute benefit of treatment effects between two groups in randomized clinical trials. The ABS is a robust measure for comparing the treatment benefits of two groups and can be applied regardless of whether the proportional hazards assumption is violated or the survival curves cross. Meanwhile, the corresponding ABSP test is also robust and reliable. When researchers are interested in treatment effects over any time interval (i.e., evaluation of the short-term or long-term treatment benefits of two cancer drugs), the corresponding ABSPi test can be applied in combination with Kaplan-Meier curves to draw a comprehensive conclusion. Additionally, an R program was developed for the application of the ABS and the corresponding test (details in Additional file 3).
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