THE ANISOTROPIC POLYHARMONIC CURVE FLOW FOR CLOSED
PLANE CURVES

SCOTT PARKINS AND GLEN WHEELER

Abstract. We study the curve diffusion flow for closed curves immersed in the
Minkowski plane \( \mathcal{M} \), which is equivalent to the Euclidean plane endowed with a
closed, symmetric, convex curve called an indicatrix that scales the length of a vector
in \( \mathcal{M} \) depending on its length. The indicatrix \( \partial U \) (where \( U \subset \mathbb{R}^2 \) is a convex, centrally
symmetric domain) induces a second convex body, the isoperimetric \( \tilde{I} \). This set is
the unique convex set that minimises the isoperimetric ratio (modulo homothetic
rescaling) in the Minkowski plane. We prove that under the flow, closed curves that
are initially close to a homothetic rescaling of the isoperimetric in an averaged
\( L^2 \) sense exists for all time and converge exponentially fast to a homothetic rescaling
of the isoperimetric that has enclosed area equal to the enclosed area of the initial
immersion.

1. Introduction

We consider a convex, centrally symmetric domain \( U \subset \mathbb{R}^2 \) with symmetry centre \( O \).
We assume that \( \partial U \) is smooth with strictly positive Euclidean curvature. \( \partial U \) can be
expressed as \( (r(\theta) \cos \theta, r(\theta) \sin \theta) \) with \( \theta \in [0, 2\pi) \) and \( r > 0 \) and \( r(\theta + \pi) = r(\theta) \). For
a vector \( x \in \mathbb{R}^2 \) with \( x = |x|(\cos \theta, \sin \theta) \) (where \( |\cdot| \) is the regular Euclidean norm) the
Minkowski norm, \( l(x) \), of \( x \) is defined by

\[
l(x) = \frac{|x|}{r(\theta)}.
\]

Here \( \theta = \theta(x) \) is as defined earlier. Aptly, we then define the Minkowski plane \( (\mathcal{M}^2, d) \)
with \( \mathcal{M}^2 = \mathbb{R}^2 \) and \( d \) the distance metric \( d: \mathcal{M}^2 \times \mathcal{M}^2 \to [0, \infty) \) given by

\[
d(x, y) = l(x - y).
\]

Hence for any \( x \in \partial U \) we have \( d(x, O) = l(x) = 1 \), and so we define \( \partial U \) to be the
Minkowski unit circle, or indicatrix of \( \mathcal{M}^2 \). The Minkowski plane is a vector space in
which vector lengths are directionally-dependent. It carries its own notions of geometric
quantities such as lengths and curvature which are reminiscent of their Euclidean coun-
terparts. The indicatrix \( \partial U \) (where \( U \subset \mathbb{R}^2 \) is a convex, centrally symmetric domain)
induces a second convex body, the isoperimetric \( \tilde{I} \). This set is the unique convex set that
minimises the isoperimetric ratio \( \mathcal{I} \) (modulo homothetic rescaling) in the Minkowski plane (see Proposition 2.1). The basics of convex body geometry, including the Minkowski
plane, are introduced are introduced in greater detail in Section 2.
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For \( p \in \mathbb{N} \), we consider a one-parameter family of closed immersed curves \( \Gamma : \mathcal{S} \times [0, T) \to \mathcal{M}^2 \) with Minkowski normal velocity equal to \((-1)^p \kappa_{p,2p}\):

\[(PF_p) \quad \partial_t \Gamma(\sigma, t) = (-1)^p \kappa_{p,2p} \cdot N(\sigma, t).\]

Here \( \kappa_{p,2p} = \frac{\partial^2 p}{\partial \sigma^2 \sigma^2} \) refers to the \( 2p \)th derivative of the Minkowski curvature with respect to the Minkowski arc length parameter (these concepts are introduced in depth in Section 1). We will henceforth refer to a one-parameter family of closed curves evolving via \( (APH) \) as a \((2p + 1)\)-anisotropic polyharmonic curve flow, and it naturally generalises its lower-order Euclidean counterparts.

If we consider the dual spaces to the Sobolev spaces \( H^p \), which are denoted by \( H^{-p} \) and consist of the bounded linear functionals \( L : H^p \to \mathbb{R} \), then it can be shown that the anisotropic polyharmonic curves flows given by \( (APH) \) constitute a natural hierarchy of gradient flows for length in the Sobolev spaces \( H^{-p} \). The \( p \)th step in the hierarchy corresponds to a flow of order \( 2(p + 1) \). For example, the curve shortening flow (see, for example [11, 10, 14] for the case of curves in the Euclidean plane and [13] for curves in the anisotropic setting that we are using today) is the \( H^{-0} = L^2 \) gradient flow for length, and the curve diffusion flow (see, for example [19, 9]) is the \( H^{-1} \) gradient flow for length.

We present the main theorem for this paper. It can be viewed as a higher-order anisotropic analogue of the main results from [17, 19].

**Theorem 1.1.** Suppose that \( \Gamma_0 : S^1 \to \mathcal{M}^2 \) is a regular smooth immersed closed curve with \( \mathcal{A}(\Gamma_0) > 0 \). Define \( \mathcal{L} := h^3 (h + h_{\theta \theta}) \), where \( h = r^{-1} \) is the radial support function corresponding to the indicatrix \( \mathcal{U} \). Then there exists a constant \( \varepsilon_0 > 0 \) such that if

\[ \mathcal{K}_{\text{osc}}(\Gamma_0) < \varepsilon_0 \text{ and } \mathcal{I}(\Gamma_0) < \exp \left( \varepsilon_0 / 8 \mathcal{A}(\tilde{I})^2 \right), \]

then the \((p + 1)\)-anisotropic polyharmonic curve flow \( \Gamma : S^1 \times [0, T) \to \mathcal{M}^2 \) with initial data \( \Gamma(\cdot, 0) = \Gamma_0 \) exists for all time and converges exponentially fast to a homothetic rescaling of the isoperimetric \( \tilde{I} \) with enclosed area \( \mathcal{A}(\Gamma_0) \).

In the above theorem, \( \mathcal{I}, \mathcal{K}_{\text{osc}} \) refers to the anisotropic normalised oscillation of curvature, defined by

\[ \mathcal{K}_{\text{osc}}(\Gamma) = \mathcal{L} \int_{\Gamma} (\kappa - \bar{\kappa})^2 \, d\sigma, \]

which is introduced in Section 4 and \( \mathcal{I} \) is the anisotropic isoperimetric ratio (see (2)).

Any solution to \( (APH) \) with initial data satisfying the hypotheses of Theorem 1.1 yields a global solution that is asymptotic to a homothetic rescaling of the isoperimetric, i.e., that is eventually strictly convex. In this context convexity is defined by the positivity of the Minkowski curvature \( \kappa \) (although by the convexity of the isoperimetric it is easy to see that \( \kappa > 0 \) if and only if \( \Gamma \) is convex in the classical sense). It is therefore natural to ask how long one must wait until a solution arising from Theorem 1.1 becomes strictly convex. The proposition below answers this question.
Proposition 1.2 (Upper bound on the waiting time for uniform convexity). Suppose that \( \Gamma : S^1 \times [0,T) \rightarrow \mathcal{M}^2 \) satisfies the criteria of Theorem 1.1. Then
\[
\mathcal{L} \{ t \in [0, \infty) : \kappa(\cdot, t) \not\geq 0 \} \leq \frac{8 \mathcal{A}(\tilde{I})^{p-1} \mathcal{A}(\Gamma_0)^{p+1}}{(p+1)\pi^2} \left( \mathcal{I}(\gamma_0)^{p+1} - 1 \right),
\]
where \( \kappa(\cdot, t) \not\geq 0 \) is taken to mean there exists at least one \( \sigma_0 \) with \( \kappa(\sigma_0, t) \leq 0 \).

2. Convex Bodies and Differential Geometry of the Minkowski Plane

We introduce the fundamental concepts of convex body geometry before moving onto the Minkowski plane, the setting for our paper. To get a broader understanding of some of the finer details of the Minkowski plane and anisotropic vector spaces, the authors recommend reading the fantastic survey articles of Martini and Swanepoel [16, 15].

We begin with a real vector space \( X \) and a proper subset \( K \subset X \) containing the zero vector \( \vec{0} \). The subset \( K \) is assumed to possess the following properties:

(i) Convexity: meaning that any convex combination of vectors in \( U \) is also contained in \( U \), and;

(ii) Balanced: meaning that \( \alpha K \subseteq K \) for every \( |\alpha| \leq 1 \).

Such a subset \( K \) is said to be absolutely convex. If \( K \) is absolutely convex, then we can define a corresponding Minkowskian functional \( p_K : X \rightarrow [0, \infty) \) by
\[
p_K(x) = \inf \{ r > 0 : x \in r K \}.
\]
The properties (i) and (ii) prescribed to \( K \) above allow us to ascertain that \( p_K \) is subadditive:
\[
p_K(x + y) \leq p_K(x) + p_K(y) \quad \forall x, y \in X
\]
and homogeneous:
\[
p_K(\alpha x) = |\alpha| p_K(x) \quad \forall \alpha \in \mathbb{R}.
\]
Note that the properties (2) and (2) imply that \( p_K \) is a seminorm for the vector space \( X \).

As a simple example, consider the \( n \)-dimensional Euclidean vector space \( X = \mathbb{R}^n \) and the closed ball centred at the origin of fixed radius \( \rho > 0 \):
\[
K_\rho := B_\rho(0) := \{ x \in \mathbb{R}^n : |x| \leq \rho \}.
\]
The set \( K_\rho \) is obviously absolutely convex by the definition above. Moreover, for any \( r > 0 \), one has
\[
r K_\rho = B_{r \rho}(0) = \{ x \in \mathbb{R}^n : |x| \leq r \rho \},
\]
and so the associated Minkowski functional is easily calculable:
\[
p_{K_\rho}(x) = \inf \{ r > 0 : x \in r K_\rho \} = \inf \{ r > 0 : x \in B_{r \rho}(0) \} = \rho^{-1} |x|.
\]
Here \( |\cdot| \) is the ordinary norm in \( \mathbb{R}^n \). Therefore the Minkowski functional in this case simply scales a vector by a factor of \( \rho^{-1} \). It is isotropic (meaning that vectors of the same
We consider a convex, centrally symmetric domain $\partial U \subset \mathbb{R}^2$ with symmetry centre $\bar{0}$. We assume that $\partial U$ is smooth with strictly positive Euclidean curvature. $\partial U$ can be expressed as $(r(\theta) \cos \theta, r(\theta) \sin \theta)$ with $\theta \in [0, 2\pi)$ and $r > 0$ and $r(\theta + \pi) = r(\theta)$. For a vector $x \in \mathbb{R}^2$ with $x = |x| (\cos \theta, \sin \theta)$ (where $|\cdot|$ is the regular Euclidean norm) the Minkowski norm, $l(x)$, of $x$ is defined by

$$l(x) = |x|/r(\theta).$$

Here $\theta = \theta(x)$ is as defined earlier. One notes that because $U$ is convex and centrally symmetric then it is automatically absolutely convex, and then the Minkowski norm $l$ satisfies the definition (2) of the Minkowskian functional corresponding to the body $K = U$. Aply, we then define the Minkowski plane $M^2$ as the vector space $M^2 = \mathbb{R}^2$ equipped with the distance metric $d : M^2 \times M^2 \to [0, \infty)$ given by

$$d(x,y) = l(x-y).$$

Hence for any $x \in \partial U$ we have $d(x, \bar{0}) = l(x) = 1$, and so we define $\partial U$ to be the Minkowski unit circle, or indicatrix of $M^2$. For example, if we are just working in $\mathbb{R}^2$ then our indicatrix $\partial U$ is simply the Euclidean unit circle and the distance metric is the regular (isotropic) one defined by $d(x,y) = |x-y|$. Similarly, if $\partial U$ is the Euclidean circle with radius $r$, then the corresponding distance metric is the one defined by $d(x,y) = |x-y|/r$. In this case the distance metric either isotropically enlarges or shrinks the length of vectors by a factor of $r$, depending upon whether $r < 1$ or $r > 1$, respectively.

The polar dual of $U$, denoted $U^*$ is given by

$$U^* := \left\{ f \in (M^2)^* : |f(x)| \leq 1 \ \forall x \in U \right\} \subset (M^2)^*. $$

\footnote{One should be careful to not confuse this definition of the Minkowski plane with the other, perhaps more familiar notion of the 2-dimensional Minkowski spacetime, which is a 1+1-dimensional Lorentzian manifold which in local coordinates $(t, x)$ is endowed with the metric $ds^2 := -dt^2 + dx^2$.}
It is a simple exercise to show that if $U$ is closed convex and contains the origin then $U^{**} = U$. This set is also a closed convex set (in the sense that convex combinations of linear functionals in $(\partial U)^*$ are also contained in the set). The boundary of the polar dual is given by

$$\partial U^* := \{ f \in U^* : f(x) = 1 \text{ for some } x \in \partial U \}.$$ 

Recall that given a non-empty closed convex set $K \subset \mathbb{R}^2$, the support function $h_K : \mathbb{R}^2 \to \mathbb{R}$ of $K$ is given by

$$h_K(x) := \sup \{ (x, k) : k \in K \},$$

where $(\cdot, \cdot)$ is the ordinary inner product in $\mathbb{R}^2$. If $K = \partial U$ is parameterised by the angle function $\theta$ as before, then we define the polar radial support function $h = h_U^*$ as the support function of the polar dual of $U, U^*$. This function is also parameterised by $\theta$ and is in fact given by the reciprocal of the radial function: $h = r^{-1}$ [13].

Let $\Gamma : S^1 \to \mathcal{M}^2$ be a parametrised closed piecewise differentiable curve. Then we define the Minkowski length of $\Gamma$ to be

$$\mathcal{L}(\Gamma) = \int_{S^1} l(\Gamma_u) \, du = \int_{\Gamma} d\sigma.$$ 

Here the Minkowski arc length element is given by

$$d\sigma(u) = l(\Gamma_u) \, du = \frac{|\Gamma_u|}{r(\Gamma_u)} \, du = \frac{ds(u)}{r(\Gamma_u)}.$$ 

Alternatively, we write

$$d\sigma(s) = \frac{ds}{r(\tau(s))}$$

where $\tau = \Gamma_s$ is the Euclidean unit length tangent vector.

Given our earlier parametrisation for $\partial U$ we define the Minkowski tangent and Minkowski normal vector to a curve $\Gamma = (x(\theta), y(\theta))$ by

$$(4) \quad T(\theta) = r(\theta) \, \tau(\theta) \quad \text{and} \quad N(\theta) = -h_\theta (\cos \theta, \sin \theta) + h (-\sin \theta, \cos \theta),$$

where $h$ is the polar radial support function, $h = r^{-1}$. The derivation and reasoning behind these definitions are included at the beginning of the appendix. It should be noted that the angle $\theta$ refers to the angle that the regular Euclidean tangent to $\Gamma$ makes with the $x$-axis.

The isoperimetrix $\tilde{I}$ is then defined by the parametrisation

$$\tilde{I} = \{ N(\partial U)(\theta) : \theta \in [0, 2\pi) \} = \{ -h_\theta \tau + hn : \theta \in [0, 2\pi) \}.$$ 

Qualitatively we have traced out the Minkowski normal vector $N$ as we vary along the indicatrix $\partial U$.

**Proposition 2.1.** For a Minkowski plane $\mathcal{M}^2$ with associated indicatrix $\partial U$, a homothetic rescaling of $\tilde{I}$ gives the minimum Minkowski boundary length of all convex sets with a given enclosed area.

**Proof.** The result is standard. See, for example, [5].
Using (2) as well as the chain rule and the identity \( \theta_s = k \), we arrive at

\[
\begin{pmatrix}
T \\
N
\end{pmatrix}_\sigma = \begin{pmatrix}
0 & kh^{-3} \\
-k(h + h_\theta) & 0
\end{pmatrix} \begin{pmatrix}
T \\
N
\end{pmatrix},
\]

which is the anisotropic analogue of the standard Frenet–Serret formulas for planar curves (see, for example [6]).

Let \( \Gamma \) be a closed plane curve. Let \( \theta \) be the angle between the Minkowski tangent vector and the positive \( x \)-axis. That is to say, \( T = T(\theta) \). It is relatively straightforward to check that the Euclidean curvature of the isoperimetrix \( \tilde{I} \) at the point \( N(\theta) \) is equal to

\[
\hat{k} = (h + h_\theta)^{-1}.
\]

By defining \( T^*, N^* \) to be the corresponding dual frames to \( T \) and \( N \) respectively (that is, \( T^*, N^* \in (TT)^* \) satisfy \( T^*(T) = N^*(N) = 1, T^*(N) = N^*(T) \) where \( (TT)^* \) denotes the cotangent bundle of \( \Gamma \)), one can show that the differential of the Minkowski length functional, \( dl \) can be expressed in a particularly attractive way:

\[
dl = T^*. 
\]

(For a calculation of this, see [13]).

It is then straightforward to show (see Remark [1] that for a one-parameter family of Minkowski immersions \( \Gamma : S^1 \times [0, T) \to \mathcal{M}^2 \), the evolution equation

\[
(ACSF) \quad \partial_t^N \Gamma = k \hat{k}^{-1} N = k(h + h_\theta) N =: \kappa N.
\]

gives the flow of steepest descent for the Minkowski length functional (see Remark [1]. We call \( \kappa = \kappa(\sigma, t) \) the Minkowski curvature associated to \( \Gamma(\sigma, t) \). Gage [13] (see also [18] for another perspective) studied the motion of a plane curve evolving with flow speed given by \( (ACSF) \), the so-called “anistropic curve-shortening flow”. He proved that flows normalised to preserve area converge smoothly to a homothetic rescaling of \( \partial U \) with enclosed area \( \mathcal{A}(\Gamma_0) := \mathcal{A}(\Gamma(\cdot, 0)) \). This is clearly the Minkowski analogue of the regular Euclidean curve-shortening flow, which has been studied quite thoroughly in the mathematical community (see [1, 2, 12, 14], among many others).

In this paper we consider an anistropic polyharmonic curve flow of order \( 2(p + 1) \):

\[
(APH) \quad \partial_t \Gamma = (-1)^p \kappa_{\sigma 2p} N.
\]

Here \( \kappa_{\sigma 2p} = \frac{\partial^{2p}}{\partial \sigma^{2p}} \) refers to the \( 2p \)-th derivative of \( \kappa \) with respect to \( \sigma \). We will henceforth refer to a one-parameter family of closed curves evolving via (APH) as a \( 2(p + 1) \)-anisotropic polyharmonic curve flow, and it naturally generalises its lower-order Euclidean counterparts.

We need an anistropic analogue to the Euclidean isoperimetric ratio \( L^2 / 4\pi A \), where \( L, A \) are the Euclidean length and enclosed area, respectively. Amongst closed curves in the Euclidean plane (so \( \mathcal{M}^2 = \mathbb{R}^2 \)), this ratio is minimised by circles, in which case it
equals 1. It turns out that for any closed curve immersed in the Minkowski plane $\mathcal{M}^2$, $\Gamma : S^1 \to \mathcal{M}^2$ with positive enclosed area, the following inequality holds:

$$\mathcal{L}^2(\Gamma) - 2\mathcal{A}(\Gamma) \int_\Gamma \kappa \, d\sigma \geq 0,$$

with equality if and only if $\Gamma$ is a homothetic rescaling of the isoperimetrix $\hat{I}$. Noting that $\int_\Gamma \kappa \, d\sigma = 2\mathcal{A}(\hat{I})$ (see Proposition 6.1), the ratio

$$I(\Gamma) := \frac{\mathcal{L}^2(\Gamma)}{4\mathcal{A}(\Gamma) \mathcal{A}(\hat{I})}$$

is called the anisotropic isoperimetric ratio associated to $\mathcal{M}^2$. This ratio is always greater than or equal to 1, with equality if and only if $\Gamma$ is a homothetic rescaling of the isoperimetrix $\hat{I}$ (hence its name). In this paper we will often refer to $I$ simply as the “isoperimetric ratio” for short, since it is in fact equal to its Euclidean counterpart in the case $\mathcal{M}^2 = \mathbb{R}^2$.

Throughout this paper we will frequently use what is referred to as the $P-$style notation for brevity. For a function $\varphi$ defined on the curve $\Gamma$ we use the notation

$$P^j_i(\varphi) := \sum_{r_1 + \cdots + r_j = i} c \partial^{r_1}_\sigma \varphi \cdot \partial^{r_2}_\sigma \varphi \cdots \partial^{r_j}_\sigma \varphi$$

where the constant $c$ may vary from one term in the summation to another. Sometimes we are also interested in the highest derivative that appears in the summation in question. In this case we write

$$P^{i,k}_i(\varphi) := \sum_{r_1 + \cdots + r_j = i, r_l \leq k} c \partial^{r_1}_\sigma \varphi \cdot \partial^{r_2}_\sigma \varphi \cdots \partial^{r_j}_\sigma \varphi.$$

Note that all the derivatives of $\varphi$ in our summation are less than or equal to $k$. This will be especially important when we wish to apply the inequalities from Lemma 6.9 and Lemma 6.8 later on.

The paper is organised as follows. In Section 2 we calculate evolution equations of various integrals. Section 3 is concerned with the anisotropic oscillation of curvature. We prove an estimate for $\mathcal{K}_{osc}(\Gamma)$ that allows us to give a characterisation of finite-time blowup. The characterisation is blowup of the $L^2$-anisotropic norm of curvature, with rate dependent on the order of the flow. Section 4 considers the global behaviour of the flow, beginning with an observation that the characterisation of finite-time blowup allows us to conclude global existence if the anisotropic oscillation of curvature is initially smaller than an explicit constant, as in this case our estimates uniformly control the $L^2$-anisotropic norm of curvature along the flow.
3. Evolution equations

**Lemma 3.1.** Suppose that $\Gamma : S^1 \times [0, T) \to \mathcal{M}^2$ solves \([\text{APH}]\), and that $f : S^1 \times [0, T) \to \mathbb{R}$ is a periodic function with the same period as $\Gamma$. Then
\[
\frac{d}{dt} \int_{\Gamma} f \, d\sigma = \int_{\Gamma} f_t \, d\sigma + \int_{\Gamma} f \, d\sigma = \int_{\Gamma} f_t + (1) + 1 \cdot f \cdot \kappa \cdot \kappa_{\sigma^2} \, d\sigma.
\]

**Proof.** We must first calculate the time derivatives of the Euclidean and Minkowski length elements, $d\sigma$ and $d\sigma$ respectively. Firstly,
\[
\partial_t |\Gamma_u|^2 = 2(\Gamma_u, \partial_u \Gamma_t) = 2 (-1)^p (\Gamma_u, \partial_u (\kappa_{\sigma^2} N))
\]
\[
= 2 (-1)^p h |\Gamma_u|^2 (\tau, \partial_\sigma (\kappa_{\sigma^2} N))
\]
\[
= 2 (-1)^p h |\Gamma_u|^2 (\tau, \kappa_{\sigma^2} N - \tau)
\]
\[
= 2 (-1)^p h |\Gamma_u|^2 (\tau, \kappa_{\sigma^2} (\tau - h N) - h \kappa_{\sigma^2} \tau)
\]
\[
= 2 (-1)^p+1 |\Gamma_u|^2 (h \cdot h \kappa_{\sigma^2} N + h \cdot \kappa_{\sigma^2} N).
\]

It follows immediately that
\[
(8) \quad \partial_t d\sigma = \partial_t (|\Gamma_u| \, du) = (-1)^{p+1} (h \cdot h \kappa_{\sigma^2} N + h \cdot \kappa_{\sigma^2} N) \, ds.
\]

Next, by using the chain rule, it is relatively straightforward to calculate
\[
\partial_t r (\theta) = \partial_t r (\tan^{-1}(y_u / \kappa_{\sigma^2} N))
\]
\[
= \frac{\partial r (\tan^{-1}(y_u / \kappa_{\sigma^2} N)) \partial (\tan^{-1}(y_u / \kappa_{\sigma^2} N)) \partial (y_u / \kappa_{\sigma^2} N)}{\partial \tau}
\]
\[
= \frac{r \theta}{|\Gamma_u|^2} (-y_u, \partial_u \Gamma_t)
\]
\[
= r \partial_\sigma (n, \partial_\sigma N)
\]
\[
= (-1)^p h r \partial_\sigma (\kappa_{\sigma^2} N)
\]
\[
= (-1)^p+1 h \kappa_{\sigma^2} N.
\]

Combining (8) and (9) allows us to calculate the evolution of Minkowski length element:
\[
\partial_t d\sigma = -r^{-2} (-1)^{p+1} h \kappa_{\sigma^2} N \, ds + r^{-1} (1)^{p+1} (h \cdot h \kappa_{\sigma^2} N + h \cdot \kappa_{\sigma^2} N) \, ds
\]
\[
= (-1)^{p+1} r^{-1} \kappa_{\sigma^2} N \, ds
\]
\[
= (-1)^{p+1} \kappa_{\sigma^2} N \, d\sigma.
\]

It follows that if $f : S^1 \times [0, T) \to \mathbb{R}$ follows the hypothesis of the lemma, then
\[
\frac{d}{dt} \int_{\Gamma} f \, d\sigma = \int_{\Gamma} f_t \, d\sigma + \int_{\Gamma} f \, d\sigma = \int_{\Gamma} f_t + (1)^{p+1} f \cdot \kappa \cdot \kappa_{\sigma^2} \, d\sigma,
\]
which is the desired result. \(\square\)

**Corollary 3.2.** Suppose that $\Gamma : S^1 \times [0, T) \to \mathcal{M}^2$ solves \([\text{APH}]\). Then
\[
\frac{d}{dt} \mathcal{L} (\Gamma) = - \int_{\Gamma} \kappa_{\sigma^2} N \, d\sigma \leq 0 \quad \text{and} \quad \frac{d}{dt} \mathcal{A} (\Gamma) = 0.
\]
Moreover,  
\[
\frac{d}{dt} \int_{\Gamma} \kappa \, d\sigma = 0 \quad \text{and} \quad \frac{d}{dt} \mathcal{I} \geq 0,
\]
where \( \mathcal{I} \) refers to the average of a function \( f \) over \( \gamma \):

\[
\mathcal{I} := \frac{1}{\mathcal{L}} \int_{\Gamma} f \, d\sigma.
\]

As a result, the isoperimetric ratio \( \mathcal{I} \) decreases monotonically along the flow, with

\[
\mathcal{I}(t) \leq \mathcal{I}(0) \exp \left( -\frac{2 \int_0^t \| \kappa_{\sigma_\tau} \|^2 \, d\tau}{\mathcal{L}(0)} \right).
\]

\textbf{Proof.} Applying Lemma 3.1 with \( f = 1 \) and integrating by parts \( p \) times gives the first claim of the corollary immediately:

\[
\frac{d}{dt} \mathcal{L} = (-1)^{p+1} \int_{\Gamma} \kappa \cdot \kappa_{\sigma_2l} \, d\sigma = - \int_{\Gamma} \kappa_{\sigma_2l}^2 \, d\sigma \leq 0.
\]

For the second claim of the corollary, we employ equation (3):

\[
\begin{align*}
\frac{d}{dt} \int_{\Gamma} (\Gamma, n) \, ds &= \int_{\Gamma} \partial_t (\Gamma, n) + (-1)^{p+1} (\Gamma, n) (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \, ds. \\
&= \partial_s (\Gamma, n) + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \, ds.
\end{align*}
\]

All that is left is to calculate \( n_t \). To do so, we will need to first calculate the commutator \([\partial_t, \partial_s]\). Some of the work from Lemma 3.1 will assist us along the way. We have

\[
\partial_s = \partial_t \left( [\Gamma_u]^{-1} \partial_u \right) = -|\Gamma_u|^{-2} \partial_t |\Gamma_u| \partial_u + \partial_{st}
\]

\[
= (-1)^p |\Gamma_u|^2 (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) |\Gamma_u| \partial_u + \partial_{st}
\]

\[
= \partial_{st} + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \partial_s.
\]

Next, note that \( \tau = \Gamma_s \), and so the identity (3) implies that

\[
\partial_t \tau = \partial_s \Gamma + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \partial_s \Gamma
\]

\[
= (-1)^p \partial_t (\kappa_{\sigma_2p} N + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \tau
\]

\[
= (-1)^p (h \kappa_{\sigma_2p} - \kappa \cdot \kappa_{\sigma_2p} \tau + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \tau
\]

\[
= (-1)^p h \kappa_{\sigma_2p+1} (h n \cdot h \tau) + (-1)^{p+1} \kappa \cdot \kappa_{\sigma_2p} \tau + (-1)^p (h \cdot h \kappa_{\sigma_2p+1} + \kappa \cdot \kappa_{\sigma_2p}) \tau
\]

\[
= (-1)^p h^2 \kappa_{\sigma_2p+1} n.
\]

Next, the identity \(|n|^2 = 1\) implies that \( \partial_t n \perp n \). Hence from (3) we have

\[
\partial_t n = (\partial_t n, \tau) \tau = -(n, \partial_t \tau) \tau = (-1)^{p+1} h^2 \kappa_{\sigma_2p+1} \tau
\]

Hence

\[
\partial_t (\Gamma, n) = (-1)^p (\kappa_{\sigma_2p} N, n) + (-1)^{p+1} h^2 \kappa_{\sigma_2p+1} (\Gamma, \tau)
\]

\[
= (-1)^p h \kappa_{\sigma_2p} + (-1)^{p+1} h^2 \kappa_{\sigma_2p+1} (\Gamma, \tau).
\]

Substituting this back into (3) gives

\[
\begin{align*}
\frac{d}{dt} \int_{\Gamma} (\Gamma, n) \, ds &= (-1)^p \int_{\Gamma} \kappa_{\sigma_2p} \, d\sigma
\end{align*}
\]
Combining (3),(3) and substituting back into (3) gives
\[
(15)
\]
for the third last term in (3) we use integration by parts once more:
\[
\text{Here we have also used the identity }\partial_s = k\partial_\theta \text{ and the fact that } \partial_s \Gamma = \tau \perp n. \text{ Similarly, for the third last term in (3) we use integration by parts once more:}
\]
\[
(16)
\]
\[
\text{Combining (3),(3) and substituting back into (3) gives}
\]
\[
\frac{d}{dt} \mathcal{A} = -\frac{1}{2} \int (\Gamma, n) ds
\]
\[
= (-1)^{p+1} \int \kappa_{\sigma\tau\rho} ds + \frac{1}{2} (-1)^{p+1} \int_k (h + h_{\theta\theta}) \kappa_{\sigma\tau\rho} (\Gamma, n) ds
\]
\[
+ \frac{1}{2} (-1)^p \int_k \kappa_{\sigma\tau\rho} (\Gamma, n) ds
\]
\[
= (-1)^{p+1} \int_k \kappa_{\sigma\tau\rho} ds = 0.
\]
\[
\text{We first calculate the evolution of the Euclidean curvature } k. \text{ This is relatively simple:}
\]
\[
\partial_t k = \partial_t (\gamma_{ss}, n) = (\partial_t \gamma_{ss}, n) + (\partial_t n, \partial_t n)
\]
\[
= (\partial_t \gamma_{ss}, n) = (\partial_t \tau + (-1)^p (h \cdot h_{\theta\theta} + \kappa \cdot \kappa_{\sigma\tau\rho}) \tau_s, n)
\]
\[
= (\partial_t (-1)^p h^2 k_{\sigma\tau\rho} + n) + (-1)^p k (h \cdot h_{\theta\theta} + \kappa \cdot \kappa_{\sigma\tau\rho})
\]
\[
= (-1)^p (2kh \cdot h_{\theta\theta} + h^3 k_{\sigma\tau\rho} + (-1)^p k (h \cdot h_{\theta\theta} + \kappa \cdot \kappa_{\sigma\tau\rho})
\]
\[
= (-1)^p (h^3 k_{\sigma\tau\rho} + 3kh \cdot h_{\theta\theta} + k\kappa \cdot \kappa_{\sigma\tau\rho}).
\]
Here we have used $\tau_s \perp \partial_t n$. Next we need to calculate the evolution of $h, h_{\theta \theta}$. This turns out to be relatively straightforward. For any $m \in \mathbb{Z}_0$ a simple calculation gives
\[
\partial_t h_{\theta^m} = \frac{1}{|\Gamma_u|} (\tau, \partial_t (y_u, -x_u)) h_{\theta^{m+1}} = - (\tau, n_t) h_{\theta^{m+1}}.
\]
Hence
\[
\partial_t (h + h_{\theta \theta}) = (1)^p h^2 (h + h_{\theta \theta})_{\theta} \kappa_{\sigma^{2p+1}}.
\] (17)

Combining (4) and (5) gives us
\[
\partial_t (\kappa) = \partial_t (k (h + h_{\theta \theta}))
= (1)^p (h^3 \kappa_{\sigma^{2p+2}} + 3kh \cdot h_{\theta} \kappa_{\sigma^{2p+1}} + k \kappa \cdot \kappa_{\sigma^{2p}}) (h + h_{\theta \theta})
+ (1)^p h^3 (h + h_{\theta \theta})_{\kappa_{\sigma^{2p+1}}}
= (1)^p (h^3 (h + h_{\theta \theta})_{\kappa_{\sigma^{2p+1}}})_{\kappa} + (1)^p \kappa^2 \cdot \kappa_{\sigma^{2p}}.
\]

Applying Lemma 3.1 then yields
\[
\frac{d}{dt} \int_{\Gamma} \kappa d\sigma = \int_{\Gamma} \partial_t \kappa d\sigma + (1)^p \int_{\Gamma} \kappa^2 \cdot \kappa_{\sigma^{2p}} d\sigma
= (1)^p \int_{\Gamma} (h^3 (h + h_{\theta \theta})_{\kappa_{\sigma^{2p+1}}})_{\kappa} d\sigma + (1)^p \int_{\Gamma} \kappa^2 \cdot \kappa_{\sigma^{2p}} d\sigma
+ (1)^p \int_{\Gamma} \kappa^2 \cdot \kappa_{\sigma^{2p}} d\sigma
= (1)^p \int_{\Gamma} (h^3 (h + h_{\theta \theta})_{\kappa_{\sigma^{2p+1}}})_{\kappa} d\sigma = 0.
\]

Here the last step follows from the divergence theorem because $\Gamma (\cdot, t)$ is closed. This gives the first claim of the lemma. The second claim follows immediately from combining the first claim and the first claim of Corollary 3.2:
\[
\frac{d}{dt} \mathcal{R} = - \mathcal{L}^{-2} \int_{\Gamma} \kappa d\sigma \cdot \frac{d}{dt} \mathcal{L} = \frac{2 \mathcal{A}(\bar{\mathcal{T}})}{\mathcal{A}^2} \int_{\Gamma} \kappa^2 d\sigma \geq 0.
\]

For the final claim regarding the isoperimetric ratio, simply combine the previous two results:
\[
\frac{d}{dt} \mathcal{J} = \frac{d}{dt} \left( \frac{\mathcal{L}^2}{2 \mathcal{A}(\bar{\mathcal{T}}) \mathcal{A}(\Gamma)} \right) = - \frac{\mathcal{L}}{2 \mathcal{A}(\bar{\mathcal{T}}) \mathcal{A}(\Gamma)} \int_{\Gamma} \kappa^2 d\sigma \leq - \frac{2 \mathcal{A}(\bar{\mathcal{T}})}{\mathcal{A}(\Gamma)} \int_{\Gamma} \kappa^2 d\sigma.
\]

Hence the claim follows.

Remark 1. Consider a one-parameter family of Minkowski immersions $\Gamma : S^1 \times [0, T) \to \mathcal{M}^2$ with a general (Minkowski) normal speed $\mathcal{F}$, that is,
\[
\partial_t \Gamma = \mathcal{F}.
\]
Then by following the same procedure in the proof of the Corollary 3.2, the Minkowski length $L$ can be seen to evolve via the equation

$$\frac{d}{dt} L(\Gamma) = - \int_\Gamma \kappa \cdot F \, d\sigma \geq - \left( \int_\Gamma \kappa^2 \, d\sigma \int_\Gamma F^2 \, d\sigma \right)^{\frac{1}{2}},$$

with equality if and only if $F$ is a (positive) scalar multiple of $\kappa$. This establishes (ACSF) as the steepest descent for the Minkowski length functional.

Remark 2. The result $\frac{d}{dt} I \leq 0$ from Corollary (3.2) is critical. This is because by our main theorem we wish to prove convergence to a homothetic rescaling of the isoperimetrix $\mathcal{I}$, which minimises the ratio $I$ amongst all closed curves immersed in $\mathcal{M}^2$.

4. THE MINKOWSKI NORMALISED OSCILLATION OF CURVATURE

In this section we study the behaviour of a scale-invariant quantity

$$K_{osc} = L \int_\Gamma (\kappa - \pi)^2 \, d\sigma,$$

which we call the Minkowski or anisotropic normalised oscillation of curvature. It is the anisotropic analog to an energy that was first used by the second author in his study of the curve diffusion flow in the Euclidean plane [19]. The energy is a natural one for our study here as for the flow (APH) it is bounded a-priori in $L^1$. To see this one first notes that because $\int_\Gamma (\kappa - \pi) \, d\sigma = 0$ and $\int_\Gamma \kappa \sigma_i \, d\sigma = 0$ ($i \geq 1$) because of the periodicity of $\Gamma$, we may apply the results of Lemma 6.3 $p$ times in succession:

$$K_{osc} = L \int_\Gamma (\kappa - \pi)^2 \, d\sigma \leq L \left( \frac{L}{2\pi} \right)^{2p} \int_\Gamma \kappa_{\sigma^p}^2 \, d\sigma = - \frac{1}{2(p+1)(2\pi)^{2p}} \frac{d}{dt} (L^{2(p+1)}).$$

Therefore

$$\int_0^t K_{osc}(\tau) \, d\tau \leq \frac{1}{2(p+1)(2\pi)^{2p}} L(\Gamma_0).$$

Similarly, by applying Lemma 6.4 $p$ times we obtain

$$\int_0^t \|\kappa - \pi\|_{L^\infty} \, d\tau \leq \frac{1}{2p(2\pi)^{2p-1}} L^{2p}(\gamma_0).$$

We now formulate the evolution equation for $K_{osc}$.

**Proposition 4.1.** Suppose $\Gamma : \mathbb{R}^1 \times [0, T) \to \mathcal{M}^2$ satisfies (APH). Define $\mathcal{Q} := h^3 (h + h\theta)$, where $h = r^{-1}$ is the radial support function of the indicatrix $\partial U$. Then

$$\frac{d}{dt} \left( K_{osc} + 8\mathcal{A}(\mathcal{I})^2 \ln \mathcal{L} \right) + 2\mathcal{L} \int_\Gamma \mathcal{Q} \kappa_{\sigma^{p+1}} \, d\sigma$$

$$= \mathcal{L} \int_\Gamma \kappa_{\sigma^p} \left( (\kappa - \bar{\kappa})^3 + \bar{\kappa}(\kappa - \bar{\kappa}) \right) \, d\sigma - 2\mathcal{L} \sum_{l=0}^{p-1} \binom{p}{l} \int_\Gamma \mathcal{Q}_{\sigma^l} \kappa_{\sigma^{p-l}} \kappa_{\sigma^{p+1}} \, d\sigma.

**Proof.** This is a direct calculation:

$$\frac{d}{dt} K_{osc} = \frac{d}{dt} \left( L \int_\Gamma (\kappa - \bar{\kappa})^2 \, d\sigma \right)$$
then during this time we have the estimate

\[
\mathcal{H}(t) + \int_0^t \frac{\|\kappa\|^2}{\mathcal{L}} \mathcal{H} \,dt \leq \mathcal{H}(0) + 8\mathcal{A}(\tilde{\mathcal{T}})^2 \ln \left( \frac{\mathcal{L}(0)}{\mathcal{L}(t)} \right).
\]
Proof. First note that the first term on the right hand side of (4.1) was dealt with in Lemma 4.2. We will therefore only need to pay our attention to the $P$-style terms on the right hand side of (4.1). We will use the results of Proposition 4.1 and Lemma 4.2 but first need a general rule that tells us how to deal with derivatives of $Q$. This turns out to be quite easy: for any $j \in \mathbb{N} \cup \{0\}$ we have

$$Q_{\sigma}^{j} = \sum_{i=1}^{j} \tilde{c}_{i} P_{i}^{j-i}(\kappa), \ j \in \mathbb{N}, \quad (22)$$

where $\tilde{c}_{i}$ is a function that depends upon the radial support function $h$ and its derivatives $h_{\theta}, h_{\theta^{2}}, \ldots, h_{\theta^{p+2}}$. For example, an application of the chain rule gives

$$Q_{\sigma}^{j} = \left( \frac{\partial}{\partial \theta} (h^{3} (h + h_{\theta})) \right) \cdot \frac{h}{(h + h_{\theta})} \kappa = \tilde{c}_{1} \kappa = \sum_{i=1}^{1} \tilde{c}_{1} P_{i}^{j-i}(\kappa),$$

where $\tilde{c}_{1} (h, h_{\theta}, h_{\theta^{2}}, h_{\theta^{3}}) = (h^{3} (h + h_{\theta})) \frac{h}{(h + h_{\theta})}$. The proof of this identity comes from a simple inductive argument. Next we combine the identity

$$P_{k}^{n}(\kappa) = \sum_{l=0}^{k-1} \tilde{c}_{i} P_{k-l}^{n}(\kappa - \bar{\kappa})$$

with (22) to obtain

$$Q_{\sigma}^{j} = \sum_{i=1}^{j} \tilde{c}_{i} \sum_{m=0}^{i-1} \kappa^{m} P_{i-m}^{j-i}(\kappa - \bar{\kappa}), \ j \in \mathbb{N},$$

which is a polynomial in $(\kappa - \bar{\kappa})$ with coefficients that depend only on $h$ and its derivatives. In order to use Lemma 6.3 correctly to estimate the remaining terms in (4.1) we will need to make sure that the highest derivative of $(\kappa - \bar{\kappa})$ is of the order no greater than $(p+1)$. We effectively do this by integrating by parts. If $l = p-1$ we integrate by parts to give

$$\int_{\Gamma} Q_{\sigma}^{j} \kappa^{p} d\sigma = - \int_{\Gamma} P_{k}^{n} \kappa^{p+1} d\sigma - \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma.$$ 

Therefore

$$- 2 \mathcal{L} \int_{\Gamma} Q_{\sigma}^{j} \kappa^{p} \kappa^{p+1} d\sigma = - \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma - 2 \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma.$$ 

Therefore

$$- 2 \mathcal{L} \int_{\Gamma} Q_{\sigma}^{j} \kappa^{p} \kappa^{p+1} d\sigma = - \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma - 2 \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma.$$ 

Therefore

$$- 2 \mathcal{L} \int_{\Gamma} Q_{\sigma}^{j} \kappa^{p} \kappa^{p+1} d\sigma = - \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma - 2 \int_{\Gamma} \kappa^{p} \kappa^{p} d\sigma.$$ 

Note that this expansion does not depend on $l$. Similarly, if $l < p-1$ we have

$$- 2 \mathcal{L} \int_{\Gamma} Q_{\sigma}^{j-1} \kappa^{p-1} \kappa^{p+1} d\sigma.$$
Note that the right hand side of (4) takes the same form of the right hand side of (4) with $l = p - 2$. Next for $m \in \{0, 1, \ldots, i - 1\}$, Lemma 6.8 gives us

$$
\mathcal{L}^{1-m} \int_{\Gamma} |p^{2(p+1)-i} \kappa (\kappa - \bar{k})| \, d\sigma 
\leq c \mathcal{L}^{1-m} \mathcal{L}^{1-(i-m+2)-2(p+1)+i} (\mathcal{K}_{osc})^{\frac{i-m}{i+m+2}} \left( \mathcal{L}^{2p+3} \int_{\Gamma} \kappa_{s_{p+1}}^2 \, d\sigma \right)^{1-\frac{i+m}{i+m+2}} 
\leq c \mathcal{L}^{-2(p+1)} (\mathcal{K}_{osc})^{\frac{i-m}{i+m+2}} \left( \mathcal{L}^{2p+3} \int_{\Gamma} \kappa_{s_{p+1}}^2 \, d\sigma \right)^{1-\frac{i+m}{i+m+2}} 
\leq c \mathcal{L} (\mathcal{K}_{osc})^{\frac{i-m}{i+m+2}} \int_{\Gamma} \kappa_{s_{p+1}}^2 \, d\sigma 
\leq c \sqrt{\mathcal{K}_{osc}} \mathcal{L}^{1-m} \int_{\Gamma} \kappa_{s_{p+1}}^2 \, d\sigma.
$$

This last step follows because by assumption $(i - m) / 2 \geq 1/2$, and $\mathcal{K}_{osc} \leq 1$. Combining this and (4.2), and substituting back into (4.1) then gives (4.3). Integrating this result then gives equation (4.1) under the small-energy assumption (4.3).

**Proposition 4.4.** Suppose that $\Gamma : S^1 \times [0, T) \to \mathcal{M}^2$ solves (APH). Additionally, suppose that $\Gamma_0$ is a simple closed curve satisfying

$$
\mathcal{K}_{osc} (\Gamma_0) \leq \mathcal{K}^* \quad \text{and} \quad \mathcal{I} (\Gamma_0) \leq \exp \left( \mathcal{K}^* / 8 \mathcal{A} (\bar{I})^2 \right).
$$

Then we have

$$
\mathcal{K}_{osc} (\Gamma) \leq 2 \mathcal{K}^* \quad \text{for} \quad t \in [0, T).
$$

**Proof.** Assume for the sake of contradiction that $\mathcal{K}_{osc}$ does not remain bounded by $2 \mathcal{K}^*$. Then we can find a maximal $T^* < T$ such that

$$
\mathcal{K}_{osc} (\Gamma) \leq 2 \mathcal{K}^* \quad \text{for} \quad t \in [0, T^*). \quad \text{(25)}
$$

Hence by (4.1) the following identity holds for $t \in [0, T^*)$:

$$
\mathcal{K}_{osc} (\Gamma_t) \leq \mathcal{K}_{osc} (\Gamma_0) + 8 \mathcal{A} (\bar{I})^2 \ln \left( \mathcal{L} (\Gamma_0) / \mathcal{L} (\Gamma_t) \right). \quad \text{(26)}
$$

Next the anisotropic isoperimetric inequality gives

$$
\frac{\mathcal{L} (\Gamma_0)}{\mathcal{L} (\Gamma_t)} \leq \frac{\mathcal{L} (\Gamma_0)}{\sqrt{4 \mathcal{A} (\Gamma_0) \mathcal{A} (\bar{I})}} = \sqrt{\mathcal{I} (\Gamma_0)},
$$

and so (4) implies that

$$
\mathcal{K}_{osc} (\Gamma_t) \leq \mathcal{K}_{osc} (\Gamma_0) + 4 \mathcal{A} (\bar{I})^2 \ln \mathcal{I} (\Gamma_0) \leq \mathcal{K}^* + \mathcal{K}^* / 2 = 3 \mathcal{K}^* / 2,
$$

which is strictly less than $2 \mathcal{K}^*$. The penultimate step here follows from the assumptions (4.4). Taking $t \nearrow T^*$ in (4) contradicts the definition of $T^*$, and so we conclude that such a maximal $T^*$ can not exist. The claim then follows.

\qed
Lemma 4.5. Suppose that \( \Gamma : S^1 \times [0, T) \to M^2 \) solves \([\text{APH}]\). Then for any \( m \geq 0 \) we have

\[
\frac{d}{dt} \int_\Gamma \kappa_{\sigma}^2 \, d\sigma \leq c(m, p) \left( \int_\Gamma \kappa^2 \, d\sigma \right)^{2(m+p)+3}
\]

for some constant \( c > 0 \). Here \( \kappa_{\sigma}^m \) refers to the \( m \)th repeated derivative of \( \kappa \) with respect to \( \sigma \).

Proof. We first work out the commutator operator \([\partial_t, \partial_\sigma]\). This is relatively straightforward:

\[
\partial_{t\sigma} = \partial_t \left( \left| \Gamma_u \right|^{-1} \partial_u \right)
= \left( (-1)^{p+1} h \kappa_{2p+1} \left| \Gamma_u \right|^{-1} + r (-1)^p (h \cdot h \kappa_{2p+1} + \kappa \cdot \kappa_{2p}) \left| \Gamma_u \right|^{-1} \right) \partial_u + \partial_{\sigma t}
= (-1)^p \kappa \cdot \kappa_{2p} \partial_\sigma + \partial_{\sigma t}.
\]

Hence

\[
[\partial_t, \partial_\sigma] = (-1)^p \kappa \cdot \kappa_{2p} \partial_\sigma.
\]

Repeated applications of (4) then gives, for any \( m \in \mathbb{N}_0 \):

\[
\partial_t \kappa_{\sigma m} = \partial_\sigma^m \partial_t \kappa + (-1)^p \sum_{i=0}^{m-1} \partial_\sigma^i \left( \kappa \cdot \kappa_{2p} \cdot \kappa_{m-i-1} \right)
= (-1)^p \partial_\sigma^{m+1} (2 \kappa_{2p+1}) + (-1)^p \sum_{i=0}^{m} \partial_\sigma^i \left( \kappa \cdot \kappa_{2p} \cdot \kappa_{m-i} \right).
\]

Hence

\[
\frac{d}{dt} \int_\Gamma \kappa_{\sigma m}^2 \, d\sigma
= 2 (-1)^p \int_\Gamma \kappa_{\sigma m} \partial_\sigma^{m+1} (2 \kappa_{2p+1}) \, d\sigma + 2 (-1)^p \sum_{i=0}^{m} \int_\Gamma \kappa_{\sigma m+i} \partial_\sigma^i \left( \kappa \cdot \kappa_{2p} \cdot \kappa_{m-i} \right) \, d\sigma
+ \int_\Gamma \kappa_{\sigma m} \partial_\sigma^{m+1} (2 \kappa_{2p+1}) \, d\sigma + 2 (-1)^p \sum_{i=1}^{m} \int_\Gamma \kappa_{\sigma m+i} \partial_\sigma^i \left( \kappa \cdot \kappa_{2p} \cdot \kappa_{m-i} \right) \, d\sigma
\]

\[
= 2 (-1)^p \int_\Gamma \kappa_{\sigma m} \partial_\sigma^{m+1} (2 \kappa_{2p+1}) \, d\sigma + 2 (-1)^p \sum_{i=1}^{m} \int_\Gamma \kappa_{\sigma m+i} \partial_\sigma^i \left( \kappa \cdot \kappa_{2p} \cdot \kappa_{m-i} \right) \, d\sigma
\]

(30)

We have to consider the cases \( p > m \) and \( p \leq m \) separately in order to use Lemma 6.8 correctly. The idea is that we do not want any derivatives of \( \kappa \) that are higher than order \( m + p \).

If \( p > m \), we write \( p = m + \alpha \) for some \( \alpha \in \mathbb{N} \). The equation (4) then becomes

\[
\frac{d}{dt} \int_\Gamma \kappa_{\sigma m}^2 \, d\sigma
= 2 (-1)^{p+m+1} \int_\Gamma \partial \kappa_{2p+1} \cdot \kappa_{m+p+1+\alpha} \, d\sigma
\]
\[
+ 2 \sum_{i=1}^{m} (-1)^{m+i} \int_{\Gamma} k \cdot \kappa_{\alpha m+1} \cdot \kappa_{\alpha m+1} \cdot \kappa_{\alpha m+p+1+} d\sigma + (-1)^{p} \int_{\Gamma} k \cdot \kappa_{\alpha m+1} \cdot \kappa_{\alpha m+p+1+} d\sigma \\
= -2 \int_{\Gamma} \kappa_{\alpha m+p+1} \partial_{\alpha}^{\alpha} (2 \kappa_{\alpha m+1}) d\sigma + 2 \sum_{i=1}^{m} (-1)^{m+i+\alpha} \int_{\Gamma} \kappa_{\alpha m+p+1} \partial_{\alpha}^{\alpha} (k \cdot \kappa_{\alpha m+1} \cdot \kappa_{\alpha m+1}) d\sigma \\
+ (-1)^{p+\alpha} \int_{\Gamma} \kappa_{\alpha m+p+1} \partial_{\alpha}^{\alpha} (k \cdot \kappa_{\alpha m+1}) d\sigma \\
= -2 \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} d\sigma - 2 \sum_{\alpha=1}^{\alpha} \left( \frac{\alpha}{j} \right) \int_{\Gamma} \partial_{\alpha+1}^{\alpha+1} \kappa_{\alpha m+p+1+} d\sigma \\
+ 2 \sum_{i=1}^{m} (-1)^{m+i+\alpha} \int_{\Gamma} \kappa_{\alpha m+p+1} \partial_{\alpha}^{\alpha} (k \cdot \kappa_{\alpha m+1} \cdot \kappa_{\alpha m+1}) d\sigma \\
+ (-1)^{p+\alpha} \int_{\Gamma} \kappa_{\alpha m+p+1} \partial_{\alpha}^{\alpha} (k \cdot \kappa_{\alpha m+1}) d\sigma \\
\leq -2 \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} d\sigma - 2 \sum_{\alpha=1}^{\alpha} \left( \frac{\alpha}{j} \right) \int_{\Gamma} \partial_{\alpha+1}^{\alpha+1} \kappa_{\alpha m+p+1+} d\sigma \\
\quad + c \int_{\Gamma} p^{2(m+p), m+p} (\kappa) |d\sigma|.
\]

In a similar manner to (41), we treat the cases \( j = 1, j < 1 \) separately in the sum on the right hand side of (41). For \( j = 1 \) we have

\[
\int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} \cdot \kappa_{\alpha m+p} d\sigma = - \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} \cdot \kappa_{\alpha m+p} d\sigma - \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} d\sigma,
\]

where we have used integration by parts. Hence

\[
\int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} \cdot \kappa_{\alpha m+p} d\sigma = - \frac{1}{2} \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} d\sigma \\
= \sum_{i=1}^{2} \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} d\sigma \\
\quad \leq c \sum_{i=1}^{2} \int_{\Gamma} p^{2(m+p+1), m+p} (\kappa) |d\sigma|.
\]

For \( j > 1 \) we can integrate by parts once, yielding

\[
\int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} \cdot \kappa_{\alpha m+p+1+} d\sigma \\
= - \int_{\Gamma} \kappa_{\alpha m+p} (2 \partial_{\alpha}^{\alpha+1} \kappa_{\alpha m+p+1+} + \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+2+}) d\sigma \\
= \sum_{i=1}^{j+1} \int_{\Gamma} \partial_{\alpha}^{\alpha} \kappa_{\alpha m+p+1+} \cdot \kappa_{\alpha m+p+1+} d\sigma \\
\quad \leq c \sum_{i=1}^{2} \int_{\Gamma} p^{2(m+p+1), m+p} (\kappa) |d\sigma|.
\]
+ \sum_{i=1}^{j} \int_{\Gamma} \tilde{c}_i K_{\sigma_{m+p} K_{\sigma_{m+p+2-j}}} P_i^{2-j}(\kappa) d\sigma
\leq \varepsilon \sum_{i=1}^{j+1} \int_{\Gamma} \left| P_{i+2}^{2(m+p+1)-i,m+p}(\kappa) \right| d\sigma.
\tag{33}

Substituting (41) and (42) into (43) then yields
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma_{m+p}}^2 d\sigma + 2 \mathcal{E} \int_{\Gamma} \kappa_{\sigma_{m+p+1}}^2 d\sigma
\leq \varepsilon \int_{\Gamma} \kappa_{\sigma_{m+p+1}}^2 d\sigma + c(\varepsilon, m, p) \left( \int_{\Gamma} \kappa^2 d\sigma \right)^{2(m+p)+3}.
\tag{34}

Here we have used (68) from Lemma 6.8 in the last step.

Next, if \( p \leq m \) then we write \( m = p + \alpha, \alpha \in \mathbb{N} \cup \{0\} \) and equation (44) becomes
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma_{m+p}}^2 d\sigma
= 2 (-1)^{m+p+1} \int_{\Gamma} \mathcal{D}_m \kappa_{\sigma_{p+1}}^2 K_{\sigma_{m+1}} d\sigma + 2 \sum_{i=0}^{p} (-1)^p \int_{\Gamma} \kappa \cdot \kappa_{\sigma_{m-i} K_{\sigma_{m+i} K_{\sigma_{2p}}} d\sigma
+ 2 \sum_{i=p+1}^{p+\alpha} (-1)^{p+i} \int_{\Gamma} \kappa \cdot \kappa_{\sigma_{m-i} K_{\sigma_{m+p+i} K_{\sigma_{2p}}} d\sigma + (-1)^{p+1} \int_{\Gamma} \kappa_{\sigma_{m}}^2 \cdot \kappa_{\sigma_{2p}} d\sigma
\leq 2 (-1)^{m+p+1} \int_{\Gamma} \mathcal{D}_m \kappa_{\sigma_{p+1}}^2 K_{\sigma_{m+p+1+i}} d\sigma
+ 2 \sum_{i=p+1}^{p+\alpha} (-1)^{p+i} \int_{\Gamma} \kappa \cdot \kappa_{\sigma_{m-i} K_{\sigma_{m+p+i} K_{\sigma_{2p}}} d\sigma + \int_{\Gamma} \left| P_4^{2(m+p), m+p}(\kappa) \right| d\sigma
= -2 \int_{\Gamma} \kappa_{\sigma_{m+p+1}} \partial_\sigma^\alpha (\mathcal{D}_m \kappa_{\sigma_{2p+1}}) d\sigma + 2 \sum_{i=p+1}^{p+\alpha} \int_{\Gamma} \kappa_{\sigma_{m+p+i}} \partial_\sigma^{i-p} \left( \kappa \cdot \kappa_{\sigma_{m-i} \cdot \kappa_{\sigma_{2p}}} \right) d\sigma
+ \int_{\Gamma} \left| P_4^{2(m+p), m+p}(\kappa) \right| d\sigma
\leq -2 \alpha \int_{\Gamma} \kappa_{\sigma_{m+p+1}} \mathcal{D}_\sigma \kappa_{\sigma_{m+p+2j+1+\alpha-i}} d\sigma + \int_{\Gamma} \left| P_4^{2(m+p), m+p}(\kappa) \right| d\sigma.

Here we have used the fact that for \( i \leq p \), \( \max \{m - i, m + i, 2p\} \leq m + p \) in the second and last steps. Hence
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma_{m+p}}^2 d\sigma + 2 \mathcal{E} \int_{\Gamma} \kappa_{\sigma_{m+p+1}}^2 d\sigma
\leq -2 \sum_{j=1}^{\alpha} \left( \frac{\alpha}{j} \right) \int_{\Gamma} \kappa_{\sigma_{m+p+1}} \mathcal{D}_\sigma \kappa_{\sigma_{m+p+1-j}} d\sigma + \int_{\Gamma} \left| P_4^{2(m+p), m+p}(\kappa) \right| d\sigma.
\tag{35}
Now, we have already dealt with terms in the summation on the right back in (1) and (4). Hence (4) becomes
\[
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + 2 D_* \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + 2 Q^* \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + (\int_{\Gamma} \kappa^2 \, d\sigma)^{2(m+p)+3} \leq 0.
\]
Here we have used (6.8) from Lemma 6.8 in the last step. Comparing this to (4) we see that the evolution equation for \(\int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma\) can be estimated in the same way, regardless of the sign of \(m - p\). We conclude that
\[
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + (2 D_* - \varepsilon) \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \leq c(\varepsilon, m, p) \left( \int_{\Gamma} \kappa^2 \, d\sigma \right)^{2(m+p)+3}.
\]
Choosing \(\varepsilon > 0\) sufficiently small then gives (4.5). □

The preceding lemma allows us to characterise the finite-time singularities for the flows (APH). In the same vein as earlier work from Kuwert, Schätzle and Dziuk’s paper on the evolution of elastic curves in \(\mathbb{R}^n\) [8], we show that if our flow becomes extinct in finite time, then we must encounter an \(L^2\) curvature concentration as we approach the maximal time \(T\).

**Lemma 4.6.** Suppose \(\Gamma : S^1 \times [0, T) \to M^2\) is a maximal solution to (APH). If \(T < \infty\), then
\[
\left| \int_{\Gamma} \kappa^2 \, d\sigma \right|_t \geq c (T - t)^{-1/2(p+1)}
\]
for some universal constant \(c > 0\).

**Proof.** By Lemma 4.5 it will be enough to prove that \(\limsup_{t \to T} \int_{\Gamma} \kappa^2 \, d\sigma = \infty\). We assume for the sake of contradiction that \(\int_{\Gamma} \kappa^2 \, d\sigma \leq \varrho < \infty\) for all \(t < T\). Our aim is to show that this assumption implies that our one-parameter family of solutions is smooth right up to the maximal time of existence \(T\). Local existence results will then allow us to extend the flow smoothly past time \(T\) to an interval \([0, T + \delta)\), contradicting the maximality of \(T\). As mentioned above, the argument is essentially an extension of a result from [8], but has been included for the convenience of the reader.

Now, by (4.5) we have
\[
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \leq c \cdot \varrho^{2(m+p)+3} \quad \text{for any } m \in \mathbb{N}_0.
\]
Hence
\[
\int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \leq \left. \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \right|_{t=0} + c \cdot \varrho^{2(m+p)+3} T \leq c_m (\Gamma_0, \varrho, T).
\]
Combining this with Lemma 6.4 we have for \(m \geq 1\):
\[
\|\kappa_{\sigma}m\|_{\infty} \leq \frac{L}{2\pi} \int_{\Gamma} \kappa_{\sigma}^2 + 1 \, d\sigma \leq \frac{L(\Gamma_0)}{2\pi} \cdot c_{m+1} (\Gamma_0, \varrho, T) \leq d_m (\Gamma_0, \varrho, T),
\]
where \( d_m \) is a new universal constant. Since we intending to show that \( \| \partial^m \Gamma \|_\infty < c_m \) for every \( m \in \mathbb{N} \), we start by showing that
\[
\| \partial^m \Gamma \|_\infty < \tilde{c}_m (\Gamma_0, \varrho, T) \quad \text{for every} \quad m \in \mathbb{N},
\]
and proceed from there. Assume that (41) is true for \( m = 1, 2, \ldots, k \). Then for \( m = k + 1 \), multiple applications of the commutator formula (4) gives
\[
\partial_t \partial^k_{\sigma} \Gamma = \partial^{k+1}_{\sigma} \partial_t \Gamma - \sum_{i=0}^{k} \partial^i_{\sigma} (\kappa \cdot \kappa_{\sigma} \partial^{k+1-i}_{\sigma} \Gamma)
\]
\[
= -\partial^{k+1}_{\sigma} (\kappa_{\sigma} \Gamma) - \sum_{i=0}^{k} \partial^i_{\sigma} (\kappa \cdot \kappa_{\sigma} \partial^{k+1-i}_{\sigma} \Gamma).
\]
This implies that
\[
\| \partial_t \partial^k_{\sigma} \Gamma \| \leq c (1 + \| \partial^{k+1}_{\sigma} \Gamma \|).
\]
The constant \( c \) here depends only on the \( d_m \) constants from (41), along with the \( \tilde{c}_m, m = 1, 2, \ldots k \) from (41) and \( \partial \mathcal{U} \). We have also used the identity
\[
\| \partial^{m} \mathcal{U} \|_\infty \leq c (h, h_0, \ldots, h_{m+1}, \kappa, \kappa_{\sigma}, \ldots, \kappa_{\sigma_{m+1}}) \leq c (\Gamma_0, \varrho, T, \partial \mathcal{U}),
\]
which can be attained inductively by combining the Frenet equations (2) and identity (41). Using the Kato inequality on (4) gives
\[
\| \partial_t \| \partial^{k+1}_{\sigma} \Gamma \| \| \leq c (1 + \| \partial^{k+1}_{\sigma} \Gamma \|).
\]
Our previous inequality gives
\[
d \ln (1 + \| \partial^{k+1}_{\sigma} \Gamma \|) \leq c \, dt,
\]
which implies that for any \( t \in [0, T] \) we have the following estimate:
\[
\| \partial^{k+1}_{\sigma} \Gamma \|_t \leq \left( 1 + \| \partial^{k+1}_{\sigma} \Gamma \|_0 \right) e^{ct} - 1 < \left( 1 + \| \partial^{k+1}_{\sigma} \Gamma \|_0 \right) e^{cT} - 1 < \tilde{c}_{k+1} (\varrho, \Gamma_0, T).
\]
This completes the inductive step and proves (41). To jump from (41) to proving that
\[
\| \partial^m \Gamma \|_\infty < c_m (\varrho, \Gamma_0, T, \partial \mathcal{U}) \quad \text{for every} \quad m \in \mathbb{N},
\]
we first employ the identities \( \partial_s = \frac{\kappa}{h + h_0} \partial_\theta \) and \( \partial_s = \varrho \partial_t \), which combined with (41) and (44) gives
\[
\| \partial^m \Gamma \|_\infty \leq c (h, \ldots, h_{m}, \kappa, \ldots, \kappa_{m-1}) \sum_{i=1}^{m} \| \partial^i \Gamma \|_\infty < c_m (\varrho, \Gamma_0, T, \partial \mathcal{U})
\]
for every \( m \in \mathbb{N} \). Here \( \tilde{c}_m \) is a new universal constant. Applying the same reasoning to (41) above also gives
\[
\| \kappa_s \|_\infty \leq c (\Gamma_0, \varrho, T, \partial \mathcal{U}).
\]
Next by following the inductive argument used in the proof of Theorem 3.1 from [8], we have
\[
\| \partial^m \cdot \Gamma_u \|_\infty \leq c (\varrho, \Gamma_0, T, \partial \mathcal{U}) \quad \text{for every} \quad m \in \mathbb{N}.
\]
Unfortunately, applying the Kato inequality on this result does not give (41) because the inequality is the opposite to what we need. Luckily, following along in the inductive argument of [8] gives
\[
\| \partial^m \Gamma \|_\infty \leq c (\| \Gamma_u \|_\infty, \| \partial^m \Gamma \|_\infty, \| P \|_\infty).
\]
where \( P = P (\Gamma_u, \partial_u \Gamma_u, \ldots, \partial_u^{m-1} \Gamma_u, \kappa, \kappa_s, \ldots, \kappa_{sm+1}, \partial u) \) is a polynomial. Applying (4) and (4) to this inequality then proves identity (4). Therefore \( \Gamma (, t) \) is smooth right up until time \( T \), and hence can be extended to some larger time interval \( [0, T + \delta] \). This contradicts the maximality of \( T \). Hence the assumption that \( \lim \sup_{t \to T} \int_{\Gamma} \kappa^2 d\sigma < \infty \) must have been incorrect, and we conclude that
\[
\lim \sup_{t \to T} \int_{\Gamma} \kappa^2 d\sigma = \infty.
\]
The result then follows immediately from Lemma 4.5 with \( m = 0 \).

\[ \square \]

5. Global analysis of the flow

The characterisation of finite-time singularities for the flow \( \text{APH} \) above allows us to prove the first part of our main theorem: long-time existence \( (T = \infty) \).

Theorem 5.1. Suppose that \( \Gamma : \mathbb{S}^1 \times [0, T) \to \mathcal{M}^2 \) solves \( \text{APH} \). Additionally, suppose that \( \Gamma_0 \) is a simple closed curve satisfying
\[
\mathcal{K}_{\text{osc}} (\Gamma_0) \leq K^* \text{ and } \mathcal{I} (\Gamma_0) \leq \exp \left( \frac{K^*}{8\mathcal{I} (\tilde{T})^2} \right).
\]
Then \( T = \infty \).

Proof. Suppose for the sake of contradiction that \( T < \infty \). Then by Lemma 4.6 we have
\[
\int_{\Gamma} \kappa^2 d\sigma \not\to \infty \text{ as } t \not\to T.
\]
This implies that \( \mathcal{K}_{\text{osc}} \) must diverge as we approach time \( T \) as well, since
\[
\mathcal{K}_{\text{osc}} (\Gamma) = \mathcal{L} \int_{\Gamma} \kappa^2 d\sigma - 4\mathcal{I} (\tilde{T})^2 \geq \sqrt{4\mathcal{I} (\Gamma_0) \mathcal{I} (\tilde{T})} \int_{\Gamma} \kappa^2 d\sigma - 4\mathcal{I} (\tilde{T})^2.
\]
Here the last step follows from the isoperimetric inequality. This result directly contradicts Proposition 4.4 where we showed that \( \mathcal{K}_{\text{osc}} \) remained bounded. We conclude that the assumption that \( T < \infty \) must have been false. The result then follows. \( \square \)

Recall we know that if \( \Gamma : \mathbb{S}^1 \times [0, T) \to \mathcal{M}^2 \) is a \( (p+1) \)-anisotropic polyharmonic curve flow and satisfies the hypothesis of Theorem 5.1 then \( T = \infty \). Hence identity (4) then implies that under these same assumptions we have
\[
\mathcal{K}_{\text{osc}} \in L^1 ([0, \infty)), \text{ with } \int_{0}^{\infty} \mathcal{K}_{\text{osc}} (\tau) d\tau \leq \frac{1}{2(p+1)(2\pi)^{2p}} \mathcal{L}^{2(p+1)} (\Gamma_0) < \infty.
\]
So we can conclude that the quantity \( \mathcal{K}_{\text{osc}} \) is approaching zero at an \( \varepsilon \)-dense set for sufficiently large times. However, at the present time we have not ruled out the possibility that \( \mathcal{K}_{\text{osc}} \) gets smaller and smaller as \( t \) gets large, whilst vibrating with higher and higher frequency, remaining in \( L^1 ([0, \infty)) \) whilst never actually fully dissipating to zero. To rule out this from happening, it is enough to show that \( \left| \frac{d}{dt} \mathcal{K}_{\text{osc}} \right| \) remains bounded by a universal constant for all time. To do so we will need to first show that \( \left\| \kappa_{\sigma t} \right\|_2^2 \) remains bounded. We will address this issue with the following proposition.

Proposition 5.2. Suppose \( \gamma : \mathbb{S}^1 \times [0, T) \to \mathbb{R}^2 \) solves \( \text{APH} \) and that \( \Gamma_0 \) has positive enclosed area. There exists a \( \varepsilon_0 > 0 \) (with \( \varepsilon_0 \leq K^* \)) such that if
\[
\mathcal{K}_{\text{osc}} (\Gamma_0) < \varepsilon_0 \text{ and } \mathcal{I} (0) < \exp \left( \frac{\varepsilon_0}{8\mathcal{I} (\tilde{T})^2} \right),
\]
then \( \|k_{s,p}\|_2^2 \) remains bounded for all time. In particular

\[
\int_{\Gamma} \kappa_{s,p}^2 \, d\sigma \leq c(\Gamma_0),
\]

and so \( \|k_{s,p}\|_2^2 \) can be controlled a priori.

**Proof.** Applying (4) with \( p = m \) gives

\[
\frac{d}{dt} \int_{\Gamma} \kappa_{s,p}^2 \, d\sigma + 2 \mathcal{O}_s \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma
\]

\[
\leq 2 \sum_{i=1}^{p} (-1)^{p+i} \int_{\Gamma} \kappa_{s,p-i} \cdot \kappa_{s,p+i} \cdot \kappa_{s,2p} \, d\sigma + (-1)^{p} \int_{\Gamma} \kappa_{s,p}^2 \cdot \kappa_{s,2p} \, d\sigma
\]

\[
= 2 \sum_{i=1}^{p} (-1)^{p+i} \int_{\Gamma} (\kappa - \kappa)_{s-p} \cdot (\kappa - \kappa)_{s-p+i} \cdot (\kappa - \kappa)_{s,2p} \, d\sigma
\]

\[
+ 2 \int_{\Gamma} \kappa^2 (\kappa - \kappa)_{s,2p} \, d\sigma + (-1)^{p} \int_{\Gamma} \kappa_{s,p}^2 \cdot \kappa_{s,2p} \, d\sigma
\]

(42)

\[
\leq 2 \int_{\Gamma} \kappa^2 (\kappa - \kappa)_{s,2p} \, d\sigma + \int_{\Gamma} \left| P_{s,2p}^4 (\kappa - \kappa) \right| \, d\sigma + \mathcal{L}^{-1} \int_{\Gamma} \left| P_{3,2p}^4 (\kappa - \kappa) \right| \, d\sigma.
\]

Next, from the last result of Lemma 6.5 as well as Lemma 6.3, we have

\[
\int_{\Gamma} \left| P_{s,2p}^4 (\kappa - \kappa) \right| \, d\sigma
\]

\[
\leq c \mathcal{L}^{-4(p+1)} (\mathcal{K}_{osc})^{1 + \frac{1}{2(2p+1)}} \left( \mathcal{L}^{2(2p+1)} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \right)^{1 - \frac{3}{2(2p+1)}}
\]

\[
\leq c \mathcal{L}^{-4(p+1)} \mathcal{K}_{osc} \left( \mathcal{L}^{2(2p+1)} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \right) \left( \mathcal{L}^{2(2p+1)} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \right)^{1 - \frac{3}{2(2p+1)}}
\]

\[
= c \mathcal{K}_{osc} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma,
\]

as well as

\[
\mathcal{L}^{-1} \int_{\Gamma} \left| P_{3,2p}^4 (\kappa - \kappa) \right| \, d\sigma
\]

\[
\leq c \mathcal{L}^{-4(p+1)} \sqrt{\mathcal{K}_{osc}} \left( \mathcal{L}^{2(2p+1)} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \right) \left( \mathcal{L}^{2(2p+1)} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \right)^{1 - \frac{3}{2(2p+1)}}
\]

\[
= c \sqrt{\mathcal{K}_{osc}} \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma.
\]

Hence (5) becomes

(43) \[
\frac{d}{dt} \int_{\Gamma} \kappa_{s,p}^2 \, d\sigma + (2 \mathcal{O}_s - c \mathcal{K}_{osc} - c \sqrt{\mathcal{K}_{osc}}) \int_{\Gamma} \kappa_{s,2p+1}^2 \, d\sigma \leq 2 \int_{\Gamma} \kappa^2 (\kappa - \kappa)_{s,2p} \, d\sigma.
\]
The term on the right can be estimated easily by using our earlier $P$-style estimates, along with Lemma 6.2:

$$
2 \int_\Gamma \kappa^2 (\kappa - \bar{\kappa})^2 d\sigma \\
= 2 \int_\Gamma (\kappa - \bar{\kappa})^2 + 2\bar{\kappa}(\kappa - \bar{\kappa}) d\sigma \\
\leq 2\bar{\kappa}^2 \int_\Gamma \kappa^2 d\sigma + \int_\Gamma |P^{4p,2p}(\kappa - \bar{\kappa})| d\sigma + L^{-1} \int_\Gamma |P^{4p,2p}(\kappa - \bar{\kappa})| d\sigma \\
\leq \frac{8\mathcal{A}(\bar{\mathcal{A}})^2}{L^2} \int_\Gamma \kappa^2 d\sigma + c \left( \mathcal{K}_{osc} + \sqrt{\mathcal{K}_{osc}} \right) \int_\Gamma \kappa^2 d\sigma \\
\leq \frac{8\mathcal{A}(\bar{\mathcal{A}})^2}{L^2} \left( \int_\Gamma \kappa^2 d\sigma + \frac{1}{4\varepsilon^2p} L^{-4p-1} \mathcal{K}_{osc} \right) \\
+ c \left( \mathcal{K}_{osc} + \sqrt{\mathcal{K}_{osc}} \right) \int_\Gamma \kappa^2 d\sigma \\
= 8\mathcal{A}(\bar{\mathcal{A}})^2 \varepsilon \int_\Gamma \kappa^2 d\sigma + c \left( \mathcal{K}_{osc} + \sqrt{\mathcal{K}_{osc}} \right) \int_\Gamma \kappa^2 d\sigma \\
+ \frac{4\mathcal{A}(\bar{\mathcal{A}})^2}{2\varepsilon^2p} L^{-4p-3} \mathcal{K}_{osc}.
$$

Substituting into \( \mathcal{L} \), we have

$$
\frac{d}{dt} \int_\Gamma \kappa^2 d\sigma + \left( 2\mathcal{L} - c\mathcal{K}_{osc} - c\sqrt{\mathcal{K}_{osc}} - 8\mathcal{A}(\bar{\mathcal{A}})^2 \varepsilon \right) \int_\Gamma \kappa^2 d\sigma \\
\leq \frac{2\mathcal{A}(\bar{\mathcal{A}})^2}{\varepsilon^2p} L^{-4p-3} \mathcal{K}_{osc}.
$$

Choosing $\varepsilon$ sufficiently small and integrating over $[0, t]$ for $t \leq T$ gives

$$
\int_\Gamma \kappa^2 d\sigma \leq c \int_0^t L^{-4p-3} \mathcal{K}_{osc} d\tau \\
\leq c \left( 4\mathcal{A}(\bar{\mathcal{A}})^2 \varepsilon \right)^{-\frac{4p+3}{4p-3}} \int_0^t \mathcal{K}_{osc} d\tau \leq c (\mathcal{A}(\bar{\mathcal{A}}), p).
$$

Here we have used the isoperimetric inequality in the penultimate step. This completes the proof.

\[\Box\]

**Theorem 5.3.** Suppose $\Gamma : S^1 \times [0, T) \to \mathcal{M}^2$ solves \( \text{[APH]} \) and that $\Gamma_0$ is simple with positive enclosed area. There exists a $\varepsilon_0 > 0$ (with $\varepsilon_0 \leq \mathcal{K}^*$) such that if

$$
\mathcal{K}_{osc}(\Gamma_0) < \varepsilon_0 \text{ and } \mathcal{J}(\Gamma_0) < \exp \left( \varepsilon_0 / 8\mathcal{A}(\bar{\mathcal{A}})^2 \right),
$$

then $\Gamma (S^1)$ approaches a homothetic rescaling of the isoperimetric $\partial \mathcal{U}$ with area equal to $\mathcal{A}(\Gamma_0)$.

**Proof.** We begin by showing that $\mathcal{K}_{osc} \searrow 0$ as $t \nearrow \infty$. We will then discuss the ramification of this result. Recall from a previous discussion that to show $\mathcal{K}_{osc} \searrow 0$, it will be enough to show that $|\mathcal{K}'_{osc}|$ is bounded for all time. First by Theorem 5.1 we know that for $\varepsilon_0 > 0$ sufficiently small, $T = \infty$. Moreover by Proposition 4.4, $\mathcal{K}_{osc} \leq 2\varepsilon_0$ for all
time and by Proposition 4.1 we have the estimate
\[
\frac{d}{dt} \mathcal{K}_{\text{osc}} \leq \left( \frac{8\mathcal{A}(\tilde{I})^2 - \mathcal{K}_{\text{osc}}}{\mathcal{L}} \right) \|\kappa_\sigma\|^2 \leq \frac{8\mathcal{A}(\tilde{I})^2}{\sqrt{4\mathcal{A}(\Gamma_0) \mathcal{A}(\tilde{I})}} \|\kappa_\sigma\|^2 \leq c(\Gamma_0, p, \partial \mathcal{U}).
\]

We have used the results from Proposition 5.2 in the last step, and the isoperimetric inequality in the penultimate step. This immediately tells us that \( \mathcal{K}_{\text{osc}} \searrow 0 \) as \( t \to \infty \).

We will denote the limiting immersion by \( \Gamma_\infty \). That is, \( \Gamma_\infty := \lim_{t \to \infty} \Gamma_t(S^1) = \lim_{t \to \infty} \Gamma(\cdot, t) \).

Our earlier equations imply that \( \mathcal{K}_{\text{osc}}(\Gamma_\infty) \equiv 0 \). Note that because the isoperimetric inequality forces \( \mathcal{L}(\Gamma_\infty) \geq \sqrt{4A(\Gamma_0)} \mathcal{A}(\tilde{I}) > 0 \), we can not have \( \mathcal{L} \searrow 0 \) and so we may conclude that \( \int_{\Gamma_\infty} (\kappa - \bar{\kappa})^2 \, d\sigma = 0 \).

It follows that \( \kappa(\Gamma_\infty) \equiv C \) for some constant \( C > 0 \). That is to say, \( \hat{k} \equiv C (h + h_{\theta\theta})^{-1} \) where \( \hat{k} \) is the ordinary Euclidean curvature of \( \Gamma_\infty \). Since by (2) the Euclidean curvature of the isoperimetrix is equal to \( (h + h_{\theta\theta})^{-1} \), this implies that \( \Gamma_\infty \) is a homothetic rescaling of the isoperimetrix \( \tilde{I} \). Since the enclosed area does not change under the anisotropic curve diffusion flow, this homothetic rescaling indeed has enclosed area equal to \( \mathcal{A}(\Gamma_0) \). □

Since the previous theorem tells us that \( \Gamma(S^1, t) \) approaches a homothetical rescaling of \( \partial \mathcal{U} \), we can conclude that for every \( m \in \mathbb{N} \) there exists a sequence of times \( \{t_j\} \) such that
\[
\int_{\Gamma_{t_j}} \kappa_\sigma^2 \, d\sigma \searrow 0.
\]

Unfortunately, this is not the smooth classical notion of convergence that we desire, and does not allow us to rule out the possibility of short sharp “spikes” (oscillations) in time. Indeed, even if we were to show that for every \( m \in \mathbb{N} \) we have \( \|\kappa_\sigma\|^2_2 \in L^1([0, \infty)) \) (which is true), this would not be enough because these aforementioned “spikes” could occur on a time interval approaching that of (Lebesgue) measure zero. To overcome this dilemma, we attempt to control \( \frac{d}{dt} \int_{\Gamma} \kappa_\sigma^2 \, d\sigma \), and show that his quantity can be bounded by a multiple of \( \mathcal{K}_{\text{osc}}(\Gamma_0) \) (which can be fixed to be as small as desired a priori). We will see that this allows us to strengthen the sequential convergence result above to a more classical exponential convergence (see Theorem).

**Theorem 5.4 (Exponential Convergence).** Suppose \( \Gamma : S^1 \times [0, T) \to \mathcal{M}^2 \) solves \( \text{APH} \) as well as the assumptions of Theorem 5.3. Then for each \( m \in \mathbb{N} \setminus \{0\} \) there is a time \( t_m \) sufficiently large such that for \( t \geq t_m \) there are constants \( c_m, c_m^* \) with
\[
\int_{\Gamma} \kappa_\sigma^2 \, d\sigma \leq c_m e^{-c_m^* t},
\]
and
\[
\|\kappa_\sigma\|_\infty^2 \leq (\mathcal{L}(\Gamma_0) c_{m+1}/2\pi) e^{-c_{m+1} t}.
\]
Proof. Using our earlier calculations from the proof of Proposition 5.2, we have
\[
\frac{d}{dt} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + 2\mathcal{Q} \int_{\Gamma} \kappa_{m+p+1}^2 \, d\sigma 
\]
\[
\leq \sum_{j=1}^{[p-m]} \sum_{i=1}^{i-1} \sum_{l=0}^{l-1} \int_{\Gamma} \tilde{e}_i P_{i+l}^j (\kappa - \bar{\kappa}) \cdot (\kappa - \bar{\kappa})_{\sigma} \kappa_{m+p} (\kappa - \bar{\kappa})_{\sigma} \kappa_{m+p-1} \, d\sigma
\]
\[
+ \int_{\Gamma} \left| P_{4}^{2(m+p),m+p} (\kappa - \bar{\kappa}) \right| \, d\sigma + \mathcal{L}^{-1} \int_{\Gamma} \left| P_{3,3}^{2(m+p),m+p} (\kappa - \bar{\kappa}) \right| \, d\sigma
\]
\[
+ 2 (-1)^{[m-p]} \kappa^2 \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma
\]
\[
\leq \sum_{j=1}^{[p-m]} \sum_{i=1}^{i-1} \sum_{l=0}^{l-1} \mathcal{L}^{-1} \int_{\Gamma} \left| P_{i+l}^{2(m+p),-j,m+p} (\kappa - \bar{\kappa}) \right| \, d\sigma + \int_{\Gamma} \left| P_{3,3}^{2(m+p),m+p} (\kappa - \bar{\kappa}) \right| \, d\sigma
\]
\[
+ \mathcal{L}^{-1} \int_{\Gamma} \left| P_{3,3}^{2(m+p),m+p} (\kappa - \bar{\kappa}) \right| \, d\sigma + 2 (-1)^{[m-p]} \kappa^2 \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma.
\]
(46) \leq c_i (\mathcal{K}_{osc} + \sqrt{\mathcal{K}_{osc}}) \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma + 2 (-1)^{[m-p]} \kappa^2 \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma.

Next we claim that for any smooth closed curve \( \Gamma \) and any \( l \in \mathbb{N} \) there exists a universal bounded constant \( c_i \) such that
\[
\int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \leq c_i \mathcal{L}^2 \mathcal{K}_{osc} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma.
\]
(47) To prove this, we assume for the sake of contradiction that (45) is not true. Then there exists a series of immersions \( \{ \Gamma_j \} \) such that
\[
\mathcal{R}_j := \frac{\| \kappa_{\sigma} \|^2_{2, \Gamma_j}}{\mathcal{L}^2 (\Gamma_j) \mathcal{K}_{osc} (\Gamma_j) \| \kappa_{\sigma}^{i+1} \|^2_{2, \Gamma_j}} \not\to \infty \text{ as } j \not\to \infty.
\]
(48) But by Lemma 6.3 for each \( j \) we have
\[
\mathcal{R}_j \leq \frac{\mathcal{L}^2 (\Gamma_j) \| \kappa_{\sigma}^{i+1} \|^2_{2, \Gamma_j}}{4\pi^2 \mathcal{K}_{osc} (\Gamma_j) \| \kappa_{\sigma}^{i+1} \|^2_{2, \Gamma_j}} = \frac{1}{4\pi^2 \mathcal{K}_{osc} (\Gamma_j)},
\]
and so the only way for (45) to occur is if
\[
\mathcal{K}_{osc} (\Gamma_j) \not\to 0 \text{ as } j \not\to \infty.
\]
(49) Then, as each \( \Gamma_j \) satisfies the criteria of Theorem 6.11, we conclude there is a subsequence of immersions \( \{ \Gamma_{j_k} \} \) and an immersion \( \Gamma_{\infty} \) such that \( \Gamma_{j_k} \to \Gamma_{\infty} \) in the \( C^1 \)-topology. Moreover, by (45), we have \( \mathcal{K}_{osc} (\Gamma_{\infty}) = 0 \). But this implies \( \Gamma_{\infty} \) must be a homothetic rescaling of the isoperimetric \( \mathcal{I} \), in which case both sides on inequality (45) are zero. Hence the inequality holds trivially for the immersion \( \Gamma_{\infty} \) with any \( c_i \) we wish, and so in fact we do not have \( R_j \not\to \infty \). This contradicts (45), and we conclude that (45) must be true. Hence there exists a constant \( c_m \) such that
\[
\int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma \leq c_m \mathcal{L}^2 \mathcal{K}_{osc} \int_{\Gamma} \kappa_{\sigma}^2 \, d\sigma.
\]
and we conclude from (5) that
\[
\frac{d}{dt} \int_{\Gamma} \kappa^2 \sigma \, d\sigma + \left(2 \mathcal{D}_* - c \left(\mathcal{H}_{osc} + \sqrt{\mathcal{H}_{osc}}\right)\right) \int_{\Gamma} \kappa^2 \sigma^{m+2} \, d\sigma \leq 0.
\]
for some universal constant \(c\). Then, since \(\mathcal{H}_{osc} \to 0\), there exists a time \(t_m\) such that for \(t \geq t_m\),
\[
(50)\quad \frac{d}{dt} \int_{\Gamma} \kappa^2 \sigma \, d\sigma \leq -2 \mathcal{D}_* \int_{\Gamma} \kappa^2 \sigma^{m+2} \, d\sigma \leq -\mathcal{D}_* \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p+1)} \int_{\Gamma} \kappa^2 \sigma \, d\sigma.
\]
Here we have used Lemma 6.3 \((p+1)\) times. Integrating (5) over \([t_m, t]\) gives
\[
\int_{\Gamma} \kappa^2 \sigma \, d\sigma \mid_{t_m} \leq \left(\int_{\Gamma} \kappa^2 \sigma \, d\sigma \right) \exp \left(\mathcal{D}_* \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p+1)} t_m\right) \exp \left(-\mathcal{D}_* \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p+1)} t\right).
\]
This is (5.4) with \(c_m = \left(\int_{\Gamma} \kappa^2 \sigma \, d\sigma \right) \exp \left(\mathcal{D}_* \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p+1)} t_m\right)\) and \(c^*_m = \mathcal{D}_* \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p+1)}\). Combining this with Lemma 6.4 then gives (5.4). □

Combining the results of Theorem 5.3 and Theorem 5.4 then proves our main result, Theorem 1.1.

We finish this section with a proof of Proposition 1.2. It is an adaptation of the proof of Proposition 1.5 from [19] and Proposition 2 from [17].

Proof of Proposition 1.2 Recall that by the main theorem we have \(T = \infty\). We may assume without loss of generality that there exists a time \(t_0\) such that
\[
\{ \kappa(\cdot, t) \not\equiv 0 \text{ for } t \in [0, t_0), \text{ and } \}
\]
\[
\{ \kappa(\cdot, t) > 0 \text{ for } t \in [0, t_0). \}
\]
We may also assume that
\[
(51)\quad t_0 > \frac{8 \mathcal{A}(\tilde{\mathcal{I}})^{p-1} \mathcal{A}(\Gamma_0)^{p+1}}{(p+1)\pi^{2p} (\mathcal{I}(\gamma_0)^{p+1} - 1)},
\]
otherwise the proposition is trivially true. Next, our evolution equation for \(\mathcal{L}\) from Corollary 3.2 as well as Lemma 6.3 gives
\[
(52)\quad \frac{d}{dt} \mathcal{L} = -\int_{\Gamma} \kappa^2 \sigma \, d\sigma \leq -\left(\frac{2\pi}{\mathcal{L}}\right)^{2(p-1)} \int_{\Gamma} \kappa^2 \sigma \, d\sigma.
\]
Since by assumption for times \(t \in [0, t_0)\) there exists a point on the curve \(\Gamma(t)\) with zero curvature, we may use Wirtinger’s inequality (Lemma 6.3) to obtain
\[
\int_{\Gamma} \kappa^2 \sigma \, d\sigma \leq \left(\frac{\mathcal{L}}{\pi}\right)^2 \int_{\Gamma} \kappa^2 \, d\sigma
\]
and inserting this into (5) gives the inequality
\[
(53)\quad \frac{d}{dt} \mathcal{L} \leq -\left(\frac{\pi}{\mathcal{L}}\right)^2 \left(\frac{2\pi}{\mathcal{L}}\right)^{2(p-1)} \int_{\Gamma} \kappa^2 \sigma \, d\sigma.
\]
Next, Hölder’s inequality implies that
\[
\mathcal{A}(\tilde{\mathcal{I}})^2 = \left(\int_{\Gamma} \kappa \, d\sigma\right)^2 \leq \mathcal{L} \int_{\Gamma} \kappa^2 \sigma \, d\sigma.
\]
so that (5) becomes
\[ \frac{d}{dt} \mathcal{L}^{2(p+1)} \leq -2(p+1)\pi^2(2\pi)^{2(p-1)}A(\tilde{\mathcal{I}})^2. \]
Integrating in time over \([0, t_0]\), we find that
\[ \mathcal{L}^{2(p+1)}(t_0) \leq \mathcal{L}^{2(p+1)}(0) - 2(p+1)\pi^2(2\pi)^{2(p-1)}A(\tilde{\mathcal{I}})^2 t_0. \]
However, the choice of \( t_0 \) from (5) implies that
\[ \mathcal{L}^{2(p+1)}(t_0) < (4\mathcal{A}(\tilde{\mathcal{I}})\mathcal{A}(t_0))^{p+1}, \]
which contradicts the isoperimetric inequality. Therefore the proposition must be true. □

6. Appendix

Derivation of the tangent and normal vectors. Let us now derive the equations (3) for the unit tangent and normal vectors associated to an immersed curve in the Minkowski setting. These allow us to develop a Minkowski analogue of the Frenet-Serret equations in Section 2.

Given an indicatrix as defined in the previous section, along with a curve \( \Gamma \) with Euclidean tangent vector \( \tau(\theta) \), it is most logical to define the Minkowski unit tangent vector \( T \) in the same direction as \( \tau(\theta) \) by
\[ T(\theta) = r(\theta) \tau(\theta). \]
The Euclidean tangent has been multiplied by the radius of the indicatrix at the corresponding angle to insure \( T \) is of Minkowski unit length. We wish to arrive at an analogue of the Frenet equations, and so wish to derive a set of equations in the form of
\[ \begin{pmatrix} T \\ N \end{pmatrix}_\theta = \begin{pmatrix} 0 & \alpha(\theta) \\ \beta(\theta) & 0 \end{pmatrix} \begin{pmatrix} T \\ N \end{pmatrix}. \]
Presently, \( \alpha, \beta \) are unknown functions, but we do know that because \( T \) and \( N \) need to be \( 2\pi \)-periodic that \( \alpha, \beta \) will also need to be \( 2\pi \)-periodic. Now we already know from the Euclidean Frenet-Serret equations, (3) and from our definition of \( T \)
\[ T_\theta = r_\theta \tau + r r_\theta = r_\theta \tau + r n = \alpha N. \]
Differentiating this identity yields
\[ N_\theta = \frac{1}{r} \left[ \left( \frac{r_\theta}{\alpha} \right)_\theta - \left( \frac{r}{\alpha} \right) \right] T + \left[ \left( \frac{r_\theta}{\alpha} \right)_\theta + \left( \frac{r}{\alpha} \right) \right] \times n. \]
We want \( N_\theta \) to be solely in the direction of \( \tau \) (and not \( n \)). Hence the last equation forces
\[ 0 = \left( \frac{r_\theta}{\alpha} \right)_\theta + \left( \frac{r}{\alpha} \right)_\theta = \frac{2r_\theta}{\alpha} - \frac{r_\theta}{\alpha} \frac{r_\alpha}{\alpha^2} \Rightarrow \frac{2r_\theta}{r} = \frac{\alpha_\theta}{\alpha}. \]
This last equation is equivalent to
\[ 2(\ln r) = (\ln \alpha), \]
or
\[ \alpha = C r^2. \]
for some constant $C$. Noting that $\det(T, N) = C^{-1}$, we choose $C = 1$ so that the Minkowski area element is identical to its Euclidean counterpart. Accordingly, the enclosed area $\mathcal{A}$ of a closed curve $\Gamma: S^1 \to M^2$ is simply equal to

$$\mathcal{A}(\Gamma) = -\frac{1}{2} \int_{\Gamma} (\Gamma, n) ds.$$  

Note that measure in the integral $ds$ could have been swapped for $d\sigma$. We arrive at the following expression for the Minkowski tangent and normal vector $T$ and $N$:

$$\begin{pmatrix} T \\ N \end{pmatrix} = \begin{pmatrix} r & 0 \\ -h & h \end{pmatrix} \begin{pmatrix} \tau \\ n \end{pmatrix}.$$  

\[ \square \]

**Proposition 6.1.** Let $\Gamma: S^1 \to M^2$ be a simple closed immersion in the Minkowski plane $M$ with associated indicatrix $\partial U$ and isoperimetrix $\tilde{I}$. Then

$$\int_{\Gamma} \kappa d\sigma = 2 \mathcal{A}(\tilde{I}),$$

where $\mathcal{A}(\tilde{I})$ denotes the enclosed area of the isoperimetrix.

**Proof.** Using the identities $d\sigma = h \, ds$ and $d\theta = k \, ds$, we have

$$\int_{\Gamma} \kappa d\sigma = \int_{\Gamma} k(h + h_{\theta \theta}) \, ds = \int_{0}^{2\pi} h(h + h_{\theta \theta}) \, d\theta.$$  

Next, using the notation $\tau = (\cos \theta, \sin \theta)$, $n = (-\sin \theta, \cos \theta)$, we can write the isoperimetrix $\tilde{I}(\theta)$ as

$$\tilde{I}(\theta) = \{-h_\theta \tau + h n : \theta \in [0, 2\pi]\}.$$  

A quick calculation gives $\tilde{I}_\theta = -(h + h_{\theta \theta}) \tau$, which implies the induced Euclidean arc length and normal to $\tilde{I}$ are given by

$$d\tilde{s} = \sqrt{h + h_{\theta \theta}} \, d\theta \text{ and } \tilde{n} = -\sqrt{h + h_{\theta \theta}} n,$$

respectively. This implies that the signed enclosed area of $\tilde{I}$ is given by

$$\mathcal{A}(\tilde{I}) = -\frac{1}{2} \int_{\Gamma} (\tilde{I}, \tilde{n}) d\tilde{s} \, ds = \frac{1}{2} \int_{0}^{2\pi} h(h + h_{\theta \theta}) \, d\theta.$$  

Comparing to

$$\int_{\Gamma} \kappa d\sigma = \int_{\Gamma} k(h + h_{\theta \theta}) \, ds = \int_{0}^{2\pi} h(h + h_{\theta \theta}) \, d\theta,$$

the results of the proposition then follow. \[ \square \]

**Lemma 6.2.** Let $\Gamma: S^1 \to M^2$ be a smooth closed curve with Minkowski curvature $\kappa$ and Minkowski arc length element $d\sigma$. Then for any $m \in \mathbb{N}$ we have

$$\int_{\Gamma} \kappa^2 \, d\sigma \leq \varepsilon L^2 \int_{\Gamma} \kappa^2 \, ds + \frac{1}{4\varepsilon m} L^{-2m+1} K_{osc},$$

for any $\varepsilon > 0$.  

Proof. We will prove the lemma inductively. The case $m = 1$ can be checked quite easily, by applying integration by parts and the Cauchy-Schwarz inequality:

$$\int_{\Gamma} \kappa^2 \sigma \, d\sigma = \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma$$

$$= -\int_{\Gamma} (\kappa - \bar{\kappa}) (\kappa - \bar{\kappa}) \sigma \, d\sigma$$

$$\leq \left( \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma} \kappa^2 \sigma \, d\sigma \right)^{\frac{1}{2}}$$

$$\leq \varepsilon L^2 \int_{\Gamma} \kappa^2 \sigma \, d\sigma + \frac{1}{4\varepsilon^2} L^{-2} \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma.$$ 

Next assume inductively that the statement is true for $j = m$. That is, assume that

$$(55) \quad \int_{\Gamma} \kappa^2 \sigma \, d\sigma \leq \varepsilon \int_{\Gamma} \kappa^2 \sigma \, d\sigma + \frac{1}{4\varepsilon^2} L^{-2} \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma.$$ 

Substituting the inductive assumption $6$ into $55$ then gives

$$\int_{\Gamma} \kappa^2 \sigma \, d\sigma \leq \varepsilon \int_{\Gamma} \kappa^2 \sigma \, d\sigma + \frac{1}{4\varepsilon^2} L^{-2} \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma.$$ 

Multiplying out by 2 then gives us the inductive step, completing the lemma. $\square$

Lemma 6.3. Let $f : \mathbb{R} \to \mathbb{R}$ be an absolutely continuous and periodic function of period $P$. Then, if $\int_0^P f \, dx = 0$ we have

$$\int_0^P f^2 \, dx \leq \frac{P^2}{4\pi^2} \int_0^P f_x^2 \, dx,$$

with equality if and only if

$$f(x) = A \cos \left( \frac{2\pi}{P} x \right) + B \sin \left( \frac{2\pi}{P} x \right)$$

for some constants $A, B$. 
Proof. The proof is relatively straightforward, and follows from finding a function $f$ that extremises the integral $\int_0^P f^2 \, dx$, given a constrained value of $\int_0^P f_x^2 \, dx$, using the calculus of variations.

Lemma 6.4. Let $f : \mathbb{R} \to \mathbb{R}$ be an absolutely continuous and periodic function of period $P$. Then, if $\int_0^P f \, dx = 0$ we have

$$\|f\|_\infty^2 \leq \frac{P}{2\pi} \int_0^P f_x^2 \, dx.$$ 

Proof. Since $\int_0^P f \, dx = 0$ and $f$ is $P$-periodic we conclude that there exists distinct $0 \leq p < q < P$ such that $f(p) = f(q) = 0$.

Next, the fundamental theorem of calculus tells us that for any $x \in (0, P)$,

$$\frac{1}{2} (f(x))^2 = \int_p^x f f_u \, du = \int_q^x f f_u \, du.$$

Hence

$$(f(x))^2 = \int_p^q f f_u \, du \leq \int_0^P |ff_x| \, dx \leq \int_0^P |ff_x| \, dx \leq \left( \int_0^P f^2 \, dx \cdot \int_0^P f_x^2 \, dx \right)^{\frac{1}{2}} \leq \frac{P}{2\pi} \int_0^P f_x^2 \, dx,$$

where the last step follows from Lemma 6.3. We have also utilised Hölder’s inequality with $p = q = 2$. □

Lemma 6.5 (Wirtinger’s inequality [7]). Let $f : \mathbb{R} \to \mathbb{R}$ be an absolutely continuous and periodic function of period $P$. If there exists a point $p \in [0, P]$ with $f(p) = 0$, then

$$\int_0^P f^2 \, ds \leq \left( \frac{P}{\pi} \right)^2 \int_0^P f_x^2 \, dx.$$ 

Lemma 6.6 (Dziuk, Kuwert, and Schätzle [8], Lemma 2.4). Let $\Gamma : \mathbb{S}^1 \to \mathbb{R}^2$ be a smooth closed curve. Let $\phi : \mathbb{S}^1 \to \mathbb{R}$ be a sufficiently smooth function. Then for any $l \geq 2, K \in \mathbb{N}$ and $0 \leq i < K$ we have

$$L^{i+1+\frac{1}{4}} \left( \int_{\Gamma} (\phi)^2 \, d\sigma \right)^{\frac{1}{4}} \leq c(K) L^{i+\frac{1}{4}} \left( \int_{\Gamma} \phi^2 \, d\sigma \right)^{\frac{1}{4}} \|\phi\|_{K,2}^\alpha.$$

Here $\alpha = \frac{i+1}{K}$, and

$$\|\phi\|_{K,2} := \sum_{j=0}^K L^{j+\frac{1}{4}} \left( \int_{\Gamma} (\phi)^2 \, d\sigma \right)^{\frac{1}{4}}.$$

In particular, if $\phi = \kappa - \tilde{\phi}$, then

$$L^{i+1+\frac{1}{4}} \left( \int_{\Gamma} (\kappa - \tilde{k})^2 \, d\sigma \right)^{\frac{1}{4}} \leq c(K) (K_{osc})^{\frac{1-\alpha}{4}} \|k - \tilde{k}\|_{K,2}^\alpha.$$
Proof. The proof is identical to that of Lemma 2.4 from [8] and is of a standard interpolative nature. Note that although we use \( k - \bar{k} \) in the identity (as opposed to Kuwert et al who use \( k \)).

\[ \square \]

**Lemma 6.7** (Dziuk, Kuwert, and Schätzle [8], Proposition 2.5). Let \( \Gamma : S^1 \to \mathbb{R}^2 \) be a smooth closed curve. Let \( \phi : S^1 \to \mathbb{R} \) be a sufficiently smooth function. Then for any term \( P_\nu^\mu (\phi) \) (where \( P_\nu^\mu (\cdot) \) denotes the same \( P \)-style notation introduced in Section 7) with \( \nu \geq 2 \) which contains only derivatives of \( \kappa \) of order at most \( K - 1 \), we have

\[
\int_\Gamma \left| P_\nu^\mu (\phi) \right| \, d\sigma \leq c (K, \mu, \nu) \mathcal{L}^{1-\nu} \left( \mathcal{L} \int_\Gamma \phi^2 \, d\sigma \right)^{\frac{\nu-\eta}{2}} \| \phi \|_{K,2}^\eta.
\]

In particular, if \( \phi = \kappa - \bar{\kappa} \) we have the estimate

\[
\int_\Gamma \left| P_\nu^\mu (\kappa - \bar{\kappa}) \right| \, d\sigma \leq c (K, \mu, \nu) \mathcal{L}^{1-\nu} (K_{osc})^{\frac{\nu-\eta}{2}} \| \kappa - \bar{\kappa} \|_{K,2}^\eta
\]

where \( \eta = \frac{\mu+\nu-1}{2} \).

Proof. Using Hölder’s inequality and Lemma (6) with \( K = \nu \), if \( \sum_{j=1}^\nu i_j = \mu \) we have

\[
\int_\Gamma \left| \phi_{\sigma_1} \cdots \phi_{\sigma_\nu} \right| \, d\sigma \leq \prod_{j=1}^\nu \left( \int_\Gamma \phi_{\sigma_j}^\nu \, d\sigma \right)^{\frac{1}{\nu}}
\]

\[
= \mathcal{L}^{1-\nu} \prod_{j=1}^\nu \int_\Gamma \phi_{\sigma_j}^{i_j+1-\frac{1}{\nu}} \left( \int_\Gamma \phi_{\sigma_j}^\nu \, d\sigma \right)^{\frac{1}{\nu}}
\]

\[
\leq c (K, \mu, \nu) \mathcal{L}^{1-\nu} \prod_{j=1}^\nu \left( \mathcal{L} \int_\Gamma \phi^2 \, d\sigma \right)^{\frac{1-\alpha_j}{2}} \| \phi \|_{K,2}^{\alpha_j}
\]

where \( \alpha_j = \frac{i_j+1-\frac{1}{\nu}}{2} \). Now

\[
\sum_{j=1}^\nu \alpha_j = \frac{1}{K} \sum_{j=1}^\nu \left( i_j + 1 - \frac{1}{\nu} \right) = \frac{\mu+\nu-1}{2} = \eta,
\]

and so substituting this into (6) gives the first inequality of the lemma. It is then a simple matter of substituting \( \phi = \kappa - \bar{\kappa} \) into this result to prove statement (6). \( \square \)

**Lemma 6.8** (Dziuk, Kuwert, and Schätzle [8]). Let \( \Gamma : S^1 \to \mathbb{R}^2 \) be a smooth closed curve and \( \phi : S^1 \to \mathbb{R} \) a sufficiently smooth function. Then for any term \( P_\nu^\mu (\phi) \) with \( \nu \geq 2 \) which contains only derivatives of \( \kappa \) of order at most \( K - 1 \), we have for any \( \varepsilon > 0 \)

\[
\int_\Gamma \left| P_\nu^\mu (\phi) \right| \, d\sigma \leq c (K, \mu, \nu) \mathcal{L}^{1-\nu} \left( \mathcal{L} \int_\Gamma \phi^2 \, d\sigma \right)^{\frac{\nu-\eta}{2}} \left( \mathcal{L}^{2K+1} \int_\Gamma \phi_{\sigma}^2 \, d\sigma + \mathcal{L} \int_\Gamma \phi^2 \, d\sigma \right)^{\frac{\nu}{2}}.
\]

Moreover if \( \mu+\frac{1}{2} \nu < 2K+1 \) then \( \eta < 2 \) and we have for any \( \varepsilon > 0 \)

\[
\int_\Gamma \left| P_\nu^\mu (\phi) \right| \, d\sigma \leq \varepsilon \int_\Gamma \phi_{\sigma}^2 \, d\sigma + c \cdot \varepsilon^{-\frac{\nu}{\nu+1}} \left( \int_\Gamma \phi^2 \, d\sigma \right)^{\frac{\nu-1}{\nu+1}} + c \left( \int_\Gamma \phi^2 \, d\sigma \right)^{\mu+\nu-1}.
\]
In particular, for \( \phi = \kappa - \kappa \), we have the estimate
\[
\int_{\Gamma} |P_{\nu}^{\kappa} (\kappa - \kappa)| \, d\sigma \leq c(K, \mu, \nu) \mathcal{L}^{1-\nu} (K_{osc})^{\frac{p-1}{p}} \left( \mathcal{L}^{2K+1} (\kappa - \kappa)^{2} \right)^{\frac{q}{q+1}}.
\]
Here, as before, \( \eta = \frac{p+q-1}{p} \).

**Proof.** Combining the previous lemma with the following standard interpolation inequality from that follows from repeated applications of Lemma 6.3 (and is also found in [3])
\[
\|\phi\|_{K,2} \leq c(K) \left( \mathcal{L}^{2K+1} \int_{\Gamma} \phi^{2}_{\sigma \kappa} \, d\sigma + \mathcal{L} \int_{\Gamma} \phi^{2} \, d\sigma \right)
\]
yields the identity (6.8) immediately. To prove (6.8) we simply combine (6.8) with the Cauchy-Schwarz identity. The final identity of the Lemma follow by letting \( \phi = \kappa - \kappa \) in (6.8) and combining this with the identity
\[
K_{osc} \leq \mathcal{L} \left( \frac{\mathcal{L}^{2}}{4\pi^{2}} \right)^{K} \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma = c(K) \mathcal{L}^{2K+1} \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma,
\]
which is a direct consequence of applying Lemma 6.3 (\( p + 1 \)) times repeatedly.

**Lemma 6.9.** Let \( \Gamma : S^{1} \to \mathcal{M}^{2} \) be a closed Minkowski curve with Minkowski curvature \( \kappa \). Then for any \( m, L \in \mathbb{N} \) with \( m < L \) we have the estimate
\[
\int_{\Gamma} \kappa_{\sigma m}^{2} \, d\sigma \leq \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{2L}^{2} \, d\sigma \right)^{\frac{m}{m+1}}, \quad m \in \mathbb{N}.
\]

**Proof.** First we prove the intermediate identity
\[
(62) \quad \int_{\Gamma} \kappa_{\sigma m}^{2} \, d\sigma \leq \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{2m+1}^{2} \, d\sigma \right)^{\frac{m}{m+1}}, \quad m \in \mathbb{N}.
\]
For \( m = 1 \) we simply use integration by parts and Hölder’s inequality:
\[
\int_{\Gamma} \kappa_{\sigma}^{2} \, d\sigma = - \int_{\Gamma} (\kappa - \kappa) \kappa_{\sigma} \, d\sigma \leq \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma} \kappa_{\sigma}^{2} \, d\sigma \right)^{\frac{1}{2}} = \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma m}^{2} \, d\sigma \right)^{\frac{m}{m+1}}.
\]
Next we inductively assume that (62) is true for \( m = 1, 2, \ldots, M \). Using integration by parts and Hölder’s inequality once more gives
\[
\int_{\Gamma} \kappa_{\sigma}^{2} \, d\sigma = - \int_{\Gamma} \kappa_{\sigma} \kappa_{\sigma} \kappa_{\sigma m+1} \, d\sigma \leq \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma} \kappa_{\sigma m+1}^{2} \, d\sigma \right)^{\frac{1}{2}} \leq \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma m+1}^{2} \, d\sigma \right)^{\frac{m}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma m+2}^{2} \, d\sigma \right)^{\frac{1}{2}} \leq \frac{M}{2(M+1)} \int_{\Gamma} \kappa_{\sigma m+1}^{2} \, d\sigma + \frac{M+2}{2(M+1)} \left( \int_{\Gamma} (\kappa - \kappa)^{2} \, d\sigma \right)^{\frac{1}{2}} \left( \int_{\Gamma} \kappa_{\sigma m+2}^{2} \, d\sigma \right)^{\frac{1}{2}}.
\]
Absorbing gives the statement (62) for \( M+1 \), completing the induction. Here we have used our inductive assumption in the second line, and Hölder’s inequality with \( p = \frac{2(M+1)}{M}, q = \frac{2M}{M+1} \).
\( \frac{2(M+1)}{M+2} \) in the last line. To arrive at the claim of the lemma, we simply employ the inequality (6) repeatedly:

\[
\int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \leq \left( \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m+1}{m+2}}
\]

\[
\leq \left( \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m+1}{m+2}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m}{m+2}}
\]

\[
= \left( \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m+1}{m+2}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m}{m+2}}
\]

\[
\vdots
\]

\[
\leq \left( \int_{\Gamma} (\kappa - \bar{\kappa})^2 \sigma \, d\sigma \right)^{\frac{1}{m+1}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m+1}{m+2}} \left( \int_{\Gamma} \kappa_{\sigma}^2 \sigma^m \, d\sigma \right)^{\frac{m}{m+2}}
\]

Now \( \sum_{i=0}^{L-1} \left\{ \frac{1}{(m+1)(m+1+i)} \right\} \) is a telescoping series, which sums to \( 1/(m+1) \). Substituting this value into (6) then proves the lemma. \( \Box \)

**Theorem 6.10** ([4], Theorem 1.1). Let \( q \in \mathbb{R}^n \), \( m, p \in \mathbb{N} \) with \( p > m \). Additionally, let \( A, V > 0 \) be some fixed constants. Let \( \mathcal{T} \) be the set of all mappings \( f : \Sigma \rightarrow \mathbb{R}^n \) with the following properties:

- \( \Sigma \) is an \( m \)-dimensional, compact manifold (without boundary)
- \( f \) is an immersion in \( W_{2,p} (\Sigma, \mathbb{R}^n) \) satisfying
  \[
  \| A (f) \|_p \leq A, \quad \text{vol}(\Sigma) \leq V, \quad \text{and} \quad q \in f (\Sigma).
  \]

Then for every sequence \( f^j : \Sigma^j \rightarrow \mathbb{R}^n \) in \( \mathcal{T} \) there is a subsequence \( f^{j_j} \), a mapping \( f : \Sigma \rightarrow \mathbb{R}^n \) in \( \mathcal{T} \) and a sequence of diffeomorphisms \( \phi^j : \Sigma \rightarrow \Sigma^j \) such that \( f^j \circ \phi^j \) converges in the \( C^1 \)-topology to \( f \).
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