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Exploration of jet substructure using iterative declustering in pp and Pb–Pb collisions at LHC energies

ALICE Collaboration

ABSTRACT

The ALICE collaboration at the CERN LHC reports novel measurements of jet substructure in pp collisions at $\sqrt{s} = 7$ TeV and central Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. Jet substructure of track-based jets is explored via iterative declustering and grooming techniques. We present the measurement of the momentum sharing of two-prong substructure exposed via grooming, the $z_g$, and its dependence on the opening angle, in both pp and Pb–Pb collisions. We also present the measurement of the distribution of the number of branches obtained in the iterative declustering of the jet, which is interpreted as the number of its hard splittings. In Pb–Pb collisions, we observe a suppression of symmetric splittings at large opening angles and an enhancement of splittings at small opening angles relative to pp collisions, without any significant modification of the number of splittings. The results are compared to predictions from various Monte Carlo event generators to test the role of important concepts in the evolution of the jet in the medium such as colour coherence.

© 2020 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The objective of the heavy-ion jet physics program at the LHC is to probe fundamental, microscopic properties of nuclear matter at high densities and temperatures. Jets provide well-calibrated probes of the dense medium created in heavy-ion collisions. In pp collisions, the production of jets and their substructure have been measured extensively and these measurements are well-reproduced by theoretical calculations based on perturbative QCD (pQCD) (see Refs. [1–4] and citations therein). Jets are produced in high-momentum transfer processes, which occur on time scales much shorter than the formation time of the Quark-Gluon Plasma (QGP) generated in heavy-ion collisions; the production rates of jets in heavy-ion collisions can therefore be calculated accurately using the same pQCD approaches as for pp collisions, after taking into account the effects of nuclear geometry and nuclear modification of parton distribution functions (PDFs) [5].

Jets traversing the QGP will interact via elastic and radiative processes which modify the reconstructed jet cross section and structure relative to jets in vacuum (“jet quenching”) [6]. Jet quenching effects have been extensively observed in nuclear collisions at RHIC and LHC in measurements of inclusive production and correlations of high-p_T hadrons and jets, including correlations of high-energy triggers (hadrons, photons, W and Z bosons, and jets) and reconstructed jets [7–10] as well as in the measurement of jet shapes [11–16]. Comparisons of these measurements to theoretical jet quenching calculations enable the determination of dynamical properties of the QGP, notably the transport parameter $\hat{q}$ [17].

More recently, the modification of the jet substructure due to jet quenching has been explored in heavy-ion collisions using tools developed for the measurement of jet substructure in pp collisions for QCD studies and Beyond Standard Model searches [2,18]. A key tool is iterative declustering, which subdivides jets into branches or splittings that can be projected onto the phase space of such splittings, called the Lund plane [19–21]. While the splitting map contains kinematic information of all splittings, techniques like grooming [22,23] can be applied to isolate a specific region of the splitting map according to different criteria such as mitigation of non-perturbative effects, enhancement of the jet quenching signal or simplification of perturbative calculations.

In this work we focus on the Mass Drop [22] or Soft Drop (SD) grooming [23] with $z_{SD} = 0.1$ and $\beta = 0$. This technique selects the first splitting in the declustering process for which the subleading prong carries a fraction $z$ of the momentum of the emitting prong larger than $z_{SD}$. Note that this criterion selects a subset of the splittings. The grooming procedure removes soft radiation at large angles to expose a two-prong structure in the jet. The shared momentum fraction of those prongs is called $z_g$, the groomed subjet momentum balance. The measurement of $z_g$ in vacuum is closely related to the Altarelli-Parisi splitting functions [23].
Theoretical considerations of the in-medium modification of $x_g$ can be found in [24–27]. A key physics ingredient in the theoretical calculations is colour coherence [28]. This is the effect by which a colour dipole cannot be resolved by the medium as two independent colour charges if the opening angle of the dipole is small compared to a fundamental medium scale. If the dipole cannot be resolved, it will propagate through the medium as a single colour charge. If colour coherence is at work, there will be parts of the jet substructure that won’t be resolved, leading to a reduced effective number of colour charges and thus a reduced amount of energy loss in medium.

With the grooming technique we select a hard two-prong substructure. Then we inspect the dependence on the opening angle of the rate of such two-prong objects in medium relative to vacuum. We are interested in understanding whether large-angle splittings are more suppressed relative to vacuum than small-angle splittings, as one would expect if large-angle splittings are resolved by the medium and radiate in the medium incoherently. Previous measurements of $x_g$ by the CMS collaboration [29] show a modification in central Pb–Pb collisions relative to the pp reference whilst measurements performed at RHIC by the STAR collaboration showed no modification [30]. Those measurements did not scan the $\Delta R$ dependence and cover different intervals of the subleading-prong energies that can bias towards different typical splitting formation times.

This work reports the measurement by the ALICE collaboration of $x_g$, the shared momentum fraction of two-prong substructure, its dependence on the opening angle and $R_{SD}$, the number of splittings satisfying the grooming condition obtained via the iterative declustering of the jet [31], in pp collisions at $\sqrt{s} = 7$ TeV and central (0–10%) Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV.

2. Data sets and event selection

A detailed description of the ALICE detector and its performance can be found in Refs. [32,33]. The analysed pp data were collected during Run 1 of the LHC in 2010 with a collision centre-of-mass energy of $\sqrt{s} = 7$ TeV using a minimum bias (MB) trigger. The MB trigger configuration is the same as described in Ref. [34]. The data from heavy-ion collisions were recorded in 2011 at $\sqrt{s_{NN}} = 2.76$ TeV. This analysis uses the 0–10% most-central Pb–Pb collisions selected by the online trigger based on the hit multiplicity measured in the forward V0 detectors [35]. The datasets and event selection are identical to Refs. [7,11]. After offline selection, the pp sample consists of 168 million events, while the Pb–Pb sample consists of 19 million events.

The analysis uses charged tracks reconstructed by the Inner Tracking System (ITS) [36] and Time Projection Chamber (TPC) [37] which both cover the full azimuth and pseudo-rapidity $|\eta| < 0.9$. Tracks are required to have transverse momentum $0.15 < p_T < 100$ GeV/c. The track selection is slightly different in the analysis of the 2010 and the 2011 data. The former uses a subclass of tracks with worse momentum resolution that is excluded from the latter [38].

In pp collisions, the tracking efficiency is approximately 80% for tracks with $p_T > 1$ GeV/c, decreasing to roughly 56% at $p_T = 0.15$ GeV/c, with a track momentum resolution of 1% for $p_T = 1$ GeV/c and 4.1% for $p_T = 40$ GeV/c [33,34,39]. In Pb–Pb collisions, the tracking efficiency is about 2% worse than in pp. The track $p_T$ resolution is about 1% at $p_T = 1$ GeV/c and 2.5% for $p_T = 40$ GeV/c.

As a vacuum reference for the Pb–Pb measurements we use simulated pp collisions at $\sqrt{s} = 2.76$ TeV, calculated using PYTHIA 6.425 (Perugia Tune 2011) [27] and embedded into real central Pb–Pb events at the detector level, to take into account the smearing by the background fluctuations. We use the embedding of PYTHIA-generated events instead of the embedding of real pp data measured at $\sqrt{s} = 2.76$ TeV due to the limited size of the data sample. The PYTHIA MC describes well vacuum intrajet distributions [2]. In this paper, we validate the PYTHIA calculation by comparing it to jet substructure measurements in pp collisions at $\sqrt{s} = 7$ TeV.

3. Jet reconstruction

Jets are reconstructed from charged tracks using the anti-$k_T$ algorithm [40] implemented in Fastjet [41] with a jet resolution parameter of $R = 0.4$. The four-momenta of tracks are combined using the E-scheme recombination [41] where the pion mass is assumed for all reconstructed tracks. In order to ensure that all jet candidates are fully contained within the fiducial volume of the ALICE detector system, accepted jets were required to have their centroid constrained to $|\eta_{jet}|<0.5$.

The jet finding efficiency is 100% in the measured kinematic ranges. The jet energy instrumental resolution is similar for pp and Pb–Pb collisions, varying from 15% at $p_T^{ch,jet}=20$ GeV/c to 25% at $p_T^{ch,jet}=100$ GeV/c. The Jet Energy Scale (JES) uncertainty is dominated by the tracking efficiency uncertainty which is 4%. In pp collisions, no correction for the underlying event is applied. In Pb–Pb collisions, the jet energy is partially adjusted for the effects of uncorrelated background using the constituent subtraction method [42]. Constituent subtraction corrects individual jet constituents by modifying their four-momentum. The momentum that is subtracted from the constituents is determined using the underlying event density, $\rho$, which is calculated by clustering the event into $R = 0.2$ jets using the $k_T$ algorithm [43,44] and taking the median jet $p_T$ density in the event. The two leading $k_T$ jets are removed before calculating the median, to suppress the contribution of true hard jets in the background estimation. The correction is applied such that the total momentum removed from the jet is equal to $\rho \times A_j$, where $A_j$ is the jet area. This background subtraction is applied both to the measured data and to the embedded PYTHIA reference.

4. Observables

Jet constituents are reclustered using the physical Cambridge/Aachen (CA) metric [45], leading to an angle-ordered shower. The declustering process consists of unwinding the clustering history step by step, always following the hardest branch. The first declustering step identifies the final subjet pair or branch that was merged. The second declustering step identifies the subjet pair that was merged into the leading subjet of the final step, etc. The coordinates of the subleading prong in the Lund Plane ($\log(2z\Delta R)$, $\log(1/\Delta z)$) are registered at each declustering step, where $z$ is the fraction of momentum carried by the subleading prong $z = \min(p_{T1},p_{T2})/p_T$, with $p_{T1}$ and $p_{T2}$ being the momenta of the leading and subleading prongs, respectively, and $\Delta R$ the opening angle of the splitting.

The observable $R_{SD}$ is obtained by counting the number of splittings in the declustering process that satisfy the Soft Drop selection $z > z_{cut} = 0.1$. The observable $z_g$ corresponds to the subject momentum balance, $z$, of the first splitting satisfying the SD selection. Jets with $R_{SD} = 0$ are labelled “untagged jets”. The $z_g$ distribution is absolutely normalised, including the untagged jets in the normalisation. This choice of normalisation, used here for the first time, provides crucial information for quantitative comparison of jet substructure measurements in Pb–Pb and pp collisions since it allows the results to be interpreted in terms of not only a change of shape in the distribution but also in terms of net enhancement/suppression of the yield of splittings satisfying the SD condition in a given jet transverse momentum range.
The tracking system enables the measurement of subjects with angular separation smaller than 0.1 radians and a scan of the $z_g$ distribution in ranges of $\Delta R$: $\Delta R < 0.1$, $\Delta R > 0.1$ and $\Delta R > 0.2$.

For data from pp collisions, the correction of the detector effects was performed via unfolding. The results are presented in the jet momentum interval of $40 < p_T^{ch, jet} < 60$ GeV/$c$, chosen to balance statistical precision and detector effects. In Pb–Pb collisions, the results are presented at detector-level, with the uncorrelated background subtracted on average from the jet $p_T$ and from the substructure observable. The vacuum reference is thus smeared by background fluctuations and instrumental effects. The Pb–Pb results are presented in the jet momentum range of $80 < p_T^{ch, jet} < 120$ GeV/$c$, where uncorrelated background is negligible.

5. Corrections and systematic uncertainties

For data from pp collisions, the unfolding of instrumental effects is carried out using a four-dimensional response matrix that encodes the smearing of both jet $p_T^{ch}$ and the substructure observable ($\text{shape}^{\text{part, ch}}, \text{part}_{jet}^{\text{ch}}, \text{shape}_{jet}^{\text{det, ch}}, \text{jet}_{jet}^{\text{det, ch}}$) where “shape” denotes either $z_g$ or $n_{SD}$. The upper index “part” refers to particle-level and “det” refers to detector-level quantities, obtained from simulations in which pp collisions are generated by PYTHIA (particle-level) and then passed through a GEANT3-based model [46] of the ALICE detector. We note that the particle-level jet finding is performed using the true particle masses so the unfolding corrects for the pion mass assumption at detector level.

To generate vacuum reference distributions for comparison to Pb–Pb results, which are not fully corrected, we superimpose detector-level PYTHIA events onto real Pb–Pb events. Consequently, no two-track effects are present, however their impact in data is negligible due to the large required number of clusters per track. The matching of particle-level and embedded jets is performed as described in [11]. The matching efficiency is consistent with unity for jets with $p_T > 30$ GeV/$c$.

For pp collisions, Bayesian unfolding in two dimensions as implemented in the RooUnfold package [47] is used. The prior is the two-dimensional distribution ($p_T^{\text{part, ch}}, \text{shape}_{part}^{\text{ch}}$) generated with PYTHIA. The default number of iterations chosen for $z_g$ and $n_{SD}$ is 4, which corresponds to the first iteration for which the re-folded distributions agree with the corresponding raw distributions within 5%. A closure test was also carried out, in which two statistically independent Monte Carlo (MC) samples are used to fill the response and the pseudo-data. For this test, the unfolded solution agrees with the MC truth distribution within statistical uncertainties.

Unfolding of the distributions was attempted for the Pb–Pb case, but no convergence on a mathematically consistent solution was obtained, due to the limited statistics of the data sample and due to the fact that the response is strongly non-diagonal due to the presence of sub-leading prongs at large angles that are not correlated to particle-level prongs and that arise due to fluctuations of the uncorrelated background. Strategies to suppress such secondary prongs are beyond the scope of this analysis.

The systematic uncertainties are determined by varying key aspects of the correction procedures for instrumental response and background fluctuations. The most significant components of the systematic uncertainties for $z_g$ and $n_{SD}$ are tabulated in Table 1 and 2. For pp collisions, the tracking efficiency uncertainty is $\pm 4\%$ [15]. The effect of this uncertainty on the substructure measurement is assessed by applying an additional track rejection of 4% at detector-level prior to jet finding. A new response is built and the unfolded is repeated, with the resulting variation in the unfolded solution symmetrised and taken as the systematic uncertainty. This is the largest contribution to the JES uncertainty. To estimate the regularisation uncertainty, the number of Bayesian iterations is varied by $\pm 1$ with respect to the default analysis value. The prior is varied by reweighting the response such that its particle-level projection (PYTHIA) matches HERWIG 7.1.2 [48]. The detector-level intervals in $p_T$ and the substructure observables are modified to determine what in the table is referred to as truncation uncertainty. The uncertainty labelled “Binning” in the tables corresponds to a variation in binning of both $p_T$ and substructure observables, subject to the constraint of at least 10 counts in the least populous bin to ensure the stability of the unfolding procedure.

In the case of Pb–Pb collisions, the evaluation of the uncertainty due to tracking efficiency is carried out similarly to the pp case. The $z_g$ measurement is done differentially in ranges of $\Delta R$. The limits of the $\Delta R$ ranges were varied by $\pm 10\%$, which corresponds approximately to the width of the distribution of the relative difference of particle-level and embedded-level $\Delta R$ in Pb–Pb collisions. The differences between PYTHIA and the unfolded pp distributions are taken into account when using PYTHIA as a reference for Pb–Pb measurements. This is done by reweighting the embedded PYTHIA reference so that its particle-level projection matches the unfolded pp $p_T^{jet}$ vs $z_g$ (or $p_T^{jet}$ vs $n_{SD}$) correlation. The difference between the reference smeared with the default and the reweighted response is assigned as the corresponding uncertainty.

In both the pp and Pb–Pb analyses, the uncertainties are added in quadrature. All the contributions to the overall uncertainty produce changes in a given interval of the distribution that are strongly anti-correlated with changes in a different interval, i.e., they induce changes in the shape of the observable.

6. Results

Figs. 1 and 2 show fully corrected distributions of $z_g$ and $n_{SD}$ measured in pp collisions at $\sqrt{s} = 7$ TeV for charged jets in the interval $40 < p_T^{ch, jet} < 60$ GeV/$c$. The results are compared to distributions obtained from PYTHIA 6 (Perugia Tune 2011), from PYTHIA 6 + POWHEG [49], to consider the impact of NLO effects, and from the newer PYTHIA 8 (Tune 4C) [50].

The $z_g$ distribution is well-described within systematic and statistical uncertainties by all the MC generators considered. As discussed above, untagged jets contribute to the normalisation of the distributions. The untagged contribution is not shown in Fig. 1, due to the suppressed zero on the horizontal axis, but is shown in Fig. 2 in the bin representing $n_{SD} = 0$. Table 3 shows the results are compared to distributions obtained from PYTHIA 6 + POWHEG corrections to PYTHIA 6 inputs. The results are compared to the distribution of PYTHIA jets embedded into real $0\%–10\%$ central Pb–Pb events.

Fig. 3 shows a large difference between the measured Pb–Pb and embedded reference distributions for larger values of $\Delta R$, indicating a relative suppression in the rate of symmetric splittings ($z_g \approx 0.5$) in central Pb–Pb collisions. However, due to the steeply falling $z_g$ distribution, the fraction of all jets that exhibit symmetric splittings is small, and this strong suppression corresponds to a suppression of only a few percent in the total rate of jets passing
Table 1
Relative systematic uncertainties on the measured distributions in pp collisions for three selected jet shape intervals in the jet $p_T^{\text{jet}}$ interval of 40–60 GeV/c. Due to the shape of the $n_{SD}$ distribution, the systematic variations lead to a crossing at central values which artificially reduces the evaluated systematic uncertainty. To improve this we smooth the total systematic uncertainty by interpolating between neighbouring bins.

| Observable     | $z_g$ | $n_{SD}$ |
|----------------|-------|----------|
| Interval       | 0.1–0.175 | 0.25–0.325 | 0.4–0.5 | 0 | 3 | 6 |
| Tracking efficiency (%) | 1.9 | 0.2 | 1.0 | 16.1 | 1.1 | 18.3 |
| Prior (%)      | +0.0 | +7.6 | +0.0 | +0.0 | +0.0 | +0.0 |
| Regularisation (%) | +0.8 | +0.2 | +0.4 | +0.4 | +1.4 | +17 |
| Truncation (%) | +0.0 | +0.0 | +0.0 | +0.0 | +0.0 | +0.0 |
| Binning (%)    | 0.5 | 4.5 | 1.2 | N/A | N/A | N/A |
| Total (%)      | +3.0 | +8.2 | +2.6 | +16.1 | +7.8 | +18.9 |

Table 2
Relative systematic uncertainties on the measured distributions in Pb–Pb collisions for three selected jet shape intervals and one $\Delta R$ selection in the jet $p_T^{\text{jet}}$ interval of 80–120 GeV/c.

| Observable     | $z_g(\Delta R > 0.1)$ | $n_{SD}$ |
|----------------|------------------------|----------|
| Interval       | 0.1–0.175 | 0.25–0.325 | 0.4–0.5 | 0 | 3 | 6 |
| Tracking efficiency (%) | 4.9 | 2.8 | 11.4 | 11.2 | 7.9 | 11.1 |
| Angular cutoff (%) | +2.3 | +2.8 | +3.0 | N/A | N/A | N/A |
| Reference (%)  | +0.0 | +12.4 | +318 | +30.1 | +0.0 | +5.3 |
| Total (%)      | +5.4 | +13.1 | +38.2 | +32.1 | +7.9 | +12.3 |

Fig. 1. Fully corrected $z_g$ distribution in pp collisions for $40 \leq p_T^{\text{jet}} < 60$ GeV/c compared with predictions from PYTHIA simulations. The statistical uncertainties are shown as vertical bars and the systematic uncertainties are represented by a shaded area.

Fig. 2. Fully corrected $n_{SD}$ distribution in pp collisions for $40 \leq p_T^{\text{jet}} < 60$ GeV/c compared with predictions from PYTHIA simulations. The statistical uncertainties are shown as vertical bars and the systematic uncertainties are represented by a shaded area.

both the SD and angular cuts (cf. Table 3). Conversely, in the small $\Delta R$ limit a small excess of splittings is observed in the data.

Fig. 3 also shows comparisons to predictions from the JEWEL event generator [51] and Hybrid model [52] calculations. The JEWEL simulations include the medium response from jet-medium interactions [53]. The theoretical predictions must be smeared to account for the detector effects as well as fluctuations due to underlying correlation. This smearing is performed by constructing a 6-dimensional response matrix by superimposing PYTHIA events at detector level to real 0–10% central Pb–Pb events. The 6-dimensional matrix maps every embedded jet from a given bin of ($z_T^{\text{part.}}, \Delta R^{\text{part.}}, p_T^{\text{jet}}$) to ($z_T^{\text{det.}}, \Delta R^{\text{det.}}, p_T^{\text{det.}}$). The smearing of the distributions significantly modifies the predictions and is essential for quantitative comparison of the measurements and calculations.

The models capture the qualitative trends of the data, namely the enhancement of the number of small-angle splittings and the suppression of the large-angle symmetric splittings. The fraction of jets not passing the SD selection is similar in the models and data. However discrepancies are observed in the angular selection. For instance the number of SD splittings that pass the angular cut of $\Delta R > 0.2$ is the lowest in the case of the Hybrid model, pointing to a stronger incoherent quenching of the prongs. The suppression of splittings at large opening angles is qualitatively expected from vacuum formation time and colour coherence arguments [26]. The wider the opening angle, the shorter the formation time of the splitting. This makes it more likely that the splitting propagates through, and is modified by, the medium. If coherence effects are at play in the medium then it is expected that splittings that are separated by more than the coherence angle will be more suppressed since they radiate energy independently.

Fig. 4 shows the comparison of $n_{SD}$ distributions from Pb–Pb measurements and the embedded PYTHIA reference. The data ex-
hibit a shift towards lower number of splittings. The discrepancies between the distributions from PYTHIA and from pp collisions are incorporated as a part of the reference uncertainty via the reweighting procedure described above. The corresponding curves for the Hybrid model and JEWEL are also shown in the plot.

To explore the dependence of the nSD distribution on the fragmentation pattern, we also show a calculation in which the pp reference distribution is based solely on light-quark fragmentation. Since the quark fragmentation is harder, we see that the number of splittings peaks at lower values, in line with what we observe in the data. The smeared JEWEL and Hybrid model calculation agree with the qualitative trend of the data.

The trends indicate that the larger the opening angle, the more suppressed the splittings are, and this is qualitatively consistent with large-angle prongs being more resolved by the medium and thus more suppressed. The same process could lead to a reduction in the number of hard splittings as observed in Fig. 4. However, it is worth noting that both the Hybrid and JEWEL models, in spite of their capturing of the general trends of the data, they do not incorporate the physics of colour coherence and all the prongs in the jet lose energy incoherently. This points to a simpler interpretation of the results for instance in terms of formation times of the splittings and their interplay with the medium length. The vacuum formation time $\tau_\text{v} = \omega/k_y^2 \approx 1/(\omega \Delta R^2)$, with $\omega$ and $k_y$ being the energy and relative transverse momentum of the radiated prong, is shorter for large-angle splittings, meaning that vacuum, large-angle splittings, will be produced mostly in the medium and their resulting prongs will be further modified by the medium. At large angles, the component of vacuum splittings that propagate in vacuum is less than at small angles, resulting in an enhanced contribution of medium-modifications compared to small-angle splittings.

### Table 3

| Dataset      | Tagged rate (%) | $\Delta R < 0.1$ | $\Delta R > 0.0$ | $\Delta R > 0.1$ | $\Delta R > 0.2$ | $\Delta R > 0.0$ |
|--------------|-----------------|------------------|------------------|------------------|------------------|------------------|
| Data         |                 |                  |                  |                  |                  |                  |
| Pythia       |                 |                  |                  |                  |                  |                  |
| Hybrid       |                 |                  |                  |                  |                  |                  |
| JEWEL        |                 |                  |                  |                  |                  |                  |

### Fig. 3

Detector-level Pb-Pb distributions of $z_g$ for $R = 0.4$ jets with varying minimum/maximum angular separation of subjects ($\Delta R$) for jets in the range $80 < p_{T,\text{jet}} < 120$ GeV/c. The systematic uncertainties are represented by the shaded area. The corresponding values for the embedded PYTHIA reference (open symbols), Hybrid model (dashed line) and JEWEL (solid line) are also shown in the plot. The lower plots show the ratios of data, Hybrid and JEWEL model to the embedded PYTHIA reference.

### Fig. 4

The number of SD branches for jets reconstructed in Pb-Pb data are shown. The systematic uncertainties are represented by the shaded area. The datapoints are compared to jets found in PYTHIA events embedded into Pb-Pb events (open markers). The Hybrid model and JEWEL predictions correspond to the red (dashed) and blue (solid) lines. The lower panel shows the ratio of the nSD distribution in data and the embedded PYTHIA reference (grey). The ratios of the Hybrid and JEWEL models to the embedded PYTHIA reference are also shown and their uncertainties are purely statistical.

### 7. Summary

This Letter presents the measurement of jet substructure using iterative declustering techniques in pp and Pb-Pb collisions at the LHC. We report distributions of $n_{SD}$, the number of branches passing the soft drop selection, and $z_g$, the shared momentum fraction of the two-prong substructure selected by the mass drop condition, differentially in ranges of splitting opening angle.
Generally, good agreement between distributions for pp collisions and vacuum calculations is found except for the fraction of untagged jets, which is underestimated by the models. In Pb–Pb collisions, a suppression of the $z_d$ distribution is observed at large angles relative to the vacuum reference whilst at low opening angles there is a hint of an enhancement. These observations are in qualitative agreement with the expected behaviour of two-prong objects in the case of coherent or decoherent energy loss [26] in the BMDPS-Z [54,55] framework. However, the models that are compared to the data do not implement colour coherence and yet they capture the qualitative trends of the data. This suggests that other effects might drive the observed behaviour, for instance the interplay between formation time of the splittings and medium length.

The number of splittings obtained by iteratively declustering the hardest branch in the jet, $n_{SD}$, is shifted towards lower values in Pb–Pb relative to the vacuum reference. This suggests that medium-induced radiation does not create new splittings that pass the SD cut. On the contrary, there is a hint of fewer splittings passing the SD cut, pointing to a harder, more quark-like fragmentation in Pb–Pb compared to pp collisions, in qualitative agreement with the trends observed for other jet shapes [11].

With these measurements, we have explored a region of the Lund plane delimited by the Soft Drop cut $z > 0.1$. Other regions of the phase space of splittings will be scanned systematically in the future with larger data samples.

Acknowledgements

The ALICE Collaboration would like to thank all its engineers and technicians for their invaluable contributions to the construction of the experiment and the CERN accelerator teams for the outstanding performance of the LHC complex. The ALICE Collaboration gratefully acknowledges the resources and support provided by all Grid centres and the Worldwide LHC Computing Grid (WLCG) collaboration. The ALICE Collaboration acknowledges the following funding agencies for their support in building and running the ALICE detector: A.I. Alikhanyan National Science Laboratory (Yerevan Physics Institute) Foundation (ANSL), State Committee of Science and World Federation of Scientists (WFS), Armenia; Austrian Academy of Sciences, Austrian Science Fund (FWF): [M 2467-N36] and Österreichische Nationalstiftung für Forschung, Technologie und Entwicklung, Austria; Ministry of Communications and High Technologies, National Nuclear Research Center, Azerbaijan; Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Universidade Federal do Rio Grande do Sul (UFRGS), Financiadora de Estudos e Projetos (Finep) and Fundação de Amparo à Pesquisa do Estado de São Paulo (FAPESP), Brazil; Ministry of Science & Technology of China (MSTC), National Natural Science Foundation of China (NSFC) and Ministry of Education of China (MOEC), China; Croatian Science Foundation and Ministry of Science and Education, Croatia; Centro de Aplicaciones Tecnológicas y Desarrollo Nuclear (CEADEN), Cuba, Cuba; Ministry of Education, Youth and Sports of the Czech Republic, Czech Republic; The Danish Council for Independent Research | Natural Sciences, the Carlsberg Foundation and Danish National Research Foundation (DANRF), Denmark; Helsinki Institute of Physics (HIP), Finland; Commissariat à l’Energie Atomique (CEA); Institut National de Physique Nucléaire et de Physique des Particules (IN2P3) and Centre National de la Recherche Scientifique (CNRS) and Région des Pays de la Loire, France; Bundesministerium für Bildung und Forschung (BMBF) and GSI Helmholtzzentrum für Schwerionenforschung GmbH, Germany; General Secretariat for Research and Technology, Ministry of Education, Research and Religions, Greece; National Research Development and Innovation Office, Hungary; Department of Atomic Energy, Government of India (DAE), Department of Science and Technology, Government of India (DST), University Grants Commission, Government of India (UGC) and Council of Scientific and Industrial Research (CSIR), India; Indonesian Institute of Science, Indonesia; Centro Fermi - Museo Storico della Fisica e Centro Studi e Ricerche Enrico Fermi and Istituto Nazionale di Fisica Nucleare (INFN), Italy; Institute for Innovative Science and Technology, Nagasaki Institute of Applied Science (IIST), Japan Society for the Promotion of Science (JSPS) KAKENHI and Japanese Ministry of Education, Culture, Sports, Science and Technology (MEXT), Japan; Consejo Nacional de Ciencia y Tecnología (CONACYT), through Fondo de Cooperación Internacional en Ciencia y Tecnología (FONCICYT) and Dirección General de Asuntos del Personal Académico (DGAPA), Mexico; Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO), Netherlands; The Research Council of Norway, Norway; Commission on Science and Technology for Sustainable Development in the South (COMSATS), Pakistan; Pontificia Universidad Católica del Perú, Peru; Ministry of Science and Higher Education and National Science Centre, Poland; Korea Institute of Science and Technology Information and National Research Foundation of Korea (NRF), Republic of Korea; Ministry of Education and Scientific Research, Institute of Atomic Physics and Ministry of Research and Innovation and Institute of Atomic Physics, Romania; Joint Institute for Nuclear Research (JINR), Ministry of Education and Science of the Russian Federation, National Research Centre Kurchatov Institute, Russian Science Foundation and Russian Foundation for Basic Research, Russia; Ministry of Education, Science, Research and Sport of the Slovak Republic, Slovakia; National Research Foundation of South Africa, South Africa; Swedish Research Council (VR) and Knut & Alice Wallenberg Foundation (KAW), Sweden; European Organization for Nuclear Research, Switzerland; National Science and Technology Development Agency (NSDTA), Suranaree University of Technology (SUT) and Office of the Higher Education Commission under NRU project of Thailand, Thailand; Turkish Atomic Energy Agency (TAEK), Turkey; National Academy of Sciences of Ukraine, Ukraine; Science and Technology Facilities Council (STFC), United Kingdom; National Science Foundation of the United States of America (NSF) and United States Department of Energy, Office of Nuclear Physics (DOE NP), United States of America.

References

[1] M. Dasgupta, F.A. Dreyer, G.P. Salam, G. Soyez, Inclusive jet spectrum for small-radius jets, J. High Energy Phys. 06 (2016).
[2] L. Asquith, et al., Jet Substructure at the Large Hadron Collider: Experimental Review.
[3] CMS Collaboration, A.M. Sirunyan, et al., Measurement of jet substructure observables in $p\bar{p}$ events from proton-proton collisions at $\sqrt{s} = 13$ TeV, Phys. Rev. D 98 (9) (2018), arXiv:1808.07340 [hep-ex].
[4] A.J. Larkoski, I. Moul, B. Nachman, Jet substructure at the large hadron collider: a review of recent advances in theory and machine learning, arXiv:1709.04464 [hep-ph].
[5] K.J. Eskola, H. Paukkunen, C.A. Salgado, Nuclear PDFs at NLO - status report and review of the EPS09 results, Nucl. Phys. A 855 (2011).
[6] A. Majumder, M. Van Leeuwen, The theory and phenomenology of perturbative QCD based jet quenching, Prog. Part. Nucl. Phys. A 66 (2011).
[7] ALICE Collaboration, J. Adam, et al., Measurement of jet quenching with semi-inclusive hadron+jet distributions in central Pb–Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, J. High Energy Phys. 09 (2015).
[8] STAR Collaboration, L. Adamczyk, et al., Measurements of jet quenching with semi-inclusive hadron+jet distributions in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV, Phys. Rev. C 96 (2) (2017).
[9] CMS Collaboration, A.M. Sirunyan, et al., Study of jet quenching with $Z$ + jet correlations in Pb–Pb and pp collisions at $\sqrt{s_{NN}} = 5.02$ TeV, Phys. Rev. Lett. 119 (8) (2017).
[10] ATLAS Collaboration, M. Aaboud, et al., Measurement of photon–jet transverse momentum correlations in 5.02 TeV Pb + Pb and pp collisions with ATLAS, Phys. Lett. B 789 (2019).
ALICE Collaboration, S. Acharya, et al., Performance of the ALICE experiment at the CERN LHC, Int. J. Mod. Phys. A 29 (2014).

ALICE Collaboration, B. Abelev, et al., Charged jet cross sections and properties of proton-proton collisions at √s = 7 TeV, Phys. Rev. D 81 (2015).

ALICE Collaboration, E. Abbas, et al., Performance of the ALICE VZERO system, J. Instrum. 8 (2013).

ALICE Collaboration, K. Aamodt, et al., Alignment of the ALICE inner tracking system with cosmic-ray tracks, J. Instrum. 5 (2010).

ALICE Collaboration, J. Adam, et al., Measurement of the jet suppression in central Pb–Pb collisions at √sNN = 2.76 TeV, Phys. Lett. B 746 (2015).

ALICE Collaboration, B. Abelev, et al., Centrality dependence of charged particle production at large transverse momentum in Pb–Pb collisions at √sNN = 2.76 TeV, Phys. Lett. B 720 (2013).

M. Cacciari, G.P. Salam, G. Soyez, The anti-kT jet clustering algorithm, J. High Energy Phys. 04 (2008).

M. Cacciari, G.P. Salam, G. Soyez, Fastjet user manual, Eur. Phys. J. C 72 (2012).

P. Berta, M. Spousta, D.W. Miller, R. Leitner, Particle-level pileup subtraction for jets and jet shapes, J. High Energy Phys. 06 (2014).

S. Catani, V. Dokshitzer, M. Seymour, B. Webber, Longitudinally-invariant kT-clustering algorithms for hadron-hadron collisions, Nucl. Phys. B 406 (1) (1993).

M. Cacciari, G.P. Salam, Dispelling the n myth for the kT-jet-finder, Phys. Lett. B 641 (1) (2006).

Yu.L. Dokshitzer, G.D. Leder, S. Moretti, B.R. Webber, Better jet clustering algorithms, J. High Energy Phys. 08 (1997).

R. Brun, F. Bruyant, M. Maire, A.C. McPherson, P. Zarain, GEANT3 User’s Guide, CERN Data Handling Division DD/EE-84/1, 1985.

RooUnfold http://hepunx.rl林.ac.uk/~adye/software/unfold/RooUnfold.html.

J. Bellin, et al., Herwig 7.0/Herwig++ 3.0 release note, Eur. Phys. J. C 76 (4) (2016), arXiv:1512.01178 [hep-ph].

S. Frixione, P. Nason, C. Oleari, Matching NLO QCD computations with parton shower simulations: the POWHEG method, J. High Energy Phys. 0711 (2007).

T. Sjostrand, S. Ask, J.R. Christiansen, R. Corke, N. Desat, P. Ilten, S. Mrenna, S. Prestel, C.O. Rasmussen, PZ Skands, An introduction to PYTHIA 8.1, Comput. Phys. Commun. 191 (2015).

K. Zapp, G. Ingelman, J. Rathman, J. Stachel, U.A. Wiedemann, A Monte Carlo model for ‘jet quenching’, Eur. Phys. J. C 60 (2009).

J. Casalderrey-Solana, D.C. Gulhan, J.G. Milhano, D. Pablos, R. Rajagopalan, Jet quenching within a hybrid strong/weak coupling approach, Nucl. Phys. A 931 (2014).

R. Kunnawalkam Elayavalli, K.C. Zapp, Medium response in JEWEL and its impact on jet shape observables in heavy ion collisions, J. High Energy Phys. 07 (2017).

R. Baier, Yu.L. Dokshitzer, S. Peigné, D. Schiff, Induced gluon radiation in a QCD medium, Phys. Lett. B 345 (1994).

R. Baier, D. Schiff, B.G. Zakharov, Energy loss in perturbative QCD, Annu. Rev. Nucl. Part. Sci. 50 (2000).
103 Physik Department, Technische Universität München, Munich, Germany
104 Politecnico di Bari, Bari, Italy
105 Research Division and Extreme Matter Institute EMMI, GSI Helmholtzzentrum für Schwerionenforschung GmbH, Darmstadt, Germany
106 Rudjer Bošković Institute, Zagreb, Croatia
107 Russian Federal Nuclear Center (VNIIEF), Sarov, Russia
108 Saha Institute of Nuclear Physics, Homi Bhabha National Institute, Kolkata, India
109 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
110 Sección Física, Departamento de Ciencias, Pontificia Universidad Católica del Perú, Lima, Peru
111 Shanghai Institute of Applied Physics, Shanghai, China
112 St. Petersburg State University, St. Petersburg, Russia
113 Stefan Meyer Institut für Subatomare Physik (SMI), Vienna, Austria
114 SUBATECH, IMT Atlantique, Université de Nantes, CNRS-IN2P3, Nantes, France
115 Suranaree University of Technology, Nakhon Ratchasima, Thailand
116 Technical University of Košice, Košice, Slovakia
117 Technische Universität München, Excellence Cluster ‘Universe’, Munich, Germany
118 The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Cracow, Poland
119 The University of Texas at Austin, Austin, TX, United States
120 Universidad Autónoma de Sinaloa, Culiacán, Mexico
121 Universidade de São Paulo (USP), São Paulo, Brazil
122 Universidad Estadual de Campinas (UNICAMP), Campinas, Brazil
123 Universidade Federal do ABC, Santo André, Brazil
124 University College of Southeast Norway, Tonsberg, Norway
125 University of Cape Town, Cape Town, South Africa
126 University of Houston, Houston, TX, United States
127 University of Jyväskylä, Jyväskylä, Finland
128 University of Liverpool, Liverpool, United Kingdom
129 University of Science and Technology of China, Hefei, China
130 University of Tennessee, Knoxville, TN, United States
131 University of the Witwatersrand, Johannesburg, South Africa
132 University of Tokyo, Tokyo, Japan
133 University of Tsukuba, Tsukuba, Japan
134 Université Clermont Auvergne, CNRS/IN2P3, LPC, Clermont-Ferrand, France
135 Université de Lyon, Université Lyon 1, CNRS/IN2P3, IPN-Lyon, Villeurbanne, Lyon, France
136 Université de Strasbourg, CNRS, IPHC UMR 7178, F-67000 Strasbourg, France
137 Université Paris-Saclay Centre d’Etudes de Saclay (CEA), IFPU, Département de Physique Nucléaire (DPhN), Saclay, France
138 Università degli Studi di Foggia, Foggia, Italy
139 Università degli Studi di Pavia, Pavia, Italy
140 Università di Brescia, Brescia, Italy
141 Variable Energy Cyclotron Centre, Homi Bhabha National Institute, Kolkata, India
142 Warsaw University of Technology, Warsaw, Poland
143 Wayne State University, Detroit, MI, United States
144 Westfälische Wilhelms-Universität Münster, Institut für Kernphysik, Münster, Germany
145 Wigner Research Centre for Physics, Hungarian Academy of Sciences, Budapest, Hungary
146 Yale University, New Haven, CT, United States
147 Yonsei University, Seoul, Republic of Korea

i Deceased.
ii Dipartimento DET del Politecnico di Torino, Turin, Italy.
iii M.V. Lomonosov Moscow State University, D.V. Skobeltsyn Institute of Nuclear Physics, Moscow, Russia.
iv Department of Applied Physics, Aligarh Muslim University, Aligarh, India.
v Institute of Theoretical Physics, University of Wroclaw, Poland.