Reduction of colored noise in excitable systems to white noise and dynamic boundary conditions
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In this study we derive an analytical expression for the transfer function of the leaky integrate-and-fire (LIF) neuron model exposed to synaptic filtering. To this end we first develop a general framework that reduces a first order stochastic differential equation driven by fast colored noise to an effective system driven by white noise. A perturbation expansion in the ratio of the time scale of the noise to the time scale of the system, combined with boundary layer theory reduces the two-dimensional Fokker-Planck equation to a one-dimensional effective system with dynamic boundary conditions. Finally, we solve the effective system of the LIF neuron model using analogies to the quantum harmonic oscillator.
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1. INTRODUCTION

For the leaky integrate-and-fire neuron model exposed to white noise the transfer function has been derived analytically [1, 2]. The transfer function to linear order characterizes the modulation of the resulting firing rate in response to a current injection. Upon arrival of an incoming synaptic event, the shape of a postsynaptic potential is known to exhibit a small but finite rise-time, rather than showing an immediate and finite jump. This rising flank has experimentally been related to the probability of spike emission in cat motoneurons [3] and is crucial for the propagation of synchronous activity in feed-forward networks of model neurons [4]. The corresponding decay time of a few milliseconds of postsynaptic currents amounts to the synaptic noise not being white, but rather having higher power at low frequencies. The governing Fokker-Planck equation is two-dimensional, which hinders the derivation of an analytical expression for the transfer function. However, analytical results were found in the low as well as in the high frequency limit [5, 6]. The main finding is that the response amplitude of model neurons exposed to filtered synaptic noise does not decay to zero in the high frequency limit, in contrast to the white noise case.

We here overcome the technical difficulties of the specific problem by using a general method of reduction to a one-dimensional effective system (Section 2): First, we determine the outer solution to the free two-dimensional Fokker-Planck problem using a perturbation ansatz in the ratio of the time scale of the noise to the time scale of the system. The probability flux due to the higher order terms can be summarized as the flux of an effective system driven by white-noise (Section 2.2). Second, we show that the two-dimensional problem has a boundary layer solution close to the absorbing boundary given by the threshold of the neuron. The effective system obeys time dependent boundary conditions determined by matching the outer solution to this boundary layer solution (Section 2.3).

In the subsequent sections we exemplify the theory by deriving the stationary firing rate (Section 3.1 and Section 3.2) in line with earlier found solutions [6]. Further, we revisit the transfer function for the LIF models without synaptic filtering and simplify the derivation by exploiting analogies between the one-dimensional Fokker-Planck equation and the quantum harmonic oscillator (Section 3.3). Combining the general reduction and the simplified treatment of the white noise system reveals an analytical expression for the filtered noise transfer function valid up to moderate frequencies (Section 3.4). This finally enables a detailed discussion on how synaptic noise modulates the shape of the transfer function.

2. EFFECTIVE DIFFUSION

2.1. Effective diffusion: a heuristic argument

Consider the pair of coupled stochastic differential equations (SDE) with a slow component $y$ with time scale $\tau$ driven by a fast Ornstein-Uhlenbeck process $z$ with time scale $\tau_s$. In dimensionless time $s = t/\tau$ and with $k = \sqrt{\tau_s/\tau}$ relating the two scales we have
\[ \partial_s y = f(y, s) + \frac{z}{k} \]
\[ k \partial_s z = -\frac{z}{k} + \xi, \]

with a unit variance white noise \( \langle \xi(s + u) \xi(s) \rangle = \delta(u) \). We are interested in the case \( \tau_s \ll \tau \) and start with a heuristic argument on how to map the system of coupled SDEs to a single diffusion equation. The subsequent sections will detail this mapping. The autocorrelation function of \( z \) is (see Appendix A)

\[ \langle z(s)z(s + s') \rangle = \frac{1}{2} e^{-|s'|/k^2} \]

with time scale \( k^2 \propto \tau_s \). Since \( y \) integrates \( z \) on a time scale \( \tau \gg \tau_s \), the effective quantity determining the variance of \( y \) is the integral of the autocorrelation function of \( z \)

\[ \int \frac{1}{2} e^{-|s'|/k^2} ds = k^2. \]

We can compare this result to the limit \( k \to 0 \), i.e. the adiabatic approximation of (1), where \( z(s) \) follows \( \xi(s) \) instantaneously. Thus \( z(s) = k\xi(s) \) becomes a white noise with autocorrelation \( k^2\delta(s) \), yielding the same integral of the autocorrelation as for finite \( \tau_s \) (2). Therefore the slow component \( y \) effectively obeys the one-dimensional SDE

\[ \partial_s y = f(y, s) + \xi(s). \]

### 2.2. Effective diffusion: a formal derivation

We will now formalize the preceding heuristic argument. In order to derive an effective one-dimensional diffusion equation for the component \( y \) and to obtain a formulation in which we can include the treatment of absorbing boundary conditions, we consider the Fokker-Planck equation

\[ k^2 \partial_s P = \partial_z \left( \frac{1}{2} \partial_z + z \right) P - k^2 \partial_y S_y P, \]

where \( P(y, z, s) \) denotes the probability density and

\[ S_y = f(y, s) + \frac{z}{k} \]

is the probability flux in \( y \)-direction. In order to obtain a perturbation expansion in terms of simple eigenfunctions of the \( z \)-dependent fast part of the Fokker-Planck operator, we factor-off its stationary solution so that \( P(y, z, s) = Q(y, z, s) \frac{e^{-z^2}}{\sqrt{\pi}} \). Inserting the product into (3), the chain rule suggests the definition of a new differential operator \( L \) acting on \( Q \) by observing

\[ \partial_z e^{-z^2} \circ = e^{-z^2} (\partial_z - 2z) \circ \]

and

\[ \left( \frac{1}{2} \partial_z + z \right) e^{-z^2} \circ = e^{-z^2} \left( \frac{1}{2} \partial_z - z + z \right) \circ = e^{-z^2} \frac{1}{2} \partial_z \circ \]

so compactly

\[ \partial_z \left( \frac{1}{2} \partial_z + z \right) e^{-z^2} \circ = e^{-z^2} \left( \frac{1}{2} \partial_z - z \right) \partial_z \circ \equiv e^{-z^2} L \circ. \]

Expressed in \( L \) the Fokker-Planck equation (3) transforms to

\[ k^2 \partial_s Q = LQ - k z \partial_y Q - k^2 \partial_y f(y, s) Q. \]

In the following we refer to \( Q \) as the outer solution, since initially we do not consider the boundary conditions. We aim at an effective Fokker-Planck equation for the \( z \)-marginalized solution \( \tilde{Q}(y, s) = \int dz \frac{e^{-z^2}}{\sqrt{\pi}} Q(y, z, s) \) that is correct
up to linear order in $k$. This is equivalent to knowing the first order correction to the marginalized probability flux $\nu_y(y, s) \equiv \int dz \frac{e^{-z^2}}{\sqrt{\pi}} S_y Q(y, z, s)$. Due to the form of (4) this requires calculation of $Q$ up to second order in $k$. In addition we keep only those terms that contribute to the zeroth and first order of $\nu_y(y, s)$. Inserting the perturbation ansatz

$$Q(y, z, s) = \sum_{n=0}^{2} k^n Q^{(n)}(y, z, s) + O(k^3)$$

into (6) we obtain

$$LQ^{(0)} = 0$$
$$LQ^{(1)} = z \partial_y Q^{(0)}$$
$$LQ^{(2)} = \partial_y Q^{(0)} + z \partial_y Q^{(1)} + \partial_y f Q^{(0)}.$$

Noting the property $Lz^n = \frac{1}{2} n(n-1)z^{n-2} - nz^n$, we see that the lowest order does not imply any further constraints on the $z$-independent solution $Q^{(0)}(y, s)$, which must be consistent with the solution to the one-dimensional Fokker-Planck equation corresponding to the limit $k \to 0$ of (1). With $Lz = -z$ the relevant part for the first order is

$$Q^{(1)}(y, z, s) = Q^{(1)}_0(y, s) - z \partial_y Q^{(0)}(y, s),$$

where we have the freedom to choose a function $Q^{(1)}_0(y, s)$ so far not constrained further except being independent of $z$, due to $L1 = 0$. To generate the term linear in $z$ on the right hand side of the second order in (8), we need a term $-z \partial_y Q^{(1)}$. The terms constant in $z$ require contributions proportional to $z^2$, because $Lz^2 = -2z^2 + 1$. However, they can be dropped right away, because terms $\propto k^2 z^2$ only contribute to the correction of the flux in order of $k^2$, while their contribution to the first order resulting from the application of the $\propto k^{-1}$ term in (4) vanishes after marginalization. For the same reason the homogeneous solution $Q^{(2)}_0(y, s)$ can be dropped. Hence the relevant part of the second order solution is

$$Q^{(2)}(y, z, s) = -z \partial_y Q^{(1)}(y, s) + \text{terms causing } \nu_y \propto O(k^2).$$

Inserting (9), we also omit the term $z^2 \partial_y^2 Q^{(0)}$ as it is again $\propto k^2 z^2$ and are left with

$$Q(y, z, s) = Q^{(0)}(y, s) + kQ^{(1)}_0(y, s) - k z \partial_y Q^{(0)}(y, s) - k^2 z \partial_y Q^{(1)}_0(y, s) + \text{terms causing } \nu_y \propto O(k^2).$$

Calculating the resulting flux marginalized over the fast variable $z$ amounts to deriving the form of the effective flux operator acting on the slow, $y$-dependent component. With (10) this results in

$$\nu_y(y, s) = \int dz \frac{e^{-z^2}}{\sqrt{\pi}} S_y Q$$
$$= \left( f(y, s) - \frac{1}{2} \partial_y \right) \left( Q^{(0)}(y, s) + kQ^{(1)}_0(y, s) \right) + O(k^2),$$

where we used $\int dz \frac{e^{-z^2}}{\sqrt{\pi}} = 1$ and $\int dz \frac{z e^{-z^2}}{\sqrt{\pi}} = \frac{1}{2}$. We recognize that $f(y, s) - \frac{1}{2} \partial_y$ is the flux operator of a one-dimensional system driven by unit variance white noise and

$$\widetilde{P}(y, s) \equiv Q^{(0)}(y, s) + kQ^{(1)}_0(y, s)$$

corresponds to the marginalization of the relevant terms in (10) over $z$, whereby the terms linear in $z$ vanish. Note that in (10) the higher order terms in $k$ appear due to the operator $k z \partial_y$ in (6) that couples the $z$ and $y$ coordinate. Eq. (11) shows that these terms cause an effective flux that only depends on the $z$-marginalized solution $\widetilde{P}(y, s)$. This allows us to obtain the time evolution by applying the continuity equation to the effective flux (11) yielding the effective Fokker-Planck equation

$$\partial_s \widetilde{P} = -\partial_y \nu_y(y, s)$$
$$= \partial_y \left( -f(y, s) + \frac{1}{2} \partial_y \right) \widetilde{P}. $$
For specific boundary conditions given by the physics of the system, we need to determine the corresponding boundary condition for the marginalized density. This amounts to determining the boundary condition for \(Q_0^{(1)}\), because we assume the one-dimensional white noise problem to be exactly solvable and hence the boundary value of \(Q_0^{(0)}\) to be known. Effective Fokker-Planck equations have been derived earlier [8–12], but these approaches have been criticized for lacking a proper treatment of the boundary conditions [13]. In the framework introduced in [6, 13, 14], boundary conditions are deduced using boundary layer theory for the two-dimensional Fokker-Planck equation. In the next section we extend this framework to the transient case.

2.3. Effective boundary conditions

For the dynamics (1) with an absorbing boundary at \(y = \theta\), the flux vanishes for all points \((\theta, z)\) along the border with negative velocity in \(y\)-direction; these are given by \(f(\theta, s) + \frac{\nu}{k} < 0\). Thus, the boundary condition lives on a half line in \(y, z\)-space. This suggests, a translation of the \(z\) coordinate to

\[ z + kf(\theta, s) \rightarrow z, \tag{14} \]

so that \(S_y = f(y, s) - f(\theta, s) + \frac{\nu}{k}\) is the flux operator in \(y\)-direction (4) in the new coordinate \(z\). The boundary condition at threshold then takes the form

\[ 0 = \frac{z}{k} Q(\theta, z, s) \quad \forall z < 0 \tag{15} \]

and it follows that

\[ Q(\theta, z, s) = 0 \quad \forall z < 0. \tag{16} \]

If, after absorption by the boundary, the system is reset to a smaller value by assigning \(y \leftarrow R\), this corresponds to the flux escaping at threshold being re-inserted at reset. The corresponding boundary condition is

\[ \nu_y(\theta, z, s) = S_y Q(\theta, z, s) = S_y (Q(R+, z, s) - Q(R-, z, s)). \]

With (15) it follows that

\[ \left( f(R, z, s) - f(\theta, z, s) + \frac{z}{k} \right) (Q(R+, z, s) - Q(R-, z, s)) = 0 \quad \forall z < 0, \]

from which we conclude

\[ 0 = Q(R+, z, s) - Q(R-, z, s) \quad \forall z < 0. \tag{17} \]

This boundary conditions allows a non-continuous marginalized solution at reset and enables us to deduce the value for the jump of the marginalized density (12). Due to the time dependence of the coordinate \(z\) (14) the Fokker-Planck equation (3) with the time derivative of the density \(\partial_s P(y, z(s), s) = \partial_s P - k(\partial_s f(\theta, s)) \partial_z P\) transforms to

\[ k^2 \partial_s P = \partial_z \left( \frac{1}{2} \partial_z + z - kf(\theta, s) \right) P - k^2 \partial_y f(y, s) - f(\theta, s) + \frac{z}{k} P - k^3 \partial_s f(\theta, s) \partial_z P. \tag{18} \]

With \(P = \frac{\nu - \frac{z^2}{2}}{\sigma^2}\) we obtain

\[ k^2 \partial_s Q = LQ - k z \partial_s Q \quad \tag{19} \]

\[ + k \left[ f(\theta, s)(2z - \partial_z) - k \partial_y (f(y, s) - f(\theta, s)) \right] Q \]

\[ + k^3 (\partial_s f(\theta, s))(2z - \partial_z) Q. \]

The last term originating from the time dependence of \(f\) is of third order in \(k\) and will therefore be neglected in the following. To derive the boundary condition for the effective diffusion, we need to describe the behavior of the original system near these boundaries by transforming to either of the two shifted and scaled coordinates \(r = \frac{\nu - (\theta, R)}{\sigma}\). To treat the reset condition analogously to the condition at threshold, we introduce two auxiliary functions \(Q^+\) and \(Q^-\): here \(Q^+\) is a continuous solution of (19) on the whole domain and, above reset, agrees to the solution that obeys the
boundary condition at reset. Correspondingly, the continuous solution $Q^-$ agrees to the searched-for solution below reset. Due to linearity of (19) also

$$Q^B(r, z, s) \equiv \begin{cases} Q(y(r), z, s) & \text{at threshold} \\ Q^+(y(r), z, s) - Q^-(y(r), z, s) \equiv \Delta Q(y(r), z, s) & \text{at reset} \end{cases}$$

is a solution. With this definition, the two boundary conditions (16) and (17) take the same form $Q^B(0, z, s) = 0 \ \forall z < 0$. The coordinate $r$ zooms into the region near the boundary and changes the order in $k$ of the interaction term $-k z \partial_y Q$ between the $y$ and the $z$ component from first to zeroth order, namely

$$k^2 \partial_y Q^B = LQ^B - z \partial_y Q^B + k [f(\theta, s)(2z - \partial_z) - \partial_r (f(kr + \theta, R), s) - f(\theta, s))] Q^B + O(k^3).$$

(20)

With a perturbation ansatz in $k$, i.e. $Q^B = \sum_{n=0}^1 k^n Q^{B(n)} + O(k^2)$, we obtain

$$LQ^{B(0)} - z \partial_y Q^{B(0)} = 0 \quad (21)$$

$$LQ^{B(1)} - z \partial_y Q^{B(1)} = [f(\theta, s)(2z - \partial_z) - \partial_r (f(kr + \theta, R), s) - f(\theta, s))] Q^{B(0)}. \quad (22)$$

The boundary layer solution must match the outer solution. Since the outer solution varies only weakly on the length scale of $r$, a first order Taylor expansion of the outer solution at the boundary yields the matching condition

$$Q^B(r, z, s) = \begin{cases} Q(\theta, z, s) + kr \partial_y Q(\theta, z, s) & \text{at threshold} \\ \Delta Q(R, z, s) + kr \partial_y \Delta Q(R, z, s) & \text{at reset} \end{cases}$$

(23)

To zeroth order in $k$ we hence have

$$Q^{B(0)}(0, z, s) = 0,$$ 

(24)

because the white noise system with $k = 0$ has a vanishing density at threshold and is continuous at reset. Together with the homogeneous partial differential equation (21) this implies $Q^{B(0)} = 0$ everywhere. To perform the matching of the first order of (23) we need to express the outer solution in the shifted coordinate $z$ (14). The first order of the perturbation expansion (7) of the outer solution expressed in the new coordinate (14) has a vanishing correction term $f(\theta, s) \frac{2Q^{(0)}(y,s)}{\partial_z} = 0$. We can therefore insert (9) into (23) to obtain

$$Q^{B(1)}(r, z, s) = \begin{cases} Q_0^{(1)}(\theta, s) - z \partial_y Q^{(0)}(\theta, s) + r \partial_y Q^{(0)}(\theta, s) & \text{at threshold} \\ \Delta Q_0^{(1)}(R, s) - z \partial_y \Delta Q^{(0)}(R, s) + r \partial_y \Delta Q^{(0)}(R, s) & \text{at reset} \end{cases}$$

(25)

At threshold (25) can be simplified to

$$Q^{B(1)}(r, z, s) = Q_0^{(1)}(\theta, s) + 2 \nu^{(0)}(\theta, s)(z - r),$$

(26)

where we again exploit that $Q^{(0)}(\theta, s) = 0$ in the white noise system and therefore $\partial_y Q^{(0)}(\theta, s) = -2(-\frac{1}{2} \partial_y + f(\theta, s)) Q^{(0)}(\theta, s) = -2 \nu^{(0)}(\theta, s)$. Here $\nu^{(0)}(\theta, s)$ is the instantaneous flux at the boundary of the white noise system. At reset (25) takes the form

$$Q^{B(1)}(r, z, s) = \Delta Q_0^{(1)}(R, s) + 2 \nu^{(0)}(\theta, s)(z - r),$$

(27)

where we again use the continuity $\Delta Q^{(0)}(R, s) = Q^{(0)}(y, s)\big|_{y=R^+} - Q^{(0)}(y, s)\big|_{y=R^-} = 0$ of the white noise system at reset and therefore $\partial_y \Delta Q^{(0)}(R, s) = \partial_y Q^{(0)}(y, s)\big|_{y=R^+} - \partial_y Q^{(0)}(y, s)\big|_{y=R^-} = -2 \nu^{(0)}(\theta, s)$.
2.3.1. Half-range expansion

Using (24) the first order solution (22) must satisfy

$$LQ^{B(1)} - z\partial_z Q^{B(1)} = 0.$$  \hspace{1cm} (28)

With the definitions $v = \sqrt{2}r$, $w = \sqrt{2}z$, and $g(v, w, s) = Q^{B(1)}(r, z, s)$, equation (28) takes the form

$$\left(\partial_w^2 - w\partial_w\right) g(v, w, s) = w\partial_v g(v, w, s).$$

Note that the time argument plays the role of a parameter here, since the time derivatives in (19) and (20) are of higher order in $k$. With the absorbing boundary condition $g(0, w, s) = 0$ for $w < 0$, following at threshold from (16) and at reset from (17), the solution not growing faster than linear in $v \to -\infty$ is given by Kłosek and Hagan [13, B.11]

$$g(v, w, s) = \frac{C(s)}{\sqrt{2}} \left(\frac{\alpha}{\sqrt{2}} + w - v + \sqrt{2} \sum_{n=1}^{\infty} b_n(w/\sqrt{2}) e^{\sqrt{n}v}\right)$$  \hspace{1cm} (29)

with $\alpha = \sqrt{2}|\zeta(\frac{1}{2})|$ given by Riemann’s $\zeta$-function and $b_n$ proportional to the $n$-th Hermitian polynomial. The constant $\alpha$ defined here follows the notation used in Fourcaud and Brunel [6] and differs by a factor of $\sqrt{2}$ from the notation in Kłosek and Hagan [13, B.11]. At threshold and in the original coordinates we equate (29) to (26) which reads

$$Q_0^{(1)}(y, s) + 2\nu_y^{(0)}(\theta, s)(z - r) = C(s) \left(\frac{\alpha}{2} + z - r + \sum_{n=1}^{\infty} b_n(z) e^{\sqrt{2}nr}\right).$$

The term proportional to $(z - r)$ fixes the time dependent function $C(s) = 2\nu_y^{(0)}(\theta, s)$. The exponential term on the right hand side has no equivalent term on the left hand side. It varies on a small length scale inside the boundary layer, while the terms on the left hand side originate from the outer solution, varying on a larger length scale. Therefore the exponential term can not be taken into account and the term proportional to $\alpha$ fixes the boundary value

$$Q_0^{(1)}(\theta, s) = \alpha\nu_y^{(0)}(\theta, s).$$  \hspace{1cm} (30)

At reset we equate (29) and (27) and consider the left-sided limit $y \uparrow R$ ensuring $r < 0$, which is sufficient to determine the value of $\Delta Q(R, s)$. We obtain

$$\Delta Q_0^{(1)}(R, s) + 2\nu_y^{(0)}(\theta, s)(z - r) = C(s) \left(\frac{\alpha}{2} + z - r + \sum_{n=1}^{\infty} b_n(z) e^{\sqrt{2}nr}\right),$$

so that we find the jump of the outer solution at reset $\Delta Q_0^{(1)}(R, s) = Q_0^{(1)}(y, s)\bigg|_{y=R+}^{y=R-} = \alpha\nu_y^{(0)}(\theta, s)$. This concludes the central argument of the general theory: The effective Fokker-Planck equation (13) has the time-dependent boundary conditions

$$\begin{align*}
P(\theta, s) &= Q^{(0)}(\theta, s) + kQ^{(1)}(\theta, s) = k\alpha\nu_y^{(0)}(\theta, s) \quad \text{(31)}
\end{align*}$$

$$\begin{align*}
P(y, s)|_{R+} &= Q^{(0)}(y, s) + k \left.Q^{(1)}(y, s)\right|_{R-} = k\alpha\nu_y^{(0)}(\theta, s),
\end{align*}$$

reducing the colored noise problem to the solution of a one-dimensional Fokker-Planck equation, for which standard methods are available [7].

3. EXAMPLE: LIF NEURON MODEL

We now apply the general formalism to the leaky integrate-and-fire (LIF) neuron model, revealing a novel analytical expression for the transfer function for the case that the synaptic noise is filtered.
3.1. The LIF model: the harmonic oscillator of neuroscience

The membrane potential $V$ of the LIF neuron model without synaptic filtering (white noise) evolves according to the differential equation

$$\tau \dot{V} = -V + \mu + \sigma \sqrt{\tau} \xi(t), \quad (32)$$

where $\tau$ is the membrane time constant and the input is described by mean $\mu$ and variance $\sigma^2$ in diffusion approximation. If $V$ reaches the threshold $\theta$ the membrane potential is reset to a smaller value $V \leftarrow R$. The corresponding Fokker-Planck equation is

$$\partial_t P(V, t) = -\partial_V \varphi(V, t) \quad \varphi(V, t) \equiv \left( -\frac{1}{\tau} (V - \mu) - \frac{1}{2} \frac{\sigma^2}{\tau} \partial_V \right) P(V, t). \quad (33)$$

In dimensionless coordinates it takes the form

$$\partial_s \rho(x, s) = -\partial_x (-x - \partial_x) \rho(x, s) \equiv S_0 \rho(x, s), \quad (34)$$

where $x = \sqrt{\frac{V - \mu}{\sigma^2}}$, $s = t/\tau$, $\rho(x, s) \equiv \frac{\sigma}{\sqrt{\tau}} P(V, t)$ and $S_0$ is the probability flux operator. The Fokker-Planck operator $L_0$ is not Hermitian. However, we can transform the operator to a Hermitian form, for which standard solutions are available. We therefore follow Risken [7, p. 134, eq. 6.9] and apply a transformation that is possible whenever the Fokker-Planck equation possesses a stationary solution $\bar{\rho}_0$ (here $\bar{\rho}_0 = e^{-\frac{x^2}{2}}$ is the stationary solution of (34) if threshold and reset are absent). We define a function $u(x) = e^{-\frac{1}{2} x^2} = \sqrt{\rho_0(x)}$ and observe that it fulfills the following relations

$$\partial_x u(x) = u(x) \left( -\frac{1}{2} x + \partial_x \right) \equiv -a^\dagger \quad \partial_x u(x) = u(x) \left( \frac{1}{2} x + \partial_x \right) \equiv a. \quad (35)$$

Here we defined the operators

$$a \equiv \frac{1}{2} x + \partial_x \quad (36)$$

$$a^\dagger \equiv \frac{1}{2} x - \partial_x = x - a$$

that fulfill the commutation relation

$$[a, a^\dagger] = aa^\dagger - a^\dagger a = 1. \quad (37)$$

Hence, writing $\rho(x, s) = u(x) q(x, s)$, the flux operator $S_0$ and the Fokker-Planck operator $L_0$ transform to

$$S_0 u \circ = (-x - \partial_x) u \circ = -ua \circ \quad (38)$$

$$L_0 u \circ = \partial_x (x + \partial_x) u \circ = -ua^\dagger a \circ .$$

The Fokker-Planck equation (34) can then be expressed in terms of $a^\dagger$ and $a$ as

$$\partial_s q(x, s) = -a^\dagger a q(x, s) \quad (39)$$

$$= (\partial_x^2 - \frac{1}{4} x^2 + \frac{1}{2}) q(x, s).$$
The right hand side is the Hamiltonian of the quantum harmonic oscillator. Note, however, that the \( i \hbar \) is missing on the left hand side. The operator now is Hermitian and the eigenfunctions of \( a^\dagger a \) form a complete orthogonal set. In the stationary case, the probability flux between reset \( x_R \) and threshold \( x_\theta \) (with \( x_{(\theta,R)} = \sqrt{\xi(\theta,R) - \mu} \)) is constant \( (\tau \nu_0) \), whereas it vanishes below \( x_R \) and above \( x_\theta \). With (38) the flux takes the form

\[
-uaq_0 = \tau \nu_0 H(x - x_R)H(x_\theta - x).
\]

The homogeneous solution \( aq_h = (\partial_x + \frac{1}{2} x)q_h(x) = 0 \) is \( q_h(x) = u(x) \). Hence, the full solution satisfying the white noise boundary condition \( q_0(x_\theta) = 0 \) is

\[
q_0(x) = \tau \nu_0 u(x) \int_{x_{\max(x,x_R)}}^{x_\theta} u^{-1}(x')u^{-1}(x) \, dx'.
\]

Consequently, the solution in terms of the density \( \rho \) is \( \rho_0(x) = u(x)q_0(x) = \tau \nu_0 e^{-\frac{x^2}{2}} \int_{x_{\max(x,x_R)}}^{x_\theta} e^{\frac{x'^2}{2}} \, dx' \), in agreement with [15, eq. 19]. We determine the (as yet arbitrary) constant \( \nu_0 \) from the normalization condition \( 1 = \int \rho(x) \, dx \) as

\[
(\tau \nu_0)^{-1} = \int_{-\infty}^{x_\theta} \rho(x) \, dx = \int_{-\infty}^{x_\theta} e^{-\frac{x^2}{2}} \int_{x_{\max(x,x_R)}}^{x_\theta} e^{\frac{x'^2}{2}} \, dx' \, dx
\]

\[
= 2 \int_{-\infty}^{y_0} e^{-\frac{y^2}{2}} \int_{y_{\max(y,y_R)}}^{y_0} e^{\frac{u^2}{2}} \, du \, dy,
\]

where in the last step we substituted \( y = x/\sqrt{\pi} \) and \( u = x'/\sqrt{\pi} \). Using integration by parts with \( f(y) = \int_{y_0}^{y} e^{-x^2} \, dx = \sqrt{\pi}(1 + \text{erf}(y)) \) and \( g'(y) = -e^{y^2}H(y - y_R) \) and noting that the boundary term vanishes, because \( g(y_0) = 0 \) and \( f(-\infty) = 0 \) we have

\[
(\tau \nu_0)^{-1} = \sqrt{\pi} \int_{y_R}^{y_0} (1 + \text{erf}(y)) \, e^{y^2} \, dy.
\]

This is the formula originally found by Siegert for the mean-first-passage time determining the firing rate \( \nu_0 \) [15, 16]. The higher eigenfunctions of \( \mathcal{L}_0u \) (38) are obtained by repeated application of \( a^\dagger \), as the commutation relation \( [a,a^\dagger] = 1 \) holds and hence

\[
a^\dagger a(a^\dagger)^n q_0 = a^\dagger(a^\dagger + [a,a^\dagger])(a^\dagger)^{n-1}q_0 \\
= a^\dagger(a^\dagger + a)(a^\dagger)^{n-1}q_0 \\
= \ldots \\
= (a^\dagger)^n(a^\dagger + a + n)q_0 = n(a^\dagger)^n q_0.
\]

So the spectrum of the operator is discrete and specified by the set of integer numbers \( n \in \mathbb{N}_0 \).

### 3.2. Stationary firing rate for colored noise

Let us now consider a leaky integrate-and-fire model neuron with synaptic filtering, i.e. the system of coupled differential equations in diffusion approximation [6]

\[
\tau \dot{V} = -V + I + \mu \\
\tau_s \dot{I} = -I + \sigma \sqrt{\tau} \xi(t).
\]
The general system (1) can be obtained from (44) by introducing the coordinates \( z = \frac{1}{2}I \), setting \( f(y, s) = -y \), and observing that the rescaling of the time axis \( s = t/\tau \) cancels a factor \( \sqrt{\tau} \) in front of the noise, because \( \langle \sqrt{\tau} \xi(t + u) \rangle = \tau \delta(u) = \delta \left( \frac{u}{\tau} \right) = (\xi(s + \frac{u}{\tau}) \xi(s)) \). The corresponding two-dimensional Fokker-Planck equation is (3)

\[
k^2 \partial_s P = \partial_z \left( \frac{1}{2} \partial_z + z \right) P - k^2 \partial_y (-y + \frac{z}{k}) P.
\]

Using again \( x = \sqrt{\nu} y \), and the marginalized density \( \rho(x, s) = \frac{1}{\nu^2} \tilde{P}(x/\sqrt{\nu}, s) \), the effective reduced system (13) is the white noise case (39) with the boundary conditions deduced from the half range expansion (31). As in the white noise case (40) we solve

\[
-ua q_0(x) = \tau \nu H(x - x_R) H(x_\theta - x),
\]

where \( \nu \) denotes the colored noise firing rate. With the homogeneous solution \( u \) the general solution is given by

\[
w_q = \begin{cases}
  w_+ \equiv D_+ u^2 + u_p & \text{for } x_R < x < x_\theta \\
  w_- \equiv D_- u^2 & \text{for } x < x_R
\end{cases}
\]

with the particular solution of (46) for \( x_R < x < x_\theta \) chosen to vanish at threshold

\[
w_p = \tau \nu u^2(x) \int_x^{x_\theta} u^{-2} dx'.
\]

The constants \( D_+ \) and \( D_- \) are fixed by the boundary conditions (31). With the stationary flux \( \nu_q^{(0)} = \tau \nu_0 \) in the white noise system we get

\[
u(x_\theta) q_+(x_\theta) = D_+ u^2(x_\theta) = \frac{1}{\sqrt{2}} k_0 \tau \nu_0 \equiv A
\]

\[
u(x_R) q_+(x_R) - u(x_R) q_-(x_R) = A.
\]

Thus we have \( D_+ = A u^{-2}(x_\theta) \) and \( D_- \) can be determined as

\[
D_+ u^2(x_\theta) = A = u(x_R) q_+(x_R) - u(x_R) q_-(x_R)
\]

\[
\equiv (D_+ - D_-) u^2(x_R) + \tau \nu u^2(x_R) \int_{x_R}^{x_\theta} u^{-2} dx
\]

\[
\equiv D_- = A \left( u^{-2}(x_\theta) - u^{-2}(x_R) \right) + \tau \nu \int_{x_R}^{x_\theta} u^{-2} dx.
\]

The firing rate \( \nu \) is determined by the normalization condition

\[
1 = \int_{-\infty}^{x_\theta} u q dx
\]

\[
= \int_{-\infty}^{x_R} u q_- dx + \int_{x_R}^{x_\theta} u q_+ dx.
\]

Inserting (47) with \( D_+ \) and \( D_- \) suggests the introduction of

\[
F(x) = \int_{-\infty}^{x} u^2 dx'
\]

\[
= \int_{-\infty}^{x} e^{-\frac{1}{4} x'^2} dx'
\]

\[
= \sqrt{\frac{\pi}{2}} \left( 1 + \text{erf} \left( \frac{x}{\sqrt{2}} \right) \right)
\]

and

\[
I = \int_{x_R}^{x_\theta} u^2 \int_{x_R}^{x_R} u^{-2} dx' dx
\]

\[
\text{int. by parts} \quad -F(x_R) \int_{x_R}^{x_\theta} u^{-2} dx' + \int_{x_R}^{x_\theta} F(x) u^{-2}(x) dx.
\]
From (50) we obtain

$$1 = A (u^{-2}(x_\theta) - u^{-2}(x_R)) F(x_R) + A u^{-2}(x_\theta) (F(x_\theta) - F(x_R)) + \tau \nu F(x_R) \int_{x_R}^{x_\theta} u^{-2} dx + \tau \nu I$$

$$= A u^{-2}(x) F(x) \bigg|_{x_R}^{x_\theta} + \tau \nu \int_{x_R}^{x_\theta} u^{-2}(x) F(x) dx,$$

so that

$$\tau \nu = \frac{1 - A u^{-2} F \big|_{x_R}^{x_\theta}}{\int_{x_R}^{x_\theta} u^{-2} F dx}.$$  

Furthermore the firing rate without synaptic filtering $\nu_0$ can be expressed as

$$\tau \nu_0 = \frac{1}{\int_{x_R}^{x_\theta} u^{-2} F dx}.$$  

With (48) we have

$$\tau \nu = \tau \nu_0 - \tau \nu_0 \frac{\alpha k}{\sqrt{2}} \frac{u^{-2} F \big|_{x_\mu}^{x_\phi}}{\int_{x_R}^{x_\theta} u^{-2} F dx}$$

$$= \tau \nu_0 - \frac{\alpha k}{\sqrt{2}} \frac{u^{-2} F \big|_{x_\mu}^{x_\phi}}{\left(\int_{x_R}^{x_\theta} u^{-2} F dx\right)^2}$$

(52)

and finally determined the first order correction $\nu_1$ of the perturbation ansatz $\nu = \nu_0 + k \nu_1 + O(k^2)$ in agreement with Fourcaud and Brunel [6]. Up to linear order in $k$ this is equivalent to

$$\tau \nu = \left(\int_{x_R}^{x_\theta + \frac{\alpha k}{\sqrt{2}}} u^{-2} F dx\right)^{-1}$$

(53)

as shown by Taylor expansion of the latter expression up to linear order in $k$. Comparison of (53) to the white noise case (51) shows that we can reformulate (31) as a shift of the locations of the white noise boundaries by $\frac{\alpha k}{\sqrt{2}}$, as found in Klosek and Hagan [13]. However, this is not true for the dynamic case, where we must use the time-dependent boundary conditions (31) at the original locations.

### 3.3. White noise transfer function

We now simplify the derivation of the transfer function of the LIF neuron model for white noise [1, 2] by exploiting the analogy to the quantum harmonic oscillator introduced above. Consider a periodic modulation of the mean input in (32)

$$\mu(t) = \mu + \delta \mu(t)$$

$$\delta \mu(t) = \epsilon \mu e^{i \omega t}$$

and the variance

$$\sigma^2(t) = \sigma^2 + \delta \sigma(t)^2$$

$$\delta \sigma(t)^2 = H \sigma^2 e^{i \omega t}.$$

To linear order this will result in a modulation of the firing rate $\nu_0(t) = \nu_0(1 + n(\omega) e^{i \omega t})$, where $n(\omega)$ is the transfer function. Note that both modulations $\delta \mu$ and $\delta \sigma$ have their own contribution to $n(\omega)$ and in principle could be treated...
separately since we only determine the linear response here. For brevity we consider them simultaneously here. The time dependent Fokker-Planck equation takes the form
\[ \partial_t P(V, t) = -\partial_V (\varphi(V, t) + \delta \varphi(V, t)) \]
\[ \delta \varphi(V, t) = \left( \frac{\delta \mu(t)}{\tau} - \frac{\delta \sigma^2(t)}{2\tau} \partial_V \right) P(V, t) \]
or, in the natural coordinates
\[ \partial_s \rho(x, s) = \mathcal{L}_0(x) \rho(x, s) + e^{i\omega \tau s} \mathcal{L}_1(x) \rho_0(x), \]

(55)

Here, \( G = \sqrt{2} \epsilon \mu / \sigma \) and we defined the perturbation operator \( \mathcal{L}_1(x) \).

3.3.1. Perturbative treatment of the time-dependent Fokker-Planck equation

For small amplitudes \( n(\omega) \ll 1 \), so weak modulations of the rate compared to the stationary baseline rate, we employ the ansatz of a perturbation series, namely that the time-dependent solution of (55) is in the vicinity of the stationary solution, \( \rho(x, s) = \rho_0(x) + \rho_1(x, s) \), with the correction \( \rho_1 \) of linear order in the perturbing quantities \( \delta \mu(t) \) and \( \delta \sigma(t) \). Inserting this ansatz into (55) and using the property of the stationary solution \( \mathcal{L}_0 \rho_0 = 0 \) we are left with an inhomogeneous partial differential equation for the unknown function \( \rho_1 \)
\[ \partial_s \rho_1(x, s) = \mathcal{L}_0(x) \rho_1(x, s) + e^{i\omega \tau s} \mathcal{L}_1(x) \rho_0(x) \]
\[ + e^{i\omega \tau s} \mathcal{L}_1(x) \rho_1(x, s). \]

(56)

Neglecting the third term that is of second order in the perturbed quantities, the separation ansatz \( \rho_1(x, s) = \rho_1(x) e^{i\omega \tau s} \) (for brevity we drop the \( \omega \)-dependence of \( \rho_1(x) \)) then leads to the linear ordinary inhomogeneous differential equation of second order
\[ i\omega \tau \rho_1 = \mathcal{L}_0 \rho_1 + \mathcal{L}_1 \rho_0. \]

From here the operator representation introduced in Section 3.1 guides us to the solution. Writing \( \rho_1(x) = u(x) q_1(x) \) and with the commutation relation (35) \( \partial_x u(x) \circ = -u(x) a^\dagger \circ \) the transformed inhomogeneity takes the form \(^1\)
\[ \mathcal{L}_1 u q_0 = -\partial_x (G - H \partial_x) u q_0 \]
\[ \equiv S_1 \]
\[ = a^\dagger (G + H a^\dagger) q_0, \]

(57)

where we defined the contribution of the perturbation to the flux operator as \( S_1 \). With \( \mathcal{L}_0 u q_1 = -a^\dagger a q_1 \) we need to solve the equation
\[ (i\omega \tau + a^\dagger a) q_1 = (G a^\dagger + H (a^\dagger)^2) q_0. \]

(58)

Since the equation is linear in \( q_1 \), its solution is a superposition of a particular solution and a homogeneous solution. The latter needs to be chosen such that the full solution complies with the boundary conditions but we first need to find the particular solution. To this end we will use the property (43). For \( n = 1 \) and \( n = 2 \) we have
\[ a^\dagger a (a^\dagger q_0) = a^\dagger q_0 \]
and
\[ a^\dagger a ((a^\dagger)^2 q_0) = 2(a^\dagger)^2 q_0. \]

Hence a term proportional to \( a^\dagger q_0 \) reproduces the first part of the inhomogeneity in (58) and a term proportional to \( (a^\dagger)^2 q_0 \) generates the second term. We therefore use \( q_p = (\gamma a^\dagger + \beta (a^\dagger)^2) q_0 \) as the ansatz for the particular solution and determine the coefficients \( \gamma \) and \( \beta \) by inserting into (58), which yields
\[ i\omega \tau (\gamma a^\dagger + \beta (a^\dagger)^2) q_0 + (\gamma a^\dagger + 2\beta (a^\dagger)^2) q_0 = (G a^\dagger + H (a^\dagger)^2) q_0. \]
Sorting by terms according to powers of $a^\dagger$, we obtain two equations determining $\gamma, \beta$

\[
(i\omega \tau \gamma + \gamma - G) a^\dagger q_0 = 0 \tag{58}
\]
\[
(i\omega \tau \beta + 2\beta - H) (a^\dagger)^2 q_0 = 0,
\]
where the factor in parenthesis must be nought, because neither $a^\dagger q_0(x)$ nor $(a^\dagger)^2 q_0(x)$ vanish for all $x$. This leaves us with the particular solution

\[
q_p = \left( \frac{G}{1 + i\omega \tau} a^\dagger q_0 + \frac{H}{2 + i\omega \tau} (a^\dagger)^2 q_0 \right). \tag{59}
\]

This equation together with (43) shows that the perturbed solution consists of the first and the second excited state above the ground state, because the two terms are proportional to $a^\dagger q_0$ and $(a^\dagger)^2 q_0$. Thus the modulation of the input to the neuron is equivalent to exciting the harmonic oscillator to higher energy states. Since only the ground state is a stationary solution, it is intuitively clear that the response of the neuron relaxes back after some time, in analogy to the return from the exited states.

### 3.3.2. Homogeneous solution

The homogeneous equation follows from (58)

\[
(i\omega \tau + a^\dagger a) q_h = 0. \tag{60}
\]

Evaluating $a^\dagger a$ yields

\[
(-\partial_x^2 + \frac{1}{4} x^2 + i\omega \tau - \frac{1}{2}) q_h = 0,
\]
which can be rearranged to the form

\[
\partial_x^2 q_h - \left( \frac{1}{4} x^2 + m \right) q_h = 0 \tag{61}
\]

with $m = i\omega \tau - \frac{1}{2}$.

The solution of which can be written as a linear combination of two parabolic cylinder functions [17, 12.2]. The function $U(m, x) = D_{-m - \frac{1}{2}}(x)$ of Whittaker [18, 19.3.1/2] has the asymptotic behavior $U(m, x) \propto e^{-\frac{1}{4} x^2} |x|^{-m - \frac{1}{2}}$ for $x \to -\infty$ [18, 19.8.1]. The other independent solution $V(m, x) \propto e^{\frac{1}{4} x^2} |x|^{-m - \frac{1}{2}}$ is divergent for $|x| \to \infty$, so that $u(x) V(m, x) \propto |x|^{-1 + i\omega \tau}$ is due to the logarithmic divergence not integrable on $(-\infty, 0)$. The contribution of $V(m, x)$ therefore needs to vanish in order to arrive at a normalizable density. Due to the boundary conditions, we distinguish two different domains

\[
q_1(x) = q_p(x) + \begin{cases} c_1 - U(x) & \text{for } x < x_R, \\ c_1 + U(x) + c_2 V(x) & \text{for } x_R \leq x < x_\theta. \end{cases} \tag{62}
\]

In the following we skip the dependence of the parabolic cylinder function on $m$ for brevity of the notation. The homogeneous solution (i.e. the coefficients $c_{1,2,\pm}$) adjusts the complete solution $q_1 = q_h + q_p$ to the boundary conditions dictated by the physics of the problem.

### 3.3.3. Boundary condition for the modulated density

The complete solution $q_1 = q_h + q_p$ of (58) must fulfill the white noise boundary conditions

\[
q_1(x_\theta) = 0 \quad \text{at threshold,} \tag{63}
\]
\[
q_1(x_{R+}) - q_1(x_{R-}) = 0 \quad \text{at reset,}
\]
whereby it must vanish at threshold to ensure a finite probability flux and be continuous at reset for the same reason. Introducing the short hand

\[ f(x)|_{x'} = \begin{cases} f(x') & \text{for } x' = x_\theta \\ f(x') - f(x'-) & \text{for } x' = x_R \end{cases} \]  \hspace{1cm} (64)

we state these two conditions compactly as

\[ q_1(x)|_{(x_R,x_\theta)} = 0. \]

To determine the boundary values of the homogeneous solution we need the boundary values of the particular solution first. The latter follow with (36) and the stationary flux (40)

\[ (a^\dagger)^2 q_0 \big|_{x_R,x_\theta} = (x-a)^\dagger q_0 \big|_{x_R,x_\theta} = u^{-1}(\{x_R,x_\theta\}) \tau \nu_0, \]

where the term \( xq_0 \) vanishes because of the continuity of \( q_0 \). Along the same lines follows the term proportional to \((a^\dagger)^2 q_0\)

\[ (a^\dagger)^2 q_0 = (x-a)\alpha^\dagger q_0 = (x-\alpha_\theta^\dagger) - \alpha^\dagger a q_0 = (\alpha^\dagger - 1)q_0. \]

With (65) and the continuity of \( q_0 \) we therefore have

\[ (a^\dagger)^2 q_0 \big|_{x_R,x_\theta} = \{x_R,x_\theta\} u^{-1}(\{x_R,x_\theta\}) \tau \nu_0. \]  \hspace{1cm} (66)

From the explicit expression of the particular solution (59) with the term proportional to \( a^\dagger q_0 \) specified by (65), the term proportional to \((a^\dagger)^2 q_0\) by (66) and the continuity of the complete solution (63) then follows the initial value for the homogeneous solution as

\[ -q_h \big|_{x_R,x_\theta} = q_{p} \big|_{x_R,x_\theta} = \left( \frac{G}{1 + i\omega \tau} + \frac{H}{2 + i\omega \tau} \{x_R,x_\theta\} \right) \tau \nu_0 u^{-1}(\{x_R,x_\theta\}). \]

3.3.4. Boundary condition for the derivative of the density

The boundary condition for the first derivative of \( q_1 \) follows considering the probability flux: The flux at threshold must be equal to the flux re-inserted at reset. Given the firing rate follows the periodic modulation \( \nu_0(t) = \nu_0(1 + n(\omega)e^{i\omega t}) \), we can express the flux \( \tau \nu_0 n(\omega) \) due to the perturbation (the stationary solution fulfills \( S_0 u q_0 \big|_{x_R,x_\theta} = -u a q_0 \big|_{x_R,x_\theta} = \tau \nu_0 \)) as a sum of two contributions, corresponding to the first two terms in (56)

\[ \tau \nu_0 n(\omega) = S_0 u q_1 + S_1 u q_0 \big|_{x_R,x_\theta} = -u a q_1 + u(G + H a^\dagger) q_0 \big|_{x_R,x_\theta}. \]

Again we first evaluate the contribution of the particular solution (59) considering

\[ a^\dagger q_0 \overset{(37)}{=} (1 + a^\dagger a) q_0 = q_0 + a^\dagger a q_0. \]

Analogously follows

\[ a(a^\dagger)^2 q_0 = 2a^\dagger q_0. \]
so that the flux due to the particular solution (59) can be written as

$$-u a q_p = -u \left( \frac{G}{1 + i \omega \tau} + \frac{2H}{2 + i \omega \tau} a^\dagger \right) q_0. \quad (69)$$

As the stationary solution vanishes at threshold $q_0(x_\theta) = 0$ and is continuous at reset, the first term vanishes when inserted into (68). Hence with (65) the contribution to the flux (68) yields

$$-ua q_p \big|_{x_R, x_\theta} = -\frac{2H \tau \nu_0}{2 + i \omega \tau}. \quad (70)$$

With (65) the term due to the perturbed flux operator $S_1$ in (68) is

$$u (G + H a^\dagger) q_0 \big|_{x_R, x_\theta} = H \tau \nu_0.$$ 

Inserting the previous two expressions into (68) we obtain

$$\nu_0 n(\omega) = \nu_0 \left( \frac{i \omega \tau H}{2 + i \omega \tau} - u a q_h \big|_{x_R, x_\theta} \right) \quad \Leftrightarrow \quad u \left( \frac{1}{2} x + \partial_x \right) q_h \big|_{x_R, x_\theta} = \nu_0 \left( \frac{i \omega \tau H}{2 + i \omega \tau} - n(\omega) \right), \quad (71)$$

where we used the explicit form of $a = \frac{1}{2} x + \partial_x$. The derivative then follows as

$$\partial_x q_h \big|_{x_R, x_\theta} = \nu_0 \left( \frac{i \omega \tau H}{2 + i \omega \tau} - n(\omega) \right) u^{-1}(\{x_R, x_\theta\}) - \frac{1}{2} x q_h(x) \bigg|_{x_R, x_\theta}. \quad (72)$$

and with (67) we obtain

$$\partial_x q_h \big|_{x_R, x_\theta} = \nu_0 \left( \frac{i \omega \tau H}{2 + i \omega \tau} - n(\omega) + \frac{1}{2} \{x_R, x_\theta\} \left( \frac{G}{1 + i \omega \tau} + \frac{H}{2 + i \omega \tau} \{x_R, x_\theta\} \right) \right) u^{-1}(\{x_R, x_\theta\}). \quad (73)$$

### 3.3.5. Transfer function

Having found the function value and the derivative at threshold, the homogeneous solution (of the second order differential equation) is uniquely determined on $x_R < x < x_\theta$. Writing the solution on this interval as

$$U(x_\theta) \quad c_{1+} + \quad V(x_\theta) \quad c_{2+} = q_h^b(x_\theta)$$

$$U'(x_\theta) \quad c_{1+} + \quad V'(x_\theta) \quad c_{2+} = \partial_x q_h^b(x_\theta),$$

the coefficients follow as the solution of this linear system of equations, which is in matrix form

$$\begin{pmatrix} U(x_\theta) & V(x_\theta) \\ U'(x_\theta) & V'(x_\theta) \end{pmatrix} \begin{pmatrix} c_{1+} \\ c_{2+} \end{pmatrix} = \begin{pmatrix} q_h(x_\theta) \\ \partial_x q_h^b(x_\theta) \end{pmatrix}. \quad (74)$$

The solution is

$$\begin{pmatrix} c_{1+} \\ c_{2+} \end{pmatrix} = \frac{1}{W(x_\theta)} \begin{pmatrix} V' & -V \\ -U' & U \end{pmatrix} \begin{pmatrix} q_h(x_\theta) \\ \partial_x q_h^b(x_\theta) \end{pmatrix} \quad (75)$$

with

$$W = \det \begin{pmatrix} U & V \\ U' & V' \end{pmatrix},$$
where the function $W(x)$ is the Wronskian and for the given functions $U, V$ is a constant $W = \sqrt{\frac{2}{\pi}}$ [18, 19.4.1]. The coefficients follow from the previous expression using (67) and (72) and $c_{2+}$ is hence
\begin{equation}
 c_{2+} = \sqrt{\frac{\pi}{2}} u^{-1}(x_{\theta}) \tau v_{\theta} \left( U'(x_{\theta}) \left( \frac{G}{1 + i\omega \tau} + x_{\theta} \frac{H}{2 + i\omega \tau} \right) + U(x_{\theta}) \left( -n(\omega) + \left( \frac{1}{2} x_{\theta} \frac{G}{1 + i\omega \tau} + \left( \frac{1}{2} x_{\theta}^2 + i\omega \tau \right) \frac{H}{2 + i\omega \tau} \right) \right) \right).
\end{equation}

An analog expression holds for $c_{1+}$, which is, however, not needed in the following, because we just need a condition for the solvability. As the function $V$ is absent in the lower interval $x < x_R$, the boundary condition at reset also determines $c_{2+}$, as seen in the following. Expressing the solution in terms of $U$ and $V$ and subtracting the solutions above and below $x_R$, leads to the linear system of equations
\begin{align*}
 U(x_R) (c_{1+} - c_{1-}) + V(x_R) c_{2+} &= \frac{q_1^h}{x_R} \\
 U'(x_R) (c_{1+} - c_{1-}) + V'(x_R) c_{2+} &= \partial_x q_1^h |_{x_R}.
\end{align*}

The coefficients $c_{1+} - c_{1-}$ and $c_{2+}$ are determined as above as the solution of this system of linear equations
\begin{equation}
 \begin{pmatrix}
 c_{1+} - c_{1-} \\
 c_{2+}
 \end{pmatrix} = \frac{1}{W(x_R)} 
 \begin{pmatrix}
 V' - V \\
 -U' - U
 \end{pmatrix} \begin{pmatrix}
 q_1^h |_{x_R} \\
 \partial_x q_1^h |_{x_R}
 \end{pmatrix}.
\end{equation}

Using the Wronskian $W(x_R) = \sqrt{\frac{2}{\pi}}$ and the expressions (67) and (72) for the boundary values we obtain
\begin{equation}
 c_{2+} = \sqrt{\frac{\pi}{2}} u^{-1}(x_R) \tau v_{\theta} \left( U'(x_R) \left( \frac{G}{1 + i\omega \tau} + x_R \frac{H}{2 + i\omega \tau} \right) + U(x_R) \left( -n(\omega) + \left( \frac{1}{2} x_R \frac{G}{1 + i\omega \tau} + \left( \frac{1}{2} x_R^2 + i\omega \tau \right) \frac{H}{2 + i\omega \tau} \right) \right) \right).
\end{equation}

Equating (74) and (76) determines the transfer function
\begin{equation}
 n(\omega) = \frac{G}{1 + i\omega \tau} u^{-1} \left( U' + \frac{u^2}{2} U \right) |_{x_R} - u^{-1} U |_{x_R} \left( \frac{H}{2 + i\omega \tau} \right).
\end{equation}

With the definition (using $m = i\omega \tau - \frac{1}{2}$ as defined in (61))
\begin{equation}
 \Phi_\omega(x) \equiv \Phi(m, x) = u^{-1}(x) U(m, x)
\end{equation}

follows
\begin{equation}
 \Phi'_\omega(x) = u^{-1}(x) (U'(m, x) + \frac{x}{2} U(m, x))
\end{equation}

and
\begin{equation}
 \Phi''_\omega(x) = \frac{x}{2} u^{-1}(U' + \frac{x}{2} U) + u^{-1}(U'' + \frac{1}{2} U + \frac{x}{2} U') \equiv \frac{x}{2} u^{-1}(U' + \frac{x}{2} U) + \frac{1}{4} x^2 + i\omega \tau - \frac{1}{2} U + \frac{1}{2} U + \frac{x}{2} U' = u^{-1}(x U' + \frac{x}{2} U).
\end{equation}

Inserting into (77) we obtain the final result
\[ n(\omega) = \frac{G}{1 + i\omega\tau} \frac{\Phi'(x)|_{x_R}}{\Phi(x)|_{x_R}} \Phi(\omega)(x)_{|x_R} \]
\[ + H \left( \frac{1}{2 + i\omega\tau} \frac{\Phi''(x)|_{x_R}}{\Phi(x)|_{x_R}} \right). \]

This is the transfer function of the LIF model neuron as it was derived in [1, 2, 5].

### 3.4. Colored noise transfer function

We now consider the periodic modulation (54) of the mean input \( \mu \) in the colored noise system (44). Note that here we consider a modulation of \( V \). If one is interested in the linear response of the system with respect to a perturbation of \( I \), as it appears in the neural context due to synaptic input, one needs to take into account the additional low pass filtering \( \propto (1 + i\omega\tau_s)^{-1} \), which is trivial. The modulated Fokker-Planck equation follows with \( f(y, s) = -y + \sigma e^{i\omega\tau_s} \) from (3), and the effective system takes the form (55) with \( H = 0 \) (since we have no \( \sigma \)–modulation) and with specific boundary conditions. We only consider a modulation of the mean \( \mu \), which dominates the response properties.

Treating a modulation of the variance \( \sigma \) is difficult within our approach since there is no corresponding choice of \( f \) in (1). The boundary conditions follow considering again the perturbation ansatz for \( \nu = \nu_0 + k\nu_1 + O(k^2) \) which must hold for each order of \( k \) separately, i.e.
\[ \nu(t) = \nu(1 + n_{cn}(\omega) e^{i\omega t}), \]
so that to lowest order \( k^0 \) we have
\[ \nu^{(0)}(\theta, s) = \nu^{(0)}(1 + n_{cn}(\omega) e^{i\omega\tau_s}), \]
where \( n_{cn} \) is the colored noise transfer function to be determined. Likewise to the case without synaptic filtering (Section 3.3.1) we make a perturbative ansatz for the effective density
\[ \tilde{P}(y, s) = \tilde{P}(y) + e^{i\omega\tau_s} \tilde{P}(y). \]

Therefore it follows from (31)
\[ \tilde{P}(y, s) + e^{i\omega\tau_s} \tilde{P}(y)|_{\{R, \theta\}} = k\alpha \nu^{(0)}(1 + n_{cn}(\omega) e^{i\omega\tau_s}) \]
and thus the boundary value for the time modulated part of the density is
\[ \tilde{P}(y)|_{\{R, \theta\}} = k\alpha \nu^{(0)} n_{cn}(\omega). \]

In the white noise derivation (Section 3.3) we obtain the simultaneous boundary conditions for the homogeneous part of the modulated density and its derivative. In the following we adapt these conditions respecting the new boundary conditions of the colored case (83) and perform the subsequent steps of the derivation analogously to the white noise scenario. This leads to an analytical expression for the transfer function valid for synaptic filtering with small time constants \( \tau_s \).

#### 3.4.1. Colored noise boundary condition for the modulated density

The boundary condition for the function value of \( q_1(x) = \frac{1}{\sqrt{2}} \tilde{P}(x/\sqrt{2}) u^{-1}(x) \) follows from (83)
\[ q_1(x)|_{\{x_R, x_\theta\}} = q_1^h + q_1^p|_{\{x_R, x_\theta\}} = A u^{-1} n_{cn}(\omega). \]

From here on we skip the dependence of \( u \) on \( \{x_R, x_\theta\} \). The contribution of the particular solution yields boundary conditions for the homogeneous solution. With \( H = 0 \) the particular solution is (59)
\[ q_1^p = \frac{G}{1 + i\omega \tau} a^1 q_0. \]  

(85)

The contribution of \( a^1 q_0 |_{\{x_R, x_\theta\}} \) is

\[
a^1 q_0 |_{\{x_R, x_\theta\}} = (x - a) q_0 |_{\{x_R, x_\theta\}} = \{x_R, x_\theta\} A u^{-1} + \tau \nu u^{-1},
\]

(86)

where we use (46) and (48). From (84) we obtain the boundary value of the homogeneous solution

\[
- q_1^h |_{\{x_R, x_\theta\}} = q_1^p |_{\{x_R, x_\theta\}} - A u^{-1} n_{cn}(\omega)
= \frac{G}{1 + i\omega \tau} (\{x_R, x_\theta\} A u^{-1} + \tau \nu u^{-1}) - A u^{-1} n_{cn}(\omega).
\]

(87)

3.4.2. Colored noise boundary condition for the derivative of the density

From (68) we have with \( H = 0 \)

\[
\tau \nu n_{cn}(\omega) = S_0 u q_1 + S_1 u q_0 |_{\{x_R, x_\theta\}}
= -u a q_1 + u G q_0 |_{\{x_R, x_\theta\}}
= -u a (q_1^p + q_1^h) + u G q_0 |_{\{x_R, x_\theta\}}.
\]

(88)

Here we again employ that \( n_{cn}(\omega) \) is simultaneously valid for all orders of \( k \). Therefore \( \nu \), containing the first order correction in \( k \), appears on the left hand side. The contribution of the particular solution is given by (69) with \( H = 0 \)

\[
- u a q_1^p = -u \left( \frac{G}{1 + i\omega \tau} \right) q_0.
\]

Inserting in (88) and using (48) yields

\[
\tau \nu n_{cn}(\omega) = -\frac{G A}{1 + i\omega \tau} + G A - u a q_1^h |_{\{x_R, x_\theta\}}.
\]

Substituting \( a = \frac{1}{2} x + \partial_x \) and the expression for the function value (87) this expands to

\[
\tau \nu n_{cn}(\omega) = -\frac{G A}{1 + i\omega \tau} + G A
+ \frac{1}{2} \{x_R, x_\theta\} \left( \frac{G}{1 + i\omega \tau} (\{x_R, x_\theta\} A + \tau \nu) \right)
- \frac{1}{2} \{x_R, x_\theta\} A n_{cn}(\omega)
- u \partial_x q_1^h |_{\{x_R, x_\theta\}}.
\]

The terms in the first line of the right hand side can be simplified by elementary algebraic manipulations so that rearranging for the derivative yields

\[
u \partial_x q_1^h |_{\{x_R, x_\theta\}} = -n_{cn}(\omega) (\tau \nu + \frac{1}{2} \{x_R, x_\theta\} A)
+ \frac{G}{1 + i\omega \tau} \left( i \omega \tau A + \frac{1}{2} \{x_R, x_\theta\} (\{x_R, x_\theta\} A + \tau \nu) \right).
\]

(89)
3.4.3. Solvability condition

Above we have determined the boundary conditions for the function value (87) as well as the derivative (89). Now we consider the solvability condition to determine the transfer function as in Section 3.3.5. According to (73) and (75) we obtain two equations determining the coefficient $c_{2+}$ of the homogeneous solution in (62) for the conditions at $x_0$ and $x_R$ respectively

$$c^0_{2+} = \sqrt{\frac{\pi}{2}} \left[ -U' q^h_1(x_0) + U \partial_x q^h_1(x_0) \right]$$

$$c^R_{2+} = \sqrt{\frac{\pi}{2}} \left[ -U' q^h_1|_{x_R} + U \partial_x q^h_1|_{x_R} \right].$$

Since the two coefficients $c^0_{2+}$ and $c^R_{2+}$ must be equal, the transfer function $n_{cn}(\omega)$ is determined by $c^0_{2+} = c^R_{2+}$. Inserting (87) and (89) we sort for terms proportional to $\frac{1}{\tau} n_{cn}(\omega)$ and obtain

$$A \left( U' u^{-1} + U u^{-1} \frac{1}{2} x \right) + U u^{-1} \frac{1}{\tau} n_{cn}(\omega)$$

$$= \frac{G}{1 + i\omega \tau} \left( U' + \frac{1}{2} x U \right) |_{x_R}^{x_0}$$

$$+ \frac{AG}{1 + i\omega \tau} \left( U' x + U (i\omega \tau + \frac{1}{2} x^2) \right) |_{x_R}^{x_0}.$$  \hspace{1cm} (90)

Using (78) and (79) we can write the transfer function as

$$n_{cn}(\omega) = \frac{\tau \nu}{G} \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{A \Phi'_0 + \Phi'_{\omega} \nu |_{x_R}^{x_0}}$$

$$+ \frac{AG}{1 + i\omega \tau} \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{A \Phi'_0 + \Phi'_{\omega} \nu |_{x_R}^{x_0}}.$$ \hspace{1cm} (91)

3.4.4. Linearization in $k$

Since we neglected all terms of second order in $k$ we state our final result linearly in $k$ and neglect higher orders by performing an expansion into a geometric series. From (91) we obtain

$$n_{cn}(\omega) = \frac{G}{1 + i\omega \tau} \left[ \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} + \frac{k \nu \nu_0}{\sqrt{2\nu}} \left( \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} - \left( \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} \right)^2 \right) \right].$$ \hspace{1cm} (92)

4. DISCUSSION

Finally we can compare the colored noise transfer function (92) to the white noise case (80). To this end we examine the contributions of the different terms in (92)

$$n_{cn}(\omega) = \frac{G}{1 + i\omega \tau} \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} + \frac{G}{1 + i\omega \tau} \frac{k \nu \nu_0}{\sqrt{2\nu}} \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} + \frac{-G}{1 + i\omega \tau} \frac{k \nu \nu_0}{\sqrt{2\nu}} \left( \frac{\Phi'_{\omega}|_{x_R}^{x_0}}{\Phi'_{\omega}|_{x_R}^{x_0}} \right)^2,$$

illustrated in Figure 1. We notice that the correction term $n_{cn}^H$ is similar to the $H$-term in (80), meaning that colored noise has a similar effect on the transfer function as a modulation of the variance in the white noise case. For infinite frequencies this similarity was already found: modulation of the variance leads to finite transmission at infinite frequencies in the white noise system [2] and the same is true for modulation of the mean in the presence of filtered noise [5]. The latter can be calculated in the two-dimensional Fokker-Planck problem and the result is (Appendix C)

$$n_{cn}^{lim,2D}(\omega) = 1.3238 \frac{\epsilon k \mu}{\sigma}.$$
However, for infinite frequencies our analytical expression behaves differently. In this limit, the two correction terms $n_{cn}^{\text{square}}$ and $n_{cn}^{H}$ cancel each other (Figure 1), since [17, 12.8]

$$
\Phi'(i\omega\tau - \frac{1}{2}, x) = -i\omega\tau \Phi(i\omega\tau + \frac{1}{2}, x)
$$

$$
\Phi''(i\omega\tau - \frac{1}{2}, x) = i\omega\tau(i\omega\tau + 1) \Phi(i\omega\tau + \frac{3}{2}, x),
$$

so $\Phi' \to (i\omega\tau)^2 \Phi$ and $\Phi'' \to (i\omega\tau)^2 \Phi^2$. Thus $n_{cn}^{\text{square}}$ is the only term left, meaning that the transfer function decays to zero as in the white noise case. This discrepancy originates from our derivation of the boundary value (84): We neglected all terms with time derivatives in (18), since they are of second and third order in $k$ and we assume $\omega k \ll 1$, although this holds only true for moderate frequencies. Note that in fact only the terms including time derivatives in (18) play a role in the limit $\omega \to \infty$ as seen in Eq. (C2), leading to the correct limit in the two-dimensional system. We also expect that the deviations at high frequencies increase with the synaptic time constant, since the neglected terms are $\propto \omega k \propto \omega/\tau$.

Nevertheless up to moderate frequencies the analytical expression for the transfer function found in the present work (92) is in agreement to direct simulations (data not shown). In this regime the color of the noise reduces the transmission compared to the white noise case, as shown in Figure 1. The effect of the noise at intermediate frequencies is hence opposite to its effect in the high frequency limit [5]. This constitutes a novel insight into the dependence of the transfer properties of LIF neurons on the details of synaptic dynamics.

The theory of correlated activity [reviewed in 19] and the analysis of stability and emerging oscillations [1] in networks rely on knowledge of the transfer function and now become analytically tractable in the case of realistic synaptic filtering. Taking synaptic filtering into account is crucial, because the LIF model where synaptic currents are approximated by $\delta$-functions is known to exhibit an instantaneous and non-linear component in its response. In certain networks this over-simplification results in a non-linear component dominating the emerging network activity [20]. In conclusion an analytical expression for the transfer function that takes into account synaptic filtering not only for an applied perturbing input but also for the remaining inputs constituting a colored background noise is now in our hands to foster further progress in the analytical theory of biological neuronal networks.

**Appendix A: Autocorrelation of $z$**

Fourier transformation of the second equation in (1) yields

$$
\hat{z} = \frac{k}{1 + i\omega k^2} \hat{\xi}(\omega),
$$

where $\hat{z}$ denotes the Fourier transform of $z$. The power-spectrum then follows as

$$
\langle \hat{z}(\omega)\hat{z}(-\omega) \rangle = \frac{1}{k^2} \frac{1}{(1 + i\omega k^2)(1 - i\omega k^2)},
$$
where we used $\langle \xi(\omega)\xi(-\omega) \rangle = 1$. We perform the back transform using the residue theorem and assume $s' > 0$ (which allows us closing the contour in the upper complex half plane due to the term $e^{is'\omega}$), thus

\[
\langle z(s)z(s+s') \rangle = \frac{1}{2\pi} \int \frac{e^{i\omega s'}}{k^2} \frac{1}{(1+i\omega k^2)(1-i\omega k^2)} d\omega
\]

\[
\text{pole } \omega = \frac{i}{\sqrt{2}} k^2 \frac{1}{2\pi i} \frac{(\omega - \frac{i}{\sqrt{2}} e^{-s'/k^2}}{i k^2 (\omega - \frac{i}{\sqrt{2}}) (1+1)}
\]

\[
= e^{-s'/k^2}/2.
\]

If $s' < 0$ we have to close the contour in the lower half plane. Together we get

\[
\langle z(s)z(s+s') \rangle = e^{-|s'|/k^2}/2.
\]

Appendix B: Zero frequency limit

The zero frequency limit of the colored noise transfer function $n_{cn}(\omega)$ is given by the derivative of the firing rate (52) with respect to $\mu$. For brevity we introduce $\Psi(x) = u^{-2}F = e^{x^2/2} \left( \sqrt{\frac{1}{\pi}} (1 + \text{erf}(x/\sqrt{2})) \right)$ and $S = \left( \int_{x_R}^{x_0} \Psi dx \right)$ so that

\[
\tau \nu = \tau \nu_0 - \frac{\alpha k}{\sqrt{2}} \frac{\Psi(x_0) - \Psi(x_R)}{S^2}.
\]

With $x = \sqrt{2} \frac{\nu_0 - \mu}{\sigma}$ we have

\[
d\Psi(x) = -\frac{\sqrt{2}}{\sigma} \sqrt{\frac{\pi}{2}} \left( xe^{x^2/2} (1 + \text{erf}(x/\sqrt{2})) + \sqrt{2} \right)
\]

and

\[
dS = \left( \frac{-\sqrt{2}}{\sigma} \right) (\Psi(x_0) - \Psi(x_R)),
\]

yielding

\[
\frac{d\nu}{d\mu} = \frac{d\nu_0}{d\mu} \frac{\alpha k (\Psi'(x_0) - \Psi'(x_R)) S^2}{\sqrt{2} \tau} - \left( \frac{\sqrt{2}}{\sigma} \right) (\Psi(x_0) - \Psi(x_R)) 2S((\Psi(x_0) - \Psi(x_R))
\]

\[
= \frac{d\nu_0}{d\mu} \frac{\alpha k (\Psi'(x_0) - \Psi'(x_R)) S + 2\sqrt{2} (\Psi(x_0) - \Psi(x_R))^2}{\sqrt{2} \tau}.
\]

Appendix C: High frequency limit

For completeness we rederive the high frequency limit of the transfer function in the two-dimensional Fokker-Planck problem, closely following Brunel et al. [5]. The firing rate is given by the probability flux in $y$-direction at threshold, marginalized over $z$. With the ansatz of a sinusoidal modulation of the density we therefore have

\[
\nu_0(\theta, s) = \int_{-\infty}^{\infty} \frac{1}{k} z P(y_0, z, s) dz,
\]

\[
= \int_{-\infty}^{\infty} \frac{1}{k} z (P(y_0, z) + \dot{P}(y_0, z)e^{i\omega s}) dz,
\]
with (81) resulting in

\[ \nu \tau n_{cn}(\omega) = \int_{-\infty}^{\infty} \frac{1}{k} z \hat{P}(y_\theta, z) \, dz. \]  

\[ \text{(C1)} \]

Inserting \( f(y, s) = -y + \frac{\mu}{\sigma} e^{i \omega t s} \) in (18) and using the perturbation ansatz \( P(y_\theta, z, s) = P(y_\theta, z) + \hat{P}(y_\theta, z) e^{i \omega t s} \) we get for \( \omega \to \infty \)

\[ \hat{P}(y_\theta, z) = -\frac{c k}{\sigma} \frac{\mu}{\sigma} \partial_z P(y_\theta, z), \]  

\[ \text{(C2)} \]

which shows that the density is necessarily time-modulated up to arbitrary high frequencies. Together with (C1) we have

\[ \tau \nu n_{cn}(\omega) = \int_{-\infty}^{\infty} \frac{1}{k} z k \mu \sigma \partial_z P(y_\theta, z) \, dz \]

perturbation series in \( k \)

\[ \begin{aligned} Q^{(0)}(y_\theta) &= 0 \\ Q^{(1)}(y_\theta, z) &= \left( Q^{(1)}(y_\theta) \right) e^{-z^2 \sigma^2} \sqrt{\pi} \\ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-z^2 \sigma^2} \sqrt{\pi} \\ \text{(29) and } r = 0 \\ \int_{-\infty}^{\infty} \left( \frac{\alpha}{2} + z + \sum_{n=1}^{\infty} \frac{b_n(z)}{n!} \right) e^{-z^2 \sigma^2} \sqrt{\pi} \\ \text{symmetry and Klosek and Hagan [13]} \\ \text{Brunel et al. [5]} \\ 1.3238 \frac{c k \mu}{\sigma} \nu_0 \end{aligned} \]

\[ \text{(C3)} \]

We divide by the firing rate in the colored-noise case (52) \( \nu = \nu_0 + k \nu_1 \) and linearize the right hand side in \( k \) which gives

\[ n_{cn}(\omega) = \frac{1.3238 \frac{c k \mu}{\sigma}}{\nu_0 + k \nu_1} \]

\[ = \frac{1.3238 \frac{c k \mu}{\sigma}}{1 - k \frac{\nu_1}{\nu_0}} + O(k^2) \]

\[ = 1.3238 \frac{c k \mu}{\sigma} + O(k^2). \]  

\[ \text{(C4)} \]
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