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ABSTRACT. We present a Lagrangian-Eulerian strategy for proving uniqueness and local existence of solutions of limited smoothness for a class of incompressible hydrodynamic models including Oldroyd-B type complex fluid models and zero magnetic resistivity magneto-hydrodynamics equations.

1. Introduction

Many physical models consist of equations for fluids coupled with equations for other fields. Primary examples occur in descriptions of complex fluids in which a solvent interacts with particles, and in magneto-hydrodynamics, in which a fluid interacts with a magnetic field. One of the simplest complex fluids models, an Oldroyd-B model, reduces to a time independent Stokes system

\[-\Delta u + \nabla p = \text{div} \sigma, \quad \text{div} u = 0\]

coupled with an evolution equation for the symmetric added stress matrix \(\sigma\),

\[\partial_t \sigma + u \cdot \nabla \sigma = (\nabla u)\sigma + \sigma(\nabla u)^T - \sigma + (\nabla u) + (\nabla u)^T\]

Clearly, from the Stokes equation with appropriate boundary conditions (for instance decay in the whole space) it follows that the velocity gradient is of the same order of magnitude as the added stress, \(\nabla u \sim \sigma\). This makes the evolution equation for \(\sigma\) potentially capable of producing finite time blow up. The formation of finite time singularities in this system is an outstanding open problem. While the balance \(\sigma \sim \nabla u\) is potentially dangerous for large data and long time, it also indicates clearly that if \(\nabla u\) is controlled then \(\sigma\) is controlled as well. In particular, the short time existence of solutions can be obtained in a class of velocities that is close to the Lipschitz class. The fact that singular integral operators are not bounded in \(L^\infty\) requires the use of slightly smaller spaces, and \(\sigma \in C^{\alpha}(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)\) and correspondingly \(u \in C^{1+\alpha}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d)\) are spaces in which the problem admits short time existence. Here both \(\alpha \in (0, 1)\) and \(p \in (1, \infty)\) are arbitrary. It is natural then to ask about uniqueness of solutions in the same spaces. Taking the difference \(\sigma\) between two solutions \(\sigma_1\) and \(\sigma_2\) leads to an equation

\[\partial_t \sigma + \bar{u} \cdot \nabla \sigma + u \cdot \nabla \bar{\sigma} = (\nabla \bar{u})\sigma + (\nabla u)\bar{\sigma} + \bar{\sigma}(\nabla u)^T + \sigma(\nabla \bar{u})^T - \sigma + (\nabla u) + (\nabla u)^T\]

where \(u = u_1 - u_2\) is the difference of the corresponding velocities, and \(\bar{u} = \frac{1}{2}(u_1 + u_2)\) and \(\bar{\sigma} = \frac{1}{2}(\sigma_1 + \sigma_2)\) are the arithmetic averages of velocities and of stresses. The right hand side is well-behaved in \(C^\alpha\). The term \(u \cdot \nabla \bar{\sigma}\) is not defined for \(\bar{\sigma} \in C^\alpha\). This makes an Eulerian approach to a uniqueness proof difficult in this class of solutions. Uniqueness with this low regularity was proved in (1), using however a Lagrangian approach. The main reason why Lagrangian variables are better behaved than Eulerian ones is that in Lagrangian variables the velocity \(v = u \circ X\) is obtained from the Lagrangian added stress \(\tau = \sigma \circ X\) by an expression

\[v = U(\tau \circ X^{-1}) \circ X\]

where \(U\) is the linear operator that produces the solution of the steady Stokes equation from the added stresses, and \(X\) is the Lagrangian path, which is a time-dependent diffeomorphism. The Gateaux derivative (variational derivative or first variation, in the language of mechanics) of the map \(X \mapsto v\) is a commutator,
and it is better behaved than each of its terms. On the other hand, \( \tau \) obeys an ODE in Lagrangian variables, so it is easily controlled for short time by \( g = (\nabla u) \circ X \).

The present paper expands this approach to time-dependent relationships between \( u \) and \( \sigma \) and we prove uniqueness and local existence in large spaces \( C^\alpha \cap L^p \) for a class of hydrodynamic models including complex fluids of Oldroyd-B type, and ideal magneto-hydrodynamics. Local existence of very smooth solutions of such systems is classical \((5)\). We provide in this paper a correct statement and a complete proof of a lemma (Lemma 11) which was used in \((11)\) quoting \((3)\). A Lagrangian approach for Oldroyd-B smooth flow was advocated in \((2)\). Adding inertia, i.e. coupling with Navier-Stokes instead of Stokes, requires a modified treatment. We prove general existence and uniqueness theorems in Lagrangian variables. They apply in particular to the ideal MHD equations

\[
\begin{aligned}
\partial_t u + u \cdot \nabla u - \nu \Delta u + \nabla p = b \cdot \nabla b, \\
\nabla \cdot u = 0, \\
\partial_t b + u \cdot \nabla b = b \cdot \nabla u
\end{aligned}
\]

in \( \mathbb{R}^d \), and to nonlinear Oldroyd-B like systems

\[
\begin{aligned}
\partial_t u + u \cdot \nabla - \nu \Delta u + \nabla p = \nabla \sigma, \\
\nabla \cdot u = 0, \\
\partial_t \sigma + u \cdot \nabla \sigma = F(\nabla u, \sigma)
\end{aligned}
\]

in \( \mathbb{R}^d \), for quite general smooth \( F \). The results prove local existence and Lipschitz dependence on initial data in Lagrangian coordinates, in classes of Hölder continuous magnetic field \( b \), added stress \( \sigma \), and velocity gradient \( \nabla u \).

The paper is organized as follows. In the next section we describe systems in which added stresses are coupled to time dependent Stokes equations. The third section is devoted to statements and proofs about the linear operators and the commutators involved. The fourth section presents the proof of Theorems 5 and 6 for Stokes-based systems, which state that in Lagrangian variables the nonlinearity is locally Lipschitz in path spaces. The solutions exist locally, and depend in a locally Lipschitz continuous manner in these certain path spaces on initial data. In particular, the solutions are unique. Although simpler, the time-dependent Stokes-based systems provide the principal challenges. Once the setting is clarified, the Navier-Stokes-based systems are treated in these path spaces in a perturbative manner. The difference is that the Stokes-based systems close at the level of \( (X, \tau) \), whereas the Navier-Stokes-based systems require a treatment with \( (X, \tau, \partial_t X) \) simultaneously. The fifth section describes the changes needed in order to adapt the proof for the case of inertia. The main results, Theorems 7 and 8 state local existence of solutions for Navier-Stokes-based systems in Lagrangian variables and Lipschitz dependence of initial data in a path space

\[
(X, \tau, \partial_t X) \in C^\beta(0, T; C^{1+\alpha,p}(\mathbb{R}^d)) \times L^\infty(0, T; C^{\alpha,p}(\mathbb{R}^d)) \times L^\infty(0, T; C^{1+\alpha,p}).
\]

### 2. Time-dependent Stokes flow coupled with added stress

We consider the time dependent forced Stokes equations

\[
\partial_t u - \Delta u + \nabla p = \nabla \sigma, \quad \nabla \cdot u = 0
\]

coupled with an equation

\[
\partial_t \sigma + u \cdot \nabla \sigma = F((\nabla u), \sigma)
\]

We assume that \( F \) is a smooth function. We also assume that \( F \) has polynomial growth at infinity

\[
|F(g, \tau)| \leq C(|g| + |\tau|)^k.
\]

for some \( k \in \mathbb{N} \). This is only to guarantee some decay at infinity, because we work in \( L^p \cap L^\infty \) spaces in \( \mathbb{R}^d \). The typical examples include

\[
F((\nabla u), \sigma) = (\nabla u)\sigma + \sigma(\nabla u)^T - \sigma + (\nabla u) + (\nabla u)^T
\]
In the case of MHD, \( \sigma = b \) is a vector, the right-hand side of the Stokes equation is given by \( \text{div} (b \otimes b) \) and
\[
F = b \cdot \nabla u.
\]
The divergence operation is \( \text{div} \sigma = \nabla \cdot \sigma \). We work in \( \mathbb{R}^d \) and require the velocities \( u \) and the stresses \( \sigma \) to vanish at infinity. The solution map for the Stokes equation is
\[
\begin{aligned}
u(x,t) &= \mathbb{L}(u_0)(x,t) + \mathbb{U}(\sigma)(x,t) \\
\end{aligned}
\] (3)
where
\[
\begin{aligned}
\mathbb{U}(\sigma) &= \int_0^t \text{e}^{(t-s)\Delta} \mathbb{H} \text{div} \sigma(s) ds \\
\end{aligned}
\] (4)
with
\[
\begin{aligned}
\mathbb{H} &= \mathbb{I} + R \otimes R, \\
\end{aligned}
\] (5)
and \( R = (-\Delta)^{-\frac{1}{2}} \nabla \) the Riesz transforms, and with
\[
\mathbb{L}(u_0)(t) = \text{e}^{t\Delta} u_0
\] (6)
Note that \( \mathbb{U}(\sigma) \) is divergence-free at vanishes at \( t = 0 \), and \( \mathbb{L}(u_0) \) is divergence-free if \( u_0 \) is. Also,
\[
\nabla u = \text{e}^{t\Delta} \nabla u_0 + \mathbb{G}(\sigma) = \mathbb{L}(\nabla u_0) + \mathbb{G}(\sigma)
\] (7)
with
\[
\mathbb{G}(\sigma) = \int_0^t \text{e}^{(t-s)\Delta} \nabla \mathbb{H} \text{div} \sigma(s) ds.
\] (8)
The Lagrangian description is as follows. The Lagrangian paths \( X \) solve
\[
\frac{dX}{dt} = \mathbb{L}(u_0) \circ X + \mathbb{U}(\tau \circ X^{-1}) \circ X
\] (9)
with
\[
\tau = \sigma \circ X
\] (10)
and initial data \( X(a,0) = a \). Let
\[
g(a,t) = (\nabla u)(X(a,t),t) = \mathbb{L}(\nabla u_0) \circ X + \mathbb{G}(\tau \circ X^{-1}) \circ X.
\] (11)
The equation for \( \tau \) is the ODE
\[
\frac{d\tau}{dt} = F(g, \tau).
\] (12)
The Eulerian variables are \( u \) and \( \sigma \). The Lagrangian variables are \( X \) and \( \tau \). In Lagrangian variables, the system is
\[
\begin{aligned}
\begin{cases}
X(a,t) = a + \int_0^t \mathcal{U}(X(s), \tau(s)) ds, \\
\tau(a,t) = \sigma_0(a) + \int_0^t \mathcal{T}(X(s), \tau(s)) ds.
\end{cases}
\end{aligned}
\] (13)
where the Lagrangian nonlinearities \( \mathcal{U}(X, \tau), \mathcal{T}(X, \tau) \) are
\[
\begin{aligned}
\mathcal{U} &= \mathbb{L}(u_0) \circ X + \mathbb{U}(\tau \circ X^{-1}) \circ X, \\
\mathcal{T} &= F \left( \left( \mathbb{L}(\nabla u_0) \circ X + \mathbb{G}(\tau \circ X^{-1}) \circ X \right), \tau \right).
\end{aligned}
\] (14)
We consider a differentiable one-parameter family of paths \( X_\epsilon, \tau_\epsilon \), with Eulerian form \( \sigma_\epsilon = \tau_\epsilon \circ X_\epsilon^{-1} \), initial data \( u_\epsilon(0) \) and \( \sigma_\epsilon(0) \). We introduce the notations
\[
X'_\epsilon = \frac{dX_\epsilon}{d\epsilon},
\] (15)
with Eulerian form
\[
\eta_\epsilon = X'_\epsilon \circ X_\epsilon^{-1},
\] (16)
also
\[
\tau'_\epsilon = \frac{d\tau_\epsilon}{d\epsilon}.
\] (17)
with Eulerian form
\[ \delta_\epsilon = \tau_\epsilon' \circ X_\epsilon^{-1}, \] (18)
and
\[ u_{\epsilon,0}' = \frac{d u_\epsilon(0)}{d \epsilon}. \] (19)

Differentiating \( \mathcal{U} \) in (14) with respect to \( \epsilon \) results in
\[ \mathcal{U}' = (\mathcal{L}(\nabla u_\epsilon(0)) \circ X_\epsilon) X_\epsilon' + \mathcal{L}(u_{\epsilon,0}') \circ X_\epsilon + ((\nabla \mathcal{U})(\sigma) \circ X_\epsilon) X_\epsilon' - \mathcal{U}(\eta \cdot \nabla \sigma_\epsilon) \circ X_\epsilon + \mathcal{U}(\delta_\epsilon) \circ X_\epsilon. \] (20)
This follows from the fact that, for fixed \( \tau \),
\[ \frac{d}{d \epsilon}(\tau \circ X_\epsilon^{-1}) = - \nabla(\tau \circ X_\epsilon^{-1})(X_\epsilon' \circ X_\epsilon^{-1}), \]
which in turn follows from
\[ \frac{d X_\epsilon^{-1}}{d \epsilon} = -(\nabla X_\epsilon^{-1})(X_\epsilon' \circ X_\epsilon^{-1}). \]

Composing with \( X_\epsilon^{-1} \) from the right, and dropping \( \epsilon \) for ease of notation, we deduce from (20)
\[ \mathcal{U}' \circ X^{-1} = \mathcal{L}(\nabla u_0) \eta + \mathcal{L}(u_0') + [\eta \cdot \nabla, \mathcal{U}](\sigma) + \mathcal{U}(\delta) \] (21)
Here
\[ [\eta \cdot \nabla, \mathcal{U}](\sigma) = \eta(t) \cdot \nabla \mathcal{U}(\sigma) - \mathcal{U}(\eta(s)) \cdot \nabla \sigma \] (22)
is the space-time commutator. Note that
\[ X'(0) = \eta(0) = 0, \quad \delta(0) = \tau_0' = \sigma_0' \] (23)
and therefore
\[ \mathcal{U}'(0) = u_0'. \] (24)

Differentiating \( \mathcal{T} \) in (14) with respect to \( \epsilon \) we obtain
\[ \mathcal{T}' = D_1 F(g, \tau) g' + D_2 F(g, \tau) \tau' \] (25)
where
\[ g' = (\mathcal{L}(\nabla \nabla u_0) \circ X) X' + \mathcal{L}(\nabla u_0') \circ X + [\nabla G(\sigma) \circ X] X' - G(\eta \cdot \nabla \sigma) \circ X + G(\delta) \circ X \] (26)
is the epsilon derivative of
\[ g = \mathcal{L}(\nabla u_0) \circ X + G(\tau \circ X^{-1}) \circ X. \] (27)

Composing with \( X^{-1} \) we obtain
\[ g' \circ X^{-1} = \mathcal{L}(\nabla \nabla u_0) \eta + \mathcal{L}(u_0') + [\eta \cdot \nabla, \mathcal{G}](\sigma) + \mathcal{G}(\delta) \] (28)
where
\[ [\eta \cdot \nabla, \mathcal{G}](\sigma) = \eta(t) \cdot \nabla \mathcal{G}(\sigma) - \mathcal{G}(\eta(s) \cdot \nabla \sigma). \] (29)

Summarizing we have
\[ \begin{cases} \mathcal{U}' \circ X^{-1} = \mathcal{L}(\nabla u_0) \eta + \mathcal{L}(u_0') + [\eta \cdot \nabla, \mathcal{U}](\sigma) + \mathcal{U}(\delta) \\ \mathcal{T}' = D_1 F(g, \tau) g' + D_2 F(g, \tau) \tau' \\ g' \circ X^{-1} = \mathcal{L}(\nabla \nabla u_0) \eta + \mathcal{L}(u_0') + [\eta \cdot \nabla, \mathcal{G}](\sigma) + \mathcal{G}(\delta) \end{cases} \] (30)
where
\[ \eta = X' \circ X^{-1}, \quad \delta = \tau' \circ X^{-1}. \] (31)

Differentiating \( \mathcal{U} \) with respect to the Lagrangian independent variable (label) \( a \) we have
\[ (\nabla_a \mathcal{U})(a, t) = (\mathcal{L}(\nabla u_0) \circ X + \mathcal{G}(\tau \circ X^{-1}) \circ X)(\nabla X) = g(a, t)(\nabla X)(a, t) \] (32)
and using the fact that \( \frac{d}{d \epsilon} \) and label derivatives commute we have
\[ \nabla_a \mathcal{U}'(a, t) = g'(a, t)(\nabla_a X(a, t)) + g(a, t)(\nabla_a X'(a, t)) \] (33)
with \( g \) given in (27) above and \( g' \) given by (26).
3. Bounds on operators and commutators

We consider function spaces
\[ C^{α,p} = C^α(\mathbb{R}^d) \cap L^p(\mathbb{R}^d) \]
with norm
\[ \|f\|_{α,p} = \|f\|_{C^α(\mathbb{R}^d)} + \|f\|_{L^p(\mathbb{R}^d)} \]
for \( α \in (0, 1) \), \( p \in (1, \infty) \), \( C^{1+α}(\mathbb{R}^d) \) with norm
\[ \|f\|_{C^{1+α}(\mathbb{R}^d)} = \|f\|_{L^∞(\mathbb{R}^d)} + \|∇f\|_{C^α(\mathbb{R}^d)} \]
and
\[ C^{1+α,p} = C^{1+α}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d) \]
with norm
\[ \|f\|_{1+α,p} = \|f\|_{C^{1+α}(\mathbb{R}^d)} + \|f\|_{W^{1,p}(\mathbb{R}^d)} \]
We need also spaces of paths, \( L^∞(0, T; C^{α,p}) \) with the usual norm,
\[ \|f\|_{L^∞(0, T; C^{α,p})} = \sup_{t \in [0,T]} \|f(t)\|_{α,p} \]
spaces \( Lip(0, T; C^{α,p}) \) with norm
\[ \|f\|_{Lip(0, T; C^{α,p})} = \sup_{t \neq s, t,s \in [0,T]} \frac{\|f(t) - f(s)\|_{α,p}}{|t-s|} + \|f\|_{L^∞(0, T; C^{α,p})}, \]
\( C^β(0, T; C^{α,p}) \) with norm
\[ \|f\|_{C^β(0, T; C^{α,p})} = \sup_{t \neq s, t,s \in [0,T]} \frac{\|f(t) - f(s)\|_{α,p}}{|t-s|^β} + \|f\|_{L^∞(0, T; C^{α,p})} \]
and spaces \( C^β(0, T; C^{1+α,p}) \) with norm
\[ \|f\|_{C^β(0, T; C^{1+α,p})} = \sup_{t \neq s, t,s \in [0,T]} \frac{\|f(t) - f(s)\|_{C^{1+α,p}}}{|t-s|^β} + \|f\|_{L^∞(0, T; C^{1+α,p})} \]

We start with bounds on \( U \) and \( G \).

**Theorem 1.** Let \( 0 < α < 1 \), \( 1 < p < ∞ \) and let \( T > 0 \). There exists a constant such that
\[ \|U(σ)\|_{L^∞(0, T; C^{α,p})} ≤ C\sqrt{T}\|σ\|_{L^∞(0, T; C^{α,p})} \] (34)
and
\[ \|L(u_0)\|_{L^∞(0, T; C^{α,p})} ≤ C\|u_0\|_{α,p} \] (35)
hold.

**Theorem 2.** Let \( 0 < α < 1 \), \( 0 < β ≤ 1 \), \( 1 < p < ∞ \) and let \( T > 0 \). The linear operator
\[ σ \mapsto G(σ) \]
\[ G : C^β(0, T; C^{α,p}) → L^∞(0, T; C^{α,p}) \]
is continuous. The linear operator
\[ u_0 \mapsto L(∇u_0) \]
maps continuously \( C^{1+α}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d) \) to \( L^∞(0, T; C^{α,p}) \).
Remark 1. $G$ is actually continuous with values in the Banach space $C^{\beta \log(0, T; C^\alpha(\mathbb{R}^d) \cap L^p(\mathbb{R}^d))}$ with norm

$$\|\gamma\|_{C^{\beta \log(\mathbb{R}^d; \mathbb{P})}} = \sup_{\Gamma \in [0, T]} \|\gamma(\cdot, t)\|_{\alpha, p} + \sup_{\Gamma, s \in [0, T], t \neq s} \frac{\|\gamma(\cdot, t) - \gamma(\cdot, s)\|_{\alpha, p}}{|t - s|^{\beta \log \left( \frac{2p}{|t - s|} \right) + \log \left( 1 + \frac{|t - s|}{t} \right)}}.$$  

Note that there is an unavoidable singularity at $t = 0$ because if $\sigma \in C^{\alpha, p}$ is time-independent, then $\mathbb{G}(\sigma) = (1 - e^{t\Delta})R\mathbb{H}R \cdot \sigma$

is bounded, but not time-Hölder continuous in $C^{\alpha, p}$ at $t = 0$.

Theorem 3. Let $0 < \alpha < 1$, $\frac{1}{2} < \beta \leq 1$, $T > 0$. The bilinear operator

$$(\eta, \sigma) \mapsto [\eta \cdot \nabla, \mathbb{G}](\sigma)$$

is continuous from

$$(\eta, \sigma) \in C^\beta(0, T; C^{1+\alpha}(\mathbb{R}^d)) \times C^\beta(0, T; C^{\alpha, p})$$

to

$L^\infty(0, T; C^{\alpha, p})$,

that is,

$$\|[\eta \cdot \nabla, \mathbb{G}][\sigma]\|_{L^\infty(0, T; C^{\alpha, p})} \leq C\|\eta\|_{C^\beta(0, T; C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{C^\beta(0, T; C^{\alpha, p})}.$$  

(36)

Theorem 4. Let $0 < \alpha < 1$, $0 < \beta \leq 1$, $T > 0$. The bilinear operator

$$(\eta, \sigma) \mapsto [\eta \cdot \nabla, \mathbb{U}](\sigma)$$

obeys

$$\|[\eta \cdot \nabla, \mathbb{U}](\sigma)\|_{L^\infty(0, T; C^{\alpha, p})} \leq C[T^{1-\beta}\|\eta\|_{C^\beta(0, T; C^{\alpha}(\mathbb{R}^d))} + T\|\eta\|_{L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0, T; C^{\alpha, p})}]$$

(37)

Proof of Theorem 2. We note first that

$$u_0 \mapsto e^{t\Delta} \nabla u_0 = \mathbb{H}(\nabla u_0)$$

maps continuously $C^{1+\alpha}(\mathbb{R}^d) \cap W^{1, p}(\mathbb{R}^d)$ to $L^\infty(0, T; C^{\alpha, p})$. We consider therefore $\mathbb{G}(\sigma)$. We write

$$\mathbb{G}(\sigma)(t) = \int_0^t e^{(t-s)\Delta} \nabla \mathbb{H} \nabla \sigma(s) ds = G_1 + G_2$$

with

$$G_1(x, t) = \int_0^{t-l} e^{(t-s)\Delta} \nabla \mathbb{H} \nabla \sigma(s) ds$$

and

$$G_2(x, t) = \int_{t-l}^t e^{(s-t)\Delta} \nabla \mathbb{H} \nabla \sigma(s) ds$$

and $0 < l < t$ arbitrary, to be chosen later. The solution of the heat equation is given by convolution with the Gaussian $g_t$. We use the fact that $\nabla g_{t-s}$ is in the Hardy class $H^1(\mathbb{R}^d)$ and therefore

$$\|\nabla \mathbb{H} \nabla g_{t-s}\|_{L^1(\mathbb{R}^d)} \leq \frac{C}{t-s}$$

to deduce

$$\|G_1(\cdot, t)\|_{\alpha, p} \leq C \int_0^{t-l} \|\nabla \mathbb{H} \nabla g_{t-s}\|_{L^1(\mathbb{R}^d)}\|\sigma(s)\|_{\alpha, p} ds$$

$$\leq C\|\sigma\|_{L^\infty(0, T; C^{\alpha, p})} \log \left( \frac{t}{l} \right)$$

We split $G_2$ in two pieces

$$G_2(x, t) = G_3 + G_4$$

with

$$G_3(x, t) = \int_{t-l}^t e^{(s-t)\Delta} \nabla \mathbb{H} \nabla (\sigma(s) - \sigma(t)) ds$$
we obtain
\[ G_4(x, t) = \int_{t-l}^t e^{(t-s)\Delta} \nabla \nabla \sigma(t) ds. \]

Now
\[ \|G_3(\cdot, t)\|_{\alpha,p} \leq C\|\|_{C^{\beta}(C^\alpha,p)} \int_{t-l}^t (t-s)^{-1+\beta} ds = C\|\|_{C^{\beta}(C^\alpha,p)}^{1-\beta} \]
and, because
\[ G_4(\cdot, t) = \left( I - R \mathbb{H} Re^{t\Delta} \right) e^{(t-l)\Delta} \]
we obtain
\[ \|G_4(\cdot, t)\|_{C^{\alpha,p}} \leq C\|\|_{L^\infty(0,T;C^\alpha,p)}. \]

Choosing \( l = \frac{t}{2} \) we obtain
\[ \|G_\sigma\|_{L^\infty(0,T;C^{\beta,\alpha})} \leq C(1 + T^{1-\beta})\|\|_{C^{\beta}(0,T;C^\alpha,p)} \]
and this ends the proof of the theorem.

Considering the remark following the theorem, let \( 0 \leq t < t + h \leq T \), and let us write
\[ G(\sigma)(t + h) - G(\sigma)(t) = \int_0^h e^{(t-s)\Delta} \nabla \nabla \sigma(t + h) - \sigma(t) ds + \int_0^h e^{(t+s-h)\Delta} \nabla \nabla \sigma(s) ds = I_1(x, t) + I_2(x, t). \]

We write
\[ I_1(x, t) = I_{11}(x, t) + I_{12}(x, t) = \int_0^h e^{(t-s)\Delta} \nabla \nabla \sigma(t + h) - \sigma(t) ds + \int_0^h e^{(s-t-h)\Delta} \nabla \nabla \sigma(s + h) - \sigma(t + h) + \sigma(t) - \sigma(s) ds \]
Because
\[ \int_0^h e^{(t-s)\Delta} \nabla \nabla \sigma ds = (I - e^{t\Delta}) R \mathbb{H} R \]
we obtain
\[ \|I_{11}(\cdot, t)\|_{C^{\alpha}} \leq Ch^{\beta}\|\|_{C^{\beta}(0,T;C^\alpha(\mathbb{R}^d))}. \]

A logarithm is lost in the estimate of \( I_{12} \). Using the properties of \( g_{t-s} \), we have
\[ \|I_{12}(\cdot, t)\|_{C^{\alpha}(\mathbb{R}^d)} \leq C\|\|_{C^{\beta}(0,T;C^\alpha(\mathbb{R}^d))} \int_0^h \frac{1}{s} \min \{ |t-s|^\beta ; h^\beta \} ds \leq C\|\|_{C^{\beta}(0,T;C^\alpha(\mathbb{R}^d))} h^\beta \left( 1 + \log \frac{h}{h} \right) \leq C\|\|_{C^{\beta}(0,T;C^\alpha(\mathbb{R}^d))} h^\beta \left( 1 + \log \frac{2T}{h} \right) \]

Thus, for \( I_1 \) we obtain uniform Hölder continuity in time on \([0, T]\) with logarithmic loss, and in particular with any exponent less than \( \beta \). For \( I_2 \) we have
\[ \|I_2\|_{C^\alpha(\mathbb{R}^d)} \leq C\int_0^h \|\nabla \nabla g_{t+h-s}\|_{L^1(\mathbb{R}^d)} \|\|_{C^\alpha(\mathbb{R}^d)} ds \leq C\|\|_{L^\infty(0,T;C^\alpha(\mathbb{R}^d))} \int_0^h \frac{1}{t+h-s} ds = C\|\|_{L^\infty(0,T;C^\alpha(\mathbb{R}^d))} \log \left( 1 + \frac{h}{T} \right). \]

Thus \( I_2 \) is Lipschitz continuous in time away from \( t = 0 \), but not Hölder continuous in time at \( t = 0 \). Because \( \log(1+x) \leq Cx^\beta \), if we measure Hölder continuity in time of order \( \beta \) we have a singular coefficient of order \( t^{-\beta} \) near \( t = 0 \).

**Lemma 1.** Let \( 0 < \alpha < 1, 1 < p < \infty \). Let \( \eta \in C^{1+\alpha}(\mathbb{R}^d) \) and let
\[ (K\sigma)(x) = P.V. \int_{\mathbb{R}^d} k(x - y) \sigma(y) dy \]
be a classical Calderon-Zygmund operator with kernel \( k \) which is smooth away from the origin, homogeneous of degree \(-d\) and with mean zero on spheres about the origin. Then the commutator \([\eta \cdot \nabla, K]\) can be defined as a bounded linear operator in \( C^{\alpha,p} \) and
\[ \|[\eta \cdot \nabla, K]\sigma\|_{\alpha,p} \leq C\|\|_{C^{1+\alpha}(\mathbb{R}^d)} \|\|_{\alpha,p} \]
REMARK 2. The conclusion of the lemma holds also for operators $H$ which are products of classical CZ operators. This follows from telescoping applications of the lemma.

**Proof of Lemma (1).** Let us note that both terms in the commutator, $\eta \cdot \nabla K \sigma$ and $K \eta \nabla \sigma$ are well defined and Hölder continuous if $\sigma$ is smooth. We compute first

$$[\eta \cdot \nabla, K] \sigma(x) = \int_{\mathbb{R}^d} k(x - y)(\eta(x) - \eta(y)) \cdot \nabla_y \sigma(y) dy$$

Now we introduce a smooth cutoff $\chi(|x - y|)$ identically equal to 1 for $|x - y| \leq 1$ and compactly supported. The conclusion of the lemma holds for

$$C_{\text{out}}(x) = \int_{\mathbb{R}^d} (1 - \chi(|x - y|)) k(x - y)(\eta(x) - \eta(y)) \cdot \nabla_y \sigma(y) dy$$

by integration by parts and inspection, using the $L^p$ bound for $\sigma$.

We concentrate our attention on

$$C_{\text{in}}(x) = \int_{\mathbb{R}^d} \chi(|x - y|) k(x - y)(\eta(x) - \eta(y)) \cdot \nabla_y (\sigma(y) - \sigma(x)) dy$$

and then we integrate by parts:

$$C_{\text{in}}(x) = C(x) + C_1(x) + C_2(x)$$

with

$$C(x) = \int_{\mathbb{R}^d} \chi(|x - y|) \nabla_x k(x - y)(\eta(x) - \eta(y))(\sigma(y) - \sigma(x)) dy,$$

$$C_1(x) = \int_{\mathbb{R}^d} \nabla_x \chi(|x - y|) k(x - y)(\eta(x) - \eta(y))(\sigma(y) - \sigma(x)) dy$$

and

$$C_2(x) = \int_{\mathbb{R}^d} \chi(|x - y|) k(x - y)(\nabla_y \eta(y))(\sigma(y) - \sigma(x)) dy.$$
Now $B \in C^\alpha(\mathbb{R}^d)$ and obeys (38). It is obviously enough to check that

$$I(x) = \int_{\mathbb{R}^d} \chi(|x-y|) K(x-y) (\sigma(y) - \sigma(x)) dy$$

is in $C^\alpha(\mathbb{R}^d)$ and its norm is bounded by that of $\sigma$. To check this we take the difference

$$I(x+h) - I(x) = I_1 + I_2 + I_3$$

where $I_1$ is

$$I_1 = \int_{|x-y| \leq 4|h|, |x+h-y| \geq 4|h|} \chi(|x+h-y|) K(x+h-y) (\sigma(y) - \sigma(x+h)) dy - \int_{|x-y| \leq 4|h|, |x+h-y| \geq 4|h|} \chi(|x-y|) K(x-y) (\sigma(y) - \sigma(x)) dy$$

$I_2$ is

$$I_2 = \int_{|x-y| \geq 4|h|, |x+h-y| \leq 4|h|} \chi(|x+h-y|) K(x+h-y) (\sigma(y) - \sigma(x+h)) dy - \int_{|x-y| \geq 4|h|, |x+h-y| \leq 4|h|} \chi(|x-y|) K(x-y) (\sigma(y) - \sigma(x)) dy$$

and

$$I_3 = \int_{|x-y| \geq 4|h|, |x+h-y| \geq 4|h|} \chi(|x+h-y|) K(x+h-y) (\sigma(y) - \sigma(x+h)) dy - \int_{|x-y| \geq 4|h|, |x+h-y| \geq 4|h|} \chi(|x-y|) K(x-y) (\sigma(y) - \sigma(x)) dy$$

For $I_1$ and $I_2$ we note that both $|x-y| \leq 5|h|$ and $|x+h-y| \leq 5|h|$, and we use the straightforward inequality

$$\int_0^{5h} r^{-1} r^\alpha dr \leq Ch^\alpha.$$  

The integral $I_3$ is split into two pieces.

$$I_3 = I_4 + I_5$$

with

$$I_4 = \frac{1}{2} \int_{|x-y| \geq 4|h|, |x+h-y| \geq 4|h|} [\chi(|x+h-y|) K(x+h-y) - \chi(|x-y|) K(x-y)] (2\sigma(y) - \sigma(x+h) + \sigma(x)) dy$$

and

$$I_5 = \frac{\sigma(x+h) - \sigma(x)}{2} \int_{|x-y| \geq 4|h|, |x+h-y| \geq 4|h|} [\chi(|x+h-y|) K(x+h-y) + \chi(|x-y|) K(x-y)] dy.$$  

For $I_4$ we use the smoothness of the kernel, the intermediate value theorem, and the Hölder bounds to obtain

$$|I_4| \leq C \|\sigma\|_{C^\alpha(\mathbb{R}^d)} \int_{3|h|}^{\infty} |h| r^{-2} (r^\alpha + h^\alpha) dr \leq C \|\sigma\|_{C^\alpha(\mathbb{R}^d)} |h|^\alpha.$$  

For $I_5$ we recall that $K(z) = z \nabla h(z)$. We claim that integrals of

$$\int_{|z| \geq 4|h|, |z+h| \geq 4|h|} \chi(|z|) K(z) dz$$

are bounded uniformly, independently of $h$. Indeed, integrating by parts

$$\int_{|z| \geq 5|h|} \chi(|z|) z_j \partial_j k(z) dz = - \int_{|z| \geq 5|h|} \partial_j \chi(|z|) k(z) dz - \int_{|z| \geq 5|h|} \partial_k \chi(|z|) z_j k(z) dz + \int_{|z| = 5|h|} z_j \chi(5|h|) \frac{\partial_k}{\partial |z|} k(z) dS(z)$$

$$= 0 + \text{ bounded.}$$

Here we used that $k$ has mean zero on spheres. On the other hand, on the annular regions we use simply the homogeneity of $K$ and

$$\int_{4h}^{5h} \frac{1}{r} dr \leq C.$$  

The integral $A(x)$ is treated in a similar fashion. We write

$$A(x) = \int_{\mathbb{R}^d} \chi(|x-y|) K(x-y) \phi(x,x-y) (\sigma(y) - \sigma(x)) dy$$
where
\[
\phi(x, x - y) = \int_0^1 (\nabla \eta(x + \lambda(y - x)) - \nabla \eta(x))d\lambda
\]
We consider
\[
A(x + h) - A(x) = A_1 + A_2 + A_3
\]
where \(A_1\) and \(A_2\), like \(I_1\) and \(I_2\) above, are differences of integrals on \(|x - y| \leq 4|h|\) and \(|x + h - y| \geq 4|h|\), and, respectively, on \(|x - y| \geq 4|h|\) and \(|x + h - y| \leq 4|h|\), while \(A_3\) is the difference of integrals corresponding to both \(|x - y| \geq 4|h|\) and \(|x + h - y| \geq 4|h|\). As before, using the triangle inequality, the regions of integration for \(A_1\) and \(A_2\) are regions where both \(|x - y| \leq 5|h|\) and \(|x + h - y| \leq 5|h|\) and therefore, the integrals are small separately, without need to take the difference. Using the fact that
\[
|\phi(x, x - y)| \leq \|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}|x - y|^\alpha
\]
we obtain that
\[
|A_1| + |A_2| \leq C|h|^{2\alpha}\|\sigma\|_{C^\alpha(\mathbb{R}^d)}\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}
\]
We treat \(A_3\) as we treated \(A_2\): we split \(A_3 = A_4 + A_5\), where
\[
A_4 = \frac{1}{2} \int_{|x - y| \leq 4|h|, |x + h - y| \geq 4|h|} [x(|x + h - y|)K(x + h - y) - \chi(|x - y|)K(x - y)]
\times [\phi(x + h, x + h - y)(\sigma(y) - \sigma(x + h)) + \phi(x, x - y)(\sigma(y) - \sigma(x))]dy
\]
and, using the smoothness of the kernel and the bounds on \(\phi\) and \(\sigma\), this leads to an integral inequality
\[
\int_3^{1} h r^{-2}(r^\alpha + h^\alpha)^2 \leq Ch^{2\alpha}
\]
so
\[
|A_4| \leq C|h|^{2\alpha}\|\sigma\|_{C^\alpha(\mathbb{R}^d)}\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}
\]
Finally we treat
\[
A_5 = \frac{1}{2} \int_{|x - y| \leq 4|h|, |x + h - y| \geq 4|h|} [x(|x + h - y|)K(x + h - y) + \chi(|x - y|)K(x - y)]
\times [\phi(x + h, x + h - y)(\sigma(y) - \sigma(x + h)) - \phi(x, x - y)(\sigma(y) - \sigma(x))]dy.
\]
We note by polarization that
\[
|\phi(x + h, x + h - y)(\sigma(y) - \sigma(x + h)) - \phi(x, x - y)(\sigma(y) - \sigma(x))| \\
\leq C\|\sigma\|_{C^\alpha(\mathbb{R}^d)}\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}(|x - y| + |h|)^\alpha|h|^\alpha
\]
and therefore \(A_5\) is bounded directly using
\[
\int_3^{1} r^{-1}(h^\alpha r^\alpha + h^\alpha)dr \leq Ch^\alpha
\]
so
\[
|A_5| \leq C\|\sigma\|_{C^\alpha(\mathbb{R}^d)}\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}|h|^\alpha
\]
This concludes the proof of the fact that
\[
\|C_{in}\|_{C^\alpha(\mathbb{R}^d)} \leq C\|\sigma\|_{\alpha,p}\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}
\]
The proof of the \(L^p\) bound in Lemma (1) is done using the observation that
\[
C(\sigma) = [\eta \cdot \nabla, \mathbb{K}]\sigma = PV \int_{\mathbb{R}^d} K(x, y)\sigma(y)dy - \mathbb{K}((\nabla \cdot \eta)\sigma)
\]
where
\[
K(x, y) = (\eta_j(x) - \eta_j(y)) \partial_j k(x - y).
\]
Now the operator \(\mathbb{K}\) is bounded in \(L^p\) spaces and the operator \(T\) given by
\[
\sigma \mapsto PV \int_{\mathbb{R}^d} K(x, y)\sigma(y)dy = (T\sigma)(x)
\]
is a Calderon-Zygmund operator, that is, the kernel \( K \) is smooth away from the diagonal, obeys
\[
|K(x, y)| \leq C \frac{1}{|x - y|^d}
\]
and
\[
|K(x + h, y) - K(x, y)| + |K(x, y + h) - K(x, y)| \leq C \frac{|h|}{|x - y|^{d+1}}
\]
for \( 2|h| \leq |x - y| \), and \( T \) is bounded in \( L^2(\mathbb{R}^d) \). The boundedness in \( L^2 \) is verified quickly below. It follows that \( T \) is bounded in \( L^p(\mathbb{R}^d), 1 < p < \infty \) (see for instance cite: stein). For the bound in \( L^2 \) we need to verify that
\[
\left| \int_{\mathbb{R}^d} (Tf)(x)g(x)dx \right| \leq C\|f\|_{L^2(\mathbb{R}^d)}\|g\|_{L^2(\mathbb{R}^d)}.
\]
We write
\[
\int_{\mathbb{R}^d} (Tf)(x)g(x)dx = \int_{\mathbb{R}^d} dx \int_{|z| \leq 1} K(x, x - z)f(z)g(x)dz + \int_{\mathbb{R}^d} dx \int_{|z| \geq 1} K(x, x - z)f(z)g(x)dz = T_1 + T_2
\]
Clearly
\[
|T_2| \leq C\|\eta\|_{L^\infty(\mathbb{R}^d)}\|f\|_{L^2(\mathbb{R}^d)}\|g\|_{L^2(\mathbb{R}^d)}
\]
because
\[
|K(x, y)| \leq C\|\eta\|_{L^\infty(\mathbb{R}^d)} \frac{1}{|x - y|^{d+1}}
\]
in view of the homogeneity of \( k \). For \( T_1 \) we use the fact that we have
\[
\left| PV \int_{|z| \leq 1} (\eta(x) - \eta(x - z))\nabla k(z)dz \right| \leq C\|\eta\|_{C^{1+\alpha}}
\]
uniformly in \( x \in \mathbb{R}^d \). Indeed, this is easily verified in a manner similar to the proof in the \( C^\alpha \) case, using the fact that
\[
\eta(x) - \eta(x - z) - z\nabla \eta(x) = O(|z|^{1+\alpha}),
\]
integration by parts, and the vanishing of spherical averages of \( k \):
\[
\left| PV \int_{|z| \leq 1} (\eta(x) - \eta(x - z))\nabla k(z)dz \right| \leq \int_{|z| \leq 1} |(\eta(x) - \eta(x - z) - z\nabla \eta(x))|\nabla k(z)|dz
\]
\[
+ |\nabla \eta(x)|\left| PV \int_{|z| \leq 1} z\nabla k(z)dz \right| \leq C\|\eta\|_{C^{1+\alpha}(\mathbb{R}^d)}.
\]

**Proof of Theorem**

The commutator is
\[
C(x, t) = [\eta \cdot \nabla, \mathbb{G}](\sigma) = \eta(\cdot, t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \mathbb{H} \nabla \sigma(s)ds - \int_0^t e^{(t-s)\Delta} \mathbb{H} \nabla \sigma(s)(\cdot)ds.
\]
We need to show that \( \|C\|_{L^\infty(0,T;C^\alpha(\mathbb{R}^d))} \) is finite, under our assumptions on \( \eta \) and \( \sigma \). Recall our notation that \( e^{(t-s)\Delta} \) is given by convolution with \( g_{t-s} \). We start by the observation that we can replace \( \eta(s) \) by \( \eta(t) \) in the second term of the commutator. Indeed
\[
\int_0^t e^{(t-s)\Delta} \mathbb{H} \nabla ((\eta(s) - \eta(t)) \cdot \nabla \sigma(s))ds = I_1(t) + I_2(t)
\]
with
\[
I_1(t) = -\int_0^t e^{(t-s)\Delta} \mathbb{H} \nabla \{[\nabla \cdot (\eta(s) - \eta(t))](\nabla \sigma(s))\}ds
\]
and
\[
I_2(t) = -\int_0^t (\nabla \mathbb{H} \nabla g_{t-s} \ast \{(\eta(s) - \eta(t))\sigma(s)\})ds.
\]
Now
\[
I_1 = \mathbb{G} \{[\nabla \cdot (\eta(s) - \eta(t))]\sigma\}
\]
and it belongs to $L^\infty(0, T; C^{\alpha, p})$ by Theorem 2 because $(\nabla \cdot \eta) \in C^2(0, T; C^\alpha(\mathbb{R}^d))$. Regarding $I_2$, we have

$$
\|I_2(t)\|_{\alpha, p} \leq C \int_0^t \|\nabla H \nabla \nabla g_{s \cdot t} - \sigma(s)\|_{L^1(\mathbb{R}^d)}\|\eta(s) - \eta(t)\|_{\alpha, p} ds
$$

$$
\leq C \|\eta\|_{C^3(0, T; C^{\alpha, p}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0, T; C^{\alpha, p})} \int_0^t (t - s)^{-\frac{\alpha}{2}} (t - s)^{\beta} ds
$$

$$
\leq Ct^{\beta - \frac{\alpha}{2}} \|\eta\|_{C^3(0, T; C^{\alpha, p}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0, T; C^{\alpha, p})}
$$

So now we have to examine

$$
C_1 = \eta(\cdot, t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \nabla H \nabla \eta(s) ds - \int_0^t e^{(t-s)\Delta} \nabla H \nabla (\eta(t) \cdot \nabla \sigma(s)) ds.
$$

Now we observe that we can replace $\sigma(s)$ by $\sigma(s) - \sigma(t)$ in both integrals. Indeed, replacing $\sigma(s)$ in $C_1$ by $\sigma(t)$ integrates in time to

$$
\eta(\cdot, t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \nabla H \nabla \sigma(t) ds - \int_0^t e^{(t-s)\Delta} \nabla H \nabla (\eta(t) \cdot \nabla \sigma(t)) ds = [\eta(t) \cdot \nabla, (I - e^{t\Delta})R H H R] \sigma(t)
$$

and the commutator

$$
[\eta(t) \cdot \nabla, (I - e^{t\Delta})R H H R] \sigma(t)
$$

is bounded by Lemma 1. It remains to investigate

$$
C_2 = \eta(\cdot, t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \nabla H \nabla (\sigma(s) - \sigma(t)) ds - \int_0^t e^{(t-s)\Delta} \nabla H \nabla (\eta(t) \cdot \nabla (\sigma(s) - \sigma(t))) ds
$$

$$
= \eta(\cdot, t) \cdot \nabla \int_0^t \nabla \nabla g_{s \cdot t} \ast H (\sigma(s) - \sigma(t)) ds - \int_0^t \nabla \nabla g_{s \cdot t} \ast H (\eta(t) \cdot \nabla (\sigma(s) - \sigma(t))) ds
$$

We claim that we can move $\eta \cdot \nabla$ inside the first time integral, past the convolution with the derivative of the heat kernel. Indeed, the difference is

$$
D(x, t) = \int_0^t \int_{\mathbb{R}^d} (\nabla \nabla g_{s \cdot t})(x - y) (\eta(x, t) - \eta(y, t)) H (\sigma(s) - \sigma(t))(y) dy ds
$$

We use now the fact that

$$
\|\nabla \nabla g_{s \cdot t}(z)\|_{L^1(\mathbb{R}^d)} \leq C(t - s)^{-1}
$$

to deduce, after changing variables to $z = x - y$ and writing $\eta(x, t) - \eta(x - z, t) = -z \int_0^1 \nabla \eta(x - \lambda z, t) d\lambda$ that

$$
\|D(\cdot, t)\|_{\alpha, p} \leq C \|\eta\|_{L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{C^3(0, T; C^{\alpha, p})} \int_0^t (t - s)^{-\alpha\beta + 1} ds
$$

So, finally we arrived at

$$
C_3(t) = \int_0^t (\nabla \nabla g_{s \cdot t}) \ast [\eta(t) \cdot \nabla, H] (\sigma(s) - \sigma(t)) ds.
$$

We bounded this using Lemma 1

$$
\|C_3(t)\|_{\alpha, p} \leq C \|\eta\|_{L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{C^3(0, T; C^{\alpha, p})} \int_0^t (t - s)^{-\alpha\beta + 1} ds
$$

This concludes the proof of Theorem 3.

**Proof of Theorem 1.** We bound

$$
\|\eta\|_{\alpha, p} \leq C \int_0^t \|\nabla g_{s \cdot t}\|_{L^1(\mathbb{R}^d)}\|\sigma(s)\|_{\alpha, p} ds \leq C \|\sigma\|_{L^\infty(0, T; C^{\alpha, p})} \int_0^t \frac{1}{\sqrt{t - s}} ds
$$

**Proof of Theorem 4.** The computation concerns

$$
\eta(t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \nabla \sigma(s) ds - \int_0^t e^{(t-s)\Delta} \nabla (\eta(s) \cdot \nabla \sigma(s)) ds
$$

Replacing $\eta(s)$ by $\eta(t)$ in the second term in the commutator, introduces

$$
E(t) = \int_0^t e^{(t-s)\Delta} \nabla ((\eta(s) - \eta(t)) \cdot \nabla \sigma(s)) ds = E_1(t) + E_2(t)
$$
where
\[ E_1(t) = -\mathcal{U}(\nabla \cdot (\eta(s) - \eta(t))\sigma(s)) \]
and
\[ E_2(t) = -\int_0^t \nabla \nabla g_{t-s} * \mathbb{H}_s((\eta(s) - \eta(t))\sigma(s))ds. \]

The first term is bounded by (34)
\[ \|E_1(t)\|_{\alpha,p} \leq C\sqrt{t}\|\eta\|_{L^\infty(0,T;C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0,T;C^{\alpha,p})} \]
and \( E_2(t) \) is bounded by
\[ \|E_2(t)\|_{\alpha,p} \leq Ct^{1-\beta}\|\eta\|_{C^0(0,T;C^{\alpha}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0,T;C^{\alpha,p})}. \]

We have to bound now
\[ V(t) = \eta(t) \cdot \nabla \int_0^t e^{(t-s)\Delta} \mathbb{H}_s\sigma(s)ds - \int_0^t e^{(t-s)\Delta} \mathbb{H}_s((\eta(t) \cdot \nabla \sigma(s)))ds \]
We claim that we can put \( \eta(t) \cdot \nabla \) inside the first time integral, past the convolution with the gradient of the heat kernel. Indeed, the difference
\[ D(x,t) = \int_0^t \int_{\mathbb{R}^d} \nabla g_{t-s}(z)(\eta(x,t) - \eta(x-z,t))\mathbb{H}_s(x-z,s)dz \]
can be bounded, after writing \( \eta(x,t) - \eta(x-z,t) = -z \int_0^1 \nabla \eta(x - \lambda z, t) d\lambda \), and using
\[ \|z| \nabla g_{t-s}\|_{L^1(\mathbb{R}^d)} \leq C \frac{1}{\sqrt{t-s}} \]
by
\[ \|D\|_{L^\infty(0,T;C^{\alpha,p})} \leq C\sqrt{T}\|\eta\|_{L^\infty(0,T;C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0,T;C^{\alpha,p})} \]
We are left with
\[ E = \int_0^t \nabla e^{(t-s)\Delta}[\eta(t) \cdot \nabla, \mathbb{H}]\sigma(s)ds + \int_0^t \nabla e^{(t-s)\Delta}(\text{div} \eta(t))\mathbb{H}(\sigma(s))ds \]
which we bound using Lemma 1
\[ \|E\|_{L^\infty(0,T;C^{\alpha,p})} \leq C\sqrt{T}\|\eta\|_{L^\infty(0,T;C^{1+\alpha}(\mathbb{R}^d))}\|\sigma\|_{L^\infty(0,T;C^{\alpha,p})} \]
Summing the bounds we conclude that (37) holds.

4. Bounds on solutions

We start with a few kinematic observations. Let \( u \in L^\infty(0,T;C^{1+\alpha}(\mathbb{R}^d)) \) be a velocity. Then the Lagrangian maps \( X(a,t) \) are
\[ X(a,t) = a + \chi(a,t) \]
with \( \chi \in \text{Lip}(0,T;C^{1+\alpha}(\mathbb{R}^d)), \chi(a,0) = 0. \) Moreover \( X^{-1}(x,t) = A(x,t) \) obeys the transport equation
\[ \partial_t A + u \cdot \nabla A = 0 \]
with \( A(x,0) = x \) and \( A(x,t) = x + \alpha(x,t) \) with \( \alpha \in \text{Lip}(0,T;C^{1+\alpha}(\mathbb{R}^d)), \alpha(x,0) = 0. \) (Obviously, \( \chi(a,t) + \alpha(X(a,t),t) = 0. \) The inverse exists even if \( u \) is not divergence-free. The gradients obey
\[ \|\nabla X^{-1}(t)\|_{L^\infty(\mathbb{R}^d)} \leq \exp \int_0^t \|\nabla u(s)\|_{L^\infty(\mathbb{R}^d)}ds \]
The same is true for the gradients \( \nabla X \):
\[ \|\nabla X(t)\|_{L^\infty(\mathbb{R}^d)} \leq \exp \int_0^t \|\nabla u(s)\|_{L^\infty(\mathbb{R}^d)}ds \]
Because
\[ a - b = X^{-1}(X(a, t), t) - X^{-1}(X(b, t), t) \]
it follows that
\[ |a - b| \leq |X(a, t) - X(b, t)| \exp \int_0^t \|\nabla u(s)\|_{L^\infty(\mathbb{R}^d)} ds, \]
and because
\[ X(a, t) - X(b, t) = \int_0^1 \frac{d}{d\mu} X((1 - \mu)a + \mu b, t) d\mu \]
it follows that
\[ |X(a, t) - X(b, t)| \leq |a - b| \exp \int_0^t \|\nabla u(s)\|_{L^\infty(\mathbb{R}^d)} ds. \]
Therefore we have the important and quite general chord-arc bound
\[ \lambda^{-1} \leq \frac{|a - b|}{|X(a, t) - X(b, t)|} \leq \lambda \]
where
\[ \lambda(t) = \exp \int_0^t \|\nabla u(s)\|_{L^\infty(\mathbb{R}^d)} ds. \]
Because of the chord-arc bound it is possible and convenient to measure the size of the Lagrangian nonlinearities in Hölder spaces after composition with \( X^{-1} \), i.e. in Eulerian variables. We consider the equation (12) now. Let us note that from, general ODE theory, we have a priori bounds for short time. Using the same notation (11) for \( \nabla u \circ X \) we have
\[ \|\tau(t)\|_{L^\infty(\mathbb{R}^d)} \leq K \]
for \( t \leq T \), where \( K \) and \( T \) depend on \( \|\sigma_0\|_{L^\infty(\mathbb{R}^d)} \) and a bound on \( \sup_{[0, T]} \|\nabla u\|_{L^\infty(\mathbb{R}^d)} \). Then, consequently for \( \sigma = \tau \circ X^{-1} \),
\[ \|\sigma(t)\|_{L^\infty(\mathbb{R}^d)} \leq K \]
Similarly
\[ \|\tau(t)\|_{L^p(\mathbb{R}^d)} \leq K_p \]
and consequently
\[ \|\sigma(t)\|_{L^p(\mathbb{R}^d)} \leq K_p \lambda(t)^{\frac{d}{p}}. \]
The exponent of \( \lambda \) in the last inequality is 0 if we assume incompressibility. Also, by taking finite differences in Lagrangian variables
\[ \delta_h \tau(a, t) = \tau(a + h, t) - \tau(a, t) \]
we obtain
\[ \frac{d}{dt} \delta_h \tau = F(g(a + h), \tau(a + h)) - F(g(a), \tau(a)) \]
and deduce, via
\[ \frac{d}{dt} |\delta_h \tau| \leq \|D_2 F(g, \tau)\|_{L^\infty(\mathbb{R}^d)} |\delta_h \tau| + \|D_1 F(g, \tau)\|_{L^\infty(\mathbb{R}^d)} |\delta_h g| \]
that
\[ \|\tau(t)\|_{C^\alpha(\mathbb{R}^d)} \leq C_\alpha \]
with \( C_\alpha \) depending on \( \|\sigma_0\|_{C^\alpha(\mathbb{R}^d)} \) and \( \sup_{[0, T]} \|\nabla u\|_{C^\alpha(\mathbb{R}^d)} \). Passing to the Eulerian seminorm costs \( \lambda^\alpha \):
\[ \|\sigma(t)\|_{C^\alpha(\mathbb{R}^d)} \leq C_\alpha (1 + \lambda^\alpha) \]
Also, integrating in time (12) and measuring in \( C^\alpha(\mathbb{R}^d) \) we obtain
\[ \|\tau(t_1) - \tau(t_2)\|_{C^\alpha(\mathbb{R}^d)} \leq |t_1 - t_2| D_\alpha \]
and consequently
\[ \|\sigma(t_1) - \sigma(t_2)\|_{C^\alpha(\mathbb{R}^d)} \leq |t_1 - t_2| D_\alpha \]
Similarly, integrating in time (12) and measuring in \( L^p(\mathbb{R}^d) \) we obtain
\[
\|\tau(t_1) - \tau(t_2)\|_{L^p(\mathbb{R}^d)} \leq |t_1 - t_2| C_p
\]
and similarly
\[
\|\sigma(t_1) - \sigma(t_2)\|_{L^p(\mathbb{R}^d)} \leq |t_1 - t_2| \tilde{C}_p
\]
whic we can bound using (44). So we proved

**Proposition 1.** Let \( u \in L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d)) \) and let \( \sigma(0) \in C^{1+\alpha}_\text{Lip} \) for some \( \alpha \in (0, 1) \) and \( 1 < p < \infty \). Then the solution of the linear equation (2) with initial datum \( \sigma(0) \) obeys the bounds (47), (49), (50) above. Its Lagrangian counterpart \( \tau \), obeys (47), (48), (50).

We do not use this proposition in the sequel.

Short time existence of solutions of (1) can be proved in the same manner as short time existence of solutions to 3D incompressible Euler equations. The stresses are Lipschitz continuous with values in \( C^{1+\alpha}_\text{Lip} \) spaces, \( \sigma \in Lip(0, T; C^{1+\alpha}(\mathbb{R}^d)) \), and the Eulerian velocities are bounded \( u \in L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)) \), for any \( \alpha \in (0, 1) \) and any \( 1 < p < \infty \). Note that we do not require \( p > d \). In fact, the bounds in the previous section can be used to prove a local existence theorem. In this section we investigate properties of linearizations along families of Lagrangian paths and prove existence and uniqueness results.

We take a uniformly bounded family of paths, depending in a differentiable manner of a parameter \( \epsilon \), \( X_\epsilon \in Lip(0, T; C^{1+\alpha}(\mathbb{R}^d)) \) and a uniformly bounded family depending in a differentiable manner of \( \epsilon \), \( \tau_\epsilon \in Lip(0, T; C^{1+\alpha}_\text{Lip}) \) with initial data \( \sigma_\epsilon(0) \). We assume that \( X_\epsilon \) is bounded in \( L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d)) \). We consider uniformly bounded, \( \epsilon \)-differentiable family of initial data, \( u_\epsilon(0) \in C^{1+\alpha}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d) \).

Measuring \( U' \) given by (20) in \( C^{1+\alpha}_\text{Lip} \), using (21) and the bounds (44) (47) we obtain
\[
\|U'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} \leq \epsilon(T) \left\{ \|X'\|_{C^{1+\alpha}(\mathbb{R}^d)} + \|X'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} + \|\tau'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} \right\} + C\|u'\|(0) \|C^{1+\alpha}_\text{Lip}
\]
Let us denote the norms in the right hand side of (51) by \( N(T) \):
\[
N(T) = \sup_{\epsilon} \left\{ \|X'\|_{C^{1+\alpha}_\text{Lip}} + \|X'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} + \|\tau'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} + \|u'\|(0) \right\}
\]
We make the convention that \( C(T) \) denotes a constant that depends continuously, nondecreasingly, and explicitly on \( T \), and we will use \( \epsilon(T) \) for constants that vanish at least like \( \max\{T^{1-\beta}, T^{1/2}\} \) at \( T = 0 \). Time independent constants are written as \( C \). The constants \( C(T), \epsilon(T) \) depend on the assumed uniform bounds on the families \( X_\epsilon, \tau_\epsilon \). Let us introduce
\[
X'(a, t) = \int_0^t U'(a, s) ds.
\]
Integrating in time, we have from (51)
\[
\|X'\|_{L^\infty(0, T; C^{1+\alpha}_\text{Lip})} \leq \epsilon(T) N(T)
\]
In order to close the estimates we have to consider a stronger path norm:
\[
M(T) = \sup_{\epsilon} \left\{ \|X'\|_{C^{1+\alpha}_\text{Lip}} + \|\tau'\|_{C^{1+\alpha}_\text{Lip}} + \|u'\|(0) \right\}.
\]
Clearly, \( N(T) \leq M(T) \). Let us bound \( g' \) given in (26), using (28), Theorem 2 and Theorem 3. The term \( (\nabla \nabla u_0)\eta \) is bounded using
\[
\|\nabla \nabla u_0\|_{C^{1+\alpha}_\text{Lip}} \leq C t^{-\frac{1}{2}} \|u(0)\|_{C^{1+\alpha}_\text{Lip}}
\]
combined with the bound
\[
\|\eta(t)\|_{C^{1+\alpha}_\text{Lip}} \leq t^{\frac{3}{2}} M(T)
\]
which follows from the definition (55) and the fact that \( \eta(0) = 0 \). We use here \( \beta > \frac{1}{2} \). We obtain
\[
\|g'(t)\|_{C^\alpha,p} \leq C(T)M(T).
\]
(56)

Now we use (33) and (56) to bound
\[
\|\nabla U\|_{L^\infty(0,T;C^\alpha,p)} \leq C(T)M(T).
\]
(57)

Consequently, using (57) in (54) we have
\[
\|\nabla \mathcal{A}'\|_{L^\infty(0,T;C^\alpha,p)} \leq TCM(T) = \epsilon(T)M(T)
\]
and also
\[
\|\mathcal{A}'\|_{C^\beta(0,T;C^{1+\alpha,p})} \leq T^{1-\beta}C(T)M(T) = \epsilon(T)M(T).
\]
(59)

We used here that an \( O(1) \) bound on the time derivative gives, for short time an \( O(t^{1-\beta}) \) bound on the \( C^\beta \) norm in time (if the initial data vanishes).

We turn to (25) and bound using (56)
\[
\|\mathcal{T}'\|_{L^\infty(0,T;C^\alpha,p)} \leq C(T)M(T).
\]
(60)

We define now
\[
\pi(a,t) = \int_0^t \mathcal{T}'(a,s)ds + \sigma'(0)
\]
(61)

and deduce from (60)
\[
\|\pi\|_{C^\beta(0,T;C^\alpha,p)} \leq \epsilon(T)M(T) + \|\sigma'(0)\|_{C^\alpha,p}
\]
(62)

Summarizing what we have obtained in (59) and (62)
\[
\|\mathcal{A}'\|_{C^\beta(0,T;C^{1+\alpha,p})} + \|\pi\|_{C^\beta(0,T;C^\alpha,p)} \leq \epsilon(T)M(T) + \|\sigma'(0)\|_{C^\alpha,p}
\]
(63)

This is the main inequality of this section. It will be used in several situations. First, let us consider the map \( \mathcal{S} \),
\[
(X, \tau) \mapsto \mathcal{S}(X, \tau) = (X_{\text{new}}, \tau_{\text{new}})
\]
(64)

defined by
\[
X_{\text{new}}(a,t) = a + \int_0^t U(X(s), \tau(s))ds
\]
(65)

and
\[
\tau_{\text{new}}(a,t) = \sigma_0(a) + \int_0^t T(X(s), \tau(s))ds
\]
(66)

where \( U, T \) are given in (14).

**THEOREM 5.** Let \( 0 < \alpha < 1, \frac{1}{2} < \beta < 1, 1 < p < \infty \) and let \( u_0 \in C^{1+\alpha,p} \) and \( \sigma_0 \in C^\alpha,p \) be fixed. There exists \( T \) sufficiently small such that the map \( \mathcal{S} \) maps the set
\[
\mathcal{I} \subset \mathcal{P}_1 = \text{Lip}(0,T;C^{1+\alpha,p}) \times \text{Lip}(0,T;C^\alpha,p)
\]
\[
\mathcal{I} = \{(X, \tau) \mid \|X - \mathbb{I}, \tau\|_{\mathcal{P}_1} \leq \Gamma, \frac{1}{2} \leq |\nabla a X(a,t)| \leq \frac{3}{2} \}
\]
(67)

to itself, \( \mathcal{S} : \mathcal{I} \to \mathcal{I} \). Furthermore, the map is a contraction in the space
\[
\mathcal{P} = C^\beta(0,T;C^{1+\alpha,p}) \times C^\beta(0,T;C^\alpha,p)
\]
(68)
i.e.,
\[
\|\mathcal{S}(X_1, \tau_1) - \mathcal{S}(X_2, \tau_2)\|_{\mathcal{P}} \leq \frac{1}{2}\|(X_1 - X_2, \tau_1 - \tau_2)\|_{\mathcal{P}}.
\]
(69)

for \( (X_1, \tau_1) \in \mathcal{I}, (X_2, \tau_2) \in \mathcal{I} \).
Proof. The fact that $S : I \to I$ follows from the bounds in Theorem [1] and Theorem [2] by choosing $T$ small enough, and $\Gamma$ twice the size of the initial data $(u_0, \sigma_0)$ in $C^{1+\alpha,p} \times C^{\alpha,p}$. The contractivity is proved by forming the families $X_\epsilon = (2 - \epsilon)X_1 + (\epsilon - 1)X_2$, $\tau_\epsilon = (2 - \epsilon)\tau_1 + (\epsilon - 1)\tau_2$ for $\epsilon \in [1, 2]$. We note that $I$ is convex, and that $u_0 = 0$, because $u_0$ does not depend on epsilon, and $\sigma_0 = 0$ because $\sigma_0$ does not depend on epsilon.

$$S(X_1, \tau_1) - S(X_2, \tau_2) = \left( \int_1^2 \mathcal{X}'(\epsilon) d\epsilon, \int_1^2 \pi(\epsilon) d\epsilon \right)$$

(70)

where $\mathcal{X}'$ and $\pi$ are obtained via (53) and (61) using the families $X_\epsilon, \tau_\epsilon$. Applying (63) and choosing $T$ small enough proves the contractivity. The local existence and uniqueness theorem is:

**THEOREM 6.** Let $0 < \alpha < 1$, $1 < p < \infty$, $\frac{1}{2} < \beta < 1$, and let $u_0 \in C^{1+\alpha,p}$ be divergence-free, and $\sigma_0 \in C^{\alpha,p}$ be given.

(A) There exists $T > 0$ and a solution $(u, \sigma)$ of (7), (2) with $u \in L^\infty(0, T; C^{1+\alpha,p})$ and $\sigma \in \text{Lip}(0, T; C^{\alpha,p})$.

(B) Two solutions $u_j \in L^\infty(0, T; C^{1+\alpha,p})$ and $\sigma_j \in \text{Lip}(0, T; C^{\alpha,p})$, $j = 1, 2$ obey the strong Lipschitz bound

$$\|X_2 - X_1\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} + \|\tau_2 - \tau_1\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} \leq C(T) \left\{ \|u_2(0) - u_1(0)\|_{C^{1\alpha, p}} + \|\sigma_2(0) - \sigma_1(0)\|_{\alpha, p} \right\} ,$$

(71)

for their Lagrangian counterparts. The path time derivatives also obey Lipschitz bounds

$$\|\partial_t X_2 - \partial_t X_1\|_{L^\infty(0, T; C^{1\alpha, p})} \leq C(T) \left\{ \|u_2(0) - u_1(0)\|_{C^{1\alpha, p}} + \|\sigma_2(0) - \sigma_1(0)\|_{\alpha, p} \right\}$$

(72)

In particular, two such solutions with same initial data must coincide.

Proof. Part (A), the existence, follows because a fixed point of $S$ provides a solution in $I$. The initial velocity being divergence-free and the equation (3) guarantee incompressibility. Part (B) is proved forming the family $(X_\epsilon, \tau_\epsilon)$ as in the proof of Theorem 5 above, with $(X_1, \tau_1)$ being the Lagrangian solution associated to the solution $(u_1, \sigma_1)$ and with $(X_2, \tau_2)$ being the Lagrangian solution associated to the solution $(u_2, \sigma_2)$.

$$X_\epsilon = (2 - \epsilon)X_1 + (\epsilon - 1)X_2, \quad \tau_\epsilon = (2 - \epsilon)\tau_1 + (\epsilon - 1)\tau_2$$

for $\epsilon \in [1, 2]$. Note that $X'_\epsilon = X_2 - X_1, \tau'_\epsilon = \tau_2 - \tau_1$ but also, because these are solutions,

$$X_2 - X_1 = \int_1^2 \mathcal{X}'(\epsilon) d\epsilon$$

(73)

and

$$\tau_2 - \tau_1 = \int_1^2 \pi(\epsilon) d\epsilon + \sigma_2(0) - \sigma_1(0)$$

(74)

Also, $u'_0 = u_2(0) - u_1(0), \sigma'_0 = \sigma_2(0) - \sigma_1(0)$. So we have

$$\left\{ \begin{array}{l}
\int_1^2 \mathcal{X}'(\epsilon) d\epsilon = X_2 - X_1 = X', \\
\int_1^2 \pi(\epsilon) d\epsilon = \tau_2 - \tau_1 - \sigma_2(0) + \sigma_1(0) = \tau' - \sigma_2(0) + \sigma_1(0).
\end{array} \right.$$ 

(75)

Integrating in epsilon (63), we obtain

$$\|X_2 - X_1\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} + \|\tau_2 - \tau_1 - \sigma_2(0) + \sigma_1(0)\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} \leq \epsilon(T) \left\{ \|X_2 - X_1\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} + \|\tau_2 - \tau_1\|_{C^{1\alpha, p}(0, T; C^{1\alpha, p})} + \|u_2(0) - u_1(0)\|_{C^{1\alpha, p}} \right\}$$

(76)

Taking $\epsilon(T) \leq \frac{1}{2}$ we obtain the strong Lipschitz bound (71). Note also that this implies

$$M(T) \leq C(T) \left\{ \|u_2(0) - u_1(0)\|_{C^{1\alpha, p}} + \|\sigma_2(0) - \sigma_1(0)\|_{\alpha, p} \right\}$$

(77)

and therefore, going back to (51) and (77), and using

$$\partial_t X_2 - \partial_t X_1 = \int_1^2 \mathcal{U}'(\epsilon) d\epsilon$$

we obtain (72).
5. Coupling to Navier-Stokes

The Navier-Stokes equations are nonlinear
\[ \partial_t u - \Delta u + \nabla p = \text{div} (\sigma - u \otimes u), \quad \text{div} u = 0. \] (78)

In order to prove uniqueness of solutions of the system formed by (78) coupled to (2) we still have to work in a class of velocities that are at least Lipschitz continuous. This is a vastly subcritical situation for Navier-Stokes equations, so we treat the inertial stress \( \text{div} (u \otimes u) \) perturbatively. We write
\[ u = \mathbb{L}(u_0) + \mathbb{U}(\sigma) - \mathbb{U}(u \otimes u) \] (79)

and
\[ \nabla u = \mathbb{L}(\nabla u_0) + \mathbb{G}(\sigma) - \mathbb{G}(u \otimes u). \] (80)

We wrote \( \mathbb{U}(\nabla (u \otimes u)) \) above instead of the equivalent \( \mathbb{G}(u \otimes u) \), in order to take advantage of the fact that in our framework \( \nabla u \in C^{\alpha,p} \). We introduce again the Lagrangian variables \( X \) and \( \tau \), but we keep a separate tab for the Lagrangian velocity
\[ v = u \circ X. \] (81)

We set up the map
\[ \mathcal{V}(X, \tau, v) = \mathbb{L}(u_0) \circ X + \mathbb{U}(\tau \circ X^{-1}) \circ X - \mathbb{U}(v \otimes v \circ X^{-1}) \circ X, \] (82)

we denote again
\[ g = \mathbb{L}(\nabla u_0) \circ X + \mathbb{G}(\tau \circ X^{-1}) \circ X - \mathbb{U}(\nabla (v \otimes v \circ X^{-1})) \circ X \] (83)

and we maintain
\[ \mathcal{T}(X, \tau, v) = F(g, \tau). \] (84)

The system is now solved in Lagrangian coordinates:
\[ (X, \tau, v) \mapsto \mathcal{S}(X, \tau, v) = (X^{\text{new}}, \tau^{\text{new}}, v^{\text{new}}) \] (85)

where
\[ \begin{cases} X^{\text{new}}(t) = a + \int_0^t \mathcal{V}(X(s), \tau(s), v(s))ds \\ \tau^{\text{new}}(t) = \sigma_0 + \int_0^t \mathcal{T}(X(s), \tau(s), v(s))ds \\ v^{\text{new}}(t) = \mathcal{V}(X, \tau, v) \end{cases} \] (86)

Note that
\[ \mathcal{V}(X, \tau, v) = \mathcal{U}(X, \tau) - \mathbb{U}((v \otimes v) \circ X^{-1}) \circ X \] (87)

where \( \mathcal{U} \) is the same as the one given in (14). Note also that
\[ v^{\text{new}} = \frac{dX^{\text{new}}}{dt} \] (88)

and therefore the relation \( v = \frac{dX}{dt} \) is maintained in an iteration. Because the last equation of (86) is not integrated in time, we measure \( v \) in \( L^\infty(0, T; C^{1+\alpha}(\mathbb{R}^d) \cap W^{1,p}(\mathbb{R}^d)) \). We take again a family \( X_\epsilon, \tau_\epsilon, v_\epsilon \), denote
\[ \frac{d}{d\epsilon} v_\epsilon = v'_\epsilon \] (89)

and keep the rest of the notation \( X'_\epsilon, \eta_\epsilon, \tau'_\epsilon, \delta_\epsilon \) the same. Note that
\[ v'_\epsilon = \frac{dX'_\epsilon}{dt} \] (90)

We differentiate the nonlinearities \( \mathcal{V} \) and \( \mathcal{T} \) with respect to epsilon. After composition with \( X^{-1} \) and dropping epsilon for ease of notation, we have
\[ \begin{cases} \mathcal{V}' \circ X^{-1} = \mathcal{U}' \circ X^{-1} - [\eta \cdot \nabla, \mathcal{U}](u \otimes u) - \mathbb{U}(((v \otimes v') + (v' \otimes v)) \circ X^{-1}) \\ \mathcal{T}' = D_1 F(g, \tau)g' + D_2 F(g, \tau)\tau' \\ g' \circ X^{-1} = g'_{\text{old}} \circ X^{-1} - [\eta \cdot \nabla, \mathcal{U}](\nabla (u \otimes u)) - \mathbb{U}(\nabla(((v' \otimes v) + (v \otimes v')) \circ X^{-1})) \end{cases} \] (91)
where $\mathcal{U}$ and $g'_{old}$ are the same as in (30) and $u = v \circ X^{-1}$. We verify that $S$ maps the set
\[\mathcal{I} = \mathcal{P}_1 = Lip(0, T; C^{1+\alpha, p}) \times Lip(0, T; C^{\alpha, p}) \times L^\infty(0, T; C^{1+\alpha, p})\]
to itself for $\Gamma$ larger than the size of the initial data $\sigma_0$, $u_0$ and small enough $T$. In order to check this, we use the bounds used in the previous section. In addition, in view of (34) we see that
\[\|\mathcal{U}((v \otimes v) \circ X^{-1})\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq \sqrt{T}C\|v\|_{L^\infty(0, T; C^{1+\alpha, p})}^{1/2}\]
(92) for invertible $X$ satisfying the constraint $\frac{1}{2} \leq |\nabla a X(a, t)| \leq \frac{3}{2}$.

The new terms introduced in $\mathcal{V}'$ and in $g'$ are bounded using (34) and Theorem 4. Using (51) we get
\[\|\mathcal{V}'\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq \epsilon(T) \left\{ \|X'\|_{C^{\beta}(0, T; C^{1+\alpha, p})} + \|\pi'\|_{C^{\beta}(0, T; C^{\alpha, p})} + \|v'\|_{L^\infty(0, T; C^{\alpha, p})} \right\} + C\|u'_0\|_{C^{\alpha, p}}\]
(93) where $M(T)$ is given by (55). The relation
\[\nabla_a \mathcal{V}(a, t) = g(a, t)(\nabla_a X(a, t))\]
is directly verified. Differentiating in epsilon, we obtain
\[(\nabla_a \mathcal{V}')(a, t) = g'(a, t)(\nabla_a X)(a, t) + g(a, t)(\nabla_a X')(a, t)\]
(96) and then we obtain using (24) and (95)
\[\|\mathcal{V}'\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq \epsilon(T)\|\tau'\|_{L^\infty(0, T; C^{1+\alpha, p})} + C(T)M(T).\]
(98) We recall that $\pi$ is given by (61) and introduce
\[X'(a, t) = \int_0^t \mathcal{V}'(a, s)ds.\]
(99) We have therefore
\[\|X'\|_{C^{\beta}(0, T; C^{1+\alpha, p})} + \|\pi'\|_{C^{\beta}(0, T; C^{\alpha, p})} \leq \epsilon(T)M_1(T) + \|\sigma'(0)\|_{C^{\alpha, p}}\]
(100) where
\[M_1(T) = \sup_{\epsilon} \left\{\|X'_\epsilon\|_{C^{\beta}(0, T; C^{1+\alpha, p})} + \|\tau'_\epsilon\|_{C^{\beta}(0, T; C^{\alpha, p})} + \|v'_\epsilon\|_{L^\infty(0, T; C^{1+\alpha, p})} + \|u'_\epsilon(0)\|_{C^{1+\alpha, p}} \right\}\]
(101) The inequalities (98) and (100) are the main inequalities of this section. They can be used to prove local existence and Lipschitz dependence on initial data in Lagrangian variables.

\textbf{Theorem 7.} Let $0 < \alpha < 1$, $1 < p < \infty$, $\frac{1}{2} < \beta < 1$, let $u_0 \in C^{1+\alpha, p}$ be divergence-free and let $\sigma_0 \in C^{\alpha, p}$. Then there exists $\Gamma > 0$, $T > 0$, $\delta > 0$ such that the map $S$ defined in (56) maps $\mathcal{I}$ defined in (92) to itself. Moreover
\[\|S(X_1, \tau_1, v_1) - S(X_2, \tau_2, v_2)\|_p \leq \frac{1}{2}\|(X_1, \tau_1, v_1) - (X_2, \tau_2, v_2)\|_p\]
(102) where
\[\|(X_1, \tau_1, v_1) - (X_2, \tau_2, v_2)\|_p = \|X_1 - X_2\|_{C^{\beta}(0, T; C^{1+\alpha, p})} + \|\tau_1 - \tau_2\|_{C^{\beta}(0, T; C^{\alpha, p})} + \delta\|v_1 - v_2\|_{L^\infty(0, T; C^{1+\alpha, p})}\]
(103)
Proof. We already gave sufficient grounds to verify the fact that $S$ maps $I$ to itself for appropriate $\Gamma$ and $T$. In order to verify the contraction property, given a pair $(X_j, \tau_j; \nu_j = \frac{dX_j}{dt})$, $j = 1, 2$, we form the family $X_\epsilon = (2 - \epsilon)X_1 + (\epsilon - 1)X_2$, $\tau_\epsilon = (2 - \epsilon)\tau_1 + (\epsilon - 1)\tau_2$ and $\nu_\epsilon = (2 - \epsilon)\nu_1 + (\epsilon - 1)\nu_2$ and use the fact that

$$S(X_2, \tau_2, \nu_2) - S(X_1, \tau_1, \nu_1) = \left( \int_1^2 X_\epsilon' \, d\epsilon, \int_1^2 \tau_\epsilon \, d\epsilon, \int_1^2 \nu_\epsilon' \, d\epsilon \right)$$

Now $u'_0 = 0$ and $\sigma'(0) = 0$ because the initial data are fixed and therefore

$$M(T) = \|X_2 - X_1\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_2 - \tau_1\|_{C^\beta(0, T; C^{\alpha, p})}$$

and

$$M_1(T) = M(T) + \|\nu_1 - \nu_2\|_{L^\infty(0, T; C^{1+\alpha, p})}.$$ 

From (98) we deduce

$$\|v_2^{\text{new}} - v_1^{\text{new}}\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq \epsilon(T)\|v_1 - v_2\|_{L^\infty(0, T; C^{1+\alpha, p})} + C(T)M(T)$$

and from (100) we deduce

$$\|X_1^{\text{new}} - X_2^{\text{new}}\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_1^{\text{new}} - \tau_2^{\text{new}}\|_{C^\beta(0, T; C^{\alpha, p})} \leq \epsilon(T)M_1(T)$$

Let us fix $C(T) = K$ in (98) and let $T$ be small enough so that $\epsilon(T) \leq \frac{1}{4}$ and $\epsilon(T) \leq \frac{1}{2(1+4K)}$. We choose $\delta = \frac{1}{4K}$, multiply (104) by $\delta$ and add to (105), we obtain (102).

Theorem 8. Let $0 < \alpha < 1$, $1 < p < \infty$, $\frac{1}{2} < \beta < 1$, let $u_0 \in C^{1+\alpha, p}$ be divergence-free and let $\sigma_0 \in C^{\alpha, p}$.

(A) There exists $T > 0$ and a solution $(u, \sigma)$ of the system (78), (2) with $u \in L^\infty(0, T; C^{1+\alpha, p})$ and with $\sigma \in \operatorname{Lip}(0, T; C^{\alpha, p})$.

(B) Two solutions $u_j \in L^\infty(0, T; C^{1+\alpha, p})$ and $\sigma_j \in \operatorname{Lip}(0, T; C^{\alpha, p})$, $j = 1, 2$ obey the strong Lipschitz bound

$$\|X_2 - X_1\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_2 - \tau_1\|_{C^\beta(0, T; C^{\alpha, p})} + \|\partial_t X_2 - \partial_t X_1\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq C(T)\{\|u_2(0) - u_1(0)\|_{C^{1+\alpha, p}} + \|\sigma_2(0) - \sigma_1(0)\|_{C^{\alpha, p}}\}$$

for their Lagrangian counterparts. In particular, two such solutions with the same initial data must coincide.

Proof. The proof is very similar to the proof of Theorem 6. Using (75) and integrating in epsilon in (100), we obtain

$$\|X_2 - X_1\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_2 - \tau_1\|_{C^\beta(0, T; C^{\alpha, p})} \leq \epsilon(T)\{\|X_2 - X_1\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_2 - \tau_1\|_{C^\beta(0, T; C^{\alpha, p})} + \|\nu_2 - \nu_1\|_{L^\infty(0, T; C^{1+\alpha, p})}\}$$

On the other hand, using

$$v_2 - v_1 = \int_1^2 \nu_\epsilon' \, d\epsilon$$

and integrating with respect to epsilon in (98) we obtain

$$\|v_2 - v_1\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq \epsilon(T)\|v_2 - v_1\|_{L^\infty(0, T; C^{1+\alpha, p})} + C(T)M(T)$$

Fixing $C(T) = K$ and choosing again $T$ small enough such that $\epsilon(T) \leq \frac{1}{4}$ and $\epsilon(T) \leq \frac{1}{2(1+4K)}$, we obtain that

$$\|X_2 - X_1\|_{C^\beta(0, T; C^{1+\alpha, p})} + \|\tau_2 - \tau_1\|_{C^\beta(0, T; C^{\alpha, p})} + \|\nu_2 - \nu_1\|_{L^\infty(0, T; C^{1+\alpha, p})} \leq C(T)\{\|u_2(0) - u_1(0)\|_{C^{1+\alpha, p}} + \|\sigma_2(0) - \sigma_1(0)\|_{C^{\alpha, p}}\}$$

and therefore (106) is proved.
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