Noisy Simulation of Quantum Beats in Radical Pairs on a Quantum Computer
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Current and near term quantum computers (i.e. NISQ devices) are limited in their computational power in part due to imperfect gate operations and imperfect qubits. This naturally constrains the computations run on these devices to be low-depth and short lived, lest the output turn to random noise. Here we seek to take advantage of the imperfect qubit as a means of simulating thermal relaxation in physical systems with no additional computational overhead. As a first step toward this goal we simulate the thermal relaxation of quantum beats in radical pairs on a quantum computer. Our approach is to classically compute a dynamic quantity of interest, construct a parameterized quantum circuit which returns this quantity as a function of the parameters (e.g. magnetic field, time), then simulate the system undergoing thermal relaxation. We simulate the thermal relaxation by 1) explicitly constructing an ancillary circuit to implement Kraus operators associated with the thermal decay channels. 2) Adding wait cycles into the quantum circuit to allow the natural thermal decay of the qubits to effectively simulate the thermal decay of the system of interest. In future work, we hope to remove the classical computation step and directly simulate the time-evolution in parallel with the thermal relaxation. For this paper we chose the Time-Resolved Magnetic Field Effect (TR MFE or MFE) in radical pairs in a magnetic field as the dynamical quantity of interest. This was chosen because it is amenable to analytic solutions classically and also has readily available experimental data, allowing for easy and robust comparison of the results. We find the Kraus operator method gives very accurate results, agreeing with the experiment across its entire range of validity and having a mean squared error of 0.015% compared to the theoretical calculations. We also demonstrate a proof of concept for using the thermal relaxation of the qubits to model the thermal relaxation of the physical system.

I. INTRODUCTION

As spin 1/2 particles like electrons are “nature’s qubits” (simple two-state systems), electron spins map onto quantum devices in a straightforward, natural way. Because of that, it is interesting to focus on quantum applications to chemistry problems involving electron spin dynamics, such as spin chemistry simulations. Spin chemistry is an interdisciplinary subfield of physics and chemistry dealing with magnetic and spin effects in chemical reactions, which connect quantum phenomena like superposition and entanglement directly to macroscopic, measurable chemical parameters such as reaction yields, and make it possible to dynamically visualize those phenomena in chemistry experiments. The key mechanism for magnetic and spin effects in free radical recombination kinetics is the Radical Pair Mechanism (RPM) which, in turn, is based on the principle of total spin conservation in chemical reaction, and singlet-to-triplet time evolution of quantum spin state of a radical pair. Therefore, RPM can be described as time evolution of an entangled state of a two-spin system with magnetic interactions (external magnetic field, or magnetic nuclei present in the radicals), where chemical reaction plays a role of quantum measurement, collapsing the wavefunction into one of the eigenstates (either singlet or triplet). This makes RPM a good object for quantum simulation.

Among spin chemistry problems, we have identified a simple yet experimentally important model simulation problem - quantum beats in recombination yield of radiation-generated radical-ion pairs$^{1–4}$. Quantum beats are oscillations in singlet-state recombination product yield caused by singlet-to-triplet time evolution of total spin state of a spin-correlated pair of radicals. As spin is conserved in the ionization reaction, the radical pair originating from the same precursor conserves its spin state, which is normally singlet. Therefore, the initial state of the two electron spins in the pair is singlet correlated, or entangled. In the simplest case, with no hyperfine couplings present in both radicals, singlet-triplet oscillations in external magnetic field result from the difference in Larmor precession rates of the two electron spins caused by difference in their g-factors (Fig. 1). The singlet state population in this case is described by the expression

$$S_B(t) = \frac{1}{2} \left[ 1 + \cos \left( (\omega_0 - \omega_1) t \right) \right]$$

where $S_B(t)$ is singlet state population in magnetic field $B$, and $\omega_0$ and $\omega_1$ are the Larmor precession frequencies for the two radicals in the pair which depend on $B$.

In the experiment, a ratio of high-field and low-field recombination kinetics, called the time-resolved magnetic
field effect (TR MFE) is taken in order to get rid of the geminate ion-radical pair recombination kinetics. This quantity is given by

\[
\text{TR MFE} \equiv M(t) = \frac{I_B(t)}{I_{B0}(t)} = \frac{4\theta S_B(t) + (1 - \theta)}{4\theta S_B(t) + (1 - \theta)}
\]

(2)

where \(S_{B0}(t)\) is singlet state population in low or zero field, and \(\theta\) is the fraction of singlet-correlated pairs.

Fig. 3 shows the experimental TR MFE curve for a dilute alkane solution containing perdeuterated para-terphenyl (PTP) and perdeuterated diphenylsulphide (DPS) (Fig. 2), in strong magnetic field\(^5\text{,6}\). In this system, hyperfine couplings are negligible due to the much smaller magnetic moment of deuteron. We were able to map this simulation problem to the IBM Q quantum device and create a quantum circuit (Fig. 4) for IBM Q to reproduce the quantum beats (singlet-triplet oscillations) in this system. In this circuit, each qubit represents an electron spin in a pair.

The qubits are initialized to a singlet state, represented by the Bell state \(\Psi^- = (|01\rangle - |10\rangle)/\sqrt{2}\). The Larmor precession of the electron spins is simulated by implementing \(Z\) rotations with the rotation angle being proportional to time and precession rate \((R_z(\omega t) \text{ gates})\). In order to measure the singlet-state population, we transfer from the total spin state basis to the computational basis with the following transition matrix

\[
T = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{2} & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & \sqrt{2} \end{pmatrix}
\]

(3)

using a gate sequence published in Ref. 7. This implementation is shown in Fig. 4. Since we are only interested in the singlet state population, this circuit can be optimized considerably and the optimized circuit is shown in Fig. 5.

Fig. 6 shows the results of running this circuit shown in Fig. 5 the real 20-qubit IBMQ Almaden\(^8\) quantum device vs. analytical solution. The observed oscillatory behavior of the singlet state population on the IBMQ device is very close to analytically predicted. To match to experiment, we need to add dissipation, which will we discuss in later sections.

**II. QUANTUM BEATS IN 2,2,6,6-TETRAMETHYLPIPERIDINE+./PARA-TERPHENYL-D14-. RADICAL PAIR (ANALYTICAL SOLUTION)**

Now looking at another system, we consider the radical pair 2,2,6,6-tetramethyl-piperidine+(TMP)/para-terphenyl-d14-(PTP). As before, this radical pair can be formed by the passage of a burst of radiation through the solution of the two compounds, resulting in ionization of solvent molecules and subsequent capture of electrons by PTP molecules and holes by TMP molecules.

The structure of TMP radical appears as in Fig. 7. It is a radical cation, and its unpaired electron spin \(\frac{1}{2}\) is localized on the nitrogen atom. There are two magnetic nuclei interacting with electron spin, nitrogen with a nuclear moment of 1, and amine hydrogen with a nuclear moment of \(\frac{1}{2}\).

In the deuterated PTP radical, already shown in Fig. 2, unpaired electron spin density is delocalized, and hyperfine couplings are very small due to small magnetic moments of the deuterium nuclei.

The Hamiltonian describing this system is

\[
H = \mu_B \mathbf{B} \cdot (g_i \mathbf{S}_i + g_2 \mathbf{S}_2) + a_H \mathbf{I}_H \cdot \mathbf{S}_1 + a_N \mathbf{I}_N \cdot \mathbf{S}_1
\]

(4)

Here \(\mathbf{S}_i\) and \(\mathbf{S}_2\) refer to the electron spins in TMP and PTP respectively, \(\mathbf{I}_i\) refers to the nuclear spin of species \(i\) and \(\mathbf{B}\) is the magnetic field. The two molecules have different g-factors \(g_i\), and this gives rise to a quantum beats phenomenon\(^9\). However, in addition, hyperfine couplings to the nitrogen and hydrogen nuclei on the TMP give rise to the last two terms in the Hamiltonian, with coefficients \(a_H\) and \(a_N\). The four interactions in the Hamiltonian affect spin precession, causing mixing between singlet and triplet pairs in this system. The hydrogen and nitrogen HFC constants determined experimentally are \(a_H = -1.87mT\), and \(a_N = 1.8mT\)\(^9\).

Diagonizing the Hamiltonian gives the energies and eigstates of the system, and allows a calculation of the single spin population. The Hamiltonian preserves total spin \(\mathbf{S}_1 + \mathbf{S}_2 + \mathbf{I}_H + \mathbf{I}_N\), as well as the z-component of the total spin. With one spin 1 and three spin 1/2 particles we would have a 24-dimensional matrix to diagonalize, but...
FIG. 3: Experimental time-resolved magnetic field effect for the DPS+/PTP-. pair. Data manually pulled from Ref. 6.

FIG. 4: Quantum circuit for simulation of spin state evolution in a singlet-born radical pair with no hyperfine couplings in both radicals. Singlet state corresponds to measuring $|0\rangle$.

FIG. 5: Optimized, but not equivalent to Fig. 4, circuit giving the same singlet probability. Singlet state corresponds to $|00\rangle$.

FIG. 6: Simulation of quantum beats in a singlet-born radical pair with no hyperfine couplings, and no paramagnetic relaxation taken into account, on the IBMQ Almaden® quantum device.

FIG. 7: The radical TMP forming basis vectors that preserve the spin symmetries causes the 24-dimensional matrix to subdivide into block diagonals of no more than $4 \times 4$, so that all eigenvalues and eigenvectors can be determined analytically.

We show some examples of the rather complex analytical forms for the eigenvectors that result in the appendix, but particularly for $B=0$, the results simplify, and there are only 4 different energies. For the general case of nonzero $B$, the energies split at large $B$ into three groups, composed of terms of the form $(g_1 + g_2)B$ (large and positive), $(g_1 - g_2)B$ (for the experimental range of $B$, these terms are of order plus or minus unity), and $-(g_1 + g_2)B$ (large and negative). Using Mathematica, we are able to obtain analytical expressions of eigenvalues and eigenvectors at any value of $B$.

Finally, we form the expression for the expectation of the time evolution of the (total) singlet projection, which we denote as $S(t)$. Fig. 8a shows $S(t)$ at the $B$ values used in experiment (0, 0.96T). These are then combined as per Eq. 2 to yield $M(t)$ or the TR MFE, shown in Fig. 8b. This is the quantity that we will want to use a quantum computer to simulate undergoing thermal relaxation and compare with theory, the quantum simulator, and with experiment.

### III. THERMAL DECAY ON A QUANTUM COMPUTER

Our goal is to reproduce the thermal relaxation seen in experiments using a quantum computer. We do this first using the simulator Qiskit, and then go on to use the quantum hardware, and these approaches will be described in this order.

The first challenge in using the simulator Qiskit and AER to simulate the noise was determining among the many different kinds of noise, including noise on the gates and on the qubits, which was the best to compare to experiment. We tried this first for the DPS-PTP pair of Section II, where the experimental results are very clear, and where there are fewer oscillatory frequencies to compare to.

After trying combinations of several different types of error, singly in and sets, we found that to compare best to the experiment, only one type of error was needed to be added, and that was thermal noise applied to the $R_z(\omega t)$ gate acting on each qubit. Applying the error to the measurement operation, as well as applying the $R_z(\omega t)$ gate...
The singlet state population with paramagnetic relaxation to just one qubit, gave physically unreasonable results.

In the theory of quantum beats, paramagnetic relaxation in a radical pair in strong magnetic field is described by two decay rate parameters: longitudinal relaxation time $T_1$ and transverse relaxation (dephasing) time $T_2$.

The singlet state population with paramagnetic relaxation effects taken into account, with some minor approximation (see next section), is given by the expression

$$S_B(t) = \frac{1}{4} + \frac{1}{4} e^{-t/T_1} + e^{-t/T_2} \left( S_B(t) - \frac{1}{2} \right)$$  \hspace{1cm} (5)

where $S_B(t)$ is the singlet state population calculated ignoring paramagnetic relaxation\(^1\).

For the DPS/PTP pair, the experimentally determined relaxation rate parameters are: $T_1(DPS) = T_2(DPS) = 50 \text{ns}; T_1, T_2(PTP) \gg T_1, T_2(DPS)$. Relaxation rates to just one qubit, gave physically unreasonable results.

In the theory of quantum beats, paramagnetic relaxation in a radical pair in strong magnetic field is described by two decay rate parameters: longitudinal relaxation time $T_1$ and transverse relaxation (dephasing) time $T_2$. The singlet state population with paramagnetic relaxation effects taken into account, with some minor approximation (see next section), is given by the expression

$$S_B(t) = \frac{1}{4} + \frac{1}{4} e^{-t/T_1} + e^{-t/T_2} \left( S_B(t) - \frac{1}{2} \right)$$  \hspace{1cm} (5)

where $S_B(t)$ is the singlet state population calculated ignoring paramagnetic relaxation\(^1\).

For the DPS/PTP pair, the experimentally determined relaxation rate parameters are: $T_1(DPS) = T_2(DPS) = 50 \text{ns}; T_1, T_2(PTP) \gg T_1, T_2(DPS)$. Relaxation rates

\[ M(t) = \frac{1 + \theta e^{-t/T_1} + 2\theta e^{-|t/T_1+\sigma^2 t^2/2|} \cos(\omega_1 t)}{1 + \theta e^{-t/T_1} + 2\theta e^{-|t/T_2+\sigma^2 t^2/2|} \cos(\omega_2 t)} \]  \hspace{1cm} (7)

where $\sigma_a = \sqrt{\frac{1}{3} \sum_n a_n^2(I_n + 1)}$ is the second moment of the Gaussian distribution of the hyperfine components. Based on the hyperfine coupling constants reported in\(^1\), $\sigma = 1.45 \times 10^7 \text{s}^{-1}$ for the PTP radical anion.

Note that a new term, quadratic in time, has appeared in the dephasing exponent. We modified the standard Qiskit AER thermal relaxation error module by adding this quadratic term to dephasing error, with $\sigma$ as a parameter. Fig. 9 shows the simulation results where the modified thermal relaxation error was applied to the circuit shown in Fig. 4, and the TR MFE ratio was taken according to Eq.7, compared to the experimental data. The experimental parameters used for high-field and low-field simulations are listed in Table I. The simulation shows very good agreement to the experiment; the oscillation frequency, the decay rate, and the general upward drift of the TR MFE curve are reproduced extremely well.

For TMP/PTP, the circuit used is analogous to that shown in Fig. 5 but the rotations are modified because the hyperfine couplings give rise to many frequencies and the phase no longer precesses at a constant rate. Thus we can no longer simply rotate each qubit by the respective

\[ \left( \frac{T_{1,2}(DPS)}{T_{1,2}(PTP)} \right)^{\frac{1}{2}} \approx \frac{1}{T_{1,2}(DPS)} \]  \hspace{1cm} (6)

TABLE I: Experimental parameters for DPS/PTP radical pair. Here $B$ is the magnetic field strength. $\omega$ is the difference in Larmor precession frequencies of the two radicals and $p = (1 + e^{\gamma B \alpha \beta})^{-1}$ is the equilibrium population of the upper Zeeman sublevel. For both field strengths, the fraction of singlet correlated pairs is $\theta = 0.47$

- $B$ values: Low $B = 0.017T$; High $B = 0.96T$
- $\omega$ values: $4.8 \times 10^7 \text{s}^{-1}$; $8.1 \times 10^7 \text{s}^{-1}$
- $\sigma$ values: $0.499$; $0.500$

For the DPS/PTP pair, the experimentally determined relaxation rate parameters are: $T_1(DPS) = T_2(DPS) = 50 \text{ns}; T_1, T_2(PTP) \gg T_1, T_2(DPS)$. Relaxation rates

\[ M(t) = \frac{1 + \theta e^{-t/T_1} + 2\theta e^{-|t/T_1+\sigma^2 t^2/2|} \cos(\omega_1 t)}{1 + \theta e^{-t/T_1} + 2\theta e^{-|t/T_2+\sigma^2 t^2/2|} \cos(\omega_2 t)} \]  \hspace{1cm} (7)

Where\(^1\) $\sigma_a = \sqrt{\frac{1}{3} \sum_n a_n^2(I_n + 1)}$ is the second moment of the Gaussian distribution of the hyperfine components. Based on the hyperfine coupling constants reported in\(^1\), $\sigma = 1.45 \times 10^7 \text{s}^{-1}$ for the PTP radical anion.

Note that a new term, quadratic in time, has appeared in the dephasing exponent. We modified the standard Qiskit AER thermal relaxation error module by adding this quadratic term to dephasing error, with $\sigma$ as a parameter. Fig. 9 shows the simulation results where the modified thermal relaxation error was applied to the circuit shown in Fig. 4, and the TR MFE ratio was taken according to Eq.7, compared to the experimental data. The experimental parameters used for high-field and low-field simulations are listed in Table I. The simulation shows very good agreement to the experiment; the oscillation frequency, the decay rate, and the general upward drift of the TR MFE curve are reproduced extremely well.
frequency. Instead we simply rotate one qubit by the precomputed time dependent value.

\[
\begin{align*}
|0\rangle & \quad R_z(\theta) \quad |0\rangle \\
0 & \quad H \\
0 & \quad H
\end{align*}
\]

FIG. 10: Raw circuit returning the probability of the TMP/PTP radical pair being in a singlet state over time, \( S(t) \), as the probability of measuring 00. This quantity is explicitly encoded in \( \theta = 2\cos^{-1}\left(\sqrt{S(t)}\right) \).

We present two approaches to simulating the thermal relaxation and discuss advantages and disadvantages of each. 1) We explicitly simulate the amplitude damping and dephasing channels using ancilla qubits. This has the advantage of being highly controllable in that we are free to construct thermal decay with any parameters we wish. However, it has the disadvantage of requiring a larger and deeper circuit which makes it less reliable on NISQ devices. 2) We leverage the thermal decay of the qubits themselves to model the thermal decay of the radical pair system. This has the advantage that the circuit remains small and simple. But has the disadvantage that we are not in control of the decay parameters. An in-depth discussion is given below.

The main mechanisms of relaxation in the system are amplitude damping \((T_1)\) and dephasing \((T_2)\). The TR MFE, our quantity of interest, is a ratio involving the singlet population in time for high magnetic field to zero magnetic field. For the TMP/PTP radical pair we have: \( T_1 \gg T_2 \) for large \( B \) while \( \tau \equiv T_1 = T_2 \) for \( B = 0 \). From these considerations it is straightforward to derive an expression for the evolution of the singlet state probability, \( \tilde{S}(t) \), of the damped system, in terms of the singlet state probability for the isolated system, \( S(t) \), as shown in Eq. 8. For this work we will precompute \( S(t) \). Both \( S(t) \) and \( \tilde{S}(t) \) can by found by direct matrix multiplication of the circuit in Fig. 10 and by applying the Kraus operators representing the dephasing and amplitude damping channels (more details given Section III A). As quantum hardware continues to improve, it would be interesting to attempt to simulate the Hamiltonian dynamics to get \( S(t) \) directly from the quantum computer in addition to simulating the thermal relaxation of the system.

\[
\tilde{S}(t) = \frac{1}{2} \left( e^{-t/T_2} (2S(t) - 1) - e^{-t/(2T_1)} (n - \bar{n})^2 - (2n\bar{n} - 1) \left( e^{-t/T_1} + 1 \right) \right)
\]

Here \( n = (1 + e^{-\beta})^{-1} \) is the Fermi function which gives the equilibrium population of the ground state as a function of inverse temperature, \( \beta \), measured in units of the energy of the excited state. \( \bar{n} = 1 - n \) is the equilibrium population of the excited state.

To a very good approximation, our system is at the infinite temperature limit. The Zeeman level splitting is over 2 orders of magnitude smaller than room temperature thermal energy. This reduces Eq. 8 to

\[
\tilde{S}(t) = \frac{1}{4} \left( 1 + e^{-t/T_1} + e^{-t/T_2} (4S(t) - 2) \right)
\]

which further gives

\[
\begin{align*}
\tilde{S}_B(t) &= \frac{1}{2} \left( 1 + e^{-t/T_2} (2S(t) - 1) \right) \\
\tilde{S}_0(t) &= \frac{1}{4} \left( 1 + e^{-t/\tau} (4S(t) - 1) \right)
\end{align*}
\]

So finally the quantity we are trying to match is given by

\[
\tilde{M}(t) = \frac{4\theta\tilde{S}_B(t) + (1 - \theta)}{4\theta S_{B_0}(t) + (1 - \theta)}
\]

In fig. 11 we plot \( \tilde{M}(t) \) from Eq. 12 as a function of time, compared to experiment\(^{9,12,13}\) on the TMP/PTP radical pair. The discrepancy between theory and experiment at \( t < 10 \text{ ns} \) is due to additional short-lived, non-magneto-sensitive fluorescence observed in the experiment. This fluorescence comes from excited TMP and
PTP molecules formed by energy transfer from singlet-excited solvent molecules.$^9$

![Graph](image)

FIG. 11: Comparison of $\hat{M}(t)$ from Eq. 12 at infinite temperature ($\beta \to 0$) with experimental data$^9$ on the TMP/PTP radical pair.

A. Explicit Decay

One way to model the thermal decay of our system is to explicitly simulate the noise channels acting on our system using ancilla qubits. The main mechanisms of qubit decay are amplitude damping ($T_1$) and dephasing ($T_2$).

The TR MFE, our quantity of interest, is a ratio involving the singlet population in time for high magnetic field to zero magnetic field. For the TMP/PTP radical pair we have: $T_1 \gg T_2$ for large $B$ while $T_1 = T_2$ for $B = 0$.

The Kraus operators associated with amplitude damping at zero temperature are given by$^{14}$

$$K_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-p_x} \end{pmatrix} \quad K_1 = \begin{pmatrix} 0 & \sqrt{p_x} \\ 0 & 0 \end{pmatrix}$$

(13)

Where $p_x$ is the probability of a qubit in state $|1\rangle$ to decay to state $|0\rangle$. Iteratively applying this channel and taking the characteristic decay time of the qubit to be $T_1$, we find that solving for $p_x$ gives the well known result that

$$p_x = 1 - e^{-t/T_1}.$$ 

(14)

This gives a nice simplification for large $B$, where $T_1 \gg T_2$ so we may take $T_1 \to \infty$. This gives $p_x^B = 0$ and we may neglect the amplitude damping channel altogether. For $B = 0$ we must simulate both channels.

The dephasing channel is given by

$$K_0 = \sqrt{1-p_z}I \quad K_1 = \sqrt{p_z}Z$$

(15)

We would like to be able to set the dephasing rate, $T_2$. Since the amplitude damping channel itself performs dephasing with a decay constant of $2T_1$ we must consider the action of both the channels together. It is straightforward to work out that to achieve a dephasing time of $T_2$, one must choose

$$p_z = \left(1 - e^{-t/(2T_2)}ight)^{1/2}.$$ 

(16)

For high $B$, we take the limit $T_1 \to \infty$ while for $B = 0$ we take $\tau \equiv T_1 = T_2$ which gives

$$p_z^B = \frac{1}{2} \left(1 - e^{-t/T_2}\right) \quad p_z^0 = \frac{1}{2} \left(1 - e^{-t/(2\tau)}\right)$$

(16)

It is important to note that we wish to simulate a system at room temperature, which has fundamentally different behavior than the zero temperature behavior. The proper finite temperature amplitude damping channel requires two additional Kraus operators to simulate excitation from $|0\rangle$ to $|1\rangle$. However for our specific situation, it turns out that this is not necessary, due to the symmetry in the singlet state. We find that applying the zero temperature decay channel to a single qubit gives identical results as applying the infinite temperature channel to both qubits, except the decay is slowed by a factor of two. Given the energy scales in our system, the infinite temperature approximation is a very good one; this allows us to save computational resources in simulating the infinite temperature 2-qubit system by applying the zero-temperature channel to only one of them.

Armed the with Kraus operators it is easy to create a circuit that implements them following the approaches given in 15 and 16. Intuitively, it is useful to think of the amplitude damping channel as being “If the qubit is in $|1\rangle$, apply an X gate with probability $p_x$. Otherwise do nothing”, and the dephasing channel being “With probability $p_z$, apply a Z gate”. In this way it is easy to make sense of the circuit given in Fig. 12.

![Diagram](image)

FIG. 12: Circuit to amplitude damp and dephase a qubit. First three gates accomplish the amplitude damping while the final two implement the dephasing.

The first 3 gates implement amplitude damping by first mapping the state of the system qubit onto an ancilla with a cX gate. Then, if the system qubit is in $|1\rangle$, so is the ancilla and the cRx rotates the system from $|1\rangle$ toward $|0\rangle$. It is easy to show that one must choose $\phi = 2\sin^{-1}(\sqrt{p_x}) = 2\cos^{-1}(e^{-t/(2T_1)})$ to give the proper probability of decay.

Similarly the final 2 gates implement dephasing by a similar trick. We rotate an ancilla so it has probability $p_z$ of being in $|1\rangle$ then applying a Z gate controlled on this ancilla. Again it is easy to work out that $\phi = \cos^{-1}(1 - 2p_z)$ gives the proper probability of dephasing.

The dephasing may be simplified by noting that the controlled Z is there to implement a Z with probability $p_z$. We can do this manually by simply splitting the runs into a batch with a Z gate and a batch without. Then
taking the average of the results, weighted by \( w_z = p_z \)
and \( 1 - w_z \) respectively, gives the same result as before.
This approach is preferable because (after transpilation
to IBM’s native gate set) it uses one fewer qubits, two
fewer \( U_3 \) gates and one fewer \( cX \) gates. This results in
much better fidelity. Putting this altogether gives the
final circuits as shown in Fig. 13.

(a) Circuit for \( B = 0 \). Both amplitude damping and
dehasing must be considered. \( \theta = 2 \cos^{-1} \left( \sqrt{S_0(t)} \right) \)
\( \phi = 2 \cos^{-1} \left( e^{-t/(2r)} \right) \) and \( w_z = \frac{1}{2} \left( 1 - e^{-t/(2r)} \right) \)

(b) Circuit for large \( B \). Only dephasing needs to be
considered. \( \theta = 2 \cos^{-1} \left( \sqrt{S_B(t)} \right) \) and \( w_z = \frac{1}{2} \left( 1 - e^{-t/T_B} \right) \)

We confirm the correctness of the method by direct
matrix multiplication of the circuit and verify the results
match the theory exactly. We test the feasibility of the
method by first simulating the action of the circuits in
Qiskit\(^{17}\) using 5,000 shots - just like we would on the
actual hardware. The results match the theory extremely
well, as shown in Fig. 14, giving confidence that the
method is usable even with noisy counting statistics.

Running the circuits shown in Fig. 13 on the actual
hardware introduces error associated with imperfect gates,
qubits and measurements. Thus care was taken to select
the optimal qubits to minimize the error incurred by the
cX and rotation gates, while Qiskit Ignis’ measurement
error mitigation protocol was used to correct for measurement errors\(^ {17}\).

The results for simulating large \( B \) using the circuit in
Fig. 13b are shown in Fig. 15 and are excellent despite the
potential errors incurred by using a NISQ device.
Note that the \( R_z \) and \( Z \) gates are implemented as frame
shifts on IBM’s hardware and are thus exact operations, so
the high \( B \) circuit is quite simple.

We find that simulating \( B = 0 \) (circuit in Fig. 13a) is
more error prone and the results are shown in Fig. 16.
This is unsurprising since the \( B = 0 \) circuit requires the
addition of an ancilla qubit, four \( cX \) gates and two \( U_3 \)
gates. Again Qiskit Ignis’ measurement error mitigation
protocol was used to correct for measurement errors\(^ {17}\).
The mean squared error for the \( B = 0 \) runs was 8.5 times
higher than the large \( B \) runs, at 0.097%. However, this
is still quite good.

Putting this two results together allows us to calculate
the target quantity, \( M(t) \), and compare against experimental.
This is shown in Fig. 21 together with the results from using the inherent qubit noise to model the thermal
decay. Overall the Kraus operator protocol described
in this section gives high quality results that agree with the
experiment to a good degree across the entire range of
validity of the experiment.

B. Leveraging Inherent Qubit Noise

An entirely different approach to simulating the thermal
relaxation of a system is to try to take advantage of the
inherent thermal relaxation of the qubits in the quantum computer. This approach is appealing in that it does not rely on explicitly simulating dissipative channels; this will become increasingly expensive in time and space as system sizes grow. This is particularly advantageous for the amplitude damping, since dephasing can be implemented practically for free. It is also an interesting application of NISQ devices, whose noise often hinders quantum simulation. Here we hope to turn that around and use the noise as an integral part of the simulation.

This approach has many challenges. Firstly, for the large $B$ case we have that $T_1 \gg T_2$. This is not compatible with the natural behavior of qubits. Because of this, and since dephasing is essentially free to implement, we focus on the case of $B = 0$, implemented by the circuit shown in Fig. 10. Here we have $T_1 = T_2$ which is reasonable for qubits. However, the time to implement the gate sequence of the circuit is typically around 3 to 4 orders of magnitude shorter than that of the decay time of the qubits. Furthermore the time to implement the sequences is constant while we need the duration to increase with simulated time. This can be overcome easily by adding wait cycles into the circuit by using identity gates. We choose the number of identity gates to use as

$$n_{id} = \frac{t}{t_{id}} \frac{T_{qu}}{t_{id}}$$

(17)

Where $t$ is the simulated time, $T_{qu}$ is the average of $T_1$ and $T_2$ over both qubits, $T_{id}$ is the decay time of the radical pairs and $t_{id}$ is the duration of the wait cycle implemented by the identity gate. $T_{qu}$ and $t_{id}$ are provided by the backend in Qiskit.

Another challenge is that the qubits are effectively in a 0 temperature environment while the radical ion solution in effectively in an infinite temperature environment. This will strongly affect the resulting dynamics and must be corrected for.

To do the correction we measure the decay of a state which is constant in time and use that data to correct the results from the 0 temperature qubits back to any target temperature. Denote the quantity $S(t)$ as the probability of measuring $|0\rangle$ after preparing a Bell state as per the circuit in Fig. 17. Note that this is the same as measuring the circuit in Fig. 10 before transforming to the Bell basis as the $R_z$ gate does not alter the population of $|0\rangle$. Then the temperature corrected result is given by, in intuitive form

$$|0\rangle \rightarrow H$$

FIG. 17: Circuit to perform temperature correction

$$\tilde{S}_0(t) = S_0(t) - 2\left(\frac{S_0(\infty)}{\beta_{raw}} \right) (S'(t) - S'(0))$$

(18)

The temperature weight can be thought of as the long time limit singlet population difference between the qubits and the radical pairs. The time weight can be thought of as a measure of how far along the decay is. For actually computing this reduces to

$$\tilde{S}_0(t) = S_0(t) - n\bar{n} (2S'(t) - 1)$$

(19)

And in our specific case of infinite temperature, $n = 1/2$ and so

$$\tilde{S}(t) = S_0(t) - \frac{1}{4} (2S'(t) - 1)$$

(20)

As a check, we can explicitly compute the exact $S'(t)$ by directly applying the amplitude damping and dephasing channels to the final state before measurement. Doing this we find

$$S'(t) = \frac{1}{2} \left( e^{-t/T_1} - 2 e^{-t/(2T_1)} + 2 \right)$$

(21)

Eq. 8 gives the time dynamics of the system with arbitrary temperature. In the infinite temperature limit we have $n = 1/2$ which reduces 8 to

$$\tilde{S}_\infty(t) = \frac{1}{4} \left( 1 + e^{-t/T_1} + e^{-t/T_2} (4S(t) - 2) \right)$$

(22)

In the 0 temperature limit $n = 1$ so

$$\tilde{S}_0(t) = \frac{1}{2} \left( 1 - e^{-t/T_1} + e^{-t/T_2} (2S(t) - 1) \right)$$

(23)
It is indeed the case that

\[
\tilde{S}_0(t) - \frac{1}{4} (2S'(t) - 1) = \tilde{S}_\infty(t) \quad (24)
\]

As a proof of concept we simulate the circuit shown in 10, with thermal noise added to the qubits using Qiskit AER’s “thermal relaxation error” noise model. Qiskit takes as input the qubits temperature (0), time, \(T_1\) and \(T_2\) and then simulates the circuit assuming the qubits thermally relax following amplitude damping and dephasing. The results are shown in Fig. 18 and have excellent agreement with the theory.

When we run this protocol on actual quantum hardware, a strange effect arises. As can be seen in Fig. 18 the time axis appears to have been compressed by a factor of about 0.85. This is quite interesting as we explicitly put \(S(t)\) into the protocol and neither amplitude damping nor dephasing could shift the location of the peaks.

More evidence for an extra noise source is found when we examine the behavior of \(S'(t)\) as shown in Fig. 20. Some sort of oscillatory behavior is observed when the circuit for this (shown in Fig. 17) is completely constant in time. More study is needed to identify and characterize this source of noise. It is not entirely unexpected that things become slightly unstable when forcing runs to go on for 10s to 100s of \(\mu s\).

We can reconstruct \(\tilde{M}(t)\) from the previously obtained large \(B\) data and the \(B = 0\) data shown in Fig. 19. The result is shown in Fig. 21. Despite the heavy noise levels in the \(B = 0\) data (MSE of 18%), the reconstructed \(\tilde{M}(t)\) is fairly accurate (MSE of 4.4%).

IV. CONCLUSION

We have shown that thermal relaxation may be simulated effectively on a quantum computer with minimal added resources. Dephasing may be done for free by splitting the allocated shots between the bare circuit and a circuit with a \(Z\) gate added to a qubit. To dephase multiple qubits becomes more complicated as treating the probabilities of dephasing properly becomes a combinatorial problem in selecting to which subsets of qubits to apply a \(Z\) gate. However this can be overcome by applying \(R_z\) gates to every qubit, with the angles drawn from a normal distribution of mean 0 and variance \(4t/T_2\). In this way there is no extra quantum cost and minimal extra
Amplitude damping on the other hand is more difficult as it is applied conditionally depending on the state of a qubit. This requires mapping this system state onto an ancilla, rotating the system state conditioned on this ancilla, then undoing the mapping. Thus performing amplitude damping on a system of $N$ qubits incurs an extra cost of $N$ ancilla qubits, $4N$ cX gates and $2N$ $U_3$ gates. Double all of these figures to perform arbitrary amplitude damping at finite temperature to simulate excitation in addition to decay. This may become prohibitive in this NISQ era where connectivity is limited and it is critical to keep circuit depth short while minimizing 2-qubit operations. However the cost scales only linearly in size and depth so such an approach is certainly a benefit over classical simulation at scale.

We demonstrate the effectiveness of these techniques on a simple system of two entangled qubits undergoing thermal relaxation. This system is simple enough to allow for an exact classical solution while still showing non-trivial relaxation behavior. Furthermore this system is of interest in quantum chemistry and so we may compare our simulation results to actual experimental data. We find excellent agreement between theory, experiment and our dissipative quantum simulations. This shows that such a method is an effective tool to model real world systems undergoing thermal relaxation that is useable on currently available quantum devices. Additionally using this method to add thermal relaxation scales linearly with system size leaving open the possibility of tackling large systems in the near term.

We have also shown the feasibility of performing the thermal decay by utilizing the inherent noise within the quantum computer itself. We have demonstrated, for our specific system, a protocol allowing for the recovery of the relaxation dynamics at arbitrary temperature from the zero temperature relaxation of the qubits. This protocol involves combining the results from two different measurements: one which models the relaxation of the zero temperature system using the qubit relaxation itself, and one which tracks the qubit decay to be used to “undo” some of the decay in a classical post-processing step.

For our small and simple system, this protocol gives considerably lower fidelity compared to the direct simulation of the relaxation using the Kraus operators. However, this protocol requires no additional gates in the circuit which may give it an advantage as the system size grows and the implementation of the Kraus operators becomes increasingly complex. The causes and characteristics of the noise affecting the results must be understood better before the efficacy of scaling this protocol can be determined. Future work will address this issue.
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