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Abstract—Beam management is a challenging task for millimeter wave (mmWave) and sub-terahertz communication systems, especially in scenarios with highly-mobile users. Leveraging external sensing modalities such as vision, LiDAR, radar, position, or a combination of them, to address this beam management challenge has recently attracted increasing interest from both academia and industry. This is mainly motivated by the dependency of the beam direction decision on the user location and the geometry of the surrounding environment—information that can be acquired from the sensory data. To realize the promised beam management gains, such as the significant reduction in beam alignment overhead, in practice, however, these solutions need to account for important aspects. For example, for these multi-modal sensing aided beam selection approaches should be able to generalize their learning to unseen scenarios and should be able to operate in realistic dense deployments.

The “Multi-Modal Beam Prediction Challenge 2022: Towards Generalization” competition is offered to provide a platform for investigating these critical questions. In order to facilitate the generalizability study, the competition offers a large-scale multi-modal dataset\textsuperscript{1} with co-existing communication and sensing data collected across multiple real-world locations and different times of the day. In this paper, along with the detailed descriptions of the problem statement and the development dataset, we provide a baseline solution that utilizes the user position data to predict the optimal beam indices. The objective of this challenge is to go beyond a simple feasibility study and enable necessary research in this direction, paving the way towards generalizable multi-modal sensing-aided beam management for real-world future communication systems.

Index Terms—computer vision, deep learning, beam prediction, mmWave, terahertz.

I. INTRODUCTION

Current and future communication systems are moving to higher frequency bands — mmWave in 5G and potentially sub-terahertz in 6G and beyond. The large available bandwidth at these high frequency bands enables the communication systems to satisfy the increasing data rate demands of the emerging applications, such as autonomous driving. 8K video streaming, and immersive mixed-reality \textsuperscript{1}. These systems, however, are required to deploy large antenna arrays at the transmitters and/or receivers and use narrow directive beams to guarantee sufficient receiver power. Selecting the best beams out of a large pre-defined codebook is typically associated with high beam training overhead. This high beam training overhead makes it difficult for these systems to obtain frequent (accurate) beams, thereby making it challenging to support highly-mobile and latency-sensitive applications.

Developing solutions for the mmWave beam training and channel estimation overhead has attracted considerable interest over the last decade \textsuperscript{2}–\textsuperscript{5}. The solutions have generally focused on: (i) constructing adaptive beam codebooks \textsuperscript{2}, \textsuperscript{6}, (ii) designing beam tracking techniques \textsuperscript{4}, and (iii) leveraging the channel sparsity and efficient compressive sensing tools \textsuperscript{3}, \textsuperscript{5}. The classical approaches, however, can typically save only one order of magnitude in the training overhead, which is not sufficient for the systems with very large antenna arrays, especially when serving highly-mobile and latency critical applications.

The challenges faced by the classical approaches motivated the development of machine learning (ML) solutions \textsuperscript{7}–\textsuperscript{9} that leverage prior observation and side information for fast mmWave/THz beam prediction. The dependency of mmWave/THz communication systems on the LOS links between the transmitter and receiver means that the awareness of their locations and the surrounding environment (geometry of the buildings, moving scatterers, etc.) could potentially help the beam selection process. To that end, the overall sensing information of the environment could be utilized to guide the beam management process and reduce beam training overhead significantly. For example, sensory data such as user position/orientation \textsuperscript{8}, \textsuperscript{9}, \textsuperscript{11}, sub-6GHz channel information \textsuperscript{10}, RGB images \textsuperscript{11}–\textsuperscript{13}, LiDAR point clouds \textsuperscript{15}, and radar measurements \textsuperscript{16} can enable the transmitter/receiver to decide on where to point their beams or at least narrow down the candidate beam steering directions.

Recent work on sensing-aided beam prediction has shown initial promising results in utilizing sensory data such as GPS positions, RGB images, LiDAR point clouds, and radar observations for the beam prediction problem. However, these solutions may be limited due to the following reasons: (i) These approaches were usually developed and evaluated based on synthetic datasets and might experience lower performance in real-world scenarios. (ii) Most of these solutions are trained and tested on the same dataset and may lack capabilities to...
generalize across different scenarios/locations. (iii) Furthermore, each of these sensory modalities, has its limitations. For example, practical positioning sensors do not normally provide accurate enough positions for narrow beam alignment, and visual/camera data may be sensitive to lighting/weather conditions. Such limitations will affect the performance of the proposed solutions in real-world scenarios. Therefore, to overcome these limitations and take sensing-aided communication ideas one step closer to real-world deployments, we need to answer the following important questions: (i) Can sensing-aided beam prediction solutions perform well on real-world data? (ii) How to utilize cross-modality information and efficiently fuse different modalities? and (iii) Can the developed ML models that are trained on certain scenarios generalize their beam prediction/learning to new scenarios that they have not seen before?

II. Multi-Modal Beam Prediction: System Model and Problem Formulation

This ML challenge targets addressing the important question of large beam training overhead in mmWave/THz communication systems. In the challenge, the participants are asked to design machine learning-based solutions that can be trained on a dataset of a few scenarios and then generalize successfully to the other scenarios that the models have not seen before. Therefore, given a multi-modal training dataset consisting of data collected at different locations with diverse environmental features, the objective is to develop machine learning-based models that can adapt to an entirely new location and perform accurate sensing-aided beam prediction at an entirely new location that is not a part of the training dataset. In particular, the beam prediction task is posed as a multi-modal classification problem: The objective is to predict the best beamforming vector from a pre-defined codebook by utilizing the sensing data available from the wireless environment. In this section, we first describe the adopted wireless communication system model. Then, we formulate the sensing-aided beam prediction problem targeted in this challenge.

A. System Model

In this work, we adopt the system model illustrated in Fig. 1 where a mmWave basestation equipped with an $M$-element uniform linear array (ULA) and a suite of sensors (RGB camera, 3D LiDAR and radar) is serving a mobile user. The user is equipped with a single-antenna transmitter and a GPS receiver capable of collecting real-time location. The adopted communication system employs OFDM transmission with $K$ subcarriers. To serve the mobile user, the basestation is assumed to employ a pre-defined beamforming codebook $\mathcal{F} = \{f_q\}_{q=1}^Q$, where $f_q \in \mathbb{C}^{M \times 1}$ and $Q$ is the total number of beamforming vectors. In the downlink transmission, if $h_k[t] \in \mathbb{C}^{M \times 1}$ denotes the channel between the basestation and the user at the $k$-th subcarrier and time $t$, then the received signal at the basestation can be written as

$$y_k[t] = h_k^T[t]f_q[t]x + v_k[t],$$

where $f_q[t] \in \mathcal{F}$ is the beamforming vector applied at time $t$ and $v_k[t]$ is the receiver noise with a complex Gaussian distribution $\mathcal{C}(0, \sigma^2)$. The transmitted complex symbol $x \in \mathbb{C}$ needs to satisfy the average power constraint $\mathbb{E}[|x|^2] = P$, where $P$ is the average symbol power.

B. Problem Formulation

Given the system model presented in Section II-A, the task of beam prediction entails determining the index of the optimal beamforming vector $q^*[t]$ out of the indices of the candidate beams in the codebook $\{1, \ldots, Q\}$, such that the average beamforming gain is maximized. Mathematically, the beam selection problem can be expressed as

$$q^*[t] = \arg\max_{q \in \{1, \ldots, Q\}} \frac{1}{K} \sum_{k=1}^K |h_k^T[t]f_q|^2.$$
Fig. 2. This figure illustrates the schematic representation of the input data sequence utilized in this challenge tasks. Each data sample comprises of a sequence of 5 sensory data (RGB images, LiDAR point cloud and radar data). We also provide the ground-truth GPS locations for the first two instance in the sequence.

Conventionally, the optimal beam index is computed by (i) utilizing the explicit channel information, which, in general, is hard to acquire in mmWave/THz systems, or (ii) performing exhaustive search over the beam codebook, which is typically associated with large beam training overhead for the mmWave/THz systems with large antenna arrays. These challenges make it difficult for these high-frequency systems to support high-mobility and latency critical applications.

To address the large beam training overhead in mmWave/THz communication systems, the primary track in this challenge is the multi-modal sensing-aided beam prediction problem. The challenge task entails observing a sequence of sensory data captured at the basestation to predict the current optimal beam indices from a pre-defined codebook. Along with the sequence of the sensing data (i.e., image, LiDAR and radar), we also provide the ground-truth GPS measurements (latitude and longitude) of the transmitter in the scene for a subset of the sequence. The primary reasoning behind providing partial positional information is that the GPS measurements are user side information and might not be available for every time instance. However, to predict the optimal beam indices for a scenario with multiple probable transmitting candidates, it is critical to first identify the transmitter among the different objects. To that end, the scenarios selected for this challenge are primarily multi-candidate, i.e., more than one object is present in the wireless environment. Here, one approach can be to first identify the transmitter in the scene, for which the positional data can be utilized. To formalize the available data, we define:

- $X_P[t] \in \mathbb{R}^2$ as the two-dimensional position vector of the transmitter (consisting of the latitude and longitude information) at time step $t$.
- $X_I[t] \in \mathbb{R}^{W_I \times H_I \times C_I}$ as the corresponding RGB image, captured by a camera installed in the basestation at time $t$, where $W_I$, $H_I$, and $C_I$ are the width, height, and the number of color channels of the image.
- $X_L[t] \in \mathbb{R}^{D_L \times H_L \times W_L}$ as the 3D point cloud captured by the LiDAR installed in the basestation at time $t$, where $D_L$, $H_L$, and $W_L$ are the depth, height, and the width of the point cloud data, respectively.
- $X_R[t] \in \mathbb{R}^{M_R \times S_R \times A_R}$ as the radar measurements captured at time $t$, where $M_R$, $S_R$, and $A_R$ are the number of radar antennas, the number of samples per chirp, and the number of chirps per frame, respectively.

It is important to note here that instead of making the predictions based on a single sample, the objective of this challenge is to utilize a sequence of $r$ basestation-side current and previously observed sensory data for the RGB images, radar, and LiDAR, and $r'$ previously observed position data from the user-side, to predict the current optimal beam indices. At any time instant $\tau \in \mathbb{Z}$, this sequence can be written as

$$S[\tau] = \left\{ \{X_P[t']\}_{t'=-r'-r'+1}^{r-r'+1}, \{X_I[t], X_L[t], X_R[t]\}_{t=-r+1}^{c-1} \right\},$$

where $r, r' \in \mathbb{Z}$ is the lengths of the input sequences (i.e., the observation windows) to predict the current optimal beam indices. In this challenge, the values of $r$ and $r'$ are selected to be 5 and 2, respectively. Specifically, each data sample comprises of a sequence of 5 basestation-side sensory data (RGB images, LiDAR point cloud and radar data) along with...
user-side sensory data (GPS locations) for the first two instances in the sequence. As shown in Fig. 2 at any time instant $t$, a sequence of 5 samples (current and previously observed sensing data, i.e., $\{t - 4, \ldots, t\}$) is provided. We also provide the GPS locations of the user for the first two samples in the sequence ($t - 4, t - 3$).

Participants are expected to design a machine learning solution that takes this data sequence and learns to predict the optimal beam index at time $t$. The participants are free to utilize either all the data modalities or a subset of the data modalities. We formulate this problem in this way to mimic a real-world scenario where not all the modalities (especially position) are available at all the samples. In reality, the position information may be captured by the user and then transmitted back to the basestation for downstream applications. Hence, the position data might not be available for every time instance and may be subject to additional delays. Further, the sampling frequency of GPS sensors is $\approx 10$ Hz, which is less than the typical sampling rate for the other modalities. The objective of this challenge is to find a prediction/mapping function $f_{\Theta}$ of parameters $\Theta$, that utilizes the available sensory data $S[\tau]$ to predict (estimate) the optimal beam index $\hat{q}[\tau] \in \{1, \ldots, Q\}$ with high fidelity. The mapping function can be formally expressed as

$$f_{\Theta} : S[\tau] \rightarrow \hat{q}[\tau]. \quad (4)$$

III. TESTBED DESCRIPTION AND DEVELOPMENT DATASET

Developing efficient solutions for sensing-aided beam prediction and accurately evaluating them requires the availability of a large-scale real-world dataset. With this motivation, we built the DeepSense 6G dataset, the first large-scale real-world multi-modal dataset with co-existing communication and sensing data. Fig. 3 highlights the DeepSense 6G testbed and the overall data collection and post-processing setup. In this section, we first present an overview of the data collection testbed. Then, we present the development dataset adopted for this ML challenge.

A. Data Collection Testbed

In this challenge, we build development/challenge datasets based on the DeepSense data from scenarios 31 – 34. The DeepSense testbed is utilized for this data collection, which comprises of a stationary and a mobile unit. The mobile unit, acting as a transmitter, is equipped with a 60GHz quasi-omni antenna and a GPS receiver to collect the real-time location of the user. The stationary unit adopts a 16-element ($M = 16$) 60GHz-band phased array. Further, the basestation is equipped with an RGB camera, a 3D LiDAR and a frequency modulated continuous wave (FMCW) radar working at 77 GHz. The data collected at each time instant comprises of the GPS position of the user, RGB images, radar I/Q samples and LiDAR point-cloud data. The corresponding 64 element power vectors are obtained by performing beam training with a 64-beam codebook at the receiver (with omni-transmission at the transmitter). The LiDAR, radar and visual data are captured by the sensors installed at the basestation. The position data is collected from the GPS receiver installed on the mobile unit (vehicle). For further details, please refer to the data collection testbed description in the DeepSense 6G dataset [18].

B. Development Dataset

The primary goal of this challenge is to study the generalizability of the sensing-aided beam prediction solutions. With this motivation, we generated the final challenge training and test dataset. The development dataset consists of:

- **Training Dataset**: The training dataset comprises the data from the three scenarios 32 – 34.
- **Test Dataset**: 50% of the data is from scenarios 32 – 34 and the remaining 50% is from the unseen scenario 31.
In this challenge, we have a single track, multi-modal beam prediction. This track includes data from all modalities. However, participants can select a subset of these data modalities and design the ML solution based on them. In addition to the full-dataset comprising of all the modalities, we also provide the following dual modality sub-datasets for ease of access and development: (i) vision-position, (ii) LiDAR-position and (iii) radar-position. For example, in the vision-position beam prediction sub-dataset, we provide the following:

- **Training Dataset**: Each data sample comprises of the sequence of 5 images and the ground-truth GPS locations of the transmitter for the first two instances in the sequence. We also provide the 64 element power vector corresponding to the 5-th sample in the sequence. The dataset also provides the optimal beam indices as the ground-truth labels.

- **Test Dataset**: To motivate the development of efficient ML models, we provide a test dataset, consisting of the sequence of 5 input RGB images and 2 ground-truth GPS locations. The ground-truth labels are hidden from the users by design to promote a fair benchmarking process.

### IV. Evaluation Metric

To evaluate the proposed solutions, we provide the following metric named as the “Distance-based Accuracy Score (DBA)”. For this, we utilize the top-$K$ predicted beams. The DBA-Score is defined as

$$\text{DBA-Score} = \frac{1}{K} \sum_{k=1}^{K} Y_k,$$

where $Y_k$ is defined as

$$Y_k = 1 - \frac{1}{N} \sum_{n=1}^{N} \min_{1 \leq k' \leq K} \left[ \min \left( \frac{|y_{n,k'} - y_{n}|}{\Delta}, 1 \right) \right],$$

where $y_n$ and $\hat{y}_{n,k'}$ are the ground-truth beam index and the predicted beam index of sample $n$, respectively. $N$ is the total number of samples in the test set. To clarify the notation with an example, $\hat{y}_{n,2}$ represents the prediction for the second most-likely beam of sample $n$. $\Delta$ is a hyperparameter. In this challenge, we will be using $K = 3$ and $\Delta = 5$. The solution with the highest DBA-Score will be the winner. We present the intuition behind the proposed metric in the following section.

### V. Position-Aided Beam Prediction: A Baseline Solution

In the challenge dataset, a sequence of 5 basestation-side samples are provided along with the user GPS locations for the first two instances. The participants are expected to predict the optimal beam indices corresponding to the 5th data samples in the sequence. As a baseline solution, we utilize only the two user GPS locations provided in each data sample to predict the future beam at the 5th time instance, i.e., the 3rd future instance (as compared to the latest available GPS locations). In this section, we present the proposed machine learning-based solution and the beam prediction performance achieved by the baseline solution.

#### A. Data Processing

A position sample is two-dimensional, composed of geographical coordinates in decimal degrees, i.e., a latitude in $[-90^\circ, 90^\circ]$ and a longitude in $[-180^\circ, 180^\circ]$. Position data is normalized in three steps: (i) transform to cartesian XY coordinates using the UTM projection [19], [20]; (ii) compute the differences between all the UE positions and the BS position; (iii) apply a min-max normalization on the position differences. Note that the min-max normalization of $N \times 2$ matrix is the same as applying the min-max to each column individually, i.e., compute the minimum and maximum values across of the column and for each point $x$ in the column, transform it to $x' = (x - \text{min})/(\text{max} - \text{min})$. We, further, divide the available training dataset of the challenge into training, validation and test set following a $70 - 20 - 10\%$ split ratio.

#### B. Proposed Solution and Performance Evaluation

In this subsection, we first present the proposed solution followed by the beam prediction performance achieved by the ML model. Then, we provide some insights on why we adopted DBA-score as the preferred evaluation metric.

**Proposed Solution**: The solution utilizes a recurrent neural network to predict the optimal beam indices. Specifically, we
consider a two-stage gated recurrent unit (GRU), followed by a fully-connected layer acting as a classifier. More specifically, the model receives a sequence of two normalized positional data as input and predicts the 3rd future optimal beam indices. The proposed ML model is trained and validated on the task-specific dataset as presented in Section II-B. The cross-entropy loss with the Adam optimizer is used to train the model.

**Performance Evaluation:** Table I presents the beam prediction performance achieved by the proposed solution with the metrics top-$K$ accuracy and DBA-score. The top-$K$ accuracy is defined as the percentage of the test samples whose ground-truth beam index lies in the $K$ most likely predicted beams. From the table, it is observed that the proposed solution can successfully predict the 3rd future-beam with $\approx 53\%$ top-3 accuracy on the test set. Furthermore, we calculate the DBA-Score achieved by the proposed solution. For this, we utilize the evaluation metric presented in Section IV and utilize the top-3 predicted beams, i.e., $K = 3$. The proposed solution achieves a DBA-score of $0.65$ corresponding to the top-3 predicted beams. This beam prediction performance achieved by the baseline solution highlights the efficiency and potential of the proposed sensing-aided solution for the mmWave/THz beam prediction task. The question that still remains is why do we utilize DBA-score for ranking in this competition? Next, we provide the intuition behind utilizing DBA-score as the preferred metric in this competition.

**Does top-$K$ accuracy capture the true model performance?** Most prior work for sensing-aided beam prediction [9], [12], [13], [15], [16] have utilized the top-$K$ accuracy as the primary metric to evaluate the performance of the proposed solution. Similar to the classification problem in machine learning (for example, in object detection), the top-$K$ accuracy adopts a binary approach where a prediction is labeled as correct if the ground-truth beam lies in the predicted top-$K$ beams. Although suitable for a task like image classification, this approach might not be the best suited for a wireless communication task, such as the beam prediction task studied in this work. To provide further insight into this claim, refer to Fig. 6. This figure plots the receive power versus the beam indices for a particular sample. The optimal beam index in this example is 32, i.e., the beam corresponding to the index of the maximum receive power. However, as shown in this figure, beams inside the highlighted region (indices 28–35) may still result in sufficient receive power. This analysis highlights that even though the ground-truth beam might not lie within the predicted top-$K$ beams, the receive power can be significantly high. Therefore, a more holistic metric is needed to truly measure the beam prediction performance of a model.

**Why DBA?** To answer this question, let us first define a metric that targets system performance with more rigor. The metric of choice is the average power ratio between the ground-truth and the predicted power, defined as

$$P_R = \frac{1}{N} \sum_{n=1}^{N} \left( \frac{P^{n}_{\hat{q}}}{P^n_q - P^n_v} \right),$$

where $P_n$ is the noise power of the particular scenario, $P^{n}_{\hat{q}}$ and $P^n_q$ are the power of the predicted beam and the ground-truth beam of the sample $n$, respectively. The minimum power value in the measurement of each scenario is assigned as the noise floor (power) for that particular scenario. For the cases with $K > 1$, we compute the receive power corresponding to each of the $K$ predicted beams and assign the maximum value among the $K$ receive power as the predicted power. The average power ratio ($P_R$), which computes the ratio between the predicted and ground-truth receive power, provides a more realistic measure of the model performance; it indicates the power gain with the beam selection. However, the ground-truth receive power corresponding to each beam index might not be available in practice, making it difficult to utilize this power ratio as a universal machine learning evaluation metric.

With this motivation, in this work, we propose to develop the DBA performance evaluation metric, as presented in Section IV. Instead of following a hard binary approach as the previously employed top-$K$ accuracy, the DBA score adopts a softer evaluation approach. It essentially computes the distance of the predicted beams from the ground-truth beams and assigns scores based on how far the predicted beam is from the ground-truth beam. In Figure 6, we compare the three metrics, i.e., top-$K$ accuracy, DBA score, and the power ratio. The DBA score has higher correlation with the power ratio metric compared to the top-$K$ accuracy, and hence better captures the real-world performance. These properties motivate adopting the DBA-score for the DeepSense beam prediction machine learning competition.
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