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Abstract: Irrigation systems play an important role in agriculture. Center pivot irrigation systems are popular in many countries as they are labor-saving and water consumption efficient. Monitoring the distribution of center pivot irrigation systems can provide important information for agricultural production, water consumption and land use. Deep learning has become an effective method for image classification and object detection. In this paper, a new method to detect the precise shape of center pivot irrigation systems is proposed. The proposed method combines a lightweight real-time object detection network (PVANET) based on deep learning, an image classification model (GoogLeNet) and accurate shape detection (Hough transform) to detect and accurately delineate center pivot irrigation systems and their associated circular shape. PVANET is lightweight and fast and GoogLeNet can reduce the false detections associated with PVANET, while Hough transform can accurately detect the shape of center pivot irrigation systems. Experiments with Sentinel-2 images in Mato Grosso achieved a precision of 95% and a recall of 95.5%, which demonstrated the effectiveness of the proposed method. Finally, with the accurate shape of center pivot irrigation systems detected, the area of irrigation in the region was estimated.
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1. Introduction

The Southern Amazon agricultural frontier has long been studied for its rapid expansion associated with high deforestation rates [1,2]. Nonetheless, the last decade has also been marked by the adoption of intensive agricultural practices often considered to be an efficient strategy to ensure high agricultural productivity and diversification while limiting deforestation [3]. In this regard, a widely studied intensive practice is double cropping, which consists of cultivating two crops (usually soybean followed by maize or cotton) sequentially in a same year [4–6]. Although the adoption of double cropping systems depends on various socio-economic drivers [7], studies have also demonstrated the importance of regional patterns of rainfall regimes to explain the spatial distribution of double cropping systems. For example, Arvor et al. [8] showed that regions with a longer rainy season (over 5 to 6 months) are better suited for double cropping systems. However, by doing so, agricultural systems become more vulnerable (1) to the high spatio-temporal variability of rainfall, related to convective activity and regional climate mechanisms (e.g., South Atlantic and Intertropical Convergence zones) and (2) to climate change. Indeed, recent studies point out that the climate change implications for the Southern Amazon may result in a shorter rainy season, which may thus prevent the adoption of double cropping systems on the long run [9,10]. Consequently, many farmers have now installed irrigation...
systems to ensure regular water supply for double cropping systems. Mapping central pivot irrigation systems thus appears essential to (1) monitor the evolution of the Southern Amazon agricultural frontier towards agricultural intensification and (2) assess the climate change adaptation strategies adopted by local farmers.

The emergence of new remote sensing data and techniques raise interesting promises for the mapping of cropping practices [11]. In Mato Grosso, most case studies focused on the analysis of Vegetation Index time series of MODIS images to monitor agricultural calendars and thus map the expansion of double cropping systems [4,6,12,13] and crop-livestock integration systems [14]. Yet, whereas the potential of remote sensing data to map irrigation systems and quantify the amount of water supply has long been tested [15], few studies have focused on the mapping of irrigation systems in the Southern Amazon [16].

Remote-sensing-based mapping of irrigated fields is usually performed through pixel-based classifications of physical values retrieved from optical [17,18], thermal [19] or radar [20] data. Yet, in large-scale flat agricultural landscapes such as in Brazil or the US, irrigation systems mostly consist of center pivots, whose specific circular shape makes the use of object detection techniques especially relevant. The basic method to automatically detect circles is Hough transform [21]. The main principle of Hough transform is to project a binary contour image (computed by ad-hoc filters) in a 3D-space that expresses the possibility that a circle \((a, b, r)\) exists (\((a, b)\) being the coordinates of the center and \(r\) the radius). The resulting circles are selected by voting. Though efficient for direct detection of circular objects in satellite images, Hough transforms still have limited precision, long computation time and large data storage requirements.

Recent years have been marked by the rapid emergence of deep learning applications in remote sensing [22]. More specifically, such approaches have been widely used for image classification [23,24], object detection [25,26] and image segmentation [27,28]. In particular, CNN (convolutional neural network) has been applied to recognize all kinds of objects in images, and several studies based on deep learning methods have been proposed to monitor center pivot irrigation systems. For example, Zhang et al. [29] implemented a CNN approach to identify such pivots in North Colorado (USA) using Landsat data and the Crop Data Layer (CDL) to filter out non-cropland areas. They achieved high precision (95.85%) and recall (93.33%) accuracies, but the method was time-consuming since it relied on a sliding window applied to the test images. In Brazil, Saraiva [30] used U-Net [31] to detect and map center pivot irrigation systems with a high precision of 99% and a relatively low recall of 88%. Similarly, Albuquerque [32] used U-Net semantic segmentation to map center pivot irrigation systems in three Brazilian study sites with an improved recall of 94.57% and a precision of 98.26%. However, the training samples of center pivots needed to be accurately delineated, which is labor intensive and time-consuming. In addition, the processing was slow, especially when the size of the overlapping windows was large, a necessary condition to achieve high performance levels.

Although center pivot irrigation systems have a simple characteristic shape, CNN-based methods fail to detect them precisely due to their reliance on neighborhood information for classification. Since CNN learns more about implicit representations of shape and texture relative to other shapes and locations [33], other means are needed to detect the location of objects accurately. Zhang et al. [29] used a variance-based approach to locate center pivot irrigation systems, with preprocessing to reduce false detections. U-Net can locate the borders of center pivot irrigation systems based on pixel segmentation, but essentially extracts border pixels rather than detecting shapes.

Given prior knowledge of the circular shape of center pivot irrigation systems, Tang [34] proposed a combined method of PVANET-Hough to automatically detect their accurate location. The proposed method first relied on a lightweight real-time object detection network PVANET [35] to detect circles and then applied a Hough transform to delineate the shape of center pivot irrigation systems and eliminate false detections of PVANET. The method was fast, and it was less demanding to build the sample database, which only
required annotated bounding boxes of center pivot irrigation systems. However, Hough transforms are prone to a high rate of false detections.

The aim of this study is to propose a method to detect and accurately locate the shapes of center pivot irrigation systems to estimate the irrigated area. The proposed method of detection-recognition-location combines PVANET, GoogLeNet and Hough transform. In the proposed method, we added an image classification process to the PVANET-Hough approach. After applying PVANET to locate potential center pivot irrigation systems, we trained an image classification model to further discriminate them from other circular image objects. We then used Hough transform to accurately delineate the center pivots. The proposed method is fast, accurate and can precisely delineate center pivot irrigation systems, thus improving the estimates of irrigated areas and water supply.

2. Materials and Methods

2.1. Study Area

The study area is in the Brazilian state of Mato Grosso, in the center-west region and the southern edge of the Amazon basin (Figure 1). The third largest state by area in Brazil, Mato Grosso spans 903,357 square kilometers. Mato Grosso is an important state for agriculture, being the first national producer of soybeans and maize in Brazil. Over 40% of the state’s GDP is made up of agriculture. Mato Grosso experienced a rapid and significant increase in the number of center pivot irrigation systems during the period from 2010 to 2017 [36], whose monitoring is of great importance to analyze the process of agricultural intensification and diversification in the region.

Figure 1. The location of Mato Grosso in Brazil.

2.2. Image Data

TCI (True Color Image) images of Sentinel-2 are used to detect the center pivot irrigation systems. The spatial resolution is 10 meters. The images used in the study cover three major Amazon watersheds in Mato Grosso (Juruena, Teles Pires and Xingu river), covering an area of 750,000 square kilometers and 2/3 of Mato Grosso. We analyzed a total
of image 77 tiles, acquired between June and August 2017, filtered to select the images with low cloud cover. The image size is $10,980 \times 10,980$ pixels.

2.3. Methods

The proposed method consists of three parts: in the first part, PVANET was used to detect the center pivot irrigation systems candidates; in the second part, GoogLeNet [37] was used to further discriminate center pivot irrigation systems from false detections in the result of PVANET; in the third part, Hough transform was applied to accurately delineate the shape of center pivot irrigation systems. The proposed method is illustrated in Figure 2.

![Flowchart of the proposed method.](image)

2.3.1. PVANET for Detection of Center Pivot Irrigation Systems

PVANET (Performance vs Accuracy Network) is a deep but lightweight neural network for real-time object detection. This method can achieve real-time object detection performance without losing accuracy compared to other state-of-the-art methods.

PVANET (Figure 3) follows the pipeline of Faster R-CNN [25], which is “CNN feature extraction + region proposal + RoI classification”, with modification on the feature extraction
part, adopting building blocks of concatenated C.ReLU [38], Inception [37] and HyperNet [39] to make the network thin and lightweight, maximizing the computation efficiency.

Figure 3. The structure of PVANET.

C.ReLU (Figure 4) is inspired by an observation of an interesting property of CNNs, which considers that the filters in the early layers tend to be paired, i.e., for every filter, there is another filter which is almost the opposite phase. Based on this observation, C.ReLU reduces the number of convolution channels by half, then concatenates the same outputs by multiplying the output of convolution by $-1$, thus doubling the computational speed in the early stage without losing accuracy. Scaling and shifting after concatenation are appended to allow each channel’s slope and activation threshold to be different from its opposite channel.

Figure 4. C.ReLU.

Inception is one of the most cost-effective building blocks for capturing both the small and large objects in an input image. The receptive fields of the features of CNN should be large enough to capture the large objects. On the other hand, the receptive fields should be small enough to accurately localize the small objects to capture them. Inception fulfills both requirements by congregating different sizes of kernels to the convolution layers, as illustrated in Figure 5. $1 \times 1$ convolution plays an important role by preserving the receptive field of the previous layer so that small objects can be captured precisely. In PVANET, $5 \times 5$ convolution is replaced with a sequence of two $3 \times 3$ convolutions.
Multi-scale features have been proven to be beneficial in many deep learning tasks [39,40]. Combining shadow fine-grained details with deep highly abstracted information in feature layers helps the following region proposal network and classification network to detect objects of different scales. PVANET combines the last layer and two intermediate layers with scales of \(2\times\) and \(4\times\) the last layer, respectively. The mid-size layer serves as the reference layer, such that the down-scaled (pooling) \(4\times\) layer and the up-scaled (linear interpolation) last layer are concatenated.

2.3.2. GoogLeNet for Recognition of Center Pivot Irrigation Systems

As CNN-based object detection methods can only predict the location and shape of objects relatively, objects with a circular shape such as forest blocks may be mistakenly detected as center pivot irrigation systems (Figure 9). We thus used a GoogLeNet image classification model to further qualify if the objects detected by PVANET actually correspond to center pivot irrigation system or to false detections. GoogLeNet is a convolution neural network for image classification, which achieves high performance while keeping the number of parameters low and being computationally efficient. GoogLeNet won 1st place in the ILSVRC 2014 Classification Challenge, using 12 times fewer parameters than AlexNet [41], the winning architecture of the ILSVRC 2012 Classification Challenge, while being significantly more accurate. GoogLeNet has 22 layers, and Inception modules are used in the architecture to improve performance as described in Section 2.3.1.

2.3.3. Hough Transform for Accurate Location of Center Pivot Irrigation Systems

Because the crops under center pivot irrigation systems have the unique shape of circles, we can locate these shapes and get the coordinates of the centers and radius using the Hough transform. Hough transform is highly reliable and adaptive to noise, transform, deformity and so on [42]. Hough transform calculates the maximum accumulated local results in a parameter space through voting algorithm. The collection of distinctive forms can be obtained. Therefore, Hough transform can be used to detect objects with particular shapes. We only detect circles here.

In Hough circle detection, the edge pixels from image space are mapped to 3D parameter space, then an arbitrary point on the circle will be transformed into a right circular cone in the 3D parameter space. The cones of all the image points on a circle will intersect at a single point in 3D space. Searching a 3D Hough search space to find the centroid and radius of each circular object in an image space would mean far greater memory requirements and a
much slower speed. To solve these problems, researchers proposed some improved methods, including the 2-1 Hough transform (21HT) [43]. In 21HT, a 2-D accumulator and a 1-D histogram are used to substitute 3D Hough search space, thus reducing storage requirements.

This paper used 21HT to achieve fast processing. First, edge detection is performed in the image. Secondly, for every non-zero point in the edge image, the local gradient is considered. A 2-D accumulator is used to accumulate votes along the normal of each edge point. 1-D histogram as a radius histogram is used to identify the radius of circles of the distance of each point from a candidate center. The detection of false peaks in the center finding stage can lead to significant computational cost for the second stage, especially if a low threshold is used to detect small circles. Since only a single 2-D accumulator and a 1-D histogram are used, the storage space required for the method is quite small. Moreover, based on prior knowledge, the radius of a circle can be limited to the scale of \((r_{\text{min}}, r_{\text{max}})\), which can further improve the detection speed. 21HT runs much faster and helps overcome the problem of the otherwise sparse population of the 3D accumulator. With the method described above, center pivot irrigation systems with the shape of circle can be accurately detected and located, as shown in Figure 6.

![Figure 6. Center pivot irrigation systems accurately detected by Hough circle detection.](image-url)

2.3.4. Training Datasets and Training of PVANET and GoogLeNet

A set of images with center pivot irrigation systems were sampled to be the training and validation data for PVANET. In this study, images with the size of 500 × 500 were randomly cropped from a tile of Sentinel-2 images of Mato Grosso whose acquisition time differed from the test image tiles acquired in July 2017. In total, 613 images with center pivot irrigation systems were selected from the cropped images, and subsequently annotated, which were then used as the dataset to train and validate PVANET. Examples of the annotated samples are shown in Figure 7, both complete and incomplete footprints of center pivot irrigation were included in the sample images, and these were randomly located in the images. Each sample image may contain a different number of center pivot irrigation systems. Ninety percent of the dataset was used as training data and ten percent was reversed for use as validation data.
The dataset used to train and validate GoogLeNet consisted of images with and without center pivot irrigation systems, since GoogLeNet classifies the detections of PVANET into 2 classes: center pivot irrigation systems and non-center pivot irrigation systems. Images with center pivot irrigation systems were cropped from the training samples of PVANET according to the bounding box annotation (Figure 8a). For the non-center irrigation system samples, we used images with objects that have a similar shape to center pivot irrigation systems, such as forest patches for training (Figure 8b), because PVANET tends to mistakenly detect these objects as center pivot irrigation systems. To obtain the non-center irrigation system samples, image patches with the size of 250 × 250 were randomly cropped from a Sentinel-2 image tile of Mato Grosso whose acquisition time is different from the test image tiles acquired in July 2017. The image patches with objects that have a similar shape to center pivot irrigation systems were selected and cropped as samples of non-center pivot irrigation system. Examples of the sample images are shown in Figure 8. There were 1142 samples of center pivot irrigation systems and 1057 samples of non-center pivot irrigation systems. Ninety percent of the dataset was used as training data and ten percent was used as validation data. As the input size of GoogLeNet is a fixed size of 224 × 224, all the training and test images were resized to 224 × 224.

With the prepared datasets, we fine-tuned the pre-trained model of PVANET from ILSVRC2012 training images for 1000-class image classification. The learning rate was set to be 0.001. For GoogLeNet, we fine-tuned the pre-trained model of GoogLeNet from ImageNet [44]. The learning rate was set to be 0.0002. PVANET and GoogLeNet were implemented using caffe [45]. Training was done in a machine with an Intel Core Xeon E5-2620 CPU with 32 cores, 126 GB RAM and 4 NVIDIA TITAN Xp graphics cards.
2.3.5. Evaluation

Based on the 77 image tiles in Mato Grosso (10,980 × 10,980 pixels each), every image tile was cropped into blocks of 500 × 500 with an overlap of 200 pixels between the neighboring blocks, which were fed into PVANET to detect the center pivot irrigation systems. After all blocks of an image tile are detected, duplicate detections between the blocks were removed to get the detections of the whole image tile. After the detection of PVANET, the detections were cropped from the image tiles and fed into GoogLeNet to recognize if it is a center pivot irrigation system or not. Finally, Hough transform was applied to get the accurate shape of center pivot irrigation systems.

We used two quantitative indices to evaluate the result: precision and recall or missed detection rate and false detection rate, since missed detection rate = 1-recall and false detection rate = 1-precision. Precision is defined as the number of correct detections over the number of correct detections plus the number of false detections, which tells us how many of the detected center pivot irrigation systems are correct. Recall is defined as the number of correct detections over the number of ground truth, which tells us how many of the center pivot irrigation systems that should be detected are detected. We manually identified all the center pivot irrigation systems in the image tiles. There were 641 center pivot irrigation systems in the image tiles of Mato Grosso.

3. Results

The result after the recognition of GoogLeNet is shown in Table 1. There were 644 detected candidate center pivot irrigation systems, 612 of the detections were correct, 32 of the detections were false and 29 center pivot irrigation systems were missed. The precision after the recognition of GoogLeNet is 95%, the recall is 95.5%, the missed detection rate is 4.5% and the false detection rate is 5%.

In the result of PVANET (Table 1), there were 846 detected candidates of center pivot irrigation systems by PVANET, 619 of the detected candidates were correct, 227 of the detected candidates were false and 22 center pivot irrigation systems were missed. The precision of PVANET is 73.2%, the recall is 96.6%, the missed detection rate is 3.4% and the false detection rate is 26.8%. Obviously, PVANET has a very high false detection rate. Examples of false detections are shown in Figure 9. We can see that a lot of forest patches with a contour similar to circle and riverbank were mistakenly detected as center pivot irrigation systems by PVANET.

| Method              | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall |
|---------------------|---------------------------|---------------------------|-----------|--------|
| PVANET              | 846                       | 619                       | 73.2%     | 96.6%  |
| PVANET-GoogLeNet    | 644                       | 612                       | 95%       | 95.5%  |

Figure 9. Examples of false detections of PVANET.
Adding GoogLeNet decreased the number of false detections of PVANET from 227 to 32. Examples of the remaining false detections are shown in Figure 10. They are mainly circular cropland. We can notice that 612 detections of all the candidate detections after the recognition of GoogLeNet were correct, 29 center pivot irrigation systems were missed, which means 7 more were missed by GoogLeNet. Examples of missed center pivot irrigation systems by GoogLeNet are shown in Figure 11. They are center pivot irrigation systems with irregular shapes or with cloud cover. We can see that the false detection rate is decreased by a large percent with just a very small decrease in the recall.

![Figure 10. Examples of false detections after the recognition of GoogLeNet.](image1)

![Figure 11. Examples of missed detections after the recognition of GoogLeNet.](image2)

PVANET is not able to delineate the shape of center pivot irrigation systems and there are many false detections, as we can see from the result. GoogLeNet can distinguish between center pivot irrigation systems and non-center pivot irrigation systems in the detections of PVANET, reducing the false detections. Hough transform can accurately locate the shape of center pivot irrigation systems. Examples of the location of center pivot irrigation systems using Hough transform are shown in Figure 12. The detection of an image with the size of 10,980 × 10,980 pixels by PVANET took 83 s; the filtering of all the detections of PVANET by GoogLeNet took 21 s; and the location of all the detections using Hough transform took 2 s.

![Figure 12. Examples of the location of center pivot irrigation systems using Hough transform.](image3)
After identifying the center coordinates and radiiuses of the center pivot irrigation systems, we were able to calculate the total irrigated area in the region. Based on manual delineation of center pivot irrigation systems in images of the region, we estimated a total area of 74,221 ha, which we consider representing “ground truth” for the purposes of this analysis. Based on our automated detections, we estimated that the total area of irrigation in the region was 74,133 ha, with an error rate of 0.12%. Filtering out false detections decreased our estimate of irrigated area to 70,654 ha, with an error rate of 4.81%. This difference in the error rate is an artifact, given that the total area of false detections (errors of commission) appears to compensate for the total area of missed detections (errors of omission) over the entire region. Our manual and automated estimates of irrigated area in 2017 were 8% and 12% lower, respectively, than those reported by ANA (National Water Agency of Brazil) [36], which reported 80,234 ha of irrigated area in the study area in Mato Grosso for the same year.

4. Discussion

4.1. The Effect of Several Factors on the Detection and Location

There are many factors that affect the detection and location of center pivot irrigation systems, including their size and shape, as well as the acquisition time of images. In this section, we will discuss the influence of several factors on the detection and location of center pivot irrigation systems.

4.1.1. The Size of Center Pivot Irrigation Systems

Center pivot irrigation systems have variable sizes. Typical center pivot irrigation systems in Mato Grosso have the radii of 500–800 m [46]. With the Inception module and multi-scale features concatenation in PVANET, our method can detect center pivot irrigation systems with different sizes. The radii of the detected center pivot irrigation systems range from 31–87 pixels (310–870 m), which shows the ability of our method to detect center pivot irrigation systems with different sizes. Although our method missed some smaller center pivot irrigation systems, most of the mid-size ones and big ones were successfully detected.

4.1.2. The Shape of Center Pivot Irrigation Systems

Most center pivot irrigation systems have the shape of a complete circle, but there are a few with the shape of an incomplete circle, as shown in Figure 13. With the proposed method, these center pivot irrigation systems can be detected. However, as Hough transform can only generate detection results of complete circles, the detected delineations tended to overestimate the irrigated area in irregular shapes (figure 13).

![Figure 13. Center pivot irrigation systems with a shape of an incomplete circle. (a,b) Examples of center pivot irrigation systems with a shape of incomplete circle. (c,d) Detection and delineation of center pivot irrigation systems with a shape of an incomplete circle.](image-url)
4.1.3. The Acquisition Time of the Images

At different times of the year, the crops under center pivot irrigation systems are at different phases and the area surrounding the crops are also different. Therefore, center pivot irrigation systems and their surroundings have different looks and contrast in satellite images. As shown in Figure 14a, in June when the crops are still growing, the center pivot irrigation systems have a higher contrast with the surroundings. In October, when the crops are planted, the center pivot irrigation systems have a lower contrast with their surroundings (Figure 14b). Detection of the center pivot irrigation systems with a lower contrast with the surroundings has a higher rate of missed detection (Figure 14c,d). Center pivot irrigation systems are installed to ensure water supply at the end of the rainy season (usually in May-June) to enable the safrinha, which is the second crop after soybean [46]. These are the reasons why we chose images acquired between June and August to detect the center pivot irrigation systems in the study area.

![Figure 14a](image1.png)
![Figure 14b](image2.png)
![Figure 14c](image3.png)
![Figure 14d](image4.png)

**Figure 14.** Center pivot irrigation systems at different times of the year. (a) Center pivot irrigation systems in June. (b) Center pivot irrigation systems in October. (c) Detection of center pivot irrigation systems in June. (d) Detection of center pivot irrigation systems in October.

Our manual and automated estimates of irrigated area in the study area in 2017 based on images acquired between June and August were 8% and 12% lower, respectively, than those reported by ANA for the same year. The apparent discrepancy is likely due to the fact that the images used to produce ANA’s irrigation maps had different acquisition times than the images used in this study. More likely, to get a more accurate estimation of the area of irrigation in the region in that year, the estimation of ANA was based on images
throughout the year. Therefore, the estimated area of irrigation in the region by ANA was larger than our estimation. The estimation of our approach for the year can be improved by detecting and analyzing images throughout the year.

4.1.4. Cloud Cover

The selected 77 images in the study area have low cloud cover. When there is cloud cover in a center pivot irrigation system, it will inevitably affect the detection. We tested our method in images with cloud cover to see how it affects the detection of center pivot irrigation systems. The results show that our method successfully detects some center pivot irrigation systems with cloud cover, even with heavy cloud cover (Figure 15), which demonstrates the robustness of the proposed method. However, there are also some center pivot irrigation systems that our method fails to detect.

![Figure 15. Center pivot irrigation systems with cloud cover. (a–c) Center pivot irrigation systems with cloud cover successfully detected. (d–f) Missed detection of center pivot irrigation systems due to cloud cover.](image)

4.2. Using State of Art Detection Network

To evaluate the performance of our approach relative to more common ones, we compared our approach with the well-known detection network YOLOv4 [47]. The result of YOLOv4 is shown in Table 2. We can see from the result that the precision of YOLOv4 is 88.1% and the recall of YOLOv4 is 97.2%, which are better than PVANET. After the recognition of GoogLeNet, the precision is 98.9% and the recall is and 96.1%, which are slightly better than the precision and recall of PVANET after the recognition of GoogLeNet.

Though YOLOv4 outperforms PVANET in precision-recall, the number of false detections (84) is still important since its rate is 11.9%. With the proposed framework of detection-recognition-location, the false detection rate is falls to 1.1% (with a small decrease in the recall) which is to our opinion a really interesting behavior.

|                          | Detected Candidate Pivots | Correctly Detected Pivots | Precision | Recall |
|--------------------------|---------------------------|---------------------------|-----------|--------|
| PVANET                   | 846                       | 619                       | 73.2%     | 96.6%  |
| YOLOv4                   | 707                       | 623                       | 88.1%     | 97.2%  |
| PVANET-GoogLeNet         | 644                       | 612                       | 95%       | 95.5%  |
| YOLOv4-GoogLeNet         | 623                       | 616                       | 98.9%     | 96.1%  |
As for computation time, the training of YOLOv4 requires 12 h and the detection on an image tile of size $10,980 \times 10,980$ by YOLOv4 takes 40 s. The recognition part of GoogLeNet for all the detections of YOLOv4 takes 16 s. Concerning PVANET, the training requires 8 h and the detection of an image tile of size $10,980 \times 10,980$ takes 83 s while the recognition of GoogLeNet for all the detections of PVANET needs 21 s. All these experiments are reported in Tables 3 and 4.

Table 3. Computation time of the detection of PVANET and YOLOv4.

|                | Computation Time of an Image Tile ($10,980 \times 10,980$) |
|----------------|-------------------------------------------------------------|
| PVANET         | 83 s                                                        |
| YOLOv4         | 40 s                                                        |

Table 4. Computation time of the recognition of GoogLeNet for all the detections of PVANET and YOLOv4.

|                | Computation Time                                      |
|----------------|--------------------------------------------------------|
| GoogLeNet for PVANET | 21 s                                                   |
| GoogLeNet for YOLOv4  | 16 s                                                   |

4.3. Implications for the Monitoring of Agricultural Dynamics in the Southern Amazon

Beyond these methodological considerations, this study raises important perspectives for a better understanding of agricultural dynamics in the Southern Amazon. First, the accurate location of center pivots could serve as a basis for monitoring the sequential cropping practices applied in irrigation systems. Indeed, surveys with local farmers indicated that irrigation is mainly used to secure double cropping systems, enabling anticipated sowing before the beginning of the rainy season and delayed harvest. Some producers also reported the possibility to using irrigation systems to harvest three crops per year. In this regard, the approach presented here could be complemented by monitoring phenological cycles in irrigated areas based on MODIS time series of vegetation indices, whose potential to monitor crop calendars and especially double cropping systems has long been proven [4,6,13].

Second, long-term monitoring of center pivot irrigation systems could provide relevant information on current strategies towards agricultural intensification. Counting the number of pivots and estimating their average areas is important for assessing the speed and scale of adoption of irrigation practices in Mato Grosso. In addition, determining the average duration that a center pivot remains active on a single field would improve understanding of inter-annual rotation strategies promoted by farmers.

Third, mapping center pivot irrigation systems is essential for assessing the impacts of agricultural practices on water resources. The results introduced in this study could serve as a basis to estimate the amounts of water used for irrigation and its potential cumulative effects on the hydrological network [48]. In addition, it could help in refining current maps of artificial water bodies, which fail to characterize the final use of small farm dams [49–51]. Indeed, we suggest that fine-scale analysis of the distances between irrigation systems and farm dams may help to discriminate reservoirs intended for fish farming from those designed to supply water for irrigation systems.

Finally, our results lend insights into the farmers’ adaptation strategies in the face of climate change. Soy producers still consider local climate conditions (i.e., a long and regular rainy season) as a major asset for soybean cultivation in the Southern Amazon, yet many deny climate change [52–54] despite the fact that numerous scientific studies have documented significant trends towards a shortening of the rainy season that may prevent adopting double cropping systems over the long run [9,10]. Analyzing the medium to long-term spatio-temporal proliferation of center pivot irrigation systems at regional scales may provide very important information on the concrete actions carried out by farmers to mitigate the expected impacts of climate change on agricultural production [55,56].
5. Conclusions

In this paper, a framework of detection-recognition-location combining PVANET, GoogLeNet and Hough transform is proposed for the detection and accurate location of center pivot irrigation systems. Detection of PVANET, which is lightweight and fast, can get all the candidates of center pivot irrigation systems, recognition of GoogLeNet can reduce the false detections in the candidates identified by PVANET, as it can further distinguish between circular center pivot irrigation systems and other objects with a circular shape, and Hough transform can accurately locate the shape of center pivot irrigation systems. After the center coordinates and radiuses of the center pivot irrigation systems are obtained, the total area of irrigation in the region is estimated. The estimated area of irrigation in the region is 70,654 ha, with an error rate of 4.81%, which has important implications for understanding annual water consumption and precise management of water resources in the study area. The most important contribution of this paper is the framework of detection-recognition-location, especially for the objects which can be visually interpreted by shape. The approach is flexible and can accommodate other state-of-the-art detection networks, such as YOLOv4, substituted in the same framework. Likewise, besides GoogLeNet, other classification models, such as ResNet and EfficientNet [57], can be used as the classification model in the framework. In future work, we will make a more comprehensive evaluation of the combination of other detection models and classification models besides PVANET and GoogLeNet.
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