Is the full susceptibility of the square-lattice Ising model a differentially algebraic function?
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Abstract

We study the class of non-holonomic power series with integer coefficients that reduce, modulo primes, or powers of primes, to algebraic functions. In particular we try to determine whether the susceptibility of the square-lattice Ising model belongs to this class, and more broadly whether the susceptibility is a solution of a differentially algebraic equation. Initial results on Tutte’s nonlinear ordinary differential equation (ODE) and other simple quadratic nonlinear ODEs suggest that a large set of differentially algebraic power series solutions with integer coefficients might reduce to algebraic functions modulo primes, or powers of primes. Since diagonals of rational functions are well-known to reduce, modulo primes, or powers of primes, to algebraic functions, a large subset of differentially algebraic power series with integer coefficients may be viewed as a natural ‘nonlinear’ generalisation of diagonals of rational functions. Here we give several examples of series with integer coefficients and non-zero radius of convergence that reduce to algebraic functions modulo primes, or powers of primes. Since diagonals of rational functions are well-known to reduce, modulo primes, or powers of primes, to algebraic functions, a large subset of differentially algebraic power series with integer coefficients may be viewed as a natural ‘nonlinear’ generalisation of diagonals of rational functions. Here we give several examples of series with integer coefficients and non-zero radius of convergence that reduce to algebraic functions modulo (almost) every prime (or power of a prime). These examples satisfy differentially algebraic equations with the encoding polynomial occasionally possessing quite high degree (and thus difficult to identify even with long series). These examples shed important light on the very nature of such differentially algebraic series. Additionally, we have extended both the high- and low-temperature Ising square-lattice susceptibility series to 5043 coefficients. We find that even this long series is insufficient to determine whether it reduces to

4 Author to whom any correspondence should be addressed.
algebraic functions modulo 3, 5, etc. This negative result is in contrast to the comparatively easy confirmation that the corresponding series reduce to algebraic functions modulo powers of 2. Finally we show that even with 5043 terms we are unable to identify an underlying differentially algebraic equation for the susceptibility, ruling out a number of possible differentially algebraic forms.
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1. Introduction

The two-dimensional Ising model is arguably the most important statistical mechanical model ever conceived, historically, pedagogically, and in terms of its applications. Historically, the zeroth field-derivative of the free-energy was found by Onsager [1] in 1944. The internal energy, given by the temperature derivative of the free-energy, can be expressed in terms of integrals of complete elliptic integrals of the third kind, or \( _2F_3 \) hypergeometric functions [2], and is therefore a \( D\)-finite or holonomic function. See appendix A for a brief introduction to \( D\)-finite and \( D\)-algebraic functions, as well as some fundamental results about their behaviour.

The first field-derivative is the spontaneous magnetisation, and was publicly presented without proof by Onsager in 1949, and proved by Yang [3] in 1952. It is a simple algebraic function.

The second field-derivative is the susceptibility \( \chi \), and no closed form expression is known. Despite this, we have a huge body of knowledge about the susceptibility. In 1976 Wu et al [4] showed that it could be expressed as an infinite sum of \( n\)-dimensional integrals, \( \chi^{(n)} \), so that

\[
\chi = \sum_{n \text{ even}} \chi^{(n)}, \quad \text{for } T < T_c, \quad \text{and} \quad \chi = \sum_{n \text{ odd}} \chi^{(n)}, \quad \text{for } T > T_c.
\]

(1)

For the low-temperature susceptibility, only even powers of \( n \) contribute, starting at \( n = 2 \), while for the high-temperature susceptibility, only odd powers contribute. In 2001, Orrick et al [5] proved that each of these integrals \( \chi^{(n)} \) is \( D\)-finite, but argued that their infinite sum, that is, the full susceptibility \( \chi \) itself, is not. In fact, this follows from earlier work of Nickel [6] who showed that the susceptibility has a natural boundary in the complex plane, and such functions cannot be \( D\)-finite.

In a series of papers, Maillard and co-workers [7–12] found the linear ordinary differential equations (ODEs) satisfied by \( \chi^{(3)}, \ldots, \chi^{(6)} \), and showed how, with sufficient computer power, others could, in principle, be found. \( \chi^{(1)} \) is algebraic, and \( \chi^{(2)} \) satisfies a low-order ODE, but the order of the linear ODEs satisfied by \( \chi^{(n)} \) increases rapidly with \( n \) as does the degree of the polynomial coefficients of each derivative, so the number of series coefficients needed to discover the linear ODE also increases rapidly with \( n \). In 2011, Chan et al [13] extended the work of Orrick et al to other two-dimensional lattices, and gave an expansion of the scaled form of the susceptibility to unprecedented accuracy.

Accepting that the susceptibility is not \( D\)-finite\(^5\), the question arises as to which class of functions the susceptibility belongs? In earlier work [15], based on a series expansion of 2000 terms we showed that modulo powers of 2, one cannot distinguish the full susceptibility from

\(^5\) No rigorous proof of this result exists, but no reasonable person doubts it.
some simple diagonals of rational functions\textsuperscript{6} that reduce to algebraic functions modulo $2^r$. However, for other primes we were unable to find corresponding algebraic function reductions.

From another perspective, one may ask which class of functions is the natural generalisation of $D$-finite functions, and then try to determine whether or not the Ising susceptibility belongs to that class. The answer, or at least one answer, is the class of \textit{differentially algebraic} functions. A series $F(x)$ is called a \textit{differentially algebraic}, or simply $D$-algebraic, if there exists a polynomial $P$ such that $F(x)$ satisfies a polynomial differential equation of finite order $k$:

\[ P(x, F(x), F'(x), \ldots, F^{(k)}(x)) = 0, \]

where $F^{(k)}(x)$ denotes the $k$th derivative. Note that a $D$-finite function can also be seen as the solution of differentially algebraic ODEs. A relevant example is the ODE for the diagonal correlations $C(N, N)$ of the square Ising model. While this satisfies a $D$-finite ODE, it is also known to satisfy a differentially algebraic equation, notably\textsuperscript{7} (a sigma-form of) Painlevé VI (see, for instance, equation (9) in [14]).

In this paper we investigate the possibility that the susceptibility is a differentially algebraic function. We tackle this from several perspectives. Firstly, we report on a dramatic extension of the susceptibility series from 2000 terms to 5043 terms. We use this extended data in two different ways. The first is to provide further confirmation of the results found earlier [15], that the susceptibility reduces to algebraic functions modulo $2^r$, and unfortunately to discover that even with these much longer series we were unable to find a similar algebraic function reduction modulo other primes. If the susceptibility were holonomic, or indeed differentially algebraic, then with a sufficient number of terms we could, in principle, find the underlying ODE (given appropriate levels of computer power). Then we could predict the next 100, or 1000 or whatever coefficients. If these agreed with the exact coefficients, then there would be no doubt that the exact ODE had been found. While that would not be a rigorous proof, it would undoubtedly be correct, and form the basis from which a rigorous proof could be constructed.

The second approach is to use an algorithm, written by one of us [16], to search for differentially algebraic functions. With such a long series, we are able to rule out algebraic differential equations of quite high order. Finding the susceptibility in this way would be almost too good to be true, so while disappointing, this negative result is not totally unexpected.

In order to further explore the possibility that the susceptibility might be differentially algebraic, we have embarked on a study of the behaviour of such functions when their series expansions have \textit{integer coefficients}, which is of course the case for the susceptibility. We study several examples of differentially algebraic functions whose series expansions have integer coefficients. For all the examples we choose, we find that the series reduce modulo $p^r$ to an algebraic function (henceforth, we use ‘modulo $p^r$’ to mean ‘modulo a prime or a power of a prime’). There are known counterexamples to this observation in the form of series with Hadamard gaps [17–19], such as the theta function $\theta_3(0, q)$. However, if their expansion variable is changed from the nome to the modulus, they are no longer counterexamples. This

\textsuperscript{6} These are known to be $D$-finite—see appendix A.

\textsuperscript{7} $D$-finite functions can be expressed as solutions of (an infinite number of) differentially algebraic equations with movable singularities. However, that $D$-finite functions can also be solutions of differentially algebraic equations with \textit{fixed critical points} is quite remarkable.
The Eisenstein series does not reduce modulo $p$, as a consequence of Cobham’s [29] theorem, which, in essence, states that if a series has only coefficients 0 or $+1$ it can be algebraic modulo two successive primes only if it is rational. We will, however, present a large accumulation of examples of differentially algebraic power series with integer coefficients (including divergent series) which reduce modulo primes to algebraic functions.

The results found for Tutte’s generating function [24], with $q = 4$, as well as the accumulated examples referred to above, naturally raise the question whether, or to what extent, ‘most’ differentially algebraic power series with integer coefficients reduce modulo almost every $p’$ to algebraic functions. This would then suggest that ‘most’ differentially algebraic power series with integer coefficients can be seen as some sort of ‘nonlinear’ generalisation of diagonals of rational functions. Recall that diagonals of rational functions are holonomic. They are well-known to reduce to algebraic functions modulo $p’$ [20]. Note that differentially algebraic power series with integer coefficients are an obvious generalisation of $D$-finite series with integer coefficients, and such $D$-finite series appear to be algebraic modulo almost all $p’$ (see conjecture 12 and section 5 in [30]). The difference between diagonals of rational functions and $D$-finite series with integer coefficients,

---

8 Conversely, there is a conjecture due to Christol [20] that a $D$-finite power series with integer coefficients and non-zero radius of convergence is the diagonal of a rational power series.

9 The results are different if one views these functions as functions of the modulus $k$ instead of the nome $q$. For instance, the Eisenstein series $E_4$, when seen as a function of the modulus $k$, is holonomic, and can be expressed in terms of complete elliptic integrals of the first kind $K(k)$, and thus reduces to algebraic functions modulo primes and power of primes: $E_4(k) = K(k)^2 \cdot (1 - k^2 K(k)^2)$. 

---
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corresponds to ‘Christol’s conjecture’, see [20], and for instance the $3F_2$ hypergeometric example in section 5.1.

The class of differentially algebraic power series has a very important property: it is closed under the composition of functions\(^{10}\). The class of non-holonomic power series with integer coefficients that reduce to algebraic functions modulo $p^r$ is probably also closed under the composition of functions.

A subset, the class of differentially algebraic power series with integer coefficients that reduce to algebraic functions modulo $p^r$ is an extremely large class. We will see in this paper that 5043 coefficients for the susceptibility series of the square-lattice Ising model is still insufficient to see if the square-lattice Ising susceptibility series reduces to an algebraic function modulo $p^r$ for $p \neq 2$. This suggests that trying to see if the Ising susceptibility series is a differentially algebraic power series might be a simpler question to address.

2. Revisiting Tutte’s differentially algebraic generating function

Before trying to find new results on the square-lattice Ising susceptibility, we will revisit [24] a simpler (but already important and non-trivial) example of a non-holonomic function namely Tutte’s generating function for $q$-coloured rooted triangulations by vertices [25, 26],

$$H(x) = q \cdot (q - 1) \cdot x^2 + q \cdot (q - 1) \cdot (q - 2) \cdot \sum_{n=3}^{\infty} P_n(q) \cdot x^n,$$

considered from the perspective of its reducibility modulo $p^r$. The coefficients of the series (3) can be obtained from a simple quadratic recurrence relation:

$$q \cdot (n + 1) \cdot (n + 2) \cdot h_{n+2} = q \cdot (q - 4) \cdot (3n - 1) \cdot (3n - 2) \cdot h_{n+1}$$

$$+ 2 \sum_{i=1}^{n} i \cdot (i + 1) \cdot (3n - 3i + 1) \cdot h_{i+1} \cdot h_{n-i+2},$$

that can also be rewritten as

$$q \cdot (q - 4) \cdot (9n(n+1) \cdot h_{n+1} = 18(n+1) \cdot h_{n+1} + 20 \cdot h_{n+1})$$

$$+ 2 \sum_{i=1}^{n} (i \cdot (i + 1) \cdot h_{i+1} \cdot (6 \cdot (n - i + 2) \cdot h_{n-i+2} - 10 \cdot h_{n-i+2})$$

$$- q \cdot (n + 1) \cdot (n + 2) \cdot h_{n+2} = 0.$$ (5)

The generating function (3) is a solution of the differentially algebraic equation [24]:

$$q \cdot (q - 4) \cdot \left(9 x^2 \frac{d^2 H(x)}{dx^2} - 18 x \frac{dH(x)}{dx} + 20 H(x)\right)$$

$$+ 6 x \frac{dH(x)}{dx} = 10 H(x) - q x \cdot \frac{d^2 H(x)}{dx^2} = 2 q^2 \cdot (1 - q) \cdot x.$$ (6)

It is quite easy to deduce (6) from (5). The RHS of (6) depending on the initial conditions, namely the first terms of the series (3).

\(^{10}\) The composition of two differentially algebraic functions is differentially algebraic, see remark 4.3 in Lipshitz and Rubel [31] and, in the particular case of constructible differentially algebraic series, Bergeron and Reutenauer [32]. We thank Bertrand for providing a proof of Ehud Hrushovski of that result, in the most general framework. Note that differentially algebraic functions are not closed under Hadamard product, Laplace transform, or inverse Laplace transform [31].
In [24] we have shown that, in the \( q = 4 \) case, this generating function
\[
H(x) = 12 \cdot x^2 + 24 \cdot x^3 + 168 \cdot x^4 + 1656 \cdot x^5 + 19 \cdot 296 \cdot x^6 + 248 \cdot 832 \cdot x^7 \\
+ 3437 \cdot 424 \cdot x^8 + 49 \cdot 923 \cdot 288 \cdot x^9 + 753 \cdot 269 \cdot 856 \cdot x^{10} + \cdots
\] (7)
is non-holonomic and reduces to an algebraic function modulo every prime or power of a prime. Let us consider other solutions of (6) for \( q = 4 \), corresponding to different initial conditions\(^{11}\) namely the one-parameter family of solutions (here \( A \) denotes that parameter):
\[
H_q(x) = (A - 1) \cdot x + 12 \cdot \frac{x^2}{A} + 24 \cdot \frac{x^3}{A^2} + 168 \cdot \frac{x^4}{A^3} + 1656 \cdot \frac{x^5}{A^4} + \cdots.
\] (8)
This one-parameter family of solutions can be written
\[
H_q(x) = -x + A^3 \cdot \left( \frac{x}{A^2} + H\left( \frac{x}{A^2} \right) \right).
\] (9)
where the function \( H(x) \) in (9) is the series (7). Since (7) reduces to algebraic functions modulo every prime or power of a prime, one sees immediately that these other solutions (8) of the nonlinear differential equation (6) for \( q = 4 \), also reduce to algebraic functions modulo every prime or power of a prime.

2.1. Tutte’s differentially algebraic generating function for other values of \( q \)

It is tempting to see if one also has reduction to algebraic functions modulo \( p^j \) for values of \( q \) other than \( q = 4 \). Tutte’s algebraic differential equation (6) is known [33, 34] to provide algebraic solutions for all the Tutte–Beraha numbers, and in fact, for all \( q \) of the form \( q = 2 + 2 \cos (j \pi / m) \) (\( j \) and \( m \) are integers). Therefore we have considered Tutte’s differentially algebraic equation (6) for miscellaneous values that are not of the form \( q = 2 + 2 \cos (j \pi / m) \), for instance integer integer values larger than 4, \( q = 5, 7, \ldots \), or rational values \( q = M/N \).

For instance, for \( q = 5 \), one finds that the series (3) still reduces to algebraic functions modulo every prime. Modulo 7 the series (3) for \( q = 5 \), namely \( 6 \cdot x^2 + 4 \cdot x^3 + 2 \cdot x^4 + 3 \cdot x^5 + 5 \cdot x^6 + 6 \cdot x^7 + 5 \cdot x^8 + 5 \cdot x^9 + \cdots \), is a solution of the polynomial equation
\[
F^5(x) + (5 \cdot x^2 + 6 \cdot x + 6) \cdot F(x)^4 + (x^4 + 2 \cdot x^3 + 2 \cdot x^2 + 4 \cdot x + 4) \cdot F(x)^3 \\
+ x^2 \cdot (6 \cdot x^2 + 6 \cdot x + 1) \cdot F(x)^2 + x^2 \cdot (2 \cdot x^5 + 5 \cdot x^3 + 5 \cdot x^2 + x + 5) \cdot F(x) \\
+ x^4 \cdot (2 \cdot x^5 + 4 \cdot x^4 + 3 \cdot x^3 + x^2 + 2 \cdot x + 5) = 0.
\] (10)

Modulo 11 the \( q = 5 \) series, namely \( 9 \cdot x^2 + 5 \cdot x^3 + x^4 + 7 \cdot x^5 + 9 \cdot x^7 + 10 \cdot x^8 + 8 \cdot x^9 + \cdots \), is a solution of the polynomial equation
\[
F^3(x) + 7 \cdot F(x)^2 + x \cdot (4 \cdot x^2 + 7 \cdot x + 9) \cdot F(x) + x^3 \cdot (2 + 3 \cdot x + 10 \cdot x^2) = 0,
\]
and modulo 13 the \( q = 5 \) series is a solution of a polynomial equation of degree 15 in \( F(x) \), and degree 27 in \( x \). Similarly to \( q = 4 \) (see (8)), the other solutions of (6) for \( q = 5 \) also reduce to algebraic functions modulo every prime, or power of a prime.

We give in appendix B many other examples of reductions modulo primes of the solutions of (6) for various values of \( q \) that are not of the form \( q = 2 + 2 \cos (j \pi / m) \).

Tutte’s differentially algebraic equation (6) provides a non-trivial, important but simple enough, ‘toy example’ of reduction modulo primes or powers of primes, of differentially

\(^{11}\) Note a missprint in [24]; one should read ‘\( h_0 = 0 \) but does not impose \( h_1 = 0 \)’ instead of ‘\( h_0 = 0 \) and \( h_1 = 0 \), but does not impose \( h_2 = q(q - 1) = 12 \)’. 

---
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algebraic functions. We also give in appendix C an example of a (quite natural) generalisation of Tutte’s differentially algebraic equation (6) that also yields power series solutions with integer coefficients reducing to algebraic functions modulo \( p^7 \).

We have accumulated similar results for large sets of solutions of miscellaneous differentially algebraic functions having power series solutions with integer coefficients, in particular power series generated by simple quadratic recursions (similar to the one generating the solution series (3), (see equation (5) in [24])). Such examples are displayed in appendix D. One sees from these examples that, even if these differentially algebraic power series are divergent series, they still reduce to algebraic functions modulo primes or powers of primes.

These exploratory results on miscellaneous nonlinear equations suggest that differentially algebraic power series solutions with integer coefficients and no Hadamard gaps usually reduce to algebraic functions modulo primes, or powers of primes. If that is the case, recalling that diagonals of rational functions are well-known to reduce to algebraic functions modulo \( 2^{20} \), then differentially algebraic power series could be seen as a natural ‘non-linear’ generalisation of diagonals of rational functions.

3. Brain storming: square-lattice Ising susceptibility and diagonals of rational functions

One of the simplest examples of a differentially algebraic equation is the Chazy III equation. It is worth considering as a toy example of some properties of the Ising susceptibility because it has the Painlevé property\(^{12} \), and because its solutions can be expressed as ratios of holonomic functions (see appendix A.3). Recall that the ratio (not the product!) of two holonomic functions is generically non-holonomic. The ratio \( \tau(x) = y_1/y_2 \) of two solutions of the linear ODE, \( \frac{dy}{dx} + R(x) \cdot y = 0 \), is a solution of the Schwarzian equation \( \{\tau(x), x\} = 2R(x) \). Considering ratios of holonomic functions is thus a very simple way to build (selected) non-holonomic examples. In fact, these solutions can be expressed as a ratio of diagonals of rational functions, which implies that they have (circular) natural boundaries [36, 37], which is also observed to be a property of the susceptibility of the Ising model [9].

The Chazy III equation [36, 37] is a third-order nonlinear differential equation the solutions of which have a natural boundary [28]. It is

\[
\frac{d^3y}{dx^3} = 2 \frac{d^2y}{dx^2} - 3 \left( \frac{dy}{dx} \right)^2,
\]

which can be rewritten in terms of a Schwarzian derivative [38, 39]

\[
f^{(4)} = 2f'' \cdot \{f, x\} = 2f'' f''' - 3 f''^2 \quad \text{with} \quad y = \frac{df}{dx}, \quad (11)
\]

where \( \{\cdot, \cdot\} \) denotes the Schwarzian derivative.

In [24] it has been remarked that ratios of particular holonomic functions, namely ratios of diagonals of rational functions, automatically reduce to algebraic functions modulo every prime, or power of a prime, which is also a property we observed for the susceptibility series modulo powers of 2.

The non-holonomic susceptibility series is known to be an infinite sum of holonomic functions [4, 9], namely the \( n \)-fold integrals [7, 8, 10–12, 40] \( \chi^{(n)} \) that are themselves

\(^{12} \) There is little need to emphasise the importance of the Painlevé property to the square-lattice Ising model: the diagonal correlation functions are known [14, 35] to be solutions of (a \( \sigma \) form of) Painlevé VI.
diagonals of rational functions [20, 29, 41–43]. To some extent, the remarkable result [15] that the non-holonomic susceptibility series reduces to algebraic functions modulo $2^r$ can be seen as a property of these diagonal of rational functions, namely that these $\chi^{(n)}$ reduce to zero modulo $2^r$ when $n$ is large enough [24].

All these ideas suggest that it may be useful to take a fresh look at the square-lattice Ising susceptibility from the perspective of a ‘diagonals of rational function approach’ [20]. The ‘Chazy III scenario’ just discussed, suggesting that the square-lattice Ising susceptibility might just be a ratio of diagonals of rational functions reducing to algebraic functions modulo primes, and, possibly the occurrence of natural boundaries, is certainly far too naive. If that were the case, then the Ising susceptibility would easily be seen to reduce to algebraic functions not only modulo $2^r$, but also modulo any power of a prime, which does not seem to be the case [15]. Accordingly we explore more involved scenarios.

4. More involved constructions from diagonals of rational functions

If ratios of diagonals of rational functions are automatically such that they reduce to algebraic functions modulo $p^r$ and are also differentially algebraic functions (see section 5.2 and appendix D in [24]), one can easily imagine more involved expressions of diagonals of rational functions that will also reduce to algebraic functions modulo $p^r$ [24]. Note that the class of rational expressions of diagonals of rational functions reduces to the previous class of ratios of diagonals of rational functions. This is a consequence of the fact that polynomial expressions of diagonals of rational functions are themselves diagonals of rational functions. To get a larger class, one needs to consider, at least, algebraic functions of diagonals of rational functions (as already suggested in [24]). We look at some of these in the next subsection.

4.1. Algebraic functions of diagonals of rational functions

Algebraic functions of diagonals of rational functions, which are generically non-holonomic, reduce to algebraic functions modulo $p^r$ and are also differentially algebraic.

Let us just give a simple heuristic and pedagogical example. Consider two $2F_1$ hypergeometric functions which are also diagonals of rational functions

$$H_1 = 2F_1 \left( \begin{array}{c} 1 \frac{1}{2} 1 \frac{1}{2} \\ 1 \end{array} \right) [1], 16 \cdot 20 \cdot x^2$$

$$H_2 = 2F_1 \left( \begin{array}{c} 1 \frac{1}{3} 1 \frac{1}{3} \\ 1 \end{array} \right) [1], 27 \cdot 20 \cdot x^2$$

and consider the two roots of

$$z^2 - 2H_1 \cdot z + H_2 = 0,$$

namely $z_\pm = H_1 \pm (H_1^2 - H_2)^{1/2}$, which have series expansions with integer coefficients

$$z_-(x) = 1 - 10 x + 80 x^2 - 1040 x^3 + 14400 x^4 - 145920 x^5 + 3200000 x^6 - 10992320 x^7 + 78400000 x^8 + 6780473600 x^9 + 20321280000 x^{10} + 5987941079040 x^{11} + 54616640000000 x^{12} + 354315872395760 x^{13} + 1507663872000000 x^{14} + \cdots$$

and $z_+(x) = z_-(x)$. Apart from the coefficients of $x, x^3, x^5, x^7$, all the coefficients are positive integers.
These two series are not holonomic (square roots of holonomic functions are generically not holonomic), rather they are differentially algebraic. The expression \( H(x)^2 - H(y)^2 \) in the roots of (13) is holonomic (it is a simple polynomial of holonomic functions), being the solution of a linear differential operator \( L_5 \) of order five. The square root of that holonomic function \( g(x) \), defined by \( g(x)^2 = H(x)^2 - H(y)^2 \), is differentially algebraic, and is the solution of the polynomial differential equation \( L_5(g(x)^2) = 0 \). Straightforward (but tedious) differential algebra calculations show that the series (14) is the solution of the order-seven polynomial differential equation

\[
P(x, F(x), F'(x), F''(x), F'''(x), F^{(4)}(x), F^{(5)}(x), F^{(6)}(x), F^{(7)}(x)) = 0,
\]

where \( F(x) \) denotes the series (14), and where \( F^{(n)}(x) \) denotes its \( n \)th derivative. The polynomial \( P \) is the sum of 3769 monomials of degree at most 46 in \( x \), 4 in \( F(x) \), \( F'(x) \), \( F''(x) \), and \( F'''(x) \), 3 in \( F^{(4)}(x) \) and \( F^{(5)}(x) \), 2 in \( F^{(6)}(x) \), and 1 in \( F^{(7)}(x) \). The complexity of this polynomial should be compared with the simplicity of the original function (13).

The polynomial equation (15) can be written as:

\[
\sum_{n=0}^{46} x^n \cdot P_n(F(x), F'(x), \cdots, F^{(7)}(x)) = 0,
\]

where the polynomials \( P_n \) are homogeneous polynomials of degree 11 in \( F(x), F'(x), \cdots, F^{(7)}(x) \). If one scales \( F(x) \) as \( F(x) \rightarrow A \cdot F(x) \) (and consequently \( F^{(n)}(x) \rightarrow A \cdot F^{(n)}(x) \)), the polynomial \( P \) in (15) scales as \( P \rightarrow A^7 \cdot P \). Therefore, if \( F(x) \) is a solution of (15), \( A \cdot F(x) \) is also a solution of (15).

It is straightforward to see that the non-holonomic series (14) reduces to an algebraic function modulo power series with integer coefficients reducing to algebraic functions modulo every prime, or power of a prime, corresponds to a much larger class.

4.2. Compositions of diagonals of rational functions

Let us consider another simple example corresponding to the composition of two holonomic functions (in fact, the composition of two diagonals of rational functions).

Before introducing that example, recall the closure properties of holonomic functions. They are closed under the operations of addition, multiplication, indefinite integration, differentiation and right composition with algebraic functions. In other words if \( H(x) \) denotes a holonomic function, and \( A(x) \) an algebraic function, \( H(A(x)) \) is necessarily holonomic. In constrast, if one performs the composition of two holonomic (but non-algebraic) functions, the result is generically not holonomic. For instance, the reciprocal function \( R(x) = 1/x \) is holonomic, but the composition of \( R(x) \) with a holonomic function \( H(x) \), namely \( R(H(x)) = 1/H(x) \) is generically non-holonomic. These closure properties extend to diagonals of rational functions. For instance, the class of diagonals of rational functions is also closed under the operations of addition, subtraction, multiplication, indefinite integration, differentiation and right composition with algebraic functions.

Consider the two holonomic functions (that are diagonals of rational functions [20])

\[
H_1(x) = 2F_1\left(\left[\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}\right], [1], 16x\right), \quad H_2(x) = xH_1(x), \quad (17)
\]
and consider the following composition of these two holonomic functions:

\[
H_1(H_2(x)) = \left( \frac{1}{2}, \frac{1}{2} \right), [1], 16 x \cdot \left( \frac{1}{2}, \frac{1}{2} \right), [1], 16 x \right). \tag{18}
\]

This function has the following series expansion with integer coefficients:

\[
H_1(H_2(x)) = 1 + 4 x + 52 x^2 + 832 x^3 + 14468 x^4 + 263072 x^5 + 4919728 x^6 + 93824000 x^7 + 1815689828 x^8 + 3554285286 x^9 + 702276985968 x^{10} + 13984093836288 x^{11} + 280299095853776 x^{12} + 5650349273844922 x^{13} + 114466793551793216 x^{14} + 2329040212651647488 x^{15} + \ldots.
\]

The coefficients of this series grow like \( \lambda^n \) where \( \lambda \approx 21.7257468152791 \). The radius of convergence of this series is \( x_c = 0.046028337184 \), which is expected to be a transcendental value such that:

\[
16 x_c \cdot H_1 \left( \frac{1}{2}, \frac{1}{2} \right), [1], 16 x_c \right) = 1. \tag{20}
\]

It is reassuring that, despite the fact that the series \((19)\) is not holonomic, nevertheless a (linear) differential Padé analysis on 1654 terms of the series \((19)\) gives a dominant singularity at 0.046028337184 (in complete agreement with \((20)\)) and, furthermore, gives an exponent equal to 0 corresponding to a logarithmic singularity. One also sees a number of singularities around 1/16, characteristic of an irregular singularity, see appendix I.

Modulo 5 the series \((19)\) reads:

\[
H_1(H_2(x)) = 1 + 4 x + 2 x^2 + 2 x^3 + 3 x^4 + 2 x^5 + 3 x^6 + 3 x^8 + x^9 + 3 x^{10} + 3 x^{11} + x^{12} + 2 x^{13} + x^{14} + 3 x^{15} + 3 x^{16} + 2 x^{17} + 4 x^{19} + 2 x^{20} + x^{22} + x^{23} + 4 x^{24} + x^{25} + 3 x^{26} + \ldots. \tag{21}
\]

The previous holonomic function \(H_2(x)\) (which is also a diagonal of a rational function \((21)\)) reduces, modulo 5, to a very simple algebraic function \(A_2(x)\):

\[
H_2(x) \mod 5 = A_2(x) = \frac{x}{1 + 4 x + x^2} = x + 4 x^2 + x^3 + 4 x^6 + x^7 + 4 x^8 + x^{11} + 4 x^{12} + x^{13} + 4 x^{26} + x^{27} + 4 x^{28} + x^{31} + 4 x^{32} + \ldots. \tag{22}
\]

Naively one might expect, modulo 5, the series \((19)\) for \(H_1(H_2(x))\), namely \((21)\) to also be the same as the series expansion of \(H_1(A_2(x))\) modulo 5. Indeed, if one performs the series expansion of \(H_1(A_2(x))\) modulo 5, one gets

\[
H_1(A_2(x)) = \left( \frac{1}{2}, \frac{1}{2} \right), [1], 16 x \left( \frac{1}{2}, \frac{1}{2} \right), [1], 16 x \right) \tag{23}
\]

\(13\) For a transcendental condition like \((20)\), one might expect, at first sight, an infinite number of (complex) transcendental values for \(x_c\). This is not the case here.
\[ 1 + 4x + 2x^2 + 2x^3 + 3x^4 + 2x^5 + 3x^6 + 3x^8 + x^9 + 3x^{10} + 3x^{11} \\
+ x^{12} + 2x^{13} + x^{14} + 3x^{15} + 3x^{16} + 2x^{17} + 4x^{19} + 2x^{20} + 2x^{22} + x^{23} \\
+ 4x^{24} + x^{25} + 3x^{26} + \ldots, \]  

(24)

which is (as expected) the same expansion as (21). However, recalling the previously mentioned closure properties of diagonals of rational functions by \textit{right composition with algebraic functions}, the form \( H_{1}(A_{2}(x)) \) in (23) can also be viewed as a diagonal of a rational function and, thus, the series (24) should be the expansion of an algebraic function. Not surprisingly it is also the series expansion of \( A_{1}(A_{2}(x)) \) modulo 5.

We found the algebraic function satisfying, modulo 5, the polynomial equation:

\[
\begin{align*}
(x^8 + x^6 + 4x^5 + 2x^4 + 3x^3 + 3x^2 + 3x + 1) \cdot F(x)^{16} & \\
+ (x^4 + 3x^3 + 3x^2 + 3x + 1) \cdot (F(x)^{12} + F(x)^2 + 1) & \\
+ (x^2 - x + 1) \cdot (3x^4 + 5x^3 + 6x^2 + 4x + 1) \cdot F(x)^8 &= 0. \\
\end{align*}
\]

(25)

Of course there is nothing special about the prime 5: the series clearly reduces to algebraic functions modulo primes, or powers of a prime (see appendix F).

The \textit{other solutions} of the differentially algebraic equation (15) also reduce to algebraic functions modulo primes, or powers of a prime (see appendix H.2).

Such simple results provide a strong incentive to systematically study the reduction, modulo primes, or powers of a prime, of all the solution-series with \textit{integer coefficients} of differentially algebraic equations, and more generally all \textit{globally bounded} (appendix A.4 [20]) solution-series of differentially algebraic equations.

### 4.3. Composition of holonomic functions are differentially algebraic

Recalling the previous composition of two simple \( {}_2F_1 \) hypergeometric functions that are diagonals of rational functions, namely (18), it is straightforward (but quite tedious), to find that the composition (18) of these two holonomic functions is \textit{actually differentially algebraic}, and, more generally, that any composition of holonomic functions is differentially algebraic. This is a particular case of the more general result that the \textit{composition of two differentially algebraic functions is differentially algebraic} (see [32]). In this example, denoting the series (18) by \( F(x) = H_{1}(H_{2}(x)) \), one finds that it satisfies a polynomial equation

\[
P(x, F(x), F'(x), F''(x), F'''(x), F^{(4)}(x)) = 0,
\]

(26)

where the polynomial \( P \) is the sum of 9972 monomials of degree at most, 32 in \( x \), 6 in \( F(x) \), 11 in \( F'(x) \), 11 in \( F''(x) \), 7 in \( F'''(x) \) and 4 in \( F^{(4)}(x) \). This polynomial equation can be written as

\[
\sum_{n=0}^{32} x^n \cdot P_n(F(x), F'(x), F''(x), F'''(x), F^{(4)}(x)) = 0,
\]

(27)

where the polynomials \( P_n \) are homogeneous polynomials of degree 11 in \( F(x), F'(x), \ldots, F^{(4)}(x) \). If one scales \( F(x) \) as \( F(x) \rightarrow A \cdot F(x) \), (and consequently \( F^{(i)}(x) \rightarrow A \cdot F^{(i)}(x) \)), the polynomial \( P \) in (26) scales as \( P \rightarrow A^{11} \cdot P \). Therefore, if \( F(x) \) is a solution of (26), \( A \cdot F(x) \) is also a solution of (26).

This is a general result: for compositions of holonomic functions, the differentially algebraic equation inherits the (differential Galois) symmetries of the linear differential operator corresponding to the first holonomic function in the composition (see appendix G).
Remark: The nonlinear differential equation (26) has, of course, many more solutions (see appendix H.1) than the solution given by the series (19) for which one has a very precise location for one critical point namely the transcendental value $x_c \approx 0.046 \, 028 \, 337 \, 184 \, 55$, see (20). It is clear that, in contrast with linear differential equations, where the (algebraic) critical points correspond to the zeros of the head polynomial of the linear differential operator, such a (transcendental) critical value (20) cannot be simply seen in the nonlinear ODE (27). The singularities of the solutions of (27) depend on the ‘initial conditions’, the first terms of the solution series: these singularities are movable singularities (see appendix H.1).

The occurrence of movable singularities (that can be infinite in number) is a phenomenon that we will see occur systematically in almost all the differentially algebraic equations emerging in our studies.

Along this line it is interesting to remark that the traditional diff-Padé analysis performed on so many series of lattice statistical mechanics or enumerative combinatorics, tries to associate to a given series the best linear differential equation with polynomial coefficients, which necessarily has fixed singularities. With this differentially algebraic example (18), which requires a nonlinear differential equation (27) with movable singularities to be correctly described, it is interesting to see the kind of results and bias that are obtained from the traditional diff-Padé analysis forcing, by construction, fixed singularities, on this movable singularities example. This is sketched in appendix I.

With the ‘toy example’ (18), where one has a very precise location for one critical point, it is interesting to see what kind of results a traditional linear differential Padé analysis would give on such a nonlinear differentially algebraic series (18). In a composition of two holonomic functions $H_1(H_2(x))$, one might expect, in general, that the critical points that are not algebraic numbers anymore [20], but transcendental numbers, such that $H_1(x)$ is a singular point of $H_1(x)$, are, nevertheless all regular singular points, their critical exponents being simply related to the ones of the $\, _2F_1$ hypergeometric series. The singular points of $H_2(x)$ may yield irregular singularities for $H_1(H_2(x))$.

4.4. Compositions of functions

From these simple examples we see that the composition of diagonals of rational functions, or even algebraic functions of diagonals of rational functions\textsuperscript{14}, build an extremely large class of functions: their series are globally bounded and, so, can be recast to have integer coefficients, a non-zero radius of convergence, and will reduce to algebraic functions modulo every prime and power of a prime, these functions being necessarily differentially algebraic.

One probably has a much more general result: if two series with integer coefficients are such that they reduce to algebraic functions modulo every $p^r$, so does the composition of these two series\textsuperscript{15}. Note however that this class has no reason to be differentially algebraic. Actually, if two series $S_1$ and $S_2$ with integer coefficients (not necessarily differentially algebraic) reduce to algebraic functions $A_1$ and $A_2$ modulo every prime, or power of a prime, the composition $S_1(S_2(x))$ reduces to $A_1(A_2(x))$ modulo that prime, or power of a prime.

It is natural to ask if the class of arbitrary compositions of algebraic functions of diagonals of rational functions is sufficiently large to exhaust all series with integer coefficients, with non-zero radius of convergence, reducing modulo every prime (or power of a prime) to an algebraic function? This is, and this will probably remain for some time, an open question.

\textsuperscript{14} In fact there is no reason to restrict ourselves to the composition of holonomic functions, like diagonals of rational functions. One can also compose algebraic functions of diagonals of rational functions (see (4.1)).

\textsuperscript{15} If the two series also have a non-zero radius of convergence so does their composition.
For such a large class of functions one can imagine that the reduction to algebraic functions modulo a prime can be difficult to see, the polynomial encoding this algebraic function being of very high degree (see appendix E and appendix F in a differentially algebraic framework). Is this perhaps the situation we encounter, modulo 3, 5, etc for the full susceptibility of the Ising model?

Since this very large class of functions obtained by compositions of an arbitrary number of diagonals of rational functions, or more generally, algebraic functions of diagonals of rational functions, actually corresponds to differentially algebraic functions, we have some incentive to see if the full susceptibility of the square-lattice Ising model is a differentially algebraic function.

5. Getting 5043 terms for the susceptibility series generation

In earlier work [13], we described the generation and analysis of the Ising susceptibility series to 2048 terms\textsuperscript{16} on the square lattice in natural high- and low-temperature variables. By making some minor improvements to the programme, and running for longer on a larger machine, we have extended the square-lattice series to 5043 terms [44].

These very long series confirm all the reductions to algebraic functions modulo \(2^r\) obtained in [15]. These new data would also allow the precision of the earlier analysis to be greatly enhanced. However we consider that there is little benefit in doing so, as the existing precision is so far in advance of any theoretical or experimental application that there is nothing to be gained in pursuing this (local) scaling approach.

As discussed in [5, 6], the square-lattice Ising susceptibility is believed to have a natural boundary on the unit circle in the complex \(s/2 = \sinh 2K/2\) plane and thus cannot be holonomic. Even with very long series it is extremely difficult to see this fundamental natural boundary property. Seizing the opportunity of the polynomial-time complexity of the algorithm [5], the motivation to get even longer series for the Ising susceptibility cannot be justified by a desire to extend such a (local) scaling analysis, or even an attempt to better understand the complex analytical structure of the susceptibility. In contrast the results obtained in [15] corresponding to the reduction modulo \(2^r\) of the susceptibility series to algebraic functions, are of a more arithmetic and global character, and fully justify efforts to get series expansions with more than 2048 terms. Rather, we seek to investigate the (global) nature of the susceptibility, as revealed by the behaviour of the coefficients modulo a prime, or power of a prime [15].

The programme, which makes use of fast Fourier transform methods for multiplications, can be sped up essentially linearly with the number of processors. The series were calculated modulo many different primes of the form \(p_k = 2^{15} - r_k\) and the exact integer coefficients were then obtained from the set of remainders using the Chinese remainder procedure. The series coefficients \(c_n\) grow asymptotically as \(4^r\) so to get a series with \(N\) terms requires approximately \(2N/15\) primes. The calculation took some 22.5 h per prime\textsuperscript{17}. In order to obtain 5043 terms [44] of the (low and high-temperature) series we used 700 primes and the total calculation therefore required close to 16 000 h in total. This has been achieved using 700 processors of the National Computational Infrastructure (NCI) facility at the Australian

\textsuperscript{16} Similar large series were also obtained and analysed with a totally different corner transfer matrix approach for the triangular and honeycomb lattices but only to 600 terms [13]. The singular part of the susceptibility was, however, obtained to great precision [13].

\textsuperscript{17} On a newer machine the calculation per prime takes 12 h, the 5043 terms calculation taking close to 6000 h in total.
National University. The parallel version of this programme just runs several primes simultaneously.

**Remark 1:** It is tempting to imagine further extending these series, restricted modulo particular integers, for instance powers of 2, to further check the reduction of the susceptibility series to algebraic functions modulo $2^r$. The current version the programme performs integer divisions. This is only possible when one performs the calculation modulo a prime number. Therefore one cannot calculate modulo powers of 2 directly; one needs to calculate the series exactly (in characteristic zero) as has been done to 5043 terms and then from the exact series coefficients one can of course do any modulo integer calculations one wishes. Unless one can re-write the algorithm to avoid integer division there is little prospect of pushing these series modulo powers of a prime much further.

**Remark 2:** The nature of the algorithm unfortunately is such that one cannot run it modulo a small prime (like 3, 5, ...). The prime must be larger than the length of the series, due to the integer divisions that take place. In principle, one could calculate 10000 terms modulo a single prime greater than 10 000. Unfortunately, when non-holonomic series reduce to algebraic functions modulo a prime $p$, we have seen [24] that the complexity of the corresponding polynomial (encoding the algebraic function) grows with the prime $p$. The polynomials corresponding to these very long 10 000 terms series would be huge, the 10 000 terms being insufficient to find the polynomial (if they exist).

**Remark 3:** To get longer series would require one to perform the Chinese reminder procedure with more primes (each prime being larger than the length of the series). If we want to get 10000 terms for the susceptibility series, we would need to perform the calculations modulo more than 1350 different primes of the form $2^{15} - r_k$. Naturally if one used primes of the form say $2^{30} - r_k$ one would need half as many primes. However, in that case one would need to do integer multiplications using 64-bit integers. Furthermore the FFT multiplication of series is done using double-precision floating-point numbers (the remainders of the integer coefficients modulo the prime recovered from the floating-point numbers). The use of larger primes may require the use of higher precision floating-point calculations (such as quad-precision) in order to correctly reproduce the integer valued remainders. We note that a calculation of the 10000 term series took almost 68 h (on a Mac Pro desktop with a 3.5 GHz 6-Core Intel Xeon E5 processor). So to get the exact series to order 10 000 would require at least 90 000 CPU hours on this machine.

### 5.1. The 5043 terms series modulo 3, 5, 7, ...: no reduction to algebraic functions?

Now that we have such long series for the susceptibility, we can revisit the results given in [15], namely that the (low or high temperature) susceptibility series reduce to algebraic functions modulo $2^r$. This is verified immediately. For instance, we find with 5043 terms of the high-temperature full susceptibility series $\tilde{\chi}_H(w)$, the simple functional equation modulo 32 (see equation (47) in [15]):

$$\tilde{\chi}_H(w^2) = w \cdot \tilde{\chi}_H(w) + 8 w^3 \cdot (2 w^{15} - w^7 + w - 5). \tag{28}$$

Modulo 64, 128, one verifies [15] with 5043 terms that one cannot distinguish between $\tilde{\chi}_H$ and $\tilde{\chi}_H^{(1)} + \tilde{\chi}_H^{(3)} + \tilde{\chi}_H^{(5)}$, which is the diagonal of a rational function [20], and thus reduces to an algebraic function modulo any prime or power of a prime, and in particular modulo 64, 128. Similarly, with the 5043 terms of the low-temperature series of the full susceptibility $\tilde{\chi}_L$, one verifies [15] that one cannot, modulo 2, 4, 8, 16, 32, 64, 128, 256, distinguish between $\tilde{\chi}_L$ and $\tilde{\chi}_L^{(2)} + \tilde{\chi}_L^{(4)} + \tilde{\chi}_L^{(6)}$, which is the diagonal of a rational function [20], and thus reduces.
modulo 2, 4, 8, 16, 32, 64, 128, 256, to an algebraic function. All the exact results of [15] remain valid with 5043 terms.

In contrast, the 5043 terms susceptibility series does not seem to reduce to algebraic functions even modulo 3, 5, 7, 11, etc. This is quite a puzzling result, when one compares this negative result with the comparatively easy way [15] reduction to algebraic functions are obtained modulo a large set of powers of 2, and also the reasonably easy way [24] reductions to algebraic functions are obtained for the solutions of Tutte’s equation (6), and the miscellaneous examples discussed in appendix D.

At this stage it is not possible to conclude that this negative result with 5043 terms really means that the susceptibility series does not reduce to algebraic functions modulo $p^r$ for $p \neq 2$. It could be that the algebraic functions modulo 3, 5, 7, 11, etc are drastically more complicated, so that even a 5043 term series is too short.

With the simple quadratic example (13) of section (4.1) we showed that this algebraic function of the diagonal of a rational function reduces modulo $p^r$ to an algebraic function. However, even in this very simple example, the corresponding polynomial is already, modulo 7, of degree 60 in $x$ and 72 in $z$ (see appendix E). Switching from ratios of diagonals of rational functions (see paragraph 5.2 of [24]) to algebraic functions of diagonals of rational functions may result in drastically more involved algebraic functions for the reductions modulo primes.

We found similar results for the composition of very simple holonomic functions of section (4.2), and their reduction modulo 7 (which gave a polynomial equation of degree 36 in $z$ and 18 in $x$, see (F.3) in appendix F). These two examples (algebraic expressions of diagonals of rational functions and compositions of diagonals of rational functions) were extremely simple pedagogical examples of differentially algebraic functions (see (13) and (18)). It is quite natural to imagine that, if the square-lattice Ising susceptibility is indeed a differentially algebraic function, it could correspond to quite a large polynomial differential equation (much more involved than Tutte’s example (6) of section 2), and that finding the polynomial relations associated with the reduction of the solution-series modulo primes and powers of primes would thus be quite difficult, their degree being very large.

Along similar lines, it is worth recalling the hypergeometric example $3F_2([1/9, 4/9, 5/9], [1/3, 1], 3^6 x)$ introduced by Christol [20], a few decades ago, as an example of a holonomic G-series with integer coefficients\footnote{The fact that the corresponding series expansion is a series with integer coefficients is far from obvious (see appendix D in [20]).} that may not be the diagonal of a rational function: after all these years, it is still an open question whether this function is, or is not, the diagonal of rational function! In such cases it is not guaranteed that the corresponding series modulo primes, or powers of primes, are algebraic functions. The analysis, modulo primes, and powers of primes, of such an example of a holonomic function is quite puzzling: in [24] it was shown (see appendix B.4 in [24]), that it becomes extremely difficult to see whether a series like $3F_2([1/9, 4/9, 5/9], [1/3, 1], 3^6 x)$, is, modulo primes, an algebraic function or not, even for small prime numbers! This may be seen as a consequence of the fact that such a holonomic function is ‘extremely reluctant’ to be seen as the diagonal of a rational function. Since we want to see differentially algebraic functions as a natural generalisation of diagonals of rational functions, we need to keep in mind that simple hypergeometric example: the difficulty we encounter in seeing the full susceptibility series reducing to algebraic functions modulo 3 (or modulo 5, etc) could be a similar ‘reluctance’.
5.2. The 5043 terms series: no differentially algebraic equation?

Let $F(x)$ be a generating function for which we have some finite number of known initial terms. Our algorithm searches for a polynomial

$$P(x, y_0, y_1, y_2, \ldots, y_k)$$

such that

$$P(x, F(x), F'(x), F''(x), \ldots, F^{(k)}(x)) = 0. \tag{29}$$

Let $Q$ denote the left-hand side of the above equation. Our algorithm constructs a variety of potential forms $Q$ and for each checks if the known initial terms satisfy a functional equation of that form. Each possible $Q$ is a sum of terms of the form

$$p_i(x) \cdot (F(x))^{c_i(0)} \cdot (F'(x))^{c_i(1)} \cdot \cdots \cdot (F^{(k)}(x))^{c_i(k)},$$

where $p_i(x)$ is called the polynomial coefficient and the rest is called the functional term. Clearly, each possible functional term can be thought of as a weak composition (that is, its summands may be zero), $c_i = (c_i(0), c_i(1), \ldots, c_i(k))$, and so each form $Q$ is associated with some set of compositions, along with the degrees of the polynomial coefficients.

Each form $Q$ to which we attempt to fit our known initial terms is uniquely specified by a 3-tuple $(m, k, d)$. Here, $d$ is the maximum degree of all polynomial coefficients. The set of functional terms corresponds to the set of all compositions of $m$ into exactly $k + 1$ parts. For example, $(m, k, d) = (3, 1, d)$ corresponds to the set of compositions

$$\{(0, 0), (1, 0), (0, 1), (2, 0), (1, 1), (0, 2), (3, 0), (2, 1), (1, 2), (0, 3)\},$$

and thus the functional terms of this particular $Q$ are

$$1, \ F(x), \ F(x)^2, \ F(x)^3, \ F'(x), \ F'(x)^2, \ F'(x)^3, \ F'(x)^4.$$  

The quantity $m$ is called the algebraic order, while $k$ is the differential order. Using the known initial terms for $F(x)$, we calculate the functional terms of each component of the predicted form. The polynomial coefficients represent the unknowns to be determined. Each has the form

$$p_i(x) = a_i,d \cdot x^d + a_i,d-1 \cdot x^{d-1} + \cdots + a_i,1 \cdot x + a_i,0, \quad \tag{30}$$

and therefore if the predicted form has $R$ components, the total number of unknown quantities is $R \cdot (d + 1)$. As we are seeking a polynomial $P$ such that $P(x, F(x), \ldots, F^{(k)}(x)) = 0$, the predicted form can be expanded to give a series in $x$ in which each coefficient must equal zero. So long as a sufficient number of initial terms of $F(x)$ are provided, we can attempt to solve the system. When the system involves $R \cdot (d + 1)$ unknowns, we provide $R \cdot (d + 1) + T$ equations in these variables—we typically use $T = 10$. This provides some confidence that a conjectured algebraic differential equation is in fact satisfied by the unknown series.

The procedure to check whether the known initial terms of a series satisfy an algebraic differential equation now proceeds as follows. Given $N$ known initial terms, we first calculate all tuples $(m, k, d)$ for which the number of unknowns $U$ is at most $N - k - T$. Each time a derivative of the known initial terms is computed, the number of unknowns needed increases by one. This is why we require $U + k \leq N - T$. Some of these predicted forms are properly contained in others, e.g. there is no need to check for a predicted form $(m, k, d) = (3, 1, 5)$ if we intend to also check $(m, k, d) = (3, 2, 7)$. Therefore, we filter out all such redundancies. What remains is a list of maximal predicted forms for which there are a sufficient number of
known initial terms to check. For each, we construct the components, extract the linear system, and attempt to find a solution.

To demonstrate the method, consider the sequence defined by

\[ h_{n+2} = \sum_{i=1}^{n} i \cdot h_{i+1} \cdot h_{n-i+2}, \]

with initial conditions \( h_0 = h_1 = 0 \) and \( h_2 = 1 \) (see appendix D.2 for more about this sequence). The first few terms of the power series of this sequence are

\[ F(x) = x^2 + x^3 + 3x^4 + 14x^5 + 85x^6 + \cdots, \]

and it is computationally easy to get thousands of known initial terms. If we provide at least 35 initial terms to our algorithm (using \( T = 10 \)), it eventually reaches the form \( Q \) corresponding to \((m, k, d) = (2, 1, 3)\). This corresponds to checking if \( F(x) \) satisfies a functional equation of the form

\[
\begin{align*}
p_0(x) + p_1(x) \cdot F(x) + p_2(x) \cdot F'(x) + p_3(x) \cdot F(x)^2 \\
+ p_4(x) \cdot (F'(x))^2 + p_5(x) \cdot F(x) \cdot F'(x) &= 0,
\end{align*}
\]

where each \( p_i(x) \) has degree at most 3. Into this equation we substitute the first 35 terms of the power series of \( F(x) \). Upon evaluating \( F'(x) \) and computing the product \( F(x)F'(x) \), we are left with a power series on the left-hand side involving the unknown coefficients of each of the polynomials \( p_1(x) \). As each term of this power series must equal zero, we can attempt to find a solution for the unknown coefficients of the \( p_1(x) \) by solving a linear system where each equation is a coefficient of the left-hand side. This system has 34 equations and 24 unknowns, and has a solution corresponding to

\[ p_0(x) = x^3, \quad p_1(x) = -x, \quad p_2(x) = 0, \quad p_3(x) = -1, \quad p_4(x) = 0, \quad p_5(x) = x. \]

Therefore, we have used 35 initial terms of \( F(x) \) to conjecture that \( F(x) \) satisfies the equation

\[ x^3 - x \cdot F(x) - F(x)^2 + x \cdot F(x) \cdot F'(x) = 0. \]

Our implementation performs all of these calculations in under a second.

5.3. Running the programme: some simple examples

5.3.1. Running the programme: a first simple pullback hypergeometric example. We first consider a simpler example of composition than that of two \( _2F_1 \) hypergeometric functions given in section (4.2): rather we consider the composition of a \( _2F_1 \) hypergeometric function with \( x \ln(1 + x) \):

\[
F(x) = _2F_1\left(\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}; 1 \right) [1], 16x \ln(1 + x). \]

(34)

This function has an irregular singularity at \( x = -1 \). Using our programme with more than 2407 coefficients one can find (in 4834 s) one nonlinear differential equation (29) for this differentially algebraic function, of order three, of degree 18 in \( x \), and degree 5 in \( F(x), F'(x), F''(x), F'''(x) \). Note that

\[
F(x) = _2F_1\left(\begin{array}{c}
\frac{1}{2} \\
\frac{1}{2}
\end{array}; 1 \right) [1], 16x \ln(1 + x) + 16 \alpha x
\]

\[ = 1 + 4 \alpha \cdot x + (36 \alpha^2 + 4) \cdot x^2 + (400 \alpha^3 + 72 \alpha - 2) \cdot x^3 + \cdots \]

(35)
is also a solution of the same nonlinear differential equation (29). This one-parameter family of solutions (35) is a consequence of the fact that, for compositions of holonomic functions, there always exists a nonlinear differential equation (29) that inherits the (differential Galois group) symmetries of the underlying holonomic functions—see for instance [45]. This one-parameter family of solutions (35) clearly illustrates that the solutions of the associated nonlinear differential equation (29) have movable singularities corresponding to \(16x \ln(1 + x) + 16\alpha x = 1\) which depend on the parameter \(\alpha\) of the initial conditions of the series (35).

5.3.2. Running the programme: a second simpler example of composition of holonomic functions. We further illustrate these questions of symmetries, differential Galois groups, families of solutions and movable singularities with another simple example of the composition of holonomic functions \(F(x) = f(g(x))\), where

\[
\begin{align*}
  f(x) &= \frac{1}{1-x}, \\
  g(x) &= x \ln(1 + x), \\
  f(g(x)) &= \frac{1}{1 - x \ln(1 + x)}. 
\end{align*}
\]  

(36)

The two functions \(f(x)\) and \(g(x)\) are solutions of order-one and order-two linear differential operators, \((x - 1)D_x + 1\) and \((x + 2) - x(x + 2)D_x + x^2(1 + x)D_x^2\), which have, respectively, the one and two-parameter families of solutions:

\[
\begin{align*}
  f(\alpha; x) &= \frac{\alpha}{1-x}, \\
  g(\beta, \gamma; x) &= \beta \cdot x \cdot \ln(1 + x) + \gamma \cdot x. 
\end{align*}
\]  

(37)

Our programme very quickly gives a nonlinear differential equation \(N_1 = 0\), for \(F(x) = f(g(x))\) given by (36), where \(N_1\) reads:

\[
N_1 = (1 + x) \cdot F(x) - (x^2 + x + 1) \cdot F(x)^2 + x \cdot (1 + x) \cdot F''(x),
\]  

(38)

and one readily verifies that

\[
\begin{align*}
  f(1; g(1, \gamma; x)) &= \frac{1}{1 - x \cdot \ln(1 + x) - \gamma x} \\
  &= 1 + \gamma \cdot x + (\gamma^2 + 1) \cdot x^2 + \left(2 \gamma + \gamma^3 - \frac{1}{2}\right) \cdot x^3 + \cdots 
\end{align*}
\]  

(39)

is a solution of (38).

Note that

\[
F(x) = f(\alpha; g(\beta, \gamma; x)) = \frac{\alpha}{1 - \beta x \cdot \ln(1 + x) - \gamma x},
\]  

(40)

is not a solution of (38) in general: it is a solution only when \(\beta = \alpha = 1\).

Actually, if one looks for the power series solutions of the nonlinear differential equation (38), \(F(x) = a_0 + a_1 x + a_2 x^2 + \cdots\), one finds immediately the condition \(a_0(a_0 - 1) = 0\). If \(a_0 = 1\) one gets, order by order, the one-parameter series (39), when \(a_0 = 0\) gives the null function \(F(x) = 0\).

There is another nonlinear differential equation \(N_2 = 0\), where \(N_2\) reads

\[
N_2 = (x + 2) \cdot F(x)^2 + x \cdot (x + 2) \cdot F(x) \cdot F'(x) \\
+ 2 \cdot (1 + x) \cdot (x^2 + x + 1) \cdot F'(x)^2 - (1 + x) \cdot (x^2 + x + 1) \cdot F(x) \cdot F''(x),
\]  

(41)

which is homogeneous (quadratic) in \(F(x), F'(x)\) and \(F''(x)\). This homogeneity is inherited from the (differential Galois group) symmetry of the order-one operator \((x - 1)D_x + 1\). One
readily verifies that \( f(\alpha; g(1, \gamma; x)) \) is also a solution of (41). Again if one looks for the power series solutions of the nonlinear differential equation (41), one finds, order by order, that either \( F(x) = 0 \) or \( F(x) = f(\alpha; g(1, \gamma; x)) \).

There is a third nonlinear differential equation \( \mathcal{N}_3 = 0 \), where \( \mathcal{N}_3 \) reads:
\[
\mathcal{N}_3 = (x + 2) \cdot (F(x) - 1) \cdot F(x)^2 - x \cdot (x + 2) \cdot F(x) \cdot F'(x) \\
- 2x^2 \cdot (1 + x) \cdot F'(x)^2 + x^2 \cdot (1 + x) \cdot F(x) \cdot F''(x),
\]
which has as a solution \( f(1; g(\beta, \gamma; x)) \). This time the (non-homogeneous) nonlinear differential equation (42) inherits the (differential Galois group) symmetry of the order-two operator \( (x + 2) - x \cdot (x + 2) D_x + x^2 \cdot (1 + x) D_x^2 \). If one looks for the power series solutions of the nonlinear differential equation (42), one immediately obtains the condition \( a_0^2 (a_0 - 1) = 0 \). The condition \( a_0 = 0 \) yields, order by order, \( F(x) = 0 \). The condition \( a_0 = 1 \) yields, order by order, the two-parameter family of solutions \( F(x) = f(1; g(\beta, \gamma; x)) \).

Finally there is a last nonlinear differential equation \( \mathcal{N}_4 = 0 \), where \( \mathcal{N}_4 \) reads:
\[
\mathcal{N}_4 = 6 \cdot x^2 \cdot (x + 2) \cdot (1 + x) \cdot F(x)^2 F'(x)^3 - 2x^2 \cdot (x + 3) \cdot F(x)^3 F'(x)^2 \\
- 6 \cdot x^2 \cdot (x + 2) \cdot (1 + x) \cdot F(x)^3 F'(x) F''(x) + x^2 \cdot (x + 2) \cdot (1 + x) \cdot F(x)^4 F'''(x),
\]
which is homogeneous (quintic) in \( F(x), F'(x), F''(x) \) and only this nonlinear differential equation has the three-parameter family (40) of solutions inherited from the one and two-parameter families of solutions (37) of the order-one and order-two linear differential operators (i.e. inherited from the differential Galois groups of the order-one and order-two linear differential operators). If one looks for the power series solutions of the nonlinear differential equation (43), one immediately obtains the two conditions \( a_0 = 0 \) and \( 2 \alpha_2^2 a_3 + \alpha_2 a_0 (a_0 - 4 a_1) + a_1^2 (2 a_1 - a_0) = 0 \). Condition \( a_0 = 0 \) gives the null function \( F(x) = 0 \), when the second condition gives, order by order, the three-parameter series (40).

There are some relations between the nonlinear ODEs, for instance:
\[
\mathcal{N}_3 = x \cdot F(x) \cdot \frac{d\mathcal{N}_1}{dx} - 2 \cdot (F(x) + x \cdot F'(x)) \cdot \mathcal{N}_1,
\]
\[
x \cdot \mathcal{N}_2 = -(x^2 + x + 1) \cdot F(x) \cdot \frac{d\mathcal{N}_1}{dx} \\
+ ((2x + 1) \cdot F(x) + (x^2 + x + 1) \cdot F'(x)) \cdot \mathcal{N}_1,
\]
Or
\[
\mathcal{N}_4 = (x + 2) \cdot F(x)^3 \cdot \frac{d\mathcal{N}_5}{dx} - F(x)^2 \cdot (F(x) + 3 \cdot (x + 2) \cdot F'(x)) \cdot \mathcal{N}_5.
\]

If \( \mathcal{N}_1 = 0 \) necessarily \( \mathcal{N}_2 = 0 \) and \( \mathcal{N}_3 = 0 \). Similarly, if \( \mathcal{N}_3 = 0 \) necessarily \( \mathcal{N}_4 = 0 \) (but not conversely).

All these nonlinear differential equations (38), (41)–(43) share the same solution (36), and have movable singularities.

In contrast with linear differential equations one can have, for a given series, many nonlinear differential equations of the same order, for instance \( \mathcal{N}_2 = 0 \) and \( \mathcal{N}_3 = 0 \). For linear differential equations, the (unique) minimal order linear ODE requires (paradoxically
many more coefficients to be obtained from the so-called ‘guessing procedures’ than
higher order ODEs. When we use our (nonlinear guessing) programme it is not clear if the
minimal order nonlinear ODEs are the easiest to be obtained, requiring the minimal number
of coefficients to be ‘guessed’. Furthermore, higher order ODEs could be of smaller ‘size’.

5.3.3. Running the programme: a third simple example of a ratio of holonomic functions. The
nonlinear differential equation (29) corresponding to the simple example given in [24] of the
ratio of two hypergeometric functions

\[
R(x) = \frac{2F_1\left[^{\frac{1}{2}, \frac{1}{2}}; \frac{3}{2}; [1], 27x\right]}{2F_1\left[^{\frac{1}{2}, \frac{1}{2}}; \frac{3}{2}; [1], 16x\right]},
\]

(47)

is obtained with our programme in about 5 s. Note that this nonlinear differential equation
(see equation (D.2) in appendix D of [24]) can be rewritten in a form that makes the
emergence of a Schwarzian derivative crystal clear:

\[
2x^2 \cdot (1 - 27x)^2 \cdot (1 - 16x)^2 \cdot R_2^2 \cdot \left(\frac{R_3}{R_1} - \frac{3}{2} \frac{R_5}{R_1^2}\right) \\
+ 2x^2 \cdot (1 - 16x) \cdot (1 - 27x) \cdot (1 + 72x) \cdot R_2 \cdot \left(\frac{3}{2} R_1 R - \frac{R_5}{R_2}\right) \\
+ (1 - 16x) \cdot (1944x^3 - 1569x^2 + 58x - 1) \cdot R_2^2 \\
- 2 \cdot x \cdot (93312x^3 - 168x^2 - 297x + 4) \cdot R \cdot R_2 \\
- 2 \cdot (29376x^3 + 5580x^2 - 221x + 1) \cdot R \cdot R_1 + 44x^2 - 432x + 1 \cdot R^2 = 0.
\]

(48)

5.3.4. Running the programme: a fourth simple example of a ratio of holonomic functions. The
nonlinear differential equation of the form (29) for a ratio of \( _4F_3 \) and \( _2F_1 \) hypergeometric
functions such as

\[
R(x) = \frac{4F_3\left[^{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}; \frac{3}{2}, \frac{3}{2}; [1, 1, 1], 256x\right]}{2F_1\left[^{\frac{1}{2}, \frac{1}{2}}; \frac{3}{2}; [1], 16x\right]},
\]

(49)

is obtained in 2834 s by our programme. The nonlinear differential equation (29) is of order
five, and of degree 12 in \( x \) and is a (quadratic) homogeneous polynomial in \( R(x) \), and its
derivatives \( R'(x), \ldots, R^{(5)} \).

5.3.5. Running the programme: the composition of holonomic functions. The composition of
two \( _2F_1 \) hypergeometric functions, given in section (4.2), is the solution of a nonlinear
differential equation (29) of order four, and of degree 32 in \( x \) and of degree at most \( m = 11 \) in
\( F(x) \), and its derivatives \( F'(x), \ldots, F^{(4)} \). With \( m = 11 \), there are \( \binom{m+4}{4} = 1365 \) monomials
\( F(x)^{c(0)} F'(x)^{c(1)} \ldots F^{(4)}(x)^{c(4)} \) of degree exactly \( d_c = c_1(0) + c_1(1) + c_2(2) + c_3(3) + c_4(4) = 11 \), in \( F(x) \), and its derivatives \( F'(x), \ldots, F^{(4)} \). There are \( \binom{10+4}{4} = 1001 \) monomials of degree \( d_c \) exactly equal to 10, \( \binom{9+4}{4} = 715 \) monomials of degree \( d_c \) exactly
equal 9, etc, and therefore there are \( \binom{11+4}{4} + \binom{10+4}{4} + \binom{9+4}{4} + \cdots = \binom{11+5}{5} \) = 4368 monomials of degree less than or equal to \( m = 11 \).

Since the degree in \( x \) is 32 the composition of two \( _2F_1 \) hypergeometric functions given in section (4.2) would require a series expansion with 4368 \( \times 33 = 144144 \) coefficients to find the nonlinear differential equation (29). Another programme specially built to detect nonlinear differential equations (29) that are homogeneous polynomials in \( F(x) \), and its derivatives \( F'(x), \ldots, F^{(k)} \) would require 1365 \( \times 33 = 45045 \) coefficients to find the nonlinear differential equation.

In general finding the nonlinear differential equation (29) of order \( k \), of degree \( d \) in \( x \), of degree at most \( m \) in \( F(x) \), and its derivatives \( F'(x), \ldots, F^{(k)} \) would require

\[
(d + 1) \cdot \binom{m + k + 1}{k + 1}
\]

coefficients to be found with our programme.

Finding the nonlinear differential equation (16) solving the example of an algebraic function of holonomic functions (14), displayed in section (4.1), would require a really large number of series coefficients.

6. Application to the Ising series

We applied the algorithm described above to the 5043 known initial terms of the square-lattice Ising susceptibility series, using both the high- and low-temperature series. As the generating functions for the two Ising series are believed to have a natural boundary, they cannot be algebraic or \( D \)-finite. This allows us to eliminate any forms \( \binom{\cdot}{\cdot} \) with \( k = 0 \) or \( m = 1 \). This restriction leaves 133 possible polynomials \( P(x_0, \ldots, x_l) \).

Using approximately 25 h of computation time on a machine with 256 gigabytes of RAM, we have determined that neither the high- nor low-temperature square-lattice Ising susceptibility series satisfy an algebraic differential equation corresponding to any possible predicted form, as described above, with \( U + k + T \leq 5043 \). We repeated the computation with the series obtained by shifting the coefficients of the two given series one, two, and three positions (i.e., dividing by \( x, x^2, \) and \( x^3 \)), because the number of terms needed to guess a functional equation is very sensitive to the positioning of the first non-zero term of the series.

This provides a collection of negative results. For example, if the susceptibility series are differentially algebraic with algebraic and differential order 3 (i.e. \( m = 3 \) and \( k = 3 \)), then it must be that the polynomial coefficients have degree strictly greater than 142, otherwise our algorithm would have found the algebraic differential equations that they satisfy.

7. Conclusion: to be or not to be differentially algebraic

The preceding examples allow us to better understand the class of power series with integer coefficients, no Hadamard gaps, and non-zero radius of convergence, that reduce to algebraic functions modulo \( p^\ell \). This is an extremely large class of functions probably with a closure property with respect to the composition of functions. The question whether this class of functions reduces to differentially algebraic functions remains a (difficult) open question. It contains the class of functions generated by the composition of algebraic functions of diagonals of rational functions, these functions always being differentially algebraic.

In summary, the question that is raised is if the full susceptibility of the Ising model (and more generally other non-holonomic functions emerging in lattice statistical mechanics, or
enumerate combinatorics [24]) is differentially algebraic or is differentially transcendental\(^{19}\). If the full susceptibility of the Ising model is differentially transcendental, the reduction modulo \(2^r\) of the full susceptibility series to algebraic functions seen in [15], should just be seen as a consequence of a specific character of powers of two for the \(\chi^{(n)}\), each of these \(n\)-fold integrals being series with integer coefficients up to an overall \(2^r\) factor. This is already a remarkable property (see [24]). A differentially transcendental full susceptibility has, of course, no reason to reduce to algebraic functions modulo other primes, or powers of primes. However, one would now have to understand how such a differentially transcendental full susceptibility series could actually correspond to ‘algorithmic integrability’, these series being obtained from an iterative algorithm having polynomial growth!

That is to say, the susceptibility series coefficients \(c_n\) are obtained from an algorithm with polynomial growth which is a consequence of a quadratic recurrence relation [46–48] on the two-point correlation functions \(C(M, N)\) (recursion on the two integers \(M\) and \(N\)). It is also tempting to speculate on the existence of a nonlinear recursion, or more generally a polynomial relation on a fixed finite number \(p + 1\) of coefficients, of the type:

\[
P(n, c_n, c_{n-1}, c_{n-2}, \cdots, c_{n-p}) = 0.
\]

(51)

Such a nonlinear recursion should be compared with the nonlinear ODE (A.1) defining a differentially algebraic function. One can always convert a linear recurrence (with a finite number of terms) into a linear differential equation: in the linear case, there is a ‘duality’ between these two concepts. In contrast the correspondence between nonlinear recursions and nonlinear ODEs is more involved. Nonlinear ODEs yield nonlinear recursions, but these recursions are, not, in general, relations on a fixed number of terms like (51). For instance, Tutte’s nonlinear ODE (6) yields a quadratic recursion (D.1) where the number of terms involved grows at each step. Conversely, the existence of a nonlinear recursion of the form (51) is not a guarantee that the corresponding power series is differentially algebraic. One can imagine the existence of a nonlinear recursion of the form (51) for the susceptibility series that could be obtained quite reasonably, while at the same time the nonlinear ODE (2) proving the differentially algebraic character of the susceptibility series being extremely difficult to identify (if it exists!).

It now becomes useful to build more efficient programmes (see section 5.2) to see when such very long series, with more than 5043 coefficients, are differentially algebraic, or correspond to a nonlinear recursion such as (51). Recalling the previous examples (14) and (19), for which the polynomial differential equations were, even for these extremely simple examples, quite large polynomials, sometimes of quite high degrees, one can imagine, if the full susceptibility of the Ising model turns out to be differentially algebraic, that the corresponding polynomial differential equation might be quite a large expression (recall the 144144 coefficients required to find the nonlinear differential equation (29) for a simple composition of two \(\, _2F_1\) hypergeometric function). In the most pessimistic scenario such programmes (that could be programmes modulo primes) should, at least, give some lower bounds for the various degrees of the polynomial. Actually we already have a first modulo prime version of our programme. We checked with 5043 terms modulo 3 and, similarly, did not find any differentially algebraic equation modulo 3. Determining if the square-lattice Ising susceptibility is a differentially algebraic function is clearly a serious challenge. In contrast, non-holonomic generating functions of examples from enumerative combinatorics [49–54] may be a much simpler testing ground for such programmes.

\(^{19}\) A function that is not differentially algebraic is called differentially transcendental.
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Appendix A. Differentially finite and differentially algebraic series

Let $\mathbb{K}$ be a field of characteristic zero (usually $\mathbb{K} = \mathbb{Q}$ or $\mathbb{K} = \mathbb{C}$).

A.1. $D$-finite or holonomic functions

A function or formal power series $f(x) \in \mathbb{K}[[x]]$ satisfying a linear differential equation

$$a_n(x) \cdot f^{(n)}(x) + a_{n-1}(x) \cdot f^{(n-1)}(x) + \ldots + a_0(x) \cdot f(x) = 0,$$

with polynomials $a_i(x) \in \mathbb{K}[[x]]$ is called differentially finite or $D$-finite or holonomic. The set of all $D$-finite power series is closed under addition, multiplication, right composition with algebraic functions, Laplace Borel transform or inverse Borel transform. Lipshitz [21] proved that the diagonal of a $D$-finite power series in several variables is $D$-finite, from which follows that the Hadamard product of a rational power series with a $D$-finite power series is $D$-finite.

A function that can be expressed as the diagonal of a rational function is $D$-finite. The converse is false: for instance, a $D$-finite function with an irregular singularity, such as $\exp(-1/(1-x))$, is a counter example.

A function that is algebraic modulo a prime $p$ or a power of a prime $p^r$ may be $D$-finite, but need not be. It also may be expressible as the diagonal of a rational function.

The ratio of two (non-algebraic) holonomic functions is generically not holonomic: it is differentially algebraic. The composition of two non-algebraic holonomic functions is not holonomic, though it is differentially algebraic.

A.2. Differentially algebraic functions

Let $P$ be a non-zero polynomial in $n + 2$ variables with coefficients in a field of characteristic zero $\mathbb{K}$, such that

$$P(x, f(x), f'(x), \ldots, f^{(n)}(x)) = 0.$$  \hspace{1cm} (A.1)

This is called an algebraic differential equation, and the function $f(x) \in \mathbb{K}[[x]]$ satisfying the algebraic differential equation is called differentially algebraic or $D$-algebraic. Lipshitz and Rubel [31] proved that the set of all $D$-algebraic power series is closed under addition, subtraction, multiplication and division (suitably restricted so that the expressions are
sensible) and composition of functions. This set is not, however, closed under Hadamard products, and it is not closed under the Laplace Borel transform or the inverse Borel transform. One simple example is, for instance, the Borel transform of the generating function of the Bell numbers.

Formal series solutions of differentially algebraic equations are necessarily Gevrey series (see also the first footnote in Yves André survey) i.e. the growth of the coefficients is bounded by $C^n \cdot (n!)^r$. Conversely, if a series is 'too divergent' (not Gevrey) it cannot be differentially algebraic, it is differentially transcendent.

A.3. Diagonals of rational functions

A power series in $k$ variables is written

$$ F(x_1, x_2, \ldots, x_k) = \sum_{m_1} \sum_{m_2} \cdots \sum_{m_k} a_{m_1, m_2, \ldots, m_k} \cdot x_1^{m_1} x_2^{m_2} \cdots x_k^{m_k}. $$

Its diagonal is the one-variable series

$$ \text{Diag}(F(x_1, x_2, \ldots, x_k)) = \sum_m a_{m, \ldots, m} \cdot x^m. $$

Now if $F(x_1, x_2, \ldots, x_k) = P(x_1, x_2, \ldots, x_k)/Q(x_1, x_2, \ldots, x_k)$ where $P$ and $Q$ are polynomials with rational coefficients, and with $Q(0, 0, \ldots, 0) \neq 0$, then $F(x_1, x_2, \ldots, x_k)$ is a rational function, and $\text{Diag}(F(x_1, x_2, \ldots, x_k))$ is referred to as the diagonal of a rational function.

A.4. Global boundedness

A power series $\sum a_n x^n$ with rational coefficients $a_n$ and non-zero radius of convergence is said to be globally bounded if there exists an integer $N$ such that the series can be recast as one with integer coefficients by a rescaling $x \rightarrow Nx$.

Diagonals of rational functions, or diagonals of algebraic functions, are globally bounded series. Algebraic functions, being diagonals of rational functions, are globally bounded series.

A.5. Some relevant theorems

- Eisenstein’s theorem [58] chapter 3, 139. If a power series with rational coefficients represents an algebraic function it is globally bounded: it can be recast into a series which has integer coefficients.
- Reference [58] chapter 3, 163. If a power series with integer coefficients represents a rational function, then, after a certain number of terms, the coefficients modulo $m (m$ arbitrary), form a periodic sequence (this result cannot be extended to algebraic functions).
- Reference [58] chapter 3, 164. The algebraic function $1/\sqrt{1 - 4x}$ on expansion gives a power series with integer coefficients. These coefficients are for no odd prime number $p$ periodic modulo $p$.
- Reference [58] chapter 3, 165. The radius of convergence of a non-terminating power series with integer coefficients is at most 1.
Appendix B. Solutions of Tutte’s differentially algebraic equation (6) modulo primes, for miscellaneous values of $q$

Let us consider the series (3) divided by $q(q - 1)$:

$$
\frac{H(x)}{q(q - 1)} = x^2 + (q - 2) \cdot \sum_{n=3}^{\infty} P_n(q) \cdot x^n.
$$

(B.1)

* The reduction modulo 3 of this (normalised) series (B.1) for $q = 7$ is an algebraic function:

$$
F(x)^3 + 2 x^2 \cdot F(x) + x^4 \cdot (1 + 2 x + x^2 + x^3) = 0.
$$

(B.2)

The reduction modulo 7 of the $q = 7$ series (B.1) is the solution (modulo 7) of a polynomial equation of degree 15 in $F(x)$, and degree 27 in $x$. Modulo 11 the $q = 7$ series (B.1) is the solution of a polynomial equation of degree 11 in $F(x)$, and degree 19 in $x$. Modulo 13 the $q = 7$ series (B.1) is a solution of a polynomial equation of degree 15 in $F(x)$, and degree 27 in $x$.

* The reduction modulo 5 of the $q = 11$ series (B.1) satisfies (modulo 5)

$$
(x^{25} + 4) \cdot F(x)^4 + x \cdot (2x^{25} + 3) \cdot F(x)^3
+ x^2 \cdot (4x^{25} + 1) \cdot F(x)^2 + x^3 \cdot (3x^{25} + 2) \cdot F(x)
+ 3x^5 + 4x^6 + 4x^7 + 3x^8 + 2x^9 + x^{10} + 3x^{11} + 3x^{12} + 4x^{13}
+x^{14} + 4x^{15} + 2x^{17} + 3x^{18} + 4x^{19} + 2x^{20} + 4x^{21} + 3x^{23}
+2x^{24} + 2x^{25} + 4x^{26} + 3x^{27} + 3x^{28} + 2x^{30} + 4x^{32}
+3x^{33} + x^{34} + x^{35} + 3x^{36} + 4x^{37} + x^{38} + x^{40} = 0.
$$

(B.3)

The $q = 11$ series (B.1) satisfies modulo 7

$$
F(x)^4 + (5x + 1) \cdot F(x)^3 + x \cdot (6x^2 + 5x + 2) \cdot F(x)^2
+ x^2 \cdot (x^2 + 2x + 6) \cdot F(x) + x^4 \cdot (1 + 5x + 2x^2) = 0.
$$

(B.4)

* For the $q = -1$ series, modulo 5 the series (B.1) is an algebraic function

$$
2x^3 \cdot (2 + x + x^2) + x \cdot F(x) + F(x)^2 = 0.
$$

(B.5)

Modulo 7 the $q = -1$ series is also an algebraic function

$$
F(x)^5 + (6x^2 + x + 3) \cdot F(x)^4 + (2x^4 + 5x^2 + 6x + 1) \cdot F(x)^3
+ x \cdot (6x^4 + 5x^3 + 4x^2 + x + 3) \cdot F(x)^2
+ x^2 \cdot (x^5 + 6x^4 + 5x^3 + 5x^2 + 2) \cdot F(x)
+ x^4 \cdot (5 + 3x + 3x^2 + x^3 + 2x^4 + 4x^5) = 0.
$$

(B.6)

Modulo 11 the $q = -1$ series is the solution of a polynomial equation of degree 7 in $F(x)$, and degree 13 in $x$. Modulo 13 the $q = -1$ series is the solution of a polynomial equation of degree 6 in $F(x)$, and degree 10 in $x$. Modulo 17 the $q = -1$ series is the solution of a polynomial equation of degree 9 in $F(x)$, and degree 15 in $x$. 

25
• For the \( q = 1/2 \) series (B.1) (when it works\(^{20}\)), we find, modulo 5, the algebraic function
\[
F(x)^2 + (x + 1) \cdot (2x + 1) \cdot F(x) + x^2 \cdot (4 + x + x^2) = 0,
\]
and modulo 7
\[
F(x)^4 + (5x + 1) \cdot F(x)^3 + x \cdot (6x^2 + 5x + 2) \cdot F(x)^2 + x^2 \cdot (x^2 + 2x + 6) \cdot F(x) + x^4 \cdot (1 + 5x + 2x^2) = 0.
\]
Modulo 11 the \( q = 1/2 \) series is the solution of a polynomial equation of degree 7 in \( F(x) \), and degree 13 in \( x \). Modulo 13 the \( q = 1/2 \) series is the solution of a polynomial equation of degree 15 in \( F(x) \), and degree 27 in \( x \). Modulo 17 the \( q = 1/2 \) series is the solution of a polynomial equation of degree 9 in \( F(x) \) and degree 15 in \( x \). Modulo 23 the \( q = 1/2 \) series is the solution of a polynomial equation of degree 15 in \( F(x) \), and degree 25 in \( x \).

Appendix C. A simple generalisation of Tutte’s differentially algebraic equation (6)

The two-parameter differentially algebraic equation (the two parameters are the two integers \( M \) and \( N \)):
\[
-2M^2 \cdot (M - N) \cdot x + \left( M \cdot x + 10H(x) - 6x \frac{dH(x)}{dx} \right) \cdot x + 9x^2 \frac{d^2H(x)}{dx^2} = 0,
\]
has solution series of the form
\[
M \cdot (M - N) \cdot x^2 + \sum_{n=3}^{\infty} M \cdot (M - N) \cdot (M - 2N) \cdot P_n(M, N) \cdot x^n + \cdots,
\]
where:
\[
P_3(M, N) = 1, \quad P_4(M, N) = 4M - 9N, \quad P_5(M, N) = 8M^2 - 37MN + 43N^2,
\]
\[
P_6(M, N) = 176M^3 - 1245M^2N + 2951MN^2 - 2344N^3,
\]
\[
P_7(M, N) = 1456M^4 - 13935M^3N + 50273M^2N^2 - 81036MN^3 + 49248N^4,
\]
where the \( P_n \)'s are homogeneous polynomials of \( M \) and \( N \) of degree \( n - 3 \). One can show that all these two-parameter series with integer coefficients reduce to algebraic functions modulo every prime, or power of a prime.

Appendix D. Miscellaneous differentially algebraic equations associated with simple quadratic recursions

Recall that \( H(x) = \sum h_n x^n \), corresponding to the series (3), can be obtained from a simple quadratic recurrence relation:
\(^{20}\) These calculations cannot be performed modulo any integer.
Such quadratic recurrence relations are clearly a very simple and efficient way to generate power series such that the constraint that each coefficient of the series is an integer is guaranteed.

**D.1. A first example corresponding to divergent series**

Consider a slight modification of the quadratic recurrence (D.1):

$$h_{n+2} = \sum_{i=1}^{n} i \cdot (i+1) \cdot (3n - 3i + 1) \cdot h_{i+1} h_{n-i+2}. \quad (D.2)$$

Note that recurrences like (D.2) (not necessarily quadratic) obviously yield series with integer coefficients. For instance, with the initial conditions $h_0 = 0, h_1 = 0, h_2 = 1$, the recurrence (D.2) yields the series:

$$x^2 + 2x^3 + 28x^4 + 824x^5 + 38000x^6 + 2424576x^7 + 200465344x^8 + 20649137664x^9 + 2581342891776x^{10} + \cdots.$$  

Note that this series is a *divergent series*. Modulo 3 this series reduces to an algebraic function:

$$2x^7 + x^5 \cdot F(x) + F(x)^2 = 0. \quad (D.3)$$

Modulo 5 this series reduces to an algebraic function:

$$x^{10} + 4x^8 \cdot F(x) + 2x^5 \cdot F(x)^3 + F(x)^6 = 0. \quad (D.4)$$

Modulo 7 this series reduces to an algebraic function of degree 48 in $x$ and degree 31 in $F(x)$.

**D.2. A second example corresponding to a divergent series**

Now consider another modification of the quadratic recurrence (D.1):

$$h_{n+2} = \sum_{i=1}^{n} i \cdot h_{i+1} h_{n-i+2}. \quad (D.5)$$

yielding the divergent series

$$x^2 + x^3 + 3x^4 + 14x^5 + 85x^6 + 621x^7 + 5236x^8 + 49680x^9 + 521721x^{10} + 5994155x^{11} + 74701055x^{12} + \cdots. \quad (D.6)$$

which is a solution of the differentially algebraic equation:

$$-x^3 + x \cdot F(x) + F(x)^2 - x \cdot F(x) \cdot \frac{dF(x)}{dx} = 0. \quad (D.7)$$

If one normalises the divergent series (D.7) by dividing through by $x^2$, it becomes

$$1 + x + 3x^2 + 14x^3 + 85x^4 + 621x^5 + 5236x^6 + 49680x^7 + 521721x^8 + 5994\,155x^9 + 74\,701\,055x^{10} + \cdots. \quad (D.8)$$
This normalised series is a solution of:

\[ x^2 \cdot y(x) \cdot \frac{dy(x)}{dx} + x \cdot y(x)^2 - y(x) + 1 = 0. \]  

(D.9)

The coefficients of (D.7) (not the ones of (D.9)) are remarkably well approximated by \( c \cdot n! \) where \( c \approx 0.21795078 \). This value is deduced from 9000 coefficients of the divergent series.

The Borel transform of the divergent series (D.7) is very close to

\[ \frac{0.21795078}{1 - x} + 0.65385 \cdot \ln(1 - x). \]  

(D.10)

In general the Borel transform (or the inverse Borel transform) of a differentially algebraic function is not a differentially algebraic function. However, here, the Borel transform of the divergent series (D.7) is so simple, we can imagine that it could be differentially algebraic.

We have used our programme on 2000 and 3000 coefficients of the Borel transform and inverse Borel transform of (D.7) and they do not seem to be differentially algebraic\(^{21}\).

Now consider perhaps the best-known example of a divergent series namely \( \sum n! \cdot x^n \), which is a solution of the linear ODE\(^{22}\):

\[ x^2 \cdot \frac{dy(x)}{dx} + (x - 1) \cdot y(x) + 1 = 0. \]  

(D.11)

In order to be closer to (D.9), we rewrite this equation in a quadratic way:

\[ x^2 \cdot y(x) \cdot \frac{dy(x)}{dx} + (x - 1) \cdot y(x)^2 + y(x) = 0. \]  

(D.12)

One remarks that this quadratic equation (D.12) is extremely similar to the differentially algebraic equation (D.9).

Note that, again, the divergent series (D.7) reduces to algebraic functions modulo primes.

Modulo 3 it reduces to the algebraic function defined by:

\[ x^6 + 2x^4 \cdot F(x) + x^3 \cdot F(x)^2 + F(x)^3 = 0. \]  

(D.13)

Modulo 5 it reduces to the algebraic function defined by:

\[ F(x)^6 + x^3 \cdot F(x)^4 + 2x^4 \cdot F(x)^3 + x^5 \cdot (2x + 1) \cdot F(x)^2 + 2x^6 \cdot (x + 2) \cdot F(x) + x^8 \cdot (3x + 1) = 0. \]  

(D.14)

Modulo 7 it reduces to the algebraic function defined by:

\[ F(x)^8 + x^3 \cdot F(x)^6 + 2x^4 \cdot F(x)^5 + 3x^5 \cdot (x + 2) \cdot F(x)^4 + x^6 \cdot (4x + 3) \cdot F(x)^3 + x^7 \cdot (4x^2 + x + 1) \cdot F(x)^2 + x^8 \cdot (5x^2 + 4x + 6) \cdot F(x) + x^{10} \cdot (1 + x) \cdot (1 + 2x) = 0. \]  

(D.15)

Note that the reduction modulo a prime of the divergent series \( \sum n! \cdot x^n \), in contrast, always gives polynomials. For instance modulo 7 it yields:

\[ 1 + x + 2x^2 + 6x^3 + 3x^4 + x^5 + 6x^6. \]  

(D.16)

\(^{21}\) Note that, similarly, using our programme, the Borel and inverse Borel transform of Tutte’s series (7) which has a non-zero radius of convergence, do not seem to be differentially algebraic.

\(^{22}\) Which has a solution like \( \exp(-1/x)/x \). The linear ODE (D.11) can be obtained from the inverse Borel transform of \( y(x) = 1/(1 - x) \) using the \texttt{invborel}((1 - x) * y(x) - 1, y(x);diffeq) command in Maple.
Appendix E. Algebraic functions of diagonals of rational functions

It was noted in a previous paper (see equations (47) and (48), in section 5.2 of [24]), that the two diagonals of rational functions $H_1(x)$ and $H_2(x)$ (12) reduce, modulo a prime, to simple algebraic functions. For instance, modulo 7, the two diagonals of rational functions (12) identify with the series expansion of the following algebraic functions:

$$2F_1\left(\left[\frac{1}{2}, \frac{1}{2}\right], [1], 16 \cdot 20 \cdot x^2\right) = (1 + 3 x^2 + x^4 + 6 x^6)^{-1/6}$$

$$= 1 + 3 x^2 + x^4 + 6 x^6 + 3 x^{14} + 2 x^{16} + \ldots \quad (E.1)$$

and

$$2F_1\left(\left[\frac{1}{3}, \frac{1}{3}\right], [1], 27 \cdot 20 \cdot x^2\right) = (1 + 4 x^2 + x^4)^{-1/6}$$

$$= 1 + 4 x^2 + x^4 + 4 x^{14} + 2 x^{16} + \ldots \quad (E.2)$$

Denote by $A_1$ and $A_2$ the two algebraic functions $(1 + 3 x^2 + x^4 + 6 x^6)^{-1/6}$ and $(1 + 4 x^2 + x^4)^{-1/6}$ respectively. It is natural to expect that the reduction modulo 7 of the non-holonomic series (14), namely

$$1 + 4 x + 3 x^2 + 3 x^3 + x^4 + 2 x^5 + 6 x^6 + 4 x^7 + 5 x^9 + 4 x^{11} + 5 x^{13} + \ldots \quad (E.3)$$

is a solution of (13) where $H_1$ and $H_2$ are replaced by the two algebraic functions $A_1$ and $A_2$, namely solution of

$$z^2 = 2A_1 \cdot z + A_2 = 0, \quad (E.4)$$

where:

$$(1 + 3 x^2 + x^4 + 6 x^6) \cdot A_1^6 - 1 = 0, \quad (1 + 4 x^2 + x^4) \cdot A_2^6 - 1 = 0. \quad (E.5)$$

Calculating resultants between (E.4) and the two polynomials (E.5), in order to eliminate $A_1$ and $A_2$, one gets, modulo 7, a polynomial relation $P_{60,72}(x, z) = 0$ of degree 60 in $x$ and 72 in $z$. As must be the case, this polynomial is, in fact, a function of $x^2$. One can check that, modulo 7, the non-holonomic series (E.3) is actually a solution of $P_{60,72}(x, z) = 0$ modulo 7.

Appendix F. A simple example of the composition of two holonomic functions modulo various primes

Let us recall (18) the composition of the two holonomic functions (that are diagonals of rational functions) (17). The corresponding series has been shown to reduce to algebraic functions modulo 5. Of course there is nothing special about the prime 5. For instance, modulo 3 the series (19) for function (18) becomes

$$1 + x + x^2 + x^3 + 2 x^4 + 2 x^5 + x^6 + 2 x^7 + 2 x^8 + x^9 + 2 x^{12} + 2 x^{13} + 2 x^{14} + 2 x^{15} + x^{18} + 2 x^{19} + 2 x^{20} + 2 x^{21} + 2 x^{24} + 2 x^{25} + 2 x^{26} + x^{27} + \ldots \quad (F.1)$$

which is an algebraic function given by the solution of the polynomial equation:

$$(x^2 + 2 x + 2) \cdot F(x)^4 + 2 \cdot (x + 1) \cdot F(x)^2 + 2 \cdot (x + 1) = 0. \quad (F.2)$$
Modulo 7 the series (19) is, again, an algebraic function, given by the solution of the polynomial equation:

\[
p_{36} \cdot F(x)^{36} + p_{30} \cdot F(x)^{30} + p_{24} \cdot F(x)^{24} + p_{12} \cdot (F(x)^{18} + F(x)^{12}) \\
+ p_{6} \cdot (F(x)^{6} + 1) = 0,
\]

where:

\[
p_{36} = x^{18} + 4x^{15} + 4x^{14} + 2x^{13} + 6x^{11} + 6x^{10} + x^{9} + 2x^{8} + 2x^{7} + 3x^{6} \\
+ 4x^{5} + 2x^{4} + 5x^{2} + 2x + 6,
\]

\[
p_{30} = 6x^{15} + 6x^{14} + 3x^{13} + x^{12} + 4x^{11} + 4x^{10} + 5x^{9} + 5x^{8} + x^{7} + 2x^{6} \\
+ 4x^{5} + 2x^{4} + 5x^{2} + 2x + 6,
\]

\[
p_{24} = 4x^{15} + 4x^{14} + 2x^{13} + x^{12} + x^{11} + x^{10} + 4x^{9} + 6x^{8} + 3x^{7} + 4x^{6} \\
+ 4x^{5} + 2x^{4} + 5x^{2} + 2x + 6,
\]

\[
p_{12} = 3x^{12} + 6x^{11} + 6x^{10} + x^{9} + 2x^{8} + 2x^{7} + 3x^{6} \\
+ 4x^{5} + 2x^{4} + 5x^{2} + 2x + 6,
\]

\[
p_{6} = 6x^{6} + 4x^{5} + 6x^{7} + 4x^{4} + 2x^{4} + 5x^{2} + 2x + 6.
\]

Modulo 11 the series (19) is yet again, an algebraic function, given by the solution of the polynomial equation:

\[
\sum_{n=0}^{n=10} q_{n} \cdot (F(x)^{10})^{n} = 0,
\]

where \( q_{2} = q_{3}, q_{0} = q_{1} \) and:

\[
q_{10} = x^{50} + 9x^{45} + x^{44} + 3x^{43} + 3x^{42} + 3x^{41} + 10x^{40} + 10x^{39} + 2x^{37} + 10x^{36} \\
+ 10x^{35} + 3x^{34} + 10x^{33} + 9x^{32} + 3x^{31} + 10x^{30} + 7x^{28} + 9x^{27} + 8x^{26} \\
+ 3x^{25} + 4x^{24} + 4x^{23} + 5x^{21} + 6x^{20} + 4x^{19} \\
+ 8x^{18} + 9x^{17} + 7x^{16} + 10x^{15} \\
+ 7x^{13} + 7x^{12} + 8x^{10} + 3x^{9} + 8x^{8} \\
+ x^{6} + 5x^{5} + 2x^{4} + 2x^{3} + x^{2} + 2x + 10,
\]

\[
q_{9} = 2x^{45} + 10x^{44} + 8x^{43} + 6x^{42} + 8x^{41} + 8x^{40} + 5x^{39} + x^{37} + 5x^{36} + 3x^{35} \\
+ 10x^{34} + 2x^{33} + 3x^{32} + x^{31} + 7x^{30} + 8x^{28} + x^{27} + x^{25} + 3x^{24} + 5x^{22} \\
+ 9x^{21} + 9x^{20} + 4x^{19} + 4x^{18} + 2x^{17} + 8x^{16} + 8x^{15} + 2x^{14} + 9x^{13} + 9x^{12} \\
+ 6x^{11} + 7x^{10} + 3x^{9} + 8x^{8} + x^{6} + 5x^{5} + 2x^{4} + 2x^{3} + x^{2} + 2x + 10,
\]

\[
q_{8} = 6x^{45} + 8x^{44} + 2x^{43} + 7x^{42} + 2x^{41} + 4x^{40} + 2x^{39} + 7x^{37} + 2x^{36} \\
+ 4x^{35} + 2x^{34} + 9x^{33} + 4x^{32} + 2x^{31} + 2x^{30} + 2x^{29} + 6x^{28} + x^{27} + 6x^{26} \\
+ 7x^{25} + 9x^{24} + 5x^{22} + 10x^{21} + 2x^{20} + 4x^{19} + 5x^{18} + x^{17} + 5x^{16} + 3x^{15} \\
+ 7x^{14} + 3x^{13} + 3x^{12} + 10x^{11} + 10x^{10} + 3x^{9} + 8x^{8} + x^{6} + 5x^{5} \\
+ 2x^{4} + 2x^{3} + x^{2} + 2x + 10,
\]
More generally, one can conjecture that, modulo a prime $p$, the corresponding polynomial equation will be of the form:

$$
\sum_{n=0}^{p-1} q_n \cdot (F(x)^{p-1})^n = 0.
$$

**Appendix G. Symmetries of the differentially algebraic equation (26)**

Recall $P(x, F(x), F'(x), F''(x), F'''(x), F^{(4)}(x)) = 0$, i.e. the polynomial corresponding to equation (26) for the differentially algebraic function (18) given by the composition of two holonomic functions. It has been seen that if $F(x)$ is a solution of (26), $A \cdot F(x)$ is also a solution of (26). In fact this scaling symmetry is a consequence of a more general symmetry of the polynomial equation (26). If one considers the two solutions of the order-two linear differential operator $(16x - 1) \cdot x \cdot D_x^2 + (32x - 1) \cdot D_x + 4$, namely $S_1(x) = H_1(x)$ (see
and $S_2(x) = \ln(x) \cdot H_1(x) + H_2(x)$ where the power series $H_1(x)$ reads:

$$8x + 84x^2 + \frac{2960}{3}x^3 + \frac{37310}{3}x^4 + \frac{820008}{5}x^5 + \frac{11153912}{5}x^6 + \frac{1086209696}{35}x^7 + \frac{3074289075}{63}x^8 + \frac{396822097100}{111}x^9 + \frac{28763739153292}{1225}x^{10} + \frac{73453759289456}{1225}x^{11} + \frac{9740489140942196}{1287}x^{12} + \frac{375490923772997200}{1287}x^{13} + \cdots.$$  

\[(G.1)\]

One finds that not only is $S_1(H_2(x))$ a solution of the nonlinear ODE (27), but also a solution of the nonlinear ODE (27), and more generally, \textit{any linear combination} $A \cdot S_1(H_2(x)) + B \cdot S_2(H_2(x))$ is a solution of (27). This is a general result: namely that for compositions of holonomic functions, the differentially algebraic equation inherits the (differential Galois) symmetries of the linear differential operator corresponding to the first holonomic function.

**Appendix H. Other solutions of the differentially algebraic equation (26)**

**H.1. Movable singularities for the differentially algebraic equation (26)**

Among the miscellaneous solutions of (27) one has a one-parameter family such as:

$$1 + 4v \cdot x + 4v \cdot (9v + 4) \cdot x^2 + 16v \cdot (25v^2 + 18v + 9) \cdot x^3$$

$$+ 4v \cdot (1225v^3 + 1200v^2 + 792v + 400) \cdot x^4$$

$$+ 16v \cdot (3969v^4 + 4900v^3 + 3900v^2 + 2448v + 1225) \cdot x^5$$

$$+ 16v \cdot (53361v^5 + 79380v^4 + 73500v^3 + 53200v^2 + 32166v)$$

$$+ 15876v \cdot x^6 + \cdots$$  

\[(H.1)\]

which reduce to the series (19) for $v = 1$. The radius of convergence, $R$, of that series is clearly a function of the parameter $v$ $(R \to 0$ when $v \to \infty)$. One clearly has \textit{movable singularities}.

For $v = 2$ the series (H.1) reads:

$$1 + 8x + 176x^2 + 4640x^3 + 132672x^4 + 3981600x^5 + 123476480x^6$$

$$+ 3921615488x^7 + 1268257870848x^8 + 4160174803232x^9$$

$$+ 138026770667008x^{10} + 4622425971834496x^{11}$$

\[(H.2)\]

$$+ 156011453811509760x^{12} + 530031197168143248x^{13}$$

$$+ 18108992015530497536x^{14} + 6217365460907222370816x^{15} + \cdots$$

This series has a radius of convergence $R \simeq 0.02722469$ corresponding to a singularity at $x_c \simeq 0.02722469$.

**H.2. Reduction to algebraic functions modulo primes for the other solutions of two differentially algebraic equation (26)**

The $v = 2$ series (H.2) is a solution of the \textit{nonlinear} differential equation (27), but we have no idea if it can be seen as a composition of holonomic functions, and in particular a
composition of diagonals of rational functions. Modulo 3 this series (H.2) becomes
\[
1 + 2x + 2x^2 + 2x^3 + 2x^6 + 2x^7 + 2x^8 + 2x^9 + x^{10} + x^{11} + x^{13} + x^{14} + 2x^{16} + 2x^{17} + 2x^{18} + 2x^{21} + 2x^{24} + 2x^{25} + 2x^{26} + 2x^{27} + \cdots
\] (H.3)
which can be seen to be an algebraic solution, modulo 3, of
\[
(x^2 + 2x + 1) \cdot F(x)^4 + 2 \cdot (x + 1) \cdot F(x)^2 + 2 \cdot (x + 1) = 0,
\] (H.4)
which is the same polynomial equation as (F.2) (even if the series (F.1) and (H.3) are different). Modulo 5 the series (H.2) becomes
\[
1 + 3x + x^2 + 2x^4 + 3x^7 + 3x^8 + 2x^9 + 3x^{10} + x^{11} + 3x^{13} + x^{14} + x^{15} + 3x^{16} + 4x^{17} + x^{18} + 2x^{20} + 4x^{21} + x^{22} + 4x^{23} + x^{26} + 4x^{27} + \cdots
\] (H.5)
which similarly satisfies, modulo 5 the algebraic equation
\[
(x^8 + x^6 + 4x^5 + 2x^4 + 3x^3 + 3x^2 + 3x + 1) \cdot F(x)^{16} + (x^4 + 3x^3 + 3x^2 + 3x + 1) \cdot (F(x)^{12} + F(x)^9 + 1) + (x^2 - x + 1) (3x^4 + 5x^3 + 6x^2 + 4x + 1) \cdot F(x)^8 = 0,
\] (H.6)
which is actually the same polynomial equation as (25) (even if the series (21) and (H.5) are different). Modulo 7 the series (H.2) becomes
\[
1 + x + x^2 + 6x^3 + x^4 + 6x^6 + 6x^{10} + 2x^{11} + 2x^{12} + 5x^{14} + 4x^{15} + 6x^{16} + 2x^{17} + 2x^{18} + 6x^{19} + 6x^{20} + 3x^{21} + 4x^{22} + 6x^{23} + 5x^{24} + 3x^{25} + \cdots
\] (H.7)
which similarly satisfies, modulo 7 the same algebraic equation as (F.3). Modulo 11 the series (H.2) can actually be seen to be an algebraic function, modulo 11, of the same polynomial equation as (F.5).

One can expect the series (H.2) to reduce to algebraic functions modulo every prime or power of a prime, but not necessarily with the same polynomial equations when the primes become large enough.

Remark: Actually the series (H.1) seems to reduce to algebraic functions modulo every prime or power of a prime for many prime-integer values of \( v \), even many rational values of \( v \), with the polynomial equations also reducing to the previous polynomials (25), (F.2), (F.3) and (F.5).

Such simple results provide a strong incentive to systematically study the reduction, modulo primes or powers of a prime, of all solution-series with integer coefficients of differentially algebraic equations.

Appendix I. Linear diff-Padé approach of a differentially algebraic function: fixed singularities versus movable singularities

The traditional diff-Padé approach amounts to seeking linear differential equations with polynomial coefficients. However, from a more formal (and less well-defined) viewpoint, if one seeks linear differential equations with no longer polynomial functions but holonomic function coefficients, it is easy to see that the (differentially algebraic) function (18) can also be seen as a solution of the following linear second order differential operator but with transcendental coefficients.
where the pullback \( p(x) \) is the transcendental function:

\[
p(x) = x \cdot _2F_1\left(\frac{1}{2}, \frac{1}{2}; 1, 16 x\right).
\]

It is quite easy to verify that (19), the series expansion of the differentially algebraic function (18), is actually a solution of the formal transcendental linear differential equation (I.1). The singularities of (I.1) are fixed, and correspond to the head coefficient, namely:

\[
\frac{dp(x)}{dx} \cdot p(x) \cdot (1 - 16 p(x)) = 0.
\]

At first sight one expects an infinite number of zeros from the vanishing condition (I.3) of transcendental functions. Here, it seems that the only solutions of (I.3) (fixed singular points of (I.1)) are 0 and the previously given value \( x \approx 0.046 \, 028 \, 337 \, 184 \, 55 \).

Keeping this very formal result in mind, let us display the kind of result we obtained for a ‘traditional’ linear diff-Padé approximant analysis (the coefficients are now polynomials). Recall that near \( x \approx 1/16, 16 x \cdot _2F_1([1/2, 1/2], [1], 16 x) \) behaves like \( p(x) \approx -16 x \cdot \ln(1 - 16 x)/2 \), and the (differentially algebraic) function (18) behaves like \( _2F_1([1/2, 1/2], [1], p(x)) \) with \( p(x) \to \infty \), namely like \( \ln(-p(x))/2/(-p(x))^{3/2} \), which is an irregular singularity.

The order four and eight differential approximants give a singularity extremely close to the previous exact value with an exponent very close to zero (0.005 353 572).

One also finds many singularities very close to \( 1/16 \), namely 0.062 500 000 019, 0.062 499 73, 0.062 499 976, 0.062 499 999 808, \ldots the exponents being all over the place and changing from approximant to approximant. This type of behaviour of differential approximants is characteristic of an irregular singularity.
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