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Abstract

The societal and ethical implications of the use of opaque artificial intelligence systems for consequential decisions, such as welfare allocation and criminal justice, have generated a lively debate among multiple stakeholder groups, including computer scientists, ethicists, social scientists, policy makers, and end users. However, the lack of a common language or a multi-dimensional framework to appropriately bridge the technical, epistemic, and normative aspects of this debate prevents the discussion from being as productive as it could be. Drawing on the philosophical literature on the nature and value of explanations, this paper offers a multi-faceted framework that brings more conceptual precision to the present debate by (1) identifying the types of explanations that are most pertinent to artificial intelligence predictions, (2) recognizing the relevance and importance of social and ethical values for the evaluation of these explanations, and (3) demonstrating the importance of these explanations for incorporating a diversified approach to improving the design of truthful algorithmic ecosystems. The proposed philosophical framework thus lays the groundwork for establishing a pertinent connection between the technical and ethical aspects of artificial intelligence systems.
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1. Preliminaries

Governments and private actors are seeking to leverage recent developments in artificial intelligence (AI) and machine learning (ML) algorithms for use in high-stakes decision making. These algorithms have begun to greatly impact human lives by guiding several consequential decision-making procedures such as hiring employees, assigning loans and credit scores, making medical diagnoses, and dealing with recidivism in the criminal justice system (see, for example, [1, 2, 3, 4, 5, 6]). This enterprise is motivated by the idea that high-stakes decision problems are instances of learnable algorithmic tasks, such as pattern recognition, classification, and clustering.

ML algorithms have had some success in making accurate predictions of unobserved data in some domains, but many such systems remain opaque. This means that it is difficult for humans to have sufficient reasons to understand why an algorithmic outcome or another is obtained in a given circumstance. A possible silver bullet to alleviate this opacity would be to require the algorithms to explain themselves. On this basis, several academic and industrial research programs have been put into operation to develop the so-called “explainable AI” systems: AI systems that are able to explain themselves (see, for example, [7, 8]). More concretely, the development of explainable AI systems is motivated by several social and ethical reasons (see, for example, [10, 11, 12, 13, 14, 15, 16, 17, 18, 19]): increasing societal acceptance of prediction-based decisions, establishing trust in the results of these decisions, making algorithms accountable to the public, removing the sources of algorithmic discrimination and unfairness, legitimizing the incorporation of AI algorithms in several decision contexts, and facilitating a fruitful conversation among stakeholders on the justification of the use of these algorithms in decision making.
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1In this paper, I am primarily concerned with opaque problems of ML systems, as a particular kind of opaque AI prediction systems. The problem of opacity can also arise for other AI paradigms (see, for example, [9]). However, I use the term AI broadly, following the tendency in the research associated with the explainable AI paradigm.
These considerations, in addition to their epistemic importance, point to a normative and social significance for AI explanations. An appropriate accommodation of these considerations requires finding a clear and comprehensive answer to the question of what AI explanations are, who their consumers are, and how they matter.

Computer scientists have identified no well-formed definition of AI explainability as an all-purpose, monolithic concept [20, 21]. However, they have developed several technical methods for making the AI systems explainable to some degree (for two recent surveys, see [8, 22]). Nevertheless, it is necessary to ground these technical methods in a conceptually precise analysis of the nature and value of explanations if the quality of claims about the ability of intelligent agents can be reconciled and assessed in explanations that incorporate social and normative significance. A framework for AI explanations that specify why and how they matter remains to be established. One promising approach to achieving this is seeking inspiration from the social sciences and philosophy.

To achieve this, I begin by briefly reviewing the literature that describes the main efforts that have been made to identify the conceptual foundations of and requirements for explainability.

In Miller [23], the most elaborate survey to-date, primarily the causal aspects of everyday, local explanations for building explainable AI systems are examined. This survey, however, does not include any discussion of non-causal aspects of AI explanation. Zerilli et al. [24] argue that explanations we demand from opaque algorithmic systems must be given from an intentional stance. A
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2For instance, [23] (p.6) says:

But what constitutes an explanation? This question has created a lot of debate in philosophy, but accounts of explanation both philosophical and psychology (sic) stress the importance of causality in explanation — that is, an explanation refers to causes [...]. There are, however, definitions of non-causal explanation [...]. These definitions are out of scope in this paper, and they present a different set of challenges to explainable AI.
popular framework for the analysis of cognitive systems is used by Zednik [25] to map different analytic techniques (such as input heatmapping), as developed by the explainable AI researchers, to respond to the epistemic demands of six kinds of stakeholders (as suggested by Tomsett et al. [26]): developers, examiners, operators, executors, data subjects, and decision subjects.

As such, this paper extends these works in pursuit of the following goal: although epistemic demands and everyday, local explanations are necessary to build an intelligent explainable system, they are not sufficient to ensure that it is built. This is because AI systems are value-laden across several dimensions. This means that ineliminable contextual value judgments must be made about AI algorithms that necessarily inform consequential decisions. Here, I show why and how these values matter for the evaluation of the acceptability and quality of AI explanations. Because inherently complex and complicated AI ecosystems are connected with various stakeholders, institutions, values, and norms, the simplicity and locality of an explanation should not be the only virtue sought in the design of explainable AI. Hence, the goal here is to offer a sufficiently rich framework for explainable AI that can be abridged and adjusted in relation to the risks and consequences attributed to different prediction contexts.

In other words, merely a philosophical framework (such as that of Zednik’s [25]) for the correspondence between analytical methods of explainable AI and the epistemic demands of certain stakeholders cannot provide sufficient resources for the critical engagement of those who receive explanations from AI systems. More specifically, such a framework has two limitations. First, I argue that, in addition to epistemic demands, the social and normative values matter to developing a philosophical framework for explainable AI systems. Thus, I argue for a broadened scope of the explanations of interest for the design of an explainable system. Second, a simple mapping between analytical methods for explainable AI and the six stakeholder types excludes many significant stakeholders (including ethicists, policy-makers, and social and political scientists) who also assess AI explanations in relation to normative and social significance.
To overcome these limitations, I offer a philosophical framework for building explainable AI systems that has sufficient resources to enable explicit articulation of why and how social, ethical, and epistemic values matter in terms of asserting the relevance of a range of explanation types and stakeholders in explaining AI outputs.

This paper broadens the scope and relevance of current frameworks for AI explanations to accommodate the significance of explainable AI and its role in ensuring democratic and ethical algorithmic decisions. In such a framework, the usefulness of AI explanations must be evaluated in relation to a variety of epistemic, normative, and social demands. These fall along the three axes Reasons, Values, and Stakeholders, in what I call the RVS framework. It includes different levels of explanation. Each level makes sense of algorithmic outcomes in relation to different sets of reasons, values, and stakeholders. The novelty here is that the levels of explanation do not simply map onto the analytic methods as explanations or to the six stakeholder categories. Explanations go beyond analytic methods and relate to practical, ethical, and political reasoning and values which are required if explanations are to be made sense of by broader sets of stakeholders. This framework enables diversification and the inclusion of different epistemic and practical standpoints in AI ecosystems.

The remainder of this paper is structured as follows. In Section 2, I argue that, in addition to data-analytical explanations, design explanations that incorporate representational, mathematical, and optimality information are pertinent to the understanding of the predictions of AI systems, and therefore should be included in the design of explainable AI systems. In Section 3, I propose a philosophically-informed schema in which a variety of design and data-analytical information can find their place in explanations of AI outcomes. In Section 4, I present our philosophical framework for explainable AI by incorporating ethical and social values into the evaluation of the quality and relevance of AI explanations. The paper is concluded in Section 5 with some directions for future work.
2. Kinds of explanation

Let us consider an algorithm that assesses job candidates to recommend one as a future employee for company X. Nora, a competent candidate, applies for the job. Her application is rejected. Nora wants to know why she is rejected (Figure 1). She does not seek a just-so story that makes sense by organizing events into an intelligible whole. She wants the explanation to have a factual foundation and to be empirically or mathematically true.

![Algorithmic recommendation and the why-question.](image1)

This decision-making problem is exemplary of the social problems that might be resolved with a classification algorithm. Figure 1 can be expanded to Figure 2 to show a more fine-grained characterization of the decision process in terms of five main stages.

![Prediction-based decision procedure and the why-question.](image2)

To make the matters more concrete, let us consider a deep supervised learning algorithm that makes hiring predictions (Figure 3). That is, given a training
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Note: The text continues with additional content that is not fully visible in the provided image. The full context and details are necessary to understand the complete explanation.
data set composed of several labeled feature vectors, the algorithm learns to map applicants’ CV features to their expected job performance. Given Nora’s CV, the learned model predicts whether she will perform well if given the job. What explains the prediction that leads to Nora’s rejection?

Figure 3: Prediction-based hiring decision.

For now, we are not considering ourselves to be bound by the epistemic needs of particular stakeholders. Rather, we take a broad and maximalist perspective, and we seek a multi-dimensional explanation for this algorithmic prediction. I tackle the attribution of stakeholders and the relevance of each kind of explanation for different normative and social considerations in the next section.

One natural way to cash out the explanation for why Nora is rejected is to decompose the explanatory information in terms of each of the five ML-relevant stages sketched in Figure 3. Collectively, the information in steps (1) – (5) produces the determination of the prediction, and therefore explains how a particular algorithmic recommendation is obtained for Nora.

Consider some potential responses to the five clusters of questions specified by (1) – (5) in Figure 3. (1) What role does the size and inclusiveness of the intellectual property rights and the need to maintain trade secrets. As a result, we do not know the detailed operations of these algorithms in spite of their social impact. I acknowledge that the prevalent ML algorithms learn with different models, including deep neural networks, support-vector machines, and ensemble methods. For ease of exposition and without any loss of generality, this paper is primarily limited to discussion of examples of deep neural networks, which is a widely discussed type of truly opaque ML model.
training data play in recommending for Nora’s rejection? What would have happened if the training data were different, incorporated different criteria for predicting applicant success, or were pre-processed with different standards? (2) How does the particular learning process of the system determine the prediction outcome? What would the algorithm’s outcome be if the learning process had been different, if for example the algorithm had learned in an unsupervised fashion? (3) How does the algorithm’s specific thinking style (i.e., way of reasoning) in relation to its particular constituents (loss function or hyper parameters, for example) impact what it predicts? (4) Why and how does this representation of Nora, in terms of quantified and measured input features, produce this recommendation? After all, it would seem perfectly reasonable to imagine that a different choice for the relevant input features would give a different prediction outcome. (5) Which of Nora’s features cause, correlate with, or counterfactually depend upon the prediction for her rejection?

The majority of work on the design of explainable AI systems hitherto has focused on methods that emphasize responses to explanatory questions (3) or (5), mainly by producing feature-based token explanations (i.e., explanations for particular cases, such as Nora’s rejection in response to particular input features). There has also been some related work that designs explainability methods to approximate the logic of opaque reasoning in a deep neural network, such as by extracting a decision tree, or by visualizing the network’s hidden layer activity. There approaches relate to a class of design-based AI explanations, that approximate the design of the system, as I discuss in Section 2.2.

These methods explain algorithmic prediction in terms of dependency patterns, namely, causal, counterfactual, correlational, and contrastive ones, relating salient input features and the algorithmic outcome. Let us review these approaches briefly before turning to the role of design explanations for algo-
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4Several definitions of causation and counterfactual dependence (see, for example, [27]) have been developed. However, they are outside the scope of this paper, and I do not examine them here.
rithmic predictions.

2.1. Feature-based token explanations

Attempts at making AI explainable in terms of technical methods to extract dependency relations between the input and target features fall roughly into three categories (i) – (iii).

(i) Correlational explanations provide information on associations between certain specifically important input features and output predictions. These associations can be captured by using methods such as feature importance, a saliency map, a partial dependence plot, individual conditional expectation, or rule extraction to indicate how important the association of a given input feature (e.g., Nora’s longevity at her workplace or the temperature) is to an output prediction (e.g., of Nora’s duration of stay at the given job or the number of bikers in the streets) [28, 29, 31, 5, 32, 33, 34, 35, 36].

(ii) Causal and counterfactual explanations reveal causal dependencies among input features and predicted outcomes. Causal explanations can be obtained with methods such as causal modeling or approximate decision trees [37, 38, 39, 40]. For instance, a causal explanation for why Nora was recommended for rejection might be that some of her input features, such as her ethnicity, led to a lower score for her predicted performance.

(iii) Example-based explanations, such as prototype explanations, generate information by comparing one data instance to a similar one or to a particular prototype [41, 42, 43]. For an instance of this kind of explanation, consider Aron, who with a very similar CV to Nora but a longer job longevity, was given the job.

Thus, explanations of the kind (i) – (iii) produce information on relevant and important input features for prediction outputs in particular scenarios of interest (Nora’s rejection, for example). This information gives feature-based responses to explanatory questions (3) and (5). However, mere responses to these questions do not satisfy the need for multiple normative and social considerations (e.g., those that would allow trust in algorithmic predictions) that
I outlined in the previous section, and that motivate the attempt to recognize what explainable AI is in the first place. For example, a feature-based explanation generated by a saliency map might observe how the algorithm might have reasoned in a particular case (such as in Nora’s rejection) by highlighting the patterns that the model is looking at, but it does not explain (or try to explain) why we should trust this prediction.

In the remainder of this section, I discuss three other kinds of explanation, that unlike feature-based token explanations, provide design-relevant information to respond how a certain prediction may be obtained. Consequently, these three explanatory types can respond to questions (1), (2), and (4).

2.2. Design explanations

ML algorithms incorporate an amalgamation of inductive reasoning and mathematical optimization to learn and perform a task, such as predicting the likelihood of the occurrence of an outcome. The particulars of the algorithmic design, such as the choice of loss function (e.g., least-square or exponential) and the learning style (e.g., supervised or unsupervised), determine the inference outputs of the algorithm.

This section indicates that because the reasoning of an ML algorithm is defined in terms of mathematical and optimality facts, these must govern and determine how the data are processed. Therefore, such facts must (partially) explain why a given algorithmic output is obtained. Consequently, the mathematical design of an algorithm provides mathematical explanations for why an algorithmic outcome can be achieved. A recent study, for example, shows how two different design approaches to ML algorithms (convolutional neural networks [44] and capsule networks [45, 46]) differently explain why an image is classified one way rather than another, and in some cases, choosing a different mathematical design for an algorithm produces a significant difference to the generated output.

Decisions made on the basis of ML predictions encode the normative claim that algorithmic inference via certain mathematical and optimality constituents
is the right way to produce outcome predictions because they play a central role in explaining why a given outcome for a deployed ML algorithm is obtained.

To make the significance of a mathematical explanation of explainable AI more concrete, I provide a simple example that may fix the relevant intuitions regarding the explanatory power of mathematical facts in explaining pricing in the insurance industry.

2.2.1. Mathematical and optimality explanations

In the insurance industry, statistical methods are used to calculate risk premiums based on the past behavior of a certain population rather than of a single individual. The cost of one’s insurance policy depends on one’s assessed risk. This risk represents the likelihood of making an insurance claim, and the lower that risk, the lower the assigned premium. Insurers rely heavily on statistical rules governing large numbers and on the central limit theorem to determine how much they are likely to pay out by calculating risk premiums. For instance, the central limit theorem warrants the use of a Gaussian distribution for estimation and likelihood definition when sums of independent and identically distributed random variables are considered. The law of large numbers and the central limit theorem, as established mathematical facts, can be used to explain the pooling of losses as an insurance mechanism, and they also explain why larger numbers of policyholders strengthens the sustainability of an insurance company’s business by reducing the probability that its pool will fail [47].

In a similar vein, consider a learning algorithm that classifies whether a tumor is malignant or benign. The explanation for the classification of a given tumor as malignant rather than benign is determined by calculating highly probable similarities to an analyzed statistical sample that suggest that the tumor is like other malignant tumors. Such probabilistic similarities are warranted through mathematical facts that are constitutive of their learning style from data sets. In sum, because such mathematical facts partially govern and influence the design of the decision procedure, they are among the explanatory factors indicating why one or another outcome is achieved. Returning
to Nora’s rejection, the recommendation is obtained from warranted statistical paths, in terms of which the ML algorithm is defined, designed, and governed. If a different set of mathematical assumptions is chosen to guide the algorithm’s inferences, a different decision outcome would have been produced. Having established the explanatory relevance of certain mathematical facts for AI reasoning, I now make a case for the explanatory role of optimality results to the predictions of ML algorithms.

Most ML algorithms are defined to optimize a particular objective function (primarily a loss function) for the purposes of their training. Supervised learning algorithms, for instance, require an optimization problem to be resolved such that the total loss function for expected accuracy is minimized using methods such as the stochastic gradient descent. The loss function is minimized by continuously updating the weights in an artificial neural network, for example, using methods such as backpropagation.

Backpropagation is based on four fundamental mathematical equations [48]. Why should we trust that these equations will perform the task we want them to do? Simply, we can mathematically prove that the equations are true and successfully enable the algorithm to learn with a high degree of accuracy. Hence, mathematical proofs guarantee the efficiency of the use of backpropagation in an ML prediction problem. This shows that the optimality facts that warrant the algorithm’s output also partially explain why that decision output is obtained. For instance, in case of Nora’s hiring, the algorithm is designed to optimize certain success criteria, such as low probability of quitting a job for a (set of) chosen target variable(s). The choice of a particular loss function partially determines why Nora is rejected, so it (partially) explains this decision.

Indeed, adopting different learning algorithms requires making several pragmatic choices that guarantee the algorithmic performance and handling of computational complexity (e.g., how the algorithm’s reasoning style should

---

5The total loss of the network is the sum of loss for all output-layer nodes or the composition of all loss functions at the nodes of the output layer.
adjust weights, what the activation function should be at each node, and how many nodes and layers are required to set up the algorithm). If a different mathematical instantiation had been used (such as a different loss function or regularization), a different algorithmic output could be produced.

So far, I have discussed that in addition to the three kinds of feature-based token explanations – correlational, causal, and example-based – there are also design explanations that are pertinent to understanding AI outputs, and hence to the design of an explainable AI. The point here is that because these mathematical and optimality constituents define the algorithmic reasoning style, they impact how the outcome is determined. Hence, the mathematical constituents of the algorithm’s inference-making must manifest themselves in the explanation that indicate why a particular algorithmic prediction is obtained. The philosophical literature on mathematical (and non-causal) explanations can help us better to ground the varieties of AI explanations within a unifying whole.

2.2.2. Mathematical explanations: conceptual and philosophical foundations

The question of what an explanation is has been central to philosophy for centuries. Contemporary philosophers have given extensive attention and care to characterizing the various aspects of explanation, in particular since Hempel [49]. These discussions tend to focus on answering one of the following three questions. (1) Can explanations be reduced to causal explanations, or are there genuine cases of non-causal (e.g., mathematical) explanations? (2) Can we, and if so how can we, specify the necessary and sufficient conditions for an explanation? (3) How do non-causal explanations work, if they are at all valid?

In [49, 50] an account of explanation is offered that emphasizes its argumentative nature. That account describes explanations as having two constituent parts: the thing to be explained, or the explanandum, and the thing that explains, or the explanans. It is stipulated [49, 50] that the explanandum must logically follow from a set of explanans that contains at least one law-like generalization. The argumentative nature of the explanations generated by AI
systems has been described by [23, 51], among others. The account of explanation put forth by [49, 50], however, was ultimately found to be too permissive, allowing for irrelevant generalizations to be counted as instances of explanans.

Recently, several philosophers have argued that an important but hitherto unnoted element in the account of explanation is the provision of causal information. Thus, perhaps explanations are arguments that provide information about causal relations in the world [52, 53]. If so, what role does mathematics play in explanations? Some have suggested that mathematics merely represents causal relations. However, not everyone agrees with this. Several philosophers relying on studies in the physical and social sciences, have argued that the discussion of what explanations are and what sort of information they likely provide also requires an unveiling of non-causal (e.g., mathematical) information as an explanans [54, 55, 56, 57, 58, 59, 60, 61, 62]. Two simple examples indicate the insight that guides this perspective.

To explain why a mother without the ability to break stones and with the desire to divide 23 stones among her three children cannot do so, one can appeal to the mathematical fact that 23 is not evenly divisible by 3. This mathematical fact, not any causal relation, is responsible for the mother’s failure. For another example, consider the problem of the Seven Bridges of Königsberg [59]. This problem describes four parts of a town that are connected to each other by seven bridges. To explain why no one can cross all bridges exactly once on one walk, it is needed to appeal to a set of mathematical facts that were proven by Euler. First, an Euler path is defined as a path through a graph that crosses each arc exactly once. Then, it is proven that a graph has an Euler path only if either of the following two conditions is satisfied: the number of arcs that pass from each node is even, or exactly two nodes feature an odd total number of arcs passing from them. As neither of the conditions are satisfied in the case of the Königsberg problem, no Euler path can be found. This demonstration explains why the problem of crossing all seven bridges exactly once is insoluble.

More broadly, some philosophers have argued that mathematical facts explain a variety of empirical phenomenon better than causal information does,
across a range of sciences, from condensed matter physics to evolutionary and developmental biology or computational neuroscience [54, 55, 56, 61, 58, 57, 60]. Other examples include cases of optimality or statistical explanations where reference to an optimality or statistical fact is responsible for the explanation of empirical phenomena such as natural selection or genetic drift [54, 61, 63]. These philosophical discussions may place the nature of AI explanations regarding algorithmic decisions in the proper light. Below, I present two apparent examples of algorithmic outputs whose explanations must include mathematical information.

A Boeing 737 Max 8 aircraft crashed during Lion Air Flight 610, killing all 189 occupants [64]. This aircraft had an algorithmically controlled stability system for adjusting the angle of the airplane. A fault in the design of this algorithmic system has been reported to be among the main reasons why the crash happened. The design relied heavily on one sensor. When this sensor malfunctioned, an inaccurate signal was sent about the airplane’s angle. To compensate, the algorithmic system pushed the airplane’s nose down, but without sensor information indicating the success of the motor, the system continued to push the nose down, causing the crash.

What explanation do we give for the crash? Poor algorithmic design is among several explanations. If an algorithm with a more robust design had been used, a different decision outcome would have been obtained. Alternatively, consider the case of a linear programming optimization algorithm assigning a hospital’s nurse scheduling plans. The reason that a particular set of nurse schedules is created is partly due to determining the results through the linear programming optimization. The point made concerning these two examples of algorithmic decision systems can be generalized. Because mathematical-optimization constituents are situated at the heart of any ML system, the decision outcome is governed and determined by what a set of mathematical bits mandate.

We have argued that, in addition to feature-based token explanations, mathematical and optimality facts can also produce significant explanations of an
AI system’s output. In the remainder of this section, I briefly discuss the importance of two other design explanations, representational explanations and training data explanations, for the outcomes of an algorithmic system.

2.3. Representational explanations

Any ML system requires commitment, even if it is not explicitly acknowledged, to a choice of what features of the world will be taken as relevant for its learning. These features will be among the main building blocks for which the outcomes of the system of interest are analyzed and algorithmic predictions are made and explained. Therefore, the choice of features representing a system and their corresponding quantitative values also play a role in explaining why an algorithmic prediction is made: I call these the representational explanations.

Providing an appropriate representation of a target phenomenon in quantitatively measurable terms requires having clear and distinct ideas about the constitutive parts of the target whole and the relationships among the parts. This requires choosing what features of the target will be considered important and relevant to the representation. It also requires having access to appropriate quantitative measures of these inputs. These quantification demands are not the only objective way in which consequential scenarios can be tackled. Indeed, they are grounded in various economic motivations, and are rooted in particular perceptions of humans, values, and status [65].

Such quantifications are a necessary building block for learning and performance in AI systems. Deep learning algorithms, for example, impose a special representational demand: a correspondence setup, in quantitative terms, between the input layer of the network and the source of the input layer data coming from the real world. The use of predictive deep neural networks requires all of the significant elements of the feature space (e.g., Nora’s features) that are relevant to the decision-making situation to be reduced to a set of measured quantities.
Abstracting away from any real world entity (such as Nora’s reality as a candidate) toward a particular set of representative features (Nora’s longevity in previous employments or her ethnicity) that should be quantified requires commitment to a particular set of epistemological and ontological assumptions, as I discuss in Section 4. The representational choices made with respect to the decision problem constitute a response to explanatory question (4), Why and how does this representation of Nora, in terms of quantified and measured input features, produce this recommendation? The answer indicates the following assumption: the precondition for using these algorithms as decision-making tools is that the relevant features of Nora, as a person, must be reduced to quantifiable variables, measured, and then fed as input data to the algorithm.

Why should we care about representational explanations? They provide responses to questions such as how to represent and why and how to measure pertinent features. These explanations bridge technical aspects of prediction-based systems and ethical debates concerning the use of AI systems: the choice of the socially and normatively significant values that pertain to decision outcomes. If the representation of the decision-making situation were to be very different (e.g., if the decision problem was represented by features that are not quantifiable on a cardinal scale, such as dignity, where we assume that dignity is not quantifiable), we might obtain a different decision outcome. Indeed, as anthropologists and sociologists have argued, the quantitative indicators that represent various phenomena are seductive in their promise to provide concrete knowledge on how the world works. However, they might be unsuccessful in their pairing with context-rich qualitative conceptions of the targets they aim to appropriately and faithfully capture.

2.4. Training data explanations

The last piece of explanatory information related to our discussion explores why one or another prediction is generated given what the algorithm has learned from the training data set. During the generation of each data set, practical considerations necessarily play a role in specifying its size and repre-
sentativeness (e.g., the choice of feature vectors and their target outputs).

As several have argued, the choice of social and political value-judgments specify what categories the training data set represents, and how it does so [67]. I call the set of explanatory information that pertain to the specification of the training data set, the training data explanation. If the data set only includes information about the qualification of applicants under the age 24, the algorithm learns different patterns compared to a data set including information about applicants under and above 24. In the case of Nora, for instance, the size and the inclusiveness of training data set play a role in what the algorithm learns, what it recommends, and so provides answers the explanatory question (1).

3. The many faces of AI explanations

We have discussed six kinds of explanation of AI outputs, each of which partially explains why a given prediction outcome is reached: three kinds of design explanations capture how design choices determine an AI’s decision outcome, and three kinds of explanations provide feature-based information on dependency relations (correlation, causal, and example-based) between particular input and output features. Bringing this together in Figure 4, we obtain a schema that incorporates the six kinds of explanation pertaining to the output generation through an opaque algorithmic system. According to a maximalist conception of explanation, the specific epistemic demands of different stakeholders and the normative significance of the explanations must be factored in. Then, the design and feature-based token information together explains why and how certain algorithmic outcomes are warranted.

Our framework shows that in different dimensions, design explanations which are not necessarily popular targets of analytical methods are important for the determination of AI outputs. Hence, they should be considered to be part of the philosophical framework for explainable AI systems.

Why should we care about this pluralistic picture for AI explanations? Because explanations are reasons, and the explanation for why an ML decision
is achieved is determined by what the algorithm has learnt, its reasoning style, and the way that the decision target is represented and measured. Only after these sets of design elements are chosen, can the search for relationships with a data heap begin, and feature-based token explanations can make sense. Hence, design explanations must not be excluded from the exposition of explainable AI. Moreover, the complementary, rather than competitive, nature of explanations distances us from arguing about whether any unique explanation of AI is the right one.

Why adopt a maximalist conception of AI explanations? The importance of understanding the social and ethical implications of high-stakes AI decision making prevents us from setting minimum requirements on the kinds of explanations an AI system must generate. This insight is deeply rooted in the pragmatist tradition of understanding knowledge, in particular the idea that knowing the world is inseparable from expressed agency within it, and the potential impact of this agency in improving this world in a dynamic way. For example, Dewey’s [68] draws our attention to the relationship between the legal and economic organization of societies in determining the justification for the production and the use of knowledge for merely economic benefit, rather than the broader benefit of the general public. As this pragmatist approach and the
more recent calls for diversifying approaches to the redesign of AI ecosystems (to redistribute power and justice) suggest, an appropriate philosophical framework for intelligent systems that explains their decisions must open sufficient space to show how ethical and social values (as held by different stakeholders) relate to the evaluation of explanations.

Because ML algorithms first learn from data sets that are deliberately curated, the evaluation of the reliability of an algorithmic inference must follow the design choices that are made. The proposed explanatory schema broadens Pearl’s ladder of causation [69] by encompassing various design and token feature-based explanations for AI decision outcomes.

While in some cases, the generation of partial explanations is sufficient to satisfy the explanatory goals of a particular end user, a more pluralistic conception of AI explanation would appear to be more useful and trustworthy for assessing the social and ethical implications of AI decision making. This schema, therefore, does not imply that all of these explanations are required in all cases of algorithmic decision making, for all stakeholders, and for all normative and social considerations. When the outcome of an algorithm has no significant impact (such as in classifying images of dogs by breed for entertainment purposes) perhaps the hierarchy of AI explanations does not appear that helpful. However, for consequential decision making in sensitive contexts, where social and ethical challenges are relevant to the opacity of the algorithms, the hierarchy of AI explanations will be very useful. I turn to this topic in the next section.

4. Background assumptions and value-ladenness of AI inferences

Identifying the explanations that pertain to AI outcomes does not end the AI explainability debate. The value of such explanations depend on their role in the generation of the understanding of various epistemic, social, and normative considerations. On the one hand, AI explanations must be interpreted and judged according to the epistemic requirements of the stakeholders: operators
need to know the description of the inputs that are entered, and the outputs that are generated, whereas decision subjects seek to know what factors contribute to a particular outcome. On the other hand, the relevance and effectiveness of explanations of the consequential decisions made by algorithmic systems should be evaluated in relation to presumed social and ethical values based on which the AI system is designed and the outcomes are determined.

In this section, I develop a philosophical framework for explainable AI that consists of three desiderata: the kinds of explanations discussed in the previous section (reasons), background assumptions that explicitly identify the relevant ethical and social judgments that underlie AI inferences (values), and stakeholders with their epistemic demands. This constitutes the RVS framework for discussing AI explanations. Figure 5 presents a framework that maps each set of values to different types of AI explanations. Stakeholder status can be mapped to kinds of explanations as sketched here, and depending on what matters and how it might matter, stakeholders can challenge assumptions about systems via explanations.

The reasons, as asserted, are the varieties of design and feature-based token explanations. Stakeholders are a broad set of entities that goes beyond those who are directly in charge of system analysis, including a broader group with computer scientists, ethicists, social scientists, policy makers, and end users who seek to make sense of the algorithmic outputs. The use of value judgments entail social and ethical ramifications. I start by giving background to indicate the significance of social and normative values for AI explanations.

Arguments for inherently significant value assumptions in scientific and AI inferences have been thoroughly discussed in the philosophical literature (see, for example, [70, 71, 72, 73, 74, 75, 76]). I start by briefly recalling some of the most prominent of these arguments.

4.1. Representations: ontological, epistemological, and measurement biases

As [75, 76] point out, several ontological and epistemological assumptions inform the choice of features representative of the decision scenario. Ontologi-
cal assumptions entail a belief in what there is and what the things are whose existence we take into account. Epistemological assumptions entail that representative features can be sufficiently formalized and quantitatively captured.

For instance, in Nora’s case, job candidates can be represented by a set of four features: age, longevity in their previous employment, education level, and gender. Here, we find ontological assumptions: these features exist and are relevant to AI inference making. If we assume that gender (or its proxy) is considered a representative feature, a feature-based token explanation for Nora’s rejection is that she is female. Is this a good explanation? No, if we are not legally or ethically motivated to take gender as an existing representative feature for such a decision scenario. This explanation (even if it is true and understandable to the decision subject) is not a good explanation for Nora’s rejection. Hence, if the decision subject is aware of the legal and ethical values, she does not accept this explanation even if it is true. Here, the problem is that the AI system makes an incorrect epistemological assumption about the relevance of Nora’s gender to its inference making.

In this case, the AI system should not have used this features in the first place. Representational explanations make explicit the set of ontological and epistemological assumptions that are involved in an AI’s inference making. The values and assumptions that underpin the choice and utilization of a particular feature in the prediction-based system play a role in the evaluation of a representational explanation of AI.

The way that representational features are measured and quantified is also rooted in epistemological assumptions that have normatively important ramifications. For instance, consider the recent study by [77] that analyzes healthcare allocation systems to assign scarce and costly healthcare resources to those who would most benefit from them. To resolve this allocation problem with an AI system requires measurement of the benefit of healthcare resources. [77] showed that when benefits were measured in terms of predictions of healthcare costs, they came with morally significant negative results regarding the decisions for the allocation of resources among Black patients. Therefore, explicitly
clarifying how we come to know and make sense of the benefits of health care resources would matter greatly to the evaluation of the system.

Returning to Nora’s example, suppose that the algorithm takes four measurable features that describe Nora into account, and finds correlations between the input features and the decision outcome. The correlations constitute the explanation for why a decision outcome is achieved. Let us imagine that a society has strong reason to believe that Nora has the feature “autonomy to overcome difficult circumstances,” that this feature matters for hiring purposes, that Nora’s background proves she has used her autonomy to overcome extremely difficult circumstances, and that this autonomy is not derivable from the quantified input features required by the decision-making algorithm. Thus, society then cannot accept the explanation that Nora is rejected due to a mismatch between its background assumptions (autonomy as a non-quantifiable feature relevant to the decision-making context) and the four salient, quantified input features used in decision making.

The way that significant features of a population are defined and sampled is rooted in ontological and epistemological assumptions such as what the relevant features of the population are, and how we can or should recognize and represent them. Evaluating the value and significance of these explanations matters for a critical analysis of the AI system in a normative and socially important standpoint. These explanations matter not only to policy makers, auditors, and ethicists, but also to responsible system developers who care about the social impacts of their systems. Ultimately, representational explanations make ontological and epistemological assumptions and measurement biases explicit, and enable stakeholders to provide normative reflections on the adequacy of the correspondence between decision target in a sensitive context and the corresponding reasons for why a given AI outcome is achieved.

4.2. Training data: source, size, inclusiveness, and inductive risk

There are two broad sources of value judgments that are relevant to the evaluation of training data explanations.
The first regards practical decisions on the inclusiveness and size of the data, along with the manner in which it is gathered. These practical decisions can have direct or indirect impacts on what the algorithm learns from past data [78], and how it can draw inductively reliable inferences about unobserved data. For example, [67] have provided a detailed analysis of the political and ethical judgments pertaining to the formation of data sets, such as ImageNet for training ML algorithms. Moreover, several sources of social bias may relate to the training of an algorithm and can give these algorithms a biased spin as historical sources of bias seep into data generation and training. Returning to Nora’s example, a more culturally and demographically diverse data set could change what the algorithm learns and how it predicts Nora’s future success.

The second is rooted in arguments on inductive risk ([70, 72, 79]), which indicate that scientific inferences are subject to a level of error. The idea is that because no evidence can establish the validity of a prediction with certainty, its acceptance must always carry a degree of risk. Because there are different error types, managing how much and why each error type matters must be subject to ethical, political, and social value judgments more than any epistemic criterion (such as accuracy or consistency). With a stretch of the imagination, this argument applies to cases of algorithmic inference as well, and ties closely to decisions on the sufficiency of training data explanations and feature-based token explanations.

Hence, for instance, for setting up a system to explain the AI prediction leading to Nora’s rejection, explanatory responses to these exemplary questions must be incorporated: why does a training data set about others influence the judgment about Nora’s application? That is, why does one training data set, rather than another (with having a different size or error distribution) impact the judgment about Nora’s application?

4.3. Mathematical and optimality inferences: No Free Lunch and reasoning style

There are two main sources of value judgments that are relevant to the evaluation of the acceptability of mathematical and optimality explanations.
The first source is rooted in theoretical results about ML systems known as the No Free Lunch theorems, which indicate the limitations that algorithms have in performing what they can do. For instance, [80] shows that no supervised learning algorithm universally performs better than any other, and [81] shows that “if an [optimization] algorithm does particularly well on average for one class of problems then it must do worse on average over the remaining problems.” This means that it is not possible to choose the algorithm that will be best to solve any problem. Mathematical and optimality explanations reveal how an algorithm’s particular setup affects individuals, and whether this setup is the right one in relation to various criteria, such as reliability and robustness.

Second, it is not clear why a mathematical-optimality system should make this type of decision in the first place. Critical scrutiny is required to address questions such as the following: Why does an amalgamation of statistical and optimization-based reasoning should make the decision whether to hire Nora? If the algorithm is justified, why do these and not those hyperparameters create the algorithm? These types of question connect mathematical and optimality explanations to varieties of explicit or implicit endorsed values and value judgments for setting up an algorithmic perspective and why one or another ML outcome is obtained. These value judgments acquire a significant ethical and political weight when ML algorithms are used in sensitive social contexts, such as in parole and bail decisions in the criminal justice system. Determining the basis of ML predictions encodes the normative claim that inferences via this arrangement of mathematical and optimization thinking is the right way to make decisions. Rather than drawing inferences in this way with an ML algorithm, we could of course use a different reasoning style. For instance, we could situate the problem in a unique context and set the standard for a right decision by permitting relevant human hunches and intuitions, cognitive biases, and historical sensitivities to arrive at the decision outcome. As another alternative, we could appeal to a reasoning style that incorporates the two reasoning approaches to decision making, both a statistically optimal one and an intuitive one, to arrive at a decision outcome [82, 83, 84].
The difference between the choices of reasoning style can be clarified by distinguishing between the kinds of discernment capacities that differ between humans and ML systems [75]. Smith (2019), for instance, reserves the term “reckoning” for calculative rationality of present-day algorithms. This capability is empty of any ethical commitment, authenticity, or deep contextual awareness. He uses “judgement” to refer to the human capacity for understanding the relations between appearances and reality in an authentic way that grounds one’s contextual awareness and ethical commitments. This authentic understanding of the situation of the decision making, which an ML algorithm seemingly lacks, may impact what the decision output is more than a calculative optimal-statistical reasoning style. To make this point more concretely, I give a simple, real-life example of judgment based on a uniquely human capacity. This example is intended to show how non-calculative judgmental capacities, due to their authentic and contextually aware features, might not be taught to a deep neural network, and therefore such an algorithm cannot use them to arrive at its decisions.

The acceptability of statistical-optimality reckoning is tied to the background assumptions on the legitimacy of this style of reasoning as opposed to nonstatistical judgment. A statistical-optimality explanation sheds light on average behavior of a population sample. By definition, statistical information and inferences are about group behaviors. For instance, the law of large numbers and the central limit theorem only hold true for large data corpora, as certain conditions are satisfied by random variables rather than any single individual. Hence, the decision outcomes obtained from statistical inferences could suffer from limitations regarding the explanation of why one decision, at an individualistic level, has been obtained given the behavior of others. More specifically, the hard question remains to be investigated about how a highly probabilistic outcome justifies a decision result at an individual level. Of course, I do not suggest that statistical inferences are problematic in many contexts. Such inferences are relied upon all the time, and indeed, contemporary scientific inquiry is based mainly on this mode of inquiry. Rather, sensitive social decisions
might not always demand a scientific mode of reasoning, and making the best
decision might require the involvement of several types of expertise to decide
whether to adopt statistical reckoning or a non-statistical judgment. To make
this point more concrete, I give a simple real-life example of a judgment based
on a uniquely human capacity, which probably cannot be taught to a deep
neural network.

In April 2019, a 96-year-old man, Mr. Coella, was charged with exceeding
the speed limit in a school zone in Rhode Island [85]. In court, Mr. Coella
explained that he was taking care of his 63-year-old, handicapped son, who
has cancer. The reason he gave for exceeding the speed limit is that he was
driving his son to the doctor’s office. The judge, rather than reaffirming the
law to decide Mr. Coella’s case, decided that Mr. Coella was “a good man”
and that his actions were “what America is all about.” Accordingly, the judge
dismissed the case. It is extremely difficult, if not impossible, to believe that
the features captured by the idea of “goodness of a man” and “what America is all about,” which impacted the decision outcome in this case, could be
meaningfully quantified, measured, represented, and learned by a deep neural
network. In this example, the judge’s decision output seems to lack any useful
appeal of statistical reasoning.

4.4. Feature-based correlation and causation: cause-effect bias

Correlational explanations must be evaluated against various probabilistic assumptions regarding the nature of particular random variables, such as, the possible correlation, say, between Nora’s ethnicity and her rejection.

The significance of correlational explanations is also tied to a variety of biases that could become insinuated, such as cause-effect bias, the common fallacy that correlation implies causation.

As with causal explanations, some assumptions appear regarding the appropriateness of the use of causal modeling for intervening and manipulating relevant features; for example, it is controversial whether we can really intervene in social categories such as ethnicity or race to generate this type of causation.

4.5. Assumptions for example-based explanations: reference class problem

Example-based explanations are judged and evaluated with reference to background assumptions on, for instance, the reference class from which we draw similar instances to the decision outcome. An example-based explanation for why my credit card application is rejected might be that if I had John’s age and salary, my application would have been approved. These explanations might be clear to lay people, but they cannot reveal the actual factors on which the decision outcome is based. Keeping the level of discussion at such a level of minimal information might allow private-sector actors to hide other factors that are more like the main reasons for why a certain decision outcome is achieved.

Population selection is important, and the choice of the comparison term for Nora is an instance of the reference class problem: the very choice of what categories to compare to impact the outcome. Several solutions have been posed to the reference class problem; for example, proposes to resolve the problem by picking the narrowest reference class for which there are adequate statistics. How is the narrowest class to be determined? The answer is
necessarily loaded with undecidable concerns, such as the criteria of statistical adequacy.

Finally, the RVS framework relates relevant explanations and required value judgments to make sense of them to different stakeholders. Who are the stakeholders? Six main categories are suggested by [26]: decision subjects, data subjects, examiners, creators, operators, and executors. I, however, think that this categorization does not acknowledge the importance of philosophers, social scientists, ethicists, and critical thinkers (a group that I broadly call normativity thinkers), whose aim is to provide a critical analysis of AI systems in relation to values and assumptions. Figure 5 illustrates a set of stakeholders for the assessment of AI explanations and the values judgments required to make sense of the acceptability of explanations of AI inferences. The RVS framework can be used to enable a conversation with the consumers of explanations on reasons and values. The categorization of stakeholders can be adapted to different contexts.

5. Discussion and conclusion

Truly opaque AI predictions have the potential to detrimentally affect lives. As a result, explanations for why such predictions are made deserve considerable attention. In this paper, I proposed a multi-dimensional philosophical framework that would bring focused recognition of the importance of the multiplicity of AI explanations, and illustrates how various value judgments, normative considerations, and technical aspects of the ML inferences can be interrelated.

The RVS framework is flexible in accommodating a broader set of technical, legal, and critical stakeholders to evaluate explanations in relating reasons, values, and assumptions required for the acceptability of those reasons as related to different stakeholders. Moreover, the RVS framework for designing intelligent explainable systems facilitates a more dynamic, diverse, and interdisciplinary approach to reflecting, criticizing, mitigating, and improving the
algorithmic ecosystem. Because the designers of algorithmic systems, typically, have far more power over the system than those individuals impacted by it, the RVS framework provides a critical landscape for engaging in a more democratic and cooperative way to understand and improve AI ecosystems via AI explanations. This philosophical framework enables and encourages the perspectives of those impacted by an AI system to shape the evaluation of explanations from their system and its decisions. The RVS framework also shows that the set of stakeholders related to algorithmic decisions should become broader and come to incorporate critical and normative disciplines such as philosophy and social and technology studies in their development. The framework is broad and general. It can be shortened and reduced in some contexts if sufficient justification is provided in relation to its shortening.

Where to go next? I believe that the RVS framework can act as a useful schema for designing experiments for human-in-the-loop evaluations of values and acceptability of different AI explanations across a diverse context. For example, we can test whether for a consequential decision context, an evaluation of the quality of AI explanations would change with and without access to the sets of values assumed for the design of the system. Moreover, adapting this framework to the specifics of various decision contexts, such as drone delivery, is an interdisciplinary task to be done.
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