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Abstract: Diesel engine fault diagnosis is vital due to enhanced reliability and economic efficiency requirements. The extracted features in traditional fault diagnosis are constructed manually, which is very cumbersome because of the requirement for lots of expertise. To handle this issue, this paper proposed a variational stacked autoencoder (VSAE) to adaptively extract features from angular domain signals. As an unsupervised algorithm, VSAE can extract high-level features with the help of multiple encoding layers. Layer-wise pre-training and fine-tuning are introduced to get a better network initialization value. Moreover, the dropout technique and the batch normalization technique are carried out to prevent over-fitting and implement fast convergence. Finally, the harmony search optimizer (HSO) algorithm is introduced to get an appropriate hyper-parameter setting in the VSAE model, as well as make adaptive adjustment of the network structure. In order to verify the proposed method, the valve train fault data is collected on the diesel engine test rig under twelve operating conditions. The results indicate that the proposed scheme can effectively diagnose different degrees of intake valve fault, exhaust valve fault, and coupling fault under various operating conditions. Furthermore, the classification accuracy improved from 94.10% to 98.85% VSAE compared with stacked autoencoder (SAE) and some other traditional fault diagnosis algorithms.
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1. Introduction

As a critical power source, diesel engines are an irreplaceable part of heavy industry, agriculture, nuclear power, and other fields. It is common that diesel engines are subject to fault because of their complex internal structure and harsh operating environments [1–3]. This may lead to failure of the entire system if the fault is not diagnosed in time, threatening the operator’s safety and causing great economic loss. For example, the valve train is a particularly important part of the diesel engine, which is mainly composed of intake valve, exhaust valve, rocker arm, pushrod, and tappet. A healthy valve train guarantees correct timing of the valve, that is, intake and exhaust at the time of default. Besides, a normal valve train clearance is also vital for thermal compensation. However, because of the impact of various vibrations sources, the valve clearance frequently trends to increase due to component wear after too many operating hours, reducing the efficiency of the diesel engine. It can even
deteriorate into a valve fracture fault, reducing reliability [4–7]. Therefore, research on diesel engine health monitoring and fault diagnosis is valuable and urgently needed. Fortunately, related research work is extensively investigated and many algorithms are developed to diagnose fault based on thermal parameters, vibration signals, acoustic emission signals, or some other signals [8–10].

The basic scheme of fault diagnosis generally consists of three successive stages: data acquisition, feature extraction, and decision making. Feature extraction, which is manually performed with the help of signal processing methods and statistic methods, plays a critical role in the performance of the diagnosis. It is a very common technical route to perform time domain, frequency domain, and time-frequency domain analysis based on vibration signals obtained by installing acceleration sensors. There are many existing methods based on the above, such as Fourier transform (FT), short-time Fourier transform (STFT), continuous wavelet transform (CWT), Wigner Ville distribution (WVD), Choi–Williams distribution (CWD), singular value decomposition (SVD), empirical mode decomposition (EMD), variational mode decomposition (VMD), and sparse time-frequency analysis (STFA). In [11], STFT, WVD, and CWD were utilized, respectively, for detailed scrutiny of vibrations generated by an under-load engine, and the root mean square (RMS) and kurtosis of vibration signals were calculated to perform the fault diagnosis of injectors. In [12], discriminative non-negative matrix factorization (DNMF) was carried out to capture the features of time-frequency image, which were then passed to k-nearest neighbors (KNN) to implement the diagnosis of the diesel valve fault. In [13], STFT and CWT were developed to mine the features of the time domain signals, and the maximum, mean, and energy of the engine vibration were found increased significantly in the frequency band of 3–4.7 kHz when the piston has a scratching fault. In [14], an improved VMD was proposed for signal decomposition, and then instantaneous energy distribution-permutation entropy was implemented for feature extraction. Unfortunately, in spite of many existing algorithms on feature extraction, these processing and feature extraction algorithms are difficult to absolutely adapt to specific signals. CWT has achieved satisfactory results in the time-frequency analysis of non-stationary signals, but the wavelet basis and decomposition scale need to be manually selected, which restricts the performance of self-adaptation. EMD can adaptively decompose signals into several intrinsic mode functions according to their characteristics. Nevertheless, it has the flaw of the mode mixing and the end effect. The number of modes in VMD plays a critical role in the decomposition result, but the parameter is selected based on prior-knowledge. In general, signal processing based on expertise or prior-knowledge will inevitably lead to information missing. The experience limitation of the fault mechanism can make the performance of these algorithms unsatisfactory.

Fortunately, with the deepening application of machine learning in the industrial field, some emerging intelligent fault diagnosis algorithms have demonstrated inspiring results [15]. Among them, the emergence of the stacked autoencoder (SAE) has brought us a new method of feature extraction, that is, the hierarchical extraction of deep abstract features directly from the raw signal via unsupervised or semi-supervised training [16]. Compared to traditional manually chosen features, the features extracted by SAE adaptively retain the most representative information based on the characteristics of a signal. In addition, a lot of signal processing work is simplified due to the end-to-end network structure. Therefore, SAE has been employed by many scholars to address machinery fault diagnosis, and the performance is remarkable. In [17], the features of fault bearing under different crack sizes were obtained with the help of SAE, and not surprisingly, the fault diagnosis of bearing crack was effectively performed. In [18], a SAE feature mining method was developed to diagnose gearbox fault from frequency-domain signals, and two gearbox datasets were collected to confirm the effectiveness of the proposed method. In [19], a stacked denoising autoencoder (SDAE) was established to carry out layer-wise feature extraction from vibration signals in the frequency domain. Then, principal component analysis was used to verify the feature extraction ability. In [20], a SDAE was introduced to automatically learn in-depth features from complex data. Combined with an improved regularization method, the model achieved an impressive result. Moreover, the regularization parameters changed depending on the layers of the SDAE. However, most of the above studies are the introduction and application of SAE, or the improvement of the structure in SAE, or the optimization of specific hyper-parameters. Because of the deep network structure of SAE,
there are many hyper-parameters that can have a significant influence on the performance of fault diagnosis. The multi-parameter joint optimization in the SAE model is still an urgent task for current research. Besides, when SAE is utilized for reciprocating mechanical feature extraction, the test data that is quite different from the training data in the operating condition may lead to an insufficient performance. Therefore, the new network design of SAE still should be investigated to adjust to multiple operating conditions.

In this paper, a variational stacked autoencoder with harmony search optimizer (HSO–VSAE) method is carried out to handle the diagnosis of a diesel engine under multiple operating conditions. The proposed algorithm is verified by the case of a 12-cylinder diesel engine data that consists of a normal intake valve train fault and an exhaust valve train fault under 12 operating conditions. The main contributions of this paper can be summed up as follows: (1) In order to overcome the dependence of prior knowledge in traditional feature extraction, a novel variational stacked autoencoder (VSAE) model is proposed to mine high-level features adaptively from angular domain signals considering multiple operating conditions. (2) The dropout technique and the batch normalization technique are introduced to get over the flaw of over-fitting and the internal covariate shift problem in the deep layers of SAE. (3) In order to achieve the multi-parameter joint optimization in the proposed model, the harmony search optimizer (HSO) algorithm is adopted to adjust the network structure for a good match with the given data set.

The rest organization of the paper is as follows. In Section 2, the theoretical background of VSAE and HSO is introduced. Section 3 presents the proposed HSO–VSAE method for the fault diagnosis of diesel engine. Section 4 describes the diesel engine test rig and the data obtained. Section 5 details the experimental results of valve train diagnosis based the proposed method. The conclusions are presented in Section 6.

2. Theoretical Background

2.1. Variational Stacked Autoencoder

2.1.1. Autoencoder

Autoencoder (AE) is a type of artificial neural network that is symmetric in terms of network structure. It is a very effective feature extraction method based on unsupervised learning. AE is composed of encoder and decoder, as shown in Figure 1. The encoder compresses the input data by nonlinear mapping, and the decoder reconstructs the input from the extracted features. After encoding and decoding, the output layer attempts to learn a set of vectors that are as close as possible but not identical to the input vector. At this point, the outputs of the hidden layer are the features that AE automatically extracts through unsupervised learning.

Figure 1. The basic architecture of an autoencoder (AE).
The encoding process can be described by Equation (1)

\[ Z = \sigma_1 (W_1 \cdot X + b_1) \]

where \( X \) and \( Z \) are the vectors of the input layer and the hidden layer, respectively. \( W_1 \) and \( b_1 \) are the weight matrix and basis vector, respectively. \( \sigma_1 \) is the activation function of encoder.

The decoding process can be described by Equation (2)

\[ Y = \sigma_2 (W_2 \cdot Z + b_2) \]

where \( Y \), \( W_2 \), and \( b_2 \) are the output vector, weight matrix, and basis vector, respectively. \( \sigma_2 \) is the activation function of decoder.

2.1.2. Variational Autoencoder

Variational autoencoder (VAE) has been widely applied in process monitoring and fault diagnosis [21–23] since it was firstly proposed in [24]. As shown in Figure 2, VAE generates \( x \) by sampling from the distribution of latent variable \( z \). In Figure 2, \( p(\theta) (z) \) is the prior probability of the latent variable \( z \), which denotes the original distribution of \( z \); \( p(\theta)(x) \) is the distribution of the data set \( x \) that needs to be generated; and \( p(\theta)(z|x) \) represents the posterior distribution of \( z \), which is also called encoder. For the reason that \( p(\theta)(z|x) \) is intractable to solve in practice, the variational approximation \( q(\phi)(z|x) \) is often used to replace it.

![Figure 2. The probability graph model of variational autoencoder (VAE).](image)

In VAE, the \( q(\phi)(z|x) \) is usually a Gaussian distribution, and the KL divergence between \( p(\theta)(z|x) \) and \( q(\phi)(z|x) \) can be described by Equation (3)

\[
D_{KL} [q_\phi(z|x) \| p_\theta(z|x)] = E_{q_\phi(z|x)} [\log q_\phi(z|x) - \log p_\theta(z|x)]
\]

According to the Bayes rule, Equation (3) can be written as

\[
D_{KL} [q_\phi(z|x) \| p_\theta(z|x)] = E_{q_\phi(z|x)} [\log q_\phi(z|x) - \log p_\theta(x|z) - \log p_\theta(z)] + \log p_\theta(x)
\]

Since the KL divergence is non-negative, the formula can be written as

\[
\log p_\theta(x) \geq L(\theta, \phi; x)
\]

where
\[
L(\theta, \varphi; x) = -E_{q_{\varphi}(z \mid x)}[\log q_{\varphi}(z \mid x) - \log p_{\theta}(x \mid z) - \log p_{\theta}(z)] \\
= -D_{KL}[q_{\varphi}(z \mid x) \parallel p_{\theta}(z)] + E_{q_{\varphi}(z \mid x)}[\log p_{\theta}(x \mid z)] 
\]  

(6)

In Equation (6), \( L(\theta, \varphi; x) \) is called the variational lower bound of \( \log p_{\theta}(x) \), which is also the loss function of VAE. The first term is the regularization term. The second term denotes the reconstruction error.

By assuming that \( p_{\theta}(z) \sim \mathcal{N}(0, I) \), \( q_{\varphi}(z \mid x) \sim \mathcal{N}(\mu, \sigma^2) \), the first term on the right hand side of Equation (6) can be calculated as

\[
-D_{KL}[q_{\varphi}(z \mid x) \parallel p_{\theta}(z)] = \frac{1}{2} \sum_{j=1}^{d} \left( 1 + \log(\sigma_j)^2 - (\mu_j)^2 - (\sigma_j)^2 \right) 
\]  

(7)

where \( d \) is the dimensionality of the distribution.

The second term on the right hand side of Equation (6) can be calculated by Equation (8)

\[
E_{q_{\varphi}(z \mid x)}[\log p_{\theta}(x \mid z)] = \frac{1}{L} \sum_{l=1}^{L} \log p_{\theta}(x \mid z^{(l)}) 
\]  

(8)

where \( L \) is chosen to be 1 in this paper, and

\[
\begin{aligned}
    z^{(l)} &= \mu + \sigma \Box \varepsilon^{(l)} \\
    \varepsilon^{(l)} &\sim \mathcal{N}(0, I)
\end{aligned}
\]  

(9)

Thus, the VAE loss can be obtained by Equation (6), and even if the sampling method is taken in the process of solving the loss, the back propagation can also be applied in the neural network as usual.

2.1.3. VSAE Model

In order to achieve better high-level feature extraction, multiple AEs are usually stacked to build a SAE model. Compared to AE, the SAE has more complex network structure and better nonlinear fitting ability, which allow it to perform feature extraction directly from the raw data when it is utilized in fault diagnosis based on vibration signals. However, SAE only extracts features by nonlinear transformation, and it is difficult for SAE to model the whole latent feature space. Fortunately, this problem can be solved by introducing VAE. As a generation model, VAE can complete the modeling of input data by characterizing the distribution of features rather than the transformations used in extract features.

VSAE is a novel neural network by embedding VAE in SAE, which combines the merits of these two models. As shown in Figure 3, two AEs are pre-trained in succession, and then AE1, AE2, and VAE are stacked to form the VSAE model. Finally, fine-tuning of parameters is performed. In the VSAE, the features of input signals are extracted hierarchically by AE1 and AE2. Then, the distribution of latent feature space is modeled by a VAE network. Specifically, the standard deviation vector \( \sigma \) and mean vector \( \mu \) of several Gaussian distributions are obtained with the help of two encoders, then samplings are performed from a standard Gaussian distribution \( \mathcal{N}(0, I) \), and the latent feature vector \( z \) is constructed by Equation (9), which indicates the process of reparameterization technique. Finally, after the decoders formed by multiple fully connected layers, the features are reconstructed into signals that are as equal as possible to the input signals. This VSAE model extracts the most essential features of the signal. In terms of mechanical vibration signals, satisfactory performance can be achieved even under varying operating conditions.
Figure 3. The construction process of variational stacked autoencoder (VSAE) model.

2.2. Harmony Search Optimizer

HSO algorithm is an emerging intelligence optimization algorithm, which is inspired by the principle of the band rehearsal [25,26]. In the rehearsal of the band, the pitch of each instrument is repetitively adjusted to form a beautiful harmony. HSO algorithm is simple and easy to implement, and requires fewer adjustment parameters. Therefore, the HSO algorithm has been widely used in the fields of combinatorial optimization problems since it was proposed. The procedures of HSO algorithm are as follows:

- **Step 1**: Define the objective function \( f(X) \), and initialize the harmony memory size \( HMS \), the harmony memory considering rate \( HMCR \), the pitch adjusting rate \( PCR \), fine-tuning bandwidth \( B \), and the maximum number of iterations \( MAX \);

- **Step 2**: Determine the solution space, and randomly generate \( HMS \) group parameters from the solution space to form a harmony memory;

- **Step 3**: Randomly generate a variable \( R_1 \) from \([0, 1]\). If \( R_1 > HMCR \), a new harmony is randomly selected from the solution space; otherwise, a new harmony is randomly selected from the harmony memory.

- **Step 4**: If the new harmony is generated in the harmony memory, a variable \( R_2 \) is randomly generated from \([0, 1]\) and compared with the \( PCR \). If \( R_2 > PCR \), the harmony is not adjusted; otherwise, the harmony is fine-tuned by

\[
X_{new} = X_{new} \pm R_3 \times B \tag{10}
\]

where \( X_{new} \) is the adjusted harmony. \( R_3 \) is a random number between \([0, 1]\), and \( B \) is the adjustment bandwidth which is set to 2 in this paper.
• **Step 5**: If the resulting new harmony is better than the worst solution in the harmony memory, replace the worst harmony with the new harmony and update the harmony memory.

• **Step 6**: Repeat the above process until the number of iterations is MAX.

The flow chart of HSO algorithm is shown in Figure 4.

![Figure 4. The flow chart of harmony search optimizer (HSO) algorithm.](image)

3. The Proposed HSO–VSAE Method

The deep network structure of VSAE may introduce some flaws while improving the performance of feature extraction, such as the over-fitting problem and the “internal covariate shift” problem. Therefore, the dropout technique [27] and the batch normalization (BN) technique are introduced in this study to improve the generalization ability and convergence rate of the VSAE model. With the help of these techniques, the VSAE can converge quickly after fine-tuning, extract features hierarchically, and classify faults. However, there is still a concern that needs to be emphasized: some hyper-parameters in this model have a significant influence on the feature extraction effect, and inappropriate parameter values will degrade the performance of the VSAE model. On the other hand, fixed hyper-parameter settings are obviously not reasonable enough for different data sets. By introducing the HSO algorithm into the VSAE, the network structure can be
adaptively adjusted according to different data sets, further improving the high-level feature extraction performance of the VSAE. The HSO–VSAE fault diagnosis model is shown in Figure 5.

**Figure 5.** The proposed variational stacked autoencoder with harmony search optimizer (HSO–VSAE) scheme.

In this HSO–VSAE fault diagnosis frame, a VSAE model is built first as in Figure 3. Then, the decoder part of the VSAE is discarded when the pre-training is completed, and a fully connected layer and a softmax layer are sequentially added to classify the faults. After adding the dropout layers—the BN layers—fine-tuning is performed to complete the training of the VSAE model. For the node drop ratios of the first two layers and the number of hidden layer nodes, a total of five important hyper-parameters in the VSAE, namely, \( \text{Dropout1}, \text{Dropout2}, m, l, \) and \( k \). The initial range of values is determined based on the experiment or existing knowledge. Then, the solution space and harmony memory are established according to the range of each parameter. Finally, five hyper-parameters are adaptively chosen by the HSO algorithm in accordance with the distribution characteristics of data set. Therefore, the proposed HSO–VSAE method can achieve both satisfactory fault diagnosis performance and generalization capability even under varying operating conditions.

### 4. Test Rig and Data Description

The TBD234 test rig is a 12-cylinder piston diesel engine designed by Henan Diesel Engine Industry Co. Ltd., (Luoyang, China). The key parameters of the diesel engine are shown in Table 1. A BH5011 acceleration sensor, designed by Beijing Bohua Technology Co. Ltd., (Beijing, China), is installed in the vertical direction of the cylinder head of each cylinder to obtain a cylinder vibration signal. To obtain an instantaneous speed signal and a key phase signal, a Bently 3300 XL eddy current sensor is respectively installed in the radial direction and the axial direction of the flywheel, which is directly connected to the crankshaft. Test data is collected by the BH5000E monitoring system designed by Beijing Bohua Technology Co. Ltd., (Beijing, China). The sampling is performed in the time domain at a sampling frequency of 51.2 kHz. The main components of the test rig are shown in Figure 6.
Table 1. The key parameters of the diesel engine.

| Item                      | Value                      |
|---------------------------|----------------------------|
| Shape                     | V-shaped 60°               |
| Number of cylinders       | 12                         |
| Compression ratio         | 15:1                       |
| Rating speed              | 2100 r/min                 |
| Rating power              | 485 kW                     |
| Firing sequence           | B1-A1-B5-A3-B6-A2-B4-A4    |

As a kind of motion mechanism, the valve train of the diesel engine often has an abnormal increase in the valve clearance due to wear, resulting in economic loss. Thence, the abnormality of the intake and exhaust valve clearance is the target fault of this experiment. In the healthy state, the normal intake valve clearance and exhaust valve clearance should be 0.3 mm and 0.5 mm, respectively. In this experiment, the clearances are adjusted by the feeler gauge to simulate different degrees of valve fault. The experiment simulates seven states of valve clearance, that is, normal state (NS), serious intake valve fault (SIF), serious exhaust valve fault (SEF), serious intake and exhaust valves fault (SIE), minor intake valve fault (MIF), minor exhaust valve fault (MEF), and minor intake and exhaust valves fault (MIE). The specific fault valve train clearance setting is summarized in Table 2. In this experiment, the vibration data of 12 operating conditions are collected along with 80 data files for each operating condition. Therefore, 960 data files are obtained for each kind of fault. The detailed operating conditions are shown in Table 3.

Figure 6. Valve train and the main test rig components: (a) intake valve and exhaust valve and (b) the sketch of diesel engine test rig and sensors positioning.

Table 2. The detailed fault valve train clearance setting.

| Fault Category | Intake Valve Clearance (mm) | Exhaust Valve Clearance (mm) | Number of Data Files |
|----------------|------------------------------|------------------------------|----------------------|
| NS             | 0.3                          | 0.5                          | 960                  |
| SIF            | 0.9                          | 0.5                          | 960                  |
| SEF            | 0.3                          | 1.1                          | 960                  |
| SIE            | 0.9                          | 1.1                          | 960                  |
| MIF            | 0.6                          | 0.5                          | 960                  |
| MEF            | 0.3                          | 0.8                          | 960                  |
| MIE            | 0.6                          | 0.8                          | 960                  |
Table 3. The detailed operating conditions in the experiment.

| Operating Condition | Speed (rpm) | Torque (N·m) |
|---------------------|-------------|--------------|
| 1                   | 1500        | 700          |
| 2                   | 1500        | 1000         |
| 3                   | 1500        | 1300         |
| 4                   | 1800        | 700          |
| 5                   | 1800        | 1000         |
| 6                   | 1800        | 1300         |
| 7                   | 1800        | 1600         |
| 8                   | 2100        | 700          |
| 9                   | 2100        | 1000         |
| 10                  | 2100        | 1300         |
| 11                  | 2100        | 1600         |
| 12                  | 2100        | 2200         |

For the TBD234 diesel engine, one operating cycle consists of 720 degrees in angular domain no matter how the conditions change. For time domain signal, the length of each data file in each cycle is different under different operating conditions, which does not meet the needs of the model input. Therefore, the instantaneous speeds of engine are first obtained with the help of an eddy current sensor; then, the angular domain signals are obtained by resampling the time domain signal to the phase of 0–720° by linear interpolation. For each operating condition, the length of each data file is fixed at 3600. The envelopes are extracted in the time domain by the second order extremum method and then also resampled to the angular domain, as shown by the red lines in Figure 7. The frequency domain signals are obtained by a Fourier transform of the time domain signal. Figure 7 shows the angular domain signals, the frequency domain signals, and the envelopes in seven fault categories at 1500 rpm and 1300 N·m.

Figure 7. Angular domain, frequency domain signals, and the envelope.
5. Experimental Verification

5.1. Control Experiments

5.1.1. Model Input

To study the effect of different input methods on classification accuracy, three groups of control experiments were set up. The first group took the angular domain signals as input, the second group took the frequency domain signals as input, and the third group took the envelopes as input. In these groups, 25% of the data set was used for the pre-training of VSAE model, another 25% was used for fine-tuning, and the rest 50% of the data was used for testing. The data set contained all 12 operating conditions. After adding the softmax layer, the network structure was 3600-512-256-10-64-7. In the pre-training, the iteration times of AE1, AE2, and VAE were 200, 100, and 50, respectively, the node discarding ratios Dropout1 and Dropout2 were both set to 0.1, and the number of iterations of fine-tuning SAE was 20 steps. In order to consider the influence of randomness, each group of experiments was repeated 20 times, and the diagnostic accuracy is shown in Figure 8. It can be seen from Figure 8 that when the angular domain signals were selected as the input, the diagnostic accuracy was 95.3–96.3%. When the frequency domain signals were selected as the input, the diagnostic accuracy was 91.1–92.5%. When the envelopes were selected as the input, the diagnostic accuracy was 92.5–93.8%. The results indicate that better diagnostic performance can be achieved with the angular domain signals as input. Representative input is very helpful for the feature extraction of each hidden layer. The larger the proportion of useful information in the input, the easier it is to retain the most effective principal component when extracting features hierarchically. Although the envelope can attenuate the effects of background noise in the vibration signals compared to the angular domain signals, the extraction of the envelope also leads to a loss of some key feature information, which is useful for fault diagnosis, such as frequency domain and time-frequency domain information. In the same way, the use of spectrum as input also results in the omission of information. The experimental results show that due to the limited cognition of the fault mechanism, pre-processing based on expert experience causes a certain degree of information loss to the input signals. In contrast, VSAE has obvious diagnostic advantages because it retains most information of the angular domain signals.

![Figure 8. The diagnostic accuracy under three input modes.](image-url)
5.1.2. Dropout Rate

The selection of dropout parameters has an effect on the performance of the VSAE model. It is difficult to produce a good regularization effect, and the model performance improvement is not obvious when the parameter is too small. However, when the ratio is too large, it introduces too much noise, which may also make the model not perform well. In order to study the effect of the dropout parameters on the VSAE fault diagnosis results, a group of control experiments was set up, as shown in Figure 9.

In the control experiments, the dropout parameters were raised from 0 to 0.8 with a gradient of 0.1, and the remaining parameters remained unchanged. Twenty sets of repeated experiments were performed under each parameter setting, and the average diagnostic accuracy and 95% confidence interval were calculated. It can be clearly seen from the Figure 9 that the diagnostic accuracy increases first and then decreases with the increase of the dropout parameter, and the best diagnostic effect can be obtained when the dropout ratio is between 0.2 and 0.5.

5.2. Parameter Optimization Based on HSO Algorithm

The number of nodes in the hidden layer in the VSAE network is also critical for the extraction of high-level features. However, there is currently no general rule for the determination of value. According to the existing experience of value [28], the number of hidden layer nodes should be reduced layer by layer. It is easier to get better results when the number of nodes is reduced by half or more. In addition, when there are multiple hyper-parameters in the VSAE model, it is unreasonable to analyze the optimal value of a single hyper-parameter in isolation by the method of control experiment. Combinatorial optimization methods need to be employed to optimize multiple hyper-parameters simultaneously. According to the existing experience mentioned above, the number of nodes—m, l, and k—of each hidden layer were preliminarily set to 400–800, 200–400, and 50–100, respectively. Dropout1 and Dropout2 were preliminarily set to 0.2–0.5, and the solution space was established according to the range of the five hyper-parameters. HMS = 25, HMCR = 0.75, and PCR = 0.5 were initialized, with diagnostic accuracy as the objective function of HSO optimization and the maximum number of iterations set at 100. After the optimization of the HSO algorithm, the values of the partial hyper-parameters in the harmony memory are shown in Table 4.

| Hyper-Parameter Combination | Dropout1 | Dropout2 | m   | l   | k   | Accuracy (%) |
|-----------------------------|----------|----------|-----|-----|-----|--------------|
| 1                           | 0.28     | 0.36     | 580 | 220 | 62  | 98.8         |
| 2                           | 0.34     | 0.42     | 660 | 380 | 84  | 98.6         |
| 3                           | 0.32     | 0.38     | 660 | 260 | 90  | 98.7         |
| 4                           | 0.36     | 0.44     | 720 | 320 | 72  | 98.8         |
As can be seen from Table 4, for the experimental data set, when \( \text{Dropout1}, \text{Dropout2}, m, l, \) and \( k \) are in different combinations, the accuracy obtained is different. When these parameters are optimized by the HSO algorithm, the efficiency of the VSAE model is significantly improved compared to the previous results in Section 5.1. When the data set changes, the hyper-parameters in the HSO–VSAE model will also change. The introduction of the HSO algorithm can make the network structure adaptively adjust according to the characteristics of the case data, and select proper parameter combination to achieve optimal fault diagnosis performance.

5.3. Feature Visualization

To confirm the ability of HSO–VSAE in extracting features hierarchically, and to analyze the variation of feature distribution of each layer, the results of T-Distribution Stochastic Neighbor Embedding (t-SNE) visualization technology [29] are shown in Figure 10. It can be clearly seen that the clustering capability of each category will gradually enhance after each layer of the HSO–VSAE, indicating that the proposed method has a superior deep feature extraction performance.

As can be seen in Figure 10, the misidentification of different categories is very serious in the input layer, and it is impossible to distinguish any category by t-SNE visualization technology. The same category of data files begin to aggregate after the second layer, but the separation performance is still unsatisfactory. The separation between different categories becomes more obvious after the third layer, but the aggregation of same category is unsatisfactory. For example, the MIF is clustered into two locations and the SIE is somewhat scattered. After the latent space is constructed, the distributions of different categories of data files are well distinguished. After the last hidden layer, the data files are completely separated. The distance between the different categories is significant, and the aggregation of the same category is profound. In addition, the HSO–VSAE can still work effectively under twelve operating conditions, indicating that the deep features extracted hierarchically eliminate the influence of changing operating conditions.
5.4. Analysis and Discussion of Diagnostic Results

5.4.1. Detailed Analysis

In order to further reflect the diagnostic effect of HSO–VSAE, a detailed analysis is carried out on the last test. In this test, there are 400 data files for each fault, and the total number of data files is 2800. The specific classification results are shown in Figure 11. It can be seen that there are four data files of NS that are misclassified, six data files of SIF are misclassified, four data files of SEF that are misclassified, four data files of SIE that are misclassified, four data files of MIF that are misclassified, two data files of MEF that are misclassified, and one data file of MIE that is misclassified. The overall accuracy rate reached 98.8%, indicating that the proposed HSO–VSAE method has a very satisfactory diagnostic effect on the valve clearance fault.

5.4.2. Comparison with Baselines

To verify the fault diagnosis performance of the proposed HSO–VSAE method, comparisons with various existing diagnostic methods were carried out. In the KPCA+SVM method, the data were first reduced from 3600 to 60 dimensions by kernel principal components analysis (KPCA) with radial
basis function (RBF) kernel, and then support vector machine (SVM) was used for fault classification. In the EEMD + KPCA + SVM method, the data were first adaptively decomposed into 11 intrinsic mode functions (IMFs) and a residual term by ensemble empirical mode decomposition (EEMD), then the dimensions of the 11 IMFs were reduced to 60 by KPCA. Finally, SVM was used for fault classification. In the multi-layer perceptron (MLP) method, the angular domain signals were taken as inputs, and the number of nodes in each layer was 3600-60-7 after HSO parameter optimization. In the SAE method, dropout layers and BN layers were added, and the number of nodes in each layer was 3600-500-250-60-7 after HSO parameter optimization. In the proposed HSO–VSAE method, five hyper-parameters were set by HSO algorithm, and the iteration epochs of AE1, AE2, and VAE in pre-training were 200, 100, 50 respectively, while the iteration epochs of fine-tuning was 20. For each percentage of the training set, 20 repeated tests were performed, and the statistical average accuracy and standard deviations are shown in Table 5. It can be seen that the proposed HSO–VSAE method is superior to the other algorithms in terms of diagnostic accuracy at each training data file ratio.

| Method          | 20% Training Data Files | 40% Training Data Files | 60% Training Data Files | 80% Training Data Files |
|-----------------|-------------------------|-------------------------|-------------------------|-------------------------|
| KPCA + SVM      | 85.29 ± 0.74            | 86.78 ± 0.71            | 88.43 ± 0.73            | 88.35 ± 0.77            |
| EEMD + KPCA + SVM | 92.13 ± 0.85            | 92.57 ± 0.82            | 93.16 ± 0.74            | 92.62 ± 0.69            |
| MLP             | 88.43 ± 0.93            | 89.64 ± 0.87            | 90.65 ± 0.72            | 90.88 ± 0.70            |
| SAE             | 93.20 ± 0.69            | 93.65 ± 0.62            | 94.10 ± 0.58            | 93.97 ± 0.53            |
| Proposed method | 97.23 ± 0.45            | 98.16 ± 0.37            | 98.85 ± 0.26            | 98.79 ± 0.31            |

In order to study the diagnostic advantages of the proposed HSO–VSAE method under unknown operating conditions, comparisons of HSO-SAE and HSO–VSAE were carried out under different operating conditions. In the control experiment, the operating conditions in the test set were different from the operating conditions in the training set. The code of each operating condition is shown in Table 3, and the comparison results are shown in Table 6. It can be seen from Table 6 that the proposed HSO–VSAE method can cope well with the problem of variable operating conditions. The model can still show excellent fault diagnosis performance, even if the operating conditions in the test set have never appeared in the training set, because of the existence of the VAE part in the HSO–VSAE.

| Method     | Operating Condition | Accuracy (%) |
|------------|---------------------|--------------|
|            | Training Set | Test Set     |
| HSO-SAE    | 4–12        | 1–3          | 93.4         |
| HSO-SAE    | 1–3, 8–12   | 4–7          | 93.8         |
| HSO-SAE    | 1–7         | 8–12         | 93.2         |
| HSO–VSAE   | 4–12        | 1–3          | 98.4         |
| HSO–VSAE   | 1–3, 8–12   | 4–7          | 98.6         |
| HSO–VSAE   | 1–7         | 8–12         | 98.3         |

6. Conclusions

This work presents an effective diesel engine valve train fault approach based on the HSO–VSAE method, which extracts features hierarchically from the angular domain signals and can adaptively adjust the network structure [30]. In the proposed scheme, two AEs and a VAE are pre-trained to learn feature representations separately before they are stacked into VSAE. Then, the fine-tuning is
performed to get a better model initialization. The advantages of the VSAE in extracting deep features directly from the angular domain signal are combined with the dropout technique, the BN technique, and the HSO algorithms, which make it possible to show excellent performance in the field of feature extraction. The visualization technique shows that the classification ability is getting better after each hidden layer of the proposed model. The experimental results prove that the proposed method can still perform well even without the help of signal processing based on expert knowledge, and outperform the KPCA + SVM, EEMD + KPCA + SVM, BP, and SAE methods in the diagnosis of valve clearance faults.

**Author Contributions:** All authors contributed extensively to the preparation of this manuscript. Conceptualization, K.C., Z.M., J.Z., and Z.J.; methodology, K.C. and H.Z.; software, K.C.; validation, K.C., Z.M., and H.Z.; formal analysis, K.C., Z.M., and H.Z.; investigation, Z.J.; data curation, J.Z.; writing—original draft preparation, K.C.; writing—review and editing, K.C. and Z.M. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported in part by the National Key Research and Development Plan of China [Grant No. 2016YFF0203305], the Fundamental Research Funds for the Central Universities of China [Grant No. JD1912 and ZY1940], the Double First-Rate Construction Special Funds [Grant No. ZD1601].

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Jiang, Z.N.; Mao, Z.W.; Wang, Z.J.; Zhang, J.J. Fault diagnosis of diesel engine valve clearance using the impact commencement detection method. *Sensors 2017*, 17, 2916.
2. Mao, Z.W.; Jiang, Z.N.; Zhao, H.P.; Zhang, J.J. Vibration-based fault diagnosis method for conrod small-end bearing knock in diesel engines. *Insight 2018*, 60, 418–425.
3. Zhao, H.P.; Zhang, J.J.; Jiang, Z.N.; Wei, D.H.; Zhang, X.D.; Mao, Z.W. A new fault diagnosis method for a diesel engine based on an optimized vibration Mel frequency under multiple operating conditions. *Sensors 2019*, 19, 2590.
4. Wittek, L. Failure and thermo-mechanical stress analysis of the exhaust valve of diesel engine. *Eng. Fail. Anal. 2016*, 66, 154–165.
5. Ftoutou, E.; Chouchane, M.; Besbès, N. Diesel engine valve clearance fault classification using multivariate analysis of variance and discriminant analysis. *Trans. Inst. Meas. Control 2012*, 34, 566–577.
6. Flett, J.; Bone, G.M. Fault detection and diagnosis of diesel engine valve trains. *Mech. Syst. Signal Process. 2016*, 72, 316–327.
7. Li, Y.; Peter, W.T.; Yang, X.; Yang, J. EMD-based fault diagnosis for abnormal clearance between contacting components in a diesel engine. *Mech. Syst. Signal Process. 2010*, 24, 193–210.
8. Delvecchio, S.; Bonfiglio, P.; Pompoli, F. Vibro-acoustic condition monitoring of internal combustion engines: A critical review of existing techniques. *Mech. Syst. Signal Process. 2018*, 99, 661–683.
9. Ning, D.Y.; Sun, C.L.; Gong, Y.J.; Zhang, Z.M.; Hou, J.Y. Extraction of fault component from abnormal sound in diesel engines using acoustic signals. *Mech. Syst. Signal Process. 2016*, 75, 544–555.
10. Wang, Q.; Zhang, P.L.; Meng, C.; Wang, H.G.; Wang, C. Extraction of fault component from abnormal sound in diesel engines using acoustic signals. *Measurement 2019*, 136, 625–635.
11. Ahmad, T.A.; Alireza, M. Fault detection of injectors in diesel engines using vibration time-frequency analysis. *Appl. Acoust. 2019*, 143, 48–58.
12. Yang, Y.S.; Ming, A.B.; Zhang, Y.Y.; Zhu, Y.S. Discriminative non-negative matrix factorization (DNMF) and its application to the fault diagnosis of diesel engine. *Appl. Mech. Syst. Signal Process. 2017*, 95, 158–171.
13. Moosavian, A.; Najafi, G.; Ghobadian, B.; Mirmalim, M. The effect of piston scratching fault on the vibration behavior of an IC engine. *Appl. Mech. Eng. 2017*, 126, 91–100.
14. Yan, X.A.; Jia, M.P.; Zhao, Z.Z. A novel intelligent detection method for rolling bearing based on IVMD and instantaneous energy distribution-permutation entropy. *Measurement 2018*, 130, 435–447.
15. Hinton, G.E.; Osindero, S.; Teh, Y.W. A fast learning algorithm for deep belief nets. *Neural Comput. 2006*, 18, 1527–1554.
16. Ranzato, M.; Boureau, Y.L.; Lecun, Y. Sparse feature learning for deep belief networks. *Adv. Neural Inf. Process. Syst. 2007*, 20, 1185–1192.
17. Muhammad, S.; Kim, C.H.; Kim, J.M. A hybrid feature model and deep-learning-based bearing fault
diagnosis. *Sensors* 2017, 17, 2876.
18. Liu, G.F.; Bao, H.Q.; Han, B.K. A stacked autoencoder-based deep neural network for achieving gearbox
fault diagnosis. *Math. Probl. Eng.* 2018, 2018, 5105709.
19. Chen, Z.L.; Li, Z.N. Fault diagnosis method of rotating machinery based on stacked denoising autoencoder.
*J. Intell. Fuzzy Syst.* 2018, 34, 3443–3449.
20. Meng, Z.; Zhan, X.Y.; Li, J.; Pan, Z.Z. An enhancement denoising autoencoder for rolling bearing fault
diagnosis. *Measurement* 2018, 130, 448–454.
21. Lee, S.; Kwak, M.; Tsui, K.L.; Kim, S.B. Process monitoring using variational autoencoder for high-
dimensional nonlinear processes. *Eng. Appl. Artif. Intell.* 2019, 83, 13–27.
22. Wang, K.; Forbes, M.G.; Gopaluni, B.; Chen, J.; Song, Z. Systematic development of a new variational
autoencoder model based on uncertain data for monitoring nonlinear processes. *IEEE Access* 2019, 7, 22554–
22565.
23. Zhang, Z.H.; Jiang, T.; Zhan, C.J.; Yang, Y.P. Gaussian feature learning based on variational autoencoder
for improving nonlinear process monitoring. *J. Process. Control.* 2019, 75, 136–155.
24. Kingma, D.P.; Welling, M. Auto-encoding variational bayes. *arXiv* 2013, arXiv:1312.6114.
25. Geem, Z.W.; Kim, J.H.; Loganathan, G.V. A new heuristic optimization algorithm: Harmony search.
*Simulation* 2001, 76, 60–68.
26. Geem, Z.W. Novel derivative of harmony search algorithm for discrete design variables. *Appl. Math.
Comput.* 2008, 199, 223–230.
27. Srivastava, N.; Hinton, G.E.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A simple way to
prevent neural networks from overfitting. *J. Mach. Learn. Res.* 2014, 15, 1929–1958.
28. Hinton, G.E.; Salakhutdinov, R.R. Reducing the dimensionality of data with neural networks. *Science* 2006,
313, 504–507.
29. Van Der Maaten, L.; Hinton, G. Visualizing data using t-SNE. *J. Mach. Learn. Res.* 2008, 9, 2579–2605.
30. Chen, K.; Mao, Z.W.; Zhao, H.P.; Zhang, J.J. Valve fault diagnosis of internal combustion engine based on
an improved stacked autoencoder. In Proceedings of the 2019 International Conference on Sensing,
Diagnostics, Prognostics, and Control (SDPC), Beijing, China, 15–17 August 2019.