Abstract. We consider the problems of confidence estimation and hypothesis testing on a parameter of signal observed in Gaussian white noise. For these problems we point out lower bounds of asymptotic efficiency in the zone of moderate deviation probabilities. These lower bounds are versions of local asymptotic minimax Hajek-Le Cam lower bound in estimation and the lower bound for Pitman efficiency in hypothesis testing. The lower bounds were obtained for both logarithmic and sharp asymptotic of moderate deviation probabilities.

1. Introduction

In the normal approximation zone the lower bounds of asymptotically efficient statistical inference are comprehensively studied. We compare the asymptotic efficiency of estimators using the local asymptotic minimax Hajek-Le Cam lower bound [1, 2, 3, 4, 5, 6]. The asymptotic quality of tests is analyzed on the base of Pitman efficiency [3, 4, 5, 6]. In large deviation zone the Bahadur efficiencies [8, 9, 7, 10, 2, 6, 11] are the most widespread measures of asymptotic efficiency of tests and estimators. The paper goal is to study the lower bounds of asymptotic efficiency in the zone of moderate deviation probabilities for the problem of statistical inference on a value of parameter of signal observed in Gaussian white noise. Thus, for this problem, we fill in the gap between asymptotic efficiencies given by the normal approximation and the Bahadur asymptotic efficiencies.

For statistical inference on a parameter of distribution of independent sample this problem was considered in [12, 13, 14, 15, 16]. The goal of this paper is to obtain similar results for the problem of statistical inference on a signal parameter. The lower bounds of asymptotic efficiency are given for both logarithmic and sharp asymptotics of moderate deviation probabilities of tests and estimators. The problem of asymptotic efficiency in statistical inference on a signal parameter for both the zone of normal approximation and the zone of large deviation probabilities was studied in a large number of papers (see [2, 3, 17, 18, 19, 20] and references therein).

The asymptotic equivalence of different statistical models and the model of signal in Gaussian white noise is very popular theme of research [3, 4, 21, 22]. These results show the relation of normal approximation for these models and the model of signal in Gaussian white noise. From this viewpoint the paper help to draw the parallel between the results on moderate deviation probabilities of tests and estimators for different models.

The coverage errors of confidence sets have usually small values. The type I error probabilities are small in hypothesis testing. These problems are prime examples...
of applications of large and moderate deviation probabilities in statistics. In particular, lower bounds of asymptotic efficiency of estimators in moderate deviation zone admit the natural interpretation as lower bounds of asymptotic efficiency in confidence estimation [13] [14] [23].

The lower bounds of asymptotic efficiency in the problem of signal detection are easily deduced from Neyman - Pearson Lemma and are given for completeness. In the case of one-dimensional parameter the proof of lower bounds in estimation is based on the lower bounds for hypothesis testing. The proof of local asymptotic minimax lower bounds for estimation of multidimensional parameter is obtained by modification of the proof of similar results for independent sample [14].

We use the following notation. Denote letters $C, c$ positive constants. For any $x \in \mathbb{R}^1$ denote $\lfloor x \rfloor$ the whole part of $x$. For any event $A$ denote $\chi(A)$ the indicator of this event. The limits of integration are the same throughout the paper. By this reason, we shall omit the limits of integration and write $\int \ldots = \int_0^1 \ldots$. For any function $f \in L^2(0,1)$ denote $||f||^2 = \int f^2(t) \, dt$.

Define the function of standard normal distribution

$$
\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp\{-t^2/2\} \, dt, \quad x \in \mathbb{R}^1.
$$

We shall omit the index of true value of parameter $\theta_0$ and write $E[\cdot] = E_{\theta_0}[\cdot]$ and $P(\cdot) = P_{\theta_0}(\cdot)$.

2. Lower bounds of asymptotic efficiency

2.1. Lower bounds of asymptotic efficiency for logarithmic asymptotic of moderate deviation probabilities of tests and estimators. Let we observe a realization of random process $Y_\epsilon(t), t \in (0,1), \epsilon > 0$, defined by stochastic differential equation

$$
dY_\epsilon(t) = S(t, \theta) \, dt + \epsilon dw(t). \quad (2.1)
$$

Here $S \in L^2(0,1)$ is a signal and $dw(t)$ is Gaussian white noise. Parameter $\theta$ is unknown, $\theta \in \Theta$, $\Theta$ is open set in $\mathbb{R}^d$.

Suppose that $S(t, \theta)$ is differentiable on $\theta$ in $L^2(0,1)$ at the point $\theta_0$, that is, there exist function $S_\theta(t, \theta_0)$ such that

$$
\int (S(t, \theta) - S(t, \theta_0) - (\theta - \theta_0)' S_\theta(t, \theta_0))^2 \, dt = o(|\theta - \theta_0|^2). \quad (2.2)
$$

Here $(\theta - \theta_0)' S_\theta(t, \theta_0)$ is inner product of $\theta - \theta_0$ and $S_\theta(t, \theta_0)$.

Fisher information matrix equals

$$
I(\theta) = \int S_\theta(t, \theta) S_\theta'(t, \theta) \, dt. \quad (2.3)
$$

Make the following assumption.

A1. There holds (2.2) at the point $\theta_0 \in \Theta$. The Fisher information matrix $I(\theta_0)$ is positively definite.

For logarithmic asymptotics the problem of lower bounds of efficiency for large and moderate deviation probabilities of tests and estimators is usually reduced to one-dimensional. Thus, in this section, we suppose $d = 1$.

Consider the problem of testing hypothesis $H_0 : \theta = \theta_0$ versus alternative $H_\epsilon : \theta = \theta_0 + u_\epsilon$, where $u_\epsilon > 0, u_\epsilon \to 0, \epsilon^{-1} u_\epsilon \to \infty, \epsilon \to 0$.

For any test $K_\epsilon$ denote $\alpha(K_\epsilon)$ and $\beta(K_\epsilon)$ respectively its type I and type II error probabilities.
Define test statistics
\[ T = I^{-1/2}(\theta_0) \int S_0(t, \theta_0) dY(t) \] (2.4)

Theorem 2.1. Assume A1. Then, for any family of tests \( K_\epsilon \) such that \( \alpha(K_\epsilon) < c < 1 \) and \( \beta(K_\epsilon) < c < 1 \) there holds
\[
\limsup_{\epsilon \rightarrow 0} (\epsilon^{-1} u_\epsilon I^{1/2}(\theta_0))^{-1}\left( |2 \ln \alpha(K_\epsilon)|^{1/2} + |2 \ln \beta(K_\epsilon)|^{1/2} \right) \leq 1
\] (2.5)
The lower bound in (2.5) is attained on a family of tests generated test statistic \( T \).

Theorem 2.2. Assume A1 and 2. Let \( \theta_0 \) be the Pitman efficiency.

Assume A1. Then, for any estimator \( \hat{\theta}_\epsilon \), there holds
\[
\limsup_{\epsilon \rightarrow 0} \sup_{\theta = \theta_0, \hat{\theta}_\epsilon + 2u_\epsilon} \epsilon^2 u_\epsilon^{-2} I^{-1}(\theta_0) \ln P_\theta(|\hat{\theta}_\epsilon - \theta| \geq u_\epsilon) \geq \frac{1}{2}
\] (2.6)

2.2. Lower bounds of efficiency for sharp asymptotics of moderate deviation probabilities of tests and estimators. The case of one-dimensional parameter. Fix \( \lambda, 0 < \lambda \leq 1 \).

The results will be proved in the zone \( u_\epsilon = o(\epsilon^{2+\lambda}) \) if the following assumption holds.

A2. There holds
\[
\int (S(t, \theta) - S(t, \theta_0) - (\theta - \theta_0)' S_0(t, \theta_0))^2 dt = O(\theta - \theta_0)^2)
\] (2.7)
and
\[
\int (S(t, \theta) - S(t, \theta_0))^2 dt - (\theta - \theta_0)' I(\theta_0)(\theta - \theta_0) = O(\theta - \theta_0)^2)
\] (2.8)

In the case of multidimensional parameter the lower bound in hypothesis testing depends essentially on the geometry of sets of hypotheses and alternatives. We shall consider only the case of one-dimensional parameter. In this case the problem usually is reduced to the problem of testing simple hypothesis versus simple alternative. Consider the problem of testing hypothesis \( H_0 : \theta = \theta_0 \) versus alternative \( H_\epsilon : \theta = \theta_\epsilon + u_\epsilon \). We suppose additionally that \( \epsilon^{-2} u_\epsilon^{2+\lambda} \rightarrow 0 \) as \( \epsilon \rightarrow 0 \).

Theorem 2.3. Assume A1 and 2. Let \( \epsilon^{-1} u_\epsilon \rightarrow \infty, \epsilon^{-2} u_\epsilon^{2+\lambda} \rightarrow 0 \) as \( \epsilon \rightarrow 0 \). For any family of tests \( K_\epsilon, \alpha_\epsilon = \alpha(K_\epsilon) < c < 1 \), there holds
\[
\beta(K_\epsilon) \geq \Phi(\alpha_\epsilon, - \epsilon^{-1} u_\epsilon I^{1/2}(\theta_0))(1 + o(1))
\] (2.9)
with \( \alpha_\epsilon \) defined the equation \( \alpha_\epsilon = \Phi(\alpha_\epsilon) \).
The lower bound (2.9) is attained on the tests \( L_\epsilon \) generated test statistics \( T \).

If the equality is attained in (2.9), then, for the family of tests \( L_\epsilon, \alpha_\epsilon = \alpha(L_\epsilon) \), there hold
\[
\lim_{\epsilon \rightarrow 0} \alpha_\epsilon^{-1} E_{\theta_0} [|K_\epsilon - L_\epsilon|] = 0
\] (2.10)
and
\[
\lim_{\epsilon \rightarrow 0} (\Phi(\alpha_\epsilon, - \epsilon^{-1} u_\epsilon I^{1/2}(\theta_0)))^{-1} E_{\theta_0} [|K_\epsilon - L_\epsilon|] = 0
\] (2.11)

Remark. For \( u_\epsilon = \epsilon u, u > 0 \) the lower bound (2.4) becomes the lower bound for the Pitman efficiency.

Define the statistic
\[
T_0 = I^{-1/2}(\theta_0) \int S_0(t, \theta_0) dY(t).
\]
Let $\lim_{\epsilon \to 0} \epsilon^{-1} u_\epsilon \to \infty, \epsilon^{-2} u_\epsilon^2 \lambda \to 0$ as $\epsilon \to 0$. Then, for any estimator $\hat{\theta}_\epsilon$, there holds

$$\lim_{\epsilon \to 0} \inf_{\theta_0 \in \Theta} \sup_{\theta \in \Theta} P_\theta(\hat{\theta}_\epsilon - \theta > u_\epsilon) \geq 1,$$  \hspace{1cm} (2.12)

for any family of constants $C_\epsilon \to \infty$ as $\epsilon \to 0$.

If the equality is attained in (2.12) with $C_\epsilon \to \infty, \epsilon^{-2} C_\epsilon^2 \lambda u_\epsilon^2 \to 0$ as $\epsilon \to 0$, then, for any family of parameters $\theta_\epsilon, |\theta_\epsilon - \theta_0| < C_\epsilon u_\epsilon$, there holds

$$\lim_{\epsilon \to 0} \left( \Phi(-\epsilon^{-1} I^{1/2}(\theta_0) u_\epsilon) \right) E_\theta, \mathbb{E} \left[ \chi(\hat{\theta}_\epsilon - \theta_\epsilon) > u_\epsilon \right] - \chi((I^{-1/2}(\theta_0)T_0 - (\theta_\epsilon - \theta_0)) > u_\epsilon) \right] = 0$$ \hspace{1cm} (2.13)

Theorems 2.4 and 2.5 are versions of Theorems 2.2, 2.3 and 2.7 in [13]. The proofs of Theorems 2.1 and 2.3 are based on straightforward application of Neyman-Pearson Lemma and analysis of asymptotic distribution of logarithm of likelihood ratio. Theorems 2.2 and 2.4 are deduced from Theorems 2.1 and 2.3 respectively using the same reasoning as in [13] (see the proofs of Theorems 2.3 and 2.7 in [13]). In particular, (2.13) is deduced from (2.11) and (2.11). By this reason, the proofs of Theorems 2.2 and 2.4 are omitted. In [13] similar results were obtained for the problem of statistical inference on a parameter of distribution of independent sample.

### 2.3. Lower bound of efficiency for sharp asymptotic of confidence estimation of multidimensional parameter.

For multidimensional parameter we can prove a version of Theorem 2.4 with some additional assumptions.

We say that the set $\Omega \subset \mathbb{R}^d$ is central-symmetric if $x \in \Omega$ implies $-x \in \Omega$. Denote $\partial \Omega$ the boundary of $\Omega$.

Make the following assumptions.

**A3** For any $v \in \mathbb{R}^d$ there holds

$$v'I(\theta_0)v = O(|v|^2 |\theta_0|^2).$$ \hspace{1cm} (2.14)

**A4.** The set $\Omega$ is bounded, convex and central symmetric. The boundary $\partial \Omega$ is $C^2$-manifold. The principal curvatures in each point of $\partial \Omega$ are negative.

**Theorem 2.5.** Suppose A1-A3 hold for all $\theta_0 \in \Theta$. Let the set $\Omega$ satisfies A4. Let $\Theta_0$ be open bounded set such that $\partial \Theta_0 \subset \Theta$. Let $\epsilon^{-1} u_\epsilon \to \infty, \epsilon^{-2} u_\epsilon^2 \lambda \to 0$ as $\epsilon \to 0$. Then, for any estimator $\hat{\theta}_\epsilon$, there holds

$$\lim_{\epsilon \to 0} \inf_{\theta_0 \in \Theta} \sup_{\theta \in \Theta} P_\theta(I^{1/2}(\theta_0)(\hat{\theta}_\epsilon - \theta) \notin u_\epsilon \Omega) \geq 1,$$ \hspace{1cm} (2.15)

with $C_\epsilon \to \infty$ as $\epsilon \to 0$. Here $\zeta$ is Gaussian random vector with identity covariance matrix and $E[\zeta] = 0$.

Theorems 2.4 and 2.5 can be considered as lower bounds of asymptotically efficient confidence estimation. In confidence estimation the covariance matrices of estimators are often unknown. Then the confidence sets are defined on the base of pivotal statistics. Pivotal statistics are widely applied in hypothesis testing as well. For such a setup one can modify Theorems 2.4 and 2.5. The general approach to such a setup is given in Theorem 2.2 in [14]. We do not discuss this problem in details in order not to overload the paper.

### 3. Proof of Theorems 2.1, 2.2 and 2.3

The proofs of Theorems 2.1 and 2.3 are based on straightforward application of Neyman-Pearson Lemma and analysis of asymptotic distribution of logarithm of likelihood ratio. Theorems 2.2 and 2.4 are deduced from Theorems 2.1 and 2.3 respectively using the same reasoning as in [13] (see the proofs of Theorems 2.3 and 2.7 in [13]). In particular, (2.13) is deduced from (2.11) and (2.11). By this reason, the proofs of Theorems 2.2 and 2.4 are omitted. In [13] similar results were obtained for the problem of statistical inference on a parameter of distribution of independent sample.
The proof will be given for Theorem 2.3. The proof of Theorem 2.1 is similar. It suffices to replace only in all estimates $O(|u_\varepsilon|^{2+\lambda})$ with $o(|u_\varepsilon|^{2})$. Correctness of such a replacement follows from Assumption A1.

Suppose that the hypothesis is valid. Then the logarithm of likelihood ratio (see (3.3)) equals

$$L(\theta_0 + u_\varepsilon, \theta_0) = \varepsilon^{-1} \int (S(t, \theta_\varepsilon) - S(t, \theta_0)) dY_\varepsilon(t) - (2\varepsilon^2)^{-1} ||S(t, \theta_\varepsilon)||^2 - ||S(t, \theta_0)||^2.$$  (3.1)

Therefore the test statistics can be defined as

$$T_1 = \varepsilon^{-1} \int (S(t, \theta_\varepsilon) - S(t, \theta_0)) dY_\varepsilon(t).$$  (3.2)

By A2, for the proof of asymptotic efficiency of tests $L_\varepsilon$, it suffices to estimate difference of stochastic parts of $T_1$ and $(\theta_\varepsilon - \theta_0)I^{1/2}(\theta_0)T$ defined by statistics

$$T_{1\varepsilon} = \varepsilon^{-1} \xi(\theta_\varepsilon, \theta_0) = \varepsilon^{-1} \int (S(t, \theta_\varepsilon) - S(t, \theta_0)) dw(t).$$

and $I^{1/2}(\theta_0)(\theta_\varepsilon - \theta_0)T_0$ respectively.

Denote

$$\rho^2(\theta_\varepsilon, \theta_0) = ||S(t, \theta_\varepsilon) - S(t, \theta_0)||^2.$$  

By straightforward calculations, we get

$$E_{\theta_0}[T_{1\varepsilon}] = 0$$  (3.3)

and, by (3.8), we get

$$E_{\theta_0}[T_{1\varepsilon}^2] = \varepsilon^{-2} \rho^2(\theta_\varepsilon, \theta_0) = \varepsilon^{-2} u_\varepsilon^2 I(\theta_0) + O(\varepsilon^{-2} u_\varepsilon^{2+\lambda}).$$  (3.4)

In the case of alternative we get

$$E_{\theta_0}[T_{1\varepsilon}] = \varepsilon^{-1} E_{\theta_0}[\xi(\theta_\varepsilon, \theta_0) \exp\{\varepsilon^{-1} \xi(\theta_\varepsilon, \theta_0) - (2\varepsilon^2)^{-1} \rho^2(\theta_\varepsilon, \theta_0)\}]$$

$$= \varepsilon^{-2} \rho^2(\theta_\varepsilon, \theta_0) = \varepsilon^{-2} (u_\varepsilon^2 I(\theta_0) + O(u_\varepsilon^{2+\lambda}))$$  (3.5)

and

$$Var_{\theta_0}[T_{1\varepsilon}^2] = \varepsilon^{-2} \rho^2(\theta_\varepsilon, \theta_0) = \varepsilon^{-2} u_\varepsilon^2 I(\theta_0) + O(u_\varepsilon^{2+\lambda}).$$  (3.6)

The lower bound (2.9) follows from (3.1) - (3.6).

The proof of asymptotic efficiency of test statistics $T$ is based on the following lemma.

Lemma 3.1. Let $\tilde{\eta} = (\eta_{1\varepsilon}, \eta_{2\varepsilon})$ be Gaussian random vectors such that $E[\eta_{1\varepsilon}] = 0, E[\eta_{2\varepsilon}] = 0, E[\xi_{1\varepsilon}^2] = 1, E[\xi_{2\varepsilon}^2] = O(|u_\varepsilon|^{2}), E[\eta_{1\varepsilon}\eta_{2\varepsilon}] = O(|u_\varepsilon|^{\lambda})$. Then we have

$$P(\eta_{1\varepsilon} > \varepsilon^{-1} u_\varepsilon) = P(\eta_{1\varepsilon} + \eta_{2\varepsilon} > \varepsilon^{-1} u_\varepsilon)(1 + o(1)).$$  (3.7)

Proof. Denote $A_\varepsilon$ covariance matrix of random vector $\tilde{\eta}_\varepsilon$. Let $\zeta_1, \zeta_2$ be independent random variables having the standard normal distribution. Define random vector $\zeta = (\zeta_1, \zeta_2)$. Denote $\omega_\varepsilon = (\omega_{1\varepsilon}, \omega_{2\varepsilon}) = A^{1/2}_\varepsilon \zeta$. Then we have

$$P(\eta_{1\varepsilon} + \eta_{2\varepsilon} > \varepsilon^{-1} u_\varepsilon) = P(\omega_{1\varepsilon} + \omega_{2\varepsilon} > \varepsilon^{-1} u_\varepsilon).$$  (3.8)

By straightforward calculation using the identity $A^{1/2}_\varepsilon A^{-1/2}_\varepsilon = A$, we get that the elements of matrix $A^{1/2}_\varepsilon = \{a_{\varepsilon,ij}\}_{i,j=1}^2$ has the following orders $a_{\varepsilon,22} = O(|u_\varepsilon|^{\lambda/2}), a_{\varepsilon,12} = O(|u_\varepsilon|^{\lambda/2})$. Hence, using (3.8), we get (3.7).

Thus it remains to verify that the random variables

$$\eta_{1\varepsilon} = u_\varepsilon^{-1} \xi(\theta_\varepsilon, \theta_0) \quad \text{and} \quad \eta_{2\varepsilon} = u_\varepsilon^{-1} (\xi(\theta_\varepsilon, \theta_0) - u_\varepsilon \tau)$$
satisfy the assumptions of Lemma 3.3 in the case of hypothesis and alternative. Here
\[ \tau = \tau_{\theta_0} = \int S_\theta(t, \theta_0)\, dw(t). \]
Suppose the hypothesis is valid.
By (3.3), we get
\[ E_{\theta_0} \eta^2_{\epsilon, \tau} = I + O(|u_\epsilon|^{1,\lambda}). \tag{3.9} \]
We have
\[ E[\eta_{2\epsilon}] = u_\epsilon^2 \rho^2(\theta_\epsilon, \theta_0) - u_\epsilon^{-1} \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt \tag{3.10} \]
By (2.7), we get
\[ O(u_\epsilon^{2,\lambda}) = ||S(t, \theta_\epsilon) - S(t, \theta_0) - u_\epsilon S_\theta(t, \theta_0)||^2 \]
\[ = \rho^2(\theta_\epsilon, \theta_0) - 2u_\epsilon \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt + u_\epsilon^2 I(\theta_0). \tag{3.11} \]
Hence, by (2.8), we get
\[ u_\epsilon \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt = u_\epsilon^2 I(\theta_0) + O(|u_\epsilon|^{2,\lambda}) \tag{3.12} \]
Using (2.8), (3.10), (3.12), we get
\[ E[\eta_{2\epsilon}] = O(|u_\epsilon|^{1,\lambda}). \tag{3.13} \]
By (3.3), (3.13), we get that the assumptions of Lemma 3.3 are satisfied in the case of hypothesis.
Suppose that the alternative is valid. By straightforward calculations, using (3.12), we get
\[ E_{\theta_0} [\tau] = E_{\theta_0} [\tau \exp\{-1\xi(\theta_\epsilon, \theta_0) - (2\epsilon^2)^{-1} \rho^2(\theta_\epsilon, \theta_0)\}] \]
\[ = \epsilon^{-1} \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt \tag{3.14} \]
and, arguing similarly, we get
\[ E_{\theta_0} [\xi(\theta_\epsilon, \theta_0)\tau] = \epsilon^{-1} \rho^2(\theta_\epsilon, \theta_0) = \epsilon^{-1} u_\epsilon^2 I(\theta_0) + O(\epsilon^{-1}|u_\epsilon|^{2,\lambda}). \tag{3.15} \]
Using the same technique, we get
\[ E_{\theta_0} [\xi^2(\theta_\epsilon, \theta_0)] = \rho^2(\theta_\epsilon, \theta_0) + \epsilon^{-2} \rho^4(\theta_\epsilon, \theta_0) \]
\[ = u_\epsilon^2 I(\theta_0) + \epsilon^{-2} u_\epsilon^4 I^2(\theta_0) + O(|u_\epsilon|^{2,\lambda} + \epsilon^{-2}|u_\epsilon|^{4,\lambda}), \tag{3.16} \]
and
\[ u_\epsilon E_{\theta_0} [\xi(\theta_\epsilon, \theta_0)\tau] = u_\epsilon \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt(1 + \epsilon^{-2} \rho^2(\theta_\epsilon, \theta_0)) \tag{3.17} \]
\[ = u_\epsilon^2 I(\theta_0) + \epsilon^{-2} u_\epsilon^4 I^2(\theta_0) + O(|u_\epsilon|^{2,\lambda} + \epsilon^{-2}|u_\epsilon|^{4,\lambda}) \]
and
\[ u_\epsilon^2 E_{\theta_0} [\tau^2] = u_\epsilon^2 I(\theta_0) + \epsilon^{-2} u_\epsilon^2 \left( \int (S(t, \theta_\epsilon) - S(t, \theta_0)) S_\theta(t, \theta_0)\, dt \right)^2 \tag{3.18} \]
\[ = u_\epsilon^2 I(\theta_0) + \epsilon^{-2} u_\epsilon^4 I^2(\theta_0) + O(|u_\epsilon|^{2,\lambda} + \epsilon^{-2}|u_\epsilon|^{4,\lambda}). \]
By (3.16), (3.18), we get
\[ E_{\theta_0} [\eta^2_{2\epsilon}] = O(|u_\epsilon|^{1,\lambda} + \epsilon^{-2}|u_\epsilon|^{2,\lambda}) \]
and
\[ E_{\theta_0} [\eta_{1,\epsilon} \eta_{2\epsilon}] = O(|u_\epsilon|^{\lambda} + \epsilon^{-2}|u_\epsilon|^{2,\lambda}). \]
This implies that the assumptions of Lemma 3.1 are satisfied in the case of alternative.

Proof of Theorem 2.4 is based on the following version of Theorem 2.3. In this version the problem of testing hypothesis $H_0 : \theta = \theta_0 + C_1u_\epsilon$ versus alternative $H_{1\epsilon} : \theta = \theta_0 + C_2u_\epsilon$ is considered.

**Lemma 3.2.** Assume A1 and 2. Then for any family of tests $K_\epsilon$ such that $\alpha_\epsilon = \alpha(K_\epsilon) < \epsilon < 1$, there holds

$$\beta(K_\epsilon) \geq \Phi(x_{\alpha_\epsilon} - \epsilon^{-1}(C_2 - C_1)u_\epsilon I^{1/2}(\theta_0))(1 + o(1)), \quad (3.19)$$

where $x_{\alpha_\epsilon}$ is defined by equation $\alpha_\epsilon = \Phi(x_{\alpha_\epsilon})$.

The lower bound (3.19) is attained on tests $L_\epsilon$ generated test statistics $T$. If the equality is attained in (3.19), then, for the family of tests $L_\epsilon$, $\alpha_\epsilon = \alpha(L_\epsilon)$, there hold

$$\lim_{\epsilon \to 0} \alpha_\epsilon^{-1}E_{\theta_0}||K_\epsilon - L_\epsilon|| = 0 \quad (3.20)$$

and

$$\lim_{\epsilon \to 0} (\Phi(x_{\alpha_\epsilon} - \epsilon^{-1}(C_2 - C_1)u_\epsilon I^{1/2}(\theta_0)))^{-1}E_{\theta_0}||K_\epsilon - L_\epsilon|| = 0. \quad (3.21)$$

The other reasonings of the proof of Theorem 2.4 identically follow to the proof of Theorem 2.7 in [13] and are omitted.

4. **Proof of Theorem 2.5**

In Theorem 2.1 in [14] a version of Theorem 2.5 has been proved for confidence estimation of parameter of distribution of independent sample. The proof of Theorem 2.5 is a revised version of the proof of this Theorem.

In what follows, we suppose $\theta_0 = 0$.

We split the proof on the following steps.

1. Bayes approach. We implement the fact that the Bayes risk does not exceed the minimax one and reduce the problem to the problem of calculation of asymptotic of Bayes risks. We define uniform Bayes a priori distribution on the lattice $\Lambda_\epsilon$ in the cube $K_{v_\epsilon} = (-v_\epsilon, v_\epsilon]^d, v_\epsilon = C_\epsilon u_\epsilon, C_\epsilon \to \infty, (C_\epsilon u_\epsilon)^{2+\lambda} \to 0$ as $\epsilon \to 0$. The lattice spacing equals $\delta_\epsilon = c_{1\epsilon} \epsilon u_\epsilon^{-1}$, where $c_{1\epsilon} \to 0, c_{1\epsilon}^3 \epsilon^{-2}u_\epsilon^{2+\lambda} \to 0$ as $\epsilon \to 0$. Denote $l_\epsilon = [v_\epsilon / \delta_\epsilon]$.

2. We split the cube $K_{v_\epsilon}$ into small cubes $\Gamma_{i\epsilon} = x_{ei} + (-c_{2\epsilon} \epsilon^2 u_\epsilon^{-1}, c_{2\epsilon} \epsilon^2 u_\epsilon^{-1})^d, 1 \leq i \leq m_{\epsilon}, c_{2\epsilon} \to 0, c_{2\epsilon} \epsilon^{-1} \to \infty, c_{1\epsilon}^3 \epsilon^{-2}u_\epsilon^{2+\lambda} \to 0$ as $\epsilon \to 0$.

Using the fact that normalized a posteriori Bayes risk tends to constant in probability as $\epsilon \to 0$, we study the asymptotic of a posteriori Bayes risks independently for each event $W_{i\epsilon} : \tau \in \epsilon^{-1}\Gamma_{i\epsilon}$.

3. We narrow down the set of parameters for a posteriori Bayes risk minimization. We split the lattice $\Lambda_\epsilon$ on the subsets $\Lambda_{ie}, 1 \leq i \leq m_{2\epsilon}$. Each set $\Lambda_{ie}$ is a lattice in the union of the finite number of very narrow parallelepipeds $K_{ij\epsilon}$. The problem of minimization of a posteriori Bayes risk is solved independently for each set $\Lambda_{ie}$ and the results are added

$$\inf_{\hat{\theta}_\epsilon} \sup_{\theta \in K_{v_\epsilon}} P_\epsilon(\hat{\theta}_\epsilon - \theta \notin u\epsilon \Omega) \geq \inf_{\hat{\theta}_\epsilon} \sum_{i=1}^{m_{\epsilon}} \sum_{\theta \in K_{v_\epsilon}} P_\epsilon(\hat{\theta}_\epsilon - \theta \notin u\epsilon \Omega, W_{i\epsilon}) \quad (4.1)$$

$$\geq (2\epsilon)^{-d} \sum_{i=1}^{m_{\epsilon}} \sum_{e=1}^{m_{2\epsilon}} \inf_{\hat{\theta}_\epsilon} \sum_{\theta \in \Lambda_{ie}} P_\epsilon(\hat{\theta}_\epsilon - \theta \notin u\epsilon \Omega, W_{i\epsilon}).$$
4. For estimation of accuracy of linear approximation of stochastic part of logarithm of likelihood ratio we prove the following inequalities (see Lemma 4.2 and, for comparison, (3.4) and Lemma 5.3 in [14]).

For any $\theta_i, \theta_k \in \Lambda_\varepsilon \cap K_{ij}c$ and $\kappa > 0$ there holds

$$
P(\varepsilon^{-1}\xi(\theta_i, \theta_k) - (\theta_k - \theta_j)'\tau_{\theta_0} - \rho_\varepsilon'\tau_{\theta_0}) > \kappa, W_{ic})$$

$$
\leq C \int_{\Gamma_{ic}} \exp \left\{ -\frac{\|t\|^2}{2\varepsilon^2||S_\theta(t, 0)||^2} \right\} dt \exp \left\{ -\varepsilon c^2(\theta_k - \theta_j)^{-2} - \varepsilon^2 \right\},$$

with

$$
\rho_\varepsilon = \rho_\varepsilon(\theta_i, \theta_k) = \varepsilon^2 \int S_\theta(t, \theta_j)(S(t, \theta_k) - S(t, \theta_j) - (\theta_k - \theta_j)'S_\theta(t, \theta_j))dt||S_\theta(t, \theta_j)||^{-2}
$$

Since $\tau \in \varepsilon^{-1}\Gamma_{ic}$, it is easy to show that

$$
\rho_\varepsilon' \int S_\theta(t, 0)dw(t) < \delta_\varepsilon \to 0
$$

as $\varepsilon \to 0$.

5. The estimates of (4.2) and (4.3), type and "chaining" method allows to implement to addendums of right-hand side of (3.1) the technique of the proof of multidimensional local asymptotic minimax lower bound [2] on the base of the same reasoning as in [14].

For clarity the definition of parallelepipeds $K_{ij}$ will be given with $x_{ic}$ parallel the first ort $c_1$ of coordinate system. Define the subspace $\Pi_1$ orthonormal $c_1$. Define in lattice $\Lambda_\varepsilon \cap \Pi_1$ sublattice $\Lambda_\varepsilon^1 = \{\theta_{ij} \mid 1 \leq j \leq m_{1ic}\}$ with spacing $2c_{3\varepsilon}\rho_\varepsilon$ having integer $c_{4\varepsilon}, c_{5\varepsilon}/c_{2\varepsilon} \to \infty$, $c_{3\varepsilon}\delta_{1c} = o(\varepsilon^2u_{\varepsilon}^{-1}), c_{5\varepsilon}/c_{3\varepsilon} - 2\varepsilon^2u_{\varepsilon}^{2+\gamma} \to 0$ as $\varepsilon \to 0$.

Denote

$$
K_{ij} = K(\theta_{ij}) = \{x : x = \lambda x_{ic} + u + \theta_{ij, u}, u = \{u_k\}_{k=1}^d, u \bot x_{ni}, |u_k| \leq c_{3\varepsilon}\delta_{1c}, \lambda \in \mathbb{R}^l, u \in \mathbb{R}^d \} \cap \Lambda_{\varepsilon}, \quad 1 \leq j \leq m_{1ic},
$$

We define the set $\Lambda_{\varepsilon}$ in the case of the most simple geometry such that the distance of the set $\delta\Omega$ to zero is attained only in two points. Each set $\Lambda_{\varepsilon}$ consists of subsets $K(\theta_{ij}) \cap \Lambda_{\varepsilon}$ such that

$$
\theta_{ij} \in \Theta_{ic} = \Theta_i(k_1, \ldots, k_d-d_1) = \{\theta : \theta = \theta_{ij, u} + (-1)^{t_2}2k_2c_{3\varepsilon}\delta_{1c}e_2 + \cdots + (-1)^{t_d}2k_de_{d}, t_2, \ldots, t_d = 0, 1\},
$$

where $k_2, \ldots, k_d$ are fixed for each $\Lambda_{\varepsilon}$, $0 \leq k_2, \ldots, k_d < C_{1c}$ and $C_{1c}c_{3\varepsilon}c_{4\varepsilon} \to \infty, \varepsilon^2c_{1\varepsilon}3\varepsilon^2c_{3\varepsilon}u_{\varepsilon}^{2+\gamma} \to 0$ as $\varepsilon \to 0$.

Denote $K_{\varepsilon} = \bigcup_{\theta \in \Theta_{\varepsilon}} K(\theta)$.

For arbitrary geometry of $\partial\Omega$ the definition of sets $\Lambda_{\varepsilon}$ is more complicated and, moreover, the indexation becomes cumbersome (see [14]). However the proof remains almost unchanged.

Fix $\delta > 0$. For all $\theta \in \Lambda_{\varepsilon}$ define the events $A_i(0, \theta, \delta) : \varepsilon^{-1}(\xi(0, \theta) - \theta'\tau) > \delta$.

Denote $A_{ie} = \cap_{\theta \in \Theta_{ic}} A_i(0, \theta, \delta)$. Denote $B_{ie}$ the additional event for $A_{ie}$.

Arguing similarly to (3.8) and (3.9) in [14], we get

$$
\inf_{\theta \in \Lambda_{\varepsilon}} \sum_{\theta \notin u_{\varepsilon}\Omega} P(\hat{\theta}_{ie} - \theta \notin u_{\varepsilon}\Omega, W_{ic})
$$

$$
\geq \inf_{\theta \in \Lambda_{\varepsilon}} \sum_{\theta \notin u_{\varepsilon}\Omega} E \left[ \chi(\hat{\theta}_{ie} - \theta \notin u_{\varepsilon}\Omega) \exp \{\varepsilon^{-1}\theta'\tau - (2\varepsilon^2)^{-1}\rho_\varepsilon^2(\hat{\theta}_{ie}, \theta_{ie}) - \delta\}, W_{ic}, A_i(\theta, 0, \kappa) \right]
$$

$$
\geq E \left[ \inf_{\theta \in \Lambda_{\varepsilon}} \chi(t - \theta \notin u_{\varepsilon}\Omega) \exp \{\varepsilon^{-1}\theta'\tau - (2\varepsilon^2)^{-1}\theta'\theta + o(1)\}, W_{ic}, A_i \right] = R_{ic},
$$

(4.4)
if \( \delta = \delta_1 \to 0 \) sufficiently slowly as \( \epsilon \to 0 \).

Denote \( \Delta_\epsilon = \exp\{\tau'/2\}, y = y_\theta = \epsilon^{-1}\theta - \tau \). Using \( \epsilon^{-2}u_\epsilon \delta_1 \to 0, \epsilon^{-2}u_\epsilon^2 \to 0 \) as \( \epsilon \to 0 \), we get

\[
(2\epsilon)^{-d} R_\epsilon \geq (2\epsilon)^{-d} E \left[ \Delta_\epsilon \inf_t \sum_{\theta \in \Delta_\epsilon} \chi(t - y_\theta - \tau \notin \epsilon^{-1}u_\epsilon \Omega) \exp \left\{ -\frac{1}{2} y_\theta' I y_\theta \right\} \right],
\]

\[
W_{\epsilon, A_{\epsilon}} (1 + o(1)) = (2\epsilon)^{-d} E \left[ \Delta_\epsilon \inf_t \sum_{\theta \in \Delta_\epsilon} \chi(t - y_\theta - \tau \notin \epsilon^{-1}u_\epsilon \Omega) \exp \left\{ -\frac{1}{2} y_\theta' I y_\theta \right\} dy,
\]

\[
W_{\epsilon, A_{\epsilon}} (1 + o(1)) \geq (2\epsilon)^{-d} I_{\epsilon\epsilon}(1 + o(1)).
\]

For any \( \kappa \in (0, 1) \) denote

\[
K_{\kappa}(\theta_{ij}) = \{ x : x = \lambda x_{\epsilon_\kappa} + u + \theta_{ij}, u = \{ u_k \} \}, \|
\]

\[
\frac{1}{k} \chi \left( \Omega \right) \exp \left\{ -\frac{1}{2} y_\theta' I y_\theta \right\} \]

\[
E_{\epsilon, \kappa} = E \left[ \Delta_\epsilon, W_{\epsilon, A_{\epsilon}} \right],
\]

\[
J_{\epsilon\epsilon} = \inf_t J_{\epsilon\epsilon}(t) \geq \inf_t \int_{\epsilon^{-1} K_{\epsilon\kappa}} \chi(t - y_\theta \notin \epsilon^{-1}u_\epsilon \Omega) \exp \left\{ -\frac{1}{2} y_\theta' I y_\theta \right\} dy.
\]

By Lemma 3.1 in [1], we get

\[
J_{\epsilon\epsilon} = J_{\epsilon\epsilon}(0).
\]

We have

\[
E_{\epsilon, \kappa} = \exp(\Gamma_{\epsilon})(1 + o(1)).
\]

Thus, for the proof of Theorem 2.3, it remains to prove only

\[
U_{2\epsilon\epsilon} \geq \exp\left\{ -\epsilon^{-2} x_{\epsilon\kappa}^2 / 2 \right\} P(W_{\epsilon, A_{\epsilon}}) = o(\exp(\Gamma_{\epsilon})).
\]

Thus it remains to estimate \( P(W_{\epsilon, A_{\epsilon}}) \). For estimation we implement the "chaining" method.

To simplify the notation we suppose \( l_\epsilon = 2^m \). Fix \( \theta \in \Theta_{\epsilon\kappa} \) Define the sets \( \Psi_j, j = 0, 1, 2, \ldots, m \) by induction. Denote \( \Psi_0 = \{ \theta \} \). Define the set \( \Psi_j = \{ \theta : \theta = \theta_{j-1} \pm \nu \epsilon^{-1} x_{\epsilon} \}, 1 \leq j \leq m \). Denote \( \Psi_{m+1} = \Lambda_{\epsilon} \setminus \cup_{j=1}^m \Psi_j \). For each point \( \theta_{j} \in \Psi_j \) denote \( \theta_{j-1} \) the nearest point of \( \theta \in \Psi_{j-1} \), that lies between zero and \( \theta \).

We have

\[
S(\theta, \theta_{j}) = S(\theta, \theta_{j-1}) + S(\theta_{j-1}, 0) + S(\theta_{j-1}, \theta_{j-1}) + S(\theta, \theta_{j}),\]

where

\[
S(\theta_{j}, \theta_{j-1}) = \xi(\theta_{j}, \theta_{j-1}) - (\theta_{j} - \theta_{j-1})' \tau_{\theta_{j-1}},
\]

and

\[
S(\theta, \theta_{j-1}) = (\theta_{j} - \theta_{j-1})'(\tau_{\theta_{j-1}} - \tau).
\]
Then
\[ P(W_{\epsilon}, B_{\epsilon}) \leq C \left( \sum_{\theta_0 \in \Theta_{\epsilon \epsilon}} \left( V_0(\theta_0) + \sum_{\theta \in \Lambda_{\epsilon \epsilon}(\theta_0)} (V_1(\theta) + V_2(\theta)) \right) \right) \]  
(4.13)
where \( \Lambda_{\epsilon \epsilon}(\theta_0) = \Lambda_{\epsilon}(\theta_0) \setminus \Theta_{\epsilon \epsilon} \),
\[ V_0(\theta_0) = P(|S(0, \theta_0) > \delta/4, W_{\epsilon}), \]
\[ V_s(\theta_j) = P(J^2|S_s(\theta_j, \theta_{j-1})| > \delta/4, W_{\epsilon}), \quad s = 1, 2. \]

**Lemma 4.1.** There exists a family \( \gamma_{\epsilon} \to 0 \) as \( \epsilon \to 0 \) such that for any family \( \gamma_{2\epsilon} > \gamma_{\epsilon} \) there holds
\[ V_0(\theta) < C \exp\left\{ -C|\theta|^{-2-\lambda} \gamma_{2\epsilon}^{-2} \epsilon^{-2} \right\} P(W_{\epsilon}) \]  
(4.14)
and for \( s = 1, 2 \) there holds
\[ V_s(\theta_j) < C \exp\left\{ -C|\theta_j - \theta_{j-1}|^{-2-\lambda} \gamma_{2\epsilon}^{-2} \epsilon^{-2} \right\} P(W_{\epsilon}) \]  
(4.15)

Substituting (4.14) and (4.15) in (4.13), we get (4.19).

The proofs of (4.14) and (4.15) are akin to the proofs of (5.6) and (5.7) in [14] and are based on the same estimates of Lemmas 5.4 - 5.8 in [14]. The proof of these Lemmas for the setup of this paper does not differ from the proof in [14]. We omit the proof of versions of Lemmas 5.4 - 5.6 in [14] for this setup. The versions of Lemmas 5.7 and 5.8 in [14] and their proof will be only given.

Denote \( \bar{\epsilon} = \theta_j - \theta_{j-1}, \epsilon_e = \theta_j, \epsilon_1 = \theta_{j-1} \).

**Lemma 4.2.** For any \( u \in \mathbb{R}^d \)
\[ E[(u'(\tau - \tau_h))^2] = O(|u|^2|h|^{\lambda}). \]  
(4.16)

**Lemma 4.3.** Let \( v \perp \bar{\epsilon}, v \in \mathbb{R}^d. \) Then we have
\[ E[(\bar{\epsilon}'(\tau_{\epsilon_1} - \tau))(v' \tau)] = O(|v||\bar{\epsilon}||\epsilon_1|^{\lambda/2}). \]  
(4.17)
If \( v \parallel \bar{\epsilon} \), then we have
\[ E[(\bar{\epsilon}'(\tau_{\epsilon_1} - \tau))(v' \tau)] = O(|v||\bar{\epsilon}||\epsilon_1|^{\lambda}). \]  
(4.18)

**Proof of Lemma 4.2.** Using (4.24), we get
\[ J(h, u) = E[(\xi(h, h + u) - \xi(0, u))^2] \leq C(E[(\xi(0, h + u) - \eta + u'\tau)^2]) \]
\[ + E[(\xi(0, h + u) - u'\tau)^2] + E[(\xi(0, h) - h'\tau)^2)] \]  
(4.19)
\[ \leq C|\eta + u|^{2+\lambda} + |h|^{2+\lambda} + |u|^{2+\lambda}. \]

At the same time there holds
\[ E[(u'(\tau - \tau_h))^2] \leq C(E[(\xi(h, h + u) - u'\tau_h - \xi(0, u) + u'\tau)^2] + J(h, u)) \]
\[ \leq C(E[(\xi(h, h + u) - u'\tau_h)^2] + E[(\xi(0, u))^2 - u'\tau)^2] + J(h, u)) \]  
(4.20)
\[ \leq C(|h + u|^{2+\lambda} + |h'|^{2+\lambda} + |u|^{2+\lambda}) \]

Putting \( |u| = C|h| \), we get (4.16).

**Proof of Lemma 4.3.** Implementing the Cauchy inequality and Lemma 4.2 we get
\[ |E[(\bar{\epsilon}'(\tau_{\epsilon_1} - \tau))(v' \tau)]| \leq (E[(\bar{\epsilon}'(\tau_{\epsilon_1} - \tau))^2])^{1/2}(E[(v' \tau)^2])^{1/2} = O(|v||\bar{\epsilon}||\epsilon_1|^{\lambda/2}). \]  
(4.21)

Let us prove (4.19). We have
\[ O(|v|^2|h|^{\lambda}) = E[(v'(\tau - \tau_h))^2] \]
\[ = v'I(0)v + v'I(h)v - 2E[(v' \tau)(v' \tau_h)]. \]  
(4.22)
Hence, using (2.8), we get
\[ E[(v'\tau)(v'\tau)] = v'I(0)v + O(|v|^2|h|^\lambda) \]
(4.23)

Therefore
\[ E[(\tilde{h}^{\prime}(\tau_{n1} - \tau))(v'\tau)] = (E[(\tilde{h}^{\prime}\tau_{n1})(h\tau)] - E[(\tilde{h}^{\prime}\tau)(h\tau)]) = O(|v||\tilde{h}||h_{1}|^{\lambda}). \]
(4.24)
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