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Abstract

Epidemics of infectious diseases posing a serious risk to human health have occurred throughout history. During recent epidemics there has been much debate about policy, including how and when to impose restrictions on behaviour. Policymakers must balance a complex spectrum of objectives, suggesting a need for quantitative tools. Whether health services might be ‘overwhelmed’ has emerged as a key consideration. Here we show how costly interventions, such as taxes or subsidies on behaviour, can be used to exactly align individuals’ decision making with government preferences even when these are not aligned. In order to achieve this, we develop a nested optimisation algorithm of both the government intervention strategy and the resulting equilibrium behaviour of individuals. We focus on a situation in which the capacity of the healthcare system to treat patients is limited and identify conditions under which the disease dynamics respect the capacity limit. We find an extremely sharp drop in peak infections at a critical maximum infection cost in the government’s objective function. This is in marked contrast to the gradual reduction of infections if individuals make decisions without government intervention. We find optimal interventions vary less strongly in time when interventions are costly to the government and that the critical cost of the policy switch depends on how costly interventions are.

Author summary

The question of how to determine policies during epidemics is a subject of broad contemporary interest. How and when should society impose behavioural restrictions in order to reduce infections? Policymakers have to balance many objectives, suggesting a need for quantitative tools for designing optimal intervention policy. Previous work on optimal policy-making typically sidesteps the question of how the population follows any intervention chosen by a government. Furthermore, the cost of implementing an intervention is also usually ignored. Our work overcomes these shortcomings. We analyse how the population chooses behaviour in a self-organised way. This can be influenced by the government so as to optimise its own objective function. Its objectives can be different from the individuals. Our work represents a proof-of-principle that costly policy interventions can be developed in the environment of (i) a disease with...
well-understood epidemiological character (ii) health-care capacity limits (iii) where those interventions are costly to implement. For these reasons we believe it highlights an opportunity to develop deployable policymaking tools and further advances our understanding of epidemiology when individuals adapt their behaviour in response to perceived dangers.

Introduction

Policymakers can manage epidemics using a variety of non-clinical interventions that target behaviour and hence the rate at which the disease is passed on. At one extreme this can involve merely providing accurate information and/or conceptual tools to enable rational individuals to identify their optimum behaviour. More interventionist strategies available to policymakers include subsidising preferred behaviour and/or penalising behaviour that they wish to discourage. Recent epidemics have generated much debate about policy, including how and when to impose restrictions on behaviour. Policy is likely to fall sharply into focus as the epidemic is analysed in a historical context, informing our planning for future epidemics. The primary goal of this work is to establish a proof-of-principle that fully quantitative approaches can be used to help design optimal intervention strategies, first in a stylised model but without obvious conceptual limits to incorporating more faithful descriptions of population composition and behaviour. We show that the costs of government interventions can be incorporated into the kinds of quantitative tools that would be necessary to manage future pandemics.

Dealing with an epidemic as a policymaker requires a number of objectives to be prioritised and balanced. The goal of limiting infections may justify restrictions on the day-to-day social and economic activities of citizens or subjects. A rational policy design process involves policymakers who are aware of the strategies that provide the most beneficial outcomes, these being evaluated using quantitative metrics. Our motivation here is to further the development of such quantitative tools. Ultimately we would see this as an aid to policy making but here we are concerned with establishing a point of principle - that it is possible to target outcomes that are optimal in the sense that they maximise an objective function that balances costs against benefits in the specific case of (i) when these interventions can carry costs to the government, (ii) when the healthcare system has limited capacity, (iii) when the interventions (have to) take into account the endogenous behaviour of the population, including its response to said interventions, and (iv) when the interests of government and population might not be aligned.

This study is concerned with rational policymaking in and for a society of rational individuals. There already exists a literature that explores the behaviour of rational individuals, in the absence of policy interventions. These individuals are typically assumed to be able to adjust their behaviour in the face of an epidemic. Broadly speaking, individuals may choose to limit their social activity when infections are high, to avoid the risk of becoming infected themselves, provided that the health risks outweigh the social and economic costs. In the opposite limit, little or no behavioural changes are made and the epidemic is assumed to run its natural course much as if the agents were unreasoning. These studies are highly stylised in several respects, including the use of population-wide mean-field compartmentalised model and little or no analysis of the role of uncertainties. While they have not yet been developed into the more sophisticated variants needed to reorientate towards real data they nonetheless lay down an important milestone in demonstrating that such analysis is possible, at least in principle. It is generally straightforward to see how such approaches can be extended to incorporate the complexities of real data, mirroring the sophistication of epidemiological approaches that incorporate more realistic household-level descriptions. This might include multiple compartment types with different risk and behaviour profiles.
spatial and temporal networks, seasonal effects, spatial or transmission heterogeneity, or agent-based models. It is also possible to include noise, for instance in the control. It is also of interest to study the inverse problem to ours where one attempts to infer the objective function underlying some observed (social distancing) behaviour.

Perhaps the most fundamental common assumption is that individual agents act rationally, i.e. to maximise an economic utility. Although the limitations of such approaches have been widely acknowledged, e.g. within behavioural economics generally, this remains one of the fundamental assumptions of modern economic theory and will be adopted in the present work, noting that conceptual tools could be provided to assist individuals in identifying rational decisions. Recent methodological advances have allowed to establish the behaviour of individuals that target a Nash equilibrium, rather than a global utility maximum that requires coordination.

Different from such decentralised decision-making, governments present an instance of centralised decision-making. These will typically not aim for Nash equilibria but for policy that is more socially optimal or better aligned with political or national priorities. Furthermore, subsidy and tax schemes can be used by a social planner to decentralise optimal policy, i.e. to bring the Nash equilibrium of individuals into alignment with the global optimum. These approaches have so far only been applied to the special case where the subsidy and tax schemes are cost-free to the social planner, i.e. they appear only in the utility function of the individuals. Additionally, attention has been restricted to the case where the preferences of the government and the population are well aligned. We go beyond these restrictions by invoking a hierarchy of interests. This requires a nested optimisation of both the government intervention strategy and the underlying equilibrium behaviour of the population. An important aspect of our work is that we investigate the situation in which the cost of an infection relative to the cost of social distancing can be quite different for the government than for an individual. This is highly plausible, as for instance, it is likely to be more difficult for an individual to negotiate the right to work remotely than were the government to impose these arrangements.

Typical government interventions in this literature would involve taxing high social activity of infectious individuals with the aim of disincentivising them from certain behaviour, akin to a Pigouvian tax or subsidy. The collected taxes get redistributed equally over the whole population. The typical assumption is then that the intervention has no direct effect on the government’s objective function since the process of redistribution is assumed to be cost-free, while of course the results of the taxation, here the reduction of social activity, do impact the government objective function indirectly. However, we argue that one must consider the process of redistribution itself as costly, e.g. due to the misallocation of resources and the distortion of markets caused by the collection of taxes, an effect known as the shadow or marginal cost of public funds. Another factor could be that the administration of the incentivisation process is in itself costly, e.g. it requires clerical and professional resources, surveillance resources, etc.

Some recent studies have also focussed on the role of healthcare thresholds, but not in combination with Nash equilibrium behaviour and costly government interventions. Ref. is most similar to ours, investigating the role of government intervention on equilibrium behaviour in a situation where the case fatality rate depends on the current number of cases. Their work differs from ours in that they study equations that are discrete in time, and that their case fatality rate is unbounded for large infection numbers. Most importantly, they are only interested in the case in which the government and the individuals have the same preferences and
that the intervention is cost-free.

SIR models being compartmental models with continuous values, it is impossible to fully eradicate the disease, at best reaching an exponential decay of infections with strong social distancing or after reaching herd immunity via infections or vaccination. While eradication can in principle be incorporated, e.g. by defining a critical value of the infectious compartment below which the disease is said to have been eradicated, eradication is quite complicated to reach in a global pandemic in practice. This is why we choose to neglect the possibility of complete eradication in what follows.

Waves of infections are predicted to occur under certain circumstances, e.g. when fresh variants occur that (partially) escape immunity, waning immunity and demographics, or when social distancing is a more ad hoc response to recent changes in the infection and fatality numbers.

We focus on calculating the self-organised social distancing of individuals and the government incentives that enable such behaviour. We do not investigate other possible policy interventions such as vaccination and treatment strategies, or isolation, testing, and active case-tracing strategies, noting that these can be included in future variants of models like the one we analyse here. Instead, we assume that a vaccine becomes available at a time far longer than the duration of the epidemic, at which point all the remaining susceptible people become immune to the disease instantly. We do this so that we only have to study the behaviour on a finite time horizon. We ignore the situation where a vaccine becomes available during the epidemic. While the early arrival of a vaccine would have consequences for both equilibrium and globally optimal behaviour, this lies outside of the scope of this work. Judging from previous work, one would roughly expect that the earlier the vaccine is expected to arrive, the more incentivised both individuals and governments would be to increase their social distancing efforts.

In what follows policymakers are also assumed to be acting rationally. They decide how to intervene so as to maximise a government-level objective function. In the spirit of a proof of principle we limit policy priorities to three of the most obvious factors: reducing direct health risks, avoiding excessive stress on the health care system and mitigating the social and financial impact associated with placing limits on individual behaviour. The primary variables are: (1) the infectiousness $k(t)$, parameterising the mean number of additional cases a single infected individual would cause in a previously unexposed population. This is assumed to have a background, or natural, level $\kappa > 1$ adopted by society in the absence of any behavioural changes, also known as the basic reproduction number $R_0$. (2) A time-dependent government intervention $\varepsilon(t)$ that can be deployed to incentivise behavioural changes in individuals. For simplicity we neglect the possibility of reinfection, although the present framework can be modified to incorporate this.

Methods

Epidemic dynamics

The epidemic dynamics represent the lowest hierarchy in our problem, see Fig.1 and inform all rational decisions made by the population and policy makers. We assume that the epidemic follows a standard SIR compartmentalised model in which the fraction of the population in the susceptible, infected and recovered categories, the
Epidemic dynamics are modelled using a simple Susceptible-Infected-Recovered compartmental model. This informs all decision making (black arrows). The progress of the disease depends only on the behaviour of individuals, who adopt a behaviour consistent with an infectiousness $k(t)$ at time $t$ (gold arrow). Individuals may receive government incentives $\epsilon(t)$ (brown arrow) to modify their behaviour. They then adopt a rational strategy $k(t)$, corresponding to a Nash equilibrium, based on some utility functional. The government maximises its own value functional and intervenes with incentives for individuals to realise this. This intervention process will, in general, itself carry costs.

The latter including any fatalities, obey the rescaled equations

\begin{align}
\dot{s} &= -k_s i \\
\dot{i} &= k_s i - i \\
\dot{r} &= i
\end{align}

with initial values $s(0) = 1 - i_0$ and $i(0) = i_0$ at a time $t = 0$. We usually drop most functional dependencies, such as time here, for brevity. Here a dot denotes a time derivative and we have assumed a single timescale for recovery and the duration of infectiousness, for simplicity, measuring time $t$ in these units. The course of the epidemic depends on the population averaged infectiousness $k(t)$, which arises from the behaviour of the whole population; as a shorthand, we directly denote $k(t)$ as behaviour. Social distancing performed by the population results in a reduction of $k$. At this level of the hierarchy, we take $k(t)$ as given, but we will calculate it self-consistently from individual behaviour in the next section.

Since the following results do not depend on the recovered fraction of the population, we omit it in what follows. The solution of these equations is shown for constant $k = \kappa^* = 4$ in Fig 2 as a baseline for comparison to various scenarios with behavioural modification of $k$. For this, we calculated the numerical solution of Eqs 1 with a standard ordinary differential equation solver implemented in the integrate.odeint function in the scipy Python package [57].

**Nash equilibrium behaviour**

In the following we calculate the expected population behaviour if the population seeks out a Nash equilibrium. Conceptually, we are formulating a mean-field game [58,59], which can be solved with a standard optimal control theory approach [60]. Here, we are building on the work of Reluga TC and Galvani AP [9].
Any representative individual of the population is assumed to observe the course of the epidemic in the population, and select their behaviour $\kappa$ in response to it. The mean-field nature of the approach implies that the individual does not observe the behaviour of other individuals but only the averaged dynamics as described by Eqs. In order to make the situation tractable, we calculate the expected probability $\psi_j(t)$ that the individual is in compartment $j$ at time $t$ as a continuous time Markov process. In direct analogy to the compartmental model for the epidemic in the population, we can write

\begin{align}
\dot{\psi}_s &= -\kappa \psi_s i \\
\dot{\psi}_i &= \kappa \psi_s i - \psi_i
\end{align}

with initial values $\psi_s(0) = s(0)$ and $\psi_i(0) = i(0)$. These equations are similar to eqs. but involve the infected fraction of the population reservoir $i$, itself a solution to those equations. The equations describe how susceptible individuals become infected by coming in contact with members of the infectious compartment of the wider population. If the individual becomes infected their behaviour is assumed not to affect the course of the epidemic itself. Reducing $\kappa(t)$ has the effect of directly reducing the rate of change of $\psi_s$, i.e. increases the probability of remaining susceptible and lowers the probability of becoming infectious.

Alternatively, one can interpret these equations as a compartmental model for course of the epidemic in a small group of individuals, small enough compared to the whole population so as not to affect the course of the epidemic itself, being able to employ a different strategy $\kappa(t)$ as compared to the population-averaged strategy $k(t)$. One also has to assume that the individuals are dispersed in the population and cannot infect each other, only becoming infected by coming into contact with the rest of the population.

The individual knows exactly how many susceptibles, infected and recovered there are in the population, but the individual does not have any information about which group any given person belongs to. As a result, the individual cannot selectively socially distance, i.e. only distance from infected. We require everybody to socially distance. According to expected utility theory the individual will seek to maximise a utility functional which depends on both their own and the population behaviour, $U(\kappa(t), k(t))$. Any given individual cannot influence the behaviour of the whole population, so from the viewpoint of the individuals $k(t)$, and as a result $s(t)$ and $i(t)$ represent external or exogenous quantities, to which the individual can merely react with their own behaviour $\kappa(t)$. For the individual, the situation can be represented as a standard optimal control problem.

A Nash equilibrium for a population of identical individuals is found when one identifies a strategy $\kappa(t)$ for which, when adopted by the general population, individuals cannot find an alternative strategy $\tilde{\kappa}(t)$ that improves their utility

$$U(\tilde{\kappa}(t), \kappa(t)) \leq U(\kappa(t), k(t)), \text{ for any } \tilde{\kappa}(t).$$

In such a situation, any given individual would be expected to react to the population strategy $\kappa$ by selecting behaviour $\kappa$ themselves, thus upholding the population strategy self-consistently.

The strategy to obtain explicit solutions, is to maximise $U(\kappa, k)$ over $\kappa$, treating $k$ as exogenous. Having identified this extremum, one sets $k = \kappa$ to obtain the Nash equilibrium strategy adopted by the entire population. In more detail:
We analyse a simple stylised form for the individual utility with discounted utility per time \( u \):

\[
U = \int_0^\infty u(t) dt
\]  

\[
u = f^{-t} \left[ -\alpha(i) \psi_i - \beta (\kappa - \kappa^*)^2 + (\kappa - \kappa^*)\varepsilon(t) \right]
\]  

(4)  

(5)

Here \( f \geq 1 \) is the individual’s discount rate (equivalent to a discount time \( 1/\log f \)). The cost associated with infection, including the risk of death, is written \( \alpha(i) \). This can reflect escalating costs when a healthcare threshold is exceeded, e.g. as hospitals become full and as a result average treatment quality deteriorates and fatality rates increase. For simplicity we neglect the queuing process which determines whether an individual still receives state of the art healthcare such as admission to an intensive care unit with access to ventilators, etc. Instead, we assume simply that the more infections there are on the population level, the worse on average the treatment of an individual becomes and the higher the probability of dying. Therefore the cost per single infection \( \alpha(i) \) in general depends on the number of infections \( i \). We study two situations. One situation is characterised by the cost of an infection being always the same, i.e. \( \alpha(i) = \text{const} \). The other situation represents the fact that healthcare systems have limited capacity by having the infection cost rise near a healthcare threshold \( i_{hc} \)

\[
\alpha(i) = \alpha_0 + \frac{\alpha_1 - \alpha_0}{2} \left( \tanh[(i - i_{hc})\sigma] + 1 \right)
\]  

(6)

with minimum cost \( \alpha_0 \), maximum cost \( \alpha_1 \) and a steepness \( \sigma \), see Fig 3A. If, during the course of the epidemic, the fraction of infectious \( i \) approaches the threshold, the cost to being infectious increases. This reflects the greater damage from becoming infected when healthcare resources are saturated, as well as an increased likelihood of death.

The constant \( \beta \) parameterises the financial and social costs associated with an individual modifying their behaviour from the baseline infectivity \( \kappa^* \). Our choice of a quadratic form here ensures a natural equilibrium at \( \kappa = \kappa^* \) in the absence of disease and/or intervention. In what follows we restrict ourselves to the case \( \beta > 0 \), i.e. where social distancing incurs a cost. The edge case \( \beta = 0 \) changes the control problem fundamentally and leads to so-called bang-bang style behaviour \( \kappa = 0 \). We can therefore choose units for all utilities and costs in which \( \beta = 1 \) without loss of generality.

Government incentives (if any), are written \( \varepsilon(t) \). These represent state level incentives (or penalties) designed to modify behaviour. For example, if \( \varepsilon < 0 \), the government is incentivising cautious behaviour \( \kappa < \kappa^* \) and taxing risky behaviour \( \kappa > \kappa^* \). The interpretation of \( \varepsilon \) as a tax/incentive would imply that whatever balance the government earns or spends by enacting \( \varepsilon \) is ultimately equally redistributed among the population.

We have chosen a strongly idealised model and utility function, in the hope of capturing relevant behaviour without adding unnecessary model complexity. It is common to model the social activity, \( \kappa \) or \( k \) here, as entering linearly in the epidemic model, e.g. [1,7], and equally common to assume a convex, and in particular quadratic control cost, e.g. [7,29]. Others have used different, but also convex, functional forms for the social distancing cost, e.g. [1], and while there are some quantitative differences in the results, the Nash equilibrium behaviour is qualitatively quite similar. As we will see, the results greatly depend on whether there is a step in the infection cost or not, but we believe the particular functional shape of the step to not be relevant, qualitatively. One, however, finds very different outcomes when one assumes that the infection cost per infection decreases with the number of infections [6], which can result in infection waves. We have assumed that all individuals have to pay the cost of social distancing equally in contrast to other work, e.g. [1,31] where the cost of social distancing is paid mostly by
the $s$-compartment. Their choice is motivated by the fact that only susceptibles can influence their fate with their own behaviour. Our choice is motivated by the observation that no individual, regardless of compartment, can socially distance without incurring a cost and aligns more closely with the situation in which an individual doesn’t necessarily know in which compartment they are, e.g. the limit where many infections occur asymptomatically. This would result in individuals that are in the infectious or recovered compartments acting as if they are susceptible. Treating this precisely would require a model with significant additional complexity. Future versions of our model may include explicitly for instance asymptomatic and exposed compartments, with separate controllable behaviours for each compartment. In addition, there can be peer-pressure effects for conformity across all compartments. As for the functional choice of the government intervention: we strongly idealised the situation and assumed that the government intervention acts as a bias on the behaviour $\kappa$ linearly, with the aim of allowing the government to both incentivise more or less activity. Alternative approaches would have been for the government to use an incentive $\varepsilon$ to influence the cost of social distancing $\beta$ by replacing the term $-\beta(\kappa - \kappa^*)^2$ with $-(\beta - \varepsilon)(\kappa - \kappa^*)^2$ (positive $\varepsilon < \beta$ allow $\kappa$ to deviate more easily from $\kappa^*$) or to use $\varepsilon$ as a tax to affect the cost of an infection $\alpha(i)$ by replacing the term $-\alpha(i)\psi_i$ by $-(\alpha(i) + \varepsilon)\psi_i$ (positive $\varepsilon$ encourages more social distancing to avoid the increased infection cost). These ideas would be quite similar to what is explored in Ref. [30]. We believe that these choices would still allow the government to target the global optimum of its objective function by appropriately incentivising/taxing the population. Since we see our work as a proof of concept, we have only focused on one type of government intervention.

It is numerically convenient to truncate the utility integral at a final time $t_f$. Indeed this can be realistic if associated, e.g. with the rollout of mass vaccination. The contribution to the utility from the course of the epidemic after $t_f$ is written $U_f$.

Assuming the arrival of a perfect vaccine at $t_f$, which reduces the fraction of susceptibles immediately to 0 and thus immediately reduces the incentive to social distance, $\kappa = \kappa^*$, the utility then reads

$$U = \int_0^{t_f} u(t)dt + U_f$$

$$U_f = \int_{t_f}^{\infty} u(t)dt = \int_{t_f}^{\infty} f^{-t}[-\alpha(i(t))\psi_i(t)]dt$$

which can be numerically integrated. For convenience, we approximated the salvage term

$$U_f \approx - f^{-t_f} \alpha(0) \frac{\psi_{i,f}}{1 + \log f}$$

see section D in S1 Text for a short derivation. We always choose $t_f$ large enough so that $i_f$ is extremely small (typically $\lesssim 10^{-8}$). As a result the approximation above is satisfied well and in addition $U_f$ is negligible. However, the small contribution of $U_f$ is always included in the figures and solutions we show here, for completeness. We note again that the arrival of a vaccine or treatment earlier during the course of the epidemic tends to enhance social distancing efforts \[1\[7\[55\]. If $\alpha(i)$ is not constant in that situation, the above approximation will not be accurate. However, in this work, $t_f$ is assumed to always be sufficiently late for vaccination to have no behavioural or policy consequences.

The individual behaviour $\kappa$ is assumed to satisfy the constrained optimisation
problem
\[ \kappa = \arg \max_{\kappa} U \]
subject to \[ \dot{\psi}_s = -\kappa \psi_s i, \quad \text{with} \quad \psi_s(0) = 1 - i_0, \text{and} \]
\[ \dot{\psi}_i = \kappa \psi_s i - \psi_i, \quad \text{with} \quad \psi_i(0) = i_0. \]  
(10)
The population behaviour \( k(t) \) and therefore \( s(t) \) and \( i(t) \), as well as the government intervention \( \varepsilon(t) \) are treated as external or exogenous quantities, outside of the individual’s control. They merely represent an explicit time-dependence of the utility function and the individual’s dynamics, to which the individual reacts by adjusting their behaviour without being able to affect them.

The solution to this optimisation problem can be calculated within a standard Hamiltonian/Lagrangian approach. Lev Pontryagin discovered that instead of solving the constrained optimisation problem directly, one can derive a simpler to solve set of differential equations that comprise a boundary value problem (BVP) \[61\]. As an intermediate step of deriving the BVP one defines a Hamiltonian. What is now known as Pontryagin’s Principle loosely states that an optimal control to solve the constrained optimisation problem must also solve this BVP, which in turn means that it also extremises the Hamiltonian. The BVP is equivalent to the Hamiltonian equations or Euler-Lagrange equations known in physics which can be derived when extremising an action integral. See sections A and B in S1 Text, or references \[9,60\], for a derivation and more details. Here we use this approach and, instead of solving the constrained optimisation problem directly, solve the BVP involving the Hamiltonian. The system’s Hamiltonian for the individual behaviour is given by, see section B in S1 Text,

\[ H = u + v_s(-\kappa \psi_s i) + v_i(\kappa \psi_s i - \psi_i) \]
\[ = -f^{-t} (\alpha(i) \psi_i + (\kappa - \kappa^*)^2 - \varepsilon (\kappa - \kappa^*)) \]
\[ - (v_s - v_i) \kappa \psi_s i - v_i \psi_i \]  
(11)
Using this Hamiltonian, we can obtain additional differential equations and a condition on the control, which when solved together yield the optimal control. The Lagrange multipliers \( v_s(t) \) and \( v_i(t) \) constrain the dynamics to obey eqs. (2). Furthermore, they can be seen as expressing the expected (economic) value of being in state \( s \) and \( i \), respectively, at any given time. The Hamiltonian equations for the values (also called costate equations in the control theory literature) are

\[ \dot{v}_s = -\frac{\partial H}{\partial \psi_s} = (v_s - v_i) \kappa i \]
\[ \dot{v}_i = -\frac{\partial H}{\partial \psi_i} = f^{-t} \alpha(i) + v_i \]  
(12)
with boundary conditions

\[ v_s(t_f) = \frac{\partial U_f}{\partial \psi_{s,f}} = 0, \quad v_i(t_f) = \frac{\partial U_f}{\partial \psi_{i,f}} = -\frac{f^{-t_f} \alpha(0)}{1 + \log f}. \]  
(13)
The Nash equilibrium strategy for an individual follows from \( \dot{\kappa} = 0 = \partial H / \partial \kappa \) and reads

\[ \kappa = \kappa^* - \frac{f^t}{2} (v_s - v_i) \psi_s i + \frac{1}{2} \varepsilon. \]  
(14)
as long as this expression yields a plausible, non-negative value for \( \kappa \), and \( \kappa = 0 \), otherwise. There are some subtleties with how this bound has to be enforced during numerical solution of the equations, which we describe in section C in S1 Text.
Having obtained the optimal individual behaviour $\kappa$ for any given population behaviour $k$ which gives rise to the course of the epidemic $i$, we can now select the special case that constitutes a Nash equilibrium. Assuming that all individuals in the population are identical and would all independently choose the same strategy in response to a given population behaviour, we can then conclude that the average behaviour of the whole population has to be identical to each individual’s behaviour, thus becoming the equilibrium behaviour, $k(t) = \kappa(t)$. Then, $s = \psi_s$ and $i = \psi_i$, as well as

$$k = \kappa = \max \left(0, \kappa^* - \frac{f_t}{2} (v_s - v_i)si + \frac{1}{2} \varepsilon \right).$$

Therefore, we expect social distancing to increase with how strongly the state of being susceptible is valued w.r.t. the state of being infectious, and to increase with the number of susceptibles as well as the infectious.

The equilibrium outcome of the epidemic can now easily be calculated for an exogenous government intervention field $\varepsilon$. This is achieved by numerically solving the boundary value problem of Eqs [1] with boundary conditions $s(0) = 1 - i_0$ and $i(0) = i_0$, Eqs [12] with boundary conditions Eqs [13] in conjunction with Eq [15]. We choose $i_0 = 3 \cdot 10^{-8}$ and $\kappa^* = 4$ and disregard discounting, $f = 1$. We use a typical numerical approach for such optimal control problems, a forward-backward sweep, see section C in S1 Text, or ref. [60] for more details and examples. Other methods for solving boundary value problems, such as a shooting method, would be applicable as well. Even though the cost of infection is a function of $i$, the objective function is convex in $\psi_i$, so we expect this optimisation problem to have a unique solution. As an example, this Nash solution is shown in Fig 2 for a constant infection cost $\alpha = 400$. The Nash behaviour leads to social distancing and therefore, compared to the non-behavioural case of $k = \kappa^*$, a longer duration for the epidemic with correspondingly lower infection rates and a smaller number of cases overall.

**Utilitarian maximum**

For comparison with the Nash equilibrium, we calculate the best possible population behaviour, corresponding to the limit of full cooperation on the level of individuals. This corresponds to directly optimising the corresponding population level utility of the same form

$$U_p = \int_0^{f_f} u_p(t)dt + U_{p,f}$$

$$u_p = f^{-t} \left[-\alpha(i) i - (k - \kappa^*)^2 + \varepsilon(k - \kappa^*)\right]$$

$$U_{p,f} = \frac{-f^{-t} \alpha(0)i_f}{1 + \log f}$$

(16)

to find the optimal $k$, subject to Eqs [1] being satisfied. If adopted by the entire society this would yield the best possible outcome for all. For convenience, we use the same variable names for the Lagrange multipliers. Following the formalism described in section B in S1 Text again, the corresponding Hamiltonian is

$$H_p = u_p + v_s(-ksi) + v_i(ksi - i)$$

$$= - f^{-t} \left[\alpha(i)i + (k - \kappa^*)^2 - \varepsilon(k - \kappa^*)\right] - (v_s - v_i)ksi - v_i$$

(17)
and the Lagrange multipliers or expected values follow

\[
\dot{v}_s = -\frac{\partial H_p}{\partial s} = (v_s - v_i)k_i \\
\dot{v}_i = -\frac{\partial H_p}{\partial i} = f^{-t}[\alpha(i) + \frac{\partial \alpha(i)}{\partial i}] + (v_s - v_i)k_s + v_i
\]

with boundary conditions

\[
v_s(t_f) = 0, \quad v_i(t_f) = -\frac{f^{-t_i} \alpha(0)}{1 + \log f}
\]

The optimal strategy follows from \(0 = \frac{\partial H_p}{\partial k}\) and yields the same decision rule as given by Eq 15 for the Nash equilibrium. The utilitarian behaviour ends up differing from the equilibrium behaviour because the equation for the Lagrange multiplier \(v_i\) gains a term \((v_s - v_i)k_s\) that expresses the cost incurred from any infection causing further infections, which a self-interested individual does not consider. In general, the utilitarian optimum yields a higher utility than the Nash equilibrium, but is susceptible to defection by individuals who can gain at a personal level at the expense of the rest of the population by adopting different strategies, up to the Nash equilibrium, see Fig 2. The Utilitarian behaviour can also be calculated with the forward-backward sweep method, see section C in S1 Text.

**Government intervention strategy**

The government’s objectives are encoded in an objective function which has the same structure as the individual’s but can have different parameter values

\[
V = \int_0^{t_f} v(t) dt + V_f \\
v = f_g^{t_f} \left[-\alpha_g(i)i - \beta_g (k - \kappa^*)^2 - \gamma_g \varepsilon (k - \kappa^*)\right] \\
V_f = -\frac{f_g^{-t_i} \alpha_g(0) i_f}{1 + \log f_g}
\]

with \(f_g\) a governmental discount rate and where \(\alpha_g, \beta_g\) and \(\gamma_g\) account for the different costs assigned to outcomes, and interventions, at the government level. The sign change in the intervention term means that incentivising the population can be costly to the government. The pre-factor \(\gamma_g\) can account for how the cost of interventions can influence the government objective function. This is a way to model the shadow cost of public funds, i.e. the loss of utility due to the distortion of markets, etc., as caused by government intervention. The case of perfectly efficient intervention is given by \(\gamma_g = 0\), while \(\gamma_g > 0\) implies a loss of utility due to the process of intervention itself. We denote the lower and upper limits of \(\alpha_g(i)\) as \(\alpha_{g0}\) and \(\alpha_{g1}\), using the same sharpness \(\sigma\) as for individuals, see Eq 6. The small term \(V_f\) again models vaccination at \(t_f\).

An important aspect of our work is that we investigate the situation in which the cost of an infection relative to the cost of social distancing can be quite different for the government than for an individual, \(\alpha/\beta < \alpha_g/\beta_g\). For instance, it is likely to be more difficult for an individual to negotiate the right to work remotely than if the government imposes these arrangements.

The equilibrium behaviour expressed by Eq 15 uniquely determines the outcome of the epidemic in the presence of an imposed government policy \(\varepsilon(t)\). We can therefore rewrite the SIR model as a function not of \(k\), but of \(\varepsilon\)

\[
\dot{s} = -k(\varepsilon) s i \\
\dot{i} = k(\varepsilon) s i - i
\]
In this spirit, it is the government determining the outcome of the epidemic with its choice of \( \varepsilon \). In analogy to individual decision making, we now have an objective function and equations for the course of the epidemic that depend on a single control variable, but instead of optimising for \( \kappa \), we optimise for \( \varepsilon \). The complete government optimisation problem can therefore be framed as a constrained optimisation in \( \varepsilon \), \( s \), and \( i \), such that

\[
\varepsilon = \arg \max_{\varepsilon} \left[ \int_{0}^{t_f} v(t)dt + V_f \right]
\]

\[v(t) = f_{g}^{-1}[-\alpha_g(i)i - \beta_g(k(\varepsilon) - \kappa^*)^2 - \gamma_g \varepsilon (k(\varepsilon) - \kappa^*)]\]

\[V_f = -\frac{f_{g}^{-1}(0)i_f}{1 + \log f_g}\]

subject to \( s = -k(\varepsilon) s \), with \( s(0) = 1 - i_0 \), and \( i = k(\varepsilon) s i - \lambda_i i \) (dropping most functional dependencies for brevity)

\[H_g = -f_{g}^{-1}[-\alpha_g(i)i + \beta_g(k(\varepsilon) - \kappa^*)^2 + \gamma_g \varepsilon (k(\varepsilon) - \kappa^*)] - (\lambda_s - \lambda_i)k(\varepsilon) s i - \lambda_i i\]

Then the differential equations for the values are, using Eq 15

\[
\dot{\lambda}_s = -\frac{\partial H_g}{\partial s} = i\Lambda
\]

\[
\dot{\lambda}_i = -\frac{\partial H_g}{\partial i} = s\Lambda + f_{g}^{-1} \left[ \alpha_g(i) + \alpha'_g(i)i \right] + \lambda_i
\]

\[
\Lambda = - (\lambda_i - \lambda_s) \left( \kappa^* + \frac{\varepsilon}{2} \right) + \frac{f_{g}^{-1}(0)i_f}{2} (v_i - v_s) \times
\]

\[
(\lambda_s \beta_g f_i (v_i - v_s) - 2f_{g}^{2}(\lambda_i - \lambda_s) + \varepsilon (\gamma_g + \beta_g))
\]

with boundary conditions

\[
\lambda_s(t_f) = 0, \quad \lambda_i(t_f) = -\frac{f_{g}^{-1}(0)}{1 + \log f_g}
\]

The optimal government strategy obeys \( 0 = \partial H_g / \partial \varepsilon \) which yields, using Eq 15

\[
\varepsilon = \frac{i s f_i (\beta_g + \gamma_g)(v_i - v_s) - f_{g}^{2}(\lambda_s - \lambda_i)}{\beta_g + 2\gamma_g}
\]

We can obtain the government strategy with a nested application of a forward-backward sweep of Eqs 21, 24, 25, 26 see section C in S1 Text. At each iteration, we use the current estimate of the optimal government strategy \( \varepsilon \) to calculate the Nash equilibrium behaviour \( k(\varepsilon) \), also with a forward-backward sweep and as described above, as part of the forward integration of the dynamics. This secondary forward-backward sweep treats government intervention as exogenous.

In the case of a constant infection cost, the government’s objective function is convex and we expect numerically obtained solutions to be unique. In the case of a healthcare...
threshold, the government’s objective function is not convex, in contrast to the individuals’ objective function. For that situation it is therefore not straight-forward to establish uniqueness of our numerical solutions to the optimisation problem. In fact, by varying the initial guesses for the controls in the nested optimisation, we always found exactly two local optima for each set of parameters – never more or less – and selected the one with higher utility. We take this as indication that we successfully identify the global maximum in each case.

As an example, we calculate the government intervention strategy and the resulting incentivised equilibrium strategy for the situation where the government and individuals share the same preferences, \( \alpha_g = \alpha = 400 \), \( \beta_g = \beta = 1 \). If government intervention is free of cost for the government, \( \gamma_g = 0 \), the optimal government strategy \( \varepsilon(t) \) targets the utilitarian maximum for the population, see the gold lines in Fig 2. To achieve the utilitarian maximum, the \( \varepsilon \) field is used to bias the individuals’ equilibrium strategy away from the unperturbed Nash equilibrium to coincide with the utilitarian maximum.

**Results**

Even though we strove for simplicity in our modeling choices, the model has a great number of parameters, \( \kappa^*, f, \alpha_0, \alpha_1, \alpha_g, \alpha_{g1}, \alpha_{hc}, \sigma, \beta, \beta_g, \gamma_g \). We are therefore working in a moderately high-dimensional parameter space which would be challenging to fully explore. For simplicity, we adopted values representative of a disease like Covid-19. We selected single values for \( \kappa^*, f, \alpha_0, \sigma, \beta, \beta_g \), while focusing on the effects of varying \( \alpha_1, \alpha_{g1}, \alpha_{hc}, \gamma_g \) to study the full range of behaviours and incentive strategies that might be expected to occur.

**Results without government intervention**

At first, we concentrate on the case where the cost of infection is constant, \( \alpha(i) = \text{const} \) and where the government takes no role in the response to the epidemic, \( \varepsilon = 0 \). This situation has been already discussed for slightly different utilities, e.g. [1]. To appreciate the impact of optimal decision making, it is helpful to first establish a baseline: the course of an epidemic without any behavioural modification, \( k = \kappa^* \), see Fig 2 (grey curves). This corresponds to a situation where there is no perceived risk associated with an infection, \( \alpha = 0 \). Since there is no behavioural modification, Fig 2A, and no government intervention, Fig 2B, the number of susceptibles \( s \) quickly drops, Fig 2C, as they become infected, Fig 2D. The peak of \( i \) is extremely large, with a fraction of roughly 0.4 of the whole population being infected at once. Consequently, the fraction of people that remains uninfected at the end of the epidemic, \( s_\infty \), which is shorthand for \( s(t \to \infty) \), reaches close to 0, Fig 2C. In contrast, for a moderate risk, \( \alpha = 400 \) (black lines), the population chooses a Nash equilibrium with considerable reduction in their activity \( k \), Fig 2A, which reduces peak infection levels, Fig 2D, and the total number of cases \( 1 - s_\infty \), Fig 2C, at the expense of prolonging the epidemic. The utilitarian optimum (gold lines) can target a scenario where the duration of the epidemic is almost the same as for the baseline scenario, with a smaller total of cases than for the Nash equilibrium.

The higher the cost of infection \( \alpha \), the stronger is the behavioural modification, see black lines in Fig 3 see also examples for the equilibrium behaviour for \( \alpha = 100 \) (grey lines) and \( \alpha = 175 \) (black lines) in Fig 3B1 and 3B2, as well as \( \alpha = 400 \) (black lines) in Fig 3D1 and 3D2. As a consequence, the peak height of infections, Fig 3C, and the total number of cases, Fig 3E, are reduced with increasing \( \alpha \), whereas the epidemic duration, Fig 3F, increases. The duration on which the behaviour deviates from the pre-epidemic value \( \kappa^* \) is comparable to the duration of the epidemic. Even though the total number
Fig 2. Comparison of social distancing behaviour. (A) Population behaviour $k(t)$, (B) government intervention $\varepsilon(t)$ and (C, D) dynamics of the disease $s, i$ for a range of scenarios with $i_0 = 3 \cdot 10^{-8}, f = 1$, and $\kappa^* = 4$ throughout: a baseline where there is no behavioural modification (corresponding to equilibrium behaviour at an infection cost $\alpha = 0$, grey lines); the Nash equilibrium for $\alpha = 400$ (black lines), calculated numerically via forward-backward sweep, see section C in S1 Text (In order to demonstrate that the numerical solution is accurate, we also show the analytical solution of the same equations \[62\] as black dots); the utilitarian maximum for $\alpha = 400$ (gold dashes); and finally the population behaviour for two optimal government policies, one being without cost to the government, $\gamma_0 = 0$ (gold lines), and one being costly, $\gamma_0 = 0.5$, with $\alpha = 400$ (cyan lines). When government interventions are cost-free, they enable the population to reach the utilitarian maximum.
of cases decreases with rising $\alpha$, the total epidemic cost $-U$ grows approximately proportionally to $\alpha$, Fig 3A, see in particular the inset where the black line is almost exactly a constant. This implies that the gains in utility by avoiding cases in excess of herd immunity are almost completely offset by the cost of social distancing.

Next, we express the fact that healthcare systems have limited capacity by having the infection cost rise near a healthcare threshold $i_{hc}$, see Eq 6. We investigate the outcomes for a number of thresholds, see Fig 3B. We vary the value of $i_{hc}$ while keeping the absolute steepness of the transition $\sigma = 300$ constant. This has the effect that the relative steepness $\sigma i_{hc}$ varies with $i_{hc}$, with the transitions being the steeper, the larger the threshold. This enables us to investigate the effects of threshold location and transition steepness at the same time. We set $\alpha_0 = 100$ and vary $\alpha_1$ in relation to that. In passing, we note that $\alpha(i)$ is a monotonically increasing function and that the cost per infection at $i = 0$ is not necessarily exactly $\alpha_0$, but $\alpha(0) = \frac{1}{2}(\alpha_0 + \alpha_1 - (\alpha_1 - \alpha_0) \tanh(i_{hc}\sigma)) > \alpha_0$. For the healthcare thresholds that we studied, the difference can be completely neglected for $i_{hc} = 0.1$ and 0.03, whereas for $i_{hc} = 0.01$ one obtains a correction of $\alpha(0) \approx \alpha_0 + 2.5 \times 10^{-3}(\alpha_1 - \alpha_0)$ and for $i_{hc} = 0.003$, $\alpha(0) \approx \alpha_0 + 0.14(\alpha_1 - \alpha_0)$.

Varying the maximum infection cost $\alpha_1$ at a given threshold $i_{hc}$, we find in general two qualitatively different Nash equilibrium strategies, see Fig 3B-3G. For instance, let us focus on $i_{hc} = 0.1$ for now, see the yellow lines.

(1) Low infection cost strategy: For low $\alpha_1$, it is rational to enact stronger social distancing than for the case of a constant high cost of infection, $\alpha = \alpha_1$. As an illustrative example, we show the equilibrium behaviour in the situation where the infection cost rises from $\alpha_0 = 100$ to $\alpha_1 = 1.75\alpha_1$ at $i_{hc} = 0.1$ in Fig 3B1 and 3B2 and compare that with the limiting cases of having constant infection cost $\alpha = \alpha_0$ (grey lines) and $\alpha = \alpha_1$ (black lines). We find that social distancing in the presence of the threshold is stronger than for both constant cost cases. It is obvious that social distancing would be more extreme when there is a healthcare threshold at which the cost increases from $\alpha = \alpha_0$ to $\alpha_1$ than if $\alpha = \alpha_0$ always. But it is perhaps surprising that the situation with a healthcare threshold would call for stronger social distancing as compared to the case where $\alpha = \alpha_1$ always, given that the time averaged infection cost in the presence of the threshold is lower without any additional social distancing. However, the additional investment in social distancing is more than offset by the reduction in infection cost. Still, the peak of infection generally exceeds the health care threshold, see Fig 3D, if only slightly in the example. Strategy (1) is found to the left of the constant infection cost line for $\alpha = \alpha_1$ (black) in Fig 3B. Strategy (1) is also characterised by lowered case numbers as compared to the constant infection cost case, Fig 3E, and slightly longer epidemic durations, Fig 3F. The total epidemic cost $-U$ is only slightly lower than for constant infection cost, in fact it is almost imperceptible on the scale of Fig 3G. Focusing again on Fig 3C, we see that the higher the infection cost, the lower the infection peak becomes, until it approximately meets the health care threshold at $\alpha_1 \approx 2\alpha_0 - 3\alpha_0$ for $i_{hc} = 0.1$, where the situation crosses over into:

(2) High infection cost strategy: If $\alpha_1$ exceeds a critical value which depends on $i_{hc}$ (and to a lesser extent on $\alpha_0$ and $\sigma$), the rational strategy is not to exceed the health care threshold but to remain close to it. An illustrative example for the equilibrium behaviour in the situation where the infection cost rises from $\alpha_0 = 100$ to $\alpha_1 = 4\alpha_1$ at $i_{hc} = 0.1$ is shown as yellow line in Fig 3D1 and 3D2, comparing to the limiting cases of having constant infection cost $\alpha = \alpha_0$ (grey lines) and $\alpha = \alpha_1 = 4\alpha_1$ (black lines). This strategy yield less severe social distancing than the constant $\alpha = \alpha_1$ case. As a result we observe higher peaks of infection, Fig 3D, with a higher total of cases, Fig 3E, and shorter duration of the epidemic, Fig 3F, when compared to the constant infection cost case. However, since the healthcare threshold is generally not exceeded, the total
Fig 3. The rational behaviour in the presence of a healthcare threshold depends on the maximum cost of infection. (A) The infection cost $\alpha(i)$ for a range of healthcare thresholds $i_{hc}$, see Eq 6 with steepness $\sigma = 300$. The colours encode the position of the healthcare threshold $i_{hc}$ for the whole figure. For comparison, two scenarios where $\alpha(i) = \alpha_0$ (grey line) and $\alpha(i) = \alpha_1$ (black) are considered as well. The base infection cost is kept constant throughout, $\alpha_0 = 100$, whereas $\alpha_1$ is varied in the following panels. (B) Typical example for the equilibrium behaviour of population $k(t)$ (B1) and the corresponding infectious cases $i$ (B2) over time for low maximum infection cost $\alpha_1$. We compare the behaviour for a healthcare threshold, $\alpha_0 = 100$, $\alpha_1 = 1.75\alpha_2$ with $i_{hc} = 0.1$ (yellow) to the behaviour for constant infection costs $\alpha(i) = 100$ (grey) and $\alpha(i) = 1.75\alpha_0$ (black). These cases are also marked in panel (C) by correspondingly coloured circles beneath the letters B. (C) The peak of the epidemic $\max(i)$ as a function of the maximum cost of being infectious $\alpha_1$ corresponding to the infection cost scenarios shown in (A). We also mark the data points corresponding to the examples shown in panels (B1-2) and (D1-2) with circles and corresponding labels above. (D) Typical example for the equilibrium behaviour of population $k(t)$ (D1) and the corresponding infectious cases $i$ (D2) over time for high maximum infection cost $\alpha_1$. We compare the behaviour for a healthcare threshold, $\alpha_0 = 100$, $\alpha_1 = 4\alpha_2$ with $i_{hc} = 0.1$ (yellow) to the behaviour for constant infection costs $\alpha(i) = 100$ (grey) and $\alpha(i) = 4\alpha_0$ (black). These cases are also marked in panel (C) by correspondingly coloured circles beneath the letters D. For the same data as in panel (C): (E) Total number of cases after the epidemic has run its course. (F) Duration of the epidemic as defined by the time interval for which $i > 10^{-4}$. (G) Total cost of the epidemic $-U$ for equilibrium behaviour in units of the minimal infection cost $\alpha_0$. In the inset, the epidemic cost is shown in units of the maximum infection cost. Lines in (D-G) serve as guides to the eye.
epidemic cost is much lower than in the constant infection cost case, Fig 3G.

For the lower healthcare thresholds (darker colours), we find qualitatively similar behaviour. However, the more slowly \( \alpha(i) \) varies at the threshold, Fig 3A, the more gradual is the transition between strategies (1) and (2). For the lower values of \( i_{hc} \), e.g., \( i_{hc} = 0.003 \) (purple lines), the peak of infection keeps decreasing with increasing \( \alpha_1 \) across the whole studied range, Fig 3C. This is due to the fact that the infection cost \( \alpha(i) \) does not reach the constant value \( \alpha_0 \) for finite \( i \) and thus any reduction in \( \max(i) \) can yield a lower infection cost. For larger \( i_{hc} \), \( \max(i) \) becomes practically independent of \( \alpha_1 \) at large \( \alpha_1 \) because the infection cost at the peak has already reached \( \alpha(\max(i)) = \alpha_0 \). Corresponding tendencies are found for the total cases, epidemic duration, as well as total epidemic cost.

Fig 3G shows, that if \( \alpha_1 \) is held constant, the total epidemic cost strongly decreases with increasing \( i_{hc} \). This underlines the potentially significant benefit of investing in healthcare infrastructure in order to raise \( i_{hc} \).

Results with government intervention

If government and individuals share the same preferences, \( \alpha_g(i) = \alpha(i) \), \( \beta_g = \beta = 1 \), and if government intervention is free of cost for the government, \( \gamma_g = 0 \), the optimal government strategy \( \varepsilon(t) \) gives rise to the utilitarian maximum for the population, see the gold lines in Fig 2A for an example where the infection cost is constant. To achieve the utilitarian maximum, the \( \varepsilon \) field is used to bias the individuals’ equilibrium strategy in the presence of government intervention away from the unperturbed Nash equilibrium to coincide with the utilitarian maximum. If the government wishes to encourage more cautious behaviour, it selects \( \varepsilon < 0 \), which rewards behaviour \( \kappa < \kappa^* \) and taxes \( \kappa > \kappa^* \). Owing to the level of control the government has over the population with its intervention strategy, the government is able to achieve a course of the epidemic that is shorter while resulting in fewer infections in total. It achieves this by initially incentivising social activity and later on incentivising social distancing in a precisely controlled manner. It is very encouraging that this closely resembles the strategy of the Japanese government, with its “Go To campaign” from July 2020 onwards. This was designed to increase demand for domestic tourism. This was eventually phased out and replaced with policies to promote social distancing.

We note that when \( \gamma_g = 0 \), individual preferences are irrelevant for the course of the epidemic: The government will always be able to find an intervention strategy \( \varepsilon \) that makes the population’s equilibrium behaviour align with the government’s preferences. However, the greater the difference in preferences, the greater the amplitude of \( \varepsilon \) necessary to achieve this.

Next, we consider the case when intervention is costly for the government, see the cyan lines in Fig 2A for an example where the infection cost is constant and \( \gamma_g = 0.5 \). then we find that the government selects an intervention strategy , Fig 2B, which incentivises population behaviour that is less strongly varying over time, Fig 2A. The government does not necessarily intervene less, but it chooses to incentivise social distancing earlier in time so that the peak of social distancing can be less extreme, Fig 2A. Note that this policy yields fewer uninfected at the end of the epidemic, \( s(t \to \infty) \), Fig 2C, as the socially optimal strategy. This occurs even though the peak of the epidemic is lower Fig 2D.

For constant infection cost, the government strategy only weakly depends on the infection cost, regardless of whether the intervention is costly or not: The peak of infection is relatively insensitive to \( \alpha \) for both cost-free and costly intervention, see gold and cyan lines in Fig 4A, respectively. However, the total number of cases approaches the herd immunity threshold more rapidly with intervention than without (black line), Fig 4B. Cost-free intervention enables this at lower infection cost than costly
intervention. Government intervention also manages to keep the duration of the epidemic much shorter than without incentives, Fig 4C, at a lower total epidemic cost, Fig 4D. The inset, in which the total epidemic cost is normalised by the maximum infection cost, shows this more clearly. The intervention policy, Fig 5A, and its effect on population behaviour, Fig 5D, and the course of the epidemic, Fig 5G, vary only subtly with rising infection cost. The larger the infection cost, the longer social distancing is practised and the more gradually it is relaxed over extended periods of time.

If the capacity of the healthcare system is limited according to Eq 6, see Fig 3A, government intervention leads to a markedly different course of the epidemic as compared to the no-intervention equilibrium, see green and purple lines in Fig 4 and compare with the red lines. (We show data with \( i_{hc} = 0.01 \) but expect the scenario to be qualitatively the same for other thresholds.) Instead of a continuous reduction of the infection peak without government intervention, Fig 4A, incentives lead to a sharp switch between policies that favour high peak infection and those that track the healthcare threshold as the maximum infection cost \( \alpha^g \) increases. At low \( \alpha^g \) the government targets a solution with a higher peak of infections, Fig 4A, without necessarily increasing the total number of cases, Fig 4B, at the expense of a longer duration of the epidemic, Fig 4C. This strategy resembles the government strategy for constant infection cost. When the maximum infection cost is high, the government targets the healthcare threshold, albeit at a lower peak of infections than the population would be able to reach on its own. The crossover between the regimes depends on the direct cost for the interventions, controlled by the parameter \( \gamma^g \). When the intervention is cost-free \( \gamma^g = 0 \), the crossover occurs at a markedly smaller maximum infection cost than for the case without government intervention.

Cost-free intervention enables a significantly lower total epidemic cost than no intervention, Fig 4D, as it targets the utilitarian optimum. As compared to no intervention, the costly intervention scenario also results in lowered total epidemic cost at low maximum infection cost but roughly the same total cost at high maximum infection costs. However, it achieves this by lowering the total case numbers which is offset by the cost of intervening.

For reference, we show the government intervention, the behaviour of the population in response to it, and the course of the epidemic for a range of maximum infection costs \( \alpha^g \) in Fig 5.

Regarding the switch in the government strategy, which leads to the sharp jump in the infection peak observed in Fig 4A, and examples of which we show in Fig 5B and 5C: As stated earlier, we always find two locally optimal solutions. These form branches, with one being globally optimal for low maximum infection cost and one being optimal for large maximum infection cost. We only show the solutions that are globally optimal, but the two branches both appear as linear on the log-log plot of Fig 4D, one at low infection cost and one at large infection cost. The switch in the government strategy occurs at the \( \alpha^g \) at which these branches yield the same value of the objective function. The policy that is optimal at low maximum infection cost \( \alpha^g \) is characterised by a high infection peak, Fig 4A, and shorter epidemic duration, Fig 4C; it therefore tolerates higher infection numbers in order to reduce costs incurred from social distancing. The policy that is optimal at large maximum infection cost \( \alpha^g \) favours an investment in stronger social distancing to avoid infections. The policy under high/low infection costs results in a greater/lower \( s_\infty \), Fig 4B. While the crossover between these policies is continuous in the maximum values of the objective function, Fig 4D, it results in very different disease trajectories, in particular in a discontinuous change in the peak infections, Fig 4A. In contrast, the Nash solution in the absence of government control is smooth because the ability of individuals to defect from an optimal consensus strategy leads to a smoothing out of the switch, Fig 4A.
Fig 4. Optimal government policy. (A) Peak of the epidemic as a function of the maximum cost of infection for a range of scenarios where the (maximum) infection cost for either population or government is varied: Nash equilibrium behaviour of the population, without government intervention for a constant infection cost (black line, replotted from Fig 3) and with a healthcare threshold at $i_{hc} = 0.01$ (red, replotted from Fig 3); with government intervention for a constant infection cost $\alpha_g$ (cost-free $\gamma_g = 0$: gold, costly $\gamma_g = 0.5$: cyan) and with a healthcare threshold at $i_{hc} = 0.01$ (cost-free $\gamma_g = 0$: green, costly $\gamma_g = 0.5$: purple). The circles mark the scenarios shown in Fig 5. For these scenarios, we also show (B) the total number of cases, (C) the duration of the epidemic, as well as (D) the total cost of the epidemic in units of the minimal infection cost $\alpha_0$. In the cases without government intervention, the total cost is calculated as $-U$, whereas in the cases with government intervention, we report $-U_g$. In the inset, the epidemic cost is shown in units of the maximum infection cost. Lines serve as guides to the eye.
Fig 5. Course of the epidemic with government intervention. Government intervention $\varepsilon$ assuming (A) constant infection cost $a_g$ and cost-free intervention $\gamma_g = 0$, (B) a healthcare threshold (HT) and cost-free intervention $\gamma_g = 0$, and (C) a healthcare threshold and costly intervention $\gamma_g = 0.5$; all for a range of $a_g$ or $a_{1g}$, respectively, as marked by circles in Fig 4A and listed in the legends of (G-I), with individuals assuming that $\alpha_0 = 100$. (D-F) Equilibrium population behaviour $k$ in response to $\varepsilon$ of (A-C), respectively. (G-I) Infectious $i$ over time, corresponding to the behaviour shown in (D-F), respectively. Here, the $y$-axis has linear scale between 0 and $10^{-2}$ and logarithmic scale above that.
Conclusion and discussion

Here, we have shown how costly interventions, such as taxes or subsidies on behaviour, can be used to exactly align individuals’ decision making with government preferences even when these are not aligned. In order to achieve this, we developed a nested optimisation algorithm of both the government intervention strategy and the resulting equilibrium behaviour of individuals. Healthcare systems in general, and intensive care facilities in particular, have limited capacity. For instance, intensive care units in Japan, the UK, and Germany had approximately 5, 7, and 34 beds per 100,000 people, respectively, in April 2020 [63,64], with most of them regularly occupied. Assuming a healthcare threshold above which costs rise as a result of the rationing of scarce (intensive) care resources among patients, we find that it can be rational to adjust behaviour so that infections remain close to this threshold. This is a generic response when either the above-threshold costs $\alpha_1$ or $\alpha_1g$, for the individuals or government respectively, are high enough. However, the disease dynamics can be very different under government intervention than without it, see e.g. Fig [4A]. We find that optimal government intervention strategies undergo a sharp “switch” from high peak infection numbers to a lower level, around the healthcare threshold. Furthermore, we find that both the maximum infection cost at which this switch occurs and the form of the intervention adopted are sensitive to how costly the intervention is to the government. For diseases that have infection costs around the value at which this policy switch occurs we anticipate that it would be very difficult for policymakers to know whether to adopt a high- or low-peak infection approach, particularly in the face of uncertainties. In the context of the COVID-19 epidemic it may be that the costs were such that the system was located close to this switch. This might help to explain why government policies to tackle COVID-19 differed so markedly between countries. Crude back-of-the-envelope analysis indicates that this may indeed be the case, although we are reluctant to assign values, this being fundamentally a political decision. In particular, if the infection cost were an order of magnitude higher/lower, policy determination would be straightforward.

Our results also show that a dramatic reduction in total epidemic cost can be achieved by increasing the healthcare threshold, implying the policy recommendation to do so.

Future work could include expanding our formalism to noisy dynamics, noisy control [29,65,68], imperfect information or to study the robustness of the control, similar to [40,69,70]. There is also the intriguing possibility of allowing individuals to directly influence government [71] in the same way that $\varepsilon$ allows the government to influence individuals. One approach might be to model political contentment, controlled by individuals, that would appear in the government objective function. This could give rise to a formalism with significant game theoretic complexity.
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Supporting Information

S1 Text. This text provides a background on the calculus of variations, optimal control theory, the forward-backward sweep for solving optimal control problems, and how to calculate our utility salvage term.