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ABSTRACT. We prove that the cycle-valued logarithmic Gromov–Witten theory of a product of simple normal crossings pairs $X \times Y$ decomposes into a product of pieces coming from $X$ and $Y$, provided that the decomposition is considered over a blowup of the moduli space of curves. The result is established by applying the toroidal semistable reduction theorem to the stabilization morphism on the stack of maps to the Artin fans. Since products of smooth pairs are naturally simple normal crossings pairs, the result provides a direct avenue of access to questions in logarithmic Gromov–Witten theory via relative Gromov–Witten theory.

1. INTRODUCTION

Logarithmic Gromov–Witten theory concerns cycles on moduli of maps

$$(C, p_1, \ldots, p_n) \to (Z, D_Z)$$

from pointed curves to a simple normal crossings pair. The logarithmic structure on such a morphism prescribes the contact orders of each point $p_i$ along each divisor $D_j$. The contact order is equal to the scheme theoretic tangency order for non-degenerate maps, but is well-defined for arbitrary logarithmic maps and remains locally constant in families. The resulting moduli space $K_r(Z)$ is equipped with a virtual fundamental class. Enumerative invariants are integrals of evaluation cycles from $Z$ and tautological cohomology classes against the virtual class $[1, 7, 13]$. When the divisor $D_Z$ is smooth, the theory is equivalent to Li’s relative Gromov–Witten theory [23]. The latter is a subject in which researchers have discovered structural results which remain mysterious in logarithmic Gromov–Witten theory, see for instance [10, 11, 12, 21, 25].

Our interest in this paper is the logarithmic Gromov–Witten theory of products of pairs. Products of nontrivial smooth pairs are simple normal crossings but never smooth, and we view such products as a prime testing ground for the structure of the logarithmic theory.

The contribution of this article is a product formula in logarithmic Gromov–Witten theory, generalizing a theorem of Behrend [6]. The novelty in the paper is that the naive generalization of the result is demonstrably false, and we offer a geometric explanation of this failure in the main text and explain how to correct it.

1.1. Product rules. Let $(X, D_X)$ and $(Y, D_Y)$ be smooth projective varieties equipped with simple normal crossings divisors, and assume that all non-empty intersections of components of $D_X$ and of $D_Y$ are connected. The product is a simple normal crossings pair:

$$Z = X \times Y, \quad D_Z = \pi_X^{-1}(D_X) \cup \pi_Y^{-1}(D_Y)$$

where $\pi_X$ and $\pi_Y$ are the two natural projections. Enumerate the irreducible logarithmic divisors in $Z$ by $D_1, \ldots, D_r$ in $Z$. We fix discrete data for maps from curves to $Z$:

(i) the genus of the source curve $g$, 

\begin{itemize}
  \item [(i)] the genus of the source curve $g$,
\end{itemize}
(ii) the curve class \( \beta \) in the homology group \( H_2(\mathbb{Z}) \),
(iii) the number \( n \) of labelled marked points, which will be denoted \( p_1, \ldots, p_n \),
(iv) the positive integers \( c_{ij} \) giving the contact order of the point \( p_i \) with the divisor \( D_j \).

The entirety of the discrete data will be packaged in the symbol \( \Gamma \). The curve class \( \beta \) determines compatible classes on each factor by the K"unneth formula. The components of the divisors on \( \mathbb{Z} \) are pulled back along one of the two projections, so for each \( p_i \) the integers \( c_{ij} \) determine compatible contact orders for maps to \( X \) and \( Y \). We obtain compatible discrete data for maps to \( X \) and maps to \( Y \). There is a moduli problem on logarithmic schemes parameterizing families of logarithmic maps from logarithmic curves to a fixed logarithmic scheme, whose underlying morphisms are stable in the traditional sense. The moduli problem is representable by a proper algebraic stack equipped with a logarithmic structure and a virtual fundamental class \( [\mathcal{K}, 1, 7, 13] \).

We assume that the genus and marking numbers lie in the stable range. As we explain in the main text, for logarithmic mapping stacks \( \mathcal{K} \), there is a simple construction that produces logarithmic modifications
\[
\mathcal{K}^\dagger \to \mathcal{K},
\]
together with a virtual class on \( \mathcal{K}^\dagger \) that pushes down to the virtual class \( \mathcal{K} \). We note that the logarithmic modifications considered here are obtained by pulling back birational modifications along a map from \( \mathcal{K} \) to a smooth space, and in particular, \( \mathcal{K}^\dagger \) need not actually be birational to \( \mathcal{K} \). It is best thought of as a "virtual" birational model.

Our main result explains that the product rule in logarithmic Gromov–Witten theory holds provided the moduli spaces are replaced by appropriate virtual birational models. Without passing to such modifications, the product rule fails; see the discussion after the theorem statement. We maintain the notation above: the target pairs are \( X \) and \( Y \), their product is \( Z \), and the discrete data \( \Gamma \) is fixed.

**Theorem A.** There exists an explicit logarithmic modification of the moduli space of stable curves
\[
\overline{\mathcal{M}}_\Gamma \xrightarrow{\pi} \overline{\mathcal{M}}_{g,n}
\]
and virtual birational models \( \mathcal{K}_\Gamma(W)^\dagger \to \mathcal{K}_\Gamma(W) \) for each \( W = X, Y, Z \), fitting into a diagram
\[
\begin{array}{ccc}
\mathcal{K}_\Gamma(Z)^\dagger & \xrightarrow{\theta} & \mathcal{P}_\Gamma(X \times Y) \\
\downarrow & & \downarrow \\
\overline{\mathcal{M}}_\Gamma & \xrightarrow{\Delta} & \overline{\mathcal{M}}_\Gamma \times \overline{\mathcal{M}}_\Gamma.
\end{array}
\]

There is an equality of virtual classes
\[
\partial_*[\mathcal{K}_\Gamma(Z)^\dagger]^{vir} = \Delta^![\mathcal{K}_\Gamma(X)^\dagger \times \mathcal{K}_\Gamma(Y)^\dagger]^{vir} \text{ in } A_*(\mathcal{P}_\Gamma(X \times Y); \mathbb{Q}).
\]

1.2. **Discussion and context.** The product formula in ordinary Gromov–Witten theory is a basic property, analogous to a K"unneth formula, proved by Behrend in a paper that shortly followed the foundations of the virtual fundamental class in algebraic geometry [6]. The result has had applications, for example to the enumerative geometry of compact Calabi–Yau geometries [29], and forms a basic exploratory tool in the subject. For example, the Gromov–Witten theory of target curves is known to be tautological [20], and the product formula immediately exhibits an infinite class of algebraic surfaces for which the same is true. It is this flavour of result that forms the motivation for the theorem here. Indeed, together with the techniques developed in our follow
up [27] and Janda’s work on the Gromov–Witten theory of target curves [20], the product formula should yield the following result.

**Speculation.** Let \( X \) and \( Y \) be smooth curves, each equipped with a logarithmically smooth structure. Then all logarithmic Gromov–Witten cycles of \( X \times Y \) lie in the tautological ring of the moduli space of curves.

The first exploration of a product formula in relative Gromov–Witten theory appears to be work of Lee and Qu, who prove that the simplest form of the product rules holds provided one factor in the product carries no logarithmic divisor, i.e. in the situation where the product is itself a smooth pair [22]. Although restrictive, Lee and Qu’s result is sharp – if both factors have non-trivial logarithmic structure, the naive product formula typically fails. These failures are dramatic and commonplace, although it has taken some time for examples to appear in the literature.\(^1\)

The point that we wish to illustrate in this paper is that the failure of the product formula can be traced to the stabilization morphism

\[
K_\Gamma(X) \to \overline{M}_{g,n}.
\]

If \( X \) has trivial logarithmic structure the stabilization is “virtually flat”. Once \( X \) acquires logarithmic structure, the map is only “virtually logarithmically smooth”, and not virtually flat.\(^2\) The failure can be patched by a semistable reduction procedure, which restores the product rule.

### 1.3. Nearby mathematics.** The results of this paper were understood contemporaneously with the author’s work on the degeneration formula [31], where virtually flat tautological morphisms become poorly behaved logarithmically. The present paper was initially written in 2019 as a simpler companion paper to loc. cit. that demonstrated parallel ideas. It has undergone expository restructuring in the years since.

A logarithmic product rule has been proved by Herr [14]. The approach is complementary; Herr’s work establishes a statement on the moduli spaces themselves rather than their blowups, but does not equate cycles in ordinary Chow homology. In short, we change the moduli spaces, while he changes the intersection theory. We believe Herr’s formalism has conceptual value, but the present result is more effective for numerical consequences. The strong product decomposition for rational curves in the logarithmic torus has a similar nature to Herr’s work [32].

When specializing to genus 0 curves in convex targets, there is a “relative” version of the product formula, relating the pairs \((X,D)\) and \((X,E)\) with \((X,D+E)\) by studying the fiber product of the moduli space of maps to \(X\). This was examined and utilized in work with Nabijou based on the strategy outlined here [28]. Just as the naive product formula fails, this relative version also fails. The failure lies at the heart of counterexamples to the local/logarithmic conjectures, while the blowup geometry leads to an appropriately correction version [36]. The geometry in the work with Nabijou primarily concerns the “maximal contact” geometry, and the virtual birational models constructed there are significantly more explicit than we produce here.

### 1.4. Recent progress.** When the target geometry is \((\mathbb{P}^1)^r\), but as a “rubber target” for the rank \(r\) torus action, the corrected product rule on a blowup was obtained using Abel–Jacobi theory by Holmes–Pixton–Schmitt [17]. The cycles in \(\overline{M}_{g,n}\) obtained from these constructions – dubbed

\(^1\)An explicit counterexample was presented by the author in the working seminar on bChow intersections run by Holmes and Schmitt with notes available here https://johannesschmitt.gitlab.io/bChowSeminar.html. A detailed explanation of this example is found in [8, Section 5.1]. The examples in [28, Section 1] can also be adapted to this setting.

\(^2\)These notions are not standard in the literature but here we simply mean a morphism that factors as a strict logarithmic morphism with a perfect relative obstruction theory following by a flat resp. logarithmically smooth map.
the toric contact cycles–have also seen recent interest. Independently, Holmes and Schwarz and Molcho and the author have shown that these cycles lie in the tautological ring [18, 27]. Our work with Molcho builds on the strategy laid out in the first arXiv version of this paper–to understand the virtual strict transform operation to access the product rule. A brute force calculation scheme for handling virtual strict transforms is outlined in [27]. The picture was considerably refined in [16].

Finally, there has been significant recent interest in approaching the enumerative geometry of logarithmic pairs using roots rather than logarithmic structures [34]. The product formula is known to hold in the Gromov–Witten theory of stacks [4], and this can be taken to be a simple explanation for why the logarithmic and orbifold theories do not coincide. In genus 0, the situation is now well-understood, and product rules again play a fundamental role [5].
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2. LOGARITHMIC GW THEORY

We work over the complex numbers throughout; the logarithmic schemes appearing will all be fine and saturated.

2.1. Target geometry. Let $W$ be a simple normal crossings pair with divisor $D_W$. Denote the divisor components by $D_1, \ldots, D_r$. Assume that every intersection of a subset of the divisor components of $D_W$ is connected. Each divisor component determines a tautological map

$$W \to \mathbb{A}^1 / \mathbb{G}_m := \mathbb{A},$$

since a map to the codomain is determined by a line bundle and a section. Ranging over the components, we obtain a map

$$W \to \mathbb{A}^r.$$ 

The target may also be equipped with a natural logarithmic structure using the simple normal crossings divisor obtained as the complement of the open point. Once it is so equipped, the map above becomes strict.

Remark 2.1.1. If the divisor $D_W$ is merely normal crossings, or more generally toroidal, one may replace $\mathbb{A}^r$ with the Artin fan [3]. However, the condition imposed here is always satisfied after strata blowups, and strata blowups do not affect logarithmic Gromov–Witten theory.

2.2. Mapping spaces. We can consider the moduli space of logarithmic maps to $W$ and to $\mathbb{A}^r$. These are proven to be representable by algebraic stacks in [1, 13] for logarithmically smooth targets such as $W$; the algebraicity of logarithmic maps to $\mathbb{A}^r$ is established in [3].
We fix numerical data $\Gamma$ of genus, number of markings, contact orders, and in the case of $W$, the curve class. The map $W \to A^r$ induces a strict map on the mapping spaces:

$$K_\Gamma(W) \to K_\Gamma(A^r).$$

We impose a stability condition on the left, i.e. that the underlying maps to $W$ are stable. No such restriction is sensible on the right. However, we work with the non-separated cover of $K_\Gamma(A^r)$ with decorations by curve class, i.e. it formally includes the data of a curve class in the monoid $H_2^+(W)$ of effective curve classes in $W$, one for each component, adding to the fixed class recorded by $\Gamma$.

Details of these decorated spaces may be found for instance in [19, Section 2.2]. The construction there exhibits a space $\mathcal{M}^{\text{wet}}$ as a non-separated cover over $\mathcal{M}_g$, and we pullback the stack of maps to $A^r$ along this cover to form $K_\Gamma(A^r)$.

The fundamental structure in logarithmic Gromov–Witten theory is the following.

**Theorem 2.2.1.** The morphism

$$K_\Gamma(W) \to K_\Gamma(A^r).$$

is equipped with a relative perfect obstruction theory given by $R^\bullet \pi_* F^* T^\text{log}_W$, where $\pi$ and $F$ denote the universal curve and universal map respectively.

A theorem equivalent to the one above is proved by Gross and Siebert [13, Section 5], and the equivalence to the form above is established in [3, Section 6]. Note that if $D$ is empty, the target of morphism above is $\mathcal{M}_{g,n}$ of curves.

### 2.3. Products in different categories.

Let $X$ and $Y$ be simple normal crossings pairs and let $Z = X \times Y$. The stack of logarithmic maps (respectively to $Z$, $X$, or $Y$) represents the stack over logarithmic schemes whose fiber over a logarithmic scheme $S$ is the groupoid of logarithmic maps (respectively to $Z$, $X$, or $Y$) from families of logarithmic curves over $S$. As a formal consequence, the following commutative diagram of stacks over the category of fine and saturated logarithmic schemes is a fiber product:

$$
\begin{array}{ccc}
K(Z) & \longrightarrow & K(X) \\
\downarrow & & \downarrow \\
K(Y) & \longrightarrow & \mathcal{M}_{g,n}.
\end{array}
$$

See [1, Section 2] for a discussion. A scheme or stack with a fine and saturated logarithmic structure determines a functor/fibered category on the category logarithmic schemes. Each of the fibered categories in the above diagram is represented, in this sense, by a stack with a logarithmic structure, it does not follow that the fiber product of $K(X)$ and $K(Y)$ over $\mathcal{M}_{g,n}$ as ordinary stacks is equal to $K(Z)$.

The issues are also present over the moduli space of stable curves. If $3g - 3 + n$ is non-negative, we can examine the fiber products

$$K(X) \times_{\mathcal{M}_{g,n}} K(Y) \text{ vs. } \left( K(X) \times_{\mathcal{M}_{g,n}} K(Y) \right)^{fs},$$

where the right hand side is the fine and saturated fiber product. A priori, there is no reason for these to coincide, and indeed they typically do not. We capture the failure of the product formula as coming from the following basic fact:
The functor of maps to \( X \times Y \) is given by a fine and saturated logarithmic fiber product of \( K(X) \) and \( K(Y) \) over the moduli space of curves, but the intersection product calculates the scheme theoretic fiber product.

When combined with tropical geometry, intersection theory may still be applied to calculate classes of fine and saturated fiber products, and a blueprint for this has been developed in [27].

2.4. **When do the two fiber products coincide?** Generally, given logarithmic schemes \( X, Y, \) and \( B \), with maps \( X \to B \) and \( Y \to B \) there is a natural condition that guarantees that \( X \times_B Y \) and \( (X \times_B Y)^{fs} \) coincide. Specifically, this occurs if \( X \to B \) is a saturated morphism of logarithmic schemes in the sense of [35]. We do not need to go into the details of the definition, but the following gives a geometric source of saturated morphisms that will in fact suffice for our purposes here.

**Example 2.4.1.** Let \( X \to B \) be a logarithmically smooth morphism of logarithmically smooth schemes (or stacks). If the morphism is flat with reduced fibers then it is saturated, see [26, Section 2.1] for a proof. In particular, a dominant equivariant morphism of toric varieties with smooth target, reduced fibers of constant dimension is a saturated morphism with the standard toric logarithmic structures. Conversely, a saturated logarithmically smooth morphism of logarithmically smooth schemes necessarily has equidimensional fibers.

2.5. **Forgetful maps and their pathologies.** We have explained that ordinary and scheme theoretic fiber products of logarithmic schemes do not coincide and the relevance this has for mapping spaces to product targets. We now record an elementary and explicit example showing that forgetful morphisms are typically not saturated.

The logarithmic mapping stack is equipped with a forgetful morphism to the space of curves:

\[
K_G(W) \to \overline{M}_{g,n}.
\]

The morphism above factors as

\[
K_G(W) \to K_G(A^r) \to \overline{M}_{g,n} \to \overline{M}_{g,n}.
\]

The first morphism is strict, and so for the purposes of analyzing the difference between logarithmic and ordinary fiber products, it can essentially be ignored.

**Lemma 2.5.1.** The stabilization morphism

\[
K_G(A^r) \to \overline{M}_{g,n}
\]

is logarithmically smooth.

**Proof.** The morphism \( K_G(A^r) \to \overline{M}_{g,n} \) is shown to be logarithmically étale in [3, Section 3]. After passing to a cover of \( \overline{M}_{g,n} \) by stacks of stable curves with more marked points, the stabilization morphism from \( \overline{M}_{g,n} \) to \( \overline{M}_{g,n} \) is given locally by forgetting marked points. The forgetful morphisms are logarithmically smooth so the result follows. \( \square \)

As we will see, the product formula does not hold in logarithmic Gromov–Witten theory, but it does hold in ordinary Gromov–Witten theory. The reason for this can be traced to a basic phenomenon. In the notation above, the map

\[
K_G(A^r) \to \overline{M}_{g,n}
\]

has dramatically different behaviour when \( r = 0 \) as compared to when \( r \) is positive.
Key Observation. If \( r = 0 \) the stabilization morphism
\[
K_\Gamma(A^0) = \mathcal{M}_{g,n} \to \overline{\mathcal{M}}_{g,n}
\]
is flat. When \( r > 0 \) there exist discrete data \( \Gamma \) such that the stabilization morphism need not be flat. Similarly, the forgetful morphism to \( \mathcal{M}_{g,n} \) has parallel issues: it is always logarithmically smooth but almost never flat.

The observation is justified by the following example. We focus on the space of stable curves, but in fact the example below justifies the statement for both targets.

Example 2.5.2. Consider the moduli stack \( K_\Gamma(A) \), with discrete data as follows: the genus \( g \) is taken to be 0, the number of marked points is 5 each with contact order 0. Let \( C \) be a genus 0 curve over \( \text{Spec} \mathbb{C} \). Consider logarithmic maps of the following form. The curve \( C \) is a union of three irreducible curves
\[
C = C_1 \cup C_0 \cup C_2,
\]
where all components on the right are smooth rational curves, such that \( C_0 \cap C_1 \) and \( C_0 \cap C_2 \) are both nodes, and there are no other nodes. Distribute two points to \( C_1 \) and \( C_2 \) and one point to \( C_0 \) ensuring all components are stable. We can construct a map
\[
C \to A
\]
sends \( C_0 \) to the \( B\mathbb{G}_m \) point in \( A \), and the complement of the node for each of \( C_1 \) and \( C_2 \) maps to the complement of the \( B\mathbb{G}_m \) point. The construction can be carried out as follows. A morphism
\[
C \to A
\]
is a the data of a line bundle and section. If \( C \) is a logarithmic curve over a \( P \)-logarithmic point for some monoid \( P \), then there is an associated tropicalization
\[
\square \to \sigma_P,
\]
where \( P \) is the dual cone. The object \( \square \) is a cone complex and by elementary toric geometry, a piecewise linear function
\[
\square \to \mathbb{R}_{\geq 0}
\]
determines the data of a line bundle and section. A logarithmic map from \( C \) to \( A \) is precisely a line bundle and section that arises in this way. So given a logarithmic curve \( C \) over a \( P \)-logarithmic closed point, a logarithmic map is precisely a piecewise linear function on the tropicalization. In our example, we choose the piecewise linear function to be the following one: In the figure above,

\[
\square \to \mathbb{R}_{\geq 0}
\]
each edge maps onto the target with slope 1. We claim that the locus parameterizing maps of this form in the space \( K_\Gamma(A) \) is a divisor. Tropically, this can be seen simply from the fact that the tropical moduli here is only the choice of edge length for the two edges; the lengths have to be the same in order for the function to be continuous. Geometrically, we can see this by observing that
although there are two nodes, the nodes must be smoothed simultaneously in any logarithmic deformation of the map.

The divisorial locus here maps to a codimension 2-stratum in the moduli space of stable curves, in this case $\overline{M}_{0,5}$. The morphism

$$K_Γ(A) \rightarrow \overline{M}_{0,5}$$

is a logarithmically smooth morphism such that the preimage of a codimension 2 stratum in the target is a divisor on the source. It follows that the morphism cannot be equidimensional.

The failure of flatness can be seen tropically. Indeed, if we remove all other divisors from $K_Γ(A)$ except for the one above, the cone complex of the resulting logarithmically smooth stack $K_Γ^0(A)$ is a single ray. The cone complex of $\overline{M}_{0,5}$ is a 2-dimensional fan containing a 2-dimensional cone corresponding to curves of the type $\sqsubset$ given above. The map on cone complexes is given in the figure below. One immediately sees the violation of flatness. Equidimensional logarithmically smooth morphisms have the property that in the induced map of cone complexes, every cone of the source maps surjectively onto a cone of the target, which is clearly violated here [2, Section 4].

![Cone complex of $K_Γ^0(A)$](image1)

![Cone complex of $\overline{M}_{0,5}$](image2)

**Figure 1.** The induced morphism on cone complexes near the locus discussed above. The dashed arrow on the right is the image of the source cone. In particular, the image of the cone is not a face of the target.

The phenomenon is essentially ever-present, as the simplicity of the example might indicate.

**Example 2.5.3.** Another large source of examples come from examining maps from rational curves to a toric pair $W$, see [30]. We assume that $W$ is smooth in order for it to fit into our present context. We may examine the morphism

$$K_Γ(W) \rightarrow K_Γ(A^r) \rightarrow \overline{M}_{0,n}.$$ 

The first map is strict and smooth, and the composite is easily seen to be logarithmically smooth [30, Section 3]. The main result of loc. cit. is that the first object above can be obtained from $\overline{M}_{0,n} \times W$ by blowing up, and the map to $\overline{M}_{0,n}$ is a projection. It is explained there how resulting blowup can be analyzed directly using the tropical combinatorics, and one immediately sees the non-flatness.
3. LOGARITHMIC MAPS TO A PRODUCT

The discussion in the previous section is meant to demonstrate that the failure of the product formula stems from the failure of

\[ K_\Gamma(A^\tau) \to \overline{M}_{g,n} \]

to be flat with reduced fibers. The issue can be fixed by using the toroidal semistable reduction theorem due to Abramovich–Karu [2], and done universally using Deligne–Mumford stacks in [26]. Recall that a logarithmic modification is a proper, birational, logarithmically étale morphism [3]. Note that we allow the morphism to be non-representable, so generalized root constructions are permitted in the definition.

**Theorem 3.0.1** (Abramovich–Karu). Let \( S \to B \) be a logarithmically smooth morphism of logarithmically smooth schemes. There exist logarithmic modifications \( S^\dagger \to S \) and \( B^\dagger \to B \) with an induced morphism

\[ S^\dagger \to B^\dagger \]

is flat with reduced fibers. Moreover, \( B^\dagger \) can be chosen to be smooth.

When we write “induced morphism” above, we mean that the modification \( S^\dagger \) is a further modification of the strict transform of \( S \) along \( B^\dagger \to B \), and therefore maps to \( B^\dagger \).

We will now apply this to the stabilization morphism to prove the main theorem.

3.1. **Flattening moves.** We now apply the theorem above to the stabilization morphism. We first replace \( K_\Gamma(A^\tau) \) with a finite type open substack \( K_\Gamma^\xi(A^\tau) \) such that the morphism

\[ K_\Gamma(W) \to K_\Gamma(A^\tau) \]

factors through \( K_\Gamma^\xi(A^\tau) \). Explicitly, we do this by imposing that any subcurve that is formally contracted, i.e. that is decorated with vanishing curve class, is stable as a curve with its distinguished points (nodes and markings).

**Proposition 3.1.1.** There exist logarithmic modifications

\[ \overline{M}_{g,n}^\dagger \to \overline{M}_{g,n} \quad K_\Gamma^\xi(A^\tau)^\dagger \to K_\Gamma^\xi(A^\tau) \]

such that there is an induced morphism

\[ K_\Gamma^\xi(A^\tau)^\dagger \to \overline{M}_{g,n}^\dagger \]

which is flat with reduced fibers.

**Proof.** The result is an immediate consequence of the weak semistable reduction theorem, but since we work with Artin stacks with boundary divisors having monodromy, a sufficiently general statement is not obvious in the literature, primarily because the Artin fan construction fails to be functorial [3]. We instead explain how to maneuver the problem so the existing statements apply.

First, perform an iterated \( \overline{M}_{g,n} \) by blowing up each boundary stratum once in increasing order of dimension. The resulting space \( \overline{M}_{g,n}^{[2]} \) does not have self-intersecting boundary strata. Now, repeat the procedure again, blowing up each boundary stratum once, including the ones introduced in the first step, in increasing order of dimension. Call the resulting space \( \overline{M}_{g,n}^{[2]} \). It now has the property that every irreducible component of the boundary is smooth, and an intersection of any subset of irreducible boundary divisors is connected.
Next, perform the following fine and saturated logarithmic base change:

\[ K_{f}^{s}(A^{\tau})^{[\sim]} = \left( K_{f}^{s}(A^{\tau}) \times_{\overline{M}_{g,n}} \overline{M}_{g,n}^{[2]} \right)^{fs} \]

Concretely, this is done by taking the ideal sheaf of indeterminacy for the map \( \overline{M}_{g,n}^{[2]} \to \overline{M}_{g,n} \), pulling it back as an ideal sheaf to \( K_{f}^{s}(A^{\tau}) \) and then blowing up.

Now define \( K_{f}^{s}(A^{\tau})^{[2]} \) by first performing toroidal resolution of singularities to make it normal crossings, and then applying the procedure already applied for \( \overline{M}_{g,n} \) to make it simple normal crossings, i.e. blow up strata in increasing order of dimension and then do it again.

Now consider the induced morphism

\[ K_{f}^{s}(A^{\tau})^{[2]} \to \overline{M}_{g,n}^{[2]} \]

This is a logarithmic morphism between simple normal crossings pairs. The results of Abramovich–Karu and Molcho may now be applied. Indeed, the source and target each have cone complexes and there is an induced map

\[ \Sigma_{f}^{s}(A^{\tau})^{[2]} \to \Sigma_{g,n}^{[2]} \]

of these cone complexes. The procedure of Molcho may now be applied without change to produce logarithmic modifications with the required properties \([26, \text{Section } 2 \& 3]\). Note that the surjectivity hypothesis in the statement of Molcho’s theorem enters only for the canonicity of the procedure, not the existential statement. \(\square\)

It will be useful to have some terminology; we maintain the notation above.

**Definition 3.1.2.** A semistabilization of a morphism

\[ K_{f}^{s}(A^{\tau}) \to \overline{M}_{g,n} \]

is a logarithmic modification of source and target such that there is an induced morphism

\[ K_{f}^{s}(A^{\tau})^{\dagger} \to \overline{M}_{g,n}^{[2]} \]

that is flat with reduced fibers.

### 3.2. Virtual strict transforms and the main theorem.

Any logarithmic modification

\[ K_{f}^{s}(A^{\tau})^{\dagger} \to K_{f}^{s}(A^{\tau}) \]

induces one for the space of maps to \( W \)

\[ K_{f}(W)^{\dagger} \to K_{f}(W). \]

We summarize the observations concerning the virtual structure of this stack from \([31, \text{Section } 3.5]\) in the following proposition.

**Proposition 3.2.1.** The morphism \( \pi : K_{f}(W)^{\dagger} \to K_{f}^{s}(A^{\tau})^{\dagger} \) has a relative perfect obstruction theory. The virtual pullback of the fundamental class defines a virtual fundamental class

\[ \left[ K_{f}(W)^{\dagger} \right]^{vir} := \pi^{!} \left[ K_{f}^{s}(A^{\tau})^{\dagger} \right] \]

for \( K_{f}(W)^{\dagger} \). Moreover, pushforward along the modification

\[ K_{f}(W)^{\dagger} \to K_{f}(W) \]

identifies virtual classes.
The virtual class $[K_{Γ}(W)^{\dagger}]^{v}_{\text{ir}}$ functions as a *virtual strict transform* of the virtual class on $K_{Γ}(W)$ under the modification of $K_{Γ}^{s}(A_{Γ})$.

### 3.3. Proof of Theorem A

We examine a product $Z$ of simple normal crossings pairs $X$ and $Y$. The divisors determine maps $X \rightarrow A^{Γ_{x}}$ and $Y \rightarrow A^{Γ_{y}}$. We write these targets as $A_{X}$ and $A_{Y}$ for notational simplicity, and $A_{Z}$ for the product.

Choose semistabilizations

$$K_{Γ}^{s}(A_{X})^{\dagger} \rightarrow \overline{M}_{Γ}, \quad K_{Γ}^{s}(A_{Y})^{\dagger} \rightarrow \overline{M}_{Γ}$$

of the forgetful morphisms. Note that we may choose a single modification of $\overline{M}_{g,n}$ that works for both forgetful morphisms. Indeed, once a semistabilization for $X$ is achieved, we may perform the fine and saturated base change of $K_{Γ}^{s}(A_{Y})$ to that modification and repeat the procedure. The flatness and reducedness properties are stable under base change so the semistabilization for $X$ can just be pulled back.

Now consider the following commutative diagram.

$$
\begin{array}{c}
K_{Γ}(Z)^{\dagger} \\
\downarrow \varphi
\end{array}
\longrightarrow
\begin{array}{c}
P(X \times Y) \\
\downarrow \psi
\end{array}
\longrightarrow
\begin{array}{c}
K_{Γ}(X)^{\dagger} \times K_{Γ}(Y)^{\dagger} \\
\downarrow \phi
\end{array}
\longrightarrow
\begin{array}{c}
P(A_{X} \times A_{Y}) \\
\downarrow \varphi
\end{array}
\longrightarrow
\begin{array}{c}
K_{Γ}^{s}(A_{X})^{\dagger} \times K_{Γ}^{s}(A_{Y})^{\dagger} \\
\downarrow \psi
\end{array}
\longrightarrow
\begin{array}{c}
\overline{M}_{Γ} \\
\Delta
\end{array}
\longrightarrow
\begin{array}{c}
\overline{M}_{Γ} \times \overline{M}_{Γ}.
\end{array}
$$

The squares are defined by defined by fine and saturated logarithmic fiber product, but since $ψ$ is saturated and the top verticallys are strict, this coincides with the fine and saturated logarithmic fiber product. We are now led to the main result, which asserts that after these logarithmic modifications, the virtual pullbacks in the above diagram are compatible.

**Theorem 3.3.1.** There is equality of Chow homology classes on the space $P(X \times Y)$:

$$\partial_{*} [K_{Γ}(Z)^{\dagger}]^{v}_{\text{ir}} = \Delta^{!} [K_{Γ}(X)^{\dagger} \times K_{Γ}(Y)^{\dagger}]^{v}_{\text{ir}}.$$  

**Proof.** We first inspect the vertical map $ψ$, which, on each factor forgets the data of the map and stabilizes if necessary. By construction the map is flat with reduced fibers.

The flatness of $ψ$ leads to the main conclusions necessary for the proof. As already noted, the flatness and reducedness of $ψ$ implies that the two squares on the right are Cartesian in the categories of fine and saturated logarithmic stacks, as well as in ordinary stacks. The morphisms $φ$ and $ψ$ each give relative obstruction theories and these are compatible, and the proof of compatibility is identical to [6, Proposition 6]. As noted above, the morphism $ψ$ is a flat morphism by construction, and therefore $g$ is the flat base change of $Δ$. In turn, $Δ$ is the diagonal morphism on a smooth Deligne–Mumford stack, and is therefore a local complete intersection morphism. Since the property of being local complete intersection is stable under flat base change, we see $g$ is also a local complete intersection morphism. The obstruction theories given by $Δ$ and $g$ are therefore compatible [33, Tag 069I].

Next, note that we have observed that both $φ$ and $ψ$ are equipped with perfect obstruction theories. They are compatible by an identical argument as used in [6, Proposition 8].
Finally, we consider the morphism \( \nu \). Since the stack \( P(A_X \times A_Y) \) is a fiber product in ordinary schemes, each point determines data

\[
(C, \tilde{C}_1, \tilde{C}_2, \tilde{C}_1 \to A_X, \tilde{C}_2 \to A_Y).
\]

That is families of logarithmic curves, together with two partial destabilizations of the curve, respectively equipped with logarithmic morphisms to \( A_X \) and to \( A_Y \).

The destabilizations are either contractions of rational tails or semistable components. Precisely, given a map to \( A_Z \), a genus 0 component is destabilized in \( \tilde{C}_1 \) if it has curve class decoration 0 in the \( X \) direction and is either 1-pointed or 2-pointed, and similarly for \( \tilde{C}_2 \) and \( Y \).

Now since \( \psi \) is logarithmically smooth and flat, the fiber product \( P(A_X \times A_Y) \) is logarithmically smooth and flat over \( \overline{\mathcal{M}}_\Gamma \), and it follows that it is irreducible. It follows that the morphism \( \nu \) has pure degree 1. In addition, \( \nu \) is proper, which can be seen by explicit verification of the valuative criterion, as follows. Suppose \( R \) is a valuation ring and we fix and \( R \)-valued point \( P(A_X \times A_Y) \) and a \( K \)-valued lift along \( \nu \). We must show that there is a unique \( R \)-valued lift along \( \nu \). Since the source and target are both irreducible, it suffices to verify the valuative criterion when the \( K \)-valued point in \( P(A_X \times A_Y) \) lies in the locus of maps from smooth domains. The \( R \)-valued point determines curves \( C_1 \) and \( C_2 \) over \( \text{Spec} \, R \) with the same generic fiber. The special fibers of each \( C_i \) potentially contains unstable components. The complement of these components gives rise to a birational map \( C_1 \dashrightarrow C_2 \). The closure of the graph of this birational map in the product is a common destabilization of \( C_1 \) and \( C_2 \) which maps to \( A_Z \). Moreover, every component of the source of this map has a curve class 0 decoration by at most one of the maps to the factors \( A_X \) or \( A_Y \). By adding decorations, the stability condition ensures that we obtain a unique lift to \( K^\nu_\Gamma(A_Z) \).

Summarizing, we have shown that \( \Delta \) and \( g \) are local complete intersection morphisms with compatible obstruction theories, the maps \( \varphi \) and \( \phi \) have perfect obstruction theories and are compatible, and that \( \nu \) is proper and of pure of degree 1. The product formula now follows from a standard diagram chase, using the established compatibilities, as in [6, 22]. The fact that \( \nu \) is pure degree 1 shows that

\[
\partial_*[K_\Gamma(Z)^\dagger]^\vir = \phi^!P(A_X \times A_Y)
\]

by an application of the Costello/Herr–Wise pushforward theorem, stated in [9, Theorem 5.0.1] with errata in [15, Theorem 1.1]. Note that we have verified properness of \( \nu \) above which shown to be a sufficient hypothesis for Costello’s theorem in loc. cit.

We also have the equality

\[
\phi^!P(A_X \times A_Y) = \phi^!g^![K_\Gamma(X)^\dagger \times K_\Gamma(Y)^\dagger] = g^!\left[K_\Gamma(X)^\dagger \times K_\Gamma(Y)^\dagger\right]^\vir,
\]

by functoriality of virtual pullbacks [24, Theorem 4.1] applied to the top square on the right column of the diagram. Since \( g^! \) and \( \Delta^! \) have compatible obstruction theories, the define the same pullback morphism from the Chow groups of \( K_\Gamma(X)^\dagger \times K_\Gamma(Y)^\dagger \) to \( P(X \times Y) \). The result follows.

\[ \square \]

REFERENCES

[1] D. Abramovich and Q. Chen, Stable logarithmic maps to Deligne-Faltings pairs II, Asian J. Math., 18 (2014), pp. 465–488, 1, 2, 4, 5

\[ ^3 \text{Note that we have passed to a logarithmic modification, so the families considered are not necessarily minimal. The moduli functor is described in [31, Section 3.7].} \]
[2] D. Abramovich and K. Karu, Weak semistable reduction in characteristic 0, Invent. Math., 139 (2000), pp. 241–273.

[3] D. Abramovich and J. Wise, Birational invariance in logarithmic Gromov-Witten theory, Compos. Math., 154 (2018), pp. 595–620.

[4] E. Andreini, Y. Jiang, and H.-H. Tseng, Gromov–Witten theory of product stacks, Comm. Anal. Geom., 24 (2016), pp. 223–277.

[5] L. Battistella, N. Nabijou, and D. Ranganathan, Gromov-Witten theory via roots and logarithms, arXiv:2203.17224, (2022).

[6] K. Behrend, The product formula for Gromov-Witten invariants, J. Algebr. Geom., 3 (1999), pp. 529–541.

[7] Q. Chen, Stable logarithmic maps to Deligne-Faltings pairs I, Ann. of Math., 180 (2014), pp. 341–392.

[8] Y.-C. Chou, L. Herr, and Y.-P. Lee, The log product formula in quantum K-theory, arXiv:2012.09379, (2020).

[9] K. Costello, Higher genus Gromov-Witten invariants as genus zero invariants of symmetric products, Ann. of Math., (2006), pp. 561–601.

[10] C. Faber and R. Pandharipande, Relative maps and tautological classes., J. Eur. Math. Soc. (JEMS), 7 (2005), pp. 13–49.

[11] H. Fan, L. Wu, and F. You, Structures in genus-zero relative Gromov-Witten theory, J. Topol., 13 (2020), pp. 269–307.

[12] T. Graber and R. Vakil, Relative virtual localization and vanishing of tautological classes on moduli spaces of curves, Duke Math. J., 130 (2005), pp. 1–37.

[13] M. Gross and B. Siebert, Logarithmic Gromov-Witten invariants, J. Amer. Math. Soc., 26 (2013), pp. 451–510.

[14] L. Herr, The Log Product Formula, arXiv:1908.04936, Algebra Number Theory (to appear), (2019).

[15] L. Herr and J. Wise, Costello’s pushforward formula: errata and generalization, manuscripta mathematica, (2022), pp. 1–22.

[16] D. Holmes, S. Molcho, R. Pandharipande, A. Pixton, and J. Schmitt, Logarithmic double ramification cycles, arXiv:2207.06778, (2022).

[17] D. Holmes, A. Pixton, and J. Schmitt, Multiplicativity of the double ramification cycle, Doc. Math., 24 (2019), pp. 545–562.

[18] D. Holmes and R. Schwarz, Logarithmic intersections of double ramification cycles, Algebr. Geom., 9 (2022), pp. 574–605.

[19] Y. Hu and J. Li, Genus-one stable maps, local equations, and Vakil–Zinger’s desingularization, Math. Ann., 348 (2010), pp. 929–963.

[20] F. Janda, Gromov–Witten theory of target curves and the tautological ring, Mich. Math. J., 66 (2017), pp. 683–698.

[21] F. Janda, R. Pandharipande, A. Pixton, and D. Zvonkine, Double ramification cycles with target varieties, J. Topol., 13 (2020), pp. 1725–1766.

[22] Y.-P. Lee and F. Qu, A product formula for log Gromov–Witten invariants, J. Math. Soc. Jap., 70 (2018), pp. 229–242.

[23] J. Li, Stable morphisms to singular schemes and relative stable morphisms, J. Diff. Geom., 57 (2001), pp. 509–578.

[24] C. Manolache, Virtual pull-backs, J. Algebr. Geom., 21 (2012), pp. 201–245.

[25] D. Maulik and R. Pandharipande, A topological view of Gromov–Witten theory, Topology, 45 (2006), pp. 887–918.

[26] S. Molcho, Universal stacky semistable reduction, Israel J. Math., 242 (2021), pp. 55–82.

[27] S. Molcho and D. Ranganathan, A case study of intersections on blowups of the moduli of curves, arXiv:2106.15194, (2021).

[28] N. Nabijou and D. Ranganathan, Gromov-Witten theory with maximal contacts, Forum Math. Sigma, 10 (2022), pp. Paper No. e5.

[29] G. Oberdieck and A. Pixton, Holomorphic anomaly equations and the Igusa cusp form conjecture, Invent. Math., 213 (2018), pp. 507–587.

[30] D. Ranganathan, Skeletons of stable maps I: rational curves in toric varieties, J. Lond. Math. Soc., 95 (2017), pp. 804–832.

[31] ———, Logarithmic Gromov-Witten theory with expansions, arXiv:1903.09006, Algebraic Geometry (to appear), (2019).

[32] D. Ranganathan and J. Wise, Rational curves in the logarithmic multiplicative group, Proc. Amer. Math. Soc., 148 (2020), pp. 103–110.

[33] T. Stacks Project Authors, stacks project. http://stacks.math.columbia.edu, 2019.
[34] H.-H. Tseng and F. You, A gromov-witten theory for simple normal-crossing pairs without log geometry, arXiv:2008.04844, (2020).

[35] T. Tsuji, Saturated morphisms of logarithmic schemes, Tunis. J. Math., 1 (2019), pp. 185–220.

[36] M. Van Garrel, T. Graber, and H. Ruddat, Local Gromov-Witten invariants are log invariants, Adv. Math., 350 (2019), pp. 860–876.

Department of Pure Mathematics & Mathematical Statistics, University of Cambridge, UK

Email address: dr508@cam.ac.uk