Polynomial Chaos reformulation in Nonlinear Stochastic Optimal Control with application on a drivetrain subject to bifurcation phenomena
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Abstract—This paper discusses a method enabling optimal control of nonlinear systems that are subject to parametric uncertainty. A stochastic optimal tracking problem is formulated that can be expressed in function of the first two stochastic moments of the state. The proposed formulation allows to penalize system performance and system robustness independently. The use of polynomial chaos expansions is investigated to arrive at a computationally tractable formulation expressing the stochastic moments in function of the polynomial expansion coefficients rigorously. It is then demonstrated how the stochastic optimal control problem can be reformulated as a deterministic optimal control problem in function of these coefficients. The proposed method is applied to find a robust control input for the start-up of an eccentrically loaded drive train that is inherently prone to bifurcation behaviour. A reference trajectory is chosen to deliberately provoke a bifurcation. The proposed framework is able to avoid the bifurcation behaviour regardlessly.

Index Terms—nonlinear model based control, optimal feedback, polynomial chaos expansion, real-time calculations

I. INTRODUCTION

The Optimal Control (OC) method is consolidating into an affordable mathematical instrument offering a decisive solution to various challenges in a wide range of process control applications. Successful application of the method is well documented in the control literature, both in terms of preoperational planning, [1], [2], as well as to realise real-time state feedback control policies, [3], [4]. Under deterministic conditions, where only the exogenous disturbances are stochastic of nature, excellent performance is obtained.

Its success is greatly owing to the predictive capabilities of the nonlinear system model at hand. Reality urges one to reconsider this deterministic modelling assumption however, since model uncertainty may be inherent to many applications, jeopardizing the very predictive capability of the model; e.g. parametric uncertainty, model-plant mismatch, etc.

Techniques that account for parametric uncertainty in OC have become collected under the heading stochastic OC. In stochastic OC, one aims to find a solution that minimizes the cost in expectation or with some given probability [5], [6]; that as a less conservative alternative for robust OC where one is interested in worst-case solutions only [7], [8].

Contrary to reformulations that address the expected value of the cost functional [6], [9], we propose a specific reformulation that takes into account the robustness of the computed control signal as well. To that end we add the Frobenius norm of the state covariance to the cost kernel in concordance to its use in static robust optimization [10]. The performance and robustness are penalized independently as a result. It will show that this formulation allows to express the OC problem in function of the stochastic moments of the state.

The key challenge in stochastic OC can thus be identified as the propagation of the parametric uncertainty through the system model. In the case of nonlinear systems, this is nontrivial and often an analytical expression is unlikely, if not impossible to be found, so that we are forced to rely on numerical approximation strategies to quantify the moments.

An ubiquitous method to do so is Monte Carlo (MC) sampling, or derivatives thereof, such as the Sigma Point approach [9], [11]. Such approaches are curtailed by the computational challenge that comes with the numerous forward simulations required to achieve an acceptable degree of accuracy or are limited to symmetrical distributions.

The generalised Polynomial Chaos (gPC) framework provides an advantageous setting to quantify and propagate parametric uncertainty and is computationally more efficient over MC approaches [12]. The propagation of input uncertainty to the output variables is realised by modelling the explicit nonlinear output function through a polynomial expansion. By choosing the polynomial basis so that it is orthogonal with respect to the probability density function of the uncertain parameters, a strong theoretical relation is established that allows to express the statistical moments as a function of the polynomial coefficients. The stochastic OC can then be reformulated as a deterministic OC problem.

In the current paper we propose a stochastic OC problem class that can be expressed in function of the first two stochastic moments of the state. We discuss the gPC framework as a tool to numerically approximate the statistical moments in function of the polynomial expansion coefficients rigorously.

The computational framework is applied on the start-up behaviour of an eccentrically loaded and thus nonlinear drivetrain that is prone to bifurcation behaviour, i.e. a sudden qualitative change in dynamic behaviour when a system parameter is changed. We consider parametric uncertainty that affects both the initial state as the system dynamics, thus creating an opportunity to handle both.
II. PROBLEM FORMULATION

We consider stochastic OC problems of the form

\[
\min_{\mathbf{u}(\cdot)} \mathbb{E}[J(x(\cdot), \omega, \mathbf{u}(\cdot))]
\]

s.t.

\[
\begin{align*}
\mathbf{x}(0, \omega) &= \mathbf{h}(\omega), \\
\dot{\mathbf{x}}(t, \omega) &= \mathbf{f}(t, \mathbf{x}(t, \omega), \mathbf{u}(t), \omega), \quad t \in T \\
\mathbf{u} &\leq \mathbf{u}(t) \leq \mathbf{u}, \\
&\quad t \in T
\end{align*}
\] (1)

The random vector \( \omega \in \Gamma \subseteq \mathbb{R}^{n_{\omega}} \) represents an uncertain time-invariant parameter. The parametric state variable is denoted by \( \mathbf{x} : \mathbb{R} \times \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R}^{n_x} \). The vector \( \mathbf{u} : \mathbb{R} \rightarrow \mathbb{R}^{n_u} \) represents a deterministic control signal bounded by \( \mathbf{u} \) and \( \mathbf{u} \). We assume that the entries of \( \omega \) are independent random variables, \( \omega_k \), with known probability distribution functions, \( \rho_k : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \). Functions \( \mathbf{f} : \mathbb{R} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R}^{n_x} \) and \( \mathbf{h} : \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R}^{n_x} \) represent the governing time-variant dynamic system equation and the initial state of the system, respectively. The dependency of both \( \mathbf{f} \) and \( \mathbf{h} \) on the random vector, \( \omega \), exemplifies that the uncertainty can root both from the initial state as well as the system model.

A stochastic formulation of the control objective is obtained through the probabilistic operator, \( \mathbb{E} \), that associates a single objective value to the entire stochastic space \( \Gamma \).

For the underlying deterministic optimal control objective, we take into account the quadratic cost functional

\[
J = \int_T \|\mathbf{x}(\tau, \omega) - \mathbf{r}(\tau)\|^2_Q + \|\mathbf{u}(\tau)\|^2_R \, d\tau
\] (2)

where \( \|\mathbf{z}\|^2_A = \mathbf{z}^T A \mathbf{z} \) and for a given time-dependent reference trajectory, \( \mathbf{r} : \mathbb{R} \rightarrow \mathbb{R}^{n_x} \), and, positive definite weight matrices \( Q \in \mathbb{R}^{n_x \times n_x} \) and \( R \in \mathbb{R}^{n_u \times n_u} \).

In order to provide a tractable stochastic reformulation of the deterministic control objective, we define the probabilistic operator, \( \mathbb{E} \), as the weighted expected value of the expected cost value and the integrated Frobenius norm of the state covariance matrix. This definition provides a trade-off between maximized performance, by the expected cost value, and minimized uncertainty, i.e. robustness, of the final trajectory. We deliberately avoid to penalize the variability of the tracking error instead of that of the optimized trajectory itself, so that performance and robustness of the solution can be penalized independently by altering the factor \( 0 < \epsilon \leq 1 \).

\[
\begin{align*}
\mathbb{E}[J] &\approx \mathbb{E}[J] + (1 - \epsilon) \int_T \|\text{cov}[\mathbf{x}]\|^2_R \, d\tau \\
&= \mathbb{E}[J] + \epsilon \int_T \mathbb{E}[\|\mathbf{x}\|^2_Q] + \|\mathbf{r}\|^2_Q - 2\mathbf{r}^T \mathbb{E}[\mathbf{x}] + \|\mathbf{u}\|^2_R \, d\tau \\
&\quad + (1 - \epsilon) \int_T \|\mathbb{E}[\mathbf{x}]\|^2 - \mathbb{E}[\|\mathbf{x}\|^2] \, d\tau
\end{align*}
\] (3)

Under these assumptions numerical solution of (1) will require a means to evaluate the first two stochastic moments of the state. Classically these statistical moments would be obtained by MC methods. The number of forward system simulation would grow prohibitively large however considering the iterative solution of (1). The gPC framework is known to outperform MC methods and is advanced alternatively.

III. POLYNOMIAL CHAOS EXPANSIONS

A. Wiener-Askey polynomial chaos

According the gPC framework [13], a sufficiently smooth function \( x : \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R} \), can be modelled as an infinite summation of polynomials. From a computational perspective we take interest in the d-th order approximation. That is, let \( \mathcal{P}_d \) be the \( n_{\omega} \)-variate polynomial space of at most degree \( d \) and \( \Psi = \{\Psi_1, \ldots, \Psi_{n_{\omega}}\} \) be a basis of \( \mathcal{P}_d \) with \( p = \binom{n_{\omega}}{d} \).

The d-th order polynomial approximation \( x_d(\omega) \) of \( x(\omega) \) is then given by (4) for given polynomial coefficients \( \hat{x}_i \).

\[
x_d(\omega) = \sum_{i=1}^{p} \hat{x}_i \Psi_i(\omega) \rightarrow x(\omega) = \sum_{i=1}^{\infty} \hat{x}_i \Psi_i(\omega)
\] (4)

Within the context of uncertainty propagation this model allows to establish advantageous computational conditions by a conscious choice of the basis, \( \Psi \). First, let \( \omega \) be composed of \( n_{\omega} \) independently distributed random variables, \( \omega_k \), with known supports and power density functions (PDF) \( \rho_k : \Gamma_k \subseteq \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \). The joint support, \( \Gamma \), and PDF, \( \rho \), are hence given by \( \Gamma = \bigotimes_k \Gamma_k \) and \( \rho = \prod_k \rho_k \). We are interested in propagating the input uncertainty on \( \omega \) to the output \( x \). By choosing the univariate bases, \( \Psi_0 \), so that they satisfy an orthogonality condition with respect to the PDF associated to their respective variable, the statistical moments can be obtained in function of the polynomial coefficients.

In the context of polynomial approximations, orthogonality of a basis, \( \Psi \), is defined indirectly through the inner product, \( \langle \Psi_i, \Psi_j \rangle = \int_{\Gamma} \Psi_i(\omega) \Psi_j(\omega) \, d\omega \). Basis \( \Psi \) is said to be orthogonal for given \( \rho \) if \( \langle \Psi_i, \Psi_j \rangle = \delta_{ij} \langle \Psi_i^2 \rangle \). The inner product determines a projection operator on the polynomial space, \( \mathcal{P}_d \), and is arbitrarily defined by the weighting, \( \rho \).

Interestingly the \( n \)-th stochastic moment, \( \mu_n \), of \( x(\omega) \) can then be approximated in function of the coefficients, \( \hat{x}_i \).

\[
\mu_n = \int_{\Gamma} x^n(\omega) \, d\omega \approx \sum_{i=1}^{n} \hat{x}_i \langle \Psi_i^n \rangle
\] (5)

Now lets choose each univariate basis \( \Phi_1 \) so that it satisfies the orthogonality condition with respect to the PDF, \( \rho_k \), implying that \( \langle \Psi_i, \Psi_j \rangle = \prod_k \langle \Phi_{1k}^i, \Phi_{1k}^j \rangle \) due to the independency of the \( \omega_k \).s. Common probability measures are associated to a polynomial basis by the Wiener-Askey scheme [14], for arbitrary PDF a basis can be generated.

Starting from (5) it is then easily verified that the first two stochastic moments, \( \mu'_1 \) and, \( \mu'_2 \), reduce to

\[
\begin{align*}
\mu'_1 &= \hat{x}_1 \langle \Psi_1^2 \rangle \\
\mu'_2 &= \sum_{i=1}^{n} \hat{x}_i^2 \langle \Psi_i^2 \rangle
\end{align*}
\] (6)

In conclusion, we can rewrite the approximation in a dense matrix form and generalise it to \( n \)-dimensional output models. The basis and coefficient vectors are defined as \( \Psi = [\Psi_1, \ldots, \Psi_p] \in \mathbb{R}^p \) and \( \mathbf{X} = [\mathbf{x}_1; \ldots; \mathbf{x}_p] \in \mathbb{R}^{n_p} \).

\[
\begin{align*}
x_d(\omega) &= \Psi(\omega) \odot I \cdot \mathbf{X}, \\
x : \mathbb{R}^{n_{\omega}} \rightarrow \mathbb{R}^{n_x}
\end{align*}
\] (7)

\( \Psi \) can be generated from the univariate bases \( \Phi = \{\Phi_1^{(1)}, \ldots, \Phi_1^{(d)}\} \). Consider \( \Psi_{[i]}(\omega) = \prod_{k}^{i} \Phi_{1k}^{(i)}(\omega_k) \), where \( i = (i_1, \ldots, i_d) \) and \( |i| = \sum_{k}^{i} i_k \). For notational convenience, we exploit the existing bijective between multi-index \( i \) and the index \( i \) taking values in \( \{1, \ldots, \binom{n_{\omega}}{d}\} \).
B. Coefficient determination

The framework as such accounts for a computationally advantageous mathematical setting allowing to quantify the output uncertainty in function of the polynomial coefficients rigorously. In this section we provide an overview of three common methods in the literature to determine the polynomial coefficients \([14]–[16]\). We also point out that under certain conditions two of these methods are numerically equivalent.

All of the discussed techniques are non-intrusive methods, i.e. they retrieve the desired coefficients by means of a set of deterministic evaluations of the model response corresponding to an input set, \(\{\omega_j\}_{j=1}^q\) \(q\) is defined by a set of \(n\) models, this integral cannot be determined explicitly and is performed numerically. For general nonlinear approximating functions, without modification, typically a collocation set is associated with the forward model \(x\) without modification. From that perspective these techniques are similar to the MC approach. The fundamental difference is in the estimation of the statistical moments is realized through a mathematical detour. First the forward model is approximated by the polynomial series. By proper definition of the polynomial basis the orthogonality property allows to calculate the statistical moments exactly and directly from the polynomial coefficients. The focus of approximation in the gPC framework is therefore on modelling the response function whilst that of the MC approach is on the direct estimation of the statistical moments. Therefore the level of accuracy depends on the capability of the basis to capture the nonlinearity of the forward model \(x\). Associated with the forward model \(x\) these methods can be applied using the deterministic code without modification. First the forward model is approximated by the polynomial basis. By proper definition of the polynomial basis the orthogonality property allows to calculate the statistical moments exactly and directly from the polynomial coefficients. The projection method (PM) associated with the forward model \(x\). These techniques are similar to the MC approach tries to compensate for the truncated tail.

The methods are explicated with respect to the function \(x: \mathbb{R}^n \rightarrow \mathbb{R}^n\).

\(\omega\) is defined by a set of \(n\) collocation points and corresponding weights, \(\{w_j, x_j\}_{j=1}^q\). For additional details on quadrature points we refer to, e.g. \([15]\).

\[ \tilde{x}_i(\Psi^2) = \langle x, \Psi_i \rangle = \int_{\mathcal{F}} x \cdot \Psi_i \rho d\omega \] \hspace{1cm} (8a)

\[ \langle x, \Psi_i \rangle \approx \sum_j x(w_j) \Psi_i(w_j) w_j \] \hspace{1cm} (8b)

This operation can be represented compactly by an affine transformation between the collocation and the coefficient vector spaces

\[ \tilde{X} = D^{-1} \Psi^T W \otimes I \cdot \tilde{X} \] \hspace{1cm} (9)

where the matrices are defined as \(D_{ij} = \langle \Psi_i, \Psi_j \rangle\), \(W_{ij} = w_i \) and \(\Psi_{ij} = \Psi_j(\omega_i)\) respectively and introducing the collocation vector, \(\tilde{X} = [x(\omega_1); \ldots; x(\omega_q)] \in \mathbb{R}^{nq}\).

\(b)\) Least-Squares: Another common approach is to perform a classical regression analysis \([15]\). Given that again \(q\) collocation points \(\{x(\omega_j)\}_{j=1}^q\) are available, the coefficients are determined by the solution of the least-squares (LS) problem (here defined for a 1D output)

\[ \min_X ||X - \Psi \cdot \tilde{X}||_2^2 \] \hspace{1cm} (10)

We remark that in this case the choice of the collocation points is more arbitrary. Typically a collocation set is obtained through design of computer experiments. Examples are Hammersley sampling, Latin Hypercube sampling, D-optimal sampling etc. \([15]\). The solution of \(10\) can again be represented compactly by an affine transformation between the collocation and the coefficient vector spaces

\[ \tilde{X} = (\Psi^T \Psi)^{-1} \Psi^T W \otimes I \cdot \tilde{X} \] \hspace{1cm} (11)

We remark that the LS approach differs from the projection method in this aspect that the projection only recollects the first \(p\) terms of the infinite summation in \(4\), whilst the LS approach tries to compensate for the truncated tail.

\(c)\) Generalised Least-Squares: The last method entails a generalisation of the LS approach \([16]\). Conceptually, the coefficients are determined so that they minimize the expected squared error between the true function and its polynomial approximation. When the occurring integral form is approximated numerically, explicit expression of the expected value coincides with that of a generalised LS (gLS) formulation

\[ \min_{\tilde{X}} \mathbb{E}[||x - x_{(d)}||^2_2] = \int \mathbb{E}[||x - x_{(d)}||^2_2] d\omega \]

\[ \approx \sum_j \|x(\omega_j) - x_{(d)}(\omega_j)\|^2 w_j \] \hspace{1cm} (12)

The corresponding matrix transformation is then given by

\[ \tilde{X} = (\Psi^T W \Psi)^{-1} \Psi^T W \otimes I \cdot \tilde{X} \] \hspace{1cm} (13)

This and the projection method are equivalent in the case that a Gaussian-quadrature rule is adopted that is exact for polynomials of degree \(2d\). Consider therefore that, if this is the case

\[ (\Psi^T W \Psi)_{ij} = \sum_k \Psi_i(\omega_k) \Psi_j(\omega_k) w_k \]

\[ = \langle \Psi_i, \Psi_j \rangle = D_{ij} \] \hspace{1cm} (14)

This shows that the projection and the gLS method are both formally and numerically equivalent. The formal equivalence of \(8a\) and \(12\) is a fundamental result in polynomial function approximation, see for example \([20]\).

C. Propagation of uncertainty in dynamical systems

As apparent in the previous section, any nonintrusive method can be represented by an affine mapping from the collocation to the coefficient vector space. For time-variant output models, consider the following generalisation

\[ \tilde{X}(t) = A \cdot \tilde{X}(t) \] \hspace{1cm} (15)
Starting hereof, we introduce two particularly different coefficient determination methods for when the model, \( x(t, \omega) \), satisfies the nonlinear ordinary differential equation (ODE)
\[
\begin{align*}
  x(t, \omega) &= h(\omega) \\
  \dot{x}(t, \omega) &= f(t, x(t, \omega), \omega), \quad t \in T
\end{align*}
\]  
(16)

a) Decoupled coefficient determination: The decoupled approach considers the time derivative of (15) and replaces the stochastic OC framework discussed in section II.

\[
\begin{align*}
  \dot{X}(t) &= A \cdot \dot{X}(t) = A \cdot \left[ f(t, x(t, \omega_1), \omega_1) \right] \\
  &\approx A \cdot \left[ f(t, \Psi(t), \dot{X}(t)) \right] \\
  &\approx A \cdot \left[ f(t, \Psi(t), \dot{X}(t)) \right] = \tilde{F}(t, \dot{X}(t))
\end{align*}
\]  
(17)

where \( \tilde{\Psi} = \Psi \otimes I \).

Hence we obtain an ODE in function of the coefficient\(^2\)
\[
\begin{align*}
  \dot{X}(0) &= A \cdot \dot{H} \\
  \dot{X}(t) &= F(t, \dot{X}(t))
\end{align*}
\]  
(19)

IV. STOCHASTIC OPTIMAL CONTROL WITH gPC

Here we illustrate how the gPC expansion can be of use in the stochastic OC framework discussed in section II.

We introduce the piecewise linear control policy, \( u : \mathbb{R} \times \mathbb{R}^{n_u(n_u+1)} \rightarrow \mathbb{R}^{n_u} \) parameterised by \( U = [u_0; \ldots; u_n] \in \mathbb{R}^{n_u(n_u+1)} \). Here, \( d^u \), is the discrete delay operator, \( \text{tr}(t) = \max(0, 1 - |t|) \), the triangular function and \( \Delta = \frac{T}{n_\omega} \).

\[
\begin{align*}
  u(t; U) &= \sum_{k=0}^{n_u} u_k d_k \text{tr} \left( \frac{t}{\Delta} \right), \quad t \in T
\end{align*}
\]  
(20)

We further assume that the time dependency of the system dynamics results solely from the time-variant input policy. The dynamics of a controlled system can as such be represented formally as given by
\[
\dot{x}(t, \omega) = f(t, x(t, \omega), u(t))
\]  
(21)

\(^2\)Note that the decoupled and coupled method are equivalent when \( p = q \) due to the uniqueness of the inverse of \( A \).

A. Polynomial Chaos reformulation

We define the stochastic cost functional \( K \) as \( K(x, u) = \frac{1}{2} J(x, u) \). As a result of the specific definition of \( J \) [2] and \( \Omega \) [3], functional \( K \) can be expressed as a quadratic cost in function of the coefficient, \( \tilde{X} \), and control vector, \( U \).

The expected cost value reduces to (see Appendix A)
\[
J[E] = \int_T \| \tilde{X} - \tilde{\mathbf{R}} \|^2_{D \otimes Q} dt + \| U \|^2_{M \otimes R}
\]  
(22)

where \( \tilde{\mathbf{R}} \) is defined as \( e_1 \otimes e_1 \in \mathbb{R}^p \) and where \( M \in \mathbb{R}^{(n_u+1) \times (n_u+1)} \) is a tridiagonal matrix, related to the evaluation of the control contribution in [2], that for this particular parameterization of the control policy, \( u(t) \), is equal to
\[
M = \Delta \frac{1}{6} \begin{bmatrix}
  1 & 1 & 1 \\
  1 & 1 & 1 \\
  1 & 1 & 1 \\
  \vdots & \ddots & \ddots \\
  1 & 1 & 1
\end{bmatrix}
\]  
(23)

The Frobenius norm of the state covariance reduces to
\[
\int_T \| \text{cov}[x] \|_{D \otimes Q}^2 dt \approx \int_T \| \tilde{X} \|^2_{D \otimes Q} dt
\]  
(24)

where \( E = D - e_1 e_1^\top \) (see Appendix A).

The results obtained hereafter can be summarized elegantly into the following compact expression for \( K \)
\[
K(x, u) \approx K(\tilde{X}, U) = K(x_{d(t)}, u) =
\int_T \epsilon \| \tilde{X} - \tilde{\mathbf{R}} \|^2_{D \otimes Q} + (1 - \epsilon) \| \tilde{X} \|^2_{D \otimes Q} dt + \epsilon \| U \|^2_{M \otimes R}
\]  
(25)

Considering, (15) and (17), either (19), and the approximation of \( K \) in (25), problem (1) can be reformulated as
\[
\begin{align*}
  \min_{U \leq U \leq U^*} K(\tilde{X}, U) \\
  \text{s.t.} (15) \text{ and (17), or (19)}
\end{align*}
\]  
(26)

The former is a deterministic optimal control problem in function of the coefficients and can be solved accordingly.

B. Remarks

Regarding the formulation in (1) it is possible to consider \( r \) as a control variable. Such would allow to find a reference trajectory, \( r^* \), that is by construction easy to track under given uncertainty of the system parameters. Regarding the formulation in (25), \( r^* \) should then simply coincide with \( \tilde{x}_1 \).

The problem is thus equivalent to the current formulation if extended with an(equality) constraint on the (expected) end state, e.g. \( x_1(T) = x_T \), and with \( r = \tilde{x}_1 \). Notice that the integrand in \( K \) then reduces to \( \| \tilde{X} \|_{D \otimes Q + (1 - \epsilon)I}^2 \).

V. STOCHASTIC OPTIMAL CONTROL OF A SMALL DRIVETRAIN

The framework elaborated above is applied to the start-up of a small drivetrain. The drivetrain consists of a flywheel with inertia \( J = 1 \) and an eccentrically loaded shaft end. The shaft is radially loaded at a distance \( r = 1 \) from its centre by a spring (\( k = 1 \)) and damper element (\( b = 0.5 \)) that are both suspended at a distance \( l = 1.5 \) from the shaft centre. The nonlinear torque contributions resulting the eccentrically placed spring damper element are given by \( T_k \) and \( T_b \).
The polynomial degree, \( q \). We used Gaussian quadrature to obtain the surface approximations using the projection \((d = 20, q = 21)\) and coupled coefficient method for scenario 1.

The polynomial degree increases. The difference between the PM and the LS approach is close to negligible, although the PM approach performs best in any case. Also the performance of the decoupled and coupled dynamic coefficient determination are quite comparable. Nonetheless a slight preference is observed for the coupled approach w.r.t. scenario 1 and for the decoupled approach w.r.t. scenario 2. This might be explained considering that the decoupled approach is more off a post-processing technique and that if the distribution of collocation points is too coarse, the discontinuity is under sampled and cannot be modelled exactly, which is less the case for the coupled approach that solves the problem in the coefficient domain.

It should be recognized, that the framework struggles to capture the bifurcation, seen in Fig. 2. Here we visualized the surfaces, \( x_1(t, \omega) \) and \( x_2(t, \omega) \), and the gPC approximations for scenario 1. The magnitude of the high-order coefficients remains significant, compared to scenario 2, where they gradually fade out. This is due to the high frequency content of the corresponding basis polynomials which the framework tries to employ to model the discontinuity. As a result, one can observe that the discontinuity ‘spreads out’ and causes a ripple effect in the otherwise smooth regions.

When we stay outside the bifurcation range, as is the case in scenario 2, the gPC framework proofs to be an efficient tool to quantify uncertainty. Such is illustrated by Fig. 3 where the mean value with 99%-confidence interval obtained with low chaos order, is compared to that obtained through 500 MC simulations. Moreover, regarding the first two moments, experiments with more complicated input policies (not documented here) learned that, as long as bifurcations are avoided, gPC behaves excellent and superior performance of either the decoupled or coupled dynamic coefficient determination approach is case dependent.
TABLE I: Comparison between RMSE values between $x_1(t, \omega)$ and $x_{(d)}(t, \omega)$ for varying $q$ and $d \leq q$, using the LS and the projection method. The left values correspond with the decoupled method, the right values with the coupled method.

| $q/d$ | scenario 1 | scenario 2 |
|-------|------------|------------|
|       | $t=2$     | $t=4$     | $t=10$ | $t=20$ | $t=2$     | $t=4$     | $t=10$ | $t=20$ |
| 3     | 19.8 / 19.8 | 3.09E-2 / 3.09E-2 | 3.09E-2 / 3.09E-2 | 6.0E-3 / 6.0E-3 |
| 5     | 13.4 / 28.6 | 3.09E-2 / 3.09E-2 | 3.09E-2 / 3.09E-2 | 6.0E-3 / 6.0E-3 |
| 11    | 13.5 / 24.1 | 3.09E-2 / 3.09E-2 | 3.09E-2 / 3.09E-2 | 6.0E-3 / 6.0E-3 |
| 21    | 13.8 / 24.9 | 3.09E-2 / 3.09E-2 | 3.09E-2 / 3.09E-2 | 6.0E-3 / 6.0E-3 |

Fig. 3: First two moments (grey shaded confidence interval) obtained with \([5]\) in scenario 2 for both the decoupled as coupled coefficients ($d = 2, q = 5$), compared with Monte Carlo 99\%-confidence interval in black ($N = 500$).

B. Robustified optimal start-up

In order to illustrate the importance of the robustification, we consider a smooth ramp reference trajectory. The ramp is chosen to closely resemble the time evolution of $x_1(t)$ for $\theta(0) = \pi/2, \dot{\theta} = 0$ in scenario 1, so to provoke a bifurcation.

$$r_1(t) = \left(\frac{\pi}{2} t^2 + \frac{\pi}{2}\right) \cdot \mathbb{E}(2 - t) + \frac{\pi}{2} t \cdot \mathbb{E}(t - 2) \quad (29)$$

We desire to obtain a control policy that avoids bifurcational behaviour regardless the actual value of $\theta_0$. The control horizon is fixed to $T = 10$ s and the control discretisation to $N = 40$. The stochastic cost functional is defined as in \((25)\). The uncertainty is quantified using the Legendre polynomials, with a chaos order $d = 7$. We used Gaussian quadrature with $q = 15$. The PM method is combined with the decoupled dynamic coefficient determination.

Fig. 4 depicts the system behaviour as obtained for a forward computed torque control strategy. One can observe the rapidly increasing confidence interval implying that, as anticipated, bifurcational behaviour is present. The full black line depicts the system response in the nominal case, i.e. $\theta_0 = \pi/2$. The small discrepancy between the reference trajectory is a discretisation error resulting the coarse sampling of the actual torque signal. An illustrative stochastic cost functional was defined with $Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $R = 1$ and $\epsilon = \pi/2$. System behaviour as obtained with the stochastic optimal control framework is presented in Fig. 5. The cost could be reduced from $K = 227$ for the computed torque control to $K = 21$ using the solution of \((26)\). The stochastic optimal control framework successfully avoids the bifurcation behaviour, which implies that for every value of $\theta_0$ a tracking motion is achieved. Resulting the definition of $Q$, we find that quite some oscillations are still present in $\mu_\theta(t)$, yet remain acceptable with respect to $\mu_\theta(t)$.
VI. CONCLUSION

The gPC framework has proven to be an efficient mathematical tool to quantify uncertainty in general and to propagate parametric uncertainty in the context of dynamical systems. We have employed this framework as a mathematical tool to deal with uncertainty in the optimal control framework. To that end we introduced a stochastic reformulation of a quadratic tracking cost functional that penalizes performance and robustness independently. Introducing the general polynomial chaos framework into this specific problem formulation allowed to formulate an equivalent deterministic quadratic optimal control problem in function of the expansion coefficients. The method is tested numerically on the start-up behaviour of a realistic nonlinear drivetrain. The method proved to be tractable and successful and was able to avoid bifurcational behaviour compared to a feedforward computed torque control.
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APPENDIX A

DETAILS ON STOCHASTIC OC REFORMULATION

Evaluation of the expected value of the original cost functional can be decomposed into two distinct contributions, i.e.
\[ \mathbb{E}[J] = (I) + (II). \]
We elaborate each seperately.

The integrand of the first contribution is given by
\[
(I) = \int_{T} \int_{\Omega} \left( \sum_{j} x_{i,j} \Psi_{j} - r \right)^{T} Q(\sum_{j} x_{i,j} \Psi_{j} - r) d\tau d\omega
\]
\[
= \int_{T} \sum_{j} \langle \Psi_{j}^{T} \rangle \| x_{i,j} \|_{Q}^{2} + \| r \|_{Q}^{2} - 2 r^{T} Q x_{i,j} d\tau
\]
\[
= \int_{T} \| \mathbf{X} \|_{D \otimes Q} + \| \mathbf{R} \|_{D \otimes Q} - 2 \mathbf{R}^{T} (D \otimes Q) \mathbf{X} d\tau
\]
\[
= \int_{T} \| \mathbf{X} - \mathbf{R} \|_{D \otimes Q}^{2} d\tau
\]
(30)

The second contribution can be evaluated as
\[
(II) = \int_{T} \sum_{i,j} u_{i}^{T} R u_{j} \int_{\Omega} D^{i} \text{tri}(\mathbf{X}) D^{j} \text{tri}(\mathbf{X}) d\tau
\]
\[
= \int_{T} \sum_{i,j} u_{i}^{T} R u_{j} \Delta_{ij} = \| \mathbf{U} \|_{M_{\otimes R}}^{2}
\]
where \( \Delta_{ij} \) correspond with the element of the matrix \( \mathbf{M} \).

The Frobenius norm of the covariance can be evaluated as
\[
\| \mathbf{cov}[X] \|_{F} \approx \operatorname{tr} \left( \sum_{j} \langle \Psi_{j}^{T} \rangle \mathbf{X} \mathbf{X}^{T} - \mathbf{X} \right)
\]
\[
= \sum_{j} \langle \Psi_{j}^{T} \rangle \sum_{j} \mathbf{X}^{T} \mathbf{X} - \sum_{j} \mathbf{X}^{T} \mathbf{X} \]
\[
= \sum_{j} \langle \Psi_{j}^{T} \rangle \| \mathbf{X} \|_{E_{\otimes 1}}^{2}
\]
(32)

In conclusion, note that one can combine the integrand in equation (30) and equation (32) to yield an alternative interpretation of the stochastic problem formulation in (26)
\[
\epsilon (\mathbf{X})^{T} + (1 - \epsilon) \| \mathbf{X} - \mathbf{R} \|_{D \otimes Q}^{2} + (1 - \epsilon) \| \mathbf{X} \|_{E_{\otimes 1}}^{2}
\]
\[
= \epsilon \| \mathbf{X} - \mathbf{R} \|_{D \otimes Q}^{2} + (1 - \epsilon) \| \mathbf{X} \|_{E_{\otimes 1}}^{2}
\]
\[
= \epsilon \sum_{i=1}^{P} \langle \Psi_{i}^{T} \rangle \| \mathbf{X} - d_{i} \|_{Q}^{2} + (1 - \epsilon) \sum_{i=2}^{P} \langle \Psi_{i}^{T} \rangle \| \mathbf{X} \|_{Q}^{2}
\]
\[
= \| \mathbf{X} - \mathbf{R} \|_{E_{\otimes 1}}^{2} + \| \text{cov}[\mathbf{X}] \|_{F}^{2}
\]
(33)