General linear response formula for non integrable systems obeying the Vlasov equation
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Long-range interacting $N$-particle systems get trapped into long-living out-of-equilibrium stationary states called quasi-stationary states (QSS). We study here the response to a small external perturbation when such systems are settled into a QSS. In the $N \to \infty$ limit the system is described by the Vlasov equation and QSS are mapped into stable stationary solutions of such equation. We consider this problem in the context of a model that has recently attracted considerable attention, the Hamiltonian Mean Field (HMF) model. For such a model, stationary inhomogeneous and homogeneous states determine an integrable dynamics in the mean-field effective potential and an action-angle transformation allows one to derive an exact linear response formula. However, such a result would be of limited interest if restricted to the integrable case. In this paper, we show how to derive a general linear response formula which does not use integrability as a requirement. The presence of conservation laws (mass, energy, momentum, etc.) and of further Casimir invariants can be imposed a-posteriori. We perform an analysis of the infinite time asymptotics of the response formula for a specific observable, the magnetization in the HMF model, as a result of the application of an external magnetic field, for two stationary stable distributions: the Boltzmann-Gibbs equilibrium distribution and the Fermi-Dirac one. When compared with numerical simulations, the predictions of the theory are very good away from the transition energy from inhomogeneous to homogeneous states.

I. INTRODUCTION

The two-body potential of $N$-particle long-range interacting systems decays asymptotically as $r^{-\alpha}$, where $r$ is the inter particle distance, $0 \leq \alpha \leq d$ and $d$ is the dimension of the embedding space \cite{1}. Systems with long-range interactions show many interesting properties, such as ensemble inequivalence and negative specific heat in the microcanonical ensemble \cite{2}. These properties are a direct consequence of energy non additivity.

The dynamical properties of systems with long-range interactions are also peculiar. For such systems, the relaxation towards Boltzmann-Gibbs statistical equilibrium occurs on a time scale that diverges with system size \cite{3}. This implies that the long-time $t \to \infty$ limit and the thermodynamic $N \to \infty$ limit do not commute, because the relaxation time scale $\tau$ diverges with $N$.

On a shorter time scale, $t \ll \tau$, one observes a relaxation towards out-of-equilibrium stationary states. There are many such stationary states, that are obtained by varying the initial condition. They have been called Quasi Stationary States (QSSs) \cite{4,5}, because for all finite $N$ they display a slower "collisionsal" evolution towards equilibrium on a time scale of the order $\tau$. On a short time scale, the time evolution of the single-particle distribution function in phase-space is well described by the Vlasov equation \cite{6,7}, with corrections of order $1/N$ \cite{8}. This equation has an infinity of stationary solutions, the stable ones can give rise to QSSs.

An interesting question, which has been recently investigated \cite{9,10}, concerns the response of a QSS to a stimulus. This question can be explored by studying how a stationary stable state of the Vlasov equation reacts to a perturbation. This latter can be of different types and origins. A first type of perturbation may come from a generic variation of the single-particle distribution function with respect to a stationary stable one. Typically, this variation vanishes with time due to Landau damping \cite{11}. A second type of perturbation consists in applying externally a stochastic noise \cite{12,13}; these perturbations generically bring the system towards an equilibrium or non equilibrium steady state, depending on whether detailed balance is respected or not, on a time-scale which depends on the strength of the noise. A third, and final, kind of perturbation consists in adding an external field to the dynamics. This latter is the perturbation considered in Refs. \cite{14,15} in the context of linear response theory for homogeneous states. An extension of this approach to non homogeneous states \cite{16}, based on integrability, has led to a characterization of linear response in a more general framework. This latter work is based on previous studies of the solutions of the linearized Vlasov equation around inhomogeneous states \cite{17}. Integrability is guaranteed for one-dimensional systems when the unperturbed state is stationary and is present also for a few other Hamiltonians in higher dimensions. Integrability is implemented by an action-angle transformation, which conveniently separates the phase-space variables.

In this paper, we consider perturbations of the dynamics obtained by the addition of a conservative external field. As in previous work \cite{7}, we restrict ourselves to the study of small perturbations within linear response theory. However, we do not use integrability as a necessary requirement to derive the linear response formula. This choice has a drawback, since integrals of motion have then to be imposed by hand in order to obtain the correct result. The Vlasov equation has an infinity of conserved quantities besides those related to symmetries, the so-called Casimirs \cite{18}. Since we are unable to impose this infinity of constraints, we restrict ourselves to consider a finite number of them (e.g. normalization of the single-particle distribution) and, therefore, derive an approximate response formula. The advantage of this approach with respect to previous ones is that our response formula can be derived in general also for non integrable systems. Moreover,
our method allows us to consider many different unperturbed states, both homogeneous and inhomogeneous.

In order to illustrate the validity of our approach we explicitly derive the response to an externally applied field for the Hamiltonian Mean-Field (HMF) model \[15\]–\[17\] a paradigmatic mean-field system. This allows us to compare our approximate formula with the exact one derived in Ref. [8]. We obtain a good agreement excluding a region of energy close to the second-order phase transition of the model, where the response diverges.

The paper is organized as follows. In Section II we introduce the Vlasov equation and its linearization. In the following Section III we derive the linear response formula. Its time asymptotics is studied in Section IV. Section V is devoted to the discussion of the constraints of the dynamics. After introducing the HMF model in Section VI we derive the linear response formula for this model in Section VII. In the final Section VIII we demonstrate the agreement of our predictions with numerical simulations realized for different unperturbed states of the HMF model.

II. THE VLASOV EQUATION, ITS LINEARIZATION AND THE RESPONSE FORMULA

For the sake of completeness, we recall in this Section some basic features of the Vlasov equation and of its linearization. Moreover, we formally derive the expression of the response to a perturbation in a slightly different way as done in Ref. [7].

The dynamics of an isolated \(N\)-particles system interacting via a two-body smooth potential is well described by the Vlasov equation in the limit \(N \to \infty\) \[12\]. It is therefore convenient to begin with a system composed of an infinite number of particles. In one dimension, each particle is described by a pair of conjugate variables \((q,p)\). For simplicity, we consider a periodic domain in \(q\). These conjugate variables must be interpreted as Eulerian variables describing a point in phase-space rather than as dynamical variables. The Vlasov equation describes the time evolution of the single-particle distribution function \(f(q,p,t)\),

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial q} f + \frac{\partial \phi[f]}{\partial q} \frac{\partial}{\partial p} f, \tag{1}
\]

where

\[
\phi[f](q,t) = \int dq dv J(q-x)f(x,v,t) \tag{2}
\]

is the mean-field potential. In the \(N \to \infty\) limit, the two-body correlation function vanishes and, therefore, the single-particle distribution function contains all the information about the state of the system. The Vlasov equation can be rewritten as a Liouville equation by using the Hamiltonian

\[
\mathcal{H}[f](q,p,t) = \frac{p^2}{2} + \phi[f](q,t), \tag{3}
\]

which is a functional of the single-particle distribution function.

In the following we will need to define the time evolution of specific observables. To this aim, we define the Poisson brackets of differentiable single-particle observables \(a(q,p)\) and \(b(q,p)\) as usual:

\[
\{a, b\} = \frac{\partial a}{\partial q} \frac{\partial b}{\partial p} - \frac{\partial a}{\partial p} \frac{\partial b}{\partial q}. \tag{4}
\]

In terms of these brackets the Liouville operator \(\mathcal{L}\) acting on \(a(q,p)\), can be written as

\[
\mathcal{L}[f](q,p,t)a(q,p) = \{a(q,p), \mathcal{H}[f](q,p,t)\}. \tag{5}
\]

In order to implement the constraints of the dynamics in the response formula, it is useful to remark that the kernel of the Liouville operator \(\mathcal{L}\) contains at least the constant function, that we denote \(\delta \mathcal{H}\) for applications in the following, the Hamiltonian itself, \(\mathcal{H}\), and all the smooth functions of the Hamiltonian \(f(\mathcal{H})\), as proved by Jeans [18].

Let us consider a stationary solution of the Vlasov equation, \(f_0(q,p)\). Following Jeans [18] we consider the class of solutions that are functions of the Hamiltonian \(\mathcal{H}\)

\[
f_0(q,p) = F(x(q,p)), \quad x(q,p) = \mathcal{H}[f_0](q,p), \tag{6}
\]

where \(F\) is a smooth function of a single variable and \(\sigma\) is an inverse energy scale. The function \(F\) is such that \(f_0\) is indeed a distribution, i.e. a non negative and normalizable function.

We now perturb the system by switching on instantaneously an external field \(hb(q,t)\) at time \(t=0\). This restriction is adopted for the sake of simplicity, but our approach is applicable, with minor modifications, also to the case in which the field is switched on smoothly. The size of the perturbation is vanishingly small \(h \ll 1\).

The linearization procedure of the Vlasov equation around the stationary unperturbed solution consists in developing in powers of \(h\) all the relevant quantities, i.e. the distribution function and the Hamiltonian, and in keeping only the first-order terms in \(h\). In order to verify the validity of this procedure, one can check that in the limit \(h \to 0\) the unperturbed solution is recovered. We will denote all the unperturbed quantities with the subscript zero, e.g. \(x = x_0 + h\delta x + \mathcal{O}(h^2)\).

The perturbed distribution function can be developed in two different ways

\[
f(q,p,t) = F(x_0) + h \frac{dF}{dx}(x_0)\delta x + \mathcal{O}(h^2) \tag{7}
\]

\[
= f_0(q,p) + h\delta f(q,p,t) + \mathcal{O}(h^2). \tag{8}
\]

The first development is strictly valid only for instantaneous variations of the external field. For smooth variations one has to take into account the functional variations of \(F\). We discuss in detail this aspect in Appendix A. The perturbed Hamiltonian is given by

\[
\mathcal{H}[f] = \mathcal{H}_0[f_0] + hb(q,t) + h\delta \mathcal{H}[f] + \mathcal{O}(h^2), \tag{9}
\]

where \(\mathcal{H}_0[f_0]\) is the unperturbed Hamiltonian. In terms of the two-body potential the variation of the Hamiltonian is given by

\[
\delta \mathcal{H}(q,t) = b(q,t) + \int dx dv \delta f(x,v,t)u(q-x) \tag{10}
\]
and it is a functional of the variation of the distribution function. Inserting $f$ and $H[f]$ defined in Eqs. 8 and 9 into the Vlasov equation 1 and collecting terms of order $h^0$ and $h$ one gets the following set of coupled equations

$$\frac{\partial}{\partial t} f_0 + p \frac{\partial}{\partial p} f_0 - \frac{\partial}{\partial q} [f_0] \frac{\partial}{\partial q} f_0 = 0 \quad (11)$$

$$\frac{\partial}{\partial t} \delta f = p \frac{\partial}{\partial q} \delta f - \frac{\partial}{\partial q} [f_0] \frac{\partial}{\partial q} \delta f - \frac{\partial}{\partial p} \delta H \frac{\partial}{\partial p} f_0$$

$$= \{H_0, \delta f\} + \{\delta H, f_0\} \quad (12)$$

Solving the first of these equations gives the unperturbed distribution function $f_0(q,p)$, which substituted into the second equation, which is nothing but the linear Vlasov equation, leads to the Duhamel’s formula for $\delta f$

$$\delta f(q,p,t) = \int_0^t \! d\tau \, U(t-\tau) \{\delta H(\tau), f_0\} \quad (13)$$

where the operator $U(t) = e^{tL_0}$ is the evolution operator of the unperturbed dynamics, with $L_0$ the Liouvillean defined in Eq. 9. In deriving the last equation, we have set to zero the initial variation of the distribution $\delta f(q,p,0)$ since the external perturbation vanishes at $t = 0$. However, this does not solve the problem, since we need to know $\delta H$ in order to determine $\delta f$. On the other hand, we do have an equation which gives $\delta H$ in terms of $\delta f$, Eq. 10. Therefore, inserting $\delta f$ given in Eq. 13 into Eq. 10, we obtain a closed equation for $\delta H$

$$\delta H(q,t) = b(q,t) +$$

$$+ \int_0^t \! d\tau \, \int dx dv \, u(q-x) U(t-\tau) \{\delta H(x,\tau), f_0\} \quad (14)$$

In Section III we will obtain a formal solution of this equation using Laplace-Fourier techniques. This will give us in turn the formal solution of the linear Vlasov equation.

The linear Vlasov equation can be solved for stationary homogeneous distributions using Laplace transform in time and Fourier transform in space $q$ [1,2]. Applying these well-known methods, some authors [7,8] derived explicit analytical formulas for the variation of a generic observable $a(q,p)$ under the application of an external perturbation. These derivations are based on the analogy between the Vlasov equation and the Liouville equation. Specifically, a Kubo-like [19] formula was obtained

$$\delta a = \langle a \rangle_t - \langle a \rangle_0 = h \int_0^t \! R(t,s) ds + O(h^2) \quad (15)$$

$$R(t,s) = \{\langle a(t-s), \delta H(s) \rangle \}_0 \quad (16)$$

where the average $\langle \cdot \rangle_s$ in the first equation is taken with respect to the distribution at time $t$. The response function $R(t,s)$, appearing at the linear order, is defined in the second equation in terms of the Poisson bracket of the observable $a$ with the variation of the Hamiltonian, averaged with respect to the initial distribution, $\langle \cdot \rangle_0$. The observable $a(t) = \exp(tL_0)a(q,p)$ is evolved in time using the unperturbed dynamics.

At variance with Kubo’s linear response theory at thermodynamical equilibrium, the response function $R(t,s)$ explicitly depends on two times, i.e. it is not invariant under time translations. We will discuss in the following cases in which the system relaxes asymptotically to a stationary state and, therefore, time translation invariance is restored in this limit. However, there are initial conditions for which the system sets into a stable macroscopically oscillating state, thus violating time translation invariance for all times. We believe that the presence of such oscillatory states is a typical behavior of mean-field systems: it is indeed due to the self-consistent interaction of the single particle with the mean-field potential [20].

We have up to now presented in some detail the basic equations which will allow us to derive, at linear order, the response of the system to a small external perturbation. We will discuss in the following Sections how the calculation of the variation of a generic observable can be performed explicitly for a wide class of models and of initial conditions. However, before moving to this derivation, we would like first to discuss the role of the constraints on the dynamics imposed by global conservation laws.

### III. DERIVATION OF THE RESPONSE FORMULA

In the previous Section II we have obtained the linear Vlasov equation 12 for a general initial distribution and, using Duhamel formula, we have derived closed equations for both the variation of the distribution function $\delta f$ and the variation of the Hamiltonian $\delta H$. In the method we will develop below, we exploit the fact that $\delta f$ does not depend on momentum.

The equation which determines $\delta f$, Eq. 14, is an inhomogeneous integro-differential equation. Obtaining a solution of this equation allows one to derive $\delta f$ using Duhamel’s formula 13.

Laplace transforming both sides of 14 yields

$$\delta \hat{H}(q,\omega) = \hat{b}(q,\omega) +$$

$$+ \int dq dv \, u(q-x)R(\omega)\{\delta \hat{H}(x,\omega), f_0\} \quad (17)$$

$$R(\omega) = L[U](\omega) = \int_0^\infty \! e^{-i\omega t} e^{tL_0} dt = \frac{1}{i\omega - L_0} \quad (18)$$

where the hat identifies Laplace transformed functions and the operator $R$ is the Laplace transform of the evolution operator $e^{tL_0}$. We consider Jeans’ distributions 15 as initial states, which appear as the most natural ones.

The Hille-Yosida theorem 21 states that the Laplace transform of an operator, defining a semi-group by the generator $L_0$, is the resolvent of the generator itself. A general property of resolvents, such as 16, is that they satisfy the identity

$$R L_0 = \omega R - I - [R, L_0] \quad (19)$$

In the following, we will assume that the commutator between the Liouville operator and its resolvent is zero in order
to avoid technical problems. The dependence of the initial distribution on
the unperturbed Hamiltonian transforms the Poisson bracket in Eq. \[7\]
into the Liouville operator
\[
\{ \delta \mathcal{H}, f_0 \} = \sigma_0 f'_0 \mathcal{L}_0 \delta \mathcal{H},
\]
where
\[
f'_0(q, p) = \frac{dF}{dx} |_{x = \sigma_0 \mathcal{H}_0(q, p)}.
\]
With \( x \) we identify the argument of the Jeans’ distribution,
which corresponds to an adimensional quantity, \( x = \sigma_0 H_0 \),
where \( \sigma_0 \) is an inverse energy scale that can depend on some
macroscopic parameter. For instance, at equilibrium the inverse
energy is equal to the inverse temperature, times some constant.
The equation for the variation of the Hamiltonian
in the complex Laplace space can be written in the following
compact form
\[
\delta \mathcal{H}(q, \omega) = \hat{b}(q, \omega) + \chi(\delta \mathcal{H})(q, \omega),
\]
(22)
where the operator \( \chi \) is defined as
\[
\chi[\varphi](q, \omega) = \int dx dv \sigma_0 u(q - x) f'_0 K(\omega) \varphi(x),
\]
(23)
and \( K(\omega) = -1 + i \omega R(\omega) \),
(24)
and \( \varphi(x) \) is a generic test function.
A feature of homogeneous initial states is that Fourier
modes are decoupled and equation \[22\] can be solved using the Fourier
transform. In this framework, the modes of the variation of the Hamiltonian are
\[
\delta \mathcal{H}(k, \omega) = \hat{b}(k, \omega) + \chi(\delta \mathcal{H})(k, \omega),
\]
(25)
where \( \epsilon(k, \omega) \) is the dielectric function \[9, 10\].
On the contrary, inhomogeneous initial states couple all
the modes and Eq. \[22\] cannot be simplified using the Fourier
transform. Therefore, we are led to assume that a base of
eigenfunctions \( \varphi_i(q) \), \( i \in N \) exists, which solves the eigenvalue
equation
\[
\chi[\varphi](q, \omega) = \lambda_i(\omega) \varphi_i(q), \quad i = 1, \cdots, N
\]
(26)
where \( \lambda_i \) is the associated eigenvalue. This base plays
the role of the Fourier base in the inhomogeneous regime.
Therefore, we consider external potentials that belong to the
subspace of functions spanned by these eigenfunctions
\[
\hat{b}(q, \omega) = \sum_i a_i(\omega) \varphi_i(q), \quad q_i(\omega) \in C
\]
(27)
A basic tool to solve integral equations is to use the Liouville-
Neumann series \[22\] which is a recursive formula. This
allows us to obtain \( \delta \mathcal{H} \) and, in turn, the response \[16\]. In our case,
the Liouville–Neumann series reads
\[
\delta \mathcal{H}(q, \omega) = \hat{b}(q, \omega) + \sum_{n=1}^{\infty} \chi^n \hat{b}(q, \omega),
\]
(28)
where \( \chi^n \) is the \( n \)th iterate of \( \chi \). Substituting the definition of
the external potential in terms of the eigenfunctions into
Eq. \[28\] and resuming the geometric series one gets
\[
\delta \mathcal{H} = \sum_{i \in N} a_i(\omega) \frac{\varphi_i(q)}{1 - \lambda_i(\omega)}, \quad |\lambda_i| < 1.
\]
(29)
The variation of the Hamiltonian which solves Eq. \[22\] can
be expressed in terms of the same eigenfunctions of the
external potential but with a different amplitude. That solution
has some properties related to the ones of the homogeneous
regime. For instance, by analogy, we can denote the denominator
of \[29\] as
\[
\varepsilon_i(\omega) = 1 - \lambda_i(\omega),
\]
(30)
which is nothing but a dielectric-like function for inhomoge-
neous states. Whenever this function is zero in the complex-
\( \omega \) space, \( \delta \mathcal{H} \) has a pole. Therefore, zeros of \( \varepsilon_i(\omega) \) characterize
the long-time behavior of \( \delta \mathcal{H} \) after performing an inverse
Laplace transform, as we will discuss in detail in the follow-
ing Section. Moreover, when the system is homogeneous,
formula \[30\] reduces to the formula for the dielectric function
and the eigenfunctions \( \varphi_i \) become the Fourier modes.
Furthermore, we obtain a stability criterion because the ge-
ometric series can be computed only when \( |\lambda_i| < 1 \). On the contrary,
when the eigenvalue is larger than one in modulus the state is unstable and linear theory cannot be used.
We remark that integral equations can also be solved us-
ing Fredholm determinants \[23\], but in this case the solution
is more involved, since the kernel of the integral is itself a
non-trivial operator.

IV. TIME ASYMPTOTIC BEHAVIOUR

Laplace Limit Theorem relates the asymptotic value of a function \( g(t) \) at \( t \to \infty \) to the limit of its Laplace transform \( \hat{g}(\omega) \) for \( \omega \to 0 \).
Let us denote every quantity evaluated in this regime with
the index \( \infty \), e.g., the external potential
\[
\hat{b}_\infty(q) = \lim_{\omega \to 0^-} \omega \hat{b}(q, \omega) = \lim_{t \to \infty} \hat{b}(q, t).
\]
(31)
The Liouville–Neumann series for asymptotic times reads
\[
\delta \mathcal{H}_\infty(q) = \hat{b}_\infty(q) + \sum_{i=1}^{\infty} \chi_\infty[\varphi_i(q)],
\]
(32)
and the limit of the eigenvalue equation \[26\] is
\[
\lambda_i(\omega) \varphi(q) = -\sigma_0 \int dx dv f'_0(x, v) u(q - x) \varphi(q) + 
+ i \sigma_0 \int dx dv f'_0(x, v) \lim_{\omega \to 0} \omega R(\omega) \varphi(q).
\]
(33)
The first integral does not depend on the Laplace variable \( \omega \)
while the second one depends on \( \omega \) through the kernel oper-
ator \( \omega R(\omega) \). This latter integral converges to zero when the
Let us consider a function $g(x,v)$: when it is in the kernel of the Liouville operator $\mathcal{L}_0$ the action of the resolvent becomes trivial and the limit $\omega \to 0$ gives the identity
\[
\lim_{\omega \to 0} \omega \mathcal{R}(\omega)g(x,v) = g(x,v).
\] (34)

Consequently, in the time asymptotic, the response (16) at every time becomes ill defined. Let us make two short remarks. The first remark is that quantities become negligible, since in the homogeneous phase it is indeed zero. We will discuss in more detail formula (35) in Appendix B and hereafter we assume that its contribution can be negligible, since in the homogeneous phase it is indeed zero.

Discarding the second integral in Eq. (33), the operator $\mathcal{K}$ turns out to be proportional to the identity and the other quantities become

\[
\mathcal{K}(0) = -1
\] (36a)
\[
\lambda_i \varphi_i(q) = \sigma_0 \int u(q-x)f_0^i \varphi_i(x)
\] (36b)
\[
\delta f_\infty(q,p) = \sigma_0 \delta \mathcal{H}_\infty(q)f_0^i(q,p)
\] (36c)

Let us make two short remarks. The first remark is that the response $\langle a \rangle$ at every time becomes ill defined. Let us then introduce the integrated response for asymptotic times, defined as

\[
\delta \bar{a} = \lim_{t \to \infty} \frac{\partial}{\partial h} \left( \langle a \rangle_t - \langle a \rangle_0 \right) \bigg|_{h=0},
\] (37a)
\[
= \int dp dq \delta f_\infty(q,p)a(q,p).
\] (37b)

This formula describes the finite variation of a single-particle observable $a(x,v)$ at the linear order in the perturbation parameter $h$.

The second remark concerns the stability criterion of the initial state. From the geometric series $29$ we get a criterion to perform the resummation: $|\lambda_i| < 1$ for all $i$. In the asymptotic time regime this inequality can be seen as a criterion for which the initial state is stable, since otherwise the series diverges. It can be compared with other stability criteria $24, 25$.

V. CONSTRAINTS

Vlasov dynamics is characterized by the existence of constraints of different nature $26$. We will here restrict to discuss those constraints that play a relevant role in the derivation of our response theory. The first constraint derives from mass conservation, which is a consequence of considering a closed system. However, our system can exchange energy with the environment, hence we can evaluate the work done on the system by the external perturbation. The entailed generalized energy conservation relation imposes, as we will see, a constraint on the dynamics. Isolated systems also conserve total momentum. However, one can choose perturbations of the dynamics which determine variations $\delta f(q,p,t)$ that are even functions of $p$. This in turn implies that momentum is necessarily conserved and can for convenience be set to zero. The effect of the conservation of other global invariants associated to symmetries, like angular momentum, will not be discussed in this paper, since the systems we consider are one-dimensional.

On top of that, the Vlasov equation is endowed with an infinity of conserved quantities, the so-called Casimirs $14, 26$. They all take the form $\int c f(x,v) dx dv$, with $c$ a smooth function. For instance, mass is one of such Casimirs. We will assume that the effects induced by all these conservations, besides mass, are negligible.

A. Mass constraint

The mass of the system is given by
\[
M(t) = \int f(x,v,t) dx dv .
\] (38)

At first order in the size of the perturbation $h$ we get
\[
M(t) = M(0) + h \int \delta f dx dv + O(h^2).
\] (39)

For a closed system, mass is conserved $M(t) = M(0)$, hence
\[
\int \delta f(x,v,t) dx dv = 0 .
\] (40)

In the following we will set the total mass to one, $M = 1$.

B. Energy constraint

The system is perturbed by an external field, hence the total energy
\[
E(t) = \int E[f](x,v,t)f(x,v,t) dx dv
\] (41)
\[
E[f](q,p,t) = \frac{p^2}{2} + \frac{1}{2} \phi[f](q,t) + \hbar b(q,t) .
\] (42)

is not a conserved quantity. However, since the time evolution of the distribution function is determined by the full
perturbed Hamiltonian (the external forces are conservative), the variation of the total energy is equal to the work $W(t)$
done by the external forces on the system

$$E(t) - E_0 = W(t), \quad (43)$$

where

$$W(t) = h \int f(x, v, t) b(x, t) dx dv. \quad (44)$$

This is a generalized energy conservation law, as obtained
in mechanics.

Let us remark that the functional $E[f]$ is the phase-space
observable associated with the total energy and differs from
the Hamiltonian $H[f]$ by the factor $1/2$ in front of the mean-
field potential. This avoids the double counting of the in-
teraction energy between two separated regions in phase-
space.

At linear order in $\hbar$ one gets the following constraint on
the variation of the distribution function

$$\int H_0[f_0](x, v) \delta f(x, v, t) dx dv = 0, \quad \forall t > 0, \quad (45)$$

where we have used the identity

$$\int \phi[\delta f] dq dp = \int \delta \phi[f] dq dp. \quad (46)$$

C. Implementation of the constraints

The asymptotic stationary state is described by the sta-
tionary linear Vlasov equation

$$\left( p \frac{\partial}{\partial q} - \sigma \frac{\partial}{\partial p} \right) \delta f = \frac{\partial H}{\partial x} \frac{\partial}{\partial q} f_0 = 0. \quad (47)$$

The formal solution of this equation is

$$\delta f(q, p) = f_0(q, p) \delta x(q, p), \quad (48)$$

and it corresponds to the Duhamel formula [13] for large
times. The variation $\delta x$ cannot a priori be defined because
the kernel of the Liouville operator [5] is not null. For ex-
ample, the function

$$\delta x = \sigma_0 \delta H + H_0 \delta \sigma + \delta M, \quad (49)$$

with $\delta M, \delta \sigma \in \mathbb{R}$ two arbitrary constants, gives a solution of the linear stationary Vlasov equation. These new terms
are useful to implement the constraints of the system. For instance, the two equations [50] and [45] become

$$\int f_0^0(\sigma_0 \delta H + H_0 \delta \sigma + \delta M) H_0 dq dp = 0, \quad (50)$$

$$\int f_0^0(\sigma_0 \delta H + H_0 \delta \sigma + \delta M) dq dp = 0, \quad (51)$$

where the phase space dependencies are dropped for the sake of clarity. In order to solve this linear problem we define

$$J_{H_0} = \int f_0^0 H_0^2 dq dp, \quad (52a)$$

$$J_{H_0} = \int f_0^0 H_0 dq dp, \quad (52b)$$

$$J_1 = \int f_0^0 dq dp, \quad (52c)$$

$$J = J_{H_0}^2 J_1 - J_{H_0}^2, \quad (52d)$$

then equations [50] and [51] give the following functional
relations

$$\delta M[\delta H] = \sigma_0 J_{H_0} \int f_0^0 \delta H - J_{H_0}^2 \int f_0^0 \delta H, \quad (53)$$

$$\delta \sigma[\delta H] = \sigma_0 J_{H_0} \int f_0^0 \delta H - J_{H_0} \int f_0^0 \delta H. \quad (54)$$

The parameters $\delta M$ and $\delta \sigma$ take into account the variation of the mass of the system and the variation of the inverse energy scale, due to the perturbation. They are linear func-
tionals with respect to their arguments, here the variation
of the Hamiltonian, and add more terms to equation [17].

Therefore, at infinite times the equation for the variation of the Hamiltonian with two constraints becomes

$$\delta H_\infty(q) = b + \sigma_0 \int u(q - x) f_0^0 \delta H_\infty + \delta H_\infty \int f_0^0 u(q - x) H_0 + \delta M[\delta H_\infty] \int f_0^0 u(q - x). \quad (55)$$

The linearity property of these new terms preserves the Liouville–Neumann form of the solution, but with a modified eigenvalue equation, which reads

$$\lambda_i \varphi_i(q) = \sigma_0 \int u(q - x) f_0^0 \varphi_i + \delta \sigma[\varphi_i] \int u(q - x) f_0^0 H_0 + \delta M[\varphi_i] \int u(q - x) f_0^0. \quad (56)$$

Although the form of the solution [29] is the same, the eigen-
values change their value by imposing the constraints [50]
and [51]. We show in the next Section VII this property for
the HMF model.

The case in which the system has only the mass constraint
is similar to the one described in Section III. For instance, the
mass constraint

$$\delta M[\delta H] = -\sigma_0 \int f_0^0 \delta H / J_1 \quad (57)$$

and the eigenvalue equation now reads

$$\lambda_i \varphi_i = \sigma_0 \int u(q - x) f_0^0 \varphi_i + \delta M[\varphi_i] \int u(q - x) f_0^0. \quad (58)$$
On top of that, for homogeneous initial states, the mean field $\phi_0$ is zero and both the unperturbed Hamiltonian $H_0$ and the initial distribution function $f_0$ do not depend on space. In equations (50) and (51), only the variation of the Hamiltonian $\delta H$ depends on the space variable $q$ and usually its integral over space is zero. Thus, the two equations of the constraints can be satisfied only with $\delta \sigma = 0$ and $\delta M = 0$, independently of the initial distribution $f_0$. Therefore, both the constraints are automatically fulfilled for homogeneous systems.

VI. THE HMF MODEL

In this section we consider a toy model of long-range interacting systems, the Hamiltonian Mean Field (HMF) model \[15\]. The model is defined by its finite $N$ dynamics but it has a Vlasov counterpart. Despite its simplicity, the HMF model captures many of the features of long-range interactions, including QSS. We begin by discussing its statistical equilibrium properties, in order to then compare the response in thermal equilibrium with the Vlasov one.

The HMF model describes $N$ particles moving on the unit circle which interact via a cosine potential

$$u(q) = 1 - \cos(q), \quad q \in [0, 2\pi) \quad (59)$$

The canonical coordinate $q$ is an angle and specifies the position of the particle, while $p$ is its conjugate momentum. The finite $N$ Hamiltonian is

$$H = \frac{1}{2} \sum_{i=1,N} p_i^2 + \frac{1}{2N} \sum_{i,j < N} [1 - \cos(q_i - q_j)] \quad (60)$$

where the $1/N$ factor in front of the second term is such that the potential energy and the kinetic energy scale equally with $N$. It is sometimes called in literature the Kac prescription \[27\]. The Hamiltonian (60) converges to the Vlasov Hamiltonian \[3\] in the mean-field limit $N \to \infty$ with the mean-field potential

$$\phi[f](q, t) = 1 - m_x \cos(q) - m_y \sin(q) \quad (61)$$

$$m_x = \int dx \, \sin(x) \, f(x, v, t) \quad (62)$$

$$m_y = \int dx \, \cos(x) \, f(x, v, t) \quad (63)$$

where $m_x, m_y$ are the magnetizations along the $x$ and $y$ axes and depend on the distribution function which solves the Vlasov equation. The energy in the mean-field limit is

$$E = \int dq dp \, E(q, p, t) f(q, p, t) \quad (64)$$

$$= \int dq dp \, \frac{p^2}{2} f + \frac{1}{2} \beta^2 (1 - m^2). \quad (65)$$

where $m = \sqrt{m_x^2 + m_y^2}$, the modulus of the magnetization is the order parameter. The HMF model shows a second order phase transition in the microcanonical ensemble \[11\] from a low energy inhomogeneous phase to a high energy homogeneous phase at the transition energy $E_t = 3/4$. The order parameter $m$ vanishes in the homogeneous phase and is non zero in the inhomogeneous detecting the tendency of the particles to form a cluster with a given mass profile. In the canonical ensemble one gets an equivalent prediction, a second order phase transition at the inverse temperature $\beta_t = 2$.

The Boltzmann-Gibbs (BG) equilibrium phase space distribution is

$$f_{eq}(q, p) = \frac{1}{Z(\beta)} \exp \left\{ - \beta H[f_{eq}] \right\} \quad (66)$$

where $Z(\beta)$ is the partition sum and $\beta$ is the inverse temperature. The one-to-one relation between energy in the microcanonical ensemble and inverse temperature in the canonical ensemble is obtained by solving the following equations

$$E(\beta) = \frac{1}{2\beta} + \frac{1}{2} (1 - m^2(\beta)) \quad (67)$$

$$m(\beta) = \frac{I_1(\beta m(\beta))}{I_0(\beta m(\beta))} \quad (68)$$

where $I_{0,1}$ are the modified Bessel’s functions of order 0, 1, respectively. A straightforward interpretation of the previously introduced parameter $\sigma_0$ consists in its identification with $\beta_0 = \sigma_0(E)$, obtained by solving Eqs. \[68\].

The BG distribution is of paramount importance because systems with a finite number of particles converge towards this distribution as time evolves, irrespective of the initial state. BG equilibrium is also a stationary stable solution of the Vlasov equation \[1\], thus it can also be considered as a QSS. BG equilibrium is also well defined for inhomogeneous states with external fields. In this latter case, magnetization solves the following equation

$$m'(\beta, h) = \frac{I_1}{I_0} \left( \beta (m'(\beta, h) + h) \right). \quad (69)$$

If we develop this consistency equation in a Taylor series around the unperturbed state $h = 0$, we get

$$\delta m = \frac{1/\beta + I_2/I_0 - m^2}{m^2 - I_2/I_0}. \quad (70)$$

We call this reaction to the application of the field "canonical response".

Let us now consider the microcanonical ensemble. Due to the different constraints on the system the thermodynamic response cannot be the same as for the canonical ensemble. The inverse energy scale, given by microcanonical inverse temperature $\beta$, changes under the action of the perturbation as

$$\beta \to \beta' = \beta + h\delta \beta + O(h^2). \quad (71)$$

Using the energy constraint we relate $\delta \beta$ to the unperturbed magnetization $m_0$ by

$$\delta \beta = -2m_0\beta^2 \delta m, \quad (72)$$
and the thermodynamic response of the magnetization becomes

$$\delta m = \beta \frac{1/\beta + I_2/I_0 - m^2}{1 - \beta(1/\beta + I_2/I_0 - m^2)(1 - 2m^2)}.$$  \hfill (73)

We denote it by "microcanonical response".

VII. RESPONSE FORMULA FOR THE HMF MODEL

Let us consider the eigenvalue equation \(\Phi\) of a system that is initially at equilibrium or in a Fermi-Dirac QSS. The long-range potential of the HMF model is a cosine, see Eq. \((29)\). Then, by using the addition formula of trigonometric functions, we derive that the eigenfunctions \(\phi_i\) must be sums of sines and cosines. We consider the base composed by functions that are "parallel" or "perpendicular" with respect to the spontaneous unperturbed magnetization \(\vec{m} = (m_x, m_y)\)

$$\begin{align*}
\phi_1(q) &= \alpha_1 \left( \cos(q) + \frac{m_y}{m_x} \sin(q) \right), \\
\phi_2(q) &= \alpha_2 \left( \frac{m_y}{m_x} \cos(q) + \sin(q) \right),
\end{align*}$$  \hfill (74)

where \(\alpha_1, \alpha_2 \in \mathbb{R}\) are two constants defined by the orthogonality relations

$$\int dx dv \phi_i(x)\phi_j(x)f_0'(x,v) = \delta_{i,j}, \quad i, j = 1, 2.$$  \hfill (76)

Invariance under angle translations of the HMF model in the unperturbed state allows us to define arbitrary \(x\) and \(y\) directions. We are therefore free to identify with \(x\) the direction of the spontaneous magnetization; the magnetization components then become \(m_y = 0\) and \(m_x = |\vec{m}| = m\) and the two eigenfunctions are

$$\phi_1(q) = \alpha_1 \cos(q), \quad \phi_2 = \alpha_2 \sin(q).$$  \hfill (77)

Without loss of generality, we put the external field in the direction of the spontaneous magnetization \(x\), because we are not interested in studying the Goldstone modes associated with rotations of the magnetization vector. An external field applied perpendicularly to the spontaneous magnetization direction excites modes that persist for indefinite time, due to the rotational symmetry of the unperturbed Hamiltonian. With \(\alpha_1 = 1\), the eigenvalue \(\lambda_1\) can be obtained from the following formulas

$$\begin{align*}
\lambda_1 &= \beta \Phi[f_0'\phi_1], \\
\Phi[r] &= -\int dx dv \phi(x)r(x,v).
\end{align*}$$  \hfill (78)

In the next Subsections we will consider the solution of the eigenvalue equation for the equilibrium state in three cases: absence of constraints, imposing the mass constraint and requiring both the mass and the energy constraints. Later on, we will discuss the eigenvalue equation for the Fermi-Dirac distribution for the three cases.

In FIG. 1, the eigenvalue \(\lambda_1\) versus energy \(E\) for the HMF model \((60)\) perturbed around the equilibrium state \((66)\) for the unconstrained case \((68)\) (dotted green line), with only the mass constraint \((83)\) (dotted blue line) and with both mass and energy constraint \((85)\) (full red line). The full purple line reproduces the exact result obtained in Ref. \([8]\). All theories give \(\lambda_1 = 1\) at the phase transition energy \(E_t = 3/4\).

FIG. 2. Response \(\delta m\) vs. energy \(E\) for the HMF model \((60)\) perturbed around the equilibrium state \((66)\) for the case with mass constraint \((72)\) (dotted blue line) and for the case with mass and energy constraint \((75)\) (full red line). The full purple line is the exact result obtained in Ref. \([8]\). The response diverges at the critical energy \(E_t = 3/4\).

A. Equilibrium without constraints

The eigenvalue of the sine function is zero, \(\lambda_2 = 0\), because the distribution is even in \(q\). On the contrary, along the \(x\) direction we get

$$\lambda_1 = \beta \frac{I_1(\beta m) + \beta m I_2(\beta m)}{\beta m I_0(\beta m)}.$$  \hfill (80)
where $I_0, I_1, I_2$ are the modified Bessel functions of order 0, 1, 2, respectively. In the homogeneous phase, $E > E_t = 3/4$, the r.h.s. is equal to $\beta/2$, because the magnetization is zero. This result is the same as the one obtained in Ref. [27]. Using formulas [37] we find the response of the magnetization

$$\delta m = \varphi_1(0) \frac{\lambda_1}{1 - \lambda_1},$$

where $\varphi_1(0) = 1$. The dependence of $\lambda_1$ on energy $E$ for $E > E_t$ is shown in Fig. 1 (dotted green line). As the transition temperature $E_t$ is approached from above, $\lambda_1 \to 1$.

The Liouville-Nemuann series converges when the eigenvalue $\lambda_1$ is less than one in modulus. Formula (80) gives an eigenvalue larger than one in the inhomogeneous phase $E < E_t$. As a consequence, the equilibrium distribution without any constraints is unstable in linear theory and the response of magnetization diverges in the whole inhomogeneous phase. This result can be physically justified because without the mass constraint the system could evaporate or collapse in a point, making the response undefined. This result was previously obtained in Ref. [28].

B. Equilibrium with the mass constraint

The mass constraint imposes a different kernel of the integral [38]. The eigenvalue has the same eigenfunctions (sine and cosine), but it is described by

$$\lambda_i = \beta \Phi[\varphi, f ' q]_q - \lambda_0 \Phi[f ' q]_q.$$ 

where $\Phi(q) = m \cos(q)$. The two eigenvalues $\lambda_{1,2}$ are

$$\lambda_1 = \frac{\beta I_1(\beta m) + \beta m I_2(\beta m)}{\beta m I_0(\beta m) - \beta m^2}, \quad \lambda_2 = 0.$$ 

The dotted blue line in Fig. 1 shows the eigenvalue in both the homogeneous and inhomogeneous phase. Inserting it in formula (81) we obtain a formula for the response of magnetization which equals the "canonical response" (70). In this case the eigenvalue $\lambda_1$ is equal to one only at the transition energy $E_t$. Below and above this energy it is smaller than one, which ensures the existence of a finite asymptotic response in the canonical ensemble.

C. Equilibrium with both energy and mass constraints

The equilibrium case with both the energy and the mass constraint is described by the following eigenvalue equation

$$\lambda_1 = \beta \Phi[f ' \varphi] + \delta \beta [\varphi] \Phi[f ' \mathcal{H}_0] + \delta M [\varphi] \Phi[f '] .$$

Performing some algebraic manipulations, we obtain the formula for the eigenvalues

$$\lambda_1 = \beta \left( c - m^2 \frac{1 + 2 \beta^2 c (c - m^2)}{1 + 2 \beta^2 m^2 (c - m^2)} \right), \quad \lambda_2 = 0.$$ 

where

$$c = \frac{I_1(\beta m) + \beta m I_2(\beta m)}{\beta m I_0(\beta m)}.$$ 

The full red line of Fig. 2 shows the value of $\lambda_1$ for different energies. That eigenvalue is again equal to one only at the transition energy $E_t$, Moreover, the response of the magnetization [31] gives the same expression as the "microcanonical response" [72].

The full red line of Fig. 2 shows the response of magnetization in both the homogeneous and inhomogeneous phase. The response of the system with more constraints is smaller, consistently with the known result for the equilibrium response [28].

The purple line in Figs. 1 and 2 reproduces the exact eigenvalue and the exact response of magnetization derived Ref. [8] using action-angle variables. As expected, the response which takes into account all the Casimir constraints gives an even smaller response.

D. The Fermi-Dirac distribution

The Fermi-Dirac (FD) distribution is defined as

$$f_{fd}(x) = \frac{1}{Z} \frac{1}{1 + e^{x}},$$

where $Z$ is the normalization. This distribution is useful because it interpolates between different QSSs often studied in the framework of long-range interacting systems: the BG equilibrium and the Water-Bag states [1]. The eigenvalue equation uses the first derivative of the distribution with respect to its argument, which is

$$f'_{fd} = -\frac{1}{4 Z} \frac{1}{\cosh^2(\frac{x}{2})}.$$ 

The eigenvalue equation for the FD distribution can be solved only numerically. Fig. 3 shows the dependence of the eigenvalue $\lambda_1$ on energy $E$. It should reach the value 1 at the transition energy $E_t \simeq 0.7$, but numerically (we use an iterative algorithm) we find a value slightly smaller than 1.

It is intriguing that the zero constraint case gives an eigenvalue smaller than one also in the inhomogeneous phase, at variance with the BG equilibrium case. This could be due to the fact that the FD state is more compact if compared with BG equilibrium and, therefore, it is probably more stable under evaporation. Fig. 4 shows the response of magnetization $\delta m$ versus the energy $E$.

VIII. DYNAMICAL EVOLUTION OF THE RESPONSE

In the previous Section, we have determined analytically the response of the magnetization in the $t \to \infty$ limit for the HMF model. Here, we want to show how the response evolves in time when the perturbing external field is switched...
We adjust its value in order to reduce the error. We prepare the equilibrium state and the FD distribution. The phase-space is compact in the $q$ direction, then errors depend on the lattice spacing. In the $p$ direction we have another source of errors: for every distribution with a non compact support we have to use a cutoff on the weightless part of the momentum space. We choose $p_{\text{max}}$ as the maximum value of the velocity spanned by the lattice and we adjust its value in order to reduce the error. The optimal value of $p_{\text{max}}$ depends on the particular distribution considered.

The initial state is prepared at a given inverse energy scale $h$. Solving an implicit equation we get the magnetization and the energy values associated with the chosen energy scale. The perturbation is switched on at time $t_0 > 0$, after the system has relaxed to the stationary state. We perturb with a field aligned along the direction of the spontaneous magnetization, in our case the $x$ direction.

There is not a well defined range of validity of linear response theory: whenever it gives a finite result for a given observable, there will be always a sufficiently small value of the external field $h$ for which linear theory is a good approximation. In general we know empirically that in the homogeneous phase the amplitude of the perturbation must verify the relation $\sigma_0 h \ll 1$. In the inhomogeneous phase we have another scale, which is related to the non vanishing magnetization. It is quite reasonable to assume that $h/m \ll 1$, in order to avoid that the external field gives a dominant contribution to the energy as compared with the magnetization. A first numerical verification of the validity of the linear regime is to check that the variation of the magnetization is smaller than the magnetization itself ($h\delta m/m \ll 1$ at all times for which the Vlasov equation is a good approximation of the finite $N$ dynamics.

A. Equilibrium distribution

We begin at time $t = 0$ with an $N$-particle realization of the equilibrium BG distribution and we let it relax to a stationary state before we apply the external field at time $t_0 = 50$. Figs. 5 and 6 display the results of simulations performed at different energies. In Fig. 5 we show the time evolution of the response of the magnetization (in blue) vs. time. At $t_0 = 50$, when the perturbation is applied, $\delta m$ begins to oscillate with a damping, a behavior that can be described within the theory of Landau damping [10]. After some time, which depends mainly on the initial energy, the system relaxes to a stationary state whose magnetization is in good agreement with the theoretical predictions of linear response theory given in Eq. (68) (red horizontal line).

Fig. 5 shows a simulation at a higher energy. As in the previous case, after damping, the system relaxes to a state with a magnetization close to the value predicted by linear response theory.

B. Fermi-Dirac distribution

Figs. 7 and 8 show the comparison between the numerical simulations (blue lines) and the theoretical predictions for the asymptotic magnetization (red horizontal line) for the Fermi-Dirac distribution.
FIG. 5. Response of the magnetization $\delta m$ vs. time $t$ (full blue line) obtained in numerical simulations of the HMF model perturbed around an inhomogeneous BG equilibrium state. Energy is $E = 0.1495$ and magnetization $m = 0.9185$, which corresponds to the inverse energy scale $\sigma_0 = \beta = 7$. The external field is switched on at time $t_0 = 50$. The red dash-dotted line is the theoretical prediction of linear response theory for asymptotic time.

FIG. 6. Same as Fig. 5 but with an energy $E = 0.21559$ and magnetization $m = 0.87682$, which corresponds to an inverse energy scale $\beta = 5$.

IX. CONCLUSIONS

We have studied linear response to a small external perturbation for long-range interacting $N$-particle systems trapped in quasistationary states (QSS) [7]. QSS are described by stable and stationary solutions of the Vlasov equation, in the $N \to \infty$ limit when "collisions" are rare and negligible. We have studied this problem in the context of the Hamiltonian Mean Field (HMF) model [17], a paradigmatic example of long-range interacting system. The model is characterized by the presence of both homogeneous and inhomogeneous stationary states. While homogeneous QSS can be described following the work of Landau [10], inhomogeneous QSS present more difficulties for their analytical treatment. They show a coupling among all the "modes" of the system, as discussed above. In the case where the mean-field effective potential generates integrable motion, an exact linear response formula can be derived using a transformation to action-angle variables [8]. This is the case for the HMF model. However, many long-range interacting systems of physical interest, like self-gravitating systems and plasmas, do not fall into the category of integrable systems. In this paper, we have derived an approximate linear response formula for generic, i.e. non integrable, systems endowed with a finite, but arbitrary, number of integrals of motion and Casimir invariants. The linear response formula that we have obtained describes also the infinite time limit of the system. Therefore, it gives a description of the new quasistationary state reached asymptotically after the application of the perturbation, whenever the initial unperturbed state
is stationary stable. We have applied this formalism to the HMF model, which is an integrable system, in order to compare our approximate result with the exact one obtained in Ref. [8]. We have found a good agreement of the linear response of magnetization when we impose the constraints of mass and energy conservation away from transitions points from inhomogeneous to homogeneous states. We have also compared the predictions of the theory with simulations performed at finite $N$. The method we have devised can be used also for non integrable models and we look forward to this application.

Appendix A: Considerations on Energy-Casimir

The theory of Casimirs allows one to obtain stationary solutions of the Vlasov equation from a variational principle [14, 25, 26, 28]. It is also useful to compare the functional form of different distributions.

Calling $c(y)$ a generic invertible and differentiable function, the Casimir functional is

$$ C[f] = \int c(f(x,v))dx dv, \quad (A1) $$

The function $c$ is referred to as the generator of the Casimir. The Vlasov equation describes isolated systems, therefore, it conserves both energy and mass. Therefore, it is possible to write the variational equation

$$ \text{max} \left\{ C[f] \left| \int f(x,v)E(x,v) = E, \int f(x,v) = 1 \right. \right\}, \quad (A2) $$

and its extremal distribution

$$ f(q,p) = (c')^{-1}(\sigma H(q,p)), \quad (A3) $$

where $\sigma$ is an inverse energy scale. The function $c'$ is the first derivative of the function and the label $-1$ stands for the inverse. Distribution (A3) is stationary as stated by Jeans, because it depends only on functions such as the Hamiltonian. We denote stationary distributions with the 0 subscript. The value of the Casimir can be written as a function of the distribution

$$ C[f_0] = \sigma_0(H_0)_0 + \left( \int_{z^*}^{\sigma_0 H_0} \frac{f_0(y)}{f_0(\sigma_0 H_0)} dy \right)_0 \quad (A4) $$

where $f_0(z^*) = 0$. This variational approach is related to a kind of stability analysis because the solution must maximize the Casimir functional [14].

Inverting this procedure, we consider a known initial distribution function $f_0$ which can be generated by a Casimir with generator $c(y)$. Moreover, let us consider that the initial state satisfies the Casimir variational principle, but with a different generator $c(y)$. Linear response theory requires that in the limit of vanishing perturbation $\delta f \to 0$ the Casimirs coincide, hence we develop the Casimir $\mathcal{T}[f]$ around the unperturbed state $f_0$

$$ \mathcal{T}[f] \to \int c(f_0)+h \int c'(f_0)\delta f + h \int g(f_0) + O(h^2). \quad (A5) $$

The function $g$ represents the variation of the generating function of the Casimir due to the perturbation. Using equation (A3), the first part of that variation is given by the variation of the Hamiltonian $\int H_0 \delta f$ and it is zero when the system conserves the energy. Therefore, the variation of the Casimir depends only on the function $g$, which corresponds to a variation of the generator of the Casimirs induced by the perturbation. Indeed, the presence of a variation of the generator implies a different functional form of the final state compared to the initial one. The corresponding equation arising from the variational principle reads

$$ \delta f c''(f_0) - \delta \sigma H_0 - \sigma_0 \delta H - \delta M + g(f_0) = 0. \quad (A6) $$

This equation relates the variation of the distribution function $\delta f$ to the variation of the Hamiltonian and corresponds to the Duhamel formula at infinite times.

From a numerical point of view a variation of the generator of the Casimir generator induces a variation in the value of the Casimir in time, as can be easily checked.

Moreover, the variation of the energy in perturbed systems, when the perturbation is instantaneously switched on, is zero. In analogy, the variation of the generator of the Casimir is zero with perturbations instantaneously switched on.

Appendix B: Asymptotic time limit of $J_\omega$

We have to evaluate the integral (35) in the limit $\omega \to 0$. This limit is not trivially zero, but its value is determined by terms arising from singularities in manifolds where the Liouville operator is zero.

The motion of a particle in an external potential $\psi(x)$ can be bounded or unbounded. One of the main differences between these two kinds of motion comes from the spectral properties of the generator of the dynamics. For instance, the manifold in which the motion changes from bounded to unbounded could show a ”zero” dynamics, i.e. the Liouville operator constrained on such manifold is strictly zero. Therefore, the limit of equation (35) gains a divergence on such manifolds and could introduces a new term in the eigenvalue equation. For example, the dynamics of the unperturbed HMF model is the dynamics of the pendulum which shows stable and unstable points, generating a separatrix between bounded and unbounded motion. Along the separatrix the frequency of the bounded motion diverges and the Liouville operator is zero.

We have to evaluate the following integral

$$ J_\omega = \int dx dv f_0^*(H_0)\hat{c}(x)\frac{\omega}{\omega - i\lambda_0} e^{ikx}, \quad (B1) $$

in the $\omega \to 0$ limit, where the operator

$$ \lambda_0 g(x,v) = -v\partial_x g + m\partial_v \psi(x)\partial_x g. \quad (B2) $$

is the Liouville operator of the unperturbed dynamics. The unperturbed mean-field potential $m$ is the modulus of the magnetization of the HMF model. First of all, we separate
the two regions of positive and negative velocities. The Liouville operator in the two regions has the symmetry property

\( \mathcal{L}_0^+ = -\mathcal{L}_0^- \). \hfill (B3)

Let us now introduce the following transformation of coordinates

\( (x, v) \to (x, E), \quad mE = \frac{v^2}{2} - m\psi(x) \). \hfill (B4)

The Liouville operator becomes

\[ \mathcal{L}_0^+ = \sqrt{m} \sqrt{2(E + \psi)} \partial_x \psi \partial_E. \] \hfill (B5)

The integral (B1) becomes

\[ \mathcal{J}_\omega = \sqrt{m} \int dx \int dE f'_0(E + 2\psi) \frac{\omega^2}{\omega^2 + \mathcal{L}_0^2} e^{ikx} \] \hfill (B6)

The square of the operator acting on a function \( g(x) \) of the spatial variable \( x \) gives

\[ \mathcal{L}_0 g(x) = 0, \quad \mathcal{L}_0^2 g(x) = m(\partial_x \psi(x))^2 g(x), \] \hfill (B7)

and, consequently, the integral loses its operatorial form

\[ \mathcal{J}_\omega = \sqrt{m} \int dx \frac{\varphi(x) e^{ikx}}{1 + m(\partial_x \psi/\omega)^2} \int dE f'_0(m(E + 2\psi)) \frac{1}{\sqrt{2(E + \psi)}}. \] \hfill (B8)

This integral does not depend on \( \omega \) only in the manifold where the derivative of the mean-field potential \( \partial_x \psi \) is zero. When the Lebesgue measure of that manifold is not zero, integral (B7) gives a contribution to the eigenvalue equation.

For instance, in the homogeneous case, the mean-field potential is zero and the integral above converges to zero in the limit of vanishing frequencies, because the manifold of vanishing mean-field force is of zero measure. This is consistent with the results shown in Section IV.
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