Radio frequency charge sensing in InAs nanowire double quantum dots
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We demonstrate charge sensing of an InAs nanowire double quantum dot (DQD) coupled to a radio frequency (rf) circuit. We measure the rf signal reflected by the resonator using homodyne detection. Clear single dot and DQD behavior are observed in the resonator response. rf-reflectometry allows measurements of the DQD charge stability diagram in the few-electron regime even when the dc current through the device is too small to be measured. For a signal-to-noise ratio of one, we estimate a minimum charge detection time of 350 μs at interdot charge transitions and 9 μs for charge transitions with the leads.

Sensitive charge and spin state readout is necessary for the use of single spins in semiconductors as quantum bits. The quantum point contact (QPC) has been successfully used as a sensitive charge detector in single dot and DQD devices fabricated from GaAs/AlGaAs two-dimensional electron gas (2DEG) systems [1–5]. The conductance through an electrostatically coupled QPC is a very sensitive probe of the electron occupancy in a nearby quantum dot, allowing measurements of the full counting statistics in the current through a quantum dot as well as spin readout via spin-to-charge conversion [2, 6]. While QPCs have proven to be powerful tools in 2DEG systems, their integration with lower dimensional systems, such as nanowires, requires challenging fabrication processes [7].

A simple alternative approach to using a mesoscopic charge detector is to measure the dispersive shift of a resonant microwave circuit coupled to the DQD. In this way it is possible to probe the mesoscopic admittance of the DQD which loads the resonator [8]. In particular, in the low frequency limit, the DQD exhibits a state dependent ‘quantum capacitance’ which is proportional to the curvature of the energy bands, with a maximum capacitance occurring at interdot charge transitions [9, 10]. Using this technique, the quantum capacitance of a DQD has recently been observed and used to distinguish both charge and spin states [11, 12].

In this letter, we demonstrate dispersive measurements of a few-electron InAs nanowire DQD device coupled to a microwave resonator held at milli-Kelvin temperatures. We compare standard dc transport measurements with the resonator response, which is probed using rf reflectometry [13–16]. With the device configured as a single dot, we observe Coulomb diamonds in dc transport and rf reflectometry measurements. In the DQD regime, we clearly observe the DQD charge stability diagram in the response of the reflected microwave signal. For a signal-to-noise ratio of one, we estimate a minimum state detection time of 9 μs for charge transitions with the leads and 350 μs for interdot charge transitions.

Samples are fabricated by first defining an array of Ti/Au depletion gates on a high-resistivity oxidized Si substrate. The gates are 20 nm thick, 30 nm wide, and spaced at a 60 nm pitch [17–19]. Two wide side-gates are also defined and allow the transparency of the nanowire leads to be tuned independently of the DQD confinement potential. A 20 nm layer of SiN_x is then deposited as a gate dielectric. Nanowires are grown on InAs<111>B substrates using a gold-colloid seeded vapor-liquid-solid growth process in a metal-organic chemical vapor deposition reactor [20]. The InAs nanowires are then dispersed in ethanol and deposited on the substrate. The typical diameter of nanowires selected for device fabrication is ~50–60 nm, as measured by atomic force microscopy. A 50/70 nm stack of Ti/Au is thermally evaporated to define ohmic contacts immediately after the contact region is passivated using an ammonium polysulfide (NH_4)_2S_x etch solution [21].

High sensitivity rf charge detection is achieved by directly connecting the source electrode of the device to a resonant circuit consisting of a 110 nH chip inductor and its parasitic capacitance, C_p ~ 0.73 pF [22]. A circuit diagram is given in Fig. 1(a) and a picture of the circuit board is shown in Fig. 1(b). A circuit board has an on-board bias tee, enabling simultaneous rf and dc measurements in a dilution refrigerator with a base temperature T ~ 35 mK. Under typical operating con-
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The quality factor of the oscillator occurs at the amplitude and phase response of the rf circuit as a reference signal, allowing simultaneous measurements of reflected signals fed into a cryogenic amplifier. The signal is further amplified at ∼85 dBm. The incoming and outgoing microwave signals are separated using a directional coupler with the conditions, the rf power incident on the resonant circuit is ∼85 dBm. The incoming and outgoing microwave signals are separated using a directional coupler with the reflected signal fed into a homemade cryogenic amplifier held at 4.2 K. The signal is further amplified at room temperature and demodulated by mixing with the reference signal, allowing simultaneous measurements of the amplitude and phase response. Figure 1(c) shows the amplitude and phase response of the rf circuit as a function of drive frequency \( f \). The resonance frequency of the oscillator occurs at \( f_0 \sim 561 \text{ MHz} \) with a loaded quality factor \( Q \sim 140 \).

We first demonstrate measurements of a single quantum dot defined using three gates labeled \( V_L, V_M, \) and \( V_R \) in Fig. 2(a). The other gates are held at positive bias to prevent the unintentional formation of quantum dots in regions of the wire leading to the source and drain contacts. A single dot energy level diagram is shown in Fig. 2(b). The left and right tunnel barriers are controlled with gate voltages \( V_L \) and \( V_R \), while \( V_M \) controls the occupancy of the quantum dot. The current and resonator response of the single dot are measured as a function of source-drain voltage \( V_{SD} \) and \( V_M \) in Figs. 2(c)-(d), and clearly show Coulomb diamonds. Inside a Coulomb diamond, the number of electrons, \( N \), trapped in the quantum dot is well defined due to the large electrostatic charging energy, \( E_C = e^2/C \), where \( e \) is the electronic charge and \( C \) is the total capacitance of the dot. From the size of the \( N+1 \) Coulomb diamond we obtain a charging energy, \( E_C \sim 12 \text{ meV} \), which gives a dot capacitance \( C \sim 13 \text{ aF} \).

We next define a DQD using the same nanowire device with five gate voltages \( V_{LW}, V_L, V_M, V_R, \) and \( V_{RW} \). The energy level diagram of the DQD is shown in the inset of Fig. 3. Interdot tunnel coupling is controlled using gate voltage \( V_M \), while the tunneling rate to the drain (source) is adjusted with the gate voltages \( V_{LW} (V_{RW}) \). Electron occupancy is tuned by the gate voltages \( V_L \) and \( V_R \). Figure 3 displays a large scale plot of the measured phase shift, \( \Delta \Phi \), as a function of \( V_L \) and \( V_R \). A similar result is obtained in the amplitude response (see Fig. 4). Charge transitions appear as negative shifts in the phase of the reflected signal. The phase response reveals a DQD charge stability pattern, with charge stability islands labeled \((N_L, N_R)\), where \( N_L (N_R) \) is the number of electrons in the left (right) dot. No additional charge transitions are observed in the lower left corner of the charge stability diagram, indicating a completely empty DQD, denoted \((0,0)\).

In Fig. 3 we readily observe charge transitions that change the electron number in the right dot, e.g. \((N_L, N_R) \leftrightarrow (N_L, N_R + 1)\). These charge transitions occur between the right dot and right lead to which the resonator circuit is connected. Given a tunnel rate \( \gamma_R > 2 \pi f_0 \), the DQD has an effective capacitance along these transitions that is given by

\[
C_R = \frac{\alpha_R \pi e^2}{4k_B T}.
\]

where \( \alpha_R \) is the lever arm that equates shifts in resonator voltage (at the source electrode) to changes in the right dot level relative to the Fermi energy of the right lead [22]. The effective capacitance adds to the total resonator capacitance and shifts the resonant frequency,
where $t$ is the interdot tunnel coupling and $\alpha, e$ is the lever arm that relates the resonator voltage to changes in the detuning of the left and right dot levels. This capacitance shifts the resonant frequency which, in turn, modifies the phase response. We expect that for $C_Q \ll C_P$, the amplitude response at the resonance is first order insensitive to such frequency shifts, consistent with Fig. 4(a). Figure 4(c) shows the phase response as a function of gate voltage $V_L$ taken along a cut indicated by the dashed vertical line in Fig. 4(b). Phase shifts are measured to be 0.27 degrees at the interdot transition and 1.68 degrees at the $(1, 1) \leftrightarrow (1, 0)$ transition. The measured phase shifts at resonance can be related to the quantum capacitance $\Delta \Phi \sim 2Q \times C_Q/C_P$ [13] [30]. We estimate a capacitance change of 76 aF at the charge transition with the source electrode. Likewise, along the $(1, 0) \leftrightarrow (0, 1)$ interdot charge transition, the capacitance change is estimated to be $\sim 12$ aF. With a lever arm of $\sim 0.15$ eV/V, this gives an interdot tunneling coupling $t \sim 75 \mu$eV.

We now consider the sensitivity of this detection technique by comparing the background phase noise with the signal obtained at interdot and single dot charge transitions. From the data in Fig. 4(c), we measure a root-mean-square noise amplitude of $\sigma \approx 0.03$ degrees with an effective bandwidth of $B = 35$ Hz (7 kHz low-pass filter and 200 line averages). Based on the phase shift at a charge transition, we can estimate the detection time for a signal-to-noise ratio of one using $\tau_{min} = (\sigma/\Delta \Phi)^2/B$. For interdot and single dot charge transitions we extract detection times of $\tau_{min} \sim 350$ $\mu$s and $\tau_{min} \sim 9$ $\mu$s respectively. The detection time for the interdot response sets a minimum time for distinguishing ground and excited charge states, due to the difference in the quantum capacitance at zero detuning [11]. Furthermore, two-electron singlet and triplet spin states can also be measured on a comparable timescale as the quantum capacitance of the triplet state is zero near the interdot charge transition due to Pauli blockade [2] [11].
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