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ABSTRACT

In this study, we present a suite of high-resolution numerical simulations of an isolated galaxy to test a sub-grid framework to consistently follow the formation and dissociation of H$_2$ with non-equilibrium chemistry. The latter is solved via the package krome, coupled to the mesh-less hydrodynamic code gizmo. We include the effect of star formation (SF), modelled with a physically motivated prescription independent of H$_2$, supernova feedback and mass losses from low-mass stars, extragalactic and local stellar radiation, and dust and H$_2$ shielding, to investigate the emergence of the observed correlation between H$_2$ and SF rate surface densities. We present two different sub-grid models and compare them with on-the-fly radiative transfer (RT) calculations, to assess the main differences and limits of the different approaches. We also discuss a sub-grid clumping factor model to enhance the H$_2$ formation, consistent with our SF prescription, which is crucial, at the achieved resolution, to reproduce the correlation with H$_2$. We find that both sub-grid models perform very well relative to the RT simulation, giving comparable results, with moderate differences, but at much lower computational cost. We also find that, while the Kennicutt–Schmidt relation for the total gas is not strongly affected by the different ingredients included in the simulations, the H$_2$-based counterpart is much more sensitive, because of the crucial role played by the dissociating radiative flux and the gas shielding.
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1 INTRODUCTION

After the pioneering work by Schmidt (1959), several observations showed that the rapidity with which galaxies form stars correlates with the surface density of the total available gas. However, because of the time-consuming and challenging effort to measure this relation with very high resolution, only recently we have been able to collect large amounts of data to better constrain it. In particular, recent observations by Bigiel et al. (2010) have shown that this relation seems to deviate from the canonical single power law with slope 1.4 (Kennicutt 1998) for low surface densities.

Observations of nearby star-forming galaxies have also evidenced a linear correlation between the star formation rate (SFR) surface density and the molecular hydrogen (H$_2$) surface density on sub-kpc scales (Bigiel et al. 2008, 2010). On the other hand, the correlation with atomic hydrogen seems to be very weak.

While many numerical simulations still use collisional ionisation equilibrium chemistry and do not follow the formation and evolution of molecular hydrogen, several groups have started to use molecular hydrogen based SF prescriptions, either following self-consistently the formation and dissociation of H$_2$ with non-equilibrium chemistry (Gnedin et al. 2009; Feldmann et al. 2011; Christensen et al. 2012; Tomassetti et al. 2015) or via sub-grid prescriptions based on the assumption of chemical equilibrium (Pelupessy et al. 2006; Thompson et al. 2014; Hopkins et al. 2014; Somerville 2015).
et al. 2015; Pallottini et al. 2017; Hopkins et al. 2017; Orr et al. 2017).

However, recent theoretical studies have revealed a lack of causal connection between H$_2$ and SF (Krumholz et al. 2011; Clark et al. 2012), and that the low temperatures of star-forming regions can be reached via molecular cooling as well as metal line cooling (see Capelo et al. 2017, for a detailed study of equilibrium and non-equilibrium metal cooling). They have also pointed out that dust-shielding from ultraviolet (UV) radiation is the main process driving the formation of H$_2$ and suggested that, more likely, the latter is controlled by SF, or, in general, by the gravitational collapse of atomic gas, not vice versa (Mac Low 2016).

Moreover, theoretical models of turbulent, magnetised clouds have tackled the problem of how SF should proceed inside giant molecular clouds (GMCs) (Krumholz & McKee 2005; Padoan & Nordlund 2011; Hennebelle & Chabrier 2011) without any assumption about the correlation with H$_2$, and found very good agreement with simulations and observations (Federrath & Klessen 2012).

Because of these uncertainties, a clear consensus is still missing, and the observational limits for measuring H$_2$, currently based on the abundance of CO, in particular for low-metallicity dwarf galaxies where CO appears to be under-abundant (Schruba et al. 2012), prevent us from fully disentangling causes and consequences.

In view of this, a key role seems to be played by gas shielding from UV radiation. However, most of the simulations up to date do not consistently take into account local radiation from stellar sources and its effect on to the inter-stellar medium, but only consider a uniform extragalactic background (e.g. Fiacconi et al. 2015; Kim et al. 2016). However, a correct inclusion of this effect requires very expensive full radiative transfer (RT) calculations. Several studies have started to incorporate it into numerical simulations, some with on-the-fly RT (Gnedin et al. 2009), and most of the others with sub-grid prescriptions (Christensen et al. 2012; Richings & Schaye 2015; Kamp et al. 2016; Hu et al. 2016, 2017; Forbes et al. 2016).

In this study, we present and test a model to self-consistently account for the formation and dissociation of H$_2$ via the chemistry package KROME (Grassi et al. 2014), including SF, supernova (SN) feedback, and extragalactic and local stellar radiation. We consider the attenuation of the radiation via dust and H$_2$ shielding (in KROME), and shielding from gas via two different sub-grid models and on-the-fly RT calculations, to investigate the emergence of the correlation between H$_2$ and SF.

The paper is organised as follows: in Section 2, we describe the model components and the simulation setup; in Section 3, we describe the basic tests of the chemical network with and without photochemistry; in Section 4, we present the results of our simulations including all the aforementioned processes; in Section 6, we discuss the limits of the model and we draw our conclusions.

## 2 SIMULATION SETUP

Here, we present and describe all the components of our model, which we implement in the code GIZMO (Hopkins 2015). Except for the mesh-less finite mass hydrodynamic scheme and the SN feedback prescription, which are the same as in Lupi et al. (2017), all the other sub-grid prescriptions have been significantly revised with more physically motivated models. We also describe the initial conditions of our simulation suite, which are those of an isolated galaxy with structural parameters typical of $z = 3$ galaxies.

### 2.1 The hydrodynamic code gizmo

GIZMO (Hopkins 2015), descendant from GADGET3, itself descendant from GADGET2 (Springel 2005), implements a new method to solve hydrodynamic equations, aimed at capturing the advantages of both usual techniques used so far, i.e. the Lagrangian nature of smoothed particle hydrodynamics codes, and the excellent shock-capturing properties of Eulerian mesh-based codes, and at avoiding their intrinsic limits. The code uses a volume partition scheme to sample the volume, which is discretised amongst a set of tracer ‘particles’ which correspond to unstructured cells. Unlike moving-mesh codes (e.g. AREPO; Springel 2010), the effective volume associated to each cell is not defined via a Voronoi tessellation, but is computed in a kernel-weighted fashion. Hydrodynamic equations are then solved across the ‘effective’ faces amongst the cells using a Godunov-like method, like in standard mesh-based codes. In these simulations, we employ the mesh-less finite-mass method, where particle masses are preserved, and the standard cubic-spline kernel, setting the desired number of neighbours to 32. Gravity is based on a Barnes-Hut tree, as in GADGET3 and GADGET2. While the gravitational softening is kept fixed at 80 and 4 pc for dark matter and stars, respectively, for gas we use the fully adaptive gravitational softening, which ensures that both hydrodynamics and gravity are treated assuming the same mass distribution within the kernel, avoiding the main issues arising when two different resolutions are used. The minimum allowed softening, which sets the effective resolution of the simulation, is set to 1 pc, corresponding to an inter-particle spacing of $\sim 1.4$ pc, but this value is reached only in the very high density regions before a burst of SF occurs.

### 2.2 Star formation

SF is implemented using a stochastic prescription, where the SFR is defined as

$$\dot{\rho}_{\text{SF}} = \epsilon \frac{\rho_{\text{gas}}}{t_f},$$

with $\epsilon$ the SF efficiency parameter, $\rho_{\text{gas}}$ the local gas density, $t_f = \sqrt{3\pi/(12G\rho_{\text{gas}})}$ the free-fall time, and $G$ the gravitational constant. The commonly used prescription for SF assumes a constant value for $\epsilon$, usually a few per cent, which is calibrated to reproduce the local Schmidt–Kennicutt law (hereafter KS; Schmidt 1959; Kennicutt 1998).

However, such a simplistic assumption is unable to capture the clustered SF in GMCs, resulting in a more diffuse SF across the entire galaxy.

Simulations of star-forming regions (Federrath et al. 2009, 2010) have demonstrated that the usual assumption of a constant SF efficiency used in numerical simulations does not correspond to what really occurs in GMCs, where turbulence can locally trigger very efficient SF while keeping the global GMC stable to collapse. Federrath & Klessen
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(2012) compared different theoretical models of SF in GMCs with both numerical simulations of turbulent clouds and observations and showed that the multi-free-fall version of the model by Padoan & Nordlund (2011; hereafter PN) exhibits the best agreement with both observations and simulations. In this study, we implement the PN thermo-turbulent model in Gizmo, assuming that our gas particles represent an entire GMC. The SF efficiency is defined by three parameters describing the degree of turbulence in a GMC: $\alpha_{\text{vir}} = 2E_{\text{kin}}/[E_{\text{grav}}]$, where $E_{\text{kin}}$ is the turbulent kinetic energy and $E_{\text{grav}}$ the gravitational energy of the GMC; the Mach number $M$; and the turbulent parameter $b$ describing the ratio between compressive and solenoidal turbulence. For a statistical mixture of solenoidal and compressive turbulence, the typical value is $b = 0.4$ (Federrath et al. 2010). The PN model assumes that the density distribution inside a GMC follows a log-normal probability density function (PDF) with mean density $\rho_0$ and variance $\sigma^2 = \log((1 + b^2 M^2)^2)$ and that SF only occurs above a density $\rho_{\text{crit}}(\rho_0) = 0.0676e^{-2}\sigma_{\text{vir}} M^2$, where $\sigma_{\text{vir}} = 0.97 \pm 0.10$ corresponds to the thickness of the post-shock layer in the turbulent GMC in units of the cloud size. With these parameters, we can compute the mean SF efficiency of the cloud by integrating the actual SF efficiency over the entire PDF, obtaining

$$\varepsilon = \frac{\varepsilon_{\text{SF}}}{\rho_0} \exp \left( \frac{3}{8} \left( \frac{\sigma^2}{\sigma_{\text{vir}}^2} \right) \right) \left( 1 + \text{erf} \left( \frac{\sigma^2 - \sigma_{\text{vir}}^2}{\sqrt{2} \sigma_{\text{vir}}^2} \right) \right),$$

where $\varepsilon_{\text{SF}} = 0.5$ is the local SF efficiency to match observations (Heiderman et al. 2010). $1/\Phi = 0.49 \pm 0.06$ is a fudge factor to take into account the uncertainty in the free-fall time-scale, and $\sigma_{\text{vir}} = \log(\rho_{\text{crit}}(\rho_0))$.

Compared to the standard prescription used, which needs to be calibrated, this model is more tied to the simulation, since all the information required to compute $\varepsilon$ can be obtained from the gas properties themselves, using the kernel-weighting scheme available in the code. However, it cannot be used at arbitrarily low resolution, but only when single GMCs can be resolved with at least a few resolution elements.

In this study, we allow SF when gas matches two criteria: i) $\rho < \rho_{\text{SFthr}}$, where we assume that $\rho_{\text{SF}} > \rho_0$ in the SF model, and ii) $M > 2$. The first criterion is not strictly necessary, but it is useful to prevent SF in very low density regions where the kernel weighting would extend to very large scales, totally uncorrelated with the typical sizes of GMCs. The second criterion, instead, is fundamental to limit SF in regions dominated by supersonic turbulence and avoid SF in trans-sonic and sub-sonic ones, where the assumption of a log-normal PDF is not valid anymore. Note that, unlike other recipes, we do not have an explicit criterion on the gas temperature. Although the criterion on the Mach number, for a fixed velocity dispersion, gives a temperature criterion, we will show in Appendix A that a natural temperature barrier arises for SF, without the Mach number threshold playing any crucial role.

When the two criteria are matched, we stochastically spawn a new stellar particle with the same mass of the progenitor gas cell mass.

2.3 Chemistry and radiative cooling

Chemistry and radiative cooling are computed with the KROME chemistry package (Grassi et al. 2014), solving the non-equilibrium rate equations for nine different species (H, H$^+$, He, He$^+$, He$^{++}$, H$^-$, H$_2$, H$_2^+$, and e$^-$). We use model 1a in Bovino et al. (2016), which includes photoheating, H$_2$ UV pumping, Compton cooling, photoelectric heating, atomic cooling, H$_2$ cooling, and chemical heating and cooling. Compared to the original network, we also include three-body reactions involving H$_2$ (Glover & Abel 2008; Forrey 2013), H$_2^+$ collisional dissociation by H, and H$^-$ collisional detachment by He (Glover & Savin 2009). We note that these reactions are included for completeness. In this study, we consider relatively high metallicity gas in the initial conditions, setting $Z = 0.5Z_\odot$. In these conditions, H$_2$ is expected to mainly form on dust, modelled here assuming a fixed dust-to-gas ratio $D$ linearly scaling with $Z$, i.e. $D/D_\odot = Z/Z_\odot$, where $D_\odot = 0.00934$. The H$_2$ formation rate on dust is computed following Jura (1975) as

$$R_f(H_2) = 3 \times 10^{-17} n_{\text{Hatom}} n_{\text{tot}} Z/Z_\odot C_P cm^{-3}s^{-1},$$

where $n_{\text{Hatom}} = n_H + n_{\text{H}^+} + 2n_{\text{H}^=} + 2n_{\text{He}} + n_{\text{He}^+}$ is the total hydrogen nuclei number density, $n_{\text{tot}} = \rho_0/(m_H \mu)$ is the total gas number density, with $m_H$ the hydrogen mass and $\mu$ the mean molecular weight, and $C_P = (\rho_2^2)/(\rho_2^2)$ is the clumping factor, accounting for the enhanced H$_2$ formation in the high-density regions unresolved in the simulation. According to Gnedin et al. (2009), the value of $C_P$ should be in the range 3 – 10, although their simulations show that even a value of 100 could not be enough to recover the relation between SFR and molecular gas surface densities. Across the paper, we use two different clumping factor models, a constant $C_P = 1$, and the case in which the unresolved gas above $\rho_{\text{SFthr}}$ follows the same log-normal PDF used for SF, giving

$$C_P = \exp(\sigma_{\text{sf}}^2) = 1 + b^2 M^2.$$ 

We also include H$^-$ photodetachment, though its effect should be irrelevant at high metallicity. This is not valid for very low metallicity and will be investigated in a future work.

The dissociation of H$_2$ occurs via two main mechanisms, the excitation to the vibrational continuum of an excited electronic state and the Solomon process (see Bovino et al. 2016), when dissociating and ionising radiation are present.

---

1 We use an approximate value for $\alpha_{\text{vir}}$, which can be obtained under the assumption of a spherical homogeneous cloud with diameter $L$, i.e. $\alpha_{\text{vir}} = 5\sqrt{2} L / (6GM_{\text{cloud}})$, where $\sigma_c = L / |\nabla \Phi| |w|$ is the velocity dispersion in the cloud and $M_{\text{cloud}}$ is the cloud mass. In the simulations, $L$ is computed as the grid-equivalent cell size, i.e. $L = [4\pi/3 (N_{\text{grid}})]^{1/3} h = 0.5h$ with $h$ the particle smoothing length and $N_{\text{grid}} = 32$ the number of neighbours used in the kernel estimate, and $M_{\text{cloud}}$ is the particle mass.

2 We note that there are a few typos in the reaction rates of Bovino et al. (2016), and we refer to Capelo et al. (2017) for details. We also note that we removed the temperature limit at 100 K in reaction 11 of Bovino et al. (2016).
Table 1. Energy bins for photoheating processes included in the simulations. We use eight bins in the range 0.75–1000 eV to track the different ionisation states of the followed species. Columns 1–2 show the minimum and maximum bin energies, respectively, and column 3 shows the main process occurring in each bin. The second bin is actually split in three sub-bins to improve accuracy.

| $E_{\text{min}}$ (eV) | $E_{\text{max}}$ (eV) | Process                                                                 |
|------------------------|------------------------|-------------------------------------------------------------------------|
| 0.75                   | 1.70                   | H$^+$ photodetachment                                                   |
| 1.70                   | 11.20                  | H$_2^+$ dissociation                                                   |
| 11.20                  | 13.60                  | H$_2$ dissociation (Solomon)                                            |
| 13.60                  | 15.20                  | H ionisation                                                            |
| 15.20                  | 24.59                  | H + H$_2$ ionisation                                                   |
| 24.59                  | 54.42                  | H + He + H$_2$ ionisation                                              |
| 54.42                  | 100.6                  | H + He + He$^+$ + H$_2$ ionisation                                      |
| 100.6                  | 1000.0                 | H + He + He$^+$ + H$_2$ ionisation                                      |

To model the ionising radiation, we consider two different contributions: a uniform extragalactic background, following the model by Haardt & Madau (2012), and the local radiation from young massive stars. We consider eight energy bins, ranging from 0.75 to 1000 eV, to cover the characteristic energies for H$^+$ photodetachment, H$_2$ and H$_2^+$ dissociation, and the different hydrogen and helium ionisation states, following a similar approach to Katz et al. (2016). We report the bins in Table 1, with a description of the main processes occurring in every bin.

However, in reality, the extragalactic background is unable to reach the innermost parts of a galaxy, because of the shielding by the intervening gas. In order to account for this effect, we consider that the UV background is attenuated by shielding by the intervening gas. In order to account for this attenuation, we consider that the UV background is attenuated by shielding by the intervening gas.

Energy bins for photoheating processes included in the simulations. We use eight bins in the range 0.75–1000 eV to track the different ionisation states of the followed species. Columns 1–2 show the minimum and maximum bin energies, respectively, and column 3 shows the main process occurring in each bin. The second bin is actually split in three sub-bins to improve accuracy.

$E_{\text{min}}$ (eV) | $E_{\text{max}}$ (eV) | Process                                                                 |
|------------------------|------------------------|-------------------------------------------------------------------------|
| 0.75                   | 1.70                   | H$^+$ photodetachment                                                   |
| 1.70                   | 11.20                  | H$_2^+$ dissociation                                                   |
| 11.20                  | 13.60                  | H$_2$ dissociation (Solomon)                                            |
| 13.60                  | 15.20                  | H ionisation                                                            |
| 15.20                  | 24.59                  | H + H$_2$ ionisation                                                   |
| 24.59                  | 54.42                  | H + He + H$_2$ ionisation                                              |
| 54.42                  | 100.6                  | H + He + He$^+$ + H$_2$ ionisation                                      |
| 100.6                  | 1000.0                 | H + He + He$^+$ + H$_2$ ionisation                                      |

2.4 Supernova and wind feedback

Since we cannot resolve single stars in our simulations, we assume that our stellar particles correspond to an entire stellar population, following a Chabrier (2003) IMF. According to stellar evolution, we consider three different processes: type II supernovae (SNe), type Ia SNe, and low-velocity winds by stars in the range 1–8$M_\odot$.

- After ~ 4 Myr, the most massive stars start to explode as type II SNe. For stars with mass between 8 and 40$M_\odot$, we release $E_{\text{SN}} = 10^{51}$ erg/SN via thermal injection on to the gas cells enclosed in the stellar particle kernel sphere, together with mass and metals. Due to the limited resolution, the energy-conserving phase of the bubble expansion cannot be followed in the simulation and the additional energy released would be rapidly lost because of radiative cooling, resulting in an ineffective SN feedback. In order to avoid gas from rapidly getting rid of this additional energy, we implement a delayed-cooling prescription, where gas cooling is inhibited for the time needed to reach the momentum-conserving phase (Stinson et al. 2006). In particular, we shut off cooling for the survival time of the blast-wave $t_{\text{max}} = 10^{6.85} P_{51}^{0.32} n_{10}^{-0.34} P_{0}^{-0.70}$ yr, where $E_{51}$ is the released energy in units of $10^{51}$ erg and $P_{51} = 10^{-2} P_{0} k^{-1}$, with $P_{0}$ the ambient pressure and $k$ the Boltzmann constant. This model has been proven to better reproduce the KS relation and the outflow mass-loading factor in isolated galaxy simulations compared to other more physically motivated models, as stated by Rosdahl et al. (2017). The only limitation is that it produces ‘unphysical’ high temperatures in a region of the density–temperature diagram where cooling is expected to be effective. We assume that type II SNe return all their mass but 1.4$M_\odot$ and we follow metal production (via iron and oxygen yields whose production rates are thought to be metallicity independent) using the tabulated results by Woosley & Heger (2007) fitted by Kim et al. (2014). The total metal mass can then be defined as:

$$M_Z = 2.09 M_{\text{oxygen}} + 1.06 M_{\text{iron}}.$$  

where $M_{\text{oxygen}}$ and $M_{\text{iron}}$ are oxygen and iron mass, respectively, computed convolving the yield function with the IMF. For stars above 40$M_\odot$, we assume a black hole (BH) would form via direct collapse (although we do not simulate sink formation), thus we release neither mass nor metals.

- Type Ia SNe occur in evolved binary systems, when one of the stars has become a white dwarf and has accreted enough mass to exceed the Chandrasekhar mass limit (Chandrasekhar 1931). Type Ia SNe explode according to

3 Though better results are obtained when a temperature cap of 40 K to the Jeans length is used, the largest differences are observed in the CO distribution, which is not followed in this study.

4 For the stellar particles, we define the kernel size using 64 neighbours, in order to guarantee that the volume around the star is fully covered.
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a distribution of delay times, as described by Maoz et al. (2012), scaling as $t^{-1}$ between 0.1 and 1 Gyr after a burst of SF. Type Ia SNe leave no remnant and release to the environment $1.4 \, M_{\odot}$, $M_{\text{merger}} = 0.63 \, M_{\odot}$ and $M_{\text{oxygen}} = 0.14 \, M_{\odot}$. Since type Ia SNe occur a long time after the burst of SF, these events are usually located far away from the progenitor molecular cloud, and they are not clustered as type II SNe. In this case, we do not shut off cooling, as described in Stinson et al. (2006).

- Because of the low mass, stars between 1 and 8 $M_{\odot}$ evolve on longer time-scales compared to their massive counterparts and do not explode as SNe. During their evolution, however, they release part of their mass as stellar winds. We model stellar winds by injecting only mass and metals on to the neighbouring cells of the stellar particle. Assuming the initial-final mass relation for white dwarfs by Kalirai et al. (2008), the mass loss for these stars can be computed as $\dot{m} = 3.94 \times 10^{-10} m_{\odot}/M_{\odot}$, where $m$ is the mass of the star. Also in this case, we convolve $\dot{m}$ with the assumed IMF to compute the net mass loss as a function of stellar age. We assume that stellar winds only carry the progenitor star metallicity, hence they do not enrich the interstellar medium.

By taking into account these processes, the stellar feedback in our simulations is able to return 42 per cent of the stellar particle mass in a Hubble time, prolonging star formation even in cases of no fresh gas inflows (e.g. Ciotti et al. 1991; Leitner & Kravtsov 2011; Voit & Donahue 2011).

### 2.5 Stellar radiative feedback

In addition to the previously described processes, we also include radiative feedback from the stellar population. This form of feedback is particularly important for young stars, because of the strong ionising and dissociating flux produced, which affects the abundance of molecular gas. We assume that every stellar particle spawned in the simulation corresponds to an instantaneous burst of SF and we model the evolution of the stellar luminosity $L_*$ with age and metallicity using the BC03 models. We consider here two different sub-grid models accounting for this contribution, to compare with on-the-fly RT calculations and identify the most accurate to be used in cosmological simulations, where RT is still prohibitive.

In model (a), we loop over all the active gas cells, collecting all the stars within a maximum distance $R_{\text{max}}$ from the cell, defined as the critical radius at which the surrounding medium would become optically thick, i.e. the optical depth $\tau > 1$. In order to compute this radius, we consider the local cell properties and integrate the gas density $\rho_g(R)$ outwards along the direction $\mathbf{R}$ of maximally decreasing density, obtaining

$$\tau = \frac{\sigma_{\text{eff}}(\rho_g R_{\text{max}})}{m_1} - |\nabla \rho_g| R_{\text{max}}^2 / 2),$$  

where $\sigma_{\text{eff}}$ is the minimum cross section for the photoionisation processes considered and $\nabla \rho_g$ is the density gradient. Although $\sigma_{\text{eff}}$ is different for every process considered, we approximate it using a unique value $\sigma_{\text{eff}} = 10^{-20} \text{cm}^2$, small enough to avoid an unphysical underestimation of $R_{\text{max}}$ and at the same time large enough to avoid looking for all the stars in the galaxy. Among the two solutions of Eq. (6), we take the smallest $R_{\text{max}}$. When a solution to the equation cannot be found, we assume $R_{\text{max}} = \exp(5h_{\gamma} P_g / |\nabla P_g|)$, where $h$ is the kernel size of the gas cell and $\nabla P_g$ is the gas density gradient around it. After collecting the stellar particles within $R_{\text{max}}$, we compute the total radiative flux in each bin which reaches the target gas cell as

$$F = \sum_i \frac{L_{*,i}}{4\pi d_i^2} \exp(-\tau_i),$$

where $L_{*,i}$ and $d_i$ are the luminosity and the distance of the $i$-th stellar particle, respectively, and $\tau_i$ is the optical depth of the intervening gas between the cell and the source. Since we cannot estimate the real optical depth between the cell and the source, we approximate $\tau_i$ using the average species abundances around the stellar particle and an absorption length defined as the minimum between $d_i$ and $L_{\text{Sob}} = \rho_g / |\nabla \rho_g|$, where $\rho_g$ and $|\nabla \rho_g|$ are the gas density and the gas density gradient around the star, respectively. This model can be considered an improved version of that in Christensen et al. (2012), where shielding was not considered.

In model (b), instead, we benefit from the tree structure used for gravity computation, storing the total luminosity and the luminosity-weighted centre of the stellar sources in every node, as in Hopkins et al. (2014, 2017). The stellar luminosity is attenuated at the source using the Sobolev approximation, giving $L_{\text{tot},*} = L_* \exp(-\tau)$, where $\tau$ is defined as in model (a). Then, during the gravity force calculation, we compute the total flux $F$ reaching a gas cell collecting the contribution of all the stellar particles in the simulated volume. Finally, we attenuate the resulting flux at the absorption point using, as for the extragalactic UV background, the Jeans length of the cell.

### 2.6 Radiative transfer with gizmo

For the RT simulations, we employ the momentum-based RT method with the M1 closure scheme (Levermore 1984). The implementation directly follows that of Rosdahl et al. (2013), suitably modified for a mesh-less structure. In particular, the Riemann problem is solved using the Harten, Lax and van Leer (HLL) solver (Harten et al. 1983), which better models beams and shadows compared to the simpler and more diffusive Global Lax Friedrichs (Lax 1954) function (obtained by setting the HLL eigenvalues to $\pm c$, where $c$ is the speed of light in vacuum), but increases the asymmetry of the ionisation front around isotropic sources. The

5 We choose the factor 5 because it represented the best compromise between limiting the computational overhead and collecting radiation from large enough distances.

6 As Hartwig et al. (2015) pointed out, the Jeans length tends to overestimate the H$_2$ column densities ($N_{\text{H}_2}$) by up to an order of magnitude for $N_{\text{H}_2} \lesssim 10^{16} \text{cm}^{-2}$ and to underestimate it for larger $N_{\text{H}_2}$. Hence, we expect our H$_2$ densities to be slightly higher than in reality. Nevertheless, since a simple correction factor is not available, it represents a simple and reasonable approximation that avoids time-consuming calculations.

7 A detailed description of how to implement radiative transfer methods in mesh-less codes can be found at https://physastro.pomona.edu/wp-content/uploads/2016/07/David-Khatami-Final-Thesis.pdf.
RT calculations are performed using an operator-splitting approach in three steps: injection, transport, and thermochernistry. During the injection step, the radiative energy emitted by the stellar source during the current time-step is distributed among the cells within the kernel volume of the stellar particle, as done for SN feedback. During the transport step, photon-advection is performed by solving the Riemann problem among the interacting cells, as done for the hydrodynamics, and finally, for the thermochernistry step, we couple the code with krome, computing the radiative flux in a cell (for each energy bin) as

\[ F = \frac{c N_p}{h^3}, \]

where \( N_p \) is the number of photons per bin in the cell. The energy bins (see Table 1) and stellar spectra used in the RT and (b). The time-step for the RT calculations is constrained by the Courant condition

\[ \Delta \tau_{\text{RT}} \leq \frac{h}{c} \]

where \( C_{\text{CFL}} \) = 0.2 is the Courant factor, and \( h \) the particle/cell size. Compared to the common hydrodynamic case (where \( t_{\text{max}} \sim 1000 \text{km s}^{-1} \)), the time-step condition for RT can be hundred–to–thousand times more severe, making the simulations much more computationally expensive. The simplest solution to this issue is the reduced speed of light approximation, introduced by Gnedin & Abel (2001), where the Courant condition is relaxed by replacing \( c \) with \( \bar{c} = f_c c \). The exact value of \( f_c \) depends on the boundary conditions of the problem and the associated typical time-scales and can be expressed as

\[ f_c = \min(1; 10 \tau_{\text{cross}} / \tau_{\text{sim}}), \]

where \( \tau_{\text{cross}} = \tau_{\text{cross}} / c \), with \( \tau_{\text{cross}} = [3N/(4\pi \rho^2 n^2)]^{1/3} \) the Strömgren (1939) sphere radius, \( N \) the ionising photons injection rate, and \( a^B \sim 2.6 \times 10^{-13} \text{cm}^3 \text{s}^{-1} \) the case-B recombination rate at \( T \sim 10^4 \text{K} \). \( \tau_{\text{sim}} \) is the shortest relevant time-scale of the simulation. In our simulations, we assume that the typical radiation source is a young massive star (\( N \sim 1 \times 10^{39} \text{photons s}^{-1} \)), surrounded by high-density gas (\( n_{\text{H}} \geq 100 \text{cm}^{-3} \)), and we require \( \tau_{\text{sim}} \sim 1 \text{Myr} \) to resolve the stellar evolution of these massive stars. Putting everything together, we obtain a minimum value of \( f_c \sim 3 \times 10^{-3} \). However, in our simulations, we assume \( f_c = 10^{-3} \) as a good compromise between higher accuracy and larger computational cost.

For an exhaustive description of the radiative transfer implementation in GIZMO and numerical tests, we refer to Hopkins et al. (in preparation).

### 2.7 Initial conditions

In this study, we follow the evolution of an isolated galaxy at \( z = 3 \). The galaxy is a composite system of a dark matter (DM) halo, a gaseous and stellar disc, and a stellar bulge. The DM halo is described by a spherical Navarro–Frenk–White (NFW; Navarro et al. 1996) density profile within the virial radius, \( R_{\text{vir}} \), and by an exponentially decaying NFW profile outside \( R_{\text{vir}} \), as described in Springel & White (1999).

The stellar and gaseous disc is described by an exponential surface density profile and by an isothermal sheet (Spitzer 1942), whereas the stellar bulge is described by a spherical Hernquist (1990) profile. The galaxy has a virial mass \( M_{\text{vir}} = 2 \times 10^{11} \text{M}_\odot \) (Adelberger et al. 2005) and a virial radius \( R_{\text{vir}} = 45 \text{kpc} \), with 2 and 0.4 per cent of its virial mass in the disc and bulge, respectively. The mass fraction of gas in the disc is 60 per cent, typical of high-redshift galaxies (Tacconi et al. 2010). The modelled system is similar in structure to the main galaxy in the gas-rich galaxy merger simulated in Capelo et al. (2015). This same galaxy model has also been used for a study on the effects of non-equilibrium metal (C, O, and Si) cooling (Capelo et al. 2017).

The mass resolution is 1594 \( \text{M}_\odot \) for gas and stellar particles, and \( 1.97 \times 10^5 \text{M}_\odot \) for DM particles, corresponding to a total number of particles in the initial conditions of 1.5M in gas, 1.5M in DM, 1M in the stellar disc, and 500k in the stellar bulge.

At the beginning of the simulations, the instantaneous cooling of the gas in the central regions of the galaxy would result in the vertical collapse of the disc and into an initial burst of SF. To prevent this spurious effect, we shut off SF for the first 10 Myr and let pre-existing stars explode as SNe, assuming their stellar ages are uniformly distributed in the range \([0–2] \text{ Gyr} \). The SF density threshold is set to a total hydrogen density \( n_{\text{H}_{\text{tot}}} = 1 \text{cm}^{-3} \) to avoid SF in very low density regions where the kernel size would extend to very large scales uncorrelated with typical GMC sizes, as stated in Section 2.2. The galaxy is evolved for 400 Myr, a time long enough to follow the evolution after the initial relaxation, but still sufficiently short to allow us to neglect environmental effects like accretion flows and mergers. We run a suite of six simulations where we include different sub-grid prescriptions which affect the evolution of molecular gas, to assess the relative contribution of the different processes and to assess the best sub-grid model for stellar radiative feedback which better matches RT calculations. The full simulation suite is reported in Table 2.

### 3 TESTS OF THE CHEMISTRY NETWORK

We discuss here the results of the runs \( G_{\text{mol}} \) and \( G_{\text{UV}} \), aimed at testing the coupling between GIZMO and the chemistry package krome.

---

**Table 2. Description of the full simulation suite.** We show in the first column the name of the run and in the second the presence or not of the extragalactic UV background. The third column reports the model used (if any) for stellar radiative feedback (see Section 2.5) and the last one the clumping factor \( C_p \) used in the run.

| Run     | UV background | Rad. feedback | \( C_p \) |
|----------|--------------|---------------|-----------|
| \( G_{\text{mol}} \) | no           | /             | 1         |
| \( G_{\text{UV}} \) | yes          | /             | 1         |
| \( G_{\text{RT}} \) | yes          | RT            | 1         |
| \( G_{\text{RAD}_S} \) | yes          | model (a)     | Variable  |
| \( G_{\text{RAD}_T} \) | yes          | model (b)     | Variable  |
| \( G_{\text{RT}} \) | yes          | RT            | Variable  |
3.1 Test 1: non-equilibrium chemistry in gizmo
and molecular gas evolution

We describe here the results of $G_{\text{mol}}$, where we follow the evolution of molecular gas when only collisional dissociation/ionisation and recombination processes are considered.

In this case, we expect the cold gas to always be fully molecular, even at low densities. On the other hand, the only available sources for gas heating are SNe and adiabatic compression. All the analyses at a fixed time are carried out at $t = 350$ Myr and not at the final time of the simulation, to show the galaxy properties at the median snapshot used for the SF law, obtained by stacking over a period of 100 Myr ($300 \leq t \leq 400$ Myr) around $t = 350$ Myr.

In Fig. 1, we report the gas properties averaged over 100 Myr around $t = 350$ Myr, using logarithmic bins 0.04 decade wide on both axes, except for the bottom-right plot, where we use linear bins of width 0.05 on the y-axes. In the top-left panel, showing the density–temperature diagram of the gas, we observe that the gas clusters in two distinct regions, one around $T \sim 10^4$ K, extending from $n_{\text{H}_2} \sim 0.01$ cm$^{-3}$ up to $n_{\text{H}_2} \sim 10$ cm$^{-3}$, and the other in the range $100 \lesssim T \lesssim 5000$ K, for $n_{\text{H}_2} \gtrsim 1$ cm$^{-3}$. The first one corresponds to the low to intermediate density gas which was heated up by SNe and has cooled down via Ly$\alpha$ and metal cooling to the critical temperature where molecular gas cooling and metal cooling start to dominate the cooling rate. The second, instead, is the region where gas efficiently cools down to the very low temperatures where SF occurs. Finally, we also observe a high-temperature tail ($T \gtrsim 3 \times 10^4$ K) for $0.01 \lesssim n_{\text{H}_2} \lesssim 100$ cm$^{-3}$, corresponding to the gas heated up by SNe and for which cooling is still disabled.

The other three panels in Fig. 1, instead, report the hydrogen species abundances, i.e. the neutral hydrogen $f_{\text{H}_0}$, ionised hydrogen $f_{\text{H}^+}$, and molecular hydrogen $f_{\text{H}_2}$ mass fractions (normalised to the total hydrogen nuclei abundance) as a function of the total hydrogen density $n_{\text{H}_0}$. We clearly see that most of the gas is neutral/ionised, and only a small fraction becomes molecular. However, the apparent necessary condition to become fully molecular is the low temperature, independent of the density, as clearly visible in the bottom-right panel. We also find that a molecular mass fraction of 10 per cent can already be obtained at fairly low densities around few cm$^{-3}$, although the transition to fully molecular gas is observed at $n_{\text{H}_2} \sim 100$ cm$^{-3}$.

In Fig. 2, we show the projected gas density maps of the galaxy in the face-on (top panels) and edge-on (bottom panels) views at $t = 350$ Myr, where the left-hand panels correspond to the total hydrogen gas and the right-hand ones to the H$_2$ component only. The molecular gas density is higher in the higher density spiral arms of the galaxy, but a not negligible fraction is also observed in the low-density medium, in agreement with the results in Fig. 1.

Thanks to the detailed chemistry model used, which allows us to follow the molecular gas abundance, we can also compare the relation between the SFR and the gas density.
Figure 2. Projected gas density maps for our G\textsubscript{mol} run at $t = 350$ Myr, face-on (top panels) and edge-on (bottom panels). The left-hand panels show the total hydrogen density and the right-hand panels the H\textsubscript{2} component only. Molecular gas forms almost everywhere in the galaxy, where the gas is cold enough. The absence of the UV background allows H\textsubscript{2} to form also at low densities, unless the gas is heated up by SNe.

Figure 3. SF law for our G\textsubscript{mol} run in the last 100 Myr of the simulation, plotted as blue and red line contours. We show the relation for the total (H+H\textsubscript{2}) gas in the left-hand panel and that for H\textsubscript{2} only in the right-hand panel and compare them with the observational data by Bigiel et al. (2010, green and red) and Schruba et al. (2011, purple). The orange lines in the right-hand panel correspond to 0.1, 1, and 10 Gyr depletion times (defined as $\Sigma*$/$\Sigma_{H_2}$). Our data well match the observational data in total gas, whereas in H\textsubscript{2} the slope is steeper, with the contours extending to depletion times of 0.1 Gyr also at moderately low densities of about 1 M\textsubscript{⊙}/pc$^2$. 
in the galaxy, both in total gas (H+H$_2$) and H$_2$ only. To better compare our simulations with observations, we measure both SFR and gas densities in patches of 750 pc side length, matching the resolution in Bigiel et al. (2010). In addition, instead of using the instantaneous SFR computed from the gas properties, we compute the stellar luminosity of our stellar particles in the GALEX FUV band (1250–1750 Å), using the BC03 models, and convert it into a SFR using the relation by Salim et al. (2007), to be consistent with the approach used by Bigiel et al. (2010). Since the SFR in the galaxy does not vary significantly during the run (see left-hand panel of Fig. 10), we could stack the data from 10 different snapshots in the last 100 Myr of the run (300 ≤ t ≤ 400 Myr), every 10 Myr, to increase the number of data points. The results are reported in Fig. 3, where we show the total gas (H+H$_2$) KS relation in the left-hand panel and the H$_2$ SF law in the right-hand panel, and compare our data with the observations by Bigiel et al. (2010); Schruba et al. (2011). These are plotted in filled contours of more than 2 and 10 points per bin, binning in both gas and SFR density with 0.1 decade-wide bins. The green contours correspond to the Bigiel et al. (2010) data inside r$_{25}$, the red ones to the Bigiel et al. (2010) data outside r$_{25}$, and the purple ones to Schruba et al. (2011). Our data points, instead, are plotted as line contours of more than 2 and 10 points per bin, using 0.2 decade-wide bins in both gas and SFR density bins.

To highlight the SFR dependence on the radial distance from the galaxy centre, we split our point distribution in two data sets, corresponding to the patches inside (blue contours)/outside (red contours) 4 kpc (corresponding to the radius where ~ 98 per cent of SF occurs). The simulated data points match well the observational data, except for the highest densities (corresponding to the central 2 kpc of the galaxy), where SFR is higher. On the other hand, in the right-hand panel our points lay above the observed relation, and the slope is also different. While the different slope is consistent with a too large molecular gas fraction at low density, which moves the data points to the right and steepens the relation, at intermediate to high densities the molecular gas fraction is too low for the measured SFR, probably because the resolution is too low and underestimates the real H$_2$ formation rate in the high-density regions. As we will show also for the other runs, this is a common behaviour, which can be solved using a sub-grid clumping factor, as we will describe in Section 4.3.

3.2 Test 2: non-equilibrium chemistry and photochemistry under a uniform extragalactic background

We now describe the results of the G$_{UV}$ run, where we also include photochemistry. In this case, the additional heating source for gas comes from a uniform extragalactic UV background (Haardt & Madau 2012) at z = 3. Because of the gas shielding prescription implemented, we expect only the gas at low density to be ionised, and almost no difference compared to the G$_{mol}$ run at intermediate and high densities. In Fig. 4, we show the gas distribution in the density–temperature plane and the H$_2$ mass fraction. We observe in the left-hand panel that the gas with n$_{H_2} \gtrsim 10^{-2}$ cm$^{-3}$ is heated up above 10$^4$ K, like in G$_{mol}$, except that here the heating is mainly due to the UV background instead of the SNe. On the other hand, at n$_{H_2} \gtrsim 10^{-2}$ cm$^{-3}$, we observe a larger mass of gas at low temperature. The reason for this difference is that the external UV background heats the gas, slowing down gas collapse and fragmentation, reducing the SFR and the subsequent SN heating. The absence of the UV background in G$_{mol}$ allows gas to fragment and form stars more easily also in the galaxy outskirts. As a consequence, SNe explosions in a very low density medium become very effective at sweeping away gas, heating it and reducing the density even more. In the right-hand panel, we clearly see that the gas becomes fully molecular above n$_{H_2} = 100$ cm$^{-3}$, but no molecular gas is observed at low density, unlike in the...
**4 THE EFFECT OF STELLAR RADIATIVE FEEDBACK**

We describe here the results of our fiducial runs $G_{\text{RAD},S}$, $G_{\text{RAD},T}$, and $G_{\text{RT}}$, where we include radiative feedback from stars and a variable clumping factor, comparing the same properties discussed in the previous section. Unlike in previous studies, where the clumping factor was constant for all the gas, here we self-consistently compute $C_p$ assuming the same PDF used for SF, but only for gas above $\rho_{\text{SF,thr}}$.

Despite the ever increasing computational power, the resolution achieved in our simulations is still prohibitive for cosmological simulations. Appendix B presents analogues of the simulations described here, but at low resolution, showing that, provided that the gas particle mass does not exceed the typical mass of a GMC, results are consistent with those discussed in this section.

**4.1 Molecular gas distribution in the galaxy**

We compare here the molecular gas distribution in the galaxy at $t = 350$ Myr. We first discuss the qualitative behaviour from the projected gas density maps in Figs 6 and 7. The small differences in the radiative feedback models can significantly affect the SF history of the galaxy, producing visible differences in the galaxy maps, which however do not have a strong impact on the conclusions.

In the face-on view (top panels of Fig. 6), $G_{\text{RAD},S}$ exhibits a slightly smoother gas distribution compared to $G_{\text{RAD},T}$ and $G_{\text{RT}}$, with a less defined spiral pattern. In the bottom panels (edge-on view), the differences are smaller. $G_{\text{RAD},S}$ shows lower densities at higher distances from the galaxy plane, compared to the other runs, although the difference is negligible in terms of mass. $G_{\text{RT}}$, instead, displays a slightly thicker disc amongst the three runs, compatible with the stronger feedback following a burst of SF which occurred at $t \sim 300$ Myr (see Fig. 10).

For the molecular gas distribution (Fig. 7), the differences are more evident. $G_{\text{RAD},S}$ generally forms more $H_2$ compared to the other runs, whereas $G_{\text{RT}}$ and $G_{\text{RAD},T}$, instead, exhibit a more peaked distribution, with $H_2$ formation more vigorous in the high density regions of the galaxy spiral arms and suppressed in the lower density regions.

After a first qualitative comparison, we now quantitatively assess the differences amongst the models in Fig. 8.

In the top row, we compare the $H_2$ mass fraction as a function of the total hydrogen density for the three runs. $G_{\text{RAD},S}$ forms significantly more molecular gas mass at intermediate densities ($n_{\text{H}_2} \sim 1 - 10 \text{ cm}^{-3}$), compared to $G_{\text{RT}}$ and $G_{\text{RAD},T}$, which show instead a very similar behaviour. Anyway, the transition to fully molecular gas is the same for all these three runs and corresponds to $n_{\text{H}_2} \sim 10 \text{ cm}^{-3}$.

In the middle row, the differences are more evident. While
The emergence of the SF–$\text{H}_2$ correlation

Figure 6. Projected gas density maps of total hydrogen in the $\text{G}_{\text{RAD}S}$, $\text{G}_{\text{RAD}T}$, and $\text{G}_{\text{RT}}$ runs at $t = 350$ Myr, face-on (top panels) and edge-on (bottom panels). The gas distribution is smoother in $\text{G}_{\text{RAD}S}$ compared to $\text{G}_{\text{RAD}T}$ and $\text{G}_{\text{RT}}$, with less defined spiral arms. Though not shown here, this difference persisted in other snapshots. In the edge-on view, instead, the slightly thicker disc in $\text{G}_{\text{RT}}$ is simply due to the feedback resulting from a burst of SF occurred around $t = 300$ Myr.

Figure 7. Projected gas density maps of the H$_2$ component for our $\text{G}_{\text{RAD}S}$, $\text{G}_{\text{RAD}T}$, and $\text{G}_{\text{RT}}$ runs at $t = 350$ Myr, face-on (top panels) and edge-on (bottom panels). In $\text{G}_{\text{RAD}S}$, H$_2$ can also form at slightly lower densities compared to the other two runs, due to an underestimation of the radiative flux in this regime. $\text{G}_{\text{RAD}T}$, instead, is closer to $\text{G}_{\text{RT}}$, thanks to the gravity tree-based model which accurately accounts for all stellar sources in the galaxy, although there is still more H$_2$ than in $\text{G}_{\text{RT}}$. 
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Figure 8. Gas properties for the G\textsubscript{RAD\_S} (left-hand column), G\textsubscript{RT} (middle column), and G\textsubscript{RAD\_T} (right-hand column) runs averaged over 100 Myr around $t = 350$ Myr. We report molecular hydrogen (top row) and neutral hydrogen (middle row) mass fractions as a function of $n_{\text{Htot}}$. The bottom panels, instead, correspond to the gas distribution in the density–temperature plane. All the runs show similar features, with small differences in the temperature for warm gas around $10^5$ K and in the abundance of molecular gas. The strongest difference is in the abundance of atomic hydrogen in G\textsubscript{RAD\_S}, where the underestimation of the stellar radiation at intermediate densities, when $\tau = 1$ from Eq. (6) is never reached, results in a massive tail extending down to $f_{\text{H}_2} \sim 10^{-3}$.

G\textsubscript{RAD\_T} and G\textsubscript{RT} show very similar features except for a slightly larger amount of atomic hydrogen in G\textsubscript{RAD\_T} at $n_{\text{Htot}} \sim 1 - 3 \text{ cm}^{-3}$, G\textsubscript{RAD\_S} exhibits a massive tail extending down to $f_{\text{H}_2} \sim 10^{-3}$, consistent with the more efficient conversion of H in H$_2$. Finally, in the bottom row, we observe very small differences, with G\textsubscript{RAD\_S} showing slightly larger amounts of cold gas (below $T \sim 100$ K) and warm gas (around $T = 10^4$–$10^5$ K). G\textsubscript{RT} and G\textsubscript{RAD\_T}, instead, are in even better agreement, with only a little more warm gas in the range $1 \text{ cm}^{-3} < n_{\text{Htot}} < 100 \text{ cm}^{-3}$.

We now compare the H$_2$ column density with local observations. Since observations at $Z \sim 0.5Z_\odot$ are not available, we report data for the Milky Way disc and halo (at solar metallicity) and the Large Magellanic Cloud (LMC, $0.3Z_\odot$), which should bracket our simulation results. We compute the column density of both atomic and molecular hydrogen, respectively $N_\text{H}$ and $N_{\text{H}_2}$, in a cylinder of 10 kpc radius and 1 kpc height along 25 randomly distributed line of sights. We report in Fig. 9 the logarithmic H$_2$ column density fraction as a function of the total logarithmic column density. The results are binned in 200 log-spaced bins along both axes, where the colour coding represents the point density in each bin. The cyan stars correspond to the LMC data by Tumlinson et al. (2002), the blue squares to the Milky Way disc data by Wolfire et al. (2008), and the green diamonds to the Milky Way halo from the FUSE survey. The simulation results agree very well with observations, overlapping both LMC and Milky Way data for a large fraction of the available data range. This is consistent with our expectations, considering that the initial metallicity was $Z = 0.5Z_\odot$ and SNe enriched the galaxy during the 400 Myr of evolution, moving it closer to the solar metallicity data. Nevertheless, the lower metallicity data for the LMC are still in reasonable agreement with our data, lying at the edge of the distribution. In this case, the different local radiation model considered clearly affects the results. In particular, G\textsubscript{RAD\_S} exhibits a generally higher H$_2$ fraction at all column densities, because of the underestimation of the radiation flux at intermediate gas densities, as already discussed. Compared to G\textsubscript{RT}, the distribution in G\textsubscript{RAD\_S} also extends to larger column densities. A similar behaviour is also observed in G\textsubscript{RAD\_T}. For column densities between $10^{20}$ and $10^{21}$ cm$^{-2}$, instead, G\textsubscript{RAD\_T} shows a similar trend to G\textsubscript{RT}, but with a slightly sparser distribution. A critical
feature of both G_RT and G_RAD_T is that they seem to never reach H_2 fractions higher than 80–90 per cent, contrary to G_RAD_S, where the suppressed radiation boosts the formation of H_2, shifting the data upwards.

In summary, in G_RAD_S the assumption of a maximum search radius allowed us to accurately account for the radiation close to the stellar sources, but at the cost of neglecting part of the stellar flux for gas at intermediate or low densities, when τ = 1 could not be reached. This inevitably resulted in a slight overestimation of the molecular gas fraction at lower densities compared to the other models. In G_RAD_T, instead, the attenuation at both the source and the absorption point enabled us to consider all the stellar sources in the galaxy, but with the drawback of overestimating the attenuation when the star–cell distance was shorter than the sum of the two absorption lengths. This weakened the effect of radiation in the very high-density regions, whereas at intermediate or low density the approximation was much more accurate. Despite these limitations, the differences among G_RAD_S, G_RT, and G_RAD_T remained small, and only affected the results at a few per cent level in the total molecular gas and stellar mass formed. A crucial role in suppressing the differences is played by the clumping factor, which globally shifts the transition to the fully molecular regime at lower densities, where the differences in the radiative model were stronger. In conclusion, both sub-grid models considered here represent valid alternatives to expensive RT calculations: with the employed re-

Figure 9. H_2 column density fraction in our G_RAD_S (left-hand panel), G_RT (central panel), and G_RAD_T (right-hand panel) runs at t = 350 Myr, compared with local observations of molecular clouds in the Milky Way disc and halo, and in the LMC. The observational data very well bracket our simulation results, overlapping with them in most of the available column density range. There are small differences among the three runs, especially at low column densities, where G_RAD_S shows a slightly higher H_2 column density fraction consistent with the enhanced formation of H_2 already observed in Fig. 8. G_RAD_T, instead, exhibits a denser concentration at high H_2 fractions, consistent with the stronger shielding at high gas densities.

Figure 10. SF in our G_RAD_S, G_RT, and G_RAD_T runs in the latest 300 Myr of the simulations. We show the SFR in the left-hand panel and the total stellar mass formed in the right-hand panel. The green dotted line corresponds to G_RAD_T, the orange dashed line to G_RT, and the blue solid line to G_RAD_S. Though the SFR shows bursts of SF of moderate intensity in all the runs, the SF history is quiet (∼1 M_⊙/yr) during the entire simulations. A slightly lower SFR can be noticed in G_RAD_S, probably due to a stronger radiative flux close to the stellar sources compared to the other runs. As a consequence, the total stellar mass formed (right-hand panel) in G_RAD_S is a bit lower than in G_RT and G_RAD_T.
duced speed of light of 0.001c, the overhead of the G\textsubscript{RT} simulation was a factor of 2–3 compared to G\textsubscript{RAD}\textsubscript{T} and roughly a factor of 5 compared to G\textsubscript{RAD}\textsubscript{S}.

### 4.2 SF in the galaxy and the SF law

In Fig. 10, we show the SFR (left-hand panel) and the formed stellar mass (right-hand panel) for the G\textsubscript{RAD}\textsubscript{S}, G\textsubscript{RT}, and G\textsubscript{RAD}\textsubscript{T} runs in the last 300 Myr of the simulations. We explicitly excluded the first 100 Myr (∼ three dynamical times of the galaxy) from the comparison in order to avoid introducing a bias due to the initial relaxation phase, which was slightly different in the different runs. All the runs show a similar SFR, although the SF bursts are offset in time in the different cases. This suggests that, despite the good agreement in the chemical properties amongst the three simulations, the different models for stellar radiation significantly affect the details of the evolution, changing the actual SF history of the galaxy on time-scales of about 20 to 50 Myr. In particular, the SFR in G\textsubscript{RT} exhibits a second burst around \( t = 300 \) Myr not observed in the other runs, and G\textsubscript{RAD}\textsubscript{S} exhibits the lowest SFR amongst the three runs, which is likely related to a slightly stronger ionisation close to the stellar sources compared to the other models. This difference in G\textsubscript{RAD}\textsubscript{S} is also reflected in the total stellar mass formed (right-hand panel), with G\textsubscript{RAD}\textsubscript{S} producing the lowest mass compared to G\textsubscript{RAD}\textsubscript{T} and G\textsubscript{RT}, for which the agreement is much better. Nevertheless, the difference in the total stellar mass amongst the runs is smaller than 10 per cent. Moreover, if we also take into account the initial stellar mass of the galaxy, \( M_\star = 2.4 \times 10^9 M_\odot \), the difference drops to less than 1 per cent.

In Fig. 11, we show the SF law for the same three runs. In this case, instead of the line contours, we binned our data points along the gas density axis in 0.2 decade-wide bins and reported the average SFR in each bin, using the standard deviation in the bins as the y-axis error bar. In order to exclude poorly sampled bins, we removed all the bins with less than five data points. We find very good agreement with observations by Bigiel et al. (2010) for the KS relation in total gas (H+H\textsubscript{2}) up to \( 4 \times 10^{-2} M_\odot/yr/kpc^2 \), the only exception being the data-points in the central 2 kpc of the galaxy which lie slightly above the orange shaded area. However, we notice that the observational data we compared with are for local galaxies, where the highest surface densities have small statistics. If we compare our results with other datasets from higher redshift galaxies (Orr et al. 2017), our data points are perfectly consistent in the entire range we sample. Both slope and normalisation of the H\textsubscript{2} SF law are now in agreement with the observational points. However, in G\textsubscript{RAD}\textsubscript{S}, the relation is slightly shifted to slightly higher H\textsubscript{2} surface densities, and we also observe a slight deviation at low H\textsubscript{2} surface densities, due to the higher abundance of H\textsubscript{2} compared to the other runs, in particular at intermediate densities (see Fig. 8, top-left panel).

### 4.3 The role of the clumping factor

We now compare the G\textsubscript{RT}\textsubscript{1} and the G\textsubscript{RT} runs, where we use the same model for stellar radiation, but with a different clumping factor. We show, in Fig. 12, the projected H\textsubscript{2} density maps for G\textsubscript{RT} (right-hand panels), compared with those of G\textsubscript{RT}\textsubscript{1} (left-hand panels), face-on and edge-on. Expectedly, much more H\textsubscript{2} forms in G\textsubscript{RT}, because of the enhanced formation rate, but the spiral arm pattern is very similar in the two runs, suggesting that the effect on the global dynamics is almost negligible. Nonetheless, most of H\textsubscript{2} still resides in the dense regions of the galaxy spiral arms, where the gas is expected to be colder and turbulent. In the edge-on view, G\textsubscript{RT} exhibits a thicker molecular disc, where H\textsubscript{2} is abundant up to \( \sim 500 \) pc from the disc plane, whereas in G\textsubscript{RT}\textsubscript{1} it does not extend to more than 100–200 pc. In Fig. 13, we compare the gas phase diagrams for the same runs. In particular, the transition from the neutral to the fully molecular phase (top panels) shifts from \( \sim 5 \) (right-hand panel) to \( \sim 100 \text{ cm}^{-3} \) (left-hand panel), because of the suppressed H\textsubscript{2} formation rate when \( C_p = 1 \). This is consistent with previous results (e.g. Gnedin et al. 2009; Christensen et al. 2012), where the gas becomes fully molecular above 100 cm\textsuperscript{-3}. In our fiducial runs, instead, the transition occurs at lower densities because of the clumping factor. However, we must keep in mind that the density measured in the simulation is the mean density of the clouds for which we assume a log-normal PDF and most of the molecular gas actually forms in the high-density tail of the PDF, above 100 cm\textsuperscript{-3}. In the bottom panels, instead, we compare the temperature distribution of the gas. G\textsubscript{RT} exhibits a moderately larger amount of cold gas below 100 K, consistent with the boosted H\textsubscript{2} formation which provides a slightly more effective cooling. Small differences are also visible in the warm gas at intermediate densities, where the distribution is more spread in the G\textsubscript{RT} run, but they can be compatible with stochastic fluctuations of a few thousand particles and are not relevant.

Fig. 14, instead, shows the SF law in the total (H+H\textsubscript{2}) and molecular gas, following the same approach used in the previous section. As expected, the KS relation in total gas is almost unaffected by the clumping factor, only depending on the net amount of neutral hydrogen. However, the molecular counterpart is significantly affected, moving by roughly an order of magnitude between the two runs. This result suggests that the resolution achieved is not sufficient to properly resolve the very high densities where the gas becomes fully molecular all over the galaxy, and a sub-grid clumping factor is necessary to account for it. Remarkably, our clumping factor model compensates for the offset without any calibration, shifting the simulation results over the observed relation.

We find that the clumping factor can vary significantly in the simulation, depending on the gas properties, from 1 to a maximum of about 10\textsuperscript{3}, but the distribution is far from being uniform (see Fig. 15). Comparing the clumping factor distribution at different times we also found that the exact moment chosen could vary the distribution by a few per cent, if we look for example at a few tens of Myr after a starburst or a more quiescent phase. In particular, roughly 38 ± 3 per cent of the gas is typically below \( C_p = 10 \) and only \( \sim 10 \pm 2 \) per cent exceeds \( C_p = 100 \). The median of the distribution is 18 ± 3 and the average is \( \sim 35 \pm 5 \). Although values above 100 can appear unphysical, we emphasise that they come from gas with \( 25 \lesssim M \lesssim 100 \) (assuming \( b = 0.4 \)), extreme but still plausible. For sake of simplicity, we do not discuss in detail the runs G\textsubscript{RAD}\textsubscript{S}\textsubscript{1} and G\textsubscript{RAD}\textsubscript{T}\textsubscript{1}.
the same differences observed between G_RT and G_RT_1 are reflected into the other cases.

5 CAVEATS OF THE STUDY

Our results showed that the relation between SF and H_2 abundance is sensitive to the physical modelling in the simulations, in particular to the stellar radiative feedback. Though not explored in this study, it is possible that the relation would also be affected by different SF and SN feedback models.

- **The SF model**: we used here a physically motivated parameter-free prescription which does not require a priori calibrations, unlike the standard one used in galaxy simulations, where density and (sometimes) temperature cuts are employed instead. In addition, the SF efficiency is here self-consistently computed from the gas properties, and not chosen by hand to reproduce the KS relation. However, a main limitation of the model is that it holds only for turbulent clouds, which means that the star-forming gas must satisfy $M \geq 2$. In spite of this, we stress that this condition does not have any impact on the results and, moreover, stars are expected to physically form in turbulent molecular clouds where $M >> 1$, as found in the nearby starburst NGC253 (Leroy et al. 2015), and not in the sub-sonic ISM, hence the employed cut has a clear physical motivation. On top of that, we also impose a density cut to prevent SF in regions where the gas is expected to be warm and not star-forming, and this could appear as an arbitrary choice. However, the motivation for this choice resides in the strong dependence of the SF efficiency on the gas density, with values as low as $10^{-4}$ – $10^{-3}$ around the SF density threshold, as can be seen from Fig. A1. For instance, at our density threshold the expected SFR is of the order of $10^{-8}$ – $10^{-7} M_\odot/yr$, corresponding to less than 1 stellar particle during the entire evolution of the galaxy. By using a higher SF density threshold, we would have introduced an additional free parameter which would have simply made the SF more bursty, but with almost no difference in the stellar spatial distribution and in the resulting KS relation. At high densities, instead, the high SF efficiency could have played a major role in reproducing the SF-H_2 relation. Actually, it is possible that the high density gas was turned into stars very rapidly, and the H_2 associated with the gas particle instantaneously removed, reducing the total amount of H_2 available. This effect could have probably been attenuated using the standard SF prescription, where the SF efficiency is kept constant also for high density gas, but it is not obvious whether the final result would have been significantly different. To test this idea, we evolved our target galaxy for 200 Myr using the same model of our G_RAD_T run, but with the standard SF prescription, assuming $\rho_{th} = 100 \text{cm}^{-3}$ and a constant SF efficiency $\varepsilon = 0.03$. The SF-H_2 law did not differ significantly from that of our fiducial model.

- **The SN feedback model**: in this study, we used the empirical delayed-cooling model, which was shown to better reproduce the KS relation (Rosdahl et al. 2017), at the expense of the ISM temperature. In particular, the gas heated up by SNe would remain warm/hot even at densities of a
Figure 12. Projected gas density maps of the H$_2$ component for the G_RT_1 (left-hand panels) and G_RT (right-hand panels) runs at $t = 350$ Myr, face-on (top panels) and edge-on (bottom panels). The clumping factor in the fiducial run enhances the amount of H$_2$ forming in the galaxy, producing a thicker molecular disc (bottom panels), and also a more spread distribution across the entire galaxy, although the highest concentration still resides in the dense regions of the spiral arms.

Few cm$^{-3}$, where radiative cooling should be important, and this could affect the abundance of the chemical elements. However, although the H$_2$ abundance for the intermediate density gas kept hot by SNe could have been underestimated in our simulations, it is also true that the gas should become fully molecular around $n_{\text{tot}} \sim 100$ cm$^{-3}$, where the amount of warm gas is subdominant compared to the cold counterpart (see for instance Fig. 8). In conclusion, further detailed investigations about the effect of different SN feedback models are needed to assess the main advantages and limitations of each model and they could help determining the model which better reproduces observations. Nevertheless, this is beyond the scope of the present study.

Finally, other numerical aspects could also play a role in how well we can reproduce the molecular KS relation, like the hydrodynamics method and the artificial pressure floor (not employed here). Though these effects have not been addressed here, we refer to Capelo et al. (2017), where the same galaxy is evolved using a different hydrodynamics scheme (SPH; with GASOLINE2; Wadsley et al. 2017), a pressure floor, and with different chemistry networks to assess the role of non-equilibrium metal cooling at low temperature.

6 CONCLUSIONS

We introduced a model to accurately follow the chemical evolution of molecular hydrogen and performed a suite of simulations of an isolated galaxy at $z = 3$ to test its validity. To self-consistently follow H$_2$, we coupled the chemistry package krome with the mesh-less code gizmo. We used model 1a in Bovino et al. (2016), including all the relevant processes regulating H$_2$ formation and dissociation, together with a new physically motivated SF prescription based on theoretical models of turbulent GMCs; delayed-cooling SN feedback; gas, dust, and H$_2$ shielding; extragalactic UV background and local UV stellar radiation. The latter is modelled with sub-grid models (G_RAD_S and G_RAD_T) and compared to RT calculations (G_RT). We also included a cell-by-cell estimate of a clumping factor, the enhancement in the formation of H$_2$ in the very high density cores of the GMCs, unresolved in our simulations.

We showed that the external UV background has the only effect of destroying H$_2$ at very low density, and the most important contribution to H$_2$ dissociation comes from stellar radiation inside the galaxy. The two sub-grid models for local UV stellar radiation perform similarly well against the RT simulation, and have a much higher computational efficiency.

The KS relation in the total gas matches well observations across several orders of magnitudes, with only a small increase of the SFR at higher densities. As for the H$_2$ counterpart, the slope is generically in good agreement with the observational data, but the normalisation is recovered correctly only when including a clumping factor to account for unresolved dense cores in GMCs.

In summary, we showed that, with a detailed chemical
network and a physically motivated SF prescription (with a consistent sub-grid clumping factor), we have been able to naturally reproduce the observed relation between the $H_2$ and SFR surface densities for a large range of $\Sigma_{H_2}$. In particular, we confirm that this relation can naturally arise when an opportune model is used, and an a priori dependence of SF on the $H_2$ abundance, as assumed in several studies (e.g. Gnedin et al. 2009; Christensen et al. 2012; Pallottini et al. 2017; Hopkins et al. 2017) is not necessary. We have also found that the relation seems to extend down to lower $H_2$ densities maintaining the same slope, a regime not explored yet with the available observations.
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APPENDIX A: STAR FORMATION EFFICIENCY

In this study, we have implemented a new prescription for SF based on the theoretical model by Padoan & Nordlund (2011) and calibrated against simulations and observations by Federrath & Klessen (2012). Unlike the standard model used in numerical simulations, where the SF efficiency $\varepsilon$ is constant and must be tuned to get the right KS normalization, this model self-consistently gives a SF efficiency dependent on the gas-turbulent state of the gas. According to Federrath & Klessen (2012), the SF efficiency can vary across several orders of magnitude and, in principle, can also exceed 100 per cent when the GMC is strongly bound ($\alpha_{\text{ff}} << 1$) and very turbulent ($M >> 10$), with compressive modes dominating over the solenoidal modes. To evaluate the range spanned by the SF efficiency in our simulations and the dependence on the gas properties, we plotted in Fig. A1 the SF efficiency from our G$\text{RAD}_T$ run at $t = 350$ Myr, as a function of the total hydrogen density (left-hand panel) and gas temperature (right-hand panel), binning all the quantities in 0.02 decade-wide bins. The SF efficiency around the SF density threshold $n_{\text{H}_2,\text{thr}} = 1$ cm$^{-3}$ is much lower than the typically used value of 0.01 (most of the gas has $\varepsilon \lesssim 10^{-3}$) and rapidly increases with the gas density up to more than 10 per cent $^{10}$ above $n_{\text{H}_2,\text{thr}} = 10^3$ cm$^{-3}$. This suggests that $\rho_{\text{SF,thr}}$ is not a crucial parameter of the model, because of the rapid decay of $\varepsilon$ at very low densities. A moderate value of $n_{\text{H}_2,\text{thr}}$ as low as 1 cm$^{-3}$ is, however, a reasonable choice to avoid spending time computing the SFR in regions where stellar particles would never form. From the SF efficiency distribution it seems that we never approach 100 per cent efficiency, even when gas is fully molecular (cf. Fig. 13). However, it could simply be a selection effect due to the fact that at very high SF efficiencies the conversion from gas into stars is almost instantaneous, yielding to the disappearance of the particle from the SF efficiency plot shown here. As for the right-hand panel, instead, the dependence on the temperature is extremely steep, with all the gas particles with $\varepsilon > 10^{-5}$ being colder than $T = 10^4$ K and the hotter ones showing almost negligible $\varepsilon$. The model therefore provides a natural temperature threshold for SF, without the need to impose a strict criterion as usually done with the standard prescription. Moreover, the lack of a sharp vertical cut-off in the temperature–SF efficiency plot reveals that the Mach number criterion does not play a fundamental role, being most of the cold (and highly star-forming) gas in a turbulent-dominated state.

In Fig. A2, we show the SF efficiency as a function of $H_2$ density (left-hand panel) and the renormalized SF efficiency $\varepsilon_0 = \varepsilon / \rho_{\text{H}_2}$ (right-hand panel), using the same binning as in Fig. A1. We overplot, in both panels, the median of the SF efficiency distribution from the left-hand panel of Fig. A1, to highlight the change in the distribution when we introduce a dependence on the $H_2$ abundance. The SF efficiency, mildly increasing up to $n_{\text{H}_2} \sim 0.1$ cm$^{-3}$, with an average value around $10^{-4}$, shows a steeper slope at higher densities, where most of the SF occurs. $\varepsilon_0$ has a very large scatter below $n_{\text{H}_2} \sim 30 - 40$ cm$^{-3}$, where stars form in the atomic hydrogen regime with a very weak dependence on the time at the mean density of the GMC.

9 This is due to the definition of the SF efficiency per free-fall time, which is normalized with the total mass and the free-fall time at the mean density of the GMC.

10 This only occurs for a few particles at very high densities, which cannot be seen in the plot.
abundance of H$_2$, whereas a clear overlap with the median curve (in red) is visible at higher densities. This is expected, since we are in the regime where gas becomes fully molecular ($\rho_H \approx 1$) and the normalization factor has a negligible effect. Even at high $n_H$, $\epsilon_0$ never reaches a 100 per cent efficiency in our simulations, but it self-regulates to always be below few tens per cent.

As a benchmark to compare the SF prescription implemented in this study with the standard one, where stars form in gas with $n_H > n_{H,\text{thr}}$ with a constant $\epsilon$, we compute the average SF efficiency ($\langle \epsilon \rangle$) for gas above a total hydrogen density $n_{H,\text{thr}}$ by stacking the snapshots of the last 100 Myr of the simulation, as

$$\langle \epsilon \rangle = \frac{\sum_{i=0}^{N_i} \left[ \sum_{j=0}^{N_j} \epsilon_{i,j} M_{i,j} \right]}{\sum_{i=0}^{N_i} \left[ \sum_{j=0}^{N_j} M_{i,j} \right]} / \eta(n_i),$$  \hspace{1cm} (A1)$$

where $i$ runs on the $N_i$ density bins, $j$ runs on the $N_j$ SF efficiency bins, $\eta_0$ corresponds to the $n_{H,\text{thr}}$ bin, $M_{i,j}$ is the gas mass in the $(i,j)$-th bin, $\epsilon_{i,j}$ is the SF efficiency in the $j$-th bin, and $\eta(n_i)$ is the free-fall time in the $i$-th bin. Fig. A3 shows the resulting $\langle \epsilon \rangle$, together with the best fit, expressed by the analytic expression

$$\langle \epsilon \rangle = a \exp \left[ \beta \arctan \left( \phi \ln(n_{H,\text{thr}}) \right) \right].$$  \hspace{1cm} (A2)$$

We report the best-fitting parameters in Table A1. The fitting function used shows a perfect agreement across four orders of magnitude with the simulation data and varies between the usual SF efficiency value of 0.01 and $\geq 0.14$. While it is common practice to increase the SF efficiency when a high SF density threshold is used, the only way to tune it is by rescaling it to match the local KS relation. Here we provide an alternative way to do it, by means of an analytic fitting function, aimed at reproducing, on average, the same SFR but using a simpler SF prescription with constant SF efficiency.

**APPENDIX B: THE LOW-RESOLUTION CASE**

We report here the results of two low-resolution runs analogous to the high-resolution ones described in the main sec-
Figure B1. SF law for the low- and high-resolution runs in the last 100 Myr of the simulations, with and without the clumping factor. The high-resolution cases correspond to the G_RAD_T,1 and G_RAD_T runs described in the previous sections. We show the relation for the total gas (H+H_2) in the top panel and that for H_2 only in the bottom panel, following the same approach of Fig. 11. All runs agree on the total gas KS relation, independently of the clumping factor and the resolution. The H_2 SF law is instead significantly offset from the observational data, for the runs without clumping factor, and this is more evident in the low-resolution run. When the clumping factor is used, the agreement improves, bringing both low- and high-resolution runs within the respective error bars.

Table A1. Parameter values for the best-fitting function to (c) defined in Eq. (A1).

| Parameter | Value |
|-----------|-------|
| α         | 0.04415 |
| β         | 1.642 |
| φ         | 0.2507 |
| ξ         | 0.004509 |

For the sake of simplicity, we do not report here the full analysis done for the high-resolution runs, but we limit the discussion to the KS relation only. We show, in Fig. B1, the results of the two low-resolution runs, with and without our clumping factor model, obtained by binning along the gas density axis as done for Fig. 11, and we compare them with those of the corresponding high-resolution runs G_RAD_T,1 and G_RAD_T. For the KS relation in the total gas (H+H_2), the results are in very good agreement, with small differences very well within the error bars. For the relation in the molecular gas, while both the low-resolution (blue dashed) and the high-resolution (red dotted) runs without clumping factor are offset from the observed relation, the offset is more pronounced in the low-resolution case. When we use the clumping factor model (cyan solid and green dot-dashed lines), instead, the difference almost vanishes, becoming much smaller than the measured scatter, and, moreover, both curves become consistent with a depletion time of ~1 Gyr, as found in observations.

This suggests that, although the agreement slightly improves increasing the resolution, the model is still valid in the low-resolution case. However, to ensure the validity of the gas log-normal PDF, we must be able to resolve single GMCs, at least the more common ones. If this is not the case, both the clumping factor and the SF prescription become invalid and should not be used. We therefore suggest a minimum gas mass resolution of a few 10^4 M⊙, according to the observations by Roman-Duval et al. (2010) of 580 molecular clouds in the University of Massachusetts-Stony Brook Survey, where only ~15 per cent is more massive than 10^5 M⊙, and most of the GMCs (~42 per cent of the total) are in the range 10^4−10^5 M⊙.