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ABSTRACT
In this paper, we apply incremental answer set solving to product configuration. Incremental answer set solving is a step-wise incremental approach to Answer Set Programming (ASP). We demonstrate how to use this technique to solve product configurations problems incrementally. Every step of the incremental solving process corresponds to a predefined configuration action. Using complex domain-specific configuration actions makes it possible to tightly control the level of non-determinism and performance of the solving process. We show applications of this technique for reasoning about product configuration, like simulating the behavior of a deterministic configuration algorithm and describing user actions.
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1 INTRODUCTION
In many industrial environments, complex customizable products and services need to be configured by selecting and validating hundreds, if not thousands, of features. An efficient configuration tool is crucial for reaching the goal of performing this process in an acceptable time. However, the more features are involved, the more difficult this task becomes.

Declarative programming paradigms, like Answer Set Programming (ASP) [13] or Constraint Programming [16], are established methods for solving product configuration problems [7, 8, 17]. Although domain-specific deterministic configuration algorithms can outperform purely declarative solving approaches, especially in large-scale configuration problems, declarative paradigms are still preferable for several reasons.

In case of domain-specific algorithms implemented in some imperative programming language, it is hard to verify if the algorithm works correctly for every given input. Additionally, if a new constraint is added to the domain, the algorithm must be adapted to consider the new constraint without violating any existing constraint. In a declarative system this problem does not exist, as the separation of declarative knowledge and solving guarantees the correctness of the result.

Another important aspect, that is particularly relevant for engineering configurators in industry, are complex user actions [3, 4, 6]. Whereas in simple consumer configurators a user typically selects attribute values, e.g., “choose color of t-shirt,” in an engineering configurator a user action can lead to the creation of hundreds of sub-components, e.g., “configure power supply for railway system.” The challenge of creating a user interface in such a system is to define, on one side, complex user actions that are intuitive for a domain expert, and on the other side, to make the configuration process as efficient as possible, i.e., allow to configure the system in a small number of steps [14].

In this work, we use ASP to tackle a typical hardware configuration problem. We take advantage of the multi-shot [9] capabilities introduced by CLINGO with the intention to alleviate the grounding bottleneck that arises when the configuration size is not known and a large enough upper bound on the domain size needs to be defined.

Multi-shot solving, in contrast to the usual single-shot ASP, supports splitting the ASP program into sub-programs that can be grounded separately, giving the possibility to approach an extremely complex problem by grounding parts of it step-wise until a certain goal is reached. Incremental ASP is a special form of multi-shot reasoning where the program has a base part that represents static knowledge, and a step part, that captures knowledge that evolves with increasing step t.

Using incremental Answer Set Programming we discuss various encodings to solve a typical product configuration problem. We will
2 PRELIMINARIES

In this section, we present preliminaries on (multi-shot) Answer Set Programming. For a more comprehensive introduction to ASP, we refer to the literature (e.g., [1, 13]).

2.1 Answer Set Programming

As usual, a normal logic program is a set of rules of the form

\[ h \leftarrow b_1, \ldots, b_m, \text{not } b_{m+1}, \ldots, \text{not } b_n. \tag{1} \]

where \( h \) and \( b_1, \ldots, b_n \) are atoms, with \( n \geq 0 \). Each atom \( a \) is an expression of the form \( p(t_1, \ldots, t_k) \), where \( p \) is a predicate symbol and \( t_i \), for \( i = 1, \ldots, k \), are terms. Terms are composed of either constants, variables or function symbols. The symbol not stands for negation as failure.

We denote with \( H(r) = h \) the head of a rule \( r \) and with \( B(r) = \{b_1, \ldots, b_m, \text{not } b_{m+1}, \ldots, \text{not } b_n\} \) the body. The positive body of a rule is denoted with \( B^+(r) = \{b_1, \ldots, b_m\} \) and the negative body with \( B^-(r) = \{b_{m+1}, \ldots, b_n\} \). A rule \( r \) is called a fact when \( B(r) = \emptyset \), in that case its head is unconditionally true. A rule is called a constraint when \( H(r) = \bot \), in that case its body may not be true.

For important extensions like choice rules and aggregates not covered here, we refer to the literature [1, 13].

A term without variables is said to be ground; a ground instance \( G_P \) of a program \( P \) is obtained by substituting the variables in each rule \( r \) of \( P \) with ground terms appearing in \( P \). A set of ground atoms \( M \), with \( \bot \notin M \), satisfies a rule \( r \in G_P \) if \( B^+(r) \subseteq M \) and \( B^-(r) \cap M = \emptyset \) imply \( H(r) \in M \). \( M \) is a model of \( P \) if it satisfies each \( r \in G_P \).

\( M \) is called a stable model of \( P \) [10], or answer set, if it is a \( \subseteq \)-minimal model of the reduct \( \{H(r) \leftarrow B^+(r) \mid r \in G_P, B^-(r) \cap M = \emptyset\} \).

2.2 Multi-Shot Solving in Asp

CLINGO provides an extension to the classic ASP language that enables the use of the multi-shot solving paradigm [9]. This extension allows for splitting an ASP program into subparts, and to interleave grounding and solving of such parts by exercising control via an imperative programming interface.

To achieve this, new #program directives are introduced in the ASP language. Each subprogram declaration is of form

\[
\text{#program } n(p_1, \ldots, p_k)
\]

where \( n \) is the name of the subprogram, and \( p_1, \ldots, p_k \) are its parameters. Each subprogram gathers all the rules up to the next subprogram declaration. All the rules not preceded by any #program declaration belong to a dedicated #program base.

Control over ground and solve steps is exercised via an imperative API, where the internal state of CLINGO is represented by a control object. #external directives are used to set external atoms to some truth value via the CLINGO API.

3 SOLVING PRODUCT CONFIGURATION PROBLEMS WITH INCREMENTAL ASP

In this section, we present our approach to solving configuration problems with incremental, multi-shot answer set solving. In particular, we will apply incremental ASP to the “Hardware Racks” problem.

3.1 Example Domain “Hardware Racks”

The example domain describes a typical hardware configuration problem found in industry. Its UML class diagram is shown in Fig. 1. The example domain is a variation of the running example in [5], where a generic framework for solving product configuration problems in a non-incremental manner has been described.

The example domain “hardware racks” contains these concepts:

- Racks of type RackSingle, RackDouble
- Frames
- Elements of type ElementA, ElementB, ElementC, ElementD
- Modules of type ModuleI, ModuleII, ModuleIII, ModuleIV, ModuleV
- Frames contain Modules
- Racks contain Frames
- Racks contain Modules
- Elements require Modules

Additionally, the following constraints hold:
- A RackSingle contains exactly 4 Frames
- A RackDouble contains exactly 8 Frames
- A Frame can contain up to 5 Modules
- A Frame is contained in exactly 1 Rack
- A Module is contained in exactly 1 Frame
- A Module requires 0/1 Elements
- An ElementA/B/C/D requires 1/2/3/4 ModuleI/II/III/IV instances
- A Frame can contain a ModuleII, iff it also contains exactly one ModuleV

A valid configuration is an instantiation of the domain model in which no domain constraints are violated.

3.2 Representing Configuration Problems for Incremental ASP

In the incremental solving approach, configurations are constructed in a step-wise manner.
In our encoding the configuration at step $STEP$ is described with atoms of the form configuration($FACT$, $STEP$).

The facts describe the instances, attributes and association values in the current domain. For the hardware rack domain the following FACTs are available:

- $isA(OBJID, CLASSNAME)$
- $element_{module}(ID1, ID2)$
- $rack_{frame}(ID1, ID2)$
- $frame_{module}(ID1, ID2)$

Every object has a unique object id (within the configuration) and must be the instance of exactly one leaf class.

To describe the constraints of the domain two different mechanisms are used. Upper bound constraints are described with ASP constraints and can therefore never be violated while constructing a solution. For example, in Listing 1, the constraint guarantees that a RackSingle will never have more than 4 Frames. Here, $t$ is a subprogram’s parameter denoting a point in time.

```
:- N>4, configuration(isA(R, rackSingle),t),
   rack_nrofframes(R,N,t).
```

Listing 1: Upper bound constraint

Lower bound constraints are constraints that may be violated in the current configuration, but can become satisfied at a later stage of the configuration process. For this kind of constraints, $cv(DESCRIPTION, STEP)$ atoms are used (see Listing 2) to describe constraint violations ($cv$) of the partial configuration in the current step.

```
$cv(rack_needs_more_frames(R),t)$ :-
   N<4, rack_nrofframes(R,N,t).
```

Listing 2: Lower bound constraint

### 3.3 Incrementally Solving a Configuration Problem

All the discussed encodings use the same solving approach. The idea is to build the configuration step by step, and at each step, a check is done to see if there are still constraints violated, hence the configuration is not yet completed.

Initially a configuration containing a fixed set of elements is given. For instance, in Listing 3 the initial configuration includes one ElementA with OBJID 1.

```
configuration(isA(1, elementA), 0).
```

Listing 3: Initial configuration at step 0

Then, at each step of the incremental solving, a set of possible actions is determined based on the configuration of the previous step. In Listing 4, one possible action at step $t$ is the creation of a frame for rack $R$, since in step $t-1$, rack $R$ did not have enough frames, and this caused the violated constraint $cv(rack_needs_more_frames(R),t-1)$.

```
possible(action(create_frames_for(R)), t) :-
   cv(rack_needs_more_frames(R), t-1).
```

Listing 4: Possible action at step $t$

From the set of possible actions at step $t$, exactly one action is chosen and executed (Listing 5).

```
{ do(X,t):possible(X,t) } 1 :-
   action_possible(t).
```

Listing 5: Action choice at step $t$

An action adds one or more facts to the configuration. This process is continued until a valid configuration is found, i.e., no constraints are violated (Listing 6).

```
:- cv(CV, t), query(t).
```

Listing 6: Iteration guard

### 4 INCREMENTAL ENCODINGS

Depending on the choice of possible actions, level of non-determinism and the granularity of the actions (i.e., whether each action is atomic or may be composed of several actions), many different strategies for solving configuration problems are possible. In the following we describe different encodings, each representing a typical solving approach.

#### 4.1 Generic Encoding

The generic encoding uses a small set of generic actions. It is suitable for any domain because it doesn’t use any domain-specific actions. In the generic encoding, the following actions are possible:

- $create_object(C)$: $C$ must be a leaf class
- $associate(ASSOC, ID1, ID2)$: $ID1$ and $ID2$ are IDs of existing objects

For example, Listing 7 shows which classes may be instantiated in our running example. The rule for choosing an action is then the same as in Listing 5.

```
can_be_created(moduleI).
can_be_created(moduleII).
can_be_created(moduleIII).
can_be_created(moduleIV).
can_be_created(frame).
can_be_created(rackSingle).
possible(action(create_new_object(C)), t) :-
   can_be_created(C).
```

Listing 7: Part of the generic encoding

In the generic encoding, at each step either a new object is created or some existing objects are associated. Figure 2 shows a configuration constructed by the generic encoding. The numbers indicate...
were associated. The final configuration took 12 steps, which is the maximum number of required solving steps of all encodings.

In a way, the generic encoding is the most flexible encoding as it is capable of creating every possible configuration. If new constraints are added to the domain there is no need to change the actions of the encoding. On the downside, because of the fine granularity of the actions, the encoding will always need the maximum number of steps to construct a solution. Beside that, it will also construct identical solutions in different ways because of the lack of symmetry breaking constraints and domain-specific knowledge.

4.2 Encoding With Predefined Order of Action

The ordered encoding uses a specific order of domain-specific actions to optimize the solving process. The possible actions in order are:

1. create_modules_for_element(E): create all required modules for an element
2. create_frame_for_module(M): create/assign frame for module
3. create_rack_for_frame(F): create/assign rack to frame
4. create_frame_for_rack(R): create frames for rack

An action of a higher level can only be taken if no lower level action is applicable. For example, create_frame_for_module can only be applied if all create_modules_for_element have been executed. Also, in contrast to the generic encoding, one action can create multiple objects and associate multiple objects, i.e., here the actions are of coarser granularity than in the generic encoding. For instance, the action for creating the modules of an ElementD creates in one step four instances of ModuleIV and associates it with the element.

Figure 3 shows the solving process for the same input as for Fig. 2. Now, the configuration is constructed in fewer steps and in a particular order. First the module is created for the element, then a frame for the module, then the rack and finally the missing frames of the rack. This corresponds to the defined order of the actions.

The actions of this encoding are domain-specific, e.g., the creation of modules for an element. If a new constraint is added to the domain, not only the constraint must be formalized but it might also be necessary to change the domain-specific actions. In that sense this encoding is less declarative than the generic encoding.

4.3 Algorithmic Encoding

The algorithmic encoding is a deterministic version of the ordered encoding. It uses the same actions, but the action at every step is chosen deterministically. This means that actions are not chosen by a choice rule like in Listing 5, but by deterministic rules like in Listing 8. If multiple actions are possible, the solver chooses the first one available. Therefore the encoding must ensure that possible actions lead to valid solutions.

![Figure 3: Ordered solving example](image)

Although for the simple example the constructed configuration is the same as in Fig. 3, the algorithmic approach constructs the configuration deterministically.

The difference between the deterministic and the non-deterministic version can be seen from the example of the create_rack_for_frame action. In the non-deterministic case all existing racks (and a potential new rack) that do not violate an upper bound can be part of a (alternative) solution. In the deterministic case only one suitable rack must be determined with ASP rules (see Listing 8). If a first_usable_rack can be derived for the current configuration, the frame will assigned to this rack, otherwise a new rack will be created.

```prolog
usable_rack(R,F,t) :-
    configuration(isA(F,frame),t),
    rack_nrofframes(R,N,t), N<4 .
first_usable_rack(R,F,t) :-
    usable_rack(R,F,t),
    { usable_rack(ROTHER,F,t): ROTHER<R } 0.
configuration(rack_frame(R,F,t),t) :-
    first_usable_rack(R,F,t-1),
    do(action(create_rack_for_frame(F)),t).
configuration(rack_frame(NEWOBJ,F),t) :-
    NEWOBJ = 1000 + t*10 + 1,
    { first_usable_rack(R,F,t-1) } 0,
    do(action(create_rack_for_frame(F)),t).
```

Listing 8: Usable racks for deterministic case

Application. The algorithmic encoding was inspired by domain-specific hardware configuration algorithms implemented in an imperative programming language. As these algorithms are deterministic, there is usually no other way than testing to ensure that the algorithms are correct. By expressing the algorithm in ASP, it is now possible to reason if the algorithm violates certain constraints.

For example, suppose that there is a new constraint that all modules of an element must be in the same frame. Testing the configuration algorithm by running it for small examples might give the wrong impression that the algorithm already respects this constraint. But with the ASP encoding we can search for a solution that violates the constraint by non-deterministically choosing input elements and searching for an invalid configuration (see Listing 9).
To assess the solving performance in our various approaches, we conducted some experiments.

5 EXPERIMENTAL RESULTS

5.1 Problem Instances

Every encoding was tested on the same set of instances. Twenty racks problem instances were selected by first defining an instance-generating algorithm and then exploring instance sizes to find a set in which all systems could solve some instances under consideration within a time limit of 10 minutes. Some instances could be solved by none (or very few) of these systems.

For each racks instance $i$, with $1 \leq i \leq 20$, we have generated $i$ elementA, $i$ elementB, $i$ elementC, and $i$ elementD. This means, that if we consider racks instance 4, in total there are 16 element atoms defined.

In addition, in order to test the non-incremental ASP program, we had to provide an upper bound to the domain size. To this end, to each instance we have added a constant #const domainize, that needs to be large enough to allow to find a solution, but not so large to cause unnecessary grounding issues. We decided to calculate the #const domainize to be the domain size of the worst-case scenario configuration of each instance: in such scenario, frames and elements do not share modules, and there is a different rack for each frame.

All solvers were configured to search for the first answer set of each problem instance. Finding one or only a few solutions is often sufficient in industrial use cases since solving large instances can be challenging [2].

5.2 Experimental Setup

Each of the machines used to run the experiments was equipped with two Intel® Xeon® E5-2650 v4 @ 2.20GHz CPUs with 12 cores. Furthermore, each machine had 251 GiB of memory and ran Ubuntu 16.04.1 LTS Linux. Scheduling of benchmarks was done with HTCondor™ together with the ABC Benchmarking System [15]. Time and memory consumption were measured by pyrunlim, which was also used to limit time consumption to 10 minutes per instance, memory to 40 GiB and swapping to 0. Care was taken to avoid side effects between CPUs, e.g., by requesting exclusive access to an entire machine for each benchmark from HTCondor.

The ASP system CLINGO [9] was used in version 5.4.0.

5.3 Results

Table 1 shows the experimental results. For each of the approaches described in Section 4, the table contains one row with performance data. “Generic” stands for the encoding described in Section 4.1, “Ordered” for the one in Section 4.2, “Algorithmic” for the one in Section 4.3, and “UI” for Section 4.4. “Non-incremental” refers to a non-incremental ASP encoding that we included for comparison. The second column in Table 1 shows the number of instances solved by each approach (of the total number of 20 instances). The third column shows the total time in minutes to process all 20 instances, where the time limit of 10 minutes was used for instances that reached the time-out. The fourth column shows average memory consumption in GiB.

---

1http://research.cs.wisc.edu/htcondor
2https://potassco.org/clingo/
3https://github.com/credl/abcbenchmarking
4https://alviano.com/software/pyrunlim/
5https://potassco.org/clingo/
Another topic is incremental repair, i.e., allowing actions that remove parts of the configuration in order to fix (upper-bound) constraint violations.

Lazy grounding [12, 18], as another way to ground and solve configuration problems incrementally, would also be highly interesting to investigate and compare to the multi-shot approach.
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