NORMALIZED GROUND STATES FOR THE NLS EQUATION WITH COMBINED NONLINEARITIES: THE SOBOLEV CRITICAL CASE
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Abstract. We study existence and properties of ground states for the nonlinear Schrödinger equation with combined power nonlinearities

\[-\Delta u = \lambda u + \mu |u|^{q-2}u + |u|^{2^*-2}u \quad \text{in } \mathbb{R}^N, \quad N \geq 3,\]

having prescribed mass

\[\int_{\mathbb{R}^N} |u|^2 = a^2,\]

in the Sobolev critical case. For a $L^2$-subcritical, $L^2$-critical, of $L^2$-supercritical perturbation $\mu |u|^{q-2}u$ we prove several existence/non-existence and stability/instability results.

This study can be considered as a counterpart of the Brezis-Nirenberg problem in the context of normalized solutions, and seems to be the first contribution regarding existence of normalized ground states for the Sobolev critical NLSE in the whole space $\mathbb{R}^N$.

1. Introduction

In this paper we study existence and properties of ground states with prescribed mass for the nonlinear Schrödinger equation with combined power nonlinearities

\[i\psi_t + \Delta \psi + \mu |\psi|^{q-2}\psi + |\psi|^{2^*-2}\psi = 0 \quad \text{in } \mathbb{R}^N,\]

in the case when $N \geq 3$ and

\[p = 2^* = \frac{2N}{N-2},\]

is the critical exponent for the Sobolev embedding $H^1(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N)$. The NLS equation with combined nonlinearities attracted much attention in the last decade, starting from the fundamental contribution by T. Tao, M. Visan and X. Zhang [51]. According to [51, Section 3] (based on [22, 24]), the Cauchy problem for (1.1) is locally well posed, and the unique strong solution in $C((T_{\min}, T_{\max}), H^1(\mathbb{R}^N))$ has conservation of energy

\[E_\mu : H^1(\mathbb{R}^N, \mathbb{C}) \to \mathbb{R}, \quad E_\mu(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - \frac{1}{2^*} |u|^{2^*} - \frac{\mu}{q} |u|^q \right)\]

and of mass

\[|u|^2 := \int_{\mathbb{R}^N} |u|^2\]

(here an in the rest of the paper, $| \cdot |_2$ denotes the standard norm in $L^2(\mathbb{R}^N, \mathbb{C})$). Global well-posedness, scattering, the occurrence of blow-up and more in general dynamical properties has been studied in [51] and many other papers. In particular, the Sobolev critical case has been studied.
considered in [2–4, 25, 35, 39, 40] (see also the references therein). In this paper we continue the
study initiated in [47] concerning existence and properties of ground states with prescribed mass
for the NLS equation with combined nonlinearities; while in [47] we addressed the Sobolev subcritical
case, here we focus on the Sobolev critical one.

To find stationary states, one makes the ansatz \( \psi(t, x) = e^{-i \lambda t} u(x) \), where \( \lambda \in \mathbb{R} \) and \( u : \mathbb{R}^N \to \mathbb{C} \) is a time-independent function. This ansatz yields
\[
-\Delta u = \lambda u + |u|^2 - 2u + \mu |u|^q u \quad \text{in} \quad \mathbb{R}^N.
\]
A possible choice is then to fix \( \lambda \in \mathbb{R} \), and to search for solutions to (1.3) as critical points of the action functional
\[
A(u) := \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - \frac{1}{2} |u|^2 - \frac{\mu}{q} |u|^q - \frac{1}{2^*} |u|^{2^*} \right),
\]
in this case particular attention is devoted to least action solutions, namely solutions minimizing \( A \)
among all non-trivial solutions. In this direction, we refer to [5, 26], where the existence of positive
decaying real solutions for elliptic equations in \( \mathbb{R}^N \) is addressed in a very general setting; to [2, 3],
which concern the case when \( q > 2 + 4/N \) and \( \mu > 0 \); to [25, 39], where the variational framework
for the fixed \( \lambda \) problem is analyzed in the \( L^2 \)-critical case \( q = 2 + 4/N \) case with \( \mu < 0 \); to [35],
where the authors study the focusing-cubic defocusing-quintic NLS in \( \mathbb{R}^3 \).

Alternatively, one can search for solutions to (1.3) having prescribed mass, and in this case \( \lambda \in \mathbb{R} \)
is part of the unknown. This approach seems to be particularly meaningful from the physical point
of view, and often offers a good insight of the dynamical properties of the stationary solutions for
(1.1), such as stability or instability [14, 23]. Here we focus on this second approach, which was,
up to now, unexplored.

The existence of normalized stationary states can be formulated as follows: given \( a > 0, \mu \in \mathbb{R}, \)
and \( 2 < q < 2^* \), we aim to find \( (\lambda, u) \in \mathbb{R} \times H^1(\mathbb{R}^N, \mathbb{C}) \) solving (1.3) together with the normalization
condition
\[
|u|_2^2 = \int_{\mathbb{R}^N} |u|^2 = a^2.
\]
Solutions can be obtained as critical points of the energy functional \( E_\mu \) (defined in (1.2)) under
the constraint
\[
u \in S_a := \left\{ u \in H^1(\mathbb{R}^N, \mathbb{C}) : \int_{\mathbb{R}^N} |u|^2 = a^2 \right\}.
\]
It is standard that \( E_\mu \) is of class \( C^1 \) in \( H^1(\mathbb{R}^N, \mathbb{C}) \), and any critical point \( u \) of \( E_\mu|_{S_a} \) corresponds
to a solution to (1.3) satisfying (1.4), with the parameter \( \lambda \in \mathbb{R} \) appearing as Lagrange multiplier.
We will be particularly interested in ground state solutions, defined in the following way:

**Definition 1.** We write that \( \tilde{u} \) is a ground state of (1.3) on \( S_a \) if it is a solution to (1.3) having
minimal energy among all the solutions which belongs to \( S_a \):
\[
dE_\mu|_{S_a}(\tilde{u}) = 0 \quad \text{and} \quad E_\mu(\tilde{u}) = \inf \{E_\mu(u) : \ dE_\mu|_{S_a}(u) = 0, \ \text{and} \ u \in S_a\}.
\]
The set of the ground states will be denoted by \( Z_{a,\mu} \).

This definition seems particularly suited in our context, since \( E_\mu \) is unbounded from below on \( S_a \),
and hence global minima do not exist. We also recall the notion of stability and instability we
will be interested in:

**Definition 2.** \( Z_{a,\mu} \) is orbitally stable if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that, for any \( \psi_0 \in H \)
with \( \inf_{v \in Z_{a,\mu}} \|\psi_0 - v\|_H < \delta \), we have
\[
\inf_{v \in Z_{a,\mu}} \|\psi(t, \cdot) - v\|_H < \varepsilon \quad \forall t > 0,
\]
where \( \psi(t, \cdot) \) denotes the solution to (1.1) with initial datum \( \psi_0 \). A standing wave \( e^{i\lambda t}u \) is strongly unstable if for every \( \varepsilon > 0 \) there exists \( \psi_0 \in H^1(\mathbb{R}^N, \mathbb{C}) \) such that \( \|u - \psi_0\|_H < \varepsilon \), and \( \psi(t, \cdot) \) blows-up in finite time.

We observe that the definition of stability implicitly requires that (1.1) has a unique global solution, at least for initial data \( \psi_0 \) sufficiently close to \( Z_{a,\mu} \).

The search for normalized ground states, or more in general normalized solutions, for nonlinear Schrödinger equations such as

\[
-\Delta u = \lambda u + \mu |u|^{q-2}u + |u|^{p-2}u \quad \text{in } \mathbb{R}^N, \quad \int_{\mathbb{R}^N} |u|^2 = a^2
\]

is a challenging and interesting problem (apart from the homogeneous case \( p = q \), which can be reduced to the fixed-\( \lambda \)-problem by scaling). The presence of the \( L^2 \)-constraint makes several methods developed to deal with unconstrained variational problems unavailable, and new phenomena arise. One for all, a new critical exponent appears, the \( L^2 \)-critical exponent

\[
\bar{p} := 2 + 4/N.
\]

This is the threshold exponent for many dynamical properties such as global existence vs. blow-up, and the stability or instability of ground states. From the variational point of view, if the problem is purely \( L^2 \)-subcritical, i.e. \( 2 < q < p < \bar{p} \), then \( E_{\mu} \) is bounded from below on \( S_a \). Thus, for every \( a, \mu > 0 \) a ground state can be found as global minimizers of \( E_{\mu}|_{S_a} \), see [49] or [38, 46]. Moreover, the set of ground states is orbitally stable [23, 46]. In the purely \( L^2 \)-supercritical case, i.e. \( \bar{p} < q < p < 2^* \), on the contrary, \( E_{\mu}|_{S_a} \) is unbounded from below; however, exploiting the mountain pass lemma and a smart compactness argument, L. Jeanjean [33] could show that a normalized ground state does exist for every \( a, \mu > 0 \) also in this case. The associated standing wave is strongly unstable [14, 37], due to the supercritical character of the equation. We point out that, in [33, 37, 38, 46, 49], more general nonlinearities are considered.

In [47] we studied what happens when the combined power nonlinearities in (1.1) are of mixed type, that is

\[
2 < q \leq 2 + \frac{4}{N} \leq p < 2^*, \quad \text{with } p \neq q \text{ and } \mu \in \mathbb{R}.
\]

We saw that the interplay between subcritical, critical and supercritical nonlinearities strongly affects the geometry of the functional and the existence and properties of ground states. Here we continue the analysis of mixed problems, focusing on the choice \( p = 2^* \), and allowing \( q \) to be \( L^2 \)-subcritical, \( L^2 \)-critical, or \( L^2 \)-supercritical. The whole study can be considered as a counterpart of the Brezis-Nirenberg problem in the context of normalized solutions: we have a homogeneous problem for which the structure of the ground states is known, and we analyze how the introduction of a lower order term modifies this structure. In this perspective, we think that it is natural to treat the coefficient \( \mu \) in front of \( |u|^{q-2}u \) as a parameter, fixing the coefficient of \( |u|^{2^*-2}u \) in (1.3) to be 1. Notice however that, by scaling, it is possible to reverse this choice when \( \mu > 0 \). Moreover, since the coefficient of the \( |u|^{2^*-2}u \) is positive, we point out that we always consider a focusing “leading” nonlinearity.

Since the exponent \( 2^* \) is \( L^2 \)-supercritical, the functional \( E_{\mu} \) is always unbounded from below on \( S_a \). For quite a long time the paper [33] was the only one dealing with existence of normalized solutions in cases when the energy is unbounded from below on the \( L^2 \)-constraint. One of the main difficulties that one has to face in such context is the analysis of the convergence of constrained Palais-Smale sequences: indeed, even in a Sobolev subcritical framework, the mere boundedness of a Palais-Smale sequence is not guaranteed in general; sequences of approximated Lagrange multipliers have to be controlled (since \( \lambda \) is not prescribed); and moreover, weak limits of Palais-Smale sequences could leave the constraint, since the embeddings \( H^1(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N) \) and also...
where $H^1_{rad}(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)$ are not compact. In [33], L. Jeanjean could overcome these obstructions showing that the mountain pass geometry of $E_{\mu}|_{S_\alpha}$ allows to construct a Palais-Smale sequence of functions satisfying the Pohozaev identity. This gives boundedness, which is the first step in proving strong $H^1$-convergence.

More recently, this kind of idea has been exploited and further developed in other contexts, and more in general the search for normalized solutions in cases when the energy is unbounded from below on the $L^2$-constraint attracted much attention: we refer to [1, 7, 12, 13, 16, 20, 34] for normalized solutions to scalar equations in the whole space $\mathbb{R}^N$, to [8–11, 31] for normalized solutions to systems in $\mathbb{R}^N$, and to [27, 41–44] for normalized solutions to equations or systems in bounded domains. We mention that in all the aforementioned references, with the exception of [43], Sobolev subcritical problems are considered. In particular, the present paper seems to be the first result for normalized solutions of a Sobolev critical problem in the whole space $\mathbb{R}^N$. As naturally expected, the presence of the Sobolev critical term in (1.3) further complicates the study of the convergence of Palais-Smale sequences. One of the most relevant aspects of our study consists in showing that, suitably combining some of the main ideas from [19] and [33], compactness can be restored also in the present setting.

1.1. Main results. Let

\begin{equation}
\gamma_p = \frac{N(p-2)}{2p}, \quad \forall p \in (2, 2^*)\].
\end{equation}

We summarize our main existence result in the following statement:

**Theorem 1.1.** Let $N \geq 3$, $2 < q < 2^*$, and let $a, \mu > 0$. There exists a constant $\alpha = \alpha(N, q) > 0$ such that, if

\begin{equation}
\mu a^{(1-\gamma_q)q} < \alpha,
\end{equation}

then $E_{\mu}|_{S_a}$ has a ground state $\tilde{u}$ with the following properties: $\tilde{u}$ is a real valued, positive, radially symmetric function, and solves (1.3) for some $\tilde{\lambda} < 0$. Moreover, denoting by $m(a, \mu) = E_{\mu}(\tilde{u})$, we have that:

1) If $2 < q < 2 + 4/N$, then $m(a, \mu) < 0$, and $\tilde{u}$ an interior local minimizer of $E_{\mu}$ on the set

$$A_k := \{ u \in S_a : \| \nabla u \|_{L^2(\mathbb{R}^N)} < k \},$$

for a suitable $k > 0$ small enough. Any other ground state of $E_{\mu}$ on $S_a$ is a local minimizer of $E_{\mu}$ on $A_k$. Moreover, $\tilde{u}$ is radially decreasing.

2) If $2 + 4/N \leq q < 2^*$, then $0 < m(a, \mu) < S^{N^*}/N$, and $\tilde{u}$ is a critical point of mountain pass type.

Here and in the rest of the paper, $S$ denotes the best constant for the Sobolev inequality, see (2.1). As in [47], condition (1.6) is not a perturbative assumption, and we have explicit estimates for $\alpha$ in terms of Gagliardo-Nirenberg and Sobolev constants according to the fact that $q$ is $L^2$-subcritical, $L^2$-critical, or $L^2$-supercritical (see (4.1), (5.1), and (6.1) respectively). For $2 + 4/N < q < 2^*$, it is remarkable that we can prove that $\alpha(N, q) = +\infty$ for $N = 3, 4$, so that any $a, \mu > 0$ are admissible (see (6.1)). In dimension $N \geq 5$, instead, the threshold $\alpha(N, q)$ is finite. The difference between the dimensions $N = 3, 4$ and $N \geq 5$ reflects the different integrability properties of the extremal functions for the Sobolev inequalities, and is already present in the study of the homogeneous problem. We refer to Proposition 2.2 and Remark 6.1 for more details.

Even though we decided to present the result in a unified form, the three cases will be treated separately, as the geometry of $E_{\mu}|_{S_a}$ changes according the behavior of $q$. As a matter of fact, the study of the geometry of $E_{\mu}|_{S_a}$ presents several analogies with the case where $2^*$ is replaced by an exponent $p \in (2 + 4/N, 2^*)$, studied in [47] (see Theorems 1.3 and 1.6 therein). On the contrary, the analysis of the convergence of Palais-Smale sequences has to be treated in a very different way.
Remark 1.1. In the $L^2$-subcritical case $q < 2 + 4/N$, since $E_\mu|_{S_\mu}$ is unbounded from below, it could be natural to expect that there exists a second positive real valued and radial critical point on $S_\mu$ (as in the analogue subcritical counterpart, cf. with [47, Theorem 1.3]). We can indeed prove the existence of a Palais-Smale sequence for $E_\mu|_{S_\mu}$ at a mountain pass level $\sigma(\alpha, \mu) > m(\alpha, \mu)$, but the convergence of such sequence is a very delicate problem, which at the moment we could not solve.

Remark 1.2. Assumption (1.6) plays different roles in the two cases $2 < q \leq 2 + 4/N$, and $2 + 4/N < q < 2^*$. In the latter case $2 + 4/N < q < 2^*$, assumption (1.6) is used in order to ensure that the ground state level $m(\alpha, \mu)$ is less than $S_{\mu}^\perp/N$, which is an essential ingredient in our compactness argument. If instead $2 < q \leq 2 + 4/N$, then (1.6) also enters in the study of the geometry of the constrained functional $E_\mu|_{S_\mu}$.

It is an open problem to understand what happen if $\mu > 0$ and $\mu a^{(1-\gamma)N}$ is large. In this case, we believe that ground states solutions do not exist in general. It is also natural to investigate what happen when $\mu < 0$, that is, the “perturbation term” is of defocusing type. To discuss our result under this assumption, we observe that in Theorem 1.1 we always found a ground state $\tilde{u}$ with the following properties:

- $\tilde{u}$ is a positive radially symmetric real-valued solution to (1.3), for some $\lambda < 0$;
- $\tilde{u}$ is exponentially decaying at infinity (this follows in a standard way as in [15], once that we prove that $\tilde{u}$ is radial and that $\lambda < 0$);
- the energy level of $\tilde{u}$ is $E_\mu(u) < S_{\mu}^\perp/N$.

In particular, the first two properties are very natural in this kind of problems, and are satisfied by ground states of many NLS-type equations, see e.g. [7, 10, 33, 47]. The third property is crucial in our compactness argument, and assumptions of this type are natural in Sobolev critical framework (cf. for instance with [19]). Therefore, it seems reasonable that, if a ground state do exist also for $\mu < 0$, it enjoys at least some of these properties. With this in mind, we can prove a non-existence result:

**Theorem 1.2.** Let $N \geq 3$, $\alpha > 0$, $\mu < 0$, and let $2 < q < 2^*$.

1. For every $N \geq 3$, if $u$ is a critical point for $E_\mu|_{S_\mu}$ (not necessarily positive, or even real-valued) then the associated Lagrange multiplier $\lambda$ is positive, and $E_\mu(u) > S_{\mu}^\perp/N$.

2. If $N = 3, 4$, then the problem

$$-\Delta u = \lambda u + \mu u^{q-1} + u^{2^*-1}, \quad u > 0 \quad \text{in } \mathbb{R}^N \tag{1.7}$$

has no solution $u \in H^1(\mathbb{R}^N)$, for any $\lambda > 0$ and $\mu < 0$.

3. If $N \geq 5$, problem (1.7) has no solution $u \in H^1(\mathbb{R}^N)$ satisfying the additional assumption that $u \in L^p(\mathbb{R}^N)$ for some $p \in (0, N/(N-2)]$.

This means that, if a ground state does exist for $\mu < 0$, it has completely different properties with respect to the case $\mu > 0$: in particular, in dimension $N = 3, 4$, the theorem establishes that, if a critical point of $E_\mu|_{S_\mu}$ exists, then it cannot be real valued and positive. The same holds in higher dimension, provided that we also know that $u$ decays sufficiently fast at infinity (for instance, real valued positive exponentially decaying ground states cannot exist, in any dimension). We stress that this phenomenon is purely Sobolev-critical, since in the subcritical case we may have existence of real valued positive exponentially decaying ground states for $\mu < 0$, see [47, Theorem 1.9].

We now turn to the study of the properties of the ground state solutions found in Theorem 1.1. Recall that $Z_{a,\mu}$ denotes the set of ground states of $E_\mu$ on $S_\mu$.

**Theorem 1.3.** Under the assumption of Theorem 1.1, it results that

$$Z_{a,\mu} := \{e^{i\theta}|u| \text{ for some } \theta \in \mathbb{R} \text{ and } |u| > 0 \text{ in } \mathbb{R}^N \}. \tag{1.8}$$
Moreover, if $2 + 4/N \leq q < 2^*$, and $u \in \mathcal{Z}_{a,\mu}$, then the associated Lagrange multiplier is $\lambda < 0$, and the associated standing wave $e^{-i\lambda t}u(x)$ is strongly unstable.

If $2 < q < 2 + 4/N$, ground states locally minimize the energy, and then on the contrary it seems natural that $\mathcal{Z}_{a,\mu}$ is orbitally stable (as in the corresponding Sobolev subcritical case, see [47, Theorem 1.4]). In trying to prove such result, following the classical Cazenave-Lions argument [23], two ingredients are essentials: the relative compactness of all the minimizing sequences for $E_\mu$ restricted on $A_k$, up to translations, and the global existence of solutions of the time dependent equation (1.1) for initial data close to $\mathcal{Z}_{a,\mu}$. For the relative compactness, in [47] we made use of the concentration compactness principle, but the proof in [47] does not work in the Sobolev critical setting (since [38, Lemma 1.1] regards only subcritical exponents). Moreover, the global existence is affected by the presence of the critical exponent $2^*$ in the following way: in Sobolev subcritical cases, it is well known [22] that if the maximal positive existence time $T_{\text{max}} > 0$ is finite, then necessarily $\|\nabla \psi(t)\|_{L^2(\mathbb{R}^N)} \to +\infty$ as $t \to T_{\text{max}}$ (and an analogue alternative holds for negative times). Thus, uniform a priori estimates on $\|\nabla \psi(t)\|_{L^2(\mathbb{R}^N)}$ yield global existence, and we used this strategy in the proof of [47, Theorem 1.4]. On the contrary, up to our knowledge, in the Sobolev critical case it is unknown whether the previous blow-up alternative holds, and hence we cannot deduce global existence from a priori bounds on $\|\nabla \psi(t)\|_{L^2(\mathbb{R}^N)}$ (see [22, Theorem 4.5.1] or [51, Proposition 3.2] for more details). As a consequence, the stability of the ground state in case of a subcritical perturbation remains an open problem.

We focus now on the behavior of the ground states found in Theorem 1.1 as $\mu \to 0^+$.

**Theorem 1.4.** Let $N \geq 3$ and $2 < q < 2^*$. For a fixed $a > 0$, let $\mu > 0$ be such that (1.6) holds, and let $\tilde{u}_\mu$ be the corresponding positive radial ground state, with energy level $m(a, \mu)$.

1) If $2 < q < 2 + 4/N$, then $m(a, \mu) \to 0$, and $\|\nabla \tilde{u}_\mu\|_{L^2(\mathbb{R}^N)}^2 \to 0$ as $\mu \to 0^+$.

2) If $2 + 4/N \leq q < 2^*$, then $m(a, \mu) \to S_0^+/N$, and $\|\nabla \tilde{u}_\mu\|_{L^2(\mathbb{R}^N)}^2 \to S_0^+$ as $\mu \to 0^+$.

The difference with respect to the $L^2$-subcritical and $L^2$-critical/supercritical cases reflects the different variational characterization of $\tilde{u}_\mu$. Notice that, while in the former case we have a precise description of the asymptotic behavior of $\tilde{u}_\mu$ ($\tilde{u}_\mu$ tends to 0 strongly in $D^{1,2}$, and weakly, but not strongly, in $H^1$), in the second case we can only describe the asymptotic behavior of $\|\nabla \tilde{u}_\mu\|_{L^2(\mathbb{R}^N)}$. The study of the convergence of $\tilde{u}_\mu$ represents a delicate problem, and we refer to Remark 8.1 for a more detailed discussion.

As in [47], a special role in the proof of Theorem 1.1 is played by the Pohozaev manifold

$$P_{a,\mu} = \{ u \in S_a : P_\mu(u) = 0 \},$$

(1.9)

where

$$P_\mu(u) := \int_{\mathbb{R}^N} |\nabla u|^2 - \int_{\mathbb{R}^N} |u|^{2^*} - \mu \gamma_q \int_{\mathbb{R}^N} |u|^q,$$

(1.10)

and we recall that $\gamma_q$ was defined in (1.5). It is well known that any critical point of $E_\mu|_{S_a}$ stays in $P_{a,\mu}$, as a consequence of the Pohozaev identity (see [33, Lemma 2.7]). The properties of $P_{a,\mu}$ are intimately related to the minimax structure of $E_\mu|_{S_a}$, and in particular to the behavior of $E_\mu$ with respect to dilations preserving the $L^2$-norm (see Section 2). To be more precise, for $u \in S_a$ and $s \in \mathbb{R}$, let

$$(s \ast u)(x) := e^{2s}u(e^s x), \quad \text{for a.e. } x \in \mathbb{R}^N.$$

It results that $s \ast u \in S_a$, and hence it is natural to study the fiber maps

$$\Psi^\mu_{s}(s) := E_\mu(s \ast u) = \frac{e^{2s}}{2} \int_{\mathbb{R}^N} |\nabla u|^2 - \frac{e^{2s}}{2^*} \int_{\mathbb{R}^N} |u|^{2^*} - \mu \frac{e^{2s}}{q} \int_{\mathbb{R}^N} |u|^q.$$

(1.11)
We will see that monotonicity and convexity properties of $\Psi^\mu_a$ strongly affect the structure of $\mathcal{P}_{a,\mu}$, and also have a strong impact on properties of the the time-dependent equation (1.1). Indeed, it is not difficult to check that $(\Psi^\mu_a)'(s) = P_\mu(s \ast u)$, so that $s$ is a critical point of $\Psi^\mu_a$ if and only if $s \ast u \in \mathcal{P}_{a,\mu}$, and in particular $u \in \mathcal{P}_{a,\mu}$ if and only if $0$ is a critical point of $\Psi^\mu_a$. In this spirit, we consider the decomposition of $\mathcal{P}$ into the disjoint union $\mathcal{P}_{a,\mu} = \mathcal{P}_{a,\mu}^+ \cup \mathcal{P}_{a,\mu}^0 \cup \mathcal{P}_{a,\mu}^-$, where

\begin{align}
\mathcal{P}_{a,\mu}^+ :&= \left\{ u \in \mathcal{P}_{a,\mu} : 2|\nabla u|^2 > \mu q|u|^q + 2^*|u|^{2^*} \right\} = \left\{ u \in S_a : (\Psi^\mu_a)'(0) = 0, \ (\Psi^\mu_a)''(0) > 0 \right\} \\
\mathcal{P}_{a,\mu}^- :&= \left\{ u \in \mathcal{P}_{a,\mu} : 2|\nabla u|^2 < \mu q|u|^q + 2^*|u|^{2^*} \right\} = \left\{ u \in S_a : (\Psi^\mu_a)'(0) = 0, \ (\Psi^\mu_a)''(0) < 0 \right\} \\
\mathcal{P}_{a,\mu}^0 :&= \left\{ u \in \mathcal{P}_{a,\mu} : 2|\nabla u|^2 = \mu q|u|^q + 2^*|u|^{2^*} \right\} = \left\{ u \in S_a : (\Psi^\mu_a)'(0) = 0, \ (\Psi^\mu_a)''(0) = 0 \right\}.
\end{align}

Then we have:

**Proposition 1.5.** Suppose that the assumptions of Theorem 1.1 are satisfied. Then $\mathcal{P}_{a,\mu}$ is a smooth manifold of codimension 1 in $S_a$, and is a natural constraint, in the sense that if $u \in \mathcal{P}_{a,\mu}$ is a critical point for $E_{a,\mu}$, then $u$ is a critical point for $E_{a,\mu}|_{S_a}$. Furthermore:

1) If $2 < q < 2 + 4/N$, then $\mathcal{P}_{a,\mu}^0 = \emptyset$, both $\mathcal{P}_{a,\mu}^+$ and $\mathcal{P}_{a,\mu}^-$ are not empty, and

$$m(a, \mu) = \min_{\mathcal{P}_{a,\mu}^+} E_{a,\mu} = \min_{\mathcal{P}_{a,\mu}^-} E_{a,\mu} < 0$$

2) If $2 + 4/N \leq q < 2^*$, then $\mathcal{P}_{a,\mu}^+ = \mathcal{P}_{a,\mu}^- = \emptyset$, and

$$m(a, \mu) = \min_{\mathcal{P}_{a,\mu}^0} E_{a,\mu} = \min_{\mathcal{P}_{a,\mu}^0} E_{a,\mu} \in \left(0, \frac{S^{2^*}}{N}\right).$$

This explains the discontinuity of the ground state level $m(a, \mu)$ as $q$ passes from the $L^2$-subcritical to the $L^2$-critical or supercritical setting: the introduction of the subcritical perturbation creates a new component $\mathcal{P}_{a,\mu}^+$ in $\mathcal{P}_{a,\mu}$, and the minimizer on $\mathcal{P}_{a,\mu}$ is achieved exactly on this component.

In the same way, Proposition 1.5 also gives a new interpretation of Theorem 1.4: for the homogeneous problem $\mu = 0$, it is not difficult to prove that $\mathcal{P}_{0,0} = \mathcal{P}_{a,0}^+$, that inf$_{\mathcal{P}_{0,0}} E_0 = S^{2^*}/N$, and that the infimum is achieved by a ground state if and only if $N \geq 5$ (see Proposition 2.2 below). Therefore, the introduction of a $L^2$-subcritical perturbation creates a discontinuity for the ground state energy level $m(a, \mu)$ as $\mu \to 0^+$ whenever $N \geq 5$, and more in general it creates a discontinuity of the level inf$_{\mathcal{P}_{a,\mu}} E_{a,\mu}$ as $\mu \to 0^+$, in any dimension. This phenomenon was already observed in the Sobolev subcritical case (see [47]), and also, in a different form, in [12], where a different equation is considered, and the discontinuity was created by the introduction of a trapping potential.

**Remark 1.3.** As already observed in [47], the change of the topology in $\mathcal{P}_{a,\mu}$ obtained by the introduction of a focusing $L^2$-subcritical perturbation reflects what happens to the Nehari manifold in inhomogeneous elliptic problems [52], or in elliptic problems with concave-convex nonlinearities [6, 28]. This is somehow surprising, since in (1.3) all the power-nonlinearities are super-linear; the phenomenon is a direct consequence of the $L^2$-constraint $S_a$, and of the behavior of $E_{a,\mu}$ with respect to $L^2$-norm-preserving dilations. Similar “concave” effects in superlinear problems with $L^2$-constraint were already observed in [12, Theorem 1.6], and in the main results of [31, 34].

Lastly, we consider the impact of the study of the function $\Psi^\mu_a$ on the occurrence of finite-time blow-up. Following the same strategy developed in [47, Theorem 1.13], we can easily obtain the following result:
Theorem 1.6. Let us assume that the assumptions of Theorem 1.1 are satisfied. Let \( u \in S_a \) be such that \( E_\mu(u) < \inf_{P_\mu} E_\mu \). Then \( \Psi^u_\mu \) has a unique global maximum point \( t_{u,\mu} \), and, if \( t_{u,\mu} < 0 \) and \( |x|u \in L^2(\mathbb{R}^N, \mathbb{C}) \), then the solution \( \psi \) of (1.1) with initial datum \( u \) blows-up in finite time.

As immediate consequence:

Corollary 1.7. Assume that the assumptions of Theorems 1.1 are satisfied, and, for \( u \in S_a \), let \( \psi_u \) be the solution to (1.1) with initial datum \( u \). We have:

1) If \( |x|u \in L^2(\mathbb{R}^N, \mathbb{C}) \), then there exist \( \bar{s} \in \mathbb{R} \) such that
\[
s > \bar{s} \implies \psi_{u,*u} \text{ blows-up in finite time.}
\]

2) If \( 2 + 4/N \leq q < 2^* \), \( |x|u \in L^2(\mathbb{R}^N, \mathbb{C}) \), \( E_\mu(u) < m(a,\mu) \), and \( P_\mu(u) < 0 \), then \( \psi_u \) blows-up in finite time.

3) If \( 2 < q < 2 + 4/N \), \( |x|u \in L^2(\mathbb{R}^N, \mathbb{C}) \) and \( E_\mu(u) < m(a,\mu) \), then \( \psi_u \) blows-up in finite time.

With respect to [47], in Theorem 1.6 we cannot ensure global existence if \( t_{a,\mu} > 0 \). This is another consequence of the fact that the classical blow-up alternative seems unavailable in the Sobolev critical setting.

For other results regarding global existence, finite time blow-up, scattering and other dynamical properties in the Sobolev critical setting, we refer the reader to [4, 25, 35, 39, 40, 51] and references therein.

Structure of the paper, and notation. In Section 2 we collect some preliminary results which will often be used in the rest the paper. Section 3 contains the discussion of the compactness of Palais-Smale sequences. The proof of our main existence result, Theorem 1.1, is given in Sections 4, 5 and 6, which contain the \( L^2 \)-subcritical, \( L^2 \)-critical, and \( L^2 \)-supercritical cases, respectively. The non-existence results in the defocusing case, Theorem 1.2, is proved in Section 7. The asymptotic behavior of the ground state energy level as \( \mu \to 0^+ \), Theorem 1.4, is discussed in Section 8. Once that Theorem 1.1 is established, the proofs of Theorems 1.3, 1.6 and of Proposition 1.5 are very similar to the analogue results in the Sobolev subcritical case [47, Theorems 1.7 and 1.13], and hence they are only briefly sketched in Section 9.

Regarding the notation, in this paper we deal with both complex and real-valued functions, which will be in both cases denoted by \( u, v, \ldots \). This should not be a source of misunderstanding. The symbol \( \bar{u} \) will always be used for the complex conjugate of \( u \). For \( p \geq 1 \), the (standard) \( L^p \)-norm of \( u \in L^p(\mathbb{R}^N, \mathbb{C}) \) (or of \( u \in L^p(\mathbb{R}^N, \mathbb{R}) \)) is denoted by \( |u|_p \). We simply write \( H \) for \( H^1(\mathbb{R}^N, \mathbb{C}) \), and \( H^1 \) for the subspace of real valued functions \( H^1(\mathbb{R}^N, \mathbb{R}) \). Similarly, \( H^1_{rad} \) denotes the subspace of functions in \( H^1 \) which are radially symmetric with respect to 0, and \( S_{a,r} = H^1_{rad} \cap S_a \). The symbol \( \|\cdot\| \) is used only for the norm in \( H \) or \( H^1 \). Denoting by \( \ast \) the symmetric decreasing rearrangement of a \( H^1 \) function, we recall that, if \( u \in H^1 \), then \( |u| \in H^1 \), \( |u|^{\ast} \in H^1_{rad} \), with
\[
|\nabla|u|^{\ast}|_2 \leq |\nabla|u||_2 \leq |\nabla u|_2
\]
(it is well known that the symmetric decreasing rearrangement decreases the \( L^2 \)-norm of gradients; regarding the last inequality for complex valued functions, we refer to [32, Proposition 2.2]). The symbol \( \rightharpoonup \) denotes weak convergence (typically in \( H \) or \( H^1 \)). Capital letters \( C, C_1, C_2, \ldots \) denote positive constants which may depend on \( N, p \) and \( q \) (but never on \( a \) or \( \mu \)), whose precise value can change from line to line. We also mention that, within a section, after having fixed the parameters \( a \) and \( \mu \), we often choose to omit the dependence of \( E_\mu, S_a, P_\mu, P_{a,\mu}, \ldots \) on these quantities, writing simply \( E, S, P, P, \ldots \).
2. Preliminaries

In this section we collect several results which will be often used throughout the rest of the paper.

**Sobolev inequality and Gagliardo-Nirenberg inequality.** For every $N \geq 3$, there exists an optimal constant $S > 0$ depending only on $N$ such that

\begin{equation}
S |u|^2 \leq |\nabla u|^2 \quad \forall u \in D^{1,2}(\mathbb{R}^N) \quad \text{(Sobolev inequality)}
\end{equation}

where $D^{1,2}(\mathbb{R}^N)$ denotes the completion of $C^\infty_c(\mathbb{R}^N)$ with respect to the norm $\|u\|_{D^{1,2}} := |\nabla u|_2$.

It is well known [50] that the optimal constant is achieved by (any multiple of)

\begin{equation}
U_{\varepsilon,y}(x) = \left[ N \left( N - 2 \right) \right]^{\frac{N-2}{4}} \left( \frac{\varepsilon}{\varepsilon^2 + |x-y|^2} \right)^{\frac{N-2}{4}}, \quad \varepsilon > 0, \ y \in \mathbb{R}^N,
\end{equation}

which are the only positive classical solutions to the critical Lane-Emden equation

\[-\Delta w = w^{2^*-1}, \ w > 0 \quad \text{in} \ \mathbb{R}^N.\]

If $p \in (2, 2^*)$, we also recall that there exists an optimal constant $C_{N,p}$ depending on $N$ and on $p$ such that

\begin{equation}
|u|^p \leq C_{N,p} |\nabla u|^p |u|^{1-p} \quad \forall u \in H \quad \text{(Gagliardo-Nirenberg inequality)}
\end{equation}

where $\gamma_p$ is defined by (1.5). It is convenient to observe that

\[
\gamma_p = \begin{cases} < 2 & \text{if } 2 < p < \bar{p} \\ 2 & \text{if } p = \bar{p} \\ > 2 & \text{if } \bar{p} < p < 2^*, \end{cases}
\]

and that $\gamma_{2^*} = 1$.

We can then see (2.1) as a particular case of (2.3), with $C_{N,2^*} = S^{-1/2}$.

**Behavior of $E_\mu$ with respect to dilations.** As in most of the papers regarding normalized solutions of Schrödinger-type equations in $\mathbb{R}^N$, the study of the behavior of $E_\mu$ with respect to the $L^2$-norm preserving variations is crucial. We consider, for $u \in S_a$ and $s \in \mathbb{R}$, the fiber $\Psi_u^\mu$ introduced in (1.11), and note that

\[
(\Psi_u^\mu)'(s) = e^{2s} \int_{\mathbb{R}^N} |\nabla u|^2 - e^{2\bar{p} s} \int_{\mathbb{R}^N} |u|^{2^*} - \mu \gamma_q e^{\gamma_q s} \int_{\mathbb{R}^N} |u|^q,
\]

where $P_\mu$ is defined by (1.10). Therefore, as anticipated in the introduction, we have:

**Proposition 2.1.** Let $u \in S_a$. Then $s \in \mathbb{R}$ is a critical point for $\Psi_u^\mu$ if and only if $s \ast u \in \mathcal{P}_{a,\mu}$.

In particular, $u \in \mathcal{P}_{a,\mu}$ if and only if $0$ is a critical point of $\Psi_u^\mu$. $\mathcal{P}_{a,\mu} = \{u \in S_a : \Psi_u^\mu(0) = 0\}$.

For future convenience, we also recall (see [11, Lemma 3.5]) that the map

\begin{equation}
(s, u) \in \mathbb{R} \times H^1 \mapsto (s \ast u) \in H^1 \quad \text{is continuous.}
\end{equation}
The homogeneous Sobolev critical NLSE. We focus here on the case $\mu = 0$, and in particular to existence and properties of ground states for

$$E_0(u) = \int_{\mathbb{R}^N} \left( \frac{1}{2} |\nabla u|^2 - \frac{1}{2^*} |u|^{2^*} \right)$$

on $S_a$. The associated Pohozaev manifold is

$$\mathcal{P}_{a,0} = \{ u \in S_a : |\nabla u|^2_2 = |u|^{2^*}_2 \} = \{ u \in S_a : (\Psi_u^0)'(0) = 0 \}$$

with $\Psi_u^0$ defined by (1.11) for $\mu = 0$:

$$\Psi_u^0(s) = E_0(s \ast u) = \frac{\epsilon^{2s}}{2} |\nabla u|^2_2 - \frac{\epsilon^{2^*s}}{2^*} |u|^{2^*}_2.$$ 

We also recall the decomposition $\mathcal{P}_{a,0} = \mathcal{P}_{a,0}^+ \cup \mathcal{P}_{a,0}^0 \cup \mathcal{P}_{a,0}^-$, introduced in (1.12).

**Proposition 2.2.** Let $N \geq 3$ and $a > 0$. Then $\mathcal{P}_{a,0}$ is a smooth manifold of codimension 1 in $S_a$, $\mathcal{P}_{a,0} = \mathcal{P}_{a,0}^-$, and

$$\inf_{u \in \mathcal{P}_{a,0}} E_0(u) = \inf_{u \in S_a} \max_{s \in \mathbb{R}} E_0(s \ast u) = \frac{1}{N} S^N_\infty.$$ 

Moreover:

1) If $N \geq 5$, then the infimum is achieved, and $E_0$ on $S_a$ has a unique positive radial ground state, given by $U_{\varepsilon,0}$ defined in (2.2) for the unique choice of $\varepsilon > 0$ which gives $\|U_{\varepsilon,0}\|_{L^2(\mathbb{R}^N)} = a$. The function $U_{\varepsilon,0}$ solves (1.3) for $\lambda = \mu = 0$.

2) If $N = 3, 4$, then (1.3) with $\mu = 0$ has no positive solution in $S_a$, for any $\lambda \in \mathbb{R}$, and in particular $\inf_{\mathcal{P}_{a,\mu}} E_0$ is not achieved.

This simple proposition enlightens the peculiarity of the critical case with respect to the subcritical ones, where the dimension does not play any role (see e.g. Section 2 in [47] for a brief account on them). The difference between the cases $N = 3, 4$ and $N \geq 5$ reflects the fact that functions $U_{\varepsilon,\mu}$ (the extremal functions for the Sobolev inequality) are in $L^2(\mathbb{R}^N)$ if and only if $N \geq 5$. Notice that, if $N = 3, 4$, the above proposition implies the non-existence of positive ground states.

**Proof.** The proof of the proposition can be easily obtained combining some well known facts. First of all, it is not difficult to check that for every $u \in S_a$ the function $\Psi_u^0$ has a unique critical point $t_{u,0}$, which is a strict maximum point, and is given by

$$t_{u,0} = \left( \frac{|\nabla u|^2_2}{|u|^{2^*}_2} \right)^{\frac{1}{2^* - 2}}.$$ 

This implies, by Proposition 2.1, that $\mathcal{P}_{a,0}^+ = 0$. Also, if $u \in \mathcal{P}_{a,0}^0$, then combining $(\Psi_u^0)'(0) = 0 = (\Psi_u^0)''(0)$ we obtain

$$2|\nabla u|^2_2 = 2^*|u|^{2^*}_2 \Rightarrow |\nabla u|^2_2 = 0,$$

which is not possible since $u \in S_a$. Then $\mathcal{P}_{a,0} = \mathcal{P}_{a,0}^0$. Moreover, using that $\mathcal{P}_{a,0}^+ = 0$, it is standard to show that $\mathcal{P}_{a,0}$ is a smooth manifold of codimension 1 on $S_a$ (see e.g. [47, Lemma 5.2] for an analogue proof), and that $\mathcal{P}_{a,0}$ is a natural constraint: if $u \in \mathcal{P}_{a,0}$ is a critical point of $E_0|_{\mathcal{P}_{a,0}}$, then $u$ is a critical point of $E_0|_{S_a}$ (see e.g. [47, Proposition 1.11]).
The proof of the first equality in (2.6) is contained in the forthcoming Lemma 8.1, which regards the more general case \( \mu \geq 0 \). Now, by (2.7)

\[
\inf_{u \in P_{a,0}} E_0(u) = \inf_{u \in S_a} \max_{s \in \mathbb{R}} E_0(s \ast u) = \inf_{u \in S_a} \left[ \frac{1}{2} \left( \frac{|\nabla u|^2}{|u|^{2^*}} \right)^{\frac{2^{*^2}}{2^{*} - 2}} |\nabla u|^2 - \frac{1}{2^{*}} \left( \frac{|\nabla u|^2}{|u|^{2^*}} \right)^{\frac{2^{*^2}}{2^{*} - 2}} |u|^{2^*} \right]
\]

that is, the minimization of \( E_0 \) on \( P_{a,0} \) is equivalent to the minimization of the Sobolev quotient in \( H^1(\mathbb{R}^N) \setminus \{0\} \). By density of \( H^1 \) in \( \mathcal{D}^{1,2} \), we infer that the infimum is \( \frac{\lambda^2}{N} \), and is achieved if and only if the extremal functions \( U_{\varepsilon,a} \) defined in (2.2) stay in \( L^2(\mathbb{R}^N) \), namely if and only if \( N \geq 5 \). Recalling that any critical point of \( E_0 \) on \( S_a \) stays in \( P_{a,0} \), and with the fact that \( P_{a,0} \) is a natural constraint, the case \( N \geq 5 \) follows. If instead \( N = 3, 4 \), we can show that the infimum of \( E_0 \) on \( P_{a,0} \) is not achieved. Let us assume by contradiction that there exists a minimizer \( u \), and let \( v := |u|^2 \), the symmetric decreasing rearrangement of \( u \). By standard properties \( |\nabla v|^2 \leq |\nabla u|^2 \), \( E_0(v) \leq E_0(u) \), and \( P_0(v) \leq 0 = P_0(u) \). If \( P_0(v) < 0 \), then \( t_{\xi,0} \) defined by (2.7) is negative, and hence

\[
E_0(u) \leq E_0(t_{\xi,0} \ast v) = \frac{e^{2t_{\xi,0}}} {N} |\nabla v|^2 \leq \frac{e^{2t_{\xi,0}}} {N} |\nabla u|^2 = e^{2t_{\xi,0}} E_0(u) < E_0(u),
\]

a contradiction. Thus, it is necessary that \( P_0(v) = 0 \), that is \( u \in P_{a,0} \), and \( v \) is a nonnegative radial minimizer. Since \( P_{a,0} \) is a natural constraint, we deduce that

\[
(2.8) -\Delta v = \lambda v + v^{2^*-1}, \quad v \geq 0 \quad \text{in} \quad \mathbb{R}^N
\]

for some \( \lambda \in \mathbb{R} \). Since \( P_0(v) = 0 \), necessarily \( \lambda = 0 \). Also, \( v > 0 \) in \( \mathbb{R}^N \) by the strong maximum principle. Hence, by [21, Corollary 8.2], we have that \( v = \alpha U_{\varepsilon,a} \) for some \( \alpha, \varepsilon > 0 \). This is however not possible, since \( U_{\varepsilon,0} \notin H^1(\mathbb{R}^N) \) for \( N = 3, 4 \). Notice that we may still hope to find a positive ground state, that is, a positive critical point of \( E_0 \) on \( S_a \) minimizing the energy among all the critical points. But this would be a solution to (2.8), for some \( \lambda \in \mathbb{R} \), and arguing as before it is not difficult to check that this is not possible. \( \square \)

3. Compactness of Palais-Smale sequences

In this section we discuss the convergence of Palais-Smale sequences (PS sequences for short) satisfying suitable additional conditions. This is probably one of the most delicate ingredient in the proofs of our main results, as already mentioned in the introduction.

**Proposition 3.1.** Let \( N \geq 3, 2 < q < 2^* \), and let \( a, \mu > 0 \). Let \( \{u_n\} \subset S_{a,r} = S_a \cap H^1_{rad} \) be a Palais-Smale sequence for \( E_\mu|_{S_a} \) at level \( m \), with

\[
m < \frac{\lambda^2}{N} \quad \text{and} \quad m \neq 0,
\]

where \( \lambda \) denotes the best constant in the Sobolev inequality. Suppose in addition that \( P_\mu(u_n) \to 0 \) as \( n \to \infty \). Then one of the following alternatives holds:

i) either up to a subsequence \( u_n \to u \) weakly in \( H^1(\mathbb{R}^N) \) but not strongly, where \( u \neq 0 \) is a solution to (1.3) for some \( \lambda < 0 \), and

\[
E_\mu(u) \leq m - \frac{\lambda^2}{N};
\]

ii) or up to a subsequence \( u_n \to u \) strongly in \( H^1(\mathbb{R}^N) \), \( E_\mu(u) = m \), and \( u \) solves (1.3)-(1.4) for some \( \lambda < 0 \).
The proof is a sort of combination of the techniques introduced by H. Brezis and L. Nirenberg in [19], and by L. Jeanjean in [33]. Throughout this section, we assume that the assumptions of Proposition 3.1 hold, and, since a and µ are fixed, we omit the dependence on $E_\mu$, $P_\mu$, $S_\mu$, . . . on these quantities, writing simply $E$, $P$, $S$, . . .

**Lemma 3.2.** The sequence $\{u_n\}$ is bounded in $H^1(\mathbb{R}^N)$.

*Proof.* We assume at first that $q < 2 + 4/N$, so that $\gamma_q q < 2$. Since $P(u_n) \to 0$, we have

$$E(u_n) = \frac{1}{N} |\nabla u_n|^2 + \frac{\mu}{q} (1 - \frac{\gamma_q q}{2}) |u_n|^q + o(1)$$

$$\geq \frac{1}{N} |\nabla u_n|^2 - \frac{\mu}{q} C_{N,q} (1 - \frac{\gamma_q q}{2}) a(1-\gamma_q q)|\nabla u_n|^{\gamma_q q} + o(1),$$

by the Gagliardo-Nirenberg inequality. Then, using also that $E(u_n) \leq m + 1$ for $n$ large, we deduce that

$$\frac{1}{N} |\nabla u_n|^2 \leq \frac{\mu}{q} C_{N,q} (1 - \frac{\gamma_q q}{2}) a(1-\gamma_q q)|\nabla u_n|^{\gamma_q q} + m + 2,$$

and this implies that $\{u_n\}$ is bounded.

Let now $q = \bar{p} = 2 + 4/N$, and recall that $\gamma_{\bar{p}} \bar{p} = 2$. Then $P(u_n) \to 0$ gives

$$m + 1 \geq E(u_n) = \frac{1}{N} |u_n|^2 + o(1) \implies |u_n|^2 \leq C$$

for every $n$. By the Hölder inequality $|u_n|^q \leq |u_n|^2 (1-\alpha) |u_n|^{2\alpha} \leq C$ as well (for a suitable $\alpha \in (0, 1)$), and, using again that $P(u_n) \to 0$, we obtain

$$|\nabla u_n|^2 = \mu \gamma_q |u_n|^q + |u_n|^2 + o(1) \leq C,$$

as desired.

Finally, let $2 + 4/N < q < 2^*$, so that $\gamma_q q > 2$. Since $P(u_n) \to 0$, we have

$$E(u_n) = \frac{\mu}{q} \left( \frac{\gamma_q q}{2} - 1 \right) |u_n|^q + \frac{1}{N} |u_n|^2 + o(1),$$

and the coefficient of $|u_n|^q$ is positive. Therefore, the boundedness of $E(u_n)$ implies that $\{|u_n|^q\}$ and $\{|u_n|^2\}$ are both bounded, and in turn this implies that $\{\nabla u_n\}$ is bounded, since $P(u_n) \to 0$. □

*Proof of Proposition 3.1.* By the previous lemma, the sequence $\{u_n\}$ is a bounded sequence of radial functions, and hence, by compactness of $H^1_{rad}(\mathbb{R}^N) \hookrightarrow L^q(\mathbb{R}^N)$, there exists $u \in H^1_{rad}(\mathbb{R}^N)$ such that up to a subsequence $u_n \rightharpoonup u$ weakly in $H^1(\mathbb{R}^N)$, $u_n \to u$ strongly in $L^q(\mathbb{R}^N)$, and a.e. in $\mathbb{R}^N$. Letting $v_n := u_n - u$, this means that $v_n \to 0$ weakly in $H^1(\mathbb{R}^N)$, $v_n \to 0$ strongly in $L^q(\mathbb{R}^N)$, and a.e. in $\mathbb{R}^N$. Since $\{u_n\}$ is a bounded PS sequence for $E|_{S}$, there exists $\{\lambda_n\} \subset \mathbb{R}$ such that for every $\varphi \in H^1(\mathbb{R}^N)$

\[(3.1) \quad \int_{\mathbb{R}^N} \nabla u_n \cdot \nabla \varphi - \lambda_n u_n \varphi - \mu |u_n|^{q-2} u_n \varphi = |u_n|^{2^*-2} u_n \varphi = o(1) \|\varphi\| \]

as $n \to \infty$, by the Lagrange multipliers rule. Choosing $\varphi = u_n$, we deduce that $\{\lambda_n\}$ is bounded as well, and hence up to a subsequence $\lambda_n \to \lambda \in \mathbb{R}$. Using the fact that $P(u_n) \to 0$ and $\gamma_q < 1$ we deduce that

\[(3.2) \quad \lambda n a^2 = \lim_{n \to \infty} \lambda_n |u_n|^2 = \lim_{n \to \infty} \left( |\nabla u_n|^2 - \mu |u_n|^q - |u_n|^2 \right)
\]

$$\leq \lim_{n \to \infty} |\nabla u_n|^2 - \mu |u_n|^q - |u_n|^2 \leq 0,$$

with $\lambda = 0$ if and only if $u \equiv 0$. We claim now that

\[(3.3) \quad \text{the weak limit } u \text{ does not vanish identically.} \]
Suppose by contradiction that $u \equiv 0$. Since $\{u_n\}$ is bounded in $H^1(\mathbb{R}^N)$, up to a subsequence we have that $|\nabla u_n|^2 \to \ell \in \mathbb{R}$. But $P(u_n) \to 0$ and $u_n \to 0$ strongly in $L^q$, and hence

$$|u_n|^2 = |\nabla u_n|^2 - \mu \gamma q |u_n|^q \to \ell$$

as well. Therefore, by the Sobolev inequality $\ell \geq S^{\frac{q}{q'}}$, and we deduce that either $\ell = 0$, or $\ell \geq S^{\frac{q}{q'}}$.

Let us suppose at first that $\ell \geq S^{N/2}$. Since $E(u_n) \to m$ and $P(u_n) \to 0$, we have that

$$m + o(1) = E(u_n) = \frac{1}{N} |\nabla u_n|^2 - \frac{\mu}{q} \left(1 - \frac{\gamma q}{2^*} \right) |u_n|^q + o(1)$$

$$= \frac{1}{N} |\nabla u_n|^2 + o(1) = \frac{\ell}{N} + o(1),$$

whence $m = \ell/N$. However, this is not possible since in this case $m \geq S^{N/2}/N$, which contradicts our assumptions. If instead $\ell = 0$, we have $|u_n|_q \to 0$, $|\nabla u_n|_2 \to 0$, and $|u_n|_2^* \to 0$. But then $E(u_n) \to 0$, which gives again a contradiction. Thus, claim (3.3) is verified.

As already observed, (3.2) and (3.3) imply that $\lambda < 0$. Moreover, passing to the limit in (3.1) by weak convergence, we obtain

$$-\Delta u = \lambda u + \mu |u|^{q-2}u + |u|^{2^*-2}u \quad \text{in } \mathbb{R}^N,$$

and hence by the Pohozaev identity $P(u) = 0$. Recalling that $v_n = u_n - u \to 0$ in $H^1(\mathbb{R}^N)$, we also have

$$|\nabla u_n|^2 = |\nabla u|^2 + |\nabla v_n|^2 + o(1),$$

and by the Brezis-Lieb lemma [18]

$$|u_n|^2 = |u|^2 + |v_n|^2 + o(1).$$

Therefore, since $P(u_n) \to 0$, and $u_n \to u$ strongly in $L^q$, we deduce that

$$|\nabla u|^2 + |\nabla v_n|^2 = \mu \gamma q |u|^q + |u|^2 + |v_n|^2 + o(1).$$

But $P(u) = 0$, and hence $|\nabla v_n|^2 = |v_n|^2 + o(1)$. We infer that up to a subsequence

$$\lim_{n \to \infty} |\nabla v_n|^2 = \lim_{n \to \infty} |v_n|^2 = \ell \geq 0, \quad \Rightarrow \quad \ell \geq S^{\frac{q}{q'}}$$

by the Sobolev inequality. Therefore, either $\ell = 0$, or $\ell \geq S^{\frac{q}{q'}}$. If $\ell \geq S^{N/2}$, then by (3.5) and (3.6)

$$m = \lim_{n \to \infty} E(u_n) = \lim_{n \to \infty} \left( E(u) + \frac{1}{2} |\nabla v_n|^2 - \frac{1}{2^*} |v_n|^{2^*} \right) = E(u) + \frac{\ell}{N} \geq E(u) + S^{\frac{q}{q'}},$$

whence alternative (i) in the thesis of the proposition follows. If instead $\ell = 0$, then we show that $u_n \to u$ strongly in $H^1$. Indeed, $\|u_n - u\|_{D^{1,2}} = |\nabla v_n|_2 \to 0$ establishes that $u_n \to u$ strongly in $D^{1,2}(\mathbb{R}^N)$, and hence in $L^{2^*}(\mathbb{R}^N)$ by the Sobolev inequality. In order to prove that $u_n \to u$ strongly in $L^2$, we test (3.1) with $\varphi = u_n - u$, test (3.4) with $u_n - u$, and subtract, obtaining

$$\int_{\mathbb{R}^N} |\nabla (u_n - u)|^2 - \int_{\mathbb{R}^N} (\lambda u_n - \lambda u) (u_n - u) =$$

$$\int_{\mathbb{R}^N} (|u_n|^{q-2}u_n - |u|^{q-2}u) (u_n - u) + \int_{\mathbb{R}^N} (|u_n|^{2^*-2}u_n - |u|^{2^*-2}u) (u_n - u) + o(1).$$

Now the first, the third, and the fourth integrals tend to 0 by convergence in $D^{1,2}$, $L^q$, and $L^{2^*}$. As a consequence

$$0 = \lim_{n \to \infty} \int_{\mathbb{R}^N} (\lambda u_n - \lambda u) (u_n - u) = \lim_{n \to \infty} \lambda \int_{\mathbb{R}^N} (u_n - u)^2,$$
and this completes the proof. □

We conclude this section stating the following variant of Proposition 3.1.

**Proposition 3.3.** Let $N \geq 3$, $2 < q < 2^*$, and let $a, \mu > 0$. Let $\{u_n\} \subset S_0$ be a Palais-Smale sequence for $E_{\mu}|_{S_0}$ at level $m$, with

$$m < \frac{S_{2^*}^N}{N} \quad \text{and} \quad m \neq 0.$$ 

Suppose in addition that $P_{\mu}(u_n) \to 0$ as $n \to \infty$, and that there exists $\{v_n\} \subset S_0$, with $v_n$ radially symmetric for every $n$, such that $\|u_n - v_n\| \to 0$ as $n \to \infty$. Then one of the alternatives (i) and (ii) in Proposition 3.1 holds.

The proof is analogue to the previous one: as in Lemma 3.2, we show that $\{u_n\}$ is bounded. Then also $\{v_n\}$ is bounded, and, since each $v_n$ is radial, we deduce that $v_n \rightharpoonup u$ weakly in $H^1$, $v_n \to u$ strongly in $L^q$, and a.e. in $\mathbb{R}^N$, up to a subsequence. Since $\|u_n - v_n\| \to 0$, the same convergence is inherited by $\{u_n\}$, and we can proceed as in the proof of Proposition 3.1.

4. L^2-subcritical perturbation

For $N \geq 3$ and $2 < q < 2 + 4/N$, let

$$C' := \left( \frac{2 + S_{2^*}^N(2 - \gamma q q)}{2(2^* - \gamma q q)} \right)^{\frac{2 - \gamma q q}{2^* - \gamma q q}},$$

$$C'' := \frac{2^*}{N \gamma q C_N^2 q (2^* - \gamma q q)} \left( \frac{\gamma q q S_{2^*}^N}{2 - \gamma q q} \right)^{\frac{2 - \gamma q q}{2^* - \gamma q q}}.$$ 

In this section we prove that, for $2 < q < 2 + 4/N$, Theorem 1.1 holds for any $a, \mu > 0$ satisfying (1.6) with

(4.1) \quad \alpha(N, q) := \min\{C', C''\}.

Throughout the proof, $a$ and $\mu$ satisfying (1.6) with this definition of $\alpha$ will be fixed, and hence we often omit the dependence on these quantities.

The geometry of the constrained functional $E|_S$ is very similar to the one associated with (1.1) in case $2 < q < 2 + 4/N < p < 2^*$, which was carefully analyzed in [47, Section 5]. As a first observation, we note that by the Gagliardo-Nirenberg and the Sobolev inequalities

$$E(u) \geq \frac{1}{2} |\nabla u|^2_2 - \mu \frac{C_N^q}{q} a^{(1 - \gamma q)} q |\nabla u|^\gamma q q - \frac{1}{2} S_{2^*}^N |\nabla u|^2_2,$$

for every $u \in S$. Therefore, we consider the function $h : \mathbb{R}^+ \to \mathbb{R}$

$$h(t) := \frac{1}{2} t^2 - \mu \frac{C_N^q}{q} a^{(1 - \gamma q)} q t^{\gamma q q} - \frac{1}{2} S_{2^*}^N t^{2^*}.$$ 

Since $\mu > 0$ and $\gamma q q < 2 < 2^*$, we have that $h(0^+) = 0^-$ and $h(+\infty) = -\infty$. Moreover:

**Lemma 4.1.** Under assumption (1.6), the function $h$ has a local strict minimum at negative level, a global strict maximum at positive level, and no other critical points, and there exist $R_0$ and $R_1$, both depending on $a$ and $\mu$, such that $h(R_0) = 0 = h(R_1)$ and $h(t) > 0$ ifff $t \in (R_0, R_1)$.

**Proof.** By assumption $\mu a^{(1 - \gamma q)} q < C'$, and, recalling that $2^* = 1$ and $C_N 2^* = S^{-1/2}$, it is immediate to see that this condition coincides with [47, Assumption (1.6)] in case $p = 2^*$. Therefore, we can proceed exactly as in [47, Lemma 5.1]. □
Using again that \(ma^{(1-\gamma)q} < C'\), we can also prove as in [47, Lemma 5.2] that \(\mathcal{P}_0 = \emptyset\), and \(\mathcal{P}\) is a smooth manifold of codimension 1 in \(S\). This fact can in turn be used in the following lemma.

**Lemma 4.2.** For every \(u \in S\), the function \(\Psi_u\) has exactly two critical points \(s_u < t_u \in \mathbb{R}\) and two zeros \(c_u < d_u \in \mathbb{R}\), with \(s_u < c_u < t_u < d_u\). Moreover:

1) \(s_u \ast u \in \mathcal{P}_+\), and \(t_u \ast u \in \mathcal{P}_-\), and if \(s \ast u \in \mathcal{P}\), then either \(s = s_u\) or \(s = t_u\).
2) \(|\nabla(s \ast u)|^2| \leq R_0\) for every \(s \leq c_u\), and

\[
E(s \ast u) = \min \{E(s \ast u) : s \in \mathbb{R} \text{ and } |\nabla(s \ast u)|^2 < R_0\} < 0.
\]

3) We have

\[
E(t_u \ast u) = \max \{E(s \ast u) : s \in \mathbb{R}\} > 0,
\]
and \(\Psi_u\) is strictly decreasing and concave on \((t_u, +\infty)\). In particular, if \(t_u < 0\), then \(P(u) < 0\).

4) The maps \(u \in S \mapsto s_u \in \mathbb{R}\) and \(u \in S \mapsto t_u \in \mathbb{R}\) are of class \(C^1\).

Again, the proof is completely analogue to the one in [47, Lemma 5.3].

Now, for \(k > 0\), we set

\[
A_k := \{u \in S : |\nabla u|^2 < k\}, \quad \text{and } m(a, \mu) := \inf_{u \in A_{R_0}} E(u).
\]

From Lemma 4.2 it follows that \(\mathcal{P}_+ \subset A_{R_0}\), and \(\sup_{\mathcal{P}_+} E \leq 0 \leq \inf_{\mathcal{P}_-} E\). Moreover, as in [47, Lemma 5.5] we have that \(m(a, \mu) \in (-\infty, 0)\), that

\[
m(a, \mu) = \inf_{\mathcal{P}_+} E = \inf_{\mathcal{P}_-} E, \quad \text{and that } m(a, \mu) < \inf_{A_{R_0} \setminus A_{R_0 - \rho}} E
\]

for \(\rho > 0\) small enough. This allows to proceed with the:

**Proof of Theorem 1.1** for \(2 < q < 2 + 4/N\). Let \(\{v_n\}\) be a minimizing sequence for \(\inf_{A_{R_0}} E\). It is not restrictive to assume that \(v_n \in S_r\) is radially decreasing for every \(n\) (if this is not the case, we can replace \(v_n\) with \(|v_n|^r\), the Schwarz rearrangement of \(|v_n|\), and we obtain another function in \(A_{R_0}\) with \(E(|v_n|^r) \leq E(v_n))\)). Furthermore, for every \(n\) we can take \(s_{v_n} \ast v_n \in \mathcal{P}_+\), observing that then \(|\nabla(s_{v_n} \ast v_n)|^2 < R_0\) by Lemma 4.2, and

\[
E(s_{v_n} \ast v_n) = \min \{E(s \ast v_n) : s \in \mathbb{R} \text{ and } |\nabla(s \ast v_n)|^2 < R_0\} \leq E(v_n);
\]

in this way we obtain a new minimizing sequence \(\{w_n = s_{v_n} \ast v_n\}\), with \(w_n \in S_r \cap \mathcal{P}_+\) radially decreasing for every \(n\). By (4.2), \(|\nabla w_n|^2 < R_0 - \rho\) for every \(n\), and hence Ekeland’s variational principle yields in a standard way the existence of a new minimizing sequence \(\{u_n\} \subset A_{R_0}\) for \(m(a, \mu)\), with the property that \(\|u_n - w_n\| \to 0\) as \(n \to \infty\), which is also a Palais-Smale sequence for \(E\) on \(S\). The condition \(\|u_n - w_n\| \to 0\) together with the boundedness of \(\{w_n\}\) (each \(w_n\) stays in \(A_{R_0}\)), implies that \(P(u_n) = P(w_n) + o(1) \to 0\) as \(n \to \infty\): indeed

\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 = \int_{\mathbb{R}^N} |\nabla w_n|^2 + \int_{\mathbb{R}^N} |\nabla(u_n - w_n)|^2 + 2\int_{\mathbb{R}^N} \nabla w_n \cdot \nabla(u_n - w_n) = \int_{\mathbb{R}^N} |\nabla w_n|^2 + o(1)
\]

\[
\int_{\mathbb{R}^N} |u_n|^p = \int_{\mathbb{R}^N} |w_n|^p + \int_{\mathbb{R}^N} p|w_n + \xi_n(u_n - w_n)|^{p-1}(u_n - w_n) = \int_{\mathbb{R}^N} |w_n|^p + o(1),
\]

for every \(p \in [2, 2^*]\), where \(\xi_n = \xi_n(x) \in [0, 1]\). Hence one of the alternatives in Proposition 3.3 holds. We wish to show that necessarily the second alternative occurs. Assume then by contradiction that \(u_n \rightharpoonup u\) weakly in \(H^1\), where \(u\) solves (1.3) for some \(\lambda < 0\) and

\[
E(u) \leq m(a, \mu) - \frac{S^2}{N}.
\]
Since $u$ solves (1.3), by the Pohozaev identity $P(u) = 0$. Therefore, by the Gagliardo-Nirenberg inequality

$$m(a, \mu) \geq \frac{S^{\frac{q}{N}}}{N} + E(u) \geq \frac{S^{\frac{q}{N}}}{N} + \frac{1}{N} |\nabla u|_2^2 - \frac{\mu}{q} \left(1 - \frac{\gamma q}{2^*}\right) |u|_q^q,$$

(4.3)

where we used the fact that $|u|_2 \leq a$ by weak convergence. Now the idea is that if $\mu a^{(1-\gamma_q)q}$ is smaller than $C''$, then the right hand side is positive, in contradiction with the fact that $m(a, \mu) < 0$. This can be checked rigorously in the following way: we introduce

$$\vartheta(t) := \frac{1}{N} t^2 - \frac{\mu}{q} \left(1 - \frac{\gamma q}{2^*}\right) C_{N,q}^q a^{(1-\gamma_q)q} t^{\gamma_q}, \quad t > 0.$$ 

The function $\vartheta$ has a global minimum at negative level

$$\vartheta = - \left(\mu a^{(1-\gamma_q)q}\right) \frac{2}{2^*} \left(N \gamma_q\right)^{\frac{2}{2^*}-\frac{\gamma_q}{2}} \frac{C_{N,q}^q}{2^*} \left(2^* - \gamma_q\right) \frac{2 - \gamma_q}{q} < 0,$$

and since $\mu a^{(1-\gamma_q)q} < \alpha \leq C''$ by (1.6), we have that $\vartheta > -S^{\frac{q}{N}}/N$. Therefore, from (4.3) we infer that

$$m(a, \mu) \geq \frac{S^{\frac{q}{N}}}{N} + \vartheta(|\nabla u|_2^2) \geq \frac{S^{\frac{q}{N}}}{N} + \vartheta > 0,$$

in contradiction with the fact that $m(a, \mu) < 0$. This means that necessarily $u_n \rightharpoonup \tilde{u}$ strongly in $H^1$, and $\tilde{u} \in S$ is a normalized solution to (1.3) for some $\tilde{\lambda} < 0$. In fact, $\tilde{u}$ is a ground state, since $E(\tilde{u}) = \inf_{S'} E$, and any other normalized solution stays on $S$. It remains only to show that any other ground state is a local minimizer for $E$ on $A_{R_0}$. Let $u$ be a critical point of $E|_S$ at level $m(a, \mu)$. Then $u \in S$ and $E(u) < 0$, and hence by Lemma 4.2 we have that $u \in S' \subset A_{R_0}$; therefore, always by Lemma 4.2,

$$E(u) = m(a, \mu) = \inf_{A_{R_0}} E, \quad \text{and} \quad |\nabla u|_2 < R_0.$$ 

\[ \square \]

5. $L^2$-CRITICAL PERTURBATION

In this section we fix $N \geq 3$, $q = \tilde{p} = 2 + 4/N$, $a, \mu > 0$, and we show that Theorem 1.1 holds with

$$\alpha(N, q) = \frac{\tilde{p}}{2 C_{N, \tilde{p}}^q} = \tilde{a}_N^q,$$

where $\tilde{a}_N$ coincides with the critical mass for the homogeneous $L^2$-critical Schrödinger equation\(^1\), by [53]. Throughout the proof, $a$ and $\mu$ satisfying (1.6) with this definition of $\alpha$ will be fixed, and hence we often omit the dependence on these quantities.

The change of the geometry of $E|_S$ with respect to the case $q < \tilde{p}$ is enlightened by the following simple lemmas, which are natural counterparts of those available in the Sobolev subcritical context (see [47, Section 6]). We recall the decomposition $P = P_+ \cup P_0 \cup P_-$, see (1.12). If $u \in P_0$, that is $\Psi_0''(0) = 0$, then necessarily $|u|_2 = 0$, which is not possible since $u \in S$. Then $P_0 = \emptyset$.

Using this fact, and arguing as in [47, Lemma 5.2], one can easily check that $P$ is a smooth manifold of codimension 1 in $S_u$.

\(^1\)This is the only value of $a$ for which the problem

$$-\Delta u = \lambda u + |u|^{\tilde{p}} u \quad \text{in} \; \mathbb{R}^N, \quad \text{and} \quad \int_{\mathbb{R}^N} u^2 = a^2$$

has a positive ground state.
Lemma 5.1. For every $u \in S$, there exists a unique $t_u \in \mathbb{R}$ such that $t_u \ast u \in \mathcal{P}$. $t_u$ is the unique critical point of the function $\Psi_u$, and it is a strict maximum point at positive level. Moreover:

1) $\mathcal{P} = \mathcal{P}_-$. 
2) $\Psi_u$ is strictly decreasing and concave on $(t_u, +\infty)$, and $t_u < 0$ implies $P(u) < 0$. 
3) The map $u \in S \mapsto t_u \in \mathbb{R}$ is of class $C^1$. 
4) If $P(u) < 0$, then $t_u < 0$. 

Proof. The simple proof follows from the fact that 

$$\Psi_u(s) = \left(\frac{1}{2} |\nabla u|^2 - \frac{\mu}{p} |u|^p\right) e^{2s} - \frac{e^{2s}}{2^s} |u|^q,$$

where

$$\frac{1}{2} |\nabla u|^2 - \frac{\mu}{p} |u|^p \geq \left(\frac{1}{2} - \frac{\mu}{p} C_p^p a^{\frac{2}{p}}\right) |\nabla u|^2 > 0$$

having assumed $\mu a^\frac{2}{p} < \alpha$. We refer to [47, Lemma 6.2] for more details.

Lemma 5.2. It results that $m(a, \mu) := \inf_{u \in \mathcal{P}} E(u) > 0$. Moreover, there exists $k > 0$ sufficiently small such that

$$0 > \sup_{\mathcal{A}_k} E < m(a, \mu), \quad \text{and} \quad u \in \mathcal{A}_k \implies E(u), P(u) > 0,$$

where $\mathcal{A}_k = \{u \in S : |\nabla u|^2 < k\}$. 

For the proof it is sufficient to argue as in [47, Lemma 6.3 and Lemma 6.4] choosing $\rho = 2^s$. 

From the above lemmas, it is not difficult to recognize that $E|_{S}$ has a mountain pass geometry. In order to apply Proposition 3.1 and recover compactness, we need an estimate from above on $m_r(a, \mu) := \inf_{P \cap S_r} E$, where we recall that $S_r$ is the subset of the radial functions in $S$.

Lemma 5.3. If $\mu a^\frac{2}{p} < \alpha(N, \rho)$ defined by (5.1), then $m_r(a, \mu) < \frac{S^\frac{N}{2}}{N}$. 

Proof. Let $U_\varepsilon$ be defined by

$$U_\varepsilon(x) := \left(\frac{\varepsilon}{\varepsilon^2 + |x|^2}\right)^{\frac{N-2}{2}}$$

(up to a scalar factor, $U_\varepsilon$ is the bubble centered in the origin, with concentration parameter $\varepsilon > 0$, defined in (2.2)). Let also $\varphi \in C_c^\infty(\mathbb{R}^N)$ be a radial cut-off function with $\varphi \equiv 1$ in $B_1$, $\varphi \equiv 0$ in $B_2^c$, and $\varphi$ radially decreasing. We define

$$u_\varepsilon(x) := \varphi(x) U_\varepsilon(x), \quad \text{and} \quad v_\varepsilon(x) := \frac{u_\varepsilon(x)}{|u_\varepsilon|^2}.$$

Notice that $u_\varepsilon \in C_c^\infty(\mathbb{R}^N)$, and $v_\varepsilon \in S_r$. Therefore, by Lemma 5.1

$$m_r(a, \mu) = \inf_{P \cap S_r} E_\mu \leq E_\mu(t_{v_\varepsilon, \mu} \ast v_\varepsilon) = \max_{s > 0} E_\mu(s \ast v_\varepsilon) \quad \forall \varepsilon > 0,$$

and hence in what follows we focus on an upper estimate of $\max_{s \in \mathbb{R}} E_\mu(s \ast v_\varepsilon) = \max_{s \in \mathbb{R}} \Psi^0_{v_\varepsilon^0}(s)$. 

We split the argument in several steps for the reader's convenience.

Step 1) Estimate on $\sup_{\mathbb{R}} \Psi^0_{v_\varepsilon^0}$. If $\mu = 0$ it is possible to make explicit computations using (2.5), as in Section 2: we have that $\Psi^0_{v_\varepsilon}$ has a unique critical point $t_{\varepsilon, 0}$, which is a strict maximum point, given by

$$e^{t_{\varepsilon, 0}} = \left(\frac{|\nabla v_\varepsilon|^2}{|v_\varepsilon|^2}\right)^{\frac{1}{p-2}}.$$
The maximum level is

$$\Psi_{v_\epsilon}(t_{\epsilon,0}) = \frac{1}{N} \left( \frac{\|v_\epsilon\|^2}{|v_\epsilon|_2^2} \right)^{\frac{p-2}{p}} = \frac{1}{N} \left( \frac{\|u_\epsilon\|^2}{|u_\epsilon|_2^2} \right)^{\frac{p}{p-2}} = \frac{1}{N} \left( \frac{K_1 + O(\epsilon^{-2})}{K_2 + O(\epsilon^{-2})} \right)^{\frac{p}{p-2}}$$

(5.4)

as $\epsilon \to 0$, where we used the asymptotic estimates collected in Lemma A.1 for $N \geq 4$, and the fact that $K_1/K_2 = S$. If $N = 3$, the same estimate holds eventually, using $|u_\epsilon|^2 = K_2 + O(\epsilon^2)$ instead of $|u_\epsilon|^2 = K_2 + O(\epsilon^N)$.

**Step 2** Estimate on $t_{\epsilon,\mu}$. We denote by $t_{\epsilon,\mu} := t_{v_\epsilon,\mu}$, the unique maximum point of $\Psi_{v_\epsilon}^\mu$ (see Lemma 5.1). By definition $P_\mu(t_{\epsilon,\mu} \star v_\epsilon) = 0$, and this implies that

$$e^{(2^*-2)t_{\epsilon,\mu}} = \frac{|\nabla v_\epsilon|^2}{|v_\epsilon|_2^2} - \frac{2\mu}{p} \frac{|v_\epsilon|^p}{|v_\epsilon|_2^2} \geq \left( 1 - \frac{2}{p} C_{N,a,\mu}^p \right) \frac{|\nabla v_\epsilon|^2}{|v_\epsilon|_2^2}.$$  

**Step 3** Estimate on $\sup R \Psi_{v_\epsilon}^\mu$. By steps 1 and 2

$$\sup R \Psi_{v_\epsilon}^\mu = \Psi_{v_\epsilon}^\mu(t_{\epsilon,\mu}) = \Psi_{v_\epsilon}^0(t_{\epsilon,\mu}) - \frac{\mu}{p} |v_\epsilon|^p$$

$$\leq \sup R \Psi_{v_\epsilon}^0 - \frac{\mu}{p} \left( 1 - \frac{2}{p} C_{N,a,\mu}^p \right) \frac{|\nabla v_\epsilon|^2}{|v_\epsilon|_2^2} |v_\epsilon|^p$$

(5.5)

$$\leq \frac{1}{N} S^\frac{p}{p-2} + O(\epsilon^{-2}) - \frac{1}{p} \left( 1 - \frac{2}{p} C_{N,a,\mu}^p \right) \frac{|v_\epsilon|^p}{|v_\epsilon|_2^2}$$

$$\leq \frac{1}{N} S^\frac{p}{p-2} + O(\epsilon^{-2}) - C_{N,a,\mu} \frac{|v_\epsilon|^p}{|v_\epsilon|_2^2},$$

where $C_{N,a,\mu} > 0$ is a positive constant independent of $\epsilon$, and we used Lemma A.1. Always by Lemma A.1, we have

$$\frac{|v_\epsilon|_2^p}{|v_\epsilon|_2^2} \geq \begin{cases} 
C \epsilon^{N-\frac{N-2}{p-2}} & \text{if } N \geq 5 \\
C \epsilon^{4-p} |\log \epsilon|^{-\frac{4}{p-2}} & \text{if } N = 4 \\
C \epsilon^{3-\frac{3}{p-2}} & \text{if } N = 3.
\end{cases}$$

In particular, any term of order $\epsilon^{N-2}$ is negligible with respect to this ratio for $\epsilon$ small, and hence coming back to (5.5) we deduce that

$$\sup R \Psi_{v_\epsilon}^\mu < \frac{S^\frac{p}{p-2}}{N}$$

for any $\epsilon > 0$ small enough, which in turn gives the thesis of the lemma. \hfill \Box

Now we need a technical result. We recall that $T_u S$ denotes the tangent space to $S$ in $u$.

**Lemma 5.4.** [11, Lemma 3.6] For $u \in S_\alpha$ and $s \in \mathbb{R}$ the map

$$T_u S \rightarrow T_{s \star u} S, \quad \varphi \mapsto s \star \varphi$$

is a linear isomorphism, with inverse $\psi \mapsto (-s) \star \psi$.

We are finally ready for the:
**Proof of Theorem 1.1 for q = p.** Let \( k > 0 \) be defined by Lemma 5.2. We follow the strategy firstly introduced in \([33]\), considering the augmented functional \( \tilde{E} : \mathbb{R} \times H^1 \to \mathbb{R} \) defined by

\[
\tilde{E}(s, u) := E(s \ast u) = \frac{e^{2s}}{2} \int_{\mathbb{R}^N} |\nabla u|^2 - \mu \frac{e^{\gamma_0 bs}}{p} \int_{\mathbb{R}^N} |u|^p - \frac{e^{2^*s}}{2^*} \int_{\mathbb{R}^N} |u|^{2^*},
\]

and look at the restriction \( \tilde{E}|_{\mathbb{R} \times S_r} \). Notice that \( \tilde{E} \) is of class \( C^1 \). Moreover, since \( \tilde{E} \) is invariant under rotations applied to \( u \), a Palais-Smale sequence for \( \tilde{E}|_{\mathbb{R} \times S_r} \) is a Palais-Smale sequence for \( E|_{\mathbb{R} \times S_r} \). Denoting by \( E^c \) the closed sublevel set \( \{ u \in S : E(u) \leq c \} \), we introduce the minimax class

\[
\Gamma := \{ \gamma = (\alpha, \beta) \in C([0,1], \mathbb{R} \times S_r) : \gamma(0) = (0, \alpha_0), \gamma(1) \in (0, E^0) \},
\]

with associated minimax level

\[
\sigma(a, \mu) := \inf_{\gamma \in \Gamma} \max_{\gamma([0,1])} \tilde{E}(s, u).
\]

Let \( u \in S_r \). Since \( |\nabla(s \ast u)|^2 \to 0^+ \) as \( s \to -\infty \), and \( E(s \ast u) \to -\infty \) as \( s \to +\infty \), there exist \( s_0 \ll -1 \) and \( s_1 \gg 1 \) such that

\[
\gamma_u : \tau \in [0,1] \mapsto (0, ((1 - \tau)s_0 + \tau s_1) \ast u) \in \mathbb{R} \times S_r
\]

is a path in \( \Gamma \) (the continuity follows from (2.4)). Then \( \sigma(a, \mu) \) is a real number.

Now, for any \( \gamma = (\alpha, \beta) \in \Gamma \), let us consider the function

\[
P_\gamma : \tau \in [0,1] \mapsto P(\alpha(\tau) \ast \beta(\tau)) \in \mathbb{R}.
\]

We have \( P_\gamma(0) = P(\beta(0)) > 0 \), by Lemma 5.2, and we claim that \( P_\gamma(1) = P(\beta(1)) < 0 \): indeed, since \( \Psi_{\beta(1)}(s) > 0 \) for every \( s \in (-\infty, t_{\beta(1)}) \), and \( \Psi_{\beta(1)} = E(\beta(1)) \leq 0 \), we have that \( t_{\beta(1)} > 0 \). Then the claim follows by Lemma 5.1. Moreover, the map \( \tau \mapsto \alpha(\tau) \ast \beta(\tau) \) is continuous from \([0,1]\) to \( H^1 \) by (2.4), and hence we deduce that there exists \( \tau_\gamma \in (0,1) \) such that \( P_\gamma(\tau_\gamma) = 0 \), namely \( \alpha(\tau_\gamma) \ast \beta(\tau_\gamma) \in \mathcal{P} \); this implies that

\[
\max_{\gamma([0,1])} \tilde{E}(\gamma(\tau_\gamma)) = E(\alpha(\tau_\gamma) \ast \beta(\tau_\gamma)) \geq \inf_{\mathcal{P} \cap S_r} E = m_r(a, \mu),
\]

and consequently \( \sigma(a, \mu) \geq m_r(a, \mu) \). On the other hand, if \( u \in \mathcal{P} \cap S_r \), then \( \gamma_u \) defined in (5.8) is a path in \( \Gamma \) with

\[
E(u) = \max_{\gamma_u([0,1])} \tilde{E} \geq \sigma(a, \mu),
\]

whence the reverse inequality \( m_r(a, \mu) \geq \sigma(a, \mu) \) follows. Combining this with Lemmas 5.2, we infer that

\[
\sigma(a, \mu) = m_r(a, \mu) = \sup_{\gamma \in \Gamma} \max_{\gamma([0,1])} \tilde{E},
\]

Using the terminology in \([29\text{, Section 5}]\), this means that \( \{ \gamma([0,1]) : \gamma \in \Gamma \} \) is a homotopy stable family of compact subsets of \( \mathbb{R} \times S_r \) with extended closed boundary \((0, \mathcal{A}_e) \cup (0, E^0)\), and that the superlevel set \( \{ \tilde{E} \geq \sigma(a, \mu) \} \) is a dual set for \( \Gamma \), in the sense that assumptions (F’1) and (F’2) in \([29\text{, Theorem 5.2}]\) are satisfied. Therefore, taking any minimizing sequence \( \{ \gamma_n = (\alpha_n, \beta_n) \} \subset \Gamma \) for \( \sigma(a, \mu) \) with the property that \( \alpha_n \equiv 0 \) and \( \beta_n(\tau) \geq 0 \) a.e. in \( \mathbb{R}^N \) for every \( \tau \in [0,1] \), there exists a Palais-Smale sequence \( \{(s_n, w_n)\} \subset \mathbb{R} \times S_r \) for \( \tilde{E}|_{\mathbb{R} \times S_r} \) at level \( \sigma(a, \mu) \), that is

\[
\partial_{\tilde{E}} E(s_n, w_n) \to 0 \quad \text{and} \quad \| \partial_{\tilde{E}} E(s_n, w_n) \|_{(T_{w_n} S_r)^*} \to 0 \quad \text{as} \quad n \to \infty,
\]

with the additional property that

\[
|s_n| + \text{dist}_{H^1}(w_n, \beta_n([0,1])) \to 0 \quad \text{as} \quad n \to \infty.
\]

\(^2\text{Notice that, if } \gamma_n = (\alpha_n, \beta_n) \subset \Gamma \text{ is a minimizing sequence, then also } \{(0, \alpha_n \ast |\beta_n|)\} \text{ has the same property.}\)
By \((5.6)\), the first condition in \((5.9)\) reads \(P(s_n \ast w_n) \to 0\), while the second condition gives
\[
dE(s_n \ast w_n)[s_n \ast \varphi] = o(1)\|\varphi\| = o(1)\|s_n \ast \varphi\| \quad \text{as } n \to \infty, \text{ for every } \varphi \in T_{w_n} S_r,
\]
for every \(\varphi \in T_{w_n} S_r\), with \(o(1) \to 0\) as \(n \to \infty\); in the last equality, we used that \(\{s_n\}\) is bounded from above and from below, due to \((5.10)\).

Let then \(u_n := s_n \ast w_n\). By Lemma 5.4, equation \((5.11)\) establishes that \(\{u_n\} \subset S_r\) is a Palais-Smale sequence for \(E|_{S_r}\) (thus a PS sequence for \(E|_{S}\), since the problem is invariant under rotations) at level \(\sigma(a, \mu) = m_r(a, \mu)\), with \(P(u_n) \to 0\). By Lemmas 5.2 and 5.3, \(m_r(a, \mu) \in (0, \frac{S^2}{N})\), and hence one of the two alternatives in Proposition 3.1 occurs.

Let us assume that alternative \((i)\) takes place; then there exists \(\tilde{u} \in H^1\) such that \(u_n \rightharpoonup \tilde{u}\) weakly in \(H^1\), but not strongly, and
\[
E(\tilde{u}) \leq m_r(a, \mu) - \frac{S^2}{N} < 0.
\]
Moreover, the limit \(\tilde{u} \neq 0\) solves \((1.3)\) for some \(\lambda < 0\), and hence by the Pohozaev identity \(P(\tilde{u}) = 0\). But then \(E(\tilde{u}) = |\tilde{u}|^2_2 / N > 0\), a contradiction with \((5.12)\). This shows that necessarily alternative \((i)\) in Proposition 3.1 holds, namely \(u_n \to \tilde{u}\) strongly in \(H^1\), and \(\tilde{u}\) is a real valued radial normalized solution to \((1.3)\)-(1.4) for some \(\lambda < 0\), with energy \(m_r(a, \mu)\). Recalling that \(\beta_n(\tau) \geq 0\) a.e. in \(\mathbb{R}^N\) for every \(\tau\), condition \((5.10)\) and the convergence imply that \(\tilde{u}\) is also non-negative, and hence positive by the maximum principle. It remains only to prove that \(\tilde{u}\) is a ground state. Since any normalized solutions stays on \(\mathcal{P}\), and \(E(u) = m_r(a, \mu) = \inf_{P \cap S_r} E\), it is sufficient to check that \(\inf_{P \cap S_r} E = \inf P = m(a, \mu)\). Suppose by contradiction that this is not the case, that is that there exists \(u \in \mathcal{P} \setminus S_r\) with \(E(u) < \inf_{P \cap S_r} E\). Then we let \(v := |u|^s\), the symmetric decreasing rearrangement of the modulus of \(u\), which lies in \(S_r\). By standard properties \(|\nabla v|_2 \leq |\nabla u|_2\), \(E(v) \leq E(u)\), and \(P(v) \leq P(u) = 0\). If \(P(v) = 0\) we have a contradiction, and hence we can assume that \(P(v) < 0\). In this case, from Lemma 5.1 we know that \(t_v < 0\). But then we obtain again a contradiction in the following way:
\[
E(u) < E(t_v \ast v) = \frac{e^{2t_v}}{N}|v|^2_2^* = \frac{e^{2t_v}}{N}|u|^2_2^* = e^{2t_v} E(u) < E(u),
\]
where we used the fact that \(t_v \ast v\) and \(u\) lies in \(\mathcal{P}\). This proves that \(m_r(a, \mu) = m(a, \mu)\), and hence \(\tilde{u}\) a ground state. \(\square\)

6. \(L^2\)-supercritical perturbation

In this section we prove Theorem 1.1 for \(2 + 4/N < q < 2^*\). To be precise, we show that the theorem holds with
\[
\alpha(N, q) = +\infty \quad \text{if } N = 3, 4, \text{ and } \alpha(N, q) = \frac{S^2(1-\gamma_q)q}{\gamma_q} \quad \text{if } N \geq 5.
\]
Throughout the proof, \(a\) and \(\mu\) satisfying \((1.6)\) with this definition of \(\alpha\) will be fixed, and hence we often omit the dependence on these quantities. We consider once again the Pohozaev manifold \(\mathcal{P}\), defined in \((1.9)\), and the decomposition \(\mathcal{P} = \mathcal{P}_+ \cup \mathcal{P}_0 \cup \mathcal{P}_-\), see \((1.12)\). If there exists \(u \in \mathcal{P}_0\), then combining \(\Psi'_u(0) = 0\) and \(\Psi''_u(0) = 0\) we deduce that
\[
(2 - q\gamma_q) \mu \gamma_q |u|^q_q = (2^* - 2) |u|^{2^*_2},
\]
whence necessarily \(u \equiv 0\), in contradiction with the fact that \(u \in S\). This shows that \(\mathcal{P}_0 = \emptyset\). At this point we can prove that \(\mathcal{P}\) is a manifold in a standard way, see [47, Lemma 5.2].

**Lemma 6.1.** For every \(u \in S\), there exists a unique \(t_u \in \mathbb{R}\) such that \(t_u \ast u \in \mathcal{P}\), \(t_u\) is the unique critical point of the function \(\Psi_u\), and is a strict maximum point at positive level. Moreover:
1) \(\mathcal{P} = \mathcal{P}_-\).
2) \( \Psi_u \) is strictly decreasing and concave on \((t_u, +\infty)\), and \( t_u < 0 \) implies \( P(u) < 0 \).
3) The map \( u \in S \mapsto t_u \in \mathbb{R} \) is of class \( C^1 \).
4) If \( P(u) < 0 \), then \( t_u < 0 \).

**Proof.** Clearly \( \Psi_u(s) \to 0^+ \) as \( s \to -\infty \), and \( \Psi_u(s) \to -\infty \) as \( s \to +\infty \), for every \( u \in S_r \).

Therefore, \( \Psi_u \) has a global maximum point \( t_u \) at positive level. To show that this is the unique critical point of \( \Psi_u \), we observe that \( \Psi_u(s) = 0 \) if and only if

\[
\mu \gamma \|u\|_q^{q-2} \|u\|_2^2 + |u|_2^{2(2^*-2)} = |\nabla u|_2^2.
\]

The left hand side, as function of \( s \in \mathbb{R} \), is positive, continuous, monotone increasing, with limits \( 0^+ \) and \(-\infty\) as \( s \to -\infty \) and \( s \to +\infty \), respectively. Therefore, equation (6.2) has exactly one solution. By maximality \( \Psi_u(t_u) \leq 0 \), and since \( t_u \ast u \in \mathcal{P} \) and \( \mathcal{P}_0 = \emptyset \), we deduce that \( t_u \ast u \in \mathcal{P}_- \).

In particular, this and Proposition 2.1 imply that \( \mathcal{P} = \mathcal{P}_- \).

The same argument used to prove the existence and uniqueness of a critical point can also be used on \( \Psi_u' \) to check that \( \Psi_u \) has exactly one inflection point. From this, point (2) in the thesis follows.

Regarding point (3), as in [47, Lemma 5.3] we apply the implicit function theorem: we let \( \Phi(s, u) = \Psi_u(s) \), and observe that \( \Phi \) is of class \( C^1 \) in the two variables \((s, u) \in \mathbb{R} \times H^1(\mathbb{R}^N) \), \( \Phi(t_u, u) = 0 \), and \( \partial_s \Phi(t_u, u) = \Psi_u''(t_u) < 0 \). Therefore, \( u \in H^1 \mapsto t_u \) is of class \( C^1 \).

Finally, for point (4) we observe that \( \Psi_u'(s) < 0 \) if and only if \( s > t_u \). Therefore, if \( P(u) = \Psi_u'(0) < 0 \), then \( t_u < 0 \).

**Lemma 6.2.** It results that \( m(a, \mu) := \inf_{u \in \mathcal{P}} E(u) > 0 \).

**Proof.** If \( P(u) = 0 \), then by the Gagliardo-Nirenberg and the Sobolev inequalities

\[
|\nabla u|_2^2 = \mu \gamma \|u\|_q^q + |u|_2^{2^*} \leq \gamma \mu \gamma \|u\|_q^q + \|u\|_2^{2^*},
\]

whence dividing by \( |\nabla u|_2^2 \) (this is possible since \( u \in S \)), and hence \( |\nabla u|_2 \neq 0 \) we deduce that

\[
\mu \gamma \|u\|_q^q \|u\|_2^{2^*-2} + S^{-2^*} |\nabla u|_2^2 \geq 1, \quad \forall u \in \mathcal{P}.
\]

This implies that \( \inf_{u \in \mathcal{P}} |\nabla u|_2 > 0 \), and hence, by definition of \( \mathcal{P} \),

\[
\inf_{u \in \mathcal{P}} \left( |u|_q^q + |u|_2^{2^*} \right) > 0,
\]

which finally gives

\[
\inf_{u \in \mathcal{P}} E(u) = \inf_{u \in \mathcal{P}} \left[ \frac{\mu q}{2} \left( \frac{2q}{q} - 1 \right) |u|_q^q + \frac{1}{N} |u|_2^{2^*} \right] > 0. \quad \square
\]

**Lemma 6.3.** There exists \( k > 0 \) sufficiently small such that

\[
0 < \sup_{u \in \mathcal{A}_k} E(u) < m(a, \mu) \quad \text{and} \quad u \in \mathcal{A}_k \implies E(u), P(u) > 0,
\]

where \( A_k := \{ u \in S : |\nabla u|_2^2 < k \} \).

**Proof.** By the Gagliardo-Nirenberg and the Sobolev inequalities

\[
E(u) \geq \frac{1}{2} |\nabla u|_2^2 - \frac{1}{q} C_\gamma^q \|u\|_2^{2^*-2} > 0,
\]

\[
P(u) \geq |\nabla u|_2^2 - \gamma q \|u\|_2^{2^*-2} > 0,
\]

if \( u \in \mathcal{A}_k \) with \( k \) small enough, since \( \gamma q > 2 \). If necessary replacing \( k \) with a smaller quantity, we also have \( E(u) \leq |\nabla u|_2^2 / 2 < m(a, \mu) \) for every \( u \in \mathcal{A}_k \).

As in the previous section, the following estimate will play a crucial role in the proof of existence of a ground state. Let \( m_r(a, \mu) := \inf_{P \in S_{r}} E(r) \), where \( S_r = S \cap H^1_{\text{rad}} \).
Lemma 6.4. If $\mu a^{(1-\gamma_0)q} < \alpha(N,q)$ defined by (6.1), then $m_{v}(a, \mu) < \frac{S_{N}}{N}$.

Proof. The structure of the proof is similar to the one of Lemma 5.3, but we have to face some complications, since therein we took advantage of the fact that $\gamma \bar{p} = 2$ in order to make direct computations in several steps. We define $u \in C_c^\infty(\mathbb{R}^N)$ and $v \in S_r$ as in Lemma 5.3 and, observing that

$$m_{v}(a, \mu) = \inf_{P \in S_r} E_{\mu} \leq E_{\mu}(t_{v,\mu} \ast v) = \max_{s \in \mathbb{R}} E_{\mu}(s \ast v),$$

we focus on an upper estimate of $\max_{s \in \mathbb{R}} E_{\mu}(s \ast v) = \max_{s \in \mathbb{R}} \Psi_{\mu}^0(s)$. It is convenient to recall that $\Psi_{v}^0$ has a unique critical point $t_{v,0}$, which is a strict maximum point, given by (5.3); the maximum level is estimated in (5.4) as

$$\Psi_{v}^0(t_{v,0}) = \frac{S_{N}}{N} + O(\varepsilon N^{-2}).$$

**Step 1) Estimate on $t_{v,\mu}$.** We denote by $t_{v,\mu} := t_{v,\mu}^*$, the unique maximum point of $\Psi_{\mu}^0$ (see Lemma 6.1). By definition $P_{t_{v,\mu}}(t_{v,\mu} \ast v) = 0$, and hence

$$|v| c_{2}^{(2-\gamma)q} = |\nabla v| c_{2}^{(2-\gamma)q} - \mu \gamma |v| c_{2}^{(2-\gamma)q} |\nabla v| c_{2}^{(2-\gamma)q} \leq |\nabla v| c_{2}^{(2-\gamma)q},$$

whence it follows that

$$c_{2}^{(2-\gamma)q} \leq \left( \frac{|\nabla v| c_{2}^{(2-\gamma)q}}{|v| c_{2}^{(2-\gamma)q}} \right)^{\frac{\gamma}{2}}.$$ (6.3)

By (6.3), and using the fact that $\gamma q > 2$,

$$e^{(2-\gamma)q} e^{(2-\gamma)q} = \left( \frac{|\nabla v| c_{2}^{(2-\gamma)q}}{|v| c_{2}^{(2-\gamma)q}} \right)^{\gamma} \leq \frac{|\nabla v| c_{2}^{(2-\gamma)q}}{|v| c_{2}^{(2-\gamma)q}}.$$

Using the asymptotic estimates in Lemma A.1, we deduce that there exist $C_1, C_2, C_3 > 0$ (depending on $N$ and $q$ but independent of $\varepsilon < 1$, $a$ and $\mu$) such that

$$\left( |\nabla v| c_{2}^{(2-\gamma)q} \right) \gamma \leq C_1, \quad \left( |u| c_{2}^{(2-\gamma)q} \right) \gamma \leq C_2,$$ (6.5)

and

$$\frac{|u|^q}{|u| c_{2}^{(1-\gamma)q}} \lesssim \begin{cases} C_2 e^{-\frac{N-\gamma q}{2}} \leq C_3 & \text{if } N \geq 5 \\ C_2 e^{-\frac{N-\gamma q}{2}} \leq C_3 & \text{if } N = 4 \\ C_2 e^{-\frac{N-\gamma q}{2}} \leq C_3 & \text{if } N = 3 \end{cases}$$ (6.6)

(in case $N = 3$, we used the fact that $6 > q > \bar{p} = 10/3 > 3$). Let $N = 3, 4$. Coming back to (6.4), estimates (6.5) and (6.6) implies that for some $a(1) \to 0$ as $\varepsilon \to 0$ it results that

$$e^{(2-\gamma)q} \geq \frac{C|u|^q}{|u| c_{2}^{(1-\gamma)q}} \left( 1 - \gamma q a(1) \frac{C_3}{C_2} \right) \geq \frac{C}{a^{\gamma q}} |u| c_{2}^{(1-\gamma)q}.$$
provided that \( \varepsilon \in (0, \varepsilon_0) \) with \( \varepsilon_0 \) sufficiently small. Therefore, if \( N = 3, 4 \) we proved that for every \( a, \mu > 0 \)

\begin{equation}
(6.7) \quad e^{(2^*-2)\varepsilon a \mu} \geq \frac{C}{\varepsilon^{2^*-2}|u_\varepsilon|^{2^*-2}}
\end{equation}

for a positive constant \( C = C(N, q, \mu, a) > 0 \), for every \( \varepsilon \in (0, \varepsilon_0) \) with \( \varepsilon_0 > 0 \) small.

If \( N \geq 5 \), in view of (6.6) the previous argument only shows that (6.7) holds if \( \gamma q \mu a(1-\gamma_q)q < C_1C_2/C_3 \). In order to obtain a more precise quantification, however, it is convenient to come back to (6.4) and observe that

\[
\frac{|u_\varepsilon|^q}{(|u_\varepsilon|^2)\frac{\gamma q -2}{\gamma q}} |u_\varepsilon|^{(1-\gamma_q)q} \leq \frac{|u_\varepsilon|^2 \frac{\gamma q -2}{\gamma q}}{|u_\varepsilon|^2 \frac{\gamma q -2}{\gamma q}} |u_\varepsilon|^{(1-\gamma_q)q} = |u_\varepsilon|^2 \frac{\gamma q -2}{\gamma q} = (|u_\varepsilon|^2 \frac{\gamma q -2}{\gamma q}).
\]

Therefore, (6.4) gives

\[
e^{(2^*-2)\varepsilon a \mu} \geq \frac{|u_\varepsilon|^2}{\alpha^{2^*-2}} \left( \frac{|\nabla u_\varepsilon|^2}{|u_\varepsilon|^2} \right)^{\gamma q -2} \left( \frac{|\nabla u_\varepsilon|^2}{|u_\varepsilon|^2} \right)^{(1-\gamma_q)q} = S\Phi \left( |u_\varepsilon|^2 \right)^{\gamma q -2} + O(\varepsilon^{N-2}),
\]

where the last estimate follows from the definition of \( u_\varepsilon \) as in (5.4). Therefore, if (1.6) holds with \( \alpha(N, q) \) defined by (6.1), using again Lemma A.1 we conclude that

\[
e^{(2^*-2)\varepsilon a \mu} \geq \frac{C}{\varepsilon^{2^*-2}|u_\varepsilon|^{2^*-2}}
\]

for a positive constant \( C = C(N, q, \mu, a) > 0 \), for every \( \varepsilon \in (0, \varepsilon_0) \) with \( \varepsilon_0 > 0 \) small.

**Step 2) Estimate on \( \sup \Psi_{\varepsilon}^\mu \).** By steps 1 and 2

\[
\sup_{\mathbb{R}} \Psi_{\varepsilon}^\mu = \Psi_{\varepsilon}^\mu (t_{\varepsilon, \mu}) = \Psi_{\varepsilon}^\mu (t_{\varepsilon, \mu}) - \frac{\mu}{q} e^{\gamma_q q t_{\varepsilon, \mu}} |u_\varepsilon|^q
\]

\[
\leq \sup_{\mathbb{R}} \Psi_{\varepsilon}^\mu - \frac{\mu C}{q a^q q} |u_\varepsilon|^q |v_{\varepsilon}^q| q
\]

\[
= \frac{1}{N} S\Phi + O(\varepsilon^{N-2}) - C \alpha(1-\gamma_q)q |u_\varepsilon|^q |v_{\varepsilon}^q| q,
\]

where \( C > 0 \) is independent of \( \varepsilon \). Similarly as in (6.6), we have that

\[
\frac{|u_\varepsilon|^q}{|u_\varepsilon|^2 (1-\gamma_q)q} \geq \begin{cases} C_4 e^{N-\frac{N-q}{2}q-\gamma(1-\gamma_q)q} & \text{if } N \geq 5 \\ C_4 e^{N-\frac{N-q}{2}q-\gamma(1-\gamma_q)q} \log \varepsilon^{\frac{\gamma q}{\gamma q}} & \text{if } N = 4 \\ C_4 e^{\frac{N-\gamma q}{\gamma q}} (1-\gamma_q)q & \text{if } N = 3 \end{cases}
\]

for a constant \( C_4 > 0 \), and hence we finally infer that \( \sup_{\mathbb{R}} \Psi_{\varepsilon}^\mu < S\Phi / N \) for any \( \varepsilon > 0 \) small enough, which is the desired result. \( \square \)

**Proof of Theorem 1.1 for** \( 2 + 4/N < q < 2^* \). We consider the augmented functional \( \tilde{E} \) defined as in (5.6), and the minimax class \( \gamma \) defined as in (5.7). Proceeding exactly as in the case \( q = \bar{q} \), we obtain a Palais-Smale sequence \( \{u_n\} \subset S \) for \( E|_{S} \) at level \( \min_{\gamma} \), with the property that \( P(u_n) \to 0 \) and \( u_n \to 0 \) a.e. in \( \mathbb{R}^N \). Then one of the two alternatives in Proposition
3.1 occurs. Let us assume that alternative (i) takes place: there exists \( \tilde{u} \in H^1 \) such that \( u_n \to \tilde{u} \) weakly in \( H^1 \), but not strongly; \( \tilde{u} \neq 0 \) solves (1.3) for some \( \lambda < 0 \), and

\[
E(\tilde{u}) \leq m_\epsilon(a, \mu) - \frac{S^+}{N} < 0.
\]

However, since \( P(\tilde{u}) = 0 \) by the Pohozaev identity and \( \gamma_q > 2 \), we also have

\[
E(\tilde{u}) = \frac{\mu}{q} \left( \frac{\gamma_q q}{2} - 1 \right) |\tilde{u}|_q^q + \frac{1}{N} |\tilde{u}|_2^2 > 0,
\]

a contradiction. This shows that necessarily alternative (ii) in Proposition 3.1 holds, namely \( u_n \to \tilde{u} \) strongly in \( H^1 \), and \( \tilde{u} \) is a real-valued radial normalized solution to (1.3)-(1.4) for some \( \tilde{\lambda} < 0 \), with energy \( m_\epsilon(a, \mu) \). By convergence, \( \tilde{u} \) is also non-negative, and it remains to prove that \( \tilde{u} \) is a ground state. It is not difficult sufficient to check, as in the \( L^2 \)-critical case, that \( \inf_{\mathbb{R}^N} E = \inf_{\mathbb{R}} E = m(a, \mu) \). The thesis follows. \( \square \)

**Remark 6.1.** As already mentioned in the introduction, assumption (1.6) enters in the upper estimate of the ground state level \( m(a, \mu) \), see Lemma 6.4, and in particular Step 2. We emphasize that, in (6.6), we could take advantage of the different integrability properties of \( u_\varepsilon \) in order to have \( \alpha = +\infty \) for \( N = 3, 4 \).

7. **Non-existence in the defocusing case \( \mu < 0 \)**

**Proof of Theorem 1.2.** 1) Let \( u \) be a constrained critical point of \( E_\mu \) on \( S_a \). Then \( u \) solves (1.3) for some \( \lambda \in \mathbb{R} \); testing (1.3) by \( \tilde{u} \), the complex conjugate of \( u \), the fact that \( \tilde{u} \) is a ground state. It is not difficult sufficient to check, as in the \( L^2 \)-critical case, that \( \inf_{\mathbb{R}^N} E = \inf_{\mathbb{R}} E = m(a, \mu) \). The thesis follows. \( \square \)

1) and 3) Let \( u \) be a solution to (1.7) for some \( \lambda \in \mathbb{R}, \mu < 0 \). A Brezis-Kato argument [17] implies that \( u \) is smooth, and is in \( L^\infty(\mathbb{R}^N)^3 \); thus, \( |\Delta u| \in L^\infty(\mathbb{R}^N) \) as well, and standard gradient estimates for the Poisson equation (see formula (3.15) in [30]) imply that \( |\nabla u| \in L^\infty(\mathbb{R}^N) \). This and the fact that \( u \in L^2(\mathbb{R}^N) \) imply that \( u(x) \to 0 \) as \( |x| \to \infty \). As a consequence, using the fact that \( \lambda > 0 \) by point 1, we have that

\[
-\Delta u = (\lambda + \mu u^{q-2} + u^{2^* - 2})u \geq \frac{\lambda}{2} u > 0 \quad \text{for} \quad |x| > R_0, \quad \text{with} \quad R_0 > 0 \quad \text{large enough;}
\]

that is, \( u \) is superharmonic at infinity. By the Hadamard three spheres theorem [45, Chapter 2], this implies that the function \( m(r) := \min_{|x| = r} u(x) \) satisfies

\[
m(r) \geq m(r_1)(r^{2-N} - r_2^{2-N}) + m(r_2)(r_1^{2-N} - r_2^{2-N}) \quad \forall R_0 < r_1 < r < r_2.
\]

\( ^3 \)Since we did not find a precise reference for the global boundedness of \( u \), we included a proof in Appendix B.
Since \( u \) decays at infinity, we have that \( m(r_2) \to 0 \) as \( r_2 \to +\infty \), and hence taking the limit we infer that \( r \mapsto r^{1.6}m(r) \) is monotone non-decreasing for \( r > R_0 \). Notice also that \( m(r) > 0 \) for every \( r > 0 \), since \( u > 0 \) in \( \mathbb{R}^N \). Therefore,
\[
m(r) \geq m(R_0)R_0^{N-2}r^{2-N} \quad \forall r > R_0,
\]
and this finally implies that
\[
(7.1) \quad |u|^p \geq C \int_{R_0}^{+\infty} |m(r)|^pyr^{-1}dr \geq C \int_{R_0}^{+\infty} r^{p(2-N)+N-1}dr,
\]
with \( C > 0 \). If \( N = 3, 4 \), since \( u \in H^1(\mathbb{R}^N) \) we have that \( u \in L^{N/2}(\mathbb{R}^N) \). This choice of \( p \) in (7.1) yields
\[
|q|^{N/q} \geq C \int_{R_0}^{+\infty} \frac{dr}{r} = +\infty,
\]
a contradiction. If instead \( N \geq 5 \), the fact that \( u \in H^1(\mathbb{R}^N) \) does not imply that \( u \in L^{N/2}(\mathbb{R}^N) \) or that \( u \in L^p(\mathbb{R}^N) \) for some \( p \in (0, N/(N-2)] \). But, imposing such condition as an assumption, we still reach a contradiction. \( \square \)

**Remark 7.1.** The use of the three sphere theorem in the proof of non-existence results under suitable integrability condition is already present in the literature. We refer for instance to [36, Lemma A.2].

8. Behavior of ground states when \( \mu \to 0^+ \)

In this section we prove Theorem 1.4.

**Proof of Theorem 1.4 for** \( 2 < q < 2 + 4/N \). We recall that \( \bar{u}_\mu \) is characterized as an interior local minimizer of \( E_\mu \) on \( \{ u \in S_\alpha : |\nabla u|^2 < R_0 \} \), where \( R_0(a, \mu) \) is defined by Lemma 4.1. Exactly as in [47], it is possible to check that \( R_0 = R_0(a, \mu) \to 0 \) as \( \mu \to 0^+ \), then \( |\nabla \bar{u}_\mu|^2 < R_0(a, \mu) \to 0 \) as well. Moreover, by the Gagliardo-Nirenberg and the Sobolev inequalities
\[
0 > m(a, \mu) = E_\mu(\bar{u}_\mu) \geq \frac{1}{2} |\nabla \bar{u}_\mu|^2 - \frac{\mu}{q} \frac{a}{q(1-\gamma_a)q} C^N_{N,q} |\nabla \bar{u}_\mu|^\gamma_q - \frac{1}{2^{*}S^2} |\nabla \bar{u}_\mu|^2 \to 0
\]
as \( \mu \to 0^+ \). \( \square \)

Let us consider now the more complicated case \( 2 + 4/N \leq q < 2^* \).

**Lemma 8.1.** Let \( a > 0 \), and let \( \mu \geq 0 \) be such that (1.6) is satisfied. Then
\[
\inf_{u \in \mathcal{P}_{a,\mu}} E_\mu(u) = \inf_{u \in S_{a}} \max_{s \in \mathbb{R}} E_\mu(s \ast u).
\]

**Proof.** Since \( 2 + 4/N \leq q < 2^* \) and \( \mu \geq 0 \), we know from Lemmas 5.1 and 6.1 that \( \mathcal{P}_{a,\mu} = \mathcal{P}_{a,\mu}^\mu \), that for every \( u \in S_{a} \) there exists a unique \( t_{u,\mu} \in \mathbb{R} \) such that \( t_{u,\mu} \ast u \in \mathcal{P}_{a,\mu} \), and that \( t_{u,\mu} \) is a strict maximum point for \( \Psi^\mu_u \) (for the case \( \mu = 0 \), see the proof of Proposition 2.2). Thus, if \( u \in \mathcal{P}_{a,\mu} \), we have that \( t_{u,\mu} = 0 \), and
\[
E_\mu(u) = \max_{s \in \mathbb{R}} E_\mu(s \ast u) \geq \inf_{v \in S_{a}} \max_{s \in \mathbb{R}} E_\mu(s \ast v).\]

On the other hand, if \( u \in S_{a} \), then \( t_{u,\mu} \ast u \in \mathcal{P}_{a,\mu} \), and hence
\[
\max_{s \in \mathbb{R}} E_\mu(s \ast u) = E_\mu(t_{u,\mu} \ast u) \geq \inf_{v \in \mathcal{P}_{a,\mu}} E_\mu(v). \quad \square
\]

**Lemma 8.2.** Let \( a > 0 \), and let \( \tilde{\mu} > 0 \) satisfy (1.6) for this choice of \( a \). Then the function \( \mu \in [0, \tilde{\mu}] \mapsto m(a, \mu) \in \mathbb{R} \) is monotone non-increasing.
Proof. Let $0 \leq \mu_1 \leq \mu_2 \leq \tilde{\mu}$. By Lemma 8.1 we have that

\[
m(a, \mu_2) = \inf_{u \in S_m} \max_{s \in \mathbb{R}} E_{\mu_2}(s * u) = \inf_{u \in S_m} E_{\mu_2}(t_{u, \mu_2} * u)
= \inf_{u \in S_m} \left[ E_{\mu_1}(t_{u, \mu_2} * u) + \frac{\mu_1 - \mu_2}{q} e^{\gamma q q a_{\mu_2} |u|^q} \right] \leq \inf_{u \in S_m} \max_{s \in \mathbb{R}} E_{\mu_1}(s * u) = m(a, \mu_1).
\]

Proof of Theorem 1.4 for $2 + 2/N \leq q < 2^*$. Let $a > 0$, and let $\tilde{\mu} > 0$ satisfy (1.6) for this choice of $a$. At first, we show that the family of positive radial ground states $\{ \tilde{u}_\mu : 0 < \mu < \tilde{\mu} \}$ is bounded in $H^1$. If $q = \tilde{\mu}$, then by Lemma 8.2, and using the fact that $P_{\mu}(\tilde{u}_\mu) = 0$, we have that

\[
m(a, 0) \geq m(a, \mu) = E_{\mu}(\tilde{u}_\mu) = \frac{1}{N} |\nabla \tilde{u}_\mu|^2_2 + \frac{2 \mu}{N \tilde{\mu}} |\tilde{u}_\mu|^p \geq \frac{1}{N} \left( 1 - \frac{2 \tilde{\mu}}{p} C_N^{\tilde{\mu}} a^{2^*} \right) |\nabla \tilde{u}_\mu|^2_2.
\]

If $\tilde{\mu} < q < 2^*$, in a similar way we note that

\[
m(a, 0) \geq m(a, \mu) = E_{\mu}(\tilde{u}_\mu) = \frac{1}{N} |\nabla \tilde{u}_\mu|^2_2 + \frac{\mu}{q} \left( \frac{\gamma q q - 1}{2} \right) |\tilde{u}_\mu|^q_2,
\]

since $\gamma q > 2$, we deduce that $\{ \tilde{u}_\mu \}$ is bounded in $L^q \cap L^{2^*}$, and hence, since $P_{\mu}(\tilde{u}_\mu) = 0$, it is also bounded in $H^1$. Since in particular $\{ \tilde{u}_\mu \}$ is bounded in $L^q$, the associated sequence $\{ \tilde{\lambda}_\mu \}$ of negative Lagrange multipliers tends to $0$:

\[
\tilde{\lambda}_\mu a^2 = |\nabla \tilde{u}_\mu|^2_2 - \mu |\tilde{u}_\mu|^q_2 - |\tilde{u}_\mu|^2_2 = \mu (\gamma q - 1) |\tilde{u}_\mu|^q_2 \to 0 \quad \text{as } \mu \to 0^+.
\]

Therefore, we deduce that up to a subsequence $\tilde{u}_\mu \rightharpoonup \tilde{u}$ weakly in $H^1$, in $D^{1,2}$, and in $L^{2^*}$; $\tilde{u}_\mu \to \tilde{u}$ strongly in $L^q$ and a.e. in $\mathbb{R}^N$: $|\nabla \tilde{u}_\mu|^2_2 \to \ell \geq 0$; $\lambda_\mu \to 0$.

We claim that $\ell \neq 0$. Indeed, if $\ell = 0$, then $\tilde{u}_\mu \to 0$ strongly in $D^{1,2}(\mathbb{R}^N)$, and hence $E_{\mu}(\tilde{u}_\mu) \to 0$. However, by Lemma 8.2 we know that $E_{\mu}(\tilde{u}_\mu) \geq m(a, \tilde{\mu}) > 0$ for every $0 < \mu < \tilde{\mu}$, a contradiction.

Now, passing to the limit in the identity $P_{\mu}(\tilde{u}_\mu) = 0$, we deduce that

\[
|\tilde{u}_\mu|^q_2 = |\nabla \tilde{u}_\mu|^2_2 - \mu q |\tilde{u}_\mu|^2_2 \to \ell \quad \text{as } \mu \to 0^+
\]
as well. Therefore, by the Sobolev inequality $\ell \geq S^{\frac{q}{2}}$, which implies that $\ell \geq S^{\frac{q}{2}}$, since $\ell \neq 0$.

On the other hand, we also have

\[
\ell = \lim_{\mu \to 0^+} \left( \frac{1}{N} |\nabla \tilde{u}_\mu|^2 \right) - \frac{\mu}{q} \left( 1 - \frac{\gamma q q}{2^*} \right) |\tilde{u}_\mu|^q_2 \leq m(a, 0) = \frac{S^{\frac{q}{2}}}{N},
\]

by Lemma 8.2 and Proposition 2.2. This finally gives $\ell = S^{\frac{q}{2}}$, and the thesis follows.

\[\square\]

Remark 8.1. It is natural to wonder if it is possible to characterize the asymptotic behavior of $\tilde{u}_\mu$, and not only of $|\nabla \tilde{u}_\mu|^2_2$. This is a delicate problem. Indeed, in the above proof, by weak convergence the weak limit $\tilde{u}$ solves

\[-\Delta \tilde{u} = \tilde{u}^{2^*-1}, \quad \tilde{u} \geq 0 \quad \text{in } \mathbb{R}^N, \quad \tilde{u} \in H^1_{\text{rad}}(\mathbb{R}^N),
\]

and we have two possible alternatives: $\tilde{u} \equiv 0$, or else $\tilde{u} \neq 0$. The second alternative cannot hold if $N = 3, 4$, since the above problem has only the trivial solution in such cases. Therefore, in dimension $N = 3, 4$ we have that $|\nabla \tilde{u}_\mu|^2_2 \to S^{\frac{q}{2}}$, but $\tilde{u}_\mu \to 0$ in $H^1$. In higher dimension, we think that it is natural to conjecture that $\tilde{u}$ is an element of the family $U_{\varepsilon, 0}$, defined in (2.2).

9. Dynamical properties

In this section we briefly describe the proof of Theorems 1.3, 1.6, and of Proposition 1.5, which can be easily derived from similar results already proved in [47]. We often omit the dependence on $a$ and $\mu$. 

Conclusion of the proof of Proposition 1.5. In proving Theorem 1.1, we have already shown that $\mathcal{P}$ is a smooth manifold of codimension 1 on $S$, and that point (1) and (2) in the thesis hold. It only remains to show that $\mathcal{P}$ is a natural constraint. This can be done exactly as in [47, Proposition 1.11].

Proof of Theorem 1.6. We can proceed by repeating word by word the proof of [47, Theorem 1.13 - finite time blow-up]. Note that the existence and uniqueness of a maximum point $t_{u,\mu}$ for the fiber map $\Psi_\mu$, which is needed in the proof, follows here from Lemmas 4.2, 5.1, and 6.1. Moreover, we mention that the assumption $|x|u \in L^2(\mathbb{R}^N)$ is used in order to exploit the virial identity, see e.g. [51, Lemma 6.1].

Proof of Theorem 1.3. In order to characterize the set of ground states as in (1.8), it is possible to argue as in the Sobolev subcritical cases: if $2 < q < 2 + 4/N$, we refer to [47, Theorem 1.4], while for $2 + 4/N \leq q < 2^*$ we refer to [47, Theorem 1.7].

The strong instability of the ground states when $2 + 4/N \leq q < 2^*$ can be proved again as in [47, Theorem 1.7], using Theorem 1.6.

**Appendix A. Some useful estimates**

We collect several estimates regarding the asymptotic behavior of integrals involving the standard bubble. Similar estimates are contained e.g. in [19]. We recall the definition (5.2) of $U_\varepsilon$, the bubble in $\mathbb{R}^N$ centered in the origin, with concentration parameter $\varepsilon$. We use the notation

$$K_1 := |\nabla U_\varepsilon|^2, \quad K_3 := |U_\varepsilon|^2 \quad \forall N \geq 5$$

$$K_2 := |U_\varepsilon|^2, \quad K_4 := |U_\varepsilon|^q \quad \forall q > \frac{N}{N-2}, \quad \forall N \geq 3.$$ 

Since $U_\varepsilon$ is extremal for the Sobolev inequality, we have that $K_1/K_2 = S$.

Let also $\varphi \in C^\infty(\mathbb{R}^N)$ be a radial cut-off function with $\varphi \equiv 1$ in $B_1$, $\varphi \equiv 0$ in $B_2^c$, and $\varphi$ radially decreasing.

**Lemma A.1.** Denoting by $u_\varepsilon := \varphi U_\varepsilon$, and by $\omega$ the area of the unit sphere in $\mathbb{R}^N$, we have:

$$|\nabla u_\varepsilon|^2 = K_1 + O(\varepsilon^{N-2})$$

$$|u_\varepsilon|^2 = \begin{cases} K_2 + O(\varepsilon^N) & \text{if } N \geq 4 \\ K_2 + O(\varepsilon^2) & \text{if } N = 3 \end{cases}$$

$$|u_\varepsilon|^3 = \begin{cases} \varepsilon^2 K_3 + O(\varepsilon^{N-2}) & \text{if } N \geq 5 \\ \omega |\log \varepsilon| + O(\varepsilon^2) & \text{if } N = 4 \\ \omega \left( \int_0^\varepsilon \varphi(r) \, dr \right) \varepsilon + O(\varepsilon^2) & \text{if } N = 3 \end{cases}$$

$$|u_\varepsilon|^q = \varepsilon^{N-\frac{N-2}{q}} \left( K_4 + O(\varepsilon^{(N-2)q-N}) \right) \quad \text{if } N \geq 4 \text{ and } q \in (2,2^*),$$

$$\text{and if } N = 3 \text{ and } q \in (3,6).$$

as $\varepsilon \to 0$.

**Proof.** We observe that

$$u_\varepsilon(x) = \varepsilon^{\frac{N-2}{2}} \frac{\varphi(x)}{(\varepsilon^2 + |x|^2)^{\frac{N-2}{2}}}.$$ 

Therefore, the first three estimates follow as in (1.11)-(1.13) and (1.27)-(1.29) in [19]. Concerning the $L^q$ norm of $u_\varepsilon$, we observe that if either $N \geq 4$ and $q \in (2,2^*)$, or $N = 3$ and $q \in (3,6)$, we
have \( q > N/(N-2) \). Hence \( U_\varepsilon \in L^q(\mathbb{R}^N) \), and more precisely
\[
|u_\varepsilon|^q = \int_{\mathbb{R}^N} \varphi^q(x) \left( \frac{\varepsilon}{\varepsilon^2 + |x|^2} \right)^{\frac{N-2}{2}} dx = \varepsilon^{N-\frac{N-2}{2}} \int_{\mathbb{R}^N} \varphi^q(\varepsilon y) \left( \frac{1}{1 + |y|^2} \right)^{\frac{N-2}{2}} dy
\]
and the desired estimate follows from the fact that
\[
\left| \int_{\mathbb{R}^N} (\varphi^q(\varepsilon y) - 1) \left( \frac{1}{1 + |y|^2} \right)^{\frac{N-2}{2}} dy \right| \leq \omega \int_{1/\varepsilon}^{\infty} \varepsilon^{N-1-(N-2)q} dr = \frac{\omega}{(N-2)q-N} \varepsilon^{(N-2)q-N}.
\]

**APPENDIX B. BOUNDEDNESS OF SOLUTIONS**

In this appendix we present a proof of the following fact, which we think is known, but for which we could not find a proper reference.

**Proposition B.1.** Let \( f : \mathbb{R}^{N+1} \to \mathbb{R} \) be such that
\[
|f(x,s)| \leq C_0(|s|^{p-1} + |s|^{q-1}), \quad \text{for some} \quad p \in [2,2^*], \quad C_0 > 0.
\]
If \( u \in D^{1,2}(\mathbb{R}^N) \cap L^p(\mathbb{R}^N) \) is a real valued weak solution to
\[
-\Delta u = f(x,u) \quad \text{in} \quad \mathbb{R}^N,
\]
then \( u \in L^\infty(\mathbb{R}^N) \).

The following proof is contained in some unpublished notes of Miguel Ramos, and was communicated to us by Hugo Tavares, to which we express our gratitude.

**Proof.** By (B.1), we have that
\[
-\Delta u = a(x)u \quad \text{in} \quad \mathbb{R}^N, \quad \text{where} \quad |a(x)| = \frac{|f(x,u(x))|}{|a(x)|} \leq C_0(|u(x)|^{p-2} + |u(x)|^{q-2}).
\]
Thus, if \( x \in \{|a(x)| > C_1\} \) with \( C_1 > 2C_0 \), we have that \(|u(x)| > 1\), and \(|a(x)| \leq 2C_0|u(x)|^{p-2-2} \). This shows that \(|a|_{\chi_{\{|a| > C_1\}}} \in L^{N/2}(\mathbb{R}^N)\), and implies that
\[
\varepsilon(K) := \left( \int_{\{|a| > K\}} |a|^{\frac{p}{2}} \right)^{\frac{2}{p}} \to 0 \quad \text{as} \quad K \to \infty.
\]
Using this fact, it is not difficult to use a classical Brezis-Kato argument as in \cite{17} (or \cite{48, Appendix B}) and show that \( u \in L^q(\mathbb{R}^N) \) for every \( q \in [p, +\infty) \), and moreover that \(|u|^{q+1} \in H^1(\mathbb{R}^N)\) for every \( s \geq (p-2)/2 \). For any such \( s \), let \( w := |u|^{q+1} \). We observe that
\[
\nabla u : \nabla (|u|^{2s} u) = \frac{2s + 1}{(s+1)^2} |\nabla|u|^{q+1}|^2 \geq \frac{1}{s+1} |\nabla|u|^{q+1}|^2 = \frac{1}{s+1} |\nabla w|^2.
\]
Hence, testing the equation of \( u \) with \(|u|^{2s} u \), we obtain
\[
\int_{\mathbb{R}^N} |\nabla w|^2 \leq \alpha \int_{\mathbb{R}^N} |a| w^2,
\]
where we set \( \alpha := s+1 \) in order to simplify the notation; note that, by (B.2),
\[
a \in L^p(\{|u| > 1\}) \quad \text{for every} \quad q \in \left[\frac{p}{2^* - 2}, +\infty\right).
\]
Let then \( q > \max\{2p/(2^* - 2), N\} \), in such a way that
\[
C_2 := \left| \left| a \chi_{\{|u| > 1\}} \right| \right|_q < +\infty, \quad \text{and} \quad 2^* > \frac{2q}{q - 2} =: \bar{q}.
\]
By the Hölder and the Sobolev inequalities
\[
|w|^2 \leq C \int_{\mathbb{R}^N} |\nabla w|^2 \leq C \alpha \int_{\{|u| \leq 1\}} |a|^p + C \alpha \int_{\{|u| > 1\}} |a|^2 \leq C \alpha |u|^2 + C_2 \alpha |w|_q^2.
\]
Since \( w = |u|^{s+1} = |u|^s \), we infer that
\[
\text{(B.3)} \quad |u|_{a\bar{q}}^{\alpha q} = \left| a^{\alpha q} \right| \leq (C \alpha)^{\frac{1}{q}} (1 + |u|_{a\bar{q}}).
\]
Using this estimate, we can finally show that \( |u|_r \) is uniformly bounded for a sequence of diverging exponents \( r_n \to +\infty \). If \( |u|_r \leq 1 \) for a sequence \( r \to \infty \), then there is nothing to prove, therefore we can suppose that \( |u|_r > 1 \) for every \( r \) large enough. Thus, estimate (B.3) gives
\[
\text{(B.4)} \quad |u|_{a\bar{q}}^{\alpha q} \leq (C \alpha)^{\frac{1}{q}} |u|_{a\bar{q}}
\]
for every \( \alpha = s + 1 \) with \( s \geq (p - 2)/2 \). In particular, taking \( \alpha = (2^*/\bar{q})^{i+k} \) with \( i \in \mathbb{N} \) and \( k \) large enough, and iterating (B.4), we deduce that
\[
|u|_{(2^*/\bar{q})^{i+k}} \leq \prod_{i=0}^{n-1} \left( C \left( \frac{2^*}{\bar{q}} \right)^{k+i} \right)^{-(k+i)} |u|_{(2^*/\bar{q})^k} = \exp \left\{ \sum_{i=0}^{n-1} \left( \frac{2^*}{\bar{q}} \right)^{-(k+i)} \log \left( C \left( \frac{2^*}{\bar{q}} \right)^{k+i} \right) \right\} |u|_{(2^*/\bar{q})^k}.
\]
Taking the limit as \( n \to +\infty \), and using the converge of the sum inside the brackets (since \( 2^* > \bar{q} \)), we deduce that
\[
\lim_{n \to +\infty} |u|_{r_n} \leq C |u|_{(2^*/\bar{q})^{k+n}} =: \bar{C}, \quad \text{for} \quad r_n := \bar{q} \left( \frac{2^*}{\bar{q}} \right)^{k+n} \to +\infty.
\]
It is not difficult at this point to infer that \( u \in L^\infty(\mathbb{R}^N) \): indeed, for any \( K > \bar{C} \), we have that
\[
|\{|u| > K\}| \leq |u|_{r_n} \leq \bar{C} \quad \Rightarrow \quad |\{|u| > K\}| \leq \left( \frac{\bar{C}}{K} \right)^{r_n} \to 0
\]
as \( n \to \infty \), since \( \bar{C} < K \) and \( r_n \to \infty \).

\[\square\]
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