Recognizability for sequences of morphisms
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Abstract. We investigate different notions of recognizability for a free monoid morphism \( \sigma : A^* \to B^* \). Full recognizability occurs when each (aperiodic) point in \( B^\mathbb{Z} \) admits at most one tiling with words \( \sigma(a) \), \( a \in A \). This is stronger than the classical notion of recognizability of a substitution \( \sigma : A^* \to A^* \), where the tiling must be compatible with the language of the substitution. We show that if \( |A| = 2 \), or if \( \sigma \)'s incidence matrix has rank \( |A| \), or if \( \sigma \) is permutative, then \( \sigma \) is fully recognizable. Next we investigate the classical notion of recognizability and improve earlier results of Mossé [Puissances de mots et reconnaissabilité des points fixes d’une substitution. Theoret. Comput. Sci. 99(2) (1992), 327–334] and Bezuglyi et al [Aperiodic substitution systems and their Bratteli diagrams. Ergod. Th. & Dynam. Sys. 29(1) (2009), 37–72], by showing that any substitution is recognizable for aperiodic points in its substitutive shift. Finally we define recognizability and also eventual recognizability for sequences of morphisms which define an \( S \)-adic shift. We prove that a sequence of morphisms on alphabets of bounded size, such that compositions of consecutive morphisms are growing on all letters, is eventually recognizable for aperiodic points. We provide examples of eventually recognizable, but not recognizable, sequences of morphisms, and sequences of morphisms which are not eventually recognizable. As an application, for a recognizable sequence of morphisms, we obtain an almost everywhere bijective correspondence between the \( S \)-adic shift it generates, and the measurable Bratteli–Vershik dynamical system that it defines.
1. Introduction

Given a substitution $\sigma : A \to A^+$, and a long enough word $w$ in the language generated by $\sigma$, recognizability is a form of injectivity of $\sigma$ that allows one to uniquely desubstitute most of $w$ to another word $v$, i.e. express $w$ as a concatenation of substitution words dictated by the letters in $v$, with $v$ traditionally required to be in the substitution’s language. Martin [Mar73] defined a notion of recognizability, and established it for a family of substitutions on a two-letter alphabet. Mossé [Mos92, Mos96] showed that primitive aperiodic substitutions are recognizable, working with a combinatorial definition of recognizability; see §2.1 for definitions of these and other basic terms.

In [BKM09], Bezuglyi, Kwiatkowski, and Medynets extended recognizability to all substitutive shifts that contain no shift-periodic points; their proof differs essentially from Mossé’s. Recognizability has also been widely studied in word combinatorics, under the term circularity, in the context of D0L-systems, see e.g. [Cas94, KS14, MS93], and in the study of self similar tilings, where it is called the unique composition property. Solomyak [Sol98] uses methods similar to Mossé’s to show that a translationally finite self-affine tiling of $\mathbb{R}^d$ has the unique composition property if and only if it is not periodic.

For substitutions, the combinatorial formulation of recognizability that Mossé uses is strongly related to the requirement above that a point be ‘uniquely’ desubstitutable; see Definition 2.1 and Remark 2.2. Since a bi-infinite point will have infinitely many desubstitutions, uniqueness is to be understood modulo shift orbits, i.e. recognizability occurs as long as all possible desubstitutions of a point are obtained using only the shift orbit of a single point. In a dynamical context, this form of recognizability implies the presence of a natural sequence of refining (Kakutani–Rohlin) partitions which are used extensively in key works on substitutive dynamical systems; see also §6. Before the work of Mossé, authors assumed their substitutions were recognizable. For example, Host [Hos86] assumed recognizability to characterize the eigenvalues of a primitive recognizable substitutive shift, and similarly, Anderson and Putnam [AP98] assume the unique composition property to show that the dynamics of the substitution on the space of tilings is topologically conjugate to a shift on a stationary inverse limit.

In Definitions 2.1 and 4.1, we extend the notion of recognizability to a more general setting. While we still require unique desubstitutability, we change, or extend, the set of points to which we can desubstitute.

We investigate establishing recognizability in the following contexts. In the first, we ask when a single morphism $\sigma : A \to B^+$ is recognizable in $A^\mathbb{Z}$, and not only with respect to the closure of the shift orbit of one point; see §3. More precisely, given a morphism and a point $y \in B^\mathbb{Z}$, when does $y$ have a unique desubstitution $y = T^k \sigma(x)$ with $T$ the shift and $x \in A^\mathbb{Z}$? A question of this nature was recently discussed by Bédaride, Hubert and Leplaideur in [BHL15] (see also [Emm17]) where they study the desubstitutions of points in a substitutive shift by points in the full shift. The authors were led to this question in the framework of thermodynamic formalism and Ruelle renormalization operators for potentials.

The second context, which is in fact where we began our investigations, concerns the recognizability of a sequence of free group morphisms $\sigma = (\sigma_n)_{n \geq 0}$ with $\sigma_n : A_{n+1} \to A_n^+$. Such a sequence defines an $S$-adic shift, generated by iterations of the form
\(\sigma_0 \circ \sigma_1 \circ \cdots \circ \sigma_n; \) see §4.1 for the definition. If \(\sigma_n = \sigma_0\) for all \(n \geq 0\), then we are in the classical stationary case of a substitutive shift. In fact, \(\sigma\) defines a sequence \((X^{(n)}_{\sigma}, T)_{n \geq 0}\) of shift spaces, and here, by recognizability of \(\sigma_n\), we mean that any point in \((X^{(n)}_{\sigma}, T)\) can be desubstituted in a unique way using \(\sigma_n\) and points in \(X^{(n+1)}_{\sigma}\). We distinguish between recognizability of \(\sigma\), where each \(\sigma_n\) is recognizable, and eventual recognizability, where all but finitely many morphisms \(\sigma_n\) are recognizable. In §4.2, we give examples of \(S\)-adic shifts that are eventually recognizable but not recognizable, as well as examples of non-eventually recognizable \(S\)-adic shifts.

We have three main results. The first is Theorem 3.1, which concerns the recognizability of a single morphism \(\sigma : A \to B^+\). In particular, we show, for a large family of morphisms and for any \(x \in A^\mathbb{Z}\), that if \(\sigma(x)\) is not shift-periodic, then \(\sigma(x)\) essentially has no other desubstitutions than those involving \(x\). In particular, if \(|A| = 2\), or the rank of \(\sigma\)’s incidence matrix is \(|A|\), or \(\sigma\) is rotationally conjugate to a left (or right) permutative morphism, then our results apply. Here, a morphism \(\sigma : A \to B^+\) is left (right) permutative if the first (last) letters of \(\sigma(a)\) and \(\sigma(b)\) are different for all distinct \(a, b \in A\). This latter condition generalizes one in [BHL15], where the authors assume that a substitution is both left and right permutative (also called marked) to obtain a similar result. As the incidence matrix of any \(k\)-bonacci substitution has full rank, our results include those of Emmé concerning unique desubstitutions in [Emm17]. Theorem 3.1 leads to Theorem 4.6, where we identify a large class of sequences of morphisms that are recognizable for aperiodic points, namely sequences where each morphism is fully recognizable for aperiodic points: morphisms defined on a two-letter alphabet, morphisms with full rank, and morphisms being rotationally conjugate to a left (or right) permutative morphism.

Our second principal result is Theorem 5.1. There we assume that we work with \(S\)-adic shifts where the sequence \(\sigma = (\sigma_n)_{n \geq 0}\) of morphisms is defined on alphabets of bounded size and \(\sigma\) is everywhere growing, i.e. the length of the words \(\sigma_0 \circ \sigma_1 \circ \cdots \circ \sigma_n(a)\) tends to \(\infty\) for all \(a \in A_{n+1}\) as \(n\) tends to infinity. With these assumptions, we show that \(\sigma\) is eventually recognizable for aperiodic points. We can relax the assumption of bounded alphabets to \(\lim_{n \to \infty} \inf |A_n| < \infty\) and replace the everywhere growing condition by assuming that the points in each \(X^{(n)}_{\sigma}\) generate a bounded number of languages. This holds in particular for minimal shifts \((X^{(n)}_{\sigma}, T)\), as in this case all points in \(X^{(n)}_{\sigma}\) define the same language. We also give a bound on the level \(n\) after which \(\sigma\) is recognizable, in terms of the size of the alphabets and the number of different sets of subwords.

A slight modification of Theorem 5.1 gives us our third main result, Theorem 5.3, where we show that each substitution is (classically) recognizable for aperiodic points in its substitutive shift. This extends the results of [BKM09], where aperiodicity of the whole shift was required.

Our proofs are inspired by the result of Downarowicz and Maass in [DM08], where it is shown that Bratteli–Vershik topological dynamical systems are either expansive or conjugate to an odometer. In [BKM09], Bezuglyi et al had already harvested [DM08] to establish recognizability for aperiodic substitutive shifts. Our results can thus be seen as an extension of these two works; we discuss in §5 the challenges we have to overcome. We mention here that Mossé’s proof heavily depends on stationarity, and the fact that primitive substitution languages are power-free, and we have neither of these properties in
our non-stationary setting. We also note that Crabb, Duncan and McGregor [CDM10] have recently revisited the (flawed) recognizability approach of Martin [Mar73] for a two-letter alphabet, and their proof of recognizability can be generalized to obtain recognizability of infinite \( S \)-adic shifts on a two-letter alphabet.

We came to these questions of recognizability for \( S \)-adic shifts for the following reason. Under mild conditions, if \( \sigma \) is recognizable, then \((X_\sigma, T)\) is almost conjugate to the natural Bratteli–Vershik system \((X_B, \varphi)\) associated with \( \sigma \) (Theorem 6.5; see §6 for all definitions). The latter is not a topological dynamical system, but one that is defined on a set of full mass for any appropriate probability measure on \( X_B \). By an almost conjugacy \( \Phi \) of \((X, T)\) and \((Y, S)\), we mean that \( \Phi \) is a measurable conjugacy when \((X, T)\) and \((Y, S)\) are equipped with any invariant fully supported probability measure. The principal requirement is that our \( S \)-adic system has a generating sequence of partitions, and recognizability gives us this. A correspondence between the \( S \)-adic shift and the natural Bratteli–Vershik system that it defines has been established for primitive substitutive shifts by Livshits and Vershik in [VL92], and Canterini and Siegel in [CS01a, CS01b]. In some cases, namely when the substitution is proper, the almost conjugacy is in fact topological [DHS99]. However our approach (developed in §6), like in [VL92] and [CS01a, CS01b], is to drop the requirement that the Vershik map be everywhere continuous. One exception is Theorem 6.10, where we prove that for minimal tree shifts \((X, T)\), the natural Bratteli–Vershik system \((X_B, \varphi)\) associated with a return time \( S \)-adic representation of \((X, T)\) is topologically conjugate to \((X, T)\). Finally we remark that Durand and Leroy [DL12] show that minimal shifts, whose complexity difference function is at most two, have \( S \)-adic representations which are topologically conjugate to a mild modification of the natural Bratteli–Vershik system that they define.

As applications of recognizability, let us quote estimates on the number of invariant measures, on the rank, characterization of spectral eigenvalues, applications to automorphism groups [DDMP16] and to the Schützenberger group of minimal substitutive shifts [AC13], and in the context of tiling spaces and related aperiodicity issues, see also [Sol98, HRS05, FS14, AR16].

We briefly describe the contents of the paper. In §2, we provide basic definitions and investigate the relations between the dynamical version of recognizability and the combinatorial one. In §3, we provide sufficient conditions for full recognizability of a morphism. In §§4 and 5 we describe our results on \( S \)-adic shifts, and we stress the difference between eventual recognizability and recognizability in §4.2. Finally in §6, we discuss the implications of recognizability in terms of an \( S \)-adic shift’s natural representation as a Bratteli–Vershik system.

2. Recognizability

2.1. Definitions of recognizability. Let \( A \) be a finite alphabet. Then \( A^* \) is the free monoid of all (finite) words over \( A \) under the operation of concatenation, \( A^+ \) the set of all non-empty words over \( A \), moreover, \( A^\mathbb{N} \) and \( A^\mathbb{Z} \) denote the one-sided and two-sided infinite sequences over \( A \), respectively. Let \( A, B \) be finite alphabets and let \( \sigma : A^* \to B^* \) be a non-erasing morphism (also called a substitution if \( A = B \)). By non-erasing, we mean that the image of any letter is a non-empty word. We will abuse notation and write
\(\sigma : A \to B^+\). We stress the fact that all morphisms are assumed to be non-erasing in the following. Using concatenation, we extend \(\sigma\) to \(A^\N\) and \(A^\Z\). The **incidence matrix** of the morphism \(\sigma\) is the \(|B| \times |A|\) matrix \(M_\sigma = (m_{ij})\) with \(m_{ij}\) being the number of occurrences of \(i\) in \(\sigma(j)\). Its rank is denoted by \(\text{rk}(M_\sigma)\); we stress the fact that \(M_\sigma\) is not necessarily a square matrix. We define the total length of \(\sigma\) as \(||\sigma|| = \sum_{a \in A} |\sigma(a)|\), where \(|w|\) denotes the length of a finite word \(w\).

We use letters \(x, y, z\) to denote points in two-sided shift spaces \(A^\Z\). We equip the latter with the metrizable product topology, where \(A\) is endowed with the discrete topology. The **language** \(L_x\) of \(x = (x_n)_{n \in \Z} \in A^\Z\) is the set of all its subwords (or factors) \(x_{[i,j]}\), \(i \leq j\), with \(x_{[i,j]} = x_i x_{i+1} \cdots x_{j-1}\).

Let \(T : A^\Z \to A^\Z\) denote the (two-sided) left-shift map \((x_n)_{n \in \Z} \mapsto (x_{n+1})_{n \in \Z}\). Then \(x \in A^\Z\) is periodic if \(T^k(x) = x\) for some \(k \geq 1\), aperiodic otherwise. Recall that a shift \((X, T)\) is a dynamical system with \(X\) a closed, shift-invariant subset of \(A^\Z\). A shift \((X, T)\) is said to be aperiodic if each \(x \in X\) is aperiodic. A shift \((X, T)\) is minimal if \(X\) and the empty set are the only shift-invariant closed subsets of \(X\). The language \(L_X\) of a shift \((X, T)\) is the union of the languages of all \(x \in X\). On the other hand, a language \(L\) on \(A\) which is closed under the taking of subwords defines a shift \((X_L, T)\), where \(X_L\) is the set of points all of whose subwords belong to \(L\). Examples of such languages are languages generated by substitutions. Given a substitution \(\sigma : A \to A^+\), the **language** \(L_\sigma\) defined by \(\sigma\) is

\[
L_\sigma = \{w \in A^* : w \text{ is a subword of } \sigma^n(a) \text{ for some } a \in A \text{ and } n \in \N\}.
\]

In this case we write \(X_\sigma = X_{L_\sigma}\), and call \((X_\sigma, T)\) a **substitutive shift**. We say that a substitution is aperiodic if the substitutive shift that it defines is aperiodic.

We now give a ‘dynamic’ definition of recognizability for morphisms.

**Definition 2.1.** (\(\sigma\)-representations and dynamic recognizability) Let \(\sigma : A \to B^+\) be a morphism and \(y \in B^\Z\). If \(y = T^k \sigma(x)\) with \(x = (x_n)_{n \in \Z} \in A^\Z\), \(k \in \Z\), then we say that \((k, x)\) is a **\(\sigma\)-representation** of \(y\). If moreover \(0 \leq k < |\sigma(x_0)|\), then \((k, x)\) is a centered **\(\sigma\)-representation** of \(y\). For \(X \subseteq A^\Z\), we say that the **\(\sigma\)**-representation \((k, x)\) is in \(X\) if \(x \in X\).

Given \(X \subseteq A^\Z\) and \(\sigma : A \to B^+\), we say that \(\sigma\) is recognizable in \(X\) if each \(y \in B^\Z\) has at most one centered \(\sigma\)-representation in \(X\). If any aperiodic point \(y \in B^\Z\) has at most one centered \(\sigma\)-representation in \(X\), we say that \(\sigma\) is recognizable in \(X\) for aperiodic points. If \(\sigma\) is recognizable in \(A^\Z\) (for aperiodic points), we say that \(\sigma\) is **fully recognizable** (for aperiodic points).

**Remark 2.2.** Let \(\sigma : A \to B^+\), \(y \in B^\Z\), let \((X, T)\) be a shift with \(X \subseteq A^\Z\), and \(Y = \bigcup_{k \in \Z} T^k \sigma(X)\).

1. If \((k, x)\) is a \(\sigma\)-representation of \(y\), then \((k + |\sigma(x_{[0, \ell]}))\}, T^\ell(x))\) is a \(\sigma\)-representation of \(y\) for all \(\ell > 0\) and \((k - |\sigma(x_{[\ell, 0]}))\}, T^\ell(x))\) is a \(\sigma\)-representation of \(y\) for all \(\ell < 0\). This class of \(\sigma\)-representations contains a unique centered \(\sigma\)-representation.

2. The point \(y\) has a (centered) \(\sigma\)-representation in \(X\) if and only if \(y \in Y\). Thus \(\sigma\) is recognizable in \(X\) if and only if each \(y \in Y\) has a **unique** centered \(\sigma\)-representation in \(X\). The same variant holds for recognizability in \(X\) for aperiodic points.
Note that $Y = \bigcup_{0 \leq k < \max_{a \in A} |\sigma(a)|} T^k \sigma(X)$, thus $Y$ is closed and, hence, $(Y, T)$ a shift.

(3) Recognizability in $X$ (for aperiodic points) is also equivalent to the fact that, for any point $x \in X$ (such that $\sigma(x)$ is aperiodic), $(0, x)$ is the unique centered $\sigma$-representation of $\sigma(x)$.

(4) Let $\sigma$ be a substitution that defines the substitutive shift $(X_\sigma, T)$. The classical definition of recognizability of $\sigma$ used in dynamics corresponds to the choice $X = X_\sigma$ in the previous definition, i.e. $\sigma$ is recognizable in $X_\sigma$. Recall that a substitution is primitive if some power of its incidence matrix is positive, and it is aperiodic if its shift contains no periodic points. Mossé [Mos92, Mos96] showed that if $\sigma$ is primitive and aperiodic, then it is recognizable. She uses a combinatorial definition of recognizability that is slightly weaker than recognizability in $X_\sigma$. (Mossé’s definition is similar to Definition 2.4 below, with the difference that Mossé works with one-sided fixed points of substitutions, whereas we consider two-sided points in $X_\sigma$; her proof in [Mos92, Mos96] generalizes in a straightforward manner to two-sided points.) The relations between dynamically and combinatorially defined notions of recognizability are discussed in Theorem 2.5 below, which forms a generalization of results proved in [Hos86, Que10].

Bezuglyi et al [BKM09] extended Mossé’s recognizability result to aperiodic substitutions. In Theorem 5.3 below, we show that any substitution $\sigma$ is recognizable in $X_\sigma$ for aperiodic points.

An example of a non-recognizable substitution with both periodic and aperiodic points in its shift is $\sigma : \{0, 1\} \rightarrow \{0, 1\}^+$, $\sigma(0) = 010$, $\sigma(1) = 11$. Then $X_\sigma$ contains $y = \cdots 111 \cdots$ and the fixed point $\tilde{y}$ of $\sigma$ with $\tilde{y}_{-1} = \tilde{y}_0 = 0$, which is aperiodic; $y$ has two centered $\sigma$-representations, while $\tilde{y}$ has a unique centered $\sigma$-representation.

(5) Let $\tilde{X}_\sigma$ be the set of all one-sided points $\tilde{x} = (\tilde{x}_n)_{n \in \mathbb{N}}$ which have a continuation on the left to a point in $X_\sigma$, i.e. points $\tilde{x}$ for which there exists a point $x = (x_n)_{n \in \mathbb{Z}} \in X_\sigma$ such that $x_n = \tilde{x}_n$ for all $n \in \mathbb{N}$. Then $\sigma$ is unilaterally recognizable if each point $\tilde{x} \in \tilde{X}_\sigma$ has a unique centered $\sigma$-representation in $\tilde{X}_\sigma$. In Mossé’s earlier work [Mos92], once again working with a combinatorial definition of recognizability, she showed that a primitive aperiodic substitution $\sigma$ is not necessarily unilaterally recognizable. Indeed, unicity can fail at the start of the word $\tilde{x}$. This entails that additional conditions are required for unilateral recognizability. In this context, the notion of postfixed substitutions is of interest: a substitution is said to be postfixed if for any letters $a$ and $b$, if $\sigma(a) \neq \sigma(b)$, then $\sigma(a)$ is not a suffix of $\sigma(b)$; see [Hos86]. While postfixed substitutions are unilaterally recognizable, this is not necessarily true when the image of a letter is a strict prefix of the image of another letter. As an illustration of this fact, consider the substitution $\sigma : 0 \mapsto 010$, $1 \mapsto 10$, $x = \sigma(0)\sigma^2(0) \cdots$. Note that $x = T^2(u)$ where $u$ is the one-sided fixed point of $\sigma$ starting with 1. Then we have $\sigma(0x) = 0\sigma(1x)$, where both 0x and 1x belong to the one-sided shift defined by $\sigma$ as $\sigma^n(1) = 10\sigma(0) \cdots \sigma^{n-1}(0)$ and $\sigma^n(01) = \sigma^{n-1}(01)\sigma^n(0) = 01\sigma(0) \cdots \sigma^n(0)$ for all $n \geq 2$; cf. [CDM10, Example 3.2].
Next we give our variant of Mossé’s combinatorial definition of recognizability. To this end we need the following notion of \( \sigma \)-cutting points.

**Definition 2.3.** (Cutting points) Let \((k, x)\) be a \( \sigma \)-representation for some morphism \( \sigma \), and let \( \ell \in \mathbb{Z} \). The \( \ell \)-th \( \sigma \)-cutting point of \((k, x)\) is \(|\sigma(x_{[\ell, \ell+1]})| - k\) if \( \ell \geq 0 \), \(|-\sigma(x_{[\ell, \ell+1]})| - k\) if \( \ell < 0 \). Denote by \( C_\sigma(k, x) \) the collection of \( \sigma \)-cutting points of \((k, x)\), i.e. 
\[
C_\sigma(k, x) = \{|\sigma(x_{[\ell, \ell+1]})| - k : \ell \leq 0\} \cup \{|-\sigma(x_{[\ell, \ell+1]})| - k : \ell < 0\};
\]
see Figure 1. Two \( \sigma \)-representations \((k, x), (k', x')\) have a **common \( \sigma \)-cut** if \( C_\sigma(k, x) \cap C_\sigma(k', x') \neq \emptyset \).

**Definition 2.4.** (Mossé’s recognizability) Let \( \sigma : A \to B^+ \) be a morphism, and let \( x \in A^\mathbb{Z} \), \( y = \sigma(x) \). We say that \( \sigma \) is **recognizable in the sense of Mossé for \( x \)** if there exists \( \ell \) such that, for each \( m \in C_\sigma(0, x) \), \( m' \in \mathbb{Z} \), \( y_{[m-\ell, m+\ell]} = y_{[m'-\ell, m'+\ell]} \) implies that \( m' \in C_\sigma(0, x) \).

Note that the constant of recognizability \( \ell \) is computable for primitive morphisms [DL17]. For a discussion of the various notions of recognizability, including Martin’s one [Mar73], see [Mos96, CDM10].

### 2.2. Relations between different definitions of recognizability

We now show that the two definitions of recognizability given in §2.1 are closely related. In particular, we prove the following result. Given a point \( x \), the **shift generated by \( x \)** is the shift defined by \( L_x \).

**Theorem 2.5.** Let \( \sigma : A \to B^+ \) be a morphism, \( x \in A^\mathbb{Z} \), and \((X, T)\) be the shift generated by \( x \). Then the following assertions hold.

1. If \( \sigma \) is recognizable in \( X \), then \( \sigma \) is recognizable in the sense of Mossé for \( x \).
2. If \((X, T)\) is minimal, \( \sigma \) is injective on letters, and \( \sigma \) is recognizable in the sense of Mossé for \( x \), then \( \sigma \) is recognizable in \( X \).

**Proof.** This proof is an appropriate generalization of arguments in [Hos86]. Let \( y = \sigma(x) \) and \( Y = \bigcup_{k \in \mathbb{Z}} T^k \sigma(X) \).

Suppose that \( \sigma \) is recognizable in \( X \). We claim that \( \sigma \) is recognizable in the sense of Mossé for \( x \). For if not, then for all \( i \), there are integers \( m_i \) and \( m'_i \) such that \( m_i \in C_\sigma(0, x) \), \( m'_i \notin C_\sigma(0, x) \), and \( d(T^{m_i}(y), T^{m'_i}(y)) \to 0 \) as \( i \to \infty \). Passing to a subsequence, we can suppose that \( T^{m_i}(y) \to \tilde{y} \in \sigma(X) \) and that there are some fixed \( a \in A \), \( 0 < k < |\sigma(a)| \), such that \( T^{m'_i}(y) \to T^k \sigma([a]) \) for all \( i \), where \([a]\) denotes the cylinder \( \{\tilde{x} \in X : \tilde{x}_0 = a\} \). Hence \( \tilde{y} \in \sigma(X) \cap T^k \sigma([a]) \), and this contradicts the assumption that \( \sigma \) is recognizable in \( X \).

Conversely, suppose that \((X, T)\) is minimal, \( \sigma \) is injective on letters, and \( \sigma \) is recognizable in the sense of Mossé for \( x \).
CLAIM 1. For \( \tilde{y} \in Y \), we have \( \tilde{y} \in \sigma(X) \) if and only if whenever for a sequence \((m_i)\) we have \( \lim_{i \to \infty} T^{m_i}(y) = \tilde{y} \), then \( m_i \in C_\sigma(0, x) \) for all \( i \) large enough.

Let \( \tilde{y} \in Y = \bigcup_{k \in \mathbb{Z}} T^k \sigma(X) \). Minimality of \((X, T)\) implies the existence of a sequence \((m_i)\) satisfying \( \lim_{i \to \infty} T^{m_i}(y) = \tilde{y} \). Suppose first that there is \( i_0 \in \mathbb{N} \) such that \( m_i \in C_\sigma(0, x) \) for all \( i \geq i_0 \), and let \( k_i \) be such that \( T^{m_i}(y) = \sigma(T^{k_i}(x)) \). Moving to a convergent subsequence if necessary, we have \( \lim_{i \to \infty} T^{k_i}(x) = \tilde{x} \in X \), so that \( \tilde{y} \in \sigma(X) \). Conversely, suppose that \( \tilde{y} = \sigma(\tilde{x}) \) with \( \tilde{x} \in X \). Let \((m_i)\) be an arbitrary sequence satisfying \( T^{m_i}(y) \to \tilde{y} \). Minimality implies that there is a sequence \((k_i)\) with \( T^{k_i}(x) \to \tilde{x} \), so \( \sigma(T^{k_i}(x)) \to \tilde{y} \). Fix \( \ell \) as in Definition 2.4, and let the sequence \((h_i)\) satisfy \( \sigma(T^{h_i}(x)) = T^{h_i}(y) \). Then each \( h_i \in C_\sigma(0, x) \), and \( y[m_i - \ell, m_i + \ell] = y[h_i - \ell, h_i + \ell] \) for large \( i \), so that \( m_i \in C_\sigma(0, x) \), and we have proved Claim 1.

CLAIM 2. The set \( \sigma(X) \) is a clopen subset of \( Y \).

The set \( \sigma(X) \) is closed in \( Y \) by compactness and continuity of \( \sigma \), and we see that its complement is closed using Claim 1: indeed, by a Cantor diagonal argument, we see that the set of all \( \tilde{y} \in Y \) satisfying \( \lim_{i \to \infty} T^{m_i}(y) = \tilde{y} \) for a sequence \((m_i)\) with \( m_i \notin C_\sigma(0, x) \) for arbitrarily large \( i \) is closed. This proves Claim 2.

CLAIM 3. Let \( \tilde{x} \in X \). Then \( T^m(\sigma(\tilde{x})) \in \sigma(X) \) if and only if \( m \in C_\sigma(0, \tilde{x}) \).

Set \( \tilde{y} = \sigma(\tilde{x}) \). If \( m \in C_\sigma(0, \tilde{x}) \), then \( T^m(\tilde{y}) = \sigma(T^k(\tilde{x})) \) for some \( k \in \mathbb{Z} \) and thus \( T^m(\tilde{y}) \in \sigma(X) \). For the converse, write \( \tilde{x} = \lim_{i \to \infty} T^{k_i}(x) \) and \( m_i = |\sigma(x[0,k_i])| \), hence \( \tilde{y} = \lim_{i \to \infty} T^{m_i}(y) \) and \( \lim_{i \to \infty} T^{m + m_i}(y) = T^m(\tilde{y}) = \sigma(X) \). Here we have assumed that the \( k_i \)'s are positive; the other case is similar. By Claim 1, we have \( m + m_i \in C_\sigma(0, x) \) for all large \( i \). As \( \lim_{i \to \infty} T^{k_i}(x) = \tilde{x} \), this implies that \( m \in C_\sigma(0, \tilde{x}) \).

CLAIM 4. The map \( \sigma : X \to \sigma(X) \) is a homeomorphism.

This is where we use that \( \sigma \) is injective on letters. By the compactness of \( X \), it is sufficient to show that \( \sigma : X \to \sigma(X) \) is injective. If \( \sigma(\tilde{x}) = \sigma(\tilde{x}') \), then by Claim 3, the first return time of \( \sigma(\tilde{x}) \) and \( \sigma(\tilde{x}') \) under the shift to \( \sigma(X) \) is \( |\sigma(\tilde{x}_0)| = |\sigma(\tilde{x}_0')| \). Thus \( \sigma(\tilde{x}_0) = \sigma(\tilde{x}_0') \) and injectivity on letters of \( \sigma \) now implies that \( \tilde{x}_0 = \tilde{x}_0' \). Iterating this argument yields \( x = x' \).

CLAIM 5. The collection

\[
\mathcal{P} = \{ T^k \sigma([a]) : a \in A, \ 0 \leq k < |\sigma(a)| \} \tag{2.1}
\]

is a clopen partition of \( Y \), so that \( \sigma \) is recognizable in \( X \).

It is clear that \( \mathcal{P} \) is a cover of \( Y \), and the sets in \( \mathcal{P} \) are clopen by Claims 2 and 4. Suppose that \( \tilde{y} \in T^k \sigma([a]) \cap T^j \sigma([b]) \), \( 0 \leq k < |\sigma(a)|, \ 0 \leq j < |\sigma(b)| \), and \( k \geq j \). By shifting if necessary, we may assume that \( j = 0 \), so that \( \tilde{y} \in \sigma(X) \). Since \( T^k \sigma(\tilde{x}) = \tilde{y} \in \sigma(X) \) for some \( \tilde{x} \in [a] \), we have \( k = 0 \) by Claim 3. Hence \( j = k = 0 \) and, with Claim 4, we conclude that \( \mathcal{P} \) is a partition.
Thus, while the substitution given in (5), Remark 2.2, is not unilaterally recognizable, it is, by Mossé’s theorem, recognizable in the sense of Mossé. Hence by Theorem 2.5, \( \sigma \) is recognizable in \( X_\sigma \).

We remark that for primitive substitutions, we can drop the assumption of injectivity in assertion (2) of Theorem 2.5, see [Mos92].

3. Recognizability for aperiodic points in the full shift

3.1. Statement of the result. In this section we show that a morphism is fully recognizable for aperiodic points under mild conditions; see Theorem 3.1. This includes morphisms \( \sigma : A \rightarrow B^+ \) whose incidence matrices have rank equal to \( |A| \), and thus in particular includes any substitution with an invertible incidence matrix. Hence, irreducible Pisot substitutions \( \sigma \), i.e. those where the minimal polynomial of \( M_\sigma \) is the minimal polynomial of a Pisot number, are fully recognizable. It also includes any morphism on two letters, any left (or right) permutative morphism, and any morphism that is rotationally conjugate to such a morphism. Here, a morphism \( \sigma : A \rightarrow B^+ \) is left permutative if the first letters of \( \sigma(a) \) and \( \sigma(b) \) are different for all distinct \( a, b \in A \). It is right permutative if the last letters of \( \sigma(a) \) and \( \sigma(b) \) are different for all distinct \( a, b \in A \). Two morphisms \( \sigma, \tilde{\sigma} : A \rightarrow B^+ \) are rotationally conjugate if there is a word \( w \in B^* \) such that \( \sigma(a)w = w\tilde{\sigma}(a) \) for all \( a \in A \) or \( w\sigma(a) = \tilde{\sigma}(a)w \) for all \( a \in A \).

**Theorem 3.1.** Let \( \sigma : A \rightarrow B^+ \) be a morphism such that

- \( \text{rk}(M_\sigma) = |A| \), or
- \( |A| = 2 \), or
- \( \sigma \) is (rotationally conjugate to) a left or right permutative morphism.

Then \( \sigma \) is fully recognizable for aperiodic points.

3.2. Permutative morphisms and rotational conjugacy. We first consider the theorem for left or right permutative morphisms. Then we reduce the other cases to this one. In particular, Lemma 3.3 below states that left or right permutative morphisms are fully recognizable for aperiodic points. We start with the following uniqueness result of \( \sigma \)-representations along orbits.

**Lemma 3.2.** Let \( \sigma : A \rightarrow B^+ \) be a morphism. Let \( y \in B^Z \) be an aperiodic point, and let \((k, x), (k', x')\) be centered \( \sigma \)-representations of \( y \) with \( x' = T^\ell(x) \) for some \( \ell \in \mathbb{Z} \). Then \((k, x) = (k', x')\). In other words, aperiodic points have a unique centered representation along an orbit.

**Proof.** Suppose that \((k, x) \neq (k', x')\). Since \( y \) is aperiodic this implies \( \ell \neq 0 \) and we have

\[
y = T^k\sigma(x) = T^{k'}\sigma(T^\ell(x)) = \begin{cases} T^{k + |\sigma(x_0, \ell)|}\sigma(x) & \text{if } \ell > 0, \\ T^{k' - |\sigma(x_\ell, 0)|}\sigma(x) & \text{if } \ell < 0. \end{cases}
\]

We have assumed that \( 0 \leq k < |\sigma(x_0)| \) and \( 0 \leq k' < |\sigma(x'_0)| = |\sigma(x_\ell)| \), thus

\[
|\sigma(x_0)| > k = k' + |\sigma(x_{\ell, 0})| \geq |\sigma(x_0)| \quad \text{if } \ell > 0,
\]

\[
0 \leq k = k' - |\sigma(x_{\ell, 0})| < 0 \quad \text{if } \ell < 0,
\]

and either inequality leads to a contradiction. \( \square \)
Recognizability for sequences of morphisms

LEMMA 3.3. Let \( \sigma : \mathcal{A} \to \mathcal{B}^+ \) be a left or right permutative morphism, and let \( y \in \mathcal{B}^\mathbb{Z} \). If \( y \) has two centered \( \sigma \)-representations, then \( y \) is periodic.

\[ \begin{array}{c|c|c|c} \sigma(x_1) & \cdots & \sigma(x_0) \\ \hline \hline y_{h'} & \cdots & y_{h+|\sigma(x_0)|} \\ \hline \hline \sigma(x_{h'}) & \cdots \\ \hline \end{array} \]

FIGURE 2. In the proof of Lemma 3.3, \( x_\ell \) is determined by \( y_h \) since \( \sigma \) is left permutative, thus \( x_\ell \) is determined by \( x_{\ell'} \) and \( h - h' \).

PROOF. Let \( (k, x), (k', x') \) be distinct centered \( \sigma \)-representations of \( y \). Assume that \( \sigma \) is left permutative, the right permutative case being symmetric. Then \( \sigma \) is injective on \( \mathcal{A}^\mathbb{N} \), i.e. on right infinite one-sided sequences.

Suppose that \( C_{\sigma}(k, x) \cap C_{\sigma}(k', x') \neq \emptyset \). Let \( h \) be in the intersection, and let \( \ell, \ell' \) be such that \( h \) is the \( \ell \)th \( \sigma \)-cutting point of \( (k, x) \), as well as the \( \ell' \)th \( \sigma \)-cutting point of \( (k', x') \). By the injectivity of \( \sigma \) on \( \mathcal{A}^\mathbb{N} \), we have \( x_{[\ell, \infty)} = x'_{[\ell', \infty)} \), and all cutting points from \( h \) onwards are common. If all \( \sigma \)-cutting points are common then we are done, since this implies that \( x = T^{\ell-\ell'}(x') \) and hence \( y \) is periodic by Lemma 3.2. Otherwise let \( H \) be the smallest element of \( C_{\sigma}(k, x) \cap C_{\sigma}(k', x') \), and let \( L, L' \) be such that \( H \) is the \( \ell \)th \( \sigma \)-cutting point of \( (k, x) \) and the \( \ell' \)th \( \sigma \)-cutting point of \( (k', x') \). Finally if \( C_{\sigma}(k, x) \cap C_{\sigma}(k', x') = \emptyset \), then we set \( H = L = L' = \infty \).

Let now \( h \in C_{\sigma}(k, x) \setminus C_{\sigma}(k', x') \) be the \( \ell \)th \( \sigma \)-cutting point of \( (k, x) \), and let \( \ell' \) be such that \( h \) lies (strictly) between the \( \ell' \)th and \( (\ell' + 1) \)st \( \sigma \)-cutting points of \( (k', x') \). Let \( h' \) be the \( \ell' \)th \( \sigma \)-cutting point of \( (k', x') \), see Figure 2. Then the first letter of \( \sigma(x_\ell) \) is the \( (h - h' + 1) \)st letter of \( \sigma(x'_{\ell'}) \), and left permutativity implies that \( x_\ell \) is determined by \( x'_{\ell'} \) and the difference \( h - h' \). Inductively, we obtain that for each \( \ell < L \), \( x_{[\ell, L)} \) and \( x'_{[\ell', L')} \) are determined by \( x_{\ell'} \), and \( h - h' \). Since there are only finitely many possibilities for \( x_{\ell'} \), and \( h - h' \), we have an infinite set of indices \( \ell < L \) having all the same \( x_{\ell'} \), and \( h - h' \).

At all these \( \ell \)'s, we get the same word \( x_{[\ell, \infty)} \), which is periodic of the form \( x_{[\ell, \infty)} = x_{[\ell_0, \ell_1)}x_{[\ell_0, \ell_1)}x_{[\ell_0, \ell_1)} \) whenever \( \ell_0, \ell_1 \) are arbitrary indices in this set. Therefore \( x \), and thus \( y \), are periodic. \( \square \)

For the following lemma, we use that rotational conjugation only shifts the \( \sigma \)-cutting points.

LEMMA 3.4. Let \( \sigma, \tilde{\sigma} : \mathcal{A} \to \mathcal{B}^+ \) be rotationally conjugate morphisms. Then, for each \( y \in \mathcal{B}^\mathbb{Z} \), the number of centered \( \sigma \)-representations of \( y \) is equal to the number of centered \( \tilde{\sigma} \)-representations of \( y \).

\[ \text{PROOF. Assume w.l.o.g. that } w\sigma(a) = \tilde{\sigma}(a)w \text{ for all } a \in \mathcal{A} \text{, and let } y \in \mathcal{B}^\mathbb{Z} \text{. Then } (k, x) \text{ is a } \sigma \text{-representation of } y \text{ if and only if } (k + |w|, x) \text{ is a } \tilde{\sigma} \text{-representation of } y. \quad \square \]

If \( \mathcal{A} = \{a, b\} \) and \( |\sigma(\mathcal{A}^\mathbb{Z})| \geq 2 \), then \( \sigma \) is rotationally conjugate to a left permutative morphism \( \tilde{\sigma} \). Indeed, if \( \tilde{\sigma}(a) \) and \( \tilde{\sigma}(b) \) start with the same letter for all morphisms \( \tilde{\sigma} \) that are conjugate to \( \sigma \), then we have \( \sigma(aa \cdots) = \sigma(bb \cdots) \), thus \( \sigma(a) \) and \( \sigma(b) \) are powers of the same word by the Fine–Wilf theorem [FW65] and, hence, \( |\sigma(\mathcal{A}^\mathbb{Z})| = 1 \). If \( \sigma(\mathcal{A}^\mathbb{Z}) \)
contains an aperiodic point, then it is an infinite set. Together with Lemmas 3.3 and 3.4, this implies that \( \sigma \) is fully recognizable for aperiodic points when \( |A| = 2 \). We give an alternative proof in §3.5.

3.3. Composing morphisms. We now relate the recognizability properties of the composition of two morphisms \( \tau \circ \sigma \) to those of the single morphisms \( \tau \) and \( \sigma \). Here, we write \( \tau \sigma \) for \( \tau \circ \sigma \).

**Lemma 3.5.** Let \( \sigma : A \to B^+ \) and \( \tau : B \to C^+ \) be morphisms, \( (X, T) \) a shift with \( X \subseteq A^\mathbb{Z} \), and \( Y = \bigcup_{k \in \mathbb{Z}} T^k \sigma(X) \). Then \( \tau \sigma \) is recognizable in \( X \) if and only if \( \sigma \) is recognizable in \( X \) and \( \tau \) is recognizable in \( Y \). If \( \sigma \) is recognizable in \( X \) for aperiodic points and \( \tau \) is recognizable in \( Y \) for aperiodic points, then \( \tau \sigma \) is recognizable in \( X \) for aperiodic points. If \( \tau \sigma \) is recognizable in \( X \) for aperiodic points, then \( \tau \) is recognizable in \( Y \) for aperiodic points.

**Proof.** We first establish a bijection between centered \( \tau \sigma \)-representations \((m, x)\) and pairs of a centered \( \sigma \)-representation \((k, x)\) and a centered \( \tau \)-representation \((\ell, T^k \sigma(x))\). Given \((m, x)\), let \( z = z_{-m, 0}^m \tau \sigma(x) \). Then \( z_{-m, 0}^m \) is a prefix of \( \tau \sigma(x) \) and there are unique \( p \in B^*, \ a \in B \), such that \( pa \) is a prefix of \( \sigma(x) \) and \( |\tau(p)| \leq m < |\tau(pa)| \). Let \( k = |p|, \ \ell = m - |\tau(p)|, \) and \( y = T^k \sigma(x) \). Then \( 0 \leq k < |\sigma(x)| \) and \( 0 \leq \ell < |\tau(a)| = |\tau(y)| \), thus \( (k, x) \) is a centered \( \sigma \)-representation and \( (\ell, y) \) is a centered \( \tau \)-representation. On the other hand, given \((k, x)\) and \((\ell, y)\), we find the centered \( \tau \sigma \)-representation \((m, x)\) from above by setting \( m = |\tau(y_{-k, 0})| + \ell \). Note that \( T^m \tau \sigma(x) = T^\ell \tau(T^k \sigma(x)) \).

Suppose that \( z \in C^\mathbb{Z} \) has two centered \( \tau \sigma \)-representations \((m, x) \neq (m', x') \) in \( X \). Let \((k, x), \ (\ell, T^k \sigma(x)), \ (k', x')\) and \((\ell', T^k \sigma(x'))\) be the associated centered \( \sigma \)- and \( \tau \)-representations. Then \((\ell, T^k \sigma(x)) \) and \((\ell', T^k \sigma(x'))\) are centered \( \tau \)-representations of \( z \) in \( Y \). If they are equal, then we have \((k, x) \neq (k', x')\) and \( y := T^k \sigma(x) = T^{k'} \sigma(x') \); thus \( y \) has two centered \( \sigma \)-representations in \( X \). Hence, if \( \tau \sigma \) is not recognizable in \( X \), then \( \sigma \) is not recognizable in \( X \) or \( \tau \) is not recognizable in \( Y \). As \( y \) is aperiodic when \( z \) is aperiodic, this also holds with recognizability for aperiodic points.

Next suppose that \( y \in B^\mathbb{Z} \) has two centered \( \sigma \)-representations \((k, x) \neq (k', x') \) in \( X \). Let \( m = |\tau(y_{-k, 0})| \) and \( m' = |\tau(y_{-k', 0})| \). Then \((m, x) \neq (m', x')\) are two centered \( \tau \sigma \)-representations of \( \tau \sigma \). Hence, if \( \sigma \) is not recognizable in \( X \), then \( \tau \sigma \) is not recognizable in \( X \). (We cannot conclude that this holds for aperiodic points since \( \tau \sigma \) can be periodic when \( y \) is aperiodic.)

Finally, suppose that \( z \in C^\mathbb{Z} \) has two centered \( \tau \)-representations \((\ell, y) \neq (\ell', y') \) in \( Y \). Let \((k, x)\) and \((k', x')\) be centered \( \sigma \)-representations in \( X \) of \( y \) and \( y' \), respectively. Let \( m = |\tau(y_{-k, 0})| + \ell \) and \( m' = |\tau(y'_{-k', 0})| + \ell' \). Then \((m, x)\) and \((m', x')\) are centered \( \tau \sigma \)-representations of \( z \). We have \((m, x) \neq (m', x')\) since \( x = x' \) implies that \( m \neq m' \) by the first paragraph of the proof. Therefore, non-recognizability of \( \tau \sigma \) in \( Y \) implies non-recognizability of \( \tau \sigma \) in \( X \). This relation also holds with recognizability for aperiodic points. \( \square \)

3.4. Injective and non-injective morphisms. The following two lemmas are inspired by [DM08, Case (1) of the proof of Theorem 1]. They are combinatorial interpretations...
of one of their arguments, where the existence of a common cut means that the morphism is not injective on two-sided sequences, and thus not injective on right or on left infinite sequences. If the image of one letter is a concatenation of images of other letters, then we can remove the letter from the alphabet. Otherwise, we can recode by a morphism, on the same alphabet, where the image of one letter is shorter than in the original morphism and the other images do not change. In both cases, the total length of the morphism decreases.

**Lemma 3.6.** Let $\sigma : A \to B^+$ be a morphism that is not injective on $A^N$. Then we have $\sigma = \tilde{\sigma} \tau$ with morphisms $\tau : A \to \tilde{A}^+$, $\tilde{\sigma} : \tilde{A} \to B^+$, such that:

1. $|\tilde{A}| < |A|$, or $|\tilde{A}| = |A|$ and $\tau$ is injective on $A^N$;
2. $|\tilde{\sigma}| < |\sigma|$; and
3. each $\tilde{\sigma}(a)$, $a \in \tilde{A}$, is a prefix of some $\sigma(b)$, $b \in A$.

**Proof.** To prove the claim, choose $x, x' \in A^N$ with $\sigma(x) = \sigma(x')$ and $x_k \neq x'_k$ for some $k \geq 0$. Assume that $x_{0:k} = x'_{0:k}$ and, w.l.o.g., $|\sigma(x_k)| > |\sigma(x'_k)|$. Then we have $\sigma(x'_k) = \sigma(x_k) \sigma(x'_k) v$ for some $v > k$ and some prefix $v$ of $\sigma(x_k)$ with $v \neq \sigma(x_k)$. If $v$ is empty, then the statement of the lemma holds with $\tilde{A} = A \setminus \{x_k\}$, $\tilde{\sigma}$ being the restriction of $\sigma$ to $\tilde{A}$, and $\tau$ defined by $\tau(x_k) = x_{k+1}$, $\tau(a) = a$ otherwise. If $v$ is non-empty, then we can take $\tilde{A} = A$, $\tilde{\sigma}(x_k) = v$, $\tilde{\sigma}(a) = \sigma(a)$ otherwise, $\tau(x_k) = x_{k+1} x_k$, $\tau(a) = a$ otherwise; in this case, $\tau$ is injective on $A^N$. $\square$

For the proof of Theorem 3.1 and in §5, we need the following consequences of Lemma 3.6.

**Lemma 3.7.** Let $\sigma : A \to B^+$ be a morphism that is not injective on $A^-Z$. Then we have $\sigma = \tilde{\sigma} \tau$ with morphisms $\tau : A \to \tilde{A}^+$, $\tilde{\sigma} : \tilde{A} \to B^+$, such that $|\tilde{A}| < |A|$ and $|\tilde{\sigma}| < |\sigma|$. If $\sigma$ is not injective on $A^N$, then we can choose $\tilde{\sigma}$ such that each $\tilde{\sigma}(a)$, $a \in \tilde{A}$, is a prefix of some $\sigma(b)$, $b \in A$.

**Proof.** If $\sigma$ is not injective on $A^-Z$, then it is not injective on $A^N$ or on $A^-N$. Assume that $\sigma$ is not injective on $A^N$, the other case being symmetric. Let $\sigma = \sigma_1 \tau_1$, $\tau_1 : A \to \sigma_1^+$, $\sigma_1 : \sigma_1 A_1 \to B^+$, be a decomposition of $\sigma$ as in Lemma 3.6. If $|A_1| < |A|$, then we are done. Otherwise, we have $|A_1| = |A|$ and $\tau_1$ is injective on $A^N$, thus $\sigma_1$ is not injective on $A^N$. Recursively, we write $\sigma_k = \sigma_{k+1} \tau_{k+1}$ with $\tau_{k+1} : A_k \to \sigma_{k+1}^+$, $\sigma_{k+1} : \sigma_{k+1} A_{k+1} \to B^+$, as in Lemma 3.6, as long as $|A_k| = |A|$. Since $|\sigma|| \sigma_1 | \sigma_2 | \cdots | \sigma_k |$, we have $|A_k| < |A|$ for some $k \geq 1$. Let $\tilde{\sigma} = \sigma_k$ and $\tau = \tau_k \tau_{k-1} \cdots \tau_1$. Then we have $\sigma = \tilde{\sigma} \tau$, $|\tilde{A}| < |A|$ and $|\tilde{\sigma}| < |\sigma|$. Since, for all $0 \leq i < k$, each $\sigma_{i+1}(a) \in A_{i+1}$ is a prefix of some $\sigma_i(b)$, $b \in A$, with $\sigma_0 = \sigma$, we also have that $\tilde{\sigma}(a) \in \tilde{A}$ is a prefix of some $\sigma(b)$, $b \in A$. If $\sigma$ is not injective on $A^-N$, then each $\tilde{\sigma}(a)$, $a \in \tilde{A}$, is a suffix of some $\sigma(b)$, $b \in A$. $\square$

**Lemma 3.8.** Let $\sigma : A \to B^+$ be a morphism. If $\text{rk} (M_\sigma) = |A|$, or if $|A| = 2$ and $|\sigma(A^-Z)| \geq 2$, then $\sigma$ is injective on $A^-Z$.

**Proof.** Suppose that $\sigma$ is not injective on $A^-Z$, and write $\sigma = \tilde{\sigma} \tau$ as in Lemma 3.7. Then we have $\text{rk} (M_\sigma) \leq \text{rk} (M_{\tilde{\sigma}}) \leq |\tilde{A}| < |A|$. If $|A| = 2$, then we have $|\tilde{A}| = 1$, thus $|\sigma(A^-Z)| = 1$. $\square$
Note that if \( \sigma \) is not fully recognizable for aperiodic points, then \( \sigma(A^Z) \) contains an aperiodic point and thus \( |\sigma(A^Z)| = \infty \).

3.5. Proof of Theorem 3.1. If \( \sigma \) is a left or right permutative morphism, then \( \sigma \) is fully recognizable for aperiodic points by Lemma 3.3. By Lemma 3.4, this also holds when \( \sigma \) is rotationally conjugate to such a morphism.

Suppose that there exists a morphism \( \sigma : A \to B^+ \) with \( \text{rk}(M_\sigma) = |A| \) or \( |A| = 2 \) that is not fully recognizable for aperiodic points. From the set of morphisms with these properties, choose one with minimal total length. Then, since \( \sigma \) is injective on \( A^Z \) by Lemma 3.8, the lack of full recognizability implies that there exist \( x, x' \in A^N \) and \( a' \in A \) such that \( \sigma(x) = w \sigma(x') \) for some proper suffix \( w \) of \( \sigma(a') \) with \( 0 < |w| < |\sigma(x_0)| \); let \( \sigma(a') = v \). Then we have \( \sigma = \sigma_1 \tau_1 \) with \( \tau_1 : A \to A_1^+, \sigma_1 : A_1 \to B^+, A_1 = A \cup \{a''\} \), where \( a'' \) is a letter that is not in \( A \), \( \tau_1(a') = a'a'' \), \( \tau_1(a) = a \) otherwise, \( \sigma_1(a') = v \), \( \sigma_1(a) = \sigma(a) \) otherwise. Note that \( \|\sigma_1\| = \|\sigma\| \) and each \( \sigma_1(a), a \in A_1 \), is a prefix of \( \sigma(b) \) for some \( b \in A \). As \( \sigma_1 \) is not injective on \( A_1^N \), we have a decomposition \( \sigma_1 = \sigma_2 \tau_2 \) by Lemma 3.7, with \( \tau_2 : A_1 \to A_2^+, \sigma_2 : A_2 \to B^+, |A_2| < |A_1| \), \( \|\sigma_2\| < \|\sigma_1\| \) and each \( \sigma_2(a), a \in A_2 \), is a prefix of some \( \sigma_1(b), b \in A_1 \). Therefore, we have

\[
\sigma = \sigma_2 \tau_2 \tau_1, \quad \|\sigma_2\| < \|\sigma\|, \quad \text{and each } \sigma_2(a), a \in A_2, \text{ is a prefix of some } \sigma(b), b \in A.
\]

Since \( |A_2| \leq |A| \), \( \text{rk}(M_\sigma) = |A| \) implies that \( \text{rk}(M_{\sigma_1}) = \text{rk}(M_{\sigma_2}) = |A_2| = |A| \), and \( |A| = 2 \) implies that \( |A_2| = 2 \). By the minimality of \( \|\sigma_1\| \), \( \sigma_2 \) is fully recognizable for aperiodic points. If \( |\sigma_2(a)| \geq 2 \) for some \( a \in A_2 \), then we also have \( \|\sigma_2\tau_2\tau_1\| < \|\sigma\| \) and, hence, \( \tau_2 \tau_1 \) is fully recognizable for aperiodic points. By Lemma 3.5, \( \sigma \) is also fully recognizable for aperiodic points, contradicting our assumption. If \( |\sigma_2(a)| = 1 \) for all \( a \in A_2 \), then \( \text{rk}(M_{\sigma_2}) = |A_2| = |A| \) and the fact that each \( \sigma_2(a) \) is a prefix of some \( \sigma(b), b \in A \), imply that \( \sigma \) is left permutative, thus fully recognizable for aperiodic points, contradicting again our assumption. This concludes the proof of Theorem 3.1.

4. S-adic shifts and recognizability

Throughout this section, let \( \sigma = (\sigma_n)_{n \geq 0} \) be a sequence of morphisms with \( \sigma_n : A_{n+1} \to A_n^+ \). Our main recognizability results for sequences of morphisms are Theorems 4.6 and 5.1. We also prove an extended version of the stationary case, \( \sigma_n = \sigma \) for each \( n \), in Theorem 5.3.

We first recall basic definitions concerning S-adic shifts and define recognizability for sequences of morphisms. S-adic shifts are obtained by replacing the iteration of a single substitution by the iteration of a sequence of morphisms. There are two main ways to define a shift associated with such a sequence, as described in [AS14]. The first one, that we choose here, is by taking two-sided points whose subwords are all generated by iterating the morphisms. Given a sequence of morphisms \( \sigma = (\sigma_n)_{n \geq 0} \), for \( 0 \leq n < N \), let

\[
\sigma_{[n,N)} = \sigma_n \circ \sigma_{n+1} \circ \cdots \circ \sigma_{N-1}.
\]

For \( n \geq 0 \), the languages \( \mathcal{L}^{(n)}_\sigma \) associated with \( \sigma \) are defined by

\[
\mathcal{L}^{(n)}_\sigma = \{ w \in A_n^\mathbb{Z} : w \text{ is a subword of } \sigma_{[n,N)}(a) \text{ for some } a \in A_N \text{, for some } N > n \}.
\]
For each $n \geq 0$ let $X^{(n)}_\sigma$ be the set of points $x \in \mathcal{A}_\sigma^\mathbb{Z}$ all of whose subwords belong to $L^{(n)}_\sigma$. We consider $(X^{(n)}_\sigma, T)$, the shift generated by $L^{(n)}_\sigma$. For ease of notation, we set $X^{(0)}_\sigma = X^{(0)}_\sigma$ and call $(X^{(n)}_\sigma, T)$ the S-adic shift generated by the directive sequence $\sigma$.

Note that the language of $X^{(n)}_\sigma$ might be strictly included in $L^{(n)}_\sigma$: there might be words in the language $L^{(n)}_\sigma$ that occur in no two-sided point in $X^{(n)}_\sigma$. This issue already arises in the non-primitive substitutive case. For example, take the case where $a$ only occurs as a prefix of $\sigma(a)$; then there is no left-extension of $a$.

A second definition of an S-adic shift is that where one considers the shift generated by the set of limit words $\bigcap_{n \in \mathbb{N}} \sigma([0,n)) \mathcal{A}_\sigma^n$. Note that these two definitions generally yield different shifts, already in the non-minimal substitutive case. Consider for example the substitution $\sigma : 0 \mapsto 00$, $1 \mapsto 11$, on the alphabet $\{0, 1\}$ as an illustration (see also [AS14]), and the constant sequence $\sigma$ taking the constant value $\sigma$. The point $\cdot \cdot \cdot 0011 \cdot \cdot \cdot$ does not belong to $X_\sigma$, but does belong to $\bigcap_{n \in \mathbb{N}} \sigma^n(\{0, 1\}^\mathbb{Z})$. Lemma 5.12 below illustrates the fact that both shifts might differ.

We choose to adopt the first definition, i.e. that of the shift generated by the languages $L^{(n)}_\sigma$, since we consider this definition as being closer to the usual definition of a substitutive shift, and also, we avoid situations where letters are artificially glued. However, we will make use of limit words in §5.6.

### 4.1. Recognizability for S-adic shifts.

**Definition 4.1.** (Recognizable sequence of morphisms) A directive sequence $\sigma$ is **recognizable at level $n$** if $\sigma_n$ is recognizable in $X^{(n+1)}_\sigma$. The sequence $\sigma$ is **recognizable** if it is recognizable at level $n$ for each $n \geq 0$; if there is an $n_0 \in \mathbb{N}$ such that $\sigma$ is recognizable at level $n$ for each $n \geq n_0$, then we say that $\sigma$ is **eventually recognizable**. We will use all these notions for aperiodic points as well.

The following lemma tells us that for each $n$, every point $x$ in $X^{(n)}_\sigma$ admits at least one desubstitution using $\sigma_n$ and a point in $X^{(n+1)}_\sigma$. Therefore, recognizability at level $n$ says that each element of $X^{(n)}_\sigma$ has exactly one $\sigma_n$-representation in $X^{(n+1)}_\sigma$.

**Lemma 4.2.** Each element of $X^{(n)}_\sigma$ has a (centered) $\sigma_{[n,N]}$-representation in $X^{(N)}_\sigma$ for all $N > n$. In particular, we have $X^{(n)}_\sigma = \bigcup_{k \in \mathbb{Z}} T^k \sigma_n(X^{(n+1)}_\sigma)$ for all $n \geq 0$.

**Proof.** Let $y \in X^{(n)}_\sigma$. By the definition of $X^{(n)}_\sigma$, each word $y_{[-\ell,\ell]}$ is a subword of $\sigma_{[n,N]}(a)$ for some $a \in \mathcal{A}_N$, $N' > n$, and we have $N' > N$ if $\ell$ is large. Then $y_{[-\ell+k,\ell+k]} = \sigma_{[n,N]}(w)$ for some $w \in L^{(N)}_\sigma$, $0 \leq k, k' < \max_{a \in \mathcal{A}_N} |\sigma_{[n,N]}(a)|$. Since $|w| \to \infty$ as $\ell \to \infty$, a Cantor diagonal argument gives a word $x \in X^{(N)}_\sigma$ and $0 \leq k < |\sigma_{[n,N]}(x_0)|$ such that $(k, x)$ is a $\sigma_{[n,N]}$-representation of $y$. \hfill $\square$

### 4.2. Examples of only eventual recognizability, and non-eventual recognizability.

We say the directive sequence $\sigma$ is **primitive** if for each $n \geq 0$, the incidence matrix of $\sigma_{[n,N]}$ is a positive matrix for some $N > n$. If $\sigma$ is primitive, then $(X^{(n)}_\sigma, T)$ is minimal for all $n$, by [BD14, Lemma 5.2]. In fact the following examples are all primitive, so lie squarely
within the mainstream symbolic dynamics framework, where minimality is a common assumption.

First we give an example of a directive sequence that is eventually recognizable but not recognizable.

**Example 4.3.** Let \( \theta : \mathcal{A}_0 \rightarrow \mathcal{A}^+_0 \) be an aperiodic primitive substitution of odd constant length such that, for some \( a \in \mathcal{A}_0 \), \( \theta(a) \) starts with \( a \) and \( \theta^n(a) \) starts with \( wa \) for some \( n \geq 1 \), \( w \in \mathcal{A}^+_0 \) of odd length; we illustrate this example by taking \( \mathcal{A}_0 = \{0, 1\} \), \( \theta(0) = 00100 \), \( \theta(1) = 00000 \). Note that \( \mathcal{L}_\theta \cap \mathcal{A}^2_0 = \{00, 01, 10\} \). Let \( \mathcal{A}_1 = \{A, B, C\} \) and let \( \sigma_0 : \mathcal{A}_1 \rightarrow \mathcal{A}^+_0 \) be the morphism \( \sigma_0(A) = 00 \), \( \sigma_0(B) = 01 \), \( \sigma_0(C) = 10 \). Then the substitution \( \theta_1 : \mathcal{A}_1 \rightarrow \mathcal{A}^+_1 \) given by \( \theta_1 = \sigma_0^{-1} \circ \theta \circ \sigma_0 \) is well-defined and of the same constant length as \( \theta \); for our choice of \( \theta \), we have \( \theta_1(A) = ACABA \), \( \theta_1(B) = ACAAA \), \( \theta_1(C) = AAABA \), thus our \( \theta_1 \) is proper: recall that a morphism \( \sigma : \mathcal{A} \rightarrow \mathcal{B}^+ \) is proper if there exist two letters \( b, e \in \mathcal{A} \) such that, for all \( a \in \mathcal{A} \), \( \sigma(a) \) begins with \( b \) and ends with \( e \). To see that \( \theta_1 \) is primitive in general, note that, by primitivity of \( \theta \), there exists \( m \geq 1 \) such that \( \theta^m(b) \) contains \( a \) for each \( b \in \mathcal{A}_0 \) and \( \theta^m(a) \) contains all elements of \( \mathcal{L}_\theta \cap \mathcal{A}^m_0 \) as a subword. Moreover, \( \theta^{m+n}(a) \) starts with \( \theta^m(a) \) as well as with \( \theta^m(w)\theta^m(a) \), where \( \theta^m(w) \) is of odd length, thus each element of \( \mathcal{L}_\theta \cap \mathcal{A}^m_0 \) occurs at even and odd positions in \( \theta^{m+n}(a) \). Hence \( \theta_1^{2m+n}(b) \) contains all elements of \( \mathcal{A}_1 \) for all \( b \in \mathcal{A}_1 \).

Let \( \sigma = (\sigma_n)_{n \geq 0} \) with \( \sigma_n = \theta_1 \) for all \( n \geq 1 \). Then we have \( X_\sigma = X_\theta \) because \( \sigma_0 \circ \theta_1^n = \theta^n \circ \sigma_0 \) for all \( n \geq 0 \), and \( X_\sigma^{(n)} = X_\theta^{(n)} \) for all \( n \geq 1 \). In particular, the aperiodicity of \( (X_\theta, T) \) implies that \( (X_\theta, T) \) is aperiodic. As for \( \mathcal{L}_\theta \cap \mathcal{A}^2_0 \), we obtain that each word in \( \mathcal{L}_\theta \) occurs at even and odd positions in \( \theta^m(a) \) for sufficiently large \( m \). Therefore, each word in \( \mathcal{L}_\theta \) of even length is in \( \sigma_0(\mathcal{L}_\theta) \) and, hence, \( X_\theta \subseteq \sigma_0(X_{\theta_1}) \). Since \( \sigma_0(X_{\sigma_1}^{(1)}) \subseteq X_\sigma \), we get that \( X_\sigma = \sigma_0(X_{\sigma_1}^{(1)}) \). In particular, we have \( T\sigma_0(X_{\sigma_1}^{(1)}) = \sigma_0(X_{\sigma_1}^{(1)}) \), thus \( \sigma_0 \) is not recognizable in \( X_{\sigma_1}^{(1)} \). By Mossé’s theorem [Mos96], \( \theta_1 \) is recognizable in \( X_{\theta_1} \), thus \( \sigma_n \) is recognizable in \( X_{\sigma_1}^{(n+1)} \) for all \( n \geq 1 \). Hence, we have an eventually recognizable but not recognizable sequence \( \sigma \), with \( \sigma \) being moreover primitive and such that all \( \sigma_n, n \geq 1 \), are proper. The relevance of this is that the natural Bratteli–Vershik system that \( \sigma \) defines is a topological system which is not conjugate to \( (X_\sigma, \sigma) \); see §6 for details.

One can extend this example further to get (primitive) directive sequences \( \sigma \) that are not eventually recognizable.

**Example 4.4.** We repeat the above procedure inductively. Let \( \theta = \theta_0 : \mathcal{A}_0 \rightarrow \mathcal{A}^+_0 \) be an aperiodic primitive substitution of odd constant length such that, for some \( a \in \mathcal{A}_0 \), \( \theta_0(a) \) starts with \( a \) and \( \theta_0^n(a) \) starts with \( wa \) for some \( m \geq 1 \), \( w \in \mathcal{A}^+_0 \) of odd length. Let \( \sigma_0, \theta_1 \) and \( \mathcal{A}_1 \) be as in Example 4.3. Then \( \theta_1 \) is an aperiodic primitive substitution of odd constant length. For \( a \in \mathcal{A}_1 \) such that \( \sigma_0(b) \) is a prefix of \( \theta_0(a) \), \( b \) is a prefix of \( \theta_1(b) \) and \( \sigma_0\theta_1^{2m+2}(b) \) starts with \( \theta_0^{2m+2}(a) \), thus with \( \theta_0^{m+2}(w)\theta_0(wa) \) as well as \( \theta_0^{m+1}(w)\theta_0(wa) \). For \( \theta_0(a) \) \( = k \), we have \( \theta_0^{m+2}(w)\theta_0(w) = (k^{m+2} + k)|w| \) and \( |\theta_0^{m+2}(w)\theta_0(w)| = (k^{m+1} + 2k)|w| \). As \( k \) and \( |w| \) are odd, at least one of these numbers is an odd multiple of 2. Therefore, \( \theta_1^{2m+2}(b) \) starts with \( vb \) for some \( v \in \mathcal{A}^*_1 \) of odd length. Therefore, we define recursively for \( n \geq 0 \), an alphabet \( \mathcal{A}_{n+1} \) that is in bijective correspondence, via \( \sigma_n \), with the set of words of length two in \( \mathcal{L}_{\theta_n} \), and...
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\[ \theta_{n+1} = \sigma_n^{-1} \circ \theta_n \circ \sigma_n. \]
Let \( \sigma = (\sigma_n)_{n \geq 0} \). Then \( X_{\theta_n} = X_{\sigma_n}^{(n)} = \sigma_n (X_{\sigma_n}^{(n+1)}) \) for all \( n \geq 0 \), thus \( \sigma \) is not recognizable at any level \( n \). Here, \( \sigma \) is primitive. In this example, the size of the alphabets \( \mathcal{A}_n \) grows (exponentially).

Summing up, we have proved that Mossé’s theorem cannot be extended in a straightforward manner to the \( S \)-adic framework. We stress the fact that the morphisms involved in the sequences \( \sigma \) above are defined on alphabets of various sizes. In Example 4.3, we could replace \( \sigma_0 \) by a substitution on \( \mathcal{A}_1 \) and have thus constant alphabets, e.g. take \( \sigma_0(1) = AA, \sigma_0(2) = ABC, \sigma_0(3) = BCA \). In Example 4.4, this is not possible. We state this in the following proposition.

**Proposition 4.5.** There exist primitive sequences of substitutions that are eventually recognizable but not recognizable. There exist primitive sequences of morphisms that are not eventually recognizable.

### 4.3. First recognizability results

As an immediate consequence of Theorem 3.1, we have the following.

**Theorem 4.6.** Let \( \sigma = (\sigma_n)_{n \geq 0} \) be a sequence of morphisms with \( \sigma_n : \mathcal{A}_{n+1} \rightarrow \mathcal{A}_n^+ \). If each morphism \( \sigma_n \) satisfies one of

- \( \text{rk}(M_{\sigma_n}) = |\mathcal{A}_{n+1}| \), or
- \( |\mathcal{A}_{n+1}| = 2 \), or
- \( \sigma_n \) is (rotationally conjugate to) a left or right permutative morphism,

then \( \sigma \) is recognizable for aperiodic points.

Note that if \( \sigma : \mathcal{A} \rightarrow \mathcal{B} \) is permutative or if \( \text{rk}(M_{\sigma}) = |\mathcal{A}| \), then \( |\mathcal{B}| \geq |\mathcal{A}| \). This implies that all considered directive sequences in Theorem 4.6 are defined on bounded alphabets.

Next we give examples of classical \( S \)-adic shifts that are recognizable as direct consequence of Theorem 4.6. Indeed these examples are associated with continued fractions and involve substitutions with unimodular incidence matrices (they are square matrices and have determinant \( \pm 1 \), thus they have full rank).

**Example 4.7.** (Arnoux–Rauzy shifts) Let \( \mathcal{A} = \{1, 2, \ldots, d\} \). Arnoux–Rauzy substitutions are defined as substitutions of the form \( \mu_i : i \mapsto i, j \mapsto ji \) for \( j \in \mathcal{A} \setminus \{i\} \). An Arnoux–Rauzy word [AR91] is a two-sided sequence in the shift \( (X_{\mu}, T) \) generated by any directive sequence of Arnoux–Rauzy substitutions \( \mu = (\mu_{i_n}) \), where the sequence \( (i_n)_{n \geq 0} \in \mathcal{A}^\mathbb{N} \) is such that every letter in \( \mathcal{A} \) occurs infinitely often in \( (i_n)_{n \geq 0} \). For more on Arnoux and Rauzy sequences see e.g. [CFZ00, CFM08]. In the case \( d = 2 \), one recovers Sturmian sequences. Recognizability of \( \mu \) can be proved in various ways: it is easy to see that each \( \mu_i \) is fully recognizable. It is also a consequence of Theorem 4.6 since each \( \mu_{i_i} \) is left permutative (and also rotationally conjugate to a right permutative substitution, and also its incidence matrix has full rank), as \( (X_{\mu}, T) \) is aperiodic by the assumptions on \( (i_n) \).

**Example 4.8.** (Unimodular continued fractions) As explained in [Ber11, BD14, BFZ05], \( S \)-adic expansions are closely related to continued fraction expansions. Indeed, usual multidimensional continued fraction algorithms produce matrices with non-negative entries; we then consider these matrices as incidence matrices of accordingly defined
substitutions. Note that the choice of substitution in not canonical. In other words, a continued fraction algorithm produces directive sequences, and thus $S$-adic shifts. The connection between a continued fraction algorithm and the associated $S$-adic shift then runs via frequencies: an expansion of the continued fraction algorithm produces a sequence of matrices and, hence, a sequence of the associated substitutions. These define an $S$-adic shift which has the property that its letter frequency vector (under suitable assumptions that provide its existence) admits this particular continued fraction expansion. The continued fraction algorithm here acts as a renormalization process. A fundamental example of this relation is between Sturmian sequences and regular continued fractions; see for instance [AF01]. An illustration of this relation in terms of Brun substitutions is considered in [BST14]. Recognizability of all these $S$-adic shifts follows from Theorem 4.6 by the unimodularity of the matrices.

Moreover, minimal shifts having a sublinear number of subwords of a given length are known to be $S$-adic [Fer96], and the $S$-adic expansion can be seen as a renormalization process. Furthermore, several induction and renormalization procedures also yield suitable $S$-adic expansions involving unimodular matrices. The emblematic case is provided by aperiodic shifts generated by natural codings of an interval exchange whose orbits of discontinuities are infinite and disjoint, that are known to be $S$-adically generated by directive sequences of substitutions obtained by applying Rauzy induction (or any of its accelerations such as Rauzy–Veech–Zorich induction [Zor96], or Marmi–Moussa–Yoccoz induction [MMY05]). Here again recognizability applies by unimodularity. We summarize this application of Theorem 4.6 as follows.

**Proposition 4.9.** Let $\sigma$ be a directive sequence obtained from a unimodular continued fraction expansion algorithm. Then $\sigma$ is recognizable.

5. **Eventual recognizability of $S$-adic shifts on bounded alphabets**

5.1. **Statement of the result.** In this section, we prove eventual recognizability under mild conditions.

**Theorem 5.1.** Let $\sigma = (\sigma_n)_{n \geq 0}$ be a sequence of morphisms with $\sigma_n : A_{n+1} \to A_n^+$ such that $\liminf_{n \to \infty} |A_n| < \infty$ and $\sup_{n \geq 0} |\{L_x : x \in X^{(n)}(\sigma)\}| < \infty$. Then $\sigma$ is eventually recognizable for aperiodic points.

For a minimal shift $(X, T)$, each $x \in X$ has the language $L_x = L_X$, i.e. $|\{L_x : x \in X\}| = 1$. By Proposition 5.14 below, the number of different languages in $X^{(n)}(\sigma)$ is also bounded for everywhere growing directive sequences $\sigma$ with $\liminf_{n \to \infty} |A_n| < \infty$, where everywhere growing means that $\lim_{n \to \infty} \min_{a \in A_n} |\sigma_{\langle 0, n \rangle}(a)| = \infty$. Note that $(X_\sigma, T)$ has zero entropy in this case by [BD14, Theorem 4.3]. We formulate this special instance of Theorem 5.1.

**Theorem 5.2.** Let $\sigma = (\sigma_n)_{n \geq 0}$ be an everywhere growing sequence of morphisms $\sigma_n : A_{n+1} \to A_n^+$ such that $\liminf_{n \to \infty} |A_n| < \infty$. Then $\sigma$ is eventually recognizable for aperiodic points.
Moreover, we give bounds for the number of levels where $\sigma$ is not recognizable, depending only on the size of the alphabets and the number of different languages in $X_\sigma^{(n)}$.

For a substitution $\sigma$, we show in Proposition 5.15 below that $\{L_x : x \in X_\sigma\}$ is always a finite set. As eventual recognizability of a stationary sequence $\sigma$ is equivalent to recognizability, we obtain the following theorem, which improves a result of Bezuglyi et al [BKM09, Theorem 5.17] stating that each aperiodic substitution $\sigma$ is recognizable in $X_\sigma$.

**Theorem 5.3.** Let $\sigma$ be a substitution. Then $\sigma$ is recognizable in $X_\sigma$ for aperiodic points.

Our proof is based on the work of Downarowicz and Maass in [DM08]. This work has already been modified in [BKM09]; our work can thus be seen as an extension of these last two articles. We first reduce Theorem 5.1 to the slightly more special Proposition 5.4, which will be proved in §§5.3 and 5.5, first in the special case where each shift $(X_\sigma^{(n)}, T)$ is minimal and each $\sigma_n$ is injective on $X_\sigma^{(n+1)}$, before considering the general case.

We point out some (necessary) differences in our proof strategy. In [DM08] the authors work with one topological dynamical system $(X, F)$: a topological Bratteli–Vershik system, taking a sequence of shift factors $(X_i, T)$ of the given system which (collectively) separate points. Bezuglyi et al work with a stationary aperiodic $S$-adic shift, i.e. one where $\sigma_n = \sigma_0$ for each $n \geq 0$. This entails that their spaces are stationary, i.e. $X_\sigma^{(n)} = X_\sigma$ for each $n \geq 0$. In [DM08], the strategy was to obtain a sufficiently large collection of points in $X$ that project to the same point in a fixed factor $(X_i, T)$, and whose projections do not synchronize, i.e. have no common cuts. This lack of synchronicity implies that $X_i$ is finite, using the infection lemma (Lemma 5.5). In [BKM09], a similar strategy is followed to create points with arbitrarily many $\sigma$-representations. To obtain this collection of points, both sets of authors use limiting arguments in their (fixed) space. Here our spaces change, and so we need another mechanism to ensure that we have sufficiently many points in some $X_\sigma^{(n)}$ in order to invoke the infection lemma. We overcome this issue by showing that if one point $x$ has at least two (special kinds of) centered representations, then so does every point whose language is contained in that of $x$ (Lemma 5.9). Using this fact, we are able to construct points in $X_\sigma$ which have as many (non-synchronized) $\sigma_{[0,n]}$-representations as we need, provided that $n$ is large.

### 5.2. Telescoping an $S$-adic sequence

We can consider a telescoping of a directive sequence of morphisms. Namely, given a directive sequence $\sigma = (\sigma_n)_{n \geq 0}$ and an increasing sequence of integers $(n_k)_{k \geq 0}$ with $n_0 = 0$, we define the telescoping of $\sigma$ along $(n_k)_{k \geq 0}$ to be the directive sequence $\sigma' = (\sigma'_k)_{k \geq 0}$ where $\sigma'_k = \sigma_{[n_k,n_{k+1}]}$. Note that $X_{\sigma'} = X_\sigma$ and $X_{\sigma'}^{(k)} = X_{\sigma}^{(n_k)}$ for each $k$.

By Lemma 3.5, $\sigma$ is (eventually) recognizable if and only if $\sigma'$ is (eventually) recognizable. The situation is more complicated when we consider recognizability for aperiodic points. For, let $\sigma : X \to Y$ and $\tau : Y \to Z$. If $Z$ contains periodic points which have aperiodic $\tau$-representations in $Y$, then it is possible that $\sigma$ is not recognizable in $X$ for aperiodic points, even if $\tau \sigma$ is recognizable in $X$ for aperiodic points. However, when $|\{L_x : x \in X_\sigma^{(n)}\}|$ is bounded, there are only finitely many $n$ where $\sigma_n(x)$ is periodic for some aperiodic $x \in X_\sigma^{(n+1)}$, and we have that $\sigma$ is eventually recognizable for aperiodic...
points if and only if $\sigma'$ is eventually recognizable for aperiodic points. Therefore, telescoping enables us to replace the assumption $\liminf_{n \to \infty} |A_n| < \infty$ in Theorem 5.1 by the assumption that $|A_n|$ is bounded. Thus Theorem 5.1 is proved if we establish the following proposition.

**Proposition 5.4.** Let $\sigma = (\sigma_n)_{n \geq 0}$ be a sequence of morphisms with $\sigma_n : A_{n+1} \rightarrow A_n^+$ such that $|A_n|$ and $|\{\mathcal{L}_x : x \in X_{\sigma}^{(n)}\}|$ are bounded. Then $\sigma$ is eventually recognizable for aperiodic points.

We will even show that there are less than $(K - 1)((K - 1 + \lceil \log_2(K - 1) \rceil)L + 1)$ levels where $\sigma$ is not recognizable when $|A_n| \leq K$ and $|\{\mathcal{L}_x : x \in X_{\sigma}^{(n)}\}| \leq L$. Moreover, by Proposition 5.14 below, we have $L \leq (K^2 - 3K + 5)K/3$ when $\sigma$ is everywhere growing. If $\sigma_n$ is injective on $A_{n+1}$ for all $n \geq 0$, then we can omit the factor $K - 1$, i.e. there are at most $(K - 1 + \lceil \log_2(K - 1) \rceil)L$ levels where $\sigma$ is not recognizable.

5.3. **On $\sigma$-representations with no common $\sigma$-cut.** An important ingredient for the proof of Proposition 5.4 is the following lemma, which is due to [DM08], except that Downarowicz and Maass only prove that the shift generated by $y$ has periodic points and assume that $y$ has $|A|^{|A|^1} + 1$ different $\sigma$-representations with pairwise no common $\sigma$-cut. We give here a proof which is close to that of Høynes [Hoy17]. Note that, contrary to a conjecture of Høynes, the bound $2^{|A|1}(|A| - 1) + 2$ in Lemma 5.5 is not optimal, since, for $|A| = 2$, each aperiodic $y \in \mathcal{B}^Z$ has a unique centered $\sigma$-representation by Theorem 3.1.

**Lemma 5.5.** (Infection lemma) Let $\sigma : A \rightarrow \mathcal{B}^+$ be a morphism. If $y \in \mathcal{B}^Z$ has $2^{|A|1}(|A| - 1) + 2$ different $\sigma$-representations with pairwise no common $\sigma$-cut, then $y$ is periodic.

**Proof.** Let $K = |A|$, $L = 2^{K-1}(K - 1) + 2$, and let $(k^{(i)}, x^{(i)})$, $1 \leq i \leq L$, be $\sigma$-representations of $y$ such that $C_\sigma(k^{(i)}, x^{(i)}) \cap C_\sigma(k^{(i')}, x^{(i')}) = \emptyset$ for all $i \neq i'$. For $n \in \mathbb{Z}$, $1 \leq i \leq L$, let $h_n^{(i)}$, $m_n^{(i)} \in \mathbb{Z}$ be such that $h_n^{(i)}$ is the $m_n^{(i)}$th $\sigma$-cutting point of $(k^{(i)}, x^{(i)})$ and $h_n^{(i)} - n < h_n^{(i)} + |\sigma(x_{m_n^{(i)}})|$.

For $a \in A$, let $\ell(a)$ be the least period length of $\sigma(a)$, i.e. if $\sigma(a) = z_1z_2 \cdots z_{|\sigma(a)|}$, then $\ell(a) \geq 1$ is minimal such that $z_j + \ell(a) = z_j$ for all $1 \leq j \leq |\sigma(a)| - \ell(a)$; we have $\ell(a) < |\sigma(a)|$. Assume w.l.o.g. that $A = \{1, 2, \ldots, K\}$ and $\ell(1) \leq \ell(2) \leq \cdots \leq \ell(K)$. For $1 \leq j \leq K$, set

$$I_{n,j} = \{1 \leq i \leq L : x_{m_n^{(i)}}^{(i)} = j\}.$$

If $|I_{n,j}| \geq 2$, then we can choose $i, i' \in I_{n,j}$ with $h_n^{(i)} < h_n^{(i')}$, and we have $y_{\tilde{n}} = y_{\tilde{n} + \ell(j)} = y_{\tilde{n}}$ for all $h_n^{(i)} \leq \tilde{n} < h_n^{(i')} + |\sigma(j)| - \ell(j)$. Since $h_n^{(i)} \leq h_n^{(i')} - \ell(j) \leq n - \ell(j)$ and $h_n^{(i')} + |\sigma(j)| - \ell(j) \geq h_n^{(i)} + |\sigma(j)| > n$, we obtain that $y_{n-\ell(j)} = y_{n} = y_{n+\ell(j)}$; see also Figure 3. Therefore, if for some $j \in A$ we have $|I_{n,j}| \geq 2$ for all $n \in \mathbb{Z}$, then $T^{\ell(j)}(y) = y$ and thus $y$ is periodic. Assume in the following that $|I_{n,K}| \leq 1$ for some $n \in \mathbb{Z}$. Then we have

$$|I_{n,j}| > 2^{j-1}(K - 1) + 1$$ (5.1)
for some $1 \leq j < K$, as $\sum_{j=1}^{K} |I_{n,j}| \leq \sum_{j=1}^{K} (2^{j-1}(K - 1) + 1) = 2K-1(K - 1) + 1 < L = \sum_{j=1}^{K} |I_{n,j}|$ otherwise. Let $j$ be minimal such that (5.1) holds for some $n \in \mathbb{Z}$.

We claim that $T^{\ell(y)}(y) = y$, contradicting that $y$ is aperiodic. To prove the claim, choose $n$ such that (5.1) holds. We show first that $y_N = y_{N+\ell(j)}$ for all $N \geq n$, by recursion on $N$. Assume that $y_{n'} = y_{n'+\ell(j)}$ for all $n \leq n' < N$. By the minimality of $j$, we have

$$\sum_{j=1}^{n-1} |I_{n,j}| \leq \sum_{j=1}^{n-1} (2^{j-1}(K - 1) + 1) = 2^j(K - 1) + j - K,$$

thus $|I_{n,j} \cup \bigcup_{j=1}^{K} I_{n,j}| > K - j + 1$ and, hence, $|I_{n,j} \cap I_{n,J}| \geq 2$ for some $J \geq j$. For this $J$, we have seen above that $y_{N-\ell(j)} = y_N$ and $y_{N+\ell(j)-\ell(j)} = y_{N+\ell(j)}$, as $0 \leq \ell(j) \leq \ell(J)$. In particular, we have $y_N = y_{N+\ell(j)}$ if $J = j$. If $J \neq j$, then $i \in I_{n,j} \cap I_{n,J}$ and $N \geq n$ imply that $I_N^{(j)} > n$, thus $n < N - \ell(j) < N$ and, hence, $y_{N-\ell(j)} = y_{N+\ell(j)-\ell(j)}$ by our assumption. Therefore, we have $y_N = y_{N+\ell(j)}$ for all $N \geq n$. By symmetry, this also holds for all $N < n$, i.e. $T^{\ell(j)}(y) = y$. □

The proof of Proposition 5.4 will be done by contradiction. Assuming non-recognizability for aperiodic points, we will construct many $\sigma$-representations with pairwise no common $\sigma$-cut, which contradicts Lemma 5.5. In this section, we will therefore establish a series of lemmas on $\sigma$-representations with pairwise no common $\sigma$-cut.

First we show that non-recognizable morphisms $\sigma$ that are injective on bi-infinite words give $\sigma$-representations with no common $\sigma$-cut. To this end we use the following observation.

**Lemma 5.6.** Let $\sigma : A \to B^+$ be a morphism, and let $(k, x), (k', x')$ be centered $\sigma$-representations of some $y \in B^\mathbb{Z}$. If $T^{\ell}(x) = T^{\ell}(x')$ and the $\ell$th $\sigma$-cutting point of $(k, x)$ coincides with the $\ell'\text{th}$ $\sigma$-cutting point of $(k', x')$, then $(k, x) = (k', x')$.

**Proof.** Assume that $\ell \geq 0$; the case $\ell < 0$ is similar. If $h$ is the $\ell$th cutting point of $(k, x)$, then $\gamma_{[0,k]} = \sigma(x_{[0,\ell]}) = \sigma(x_{[-\ell+1,-\ell]})$. Since $h$ is also the $\ell'$th cutting point of $(k', x')$, the $(\ell' - \ell)$th and $(\ell' - \ell + 1)$st $\sigma$-cutting points of $(k', x')$ are $-k$ and $|\sigma(x_{[-\ell+1,-\ell]})| - k = |\sigma(x_0)| - k$ respectively. As $(k, x)$ is centered, we have $-k \leq 0 < |\sigma(x_0)| - k$. As $(k', x')$ is centered, we obtain that $\ell' - \ell = 0$ and $k' = k$, i.e. $(k, x) = (k', x')$. □

**Lemma 5.7.** Let $\sigma : A \to B^+$ be a morphism that is injective on $A^\mathbb{Z}$. If $(k, x), (k', x')$ are distinct centered $\sigma$-representations of some $y \in B^\mathbb{Z}$, then $(k, x)$ and $(k', x')$ have no common $\sigma$-cut.
Proof. Let \((k, x), (k', x')\) be distinct centered \(\sigma\)-representations of some \(y \in B^\mathbb{Z}\). Suppose that the \(\ell\)th \(\sigma\)-cutting point of \((k, x)\) equals the \(\ell'\)th \(\sigma\)-cutting point of \((k', x')\) for some \(\ell, \ell' \in \mathbb{Z}\). Then we have \(\sigma(T^{\ell}(x)) = \sigma(T^{\ell'}(x'))\) and thus \(T^{\ell}(x) = T^{\ell'}(x')\) by the injectivity of \(\sigma\). By Lemma 5.6, this contradicts that \((k, x) \neq (k', x')\).

Note that two \(\sigma\)-representations with no common \(\sigma\)-cut always give rise to two distinct centered \(\sigma\)-representations (with no common \(\sigma\)-cut). Therefore, we omit the requirement of being centered if we have no common \(\sigma\)-cut. The next lemma implies that the property of having no common cut propagates ‘down’ in \(S\)-adic systems.

**Lemma 5.8.** Let \(\sigma : A \to B^+\) and \(\tau : B \to C^+\) be morphisms, \(z \in C^\mathbb{Z}\). If \(z\) has \(\tau\)-representations \((\ell, y)\) and \((\ell', y')\) with no common \(\tau\)-cut, and \((k, x), (k', x')\) are \(\sigma\)-representations of \(y\) and \(y'\) respectively, then \((\ell + |\tau(y_{[−k,0)})|, x)\) and \((\ell' + |\tau(y'_{[−k',0)})|, x')\) are \(\tau\sigma\)-representations of \(z\) with no common \(\tau\sigma\)-cut.

Proof. Suppose that \((\ell + |\tau(y_{[−k,0)})|, x)\) and \((\ell' + |\tau(y'_{[−k',0)})|, x')\) have a common \(\tau\sigma\)-cut, which is the \(m\)th cut of the former and the \(m'\)th cut of the latter \(\tau\sigma\)-representation. We assume that both \(m\) and \(m'\) are positive; the other cases are treated similarly. Then

\[
|\tau\sigma(x_{[0,m)})| - |\tau(y_{[−k,0)})| - \ell = |\tau\sigma(x'_{[0,m'])}| - |\tau(y'_{[−k',0)})| - \ell',
\]

which implies that for \(j = |\sigma(x_{[0,m)})|, j' = |\sigma(x'_{[0,m'])}|\), we have

\[
|\tau(y_{[−k,j−k)})| - |\tau(y_{[−k,0)})| - \ell = |\tau(y'_{[−k',j'−k'−k)})| - |\tau(y'_{[−k',0)})| - \ell',
\]

i.e. \(|\tau(y_{[0,j−k)})| - \ell = |\tau(y'_{[0,j'−k'−k')}| - \ell'\). This exhibits a common \(\tau\)-cut of \((\ell, y)\) and \((\ell', y')\).

The property of having \(\sigma\)-representations with no common \(\sigma\)-cut also propagates within sets of points having the same language.

**Lemma 5.9.** Let \(\sigma : A \to B^+\) be a morphism, \((X, T)\) a shift with \(X \subseteq A^\mathbb{Z}\), \(y \in B^\mathbb{Z}\). If \(y\) has two \(\sigma\)-representations in \(X\) with no common \(\sigma\)-cut, then each \(\tilde{y} \in B^\mathbb{Z}\) with \(\mathcal{L}_{\tilde{y}} \subseteq \mathcal{L}_y\) has two \(\sigma\)-representations in \(X\) with no common \(\sigma\)-cut.

Proof. Let \((k, x)\) and \((k', x')\) be \(\sigma\)-representations of \(y\) in \(X\) with no common \(\sigma\)-cut. For \(\tilde{y}\) with \(\mathcal{L}_{\tilde{y}} \subseteq \mathcal{L}_y\), there is a sequence \((n_i)\) such that \(\tilde{y} = \lim_{i \to \infty} T^{n_i}(y)\). Clearly, \((k+n_i, x)\) and \((k'+n_i, x')\) are \(\sigma\)-representations of \(T^{n_i}(y)\) in \(X\) with no common \(\sigma\)-cut; let \((j_i, \tilde{x}_i)\) and \((j'_i, \tilde{x}'_i)\) be the corresponding centered \(\sigma\)-representations. Passing to a subsequence if necessary, we can assume that the sequences \((j_i, \tilde{x}_i)\) and \((j'_i, \tilde{x}'_i)\) converge to \((j, \tilde{x})\) and \((j', \tilde{x}')\) respectively. Then \((j, \tilde{x})\) and \((j', \tilde{x}')\) are \(\sigma\)-representations of \(\tilde{y}\) in \(X\). As all pairs \((j_i, \tilde{x}_i), (j'_i, \tilde{x}'_i)\) have no common \(\sigma\)-cut, this also holds for \((j, \tilde{x}), (j', \tilde{x}')\).

We can now prove Proposition 5.4 under additional assumptions; the general case is proved in §5.5 below.

**Proof of Proposition 5.4 for minimal shifts and injective substitutions.** Let \(\sigma\) be a directive sequence such that \(|A_n| \leq K\), \((X^{(n)}, T)\) is minimal, and \(\sigma_n\) injective on \(X^{(n+1)}\) for all \(n \geq 0\). Let \(\ell = K + \lfloor \log_2(K - 1) \rfloor\) and suppose that \(\sigma\) is not recognizable for aperiodic
points at levels \( n_1 < n_2 < \cdots < n_\ell \). Then, by Lemmas 5.7 and 5.9, each aperiodic point \( y \in X^{(n_1)}_{\sigma} \), \( 1 \leq i \leq \ell \), has two \( \sigma_{n_i} \)-representations with no common \( \sigma_{n_i} \)-cut.

Let \( y \in X^{(n_1)}_{\sigma} \) be an aperiodic point, and let \( (k, x), (k', x') \) be \( \sigma_{n_1} \)-representations in \( X^{(n_1+1)}_{\sigma} \) with no common \( \sigma_{n_1} \)-cut. Both \( x \) and \( x' \) have two \( \sigma_{[n_1+1,n_2+1]} \)-representations in \( X^{(n_2+1)}_{\sigma} \) with no common \( \sigma_{[n_1+1,n_2+1]} \)-cut, thus \( y \) has four \( \sigma_{[n_1,n_\ell+1]} \)-representations in \( X^{(n_\ell+1)}_{\sigma} \) with pairwise no common \( \sigma_{[n_1,n_\ell+1]} \)-cut by Lemma 5.8. Inductively, we get that \( y \) has \( 2^\ell \sigma_{[n_1,n_\ell+1]} \)-representations in \( X^{(n_\ell+1)}_{\sigma} \) with pairwise no common \( \sigma_{[n_1,n_\ell+1]} \)-cut. As \( 2^\ell \geq 2^K (K - 1) \geq 2^{K-1} (K - 1) + 2 \), this contradicts Lemma 5.5. \( \square \)

5.4. **Finding representations with no common cuts.** In this subsection, we show how to find points with two representations with no common cuts in sequences of morphisms that are non-recognizable at \( K - 1 \) levels, where the alphabets are bounded by \( K \). The following lemma, which tells us that, excluding the trivial case, composing enough morphisms on a bounded alphabet gives morphisms with a certain injectivity property relies on Lemma 3.7 and is also inspired by [DM08].

**Lemma 5.10.** Let \( K \geq 2 \), let \( \sigma_n : A_{n+1} \to A_n^+ \), \( 1 \leq n < K \), be morphisms with \( |A_K| \leq K \). If \( |\sigma_{[1,K]}(A_K^+)| \geq 2 \), then there exists \( 1 \leq n < K \) such that \( \sigma_n \) is injective on \( \sigma_{[n+1,K]}(A_K^+) \).

**Proof.** Suppose that \( \sigma_n \) is not injective on \( \sigma_{[n+1,K]}(A_K^+) \) for each \( 1 \leq n < K \). Then for each \( 1 \leq n < K \) there exist \( x, x' \in A_K^+ \) such that \( \sigma_{[n,K]}(x) = \sigma_{[n,K]}(x') \) and \( \sigma_{[n+1,K]}(x) \neq \sigma_{[n+1,K]}(x') \). It suffices to prove that this assumption implies that \( |\sigma_{[1,K]}(A_K^+)| = 1 \).

Let first \( n = K - 1 \), i.e. \( \sigma_{K-1}(x) = \sigma_{K-1}(x') \), \( x \neq x' \). By Lemma 3.7, we have an alphabet \( B_{K-1} \) with \( |B_{K-1}| < |A_K| \) and morphisms \( \tau_{K-1} : A_K \to B_{K-1}^+ \), \( \tilde{\sigma}_{K-1} : B_{K-1} \to A_{K-1}^+ \), with

\[
\sigma_{K-1} = \tilde{\sigma}_{K-1} \tau_{K-1}.
\]  
(5.2)

For \( n = K - 2 \), by assumption we have \( x, x' \in A_K^+ \) with

\[
\sigma_{K-2} \sigma_{K-1}(x) = \sigma_{K-2} \sigma_{K-1}(x') \quad \text{and} \quad \sigma_{K-1}(x) \neq \sigma_{K-1}(x').
\]  
(5.3)

In view of (5.2), this implies that \( \tau_{K-1}(x) \neq \tau_{K-1}(x') \). Thus, inserting (5.2) in (5.3) we gain

\[
\sigma_{K-2} \tilde{\sigma}_{K-1}(\tau_{K-1}(x)) = \sigma_{K-2} \tilde{\sigma}_{K-1}(\tau_{K-1}(x')) \quad \text{and} \quad \tau_{K-1}(x) \neq \tau_{K-1}(x').
\]

Applying Lemma 3.7 for \( \sigma_{K-2} \tilde{\sigma}_{K-1} \) gives an alphabet \( B_{K-2} \) with \( |B_{K-2}| < |B_{K-1}| \) and morphisms \( \tau_{K-2} : B_{K-2} \to B_{K-2}^+ \), \( \tilde{\sigma}_{K-2} : B_{K-2} \to A_{K-2}^+ \), such that \( \sigma_{K-2} \tilde{\sigma}_{K-2} = \tilde{\sigma}_{K-2} \tau_{K-2} \), thus \( \sigma_{[K-2,K]} = \tilde{\sigma}_{K-2} \tau_{K-2} \).

Inductively, we obtain alphabets \( B_1, \ldots, B_{K-1} \) with \( |B_1| < |B_2| < \cdots < |B_{K-1}| < |A_K| \leq K \) and morphisms \( \tilde{\sigma}_1 : B_1 \to A_1^+ \), \( \tau_n : B_{n+1} \to B_n^+ \), \( 1 \leq n < K \), with \( B_K = A_K \), such that \( \sigma_{[1,K]} = \tilde{\sigma}_1 \tau_1 \tau_2 \cdots \tau_{K-1} \). This implies that \( |B_1| = 1 \), i.e. \( |\sigma_{[1,K]}(A_K^+)| = 1 \). \( \square \)

The following variation of Lemma 5.7 states that injectivity of \( \tau \) on the image of \( \sigma \) leads to \( \tau \sigma \)-representations with no common cut. Applying it to a non-recognizable morphism \( \tau = \sigma_n \) and \( \sigma = \sigma_{[n+1,K]} \) as in Lemma 5.10, we obtain \( \sigma_{[n,K]} \)-representations with no common cut.
Lemma 5.11. Let \( \sigma : A \to B^+ \), \( \tau : B \to C^+ \) be morphisms, \((X, T)\) a shift with \(X \subseteq A^\mathbb{Z}\), \(Y = \bigcup_{k \in \mathbb{Z}} T^k\sigma(X)\), and \(z \in C^\mathbb{Z}\). If \(\tau\) is injective on \(\sigma(X)\) and \(z\) has two centered \(\tau\)-representations in \(Y\), then \(z\) has two \(\tau\sigma\)-representations in \(X\) with no common \(\tau\sigma\)-cut.

Proof. Let \((\ell, y), (\ell', y')\) be distinct centered \(\tau\)-representations of \(z\) in \(Y\). As \(Y = \bigcup_{k \in \mathbb{Z}} T^k\sigma(X)\), \(y\) and \(y'\) have centered \(\sigma\)-representations \((k, x)\) and \((k', x')\) in \(X\). Set \(h = \ell + |\tau(y_{[-k, 0]}^k)|\), \(h' = \ell' + |\tau(y'_{[-k', 0]}^k')|\). Then \((h, x)\) and \((h', x')\) are centered \(\tau\sigma\)-representations of \(z\). Suppose that the \(m\)th \(\tau\sigma\)-cutting point of \((h, x)\) equals the \(m'\)th \(\tau\sigma\)-cutting point of \((h', x')\). This has the following consequences. Firstly, it implies that the \([|\sigma(x_{[0,m])}|-k]^{\tau}\)-cutting point of \((\ell, y)\) 
\([|\sigma(x'_{[0,m'])}|-k']^{\tau}\)-cutting point of \((\ell', y')\) \hspace{1cm} (5.4)

where we have assumed that \(m, m' \geq 0\), the other cases being similar. Secondly, it yields \(\tau\sigma(T^m(x)) = \tau\sigma(T^{m'}(x'))\), thus \(\sigma(T^m(x)) = \sigma(T^{m'}(x'))\) by the injectivity of \(\tau\) on \(\sigma(X)\). Then
\[
T^{|\sigma(x_{[0,m])}|-k}(y) = \sigma(T^m(x)) = \sigma(T^{m'}(x')) = T^{|\sigma(x'_{[0,m'])}|-k'}(y').
\hspace{1cm} (5.5)
\]

By (5.4) and (5.5) we may apply Lemma 5.6 to obtain that \((\ell, y) = (\ell', y')\), a contradiction. \(\square\)

5.5. Proof of Proposition 5.4. Let \(\sigma\) be a directive sequence with \(|A_n| \leq K\) and \(|\{L_x : x \in X_\sigma^{(n)}\}| \leq L\) for all \(n \geq 0\). Let \(\ell = (K - 1 + \lfloor \log_2(K - 1) \rfloor) L\), and suppose that \(\sigma\) is not recognizable for aperiodic points at levels \(n\) for all \(0 \leq n < (K - 1)(\ell + 1)\). We pass from a directive sequence \(\sigma\) that is not recognizable for aperiodic points at \(K - 1\) \((\ell + 1)\) levels to such a sequence by telescoping and removing initial recognizable levels.)

By Lemma 5.10, we have for all \(0 \leq i \leq \ell\) some \(n_i\) with \(i(\ell + 1) \leq n_i < (i + 1)(K - 1)\) such that \(\sigma_{n_i}\) is injective on \(\sigma^{(n_i + 1)}((K - 1)\ell - 1)\) \((X_\sigma^{(n_i + 1)}((K - 1)\ell - 1))\). By Lemma 5.11, there exists an aperiodic \(x^{(i)}_\ell \in X_\sigma^{(n_i)}\) with two \(\sigma_{n_i + 1, (i + 1)(K - 1)}\)-representations having no common \(\sigma_{n_i + 1, (i + 1)(K - 1)}\)-cut. By Lemma 5.9, the same holds for all \(x\) with \(L_x = L_y\).

As \(L_x = L_y\) implies that \(L_{\sigma_n(x)} = L_{\sigma_n(y)}\), we consider a set of rooted trees \(x\) (rooted forest) defined in the following way. We have a vertex for each language \(L_x, y \in X_\sigma^{(n_i)}\), \(0 \leq i \leq \ell\), and, for \(0 \leq i < \ell\), the vertex \(L_y\) has all vertices \(L_x\) with \(x \in X_\sigma^{(n_i + 1)}\) and \(L_{\sigma_{n_i + 1, n_i + 1}}(x) \subseteq L_y\) as children. If \(y\) is aperiodic and has two \(\sigma_{n_i, (i + 1)(K - 1)}\)-representations with no common \(\sigma_{n_i, (i + 1)(K - 1)}\)-cut, then we call this vertex a special vertex. Since there are at least \(\ell + 1 = (K - 1 + \lfloor \log_2(K - 1) \rfloor) L + 1\) special vertices and the forest has at most \(L\) leaves, there exists a special vertex \(L_y, y \in X_\sigma^{(n_i)}\), such that each path from this vertex to a leaf contains at least \(K + \lfloor \log_2(K - 1) \rfloor\) special vertices. Then \(y\) has \(2^K(K - 1)\) different \(\sigma_{n_i, (K - 1)\ell - 1}\)-representations with no common \(\sigma_{n_i, (K - 1)(\ell + 1)}\)-cut, contradicting Lemma 5.5.

This proves Proposition 5.4 and also finishes the proof of Theorem 5.1.

5.6. Different languages of points in S-adic shifts. In this subsection we establish sufficient conditions for the number of languages of points in \(X_\sigma^{(n)}\) to be bounded in \(n\).

First note that, for a shift \((X, T)\), the number of different languages \(L_x, x \in X\), is bounded
below by the number of minimal components of $X$. However, there can be points of $X$
that do not belong to any minimal component of $X$. For example, let $(X, T)$ be
the shift generated by $\cdots 0011 \cdots$, then the minimal components of $X$ are \{\cdots 000 \cdots \} and
\{\cdots 111 \cdots \}, and \{L_x : x \in X\} = \{L_{\cdots 000 \cdots}, L_{\cdots 111 \cdots}, L_{\cdots 0011 \cdots} \}$. For a shift $(X, T)$ and
$y \in X$, the set $Y = \{x \in X : L_x = L_y\}$ is shift-invariant and the shift-orbit of each $x \in Y$
is dense in $Y$, but $Y$ need not be closed, thus $Y$ need not be minimal.

We use the following lemmas.

**Lemma 5.12.** Let $x \in \mathcal{A}_0^n$. If $x$ has a $\sigma_{[0, n)}$-representation for all $n \geq 0$, then $x \in X_{\sigma}$ or
$x = T^k(y)$ for some limit word $y$ of $\sigma$, $k \in \mathbb{Z}$.

**Proof.** Let $x \in \mathcal{A}_0^n$ and suppose that $x$ has a $\sigma_{[0, n)}$-representation $(k_n, x(n))$ for each $n \geq 0$.
If $x \notin X_{\sigma}$, then there is an $\ell > 0$ such that $x_{[-\ell, \ell)}$ is not a subword of $\sigma_{[0, n)}(a)$ for all $n \geq 0$,
$a \in \mathcal{A}_n$. This means that each $(k_n, x(n))$ has a $\sigma_{[0, n)}$-cutting point $h_n$ with $|h_n| < \ell$. Let $h$ be
such that $h_n = h$ for infinitely many $n$. Then we also have $\sigma_{[0, n)}$-representations $(h, \tilde{x}(n))$ of $x$ for all $n \geq 0$, hence $(0, \tilde{x}(n))$ is a $\sigma_{[0, n)}$-representation of $T^{-h}(x)$ for all $n \geq 0$, i.e.
$T^{-h}(x)$ is a limit word of $\sigma$.

**Lemma 5.13.** Let $\sigma$ be everywhere growing and $\lim \inf |\mathcal{A}_n| = K < \infty$. Then there are
at most $K^2$ limit words of $\sigma$, and at most $K^2 - K$ of them are not in $X_{\sigma}$.

**Proof.** Let $x$ be a limit word of $\sigma$, with $x = \sigma_{[0, n)}(x(n))$ for all $n \geq 0$. By a Cantor diagonal
argument, we can assume that $\sigma_n(x(n+1)) = x(n)$ for all $n \geq 0$. If $\sigma$ is everywhere growing, then the sequence of two-letter words $x_{-1}^{(n)} x_0^{(n)}$ defines $x$. As $x_{-1}^{(n)} x_0^{(n)}$ determines $x_{-1}^{(j)} x_0^{(j)}$ for $j < n$, there are at most $K^2$ such sequences, and $x \neq \tilde{x}$ implies that the corresponding
sequences $x_{-1}^{(n)} x_0^{(n)}$ and $\tilde{x}_{-1}^{(n)} \tilde{x}_0^{(n)}$ agree only for finitely many $n$.

If $x \notin X_{\sigma}$, then we have $x_{-1}^{(n)} x_0^{(n)} \notin \mathcal{L}_{\sigma}^{(n)}$ for some $n \geq 0$ and thus $x_{-1}^{(N)} x_0^{(N)} \notin \mathcal{L}_{\sigma}^{(N)}$ for all
$N \geq n$. Choose $n \geq 0$ such that, for any two-limit words $x, \tilde{x}$, we have $x_{-1}^{(n)} x_0^{(n)} \neq \tilde{x}_{-1}^{(n)} \tilde{x}_0^{(n)}$, and also, if $x \notin X_{\sigma}$, then $x_{-1}^{(n)} x_0^{(n)} \notin \mathcal{L}_{\sigma}^{(n)}$, and finally $|\mathcal{A}_n| = K$. If there is a letter in $\mathcal{A}_n$ that does not occur as $x_0^{(n)}$, then we have at most $K^2 - K$ words. Otherwise, since $x_0^{(n)} x_1^{(n)}$ is a prefix of $\sigma_{[n, N]}(x_0^{(N)})$ for $N$ large enough we get $x_0^{(n)} x_1^{(n)} \in \mathcal{L}_{\sigma}^{(n)}$. Thus for each $a \in \mathcal{A}_n$
there exists $b \in \mathcal{A}_n$ such that $ab \in \mathcal{L}_{\sigma}^{(n)}$, and, hence, there can be at most $K^2 - K$ words
$ab \in \mathcal{A}^2$ with $ab \notin \mathcal{L}_{\sigma}^{(n)}$.

Note that the condition that $\sigma$ is everywhere growing cannot be omitted in Lemma 5.13.
For example, if $\sigma_n : A \to A$ is the identity substitution for all $n \geq 0$, then all elements of $\mathcal{A}^\mathbb{Z}$ are limit words of $\sigma$, and $X_{\sigma} = \emptyset$ since $\mathcal{L}_{\sigma}^{(0)}$ only contains $A$ and the empty word.

**Proposition 5.14.** Let $\sigma$ be an everywhere growing directive sequence with
$\lim \inf_{n \to \infty} |\mathcal{A}_n| = K < \infty$. Then $|\mathcal{L}_x : x \in X_{\sigma}| \leq (K^2 - 3K + 5)K/3$.

**Proof.** We prove the statement by induction on $K$. It holds for $K = 1$; assume that it holds
for $\lim \inf_{n \to \infty} |\mathcal{A}_n| < K$ and suppose that $\lim \inf_{n \to \infty} |\mathcal{A}_n| = K$. For $k \geq 0$, we define recursively words $w^{(k)}$ in $\mathcal{L}_{\sigma}$, alphabets
$\mathcal{A}_n^{(k)} = \{a \in \mathcal{A}_n : \sigma_{[0, n)}(a) \text{ does not contain } w^{(k)} \text{ as a subword}\}$. 

and shifts \((Y_k, T)\) with
\[
Y_k = \{ x \in X_\sigma : x \text{ has a } \sigma_{[0,n)}\text{-representation in } (A_n^{(k)})^\mathbb{Z} \text{ for all } n \geq 0 \},
\]
in the following way.

Let \(w^{(0)}\) be the empty word, i.e. \(A_n^{(0)} = \emptyset\) for all \(n \geq 0\) and \(Y_0 = \emptyset\). We stop at \(k \geq 0\) if \(|\{ \mathcal{L}_x : x \in X_\sigma \setminus Y_k \}| = 1\). If \(|\{ \mathcal{L}_x : x \in X_\sigma \setminus Y_k \}| \geq 2\), then let \(x, y \in X_\sigma \setminus Y_k\), \(w^{(k+1)} \in \mathcal{L}_y\), be such that \(w^{(k+1)} \notin \mathcal{L}_x\). Note that all points in \(X_\sigma \setminus Y_k\) contain \(w^{(k)}\) because \(\sigma_{[0,n)}\text{-representations of sequences not containing } w^{(k)}\) are in \((A_n^{(k)})^\mathbb{Z}\). Therefore, we can choose \(w^{(k+1)}\) in a way that it contains \(w^{(k)}\), which implies that \(A_n^{(k)} \subseteq A_n^{(k+1)}\).

Since \(x \in X_\sigma \setminus Y_k\), the word \(x\) has no \(\sigma_{[0,n)}\text{-representation in } (A_n^{(k)})^\mathbb{Z}\) for some \(n \geq 0\) and thus, by the definition of \(A_n^{(k)}\), also for all sufficiently large \(n\). As \(x\) has a \(\sigma_{[0,n)}\text{-representation in } A_n^\mathbb{Z}\) by Lemma 4.2, there exists \(a_n \in A_n \setminus A_n^{(k)}\) such that \(\sigma_{[0,n)}(a_n) \in \mathcal{L}_x\) and, hence, \(\sigma_{[0,n)}(a_n)\) does not contain \(w^{(k+1)}\) as a subword. This implies that \(A_n^{(k)} \cup \{a_n\} \subseteq A_n^{(k+1)}\), thus \(|A_n^{(k)}| < |A_n^{(k+1)}|\) for all large \(n\). Moreover, as \(w^{(k+1)} \in \mathcal{L}_x\), we have \(|A_n^{(k+1)}| \leq |A_n^{(k)}|\) for all large \(n\).

Since \(|A_n^{(0)}| < |A_n^{(1)}| < \ldots < |A_n^{(k)}| < |A_n|\) for large \(n\), we have \(|\{ \mathcal{L}_x : x \in X_\sigma \setminus Y_k \}| = 1\) for some \(k < K\). For this \(k\), which we will fix from now, we have \(\lim \inf_{n \to \infty} |A_n^{(k)}| < K\). By Lemma 5.12, we have
\[
Y_k \subseteq X_\sigma \cup \{T^\ell(x) : x \text{ is a limit word of } \sigma', \ell \in \mathbb{Z} \},
\]
where \(\sigma' = (\sigma_n')_{n \geq 0}\), with \(\sigma_n' : A_{n+1}^{(k)} \rightarrow (A_n^{(k)})^+\) being the restriction of \(\sigma_n\) to \(A_{n+1}^{(k)}\). Hence
\[
|\{ \mathcal{L}_x : x \in X_\sigma \}| \leq |\{ \mathcal{L}_x : x \in Y_k \}| + |\{ \mathcal{L}_x : x \in X_\sigma \setminus Y_k \}|
\leq |\{ \mathcal{L}_x : x \in X_\sigma' \}| + |\{ x \in X_\sigma \setminus X_\sigma' : x \text{ limit word of } \sigma' \}| + |\{ \mathcal{L}_x : x \in X_\sigma \setminus Y_k \}|
\]
By the induction hypothesis, we have \(|\{ \mathcal{L}_x : x \in X_\sigma' \}| \leq (K^2 - 5K + 9)(K - 1)/3\). As \(\sigma\) is everywhere growing, the same holds for \(\sigma'\), and there are at most \((K - 1)(K - 2)\) limit words of \(\sigma'\) that are not in \(X_\sigma'\) by Lemma 5.13. Putting everything together, we obtain that
\[
|\{ \mathcal{L}_x : x \in X_\sigma \}| \leq \frac{(K^2 - 5K + 9)(K - 1)}{3} + (K - 1)(K - 2) + 1
\]
\[
= \frac{(K^2 - 3K + 5)K}{3}.
\]

The following proposition together with Theorem 5.1 proves Theorem 5.3.

**PROPOSITION 5.15.** Let \(\sigma : A \rightarrow A^+\) be a substitution. Then \(\{ \mathcal{L}_x : x \in X_\sigma \}\) is a finite set.

**Proof.** First note that \(X_\sigma = X_{\sigma^n}\) for all \(n \geq 1\). Therefore, we can assume that \(\sigma^2(a)\) and \(\sigma(a)\) share the same first letter and the same last letter for all \(a \in A\). Let \(A_0\) be the set of letters \(a \in A\) such that \(|\sigma^n(a)| \rightarrow \infty\) and \(A_0 = A \setminus A_u\). Note that, if \(a \in A_0\) and \(\sigma(a)\) contains \(a\), then \(\sigma(a) = a\).

Let \(x\) be a limit word of \(\sigma = (\sigma_n)_{n \geq 0}\). If \(x_0 \in A_0\), then we have \(\sigma(x_0) = x_0\). Inductively, we obtain that \(\sigma(x_j) = x_j\) for all \(j \geq 0\) such that \(x_{0,j+1} \in A_0^\ast\), as well as for all \(j < 0\) such that \(x_{j,0} \in A_0^\ast\). If \(x_j \in A_0\) and \(x_{0,j} \in A_0^\ast\), \(j \geq 0\), then we obtain that \(\sigma(x_{j,\infty}) = x_{j,\infty}\).
Similarly, $x_j \in A_\nu$ and $x_{[j+1,0)} \in A_\nu^*$, $j < 0$, imply that $\sigma(x_{(-\infty,j)}) = x_{(-\infty,j)}$. Hence $\sigma(x) = x$, and the limit words of $\sigma$ are exactly the fixed points of $\sigma$.

Now, we follow the proof of Proposition 5.14. For $k \geq 0$, we define recursively words $w^{(k)} \in L_\sigma$, alphabets $A^{(k)}$ of letters $a \in A$ such that $\sigma^n(a)$ does not contain $w^{(k)}$ as subword for all $n \geq 1$, and sets $Y_k$ of points $x \in X_\sigma$ having $\sigma^n$-representations in $(A^{(k)})^\Z$ for all $n \geq 0$: $w^{(0)}$ is the empty word; if $|\{L_x : x \in X_\sigma \setminus Y_k\}| \geq 2$, then $w^{(k+1)}$ is chosen in a way that $w^{(k+1)} \in L_y \setminus L_x$ for some $x, y \in X_\sigma \setminus Y_k$, and $w^{(k)}$ is a subword of $w^{(k+1)}$. Then we have $|A^{(0)}| < |A^{(1)}| < \cdots < |A^{(k)}| < |A|$ and $|\{L_x : x \in X_\sigma \setminus Y_k\}| = 1$ for some $k < K$. For this $k$, let $\sigma' : A^{(k)} \to (A^{(k)})^+$ be the restriction of $\sigma$ to $A^{(k)}$. As $Y_k \subseteq X_{\sigma'} \cup \{T_\ell(x) : x \in X_\sigma \cap (A^{(k)})^\Z, \sigma'(x) = x, \ell \in \Z\}$, we have

$$|\{L_x : x \in X_\sigma\}| \leq |\{L_x : x \in X_{\sigma'}\}| + |\{L_x : x \in X_\sigma, \sigma(x) = x\}| + 1.$$ 

By induction on the size of the alphabet $A$, $|\{L_x : x \in X_{\sigma'}\}|$ is a finite set, and it only remains to show that $\{L_x : x \in X_\sigma, \sigma(x) = x\}$ is finite.

Let $x \in X_\sigma$ with $\sigma(x) = x$. Suppose first that $x_j, x_k \in A_\nu$ and $x_{[j+1,k)} \in A_\nu^*$ for some $j < 0 \leq k$. We show that $k - j$ is bounded. Let $n \geq 0$ be minimal such that $x_{[j,k+1)}$ is a subword of $\sigma^{n+1}(a)$ for some $a \in A$. Then there is a subword $\tilde{a}va'$ of $\sigma(a)$ with $\tilde{a}, a' \in A_\nu$, such that $x_{[j,k+1)}$ is a subword of $\sigma^n(\tilde{a}va')$. Let $j < m \leq m' \leq k$ such that $x_{[j,m]}$ is a suffix of $\sigma^n(\tilde{a}v)$, $x_{[m,m')} = \sigma^n(v)$ and $x_{[m',j]}$ is a prefix of $\sigma^n(a')$. Since $v \in A_\nu^*$ and $|v| < |\sigma(a)|$, $m' - m$ is bounded. As $x_{[m',j]} \in A_\nu^*$ and $\sigma(x)$ starts with $x_k$, we obtain that $k - m'$ is bounded as well. Similarly, $\tilde{m} - j$ is bounded and, hence, $k - j$ is bounded. Recall that $\sigma(x_{[j+1,k)}) = x_{[j+1,k)}$. Since $x_{(-\infty,j)}$ and $x_{[k,\infty)}$ are determined by $x_j$ and $x_k$, there are only finitely many possibilities for $x$.

Suppose now that there is some $k \geq 0$ such that $x_k \in A_\nu$ and $x_j \in A_\nu$ for all $j < k$. As $T^k(x)$ is also a fixed point of $\sigma$ in this case, we can assume that $k = 0$. For $j < 0$, let $n \geq 0$ be minimal such that $x_{[j,1)}$ is a subword of $\sigma^{n+1}(a)$ for some $a \in A$. Then there is a subword $va'$ or $\tilde{a}va'$ of $\sigma(a)$ with $\tilde{a}, a' \in A_\nu$, $v \in A_\nu^*$, such that $x_{[j,1)}$ is a subword of $\sigma^n(va')$ or $\sigma^n(\tilde{a}va')$. Let $j \leq \tilde{m} \leq m' \leq 0$ be such that $x_{[j,\tilde{m}]}$ is a suffix of $\sigma^n(\tilde{a}v)$, $x_{[\tilde{m},m')} = \sigma^n(v)$ and $x_{[m',j)}$ is a prefix of $\sigma^n(a')$, with $\tilde{m} = j$ when $x_{[j,1)}$ is a subword of $\sigma^n(va')$, as in the previous paragraph, $|m'|$ and $m' - \tilde{m}$ are bounded, thus $|\tilde{m}|$ is bounded. Therefore, there are some $\tilde{m} < 0$ and $\tilde{a} \in A_\nu$ such that, for infintely many $j < 0$, $x_{[j,\tilde{m}]}$ is a suffix of $\sigma^n(\tilde{a})$ for some $n \geq 0$. Since this determines $x_{(-\infty,\tilde{m})}$, $x_0$ determines $x_{[0,\infty)}$ and $|\tilde{m}|$ is bounded, there are again only finitely many possibilities for $x$.

Finally, suppose that $x \in A_\nu^*$. Now, for each $k > 0$, there exist $\tilde{a}, a' \in A_\nu$, $n \geq 0$, $-k \leq \tilde{m} \leq m' \leq k$, such that $x_{[\tilde{m},m)}$ is a suffix of $\sigma^n(\tilde{a})$, $x_{[m',k)}$ is a prefix of $\sigma^n(a')$, and $m' - \tilde{m}$ is bounded. Moreover, if $k - m'$ is sufficiently large, then $\lim_{n \to \infty} \sigma^n(a'a' \cdots)$ is an eventually periodic sequence. Similarly, $\lim_{n \to \infty} \sigma^n(\tilde{a}a' \cdots)$ is eventually periodic (to the left) when $\tilde{m} + k$ is sufficiently large. Thus $x$ is periodic with period given by $\lim_{n \to \infty} \sigma^n(\tilde{a}a' \cdots)$ or $\lim_{n \to \infty} \sigma^n(a'a' \cdots)$, or we have some $\tilde{m} \leq m'$, $\tilde{a}, a' \in A_\nu$, such that $x_{(-\infty,\tilde{m})} = \lim_{n \to \infty} \sigma^n(\tilde{a}a' \cdots)$, $x_{[m,\infty)} = \lim_{n \to \infty} \sigma^n(a'a' \cdots)$, and $m' - \tilde{m}$ is bounded. Hence, up to shifting, there are only finitely many fixed points of this form. Therefore, $\{L_x : x \in X_\sigma, \sigma(x) = x\}$ is a finite set, which proves the proposition. □
6. Bratteli–Vershik representations

In this section, we discuss the implications of recognizability for the natural representation of an \(S\)-adic shift as a Bratteli–Vershik system (defined below). A Bratteli–Vershik system \((X_B, \varphi_\omega)\) can be topological, with the Vershik map \(\varphi_\omega\) a homeomorphism, or measurable, with \(\varphi_\omega\) defined almost everywhere. A measure theoretic Bratteli–Vershik representation has been established for primitive substitutive shifts by Livshits and Vershik in [VL92] and Canterini and Siegel in [CS01a, CS01b]. Durand, Host, and Skau [DHS99] found a topological representation for primitive substitutions that has been extended to aperiodic (and not necessarily primitive) substitutions by Bezuglyi \textit{et al} [BKM09]. More generally, measure theoretic Bratteli–Vershik representations always exist for ergodic systems [Ver85], as do topological Bratteli–Vershik representations for (not necessarily primitive) aperiodic Cantor dynamical systems [Med06]. The question is when a naturally constructed representation exists. For example, the representations in [VL92] and [CS01a, CS01b], and the representations for proper substitutions in [DHS99] and [BKM09] are defined very naturally using the given substitution. Our approach here is to forgo the topological representation, preferring instead a measurable representation using a natural Bratteli–Vershik representation. One result in this section is Theorem 6.5, where we show that each recognizable \(S\)-adic shift defined by an everywhere growing directive sequence is in fact measurably conjugate to the determined Bratteli–Vershik system. Our result is irrespective of any finite invariant measure through which we consider our shift. The natural construction of the representation of the \(S\)-adic shift \((X_\sigma, T)\) as a Bratteli–Vershik system relies on a natural sequence of generating partitions of \(X_\sigma\) (which are Kakutani–Rohlin partitions) that is introduced in (6.1) and Lemma 6.3. It is in the spirit of the representation found by [CS01a, CS01b] in the substitutive setting.

6.1. From \(S\)-adic shifts to Bratteli–Vershik maps.

\textbf{Definition 6.1.} A Bratteli diagram is an infinite graph \(B = (V, E)\) such that the vertex set \(V = \bigcup_{n \geq 0} V_n\) and the edge set \(E = \bigcup_{n \geq 0} E_n\) are partitioned into pairwise disjoint, non-empty subsets \(V_n\) and \(E_n\), where

(i) \(V_0 = \{v_0\}\) is a single point;
(ii) \(V_n\) and \(E_n\) are finite sets;
(iii) there exists a range map \(r : E \to V\) and a source map \(s : E \to V\) such that \(r(E_n) = V_{n+1}\) and \(s(E_n) = V_n\) for each \(n \geq 0\).

The set \(V_n\) is called the \(n\)th level of the diagram \(B\). A finite or infinite sequence of edges \((e_n)\) with \(e_n \in E_n\) such that \(r(e_n) = s(e_{n+1})\) is called a finite or infinite path, respectively. For \(0 \leq m < n\), \(v \in V_m\) and \(w \in V_n\), let \(E(v, w)\) denote the set of all paths \(e = (e_m, \ldots, e_{n-1})\) with \(s(e_m) = v\) and \(r(e_{n-1}) = w\). For a Bratteli diagram \(B\), let \(X_B\) be the set of infinite paths \((x_0, x_1, \ldots)\) starting at the top vertex \(v_0\). For a finite path \(e = (e_m, \ldots, e_{n-1}) \in E(v, w)\), let \(U(e) = \{x \in X_B : x_i = e_i, \ m \leq i < n\}\). We endow \(X_B\) with the topology generated by the cylinder sets \(U(e), \ e \in E(v, w), \ v \in V_m, \ w \in V_n, \ 0 \leq m < n\). With this topology, cylinder sets are clopen, and \(X_B\) is a 0-dimensional compact metric space that may contain isolated points.
Recognizability for sequences of morphisms

Given a Bratteli diagram $B$, the $n$th incidence matrix $F_n = (f_{w,v}^{(n)})$, $n \geq 0$, is a $|V_{n+1}| \times |V_n|$ matrix whose entries $f_{w,v}^{(n)}$ are equal to the number of edges between the vertices $w \in V_{n+1}$ and $v \in V_n$, i.e. $f_{w,v}^{(n)} = |\{e \in E_n : s(e) = v, r(e) = w\}|$. A Bratteli diagram $B$ is simple if for each $n$ there exists $N > n$ such that $E(v, w) \neq \emptyset$ for all $v \in V_n$ and $w \in V_N$.

A Bratteli diagram $B = (V, E)$ is called ordered if a linear order ‘$>$’ is defined on every set $r^{-1}(v)$, $v \in \bigcup_{n \geq 1} V_n$. We use $\omega$ to denote the corresponding partial order on $E$ and write $(B, \omega)$ when we consider $B$ with the ordering $\omega$. For example, Figure 4 contains the first three levels of a Bratteli diagram with incidence matrices $F_0$ and $F_1$, and where $r^{-1}(v)$ is linearly ordered.

Let $m < n$ and let $(e_m, \ldots, e_{n-1})$ be a finite path in $B$. Its range is $r(e_{n-1})$. An order $\omega$ on $B$ defines the lexicographic ordering on the set of finite paths between vertices of levels $V_m$ and $V_n$ with a common range: $(e_m, \ldots, e_{n-1}) > (e_m', \ldots, e_{n-1}')$ if and only if there is $i$ with $m \leq i < n$, $e_j = f_j$ for $i < j < n$ and $e_i > f_i$. Thus, given an order $\omega$, any two finite paths with a common range are comparable with respect to the lexicographic ordering generated by $\omega$. If two infinite paths $(e_n)$ and $(e'_n)$ are tail equivalent, that is there exists $N$ such that $e_n = e'_n$ for $n \geq N$, then we can compare them by comparing their initial segments up to level $N$. Thus $\omega$ defines a partial order on $X_B$, where two infinite paths are comparable if and only if they are tail equivalent.

We shall always assume that our Bratteli diagram $B$ is aperiodic with respect to the tail equivalence relation, that is, no tail equivalence class is finite. Analogously to our earlier definition for directive sequences, we shall say that $B$ is everywhere growing if $\lim_{n \to \infty} \min_{v \in V_n} |E(v_0, v)| = \infty$. Everywhere growing Bratteli diagrams are aperiodic.

Given an order $\omega$ on a Bratteli diagram $B$, we call a finite or infinite path $e = (e_n)$ maximal (minimal) if every $e_n$ is maximal (minimal) amongst the edges from $r^{-1}(r(e_n))$. An ordered Bratteli diagram $(B, \omega)$ is called properly ordered if the sets of minimal and maximal paths, $X_{\text{max}}(\omega)$ and $X_{\text{min}}(\omega)$, are singletons.

Let $(B, \omega)$ be an ordered Bratteli diagram. If $x = (x_0, x_1, \ldots)$ is a non-maximal path in $X_B$, then let $n$ be the smallest integer such that $x_n$ is not a maximal edge. Then the path $y = (y_0, y_1, \ldots)$, which agrees with $x$ from level $n+1$ onwards, where $(y_0, \ldots, y_{n-1})$ is minimal and $y_n$ is the successor of $x_n$, is called the successor of $x$ with respect to $\omega$. We say that $\varphi_\omega : X_B \to X_B$ is a Vershik map if, for each $x \in X_B \setminus X_{\text{max}}(\omega)$, $\varphi_\omega(x)$ is the successor of $x$ with respect to $\omega$. We call $(X_B, \varphi_\omega)$ a Bratteli–Vershik dynamical system. Note that $\varphi_\omega : X_B \setminus X_{\text{max}}(\omega) \to X_B \setminus X_{\text{min}}(\omega)$ is bijective. In some cases, mainly when $\omega$ is a proper order, $\varphi_\omega$ can be extended to a homeomorphism on $X_B$. Note that a properly
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\caption{The first three levels of a Bratteli diagram with $r^{-1}(v)$ ordered.}
\end{figure}
ordered simple Bratteli diagram defines a minimal Cantor dynamical system. In this article, we do not assume that our orders are proper, nor are we concerned with whether \( \varphi_\omega \) can be extended to a homeomorphism.

For Bratteli diagrams whose vertex sets \( V_n \) are unbounded in size, the sets \( X_{\text{min}}(\omega) \) and \( X_{\text{max}}(\omega) \) are not necessarily countable. For example, for a large family of diagrams defined in [JQY17], almost any order defined on these diagrams will have uncountably many maximal and minimal paths. However, if \( B \) is everywhere growing, we still have the following lemma, which is similar in spirit to [BKMS10, Lemma 2.7]; see also [FPS17, Proposition 2.1] for a proof of the same result for the Pascal Bratteli diagram. Here, a measure \( \mu \) defined on the \( \sigma \)-algebra generated by cylinder sets in \( X_B \) is said to be invariant with respect to the tail equivalence relation if, for any vertex \( v \in V \), it gives equal \( \mu \)-mass to any cylinder set defined by a path from \( v_0 \) to \( v \).

**Lemma 6.2.** Suppose that \( B \) is an everywhere growing Bratteli diagram. Then for any order \( \omega \) on \( B \) and any probability measure \( \mu \) that is invariant with respect to the tail equivalence relation, we have \( \mu(X_{\text{min}}(\omega)) = \mu(X_{\text{max}}(\omega)) = 0 \).

**Proof.** We use the fact that, for each \( n \), the set of paths from the top vertex \( v_0 \) to level \( n \) of the Bratteli diagram defines cylinder sets which form a partition of \( X_B \). Notice that the sets \( X_{\text{max}}(\omega) \) and \( X_{\text{min}}(\omega) \) are measurable as they are countable intersections of finite unions of cylinder sets. We show that \( \mu(X_{\text{max}}(\omega)) = 0 \), the other assertion following similarly. Fix an arbitrary \( n \). Since \( B \) is everywhere growing, we can choose a level \( n \) so that any vertex in \( V_n \) has at least \( N \) incoming paths from \( v_0 \). Let \( C_N \) stand for the union of cylinder sets to level \( n \) which are defined by maximal paths. By the invariance of \( \mu \), we have \( \mu(C_N) \leq 1/N \). Since \( X_{\text{max}}(\omega) \) is a subset of \( C_N \), we have \( \mu(X_{\text{max}}(\omega)) \leq 1/N \), and the result follows. \( \square \)

Note that if \( \mu \) is a measure on \( X_B \) and \( (X_B, \varphi_\omega, \mu) \) is a measure preserving system (in particular, this requires \( \mu(X_{\text{max}}(\omega)) = \mu(X_{\text{min}}(\omega)) = 0 \)), then \( \mu \) must be invariant with respect to the tail equivalence relation. Conversely, if \( \mu \) on \( X_B \) is invariant under the tail equivalence relation and if a Vershik map \( \varphi_\omega \) on \( X_B \) is defined on a set of full \( \mu \)-mass, then \( \mu \) is \( \varphi_\omega \)-invariant; see e.g. [BKMS10, Lemma 2.7] or [Fis09, Proposition 2.11]. Finally, there is always at least one measure which is invariant with respect to the tail equivalence relation. Indeed, if the Bratteli diagram is simple, then it admits a proper order that makes the Vershik map a homeomorphism, so by the Krylov–Bogolyubov theorem, there is always at least one invariant measure w.r.t. the Vershik map and, hence, w.r.t. the tail equivalence relation. Otherwise, if \( B \) is everywhere growing, then the tail equivalence relation on \( X_B \) is aperiodic. Since \( \bigcap_{n \geq k} F_k^T \ldots F_n^T \mathbb{R}^{|V_{n+1}|}_+ \) is closed and non-empty for each \( k \), there exists a sequence of vectors \( p^{(n)} \) in \( \mathbb{R}^{|V_n|}_+ \) which satisfy \( F_n^T p^{(n+1)} = p^{(n)} \) for each \( n \). Now we can apply the second part of [BKMS10, Theorem 2.11] to conclude that there exists at least one finite Borel measure which is invariant with respect to the tail equivalence relation.

We now give a certain way to represent elements of a recognizable \( S \)-adic shift that will be crucial for its relation with Bratteli–Vershik systems; see [CS01a] for the case of
substitutive shifts. Given a directive sequence \( \sigma \) and \( n \in \mathbb{N} \), define
\[
\mathcal{P}_n = \{ T^k \sigma_{[0,n)} ([a]) : a \in \mathcal{A}_n, 0 \leq k < \sigma_{[0,n)} (a) \}.
\]
(6.1)
We can think of \( \mathcal{P}_n \) as consisting of \( |\mathcal{A}_n| \) towers. If \( \sigma \) is everywhere growing, then the minimum height of the towers in \( \mathcal{P}_n \) tends to infinity.

For each \( n \in \mathbb{N} \), \( \mathcal{P}_n \) is a clopen cover of \( X_\sigma \). We say that a sequence \( (k_n, a_n)_{n \in \mathbb{N}} \) is a \((\mathcal{P}_n)\)-address for \( x \in X_\sigma \) if \( x \in T^{k_n} \sigma_{[0,n)} ([a_n]) \) for each \( n \in \mathbb{N} \). Each point \( x \in X_\sigma \) has at least one \((\mathcal{P}_n)\)-address. Let \( \mu \) be a shift invariant probability measure on \( X_\sigma \). The covers \( \mathcal{P}_n \) are generating in measure if \( \mu \)-almost every \( x \in X_\sigma \) has a \((\mathcal{P}_n)\)-address that uniquely determines \( x \). Limit words, i.e. points in \( X_\sigma \cap \bigcap_{n \in \mathbb{N}} \sigma_{[0,n)} (\mathcal{A}_n^2) \), have \((\mathcal{P}_n)\)-addresses \((0, a_n)_{n \in \mathbb{N}} \) that tell us nothing about their left infinite part. Thus if a one-sided limit point \( \bar{x} \) in \( \bigcap_{n \in \mathbb{N}} \sigma_{[0,n)} (\mathcal{A}_n^2) \) can be preceded by two distinct ‘pasts’, i.e. if there exist two distinct limit points in \( X_\sigma \cap \bigcap_{n \in \mathbb{N}} \sigma_{[0,n)} (\mathcal{A}_n^2) \) whose right infinite part is the same, then the \((\mathcal{P}_n)\)-addresses with \( k_n = 0 \) for all \( n \geq 0 \) do not distinguish these two points. On the other hand, we have the following lemma.

**Lemma 6.3.** Let \( \sigma = (\sigma_n)_{n \geq 0} \) be a sequence of morphisms. If \( x \in X_\sigma \) does not belong to the shift orbit of a limit word of \( \sigma \), then \( x \) is uniquely determined by any \((\mathcal{P}_n)\)-address of \( x \). If \( \sigma \) is recognizable, then for all \( n \geq 0 \), \( \sigma_n : X_\sigma^{(n+1)} \to X_\sigma^{(n)} \) is a homeomorphism and the covers \( \mathcal{P}_n \) are partitions. If \( \sigma \) is recognizable and everywhere growing and \( \mu \) is a shift invariant probability measure on \( X_\sigma \), then \( \mu (\bigcap_{n=0}^{\infty} \sigma_{[0,n)} (X_\sigma^{(n)}) ) = 0 \), and \( \mathcal{P}_n \) is generating in measure.

**Proof.** Let \( x \in X_\sigma \) with \( x \in T^{k_n} \sigma_{[0,n)} ([a_n]) \), \( 0 \leq k_n < \sigma_{[0,n)} (a_n) \), for all \( n \geq 0 \). If \( k_n \) is bounded, then we have some \( k \) such that \( k_n = k \) infinitely often, and \( T^{-k} (x) \) is a limit word of \( \sigma \). Similarly, if \( \sigma_{[0,n)} (a_n) - k_n \) is bounded, then we have some \( k \) such that \( |\sigma_{[0,n)} (a_n) - k_n| = k \) infinitely often, and \( T^k (x) \) is a limit word of \( \sigma \). If both \( k_n \) and \( |\sigma_{[0,n)} (a_n) - k_n| \) are unbounded, then \( x_{[-k_n,|\sigma_{[0,n)} (a_n) - k_n|]} = \sigma_{[0,n)} (a_n) \), \( n \geq 0 \), determines \( x \).

Recognizability immediately implies that \( \sigma_n \) is a homeomorphism.

If \( \sigma \) is recognizable and everywhere growing, then let \( n \geq 0 \) be such that \( |\sigma_{[0,n)} (a)| \geq N \) for all \( a \in \mathcal{A}_n \). As \( \mathcal{P}_n \) forms a partition of \( X_\sigma \) and \( \mu \) is \( T \)-invariant, we have \( \mu (\sigma_{[0,n)} (X_\sigma^{(n)}) ) \leq 1/N \) and thus \( \mu (\bigcap_{n=0}^{\infty} \sigma_{[0,n)} (X_\sigma^{(n)}) ) = 0 \). The result follows.

Given a directive sequence \( \sigma \), we can define an associated natural ordered Bratteli diagram \((B, \omega)\), said to be associated with \( \sigma \), as follows. For \( n \geq 1 \), \( V_n \) is a copy of \( \mathcal{A}_{n-1} \). The matrix \( F_0 \) is the vector \((1, 1, \ldots, 1)\) of size \( |\mathcal{A}_0| \). For \( n \geq 1 \), the \( n \)th incidence matrix \( F_n \) for the Bratteli diagram \( B \) is the transpose of the incidence matrix of \( \sigma_{n-1} \). The substitutions \( \sigma_n \) also define the order \( \omega \) that we consider on \( B \). Given a vertex \( v \in V_{n+1} \) labeled by the letter \( a \in \mathcal{A}_n \), we order the edges with range \( a \) as follows: if \( b \) is the \( j \)th letter in \( \sigma_{n-1} (a) \), then we label an edge with source \( b \) and range \( a \) with \( j-1 \). In particular, if infinitely many of the morphisms \( \sigma_n \) are proper, then \( \omega \) is a proper order, and \( \varphi_\omega : X_B \to X_B \) is a homeomorphism.

Notice that \( \sigma \) is everywhere growing if and only if the diagram \( B \) in the natural Bratteli diagram \((B, \omega)\) associated with \( \sigma \) is everywhere growing. Now we can reformulate Lemma 6.2 as follows.
Lemma 6.4. Let $\sigma$ be an everywhere growing directive sequence and let $(B, \omega)$ be the natural Bratteli diagram associated with $\sigma$. Then, for any probability measure $\mu$ that is invariant with respect to the tail equivalence relation, we have $\mu(X_{\min}(\omega)) = \mu(X_{\max}(\omega)) = 0$, so that the Vershik map $\varphi_\omega$ is defined $\mu$-almost everywhere, and $(X_B, \varphi_\omega, \mu)$ is a measure preserving dynamical system.

As, for everywhere growing $\sigma$, $(X_B, \varphi_\omega, \mu)$ is a measure preserving dynamical system for any $\mu$ that is invariant with respect to the tail equivalence relation, we will abuse notation, and call $(X_B, \varphi_\omega)$ the natural (measurable) Bratteli–Vershik system associated with $\sigma$.

We say that a transformation $\Phi : (X, T) \to (Y, S)$ is an almost-conjugacy if there is a $T$-invariant set $D \subset X$ and an $S$-invariant set $E \subset Y$, with $\Phi : X \setminus D \to Y \setminus E$ a continuous bijection satisfying $\Phi \circ T = S \circ \Phi$, and such that $D$ (respectively $E$) has zero measure for every fully supported invariant probability measure on $(X, T)$ (respectively $(Y, S)$). Thus, if $(X, T)$ and $(Y, S)$ are almost conjugate, $v$ is any probability measure on $X$ that is preserved by $T$, and $\mu$ is any probability measure on $Y$ preserved by $S$, then $(X, T, v)$ and $(Y, S, \mu)$ are measure theoretically conjugate. If $\Phi$ is as above, except not injective, then we say that $(Y, S)$ is an almost-factor of $(X, T)$.

Theorem 6.5. Let $\sigma$ be an everywhere growing directive sequence and $(X_B, \varphi_\omega)$ the natural Bratteli–Vershik dynamical system associated with $\sigma$. Then $(X_\sigma, T)$ is an almost-factor of $(X_B, \varphi_\omega)$. If $\sigma$ is recognizable, then $(X_\sigma, T)$ is almost-conjugate to $(X_B, \varphi_\omega)$.

Remark 6.6. If $\sigma$ is everywhere growing and recognizable, then $(X_\sigma, T)$ is aperiodic. For, if $x \in X_\sigma$ is periodic, choose $n$ such that for each letter $a \in A_n$, $|\sigma_{(0,n)}(a)|$ is strictly larger than the period of $x$. Then $x$ has at least two centered $\sigma_{(0,n)}$-representations.

Proof. As $\sigma$ is everywhere growing, $B$ is also. Let $E$ denote the set of all paths in $X_B$ that are tail equivalent to a minimal or maximal path. In other words, $E$ is the union of the set of backward $\varphi_\omega$-orbits of maximal paths and the set of forward $\varphi_\omega$-orbits of minimal paths. By Lemma 6.2, $E$ has zero $\mu$-mass for any probability measure $\mu$ on $X_B$ that is invariant under the tail equivalence relation.

Define a map $\Psi : X_B \setminus E \to X_\sigma$ in the following way. For a path $x = (x_0, x_1, \ldots) \in X_B \setminus E$ with, for $n \geq 1$, edges $x_n$ labeled by $k_{n-1}$, vertices $r(x_n)$ labeled by $a_n \in A_n$, words $p_{n-1} \in A_{n-1}^{k_{n-1}}$ that are prefixes of $|\sigma_{n-1}(a_n)|$, we have that $p_{n-1}a_{n-1}$ is a prefix of $\sigma_{n-1}(a_n)$, hence

$$q_n = \sigma_{(0,n-1)}(p_{n-1})\sigma_{(0,n-2)}(p_{n-2}) \cdots \sigma_0(p_1) p_0$$

is a prefix of $\sigma_{(0,n)}(a_n)$. Let $y \in A_0^\mathbb{Z}$ be such that $T^{-|q_n|}(y)$ starts with $\sigma_{(0,n)}(a_n)$ for all $n \geq 1$. As $k_{n-1} > 0$ for infinitely many $n \geq 1$ and $k_{n-1} < |\sigma_{n-1}(a_n)|$ for infinitely many $n \geq 1$, we have that $\lim_{n \to \infty} |q_n| = \infty$ and $\lim_{n \to \infty} |\sigma_{(0,n)}(a_n)| - |q_n| = \infty$. Hence, $y$ is unique, and we set $\Psi(x) = y$. Then $\Psi$ is continuous. Let $D = X_\sigma \setminus \Psi(X_B \setminus E)$.

Let $v$ be a probability measure on $X_\sigma$ which is invariant under $T$. To prove that $(X_\sigma, T)$ is an almost-factor of $(X_B, \varphi_\omega)$, it remains to show that $v(D) = 0$ for any $T$-invariant probability measure $v$ on $X_\sigma$. Similarly to Lemma 6.3, we obtain that each element of $D$ is in the shift orbit of a limit word of $\sigma$. Similarly to Lemma 5.13, the property that $\sigma$
is everywhere growing implies that the set of limit words of $\sigma$ is countable, thus $D$ is countable. If $v(\{x\}) > 0$ for some $x \in X_\sigma$, then $x$ is a periodic point. As $\sigma$ is everywhere growing, this implies that $x \in \Psi(X_B \setminus E)$. Therefore, we have $v(D) = 0$.

If $\sigma$ is recognizable, it is straightforward to show that $\Psi$ is injective. □

6.2. Recognizability and rank. We pause to discuss briefly the relation of recognizability to the multiple notions of rank. The notion of rank has its roots in measurable transformations of the unit interval. One definition is that a transformation $T : [0, 1] \to [0, 1]$, which is measure preserving with respect to the Lebesgue measure $\mu$, has measurable rank $k$ if there is a sequence of measurable partitions $(P_n)$ of $[0, 1]$, where for each $n$, $P_n = \{T_1, \ldots, T_k, S_n\}$, with each $T_k$ a 'tower', with $S_n$ a small 'spacer set', $\mu(S_n) \to 0$, and such that the sequence $(P_n)$ generates the Borel $\sigma$-algebra. This comes naturally out of the 'cutting and stacking' definition of finite rank transformations. Here, if we interpret the notion of recognizability as the existence of a generating sequence of partitions, then recognizability is built in. See [Fe96, Fe97] for several possible definitions of rank $k$ systems. Measurable Bratteli–Vershik systems often have a Lebesgue model as a cutting and stacking transformation, for example, most recently in [AFP17]. There is also a notion of topological rank. The rank of a Bratteli diagram is the minimum $k$ such that $|V_n| = k$ infinitely often. In [DM08], the authors define the (topological) rank of a Cantor dynamical system $(X, S)$ to be the minimal $k$ where $(X, S)$ is conjugate to a topological Bratteli–Vershik system $(X_B, \varphi_\omega)$, and where $B$ is of rank $k$. Apart from the topological context, this notion of rank is close to that of measurable rank, for it also has a built in recognizability, in the form of a generating sequence of topological partitions of $X_B$.

It also makes sense to talk about the rank of a recognizable $S$-adic shift. The rank of a directive sequence $\sigma$ is the minimum $k$ such that $|A_n| = k$ infinitely often. Let $(X_\sigma, T)$ be a recognizable, everywhere growing $S$-adic shift, with $\sigma$ of rank $k$. Then by Lemma 6.3, for any probability measure $\nu$ such that $(X_\sigma, T, \nu)$ is measure preserving, we have a sequence of partitions $(P_n)$, each consisting of $k$ towers such that $(P_n)$ generates the Borel $\sigma$-algebra defined by $\nu$.

Corollary 6.7. Let $(X_\sigma, T)$ be a recognizable, everywhere growing $S$-adic shift, with $\sigma$ of rank $k$. Let $\nu$ be any probability measure such that $(X_\sigma, T, \nu)$ is measure preserving. Then $(X_\sigma, T, \nu)$ is measurably conjugate to a cutting and stacking measurable transformation of a Lebesgue space which is of measurable rank at most $k$.

Example 6.8. The infimax $S$-adic family $F = \{\theta_k : k \geq 1\}$, with $\theta_k : \{1, 2, 3\}^+ \to \{1, 2, 3\}^+$, $\theta_k(1) = 2$, $\theta_k(2) = 31^{k+1}$, $\theta_k(3) = 31^k$, is considered in [BS18], where Boyland and Severa consider $S$-adic shifts $(X_\sigma, T)$ defined by $\sigma = (\sigma_n)_{n \geq 1}$ with each $\sigma_n \in F$. The authors show that there exist geometric realizations, via homeomorphisms, of such $S$-adic shifts as interval translation maps. To do this, they modify the methods developed by Canterini and Siegel [CS01a, CS01b], which involves using the ordered Bratteli diagram defined by $\sigma$, to obtain a map from the $S$-adic shift to a generalized Rauzy fractal, such that the shift on $X_\sigma$ corresponds to an interval translation map for which the fractal is the attractor. It can easily be checked, either by hand or, since each $M_{\theta_k}$ has rank 3, by
applying Theorem 4.6, that any directive sequence chosen from \( F \) yields a recognizable \( S \)-adic shift. Using Theorem 6.5, we conclude that such a shift is almost conjugate to the natural (measurable) Bratteli–Vershik shift that it defines.

**Example 6.9.** (Return words and tree shifts) Let \( X \subset \mathcal{A}^\mathbb{Z} \) be a minimal shift with language \( L_X \). Let \( w \in L_X \). A (left) return word to \( w \) is a word \( v \in L_X \) that has \( w \) as a prefix, such that \( vw \in L_X \) and such that \( vw \) contains exactly two occurrences of \( w \). The set \( R_X(w) \) of return words to \( w \) is finite by minimality. A coding morphism for \( R_X(w) \) is a morphism \( \tau : B^* \to A^* \) which maps the finite alphabet \( B \) bijectively onto \( R_X(w) \).

Let \( \Gamma_X(w) = \{ v \in L_X : vw \in L_X \cap wA^+ \} \); then \( R_X(w) \subset \Gamma_X(w) \). Elements \( v \) of \( \Gamma_X(w) \) have \( w \) as a prefix but \( vw \) might contain more than two occurrences of \( w \). The shift with language \( (\tau^{-1}\Gamma_X(w)) \cup \{e\} \) is called the derived language of \( X \) with respect to \( w \) and to \( \tau \) (here \( e \) stands for the empty word), and it is also a minimal shift. Let \( x \in X \), let \( \tau \) be a coding morphism with respect to the subword \( x_{-1}x_0 \), and let \( y \) be the two-sided sequence defined by \( S^{-1}x = \tau(y) \). The point \( y \) belongs to \( Y \), the derived shift of \( X \) with respect to \( w = x_{-1}x_0 \) and \( \tau \). We call the point \( y \) a derived point of \( x \). By iterating the process, one thus gets an \( S \)-adic representation of \( X \) obtained by return words, and expressed in terms of derived shifts; see e.g. [Dur03] or [DL17]. We describe the inductive procedure to construct this representation of \((X, T)\) as an \( S \)-adic shift. Fix \( x = x^{(0)} \in X \), let \( X^{(0)} = X \), let \( \sigma_0 = \tau \) be the coding morphism with respect to \( x^{(0)}_{-1}x^{(0)}_0 \), and let \( X^{(1)} \) be the shift whose language is the derived language of \( X^{(0)} \) with respect to \( x^{(0)}_{-1}x^{(0)}_0 \). Now fix the \( x^{(1)} \in X^{(1)} \) which satisfies \( S^{-1}x^{(1)} = \tau(x^{(1)}) \), and let \( \sigma_1 \) be a coding morphism with respect to the subword \( x^{(1)}_{-1}x^{(0)}_0 \). Let \( X^{(2)} \) be the shift whose language is the derived language of \( X^{(1)} \) with respect to \( x^{(1)}_{-1}x^{(0)}_0 \). Continuing inductively, we build a sequence of morphisms \( \sigma = (\sigma_n)_{n \geq 0} \) such that \( \sigma_n \) is a coding morphism with respect to the subword \( x^{(n)}_{-1}x^{(n)}_0 \in X^{(n)} \), and such that \( X^{(n+1)} \) is the shift whose language is the derived language of \( X^{(n)} \) with respect to \( x^{(n)}_{-1}x^{(n)}_0 \) and \( \sigma_n \). Then \((X^{(n)})_{n \geq 0} = (X^{(n)}_{\sigma})_{n \geq 0} \) and \( X = X^{(0)}_{\sigma} \). Let us call this \( S \)-adic representation of \( X \) a return word \( S \)-adic representation of \( X \).

* A priori, morphisms involved in such an \( S \)-adic representation are not substitutions: the cardinality of \( R_X(w) \) is not necessarily equal to the cardinality of \( A \). We now consider a family of shifts \( X \), namely tree shifts, that have the striking property that the sets of return words all have the same cardinality for every subword \( v \in L_X \) (they even generate the free group). The family of tree shifts [BDFD*15] includes Arnoux–Rauzy words and interval exchanges. For a word \( w \in L_X \), we consider the undirected bipartite graph \( G(w) \) called its extension graph in \( L_X \) which is defined as follows. Its set of vertices is the disjoint union of \( \{ a \in A : aw \in L_X \} \) and \( \{ a \in A : wa \in L_X \} \), and its edges are the pairs \((a, b)\) such that \( awb \in L_X \). We say that the minimal shift \( X \) is a tree shift if for every word \( w \), the graph \( G(w) \) is a tree.

Tree shifts are stable under decoding by return words. Indeed, according to [BDFD*15, Theorem 5.13], any derived shift of a minimal tree shift is a minimal tree shift defined on the alphabet of the same cardinality. Furthermore, the coding morphisms are free group automorphisms, hence their incidence matrices have full rank. In other words, by Theorem 4.6, if \((X_{\sigma}, T)\) is a return word \( S \)-adic representation of \((X, T)\), then it is a recognizable \( S \)-adic representation \((X_{\sigma}, T) = (X, T)\). The entire statement of
Lemma 6.3 holds. For, the fact that the morphisms in $\sigma$ are all defined on alphabets of the same cardinality implies that the set of limit words $\bigcap_{n=0}^{\infty} \sigma_{(0,n)}(X^{(n)}_{\sigma})$ is finite. Let $(B, \omega)$ be the ordered Bratteli diagram associated with $\sigma$. Then $\mathcal{E}$, the set of all paths in $X_B$ that are tail equivalent to a minimal or maximal path, is countable and so we can apply Theorem 6.5 to conclude that our tree shift $(X, T)$ is almost conjugate to the Bratteli–Vershik system $(X_B, \varphi_\omega)$.

But in this case we can say more. Namely, we make a slight modification of the coding morphisms $(\sigma_n)_{n \geq 0}$ to render them proper. Sequences of proper morphisms are often useful in getting a topological Bratteli–Vershik representation, see e.g. [DHS99, DL12]. (However the fact that the sequence is proper is not a sufficient condition for a topological Bratteli–Vershik representation, cf. Example 4.3.) We describe the modification for a single coding morphism $\tau$, which must then be applied to each $\sigma_n$. Consider the finite set $x_{-1}^{-1} R_X (x_{-1} x_0) x_{-1}$. Any element $v$ of this set has $x_0$ as a prefix and $x_{-1}$ as a suffix. One checks that the coding morphism $\tau'$ for $x_{-1}^{-1} R_X (x_{-1} x_0) x_{-1}$ is a proper substitution. It has also full rank since it has the same incidence matrix as $\tau$. Hence the new sequence of coding morphisms $(\sigma_n)_{n \geq 0}$ is a sequence of proper morphisms, and the natural Bratteli–Vershik system associated with $\sigma$ is properly ordered.

To conclude, we have proved the following result that holds in particular for shifts provided by Arnoux–Rauzy words or by codings of minimal interval exchanges.

**Theorem 6.10.** Let $(X, T)$ be a minimal tree shift. Let $(X_{\sigma}, T)$ be a return word S-adic representation of $(X, T)$. Then $(X_B, \varphi_\omega)$, the natural Bratteli–Vershik system associated with $\sigma$, is properly ordered and is topologically conjugate to $(X, T)$. Its topological rank is bounded by the size of the alphabet of $X$.

**6.3. Consequences of eventual recognizability.** We end by returning to a question raised by Theorem 6.5. If $\sigma$ is recognizable from level $n$ on, and the number of centered $\sigma_{(0,n)}$-representations of $x \in X_{\sigma}$ in $X^{(n)}_{\sigma}$ is bounded, then the almost-factor map of Theorem 6.5 is bounded-to-one. Indeed, if $\sigma$ is recognizable from level $n$ on, then, using the notation of Theorem 6.5, for any $x \in X_{\sigma} \setminus \mathcal{E}$, $|\Psi^{-1}(\Psi(x))|$ is bounded by the number of centered $\sigma_{(0,n)}$-representations of $\Psi(x)$ in $X^{(n)}_{\sigma}$. For an everywhere growing directive sequence $\sigma$ with alphabets of bounded size, we have recognizability for aperiodic points from some level $n$ on by Theorem 5.2. If $X_{\sigma}$ is aperiodic and the number of $\sigma_{(0,n)}$-representations of $x \in X_{\sigma}$ in $X^{(n)}_{\sigma}$ is bounded, this would imply that $(X_{\sigma}, T)$ is a bounded-to-one almost-factor of $(X_B, \varphi_\omega)$.

**Question 6.11.** Let $\sigma$ be an everywhere growing eventually recognizable directive sequence, such that the S-adic system $(X_{\sigma}, T)$ is an aperiodic shift. Let $(X_B, \varphi_\omega)$ be the natural Bratteli–Vershik dynamical system associated with $\sigma$. Is $(X_{\sigma}, T)$ a bounded-to-one almost-factor of $(X_B, \varphi_\omega)$?
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