I. INTRODUCTION

Radiation has two sources of angular momentum. The commonly understood source is the polarisation of the light. Circularly polarised photons are endowed with an angular momentum of $\sigma \hbar$, where $\sigma = \pm 1/\sqrt{2}$. This angular momentum is commonly referred to as spin angular momentum (SAM). Light can also derive an angular momentum from an azimuthal phase dependence. This angular momentum is known as orbital angular momentum (OAM). It provides light with a helical phase front and, consequentially, is referred to as twisted light. The OAM of a photon is $\ell \hbar$ where $\ell$ is an unbounded integer. Twisted light beams that have Laguerre-Gaussian and Bessel function radial profiles have been extensively studied, both have the same azimuthal phase dependence which is encoded mathematically as $e^{i\ell \phi}$. Twisted light beams may also be circularly polarised providing each photon a total angular momentum of $(\ell \pm \sigma)\hbar$.

Twisted light has found a great range of applications, including applying high optical torques to microparticles, 3D surface imaging, atomic trapping and novel motion detection methods for microscopic particles. The larger alphabet of states that may be encoded into twisted photons promises a marked increase in the capacity of optical communication. Similarly, this enhanced information content of twisted photons have made them attractive as possible qudits to the quantum information community.

The maturation of the field has been accompanied by a growing interest in new methods to generate twisted light. Transmitting regular light through a hologram is the most common method to generate orbital angular momentum in light. However, now a considerable number of metamaterials have been constructed that can generate twisted light on the microscopic scale. This new field of research includes the design and fabrication of various microscopic structures that can emit twisted light, some of which enable tuning the OAM of the optical emissions.

One particular quantum structure that has been theoretically explored is the system of discrete emitters arranged in a circular array. The emitters are in close enough proximity to form a delocalised state across the whole system. Quasi-momenta arises in this system as momentum is a conserved by discrete, rather than continuous, translations. This system we refer to as a circular emitter array (CEA). It can emit and absorb twisted light. Some arrays that meet the physical requirements to be CEAs have already been fabricated. These include semiconductor quantum dots arranged in close proximity through a growth and etching technique, and novel quantum structures is still limited.

A number of authors have suggested that molecular arrays could provide the physical system for the CEA. A molecular CEA presents great difficulties in engineering the specific states, energy levels and the light-matter interaction. Another proposal utilised cylindrical waveguides arranged in a circle. Whilst the authors provide further theory demonstrating the feasibility of a CEA, this particular system could not be implemented on a metamaterial due to its three-dimensional nature. This limits its potential applications. Others have theoretically investigated CEAs composed of three semiconductor quantum dots (QD) and have shown them capable of absorbing and re-emitting circularly polarised
light of the opposite handedness\textsuperscript{30}. This system is the theoretically simplest and experimentally the most realisable; however, the authors do not investigate its capacity to emit or absorb twisted light.

This paper considers CEAs composed of semiconductor QDs. Our research utilises the extensive literature on twisted light semiconductor systems. Research in this area has already developed a general theory of semiconductors and twisted light\textsuperscript{31,32}, as well as theory specifically applied to QDs of different geometries\textsuperscript{33,34}, quantum rings\textsuperscript{35} and quantum wells\textsuperscript{36}. This body of research provides the framework that we use to explore the complete optical properties of CEAs.

The existing literature on CEAs makes a number of assumptions to ascertain the system’s optical properties. The primary assumption made is that, within the CEA, electric dipoles are formed between each neighbouring emitter; then, the light emitted from the CEA is calculated as the summation of the light emitted from each individual dipole\textsuperscript{30,32}. Our calculation does not make this assumption. Rather, we start from the CEA’s total wave function and utilise a semi-classical formalism to compute the probability of certain transitions involving particular optical emissions. Studying a CEA composed of QDs allows us to incorporate the already developed theory of semiconductor quantum structures interacting with twisted light.

Finally, this paper aims to provide the design principles for engineering a CEA, or similar system, with certain optical properties. The only empirical parameters required to utilise our research is the full width half maximum of the wave function of the QD as well as the CEA’s energy spectra. With this knowledge, we can compute the necessary geometry of the CEA required for particular optical properties.

II. CIRCULAR EMITTER ARRAY MODEL

The wave function

The delocalised electronic wave function of the CEA is the product of a slowly varying envelope function and a unit cell function $u(\mathbf{r})$. These two functions give two length scales to the system: the envelope functions varies steadily across the entire CEA whilst the unit cell function is periodic between cells and therefore rapidly oscillates across the CEA. The envelope function is separable into a transverse function in the $xy$ plane $\phi(\mathbf{r}_\perp)$ and a function that varies vertically, $Z(z)$ (the QDs are arranged in $xy$ plane around the $z$ axis). We assume the QDs to be sufficiently confined in the $z$ axis that only a single $Z$ state exists in each band. We restrict our model to a two band model - one valence and one conduction band - which is consistent with similar semiconductor twisted light systems\textsuperscript{35}. The CEA wave function is

$$\psi_q(\mathbf{r}) = [\phi_q(\mathbf{r}_\perp) Z_q(z)] u_q(\mathbf{r}).$$

The quantum number $q$ specifies the quasi-angular momentum of the transverse envelope function whilst $\nu$ indicates the band. The particle’s spin has been ignored.

The transverse envelope function depends on the specific geometry of the CEA. We model a CEA consisting of $N$ QDs exhibiting the $C_N$ symmetry. The distance from the origin to the centre of any QD is $\rho_0$. It is assumed that only the interaction between the nearest QDs is significant. The Hamiltonian we employ accounts for both the on-site and coupling energy of the QDs in each band

$$H_0 = \sum_{\nu} \left[ \hbar \omega_{\nu} \sum_j c_{j\nu}^\dagger c_{j\nu} + t_\nu \sum_{\langle i,j \rangle} (c_{i\nu}^\dagger c_{j\nu} + \text{h.c.}) \right],$$

where $c_{j\nu}^{(1)}$ represents the fermionic annihilation (creation) operator of the $j$th QD in the band $\nu$. The overlap between the QDs wave functions determines the hopping strength $t_\nu$. The energy difference between the ground states of the valence and conduction bands is $\Delta = \hbar \omega_c - \hbar \omega_v$.

We work in the basis set where there exists a single state localised around each QD in each band. The basis state of QD $j$ in the band $\nu$ is denoted $|\chi_j\nu\rangle$. The eigenstates of the CEA then take the form

$$|q\nu\rangle = \frac{1}{\sqrt{N}} \sum_j e^{(j-1)q} |\chi_j\nu\rangle,$$
where $\varepsilon = \exp(i2\pi/N)$. The eigenstates in each band are superpositions comprised of each basis state multiplied by a phase $e^{i\varepsilon}$ different from its neighbouring QDs. The range of quasi-angular momentum available to the states of a CEA with an odd number of QDs is $q = [-\frac{1}{2}(N-1)/2, \frac{1}{2}(N-1)/2]$. The triple quantum dot (which is the $N = 3$ CEA) has been found to have these same eigenstates.\(^{37}\)

The eigenstates have the corresponding energy

$$E_{q\nu} = \hbar \omega_\nu + 2t_\nu \cos \left(\frac{2\pi q}{N}\right). \quad (4)$$

It is necessary to know the wave function of the CEA to compute its optical properties. Thus, we assume a Gaussian function as the spatial wave function for each QD. Many different QDs have a great variety of wave functions which are not Gaussian; however, the Gaussian function does adhere to the most general characteristics of the ground states of most QDs. That is, radial symmetry and monotonic decrease from the centre of the QD. We define the spatial wave function of the QD $j$ in band $\nu$ as

$$\langle r_\perp | \chi_{j\nu} \rangle = \frac{1}{\sqrt{\pi s_\nu}} e^{-\frac{(r_\perp - r_j)^2}{2s_\nu^2}}. \quad (5)$$

The location of the $j^{th}$ QD is $r_j = \rho_0 \hat{r} + \theta_j \hat{\theta}$ where $\theta_j = 2\pi/N(j-1)$. The confinement of the function is determined by $s_\nu$. This in turn determines the full width half maximum for the basis function in band $\nu$

$$f_\nu = s_\nu \sqrt{2 \log 2}. \quad (6)$$

The transverse envelope function of the CEA then takes the form

$$\phi_{q\nu}(r_\perp) = A_{q\nu} \sum_j \chi_{j\nu}(r_\perp) e^{(j-1)q}. \quad (7)$$

where the normalisation $A_{q\nu}$ is calculated in Appendix A.

The Interaction Hamiltonian

We are interested in calculating transitions between two states within the CEA mediated by optical emission or absorption. Fermi’s Golden rule states that the rate of a certain transition is proportion to the Hamiltonian matrix element between the initial and final state. We therefore constrain our analysis to determining the magnitude of these matrix elements. We use the minimal coupling interaction Hamiltonian

$$H = \frac{1}{2m} [\hat{p} - e\hat{A}(r)]^2 - eU(r) + V(r), \quad (8)$$

where the electron’s effective mass, charge and momentum are denoted $m$, $e$ and $\hat{p}$, respectively. The potential that confines the electron $V(r)$ is determined by the geometry of the CEA. The optical response appears as an external scalar and vector potential, $U(r)$ and $\hat{A}(r)$.

From here we drop the $A^2$ term as being too small to contribute. We recognise the system Hamiltonian as $H_0 = \frac{p^2}{2m} + V(r)$. We work in the Lorenz gauge which allows us to set $U(r) = 0$. This leaves an interaction Hamiltonian of the form

$$H_I = -\frac{e}{2m} (\hat{p} \cdot A + A \cdot \hat{p}). \quad (9)$$

Typically the Coulomb gauge is chosen to eliminate first term in Eq. (8). We work in the Lorenz gauge so that Laguerre-Gaussian modes appear as solutions to the paraxial Maxwell’s equation. These modes are characterised by two numbers. The first number, $\ell$, defines the OAM of the mode. The second number determines the number of concentric rings of the mode. We set this number to zero to ensure only a single ring profile. This reflects the geometry of the CEA which consists a single ring of QDs, thus making it improbable that its optical emissions could consist of multiple rings. This radial profile of the light’s vector potential takes a particularly simple form in the $z = 0$ plane

$$A_\ell(r_\perp, z = 0) = \sqrt{\frac{2}{\pi \ell!}} \frac{1}{w_0} \left(\frac{2r}{w_0}\right)^{|\ell|} e^{-r^2/w_0^2} e^{i\ell \theta}, \quad (10)$$

where the beam waist in the $z = 0$ plane is $w_0$. The strong vertical confinement of the QDs allows us to assume the optical fields are, effectively, spatially homogeneous across the CEA vertically. This allows for the dipole approximation to be utilised which results in only needing to consider the optical fields in the same vertical plane as the CEA. Hence, from here on, we consider the vector potential only in this plane and use the shorthand notation $A_\ell(r_\perp, z = 0) \equiv A_\ell(r_\perp)$.

The vector potential of the optical response then takes the form

$$A_{\sigma \ell}(r_\perp, t) = \hat{e}_\sigma A_\ell(r_\perp) e^{-i\omega t} + c.c. = A_{\sigma \ell}^{(+)}(r_\perp, t) + A_{\sigma \ell}^{(-)}(r_\perp, t) \quad (11)$$

where we define the polarisation as $\hat{e}_\sigma = \frac{1}{\sqrt{2}} (\hat{x} + i \sigma \hat{y})$. The optical response is circularly polarised light when $\sigma = \pm 1$. The part of the vector potential $A_{\sigma \ell}^{(+)}(r, t)$ accounts for transitions mediated by an optical emission with SAM = $\sigma$ and OAM $\ell$; whereas its complex conjugate permits a transition driven by the absorption of light with SAM = $-\sigma$ and OAM $-\ell$.

III. OPTICAL MATRIX ELEMENTS

We now turn our focus to explicitly computing matrix elements for transitions from an initial state with quasi-angular momentum $p$ in band $\mu$ to the final state with quasi-angular momentum $q$ in band $\nu$. To simplify this
calculation we break down the matrix element into two parts.

\[ \langle q' | H_1 | p \rangle = -\frac{e}{2m} \langle q' | (p \cdot A + A \cdot p) | p \rangle = M_1 + M_2 . \]  

(12)

Although \( M_1 \) and \( M_2 \) appear to have similar forms, they are distinguished by the object that the momentum operator acts on. In \( M_1 \) it acts on Laguerre-Gaussian radial mode. This function has continuous rotational symmetry and, therefore, a continuous angular momentum. The momentum operator acts on the CEA state in \( M_2 \) which has a quasi-angular momentum due to its discrete rotational symmetry. This difference gives \( M_1 \) and \( M_2 \) distinct mathematical forms.

To proceed we focus on \( M_1 \). We compute the momentum operator acting on the vector potential with a Laguerre-Gaussian radial profile as described in Eq. (10).

\[ p \cdot A^{(+)} = i\hbar \left( \frac{\ell (\sigma - 1)}{\sqrt{2^r}} e^{-i\theta} + \sqrt{\frac{2r}{w_0^2}} e^{i\sigma \theta} \right) A_r(r) e^{-i\omega t} . \]

(13)

This expression has been derived assuming that \( \ell \geq 0 \). The first term can then be thought of as being only nonzero when the sign of the OAM is opposite to the sign of the SAM. This is known as anti-parallel twisted light.

We move into the rotating wave frame and assume the frequency of the light is equal to the frequency of the transition that is being driven (zero detuning). This eliminates the time dependence of Eq. (13). Then the first part of the matrix element takes the following form

\[ M_1 = -\frac{e\hbar}{2m} \int d^3r \phi_{q' \mu}^* (r) Z_{\nu}^* (z) u_{\nu} (r) \times \]

\[ \left( \frac{\ell (\sigma - 1)}{\sqrt{2^r}} e^{-i\theta} + \sqrt{\frac{2r}{w_0^2}} e^{i\sigma \theta} \right) A_r(r) \phi_{p \mu} (r) Z_{\mu} (z) u_{\mu} (r) . \]

(14)

The envelope function is slowly varying over the CEA whereas the unit cell function oscillates rapidly with the periodicity of the unit cell. The difference in the length scales of the functions allows the integral to be split into a product of two integrals: one over the entire CEA and one over each cell.

With this separation, the envelope functions can be integrated in the \( z \) axis. We find that

\[ \int d z \, Z_{\nu}^* (z) Z_{\mu} (z) \approx 1 . \]

(15)

This is the case due to the narrow confinement in the \( z \) direction which causes \( Z(z) \) to be approximately the same normalised function irrespective of band.

With these assumptions, we find

\[ M_1 = -\frac{e\hbar}{2m} \int d^3r \ u_{\nu} (r) u_{\mu} (r) \times \]

\[ \int d^2r \, \phi_{q' \nu}^* (r) \left( \frac{\ell (\sigma - 1)}{\sqrt{2^r}} e^{-i\theta} + \sqrt{\frac{2r}{w_0^2}} e^{i\sigma \theta} \right) A_r(r) \phi_{p \mu} (r) . \]

The unit cell functions of each band are orthogonal to one another. This implies the first integral is zero unless the transition is between states within the same band.

\[ M_1 = -\frac{e\hbar}{2m} \delta_{p, \mu} \times \]

\[ \int d^2r \, \phi_{q' \nu}^* (r) \left( \frac{\ell (\sigma - 1)}{\sqrt{2^r}} e^{-i\theta} + \sqrt{\frac{2r}{w_0^2}} e^{i\sigma \theta} \right) A_r(r) \phi_{p \mu} (r) . \]

(17)

We now turn our attention to the second part of the matrix element.

\[ M_2 = -\frac{e}{2m} \times \]

\[ \int d^3r \, [\phi_{q' \nu}^* (r) Z^* (z) \cdot u_{\nu} (r)] A_{\ell} (r) \hat{\epsilon} \cdot \hbar \nabla [\phi_{p \mu} (r) Z (z) u_{\mu} (r)] . \]

(18)

As described above, we make the approximation that the integral is equal to the product of the two integrals on different length scales and integrate out the normalised \( Z \) function.

The inner product of the polarisation and the gradient creates two terms: one with the derivative of the transverse envelope function, the other with the derivative of the unit cell function.

\[ M_2 = -\frac{\hbar}{2m} \left[ \int d^3r \, u_{\nu} (r) u_{\mu} (r) \int d^2r \, \phi_{q' \nu}^* (r) A_{\ell} (r) \hat{\epsilon} \cdot \nabla [\phi_{p \mu} (r) Z (z) u_{\mu} (r)] + \int d^3r \, u_{\nu} (r) \hat{\epsilon} \cdot \nabla u_{\mu} (r) \int d^2r \, \phi_{q' \nu}^* (r) A_{\ell} (r) \phi_{p \mu} (r) \right] \]

(19)

We first focus on \( M_{2a} \). To this end, we compute the gradient in this term.

\[ \hat{\epsilon} \cdot \nabla [\phi_{p \mu} (r)] = A_{\mu \nu} \sqrt{m^2} \sum_\ell \left[ -(x - x_\ell) - i\sigma (y - y_\ell) \right] \chi_{j \ell \mu} (r) e^{i(j - 1)p} \]

\[ = \frac{A_{\mu \nu}}{\sqrt{2^r}} \sum_\ell \left[ j_0 e^{i\sigma \theta_\ell} - r e^{i\beta \theta_\ell} \right] \chi_{j \ell \mu} (r) e^{i(j - 1)p} \]

\[ = \frac{1}{\sqrt{2^r}} \left[ j_0 e^{i\sigma \theta} - r e^{i\beta \theta} \phi_{p \sigma \mu} (r) \right] \]

(20)

where the Cartesian position of the \( j^{th} \) QD is \((x_j, y_j)\). From the second to the third line we have used the expression \( e^{i\beta \theta} = e^{i(j - 1)\sigma} \).

We substitute Eq. (20) into the \( M_{2a} \) and use the orthonormality of the unit cell function to find

\[ M_{2a} = -\frac{\hbar}{2m \sqrt{2^r}} \delta_{p, \mu} \times \]

\[ \int d^2r \, \phi_{q' \nu}^* (r) A_{\ell} (r) [j_0 e^{i\sigma \theta} - r e^{i\beta \theta} \phi_{p \mu} (r)] . \]

(21)

We now return to Eq. (19) and work on \( M_{2b} \).

\[ M_{2b} = -\frac{e}{2m} \hat{\epsilon} \cdot \int d^3r \, u_{\nu} (r) \times \]

\[ \int d^2r \, \phi_{q' \nu}^* (r) A_{\ell} (r) \phi_{p \mu} (r) . \]

(22)
Let $p_{\nu\mu} = \int d^3r \, u_{\nu}(r)^* i\hbar \nabla u_{\mu}(r)$. The magnitude of this momentum matrix element is specific to the semiconductor material of the QDs. It is only nonzero for interband transitions.

$$M_{2b} = -\frac{e}{2m} \hat{\epsilon}_{\sigma} \cdot p_{\nu\mu} \int d^2r \, \phi_{\nu\mu}^*(r) A_t(r) \phi_{\nu\mu}(r). \quad (23)$$

Some parts of the matrix element allows for transitions within the same band whilst other parts only allow transitions between bands. Figure 2 illustrates some of the possible transitions. In the next sections we explicitly organise our results into interband and intraband transitions.

**Interband Transitions**

We first concentrate on interband transitions. Of the total matrix element, Eq. \([12]\), the only part that is nonzero for transitions between bands is Eq. \([23]\). This exact result for interband transition matrix elements has been calculated elsewhere\(^{31}\), albeit with a different quantum system. We consider a transition from the conduction band ($\mu = c$) to the valence band ($\nu = v$) mediated by an optical emission with SAM $\sigma$ and OAM $\ell$. We denote the quasi-angular momentum of the initial and final state as $p$ and $q$, respectively.

We have rescaled Eq. \([20]\) to define a parameter that determines the relative magnitude of interband transitions

$$h_{pq;\ell}^{(inter)} = \int d^2r \, A_t(r) \, \phi_{q,c}^*(r) \phi_{p,v}(r). \quad (24)$$

It is noteworthy that only the OAM can drive transitions between states of different quasi-angular momentum. The SAM, encoded in the polarisation, accounts for the different spins of the valence and conduction band states.\(^{31}\)

**Intraband Transitions**

We also examine transitions within a single band. The energy difference between two valence band states is approximately equal the interdot coupling energy $t_v$. This energy depends on the overlap between neighbouring QDs. The greater confinement in the valence band results in very limited overlap between the valence band wave functions of adjacent QDs. This will likely result in the valence band states being approximately degenerate for most CEAs. We therefore limit our study of intraband transitions to states within the conduction band. The intraband matrix element is the sum of Eq. \([17]\) and Eq. \([21]\). For a transition between an initial and final state with quasi-angular momenta $p$ and $q$, respectively, we find

$$M_{pq;\sigma;\ell}^{(intra)} = -\frac{i\hbar e}{2m} \int d^2r \, A_v(r) \, \phi_{p,c}^*(r) \left( \left( \frac{\sqrt{2} \ell}{w_0^2} \right) - \frac{1}{\sqrt{2\ell^2}} \right) r e^{i\sigma\vartheta} \phi_{p,v}(r) + \frac{\rho_0}{\sqrt{2\ell^2}} \phi_{p+c,v}(r). \quad (25)$$

We once again rescale the matrix element to define a dimensionless parameter: $h_{pq;\sigma;\ell}^{(intra)} = -\frac{2m}{\hbar e} M_{pq;\sigma;\ell}^{(intra)}$. This parameter will be used to determine the magnitude of transitions within the conduction band.

**IV. OPTICAL RESPONSE**

The theory developed in Sec. \[III\] is employed to explore the optical properties of CEAs. Parameters of importance include the radius of the CEA $\rho_0$ and the full width half maximums of the QDs, $f_c$ and $f_e$. Current etching techniques permit precise control of the the position of QDs in a nanoscale array\(^{22}\) and, therefore, precise
control of $\rho_0$. The great variety of semiconductor materials coupled with the diversity of QD geometries permit some control of the full width half maximums associated with the QD’s wave functions.$^{30,31}$

An electron in the valence band experiences greater confinement than an electron in the conduction band. We therefore make the assumption that the full width half maximum of the QD wave function is greater in the conduction band than the valence band, $f_v < f_c$. We make the assumption that the beam waist $w_0$ of the light involved in the transition is equal to the radius of the CEA $\rho_0$.

Throughout this section we represent the interband results in terms of its normalised transition magnitude $\frac{f}{|h_{\text{inter}}|}$ where $f = \sqrt{\frac{f_v^2}{v^2} + \frac{f_c^2}{c^2}}$. Similarly, the intraband result are expressed by the figure of merit $f_c|\rho_{\text{intra}}|$.

To form a CEA requires QDs in relatively close proximity such that the CEA’s wave function takes the form of a delocalised, collective wave function and not an array of isolated QDs. Achieving significant overlap between neighbouring QDs requires maximising the length of its evanescent decay relative to the width of the physical QD. This can be realised with small QDs of diameter tens of nanometres; numerous semiconductor QDs have been fabricated within this size range.$^{32,33}$ However, the short distances that the QD’s wavefunctions decay outside of the actual QD effectively limits the range $\rho_0$. As this radius grows the QDs are further separated and the overlap between them is reduced. Therefore, CEs composed of few QDs require a small radius. CEs with larger radii can be achieved but they require more QDs. This paper does not investigate CEs with greater than nine QDs. Thus, we assume $\rho_0$ is of order tens of nanometers.

Transitions were found to have a negligible magnitude unless the change in the CEA’s quasi-momentum matched the angular momentum of the emitted light. This means for an interband transition from a state with quasi-angular momentum $p$ to one with quasi-angular momentum $q$ mediated by a optical source with OAM $\ell$, we obtain the interband selection rule: $q - p = \ell$. Recall the SAM of the optical emission in interband transitions cannot affect the quasi-angular momentum of the electron’s envelope function. However, for transitions within a single band the SAM can influence the quasi-angular momentum associated with the electron’s envelope function. Thus intraband transitions mediated by light with SAM $\sigma$ have the selection rule: $q - p = \sigma + \ell$.

We note that the energy difference between states will determine the frequency of the light that can be used to drive transitions. The interband energy difference is far greater than the intraband energy difference, thereby requiring a smaller wavelength of light to optically drive such transition.

Finally it is noteworthy that the prefactors for interband Eq. (24) and intraband Eq. (25) transitions are of similar magnitudes. This can be demonstrated with a brief calculation if, for example, one assumes $|p_{vc} \cdot \epsilon_v| = 6.4 \times 10^{-23}$ kg m/s for GaAs.$^{33}$

**Interband Transitions**

The likelihood of any interband transition depends on the magnitude of $|h_{\text{inter}}|$ in Eq. (24). Throughout this section we compute the magnitude of $|h_{\text{inter}}|$ over the dimensionless parameter $\rho_0/f$. Simulations are only conducted for $\rho_0/f \geq 0.5$ as below this ratio the CEA loses its distinctive ring geometry.

We specifically consider transitions from excited electrons in the conduction band returning to the valence band. In our simulations the electron’s conduction band quasi-angular momentum is equal to the OAM of the light emitted, as the selection rule demands. The final valence band state has no angular momentum in its envelope function.

The first parameters we explore are the full width half maximums of the QDs, see figure Eq. (3) Simulations in this figure hold $f_v = 10$ whilst varying $f_c$. The maximum $h_{\text{inter}}$ attained for all simulations occurred at the ratio $\rho_0/f \approx 1$. At this ratio the wave function of the electron has a broad doughnut profile. This ratio of $\rho_0/f$ determines a relationship between the CEA geometry and the QD wave function which can be tuned to maximise transition rates.

The simulations also revealed that the transition probability increased as $f_v$ was decreased and, therefore, drew nearer the to the $f_v$ value. Furthermore, it was found that any simulation with the same ratio of $f_v/f_c$ produced the same curve. We conclude that the magnitude of any interband transition will be maximised by minimising the difference between the two full width half maximums of the QDs. This is equivalent to minimising the difference between the electron and hole masses.

We also examine how the total amount of angular momentum exchanged influences the magnitude of a transition. Figure 4 presents these results. It demonstrates that the greater angular momentum exchanged, the greater $\rho_0/f$ ratio at which the maximum transition strength occurs. This is explained by the profile of emitted light. Endowing light with greater quantities of OAM changes the radial profile of the light to have a greater intensity at its beam waist. The wave function matches the light’s more concentrated radial profile better at a greater $\rho_0/f$ ratio.

Thus maximising a transition of a particular quantity of angular momentum will require carefully selecting the CEA’s radius $\rho_0$.

The other notable feature of figure 4 is that transitions which exchange less angular momentum have a greater maximum transition strength. These transitions are therefore more probable. Thus CEs may be limited in how great a quantity of OAM may be released in a single optical emission as multiple pulses of less angular momentum will be preferentially emitted.
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### Intraband Transitions

The probability of any transition within a single band is determined by the parameter $h^{\text{intra}}$ which proportional to $M^{\text{intra}}$ in Eq. (25). Both the light’s SAM $\sigma$ and OAM $\ell$ can change the quasi-angular momentum of the envelope function for intraband transition. Therefore, we must now consider the impact of parallel (sign $\sigma = \text{sign} \ell$) and anti-parallel (sign $\sigma = -\text{sign} \ell$) optical emissions.
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The simulations demonstrated that there exists a radius where each transition becomes the dominant one. This implies that precisely tuning the $\rho_0/f_c$ ratio allows the engineering both the quantity and distribution of angular momentum in the optical emissions.

The transition from $|2\rangle \rightarrow |0\rangle$ (broken curves) generally reflects the transition from $|2\rangle \rightarrow |1\rangle$ (solid curve) albeit shifted to a greater $\rho_0/f_c$ ratio. The greater angular momentum exchanged, in the former transition, requires the emitted light to carry away more OAM. Similarly to interband transitions, a greater OAM in the optical emission requires a more distinct ring profile of the wave function which occurs at greater $\rho_0/f_c$ ratios.

It is likely that the CEA will be driven by circularly polarised light between states within the conduction band.

### Intraband Transitions

The probability of any transition within a single band is determined by the parameter $h^{\text{intra}}$ which proportional to $M^{\text{intra}}$ in Eq. (25). Both the light’s SAM $\sigma$ and OAM $\ell$ can change the quasi-angular momentum of the envelope function for intraband transition. Therefore, we must now consider the impact of parallel (sign $\sigma = \text{sign} \ell$) and anti-parallel (sign $\sigma = -\text{sign} \ell$) optical emissions.

Figure 3 displays two transitions mediated by both parallel and anti-parallel optical emissions. These transition are $|2\rangle \rightarrow |1\rangle$ and $|2\rangle \rightarrow |0\rangle$. Our simulations revealed that the results are independent of $f_c$.

The simulations demonstrated that there exists a radius where each transition becomes the dominant one. This implies that precisely tuning the $\rho_0/f_c$ ratio allows the engineering both the quantity and distribution of angular momentum in the optical emissions.

The transition from $|2\rangle \rightarrow |0\rangle$ (broken curves) generally reflects the transition from $|2\rangle \rightarrow |1\rangle$ (solid curve) albeit shifted to a greater $\rho_0/f_c$ ratio. The greater angular momentum exchanged, in the former transition, requires the emitted light to carry away more OAM. Similarly to interband transitions, a greater OAM in the optical emission requires a more distinct ring profile of the wave function which occurs at greater $\rho_0/f_c$ ratios.

It is likely that the CEA will be driven by circularly polarised light between states within the conduction band.
This process of the ‘banking’ of angular momentum by driving a CEA with circularly polarised light is the first step in the upconversion of optical angular momentum. The first circularly polarised light pulse is required to excite an electron from the valence band to the conduction band. Let us assume this transition is $|0v⟩ → |0c⟩$. This transition is displayed in figure 4 (the $\ell = 0$ curve). It is evidently possible as it happens with a non-zero magnitude. Literature on the common semiconductor material GaAs suggests that the energy difference between the two bands in QDs is approximately 1eV\textsuperscript{GaAs}. This suggests this first excitation pulse would need to be in the infrared spectrum.

The next stage in the process would be driving the CEA into the desired state in the conduction band. Circularly polarised light can only increment the quasi-angular momentum of the CEA one unit per transition. Hence, reaching CEA states of higher quasi-angular momentum requires more transitions. Figure 4 demonstrates that this process is possible as each of these transitions is of a similar magnitude. However, transitions to higher angular momentums have a lower magnitude. This suggest there is some limit to this process. Further limiting this process will be relaxation processes within the CEA.

According to Eq. 1 these transitions will require the energy of the photons to be $h\omega ≈ t_c$. The magnitude of this term has been estimated to be approximately 1meV for GaAs\textsuperscript{GaAs}. This translates into photons between microwave and infrared frequencies.

We now consider the final step in the process of optical angular momentum upconversion. This is the emission of light with the desired angular momentum properties. There are a number of relaxation paths that a conduction band electron can take. Possible intraband transitions are depicted for the state $|2c⟩$ in figure 5. This figure shows a region between $1.3 < \rho_0/f_c < 2.6$ where the transition $|2c⟩ \rightarrow |0c⟩$ mediated by a parallel optical emission is stronger than other transitions. By ensuring the CEA’s radius met this criteria one could preferentially select this type of optical emission.

Figure 5 also demonstrates other transitions are of approximately equal strength. Further complicating the picture is that the specific QD selected will alter the results. However for a given QD with a known wave function, the theory developed in Section 3 can be applied to get precise results. Regardless, our results suggest that it is likely the metamaterial will emit light with different quantities of angular momentum and with a varying distribution between the SAM and OAM.

It is pertinent that the magnitudes of intraband transitions (figure 5) are greater than the strength of the interband transitions (figure 3). This suggests that the metamaterial will emit twisted light but the electron will remain within the conduction band. By driving the CEAs with a circularly polarised broadband beam, with centre frequency $t_c/h$, one could achieve continuous emission of twisted light. The driving light source could continuously

---

**V. DISCUSSION**

The results presented in Section 4 demonstrate a range of parameters that impact the optical properties of the CEA. We now use these results to outline design principles for CEAs. In particular, we consider a surface covered in CEAs to form a metamaterial. This metamaterial has been theorised to be able to upconvert optical angular momentum\textsuperscript{20} and act as a twisted light laser\textsuperscript{20}.

For a CEA to absorb twisted light, the doughnut profile of the light must be aligned and of the same scale as the wave function of the CEA. Standard techniques for producing twisted light create light with a beam waist of hundreds of nanometres whereas we expect the radius of the CEA to be an order of magnitude smaller. Therefore, increasing the quasi-angular momentum of the CEA will involve driving it with circularly polarised light without OAM.
promote the electron to higher quasi-angular momentum states each time it emitted twisted light. Combining the metamaterial with a filter to select the particular type of twisted light desired could be the basis for a device that upconverts circularly polarised light into twisted light. The efficiency of such a device would depend on the relative magnitude of the desired transition compared to all other relaxation pathways.

VI. CONCLUSION

In this paper we have analytically found the expressions for interband and intraband transitions within CEAs. The strength of transitions mediated by optical fields with various amounts and distributions of angular momentum has been determined. Simulations revealed the effect of the CEAs geometry on the magnitude of different transitions.

Furthermore, selection rules were derived. For transitions between bands it was shown that the change in the CEA’s quasi-angular momentum must equal the optical field’s OAM. Whereas for intraband transitions, the change in quasi-angular momentum must equal the sum of the SAM and OAM.

A metamaterial for the upconversion of optical angular momentum has been discussed. We suggest such a device could be fabricated which, when driven by circularly polarised light of the right frequency, could emit twisted light. Combined with appropriate optical filter, such a device could be made that produced the desired twisted light in a continuous or pulsed mode.
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Appendix: Normalisation

To compute the normalisation of the transverse envelope function we require the parameter $t_{m\nu}$. This is the overlap between the basis functions of two QDs that are $m$ QDs away from each other in the CEA. We note that $t_{1\nu} = t_\nu$.

$$t_{m\nu} = \int d^2r \chi_{m,\nu} \chi_{m+n,\nu} = e^{-(d_m/2\nu)^2}$$, \hspace{1cm} (A.1)

where $d_m$ is the distance between QDs

$$d_m = \rho_0 \sqrt{2\left[1 - \cos\left(\frac{2\pi m}{N}\right)\right]}.$$ \hspace{1cm} (A.2)

The normalisation constant $A_{q\nu}$ for the envelope function is:

$$\int d^2r |\psi_{q\nu}|^2 = |A_{q\nu}|^2 \int d^2r \sum_{j,k} \chi_{j\nu} \chi_{k\nu} \varepsilon^{(j-k)q}$$ \hspace{1cm} (A.3)

With some work it can then be shown that

$$A_{q\nu} = N^{-1/2} \times$$ \hspace{1cm} (A.4)

$$\left[1 + 2 \sum_{m} t_{m\nu} \cos\left(\frac{2\pi m q}{N}\right) + \frac{2}{N} \cos(\pi q) \delta_{N(mod 2),0}\right]^{-1/2}.$$

We see from the $\delta$ function that the last term in Eq. (A.4) is non-zero only for CEAs with an even number of QDs.
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