Intrusion Detection Model Based on Autoencoder and XGBoost
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Abstract. In recent years, machine learning algorithms have been extensive used for intrusion detection field. At the same time, these algorithms still suffered from low accuracy due to data imbalance. To improve accuracy of detection, an intrusion detection model based on Autoencoder (AE) and XGBoost (IDAE-XG) is proposed. The training algorithm and detection algorithm related to IDAE-XG are given. IDAE-XG constructs the training set with preprocessed normal data. Data preprocessing includes feature selection and feature grouping. Through detection, XGBoost is used to predict results, which effectively improves prediction accuracy. The superiority of the proposed IDAE-XG is empirically demonstrated with extensive experiments conducted upon CSE-CIC-IDS2018. The experimental comparison show that IDAE-XG performs better than the KitNet model in the test, and has achieved a great improvement in accuracy and recall rate.

1. Introduction

With the advancement and development of the computer and communication technology, network attacks can bring huge losses to users, and some losses and damages are even irrecoverable. Network intrusion detection has become an indispensable part of network defense facilities. All kinds of machine learning algorithms[1]and deep learning algorithms[2,3] are used in intrusion detection. According to detection performance, IDS can be divided into signature detection and anomaly detection[4]. Generally, the signature-based IDS based on known signatures. This method can effectively identify existing attacks in the signature database, but cannot identify unknown attacks and variants of known attacks[5]. IDS based on abnormal behavior detection attempts to learn network traffic behavior to classify traffic, and can detect unknown attacks[6]. Yang et al proposed an intrusion detection system combining CDBN and SCAE. CDBN and SCAE are used to detect abnormal attack characteristics and reduce data redundancy respectively.[7] Han, K, Wang, etc. used AE to extract features from the dataset.[8] But the AE itself was not used for intrusion detection. Mirsky et al. proposed an efficient detection of attacks on the local network without supervision, named Kitsune[9]. Tang et al. proposed intrusion detection model SAAE-DNN which employs SAAE to extract features.
and initialize the weights of the DNN[10]. However, The IDS does not take into account the problem of unbalanced datasets and cannot effectively detect attacks with few data samples.

Because the original network data contains a lot of redundancy and useless features, it is easy to appear dimensional disaster to reduce the accuracy, and the unbalanced distribution of the dataset can easily lead to model detection errors. This paper proposed an intrusion detection model based on Autoencoder and XGBoost (IDAE-XG). The application of XGBoost in the intrusion detection model not only produces high-precision detection results, but also has higher efficiency[11]. Firstly, IDAE-XG preprocess the original dataset. If dataset is unbalanced, upsample the dataset. Secondly, IDAE-XG uses random forest algorithm to obtain the best features. AP achieves feature grouping by classifying the best features. Finally, the intrusion detection model reconstructs the new data features by AE, calculates the RMSE of the old and new data, and classifies the RMSE by XGBoost.

2. IDAE-XG model

2.1. IDAE-XG structure

As shown in Figure 1, IDAE-XG is composed of two modules: data preprocessing and intrusion detection. It can effectively detect anomalies in network traffic.

Preprocess the original data, replace the default value and infinite value with 0. If abnormal data or normal data is less than 10% of the dataset, upsampling is performed. Random forest algorithm is used.
to obtain the best features and reduce the feature dimensionality of the data. AP algorithm divides the processed data into multiple feature subsets. The intrusion detection module consists of XGBoost and 3-layer AE. The input data of AE is \( f=\{f_1, f_2, f_3, ..., f_n\} \), all subsets of feature grouping. During the training phase, AE uses a subset of normal data for training, and the number of AE is equal to the number of subsets after feature grouping. During the detection phase, the RMSE of each AE is calculated and the average is sent to XGBoost.

2.2. IDAE-XG main algorithm

2.2.1. IDAE-XG-TA Train the AE with normal data, and get the hyperparameter of the AE. After calculating the RMSE value for each subset, the RMSE average \( \varphi \) is used as the threshold to determine whether it is abnormal. Therefore, in the detection stage, \( \varphi \) is the reference value, if it exceeds \( \varphi \), it is considered abnormal\[12\]. The choice of the threshold \( \varphi \) is critical to the performance of IDAE-XG. Model linearly transform the original data by min-max normalization and map the resulting values to \([0,1]\).

| Tab. 1 IDAE-XG’s training algorithm |
|------------------------------------|
| **IDAE-XG-TA:**                    |
| Input: Feature grouping subsets \( x(\text{training set}) \); |
| Output: threshold \( \varphi \); |
| 1 Initializing \( L(2): z = \text{zeros} (k) \); |
| 2 for each \( \theta _i \in L(1) \) do |
| 3 \( n_i = \text{norm} (x_i); \) //normalization: |
| 4 \( W_i, z_i = h^{(1)} \theta _i (n_i); \) //propagates forward |
| 5 \( W_i^\top, y_i = h^{(2)} \theta _i (z_i); \) //propagates forward |
| 6 \( \Delta s_i = b_{i}(x_i, y_i); \) //back-propagation |
| 7 \( \theta _i = \text{SGD}(W_i, s_i); \) //updating weights |
| 8 \( z[i] = \text{RMSE}(n_i, y_i); \) //reconstruction error calculation |
| 9 end |
| 10 \( z[i]’ = \text{norm} (z[i]); \) |
| 11 \( \varphi = \text{avg} (z[i]’); \) |
| 12 return \( \varphi \) |

2.2.2. IDAE-XG-D4 In the training phase, the AE is trained using the features of the normal data in the training set. And threshold \( \varphi \) is calculated during the training period. In the detection stage, 25% of the normal data and all abnormal data are input to the trained AE. XGBoost can be used as anomaly classifier. Since the AE is used to learn the feature representation of the normal data, the reconstruction error will be small, and the abnormal data has some different feature compared with the normal data, which cannot be well mapped to the normal data. In the low dimensional data space, it cannot be reconstructed well by the decoder, and it will have a relatively high reconstruction error. Regarding the reconstruction error as the data anomaly score \( s \), the higher the anomaly score, the greater the possibility of anomalies. By processing the threshold \( \varphi \) of the anomaly score, all the data in the test set can be accurately classified.
Tab. 2 IDAE-XG’s detection algorithm

| IDAE-XG-DA: |
|-------------|
| Input: Feature grouping subsets x(test set); |
| Output: normal or abnormal status; |
| 1 Initializing L(2): z = zeros (k) ; |
| 2 for each \( \theta_i \in L(1) \) do |
| 3 \( n_i = \text{norm} (x_i) \); // normalization |
| 4 \( W_i,z_i = h(1)\theta_i(n_i) \); // propagates forward |
| 5 \( W^T_i, y_i = h(2)\theta_i(z_i); // \text{ propagates forward} \) |
| 6 \( z[i] = \text{RMSE}(n_i, y_i); // \text{ reconstruction error calculation} \) |
| 7 end |
| 8 \( z[i]' = \text{norm}(z[i]); \) |
| 9 \( s = \text{avg}(z[i]'); \) |
| 10 if \( s < \phi \) |
| 11 return abnormal; |
| 12 return normal; |

3. Experiment and analysis

3.1. CSE–CIC–IDS2018

CSE–CIC–IDS2018 uses CICFlowMeter to extract more than 80 network flow characteristics. It contains 7 basic features and more than 70 functional features. But the dataset is extremely unbalanced. For example, the datasets Brute Force-XSS and SQL Injection have a large difference in the number of normal datas and abnormal datas. IDAE-XG adopts up-sampling to solve the problem of data imbalance and eliminate abnormally sensitive problems.

3.2. Experimental results and analysis

AUC is defined as the area enclosed with the coordinate axis under the ROC curve. Obviously, The closer the AUC is to 1.0, the higher the authenticity of the detection method. Fig.2 shows the AUC of IDAE-XG detection results. IDAE-XG has a high recall rate in most data sets, and its recall rate is mostly close to 1. However, the performance of the IDAE-XG is poor in the Infiltration dataset. Because the attacker invaded the intranet and became a normal user. An intruder sends HTTP request containing malformatted SQL statement to perform SQL injection. So it is difficult to detect for IDAE-XG.
Fig. 2 The AUC of IDAE-XG detection results

In intrusion detection, people expects the recall (recall = TP/(TP+FN)) to be as high as possible. Table 3 presents the results and comparison of IDAE-XG and KitNet in each data set. Bold means improved results. The recall rate of IDAE-XG is almost always above 98% in all datasets except the Infiltration dataset. And the recall of IDAE-XG is greatly improved over OriginalData (not upsampled), KitNet in dataset Bot, SQL Injection, Infiltration, Brute Force -XSS, Brute Force-Web, DoS attacks-Hulk. Therefore, The experimental results prove that IDAE-XG has significantly improved the recall rate and eliminated data imbalance.

| datasets                  | IDAE-XG | KitNet [8](%) |
|---------------------------|---------|---------------|
| Bot                       | 98.89   | 45            |
| SQL Injection             | 100.0   | 9.43          |
| Infiltration              | 29.80   | 23.37         |
| SSH-BruteForce            | 99.82   | 99.77         |
| FTP-BruteForce            | 99.96   | 100.00        |
| Brute Force -XSS          | 100     | 42.38         |
| Brute Force-Web           | 99.78   | 5.22          |
| DDOS attack-HOIC          | 100     | 99            |
| DDOSAttack-LOIC-UDP       | 100     | 99.94         |
| DoS attacks-SlowHTTPTest  | 99      | 99            |
| DoS attacks-Hulk          | 99.81   | 99.52         |

4. Conclusion
IDAE-XG consists of two modules: data preprocessing and intrusion detection. The three-layer AE structure and XGBoost produce high precision detection results. The upsampling algorithm can effectively solve the common data imbalance problem in intrusion detection. IDAE-XG performed better than some popular algorithms, for example KitNet algorithm. Because RF and AP are valid to merge similar features and obtain best feature subset. So IDAE-XG reduces the computation cost. After experiments and comparisons, IDAE-XG can detect most attacks accurately and eliminate data imbalance. One direction of future research tries to implement this model in an actual mobile network platform and evaluate the performance of intrusion detection in real scenarios. Another research direction is to consider active learning and adversarial training in this model.
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