Lower regularity assumption for an Euler-Lagrange equation on the contact line of the phase dependent Helfrich energy.
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Abstract

We examine the phase dependent Helfrich energy and show an Euler-Lagrange equation on the phase separation line. This result has already been observed by e.g. Jülicher-Lipowski and later Elliot-Stinner. Here we are able to lower the regularity assumption for this result down to \( C^{1,1} \) for the separation line.

In the proof we employ a carefully chosen test function utilising the signed distance function.
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1 Introduction

The Canham-Helfrich energy (or short Helfrich energy) is defined for a two dimensional smooth, orientable surface \( S \subset \mathbb{R}^3 \) with mean curvature \( H \) by

\[
W_{H_0}(S) = \int_S (H - H_0)^2 \, dA. \tag{1.1}
\]

Here \( H_0 \in \mathbb{R} \) is called spontaneous curvature. This energy is used in e.g. modelling the shape of lipid bilayers, see e.g. [16] or red blood cells, see [5]. In more layman’s terms lipid bilayers form the boundary of depots in biological cells. These kind of depots are called vesicles. The thickness of these boundaries is usually small compared to the whole vesicle, hence modelling the shape of it by a two-dimensional surface is feasible (see figure 1).

The parameter \( H_0 \) represents an asymmetry of the lipid bilayer. I.e. it has been observed, that it has a preferred curvature, which is dependent on the material the bilayer consists of (see e.g. [25] and the references therein).
Since the bilayer itself does not consist of a homogeneous material, it may happen that the spontaneous curvature differs throughout the bilayer. Then it has been observed that two phases of the bilayer form, each having their own preferred spontaneous curvature. These different phases usually do not mingle, but rather form a sharp contact line (see e.g. [2] for some experimental results or [20] for some numerical simulations). The Helfrich energy has been adapted to model this kind of behaviour in [21] and [22].

Let us describe this model now (cf. figure 2). Let $S \subset \mathbb{R}^3$ be an oriented compact two dimensional surface with scalar mean curvature $H$. Furthermore we describe the two different lipid bilayers by a function $\phi : S \to \{0, 1\}$, i.e. $x \in S$ belongs to the bilayer of type $i \in \{0, 1\}$, iff $\phi(x) = i$. We call this type phase or domain. The spontaneous curvature is now a function depending on the phase, i.e. $H_0 : \{0, 1\} \to \mathbb{R}$. Since the phases have been separated, it is natural to assume, that their contact is minimal. Hence the length of the contact line should be minimised as well (see e.g. [21] and the references therein). For that let $J \subset S$ be the jump set of $\phi$ and let it be a one-dimensional curve (in the Hausdorff sense, see e.g. [12] §2.1 and [31] §2 for additional informations). Then the domain dependend Helfrich energy (or phase dependent Helfrich energy) is defined by

$$W_{H_0,\sigma}(S, \phi) = \int_S (H(x) - H_0(\phi(x)))^2 \, dA + \sigma \mathcal{H}^1(J).$$

(1.2)

We call the term $\sigma \mathcal{H}^1(J)$ line tension. Here $\sigma \in \mathbb{R}$ is a parameter describing the contribution of the length of $J$.

The aim of this article is to calculate an Euler-Lagrange equation on $J$. The theorem for $S$ being in $C^1$ is as follows:

**Theorem 1.1.** Let $S \subset \mathbb{R}^3$ be an oriented surface with mean curvature $H$ and phase seperation $\phi : S \to \{0, 1\}$. We assume $S$ to be a $C^1$ surface. Furthermore
Figure 2: Sketch of a surface with domain/phase separation.

$S|_{\{\phi = 1\}}$ is supposed to be in $C^4$, such that the derivatives up to third order can be extended to the contact line $J$ (i.e. the jump set of $\phi$) for $i = 0,1$. Now we additionally assume $(S, \phi)$ to be critical for $W_{H_0, \sigma}$, i.e. for any smooth vectorfield $V \in C_\infty(\mathbb{R}^3, \mathbb{R}^3)$ and their associated flow $\Phi : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}$ we have

$$0 = \frac{d}{dt} W_{H_0, \sigma}(\Phi(S,t), \phi(\Phi(\cdot,t))).$$

Finally we assume $J$ to be of class $C^{1,1}$. We call $H^i$ the extension of the scalar mean curvature of $S|_{\{\phi = 1\}}$ to $J$. This extension satisfies

$$H^0(x) - H_0(0) = H^1(x) - H_0(1)$$

for all $x \in J$.

Unfortunately there are some experimental results in [2], which indicate, that $S$ is not necessarily $C^1$, but only $C^0$. In this case (1.3) becomes:

$$H^i(x) - H_0(i) = 0 \text{ for all } x \in J \text{ and } i = 0,1.$$  \hspace{1cm} (1.4)

A precise statements for $S$ being a graph is given in Theorem 1.3.

The equalities (1.3) and (1.4) have first been observed in [21] and [22] for $S$ and $J$ being axially symmetric. Unfortunately as seen in the experiments conducted in [2] and the numeric in [20] this symmetry cannot be expected in general. Equations (1.3) and (1.4) have been extended to the more general case of surfaces in [11] Problem 2.16 (see also [33] Eq. (4.12)) for a more background information). There $J$ is usually assumed to be smooth. Here we will lower this requirement to $C^{1,1}$.

The proof involves finding a suitable test function for the first variation. In this argument the signed distance function (and its regularity) of $J$ will be paramount. There we will follow an argument given by Foote in [14].
Existence of minimisers of the phase dependent Helfrich energy were first shown in [6] for axially symmetric surfaces. Later in [4] this was extended to the more general class of curvature varifolds. Unfortunately regularity for this varifold minimiser and the corresponding contact line is still mainly open. Our Theorem 1.1 shows that equality (1.3) (resp. (1.4)) has to be incorporated into such a proof, since it is a necessary condition for regularity. How to do this and if (and how) one can show (1.3) for such a minimizer, are open questions for future research.

A phase field approach of the phase dependent Helfrich energy for axially symmetric surfaces and the corresponding analysis can be found in [18] and [19]. Further numerical studies for the corresponding flow have been conducted in e.g. [1] (see also the references therein).

Without this phase dependency the available literature is quite vast and developing quite rapidly. A calculation of the Euler-Lagrange equation without phase dependencies has already been done in [28]. There are also several existence results, e.g. in the axially symmetric case [7], [8], for graphs [9] and for compact immersions [27], [10]. Further some other modifications to the Helfrich energy have been analysed, e.g. adding an elastic energy for the boundary in [29]. Also some stability results in [24] and [3] are available.

If we additionally consider $H_0 = 0$ our energy becomes the famous Willmore energy. We refer to the survey articles [23], [15], [17], the seminal paper of Willmore [32] and the proof of the Willmore conjecture [26] in this case.

1.1 Strategy of the proof

Since equation (1.3) is of local nature, we can assume without loss of generality $S$ to be a graph of a function $u : \Omega \to \mathbb{R}$ with $\Omega \subset \mathbb{R}^2$ a smooth domain. Let us further refine the phase separation $\phi$ in this case: Let $A_i \subset \Omega$ be the maximal open set on which $\phi(\text{graph } u|_{A_i}) = i$. For the proof let $E$ be the contact line in the parameter region $\Omega$, i.e. $E := \Omega \setminus (A_0 \cup A_1)$ (or the projection of $E$ onto $\Omega$). Then $E$ is a $C^{1,1}$ curve by our assumptions on $J$ in Theorem 1.1. In this case we call $A_0, A_1$ a phase separation of $\Omega$ with contact line $E$. The phase dependent Helfrich energy for graphs is

$$W_{H_0, \sigma}(u, (A_0, A_1)) := \int_{\Omega} (H_u(x) - H_0(\phi(u(x), x))^2 \sqrt{1 + |\nabla u(x)|^2} \, dx + \sigma \mathcal{H}^1(\text{graph } u|_E).$$  \(1.5\)

We reformulate Theorem 1.1 for graphs:

Theorem 1.2. Let $\Omega \subset \mathbb{R}^2$ be an open bounded set. Furthermore let $A_0, A_1 \subset \Omega$ be a phase separation of $\Omega$ with contact line $E$. Now let $u \in C^1(\Omega)$ and $u|_{A_i} \in C^4(A_i) \cap C^0(\overline{\Omega})$ be a critical point of $u \mapsto W_{H_0, \sigma}(u, (A_0, A_1))$, i.e. for all $\varphi \in C^0(\overline{\Omega})$ we have

$$0 = \frac{d}{dt} W_{H_0, \sigma}(u + t\varphi, (A_0, A_1))|_{t=0}.\]

Furthermore we assume $E$ to be of class $C^{1,1}$.

Then the derivatives of $u$ up to the order of 3 can be extended continuously to
We call this extension $u_{A_i}$ and the corresponding extension of the mean curvature of graph $u$ is $H_{u_{A_i}}$. Then for every $x \in E$ we have

$$H_{u_{A_0}}(x) - H_0(0) = H_{u_{A_1}}(x) - H_0(1).$$

The formulation of (1.4) as a Theorem for graphs is as follows:

**Theorem 1.3.** Let $\Omega \subset \mathbb{R}^2$ be open and bounded. Furthermore let $A_0, A_1 \subset \Omega$ be a phase separation of $\Omega$ with contact line $E$. Now let $u \in C^0(\Omega)$ and $u|_{A_i} \in C^4(A_i) \cap C^3(\overline{A_i})$ be a critical point of $u \mapsto W_{H_0, \sigma}(u, (A_0, A_1))$, i.e. for all

$$\varphi \in \{ \psi : \Omega \to \mathbb{R} | \psi|_{A_i} \in C^\infty(A_i) \text{ s.t. } D^k \psi \text{ is uniformly continuous for } k = 1, 2, 3 \text{ and } \text{supp } \psi \subset \Omega \}$$

we have

$$0 = \frac{d}{dt} W_{H_0, \sigma}(u + t \varphi, (A_0, A_1))|_{t=0}.$$

Furthermore we assume $E$ to be of class $C^{1,1}$. Then the derivatives of $u$ up to the order of 3 can be extended continuously to $E$. We call this extension $u_{A_i}$ and the corresponding extension of the mean curvature of graph $u$ is $H_{u_{A_i}}$. Then for every $x \in E$ and $i = 0, 1$ we have

$$H_{u_{A_i}}(x) - H_0(i) = 0.$$

The proof of Theorem 1.2 requires two ingredients: First we calculate an Euler-Lagrange equation in section 2, which will give us a condition on the boundary with test functions in $C^1$. The other step is showing the existence of a suitable test function itself, which will boil down to showing the signed distance function for $E$ is $C^1$ close to and on $E$. We will demonstrate this in section 3. Section 4 is dedicated to bringing all arguments together to finish the proof. There we also explain the changes needed to obtain Theorem 1.3.

**Remark 1.4.** Since $E$ is of Class $C^{1,1}$ the corresponding phase separation $A_0, A_1$ of $\Omega$ satisfies

$$L^2(\Omega \setminus (A_0 \cup A_1)) = 0 \text{ and } A_0 \cap A_1 = \emptyset.$$

This will allow us to separate the area integral in (1.5) in two distinct parts.

## 2 A necessary condition for criticality

Under the assumptions of Theorem 1.2 we will show the following Euler-Lagrange equation on $E$ (see e.g. [11]) for a function $\varphi \in C^1_0(\Omega)$, which is zero on $E$.

$$0 = \int_E \left( \langle \nabla \varphi, n_E \rangle - \sum_{i,j=1}^2 \frac{(n_E)_i \partial_j \varphi \partial_i u \partial_j u}{1 + |\nabla u|^2} \right) \cdot (H_{u_{A_0}} - H_0(0) - (H_{u_{A_1}} - H_0(1))) \, dH^1. \quad (2.1)$$
Here \( n_E \) is a normal of \( E \). In case the \( A_i \) are only Caccioppoli it is the corresponding measure theoretic normal (see [12, p. 169]). By Remark 1.4 we have \( L^2(\Omega \setminus (A_0 \cup A_1)) = 0 \) and \( A_0 \cap A_1 = \emptyset \). Hence

\[
W_{H_0,\sigma}(u, (A_0, A_1)) = \sigma H^1(\text{graph } u|_E)
\]

\[
+ \sum_{i=1}^{2} \int_{A_i} (H_u - H_0(i))^2 \sqrt{1 + |\nabla u|^2} \, dx
\]

and therefore we only need to calculate the derivative of the bulk term on \( A_i \).

First we assume \( \phi \) to be smooth. Afterwards we get our result by approximation. Let us start with the mean curvature of the variation (see e.g. [9, Eq. (8)] for a formula for the mean curvature of graphs):

\[
H_{u+t\phi} = \sum_{i=1}^{2} \partial_i \left( \frac{\partial_i(u + t\phi)}{\sqrt{1 + |\nabla u + t\phi|^2}} \right)
\]

\[
= \sum_{i=1}^{2} \frac{\partial_i^2(u + t\phi)}{\sqrt{1 + |\nabla(u + t\phi)|^2}}
\]

\[
- \sum_{i=1}^{2} \frac{\partial_i(u + t\phi) \sum_{j=1}^{2} (\partial_j u + t\partial_j \phi)(\partial_i \partial_j u + t\partial_i \partial_j \phi)}{(1 + \sum_{j=1}^{2} (\partial_j u + t\partial_j \phi)^2)^{3/2}}
\]

Hence

\[
\frac{d}{dt} H_{u+t\phi}|_{t=0} = \sum_{i=1}^{2} \frac{\partial_i^2 \varphi}{\sqrt{1 + |\nabla u|^2}} - \sum_{i,j} \frac{\partial_i^2 u \partial_j \varphi \partial_j u}{(1 + |\nabla u|^2)^{3/2}}
\]

\[
- \sum_{i,j} \frac{\partial_i \varphi \partial_j u \partial_i \partial_j u + \partial_i u \partial_i \varphi \partial_j u + \partial_j u \partial_i \partial_j \varphi}{(1 + |\nabla u|^2)^{3/2}}
\]

\[
+ \sum_{i,j,k} \frac{3\partial_i u \partial_j \varphi \partial_k \partial_k u}{(1 + |\nabla u|^2)^{3/2}}
\]

Since we assume boundedness for \( u \) and the derivatives, the dominated convergence theorem yields

\[
\frac{d}{dt} \int_{A_i} |H_{u+t\phi} - H_0(i)|^2 \sqrt{1 + |\nabla(u + t\phi)|^2} \, dx|_{t=0}
\]

\[
= \int_{A_i} 2(H_u - H_0(i)) \frac{d}{dt}(H_u + t\phi)|_{t=0} \sqrt{1 + |\nabla u|^2}
\]

\[
+ |H_u - H_0(i)|^2 \frac{\langle \nabla u, \nabla \varphi \rangle}{\sqrt{1 + |\nabla u|^2}} \, dx
\]

Now using partial integration twice, we obtain as the bulk term the usual Helfrich equation, which is zero by only utilising test functions from \( C_0^\infty(A_i) \), and the rest of the boundary terms. Almost all of these boundary terms are zero, because \( \varphi = 0 \) on \( E \). Only the ones remain, where originally the second derivatives
of $\varphi$ were present:

$$\frac{d}{dt} \int_{A_i} |H_{u+t\varphi} - H_0(t)|^2 \sqrt{1 + |\nabla(u + t\varphi)|^2} \, dx|_{t=0}$$

$$= 2 \int_E \left( \nabla \varphi, n_E \right) - \sum_{i,j} \partial_j \varphi \partial_i u \partial_j (n_E), \frac{1}{1 + |\nabla u|^2} \right) (H_{u,A_i} - H_0(i)) \, dH^1|E.$$ 

Since we have this term twice with opposite signs (we use the same normal $n_E$ for both $A_0$ and $A_1$ in the partial integration), we obtain (2.1).

3 The signed distance function

In this section let $c : [a, b] \to \mathbb{R}^2$ be an injective, regular curve with $c \in C^{1,1}$ and being parametrised by arclength. We will show, that there exists a neighbourhood of $c$, such that the signed distance function is in $C^1$. We will follow the presentation of [14]. First we start by showing that the projection is well defined:

**Lemma 3.1.** For all $x \in c((a, b))$ exists a $\delta > 0$ such that the Projection

$$P : B_\frac{\delta}{2}(x) \to c((a, b)) \cap B_\delta(x)$$

is well defined, i.e. for all $y \in B_\frac{\delta}{2}(x)$ the nearest point on the curve $c$ is unique.

**Proof.** We proceed by contradiction and assume we find a sequence $y_n \in B_\frac{\delta}{2n}(x)$ and $t_i^n < t_2^n \in (a, b)$, such that

$$\text{dist}(y_n, c((a, b)) \cap B_{\frac{\delta}{2n}}(x)) = |c(t_1^n) - y_n| = |c(t_2^n) - y_n|$$

For $i = 1, 2$ we have

$$0 = \partial_i |c(t)| - y_n|_{t=t_i^n}^2$$

$$= 2\langle \dot{c}(t_i^n), c(t_i^n) \rangle - 2\langle \dot{c}(t_i^n), y_n \rangle$$

and therefore $\dot{c}(t_i^n)$ is orthogonal to $c(t_i^n) - y_n$. Let $\nu : (a, b) \to S^1$ be a chosen lipschitz continuous unit normal of $c$ with Lipschitz constant $L > 0$. Then we find $\lambda_n^i$, satisfying

$$c(t_i^n) - y_n = \lambda_n^i \nu(t_i^n)$$

and therefore

$$\lambda_n^i = \pm \text{dist}(y_n, c((a, b)) \cap B_{\frac{\delta}{2n}}(x)).$$

If we choose $n$ big enough, the curve $c$ separates $B_{\frac{\delta}{2n}}(x)$ into two connected regions (see Figure 3), since $c \in C^{1,1}$.

Hence we can assume without loss of generality

$$\lambda_n^i = \text{dist}(y_n, c((a, b)) \cap B_{\frac{\delta}{2n}}(x)).$$

Hence $0 < \lambda_n^i \leq \frac{1}{n}$, independent of $i$ (i.e. $\lambda_n = \lambda_n^1 = \lambda_n^2$) and furthermore

$$c(t_i^n) - y_n = \lambda_n \nu(t_i^n).$$
Subtracting these two equations yields 

\[ c(t^1_n) - c(t^2_n) = \lambda_n \nu(t^1_n) - \lambda_n \nu(t^2_n). \]

By the mean value theorem we find \( \xi_{n,1}, \xi_{n,2} \in (t^1_n, t^2_n) \) with

\[ \left| \frac{\dot{c}^1(\xi_{n,1})}{\dot{c}^2(\xi_{n,2})} \right| |t^1_n - t^2_n| = \lambda_n |\nu(t^1_n) - \nu(t^2_n)| \leq L \lambda_n |t^1_n - t^2_n|. \]

Since \( c \) is parametrised by arclength and \( |t^1_n - t^2_n| \to 0 \), we have for \( n \to \infty \)

\[ \left| \frac{\dot{c}^1(\xi_{n,1})}{\dot{c}^2(\xi_{n,2})} \right| \to 1. \]

Hence there is a constant \( \varepsilon > 0 \) and \( n_0 = n_0(\varepsilon) \in \mathbb{N} \) such that for every \( n \geq n_0 \) we have

\[ \left| \frac{\dot{c}^1(\xi_{n,1})}{\dot{c}^2(\xi_{n,2})} \right| \geq 1 - \varepsilon. \]

All in all we get

\[ 1 - \varepsilon \leq \frac{1}{n} L \]

for every \( n \geq n_0 \), which is a contradiction. 

\[ \square \]

**Remark 3.2.** Sets on which the projection is locally unique are called sets with positive reach. This notion goes back to [13] and has been characterised very well recently in [30] (see also the references therein). In our case the arguments are a lot simpler, hence we provided them for the sake of completeness in Lemma 3.1.

The characterisation in [30] is essentially a \( C^{1,1} \) regularity assumption for the set in question. In this sense our method is optimal, though we do not know, whether the regularity assumption of \( E \) in our theorems is optimal as well.

---

Figure 3: Sketch of nonuniqueness situation with normals.
The next lemma shows, that the projection $P$ is continuous. The proof given here is by Federer [13, 4.8(4)]

**Lemma 3.3** (see [13]). Let $x \in c((a, b))$ and $\delta > 0$ as in Lemma 3.1. Then the projection $P$ on the curve $c$
\[ P : B_{\frac{\delta}{2}}(x) \rightarrow c((a, b)) \cap B_{\delta}(x) \]
is continuous.

**Proof.** Let us assume the opposite. Thereby we find a sequence $y_i \in B_{\frac{\delta}{2}}(x)$ with $y_i \rightarrow y \in B_{\frac{\delta}{2}}(x)$ and an $\varepsilon > 0$ such that
\[ |P(y) - P(y_i)| \geq \varepsilon \]
for every $i \in \mathbb{N}$. Since $P(y_i) \in B_{\delta}(x)$ the sequence $P(y_i)$ is bounded. After choosing a subsequence and relabeling, we get an $a \in B_{\delta}(x) \cap c([a, b])$ with $P(y_i) \rightarrow a$. Furthermore the distance function is Lipschitz and therefore we obtain
\[ \frac{\delta}{2} > \text{dist}(y, c((a, b))) = \lim_{i \rightarrow \infty} \text{dist}(y_i, c((a, b))) = \lim_{i \rightarrow \infty} |P(y_i) - y| = |a - y|. \]
Hence $a \in B_{\delta}(x)$. By Lemma 3.1 the projection is unique and we get
\[ a = P(y). \]
This yields by the convergence of $P(y_i) \rightarrow a$
\[ |P(y) - P(y_i)| = |a - P(y_i)| \rightarrow 0 \]
and therefore the desired contradiction. \[\Box\]

Let us now define a signed distance function:

**Definition 3.4.** Let $x \in c((a, b))$ and $\delta > 0$ as in the preceding lemmas. Then for every $y \in B_{\frac{\delta}{2}}(x)$ the projection is unique and there exists a unique $\lambda_y \in \mathbb{R}$ (cf. (3.1)), such that
\[ P(y) - y = \lambda_y \nu(P(y)). \]
Here $\nu$ is an a priori chosen Lipschitz continuous unit normal of $c$. Then we define a signed distance function $d_\pm : B_{\frac{\delta}{2}}(x) \rightarrow \mathbb{R}$ by
\[ d_\pm(y) = \begin{cases} \text{dist}(y, c((a, b))), & \text{if } \lambda_y \geq 0 \\ -\text{dist}(y, c((a, b))), & \text{if } \lambda_y < 0. \end{cases} \]

**Remark 3.5.** The sign of $d_\pm$ switches, if the other unit normal is choosen.

Now we can show the central result of this section. For the readers benefit we provide the proof already given in [14, Thm. 2] here as well.

**Theorem 3.6** (see [14, Thm. 2]). Let $\nu$ be a lipschitz continuous unit normal of $c$. Then for every $x \in c((a, b))$ there exists a $\delta > 0$, such that the signed distance
derivatives satisfies
\[ \nabla d_\pm(y) = \begin{cases} \frac{y-P(y)}{|y-P(y)|}, & \text{if } \lambda_y > 0 \\ \frac{y-P(y)}{|y-P(y)|}, & \text{if } \lambda_y < 0 \\ v(y), & \text{if } y \in c((a,b)). \end{cases} \]

Here \( \lambda_y \) is defined as in Definition 3.4.

Proof. We show the theorem first for \( y \in B_\frac{1}{2}(x) \setminus c((a,b)) \). Let \( d := (d_\pm)^2 \) and now we proceed by contradiction and assume there exists a \( v \in \mathbb{R}^2 \) such that
\[
\liminf_{t \searrow 0} \frac{d(y + tv) - d(y)}{t} < 2(y - P(y), v) \tag{3.2}
\]

or
\[
\limsup_{t \searrow 0} \frac{d(y + tv) - d(y)}{t} > 2(y - P(y), v). \tag{3.3}
\]

Let us work through case (3.2) first: Hence we find an \( \varepsilon > 0 \), a \( t > 0 \) arbitrarily small with
\[
d(y + tv) < d(y) + 2(y - P(y), tv) - t\varepsilon
\]

Hence
\[
|y - P(y + tv)|^2 = |y + tv - P(y + tv) - tv|^2 \\
= d(y + tv) - 2(y + tv - P(y + tv), tv) + t^2|v|^2 \\
< d(y) + 2(P(y + tv) - P(y), tv) - t^2|v|^2 - t\varepsilon
\]

Since \( P \) is continuous we have \( 2(P(y + tv) - P(y), tv) = o(|t|) \) and hence this term can be absorbed for small \( t \) and we get
\[
|y - P(y + tv)|^2 < d(y) - t^2|v|^2 - t\varepsilon / 2 < d(y) = |y - P(y)|^2
\]

and therefore \( P(y + tv) \) has a strictly smaller distance to \( y \) than \( P(y) \), which is a contradiction.

Now we assume (3.3): As in the preceding case, there is an \( \varepsilon > 0 \) and \( t > 0 \) arbitrarily small, such that
\[
d(y + tv) > d(y) + 2(y - P(y), tv) + t\varepsilon.
\]

Hence
\[
|y + tv - P(y)|^2 = |y - P(y)|^2 + t^2|v|^2 + 2(y - P(y), tv) \\
< d(y + tv) - t\varepsilon + t^2|v|^2.
\]

By choosing \( t \) small enough, we obtain
\[
|y + tv - P(y)|^2 < d(y + tv).
\]

Therefore \( P(y) \) is a strictly better projection than \( P(y + tv) \), i.e. a contradiction. Hence for all \( y \in B_\frac{1}{2}(x) \setminus c((a,b)) \) we have
\[
\nabla d(y) = 2(y - P(y)).
\]
Hence (2.1) yields
\[ \nabla d_{\pm}(y) = \frac{\text{sign}(\lambda_y) \sqrt{d(y)}}{2} = \frac{\lambda_y}{|y - P(y)|} \]

Let us now examine \( y \in c((a, b)) \): Let \( y_i \in B_{+}(x) \setminus c((a, b)) \) with \( y_i \to y \). Then for each \( y_i \) exists a neighbourhood, such that \( \lambda_i \) does not change sign. Then by \( |\lambda_i| = |y_i - P(y_i)| \) we get
\[ \nabla d_{\pm}(y_i) = \text{sign}(\lambda_{y_i}) \frac{y_i - P(y_i)}{|y_i - P(y_i)|} \nu(P(y_i)) \]

since \( P \) is continuous and \( P(y) = y \). Hence \( d_{\pm} \) is continuously differentiable. \( \square \)

4 Finishing the proofs

In the first part of this section we show Theorem 1.2. After that we highlight the changes we need to make to obtain a proof of Theorem 1.3.

Proof. Let \( \varphi \in C_0^\infty(\Omega) \) be arbitrary. Since it has compact support and \( E \) is relatively compact in \( \Omega \) (because \( E \) is a \( C^{1,1} \) curve) the intersection \( \text{spt} \varphi \cap E \) is compact as well. Using a partition of zero and Theorem 3.6 we find
\[ \int_{\Omega} \frac{\partial_i u \partial_j u}{1 + |\nabla u|^2} \]

Let us now examine \( y \in c((a, b)) \): Let \( y_i \in B_{+}(x) \setminus c((a, b)) \) with \( y_i \to y \). Then for each \( y_i \) exists a neighbourhood, such that \( \lambda_i \) does not change sign. Then by \( |\lambda_i| = |y_i - P(y_i)| \) we get
\[ \nabla d_{\pm}(y_i) = \text{sign}(\lambda_{y_i}) \frac{y_i - P(y_i)}{|y_i - P(y_i)|} \nu(P(y_i)) \]

since \( P \) is continuous and \( P(y) = y \). Hence \( d_{\pm} \) is continuously differentiable. \( \square \)
Since $\varphi$ itself is arbitrary, the fundamental lemma of variational calculus yields
\[
H_{u,A_0} - H_0(0) - (H_{u,A_1} - H_0(1)) = 0 \quad \mathcal{H}^1|E\text{-a.e.}
\]
Since the mean curvatures on $E$ are continuous continuations, we obtain the desired conclusion.

**Remark 4.1.** Adding $\lambda_1 \text{area}(S) + \lambda_2 \text{vol}(S)$ to the phase dependend Helfrich energy (1.2) to account for additional conditions like prescribing the area and/or enclosed volume of $S$, does not change the result of Theorem 1.1. Since these terms do not produce terms with derivatives of the test function in the first variation, the proof of Theorem 1.1 remains valid.

Now we explain the changes to the proof to obtain Theorem 1.3

**Proof.** Since $u \in C^0(\Omega)$ and $C^4(A_i) \cap C^3(\overline{A}_i)$, we can choose from a greater set of testfunctions $\psi$. We employ a function, which is zero on $A_1$ and $E$, i.e. we take $\psi \in C^0(\Omega)$ with $\psi \in C^4(A_i)$, such that the derivative can be extended to $E$. Then the same calculations to obtain (2.1) yield
\[
\int_E \left( \langle \nabla \psi, n_E \rangle - \sum_{i,j=1}^2 \frac{(n_E)_i \partial_j \varphi (n_E)_j \partial_i u_0 \partial_j u_0}{1 + |\nabla u_0|^2} \right) (H_{u,A_0} - H_0(0)) \, d\mathcal{H}^1 = 0. \tag{4.2}
\]
Here $\nabla u_0$ refers to the continuation of $\nabla u|_{A_0}$ to $E$. Instead of using the signed distance function to construct a suitable $\psi$, we employ the following function instead
\[
d_0(y) := \begin{cases} \text{dist}(y,E), & y \in A_0 \cup E \\ 0, & \text{else}. \end{cases}
\]
This $d_0$ is continuous and the same techniques employed in Lemma 3.6 show $d_0$ to be $C^1$ close to $E$ with continued derivative
\[
\nabla d_0(y) = \pm n_E(y) \text{ for } y \in E.
\]
The sign depends on whether $n_E$ points inward or outward of $A_0$. As in (4.1) we can now construct a suitable test function $\psi$ with an arbitrary $\varphi \in C^\infty(\Omega)$. This we can plug in in (4.2) and obtain
\[
0 = \int_E \varphi \left( \pm 1 \mp \sum_{ij} \frac{(n_E)_i (n_E)_j \partial_i u_0 \partial_j u_0}{1 + |\nabla u_0|^2} \right) (H_{u,A_0} - H_0(0)) \, d\mathcal{H}^1.
\]
As in the proof of Theorem 1.2 the prefactor is never zero and then the fundamental lemma of variational calculus yields (1.4). The same arguments can be employed to show the result for the continuation of $u|_{A_1}$ on $E$.

**References**

[1] J. W. Barret, H. Garcke, and R. Nürnberg. Finite element approximation for the dynamics of fluidic two-phase biomembranes. *ESAIM: M2AN*, 51:2319–2366, 2017. doi: 10.1051/m2an/2017037.
[2] T. Baumgart, S. T. Hess, and W. W. Webb. Imaging coexisting fluid domains in biomembrane models coupling curvature and line tension. *Nature*, 425:821–824, 2003.

[3] Y. Bernard, G. Wheeler, and V.-M. Wheeler. Rigidity and stability of spheres in the Helfrich model. *Interfaces Free Bound.*, 19:495–523, 2017. doi: 10.4171/IFB/390.

[4] K. Brazda, L. Lussardi, and U. Stefanelli. Existence of varifold minimizers for the multiphase Canham-Helfrich functional. *Calc. Var.*, 59(93), 2020. doi: 10.1007/s00526-020-01759-9.

[5] P.B. Canham. The minimum energy of bending as a possible explanation of the biconcave shape of the human red blood cell. *J. Theor. Biol.*, 26(1):61–76, 1970.

[6] R. Choksi, M. Morandotti, and M. Veneroni. Global minimizers for axisymmetric multiphase membranes. *ESAIM: COCV*, 19(4):1014–1029, 2013.

[7] R. Choksi and M. Veneroni. Global minimizers for the doubly-constrained Helfrich energy: the axisymmetric case. *Calc. Var.*, 48(3):337–366, Nov 2013.

[8] K. Deckelnick, M. Doemeland, and H.-Chr. Grunau. Boundary value problems for a special Helfrich functional for surfaces of revolution. *arXiv preprint*, 2020. arXiv:2003.10853.

[9] K. Deckelnick, H.-Ch. Grunau, and M. Röger. Minimising a relaxed Willmore functional for graphs subject to boundary conditions. *Interfaces Free Bound.*, 19:109–140, 2017.

[10] S. Eichmann. Lower-semicontinuity for the Helfrich problem. *Ann. Glob. Anal. Geom.*, 58:147–175, 2020. doi: 10.1007/s10455-020-09718-5.

[11] C.M. Elliott and B. Stinner. Modeling and computation of two phase geometric biomembranes using surface finite elements. *J. Comput. Phys.*, 2010. doi:10.1016/j.jcp.2010.05.014.

[12] L. C. Evans and R. F. Gariepy. *Measure Theory and Fine Properties of Functions*. CRC Press, 1992.

[13] H. Federer. Curvature measures. *Trans. Amer. Math. Soc.*, 93:418–491, 1959.

[14] R. L. Foote. Regularity of the distance function. *P Am. Math. Soc.*, 92(1):153–155, 1984.

[15] H.-Chr. Grunau. Boundary Value Problems for the Willmore Functional. *Proceedings of the workshop "Analysis of Shapes of Solutions to Partial Differential Equations"*, June 2018. http://www-ian.math.uni-magdeburg.de/home/grunau/papers/Grunau_RIMS.pdf.

[16] W. Helfrich. Elastic properties of lipid bilayers: Theory and possible experiments. *Z. Naturforsch. C*, 28:693–703, 1973.
[17] L. Heller and F. Pedit. Towards a constrained Willmore conjecture. arXiv:1705.03217v1 [math.DG], May 2017. Preprint.

[18] M. Helmers. Kinks in two-phase lipid bilayer membranes. Calc. Var., 48:211–242, 2013. doi: 10.1007/s00526-012-0550-z.

[19] M. Helmers. Convergence of an approximation for rotationally symmetric two-phase lipid bilayer membranes. Q. J. Math., 66:143–170, 2015. doi: 10.1093/qmath/hau027.

[20] J. Hu, T. Weikl, and R. Lipowsky. Vesicles with multiple membrane domains. Soft Matter, 7:6092–6102, 2011. DOI: 10.1039/c0sm01500h.

[21] F. Jülicher and R. Lipowsky. Domain-induced budding of vesicles. Phys. Rev. Lett., 70(19):2964–2967, 1993.

[22] F. Jülicher and R. Lipowsky. Shape transformation of vesicles with intramembrane domains. Phys. Rev E, 53(3):2670–2683, 1996.

[23] E. Kuwert and R. Schätzle. The Willmore functional. Mingione G. (eds) Topics in Modern Regularity Theory. CRM Series, 13, 2012. doi: 10.1007/978-88-7642-427-4_1.

[24] D. Lengeler. Asymptotic stability of local Helfrich minimizers. Interfaces Free Bound., 20:533–550, 2018. doi: 10.4171/IFB/411.

[25] R. Lipowsky. Remodeling of membrane compartments: some consequences of membrane fluidity. Biol. Chem., 395(3):253–274, 2014. DOI 10.1515/hsz-2013-0244.

[26] F.C. Marques and A. Neves. Min-Max theory and the Willmore conjecture. Ann. of Math., 149:683–782, 2014.

[27] A. Mondino and C. Sbarrar. Existence and Regularity of Spheres Minimising the Canham-Helfrich Energy. Arch. Rational Mech. Anal., 236:1455–1485, 2020. doi: 10.1007/s00205-020-01497-4.

[28] Z. Ou-Yang and W. Helfrich. Bending energy of vesicle membranes: General expressions for the first, second, and third variation of the shape energy and applications to spheres and cylinders. Phys. Rev. A, 39(10):5280–5288, 1989.

[29] B. Palmer and A. Pampano. Minimizing Configurations for Elastic Surface Energies with Elastic Boundaries. arXiv preprint, 2020. arXiv:2010.16378, To appear in Journal of Nonlinear Science.

[30] J. Rataj and L. Zajíček. On the structure of sets with positive reach. Math. Nachr., 290:1806–1829, 2017. doi: 10.1002/mana.201600237.

[31] L. Simon. Lectures on Geometric Measure Theory. Proceedings of the Centre For Mathematical Analysis, Australian National University, 1st edition, 1983.

[32] T.J. Willmore. Note on embedded surfaces. An. Ştiinţ. Univ. Al. I. Cuza Iaşi Secţ. I a Mat, 11:493–496, 1965.
[33] C. Wutz. Variationsprobleme für elastische Biomembranen unter Berücksichtigung von Linienenergien. Master’s thesis, University of Regensburg, 2017. Preprint Nr. 03/2017.