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ABSTRACT
Statistical fraud detection consists in making a system that automatically selects a subset of all cases (insurance claims, financial transactions, etc.) that are the most interesting for further investigation. The reason why such a system is needed is that the total number of cases typically is much higher than one realistically could investigate manually and that fraud tends to be quite rare. Further, the investigator is typically limited to controlling a restricted number \( k \) of cases, due to limited resources. The most efficient manner of allocating these resources is then to try selecting the \( k \) cases with the highest probability of being fraudulent. The prediction model used for this purpose must normally be regularised to avoid overfitting and consequently bad prediction performance. A loss function, denoted the fraud loss, is proposed for selecting the model complexity via a tuning parameter. A simulation study is performed to find the optimal settings for validation. Further, the performance of the proposed procedure is compared to the most relevant competing procedure, based on the area under the receiver operating characteristic curve (AUC), in a set of simulations, as well as on a credit card default dataset. Choosing the complexity of the model by the fraud loss resulted in either comparable or better results in terms of the fraud loss than choosing it according to the AUC.

1. Introduction
Fraud detection has cropped up as a term in statistical research at least since the early 1990s. In the excellent review article by Bolton and Hand [1], the authors identify some of the characteristics that make statistical fraud detection a distinct field of the statistical literature, and not just a special case of binary classification, or some other well-understood problem class. The goal of statistical fraud detection, is to create a system that automatically selects a subset of all cases, (insurance claims, financial transactions, etc.), that are the most interesting cases for further investigation. This is necessary because there is typically a much higher number of claims than one realistically could investigate manually, and because fraud is typically quite rare. In simple terms, statistical fraud detection can
be thought of as binary classification, potentially with highly imbalanced classes, depending on the type of fraud. By imbalanced classes we mean, in this case, that there are very few occurrences of one of the two possible outcomes. In other words, the vast majority of financial transactions or insurance claims are legitimate, and fraud is, relatively speaking, a rare occurrence.

In fraud detection applications, the investigator is often required to efficiently allocate limited resources. This amounts to selecting a restricted number of cases that are most likely to be fraudulent, or most worthy of investigation. In order to achieve this, a model should be fitted to recorded data of previously investigated cases, and then used to predict the probability of fraud on new cases. The set of cases to be investigated should subsequently be determined from the predicted probabilities. In this respect, we have a precise notion of what a good or bad model is for this purpose, namely one that lets us pick a certain number of cases, such that as many as possible of these are actual cases of fraud. Given the application, we term this notion fraud loss. However, we acknowledge that it has been studied in other contexts under different names – notably by Clémençon and Vayatis [5], where they refer to the problem as finding the best instances, or classification with a mass constraint.

The problem of minimising fraud loss, or finding the best instances is equivalent to maximising a measure known as the precision at k in the field of information retrieval. This is discussed amongst others by Robertson and Zaragoza [18], Joachims [13], and Boyd et al. [2]. A related problem is that of local bipartite ranking, where the aim is to find the best pairwise ranking of a subset of the data. In the language of Clémençon and Vayatis [5], the focus is then not only on finding the best instances, but to rank the best instances. The goal in this setting is not only to select the k most relevant instances, but also to rank them as well as possible. In the context of fraud, this corresponds to selecting k cases such that as many as possible are positive, and that if they are ordered according to their predicted probability of fraud, the greatest possible number of the selected positive cases are ranked higher than the selected negative cases.

There are several suggestions for how to estimate a model in order to solve these and related problems. Boyd et al. [2] propose an estimation criterion that should result in model that finds the best instances. This criterion involves minimising a hinge-type loss function over all pairs of observations with opposite outcome. The number of optimisation problems to solve in the estimation procedure is then twice the number of pairs. Rudin [19] proposes an estimation framework that concentrates on the top ranked cases, called the P-norm push. Her method is inspired by the RankBoost algorithm of Freund et al. [10] for minimising the ranking loss, extending it RankBoost to a more general class of loss functions. Eban et al. [7] propose estimation methods aiming to maximise different measures relevant to ranking, such as the area under the precision-recall curve and the recall at a fixed precision. They do this by approximating the false positive and the true positive rates in the objective function. Their aim is to construct the objective function in such a way that the derivatives have more or less the same complexity as those of the log-likelihood function of a logistic regression model. This makes the method a lot more scalable than those of Rudin [19] and Boyd et al. [2].

As opposed to the above mentioned papers, we will not focus on the estimation of the model parameters directly, but rather on choosing the complexity of the model, via a tuning parameter. More specifically, we will consider maximisation of the likelihood function of
the statistical model with regularisation, using penalised methods, or boosting. Different values of the regularisation parameters will then result in models of varying complexity. The model is to be used for a very specific purpose, namely to make predictions in order to select the \( k \) most likely cases of fraud among a new set of cases. Therefore, it seems reasonable to try to choose the regularisation parameters that are optimal for this particular application. In that context, we define a loss function, which, broadly speaking, is the number of non-fraudulent cases among the \( k \) selected.

An important question is how to estimate the out of sample value of the fraud loss function in order to select tuning parameters. There are a number of different out of sample validation techniques based on the training data. They all involve fitting models to different subsets of the data, and evaluating the error on the data points that are left out. As the application is somewhat special, standard settings and techniques may not be adequate. For instance, predicted class labels will depend on an empirical quantile of the predicted probabilities, which might require subsamples of a certain size to be stable. Therefore we will investigate what the best strategies for the out of sample validation are.

The paper is organised as follows. Section 2 defines the models that are used, whereas Section 3 describes the actual problem. Further, the approach for selecting the model complexity with fraud loss is presented in Section 4. In Section 5, the properties of the proposed method is evaluated in a simulation study, and the method is further tested on real data in Section 6. Finally, Section 7 provides some concluding remarks.

2. Models

In order to detect fraud, one needs to find a model that produces predicted probabilities of fraud, or at least predicted scores with the same ordering as the probabilities. In what follows, \( Y \) denotes the outcome and \( X \) represents the \( p \)-dimensional random vector of covariates. Although it could be useful to describe \( Y \) as a categorical or an ordinal variable in some cases, we will concentrate on the binary case, where \( Y \) takes either the value 1 if the case is fraudulent or 0 if it is not.

In many cases, for instance if the covariates are noisy or high-dimensional, the predictive accuracy of the model can be improved by shrinking the predicted probabilities towards the common value \( \frac{1}{n} \sum_{i=1}^{n} y_i \), which is the estimate of the marginal probability \( Pr(Y = 1) \). Our aim is to select the model complexity in such a way that we are able to choose the \( k \) most likely cases of fraud, for some specific \( k \), based on the predictions from the resulting model, as we will describe in Section 3.

We will in all cases consider models where

\[
\log \left( \frac{Pr(Y = 1|X = x)}{Pr(Y = 0|X = x)} \right) = \eta(x).
\]

The model \( \eta(x) \) could be a linear function of the covariates, or an additive model where each component is a regression tree. This specification implies that the conditional probabilities of an event will take the form

\[
p(x_i) = Pr(Y_i = 1|X_i = x_i) = \frac{\exp(\eta_i(x_i))}{1 + \exp(\eta_i(x_i))}.
\]
The fraud indicators $Y_i$ are assumed to be conditionally independent and Bernoulli-distributed with probabilities $p_i(x_i)$, given $X_i = x_i$. That leads to a binary regression model with a logit link function with the log-likelihood function

$$ll = \sum_{i=1}^{n} \log \left( p_i^{y_i} (1 - p_i)^{1-y_i} \right) = \sum_{i=1}^{n} \left( y_i \eta_i - \log(1 - p_i) \right),$$

where $p_i$ is a shorthand for $p(x_i)$.

As mentioned earlier, we wish to do shrinkage on the model. In the case of a parametric linear model $\eta(x) = \beta_0 + \beta^T x$, this would correspond to shrinking the regression coefficients $(\hat{\beta}_0, \hat{\beta})$ towards zero, and for a tree model to reducing the number of trees, the depth of each tree, and possibly also the weights assigned to the leaf nodes. One option in the case of the linear model is to only look for solutions where $(\hat{\beta}_0, \hat{\beta})$ is within a certain euclidean distance of the origin. This regularised estimator is the maximiser of the penalised log-likelihood function $ll(\beta_0, \beta) - \lambda \sum_{j=1}^{p} \hat{\beta}_j^2$ and is the solution to

$$\arg\max_{\hat{\beta}_0, \hat{\beta}} \sum_{i=1}^{n} y_i \hat{\eta}_i - \log(1 - \hat{p}_i) - \lambda \sum_{j=1}^{p} \hat{\beta}_j^2, \quad (2)$$

This is often referred to as ridge regression [12], or $L_2$-penalised logistic regression, since it assigns a penalty to the squared $L_2$-norm of the parameters. Similar estimators such as the lasso [20] or the elastic net [21] can be constructed by considering different norms, i.e. $L_1$ norm and a convex combination of $L_1$ and squared $L_2$ norm, respectively.

We will also consider additive models of the form

$$\eta(x) = f_0 + \sum_{j=1}^{M} f_j(x), \quad (3)$$

where $f_0$ is a constant function and each $f_j(x) = \sum_{t=1}^{T} c_t I(x \in R_t)$ is a regression tree, that for a partition $(R_t)_{t=1}^{T}$ of $\mathbb{R}^p$ takes a constant value $c_t$ for all $x$ in each $R_t$. These models are typically fitted by gradient boosting [11], an iterative procedure where one starts with a constant, then adds one component at a time by maximising a local Taylor approximation of the likelihood around the current model. Usually, this update is scaled down by a factor, i.e. multiplied by some number $\nu \in (0, 1)$, in order to avoid stepping too far and move past an optimum of the likelihood function. Several highly efficient implementations to fit such models exist, such as LightGBM [15], CatBoost [6] and XGBoost [3]. The flexibility that such models offer, especially if the individual trees are allowed to be complex, will easily lead to models that capture too much of the variability in the training data. In order to avoid this, and get a stable model, we will control the total number $M$ of components in the model, and constrain the complexity $T$ of each tree.

3. Problem description

An informal description of the fraud detection problem was given in the introduction. Here, the problem will be defined and explained in more detail. Formally, we can describe
our version of a fraud detection problem as follows. We divide the total dataset into a training set of size \( n_{tr} \) and a test set of size \( n_{te} \). Further, the \((p + 1)\) dimensional random vectors \((Y_i, X_i), i = 1, \ldots, n_{tr} + n_{te}\) are assumed to be iid, and the main interest is the conditional distribution of \( Y_i \) given \( X_i \). In what follows, \( n \) will denote for the size of a sample, regardless of whether the sample in question is the test set or the training set, unless it is unclear from the notation which one is referred to.

Since the goal of the investigation is to uncover fraud, there should be as many actual cases of fraud as possible among the ones selected for investigation. This amounts to producing \( n \) predictions \( \{\hat{Y}_i\}_{i=1}^n \), such that \( k \) of these have the value 1. Therefore, the minimiser of the loss function is a model that minimises

\[
L^{\text{fraud}} = \sum_{i=1}^n (1 - Y_i) \hat{Y}_i, \quad \text{s.t.} \quad \sum_{i=1}^n \hat{Y}_i = k.
\]

This is equivalent to minimising the classification error

\[
L^{\text{class}} = \sum_{i=1}^n |Y_i - \hat{Y}_i| = \sum_{i=1}^n (1 - Y_i) \hat{Y}_i + \sum_{i=1}^n Y_i (1 - \hat{Y}_i),
\]

under the same constraint. Since \( \sum_{i=1}^n \hat{Y}_i = k \), we have

\[
L^{\text{fraud}} = k - \sum_{i=1}^n Y_i \hat{Y}_i \quad \text{and} \quad L^{\text{class}} = k + \sum_{i=1}^n Y_i - 2 \sum_{i=1}^n Y_i \hat{Y}_i,
\]

so the two must have the same minimiser.

The idea is to minimise the expected value of \( L^{\text{fraud}}_{\text{te}} \), which is the fraud loss for the test set. It would therefore be illuminating to know what the minimiser is, i.e. what it is that one is attempting to estimate. Let \( P_i = \Pr(Y_i = 1 | X_i) \), then we can write

\[
\mathbb{E} \left( L^{\text{fraud}}_{\text{te}} \right) = \mathbb{E} \left( \sum_{i=1}^n (1 - Y_i) \hat{Y}_i \right) = \mathbb{E} \left( \mathbb{E} \left( \sum_{i=1}^n (1 - Y_i) \hat{Y}_i | X_{\text{te}} \right) \right)
\]

\[
= \mathbb{E} \left( \sum_{i=1}^n (1 - P_i) \hat{Y}_i \right),
\]

The minimiser of the above expectation over all vectors \( \hat{Y} \), having all elements equal to zero, except exactly \( k \) elements that are equal to one, is the vector \( \hat{Y}^* \) satisfying

\[
\hat{Y}^*_i = I(P_i \geq P_{(n-k+1)}),
\]

where \( P_{(1)} \leq \cdots \leq P_{(n)} \) are the conditional fraud probabilities \( P_i \) for the test set, sorted in ascending order. This is an indicator of whether \( P_i \) is among the \( k \) largest in the test sample. Thus, a quite natural approach is to fit a model for the regression function \( p(x) = \Pr(Y = \)
1|\(X = x\), resulting in the predicted probabilities \(\hat{p}_i\), and then use the prediction
\[
\hat{Y}_i = I(\hat{p}_i \geq \hat{p}_{(n-k+1)}).
\]

(4)

4. Selecting the model complexity

We want to find the model that minimises the fraud loss function. This is done by fitting a sequence of models, either by solving (2) for a sequence of values of the penalty parameter \(\lambda\), or by fitting the additive tree model (3) with via gradient boosting, where each model has a different number \(M\) of components. Choosing the best of these corresponds to selecting a value of \(\lambda\) in the former case, and \(M\) in the latter case. However, the main interest is not the best possible fit to the training data, but rather the best possible performance on a new dataset. This may be determined by this estimating the relative out of sample performance of each model via repeated cross validation, or bootstrap validation. As mentioned in the introduction, we will study how different validation schemes perform. Both bootstrap validation and cross-validation involve splitting the data in different subsets, and repeatedly using some of the data for fitting, and the rest to evaluate the fitted models. Since the model is evaluated on datasets whose size \(n_{\text{eval}}\) is not in general the same as the size of the test set, \(n_{\text{te}}\), we let the number of selected observations be \(k = \lceil n_{\text{eval}}\tau \rceil\), i.e. the nearest integer to \(n_{\text{eval}}\tau\), where \(\tau = \frac{k}{n_{\text{te}}} \in (0, 1)\) is the proportion of the cases in the test set we want to select.

We evaluate the classification error using cross-validation with \(L\) folds and \(D\) repetitions. The data are split into different folds by randomly assigning observations to each fold, thus creating \(D\) sequences of \(L\) non-overlapping subsets of the integers \(\{1, 2, \ldots, n\}\), which we denote as \(\{A^{(d)}_l\}_{l=1}^L, d = 1, \ldots, D\). The cross-validation a statistic is given by

\[
\hat{L}_{\text{CV}}(\tau) = \frac{1}{D} \sum_{d=1}^D \frac{1}{L} \sum_{l=1}^L \frac{1}{|A^{(d)}_l|} \frac{\sum_{i \in A^{(d)}_l} (1 - y_i) \hat{y}_i^{l,d}(\tau)}{\sum_{i \in A^{(d)}_l} \hat{y}_i^{l,d}(\tau)},
\]

with \(\hat{y}_i^{l,d}(\tau) = I(\hat{p}_i^{l,d} \geq \hat{p}_{(n_{\text{eval}}-\lceil n_{\text{eval}}\tau \rceil+1)})\),

as described in expression (4) of Section 3.

An alternative to cross-validation is bootstrap validation, where one for each fold draws observations from the training set with replacement, usually as many as the number of training observations. The left-out observations from each fold are then used for validation. The probability that a specific observation is left out of a bootstrap fold when the bootstrap folds are of the same size as the training set is equal to \((1 - \frac{1}{n})^n\), which when \(n\) increases converges to \(e^{-1} \approx 0.368\). This means that the validation sets on average will contain a little over a third of the total training data.

In a standard binary classification setting, one can compute a statistic that mimics a leave one out cross-validation error as

\[
\hat{\text{Err}}^{(1)}(\tau) = \frac{1}{n} \sum_{i=1}^n \sum_{b=1}^B \mathbb{1}_i^b L(y_i, \hat{y}_i^{b}(\tau)) \quad \text{or} \quad \hat{\text{Err}}^{(1)}(\tau) = \frac{\sum_{i=1}^n \sum_{b=1}^B \mathbb{1}_i^b L(y_i, \hat{y}_i^{b}(\tau))}{\sum_{i=1}^n \sum_{b=1}^B \mathbb{1}_i^b},
\]
where $I_i^b$ is an indicator of whether the $i$th observation is not included in the $b$th bootstrap sample, and $\hat{y}_{ib}^*$ is the prediction obtained for observation $i$ from the $b$th model fit, the former expression stemming from Efron and Tibshirani [9] and the latter from Efron [8]. According to Efron and Tibshirani [9] these will be close for larger values of $B$. The bootstrap statistic we will use is based on the latter, and is given by

$$\hat{L}_{\text{fraud}}^{\text{BOOT}}(\tau) = \sum_{i=1}^{n} \sum_{b=1}^{B} I_i^b (1 - y_i) \hat{y}_{ib}^*(\tau) / \sum_{b=1}^{B} \sum_{i=1}^{n} I_i^b \hat{y}_{ib}^*(\tau).$$

### 5. Simulation study

In order to study how well selecting the model complexity via a tuning parameter based on the fraud loss works, we will perform a simulation study. First, we examine and compare different setups of the selection approach. Subsequently, we make a comparison to the most relevant alternative approach, based on the AUC.

#### 5.1. Covariates

We want the synthetic datasets to possess many of the same characteristics as real datasets from fraud detection applications. The common traits that we want to replicate, at least to some degree, are correlated covariates, with margins of different types, some continuous, some discrete, and an imbalance in the marginal distribution of the outcome.

In order to draw the covariates, we use the following procedure. First, we draw a sample of a random vector, from a multivariate distribution with uniform margins, i.e. a copula [17]. After simulating observations from the copula, each of the margins are transformed to one of the distributions listed in Table 1. The copula we will use is the $t_{2,R}$-copula. Data are then simulated by drawing from a $p$-variate $t_{2,R}$-distribution, i.e. a standard $t$-distribution with a $p \times p$ correlation matrix $R$ and 2 degrees of freedom. Then, the margins are transformed via the (univariate) $t_2$-quantile function, which makes the margins uniform, but still dependent.

We specify the correlation matrix $R$ of the multivariate $t$-distribution by drawing a matrix from a uniform distribution over all positive definite correlation matrices, using the algorithm described by Joe [14]. When looking at comparisons across a number of different datasets, we always keep the correlation matrix $R$ fixed. Setting the correlation matrix by simulating it via an algorithm is just a pragmatic way of specifying a large correlation matrix, while ensuring that it is positive semidefinite. As for the correlation matrix,

| Table 1. List of the 17 different marginal distributions used to simulate covariates. |
|---------------------------------|----|---|
| Family            | Parameters | Values |
| Bernoulli         | $p$          | 0.2, 0.4, 0.6, 0.8 |
| Beta              | $(\alpha, \beta)$ | (1, 2), (2, 1), (2, 2) |
| Gamma             | $(\alpha, \beta)$ | (1, 3), (3, 1), (3, 3) |
| Normal            | $(\mu, \sigma)$ | (0, 1) |
| Student’s t       | $\nu$        | 3, 4, 6 |
| Poisson           | $\lambda$    | 1, 3, 5 |
the distributions for the margins are also drawn randomly from a list, and these are also kept fixed whenever we consider comparisons across different datasets.

5.2. Probabilities

Given the simulated covariates \( x \), probabilities \( p(x) \) are computed, and the binary outcomes \( y_i \) are simulated from Bernoulli\( (p(x_i)) \) distributions, where \( i = 1, \ldots, n \). The probabilities follow the form (1) with \( \eta(x_i) = \beta_0 + f(x) \), where the model, \( f(x) \), is either the linear \( f(x) = \beta^t x \), or an additive model of the form (3), where the components are trees. Unless otherwise stated, we simulate datasets with \( p = 100 \) covariates. In the model with a linear predictor, we let 15 of the 100 covariate effects be non-zero, and let these take values in the range \((-0.77, 0.62)\), with an average absolute value of 0.34.

In order to specify a tree model, we draw a covariate matrix \( \tilde{X} \), and a response to be used only for constructing the trees. The response follows the model \( B E_1 - (1 - B) E_2 \), where \( B \) is a Bernoulli\( (0.5) \) variable, and \( E_1, E_2 \) are exponentially distributed with parameters \( \lambda_1 = 0.2 \) and \( \lambda_2 = 0.1 \), respectively. We then fit an additive tree model to this, based on 15 of the 100 covariates. The resulting model is used to generate datasets, keeping the model fixed across the different datasets.

In both models, the parameter \( \beta_0 \) can change from dataset to dataset, as the average probability \( p_0 \), which is an estimate of the marginal probability of fraud \( Pr(Y = 1) \), should be kept fixed. To achieve this, we solve the equation

\[
\frac{1}{n} \sum_{i=1}^{n} p(x_i) = p_0
\]

numerically, given the model \( f(x) \) and the covariate values \( x_i, i = 1, \ldots, n \).

5.3. Data drawn from a logistic regression model

We first consider penalised logistic regression. We draw two datasets from a logistic regression model, one for estimation, and one for testing, by the method described previously, both with \( n = 1000 \) observations. The coefficient \( \beta_0 \) is first set so that \( p_0 = 0.2 \), which is in the higher range compared to a typical fraud detection setting. In order to select the value of the regularisation parameter \( \lambda \), we compare bootstrap validation, and repeated cross-validation with 10, 5, 3, or 2 folds. We also try drawing the folds stratified on the outcome, so that each fold has the same proportion of positive outcomes as the training sample. All the experiments are repeated for \( S = 100 \) simulated datasets.

In order to make the comparison fair, we balance the number of bootstrap folds and the number of repetitions for the cross-validation, so that the computational complexity is roughly the same, assuming that the computational complexity of fitting a model is proportional to the number of observations. All validation procedures are adjusted so that they are comparable to 10-fold cross-validation without repetition. Since this involves fitting models to 10 different datasets of .9 times the size of the total, we use 9 folds in the bootstrap validation, and 2, 4, and 9 repetitions of 5-, 3-, and 2-fold cross-validation, respectively. We also do the same, with double the number of repetitions across 10-, 5-, 3- and 2- fold cross-validation, and with 18 bootstrap folds.
The relative average fraud loss (RAFL), compared to the minimum over the alternatives for $\lambda$ used in each simulation $s = 1, 2, \ldots, S$,

$$RAFL(\tau) = \frac{\sum_{s=1}^{S} \sum_{i=1}^{n} \hat{y}_{i,s}^{\lambda_{CSV}} (1 - y_{i,s})}{\sum_{s=1}^{S} \sum_{i=1}^{n} \hat{y}_{i,s}^{\lambda_{CV}} (1 - y_{i,s})},$$

is computed for each simulation for $\tau = 0.01, 0.02, \ldots, 0.98, 0.99$, and reported in Table 2, where $\hat{y}_{i,s} = \hat{y}_{i,s}(\tau)$, as explained in Section 4. As expected, doubling the number of repetitions leads to better performance. Looking at the different validation schemes, it seems like there is a tendency that cross-validation with 2 or 3 folds is the better option, and that there is a slight advantage to stratification, but this does not seem very conclusive. Based only on these results, we would therefore suggest using 2-fold cross-validation, and to stratify on $y$, at least if there are so few observations where $y = 1$, that there is a risk of getting folds where all observations have a negative outcome.

In Figure 1, the logarithm of the average relative fraud loss is plotted as a function of the proportion of cases that are selected, for a selection of the validation procedures. From

| Notes                  | 10-fold cv | 5-fold cv | 3-fold cv | 2-fold cv | Bootstrap |
|------------------------|------------|-----------|-----------|-----------|-----------|
| stratified             | 1.0764     | 1.0766    | 1.0753    | 1.0725    | 1.0763    |
| 2x repeat              | 1.0745     | 1.0767    | 1.0730    | 1.0743    | 1.0768    |
| 2x repeat, stratified  | 1.0385     | 1.0366    | 1.0364    | 1.0366    | 1.0389    |
|                        | 1.0396     | 1.0384    | 1.0355    | 1.0354    | 1.0366    |

**Table 2. RAFL ($\tau$) averaged over the different values of $\tau$, data simulated from linear model, model fitted using a linear model. 1000 observations with 100 covariates, both in training and test sets.**

**Figure 1.** Plot of $\log(RAFL(\tau))$ against the fraction $\tau = k/n$ of the observations that are selected, for a selection of the methods for setting the tuning parameter. Logistic regression models were used both to simulate the data, and to make predictions.
Table 3. RAFL(τ) averaged over the different values of τ, data simulated from linear model, fitted additive tree model. 1000 observations with 100 covariates, both in training and test sets.

| Notes                  | 10-fold cv | 5-fold cv | 3-fold cv | 2-fold cv | Bootstrap |
|------------------------|------------|-----------|-----------|-----------|-----------|
| stratified             | 1.2060     | 1.1779    | 1.1617    | 1.1424    | 1.1578    |
| 2x repeat              | 1.0586     | 1.0507    | 1.0526    | 1.0541    | 1.0464    |
| 2x repeat, stratified  | 1.0552     | 1.0523    | 1.0499    | 1.0515    | 1.0472    |

these, we see that there is not a very large difference between the different types. Further, it is hardest to select the top k cases for lower values of τ, and thus of k, as expected.

We repeat this experiment for the same datasets, but instead of estimating the probabilities using a penalised logistic regression model, we use an additive tree model fitted by boosting. The penalty parameter we are trying to select is now the total number of components of the additive model, i.e. $M$ in (3). Corresponding results to those in Table 2 and Figure 1 are shown in Table 3 and in Figure 1 in the supplementary material, respectively. Compared to the ridge regression fits, the relative average fraud loss is now greater, meaning that the selected model differs more in size, compared to the minimum for each value of τ. The best alternative now seems to be the bootstrap variants, with stratified 3-fold cross-validation being the closest contender.

5.4. Data drawn from an additive tree model

Next, we do a similar experiment, but drawing the data from a model where the linear predictor is replaced with an additive tree model, as previously outlined. We first estimate models using penalised logistic regression. The results of this are summarised in Table 2 in the supplementary material, and are very similar to previous results.

We also estimate additive tree models, the results for which are summarised in Table 4. In addition, we here also fit models to data simulated from the same type of model, but where $p_0 = 0.05$, i.e. more severely imbalanced, which is not uncommon in fraud detection. The results of the latter are summarised in Table 5. In the first case, 2-fold cross-validation gave the best results, with stratified 3-fold cross-validation in second place. Curiously, the error does not seem to be smaller when doubling the number of repetitions, which could suggest that it is easier to select the best model for the data simulated from a more complex model. For the latter case, 2-fold cross validation seems to be the best option, based on the aggregate relative average fraud both when the marginal probability of $Y = 1$ is $p_0 = 0.2$ and when $p_0 = 0.05$. It could be argued that real data are most likely not similar to a logistic regression model with a linear predictor, but rather more complex, and therefore that repeated 2-fold cross-validation seems like the more reliable option, overall.

Table 4. RAFL(τ) averaged over the different values of τ, data simulated from additive tree model, fitted additive tree model. 1000 observations with 100 covariates, both in training and test sets.

| Notes                  | 10-fold cv | 5-fold cv | 3-fold cv | 2-fold cv | Bootstrap |
|------------------------|------------|-----------|-----------|-----------|-----------|
| stratified             | 1.0463     | 1.0450    | 1.0452    | 1.0454    | 1.0450    |
| 2x repeat              | 1.0469     | 1.0474    | 1.0457    | 1.0451    | 1.0454    |
| 2x repeat, stratified  | 1.0467     | 1.0464    | 1.0456    | 1.0435    | 1.0451    |
| 2x repeat, stratified  | 1.0473     | 1.0453    | 1.0464    | 1.0450    | 1.0452    |
Table 5. RAFL(τ) averaged over the different values of τ, data simulated from additive tree model, fitted additive tree model, with \( p_0 = 0.05 \), fitted additive tree model. 1000 observations with 100 covariates, both in training and test sets.

| Notes                     | 10-fold cv | 5-fold cv | 3-fold cv | 2-fold cv | Bootstrap |
|---------------------------|------------|-----------|-----------|-----------|-----------|
|                           | 1.0194     | 1.0197    | 1.0195    | 1.0194    | 1.0194    |
| stratified                | 1.0193     | 1.0196    | 1.0195    | 1.0189    | 1.0194    |
| 2x repeat                 | 1.0198     | 1.0196    | 1.0193    | 1.019     | 1.0197    |
| 2x repeat, stratified     | 1.0195     | 1.0196    | 1.0196    | 1.0191    | 1.0193    |

5.5. Comparisons with an alternative approach

Next, we want to compare our method to the estimator obtained when setting the penalty parameter using the AUC (area under the receiver operating characteristic curve) as a criterion, here estimated by the Wilcoxon type statistic

\[
\hat{\text{AUC}} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (1 - y_i) y_j I(\hat{p}(x_j) > \hat{p}(x_i))}{\sum_{i=1}^{n} y_i \sum_{i=1}^{n} (1 - y_i)}.
\]

The AUC is a popular measure for judging how good a binary regression model is at discrimination. Further, it is related to ranking, and is therefore a natural alternative to fraud loss. In fact, the AUC can on a population level be seen to be equivalent to the probability that an observation with \( Y = 0 \) will be given a lower probability than one with \( Y = 1 \). Hence, if one model has a higher AUC than another, then the aforementioned probability will be highest for the model with the highest AUC [4]. Symbolically, this can be written as

\[
\text{AUC} (\hat{p}) = P(\hat{p}(x_i) \geq \hat{p}(x_j) | Y_i = 1, Y_j = 0).
\]

Likelihood, or likelihood-based measures such as Akaike’s information criterion (AIC) are also commonly used to set tuning parameters, but we will here disregard these. The reason for this is both that we do not see them as particularly relevant for the problem, as we are not interested in finding the model that best fits all the data, and also that the log-likelihood often explodes numerically when some of the probabilities become very close to 1. In our experiments, this happened often when we evaluated the likelihood for the data that were not used for estimation in a cross-validation procedure.

We start with a simulation study using the same simulation models as previously discussed. The RAFL(τ), averaged over values of τ from 0.01 to 0.99, for models where the penalty parameter is chosen using repeated 2-fold cross-validation of the AUC and the fraud loss, respectively, are reported in Table 6 for \( p_0 = 0.2 \) and in Table 7 for \( p_0 = 0.05 \). In addition, we report an aggregate over a smaller range of values of τ = 0.16, 0.17, . . . , 0.25 for \( p_0 = 0.2 \) and τ = 0.03, 0.04, . . . , 0.10 for \( p_0 = 0.05 \), which is are the most interesting values in the fraud setting. When looking at the aggregate over τ from 0.01 to 0.99, it seems that it is advantageous to use the fraud loss when estimating an additive tree model, whatever the data generating model is. This is also the case when considering an aggregate over the smaller ranges of τ-values, and in addition, the fraud loss works slightly better when fitting penalised logistic regression models to data simulated from an additive tree model. In Figure 2 and 3, the average difference in fraud loss for the two estimators is plotted as a function of τ. It seems that in neither case, one or the other estimator is consistently better across the entire grid τ = 0.01, 0.02, . . . , 0.98, 0.99.
Table 6. RAFL(τ) averaged over the different values of τ, comparison of AUC and fraud loss. 1000 observations with 100 covariates, both in training and test sets where \( p_0 = 0.2 \).

| Simulation model | Estimation model | Logistic | Logistic | Additive trees | Additive trees |
|------------------|------------------|----------|----------|---------------|---------------|
| Average over all \( \tau = 0.01, 0.01, \ldots, 0.99 \): | | | | | |
| auc | 1.0355 | 1.0763 | 1.0186 | 1.0482 |
| fraud | 1.0371 | 1.0741 | 1.0195 | 1.0442 |
| auc, 2x repeat | 1.0337 | 1.0730 | 1.0183 | 1.0470 |
| fraud, 2x repeat | 1.0350 | 1.0721 | 1.0186 | 1.0454 |
| Average over \( \tau = 0.16, 0.17, \ldots, 0.24, 0.25 \): | | | | | |
| auc | 1.0349 | 1.0626 | 1.0228 | 1.0583 |
| fraud | 1.0356 | 1.0591 | 1.0232 | 1.0531 |
| auc, 2x repeat | 1.0338 | 1.0610 | 1.0228 | 1.0570 |
| fraud, 2x repeat | 1.0359 | 1.0601 | 1.0225 | 1.0545 |

Table 7. RAFL(τ) averaged over the different values of τ, comparison of AUC and fraud loss. 1000 observations with 100 covariates, both in training and test sets where \( p_0 = 0.05 \).

| Simulation model | Estimation model | Logistic | Logistic | Additive trees | Additive trees |
|------------------|------------------|----------|----------|---------------|---------------|
| Average over all \( \tau = 0.01, 0.2, \ldots, 0.99 \): | | | | | |
| auc | 1.0108 | 1.0185 | 1.0135 | 1.022 |
| fraud | 1.0137 | 1.0181 | 1.0131 | 1.0194 |
| auc, 2x repeat | 1.0108 | 1.0185 | 1.0128 | 1.022 |
| fraud, 2x repeat | 1.0121 | 1.0175 | 1.0126 | 1.0194 |
| Average over \( \tau = 0.03, 0.04, \ldots, 0.09, 0.10 \): | | | | | |
| auc | 1.0549 | 1.089 | 1.0427 | 1.0664 |
| fraud | 1.0638 | 1.0879 | 1.0413 | 1.0617 |
| auc, 2x repeat | 1.0551 | 1.0891 | 1.0411 | 1.0655 |
| fraud, 2x repeat | 1.0593 | 1.0855 | 1.0397 | 1.0635 |

We repeat the experiment, but now we expand the datasets so that the number of covariates is \( p = n = 1000 \). These are simulated in the same way as for \( p = 100 \). We again simulate data both from a logistic regression model, and from an additive tree model, and scale the number of covariates the response depends on with the dimension of the covariate matrix, so that it, in both cases, it depends on 150 covariates. For the logistic regression model, the 150 non-zero effects take values in the interval \((-0.67, 0.85)\), and the average absolute value of these is 0.198. The results for all four combinations of data-generating model and estimated model, which are shown in Tables 2 and 3 and Figures 2 and 3 in the supplementary material, are similar to the ones for \( p = 100 \).

We repeat the experiment a final time, now in a context where \( p > n \). Specifically, we let \( p = 4000 \), while keeping the number of observations at \( n = 1000 \). Everything is scaled up in the same way as when the number of covariates was changed to \( p = 1000 \), with the exception of the correlation matrix \( R \), which we now construct from one \((1000) \times (1000)\) correlation matrix that we stack diagonally, giving us a block-diagonal correlation matrix where \( 4 \times 10^6 \) out of the \( 16 \times 10^6 \) entries are non-zero. We see in Tables 8 and 9 that for the case when \( p_0 = 0.2 \), the models selected using the fraud loss did somewhat better aggregated over all values of \( \tau \), except when estimating an additive tree model on data from a logistic regression model. For the aggregate over the smaller range of \( \tau \), the models
Figure 2. Plot of the difference in RAFL(τ) when selecting the model according to the AUC and fraud loss, respectively. Data are simulated from a logistic regression model or additive tree model, with \( n = 1000 \) observations, \( p = 100 \) covariates, and \( p_0 = 0.2 \). The grey bars correspond to empirical 80% confidence intervals.

selected using the fraud loss were only better when estimating a logistic regression model to data simulated from a logistic regression model. For the case where \( p_0 = 0.05 \), the models selected using the fraud loss were better aggregated over all \( \tau \)-values when the data were simulated from an additive tree model. For the aggregate over the smaller range of \( \tau \), they were also better when estimating a penalised logistic regression model to data simulated from a logistic regression model. The difference in fraud loss for the models selected using the two approaches is also displayed in Figures 4 and 5 in the same way as for \( p = 100 \) and \( p = 1000 \). In some of the cases, it is still hard to see a large clear difference between the two models. However, for \( p_0 = 0.2 \), the models chosen using the fraud loss seem to do better for smaller values of \( \tau \) fitting a logistic regression model to data simulated from an additive tree model. For \( p_0 = 0.05 \), the performance of the two methods was similar when the data were simulated from the same type of model as the estimation model, whereas the fraud loss based method worked better than the AUC based one when the a penalised regression model was fitted to data simulated from a tree model, and somewhat worse when a tree model was fitted to data simulated from a logistic regression model, especially for \( \tau \) up to around 0.1.

All in all, setting the tuning parameter by cross-validating the fraud loss, seems to work quite well, compared to using the AUC, especially for values of \( \tau \) smaller than or close to the marginal probability \( p_0 \) of \( Y = 1 \). This is good, as one could argue that these are the most interesting values in most fraud detection applications. The fraud loss does not outperform the AUC in all cases, such as for the boosted tree models for \( p > n \), or the penalised
Figure 3. Plot of the difference in RAFL(τ) when selecting the model according to the AUC and fraud loss, respectively. Data are simulated from a logistic regression model or additive tree model, with \( n = 1000 \) observations, \( p = 100 \) covariates, and \( p_0 = 0.05 \). The grey bars correspond to empirical 80% confidence intervals.

Table 8. RAFL(τ) averaged over the different values of τ, comparison of AUC and fraud loss. \( n = 1000 \) observations with \( p = 4000 \) covariates, both in training and test sets where \( p_0 = 0.2 \).

| Simulation model | Estimation model | Logistic | Logistic | Additive trees | Additive trees |
|------------------|------------------|----------|----------|----------------|----------------|
|                  |                  |         |          |                |                |
| Average over all τ = 0.01, 0.02, \ldots 0.99: | 1.0415 | 1.0526 | 1.0229 | 1.0453 |
| auc              | 1.0400 | 1.0577 | 1.0182 | 1.0457 |
| fraud            | 1.0412 | 1.0520 | 1.0229 | 1.0443 |
| auc, 2x repeat   | 1.0388 | 1.0547 | 1.0187 | 1.0438 |
| fraud, 2x repeat | 1.0388 | 1.0547 | 1.0187 | 1.0438 |
| Average over τ = 0.16, 0.17, \ldots 0.24, 0.25: | 1.0538 | 1.0605 | 1.0187 | 1.0507 |
| auc              | 1.0538 | 1.0605 | 1.0187 | 1.0507 |
| fraud            | 1.0498 | 1.0655 | 1.0223 | 1.0585 |
| auc, 2x repeat   | 1.0532 | 1.0567 | 1.0189 | 1.0491 |
| fraud, 2x repeat | 1.0468 | 1.0591 | 1.0239 | 1.0530 |

regression models when the data are simulated from a logistic regression model, and \( p < n \). A possible explanation for the first case could be that when estimating the probabilities is hard, i.e. that \( p > n \), and the data generating model is complex, then trying to adapt the model locally to τ could introduce instability. For the latter case, it could be that the estimation problem is so simple that we more or less recover the data generating model, and therefore, there might not be too much to gain from adapting the model to a specific τ.
Table 9. RAFL(τ) averaged over the different values of τ, comparison of AUC and fraud loss. 1000 observations with 4000 covariates, both in training and test sets where \( p_0 = 0.05 \).

| Simulation model   | Estimation model | Logistic | Logistic | Additive trees | Additive trees |
|-------------------|------------------|----------|----------|---------------|---------------|
|                   |                  |          |          |               |               |
| Average over all \( \tau = 0.01, 0.2, \ldots, 0.99 \): |                  |          |          |               |               |
| auc               | 1.0235           | 1.0207   | 1.0148   | 1.0188        |
| fraud             | 1.0233           | 1.0227   | 1.0108   | 1.0185        |
| auc 2x repeat     | 1.0199           | 1.0198   | 1.0162   | 1.0197        |
| fraud 2x repeat   | 1.0225           | 1.0219   | 1.0108   | 1.0188        |
| Average over \( \tau = 0.03, 0.04, \ldots, 0.09, 0.10 \): |                  |          |          |               |               |
| auc               | 1.0895           | 1.0762   | 1.0389   | 1.0551        |
| fraud             | 1.0759           | 1.0863   | 1.0284   | 1.0576        |
| auc 2x repeat     | 1.0787           | 1.0745   | 1.0423   | 1.0582        |
| fraud 2x repeat   | 1.0727           | 1.0845   | 1.0279   | 1.0572        |

Figure 4. Plot of the difference in RAFL(τ) when selecting the model according to the AUC and fraud loss, respectively. Data are simulated from a logistic regression model or additive tree model, with \( n = 1000 \) observations, \( p = 4000 \) covariates, and \( p_0 = 0.2 \). The grey bars correspond to empirical 80% confidence intervals.

6. Illustration on credit card default data

In this section, we will consider credit card default data, that are published on Kaggle by Mishra [16]. These are not fraud detection data, as no such real data are publicly available. However, they share many of the same characteristics as fraud detection data, in particular the binary outcome and class imbalance.

The dataset consists of 307511 observations representing credit card clients, with a binary outcome variable (default – no default), where roughly 8% are recorded as defaults,
as well as 122 covariates. There are too many covariates to list all of them in detail, but they include information such as the clients gender, the size of the credit card loan, whether the client owns a car, whether the client provided various information, the clients age, and different credit score values. A full overview of all the covariates is available on Kaggle [16]. Some of the covariates are categorical, for example one of the covariates is a record of the education level of the client, which has 5 categories. We recode all such covariates as $L - 1$ binary variables, where $L$ is the number of categories of the variable. After we have recoded the data in this way, the dataset now consists of $p = 230$ covariates. There are some missing entries in the dataset, which we chose to impute using the median value. The data are split randomly into a training and a test set of roughly the same size.

On the training data, we then fitted a logistic regression model with a ridge-type penalty, and a boosted tree model where each tree is allowed to have a maximum depth of 3, and chose the number of trees, and the size of the penalty using repeated 2-fold cross-validation of the fraud loss and the AUC, with 9 repetitions. For each value of $\tau = k/n$ on 0.01, . . . , 0.99, we set the tuning parameter, either the number of components in the tree model or the penalty parameter in the penalised logistic regression, by cross-validating the fraud loss. In addition, we also set tuning parameters by cross-validating the AUC. Then, we evaluated the chosen models on the test data.

The results are summed up in Table 10 and Figure 6, where the fraud loss is plotted as a function of $\tau$ for both models, and both of the ways of setting the tuning parameter. As we can see from Figure 6, there is little difference between the two ways of choosing the
Table 10. \( RAFL(\tau) \) averaged over different values of \( \tau \), with aggregated fraud loss (i.e. the numerator of \( RAFL(\tau) \)) given in parentheses. Comparison of AUC and fraud loss on the credit default dataset from Kaggle.

| Estimation model | Logistic | Additive trees |
|------------------|----------|----------------|
| Average over all \( \tau = 0.01, 0.02, \ldots 0.99 \): | | |
| auc | 1.00045 (0.8474) | 1.00104 (0.8450) |
| fraud | 1.00057 (0.8475) | 1.00097 (0.8449) |
| Average over \( \tau = 0.05, 0.06, \ldots 0.12, 0.13 \): | | |
| auc | 1.0015 (0.7338) | 1.0042 (0.7252) |
| fraud | 1.0011 (0.7335) | 1.0036 (0.7248) |

Figure 6. Plot of the fraud loss when selecting the model according to the AUC and fraud loss, respectively on the credit default dataset from Kaggle.

tuning parameters for this dataset. Further, Table 10 shows that the performance is almost identical when we average over all of the values for \( \tau \). For the smaller range from \( \tau = 0.05 \) to \( \tau = 0.13 \), i.e. in closer proximity to the marginal balance of the data, the models where we chose the tuning parameter by cross-validating the fraud loss were slightly better than the model found by cross-validating the AUC for the additive tree model, and quite similar for the ridge model. Finally, the fraud loss is smaller for the fitted tree models than for the ridge ones, using both approaches, which suggests that the tree models are the most appropriate for these data.

7. Concluding remarks

Statistical fraud detection consists in creating a system, that automatically selects a subset of the cases that should be manually investigated. However, the investigator is often limited to controlling a restricted number \( k \), or proportion \( \tau \), of cases. In order to allocate the
resources in the most efficient manner, one should then try to select the cases that have the highest probability of being fraudulent. Prediction models that are used for this purpose, must typically be regularised to avoid overfitting. In this paper, we propose a loss function, the fraud loss, for selecting the complexity of the prediction model via a tuning parameter. More specifically, we suggest an approach where either a penalised logistic regression model, or an additive tree model is fitted by maximising the log-likelihood of a binary regression model with a logit-link, and the tuning parameter is set by minimising the fraud loss function.

In a simulation study, we have investigated different ways of selecting the model complexity with the fraud loss, taking the out-of-sample performance into account, either by cross-validation or bootstrapping. Based on this, repeated cross-validation with few folds seems to be the most favourable. In particular, we have opted for repeated 2-fold cross-validation without stratification. Still, we recognise that stratification might be necessary if there are very few cases of fraud in the training data.

Then, we carried out a larger simulation study, where we compared the performance of setting tuning parameters by cross-validating the fraud loss, to cross-validating the AUC. In these simulations, we saw that the fraud loss in some cases gave better results than the AUC, especially when $p \leq n$, and in some cases similar results. We saw a tendency that the fraud loss can work better when the proportion of the cases we select is smaller than or close to the marginal probability of fraud. We have also illustrated our approach on a dataset of credit card defaults, where we made the same comparison as in the second round of simulations. In this example, the fraud loss and the AUC performed quite similarly, but the fraud loss did somewhat better for the additive tree models, which also resulted in lower fraud loss than the ridge models, suggesting that the tree models were the most adequate for these data.

We have focussed on two particular estimation methods and corresponding definitions of the model complexity. The first is maximising the logistic log-likelihood function, subject to ridge regularisation, where the penalty parameter is the one to be chosen. The second is boosting for an additive tree model, where the number of trees is the focus. The first could however be easily adapted to the other types of regularisation, such as the lasso or the elastic net. For the second, one might define the complexity in terms of for instance the size of each tree. One could also imagine using the fraud loss to select the complexity for other types of binary classification models.

Further, one might search for new divergences to optimise, that put more emphasis on estimating the higher probabilities accurately, which is similar to the work of Rudin [19], Boyd et al. [2] and Eban et al. [7]. Another alternative is to adapt regression trees to the problem of picking a certain number of cases. This might be done by fitting small trees directly combined with bagging, or by pruning a decision tree to minimise the fraud loss after growing the tree using a standard splitting criterion.
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