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Abstract. We study the Wasserstein natural gradient in parametric statistical models with continuous sample spaces. Our approach is to pull back the $L^2$-Wasserstein metric tensor in the probability density space to a parameter space, equipping the latter with a positive definite metric tensor, under which it becomes a Riemannian manifold, named the Wasserstein statistical manifold. In general, it is not a totally geodesic sub-manifold of the density space, and therefore its geodesics will differ from the Wasserstein geodesics, except for the well-known Gaussian distribution case, a fact which can also be validated under our framework. We use the sub-manifold geometry to derive a gradient flow and natural gradient descent method in the parameter space. When parametrized densities lie in $\mathbb{R}^d$, the induced metric tensor establishes an explicit formula. In optimization problems, we observe that the natural gradient descent outperforms the standard gradient descent when the Wasserstein distance is the objective function. In such a case, we prove that the resulting algorithm behaves similarly to the Newton method in the asymptotic regime. The proof calculates the exact Hessian formula for the Wasserstein distance, which further motivates another preconditioner for the optimization process. To the end, we present examples to illustrate the effectiveness of the natural gradient in several parametric statistical models, including the Gaussian measure, Gaussian mixture, Gamma distribution, and Laplace distribution.

1. Introduction

The statistical distance between probability measures plays an important role in many fields such as data analysis and machine learning, which usually consist in minimizing a loss function as

$$\text{minimize} \quad d(\rho, \rho_e) \quad \text{s.t.} \quad \rho \in \mathcal{P}_\theta.$$  

Here $\mathcal{P}_\theta$ is a parameterized subset of the probability density space, and $\rho_e$ is the target density, which is often an empirical realization of a ground-truth distribution. The function $d$ quantifies the difference between densities $\rho$ and $\rho_e$.

An important example for $d$ is the Kullback-Leibler (KL) divergence, also known as the relative entropy, which closely relates to the maximum likelihood estimate in statistics and the field of information geometry [2][7]. The Hessian operator of KL embeds $\mathcal{P}_\theta$ as a statistical manifold, in which the Riemannian metric is the Fisher-Rao metric. Due to Chentsov [15], the Fisher-Rao metric is the only one, up to scaling, that is invariant under sufficient statistics. Using the Fisher-Rao metric, a natural gradient descent method, realized by a Forward-Euler discretization of the gradient flow in the manifold, has been introduced. It has found many successful applications in a variety of problems such as blind source separation [3], machine learning [1][30], filtering [36][37], statistics [27][28], optimization [29][38][39] and many others.
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Recently, the Wasserstein distance, introduced through the field of optimal transport (OT), has been attracting increasing attention in computation and learning [41]. One promising property of the Wasserstein distance is its ability to reflect the metric on sample space, rendering it very useful in machine learning [6][20][35], statistical models [12][14] and geophysics [18][19][13][32][33]. Further, OT theory provides the $L^2$-Wasserstein metric tensor, which gives the probability density space (with smooth, positive densities in a compact domain) a formal infinite-dimensional Riemannian differential structure [21][24]. This structure can be made mathematically rigorous and general to work for probability measures with finite second moments by using tools in metric geometry [5]. Under such a setting, the gradient flow with respect to the $L^2$-Wasserstein metric tensor, known as the Wasserstein gradient flow, is well-defined and has been seen deep connections to fluid dynamics [11][40], differential geometry [25] and mean-field games [16][17].

Nevertheless, compared to the Fisher-Rao metric, the Riemannian structure of the Wasserstein metric is mostly investigated in the whole probability space rather than the parameterized subset $P_\theta$. Therefore, there remains a gap in developing the natural gradient concept in a parametric model within the Wasserstein geometry context. Here we are primarily interested in the question of whether there exists the Wasserstein metric tensor and the associated Wasserstein natural gradient in a general parameterized subset and whether we can gain computational benefits by considering these structures. We believe the answer to it will serve as a window to bring synergies between information geometry and optimal transport communities. We note that our motivation is very similar to [23], which introduces the natural gradient concept into parametric statistical models with discrete sample spaces, and discusses its connection and difference to the Fisher-Rao natural gradient in information geometry.

In this paper, we embed the Wasserstein geometry to parametric probability models with continuous sample spaces. Our treatment relies on the same “pull-back” idea as in [23]. Precisely, we pull back the $L^2$-Wasserstein metric tensor into the parameter space, making it become a finite-dimensional Riemannian manifold, given the resulted tensor is positive definite. In [23], where the finite discrete sample space and positive probability simplex are considered, the pull-back relation implicitly defines the metric tensor in the parameter space, and its explicit form involves a weighted Laplacian on the graph. In our continuous world, we need solutions to an elliptic equation to define the associated metric tensor. We rely on Assumption 1 to guarantee the invertibility of this operator, which makes sure the metric tensor is well-defined. This assumption holds for the compact sample space and positive smooth densities, and also holds for Gaussian distributions in the unbounded $\mathbb{R}^d$, as we will see in section 4.1.

We remark that, in general, the parametric model will not be a totally geodesic submanifold of the density manifold, except for the well-known Gaussian Wasserstein case [26][13][10], see also section 4.1. Thus generally, we will obtain a new geodesic distance in the parametric model that is different from the Wasserstein metric. However, this will not be a problem when it is used for specific computational purposes, as we will demonstrate both theoretically (in Theorem 1 and Proposition 6) and numerically (in section 4), the natural gradient concept derived from the submanifold geometry will still approximate the second-order information of the geodesic distance in the whole density manifold. In the meantime, we will benefit from the fact that the new geometry is on the finite-dimensional parameter space. This makes it easier to deal with mathematically compared to the infinite-dimensional density manifold.
The Riemannian geometry in the parameter space allows us to derive the constrained Wasserstein natural gradient descent method, in which the induced metric tensor acts as a preconditioning term in the standard gradient descent iteration. This is a standard approach for introducing the natural gradient concept and has been used in the Fisher-Rao natural gradient [1] and the Wasserstein natural gradient (discrete sample space) [23]. In our Wasserstein natural gradient (continuous sample space), when the dimension of densities is one, we obtain an explicit formula of the metric tensor. Precisely, given $\rho(x, \theta)$ as a parameterized density, $x \in \mathbb{R}^1$ and $\theta \in \Theta \subset \mathbb{R}^d$, the $L^2$-Wasserstein metric tensor on $\Theta$ will be

$$G_W(\theta) = \int \frac{1}{\rho(x, \theta)} (\nabla_\theta F(x, \theta))^T \nabla_\theta F(x, \theta) dx,$$

where $F(y, \theta) = \int_{-\infty}^y \rho(y, \theta) dy$ is the cumulative distribution function of $\rho(x, \theta)$. We apply the natural gradient descent induced by $G_W(\theta)$ to the Wasserstein metric modeled problems. It is seen that the Wasserstein gradient descent outperforms the Euclidean and Fisher-Rao natural gradient descent in the iterations. We give theoretical justifications of this phenomenon by showing that the Wasserstein gradient descent behaves asymptotically as the Newton method in such a case. A detailed description of the Hessian matrix is also presented by leveraging techniques in one-dimensional OT. Interestingly, this formula also provides us with a new preconditioner for the Wasserstein metric modeled problems and results in a new algorithm which we call the modified Wasserstein gradient descent. We will compare its performance with the Wasserstein gradient descent in the experiments.

In the literature, there are pioneers toward the constrained Wasserstein gradient flow. [11] studies the density space with a fixed mean and variance. Compared to them, we focus on a density set parameterized by a finite-dimensional parameter space. Also, there have been many works linking information geometry and optimal transport [4][45]. In particular, the Wasserstein metric tensor for Gaussian distributions exhibits an explicit form [26][43][10], which leads to extensive studies between the Wasserstein and Fisher-Rao metric for this model [31][34][42]. In contrast to their works, our Wasserstein metric tensor can work for general parametric models. For consistency, in section 4.1, we will show that our defined Wasserstein statistical manifold gives the same metric tensor as in the literature when the parametric model is Gaussian. Thus, it can be seen as a direct extension to the Gaussian case. Under such an extension, we are able to discuss the natural gradient for a lot of parametric models in a systematic way.

This paper is organized as follows. In section 2 we briefly review the theory of optimal transport, with a concentration on its Riemannian differential structure. In section 3 we introduce the Wasserstein statistical manifolds by defining the metric tensor in the parameter space directly through the pull-back relation. The Wasserstein gradient flow and natural gradient descent method are then derived. We give a concise study of the metric tensor for one-dimensional densities, showing its connection to the Fisher information matrix. In this case, we theoretically analyze the effect of this natural gradient in the Wasserstein metric modeled problems. In section 4, examples are presented to justify the previous discussions. We also provide a detailed comparison between the performance of the Fisher-Rao and Wasserstein natural gradient in different inference tasks in section 5 with regard to different choices of loss functions, metric tensors and whether or not the ground truth density lies in the parametric family. Finally, we conclude the paper with several discussions in section 6.
2. Review of Optimal Transport Theory

In this section, we briefly review the theory of OT. We note that there are several equivalent
definitions of OT, ranging from static to dynamic formulations. In this paper, we focus on
the dynamic formulation and its induced Riemannian metric tensor in the density space.

The optimal transport problem is firstly proposed by Monge in 1781: given two probability
densities $\rho^0, \rho^1$ on $\Omega \subset \mathbb{R}^n$ (in general situation, probability measures are considered \[5\],\[44\];
here for simplicity, our focus is on probability densities), the goal is to find a transport plan
$T : \Omega \to \Omega$ pushing $\rho^0$ to $\rho^1$ that minimizes the whole transportation cost, i.e.
\[
\inf_T \int_\Omega d(x, T(x)) \rho^0(x) dx \quad \text{s.t.} \quad \int_A \rho^1(x) dx = \int_{T^{-1}(A)} \rho^0(x) dx,
\]
for any Borel subset $A \subset \Omega$. Here the function $d : \Omega \times \Omega \to \mathbb{R}$ is the ground cost that measures
the efforts to pay for transporting $x$ to $T(x)$. In the whole discussions we set $d(x, y) = \|x - y\|^2$
as the square of Euclidean distance. We assume all the densities belong to $P_2(\Omega)$, the collection
of probability density functions on $\Omega \subset \mathbb{R}^n$ with finite second moments. For simplicity, we
also assume the densities under consideration are smooth in this paper, such that we are not
confronted with delicate differentiability issues.

In 1942, Kantorovich relaxed the problem to a linear programming:
\[
\min_{\pi \in \Pi(\rho^0, \rho^1)} \int_{\Omega \times \Omega} \|x - y\|^2 \pi(x, y) dxdy,
\]
where the infimum is taken over the set $\Pi$ of joint probability measures on $\Omega \times \Omega$ that have
marginals $\rho^0, \rho^1$. This formulation finds a wide array of applications in computations \[41\].

In recent years, OT connects to a variational problem in density space, known as the
Benamou-Brenier formula \[8\]:
\[
\inf_{\Phi_t} \int_0^1 \int_\Omega \|\nabla \Phi(t, x)\|^2 \rho(t, x) dxdt,
\]
where the infimum is taken over the set of Borel potential functions $\Phi : [0, 1] \times \Omega \to \mathbb{R}$. Each
gradient vector field of potential $\Phi_t = \Phi(t, x)$ on sample space determines a corresponding
density path $\rho_t = \rho(t, x)$ as the solution of the continuity equation:
\[
\frac{\partial \rho(t, x)}{\partial t} + \nabla \cdot (\rho(t, x) \nabla \Phi(t, x)) = 0, \quad \rho(0, x) = \rho^0(x), \quad \rho(1, x) = \rho^1(x).
\]
Here $\nabla \cdot$ and $\nabla$ are the divergence and gradient operators in $\mathbb{R}^n$. If $\Omega$ is a compact set, the
zero flux condition (Neumann condition) is proposed on the boundary of $\Omega$. This is to ensure
that $\int_\Omega \frac{\partial \rho(t, x)}{\partial t} dx = 0$, so that the total mass is conserved.

Under mild regularity assumptions, the above three formulations (1) (2) (3) are equivalent \[44\]. A convenient example of the assumption is that the probability measures are absolutely continuous with respect to the Lebesgue measure \[44\]. Since in our set-up, $\rho^0, \rho^1$ are
probability densities, the assumption holds and all the three optimization problems share the
same optimal value. The value is denoted by $(W_2(\rho^0, \rho^1))^2$, which is called the square of the $L^2$-Wasserstein distance between $\rho^0$ and $\rho^1$. Here the subscript $\text{“}2\text{”}$ in $W_2$ indicates that the $L^2$ ground distance is used. We note that formulation (1) (2) is static, in the sense that only
the initial and final states of the transportation are considered. By taking the transportation
path into consideration, OT enjoys a dynamical formulation (3). This will be our primary interest in the following discussion.

The variational formulation (3) introduces a formal infinite dimensional Riemannian manifold in the density space. We note that the infinite-dimensional Riemannian geometry is well-defined for smooth positive densities in a compact domain \([24]\), and can be extended to more general situations where the measure is only with finite second moments through tools in metric geometry \([5]\). Here, for better illustration, assume \(\Omega\) is compact and consider the set of smooth and strictly positive densities

\[
P_+^\times(\Omega) = \{ \rho \in C^\infty(\Omega) : \rho(x) > 0, \int_\Omega \rho(x) dx = 1 \} \subset P_2(\Omega).
\]

Denote by \(\mathcal{F}(\Omega) := C^\infty(\Omega)\) the set of smooth real valued functions on \(\Omega\). The tangent space of \(P_+^\times(\Omega)\) is given by

\[
T_\rho P_+^\times(\Omega) = \{ \sigma \in \mathcal{F}(\Omega) : \int_\Omega \sigma(x) dx = 0 \}.
\]

We also denote \(\tilde{\mathcal{F}}(\Omega) := \{ \sigma \in \mathcal{F}(\Omega) : \partial_\sigma \partial_n |_{\partial \Omega} = 0 \}\). Given \(\Phi \in \tilde{\mathcal{F}}(\Omega)/\mathbb{R}\) and \(\rho \in P_+^\times(\Omega)\), define

\[
V_\Phi(x) := -\nabla \cdot (\rho(x) \nabla \Phi(x)) \in T_\rho P_+^\times(\Omega).
\]

Since \(\rho\) is positive in a compact region \(\Omega\), the elliptic operator identifies the function \(\Phi \in \tilde{\mathcal{F}}(\Omega)/\mathbb{R}\) with the tangent vector \(V_\Phi\) in \(P_+^\times(\Omega)\). This gives an isomorphism

\[
\tilde{\mathcal{F}}(\Omega)/\mathbb{R} \to T_\rho P_+^\times(\Omega), \quad \Phi \mapsto V_\Phi.
\]

So we can treat \(T_\rho^* P_+^\times(\Omega) \cong \tilde{\mathcal{F}}(\Omega)/\mathbb{R}\) as the smooth cotangent space of \(P_+^\times(\Omega)\). The above facts imply that the \(L^2\)-Wasserstein metric tensor on the density space \([24][22]\) can be obtained as follows:

**Definition 1 (\(L^2\)-Wasserstein metric tensor).** Define the inner product on the tangent space of positive densities \(g_\rho : T_\rho P_+^\times(\Omega) \times T_\rho P_+^\times(\Omega) \to \mathbb{R}\) by

\[
g_\rho(\sigma_1, \sigma_2) = \int_\Omega \nabla \Phi_1(x) \cdot \nabla \Phi_2(x) \rho(x) dx,
\]

where \(\sigma_1 = V_{\Phi_1}, \sigma_2 = V_{\Phi_2}\) with \(\Phi_1(x), \Phi_2(x) \in \tilde{\mathcal{F}}(\Omega)/\mathbb{R}\).

With the inner product specified above, the variational problem (3) becomes a geometric action energy in \((P_+^\times(\Omega), g_\rho)\). As in Riemannian geometry, the square of distance equals the energy of geodesics, i.e.

\[
(W_2(\rho^0, \rho^1))^2 = \inf_{\Phi_t} \left\{ \int_0^1 g_\rho(V_{\Phi_t}, V_{\Phi_t}) dt : \partial_t \rho_t = V_{\Phi_t}, \ \rho(0, x) = \rho^0, \ \rho(1, x) = \rho^1 \right\}.
\]

This is exactly the form in (3). In this sense, it explains that the dynamical formulation of OT exhibits the Riemannian manifold structure in the density space. In \([21]\), \((P_+^\times(\Omega), g_\rho)\) is named density manifold. More geometric studies are provided in \([21][22]\).

### 3. WASSERSTEIN NATURAL GRADIENT

In this section, we study parametric statistical models, which are parameterized subsets of the probability space \(P_2(\Omega)\). We pull back the \(L^2\)-Wasserstein metric tensor into the parameter space, turning it to be a Riemannian manifold. This consideration allows us to
We introduce the Riemannian (natural) gradient flow on parameter spaces, which further leads to a natural gradient descent method in the field of optimization. When densities lie in \( \mathbb{R} \), we show that the metric tensor establishes an explicit formula. It acts as a positive definite and asymptotically-Hessian preconditioner for the Wasserstein metric related minimizations.

### 3.1. Wasserstein statistical manifold

We adopt the definition of a statistical model from [7] (Chapter 3.2). It is represented by a triple \( (\Omega, \Theta, \rho) \), where \( \Omega \subset \mathbb{R}^n \) is the continuous sample space, \( \Theta \subset \mathbb{R}^d \) is the statistical parameter space, and \( \rho \) is the probability density on \( \Omega \) parameterized by \( \theta \) such that \( \rho: \Theta \to \mathcal{P}_2(\Omega) \) and \( \rho = \rho(\cdot, \theta) \). In Chapter 3.2 of the book [7], some differentiability conditions are posed on the map \( \rho \) between Banach manifolds \( \Theta \) and \( \mathcal{P}_2(\Omega) \). Here for simplicity we assume \( \Omega \) is either compact or \( \Omega = \mathbb{R}^n \), and each \( \rho(x, \theta) \) is positive and smooth. The parameter space is a finite dimensional manifold with metric tensor \( \rho \) denoted by \( \langle \cdot, \cdot \rangle_\theta \). The Riemannian gradient of a function \( \rho(\theta) \) on \( \Theta \) is denoted by \( \nabla_\theta \rho(\theta) \).

We also use \( \langle \cdot, \cdot \rangle \) to represent the Euclidean inner product in \( \mathbb{R}^d \).

The Riemannian metric \( g_\theta \) on \( \Theta \) will be the formal pull-back of \( g_{\rho(\cdot, \theta)} \) on \( \mathcal{P}_2(\Omega) \). That is, for \( \xi, \eta \in T_\theta \Theta \), we have

\[
g_\theta(\xi, \eta) := g_{\rho(\cdot, \theta)}(d_\xi \rho(\theta), d_\eta \rho(\theta)),
\]

where by definition of the Riemannian gradient, \( d_\xi \rho(\theta) = \langle \nabla_\theta \rho(\cdot, \theta), \xi \rangle_\theta, \) \( d_\eta \rho(\theta) = \langle \nabla_\theta \rho(\cdot, \theta), \eta \rangle_\theta \), in which we use the notation that \( d_\xi \rho(\theta) \) is the derivative of \( \theta \to \rho(\theta) \) in the direction of \( \xi \) computed at \( \theta \). The relation \( (4) \) implicitly defines the tensor \( g_{\rho(\cdot, \theta)} \). It involves the solution of elliptic equations and in order to make the formula explicit we make the following assumptions on the statistical model \( (\Omega, \Theta, \rho) \):

**Assumption 1.** For the statistical model \( (\Omega, \Theta, \rho) \), one of the following two conditions are satisfied:

1. The sample space \( \Omega \) is compact, and for each \( \xi \in T_\theta \Theta \), the elliptic equation

\[
\begin{align*}
\nabla \cdot (\rho(x, \theta) \nabla \Phi(x)) &= \langle \nabla_\theta \rho(x, \theta), \xi \rangle_\theta \\
\frac{\partial \Phi}{\partial n} = 0
\end{align*}
\]

has a smooth solution \( \Phi \) satisfying

\[
\int_\Omega \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx < +\infty.
\]

2. The sample space \( \Omega = \mathbb{R}^n \), and for each \( \xi \in T_\theta \Theta \), the elliptic equation

\[
-\nabla \cdot (\rho(x, \theta) \nabla \Phi(x)) = \langle \nabla_\theta \rho(x, \theta), \xi \rangle_\theta
\]

has a smooth solution \( \Phi \) satisfying

\[
\int_\Omega \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx < +\infty \quad \text{and} \quad \int_\Omega \rho(x, \theta) \Phi(x)^2 dx < +\infty.
\]

Note that \( \Phi \) will be dependent on \( \xi \), the tangent vector at play. For simplicity of notation we do not write this dependence explicitly, but this will be assumed wherever it appears throughout this paper. Assumption [1] guarantees the action of “pull-back” we describe above is well-defined. The condition [5] is for the boundness of the energy of the solution. The additional assumption in condition [6] is used to guarantee the vanishing of boundary terms when integrating by parts in the non-bounded domain, i.e., one has 

\[
-\int_{\mathbb{R}^n} \Phi_1 \nabla \cdot \rho \nabla \Phi_2 = \int_{\mathbb{R}^n} \rho \nabla \Phi_1 \cdot \nabla \Phi_2 \text{ for any } \Phi_1, \Phi_2 \text{ satisfying condition [6].}
\]

This will be used in the proof of the
uniqueness of the solution to the equation. We will use the uniqueness result in section 4.1 for Gaussian measures, to show the submanifold geometry is totally geodesic.

**Proposition 1.** Under assumption [1] the solution $\Phi$ is unique modulo the addition of a spatially-constant function.

**Proof.** It suffices to show the equation
\[
\nabla \cdot (\rho(x, \theta) \nabla \Phi(x)) = 0
\]
only has the trivial solution $\nabla \Phi = 0$ in the space described in assumption [1].

For case (1), we multiple $\Phi$ to (7) and integrate it in $\Omega$. Integration by parts result in
\[
\int_\Omega \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx = 0
\]
due to the zero flux condition. Hence $\nabla \Phi = 0$.

For case (2), we denote by $B_R(0)$ the ball in $\mathbb{R}^n$ with center 0 and radius $R$. Multiply $\Phi$ to the equation and integrate in $B_R(0)$:
\[
\int_{B_R(0)} \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx = \int_{\partial B_R(0)} \rho(x, \theta) \Phi(x)(\nabla \Phi(x) \cdot n) dx.
\]

By Cauchy-Schwarz inequality we can control the right hand side by
\[
| \int_{\partial B_R(0)} \rho(x, \theta) \Phi(x)(\nabla \Phi(x) \cdot n) dx | ^2 \leq \int_{\partial B_R(0)} \rho(x, \theta) \Phi(x) dx \cdot \int_{\partial B_R(0)} \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx.
\]

However, due to (6), there exists a sequence $R_k$, $k \geq 1$, such that $R_{k+1} > R_k$, $\lim_{k \to +\infty} R_k = \infty$ and
\[
\lim_{k \to +\infty} \int_{\partial B_{R_k}(0)} \rho(x, \theta) \Phi(x)^2 dx = \lim_{k \to +\infty} \int_{\partial B_{R_k}(0)} \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx = 0.
\]

Hence
\[
\lim_{k \to +\infty} | \int_{\partial B_{R_k}(0)} \rho(x, \theta) \Phi(x)(\nabla \Phi(x) \cdot n) dx |^2 = 0,
\]
which leads to
\[
\int_{\mathbb{R}^n} \rho(x, \theta) \| \nabla \Phi(x) \|^2 dx = 0.
\]

Thus $\nabla \Phi = 0$, which is the trivial solution. \qed

Since we deal with positive $\rho$, the existence of solutions to the case (1) in Assumption 1 is ensured by the theory of elliptic equations. For case (2), i.e., $\Omega = \mathbb{R}^n$, we show when $\rho$ is Gaussian distribution in $\mathbb{R}^d$, the existence of solution $\Phi$ is guaranteed and exhibits explicit formulation in section 4.1. Although we only deal with compact $\Omega$ or the whole $\mathbb{R}^n$, the treatment to some other $\Omega$, such as the half-space of $\mathbb{R}^n$, is similar and omitted. Given these preparations, now we can explicitly write down the Wasserstein metric tensor in the parameter space. See the following Definition 2 and Proposition 2.

**Definition 2** ($L^2$-Wasserstein metric tensor in parameter space). Under assumption [1] the inner product $g_\theta$ on $T_\theta(\Theta)$ is defined as
\[
g_\theta(\xi, \eta) = \int_\Omega \rho(x, \theta) \nabla \Phi_\xi(x) \cdot \nabla \Phi_\eta(x) dx,
\]
where ξ, η are tangent vectors in $T_\theta(\Theta)$, $\Phi_\xi$ and $\Phi_\eta$ satisfy $(\nabla_\theta \rho(x, \theta), \xi)_\theta = -\nabla \cdot (\rho \nabla \Phi_\xi(x))$ and $(\nabla_\theta \rho(x, \theta), \eta)_\theta = -\nabla \cdot (\rho \nabla \Phi_\eta(x))$.

Generally, $(\Theta, g_\theta)$ will be a Pseudo-Riemannian manifold. However, if the statistical model is non-degenerate, i.e., $g_\theta$ is positive definite on the tangent space $T_\theta(\Theta)$, then $(\Theta, g_\theta)$ forms a Riemannian manifold. We call $(\Theta, g_\theta)$ the Wasserstein statistical manifold.

**Proposition 2.** The metric tensor can be written as

$$g_\theta(\xi, \eta) = \xi^T G_W(\theta) \eta, \tag{8}$$

where $G_W(\theta) \in \mathbb{R}^{d \times d}$ is a positive definite matrix and can be represented by

$$G_W(\theta) = G_\theta^T A(\theta) G_\theta,$$

in which $A_{ij}(\theta) = \int_\Omega \partial_{\theta_i} \rho(x, \theta) (-\Delta_\theta)^{-1} \partial_{\theta_j} \rho(x, \theta) dx$ and $-\Delta_\theta = -\nabla \cdot (\rho(x, \theta) \nabla)$. The matrix $G_\theta$ associates with the original metric tensor in $\Theta$ such that $(\dot{\theta}_1, \dot{\theta}_2)_\theta = \dot{\theta}_1^T G_\theta \dot{\theta}_2$ for any $\dot{\theta}_1, \dot{\theta}_2 \in T_\theta(\Theta)$. If $\Theta$ is Euclidean space then $G_W(\theta) = A(\theta)$.

**Proof.** Write down the metric tensor

$$g_\theta(\xi, \eta) = \int_\Omega \rho(x, \theta) \nabla \Phi_\xi(x) \cdot \nabla \Phi_\eta(x) dx$$

$$= \int_\Omega \langle \nabla_\theta \rho(x, \theta), \xi \rangle_\theta \cdot \Phi_\eta(x) dx$$

$$= \int_\Omega \langle \nabla_\theta \rho(x, \theta), \xi \rangle_\theta (-\Delta_\theta)^{-1} \langle \nabla_\theta \rho(x, \theta), \eta \rangle_\theta dx$$

where a) is due to integration by parts. Comparing the above equation with (8) finishes the proof. □

Given this $G_W(\theta)$, we derive the geodesic in this manifold and illustrate its connection to the geodesic in $P_2(\Omega)$ as follows.

**Proposition 3.** The geodesics in $(\Theta, g_\theta)$ satisfies

$$\begin{cases} 
\dot{\theta} - G_W(\theta)^{-1} S = 0 \\
\dot{S} + \frac{1}{2} S^T \frac{\partial}{\partial \theta} G_W(\theta)^{-1} S = 0
\end{cases} \tag{9}$$

**Proof.** In geometry, the square of geodesic distance $d_W$ between $\rho(\cdot, \theta^0)$ and $\rho(\cdot, \theta^1)$ equals the energy functional:

$$d_W^2(\rho^0(\cdot, \theta), \rho^1(\cdot, \theta)) = \inf_{\theta(t) \in C^1((0,1), \Theta)} \{ \int_0^1 \dot{\theta}(t)^T G_W(\theta(t)) \dot{\theta}(t) dt : \theta(0) = \theta^0, \theta(1) = \theta^1 \}. \tag{10}$$

The minimizer of (10) satisfies the geodesic equation. Let us write down the Lagrangian

$$L(\dot{\theta}, \theta) = \frac{1}{2} \dot{\theta}^T G_W(\theta) \dot{\theta}.$$  

The geodesic satisfies the Euler-Lagrange equation

$$\frac{d}{dt} \nabla_\theta L(\dot{\theta}, \theta) = \nabla_\theta L(\dot{\theta}, \theta).$$

By the Legendre transformation,

$$H(S, \theta) = \sup_{\dot{\theta} \in T_\theta(\theta)} S^T \dot{\theta} - L(\dot{\theta}, \theta).$$
Then $S = G_W(\theta) \dot{\theta}$ and $H(S, \theta) = \frac{1}{2} S^T G_W(\theta)^{-1} S$. Thus we derive the Hamilton’s equations
\[ \dot{\theta} = \partial_S H(\theta, S), \quad \dot{S} = -\partial_\theta H(\theta, S). \]
This recovers (9).

Remark 1. We recall the Wasserstein geodesic equation in $(P_2(\Omega), W_2)$:
\[
\begin{align*}
\frac{\partial \rho(t,x)}{\partial t} + \nabla \cdot (\rho(t,x) \nabla \Phi(t,x)) &= 0 \\
\frac{\partial \Phi(t,x)}{\partial t} + \frac{1}{2} (\nabla \Phi(t,x))^2 &= 0
\end{align*}
\]
The above PDE pair contains both continuity equation and Hamilton-Jacobi equation. Our equation (9) can be viewed as the continuity equation and Hamilton-Jacobi equation on the parameter space. The difference is that when restricted to a statistical model, the continuity equation and the associated Hamilton-Jacobi equation can only flow in the probability densities constrained in $\rho(\Theta)$.

Remark 2. If the optimal flow $\rho_t, 0 \leq t \leq 1$ in the continuity equation (3b) totally lies in the probability subspace parameterized by $\theta$, then the two geodesic distances coincide:
\[ d_W(\theta^0, \theta^1) = W_2(\rho^0(\cdot, \theta), \rho^1(\cdot, \theta)). \]
It is well known that the optimal transportation path between two Gaussian distributions will also be Gaussian distributions. Hence when $\rho(\cdot, \theta)$ are Gaussian measures, the above condition is satisfied. This means Gaussian is a totally geodesic submanifold. In general, $d_W$ will be different from the $L^2$ Wasserstein metric. We will demonstrate this fact in our numerical examples.

3.2. Wasserstein natural gradient. Based on the Riemannian structure established in the previous section, we are able to introduce the gradient flow on the parameter space $(\Theta, g_\theta)$. Given an objective function $R(\theta)$, the associated gradient flow will be:
\[ \frac{d\theta}{dt} = -\nabla_\theta R(\theta). \]
Here $\nabla_\theta$ is the Riemannian gradient operator satisfying
\[ g_\theta(\nabla_\theta R(\theta), \xi) = \nabla_\theta R(\theta) \cdot \xi \]
for any tangent vector $\xi \in T_\theta \Theta$, where $\nabla_\theta$ represents the Euclidean gradient operator.

Proposition 4. The gradient flow of function $R \in C^1(\Theta)$ in $(\Theta, g_\theta)$ satisfies
\[ \frac{d\theta}{dt} = -G_W(\theta)^{-1} \nabla_\theta R(\theta). \]  

Proof. By the definition of gradient operator,
\[ \nabla_\theta R(\theta)^T G_W(\theta) \xi = \nabla_\theta R(\theta) \cdot \xi, \]
for any $\xi$. Thus $\nabla_\theta R(\theta) = G_W(\theta)^{-1} \nabla_\theta R(\theta)$. □

When $R(\theta) = R(\rho(\cdot, \theta))$, i.e. the function is implicitly determined by the density $\rho(\cdot, \theta)$, the Riemannian gradient can naturally reflect the change in the probability density domain. This will be expressed in our experiments by using Forward-Euler to solve the gradient flow numerically. The iteration writes
\[ \theta^{n+1} = \theta^n - \tau G_W(\theta^n)^{-1} \nabla_\theta R(\rho(\cdot, \theta^n)). \]
This iteration of $\theta_{n+1}$ can also be understood as an approximate solution to the following problem:

$$\arg\min_{\theta} R(\rho(\cdot, \theta)) + \frac{d_W(\rho(\cdot, \theta_{n}), \rho(\cdot, \theta))^2}{2\tau}.$$ 

The approximation goes as follows. Note the Wasserstein metric tensor satisfies

$$d_W(\rho(\cdot, \theta + \Delta\theta), \rho(\cdot, \theta))^2 = \frac{1}{2}(\Delta\theta)^T G_W(\theta)(\Delta\theta) + o((\Delta\theta)^2) \quad \text{as} \quad \Delta\theta \to 0,$$

and $R(\rho(\cdot, \theta + \Delta\theta)) = R(\rho(\cdot, \theta)) + \langle \nabla_\theta R(\rho(\cdot, \theta)), \Delta\theta \rangle + O((\Delta\theta)^2)$. Ignoring high-order items we obtain

$$\theta_{n+1} = \arg\min_{\theta} \langle \nabla_\theta R(\rho(\cdot, \theta_{n})), \theta - \theta_{n} \rangle + \frac{(\theta - \theta_{n})^T G_W(\theta_{n})(\theta - \theta_{n})}{2\tau}.$$ 

This recovers (12). It explains (12) is the steepest descent with respect to the change of probability distributions measured by $W^2$.

In fact, (12) shares the same spirit in natural gradient with respect to Fisher-Rao metric. To avoid ambiguity, we call it the Fisher-Rao natural gradient. It considers $\theta_{n+1}$ as an approximate solution of

$$\arg\min_{\theta} R(\rho(\cdot, \theta)) + \frac{D_{KL}(\rho(\cdot, \theta)\|\rho(\cdot, \theta_{n}))}{\tau},$$

where $D_{KL}$ represents the Kullback-Leibler divergence, i.e. given two densities $p, q$ on $\Omega$, then

$$D_{KL}(p\|q) = \int_{\Omega} p(x) \log \left( \frac{p(x)}{q(x)} \right) dx.$$ 

In our case, we replace the KL divergence by the constrained Wasserstein metric. For this reason, we call (12) the Wasserstein natural gradient descent method.

### 3.3. 1D densities.

In the following we concentrate on the one dimensional sample space, i.e. $\Omega = \mathbb{R}$. We show that $g_\theta$ exhibits an explicit formula. From it, we demonstrate that when the minimization is modeled by the Wasserstein distance, namely $R(\rho(\cdot, \theta))$ is related to $W_2$, then $G_W(\theta)$ will approach the Hessian matrix of $R(\rho(\cdot, \theta))$ at the minimizer.

**Proposition 5.** Suppose $\Omega = \mathbb{R}, \Theta = \mathbb{R}^d$ is the Euclidean space, and assumption 11 is satisfied, then the Riemannian inner product on the Wasserstein statistical manifold $(\Theta, g_\theta)$ has explicit form

$$G_W(\theta) = \int_{\mathbb{R}} \frac{1}{\rho(x, \theta)} (\nabla_\theta F(x, \theta))^T \nabla_\theta F(x, \theta) dx,$$ 

such that $g_\theta(\xi, \eta) = \langle \xi, G_W(\theta)\eta \rangle$.

**Proof.** When $\Omega = \mathbb{R}$, we have

$$g_\theta(\xi, \eta) = \int_{\mathbb{R}} \rho(x, \theta) \Phi'_\xi(x) \cdot \Phi'_\eta(x) dx,$$

where $\langle \nabla_\theta \rho(x, \theta), \xi \rangle = \left( \rho \Phi'_\xi(x) \right)'$ and $\langle \nabla_\theta \rho(x, \theta), \eta \rangle = \left( \rho \Phi'_\eta(x) \right)'$.

Integrating the two sides yields

$$\int_{-\infty}^{y} \langle \nabla_\theta \rho(x, \theta), \xi \rangle = \rho \Phi'_\xi(y).$$
Denote by \( F(y) = \int_{-\infty}^{y} \rho(x) \, dx \) the cumulative distribution function of \( \rho \), then
\[
\Phi_\xi'(x) = \frac{1}{\rho(x, \theta)} \langle \nabla_\theta F(x, \theta), \xi \rangle,
\]
and
\[
g_\theta(\xi, \eta) = \int_{\mathbb{R}} \frac{1}{\rho(x, \theta)} \langle \nabla_\theta F(x, \theta), \xi \rangle \langle \nabla_\theta F(x, \theta), \eta \rangle \, dx.
\]
This means \( g_\theta(\xi, \eta) = \langle \xi, G_W(\theta) \eta \rangle \) and we obtain \( \text{[13]} \). Since assumption \( \text{[1]} \) is satisfied, this integral is well-defined.

Recall the Fisher-Rao metric tensor, also known as the Fisher information matrix:
\[
G_F(\theta) = \int_{\mathbb{R}} \rho(x, \theta)(\nabla_\theta \log \rho(x, \theta))^T \nabla_\theta \log \rho(x, \theta) \, dx
= \int_{\mathbb{R}} \frac{1}{\rho(x, \theta)} (\nabla_\theta \rho(x, \theta))^T \nabla_\theta \rho(x, \theta) \, dx,
\]
where we use the fact \( \nabla_\theta \log \rho(x, \theta) = \frac{1}{\rho(x, \theta)} \nabla_\theta \rho(x, \theta) \). Compared to the Fisher-Rao metric tensor, our Wasserstein metric tensor \( G_W(\theta) \) only changes the density function in the integral to the corresponding cumulative distribution function. We note the condition that \( \rho \) is everywhere positive can be relaxed, for example, by assuming each component of \( \nabla_\theta F(x, \theta) \), when viewed as a density in \( \mathbb{R} \), is absolutely continuous with respect to \( \rho(x, \theta) \). Then we can use the associated Radon-Nikodym derivative to define the integral. This treatment is similar to the one for Fisher-Rao metric tensor \( \text{[7]} \).

Now we turn to study the computational property of the natural gradient method with the Wasserstein metric. For standard Fisher-Rao natural gradient, it is known that when \( R(\rho(\cdot, \theta)) = \text{KL}(\rho(\cdot, \theta), \rho(\cdot, \theta^*)) \), then
\[
\lim_{\theta \to \theta^*} G_F(\theta) = \nabla_\theta^2 R(\rho(\cdot, \theta^*)).
\]
Hence, \( G_F(\theta) \) will approach the Hessian of \( R \) at the minimizer. Regarding this, the Fisher-Rao natural gradient descent iteration
\[
\theta^{n+1} = \theta^n - G_F(\theta^n)^{-1} \nabla_\theta R(\rho(\cdot, \theta))
\]
will be asymptotically Newton method for KL divergence related minimization.

We would like to demonstrate a similar result for the Wasserstein natural gradient. In other words, we shall show the Wasserstein natural gradient will be asymptotically Newton’s method for the Wasserstein distance-related minimization. To achieve this, we start by providing a detailed description of the Hessian matrix for the Wasserstein metric in Theorem \( \text{[1]} \). Throughout the following discussion, we use the notation \( T'(x, \theta) \) to represent the derivative of \( T \) with respect to the \( x \) variable. We make the following assumption, which is needed in the proof of Theorem \( \text{[1]} \) to interchange the differentiation and integration.
**Assumption 2.** For any $\theta_0 \in \Theta$, there exists a neighborhood $N(\theta_0) \subset \Theta$, such that

\[
\int_{\Omega} \max_{\theta \in N(\theta_0)} \left| \frac{\partial^2 F(x, \theta)}{\partial \theta_i \partial \theta_j} \right| \, dx < +\infty
\]

\[
\int_{\Omega} \max_{\theta \in N(\theta_0)} \left| \frac{\partial \rho(x, \theta)}{\partial \theta_i} \right| \, dx < +\infty
\]

\[
\int_{\Omega} \max_{\theta \in N(\theta_0)} \frac{1}{\rho(x, \theta)} \left| \frac{\partial F(x, \theta)}{\partial \theta_i} \frac{\partial F(x, \theta)}{\partial \theta_j} \right| \, dx < +\infty
\]

for each $1 \leq i, j \leq d$.

**Theorem 1.** Consider the statistical model $(\Omega, \Theta, \rho)$, in which $\rho(\cdot, \theta)$ is positive and $\Omega$ is a compact region in $\mathbb{R}$. Suppose Assumption 1 and 2 are satisfied and $T'(x, \theta)$ is uniformly bounded for all $x$ when $\theta$ is fixed. If the objective function has the form

\[
R(\rho(\cdot, \theta)) = \frac{1}{2} (W_2(\rho(\cdot, \theta), \rho^*)^2,
\]

where $\rho^*$ is the ground truth density, then

\[
\nabla^2_\theta R(\rho(\cdot, \theta)) = \int_{\Omega} (T(x, \theta) - x) \nabla^2_\theta F(x, \theta) \, dx + \int_{\Omega} \frac{T'(x, \theta)}{\rho(x, \theta)} (\nabla_\theta F(x, \theta))^T \nabla_\theta F(x, \theta) \, dx,
\]

in which $T(\cdot, \theta)$ is the optimal transport map between $\rho(\cdot, \theta)$ and $\rho^*$, the function $F(\cdot, \theta)$ is the cumulative distribution function of $\rho(\cdot, \theta)$.

**Proof.** We recall the three formulations of OT in section 2 and the following facts for 1D Wasserstein distance. They will be used in the proof.

(i) When $\Omega \subset \mathbb{R}$, the optimal map will have explicit formula, namely $T(x) = F_1^{-1}(F_0(x))$, where $F_0, F_1$ are cumulative distribution functions of $\rho^0, \rho^1$ respectively. Moreover, $T$ satisfies

\[
\rho^0(x) = \rho^1(T(x))T'(x).
\]

(ii) The dual of linear programming (2) has the form

\[
\max_{\phi} \int_{\Omega} \phi(x) \rho^0(x) \, dx + \int_{\Omega} \phi^c(x) \rho^1(x) \, dx,
\]

in which $\phi$ and $\phi^c$ satisfy

\[
\phi^c(y) = \inf_{x \in \Omega} \|x - y\|^2 - \phi(x).
\]

(iii) We have the relation $\nabla \phi(x) = 2(x - T(x))$ for the optimal $T$ and $\phi$.

Using the above three facts, we have

\[
R(\rho(\cdot, \theta)) = \frac{1}{2} (W_2(\rho(\cdot, \theta), \rho^*)^2 = \frac{1}{2} \int_{\Omega} |x - F_*^{-1}(F(x, \theta))|^2 \rho(x, \theta) \, dx,
\]

where $F_*$ is the cumulative distribution function of $\rho^*$. We first compute $\nabla_\theta R(\rho(\cdot, \theta))$. Fix $\theta$ and assume the dual maximum is achieved by $\phi^*$ and $\phi^{c*}$:

\[
R(\rho(\cdot, \theta)) = \frac{1}{2} \int_{\Omega} \phi^*(x) \rho(x, \theta) \, dx + \int_{\Omega} \phi^{c*}(x) \rho^*(x) \, dx.
\]

Then, for any $\hat{\theta} \in \Theta$,

\[
R(\rho(\cdot, \hat{\theta})) \leq \frac{1}{2} \int_{\Omega} \phi^*(x) \rho(x, \hat{\theta}) \, dx + \int_{\Omega} \phi^{c*}(x) \rho^*(x) \, dx,
\]
and the equality holds when $\hat{\theta} = \theta$. Thus
\[
\nabla_\theta R(\rho(\cdot, \theta)) = \nabla_\theta \frac{1}{2} \int_\Omega \phi(x) \rho(x, \theta) dx = \frac{1}{2} \int_\Omega \phi(x, \theta) \nabla_\theta \rho(x, \theta) dx,
\]
in which integration and differentiation are interchangeable due to Lebesgue dominated convergence theorem and assumption 2. The function $\phi(x, \theta)$ is the Kantorovich potential associated with $\rho(x, \theta)$.

As is mentioned in (iii), $(\phi(x, \theta))' = 2(x - T(x, \theta))$, which leads to
\[
\nabla_\theta R(\rho(\cdot, \theta)) = -\int_\Omega (x - T(x, \theta)) \nabla_\theta F(x, \theta) dx.
\]
Differentiation with respect to $\theta$ and interchange integration and differentiation:
\[
\nabla_\theta^2 R(\rho(\cdot, \theta)) = -\int_\Omega (x - T(x, \theta)) \nabla_\theta^2 F(x, \theta) dx + \int_\Omega \nabla_\theta T(x, \theta) \nabla_\theta F(x, \theta) dx.
\]
On the other hand, $T$ satisfies the following equation as in (15):
\[
\rho(x, \theta) = \rho^*(T(x, \theta)) T'(x, \theta).
\]
Differentiating with respect to $\theta$ and noticing that the derivative of the right hand side has a compact form:
\[
\nabla_\theta T(x, \theta) = (\rho^*(T(x, \theta)) \nabla_\theta T(x, \theta))',
\]
and hence
\[
\nabla_\theta T(x, \theta) = \frac{1}{\rho^*(T(x, \theta))} \int_{-\infty}^x \nabla_\theta \rho(y, \theta) dy = \frac{\nabla_\theta F(x, \theta)}{\rho^*(T(x, \theta))}.
\]
Combining them together we obtain
\[
\nabla_\theta^2 R(\rho(\cdot, \theta)) = \int_\Omega (T(x, \theta) - x) \nabla_\theta^2 F(x, \theta) dx + \int_\Omega \frac{1}{\rho^*(T(x, \theta))} (\nabla_\theta F(x, \theta))^T \nabla_\theta F(x, \theta) dx.
\]
Substituting $\rho^*(T(x, \theta))$ by $\rho(x, \theta)$ and $T(x, \theta)$ based on (17), we obtain (14). Since assumption 1 and 2 are satisfied, and $T'(x, \theta)$ is uniformly bounded, the integral in (14) is well-defined. □

**Proposition 6.** Under the condition in Theorem 1, if the ground-truth density satisfies $\rho^* = \rho(\cdot, \theta^*)$ for some $\theta^* \in \Theta$, then
\[
\lim_{\theta \to \theta^*} \nabla_\theta^2 R(\rho(\cdot, \theta)) = \int_\mathbb{R} \rho(x, \theta^*) (\nabla_\theta F(x, \theta^*))^T \nabla_\theta F(x, \theta^*) dx = G_W(\theta^*).
\]

**Proof.** When $\theta$ approaches $\theta^*$, $T(x, \theta) - x$ will go to zero and $T'$ will go to the identity. We finish the proof by the result in Theorem 1. □

Proposition 6 explains that the Wasserstein natural gradient descent is asymptotically Newton method for the Wasserstein metric based minimization. The preconditioner $G_W(\theta)$ equals the Hessian matrix of $R$ at the ground truth. Moreover, the formula (14) contains more information than proposition 6 and they can be used to find suitable Hessian-like preconditioners. For example, we can see the second term in (14) is different from $G_W(\theta)$ when $\theta \neq \theta^*$. It seems more accurate to use the term
\[
\tilde{G}_W(\theta) := \int_\mathbb{R} \frac{T'(x, \theta)}{\rho(x, \theta)} (\nabla_\theta F(x, \theta))^T \nabla_\theta F(x, \theta) dx
\]
4. Examples

In this section, we consider several concrete statistical models. We compute the related metric tensor $G_W(\theta)$, either explicitly or numerically, and further calculate the geodesic in the Wasserstein statistical manifold. Moreover, we test the Wasserstein natural gradient descent method in the Wasserstein distance-based inference and fitting problems [9]. We show that the preconditioner $G_W(\theta)$ exhibits promising performance, leading to stable and fast convergence of the iterations. We also compare our results with the Fisher-Rao natural gradient.

4.1. Gaussian measures. We consider the multivariate Gaussian densities $N(\mu, \Sigma)$ in $\mathbb{R}^n$:

$$\rho(x, \theta) = \frac{1}{\sqrt{\det(2\pi \Sigma)}} \exp\left(-\frac{1}{2}(x - \mu)^T \Sigma^{-1}(x - \mu)\right),$$

where $\theta = (\mu, \Sigma) \in \Theta := \mathbb{R}^n \times \text{Sym}^+(n, \mathbb{R})$. Here $\text{Sym}^+(n, \mathbb{R})$ is the $n \times n$ positive symmetric matrix set, which is an open subset of the $n \times n$ symmetric matrix vector space $\text{Sym}(n, \mathbb{R})$. This implies that the tangent space at each $\Sigma$ is $\text{Sym}(n, \mathbb{R})$ with metric tensor $\text{tr}(S_1 S_2)$ for tangent vectors $S_1, S_2$, i.e., the tangent boudle is trivial. Due to this reason, we drop the $\theta$-subscript in inner product define on $\theta$, i.e, using $\langle \nabla_\theta \rho(x, \theta), \xi \rangle$ here instead of $\langle \nabla_\theta \rho(x, \theta), \xi \rangle_\theta$.

We obtain an explicit formula for $g_\theta$ by using definition [2]

**Proposition 7.** The Wasserstein metric tensor for the multivariate Gaussian model is

$$g_\theta(\xi, \eta) = \langle \hat{\mu}_1, \hat{\mu}_2 \rangle + \text{tr}(S_1 \Sigma S_2),$$

for any $\xi, \eta \in T_\theta \Theta$. Here $\xi = (\hat{\mu}_1, \hat{\Sigma}_1)$ and $\eta = (\hat{\mu}_2, \hat{\Sigma}_2)$, in which $\hat{\mu}_1, \hat{\mu}_2 \in \mathbb{R}^n, \hat{\Sigma}_1, \hat{\Sigma}_2 \in \text{Sym}(n, \mathbb{R})$, and the symmetric matrix $S_1, S_2$ satisfy $\hat{\Sigma}_1 = S_1 \Sigma + \Sigma S_1, \hat{\Sigma}_2 = S_2 \Sigma + \Sigma S_2$.

**Proof.** First we examine the elliptic equation in definition [2] has the solution explained in Proposition [7]

Write down the equation

$$\langle \nabla_\theta \rho(x, \theta), \xi \rangle = -\nabla \cdot (\rho(x, \theta) \nabla \Phi_\xi(x)).$$

By some computations we have

$$\langle \nabla_\mu \rho(x, \theta), \hat{\mu}_1 \rangle = \text{tr}(\nabla_\Sigma \rho(x, \theta) \hat{\Sigma}_1),$$
$$\langle \nabla_\mu \rho(x, \theta), \hat{\mu}_1 \rangle = \hat{\mu}_1^T \Sigma^{-1}(x - \mu) \cdot \rho(x, \theta),$$
$$\text{tr}(\nabla_\Sigma \rho(x, \theta) \hat{\Sigma}_1) = -\frac{1}{2} \left( \text{tr}(\Sigma^{-1} \hat{\Sigma}_1) - (x - \mu)^T \Sigma^{-1} \hat{\Sigma}_1 \Sigma^{-1}(x - \mu) \right) \cdot \rho(x, \theta),$$

$$-\nabla \cdot (\rho \nabla \Phi_\xi(x)) = (\nabla \Phi_\xi(x)) \Sigma^{-1}(x - \mu) \cdot \rho(x, \theta) - \rho(x, \theta) \Delta \Phi_\xi(x).$$

Observing these equations, we let $\nabla \Phi_\xi(x) = (S_1(x - \mu) + \hat{\mu}_1)^T$, and $\Delta \Phi_\xi = \text{tr}(S_1)$, where $S_1$ is a symmetric matrix to be determined. By comparison of the coefficients and the fact $\hat{\Sigma}_1$ is
symmetric, we obtain
\[ \dot{\Sigma}_1 = S_1 \Sigma + \Sigma S_1. \]
Similarly \( \nabla \Phi_\eta(x) = (S_2(x - \mu) + \bar{\mu}_2)^T \) and
\[ \dot{\Sigma}_2 = S_2 \Sigma + \Sigma S_2. \]
Then
\[ g_\theta(\xi, \eta) = \int \rho(x, \theta) \nabla \Phi_\xi(x) \cdot \nabla \Phi_\eta(x) dx \]
\[ = \langle \dot{\mu}_1, \dot{\mu}_2 \rangle + \text{tr}(S_1 \Sigma S_2). \]
It is easy to check \( \Phi \) satisfies the condition (6) and the uniqueness is guaranteed.

For Gaussian distributions, the above derived metric tensor has already been revealed in [43] [26] [10]. Our calculation shows that it is a particular formulation of \( G_W \). Hence, this demonstrates our defined submanifold geometry is totally geodesic in the Gaussian case. In the following, we turn to several one-dimensional non-Gaussian distributions and illustrate the metric tensor and the related geodesics, gradient flow numerically. We will see in general, the Wasserstein statistical manifold defined here will not be totally geodesic.

4.2. Mixture model. We consider a generalized version of the Gaussian distribution, namely the Gaussian mixture model. For simplicity we assume there are two components, i.e. \( a \mathcal{N}(\mu_1, \sigma_1) + (1 - a) \mathcal{N}(\mu_2, \sigma_2) \) with density functions:
\[ \rho(x, \theta) = \frac{a}{\sigma_1 \sqrt{2\pi}} e^{-\frac{(x-\mu_1)^2}{2\sigma_1^2}} + \frac{1 - a}{\sigma_2 \sqrt{2\pi}} e^{-\frac{(x-\mu_2)^2}{2\sigma_2^2}}, \]
where \( \theta = (a, \mu_1, \sigma_1^2, \mu_2, \sigma_2^2) \) and \( a \in [0, 1] \).

We first compute the geodesics of Wasserstein statistical manifold numerically. Set \( \theta^0 = (0.3, -3, 0.5^2, -5, 0.4^2) \) and \( \theta^1 = (0.6, 7, 0.4^2, 5, 0.3^2) \). Their density functions are shown in Figure 1.

To compute the geodesics in the Wasserstein statistical manifold, we solve the optimal control problem in (10) numerically via a direct method. Discretize the problem as
\[ \min_{\theta_i, 1 \leq i \leq N-1} \sum_{i=0}^{N-1} (\theta_{i+1} - \theta_i)^T G_W(\theta_i)(\theta_{i+1} - \theta_i), \]
where \( \theta_0 = \theta^0, \theta_N = \theta^1 \) and the discrete time step-size is \( 1/N \). We use coordinate descent method, i.e. applying gradient on each \( \theta_i, 1 \leq i \leq N - 1 \) alternatively till convergence.

The geodesics in the whole density space is obtained by first computing the optimal transportation map \( T \), using the explicit formula in one dimension \( Tx = F_1^{-1}(F_0(x)) \). Here \( F_0, F_1 \) are the cumulative distribution functions of \( \rho^0 \) and \( \rho^1 \). Then the geodesic probability densities satisfies \( \rho(t, x) = (tT + (1 - t)I) \# \rho_0(x) \) for \( 0 \leq t \leq 1 \), where \( \# \) is the push forward operator. The result is shown in Figure 2.

Figure 2 demonstrates that the geodesics in the whole density manifold does not lie in the sub-manifold formed by the mixture distribution, and thus the distance \( d_W \) differs from the \( L^2 \) Wasserstein metric. Hence the optimal transport in the whole density space destroys the geometric shape during its path, which is not a desired property when we perform transportation.
Next, we test the Wasserstein natural gradient method in optimization. Consider the Gaussian mixture fitting problem: given $N$ data points $\{x_i\}_{i=1}^N$ obeying the distribution $\rho(x; \theta^1)$ (unknown), we want to infer $\theta^1$ by using these data points, which leads to a minimization as:

$$\min_{\theta} d\left(\rho(\cdot; \theta), \frac{1}{N} \sum_{i=1}^N \delta_{x_i}(\cdot)\right),$$

where $d$ are certain distance functions on probability space. If we set $d$ to be KL divergence, then the problem will correspond to the maximum likelihood estimate. Since $\rho(x; \theta^1)$ has small compact support, using KL divergence is risky and needs very good initial guess and careful optimization. Here we use the $L^2$ Wasserstein metric instead and set $N = 10^3$. We truncate the distribution in $[-r, r]$ for numerical computation. We choose $r = 15$. The Wasserstein
metric is effectively computed by the explicit formula
\[
\frac{1}{2} \left(W_2(\rho(\cdot; \theta), \frac{1}{n} \sum_{i=1}^{N} \delta_{x_i})\right)^2 = \frac{1}{2} \int_{-r}^{r} |x - T(x)|^2 \rho(x; \theta) dx,
\]
where \( T(x) = F_{\text{em}}^{-1}(F(x)) \) and \( F_{\text{em}} \) is the cumulative distribution function of the empirical distribution. The gradient with respect to \( \theta \) can be computed through
\[
\nabla_\theta \left(\frac{1}{2} W^2\right) = \int_{-r}^{r} \phi(x) \nabla_\theta \rho(x; \theta) dx,
\]
where \( \phi(x) = \int_{-r}^{x} (y - T(y)) dy \) is the Kantorovich potential. The derivative \( \nabla_\theta \rho(x; \theta) \) is obtained by numerical differentiation. We perform the following five iterative algorithms to solve the optimization problem:

Gradient descent (GD) : \( \theta_{n+1} = \theta_n - \tau \nabla_\theta \left(\frac{1}{2} W^2\right)|_{\theta_n} \)

GD with diag-preconditioning : \( \theta_{n+1} = \theta_n - \tau P^{-1} \nabla_\theta \left(\frac{1}{2} W^2\right)|_{\theta_n} \)

Wasserstein GD : \( \theta_{n+1} = \theta_n - \tau G_W(\theta_n)^{-1} \nabla_\theta \left(\frac{1}{2} W^2\right)|_{\theta_n} \) (A)

Modified Wasserstein GD : \( \theta_{n+1} = \theta_n - \tau (\bar{G}_W(\theta_n))^{-1} \nabla_\theta \left(\frac{1}{2} W^2\right)|_{\theta_n} \)

Fisher-Rao GD : \( \theta_{n+1} = \theta_n - \tau G_F(\theta_n)^{-1} \nabla_\theta \left(\frac{1}{2} W^2\right)|_{\theta_n} \)

We consider the diagonal preconditioning because the scale of parameter \( a \) is very different from \( \mu_i, \sigma_i, 1 \leq i \leq 2 \). The diagonal matrix \( P \) is set to be \( \text{diag}(40, 1, 1, 1, 1) \). We choose the initial step-size \( \tau = 1 \) with line search such that the objective value is always decreasing. The initial guess \( \theta = \theta^0 \). Figure 3 shows the experimental results.

![Gaussian mixture distribution fitting: Wasserstein model](image)

**Figure 3.** Objective value
From the figure, it is seen that the Euclidean gradient descent fails to converge. We observed that during iterations, the parameter $a$ goes very fast to 1 and then stop updating anymore. This is due to the ill-conditioned nature of the problem, in the sense that the scale of parameter differs drastically. If we use the diagonal matrix $P$ to perform preconditioning, then it converges after approximately 70 steps. If we use Wasserstein gradient descent, then the iterations converge very efficiently, taking less than ten steps. This demonstrates that $G_W(\theta)$ is well suited for the Wasserstein metric minimization problems, exhibiting very stable behavior. It can automatically detect the parameter scale and the underlying geometry. As a comparison, Fisher-Rao gradient descent fails, which implies $G_F(\theta)$ is not suitable for this Wasserstein metric modeled minimization.

The modified Wasserstein gradient descent does not converge because of the numerical instability of $T'$ and further $\bar{G}_W(\theta)$ in the computation. In the next example with lower dimensional parameter space, however, we will see that $G_W(\theta)$ performs better than $G_F(\theta)$. This implies $G_W(\theta)$, if computed accurately, might achieve a smaller approximation error to the Hessian matrix. Nevertheless, the difference is very slight, and since the matrix $\bar{G}_W(\theta)$ can only be applied to the Wasserstein modeled problem, we tend to believe that $G_W(\theta)$ is a better preconditioner.

4.3. Gamma distribution. Consider gamma distribution $\Gamma(\alpha, \beta)$, which has the probability density function

$$\rho(x; \alpha, \beta) = \frac{\beta^\alpha x^{\alpha-1} e^{-\beta x}}{\Gamma(\alpha)}.$$  

Set $\theta = (\alpha, \beta)$ and $\theta^0 = (2, 3), \theta^1 = (20, 2)$. Their density functions are shown in Figure 4.

We compute the related geodesics in the Wasserstein statistical manifold and the whole density space, respectively. The results are presented in Figure 5. We can see that these two do not differ very much. This means the optimal transport in the whole space could nearly keep the gamma distribution shape along with transportation.
Then, we consider the gamma distribution fitting problem. The model is similar to the one in the mixture examples, except that the parameterized family changes. The minimization problem is:

$$\min_\theta \frac{1}{2} \left( W_2(\rho(\cdot; \theta), \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}) \right)^2,$$

where $x_i \sim \rho(\cdot, \theta^1)$ and we set $N = 10^3$. The initial guess is $\theta = \theta^0$. Convergence results are presented in Figure 6.

The figure shows that the Euclidean gradient descent method takes a very long time to reach convergence, while Wasserstein GD and its modified version needs less than ten steps, with the Fisher-Rao GD taking around 50 steps. This comparison demonstrates the efficiency of the Wasserstein natural gradient in this Wasserstein metric modeled optimization problems. As
is mentioned in the previous example, the difference between using $G_W$ and $\bar{G}_W$ is tiny. Since $\bar{G}_W$ fails in the mixture example, we conclude that $G_W$, the Wasserstein gradient descent, will be a more stable choice for preconditioning.

5. Numerical Comparison between Fisher-Rao and Wasserstein natural gradient

In the previous section, we provide several statistical estimation examples, in which the Wasserstein metric is served as the loss function, to investigate the performance of different kinds of gradient descent algorithms. Among the five iterative schemes in (A), we observe that the Wasserstein natural gradient outperforms the others. This demonstrates our theoretical arguments before. However, these discussions are all constrained to the Wasserstein metric loss function case and limited to the occasions that the ground truth density lies in the parametric family, i.e., the parametrization is well-specified, which may not be true in practice. Thus, it would be interesting to see the performance of these algorithms when different loss functions are used (say, KL divergence or Maximum Likelihood Estimation) and when the actual density lies outside the parametric family. This is the main target of the present section.

Here, we consider three different iterative rules, namely Gradient Descent (GD), Wasserstein GD, and Fisher-Rao GD. In general, the loss is denoted by $d(\rho(\cdot, \theta), \rho^*(\cdot))$. Then, the iterative schemes write

Gradient descent (GD) : $\theta_{n+1} = \theta_n - \tau \nabla \theta d(\rho(\cdot, \theta), \rho^*(\cdot)) |_{\theta_n}$

Wasserstein GD : $\theta_{n+1} = \theta_n - \tau G_W(\theta_n)^{-1} \nabla \theta d(\rho(\cdot, \theta), \rho^*(\cdot)) |_{\theta_n}$ (B)

Fisher-Rao GD : $\theta_{n+1} = \theta_n - \tau G_F(\theta_n)^{-1} \nabla \theta d(\rho(\cdot, \theta), \rho^*(\cdot)) |_{\theta_n}$

We omit the GD with diag-preconditioning in (A) because it would be very difficult to come up with a general diagonal preconditioning rule for arbitrary problems. The modified Wasserstein GD is also omitted because in previous examples it behaves less stable compared to the unmodified version and more crucially, it is only applicable to the Wasserstein metric loss based problems.

The experiment is designed as follows: we set $d$ to be the Wasserstein metric and KL divergence (or equivalently, Maximum Likelihood Estimate), respectively. The parametric density $\rho(\cdot, \theta)$ is the two-component Gaussian mixture

$$\rho(x, \theta) = \frac{1}{1 + \exp(a)} \frac{1}{\sigma_1 \sqrt{2\pi}} e^{-\frac{(x-\mu_1)^2}{2\sigma_1^2}} + \frac{1}{1 + \exp(-a)} \frac{1}{\sigma_2 \sqrt{2\pi}} e^{-\frac{(x-\mu_2)^2}{2\sigma_2^2}},$$

where $\theta = (a, \mu_1, \sigma_1^2, \mu_2, \sigma_2^2)$. The target $\rho^*(\cdot)$ is the empirical distribution of data samples generated from two-component Gaussian mixture distribution (well-specified case) or Laplace distribution (misspecified case, such that $\rho^*$ is not in the parametric family) with density

$$\rho^*(x, \mu, b) = \frac{1}{2b} \exp\left(-\frac{|x - \mu|}{b}\right).$$

The number of data samples is determined later. We randomly pick some values of the parameters to generate $\rho(x, \theta^0)$ and $\rho^*$, where $\theta^0$ is the initial parameter value. We draw a certain number of samples (determined later) to form the empirical data and construct the loss function, either the Wasserstein metric or the Maximum Likelihood Estimate. Then, we
apply the three iterative schemes in (B) according to the following rule: the step size $\tau$ is
chosen to monotonically decrease the objective value along with the iteration (by line search: $\tau \rightarrow \tau/2$ with initial stepsize 1). The iteration is stopped if

- $\|\nabla_{\theta} d(\rho(\cdot, \theta), \rho^*(\cdot))\| \leq \epsilon$ where we set $\epsilon = 10^{-1}$; or
- step size is smaller than $\delta$, but line search still fails, where we set $\delta = 10^{-4}$; or
- iteration step is larger than $N$; where we set $N = 200$

In the stopping rule, the first case corresponds to the iteration converges. The second case may happen when the metric tensor is poorly conditioned, or the iteration jumps out of the computation region. The third case is for computational efficiency consideration to prevent too many iterations. We collect the statistical behaviors of these iterations for many differently generated $\rho(x, \theta)$ and $\rho^*$. We classify the results based on their final objective values and calculate the mean value and standard variance. We also record the number of iterations taken in the process when different methods are used.

We present the experimental results in the following two subsection, from well-specified case to misspecified case.

5.1. **Well-specified case.** In the well-specified case, we set $\rho(\cdot, \theta_0)$ (initial point of the iteration) and $\rho^*$ both from two-component mixture family, parametrized in the following way:

$$
\rho(x, \theta) = \frac{1}{1 + \exp(a)} \frac{1}{\sigma_1 \sqrt{2\pi}} e^{-\frac{(x - \mu_1)^2}{2\sigma_1^2}} + \frac{1}{1 + \exp(-a)} \frac{1}{\sigma_2 \sqrt{2\pi}} e^{-\frac{(x - \mu_2)^2}{2\sigma_2^2}},
$$

where $\theta = (a, \mu_1, \sigma_1^2, \mu_2, \sigma_2^2)$.

We choose $a$ uniformly distributed in $[-2, 2]$, $\mu_1, \mu_2$ uniformly in $[-10, 10]$, $\sigma_1^2, \sigma_2^2$ uniformly in $[1, 11]$ to generate $\rho(\cdot, \theta^0)$ and $\rho^*$. We collect 200 samples from $\rho^*$, whose empirical distribution will be the target data we use in optimization. The loss function is chosen as the Wasserstein metric and Maximum Likelihood Estimate, respectively. Given the loss function, we perform the three iterative methods. 100 trials of different $\rho(\cdot, \theta^0)$ and $\rho^*$ are tested. We output the mean / standard derivation (std) of the final objective values and number of total iteration steps in the 100 trials. We also plot the histogram of the final objective (obj) value for the three methods for better comparisons. Table 1 and Figure 8 are for the Wasserstein metric loss, while Table 2 and Figure 8 are for the Maximum Likelihood Estimation case.

|                | Wasserstein GD | Fisher-Rao GD | GD  |
|----------------|----------------|---------------|-----|
| obj mean       | 0.0378         | 0.0489        | 0.1543 |
| obj std        | 0.0208         | 0.0304        | 0.4251 |
| iterations mean| 5.0842         | 9.6947        | 47.6105 |
| iterations std | 1.7052         | 5.5373        | 57.4925 |

**Table 1.** Wasserstein metric loss function: well-specified case

From the Tables 1, 2 and Figures 7, 8, we observe that Wasserstein GD behaves well when the Wasserstein metric is used as loss function, while it may perform worse than GD if it is applied to Maximum Likelihood Estimate case. Similarly, Fisher-Rao GD is very efficient in the Maximum Likelihood Estimate case but is less effective than Wasserstein GD when the Wasserstein metric loss function is used. This may be explained by the argument that
the natural gradient behaves as an asymptotic Newton’s algorithm. Interestingly, in our experiments, the Fisher-Rao GD seems to be more stable and robust (better than GD) when used in the Wasserstein metric loss case, compared to the performance of Wasserstein GD applied to Maximum Likelihood Estimation.
5.2. Misspecified case. In the misspecified case, the target distribution is Laplace distribution
\[
\rho^*(x, \mu, b) = \frac{1}{2b} \exp\left(-\frac{|x - \mu|}{b}\right),
\]
while the parametric family is still Gaussian mixtures. We choose \(\mu\) uniformly distributed from \([-10, 10]\), and \(b\) uniformly from \([1, 4]\) to generate the ground truth distributions and draw 200 samples from it, which will be the empirical data. We conduct 100 runs of experiments using different generated \(\rho(x, \theta), \rho^*\). The setting of the experiment is the same as the well-specified case. Table 3 and Figure 10 are the results for the Wasserstein metric loss, while Table 4 and Figure 10 are for the Maximum Likelihood Estimate case.

| Wasserstein GD | Fisher-Rao GD | GD |
|----------------|--------------|----|
| obj mean       | 0.2490       | 0.3238 | 0.4986 |
| obj std        | 0.2119       | 0.2493 | 0.3860 |
| iterations mean| 6.2947       | 10.0211| 56.3579 |
| iterations std | 1.7127       | 4.4840 | 55.3561 |

**Table 3.** Wasserstein metric loss function: misspecified case

![Figure 9. Histogram of obj (Wasserstein metric loss function: misspecified case)](image)

| Wasserstein GD | Fisher-Rao GD | GD |
|----------------|--------------|----|
| obj mean       | 2.8450       | 2.6446 | 2.6426 |
| obj std        | 0.5207       | 0.3366 | 0.3792 |
| iterations mean| 85.5895      | 4.2421 | 16.6211 |
| iterations std | 80.7177      | 1.1552 | 5.6251 |

**Table 4.** Maximum Likelihood Estimate: misspecified case

From these tables and figures, we observe that the results are very similar to the well-specified case. Wasserstein GD is efficient for the Wasserstein metric loss function, while Fisher-Rao GD performs very well for Maximum Likelihood Estimation. These results still hold for the situation that the ground truth distribution \(\rho^*\) is not in the parametric family. This implies the robustness of the natural gradient method. Though here we only conduct
experiments on Gaussian mixtures and Laplace distribution, we believe our results reveal that when using the natural gradient concept for computations, one needs to choose a suitable geometry to design the natural gradient. This geometry should explore the structures of the objective function and the optimization problem in general.

6. Discussion

To summarize, we introduce the Wasserstein statistical manifold for parametric models with continuous sample space. The metric tensor is derived by pulling back the $L^2$-Wasserstein metric tensor in density space to parameter spaces. Given this Riemannian structure, the Wasserstein natural gradient is then proposed. In a one-dimensional sample space, we obtain an explicit formula for this metric tensor, and from it, we show that the Wasserstein natural gradient descent method achieves asymptotically Newton’s method for the Wasserstein metric modeled minimizations. Our numerical examples justify these arguments.

One potential future direction is using Theorem 1 to design various efficient algorithms for solving Wasserstein metric modeled problems. The Wasserstein gradient descent only takes the asymptotic behavior into consideration, and we think a careful investigation of the structure (14) will lead to better non-asymptotic results. Moreover, generalizing (14) to higher dimensions also remains a challenging and interesting issue. We are working on designing an efficient computational method for obtaining $G_W(\theta)$ and hope to report it in subsequent papers.

Analytically, the treatment of the Wasserstein statistical manifold could be generalized. This paper takes an initial step in introducing Wasserstein geometry to parametric models. More analysis on the solution of the elliptic equation and its regularity will be conducted.

Further, we believe ideas and studies from information geometry could lead to natural extensions in Wasserstein statistical manifold. The Wasserstein distance has shown its effectiveness in illustrating and measuring low dimensional supported densities in high dimensional space, which is often the target of many machine learning problems. We are interested in the geometric properties of the Wasserstein metric in these models, and we will continue to work
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