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Abstract

In this paper, we propose cautious policy programming (CPP), a novel value-based reinforcement learning (RL) algorithm that can ensure monotonic policy improvement during learning. Based on the nature of entropy-regularized RL, we derive a new entropy-regularization-aware lower bound of policy improvement that depends on the expected policy advantage function but not on state-action-space-wise maximization as in prior work. CPP leverages this lower bound as a criterion for adjusting the degree of a policy update for alleviating policy oscillation. Different from similar algorithms that are mostly theory-oriented, we also propose a novel interpolation scheme that makes CPP better scale in high dimensional control problems. We demonstrate that the proposed algorithm can trade off performance and stability in both didactic classic control problems and challenging high-dimensional Atari games.
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1. Introduction

Reinforcement learning (RL) has recently achieved impressive successes in fields such as robotic manipulation [1] and video game playing [2]. However, compared with supervised learning that has a wide range of practical applications, RL applications have primarily been limited to game playing or lab robotics. A crucial reason for such limitation is the lack of guarantee that the performance of RL policies will improve monotonically; they often oscillate during policy updates. As such, deploying such updated policies without examining their reliability might bring severe consequences in real-world scenarios, e.g., crashing a self-driving car.

Dynamic programming (DP) [3] offers a well-studied framework under which strict policy improvement is possible: with a known state transition model, reward function, and exact computation, monotonic improvement is ensured and convergence is guaranteed within a finite number of iterations [4]. However, in practice an accurate model of the environment is rarely available. In situations where either model knowledge is absent or the DP value functions cannot be explicitly computed, approximate DP and corresponding RL methods are to be considered. However, approximation introduces unavoidable update and Monte-Carlo sampling errors, and possibly restricts the policy space in which the policy is updated, leading to the policy oscillation phenomenon [5][6], whereby the updated policy performs worse than pre-update policies during intermediate stages of learning. Inferior updated policies resulting from policy oscillation could pose a physical threat to real-world RL applications. Further, as value-based methods are widely employed in the state-of-the-art RL algorithms [7], addressing the problem of policy oscillation becomes important in its own right.

Previous studies [8][9] attempt to address this issue by optimizing lower bounds of policy improvement: the classic conservative policy iteration (CPI) [8] algorithm states that, if the new policy is linearly interpolated by the greedy policy and the baseline policy, non-negative lower bound on the policy improvement can be defined. Since this lower bound is a negative quadratic function in the interpolation coefficient, one can solve for the maximizing coefficient to obtain maximum improvement at every update. CPI opened the door of monotonic improvement algorithms and the concept of linear interpolation can be regarded as performing regularization in the stochastic policy space to reduce greediness. Such regularization is theoretically sound as it has been proved to converge to global optimum [10][11]. For the last two decades, CPI has inspired many studies on ensuring monotonic policy improvement. However, those studies (including CPI itself) are mostly theory-oriented and hardly applicable to practical scenarios, in that maximizing the lowerbound requires solving several state-action-space-wise maximization problems, e.g. estimating the maximum distance between two arbitrary policies. One significant factor causing the complexity might be its excessive generality [8][9]: these bounds do not focus on any particular class of value-based RL algorithms, and hence without further assumptions the problem cannot be simplified.

Another recent trend of developing algorithms robust to the oscillation is by introducing regularizers into the reward function. For example, by maximizing reward as well as Shannon entropy of policy [12], the optimal policy becomes a multi-
modular Boltzmann softmax distribution which avoids putting unit probability mass on the greedy but potentially sub-optimal actions corrupted by noise or error, significantly enhancing the robustness since optimal actions always have nonzero probabilities of being chosen. On the other hand, the introduction of Kullback-Leibler (KL) divergence has recently been identified to yield policies that average over all past value functions and errors, which enjoys state-of-the-art error dependency theoretically. Though entropy-regularized algorithms have superior finite-time bounds and enjoy strong empirical performance, they do not guarantee to reduce policy oscillation since degradation during learning can still persist.

It is hence natural to raise the question of whether the practically intractable lowerbounds from the monotonic improvement literature can benefit from entropy regularization if we restrict ourselves to the entropy-regularized policy class. By noticing that the policy interpolation and entropy regularization actually perform regularization in different aspects, i.e. in the stochastic policy space and reward function, we answer this question by affirmative. We show focusing on the class of entropy-regularized policies significantly simplifies the problem as a very recent result indicates a sequence of entropy-regularized policies has bounded KL divergence. This result sheds light on approximating the intractable lowerbounds from the monotonic improvement algorithms since many quantities are related to the maximum distance between two arbitrary policies.

In this paper, we aim to tackle the policy oscillation problem by ensuring monotonic improvement via optimizing a more tractable lowerbound. This novel entropy regularization aware lower bound of policy improvement depends only the expected policy advantage function. We call the resultant algorithm cautious policy programming (CPP). CPP leverages this lower bound as a criterion for adjusting the degree of a policy update for alleviating policy oscillation. By introducing heuristic designs suitable for nonlinear approximators, CPP can be extended to working with deep networks. The extensions are compared with the state-of-the-art algorithm on monotonic policy improvement. We demonstrate that our approach can trade off performance and stability in both didactic classic control problems and challenging Atari games.

The contribution of this paper can be succinctly summarized as follows:

- we develop an easy-to-use lowerbound for ensuring monotonic policy improvement in RL.
- we propose a novel scalable algorithm CPP which optimizes the lowerbound.
- CPP is validated to reduce policy oscillation on high-dimensional problems which are intractable for prior methods.

Here, the first and second points are presented in Sec. 4 after a brief review on related work in Sec. 2 and preliminary in Sec. 3. The third point is inspected in Sec. 5 which presents the results. CPP has touched upon many related problems, and we provide in-depth discussion in Sec. 6. The paper is concluded in Sec. 7. To not interrupt the flow of the paper, we defer all proofs until the Appendix.

2. Related Work

The policy oscillation phenomenon, also termed overshooting by and referred to as degraded performance of updated policies, frequently arises in approximate policy iteration algorithms and can occur even under asymptotically converged value functions. It has been shown that aggressive updates with sampling and update errors, together with restricted policy spaces, are the main reasons for policy oscillation. In modern applications of RL, policy oscillation becomes an important issue when learning with deep networks when various sources of errors have to be taken into account. It has been investigated by that those errors are the main cause for typical oscillating performance with deep RL implementations.

To attenuate policy oscillation, the seminal algorithm conservative policy iteration (CPI) proposes to perform regularization in the stochastic policy space, whereby the greedy policy is interpolated with the current policy to achieve less aggressive updates. CPI has inspired numerous conservative algorithms that enjoy strong theoretical guarantees to improve upon CPI by proposing new lower bounds for policy improvement. However, since their focus is on general Markov decision processes (MDPs), deriving practical algorithms based on the lower bounds is nontrivial. Indeed, as admitted by the authors of that a large gap between theory and practice exists, as manifested by their experimental results that even for a simple Cartpole environment, state-of-the-art algorithm failed to deliver attenuated oscillation and convergence speed comparable to heuristic optimization scheme such as Adam. This might explain why adaptive coefficients must be introduced to extend CPI to be compatible with deep neural networks. To remove this limitation, our focus on entropy-regularized MDPs allows for a straightforward algorithm based on a novel, significantly simplified lower bound.

Another line of research toward alleviating policy oscillation is to incorporate regularization as a penalty into the reward function, leading to the recently booming literature on entropy-regularized MDPs. Instead of interpolating greedy policies, the reward is augmented with entropy of the policy, such as Shannon entropy for more diverse behavior and smooth optimization landscape, or Kullback-Leibler (KL) divergence for enforcing policy similarity between policy updates and hence achieving superior sample efficiency. The Shannon entropy renders the optimal policy of the regularized MDP stochastic and multi-modal and hence robust against errors and noises in contrast to the deterministic policy that puts all probability mass on a single action. On the other hand, augmenting with KL divergence shapes the optimal policy an average of all past value functions, which is significantly more robust than a single point estimate. Compared to the CPI-based algorithms, entropy-regularized algorithms do not have...
guarantee on per-update improvement. But they have demonstrated state-of-the-art empirical successes on a wide range of challenging tasks [32] [33] [34] [35]. To the best of the authors’ knowledge, unifying those two regularization schemes has not been considered in published literature before.

It is worth noting that, inspired by [8], the concept of monotonic improvement has been exploited also in policy search scenarios [36] [37] [38] [39] [23]. However, there is a large gap between theory and practice in those policy gradient methods. On one hand, though [36, 40] demonstrated good empirical performance, their relaxed trust region is often too optimistic and easily corrupted by noises and errors that arise frequently in the deep RL setting: as pointed out by [41], the trust region easily corrupted by noises and errors that arise frequently in those policy gradient methods. On the other hand, exactly following the guidance of monotonic improving algorithms and lots of code-level tricks are necessary. On the other hand, many algorithms that enjoy strong theoretical guarantees [9, 22, 27]. However, those algorithms are mostly of theoretical value and have only been applied to small problems due to intractable optimization or estimation when the state-action space is high-dimensional/continuous. Indeed, as admitted by the authors of [23], there is a large gap between theory and practice when using algorithms based on policy regularization Eq. (2): ever simple CartPole problem, a state-of-the-art algorithm fail to compete with heuristic optimization technique. Like our proposal in this paper, a very recent work [17] attempts to bridge this gap by proposing heuristic coefficient design for learning with deep networks. We discuss the relationship between it and the CPP in Section 4.4. In the next section, we detail the derivation of the proposed lower bound by exploiting entropy regularization. This novel lower bound allows us to significantly simplify the intractable optimization and estimation in prior work and provide a scalable implementation.

4. Proposed Method

This section features the proposed novel lower bound on which we base a novel algorithm for ensuring monotonic policy improvement.

4.1. Entropy-regularized RL

In the following discussion, we provide a general formulation for entropy-regularized algorithms [25] [7] [16]. At iteration $K$, the entropy of current policy $\pi_K$ and the Kullback-Leibler divergence become

$$\Delta J^\pi_{\pi_0, \pi_1} := J^\pi_{\pi_1} - J^\pi_{\pi_0} = \sum_s d^\pi_1 (s) \sum_a \pi_1 (a|s) A_1 (s, a),$$

where $J^\pi_{\pi_1} := \mathbb{E}_{(s, a) \sim \pi_1} \left[ (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t r_t \right] = \sum_s d_\pi (s) \sum_a \pi_1 (a|s) r_{s, a, 1}.$

Eq. (1) is lower bounded. To alleviate policy oscillation brought by the greedy updated policy $\tilde{\pi}$, [8] proposes adopting partial update:

$$\pi' = \zeta \tilde{\pi} + (1 - \zeta) \pi.$$

Lemma 1. [8] For any stationary policies $\pi'$ and $\pi$, the following equation holds:

$$J^\pi_{\pi_0, \pi_1} := J^\pi_{\pi_1} - J^\pi_{\pi_0} = \sum_s d^\pi_1 (s) \sum_a \pi_1 (a|s) A_1 (s, a),$$

where $J^\pi_{\pi_1} := \mathbb{E}_{(s, a) \sim \pi_1} \left[ (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t r_t \right] = \sum_s d_\pi (s) \sum_a \pi_1 (a|s) r_{s, a, 1}.$

Eq. (2) corresponds to performing regularization in the stochastic policy space by interpolating the greedy policy and the current policy to achieve conservative updates.
(KL) divergence between \( \pi_K \) and some baseline policy \( \bar{\pi} \) are added to the value function:

\[
V^\pi(s) := \sum_{a \in \mathcal{A}} \pi(a|s) \left[ T^\pi(s, a, s') + \gamma V^\pi(s') \right] - \delta^\pi(s),
\]

\[
F^\pi = -\tau \log \pi_k(a|s) - \sigma \log \frac{\pi_k(a|s)}{\bar{\pi}(a|s)},
\]

where \( \tau \) controls the weight of the entropy bonus and \( \sigma \) weights the effect of KL regularization. The baseline policy \( \bar{\pi} \) is often taken as the policy from previous iteration \( \pi_{K-1} \). Based on \[14\], we know the state value function \( V^\pi(s) \) defined in Eq. \[3\] and state-action value function \( Q^\pi(s, a) \) also satisfy the Bellman recursion:

\[
Q^\pi(s, a) := r^a + \gamma \sum_{s'} T^\pi(s, a, s') V^\pi(s').
\]

For notational convenience, in the remainder of this paper, we use the following definition:

\[
a := \frac{\tau}{\tau + \sigma}, \quad \beta := \frac{1}{\tau + \sigma}.
\]

An intuitive explanation to Eq. \[3\] is that the entropy term endows the optimal policy with multi-modal policy behavior \[27\] by placing nonzero probability mass on every action candidate, hence is robust against error and noise in function approximation that can easily corrupt the conventional deterministic optimal policy \[44\]. On the other hand, KL divergence provides smooth policy updates by limiting the size of the update step \[25\]. Indeed, it has been recently shown that augmenting the reward with KL divergence renders the optimal policy an exponential smoothing of all past value functions \[14\]. Limiting the update step plays a crucial role in the recent successful algorithms since it prevents the aggressive updates that could easily be corrupted by errors \[18\]. It is worth noting that when the optimal policy is attained, the KL regularization term becomes zero. Hence in Eq. \[3\], the optimal policy maximizes the cumulative reward while keeping the entropy high.

### 4.2. Entropy-regularization-aware Lower Bound

Recall in Eq. \[2\] performing regularization in the stochastic policy space for the greedily updated policy \( \bar{\pi} \) requires preparing anreference policy \( \pi \). This policy could be from expert knowledge or previous policies. The resultant \( \pi' \), has guaranteed monotonic improvement which we formulate as the following lemma:

**Lemma 2** \[16\]. Provided that policy \( \pi' \) is generated by partial update Eq. \[2\], \( \zeta \) is chosen properly, and \( A_{\pi, ap}^g \geq 0 \), then the following policy improvement is guaranteed:

\[
\Delta J_{\pi', ap} \geq \frac{(1 - \gamma) A_{\pi, ap}^g}{2 \beta A_{\delta, ap}^g},
\]

with \( \zeta \) is \( \min \{1, \zeta\} \), where

\[
\delta = \frac{(1 - \gamma) A_{\delta, ap}^g}{\beta A_{\delta, ap}^g},
\]

\[
\Delta A_{\pi, ap}^g = \max \{A_{\pi, ap}^g(s) - A_{\pi, ap}^g(s')\},
\]

where \( A_{\pi, ap}^g := \sum_a d^a(s) \sum_a (\bar{\pi}(a|s) - \pi(a|s)) Q^g(s, a) \).

**Proof.** See Section \[Appendix A.1.1\] for the proof. \[\square\]

The interpolated policy \( \bar{\pi} \) optimizes the bound and the policy improvement is a negative quadratic function in \( \zeta \). However, this optimization problem is highly non-trivial as \( \delta \) and \( A_{\delta, ap}^g \) require searching the entire state-action space. This challenge explains why CPI-inspired methods have only been applied to small problems with low-dimensional state-action spaces \[9\].

When the expert knowledge is not available, we can simply choose previous policies. Specifically, at any iteration \( K \), we want to ensure monotonic policy improvement given policy \( \pi_K \). We propose constructing a new monotonically improving policy as:

\[
\bar{\pi}_{K+1} = \zeta \pi_{K+1} + (1 - \zeta) \pi_K.
\]

It is now clear by comparing Eq. \[2\] with Eq. \[6\] that our proposal takes \( \bar{\pi}' \), \( \bar{\pi} \) as \( \bar{\pi}_{K+1}, \pi_{K+1}, \pi_K \), respectively. It is worth noting that \( \pi_{K+1} \) is the updated policy that has not been deployed.

However, the intractable quantities \( \delta \) and \( A_{\delta, ap}^g \) in Lemma \[2\] are still an obstacle to deriving a scalable algorithm. Specifically, by writing the component \( A_{\pi, ap}^g(s) \) of \( A_{\delta, ap}^g \) as

\[
A_{\pi, ap}^g(s) = \sum_a (\bar{\pi}(a|s) - \pi(a|s)) Q^g(s, a),
\]

we see that both \( \delta \) and \( A_{\delta, ap}^g \) require accurately estimating the total variation between two policies. This could be difficult without enforcing constraints such as gradual change of policies. Fortunately, by noticing that the consecutive entropy-regularized policies \( \pi_{K+1}, \pi_K \) have bounded total variation, we can leverage the boundedness to bypass the intractable estimation.

**Lemma 3** \[16\]. For any policies \( \pi_K \) and \( \pi_{K+1} \) generated by taking the maximizer of Eq. \[3\], the following bound holds for their maximum total variation:

\[
\max_s D_{TV}(\pi_{K+1} \cdot \pi_K(s)) \leq \min \left\{ \sqrt{1 - e^{-4\beta e^{-2C_K}}}, \sqrt{8B_K + 4C_K} \right\},
\]

where \( B_K = \frac{1 - \gamma^K}{1 - \gamma} e^\beta \), \( C_K = \beta \max_{K \geq 0} K \sum_{k=0}^{K-1} \alpha^k \gamma^{K-k-1} \).

\[7\]
improvement of policy iteration when computation is exact. To handle the negative case caused by error or approximate computations, we can simply stack more samples to reduce the variance, as will be detailed in Sec. 4.5.

4.3. The CPP Policy Iteration

We now detail the structure of our proposed algorithm based on Theorem 4. Specifically, value update, policy update, and stationary distribution estimation are introduced, followed by discussion on a subtlety in practice and two possible solutions. Following [46], CPP can be written in the following succinct policy iteration style:

\[
\text{CPP} = \begin{cases}
\pi_{k+1} \leftarrow \mathcal{G} Q^\pi_k \\
Q_{\pi_k} \leftarrow (T_{\pi_k})^m Q_{\pi_k} \\
\zeta = \min \left\{ (4C_k)^{-1}, C_k A^\pi_{\pi_k} \right\} \\
\bar{\pi}_{k+1} \leftarrow \zeta \pi_{k+1} + (1 - \zeta) \pi_K,
\end{cases}
\] (11)

where \(C_k := \frac{1}{(4C_k)^{-1}}\) is the horizon constant. Note that for numerical stability we stick to using \((4C_k)^{-1}\) as the entropy-bounding constant rather than using \(\frac{1}{4C_k}\).

Like CPI, CPP can obtain global optimal policy rather than just achieving monotonic improvement (which might still converge to a local optimum) by the argument of [10]. The first step corresponds to the greedy step of policy iteration, the second step policy estimation step, third step computing interpolation coefficient \(\zeta\) and the last step interpolating the policy.

4.3.1. Policy Improvement and Policy Evaluation

The first two steps are standard update and estimation steps of policy iteration algorithms [47]. The subscript of \(Q^\pi_k\) indicates it is entropy-regularized as introduced in Eq. (3).

The policy improvement step consists of evaluating \(\mathcal{G} Q^\pi_k\), which is the greedy operator acting on \(Q^\pi_k\). By the Fenchel conjugacy of Shannon entropy and KL divergence, \(\mathcal{G} Q^\pi_k\) has a closed-form solution [16, 48]:

\[
\mathcal{G} Q^\pi_k(s, a) = \frac{\bar{\pi}(s) \exp \left( \beta Q^\pi_k(s, a) \right)}{\sum_b \bar{\pi}(b) \exp \left( \beta Q^\pi_k(s, b) \right)},
\]

where \(\alpha, \beta\) were defined in Eq. (4).

The policy evaluation step estimates the value of current policy \(\pi_{k+1}\) by repeatedly applying the Bellman operator \(T_{\pi_{k+1}}\):

\[
(T_{\pi_{k+1}})^m Q_{\pi_k} := T_{\pi_{k+1}} \cdots T_{\pi_{k+1}} Q_{\pi_k},
\]

\[
T_{\pi_{k+1}} Q_{\pi_k} := r_{t_{m+1}} + \gamma \sum_{s'} T_{\pi_{k+1}}^m \sum_a \pi_{k+1}(a|s') Q^\pi_k(s', a).
\] (12)

Note that \(m = 1, \infty\) correspond to the value iteration and policy iteration, respectively [59]. Other integer-valued \(m \in [2, \infty)\) correspond to the approximate modified policy iteration [46].

Now in order to estimate \(A^\pi_{\pi_k} = \mathcal{G} Q^\pi_k\) in Theorem 4 both \(A^\pi_{\pi_k}\) and \(d^\pi\) need to be estimated from samples. Estimating \(A^\pi_{\pi_k}(s)\) is straightforward by its definition in Eq. (10). We can first compute \(Q^\pi_k(s, a) - V^\pi_k(s), \forall s, a\) for the current policy, and
then update the policy to obtain $\pi_{K+1}(a|s)$. On the other hand, sampling with respect to $d^{\pi}$ results in an on-policy algorithm, which is expensive. We provide both on- and off-policy implementations of CPP in the following sections, but in principle off-policy learning algorithms can be applied to estimate $d^{\pi}$ by exploiting techniques such as importance sampling (IS) ratio [50].

4.3.2. Leveraging Policy Interpolation

Computing $\zeta$ in Eq. (8) involves the horizon constant $C_{\gamma}:=\frac{(1-\gamma)^2}{2\gamma}$ and policy difference bound constant $C_{K}$. The horizon constant is effective in DP scenarios where the total number of timesteps is typically small, but might not be suitable for learning with deep networks that feature large number of timesteps: a vanishingly small $C_{\gamma}$ will significantly hinder learning, hence it should be removed in deep RL implementations. We detail this consideration in Section 4.5.

The updated policy $\pi_{K+1}$ in Eq. (11) cannot be directly deployed since it has not been verified to improve upon $\pi_{K}$. We interpolate between $\pi_{K+1}$ and $\pi_{K}$ with coefficient $\zeta$ such that the resultant policy $\tilde{\pi}_{K+1}$ by finding the maximizer of a negative quadratic function in $\zeta$. The maximizer $\zeta^*$ optimizes the lower-bound $\Delta \pi_{\pi_{K+1}}^{\pi_{K}}$. Here, $\zeta$ is optimally tuned and dynamically changing in every update. It reflects the cautiousness against policy oscillation, i.e., how much we trust the updated policy $\pi_{K+1}$. Generally, at the early stage of learning, $\zeta$ should be small in order to explore conservatively.

However, a major concern is that Lemma 3 holds only for Boltzmann policies, while the interpolated policies are generally no longer Boltzmann. In practice, we have two options for handling this problem:

1. we use the interpolated policy only for collecting samples (i.e. behavior policy) but not for computing next policy;
2. we perform an additional projection step to project the interpolated policy back to the Boltzmann class as the next policy.

The first solution might be suitable for relatively simple problems where the safe exploration is required: the behavior policy is conservative in exploring when $\zeta \approx 0$. But learning can still proceed even with such small $\zeta$. Hence this scheme suits problems where interaction with the environment is crucial but progress is desired. On the other hand, the second scheme is more natural since the off-policyness caused by the mismatch between the behavior and learning policy might be compounded by high dimensionality. The increased mismatch might be perturbing to performance. In the following section, we introduce CPP using linear function approximation for the first scheme and deep CPP for the second scheme.

For the second scheme, manipulating the interpolated policy is inconvenient since we will have to remember all previous weights and more importantly, the theoretical properties of Boltzmann policies do not hold any longer. To solve this issue, heuristically an information projection step is performed for every interpolated policy to obtain a Boltzmann policy. In practice, this policy is found by solving $\min_{\pi} D_{K L}(\pi||\zeta \tilde{\pi}_{K+1} + (1-\zeta)\pi_{K})$. Though the information projection step can only approximately guarantee that the CVI bound continues to apply since the replay buffer capacity is finite, it has been commonly used in practice [7] [17]. In our implementation of deep CPP, the projection problem is solved efficiently using autodifferentiation (Line 7 of Algorithm 2).

4.4. Approximate Interpolation Coefficient

The lowerbound of policy improvement depends on $A_{\pi_{K+1}}^{\pi_{K}}$. Though it is general difficult to compute exactly, very recently [17] propose to estimate it using batch samples. We hence define several quantities following [17]: let $B_{t}$ denote a batch randomly sampled from the replay buffer $B$ and define $\hat{A}_{K}(s):=\max_{a}Q(s,a)−V(s)$ as an estimate of $A_{\pi_{K}}^{\pi_{K}}$, $\hat{A}_{K}:=E_{s\sim B}[\hat{A}_{K}(s)]$ as an estimate of $A_{\pi_{K}}^{\pi_{K}}$, and $\hat{A}_{K,\min}:=\min_{a}B_{t}−\hat{A}_{K}(s)$ as the minimum of the batch. When we use linear function approximation with on-policy buffer $B_{K}$, we simply change the minibatch $B_{t}$ in the above notations to the on-policy buffer $B_{K}$.

Given the notations defined above, we can compare the existing interpolation coefficients as the following:

**CPI:** the classic CPI algorithm proposes to use the coefficient:

$$\zeta_{\text{CPI}} = \frac{(1−\gamma)\hat{A}_{K}}{4r_{\text{max}}},$$

where $r_{\text{max}}$ is the largest possible reward. When the knowledge of the largest reward is not available, approximation based on batches or buffer will have to be employed.

**Exact SPI:** SPI proposes to extend CPI by using the following coefficient:

$$\zeta_{\text{E-SPI}} = \frac{(1−\gamma)^2\hat{A}_{K}}{\gamma\delta\Delta A_{\pi_{K+1}}^{\pi_{K}}},$$

where $\delta, \Delta A_{\pi_{K+1}}^{\pi_{K}}$ were specified in Lemma 2. When $\delta, \Delta A_{\pi_{K+1}}^{\pi_{K}}$ cannot be exactly computed, sample-based approximation have to be employed.

**Approximate SPI:** as suggested by [9] Remark 1, approximate $\zeta$ can be derived if we naïvely leverage $\delta A_{\pi_{K+1}}^{\pi_{K}} < \frac{1}{\gamma}$. We have:

$$\zeta_{\text{A-SPI}} = \frac{(1−\gamma)^2\hat{A}_{K}}{4\gamma},$$

**Linear CPP:** if policies are entropy-regularized as indicated in Eq. (3), we can upper bound $\delta A_{\pi_{K+1}}^{\pi_{K}}$ by using Lemma 3

$$\zeta_{\text{CPP}} = \frac{(1−\gamma)^2\hat{A}_{K}}{8\gamma C_{K}}.$$  

By the definition of $C_{K}$ in Eq. (7), $\zeta_{\text{CPP}}$ can take on a wider range of values than $\zeta_{\text{A-SPI}}$.

**Deep CPI:** for better working with deep networks, the following adaptive coefficient was proposed in deep CPI (DCPI) [17]:

$$\zeta_{\text{DCPI}} = \frac{\zeta_{0}}{M_{K}} \cdot m_{K} + (1−\rho_{1}m_{K−1}), \quad \begin{cases} m_{K} = \rho_{1}m_{K−1} + (1−\rho_{1})\hat{A}_{K} \\ M_{K} = \min(\rho_{2}M_{K−1}, \hat{A}_{K,\min}) \end{cases}$$

(17)
Algorithm 1: Linear Cautious Policy Programming

Input: $\alpha, \beta, \gamma$ CPP parameters, $I$ the total number of iterations, $T$ the number of steps for each iteration
1. Initialize $\theta, \rho_0$ at random;
2. Empty on-policy buffer $B_K = ()$;
3. For $K = I, \ldots, T$
4. For $t = 1, \ldots, T$
5. Interact using policy $\pi_{K-1}$;
6. Collect a transition tuple $(s_t, a_t, r_t, s_{t+1})$ into buffer $B_K$;
7. Compute basis matrix $\Phi_K$ using $B_K$;
8. Update $\theta$ by normal equations Eq. (19);
9. Compute $\hat{\rho}_0 = \frac{1}{c_K}$ and $\hat{\rho}_0 = \frac{\hat{\rho}_0}{\hat{\rho}_0}$ using Eq. (17);
10. Empty on-policy buffer $B_K$;

where $\rho_1, \rho_2 \in (0, 1)$ are learning rates, and $\hat{\rho}_0 = \frac{1}{c}$ same with CPPI [8].

Deep CPP: We follow the DCPI coefficient design for making $G_{CPP}$ suitable for deep RL. Specifically, we modify DCPP by defining $\hat{\rho}_0 = \frac{1}{c}$:

$$\hat{\rho}_{DCPP} = \text{clip}\left\{ \frac{1}{C_K} \frac{m_K}{M_K}, 0, 1 \right\},$$

(18)

where $m_K, M_K$ are same as Eq. (17). Based on Eqs. (16), (18), we detail the linear and deep implementations of CPP in the next section.

4.5. Approximate CPP

We approximate the linear implementation of CPP following [51, 25] and deep CPP inspired by [17] in Algs. 1 and 2, respectively. It is worth noting that in linear CPP we assume the interpolated policy $\pi$ is used only for collecting samples (line 5 of Alg. 1), hence no projection is necessary as it does not interfere with computing next policy.

Linear CPP. We adopt linear function approximation (LFA) to approximate the Q-function by $Q(s, a) = \phi(s, a)^T \theta$, where $\phi(x) = [\phi_1(x), \ldots, \phi_M(x)]^T$, $x = [s, a]^T$, $\phi(x)$ is the basis function and $\theta$ corresponds to the weight vector. One typical choice of basis function is the radial basis function:

$$\phi_i(x) = \exp \left( - \frac{\|x - c_i\|^2}{\sigma^2} \right),$$

where $c_i$ is the center and $\sigma$ is the width. We construct basis matrix $\Phi = [\phi_1(x), \ldots, \phi_M(x)] \in \mathbb{R}^{T \times M}$, where $T$ is the number of timesteps. Specifically, at $K$-th iteration, we maintain an on-policy buffer $B_K$. For every timestep $t \in [1, T]$, we collect $(s_t^K, a_t^K, r_t^K, s_{t+1}^K)$ into the buffer and compute the basis matrix at the end of every iteration.

To obtain the best-fit $\theta_{K+1}$ for the $K+1$-th iteration, we solve the least-squares problem $||\theta_{K+1} - \Phi \theta_K||^2$:

$$\theta_{K+1} = (\Phi^T \Phi + \epsilon I)^{-1} \Phi^T \theta_K,$$

(19)

Algorithm 2: Deep Cautious Policy Programming

Input: $\alpha, \beta, \gamma$ CPP parameters, $T$ the total number of steps, $F$ the number of steps for each iteration
1. Initialize $\theta$ at random;
2. Set $\theta' = \theta$, $K = 0$ and buffer $B$ to be empty;
3. For $K = 1, \ldots, T$
4. Interact with the environment using policy $\pi_{\theta}$;
5. Collect a transition tuple $(s, a, r, s')$ into buffer $B$;
6. If $K \mod F = 0$ then
7. Sample a minibatch $\mathcal{B}$ from $B$ and compute the loss $L_{\text{value}}$ and $L_{\text{policy}}$ using Eqs. (20), (21);
8. Do one step of gradient descent on the loss $L_{\text{train}} = L_{\text{value}} + L_{\text{policy}}$;
9. Compute $\hat{\lambda}_K, \hat{\lambda}_K$ and moving average $m_K, M_K$ using Eq. (17);
10. If $K \mod C = 0$ then
11. $\theta' \leftarrow \theta$;
12. Compute $\hat{\rho}_0 = \frac{1}{c_K}$ and $\hat{\rho}_{CPP} = \hat{\rho}_0 / M_K$ using Eq. (17).

where $\epsilon$ is a small constant preventing singular matrix inversion and $T_{\pi, \theta}Q_{\pi, \theta}$ is the empirical Bellman operator defined by

$$T_{\pi, \theta}Q_{\pi, \theta}(s_t^K, a_t^K) := r(s_t^K, a_t^K) + \gamma \sum_a \pi_{K+1}(d|s_{t+1}^K)Q_{\theta}(s_{t+1}^K, a).$$

Since the buffer is on-policy, we empty it at the end of every iteration (line 10).

Deep CPP. Though CPP is an on-policy algorithm, by following [17] off-policy data can also be leveraged with the hope that random sampling from the replay buffer covers areas likely to be visited by the policy in the long term. Off-policy learning greatly expands CPP’s coverage, since on-policy algorithms require expensively large number of samples to converge, while off-policy algorithms are more competitive in terms of sample complexity in deep RL scenarios.

We implement CPP based on the DQN architecture, where the Q-function is parameterized as $Q_{\theta}$, where $\theta$ denotes the weights of an online network, as can be seen from Line 2. Line 3 begins the learning loop. For every step we interact with the environment using policy $\pi_{\theta}$, where $\epsilon$ denotes the epsilon-greedy policy threshold. As a result, a tuple of experience is collected to the buffer.

Line 6 of Alg. 2 begins the update loop. We sample a minibatch from the buffer and compute the loss $L_{\text{value}}, L_{\text{policy}}$ defined in Eqs. (20), (21), respectively. Since our implementation is based on DQN, we do not include additional policy network as done in [17]. Instead, we denote the policy as $\pi_{\theta}$ to indicate that the policy is a function of $Q_{\theta}$ as shown in Eq. (22). The base policy is hence denoted by $\pi_{\theta}$ to indicate it is computed by
the target network of \( \theta^* \). We define the regression target as:

\[
\hat{Q}(s_t, a_t, r_t, s_{t+1}) = (r_t + \gamma \sum_{a \in A} \pi_{\theta}(a)Q(s_{t+1}, a) + \tau \log \pi_{\theta}(a|s_t) + \sigma \log \frac{\pi(a|s_{t+1})}{\pi_{\theta}(a|s_{t+1})}.
\]

Hence, the loss for \( \theta \) is defined by:

\[
L_{\text{value}}(\theta) = \mathbb{E}_{(s_h, a_h, s_t, r_t, s_{t+1}) \sim B}\left[ (Q(s_t, a_t) - \hat{Q}(s_t, a_t, r_t, s_{t+1}))^2 \right]. \tag{20}
\]

It should be noted that the interpolated policy cannot be directly used as it is generally no longer Boltzmann. To tackle this problem, we further incorporate the following minimization problem to project the interpolated policy back to the Boltzmann policy class:

\[
L_{\text{policy}}(\theta) = \mathbb{E}_{(s_h, a_h, s_t) \sim B}\left[ D_{KL}(\pi_{\theta}(a|s_t) || G_{\theta}(Q_{\theta} + (1 - \zeta)\pi_{\theta}^\alpha(a|s_t))) \right], \tag{21}
\]

where \( G_{\theta} \) takes the maximizer of the action value function. The reason why we can express the policy \( \pi \) and \( G_{\theta} \) with the subscript \( \theta \) is because the policy is a function of action value function, which has a closed-form solution (see [16] for details):

\[
G_{\theta}(Q_{\theta}(s)) = \frac{\pi_{\theta}^\alpha(a|s)}{\sum_{a' \in A} \pi_{\theta}^\alpha(a'|s) \exp(\beta Q_{\theta}(s, a'))} \tag{22}
\]

which by simple induction can be written completely in terms of \( Q_{\theta} \) as \( G_{\theta}(Q_{\theta}(s)) = \exp(\sum_{j=0}^{n} Q_{\theta}(s, a)) \) [14]. Line 8 performs one step of gradient descent on the compound loss and line 9 computes the approximate expected advantage function for computing \( \zeta \).

There is one subtlety in that the definition of \( K \) is unclear in the deep RL context: there is no clear notion of iteration. If we naively define \( K \) as the number of steps or the number of updates, then by definition \( C_{K} \) in Eq. [18] could quickly converge to 0 or explode, rendering CPP losing the ability of controlling update. Hence in our implementation, we increment \( K \) by one every time we update the target network (every \( C \) steps), which results in a suitable magnitude of \( K \).

5. Experimental Results

The proposed CPP algorithm can be applied to a variety of entropy-regularized algorithms. In this section, we utilize conservative value iteration (CVI) as the base algorithm in [16] for our experiments. In our implementation, for the \( K + 1 \)-th update, the baseline policy \( \pi \) in Eq. (5) is \( \pi_{K} \).

For didactic purposes, we first examine all algorithms (specified below) in a safety gridworld and the classic control problem pendulum swing-up. The tabular gridworld allows for exact computation to inspect the effect of algorithms. On the other hand, pendulum swing-up leverages linear function approximation detailed in Alg. [1] We then apply the algorithms on a set of Atari games to demonstrate the effectiveness of our proposed method. It is worth noting that even state-of-the-art monotonic improving methods failed in complicated Atari games [23].

For the gridworld and pendulum experiments, we compare Linear CPP using coefficient Eq. (16) against safe policy iteration (SPI) [9] which is the closest to our work. We employ Exact-SPI (E-SPI) coefficient in Eq. (14) on the gridworld since in small state spaces where the quantities \( \delta, \Delta A_{\pi}^{\alpha+1} \) can be accurately estimated. As a result, SPI performance should upper bound that of CPP since CPP was derived by further loosening on SPI. For problems with larger state-action spaces, SPI performance may become poor as a result of insufficient samples for estimating those quantities, hence Approximate-SPI (A-SPI) Eq. (15) should be used. However, leveraging A-SPI coefficient often results in vanishingly small \( \zeta \) values.

For Atari games, we compare Deep CPP leveraging Eq. (18) against on- and off-policy state-of-the-art algorithms, see Section 5.3 for a detailed list. Specifically, we implement deep CPP using off-policy data to show it is capable of leveraging off-policy samples, hence greatly expanding its coverage since on-policy algorithms typically have expensive sample requirement.

5.1. Gridworld with Danger

5.1.1. Experimental Setup

The agent in the 5 × 5 grid world starts from a fixed position at the upper left corner and can move to any of its neighboring states with success probability \( p \) or to a random different direction with probability 1 − \( p \). Its objective is to travel to a fixed destination located at the lower right corner and receives a +1 reward upon arrival. Stepping into two danger grids located at the center of the gridworld incurs a cost of −1. Every step costs −0.1. We maintain tables for value functions to inspect the case when there is no approximation error. Parameters are tuned to yield empirically best performance. For testing the sample efficiency, every iteration terminates after 20 steps or upon reaching the goal, and only 30 iterations are allowed for training. For statistical significance, the results are averaged over 100 independent trials.

5.1.2. Results

Figure [1a] shows the performance of SPI, CPI, and CVI, respectively. Recall that SPI used the exact coefficient Eq. (12). The black, blue, and red lines indicate their respective cumulative reward (y-axis) along the number of iterations (x-axis). The shaded area shows ±1 standard deviation. CVI learned policies that visited danger regions more often and result in delayed convergence compared to CPP. Figure [16] compares the average policy oscillation defined in Eq. (23).

The slightly worse oscillation value of CPP than SPI with \( \zeta_{E-SPI} \) is expected as CPP exploited a lower bound that is looser than that of SPI. However, as will be shown in the following examples when both linear and nonlinear function approximation are adopted, SPI failed to learn meaningful behaviors due to the inability to accurately estimate the complicated lower bound.
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5.2. Pendulum Swing Up

Since the state space is continuous in the pendulum swing up, E-SPI can no longer expect to accurately estimate \( \delta \Delta \theta_{k+1} \), so we employ A-SPI in Eq. (15) and compare both E-SPI and A-SPI against Linear CPP Eq. (16).

5.2.1. Experimental Setup

A pendulum of length 1.5 meters has a ball of mass 1 kg at its end starting from the fixed initial state \([0, -\pi]\). The pendulum attempts to reach the goal \([0, \pi]\) and stay there for as long as possible. The state space is two-dimensional \( s = [\theta, \dot{\theta}] \), where \( \theta \) denotes the vertical angle and \( \dot{\theta} \) the angular velocity. Action is one-dimensional torque \([-2, 0, 2]\) applied to the pendulum. The reward is the negative addition of two quadratic functions quadratic in angle and angular velocity, respectively:

\[
R = -\frac{1}{\zeta} (a\theta^2 - b\dot{\theta}^2),
\]

where \( \frac{1}{\zeta} \) normalizes the rewards and a large \( b \) penalizes high angular velocity. We set \( \zeta = 10, a = 1, b = 0.01 \).

To demonstrate that the proposed algorithm can ensure monotonic improvement even with a small number of samples, we allow 80 iterations of learning; each iteration comprises 500 steps. For statistical evidence, all figures show results averaged over 100 independent experiments.

5.2.2. Results

We compare CPP with CVI and both E-SPI and A-SPI in Figure 2. In this simple setup, all algorithms showed similar trend. But CPP managed to converge to the optimal solution in all seeds, as can be seen from the variance plot. On the other hand, both SPI versions exhibited lower mean scores and large variance, which indicate that for many seeds they failed to learn the optimal policy. In Figure 2(a), both E-SPI and CVI exhibited wild oscillations, resulting in large average oscillation values, in which the oscillation criterion is defined as:

\[
\forall K, \ s.t. \ R_{K+1} - R_K < 0, \quad ||OJ||_{\infty} = \max_K |R_{K+1} - R_K|,
\]

\[
||OJ||_2 = \sqrt{\sum_K (R_{K+1} - R_K)^2},
\]

(23)

where \( R_{K+1} \) refers to the cumulative reward at the \( K + 1 \)-th iteration. It is worth noting that the difference \( R_{K+1} - R_K \) is obtained by \( \tilde{\pi}_{K+1}, \tilde{\pi}_K \), which is the lower bound of that by \( \pi_{K+1}, \pi_K \). Intuitively, \( ||OJ||_{\infty} \) and \( ||OJ||_2 \) measure maximum and average oscillation in cumulative reward. The stars between CPP and CVI represent statistical significance at level \( p = 0.05 \).

The reason for SPI’s drastic behavior can be observed in Figure 2(c) (truncated to 30 iterations for better view); in E-SPI, insufficient samples led to very large \( \zeta \). The aggressive choice of \( \zeta \) led to a large oscillation value. On the other hand, A-SPI went to the other extreme of producing vanishingly small \( \zeta \) due to the loose choice of \( \zeta \) for ensuring improvement of \( \Delta J'_{\pi, \theta} \geq (1-\gamma)(\Delta J'_{\pi, \theta})^2 \), as can be seen from the almost horizontal lines in the same figure; A-SPI had average value \( \Delta J'_{\pi, \theta} \approx 2.39 \times 10^{-9} \) and \( \zeta = 1.69 \times 10^{-6} \). CPP converged with much lower oscillation thanks to the smooth growth of the \( \zeta \) values; CPP was cautious in the beginning \( (\zeta \approx 0) \) and gradually became confident in the updates when it was close to the optimal policy \( (\zeta = 1) \).

However, it might happen that \( \zeta \) values are large but probability changes are actually small and vice versa. To certify CPP did not produce such pathological mixture policy and indeed
cautiously learned, we plot in Figure 3 the interpolated policies of CPP and E-SPI yielding action probability of the pendulum swinging right \( \hat{\pi}(a_{\text{right}}|s) \). The probability change is plotted in z-axis, timesteps \( t = 1, \ldots, 500 \) of all iterations are drawn on x, y axes. For both cases, \( \hat{\pi}(a_{\text{right}}|s) \approx 0.33 \) which is uniform at the beginning of learning. However, E-SPI policy \( \hat{\pi}(a_{\text{right}}|s) \) gradually peaked from around 10th iteration, which led to very aggressive behavior policy. Such aggressive behavior was consistent with the overly large \( \zeta \) values shown in Figure 25. On the other hand, CPP policy \( \hat{\pi}(a_{\text{right}}|s) \) was more tempered and showed a gradual change conforming to its \( \zeta \) change. The probability plots together with \( \zeta \) values in Figure 25 indicate that the CPP interpolation was indeed effective in producing non-trivial diverse mixture policies.

5.3. Atari Games

5.3.1. Experimental Setup

We applied the algorithms to a set of challenging Atari games: MsPacman, SpaceInvaders, Beamrider, Assault and Seaquest [52] using the adaptive \( \zeta \) introduced in Eq. 18. We compare deep CPP with both on- and off-policy algorithms to demonstrate that CPP is capable of achieving superior balance between learning speed and oscillation values.

For on-policy algorithms, we include the celebrated proximal policy gradient (PPO) [40], a representative trust-region method. We also compare with Advantage Actor-Critic (A2C) [53] which is a standard on-policy actor-critic algorithm: our intention is to confirm the expensive sample requirement of on-policy algorithms typically render them underperformant when the number of timesteps is not sufficiently large.

For the off-policy algorithms, we decide to include several state-of-the-art DQN variants: Munchausen DQN (MDQN) [54] features the implicit KL regularization brought by the Munchausen log-policy term: it was shown that MDQN was the only non-distributional RL method outperforming distributional ones. We also include another state-of-the-art variant: Momentum DQN (MoDQN) [45] that avoids estimating the intractable base policy in KL-regularized RL by constructing momentum. MoDQN has been shown to obtain superior performance on a wide range of Atari games. Finally, as an ablation study, we are interested in the case \( \zeta = 1 \), which translates to conservative value iteration (CVI) [16] based on the framework Eq. 3. CVI has not seen deep RL implementation to the best of our knowledge. Hence a performant deep CVI implementation is of independent interest.

All algorithms are implemented using library Stable Baselines 3 [53], and tuned using the library Optuna [56]. Further, all on- and off-policy algorithms share the same network architectures for their group (i.e. MDQN and CPP share the same architecture and PPO and A2C share another same architecture) for fair comparison. The experiments are evaluated over 3 random seeds. Details are provided in Appendix A.2. We expect that on simple tasks PPO and A2C might be stable due to the on-policy nature, but too slow to learn meaningful behaviors. However, PPO is known to take drastic updates and heavily needs code-level optimization to correct the drasticity [41]. On the other hand, for complicated tasks, too drastic policy updates might be corrupted by noises and errors, leading to divergent learning. By contrast, CPP should balance between learning speed and oscillation value, leading to gradual but smooth improvement.

5.3.2. Results

Final Scores. As is visible from Figure 4, Deep CPP achieved either the first or second place in terms of final scores on all environments, with the only competitive algorithm being MDQN which is the state-of-the-art DQN variant, and occasionally CVI which is the case of \( \zeta = 1 \). However, MDQN suffered from numerical stability on the environment Seaquest as can be seen from the flat line at the end of learning.

CVI performed well on the simple environment MsPacman, which can be interpreted as that learning on simple environments is not likely to oscillate, and hence the policy regularization imposed by \( \zeta \) is not really necessary, setting \( \zeta = 1 \) is the best approach for obtaining high return. However, in general it is better to have adjustable update: on the environment BeamRider the benefit of adjusting the degree of updates was significant: CPP learning curve quickly rised at the beginning.
Figure 4: Comparison on Atari games averaged over 3 random seeds. CPP, MoDQN, MDQN and CVI are implemented as variants of DQN and hence are off-policy. PPO and A2C are on-policy. Correspondence between algorithms and colors is shown in the lower right corner. Overall, CPP achieved the best balance between final scores, learning speed and oscillation values.

| Criterion | Algorithm | Assault | Seaquest | SpaceInvaders | MsPacman | BeamRider |
|-----------|-----------|---------|----------|---------------|----------|------------|
| $\|OJ\|_2$ | CPP       | 151     | 622      | 89            | 249      | 460        |
|           | MDQN      | 129     | 2149     | 77            | 202      | 220        |
|           | MoDQN     | 162     | 813      | 91            | 288      | 718        |
|           | CVI       | 77      | 449      | 83            | 292      | 220        |
|           | PPO       | 74      | 68       | 72            | 280      | 74         |
|           | A2C       | 218     | 98       | 48            | 395      | 87         |
| $\|OJ\|_{\infty}$ | CPP       | 59      | 561      | 42            | 26       | 292        |
|           | MDQN      | 51      | 2141     | 16            | 52       | 149        |
|           | MoDQN     | 111     | 716      | 36            | 124      | 665        |
|           | CVI       | 6       | 361      | 51            | 98       | 105        |
|           | PPO       | 16      | 9        | 7             | 36       | 33         |
|           | A2C       | 52      | 15       | 8             | 249      | 34         |

Table 1: The oscillation values of algorithms listed in Sec. 5.3.1 measured in $\|OJ\|_2$ and $\|OJ\|_{\infty}$ defined by Eq. (23). CPP achieved the best balance between final score, learning speed and oscillation values. Note that CPP was implemented to leverage off-policy data. Algorithms of small oscillation values, such as PPO, failed to compete with CPP in terms of final scores and convergence speed.

of learning, showing a significant large gap with all other algorithms. Further, while CVI occasionally performed well, it suffered also from numerical stability: on the environment Assault, CVI and MoDQN achieved around 1000 final scores but ran into numerical issues as visible from the end of learning. This problem has been pointed out in [45].

On the other hand, on all environments on-policy algorithms A2C and PPO failed to learn meaningful behaviors. On some environment such as Assault A2C showed divergent learning behavior at around $4 \times 10^6$ and PPO did not learn meaningful behavior until the end. This observation suggests that the sample complexity of on-policy algorithms is high and generally not favorable compared to off-policy algorithms.

Oscillation. The averaged oscillation values of all algorithms are listed in Table 1. While MDQN showed competitive performance against CPP, it exhibited wild oscillation on the difficult environment Seaquest [57] and finally ran into numerical issue as indicated by the flatline near the end. The oscillation value reached to around 2100. Since MDQN is the state-of-the-art regularized value iteration algorithm featuring implicit regularization, this result illustrates that on difficult environments, only reward regularization might not be sufficient to maintain stable learning. On the other hand, CPP achieved a balance between stable learning and small oscillation, with oscillation value around 600, attaining final score slightly lower than MDQN and higher than MoDQN and CVI.

The oscillation values and final scores should be combined together for evaluating how algorithms perform. CVI, MoDQN sometimes showed similar performance to CPP, but in general the final scores are lower than CPP, with higher oscillation values. On the other hand, MDQN showed competitive final scores, but sometimes it exhibited wild oscillation and ran into numerical issues, implying that on some environments where low oscillation is desired, CPP might be more desirable than MDQN.
On-policy algorithms even showed low oscillation values, but their final scores are considered unacceptable.

5.4. Ablation Study

We are interested in comparing the performance of DCPI with CPP to see the role played by $\zeta_{DCPI}$. It is also enlightening by inspecting the result of fixing $\zeta$ as a constant value. In this subsection, we perform ablation study by comparing the following four designs:

- DCPI with fixed $\zeta = 0.01$: this is to inspect the result of constantly low interpolation coefficient.
- DCPI with fixed $\zeta = 0.5$: this is to examine the performance of equally weighting all policies.
- CPI: this uses the coefficient from Eq. (13).
- SPI: this uses the DCPI architecture, but we compute $\zeta_A.SPI$ by using Eq. (15).

We examine those four designs on the challenging environment Seaquest. Other experimental settings are held same with Sec. 5.3.

As can be seen from Figure 5, all designs showed a similar trend of converging to some sub-optimal policy. The final scores were around 50, which was significantly lower than CPP in Figure 4. This result is not surprising since for $\zeta = 0.01$, almost no update was performed. For $\zeta = 0.5$, the algorithm weights contribution of all policies equally without caring about their quality. On this environment, $\zeta_A.SPI$ is vanishingly small similar with that shown in Figure 2(b). Lastly, for CPI the number of learning steps is not sufficient for learning meaningful behavior.

6. Discussion

Leveraging the entropy-regularized formulation for monotonic improvement has been recently analyzed in the policy gradient literature for tabular MDP [39, 58, 59]. In the tabular MDP setting with exact computation, monotonic improvement and fast convergence can be proved. However, realistic applications are beyond the scope for their analysis and no scalable implementation has been provided. On the other hand, value-based methods have readily applicable error propagation analysis [60-62] for the function approximation setting, but they seldom focus on monotonic improvement guarantees such as $J^{k+1} = J^k \geq 0$. In this paper, we started from the value-based perspective to derive monotonic improvement formulation and provide scalable implementation suitable for learning with deep networks.

We verified that CPP can approximately ensure monotonic improvement in low-dimensional problems and achieved superior tradeoff between learning speed and stabilized learning in high-dimensional Atari games. This tradeoff is best seen from the value of $\zeta$: in the beginning of learning the agent prefers to be cautious, resulting in small $\zeta$ values as can be seen from Figure 2(b). In relatively simple scenarios where exact computation or linear function approximation suffices, $\xi < 1$ might slow down convergence rate in favor of more stable learning. On the other hand, in challenging problems this cautiousness might in turn accelerate learning in the later stages, as can be seen from the CVI curves in Figure 4 that correspond to drastically setting $\zeta = 1$: except in the environment MsPacman, in all other environments CVI performed worse than CPP. This might be due to that learning with deep networks involve heavy approximation error and noises. Smoothly changing of the interpolation coefficient becomes necessary under these errors and noises, which is a core factor of CPP. We found that CPP was especially useful in challenging tasks where both learning progress and cautiousness are required. We believe CPP bridges the gap between theory and practice that long exists in the monotonic improvement RL literature: previous algorithms have only been tested on simple environments yet failed to deliver guaranteed stability.

CPP made a step towards practical monotonic improving RL by leveraging entropy-regularized RL. However, there is still room for improvement. Since the entropy-regularized policies are Boltzmann, generally the policy interpolation step does not yield another Boltzmann by adding two Boltzmann policies. Hence an information projection step should be performed to project the resultant policy back to the Boltzmann class to retrieve Boltzmann properties. While this projection step can be made perfect in the ideal case, in practice there is an unavoidable projection error. This error if well controlled, could be damaging and significantly degrade the performance. How to remove this error is an interesting future direction.

Another sublety of CPP is on the use of Lemma 3. Lemma 3 states that the maximum KL divergence of a sequence of CVI policies is bounded. However, since we performed interpolation on top of CVI policies, it is hence not clear whether this guarantee continues to hold for the interpolated policy, which renders our use of Lemma 3 heuristic. As demonstrated by the experimental results, we found such heuristic worked well for the problems studied. We leave the theoretical justification of Lemma 3 on interpolated policies to future work.

We believe the application of CPP, i.e., the combination of policy interpolation and entropy-regularization to other state-
of-the-art methods is feasible at least within the value iteration scenario. Indeed, CPP performs two regularization: one in the stochastic policy space and the other in the reward function. There are many algorithms share the reward function regularization idea with CPP, which implies the possibility of adding another layer of regularization on top of it. On the other hand, distributional RL methods may also benefit from the interpolation since they output distribution of rewards which renders interpolation straightforward. We leave them to future investigation.

Another interesting future direction is to extend CPP to the actor-critic setting that can handle continuous action spaces. Though both CPI-based and entropy-regularized concepts have been respectively applied in actor-critic algorithms, there has not seen published results showing featuring this combination. We expect that the combination could greatly alleviate the policy oscillation phenomenon in complicated continuous action control domain such as Mujoco environments.

7. Conclusion

In this paper we proposed a novel RL algorithm: cautious policy programming that leveraged a novel entropy regularization aware lower bound for monotonic policy improvement. The key ingredients of the CPP is the seminal policy interpolation and entropy-regularized policies. Based on this combination, we proposed a genre of novel RL algorithms that can effectively trade off learning speed and stability, especially inhibiting the policy oscillation problem that arises frequently in RL applications. We demonstrated the effectiveness of CPP against existing state-of-the-art algorithms on simple to challenging environments, in which CPP achieved performance consistent with the theory.
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Appendix A. Appendix

In the first part of the Appendix, we detail the proofs of the theorems and lemmas that appear in our paper. We provide implementation details in the latter half.

Appendix A.1. Proof of Theorem 4

In order to prove Theorem 4, we introduce the following two lemmas. The first concerns monotonic policy improvement and the second provides a tool for connecting it with the entropy-regularization-aware lower bound.

Appendix A.1.1. Monotonic Policy Improvement Lemma

In this section we provide the proof of Lemma 4. The proof was borrowed from [9] but for the ease of reading we rephrase it here.

Lemma 4. Provided that policy \( \pi' \) is generated by partial update Eq. (2), \( \zeta \) is chosen properly, and \( \Delta A^\pi_{s,a'} \geq 0 \), then the following improvement is guaranteed:

\[
\Delta J^\pi_{\pi',d'} \geq \frac{(1 - \gamma) \Delta A^\pi_{s,a'}}{2 \gamma^2 \delta \Delta A^\pi_s},
\]

with \( \zeta = \min(1, \zeta^*) \),

where \( \zeta^* = \frac{(1 - \gamma)^2 A^\pi_{s,a'}}{\gamma \delta \Delta A^\pi_s} \),

\[
\delta = \max_s \left| \sum_a (\hat{r}(a|s) - \pi(a|s)) \right|,
\]

\[
\Delta A^\pi_s = \max_{s,s'} |A^\pi_s(s) - A^\pi_{s'}(s')|.
\]

Proof: The proof follows the similar derivation in the classic CPI [8] and similar results appeared many times in e.g. [9, 22]. We also show that the role of \( \zeta \) and \( (1 - \zeta) \) in Eq. (2) can be exchanged by solving a similar problem. To begin, we leverage Theorem 3.5 of [9] that:

\[
\Delta J^\pi_{\pi',d'} \geq A^\pi_{s,a'} - \frac{\gamma \Delta A^\pi_{s,a'}}{2(1 - \gamma)^2} \max_s \left| \sum_a (\pi'(a|s) - \pi(a|s)) \right|. \tag{A.2}
\]

Substituting in \( \pi' = \zeta \hat{r} + (1 - \zeta) \pi \), we have:

\[
A^\pi_{s,a'} = \sum_s d^\pi(s) \sum_a \pi'(a|s) A^\pi(s,a)
\]

\[
= \sum_s d^\pi(s) \sum_a (\zeta \hat{r}(a|s) + (1 - \zeta) \pi(a|s)) A^\pi(s,a)
\]

\[
= \zeta \sum_s d^\pi(s) \sum_a \hat{r}(a|s) A^\pi(s,a) + (1 - \zeta) \pi A^\pi(s,a) \tag{A.3}
\]

\[
\Delta A^\pi_s = \max_{s,s'} |A^\pi_s(s) - A^\pi_{s'}(s')| = \max_{s,s'} |\zeta A^\pi_s(s) - A^\pi_{s'}(s')|,
\]

\[
\delta = \max_s \left| \sum_a (\pi'(a|s) - \pi(a|s)) \right|, \tag{A.4}
\]

Hence, Eq. (A.2) is transformed into:

\[
\Delta J^\pi_{\pi',d'} \geq \zeta \Delta A^\pi_s - \frac{\gamma^2 \Delta A^\pi_s}{2(1 - \gamma)^2} \max_s \left| \sum_a (\hat{r}(a|s) - \pi(a|s)) \right|. \tag{A.5}
\]
The right hand side (r.h.s.) is a quadratic function in $\zeta$ and has its maximum at
\[
\zeta^* = \frac{(1 - \gamma)^2 A^D_{\pi, d'}}{\gamma \Delta A^D_{\pi}} \max_s \frac{1}{\gamma} \left| \delta(a(s)) - \pi(a(s)) \right|.
\] 
(A.6)

By substituting $\zeta^*$ back to Eq. (A.5), we obtain:
\[
\Delta J_{\pi, d'}^\pi \geq \frac{((1 - \gamma) A^D_{\pi, d'})^2}{2 \gamma \delta \Delta A^D_{\pi}}.
\] 
(A.7)

When $\zeta^* > 1$, we clip it using $\min(1, \zeta^*)$.

Note that, if we exchange the roles of $\zeta$ and $(1 - \zeta)$, the coefficients in Eq. (A.5) should be $(1 - \zeta)$.
Equation (A.5) would become a quadratic function in $(1 - \zeta)$; hence the r.h.s. of Eq. (A.7) would be the maximum of $(1 - \zeta)^2$. This concludes the proof.

Remark. By noting that $\delta(a(s)) - \pi(a(s))$ appears in both $\delta$ and $\Delta A^D_{\pi}$, we see that the policy improvement $\Delta J_{\pi, d'}^\pi$ is governed by the maximum total variation of policies. While one can exploit Lemma 3 for a value-based RL algorithm, it can be seen that it would only apply to problems with small-state action spaces. In general, without further assumptions on $\pi^*, \pi, \pi^1$, lower-bounding policy improvement is intractable, as maximization $\delta$ and $\Delta A^D_{\pi}$ in a large state space require exponentially many samples for accurate estimation.

Appendix A.1.2. Entropy-regularization Lemma

To optimize the lowerbound in Lemma 3, it is required to know $\delta$ [9], which is intractable for large state spaces without further specification on the considered policy class.

By considering the class of entropy-regularized MDPs, Lemma 2 can be significantly simplified, of which the following lemma plays a crucial role.

Lemma 3. For any policies $\pi_K$ and $\pi_{K+1}$ generated by taking the maximizer of Eq. (7), the following bound holds for their maximum total variation:
\[
\max_s D_{TV}(\pi_{K+1}(\cdot|s) \| \pi_K(\cdot|s)) \leq \sqrt{1 - e^{-4B K^2 + 4C} K^2 - e^{-4B K^2 - 2C} K^2},
\] 
(A.8)

where $B_k = 1 - \gamma^k - \epsilon \beta$, $C_K = \beta r_{\text{max}} \sum_{k=0}^{K-1} a^k \gamma^{K-k-1}$.

$K$ denotes the current iteration index and $0 \leq k \leq K - 1$ is the loop index. $\epsilon$ is the uniform upper bound of error.

Proof. By the Fenchel conjugacy of the Shannon entropy and KL divergence [25], it is clear that the maximizing policies for the regularized MDP are Boltzmann softmax [63] as shown in Section 4.3.1. The relationship between Boltzmann softmax policies has recently been actively investigated [25, 64]. We leverage the very recent result [16, Proposition 3], which states that:
\[
\max_s D_{KL}(\pi_{K+1}(\cdot|s) \| \pi_K(\cdot|s)) \leq 4B K + 2C_K,
\] 
where $B_K = 1 - \gamma^K - \epsilon \beta$, $C_K = \beta r_{\text{max}} \sum_{k=0}^{K-1} a^k \gamma^{K-k-1}$.

(A.9)

To tackle this problem, we introduce the following bound due to [65] that has more benign behavior:
\[
D_{TV}(p|q) \leq \sqrt{1 - e^{-D_{KL}(p|q)}}.
\] 
(A.10)

A similar bound appears also in [67] but is a slightly looser. More relevant inequalities of such kind can be found in [66]. Both [65] and [67] feature the component $e^{-D_{KL}(p|q)}$ that ensures the total variation bound is well-defined: the upperbound $\sqrt{1 - e^{-D_{KL}(p|q)}}$ is guaranteed to be no larger than 1. Hence we can combine Eq. (A.10) with Eq. (A.9) by taking the maximization on both sides, yielding the following relationship:
\[
\max_s D_{TV}(\pi_{K+1}(\cdot|s) \| \pi_K(\cdot|s)) \leq \sqrt{1 - e^{-7B_k + 2C K^2}}.
\] 
(A.11)

Now by applying Pinsker’s inequality on Eq. (A.9), we have the following relationship:
\[
\max_s D_{TV}(\pi_{K+1}(\cdot|s) \| \pi_K(\cdot|s)) \leq \sqrt{8B_k + 4C K^2},
\] 
(A.12)

taking the minimum of Eqs. (A.11) [A.12] yields the promised result.

Now back to Eq. (A.9), since the reward is bounded in $[-1, 1]$, $r_{\text{max}}$ can be conveniently dropped. Also, note that for simplicity we assume there is no update error, i.e., $B_K = 0$. However, it can be straightforwardly extended to cases where errors present by simply choosing an upper-bound $\epsilon$ for errors. It is worth noting that in deep RL setting the magnitude of $\epsilon$ might be non-trivial and has to be considered in parameter tuning. Intuitively, Lemma 3 ensures that an updated entropy-regularized policy will not deviate much from the previous policy.
Appendix A.1.3. Proof of Theorem 4

Now, given Lemma 2 and Lemma 3, we are ready to prove Theorem 4. We first restate it for ease of reading.

**Theorem 4.** Provided that partial update Eq. (9) is adopted, $A_{\pi, d^t}^{\pi_{t+1}} \geq 0$, and $\zeta$ is chosen properly, then any maximizer policy of Eq. (3) guarantees the following improvement that depends only on $\alpha, \beta, \gamma$ and $A_{\pi, d^t}^{\pi_{t+1}}$ after any policy update:

$$\Delta^{\pi_{t+1}}_{\pi, d^t} \geq \frac{(1 - \gamma)^3 A_{\pi, d^t}^{\pi_{t+1}}}{4\gamma} \max \left\{ \frac{1}{1 - e^{-2\gamma}}, \frac{1}{4C_K} \right\},$$

with $\zeta = \min(1, \zeta')$, $C_K = \beta \sum_{k=0}^{K-1} \alpha^k \gamma^{K-k-1}$, and $\zeta' = (1 - \gamma)^3 A_{\pi, d^t}^{\pi_{t+1}} / 2\gamma \max \left\{ \frac{1}{1 - e^{-2\gamma}}, \frac{1}{4C_K} \right\}$.

**Proof.** The proof follows similarly to the proof of Lemma 2 and hence 9. We prove Theorem 4 by noticing the following inequalities hold for $\delta$ and $\Delta^{\pi}_{\pi}$ of Eq. (5), respectively:

$$\Delta^{\pi}_{\pi} = \max_{s \in S} |A_{\pi}^{\pi}(s) - A_{\pi}^{\pi}(s')|$$

$$\leq 2 \max_{s} |A_{\pi}^{\pi}(s)| = 2 \max_{s} \left| \sum_{a} \hat{\pi}(a)s(Q(s, a) - V_{\pi}(s)) \right|$$

$$= 2 \max_{s} \left| \sum_{a} (\hat{\pi}(a)sQ(s, a) - \pi(a)sQ(s, a)) \right|$$

$$\leq 2 \max_{s} \left| \sum_{a} (\hat{\pi}(a)s - \pi(a)s)Q(s, a) \right|$$

$$\leq 2\|Q_s\|_{ws}^{\gamma} \max_{s} \sum_{a} |\hat{\pi}(a)s - \pi(a)s|$$

$$\leq 2 \sqrt{2} V_{\max} \sqrt{D_{KL}(\hat{\pi}||\pi)}.$$

(A.13)

where $V_{\max} := 1 / \gamma^2 r_{\max}$ is the maximum possible value function. Since we assume reward is upper bounded by 1, $V_{\max} = 1 / \gamma^2$. The second inequality makes use of the triangle inequality:

$$\delta \leq \max_{s} \sum_{a \in \mathcal{A}} |(\hat{\pi}(a)s - \pi(a)s)|,$$

(A.14)

and the third inequality makes use of Hölder’s inequality $\frac{1}{p} + \frac{1}{q} = 1$, with $p$ set to 1 and $q$ set to $\infty$. The last inequality is because of Pinsker’s inequality:

$$\max_{s} \sum_{a \in \mathcal{A}} |\hat{\pi}(a)s - \pi(a)s| \leq \max_{s} \sqrt{2D_{KL}(\hat{\pi}||\pi)} \leq \frac{1}{\sqrt{2}} V_{\max}.$$

Following [9], by incorporating Eqs. (A.14), (A.15) and Eqs. (A.11) into $\Delta^{\pi}_{\pi, d^t}$, we have:

$$\Delta^{\pi}_{\pi, d^t} \geq \frac{(1 - \gamma)^3 A_{\pi, d^t}^{\pi_{t+1}}}{2\gamma D_{\pi, d^t}} \max \left\{ \frac{1}{1 - e^{-2\gamma}}, \frac{1}{4C_K} \right\}.$$

(A.16)

by taking the maximum of the two possible outcomes, the result becomes:

$$\Delta^{\pi}_{\pi, d^t} \geq \frac{(1 - \gamma)^3 (A_{\pi, d^t}^{\pi_{t+1}})^2}{4\gamma^2 D_{\pi, d^t}} \max \left\{ \frac{1}{1 - e^{-2\gamma}}, \frac{1}{4C_K} \right\}. $$

The way of choosing $\zeta$ is same as Eq. (A.7) solving the equation that is negative quadratic in $\zeta$.

**Appendix A.2. Implementation Details**

In Algorithm 2, we followed [17] for computing the stationary weighted advantage function that empirically shows good performance. It should be noted that accurately estimating stationary distribution is still nontrivial [68] and we leave the improvement to CPP in this regard to our future work.

Deep CPP, MDQN, MoDQN and CVI in the experimental section share the same network architecture and hyperparameters as specified by the following table:

| Hyperparameters | Values |
|----------------|--------|
| Number of convolutional layers | 3 |
| Convolutional layer channels | (32, 64, 64) |
| Convolutional layer kernel size | (8, 4, 3) |
| Convolutional layer stride | (4, 2, 1) |
| Number of fully connected layers | 1, with 512 hidden units |
| Batch size | 64 |
| Replay buffer size | $10^6$ |
| Discount rate | 0.99 |
| Steps per update | 4 |
| Learning rate | $1 \times 10^{-4}$ |
| Optimizer | Adam [24] |
| Loss | Mean squared error |
| $T$ the total number of steps | $5 \times 10^5$ |
| $F$ the interaction period | 4 |
| $C$ the update period | 8000 |

By comparing our results on Deep CPP and Deep CPI [17] we see there is difference on the horizon. We ran all algorithms
for $5 \times 10^6$ steps while Deep CPI was ran for $5 \times 10^7$ steps. However, we can still make a comparison by the scores up to $5 \times 10^6$ steps. By comparing on the environments that appeared in both papers we have:

| Environment  | DCPP | DCPI |
|--------------|------|------|
| MsPacman     | 2000 | 2200 |
| SpaceInvaders| 800  | 800  |
| Seaquest     | 3000 | 2000 |

Hence we see on relatively simple environments like MsPacman and SpaceInvaders DCPP and DCPI performed similarly. On the other hand, on the challenging environment Seaquest [57], DCPP achieved around 30% higher scores at the end of $5 \times 10^6$ environment steps.

We also report the tuned hyperparameters unique to each algorithm in Figure 3 using Optuna [56]:

| Algorithm | Parameters          |
|-----------|---------------------|
| CPP       | Entropy $\tau$: 0.0124, KL regularization $\sigma$: 0.001 |
| MDQN      | Entropy $\tau$: 0.03, Munchausen term $\sigma$: 0.9 |
| MoDQN     | Same with [43] |
| CVI       | Gap coefficient $\sigma$: 0.00024, Temperature $\beta$: 0.000225 |

The hyperparameters were obtained by running on the environment SpaceInvaders for 300 Optuna trials [56]. Each trial consists of $10^5$ steps and the resultant 300 sets of parameters were ranked. For the on-policy algorithms, PPO and A2C are built-in with Stable Baselines 3 library [55] and the parameters were ranked. For the off-policy algorithms, PPO and A2C are built-in with Stable Baselines 3 library [55] and the parameters were ranked. We evaluated them without changing their default hyperparameters.
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