STUDY ON SHADOW DETECTION FROM HIGH-RESOLUTION SATELLITE IMAGES USING COLOR MODEL

Yasser Mostafa\textsuperscript{a*}, Beshoy Nady\textsuperscript{b}

\textsuperscript{a}Civil Eng. Dept., Faculty of Engineering, Sohag University, Sohag, Egypt
\textsuperscript{b}Civil Eng. Dept., Faculty of Engineering, Assuit University, Assuit, Egypt

Abstract

Shadow detection is an important process for applications like classification, change detection, image interpretation, object detection, and recognition. The existence of shadow in satellite images reduce the amount of information that can be extracted and accordingly makes these applications more difficult or even impossible. Different color space is used to detect shadows based on $R$, $G$, and $B$ bands. This paper aims to represent an automatic approach for shadow detection from high-resolution satellite images. In this approach, a new index to highlight shadow areas based on $C_1C_2C_3$ color model is developed. A comparative study is carried out between the proposed index with a different photometric invariant color model, including IHS, HSV, YIQ, and $YCbCr$ models over the ratio and single-band images. Then, an automatic thresholding method is applied in images histogram. The accuracy of the obtained results is evaluated in terms of visual comparisons and shadow detection accuracy assessments. Experimental results show that the proposed ratio method provides the best results for shadow detection. On the other hand, shallow water is still misclassified as a shadow.
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1. INTRODUCTION

A shadow occurs when an object partially or totally occludes direct light from a source of illumination. It is not difficult for human interpreters to identify shadows in satellite images since the shadow is one of the fundamental elements in visual photo interpretation. Presence of shadow reduces the successful rate of object recognition, edge extraction, image matching, and change detection. On the other hand, it can produce a great deal of useful information about shape, relative position, surface character, and other characters of the object generating shadow [1].

Regarding shadow detection in high-resolution satellite images, two main approaches are reported in the previous literature, namely, the model-based and the property-based. The former method needs an accurate 3D model and complete knowledge of the sun orientation. However, since usually, such knowledge is not available, most of the detection algorithms are based on shadow properties methods. The property-based approaches make use of certain shadow properties in images, such as brightness, spectral characteristics, and geometry which are directly deduced from the image data information [2, 3]. Because of their simplicity both in principle and implementation, the property-based approaches have been widely used in literature.
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Many property-based methods are introduced for shadow detection. The two main factors that affect shadow extraction are the index selected from the employed color model and the thresholding method. Several color models were used by researchers for the property-based method of shadow detection. Gevers and Smeulders, [4] proposed \( C_1C_2C_3 \) color model. The \( C_3 \) layer is used for shadow detection [5-7]. Texture filter and region growing techniques are then applied to extract shadows. Tsai [8] compared the effectiveness of various ratio maps from different color models including HSI, HSV, HCV, YIQ, and \( YC_bC_r \) models for shadow detection. Spectral ratio of [8] is improved by Chung et al. [9] through stretch the gap between the ratio values of shadow and non-shadow pixels. Experimental results show that the improved method provides more reliable and accurate shadow detection results than the algorithms proposed by [8]. Ma et al. [10] introduced a new index from the HSV color space named Normalized Saturation Value Difference Index (NSVDI) to detect shadows. The image pixel, which has a higher NSVDI than zero threshold value, is categorized as a shadow; otherwise, it is non-shadow. Three different indices suggested by Cai et al. [11] for shadow detection based on HSI color space which produced more accurate results than using HSI color space only. Mostafa and Abdelhafiz [12] analyzing the spectral features of objects in high-resolution satellite images and developed a new image index for shadow detection based on highlighting shadow areas in the first principal component using R, G, and B bands.

Some problems can be found in property-based methods like the misclassification between shadow and dark objects such as water. Water areas provide low reflectance; therefore, they are commonly classified as a shadow. This paper introduced an effective and simple approach for shadow detection in high-resolution satellite images based on \( C_1C_2C_3 \) color model.

The rest of this paper is organized as follows. Section 2 demonstrates the study area and data used. Section 3 describe color spaces of special interest for shadow detection. In Section 4, the proposed approach is briefly described. Accuracy assessment of shadow detection, which is applied in the present study, is detailed in Section 5. Results and discussion are demonstrated through Section 6. Conclusions are given in Section 7.

2. STUDY AREA AND DATA USED:

![RGB colour satellite images](a) power station, (b) complex building.

Fig. 1 shows two study areas from pan sharpened IKONOS satellite image with a resolution of 1 meter. The first study area for power station Fig. 1(a) with a size of 951 × 509 m, includes water, bare soil, roads, buildings, diesel cisterns, trees, and so on. The second study area for complex building Fig. 1(b) with a size of 392 × 394 m, includes buildings, roads, trees, and vehicles. The study areas were chosen with different land cover to examine the ability of the proposed method to deal with complex situations like water bodies and dark objects.

3. INvariant COLOR SPACES:

In visual interpretation applications the color tone is considered a powerful descriptor that simplifies and dominates feature identification. Color can be represented in a variety of three-dimensional spaces. Each color
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3.1. Intensity-Hue-Saturation (IHS) Color Space:

Numerous algorithms have been developed and used to convert the RGB color space to the IHS color space [13]. In this study, the algorithm of RGB-to-IHS transformation, supported in the ERDAS software, has been adopted. Mostafa et al., [14] used IHS taking into consideration NIR1, RE, and CB bands instead of R, G, and B bands. The mathematical expressions described in the ERDAS field guide [15] as follows:

\[
\text{Intensity}(I) = \frac{M + m}{2} \tag{1}
\]

\[
\text{Hue}(H) = \begin{cases} 
  0, & \text{if } M = m \\
  60 \left(2 + b - g\right), & \text{if } R = M \\
  60 \left(4 + r - b\right), & \text{if } G = M 
\end{cases} \tag{2}
\]

\[
\text{Saturation (S)} = \begin{cases} 
  0, & \text{if } M = m \\
  \frac{(M - m)(M + m)}{(M - m)(2 - M + m)}, & \text{if } I \leq 0.5 \\
  \frac{(M - m)(2 - M + m)}{(M - m)(2 - M + m)}, & \text{if } I > 0.5 
\end{cases} \tag{3}
\]

where \(M\) is the largest value of \(R\), \(G\), and \(B\) bands and \(m\) is the least value of \(R\), \(G\), and \(B\) bands. \(r, g, b \in [0, 1]\) are normalized bands of \(R\), \(G\), and \(B\) bands, respectively.

3.2. Hue-Saturation-Value (HSV) Color Space:

In [16], Smith described a triangle based HSV model in the following relations with the RGB model:

\[
V = \frac{1}{3} (R + G + B) \tag{4}
\]

\[
S = 1 - \frac{3}{R+G+B} \min(R, G, B) \tag{5}
\]

\[
H = \begin{cases} 
  \theta, & \text{if } B \leq G \\
  360^\circ - \theta, & \text{if } B > G 
\end{cases} \tag{6}
\]

in which \(\theta = \cos^{-1} \left( \frac{1}{2} \left( \frac{R-G}{\sqrt{(R-G)^2+(R-B)(G-B)}} \right) \right)\).

3.3. Luma-in phase-quadrature (YIQ) Color Space

The YIQ color model is a widely supported standard in National Television Standards Commission (NTSC) color TV transmission. In this scheme, is proportional to the gamma-corrected luminance, which corresponds roughly with intensity, and jointly describes the chroma, which corresponds with hue and saturation, of a color image in the following relations with the RGB model:

\[
\begin{bmatrix}
Y \\
I \\
Q
\end{bmatrix} = 
\begin{bmatrix}
0.299 & 0.587 & 0.114 \\
0.596 & -0.275 & -0.321 \\
0.212 & -0.523 & 0.311
\end{bmatrix} 
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} \tag{7}
\]
3.4. Luminance - Chroma blue - Chroma red YCbCr Color Space:

The YCbCr model is used in most video and image compression standards like JPEG, MPEG, and H263+ for the transmission of luma and chroma components coded in the integer range [0, 255]. It has the following relations with the RGB model [17]:

\[
\begin{bmatrix}
Y \\
C_b \\
C_r
\end{bmatrix} = \begin{bmatrix}
0.275 & 0.504 & 0.098 \\
-0.148 & -0.291 & 0.439 \\
0.439 & -0.368 & -0.071
\end{bmatrix} \begin{bmatrix}
R \\
G \\
B
\end{bmatrix} + \begin{bmatrix}
16 \\
128 \\
128
\end{bmatrix}
\]  

(8)

3.5. First, Second, and Third chrominance C₁C₂C₃ Color Space

The C₁C₂C₃ color space is a scale model between the three RGB components in RGB-space [18], the three-color components of which vary with the surface reflection and the sensor. The model is defined as follows:

\[
C_1 = \arctan \left( \frac{R}{\max(G,B)} \right)
\]  

(9)

\[
C_2 = \arctan \left( \frac{G}{\max(R,B)} \right)
\]  

(10)

\[
C_3 = \arctan \left( \frac{B}{\max(R,G)} \right)
\]  

(11)

C₁C₂C₃-space, the best nonlinear transformation model for shadow detection, is barely sensitive to reflected light. Moreover, the brightness of the R and G color component is lower, but the B color component is larger than the non-shadow areas under the same reflection condition, so the C₃ component is suitable for the shadow detection [19].

4. THE PROPOSED APPROACH FOR SHADOW DETECTION ALGORITHM:

Shadow detection indices aim to highlight the difference between shadow and non-shadow pixels in multispectral satellite images. Arevalo, et al [20] and Sarabandi et al [5] found that the C₃ component is sensitive to shadow and can discriminate between shadows and other dark objects in the image. Jiang et al. [19] combined a normalized C₃ component and a modified laplacian operator to detect shadows. However, the C₃ component is unstable regarding to certain color values which leads to the misclassification of non-shadow pixels as a shadow [21]. This occurs for pixels with low saturation and those with extreme intensity (i.e., low and high, respectively). The proposed approach consists of two stages, which are the generation of a new image index to distinguish between shadow and non-shadow pixels as a first step. In the next step, the appropriate threshold is presented to automatically identify the shadow from the index.

4.1. Ratio Shadow Index (RSI)

As using a single-band image gives inaccurate detection of shadow pixels, it will be more convenient to use all the characteristics of the available bands of a multispectral image in the shadow detection process [22]. The satellite images are converted from RGB to C₁C₂C₃ color model first. Then transformed components are scaled to the range of [0, 1] values. A ratio shadow index (RSI) is developed by utilizing C₁ and C₃ bands as follows:

\[
\text{RSI} = \frac{C_3 + 1}{C_1 + 1}
\]  

(12)

where C₁ and C₃ representing the first, and third chrominance in C₁C₂C₃ color model, respectively.
4.2. Thresholding

Fig. 2. Shadow mask with the proposed RSI (a) power station and (b) complex building.

When the automatic threshold is used, usually the whole sequence will be automatic. Otsu [23] proposed a histogram-based threshold selection method that is suitable for separating an object from its background. This method is used to automatically select the threshold $T$ to separate shadow regions from non-shadow regions in the intensity map. In Otsu’s [23] method, a threshold $T$ is selected to maximize.

$$V(T) = \frac{(\mu(T) - \omega(T))}{\omega(T) \cdot \mu(T)}^2$$

(13)

where $\omega(T) = \sum_{i=0}^{T} P_i$, $\mu(T) = \sum_{i=T+1}^{255} P_i$, $\mu = \sum_{i=0}^{255} i \cdot P_i$ and $P_i$ is the probability of pixels with grey level $i$ in the image. Fig. 2 shows the application of the proposed index on the two study areas of Fig. 1.

5. ACCURACY ASSESSMENT

For accuracy assessment, true shadow images which are created by manual interpretations (Figs. 3 (a) and (b)) are used as reference images. The objective evaluation metrics are then computed for the proposed shadow images based on the concept of the error matrices [24] and the terminology in references [25, 26], the evaluation metrics of shadow detection accuracy assessment at the pixel level define as follows.

1) Producer’s accuracies: (a) shadow: $\eta_s = \frac{TP}{TP + FN}$

\hspace{2cm} (b) non-shadow: $\eta_n = \frac{TN}{FP + TN}$

(14) (15)

2) User’s accuracies: (a) shadow: $p_s = \frac{TP}{TP + FP}$

\hspace{2cm} (b) non-shadow: $p_n = \frac{TN}{TP + FN}$

(16) (17)

3) Overall accuracy: $\tau = \frac{TP + TN}{TP + TN + FP + FN}$

(18)

in which TP (True Positive) is the number of shadow pixels correctly identified, FN (False Negative) is the number of shadow pixels identified as non-shadows, FP (False Positive) is the number of non-shadow pixels identified as shadows, TN (True Negative) is the number of non-shadow pixels correctly identified, and TP + TN + FP + FN stands for the total number of pixels in the image.
To validate the proposed RSI and check its efficiency, the obtained results are compared with effective single-band and the standard ratio color model mentioned in [8]. The two study areas are converted from RGB to four color models (IHS, HSV, YIQ, and YC_bC_r). Then transformed components are scaled to the range of [0, 1] values. The ratio maps are \((S +1)/(I +1)\) in IHS, \((H+1)/(V+1)\) in HSV, \((Q +1)/(Y +1)\) in YIQ, and \((C_b +1)/(Y +1)\) in YC_bC_r. The thresholding techniques are applied over the ratio and single-band (S in IHS, H in HSV, Q in YIQ, \(C_b\) in YC_bC_r, and \(C_3\) in \(C_1C_2C_3\)) images to delineate shadow regions. The images obtained will be binary images with all shadow pixels set to 0 and all non-shadow pixels are set to 1.

**TABLE 1: SHADOW DETECTION ACCURACY MEASUREMENTS OF THE IMAGE IN FIG. 1(A).**

| Method | Colour Model | Threshold value | Producer’s Accuracy | User’s Accuracy | Overall Accuracy \(\tau\) (%) |
|--------|--------------|-----------------|---------------------|-----------------|-------------------------|
|        |              |                 | Shadow \(\eta_s\) (%) | Non-shadow \(\eta_n\) (%) | Shadow \(p_s\) (%) | Non-shadow \(p_n\) (%) |
| IHS    | ratio        | 117             | 98.45               | 69.79           | 25.24                  | 99.77                  | 72.48                  |
|        | S            | 93              | 97.20               | 71.94           | 26.41                  | 99.60                  | 74.31                  |
| HSV    | ratio        | 111             | 99.76               | 59.57           | 20.35                  | 99.96                  | 63.34                  |
|        | H            | 85              | 99.84               | 59.54           | 20.36                  | 99.97                  | 63.32                  |
| YIQ    | ratio        | 172             | 99.74               | 45.03           | 15.82                  | 99.94                  | 50.17                  |
|        | Q            | 182             | 99.72               | 36.95           | 14.08                  | 99.92                  | 42.84                  |
| YC_bC_r| ratio       | 134             | 99.86               | 57.91           | 19.73                  | 99.98                  | 61.85                  |
|        | \(C_b\)     | 186             | 99.95               | 41.17           | 14.97                  | 99.99                  | 46.69                  |
| \(C_1C_2C_3\) | RSI | 66             | 86.90               | 75.38           | 26.77                  | 98.23                  | 76.46                  |
| \(C_3\) |              | 115             | 99.50               | 59.93           | 20.46                  | 99.91                  | 63.64                  |

Shadow detection is evaluated in terms of visual comparisons and accuracy assessments. Shadow masks are compared with the true shadow masks of Figs. 3(a) and (b), respectively. Accuracy measurements results of shadow detection of the power station Fig. 1(a) and the complex building Fig. 1(b) are summarized in Tables 1 and 2, respectively. Fig. 4 and Fig. 5 show shadow extraction results of the ratio and single-band images, respectively.
TABLE 2: SHADOW DETECTION ACCURACY MEASUREMENTS OF THE IMAGE IN FIG. 1(B).

| Method | Color Model | Threshold value | Producer’s Accuracy | User’s Accuracy | Producer’s Accuracy | Shadow $\eta_s$ (%) | Non-shadow $\eta_n$ (%) | Shadow $\eta_s$ (%) | Non-shadow $\eta_n$ (%) |
|--------|-------------|-----------------|---------------------|----------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| IHS    | ratio       | 123             | 100.00              | 63.85          | 50.31               | 100.00              | 73.53               |                     |                     |
|        | S           | 85              | 99.76               | 87.81          | 74.97               | 99.90               | 91.01               |                     |                     |
| HSV    | ratio       | 112             | 100.00              | 70.54          | 55.40               | 100.00              | 78.43               |                     |                     |
|        | H           | 120             | 100.00              | 68.77          | 53.95               | 100.00              | 77.14               |                     |                     |
| YIQ    | ratio       | 124             | 100.00              | 51.33          | 42.92               | 100.00              | 64.37               |                     |                     |
|        | Q           | 149             | 99.78               | 43.89          | 39.42               | 99.82               | 58.86               |                     |                     |
| YC₀C₃  | ratio       | 131             | 100.00              | 47.13          | 40.91               | 100.00              | 61.30               |                     |                     |
|        | C₈          | 160             | 100.00              | 45.28          | 40.07               | 100.00              | 59.94               |                     |                     |
| C₁C₂C₃ | RSI         | 58              | 98.71               | 92.74          | 83.26               | 99.50               | 94.34               |                     |                     |
|        | C₃          | 101             | 99.86               | 76.92          | 61.29               | 99.94               | 83.07               |                     |                     |

Fig. 4. Shadow extraction (in black) results using ratio method.
RESULTS AND DISCUSSION

The proposed index RSI produces the highest overall accuracy results. Also, it gives better results than C3 band method. This can be attributed to the misclassification of small areas of bare soil and roads in C3 band as a shadow. The index gives an overall accuracy of 76.46 % for study area A and 94.34 % for study area B. Visual inspection of images in the ratio maps and single bands (Fig. 4 and Fig. 5) respectively, show that the differences
between color models are variant. In the power station, the misclassification of shadow results from a large area of shallow water in the upper right corner reduces results in all color models. In IHS and HSV model, the same results are acquired in the ratio and single-band images as shown in Fig. 6. Where, the ratio method gives better results in YIQ and YCbCr models than single-band method. This is due to the misclassification of bare soil as shadow. In the complex building, single-band method gives better results in the IHS model (S band) than the ratio method. The main reason is the misclassification of bare soil and roads as shadow in the ratio method. Where, in YIQ and YCbCr models the same results are acquired in the ratio and single-band images.

![Overall accuracy](image)

**Fig. 6.** Overall accuracy of shadow extraction results.

![Shadow extraction results](image)

**Fig. 7.** Shadow extraction results of RSI.

Fig. 7 shows the results of shadow extracted by the proposed RSI. In this figure, shadow masks from RSI are superimposed on the true shadow masks of Figs. 2(a) and (b), respectively. The green color indicates areas of shadow that are classified correctly (TP). The black color indicates shadow areas that are misclassified as non-shadow (FN). This type of misclassification caused mainly by self-shadow as shown with diesel cisterns in the power station image. The yellow color indicates areas of non-shadow that are misclassified as a shadow (FP). The main yellow area in the power station consists of shallow water and small areas from dark vegetation. Where in complex buildings the main yellow area consists of dark vegetation and a small area from bare soil. The pink color indicates areas of non-shadow that are classified correctly (TN).
7. CONCLUSION

In this work, a new shadow detection index is presented and validated. $C_1$ and $C_3$ bands from color model $C_1C_2C_3$ are employed to form the RSI. Shadow pixels are then extracted from the index histogram using a certain threshold. The developed index was applied to two study areas and accuracy results are compared with ratio maps and single band. The proposed index achieved the highest accuracy. The experimental results demonstrate the effectiveness and stability of the proposed index. However, there is misclassification between dark object and water in the proposed approach since they are in the same side of the image histogram. It is recommended to separate dark objects such as water by using different methods before shadow detection.
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