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Abstract

A data-driven convergence criterion for the D’Agostini (Richardson-Lucy) iterative unfolding is presented. It relies on the unregularized spectrum (infinite number of iterations), and allows a safe estimation of the bias and undercoverage induced by truncating the algorithm. In addition, situations where the response matrix is not perfectly known are also discussed, and show that in most cases the unregularized spectrum is not an unbiased estimator of the true distribution. Whenever a bias is introduced, either by truncation of by poor knowledge of the response, a way to retrieve appropriate coverage properties is proposed.

Introduction

Unfolding procedures are at the heart of many domains in science and engineering, from optics to high-energy physics. These procedures aim at answering the apparently simple question: what is the true physical distribution that led to the observed data? The answer is however often not simple, since detector effects (such as finite resolution or limited acceptance) smear the signal and information about the initial distribution is partially lost. Moreover, there may be some non-trivial transformation between the true variable and the observed one: for example, one could like to infer the momentum of a particle from its penetration length in a calorimeter. Many unfolding (or deconvolution) techniques have been proposed in the last decades \cite{1,2,3,4,5,6} to solve this statistical problem, in a large variety of physics fields.

A general issue when solving such inverse problems is that unfolding procedures enhance fluctuations. Indeed, to counter the smearing by detector effects, unfolding techniques act as anti-smearing processes. Any true distribution will be smeared when folded through the detector finite resolution, so we may find a true spectrum with large fluctuations while the corresponding observed data remains relatively smooth. To mitigate this effect one uses regularization techniques to encode some additional information about, for instance, the smoothness, curvature or generic shape of the true distribution. Doing so, the variance of the true distribution’s estimator is reduced, but biases are introduced, and the regularized variance do not provide proper frequentist coverage anymore. The strength of the regularization may be tuned to balance decreasing variance with increasing bias. This tuning suffers however from arbitrariness since there seem not to be many consensual prescriptions (if any), though the statistics field has proposed several criteria \cite{7,8}. Popular regularized methods in high-energy physics are such as penalized log-likelihood minimization or Tikhonov regularization \cite{9,10,11}, filtered Singular Value Decomposition \cite{10,11}, and truncated iterative unfoldings \cite{12,13}.

The iterative unfolding algorithm introduced by D’Agostini \cite{14,15} in high energy physics, and known as Richardson-Lucy \cite{1,2} in astrophysics since the 1970s, is widely used. D’Agostini’s
formulation is based on Bayes’ inversion formula for conditional probabilities and is interpreted in terms of Bayesian statistics. This algorithm however appears to be equivalent to the expectation-minimization (EM) algorithm applied to obtain a maximum-likelihood estimator (MLE) for Poisson likelihoods (see for example a derivation in [15]), and can be efficiently used apart from its Bayesian interpretation.

In such EM algorithms, an initial guess of the true distribution is required at the start, but the limit point of the algorithm is an unbiased MLE. The regularization is introduced by stopping the algorithm after a small number of iterations. Doing so, the estimator is biased and depends on the initial guess that has been used to start the iterations. In analyses using this iterative algorithm, the cut-off is chosen, at best, after more or less detailed Monte-Carlo (MC) studies ensuring that the bias introduced by the truncation is reasonably small – in the worst case, no dedicated studies are done at all. In any situation, such a MC-based approach is only valid if MC distributions used for these tests are in close compatibility with the observed data. However, if the truncation bias is evaluated based on MC distributions that do not reproduce well the data, there is no guarantee for the chosen cut-off to be appropriate for the data set of interest, and the level of bias may be well underestimated.

In order to remedy this effect, we present here a data-driven criterion to choose an appropriate number of iterations for D’Agostini-like iterative algorithms. It provides an upper bound of the regularization bias that can be used to correct for under-coverage of the error estimates. This criterion has been primarily developed and used for neutrino-nucleus cross section measurements [16]. Because of nuclear collective effects, neutrino-nucleus interactions Monte-Carlo generators [17, 18] have sizeable uncertainties and their respective predictions are not always consistent with each other (though remarkable improvements have been done in the last decade). In this field, as in others where Monte-Carlo simulations are suspected to not be as accurate as expected, such a data-driven criterion will hopefully help for more cautious data analysis.

This article is organized as follows. The iterative unfolding algorithm and its properties are recalled in section 1. In section 2 a two-peak toy model used for illustration is introduced. Section 3 presents the convergence criterion, and coverage properties of unfolded spectra are studied. In section 4 the cases where the response matrix is not perfectly known are discussed. Finally, we conclude and discuss some other methods in section 5.

1. Iterative unfolding

The iterative unfolding algorithm aims at recovering the distribution of a true variable \( X_{\text{true}} \) provided the observation of its observed counterpart \( Y_{\text{obs}} \). We follow here the description of D’Agostini [5], which works with binned distributions (histograms). We denote \( D = (D_j)_{j=1,...,n_{\text{obs}}} \), the vector of observed counts; an estimator of the true distribution \( N \) will be denoted as \( \hat{N} = (\hat{N}_i)_{i=1,...,n_{\text{true}}} \).

The unfolding matrix \( U = (U_{ij}) \) is built as the transition matrix

\[
U_{ij} \equiv P(X_{\text{true}} \text{ in bin } i \mid Y_{\text{obs}} \text{ in bin } j) \equiv P(X_{\text{true}} \mid Y_{\text{obs}}). \quad (1)
\]

which can be written, using Bayes’ formula, as

\[
U_{ij} = \frac{P(Y_{\text{obs}} \mid X_{\text{true}}) \cdot P(X_{\text{true}})}{P(Y_{\text{obs}})}. \quad (2)
\]

The denominator can be regarded as a normalization factor, ensuring that \( \sum_i U_{ij} = 1 \): all observed counts originate from some true bin. The reverted conditional probability \( P(Y_{\text{obs}} \mid X_{\text{true}}) \) is to be identified with the detector response matrix \( R \), transforming the true variable into the observed one. Finally, \( P(X_{\text{true}}) \) is a prior guess of what the distribution of \( X_{\text{true}} \) could be, called in short prior (denoted \( P_0 \)). The unfolding matrix then writes

\[
U_{ij} = \frac{R_{ij}P_{0,i}}{\sum_l R_{lj}P_{0,l}}, \quad (3)
\]
built upon only two ingredients: the detector response matrix and the prior. The unfolded estimator $\hat{N}$ is obtained as $\hat{N} = U \cdot D$ as a direct consequence of the relation $P(X_{\text{true}}^i) = \sum_j P(X_{\text{true}}^i | Y_{\text{obs}}^j) P(Y_{\text{obs}}^j)$.

To mitigate the arbitrariness due to the choice of a specific prior, iterations are introduced. The prior is replaced, for the next iteration, by the true spectrum $\hat{N}$ just extracted: $P_{1,i} \equiv \hat{N}_i / \sum_l \hat{N}_l$. The algorithm then reads:

1. Initialization: pick a prior $P_0$
2. Recursion: for any iteration $k$
   - build the unfolding matrix $U_k$ as $U_{k,ij} = R_{ij} P_{k,i} / \sum_l R_{lj} P_{k,l}$
   - extract the unfolded distribution $\hat{N}_{k+1} = U_k \cdot D$
   - update the prior as $P_{k+1,i} \equiv \hat{N}_{k+1,i} / \sum_l \hat{N}_{k+1,l}$

This algorithm produces a sequence of true spectra $(\hat{N}_k)_{k \geq 1}$, for which the prior is (up to a normalization) nothing but the initial condition. The response matrix stays the same throughout all iterations and defines the endpoint of the sequence, that we may note $\hat{N}_\infty$.

What are the properties of $\hat{N}_\infty$? Few theoretical studies have been done on this iterative algorithm, through its connection to the expectation-maximization (EM) algorithm. Indeed, applying an EM algorithm on Poisson likelihoods leads to the exact same iteration (see a derivation in [15, section 4.1.2]). Results of our interest here are as follows [15, 19, and references therein]:

1. $\hat{N}_\infty$ is a maximum-likelihood estimator (MLE) for the Poisson likelihood built from the observations $D$:
   \[
   \mathcal{L}(N; D) = \prod_{j=1}^{n_{\text{obs}}} \text{Poisson}(D_j; (RN)_j); 
   \]

2. it does not depends on the chosen prior;
3. if the response matrix is perfectly known then $\hat{N}_\infty$ is an unbiased MLE, i.e. over statistical realizations we have $\langle \hat{N}_\infty \rangle = N$ where $N$ is the true distribution.

Note that these properties hold under the assumption that the response has full column rank, i.e. $\text{rank}(R) = n_{\text{true}}$; if needed, the number of bins $n_{\text{true}}$ of the unfolded distribution can be reduced until this condition is fulfilled.

The three properties above are lost when the algorithm is truncated after a finite number of iterations $k$. $\hat{N}_k$ is not a maximum-likelihood estimator. It varies under a change of prior, and the lower $k$, the larger this variation. A truncation bias is introduced: even with the exact response matrix, we have $\langle \hat{N}_k \rangle \neq N$, resulting in (severe) undercoverage.

However, $\hat{N}_\infty$ often suffers from large variance and lack of smoothness, which is a typical feature of anti-smearing processes. Therefore, limited deviations from these properties may be acceptable, but the choice of $k$ should be addressed, in any case, with special care; small values of $k$ could lead to sizeable bias. We present in this paper a data-driven criterion to choose a suitable $k$ (cf. section 3.2).

---

1 The importance of the response matrix can be illustrated as follows in a simple situation. Let $R$ be the exact response matrix; observations are such that $D \sim \text{Poisson}(RN)$. Assuming $R$ to be an invertible square matrix, we may formally identify $\hat{N}_\infty \equiv R^{-1}D$. As a result, $\langle \hat{N}_\infty \rangle = R^{-1}RN$; the endpoint is biased when the reponse matrix in the unfolding is not the exact one ($R \neq R$).

2 A singular exception arises when the prior equals the true distribution ($P_0 = N$), but never occurs in real data analysis where the true distribution is unknown.
Because of the iterative nature of the algorithm, uncertainty propagation is not straightforward. There are no linear relations between the unfolded ($\hat{N}_k$) and observed ($D$) distributions for $k \geq 2$ since updated priors and unfolding matrices are also dependent on $D$. However, an error propagation matrix $E_k$ can be iteratively built [20] and allows to obtain the covariance matrix $V_k$ of the unfolded spectrum analytically as

$$V_k = E_k V_D E_k^T$$

(6)

where $V_D$ is the covariance matrix associated to the observed distribution $D$. Another option is to numerically sample the covariance matrix $V_k$ (this procedure is known as bootstrap resampling in statistics), as follows:

1. build a set of toy spectra $\{D^{(t)}\}_{t=1,...,N}$ following the variance $V_D$;
2. unfold each toy spectrum separately to get $\{\hat{N}^{(t)}_k\}_{t=1,...,N}$;
3. an estimator of the variance $V_k$ is given by

$$\hat{V}_k = \frac{1}{N-1} \sum_t \delta \hat{N}^{(t)T}_k \cdot \delta \hat{N}^{(t)}_k$$

(7)

where $\delta \hat{N}^{(t)}_k = \hat{N}^{(t)}_k - \langle \hat{N}^{(t)}_k \rangle$.

Another source of variance of the unfolded spectrum is systematic and comes from uncertainties on the detector response matrix. Because the response matrix defines the endpoint $\hat{N}_\infty$, a biased response would lead to a biased endpoint spectrum; it is illustrated in section 4. A first simple solution is to increase the covariance of the observed distribution $V_D \rightarrow V_D + V_{\text{syst}}$ to include systematic uncertainties, and propagate this new error matrix to the unfolded space using one of the methods described above (analytical or numerical). The systematic variance can also be evaluated from alternative unfoldings, built using modified response matrices in eqn. (4). From a set of response matrices $\{R^{(r)}\}$ representative of the expected variations of $R$, one could obtain a set of unfolded spectra $\{\hat{N}^{(r)}_k\}$. Their distribution allows to build a systematic covariance matrix for $\hat{N}_k$ (and $\hat{N}_\infty$) as in eqn. (7). Whatever method is used, an useful validation is to check that the total variance $V_k$ provides proper coverage for systematically and statistically fluctuating realizations.

So far, the observed data $D$ has been assumed to be background-free, which is not a realistic case for most high-energy experiments. Backgrounds can be accounted for in several ways.

1. **Background subtraction.** The MC background prediction $B_{\text{MC}}$ is subtracted from the observed data $D$ and the unfolding is applied on the signal distribution $D - B_{\text{MC}}$. This is however only relevant when the background prediction is known to be accurate.

2. **Scaling factor from control regions.** A common way to monitor the MC background prediction is to use control regions (sidebands, SB). The observed data/MC ratio $\alpha = N_{\text{SB}}^{\text{Data}} / N_{\text{SB}}^{\text{MC}}$ in the sideband is used to scale the background prediction in the region of interest; the unfolding is then applied on $D - \alpha B_{\text{MC}}$. To be used, this method requires: 1) to build signal-free sidebands and 2) that extrapolation of a single normalization-like factor $\alpha$ from sideband to the main sample is meaningful. The later is achieved when the background distribution in the control region closely relates to background in the main sample, e.g. if they share the same kinematic distribution, or type of interactions, etc.

3. **Simultaneous unfolding of signal and sidebands.** When signal events are observed in the sideband, the unfolding matrix can be extended to

$$\begin{pmatrix} \hat{N}_{\text{Signal}} \\ \hat{N}_{\text{Bkgd}} \end{pmatrix} = U \cdot \begin{pmatrix} D \\ D_{\text{SB}} \end{pmatrix}$$

(8)
where $D$ ($D_{SB}$) is the observed distribution of events in the main sample (sideband), and $\hat{N}_{\text{Signal}}$ ($\hat{N}_{\text{Bkgd}}$) the unfolded distribution of signal (background) events. This method is also useful when data/MC shape discrepancies are observed in background distributions, making the norm correction of method 2 inappropriate.

On a statistical point of view, an asset of the last method is to preserve the Poisson properties of the input distribution ($D, D_{SB}$). In (scaled) background subtraction, it is therefore not guaranteed that properties of the endpoint $\hat{N}_\infty$ are preserved, in particular that it provides an unbiased MLE.

In the following we will assume the input distribution to follow Poisson statistics. Up to redefinition of binnings, simple or simultaneous unfoldings are equivalent, and need not to be treated differently.

2. The 2-peak model

Throughout this paper we will use a simple two-peak model to illustrate the behaviour of the iterative unfolding. The true two peaks distribution is smeared by an artificial detector smearing, defined here as a convolution by a gaussian of width $\sigma_s = 0.5$. The true spectrum and the smeared spectrum are displayed in figure 1 along with the response matrix. The number of bins is set to $n_{\text{obs}} = 20$ for observed data and $n_{\text{true}} = 12$ for the unfolded spectrum. The parameters of the two peaks are given in table 1. Modified two-peak models, used to test the properties of the algorithm (cf. sections 3, 4), are also introduced in table 1.

![Figure 1](image.png)

(a) True and smeared spectra for the nominal two-peak model. (b) The corresponding response matrix, with $n_{\text{true}} = 12$ and $n_{\text{obs}} = 20$.

3. Data-driven convergence criterion

3.1. Notations

Let us first summarize some notations and definitions used through this paper. We define the following vectors of size $n \equiv n_{\text{true}}$ (number of bins in the phase-space of true variables):

- $N$ is the true spectrum, or truth;

...
Table 1: Definition of two-peak toy models used in this article. \((A_i, \mu_i, \sigma_i)\) refers to the maximum amplitude, mean position, width of the \(i\)-th peak. Differences with respect to the nominal model are highlighted.

| #  | Toy model | First peak | Second peak | Baseline | Smearing |
|----|-----------|------------|-------------|----------|----------|
| 1  | Nominal   | \((1, 3, 0.5)\) | \((1.5, 6, 0.75)\) |          |          |
| 2  | Shifted peaks | \((1, 3.2, 0.5)\) | \((1.5, 6.2, 0.75)\) | 0.5      | 0.5      |
| 3  | Closer peaks | \((1, 3.2, 0.5)\) | \((1.5, 6, 0.9)\) |          |          |
| 4  | Wider 2nd peak | \((1, 3.2, 0.5)\) | \((1.5, 6, 0.75)\) |          |          |
| 5  | Smaller 1st peak | \((0.75, 3, 0.5)\) | \((1.5, 6, 0.75)\) |          |          |

\(\hat{N}_k\) is the unfolded spectrum (true spectrum estimator) after \(k\) iterations of the algorithm;

\(\langle \hat{N}_k \rangle \equiv E(\hat{N}_k)\) is the expected value of the unfolded spectrum after \(k\) iterations;

\(b_k = \langle \hat{N}_k \rangle - N\) is the average bias.

We also denote the following \(n \times n\) matrix:

\[ V_k \equiv \text{Var}(\hat{N}_k) = E[(\hat{N}_k - \langle \hat{N}_k \rangle)(\hat{N}_k - \langle \hat{N}_k \rangle)^T] \]

is the covariance matrix associated to the unfolded spectrum \(\hat{N}_k\).

Finally, we also use the following metrics to study the convergence of the algorithm and establish the convergence criterion:

• A measure of the distance of the unfolded spectrum to the truth

\[ \chi^2_{\text{true}}(k) = (\hat{N}_k - N)^T \cdot V_k^{-1} \cdot (\hat{N}_k - N); \]  

(9)

• A measure of the distance of the unfolded spectrum to the endpoint

\[ \chi^2_{\text{data}}(k) = (\hat{N}_k - \hat{N}_\infty)^T \cdot V_k^{-1} \cdot (\hat{N}_k - \hat{N}_\infty); \]  

(10)

for which we have by construction \(\lim_{k \to \infty} \chi^2_{\text{data}}(k) = 0\);

• A measure to compare bias and variance:

\[ \chi^2_{\text{bias}}(k) = b_k^T V_k^{-1} b_k. \]  

(11)

The following useful relation (proof in appendix) describes how the distribution of \(\chi^2_{\text{true}}\) departs from a perfect \(\chi^2\) law in presence of bias:

\[ E[\chi^2_{\text{true}}(k)] = n + \chi^2_{\text{bias}}(k). \]  

(12)

3.2. Convergence criterion

The iterative unfolding produces, from a given input data spectrum, a sequence of spectra with associated covariances \((\hat{N}_k, V_k)_{k \geq 1}\). We would like to build a data-driven criterion, \textit{i.e.} to be applied only on this sequence of spectra and covariances and not on an \textit{a priori} MC distribution, to determine what is an appropriate number of iterations to unfold this particular input data spectrum.

Because the algorithm is truncated (finite number of iterations \(k\)) it is expected to have a convergence bias \(b_k \equiv (\hat{N}_k) - N \neq 0\). For this bias to have limited impact on the coverage – defined at this point by the covariance \(V_k\) – we would like to keep it “well smaller than the error bars”. In other words, we wish to have

\[ \chi^2_{\text{bias}}(k) \equiv b_k^T V_k^{-1} b_k \leq n \varepsilon^2 \]  

(13)
for some $\varepsilon^2$ much smaller than 1, or equivalently from eqn. \textsuperscript{12}
\[ E[\chi^2_{\text{true}}(k)] \leq n(1 + \varepsilon^2). \] (14)

The impact of the size of bias $\varepsilon^2$ on the coverage is studied in section \textsuperscript{3.3}.

This $\chi^2_{\text{bias}}$ is not computable for actual data since biases are unknown. Our proposal is to use the endpoint spectrum $\hat{N}_\infty$ as a pivot. This endpoint is an unbiased \textsuperscript{3} MLE of the true distribution (cf. section \textsuperscript{1}), leading to $b_\infty = 0$. Consequently, if the unfolded spectrum $\hat{N}_k$ is close enough to the endpoint, we can expect it to be close to the true spectrum as well. Formally, we define the distance to the endpoint $d_k = \hat{N}_k - \hat{N}_\infty$ and the $\chi^2_{\text{data}}$ metrics as
\[ \chi^2_{\text{data}}(k) \equiv d_k^T V_k^{-1} d_k \] (15)
which describes the level of convergence of the algorithm. As it is built only from the sequence of unfolded spectra $(\hat{N}_k, V_k)_{k \geq 1}$, this quantity can be used to construct a data-driven convergence criterion.

Using toy studies for which the truth is known, the goal is to find some $\eta^2$ such that
\[ E[\chi^2_{\text{data}}(k)] \leq n \eta^2 \implies E[\chi^2_{\text{true}}(k)] \leq n(1 + \varepsilon^2). \] (16)
This relation describes an average behaviour, determined over many statistical fluctuations. Since we only have a single realization of the real experiment, the condition to be applied on the unfolded data is simply
\[ \chi^2_{\text{data}}(k) \leq n \eta^2. \] (17)

The number of iterations $k_0$ chosen to truncate the algorithm will be the smallest $k$ satisfying the above relation.

Typical MC-driven convergence criteria would only rely on conditions similar to the right-hand side of eqn. \textsuperscript{16}. Looking at the evolution of biases using fake-data sets would provide the number of iterations $k_0$, usually very small ($k_0 < 5$). The value of $k_0$ and the corresponding spectrum $\hat{N}_{k_0}$ obtained this way are largely correlated to the choice of prior, and the amount of bias after only a few iterations depends on how different is the truth from the prior. In particular, the (unknown) true distribution of real data may be further from the prior that what has been tested with toy models. The data-driven criterion of eqn. \textsuperscript{17} relies instead on the endpoint spectrum, which does not vary with the chosen prior. Whenever the difference truth/prior is higher on real data, the endpoint spectrum remains a robust quantity upon which a convergence criterion may be built.

Admittedly, the value of $\eta^2$ in eqn. \textsuperscript{17} is chosen using MC toy models, and this criterion is not fully data-driven. However, the convergence speed of $\chi^2_{\text{data}}$ is characterized by the response matrix used in the unfolding, which introduce much less model-dependence than the choice of a specific prior. Even if $\eta^2$ is chosen on some toy models, the criterion \textsuperscript{17} is therefore still relevant for real data, where the truth is unknown.

\textit{3.3. Coverage evolution and value of $\varepsilon^2$}

Let us study now how the coverage provided by the covariance $V_k$ evolves with the number of iterations $k$, and investigate its relation with the measure of bias $\chi^2_{\text{bias}}$. For a given $k$ and a given realization of the experiment $\hat{N}_k$, the \textit{confidence region} for $1 - \alpha$ CL is defined as the set of spectra $N$ such that
\[ \chi^2_k(N) \leq \chi^2_{\text{lim}}(\alpha), \] (18)
with
\[ \chi^2_k(N) = (\hat{N}_k - N)^T V_k^{-1} (\hat{N}_k - N) \] (19)

\textsuperscript{3}We insist once again that this only holds when the response matrix is exactly known. Other cases are discussed in section \textsuperscript{4}. 
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and  
\[ \chi^2_{\text{lim}}(\alpha) = F_n(1 - \alpha) \]  
\[ (20) \]

where \( F_n \) is the inverse of the cumulative function of a \( \chi^2 \) distribution with \( n \) degrees of freedom \(^{[21]}\) (in the large sample approximation). The coverage of this confidence region is defined as the fraction of statistical realizations \( N_k \) for which the true spectrum \( N \) belongs to the confidence region, that is

\[ \chi^2_k(\mathbf{N}) \equiv \chi^2_{\text{true}}(k) \leq \chi^2_{\text{lim}}(\alpha). \]  
\[ (21) \]

When there is no bias (\( \chi^2_{\text{bias}} = 0 \)), the region defined by eqns. \(^{[18,20]}\) achieves the nominal 1 – \( \alpha \) coverage; however, in presence of bias, the coverage is reduced. This is illustrated in figure 2 using toy model #3 (see definition in table 1). The exact response matrix is used, leading to \( \lim_{k \to \infty} \) the truncation bias:

When there is no bias (\( \chi^2_{\text{bias}} = 0 \)), the region defined by eqns. \(^{[18,20]}\) achieves the nominal 68% CL confidence region. For large number of iterations (\( k \gtrsim 20 \)), biases reduce and coverage improves: \( > 60\% \) (resp. \( > 80\% \)) for the nominal 68% CL (resp. 90% CL) confidence region. For large number of iterations (\( k \gtrsim 20 \) in this example) there is almost no bias and the coverage is as expected.

\[ \text{Figure 2: Evolution of coverage of confidence regions for (a) 68\% CL and (b) 90\% CL, produced using model #3.} \]

The data-driven criterion \(^{[16]}\) is built to provide a number of iterations \( k_0 \) allowing for a control of the truncation bias: \( \chi^2_{\text{bias}}(k_0) \leq n \varepsilon^2 \). Nonetheless, the confidence region defined with the nominal \( \chi^2_{\text{lim}}(\alpha) = F_n(1 - \alpha) \) undercovers in presence of even small bias; one could then seek to increase this boundary to recover an appropriate coverage. We found that

\[ \chi^2_{\text{lim}}(\alpha; \chi^2_{\text{bias}}) \equiv (1 + \chi^2_{\text{bias}}/n) \cdot F_n(1 - \alpha) \]  
\[ (22) \]

is a good approximation, valid for a wide range of values of \( \chi^2_{\text{bias}} \) and \( \alpha \). The coverage provided by eqn. \(^{[22]}\) is illustrated in figure 2 for \( 1 - \alpha \) being 68% or 90%; it is very satisfactory for \( \chi^2_{\text{bias}}/n \lesssim 1 \). On real data analysis where \( \chi^2_{\text{bias}}(k_0) \) is unknown, a conservative confidence region can be defined using

\[ \chi^2_{\text{lim}}(\alpha; n \varepsilon^2) = (1 + \varepsilon^2) \cdot F_n(1 - \alpha). \]  
\[ (23) \]

We have illustrated in this section how the coverage evolves in presence of bias, and how confidence regions can be extended to compensate the undercoverage induced by such
Some recommendations follow. Biases. The choice of $\varepsilon^2$ in the criterion (16) is left to the discretion of the analyzer; but some recommendations follow.

1. For $\varepsilon^2 \ll 1$, the undercoverage is negligible and the unfolded spectrum $N_{k_0}$ and its covariance $V_{k_0}$ can be used to define confidence regions. However, note that when the response matrix is not accurately known we have $\lim_{k \to \infty} \lambda^2_{\text{bias}}(k)/n = b_\infty > 0$ so arbitrarily small $\varepsilon^2$ are not possible (such cases are discussed in section 4).

2. For $\varepsilon^2 < 1$, the loss of coverage may become significant and should be accounted for. Conservative confidence regions providing at least nominal coverage can be recovered using $\chi^2_{\text{lim}}(\alpha; n\varepsilon^2)$ from eqn. 23, or equivalently by inflating the covariance matrix as $V_{k_0} \rightarrow V_{k_0}(1 + \varepsilon^2)$.

### 3.4. Data-driven criterion: illustration

Having set the value of $\varepsilon^2$, the remaining task is to find $\eta^2$ fulfilling the condition

$$\mathbb{E}[\chi^2_{\text{data}}(k)] \leq n\eta^2 \implies \mathbb{E}[\chi^2_{\text{true}}(k)] \leq n(1 + \varepsilon^2).$$

(24)

This section illustrates how $\eta^2$ can be chosen. Since the amount of bias and its evolution over iterations depend on the unknown true model, extracting $\eta^2$ from the nominal model (or standard prediction, or MC prediction) is not enough. It is important to evaluate what alternative true models could be plausible. For the two-peak model, we considered (cf. table 1): both peak being shifted in the same direction (model #2); closer peaks (#3); one peak being wider (#4); and one peak being smaller (#5). For now, the smearing is considered to be accurately known.

The combined evolution of $\mathbb{E}(\chi^2_{\text{data}})$ and $\mathbb{E}(\chi^2_{\text{true}})$ for models #2-5 is shown in figure 3.

The value of $\varepsilon^2$ is set here to 0.2. For each model, the true response is used in the unfolding, but the prior is based on the nominal model (#1). The number of iterations required to reach $\mathbb{E}(\chi^2_{\text{true}}) \leq n(1 + \varepsilon^2)$ – or equivalently $\chi^2_{\text{true}} \leq \varepsilon^2$ – varies from 3 to 9. When compared to the nominal model, largest shape discrepancies occur for models with shifted peaks (#2-3): the value of $\chi^2_{\text{bias}}(k=1)$, correlated to the difference prior/truth, is then the largest for these models. In turn, more iterations are required to reach below the $\varepsilon^2$ threshold.

The values of $\mathbb{E}(\chi^2_{\text{data}}/n)$ range from 2.08 to 22.1. By choosing $\eta^2$ as the lowest $\mathbb{E}(\chi^2_{\text{data}}/n)$ among all models (in our example $\eta^2 = 2.08$), we ensure that for all models the condition (24) is satisfied. On figure 4 the criterion

$$\chi^2_{\text{data}}(k) \leq n\eta^2$$

(25)

is applied on single realizations of the experiment (assuming model #2 is true): the Asimov data, and a random fluctuation. In both cases, one observes that the number of iterations given by the convergence criterion varies with the input prior: for Asimov (fluctuated) data, one gets $k_0 = 5$ (9) with model #1 as prior; $k_0 = 2$ (11) with model #2 as prior; $k_0 = 6$ (13) for a flat prior. We can expect $k_0$ to be smallest when the prior is the truth; this is verified with Asimov data. However, because of random statistical fluctuations, the initial data set may appear more similar to another model: for fluctuated data, the lowest $k_0$ is with model #1 as prior. This illustrates that the number of iterations given by eqn. 25 adapts to the difference between prior and truth.

We also displayed

$$\chi^2_{\text{prior}}(k) = \Delta N_k^T V_k^{-1} \Delta N_k,$$

(26)

with $\Delta N_k = \hat{N}_k - \bar{N}_k$ the difference induced by changing the prior in the unfolding: $\hat{N}_k$ is obtained using the nominal prior and $\bar{N}_k$ using the truth as prior. This emphasizes that the endpoint spectrum does not depend on the selected prior, i.e. $\lim_{k_0 \to \infty} \chi^2_{\text{prior}}(k) = 0$.

It would have been closer to real conditions to set the prior and vary the true model. However, in order compare the behaviour on the same fluctuation, the prior has been varied for a fixed truth (and realization).
Fluctuated data
\[ \chi^2 \]

Data, pr=nom
\[ \chi^2 \]

Data, pr=truth
\[ \chi^2 \]

Fluctuated data
\[ \chi^2 \]

Asimov data
\[ \chi^2 \]

Figure 3: Evolution of \( \mathbb{E}(\chi^2_{\text{data}}/n) \) and \( \chi^2_{\text{true}}/n = \mathbb{E}(\chi^2_{\text{true}}/n) - 1 \) for toy models #2-5. For each model, the true response is used in the unfolding, yielding vanishing biases in the limit \( k \to \infty \). The first iteration such that \( \mathbb{E}(\chi^2_{\text{true}}/n) \leq 1 + \varepsilon^2 \) is indicated, with \( \varepsilon^2 = 0.2 \). The corresponding values of \( \mathbb{E}(\chi^2_{\text{data}}/n) \) are indicated as well; \( \eta^2 \) is set as the lowest \( \mathbb{E}(\chi^2_{\text{data}}/n) \) among all models.

Figure 4: Evolution of \( \chi^2_{\text{data}} \) for a single realization from model #2, using several priors (nominal=model #1, truth=model #2, or flat). Depending on the chosen prior, the number of iterations given by the criterion of eqn. 5 is (a) 5, 2, or 6 for the Asimov data, and (b) 9, 11 or 13 for the random fluctuation.
4. Imperfectly known response matrix

So far, the basic case of a perfectly known response matrix has been discussed. In full generality, the bias from the algorithm at iteration $k$ can be written as

$$b_k \equiv \langle \hat{N}_k \rangle - \langle N \rangle = \langle \hat{N}_k \rangle - \langle \hat{N}_\infty \rangle + \langle \hat{N}_\infty \rangle - \langle N \rangle$$

with the truncation bias vanishing in the limit $k \to \infty$. As discussed in section 1, the endpoint spectrum $\hat{N}_\infty$ is an unbiased MLE (i.e. $\langle \hat{N}_\infty \rangle = N$) when the response matrix is exactly known, but there remains a non-zero bias $b_\infty$ (called here endpoint bias) otherwise. In fact, we claim that in most data analyses the response matrix is not perfectly accurate and endpoint biases should be considered. We consider three sources which can bias the response matrix:

- imperfect or biased knowledge of the detector response.
- finite binning of the true distributions.
- limited statistics of the simulation which might be used to build the response matrix.

Let us first mention the most obvious situation where the detector response suffers from systematic uncertainties; it occurs when, for instance, resolution or acceptance are not perfectly known or modelled. This is illustrated in our model when the smearing width $\sigma_s$ used to build the response matrix is different from the real one (cf. figure 5), leading to significant biases: $\lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n \simeq 0.25$. In this context, the addition of a systematic covariance matrix $V^\text{syst}_k$ to the purely statistical $V_k$:

$$\chi^2_{\text{bias}}(k) \to \chi^2_{\text{bias}}(k) = b_k^T [V_k + V^\text{syst}_k]^{-1} b_k$$

will reduce the relative size of the endpoint bias respectively to the uncertainties and possibly retrieve $\lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n \ll 1$. In our example (figure 5 (b)) the bias indeed reduces to $\lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n \simeq 0.05$.
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**Figure 5:** Evolution of $\chi^2_{\text{bias}}/n = \mathbb{E}(\chi^2_{\text{true}}/n) - 1$ when the response matrix is constructed using a smearing with $\sigma_{MC} = 0.5$ while the true smearing is $\sigma_s = 0.55$. (a) When no systematic uncertainty accounts for this mismodelling, large biases are observed. (b) When a systematic covariance matrix is added in the computation of $\chi^2_{\text{bias}}$, the relative size of bias with respect to the total uncertainty is significantly reduced.
A second source of inaccuracy comes from the fact that binned distributions are used. Let us note \( \rho_X(x_i) \) (resp. \( \rho_Y(y_o) \)) the p.d.f. of \( X^{\text{true}} \) (resp. \( Y^{\text{obs}} \)). Analytically we have

\[
\rho_Y(y_o) = \int K(x_t, y_o) \rho_X(x_t) \, dx_t
\]  

(29)

with the kernel \( K(x_t, y_o) \) modelling the detector response (a gaussian smearing in our example). The p.d.f. of \( Y^{\text{obs}} \) under the condition that \( X^{\text{true}} \) is in bin \( i \) is then

\[
\rho_Y|X^{\text{true}}(y_o) = \int_{\text{bin } i} K(x_t, y_o) \tilde{\rho}_{X,i}(x_t) \, dx_t
\]  

(30)

with \( \tilde{\rho}_{X,i}(x_t) \) the p.d.f. of \( X^{\text{true}} \) restricted to bin \( i \) and normalized so that \( \int \tilde{\rho}_{X,i}(x_t) \, dx_t = 1 \). Finally, the response matrix’ coefficient \( R_{ij} \) can be expressed as

\[
R_{ij} = \int_{\text{bin } j} \rho_Y|X^{\text{true}}(y_o) \, dy_o = \int_{\text{bin } i} \int_{\text{bin } j} K(x_t, y_o) \tilde{\rho}_{X,i}(x_t) \, dx_t \, dy_o.
\]  

(31)

Because true bins \( i \) have finite size, the shape of the true distribution \( \tilde{\rho}_{X,i}(x_t) \) inside bin \( i \) actually matters. To be accurate, one should use the (unknown!) true spectrum to weight events inside a true bin. Instead one only has an educated guess \( \tilde{\rho}_{X,i}(x_t) \) at best – not speaking of a flat distribution. As a result the response matrix is inaccurate even when the response kernel \( K \) is perfectly known. Figure 6 illustrate this effect: when using alternative distributions \( \tilde{\rho}_{X,i}(x_t) \) instead of the true one, we obtain \( \lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n \sim 10^{-1} \): the endpoint is biased.
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Figure 6: Evolution of \( \chi^2_{\text{bias}}(k)/n = E(\chi^2_{\text{true}}(n))/n - 1 \) when the true model follows (a) toy model \#2 (shifted peaks) and (b) toy model \#4 (wider second peak). The response matrix built from the nominal model (\#1) has the correct smearing but the distribution \( \tilde{\rho}_{X,i}(x_t) \) differs from the truth.

A third case appears when the response matrix is obtained using MC simulations, which occurs in particular for sophisticated detectors with a complex detector response. The conditional probabilities

\[
R_{ij} = P(Y^{\text{obs}} | X^{\text{true}})
\]  

(32)

To check the case where true bins have infinitesimal width, let us note the true bin \( i \) as \( [x_i - \delta, x_i + \delta] \). When \( \delta \to 0 \), we have \( \tilde{\rho}_{X,i}(x_t) \to \delta(x_t - x_i) \) and for all bins \( i \):

\[
\rho_Y|X^{\text{true}}(y_o) \to \rho_Y|X^{\text{true}=x_i}(y_o) = K(x_t, y_o).
\]

In this case, the conditional p.d.f. is determined by the detector response only (\( \rho_Y|X = K \)) and does not depend on the shape of any specific distribution \( \rho_X \).
are obtained by sampling particles with $X^{\text{true}}$ and recording the output quantity $Y^{\text{obs}}$. Assuming that both the detector response and the true distribution are perfectly known ($K$ and $\tilde{\rho}_X$ in eqn. (30)), limited sample size will still blur the response matrix. Even when large samples are accessible, the response matrix is never exact strictly speaking. Figure 7 provides an example with our nominal model, sampling the response matrix with $10^4$, $10^5$ or $10^6$ events. We obtain for $\lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n$ values of about 0.6, 0.1, and 0.02 respectively: depending on sample size, the bias may, or may not, be negligible. As expected, the larger the sample, the smaller the bias; but the bias is there in all cases.
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**Figure 7**: Evolution of $\chi^2_{\text{bias}}/n = E(\chi^2_{\text{true}}/n) - 1$ when the response matrix is sampled from (a) $10^4$, (b) $10^5$ and (c) $10^6$ events. It uses the correct smearing and the true model shape. The true response is generated from an independent sample of $10^6$ events. As expected, lower MC statistics yields higher endpoint bias.

In summary, several sources of response matrix inaccuracy exist: systematic uncertainties on the detector response, finite bin size in true space, sampling of the response matrix. Hence, endpoint biases are present and the unregularized spectrum $\hat{N}_\infty$ is not an unbiased estimator. However, it may occur that the endpoint bias $b_\infty$ is actually negligible when compared to uncertainties ($\lim_{k \to \infty} \chi^2_{\text{bias}}(k)/n \ll 1$). We therefore suggest that analyzers investigate this point in their own context and quantify this intrinsic bias. We believe that systematic uncertainties are well treated in most analyses; however, sampling and model shape issues may not be considered in general. One possible way to study these effects is to build alternative response matrices from, e.g., an independent MC sample or a different event distribution $\tilde{\rho}_{X,i}(x_i)$ and to quantify the induced discrepancy on unfolded spectra. If not negligible, systematic uncertainties may need to be assigned to the response matrix’
As for the data-driven criterion presented in this article, the control of the bias provided by \( \chi^2_{\text{bias}} / n \leq \varepsilon^2 \) does not depend on the nature of the bias, either a truncation bias or an endpoint bias. As a result, it remains applicable for inaccurate response matrices. An example of coverage evolution is given in figure 8. It is the equivalent of figure 2 but the response matrix is not accurate anymore: it is sampled from 10^6 events, using the nominal model (#1) instead of the true one (here model #3). The confidence region defined with the extended boundary \( \chi^2_{\lim}(\alpha; \chi^2_{\text{bias}}) \) from eqn. (22) allows to recover appropriate coverage in this case as well.
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Figure 8: Evolution of coverage of confidence regions for (a) 68% CL and (b) 90% CL, produced using model #3. An inexact response matrix is used, leading to \( \lim_{k \to \infty} E[\chi^2_{\text{true}}(k)] / n = 1.17 \) (biased endpoint). The 68%-quantile of \( \chi^2_{\text{true}} \) is the value of \( \chi^2_{\text{lim}} \) that provides a 68% CL confidence region with proper coverage; it corresponds to \( F_n(1 - \alpha) \) (red dotted line) in the no-bias limit, which is never reached in this case. The extended confidence region defined by \( \chi^2_{\lim}(\alpha; \chi^2_{\text{bias}}) \) achieves correct coverage even in presence of large biases.

Although the endpoint spectrum is not an unbiased MLE anymore, it remains prior-independent. Therefore, the benefits of the criterion presented in section 3, based on \( \chi^2_{\text{data}} \), are still relevant. The value of \( \eta^2 \) satisfying the convergence condition (24) can be obtained using pseudo-data studies with alternative true models, as in section 3.4. The results are displayed on figure 9; models requiring a systematic uncertainty related to the smearing are also considered. The worst-case scenario is taken to set \( \eta^2 = 1.08 \).

5. Discussion and summary

The D'Agostini (Richardson-Lucy) iterative unfolding has developed to become one of the most frequently used unfolding technique. To the best of our knowledge, only a few elaborated methods to set the number of iterations have been published in the specific context of this algorithm. Most notably, we mention here the method by G. Zech [12], where acceptable numbers of iterations \( k \) are such that \( \hat{N}_k \) fits the data almost as well as the unregularized best-fit \( N_\infty \). The observable of interest is \( \Delta \chi^2(k) = \chi^2(\hat{N}_k) - \chi^2(N_\infty) \) (or the corresponding \( p \)-value), on which a threshold is set. As in our method, the endpoint spectrum is taken as reference; however, \( \chi^2_{\text{data}} \) compares directly \( N_k \) to \( N_\infty \) instead of their respective goodness-of-fit with data. We believe these are complementary approaches.

Concerning uncertainty quantification, ref. [12] recommends to provide the unregularized covariance matrix \( V_\infty \), which is meant to ensure proper coverage for the corresponding confidence intervals. However, as showed in section 4 the true response matrix is in most...
cases not perfectly known. Thus, the endpoint spectrum $N_{\infty}$ remains a biased estimator, and the covariance $V_{\infty}$ actually undercovers.

Another interesting idea for uncertainty quantification has been proposed by M. Kuusela and V. Panaretos [22], although not in the specific context of D’Agostini unfolding. It is called bio-corrected uncertainty quantification. The spectrum estimate is chosen with a generally strong regularization, but the corresponding covariance is iteratively corrected for
the regularization bias until desired coverage is retrieved. Within the iterative unfolding framework discussed here, this would translate into picking a $k_0$ for the spectrum estimator $\hat{N}_{k_0}$, and a larger $k_1$ to have a less regularized covariance $V_{k_1}$. However, in presence of endpoint biases, appropriate coverage may be beyond the reach of the unfolding, at any iteration.

Controlling the amount of bias is a key point for analyses. The convergence criterion presented in this article allows to control the level of bias introduced (by setting $\varepsilon^2$) and suggests a way to extend confidence regions to retrieve the expected coverage (by using $\chi^2_{\text{lim}}(\alpha; n\varepsilon^2)$).

As the statistical variance inflates with the number of iterations, a well-controlled covariance $V_k$ also provides smaller, yet meaningful, error bars than the unregularized $V_\infty$.

In addition, with the convergence criterion presented here, the stopping iteration is not determined a priori. This is particularly relevant when the true model is suspected to not be well reproduced by MC generators. In such cases, MC-based studies may fail to evaluate or control the level of bias. With this new method, we aim at being as much data-driven as possible, while providing valid uncertainties, which are crucial for model comparisons using unfolded data.

Appendix

Proof of relation (12)

Let us denote $\Delta N_k \equiv \hat{N}_k - \overline{N}$, and $b_k \equiv \langle \Delta N_k \rangle; \chi^2_{\text{true}}$ can be rewritten as

$$\chi^2_{\text{true}}(k) = \Delta N_k^T \cdot V_k^{-1} \cdot \Delta N_k. \quad (33)$$

As a scalar number, $\chi^2_{\text{true}}(k)$ equals its trace and

$$\chi^2_{\text{true}}(k) = \text{Tr} \left[ \Delta N_k^T V_k^{-1} \Delta N_k \right] = \text{Tr} \left[ V_k^{-1} \Delta N_k \Delta N_k^T \right]. \quad (34)$$

The expectation value of $\Delta N_k \Delta N_k^T$ is by definition the covariance with respect to the true spectrum $V_{T,k}$:

$$V_{T,k} \equiv \mathbb{E}[(N_k - \overline{N})(N_k - \overline{N})^T] = V_k + b_k b_k^T. \quad (35)$$

In this bias-variance decomposition, $V_k$ corresponds to the variance of $\hat{N}_k$ around its expectation value and $b_k b_k^T$ accounts for the average bias. Using the linearity of the trace operator and of the expectation value, we get

$$\mathbb{E} \left[ \chi^2_{\text{true}}(k) \right] = \text{Tr} \left[ V_k^{-1} \mathbb{E}(\Delta N_k \Delta N_k^T) \right] = \text{Tr} \left[ V_k^{-1} V_{T,k} \right] \quad (36)$$

yielding

$$\mathbb{E} \left[ \chi^2_{\text{true}}(k) \right] = \text{Tr} \left[ I_n + V_k^{-1} b_k b_k^T \right] = n + \chi^2_{\text{bias}}(k). \quad (37)$$
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