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Abstract. In High Performance Computing, it is common to deal with substantial computing resources, and the use of a Resource Management System (RMS) becomes fundamental. The job scheduling algorithm is a key part of a RMS, and the selection of the best job scheduling that meets the user needs is of most relevance. In this work, we use a real-world scientific application to evaluate the performance of 4 different job scheduling algorithms: First in, first out (FIFO), Shortest Job First (SJF), EASY-backfilling and Fattened-backfilling. These algorithms worked with RMS SLURM workload manager, considering a scientific application that predicts the earth’s ionosphere dynamics. In the results we highlight each algorithm’s strength and weakness for different scenarios that change the possibility of advancing smaller jobs. To deepen our analysis, we also compared the job scheduling algorithms using 4 jobs of Numerical Aerodynamic Sampling (NAS) Parallel Benchmarks in a controlled scenario.
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1 Introduction

High performance computing environments are important in a variety of fields that require significant computational resources, like astronomy and meteorology. Among the possibilities of high performance environments, computer clusters are predominant due to their performance and scalability. Distributed computing resources available in a cluster require the use of Resource Management System (RMS) to optimize the distribution of jobs of applications. The main goal in a RMS applied to clusters is to coordinate the available computing resources so they work as a single computer, targeting the reduction of total processing time and idle resources. SLURM (Simple Linux Utility for Resource Management) is one of the most important RMS, and it is present in 6 from 10 top supercomputer list (TOP500). It is open source, fault tolerant and highly scalable [21,22].
One of the main parts of RMS is the scheduling algorithm, responsible for defining when and at which processing node the jobs execute. The choice of a given scheduling algorithm must consider the application constraints and the available computing environment. Although several papers present original job scheduling procedures, that are evaluated and compared to others, evaluations are usually conducted on simulators, with synthetic workloads. This artificial basis can lead to inaccurate results for real applications. In this work, we report an evaluation of job scheduling algorithms in a real case application, using a scientific cluster running daily.

2 Job Scheduling

Job scheduling is an important research topic in HPC. The choice of the job scheduling approach can impact directly the application performance [7,16].

Usually, job scheduling aims to increase computational resource usage, which means the resources are used most of the period, and also submitted jobs finish within expected time [17]. Besides that, job scheduling can also target other goals, such as approximate the waiting time among jobs [19], reduce latency or response time, or limit the use of power resources [8,9]. Different goals may conflict, so the use of resources depends on the computing environment and application.

Several job scheduling algorithms are available. Among them, we have selected four job scheduling algorithms to perform the experiments. The Figs. 1, 2, 3 and 4 show a comparison between them in a hypothetical case of 4 jobs that require different resources and processing time, using a cluster composed of 3 processing cores, each one available at different moments.

The FIFO algorithm is a classic model that runs the jobs by queue order, i.e., the first job of the queue is the first submitted. Its main disadvantage is that it is not flexible to move forward smaller jobs to execute before. Figure 1 illustrates FIFO job scheduling for the hypothetical case.

The SJF (Shortest Job First) [12] algorithm is similar to backfilling algorithms [13]. It advances smaller jobs when there are available computational resources to run them, without other verification. Figure 2 shows the SJF addressing the hypothetical case.

The EASY-backfilling aims to advance smaller jobs provided it does not delay the first job of the queue [13]. The EASY-backfilling algorithm is the most popular job scheduling algorithm based in the conservative job scheduling backfilling optimization. Figure 3 shows the EASY-backfilling procedure for the hypothetical case.

The Fattened-backfilling algorithm is very similar to EASY-backfilling. The advance of smaller jobs is similar to EASY-backfilling, but in the calculation to choose the job to be advanced, it is considered the Average Waiting Time (AWT) coefficient of already finished jobs, what allows the advance of smaller jobs of queue [11]. Figure 4 illustrates the Fattened-backfilling execution.
3 Ionosphere Forecasting

The real application used in experiments is based on forecasting the Earth ionosphere dynamics using a mathematical model [14]. The system runs daily and provides total electron content (TEC) maps for every hour in South America region. These maps are available at http://www2.inpe.br/climaespacial/portal/tec-supim-prevision/. The application first step is to run the physical model, that is an enhanced version of the Sheffield University Plasmasphere-ionosphere Model (SUPIM), adapted to South America singularities. The model considers several chemical and physical interactions among particles in ionosphere, and provides discreet outputs (ions and electronic concentrations) along geomagnetic field lines. These outputs are then processed to the Data Assimilation and Visualization System (DAVS). DAVS is able to modify the model outputs considering observational data, in order to adjust the simulation to the available measurements. Besides that, it provides estimatives of electron concentrations in homogeneous grid, that are summed in height to result in TEC values in a 2-dimensional map.

4 Experimental Evaluations

The experiments have been performed in a CRS-INPE (Southern Regional Space Research Center, National Institute for Space Research) computing cluster. The cluster is composed of 5 processing nodes, each one consisting of with 8 Intel Xeon
E5-2609 2.40 GHz processors containing 4 cores, and 72 GB of RAM memory. We used SLURM and two databases in MySQL to manage the resources and jobs.

SLURM was installed and configured in all processing nodes and the controlling node of a cluster. The configuration file holds the cluster architecture information. By default, SLURM is configured so every processing node is unavailable for other tasks during the processing of a job or a group of jobs. This configuration was changed as follows, to make it possible the processing nodes to run different jobs simultaneously, where the jobs are allowed to ask for a number of CPUs, processing cores or amount of memory to run.

- **SelectType**: this option is by default set as `select/linear`, where only one job can run in a node. For the experiments, this option was defined as `SelectType=select/cons_res`, so the node can be shared with other jobs;
- **SelectTypeParameters**: this option is added to SLURM configuration file when `SelectType` is changed. For the experiments, this option was defined as `CR_CPU_Memory`, where the jobs can request CPU and memory;
- **DefMemPerCPU**: this option is added to define a memory to reserve if the job does not specify a memory request. In the experiments, it was set to 5000 MB;

We first compared the performance of the job scheduling algorithms under three different scenarios using SUPIM-DAVS jobs: intermediate, favorable and unfavorable cases. In each case, the jobs are organized in queue for job scheduling algorithms evaluation, and executed 30 times.

For the evaluations, we selected 56 SUPIM jobs, where each one represent a different longitude in the South America area (ranging from $-35^\circ W$ to $-85^\circ W$), and 24 DAVS jobs, corresponding to every hour in a day. The selected day simulated by SUPIM-DAVS jobs was January, 29th 2015, when the solar flux ($F_{10.7}$) was 123.73 sfu (solar flux units) [4].

The resource requests for the jobs are shown in Table 1. These requests were defined before jobs execution. The CPU requisition of 0.5 in DAVS jobs is because it is possible to run two DAVS jobs per CPU.

| Job   | CPU | Memory (MB) | Time of execution (sec) |
|-------|-----|-------------|-------------------------|
| SUPIM | 1   | 3072        | 3060                    |
| DAVS  | 0.5 | 10240       | 1050                    |

Since SUPIM forecasting jobs need a pre-execution task, composed of file downloads and initial setup, the monitors of CPU usage, memory usage and average waiting time were initialized at the moment that the first job was submitted. Considering the cluster is dedicated only for the execution these experiments, it is guaranteed that the measurements correspond to the jobs under evaluation.
Besides SUPIM job execution experiments, we also evaluated the job scheduling using four different types of jobs of NAS Parallel Benchmarks [2] in a controlled scenario. The aim was to investigate the difference in results from real to controlled scenarios, where a significant mismatch could indicate alternative problems.

Since job scheduling algorithms used in experiments rely on information about the required processing time for each task, we had to estimate it. This estimative could be assigned to the user during submission process. However, considering that in most cases users overestimate such time [1,15], afraid of job interruption during processing – leaving computational resources idle [10,20], this approach is unlikely to succeed. A better choice would be to update the processing mean time for a given task considering its last few executions [18]. In this work the mean time is calculated over the last five executions of each task.

The CPU and memory use was checked using the tools mpstat [5,6] and vmstat [6], respectively. For execution time and mean waiting time measurements, Linux library time was used.

4.1 Intermediate Scenario

Three of the job scheduling algorithms in experiments may advance jobs execution in queue. Depending on the algorithm outcome, the queue can be organized differently. For this scenario, in some cases a job scheduling algorithm can advance smaller jobs. In other cases the scheduling algorithm behave like FIFO. Figure 5 illustrates a Gantt graph in a possible intermediate scenario, where we can observe some jobs are executing, while other jobs are waiting for resources in queue.

In scenario present in Fig. 5 the job scheduling algorithm will decide:

- after completion of the two DAVS jobs (currently running), DAVS jobs in queue (first and second positions) will be submitted, and when they finish the third job in queue (DAVS) is submitted;
- the first job in queue will be SUPIM (currently fourth in queue), and it is expected to start running after completion of a SUPIM job currently in execution. At this point, the job scheduling algorithm may decide to advance or not the seventh job in queue (DAVS) to start running with the third in queue (DAVS), because this advance will not delay SUPIM job;
- not to advance the other jobs in queue.

Figures 6 and 7 show respectively the application makespan and CPU use for SUPIM and DAVS jobs using different job scheduling. In this case, it is possible to observe that FIFO job scheduling had a worse performance compared to the others, while the other job scheduling presented similar results.

Figure 8 shows the average waiting time for jobs in the queue. It can be observed how FIFO algorithm had significant worst result when compared to other algorithms. Considering EASY-backfilling and Fattened-backfilling use waiting time statistics to estimate the coefficient of smaller jobs advance, both had a similar performance.
Table 2. Intermediate scenario waiting time for SUPIM and DAVS jobs

| Job Scheduling Algorithm | All Jobs (sec) | SUPIM (sec) | DAVS (sec) |
|--------------------------|----------------|-------------|------------|
| FIFO                     | 1244.31        | 1328.75     | 1205.82    |
| SJF                      | 844.26         | 1178.16     | 202.46     |
| EASY-backfilling         | 1045.36        | 1145.1      | 940.63     |
| Fattened-backfilling     | 1049.06        | 1131.33     | 932.3      |

Table 2 depicts the average waiting time of Fig. 8 for SUPIM and DAVS jobs separately. For DAVS jobs, SJF shows a significant reduction in waiting time, since it can advance more DAVS jobs in comparison to other algorithms.

In general, for the intermediate scenario, FIFO algorithm had an overall inferior performance, while other job scheduling algorithms presented a similar...
performance in all metrics. Despite EAS-backfilling and Fattened-backfilling use different approach than SJF to advance small jobs, these algorithms had a similar performance, including makespan and CPU use measurements.

4.2 Favorable Scenario

In the favorable scenario, the jobs are organized in queue to increase the advance of smaller jobs. Here, SJF, EASY-Backfilling and Fattened-backfilling performance is expected to improve. Figure 9 shows a possible favorable scenario Gantt graph, with some jobs executing and other waiting in queue.

After completion of running jobs, scheduling algorithms will decide:

- after completion of the two DAVS jobs (currently running), DAVS jobs in queue (first and second positions) will be submitted, and when they finish the third job in queue (DAVS) is submitted;
the first job in queue becomes SUPIM (currently fourth in queue), but in the lack of resources, the job scheduling algorithms that can advance small jobs will advance the seventh job in queue (DAVS) to start running with the third in queue (DAVS), because this advance will not delay SUPIM job;

- after completion of the seven SUPIM jobs (running initially), the SUPIM jobs in queue (positions 4th, 5th, 6th, 8th, 9th and 11th) are submitted, as well as DAVS job (position 10th in queue);

- since the next job in queue is SUPIM (position 12th), waiting to start after the DAVS job running in CPU 7 or 8, it is possible to advance DAVS job (position 13th in queue), because this advance will not delay SUPIM job.

Figure 10 shows the application makespan for the job scheduling algorithms. Like in the intermediate scenario, the FIFO algorithm had the worst results when compared to the other algorithms.

The Fig. 11 present CPU use. It is possible to observe that the FIFO presented inferior performance while the other algorithms had similar performances.

Then we compare EASY-backfilling and Fattened-backfilling in detail (see Table 3), it is possible to observe that Fattened-backfilling is able to advance more jobs and achieved a better result in DAVS jobs, and consequently increasing SUPIM jobs waiting time.

| Job scheduling algorithm | All Jobs (sec) | SUPIM (sec) | DAVS (sec) |
|---------------------------|---------------|-------------|------------|
| FIFO                      | 1218.43       | 1436.7      | 878.26     |
| SJF                       | 825.90        | 1171.16     | 146.26     |
| EASY-backfilling          | 883.7         | 1100.53     | 550.65     |
| Fattened-backfilling      | 890.90        | 1125.74     | 489.67     |

Figure 10. Application makespan in favorable scenario

Figure 11. CPU use in favorable scenario
4.3 Unfavorable Scenario

The queue in the unfavorable scenario is organized to difficult job scheduling to advance small jobs. In this scenario, regularly the processing nodes show intervals of idle resources. Figure 13 shows a Gantt graph for an hypothetical unfavorable scenario, with some jobs executing and other in queue.

After completion of running jobs, scheduling algorithms will decide:

- after completion of a DAVS job (currently running), the first in queue will be submitted (SUPIM job). The job scheduling algorithms that can advance DAVS jobs. (2nd in queue), since it would delay the first job in queue (SUPIM);
- after completion of SUPIM jobs, the jobs in queue will be submitted almost in order they are in queue, making it difficult to advance small jobs;
- such difficulty in advancing jobs is present through all the execution of the task.

Fig. 12. Average waiting time in favorable scenario

Fig. 13. Unfavorable scenario
In the unfavorable scenario, the FIFO algorithm showed again an inferior performance in makespan (see Fig. 14). In this scenario, the SJF performed better compared to EASY-Backfilling and Fattened-Backfilling. This is because even in an unfavorable scenario the SJF can perform the advance of smaller jobs as soon as some node have computational resources available.

Like in the other scenario, the CPU use presented similar result for SJF, EASY-backfilling and Fattened-backfilling algorithms, as show in Fig. 15. The job scheduling with inferior results was FIFO.

The average waiting time for the jobs in queue, shown in Fig. 16 and detailed in Table 4, presented the worse performance for FIFO. SJF was better than EASY-backfilling and Fattened-backfilling, which performed similarly despite Fattened-backfilling uses techniques to overcome the performance of EASY-backfilling, what did not hold in unfavorable environment.

### Table 4. Unfavorable scenario waiting time for SUPIM and DAVS jobs

| Job scheduling algorithm | All jobs (sec) | SUPIM (sec) | DAVS (sec) |
|--------------------------|----------------|-------------|------------|
| FIFO                     | 1218.43        | 1436.7      | 878.26     |
| SJF                      | 825.90         | 1171.16     | 146.26     |
| EASY-backfilling         | 883.15         | 1100.53     | 550.65     |
| Fattened-backfilling     | 890.90         | 1125.74     | 489.67     |

**Fig. 14.** Application makespan in unfavorable scenario

**Fig. 15.** CPU use in unfavorable scenario
4.4 Discussion

In all scenarios evaluated, the algorithm that presented worse performance was FIFO, since it does not allow the advance of jobs, leaving gaps of idle resources unused. This is why, in general, applications centred in the reduction of processing time hardly would benefit from choosing FIFO.

Other important issue to assess is the jobs’ mean waiting time in queue. SJF benefits smaller jobs that are advanced, reducing its mean waiting time usually more than other algorithms. In favorable case, EASY-backfilling and Fattened-backfilling were able to achieve performances comparable to SJF, supporting they can effectively advance jobs. But in intermediate and unfavorable cases, SJF performed slightly better.

Although different scenarios were designed by changing the queue inputs in a scientific application, the results obtained were not significantly different from each other. Even FIFO, that showed the worse performance, did not compromise the ionospheric prediction results, since there were only 2 types of jobs, and the number of jobs to schedule was relatively low. So, it is also interesting to submit the scheduling algorithms to different and heterogeneous environments and observe the results.

4.5 Controlled Scenario

In this section we evaluate the algorithms in a controlled environment using different workloads. For experiments, NAS (Numerical Aerodynamic Sampling) Parallel Benchmarks (NPB) \[2\] jobs were chosen. NPB is a set of programs designed to evaluate the performance of parallel supercomputers. Basically, the benchmarks are derived from fluid dynamics applications \[3\]. The NPB has different applications, and for the experiments 4 different types were used:

- BT (Block Tri-diagonal solver), that performs the computational fluids processing;
- FT (Discrete 3D fast Fourier Transform): benchmark that solves 3D equations using spectral FFT;

![Fig. 16. Average waiting time in unfavorable scenario](image)
– MG (Multi-Grid on a sequence of meshes): computes the solution of the Poisson equation;
– SP (Scalar Penta-diagonal solver): solves multiple independent systems of dominating equations diagonally and not diagonally.

The choice of the benchmarks and the requisitions of each job was done randomly to force a heterogeneous job scheduling. Table 5 presents the computational resources requested by each job after five executions.

| Job | CPU | Memory (MB) | Runtime (sec) |
|-----|-----|-------------|---------------|
| BT  | 2   | 1280        | 180           |
| FT  | 2   | 5132        | 240           |
| MG  | 4   | 26624       | 420           |
| SP  | 6   | 5132        | 680           |

We run 110 jobs for the experiments: 34 BT, 34 FT, 25 MG and 17 SP jobs. The number of jobs with small requisitions was large, so the scheduling algorithms were able to perform the advance of a large number of jobs. Like in previous experiments, the cluster was used in a dedicated way and each algorithm was executed 30 times. For the BT, FT and MG jobs the standard input data was used. For the SP jobs, the number of iterations was changed to 160 and the problem size to $256 \times 256 \times 256$.

4.6 Results

Figure 17 illustrates the makespan when using the four algorithms in this case. It is possible to observe that the EASY-backfilling algorithm presented improvement in execution time by 10% when compared to the SJF algorithm. It seems that EASY-backfilling algorithm respected the execution queue and executed the largest jobs in its intended time, unlike the SJF algorithm, which advanced smaller jobs and left larger jobs to the end. As a result, larger jobs end up delaying execution. Also, in this scenario, the FIFO achieved better performance when compared to the SJF, precisely by running the larger jobs in their time and not delaying them at the beginning.

CPU and memory use are shown in Fig. 18 and 19, respectively. EASY-backfilling and Fattened-backfilling algorithms presented better performance for CPU use when compared to the other algorithms. EASY-backfilling was also superior to the other algorithms for memory use, since it tries to increase the use of resources during job scheduling. When compared to SJF, the result is about 20% better.
Figure 19 shows the average waiting time in the job queue. In this case it is possible to observe that even if the SJF algorithm advances all the smaller jobs to execute first, the Fattened-backfilling algorithm obtains a superior performance, because it allows smaller jobs or smaller priorities to be advanced.

Table 6 shows the average total and individual waiting time. It is important to note that the SJF algorithm performed considerably better than EASY-backfilling only when compared to smaller jobs (FT and BT). The comparison of EASY-backfilling and Fattened-backfilling algorithms shows Fattened-backfilling obtained inferior performance only in the waiting time of SP jobs, precisely because the algorithm makes smaller jobs easier to advance.

In general, the FIFO algorithm presented inferior performance when compared to the other algorithms in this scenario. A point to be highlighted is the fact that the Fattened-backfilling algorithm obtained results similar to EASY-backfilling, although it does not target the improvement in computational performance metrics. The SJF algorithm was impaired in this experiment, because the delay of starting larger jobs caused a delay in finishing the task and consequently a decrease in the CPU use rate.
### Table 6. Controlled scenario waiting time for jobs

| Job scheduling algorithm | All jobs (sec) | SP (sec) | MG (sec) | FT (sec) | BT (sec) |
|--------------------------|----------------|---------|---------|---------|---------|
| FIFO                     | 2712           | 1486    | 2134    | 3181    | 3360    |
| SJF                      | 1546           | 1966    | 1974    | 1253    | 1357    |
| EASY-backfilling         | 1903           | 1432    | 2005    | 1907    | 2106    |
| Fattened-backfilling     | 1399           | 1912    | 1657    | 1144    | 1246    |

### 5 Conclusions

This work evaluated the performance of different scheduling algorithms used with SLURM in a scientific application that forecasts daily the Earth ionosphere. The experiments run FIFO, SJF, EASY-backfilling and Fattened-backfilling algorithms for 3 different scenarios, and we could observe FIFO presented the worse performance. A better performance for SJF was achieved in some metrics. For favorable and unfavorable scenarios EASY-backfilling and Fattened-backfilling were able to achieve similar performance of SJF.

The results with the scientific application were not significantly different from each other because there were only 2 types of jobs, and the number of jobs to schedule was relatively low. So, the algorithms were also submitted to a controlled scenario using NAS benchmark using more diverse types of jobs and workload. In that case, Fattened-backfilling algorithm was superior in advancing smaller jobs, while EASY-backfilling algorithm presented better results in execution time when compared to the other algorithm. We observed a decrease in performance for the more simple algorithms evaluated (FIFO and SJF).

Although the experiments were performed in a real cluster, it is possible some weaknesses of job scheduling algorithms have not emerged, probably because the cluster size was limited. We suggest, as future work, to apply the job scheduling and resource management in different scientific computing environments, as well as to evaluate them using larger clusters.
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