A geometric approach to higher-order Riccati chain: Darboux polynomials and constants of the motion
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Abstract. The properties of higher-order Riccati equations are investigated. The second-order equation is a Lagrangian system and can be studied by using the symplectic formalism. The second-, third- and fourth-order cases are studied by proving the existence of Darboux functions. The corresponding cofactors are obtained and some related properties are discussed. The existence of generators of $t$-dependent constants of motion is also proved and then the expressions of the associated time-dependent first integrals are explicitly obtained. The connection of these time-dependent first integrals with the so-called master symmetries, characterizing some particular Hamiltonian systems, is also discussed. Finally the general $n$-th-order case is analyzed.

1. Introduction

Symmetry analysis and the corresponding reduction process is a fundamental approach in the solution of many physical problems. The introduction by Lie of the concept of the now called Lie groups and algebras has played a relevant rôle in the solution of systems of differential equations. The knowledge of infinitesimal symmetries for a given system of differential equations allows us to introduced adapted coordinates which reduce the system to one of a simpler form, and in particular differential equations to lower order ones. For instance linear second order differential equations are invariant under dilations and the corresponding reduction equation turns out to be a first order Riccati equation. This is one of the reasons for the relevance in physics of such an equation.

The second-order Riccati equation has been studied in [1] from a geometric perspective and it has been proved to admit two alternative Lagrangian formulations, both Lagrangians being of a non-natural class (neither potential nor kinetic term). Our aim is to use analogous geometric
techniques to deal with the higher-order terms of the so called Riccati sequence [2, 3, 4]. The
symmetry properties of the Riccati sequence (also known as Riccati hierarchy or chain) has
been recently studied by Euler et al [5]. They showed that the members of the Riccati hierarchy
admit the maximal number of Lie point symmetries for an equation of order no lower than two.
The first two members of the hierarchy are special cases of the standard Riccati equation and
the second-order Riccati equation (SORE) (also known as Painlevé-Ince equation).

With this aim we find some Darboux polynomials (see [6, 7] for introduction) which may be
helpful in the reduction or even solution of the given problem. In 1878 Darboux [8] showed how
one can construct the first integrals of planar polynomial ordinary differential equations (ODEs)
possessing sufficient invariant algebraic curves. Nowadays Darboux method of integrability is
considered to be one of the best methods for finding first integrals of polynomial ODEs. Recall
that Prelle and Singer [9] proposed a few years ago a method for solving first-order ODEs that
presents their solutions in terms of elementary functions when such a solution exists. Recently
Duarte et al. [10] modified the Prelle-Singer technique and applied it to second-order ODEs.
The method was based on a conjecture that if an elementary solution exists for the given second-
order ODE then there exists at least one elementary first integral $I(t, x, \dot{x})$ whose derivatives are
all rational functions of $t, x$ and $\dot{x}$. More recently Chandrasekar et al. [11] discussed a method
for solving $n$-th-order scalar ODEs by extending some ideas based on the Prelle-Singer method
for second-order ODEs; however there is not so much work done on higher-order operators.

Our first objective is the study of higher-order Riccati equations, as $\ddot{x}+3k x \dot{x}+k^2 x^3 = 0$, which
was recently studied in [1] within a Lagrangian formulation, from a more geometric perspective
and using their relations with the theory of Darboux and the extended Prelle-Singer methods.
We give a new development of a deeper analysis of these equations using presymplectic forms,
Darboux polynomials and Jacobi multipliers. This suggests us how to deal with higher-order
Riccati equations in a similar approach.

The plan of this article is as follows: In Sec. 2 we recall the Riccati chain and its relation
with the series of differential equations $y^{(n)} = 0$ from which the elements of the Riccati sequence
appear by using the Lie reduction method. Section 3 is devoted to review some results of [1] for
the second-order Riccati equation and other mathematical tools as Darboux polynomials and
Jacobi last multipliers which enable us with a better understanding of the Lagrangian theory
developed in [1]. We develop in Section 4 an analogous formalism for the third-order Riccati
equation (TORE). In particular, we find a Darboux polynomial and a presymplectic form for
the TORE. Section 5 is devoted to an analogous formalism for the fourth-order Riccati equation.
Finally the generic $n$-th-order case is analysed in Section 6 and the results are summarized in
the last section.

2. The Riccati chain

The Riccati sequence can be introduced as follows. Let us define, for a given real number $k \in \mathbb{R}$,
the differential operator

$$\mathbb{D}_k = \frac{d}{dt} + k x,$$  \hspace{1cm} (1)
and analogous expressions for higher values of $n$.

The equation

$$R^{(j)}(x,\ldots,z^{(j)}) = \mathcal{D}_k^j x = 0, \quad j = 0, 1, \ldots,$$

is a Riccati equation of order $j$. Note that $R^{(0)}(x) = x$, the particular case $R^{(1)}(x, \dot{x}) = 0$, obtained for $j = 1$, is the standard Riccati equation with constant coefficients in its reduced form:

$$\dot{x} + k x^2 = 0,$$

and the particular case $R^{(2)}(x, \dot{x}, \ddot{x}) = 0$, obtained for $j = 2$, is the second-order Riccati equation

$$\ddot{x} + 3 k x \dot{x} + k^2 x^3 = 0,$$

recently studied in [1]. Our aim here is to first study the Riccati equation of third-order

$$\dddot{x} + 4 k x \ddot{x} + 6 k^2 x^2 \dot{x} + 3 k^2 \dot{x}^2 + k^3 x^4 = 0,$$

which appears in the same way as the first- (3) and second-order Riccati (4) equations; then the study proceeds with other higher-order equations. Of course, for any $j$ we have $R^{(j+1)} = \mathcal{D}_k R^{(j)}$, by definition.

The relevance of usual first-order Riccati equation in classical and quantum physics is mainly due to its appearance in the Lie reduction process when taking into account invariance under infinitesimal dilations of linear second-order differential equations [12] and it was proved in [1] that the second-order Riccati equations appear in a similar way from linear third-order differential equations and in general the $j$-order Riccati equation appears as a reduction of a linear $(j+1)$-order differential equation. More specifically, given a differential equation $y^{(n)} = 0$, its invariance under dilations suggests, according to Lie recipe, to look for a new variable $z$ such that the dilation vector field $y \partial / \partial y$ becomes $(1/k) \partial / \partial z$, the factor $k$ being purely conventional. Then $y = e^{kz}$, up to an irrelevant factor, and with this change of variable, $y^{(n)} = 0$, for $n > 1$, becomes $R^{(n-1)}(x) = 0$ with $x = z$, because, when $D = d/dt$, we have that $e^{-kz} D e^{kz} = D + k x$, and then we can prove by complete induction that $y^{(n)} = k e^{kz} R^{(n-1)}(x)$. In fact, the property is true for $n = 1$, because $y' = k \dot{z} e^{kz} = e^{kz} k x = k e^{kz} R^{(0)}(x)$, and if the property is true for $n$, it also holds for $n + 1$, because

$$D^{n+1} y = D(y^{(n)}) = D(k e^{kz} R^{(n-1)}(x)) = k e^{kz} (D + k x) R^{(n-1)}(x) = k e^{kz} R^{(n)}(x).$$
Therefore, Lie recipe applied to the invariant under dilation equation \( y^{(n)} = 0 \) transforms such equation into \( R^{(n-1)}(x) = 0 \). Of course the most general Riccati equation of order \( n \) can be obtained from a linear combination \( \sum_{j=0}^{n} a_j(t) y^{(j)} \) which gives rise to

\[
a_0(t) + k \sum_{j=0}^{n} a_{j+1}(t) R^{(j)}(x, \ldots, x^{(j)}) = 0.
\]

There is an identity generalising the chain rule to higher derivatives which provides us the element of order \( n \) of the Riccati chain. This identity, usually known as Faà di Bruno formula [13, 14], is given by

\[
d^n dt^n g(f(t)) = \sum_{b_1 + \cdots + b_n = n} \frac{n!}{b_1! \cdots b_n!} g^{(b_1+\cdots+b_n)}(f(t)) \left( \frac{f(t)}{1!} \right)^{b_1} \cdots \left( \frac{f^{(n)}(t)}{n!} \right)^{b_n},
\]

where the sum is over all natural numbers such that \( b_1 + 2b_2 + \cdots + nb_n = n \).

In our case \( f(t) = z(t) \) and \( g(t) = e^{kt} \), and taking into account that \( g^{(j)} = k^j g \) and that \( \dot{z} = x \):

\[
y^{(n)} = \frac{d^n}{dt^n} e^z = e^z \sum_{b_1 + \cdots + b_n = n} \frac{n!}{b_1! \cdots b_n!} k^{b_1+\cdots+b_n} x^{b_1} \left( \frac{\dot{x}}{2!} \right)^{b_2} \cdots \left( \frac{x^{(n-1)}}{n!} \right)^{b_n},
\]

which can be used to find the \( n \)-th element of the Riccati sequence:

\[
\sum_{b_1 + \cdots + b_n = n} \frac{n!}{b_1! \cdots b_n!} k^{b_1+\cdots+b_n} x^{b_1} \left( \frac{\dot{x}}{2!} \right)^{b_2} \cdots \left( \frac{x^{(n-1)}}{n!} \right)^{b_n} = 0.
\]

Note that the coefficient of the highest-order derivative in (8), which corresponds to \( b_n = 1 \), is 1.

3. The Lagrangian form of the second-order Riccati equation

We denote \( \tilde{R}^{(j)}(x, v^{(j)}, \ldots, v^{(j)}) \) the expression obtained from \( R^{(j)} \) by a simple substitution of \( v = v^{(1)} \) by \( \dot{x} \), \( a = v^{(2)} \) by \( \ddot{x} \), and so on. For instance,

\[
\tilde{R}^{(0)}(x) = x, \quad \tilde{R}^{(1)}(x, v) = v + kx^2, \quad \tilde{R}^{(2)}(x, v, a) = a + 3kxv + k^2x^3,
\]

\[
\tilde{R}^{(3)}(x, v, a, w) = w + 4kx^2a + 6k^2x^2v + 3kv^2 + k^3x^4,
\]

\[
\tilde{R}^{(4)}(x, v, a, w, u) = u + 5kxw + 10kva + 15k^2xv^2 + 10k^2x^2a + 10k^3x^3v + k^4x^5.
\]

In the geometric approach to differential equations the element of order \( j \) in our Riccati sequence is given by the zero level set of the function \( \tilde{R}^{(j)} \) defined in \( T^j \mathbb{R} \) (the \( j \)-th-order tangent bundle, see e.g. [15, 16]), which can also be seen as a section for the natural map \( \tau_{j,j-1} : T^j \mathbb{R} \to T^{j-1} \mathbb{R} \).
There is another geometric interpretation of a differential equation of order $j$ as given by a vector field in $T^{j-1}\mathbb{R}$. For instance, recall that an autonomous system of second-order differential equations like $\ddot{x} = F(x, \dot{x})$ has associated the system of first-order differential equations

$$\begin{cases}
\frac{dx}{dt} = v \\
\frac{dv}{dt} = F(x, v)
\end{cases},$$

whose solutions are the integral curves of the vector field in $T\mathbb{R}$

$$\Gamma^{(2)}_F = v \frac{\partial}{\partial x} + F(x, v) \frac{\partial}{\partial v}.$$

In particular, for the second-order Riccati equation (4), we have

$$\Gamma^{(2)}_F = v \frac{\partial}{\partial x} - (3kxv + k^2x^3) \frac{\partial}{\partial v}.$$  

In the alternative geometric approach, the second-order differential equation can be seen as a section for $\tau_2 : T^2\mathbb{R} \to T\mathbb{R}$, $\sigma(x, v) = (x, v, F(x, v))$, which in the second-order Riccati equation (4) reduces to $\sigma(x, v) = (x, v, -(3kxv + k^2x^3))$.

Similarly, an autonomous third-order differential equation $\dddot{x} = F(x, \dot{x}, \ddot{x})$ is studied either by means of the system of first-order differential equations

$$\begin{cases}
\frac{dx}{dt} = v \\
\frac{dv}{dt} = a \\
\frac{da}{dt} = F(x, v, a)
\end{cases}$$

whose solutions are the integral curves of the vector field in $T^2\mathbb{R}$

$$\Gamma^{(3)}_F = v \frac{\partial}{\partial x} + a \frac{\partial}{\partial v} + F(x, v, a) \frac{\partial}{\partial a},$$

or by the section $\sigma$ for $\tau_3 : T^3\mathbb{R} \to T^2\mathbb{R}$ given by $\sigma(x, v, a) = (x, v, a, F(x, v, a))$.

In particular, (5) is described either by the vector field

$$\Gamma^{(3)}_F = v \frac{\partial}{\partial x} + a \frac{\partial}{\partial v} - (4kxa + 6k^2x^2v + 3kv^2 + k^3x^4) \frac{\partial}{\partial a},$$

or by the section $\sigma(x, v, a) = (x, v, a, -(4kxa + 6k^2x^2v + 3kv^2 + k^3x^4))$.

In the general case of a generic $\Gamma^{(j)}$ the connection between the vector field and the section describing the system is given by the $T^{(j-1)}$ operator introduced in [15] or the canonical immersion $i_{j-1,1}$ used in [16].

In the search for constants of the motion allowing us to reduce a given system, the Jacobi multipliers [17] play a relevant rôle (see later on for the definition of Jacobi multiplier). A very useful ingredient for the determination of a Jacobi multiplier for a vector field, or even a Lagrangian in the case of a second-order differential equation, is the concept of Darboux polynomial we recall next.
Definition 1 Let \( U \) be an open subset of \( \mathbb{R}^n \). We say that a polynomial function \( D : U \to \mathbb{R} \) is a Darboux polynomial for the polynomial vector field \( X \) if there is a polynomial function \( f \) defined in \( U \) such that \( XD = fD \). The function \( f \) is said to be the cofactor corresponding to such Darboux polynomial.

Note that when \( D \) is a Darboux polynomial for the polynomial vector field \( X \), the zero level set of \( D \) is an algebraic curve invariant under \( X \), and that given two Darboux polynomials for \( X \), \( D_1 : U_1 \to \mathbb{R}, i = 1, 2 \), with cofactors \( f_1 \) and \( f_2 \) respectively, its product \( D_1D_2 : U_1 \cap U_2 \to \mathbb{R} \) is a Darboux polynomial with cofactor \( f_1 + f_2 \). Consequently, the power \( D^n, n \in \mathbb{N}, \) of a Darboux polynomial \( D \) with cofactor \( f \) is a Darboux polynomial with cofactor \( nf \). Moreover, for any integer number \( p \), \( XD^p = p f D^p \), and \( X(D_1/D_2) = (f_1 - f_2)(D_1/D_2) \). Consequently, if \( D_1 \) and \( D_2 \) are Darboux polynomials with the same cofactor, the quotient \( D_1/D_2 \) is a first integral.

The rational functions \( F \) such that \( X\mathcal{F} = f \mathcal{F} \), with \( f \) a polynomial function are also known as second-integrals for \( X \), because they are first-integrals when \( f = 0 \). More generally, a set of \( C^1 \)-functions \( I_i = I_i(x), i = 1, \ldots, r, \) is considered to be a set of higher order integrals if there exist \( r^2 \) \( C^1 \)-functions \( \beta_{ij} \) such that

\[
XI_i = \sum_{j=1}^{r} \beta_{ij} I_j, \quad i = 1, \ldots, r.
\]

In this case, if \( dI_1 \wedge \cdots \wedge dI_r \neq 0 \) the set \( \bigcap_{k=1}^{r} I_k^{-1}(0) \) is an invariant \((n-r)\)-dimensional manifold. If for an index \( i \) we have that \( \beta_{i1} = \beta_{i2} = \cdots = \beta_{ir} = 0 \), the function \( I_i \) is called first integral, otherwise, if some \( \beta_{ij} \) are not zero, the system can be used to define second, third or higher order integrals.

In this paper we often use products of powers of Darboux polynomials as playing a rôle similar to that of the Lagrangian. In fact, it can be seen that for second-order Riccati equations the Lagrangian is the inverse of a Darboux polynomial, because as it has been proved in [1], a general second-order Riccati equation admits a Lagrangian formulation with a Lagrangian of a non-mechanical type

\[
L(x,v) = \frac{1}{v + k U(x,t)}.
\]

where \( U(x,t) = c_0(t) + c_1(t) x^2 \) for a convenient choice of functions \( c_i(t) \). For instance, (4) is described by the Lagrangian function

\[
L_1(x,v) = \frac{1}{v + k x^2} = \left( \tilde{R}^{(1)}(x,v) \right)^{-1}.
\]

Note that \( \tilde{R}^{(1)}(x,v) \) is a Darboux polynomial for \( \Gamma^{(2)} \) with cofactor \(-kx \), because \( (\Gamma^{(2)} \tilde{R}^{(1)})(x,v) = -k xv - k^2 x^2 = -k x R^{(1)}(x,v) \), and when \( L_1(x,v) = (R^{(1)}(x,v))^{-1} \), the vector field \( \Gamma^{(2)} \) given by (10) is such that \( \Gamma^{(2)} L_1 = k x L_1 \). Moreover, the associated Liouville 1-form \( \theta_{L_1} \) and the corresponding symplectic 2-form \( \omega_{L_1} = -d\theta_{L_1} \),

\[
\theta_{L_1} = \frac{\partial L_1}{\partial v} \, dx = -\frac{1}{(v + k x^2)^2} \, dx = -L_1^2 \, dx, \quad (14) \\
\omega_{L_1} = -d\theta_{L_1} = \frac{2 \, dx \wedge dv}{(v + k x^2)^3} = dL_1^2 \wedge dx, \quad (15)
\]

\[
(\Gamma^{(2)} \tilde{R})^{-1} = \frac{1}{v + k x^2},
\]

\[
R^{(1)}(x,v) = (v + k x^2)^{-1},
\]

\[
\tilde{R}^{(1)}(x,v) = -k x (v + k x^2)^{-1},
\]

\[
\Gamma^{(2)} L_1 = k x L_1.
\]
together with the corresponding energy function

\[ E_{L_1}(x, v) = v \frac{\partial L_1}{\partial v} - L_1 = \frac{-(2v + kx^2)}{(v + kx^2)^2}, \]  

(16)

show that \( \Gamma^{(2)} \) is such that \( i(\Gamma^{(2)}) \omega_{L_1} = dE_{L_1} \), i.e. \( \Gamma^{(2)} \) is the dynamical vector field defined by the Lagrangian \( L_1 \).

We recall that given a vector field \( X \) in an oriented manifold \((M, \Omega)\), a function \( R \) such that \( Ri(X)\Omega \) is closed is said to be a Jacobi multiplier for \( X \). Note that this means that \( RX \) is a divergenceless vector field and then

\[ \mathcal{L}_{RX} \Omega = \text{div} (RX) \Omega = [X(R) + R \text{div} X] \Omega = 0, \]

and therefore we see that \( R \) is a last multiplier for \( X \) if and only if

\[ X(R) + R \text{div} X = 0. \]  

(17)

Note that if \( R \) is a never vanishing Jacobi multiplier, then \( fR \) is a Jacobi multiplier too if and only if \( f \) is a constant of motion, i.e. \( XF = 0 \), because if (17) is true, then for any function \( f \),

\[ X(fR) + fR \text{div} X = (XF)R + f(X(R) + R \text{div} X) = (XF)R, \]

and consequently \( fR \) is a multiplier too if and only if \( XF = 0 \).

The remarkable point is that if \( D_1, \ldots, D_k \) are Darboux polynomials with corresponding cofactors \( f_i, i = 1, \ldots, k \), one can look for multiplier factors of the form

\[ R = \prod_{i=1}^{k} D_i^{\nu_i} \]  

(18)

and then

\[ \frac{X(R)}{R} = \sum_{i=1}^{k} \nu_i \frac{X(D_i)}{D_i} = \sum_{i=1}^{k} \nu_i f_i, \]

and therefore, if the coefficients \( \nu_i \) can be chosen such that

\[ \sum_{i=1}^{k} \nu_i f_i = -\text{div} X \]  

(19)

holds, then we arrive to

\[ \frac{X(R)}{R} = \sum_{i=1}^{k} \nu_i f_i = -\text{div} X, \]

and consequently \( R \) is a Jacobi last multiplier for \( X \).

In the case of \( X = \Gamma^{(2)} \) we are considering we see that as \( \text{div} \Gamma^{(2)} = -3kx \), a Jacobi multiplier obtained as a power of the Darboux polynomial \( D_1 = \tilde{R}^{(1)} \) is \( R(x, v) = (\tilde{R}^{(1)}(x, v))^{-3} \).

The main point is that if \( R \) is a Jacobi multiplier for a vector field which corresponds to a second-order differential equation, then there is an essentially unique Lagrangian (up to addition of a gauge term) such that \( R = \frac{\partial^2 L}{\partial v^2} \) [18, 19].
Actually, the inverse problem for the existence of a Lagrangian was analysed by Helmholtz and he found a set of conditions that a multiplier matrix \( g_{ij}(x, \dot{x}) \) must satisfy in order for a given system of second-order equations

\[
\ddot{x}^j = F^j(x, \dot{x}), \quad j = 1, 2, \ldots, n,
\]

or the corresponding system

\[
\begin{cases}
\frac{dx^i}{d\tau} = v^i \\
\frac{dv^i}{dt} = F^i(x, v)
\end{cases}
\]

which provides us the integral curves for the vector field

\[
X = v^i \frac{\partial}{\partial x^i} + F^i(x, v) \frac{\partial}{\partial v^i},
\]

when written of the form

\[
g_{ij}(\ddot{x}^j - F^j(x, \dot{x})) = 0, \quad i, j = 1, 2, \ldots, n,
\]
to be the set of Euler–Lagrange equations for a certain Lagrangian \( L \) \([20, 21, 22, 23]\) (the summation convention on repeated indices is assumed). If a matrix solution \( g_{ij} \) is obtained then it can be identified with the Hessian matrix of \( L \), that is \( g_{ij} = \partial^2 L / \partial v^i \partial v^j \), and a Lagrangian \( L \) can be obtained by direct integration of the \( g_{ij} \) functions. The two first conditions just impose regularity and symmetry of the matrix \( g_{ij} \); the two other ones are equations introducing relations between the derivatives of \( g_{ij} \) and the derivatives of the functions \( F^i \). Here we only write the fourth set of conditions that determine the time-evolution of the \( g_{ij} \)

\[
X (g_{ij}) = g_{ik} A^k j + g_{jk} A^k i, \quad A^i j = - \frac{1}{2} \frac{\partial F^i}{\partial v^j}.
\]

When the system is one-dimensional we have \( i = j = k = 1 \) and then the three first set of conditions become trivial and the fourth one reduces to one single first-order P.D.E.

\[
X(g) + g \frac{\partial F}{\partial v} = v \frac{\partial g}{\partial x} + F \frac{\partial g}{\partial v} + g \frac{\partial F}{\partial v} = 0,
\]

which is nothing but the equation (17) defining the Jacobi multipliers, because \( \text{div} X = \partial F / \partial v \).

Therefore, the generalised inverse problem reduces to find the function \( g \) as a solution of this equation, i.e. a Jacobi multiplier. Once a solution \( g \) is known a Lagrangian \( L \) is obtained by integrating the function \( g \) two times with respect to velocities. The function \( L \) so obtained from \( g \) is unique up to addition of a gauge term. For instance in the case of the equation (4) we find, up to a gauge term, the Lagrangian (13).

It is also noteworthy that if a system with one degree of freedom admits two different regular Lagrangins then the function \( F \) definida por

\[
\frac{\partial^2 L_1}{\partial v^2} = F \frac{\partial L_2}{\partial v^2}
\]
is a constant of the motion, because such a function \( F \) is the quotient of two different Jacobi multipliers. This result is usually attributed to Currie and Saletan \([24]\), but actually data back to Jacobi’s time.
Note however that \( D_2(x,v) = 2v - kx^2 \) is also a Darboux polynomial with cofactor \( f_2(x,v) = -2kx \), because \( (\Gamma^{(2)}D_2)(x,v) = v(2kx) - 2(3kxv + k^2x^3) = -2kx(2v + kx^2) \). One can therefore look for a new Jacobi multiplier that is a power of \( D_2 \) and we obtain \( R'(x,v) = (2v + kx^2)^{-3/2} \), defining the new Lagrangian function

\[
L'_1(x,v) = \sqrt{2v + kx^2}
\]

Note that the quotient of both Jacobi multipliers is but a function of the energy, which is a constant of the motion.

A function \( T \) that satisfies the following property

\[
\frac{d}{dt} T \neq 0, \quad \ldots, \quad \frac{d^m}{dt^m} T \neq 0, \quad \frac{d^{m+1}}{dt^{m+1}} T = 0,
\]

is called a generator of integrals of motion of degree \( m \). Notice that this means that the function \( T \) is a non-constant function generating a constant of motion by time derivation and also that \( T \) can be used for generating a \( t \)-dependent constant of the motion. This function, to be denoted by \( J_t \), turns out to be a polynomial of order \( m \) in the time \( t \). In the Hamiltonian (symplectic) case this property is directly related with the existence of “master symmetries” [25, 26, 27, 28]. If the dynamics is represented by a Hamiltonian vector field \( \Gamma_H \), then a vector field \( Z \) that satisfies the following two properties

\[
[Z, \Gamma_H] = \tilde{Z} \neq 0, \quad [\tilde{Z}, \Gamma_H] = 0,
\]

is called a “master symmetry” of degree \( m = 1 \) for \( \Gamma_H \). If \( Z \) is such that

\[
[Z, \Gamma_H] = \tilde{Z} \neq 0, \quad [\tilde{Z}, \Gamma_H] \neq 0 \quad \text{and} \quad [[\tilde{Z}, \Gamma_H], \Gamma_H] = 0,
\]

then it is called a “master symmetry” of degree \( m = 2 \), and similarly for \( m = 3, 4, \ldots \).

In the second-order Riccati case (4), we have that the Lagrangian \( T_1 = L_1 \) is a generator of degree three of first-integrals for \( \Gamma^{(3)} \), as corresponding to a master symmetry of the dynamics [1]. More explicitly, we have

\[
\Gamma^{(2)}T_1 = T_2 = \frac{kx}{v + kx^2},
\]
\[
\Gamma^{(2)}(\Gamma^{(2)}T_1) = \Gamma^{(2)}T_2 = k,
\]
\[
\Gamma^{(2)}(\Gamma^{(2)}(\Gamma^{(2)}T_1)) = 0.
\]

Hence \( T_1 \) and \( T_2 \) are generators of \( t \)-dependent constants of motion for the Lagrangian. The two functions

\[
J^{(2)}_{11} = T_2 - kt, \quad J^{(2)}_{12} = T_1 - tT_2 + \frac{1}{2}kt^2,
\]

are the corresponding constants of the motion obtained from \( T_1 \) and \( T_2 \).
4. A geometric approach to third-order Riccati equation

For the case of the third-order Riccati equation in the Riccati sequence one can proceed in a similar way but of course we cannot have a (regular) Lagrangian formulation. First, when applying the vector field (12) to \( \tilde{R}^{(2)}(x, v, a) \) we see that

\[
(\Gamma^{(3)} \tilde{R}^{(2)})(x, v, a) = -k x \tilde{R}^{(2)}(x, v, a),
\]

and therefore the polynomial function \( D_1 = \tilde{R}^{(2)} \) is a Darboux polynomial with cofactor equal to \(-k x\). Consequently, we can consider the corresponding generalisation of the function \( L_1 \) given by (13):

\[
L_2(x, v, a) = \frac{1}{a + 3k x v + k^2 x^3} = (\tilde{R}^{(2)}(x, v, a))^{-1},
\]

which is not a Lagrangian for (5) but note that the function \( L_2 \) is such that

\[
\Gamma^{(3)}(L_2) = k x L_2.
\]

This means that the function \( L_2 \) is not a constant of motion for the dynamics \( \Gamma^{(3)} \) and the foliation of level surfaces of \( L_2 \) is not invariant under the vector field (12), but its zero level set is invariant. Furthermore, as \( \text{div} \Gamma^{(3)} = -4 k x \), we can find a Jacobi multiplier as a power \((D_1)^{-4}\) of the Darboux polynomial \( D_1 \), i.e. we find a solution of (19) with only one term.

Note also that

\[
dL_2 = \frac{3k(k x^2 + v)dx + 3k x dv + da}{(a + 3k x v + k^2 x^3)^2},
\]

and therefore we can define a 2-form \( \omega_{L_2} \) in \( T^2 \mathbb{R} \) in full similarity with the second relation in (15) by

\[
\omega_{L_2} = dL_2^2 \wedge dx,
\]

whose coordinate expression turns out to be given by

\[
\omega_{L_2} = 2 \frac{3k x dx \wedge dv + dx \wedge da}{(a + 3k x v + k^2 x^3)^3}.
\]

Such 2-form \( \omega_{L_2} \) is exact and therefore \( d\omega_{L_2} = 0 \), but as \( T^2 \mathbb{R} \) is three-dimensional, \( \omega_{L_2} \) is degenerate: the rank of \( \omega_L \) is two and therefore its kernel is one-dimensional. More explicitly, one can see that such kernel is generated by the vector field in \( T^2 \mathbb{R} \)

\[
K = \frac{\partial}{\partial v} - 3k x \frac{\partial}{\partial a},
\]

because such vector field is such that \( K(L_2) = K(x) = 0 \).

The presymplectic form \( \omega_{L_2} \) gives rise to a foliation determined by ker \( \omega_{L_2} \), i.e. spanned by the vector field \( K \), and induces a symplectic form in the quotient, the set of leaves. Moreover, both functions \( L_2 \) and \( x \) are \( K \)-invariant and therefore projectable functions. This points out the convenience of using instead of coordinates \((x, v, a)\) three different coordinates \((x, f, L_2)\) with \( f \) being a function such that \( K f = 1 \). In such coordinates the projected 2-form looks like in (23).
The function $L_2^2$ is such that there exist vector fields whose contraction with $\omega_{L_2}$ is $dL_2^2$. Such vector fields are those of the form
\[ Y = -\frac{\partial}{\partial x} + 3k(v + kx^2)\frac{\partial}{\partial v} + b(x, v, a)K. \]

In particular for $b(x, v, a) = kx$ we obtain the vector field $X^{(2)}_1$ given by
\[ X^{(2)}_1 = -\frac{\partial}{\partial x} + kx \frac{\partial}{\partial v} + 3kv \frac{\partial}{\partial a}. \]

In fact, note that as $L_2$ is given by (13), we have
\[ X^{(2)}_1(L_2) = -X^{(2)}_1(a + 3kxv + k^2x^3)^2 = 0, \]
and consequently, from the definition (23) one easily check that
\[ i(X^{(2)}_1)\omega_{L_2} = (X^{(2)}_1L_2^2) \ dx - (X^{(2)}_1x) \ dL_2^2 = dL_2^2. \]

Let us explore the existence of $t$-dependent constants of motion. The function $T_1 = L_2$ is such that
\[ \Gamma^{(3)}(T_1) = T_2 = \frac{kx}{a + 3kxv + k^2x^3}, \]
\[ \Gamma^{(3)}(T_2) = T_3 = \frac{k(v + kx^2)}{a + 3kxv + k^2x^3}, \]
\[ \Gamma^{(3)}(T_3) = T_4 = k. \]

Hence $T_1$, $T_2$ and $T_3$ are generators of integrals of motion for the vector field $\Gamma^{(3)}$ and the $t$-dependent functions
\[ J^{(3)}_{i1} = T_3 - t, \quad J^{(3)}_{i2} = T_2 - tT_3 + \frac{1}{2}kt^2, \quad J^{(3)}_{i3} = T_1 - tT_2 + \frac{1}{2}t^2T_3 - \frac{1}{6}kt^3, \]
are constants of the motion for the dynamical vector field $\Gamma^{(3)}$.

5. Darboux function, closed two form and fourth-order Riccati equation

Let us now consider the fourth-order case of Riccati equation $R^{(4)}(x, \dot{x}, \ddot{x}, \dddot{x}) = 0$, i.e.
\[ \dddot{x} + 5kx \dddot{x} + 10k \dot{x} \dddot{x} + 15k^2x \dot{x}^2 + 10k^2x^2 \dddot{x} + 10k^3x^3 \dot{x} + k^4x^5 = 0, \quad (24) \]
with the following associated system of first-order differential equations:
\[
\begin{align*}
\frac{dx}{dt} &= v \\
\frac{dv}{dt} &= a \\
\frac{da}{dt} &= w \\
\frac{dw}{dt} &= -(5kxw + 10kva + 15k^2xv^2 + 10k^2x^2a + 10k^3x^3v + k^4x^5)
\end{align*}
\]
whose solutions are the integral curves of the vector field

$$\Gamma^{(4)} = v \frac{\partial}{\partial x} + a \frac{\partial}{\partial v} + w \frac{\partial}{\partial a} - (5kwx + 10kva + 15k^3xv^2 + 10k^2x^2a + 10k^3x^3v + k^4x^5) \frac{\partial}{\partial w}. \quad (26)$$

Note that now in full similarity with the preceding cases

$$\left(\Gamma^{(4)} \tilde{R}^{(3)}\right)(x, v, a, w) = -kx \tilde{R}^{(3)}(x, v, a, w),$$

i.e. $\tilde{R}^{(3)}(x, v, a, w)$ is a Darboux polynomial for $\Gamma^{(4)}$ with respective cofactor $-kx$.

Moreover, as $\text{div} \, \Gamma^{(4)} = -5kx$, we can find a Jacobi multiplier as a power $R = (D_1)^{-5}$ of the Darboux polynomial $D_1$, as a solution of (19) with only one term.

By analogy with the preceding cases we can define the function $L_3$ given by

$$L_3(x, v, a, w) = \frac{1}{w + 4kx + 6k^2x^2v + 3k^3x^4 + k^4x^5} = (\tilde{R}^{(3)}(x, v, a, w))^{-1} \quad (27)$$

which satisfies the condition analogous to (22) with the new vector field $\Gamma^{(4)}$ and the function $L_3$. Define the 2-form $\omega_{L_3}$ as in the preceding example by an expression analogous to (15) and (23) but with $L_3$ instead of $L_1$ and $L_2$ respectively, which is written in this case as

$$\omega_{L_3} = -2 \frac{6k(v + kx^2)dv \wedge dx + 4kx da \wedge dx + dw \wedge dx}{(w + 4kx + 6k^2x^2v + 3k^3x^4 + k^4x^5)^3}. \quad (28)$$

Then the 2-form $\omega_{L_3}$ is presymplectic, its kernel defining a foliation generated by the two commuting vector fields

$$K_1 = \frac{\partial}{\partial v} - 6k(v + kx^2) \frac{\partial}{\partial w}, \quad K_2 = \frac{\partial}{\partial a} - 4kx \frac{\partial}{\partial w},$$

and therefore the functions $x$ and $L_3$ are projectable because

$$K_1(x) = K_1(L_3) = 0, \quad K_2(x) = K_2(L_3) = 0. \quad (29)$$

Consequently, the symplectic form induced in the quotient space is given by the same expression $dL_3^2 \wedge dx$.

This fourth-order Riccati equation also admits a set of $t$-dependent constants of the motion. Starting with the function $T_1 = L_3$ it is easy to check that

$$\Gamma^{(4)}(T_1) = T_2 = \frac{kx}{w + 4kxa + 3k^3v^2 + 6k^2x^2v + k^3x^4}$$

$$\Gamma^{(4)}(T_2) = T_3 = \frac{k(v + kx^2)}{w + 4kxa + 3k^3v^2 + 6k^2x^2v + k^3x^4},$$

$$\Gamma^{(4)}(T_3) = T_4 = \frac{k(a + 3kvx + k^2x^3)}{w + 4kxa + 3k^3v^2 + 6k^2x^2v + k^3x^4},$$

$$\Gamma^{(4)}(T_4) = T_5 = k.$$
and the functions $J_{11}^{(4)}$, $J_{12}^{(4)}$, $J_{13}^{(4)}$ and $J_{14}^{(4)}$ given by

\[
\begin{align*}
J_{11}^{(4)} &= T_4 - kt \\
J_{12}^{(4)} &= T_3 - t T_4 + \frac{1}{2} k t^2 \\
J_{13}^{(4)} &= T_2 - t T_3 + \frac{1}{2} t^2 T_4 - \frac{1}{6} k t^3 \\
J_{14}^{(4)} &= T_1 - t T_2 + \frac{1}{2} t^2 T_3 - \frac{1}{6} t^3 T_4 + \frac{1}{24} k t^4
\end{align*}
\]

are $t$-dependent constants of motion.

### 6. The $n$-th-order Riccati equation of the sequence

The theory can be extended to the $n$-th-order Riccati equation of the above Riccati sequence for a generic value of $n$, which is obtained from an iterated action of the operator $\mathbb{D}_k$,

\[
R^{(n)}(x, \dot{x}, \ldots, x^{(n)}) = \mathbb{D}_k^n x = 0,
\]

we can write the $n$-th-order Riccati equation of the Riccati sequence both as a section for $\tau_{n,n-1} : T^n \mathbb{R} \to T^{n-1} \mathbb{R}$ defined by the zeros of the map $\tilde{R}^{(n)}(x, v^{(1)}, \ldots, v^{(n)})$ or as vector field $\Gamma^{(n)}(x, v^{(1)}, \ldots, v^{(n-1)}) \in \mathfrak{X}(T^{n-1} \mathbb{R})$. We remark that $\Gamma^{(n+k)}$ acting on (the pull-back of) a function $\tilde{F}(x, v^{(1)}, \ldots, v^{(n)})$ on $T^n \mathbb{R}$ obtained from the function $F(x, \dot{x}, \ldots, x^{(n)})$ when replacing $\dot{x}$ by $v^{(1)}$, $\ddot{x}$ by $v^{(2)}$, and so on, coincides with the function obtained from the total time derivative $dF/dt$ with the same replacements. Therefore $(\Gamma^{(n+1)} + k x) \tilde{R}^{(n)} = \tilde{R}^{(n+1)}$, as a consequence of the definition of the Riccati sequence, and therefore we obtain

\[
(\Gamma^{(n+1)} + k x) \tilde{R}^{(n)} = 0,
\]

because $T^n \mathbb{R}$ is identified as a submanifold of $T^{n+1} \mathbb{R}$ given by the vanishing of the function $\tilde{R}^{(n+1)}$. Consequently, $D = \tilde{R}^{(n)}$ is a Darboux polynomial for $\Gamma^{(n+1)}$ with a cofactor $-k x$.

On the other side, one can see form the explicit expression (8) that

\[
\text{div} \Gamma^{(n)} = -(n + 1) k x
\]

and therefore we find a Jacobi multiplier for $\Gamma^{(n)}$ as a power of $D$,

\[
R = (D)^{-(n+1)}.
\]

Note that if a function $F$ is such that $X F = f F$ for a vector field $X$ and a polynomial function $f$, then

\[
X^2 F = X(f F) = (Xf + f^2) F = ((X + f)f) F,
\]

and iterating the process

\[
X^{n+1} F = ((X + f)^n f) F.
\]

In our case $X = \Gamma^{(n)}$, and $F = L_1 = (\tilde{R}^{(n-1)})^{-1}$, and as we started with the cofactor $f = k x$ we find from the relation

\[
(\Gamma^{(n)} + k x)^n x = \tilde{R}^{(n)}(x) = 0,
\]

that if $L_{n-1} = (\tilde{R}^{(n-1)})^{-1}$

\[
(\Gamma^{(n)})^{n+1} L_1 = ((\Gamma^{(n)} + k x)^n k x) L_1 = 0,
\]

which shows that $T_3 = L_1$ is a generator of degree $n + 1$ of first-integrals for $\Gamma^{(n)}$ and there will be $n$ $t$-dependent constants of motion.
7. Conclusions

It has been proved that the use of geometrical techniques to deal with the elements of the Riccati equation is very efficient to unveil some previously hidden aspects of such equations. So this communication has raised many interesting problems, viz., the use of Darboux factors for finding Jacobi multipliers for higher order ODEs via Prelle-Singer method, a deeper understanding of $t$-dependent constants of the motion and their relation with master symmetries and the Lagrangian formalism in the second order case and many other problems. The application of this differential geometric Prelle-Singer method to multicomponent systems and their integrability is a very interesting subject to be studied. In fact there are several interesting issues connected to this paper – we have only hit the tip of the iceberg. For instance the method here developed can also be used to study higher-order Abel equations [29]. We hope to answer some of these questions in forthcoming papers.
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