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Abstract

This work is concerned with the Gevrey regularity and analyticity of the solution to a weakly dissipative Camassa-Holm system. We first demonstrate the local Gevery regularity and analyticity of this equation. Then, we discuss the continuity of the data-to-solution map. Finally, we obtain the global Gevery regularity of this system in Gevery class $G_{\sigma}$ with $\sigma \geq 1$ in time.
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1 Introduction

*email: mengzhy3@mail2.sysu.edu.cn
†email: mcsyzy@mail.sysu.edu.cn
In this paper, we study the following weakly dissipative Camassa-Holm equation \[18\]
\[
\begin{aligned}
    u_t - u_{txx} + 3uu_x + \lambda (u - u_{xx}) &= 2uu_x + uu_{xxx} + \alpha u + \beta u^2 u_x + \gamma u^3 u_x + \Gamma u_{xxx}, \
    u(0, x) &= u_0, \quad x \in \mathbb{R},
\end{aligned}
\] (1.1)
where \(\alpha, \beta, \gamma, \Gamma\) are real numbers and \(\lambda\) is a positive number. Let \(\Lambda^{-2} = (1 - \partial_{xx})^{-1}\), \(h(u) = (\alpha + \Gamma)u + \beta u^3 + \gamma u^4\). The above equation can be reformulated in the following form
\[
\begin{aligned}
    u_t + (u + \Gamma)u_x + \lambda u &= Q, \
    u(0, x) &= u_0,
\end{aligned}
\] (1.2)
where \(Q = -\Lambda^{-2}\partial_x\left(h(u) - u^2 + \frac{1}{2}u_x^2\right)\). For \(\lambda = \alpha = \beta = \gamma = \Gamma = 0\), the equation (1.2) reads as the Camassa-Holm (CH) equation
\[
(1 - \partial_x^2)u_t = 3uu_x - 2u_xu_{xx} - uu_{xxx},
\] (1.3)
which has a bi-Hamiltonian structure and is completely integrable \([6, 10]\). The local well-posedness of CH equation for initial data \(u_0 \in H^s\) with \(s > \frac{3}{2}\) has been proved in \([7, 8, 31]\). In addition, many researchers established the local well-posedness of CH equation in Besov spaces \(B^s_{p,r}\) with (i) \(s > 1 + \frac{1}{p}\); (ii) \(s = 1 + \frac{1}{p}\), \(p \in [1, \infty)\), \(r = 1\) \([11, 12, 20, 23, 32]\). The CH equation has not only global strong solutions \([7, 9]\) but also the solutions will blow up in finite time \([3, 7, 8]\). The authors established the existence of the unique global solutions \([5]\). In \([4]\), Bressan and Constantin proved the global dissipative solutions of the CH equation. Its local ill-posedness problem was presented in \([14, 15, 21]\). The analyticity for the solutions of CH equation were studied in \([2, 16]\). In \([24]\), the authors discussed the Gevrey regularity for the Camassa-Holm type systems by a generalized Ovsyannikov theorem.

Recently, the author established the local well-posedness of system (1.2) in Sobolev spaces \(H^s\) with \(s > \frac{3}{2}\) \([18]\). In \([25]\), the authors proved that this equation is locally well-posed in Besov spaces and the existence of global strong solutions under the condition that small initial datum. And the existence and uniqueness of weak solutions were presented in \([26]\). The analyticity and Gevrey regularity of the system (1.2) has not been investigated. Hence, in this paper, using the generalized Ovsyannikov theorem \([24]\), we get the local analyticity and Gevrey regularity of the solutions to system (1.2). And we see that the continuity of the data-to-solution map. On the other hand, following the idea \([19]\), we employ the global analyticity and Gevrey regularity of this system.

Our paper is organized as follows. In Section 2, we give some preliminary results. In Sections 3, 4, we discuss the local analyticity and Gevrey regularity, and the continuity of the data-to-solution map of the equation (1.2). In Section 5, we study the global analyticity and Gevrey regularity.

# Preliminaries

In this section, we give some theorems and some lemmas that will be of use to prove our main results. Now, we study the Cauchy problem for the above system which can be rewritten in the following abstract form
\[
\begin{aligned}
    \frac{du}{dt} &= F(t, u(t)), \
    u(0, x) &= u_0,
\end{aligned}
\] (2.1)
Theorem 2.1. ([27,29]) Let \( \{X_\delta\}_{0<\delta<1} \) be a scale of decreasing Banach spaces, namely, for any \( 0<\delta'<\delta \), we have \( X_\delta \subset X_{\delta'} \) and \( \| \cdot \|_{\delta'} \leq \| \cdot \|_{\delta} \). Given \( T, R > 0 \). Let \( u_0 \in X_1 \), assume that

(1) For any \( 0<\delta'<\delta<1 \), the function \( t \mapsto u(t) \) is holomorphic in \( |t|<T \) and continuous on \( |t|<T \) with values in \( X_{\delta} \) and

\[
\sup_{|t|<T} \| u(t) \|_{\delta} < R.
\]

Then \( t \mapsto F(t,u(t)) \) is a holomorphic function on \( |t|<T \) with values in \( X_{\delta'} \).

(2) For any \( 0<\delta'<\delta<1 \), and any \( u, v \in B(u_0,R) \subset X_{\delta} \), there exists a positive constant \( L \) depending on \( u_0 \) and \( R \) such that

\[
\sup_{|t|<T} \| F(t,u(t)) - F(t,v(t)) \|_{\delta'} \leq \frac{L}{\delta' - \delta} \| u - v \|_{\delta}.
\]

(3) For any \( 0<\delta<1 \), there exists a positive constant \( M \) depending on \( u_0 \) such that

\[
\sup_{|t|<T} \| F(t,u_0(t)) \|_{\delta'} \leq \frac{M}{1 - \delta}.
\]

Then there exist a \( T_0 \in (0,T) \) and a unique solution to the Cauchy problem \( 2.1 \), which for any \( \delta \in (0,1) \) is holomorphic in \( |t|<T_0(1-\delta) \) with values in \( X_{\delta} \).

The above theorem was first put forwarded by Ovsyannikov in [28–30]. Note that the original Ovsyannikov theorem is not valid for the Gevery class. Owing to this kind of space cannot such that the condition (2) hold in Theorem 2.1. Hence, for the Gevery class, we prove that

\[
\sup_{|t|<T} \| F(t,u(t)) - F(t,v(t)) \|_{\delta'} \leq \frac{L}{(\delta' - \delta)^\sigma} \| u - v \|_{\delta},
\]

where \( \sigma \geq 1 \). As \( \sigma > 1 \), the above inequality is weaker than the condition (2). Recently, Luo and Yin build a new auxiliary function to get a generalized Ovsyannikov theorem by modifying the proof of [24].

Theorem 2.2. ([24,25]) Let \( \{X_\delta\}_{0<\delta<1} \) be a scale of decreasing Banach spaces, namely, for any \( 0<\delta'<\delta \), we have \( X_\delta \subset X_{\delta'} \) and \( \| \cdot \|_{\delta'} \leq \| \cdot \|_{\delta} \). Given \( T, R > 0 \). Let \( u_0 \in X_1 \), assume that

(1) For any \( 0<\delta'<\delta<1 \), the function \( t \mapsto u(t) \) is holomorphic in \( |t|<T \) and continuous on \( |t|<T \) with values in \( X_{\delta} \) and

\[
\sup_{|t|<T} \| u(t) \|_{\delta} < R.
\]

Then \( t \mapsto F(t,u(t)) \) is a holomorphic function on \( |t|<T \) with values in \( X_{\delta'} \).

(2) For any \( 0<\delta'<\delta<1 \), and any \( u, v \in B(u_0,R) \subset X_{\delta} \), there exists a positive constant \( L \) depending on \( u_0 \) and \( R \) such that

\[
\sup_{|t|<T} \| F(t,u(t)) - F(t,v(t)) \|_{\delta'} \leq \frac{L}{(\delta' - \delta)^\sigma} \| u - v \|_{\delta}.
\]

(3) For any \( 0<\delta<1 \), there exists a positive constant \( M \) depending on \( u_0 \) such that

\[
\sup_{|t|<T} \| F(t,u_0(t)) \|_{\delta'} \leq \frac{M}{1 - \delta}.
\]

Then there exists a \( T_0 \in (0,T) \) and a unique solution to the Cauchy problem \( 2.1 \), which for any \( \delta \in (0,1) \) is holomorphic in \( |T|<\frac{T_0(1-\delta^2)D_\delta}{2^\sigma - 1} \) with values in \( X_{\delta} \) and \( D_\delta = \frac{1}{2^\sigma - 2^{\frac{\sigma}{\sigma + 1}}} \).
Now, we give a Banach spaces, which can be used to prove Theorem 2.22 by using the fixed point argument.

**Definition 2.3.** [24, 33] Let $\sigma \geq 1$. For any $a > 0$, we represent by $E_a$ the space of functions $u(t)$ which for each $0 < \delta < 1$ and $|t| < \frac{a(1-\delta)}{2^{2\sigma-1}}$ with $D_\sigma = \frac{1}{2^{2\sigma - 2} + 2^{2\sigma - 2}}$ are holomorphic and continuous functions of $t$ with values in $X_\delta$ such that
\[
\|u\|_{E_a} := \sup_{|t| < \frac{a(1-\delta)}{2^{2\sigma-1}}} \left(\|u(t)\|_{G^\sigma_{2,\delta}} (1-\delta)^\sigma \sqrt{1 - \frac{|t|}{a(1-\delta)}}\right) < +\infty.
\]

**Remark 2.4.** [24, 33] Indeed, $T_0 = \min\{\frac{1}{2^{2\sigma+1}}, \frac{1}{(2^{2\sigma+1})^{(\sigma-1)}}\}$ with $D_\sigma = \frac{1}{2^{2\sigma - 2} + 2^{2\sigma - 2}}$, which provides a lower bound of the lifespan.

**Remark 2.5.** If $\sigma = 1$, Theorem 2.27 reduces to the so-called abstract Cauchy-Kovalevsky theorem.

Now, we give the definition of Sobolev-Gevrey spaces and recall some properties are often used.

**Definition 2.6.** [13] Let $\sigma, \delta > 0$ and $s$ be a real number. A function $f \in G^\delta_{\sigma,s}(\mathbb{R}^d)$ if and only if $f \in C^\infty(\mathbb{R}^d)$ and satisfies
\[
\|f\|_{G^\delta_{\sigma,s}} = \left(\int_{\mathbb{R}} (1 + |\xi|^2)^s e^{2\delta(1 + |\xi|^2)} |\hat{f}(\xi)|^2 d\xi\right)^{\frac{1}{2}} < \infty.
\]

A function $f \in G^\delta_{\sigma,s}(\mathbb{R}^d)$ if and only if $f \in C^\infty(\mathbb{R}^d)$ and satisfies
\[
\|f\|_{G^\delta_{\sigma,s}} = \left(\int_{\mathbb{R}} (1 + |\xi|^2)^s e^{2\delta(1 + |\xi|^2)} |\hat{f}(\xi)|^2 d\xi\right)^{\frac{1}{2}} < \infty.
\]

**Definition 2.7.** [22] A function is of Gevrey class $\sigma \geq 1$, if there exist $\delta > 0$, $s \geq 0$ such that $f \in G^\delta_{\sigma,s}(\mathbb{R}^d)$. Denote the the functions of Gevrey class $\sigma$
\[
f \in G_\sigma(\mathbb{R}^d) := \bigcup_{\delta > 0, s \in \mathbb{R}} G^\delta_{\sigma,s}(\mathbb{R}^d).
\]

**Remark 2.8.** [17] Denote the Fourier multiplier $e^{i\lambda \frac{1}{2}}$ and $e^{i(\Delta)\frac{1}{2}}$ by
\[
e^{i\lambda \frac{1}{2}} f = \mathcal{F}^{-1}\left(e^{i(1 + |\xi|^2)\frac{1}{2}} \hat{f}\right) \quad \text{and} \quad e^{i(\Delta)\frac{1}{2}} f = \mathcal{F}^{-1}\left(e^{i|\xi|^2} \hat{f}\right).
\]

Then we have $\|f\|_{G^\delta_{\sigma,s}(\mathbb{R}^d)} = \|e^{i\lambda \frac{1}{2}} f\|_{H^s(\mathbb{R}^d)}$ and $\|f\|_{G^\delta_{\sigma,s}} = \|e^{i(\Delta)\frac{1}{2}} f\|_{H^s(\mathbb{R}^d)}$. Moreover, for any $\sigma \geq 1$, we get
\[
\|f\|_{G^\delta_{\sigma,s}} \leq \|f\|_{G^\delta_{\sigma,s}} \leq e^\delta \|f\|_{G^\delta_{\sigma,s}}.
\]

If $0 < \sigma < 1$, it is called ultra-analytic function. If $\sigma = 1$, it is usual analytic function and $\delta$ is called the radius of analyticity. If $\delta > 1$, it is the Gevrey class function.

**Proposition 2.9.** If $0 < \delta' < \delta$, $0 < \sigma' < \sigma$ and $s' < s$. Then we have $G^\delta_{\sigma,s}(\mathbb{R}^d) \rightarrow G^\delta_{\sigma',s'}(\mathbb{R}^d)$, $G^\delta_{\sigma',s'}(\mathbb{R}^d) \rightarrow G^\delta_{\sigma,s}(\mathbb{R}^d)$ and $G^\delta_{\sigma,s}(\mathbb{R}^d) \rightarrow G^\delta_{\sigma',s'}(\mathbb{R}^d)$.

**Proposition 2.10.** [22] Let $f \in G^\delta_{\sigma,s}(\mathbb{R})$. Assume that $0 < \delta' < \delta$, $\sigma > 0$ and $s \in \mathbb{R}$. Then we have
\[
\|\partial_x f\|_{G^\delta_{\sigma,s}(\mathbb{R})} \leq \frac{e^{-\sigma} \sigma^\sigma}{2(\delta' - \delta)^\sigma} \|f\|_{G^\delta_{\sigma,s}(\mathbb{R})},
\]
\[
\|(1 - \partial_{xx})^{-1} f\|_{G^\delta_{\sigma,s}(\mathbb{R})} \leq \|f\|_{G^\delta_{\sigma,s}(\mathbb{R})},
\]
\[
\|(1 - \partial_{xx})^{-1} \partial_x f\|_{G^\delta_{\sigma,s}(\mathbb{R})} \leq \|f\|_{G^\delta_{\sigma,s}(\mathbb{R})}. 
\]
Proposition 2.11. Let \( s > \frac{1}{2}, \sigma \geq 1 \) and \( \delta > 0 \). Then \( G_{\sigma, s}^\delta(\R) \) is an algebra. Moreover, there exists two constants \( C_s \) and \( \bar{C}_s \) such that

\[
\|fg\|_{G_{\sigma, s}^\delta(\R)} \leq C_s \|f\|_{G_{\sigma, s}^\delta(\R)} \|g\|_{G_{\sigma, s}^\delta(\R)},
\]

\[
\|fg\|_{G_{\sigma, s}^{\delta-1}(\R)} \leq \bar{C}_s \|f\|_{G_{\sigma, s}^{\delta-1}(\R)} \|g\|_{G_{\sigma, s}^{\delta-1}(\R)}.
\]

Lemma 2.12. \[25] Let \( \sigma \geq 1 \). For each \( a > 0, u \in E_\alpha, 0 < \delta < 1 \) and \( 0 \leq t < \frac{a(1-\delta)^\sigma}{2^\delta-1} \) with \( D_\sigma = \frac{1}{2^\delta-2+\frac{\sigma}{\sigma+1}} \). Then we have

\[
\int_0^t \|u(\tau)\|_{\delta(\tau)-\delta-\delta'} \leq \frac{a2^{2\delta+3}|u|_{E_\alpha}}{(1-\delta)^\sigma} \sqrt{\frac{a(1-\delta)^\sigma}{a(1-\delta)^\sigma - t}},
\]

where

\[
\delta(\tau) = \frac{1}{2}(1+\delta) + \frac{1}{2}(2^\delta+\delta) - \frac{1}{2}((1-\delta)^\sigma - \frac{t}{a}) - \frac{1}{2}((1-\delta)^\sigma + (2^\sigma+1-1)\frac{t}{a}) \in (0, 1).
\]

Lemma 2.13. \[25\] Let \( u_0 \in B_{p,r}^\sigma \) with \( s > \frac{1}{2}, p = r = 2 \). A constant \( \epsilon \) such that if

\[
H_0 \triangleq \|\alpha\| + |\Gamma| + \|u_0\|_{B_{p,r}^\sigma} + \|\sigma\|_{2B_{p,r}^\sigma} + \|\gamma\|_{B_{p,r}^\sigma} \leq \lambda \epsilon,
\]

for all real numbers \( \alpha, \beta, \gamma, \Gamma, \lambda > 0 \). Then the solution to the system \[12\] exists globally in time. Moreover, for any \( t \in [0, \infty) \) we have

\[
H(\tau) \triangleq \|\alpha\| + |\Gamma| + \|u(\tau)\|_{B_{p,r}^\sigma} + \|\sigma\|_{2B_{p,r}^\sigma} + \|\gamma\|_{B_{p,r}^\sigma} \leq H_0.
\]

3 Local Gevery regularity and analyticity

This section is devoted to establishing the local Gevery regularity and analyticity. Our main results can be stated as follows.

Theorem 3.1. Let \( \sigma \geq 1, s > \frac{1}{2} \). Assume that \( u_0 \in G_{\sigma, s}^1(\R) \). Then for any \( 0 < \delta < 1 \), there exists a \( T_0 > 0 \) such that the system \[12\] has a unique solution \( u \) which is holomorphic in \(|t| < \frac{T_0(1-\delta)^\sigma}{2^\delta-1}\) with values in \( G_{\sigma, s}^\delta(\R) \). Moreover \( T_0 = \frac{1}{2^\delta-2+\frac{\sigma}{\sigma+1}}C_\sigma^\delta(\epsilon + a\sigma + 2\gamma\|u_0\|_{G_{\sigma, s}^\delta}) \), where the positive constant \( C_\sigma^\delta \) depending on \( s, \alpha, \beta, \gamma, \lambda, \Gamma \).

Proof. The equation \[12\] can be written as follows

\[
\begin{cases}
\frac{d}{dt} u = F(t, u(t)), \\
u(0, x) = u_0,
\end{cases}
\]

where \( F(t, u(t)) = -(u + \Gamma)u_x - \lambda u - P_x \). Fixed a \( \sigma \geq 1 \) and \( s > \frac{1}{2} \). Theorem \[22\] entails that \( \{G_{\sigma, s}^\delta\}_{0 < \delta < 1} \) is a scale of decreasing Banach spaces. For any \( 0 < \delta' < \delta \), it follows from Propositions \[29, 21\] that

\[
\|F(t, u(t))\|_{G_{\sigma, s}^{\delta'}} \leq \frac{1}{2}\|u_x\|_{G_{\sigma, s}^\delta} + |\Gamma|\|u_x\|_{G_{\sigma, s}^\delta} + C_s \left(\|h(u)\|_{G_{\sigma, s}^{\delta'}} + \|u^2\|_{G_{\sigma, s}^{\delta'}} + \|u_x^2\|_{G_{\sigma, s}^{\delta'}} \right)
\]
Adding up the above estimate to (3.2), one can deduce that

\[ F \]  

where \( C' \) depending on \( s, \alpha, \beta, \gamma, \lambda, \Gamma \).

Adding up the above estimate to (3.2), one can deduce that

\[ \| F(t, u(t)) \|_{G^s_{r,s}} \leq \frac{C'(e^{-\sigma} \sigma^2 + 2)}{2(\delta' - \delta)\sigma} \| u \|_{G^s_{r,s}}(1 + \| u \|_{G^s_{r,s}})^4, \]  

which means that \( F(t, u(t)) \) satisfies the condition (1) of Theorem 2.1. Adopting the similar procedure for \( F(u_0) \) as above, we arrive at

\[ M = \frac{C'(e^{-\sigma} \sigma^2 + 2)}{2(1 - \delta)\sigma} \| u_0 \|_{G^s_{r,s}}(1 + \| u_0 \|_{G^s_{r,s}})^4. \]

Therefore, we obtain that \( F(t, u(t)) \) satisfies the condition (3) in Theorem 2.1 with

\[ M = \frac{C'(e^{-\sigma} \sigma^2 + 2)}{2(1 - \delta)\sigma} \| u_0 \|_{G^s_{r,s}}(1 + \| u_0 \|_{G^s_{r,s}})^4. \]

On the other hand, we have to check that \( F(t, u(t)) \) satisfies the condition (2) of Theorem 2.1. Let \( \| u - u_0 \|_{G^s_{r,s}} \leq R \) and \( \| v - v_0 \|_{G^s_{r,s}} \leq R \). One can get from Theorem 2.1 and Propositions 2.9 2.11 that

\[ \| F(u) - F(v) \|_{G^s_{r,s}} \leq \frac{C_s e^{-\sigma} \sigma^2}{2(\delta' - \delta)\sigma} \| u \|_{G^s_{r,s}}^2 + \frac{C_s e^{-\sigma} \sigma^2}{(\delta' - \delta)\sigma} \| u - v \|_{G^s_{r,s}} + \| P_x(u) - P_x(v) \|_{G^s_{r,s}} \]

\[ \leq \frac{C_s e^{-\sigma} \sigma^2}{2(\delta' - \delta)\sigma} \| u - v \|_{G^s_{r,s}} \| u + v \|_{G^s_{r,s}} + \frac{C_s e^{-\sigma} \sigma^2}{(\delta' - \delta)\sigma} \| u - v \|_{G^s_{r,s}} \]

\[ + C' \| u - v \|_{G^s_{r,s}}(1 + \| u + v \|_{G^s_{r,s}})^4 \]

\[ \leq \frac{C_s e^{-\sigma} \sigma^2}{2(\delta' - \delta)\sigma} \| u - v \|_{G^s_{r,s}}(\| u_0 \|_{G^s_{r,s}} + R + 1) + C' \| u - v \|_{G^s_{r,s}}(1 + \| u_0 \|_{G^s_{r,s}} + R)^4 \]

\[ \leq \frac{C'(e^{-\sigma} \sigma^2 + 2)}{2(\delta' - \delta)\sigma} \| u - v \|_{G^s_{r,s}}(1 + \| u_0 \|_{G^s_{r,s}} + R)^4. \]  

Hence, we get \( F \) satisfies the condition (2) of Theorem 2.1 with

\[ L = C'(e^{-\sigma} \sigma^2 + 2)(\| u_0 \|_{G^s_{r,s}} + R + 1)^4. \]

Then, we conclude that the local existence result of (3.1) with the Gevrey regularity or analyticity, and

\[ T_0 = \min \left\{ \frac{1}{2^{2\sigma + 4}L}, \frac{(2^\sigma - 1)R}{(2^\sigma - 1)2^{2\sigma + 3}LR + MD_\sigma} \right\}, \]

with \( D_\sigma = \frac{1}{2^\sigma + 1 + 2^\sigma + 3}. \)

On the other hand, choosing \( R = 1 + \| u_0 \|_{G^s_{r,s}} \), we infer that \( L = 2^4 C'(e^{-\sigma} \sigma^2 + 2)(1 + \| u_0 \|_{G^s_{r,s}})^4 \) and \( M \leq 2^{2\sigma + 3}LR \). Moreover, we get

\[ T_0 = \frac{1}{2^{2\sigma + 8}C'(e^{-\sigma} \sigma^2 + 2)(1 + \| u_0 \|_{G^s_{r,s}})^4}. \]

Thus, we finish the proof of Theorem 3.1. \( \square \)
4 Continuity of the data-to-solution map

In this section, we consider the continuity of the data-to-solution map for initial data and solutions in Theorem 4.1. We first introduce a definition to illustrate what means the data-to-solution map is continuous from $G_{\sigma,s}^1(\mathbb{R})$ into the solutions space.

**Definition 4.1.** Let $\sigma \geq 1$ and $s > \frac{3}{2}$. Then, the data-to-solution map $u_0 \mapsto u$ of the system (1.2) is continuous if for a given initial data $u_0^\infty \in G_{\sigma,s}^1$ there exists a $T = T(\|u_0\|_{G_{\sigma,s}^1}, \|u_0^\infty\|_{G_{\sigma,s}^1}) > 0$, such that for any sequence $u_n^\infty \in G_{\sigma,s}^1$ and $\|u_0^\infty - u_n^\infty\|_{G_{\sigma,s}^1} \to 0$ as $n \to \infty$, the corresponding solutions $u^n$ of system (1.2) satisfy $\|u^n - u^\infty\|_{E^\sigma} \to 0$ as $n \to \infty$, where

$$
\|u\|_{E^\sigma} := \sup_{|t| < \frac{1}{C(1-\delta)^3}} \left( \|u(t)\|_{G_{\sigma,s}^1} (1 - \delta)^{\sigma} \sqrt{1 - \frac{|t|}{T(1-\delta)^3}} \right).
$$

**Theorem 4.2.** Given $\sigma \geq 1$ and $s > \frac{3}{2}$. Let $u_0 \in G_{\sigma,s}^1(\mathbb{R})$. Then the data-to-solution map $u_0 \mapsto u$ of the system (1.2) is continuous from $G_{\sigma,s}^1(\mathbb{R})$ into the solutions space.

**Proof.** In general, assume that $t \geq 0$. Defining

$$
T^\infty = \frac{1}{2^{2\sigma+8}C^\prime(e^{-\sigma}e^{\sigma^2} + 2)(1 + \|u_0^\infty\|_{G_{\sigma,s}^1})^4}, \quad T^n = \frac{1}{2^{2\sigma+8}C^\prime(e^{-\sigma}e^{\sigma^2} + 2)(1 + \|u_0^n\|_{G_{\sigma,s}^1})^4}.
$$

Owing to $\|u_0^n - u_0^\infty\|_{G_{\sigma,s}^1} \to 0$ as $n \to \infty$, there exists a constant $N$ such that if $n \geq N$, we obtain

$$
\|u_0^n\|_{G_{\sigma,s}^1} \leq \|u_0^\infty\|_{G_{\sigma,s}^1} + 1. \quad (4.1)
$$

Set

$$
T = \frac{1}{2^{2\sigma+8}C^\prime(e^{-\sigma}e^{\sigma^2} + 2)(2 + \|u_0^n\|_{G_{\sigma,s}^1})^4}. \quad (4.2)
$$

This means that $T \leq \min\{T^n, T^\infty\}$ for any $n \geq N$. A similar argument based on the proof of Theorem 5.1 we claim that $T^n$ and $T^\infty$ are the existence time of the solutions $u^n$ and $u^\infty$ corresponding to $u_0^n$ and $u_0^\infty$ respectively. Therefore, we see that for any $n \geq N$,

$$
u^\infty(t, x) = u_0^\infty + \int_0^t F(\tau, u^\infty(t, \tau))d\tau, \quad 0 \leq t < \frac{T(1-\delta)^{\sigma}}{2^\sigma - 1}, \quad (4.3)
$$

$$
u^n(t, x) = u_0^n + \int_0^t F(\tau, u^n(t, \tau))d\tau, \quad 0 \leq t < \frac{T(1-\delta)^{\sigma}}{2^\sigma - 1}, \quad (4.4)
$$

with $F$ is given in Theorem 5.1. Thus, for any $0 \leq t \leq \frac{T(1-\delta)^{\sigma}}{2^\sigma - 1}$ and $0 \leq \delta \leq 1$, we can obtain

$$
\|u^n(t) - u^\infty(t)\|_\delta \leq \|u_0^n(t) - u_0^\infty(t)\|_\delta + \int_0^t \|F(u^n(\tau)) - F(u^\infty(\tau))\|_\delta d\tau. \quad (4.5)
$$

Define that

$$
\delta(t) = \frac{1}{2}(1 + \delta) + \left(\frac{1}{2}\right)^{2+\sigma}\left(\|1 - \delta\|^\sigma - \frac{t}{T} - \|1 - \delta\|^\sigma - \|2^\sigma + 1 \| - \left(\frac{t}{T}\right)^{\frac{1}{\sigma}} \right).
$$
Making use of Lemma 2.12 we know that \( \delta < \delta(t) < 1 \). One can get from (4.5) that
\[
\|F(u^n(\tau)) - F(u^\infty(\tau))\|_\delta \leq \frac{L\|u^n(\tau) - u^\infty(\tau)\|_{\delta(\tau)}}{(\delta(\tau) - \delta)^\sigma},
\] (4.6)
where \( L = 2^4C'(e^{-\sigma}\sigma^2 + 2)(1 + \|u_0\|_1)^4 \). Hence, we can deduce that
\[
\|u^n(t) - u^\infty(t)\|_\delta \leq \|u^n_0(t) - u^\infty_0(t)\|_\delta + L \int_0^t \frac{\|u^n(\tau) - u^\infty(\tau)\|_{\delta(\tau)}}{(\delta(\tau) - \delta)^\sigma} d\tau.
\] (4.7)
It follows from Lemma 2.12 that
\[
\|u^n(t) - u^\infty(t)\|_\delta \leq \|u^n_0(t) - u^\infty_0(t)\|_\delta + \frac{T2^{2\sigma + 3}\|u^n(t) - u^\infty(t)\|_{E_T}}{(1 - \delta)^\sigma} \sqrt{\frac{T(1 - \delta)^\sigma}{T(1 - \delta)^\sigma - t}}.
\] (4.8)
Combining (4.2) and \( LT2^{2\sigma + 3} < \frac{1}{2} \). Therefore, we obtain
\[
\|u^n(t) - u^\infty(t)\|_\delta \leq \|u^n_0(t) - u^\infty_0(t)\|_\delta + \frac{\|u^n(t) - u^\infty(t)\|_{E_T}}{2(1 - \delta)^\sigma} \sqrt{T(1 - \delta)^\sigma - t},
\]
which implies
\[
\|u^n(t) - u^\infty(t)\|_{E_T} \leq \|u^n_0 - u^\infty_0\|_1 + \frac{1}{2} \|u^n(t) - u^\infty(t)\|_{E_T}.
\]
In view of the right hand side of the above estimate is independent of \( t \) and \( \delta \). By taking the supermum over \( 0 < \delta < 1, 0 < t < \frac{T(1 - \delta)^\sigma}{T(1 - \delta)^\sigma - 1} \), we see that
\[
\|u^n(t) - u^\infty(t)\|_{E_T} \leq \|u^n_0 - u^\infty_0\|_1 + \frac{1}{2} \|u^n(t) - u^\infty(t)\|_{E_T},
\]
which means that
\[
\|u^n(t) - u^\infty(t)\|_{E_T} \leq 2\|u^n(t) - u^\infty(t)\|_{E_T}.
\]
This verifies the above inequality is valid for any \( n \geq N \).

5 Global Gevery regularity and analyticity

In this section, we focus on the global Gevery regularity of solution to the system (1.2). Before stating the main result of this section, we introduce some lemmas.

Lemma 5.1. \( \text{[14]} \) Let \( \delta \geq 0, \sigma \geq 1 \) and \( s > 1 \). Then, for any \( \xi, \eta \in \mathbb{R} \), we have
\[
\left| (1 + \xi^2)^{\frac{\sigma}{2}} e^{\delta(1 + \xi^2)^{\frac{1}{\sigma}}} - (1 + \eta^2)^{\frac{\sigma}{2}} e^{\delta(1 + \eta^2)^{\frac{1}{\sigma}}} \right|
\leq C_s |\xi - \eta| \left( (1 + |\xi - \eta|^2)^{\frac{\sigma - 1}{2}} + (1 + |\eta|^2)^{\frac{\sigma - 1}{2}} \right)
+ \delta [(1 + |\xi - \eta|^2)^{\frac{\sigma - 1}{2}} + (1 + |\eta|^2)^{\frac{\sigma - 1}{2}}] e^{\delta(1 + |\xi - \eta|^2)^{\frac{1}{\sigma}}},
\]
Lemma 5.2. \[17\] Let \( \delta \geq 0, \sigma \geq 1 \) and \( s > 1 + \frac{\sigma}{2} \). Suppose that \( u \in G^\delta_{\sigma, \frac{1}{2}}(\mathbb{R}), \ v \in G^\delta_{\sigma, \frac{1}{2}}(\mathbb{R}) \). Then, we have

\[
\langle \Lambda^s e^{\delta \Lambda^\frac{1}{2}} (u \cdot v), \Lambda^s e^{\delta \Lambda^\frac{1}{2}} v \rangle \leq C \| \Lambda^s u \| \| \Lambda^s v \|^2 + C \delta \left( \| \Lambda^s e^{\delta \Lambda^\frac{1}{2}} u \| \| \Lambda^{s+\frac{1}{2}} e^{\delta \Lambda^\frac{1}{2}} v \|^2 + \| \Lambda^{s+\frac{1}{2}} e^{\delta \Lambda^\frac{1}{2}} u \| \| \Lambda^s e^{\delta \Lambda^\frac{1}{2}} v \| \right),
\]

where \( \langle \cdot, \cdot \rangle \) represents the scalar product of \( L^2(\mathbb{R}^d) \), and \( \| \cdot \| := \| \cdot \|_{L^2}, \Lambda^s \) denotes for the inverse Fourier transform of \((1 + |\xi|^2)^\frac{s}{2} \hat{f}\).

Lemma 5.3. \[17\] For all \( \delta \geq 0, \sigma \geq 1, s \in \mathbb{R} \) and \( l > 0 \). Let \( u \in G^\delta_{\sigma, \frac{1}{2}}(\mathbb{R}) \). Then we have the following estimate

\[
\| u \|_{G^\delta_{\sigma, \frac{1}{2}}} \leq \sqrt{\epsilon} \| u \|_{H^{s}} + (2\delta)^\frac{s}{2} \| u \|_{G^\delta_{\sigma, \frac{1}{2}}}. 
\]

We can now state the main result of this section.

Theorem 5.4. Given \( s > \frac{3}{2}, \sigma \geq 1 \). Let \( u_0 \in G^s_\sigma(\mathbb{R}) \). Assume that \( |\alpha| + |\gamma| + \| u_0 \|_{H^s} + \frac{|\alpha|}{3} \| u_0 \|_{H^s}^2 + \frac{|\gamma|}{4} \| u_0 \|_{H^s}^3 \leq \epsilon \). Then there exists a unique global solution of system \[1,2\] in Gevery class \( \sigma \), namely, for any \( t \geq 0 \), \( u(t, \cdot) \) is of Gevery class \( \sigma \).

Proof. We aim to get the global priori estimate of \( u \) in the time-dependent space \( G^\delta_{\sigma,s} \). One can apply the Fourier Galerkin approximating method to construct local solutions in \( G^\delta_{\sigma,s} \), globalize the result by the later estimate \[5,9\].

According to the definition of the Gevery class, we see that \( G^\delta_{\sigma,s} \hookrightarrow G_{\sigma}^{\infty} \) for any \( \epsilon > 0 \). Notice that \( u_0 \in G^s_\sigma(\mathbb{R}) \). In general, we can suppose that \( u_0 \in G^s_\sigma \). In the following, we will claim that there exists a \( \delta(t) \) such that the solutions remain belong to the Gevery class \( G_{\sigma} \). For any \( t \in [0, T] \), it follows from the system \[1,2\] that

\[
\frac{d}{dt} \| u \|_{G^\delta_{\sigma,s}}^2(t) = \frac{d}{dt} \int (1 + \| \xi \|^2) e^{2\delta(t)\| \xi \|^2} \hat{u}(\xi) \bar{u}(\xi) d\xi
= 2\delta(t) \int (1 + \| \xi \|^2) e^{2\delta(t)\| \xi \|^2} \hat{u}(\xi) \bar{u}(\xi) d\xi + \text{Re} \int (1 + \| \xi \|^2) e^{2\delta(t)\| \xi \|^2} \left( -\bar{u}u_x - \Gamma \bar{u} - \lambda \bar{u} - \bar{P}_x \right)(\xi) \hat{u}(\xi) d\xi, \tag{5.1}
\]

with \( \text{Re} \) stands the real part of a complex number.

Taking advantage of Lemma \[5,2\] we get

\[
\left| \int (1 + \| \xi \|^2) e^{2\delta(t)\| \xi \|^2} \hat{u}(\xi) d\xi \right| = |\langle \Lambda^s e^{\delta(t)\Lambda^\frac{1}{2}} (uu_x), \Lambda^s e^{\delta(t)\Lambda^\frac{1}{2}} u \rangle|
\leq C \left( \| u \|_{H^s}^3 + \delta(t) \| u \|_{G^\delta_{\sigma,s}} \| u \|_{G^\delta_{\sigma,s}}^2 \right). \tag{5.2}
\]

Likewise, one can get the following estimates

\[
\left| \int (1 + \| \xi \|^2) e^{2\delta(t)(1+\| \xi \|^2)} \hat{P}_x(\xi) \bar{u}(\xi) d\xi \right|
= \left| \langle \Lambda^s e^{\delta(t)\Lambda^\frac{1}{2}} \Lambda^{-2} \left( \partial_x (-h(u) - u^2 - \frac{1}{2} u_x^2) \right), \Lambda^s e^{\delta(t)\Lambda^\frac{1}{2}} u \rangle \right|
\leq \| \Lambda^{s-1} e^{\delta(t)\Lambda^\frac{1}{2}} \left( \partial_x (-h(u) - u^2 - \frac{1}{2} u_x^2) \right) \| \| \Lambda^s e^{\delta(t)\Lambda^\frac{1}{2}} u \|.
\]
\[
\leq C \left( \|u\|_{G_{s,r}^{2}(t)}^2 + \|u\|_{G_{s,r}^{3}(t)}^3 + \|u\|_{G_{s,r}^{4}(t)}^4 + \|u\|_{G_{s,r}^{5}(t)}^5 \right). 
\]

(5.3)

Combining Lemma 5.3 with \(l = 1, l = \frac{2}{3}, l = \frac{1}{2} \) and \(l = \frac{2}{5} \), we obtain

\[
\|u\|_{G_{s,r}^{2}(t)}^2 \leq C \left( \|u\|_{H}^2 + \delta(t) \|u\|_{G_{s,r}^{2}(t)}^2 \right),
\]

\[
\|u\|_{G_{s,r}^{3}(t)}^3 \leq C \left( \|u\|_{H}^3 + \delta(t) \|u\|_{G_{s,r}^{3}(t)}^3 \right) \leq C \left( \|u\|_{H}^3 + \delta(t) \|u\|_{G_{s,r}^{2}(t)}^3 \|u\|_{G_{s,r}^{2}(t)}^2 \right),
\]

\[
\|u\|_{G_{s,r}^{4}(t)}^4 \leq C \left( \|u\|_{H}^4 + \delta(t) \|u\|_{G_{s,r}^{4}(t)}^4 \right) \leq C \left( \|u\|_{H}^4 + \delta(t) \|u\|_{G_{s,r}^{2}(t)}^4 \|u\|_{G_{s,r}^{2}(t)}^2 \right),
\]

\[
\|u\|_{G_{s,r}^{5}(t)}^5 \leq C \left( \|u\|_{H}^5 + \delta(t) \|u\|_{G_{s,r}^{5}(t)}^5 \right) \leq C \left( \|u\|_{H}^5 + \delta(t) \|u\|_{G_{s,r}^{2}(t)}^5 \|u\|_{G_{s,r}^{2}(t)}^2 \right).
\]

(5.4)

By the same token, it yields

\[
\int (1 + |\xi|^2) e^{2\delta(t)(1+|\xi|^2) \frac{T}{10}} (-\Gamma \hat{u} - \lambda \hat{u}) (\hat{u}) d\xi \leq \left( \|u\|_{H}^2 + C\delta(t) \|G_{s,r}^{2}(t)\|_{b(t)}^2 \right).
\]

(5.5)

Plugging (5.2)-(5.3) into (5.1), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|u\|_{G_{s,r}^{2}(t)}^2 \leq \left( \delta(t) + C\delta(t)(1 + \|u\|_{G_{s,r}^{2}(t)}^2) \right) \|u\|_{G_{s,r}^{2}(t)}^2 + C(1 + \|u\|_{H}^2)^5,
\]

which implies

\[
\frac{1}{2} \frac{d}{dt} (1 + \|u\|_{G_{s,r}^{3}(t)}^3)^2 \leq \left( \delta(t) + C\delta(t)(1 + \|u\|_{G_{s,r}^{3}(t)}^3) \right) \left( 1 + \|u\|_{G_{s,r}^{2}(t)}^2 \right)^2 + C\delta(t).
\]

For any \( t \in [0, T_0] \), we assume that

\[
(1 + \|u\|_{G_{s,r}^{2}(t)}^2)^2 \leq 4f^2(t),
\]

(5.6)

where \( f^2(t) := 2(1 + \|u_0\|_{G_{s,r}^{2}(t)}^2)^2 + 2C \int_0^t b(t') dt' \) and take

\[
\hat{\delta}(t) = -8C\delta(t)f^3(t).
\]

(5.7)

Noting that \( B_{2,2} = H^s \), Lemma 2.2 guarantees that the existence of global classical solution \( u \in C(\mathbb{R}^+; H^s) \). Hence, it follows from (5.7) that

\[
\delta(t) = \delta_0 \exp \left( -8C \int_0^t f^3(t') dt' \right) > 0, \quad \forall \ t \in [0, \infty),
\]

(5.8)

where \( 0 < \delta_0 < 1 \).

Combining (5.6) and (5.7), we get for any \( [0, T_0] \)

\[
(1 + \|u(t)\|_{G_{s,r}^{2}(t)}^2)^2 \leq f^2(t).
\]

(5.9)

Applying Theorem 3.1 we have the unique global solution on time interval \([0, T_0]\). Moreover, we get

\[
(1 + \|u(T_0)\|_{G_{s,r}^{2}(t_{T_0})}^2)^2 \leq f^2(T_0).
\]

(5.10)
Using (5.6)-(5.7) and (5.10) again, then there exists a $T_1 > T_0$ such that $(1 + \|u\|_{G^s_δ(t)}^2)^2 \leq 2 f^2(t)$ on $[T_0, T_1]$. Therefore, we have $\sup_{t \in [T_0, T_1]}(1 + \|u(t)\|_{G^s_δ(t)}^2)^2 \leq f^2(t)$. Moreover, we conclude that $\sup_{t \in [0, T_1]} (1 + \|u(t)\|_{G^s_δ(t)}^2)^2 \leq f^2(t)$.

Repeating the bootstrap argument, we see that the global existence of strong solution of the system (1.2).
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