Open source paradigm: a use case of the climate modelling for power engineering problems
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Abstract. The open source development paradigm was employed to develop a computational tool to process daily air temperature data. The computational workflow included data preprocessing, clustering procedure, as well calculation and visualization of the energy-related climate characteristics. Applicability of the developed tool was demonstrated considering an analysis of the regional features related to the heating and cooling energy demand indicators. It has been found that the considered locations have distinctively different patterns of the heating and cooling degree-days, despite of the very close values of the annual average temperatures.

1. Introduction
An impact of the climate change on operation of the power equipment and the power systems is still evident around the world and will be only more pronounced during the whole twenty-first century [1]. These changes should be necessarily taken into consideration when solving engineering problems related to the systems that will last on the mid- and long-term time horizon. That is often the case for the power engineering where a proper match between the future climate conditions and the operation regimes of the power equipment should be ensured. For example, a climate-related decrease in the domestic heating demand may be essential for an efficient operation of the district heating plants and must be included into consideration when planning the district heating networks [2]-[3]. Another application is the assessment of climate factors governing renewable power generation, such as the wind speed distribution that is essential for estimation of the wind turbines capacity factors.

2. Open source energy modelling

2.1. State-of-the-art
An accurate assessment of the actual climate conditions is gaining importance for the modern power simulation workflow. Proper simulation tools are needed to satisfy this requirement. An extensive development of the open source paradigm provides a plenty of options to answer these challenges. The ideas of the code reuse and the distributed development collaboration has resulted in a dramatic availability rise of the most advanced implementation and simulation concepts. The open source data analysis tools are gradually getting a standard in climate research and often outperform the commercial products.

A plenty of the general-purpose computational approaches are available nowadays as open source products for the use and further development, including the most advanced modelling methods [4]-[5]. The development of the open source energy-specific modelling tools is impressive [6] but they are still
rather underrepresented as compared with the other branch-specific tools such as geospatial, financial or biological computational packages. Our work is aimed at contributing to fill this gap.

2.2. Practical problem under consideration

The aim of our work was to take an advantage of the open source paradigm and create a computation tool for quantitative assessment of the climate variables which influence operation of the power equipment. Applicability of the proposed approach was demonstrated on the most typical energy systems problem related to the climate change, namely, the climate-governed dynamics of the heating and cooling energy demand.

A shift of the domestic energy consumption is one of the most pronounced climate change effects observed in the energy systems located in moderate and severe climate zones. A noticeable heating demand decrease determines the overall positive effect of the climate change on the energy balance in these areas [7]. An increase in the cooling demand contributes to the summer maxima of the electricity consumption and belongs to the main urban vulnerability mechanisms towards the climate change [8].

The heating and cooling energy demand is usually quantified using a classic heating and cooling degree-days (HDD and CDD, respectively) concept. The HDD and CDD values are proportional to the heat amount which should be supplied to or released from a domestic space to maintain a comfort temperature inside. Analysis of the regional and temporal HDD and CDD dynamics is essential to develop adaptation strategies for the energy systems.

The HDD and CDD parameter calculations are based on the daily air temperatures that are the most essential meteorological records usually available as raw observation data which processing may be quite sophisticated due to data quality issues. The practical purpose of our work was to develop a computational approach which would allow us to process the original meteorological observation data and use them to quantify the regional heating and cooling demand patterns reflecting the real climate dynamics.

3. Methods

3.1. Dataset

Daily air temperature observations were used as the input data. The data were measured by the official terrestrial observation network of Russian meteorological Office (Roshydromet) [9]. The data archive contains the observations obtained on more than five hundred Russian meteorological stations with the earliest records corresponding to the second half of the nineteenth century.

3.2. Algorithm

The computational workflow was organized in three consecutive steps:

1) data preprocessing;
2) clustering of the meteorological time-series;
3) calculations on the local meteorological characteristics and results visualization.

The data preprocessing included quality checks and preparation of a data chunk for further calculations. The target of this step was to obtain the continuous time series of the considered parameter for all the observation stations that provide enough data to reconstruct the missed values in a proper way. The linear interpolation was used to fill the missed data chunks if the number of the consequently missed days was less than a predefined threshold. Another option used to expand an amount of the data available for analysis was to estimate a daily temperature as a mean of the daily minimum and maximum values which were available for more observation locations as compared with the daily mean values data.

The resulted array of the daily temperature time-series was used as an input for the clustering procedure. The hierarchical clustering was used as a computational approach. A distance metric and a clustering algorithm were a subject of optimization which had a purpose to obtain a physically meaningful result. The Euclidean distance and the Ward agglomerating clustering method [10] were
found to give both an appropriate spatial distribution of the station in each cluster and distinctively different average time-series of each cluster temperature profile.

Evaluation of the energy-related climate parameters was the final workflow step. We have chosen the seasonal temperatures and the HDD and CDD values to address the heating and cooling demand dynamics in the considered regions. Both the mean values and the time-series patterns were calculated to demonstrate the applicability of the developed approach to detailed analysis of the energy specific climate parameters.

3.3. Implementation
The R programming language [11] was used for implementation of the described computational workflow. During the last ten years R along with Python became a standard de-facto of the data science. R was designed for statistical calculations and is intended to facilitate implementation of the ideas in the program code for the developers without a professional programming background. Such features make R a perfect tool for scientific and engineering calculations.

We were following the code reuse principle trying to use the existing programming packages whenever possible. Particularly, application of the zoo package [12] has facilitated the data preprocessing step that is the most demanding stage in the majority of the data science problems. The zoo was developed to process time-series data and was employed to select contiguous data chunks as well as to check and fill the missed data.

Another data science concept which we have been following was the tidy data paradigm [13]. The essence of this approach is organizing of the multi-dimensional variables to a special structure which allows for a straightforward application of the statistic calculation procedures. The tydiverse package provides functionality to easily implement this concept as a program code [14].

4. Case Study
The object of our analysis was to assess the regional peculiarities of the heating and cooling energy demand variability and change. The developed computational approach was applied to quantify the differences between the locations which have close integral climate parameters, but represent different climate patterns.

4.1. Selection of the locations to study
The developed computational toolkit was used to cluster all the daily temperature data available between 1950 and 2017. The base years for the mean calculations were 1968-2017.

![Figure 1. Location of the stations selected for the case study.](image)
| Region                | Koinas       | Ivdel        | Mangut       |
|-----------------------|--------------|--------------|--------------|
|站长群               | Archangelsk region | Severdlovsk region | Zabaykalski region |
|年度温度, °C          | 0.29         | 0.29         | 0.32         |
|冬季温度, °C          | -14.6        | -17          | -19.2        |
|夏季温度, °C          | 13.7         | 15.3         | 16.9         |

Three meteorological stations selected for the case study belong to three different clusters but have very close annual temperature values (table 1). The Koinas station is located not far from the White Sea coast (figure 1) where the Arctic amplification of climate warming is strongly manifested. The Ivdel station belongs to a Southern-Ural cluster which is characterized by stabilization of the winter temperatures since 1970 after quite a rapid rise and by a continuous increase in the annual temperature since 1980. The Mangut station is located in the vicinity of the Baikal Lake and belongs to a temperature cluster which demonstrates stabilization of both winter and annual temperatures.

4.2. Results and discussion
The HDD and CDD time series evaluated by the developed calculation toolset for each considered location are presented in the figures 2-3.

Figure 2. Evolution of the heating degree-days in the considered locations. Smoothing with the centered 11-years moving average was applied.
Generally, a decreasing HDD trend and a tendency towards a CDD increase are evident for all the considered locations on the multidecadal scale. The highest decrease in the heating demand is observed for Koinas that could be expected with the well-known Arctic amplification effect. The strong rise of the CDD value for the Mangut station may be explained with the generally higher summer temperatures as compared with other considered stations.

Figure 3. Evolution of the cooling degree-days in the considered locations. Smoothing with the centered 11-years moving average was applied.

The year-to-year variations of the HDD and CDD values are likely connected with the known climate natural variability modes. Particularly, an increase in the HDD value which was observed for all stations between 1950 and 1970 are likely to be attributed as manifestation of the Atlantic Multidecadal Oscillation.

The quantitative estimation of the HDD and CDD differences between the considered locations has shown that these differences are strongly dependent on the scale of the time-averaging. The relative HDD difference between the considered locations may be up to 15% during the single year, but is decreased to 4-6% for smoothing with the 5-11 years moving average and is only about 1-2% if a 30 years smoothing window is taken. However, the CDD values are distinctively different (30-50%) even on the multidecadal time scale. So, there are considerable regional dissimilarities of the cooling demand combined with quite similar heating demand in the considered areas. This means that the adaptation strategies in the considered regions should be distinctively different despite very close annual temperature values in these areas.
5. Summary
The work has demonstrated an application of the open source paradigm to the energy-related problems. The computational workflow was developed using the data science concepts created as a part of the R language infrastructure. The regional peculiarities of the domestic heating and cooling demand were assessed with the developed computational toolkit to demonstrate viability of the developed approach.

The hierarchical clustering was found to give meaningful results for the large-scale patterns of the air daily temperatures as well as the heating and cooling energy demand indicators under a condition of proper setting of the clustering parameters. Particularly, the Ward clustering method with Euclidian distance measure was found to give quite a satisfactory result.

Relevance of the proposed approach was demonstrated in a case study focused on the regional differences of the HDD and CDD patterns for the areas with the close values of the annual air temperature. It has been shown that the dynamics of the heating and cooling energy demand is clearly different for the considered regions despite almost the same integral climate parameters in all of them. The difference between the ten-years averages was shown to be up to 5% for HDD and as high as an order for CDD.
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