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ABSTRACT
Given a user’s historical interaction sequence, online novel recommendation suggests the next novel the user may be interested in. Online novel recommendation is important but underexplored. In this paper, we concentrate on recommending online novels to new users of an online novel reading platform, whose first visits to the platform occurred in the last seven days. We have two observations about online novel recommendation for new users. First, repeat novel consumption of new users is a common phenomenon. Second, interactions between users and novels are informative. To accurately predict whether a user will reconsume a novel, it is crucial to characterize each interaction at a fine-grained level. Based on these two observations, we propose a neural network for online novel recommendation, called NovelNet. NovelNet can recommend the next novel from both the user’s consumed novels and new novels simultaneously. Specifically, an interaction encoder is used to obtain accurate interaction representation considering fine-grained attributes of interaction, and a pointer network with a pointwise loss is incorporated into NovelNet to recommend previously-consumed novels. Moreover, an online novel recommendation dataset is built from a well-known online novel reading platform and is released for public use as a benchmark. Experimental results on the dataset demonstrate the effectiveness of NovelNet 1.
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1Data and code are released at https://github.com/l294265421/NovelNet
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1 INTRODUCTION
Online novel reading platforms (e.g. QQ browser, SOFANOVEL and Wattpad) provide online novels for reading and are increasingly becoming a major part of people’s daily entertainments. As of November 2021, Wattpad has 90 million monthly users 2. The growing users and the increasing volume of online novels suggest the need of effective online novel recommender systems for such platforms. Although online novel recommendation is important, it is still underexplored. To the best of our knowledge, only a tag-driven algorithm with collaborative item modeling was proposed for online novel recommendation [21]. Moreover, although conventional book recommendation has been studied by many researchers [12, 27, 34, 38], it differs from online novel recommendation. One key difference between conventional book recommendation and online novel recommendation lies in whether or not recommendation models need to model the process of users reading each individual novel. The difference is from the platforms these models serve. While the platforms (e.g. BookCrossing, Amazon and GoodReads) that conventional book recommendation serves only help users to discover books, online novel reading platforms additionally allow users to read novels on their platforms. This

2https://en.wikipedia.org/wiki/Wattpad
By now, inside Tang San, a strong interest toward spirits had already been manifest. A sense of justice is basically a key element to a travelling knight.

Figure 1: Each subfigure is part of a phone screen shot. (1) The left part is an example illustrating an interaction between a user and a novel. The solid line arrows indicate that the user goes from one page to another. The dotted line arrow indicates that the user can go from the recommendation list page to the content page directly. The interaction begins when the user goes from the recommendation list page to a page of the novel. The interaction terminates when the user leaves the novel or returns to the recommendation list page, and the user can leave from any page of the novel. (2) The right part shows two important online novel recommendation scenarios where recommending users' previously-consumed novels plays a key role.

...
novel or a novel the user has already known. Note that it is common that new users do not come back to the platform after their first visits. An example of mobile push notifications is shown in Fig. 1 (e). The second scenario is that an online novel reading platform may present a previously consumed novel to a new user when the new user next enter the platform. The purpose is to provide a shortcut to the new user since new users may be not familiar with the online novel reading platform and hence cannot find the preferred novels again easily. What's more, in this scenario, online novel reading platforms will not present the recommended novel if the recommender system suggests a new novel. An example of this scenario is shown in Fig. 1 (f).

Based on the two observations mentioned above, we propose a neural network for online novel recommendation, called NovelNet. Given a user’s historical interaction sequence, NovelNet recommends the next novel the user may prefer from both the user’s consumed novels and new novels simultaneously. Specifically, fine-grained interaction attributes are extracted to characterize interaction. An interaction encoder is used to obtain accurate interaction representation considering these fine-grained attributes of interaction. The contextualized representation of the last interaction with a novel summarizes all interactions with the novel and is used to model the whole process of the user reading the novel. Since recommending a novel from a user’s consumed novels can be treated as selecting a position from the user’s interaction sequence, which is just the problem pointer networks [33] attempt to solve. Thus, a pointer network is incorporated into NovelNet to recommend consumed novels. Since original pointer networks [33] can only learn the relative order of consumed novels, a pointwise loss [24] is added and attempts to learn real interaction probability.

The contributions of this work can be summarized as follows:

- We are the first to explore user repeat consumption behavior in online novel recommendation.
- We propose NovelNet for online novel recommendation, which encodes interaction considering fine-grained interaction attributes and uses a pointer network with a pointwise loss to model the user repeat consumption behavior.
- An online novel recommendation dataset is built from a well-known online novel reading platform and is released for public use as a benchmark. Experiments on the dataset show the effectiveness of our method.

2 RELATED WORK

Online novel recommendation is underexplored. As far as we know, only Li et al. [21] proposed a tag-driven algorithm with collaborative item modeling (TDCIM) for online novel recommendation. Li et al. [21] observed that the majority of users only consume a few type of novels over a certain period. However, there are broad categories of novels in the initial recommendation list achieved by previous collaborative filtering models. To solve this issue, TDCIM exploits novel tags to lower the rankings of uninteresting categories and raise those of interesting categories. However, Li et al. [21] didn’t consider repeat novel consumption behavior of users and the dataset is not publicly available. Furthermore, different from [21], this work focuses on new users.

Repeat consumption has been studied in various domains, such as E-commerce [5, 20, 30, 35], music listening [19, 29, 30], live-streaming [28], web revisitation [1, 23], and repeated web search queries [31, 32]. However, repeat consumption has not been explored yet in online novel reading. Additionally, the main reason of repeat consumption in online novel reading differs from that in the above-mentioned domains. In online novel reading, users interact with a novel multiple times mainly because finishing reading a novel requires much time. However, in the domains mentioned above, take E-commerce as an example; people purchase a product multiple times mainly because the product is consumable. From a method perspective, previous methods can be separated into three broad categories: i) models that predict whether an interaction will be a repeat consumption [7], ii) those that predict which consumed items users will prefer given the fact that current consumption is a repeat consumption [2, 5, 8], and iii) models that simultaneously recommend new items and previously-consumed items [30]. Our work belongs to the third category. Compared with previous models in the third category, our method takes more interaction attributes as input considering the special characteristics of online novel recommendation of new users.

Book recommendation has been explored by many works. In order to reflect the user’s complete spectrum of interests in books, Ziegler et al. [38] proposed topic diversification to balance and diversify personalized recommendation lists. McAuley et al. [27] predicted which books will be co-purchased based on their cover art. Wan and McAuley [34] arranged a user’s different behavior (e.g., rate, review) towards a book in a chain. Given historical observations of users’ behavior chains, Wan and McAuley [34] sought to estimate their behavior chains toward unobserved items. Ekstrand and Kluver [12] examined the response of collaborative filtering recommender algorithms to the distribution of their input data with respect to book creator gender. The book datasets used in these works include BookCrossing [38], Amazon Books [27] and GoodReads [34]. BookCrossing was collected from the reading community BookCrossing ⁴, Amazon Books was gathered from the E-commerce platform Amazon ⁵, and GoodReads was collected from the book discovery service GoodReads ⁶. These platforms, BookCrossing, Amazon and GoodReads differ from online novel reading platforms. While BookCrossing, Amazon and GoodReads only help users to discover new books, online novel reading platforms additionally allow users to read novels on their platforms. The difference leads to that book recommendation in existing literature differs from online novel recommendation. Specifically, online novel recommendation needs to model the process of a user reading a novel and then predicts whether the user will resume reading the novel the user has already known, while previous book recommendation does not.

Session-based recommendation [36] aims to suggest items for anonymous users usually with a short interaction sequence. Anonymous users can be seen as new users. Moreover, session-based recommendation models also take the user’s historical interactions as input and predict an item the user may be interested in next. Therefore, the setting of session-based recommendation

⁴https://www.bookcrossing.com/
⁵https://www.amazon.com/
⁶https://www.goodreads.com/
is similar to ours. The core difference is that, the interaction in session-based recommendation is usually just item id, while the interaction in online novel recommendation contains item id and other interaction attributes. Most importantly, a few session-based recommendation models [11, 30] also consider user repeat consumption behavior. Hence, important or state-of-the-art session-based recommendation models are selected as baselines in this work.

3 METHOD

In this section, we first introduce the task definition, then describe our NovelNet for online novel recommendation.

3.1 Task Definition

Let $U$ be the set of all users and $N$ be the set of all novels. Each user $u \in U$ has an interaction sequence $S_u = \{i_1, i_2, ..., i_L\}$. The sequence is sorted by time in an ascending order and each interaction has several interaction attributes discussed later. A novel may appear in $S_u$ more than one time. All novels appearing in $S_u$ are denoted by $N^n$, $N^n = N - N^c$ includes all novels that the user has not interacted with. Given a target time $t$ and a user $u$ with $S_u$, NovelNet predicts the novel $N_t \in N$ the user is most likely to interact with at the target time.

3.2 NovelNet

Our NovelNet contains four major modules: Interaction Encoder, Sequence Encoder, Recommend New Novels and Recommend Consumed Novels. The architecture of NovelNet is shown in Fig. 2.

3.2.1 Interaction Encoder. Intuitively, to model the process of a user reading a novel and then accurately predict whether the user will resume reading the novel, it is critical to represent the interactions between the user and the novel at a fine-grained level. In order to characterize interactions between users and novels, several interaction attributes are mined. It is intuitive that if a user i) reads the description page and then continues to read content pages, or ii) reads many content pages, or iii) adds the novel to his/her library, or iv) spends much time reading the novel, or v) has interacted with the novel multiple times, the user may be interested in the novel and willing to resume reading the novel. Based on these intuitions, five interaction attributes are extracted as follows:

- description_content ($\alpha^1$): if the user first reads the description page, then reads at least one content page, the value of this attribute is 2, otherwise 1.
- real_read ($\alpha^2$): if the user reads at least two content pages, the value of this attribute is 2, otherwise 1.
- collect ($\alpha^3$): if the user adds the novel to his/her own library, the value of this attribute is 2, otherwise 1.
- read_duration ($\alpha^4$): minutes that this interaction lasts.
- novel_count ($\alpha^5$): the number of times the novel appears in the user’s history until this interaction.

Besides the interaction attributes above, we also explore four attributes which prove to be useful for predicting recomsumption in other domains. Specifically, Anderson et al. [2] showed that recency and quality are beneficial to recomsumption prediction, since recently consumed items are likely to be consumed again and high-quality items are more likely to be consumed. Benson et al. [4] observed that increasing boredom of an item leads up to eventual abandonment of the item and used the gaps between a user’s consumption of the same item to represent the boredom of the item. Benson et al. [4] explored two types of gap, i.e. temporal_gap and index_gap. In online novel recommendation, the four attributes are defined as follows:

- recency ($\alpha^6$): the difference in hours between the target time and the start time of this interaction.
- quality ($\alpha^7$): following Chen et al. [7], we use popularity to measure the quality of each novel. The novel popularity is defined as the natural logarithm (base $e$) of the frequency of the novel in the training set.
3.2.3 Recommend New Novels. Given the output of the sequence encoder, $H$, and $H'$, the first decoder hidden state is obtained by $d_1 = [h_{L-1}; h_{L}]$. Then the pointers are computed as:

$$u_i^c = (\mathbf{v}^c)^T \tanh(W_1^n h_1 + W_2^n [h_{L-1}; h_1]), i \in (1, 2, ..., L)$$

$$\alpha = \text{softmax}(u^n)$$

$$r^Su = \sum_{l=1}^{L} \alpha(l) h_l$$

where $\mathbf{v}^c$, $W_1^n$ and $W_2^n$ are learnable parameters, and $u_i^n (\alpha_i)$ is the $i$-th entry of $u^n (\alpha)$.

Given a novel $k$ from $N^n$, the interaction score is calculated by the inner product of the representation vector of the sequence $r^Su$ and the novel embedding, i.e., $s_k = (r^Su)^T (W_0^n) k$. The normalized score is $\hat{y}^n = \text{softmax}(s)$, where $\hat{y}^n$ is the $k$-th entry of $s$. The loss function for recommending new novels is the negative log-likelihood of the ground truth novel:

$$L^n = - \sum_{k \in N^n} y_k^n \log(\hat{y}_k^n)$$

where if $k$ is the ground truth novel, $y_k^n = 1$, otherwise $y_k^n = 0$. And $\hat{y}_k^n$ is the $l$-th entry of $\hat{y}^n$.

3.2.4 Recommend Consumed Novels. A pointer network [33] with only one decoding step is used to recommend consumed novels. Given the output of the sequence encoder, $H$, and $H'$, the first decoder hidden state is obtained by $d_1 = [h_{L-1}; h_{L}]$. Then the pointers are computed as:

$$u_i^c = (\mathbf{v}^c)^T \tanh(W_1^n h_1 + W_2^n d_1), i \in (1, 2, ..., L)$$

$$\hat{y}_i^c = p_{\text{pointwise}} = \text{sigmoid}(u_i^c)$$

where $\mathbf{v}^c$, $W_1^n$ and $W_2^n$ are learnable parameters and $u_i^c (p_{\text{pointwise}}$ or $\hat{y}_i^c$) is the $l$-th entry of $u_c$ or $\hat{y}_i^c$.

The $p_{\text{pointwise}}$ are used to compute listwise loss and pointwise loss [24], respectively:

$$L_{\text{listwise}}^c = - \sum_{l=1}^{L} m_l y_l^c \log(\hat{y}_l^c)$$

$$L_{\text{pointwise}}^c = \frac{1}{L} \sum_{l=1}^{L} m_l (y_l^c \log(\hat{y}_l^c) + (1 - y_l^c) \log(1 - \hat{y}_l^c))$$

where if the novel associated with the $l$-th interaction is the ground truth novel, $y_l^c = 1$, otherwise $y_l^c = 0$. For the novel associated with the $l$-th interaction, if the $l$-th interaction is the last interaction with the novel, $m_l = 1$, otherwise $m_l = 0$. The motivation behind this is that the contextualized representation of the last interaction with a novel summarizes all interactions with the novel and is used to model the whole process of the user reading the novel. We call $m_l$ the mask of the $l$-th interaction. While in the original pointer networks [33] only $p_{\text{listwise}}$ is computed and used to produce output, $p_{\text{pointwise}}$ is additionally computed and used to select the next novel by us. The reason is that the values in $p_{\text{listwise}}$ only indicate the relative order of the consumed novels rather than the real interaction probability and hence cannot be directly compared with the values in $\hat{y}^n$ (i.e. the predictions of new novels). For example, if the user interacted with only one novel, i.e. $L = 1$, no matter whether or not the user is interested in the novel, $p_{\text{listwise}}$ only has one entry with value 1 which is the predicted probability the user will interact with the novel. This is unreasonable. To mitigate this issue, we use $p_{\text{pointwise}}$ to learn real interaction probability. The listwise loss $L_{\text{listwise}}^c$ is kept, because it can improve model performance.
Table 1: Detailed statistics of our dataset. #Description_content (#Real_read, #Collect) represents the number of interactions whose description_content (real_read, collect) attribute values are 2. A and M are the average and median interaction numbers of users, respectively. RR stands for repeat ratio (%), which is defined as the number of instances corresponding to previously-consumed novels for all users divided by the total number of instances for all users. An instance is an interaction which is not the first interaction of the user.

| Dataset  | #user | #novel | #interaction | #instance | #description_content | #real_read | #collect | A      | M      | RR    |
|----------|-------|--------|--------------|-----------|---------------------|------------|----------|--------|--------|-------|
| training | 91311 | 18487  | 602067       | 548880    | 133866              | 333010     | 119996   | 9.45   | 4      | 58.31 |
| valid    | 34857 | 10598  | 121384       | 111473    | 21904               | 65948      | 26870    | 9.71   | 5      | 59.48 |
| test     | 38338 | 10265  | 121433       | 111859    | 20816               | 62895      | 31255    | 9.18   | 4      | 56.44 |

Figure 3: The histograms of interaction gap and read duration in our dataset. For clarity, only the statistics of the test set are marked on the corresponding bars. Interaction gap is defined as the number of interactions between consumption of the same novel. For example, interaction gap 0 indicates that this interaction and the last interaction of a user relate to the same novel. In (a), the proportion is the number of the recomsumption interactions with the corresponding interaction gap to all recomsumption interactions. An interaction is a recomsumption interaction if the user has interacted with the novel of the interaction before. In (b), the proportion is the number of the interactions whose read_duration attribute values are within the corresponding interval to all interactions.

4 EXPERIMENTS

4.1 Dataset and Metrics

Since Li et al. [21], the only work we found on online novel recommendation, did not release their dataset, instead, we constructed an online novel recommendation dataset based on the logs collected from QQ browser\(^7\), a famous online novel reading platform belonging to Tencent\(^8\) in China, during 14 days (from Nov. 11, 2021 to Nov. 24, 2021). Only the logs of new users appearing between Nov. 18 2021 and Nov. 24, 2021 were kept and a subset of all the new users was randomly sampled to build our dataset. The interactions between Nov. 18 2021 and Nov. 22, 2021 were used for training. The interactions on Nov. 23, 2021 and Nov. 24, 2021 were kept and used for validation and test respectively. The interactions before Nov. 18 2021 were kept and used for models’ input, which guaranteed that models can use all historical interactions of a user to predict the user’s next interaction. We filtered out users with only 1 interaction. Novels that appeared less than 5 times in the training set were also removed. The detailed statistics of this dataset are summarized in Table 1 and Fig. 3.

Following previous work [30], we use MRR and Recall as metrics. Besides MRR@10, MRR@20, Recall@10 and Recall@20, we also report MRR@1\(^9\), MRR@5 and Recall@5. MRR@1 is the main evaluation metric, since in some important online novel recommendation scenarios, as shown in the right part of Fig. 1, only one recommended novel has a chance to be shown to the user.

- MRR@k (Mean Reciprocal Rank) is the average of reciprocal ranks of the desired novels. The reciprocal rank is set to zero if the rank is larger than k.
- Recall@k is the proportion of cases when the desired novel is among the top-k novels in all test cases.

4.2 Implementation Details

In our experiments, the embedding dimension is set to 128 for novel and 32 for the other interaction attributes. The GRU hidden state size is set to 64. We use Adam [18] as the optimizer (lr=0.001). The pointwise loss weight \( \lambda \) is set to 12. In our final model, only a subset of the interaction attributes introduced in section 3.2.1 is included, including novel, description_content, real_read, read_duration, novel_count, recency, and temporal_gap, since the other attributes cannot improve model performance or are inferior to their counterparts. These hyperparameters are tuned on the validation set. We run all models for 5 times. Each time, the model with highest MRR@1 on the validation set is evaluated on the test set. The average results of all models on the test set are reported.

\(^7\)https://browser.qq.com/
\(^8\)https://www.tencent.com/
\(^9\)Recall@1 is equal to MRR@1, therefore, only MRR@1 is reported
4.3 Performance Comparison

We compare the proposed NovelNet with several representative methods in session-based recommendation. (1) six non-neural-network-based models: AR [25], and SR [25], SKNN [17], VSKNN [25], STAN [13], and VSTAN [26]; (2) NARM [22] and GRU4REC+ [14, 15]10; (3) RepeatNet [30], SLIST [11] and Proxy-SR [9]. The reason is that a recent empirical analysis [26] in session-based recommendation showed that non-neural-network-based models provided more accurate recommendations than other neural architectures and NARM as well as GRU4REC+ were highly competitive among neural models. SLIST and Proxy-SR are two state-of-the-art models in session-based recommendation. RepeatNet and SLIST consider repeat consumption. In these methods, each interaction only includes novel ID. All these methods recommend the next novel from all novels (i.e. N). Moreover, we also compare NovelNet with a rule-based method: RecentNovel, which always recommends the novel users last interacted with.

The experimental results are shown in Table 2. First, we observe that, consistent with [26], STAN surpasses other non-neural-network-based models (one exception is VSTAN on MRR@1) and NARM as well as GRU4REC+ were highly competitive among neural models. SLIST and Proxy-SR are two state-of-the-art models in session-based recommendation. RepeatNet and SLIST consider repeat consumption. In these methods, each interaction only includes novel ID. All these methods recommend the next novel from all novels (i.e. N). Moreover, we also compare NovelNet with a rule-based method: RecentNovel, which always recommends the novel users last interacted with.

The experimental results are shown in Table 2. First, we observe that, consistent with [26], STAN surpasses other non-neural-network-based models (one exception is VSTAN on MRR@1) and NARM as well as GRU4REC+ were highly competitive among neural models. SLIST and Proxy-SR are two state-of-the-art models in session-based recommendation. RepeatNet and SLIST consider repeat consumption. In these methods, each interaction only includes novel ID. All these methods recommend the next novel from all novels (i.e. N). Moreover, we also compare NovelNet with a rule-based method: RecentNovel, which always recommends the novel users last interacted with.

Table 2: Performance comparison of different methods. The best scores are in bold and the second best scores are underlined. The best scores are significantly better than the corresponding second best scores in paired t-test ($p < 0.05$).

| Method          | MRR (%) | Recall (%) |
|-----------------|---------|------------|
|                | @1     | @5       | @10    | @20    | @5     | @10    | @20    |
| AR              | 40.36  | 43.09    | 43.52  | 43.89  | 47.86  | 51.18  | 56.55  |
| SR              | 42.58  | 45.13    | 45.70  | 46.06  | 49.85  | 54.10  | 59.50  |
| SKNN            | 32.84  | 39.71    | 40.65  | 41.00  | 51.19  | 58.16  | 63.13  |
| VSKNN           | 41.97  | 46.85    | 47.49  | 47.80  | 54.52  | 59.37  | 63.81  |
| STAN            | 43.06  | 48.78    | 49.50  | 49.84  | 57.81  | 63.11  | 68.11  |
| VSTAN           | 43.88  | 48.62    | 49.25  | 49.51  | 55.99  | 60.63  | 64.32  |
| NARM            | 42.90  | 47.27    | 48.01  | 48.43  | 54.72  | 60.25  | 66.34  |
| GRU4REC+        | 42.20  | 45.64    | 46.28  | 46.68  | 51.81  | 56.62  | 62.20  |
| RepeatNet       | 44.93  | 49.52    | 49.99  | 50.36  | 56.42  | 60.03  | 65.56  |
| SLIST           | 38.66  | 44.07    | 44.81  | 45.18  | 53.05  | 58.51  | 63.88  |
| Proxy-SR        | 41.69  | 46.01    | 46.79  | 47.14  | 53.44  | 59.30  | 64.36  |
| RecentNovel     | 44.48  | -        | -      | -      | -      | -      | -      |
| NovelNet        | 47.02  | 51.33    | 52.00  | 52.37  | 58.36  | 63.43  | 68.72  |

4.4 Impact of Interaction Attribute

In this section, we explore the effects of the interaction attributes. For all models, the pointwise loss weight $\lambda$ is set to 1. Experimental results are shown in Fig. 4, where NovelNet-160 as well as NovelNet-320 represent NovelNet only using novel ID (160 and 320 indicate novel embedding dimensions) and NovelNet-${attribute_name}$ using novel ID and only one additional attribute, i.e. ${attribute_name}$. Through increasing the novel embedding dimension, the interaction representation size in NovelNet-160 is the same as that in models using only one additional interaction attribute, and the interaction representation size in NovelNet-320 is the same as that in NovelNet. First, we observe that NovelNet-160 and NovelNet-320 have similar performance, which shows simply increasing the novel embedding dimension cannot improve model performance. Second, NovelNet-description_content, NovelNet-real_read and NovelNet-read_duration obtain better performance than the other models using only one additional interaction attribute and NovelNet-160, indicating that the interaction attributes mined by considering the special characteristics of online novel reading are more powerful. Third, NovelNet-novel_count, NovelNet-recency and NovelNet-temporal_gap also significantly outperform NovelNet-160, therefore are included by our final NovelNet. Fourth, the attribute collect cannot improve model performance. One possible reason is that some collection action (i.e. adding novels to users’ own libraries) is taken by the platform as opposed to by the users themselves and hence the attribute collect is noisy. Fifth, NovelNet-quality as well as NovelNet-novel_tag do not significantly surpass NovelNet-160 and NovelNet-index_gap is inferior to NovelNet-temporal_gap, thus the attributes quality, novel_tag and index_gap are not included by our final NovelNet. In addition, NovelNet significantly

10GRU4REC+ uses BPR-max loss and is an improved version of original GRU4REC [16]
Figure 4: Impact of interaction attributes in terms of MRR@1 (%). For all models, the pointwise loss weight $\lambda$ is set to 1.

Table 3: The division results of the MRR@1 scores (%). The results of the models using the attributes which are not included by our final NovelNet are not shown there.

| Type          | NovelNet-160 | NovelNet-read_duration | NovelNet-novel_count | NovelNet-recency | NovelNet-temporal_gap | NovelNet-quality | NovelNet-index_gap | NovelNet-novel_tag | NovelNet-320 | NovelNet |
|---------------|--------------|-------------------------|----------------------|------------------|----------------------|------------------|-------------------|-------------------|--------------|----------|
| Consumed      | 44.67        | 44.62                   | 44.16                | 44.89            | 44.76                | 44.88            | 46.45             |
| New           | 0            | 0.03                    | 0.09                 | 0.12             | 0.06                 | 0.09             | 0.04              | 0.42              |

Outperforms the models using only one additional attribute, indicating that combining more effective interaction attributes can further improve model performance and hence it is essential to accurately characterize interactions.

To further observe where the performance improvement is from, we divided the MRR@1 scores of the models into two parts: consumed and new. While the consumed part is computed only considering the correct predictions on previously-consumed novels, the new part is computed only considering the correct predictions on new novels. For a model, its MRR@1 is equal to the consumed part plus the new part. For example, the MRR@1 of NovelNet is 46.87% and the corresponding consumed and new parts are 46.65% and 0.42% respectively. The division results are shown in Table 3. We draw the following conclusions from Table 3. First, for all models, the consumed part is much bigger than the new part, indicating that the MRR@1 scores are mainly from the correct predictions on previously-consumed novels. Second, interaction attributes can improve both the consumed part and the new part, but the most gain is from the consumed part.

4.5 Impact of Pointwise Loss

4.5.1 Impact of Pointwise Loss Weight. We first explore the impact of the pointwise loss weight $\lambda$. We vary $\lambda$ ranging from 1 to 15. The MRR@1 scores on the validation set and the test set are shown in Fig. 5. From the results on the validation set, we can see that the scores grow with the weight when the weight is less than or equal to 12. The scores stop increasing when the weight is bigger than 12. Therefore, 12 is the weight used by our final NovelNet.

4.5.2 Impact of Pointwise Loss. Then we explore the effect of the pointwise loss. Specifically, we explore three variants of NovelNet: (1) w/o pointwise which removes the pointwise loss $L_{\text{pointwise}}$ and sets $\hat{y}_c = p_{\text{listwise}}$ (2) w/o listwise which removes the listwise loss $L_{\text{listwise}}$ and (3) w/o pointer which removes the pointer network and uses Recommend New Novels module to predict the next novel from all novels\(^\text{12}\). Experimental results are shown in Fig. 6 (a). We observe that NovelNet obtains better performance than both w/o pointwise and w/o listwise, indicating that both pointwise loss and listwise loss are helpful. Moreover, w/o pointer is greatly inferior to NovelNet, indicating the necessity to explicitly model repeat novel consumption behavior of new users and the effectiveness of the pointer network with a pointwise loss.

\(^{12}\)w/o pointer differs from GRU4REC\(^+\) in Table 2. While w/o pointer uses cross-entropy loss, GRU4REC\(^+\) uses BPR-max loss.
We can see that the reason that NovelNet surpasses w/o pointwise whole process of the user reading the novel more easily. A possible reason is that NovelNet only using the contextualized MRR@1 scores of these models. From Table 5, we draw following models are shown in Table 5. Table 5 also includes the new part of interactions needed to be predicted. The repeat ratios of several from previously-consumed novels divided by the total number of interactions needed to be predicted. To analyze the repeat ratios of the recommendation results of models. From Table 3 and Fig. 6, we observe that the new part of MRR@1 is bigger with the help of pointwise loss and bigger pointwise loss weight. Second, among the methods explicitly modeling repeat novel consumption (i.e. all models except w/o pointer), NovelNet and w/o listwise have smaller repeat ratios and hence their new part of MRR@1 is bigger with the help of pointwise loss. Third, although w/o pointer has smaller repeat ratio than w/o listwise, w/o listwise obtains bigger new part of MRR@1 than w/o pointer, which further shows the effectiveness of pointwise loss.

Another possible reason that the new part of MRR@1 of models is small may be that predicting new novels is harder than predicting consumed novels. Therefore, we investigate the performance of the Recommend New Novels module of all models. This indicates the performance of NovelNet and NovelNet - w/o mask. Table 4 shows the performance of NovelNet and NovelNet - w/o mask. We can see that NovelNet surpasses NovelNet - w/o mask across all metrics.

### 4.6 Impact of Interaction Mask

In this section, we explore the impact of the interaction mask, i.e. $m_I$ in Equation 8 and 9. By removing $m_I$ in Equation 8 and 9, we obtain a variant of NovelNet, NovelNet - w/o mask. Table 4 shows the performance of NovelNet and NovelNet - w/o mask. We can see that NovelNet surpasses NovelNet - w/o mask across all metrics. A possible reason is that NovelNet only using the contextualized representation of the last interaction with a novel can model the whole process of the user reading the novel more easily.

### 4.7 Why Is the New Part of MRR@1 of Models Small

From Table 3 and Fig. 6, we observe that the new part of MRR@1 of all models is very small. To find possible reasons, we first analyze the repeat ratios of the recommendation results of models. The repeat ratio of the recommendation results of a model is defined as the number of predicted novels with highest scores coming from previously-consumed novels divided by the total number of interactions needed to be predicted. The repeat ratios of several models are shown in Table 5. Table 5 also includes the new part of MRR@1 scores of these models. From Table 5, we draw following three conclusions. First, the repeat ratios of the recommendation results of these models are very big and much higher than the repeat ratio of the test set. That is, these models has the popularity bias problem [6]. Consequently, new novels have slight chances to be recommended, resulting in small new part of MRR@1 scores. Second, among the methods explicitly modeling repeat novel consumption (i.e. all models except w/o pointer), NovelNet and w/o listwise have smaller repeat ratios and hence their new part of MRR@1 is bigger with the help of pointwise loss. Third, although w/o pointer has smaller repeat ratio than w/o listwise, w/o listwise obtains bigger new part of MRR@1 than w/o pointer, which further shows the effectiveness of pointwise loss.

![Figure 5: Impact of pointwise loss weight in terms of MRR@1 (%).](image1)

![Figure 6: Impact of pointwise loss in terms of MRR@1 (%).](image2)
that predicting new novels is indeed more difficult than predicting consumed novels. One reason is that the number of candidates of the Recommend Consumed Novels module is much smaller than that of the Recommend New Novels module.

5 CONCLUSION

In this paper, we tackle the next-item recommendation in online novel domain. Specifically, we observe that repeat novel consumption of new users is common and accurately characterizing the interaction is important for modeling repeat novel consumption. Thus, we propose NovelNet, which encodes interaction considering fine-grained interaction attributes and uses a pointer network with a pointwise loss to model the user repeat consumption behavior. An online novel recommendation dataset is built from an online novel reading platform and is released for public use as a benchmark. Experiments on the dataset show the effectiveness of our method.

Table 4: The impact of the interaction mask.

| Method                | @1 (%) | @5 (%) | @10 (%) | @20 (%) | Recall (%) | @5 (%) | @10 (%) | @20 (%) |
|-----------------------|--------|--------|---------|---------|------------|--------|---------|---------|
| NovelNet              | 47.02  | 51.33  | 52.00   | 52.37   | 58.36      | 63.43  | 68.72   |
| NovelNet - w/o mask   | 45.84  | 50.38  | 50.99   | 51.35   | 57.53      | 62.11  | 67.40   |

Table 5: The impact of the repeat ratios of recommendation results on the new part of MRR@1 scores.

| Metric                                | NovelNet | NovelNet (λ = 1) | w/o pointwise | w/o listwise | w/o pointer | RepeatNet |
|---------------------------------------|----------|-----------------|---------------|--------------|-------------|-----------|
| Repeat ratio of recommendation results (%) | 90.27    | 93.12           | 99.95         | 86.78        | 71.11       | 97.39     |
| New part of MRR@1 (%)                 | 0.63     | 0.42            | 0.01          | 0.83         | 0.74        | 0.07      |

Table 6: Performance of the Recommend New Novels and Recommend Consumed Novels modules in terms of MRR@1 (%).

| Module                        | NovelNet | NovelNet (λ = 1) | w/o pointwise | w/o listwise |
|-------------------------------|----------|-----------------|---------------|--------------|
| Recommend New Novels          | 3.67     | 3.37            | 2.94          | 3.98         |
| Recommend Consumed Novels     | 82.94    | 82.91           | 82.79         | 82.21        |
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