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A lion’s roar, a dog’s bark, an angry yell in a pub brawl: what do these vocalizations have in common? They all sound harsh due to nonlinear vocal phenomena (NLP)—deviations from regular voice production, hypothesized to lower perceived voice pitch and thereby exaggerate the apparent body size of the vocalizer. To test this yet uncorroborated hypothesis, we synthesized human nonverbal vocalizations, such as roars, groans and screams, with and without NLP (amplitude modulation, subharmonics and chaos). We then measured their effects on nearly 700 listeners’ perceptions of three psychoacoustic (pitch, timbre, roughness) and three ecological (body size, formidability, aggression) characteristics. In an explicit rating task, all NLP lowered perceived voice pitch, increased voice darkness and roughness, and caused vocalizers to sound larger, more formidable and more aggressive. Key results were replicated in an implicit associations test, suggesting that the ‘harsh is large’ bias will arise in ecologically relevant confrontational contexts that involve a rapid, and largely implicit, evaluation of the opponent’s size. In sum, nonlinearities in human vocalizations can flexibly communicate both formidability and intention to attack, suggesting they are not a mere byproduct of loud vocalizing, but rather an informative acoustic signal well suited for intimidating potential opponents.

1. Introduction

Differences in relative body size are of crucial importance for social animals, and displays of size and dominance are among the most common and important messages conveyed by animal signals [1,2]. In a constant evolutionary arms race, receivers benefit from attending to indicators of body size and fighting ability, with selection often favouring signallers who appear as large and formidable as possible [2], with humans appearing as no exception [3,4]. As a result, many mammals have evolved anatomical adaptations for exaggerating their size. In the vocal domain, such adaptations include vocal sacs and descended or movable larynges in a number of terrestrial mammals, which serve to enlarge the acoustic resonator and therefore lower the resonance frequencies (formants) [5,6].

In humans, in addition to a permanently descended larynx [7], men and women in diverse cultures can effectively exaggerate their size by volitionally lowering their vocal tract resonances (formants) as well as their fundamental frequency (f0, perceived as voice pitch) [3,8]. In turn, human listeners systematically associate low voice pitch with a large size and physical prowess [9,10]. This ‘low is large’ perceptual bias is often incorrect in the sense that there is at best a weak correlation between f0 and the size of the vocalizer within sex and age groups [11]. Nevertheless, the perceptual association is incredibly strong [12]. Many other animals have also evolved specific anatomical
adaptsions to lower \( f_0 \) such as fleshy pads on the vocal folds of the big cats, hypertrophied larynges in howler and colobus monkeys and additional non-laryngeal vocal folds in koalas (reviewed in [5]), suggesting that the ‘low pitch sounds large’ association may be pervasive across mammalian species [13]. More generally, the way to sound big may be to produce loud [14,15] vocal sounds with prominent low-frequency components [16]. In this study, we provide evidence that other voice frequency components, apart from the extensively studied \( f_0 \) and formants, are also involved in acoustic size exaggeration. Namely, we show that vocal harshness caused by the presence of nonlinear vocal phenomena (NLP) can function to exaggerate body size in human vocalizations from roars to screams.

(a) Why would vocal harshness signal largeness and threat?

In a tonal sound, such as a sustained vowel produced with a modal voice register, the vibrating vocal folds produce a single carrier frequency \( f_0 \), some harmonics of which are amplified by the resonances of the vocal tract (formant frequencies) [7]. However, the vibratory regimes of the vocal folds can often be more complex and irregular, producing a variety of so-called NLP. The most commonly reported types of NLP include frequency jumps, sidebands or amplitude modulation, subharmonics and deterministic chaos [17]. All these NLP are common in the calls of a large variety of mammals [17–21], birds [22] and even amphibiaans [23,24]. While comparatively much less studied in humans, NLP have been documented in the cries of human infants [25,26] and in aversive (e.g. pain and fear) vocalizations of adult humans [27,28].

NLP create an irregular or harsh voice quality and convey important information about caller and context. They are often found in loud, high-arousal calls [17,29,30] that attract the listeners’ attention [28] and, due to their inherent irregularity, prevent habituation [31,32]. When manipulated experimentally in human vocal stimuli, NLP enhance the perceived emotion intensity of a vocalization, particularly the intensity of negatively valenced emotions such as aggression [33,34]. This agrees well with Morton’s motivation–structural rules, according to which low and rough voices signal aggression across animal species [13,35]. What might be the mechanism behind this effect? Is it rough voice quality associated with NLP that makes them a robust vehicle for expressing aggression, or might NLP somehow lower the perceived frequency of a vocalization, contributing to the impression of larger body size?

In a seminal article on the role of NLP in animal acoustic communication, Fitch and colleagues [17] hypothesized that subharmonics, a type of NLP should be common in aggressive animal vocalizations because they lower perceived pitch and thereby exaggerate the caller’s size. Subharmonics appear on the voice spectrogram (figure 1) as additional harmonics of a new frequency (\( g_{0} \)) that is an integer fraction of \( f_0 \) (often \( f_0/2 \) or \( f_0/3 \)). Because subharmonics literally introduce a new harmonically related tone an octave or more below \( f_0 \), it is not surprising that this effect was confirmed in psychoacoustic studies: subharmonics indeed lower perceived pitch, until in the limiting case only the lower frequency \( g_0 \) is perceived [36,37]. Like subharmonics, amplitude modulation introduces a new low-frequency component caused by the vibration of additional supra-glottal oscillators, such as flaps of soft tissue above the larynx [38], producing sidebands on the spectrogram around each harmonic of \( f_0 \) (figure 1). Unless these additional oscillators vibrate too slowly for the modulation frequency to create a strong pitch percept [7], the resulting pitch might again be a blend of the two frequencies, in which case amplitude modulation would lower perceived pitch similarly to the effect of subharmonics. Finally, deterministic chaos (herein, chaos) is a particularly interesting and intense case of NLP. It is caused by the vocal folds vibrating in a highly

---

**Figure 1.** Spectrograms of a prototype vocalization (female cry, ‘cry_F_475’) resynthesized with different nonlinear vocal phenomena (NLP). Amplitude modulation is created by multiplying the signal by a relatively low-frequency waveform (\( M \pm s.d. = 90 \pm 20 \text{ Hz} \)); subharmonics are synthesized as a new, harmonically related voiced component at 1/2, 1/3 or 1/4 of the original fundamental frequency; chaos is emulated by adding strong jitter—rapid random pitch changes (audio and code for creating the stimulus on http://cogsci.se/publications.html).
irregular manner, as in rough barks or roars, which has the effect of ‘smudging’ the harmonics and introducing variable amounts of broadband noise to the spectrogram (figure 1). The resulting perceptual effect is pure harshness. Importantly, because chaos emphasizes resonance frequencies (formants), it might make it easier for listeners to estimate the length of the caller’s vocal tract [39,40] and thus body size, although this has not yet been tested directly. In addition to creating a particularly harsh or rough voice quality, chaos redistributes acoustic energy in the spectrum, shifting it either up or down depending on the location of $f_0$ relative to the first formant (see Methods and figure 1). The possible effect of chaos on perceived pitch is, therefore, difficult to predict theoretically. Here, we test it empirically.

(b) This study
To the best of our knowledge, there is no previous empirical work testing whether amplitude modulation and chaos affect perceived voice pitch, nor whether any NLP affect perceived body size. To address these important questions, we capitalized on the newly available technology for synthesizing natural-sounding vocalizations with a very precisely controlled voice quality, making it possible to create convincing examples of vocalizations with or without NLP (amplitude modulation, subharmonics and chaos) while keeping constant all other acoustic characteristics such as pitch and formants [41]. We resynthesized human non-verbal vocalizations, such as screams and roars, obtained from social media and recorded in real-life interactions and now serving as a validated corpus of genuine human vocalizations [42]. These vocal sounds are extremely rich in NLP, providing us with ecologically valid prototypes and making it possible to create our stimuli with realistic acoustic properties.

In the main playback experiment, we compared listeners’ perceptions of otherwise identical resynthesized versions of human vocalizations that differed only in the presence or absence and type of NLP (figure 1). While the effect of NLP on perceived voice pitch was our main psychoacoustic outcome of interest, changes in tone brightness, rather than pitch per se, may also contribute to the perception of physical largeness, especially in the case of deterministic chaos. Further, roughness is another important psychoacoustic characteristic that increases in the presence of NLP and effectively conveys aversive affective states such as fear [28] and aggression [33]. Therefore, we included three psychoacoustic rating scales: pitch, timbre and roughness. To test how these acoustic changes modify listeners’ perceptions of the speaker, we used three ecological rating scales: height, aggression and formidability. We examined perceptions of aggression and formidability separately because perceived aggressive intent might be distinct from general fighting ability or physical formidability in terms of how it is affected by voice characteristics such as $f_0$ [43].

To test in a more robust manner the key effect—whether NLP can indeed exaggerate apparent body size—we replicated the results of the rating experiment using two-alternative approaches. First, height judgements of two manipulated versions of the same vocalization were compared in a two-alternative forced choice task to tap into an explicit understanding of whether NLP-related changes of voice quality caused the speaker to sound larger or smaller. Second, we used an implicit associations test—a popular method for studying cross-modal correspondences that may exist outside of conscious awareness [44,45]. Subjects in this test are asked to classify four stimuli into two categories based on repeatedly changing pairing rules. Responses tend to be more rapid and accurate when two stimuli assigned to the same category are naturally associated. With this method, we tested whether the effect of NLP on size estimates would be observed if participants were not explicitly asked to make size judgements, and thus whether it would be likely to occur in ecologically relevant confrontational contexts that involve a rapid, and probably largely implicit, evaluation of the opponent’s size. Taken together, the results of these three experiments provide convincing evidence that NLP make the voice sound lower, darker and rougher, which exaggerates the speaker’s apparent size and also conveys aggression.

2. Methods
(a) Stimuli
We selected 82 vocalizations with NLP from a corpus of authentic non-verbal vocalizations compiled from online sources [42]. All selected vocalizations were relatively short ($M \pm s.d. = 1 \pm 0.5$ s) and free from background noise, and all contained perceptually salient and manually annotated NLP. Acoustically, the stimuli consisted of intense vocalizations (screams, yells, roars, groans, etc.) and expressed various emotions such as anger, pain, fear, jubilation and surprise [42]. Each of the 82 prototype vocalizations was resynthesized in four conditions (no NLP, amplitude modulation [AM], subharmonics and chaos), for a total of 4 × 82 or 328 stimuli.

(b) Procedure
A total of 677 participants took part in the three psychoacoustic playback experiments, which were written in html/javascript and conducted online, as follows:

---

**Rating task** ($n = 301$ participants). We obtained listeners’ explicit ratings of 328 stimuli on three psychoacoustic (pitch, timbre, roughness) and three ecological (height, formidability, aggression) response scales in an online experiment. Each participant rated 50 stimuli in two blocks, one block with a randomly selected psychoacoustic scale and one block with a randomly selected ecological scale. The order of blocks and trials within blocks was randomized for each participant, under the constraint that the same stimulus never occurred twice. Responses were recorded on horizontal visual analogue scales ranging from 0 to 100 for judgements of timbre, roughness, formidability and aggression, from 128 cm to 202 cm for height judgements, and on a musical or logarithmic scale from 62 Hz to 4300 Hz for pitch judgements.
(six octaves from C2 to C8). Two pilot tests with 20 participants each were performed to ensure that the visual appearance of the rating scales, the ranges of pitch and height values, and the wording of the vignettes were appropriate. For full details on the rating scales, please see electronic supplementary material, figure S1.

— **Two-alternative forced choice task** (*n* = 192 participants). On each trial, participants were presented with two otherwise identical vocalizations that differed only in the type of NLP. Participants indicated which of the two speakers sounded taller, with an option to rate both as similar in height. Each participant completed 47 experimental trials and three catch trials with a pair of identical sounds, which were included as attention checks.

— **Implicit associations test** (*n* = 184 participants). As this method is designed to test implicit associations [44], participants did not make explicit size judgements. Rather, they were trained to press different keys in response to pairs of visual and auditory cues that were either congruent or incongruent. Because only a single pair of vocalizations could be compared at a time, testing all 82 prototypes was not feasible. Instead, we selected two vocalizations from each NLP condition (subharmonics, amplitude modulation and chaos) and paired them with the corresponding version without any NLP. The test must be fast-paced, and the stimuli must be easy to distinguish [44,45]; therefore, we chose the shortest vocalizations with strong NLP, preferring the prototypes which also displayed a large NLP effect on perceived body size in the rating experiment. We implemented a web-based version of the implicit associations test as described by Parise & Spence [44]. Listeners were required to learn a rule associating the left arrow on a keyboard or touchscreen with one image and sound, and the right arrow with another image and sound. The measure of interest was the difference in accuracy and response time in blocks with congruent (e.g. subharmonics = large) versus incongruent (e.g. subharmonics = small) combinations of images and sounds (see electronic supplementary material for more details).

### (c) Participants

All participants were recruited on the online testing platform Prolific (https://www.prolific.co/) and compensated for their time. Out of the total of 677 included participants, 428 self-identified as male, 246 as female and three as ‘other’; the mean age was 26 ± 8 years (range 18–61). Sample sizes were chosen to ensure sufficient precision of estimates of effect sizes in Bayesian multilevel models. Thus, with a sample size of 301 in the rating experiment, each of 328 experimental stimuli was rated on average 15.2 times on each of the six response scales, providing sufficient precision on the estimates of NLP effects both at population level and for each individual prototype. We recruited 200 participants for the two-alternative forced choice task. Eight failed attention checks and were thus excluded; the remaining 192 participants rated each of the 492 pairs of stimuli (82 prototypes × 6 NLP contrasts = 492 non-catch pairs of different stimuli) on average approximately 20 times, again providing sufficient precision effect size estimates. Finally, for the implicit associations test, we recruited 184 participants (6 experimental conditions × approximately 30 participants). We previously ran a similar experiment with 20 participants per condition; this provided acceptable but not particularly high precision of estimates for both accuracy and response times [45]. To make the results more robust to individual differences, in this study we increased the number of participants per condition to 30. All participants achieved high accuracy, indicating that they had understood the instructions and had no difficulty distinguishing between pairs of stimuli; accordingly, all 184 participants were included in the analysis of implicit associations.

### (d) Data analysis

Unaggregated, trial-level data from all three experiments were analysed using Bayesian multilevel models, fit with the R package brms [47] with default, mildly conservative priors; for data-heavy models, these priors improve model convergence without notably affecting posterior estimates. Posterior distributions of model parameters and fitted values were summarized by their medians and 95% credible intervals (CIs). We compared credible values of effect sizes: when the credible intervals on estimates are far from the null value (e.g. zero), this indicates a credible effect given the observed data, model structure and prior knowledge. Full details of data analysis, as well as R code, are available in the electronic supplementary material.

### 3. Results

As a measure of inter-rater agreement in the rating task, we aggregated the ratings of each vocal stimulus on each response scale and calculated the mean Pearson’s correlation between the responses of each participant and these aggregated ratings. These correlations were notably higher for the three psychoacoustic scales (pitch, timbre, roughness: *r* = 0.74–0.85) than for the ecological scales (height, formability, aggression: *r* = 0.53–0.60). Likewise, the intraclass correlation coefficient, estimated using a two-way random model and absolute agreement, revealed lower reliability for the ecological scales (less than 0.2) compared to the psychoacoustic scales (0.3–0.6). The higher degree of inter-rater agreement for psychoacoustic scales indicates that these low-level, relatively objective voice properties are perceived similarly across all listeners, whereas speaker characteristics like height and aggression are perceived in a more individually variable fashion.

Effect sizes are presented as percentage points (%) for scales in which participants rated stimuli from 0 to 100 (timbre, roughness, formability and aggression), and in natural units for height judgements (rated in cm) and pitch judgements (rated in Hz). To begin with results for the three psychoacoustic scales, all three NLP types (figure 1) lowered perceived voice pitch, made vocal timbre darker and increased the level of perceived vocal roughness in the rating task (figure 2). The effect of chaos was most pronounced: its addition to synthesized vocalizations lowered perceived pitch by 4.2 semitones (95% CI [2.8, 5.6]), caused timbre to be perceived as 11.2% [8.8, 13.7] darker and enhanced perceived roughness by 23.6% [20.5, 26.7]. The effects of subharmonics and amplitude modulation were similar to one another: both lowered perceived voice pitch by an average of 2–3 semitones (subharmonics 2.8 semitones [1.5, 4.2], amplitude modulation 2.2 semitones [0.9, 3.5]), caused the timbre to sound approximately 5% darker (subharmonics 6.1% [4.1, 8.1], amplitude modulation 5.3% [3.2, 7.4]) and increased perceived roughness by approximately 10% (subharmonics 10.5% [7.9, 13.2], amplitude modulation 13.8% [11.0, 16.5]). To assess whether the three psychoacoustic scales measured separate phenomena, we calculated the correlation between the average ratings of each vocalization on these three scales. Pitch and timbre scales were strongly correlated (Pearson’s *r* = 0.94), and roughness moderately correlated with both pitch (*r* = −0.69) and timbre (*r* = −0.78).

As for the three ecological scales, all NLP had a small, but statistically robust positive effect on apparent speaker height:
vocalizers sounded 1.8 cm taller [0.3, 3.2] when chaos was experimentally added to a vocalization, 2.2 cm taller [0.9, 3.5] when subharmonics were added and 2.5 cm taller [1.3, 3.8] when amplitude modulation was added. In addition, all three NLP enhanced the perceived formidability and level of aggression communicated by a given vocalization. Chaos had the greatest effect (formidability 13.0% [10.3, 15.7], aggression 19.4% [17.2, 21.7]). The effects of subharmonics and amplitude modulation on formidability were similar in magnitude (4.3% [2.4, 6.2] and 4.2% [2.4, 6.0], respectively). However, the addition of amplitude modulation increased perceived aggression twice as much (by 8.0% on average [5.9, 10.0]) as did the addition of subharmonics (4.7% [2.7, 6.7]). Aggression and formidability scores were moderately correlated (r = 0.70), while the height scale was relatively independent (r = 0.47 with formidability and r = 0.31 with pitch), suggesting that physical size and physical formidability are related but not identical constructs.

When presented with two otherwise identical vocalizations that only differed in NLP, listeners reliably indicated that vocalizations with experimentally added chaos were produced by a taller person. The vocalization with chaos was chosen as originating from the larger vocalizer 38.0% [28.4, 47.4] of the time compared to vocalizations without NLP, 29.3% of the time [21.4, 37.3] compared to amplitude modulation and 24.9% [18.3, 31.6] compared to subharmonics (figure 3a). The effect of subharmonics and amplitude modulation relative to each other and relative to the absence of any NLP was not statistically different from noise level (defined as the difference between catch pairs of identical vocalizations). Furthermore, there was high variability among the 82 prototype vocalizations in terms of the effect of chaos. For example, comparing chaos to no NLP, the difference was not statistically different from noise for four out of 82 prototypes, and for three of 82 prototypes the effect of chaos was reversed (violin plots in figure 3a). In sum, the effect of NLP on perceived speaker size was less robust when listeners’ attention was explicitly drawn to the nature of acoustic manipulation, with only deterministic chaos being reliably associated with large size.

By contrast, for the implicit associations test, statistically credible congruency effects were observed for all three NLP types in five out of six tested sounds, for which 95% CIs for both errors and response time excluded the null value (figure 3b). The results illustrate that, in a pair of two otherwise identical vocalizations, participants consistently found it more natural to associate a vocalization with NLP with a large person, and a vocalization without NLP with a small person.

Figure 2. The effect of manipulating nonlinear phenomena (NLP) on listeners’ ratings of vocalizations on three psychoacoustic scales (top) and three ecological scales (bottom). Solid circles show the median of posterior distribution of the difference between each condition and the no-NLP condition, with 95% CI. Violin plots show the distribution of fitted values for each prototype vocalization (N = 82). The dotted line in each panel marks null effect (no difference between sounds with and without NLP).

4. Discussion
As described by Morton nearly 50 years ago [13] and confirmed in numerous later studies (reviewed in [30,35]), a rough or harsh voice quality associated with NLP is often found in aggressive calls of animals, and is also perceived as aversive in human vocalizations [33,34]. To explain the function of this harsh vocal quality, it has been hypothesized that NLP lower perceived voice pitch and therefore make the vocalizer appear larger [17], with obvious potential benefits for vocalizers. Indeed, such a mechanism for size exaggeration could be adaptive in aggressive contexts such as competitive or dominance displays and mating contests. Until recently, however, it was impossible to directly manipulate NLP in natural-sounding calls to test their effect on perceived body size or aggressive intent. Here, we took advantage of recent advances in parametric voice synthesis to put this hypothesis to the test, separately evaluating the effect of three NLP types—subharmonics, amplitude modulation and chaos—on perceived pitch and speaker size in human non-verbal vocalizations including roars, screams, groans and moans.

The results of our perceptual experiments clearly show that all tested NLP types indeed lower the apparent voice pitch and increase the apparent size of the vocalizer. Furthermore, in a replication using the implicit associations test, we show that the effect of NLP on perceived size is not confined
to explicit size judgements. Equally important, we created fully realistic vocalizations, with the same nonlinear acoustic characteristics as naturally observed exemplars. In other words, the kind of NLP that naturally occur in human non-verbal vocalizations, such as screams and angry roars, lower perceived voice pitch and serve to exaggerate the apparent size of the caller. Because the anatomical mechanisms of vocal production [40] and perception [48] are broadly similar among humans and other terrestrial mammals, it is likely that these results can be generalized to vocal communication in non-human mammals, a hypothesis that can now be directly tested.

In addition to exaggerating speaker size, we show that NLP also increase perceived aggression. Interestingly, while all NLP were equally effective at size exaggeration, chaos was perceived as both rougher and more aggressive than either subharmonics or amplitude modulation. In our earlier studies, we also found a similar distinction among NLP types, with chaos perceived as most aversive [33,46]. This distinction indicates that listeners can discriminate between a person who sounds impressively large versus a person who sounds aggressive, complementing recent work showing that aggressive intent and fighting ability are differentially signalled by voice pitch lowering in men [43]. Our result also emphasizes the need to annotate different NLP types separately when analysing voice recordings. Subharmonics and sidebands are notoriously difficult to distinguish even for trained bioacousticians, and their perceptual effects appear to be comparable, but deterministic chaos is easily distinguishable and appears to elicit very different perceptual effects.

While our results show that NLP lower perceived voice pitch, we cannot be certain that NLP exaggerate the caller’s body size because of this pitch-lowering effect. Indeed, the addition of NLP in our study also caused voice timbre to be perceived as darker. Another consequence of adding NLP was an increase in vocal roughness, based on both subjective listeners’ ratings and objective acoustic measurements. Some combination of these and other psychoacoustic consequences of the presence of NLP may contribute to the observed effect on apparent body size. However, it is very well established that low-pitched voices project the impression of a large body size [9,12], so the pitch-lowering effect of NLP is certain to contribute to size exaggeration, even if it may not be solely responsible for it.

Methodologically, a comparison of the outcome of the three alternative experimental designs for measuring the effect of NLP on perceived size yielded valuable insight regarding the respective strengths and limitations of these approaches. Belying the intuition, and previous reports [49], that the most explicit tasks should amplify experimental effects, only chaos was observed to enhance perceived size in a two-alternative forced choice task, in which participants were both explicitly aware of making size judgements and encouraged to note the nature of acoustic manipulation. By contrast, all NLP had a robust effect on perceived size when one vocalization at a time was rated on a visual analogue scale. This between-subject design can be seen as intermediate in explicitness because participants were asked to make size judgements, but were less likely to guess the nature of manipulation as the same listener never rated two versions of the same prototype vocalization. By contrast, the implicit associations test gave away the nature of manipulation, but demanded no explicit size judgements. We observed excellent convergence between the results of the implicit associations test and size ratings on an analogue scale, but investigating implicit associations requires considerably more data. Based on our results, we would, therefore, cautiously recommend using ratings on a continuous scale in a between-subject design as a sensitive and resource-efficient method for measuring the effect of acoustic manipulations in human vocal stimuli.

In conclusion, the association of NLP with body size and formidability demonstrated in this work sheds new light on the communicative role and evolution of irregular phonation. While harsh-sounding NLP may constitute regrettable voice imperfections in the context of speech therapy or classical singing, biologists have increasingly recognized their potential for attracting and holding attention [31,32], communicating high arousal [17,29,30] and even attracting mates [24]. If we add the size exaggerating effect in agonistic interactions, it is easy to see how selection may favour anatomical structures and physiological mechanisms that render the vocal organ unstable and capable of supporting complex vibratory regimes such as subharmonics and chaos, as indeed observed in the vocalizations of a wide range of animals, from birds and frogs to...
ethics. All participants provided informed consent. Ethical approval for performing perceptual experiments with human subjects was provided by the Comité d’Éthique du CHU de Saint-Etienne (IRBN692019/CHUSTE).

Data accessibility. All datasets, R scripts for data analysis, audio stimuli, R scripts for generating synthesized stimuli and html code for running psychoacoustic experiments can be downloaded from http://cogsci.se/publications.html. These supplemental materials enable full validation and replication of results.

The data are provided in the electronic supplementary material [50].

Authors’ contributions. A.A.: conceptualization, formal analysis, writing—original draft; K.P.: conceptualization, writing—review and editing; M.M.: conceptualization, writing—review and editing; D.R.: conceptualization, writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

Competing interests. The authors declare no competing interests.

Funding. A.A. was supported by grant 2020-06382 from the Swedish Research Council. K.P., M.M. and D.R. were supported by the University of Lyon IDEXYLON project as part of the ‘Programme Investissements d’Avenir’ (ANR-16-IDE-0005) to D.R.

References

1. Bradbury JW, Vehrencamp SL. 2011 Principles of animal communication, 2nd edn. Sunderland, MA: Sinauer Associates.

2. Searcy WA, Nowicki S. 2005 The evolution of animal communication: reliability and deception in signaling systems. Princeton, NJ: Princeton University Press.

3. Pisanski K, Reby D. 2021 Efficacy in deceptive vocal exaggeration of human body size. Nat. Commun. 12, 968. (doi:10.1038/s41467-021-21008-7)

4. Raine J, Pisanski K, Bond R, Simner J, Reby D. 2019 Human roars communicate upper-body strength more effectively than do screams or aggressive and distressed screams. Phys. Oxf. 14, e0213034. (doi:10.1371/journal.pone.0213034)

5. Charlton BD, Reby D. 2016 The evolution of acoustic size exaggeration in terrestrial mammals. Nat. Commun. 7, 12739. (doi:10.1038/ncomms12739)

6. Fitch WT, Hauser MD. 2003 Unpacking ‘honesty’: vertebrate vocal production and the evolution of acoustic signals. In Acoustic communication (eds AM Simmons, RR Fay, AN Popper), pp. 65–137. New York, NY: Springer.

7. Tilze IR. 1994 Principles of vocal production. Englewood Cliffs, NJ: Prentice-Hall.

8. Pisanski K, Mora E, Pisanski A, Reby D, Sonokowski P, Franchiakwiak T, Feinberg D. 2016 Volitional exaggeration of body size through fundamental and formant frequency modulation in humans. Sci. Rep. 6, 34389. (doi:10.1038/srep34389)

9. Pisanski K, Bryant GA. 2019 The evolution of voice perception. In The Oxford handbook of voice studies (eds NS Eidsheim, KL Meizel), New York, NY: Oxford University Press.

10. Puts DA et al. 2016 Sexual selection on male vocal fundamental frequency in humans and other anthropoids. Proc. R. Soc. B 283, 20152830. (doi:10.1098/rspb.2015.2830)

11. Pisanski K et al. 2014 Vocal indicators of body size in men and women: a meta-analysis. Anim. Behav. 95, 89–99. (doi:10.1016/j.anbehav.2014.06.011)

12. Rendall D, Voyer Jr, Nemeth C. 2007 Lifting the curtain on the Wizard of Oz: biased voice-based impressions of speaker size. J. Exp. Psychol.: Hum. Percept. Perform. 33, 1208–1219. (doi:10.1037/0096-1523.33.5.1208)

13. Morton ES. 1977 On the occurrence and significance of motivation—structural rules in some bird and mammal sounds. Am. Nat. 111, 855–869. (doi:10.1086/283219)

14. Smith LB, Sera MD. 1992 A developmental analysis of the polar structure of dimensions. Cognit. Psychol. 24, 99–142. (doi:10.1016/0010-2885(92)90004-L)

15. Teghtsoonian M. 1980 Children’s scales of length and loudness: a developmental application of cross-modal matching. J. Exp. Child Psychol. 30, 290–307. (doi:10.1016/0022-0965(80)90064-8)

16. Ohala JJ. 1984 An ethological perspective on common cross-language utilization of F0 of voice. Phonetica 41, 1–16. (doi:10.1159/000261706)

17. Fitch WT, Neubauer J, Herzel H. 2002 Calls out of chaos: the adaptive significance of nonlinear phenomena in mammalian vocal production. Animal. Behav. 63, 407–418. (doi:10.1016/anbe.2001.11.912)

18. Reby D, Wyman MJ, Frey R, Passilongo D, Gilbert J, Locatelli Y, Charlton BD. 2016 Evidence of biphonation and source–filter interactions in the bugles of male North American wapiti (Cervus canadensis). J. Exp. Biol. 219, 1224–1236. (doi:10.1242/jeb.131219)

19. Riede T, Arcadi AC, Owen MJ. 2007 Nonlinear acoustics in the pant hoots of common chimpanzees (Pan troglodytes): vocalizing at the edge. J. Acoust. Soc. Am. 121, 1758–1757. (doi:10.1121/1.4727115)

20. Cazau D, Adam O, Aubin T, Laitman JI, Reidenberg JS. 2016 A study of vocal nonlinearities in humpback whale songs: from production mechanisms to acoustic analysis. Sci. Rep. 6, 31660. (doi:10.1038/srep31660)

21. Marx A, Lenkei R, Framm PG, Bakos V, Kubiñyi E, Faragó T. 2021 Occurrences of non-linear vocal phenomena and vocal hunches in dog whines as indicators of stress and ageing. Sci. Rep. 11, 1–12. (doi:10.1038/s41598-021-83614-y)

22. Zollinger SA, Riede T, Suthers RA. 2008 Two-voice complexity from a single side of the syrinx in northern mockingbird Mimus polyglottos vocalizations. J. Exp. Biol. 211, 1978–1991. (doi:10.1242/jeb.014092)

23. Suthers RA, Narins PM, Lin W-Y, Schmitz H-U, Denzinger A, Xu C-H, Feng AS. 2006 Voices of the dead: complex nonlinear vocal signals from the larynx of an ultrasonic frog. J. Exp. Biol. 209, 4984–4993. (doi:10.1242/jeb.02594)

24. Wu Y, Bao J, Lee P, Wang J, Wang S, Zhang F. 2021 Nonlinear phenomena conveying body size information and improving attractiveness of the courtship calls in the males of Odonara tomoda. Asian Herpetol. Res. 12, 117–123.

25. Mende W, Herzel H, Wemke K. 1990 Bifurcations and chaos in newborn infant cries. Phys. Lett. A 145, 418–424. (doi:10.1016/0375-9601(90)90305-8)

26. Kusteff A, Reby D, Martin O, Levredo F, Pataru H, Mathern V. 2017 The acoustic space of pain: cries as indicators of distress recovering dynamics in preverbal infants. Bioacoustics 27, 313–325. (doi:10.1080/09524622.2017.1344931)

27. Raine J, Pisanski K, Simner J, Reby D. 2018 Vocal communication of simulated pain. Bioacoustics 28, 404–426. (doi:10.1080/09524622.2018.1463295)

28. Arnal LH, Flinker A, Kleinschmidt A, Giraud A-L, Poeppel D. 2015 Human screams occupy a privileged niche in the communication soundscape. Curr. Biol. 25, 2051–2056. (doi:10.1016/j.cub.2015.06.043)

29. Schneider JN, Anderson RE. 2011 Tonal vocalizations in the red wolf (Canis rufus): potential functions of nonlinear sound production. J. Acoust. Soc. Am. 130, 2275–2284. (doi:10.1121/1.3628331)

30. Briefer EF. 2012 Vocal expression of emotions in mammals: mechanisms of production and evidence. J. Zool. 288, 1–20. (doi:10.1111/j.1469-7982.2012.00920.x)

31. Karp D, Mawser MB, Wiley EM, Townsend SW. 2014 Nonlinearities in meerkat alarm calls prevent

Downloaded from https://royalsocietypublishing.org on 08 October 2021
32. Blumstein DT, Recapet C. 2009 The sound of arousal: the addition of novel non-linearities increases responsiveness in marmot alarm calls. Ethology 115, 1074–1081. (doi:10.1111/j.1439-0310.2009.01691.x)

33. Anikin A, Pisanski K, Reby D. 2020 Do nonlinear vocal phenomena signal negative valence or high emotion intensity? R. Soc. Open Sci. 7, 201306. (doi:10.1098/rsos.201306)

34. Liuni M, Ardaillon L, Bonal L, Seropian L, Aucouturier J-J. 2020 ANGUS: real-time manipulation of vocal roughness for emotional speech transformations. arXiv arXiv:2008.11241.

35. August PV, Anderson JGT. 1987 Mammal sounds and motivation—structural rules: a test of the hypothesis. J. Mammal. 68, 1–9. (doi:10.2307/1381039)

36. Bergan CC, Titze IR. 2001 Perception of pitch and roughness in vocal signals with subharmonics. J. Voice 15, 165–175. (doi:10.1016/S0892-1997(01)00018-2)

37. Sun X, Xu Y. 2002 Perceived pitch of synthesized voice with alternate cycles. J. Voice 16, 443–459. (doi:10.1016/S0892-1997(02)00119-4)

38. Borch DZ, Sundberg J, Lindestad P-Å, Thalén M. 2004 Vocal fold vibration and voice source aperiodicity in ‘dist’tones: a study of a timbral ornament in rock singing. Logop. Phoniatr. 29, 147–153. (doi:10.1080/140150410016073)

39. Fitch WT. 1997 Vocal tract length and formant frequency dispersion correlate with body size in rhesus macaques. J. Acoust. Soc. Am. 102, 1213–1222. (doi:10.1121/1.421048)

40. Taylor AM, Reby D. 2010 The contribution of source-filter theory to mammal vocal communication research: advances in vocal communication research. J. Zool. 280, 221–236. (doi:10.1111/j.1469-7998.2009.00661.x)

41. Anikin A. 2019 Soundgen: an open-source tool for synthesizing nonverbal vocalizations. Behav. Res. Methods 51, 778–792. (doi:10.3758/s13428-018-1095-7)

42. Anikin A, Persson T. 2017 Nonlinguistic vocalizations from online amateur videos for emotion research: a validated corpus. Behav. Res. 49, 758–771. (doi:10.3758/s13428-016-0736-y)

43. Zhang J, Hodges-Simeon C, Gaulin SJ, Reid SA. 2021 Pitch lowering enhances men’s perceived aggressive intent, not fighting ability. Evol. Hum. Behav. 42, 51–60. (doi:10.1016/j.evolhumbehav.2020.07.007)

44. Parise CV, Spence C. 2012 Audiovisual crossmodal correspondences and sound symbolism: a study using the implicit association test. Exp. Brain Res. 220, 319–333. (doi:10.1007/s00221-012-3140-6)

45. Anikin A, Johansson N. 2019 Implicit associations between individual properties of color and sound. Atten. Percept. Psychophys. 81, 764–777. (doi:10.3758/s13414-018-01639-7)

46. Anikin A. 2020 The perceptual effects of manipulating nonlinear phenomena in synthetic nonverbal vocalizations. Bioacoustics 29, 226–247. (doi:10.1080/09524622.2019.1581839)

47. Bürkner P-C. 2017 brms: An R package for Bayesian multilevel models using Stan. J. Stat. Softw. 80, 1–28.

48. Fitch WT. 2018 The biology and evolution of speech: a comparative analysis. Annu. Rev. Linguist. 4, 255–279. (doi:10.1146/annurev-linguistics-011817-045748)

49. Belz A, Kow E. 2010 Comparing rating scales and preference judgements in language evaluation. In Proc. of the 6th Int. Natural Language Generation Conf., 7–9 July, Trim, Co. Meath, Ireland, pp. 7–15. See https://www.aclweb.org/anthology/W10-4200.pdf.

50. Anikin A, Pisanski K, Massenet M, Reby D. 2021 Harsh is large: nonlinear vocal phenomena lower voice pitch and exaggerate body size. FigShare.