Open-path cavity ring-down methane sensor for mobile monitoring of natural gas emissions

LAURA E. MCHALE,1 BENJAMIN MARTINEZ,1 THOMAS W. MILLER,2 AND AZER P. YALIN1,*

1Department of Mechanical Engineering, Colorado State University, Fort Collins, CO 80525, USA
2TCB Engineers, Surprise, AZ 85374, USA
*azer.yalin@colostate.edu

Abstract: We present the design, development, and testing results of a novel laser-based cavity ring-down spectroscopy (CRDS) sensor for methane detection. The sensor is specifically oriented for mobile (i.e. vehicle deployed) monitoring of natural gas emissions from oil and infrastructure. In contrast to most commercial CRDS sensors, we employ an open-path design which allows higher temporal response and a lower power and mass package more suited to vehicle integration. The system operates in the near-infrared (NIR) at 1651 nm with primarily telecom components and includes cellular communication for wireless data transfer. Along with basic sensor design and lab testing, we present results of field measurements showing performance over a range of ambient conditions and examples of methane plume detection.
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1. Introduction

Methane is widely viewed as a “bridge fuel” that can backfill energy needs as we transition to renewable energy sources such as solar and wind. It is touted as a “clean fuel” given that it produces less carbon dioxide (CO₂) than coal or gasoline during combustion; however, it is important that it is a significant greenhouse gas in its own right. The latest report from the Intergovernmental Panel on Climate Change (IPCC) lists its 20 year Global Warming Potential (GWP₂₀) as 84 times that of CO₂ [1]. Methane is also a precursor to tropospheric ozone formation through reactions of methane and the hydroxyl radical, which also diminishes the oxidizing abilities of the atmosphere through removal of hydroxyl radical.

Natural gas (which is generally ~80-95% methane) has seen a recent rise in use and extraction, contributing to the increase in atmospheric methane concentrations [2]. For example, the Colorado Oil and Gas conservation Commission (COGCC) estimates that there are more than 40,000 active wells in the state, with more than 10,000 new wells since 2005 [3]. The natural gas supply chain consists of a series of segments generally referred to as extraction, gathering and processing, transmission, storage and distribution. Given the high GWP₂₀ value of methane, it is clearly critical to minimize any emissions (planned or fugitive) along this supply chain prior to final use in combustion systems [4].

To quantify, locate and reduce methane emissions, there is a need for quantitative measurement tools over a range of spatial scales. At larger spatial scales (order kms), for example to cover entire “basins”, airplane mounted sensors can be used with mass balance approaches to estimate emissions [5–7]. A number of ongoing and new efforts are also developing satellite systems for emissions measurements (e.g., [8–10]). The spatial resolution (granularity) afforded by satellite measurements will vary between systems but is generally on the km scale [11,12].

Our interest is to develop measurement tools that can be used on the scale of individual well sites (order 10 m spatial resolution) to allow quantification of emissions, preferably in a
scalable (“high-throughput”) manner to measure many potential emission sites (e.g. wells) per unit time. Such measurement capability would be useful for industry to monitor their sites (and identify and repair anomalies), as well as for researchers and regulators, for example to reconcile “bottom-up” (component level) versus “top-down” (aircraft) measurements [13,14]. Currently, the industry standard is to have personnel perform manual inspections with optical gas imaging (OGI) cameras [15]; these measurements are usually only qualitative. Examples of other instruments used by industry include a vehicle-mounted laser absorption sensor (with sensitivity of ~1 ppm) [16], and a hand-held laser absorption based detector used to detect leaks by on-site personnel [17].

An approach that may be scalable to efficiently cover many sites is mobile sensing, i.e., deploying sensors on vehicles (generally automobiles, but also unmanned aerial vehicles) and then combining the sensor CH₄ concentration values with the local wind field to locate and quantify emission sources [18–20]. In principle, such measurements can be performed with a range of sensors as long as they yield sufficient sensitivity, time response, and accuracy to faithfully capture the methane plumes (amplitude and position), i.e. elevated readings above ambient background due to emission sources [21–23]. Recent data from the United States Environmental Protection Agency [24] indicate that a sensitivity of ~100 ppb is very adequate for practical emissions monitoring and leak detection (see also concluding discussion in Section 5). The needed time response (and measurement rate) for vehicle sampling is ~1 s as this corresponds to distances of ~10-30 m for drive speeds of ~30-100 km/hr allowing relatively accurate plume locating. Poorer time resolution and/or lag time (from flow cells) can distort mobile data and complicate the proper locating of readings [25,26] and [27] (see also supplemental material). Insufficient accuracy in concentrations will translate to error in mass flow inference (also limited by variations from turbulent transport), but ~3-10% may be sufficient for practical cases. Practical deployment on mobile platforms also requires adequate SWAP (i.e. size, weight, and packaging) as is discussed herein.

Here, we report on a purpose built sensor for mobile methane sampling. The sensor is based on the cavity ring-down spectroscopy (CRDS) technique [28,29] allowing sensitive (and specific) methane detection. We use an open-path configuration, where air that flows through the open-cavity (on the vehicle roof) is directly sampled, which allows for high time response, relatively low-power (<30 W without heaters; <150 W with heaters) and compact designs amenable to vehicle integration. (This is in contrast to commonly used closed-path CRDS sensors, with pumps, that can have poor time response and typically consume ~300-500 W of power and have mass of ~30-50 kg.) Open-path operation leads to measurement “noise” from particles in the air and our past work has shown the use of software filtering to mitigate those effects [30]. In Section 2 of this contribution, we detail the spectroscopic underpinning and optical design of the sensor as well as sensor packaging and vehicle integration. Section 3 describes laboratory testing of accuracy and sensitivity, while Section 4 describes field testing of the sensor examining performance across ambient conditions (e.g. as temperature and vehicle speed vary) as well as examples of plume detection from oil and gas equipment. Finally, conclusions and directions for future are presented in Section 5.

2. Sensor design

2.1. Overview: open-path cavity ring-down sensor

CRDS is a direct absorption measurement technique in which an absorbing sample is housed within a high-finesse optical cavity typically formed from a pair of high-reflectivity (HR) mirrors [28,29]. The rate of light decay inside the cavity, i.e. the ring-down time, is recorded from which the sample concentration can be determined through the Beer-Lambert law. CRDS offers high sensitivity as well as high specificity to the target analyte. A distinguishing feature of our sensor is the simple “open-path” configuration where the ambient air is directly sampled between the mirrors with no inlet or flow cell [30]. This is in contrast to most CRDS sensors – or other sensors using related techniques - employing “closed-path” configurations
where a vacuum pump pulls the sample through an inlet and flow cell located between HR mirrors [31–33]. An immediate advantage of open-path for mobile sampling is the improved time response (essentially instantaneous relative to flow time-scales) meaning that the spatial shapes of observed plumes are faithfully recorded, while other benefits are associated with ease of vehicle integration, i.e. reduced power draw and sensor mass as discussed in Section 3. When closed-path flow systems are used, there is a time lag associated with passage of the sampled gas through the inlet to the cavity as well as potential broadening of impulsive signals. For example, past work by Von Fischer and colleagues with closed-path CRDS has found varying lags of ~3-9 s (corresponding to spatial shifts of ~50-150 m for typical vehicle speeds) which complicate analysis [34,35]. More generally, several studies have recognized the deleterious effects of insufficient time response to mobile sampling applications [25,26].

The closed-path flow cell architecture is primarily used to lower the sample pressure, typically to ~0.1 atm, to narrow the spectral lines as well as fix pressure and temperature which are necessary to determine gas concentration. The inlet also allows use of an inline particle filter for the dual purpose of 1) maintaining HR mirror reflectivity while also 2) reducing signal fluctuations due to additional (varying) optical loss from Mie scattering by particles in the beam path [36]. Our past work has shown that with appropriate software filters (against the Mie scatter noise) one can still maintain very adequate sensitivity [30]. Here, we focus on the design and field testing of an open-path methane CRDS sensor with emphasis on field performance in real outdoor ambient conditions.

2.2. Spectral simulations

In CRDS, the analyte species concentration is found by recording the ring-down times, $\tau(\nu)$, versus laser frequency, which can be readily converted to absorption coefficients $k(\nu)$. Figure 1 shows a simulated absorption spectrum (given as vacuum wavelength) for the conditions of interest including 4 methane absorption lines (6057.08, 6057.13, 6057.09, and 6057.10 cm$^{-1}$; which blend into a single feature at ambient conditions) as well as proximate water and carbon dioxide absorption lines. The final spectrum is computed as the sum of the contributing features:

$$k(\nu) = b + \sum_{i} \phi_i (\nu, \nu_0, \Delta \nu_i) P S_i n_i$$

where $b$ is the cavity baseline loss (units of cm$^{-1}$), $i$ is an index to sum over the needed lines, $\phi_i$ are frequency-normalized Lorentzian lineshapes (units of cm) with center frequency $\nu_0i$ and width $\Delta \nu_i$ (units of cm$^{-1}$), $P$ is the total pressure (units of atm), $S_i$ the line strength (expressed in units of cm$^{-2}$ atm$^{-1}$), and $n_i$ the species concentration (in units of mole fraction). The use of Lorentzian lineshapes is justified by simulations showing that the effect of Doppler (thermal) broadening is negligible at atmospheric pressure. The spectroscopic constants $\nu_0i$ (given above), $\Delta \nu_i$ and $S_i$ are from HITRAN 2012, where the width is found from the pressure broadening coefficient [37]. Equation (1) is used to simulate spectra as well as to fit CRDS measurements to retrieve concentrations. In the latter case, we employ 3 free fit-parameters: the baseline loss (from mirrors, diffraction, Rayleigh scattering and any possible broad spectrum absorption interferences), laser frequency offset (as the experiment uses relative frequency given slight drift in absolute laser frequency), and CH$_4$ concentration. (Note that while Fig. 1 includes the H$_2$O and CO$_2$ for purposes of exposition, we have also shown through simulation, that for the selected laser scan range, these non-methane species can be neglected from the spectral fits without compromising the retrieval accuracy of methane.) Accurate fitting requires knowledge of temperature and pressure which is achieved using real-time measurements of these parameters. Note that for plume detection, as opposed to long term ambient monitoring, one does not need to correct for dry air molar fractions since the water content (humidity) is relatively constant over the plumes (~10-100 m and ~10 Vol. 27, No. 14 | 8 Jul 2019 | OPTICS EXPRESS 20086
s maximum); further, for inferring source mass-flow and location, the sensor directly measures methane number density (from which mole fraction can then be determined).

Fig. 1. Simulated open-path absorption spectrum for typical Colorado ambient conditions: T = 296 K, P = 0.84 atm, [CH₄] = 1.8 ppm, [H₂O] = 50% Relative Humidity, [CO₂] = 380 ppm. Dashed lines show the contributing CH₄ peaks.

### 2.3. Sensor opto-electronics

A schematic of the main opto-electronic aspects of the sensor is shown in Fig. 2. Most components are telecom based and therefore maturely engineered in terms of reliability, compactness and performance. The CRDS laser source is a continuous-wave distributed feedback (DFB) diode laser (NEL / NTT) in a 14-pin butterfly package operating in the vicinity of 1651 nm. The laser temperature is controlled by a thermo-electric cooler (TEC) mounted to the diode which fixes the overall wavelength region, and the spectrum is recorded by current-scanning of the laser. Compact (OEM-type) controllers are used for laser current and temperature control. Downstream, there is an inline fiber isolator (to prevent back reflections from the cavity to the laser) and a fiber coupled acousto-optic modulator which is used as an optical switch to quickly deflect the laser away from the cavity (to yield ring-down events). The laser output power is approximately 10 mW which, when measured after the isolator and AOM, becomes approximately 5 mW. Light exiting the final fiber after the AOM is passed to free-space via an adjustable focus aspheric FC collimator (Thorlabs CFC-8X-C). This lens is adjusted to achieve an approximately collimated beam spatially mode-matched to the optical cavity [38].

Fig. 2. Schematic diagram of CRDS methane sensor.

Two intermediate steering mirrors are used to inject the mode-matched beam to the dual-mirror optical cavity. The cavity is defined by two high-reflectivity (HR) mirrors separated by 60 cm. The HR mirrors (Advanced Thin Films) employ dielectric coatings on fused silica.
substrates and have reflectivity of R~0.99994 at 1651 nm. Light exiting the cavity is coupled with an off-axis parabolic mirror to a high-gain low-noise InGaAs photodetector amplifier module. The basic operational sequence is to scan the laser across the range of interest (Fig. 1) and, at each passage across a cavity resonance (where power is injected to the cavity and recorded with the exit detector), use a trigger circuit to turn off the AOM voltage (deflecting the beam away from the cavity) allowing a ring-down event to occur. A National Instruments sbRIO-9651 based on the Xilinx Zynq-7020 system on chip (SoC) is coupled with a custom carrier board to form the electronics platform core. Acquisition, triggering and laser scanning are implemented on the FPGA side of the SoC and ring-down fitting and analysis reside on the dual-core ARM Cortex-A9 CPU running a real-time operating system. The overall scan and trigger scheme follows past work from Lehmann’s group [39] with more specific detail in our past publication [30].

2.4. Sensor packaging and vehicle integration

Figure 3 shows a solid model of the full sensor package. The sensor is comprised of two main assemblies: an optical head which contains the optical cavity (and detector) and an electronics enclosure which contains the microprocessor, controllers, circuitry and wireless gateway. The entire system was designed to handle a range of ambient conditions (temperature, vibration, possible precipitation and splash) while also optimizing size, weight and power (SWaP) for seamless vehicle integration. (An exception, as discussed below, is the enclosure used for the electronics box which, in this design iteration, was not yet optimized for size and weight.) The sensor is powered via direct connection (including inline fuse) to the vehicle battery (~12-18 V). Given the open-path design (lack of main flow pump), the power draw is quite low - ranging between <30 W with heaters off to maximum of 150 W with heaters on - and does not affect the battery and vehicle operation. The sensor mounts to the vehicle via a standard roof-rack with a custom aluminum mount using wire-rope isolators to reduce the effects of vibration.

![Solid model of sensor as deployed on truck roof. Main components are labeled.](image)

The electronics are housed in an IP-68 rated NEMA enclosure that has been designed for thermal performance and all-weather operation. In addition to the microprocessor and electronics, the enclosure also contains the laser source (and inline isolator and AOM), laser current and temperature controllers, PID temperature controllers for heating of the sensor head, pump line for mirror purge [30] and LTE cellular wireless gateway. The gateway is
used to relay aggregated sensor data to a computational cloud on a lossless store-and-forward basis. Large aperture cellular antennas are mounted outside the enclosure to ensure reliable connectivity in remote areas where low-band operation is prevalent. In addition, 2x2 MIMO is employed to further enhance link reliability and multi-carrier support is accommodated via dual radio architecture. The enclosure also includes a GPS sensor (Linx, RXM-GPS-FM-T) for timestamping and spatial localization, as well as sensors for external temperature (Omega, RTD-806) and pressure (Honeywell, PX2AM1XX001BAAAX) for calculation of concentration. The top of the enclosure includes a solar shield to prevent excessive conduction heating due to sunlight exposure. The electronics enclosure is designed to operate over −30 to +50 °C ambient and is limited primarily by the size of the laser Peltier element and thermal coefficient of expansion (CoE) of the mechanical structure. This proof-of-concept minimizes power consumption but, to minimize design complexity in this iteration, we have used a stock NEMA enclosure not yet optimized for size and weight. Future work will significantly reduce size and weight primarily through adoption of miniaturized electronics and a high level of integration.

The sensor head houses the optical cavity, along with the final steering mirrors and photodetector. Light is coupled into the head via a fiber running from the enclosure box. A critical design aspect is to maintain cavity alignment and mirror reflectivity for field use where driving can induce significant vibration, temperature can change, precipitation can be present, and contaminants (dust, moisture, splash etc.) can be present in the air. The main structure of the cavity uses carbon-fiber to achieve low mass with relatively high rigidity and low thermal expansion. A single 2” diameter tube connects the two optical ends of the sensor to define the structure and provide a conduit for purge air and wire harness routing. Rounded, removable plastic caps enclose the head on either side. The head is thermally insulated and includes heaters to maintain uniform temperature for the optical cavity with <120 W of heating power. The heating circuit comprises two ceramic cartridge heaters that operate at <20 W each in each of the 2 caps along with a single tube heater at <40 W which surrounds the 2” tube; these are controlled by 3 PID temperature controllers (one for each cap, one for tube heater). Finally, to maintain cleanliness of the two HR mirrors, small purge flows are used to prevent ambient particles or splash from reaching the HR surfaces [30]. A single compact rotary-vane pump with inline particle and moisture filters pulls in air from the atmosphere (~3 slpm) and then passes that (filtered) air to small positive pressure regions near either HR mirror (see also Fig. 2). For (on-axis) CRDS the beam size within the cavity is only ~3 mm meaning that relatively low purge flows can be used (cf. multi-pass cells techniques with larger mirror diameters [22,40]). In some cases, we also shield the entire beam line with a perforated tube to further protect the mirrors without impacting the overall air flow through the open-cavity.

3. Laboratory testing

A series of tests were performed to confirm sensor accuracy and precision in the laboratory. For accuracy measurements, to deliver fixed and known concentrations, a closed-path setup was temporarily used (i.e. a pump and flow cell tube were installed). The gas delivery setup consisted of two gas cylinders each with a mass-flow controller. A mixture of 250 ppm methane with nitrogen balance (from one tank) was mixed with ultra-high purity grade nitrogen (from second tank) to set desired methane concentrations. Figure 4 shows the results of measured concentrations for a series of actual (delivered) concentrations. Each measurement was a 2 minute average of individual readings at 1 s intervals. Error bars on actual concentration are based on the uncertainties of the two mass-flow controllers, while error bars on measured concentration are found as the standard error. The two series of concentrations agree very well, within experimental uncertainty in all cases. Delivering known and fixed methane concentrations to the open-path sensor is experimentally challenging but our past work (with an open-path CRDS sensor using similar spectroscopy
but at 1742 nm) has shown consistent reading between our open-instrument and a reference commercial CRDS analyzer thereby supporting the accuracy of our open-path scheme [30].

![Plot of measured versus actual methane concentration to examine sensor accuracy.](image)

Fig. 4. Plot of measured versus actual methane concentration to examine sensor accuracy.

Sensitivity tests were performed for the open-path sensor through Allan Deviation studies [41,42] which provides a statistical method to look at measurement stability. Results of these tests for open-path operation at quasi-stable lab background (with 1-s measurement intervals) are shown in Fig. 5 and reveal an Allan variance of $\sim 10$ ppb/s at 1-second. Repeating such measurements yields results in the range of 10-15 ppb (referenced to 1 s) depending on particle loading in the lab air and exact sensor alignment conditions.

![Time series of CH₄ concentrations.](image)

Fig. 5. Top: Time series of CH₄ concentrations. Bottom: Resulting Allan deviation as function of sampling time.

4. Field testing

We have extensively field tested the sensor in a series of driving campaigns in north eastern Colorado, southern Wyoming and the Marcellus Shale region of Pennsylvania [43]. The measurements were performed at different times of year in varied weather conditions (temperature, wind, and precipitation) as well as different road types (blacktop and potholed gravel etc.). Figure 6 shows an image of truck mounted sensor.
4.1. Sensor performance under varying field conditions

We have analyzed the field data to examine sensor performance under varying field conditions. We are particularly interested in the sensitivity of baseline CH$_4$ (based on the 1-second Allan Deviation) under different ambient conditions. For detection of elevated methane plumes one requires that they be discernible relative to the (~flat) baseline. To address this, we have extracted a series of data segments (30 s each) from the data. We only accept CH$_4$ data that pass certain Quality Control (QC) tests; in particular, we only maintain readings where the mirror reflectivity remains above $R = 0.9999$, as can be diagnosed from the baseline fit parameter, $b$, of Eq. (1). Other QC parameters include the number of ring-downs ingested per second, which we normally require to be $>300$ (but can very occasionally fall below the target, for example in cases where we drive immediately behind a vehicle emitting exhaust with large particle content), and the detector baseline level (voltage with no incident light) the variation of which is indicative of detector degradation. For looking at baseline stability, we reject segments containing elevated (plume) readings as these would bias the baseline statistics. We have examined slightly over 1 million raw (1 Hertz) CH$_4$ concentration readings from ~280 hours of drive data, from which we find ~25,000 usable baseline segments. The median (1-second) Allan deviation of these segments is 25 ppb (while the mean is 28 ppb). The first conclusion is there is slight degradation in sensitivity, by a factor of ~2, for mobile (driving) measurements as compared to laboratory measurements. This is explained by several factors: collecting some data with slightly poorer $R$, more particle loading in the air, and collecting data at colder temperatures where alignment is affected (see below). Maintaining a sensitivity of better than 30 ppb under these diverse field conditions is a very positive result for practical plume detection (see below).

We have examined the data to consider the factors influencing the field sensitivity. We find that the vehicle speed (over ~0-75 km/hr) has very minimal influence on sensitivity given that the median deviation is 25 ppb for all stationary readings as compared to 26 ppb for all moving readings, indicating that effects of vibration have been successfully dampened. As expected from preparatory cold-chamber tests, the measurement sensitivity has some dependence on ambient temperature (owing to thermal expansion of the cavity). Figure 7 shows a plot of the segment Allan deviations versus temperature (randomly plotting only 1/30th of the overall segments for visual clarity). The green line shows the median of all segment Allan deviations. Based on fitting these data (red curve), we find that the sensitivity
(Allan Deviation) holds within a factor of ~1.5 across the temperature range from −10 to 35 °C. We fit with a parabolic instead of linear function as we expect a minimum at the alignment temperature of ~22 °C. The temperature range is very adequate for many field applications and can be improved with modifications to the thermal system.

![Graph](image)

**Fig. 7.** Dependence of sensitivity (Allan Deviation) versus ambient temperature.

### 4.2. Plume detection examples

We have tested the ability of the sensor to detect methane plumes (i.e. elevated above background readings) from various sources including controlled releases as well as real natural gas infrastructure. The former tests were performed at the Methane Emissions Technology Evaluation Center (METEC) at Colorado State University. METEC is a purpose built facility where controlled releases of methane can be performed at conditions designed to be realistic of real oil and gas facilities [15]. Tests at METEC have spanned the range of emission rates that the facility can deliver, i.e. from ~0.03 g/s to ~1 g/s (at the time of our measurements). Figure 8 shows three examples of plumes detected by the truck-mounted sensor at the METEC facility at downwind locations. Readings are spaced by 1-s in all cases. The mass-flows and distance of the truck from the source are given in the figure. The readings were made at speeds of ~20 km/hr and the wind varied over ~2-4 m/s over the measurements. The plumes show the basic expected trends (e.g. wider and lower amplitude when further away, higher amplitude for higher mass flow) but individual plumes vary considerably (for given mass-flow and distance) due to wind and turbulent transport; for this reason, multiple plumes should be sampled to reliably infer source parameters [18–20].
Figure 9 provides two brief examples of detection of elevated methane plumes as the sensor is driven past real oil and gas infrastructure. In both cases, one can see elevated plumes downwind of the oil and gas equipment (with baseline on either side). The top panel is due to a single pass with peak CH$_4$ concentration of 4.1 ppm. The lower panel is due to multiple back-and-forth passes by a larger site with distributed equipment over about 12 minutes (during which time the wind will also have some variation). Again, it is beyond the scope of this paper, but these types of concentration readings along with wind readings (from either a vehicle mounted or fixed weather station) can be used to locate and quantify methane emission sources [18–20]. In the Pennsylvania study, our collaborators also recorded VOC emissions that were found to correlate with the methane data [43].
5. Conclusions

We have presented the design and testing of a purpose built open-path CRDS methane sensor for mobile sampling of natural gas emissions. The sensor is primarily designed for use on vehicles (e.g., trucks) but we have flown more compact version (without cellular and total mass including electronics and head of 7 kg) on a drone (Matrice 600 Pro) as will be published in the future. The open-path sensor yields sensitivity of 10-15 ppb in the lab and <~30 ppb for extended field use over a range of speeds, road conditions and temperatures (−10 to 35 °C; and these limits can be improved). The sensitivity is poorer than from commercial closed-path CRDS instruments (which are overly sensitive for this application), but is very adequate for practical emissions measurements. In addition to meeting the given
sensitivity target, the sensor also meets the temporal response and accuracy needs given in Section I with favorable SWAP including low power draw allowing direct connection to automobile batteries without other modifications. Future sensor versions may operate in the mid-infrared (MIR) where cross-sections are stronger, but the NIR telecom components are relatively low cost and maturely engineered.

Recent data [24] indicates that a sensitivity of ~100 ppb allows detection of mass flows as low as ~0.03 g/s within ~100 m of the source (and higher mass flows at larger distances), as we have shown with our instrument at the METEC facility. At the system level, detecting emissions of >~0.03 g/s corresponds to measuring well over 95% of total emissions from real oil and gas fields based on published inventories and given the long-tail distribution of site emissions and super-emitters (e.g. [19,44,45]).

The simplicity and autonomous nature of the sensors makes them well suited for mobile application including research purposes as well as commercial use on oil and gas company work trucks for monitoring of basins or enterprise regions. Such measurements would have the spatial granularity to monitor individual well sites and enable data-driven asset management (e.g. prioritization of repairs). The spatially resolved measurements can also complement coarser resolution satellite measurements [8–12].
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