Ordering and criticality in an underscreened Kondo chain
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Motivated by the nickel valence controversy in the perovskite nickelate \(RNiO_3\), we consider a one-dimensional underscreened Kondo chain consisting of alternating spin-1 (“nickel”) and electron (“oxygen”) sites, which in addition to the usual electron hopping and spin-spin interaction between the \(S = 1\) spin and the electron also contains a spin mediated electron hopping term. Using the density-matrix renormalization group (DMRG), we obtained the zero temperature phase diagram of the model, as well as various correlation functions in each phase. Importantly, for a certain range of parameters the model exhibits a quasi-long-range spiral (QS) order. To understand the DMRG results, we construct a mean-field theory based on a Schwinger fermion decomposition of the \(S = 1\) spins, from which we argue that the QS phase corresponds to a phase in proximity to the spin Bose metal state proposed by D. N. Sheng, O. I. Motrunich, and M. P. A. Fisher [Phys. Rev. B 79, 205112 (2009)]. Notably, we find no evidence for a phase with the symmetry of “nickel”-centered charge order, which has been argued to arise due to site-selective Kondo screening of half the \(Ni^{2+}\) spins. A recent DMFT paper seems to suggest a similar scenario. A physical understanding of how such Kondo screening might come about, and whether it can account for the observed charge/spin order, is, however, still lacking.

In this paper, we study a concrete model motivated by the ligand-hole scenario using the numerically exact density matrix renormalization group (DMRG) method. We write down the simplest model incorporating a sharply defined \(Ni^{3+}\) valence, and holes on the oxygen sites. Because each nickel thereby has an \(S = 1\) spin and is accompanied by only a single oxygen hole with \(S = 1/2\), this takes the form of an underscreened Kondo lattice model. To enable the DMRG analysis, we take this model to be one dimensional. Though this is obviously a drastic approximation, our model retains the underscreened Kondo physics, and has the symmetries to allow charge ordering of the same type observed in the nickelate materials. We obtain the numerically exact full zero temperature phase diagram for this model, which contains several magnetic states. However, we do not find the charge ordered state seen in the nickelates, which is nickel site-centered, but instead a complementary type of charge ordering which is bond-centered, i.e. ordered on the oxygen sites. We will discuss the implications of this result for the nickelates in Sec. VI.

Beyond the context of the nickelates, our model is of interest on its own as a problem in one-dimensional physics, and of the underscreened Kondo effect. Recent work has shown the possibility of gapless one-dimensional
“spin liquid” phases, which are strikingly even more non-quasiparticle in nature than the usual Luttinger liquid. Such phases, have been found in rather exotic models with very large ring exchange interactions. Remarkably, we find evidence for such a spin liquid-like phase in our rather simple and physically motivated Kondo lattice model (technically, we obtain a phase which appears to be proximate to the “spin Bose metal” phase of Ref. [9] rather than this phase itself). This suggests an intriguing prospect of observing quantum spin liquid states in two and three dimensional Kondo lattice systems appropriate to real materials. Again, this idea has already been suggested in the literature, but connections do not seem to have been made to realistic model Hamiltonians.

The remainder of this paper is organized as follows. In Sec. II we introduce our model Hamiltonian as well as a simple semi-classical treatment that would guide our intuition about the quantum case. In Sec. III we present our DMRG results, which includes the quantum ground-state phase diagram and various correlation function in each phase. In Sec. IV we introduce a mean-field picture, which, together with degenerate perturbation theory, explains most phases in the DMRG phase diagram. In Sec. V we focus on the one phase that cannot be explained in the previous section, which we argue is a phase in proximity to the spin Bose metal phase in Ref. [9]. Further discussions and conclusions are presented in Sec. VI.

II. THE t-J-J′ HAMILTONIAN

Motivated by the nickelate, we consider a one-dimensional (1d) chain consisting of alternating electron and spin-1 sites, as illustrated in Fig. 1, in which the electrons are half-filled. We shall continue to refer to the electron sites as the oxygen sites and the spin-1 sites as the nickel sites, even though our model is no longer constrained by material details.

The interactions between the electrons and the nickel spins arise from virtual hoppings. At second order, after hopping to the nickel site, the electron or hole can either hop back to the original oxygen site or to the next oxygen site, which gives rise to two distinct contributions to the Hamiltonian. In addition, the electron can also hop directly from one oxygen site to the next without the mediation of the nickel spin in between. Taken together, this leads to the t-J-J′ Hamiltonian:

\[
H_{tJJ'} = -t \sum_i c^\dagger_{i+\frac{1}{2},\alpha} c_{i-\frac{1}{2},\alpha} + h.c. + J \sum_i S_i \left( c^\dagger_{i+\frac{1}{2},\alpha} \sigma^\alpha_{\beta} \frac{\sigma^\beta_{\alpha}}{2} c_{i+\frac{1}{2},\beta} + c^\dagger_{i-\frac{1}{2},\alpha} \sigma^\alpha_{\beta} \frac{\sigma^\beta_{\alpha}}{2} c_{i-\frac{1}{2},\beta} \right) + J' \sum_i S_i \left( c^\dagger_{i+\frac{1}{2},\alpha} \sigma^\alpha_{\beta} \frac{\sigma^\beta_{\alpha}}{2} c_{i-\frac{1}{2},\beta} + c^\dagger_{i-\frac{1}{2},\alpha} \sigma^\alpha_{\beta} \frac{\sigma^\beta_{\alpha}}{2} c_{i+\frac{1}{2},\beta} \right) \]

where \(c_{\pm\frac{1}{2},\alpha}\) and \(c^\dagger_{\pm\frac{1}{2},\alpha}\) are the electron operators on the oxygen site at \(i \pm \frac{1}{2}\) with spin index \(\alpha\), \(S_i\) is the \(S = 1\) spin operator on the nickel site \(i\), and \(\sigma\) is the vector of the usual Pauli sigma matrices. \(H_t\), \(H_J\), and \(H_{J'}\) are defined in the obvious way. For convenience, we also define \(s_{\pm\frac{1}{2}} = c^\dagger_{\pm\frac{1}{2},\alpha} \sigma^\alpha_{\beta} \frac{\sigma^\beta_{\alpha}}{2} c_{\pm\frac{1}{2},\beta}\), i.e., \(s_{\pm\frac{1}{2}}\) is the electron spin operator on site \(i \pm \frac{1}{2}\). Note that here and henceforth the spin indices are assumed to be appropriately summed.

It is worth noting that the somewhat unfamiliar \(J'\) term in \(H_{tJJ'}\), is analogous to the density dependent hopping term that is customarily neglected in the t-J model. However, unlike in the t-J model, for which at low-doping this term can be approximated by a density independent hopping, in the present case the spin variable on the nickel site remains strongly fluctuating even at low energy and thus the \(J'\) term cannot be neglected. This will become evident in Sec. III.

It should also be noted that \(J\) and \(J'\) are in general related to each other through the parameters of the underlying Hubbard-type Hamiltonian (in which charge fluctuation is put back to the nickel sites). We expect that \(J\) and \(J'\) are of the same order, but their ratio depends on microscopic details which are not known. Hence, in this paper we will treat \(J\) and \(J'\) as individual parameters without worrying about how they may arise from a Hubbard-type Hamiltonian. We shall, however, restrict ourselves to the quadrant in which \(J, J' \geq 0\).

To gain some intuitions about the t-J-J′ model, consider a semi-classical treatment in which the nickel spins are treated as classical while the electrons remain quantum mechanical. For any configuration of nickel spins, \(H_{tJJ'}\) reduces to a quadratic Hamiltonian of the electrons at half filling, and the ground-state configuration of the nickel spins is determined by minimizing \(\langle H_{tJJ'}\rangle\) with respect to all possible nickel spin configurations.

For simplicity we consider only spiral configurations of the form \(S_i = S \cos(qx_i)x + \sin(qx_i)y\) for the nickel spins. In such case, the diagonalization of the quadratic Hamiltonian is facilitated by the transformation \(c_{i+\frac{1}{2},\alpha} \rightarrow e^{\pm i n \pi /2} c_{i+\frac{1}{2},\alpha}\), where the + (−) sign holds for \(\alpha = \uparrow (\downarrow)\). Such transformation removes the position...
dependence in the coefficients of the quadratic Hamiltonian obtained from $H_{jj'}$, which in turn can be diagonalized by a simple Fourier transform.

Carrying out the minimization with respect to $q$, we find the phase diagram shown in Fig. 2 in which the nickel spins form an antiferromagnet (AF; $q = \pi$) when $J' \gg J$, a ferromagnet (F; $q = 0$) when $J \gg J'$, and a spiral (S; $0 < q < \pi$) state when $J \approx J' \gtrsim t$.

However, it is well-known that under general circumstances the continuous symmetries of a 1d quantum system cannot be spontaneously broken. In particular, in the well-known antiferromagnetic $J_1$-$J_2$ model, the spiral phase of the classical model turns into a dimer phase when the classical spins are replaced by quantum $S = 1/2$ spins. In the dimer phase, the spin-spin correlation $\langle s_{-k} \cdot s_k \rangle$ exhibits no singularities but only peaks, first at $q = \pi$ and then at an incommensurate wavevector as $J_2$ increases.\footnote{\textit{To be continued.}} With this in mind, it is natural to ponder the fate of the spiral phase in the present model when the quantum mechanical effects are taken into account.

\section{DMRG Computations and Results}

We determine the quantum ground-state phase diagram of the $t$-$J$-$J'$ Hamiltonian, Eq. (1), by large-scale density-matrix renormalization group (DMRG) calculations. We consider systems with up to $N = 96$ unit cells, each consisting of one oxygen and one nickel site (see Fig. 3 for illustration). For a fixed number of states kept, we found that this “super-block” configuration produces better convergence than the usual practice of alternating blocks of oxygen and nickel sites. In our DMRG calculation, we use open boundary conditions (OBC), and keep up to $m = 4000$ states in each DMRG block. This is found to give excellent convergence in the measurements such as the ground state energy and various correlation functions with a total error of the order of or less than $10^{-6}$. The phase boundaries in the $(J/t, J'/t)$ parameter space are determined by extensive scans of the derivatives of the ground state energy and by monitoring the correlation functions, as well as the corresponding order parameters.

To determine the properties of the ground states, we calculate the nickel spin-spin correlation $\langle s_k_s_{-k} \rangle$, the electron spin-spin correlation $\langle s_k s_{-k} \rangle$, the electron density $\langle n_i \rangle$, the electron density-density correlation $\langle \delta n_k \delta n_{-k} \rangle$ ($\delta n$ is defined in position space by $\delta n_i = n_i - 1$), and the nearest-neighbor nickel-oxygen spin-spin correlation $\langle s_{i+\frac{1}{2}} \cdot s_i \rangle$. To determine whether the phase is conducting, we also calculate the charge gap $\Delta = |E_0(N + 2) + E_0(N - 2) - 2E_0(N)|/2$. Finally, we also obtain the central charge $c$ by calculating the von Neumann entanglement entropy $S_A$ for a partition of the system into two halves of length $\ell$, $L - \ell$, with varying length $\ell$ of the sub system $A$. A universal logarithmic dependence of $S_A$ on $\ell$ is expected in the thermodynamic limit with a prefactor depending on $c$, and accurate results can usually be obtained using finite-size scaling formulas derived from conformal field theory; see Refs.\cite{16,17} The calculation of the von Neumann entropy is computationally expensive and generally the most difficult of all physical quantities to converge, especially in highly entangled states. Therefore our results for $c$ are more limited than for the other quantities discussed above.

Our main result is the phase diagram presented in Fig. 4 in which we find four distinct phases as $J$ and $J'$ are varied. In addition, the correlation functions at characteristic points in parameter space are shown in Fig. 5 and 6. Note that we have only shown the $zz$-components of the spin-spin correlation functions. We remark that the phases labeled as QAF, CD, and QS (detailed below) possess spin $SU(2)$ invariance, and thus the other components of the spin-spin correlations are essentially identical to the ones we showed. For the ferromagnetic (F) phase, the $z$-axis in spin space is constrained to $M_z = 0$, and thus the magnetization axis is perpendicular to the $z$-axis.

For $J \gtrsim J'$ the system exhibits ferromagnetic order with magnetization $M \approx 0.5 \mu_B$ per unit cell. This is consistent with previous works in the literature on the alternating spin-1–spin-1/2 chain\cite{18,19} which can be thought of as the $J' = 0$, $J \to \infty$ limit of the present model. For $J$ and $J'$ both small and $J' \gtrsim J$, the system exhibits quasi-long-range antiferromagnetic (QAF) order.
characterized by a sharp peak in \( \langle S_k^z S_{-k}^z \rangle \) at \( k = \pi \), while \( \langle s_k^z s_{-k}^z \rangle \) and \( \langle \delta n_k \delta n_{-k} \rangle \) remain largely featureless. As \( J' \) further increases such that \( J' \gtrsim J \approx t \), the system develops a charge-density (CD) order with period 2 as shown in inset (a) in Fig. 7, and the sharp singularity in \( \langle S_k^z S_{-k}^z \rangle \) in the QAF phase becomes a broad peak. As \( J \) increases within this CD phase, the peak originally located at \( k = \pi \) splits into two peaks at \( k = \pi \pm \delta \), with \( \delta \) increasing as \( J \) increases.

Most interestingly, when \( J \) and \( J' \) are both large and \( J' \gtrsim J \) the system seems to exhibit quasi-long-range spiral (QS) order characterized by sharp singularities in both the nickel spin-spin correlation \( \langle S_k^z S_{-k}^z \rangle \) and the electron spin-spin correlations \( \langle s_k^z s_{-k}^z \rangle \) at incommensurate vectors \( k = \pi \pm \delta \), while the electron density correlation \( \langle \delta n_k \delta n_{-k} \rangle \) remains largely featureless, and no signs of CD order are found. Moreover, when the correlation functions are examined more carefully near \( k = \pi \), a tiny broad peak can be discerned at wavevector roughly equal to \( \pm \delta \) in \( \langle S_k^z S_{-k}^z \rangle \), while no such features are found in \( \langle s_k^z s_{-k}^z \rangle \). It should be remarked that the value of \( \delta \) evolves continuously as \( J' \) and \( J \) changes and connects across the phase boundaries into the ferromagnetic and the CD phases, as shown in Fig. 5.

In addition, from Fig. 6 we see that in the QAF and the QS phases, the nearest-neighbor spin-spin correlation \( \langle s_{i\pm \delta} \cdot s_i \rangle \) is essentially uniform in the thermodynamic limit if not already in finite-size systems, while in the CD phase \( \langle s_{i\pm \delta} \cdot s_i \rangle \) has a significant two-unit-cell oscillation centered at the oxygen site, which is consistent with the symmetry of the CD order. Note that the oscillations of \( \langle s_{i\pm \delta} \cdot s_i \rangle \) in the CD phase have larger amplitudes than the corresponding oscillations in \( \langle n_i \rangle \), and
that in general $|\left\langle s_{i+\frac{1}{2}} \cdot S_i \right\rangle|$ increases as the parameters $(J/t, J'/t)$ increase.

To shed further light into the phases we obtained in DMRG, we show the charge gap $\Delta$ and central charge $c$ for characteristic parameter values within each phase in Table I (computational details are illustrated in Figs. 9 and 10). From the table it can be seen that all phases have finite charge gaps. Moreover, the values of the central charges suggest that one bosonic degree of freedom remains gapless in the QAF phase, while no degree of freedom remains gapless in the CD and F phase. Unfortunately, owing to the large (twelve) internal dimension of the unit cell, we cannot accurately determine the central charge of the QS phase.  

![Figure 6: (Color online) The nearest-neighbor nickel-oxygen spin-spin correlation $\left\langle s_{i+\frac{1}{2}} \cdot S_i \right\rangle$ for the characteristic points in parameter space used in Table I, with system size $N = 48$. The two correlations are combined and the index $i$ now labels the bond center of the correlation. The positions of the nickel and the oxygen sites are indicated by the labels above the curves. The inset shows finite size scaling of the oscillation amplitude in $\left\langle s_{i+\frac{1}{2}} \cdot S_i \right\rangle$ for $J = 0.4$ and $J' = 1.6$ using a second order polynomial fit.

![Figure 7: (Color online) The development of charge-density wave order parameter $\delta n_{CD} = \langle n_N \rangle - \langle n_{N+1} \rangle$ as $J'/t$ increases while $J/t = 0.8$ is fixed. The inset (a) shows $\langle n_i \rangle$ as function of unit-cell index $i$ for (black, filled square symbols) $J/t = 0.8$ and $J'/t = 2.4$ and (blue, filled diamond symbols) $J/t = 0.8$ and $J'/t = 4.0$, with system size $N = 96$. The inset (b) shows examples of finite-size scaling of $\delta n_{CD}$ at different $J'$ using second-order polynomials.

![Figure 8: (Color online) Locations of the singularity (resp. peak) in the ferromagnetic and QS phases (resp. CD phase) as function of $J'/t$ when $J/t = 2.0$ is fixed.

IV. MEAN-FIELD KONDO PICTURE AND EFFECTIVE SPIN-1/2 MODEL

In this section we introduce a slave-particle representation of the nickel spin, from which we obtain a quadratic mean-field theory (Sec. IV A). Assuming the simplest form of mean-field ansatz, this leads to a spectrum that contains a flat band exactly at the Fermi energy. We then show that such a degeneracy can be lifted using second-order degenerate perturbation theory, which allows us to map the present problem to an effective spin-1/2 model (Sec. IV B). We then carry out an explicit calculation of the parameters in the effective spin-1/2 model, and compare a quantum mean-field analysis of the phase diagram of this model with the DMRG results (Sec. IV C). Our main result in this section is the quantum mean-field phase diagram of Fig. 16.

A. Slave-particle representation and its mean field

To interpret the DMRG results, it is useful to introduce a mean-field picture. Specifically, we want mean-field “parent states” that are translationally and spin $SU(2)$ invariant, under which the quasi-long-range orders and/or the broken symmetries manifest as singularities.
in which the spinons are subjected to the constraints
\[
\sum_a f^\dagger_{iaa} f_{iaa} = 2, \quad \sum_{a,b} f^\dagger_{iaa} \sigma^{ab}_{\alpha\beta} f_{iba} = 0,
\]
(recall that the spin indices are implicitly summed), in which \( \sigma \) is the vector of the Pauli sigma matrices that act on the orbital indices.\(^{[20]}\) For brevity, henceforth we shall assume that the orbital indices are appropriately summed.

Substituting the Schwinger fermion representation into the \( t-J-J' \) Hamiltonian results in four-fermion terms that are schematically of the form \( c^\dagger f^\dagger f c \), which can be handled by a Hartree-Fock-type decomposition. Together, this leads us to the following mean-field Hamiltonian:
\[
H_{MF}^{MF} = -\mu_e \sum_i c^\dagger_{i+1/2,\alpha} c_{i+1/2,\alpha} - t \sum_i c^\dagger_{i+1/2,\alpha} c_{i-1/2,\alpha} + h.c. \\
+ \sum_i Q_a c^\dagger_{i+1/2,\alpha} f_{iaa} + Q'_a c^\dagger_{i-1/2,\alpha} f_{iaa} + h.c. \\
+ \sum_i \lambda f^\dagger_{iaa} f_{iaa} + N_c f^\dagger_{iaa} \sigma^{ab}_{\alpha\beta} f_{iba}, \tag{4}
\]
in which the Lagrange multipliers \( \lambda \) and \( N_c \) are introduced to enforce the constraints \( \langle \cdot \rangle_{MF} \) on average, and the orbital-dependent Kondo hoppings \( Q_a \) and \( Q'_a \) are to be determined by the minimization of the mean-field energy; i.e., \( Q_a \) and \( Q'_a \) are to be chosen such that \( \langle H_{MF}^{MF} \rangle \) is minimized (here \( \langle \cdot \rangle_{MF} \) denotes expectation value with respect to the mean-field state obtained from \( H_{MF}^{MF} \)).

Notice that \( \lambda \), \( N_c \), \( Q_a \), and \( Q'_a \) carry no site indices since translation invariance is assumed. Similarly, \( Q_a \) and \( Q'_a \) carry no spin indices since spin \( SU(2) \) invariance is assumed. By the same token, we also neglect the “magnetic” mean-field terms \( (f^\dagger_{iaa} \sigma^{\alpha\beta}_{\alpha\beta} f_{iba}) \) and \( (c^\dagger_{i+1/2,\alpha} \sigma^{\alpha\beta}_{i-1/2,\alpha} c^\dagger_{i-1/2,\alpha}) \) in \( H_{MF}^{MF} \).

It should be remarked that \( H_{MF}^{MF} \) can alternatively be derived in a Feynman path integral approach in which fluctuating \( \lambda_i \) and \( N_i \) are introduced as auxiliary fields to the partition function, such that the constraints are enforced exactly upon functional integration. Similarly, in this approach \( Q_{ia} \) and \( Q'_{ia} \) are introduced as fluctuating bosonic Hubbard-Stratonovich fields that upon functional integration reproduce the appropriate four-fermion terms.\(^{[21],[22]}\) In this context, \( \lambda_i \) and \( N_i \) can also be interpreted as the temporal components of a \( U(1) \) and an \( SU(2) \) gauge field, respectively. Together, they correspond to the \( U(2) \sim U(1) \times SU(2) \) gauge redundancy \( f_{iaa} \rightarrow U^a_i f_{iba} \) of the spinons. However, at this stage we shall take the simpler picture and treat the variables \( \lambda \), \( N \), \( Q_a \), and \( Q'_a \) as parameters of \( H_{MF}^{MF} \).

### B. Mean-field ansätze, flat bands, and degenerate perturbation theory

While in general \( Q_a \) and \( Q'_a \) are distinct, it is natural to first consider scenarios in which \( Q_a = Q'_a \), where...
we can make use of the $U(2)$ gauge redundancy to set $Q_\alpha = Q_\alpha' = r[1,0]^T$, with $r \geq 0$. Then, the constraints Eq. (3) requires $N \propto \hat{z}$ and thus the last line of Eq. (4) can be rewritten as $\sum_{i\alpha} \lambda_i f_1^\dagger_{i\alpha} f_{i\alpha}$, in which $\lambda_i = \lambda \mp (1)^{a_i+1} N_z$.

From this, it can be shown that for this class of ansatz, the $f_2$ spinons are completely decoupled from the other fermions in the system and enter $H^{MF}$ only through a (species-dependent) chemical potential. Consequently, the $f_2$ spinons form a flat band in the mean-field spectrum, which has to be half-filled in order to satisfy the constraints. The two remaining species of fermions form a Kondo band insulator, in which the band gap is controlled by the ratio $r/t$ that increases as $J, J'$ increases. Moreover, it is easily checked that for this class of ansatz $\langle H_J \rangle = \langle H_{J'} \rangle$, and hence the mean-field spectrum depends only on $(J + J')/t$. Carrying out the minimization of $\langle H_{J,J'} \rangle_{MF}$ with respect to $r$, we obtain $r/t$ as a function of $(J + J')/t$ as shown in Fig. 11. The mean-field spectra for ansatz with different $r/t$ are plotted in Fig. 12. Note that in the mean-field picture $\left| \begin{pmatrix} s_{i+\frac{1}{2}} \cdot S_i \\ f_{i\alpha} \end{pmatrix} \right| \propto \sum_a \left| \begin{pmatrix} f_1^\dagger_{i\alpha} c_i^\dagger_{i+\frac{1}{2},a} \end{pmatrix} \right|^2 \sim r^2$. Hence, the trend of increasing $r/t$ as $(J + J')/t$ increases is consistent with the trend in DMRG (c.f. Fig. 3).

Physically, the half-filled flat band can be interpreted as free $S = 1/2$ spins on the nickel sites that arise from Kondo under screening, in which the electrons screen out only half of the nickel spin on each nickel site (see Fig. 13 for illustration). This degeneracy among the $f_2$ spinons is expected to be lifted when effects beyond mean field are considered. To capture such effects, we perform second-order degenerate perturbation theory on the mean-field state, in which the perturbation is provided by the residual interaction $H_{res} = J H_J + J' H_{J'} - r \sum_{i\alpha} \left( c_i^\dagger_{i+\frac{1}{2},\alpha} f_{i\alpha} + f_i^\dagger_{i-\frac{1}{2},\alpha} c_{i\alpha} + h.c. \right)$. Notice that the constraint terms do not enter $H_{res}$, since the constraints will still be satisfied after the degeneracy of the $f_2$ spinons are lifted.

As usual, from second-order degenerate perturbation theory we obtain an effective Hamiltonian $H^{eff}$, given by

\begin{equation}
H^{eff} = \mathcal{P}_G H_{res} \mathcal{P}_X \mathcal{P}_X \frac{1}{\mathcal{E}_0 - H^{MF}} \mathcal{P}_X H_{res} \mathcal{P}_G ,
\end{equation}

where $\mathcal{P}_G$ is the projection operator onto the degenerate ground-state manifold, $\mathcal{P}_X = 1 - \mathcal{P}_G$, and $\mathcal{E}_0$ is the unperturbed mean-field ground-state energy.

Since the $f_2$ spinons are decoupled from the electrons and the $f_1$ spinons, the eigenstates $|\psi\rangle$ of $H^{MF}$ can be written as product states of the form $|\psi\rangle_{c_{f_1}} \otimes |\psi\rangle_{f_2}$, and correspondingly the Hilbert space decomposes as $\mathcal{H} = \mathcal{H}_{c_{f_1}} \otimes \mathcal{H}_{f_2}$. In this language, the ground-state manifold of $H^{MF}$ is $\{ |G\rangle_{c_{f_1}} \} \otimes \mathcal{H}_{f_2}$, where $|G\rangle_{c_{f_1}}$ is a unique non-degenerate state. Moreover, it can be checked that $H_{res}$ factors into the following form:

\begin{equation}
H_{res} = \left( \sum_i \mathbf{T}_i \cdot \left( f_{i\alpha}^\dagger \sigma_{\alpha\beta} \frac{\sigma_{\alpha\beta}}{2} f_{2\beta} \right) \right) + \cdots ,
\end{equation}

where $\mathbf{T}_i$ and the “…” operates within $\mathcal{H}_{c_{f_1}}$. Explicitly,

\begin{equation}
\mathbf{T}_i = J \left( c_{i+\frac{1}{2},\alpha} \frac{\sigma_{\alpha\beta}}{2} c_{i+\frac{1}{2},\beta} + c_{i-\frac{1}{2},\alpha} \frac{\sigma_{\alpha\beta}}{2} c_{i-\frac{1}{2},\beta} \right) + J' \left( c_{i+\frac{1}{2},\alpha} \frac{\sigma_{\alpha\beta}}{2} c_{i-\frac{1}{2},\beta} + c_{i-\frac{1}{2},\alpha} \frac{\sigma_{\alpha\beta}}{2} c_{i+\frac{1}{2},\beta} \right) .
\end{equation}
Using Eq. (6), $H^\text{eff}$ becomes

$$
H^\text{eff} = \sum_{i<j} J_{ij} \left( f_{i2\alpha} \sigma^{\alpha\beta} f_{j2\beta} \right) \cdot \left( f_{i2\alpha'} \sigma^{\alpha'\beta'} f_{j2\beta'} \right) + \text{const.}
$$

$$
= \sum_{i<j} J_{ij} \mathbf{s}_i \cdot \mathbf{s}_j + \text{const.}
$$

(8)

where from translation symmetry it follows that $J_{ij}$ depends only on $|x_i - x_j|$, i.e., $J_{ij} = J_{i-j}$. Recognizing $f_{i2\alpha} \sigma^{\alpha\beta} f_{j2\beta} \equiv s_i$ as a spin-1/2, the second-order degenerate perturbation theory thus maps the $t$-$J$-$J'$ model to an effective spin-1/2 model.

Classically, the ground state of the effective spin model Eq. (8) is a spiral state given by $\mathbf{s}_j = \cos(x_j\theta) \mathbf{n}_1 + \sin(x_j\theta) \mathbf{n}_2$, where $\mathbf{n}_1$ and $\mathbf{n}_2$ are two orthogonal unit vectors and $\theta$ is chosen to minimize the classical energy. However, in 1d, this classical order is expected to be destroyed by quantum fluctuations.

C. Explicit calculation of $J_{ij}$ and comparison with DMRG results

Returning to the present case, $J_{ij}$ in Eq. (8) is given schematically by:

$$
J_{ij} = \left( \sum_X c_{f1}(G|T^z_1|X)c_{f1} \langle X|T^z_1|G \rangle c_{f1} \right) + \text{c.c.},
$$

(9)

in which $|X\rangle_{c_{f1}}$ are particle-hole excitations from $|G\rangle_{c_{f1}}$, with $\tilde{E}_X$ its energy. Note that we have made use of the spin SU(2) symmetry to evaluate $J_{ij}$ using only the $z$ component of $\mathbf{T}_i$.

To write down $J_{ij}$ more explicitly, we Fourier-transform and diagonalize the part of $H_{c_{f1}}^\text{MF}$ that involves only the electron and the $f_1$ spinon, $H_{c_{f1}}^\text{MF}$, as follows:

$$
H_{c_{f1}}^\text{MF} = \sum_k \sum_{\mu=\pm} \epsilon_{\mu k} u_{\mu k}^+ \gamma_{\mu k} \gamma_{\mu k}^+ ,
$$

(10)

where by convention $\epsilon_{+,k} > \epsilon_{-,k}$. We also define the eigenvectors $u_{\mu k}^{\alpha\mu}$ via the following:

$$
\begin{bmatrix}
\epsilon_{\mu k} & u_{\mu k}^+ \gamma_{+,\mu k}^\dagger \\
G_{\mu k} & u_{\mu k}^- \gamma_{-,\mu k}
\end{bmatrix}
$$

(11)

Plugging in, we arrive at:

$$
J_{ij} = \frac{1}{N^2} \sum_{k,q} \cos ((k - q)(x_j - x_i)) \left| u_{\mu k}^{e^{-ik}} u_{\mu q}^{e^{ik}} \right|^2
$$

$$
\times \left| J(1 + e^{i\theta} e^{-ik}) + J'(e^{i\theta} e^{-ik}) \right|^2 ,
$$

(12)

where $N$ is the number of unit cells.

Importantly, the $J$ and $J'$ terms in the above equation carry different Fourier phase factors. Thus, even though the ratio $r/t$ in the mean-field ansätze depends only on $(J + J')/t$, different effective spin-1/2 models can still be realized for different $J$ and $J'$ having the same sum.

Calculating $J_{ij}$ from Eq. (12) up to the eighth nearest neighbor, we obtain the classical phase diagrams as shown in Fig. 14, in which we distinguish between the antiferromagnetic phase ($\theta = 0$), the ferromagnetic phase ($\theta = \pi$), and the spiral phase ($0 < \theta < \pi$). We also plot the classical spiral angle $\theta$ as function of $J'/t$ along the line cut $J' = 2J$ and $J' = 4J$ in Fig. 15.

From these figures it can be seen that even though the details of the phase boundary and the spiral angles are modified as further-neighbor interactions are included, the truncation at $J_2$ still captures the qualitative aspects of the model reasonably well. Hence, we now focus...
on the results obtained within this truncation and map the parameters $J_1$ and $J_2$ we obtained to the known results from the quantum $J_1$-$J_2$ model, in which the ground state is known to exhibit QAF order when $J_1 \gg |J_2| > 0$, and undergoes a quantum phase transition into a dimer state at $J_2/J_1 \approx 0.241$. Moreover, as $J_2$ further increases beyond $J_2/J_1 = 1/2$, the peak in the spin-spin correlation originally located at $k = \pi$ also splits into two incommensurate peaks at $k = \pi \pm \delta$, with $\delta$ increasing as $\varphi = \tan^{-1}(J_2/J_1)$ increases. Eventually, the system becomes ferromagnetic when $\varphi > \tan^{-1}(1/4)$.

The results of our mapping from the $(J/t, J'/t)$ parameter space to the $J_1$-$J_2$ model is shown in Fig. 16. Note that in the present case, there are two inequivalent oxygen sites when the effective spin-1/2 model is in the dimer phase, as illustrated in Fig. 17. From this, it can be seen that the broken symmetry in the dimer phase of the effective spin-1/2 model is precisely the broken symmetry one would expect from the period-2 CD phase of the DMRG phase diagram (Fig. 3). Moreover, even though there is no charge degree of freedom left in the effective spin-1/2 model, charge order is likely to occur when further effects beyond mean-field, e.g. the back-reaction of the dimer order onto the Kondo band insulator formed by the electron and the $f_1$ spinon, are taken into account. Given that the charge deviation in the DMRG CD phase is small, this scenario in which charge order is derived from the ordering of the spin degree of freedom is consistent with the DMRG results. Therefore, we identify the dimer phase of the effective spin-1/2 model with the DMRG CD phase.

Note that in this picture, the charge order in the CD phase is driven by the spin order. Thus, we expect a larger oscillation in spin correlations than in charge density, consistent with the DMRG results (c.f. Figs. 6 and 7). We also remark that the amplitude oscillation in $\langle c^\dagger_{i \pm 1/2} f_{1i} \rangle \sim \sqrt{|\langle s_{i \pm 1/2} \cdot S_i \rangle|}$ cannot be obtained at the mean-field level even if we extend the unit cell to two nickel and two oxygen per cell and allow $r$ to vary from bond to bond, as long as the degeneracy of the $f_2$ spinons is left untouched. This highlights the importance of the dimer formation in the effective spin-1/2 model as the driving mechanism of the oxygen-centered dimer/CD order.

Combining, we see that Fig. 16 captures the essential aspects of the DMRG phase diagram well, except for the QS phase. This is particularly so if one allows for separate renormalizations of $J$ and $J'$ from their bare values, which one can easily imagine to have occurred when various effects that we have neglected are taken into account.
V. MEAN-FIELD IDENTIFICATION AND EFFECTIVE THEORY OF THE QS PHASE

In this section we focus on the QS phase by extending the class of the mean-field ansätze considered. Somewhat surprisingly, the flat bands persist even after the class of ansätze under consideration is extended (Sec. V A). To lift such degeneracies without excessive complications, we introduce an additional slave-fermion hopping parameter \( t' \), from which we obtain modified mean-field spectra in which for generic parameters a single band crosses the Fermi energy at \( \text{two pairs} \) of Fermi points (Sec. V B). Next we bosonize the effective theory obtained from the low energy fermions (Sec. V C) and search for an appropriate combination of effective interactions that best reproduces the salient features of the QS phase (Sec. V D).

Our main result in this section is the identification of the QS phase with a bosonized theory that has one spin and one charge (“C1S1”) mode, in which there is a finite gap and the spin field carries an incommensurate wavevector. This interacting bosonized theory is proximate to the spin Bose metal state proposed by Sheng, Motrunich, and Fisher.

A. Extended mean-field ansätze

Since the class mean-field ansätze restricted to \( Q_a = Q'_a \) fail to describe the QS phase, we now consider general ansätze in which \( Q_a \) and \( Q'_a \) may be unequal. As in the preceding section, the \( U(2) \) gauge redundancy \( f_{iaa} \rightarrow U_i^{ab}f_{iab} \) can be used to reduce the number of parameters needed to specify all physically distinct ansätze. To begin with, it is clear that we can fix \( Q_a = r[1,0]^T \), with \( r \geq 0 \). However, such choice does not exhaust the \( U(2) \) gauge redundancy as we can still redefine \( [f_{ia1}, f_{ia2}]^T \rightarrow [f_{ia1}, e^{i\chi}f_{ia2}]^T \) without changing the form of \( Q_a \). This remaining \( U(1) \) gauge redundancy allows us to fix the form of \( Q'_{a} \) to be \( Q'_a = r'e^{i\phi}[\cos \theta, \sin \theta]^T \), where \( r' \geq 0 \), \( \phi \in [0, 2\pi) \) and \( \theta \in [0, \pi) \).

In addition, we may further demand the mean-field Hamiltonian to be time-reversal invariant, which fixes \( \phi = 0 \) or \( \pi \) in the above expression for \( Q'_a \). Absorbing the sign coming from \( \phi = \pi \) into \( \theta \), it thus suffices to take \( Q_a = r[1,0]^T \) and \( Q'_a = r'[\cos \theta, \sin \theta]^T \), with \( r, r' \geq 0 \) and \( \theta \in [0, 2\pi) \).

In Fig. 18 we plot the results obtained from minimizing \( \langle H_{\text{J,L}} \rangle_{\text{MF}} \) with respect to the general ansätze parameterized above. From the figure it can be seen that states with \( Q_a \neq Q'_a \) emerge only for \( J \geq 2J' \). Comparing Fig. 18 with Figs. 14 and 16 it can be seen that the region for which \( Q_a \neq Q'_a \) is deep inside the ferromagnetic phase of the effective spin-1/2 model and does not fit well to the location of the QS phase in the DMRG phase diagram Fig. 4.

However, it should be noted that the low-energy gauge structure of an ansatz with \( \theta \neq 0 \) is markedly different from that of an ansatz with \( \theta = 0 \). Specifically, when \( \theta = 0 \), the gauge transformation \( [f_{ia1}, f_{ia2}]^T \rightarrow [f_{ia1}, e^{i\chi}f_{ia2}]^T \) leaves the mean-field ansatz invariant, implying that a \( U(1) \) gauge field remains gapless in the low-energy effective theory. In contrast, when \( \theta \neq 0 \) there is no continuous transformation that leaves the ansatz invariant, hence no gapless gauge field remains in the low-energy effective theory. Because of this difference, it is conceivable that the energies of mean-field ansätze with \( \theta \neq 0 \) may renormalize differently from those with \( \theta = 0 \), thus opening the possibility that ansätze with \( \theta \neq 0 \) may become favorable in the region of parameter space that corresponds to the QS phase. In what follows, we shall stop worrying about the mean-field energetics and instead focus on whether the low-energy effective theory obtained from mean-field ansätze with \( \theta \neq 0 \) can account for the QS phase.

In the Schwinger fermion decomposition Eq. (2), \( \langle S_i \cdot s_{i+\frac{1}{2}} \rangle \propto \sum_{\alpha} \left| \langle f_{ia\alpha} \cdot c_{i+\frac{1}{2}\alpha} \rangle \right|^2 \). Thus, setting \( r = r' \) in the mean-field ansatz will result in a mean-field state for which \( \langle S_i \cdot s_{i+\frac{1}{2}} \rangle \neq \langle S_i \cdot s_{i-\frac{1}{2}} \rangle \). However, from DMRG we know that within numerical accuracy \( \langle S_i \cdot s_{i+\frac{1}{2}} \rangle \approx \langle S_i \cdot s_{i-\frac{1}{2}} \rangle \) (c.f. Fig. 6). Hence, in the remaining we shall consider only the case in which \( r = r' \) but \( \theta \neq 0 \).

For illustration, we pick \( r/t = 1.812 \), which when \( \theta = 0 \) corresponds to, e.g., \( J = 8/3 \) and \( J' = 16/3 \), from our previous calculation (a region which from Fig. 16 one might expect to be proximate to the QS phase), and introduce an ad hoc value of \( \theta = \pi/8 \) to the mean-field ansatz. The original mean-field spectrum with \( \theta = 0 \) and the modified spectrum with \( \theta = \pi/8 \) are shown in Figs. 19(a) and 19(b) respectively. Somewhat surprisingly, the mean-field spectrum is largely unaffected by the change of \( \theta \). In particular, the flat band at Fermi energy continues to appear in the spectrum. This behavior seems to be a generic feature for this class of ansätze. i.e., this flat band exists for general values of \( \theta \) and \( r/t \). However, importantly, the compositions of

FIG. 18: (Color online) Results from energy minimization for the general mean-field ansätze. Here unfilled blue circle (red cross) indicates states for which \( \sqrt{\sum_{a} \left| \langle f_{ia\alpha} \cdot c_{i+\frac{1}{2}\alpha} \rangle - \langle f_{ia\alpha}' \cdot c_{i+\frac{1}{2}\alpha}' \rangle \right|^2} \leq \langle > 0.05. \)
Since both species of spinons have non-zero Kondo hoppings, \( \gamma_{i0}\alpha \) is no longer locally conserved. Consequently, terms of the form \( \gamma_{i0}\alpha \gamma_{j0}\alpha (i \neq j) \) can appear in the effective Hamiltonian. Second, the constraints enforcing terms \( \lambda \) and \( N \) in \( H^{MF} \) now depend crucially on the precise manner in which the degeneracy is lifted, and hence cannot be left out in the residual interaction \( H_{res} \). On the technical level, it is challenging to perform the perturbative calculation with the two modifications stated above.

In addition, on the conceptual level, in the QS state singularities appear in both the nickel and electron spin-spin correlations, the latter of which are absent in the other phases in the DMRG phase diagram. Such singularities in the electron spin-spin correlation cannot be easily captured in the perturbation theory, since the Wannier orbitals \( \gamma_{i0}\alpha \) are predominately spinon in character.

Therefore, here we take an alternative approach in which an additional ad hoc spinon-spinon hopping term \( t' \sum_{i,a,\alpha} (f_{i+1,a,\alpha}^\dagger f_{i,a,\alpha} + h.c.) \) is introduced into the mean-field Hamiltonian \( H^{MF} \). Such term can be thought of as arising from the spinon mean-field decomposition of the nearest neighbor spin-spin interaction term \( J_{ij}s_i \cdot s_j \) generated by the degenerate perturbation.

In Figs. 19(c) and 19(e) we plot the resulting mean-field spectrum for \( t' = -0.1t < 0 \), with \( r/t = 1.812 \) and \( \theta = \pi/8 \) as before, from which we see that the resulting spectrum now has four Fermi crossings at incommensurate wavevectors. This four-crossing spectrum appears to be a general feature of the mean-field ansatz when \( \theta \neq 0 \) and \( t' \neq 0 \); i.e., they exist as long as \( \theta \neq 0 \) and \( t' \) is small but non-zero. However, the Fermi velocities at the four crossing points will be inverted when \( t' > 0 \). More importantly, the resulting crossings will be predominately spinon in character, while for \( t' < 0 \) the crossings at \( k = \pm k_{F2} \) near \( \pm \pi \) will have a non-negligible electron weight [for the parameters used in Figs. 19(c) and 19(e) \( |\langle c_{kF2}\alpha} | \approx 0.3 \). We shall therefore take \( t' < 0 \) and consider the bosonized theory of the archetypal band structure shown in Fig. 19(e).

Apart from the minor complication arising from the matrix elements resulting from the compositions of the low-energy fermions in terms of the original \( \{c,f_1,f_2\} \) fermions, the bosonized theory of the four-Fermi-crossings band structure shown in Fig. 19(e) has been studied extensively by Sheng, Motrunich, and Fisher in the context of the so-called spin Bose metal (SBM) in their construction, a two-leg triangular strip (zigzag chain) is considered, in which a four-site ring exchange term \( K \) is added to the \( J_1-J_2 \) Heisenberg model. In that model, the SBM phase, characterized in part by singularities at incommensurate wavevectors in various correlation functions, is observed for a range of \( J_2/J_1 \) when \( K \) is sufficiently large (at minimum \( K/J_1 \geq 0.2 \)). Here, we shall adopt most of their notations and keep our account down to the essentials by referring our readers to Ref. [9] for details.

B. Lifting the degeneracies in the class of extended mean-field ansätze

As before, effects beyond mean field are expected to lift the degeneracy of the flat band. In principle, one can apply degenerate perturbation theory as presented in the preceding section, but with two significant modifications: First, the zero-energy mean-field single-particle state \( \gamma_{i0}\alpha \) on site \( i \) now has to be constructed from Wannier orbitals. As before, effects beyond mean field are expected to lift the degeneracy of the flat band. In principle, one can apply degenerate perturbation theory as presented in the preceding section.
C. Bosonization of the mean-field theory

As in Ref. 9 we define eight species of low-energy fermions \( \psi_{P\sigma} \), one for each Fermi point, in which \( P = R/L \equiv +/− \) labels the two propagation directions, \( \alpha = \uparrow, \downarrow \) labels the two spins, and \( a = 1, 2 \) corresponds the two Fermi wavevectors \( k_{F\alpha} \). The two Fermi wavevectors are chosen such that fermions at \( k_{F\alpha} \) are right-moving, and that \( |k_{F2}| > |k_{F1}| \) [see Fig. 19(e) for illustration]. Note that the Fermi wavevectors satisfy the relation \( k_{F1} + k_{F2} = −\pi/2 \).

Next, we bosonize the fermions as follows:

\[
\psi_{P\sigma} \propto \eta_{\alpha a} e^{i(\varphi_{\alpha a} + P\theta_{\alpha a})},
\]

in which \( \varphi_{\alpha a} \) and \( \theta_{\alpha a} \) are bosonic fields that satisfy \( \{\varphi_{\alpha a}(x), \varphi_{\beta b}(x)\}' = \{\theta_{\alpha a}(x), \theta_{\beta b}(x)\}' = 0 \) and \( \{\varphi_{\alpha a}(x), \theta_{\beta b}(x)\}' = i\pi \delta_{ab} \delta_{\alpha\beta} \Theta(x − x') \) (here \( \Theta(x) \) is the Heaviside step function with regularization \( \Theta(0) = 1/2 \)), while \( \eta_{\alpha a} \) are the Klein factors satisfying \( \{\eta_{\alpha a}, \eta_{\beta b}\}' = 2\delta_{ab}\delta_{\alpha\beta} \).

As in Ref. 9 in addition to the above \( \{1 \uparrow, 1 \downarrow, 2 \uparrow, 2 \downarrow\} \) basis for the bosonized fields, it is useful to introduce also the \( \{1\rho, 1\sigma, 2\rho, 2\sigma\} \) basis and \( \{\rho+, \rho−, \sigma+, \sigma−\} \) basis, defined by the following canonical transformations of the \( \theta \) fields and \( \varphi \) fields (the transformations for the \( \varphi \) fields are given by replacing every \( \theta \) with \( \varphi \) in the equations below):

\[
\theta_{\alpha a} = \frac{\theta_{\alpha a} + \theta_{\alpha 1}}{\sqrt{2}}, \quad \theta_{\alpha a} = \frac{\theta_{\alpha a} - \theta_{\alpha 1}}{\sqrt{2}} \quad (a = 1, 2); \quad (14)
\]

\[
\theta_{M+} = \frac{\theta_{M+} + \theta_{M2}}{\sqrt{2}}, \quad \theta_{M−} = \frac{\theta_{M+} - \theta_{M2}}{\sqrt{2}} \quad (M = \rho, \sigma). \quad (15)
\]

As customary, we shall refer to fields with index \( \rho \) as the charge fields and fields with index \( \sigma \) as the spin fields.

At the level of fermion bilinears, the wavevectors \( \pm 2k_{F\alpha} \) \( (a = 1, 2) \), \( \pm \pi/2 \), and \( \pm (k_{F1} - k_{F2}) \) are brought out, and the corresponding bosonized expressions for the nickel spin \( S_{k} \) and the electron density \( \delta n_{k} \) are given by

\[
S_{kF}^x \propto \sum_{\alpha a} \left( \frac{1}{v_0} (\partial_{\rho} \varphi_{\alpha a})^2 + v_0 (\partial_{\rho} \theta_{\alpha a})^2 \right), \quad (28)
\]

It is important to remark that in our case the bosonized fields are the only low-energy degree of freedom remaining in the theory. More precisely, recall that \( \lambda \) and \( \mathbf{N} \) should properly be thought of as fluctuating fictitious gauge fields, and that \( Q_{\alpha} \) and \( Q'_{\alpha} \) should properly be thought of as fluctuating bosonic fields. However, for the mean-field ansatz that we now consider, all fictitious gauge fields have been gapped through the Anderson–Higgs mechanism, with various transverse components of \( Q_{\alpha} \) and \( Q'_{\alpha} \) fluctuations serving as the corresponding Goldstone boson that are “eaten up.” The remaining fluctuations of \( Q_{\alpha} \) and \( Q'_{\alpha} \) are gapped, upon integrating out high-energy degrees of freedom if not at the bare level. Therefore, contrary to Ref. 9 there is no a priori reason for \( \theta_{\rho+} \) to be pinned.

D. Interactions in the bosonized theory

In the absence of any pinnings of the bosonic fields, the low-energy effective theory described by
Eq. [28] is a $c = 4$ Luttinger liquid. However, as the DMRG results show a charge gap in QS phase, we shall accept as an empirical matter that $\theta_p$ is pinned, which can happen if the eight-fermion interaction $V_{R17} \psi_{R1} \psi_{R2} \psi_{L1} \psi_{L2} + h.c. \propto \cos (4 \theta_p)$ is sufficiently strong. Moreover, since there are two incommensurate Fermi wavevectors $k_{F1}$ and $k_{F2}$, the correlation functions in such theory are expected to exhibit singularities at multiple incommensurate wavevectors that are integer combinations of $k_{F1}$ and $k_{F2}$, as well as at wavevectors that are integer multiples of $2\pi / 2 = -(k_{F1} - k_{F2})$. Since the correlation functions obtained in DMRG (Fig. 5) show prominent singularities at merely one pair of incommensurate wavevectors $k = \pi \pm \delta$, the free theory given by Eq. [28] seems to be inconsistent with DMRG results. Hence, we conclude that in the bosonized theory of the QS phase $W$ must be irrelevant.

Next we consider the case in which $V_\sigma$ contains marginally relevant terms. In the simplest scenarios, the terms with which $\lambda^{a}_{\sigma} < 0$ contain mutually commuting variables. There are four such cases:

(i) $\lambda^{a}_{1} > 0, \lambda^{a}_{2} > 0, \lambda^{a}_{2} < 0$ ;

(ii) $\lambda^{a}_{1} < 0, \lambda^{a}_{2} < 0, \lambda^{a}_{2} > 0$ ;

(iii) $\lambda^{a}_{1} < 0, \lambda^{a}_{2} > 0, \lambda^{a}_{2} > 0$ ;

(iv) $\lambda^{a}_{1} > 0, \lambda^{a}_{2} < 0, \lambda^{a}_{2} > 0$ .

In cases (i) and (ii) two mutually commuting spin fields are pinned. Consequently, all spin-spin correlations must be void of singularities. Thus, these cases are inconsistent with the DMRG results. In cases (iii) and (iv), one spin field associated with wavevector $k_{F_a}$ is pinned. Thus, at the level of fermion bilinears, the only singularities in the spin-spin correlations that survive are the ones at $\pm 2k_{F_a'}$, where $a' \neq a$ [c.f. Eqs. (16)–(27)]. These singularities can be identified with the singularities present in DMRG QS phase. Moreover, recall that in the DMRG results there are broad peaks in the nickel (but not electron) spin-spin correlation located roughly at wavevectors $\pi \pm k_{sing}$, where $k_{sing}$ are the wavevectors of which the prominent singularities are seen. These broad peaks can be interpreted as the remnants of the singularities at $\pm 2k_{F_a}$ after the associated spin field is pinned. Recall that the Fermi points at $\pm k_{F_2}$ have non-negligible electron character while the Fermi points at $\pm k_{F_1}$ are predominately spinon in character. Since in the DMRG the singularities are observed in both the nickel and the electron spin-spin correlation, while the broad peaks are observed only in the nickel spin-spin correlation, we may identify the state obtained in DMRG with scenario (iv).

Since we also assume that $\theta_p$ is pinned, the resulting state would be a $c = 2$ Luttinger liquid with one charge mode and one spin mode ("CIS1").

One potential objection to this identification is that it implies that the electron density-density correlation function $\langle \delta n_{-k} \delta n_{k} \rangle$ possesses singularities at $\pm 2k_{F_1}$ and $\pm 2k_{F_2}$, which are not observed. However, it is known that when the charge fluctuation is reintroduced to the SSB, as the system approaches the Mott transition and
when it is in the insulating phase, the non-universal amplitudes in the density-density correlation can be sufficiently small that in numerics it can appear smooth.\textsuperscript{20}

The situation that we found in the DMRG study of the present model may correspond to such a situation.

More generally, one might pose the question of whether the DMRG results can be explained by other combinations of pinned fields, which can arise from higher-order interactions. Here we briefly consider such possibilities.

Since we assume that $\theta_{p+}$ is pinned, the $\{\rho_+, \rho_-\}$ basis is the appropriate basis to describe the charge sector. The only question left for the charge sector is whether $\varphi_{p-}$ or $\theta_{p-}$ can be pinned. As already mentioned, the pinning of $\varphi_{p-}$ would kill all correlations at incommensurate wavevectors and hence is inconsistent with the DMRG results. As for $\theta_{p-}$, one can check that it carries an incommensurate momentum $k_{F1} - k_{F2}$ (i.e., $\theta_{p-} \rightarrow \theta_{p-} + k_{F1} - k_{F2}$ under the translation $i \rightarrow i + 1$), and hence cannot be pinned. Thus, unless one appeals to vanishingly small non-universal amplitudes, exactly one spin degree of freedom must be gapped to produce the single pair of prominent singularities in the spin-spin correlation observed in DMRG. Therefore, we are left with a “C1S1” case similar to the one we analyzed, except that the pinned spin field may more generally be a linear combination of the $1\sigma$ and $2\sigma$ fields.

VI. DISCUSSION AND CONCLUSIONS

In this manuscript we considered a 1d underscreened Kondo chain with alternating spin-1 and electron sites, which in addition to the familiar electron hopping and Kondo term also contained a spin-dependent hopping term. We analyzed the model numerically using DMRG and found that the phase diagram consists of a ferromagnetic (F) phase, a quasi-long-range antiferromagnetic (QAF) phase, a charge-density (CD) ordered phase, and, importantly, a quasi-long-range spiral (QS) phase, in which singularities in the spin-spin correlation are observed at incommensurate wavevectors. The phases in our model can in principle be distinguished experimentally by many experimental means. For example, the charge order can be observed by neutron scattering, or by its effect on the crystal structure. The magnetic order is readily probed by neutron scattering, susceptibility measurements, and nuclear magnetic resonance.

To interpret the DMRG results, we introduced a slave-particle representation of the spin-1 spins, from which we obtained a mean-field Hamiltonian. Taking the simplest class of mean-field ansätze and making use of second-order degenerate perturbation theory, we were able to map the mean-field Hamiltonian to an effective spin-1/2 model, from which follows a quantum mean-field phase diagram that resembles the one obtained from DMRG, with the exception of the QS phase. We then focused on the QS phase, by extending our class of mean-field ansätze and considering the bosonized interacting theory that arose from them. By considering various possible interactions at the four-fermion level, we argued that the QS phase is best reproduced by an interacting bosonized theory with one charge and one spin degree of freedom (“C1S1”), in which the spin fields carry an incommensurate wavevector. This particular interacting bosonized theory is proximate to the spin Bose metal phase proposed by Sheng, Motrunich, and Fisher.\textsuperscript{9} Consequently, our results point to a possible route to obtain gapless quantum spin liquids with singularities at incommensurate wavevectors that does not involve the “ring-exchange” terms\textsuperscript{10–12} and might pave the way for realizing such states in 1d as well as constructing similar states in higher dimensions.

While we believe that the current work presents a coherent and comprehensive analysis of the system we considered, we also mention a few opportunities for further study. On the numerical side, it is clearly desirable to obtain the central charge of the QS phase from DMRG and check against the $c = 2$ prediction from mean-field theory. This requires either further computation resources or improvements of the methodology. Moreover, it would be helpful to check the projected energetics of the mean-field ansätze we proposed, and compare them against the energy obtained from DMRG, via variation Monte Carlo (VMC). Unfortunately, because the slave-particle representation we used requires additional constraints on top of the local conservation of spinon number [c.f. Eq. 3], such a calculation is challenging. On the analytic side, it would be desirable to develop a method that can directly obtain the CD phase from the slave-particle representation without appealing to an indirectly argument based on symmetry. We also note that there is an alternative slave-particle representation of the spin-1 spins in the literature\textsuperscript{25,29} and it would be good to check whether results similar to those we obtained can be derived in this alternative slave-particle representation.

Finally, we return to the nickel valence controversy that motivated this work, which in the simplest case can be considered as a three-dimensional (3d) extension of the present model. From our mean-field analysis and from general arguments on Kondo problems we are quite convinced that the low-energy physics of such 3d model will still be described by an effective spin-1/2 model, which tends to exhibit static spin orders. However, the dimer phase in the effective spin-1/2 model, which we argue to correspond to the oxygen-centered charge-density order, is a special feature in 1d, and is unlikely to persist to 3d. In any case, our DMRG phase diagram shows no sign of nickel-centered charge order (or its symmetry-equivalent order—we do not insist upon any significant charge accumulation), which has been interpreted as due to local Kondo singlet formation. Thus, the direct extension of our model to 3d is unlikely to exhibit any charge order, whether it is oxygen-centered or nickel-centered. In our opinion this points to the necessity of including explicit coupling to oxygen motions in the mechanism of charge ordering. It would be interesting to explore this
directly by explicitly including lattice degrees of freedom in a model similar to ours. We leave this topic for future study.
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