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Abstract

Humans acquire and accumulate knowledge through language usage and eagerly exchange their knowledge for advancement. Although geographical barriers had previously limited communication, the emergence of information technology has opened new avenues for knowledge exchange. However, it is unclear which communication pathway is dominant in the 21st century. Here, we explore the dominant path of knowledge diffusion in the 21st century using Wikipedia, the largest communal dataset. We evaluate the similarity of shared knowledge between population groups, distinguished based on their language usage. When population groups are more engaged with each other, their knowledge structure is more similar, where engagement is indicated by socio-economic connections, such as cultural, linguistic, and historical features. Moreover, geographical proximity is no longer a critical requirement for knowledge dissemination. Furthermore, we integrate our data into a mechanistic model to better understand the underlying mechanism and suggest that the knowledge “Silk Road” of the 21st century is based online.

Introduction

Human language and knowledge are fundamentally intertwined and influence one another [1]. Knowledge, which is defined as the ability to perceive and comprehend a subject, can be
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obtained through various sources, including memory, education, and practice [2]. Epistemologists traditionally investigated the nature and origins of knowledge. For instance, Immanuel Kant, a prominent epistemologist, claims that human perception is the basis of the general rules of nature that structure all our experiences [3]. Because the experience could be different depending on the environments of population groups, knowledge structure can vary based on personalities, the country one lives in, or language profile based on a person’s social structure and education system. Humans conventionally acquire information through language, synthesizing knowledge from a flow of sensory experience [4]. Thus, language profiles may influence the knowledge structure.

Researchers have considered that information can be spread through the mobility of people. For example, until the 16th century, the Silk Road had played an important role in the transmission of knowledge between Europe and Asia [5, 6]. Similarly, worldwide student exchanges have acted as a significant route for disseminating recent knowledge [7]. Active social interactions can aid efficient knowledge transmission between laborers at the team or company level [8, 9, 10]. Language is also a crucial factor in the knowledge transfer process [11, 12]. Beyond physical contact between groups, modern information technology offers interactive online resources, such as user comments on a web page, social networks, and internet messengers, which allow knowledge to be transferred. Therefore, the emergence of information society raises intriguing questions: do social interactions sincerely influence the structure of human knowledge? If yes, what is the main contemporary channel of information distribution, which could be referred to as a contemporary Silk Road?

In this study, we attempt to answer the aforementioned questions using the knowledge structure for users of each language, who share their habitus inherited from their antecedents. We compare the knowledge structures between languages. The way in which language is used reflects the innate knowledge structure of its users. Thus, we consider the usage of each language as a proxy for its users’ habitus, and hereafter, we use the term “language” to indicate the collective usage of the language users, unless otherwise specified. Researchers commonly
use large scholarly databases as fundamental sources to explore knowledge structure for investigating the mechanisms of scientific innovations. However, these databases are suitable for examining shared knowledge within research communities rather than covering the society in general [13, 14, 15, 16, 17, 18].

Although previous studies have achieved the quest of understanding human innovation to some degree, it also necessitates complementary data with more general coverage, including non-scholars. Wikipedia, on the other hand, enables us to construct knowledge structures encompassing general society. Wikipedia is an open online encyclopedia that is edited in real-time by contributors with hundreds of languages. Wikipedia is considered a representative example of collaborative knowledge, growing through collaboration and competition of contributors; and has been studied to understand the dynamics of collective intelligence [19, 20, 21]. As a case study, the effect of cultural, linguistic, and regional factors on co-editing patterns is investigated along with the structure of global language networks [22, 23]. Researchers also show that one can extract geopolitical ties from the shared interest in Wikipedia’s hyperlink structure [24]. Several studies find that Wikipedia category data is a rich source of accurate knowledge [25, 26, 27, 28, 29], and thus, the Wikipedia category can be used as a good proxy for the knowledge structure by building flexible subject categories. In summary, Wikipedia is an abundant source of knowledge that one can use to examine the structure of knowledge in general society.

Here, we use Wikipedia’s multi-lingual linkage to evaluate the similarity of knowledge structures among different language editions to track the dominant pathway of contemporary information distribution. First, we construct 59 hierarchical knowledge networks based on the relationship between the pages and categories of each Wikipedia language edition, where each page or category is regarded as a scientific concept. Using a personalized page rank algorithm [30], we build genealogy vectors for each subject in the knowledge network. Then, using Wikipedia’s multi-lingual linkage, we determine subject similarity by comparing the genealogical vectors of each subject among the knowledge networks from different
language usage groups. We discover a plausible modular structure of languages comprising multidimensional factors, such as geographical, cultural, linguistic, and historical factors, by aggregating multiple topic similarities between languages into a knowledge structure similarity. Using this massive knowledge graph, we also discover geographically disassociated interactions, such as cooperative scientific research and social ties, by comparing with other socio-economic data, thereby explaining the synchronization of knowledge structures rather than geographical proximity. Furthermore, we successfully regenerate the similarity of empirical knowledge structures based on various socio-economic ties, supporting our previous observations, and uncover the potential mechanism underlying the synchronization of knowledge structures with the mechanistic model, inspired by the simple synchronization model \cite{31}. This study enables us to understand the contemporary Silk Road of knowledge dissemination and that virtual social interactions shape the structure of human knowledge, as indicated by the massive records of online-based collaborative knowledge in the form of Wikipedia.

Result

Knowledge structure of the languages and knowledge structure similarity.

From the linkage between Wikipedia pages and categories, we extracted a hierarchical knowledge network of each language edition using the February 1, 2019, dump of fifty-nine Wikipedia language editions (see Methods). Categories are generally located at the end of a Wikipedia page and are designed to link related entries under a shared topic to make navigation easier. For the knowledge network, we designated a node as a category or page, treated as a proxy of a subject or scientific notion, and if there was a hyperlink from a subject to another subject, we assigned a directed link \cite{29}. We considered categories and pages to be identical when they shared an identical name (e.g., category:science and page:science); thus, we merged them into a single node with inheriting connected links. As an illustrative
example displayed in Fig. 1a, page:Complex system hyperlinks category:System science, and therefore, we assigned a directed link from the node Complex system to System science (for details, see Methods).

Our primary interest was to understand the dissemination of scientific and technological knowledge. We thus sampled a sub-network derived from an artificial root node named science & technology, which is assigned as a common parent node of “science” and “technology” for each language edition. Note that “Science” covers all branches of science, such as applied sciences, formal sciences, natural sciences, and social sciences. A constructed knowledge network is directed and unweighted with several cycles from complex connections among nodes. Then, we obtained 59 knowledge networks based on their written language. The basic statistics of the derived networks are listed Table 1.

![Figure 1: Wikipedia knowledge network and genealogy vector of a subject. a. Example of a page-category hyperlink in English Wikipedia (left). The page:Complex system page has hyperlinks to several categories to which the page belongs. One can express such relations using the network (graph), where the node represents an entity (which can be a page, a category, or their union) with the links representing the hyperlink relationship between them. The identical page:Complex system page is titled page:système complexe in French Wikipedia (right). Note that the hyperlink structures of two language editions are different, even for the identical entities. Between these two language editions, there are dotted and gray lines denoting the existence of language links between them, indicating that the two subjects are identical. b. Method for calculating the genealogy vector of a focal node. We obtain the genealogy vector using the personalized Page Rank algorithm, which calculates the probability that a random walker starting from the focal node visits other nodes. The random walker starts at the focal node and traverses with probability $1 - \alpha$ to its nearest neighbors. The walker also occasionally returns to the focal node with a teleport probability, $\alpha$. The focal genealogy vector of the focal node is the random walker’s stationary distribution for the visited nodes.](image)

The obtained knowledge network represents the relationships between the subjects. As
shown in Fig. 1b, English Wikipedia users identify complex systems with complex dynamics and complex system theory, and other language users may consider different associations. For example, French Wikipedia users identify the complex system with distinct topics such as concept sociologique (sociological concepts) and analyse des réseaux sociaux (social network analysis). To investigate such differences systematically, we introduced the concept of a genealogy vector using personalized PageRank, which depicts how people correlate different subjects with the focal node regarding both nearest and non-nearest neighbors in the network (see Methods). Then, using multi-lingual linkage data, we compared genealogical vectors from different languages using subject similarity (see Methods). We also considered the subject similarity as well as the cognitive similarities across different language editions of the same subject. Finally, we obtained a knowledge structure similarity by aggregating the subject similarities between two language editions with averaging the similarity over all concepts.

Geographical proximity still influences, but socio-economic interaction shape the knowledge structure

A natural step forward was to find the possible sectors of languages whose members are more closely associated with each other. For this purpose, we constructed the similarity network from the pairwise knowledge structure similarity, where nodes represent the language of Wikipedia, and the link’s weight indicates similarity between languages. Considering constructed similarity network is densely connected, we extracted the backbone of the networks by calculating the ego-centric importance of each link \[ r_{ij} = \sum_{m,k} s_{mk} \frac{s_{ij}}{\sum_k s_{ik} \sum_k s_{kj}} \] (1).

We then removed links whose normalized weight is under a certain threshold, \( t \), and chose the minimum value of \( t \) that network remains in a single component. As presented in Fig. 2a, five distinct communities are identified by the Leiden algorithm \[ \text{32} \] (see Methods) that indicate that the clusters seem to be affected by geographical proximity (Fig. 2b), which
is similar to a previous study on Wikipedia bilateral ties. In this instance, geography best explains the formation of the cluster[23]. English is in the center and serves as a hub node, while intermediate hub languages such as Spanish, German, French, Russian, Portuguese, Chinese, and Dutch also function as cluster centroids [34]. Four identified clusters generally correspond to languages spoken in Western Europe (light blue), Eastern Europe (dark green), Northern and Eastern Europe (light green), and Southeast Asia (purple). However, cultural, and historical backgrounds also play an important factor in the cluster, particularly for those of Northern and Eastern Europe. For example, Afrikaans, a language mostly spoken in South Africa, Namibia, and Botswana, evolved from European Dutch dialects [35, 36] during the era of imperialism. One may note that geographic proximity does not appear to be a key determinant for Cluster 1: Transcontinental (orange), which spans the globe from the Far East to the Americas, and includes English as the de facto international language. These findings imply that knowledge distribution is still influenced by geographical proximity, which impacts the synchronization of knowledge structures between languages, while knowledge dissemination could also be influenced by other factors.

Nowadays, advances in technology provide new channels for interaction. For instance, modern information technology enables us to communicate with thousands, and even millions, of people in real time. One can also physically reach distant countries faster than ever before, with high-speed trains and air transportation being widely available. The cost of travel has also reduced significantly over time, owing to globalization [37]. Thus, such new routes can be new pathways for knowledge dissemination. Accordingly, we expand our analysis to include various language socio-economic connections to verify these new knowledge dissemination pathways. Because most socio-economic data focus on the interaction between countries, we first extract the language usages statistics of each country from the language database [38]. Then, we compare the projected socio-economic connection to a paired knowledge structure similarity, to identify potential contemporary Silk Roads for knowledge dissemination. First, we find that geographical distance no longer plays a central
role in knowledge dissemination in the 21st century (Fig. 3a). The geographical distance shows a weak and insignificant correlation with the knowledge similarities between countries (coefficient of determination is $R^2 = 0.01$). As we expect, there might be a new route, and the importance of the geographical proximity diminished in the knowledge exchange [39].

We observe positive and more significant correlations from the non-geographical interactions (Fig. 3). For example, the scientific interaction reflected in paper collaboration shows a higher coefficient of determination (Fig. 3a; $R^2 = 0.16$) than those with geographical proximity (Fig. 3a; $R^2 = 0.01$). Indirect scientific interactions also show a positive correlation, although comparably lower than direct interactions (Fig. 3c; $R^2 = 0.13$). Because we consider the structure of knowledge denoted in Wikipedia under the science and technology topic, a strong connection in scientific collaboration will reasonably result in countries to have similar knowledge structures. Similarly, the soft power movement, which is counted as the number of international students, shows a high coefficient of determination because more than half of international students return to their homelands [40] (Fig. 3d; $R^2 = 0.15$). Furthermore, we
find non-intellectual interactions positively correlate with knowledge similarity. For instance, the amount of export values, which are not directly related with the knowledge interchange, also correlates with knowledge structure to some degree (Fig. 3b, $R^2 = 0.10$, IMF), and the result is robust for export values from different data sources (Fig. S6 $R^2 = 0.09$, UN Comtrade). In other words, two language usage groups with strong socio-economic linkages are more likely to have similar knowledge structures. It is, nonetheless, a natural phenomenon because all these linkages are somehow related to knowledge exchange, which ultimately entails knowledge synchronization.

By contrast, personal friendship is not necessarily associated with knowledge structure because it is not directly related to knowledge exchange; instead, it may be related to knowledge similarity through their information exchanges. Therefore, one might expect a weak or non-existent connection between friendship and knowledge. However, we find unanticipated significant and strong correlations between knowledge similarity and personal friendships, measured by the number of mutual friends in social media (Facebook social connectedness index (SCI); see Fig. 3f, where their coefficient of determination $R^2 = 0.17$). This social link, which is reflected by the number of mutual friends in social networks, is the leading candidate for the Silk Road of the twenty-first century, which encompasses several levels of direct and indirect links among people on the web, although it is not widely considered the main channel of knowledge dissemination today.

In summary, we find the degree of association between socio-economic interactions and knowledge structure to occur in the following order: geographical distance (Fig. 3a, $R^2 = 0.01$) $\ll$ export (Fig. 3b, $R^2 = 0.10$) $<$ weak knowledge dissemination—paper citation (Fig. 3c, $R^2 = 0.03$) $<$ soft-power movement—international students (Fig. 3d, $R^2 = 0.15$) $<$ strong knowledge dissemination—paper collaboration (Fig. 3e, $R^2 = 0.16$) $<$ mutual friendship on the web—Facebook SCI (Fig. 3f, $R^2 = 0.17$). Taken together, the results demonstrate that social connections shape the collective knowledge structures of language users, regardless of whether it is explicitly connected to the knowledge transmission process. The
possible mechanism behind the transmission will be discussed below, through our stochastic modeling.

Figure 3: Interrelationship of knowledge structure across language usage groups reveals the impact of socio-economic interactions. The correlation between structural similarity of knowledge and socio-economic factors: a. geographical distance for the centroids of language pairs, b. Amount of exported goods for language pairs (IMF), c. Number of citations on papers for language pairs (SCOPUS), d. Number of co-authorship on paper for language pairs (SCOPUS), e. Number of the international students for language pairs (OECD), and f. Facebook Social Connected Index, the strength of connectedness between areas by represented by Facebook friendship ties, for language pairs. An increasing pattern of association is observed in the result.

Mechanistic model for the knowledge dissemination

Our empirical analysis described in the previous sections reveals that i) knowledge structures are more likely to be similar if interactions exist between language usage groups and ii) the degree of association in knowledge structures varies based on the types of interactions. To understand the hidden mechanism of the observed correlation patterns, we identify the
key factors driving the synchronization of knowledge structures. First, we assume that people are more likely to be similar when they interact more frequently and vice versa [41]. Second, the channel of interaction is progressively moving from a physical route to an online media space, which enables people to interact with overseas countries in real-time [42]. We consider a subject as a vector representation, which can be viewed as similar when they are close to each other. This is a similar concept to neural embedding [43]; however, we avoid declaring the embedding explicitly. Instead, we develop a mechanistic model to reproduce the synchronization of the knowledge structure with proximity among the language usage groups, using randomized initial vectors, motivated by the classic model to elucidate synchronization phenomena [31].

By incorporating the aforementioned factors, we build a mechanistic model of knowledge spreading and synchronization. For simplicity, we only simulate the synchronization of a single subject’s genealogy vector. The model comprises \( N \) agents representing artificial language usage groups. Every agent has the capacity to store \( d \) different subjects, and each digit represents their knowledge perception toward a target subject. Thus, each agent has a knowledge structure of \( d \)-dimensional vector similar to the genealogy vector discussed in the previous section. We then define the genealogy matrix, \( V \in \mathbb{R}^{N \times d} \), by stacking the genealogy vectors of agents so that its row, \( V_i \in \mathbb{R}^d \), represents the genealogy vector of agent \( i \) (see Methods for the detail). We further assume that the initial status for agents is independent; thus, each row is orthogonal to the others.

We additionally introduce proximity \( p(i, j) \) from agent \( i \) to agent \( j \) to describe the degree of interaction between the agents. We use log-transformed empirical data (e.g., Facebook SCI and paper citations) as the proximity \( p(i, j) \) and normalize them by dividing proximity \( p(i, j) \) by the total sum of proximity for agent \( i \), to use the proximity as the selection probability. Hence, the normalized proximity weight between agents \( i \) to \( j \) is given by \( \hat{p}(i, j) = \frac{p(i, j)}{\sum_k p(i, k)} \).

For every simulation step, the genealogy vector of agent \( i \) is updated as the following process. First, agent \( i \) chooses its neighbor agent, \( j \), with the probability of \( \hat{p}(i, j) \), considering
proximity. Then, the genealogy vector of agent \( i \), \( V_i \) is updated as follows:

\[
V_i(t + 1) = V_i(t) + lr \cdot [V_j(t) - V_i(t)],
\]

where \( V_j(t) \) and \( V_i(t) \) is the genealogy vector of group \( i \) and chosen reference neighbor, \( j \), at time \( t \), respectively. \( lr \) is the fixed learning rate for updating, and we use \( lr = 0.001 \) for the results displayed in the main text. In this process, an agent’s pair with high proximity has a higher chance of being influenced and is more likely to become similar genealogy vectors as a consequence.

We set the initial \( V_i(0) \) as orthogonal (and thus, independent) to the others, aiming to get insight into the situation in which the agent adjusts their differences from the most radical status. As more iteration \( t \) passed by, genealogy vectors were synchronized according to the proximity matrix. In the real world, new concepts are consistently introduced to society, and thus the synchronization is hard to reach, yet we neglected the introduction of a new concept. As a result, the simulation ended with an identical vector after all. Our motivation was to obtain a general insight from various proximities. Hence, we captured the most optimized synchronization case by calculating the modeled similarity \( S_{model}(t) \in \mathbb{R}^{N_i \times N_i} \) with a pairwise Euclidean distance with normalization for every iteration \( t \) (see Methods, the distance is expressed by eq. 7). Then, we chose the final simulation result for the given proximity \( S_{model}(t^*) \) as

\[
S_{model}(t^*) = \arg\min_t ||S_{model}(t) - S_{empirical}||_F,
\]

where \( S_{empirical} \) is the empirical knowledge structure similarity from Wikipedia’s knowledge network, and \( || \cdot ||_F \) is the Frobenius norm of a vector. For example, a Frobenius norm between the reconstructed similarity and actual similarity has a minimum value at \( t = 399 \), as depicted in the snapshot of Facebook SCI proximity in Fig. 4b. Therefore, we choose \( S_{model}(399) \) as the final state of the simulation.

We test the model with the six empirical proximities (geographical distance, export,
paper citations, paper collaboration, international student, and Facebook SCI), along with one random proximity as a null model. As the geographical distance is not a proximity measure, we use its log-transformed reciprocal as the geographical proximity. For all other cases, we use log-transformed proximity, similar to the empirical analysis (see Methods). As an illustrative example of our model results, we present the knowledge similarity matrix of the Facebook SCI from our model and empirical data in Fig. 4c, which shows similar structures.

Previously, we displayed the association between the knowledge similarity and the socio-economic proximities, which is high for the countries that exchange more. The results of our simple synchronization model are consistent with the empirical observations. We show a pairwise Pearson correlation $r$ between the similarity matrix of the model and empirical observation, as an indicator of how well the association pattern has been reproduced in our model. We found a similar increasing pattern of the association with our empirical observations above (Fig. 4d). Specifically, we observed the lowest Pearson correlation for the geographical distance ($r \approx 0$), followed by the amount of export ($r = 0.091$), the paper citation number ($r = 0.174$), and the paper collaboration number ($r = 0.225$). One exception was the order between the number of international students and Facebook SCI, which showed the third highest as well as the highest coefficient of determination respectively, in our empirical observations (Fig. 3a). From our model, Facebook SCI showed a Pearson correlation $r = 0.239$, while the international student proximity number showed a Pearson correlation of $r = 0.269$. Note that the international student numbers are highly asymmetric originating, because it has been collected for only the inbound international students studying in OECD countries. To compensate for this asymmetry impact, we also tested the model with the symmetrized count of international students, by averaging the number of inbound and outbound students. The symmetrized model showed a significantly lower correlation than that of the asymmetry model ($r = 0.216$), which is in-between the paper citation and the paper collaboration as similar as the empirical observation. Because of the knowledge structure
Figure 4: Simple synchronization model for the knowledge similarity with various proximity indicators. a. Schematic diagram describing the model. For each time step, $t$, each agent selects one of their neighbors based on the probability proportional to the given proximity. As shown in the example, the English agent chooses the French agent as a neighbor for synchronization. b. Criteria for choosing the best model. The model begins with the randomly initialized orthogonal vectors, which are synchronized as more iterations occur. For each proximity, we choose the best model similarity at time step $t$ that shows the minimum Frobenius distance from the empirical knowledge similarity matrix. c. As an illustrative example, we present the snapshot of the best model similarity matrix for Facebook Social Connected Index ($r = 0.257$, left) and empirical knowledge structure similarity from Wikipedia (right). d. The Pearson correlation between the best model similarity and empirical knowledge similarity indicates how well each proximity can reproduce the empirical knowledge similarity. To compensate for any randomness impact, we test 100 different initializations, repeated 10 times for each.
synchronization through multiple channels, the current state of similarity is the result of an accumulated exchange process through many routes, which even include factors we have neglected. Our model is the simplest replica, using only a single route of exchange, but implies that social interaction can shape the structure of human knowledge. Moreover, the observed similarity was more robust for virtual connections, which may overcome geographical barriers in contemporary society.

**Discussion**

Humankind has accumulated and exchanged knowledge through various channels over time, facilitated by the technology of the time. Society has gradually progressed toward more efficient commutation, from physically proximate communication routes to virtual online interactions. In this study, we explore the similarity of knowledge structures between users of different languages. We compare the similarities with socio-economic proximities, to identify the main route of contemporary knowledge exchange. Our results indicate the importance of both scientific and social connectedness in knowledge exchange, which shows the significant association between knowledge structures. Thus, this observation indicates that the changes in the main channel of knowledge exchange are from physical contact to online interactions. Our mechanistic model was motivated by the synchronization phenomena proposed to investigate the hidden mechanism behind the current state of knowledge similarity. The model replicated the interactions between language usage groups and reproduced the trend of knowledge similarities. Both the empirical data and model revealed a key factor of knowledge exchange: that is, socio-economic interaction led to a synchronization of the knowledge structures between different cultural areas.

Our approach has important implications for science studies, as online collaborative knowledge can provide non-experts with valuable insight into knowledge dissemination. This is a difficult assignment for traditional data set (e.g., papers or patents), which focus primarily on the knowledge structure of professionals, who make up just a small part of society
overall. The restrictions on data collection, on the other hand, provide homework for future research. First, one may argue that Wikipedia’s accessibility (or inaccessibility in some regions) can affect results. The Chinese people living in mainland China have been unable to access Wikipedia since 2015 (it remains inaccessible). Nonetheless, the Chinese version of Wikipedia is one of the website’s most active language editions, and it plays an important role in the similarity network. These findings make it difficult to attribute knowledge structure to a specific geographical region. Second, OECD international student data did not include data for non-OECD countries. In addition to knowledge structure similarities and socio-economic data, this issue prevented direct comparison between the data and the model. Our knowledge structure was also focused on language users, rather than a certain country. As a result, we used language usage statistics to project languages onto countries. If a direct comparison were possible, it would provide additional information; however, we decided to leave this for future research.

We believe that Wikipedia data have considerable potential for future research. We investigated only the relationships between categories, pages, and language editions; nevertheless, there are billions of records with article content or user statistics that could be explored. Language link data and Wikidata’s curated collection provide well-structured, high-quality multilingual linkages that connect semantically similar objects. We show that language usage groups have diverse knowledge structures, indicating that, even if people face the same issue, they may have different perspectives on it. Quantifying the differences in interest changes based on their spoken language may be beneficial. Furthermore, unprecedented contemporary global problems, such as the COVID-19 pandemic, threaten to cause significant changes in how people work worldwide [44, 45] and collaborate [46]. Such changes may accelerate non-physical interactions for knowledge exchange. By pinpointing the primary paths of knowledge diffusion, we want to shed light on the unknown mechanism of general rules of knowledge evolution. Therefore, we would like to emphasize that our study is not simply restricted to Wikipedia, but has the potential for broader applications.
in contemporary society.

**Methods**

**Description of Wikipedia data set**

We used Wikipedia SQL dump of 59 different language editions on February 1, 2019. A list of language editions and their abbreviation are provided in Table 1. Specifically, we used two collections of the Wikipedia dump: category membership link records (*.categorylinks.sql.gz) and interlanguage link records (*.langlinks.sql.gz). First, category membership link records contained directed linkage between a category and other items (e.g., page and category) in Wikipedia. We filtered page → category and category → category relationship (e.g., page:Complex system → category:System theory) to extract the reference relationship between scientific concepts. Second, interlanguage link records contained information of items in other language editions that were identical or reasonably similar to the source article. For instance, page:Complex system in English Wikipedia has a language linkage with page:Système complexe in French Wikipedia, indicating that the two documents on this topic are identical.

**Genealogy vector of scientific concept**

We calculated genealogy vectors of a given subject for each edition using our variant of personalized page rank (PPR) algorithm [30]. The PPR is a node ranking algorithm with respect to a specific source node using the random walker on networks. For every timestep, the random walker moved to a nearby node chosen randomly with a probability proportionate to the edge weight between them, while the walker could return to the starting node, with a chance of fixed probability $\alpha$. Thus, the stationary distribution of the random walker starting from node $i$, denoted by $p_i = (p_{ik})$ was given by

$$p_i = (1 - \alpha)Wp_i + \alpha v_i,$$

(4)
where $W$ is an adjacency matrix for a given network and $v_i$ is a column vector of length $N$ (number of nodes in the network) whose elements are zero except $i$th element equals to one. The teleport probability $\alpha$ is a tunable parameter, for which we used $\alpha = 0.3$ in this study.

For hierarchies of the structure of knowledge itself, we introduced a hierarchical bias on the transition matrix, $W$. First, we defined $l_i$ as the shortest path of node $i$ from the root node, practically interpreted as the level of node $i$. Therefore, a given starting node, $i$, transition matrix $W = (W_{ij})$ was defined as follows:

$$
W_{ij} = \frac{A_{ij} \cdot k^{l_i}}{\sum_j A_{ij} \cdot k^{l_j}},
$$  

(5)

where $A_{ij}$ is the adjacency matrix and $k$ is the tunable hyperparameter that controls the behavior of the random walker toward the hierarchy. If $k > 1$, the random walker was more likely to visit lower-level nodes, whereas the random walker tended to visit the higher-level nodes when $k < 1$. In this study, we used $k = 0.5$ considering the hierarchy from the root node for a given subject. The PPR value of the source node is $p_{ii} \approx \alpha$ by definition, although we forcibly assigned $p_{ii} = 0$ to remove the self-preference of the genealogy vectors. Then, we normalized genealogy vectors so that the sum of the vector is 1.

**Calculation of subject similarity and knowledge structure similarity**

We hypothesized that the interlanguage similarities between genealogy vectors of the same subject could be used as cognitive similarities between them. We presented a simple example to depict the computation of similarity when one subject is solely connected to another subject, and we present more complex cases (e.g. many-to-many) in Supplementary Information (Fig. S4). For the most straightforward and common case, we first defined this similarity as follows:

$$
\alpha^{a \rightarrow b} = d(p^a_x T^{a \rightarrow b}, p^b_x),
$$

(6)

where $p^a_x$ and $p^b_x$ are genealogy vectors of subject $x$ in the knowledge network of $a$ language
edition and \( b \) language edition, respectively, and \( T_{a \rightarrow b} \) is translation matrix between two different knowledge network from language link data where \( T_{ij}^{a \rightarrow b} = 1 \) if there is link between subject \( i \) in the language \( a \) and \( j \) subject \( j \) in the language \( b \). We set \( T_{ij}^{a \rightarrow b} = 0 \) otherwise. For the distance function \( d \), we used the \( l_2 \) Euclidean distance.

We then defined subject similarities between the same subject in different language editions as

\[
 s_{x}^{a \rightarrow b} = \frac{\sqrt{2} - d_{x}^{a \rightarrow b}}{\sqrt{2}},
\]

where \( \sqrt{2} \) is the theoretical maximum value of the distance between vectors whose elements are positive, and their sum is one. Finally, we defined the knowledge structure similarity by aggregating the similarities between two language editions by averaging the similarity of all co-existing concepts as follows:

\[
 s_{x}^{a \rightarrow b} = \frac{\sum_{x \in A} s_{x}^{a \rightarrow b}}{|A|},
\]

where \( A \) is the subject that co-exists in both language editions.

**Community detection**

We employed Leiden algorithms \(^{33}\) to find community structure from the knowledge structure similarity network, which is a refined version of the well-known Louvain algorithm. We used a quality function \( Q \) of the Potts model with the configuration null mode \(^{47}\) as follows:

\[
 Q = \sum_{ij} \left( A_{ij} - \gamma \frac{k_{i}^{out} k_{j}^{in}}{m} \right) \delta(\sigma_i, \sigma_j),
\]

where \( k_{i}^{out} \) and \( k_{i}^{in} \) are the out-strength and in-strength of node \( i \), respectively, \( A \) is the weighted adjacency matrix, \( m \) is the total edge weight, and \( \sigma_i \) denotes the membership of node \( i \). Here, \( \gamma \) is the resolution parameter, where \( \delta(\sigma_i, \sigma_j) = 1 \) if \( \sigma_i = \sigma_j \) and 0 otherwise. We may control resolution parameter \( \gamma \) to vary the number of clusters, and we use \( \gamma \) with a default value of 1. A modularity value of the obtained community is 167.29.
Description of socio-economic data sets

To verify our hypothesis that social connection yields the similarity in knowledge structure, we collected additional country-to-country socio-economic datasets. Although we collected 59 language editions, only 52 languages exist in the country-to-country socio-economic data because it is difficult to find the usage statistics for languages such as Bosnian, Welsh, Croatian, Norwegian Nynorsk, Scottish, Serbian, and Cantonese. The export data were extracted from two different sources: IMF Data in December 2019 and UN Comtrade export data in January 2020. We obtained the statistics of scientific papers (citations and collaborations) from SCOPUS’s April 2019 data; patent information was retrieved from PATSTAT’s Spring 2019 data. The international student count was collected from OECD in December 2019. Please note that only inbound international student numbers in OECD countries were collected, and thus, the statistics are highly asymmetric and incomplete because it does not provide a number for international students in non-OECD countries. Facebook Social Connected Index (SCI) is the index indicating the degree of the social connection between the two regions, which has been used in various disciplines recently [48, 49, 50, 51]. All socio-economic data was directed, except the paper/patent collaboration and Facebook SCI.

Mapping the country-level statistics onto the language

The socio-economic data described earlier were county-level data, whereas our similarity measure was language-level statistics. For our analysis, we projected country-to-country data to language-to-language data using the language profile for each country.

Consider a country-level statistics, \( X \in \mathcal{R}^{N_c \times N_c} \), where \( N_c \) is the total number of unique countries in the dataset and \( X_{ij} \) denotes the socio-economic quantity between countries \( i \) and \( j \). To map this matrix onto the language space, we constructed a country to a language projection matrix, \( A \in \mathcal{R}^{N_c \times N_l} \), where \( N_l \) is the total number of unique languages. The elements of matrix \( A \) were obtained from the language usage profile of countries. We assigned the proportion of language \( a \) in country \( i \) onto \( A_{ia} \). For instance, \( A_{\text{English, United States}} \) was
0.821 because the usage share of English in the United States is 82.1%. Using this metric, we constructed the language-to-language socio-economic data, \( Y \), with simple projection \( Y = A^T X A \), where \( Y_{ab} \) means projected socio-economic quantity between languages \( a \) and \( b \).

**Initialization of the genealogy vectors for the model simulation.**

For the pair model study, we initialized vectors as orthogonal to each other. We assigned the dimension of the vectors to be a multiple of the number of artificial user groups. Otherwise, the simulation result was biased toward a set of vectors that were not orthogonal or had more nonzero elements. Accordingly, we set each row with an equal number of equally weighted nonzero values (e.g., 1). From the orthogonal condition, each column had only one nonzero value so that \( \text{Rank}(V) \) was equal to the number of user groups. Then, we normalized each row similar to the empirical genealogy vectors. We simulated the model with 52 language usage groups and using 520 dimensions, resulting genealogy matrix \( V = R^{52 \times 520} \) for the results in the main text.
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S1 Text. Geographic location of a language We determine geographic locations for languages using pageview by country statistics provided by Wikimedia Statistics [https://stats.wikimedia.org/]. Because visitors can be from anywhere in the world, page view data contain visit history from multiple countries. We sought to find the interrelation between geographical distance and knowledge similarity and obtained a single point as follows. First, we used geographic information to determine the centroid of each country. We then conducted geo-location clustering by using a Density-Based Spatial Clustering of Applications with Noise (DBSCAN) method [52] to extract the maximum portion cluster, to obtain the location in which the given language is mostly spoken. For example, as depicted in Fig. S1, there are four clusters: North America (including Canada and the United States), Western Europe (including Great Britain), Oceania (including Australia), and the others (including Philippines and India). Among these clusters, the largest possessed one is North America, with the proportion of 45.22%. We considered the geographic location of a language to be the centroid of the largest posed cluster (e.g. black cross in Fig. S1). We present another example of Spanish in Fig. S2. To confirm the robustness of our finding, we tested the alternative geographic location for a language using language usage statistics provided by Ethnologue [38] and found that there was no significant difference between the choice of centroids (Fig. S3).

S2 Text. Language links between items with many synonyms. Although most interlanguage links in Wikipedia are in a one-to-one relationship, there are few cases with many-to-many or one-to-many relationships in the dataset. As an illustrative example, we present a complex interlanguage relationship in Fig. S4. For such cases, we merged multiple items into a single node using the interlanguage links recursively until there were no more
Figure S1: Geographic location of the English. Four clusters are identified by using the DBSCAN method, and red dots represent countries belonging to the max. portion cluster. The black cross indicates the centroid of English.

Figure S2: Geographic location of the Spanish. Another example. Two clusters are identified by employing the DBSCAN method, and red dots represent countries belonging to the max. portion cluster. The black cross indicates the centroid of Spanish.

synonyms and removed the directionality of language links.

S3 Text. Calculation of subject similarity for many-to-many case. In our main text, we only presented the simplest example to depict the computation of similarity when one subject is solely connected to another subject (one-to-one), whereas many-to-many cases,
Figure S3: Interrelationship of knowledge structures across language groups reveals the effect of socio-economic interactions with language usage data. Compared with Fig. 3, we calculate the centroid of the language group with language usage statistics [38]. The correlation between structural similarity of knowledge and socio-economic factors:

- a. geographical distance for the centroids of language pairs,
- b. Amount of exported goods for language pairs (IMF),
- c. Number of citations in papers for language pairs (SCOPUS),
- d. Number of co-authorships in paper for language pairs (SCOPUS),
- e. Number of the international students for language pairs (OECD), and
- f. Facebook Social Connected Index, the strength of connectedness between areas by represented by Facebook friendship ties, for language pairs.

Similar to the one displayed in Fig S5, exist. In this case, scientific concept $x$ in language edition $a$ is composed of sub-concepts $k_1, k_2, \text{ and } k_3$, and scientific concept $x$ in language edition $b$ is composed of sub-concepts $e_1 \text{ and } e_2$. We first define the similarity of concepts using the fractional calculations as follows:

$$d_{k_1,e_1}^{a\rightarrow b} = d(p_{k_1}^a T_{a\rightarrow b}^{a\rightarrow b}, p_{e_1}^b),$$

(S1)

where $p_{k_1}^a$ is a genealogy vector of subject $k_1$ of language edition $a$ and $p_{e_1}^b$ is a genealogy vector of subject $e_1$ of language edition $b$. Similarly, $T_{a\rightarrow b}$ is translation matrix between
Figure S4: Example of complex interlanguage links in Wikipedia. Each node represents a scientific concept (i.e., article/category), with the color of the node indicating the language edition each document belonged to, and the directed link denotes the existence of an interlanguage link between them.

two different knowledge networks from language link data, while $T_{k_1e_1}^{a\rightarrow b}$ is $\frac{1}{2}$ because $e_1$ and $e_2$ share the interlanguage relationship. Then, we convert distance into similarity and define the subject similarity for many-to-many cases by aggregating the similarities among sub-concepts as follows:

$$s_{k_1\rightarrow e_1}^{a\rightarrow b} = \frac{1}{N \times M} \sum_{i=1}^{N} \sum_{j=1}^{M} s_{k_i\rightarrow e_j}^{a\rightarrow b}$$

where $N$ and $M$ is the number of sub-concepts of $x$ in language edition $a$ and $b$, respectively.

In the Fig S5, $N$ is 3 and $M$ is 2.

Figure S5: Example of complex case of the interlanguage link records Each node represents a scientific concept (i.e., article/category), the color of the node indicates the language edition that each document belongs to, and the directed link denotes the existence of an interlanguage link between them. For such many-to-many cases, we use a fractional sum to calculate the similarity between two languages.
Figure S6: Correlation between the structural similarity of the knowledge and export statistics by their types (goods, services) from UN Comtrade data. a. Physical goods. b. Services without physical goods.
Figure S7: Interrelations between socio-economic proximity A diagonal figure shows a histogram of each proximity, and an off-diagonal figure indicates a scatter plot between proximities. We find that most socio-economic proximities are correlated, to some degree, except the geographical distance.

Table 1: Descriptive statistic of the constructed knowledge network by language

| Code | Name          | Number of Nodes | Number of links |
|------|---------------|-----------------|-----------------|
| af   | Afrikaans     | 79,479          | 242,563         |
| ar   | Arabic        | 1,623,268       | 12,963,779      |
| az   | Azerbaijani   | 193,388         | 858,047         |
| be   | Belarussian   | 225,706         | 947,555         |
| bg   | Bulgarian     | 303,886         | 1,333,211       |
| bn   | Bangla        | 115,403         | 359,456         |
| Code | Language     | Total Users  | Speech Users  |
|------|--------------|--------------|---------------|
| bs   | Bosnian      | 114,643      | 351,321       |
| ca   | Catalan      | 674,575      | 2,089,419     |
| cs   | Czech        | 521,941      | 1,942,054     |
| cy   | Welsh        | 124,742      | 353,852       |
| da   | Danish       | 291,853      | 1,476,579     |
| de   | German       | 2,381,795    | 10,876,767    |
| el   | Greek        | 205,223      | 999,238       |
| en   | English      | 10,682,409   | 60,782,675    |
| es   | Spanish      | 1,709,975    | 6,338,496     |
| et   | Estonian     | 197,503      | 471,143       |
| eu   | Basque       | 354,017      | 796,487       |
| fa   | Persian      | 1,196,211    | 6,552,738     |
| fi   | Finnish      | 491,868      | 1,381,502     |
| fr   | French       | 2,554,249    | 29,807,035    |
| gl   | Galician     | 206,363      | 638,295       |
| he   | Hebrew       | 299,628      | 2,130,917     |
| hi   | Hindi        | 138,195      | 265,514       |
| hu   | Hungarian    | 475,530      | 1,397,811     |
| hr   | Croatian     | 199,983      | 450,381       |
| hy   | Armenian     | 303,787      | 1,446,520     |
| id   | Indonesian   | 597,187      | 3,221,029     |
| it   | Italian      | 1,909,641    | 11,414,158    |
| ja   | Japanese     | 1,361,591    | 7,086,498     |
| ka   | Georgian     | 164,691      | 405,990       |
| kk   | Kazakh       | 226,944      | 718,028       |
| ko   | Korean       | 678,624      | 3,480,057     |
| lt   | Lithuanian   | 210,819      | 462,432       |
| lv   | Latvian      | 112,990      | 390,009       |
| ml   | Malayalam    | 81,660       | 249,272       |
| mr   | Marathi      | 62,800       | 140,629       |
| ms   | Malay        | 333,024      | 1,005,521     |
| nl   | Dutch        | 2,091,930    | 9,296,820     |
| nn   | Norwegian Nynorsk | 201,295 | 690,416 |
| no   | Norwegian    | 678,167      | 4,020,650     |
| pl   | Polish       | 1,416,792    | 4,448,917     |
| pt   | Portuguese   | 1,311,643    | 6,537,942     |
| ro   | Romanian     | 507,569      | 1,742,034     |
| ru   | Russian      | 1,800,296    | 10,236,325    |
| sco  | Scots        | 85,369       | 393,524       |
| sh   | Serbo-croatian | 460,908  | 1,462,880     |
| sk   | Slovak       | 286,875      | 1,004,445     |
| sl   | Slovenian    | 209,773      | 793,713       |
| sr   | Serbian      | 613,879      | 1,608,806     |
| sv   | Swedish      | 4,879,164    | 19,527,411    |
| ta   | Tamil        | 144,399      | 422,522       |
| Code | Language   | Page Views 2021 | Page Views 2020 |
|------|------------|-----------------|-----------------|
| th   | Thai       | 155,711         | 501,649         |
| tl   | Tagalog    | 86,841          | 334,451         |
| tr   | Turkish    | 515,182         | 2,288,882       |
| uk   | Ukrainian  | 1,057,032       | 5,611,258       |
| ur   | Urdu       | 464,973         | 1,616,291       |
| vi   | Vietnamese | 1,416,588       | 4,266,653       |
| zh   | Chinese    | 1,483,081       | 5,370,607       |
| zh_yue | Cantonese  | 77,024          | 222,048         |