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ABSTRACT We introduce the waveform capture device (WCD), a flexible measurement system capable of recording complex digital signals on trillionth-of-a-second (ps) time scales. The WCD is implemented via modular code on an off-the-shelf field-programmable gate-array (FPGA, Intel/Altera Cyclone V), and incorporates both time-to-digital converter (TDC) and digital storage oscilloscope (DSO) functionality. The device captures a waveform by taking snapshots of a signal as it propagates down an ultra-fast transmission line known as a carry chain (CC). It is calibrated via a novel dynamic phase-shifting (DPS) method that requires substantially less data and resources than the state-of-the-art. Using DPS, we find the measurement resolution - or mean propagation delay from one CC element to the next - to be $4.91 \pm 0.04$ ps ($4.54 \pm 0.02$ ps) for a pulse of logic high (low). Similarly, we find the single-shot precision - or mean error on the timing of the waveform - to be $29.52$ ps ($27.14$ ps) for pulses of logic high (low). We verify these findings by reproducing commercial oscilloscope measurements of asynchronous ring-oscillators on FPGAs, finding the mean pulse width to be $0.240 \pm 0.002$ ns per inverter gate. Finally, we present a careful analysis of design constraints, introduce a novel error correction algorithm, and sketch a simple extension to the analog domain. We also provide the Verilog code instantiating the our design on an FPGA in an Appendix, and make our methods available as an open-source Python library at https://github.com/Noeloikeau/fpyga.
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I. INTRODUCTION

MEASURING time-dependent digital waveforms with accuracy and precision is crucial in many fields of science and engineering, with applications ranging from wireless communication systems and GPS to medical imaging and PET scans [1], [2]. Depending on the use-case, two technologies are routinely employed: time-to-digital converters (TDCs) [3], and digital storage oscilloscopes (DSOs) [4]. DSOs measure the history of a signal as it varies over time (its waveform), with analog-input (AI-DSO) and digital-input (DI-DSO) commonly available. TDCs measure the time interval between digital events, akin to a stopwatch. Historically, the two technologies have been composed of different application-specific integrated-circuits (ASICs).

Recently however, field-programmable gate arrays (FPGAs) have become an attractive alternative to ASICs for many applications. FPGAs can act as a ‘one-size fits all’ solution due to their ability to implement nearly any circuit by reconfiguring their hardware using only code and software.

Software-defined DI-DSOs based on standard FPGA logic elements are usually found in modern FPGA electronic design suites for debugging user-defined circuits. The sample rate of these tools is usually limited to the range of 200-300 MSamples/s because of the difficulties of registering the digital signal at a specific location in the circuit and storing the value in memory.

On the other hand, FPGA-based TDCs have flourished in recent years using existing FPGA resources in a non-standard configuration. One approach is to use the carry-chain (CC) elements built into each logic element to realize a high-speed transmission line for a digital signal. Here, it is assumed that the pulse width is longer than the transmission line delay time and the goal is to register the edge of the pulse. The CC elements have been especially designed for high-speed
operation of on-chip adders, and a digital signal can be passed from one CC element to the next on the picosecond time scale. Each CC element has an associated register, which can be triggered by a global clock signal to freeze the digital waveform contained in the transmission line. The digital output of the TDC is a word that encodes the time difference between the edge and the reference clock.

Using this approach, TDCs have been realized with few ps resolution [3] – [7]. However, calibrating the FPGA-TDCs is challenging because it is difficult to generate ps-scale signals on the chip. Also, signal distortions have to be corrected that arise from small timing variations of the signal from the carry-chain to the register, and from digital pulse contraction or expansion due to differences in the propagation speed of rising or falling edges along the transmission line [6].

FPGA-TDCs have accounted for their shortcomings with a variety of calibration procedures, the goal of which is to obtain accurate and precise measurements from raw data (i.e., data that has not been post-processed). In the case of a TDC, the goal is to obtain a linear relation between the timing between an edge of an input digital signal and a reference clock edge. Many calibration methods have been proposed, such as statistical code density testing [3], wave-union [9], direct-to-histogram [10], multi-phase sampling [11], variable clock generation [12]–[14], and dynamic reconfiguration [15], [16].

Many of these calibration techniques require complex circuit architectures, high logic utilization, and large data sets. This is due to the aforementioned difficulty in generating ps-scale time intervals on FPGAs, which translates into a lack of control over the calibration signal, its time of application, or the measurement time. Clever solutions to this problem have been devised, such as the statistical code density test [3], which uses signals that are randomly distributed with respect to the reference clock. This method generates a uniform sampling of time intervals, but requires a large amount of data to obtain statistically relevant results. For these reasons, the calibration of an FPGA-TDC is often the most challenging and tedious part of the design. The result of the calibration process is a compressed, corrected, or otherwise encoded signal using auxiliary circuits such as edge detectors, thermometer-to-binary encoders, and bubble-error correctors [3], [17], [18].

The design of our waveform capture device (WCD) is similar to these FPGA-TDC designs, but it uses long CCs to capture a digital waveform without encoding it. As a result, we are able to directly measure the dynamics of arbitrary digital signals - not just timestamp pulse edges - with little overhead. We demonstrate both TDC and DI-DSO capabilities with precise measurements of complex GHz frequency waveforms entirely within an FPGA.

We calibrate our device using a novel method we refer to as dynamic phase-calibration (DPC). The method is applicable to FPGA-TDCs starting with the Cyclone V and Xilinx 7 families of FPGAs, with continued support for the most recent chip families. DPC relies on a technology known as dynamic phase-shifting (DPS) [19], [20], which functions by adjusting the phase of a stable on-board clock known as a phase-lock loop (PLL). DPS reliably generates precise ps-scale time-intervals without re-configuring the FPGA. As a result, many of the former difficulties and complications associated with TDC calibration are eliminated.

As with any temporal measurement system, we are limited by the precision and accuracy of the reference clock used to trigger the waveform capture registers. Here, we use the DE10-Nano-SoC demonstration board manufactured by Terasic, which has a Siliconx phase locked loop model # Si5350C driven by a 27-MHz crystal oscillator. The Siliconx device has a typical period and cycle-to-cycle jitter of 40 ps and 50 ps, respectively, over 10,000 oscillations [21]. As we show, this jitter is the primary source of error in our measurement system, however the oscillator can easily be replaced by a higher-stability device as needed.

Our unique contributions are as follows:

- We introduce a novel FPGA-based measurement system using CCs that is capable of directly capturing digital waveforms on ps time-intervals, incorporating the core functionality of DI-DSOs and TDCs while using a simpler architecture.
- We introduce a novel calibration method using dynamic phase-shifting that is applicable to current DI-DSOs and TDCs on FPGAs, replacing the large logic overhead and data requirements of the state-of-the-art with a straightforward velocity calculation.
- We validate these claims through several case studies on PLLs and ring-oscillators, finding agreement with previous studies. We go on to report measurements of FPGA logic with unparalleled precision, study complex digital waveforms, and identify novel error correction techniques to reduce signal distortions in CCs on the Cyclone V.

The paper is organized as follows. In Sec. II we describe the design and implementation of the WCD. In Sec. III we examine the raw data and perform calibrations and error correction. In Sec. IV we validate the design using Ring Oscillators as a case-study. We conclude in V with a discussion and future work.

All experiments are performed on DE10-Nano SOCs hosting Cyclone V 5CSEBA6U2317 FPGAs. Data is collected over the JTAG interface using the open-source ‘fpyga’ Python package maintained by the primary author at [https://github.com/Noeloikeau/fpyga](https://github.com/Noeloikeau/fpyga), which also interfaces with the Quartus CAD software to implement all location and timing constraints. Our design uses low-level control over the FPGA primitives. These are poorly documented [22]; as such, we provide the Verilog code instantiating our design in the Appendix.

II. WCD DESIGN AND OPERATION

In this section, we begin by summarizing the working principles and overall design of the WCD before presenting a careful analysis of the design constraints and implementation
in the following subsection. In short, the WCD is a digital buffer that continuously measures the history of an input signal, and DPC is a velocity calculation that measures the distance travelled down this buffer after a phase-shift.

The core component of the WCD is a tapped delay line (TDL), described in Fig. 1. The TDL is composed of a CC used to buffer an input signal and registers used to capture its waveform on the edge of a clock. The CC is composed of a chain of \( K \) carry-elements (CEs) that pass the signal to the next CE after some time-delay \( \tau_k \). Each CE is composed of a redundant logic element such as an adder with fixed inputs whose sole purpose is to route the input signal down the special high-speed transmission lines that FPGAs reserve for carry operations. As in Fig. 1(b), the signal also passes from each carry to a corresponding register. Each register stores the signal at that point in the chain as a bit \( x_k \) when a global clock \( C \) goes high, effectively capturing the waveform.

![FIGURE 1. Primary building-blocks of the WCD. (a): Tapped Delay Line (TDL) composed of multiple registers and (b): Carry Elements (CEs). Note: the CE is not truly an adder, see the Appendix.](image)

The concatenation of the register outputs forms a \( K \)-bit digital word \( X = \{ x_1, \ldots, x_K \} \in \{ 0, 1 \}^K \) directly encoding the captured waveform. Suppose each of the \( K \) carries acts as a nominal time-delay \( \tau \). It takes \( K \tau \) time for \( S \) to travel down the CC. Further suppose that the clock \( C \) triggers all registers in the TDL simultaneously at time \( t \). The TDL captures \( S \) backward in time from \( t \) in \( K \) increments of time \( \tau \). Hence, the principle of waveform capture is

\[
X(t) = \theta(\{ S(t-\tau), \ldots, S(t-K\tau) \}),
\]

where \( \theta : [S_{min}, S_{max}]^K \rightarrow \{ 0, 1 \}^K \) is an element-wise Booleanization operation representing the digitization of the signal performed by the registers.

Figure 2 shows the WCD and DPS-calibration block diagram. The DPS-PLL (dynamic phase-shifting phase-lock loop), RAM, and TDL are governed by control logic, and the entire WCD is clocked continuously by a 200 MHz PLL output \( C \). When not calibrating, the WCD captures the last \( K\tau = (1300)(\approx 5 \text{ps}) = 6.5 \text{ ns} \) of the waveform of \( S \) every \( T = 5 \text{ ns} \) on the positive edge of \( C \). This provides redundancy and ensures no portion of the waveform is lost.

![FIGURE 2. WCD block diagram.](image)

The data is then pushed to RAM as a \( K = 1300 \) bit digital word on the negative edge of \( C \), chosen to avoid read/write conflicts with the TDL. This repeats until 512 periods or 2.56 \( \mu \text{s} \) have passed (unless otherwise stated), and the data is transferred onto a computer. We stress that there is no dead-time on the WCD when not calibrating, and the device acts as a DI-DSO / TDC hybrid.

When calibrating, the signal \( S \) is switched by the control logic to a second PLL output whose frequency is a ratio of 200 MHz. \( S \) is then shifted in phase relative to \( C \) in increments \( \Delta t = 78 \text{ ps} \) by engaging the phase-shifting ports. When the DPS operation finishes after a minimum of two 50 MHz cycles of the external oscillator, the memory address is updated, the write enable signal is sent by the control logic to the RAM, and the TDL captures \( S \) on the rising edge of \( C \). The net phase shift on the signal at this time is \( n\Delta t \), where \( n \) is the memory address at which \( X \) is stored on the negative edge of \( C \). The process repeats until 512 increments have occurred, corresponding to a phase-shift of \( 4\tau \), and the difference in carry positions of the edge of the signal at each phase-shift are used to calibrate the device.

### A. CONSTRAINTS AND IMPLEMENTATION

The WCD is fundamentally limited by the mean carry time \( \tau \). This is the smallest time-interval between which the signal is registered, and is often referred to as the resolution \( [23] \). As we show, this value is approximately \( \tau \approx 5 \text{ ps} \) for the Cyclone V architecture. The resulting design space is then constrained by the length of the carry chain \( K \) and the period of the capture clock \( T \).

For the WCD to continuously measure \( S \), the time required for the signal to travel down the chain \( K\tau \) must be greater than or equal to the time between captures \( T \). Otherwise, portions of the waveform are lost in between clock intervals. Hence, we require

\[
K\tau \geq T.
\]
Further constraints on $K$ arise due to the device-dependent properties of the FPGA architecture. For the Cyclone V DE10 Nano, the maximum CC length is $K = 1740$, which spans the height of the chip. Because the carry must enter from the top of the chain, this sets the maximum possible buffer time $K\tau$. As we show below, there also exist variations in the rise and fall times of the carry elements $\tau_{\text{rise}} > \tau_{\text{fall}}$. Consequently, a pulse traveling down the chain experiences contraction due to the falling edge (tail) catching up to the rising edge (head) of the pulse. This further limits $K$ according to the tolerable level of pulse-shortening. That is, if the minimum time between pulses to be resolved is $T_{\text{min}}$, then $K(\tau_{\text{rise}} - \tau_{\text{fall}}) < T_{\text{min}}$. In practice we find $K \leq 1500$ prevents total degradation of sub-nanosecond pulses.

There are also limitations on the signal $S$ entering the TDL via the internal FPGA routing. If $S$ is generated external to the FPGA, it must first pass from a pin to an I/O buffer. Further, $S$ must enter the TDL through an initial copy-gate before being carried to the CC, as it cannot be fed directly into a carry port. Most importantly, the path the signal takes through the CC must be set as a false path in the timing analyzer. This is because the travel time through the CC imposes false timing constraints that cannot be met by the compiler and must be ignored to avoid critical timing failures.

Timing constraints are primarily the skew - or difference in travel time of the clock signal - to each register, as well as the travel time required for the data to be transferred from the TDL to RAM. These are minimized by routing the on-chip PLL governing waveform capture through a global clock fabric minimizing the skew, as well as placing the RAM and TDL directly adjacent to each-other as shown in Fig. 3. We find that these techniques allow for continuously registering the CC without dead-time up to a 200 MHz PLL output, yielding a time between captures of $T = 5$ ns. This strikes a balance between the nominal minimum period $T = 1.43$ ns derived from the maximum frequency of 700 MHz for Cyclone V PLLs, and the approximate maximum buffer time of 7.5 ns due to a $K = 1500$ CC.

DPS calibration is limited by the minimum possible dynamic phase shift $\Delta t = 78$ ps for a Cyclone V, given by $1/8$ the maximum frequency of 1600 MHz for the voltage controlled oscillator (VCO) governing the PLL. This phase-shift must be minimized to maximally populate the number of edge positions recorded at each carry during calibration. Dead-time arises due to the process of engaging the auxiliary ports on the PLL enabling DPS. The first two ports need only be set once, and specify the desired PLL output to phase-shift and the direction to phase-shift; in this study these are set to static values so as to shift the calibration signal in the positive direction. However, to begin DPS, the last port must be asserted logic high for two clock cycles of the external 50 MHz free-running external crystal oscillator onto which the PLL locks. This process unlocks the PLL to the reference oscillator and the re-locking procedure is asynchronous and device-dependent; in practice, we find it ranges from the minimum of two clock cycles to several dozen depending on the FPGA and operating conditions. For further details on engaging DPS in the Cyclone V and Xilinx 7, consult Ref. [19] and [20], respectively.

Finally, the uncertainty on the timing of the waveform is limited by the relative timing errors on the two outputs of the PLL, and by the jitter of the Siliconix crystal oscillator that drives them. The Cyclone V reference manual lists the maximum jitter on the PLL over 15 standard deviations as 300 ps and on the phase shift as 50 ps [19], though these values are highly conservative. As we show in the next section, the actual timing error - quantified by the single-shot precision, or the root-mean-square timing error over the full CC [23] - is essentially equal to the nominal 30 ps jitter on the crystal oscillator. As a result, we identify this jitter on the crystal oscillator as the largest source of error in the WCD after all other design constraints have been accounted for. Therefore, future WCD designs can obtain a greater precision by using a higher quality crystal oscillator with lower jitter.
III. CALIBRATION

In this section, we begin by examining the features of the DPS-calibration data in Fig. 4. We go on to describe the results and technique of the calibration in Fig. 5. Finally, we introduce a novel error-correction algorithm in Fig. 6.

Figure 4(a) and (c) show datasets obtained from dynamic phase-shifted calibration measurements of two different PLL outputs with different frequencies. Horizontal slices correspond to registered states of the chain $X$ after the phase-shift indicated on the vertical direction. Yellow pixels are positions in the CC where the register latched 1, and dark purple 0. Note the unprecedented nature of the data: we capture waveforms at $10^{-12}$ s intervals without error correction or post-processing (‘raw data’), from which individual features can readily be examined as in (b).

Shown in Fig. 4(a) are 2.5 ns wide pulses generated every 10 ns by a 100 MHz, 25% duty-cycle PLL output. Every integer multiple of $2\pi$, these pulses align with the rising edge of the 200 MHz capture clock. Hence, as the phase is incremented by $\Delta t = 78$ ps down the vertical, the pulses progress horizontally down the chain. The duty cycle is such that a single pulse exists within the carry chain at any given time. This simplifies the calculation of the speed of the rising and falling edges, for which a unique pair of tuples (phase shift, edge carry index) can be obtained from each horizontal slice. From this data, we calculate the speed of the edges and obtain a transfer function $t(x)$, which maps every carry position to a time interval relative to the capture event.

Shown in Fig. 4(c) are 0.83 ns pulses occurring every 1.67 ns arising from a 600 MHz, 50% duty-cycle PLL output. This frequency and duty cycle ensures that multiple pulses exist within the CC at any given time, which simplifies a calculation of the rate at which pulse widths shrink as a function of the position of their falling edge. This phenomenon, known as pulse shrinking, arises due to difference between the speed of the rising and falling edges, and can be seen by observing the pulse widths decrease within a single horizontal slice of (c). For this analysis, we use $\Delta t = 104$ ps due to limitations generating incommensurate PLL outputs at high frequencies.

As can be seen in Fig. 4(b), the signal expands as it enters the chain. This is analogous to the change in propagation speed of a wave at the boundary between two media: the first element in the CC is a copy gate, which takes much longer to operate than the subsequent carry elements. This means that the largest differential nonlinearity, or deviation from a constant speed, occurs at the start of the chain. Additionally, bubble errors, which are due to jitter in the arrival of the clock signal at the registers ($i.e$, not all registers latching simultaneously), are clearly visible. These non-idealities - pulse-shrinking, bubble errors, and differential nonlinearities - induce signal distortions.

However, we find that the signal remains faithfully represented even in the presence of these distortions. By way of explanation, we highlight several checks, some of which can be seen from Fig. 4. The first such check is to note that the nominal 2.5 ns width of the pulses in (a) are accurately represented along the vertical, demonstrating the stability of the phase-shift. This is also demonstrated by noting that the nominal 10 ns between pulses are clearly visible. Another check (not shown here) is to feed in a signal of constant logic high and ensure that the data are all 1’s. This ensures the stability of the registers at the capture frequency.

We find that the rising and falling edges exhibit a highly linear relationship between edge position and phase shift so that carry rise and fall times can be calculated from a linear fit to the data. This is shown by the black dotted lines in Fig. 5(a), in which we extract the (phase shift $n\Delta t$, edge carry index $x_i$) tuples from data of the kind in Fig. 4(a) for the rising (red) and falling (blue) edges. This data is binned over eight TDL locations and three FPGAs, from which we obtain a distribution of carry indices at each phase shift, having standard deviations $\delta x_i \sim 10$ carries (shown but not visible). These data with errors are fit to straight lines, the reciprocal of which yield the quoted carry times for MLABs $\tau_{rise} = 4.91 \pm 0.04$ ps and $\tau_{fall} = 4.54 \pm 0.02$ ps. For LABs (not shown) we find $6.35 \pm 0.15$ ps, $5.60 \pm 0.12$ ps.

![Figure 4](image_url) Raw data captured by the WCD from measurements of phase-shifted PLL outputs used for calibration. (a): 2.5 ns pulses, 78 ps / phase shift. (b): Zoom of green region in (a). (c): 0.83 ns pulses, 104 ps / phase shift.
The data in Fig. 5(a) can be transposed in order to obtain a mapping from carry index \( x \) to time interval \( t(x) \), realizing full TDC functionality. In the TDC literature, a single TDL would be referred to as a channel and calibrated individually. This is shown in Fig. 5(b). The uncertainty in the timing \( \delta t \) at carry index \( x \) is given by the local slope of the mapping \( t(x) \) multiplied by the uncertainty in the edge carry index at that time, i.e., \( \delta t(x) = t'(x) \delta x \), where \( t' \) is the derivative of \( t(x) \).

The quoted uncertainties \( \langle \delta t \rangle \sim 30 \text{ ps} \) are the RMS errors (single-shot precision) for each edge over the full dynamic range \((K \tau)\). They are of the same magnitude as the jitter of the crystal oscillator [21], suggesting the primary source of error is this jitter.

The differences between rise time and fall time cause pulse shrinking, which we calculate explicitly in Fig. 5(c) from the data shown in 4(c). We define a pulse width as the length of any observed number of contiguous 1’s. This definition means that bubble errors dominate the distribution and interrupt ‘real’ pulses. This is therefore a simple approximation, and we filter widths below 15 carries to exclude these bubbles. We bin these widths as a function of the position of their falling edge, and show the distributions as violin plots in red (only every 25th plot is shown for clarity). The resulting data is then fit to the dotted line, the absolute value of the slope being the quoted contraction. Finally, we observe no ‘ultra-wide’ bins [8] that have been observed in older FPGA process technologies - with the potential exception of the middle of the chain, which may be due to crossing clock-domains.

The fractional difference in rise and fall times is \( 1 - 4.91/4.54 \approx 8\% \), consistent with the 11\% fractional rate of contraction obtained from this basic analysis (for LABs we find closer to 20\%). This means that the rate of pulse-shrinking is essentially linear. As a consequence, this type of signal distortion can be inverted with a simple error correction algorithm, such as dilating the pulses according to the observed rate of contraction. We examine such an algorithm in the remainder of this section.

Figure 6 shows the result of applying error correction to a single state of the CC from Fig. 4(c). The algorithm fills in all bubble errors and reverses the effects of pulse contraction in software. We note that the copy element at the start of the CC acts as a low-pass filter that limits the switching time to \( \sim 50 \text{ ps} \); thus we isolate all contiguous regions of zeros of width greater than 15 carries and obtain the indices of these regions. For example, in the raw data shown in Fig. 6, the last such set of zeros is from carry 1033 to 1249. Next, we reverse pulse shortening by reducing the right endpoint of each empty region by a multiplicative factor - 0.95 in the image above (e.g., 1249 \( \rightarrow \lfloor 0.95 \times 1249 \rfloor \)). Finally, we reverse bubble errors by filling in all points which do not lie in these regions with logic high.
IV. CASE STUDY: ASYNCHRONOUS RING-OSCILLATOR

Here we briefly demonstrate the DSO capability of the WCD by continuously measuring an asynchronous (unlocked) system of logic gates known as a ring oscillator (RO). ROs are ubiquitous in hardware design and are a natural case study for the WCD. As we will show, our results match those from the literature and allow for precision study of FPGA logic with applications in, e.g., novel attacks on FPGA-based cryptographic primitives.

ROs consist of inverter gates (or nodes) arranged in a unidirectional circle. Each node inverts the state of the previous node in the ring. When the logic gates are in a steady-state, pulses of logic-high travel synchronously around the ring \([24]\). However, when the states are unsteady, such as in an unlocked system, inversions occur as quickly as the hardware allows. These asynchronous dynamics exhibit truly analog behavior due to collisions between electronic pulses generating intermediary logic values. In these cases, the dynamics of the ring are highly complex and exhibit multimescale transients \([25]\).

We capture these dynamics in Fig. 7. Shown in (a),(b),(c) are the continuously captured states of each individual node in a 3-node RO on a single FPGA. The transient and steady behavior discussed above is shown in (d) and (e). The initial state of the RO is set with a multiplexer to the unstable (0,0,0) state before being released and allowed to evolve in time asynchronously. We capture each node every \(T = 5\) ns, and evaluate the transfer function to truncate the TDL after \(T = 5\) ns (corresponding to \(K = 940\)) so that we can concatenate the images into a continuous time-series as in (d) and (e).

The observations of these transients reproduce those reported in Ref. \([25]\), which used a commercial DSO to study the dynamics of a 3-node RO on a Cyclone IV FPGA that were routed off-chip. The steady behavior of (e) matches the theoretical expectations from \([24]\). Moreover, we find that the mean pulse width is \(0.240 \pm 0.002\) ns per inverter gate (see Appendix for method). This is similar to the Cyclone IV 3-node RO inverter gate timescale of \(0.28 \pm 0.01\) ns obtained by \([26]\) using a commercial DSO. These results confirm the DSO capability of the WCD, as it is expected that the Cyclone V architecture used here has a faster operation time.

As future research, we will perform similar measurements to directly study the properties of other internal FPGA circuitry such as routing delays, PLL jitter, and the rise and fall time of individual logic elements. Such measurements have important consequences for FPGA-based cryptographic primitives such as those described in Ref. \([27]\), which rely on obfuscation of these properties. As such, the WCD may open new attacks on these security architectures.
V. CONCLUSION

In summary, we use carry chains and phase-lock loops for the direct capture of digital waveforms and for calibration using dynamic phase-shifting. In doing so, we construct the first ps-scale-resolution FPGA-based measurement system with hybrid digital storage oscilloscope and time-to-digital converter functionality. As a result, the WCD finds application in any scenario where high-precision, ultra-fast measurements are required and a low-cost, off-the-shelf solution is desirable.

There are several advantages to WCD design and DPC. First, both are straightforward: fundamentally the WCD is a buffer, and DPC is a velocity calculation that requires only a single memory read-out. These concepts are easily accessible and, when implemented with the proposed architecture, yield raw-data that is both interpretable and precise. As a result, the WCD is natural for FPGA applications, which aim for ease-of-use.

In contrast, consider the calibrations and requirements of other TDC architectures: bin-realignment, statistical tests, coding-decoding, sorting algorithms, individual carry calibrations, etc. [8, 9–11, 17, 28–30]. In Ref. [5], for example (a Cyclone V FPGA TDC), the raw data are randomly distributed and indiscernible - requiring an external hard-processor to implement a sorting algorithm on the encoded distribution of hundreds of randomly aligned clocks.

Second, the WCD design is flexible. Here we report only the novel, minimum number of components. However, an integrated system can easily use the WCD and leverage relevant architectures from DSOs and TDCs for the desired performance or error correction, such as bubble error correction [18] or a hardware extension of the run-length encoding error correction algorithm developed here.

The flexibility of the design immediately presents several extensions of the WCD. For example, the sampling rate and resource count can be improved by using two registers per carry. DPS can be used to delay the measurement clock and incrementally capture repeated signals in Δt intervals. Data transfer off the board can be streamlined using the hard-processor rather than the JTAG interface.

Finally, we stress that analog waveform capture is also possible. Each TDL acts as a 1-bit ADC or comparator as described by \( \theta \) in Eq. [1]. Similar to a flash-ADC, the domain of the input waveform \([V_{\min}, V_{\max}]\) can be partitioned into a series of subsets ranging over the amplitude of the signal \([V_{\min}, V_1], [V_1, V_2], \ldots, [V_M, V_{\max}]\) using external comparators having thresholds corresponding to each sub-interval. The output of each comparator can then be passed into a corresponding TDL. Each of the TDLs would thus trace the associated portion of the analog signal within that sub-domain. The continuous approximation of the amplitude of the waveform could then be recovered from each of the TDLs, yielding an analog WCD. This is the subject of future work.

APPENDIX.

A. LOW-LEVEL PRIMITIVES ON CYCLONE V

The Verilog code used to instantiate our design is listed below and the result of its compilation using the Quartus CAD software is shown in Fig. 8. In a Cyclone V FPGA, the TDLs are instantiated using the low-level Altera Cyclone V primitives [22]. Two of these primitives fit in each cell of a logic-array block (LAB) or memory logic-array block (MLAB). Each cell contains several look-up-tables (LUTs: F0, F1, F2, F3), multiplexers (MUXs), and registers (REGs). A hash specifies the the logic function implemented by manipulating the LUTs, which cause the MPXs to route the input carry CIN through an adder. The adder simply passes the signal to the next MLABCELL and a register. The routing on the register ports are then controlled explicitly and the placement of all logic in each MLAB is set using location constraints. This is accomplished via Tcl commands such as "set_location_assignment MLABCELL_X25_Y70_N0 - to name." LABs follow a similar procedure.

For our ring oscillator experiment, we place the RO compactly within a single MLAB, and use nearby MLABs to create TDLs for each of the three nodes. To determine the pulse width per inverter gate, we instantiate an \( N = 19 \) node RO initialized to the stable state in which the first node is 1 and the rest are 0, and tap only the first node with a CC. We bin the distribution of pulse widths after filtering pulses of width below 15 carries to remove bubbles as in our analysis of pulse shrinking. We calculate the average width and standard deviation, and multiply by the carry time and propagate the error. Finally, we divide the result by \( N = 19 \), as it is well-known that the width of a pulse in an \( N \)-node ring oscillator is \( N \) times the node timescale.
Altera Cyclone V low-level primitive implementation of Fig. 1, showing a typical carry element in a MLABCELL and associated register. Not shown: a special first MLABCELL, occurring at the top of the MLAB block, routes the input signal through a copy element, where it is carried down the chain. Subsequent LEs use a LUT mask of all 0s to eliminate redundant logic and explicitly carry the signal.

```verilog
.data ( carryin ),
.cout ( c_internal[0] ),
); // internal wire for sum outs
wire [N-1:0] s; // and rest with loop
genvar i;
generate
for (i=1; i<N+1; i=i+1) begin : gen
primitive_carry mycarry ( 
.a(a[i-1]),
.b(b[i-1]),
.cin(c_internal[i-1]), // first carry feeds in,
.shared (s[i-1]),
.s(sumout),
);
primitive_ff myff ( 
.s(s[i-1]),
.clk(clk),
.q(regout[i-1]),
.clr(clear),
.ena(enable) );
end generate
assign carryout=c_internal[N];
endmodule

// This is the first input copy gate, as you cannot feed to carry port directly
module primitive_carry_in ( 
.input wire datac ,
.output wire cout );
localparam dt = "off";
cyclonev_lcell_comb #( 
.dont_touch( dt )
)

// This LUT mask passes the datac port to cout
defparam mycarryin.lut_mask=64'h000000000F0F0F0F;
/* the mask works by concatenating the LUTs of the MPXs f0,f1,f2,f3, e.g. 
localparam [63:0] mask;
mask[15:0]=f0;
mask[16:31]=f1;
mask[32:47]=f2;
mask[48:63]=f3;
*/
endmodule

// This is the basic carry building block; the selection of ports here matches Fig. 1
module primitive_carry ( 
.input wire a ,
.input wire b ,
.input wire cin ,
.output wire cout ,
.output wire s );
localparam dt = "off";
cyclonev_lcell_comb #( 
.dont_touch( dt )
)
```
module mycarry (  
    .dataa ( ),  
    .datab ( ),  
    .datac ( ),  
    .data ( ),  
    .datae ( ),  
    .dataf ( ),  
    .cin (cin),  
    .sharecin ( ),  
    .combout ( ),  
    .sumout (s),  
    .cout (cout)  
) ;

// This is the basic register primitive in Fig. 1
module primitive_ff (  
    .input wire clk,  
    .input wire clrn,  
    .input wire ena,  
    .output wire q  
) ;

cyclonev_ff myff (  
    .d(s),  
    .clk(clk),  
    .clrn(),  
    .alod(),  
    . sclr(clr),  
    .sload(),  
    .asdata(),  
    .ena(ena),  
    .devclrn(),  
    .devpor(),  
    .q(q)  
) ;

endmodule

endmodule
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