Static critical behavior of the $q$–states Potts model: High-resolution entropic study
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Here we report a precise computer simulation study of the static critical properties of the two-dimensional $q$-states Potts model using very accurate data obtained from a modified Wang-Landau (WL) scheme proposed by Caparica and Cunha-Netto [Phys. Rev. E 85, 046702 (2012)]. This algorithm is an extension of the conventional WL sampling, but the authors changed the criterion to update the density of states during the random walk and established a new procedure to windup the simulation run. These few changes have allowed a more precise microcanonical averaging which is essential to a reliable finite-size scaling analysis. In this work we used this new technique to determine the static critical exponents $\beta$, $\gamma$, and $\nu$, in an unambiguous fashion. The static critical exponents were determined as $\beta = 0.10807(28)$, $\gamma = 1.44716(72)$, and $\nu = 0.818892(58)$, for the $q = 3$ case, and $\beta = 0.09123(48)$, $\gamma = 1.2855(13)$, and $\nu = 0.70640(10)$, for the $q = 4$ Potts model. A comparison of the present results with conjectured values and with those obtained from other well established approaches strengthens this new way of performing WL simulations.

I. INTRODUCTION

Monte Carlo (MC) simulations are ubiquitous in the field of phase transitions and critical phenomena. Since the historical work of Metropolis et al.[1, 2], the most outstanding task in this context is the pursuit of new and more efficient algorithms to overcome long time scale problems. Since there are few problems in the field of interacting systems for which one can find an exact solution, MC simulations became an indispensable tool. This is due to the massively increasing in computational power and further due to the development of more efficient algorithms. More recently, such development focused on the extended ensemble method, where one uses an ensemble different from the ordinary canonical with a fixed temperature, as in the original Metropolis algorithm. To name a fill examples we have the multicanonical method[4], and the exchange Monte Carlo method (parallel tempering)[5]. Particularly, during the last two decades, a multicanonical MC algorithm known as Wang-Landau sampling[6], has been at the forefront of interest[7] and has proven to be a very powerful numerical procedure for the study phase transitions and critical phenomena[8, 10].

The original idea of the WL algorithm is to measure an a priori unknown density of states of a given system iteratively by performing a random walk in energy space and sampling configurations with probability proportional to the reciprocal of the density of states, resulting in a “flat” histogram. Despite being a well-established numerical procedure, it is clear that some improvements on the algorithm are indeed necessary to overcome some limitations during the simulation run. The method itself was subject to several studies and various improvements to it have been proposed[11–13]. By its turn, the MC algorithm used in this work is an extension of the conventional WL where some few changes produce more reliable and precise results.

Considering the aforementioned comments, the purpose of this paper is twofold. First, to present a numerically simple and accurate procedure to halting a regular WL simulation run. This is accomplished with a method proposed in Refs. [16, 17]. Second, to apply this technique to the square two-dimensional $q$-state Potts model and compute the static critical exponents for $q = 3$ and $4$ states, showing that this method is also a helpful tool to address the achievement of critical exponents, a possibility barely explored in the literature, the exception being the important works of Malakis et al.[20, 23]. In the following we will make use of a combination between finite-size scaling theory and cumulant methods to locate and evaluate the extrema of various thermodynamic quantities and estimate the static critical exponents.

The outline of this paper is as follows: In section II we define the model. In section III we define the simulation procedure. In section IV we describe the finite-size scaling analysis. The results are discussed in section V. Section VI is devoted to the summary and concluding remarks.

II. $q$–STATES POTTS MODEL

The Potts model, proposed by Potts in the early 50’s, has stood at the forefront of research in statistical mechanics since its formulation. It is an extension of the two states Ising model to $q > 2$ states. In this model, each lattice site is attached by the spin variable $\sigma_i$ (defined on each site $i$) which takes on integer values $1, \ldots, q$. Adjacent sites have an attractive interaction energy $-J$...
wherever they are equal or 0 otherwise. The Hamiltonian of the q-states ferromagnetic model \((J > 0)\) can be written as

\[
\mathcal{H} = -J \sum_{<i,j>} \delta_{\sigma_i,\sigma_j},
\]

where \(\delta\) is the Kronecker \(\delta\)-symbol, and the sum runs over all nearest neighbors of \(\sigma_i\). In the low temperature regime the system is ordered, becoming disordered as \(T\) increases. In 2D, for \(q \leq 4\) the phase transition is of second-order and discontinuous if \(q \geq 5\). A proper order parameter \(\phi\) is

\[
\phi = \frac{q(N_{\text{max}}/N) - 1}{q - 1},
\]

where \(N_{\text{max}}\) is the “volume” occupied by the spins of the state \(q\) of largest population and \(N = L^2\).

### III. ENTROPIC SIMULATIONS

The Wang-Landau method\([6]\) is based on the fact that if one performs a random walk in energy space with a probability proportional to the reciprocal of the density of states, a flat histogram is generated for the energy distribution. Since the density of states produces huge numbers, instead of estimating \(g(E)\), the simulation is performed for \(S(E) \equiv \ln g(E)\). At the beginning we set \(S(E) = 0\) for all energy levels. The random walk in the energy space runs through all energy levels from \(E_{\text{min}}\) to \(E_{\text{max}}\) with a probability \(p(E \rightarrow E') = \min(\exp(S(E) - S(E')), 1)\), where \(E\) and \(E'\) are the energies of the current and the new possible configurations, respectively. Whenever a configuration is accepted we update \(H(E') \rightarrow H(E') + 1\) and \(S(E') \rightarrow S(E') + F_i\), where \(F_i = \ln f_i\), \(f_0 \equiv e = 2.71828\ldots\) and \(f_{i+1} = \sqrt{f_i}\) (\(f_i\) is the so-called modification factor). The flatness of the histogram is checked after a number of Monte Carlo steps and usually the histogram is considered flat, whenever the histogram is checked for flatness. When the histogram is considered flat, we save the value of the temperature of the peak of the specific heat \(T_c\) whenever the histogram is checked for flatness. The Wang-Landau simulation is not very useful because the error saturates. They demonstrated in detail that in general no single simulation run converges to the true value, but to a particular value of a Gaussian distribution of results around the correct value. The saturation of the error coincides with the convergence to this value. Continuing the simulations beyond this limit leads to irrelevant variations in the canonical averages of all thermodynamic variables. Ref. \([17]\) proposes a criterion for halting the simulations. Applying WLS to a given model, beginning from \(f_0\), we calculate the temperature of the peak of the specific heat defined in Eq. \((3)\) using the current \(g(E)\) and from this time forth this mean value is updated whenever the histogram is checked for flatness. When the histogram is considered flat, we save the value of the temperature of the peak of the specific heat \(T_c\).

\[
\varepsilon = |T_c(t) - T_c(0)|.
\]

If the number of MCS before verifying the histogram for flatness is chosen not too large, say 10,000, then during the simulations with the same modification factor the checking parameter \(\varepsilon\) is calculated many times. If \(\varepsilon\) remains less than \(10^{-4}\) until the histogram meets the flatness criterion for this WL level, then we save the density of states and the microcanonical averages and stop the simulations. When one adopts this criterion for halting the simulations, different runs stop at different final modification factors.

Having in hand the density of states, one can calculate the canonical average of any thermodynamic variable \(X\) as

\[
\langle X \rangle_T = \frac{\sum_E \langle X \rangle_E g(E) e^{-\beta E}}{\sum_E g(E) e^{-\beta E}},
\]

where \(\langle X \rangle_E\) is the microcanonical average accumulated during the simulations and \(\beta = 1/k_B T\), where \(T\) is the absolute temperature measured in units of \(J/k_B\) and \(k_B\) is the Boltzman’s constant.

In Ref. \([17]\) it was also observed that two independent similar finite-size scaling procedures can lead to very different results for the critical temperature and exponents, which often do not agree within the error bars.
The way to overcome this difficulty is to carry out 10 independent sets of finite-size scaling simulations. In the present work, for each of these sets and for each Potts model \((q = 3\) and \(q = 4\)), we performed simulations for \(L = 32, 36, 40, 44, 48, 52, 64, 72,\) and 80 with \(n = 24, 24, 20, 20, 16, 16, 12,\) and 12 independent runs for each size, respectively. The final resulting values for the critical exponents were obtained as an average over all sets.

**IV. FINITE-SIZE SCALING**

According to finite-size scaling theory \(^{25,27}\) from the definition of the free energy one can obtain the zero field scaling expressions for the magnetization, susceptibility, and specific heat, respectively, by

\[
m \approx L^{-\beta/\nu} M(tL^{1/\nu}),
\]

\[
\chi \approx L^{\gamma/\nu} \chi(tL^{1/\nu}).
\]

\[
c \approx c_\infty + L^{\alpha/\nu} c(tL^{1/\nu}),
\]

where \(t = (T_c - T)/T_c\) is the reduced temperature, and \(\alpha, \beta,\) and \(\gamma\) are static critical exponents which should satisfy the scaling relation\(^{28}\)

\[
2 - \alpha = d\nu = 2\beta + \gamma.
\]

The critical temperature for the Potts model (for \(q \geq 4\)) is exactly known as

\[
k_B T_c = \frac{1}{J \ln(1 + \sqrt{q})}
\]

and it is expected that this expression is also exact for \(q = 3\), although a rigorous proof of this assumption is still lacking\(^{17}\).

Following Refs. \(^{29,30}\) we can define a set of thermodynamic quantities related to logarithmic derivatives of the magnetization:

\[
V_1 \equiv 4[m^3] - 3[m^4],
\]

\[
V_2 \equiv 2[m^2] - [m^4],
\]

\[
V_3 \equiv 3[m^2] - 2[m^4],
\]

\[
V_4 \equiv (4[m] - [m^4])/3,
\]

\[
V_5 \equiv (3[m] - [m^3])/2,
\]

\[
V_6 \equiv 2[m] - [m^2],
\]

where

\[
[m^n] \equiv \ln \frac{\partial (m^n)}{\partial T}.
\]

Using Eq. (7) it is easy to show that

\[
V_j \approx \left(\frac{1}{\nu}\right) \ln L + \mathcal{V}(tL^{1/\nu})
\]

for \(j = 1, 2, \ldots, 6\). Since the critical temperature \(T_c\) is known for both models, at the critical temperature \(t = 0\) and the \(\mathcal{V}_j\) are constants independent of the system size and we can estimate \(1/\nu\) by the slopes of \(V_j\) calculated at \(T_c\). And then, with the exponent \(\nu\) in hands, we can estimate the exponents \(\beta\) and \(\gamma\) by the slopes of the log-log plots of Eqs. (7) and (8) calculated at the critical temperature \(T_c\).

**V. RESULTS**

In all simulations we carried out, the microcanonical averages were accumulated beginning from \(f_7\), we adopted the MCS for updating the density of states and the jobs were halted using the checking parameter \(\varepsilon\). In Fig. \(\text{I}\) we show the evolution of the temperature of the maximum of the specific heat during the WLS beginning from \(f_9\) for a single run with \(L = 52\) and the evolution of \(\log_{10}(\varepsilon)\) during the same simulation. One can see that at the last WL level the logarithm of \(\varepsilon\) remains less than -4 indicating that the simulation can be stopped at the end of \(f_{15}\).

According to Eq. (11) the critical adimensional temperature for the \(q = 3\) Potts model is given by

\[
k_B T_c = \frac{1}{J \ln(1 + \sqrt{3})} = 0.994972861...
\]

Evaluating the thermodynamic quantities Eqs. (12)-(17) at this temperature and taking into account Eq. (19), we are able to determine \(\frac{1}{\nu}\) by the slopes of the straight lines that we obtain with respect to \(\ln L\). For each of these six slopes we calculate \(\nu = 1/(1/\beta)\) with \(\Delta \nu = \Delta(1/\beta)/(1/\beta)^2\) and take an average with unequal uncertainties\(^{31}\) over them. In Fig. \(\text{II}\) we present this set of lines. From the linear fits to these points we estimate that \(\frac{1}{\nu} = 1.20847(41),\) yielding \(\nu = 0.82759(98)\). Nevertheless these values represent the result of only one of the 10 sets of finite-size scaling simulations which were carried out. Initially we run over all sets calculating \(\nu\) in order to determine this exponent to the best precision. In Table \(\text{II}\) the fourth column displays the values obtained in each set and the final result in the last line: \(\nu = 0.818892(58)\).

Next, with the critical exponent \(\nu\) accurately determined, we can use Eqs. (11)-(18) to evaluate the exponents \(\frac{2}{\nu}\) and \(\frac{2}{\gamma}\) by the slopes of the log-log plots. In
\[ \nu = 0.1298(28) \text{ and } \gamma = 1.753(16), \] respectively. We then calculate \[ \beta = \nu \beta \] with \[ \Delta \beta = \frac{\beta}{\nu} \Delta \nu + \nu \Delta \beta , \] and similarly for \[ \gamma \] and \[ \Delta \gamma , \] obtaining \[ \beta = 0.1063(23) , \] and \[ \gamma = 1.435(13) . \] Again, these values were obtained at the first folder. In Table I we show the results for all sets and the best estimates in the last line, yielding \[ \beta = 0.10807(28) \text{ and } \gamma = 1.44716(72) . \] Finally using the scaling relation given by Eq. (10) we determined the exponent \[ \alpha = 2 - 2 \beta - \gamma \] with \[ \Delta \alpha = 2 \Delta \beta + \Delta \gamma . \] These results are also displayed in Table II giving \[ \alpha = 0.3383(13) . \]

For the \( q = 4 \) Potts model the critical adimensional temperature is given by

\[ \frac{k_B T_c}{J} = \frac{1}{\ln(1 + \sqrt{4})} = 0.910239226... \] (21)

All the plots and finite-size scaling procedures are completely analogous to those we described above for the \( q = 3 \) case. In Table III we display the results for the 10 folders and our final estimates yielding \[ \alpha = 0.533(24) , \beta = 0.90123(48) , \gamma = 1.2855(13) , \] and \[ \nu = 0.70640(10) . \]

Such large repetitious handling of data for obtaining all these canonical averages and finite-size scaling extrapolations were possible only by using shell scripting [35–39]. This is an exceptional tool for those who work with simulations.

As a final discussion, we compare in Table III our final estimates of the critical exponents to other well-established values. It is possible to see a good agreement for the \( q = 3 \) case, especially between those obtained by
\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline 
$\alpha$ & $\beta$ & $\gamma$ & $\nu$ \\
\hline 
$q = 3$ Potts model & 0.352(17) & 0.1063(23) & 1.435(13) & 0.82759(98) \\
& 0.351(12) & 0.1063(31) & 1.4367(62) & 0.82364(52) \\
& 0.340(14) & 0.1120(32) & 1.4569(83) & 0.81632(63) \\
& 0.334(14) & 0.1053(33) & 1.4552(85) & 0.81162(63) \\
& 0.326(13) & 0.1094(27) & 1.4563(50) & 0.81249(45) \\
& 0.329(10) & 0.1071(27) & 1.4563(50) & 0.81889(58) \\
& 0.3383(13) & 0.10807(28) & 1.44716(72) & 0.81892(58) \\
\hline 
$q = 4$ Potts model & 0.550(26) & 0.0836(71) & 1.283(12) & 0.7123(13) \\
& 0.541(18) & 0.0951(35) & 1.269(11) & 0.7045(13) \\
& 0.547(35) & 0.0855(74) & 1.282(20) & 0.70907(91) \\
& 0.539(24) & 0.0950(43) & 1.271(16) & 0.7085(12) \\
& 0.504(33) & 0.0907(74) & 1.315(19) & 0.70185(77) \\
& 0.519(27) & 0.0895(50) & 1.302(17) & 0.7041(12) \\
& 0.538(24) & 0.0946(66) & 1.273(11) & 0.7085(13) \\
& 0.528(15) & 0.0898(28) & 1.292(10) & 0.70671(83) \\
& 0.521(23) & 0.0958(50) & 1.287(14) & 0.7059(14) \\
& 0.550(46) & 0.056(12) & 1.337(24) & 0.7074(12) \\
& 0.533(24) & 0.09123(48) & 1.2855(13) & 0.70640(10) \\
\hline 
\end{tabular}
\caption{Ten finite-size scaling results for the exponents $\alpha$, $\beta$, $\gamma$, and $\nu$. The last line shows the average values over all the runs.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline 
Method & $\alpha$ & $\beta$ & $\gamma$ & $\nu$ \\
\hline 
Conjectured value [15] & $\frac{1}{3}$ & $\frac{1}{2}$ & $\frac{13}{4}$ & $\frac{5}{6}$ \\
Kadanoff variational RG [32] & 0.326 & 0.107 & 1.460 & 0.837 \\
Monte Carlo variational RG [33] & 0.352 & 0.101 & 1.445 & 0.824 \\
This work & 0.3383(57) & 0.1081(10) & 1.4455(62) & 0.8195(17) \\
\hline 
Conjectured value [15] & $\frac{1}{4}$ & $\frac{1}{2}$ & $\frac{7}{12}$ & $\frac{1}{5}$ \\
Kadanoff variational RG [32] & 0.488 & 0.091 & 1.330 & 0.756 \\
Duality invariant RG [34] & 0.4870 & - & - & 0.7565 \\
This work & 0.531(70) & 0.0911(14) & 1.2868(42) & 0.7068(10) \\
\hline 
\end{tabular}
\caption{Estimates of $\alpha$, $\beta$, $\gamma$, and $\nu$ compared to results obtained with other techniques and conjectured values.}
\end{table}

For the $q = 4$ case, there is a fairly agreement, although less consistent. We believe that it is due to the fact that $q = 4$ is a critical value possessing marginal exponents [40]. Nevertheless it is noteworthy that these results are closer to the conjectured ones.

\section{VI. CONCLUSIONS}

In this work we explored the static critical behavior of $q = 3$ and $q = 4$ Potts models within a high-precision and refined Wang-Landau procedure. We estimated the static critical exponents to an accuracy of less than 3%. All results are in very good agreement with those obtained from other well established approaches. The most striking conclusion from our analysis, in our opinion, is that it is possible to obtain reliable and very precise calculations of critical exponents from WL sampling provided that the appropriate implementations suggested in this work are made. Most important, the implementation of the present method remains as simple as the original idea of WL. A further critical test of our algorithm would be provided by an analysis of the critical behavior of multi-parametric spin systems, which is a hard task for any conventional WL approach.
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