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Abstract

We present MADLens a python package for producing non-Gaussian lensing convergence maps at arbitrary source redshifts with unprecedented precision. MADLens is designed to achieve high accuracy while keeping computational costs as low as possible. A MADLens simulation with only $256^3$ particles produces convergence maps whose power agree with theoretical lensing power spectra up to $L=10000$ within the accuracy limits of HaloFit. This is made possible by a combination of a highly parallelizable particle-mesh algorithm, a sub-evolution scheme in the lensing projection, and a machine-learning inspired sharpening step. Further, MADLens is fully differentiable with respect to the initial conditions of the underlying particle-mesh simulations and a number of cosmological parameters. These properties allow MADLens to be used as a forward model in Bayesian inference algorithms that require optimization or derivative-aided sampling. Another use case for MADLens is the production of large, high resolution simulation sets as they are required for training novel deep-learning-based lensing analysis tools. We make the MADLens package publicly available under a Creative Commons License.
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1. Introduction

Measurements of the weak cosmic shear signal will be among the major experimental drivers for advancing cosmology in the next decade. Next generation surveys such as LSST (LSST Science Collaboration et al., 2009), the Roman Space Telescope (Spergel et al., 2015) and the EUCLID satellite (Euclid Collaboration et al., 2020) will provide an unprecedented amount of high resolution weak cosmic shear data, which creates a demand for novel data analysis and modeling techniques. The weak cosmic shear signal is sensitive to the evolution of matter clustering over several orders of scales, ranging from well within the linear to the highly non-linear regime. Tomographic lensing measurements are sensitive to the total matter content, $\Omega_m$, the amplitude of clustering, $\sigma_8$, and the time evolution of clustering, which allows to constrain dark energy (Hu, 2002; Huterer, 2002; Song and Knox, 2004) and the sum of neutrino masses. Weak cosmic shear measurements can further be used to test general relativity (Heavens et al., 2007; Schmidt, 2008; Harnois-Déraps et al., 2015).

Traditional lensing analyses mostly rely on two-point statistics or related observables (Kitcing et al., 2011; Heymans et al., 2013; Kitcing et al., 2014; Alsing et al., 2016; Hildebrandt et al., 2017; DES Collaboration et al., 2018; Taylor et al., 2019; Hikage et al., 2019) to extract cosmological information. However, since the lensing convergence field is inherently and significantly non-Gaussian, two-point statistics do not exploit its full information content. In fact, a long list of studies have shown that non-Gaussian summary statistics, such as higher order correlation functions (Pen et al., 2003; Takada and Jain, 2003; Jarvis et al., 2004; Semboloni et al., 2011; Fu et al., 2014; Coulton et al., 2019) or peak statistics (Jain and Van Waerbeke, 2000; Dietrich and Hartlap, 2010; Maturi et al., 2011; Marian et al., 2012; Pires et al., 2012; Petri et al., 2013; Cardone et al., 2013; Lin and Kilbinger, 2015; Liu et al., 2015a,b; Kacprzak et al., 2016; Peel et al., 2017; Li et al., 2019) can break parameter degeneracies that cumber power spectrum analyses and lead to significantly tighter constraints. While inference from these summaries offers improvements over power spectra analyses, their choice is somewhat ad hoc and the question of how to best extract cosmological information from non-Gaussian lensing scales is still an active field of research.

A number of works have recently suggested machine-learning tools for identifying informative summaries (Gupta et al., 2018; Ribi et al., 2019) and even successfully applied them to real data (Fluri et al., 2019). Machine learning methods require a large amount of training data. If applied correctly, these methods learn which features in the lensing map are most informative about cosmological parameters. A recent study finds that these models are mostly sensitive to extreme values in the lensing field (Zorrilla Matilla et al., 2020). This underlines the importance of training data that accurately mimics real cosmic shear data and its dependence on cosmological parameters down to very small scales.

Another approach, and in principle the optimal one, is to build a differentiable non-linear data model that starts from the Gaussian initial conditions and forward models them accurately to the measured lensing signal. This forward model is used to model the posterior of the parameters of interest (these can
be cosmological parameters, the modes of the initial field or the bandpowers of the initial power spectrum). Analyzing this posterior generally relies on powerful sampling or optimization schemes, which in turn require many model evaluations and the derivatives of the model with respect to the parameters of interest. Forward-model based inference schemes have been developed for a range of observable in cosmology (Seljak, 1998; Seljak et al., 2017; Jasche and Kitaura, 2010; Jasche and Wandelt, 2013) including weak cosmic shear (Bohm et al., 2017; Porqueres et al., 2020).

All of these new avenues for lensing analyses create the need for fast and differentiable simulations of the lensing field that at the same time accurately capture the nonlinear features of that field.

Realistic lensing simulations are challenging because a range of scales in the three dimensional matter distribution contribute to a single angular scale in the lensing field making even intermediate lensing scales sensitive to the non-linearity of structure formation on small scales (Jain and Seljak, 1997). Accurate lensing simulations rely on lightcones constructed from high resolution N-body simulations. These N-body simulations must accurately resolve small scales, but must at the same time be large enough to produce lensing maps with an extent of several degrees.

A number of recent works have studied the applicability of deep generative models, in particular generative adversarial networks (GANs) for producing accurate lensing convergence maps at low computational costs (Mustafa et al., 2019; Peraudin et al., 2020). These models do not aim at simulating the underlying physics, but are trained to mimic the training data to a degree where their output becomes indistinguishable from the training data for a neural network. While these early studies look promising, future research will have to show that these models indeed learn the correct data distribution or that using their outputs for inference leads to unbiased parameter posteriors. Another, more safeguard approach is to use machine-learning inspired techniques to boost the accuracy of low resolution N-body simulations (Dai et al., 2020; Dai and Seljak, 2020) and to construct lightcones from those. This is the avenue we have chosen in this work to create high resolution lensing simulations from approximate N-body solvers.

In this publication we describe a new, weak gravitational lensing package, MADLens. MADLens is a python package that allows to compute fully nonlinear lensing convergence maps at different source redshifts and low computational cost while accurately modeling the non-Gaussianity of the field down to scales of several tens of arcseconds. MADLens is built on top of a particle-mesh solver that evolves an initial linear density field into non-linear late time density fields. It provides derivatives with respect to the initial conditions of the particle-mesh simulation and a number of cosmological parameters through automated differentiation. MADLens fills the gap in the accuracy-speed space between computationally expensive, high accuracy lensing simulations and fast approximate simulations. In particular, MADLens correctly captures scales down to \(L=10000\) at a field of view (FOV) of \(6.2^\circ\) with percent level precision at a runtime of 30 seconds on 32 processes. MADLens can be run at different levels of resolution and approximations, allowing the user to choose the speed to accuracy trade-off that is optimal for their application.

We begin this paper with a brief introduction of the cosmological-scale weak lensing formalism and our notation in Section 2. This is followed by a in depth discussion of the package design in Section 3. We demonstrate the packages abilities in a number of tests in Section 4 and conclude with a summary and outlook in Section 5. Appendix A provides details on the novel feature of differentiability with respect to cosmological parameters.

2. Weak Gravitational Lensing, Notation and Conventions

Weak gravitational lensing observations provide insight into the projected matter density distribution between an observer and a source through correlated image distortions. Here, we provide a brief overview and define our usage of the lensing kernel, lensing convergence, and power spectrum of cosmic shear used throughout MADLens (for a detailed discussion of weak gravitational lensing and especially cosmic shear, see Bartelmann and Maturi (2012); Kilbinger (2015); Bartelmann and Schneider (2001)).

The image of a source galaxy at a comoving distance \(\chi_s\) is distorted along the line of sight by some lensing potential \(\Psi\). The potential of an extended lens under the Born approximation representing all density fluctuations along a line of sight at some angular position \(\theta\) can be found by integrating individual Weyl potentials \(\Phi\) up to the comoving distance of the galaxy,

\[
\Psi(\theta) = \frac{2}{c^2} \int_0^{\chi_s} d\chi \frac{\chi_s - \chi}{\chi} \Phi(\chi, \theta),
\]

where \(\chi_s\) is the angular perpendicular component of the potential and \(\chi\) is the parallel component. The lensing deflection and convergence are defined as,

\[
\vec{a} = \vec{\nabla} \Psi, \quad 2\kappa = \vec{\nabla}^2 \Psi,
\]

where the derivatives are taken with respect to \(\vec{\theta}\). Using the Poisson equation and neglecting derivative along the line-of-sight direction, the lensing convergence can be rewritten as,

\[
\kappa(\theta) = \frac{1}{2} \vec{\nabla}^2 \Psi(\theta) = \frac{3H_0^2q}{2c^2} \int_0^{\chi_{\text{lin}}} \frac{d\chi}{a(\chi)} q(\chi) \delta(\chi, \theta, \chi)
\]

\[
q(\chi) = \int_\chi^{\chi_{\text{lin}}} d\chi' n(\chi') \chi' (\chi' - \chi)/\chi',
\]

where \(\delta\) represents the density contrast from the mean density, \(H_0\) is the Hubble parameter and \(q\) is the lensing kernel describing the projection of sources selected by the redshift selection function \(n(\chi')\). MADLens evaluates the integral in Eq. 3 numerically. The most commonly used summary statistic in lensing analyses that can also be computed analytically is the power spectrum. To compute the convergence power spectrum we use
Limber’s approximation and the flat sky approximation which are both valid on intermediate and small scales,

\[ \sigma^2 = \frac{3H_0^2\Omega_0}{2\pi^2} \int_0^\chi \chi d\chi \left( \frac{\chi_s - \chi}{\chi_s} \right)^2 P_m \left( k = \frac{l + 0.5}{\chi}, z(\chi) \right). \]

Since the lensing power spectrum is very sensitive to non-linear corrections to the matter power spectrum, we use HaloFit (Takahashi et al., 2012) to model \( P_m(k) \) throughout this paper.

### 3. MADLens package design

The MADLens package is based on FastPM (Feng et al., 2016), a highly scalable particle-mesh solver, that evolves particle positions through a kick and drift scheme enforcing correct linear displacement in each step. FastPM has been implemented in C and Python and two versions of FastPM support automatic differentiation, including the MPI based version used in this work, and the recently published FlowPM (Modi et al., 2020) package, which is based on TensorFlow. A FastPM particle-mesh simulation requires the choice of a particle-mesh resolution, equivalent to the number of particles in the simulation, the force resolution, the resolution of the grid onto which the particles are evolved according to the redshift of their position within the simulation box before projection, rather than by the redshift of the FastPM step.

MADLens is made differentiable through numerically accurate tape-based automatic differentiation. Specifically it uses the Virtual Machine Automated Differentiation package (VMAD). VMAD builds a graph that is traversed for the model evaluation, during which all operations are recorded on a sequential tape. Gradient graphs generated from the tape are used to compute Jacobian vector products \((J_i v_j)\) and vector Jacobian products \((v_i J_j)\), commonly referred to as back-propagation). MADLens is made available in two variants. In its main version it is built to provide differentiability with respect to the PGD parameters \((\sigma_s, \Omega_m)\). In its main version it is built to provide differentiability with respect to the initial, Gaussian modes of the simulation. A second package version, that is included in this release, adds differentiability with respect to the cosmological parameters, \(\Omega_m\) and \(\Omega_0\). Differentiability with respect to the PGD parameters \((k_i, k_s, \alpha_0, \mu)\) will be included in a future release.

#### 4. Results

We analyze the performance of MADLens, the PGD enhancement, the sub-evolution scheme and computation times as well as the accuracy of the gradient computation. Testing the accuracy of MADLens output is challenging, because of the lack of a ground truth. We will use theoretical power spectra based on Halofit matter power spectra and high resolution runs for comparison. These can serve as a reasonable baseline, but as should become evident from our analysis, should not be mistaken for the ground truth.

In Figure 1 we show an example of a convergence map produced with MADLens. The non-Gaussian structure is clearly visible by eye.

- A sub-evolution step allows for a massive reduction of the number of simulations steps. When using sub-evolution, particles are evolved according to the redshift of their position within the simulation box before projection, rather than by the redshift of the FastPM step.

Finally, MADLens is made differentiable through numerically accurate tape-based automatic differentiation. Specifically it uses the Virtual Machine Automated Differentiation package (VMAD). VMAD builds a graph that is traversed for the model evaluation, during which all operations are recorded on a sequential tape. Gradient graphs generated from the tape are used to compute Jacobian vector products \((J_i v_j)\) and vector Jacobian products \((v_i J_j)\), commonly referred to as back-propagation). MADLens is made available in two variants. In its main version it is built to provide differentiability with respect to the initial, Gaussian modes of the simulation. A second package version, that is included in this release, adds differentiability with respect to the cosmological parameters, \(\Omega_m\) and \(\Omega_0\). Differentiability with respect to the PGD parameters \((k_i, k_s, \alpha_0, \mu)\) will be included in a future release.

To reach extraordinary accuracy at low computational costs, MADLens employs two special techniques:

- Particle Gradient Descent (PGD) (Dai et al., 2018) is an additional particle evolution step that corrects for the difference between particle distributions in a low resolution simulation and a high resolution simulation. The correction is applied after each simulation step. PGD introduces 5 additional nuisance parameters, which are fitted on training simulations. PGD allows simulations to run at lower resolution while still obtaining results that are comparable and highly correlated with a high resolution simulation.
Table 1: List of MADLens simulation parameters that can be set by the user and their typical values.

| Parameter | Description | Typical Value(s) |
|-----------|-------------|------------------|
| BoxSize   | side length of the simulation box | 512 Mpc |
| Nmesh     | resolution of the particle-mesh simulation | 512^3 |
| B         | force resolution factor | 2 |
| Nsteps    | number of steps in the FastPM simulation | 11 – 40 |
| N_maps    | number of output maps | ≥ 1 |
| Nmesh2D   | resolution of the convergence map | 256^2 – 2048^2 |
| BoxSize2D | size of the convergence map in degrees | 2.5'–22' |
| zs_source | list of source redshifts | 0.3 – 2.0 |
| Omega_m   | total matter density | 0.32 |
| sigma_8   | amplitude of matter fluctuations | 0.82 |
| PGD       | whether to use PGD enhancement or not | True/False |
| interpolation | whether to use the sub-evolution scheme | True/False |

Figure 2: PDF of convergence values in the map in Figure 1. The distribution is clearly non-Gaussian with a pronounced skewness. A lognormal $\chi^2$ fit to the distribution (green) approximates its shape to some extent but does not accurately capture the tails.

Figure 3: MADLens outputs (box length 512 Mpc/h, 512^3 particles, with sub-evolution and PGD enhancement) for different source redshifts but same initial conditions (no shot noise subtraction). The measured power spectra agree with theoretical predictions up to very high wavenumbers independent of the source redshift. Lower source redshifts show slightly higher shot noise due to the lower number of particles that contribute to the projection. For comparison we plot the experimental noise for a typical galaxy density expected for future lensing experiments (pink dashed-dotted line and shaded area), showing that areas with significant shot noise contribution lie well within the experimental noise dominated regime.

4.1. Accuracy

In Figure 4 we compare the power spectra measured from MADLens outputs at different source redshifts with the analytical model of Eq. 4 based on a HaloFit matter power spectrum. For this comparison we average the power spectra of five simulations to reduce the variance. Overall we find that the MADLens power spectra trace the theoretical predictions well within 10% up to scales of a few thousand. At very small scales shot noise starts to contribute significantly to the power. To put the importance of this shot noise into perspective we further plot the experimental noise level expected in a typical future experiment, such as LSST, and find that the shot noise is subdominant to the expected noise levels in real data.

Figure 5 delves further into the comparison with theoretical power spectrum and quantification of the shot noise. We translate the HaloFit accuracy (5% for $k \leq 1$ h Mpc$^{-1}$ at $0 \leq z \leq 10$ and 10% for $1 \leq k \leq 10$ h Mpc$^{-1}$ at $0 \leq z \leq 3$) into accuracy in the lensing power spectrum and show these intervals as gray bands. The MADLens power spectrum lies well within these bands up to wavenumbers of a few thousand, where it becomes dominated by shot noise. We estimate the shot noise level by running a number of MADLens simulations with random particle positions (dark gray line) and subtract the result from the MADLens power spectrum (dark blue). The result lies within the HaloFit accuracy up to $L=10000$. Figure 5 shows that the PGD enhancement allows to reach these high accuracies at much lower computational cost than...
conventional lensing simulations. We compare the output of MADLens simulations at a resolution of 1 particle per Mpc/h cubed to a conventional simulation (MADLens without PGD) with an eight times higher resolution. The higher resolution simulation not only requires about eight times more memory, but also takes more than twice as long. The high resolution run is of comparable resolution to other state-of-the-art lensing simulations which have been used for cosmological parameter inference studies (Liu et al., 2018), but the lower resolution MADLens simulation traces the theoretical convergence power spectrum up to much higher wavenumbers.

In Figure 5, we show cross correlations defined by

$$r(L) = \frac{C^{XY}_L}{\sqrt{C^{XX}_L C^{YY}_L}}.$$  \hspace{1cm} (6)

where $X$ is the high resolution run without PGD enhancement, and $Y$ are lower resolution MADLens outputs that have either been produced with or without PGD enhancement. As expected, the PGD enhanced lower resolution map shows higher correlation (dark blue) with the high resolution run than the one without enhancement (light blue) on intermediate scales. The results of this cross correlation analysis must be taken with a grain of salt: since the high resolution run is suffering from a significant lack of power on small scales, this could also be an indication of inaccurate particle positions. A lower cross correlation on small scales simply states that the simulations differ significantly, but does not show which one is more correct.

The accuracy of MADLens is further boosted by a sub-evolution projection scheme, where particles are moved to the position corresponding to their actual distance to the observer before being projected on the lensing map. We illustrate the efficacy of this scheme in Figure 7. An 11-step simulation naturally overestimates the total lensing power (light blue). The
sub-evolution scheme is able to correct for this overestimation up to scales $L>2000$ (dark blue). In a 40 step simulation the discrepancy between actual particle positions and their true evolution stage is smaller (light red), however, even the accuracy of a 40 step simulation can be enhanced by the sub-evolution scheme (dark red).

The MADLens derivatives have been thoroughly tested and verified with VMAD built-in test functions. Here we show that the derivatives are accurate by means of a single example: we build a finite difference test by slightly changing a single pixel value in the initial field. We then take the difference of the output maps generated from runs with slightly different values in this initial pixel and compare it with the output of the Jacobian-vector-product (Jvp), where the vector encapsulates the change in the initial field. If the Jvp vector product is correct, the result should agree with the difference of the output maps. That this is indeed the case is shown in Figure 8. The first two panels show the Jvp and the finite difference result, respectively. They are indistinguishable by eye. The next panel shows the difference between the first two panels, revealing insignificant numerical inaccuracies, five magnitudes smaller than the signal. In the last panel we compare the outputs in terms of their histograms, finding again an excellent match.

4.2. Run times

We conducted timing tests for MADLens on Intel® Xeon® Processors E5-2698 v3 (NERSC Cori Haswell nodes), and show results in Figures 9-12. A single MADLens simulation that achieves accuracies as shown in the last section takes of the order of 10-60 seconds on 32 processes. The scaling of the run-time with source redshift is roughly linear and reducing the number of particles by a factor of 8 reduces the run-time to about one third (Figure 9).

The computation time can be further reduced by parallelizing on up to 128 processes, after which the communication overhead starts to dominate the time budget (Figure 10).

Reducing the number of FastPM steps leads to significant savings in run time as we demonstrate in Figure 11. A conventional lightcone code requires about 40 steps in order to reach percent accuracies up to $L=1000$. With PGD enhancement and sub-evolution scheme, MADLens reaches percent accuracies up to $L=2000$ with only 11 FastPM steps: a factor of 3 in time-savings.

The use of back-propagation to calculate the derivatives results in run times that are similar to the forward model. This is shown in Figure 12, where we find run times of 1.1-1.6 times the run time of the forward model for either Jvp and vJp.

5. Summary & Outlook

We have presented MADLens, a fully differentiable python package for producing non-Gaussian convergence maps of weak gravitational lensing on cosmological scales. MADLens reaches unprecedented accuracy even when compared to many non-differentiable lensing simulations, and operates at run times of the order of 2-20 below conventional N-body simulation based lightcone packages. These advancements are made possible by several features, including a machine learning inspired post processing step, that allows the N-body simulation to run at a lower resolution and with less steps without paying a significant penalty in accuracy. Taking the derivative through a MADLens simulation with respect to the initial modes of the N-body simulation and the two key cosmological parameters $\sigma_8$ and $\Omega_{m0}$ is made possible through back-propagation. This means that evaluating the derivatives has comparable computational cost as the forward simulation. With these features MADLens constitutes a milestone towards the development of fully differentiable inference pipelines for weak cosmic shear. In the future MADLens will be integrated into the tensorflow-based FlowPM framework. Package updates will also feature differentiability with respect to nuisance parameters, such as the PGD parameters.

In the interest of scientific advancement and reproducibility, we make the MADLens package publicly available on github\(^1\)
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Appendix A. Differentiability with respect to Cosmological Parameters

Since the forward model itself depends on cosmological parameters through the evolution of particle positions and the angular diameter distance which enters the lensing projection, an accurate inference algorithm needs to take these dependencies into account. To this end MADLens provides the additional functionality of derivatives with respect to the cosmological parameters $\Omega_m$ and $\sigma_8$.

This novel application of derivatives requires both power spectra, particle evolution, and comoving distance calculations written as functions of cosmological parameters. The comoving distance calculation and derivative are trivial, and we use the standard definition (Peebles, 1993).

\[
\chi = \frac{c}{H_0} \int_0^z \frac{dz'}{E(z')^{1/2}},
\]

where $E(z)$ is the Hubble parameter.

\(^1\)https://github.com/VMBoehm/MADLens

\[
\frac{dc}{dz'} = \frac{c}{H_0} \int_0^z \frac{dz'}{E(z')}^{1/2},
\]

where $E(z)$ is the Hubble parameter.
computationally less involved than obtaining gradients of standard Boltzmann solvers with respect to cosmological parameters. Compared to the matter power spectrum obtained from the Boltzmann package, CLASS (Blas et al., 2011), which is used for cosmological calculation throughout MADLens, we find discrepancies at a maximum of the ∼ 5% level. We find that by using the EH-transfer, we slightly overestimate power on all scales with the largest discrepancies at those corresponding to BAO wiggles.

To show that this overestimation is within reason, we generate multiple convergence maps with both the CLASS and differentiable Eisenstein and Hu power spectrum. We show the absolute difference of the power spectra of these maps in Figure A.13 and plot the cosmic variance for comparison. We find that the difference lies below the 1σ limit which we take to imply that our implementation of the EH-transfer function and power describes the initial spectrum well within the required accuracy.

The particle initial conditions and evolution, too, is dependent on the cosmology and we use a finite differencing scheme on the Lagrangian Perturbation Theory initial conditions, as well as the momentum and position updates in FastPM. This allows the computation of approximate, and accurate, deriv-
While \( \sigma_8^2 \) only enters linearly, the model’s dependence on \( \Omega_{m0} \) is more complicated. The derivative with respect to \( \Omega_{m0} \) therefore requires a more in depth testing to ensure accurate derivatives are being taken. We test the Jacobian against finite differencing results for multiple modes individually. In Figure A.15 we show the results of cross-correlating the finite differencing results with the Jvp outputs and verify the accuracy of the automated derivative.

As a check for the vJp against \( \Omega_{m0} \), we construct a scalar by computing the finite differencing of the sum of the squared convergence maps and ensure that this value is equal to the vJp when the central convergence map is used as the vector in automated differentiation.

\[
\sum_{i=1}^{N} \frac{\delta^{2} k_{i}}{2\delta} - \sum_{i=1}^{N} \frac{\delta^{2} k_{i}}{2\delta} = 2v Jp_{\Omega_{m0}}(v = \kappa) \quad (A.2)
\]

We find that the values agree at the \( \sim 5\% \) level irrespective of the choice of \( \delta \).
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