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Abstract: In a network domain which is connected to the Internet along multiple edge routers to ISP’s, the consumers are categorized into groups where one edge router is connected to each group. Each edge link of the network domain has allocated a specified amount of bandwidth that is dispensed by the ISP. The network domain is classified into the different brackets of consumers and the bandwidth is dispensed to each bracket at a uniform scale.

If one bracket of consumers of network domains consumed the whole bandwidth and get overhead and at another bracket the bandwidth is vacant. In this paper, we try to provide an appropriate method for this problem by balancing the utilization of bandwidth dynamically. At the router side, there is inspected the consumption of bandwidth by different brackets and perform the transformation of bandwidth from underutilizing to over-utilizing bracket. This method is proposed an efficient utilization of bandwidth and load balances in intradomain
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I. INTRODUCTION

Load balancing method normally distributes workload across multiple resources [1]. Link aggregate, a common solution of link load balancing aggregates multiple physical links to a virtual logical link to transmit workload. A stub network is a computer network with no knowledge of other networks.

A stub autonomous system is one that is connected to only one other autonomous system, through which it gains access to the Internet. A person, or workgroup, who has connected to an ISP, by only one router, is a stub network with respect to the ISP.

This stub network is part of the ISP’s autonomous system. In a stub network which is connected to the Internet via more than one edge routers to Internet Service Providers (Kappa & BSNL) the users are classified into groups where each group is connected to one edge router. Some users might download large files while some may not. Each edge link of the stub network has it owns maximum available bandwidth provided by the LBR (Load Balancing Router). If the group of users assigned to the bandwidth which exceeds the maximum available bandwidth provided by that edge link, then the link is said to be over-utilized. While some group of users might download very less, under-utilizing the capacity of the edge link assigned to them. It is always possible that a stub network has some edge links which are under-utilized while some edge links are over-utilized.

Total bandwidth is divided into two parts:
1) Shared: Shared is the portion of bandwidth; which is equally distributed in all the students.
2) Reserved: Reserved is the portion of bandwidth; which is distributed on the basis of analysis (Decision).

In this paper, we try to provide a suitable solution for this problem by finding a better possible way of assignment of users to edge links so that the bandwidth of all the edge links is fairly loaded balanced with Artificial Intelligence algorithm

II. CHALLENGES IN LOAD BALANCING

Before we review the current load balancing approaches for, we need to identify the main issues and challenges involved. In this paper, we identify that in a particular reason where some user utilized the bandwidth. And during the utilization of bandwidth, some user utilized the bandwidth over the limit while someone underutilization.

In this paper we take challenge; distributed this bandwidth in such a way that user who is going to utilized the bandwidth for research or study will take extra after utilization while if user miss use like social networking then bound to utilize his/ her own given bandwidth.
III. LOAD BALANCING TECHNIQUES

Load Balancing is another important aspect to balance the load among various servers. It is a mechanism that distributes the excess workload dynamically and evenly across all the servers. It is used to achieve high user satisfaction and resource utilization ratio and hence improving the overall performance of the system. Proper load balancing can help in utilizing the available resources optimally, thereby reducing response time, and cost & energy consumption. There are different types of Load balancing areas.

A. Static Load Balancing

Static load-balancing algorithms [20] assume that a priori information about all of the characteristics of the jobs, the computing nodes, and the communication network are known. Load-balancing decisions are made at compile time. Transfer decisions are independent of the actual current system state. In Static Load Balancing, the performance of the processor is determined at the beginning of the execution and the tasks are assigned to the individual processors by the master processor and are always executed by the same processor to which it is assigned.

Then depending upon their performance, the workload is distributed in the start by the master processor [13]. The slave processors calculate their allocated work and submit their result to the master. A task is always executed on the processor to which it is assigned that is static load balancing methods are non-preemptive. Static load balancing method is to reduce the overall execution time of a concurrent program while minimizing the communication delays. A disadvantage of all static schemes is that the final selection of a host for process allocation is made when the process is created and cannot be changed during process execution to make changes in the system load.

1) There are four types of static load balancing[21]
   a) Round Robin Algorithm [14]: it distributes jobs evenly to all processors. Processors perform locally on each process independent of allocation of another processor.
   b) Randomized Algorithm [14]: it uses random numbers to choose the processors. The random numbers are generated based on a statistic distribution.
   c) Central Manager Algorithm [15]: in this, a central process will choose a slave processor and assign a job. The selection is based on the least load.
   d) Threshold Algorithm [15]: here the processors are assigned immediately upon creation to hosting two threshold parameter under and upper are used to describe the three main levels, underloaded, medium loaded and overloaded.

2) The advantages of Static Load Balancing are
   a) No execution overhead.
   b) The methods are very simple.
   c) Minimal communication delay.

3) The disadvantages of Static Load Balancing are
   a) It is very difficult to estimate a priori the execution time of various parts of a program.
   b) Sometimes there are communication delays that vary in an uncontrollable way for some problems the number of steps to reach a solution is not known in advance No accurate methods to estimate execution time.
   c) The process allocation cannot be changed during execution. These methods do not consider data distribution complications.

B. Dynamic Load Balancing

Dynamic load-balancing algorithms [18] attempt to use the run-time state information to make more informed decisions in sharing the system load. It allocates the tasks of a parallel program to workstations Dynamic Load Balancing algorithm makes use of system state information and allocates the jobs to the processor during run time and this can be changed as the circumstances changes [16].

Here continuous monitoring of load on all the processors is done and whenever the load imbalance reaches some predefined level the redistribution of work is done. This causes an extra overhead at execution time. There are different strategies required by the Dynamic Load Balancing algorithm. Load distribution decision based on current workload. The mechanism for collecting and managing system state information. Mechanisms to assist each node to decide which job is eligible for load balancing and assist job transfer from local to the remote node. The mechanism through the destination node is selected. Based on the above requirements three main strategies are used [17].

1) Information strategy: This is responsible for collecting the information about the nodes.
2) Transfer strategy: This select the job for selection of a job for transfer from a local node to a remote node.
3) Location strategy: This is to select a destination node for the transferred task.
IV. RELATED WORK

Many studies have been conducted on load balancing in traditional networks. Among them, Equal Cost Multipath (ECMP) [4] and Valiant Load Balance (VLB) [5] have been widely used in multipath networks. ECMP set is formed when the routing table contains multiple next hop address for the same destination with equal cost. The VLB technique distributes traffic among all available paths and uses randomization method to pick the next hop switch. There are two techniques use fixed methods and cannot pick transmission path adaptively based on current load condition.

A few research works have been proposed on network load balancing, for example in [6], the plug-n-serve system uses OpenFlow to calculate the state of the network. Here, they have effectively reduced response time on web services.

Richard Wang et al [7] presented a scalable solution with an algorithm that concise wildcard rules and automatically adjust to change load balancing policies. The solution presents a partitioning algorithm to determine a minimal set of wildcard rules to install.

Marc Koerner, Odej Kao [8] developed a load balance service which can handle a load of multiple services with the multiple OpenFlow controllers. This method increases efficiency by distributing the workload to multiple controllers. However, it can suffer from scalability problems due to constantly changing and increasing services.

Li-der Chou et al [9] presented an intelligent load-balancing method using Genetic Algorithm. It pre-configures the rules to the switches for flow directed in advance. The proposed system can save the cost and avoid the bottleneck of a single controller. To solve the issue of a balanced routing path in OpenFlow-enabled data center network,

Hui Long et al [10] proposed LIBERIA, a path switching algorithm which balances the traffic dynamically during the transmission. When the link load exceeds the threshold value, the link load detector will notify to the central controller. The controller will schedule the biggest flow on the busiest hop with the max-min remainder capacity strategy.

Yu Li and Deng [11] implemented a dynamic routing algorithm in the load balancer to achieve high performance and low latency. The algorithm distributes traffic of upcoming network flows and makes each alternative path to receive an equal amount of traffic load. Here, loads are equally divided without checking the previous load of the links.

Saumya Hedge et al [12] presented a routing algorithm which split the elephant traffic into mice and distributes them to multiple paths. Through that, they enabled scalable and fair forwarding.

V. PROPOSED METHOD

The proposed method defines in 3 phases

A. Analysis Phase.

We collected data from a static rule base router of different Students to identify the behavior of the Students. At the time of collecting data, we distributed equivalent bandwidth to all Students from shared & reserved bandwidth.

The Student's behavior has been categorized in the following two behavior classes.

1) Class I: Rational Use (Education, Govt.).
2) Class II: Emotional Use (Video, Movie, Social Media, E-commerce).
For this, we have plotted data in the following graphical view.

Fig. 1: Behavior pattern of browsing history of the Three Months (Student-1)

Fig. 2: The Behavior pattern of browsing history of the Three Months (Student-2)

Fig. 3: Behavior pattern of browsing history of the Three Months (Student-3)
B. Classification Phase.

The above graph is used to analyze the data to make the cluster of students. According to the Internet web browsing habits of Students, we define three clusters of a Student. All these clusters of Student have a combination of both behavior classes, Class I and Class II form 1 description in a ratio (Class I%: Class II%). In the current study, the following will be criteria:

1) Cluster A will be having a defined ratio of 80%: 20%.
2) Cluster B will be having a defined ratio of 50%:50%.
3) Cluster C will be having a defined ratio of 20%: 80%.
Shared is going to normally distributed and reserved will distributed on the basis of 3 cluster rule

a) If Student consumes bandwidth 80% in rational use and 20% in emotional use then we provide 512 Kbps bandwidth from Reserved.

b) If Student consumes bandwidth 50% in rational use and 50% in emotional use then we provide 256 Kbps bandwidth from Reserved.

c) If Student consumes bandwidth 20% in rational use and 80% in emotional use then we provide 64 Kbps bandwidth from Reserved.

C. Decision Phase.

After allocation, we have found all of these clusters, will be reviewed for a certain time length let 1 month and 2 months, in a repetitive way. Dynamic and repetitive way, in our study, means that we will again study the same cluster for their browsing behavior over provided bandwidth of all three clusters of a student, if a change in the behavior of the student will be observed then we re-apply the cluster rules again.
VI. CONCLUSION

We first categorized the algorithms as static and dynamic. Then we have analyzed the various algorithms which can be applied in static environments. After that, we described the various dynamic load balancing algorithms. For solving any particular problem some special conditions need to be applied. So we have discussed some additional algorithms which can help in solving some sub-problems in load balancing.

In this paper provided the way to utilize the bandwidth in an efficient way. If a user browsing habits are rational then provide extra bandwidth. If they decrease the rational use, the extra bandwidth will be reduced in the same manner and vice versa.

In our future work, we will analyze the algorithms with numerical analysis and simulation.
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