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ABSTRACT

Point clouds have attracted increasing attention. Significant progress has been made in methods for point cloud analysis, which often requires costly human annotation as supervision. To address this issue, we propose a novel self-contrastive learning for self-supervised point cloud representation learning, aiming to capture both local geometric patterns and nonlocal semantic primitives based on the nonlocal self-similarity of point clouds. The contributions are two-fold: on the one hand, instead of contrasting among different point clouds as commonly employed in contrastive learning, we exploit self-similar point cloud patches within a single point cloud as positive samples and otherwise negative ones to facilitate the task of contrastive learning. On the other hand, we actively learn hard negative samples that are close to positive samples for discriminative feature learning. Experimental results show that the proposed method achieves state-of-the-art performance on widely used benchmark datasets for self-supervised point cloud segmentation and transfer learning for classification.
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1 INTRODUCTION

3D point clouds serve as an efficient representation of 3D objects or natural scenes, which consist of irregularly sampled 3D points associated with multiple modalities, leading to a wide range of applications such as autonomous driving, robotics and immersive tele-presence. Recent advances in geometric deep learning [5] have shown their success in the representation learning of irregular point clouds. However, most methods are trained in a (semi-)supervised fashion, requiring a large amount of labeled data to learn adequate feature representations. This limits the wide applicability of point clouds, especially for large-scale graphs. Hence, it is desirable to learn the feature representations of point clouds in a self-supervised fashion.

Several attempts have been made for self-supervised representation learning on point clouds. These approaches are mainly based on reconstruction [11, 21, 28, 47, 58, 75, 84] or generation [1, 19, 43, 60, 63]. Besides, contrastive learning instantiates a family of self-supervised methods [3, 7, 30, 32, 33, 57, 73], which often maximizes the agreements between the augmented views of the same image in an embedding feature space, while avoiding the mode collapse of the embedded features by maximizing the disagreements between

Figure 1: An illustration of the proposed self-contrastive learning for self-supervised point cloud representation learning. Patch A is the anchor; pos. and neg. denote positive (e.g., patch D) and negative (e.g., patch B or patch C) samples, respectively. Note that patch B is the hard negative sample because of its comparative similarity to the anchor.
negative examples constructed from different images. This paradigm has been extended to point cloud learning [57, 73, 81], which either contrast among various point clouds or different projected views of the input point cloud for representation learning. Under no supervision, the success of previous methods depends on informative sampling of positive and negative pairs, which often resort to manual augmentation (e.g., projections) or additional data (e.g., different point clouds for training).

To this end, we propose a novel framework for self-supervised point cloud representation learning via self-contrastive learning, which actively learns positive and negative samples from the input single point cloud, motivated by the nonlocal self-similar property of point clouds. The key observation is that, as a representation of 3D objects or scenes, a point cloud usually exhibits nonlocal self-similarity, i.e., similar or even the same local geometry after affine transformations, such as symmetric engines and airfoils of an airplane as shown in Fig. 1. Based on this observation, we propose to learn self-similar point cloud patches as positive samples and otherwise negative ones, without resorting to other point clouds or additional projections. Such self-supervised approach marks the first significant departure from the standard practice of contrastive learning. Moreover, both local geometric patterns and nonlocal semantic primitives are jointly exploited by self-contrastive learning to improve the robustness against noise and missing data. As negative sampling is crucial for discriminative feature learning [56, 70, 76], we learn hard negative samples that are close to positive samples in the representation space for more expressive representations. Conditioned on each anchor patch, the corresponding hard negative samples are inferred based on the degree of self-similarity with the anchor.

Specifically, given an input point cloud, we first train a similarity-learning network to infer the similarity between each pair of point cloud patches. To train the network, we apply rotations to each anchor patch to generate similar samples and employ another different patch in the point cloud as a dissimilar sample as input to learn patch similarity. Then, given patch pairs in the input, we discriminate if they are similar or dissimilar pairs according to the estimated of the similarity-learning network. Similar patches are treated as positive samples while dissimilar ones are negative samples. Furthermore, we actively sample hard negative patches—negatives with comparatively large similarity to the anchor patch, where the similarity is measured by the cosine similarity between the features of patch pairs inferred from the similarity-learning network, aiming at more discriminative contrastive learning. Since the contrastive network is randomly initialized, naively employing hard negative samples may fall into an unsatisfactory local minimum. To avoid this, we first choose the whole negative samples for contrastive learning, and then perform linear annealing [70] on the thresholds of self-similarity to choose hard negative samples.

Our main contributions are summarized as follows.

1) We propose a novel self-supervised framework for point cloud representation learning by contrasting patches within each point cloud, aiming at exploiting the nonlocal self-similarity of point clouds. Unlike previous works resorting to different point clouds or projections, we advocate the use of self-similar patches within a single point cloud as positive samples and otherwise negative samples for contrastive learning.

2) To close the gap between supervised and unsupervised learning, we have developed an effective hard negative sampling method for learning discriminative features. We exploit the non-local self-similarity of point clouds to determine hard negative sampling and employ a linear annealing strategy to dynamically choose the hard negative samples for contrastive learning to avoid falling into an unsatisfactory local minimum.

3) Experimental results show that the proposed model outperforms current state-of-the-art methods in point cloud segmentation and transfer learning for classification on widely used benchmark datasets, and validate the proposed informative hard negative sampling.

2 RELATED WORK

2.1 Self-supervised Representation Learning

2.1.1 Auto-Encoders and Generative Adversarial Networks. Auto-encoders (AEs) aim to train an encoder to learn feature representations by reconstructing the input data via a decoder [31, 37, 55, 64]. The idea is based on that feature representations should contain sufficient information to reconstruct the input data. A plethora of approaches have been proposed to learn unsupervised feature representations via AEs, including denoising AEs [64], contrastive AEs [55], transforming AEs [31], variational AEs (VAEs) [37], etc. In addition to AEs, Generative Adversarial Networks (GANs) [14, 15, 25] extract feature representations in an unsupervised fashion by generating data from input noise via a pair of generator and discriminator. Recent approaches have shown great potential of GANs in providing expressive feature representations by generating images [14, 15, 25], point clouds [1, 43, 63], or graphs [4, 10, 46, 79].

2.1.2 Contrastive Representation Learning. Contrastive learning instantiates a wide range of self-supervised methods [3, 7, 30, 32, 33, 57, 73], which aims to train an encoder to be contrastive between the feature representations of positive samples and negative samples. Among them, Deep InfoMax [32] first proposed to maximize the mutual information between a local patch and its global context through a contrastive learning framework. SimCLR [7] proposed a simple framework for contrastive learning, which requires a large batch size to achieve superiority performance. MoCo [30] improves the efficiency of contrastive learning by introducing a queue to store feature representations, which reduces the memory cost for negative samples. AdCo [33] presents an adversarial approach to demonstrate the negative pairs of examples can be directly trained end-to-end together with the backbone network so that the contrastive model can be learned more efficiently as a whole. Recently, Info3D [57] proposed to extend the InfoMax and contrastive learning framework on 3D objects, which maximizes the mutual information between 3D objects and their “chunks” to learn representations. PointContrast [73] proposed a unified framework of contrastive loss for representation learning on 3D scenes. In addition, hard negative sampling has shown to benefit contrastive learning in [34, 70]. Robinson et al. [56] proposed a new conditional distribution for sampling negative samples to distinguish false-negative samples with the same context information as the anchor from hard negative samples. Wu et al. [70] proposed a negative sample selection method with upper and lower bounds, which calculates a certain distance between the samples and then
Figure 2: The architecture of the proposed model for self-supervised point cloud representation learning, which consists of self-similarity training and self-contrastive learning.

3 THE PROPOSED METHOD

In this section, we elaborate on the proposed self-supervised point cloud representation learning. We start with an overview of the key ideas, and then present our self-contrastive learning with hard negative sampling from nonlocal self-similarity of point clouds. Furthermore, we provide analysis about the relationship of our method to self-attention [83] and point cloud transformer [27].

3.1 Overview

Given an input point cloud \( P \in \mathbb{R}^{N \times 3} \), we aim at learning an effective feature extractor \( E : P \mapsto f(P) \) that infers the feature \( f(P) \) of \( P \) in a self-supervised fashion. As illustrated in Fig. 2, our framework consists of the following three procedures:

- **Self-similarity training.** We train a similarity-learning network to learn the similarity between each pair of point cloud samples.
- **Self-contrastive learning.** We minimize a loss function to learn features that are similar across self-similar pairs and dissimilar across negative pairs.

2.1 Transformation Equivariant Representation Learning. Another family of self-supervised approaches attempt to learn transformation equivariant representations, which has been advocated in Hinton’s seminal work on learning transformation capsules [31]. Following this, many approaches have been proposed to learn transformation equivariant representations [9, 12, 13, 23, 42]. To generalize to generic transformations, Auto-Encoding Transformation (AET) was proposed in [80] to learn unsupervised feature representations by estimating transformations from the learned feature representations of both the original and transformed images, which was further extended in [22, 53, 66]. Another extension of AET, named GraphTER [21], was introduced to graph-structured data formalized by auto-encoding node-wise transformations in an unsupervised manner. The self-attention mechanism was specifically introduced in [17] for 3D point cloud data, which adheres to equivariance constraints, improving robustness to nuisance transformations.

2.2 Deep Point Cloud Learning

2.2.1 Deep Learning on Point Clouds. Deep learning on 3D point clouds has attracted increasing attention in recent years. Many approaches have been proposed to address various tasks on point clouds, such as 3D point cloud classification and segmentation [26, 45, 48, 51, 52, 61, 65, 68, 71, 82]. Among them, one pioneer method PointNet [51] proposed to learn the features of each point independently, while PointNet++ [52] introduces a hierarchical architecture that applies PointNet on a nested partitioning of the input point set to extract local structures. Local structures have also been exploited by methods such as PCNN [2], PointCNN [45], PointConv [71], and Relation-Shape CNN [48] to further improve the quality of point cloud representation learning. In addition, Graph Convolutional Neural Networks (GCNNs) have also been applied to point clouds by constructing a \( k \)-nearest-neighbor (kNN) graph or a complete graph to learn feature representations [61, 65, 68, 82].

2.2.2 Self-supervised Point Cloud Learning. Recently, many approaches have sought to explore semantic information for unsupervised point cloud learning. In [81], a method was proposed to learn unsupervised semantic features for point clouds by solving the pretext tasks of part contrasting and object clustering. [58] attempted to reconstruct point clouds whose parts have been randomly rearranged to capture semantic properties of the point cloud. These representations are learned by inferring the relationship among parts, while the global information is not fully exploited. To tackle this issue, a recent work [54] proposed to learn point cloud representations by bidirectional reasoning between the local structures and the global shape. However, the semantic nonlocal context information within each point cloud is not fully exploited yet in previous works.
patches in P. Specifically, for each anchor patch, we generate pairs of similar patches by rotation of the anchor and employ another different patch in P as a dissimilar sample, which serve as the training data to learn the patch similarity.

- **Positive and Hard negative sampling.** We employ the trained similarity-learning network to learn positive and negative samples, depending on if they are similar or dissimilar pairs. Meanwhile, we propose to determine hard negative samples by the degree of self-similarity in the feature space inferred from the similarity-learning network. Such hard negative examples will play an important role in facilitating better and faster contrastive learning [34].

- **Self-contrastive learning.** Based on the learned positive and hard negative samples, we perform self-contrastive learning over P. In particular, we adopt a linear schedule in deterministic annealing for hard negative samples to avoid falling into a local minimum during self-contrastive learning.

### 3.2 Nonlocal Self-similarity in Point Clouds

Point clouds often exhibit nonlocal self-similarity, as illustrated in Fig. 1. Unlike image patches, two point cloud patches are similar if they can be connected by 3D geometric transformations (rotation, reflection, translation, etc.). Since point clouds characterize 3D shapes, there is often stronger self-similarity in point clouds than that in images, e.g., six sides of a cube are similar to each other, left and right sides of many objects including human faces observe bilateral symmetry, and circular symmetry can be widely observed for vases, balls, and so on.

This key observation inspires our self-contrastive learning, where self-similar patches serve as positive samples and dissimilar patches become negative samples. To fully exploit the nonlocal self-similarity, it is crucial to provide a meaningful definition of nonlocal self-similarity for point clouds. Based on the heuristic that two patches in a point cloud are self-similar if their distance is small after some 3D geometric transformation, there are many optimization-based registration methods that use optimization strategies to estimate the transformation matrix [8, 41, 74], and then judge the similarity of two point sets by exploring the properties of the transformation matrix. However, these methods usually require high computational cost for complex matching strategies and easily fall into a local optimal value. Different from explicitly calculating the shape similarity between patches using optimization strategies, we consider projecting different patches into the same similarity feature space via a similarity-learning network. Next, we measure the similarity between patches by calculating the cosine similarity of the corresponding feature vectors.

**Definition 1.** Given a point cloud P, two patches M ∈ P and N ∈ P are self-similar if

\[
\Phi [g(M), g(N)] < \epsilon,
\]

where \( g(\cdot) \) denotes the feature of a patch learned from a network, and \( \Phi(\cdot, \cdot) \) is a metric to measure the similarity between the features of patch pairs, such as the cosine similarity. \( \epsilon > 0 \) is a small threshold.

### 3.3 Self-similarity Training

Based on **Definition 1**, we train a similarity-learning network to learn the self-similarity between point cloud patch pairs. As shown in the top half of Fig. 2, given a point cloud \( P = \{x_i\}_{i=1}^N \), we choose patch centers by iterative farthest point sampling (FPS) [49], leading to a subset of \( M \) points \( C = \{x_i\}_{i=1}^M \). We thus construct a set of patches by

\[
P_i = \{x_j | x_j \in N(x_i) \cup x_i\}, i = 1, ..., M,
\]

where \( N(\cdot) \) denotes the \( k \) nearest neighbors of the center point \( x_i \) (i.e., \( |P_i| = k + 1 \)).

To learn the features of these patches, we first introduce an encoder \( E_1(\cdot) \) that maps the point cloud \( P \) to the feature space,

\[
F = E_1(P),
\]

where \( F = \{f_1, ..., f_N\}^T \in \mathbb{R}^{NxF} \) is the feature matrix of the point cloud with \( F \) output feature channels, with \( f_i \) as the feature of the \( i \)-th point. Specifically, we employ DGCNN [68] as the encoder. Then each constructed patch is represented by the concatenation of the feature of each point in the patch, i.e., \( F_i \in \mathbb{R}^{(k+1)xF} \), \( i = 1, ..., M \).

In order to learn the nonlocal self-similarity of patches, given an anchor patch \( P_i \), we first construct a similar sample by rotating \( P_i \) with a random degree, which admits a feature vector representation \( \tilde{F}_i \). Meanwhile, we randomly sample another patch \( P_j, i \neq j \) as a dissimilar patch to \( P_i \). Then we summarize the patch representation by an aggregation operator \( G_1: \mathbb{R}^{(k+1)xF} \mapsto \mathbb{R}^{F} \) for the subsequent discrimination.

Next, we employ a discriminator \( D : (\mathbb{R}^F, \mathbb{R}^F) \mapsto \mathbb{R} \), where \( D(G_1(F_i), G_1(F_j)) \) provides the similarity score assigned to the summarized representations of patch pair \( (P_i, P_j) \). A higher score corresponds to a more similar patch pair. The similarity-learning network is trained by minimizing

\[
L_S = -\frac{1}{A+B} \left\{ \sum_{i=1}^{A} \log D(G_1(F_i), G_1(\tilde{F}_i)) + \sum_{i=1}^{B} \log \left( 1 - D(G_1(F_i), G_1(F_j)) \right) \right\},
\]

where \( A \) and \( B \) are the numbers of sampled similar and dissimilar patch pairs, respectively.

### 3.4 Positive and Hard Negative Sampling

Two key ingredients in contrastive learning are definitions of similar (positive) pairs and dissimilar (negative) pairs of data points. Having trained the similarity-learning network for self-similarity learning, we proceed with inferring negative samples from the network. Unlike most previous works where negative samples are manually chosen, we actively learn negative sampling conditional on each anchor patch. Since we have no supervision in unsupervised contrastive learning, we opt to learn negative samples by measuring the similarity with respect to the anchor patch in the feature space. In particular, we calculate the cosine similarity of the respective features of two patches inferred from the trained similarity-learning network, i.e.,

\[
s(P_i, P_j) = \frac{|G_1(F_i)^T G_1(F_j)|}{\|G_1(F_i)\|_2 \cdot \|G_1(F_j)\|_2},
\]
Furthermore, we propose to extract hard negative samples for discriminative feature learning inspired by recent works [34, 70]. The level of “hardness” for negative samples is dependent on the similarity with respect to the anchor patch, i.e., more similar patches serve as “harder” negative samples. To implement this idea, we choose a closed interval $B = [b_l, b_u]$ defined by two thresholds for hard negative samples, where $b_l$ and $b_u$ are the lower and upper similarity thresholds, respectively. The negative sampling for each anchor patch $P_i$ varies as the sampling thresholds are conditional on the anchor in the point cloud data.

Regarding positive sampling, we dilate each anchor patch as a positive example like in dilated point convolution [16]. Specifically, as anchor patch $P_i$ is constructed via a $k$-nearest-neighbor search, we first compute the $k \times d$ nearest neighbors of the centering point ($d > 1$ is an integer), and then select every $d$-th neighbor to acquire a dilated patch (with increased receptive field) as the positive sample $P_i^+$. In our current experiments, we set $d = 2$.

### 3.5 Self-contrastive Learning

Based on the learned positive and hard negative samples, we perform self-contrastive learning over $P$. We first learn the point-wise features of $P$ through a representation encoder $E_2 (\cdot)$.

$$H = E_2 (P),$$

where $H = [h_1, ..., h_N]^\top \in \mathbb{R}^{N \times H}$ denotes the feature matrix of $P$ with $H$ output feature channels, with $h_i$ as the feature of the $i$-th point. The point-wise features will be transferred to downstream tasks, such as point cloud classification and segmentation. We have employed DGCNN [68] as the encoder in our current implementation. Each constructed patch is then represented by the concatenation of encoded features, i.e., $H_i \in \mathbb{R}^{(k+1) \times H}, i = 1, ..., M$.

Like the similarity-learning network, we also employ an aggregation operator $G_2 : \mathbb{R}^{(k+1) \times H} \mapsto \mathbb{R}^H$ to acquire the patch representations. The contrastive learning network is then trained by minimizing the InfoNCE [50] contrastive loss.

$$- \log \frac{f(H_i, H_i^\top)}{f(H_i, H_i^\top) + \sum_{s(P_i, P_j) \in [b_l, b_u]} f(H_i, H_j)},$$

where $s(P_i, P_j) \in [b_l, b_u]$ means $P_j$ is a hard negative sample of $P_i$. $H_i^\top$ and $H_j$ denote the feature map of the positive and negative patches, respectively. $f(H_i, H_j) = \exp \{G_2(H_i)^\top G_2(H_j) / \tau \}$, where $\tau$ is a positive real number denoting the temperature parameter.

Naively using negative samples may collapse to poor local minimum as discussed in previous works [34, 70]. Instead, we adaptively perform negative sampling by choosing the thresholds $b_l$ and $b_u$ with a linear annealing policy as in [70]. Specifically, we opt to reduce the value of $b_u$ by a step size linearly and increase the value of $b_l$ by another step size linearly for every fixed number of epochs after several training epochs of using the whole negative samples, thus selecting more difficult negatives.

### 3.6 Analysis

We further analyze the connection of our method with the recently developed self-attention [83] and point cloud transformer [27]. Self-attention is an attention mechanism relating different positions of spatial and temporal data to model the context dependency within the data, which has shown its effectiveness in machine reading, language understanding, image description generation, and so on. The well-known transformer models [35] heavily rely on self-attention mechanism to exploit global or long-range dependencies between the input and output. In essence, the nonlocal self-similarity exploited in our self-contrastive learning model is consistent with the principle of self-attention. As discussed in [67], self-attention is a special case of non-local operations in the embedded Gaussian version.

On the other hand, the nonlocal self-similarity of a point cloud distinguishes from the commonly used self-attention or transformer in the explicit geometric meaning as well as the extension to positive and negative sampling in contrastive learning. Moreover, the proposed model samples self-similar patches as positives, while patches with less degree of similarity are treated as hard negatives. By relating and contrasting patches in different locations of a point cloud, our model captures both local geometric details and nonlocal semantic primitives, leading to accurate local and global representations. This is beneficial to downstream tasks such as point cloud segmentation, which will be evaluated in the experiments.

### 4 EXPERIMENTAL RESULTS

In this section, we first validate the feature representations of point clouds learned with our model in a transfer learning setting [58] in Sec. 4.1. Then in Sec. 4.2, We compare the proposed part segmentation method with state-of-the-art supervised and unsupervised approaches. In our experiments, we employ ModelNet40 [72] and ShapeNet Part [77] datasets to evaluate the generalizability of our model in a transfer learning strategy.

**ModelNet40.** This dataset contains 12,311 models from 40 categories, where 9,843 models are used for training and 2,468 models are for testing. We sample 1,024 points from the original model.

**ShapeNet Part.** This dataset contains 16,881 point clouds from 16 object categories, annotated with 50 different parts. We sample 2,048 points from each 3D point cloud. We employ 12,137 models for training, and 2,874 models for testing.

#### 4.1 Transfer learning

**4.1.1 Implementation Details.** In this task, the similarity-learning network and the contrastive network are both trained via the Adam
Table 2: Part segmentation results on ShapeNet Part dataset. Metric is mIoU (%) on points. “Sup.” denotes supervised.

| Method          | Sup. | Mean  | Aero | Bag  | Cap  | Car  | Chair | Ear  | Phone | Guitar | Knife | Lamp | Laptop | Motor | Mug   | Pistol | Rocket | Skate  | Board |
|-----------------|------|-------|------|------|------|------|-------|------|-------|--------|-------|------|--------|-------|-------|--------|--------|---------|-------|
|                 |      |       | 2690 | 76   | 55   | 898  | 3758  | 69   | 787   | 392    | 1547  | 451  | 202    | 184   | 283   | 66     | 152    | 5271    |
| PointNet [51]   | ✓    | 83.7  | 83.4 | 78.7 | 82.5 | 74.9 | 89.6  | 73.0 | 91.5  | 85.9   | 80.8  | 95.3 | 65.2   | 93.0  | 81.2  | 57.9   | 72.8   | 80.6    |
| PointNet++ [52] |      | 85.1  | 82.4 | 79.0 | 87.7 | 77.3 | 90.8  | 71.8 | 91.0  | 85.9   | 83.7  | 95.3 | 71.6   | 94.1  | 81.3  | 58.7   | 76.4   | 82.6    |
| KD-Net [39]     | ✓    | 82.3  | 80.1 | 74.6 | 74.3 | 70.3 | 88.6  | 73.5 | 90.2  | 87.2   | 81.0  | 94.9 | 57.4   | 86.7  | 78.1  | 51.8   | 69.9   | 80.3    |
| SynSpecCNN [78] | ✓    | 84.7  | 81.6 | 81.7 | 81.9 | 75.2 | 90.2  | 74.9 | 93.0  | 86.1   | 84.7  | 95.6 | 66.7   | 92.7  | 81.6  | 60.6   | 82.9   | 82.1    |
| PCNN [2]        |      | 85.1  | 82.4 | 80.1 | 85.5 | 79.5 | 90.8  | 73.2 | 91.3  | 86.0   | 85.0  | 95.7 | 73.2   | 94.8  | 83.3  | 51.0   | 75.0   | 81.8    |
| PointCNN [45]   |      | 86.1  | 84.1 | 85.5 | 86.0 | 80.8 | 90.6  | 79.7 | 92.3  | 88.4   | 85.3  | 96.1 | 77.2   | 95.3  | 84.2  | 64.2   | 80.0   | 83.0    |
| DGCNN [68]      | ✓    | 85.2  | 84.0 | 83.4 | 86.7 | 77.8 | 90.6  | 74.7 | 91.2  | 87.5   | 82.8  | 95.7 | 66.3   | 94.9  | 81.1  | 63.5   | 74.5   | 82.6    |
| RS-CNN [46]     | ✓    | 86.2  | 83.5 | 84.8 | 88.8 | 79.6 | 91.2  | 81.1 | 91.6  | 88.4   | 86.0  | 96.0 | 73.7   | 94.1  | 83.4  | 60.5   | 77.7   | 83.6    |
| LGAN [1]        | ×    | 57.0  | 54.1 | 48.7 | 62.6 | 43.2 | 68.4  | 58.3 | 74.3  | 68.4   | 53.4  | 82.6 | 18.6   | 75.1  | 54.7  | 47.2   | 46.7   | 66.4    |
| MAP-VAE [28]   | ×    | 68.0  | 62.7 | 67.1 | 73.0 | 58.5 | 77.1  | 67.3 | 84.8 | 77.1   | 60.9 | 90.8 | 35.8   | 87.7  | 64.2  | 45.0   | 60.4   | 74.8    |
| GraphTER (1 FC) | [21] | 62.5  | 55.7 | 44.8 | 36.5 | 18.9 | 78.4  | 26.3 | 76.2 | 76.8   | 51.9 | 89.0 | 12.0   | 47.9  | 55.9  | 22.7   | 32.9   | 70.8    |
| Ours (1 FC)     |      | 76.0  | 71.8 | 73.2 | 70.1 | 59.4 | 83.1  | 56.1 | 86.6 | 77.8   | 73.9 | 93.4 | 52.5   | 89.8  | 73.7  | 47.3   | 69.9   | 73.4    |
| GraphTER (5 FCs) | [21] | 81.9  | 81.7 | 68.1 | 83.7 | 74.6 | 88.1  | 68.9 | 90.6 | 86.6   | 80.0 | 95.6 | 56.3   | 90.0  | 80.8  | 55.2   | 70.7   | 79.1    |
| Ours (5 FCs)    |      | 82.3  | 82.1 | 74.5 | 83.6 | 74.9 | 87.9 | 72.4 | 89.9 | 85.4   | 79.1 | 95.2 | 67.3   | 93.3  | 81.0  | 58.2   | 74.0   | 79.2    |

optimizer [36] with a batch size of 32 and an initial learning rate of 0.002. The similarity-learning network is trained for 128 epochs and the contrastive learning network is trained for 512 epochs. The learning rates of the two networks are scheduled to decrease by 0.8 every 20 epochs and 0.5 every 50 epochs, respectively.

For the similarity-learning network, we deploy four EdgeConv [68] layers and one fully-connected layer as the encoder $E_1(·)$. The number of nearest neighbors $k$ is set to 20 for all EdgeConv layers. After the four EdgeConv layers, the 128-dimensional point-wise feature matrix goes through a fully-connected layer with input channels of 128 and output channels of 32. We then sample similar and dissimilar patch pairs as described in Sec. 3.3, and the point-wise features of these patches are fed into an aggregation operator $G_1(·)$, which consists of a GCN [38] and average pooling layer to acquire the representations of patches. The representations of similar and dissimilar patch pairs are first concatenated to form a 64-dimensional feature vector, and then fed into a discriminator $D(·)$ containing one fully-connected layer to predict the similarity of each pair.

In the linear annealing strategy for hard negative sampling, given that most similarity values between different patch pairs range from 0.8 to 1.0, we opt to reduce the value of $b_1$ by 0.025 and increase the value of $b_2$ by 0.05 for every 20 epochs after 300 training epochs of using the whole negative samples. In the encoder $E_2(·)$ of the contrastive network, we adopt eight EdgeConv layers with the number of nearest neighbors $k = 20$ to acquire the point-wise feature representations. We concatenate the point-wise features from the eight EdgeConv layers, which will be fed into a fully-connected layer to output a 256-dimensional point-wise feature matrix. Similar to the similarity-learning network, we also use a GCN layer and average pooling layer as our aggregation operator $G_2(·)$ to aggregate the feature representations of each patch. Besides, the batch normalization layer and LeakyReLU activation function with a negative slope of 0.2 are employed after each convolutional layer.

During the evaluation stage, the weights of the encoder $E_2(·)$ are fixed to extract the point-wise feature representations of point clouds. Then an average pooling layer is deployed to acquire the global features, after which a linear SVM classifier is trained to map the global features to classification scores.

- **4.1.2 Classification Results.** We follow the same setting in [81] to train a linear SVM classifier on the feature representations of ModelNet40 obtained from the contrastive network. Both similarity-learning and contrastive networks are trained on the ShapeNet part dataset. As shown in Tab. 1, the proposed method outperforms all other unsupervised competitive methods on the ModelNet40 dataset, which justifies the effectiveness of our method.

![Figure 3: Comparison in classification accuracy with the most competitive method GraphTER on ModelNet40 dataset at different Gaussian noise levels.](image)

![Figure 4: Comparison in classification accuracy with the most competitive method GraphTER on ModelNet40 dataset at different point cloud densities.](image)
4.1.3 Ablation Studies. We test the robustness of our model at different noise levels and densities, which is important to real-world applications where point cloud data often suffer from noise or low density.

Robustness to Noise. In order to test the robustness of our model to random noise, we randomly jitter the original coordinates of 3D point clouds with Gaussian noise, with zero mean and standard deviation $\sigma \in \{0.01, 0.02, 0.03, 0.04, 0.05\}$. As presented in Fig. 3, we compare our method with the most competitive method GraphTER [21] on ModelNet40 dataset, where the horizontal axis denotes the noise level (standard deviation $\sigma$), and the vertical axis is the classification accuracy evaluated from a linear SVM classifier. We observe that the proposed model is more robust, with the classification accuracy of 63.2% even when the noise level $\sigma = 0.05$. We also see that the performance trend of GraphTER is similar and comparable to ours. This is because GraphTER employs point-wise transformation (translation, rotation or shearing) for data augmentation, which is beneficial to the robustness of the model to slight noise. By contrast, we do not need this strategy but still achieve satisfactory classification results and good robustness.

Robustness to Density. We further test the robustness of our model to 3D point clouds with low density. We randomly sample $\{1024, 896, 768, 640, 512\}$ points from the original point cloud on ModelNet40 dataset, and compare our method with GraphTER [21]. As shown in Fig. 4, the classification accuracy of our model keeps 75.7% when the number of points is 512, which outperforms GraphTER (70.5%) significantly. Hence, the proposed method is robust to noisy and sparse point clouds. This gives credit to the proposed contrastive learning based on nonlocal self-similarity, which captures the relationship between parts of the point cloud.

4.2 Part Segmentation

4.2.1 Implementation Details. We also use Adam optimizer to train the similarity-learning network and the contrastive network for 128 epochs and 512 epochs, respectively. The hyper-parameters are the same as in Sec. 4.1.

We adopt a linear classifier with several fully-connected layers to map the point-wise feature representations to segmentation scores, with the input of a 256-dimensional feature vector from the EdgeConv layer of the contrastive network. We use the negative log-likelihood loss to train the classifier.

4.2.2 Unsupervised Results. We adopt the Intersection-over-Union (IoU) metric and follow the same evaluation protocol as in the PointNet [51]: the IoU of a shape is computed by averaging the IoUs of all shapes belonging to that category. The mean IoU (mIoU) is finally calculated by averaging the IoUs of all test shapes.

We compare our model with both unsupervised approaches and supervised approaches, as listed in Tab. 2. For fair comparison, we use a different number of fully-connected layers as our classifier to compare with other methods: 1) one fully-connected layer (denoted as "1 FC") as in [28], and 2) five fully-connected layers (denoted as "5 FCs") as in [21]. Note that we reproduce the segmentation results of GraphTER under the "1 FC" setting. Under the challenging "1 FC" setting, we achieve an mIoU of 76.0%, which significantly outperforms the state-of-the-art unsupervised method MAP-VAE [28] by 8.0%, and GraphTER [21] by 13.5%. Under the "5 FCs" setting, we achieve an mIoU of 82.3%, which also outperforms the state-of-the-art unsupervised method GraphTER [21] by 0.4%. Moreover, the proposed model achieves comparable performance to the state-of-the-art fully supervised approaches, which pushes closer towards the upper bound set by the fully supervised counterparts.

We also observe that our model achieves the top performance in most categories such as aeroplane, motorbike and skateboard, which exhibit strong self-similarity and can be well captured by our self-contrastive learning.

4.2.3 Semi-supervised Results. We follow the same setting in [84] to test our model with limited labeled training data. Specifically, we train the linear classifier with only 1% and 5% labeled training data, and test the model on all available test data. For fair comparison with other methods as presented in Tab. 3, we adopt two settings: 1) Train the linear classifier with weights of the feature extractor not frozen, as in ACD [18], denoted as "Ours (w/o fine-tune)"; 2) Train the linear classifier with weights of the feature extractor frozen, as in other methods, denoted as "Ours (w/ fine-tune)".

As listed in Tab. 3, under the "w/o fine-tune" setting, our model achieves the state of the art performance, leading to an mIoU of 78.2% with 5% of training data; with 1% of training data, our model still achieves the best performance, with an mIoU of 74.8% that outperforms Multi-task [29] by 8.0%. Under the "w/ fine-tune" setting, our result is comparable to ACD [18] with 5% of training data, and outperforms ACD with 1% of training data.

We further reduce the amount of training data to evaluate our model. We adopt four percentages of available training data in \{0.1%, 0.3%, 0.5%, 0.7%\} to train the linear classifier, with the weights of the feature extractor frozen. As presented in Fig. 5, the horizontal axis denotes the training epoch of the classifier and the

Table 3: Segmentation results using different percentages of training data.

| Method                  | 5% of training data | 1% of training data |
|-------------------------|---------------------|---------------------|
| SO-Net [44]             | 69.0                | 64.0                |
| PointCapsNet [84]       | 70.0                | 67.0                |
| MortonNet [62]          | 77.1                | -                   |
| Multi-task [29]         | 77.7                | 68.2                |
| ACD (w/ fine-tune) [18] | 79.7                | 75.7                |
| Ours (w/o fine-tune)    | 78.2                | 74.8                |
| Ours (w/ fine-tune)     | 79.2                | 76.2                |

Figure 5: Segmentation results on ShapeNet Part dataset under different percentages of training data.
vertical axis is the mIoU. We observe that the mIoU increases with the training epoch and basically converges at the 60th epoch, which is stable. The mIoU also increases with the percentage of training data. At the same time, our model still achieves a reasonable mIoU of 61.11% with 0.1% of training data. This validates the effectiveness of our model with extremely few labeled training samples.

4.2.4 Visualization Results. Further, we qualitatively compare the proposed method with MAP-VAE [28] on the Chair model under the “1 FC” setting, as illustrated in Fig. 6. The proposed model leads to much more accurate segmentation results than MAP-VAE especially in transition areas, e.g., around the legs and the back of the chair. We also compare our method with the state-of-the-art unsupervised method GraphTER [21] on various models under the “5 FCs” setting, as shown in Fig. 7. We see that our model produces accurate results in detailed regions, e.g., the tail of the aeroplane model, and the wheels of the motorbike and skateboard models, which benefits from the exploitation of nonlocal similarity.

4.2.5 Ablation Studies. We evaluate the advantages of hard negative sampling, and test the robustness of our model.

Advantages of Hard Negative Sampling. To validate the advantages of the proposed hard negative sampling, we simply take all other patches as negative samples to the anchor patch. As presented in Tab. 4, we see that with hard negative sampling, the performance of our model outperforms that of our model without hard negative sampling by a large margin in all experimental settings. Specifically, our model improves the mIoU by an average of 6.35% in unsupervised setting and 5.5% in semi-supervised setting over the model without hard negative sampling, proving that the proposed hard negative sampling makes significant contributions to our method for point cloud representation learning.

Robustness to Noise. We also test the robustness of our model to noise. We randomly jitter the original coordinates of 3D point clouds with Gaussian noise, with zero mean and standard deviation $\sigma \in \{0.01, 0.02, 0.03, 0.04, 0.05\}$. We compare our model with GraphTER on ShapeNet Part dataset in the “5 FCs” setting. As shown in Fig. 8, our model outperforms GraphTER at all the noise levels and achieves reasonable segmentation results even at high noise levels.

5 CONCLUSION

We propose a self-contrastive learning framework with hard negative sampling based on nonlocal self-similarity, aiming at accurate point cloud representation learning in a self-supervised fashion. It consists of three building blocks, namely self-similarity training, positive/negative sampling (especially hard negative sampling) from nonlocal self-similarity, and self-contrastive learning with a linear annealing schedule. By exploiting self-similarity in point cloud, our method has achieved state-of-the-art results in segmentation and transfer learning for classification on popular benchmark datasets. We believe the exploitation of nonlocal self-similarity will also benefit other point cloud tasks such as denoising, reconstruction, and generation.
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