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Abstract: This study proposes a novel hybrid imitation learning (HIL) framework in which behavior cloning (BC) and state cloning (SC) methods are combined in a mutually complementary manner to enhance the efficiency of robotic manipulation task learning. The proposed HIL framework efficiently combines BC and SC losses using an adaptive loss mixing method. It uses pretrained dynamics networks to enhance SC efficiency and performs stochastic state recovery to ensure stable learning of policy networks by transforming the learner’s task state into a demo state on the demo task trajectory during SC. The training efficiency and policy flexibility of the proposed HIL framework are demonstrated in a series of experiments conducted to perform major robotic manipulation tasks (pick-up, pick-and-place, and stack tasks). In the experiments, the HIL framework showed about a 2.6 times higher performance improvement than the pure BC and about a four times faster training time than the pure SC imitation learning method. In addition, the HIL framework also showed about a 1.6 times higher performance improvement and about a 2.2 times faster training time than the other hybrid learning method combining BC and reinforcement learning (BC + RL) in the experiments.
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1. Introduction

An advanced service robot automates tasks performed by humans in the past—recognizing the surrounding conditions correctly, including human motion, the position of objects, and obstacles. As intelligent service robots are increasingly finding their foothold in our daily lives, techniques for efficient robotic object manipulation are attracting much research attention [1]. Several researchers have studied motion planning, which is the mainstream approach to executing robotic manipulation tasks [2–4]. However, motion planning has several limitations. It requires highly sophisticated kinematics and an inverse kinematics model in a high-dimensional workspace to generate a control sequence for a multi-joint robotic hand [5]. Therefore, in an actual execution environment with perceptual and behavioral uncertainties, motion planning is prone to task failure, requiring frequent replanning [6]. Recently, there has been a surge in research on robotic manipulation learning, where frameworks based on machine learning and artificial intelligence as alternatives to motion planning are used to address these limitations [7,8]. Robotic manipulation learning also faces hurdles to its full implementation. Above all, object manipulation tasks using a multi-joint robotic hand require physical control of each joint motor in a high-dimensional continuous state–action space. Therefore, robotic manipulation learning involves a long learning period and a large amount of experience data. Additionally, in a real-world robotic manipulation environment, sensory data and action control have a high level of uncertainty. This environmental uncertainty should be addressed by learning flexible and reliable action policies during learning.

Considering all these difficulties, roboticists are focusing their efforts on developing techniques to facilitate imitation learning of manipulation tasks [9,10]. Behavior cloning
(BC) and state cloning (SC) are two typical imitation learning methods whereby robots learn action policies without any trials using a demo dataset containing human expert trajectories or other robotic task demonstrations. The policy network is taught to the learner robot by imitating the action sequences on demo task trajectories in BC [11–13] and following the task states similar to demo states on demo task trajectories [14–16]. The BC and SC training modalities are briefly illustrated in Figure 1a,b, respectively. The orange nodes and arrows represent the demo states $s^E_t$ and demo actions $a^E_t$ over a demo task trajectory.

Figure 1. Behavior cloning (BC) vs. state cloning (SC).

In BC, as illustrated in Figure 1a, the learner robot starts from the demo state $s^E_1$ and updates the policy network, as it proceeds with the task, to reduce the difference between its intended action $a_t$ and the demo action $a^E_t$ assuming that a demo state $s^E_t$ is at each task step $t$, according to the demo task trajectory $d = \langle (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_l, a^E_l) \rangle$. For example, let the action taken by the robot at the demo state $s^E_1$ be $a_1$ and the demo action be $a^E_1$. The policy network is then updated in BC to match the robot’s action $a_t$ to the demo action $a^E_t$. The robot does not proceed to the next step in the new task state $s^E_2$ but at the demo state $s^E_2$. As such, BC has the advantage of efficient learning of action policies, minimizing trial and error, but the disadvantage of learning action policies with limited coverage.

In SC, as illustrated in Figure 1b, the learner robot starts from state $s^E_1$ and proceeds with the task, updating the policy network to reduce the difference between the task state $s_{t+1}$, which the robot reaches by choosing and implementing its action $a_t$ at each task step $t$, and the demo state $s^E_{t+1}$, according to the same demo task trajectory $d$. For example, the policy network is updated in a manner that the task state $s^E_2$, which can be reached by the robot by taking action $a_1$ at the demo state $s^E_1$, matches the demo state $s^E_2$. Subsequently, instead of going on to the next step at the demo state $s^E_2$, the robot continues at a new task state $s_2$. As such, SC has the advantage of more flexible learning of action policies with broader coverage but the disadvantage of requiring more training time and computational effort. Moreover, stable training of the policy network is undermined if the learner robot’s real task trajectory $d'$ is too far away from the demo task trajectory $d$ while carrying out SC, as shown in Figure 1b.

There are recent works on hybrid learning methods combining BC imitation learning and reinforcement learning to improve both training efficiency and policy flexibility [17–19]. The hybrid learning methods make use of a combination of loss functions [17,18], a combination of reward functions [19], or pretraining and fine-tuning [20]. The first hybrid learning method [17,18], combining the BC loss $L_{BC}$ and the reinforcement learning loss $L_{RL}$, shows high efficiency of training, since it depends mainly upon the successful demo trajectories. However, the hybrid learning method with a loss combination reveals low flexibility of the learned policy, since extra experience data uncovered by the demo dataset cannot be used for training the policy network. The second hybrid learning method [19], combining the imitation reward $R_{BC}$ and the task reward $R_{RL}$, shows high flexibility of
the learned policy, since it allows extra experience data to be used for training the policy. However, the hybrid learning method with a reward combination reveals low efficiency of training due to allowing trial-and-error experiences. The third hybrid learning method [20] pretrains the same policy network with BC and then fine-tunes it with reinforcement learning. It has the advantage that it can warm start the policy network, but it has a disadvantage that it might lead to poorer generalization [17]. To the best of the authors’ knowledge, no research has yet been devoted to developing a hybrid learning method that combines SC imitation learning with other learning methods.

This study proposes a hybrid imitation learning (HIL) framework, which is a novel imitation learning framework characterized by integrating BC and SC in a mutually complementary manner. The HIL framework efficiently combines BC and SC losses using the adaptive loss mixing weight. The HIL framework also uses a pretrained dynamics network to enhance the efficiency of SC. Finally, the framework performs stochastic state recovery, in which the task state is transformed into a demo state on a demo task trajectory while performing SC to ensure stable training of the policy network. This paper presents the results of a series of experiments testing the performance of the proposed HIL framework in executing pick-up, pick-and-place, and stack tasks and thus demonstrates its high training efficiency and policy flexibility.

The contributions of this paper can be summarized as follows:

- The proposed HIL framework combines BC and SC to enhance the efficiency of robotic manipulation learning by providing the synergistic effect of their respective advantages, i.e., high learning efficiency and high policy flexibility.
- The framework efficiently combines BC and SC losses using the adaptive loss mixing weight, which is automatically adjusted according to the degree of policy convergence.
- The framework efficiently implements SC learning using a pretrained dynamics network that predicts the next state from the result of the implemented action in association with the policy network within the HIL framework.
- The framework performs stochastic state recovery while performing SC to ensure a stable training of the policy network.
- This paper presents the process for and results of a series of object manipulation experiments using a 9-DOF (degree of freedom) Jaco robotic hand, demonstrating the high learning efficiency and policy flexibility of the proposed HIL framework.

The rest of the paper is organized as follows: Section 2 reviews the literature related to the topic of this study. Section 3 explains the design of the novel HIL framework in detail. Section 4 describes the implementation of the proposed HIL framework and the process and results of the experiments testing its performance, and Section 5 summarizes the main findings and concludes the study.

2. Related Work

Several studies have been devoted to robotic imitation learning designed to enhance the training efficiency of robotic manipulation tasks with a high-dimensional continuous state–action space [21,22]. Imitation learning methods can be categorized according to the information type of the demo data for policy network training. Among the information types contained in demo data, i.e., the demo task trajectory, BC trains policy networks based on demo actions [11–13]. The major advantage of BC is its facility of policy network convergence with a small number of learning iterations [17]. However, BC has limited coverage of learned policies and a bias risk of training data because it uses only demo data for policy training [12,17]. To compensate for these problems, previous studies attempted methods of using the additional experience data, collected by the learner robot from its experience, for policy training [23–25] or requesting experts for additional demo data throughout the learner robot’s online learning [12,22,26,27].

In SC, another imitation learning method, a policy network is trained using the demo states contained in a demo task trajectory [14–16]. The learner robot does not need to act as written on the demo task trajectory. Instead, SC requires the execution of a
given task by passing through the task states as similar to the demo states as possible. This provides SC advantages over BC because it can reflect various states and actions outside the demo task trajectory during policy training. For this reason, compared to BC, SC provides the learner robot with policy learning with more flexibility and a broader application range [15]. In SC, the policy network parameters should be updated based on the SC loss calculated by adding the difference between each pair of demo states and task states. Some researchers attempted to predict a real task state using a dynamics network [14–16]. These studies proposed methods for defining the action to be taken by the learner robot using a policy network and predicting the next task state, which is the result of the action taken, using a dynamics network. These methods can help achieve a higher data efficiency than those for observing the next state after executing an action in a real environment. However, it is a great challenge to learn the optimal dynamics network in a robotic manipulation environment with a high-dimensional continuous state–action space, with the dynamics network performance posing the problem of interfering with policy network training [28,29]. In order to effectively train the dynamics network in a robotic manipulation environment, the proposed HIL learning framework applies a novel stochastic state recovery technique during state cloning.

Likewise, a range of hybrid learning methods combining BC and other methods have also been attempted [17–20]. This type of hybrid learning can be categorized into methods using a mixed loss function [17,18] or a mixed reward function [19]. Policy networks were trained using the mixed loss function combining the BC loss and reinforcement learning loss in studies on imitation learning [17,18], and the mixed reward function combining the task progress-based task reward and the BC-based imitation reward in a study on reinforcement learning [19]. These and other studies have proposed a variety of hybrid learning methods, but no research has yet been devoted to developing a hybrid learning method combining SC and other learning methods. Different from existing hybrid learning methods, however, our HIL hybrid imitation learning framework tries to combine BC and SC to learn an effective robotic manipulation policy for the first time. Therefore, the HIL framework can have high efficiency of training as well as high flexibility of policy.

3. Methodology

3.1. Problem Description

In this study, the imitation learning problem for robotic manipulation tasks is defined as \( M = (S, A, P, T, D, \pi) \). \( S \) and \( A \) denote the state space and action space, respectively, and both are defined as high-dimensional continuous spaces. For example, each state of the 9-DOF robotic hand executing a pick-up task, as shown in Figure 2, becomes a high-dimensional continuous space by expressing it in terms of 9-joint angles \((a_{j0}, a_{j1}, a_{j2}, a_{j3}, a_{j4}, a_{j5}, a_{j6}, a_{j7}, a_{j8})\), angular velocities \((v_{j0}, v_{j1}, v_{j2}, v_{j3}, v_{j4}, v_{j5}, v_{j6}, v_{j7}, v_{j8})\), and 7D pose of the manipulated object \((p_x, p_y, p_z, o_x, o_y, o_z, o_w)\). Moreover, the action space also becomes a high-dimensional continuous space by expressing the action executed by the robotic hand performing this task in terms of the joint velocity command \((v_{cmdj0}, v_{cmdj1}, v_{cmdj2}, v_{cmdj3}, v_{cmdj4}, v_{cmdj5}, v_{cmdj6}, v_{cmdj7}, v_{cmdj8})\).

Figure 2. An example of robotic manipulation task.
$P$ denotes the stochastic state transition probability $P : S \times A \times S \to [0, 1]$, which represents the effect of the action. It is assumed here that the stochastic state transition probability distribution is not known to the robot and that the robot must learn it by experience. $T$ denotes the assigned robotic task, which is commonly expressed by pair $(c_{initial}, c_{goal})$ of the initial state condition ($c_{initial}$) and the goal state condition ($c_{goal}$). $D$ denotes the demo dataset $D = \{ (s^{E}_{k}, a^{E}_{k}) \mid k = 1, \ldots, n \}$ and consists of the sequence of the pairs $(s^{E}_{k}, a^{E}_{k})$ of the task trajectories performed by an expert.

In this study, it is assumed that the state and action spaces of the demo task performed by the expert are the same as those of the robotic learning task. From this, it follows that any given demo state and action $(s^{E}_{i}, a^{E}_{i})$ contained in $D$ are assumed to be $s^{E}_{i} \in S$ and $a^{E}_{i} \in A$. Conversely, $\pi$ denotes the stochastic policy for the specification of $T = (c_{initial}, c_{goal})$, expressed as $\pi_{T} : S \times A \to [0, 1]$, which determines the action $a_{t}$ to be taken by the robot in the state $s_{t}$ to execute the assigned task $T$. In this imitation learning problem $M$, the learner robot’s goal is to efficiently learn the action policy $\pi_{T}$ to achieve the task $T = (c_{initial}, c_{goal})$ using the demo dataset $D$. Table 1 summarizes the brief descriptions of variables used in this paper.

### Table 1. Variable descriptions.

| Variable | Description |
|----------|-------------|
| $s^{E}_{t}$ | Demo state |
| $a^{E}_{t}$ | Demo action |
| $s_{t}$ | Task state |
| $a_{t}$ | Task action |
| $S$ | State space |
| $A$ | Action space |
| $P$ | Stochastic state transition probability |
| $T$ | Assigned robotic task |
| $c_{initial}$ | Initial state condition |
| $c_{goal}$ | Goal state condition |
| $\pi_{\theta}$ | Stochastic policy network |
| $d$ | Demo task trajectory |
| $D$ | Demo dataset |
| $l$ | Length of each demo task trajectory |
| $L_{BC}$ | Behavior cloning (BC) loss |
| $L_{SC}$ | State cloning (SC) loss |
| $L_{mix}$ | Mixed loss |
| $d_{conv}$ | Degree of policy convergence |
| $f_{\phi}$ | Dynamics network |
| $\alpha_{e}$ | Loss mixing weight |
| $\rho$ | State recovery probability |

### 3.2. Hybrid Imitation Learning (HIL) Framework

BC and SC, two mainstream imitation learning methods, have shown excellent achievements in a variety of fields but have unique limitations. As explained previously, BC’s major problem is its failure to efficiently address various environmental states not contained in the demo dataset because its action policy learning is limited to the expert’s task trajectories contained in limited quantities in the demo dataset. By contrast, SC does not compel the learner robot to follow only the task trajectories contained in the demo dataset for action policy learning. Instead, SC allows the learner robot some free space to experience new states and actions not included in the demo dataset so that it can learn action policies with broader coverage and greater flexibility. The disadvantage of this approach is that it is time-consuming and cost-intensive because it allows the robot to learn through trial-and-error experience. In an attempt to overcome the drawbacks of these two imitation learning methods, this study proposes the HIL framework for efficient...
learning of robotic manipulation tasks. Figure 3 illustrates the overall architecture of the HIL framework.

Figure 3. Hybrid imitation learning (HIL) framework.

The policy network, at the center of Figure 3, is a neural network module representing the action policy. In this study, a policy network $\pi_\theta$ was designed with three fully connected (fc) layers with tanh activation functions. Each layer contains 100 units. The BC part of the HIL framework includes a BC loss estimation module that estimates the BC loss $L_{BC}$ by following a demo task trajectory $\langle (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_l, a^E_l) \rangle$ and comparing at each task state $s^E_t$ the action predicted by the policy network $a_t$ and the action taken using the demo data $a^E_t$. The SC part of the HIL framework consists of a dynamics network and an SC loss estimation module. The dynamics network is a neural network module that predicts the next environmental state $s_{t+1}$ after the learner robot has taken an action $a_t$ from any given state $s_t$. The SC loss estimation module starts from the initial state $s^E_1$ of the demo task trajectory $\langle (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_l, a^E_l) \rangle$ and estimates SC loss $L_{SC}$ by comparing the next state predicted by the dynamics network $s_{t+1}$ and the next state of the demo task trajectory $s^E_{t+1}$ under the assumption that the policy network performs the predicted action $a_t$. To efficiently integrate BC and SC, the HIL framework uses the mixed loss $L_{mix}$, which combines the losses $L_{BC}$ and $L_{SC}$. The loss mixing module (Figure 3, top) computes $L_{mix}$ by adaptively combining $L_{BC}$ and $L_{SC}$ at different ratios depending on the degree of policy convergence $d_{conv}$. The degree of policy convergence $d_{conv}$ is a measure of whether the learner robot has learned the policy sufficiently to reproduce the demo task trajectory. Therefore, the adaptive loss mixing method of the HIL framework is designed to concentrate the learning on BC in the initial learning phase, where $d_{conv}$ is low, to teach it to reproduce the demo task trajectory. As $d_{conv}$ gradually increases, however, the learning focus is shifted to SC to include the ability to learn from experiences of various states and actions outside the demo task trajectory in policy learning. The overall learning process of the HIL framework is summarized in Algorithm 1.
Algorithm 1. Hybrid imitation learning framework.

Function HIL($D$, $\rho$)
/* the demo dataset $D = \{(s^F_k, a^E_k), \ldots, (s^F_n, a^E_n)\}$, $k = 1, \ldots, n$.
the state recovery probability $\rho$ */
Initialize the policy network $\pi_0$ and the dynamics network $f_\theta$

\[ f_{\theta} = \text{Pretrain_Dynamics_Network}(f_{\theta}, D, E) \]

for $e = 0, \ldots, E$ epochs do
    for $I = 0, \ldots, |D|$ do
        Sample $d = (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t)$ from $D$
        $L_{BC}$, $d_{\text{conv}} = \text{Behavior_Cloning}(\pi_0, d)$
    end for
    Update the policy network parameters $\theta$ by gradient descent
    $\theta \leftarrow \theta - \nabla_\theta L_{\text{mix}}$
end for
return $\pi_0$

After initializing the parameters of the policy network $\pi_0$ and the dynamics network $f_\theta$, the HIL framework pretrains the dynamics network $f_\theta$ using the demo dataset $D$, followed by the iterative training of the learning process consisting of demo task trajectory sampling, BC, SC, loss mixing, and policy network updating. First, in the demo task trajectory sampling process step, a demo task trajectory $d = (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t)$ is selected for training from $D$. In the BC step, $d_{\text{conv}}$ is computed based on the demo task trajectory $d = (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t)$. In the SC step, $L_{SC}$ is computed based on $d$ and $f_\theta$. In the loss mixing step, $L_{\text{mix}}$ is computed using the adaptive loss mixing weight $\alpha_e$, as

\[ L_{\text{mix}} = (1 - \alpha_e)L_{BC} + \alpha_e L_{SC} \]  

(1)

where the adaptive loss mixing weight $\alpha_e$ is not a constant but a variable equivalent to $d_{\text{conv}}$ ($\alpha_e = d_{\text{conv}}$); that is, $\alpha_e$ increases with increasing $d_{\text{conv}}$, resulting in a decrease in the weight of $L_{BC}$ and an increase in the weight of $L_{SC}$ in $L_{\text{mix}}$. Finally, in the policy network update step, the parameter $\theta$ of the policy network $\pi_0$ is updated based on the mixed loss, as expressed by Equation (2). In other words, in the HIL framework, $\theta$ of the policy network $\pi_0$ is updated using a gradient descent analysis of $L_{\text{mix}}$ with respect to the demo task trajectory.

\[ \theta \leftarrow \theta - \nabla_\theta L_{\text{mixed}} \]

(2)

Algorithm 2 describes the implementation process of the aforementioned BC step of the HIL framework in detail. In BC, the learner robot follows the demo task trajectory $d = (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t)$, concurrently selecting the action $a_t$ to be taken in each demo state $s^E_t$ using the policy network $\pi_0$ ($a_t \sim \pi_0(s^E_t)$) and computing the probability of $a_t$ to be selected in the state $s^E_t$ ($p_t = P(a_t|s^E_t; \pi_0)$), followed by the calculation of $L_{BC}$ based on the $a_t$ determined by the policy network $\pi_0$ and the demo action $a^E_t$, as

\[ L_{BC} = \sum_{(s^E_t, a^E_t) \in B} ||a_t - a^E_t||_2^2. \]

(3)

Accordingly, $L_{BC}$ is defined as the sum of the differences between the chosen $a_t$, determined by the policy network $\pi_0$ in each demo state $s^E_t$, and the demo action $a^E_t$, based on the demo task trajectory $d = (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t)$. Additionally, the $d_{\text{conv}}$ of the policy network $\pi_0$ is calculated in the BC function based on the probability $p_t$ for the learner robot to select the action $a_t$ at each state $s^E_t$, as

\[ d_{\text{conv}} = \frac{1}{t} \sum_{t=1}^T p_t. \]

(4)
Lastly, \( L_{BC} \) and \( d\text{conv} \) calculated as above are returned as the final result of the BC function.

Algorithm 2. Behavior cloning.

```latex
\textbf{Algorithm 2. Behavior Cloning}(\pi_0, d) \\
/* \text{the policy network } \pi_0 \text{ the demo data } d = \langle (s^{E}_1, a^{E}_1), (s^{E}_2, a^{E}_2), \ldots, (s^{E}_l, a^{E}_l) \rangle */ \\
\text{Initialize the episodic buffer } B \text{ to be empty} \\
\text{for } t = 1, \ldots, l \text{ timesteps do} \\
\text{Sample an action } a_t \sim \pi_0(s^E_t) \\
\text{Calculate } P_t = P(a_t \mid s^E_t; \pi_0) \\
B \leftarrow B \cup \{ (s^E_t, a^E_t, a_t, P_t) \} \\
\text{end for} \\
\text{Estimate the BC loss } L_{BC} \\
L_{BC} = \sum_{(s^E_t, a_t, a^E_t) \in B} \| a_t - a^E_t \|_2^2 \\
\text{Calculate the degree of cloning } d\text{conv} \\
d\text{conv} = \frac{1}{l} \sum_{t=1}^{l} P_t \\
\text{return } L_{BC}, d\text{conv} \\
```

3.3. State Cloning with Dynamics Network

As explained above, in the HIL framework, both BC and SC are used to train the policy network \( \pi_0 \). Unlike BC, SC does not compel the learner robot to imitate the demo task trajectories only but provides opportunities to attempt new states and actions. In general, a learner robot faces difficulty in reproducing the demo task trajectories in a real task environment with a very wide state and action space and high environmental uncertainties. It is also at a high risk of facing new states unencountered during demo task execution, even if the same task is repeatedly performed. Therefore, in a robotic manipulation task environment, a learner robot must be allowed to experience new states and actions outside the demo task trajectories and to carry out SC imitation learning based on those experiences to learn more flexible action policies with broader coverage.

Simply put, SC is the process of updating the parameter \( \theta \) of the policy network \( \pi_\theta \) to reduce the loss between state \( s^E_t \) and the learner robot’s task state \( s_t \) on the demo task trajectory \( d = \langle (s^{E}_1, a^{E}_1), (s^{E}_2, a^{E}_2), \ldots, (s^{E}_l, a^{E}_l) \rangle \). The SC process of the HIL process is illustrated in Figure 4. The figure shows that the SC in the HIL framework uses policy, dynamics, state recovery, SC loss estimation, loss mixing, and parameter update modules.

![Figure 4. State cloning with dynamics network.](image-url)
Suppose that a learner robot is currently performing the action $a_t$ in the environmental state $s_t$. The dynamics network $f_{θ'}$ consisting of three fully connected layers among the SC modules then predicts the next state $s_{t+1}$ as a consequence of the action $a_t$. Accordingly, if the policy network $π_θ$ decides on an action $a_t$, based on the input of the current state $s_t$, the dynamics network $f_{θ'}$ predicts the next state $s_{t+1}$ based on the current state $s_t$ and action $a_t$. The dynamics network is used in the SC step of the HIL framework following pretraining using the demo dataset $D$. Pretraining the dynamics network greatly contributes to enhancing the learning efficiency of the policy network during the SC process.

The state recovery module plays the role of moving any given state task state $s_t$, which is not on the demo task trajectory $d = ⟨(s_1^E, a_1^E), (s_2^E, a_2^E), \ldots, (s_l^E, a_l^E)⟩$, to a state $s_t^E$ on the demo task trajectory during the learner robot’s task execution. In general, throughout the SC imitation learning, the learner robot is not instructed to imitate the actions on the demo task trajectory. This makes the learner robot’s actual task trajectory $d'$ prone to digression from the demo task trajectory $d$. An excessive discrepancy between the demo task trajectory $d$ and the actual task trajectory $d'$ undermines stable learning of the policy network $π_θ$. Therefore, in the state recovery module of the HIL framework, stochastic state recovery is intermittently performed to return the learner robot’s state to a state on the demo task trajectory using the recovery probability $ρ$.

The SC loss estimation module calculates $L_{SC}$ using the difference between the two states $s_t^l$ and $s_t$. The resultant $L_{SC}$ value is integrated into the mixed loss with $L_{BC}$ using the loss mixing module. To minimize the mixed loss, the parameters of $θ$ of the policy network $π_θ$ are updated using the parameter update module.

Algorithm 3 describes the SC learning process in detail. The SC learning process involves the demo task trajectory $d = ⟨(s_1^E, a_1^E), (s_2^E, a_2^E), \ldots, (s_l^E, a_l^E)⟩$, policy network $π_θ$, state recovery probability $ρ$, and pretrained dynamics network $f_{θ'}$. It begins with task initialization in which the episodic buffer $B$ is emptied, and the learner robot’s task state $s_0$ is set to the initial state $s_0^E$ on the demo task trajectory. This is followed by action sampling, the second step of SC in which the action $a_t$ to be executed in the state $s_t$ is decided using $π_θ (a_t \sim π_θ(s_t))$. The third step of SC is the next state determination, in which $a_t$ is executed, and the next state task $s_{t+1}$ is determined. Depending on $ρ$, the next state $s_{t+1}$ is either the state predicted by $f_{θ'}(s_t, a_t)$ or a state on the demo task trajectory $s_{t+1}^E$. In the fourth step, the pair consisting of the determined next state $s_{t+1}$ and the demo state $s_{t+1}^E$ is stored in the episodic buffer $B$. Steps 2–4 are performed iteratively until task termination, followed by SC loss estimation, which is the final step. In the SC loss estimation step, $L_{SC}$ is calculated using the difference between the two states $s_t^l$ and $s_t$ based on the data stored in buffer $B$, as

$$L_{SC} = \sum_{(s_t, s_t^l) ∈ B} \|s_t - s_t^l\|_2^2$$

(5)

**Algorithm 3. State cloning.**

```lang-none
Function State_Cloning($π_θ, f_{θ'}, d, ρ$)

/* the policy network $π_θ$, the pretrained dynamics network $f_{θ'}$, the demo data $d$, the state recovery probability $ρ$ */

Initialize the episodic buffer $B$ to be empty

$s_0 ← s_0^E$

for $t = 1, \ldots, l - 1$ timesteps do

Sample an action $a_t \sim π_θ(s_t)$

$s_{t+1} ← \begin{cases} f_{θ'}(s_t, a_t), & \text{with} \ (1 - ρ) \\ s_{t+1}^E, & \text{with} \ ρ \end{cases}$

$B ← B \cup \{(s_{t+1}, s_{t+1}^E)\}$ // append each pair of states to $B$

end for

Estimate the SC loss $L_{SC}$

$L_{SC} = \sum_{(s_t, s_t^l) ∈ B} \|s_t - s_t^l\|_2^2$

return $L_{SC}$
```
3.4. Pretraining the Dynamics Network

As mentioned above, the dynamics network \( f_\phi \) performs pretraining using the demo dataset \( D \) prior to implementation of SC in the HIL framework. Algorithm 4 describes the pretraining of the dynamics network.

**Algorithm 4. Pretraining the dynamics network.**

```latex
\textbf{Function \text{Pretrain\_Dynamics\_Network}} (f_\phi, D)

\text{/** the dynamics network } f_\phi, \text{ the demo dataset } D */
\text{for } e = 0, \ldots, E \text{ epochs do}
\text{for } i = 0, \ldots, |D| \text{ do}
\text{Initialize the episodic buffer } B \text{ to be empty}
\text{Sample } d = \langle (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t) \rangle \text{ from } D
\text{Initialize the environment to initial state } s^E_1
\text{for } t = 1, \ldots, il \text{ timesteps do}
\text{Execute an action } a^E_t \text{ and perceive the next state } s^E_{t+1}
B \leftarrow B \cup \{ (s_t, a^E_t, s_{t+1}) \} \text{// append each state transition to } B
\text{end for}
\text{Update the dynamics network parameters } \phi \text{ by gradient descent}
\phi \leftarrow \phi - \nabla_\phi \left( \sum_{(s_t, a^E_t, s_{t+1}) \in B} ||f_\phi(s_t, a^E_t) - s_{t+1}||^2_2 \right)
\text{end for}
\text{return } f_\phi
```

Dynamics network pretraining begins with task initialization, emptying the episodic buffer \( B \), sampling a demo task trajectory \( d = \langle (s^E_1, a^E_1), (s^E_2, a^E_2), \ldots, (s^E_t, a^E_t) \rangle \) from the demo dataset \( D \) and initializing the environmental state to the initial state \( s^E_1 \) of the demo task trajectory. In the second step, “action execution”, the demo action \( a^E_t \) is executed in the current state \( s^E_t \). In the third step, “state observation”, the next state \( s^E_{t+1} \) resulting from the second step, i.e., execution of the demo action \( a^E_t \), is observed, and these state transition experience data \( (s_t, a^E_t, s_{t+1}) \) are stored in the episodic buffer \( B \). The second and third steps are iteratively performed through the termination of the task, and the training data for the dynamics network are collected in the episodic buffer \( B \). In the last step, “parameter update”, the parameters \( \phi \) of the dynamics network \( f_\phi \) are updated using the parameters of the training data \( \langle \ldots (s_t, a^E_t, s_{t+1}) \ldots \rangle \) stored in the episodic buffer \( B \), as

\[
\phi \leftarrow \phi - \nabla_\phi \left( \sum_{(s_t, a^E_t, s_{t+1}) \in B} ||f_\phi(s_t, a^E_t) - s_{t+1}||^2_2 \right).
\]

where \( f_\phi(s_t, a_t) \) and \( s_{t+1} \) represent the next state predicted by the dynamics network \( f_\phi \) and that observed in the real-life setting, respectively. Consequently, the parameter \( \phi \) of the dynamics network is updated using a gradient descent optimization method based on a loss function defined as the difference between the next state predicted by the dynamics network \( f_\phi(s_t, a^E_t) \) and the next state actually observed \( s_{t+1} \) in the parameter update step.

4. Implementation and Evaluation

4.1. Manipulation Tasks

In this study, the performance of the HIL framework was analyzed by testing it on three types of robotic manipulation tasks (pick-up, pick-and-place, and stack tasks) using a 9-DOF Jaco robotic hand, as shown in Figure 5.

All blocks used for the three object manipulation tasks were assumed to be rigid cubes (5 cm³). Each task state is expressed in terms of the angle and angular velocity of the Jaco robotic hand joints and the position and orientation of the target block. Each control action of the Jaco robotic hand is expressed as a joint velocity command, which is a nine-dimensional integer vector. The uncertainty of the real world was simulated by
applying Gaussian noise \(N(0, 0.001)\) to all actions of the Jaco robotic hand executed in the CoppeliaSim simulators. The characteristics of each of the three object manipulation tasks are subsequently summarized.

![Image of robotic hands performing three tasks](image.png)

**Figure 5.** Three robotic manipulation tasks.

The goal of the pick-up task is to grab the target block placed on the table and lift it to or above the predetermined reference height of 20 cm. For this task, the initial location of the object block on the table was set at random, while the initial position of the robotic hand was fixed. This task has the smallest state space, and its task state is hence easy to predict by the dynamics network compared with the other manipulation tasks.

The goal of the pick-and-place is to grab the target block placed on the table and move it from the initial location to the predetermined target position. If the distance between the initial position of the target block and the target position is less than 5 cm, the task is considered successful. The initial and final locations of the target block were set at random for each task, with the initial position of the robotic hand again fixed to the same position. Compared to the pick-up operation, which requires simply lifting the object, this task is more challenging because it has a much larger state space and a longer task trajectory. It is less challenging than the stack task, which requires moving the target block and stacking it onto another block, although these two tasks are similar in that the target block must be moved to the target position.

The goal of the stack task is to grab the target block and stably place it on another block. The initial position of the target block is set at random for this task, while the initial positions of the robotic hand and the second block onto which the target block should be stacked are always fixed. Of the three tasks, this has the largest state space and highest complexity.

### 4.2. Model Training

The HIL framework was implemented in Ubuntu 18.04 LTS computing environments using PyTorch of the Python deep learning library. The policy network and dynamics network of the HIL framework were designed with three fully connected layers. Each layer consisted of 100 hidden units, and a rectified linear unit was used as the activation function. The robot manipulation task environments, including the Jaco robotic hand, were modeled using the robot simulator CoppeliaSim, and PyRep, a toolkit for robot learning.

The demo data for training were gathered by an iterative run of the sequential processes of motion planning, plan execution, and trajectory recording. In motion planning, all trajectories of the Jaco robotic hand to reach the target pose from the initial pose of each task were calculated using the motion planner Open Motion Planning Library plugin for the robot simulator CoppeliaSim. In the processes of planning execution and trajectory recording, the state–action pairs at each simulation timestep were recorded while the tasks were sequentially executed by the joints of the Jaco robotic hand according to the planned trajectories. As explained above, each state is expressed in terms of the position of the manipulation task objects and those of the robotic hand joints, and each action in terms of a joint velocity command for each joint of the robotic hand. Through this method, the
recorded sequence of the state–action pairs throughout the demo task became the demo data representing the task episode, and a demo dataset was constructed by collecting them. The demo dataset for HIL consisted of 200, 250, and 300 task execution trajectories for pick-up, pick-and-place, and stack tasks, respectively, considering their increasing complexity. The demo dataset was divided into training and validation datasets at a ratio of 10:1, which were used for training and testing of the HIL framework.

The demo dataset was used to pretrain the dynamics network prior to its inclusion in the HIL framework, and the pretrained dynamics network was fine-tuned again in an end-to-end training process of the entire HIL framework. The policy network and dynamics network in the HIL framework were trained at a learning rate of $10^{-3}$ using the optimizer Adam [30].

### 4.3. Experiments in Simulated Environment

The experiments testing the performance of the HIL framework were conducted in a computing environment consisting of an Intel i9-7920X Processor 12-core 24-thread 2.9 GHz CPU and GeForce GTX 2080 Ti GPU. The first experiment aimed to prove the superiority of the proposed HIL framework through a performance comparison of various loss mixing methods combining $L_{BC}$ and $L_{SC}$. To this end, the mean task success rate and learning time (min) were compared while varying the value of $\alpha_i$, the mixed weight coefficient used in calculating $L_{mix}$ and $L_{SC}$ (see Equation (7)). A comparison was also made between the application cases of the fixed mixing weights (0, 0.3, 0.6, and 1.0) and the automatically determined adaptive loss mixing weight depending on the degree of BC cloning ($\alpha_i = d_{cloning}$), as is the case with the HIL framework. In particular, mixing weights of $\alpha_i = 0$ and $\alpha_i = 1$ indicate the exclusive application of pure BC imitation learning and pure SC imitation learning, respectively. The state recovery probability $\rho$ for the SC function was set to be 0.6.

$$L_{mix} = (1-\alpha_i)L_{BC} + \alpha_i L_{SC}, \quad (7)$$

Table 2 outlines the results of the experiment. The case using the adaptive loss mixing weight ($\alpha_i = d_{conv}$) outperformed the cases using a fixed mixing weight in all three manipulation tasks. Among the different mixing weight values, the case using SC loss only ($\alpha_i = 1.0$) outperformed the case using BC loss only ($\alpha_i = 0$) for action policy learning in all three manipulation tasks, presumably because SC allows the learner robot more opportunities than BC to experience the actions not included in the demo data for the learner robot to learn actions with wider coverage and higher reliability than BC. Comparing the other two cases of fixed mixing weights ($\alpha_i = 0.3, 0.6$), different performance levels were observed depending on the executed task type. In the pick-up task, the case with a comparatively low mixing weight ($\alpha_i = 0.3$) outperformed the other case ($\alpha_i = 0.6$). In the pick-and-place and stack tasks, the case with a comparatively high mixing weight ($\alpha_i = 0.6$) outperformed the other case ($\alpha_i = 0.3$). This suggests that high performance can be expected by setting a low mixing weight (=higher $L_{BC}$ contribution) for a task with low complexity, such as the pick-up task, and a low mixing weight (=higher $L_{SC}$ contribution) for a task with high complexity such as the pick-and-place and stack tasks. As such, expecting a uniformly high performance is difficult when using a fixed mixing weight $\alpha_i$ for different types of tasks with different complexities. By contrast, the HIL framework, using the adaptive loss mixing weight while learning depending on the degree of policy convergence $d_{conv}$ ($\alpha_i = d_{conv}$), showed a uniformly high performance in various tasks with different complexities. Figure 6 shows how $d_{conv}$ changes during task learning. For all three tasks, we find that $d_{conv}$ increases as training proceeds. These experimental results prove the superiority of the HIL framework, achieved by implementing an adaptive loss mixing weight method.

The second experiment was conducted to observe the effect of the stochastic state recovery performed by the SC function in the HIL framework and analyze the performance changes depending on the value of the state recovery probability $\rho$. To this end, the average...
success rate from 10 runs was measured, with the values of the state recovery probability $\rho$ set to 1.0, 0.6, 0.3, and 0. Table 3 outlines the results of this experiment.

Figure 6. Changes in $d_{\text{conv}}$ for learning manipulation tasks.
Table 2. Performance comparison among the methods using different loss mixing weights.

| Loss Mixing | Task          | Pick-Up | Pick-and-Place | Stack |
|-------------|---------------|---------|----------------|-------|
|             | Success Rate  | Time (min) | Success Rate  | Time (min) | Success Rate  | Time (min) |
| $a_i = 0$   | 0.58          | 112     | 0.48           | 128     | 0.16          | 135        |
| $a_i = 0.3$ | 0.75          | 293     | 0.52           | 422     | 0.46          | 414        |
| $a_i = 0.6$ | 0.72          | 393     | 0.78           | 456     | 0.72          | 545        |
| $a_i = 1.0$ | 0.64          | 460     | 0.76           | 625     | 0.66          | 724        |
| $a_i = d_{conv}$ | 0.75 | 119     | 0.84           | 156     | 0.78          | 181        |

Table 3. Performance comparison depending on the state recovery probability $\rho$.

| Recovery | Task          | Pick-Up | Pick-and-Place | Stack |
|----------|---------------|---------|----------------|-------|
| $\rho = 1.0$ | 0.64          | 0.46    | 0.52           |       |
| $\rho = 0.6$ | 0.75          | 0.84    | 0.78           |       |
| $\rho = 0.3$ | 0.816         | 0.75    | 0.76           |       |
| $\rho = 0$  | –             | –       | –              | –     |

Table 3 shows that all three tasks failed when stochastic state recovery was not applied ($\rho = 0$). Conversely, the task success rate exceeded 0.5 when stochastic state recovery was applied ($\rho = 1.0, 0.6, 0.3$), thus verifying the positive effect on learning of stochastic state recovery. HIL performed best at $\rho = 0.3$ in the pick-up task, where the state space is relatively narrow and the length of the task episode is short, and at $\rho = 0.6$ in the pick-and-place and stack tasks (wide state space and long task episode length). In general, when $\rho$ is set high, whenever a digression from the demo task trajectory occurs during the SC learning process, it is returned to one of the states of the corresponding demo state trajectory. If $\rho$ is set low, digression from the demo task trajectory is tolerated for a long time, resulting in more opportunities to experience new states and actions unencountered while performing the demo task. Therefore, to obtain high HIL performance, it is advantageous to set the state return probability $\rho$ low in a pick-up task, which has a relatively low complexity, and high in a pick-and-place or stack task, which has a higher complexity. Conversely, setting $\rho$ to the maximum value of 1.0 resulted in the lowest performance across all three tasks, presumably because the restraint on the states was not allowing for any digression from the demo task trajectory at every timestep during the learning process, resulting in the HIL framework learning the same things as in a pure BC process, neutralizing the advantages of the former over the latter. The third experiment was conducted to evaluate the superiority of the proposed HIL framework by comparing it with typical robot manipulation task learning methods. Specifically, the performance levels of pure BC imitation learning, reinforcement learning (RL) using the PPO algorithm [31], hybrid learning with a mixed loss function combining the BC loss and the reinforcement learning loss (BC + RL), and the proposed HIL framework were compared. The state recovery probability $\rho$ of the HIL framework was set to 0.3 and 0.6 for the pick-up, and pick-and-place and stack tasks, respectively. The mean task success rate of each learning epoch of the policy network was used as the threshold for success. The reward function for RL was designed as follows:

**Pick-up:** A reward of +0.01 is awarded when the robotic hand approaches the object, +0.1 when it grasps it, and +1 when it lifts it to or above a certain height.

**Pick-and-Place:** A reward of +0.01 is awarded when the robotic hand approaches the object, +0.1 when it grasps it, and +10 when it lifts and moves it to or above a certain height.

**Stack:** A reward of +0.01 is awarded when the robotic hand approaches the object, +0.1 when it grasps it, +1 when it lifts it to or above a certain height, and +10 when it stacks it onto another object.
The results of this experiment are shown in Figure 7. This shows that pure BC improved the performance level most rapidly but was outperformed by the other two methods. This is because BC cannot reflect new states and actions not included in the demo data in the action policy and hence yields the lowest performance level in the manipulation tasks with high complexity and environmental uncertainty. On the other hand, RL using the PPO algorithm improved the performance level most slowly. In the stack task shown in Figure 7c, which had the highest complexity, RL provided no noticeable improvement for the first 400 epochs. For this reason, it is hard to distinguish the plot showing the RL result from the epoch axis in Figure 7c. From these experimental results, it can be assumed that RL requires a much higher number of trials than BC and HIL to learn a policy network to any significant extent, lowering the data efficiency. For all three tasks, the hybrid learning of BC + RL provided a faster improvement in the performance than pure RL. However, for two complex tasks such as pick-and-place and stack tasks, the hybrid learning of BC + RL showed a lower performance than the proposed HIL framework. By contrast, HIL showed the highest task performance improvement in all three manipulation tasks, presumably by fully benefiting from the combined advantages of BC with high learning efficiency and SC with various state–action experiences reflected in learning. The results of this experiment verify the high learning efficiency and task performance success rate of robots trained via HIL.

Finally, a fourth experiment was conducted to qualitatively evaluate the action policies resulting from HIL training. After 5 h of training time, the policies learned by BC, RL, and HIL were compared for the pick-up task. The object position changes observed when applying each policy to the real task are plotted in 3D space in Figure 8.
Figure 7. Comparison with conventional learning methods.

Figure 8. Qualitative comparison among the learned policies.

Figure 8 illustrates the trajectory of the target objects during task execution from their respective initial positions $I_1, I_2, I_3$ to their final poses $G_1, G_2, G_3$ for each of the policies learned. The object trajectories resulting from the policy learned through HIL, ($I_1, G_1$), ($I_2, G_2$), and ($I_3, G_3$) in the three pick-up tasks, show that every action causing digression from the demo task trajectory during task execution is corrected to the demo task trajectory, allowing the robot to reach the target position. By contrast, the object trajectories resulting from the policy learned through BC show that digression from the demo task trajectory during task execution cannot be remediated. For example, in the ($I_1, G_1$) and ($I_2, G_2$) tasks, the target object was barely picked up, and in the ($I_3, G_3$) task, the target object was lifted close to the target height with much difficulty but wandered from the target trajectory, resulting in failure. The trajectories resulting from the policy learned through RL show that it could lift the target object to a certain height in the ($I_1, G_1$) and ($I_3, G_3$) pick-up tasks but failed the final objective in all tasks, presumably because RL could not learn within the given time sufficiently well to properly execute the tasks. These experimental results prove HIL’s ability to learn high-quality action policies within a short learning time.

5. Conclusions

This study proposes an HIL framework as an efficient method for learning robotic manipulation tasks. To ensure efficient and flexible learning of action policies, the proposed HIL framework combines the advantages of BC and SC in a mutually complementary manner. Meanwhile, it overcomes the limitations of BC-based learning of action policies being limited to those similar to the demo dataset and those of SC-based learning requiring
more training time and computational effort, which neutralizes its advantages of higher flexibility and broader coverage over BC. The proposed HIL framework uses an adaptive loss mixing approach to adaptively balance the contributions of the BC and SC losses depending on the degree of policy convergence. Furthermore, the proposed HIL framework utilizes pretrained dynamics networks as a way to enhance SC efficiency and performs stochastic state recovery during SC implementation to ensure stable training of the policy network. Additionally, a series of experiments was conducted using a simulated Jaco robotic hand, which verified the high learning efficiency and policy flexibility of the HIL framework.

Currently, the proposed HIL framework has several limitations. First, it requires multiple sequences of (state, action) pairs as demo trajectories. However, there are many domains where it is possible to record the observed states during demonstration, but not the executed actions or controls. To deal with such state-only demo trajectories, the current HIL learning must be extended further. Second, as a hybrid imitation learning approach, the proposed HIL framework cannot learn the optimal policy due to some low-quality or wrong demo data. Third, the current HIL framework can only be implemented in a simulated robotic environment. Therefore, it is planned to develop a relevant sim-to-real learning scheme to enable the transfer of action policies learned with the HIL framework in simulated robotic environments to a real robot in the physical environment. Last, the current HIL framework does not provide a facility to use live demonstrations performed by humans. It will be interesting to extend the HIL framework to support live human demonstrations using a remote control such as a 3D mouse.

Author Contributions: Conceptualization, E.J. and I.K.; methodology, I.K.; software, E.J.; validation, I.K.; formal analysis, E.J.; investigation, I.K.; resources, E.J. and I.K.; writing—original draft preparation, E.J.; writing—review and editing, I.K. Both authors have read and agreed to the published version of the manuscript.

Funding: Institute for Information & Communications Technology Planning & Evaluation (IITP)/Development of ICT Technology Program/Robot task planning for single and multiple robots connected to a cloud system/2020-0-00096.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The datasets used and/or analyzed during the current study are available from the corresponding author upon reasonable request.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Billard, A.; Kragic, D. Trends and Challenges in Robot Manipulation. Science 2019, 364. [CrossRef] [PubMed]
2. Tang, S.H.; Khaksar, W.; Ismail, N.; Ariffin, M. A Review on Robot Motion Planning Approaches. Pertanika J. Sci. Technol. 2012, 20, 15–29.
3. Karaman, S.; Frazzoli, E. Sampling-based Algorithms for Optimal Motion Planning. Int. J. Robot. Res. 2011, 30, 846–894. [CrossRef]
4. Maeda, Y.; Nakamura, T.; Arai, T. Motion Planning of Robot Fingertips for Graspless Manipulation. In Proceedings of the 2004 IEEE International Conference on Robotics and Automation, New Orleans, LA, USA, 25 April–1 May 2004; pp. 2951–2956.
5. Cohen, B.J.; Subramania, G.; Chitta, S.; Likhachev, M. Planning for Manipulation with Adaptive Motion Primitives. In Proceedings of the 2011 IEEE International Conference on Robotics and Automation, Shanghai, China, 9–13 May 2011; pp. 5478–5485.
6. Jain, A.; Niekum, S. Efficient Hierarchical Robot Motion Planning under Uncertainty and Hybrid Dynamics. arXiv 2018, arXiv:1802.04205.
7. Ebert, F.; Dasari, S.; Lee, A.X.; Levine, S.; Finn, C. Robustness via Retrying: Closed-loop Robotic Manipulation with Self-supervised Learning. arXiv 2018, arXiv:1810.03043.
8. Arulkumaran, K.; Deisenroth, M.P.; Brundage, M.; Bharath, A.A. A Brief Survey of Deep Reinforcement Learning. IEEE Signal Process. Mag. 2017, 34, 26–38. [CrossRef]
9. Alibeigi, M.; Ahmadian, M.N.; Arabi, B.N. A Fast, Robust, and Incremental Model for Learning High-level Concepts from Human Motions by Imitation. IEEE Trans. Robot. 2016, 33, 153–168. [CrossRef]
10. Zhang, T.; McCarthy, Z.; Jow, O.; Lee, D.; Chen, X.; Goldberg, K.; Abbeel, P. Deep Imitation Learning for Complex Manipulation Tasks from Virtual Reality Teleoperation. In Proceedings of the 2018 IEEE International Conference on Robotics and Automation, Brisbane, Australia, 21–26 May 2018; pp. 1–8.

11. Giusti, A.; Guzzi, J.; Cireşan, D.C.; He, F.L.; Rodríguez, J.P.; Fontana, F.; Fassler, M.; Forster, C.; Schmidhuber, J.; Di, C.G.; et al. A Machine Learning Approach to Visual Perception of Forest Trails for Mobile Robots. IEEE Robot. Autom. Lett. 2015, 1, 661–667. [CrossRef]

12. Ross, S.; Gordon, G.; Bagnell, D. A Reduction of Imitation Learning and Structured Prediction to No-regret Online Learning. In Proceedings of the International Conference on Artificial Intelligence and Statistics, Fort Lauderdale, FL, USA, 11–13 April 2011; pp. 627–635.

13. Ross, S.; Bagnell, D. Efficient Reductions for Imitation Learning. In Proceedings of the International Conference on Artificial Intelligence and Statistics, Sardinia, Italy, 13–15 May 2010; pp. 661–668.

14. Wu, A.; Piergiovanni, A.J.; Ryoo, M. Model-based Behavioral Cloning with Future Image Similarity Learning. In Proceedings of the Conference on Robot Learning, Cambridge, MA, USA, 16–18 November 2020; pp. 1062–1077.

15. Liu, F.; Ling, Z.; Mu, T.; Su, H. State Alignment-based Imitation Learning. arXiv 2019, arXiv:1911.10947.

16. Englert, P.; Paraschos, A.; Deisenroth, M.P.; Peters, J. Probabilistic Model-based Imitation Learning. Adapt. Behav. 2013, 21, 388–403. [CrossRef]

17. Jena, R.; Liu, C.; Sycara, K. Augmenting Gail with BC for Sample Efficient Imitation Learning. arXiv 2020, arXiv:2001.07798.

18. Nair, A.; McGrew, B.; Andrychowicz, M.; Zaremba, W.; Abbeel, P. Overcoming Exploration in Reinforcement Learning with Demonstrations. In Proceedings of the 2018 IEEE International Conference on Robotics and Automation, Brisbane, Australia, 21–26 May 2018; pp. 6292–6299.

19. Peng, X.B.; Abbeel, P.; Levine, S.; van de Panne, M. Deepmimic: Example-guided Deep Reinforcement Learning of Physics-based Character Skills. ACM Trans. Graph. 2018, 37, 1–14. [CrossRef]

20. Goecks, V.G.; Gremillion, G.M.; Lawhern, V.J.; Valasek, J.; Waytowich, N.R. Integrating Behavior Cloning and Reinforcement Learning for Improved Performance in Dense and Sparse Reward Environments. In Proceedings of the International Conference on Autonomous Agents and Multi-Agent Systems, Auckland, New Zealand, 9–13 May 2020; pp. 465–473.

21. Hussein, A.; Gaber, M.M.; Elyan, E.; Jayne, C. Imitation Learning: A Survey of Learning Methods. ACM Comput. Surv. 2017, 50, 1–35. [CrossRef]

22. Di Palo, N.; Johns, E. Safari: Safe and Active Robot Imitation Learning with Imagination. arXiv 2020, arXiv:2011.09586.

23. Ziebart, B.D.; Maas, A.L.; Bagnell, J.A.; Dey, A.K. Maximum Entropy Inverse Reinforcement Learning. In Proceedings of the AAAI Conference on Artificial Intelligence, Vancouver, BC, Canada, 22–26 July 2007; pp. 1433–1438.

24. Ng, A.Y.; Russell, S.J. Algorithms for Inverse Reinforcement Learning. In Proceedings of the International Conference on Machine Learning, Stanford, CA, USA, 29 June–2 July 2000; p. 2.

25. Ho, J.; Ermon, S. Generative Adversarial Imitation Learning. In Proceedings of the Advances in Neural Information Processing Systems, Barcelona, Spain, 5–10 December 2016; pp. 4565–4573.

26. Laskey, M.; Lee, J.; Fox, R.; Dragan, A.; Goldberg, K. Dart: Noise Injection for Robust Imitation Learning. In Proceedings of the Conference on Robot Learning PMLR, Boston, MA, USA, 24–25 October 2017; pp. 143–156.

27. Lee, Y.; Hu, E.S.; Yang, Z.; Lim, J.J. To Follow or not to Follow: Selective Imitation Learning from Observations. arXiv 2019, arXiv:1912.07670.

28. Wang, X.; Xiong, W.; Wang, H.; Yang, W.W. Look before You Leap: Bridging Model-free and Model-based Reinforcement Learning for Planned-ahead Vision-and-Language Navigation. In Proceedings of the European Conference on Computer Vision, Munich, Germany, 8–14 September 2018; pp. 37–53.

29. Kurutach, T.; Clavera, I.; Duan, Y.; Tamar, A.; Abbeel, P. Model-ensemble Trust-region Policy Optimization. arXiv 2018, arXiv:1802.10592.

30. Kingma, D.P.; Ba, J. Adam: A Method for Stochastic Optimization. arXiv 2014, arXiv:1412.6980.

31. Schulman, J.; Wolski, F.; Dhariwal, P.; Radford, A.; Klimov, O. Proximal Policy Optimization Algorithms. arXiv 2017, arXiv:1707.06347.