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Abstract—Author Name Disambiguation (AND) is the task of resolving which author mentions in a bibliographic database refer to the same real-world person, and is a critical ingredient of digital library applications such as search and citation analysis. While many AND algorithms have been proposed, comparing them is difficult because they often employ distinct features and are evaluated on different datasets.

In response to this challenge, we present S2AND, a unified benchmark dataset for AND on scholarly papers, as well as an open-source reference model implementation. Our dataset harmonizes eight disparate AND datasets into a uniform format, with a single rich feature set drawn from the Semantic Scholar (S2) database. Our evaluation suite for S2AND reports performance split by facets like publication year and number of papers, allowing researchers to track both global performance and measures of fairness across facet values.

Our experiments show that because previous datasets tend to cover idiosyncratic and biased slices of the literature, algorithms trained to perform well on one on them may generalize poorly to others. By contrast, we show how training on a union of datasets in S2AND results in more robust models that perform well even on datasets unseen in training. The resulting AND model also substantially improves over the production algorithm in S2, reducing error by over 50% in terms of $B^3$ F1. We release our unified dataset, model code, trained models, and evaluation suite to the research community.

Index Terms—Digital libraries, Author name disambiguation, Out-of-domain evaluation.

I. INTRODUCTION

A central challenge in curating large bibliographic databases is determining which author mentions in the database refer to the same real-world person. The problem is challenging because distinct authors often share the same name, and likewise the same author may appear under multiple distinct names. Major bibliographic databases struggle to attribute papers to the correct authors, and authors often resort to manually correcting the databases as a labor-intensive workaround. Automatically determining which author records, i.e. author name strings assigned to a given paper, refer to the same real-world person is a task known as Author Name Disambiguation (AND). Accurate AND is critical for features such as searching or browsing publications by author, reporting up-to-date author profiles with accurate bibliometrics, and other capabilities.

A variety of AND algorithms have been introduced and evaluated in previous work [1]. In general, these algorithms operate in three steps: first, they heuristically group candidate duplicate records into blocks for tractability, based on names; then, they score the similarity of each pair of records within a block based on features such as affiliations, co-authors, and paper content; and finally, they cluster the records based on the pairwise scores. Despite considerable progress, it is difficult to accurately assess the effectiveness of today’s AND techniques from the existing literature. Comparing the algorithms to one another is difficult because they often have different sets of features, and are evaluated on different datasets (see Table 1). Further, existing AND datasets cover biased portions of the literature [2], e.g. the popular Aminer dataset [3] consists of only Chinese names, whereas SCAD-zbMATH [4] contains only mathematics papers. Thus, it is unclear whether a method that performs best on one AND dataset will provide strong performance on other datasets or the diverse data found in bibliographic databases in practice.

In this paper, we present S2AND, a new author disambiguation dataset that combines eight previous datasets into a single resource with a uniform format and a consistent, rich feature set. S2AND’s feature values are obtained by aligning its author records to the Semantic Scholar (S2) bibliographic knowledge graph. In experiments with a new AND model that is representative of the state-of-the-art, we show how training the model on the union of datasets in S2AND improves AND accuracy. Training on S2AND provides advantages in both the in-domain setting, in which the training set for the target test set is included in training, and the out-of-domain setting, where it is not. In the out-of-domain setting, training on the union of datasets in S2AND achieves or equals the top clustering accuracy in 4/7 experiments, compared to at most 1/7 achieved when training on any of the original datasets alone. Further, we find that our S2AND-trained system provides dramatic improvements over the author disambiguation algorithm in production on S2 today, reducing error by more than 50% in terms of $B^3$ accuracy.

Thus, in addition to serving as a benchmark for comparing AND algorithms, S2AND provides training data that may improve the accuracy and generalization of AND systems in practice.

To summarize, our contributions are:

1) S2AND, a new training dataset and evaluation benchmark for author name disambiguation that unifies and extends previous resources,
2) A new open-sourced reference AND algorithm implementation which is comparable in performance to state-of-the-art,
3) Experiments showing that training on S2AND improves generalization compared to the single-dataset approach taken in previous work, and
4) A comparison against the existing Semantic Scholar production system, showing that the S2AND-trained system performs better across all the datasets, including across all ranges for all facets examined, such as the number of papers by the author or the publication date.

II. PREVIOUS WORK

Author Name Disambiguation has been studied for some years, which has led to the introduction of a variety of datasets differing along important dimensions, such as scientific domain, author ethnicity, feature availability, method of curation, and degree of ambiguity. Early datasets included Arnetminer [10], a small manually-curated set of highly ambiguous author names from papers in a variety of domains, and KISTI [7], a larger set of much less ambiguous names from computer science papers mined from DBLP [9]. Later datasets focused on different individual domains, such as PubMed in the medical domain [8], INSPIRE in high-energy physics [6] and zbMATH in mathematics [4]. Different datasets also differ with respect to geographic name origin—for example, Aminer [8] contains predominantly Chinese names, whereas SCAD-zbMATH and INSPIRE [6] contain mostly Western names. Different datasets also include different features (author name, affiliation, email, paper title, journal details, keywords, co-author lists, domain-specific features like MeSH indicators, etc.) with varying levels of availability (see Table I). Vishnyakova et al. [2] noted the bias of existing AND datasets, and argued that the datasets were not representative of the challenge faced by scholarly databases, which often lack the datasets’ most valuable features (e.g., author affiliation in Pubmed). That work developed the Medline dataset from the medical domain, and showed that models trained on PubMed failed to generalize to Medline, highlighting the practical significance of the dataset bias. Our goal is to unify this previous body of work and present a single AND resource that, because of the dataset bias, our work, we use the inferred ethnicity of authors, predicted using Ethnea, as mentioned above, and is a highly imperfect measure of actual author ethnicity. Estimated name geographic origin is predicted by looking up the likely country for a particular name, and then probabilistically mapping countries to ethnicities. The resulting classes from the Ethnea tool are clearly not comprehensive or representative, as ‘African’ is a single category. Despite these significant shortcomings, we would like to know if our system has performance disparities across the predicted groups of the Ethnea tool. Having no disparity across these groups would indicate a perfectly fair model, but having significant disparity across these groups would strongly suggest that real performance disparities exist, which deserve further investigation. Additionally, while our analysis is performed by mapping individual names to estimated name geographic origin, we do not release the individual values, only the aggregated performance statistics, due to

used a DNN to learn a representation for each record to provide a similarity feature, and showed that incorporating the feature among others within GBTs outperformed other ways of using neural representations from earlier work [3, 19]. We follow a similar approach in our experiments, using GBT as our classifier over a union of features from previous datasets plus paper representations output by a state-of-the-art deep neural network [20]. Our results show that this approach is representative of the state-of-the-art in AND.

Similarly, a variety of clustering techniques have been used for grouping records based on pairwise distances, including spectral clustering [21], affinity propagation [22], density-based spatial clustering of applications with noise (DBSCAN) [13], and hierarchical agglomerative clustering (HAC) [8, 6, 23]. We evaluate the popular choices [1] of DBSCAN and HAC, and find that HAC performs best. Exploration of additional clustering methods is an item of future work.

The increasing use of AI systems in society has led to an increased emphasis on the fairness of the systems, in addition to their global predictive accuracy [24]. If AND systems have different error rates for different groups, this can be harmful because the publication records in scholarly databases are used as an input to decisions regarding hiring, promotion, conference responsibilities, and more. Because AND mistakes can cause representational and allocational harm, and no system will ever be perfect, it is critical that any live AND service easily allows authors to correct mistakes made by the system. Other than using self-reported demographic attributes [25], research has focused on using inferred gender from names for studying gender disparities in authorship and citation trends [26, 27, 28]. Similarly, Bertrand and Mullainathan [29] used inferred gender and race for studying disparities in hiring. In our work, we compare disparities across groups. To our knowledge, ours is the first study to begin to analyze the fairness of modern AND systems.

In our analysis of performance by ethnicity, we refer to estimated name geographic origin. This value is predicted using Ethnea, as mentioned above, and is a highly imperfect measure of actual author attributes. Estimated name geographic origin is predicted by looking up the likely country for a particular name, and then probabilistically mapping countries to ethnicities. The resulting classes from the Ethnea tool are clearly not comprehensive or representative, as ‘African’ is a single category. Despite these significant shortcomings, we would like to know if our system has performance disparities across the predicted groups of the Ethnea tool. Having no disparity across these groups would not indicate a perfectly fair model, but having significant disparity across these groups would strongly suggest that real performance disparities exist, which deserve further investigation. Additionally, while our analysis is performed by mapping individual names to estimated name geographic origin, we do not release the individual values, only the aggregated performance statistics, due to
the possible harm of misidentifying attributes of individuals [31, 32]. The gold standard would be to ask authors to self-identify [31], but this is unfortunately not possible at scale, and suffers from other issues, including reporting bias [32]. We hope that future work continues to address representational harm in bibliographic databases and its impact on people and their careers.

III. S2AND

We now detail how we constructed the S2AND benchmark dataset by aligning existing resources with Semantic Scholar. S2AND is a union of eight existing AND datasets, detailed below. We analyzed a few more datasets from the literature, and left out datasets such as Han-DBLP [21] due to erroneous cluster assignments [1], and REXA [33], a small dataset containing 13 blocks, due to typographical errors in paper details which made it prohibitively hard to align with S2. The very recent Author-ity2009 data set [34] appeared after our investigation was complete, so it was not considered for inclusion in S2AND. In the following, a record refers to an author name appearing on a particular paper (aka signature), which can be characterized by associated features (like the author’s listed affiliation and email) discussed in later sections. A block refers to a subset of records identified in the dataset as potentially the same author; different datasets use different blocking functions, but a typical choice is to put all records with the same last name and first initial into the same block. Except in the case of Medline, all datasets include a ground-truth partition of the records into disjoint clusters that represent the same author. The datasets that comprise S2AND are:

- **Aminer [3]**: manually-disambiguated records from Aminer.cn.
- **ArnetMiner [5]**: Ambiguous names gathered from ArnetMiner (a predecessor of Aminer), and manually disambiguated by comparing affiliations, email addresses, and information on personal webpages.
- **INSPIRE [6]**: Paper records that have been claimed by their original authors on INSPIRE, an online bibliographic database. Approximately 13% of the publication records have been claimed by their original authors and are verified automatically based on persistent identifiers or manually by professional curators.
- **KISTI [7]**: Mentions from the DBLP bibliographic database manually disambiguated using Web search queries.
- **Medline [8]**: First-author records from PubMed papers, annotated by identifying each author’s publication list via Web search.
- **QIAN (DBLP) [9]**: A union of other identifying AND datasets, including Han-DBLP [21] and ArnetMiner [5], manually de-duplicated and corrected for errors.
- **SCAD-zbMATH [4]**: Community-curated mathematics papers from the zbMATH bibliographic database.

For unifying the above AND datasets to S2, we use a semi-automated process. Given a paper, we first perform a text search for its title on Semantic Scholar, and choose the top 10 results [1]. We manually verified this approach using QIAN, and found that the top 10 results provided nearly 99% recall. We then re-rank the top 10 results based on similarity of other metadata such as number of authors, author names, venue/journal details and year of publication. In manual inspection, the top-ranked result was a correct match for about 98% of the query records. We manually inspect any cases in which the top-ranked result fails to match the author name of the query record, and discard cases in which the names are actually different. Finally, our different datasets have some overlap, and when two datasets disagree on whether to cluster a pair of records, we exclude the pair from S2AND (manual inspection revealed that no dataset was fully correct).

Not all the papers in the original datasets had a match in the S2 database (similar to the outcome in [35], where datasets were aligned to DBLP). On average 82% of the records were aligned, with nearly complete alignment for PubMed and Medline, and less than 50% for INSPIRE and SCAD-zbMATH which contain Physics and Mathematics publications respectively (see Table II). In spite of this, the datasets can support a holistic evaluation of a feature-based AND system, and assess the performance of S2.

The details of the individual datasets after alignment, including the prevalence of different features obtained from S2 for each dataset’s records, are given in Table II. Due to

---

**TABLE I**

Features provided by previous AND datasets (Ref=References, Abs=Abstract, Afl=Affiliation). The PubMed and Medline datasets provide only records (author name and PMID of paper) and their grouping. Datasets after alignment to S2 have all features available in S2.

| Dataset          | Co-author | Ref | Title | Abs | Position | Year | Afl | Email | Venue |
|------------------|-----------|-----|-------|-----|----------|------|-----|-------|-------|
| Aminer [3]       | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| ArnetMiner [5]   | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| INSPIRE [6]      | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| KISTI (DBLP) [7] | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| Medline [8]      | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| PubMed [9]       | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| QIAN (DBLP) [9]  | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
| SCAD-zbMATH [4]  | ✓         | ✓   | ✓     | ✓   | ✓        | ✓    | ✓   | ✓     | ✓     |
TABLE II

| Feature          | Similarity Functions |
|------------------|----------------------|
| First name       | equal or not, full first name or initials |
|                  | prefix distance, levenshtein distance |
| Middle name      | Jaccard overlap of initials, equal or not |
|                  | missing or not, full middle name or initials |
| Affiliation      | 1-3 word n-gram Jaccard overlap |
| Email            | prefix equal or not, suffix equal or not |
| Co-authors       | Jaccard overlap of block keys |
| Venue            | 2-4 char n-gram Jaccard overlap |
| Year             | absolute difference |
| Title            | 1-3 word n-gram Jaccard overlap |
| References       | 2-4 char n-gram Jaccard overlap of author names |
|                  | 2-4 char n-gram Jaccard overlap of titles |
|                  | 2-4 char n-gram Jaccard overlap of venues, journals |
|                  | 2-4 char n-gram Jaccard overlap of author block keys |
|                  | whether either of the two papers cite each other |
|                  | Jaccard overlap of the references (co-citation) |
| Author position  | absolute difference |
| Abstract         | count of papers with abstracts (0, 1, or 2) |
| Language         | count of English papers, same language or not |
|                  | count of identified languages |
| Name counts      | min. count of first, first+last, last, first initial+last |
|                  | max. count of first, first+last |
| SPECTER embeddings | cosine similarity |
| Journal          | 2-4 char n-gram Jaccard overlap |

B. Pairwise Similarity Estimation

We estimate the similarity of each pair of records in a block using a classifier trained to predict if two records were written by the same author. We use a gradient-boosted trees (GBT) classifier over the feature set listed in Table III following previous work as discussed in Section II. We restrict to generic features that can be constructed using the information in bibliographic databases, and avoid domain-specific features such as MeSH indicators or those requiring web search. A distinct but rarely used \[38\] feature is name popularity, which we estimate as number of distinct referents of author names across S2. Another feature is motivated by the success of neural representations to compute similarity features (see Section II). Specifically, we compute SPECTER embeddings \[20\] for each record using the paper's title and abstract (if available). SPECTER is a recent document-embedding approach, trained on the citation graph to produce paper embeddings applicable across multiple tasks.

We use LightGBM \[39\] as our pairwise classifier, and the hyperopt package \[40\] to tune 11 hyperparameters\[^4\] on a held-out set. We impose feature-wise monotonicity constraints on some features to both (a) regularize the model and (b) constrain the model to behave sensibly when faced with data from outside of the training distribution. For example, we constrain the model to (all other features held constant) decrease the output probability of two records being by the same author if the year difference between the two papers increases.

The final pairwise classifier ensembles two models: the classifier discussed above, and a version of it that we call ‘nameless’, which is identical in every respect but does not have any features related to the surface forms of the author names (co-author names are still included). The reason for this was practical—we observed that the pairwise model over-rulled on name features even in the presence of other metadata. While ensembling with the ‘nameless’ model decreased pairwise AUROC performance, it increased the \(B^3\) clustering metric and improved qualitative performance (see Table VII).

C. Agglomerative Clustering

Using the trained pairwise classifier from the previous step we construct a distance matrix \(D\) where \(D_{ij}\) is the probability

\[^4\]See the code for details.
that two records $i$ and $j$ are not by the same author. We then partition each block into clusters with hierarchical agglomerative clustering \[41\] over the matrix $D$. The clustering depends on a $\text{linkage}$ function that estimates the dissimilarity between two clusters, in terms of the pairwise distances between the individual elements of each cluster. Our experiments evaluate several alternatives, and we find that a straightforward average of all the pairwise distances performs best.

We tune only the $\text{eps}$ hyperparameter for agglomerative clustering, defined as the distance threshold above which clusters will not be merged. This is tuned on a held-out set of blocks using hyperopt.

### V. Experimental Results

In this section, we first validate that our AND reference implementation is comparable to the state-of-the-art when evaluated on pre-existing AND datasets. Then, we perform our primary evaluation of training on S2AND, in both the in-domain and out-of-domain setting, showing that training on a union of datasets in S2AND results in more robust performance compared to the standard approach of training on a single dataset. Finally, we analyze performance in ablation studies and across different facet values, and compare a S2AND-trained system against the AND system used in Semantic Scholar \[52\]. As there can be variations in names for various reasons, S2’s blocks are not always the same as the blocks provided in the original datasets. To ensure a fair comparison, we use the blocks from the original datasets for state-of-the-art evaluation (Section \[54\]), and S2’s blocks for other experiments (Section \[54\] and Section \[54\]).

Our evaluation uses two standard metrics. To evaluate the pairwise classifier’s performance in isolation, we use area under the ROC curve (AUROC). To evaluate the final end-task clustering performance, we use the $B^3$ F1 metric \[54\], which is the average of F1 scores for each of the individual records. For state-of-the-art comparisons, we use other metrics in order to compare directly with existing literature. These metrics include average precision for pairwise similarity ranking, and pairwise F1 for the final clustering phase \[54\].

#### A. Comparison to state-of-the-art performance

The goal of our work is not to propose a new state-of-the-art AND algorithm. However, to ensure that our evaluation of the S2AND dataset is representative of the current state-of-the-art, we start by showing that our reference AND implementation achieves comparable performance to existing state-of-the-art algorithms when evaluated in the same setting considered in previous work, where we train on records from a single dataset and test on held-out data from the same distribution. We evaluate on the datasets aligned to S2 (Table \[51\]), which retains a majority of the original records, and contains features from S2. We use the evaluation settings from the state-of-the-art approaches, and compare against their reported performance. For Aminer, the dataset provides the training and test block splits used by Zhang et al. \[53\] (note that there is a discrepancy in the statistics of the data mentioned in the paper compared to the data publicly released — 70,258 vs. 203,078 publications, respectively) and Kim et al. \[18\]. The Inspire dataset provides records split into training and test sets \[6\], and Medline similarly has pre-determined train and test pairwise classification records \[2\].

| Dataset | Metric | Task       | Ours     | SoTA |
|---------|--------|------------|----------|------|
| Aminer  | Average Precision | Classification | 0.758 | 0.69 | 0.89 |
| Aminer  | Pairwise Macro F1 | Clustering | 0.613 | 0.678 | 0.63 |
| INSPIRE | $B^3$ F1 | Clustering | 0.974 | 0.987 | 0.63 |
| INSPIRE | Pairwise Macro F1 | Clustering | 0.980 | 0.989 | 0.63 |
| PubMed  | F1     | Classification | 0.926 | 0.897 | 0.83 |
| Medline | F1     | Classification | 0.901 | 0.872 | 0.83 |
| KISTI   | Pairwise Macro F1 | Clustering | 0.918 | 0.816 | 0.43 |

#### B. S2AND vs. single-data-set training

We now turn to our primary evaluation of how training on S2AND impacts AND system performance, compared to the previous approach of training on a single dataset. We evaluate in both the in-domain and out-of-domain setting. In these experiments, we first split each dataset into train, validation, and test splits based on blocks derived from S2 names (80/10/10 split). For training and tuning the pairwise model, we then sample pairs from train and validation respectively, and from test for AUROC evaluation. For fitting and evaluating the clusterer we use the validation and test splits respectively. Each dataset contributes at most 100,000 pairwise examples to training, and at most 10,000 to each of validation and test. We evaluate on disjoint test sets from each of the seven (eight for pairwise evaluation) original datasets. When using a single dataset for training, testing on test data from the same dataset evaluates in the in-domain setting, whereas testing on the other datasets evaluates in the out-of-domain setting. To test the union approach in the out-of-domain setting, we also evaluate the union with the training examples from the target test dataset excluded (S2AND (-target)). We perform five runs with different random seeds and report the average results in Table \[54\] and Table \[54\].

The results for clustering are shown in Table \[54\] and the pairwise classification results are shown in Table \[54\]. As discussed earlier, each of the existing AND datasets tends to focus on only a subset of the scholarly literature, and how representative any of the datasets is of the real-world AND task.

\[5\]We do not have access to the precise CV splits used in those works.
faced by digital libraries is unclear. Thus, in order to better gauge how systems are likely to perform on the real-world AND task faced in practice, our primary evaluation focuses on the out-of-domain setting, in which the test data distribution may differ from the training data distribution. To measure out-of-domain performance, we evaluate in the setting where the training set for the target test set is not included in the training data (listed as “S2AND (-target)” in the table). Compared to each out-of-domain single dataset (the not italicized values in Table V), “S2AND (-target)” outperforms or matches all others on 4 out of 7 datasets, and is never further than 0.016 \( B^3 \) from the best. This indicates that training on the union of all datasets (excluding target) is an effective way to transfer to out-of-domain data, relative to training on a single one of the existing datasets. As mentioned in Section III there is some overlap of records between datasets, and it is less than 1% on average (relative to the size of each target dataset). Moreover, we also found an insignificant positive correlation between overlap proportions and transfer results in Table V. Both of these results suggest that the positive transfer in the out-of-domain setting is not due to simple overlap of the records in the data sets.

Regarding the in-domain setting, compared to each in-domain single dataset (the italicized values in Table V), “S2AND (+target)” outperforms on 3 out 7 datasets, and is never more than 0.015 \( B^3 \) lower. This indicates that training on the union of all datasets is an effective way to train a model that is robust across all the existing datasets.

For pairwise classification performance, we see similar trends, with the exception that Inspire is also best on 3 out of 8 datasets. S2AND (-target) is also best on 3 out of 8 datasets, and is never further than 0.026 AUROC from the best. In the in-domain setting, compared to each single dataset, S2AND (+target) outperforms or matches on 4 out 8 datasets, and is never further than 0.016 AUROC off. We do not compute statistical significance for individual results here since the number of test examples is relatively large (the median size of a test set for one random seed is 1,436 examples, and we report the average of five seeds), and we expect our general findings to be reliable.

### Table V

| Train | Test | Aminer | Arnetminer | Inspire | Kisti | Pubmed | Qian | Zbmath |
|------|------|--------|------------|---------|-------|--------|------|--------|
|      |      | Am      | Ar          | Ini      | Ki    | Pu     | Qu   | Zb     |
| Aminer | 0.774 | 0.838 | 0.871 | 0.935 | 0.922 | 0.905 | 0.875 |
| Arnetminer | 0.688 | 0.872 | 0.946 | 0.939 | 0.892 | 0.936 | 0.926 |
| Inspire | 0.557 | 0.771 | 0.961 | 0.946 | 0.869 | 0.875 | 0.956 |
| Kisti | 0.611 | 0.859 | 0.952 | 0.954 | 0.902 | 0.928 | 0.955 |
| Pubmed | 0.619 | 0.773 | 0.878 | 0.906 | 0.910 | 0.887 | 0.892 |
| Qian | 0.684 | 0.871 | 0.945 | 0.934 | 0.920 | 0.944 | 0.942 |
| Zbmath | 0.487 | 0.747 | 0.945 | 0.897 | 0.692 | 0.825 | 0.953 |
| S2 | 0.533 | 0.729 | 0.743 | 0.934 | 0.816 | 0.937 | 0.795 |
| S2AND (-target) | 0.710 | 0.866 | 0.936 | 0.943 | 0.944 | 0.937 | 0.963 |
| S2AND (+target) | 0.764 | 0.864 | 0.962 | 0.948 | 0.928 | 0.929 | 0.961 |

### Table VI

| Train | Test | Aminer | Arnetminer | Inspire | Kisti | Pubmed | Qian | Zbmath |
|------|------|--------|------------|---------|-------|--------|------|--------|
|      |      | Am      | Ar          | Ini      | Ki    | Pu     | Qu   | Zb     |
| Aminer | 0.933 | 0.901 | 0.916 | 0.980 | 0.974 | 0.946 | 0.802 | 0.951 |
| Arnetminer | 0.883 | 0.917 | 0.889 | 0.975 | 0.966 | 0.950 | 0.799 | 0.953 |
| Inspire | 0.927 | 0.903 | 0.956 | 0.983 | 0.980 | 0.938 | 0.868 | 0.952 |
| Kisti | 0.930 | 0.934 | 0.910 | 0.984 | 0.979 | 0.956 | 0.824 | 0.948 |
| Pubmed | 0.927 | 0.899 | 0.893 | 0.982 | 0.985 | 0.937 | 0.733 | 0.950 |
| Qian | 0.899 | 0.910 | 0.864 | 0.975 | 0.964 | 0.952 | 0.789 | 0.953 |
| Zbmath | 0.909 | 0.947 | 0.902 | 0.970 | 0.962 | 0.903 | 0.825 | 0.955 |
| Medline | 0.878 | 0.859 | 0.892 | 0.961 | 0.953 | 0.922 | 0.756 | 0.964 |
| S2AND (-target) | 0.904 | 0.921 | 0.929 | 0.981 | 0.970 | 0.957 | 0.852 | 0.971 |
| S2AND (+target) | 0.917 | 0.929 | 0.954 | 0.981 | 0.980 | 0.958 | 0.882 | 0.972 |

1) **Feature Importance:** We study the importance of individual features using SHapley Additive exPlanations (SHAP) \([43]\) of the S2AND (-target) union model. SHAP values provide individualized, per-sample and per-feature linear additive explanations. Intuitively, a SHAP value \( s_{ij} \) for sample \( i \) and feature \( j \) is a measure of the effect of this feature’s presence (vs absence) on the model output for sample \( j \), which in our case is the probability that two records are written by the same author. Upon manual examination of the SHAP plots for each of the seven S2AND (-target) models we observe that some features are nearly always the most important (last name counts and SPECTER similarities are the most notable examples, the latter of which is never lower than 4th most important), while other features have a more variable importance. For example (a) Jaro-Winkler, Levenshtein, and prefix first name similarities, (b) middle initials overlap, and (c) venue similarity are only near the top of the SHAP ordering for some of the datasets.

2) **Ablation study:** We now analyze the design choices and feature set of S2AND through ablation studies. In these experiments we evaluate for five random seeds and report the mean (over random seeds) \( B^3 \) F1 performance of each variant averaged over the seven test sets in the S2AND (-target) setting. Table VII shows the results of removing single features from S2AND, or by altering design choices in the classifier or clusterer. The results show that many of the choices in S2AND are important for performance, in particular the use of average-linkage in the clusterer, the use of GBTs rather than a linear model, and the incorporation of SPECTER. The three most valuable features are SPECTER embedding distance, affiliation, and name counts. Table VIII shows the effect of training size (of each dataset in the union) of the pairwise models. Performance increases only marginally between 5k examples and the full 100k examples used in S2AND. Although some of the features had small incremental \( B^3 \) improvements, we observed substantial qualitative improvements during our extensive hands-on evaluations when using both monotonicity constraints and the nameless classifier.
As shown in Table V, where S2AND’s average exclusion target setting.

For fair comparison overall accuracy and S2AND’s improvements differ across performance broken out across facets to measure whether.

By contrast, our system is a learned system against the current Scholar. Here we compare the performance of our proposed system.

Overall, S2AND reduces error over S2 by more than 50%, as shown in Table VII. Where S2AND’s average \( B^3 \) at 78.4%. The \( B^3 \) F1 performance broken out by estimated name geographic origin is shown.

As is common when applying machine learning to a real-world task, optimizing a metric on supervised datasets does not fully capture all the performance requirements of an actual AND system. Here we briefly comment on a handful of tactics we used for building out our production system.

In addition to the overall performance, we also compare performance broken out across facets to measure whether overall accuracy and S2AND’s improvements differ across different author or paper characteristics. For fair comparison with Semantic Scholar, which was not trained on any of the different author or paper characteristics.

We present additional analyses in Figures 2-4, isolating performance for the number of papers published by the author, along with attributes of the paper including the year of publication and the number of authors. Finally, we also consider attributes of the block, including its size and two ratios that characterize its difficulty: homonymity, defined as the fraction of records in the block with the same names that are in different clusters, and its synonymity, the fraction of records in the same cluster that have different names.

In general, the results show that S2AND consistently improves performance across the different facet values. Also, S2AND tends to show a larger improvement in cases where the original S2 performance was lower. Among these findings, one is that authors on newer papers can be more difficult for the systems to disambiguate—we attribute this in large part to the fact that the most recent papers in the challenging Aminer dataset are more often by junior authors with smaller clusters, and thus have higher error rates.

Further, one important area for improvement, highlighted in Figure 2, involves disambiguating larger blocks.

VI. Practical Considerations for AND

We also investigated building a production AND system out of the S2AND-trained reference model evaluated in the previous section. As is common when applying machine learning to a real-world task, optimizing a metric on supervised datasets does not fully capture all the performance requirements of an actual AND system. Here we briefly comment on a handful of tactics we used for building out our production system. First, real data contains many “paper” records that are not papers, and many papers that are not in English. Our features, particularly SPECTER embeddings, are not intended for use on such records. Second, the distribution of missing metadata in a real corpus does not perfectly match that of the datasets in this paper, and if one piece of metadata being missing is strongly correlated with a particular training dataset, the model can learn a spurious interaction and make counterintuitive predictions. Third, not all errors are created equal. Errors that are obvious to a human are both easier to identify, and more likely to incur user complaints. To partially address these issues, we:

- Trained with an additional dataset, created by taking the union of all the other datasets and randomly knocking out features (e.g. randomly remove affiliation information). This helps harden the model against inappropriate predictions with missing metadata.
- Added simple rules that prevent incompatible names from clustering together (e.g. John cannot cluster with James).

### TABLE VII

ABSTRACTION EXPERIMENTS STUDYING THE EFFECTS OF REMOVING SINGLE FEATURES; SUBSTITUTING DIFFERENT CLUSTERING LINKAGE FUNCTIONS (VS. THE AVERAGE LINKAGE), CLUSTERING METHODS (VS. HIERARCHICAL AGGLOMERATIVE CLUSTERING), OR PAIRWISE CLASSIFIERS (VS. GRADIENT-BASED BOOSTED TREES); OR REMOVING THE MONOTONICITY CONSTRAINTS OR NAMELESS CLASSIFIER. MOST DESIGN ALTERNATIVES HURT PERFORMANCE.

| Ablation experiment | Average \( B^3 \) | \( \Delta \) from baseline |
|---------------------|-----------------|----------------------------|
| Baseline (our final model) | 0.900 | - |
| Ward linkage | 0.821 | 0.079 |
| Complete linkage | 0.842 | 0.058 |
| Linear pairwise classifier | 0.870 | 0.030 |
| Single linkage | 0.878 | 0.022 |
| DBSCAN clustering | 0.878 | 0.022 |
| No specter | 0.879 | 0.021 |
| No affiliation | 0.880 | 0.020 |
| No name counts | 0.881 | 0.019 |
| No coauthor | 0.883 | 0.017 |
| No nameless classifier | 0.886 | 0.014 |
| No advanced names | 0.893 | 0.007 |
| No references | 0.895 | 0.005 |
| No email | 0.896 | 0.004 |
| No title | 0.897 | 0.003 |
| No venue, journal | 0.897 | 0.003 |
| No year | 0.899 | 0.001 |
| No monotonicity | 0.901 | -0.001 |

### TABLE VIII

PERFORMANCE FOR DIFFERENT TRAINING SET SIZES. S2AND’S PERFORMANCE INCREASES MARGINALLY WITH TRAINING SET SIZE.

| Ablation experiment | Average \( B^3 \) | \( \Delta \) from baseline |
|---------------------|-----------------|----------------------------|
| Baseline (our final model) | 0.900 | - |
| 10k training | 0.890 | 0.010 |
| 9k training | 0.895 | 0.005 |
| 10k training | 0.900 | 0.000 |
| 50k training | 0.899 | 0.001 |

C. Comparison with Semantic Scholar

As we mentioned in the introduction, one of the major goals of this work is to improve the name disambiguation system in a real-world bibliographic database, in this case Semantic Scholar. Here we compare the performance of our proposed system against the current S2 clusters on the production website. Even though S2AND’s feature values are computed from S2’s data, S2’s AND system is very different from our reference AND algorithm trained on S2AND. S2’s algorithm relies on hand-crafted rules and was tuned using a single dataset based on ORCID. By contrast, our system is a learned model trained on the diverse datasets in S2AND.

In addition to the overall performance, we also compare performance broken out across facets to measure whether overall accuracy and S2AND’s improvements differ across different author or paper characteristics. For fair comparison with Semantic Scholar, which was not trained on any of the datasets we consider here, we evaluate S2AND in the “union excluding target” setting.

Errors that are obvious to a human are both easier to identify, and more likely to incur user complaints. To partially address these issues, we:

- Trained with an additional dataset, created by taking the union of all the other datasets and randomly knocking out features (e.g. randomly remove affiliation information). This helps harden the model against inappropriate predictions with missing metadata.
- Added simple rules that prevent incompatible names from clustering together (e.g. John cannot cluster with James).
Fig. 1. Performance across estimated name geographic origin groups. The performance of both systems varies significantly across different groups, and S2AND improves performance significantly over S2 for almost all groups, and the improvement is relatively larger for groups with lower S2 performance.

Fig. 2. Performance across (a) block sizes and (b) cluster sizes (number of papers by author). Larger blocks are more difficult for both algorithms, and S2AND improves performance across all block sizes. S2AND improves performance across all cluster sizes, with a larger gain for more prolific authors.

Fig. 3. Performance across (a) number of authors in a paper and (b) publication years. S2AND improves performance over S2 for any number of authors, with 5- to 10-author papers showing the lowest performance for both algorithms. S2AND improves performance for all years, and newer papers are more challenging for both algorithms in our data.

Fig. 4. Performance across varying author name (a) homonymity (higher values indicate more ambiguous names within a particular block) and (b) synonymity (higher values indicate more distinct name variants for a single author within a particular block). S2AND improves performance in all cases.
These rules are not perfect, as authors can change their names, and names can be mis-extracted from papers, but they help us prevent the model from making many obvious errors which break user trust.

- Assessed not only with $B^3$ on held-out data but also via qualitative evaluations on author profile corrections made by users to our previous AND model. We also extensively studied the outputs of many model iterations and adjusted the feature computations based on our observations.

There are also practical difficulties that we did not fully address: (a) recovering from name blocking errors, (b) lossy transliteration of, for example, Chinese names, (c) successfully clustering English and non-English papers together, and (d) the hierarchical agglomerative clustering pipeline does not allow for the similarity of one pair of records to influence the similarity of another pair of records.

VII. CONCLUSION

We have presented S2AND, a new dataset and benchmark for author disambiguation that unifies eight previous AND datasets into a uniform format. In experiments with a reference AND implementation that we introduce, we show that training on the union of datasets in S2AND improves generalization to datasets not seen in training. Our benchmark algorithm also improves over the production Semantic Scholar system, reducing error by more than 50%. We hope that S2AND helps further new innovation in the important task of author disambiguation in digital libraries.
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