Cross-talk and interference can enhance information capacity of a signaling pathway
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A recurring motif in gene regulatory networks is transcription factors (TFs) that regulate each other, and then bind to overlapping sites on DNA, where they interact and synergistically control transcription of a target gene. Here, we suggest that this motif maximizes information flow in a noisy network. Gene expression is an inherently noisy process due to thermal fluctuations and the small number of molecules involved. A consequence of multiple TFs interacting at overlapping binding sites is that their binding noise becomes correlated. Using concepts from information theory we show that a signaling pathway transmits more information if 1) the noise of one input is correlated with that of the other, and 2) the input signals are not chosen independently. In the case of TFs, the latter criterion hints at up-stream cross-regulation. We explicitly demonstrate these ideas for the toy model of two TFs competing for the same binding site. We suggest that this mechanism potentially explains the motif of a coherent feed-forward loop terminating in overlapping binding sites commonly found in developmental networks, and discuss three specific examples. The systematic method proposed herein can be used to shed light on TF cross-regulation networks either from direct measurements of binding noise, or bioinformatic analysis of overlapping binding sites.

I. INTRODUCTION

Acurate transmission of information is of paramount importance in biology. For example in the process of embryonic development, crude morphogen gradients need to be translated into precise expression levels in every cell and sharp boundaries between adjacent ones [1, 2]. The embryo accomplishes this using a complex network of signaling molecules that not only regulate the expression level of the desired output gene, but also each other. One simple strategy for increasing accuracy is the use of multiple input signals. Indeed, frequently, the expression level of a single gene is controlled by multiple transcription factors (take for example bicoid and hunchback, or dorsal and twist in the Drosophila embryo [1-3]). These transcription factors, however, often have overlapping binding sites that result in interactions at binding and synergetic control of transcription [3-4].

Here, we suggest that interaction at the level of binding (interference) is related to the upstream network of transcription factors regulating each other (cross-talk). Our main assumption is that the regulatory network is designed to optimize information transfer from the input (TF concentrations) to the output (gene expression level). This is a reasonable assumption in the case of development, where accurate positional information needs to be extracted from noisy morphogen concentrations [2].

First, we define the concept of a cis-regulatory network as a noisy communication channel, where the input encodes information by taking on a range of values, i.e. a morphogen gradient that carries positional information. Decoding this information is subject to biological noise: for example, at the molecular level, the stochastic binding of morphogens to receptors makes an exact read-out of their concentration impossible.

We show that in general two input signals with correlated read-out noise can transmit more information if they are not independent information carriers but chosen from an ‘entangled’ joint-distribution, i.e. the concentration of one morphogen in a given cell is related to that of the other. Physically, this implies that the two inputs regulate each other upstream through cross-talk. We demonstrate this for the simplest possible case by writing a toy model of two TFs competing for the same binding site. The competition at the binding site results in correlated binding/unbinding fluctuations. Solving for the optimal joint-distribution of the input TF concentrations indicates that upstream, one is positively regulated by the other. Despite the increase in noise for each individual input from the competition, two interacting TFs can transmit more information than two non-interacting TFs because of 1) correlated noise in input read-out, 2) an entangled optimal input distribution.

We suggest that this mechanism is consistent with the recurring strategy of the coherent feed-forward motif, where one TF positively regulates another, and both bind to partially overlapping sites that induce interactions. In particular, we discuss the joint regulation of gene Race in the Drosophila embryo by intracellular protein Smads and its target zen; regulation of even-skipped stripe 2 by bicoid and hunchback; and that of snail by dorsal and twist. Generalization to other forms of cross-talk, such as cross-phosphorylation, and other forms of interference, such as use of scaffold proteins, is also discussed.

Another purpose of this work is to communicate the broader importance of correlated noise in biological systems. The conventional approach of treating intracellular noise as uncorrelated fluctuations might mask the functional importance of intricate network structures used in replication, gene regulation, transcription, and translation.
II. GENE REGULATION AS A COMMUNICATION CHANNEL

Regulatory networks in a cell are information processing modules that take in an input, such as concentration of a nutrient, and generate an output in the form of a gene expression level. Information in the input is typically encoded as the steady-state concentration of a transcription factor \( c \), which binds to the promoter site of the desired response gene and enhances or inhibits its transcription. At a molecular level, the process of binding is inherently noisy, subject to thermal agitations and low-copy number fluctuations \( n \). The noise is captured through a probabilistic relationship between the binding site read-out \( n \), and TF concentration \( c \), \( p(n|c) \). Detailed form of \( p(n|c) \) depends on physical parameters such as binding and unbinding rates. We can think of this process as communication across a noisy channel where read-out \( n \) from the binding site does not correspond to exactly the input \( c \). To alleviate impact of the noise, various strategies can be adopted, such as limiting the input to sufficiently spaced discrete concentration levels \( c_i \), that result in non-overlapping read-out distributions \( n_i \).

Shannon’s channel coding theorem \[20,21\] tells us the maximum rate at which information can be communicated across a noisy channel, or the channel capacity. Throughout this work, we will assume that gene regulatory networks are selected to optimize the rate of information transmission. This is a strong but reasonable assumption, for example, the cell will clearly benefit from a more accurate knowledge of the amount of nutrient in its environment. However, the cost of an optimal networks can exceed the benefit of more accurate information. In this work, we do not account for the cost of a network, the only metric for comparison is the channel capacity.

With knowledge of the nature of the noise in a channel \( p(n|c) \), it is possible to compute the probability distribution of the input signal \( P_{TF}(c) \) that maximizes rate of information transmission. Essentially, this distribution tells the sender how often a particular TF concentration should be used for optimal transmission of information encoded in concentration (take for example spacing of discretized inputs suggested above). However, it does not tell the sender anything about the encoding and decoding schemes. This abstraction is useful, allowing us to compute the optimal input without having derived the optimal coding. However, the optimal coding might require input blocks of infinite size and complex codebooks, with little biological relevance.

Nevertheless, there are experimental observations consistent with the idea of regulatory systems maximizing information transmission rates. Tkacik et al. \[8\] have shown that experimental measurements of Hunchback concentration in early Drosophila embryo cells \[12\] has a distribution that closely matches the optimal frequency for the measured levels of noise in the system; with the system achieving 90% of its maximum transmission rate. Even for systems that are not optimized, channel capacity is a useful metric for comparison. A particular architecture of transcription factors and binding sites can potentially achieve a higher transmission rate than others.

We consider the case of two transcription factors encoding information in their concentrations \( c_{1,2} \) for regulation of a desired gene. First, we show that correlations in the read-out noise of the two transcription factors improves channel capacity. This is not surprising. Next, we write down a simple physical model of generating correlated read-out noise: competition for the same binding site. Competing transcriptional modules have been extensively observed in both prokaryotes \[9\] and Eukaryotes \[10\]. Competing for a binding site clearly increases noise in read-out of each TF individually. What is not clear a-prior is whether the gain from correlations can compensate for loss in accuracy of the individual read-out. We show that surprisingly competing transcription factors can transmit information at a higher rate.

Essentially, this follows from fully exploring the optimal joint-distribution of the frequency of inputs \( P_{TF}(c_1, c_2) \), which is no longer separable \( P_{TF}(c_1, c_2) \neq P_{TF}(c_1)P_{TF}(c_2) \) in the case of competing TFs. More importantly, \( P_{TF}(c_1, c_2) \) reveals correlations between the input TFs, shedding light on their upstream interactions. With correlated noise at the read-out level, the channel is optimized when the two transcription factors regulate each other, and are no longer independent information carriers. Below, we find that one TF ought to positively regulate the other. Comparison to biological system reveals a predominance of the ‘feed-forward’ motif for transcription factors that compete for the same binding site, not inconsistent with our results.

III. NOISE CORRELATIONS ENHANCE CAPACITY

First, we quantify how correlations in read-out noise enhance rate of information transmission, following closely the approach of \[11\]. Consider two transcription factors with concentrations \( c_1 \) and \( c_2 \) that regulate expression level of a gene (denoted as \( g \)) through receptor binding readouts \( n_{1,2} \). To carry information \( c_{1,2} \) must take on a range of values. These values can vary for example as a function of space, as in the case of morphogens along an embryo. The frequency of observing a particular concentration occurrence \( c_1 \) and \( c_2 \) is given by \( P_{TF}(c_1, c_2) \). The information content is maximized when this distribution is uniform, or all concentrations equally likely. Of course, our aim is not to maximize information content in \( c_{1,2} \), but rather the information conveyed to the expression level \( g \).

For now, we neglect the details of the read-out mechanism (\( c \) to \( n \)) and focus on regulation control from \( c_{1,2} \) to \( g \). The noise in the expression levels results in a distribution of \( g \) for fixed TF concentrations, \( P(g|c_1, c_2) \). Equivalently, we can fix the expression level \( g \) and consider the
corresponding distribution of TFs, $P(c_1, c_2|g)$, assuming that there is unique set of inputs for every value of $g$. The two distributions are related by Bayes’ rule. The amount of information communicated from $c_{1,2}$ to $g$ is given by the mutual information between the distributions of $c_{1,2}$ and $g$ [20],

$$I(g; c_1, c_2) = - \int dc_1 dc_2 P_{TF}(c_1, c_2) \log P_{TF}(c_1, c_2) \ldots$$

$$+ \int dg P_{exp}(g) \times \int dc_1 dc_2 P(c_1, c_2|g) \log P(c_1, c_2|g) \tag{1}$$

where the distribution of expression level $g$ is given by $P_{exp}(g) = \int dc_1 dc_2 P(g|c_1, c_2) P_{TF}(c_1, c_2)$.

We assume that the noise in $c_{1,2}$ for a fixed expression level $g$ is small and distributed as a Gaussian around the mean value $\bar{c}(g)$,

$$P(c_1, c_2|g) = \frac{1}{2\pi \sqrt{|\Sigma|}} \exp \left[ -\frac{1}{2} (c - \bar{c}(g))^T \Sigma^{-1} (c - \bar{c}(g)) \right], \tag{2}$$

where $c = (c_1, c_2)$, and $\Sigma$ is the covariance matrix over the conditional probability for fixed $g$, or the noise covariance matrix,

$$\Sigma_{ij}(g) = \left( (c_i - \bar{c}_i(g))(c_j - \bar{c}_j(g)) \right). \tag{3}$$

Essentially, the small-noise approximation says that it is meaningful to think of a mean input-output response, which is what is commonly measured in experiments. We expand around the mean response to the next order. The approximation, although strong, has been verified for a variety of regulatory systems (see for example Bieod-Hunchback in [12], or for other examples [13][15]), and enables us to analytically calculate the optimal distribution. The mutual information under this approximation is given by,

$$I(g; c_1, c_2) = - \int dc_1 dc_2 P_{TF}(c_1, c_2) \log P_{TF}(c_1, c_2) \ldots$$

$$+ \frac{1}{2} \int dc_1 dc_2 P_{TF}(c_1, c_2) \log \left( \frac{|\Sigma^{-1}(g(c))|}{4\pi^2 e^2} \right) \tag{4}$$

where $\Sigma^{-1}$ is evaluated at the mean value of expression level $\bar{g}$ corresponding to a given $c$.

To find the channel capacity, Eq. (1) is optimized for the input distribution $P_{TF}(c_1, c_2)$. We constrain the input concentration to lie in the range $c_{1,2} \in [c_{\min}, c_{\max} = 1]$, where the maximum concentration is normalized to one. The minimum concentration is set by the molecular nature of the input: a minimum of one input molecule per cell is required. With the probability distribution’s normalization constraint introduced using a Lagrange multiplier, the optimal distribution must satisfy,

$$\frac{\delta}{\delta P_{TF}(c_1, c_2)} \left[ I(g; c_1, c_2) - \lambda \int dc_1 dc_2 P_{TF}(c_1, c_2) \right] = 0. \tag{5}$$

The optimal input distribution in the small-noise approximation (Eq. (4)) is given by,

$$P_{TF}^*(c_1, c_2) = \frac{1}{2\pi e Z} \sqrt{1/|\Sigma|}, \tag{6}$$

where $Z$ is the normalization constant.

The maximum mutual information, or channel capacity for transmitting information from TF concentrations to expression level equals,

$$I^* = \log_2 Z = \log_2 \left[ \frac{1}{2\pi e} \int_{c_{\min}}^{1} dc_1 dc_2 \frac{1}{\sqrt{|\Sigma|}} \right]. \tag{7}$$

We can repeat the same computation for one TF while neglecting the other, effectively ignoring the covariance of the noise (off-diagonal components of $\Sigma$). With no covariance, the noise distribution is separable, $P(c_1, c_2|g) = P(c_1|g)P(c_2|g)$. The optimal input concentration for TF1 will be $P_1^*(c_1) \sim \frac{1}{2\pi e}$, and its channel capacity, $I_1^* \sim \log_2 \frac{1}{\sqrt{2\pi e}}$; with a similar expression for the other TF.

For the simple case where $\Sigma$ is independent of $c$, channel capacity of the two TFs can be decomposed into its individual and joint contributions,

$$I^* = I_1^* + I_2^* - \frac{1}{2} \log(1 - \rho^2), \tag{8}$$

where $I_{1,2}^*$ is the channel capacity of the transcription factors individually, and $\rho = \frac{\Sigma_{12}}{\sqrt{\Sigma_{11}\Sigma_{22}}}$ is the noise correlation coefficient for TF concentrations. Accounting for noise correlation enhances the rate of information transmission. In fact, in the limit of perfect correlation, $\rho \rightarrow \pm 1$, the capacity is infinite. This is expected, since under the small-noise approximation and perfectly correlated noise, some combination of inputs is always noise free. Noise-free continuous variables can transmit infinite information.

In general, the optimal input distribution with noise-correlation is not separable to individual components, namely,

$$P_{TF}^*(c_1, c_2) \neq P_1^*(c_1)P_2^*(c_2), \tag{9}$$

where $P_{1,2}^*$ is the marginal distribution for $c_{1,2}$. In a sense, $P_{TF}^*(c_1, c_2)$ is an entangled distribution, where the concentration of one TF determines the probability of observing a certain concentration of the other. Biologically, this hints at upstream interactions between the transcription factors; the form of which should be predictable from the nature of the noise correlations.

The above abstract results are not surprising. The more important question is whether noise can be correlated, i.e. $P(c_1, c_2|g) \neq P(c_1|g)P(c_2|g)$, for the physical process of binding and unbinding of multiple TFs to a promoter region. We will demonstrate this below using competing transcription factor modules.
IV. COMPETING TRANSCRIPTION FACTORS

Transcription factors regulate gene expression levels by binding to cis-regulatory regions on the DNA. The design of these regions is highly complex in both prokaryotes and eukaryotes, with overlapping TF binding sites occurring frequently [9][10][30].

We write a simplified model of the two extremes of overlapping binding sites (Fig.1). Fig.1A depicts two TFs interacting independently with their corresponding binding site, whereas, Fig.1B depicts the two TFs competing for the same site. In a gross simplification, we assume that the dominant source of noise is from fluctuations in binding/unbinding of TF to the promoter. Details of RNAP assembly and transcription are coarse grained to a simple TF binding picture. The discrete nature of output and its stochastic degradation, along with fluctuations in input concentrations are discarded. Nonetheless, we will show that this simple model captures the essential role of noise correlations in a regulatory network.

Following the approach of [17], let \(n_{1,2}\) be the fractional occupation of the binding site by TF \(1, 2\). \(n_1 + n_2 < 1\) is the fractional occupation of the site by either TF. A binding event can occur only if the site is unoccupied, \(1 - n_1 - n_2\) of the time.

\[
\frac{dn_1(t)}{dt} = k_1 c_1 (1 - n_1 - n_2) - l_1 n_1 \\
\frac{dn_2(t)}{dt} = k_2 c_2 (1 - n_1 - n_2) - l_2 n_2
\]

(10)

The binding rate (on-rate) is proportional to the concentration of TF present, and the off-rates given by constants \(l_{1,2}\). At thermal equilibrium these two rates, are related through the principle of detailed balance, \(\frac{k_1 c_1}{l_1} = \exp(\frac{F_1}{k_B T})\), where \(F_1\) is the free energy gain in binding for TF1, with a similar expression for the other TF. Throughout this section we rescale time so that \(k_1 = 1\). As per previous section, TF concentrations are measured in units of \(k_1 = 1\).

Eq.(10) is a dynamical picture of the fractional occupation of the binding site by each TF. At steady state the mean fractional occupation is denoted by \(\bar{n}_{1,2}\). We incorporate thermal fluctuations around this mean by introducing small fluctuations in the rate constants \(\delta l_{1,2}\) and \(\delta k_{1,2}\), and linearizing fluctuations in \(\delta n_{1,2}\) around the mean. The TF concentrations do not fluctuate; they are the fixed inputs of the system. Fluctuations in \(n_{1,2}\) effectively introduce noise in the estimates of the concentrations, \(p(n|c)\).

From detailed balance, we know that \(\delta k\) and \(\delta l\) fluctuations around steady state can be replaced by the fluctuations in free energy \(\delta F\) alone. With this substitution and taking the Fourier transform, the linearized equations take the form,

\[
(\delta \tilde{F}_1) = \frac{k_B T}{1 - \bar{n}_1 - \bar{n}_2} \left( \frac{1 - \bar{l}_1}{k_1 c_1} + \frac{1 - \bar{l}_2}{k_2 c_2} \right) (\delta \tilde{n}_1) (\delta \tilde{n}_2)
\]

where tilde denotes the Fourier-transform, i.e. \(\delta \tilde{n}_1(\omega) = \int_{-\infty}^{\infty} \delta n(t)e^{i\omega t} dt\). In vectorial form, the relation becomes, \(\delta \tilde{F} = \Lambda \delta \tilde{n}\).

Eq.(11) relates incremental fluctuations in read-out \(\delta n\) with fluctuations in free energy \(\delta F\). This is a linear response relation, with the free energy playing the role of the driving force (for details, see [17]). Using fluctuation dissipation theorem [18], we calculate the power-spectrum of noise in \(n\).

\[
S_n(\omega) = \frac{2k_B T}{\omega} \Im(\Lambda^{-1}),
\]

(12)

with \(\Im\) denoting the imaginary part of the inverse of \(\Lambda\) matrix computed above. From \(S_n\), we can compute the covariance matrix,

\[
(\delta n^T \delta n) = \int_{-1/\tau}^{1/\tau} \frac{d\omega}{2\pi} S_n(\omega)
\]

\(\tau\) denotes the integration time of the site. The read-out noise decreases with an increase in integration time. In our calculations, we assume very short integration time, namely \(1/\tau \to \infty\). The off-diagonal element of \((\delta n^T \delta n)\) is the covariance between the two read-outs. With proper normalization, we can compute the correlation coefficient (Fig. 2A). The correlation-coefficient is negative, since a more than expected occupation of the site by one TF.

![Fig. 1](image)

**Fig. 1.** Independent vs. competing transcription factors. A) Non-overlapping binding sites. The read-outs \(n_{1,2}\) are not correlated, so is the noise in estimating \(c_{1,2}\). The expression level \(g\) is dependent on both inputs. B) Overlapping binding sites. The read-outs are dependent, resulting in correlated noise in estimating \(c_1\) and \(c_2\).
will clearly result in less than expected occupation by the other.

Finally, we need to relate the noise in the read-out $\delta n$ to the noise in the estimated TF concentrations. To do so, we account for the sensitivity of the read-out to the TF concentrations. For example, a very large $c_1$ results in $n_1 = 1$ with little noise. This readout, however, is not very sensitive to changes in $c_1$, and not useful in detecting concentration changes. Define the matrix, $\Omega_{ij} = \frac{\partial c_i}{\partial n_j}$. The covariance matrix for the noise in TF concentrations is given by,

$$\Sigma = \langle \delta c^T \delta c \rangle = \Omega \langle \delta n^T \delta n \rangle \Omega^T. \quad (14)$$

In equating the covariance matrix in TF concentration to $\Sigma$ (covariance matrix for a fixed $g$) of the previous section, we have introduced the extra assumption that the dominant noise in the channel going from $c$ to $g$ is from the read-out noise and not the expression-level. Noise in $g$ is assumed negligible and need not be propagated backwards and included in $\Sigma$. Since noise in $g$ is most commonly shot-noise, this assumption is reasonable when expression-levels are high. This also means that our results will not depend on the functional form of $g$ on $c$ (for the case when they do for one input see [11, 16]). Fig. 2B shows the correlation coefficient for the noise in TF concentrations. The correlation coefficient is now positive. Assuming the read-out noise computed above is the dominant source of noise, we can compute the optimal joint-distribution of input concentration $P_{TF}(c_1, c_2)$ by plugging the covariance matrix in Eq. (6) (Fig. 3A). Moreover, Eq. (7) tells us the channel capacity, or the maximum information transmission rate. Fig. 3B plots channel capacity of two interacting TFs and two independent ones as a function of logarithm of off-rate $\log_{10}(l)$. The interacting TFs have a higher channel capacity in the biologically relevant regime where $l \sim 10^{-4}$ and $c_{min} \sim 10^{-3}$ (see below).

The channel capacity is higher for interacting TFs, despite an increase in the noise of individual readouts, because the optimal joint-distribution of input concentrations (Fig. 3A) is ‘entangled’ and no longer separable, $P_{TF}^*(c_1, c_2) \neq P_{TF}^*(c_1)P_{TF}^*(c_2)$. With an entangled distribution the system can explore degrees of freedom not present with two independent input distributions. In Fig. 4, we plot the log likelihood of observing joint concentration $(c_1, c_2)$ compared to observing $c_1$ and $c_2$ independently from their marginal distributions.

$$R = \log_{10} \frac{P_{TF}(c_1, c_2)}{P_{TF}(c_1)P_{TF}(c_2)},$$

where $P_{TF}^*(c_1) = \int dc_2 P_{TF}(c_1, c_2)$ is the marginal distribution of TF$_1$, with a similar expression for TF$_2$. Fig. 4 implies that the two TFs are no longer passive and in fact interact with each other. It is ~10 times less likely to observe one TF at a high concentration and the other at a low concentration simultaneously, compared to what is expected if they were independent. Similarly, it is ~10 times more likely to observe high concentrations of one TF if the concentration of the other is also high. This suggests that one TF positively regulates the other (see motif in Fig. 4). We assume that the noise introduced in TF concentration from cross-regulation is small compared to the noise in the read-out during expression. This is reasonable if the physical mechanism of cross-talk is different, or the cell is allowed longer integration times for TF regulation than that of the target gene.

V. BIOLOGICAL EXAMPLES

Where does a biological system lie in the abstract parameter space sketched above? As noted, we have rescaled time so that $k = 1$, and measured concentration in units of $c_{max} = 1$. With the assumption of fast integration time, the only parameters left are the off-rate $l$ and $c_{min}$. In a real cell, we expect a absolute maximum of roughly 1000 TF molecules (or a dynamic range of 1-1000 TF molecules) in a volume of $\sim 1 \mu m^3$ [23]. Hence, the minimum allowed concentration is $c_{min} = 10^{-3}$. A typical equilibrium constant of TF binding to DNA is $K_{eq} \sim 10^{10}$ [22]. Putting all this together, we find $l \sim 10^{-4}$. It is possible then that a real biological regula-
Concentration-dependent transcription regulation is particularly important at the developmental stage. Concentration of morphogens dictate cell fate, for example, resulting in patterning of the *Drosophila* embryo along the drosocentral axis [26]. It is likely that the embryo has optimized information transmission to ensure accurate patterning and later development. Gene regulation using a combination of transcription factors is also a common theme in development (see for example [26]).

Xu et al. [24] have observed the feed-forward motif in regulation of gene *Race* in the *Drosophila* embryo. They report that intracellular protein Smads sets the expression level of *zerknüllt* (zen), then Smads in combination with zen (two-fold input) directly activate *Race*. Analysis of binding site of Smads and zen reveals slight overlaps, and experiments indicate that one protein facilitates binding of the other to the enhancer. This interaction can result in a similar positive correlation coefficient in TF concentration estimates derived in the toy model above. The feed-forward motif then is predicted by the framework outlined in last section. The previously proposed suggestion [24] that feed-forward motif increases sensitivity to the input signal does not explain why the target is regulated by both the initial input and the target transcription factor. Proposed dynamical features associated with the feed-forward loop [9, 27] do not explain the need for overlapping binding sites and TF interactions at binding.

Another example of a feed-forward motif coupled to binding interactions is the joint-regulation of *even-skipped* (eve) stripe 2 by *bicoid* (bcd) and *hunchback* (hb). Small et al. [3] report cooperative binding interactions between bcd and hb and a clustering of their binding sites in the promoter region. Upstream, bcd positively regulates transcription of hb. Similarly, Ip et al. [4] have observed joint-activation of gene *snail* (sna) by *twist* (twi) and *dorsal* (dl), which also exhibit cooperative binding interactions. dl directly regulates transcription of twi upstream.

More generally, other forms of cross-talk besides transcriptional regulation can be used. For instance, in regulation of anaerobic respiration in *E. coli*, regulators NarP and NarL are jointly-regulated through phosphorylation by histidine kinase NarQ. NarL is also phosphorylated by kinase NarX. Downstream, NarP and NarL share the same DNA binding site [28]. It is not, however, clear if optimizing channel capacity is relevant for this system. It is also possible that interference is implemented using other schemes than DNA binding, for example, through cooperative interactions of signaling molecules with scaffold proteins [29].

VI. DISCUSSION

Using a simple model, we have shown that TF interaction at overlapping binding sites plus upstream cross-regulation can enhance information transmission compared to non-interacting TFs. We motivated the frequent observation of the feed-forward motif ending in overlapping binding sites in developmental gene networks. Although the feed-forward motif has been proposed before for optimizing information transmission in regulatory networks [10], we emphasize that our approach is fundamentally different, since it stems from correlated binding noise, and physically requires existence of TF interactions at the binding level. This is indeed what is experimentally observed in the three examples discussed above. We also hope to convey the importance of careful analysis of correlated noise in biological systems. The conventional approach of treating intracellular noise as uncorrelated fluctuations might not reveal intricate connections in the complex networks involved in regulation, transcription, and translation.

A myriad of logical regulatory circuits have been proposed through use of overlapping binding sites and interacting TFs [23, 39]. It is worthwhile to see if the upstream TF regulatory network of these systems can be correctly predicted from the overlap/interactions using the methodology outlined above. This will shed light on whether optimization of channel capacity is biologically relevant for gene regulation. Such analysis requires knowledge of the binding noise, which can be obtained in two ways. One is a bioinformatics approach, where the binding sequence of each TF is examined for overlap. A physical model is then required to make predictions on the nature of the noise from the overlap (a toy example of which was presented here) and possibly protein-protein interactions. The other approach requires measurement of the noise directly using single-molecule techniques [31], and use in Eq. (6) to predict upstream TF cross-regulation.
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