Abstract

This study investigates the problem of multi-view clustering, where multiple views contain consistent information and each view also includes complementary information. Exploration of all information is crucial for good multi-view clustering. However, most traditional methods blindly or crudely combine multiple views for clustering and are unable to fully exploit the valuable information. Therefore, we propose a method that involves consistent and complementary graph-regularized multi-view subspace clustering (GRMSC), which simultaneously integrates a consistent graph regularizer with a complementary graph regularizer into the objective function. In particular, the consistent graph regularizer learns the intrinsic affinity relationship of data points shared by all views. The complementary graph regularizer investigates the specific information of multiple views. It is noteworthy that the consistent and complementary regularizers are formulated by two different graphs constructed from the first-order proximity and second-order proximity of multiple views, respectively. The objective function is optimized by the augmented Lagrangian multiplier method in order to achieve multi-view clustering. Extensive experiments on six benchmark datasets serve to validate the effectiveness of the proposed method over other state-of-the-art multi-view clustering methods.

Introduction

Clustering is an important task in unsupervised learning, which can be a preprocessing step to assist other learning tasks or a stand-alone exploratory tool to uncover underlying information from data (Zhou 2012). The goal of clustering is to group unlabeled data points into corresponding categories according to their intrinsic similarities. Many effective clustering algorithms have been proposed, such as k-means clustering (Ball and Hall 1965), spectral clustering (Von Luxburg 2007), and subspace clustering (Vidal 2011; Elhamifar and Vidal 2013). However, these methods are designed for single-view rather than multi-view data from various fields or different measurements common in many real-world applications. Unlike single-view data, multi-view data contains both the consensus information and complementary information for multi-view learning. (Xu, Tao, and Xu 2013). Therefore, an important issue of multi-view clustering is how to fuse multiple views properly to mine the underlying information effectively. Evidently, it is not a good choice to use a single-view clustering algorithm on multi-view data straightforward (Kumar, Rai, and Daume 2011; Xu, Tao, and Xu 2013; Chao, Sun, and Bi 2017). In this study, we consider the multi-view clustering problem based on the subspace clustering algorithm (Vidal 2011; Liu et al. 2012), owing to its good interpretability and promising performance in practice.

Multi-view subspace clustering assumes that all views are considered and employed as is, which is oversimplified for multi-view clustering. Actually, the first-order similarity (Tang et al. 2015; Wang et al. 2017) of data points in multi-view data is considered and employed as is, which is oversimplified for multi-view clustering. Therefore, an important issue of multi-view clustering is how to fuse multiple views properly to mine the underlying information effectively. Evidently, it is not a good choice to use a single-view clustering algorithm on multi-view data straightforward (Kumar, Rai, and Daume 2011; Xu, Tao, and Xu 2013; Chao, Sun, and Bi 2017). In this study, we consider the multi-view clustering problem based on the subspace clustering algorithm (Vidal 2011; Liu et al. 2012), owing to its good interpretability and promising performance in practice.

Multi-view subspace clustering assumes that all views are constructed based on a shared latent subspace and pursues a common subspace representation for clustering (Chao, Sun, and Bi 2017). Many multi-view subspace clustering methods have been proposed in recent years (Cao et al. 2015; Luo et al. 2018; Tang et al. 2015; Bribi´c and Kopriva 2018; Zhang et al. 2018; Zhou et al. 2019). Although good clustering results can be obtained in practice, there are some deficiencies in the existing methods. First, some methods deal with multiple views separately and combine clustering results of different views directly. As a result, the relationship among multiple views is ignored during the clustering process. Second, most existing methods only take the consensus information or the complementary information of multi-view data into consideration rather than explore both of them. Third, a few methods integrate graph information of multiple views into the subspace representation for improving clustering results, however, only the first-order similarity (Tang et al. 2015; Wang et al. 2017) of data points in multi-view data is considered and employed as is, which is oversimplified for multi-view clustering. Actually, the first-order similarity is an observed pairwise proximity, with the local graph information lacking in the global graph structure (Tang et al. 2015). Moreover, the clustering structure of the first-order proximity has often discordance among different views, because different views have different statistic properties.

To address the above-mentioned limitations of the existing clustering methods, a graph-regularized multi-view subspace clustering (GRMSC) methods is presented in this study. Considering that clustering results should be unified across different views, it is vital for multi-view clustering
to integrate information of multiple views in a suitable way (Xu, Tao, and Xu 2013; Chao, Sun, and Bi 2017). In the proposed method, low-rank representation (LRR) (Liu et al. 2012) is performed on all views jointly, and a common subspace representation is obtained and accompanied with two graph regularizers: a consistent graph regularizer based on the first-order proximity to explore the consensus information of all views, and a complementary graph regularizer based on the second-order proximity to explore the complementarity of different views. Figure 1 illustrates the complete framework for the proposed method. The consistent and complementary graph regularizers are discussed in detail consequently. To achieve multi-view clustering, an algorithm based on the augmented Lagrangian multiplier (ALM) method (Lin, Liu, and Su 2011) is designed to optimize the proposed objective function. Finally, clustering results are achieved by applying spectral clustering on the affinity matrix calculated based on the common subspace representation. Comprehensive experiments on six benchmark datasets are conducted to validate the superior performance of the proposed multi-view clustering method compared with the existing state-of-the-art clustering methods.

The main contributions of this study are as follows:

1) A novel GRMSC method is proposed to perform clustering on multiple views simultaneously by fully exploring the intrinsic information of multi-view data;

2) A consistent graph regularizer and a complementary graph regularizer are introduced to integrate the multi-view information in a suitable way for multi-view clustering;

3) An effective algorithm based on the ALM method is developed and extensive experiments are conducted on six real-world datasets to confirm the superiority of the proposed method.

**Related Works**

In recent years, many multi-view clustering methods have been proposed. Based the way the views are combined, most existing methods can be classified roughly into three groups (Xu, Tao, and Xu 2013): co-training or co-regularized, graph-based, and subspace-learning-based methods.

Multi-view clustering methods of the first type (Kumar, Rai, and Daume 2011; Kumar and Daumé 2011; Zhai et al. 2019) often combine multiple views under the assumption that all views share the same common eigenvector matrix (Xu, Tao, and Xu 2013; Chao, Sun, and Bi 2017). For example, co-regularized multi-view spectral clustering (Kumar, Rai, and Daume 2011) learns the graph Laplacian eigenvectors of each view separately, and then utilizes them to constrain other views to obtain the same clustering results.

The graph-based method (Xia et al. 2014; Nie et al. 2016; Zhan et al. 2018a; Zhan et al. 2018b; Wang, Yang, and Liu 2019) explores the underlying information of multi-view data by fusing different graphs. For instance, robust multi-view subspace clustering (RMSC) (Xia et al. 2014) pursues a latent transition probability matrix of all views via low rank and sparse decomposition, and then obtains clustering results based on the standard Markov chain. Auto-weighted multiple graph learning (AMGL) (Nie et al. 2016) integrates all graphs, with auto-weighted factors based on the fact that different views are associated with incomplete information for real manifold learning and have the same clustering results. Multi-view consensus graph clustering (MCGC) (Zhan et al. 2018a) achieves clustering results by learning a common shared graph of all views with a constrained Laplacian rank constraint. Graph-based multi-view clustering (GMC) (Wang, Yang, and Liu 2019) introduces an auto-
The Frobenius norm of matrix $A$ can be decomposed into three parts: the low-rank constraint to construct a unified graph matrix for multiple views. Many multi-view subspace clustering approaches (Cao et al. 2015; Zhang et al. 2015; Gao et al. 2015; Zhang et al. 2017; Xie et al. 2018; Brbic and Kopriva 2018) have been proposed as well based on the idea that multiple views have the same latent subspace and a common shared subspace representation. Low-rank tensor-constrained multi-view subspace clustering (LT-MSC) (Zhang et al. 2015) and tensor-singular value decomposition based multi-view subspace clustering (t-SVD-MSC) (Xie et al. 2018) seek the low-rank tensor subspace to explore the high-order correlations of multi-view data for clustering fully. Latent multi-view subspace clustering (LMSC) (Zhang et al. 2017) seeks an underlying latent representation, which is the origin of all views, and runs the low-rank representation algorithm on the learning latent representation simultaneously. Multi-view low-rank sparse subspace clustering (MLRSSC) (Brbic and Kopriva 2018) aims to learn a joint subspace representation and constructs a shared subspace representation with both the low-rank and sparsity constraints. Even though the various multi-view clustering methods are based on different theories, the key objective of them all is one, i.e., achieving promising clustering results by combining multiple views properly and exploring the underlying clustering structures of multi-view data fully. Unlike most existing methods, the method proposed in this study integrates the first- and second-order graph information into the multi-view subspace clustering process by introducing a consistent graph regularizer and a complementary graph regularizer so that both consensus information and complementary information of multi-view data can be explored simultaneously.

### The Proposed Approach

In this section, we discuss the GRMSC approach. Figure 1 presents the complete framework for the proposed method, and Table 1 presents the symbols used in this paper.

Given the multi-view data $X = \{X^{(k)}\}_{k=1}^{v}$, samples of which are drawn from $\nu$ multiple subspaces, the proposed method can be decomposed into three parts: the low-rank representation on multiple views, consistent graph regularizer, and complementary graph regularizer. The methods can process all views simultaneously, and the intrinsic information can be fully explored.

#### Low-Rank Representation on Multiple Views

Under the assumption that all views have the same clustering results, LRR (Liu et al. 2012) is performed on all views and a common shared subspace representation is achieved. Consequently, an optimization problem can be written as follows:

$$
\min_{Z, E^{(k)}} \|Z\|_* + \lambda \sum_{k=1}^{v} \|E^{(k)}\|_{2,1}
\text{s.t. } X^{(k)} = X^{(k)}Z + E^{(k)},
$$

where $Z$ is the common subspace representation whose columns denote the representation of corresponding samples, $E^{(k)}$ indicates the sample-specific error of the $k$th view, and $\lambda$ is the trade-off parameter.

Evidently, the above problem deals with all views simultaneously. However, the information of multiple views cannot be investigated properly in this way, because the low-rank constraint on the common $Z$ ignores the specific information of different views. Moreover, the graph information, which is vital for clustering, is not employed in this formulation. A consistent graph regularizer and a complementary regularizer are introduced to handle these limitations.

#### Consistent Graph Regularizer

Most existing graph-based multi-view clustering approaches employ graphs with first-order proximity for clustering, whose elements denote pairwise similarities between two data points. In this study, Gaussian kernels are utilized to define proximity matrices of all views. Taking the $k$th view as an example, we have the following formula

$$
S_{ij}^{(k)} = \exp\left(- \frac{\|X_i^{(k)} - X_j^{(k)}\|^2}{\sigma^2}\right),
$$

where $S_{ij}^{(k)}$ denotes the similarity between the $i$th and $j$th data points in the $k$th view, $\sigma$ is the median Euclidean distance. Mutual $k$ nearest neighbor ($m\_k$NN) strategy is employed, which means that the elements of the first-order proximity are:

$$
\Lambda^{(k)} = \left\{ \begin{array}{ll} S_{ij}^{(k)}, & \text{if } X_i^{(v)} \text{ and } X_j^{(v)} \text{ are } m\_k\text{NN} \\ 0, & \text{otherwise} \end{array} \right.
$$

where $\Lambda^{(k)}$ is the first-order proximity matrix of the $k$th view. Clearly, $\Lambda^{(k)}$ captures the local graph structures.

However, as shown in Figure 1, the graphs with the first-order proximity among views are different from each other because statistic properties of different views are diverse. Evidently, it is not a suitable way to leverage first-proximity matrices straightforward. To explore the common shared intrinsic graph information of multi-view data, a consistent graph regularizer is introduced. Given $\{\Lambda^{(k)}\}_{k=1}^{v}$, a proximity matrix $\Lambda^*$ can be constructed as follows:

$$
\Lambda^* = \bigotimes_{k=1}^{v} \Lambda^{(k)},
$$

| Symbol  | Meaning                                      |
|---------|----------------------------------------------|
| $n$     | The number of samples.                       |
| $v$     | The number of views.                         |
| $c$     | The number of clusters.                     |
| $d_i$   | The dimension of the $i$-th view.           |
| $X^{(i)} \in R^{d_i \times n}$ | The data matrix of the $i$-th view.          |
| $X^{(j)} \in R^{d_j}$ | The $j$-th data point from the $i$-th view. |
| $A_i$   | The $i$-th column of matrix $A$.            |
| $\|A_i\|_{2,1}$ | The $l_{2,1}$ norm of matrix $A$.     |
| $\|A_i\|_F$   | The Frobenius norm of matrix $A$.          |
| $Tr(A)$ | The trace of matrix $A$.                    |
| $z$     | The trade-off parameter.                    |
| $\Sigma$| The common subspace representation whose    |
|         | columns denote the representation of         |
|         | corresponding samples.                      |
| $\sigma$| The median Euclidean distance.              |
| $m\_k$NN| Mutual $k$ nearest neighbor strategy.       |
where $\odot$ denotes the Hadamard product. It is noteworthy that not all elements of $\Lambda^*$ are taken into consideration. As shown in Figure 1, nonzero elements of $\Lambda^*$ indicate the shared intrinsic consensus graph information of multi-view data. The consistent graph regularizer, i.e., $\Psi_{\text{ConGR}}$, for multi-view clustering can be defined as follows:

$$\Psi_{\text{ConGR}}(Z) = \frac{1}{2} \sum_{(i,j) \in \Omega} \lambda_{ij} \|Z_i - Z_j\|_2^2,$$  

(5)

where $\Omega$ is the index set of the nonzero elements in $\Lambda^*$, and we also denote $\Omega$ as the index set of the zero elements in $\Lambda^*$ in future.

The consistent graph regularizer integrates the consensus graph information into the subspace representation properly. For the rest of the parts in graphs of multiple views, a complementary graph regularizer defined in Eq. (7) explores the global information from the consistent graph regularizer, the complementary graph information based on the elements in $\Omega$ of $\{\Upsilon(k)\}_{k=1}$. Under the intuition that data points with more shared neighbors are more likely to be similar, the second-order proximity can be constructed as follows:

$$\Upsilon_{ij}^{(k)} = \exp(-\frac{\|\Lambda_{ij}^{(k)} - \Lambda_{ij}^{(k)}\|_2^2}{\sigma^2}),$$  

(6)

where $\Upsilon_{ij}^{(k)}$ denotes the second-order proximity matrix of the $i$th and $j$th data points in the $k$th view. Evidently, the second-order proximity matrices of multiple views, i.e., $\{\Upsilon(k)\}_{k=1}$, are introduced, and a complementary graph regularizer is defined to benefit the clustering performance based on the elements in $\Omega$ of $\{\Upsilon(k)\}_{k=1}^v$.

Under the intuition that data points with more shared neighbors are more likely to be similar, the second-order proximity can be constructed as follows:

$$\Upsilon_{ij}^{(k)} = \exp(-\frac{\|\Lambda_{ij}^{(k)} - \Lambda_{ij}^{(k)}\|_2^2}{\sigma^2}),$$  

(6)

Complementary Graph Regularizer

Elements in $\Omega$ of $\{\Lambda^{(k)}\}_{k=1}^v$ are inconsistent across different views. Therefore, it is inadvisable to use them as Eq. (5). How to fuse them effectively is vital for multi-view clustering. In this paper, the second-order proximity matrices of multiple views, i.e., $\{\Upsilon(k)\}_{k=1}^v$, are introduced, and a complementary graph regularizer is defined to benefit the clustering performance based on the elements in $\Omega$ of $\{\Upsilon(k)\}_{k=1}^v$.

Complementary information of multi-view data, the following complementary graph regularizer is introduced to explore the complementary information of multi-view.
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Under the intuition that data points with more shared neighbors are more likely to be similar, the second-order proximity can be constructed as follows:

$$\Upsilon_{ij}^{(k)} = \exp(-\frac{\|\Lambda_{ij}^{(k)} - \Lambda_{ij}^{(k)}\|_2^2}{\sigma^2}),$$  

(6)

where $\Upsilon_{ij}^{(k)}$ denotes the second-order proximity matrix of the $i$th and $j$th data points in the $k$th view. Evidently, the second-order proximity matrices of multiple views, i.e., $\{\Upsilon(k)\}_{k=1}^v$, capture the global graph information of multi-view data. Furthermore, to investigate the complementary information of multi-view data, the following complementary graph regularizer, i.e., $\Psi_{\text{ComGR}}$, is introduced:

$$\Psi_{\text{ComGR}}(Z) = \frac{1}{2} \sum_{k=1}^v \sum_{(i,j) \in \Omega} \Upsilon_{ij}^{(k)} \|Z_i - Z_j\|_2^2,$$  

(7)

in which elements in $\Omega$ of $\{\Upsilon(k)\}_{k=1}^v$ are utilized. Different from the consistent graph regularizer, the complementary graph regularizer defined in Eq. (7) explores the global graph information of all views and integrates the complementary graph information into the subspace representation to improve the performance of multi-view clustering.

Objective Function

Fusing the aforementioned three components jointly, the objective function of the proposed GRMSC can be written as:

$$\min_{Z, \mathbf{E}^{(k)}} \|\mathbf{Z}\|_2 + \lambda_1 \sum_{k=1}^v \|\mathbf{E}^{(k)}\|_{2,1} + \lambda_2 (\Psi_{\text{ConGR}}(\mathbf{Z}) + \alpha \Psi_{\text{ComGR}}(\mathbf{Z}))$$  

(8)

subject to $\mathbf{X}^{(k)} = \mathbf{X}^{(k)} \mathbf{Z} + \mathbf{E}^{(k)}$

where $\lambda_1$, $\lambda_2$, and $\alpha$ are tradeoff parameters.

Optimization

To optimize the $\mathbf{Z}$ and $\mathbf{E}^{(k)}$, the ALM method [Lin, Liu, and Su 2011] is adopted and an algorithm is proposed. In order to make the optimization effectively and make the objective function separable, an auxiliary variable $\mathbf{Q}$ is introduced in the nuclear norm. As a result, the objective function, i.e. Eq. (8), can be rewritten as follows:

$$\min_{\mathbf{Z}, \mathbf{E}^{(k)}, \mathbf{Q}} \|\mathbf{Q}\|_2 + \lambda_1 \sum_{k=1}^v \|\mathbf{E}^{(k)}\|_{2,1} + \lambda_2 (\Psi_{\text{ConGR}}(\mathbf{Z}) + \alpha \Psi_{\text{ComGR}}(\mathbf{Z}))$$  

(9)

subject to $\mathbf{X}^{(k)} = \mathbf{X}^{(k)} \mathbf{Z} + \mathbf{E}^{(k)}$, $\mathbf{Q} = \mathbf{Z}$.

where $\mathbf{Q}$ is the auxiliary variable. And the augmented Lagrange function can be formulated:

$$\mathcal{L}(\mathbf{Q}, \mathbf{Z}, \mathbf{E}^{(k)}, \mathbf{Y}_1^{(k)}, \mathbf{Y}_2) = \|\mathbf{Q}\|_2 + \lambda_1 \sum_{k=1}^v \|\mathbf{E}^{(k)}\|_{2,1} + \lambda_2 (\Psi_{\text{ConGR}}(\mathbf{Z}) + \alpha \Psi_{\text{ComGR}}(\mathbf{Z}))$$  

(10)

$$+ \sum_{k=1}^v \Gamma(\mathbf{Y}_1^{(k)}, \mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} - \mathbf{E}^{(k)})$$  

$$+ \Gamma(\mathbf{Y}_2, \mathbf{Z} - \mathbf{Q}),$$

where $\mathbf{Y}_1^{(k)}$ and $\mathbf{Y}_2$ indicate Lagrange multipliers, and to make the representation concise, $\Gamma(\mathbf{A}, \mathbf{B})$ has the following definition:

$$\Gamma(\mathbf{A}, \mathbf{B}) = \langle \mathbf{A}, \mathbf{B} \rangle + \mu \frac{1}{2} \|\mathbf{B}\|_F^2$$  

(11)

where $\mu$ denotes an adaptive penalty parameter with a positive value, $\langle \cdot, \cdot \rangle$ is the inner product operation. Consequently, problem of minimizing the augmented Lagrange function [10] can be divided into four subproblems. Algorithm 1 presents the whole procedure of the optimization.

Subproblem of Updating $\mathbf{E}^{(k)}$

By fixing other variables, the subproblem with respect to $\mathbf{E}^{(k)}$ can be constructed:

$$\min_{\mathbf{E}^{(k)}} \lambda_1 \sum_{k=1}^v \|\mathbf{E}^{(k)}\|_{2,1} + \Gamma(\mathbf{Y}_1^{(k)}, \mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} - \mathbf{E}^{(k)}),$$  

(12)

which can be simplified as follows:

$$\min_{\mathbf{E}^{(k)}} \lambda_1 \sum_{k=1}^v \|\mathbf{E}^{(k)}\|_{2,1} + \mu \frac{1}{2} \|\mathbf{E}^{(k)} - \mathbf{T}_E^{(k)}\|_F^2,$$  

(13)

which can be solved according to Lemma 4.1 in [Liu et al. 2012], and $\mathbf{T}_E^{(k)}$ has the following definition:

$$\mathbf{T}_E^{(k)} = \mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} + \frac{\mathbf{Y}_1^{(k)}}{\mu}.$$  

(14)

Subproblem of Updating $\mathbf{Q}$

In order to update $\mathbf{Q}$, other variables are fixed. And following subproblem can be formulated:

$$\min_{\mathbf{Q}} \|\mathbf{Q}\|_2 + \Gamma(\mathbf{Y}_2, \mathbf{Z} - \mathbf{Q}),$$  

(15)
optimization of which is the same with the following problem:
\[
\min_{\mathbf{Q}} \| \mathbf{Q} \|^2 + \frac{\mu}{2} \| \mathbf{Q} - (\mathbf{Z} + \frac{\mathbf{Y}_2}{\mu}) \|^2_F,
\]
which has a solution with closed form:
\[
\mathbf{Q} = \mathbf{U} S_{1/\mu}(\Sigma) \mathbf{V},
\]
where \( \mathbf{U} \Sigma \mathbf{V} = \mathbf{Z} + \frac{\mathbf{Y}_2}{\mu} \) and \( S_e \) denotes a soft-threshold operator (Cai, Cand`es, and Shen 2010), as follows:
\[
S_e(x) = \begin{cases} 
  x - \varepsilon, & \text{if } x - \varepsilon > 0 \\
  x + \varepsilon, & \text{if } x - \varepsilon < 0 \\
  0, & \text{otherwise.}
\end{cases}
\]

Subproblem of Updating \( \mathbf{Z} \)

When other variables are fixed, the subproblem of Updating \( \mathbf{Z} \) can be written as follows:
\[
\min_{\mathbf{Z}} \lambda_2 \left( \Psi_{\text{ConGR}}(\mathbf{Z}) + \alpha \Psi_{\text{ConGR}}(\mathbf{Z}) \right) + \sum_{k=1}^{v} \Gamma(\mathbf{Y}_1^{(k)}) \mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} - \mathbf{E}^{(k)}
\]
\[
\Gamma(\mathbf{Y}_2^{(k)} - \mathbf{Q}),
\]
solution of which can be obtained by taking derivation with respect to \( \mathbf{Z} \) and setting to be zeros. Specifically, to make the optimization effectively, we define a matrix \( \mathbf{W}^{(k)} \):
\[
\begin{dcases}
\mathbf{W}_{ij}^{(k)} = \frac{1}{\varepsilon} \mathbf{A}_i^{(k)} & (i, j) \in \Omega, \\
\mathbf{W}_{ij}^{(k)} = \alpha \mathbf{Y}_{ij}^{(k)} & (i, j) \in \Omega,
\end{dcases}
\]
equation and it is easy to prove the following equation:
\[
\Psi_{\text{ConGR}}(\mathbf{Z}) + \alpha \Psi_{\text{ConGR}}(\mathbf{Z}) = \sum_{k=1}^{v} \text{Tr}(\mathbf{Z}^T \mathbf{L}^{(k)} \mathbf{Z})
\]
where \( \mathbf{L}^{(k)} \) is the Laplacian matrix of \( \mathbf{W}^{(k)} \), and \( \mathbf{Z}^T \) indicates the transpose of the subspace representation \( \mathbf{Z} \). Therefore, the optimization of Eq. (19) can be written as follows:
\[
\mathbf{Z} = \mathbf{T}^{-1}_{ZA} \mathbf{T}_{ZB},
\]
where \( \mathbf{T}^{-1}_{ZA} \) is the inverse matrix of \( \mathbf{T}_{ZA} \), \( \mathbf{T}_{ZA} \) and \( \mathbf{T}_{ZB} \) have the following definitions:
\[
\mathbf{T}_{ZA} = \lambda_2 \sum_{k=1}^{v} \left( \mathbf{L}^{(k)} + \mathbf{L}^{(k)} \right) + \mu \left( \sum_{k=1}^{v} \left( \mathbf{X}^{(k)} \mathbf{X}^{(k)} + \mathbf{I} \right) \right),
\]
\[
\mathbf{T}_{ZB} = \sum_{k=1}^{v} \left( \mathbf{X}^{(k)} \mathbf{Y}^{(k)} + \mu \left( \mathbf{X}^{(k)} \mathbf{X}^{(k)} \right) \right) + \mu \left( \sum_{k=1}^{v} \left( \mathbf{X}^{(k)} \mathbf{E}^{(k)} \right) + \mathbf{Q} \right),
\]
where \( \mathbf{I} \) is the identity matrix with suitable size.

Subproblem of Updating \( \mathbf{Y}_1^{(k)}, \mathbf{Y}_2 \) and \( \mu \)

We update Lagrange multipliers and \( \mu \) with the following form according to (Lin, Liu, and Su 2011):
\[
\begin{dcases}
\mathbf{Y}_1^{(k)} = \mathbf{Y}_1^{(k)} + \mu(\mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} - \mathbf{E}^{(k)}) \\
\mathbf{Y}_2 = \mathbf{Y}_2 + \mu(\mathbf{Z} - \mathbf{Q}) \\
\mu = \min(\rho \mu, \mu_{\text{max}}),
\end{dcases}
\]
where \( \mu_{\text{max}} \) is a threshold value and \( \rho \) indicates a nonnegative scalar.

**Algorithm 1 Algorithm of GRMSC**

**Input:**
- Multi-view \{\( \mathbf{X}^{(k)} \)\}_{k=1}^{v}, \( \mathbf{E}^{(k)} = 0, \mathbf{Q} = 0 \)
- \( \mathbf{Y}_1^{(k)} = 0, \mathbf{Y}_2 = 0, \mathbf{Z} \) with random initialization,
- \( \rho = 1.9, \mu = 10^{-4}, \mu_{\text{max}} = 10^5, \varepsilon = 10^{-6}; \)

**Output:**
- \( \mathbf{Z} \);

**Repeat:**
- For \( k = 1, 2, \ldots, v \) do:
  - Updating \( \mathbf{E}^{(k)} \) according to (13);
- Updating \( \mathbf{Q} \) according to (17);
- Updating \( \mathbf{Z} \) according to (22);
- For \( k = 1, 2, \ldots, v \) do:
  - Updating \( \mathbf{Y}_1^{(k)} \) according to (24);
- Updating \( \mathbf{Y}_2 \) and \( \mu \) according to (24);

**Until:**
- For \( k = 1, 2, \ldots, v \):
  - \( \| \mathbf{X}^{(k)} - \mathbf{X}^{(k)} \mathbf{Z} - \mathbf{E}^{(k)} \|_\infty < \varepsilon, \)
- and \( \| \mathbf{Z} - \mathbf{Q} \|_\infty < \varepsilon. \)

**Computational Complexity**

The main computational burden is consist of the four subproblems. Besides, \( \mathbf{A}^{(k)}, \mathbf{A}'^{(k)} \) and \( \mathbf{Y}^{(k)} \) are pre-computed outside of the algorithm. In line with Table I, the number of samples is \( n \), the number of views is \( v \), the number of iteration is \( t \), and the dimension of the \( k \)-th view is \( d_k \). For convenience, \( d \) is introduced and \( d = \max\{\{d_k\}_{k=1}^{v}\} \). The complexity of updating \( \{\mathbf{E}^{(k)}\}_{k=1}^{v} \) and \( \mathbf{Q} \) are \( O(vdn) \) and \( O(n^3) \) respectively, as for updating \( \mathbf{Z} \) and Lagrange multipliers, the complexity is \( O(n^3 + vdn) \). Therefore, the computational complexity of Algorithm 1 is \( O(tn(vd^2 + d^2 + n^2)) \).

**Experiments**

Comprehensive experiments are conducted and presented in this section. Furthermore, the convergence property and parameter sensitivity of the proposed method are analyzed as well. Six benchmark datasets are employed. In particular, 3-Sources (Wang, Yang, and Liu 2019) is a three-view dataset containing news article data from BBC, Reuters, and Guardian. BBCSport (Xia et al. 2014) consists of 544 sports news reports, each of which is decomposed into two subparts. Movie617 contains 617 movie samples of 17 categories with two views, i.e., keywords and actors. NGs (Wang, Yang, and Liu 2019) consisting of 500 samples is a subset of the 20 Newsgroup datasets and has three views. Prokaryotic (Bribic and Kopriva 2018) is a multi-view dataset that describes prokaryotic species from three aspects: textual data, proteome composition, and genomic representations. Yale Face is a dataset containing 165 face images of 15 individuals and each image is described by three features, namely intensity, LBP, and Gabor. Additionally, six evaluation metrics (Manning, Raghavan, and Schütze 2010; Xia et al. 2014; Zhang et al. 2017) are utilized: Normalized
Table 2: Clustering results of the validation and ablation experiments.

| Dataset   | Method            | NMI     | ACC     | F-Score | AVG     | Precious | RI       |
|-----------|-------------------|---------|---------|---------|---------|----------|----------|
| 3-Sources | LRR$_{BSV}$       | 0.6348  | 0.6738  | 0.6158  | 0.7958  | 0.6736   | 0.8356   |
|           | MSC$_{Naive}$     | 0.6307  | 0.7079  | 0.6526  | 0.8167  | 0.6959   | 0.8479   |
|           | GRMSC$_{Naive}$   | 0.6726  | 0.7012  | 0.6447  | 0.6859  | 0.8527   | 0.0035   |
|           | GRMSC             | 0.7321  | 0.7799  | 0.7359  | 0.6163  | 0.7288   | 0.8760   |
| BBCSport  | LRR$_{BSV}$       | 0.6996  | 0.7970  | 0.7612  | 0.7269  | 0.6890   | 0.8727   |
|           | MSC$_{Naive}$     | 0.8379  | 0.9099  | 0.8968  | 0.3661  | 0.8914   | 0.9505   |
|           | GRMSC$_{Naive}$   | 0.8425  | 0.9118  | 0.9011  | 0.3567  | 0.8948   | 0.9525   |
|           | GRMSC             | 0.8985  | 0.9669  | 0.9330  | 0.2152  | 0.9418   | 0.9683   |
| Movie 617 | LRR$_{BSV}$       | 0.2690  | 0.2767  | 0.1566  | 2.9462  | 0.1528   | 0.8945   |
|           | MSC$_{Naive}$     | 0.2765  | 0.2644  | 0.1544  | 2.9159  | 0.1519   | 0.8896   |
|           | GRMSC$_{Naive}$   | 0.3344  | 0.3159  | 0.2114  | 2.6897  | 0.2020   | 0.8989   |
|           | GRMSC             | 0.3367  | 0.3209  | 0.2135  | 2.6816  | 0.2040   | 0.8992   |
| NGs       | LRR$_{BSV}$       | 0.3402  | 0.4213  | 0.3911  | 1.7056  | 0.2688   | 0.5556   |
|           | MSC$_{Naive}$     | 0.9096  | 0.9700  | 0.9410  | 0.2101  | 0.9408   | 0.9766   |
|           | GRMSC$_{Naive}$   | 0.9217  | 0.9740  | 0.9488  | 0.1819  | 0.9485   | 0.9797   |
|           | GRMSC             | 0.9547  | 0.9860  | 0.9721  | 0.1052  | 0.9720   | 0.9889   |
| Prokaryotic| LRR$_{BSV}$       | 0.4462  | 0.7822  | 0.7167  | 0.8946  | 0.7207   | 0.7797   |
|           | MSC$_{Naive}$     | 0.3602  | 0.6915  | 0.6015  | 1.0401  | 0.5797   | 0.6735   |
|           | GRMSC$_{Naive}$   | 0.4187  | 0.5989  | 0.5459  | 0.9018  | 0.6083   | 0.6753   |
|           | GRMSC             | 0.5054  | 0.7731  | 0.7372  | 0.7936  | 0.7848   | 0.6000   |
| Yale Face | LRR$_{BSV}$       | 0.7134  | 0.7034  | 0.5561  | 1.1328  | 0.5404   | 0.9442   |
|           | MSC$_{Naive}$     | 0.6877  | 0.6352  | 0.4819  | 1.2545  | 0.4487   | 0.9317   |
|           | GRMSC$_{Naive}$   | 0.7680  | 0.7362  | 0.6282  | 0.9224  | 0.6092   | 0.9531   |
|           | GRMSC             | 0.7709  | 0.7418  | 0.6306  | 0.9107  | 0.6115   | 0.9535   |

Mutual Information (NMI), ACCuracy (ACC), F-Score, AVGent (AVG), Precious, and Rand Index (RI). Higher values of all metrics, except for AVGent, demonstrate the better clustering results. Parameters of all comparison methods are fine-tuned. To eliminate the randomness, 30 test runs with random initialization are performed and clustering results are represented in the form of mean values with standard derivation. The numbers in the bold type denote the best clustering results.

Validation and Ablation Experiments

To validate the effectiveness of our GRMSC, results of three different methods are compared. The first clustering method is based on the low-rank representation (Liu et al. 2012) with best single view, i.e., LRR$_{BSV}$. The second clustering method is based on the subspace representation obtained from Eq. (1), named MSC$_{Naive}$ for convenience. The third method is the graph-regularized multi-view subspace clustering, which only leverages the first-order proximity to construct the graph regularizer and is termed the GRMSC$_{Naive}$.

As displayed in Table 2, multi-view clustering can generally achieve better clustering results than those of single view clustering. Furthermore, compared with MSC$_{Naive}$ and GRMSC$_{Naive}$, the proposed GRMSC method achieves significantly better clustering performance, which validates the necessity of introducing the consistent graph regularizer and the complementary graph regularizer, while verifying the effectiveness of the proposed method.

Comparison Experiments

To demonstrate the superiority of the GRMSC method, Table 3 displays the comparison of experimental results of five state-of-the-art multi-view subspace clustering methods, namely RMSC (Xia et al. 2014), AMGL (Nie et al. 2016), LMSC (Zhang et al. 2017), MLRSSC (Brbic and Kopriva 2018), GMC (Wang, Yang, and Liu 2019), previously discussed in the section Related Works.

The GRMSC method outperforms other methods on all benchmark datasets. For example, considering the experimental results on the Yale Face dataset, this method improves clustering performance over the second best one by approximately 6.98% and 7.27% with respect to NMI and ACC, respectively. It is noteworthy that although the clustering result of LMSC for the Precious metric is slightly better, GRMSC scores over the second best one by a significant margin in the remaining five metrics. Table 3 displays
Three parameters, namely $\lambda_1$, $\lambda_2$, and $\alpha$, are involved in our GRMSC. For convenience, $\alpha$, which is the parameter to balance the $\Psi_{\text{ContGR}}$ and $\Psi_{\text{ContGR}}$, is fixed and set as 0.001 in this study for all datasets. $\lambda_1$ tunes bases on the prior multi-view data information, including corruption and noise level. $\lambda_2$ is tuned to balance the importance between the low-rank representation of all views and the two graph regularizers. Furthermore, values of $\lambda_1$ and $\lambda_2$ are selected from the set $\{0.001, 0.01, 0.1, 1, 10, 100, 1000\}$. As shown in Figure 3, good clustering results can be obtained with $\lambda_1 \geq 1$ and $\lambda_2 \leq 1$.

### Conclusion

This paper proposes a consistent and complementary graph-regularized multi-view subspace clustering to accurately integrate information from multiple views for clustering. By introducing the consistent graph regularizer and the complementary graph-regularizer, graph information of multi-view data is considered. Both the consensus and complementary information of multi-view data are fully considered for clustering. An elaborate optimization algorithm is also developed to achieve improved clustering results, and extensive experiments are conducted on six benchmark datasets to illustrate the effectiveness and competitiveness of the proposed GRMSC method in comparison to several state-of-the-art multi-view clustering methods.
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