An equivalent nonlinear optimization model with triangular low-rank factorization for semidefinite programs
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ABSTRACT

In this paper, we propose a new nonlinear optimization model to solve semidefinite optimization problems (SDPs), providing some properties related to local optimal solutions. The proposed model is based on another nonlinear optimization model given by [S. Burer and R. Monteiro, \textit{A nonlinear programming algorithm for solving semidefinite programs via low-rank factorization}, Math. Program. Ser. B 95 (2003), pp. 329–357], but it has several nice properties not seen in the existing one. Firstly, the decision variable of the proposed model is a triangular low-rank matrix. Secondly, the existence of a strict local optimum of the proposed model is guaranteed under some conditions, whereas the existing model has no strict local optimum. In other words, it is difficult to construct solution methods equipped with fast convergence using the existing model. We also present some numerical results, showing that the use of the proposed model allows to deliver highly accurate solutions.
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1. Introduction

In this paper, we consider the following \textit{semidefinite optimization problem} (SDP):

\begin{equation}
\begin{aligned}
\text{(SDP)} \quad & \text{Minimize} & \langle C, X \rangle \\
& \text{subject to} & A(X) = b, \ X \succeq O,
\end{aligned}
\end{equation}

where $\mathbb{S}^n$ denotes the set of $n \times n$ real symmetric matrices, and the operator $A: \mathbb{S}^n \rightarrow \mathbb{R}^m$ is defined by $A(X) := [\langle A_1, X \rangle \ldots \langle A_m, X \rangle]^\top$, and the matrices $C, A_1, \ldots, A_m \in \mathbb{S}^n$ and the vector $b \in \mathbb{R}^m$ are given. Throughout this paper, we assume that the matrices $A_1, \ldots, A_m$ are linearly independent. For two matrices $P$ and $Q$ included in $\mathbb{R}^{p \times q}$, the inner product of them is defined by $\langle P, Q \rangle := \text{tr}(P^\top Q)$, where $\text{tr}(M)$ represents the trace of a square matrix $M$, and the superscript $\top$ indicates the transposition of a matrix or a vector. Let $S^+_n (\mathbb{S}^+)$ be the set of $n \times n$ real symmetric positive (semi)definite matrices. For a matrix $M \in \mathbb{S}^n$, $M \succeq O$ and $M \succ O$ mean that $M \in \mathbb{S}^+_n$ and $M \in S^+_n$, respectively.
SDPs include some classes of optimization problems, such as linear programs, quadratic programs, and second-order cone programs. Moreover, they have a wide range of application fields, such as control theory, graph theory, structural optimization, combinatorial optimization, and so forth [16,18,20]. Until now, a lot of solution methods for SDPs have been proposed by many researchers [11,13,15,16,19,22,23]. Specifically, the primal-dual interior-point method is known as one of the most popular ones, and there exist several efficient software packages in which they are implemented, such as SeDuMi [14], SDPT3 [17], and SDPA [21]. They are based on the Newton method and can solve small- or medium-scale problems very accurately. However, it may not be applicable to problems whose scale is too large. Moreover, it is well known that the Newton equation used in the primal-dual interior-point method becomes unstable in the neighbourhoods of solutions, and hence it is difficult to obtain solutions with high accuracy.

To solve large-scale SDPs whose \( m \) (the number of equality constraints) is small and \( n \) (the matrix size) is large, Burer and Monteiro have proposed an equivalent nonlinear optimization model [6]. In their proposal, the decision variable \( X \) is replaced with a matrix product \( RR^\top \), where \( R \in \mathbb{R}^{n \times r} \). Since \( RR^\top \) is positive semidefinite, the semidefinite constraint \( X \succeq O \) can be ignored, and hence the model is expressed as a usual nonlinear optimization problem. It is known that if \( r \geq \max\{r \in \mathbb{N} : \frac{r(r+1)}{2} \leq m\} \), then their model is equivalent to (SDP). Note that depending on the value \( r \), the dimension of such model’s decision variable space can be smaller than \( \frac{n(n+1)}{2} \), which is the dimension of the original (SDP). However, the model has no strict local minimum. Therefore, the second-order sufficient conditions do not hold, and it is difficult to construct solution methods equipped with fast convergence. Moreover, when \( m \) is not small enough, the dimension \( nr \) is larger than \( \frac{n(n+1)}{2} \).

In this paper, we present a new nonlinear optimization model, which overcomes the above drawbacks of Burer and Monteiro’s model, and show that the proposed model has several nice properties associated with local optima. A remarkable point of the proposed model is that its decision variable space is the set of \( n \times r \) real matrices whose upper triangular part is all zero, that is, its dimension is equal to \( nr - \frac{r(r-1)}{2} \). It is slightly smaller than \( nr \), which is the dimension of the variables of the existing model. Moreover, the dimension \( nr - \frac{r(r-1)}{2} \) in the proposed model is at most \( \frac{n(n+1)}{2} \), that is to say, it never exceeds the dimension of the original (SDP). We also show that the existence of a strict local optimum is guaranteed under some appropriate conditions. From this fact, it is expected that second-order methods, such as sequential quadratic programming (SQP) and interior-point methods, have fast convergence to solutions.

This paper is organized as follows. In Section 2, we introduce some important concepts regarding (SDP) and the existing model proposed by Burer and Monteiro. In Section 3, we propose a new nonlinear optimization model and give some properties associated with its local optima. In Section 4, we provide a reformulation from the proposed model into some quadratic program. Section 5 reports some numerical experiments to confirm the high accuracy of the solutions obtained with the proposed model. Finally, we make some concluding remarks in Section 6.

Throughout this paper, we use the following notation. The identity matrix and the all-ones vector are represented by \( I \) and \( e \), respectively, where their dimensions are defined by each context. For a vector \( w \in \mathbb{R}^p \), \([w]_i\) denotes the \( i \)th element of \( w \), and \( \|w\| \) is the Euclidean norm of \( w \) defined by \( \|w\| := \sqrt{\langle w, w \rangle} = \sqrt{w^\top w} \). Let \( W \in \mathbb{R}^{p \times q} \). We express
the \((i,j)\)-entry of \(W\) by \([W]_{ij}\). Moreover, we write \(\|W\|_F\) and \(\|W\|_2\) for the Frobenius norm and the operator norm of \(W\), respectively, that is, \(\|W\|_F := \sqrt{\langle W, W \rangle} (= \sqrt{\text{tr}(W^T W)})\) and \(\|W\|_2 := \sup\{\|Wx\| : \|x\| = 1\}\), where \(\text{tr}(M)\) denotes the trace of a square matrix \(M\). For real numbers \(r_1, \ldots, r_d \in \mathbb{R}\) and a vector \(v \in \mathbb{R}^d\), we use the notation below:

\[
\text{diag}(r_1, \ldots, r_d) := \begin{bmatrix} r_1 & 0 & \cdots & 0 \\ 0 & r_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & r_d \end{bmatrix}, \quad \text{diag}(v) := \begin{bmatrix} [v]_1 & 0 & \cdots & 0 \\ 0 & [v]_2 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & [v]_d \end{bmatrix}.
\]

Let \(U \in \mathbb{S}^d\) be a matrix. The minimum and the maximum eigenvalues of \(U\) are denoted by \(\lambda_{\text{min}}(U)\) and \(\lambda_{\text{max}}(U)\), respectively. Let \(\Phi\) be a mapping from \(P_1 \times P_2\) to \(P_3\), where \(P_1\) and \(P_2\) are open sets. We express the Fréchet derivative of \(\Phi\) as \(\nabla \Phi\). Moreover, we denote the Fréchet derivative of \(\Phi\) with respect to a variable \(Z \in P_1\) as \(\nabla_Z \Phi\). For a positive integer \(k \in \mathbb{N}\), we define

\[
r_k := \max \left\{ r \in \mathbb{N} : \frac{r(r+1)}{2} \leq k \right\}.
\]

### 2. Preliminaries

We give some important concepts related to (SDP). Next, we introduce the existing nonlinear model for (SDP) and provide some of its properties.

#### 2.1. Basic facts related to SDP

As it is well known, the dual of (SDP) can be written as

\[
\text{(DSDP)} \quad \begin{array}{ll}
\text{maximize} & \langle b, y \rangle \\
\text{subject to} & A^*(y) + Z = C, Z \succeq O,
\end{array}
\]

where \(A^* : \mathbb{R}^m \to \mathbb{S}^n\) is the adjoint operator of \(A\), which is defined by \(A^*(v) := \sum_{j=1}^m [v]_j A_j\) for all \(v \in \mathbb{R}^m\). Throughout this paper, we assume the existence of \((X^*, y^*, Z^*) \in \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n\) such that

\[
A(X^*) = b, A^*(y^*) + Z^* = C, \langle X^*, Z^* \rangle = 0, X^* \succeq O, Z^* \succeq O,
\]

which are called Karush-Kuhn-Tacker (KKT) conditions of (SDP). These conditions are necessary and sufficient for optimality. The following result shows the existence of a solution with a particular limited rank.

**Theorem 2.1:** There exists an optimal solution \(X^* \in \mathbb{S}^n\) of (SDP) such that \(\text{rank}(X^*) \leq r_m\).

**Proof:** It follows from definition (1) and [6, Theorem 1] (see also [1,12]).

Finally, we recall the definitions of face of (SDP) and minimal face of (SDP). Let \(C\) be a convex set of a real vector space \(\mathcal{X}\) and let \(\mathcal{F}\) be a nonempty convex subset of \(C\). The set \(\mathcal{F}\) is called a face of \(C\) if for every \(\eta \in \mathcal{F}\) and every \(\xi, \zeta \in C\) such that \(\eta = \theta \xi + (1-\theta) \zeta\)
for some θ ∈ (0, 1), we have ξ, ζ ∈ F. Let λ ∈ C. The minimal face of C containing λ is defined as ∩{F : FCλ ∈ F}. If C is the feasible set of (SDP), then a face of C is called a face of (SDP) and the minimal face of C containing λ is referred to as the minimal face of (SDP) containing λ.

2.2. An existing nonlinear optimization model for SDP

In [6], Burer and Monteiro proposed the following low-rank SDP, which has a rank constraint on the decision variable X ∈ Sn:

\[
\text{Minimize}_{X ∈ S^n} \quad \langle C, X \rangle \\
\text{subject to} \quad A(X) = b, \quad X ⪰ O, \quad \text{rank}(X) ≤ r.
\]

Theorem 2.1 ensures that if \(r ≥ rm\), then \((LRSDP_r)\) is equivalent to (SDP). Since an arbitrary semidefinite matrix \(X ∈ S^n\) can be rewritten as \(X = RR^T\) for some \(R ∈ \mathbb{R}^{n×r}\), \((LRSDP_r)\) can be reformulated as follows:

\[
\text{(NSDP}_r\text{)} \quad \text{Minimize}_{R ∈ \mathbb{R}^{n×r}} \quad \langle C, RR^T \rangle \\
\text{subject to} \quad A(RR^T) = b.
\]

For \((NSDP_r)\), the Lagrange function is defined as

\[
L(R,v) := \langle C, RR^T \rangle − \langle v, A(RR^T) − b \rangle = \langle C − A^*(v), RR^T \rangle + \langle b, v \rangle,
\]

where \(v ∈ \mathbb{R}^m\) is the Lagrange multiplier. We say that a feasible point \(R^*\) is stationary of \((NSDP_r)\) if there exists \(v^* ∈ \mathbb{R}^m\) such that

\[
\nabla_R L(R^*, v^*) = 2(C − A^*(v^*))R^* = 0.
\]

Problem \((NSDP_r)\) has several remarkable properties. In particular, we do not have to deal directly with the semidefinite constraint, and if \(r ∈ \mathbb{N}\) is small, then the number of variables decreases considerably compared with (SDP). However, since the purpose of this paper is to obtain a solution of the original (SDP), we need to clarify the relation between the global (or local) optimal solutions of (SDP) and \((NSDP_r)\). In fact, some of these relations can be seen in the following. Note that the first proposition below is obtained by combining Proposition 2.3 and Theorem 3.4 in [7].

**Proposition 2.2 ([7, Proposition 2.3 and Theorem 3.4]):** Suppose that \(R^*\) is a local minimum of \((NSDP_r)\) with \(r ≥ rm+1\). Suppose also that \(F\) is the minimal face of (SDP) containing \(R^*(R^*)^T\). If the dimension of \(F\) is zero, then \(R^*(R^*)^T\) is an optimal extreme point of (SDP).

**Proposition 2.3 ([6, Proposition 3]):** Suppose that \(R^*\) is a stationary point of \((NSDP_r)\), i.e. there exists \(v^* ∈ \mathbb{R}^m\) such that \(\nabla_R L(R^*, v^*) = 0\). If \(C − A^*(v^*)\) is positive semidefinite, then \(R^*(R^*)^T\) and \((C − A^*(v^*), v^*)\) are optimal solutions for (SDP) and (DSDP), respectively.

**Remark 2.1:** Let \(R\) be a local optimum of \((NSDP_r)\). Note that \(RQ(RQ)^T = RR^T\) for an arbitrary orthogonal matrix \(Q\). Then, we easily see that \(RQ\) is also another local optimum.
of (NSDP_r). Moreover, we can select the matrix Q so that RQ arbitrarily approaches to R, and hence (NSDP_r) has no strict local optimum [6]. This fact shows that it is difficult to construct fast convergent methods which solve (NSDP_r).

**Remark 2.2:** Boumal et al. [4,5] investigated conditions under which the first- and second-order necessary optimality conditions for (NSDP_r) are sufficient for its global optimality. Hence, under those conditions, if R ∈ R^{n×r} is a global optimum of (NSDP_r), then RR^T ∈ S^n is a global optimum of (SDP). In the existing papers, they dealt with (NSDP_r) as Riemannian optimization and provided general theorems regarding the sufficient conditions. Moreover, they showed that some applications, such as max-cut and generalized eigenvalue problems, satisfy the assumptions of the proposed theorems.

Not only Boumal et al. [4,5] but also Grubišić et al. [9] proposed a Riemannian optimization approach for a special case of SDP. In particular, [9] focuses on solving the nearest low-rank correlation matrix problem by exploiting the Riemannian optimization technique regarding the Cholesky manifold.

### 3. A new nonlinear optimization model for SDP

Firstly, we propose a new nonlinear optimization model for (SDP). Secondly, we provide relations between solutions of the proposed model and (SDP), and some important properties related to local optima.

To begin with, we denote by L^{n×r} the set of lower triangular matrices in R^{n×r}, i.e.

\[ L^{n×r} := \{ S ∈ R^{n×r} : [S]_{ij} = 0 \text{ if } i < j \}. \]

The result below, which shows that a symmetric positive semidefinite matrix in S^n with rank smaller than n has at least one triangular low-rank factorization, is well known. However, for the sake of completeness, we also show a proof for it.

**Proposition 3.1:** For any symmetric positive semidefinite matrix X ∈ S^n satisfying rank(X) = r < n, there exists a matrix S ∈ L^{n×r} such that X = SS^T.

**Proof:** Since X is a symmetric positive semidefinite matrix satisfying rank(X) = r < n, there exists a matrix U ∈ R^{n×r} such that X = UU^T. Let us write the matrix U as follows:

\[ U = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix}, \quad U_1 ∈ R^{r×r}, \quad U_2 ∈ R^{(n-r)×r}. \]

From the QR factorization of the matrix U_1^T, there exist an orthogonal matrix Q ∈ R^{r×r} and an upper triangular matrix R ∈ R^{r×r} such that U_1^T = QR. Now, let S be defined by

\[ S := \begin{bmatrix} R^T \\ U_2Q \end{bmatrix}. \]
Note that $S$ is included in $\mathbb{L}^{n \times r}$ because $R^T$ is lower triangular. Hence, we have

$$X = \begin{bmatrix} R^T Q^T \\ U_2 \end{bmatrix} \begin{bmatrix} QR & U_2^T \end{bmatrix} = \begin{bmatrix} R^T R & R^T Q U_2^T \\ U_2 Q & U_2^T U_2^T \end{bmatrix} = \begin{bmatrix} R^T \\ U_2 Q \end{bmatrix} \begin{bmatrix} R & Q U_2^T \end{bmatrix} = SS^T.$$

Therefore, the assertion is proven. ■

The above proposition guarantees that (LRSDP$_r$) can be rewritten as the following new nonlinear optimization model:

$$(T-\text{NSDP}_r) \quad \begin{array}{l}
\text{Minimize} \\
\text{subject to}
\end{array} \quad \langle C, SS^T \rangle
\quad \text{for } S \in \mathbb{L}^{n \times r}
\quad \mathcal{A}(SS^T) = b.$$

The Lagrange function for (T-\text{NSDP}_r) is defined by

$$\mathcal{L}(S,w) := \langle C, SS^T \rangle - \langle w, \mathcal{A}(SS^T) - b \rangle = \langle C - \mathcal{A}^*(w), SS^T \rangle + \langle b, w \rangle,$$

where $w \in \mathbb{R}^m$ is the Lagrange multiplier.

Similarly to the existing model (NSDP$_r$), we now verify how the local (global) optimal solutions of (SDP) and (T-\text{NSDP}_r) are related to each other. The following propositions can be proven in the same way as [6,7].

**Proposition 3.2 ([7, Proposition 2.3 and Theorem 3.4]):** Suppose that $S^*$ is a local minimum of (T-\text{NSDP}_r) with $r \geq r_{m+1}$. Suppose also that $F$ is the minimal face of (SDP) containing $S^*(S^*)^T$. If the dimension of $F$ is zero, then $S^*(S^*)^T$ is an optimal extreme point of (SDP).

**Proposition 3.3 ([6, Proposition 3]):** Suppose that $S^*$ is a stationary point of (T-\text{NSDP}_r), i.e. there exists $w^* \in \mathbb{R}^m$ such that $\nabla_S \mathcal{L}(S^*,w^*) = 0$. If $C - \mathcal{A}^*(w^*)$ is positive semidefinite, then $S^*(S^*)^T$ and $(C - \mathcal{A}^*(w^*), w^*)$ are optimal solutions for (SDP) and (DSDP), respectively.

The proposed model (T-\text{NSDP}_r) has several advantages over the existing model (NSDP$_r$). One of them is that the number of variables in (T-\text{NSDP}_r) (more precisely, $nr - \frac{r^2 - 1}{2}$) can be smaller than (NSDP$_r$)'s (i.e. $nr$). The reduction of variables also brings another nice property. As stated in Remark 2.1, (NSDP$_r$) has no strict local optimum. On the other hand, (T-\text{NSDP}_r) has a strict local optimum under some appropriate conditions because it decreases the degree of freedom of variables compared with (NSDP$_r$). To show this fact, we recall the following well-known result.
Lemma 3.5: Suppose that \( P \in \mathbb{L}^{\ell \times \ell} \) is an arbitrary full rank matrix. Then, there exists \( \delta > 0 \) such that if \( Q \in \mathbb{L}^{\ell \times \ell} \) satisfies \( PP^T = QQ^T \), then \( P = Q \) or \( \|P - Q\|_F \geq \delta \).

Proof: We show the assertion by contradiction. Let \( F := PP^T \). Because \( \text{rank}(P) = \ell \), it is clear that \( F > 0 \), that is, \( \lambda_j(F) > 0 \) for all \( j \in \{1, \ldots, \ell\} \). Hence, we define \( \delta := \sqrt{\lambda_{\min}(F)} > 0 \). Since the assertion is not true, there exists \( Q_\delta \in \mathbb{L}^{\ell \times \ell} \) such that
\[
F = Q_\delta Q_\delta^T, \quad P \neq Q_\delta, \quad \|P - Q_\delta\|_F < \delta. \tag{3}
\]
Note that \( [P]_{jj} \neq 0 \) and \( [Q_\delta]_{jj} \neq 0 \) for all \( j \in \{1, \ldots, \ell\} \) because \( P \in \mathbb{L}^{\ell \times \ell} \), \( Q_\delta \in \mathbb{L}^{\ell \times \ell} \), and \( \ell = \text{rank}(F) = \text{rank}(P) = \text{rank}(Q_\delta) \). Now, we define diagonal matrices \( G \in \mathbb{R}^{\ell \times \ell} \) and \( H_\delta \in \mathbb{R}^{\ell \times \ell} \) such that
\[
[G]_{jj} := \begin{cases} 1 & \text{if } [P]_{jj} > 0, \\ -1 & \text{if } [P]_{jj} < 0, \end{cases} \quad [H_\delta]_{jj} := \begin{cases} 1 & \text{if } [Q_\delta]_{jj} > 0, \\ -1 & \text{if } [Q_\delta]_{jj} < 0 \end{cases} \forall j \in \{1, \ldots, \ell\}. \tag{4}
\]
Then, there exists \( \hat{P} \in \mathbb{L}^{\ell \times \ell} \) such that
\[
P = \hat{P}G, \quad [\hat{P}]_{jj} > 0 \forall j \in \{1, \ldots, \ell\}. \tag{5}
\]
Similarly, there exists \( \hat{Q}_\delta \in \mathbb{L}^{\ell \times \ell} \) such that \( Q_\delta = \hat{Q}_\delta H_\delta \) and \( [\hat{Q}_\delta]_{jj} > 0 \) for all \( j \in \{1, \ldots, \ell\} \). It follows from these results that \( F = \hat{P}\hat{P}^T = \hat{Q}_\delta \hat{Q}_\delta^T \). However, Proposition 3.4 ensures that \( \hat{P} = \hat{Q}_\delta \). As a result, we obtain
\[
P = \hat{P}G, \quad Q_\delta = \hat{P}H_\delta. \tag{6}
\]
Combining (3) and (6) yields
\[
\lambda_{\min}(F) = \delta^2 > \|P - Q_\delta\|_F^2 \\
= \|\hat{P}(G - H_\delta)\|_F^2 \\
= \text{tr}(\hat{P}^T(\hat{P}(G - H_\delta))^2) \\
\geq \lambda_{\min}(F)\text{tr}((G - H_\delta)^2), \tag{7}
\]
where the third equality follows from the fact that \( \text{tr}(AB) = \text{tr}(BA) \) for any matrices \( A \) and \( B \), and the last inequality is true because \( \text{tr}(AB) \geq \lambda_{\min}(A)\text{tr}(B) \) for \( A \in \mathbb{S}_+^\ell \) and \( B \in \mathbb{S}_+^\ell \) [2, Theorem 8.4.13]. Moreover, since \( \hat{P} \in \mathbb{L}^{\ell \times \ell} \) is nonsingular from (5), the results (3) and (6) mean that \( O \neq P - Q_\delta = \hat{P}(G - H_\delta) \), i.e. \( G \neq H_\delta \). Exploiting (4) and (7) implies \( \lambda_{\min}(F) > \lambda_{\min}(F)\text{tr}((G - H_\delta)^2) \geq 4\lambda_{\min}(F) \), that is, \( 0 \geq \lambda_{\min}(F) \). Therefore, this contradicts \( F > 0 \). \hfill \blacksquare

From now on, we provide several sufficient conditions under which \( (T-\text{NSDP}_r) \) has a strict local optimum.
Theorem 3.6: Assume that (SDP) has a unique optimal solution $X^*$ satisfying \( \text{rank}(X^*) = r \). Then, (T–NSDP$_r$) has a strict local optimum.

Proof: The solution $X^*$ has a spectral decomposition $X^* = VDV^\top$ with

\[
D = \begin{bmatrix}
D_1 & 0 \\
0 & O
\end{bmatrix}, \quad D_1 \in S^r, \quad \text{rank}(D_1) = r,
\]

where $D_1$ is a diagonal matrix whose diagonal elements are positive eigenvalues of $X^*$. Let $U^* \in \mathbb{R}^{n \times r}$ be defined by

\[
U^* := \begin{bmatrix}
U_1^* \\
U_2^*
\end{bmatrix} := V \begin{bmatrix}
D_1^{\frac{1}{2}} \\
0
\end{bmatrix}.
\]

Note that $\text{rank}(U^*_1) = r$, $U_1^* \in \mathbb{R}^{r \times r}$, and $U_2^* \in \mathbb{R}^{(n-r) \times r}$. The QR factorization of $(U^*_1)^\top$ ensures the existence of an orthogonal matrix $Q \in \mathbb{R}^{r \times r}$ and an upper triangular matrix $R \in \mathbb{R}^{r \times r}$ such that $(U^*_1)^\top = QR$ and $\text{rank}(R) = r$. We define $S^* \in \mathbb{L}^{n \times r}$ as

\[
S^* := \begin{bmatrix}
S_1^* \\
S_2^*
\end{bmatrix}, \quad S_1^* := R^\top, \quad S_2^* := U_2^* Q.
\] (8)

In the following, we show that $S^*$ is a strict local optimum of (T–NSDP$_r$). Since $S_1^*$ has full rank, Lemma 3.5 guarantees the existence $\delta > 0$ such that

\[
Q \in \mathbb{L}^{r \times r}, \quad QQ^\top = S_1^*(S_1^*)^\top \implies Q = S_1^* \quad \text{or} \quad \|Q - S_1^*\|_F \geq \delta. \quad (9)
\]

We arbitrarily take $S \in \mathbb{L}^{n \times r}$ with

\[
\mathcal{A}(SS^\top) = b, \quad \|S - S^*\|_F < \delta, \quad S \neq S^*.
\] (10)

It is sufficient to show $SS^\top \neq S^*(S^*)^\top$ because the uniqueness of $X^* = U^*(U^*)^\top = S^*(S^*)^\top$ implies that $\langle C, SS^\top \rangle > \langle C, X^* \rangle = \langle C, S^*(S^*)^\top \rangle$ when $SS^\top \neq S^*(S^*)^\top (= X^*)$. To show this assertion, we assume that $SS^\top = S^*(S^*)^\top$. Let $S$ be expressed as

\[
S = \begin{bmatrix}
S_1 \\
S_2
\end{bmatrix}, \quad S_1 \in \mathbb{R}^{r \times r}, \quad S_2 \in \mathbb{R}^{(n-r) \times r}.
\] (11)

From (8), (11), and $SS^\top = S^*(S^*)^\top$, we obtain

\[
S_1S_1^\top = S_1^*(S_1^*)^\top, \quad S_1S_2^\top = S_1^*(S_2^*)^\top.
\] (12)

Combining (9) and the former equality of (12) derives $S_1 = S_1^*$ or $\|S_1 - S_1^*\|_F \geq \delta$. However, the second condition does not hold because $\|S_1 - S_1^*\|_F \leq \|S - S^*\|_F < \delta$ from (10), and hence $S_1 = S_1^*$. Since $S_1^*$ is a non-singular matrix, the latter equality of (12) yields $S_2 = S_2^*$. As a result, we obtain $S_1 = S_1^*$ and $S_2 = S_2^*$, that is, $S = S^*$. This contradicts the third condition of (10). Therefore, $SS^\top \neq S^*(S^*)^\top$ holds.

\[\square\]
Theorem 3.7: Assume that (SDP) has a unique optimal solution \( X^* \) satisfying \( \text{rank}(X^*) = \ell \in [1, r] \). Suppose also that \( X^* \) has the following structure:

\[
X^* = \begin{bmatrix}
X^*_1 & O \\
O & O \\
\end{bmatrix}, \quad X^*_1 \in S^\ell, \quad \text{rank}(X^*_1) = \ell.
\]

If either of the following two statements holds, then \( S^* \) is a strict local optimum of \((T–NSDP_r)\):

(i) \( S^* \in \mathbb{L}^{n \times r} \) is a local optimum of \((T–NSDP_r)\) with \( r \geq r_{m+1} \) and the minimal face of \((SDP)\) containing \( S^*(S^*)^T \) has zero–dimensional;

(ii) there exists \((S^*, w^*) \in \mathbb{L}^{n \times r} \times \mathbb{R}^m \) such that \( \nabla S \mathcal{L}(S^*, w^*) = 0 \) and \( C - A(w^*) \geq 0 \).

Proof: Firstly, we consider the case where statement (i) holds. Proposition 3.2 implies that \( X^* = S^*(S^*)^T \) is a unique optimum of \((SDP)\). Let \( S^* \in \mathbb{L}^{n \times r} \) be denoted by

\[
S^* = \begin{cases}
\begin{bmatrix}
S^*_1 & O \\
S^*_2 & S^*_3 \\
S^*_1 & S^*_2 \\
\end{bmatrix} & \text{if } 1 \leq \ell < r,
\end{cases}
\]

where \( S^*_1 \in \mathbb{L}^{\ell \times \ell} \). Since \( X^* = S^*(S^*)^T \) holds, we get

\[
\begin{bmatrix}
X^*_1 & O \\
O & O \\
\end{bmatrix} = \begin{bmatrix}
S^*_1 (S^*_1)^T & S^*_1 (S^*_2)^T \\
S^*_2 (S^*_1)^T & S^*_2 (S^*_2)^T + S^*_3 (S^*_3)^T \\
S^*_1 (S^*_3)^T & S^*_1 (S^*_2)^T \\
S^*_2 (S^*_1)^T & S^*_2 (S^*_2)^T \\
\end{bmatrix}
\]

if \( 1 \leq \ell < r \),

\[
\begin{bmatrix}
S^*_1 & O \\
S^*_2 & S^*_3 \\
S^*_1 & S^*_2 \\
\end{bmatrix}
\]

if \( \ell = r \).

Thus, we easily see that

\[
0 = \begin{cases}
\text{tr}(S^*_2 (S^*_2)^T + S^*_3 (S^*_3)^T) = \|S^*_2\|^2_F + \|S^*_3\|^2_F & \text{if } 1 \leq \ell < r, \\
\text{tr}(S^*_2 (S^*_2)^T) = \|S^*_2\|^2_F & \text{if } \ell = r.
\end{cases}
\]

As a result, we obtain \( S^*_1 \in \mathbb{L}^{\ell \times \ell} \), \( X^*_1 = S^*_1 (S^*_1)^T \), \( \text{rank}(S^*_1) = \text{rank}(X^*_1) = \ell \), and

\[
S^* = \begin{cases}
\begin{bmatrix}
S^*_1 & O \\
O & O \\
\end{bmatrix} & \text{if } 1 \leq \ell < r,
\end{cases}
\]

if \( \ell = r \). (13)

Now, it follows from Lemma 3.5 and \( \text{rank}(S^*_1) = \ell \) that there exists \( \delta > 0 \) such that

\[
Q \in \mathbb{L}^{\ell \times \ell}, \quad QQ^T = S^*_1 (S^*_1)^T \quad \implies \quad Q = S^*_1 \quad \text{or} \quad \|Q - S^*_1\|_F \geq \delta. \quad (14)
\]

Let \( S \in \mathbb{L}^{n \times r} \) be an arbitrary matrix satisfying

\[
A(SS^T) = b, \quad \|S - S^*\|_F < \delta, \quad S \neq S^*.
\]

Note that \( SS^T \neq S^*(S^*)^T \) is a sufficient condition under which \( S^* \) is a strict local optimum. Indeed, if \( SS^T \neq S^*(S^*)^T \) holds, then the uniqueness of \( X^* = S^*(S^*)^T \) implies that
\((C, SS^T) > \langle C, X^* \rangle = \langle C, S^*(S^*)^T \rangle\). Hence, we show \(SS^T \neq S^*(S^*)^T\) by contradiction. In the following, we consider the case where \(1 \leq \ell < r\). Concerning the case where \(\ell = r\), we can prove \(SS^T \neq S^*(S^*)^T\) in a similar way, and hence we omit its proof.

Let \(S\) be represented as follows:

\[
S = \begin{bmatrix} S_1 & O \\ S_2 & S_3 \end{bmatrix}, \quad S_1 \in \mathbb{L}^{\ell \times \ell}, \quad S_2 \in \mathbb{R}^{(n-\ell)\times \ell}, \quad S_3 \in \mathbb{R}^{(n-\ell)\times (r-\ell)}.
\] (16)

Combining (13), (16), and the assumption \(SS^T = S^*(S^*)^T\) yields

\[
\begin{bmatrix} S_1S_1^T & S_1S_2^T \\ S_2S_1^T & S_2S_2^T + S_3S_3^T \end{bmatrix} = SS^T = S^*(S^*)^T = \begin{bmatrix} S^*_1(S^*_1)^T & O \\ O & O \end{bmatrix}.
\] (17)

Notice that \(S_1 \in \mathbb{L}^{\ell \times \ell}\) from (16), and that \(S_1S_1^T = S^*_1(S^*_1)^T\) from (17). It then follows from (14) that \(S_1 = S^*_1\) or \(\|S_1 - S^*_1\|_F \geq \delta\). Since condition (15) leads to \(\|S_1 - S^*_1\|_F \leq \|S - S^*\|_F < \delta\), we get \(S_1 = S^*_1\). Now, recall that \(S \neq S^*\) by condition (15). Then, (13) and (16) yield \(S_2 \neq O\) or \(S_3 \neq O\). However, we have from (17) that \(\|S_2\|_F^2 + \|S_3\|_F^2 = \text{tr}(S_2^2S_2^2 + S_3S_3^2) = 0\), i.e. \(S_2 = O\) and \(S_3 = O\). Therefore, we see that \(SS^T \neq S^*(S^*)^T\).

Secondly, we assume that statement (ii) holds. Proposition 3.3 ensures that \(X^* = S^*(S^*)^T\) is a unique solution of (SDP). Thus, we can use the same arguments from the case (i) and this completes the proof.

\[\square\]

**Remark 3.1:** A result that corresponds to Theorems 3.6 and 3.7 was not considered in [6,7] because the existing model (NSDP\(_r\)) has no strict local optimum as described in Remark 2.1. By Theorems 3.6 and 3.7, it is expected that solutions can be obtained more rapidly and accurately if we apply second-order methods to (T–NSDP\(_r\)), such as SQP or interior point methods.

### 4. Reformulation of the nonlinear optimization models

Although (NSDP\(_r\)) and (T–NSDP\(_r\)) are nonlinear programming problems, their formulation may be unfamiliar because the variables are matrices. For handling (NSDP\(_r\)) and (T–NSDP\(_r\)) easier, we show that they can be recast into the following optimization problem:

\[
\begin{aligned}
\text{Minimize} & \quad f(x) := \frac{1}{2} \langle Hx, x \rangle \\
\text{subject to} & \quad g_j(x) := \frac{1}{2} \langle G_jx, x \rangle - \frac{1}{2} [b]_j = 0 \quad (j = 1, \ldots, m),
\end{aligned}
\]

(QECQP)

where matrices \(H\) and \(G_j\) \((j = 1, \ldots, m)\) have the following block structures:

\[
H = \begin{bmatrix} \tilde{H}_1 & O \\ \vdots & \ddots \\ O & \tilde{H}_r \end{bmatrix}, \quad \tilde{H}_k \in \mathbb{S}^{\ell_k} \quad (k = 1, \ldots, r),
\]
\[
G_j = \begin{bmatrix}
\tilde{G}_{j1} & \cdots & O \\
\vdots & \ddots & \vdots \\
O & \cdots & \tilde{G}_{jr}
\end{bmatrix} (j = 1, \ldots, m), \quad \tilde{G}_{jk} \in S^k (k = 1, \ldots, r),
\]

where \( s_k, t_k \in \mathbb{N}(k = 1, \ldots, r) \).

To show this reformulation, we consider converting the decision variable matrix \( R \in \mathbb{R}^{n \times r} \) of (NSDP\(_r\)) into a vector. Assume that \( R \) can be written as \( R = [u_1 \cdots u_r] \), where \( u_k \in \mathbb{R}^n(k = 1, \ldots, r) \). For any \( M \in \mathbb{R}^{n \times n} \), we have

\[
\langle M, RR^\top \rangle = \text{tr}(MRR^\top)
= \text{tr}\left(\begin{bmatrix}
\vdots \\
u_1^\top \\
\vdots \\
u_r^\top
\end{bmatrix} \begin{bmatrix} M u_1 & \cdots & M u_r \end{bmatrix}\right)
= \sum_{j=1}^r u_j^\top M u_j
= \begin{bmatrix} u_1^\top & \cdots & u_r^\top \end{bmatrix} \begin{bmatrix}
M & O \\
O & M
\end{bmatrix} \begin{bmatrix} u_1 \\
\vdots \\
u_r
\end{bmatrix}. \tag{18}
\]

By using (18), it can be verified that (NSDP\(_r\)) is equivalent to (QECQP) with \( d = nr \),

\[
H = \begin{bmatrix}
C & O \\
\vdots & \ddots \\
O & C
\end{bmatrix}, \quad G_j = \begin{bmatrix}
A_j & O \\
O & A_j
\end{bmatrix} (j = 1, \ldots, m).
\]

In a similar way to the reformulation of \( R \in \mathbb{R}^{n \times r} \), we consider converting the decision variable matrix \( S \in \mathbb{L}^{n \times r} \) of (T–NSDP\(_r\)) into a vector. Let \( v_j \in \mathbb{R}^{n-k+1} (k = 1, \ldots, r) \) be the column of \( S \) excluding the upper diagonal elements, i.e.

\[
S = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
v_1 & v_2 & \cdots & v_r
\end{bmatrix} \in \mathbb{L}^{n \times r}.
\]
Then, we also see that \((T-\text{NSDP}_r)\) can be reformulated as \((\text{QECQP})\) with 
\[d = nr - \frac{r(r-1)}{2},\]
where \(C_k, A_{1k}, \ldots, A_{mk}\) \((k = 1, \ldots, r)\) are matrices obtained by removing the first \(k-1\) rows and columns of \(C, A_1, \ldots, A_m\), respectively.

**Remark 4.1:** The existing papers [6,7] proposed an augmented Lagrangian method for \((\text{NSDP}_r)\) and provided some discussion regarding the exploitation of sparsity when evaluating the augmented Lagrangian. Similarly, we can exploit sparsity of the proposed model \((\text{QECQP})\). Indeed, the matrices \(H\) and \(G_j\) \((j = 1, \ldots, m)\) have block diagonal structures, and their diagonal blocks are only constructed by \(C\) and \(A_j\) \((j = 1, \ldots, m)\), respectively. This means that the memory needed for implementing \((\text{QECQP})\) is essentially the same as the case of \((\text{SDP})\). Moreover, the Hessian of the Lagrange function of \((\text{QECQP})\), which is required for second-order methods, is a sparse matrix because of the block diagonal structures of the matrices \(H\) and \(G_j\) \((j = 1, \ldots, m)\). If a Newton-type method is used for \((\text{QECQP})\), then we can efficiently compute the Newton equation via some approaches that exploit sparsity, such as the incomplete Cholesky factorization, etc.

**5. Numerical experiments**

In this section, we report some numerical experiments. All the programs were implemented with MATLAB R2022a and ran on a machine with Intel Core i9-9900k 3.60GHz CPU and 128GB of RAM. The following four problems, which are provided in SDPLIB [3], were used in the experiments:

(P1) The control and system problem,
(P2) the graph partition problem,
(P3) the max-cut problem,
(P4) the truss topology design problem.

These problems are originally provided in [8,10]. In the experiments, we compare the performance of \((T-\text{NSDP}_r)\) and \((\text{NSDP}_r)\) when using a second-order method, where \(r = \lceil(\sqrt{8m} + 9 - 1)/2 \rceil\) which is derived from \(r \geq r_{m+1}\) seen in Proposition 3.2. To this end, \((T-\text{NSDP}_r)\) and \((\text{NSDP}_r)\) were reformulated as \((\text{QECQP})\) and they were solved by the interior-point method implemented in the MATLAB solver \texttt{fmincon} with the initial point \(x_0 := e/\|e\|\). Throughout the experiments, we want to check how exactly the problems can be solved, and hence \texttt{OptimalityTolerance} and \texttt{MaxIterations} were respectively set to 0 and 400, and we compared the results of \((T-\text{NSDP}_r)\) and \((\text{NSDP}_r)\) via the following accuracy measure \(E:\)

\[
E(X,y) := \max \left\{ \frac{\|A(X) - b\|}{1 + \|b\|}, \frac{|(C - A^*(y), X)|}{1 + |(C, X)| + |(b, y)|}, \lambda_{\min}(C - A^*(y)) \right\}.
\]

Tables 1–4 respectively show the numerical results of \((T-\text{NSDP}_r)\) and \((\text{NSDP}_r)\) with respect to problems (P1)–(P4). Although the results reported in Tables 1 and 4 seem to
suggest that the two models do not differ a lot, the results presented in Tables 2 and 3 indicate that (T–NSDP$_r$) seems to find more accurate solutions than (NSDP$_r$). In particular, (T–NSDP$_r$) is clearly superior to (NSDP$_r$) for (P3) regarding the accuracy of the obtained solutions.
6. Conclusion

In this paper, we have proposed a new nonlinear optimization model \((T–NSDP_r)\) for \((SDP)\), which can overcome the drawbacks of the existing model \((NSDP_r)\) presented by Burer and Monteiro [6,7]. Since the decision variable spaces of \((NSDP_r)\) and \((T–NSDP_r)\) are respectively \(\mathbb{R}^{n \times r}\) and \(\mathbb{L}^{n \times r} = \{ S \in \mathbb{R}^{n \times r} : [S]_{ij} = 0 \text{ if } i < j \}\), the proposed model is \(\frac{r(r-1)}{2}\)-dimensions smaller than the existing one. Moreover, this dimensional reduction produces a beneficial result that \((T–NSDP_r)\) has a strict local optimum under some appropriate conditions, whereas \((NSDP_r)\) has no strict local minimizers. Hence, we can expect that second-order methods for \((T–NSDP_r)\) can quickly obtain solutions with high accuracy. Furthermore, we have conducted some numerical experiments which show that \((T–NSDP_r)\) can in fact find highly accurate solutions compared with \((NSDP_r)\).

As one of the future works, it can be considered providing sufficient conditions under which second-order sufficient optimality conditions of \((T–NSDP_r)\) are satisfied. Moreover, there is space for improvement on how to determine a smaller dimension \(r\), and hence this is also another future work.
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