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ABSTRACT

In systematic reviews and meta-analyses, one is interested in combining information from a variety of sources in order to obtain unbiased and efficient pooled estimates of the mean treatment effect compared to a control group along with the corresponding standard errors and confidence intervals, particularly when the source data is unavailable. However, in many studies the mean and standard deviation are not reported in lieu of other descriptive measures such as the median and quartiles. In this note we provide a theoretically optimal best linear unbiased estimator (BLUE) strategy for combining different types of summary information in order to pool results and estimate the overall treatment effect and the corresponding confidence intervals. Our approach is less biased and much more flexible than past attempts at solving this problem and can accommodate combining a variety of summary information across studies. We show that confidence intervals based on our methods have the appropriate coverage probabilities. Our proposed methods are theoretically justified and verified by simulation studies. The BLUE method is illustrated via a real data application.

1. Introduction

In the last two decades, meta-analyses have become an increasingly popular tool for combining results across multiple similar studies. For continuous outcomes, the sample mean and standard deviation of individual studies are required to estimate a global or overall mean treatment effect based on pooling summary information across studies. However, different clinical studies often report inconsistent summary statistics. For example, some studies report the sample median, the first and third quartiles, and/or the minimum and maximum values, instead of the mean and standard deviation. A question then arises as to how to estimate the individual mean and/or standard deviation based on these quantities, as well as the global treatment effect in further, given the fact that full datasets are not always available.
There are mainly two different types of simulation-free methodologies to address this estimation problem in the literature. One is a distribution-free approach constructed by simple inequalities for non-negative data only, which was first suggested by Hozo et al. [14] in the scenario where only the sample median, minimum, and maximum are recorded. It was later extended by Bland [1] to the case of the five number summary, i.e. the first and third quartiles are also available. The main drawback of the first type of methodology is the failure to use the information of the sample size sufficiently [17,23]. As a result, the mean and standard deviation estimators are biased and non-smooth, especially when the sample size is at either extreme. The other type of method requires the underlying assumption of normality. It was first introduced by Wan et al. [23] for the estimation of the standard deviation and was also extended to the scenario that only the sample median and first and third quartiles are available. The same idea was utilized by Luo et al. [17] and has been fully studied for estimating the mean. By incorporating the sample size in the estimation, the work of Wan et al. [23] and Luo et al. [17] perform better than Hozo et al. [14] and Bland’s [1] methods in general. Both of these two methodologies have been widely used in the literature of systematic reviews and meta-analyses. According to records of Google Scholar on December 28, 2020, Hozo et al.’s method [14] has been cited 4474 times, and Wan et al.’s method [23] has been cited 1864 within the past six years. It is also worth mentioning that Kwon and Reis [16] proposed an approximate Bayesian computation in estimating the mean and standard deviation that does not require a normality assumption, however, the estimation is simulation-based.

All aforementioned established methods are only for estimating the mean and the standard deviation for a single study. The ultimate goal of a meta-analysis is to combine information from multiple studies to arrive a global estimate of the treatment effect. Therefore, a random-effects model is often assumed in order to further get an estimation of global mean difference or global standardized mean difference as a form of weighted average of individual means and standard deviations [13,15]. Studies have been fully conducted to compare the performance of different weighting approaches, see, for example, Marín-Martínez and Sanchez-Meca [18], showing that weighting by the inverse variance proposed by Hedges and Vevea [13] yields more accurate results in a meta-analysis when the effect size is the standardized mean difference. However, they do not consider scenarios where individual sample means and standard deviations are not reported and transformations from inconsistent quantities to individual sample means and standard deviations are needed. Inaccurate estimates of individual standard deviations lead to inappropriate weights in the inverse-variance approach, and therefore may yield biased overall effect sizes and biased confidence intervals that lead to misleading conclusions.

In this paper, we propose a generalization of the classic best linear unbiased estimator (BLUE) method, for estimating the individual sample mean and standard deviation based on flexible summary statistics given any location-scale family distribution. We further extend the BLUE approach for single studies to estimate the global mean and standard deviation optimally, which does not require an assumption of random-effect model, based on reported summary statistics across studies. Our BLUE methodology improves and enriches the literature in the following aspects:

- As a generalization of BLUE, the resulting individual and global location and scale estimators are unbiased and have the smallest variances among all linear unbiased
estimators according to the well-known Gauss-Markov theorem [11] and also our simulation, especially when the distribution is skewed or heavily tailed. However, Wan et al. [23] method performs better under a misspecification of normality unless large sample size.

- The approach can be easily applied to any set of order statistics reported in individual studies, while the existing methods are limited to only three scenarios (five summary statistics, median and minimum & maximum values, median and first & third quartiles).
- It enables the estimation of global mean and standard deviation directly from reported summary statistics of each study, rather than averaging over individual effect size nor assuming a random-effects model. Hence, the estimation of global raw mean difference in a two-sample setting is readily available, which offers extra values to studies interested in the raw treatment effect rather than a standardized one.
- Following the BLUE theory, variance estimators of the individual and global location and scale estimators are provided, and a robust confidence interval for the difference of two independent global locations parameters is derived in a two-sample setting.

The rest of this paper is organized as follows. In Section 2, we review the existing methods of estimating the individual mean and standard deviation. In Section 3, we introduce the BLUE theory as a background, followed by our proposed methodology. In Section 4, we perform simulation studies to investigate our procedure and, in Section 5, an application to a real dataset is illustrated. Finally, we conclude the paper in Section 6.

2. Existing methods

In this section, we briefly review estimators of the sample mean and standard deviation based on sample quantiles derived summaries for a single study, with an emphasis on the existing optimal ones under different scenario that are not simulation-based. A more detailed literature review on all existing estimators can be found in Wan et al. [23], Luo et al. [17], and Weir et al. [24]. To be consistent, we use the same notations as those in Hozo et al. [14], Wan et al. [23], and Luo et al. [17]. Let $n$ be the sample size of the study and denote the five number summary as $\{a, q_1, m, q_3, b; n\}$, where $a$ is the minimum value, $q_1$ is the first quartile, $m$ is the median, $q_3$ is the third quartile, and $b$ is the maximum value. In clinical studies, the five number summary may not be fully reported. Three most common scenarios in the literature are $S_1 = \{a, m, b; n\}$, $S_2 = \{q_1, m, q_3; n\}$, and $S_3 = \{a, q_1, m, q_3, b; n\}$.

2.1. Estimation in $S_1 = \{a, m, b; n\}$

Hozo et al. [14] was the first to develop methodology for this type of estimation problem. The proposed mean and standard deviation estimators, which are derived by simple inequalities, have become very popular within scenario $S_1$. However, as pointed out by Wan et al. [23] and Luo et al. [17], Hozo et al.’s estimators are step functions of the sample size $n$ with somewhat arbitrary threshold values that produce the ‘jump(s)’ in the estimators. Therefore, the resulting mean and/or standard deviation might be quite biased.
Inspired by this, Wan et al. [23] proposed an improved estimator of the standard deviation by a quartile method and given as
\[
\hat{S} = \frac{b - a}{2 \Phi^{-1} \left[ \left( n - 0.375 \right) / \left( n + 0.25 \right) \right]},
\]
where \( \Phi(.) \) is the CDF and \( \Phi^{-1}(.) \) is the quantile function of the standard normal distribution, respectively. For normal data, Wan et al.’s method provides a nearly unbiased estimate of the sample standard deviation [23]. As a counterpart, Luo et al. [17] proposed to improve Hozo et al.’s estimator of the sample mean by using the weighting scheme
\[
\hat{X} = \left( \frac{4^2}{4 + n^{0.75}} \right) \frac{a + b}{2} + \left( \frac{n^{0.75}}{4 + n^{0.75}} \right) m,
\]
where the weights in (2) are a function of the sample size, established by minimizing the expected loss function of the estimator.

### 2.2. Estimation in \( S_2 = \{q_1, m, q_3; n\} \)

Wan et al. [23] further extended their approach to the case where only the first and third quartiles, median, and the sample size are reported. That is, the standard deviation is estimated by
\[
\hat{S} = \frac{q_3 - q_1}{2 \Phi^{-1} \left[ (0.75n - 0.125) / (n + 0.25) \right]}.
\]
For the estimation of the sample mean in \( S_2 \), they simply applied an equal weight 1/3 for each summary statistic. Therefore, an improved smoothly weighted estimator by including the sample size information was also proposed by Luo et al. [17] as
\[
\hat{X} = \left( 0.7 + \frac{0.39}{n} \right) \frac{q_1 + q_3}{2} + \left( 0.3 - \frac{0.39}{n} \right) m.
\]

### 2.3. Estimation in \( S_3 = \{a, q_1, m, q_3, b; n\} \)

For scenario \( S_3 \), Bland [1] proposed mean and standard deviation estimators that follow the method of Hozo et al. [14], hence, are biased since they ignore the information given by the sample size. To improve the behavior of Bland’s method, Wan et al. [23] treated scenario \( S_3 \) as a combination of scenarios \( S_1 \) and \( S_2 \) and assigned equal weights 1/2 to the standard deviation estimators (1) and (3) to arrive at the standard deviation estimator
\[
\hat{S} = \frac{b - a}{4 \Phi^{-1} \left[ (n - 0.375) / (n + 0.25) \right]} + \frac{q_3 - q_1}{4 \Phi^{-1} \left[ (0.75n - 0.125) / (n + 0.25) \right]}.
\]
Following the same spirit as that for estimators (2) and (4), Luo et al. [17] proposed to estimate the mean in \( S_3 \) by
\[
\hat{X} = \left( \frac{2.2}{2.2 + n^{0.75}} \right) \frac{a + b}{2} + \left( 0.7 - \frac{0.72}{n^{0.55}} \right) \frac{q_1 + q_3}{2} + \left( 0.3 + \frac{0.72}{n^{0.55}} - \frac{2.2}{2.2 + n^{0.75}} \right) m.
\]
In addition, when the outcome is intrinsically continuous but is dichotomized in the study for some reasons, odds ratios may be reported as summary statistics, e.g. see Nnoaham and Clarke [19], and can be directly converted to effect sizes by the method of Chinn [4].

In short, the mean estimators (2) (4) (6) by Luo et al. [17] and the standard deviation estimators (1) (3) (5) by Wan et al. [23] serve as the established methods for single studies under scenarios $S_1$–$S_3$, respectively. They are all based on normality assumption of the underlying data distribution. However, real data from clinical studies are often not normally distributed such that the unbiasedness of estimators (1)–(6) may not be guaranteed. In addition, scenarios other than $S_1$–$S_3$ are still open to exploration. Therefore, we are interested in finding an estimation procedure that can deal with both normal and nonnormal data in an optimal fashion based on more flexible summary statistics. The proposed method is also extended to provide a global estimation of mean and standard deviation, so the estimation of global raw mean difference is straightforward to obtain. In contrast, the traditional method requires to standardize individual means before using a random-effects model to pool data such that a global standardized mean difference or effect size is reported rather than the global raw mean difference. However, the global raw mean difference is very often of more interest in research and practical applications in terms of interpretability and inherent meaning.

3. Main results

Let $X_1, X_2, \ldots, X_n$ be independent random variables with a common continuous distribution function $F(x)$, and let $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$ denotes the order statistic. Let also the quantile estimator $\hat{Q}(u) = X_{[nu]+1}$, where $[.]$ is a floor function and $0 < u < 1$. Then $a = X_{(1)}, q_1 = X_{(n/4)+1}, m = X_{(n/2)+1}, q_3 = X_{(3n/4)+1}, b = X_{(n)}$. To avoid confusion, we also note that if take $n = 4r + 1$ with $r$ being a positive integer, the above notations are essentially the same as $a = X_{(1)}, q_1 = X_{(r+1)}, m = X_{(2r+1)}, q_3 = X_{(3r+1)}, b = X_{(n)}$ in Wan et al. [23] and Luo et al. [17].

3.1. Background theory

We first outline the classic BLUE theory, which is derived from a straightforward generalized least-squares approach. Assume $F(x)$ is a location-scale family such that $F(x) = F_0((x - \mu)/\sigma)\sigma > 0$. Also, denote $Y_{(i)} = (X_{(i)} - \mu)/\sigma$, $i = 1, 2, \ldots, n$, with known $n \times 1$ mean vector $\alpha$, with elements $\alpha_i = E(Y_{(i)})$, and a known $n \times n$ variance-covariance matrix $B$. Let $A = (1, \alpha)$, where $1$ is an $n \times 1$ column vector of 1’s. Denote $\Omega = B^{-1}$ as the inverse of the variance-covariance matrix $B$ corresponding to standardized order statistics within vector $Y$. Then the well known BLUE estimators of location and scale parameters, e.g. see David [6], of any location-scale distribution $F(x)$ using ordered observations $X = (X_{(1)}, X_{(2)}, \ldots, X_{(n)})^T$ are:

$$\hat{\mu} = -\alpha'\Gamma X,$$

$$\hat{\sigma} = 1'\Gamma X,$$
where
\[
\Gamma = \frac{\Omega (1\alpha' - \alpha^1')\Omega}{\Delta},
\]
\[
\Delta = |A'\Omega A|.
\]
It follows that
\[
\text{Var}(\hat{\mu}) = \frac{\alpha'\Omega\alpha\sigma^2}{\Delta},
\]
\[
\text{Var}(\hat{\sigma}) = \frac{1'\Omega^1\sigma^2}{\Delta}.
\]
In practice, \(\hat{\sigma}\) based on (8) is used as a 'plug-in' estimator in Equations (11) and (12) in order to obtain approximate variance estimates.

### 3.2. Estimation of the individual mean and standard deviation in \(S_3 = \{a, q_1, m, q_3, b; n\}\)

Note that the five number summary \(a = X_{(1)}, q_1 = X_{([n/4]+1)}, m = X_{([n/2]+1)}, q_3 = X_{([3n/4]+1)}, b = X_{(n)}\) are intrinsically a set of order statistics. Therefore, if we assume in general \(F(x)\) is from a location-scale family and then apply the BLUE theory described in Section 3.1, we have the following:

**Definition 3.1:** The BLUE of location and scale parameters in scenario \(S_3\) is given by
\[
\hat{\mu}_s = -\alpha'_s\Gamma_s X_s,
\]
\[
\hat{\sigma}_s = 1'_s\Gamma_s X_s,
\]
where \(X_s\) is a vector of ordered summary statistics, i.e. \(X_s = (a, q_1, m, q_3, b)'\), with the corresponding standardized vector \(Y_s\),
\[
\alpha_s = \mathbb{E}(Y_s),
\]
\[
\Gamma_s = \frac{\Omega_s (1_s\alpha'_s - \alpha^1_s)\Omega_s}{\Delta_s},
\]
in which \(\Delta_s = |A'_s\Omega_s A_s|, A_s = (1_s, \alpha_s), \Omega_s = B_s^{-1}, B_s = \text{Cov}(Y_s),\) and \(1_s\) is a 5 \times 1 column vector of 1’s. When data are normally distributed, which is commonly assumed in meta-analyses, \(\hat{\mu}_s\) and \(\hat{\sigma}_s\) correspond to the estimators of the sample mean and standard deviation. When the underlying distribution is nonnormal, one can convert the location and scale estimates to corresponding mean and standard deviation estimates through using specific properties of the assumed distribution. For example, if the underlying distribution is a logistic distribution, then mean and standard deviation estimates are \(\hat{\mu}_s\) and \(\hat{\sigma}_s\pi/\sqrt{3}\), respectively.

It’s important to note that the calculation of the expectation and variance-covariance matrix of \(Y_s\), i.e. \(\alpha_s\) and \(B_s\), are key steps in estimating \(\hat{\mu}_s\) and \(\hat{\sigma}_s\). A direct utilization of common statistical software, such as SAS and R, for the numerical estimation is straightforward.
but computationally intensive, since \( \alpha_s \) and especially \( B_s \) cannot be expressed in closed forms except for a few distributions (e.g. the uniform and exponential), and \( B_s \) involves double integrals for most populations. Therefore, for practical use, we propose to facilitate the calculation by approximating \( \alpha_s \) and \( B_s \) with the following asymptotic expansions by David [6]:

**Lemma 3.1:** The expectation and variance-covariance matrix of the \( r \)th order statistic \( Y_r \), \( r = 1, 2, \ldots, n \), from a sample of size \( n \) can be written in the following Taylor series:

\[
E(Y_r) = Q_r + \frac{p_r q_r}{2(n + 2)} Q_r'' + \frac{p_r q_r}{(n + 2)^2} \left[ \frac{1}{3} (q_r - p_r) Q_r''' + \frac{1}{8} p_r q_r Q_r'''' \right],
\]

\[
\text{Var}(Y_r) = \frac{p_r q_r}{n + 2} Q_r^2 + \frac{p_r q_r}{(n + 2)^2} \left[ 2(q_r - p_r) Q_r' Q_r'' + p_r q_r (Q_r' Q_r''' + \frac{1}{2} Q_r''') \right],
\]

\[
\text{Cov}(Y_r, Y_s) = \frac{p_r q_s}{n + 2} Q_r' Q_s' + \frac{p_r q_s}{(n + 2)^2} \left[ (q_r - p_r) Q_r'' Q_s' + (q_s - p_s) Q_r' Q_s'' + \frac{1}{2} p_r q_r Q_r''' Q_s' + \frac{1}{2} p_r q_s Q_r' Q_s''' \right],
\]

where \( Q_r = Q(p_r) \), \( p_r = \frac{r}{n+1} \), \( q_r = 1 - p_r \), and \( Q_r', Q_r'', Q_r''', Q_r'''' \) are the first four derivatives of the quantile function \( Q(u) \) at \( u = p_r \). For the most commonly used standard normal distribution, in particular, \( Q_r' = \sqrt{2\pi} e^{\gamma^2} \), \( Q_r'' = -2\sqrt{2\pi} \gamma e^{\gamma^2} \), \( Q_r''' = 2\sqrt{2\pi}^{3/2} e^{\gamma^2} \gamma^2 \), \( Q_r'''' = -4\sqrt{2\pi}^{3/2} \gamma e^{\gamma^2} (7 + 12\gamma^2) \), where \( \gamma = -\Phi^{-1}(\frac{r}{n+1})/\sqrt{2} \). Note that equations (17)–(19) keep to order \((n+2)^{-2}\). This is recommended for estimating the proposed BLUEs of the mean and the standard deviation. If one is only interested in the estimation of the mean, then keep to order \((n+2)^{-1}\) is also sufficient. This will be illustrated further in the next section.

In addition, similar to results in (11) and (12), we can get variance estimators of \( \hat{\mu}_s \) and \( \hat{\sigma}_s \) defined in (13) and (14) as

\[
\hat{\text{Var}}(\hat{\mu}_s) = \frac{\alpha'_s \Omega_s \alpha_s \hat{\sigma}_s^2}{\Delta_s},
\]

\[
\hat{\text{Var}}(\hat{\sigma}_s) = \frac{1'_s \Omega_s 1_s \hat{\sigma}_s^2}{\Delta_s},
\]

respectively. These two variance estimators are of importance since point estimates have to be complemented by an assessment of their uncertainty in order to provide effective and meaningful results.

Note also that Wan et al. [23] and Luo et al. [17] did not provide an equation for \( \hat{\text{Var}}(\hat{X}) \) or \( \hat{\text{Var}}(\hat{S}) \), however, it is straightforward to write \( \hat{X} \) and \( \hat{S} \) as a form of \( w'_s X_s \) and \( w'_s X_s \) respectively and obtain \( \hat{\text{Var}}(\hat{X}) \) and \( \hat{\text{Var}}(\hat{S}) \) for (1)–(6), by using the same approach to obtain
\[ \hat{\text{Var}}(\hat{\mu}_s) \text{ and } \text{Var}(\hat{s}_s), \]
\[ w'_X \mathbf{B}_s w_X \hat{s}^2 \quad \text{and} \quad w'_s \mathbf{B}_s w_s \hat{s}^2, \tag{22} \]
where \( \mathbf{B}_s \) is the variance-covariance matrix of the standard normal distribution and \( \hat{s} \) is the estimated standard deviation.

### 3.3. Extension to other scenarios

In the literature, Hozo et al.’s method [14] only addresses the sample mean and standard deviation estimation under scenario \( S_1 \) and Bland’s method [1] only addresses that under scenario \( S_3 \). The standard deviation estimators in Wan et al. [23] and the mean estimators in Luo et al. [17] are only for scenarios \( S_1 - S_3 \). However, scenarios that, for example, tertiles, quintiles, or deciles are reported can be also found in clinical studies. In this section, we extend the proposed BLUE method for \( S_3 \) in Section 3.2 to a generalized framework that can deal with any summary statistics in forms of order statistics, including but are not limited to \( S_1 \) and \( S_2 \).

**Definition 3.2:** The BLUE of location and scale parameters based on any set of order statistics is given by
\[ \hat{\mu}_s = -\alpha'_s \Gamma_s X_s, \]  
\[ \hat{s}_s = 1'_s \Gamma_s X_s, \]  
where \( X_s \) is a \( m \times 1 \) vector of the ordered summary statistics with the corresponding standardized vector \( Y_s \), \( \alpha_s = E(Y_s) \), \( \Gamma_s = \frac{\Omega_s(1, \alpha'_s - \alpha_s, 1)}{\Delta_s}, \) in which \( \Delta_s = |A'_s \Omega_s A_s|, \) \( A_s = (1, \alpha_s), \) \( \Omega_s = B_s^{-1}, \) \( B_s = \text{Cov}(Y_s), \) and \( 1 \) is a \( m \times 1 \) column vector of 1’s. For example, when the reported summary statistic is tertiles \( t_1 = X_{[n/3]+1} \text{ and } t_2 = X_{[2n/3]+1}, \) then \( X_s = (X_{[n/3]+1}, X_{[2n/3]+1})', \) where \( \hat{Q}(u) = X_{[mu]+1}. \) Also, following the same aforementioned results, variance estimators of \( \hat{\mu}_s \) and \( \hat{s}_s \) can be derived as
\[ \hat{\text{Var}}(\hat{\mu}_s) = \frac{\alpha'_s \Omega_s \alpha_s \hat{s}^2}{\Delta_s}, \]  
\[ \hat{\text{Var}}(\hat{s}_s) = \frac{1'_s \Omega_s 1_s \hat{s}^2}{\Delta_s}, \]  
respectively.

### 3.4. Estimation of the overall mean and standard deviation

Let \( X_{s_j} \) be a vector of the ordered summary statistics, including the sample mean, reported in the \( j \)th study with the corresponding standardized vector \( Y_{s_j}, j = 1, 2, \ldots, k, \) where \( X_{s_j} \)'s over different studies can be different types of summary statistics. Also let the mean and variance-covariance matrix of \( Y_{s_j} \) be \( \alpha_{s_j} \) and \( \mathbf{B}_{s_j}. \) Denote the combined summary statistics as a vector \( X_c = (X_{s'_1}, X_{s'_2}, \ldots, X_{s'_k})' \) of a total length \( N_c \) with the standardized vector \( Y_c. \) One can assume all \( k \) studies are normally distributed, or assume different distributions across studies if necessary. Because the meta-analysis assumes studies to be combined are
independent of each other, the mean and variance-covariance matrix of $Y_c$ are simply given as follows:

$$\alpha_c = E(Y_c) = \left(\alpha'_{s_1}, \alpha'_{s_2}, \alpha'_{s_3}, \ldots, \alpha'_{s_k}\right)' \quad (27)$$

$$B_c = \text{Cov}(Y_c) = \begin{pmatrix}
B_{s_1} & 0 \\
0 & B_{s_2} \\
& \ddots \\
& & 0 \\
B_{s_k} & & & & B_{s_1}
\end{pmatrix} \quad (28)$$

If the reported statistics in a study of sample size $n_j$ is the sample mean $\bar{X}_j$ and standard deviation, for some $j$, $\bar{X}_j$ can be considered as an order statistic of a sample size $n_j = 1$ from $f_{\bar{X}_j}$. In certain cases the weights can be calculated exactly assuming an underlying distribution. For example, if the underlying distribution is a logistic distribution with the location and scale parameters $\mu$ and $\sigma$, the exact weights can be calculated by letting $Y_{sj}$ follows a logistic distribution with the location and scale parameters 0 and $1/\sqrt{n_j}$. However, in general we can apply an approximation via the central limit theorem $\bar{X}_j \sim \mathcal{N}(\mu, \sigma^2/n_j)$ such that $\bar{X}_j$ contributes $\alpha_c$, $B_c$, and $X_c$ with $\alpha_{sj} = 0$, $B_{sj} = 1/\sqrt{n_j}$, and $X_{sj} = \bar{X}_j$, respectively.

It follows that utilizing a similar framework in either Section 3.2 or Section 3.3 in conjunction with equations (27) and (28) yields the following:

**Definition 3.3:** The overall BLUE of location and scale parameters are given by

$$\hat{\mu}_c = -\alpha'_c \Gamma_c X_c, \quad (29)$$

$$\hat{\sigma}_c = 1'_c \Gamma_c X_c, \quad (30)$$

where $\Gamma_c = \Omega_c (1_1 \alpha'_{c} - \alpha_c 1_c') \Omega_c$, $\Delta_c = |A'_c \Omega_c A_c|$, $A_c = (1_c, \alpha_c)$, $\Omega_c = B_c^{-1}$, and $1_c$ is a $N \times 1$ column vector of 1’s. Similar as the individual case in Section 3.2, the calculation of weights in (29) and (30) can be facilitated by approximating the expectation and variance-covariance matrix of order statistics with Lemma 3.2. The proposed global location and scale estimates, assuming normality, can be used as the global sample mean and standard deviation such that the global standardized effect size can be computed without averaging over individual effect sizes like the existing methods. The uncertainty of $\hat{\mu}_c$ and $\hat{\sigma}_c$, as mentioned in Section 3.2, can be directly assessed by

$$\hat{\text{Var}}(\hat{\mu}_c) = \frac{\alpha'_c \Omega_c \alpha_c \hat{\sigma}_c^2}{\Delta_c}, \quad (31)$$

$$\hat{\text{Var}}(\hat{\sigma}_c) = \frac{1'_c \Omega_c 1_c \hat{\sigma}_c^2}{\Delta_c}. \quad (32)$$

In addition, confidence intervals for $\mu_c$, $\sigma_c$, and the difference of two independent location parameters can be easily derived given results (31) and (32). This will be elaborated in more detail in the following section.
3.5. The confidence interval for the difference of two independent global location parameters

When data are reported on a meaningful and consistent scale across all studies, the meta-analysis can be performed directly as the raw mean difference. The primary advantage of the raw mean difference is that it is intuitively meaningful, either inherently or in terms of interpretability. For example, for the cumulation of psychological effects where the best metric is not the standardized mean difference, the meta-analysis of mean differences in their raw metric is highly advocated [3]. In this section, we propose a confidence interval for the raw difference of two independent global location parameters.

First, it’s readily apparent that the proposed BLUE estimators, either the individual or overall case, of the location and scale parameters are special cases of L-estimators (L-statistics),
\[ \hat{T}_n = \sum_{i=1}^{n} c_i X(i) \]. Under certain regularity conditions that
\[ \frac{E(T_n - \hat{T}_n)^2}{\sigma^2(T_n)} \rightarrow 0, \]
where \( \hat{T}_n \) is an asymptotically normally distributed projection that approximates \( T_n \), see Serfling [21] or Stigler [22], we have the following large sample properties:

**Theorem 3.1:** As the sample size \( n \rightarrow \infty \), the overall location and scale estimators in (29) and (30) are asymptotically distributed as
\[
\hat{\mu}_c \rightarrow N(\mu_c, \text{Var}(\hat{\mu}_c)), \quad (33)
\]
\[
\hat{\sigma}_c \rightarrow N(\sigma_c, \text{Var}(\hat{\sigma}_c)), \quad (34)
\]
where variances of \( \hat{\mu}_c \) and \( \hat{\sigma}_c \), \( \text{Var}(\hat{\mu}_c) \) and \( \text{Var}(\hat{\sigma}_c) \), can be estimated by equations (31) and (32). This result applies to the individual location and scale estimators in a similar way. It follows that the \( (1 - \alpha) \times 100\% \) confidence intervals for \( \mu_c \) and \( \sigma_c \) can be constructed as
\[
(\hat{\mu}_c - 1.96 \sqrt{\text{Var}(\hat{\mu}_c)}, \hat{\mu}_c + 1.96 \sqrt{\text{Var}(\hat{\mu}_c)}) \quad \text{and} \quad (\hat{\sigma}_c - 1.96 \sqrt{\text{Var}(\hat{\sigma}_c)}, \hat{\sigma}_c + 1.96 \sqrt{\text{Var}(\hat{\sigma}_c)}),
\]
respectively. Then, similar to the one sample setting we can easily derive the confidence interval for the two-sample setting as follows:

**Definition 3.4:** A \( (1 - \alpha) \times 100\% \) confidence interval for \( \mu_{c1} - \mu_{c2} \) given two independent populations is defined as
\[
\left( \hat{\mu}_{c1} - \hat{\mu}_{c2} - 1.96 \hat{\text{SE}}_d, \hat{\mu}_{c1} - \hat{\mu}_{c2} + 1.96 \hat{\text{SE}}_d \right), \quad (35)
\]
\[
\hat{\text{SE}}_d = \sqrt{\text{Var}(\hat{\mu}_{c1}) + \text{Var}(\hat{\mu}_{c2})}, \quad (36)
\]
where \( \mu_{ci} \) is the global location parameter of the \( i \)th group, \( i = 1, 2 \). \( \hat{\mu}_{ci} \) and \( \text{Var}(\hat{\mu}_{ci}) \) are the Equations (29) and (31) conditioning on the \( i \)th group, respectively. For a standard normal distribution, \( \mu_{c1} - \mu_{c2} \) is directly the raw mean difference of two groups. The confidence interval in (35) serves as a more robust alternative in terms of coverage probabilities as compared to the confidence interval of the overall standardized mean difference in the literature, which is shown in the subsequent section. Therefore, it can be of great value, particularly in cases where the raw mean difference is of more interest rather than the standardized mean difference.
4. Simulation studies

In this section, we perform simulation studies to evaluate our proposed methodology and compare its performance with the existing methods in the literature. We consider four standard location-scale distributions: the normal distribution that is often assumed in meta-analyses, the logistic distribution as an example of a heavy-tailed distribution, the Laplace distribution that represents light-tailed distributions, and the extreme value distribution as an example of a skewed distribution.

4.1. Simulation study for the individual estimation

As noted earlier, based on Gauss-Markov theorem, the proposed BLUEs are the optimal estimators among all linear unbiased estimators. Without loss of generality, for the estimation in a single study we consider the scenario $S_3$ for illustration. For each replication, a random sample of $n$ observations is generated from a specific distribution. Then compute the sample mean and standard deviation from the median, minimum, maximum, and the first and third quartiles by using the existing methods in (5) and (6) and the proposed new estimators in (13) and (14) or equivalently (23) and (24).

To investigate our methods, we considered weights under a normality assumption and a correct distribution specification. Let weights under an assumption of normality and a correct distribution, where $\alpha_s$ and $B_s$ are calculated numerically by statistical softwares, be $w_N$ and $w_C$, respectively. Also let weights under an assumption of normality, but $\alpha_s$ and $B_s$ are estimated by utilizing terms up to order $(n + 2)^{-1}$ and $(n + 2)^{-2}$ in Lemma 3.2 be $w_{D_1}$ and $w_{D_2}$, respectively. The performance of the proposed estimators under these four different weights, $w_N$, $w_{D_2}$, $w_{D_1}$, and $w_C$, is evaluated by its respective relative mean squared error (RMSE) as

$$\text{RMSE}(\hat{\mu}_s) = \frac{\sum_{i=1}^{M} (\hat{\mu}_{s,i} - \mu)^2}{\sum_{i=1}^{M} (\hat{\mu}_{\text{Ext},i} - \mu)^2} \quad \text{and} \quad \text{RMSE}(\hat{\sigma}_s) = \frac{\sum_{i=1}^{M} (\hat{\sigma}_{s,i} - \sigma)^2}{\sum_{i=1}^{M} (\hat{\sigma}_{\text{Ext},i} - \sigma)^2}$$

(37)

where the existing estimators of the $i$th sample $\hat{\mu}_{\text{Ext},i}$ and $\hat{\sigma}_{\text{Ext},i}$, $i = 1, 2, \ldots, M$, in the scenario $S_3$ are given in (5) and (6). If RMSE< 1, the proposed method is preferred over the existing method, and vice versa.

Figures 1 and 2 illustrate the RMSEs of the mean and standard deviation given 100,000 replications, following Luo’s simulation settings [17], for the four standard distributions with the sample size ranging from 5 to 201. In Figures 1(a) and 2(a), the underlying distribution is a standard normal, so the numerical weight under a correct distribution assumption $w_C$ is equivalent to the numerical weight with a normality assumption $w_N$. Therefore the plot under $w_C$ is not included for simplicity. First, we note that the RMSEs of the mean and standard deviation under $w_{D_2}$ are approximately equal to that under $w_N$, as shown by red circles and blue dots in Figures 1 and 2. In other words, Lemma 3.2 provides a fast and accurate approximation for estimating $\alpha_s$ and $B_s$ by keeping terms up to order $(n + 2)^{-2}$. If keeping terms up to order $(n + 2)^{-1}$, the estimation of the sample mean is still satisfactory in that the RMSE is only increased by no more than 0.2 as indicated in Figure 1. However, the RMSE of the standard deviation estimator can blow up to 1.6 or higher. Therefore, it is necessary to keep the second order terms in Lemma 3.2 for the estimation of the standard deviation in order to provide an accurate result. In the rest of the
study, we apply $w_{D_2}$ for weights if the underlying distribution is assumed to be normal, for simplicity and brevity.

Second, for the mean estimation, the proposed BLUE estimator under $w_{D_2}$ or $w_N$ performs equally well as Luo et al. [17]. For the standard deviation estimation, the BLUE approach under $w_{D_2}$ or $w_N$ is slightly better than, in terms of RMSE, Wan et al. [23] given the underlying distribution is normally distributed. When the distribution is non-normal but mis-specified as normal, Wan et al. [23] method is preferred than BLUE when the sample size is small. However, when sample size increases, BLUE performs better than Wan et al. [23]. This may due to the usage of equal weights for (1) and (3) as a combination in (5) is arbitrary and unreliable to some extent. It is also worth mentioning that our estimators can be easily applied to other scenarios (other than $S_1$–$S_3$) that are not supported by existing methods but are also common in clinical study reports, such as only deciles or tertiles are available.

Third, unlike the existing method, the BLUE approach is not limited to the normal distribution; any location-scale family distribution is allowed. In other words, the BLUE approach is able to provide a better accuracy than Wan et al. [23] and Luo et al. [17] when a non-normal distribution is correctly specified, as indicated by green triangles in Figure 1 and Figure 2. For example, in Figure 1(c), the RMSE can be lowered to 0.6 if a better distribution is specified.
Figure 2. The RMSE of the standard deviation estimation for $S_3$. (a) Normal distribution, std. (b) Logistic distribution, std. (c) Laplace distribution, std. (d) EVD distribution, std.

To assess the performance of the proposed variance estimators in (20) and (21) as compared with variances of existing estimators, we use the bias measured as the ratio of average variance estimates over the true variance, see, for example, Harrell and Davis [12], i.e.

$$\frac{1}{M} \sum_{i=1}^{M} \text{Var}(\hat{\beta}_i)/\text{Var}(\hat{\beta}),$$  

(38)

where $\hat{\beta}$ is setting as $\hat{\mu}_s, \hat{\sigma}_s, \hat{\mu}_{Ext},$ and $\hat{\sigma}_{Ext}$, respectively, and $\hat{\beta}_i$ is $\hat{\beta}$ conditioning on the $i$th sample. Variance estimators of the existing ones $\hat{\text{Var}}(\hat{\mu}_{Ext})$ and $\hat{\text{Var}}(\hat{\sigma}_{Ext})$ have been defined in (22), in which $B_s$ is estimated under the normality assumption. With 2000 replications, similar to relative efficiency, we report the bias of variance estimators in Figures 3 and 4 for four specified distributions ranging from the sample size of 5 to 201. It suggests that variance estimators of BLUEs are better than that of existing ones in terms of asymptotic behaviors when data are not normally distributed.

We further report the ratio of average variances

$$\frac{\sum_{i=1}^{M} \hat{\text{Var}}(\hat{\mu}_{s,i})}{\sum_{i=1}^{M} \hat{\text{Var}}(\hat{\mu}_{Ext,i})} \text{ and } \frac{\sum_{i=1}^{M} \hat{\text{Var}}(\hat{\sigma}_{s,i})}{\sum_{i=1}^{M} \hat{\text{Var}}(\hat{\sigma}_{Ext,i})}$$  

(39)
Figure 3. The bias of the mean estimation for $S_3$. (a) Normal distribution, mean. (b) Logistic distribution, mean. (c) Laplace distribution, mean. (d) EVD distribution, mean.

Figure 4. The bias of the standard deviation estimation for $S_3$. (a) Normal distribution, std. (b) Logistic distribution, std. (c) Laplace distribution, std. (d) EVD distribution, std.
Figure 5. The ratio of average variances of the mean estimation for $S_3$. (a) Normal distribution, mean. (b) Logistic distribution, mean. (c) Laplace distribution, mean. (d) EVD distribution, mean.

to examine which method tends to yield smaller variance. Again, since our approach is not limited to the normal distribution, both $w_D$ and $w_C$ are considered. For a fair comparison, BLUE with the numerical weight $w_C$ is compared with the existing estimator with $B_s$ estimated numerically, and BLUE with approximated weight $w_{D_2}$ is compared with the existing estimator with $B_s$ approximated by Lemma 3.2. Results are depicted in Figures 5 and 6. When a ratio of average variance curve is below the horizontal line of value one, the proposed BLUE has smaller variance, and vice versa. When the underlying distribution is correctly specified (i.e. plots under $w_C$), particularly for nonnormal distributions, the variance of our new mean and standard deviation estimators can be significantly smaller than that of the existing estimators, as expected. The only exception is standard deviation estimator under the light-tailed Laplace distribution, where variance of the BLUE approach can increase to 1.1 times as large as that of Wan et al.’s standard deviation estimator [23] at most. When the underlying distribution is assumed as normal, the estimated variance of our standard deviation estimator is smaller in general than that of Wan et al.’s standard deviation estimator [23], as shown in Figure 6, except under Laplace distribution. For the mean estimators with a normality assumption, however, Luo et al. [17] method is the best, unless when the underlying distribution is non-normal and the sample size is large.
Figure 6. The ratio of average variances of the standard deviation estimation for $S_3$. (a) Normal distribution, std. (b) Logistic distribution, std. (c) Laplace distribution, std. (d) EVD distribution, std.

4.2. Simulation study for the global estimation

For the estimation in the global study, we evaluate the performance of the proposed confidence interval for the global mean difference of two independent groups in (35) and compare it to the confidence interval for the standardized mean difference with inverse variance weights, which is favored over the sample size weights for a meta-analysis with the standardized mean difference as the effect size [18].

Consider three independent studies are used to conduct the meta-analysis. Study 1 reports the sample mean and standard deviation, study 2 reports the five summary statistics $\{a, q_1, m, q_3, b; n\}$, and study 3 reports the median and first and third quartiles. Recall that the proposed method allows different distribution assumptions across studies and does not rely on invoking a random-effect or fixed-effect model to get the overall effect estimate. Let the true means, standard deviations, and sample sizes of treatment and control groups in three studies be $\mu_{Ti}, \mu_{Ci}, \sigma_{Ti}, \sigma_{Ci}$, and $n_{Ti}, n_{Ci}, i = 1, 2, 3$, respectively.

First, we study the performance of the new global confidence interval, with 2,000 replications, as a function of the mean difference, degree of heterogeneity, and sample size, respectively. Data of three studies are generated from the normal distribution with parameters specified in Table 1–3. Coverage probabilities (CPs) at a significance level of $\alpha = 0.05$, average widths (AWs), and mean squared errors (MSEs) under each combination are reported. Table 1 indicates that the new confidence interval for the global mean
The performance of the global confidence interval by mean difference, given \( \mu_{T1} = \mu_{T2} = \mu_{T3} = 15 + \delta, \mu_{C1} = \mu_{C2} = \mu_{C3} = 15, \sigma_{T1} = \sigma_{T2} = \sigma_{T3} = \sigma_{C1} = \sigma_{C2} = \sigma_{C3} = 6, n_{T1} = n_{T2} = n_{T3} = n_{C1} = n_{C2} = n_{C3} = 30, \alpha = 0.05. \)

| Mean difference \( \delta \) | CP   | AW   | MSE  |
|-----------------------------|------|------|------|
| 0                           | 0.95 | 4.32 | 1.176|
| 0.2                         | 0.95 | 4.32 | 1.176|
| 0.5                         | 0.95 | 4.32 | 1.176|
| 0.8                         | 0.95 | 4.32 | 1.176|

The performance of the global confidence interval by degree of heterogeneity, given \( \mu_{T1} = \mu_{T2} = \mu_{T3} = \mu_{C1} = \mu_{C2} = \mu_{C3} = 15, \sigma_{T1} = \sigma_{T2} = \sigma_{T3} = 6, \sigma_{C1} = \sigma_{C2} = \sigma_{C3} = 6 \epsilon, n_{T1} = n_{T2} = n_{T3} = n_{C1} = n_{C2} = n_{C3} = 30, \alpha = 0.05. \)

| Variance Ratio \( \epsilon \) | CP   | AW   | MSE  |
|-------------------------------|------|------|------|
| 1                             | 0.95 | 4.32 | 1.176|
| 2                             | 0.946| 6.825| 2.969|
| 4                             | 0.94 | 12.569| 10.113|
| 8                             | 0.944| 24.564| 38.637|

The performance of the global confidence interval by sample size, given \( \mu_{T1} = \mu_{T2} = \mu_{T3} = \mu_{C1} = \mu_{C2} = \mu_{C3} = 15, \sigma_{T1} = \sigma_{T2} = \sigma_{T3} = \sigma_{C1} = \sigma_{C2} = \sigma_{C3} = 6, n_{T1} = n_{T2} = n_{T3} = n_{C1} = n_{C2} = n_{C3} = n_1, n_2, \alpha = 0.05. \)

| \( n_1 \) | \( n_2 \) | CP   | AW   | MSE  |
|------------|------------|------|------|------|
| 10         | 10         | 0.948| 7.132| 2.978|
| 25         | 75         | 0.944| 3.864| 0.957|
| 50         | 50         | 0.955| 3.399| 0.73 |
| 75         | 25         | 0.956| 3.891| 0.894|
| 100        | 100        | 0.956| 2.444| 0.374|

difference of two independent groups is not affected by the underlying mean difference \( \delta \), at least in terms of CP, AW, and MSE. In Table 2, regardless of whether no heterogeneity is present \( (\epsilon = 1) \) or a large heterogeneity is present \( (\epsilon = 8) \), our new confidence interval maintains a coverage probability of approximately 0.95 for all. AW and MSE, however, tend to increase as the heterogeneity increases. Table 3 shows that AW and MSE decrease as the sample size increases in general. They also increase slightly if unbalanced sample sizes between treatment and control groups exist as compared with cases that have the same total sample sizes \( (\text{row 3 v.s. rows 2 and 4}) \). The proposed confidence interval continues to maintain the nominal coverage probability approximately across different sample sizes.

Second, CPs, AWs, and MSEs under the four distributions we used in Section 4.1, including the same and different distributions between studies, are reported in Table 4. Again, our confidence interval maintains a coverage probability of approximately 0.95 across all distribution combinations. AW and MSE are relatively stable over different distribution combinations except relatively larger AWs \( (\text{approximately 7 or higher}) \) are observed when contain heavy-tailed distribution(s), i.e. the logistic distribution.
Table 4. The performance of the global confidence interval by distribution, given \( \mu_{T1} = \mu_{T2} = \mu_{T3} = \mu_{C1} = \mu_{C2} = \mu_{C3} = 15, \sigma_{T1} = \sigma_{T2} = \sigma_{T3} = \sigma_{C1} = \sigma_{C2} = \sigma_{C3} = 6, \) and \( n_{T1} = n_{T2} = n_{T3} = n_{C1} = n_{C2} = n_{C3} = 30, \alpha = 0.05. \)

| Study 1    | Study 2    | Study 3    | CP   | AW   | MSE  |
|------------|------------|------------|------|------|------|
| Normal     | Normal     | Normal     | 0.95 | 4.32 | 1.176|
| Logistic   | Logistic   | Logistic   | 0.958| 7.662| 3.394|
| Laplace    | Laplace    | Laplace    | 0.958| 5.649| 1.85 |
| EVD        | EVD        | EVD        | 0.952| 5.304| 1.704|
| Normal     | Logistic   | Laplace    | 0.959| 6.861| 2.648|
| Normal     | Logistic   | EVD        | 0.962| 7.009| 2.677|
| Normal     | EVD        | Laplace    | 0.944| 5.157| 1.695|
| EVD        | Logistic   | Laplace    | 0.96 | 6.861| 2.623|

Third, we compare the coverage probabilities of our confidence interval at a significance level of \( \alpha = 0.05 \) to that of the confidence interval for the standardized mean difference Cohen’s \( d \) [5]. A valid method is expected to have coverage probabilities close to \( 1 - \alpha = 0.95 \). Higher results indicate the method is conservative and lower results indicate the method is not robust. Without loss of generality, let \( \mu_{T1} = \mu_{T2} = \mu_{T3} = \mu_{C1} = \mu_{C2} = \mu_{C3} = 15, \sigma_{T1} = \sigma_{T2} = \sigma_{T3} = \sigma_{C1} = \sigma_{C2} = \sigma_{C3} = 6, \) and \( n_{T1} = n_{T2} = n_{T3} = n_{C1} = n_{C2} = n_{C3} = n, \) where the sample size \( n = 10, 15, 20, 25, 30, 50, 75, 100, \) respectively. With 10,000 replications, following Martinez’s simulation settings [18], results are reported in Figure 7. When the underlying distribution is normal, logistic, or EVD, as shown in Figure 7(a,b,d), the proposed confidence interval is more robust while the existing confidence interval for the global standardized effect size is relatively biased and conservative. Particularly, the existing confidence interval can be as conservative as 0.96 even when the underlying distribution is indeed normally distributed, as indicated in Figure 7(a). When the underlying distribution is Laplace, as shown in Figure 7(c), the proposed confidence interval at least rivals with the existing confidence interval. In addition, it is important to note that when the sample size is limited (smaller than about 25), the proposed confidence interval is persistently closer to 0.95 while the existing confidence interval can be as conservative as 0.97 or even higher for all distributions considered here. Meanwhile, the existing and new methods have approximately the same behavior when the sample size is large, for example, \( n = 100. \) Therefore, in general, the proposed confidence interval is more robust as compared to the existing confidence interval across all distributions considered, especially when the sample size is below 25. In contrast, the existing confidence interval is more conservative even when the commonly used normality assumption in meta-analysis is correctly specified, and the performance can be worse when the sample is small for all the distributions we considered. This is consistent with the criticism in the literature that coverage probabilities of existing confidence intervals for global effect sizes may be biased due to inaccurate weights as we mentioned before.

5. Real data analysis

To illustrate the potential value of the proposed methods, we consider a real data analysis of the association between low serum vitamin D and risk of active tuberculosis in a systematic review and meta-analysis that follows the work of Luo et al. [17]. The data are composed of six independent clinical studies (studies 1–5 and 7 in Luo et al. [17] or Nnoaham and Clarke
Figure 7. CP of the confidence interval for the global effect at a significance level of $\alpha = 0.05$. The red line with empty circles represents the results of the existing CI for the global standardized effect size and the blue line with solid circles represents the results of the proposed CI for the global mean difference. (a) Normal distribution. (b) Logistic distribution. (c) Laplace distribution. (d) EVD distribution.

Studies 1–3 report the median, minimum, and maximum values, which is the scenario $S_1$. Studies 4 and 5 report the sample means and standard deviations. Study 7 reports the sample mean, minimum, and maximum values. Suppose the analysis outcome of interest is raw mean difference between the control group and the treatment group.

To conduct a meta-analysis, we use Equation (23) to estimate the sample mean for the first three studies, and Equation (24) to estimate the sample standard deviation for the first three studies and Study 7. Note that Study 7 is treated as $S_1$ by existing methods, though the median value $m$ is not available, since (1) does not depend on $m$. Therefore, it’s evident that $X_s$ can be taken as $(a, b)$ in (24) for Study 7. The corresponding SEs are reported by using (25) and (26). Then we use Equations (29) and (30) to get the global means and standard deviations for both cases and controls, in together with their SEs by (31) and (32). Finally, the global raw mean difference is derived by simply subtracting the global treatment mean from the global control mean, and further derive its SE by (36). The 95% confidence interval for the global raw mean difference between controls and cases by Equation (35) is $(8.314, 21.246)$. The results are presented in Table 6. The estimated individual mean differences by BLUE (15.324, 3.047, 22.868, 26.000, 5.750, 21.750) are quite
Table 5. Summary of included studies.

| Index | Study            | Cases Size | Controls Size | Results (serum Vitamin D levels) |
|-------|------------------|------------|---------------|---------------------------------|
| 1     | Davies et al. [7]| 40         | 40            | Median (range) in: Cases 16.0 nmol/L (2.25–74.25 nmol/L), Controls 27.25 nmol/L (9.0–132.5 nmol/L) |
| 2     | Grange et al. [10]| 40         | 38            | Median (range) in: Cases 65.75 nmol/L (43.75–130.5 nmol/L), Controls 69.5 nmol/L (48.5–125 nmol/L) |
| 3     | Davies et al. [8]| 15         | 15            | Median (range) in: Cases 39.75 nmol/L (16.75–89.25 nmol/L), Controls 65.5 nmol/L (26.25–114.75 nmol/L) |
| 4     | Davies et al. [9]| 51         | 51            | Mean (SD) in: Cases 69.5 nmol/L (24.5 nmol/L), Controls 95.5 nmol/L (29.25 nmol/L) |
| 5     | Chan et al. [2]  | 22         | 23            | Mean (SD) in: Cases 46.5 nmol/L (18.5 nmol/L), Controls 52.25 nmol/L (15.75 nmol/L) |
| 6     | Sasidharan et al. [20]| 35     | 16            | Mean (range) in: Cases 26.75 nmol/L (2.5–75 nmol/L), Controls 48.5 nmol/L (22.5–145 nmol/L) |

Table 6. Meta-analysis of low serum vitamin D in tuberculosis using the BLUE method.

| Index | Study            | Cases Mean Difference (SE) | Controls Mean Difference (SE) | Raw mean difference (SE) |
|-------|------------------|---------------------------|------------------------------|--------------------------|
| 1     | Davies et al. [7]| 20.162(3.023);16.531(2.529)| 35.486(5.182);28.331(4.334)  | 15.324(5.999)            |
| 2     | Grange et al. [10]| 69.648(3.647);19.943(3.051)| 72.695(3.324);17.76(2.76)   | 3.047(4.935)             |
| 3     | Davies et al. [8]| 44.378(5.881);20.859(4.472)| 67.246(7.179);25.463(5.458) | 22.868(9.280)            |
| 4     | Davies et al. [9]| 69.5(–);24.5(–)            | 95.5(–);29.25(–)             | 26.000(–)                |
| 5     | Chan et al. [2]  | 46.5(–);18.5(–)            | 52.25(–);15.75(–)            | 5.750(–)                 |
| 6     | Sasidharan et al. [20]| 26.75(–);17.182(2.739)| 48.5(–);34.643(7.242)        | 21.750(–)                |
| Total |                  | 46.245(1.904);18.332(1.514)| 61.025(2.694);25.503(2.247)  | 14.780(3.299)            |

close to that by Luo et al. [17] (15.520, 3.029, 22.911, 26.000, 5.750, 21.750). The traditional methods mentioned in Section 2 are limited to the estimation of individual mean and/or standard deviation of a single study. Next, a standardized effect size is calculated for each study, and a random-effects model is assumed to pool all studies and get an estimation of global effect size as a weighted average of individual effect sizes. The approach does not give a direct estimate of global means for case and control groups as well as the global raw mean difference, which are very often of more interest in clinical research and practical applications. In contrast, the proposed BLUE method enables a direct estimation of global means of case and control groups by Equations (29) and (30) as well as the estimation of the global raw mean difference.

6. Discussion

In meta-analyses of continuous outcomes, the sample mean and standard deviation are two commonly used summary statistics in order to pool data, but many trials report other summary statistics instead. Researchers need to transform those quantities back to the sample mean and standard deviation. We propose a generalized BLUE methodology for estimating individual and global mean and standard deviation based on summary statistics in published studies. We conduct a simulation study to compare the proposed BLUE with the
existing methods of Luo et al. [17] and Wan et al. [23] for the individual case and inverse variance weights for the global case.

For the estimation of individual mean and standard deviation, BLUE can provide better performance than Luo et al. [17] and Wan et al. [23] when data are generated from skewed or heavy-tailed distributions. However, a choice of distribution is important. In real life data analysis, the families of distributions might be learned from previous knowledge and literatures. Graphics tools or test of normality can also be used to decide the choice of distribution and whether a specification of non-normal distribution is necessary, but the difficulty lies in the lack of available datasets. Therefore, we will develop, as future work, a test of normality based on summary statistics to formally test this assumption. As the key assumption in most existing methods is normality, it is also of great value if this normality assumption can be tested formally. If the null hypothesis of normality is rejected, our method allows one to specify a more appropriate location-scale family distribution, which can largely improve the behavior. When data are misspecified as normal, the proposed BLUE performs equally well as the best performance competitors in the literature, Luo et al. [17] for the estimation of individual mean. For the estimation of standard deviation under misspecification, however, Wan et al [23] is the best when the sample size is small to median. Although the formulas of our methods seem to be complex at first sight as compared with the existing methods, the computational process is as fast as the existing ones by applying Lemma 3.2. To promote the practical use of our methods, an R package metaBLUE [25] has been built, which implements the proposed BLUE estimators, together with Luo et al.’s [17] and Wan et al.’s [23] methods. The BLUE approach also enables one to optimally estimate the global mean and standard deviation. Particularly, when summary statistics are means and standard deviations in all included studies, one can still apply the BLUE approach to estimate the global effect since means and standard deviations are special cases of ordered summary statistics. A confidence interval for the mean difference is provided that is shown to be robust over normal and nonnormal data with even a small sample size or large heterogeneity.
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