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Abstract

We present a new mixed finite element method for a class of parabolic equations with $p$-Laplacian and nonlinear memory. The applicability, stability and convergence of the method are studied. First, the problem is written in a mixed formulation as a system of one parabolic equation and a Volterra equation. Then, the system is discretized in the space variable using the finite element method with Lagrangian basis of degree $r \geq 1$. Finally, the Crank-Nicolson method with the trapezoidal quadrature is applied to discretize the time variable. For each method, we establish existence, uniqueness and regularity of the solutions. The convergence order is found to be dependent on the parameter $p$ on the $p$-Laplacian in the sense that it decreases as $p$ increases.
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1. Introduction

In this work, we study the evolutionary integro-differential equation with $p$-Laplacian and memory,

$$u_t(x,t) - \Delta_p u(x,t) = \int_0^t g(t-s) \Delta_p u(x,s) \, ds + f(x,t),$$

where $f$ and $g$ are given functions. This type of equation appears in the mathematical description of heat propagation in materials with memory, where the heat flux can depend on the process history. In addition to the common problem of the memory term, whose time discretization forces a large volume of calculations and memory consumption, problem (1) also presents a new difficulty when containing the $p$-Laplacian in that it makes the memory term nonmonotonous (see [2]).
Since the 70’s, evolution equations with memory terms have attracted the attention of researchers. Issues related to the existence and properties of solutions to partial integro-differential equations (PIDEs) such as

\[ u_t - Au = \int_0^t g(t-s)Bu(s)ds + f, \]  

(2)

where \( A \) and \( B \) are symmetric positive definite operators of at most second order and \( g \) is a memory kernel, were addressed, for example, in [4, 11, 17, 19]. Concerning numerical approximations to the solutions of (2), several methods have already been investigated. For a review of the finite element method applied to PIDEs, we refer, for instance, to [6] and the references therein. The finite volume method and the collocation method with splines were studied in [22] and [20], respectively. The mixed finite element method was considered in [23], while the discontinuous Galerking method was studied in [18]. Subsequently, an error analysis for the Crank-Nicolson finite element method was made in [21]. A two grid finite element method was proposed in [25] and, more recently, a pseudospectral method was investigated in [24].

Partial differential equations involving the \( p \)-Laplacian operator have been extensively studied in the last decades. For a survey of the theory, we refer to the monographs [1, 12, 16]. Concerning the numerical simulations of the \( p \)-Laplacian with the finite element method, it was found that the regularity of the solutions limits the convergence rates. In [14], Glowinski and Marroco proved a convergence of \( O(h^{1/p}) \) in the \( W^{1,p} \) norm. Later, Chow [9] improved this convergence order to \( O(h^{2/p}) \). In 1993, assuming a stronger regularity for the weak solution, Barret and Liu, in [5], proved optimal error bounds of order \( O(h) \) in \( W^{1,p} \).

The lack of monotonicity in the memory term of equation (1) makes it unfeasible to use most of the well-developed techniques available. In [2], Antontsev and his coauthors studied equation (1) with a nonlinear source term \( \Theta(x, t, u) \), substituting the equation with a system composed of a diffusion-reaction equation and an integral equation. They proved that for \( \max\{1, \frac{2n}{n+2}\} < p < \infty \), \( u_0 \in W^{1,p}_0(\Omega) \), \( f \in L^2(Q) \) and \( g, g' \in L^2(0, T) \), the problem has a weak solution that is local or global in time depending on the growth rate of \( \Theta(x, t, s) \), when \( |s| \to \infty \). Uniqueness conditions were established and they also proved that for \( p > 2 \) and \( s\Theta(x, t, s) \leq 0 \), the data disturbances propagate with finite speed and that the waiting time effect is possible.

Nowadays, problem (1), with \( p \) depending on \( x \), is attracting considerable attention, perhaps because of its various physical applications. We refer to [3, 24, 13], where questions on the solvability and properties of the solutions are addressed.

In this paper, we present a new mixed finite element method for equation (1). The existence, uniqueness and regularity of the discrete solutions are established. Error bounds depending on the parameter \( p \) are also obtained. An auxiliary problem and its variational formulation is presented in Section 2. The discretization of the space variable is developed in Section 3. The discretization
of the time variable is studied in Section 4. Finally, in Section 5, we draw some final conclusions.

2. Parabolic equation with \( p \)-Laplacian

Let us consider the evolutionary integro-differential equation with the homogeneous Dirichlet condition,

\[
\begin{align*}
\frac{du}{dt} - \Delta_p u &= \int_0^t g(t-s) \Delta_p u(x,s) \, ds + f(x,t), \quad \forall (x,t) \in Q = \Omega \times [0,T], \\
u(x,t) &= 0, \quad \forall (x,t) \in \partial \Omega \times [0,T], \\
u(x,0) &= u_0(x), \quad \forall x \in \Omega,
\end{align*}
\]

(3)

where \( u_0, g \) and \( f \) are given functions, \( \Omega \subset \mathbb{R}^n \) is a bounded domain with Lipschitz-continuous boundary. The \( p \)-Laplacian \( \Delta_p u \) is given by

\[
\Delta_p u = \text{div} \left( |\nabla u|^{p-2} \nabla u \right), \quad 2 < p < \infty
\]

and

\[
y(x,t) = \int_0^t g(t-s) \Delta_p u(x,s) \, ds
\]

is the memory term of the evolutionary integro-differential equation.

Assuming

\[
g, g' \in L^2(0,T), \quad f \in L^2(Q), \quad u_0 \in L^2(\Omega) \cap W^{1,p}_0(\Omega),
\]

it is proved in [2] that problem (3) has a unique weak solution. For notions on Sobolev spaces, we refer to [7, 13, 16]. Below, we present an important lemma which can be found in [5, 8, 9].

**Lemma 1.** For every \( p > 1 \) and \( \delta \geq 0 \), there are three positive constants \( C_1, C_2 \) and \( C_3 \) such that for every \( \zeta, \gamma \in \mathbb{R}^n \), \( \zeta \neq \gamma \), we have

1. \[
\left| |\zeta|^{p-2} \zeta - |\gamma|^{p-2} \gamma \right| \leq C_1 |\zeta - \gamma|^{1-\delta} (|\zeta| + |\gamma|)^{p-2+\delta};
\]

2. \[
\left( |\zeta|^{p-2} \zeta - |\gamma|^{p-2} \gamma, \zeta - \gamma \right)_{\mathbb{R}^n} \geq C_2 |\zeta - \gamma|^{2+\delta} (|\zeta| + |\gamma|)^{p-2-\delta};
\]

3. if \( p > 2 \),

\[
\left( |\zeta|^{p-2} \zeta - |\gamma|^{p-2} \gamma, \zeta - \gamma \right)_{\mathbb{R}^n} \geq C_3 |\zeta - \gamma|^p.
\]
2.1. Auxiliary problem

It is easy to prove that the memory term satisfies the integral equation

\[ y(x,t) = - \int_0^t g(t-s) y(x,s) ds + f_2(x,t,u), \quad (5) \]

where \( f_2 \) is the nonlinear nonlocal operator

\[ f_2(x,t,u(x,t)) = u(x,t)g(0) - u_0(x)g(t) + \int_0^t g'(t-s)u(x,s)ds - \int_0^t g(t-s)f(x,s)ds. \quad (6) \]

In fact, taking equation (3) and convoluting with \( g \), we obtain

\[ \int_0^t g(t-s) \Delta_p u(x,s)ds = - \int_0^t g(t-s) \int_0^s g(s-\tau) \Delta_p u(x,\tau) d\tau ds + \int_0^t g(t-s)u_s(x,s)ds - \int_0^t g(t-s)f(x,s)ds. \quad (7) \]

Integrating by parts the second term on the right side of equation (7), we obtain

\[ \int_0^t g(t-s) \Delta_p u(x,s)ds = - \int_0^t g(t-s) \int_0^s g(s-\tau) \Delta_p u(x,\tau) d\tau ds + g(0)u(x,t) - g(t)u_0(x) + \int_0^t g'(t-s)u(x,s)ds - \int_0^t g(t-s)f(x,s)ds, \]

which means that \( y(x,t) \), defined in (4), satisfies equation (5).

This allows us to consider the equivalent auxiliary problem of finding the pair \((u,y)\) that satisfies the conditions

\[
\begin{align*}
  & u_t - \Delta_p u = y(x,t) + f(x,t), \quad \forall (x,t) \in Q, \\
  & y(x,t) = - \int_0^t g(t-s) y(x,s) ds + f_2(x,t,u), \quad \forall (x,t) \in Q, \\
  & u(x,t) = 0, \quad \forall (x,t) \in \partial \Omega \times [0,T], \\
  & u(x,0) = u_0(x), \quad \forall x \in \Omega, \\
  & y(x,0) = 0, \quad \forall x \in \Omega.
\end{align*}
\]

2.2. Variational formulation

If we multiply the first equation of problem (8) by \( w \in H^1_0(\Omega) \) and integrate in \( \Omega \), we get

\[ \int_\Omega u_t w dx - \int_\Omega \text{div} \left( |\nabla u|^{p-2} \nabla u \right) w dx = \int_\Omega y w dx + \int_\Omega f w dx. \quad (9) \]
Applying Green’s theorem to the second term on the right side of equation (10) and using the definition of the space $H^1_0(\Omega)$, we have

$$\int_\Omega u_twdx + \int_\Omega |\nabla u|^{p-2} \nabla u \nabla wdx = \int_\Omega ywdx + \int_\Omega fwdx.$$  

Multiplying the second equation of the problem (8) by $v \in H^1_0(\Omega)$ and integrating in $\Omega$ we obtain

$$\int_\Omega ywdx = -\int_\Omega v \int_0^t g(t-s)y(x,s)dsdx + \int_\Omega f_2(x,t,u)vdx.$$  

So, we are left with the system

$$\int_\Omega u_twdx + \int_\Omega |\nabla u|^{p-2} \nabla u \nabla wdx = \int_\Omega ywdx + \int_\Omega fwdx, \forall w \in H^1_0(\Omega),$$  

$$\int_\Omega ywdx = -\int_\Omega v \int_0^t g(t-s)y(x,s)dsdx + \int_\Omega f_2vdx, \forall v \in H^1_0(\Omega).$$  

(10)

A pair of bounded and measurable functions $(u(x,t), y(x,t))$, is said to be a weak solution of the initial value problem (8), with initial data $u_0$ limited and measurable, if (10) is valid for all $(w,v) \in (H^1_0(\Omega))^2$. Henceforth, we assume that problem (8) has a unique weak solution with sufficient regularity in order to perform the calculations needed in next sections.

3. Discretization in space

3.1. Lagrangian Bases

Let us consider a regular partition $T_h = \{T_0, \ldots, T_m\}$ of $\Omega$ in simplexes with parameter $h$ and the space $S^h \subset H^1_0(\Omega)$ defined by

$$S^h = \{w \in C^0(\Omega) : w(x) = 0, x \in \partial \Omega, w(x)|_{T_k} \in \mathcal{P}_r(T_k), k = 0, \ldots, m\},$$

where $\mathcal{P}_r(T_k)$ is the set of polynomials of degree less than or equal to $r$ defined in $T_k$. We denote the interpolation operator into $S^h$ by $\Pi_h$. An estimate of the interpolation error is given in the next Lemma, which may be found in [10].

**Lemma 2.** If $\Pi_h : H^{r+1}(\Omega) \cap H^1_0(\Omega) \to S^h$ is the interpolation operator, then

$$\|u - \Pi_h u\|_{L^2(\Omega)} + h\|\nabla(u - \Pi_h u)\|_{L^2(\Omega)} \leq C h^s\|u\|_{H^s(\Omega)}, \quad 1 \leq s \leq r + 1,$$

with $u \in H^s(\Omega) \cap H^1_0(\Omega)$ and $C$ is a positive constant.

The semi-discrete problem is to find $(u^h, y^h) \in (S^h)^2$ such that

$$\int_\Omega u^h w^h dx + \int_\Omega |\nabla u^h|^{p-2} \nabla u^h \nabla w^h dx = \int_\Omega y^h w^h dx + \int_\Omega f w^h dx, \forall w^h \in S^h,$$

$$\int_\Omega y^h v^h dx = -\int_\Omega v^h \int_0^t g(t-s)y^h(x,s)dsdx + \int_\Omega f_2 v^h dx, \forall v^h \in S^h,$$

(11)

and

$$u^h(x,0) = u^h_0 = \Pi_h u_0, \quad y^h(x,0) = 0, \quad \forall x \in \Omega.$$
We note that problem (11) has a solution. In fact, from the second equation we obtain a solution \( y^h(u^h) \) which is substituted in the first equation to give a solution \( u^h(x, t) \). Substituting the latter solution in \( y^h(u^h) \) gives the solution \( y^h(x, t) \) (see [2] for more details).

**Theorem 3** (Uniqueness). If \( g, g' \in L^\infty(0, T) \), then the solution of the semi-discrete problem (11) is unique.

**Proof.** Suppose that \((u^h_1, y^h_1)\) and \((u^h_2, y^h_2)\) are two solutions of the semi-discrete problem (11). Subtracting the equation for \( y^h_2 \) from the equation for \( y^h_1 \), we obtain

\[
\int_{\Omega} (y^h_1 - y^h_2)v^h \, dx = -\int_{\Omega} v^h \int_{0}^{t} g(t - s)(y^h_1 - y^h_2) \, ds \, dx + g(0) \int_{\Omega} (u^h_1 - u^h_2)v^h \, dx
\]

\[+ \int_{\Omega} v^h \int_{0}^{t} g'(t - s)(u^h_1 - u^h_2) \, ds \, dx. \tag{12}
\]

Let \( v^h = y^h_1 - y^h_2 \in S^h \). As \( g \) and \( g' \) are bounded, we may apply Young’s inequality to (12) and thus obtain

\[
\int_{\Omega} (y^h_1 - y^h_2)^2 \, dx \leq C \int_{0}^{t} (y^h_1 - y^h_2)^2 \, dx + C \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dx.
\tag{13}
\]

Applying Gronwall’s lemma to (13), we have

\[
\int_{\Omega} (y^h_1 - y^h_2)^2 \, dx \leq C \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dx + C \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dx.
\tag{14}
\]

Using a similar argument with \( u^h_1 \) and \( u^h_2 \), we get

\[
\int_{\Omega} |(u^h_1)_t - (u^h_2)_t|w^h \, dx + \int_{\Omega} \left( |\nabla u^h_1|^{p-2} \nabla u^h_1 - |\nabla u^h_2|^{p-2} \nabla u^h_2 \right) \nabla w^h \, dx
\]

\[= \int_{\Omega} (y^h_1 - y^h_2)w^h \, dx. \tag{15}
\]

Let \( w^h = u^h_1 - u^h_2 \in S^h \). Applying Young’s inequality in (15), using (14) and Lemma 1, we have

\[
\frac{d}{dt} \int_{\Omega} (u^h_1 - u^h_2)^2 \, dx \\
\leq \int_{\Omega} (u^h_1 - u^h_2)^2 \, dx + C \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dx + C \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dx. \tag{16}
\]

Integrating equation (16) from 0 to \( t \) and noting that \( u^h_1(x, 0) - u^h_2(x, 0) = 0 \), we obtain

\[
\int_{\Omega} (u^h_1 - u^h_2)^2 \, dx \leq C(1 + t) \int_{0}^{t} (u^h_1 - u^h_2)^2 \, dxds.
\]
Now, let $\zeta(t) = \int_{\Omega} (u^h_t - u^h_s)^2 dx \geq 0$. This implies that $\zeta(t) \leq C \int_0^t \zeta(s) ds$ and $\zeta(0) = 0$. By Gronwall’s lemma, $\zeta(t) = 0$ for every $t \in [0, T]$, that is,

$$\int_{\Omega} (u^h_t - u^h_s)^2 dx = 0, \quad u^h_t = u^h_s \text{ in } L^2(\Omega).$$

Returning to $y$, from equation (14), we have

$$\int_{\Omega} (y^h_t - y^h_s)^2 dx = 0, \quad \text{for every } t \in [0, T],$$

which proves the desired result. \hfill \Box

**Theorem 4** (Regularity). Let $(u^h, y^h) \in S^h \times S^h$ be a solution to problem (11) and $g, g' \in L^\infty(0, T)$. Then, for every $t \in [0, T]$,

$$\|u^h\|^2_{L^2(\Omega)} + \|\nabla u^h\|_{L^p(Q)}^p \leq C \|u_0\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2(Q)(20)}$$

and

$$\|y^h\|^2_{L^2(\Omega)} \leq C \|u_0\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2(Q),}$$

where

$$C = C(T, \|g\|_{L^\infty(0, T)}, \|g'\|_{L^\infty(0, T)}).$$

Proof. Since $y^h$ is a solution to problem (11),

$$\int_{\Omega} y^h v^h dx = - \int_{\Omega} v^h \int_0^t g(t - s)y^h(x, s)dsdx + \int_{\Omega} f^h v^h dx. \quad (17)$$

For $v^h = y^h \in S^h$,

$$\int_{\Omega} (y^h)^2 dx = - \int_{\Omega} y^h(x, t) \int_0^t g(t - s)y^h(x, s)dsdx + g(0) \int_{\Omega} u^h y^h dx \quad (18)$$

Applying Young’s inequality to equation (18) and using the fact that $g$ and $g'$ are limited, we have

$$\int_{\Omega} (y^h)^2 dx \leq C \int_0^t \int_{\Omega} (y^h(x, s))^2 dxds + C \int_{\Omega} (u^h)^2 dx + C \int_{\Omega} (u^h_s)^2 dx \quad \text{for every } t \in [0, T].$$

Applying Gronwall’s lemma to (19), we obtain

$$\|y^h\|^2_{L^2(\Omega)} \leq C\|u^h\|^2_{L^2(\Omega)} + C\|u_0^h\|^2_{L^2(\Omega)} + C \int_0^t \|u^h\|^2_{L^2(\Omega)} ds + C\|f\|^2_{L^2(Q)}. \quad (20)$$
Now, considering the first equation of problem (11) with \( w^h = w^h \), we have

\[
\int_{\Omega} u^h u^h \, dx + C \int_{\Omega} |\nabla u^h|^p \, dx = \int_{\Omega} y^h u^h \, dx + \int_{\Omega} f u^h \, dx.
\]  

(21)

Applying Young’s inequality to (21) and equation (20) we have

\[
dt \| u^h \|_{L^2(\Omega)}^2 + C \| \nabla u^h \|_{L^p(\Omega)}^p \leq C \| u^h \|_{L^2(\Omega)}^2 + C \| u_0^h \|_{L^2(\Omega)}^2 + \int_0^t \| u^h \|_{L^2(\Omega)}^2 \, ds
\]

\[
\qquad + C \| f \|_{L^2(0,T;L^2(\Omega))}^2 + \frac{1}{2} \| f \|_{L^2(\Omega)}^2.
\]

(22)

Integrating equation (22) from 0 to \( t \) gives

\[
\| u^h \|_{L^2(\Omega)}^2 + C \| \nabla u^h \|_{L^p(\Omega)} = C \| u_0^h \|_{L^2(\Omega)}^2 + C \| f \|_{L^2(0,T;L^2(\Omega))}^2.
\]

(23)

Ignoring the second term on the left side, since it is nonnegative, and applying Gronwall’s lemma to (23), we obtain

\[
\| u^h \|_{L^2(\Omega)}^2 \leq C \| u_0^h \|_{L^2(\Omega)}^2 + C \| f \|_{L^2(0,T;L^2(\Omega))}^2.
\]

Using this estimate in (23) completes the proof of (17). Finally, from equation (20), we obtain

\[
\| y^h \|_{L^2(\Omega)}^2 \leq C \| u_0^h \|_{L^2(\Omega)}^2 + C \| f \|_{L^2(0,T;L^2(\Omega))}^2,
\]

where

\[
C = C(T, \| g \|_{L^\infty(0,T)}, \| g' \|_{L^\infty(0,T)}),
\]

as required.

\[\square\]

**Theorem 5** (Convergence). Let \((u, y)\) and \((u^h, y^h)\) be solutions to problems (10) and (11), respectively. If \( g, g' \in L^\infty(0,T), u_0 \in H^{r+1}(\Omega) \) and \( f \in L^2(Q) \), then, for every \( t \in [0,T] \),

\[
\| u - u^h \|_{L^2(\Omega)} \leq Ch^{\frac{r}{2p-1}}
\]

(24)

and

\[
\| y - y^h \|_{L^2(\Omega)} \leq C h^{\frac{r}{2p-1}},
\]

(25)

where the constant \( C \) does not depend on \( h \) but may depend on \( g, u, y \) and their derivatives.
Proof. Noting that \((u, y)\) and \((u^h, y^h)\) are solutions to problems \((10)\) and \((11)\), respectively, and subtracting the second equation of \((11)\) from the second equation of \((10)\), with \(v = v^h \in S^h \subset H^1_0\), we get

\[
\int_\Omega (y - y^h)v^h \, dx = -\int_\Omega v^h \int_0^t g(t-s)(y(x,s) - y^h(x,s)) \, ds \, dx + \int_\Omega g(0)(u - u^h)v^h \, dx \\
- \int_\Omega g(t)(u_0 - u_0^h)v^h \, dx + \int_\Omega v^h \int_0^t g'(t-s)(u(x,s) - u^h(x,s)) \, ds \, dx.
\]

By writing \((y - y^h) = (y - \Pi_h y) + (\Pi_h y - y^h) = \varphi + \psi\) and \((u - u^h) = (u - \Pi_h u) + (\Pi_h u - u^h) = \rho + \theta\), with \(\Pi_h u\) the interpolation of \(u\) in \(S^h\), we have

\[
\int_\Omega \varphi \psi^h \, dx = -\int_\Omega v^h \int_0^t g(t-s)\varphi(x,s) \, ds \, dx + \int_\Omega g(0)\int_\Omega \theta v^h \, dx \\
+ \int_\Omega g(0)\int_\Omega \rho v^h \, dx - g(t)\int_\Omega (u_0 - u_0^h)v^h \, dx - \int_\Omega v^h \int_0^t g(t-s)\psi(x,s) \, ds \, dx \\
+ \int_\Omega \int_0^t g'(t-s)\rho(x,s) \, ds \, dx + \int_\Omega v^h \int_0^t g'(t-s)\theta(x,s) \, ds \, dx. \tag{26}
\]

Making \(v^h = \psi \in S^h\) and applying Young’s inequality to \((26)\), we have

\[
\int_\Omega \psi^2 \, dx \\
\leq C(\epsilon) \int_\Omega \varphi^2 \, dx + \epsilon \int_\Omega \psi^2 \, dx + C(\epsilon) \int_\Omega \theta^2 \, dx + \epsilon \int_\Omega \psi^2 \, dx + C(\epsilon) \int_\Omega \rho^2 \, dx \\
+ \epsilon \int_\Omega \psi^2 \, dx + C(\epsilon) \int_\Omega (u_0 - u_0^h)^2 \, dx + \epsilon \int_\Omega \psi^2 \, dx + \epsilon \int_\Omega \psi^2 \, dx \\
+ C(\epsilon) \int_0^t \varphi^2 ds + \epsilon \int_\Omega \psi^2 \, dx + C(\epsilon) \int_\Omega \int_0^t \rho^2 \, ds \, dx + \epsilon \int_\Omega \psi^2 \, dx \\
+ C(\epsilon) \int_0^t \theta^2 ds + \epsilon \int_\Omega \psi^2 \, dx + C(\epsilon) \int_\Omega \int_0^t \psi^2(x,s) \, ds \, dx.
\]

Choosing \(\epsilon\) appropriately and using Lemma 2, we obtain the inequality

\[
\int_\Omega \psi^2 \, dx \leq Ch^{2(r+1)} + C \int_\Omega \vartheta^2 \, dx + C \int_0^t \int_\Omega \vartheta^2(x,s) \, ds \, dx \\
+ C \int_0^t \int_\Omega \psi^2(x,s) \, ds \, dx. \tag{27}
\]

Applying Gronwall’s lemma to \((27)\), we have

\[
\int_\Omega \psi^2 \, dx \leq Ch^{2(r+1)} + C \int_\Omega \vartheta^2 \, dx + C(1+t) \int_0^t \int_\Omega \vartheta^2(x,s) \, ds \, dx. \tag{28}
\]
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Now, subtracting the first equation in (11) from the first equation in (10), with 
\( w = w^h \in S^h \), we get
\[
\int_{\Omega} \theta w^h \, dx + \int_{\Omega} \left( |\Pi_h \nabla u|^{p-2} \Pi_h \nabla u - |\nabla u^h|^{p-2} \nabla u^h \right) \nabla w^h \, dx = \int_{\Omega} \varphi w^h \, dx \\
+ \int_{\Omega} \psi w^h \, dx - \int_{\Omega} \rho t w^h \, dx + \int_{\Omega} \left( |\Pi_h \nabla u|^{p-2} \Pi_h \nabla u - |\nabla u^h|^{p-2} \nabla u^h \right) \nabla w^h \, dx.
\]

Making \( w^h = \theta \in S^h \), applying Young’s inequality and Lemma 1, we obtain
\[
\frac{1}{2} d \int_{\Omega} \theta^2 \, dx + \frac{1}{2} \int_{\Omega} |\nabla \theta|^p \, dx \leq \frac{1}{2} \int_{\Omega} \varphi^2 + \frac{1}{2} \int_{\Omega} \psi^2 + \frac{1}{2} \int_{\Omega} \theta^2 + \frac{1}{2} \int_{\Omega} \rho^2 + \frac{1}{2} \int_{\Omega} \rho^2 \nabla \theta \, dx.
\]
Choosing \( \varepsilon \) appropriately and using estimate (27) and Lemma 2, we have
\[
\int_{\Omega} \theta^2 \, dx \leq C h^{2(r+1)} + C \int_{\Omega} \theta^2 + \int_{0}^{t} \int_{\Omega} \theta^2 (x,s) \, dx \, ds. \quad (29)
\]
Integrating (29) with respect to \( t \), we get
\[
\int_{\Omega} \theta^2 \, dx \leq C h^{2(r+1)} + C \int_{0}^{t} \int_{\Omega} \theta^2 (x,s) \, dx \, ds. \quad (30)
\]
Applying Gronwall’s lemma to (30), we obtain the inequality
\[
\int_{\Omega} \theta^2 \, dx \leq C h^{2(r+1)} + C h^{\frac{2r}{r+1}}. \quad (31)
\]
Equation (31) with the estimate for \( \rho \) given in Lemma 2 proves (24). Substituting equation (31) in equation (28) and adding the estimate for \( \varphi \), we obtain (25), as required.

4. Discretization in time

The memory term will be discretized using a numerical quadrature and, in order to maintain a good convergence order, we use the Crank-Nicolson method along with the trapezoidal quadrature.

4.1. Crank-Nicolson method

Consider the partition \( 0 = t_0 < t_1 < \cdots < t_N = T \), with step \( \delta = \frac{T}{N} \), of \([0,T]\). Evaluating (11), at \( t = t_{k+\frac{1}{2}} = \frac{t_{k+1} + t_k}{2} \), we obtain
\[
\int_{\Omega} u^h \left( x, t_{k+\frac{1}{2}} \right) w^h \, dx + \int_{\Omega} |\nabla u^h \left( x, t_{k+\frac{1}{2}} \right)|^{p-2} \nabla u^h \left( x, t_{k+\frac{1}{2}} \right) \nabla w^h \, dx = \int_{\Omega} y^h \left( x, t_{k+\frac{1}{2}} \right) w^h \, dx + \int_{\Omega} f \left( x, t_{k+\frac{1}{2}} \right) w^h \, dx
\]
and
\[
\begin{align*}
\int_{\Omega} y^h(x, t_{k+1}) v^h(x) dx &= -\int_{0}^{t_{k+1}} g(t_{k+\frac{1}{2}} - s) \int_{\Omega} y^h(x, s) v^h(x) dxds \\
+ g(0) \int_{\Omega} u^h(x, t_{k+1}) v^h(x) dx - g(t_{k+1}) \int_{\Omega} u_0(x) v^h(x) dx \\
+ \int_{0}^{t_{k+1}} g'(t_{k+\frac{1}{2}} - s) \int_{\Omega} u^h(x, s) v^h(x) dxds \\
&- \int_{0}^{t_{k+1}} g(t_{k+\frac{1}{2}} - s) \int_{\Omega} f(x, s) v^h(x) dxds.
\end{align*}
\]

Let us consider the approximations
\[
\begin{align*}
u^h_k(x, t_{k+\frac{1}{2}}) &\approx \frac{u^h(x, t_{k+1}) - u^h(x, t_k)}{\delta} = \tilde{u}(k+\frac{1}{2}) \\
u^h_k(x, t_{k+\frac{1}{2}}) &\approx \frac{u^h(x, t_{k+1}) + u^h(x, t_k)}{2} = \bar{u}(k+\frac{1}{2})
\end{align*}
\]
and
\[
\begin{align*}
y^h_k(x, t_{k+\frac{1}{2}}) &\approx \frac{y^h(x, t_{k+1}) + y^h(x, t_k)}{2} = \bar{y}(k+\frac{1}{2}).
\end{align*}
\]

We will now approximate the integrals in time using the trapezoidal quadrature so that the order of precision is maintained.
\[
\begin{align*}
\int_{0}^{t_{k+1}} g'(t_{k+\frac{1}{2}} - s) \int_{\Omega} u^h(x, s) v^h(x) dxds \\
\approx \frac{\delta}{2} g'(t_{k+\frac{1}{2}}) \int_{\Omega} u^h_0(x) v^h(x) dx + \delta \sum_{j=1}^{k-1} g'(t_{k+\frac{1}{2}} - t_j) \int_{\Omega} u^h(x, t_j) v^h(x) dx \\
+ \frac{3\delta}{4} g'(t_{k+\frac{1}{2}} - t_k) \int_{\Omega} u^h(x, t_k) v^h(x) dx + \frac{\delta}{8} g'(0) \int_{\Omega} u^h(x, t_k) v^h(x) dx \\
+ \frac{\delta}{8} g'(0) \int_{\Omega} u^h(x, t_{k+1}) v^h(x) dx = Q_g'(u^h)
\end{align*}
\]
and
\[
\begin{align*}
\int_{0}^{t_{k+1}} g(t_{k+\frac{1}{2}} - s) \int_{\Omega} y^h(x, s) v^h(x) dxds \\
\approx \frac{\delta}{2} g(t_{k+\frac{1}{2}}) \int_{\Omega} y^h_0(x) v^h(x) dx + \delta \sum_{j=1}^{k-1} g(t_{k+\frac{1}{2}} - t_j) \int_{\Omega} y^h(x, t_j) v^h(x) dx \\
+ \frac{3\delta}{4} g(t_{k+\frac{1}{2}} - t_k) \int_{\Omega} y^h(x, t_k) v^h(x) dx + \frac{\delta}{8} g(0) \int_{\Omega} y^h(x, t_k) v^h(x) dx \\
+ \frac{\delta}{8} g(0) \int_{\Omega} y^h(x, t_{k+1}) v^h(x) dx = Q_g(y^h).
\end{align*}
\]
4.2. Totally discrete formulation

To simplify the notation, whenever there is no danger of confusion, we will consider a function with the superscript \((j)\) to represent this function evaluated at instant \(t = t_j\).

The totally discrete problem is to find \((U^{(k+1)}, Y^{(k+1)})\), the solution to

\[
\int_{\Omega} \partial U^{(k+\frac{1}{2})} w^h dx + \int_{\Omega} \left| \nabla U^{(k+\frac{1}{2})} \right|^{p-2} \nabla U^{(k+\frac{1}{2})} \nabla w^h dx = \int_{\Omega} Y^{(k+\frac{1}{2})} w^h dx \\
+ \int_{\Omega} f^{(k+\frac{1}{2})} w^h dx \tag{32}
\]

and

\[
\int_{\Omega} Y^{(k+\frac{1}{2})} u^h dx = g(0) \int_{\Omega} U^{(k+\frac{1}{2})} u^h dx - g(t_{k+\frac{1}{2}}) \int_{\Omega} u^h_0(x) v^h dx \\
- Q_g(Y) + Q_{g'}(U) - I(f), \tag{33}
\]

where

\[
I(f) = \int_0^{t_{k+\frac{1}{2}}} g(t_{k+\frac{1}{2}} - s) \int_{\Omega} f(x, s) v^h(x) dx ds.
\]

Equation (33) is a linear system for \(Y^{(k+1)}\). Obtaining a solution \(Y^{(k+1)}\) depending on \(U^{(k+1)}\) from (33) and substituting in (32), one obtains a non linear equation for \(U^{(k+1)}\). Then, using the fixed point theorem, it follows easily that (32) has a solution.

**Theorem 6 (Uniqueness).** If \(g, g' \in L^\infty(0, T)\), the solution to the discrete problem is unique.

**Proof.** The proof is similar to that of Theorem 5 but it is more technical. Suppose that \((U_1^{(k+1)}, Y_1^{(k+1)})\) and \((U_2^{(k+1)}, Y_2^{(k+1)})\) are two solutions to problem (32)-(33). Subtracting the equation for \(Y_2^{(k+1)}\) from the equation for \(Y_1^{(k+1)}\),
we obtain

\[
\left( \frac{1}{2} - \frac{\delta}{8} g(0) \right) \int_{\Omega} (Y_1^{(k+1)} - Y_2^{(k+1)}) v^h \, dx
= \left( \frac{3\delta}{4} g(t_{k+\frac{1}{2}} - t_k) + \frac{\delta}{8} g(0) - \frac{1}{2} \right) \int_{\Omega} (Y_1^{(k)} - Y_2^{(k)}) v^h \, dx
+ \delta \sum_{j=1}^{k-1} g(t_{k+\frac{j}{2}} - t_j) \int_{\Omega} (Y_1^{(j)} - Y_2^{(j)}) v^h \, dx + \frac{\delta}{2} g(t_{k+\frac{j}{2}}) \int_{\Omega} (Y_1^{(0)} - Y_2^{(0)}) v^h \, dx
\]

\[
+ \left( -\frac{1}{2} g(0) - \frac{\delta}{8} g'(0) \right) \int_{\Omega} (U_1^{(k+1)} - U_2^{(k+1)}) v^h \, dx
+ \left( \frac{1}{2} g(0) - \frac{3\delta}{8} g'(t_{k+\frac{j}{2}} - t_k) - \frac{\delta}{8} g'(0) \right) \int_{\Omega} (U_1^{(k)} - U_2^{(k)}) v^h \, dx
\]

\[
+ \delta \sum_{j=1}^{k-1} g'(t_{k+\frac{j}{2}} - t_j) \int_{\Omega} (U_1^{(j)} - U_2^{(j)}) v^h \, dx
+ \left( -g(t_{k+\frac{j}{2}}) + \frac{\delta}{8} g'(t_{k+\frac{j}{2}}) \right) \int_{\Omega} (U_1^{(0)} - U_2^{(0)}) v^h \, dx.
\] (34)

Let \( v^h = Y_1^{(k+1)} - Y_2^{(k+1)} \). As \( g \) and \( g' \) are bounded, we may apply Young's inequality in (34), so

\[
\int_{\Omega} (Y_1^{(k+1)} - Y_2^{(k+1)})^2 \, dx \leq C \int_{\Omega} (Y_1^{(k)} - Y_2^{(k)})^2 \, dx
+ C \delta \sum_{j=1}^{k-1} \int_{\Omega} (Y_1^{(j)} - Y_2^{(j)})^2 \, dx
+ C \int_{\Omega} (U_1^{(k)} - U_2^{(k)})^2 \, dx + C \delta \sum_{j=1}^{k-1} \int_{\Omega} (U_1^{(j)} - U_2^{(j)})^2 \, dx.
\] (35)

Now, applying Gronwall's lemma to (35), we have

\[
\int_{\Omega} (Y_1^{(k+1)} - Y_2^{(k+1)})^2 \, dx \leq C \int_{\Omega} (U_1^{(k+1)} - U_2^{(k+1)})^2 \, dx + C \int_{\Omega} (U_1^{(k)} - U_2^{(k)})^2 \, dx
+ C \delta \sum_{j=1}^{k-1} \int_{\Omega} (U_1^{(j)} - U_2^{(j)})^2 \, dx.
\] (36)

Considering \( w^h = \tilde{U}^{(k+\frac{1}{2})} \) in equation (32) and repeating the procedure for
Applying Young’s inequality to (37) and (36), we have

\[ \int_{\Omega} (U_1^{(k+1)} - U_2^{(k+1)})^2 \, dx \leq C \int_{\Omega} (U_1^{(k)} - U_2^{(k)})^2 \, dx + C \int_{\Omega} (U_1^{(k-1)} - U_2^{(k-1)})^2 \, dx + C \delta \sum_{j=1}^{k-1} \int_{\Omega} (U_1^{(j)} - U_2^{(j)})^2 \, dx. \]

As \( \zeta^{(k+1)} = \int_{\Omega} (U_1^{(k+1)} - U_2^{(k+1)})^2 \, dx \geq 0 \) and \( \zeta^{(0)} = 0 \), we may apply the discrete version of Gronwall’s lemma. Therefore \( \zeta^{(k)} = 0 \) for every \( k \geq 0 \) and so

\[ \int_{\Omega} (U_1^{(k+1)} - U_2^{(k+1)})^2 \, dx = 0, \quad U_1^{(k+1)} = U_2^{(k+1)} \text{ in } L^2(\Omega). \] 

Going back to \( Y \) and substituting (38) in (36), we have

\[ \int_{\Omega} (Y_1^{(k+1)} - Y_2^{(k+1)})^2 \, dx = 0, \]

which proves the required result.

\[ \mathbf{Theorem 7} \text{ (Stability). Let } (U^{(k+1)}, Y^{(k+1)}) \in S^h \times S^h \text{ be solutions to problem (32), (33)}. \text{ If } g, g' \in L^\infty(0,T), \ u_0 \in L^2(\Omega) \text{ and } f \in L^2(Q), \text{ then, for every } k \geq 0, \]

\[ \|U^{(k+1)}\|^2_{L^2(\Omega)} \leq C \|u_0\|^2_{L^2(\Omega)} + C \|f\|^2_{L^2(0,T;L^2(\Omega))} + C \delta \sum_{j=0}^{k} \|f^{(j+\frac{1}{2})}\|^2_{L^2(\Omega)}, \]

and

\[ \|Y^{(k+1)}\|^2_{L^2(\Omega)} \leq C \|u_0\|^2_{L^2(\Omega)} + C \|f\|^2_{L^2(0,T;L^2(\Omega))} + C \delta \sum_{j=0}^{k} \|f^{(j+\frac{1}{2})}\|^2_{L^2(\Omega)}, \]

where

\[ C = C(T, \|g\|_{L^\infty(0,T)}), \|g'\|_{L^\infty(0,T)}). \]
Proof. We write equation (33) in the form

\[
\left( \frac{1}{2} - \frac{\delta}{8}g(0) \right) \int_{\Omega} Y^{(k+1)}v^h dx
= \left( \frac{3\delta}{4}g(t_{k+\frac{1}{2}} - t_k) + \frac{\delta}{8}g(0) - \frac{1}{2} \right) \int_{\Omega} Y^{(k)}v^h dx
+ \delta \sum_{j=1}^{k-1} g(t_{k+\frac{1}{2}} - t_j) \int_{\Omega} Y^{(j)}v^h dx + \left( -\frac{\delta}{8}g(0) - \frac{\delta}{8}g'(0) \right) \int_{\Omega} U^{(k)}v^h dx
+ \left( \frac{1}{2}g(0) - \frac{3\delta}{8}g'(t_{k+\frac{1}{2}} - t_k) - \frac{\delta}{8}g'(0) \right) \int_{\Omega} U^{(k)}v^h dx
+ \delta \sum_{j=1}^{k-1} g'(t_{k+\frac{1}{2}} - t_j) \int_{\Omega} U^{(j)}v^h dx + \left( -\delta g(t_{k+\frac{1}{2}}) + \frac{\delta}{8}g'(t_{k+\frac{1}{2}}) \right) \int_{\Omega} u_0^h v^h dx
- \int_0^{t_{k+\frac{1}{2}}} g(t_{k+\frac{1}{2}} - s) \int_{\Omega} f(x,s) v^h dx.
\]  
and consider \( v^h = Y^{(k+1)} \). Then, since \( g \) and \( g' \) are bounded, we may apply Young’s inequality to (39) and thus obtain

\[
\|Y^{(k+1)}\|^2_{L^2(\Omega)} \leq C\|Y^{(k)}\|^2_{L^2(\Omega)} + C\delta \sum_{j=1}^{k-1} \|Y^{(j)}\|^2_{L^2(\Omega)} + C\|U^{(k+1)}\|^2_{L^2(\Omega)}
+ C\|U^{(k)}\|^2_{L^2(\Omega)} + C\delta \sum_{j=1}^{k-1} \|U^{(j)}\|^2_{L^2(\Omega)} + C\|u_0^h\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2(\Omega)}. \tag{40}
\]

Applying discrete version of Gronwall’s lemma to (40), we have

\[
\|Y^{(k+1)}\|^2_{L^2(\Omega)} \leq C\|U^{(k+1)}\|^2_{L^2(\Omega)} + C\|U^{(k)}\|^2_{L^2(\Omega)} + C\delta \sum_{j=1}^{k-1} \|U^{(j)}\|^2_{L^2(\Omega)}
+ C\|f\|^2_{L^2(0,T;L^2(\Omega))} + C\|u_0^h\|^2_{L^2(\Omega)}. \tag{41}
\]

Returning now to equation (32) and considering \( w^h = \bar{U}^{(k+\frac{1}{2})} \), we have

\[
\int_{\Omega} (U^{(k+1)})^2 dx - \int_{\Omega} (U^{(k)})^2 dx + 2C\delta \int_{\Omega} \sqrt{\frac{\nabla U^{(k+1)} + \nabla U^{(k)}}{2}} \left| \frac{\nabla U^{(k+1)} + \nabla U^{(k)}}{2} \right| dx
= 2\delta \int_{\Omega} (U^{(k+\frac{1}{2})} - \bar{U}^{(k+\frac{1}{2})}) dx + 2\delta \int_{\Omega} \bar{U}^{(k+\frac{1}{2})} dx. \tag{42}
\]

Applying Young’s inequality to (42) and (41), we get

\[
\|U^{(k+1)}\|^2_{L^2(\Omega)} \leq C\|U^{(k)}\|^2_{L^2(\Omega)} + C\|U^{(k-1)}\|^2_{L^2(\Omega)} + C\delta \sum_{j=1}^{k-1} \|U^{(j)}\|^2_{L^2(\Omega)}
+ C\|u_0^h\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2(0,T;L^2(\Omega))} + C\delta \|f\|^2_{L^2(\Omega)}. \tag{43}
\]
Applying the discrete version of Gronwall’s lemma to (43), we have

$$\|U^{(k+1)}\|^2_{L^2(\Omega)} \leq C\|u^h_0\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2([0,T];L^2(\Omega))} + C\delta \sum_{j=0}^k \|f^{(j+\frac{1}{2})}\|^2_{L^2(\Omega)}.$$ 

Then, from equation (40), we obtain

$$\|Y^{(k+1)}\|^2_{L^2(\Omega)} \leq C\|u^h_0\|^2_{L^2(\Omega)} + C\|f\|^2_{L^2([0,T];L^2(\Omega))} + C\delta \sum_{j=0}^k \|f^{(j+\frac{1}{2})}\|^2_{L^2(\Omega)},$$

where

$$C = C(T, \|g\|_{L^\infty(0,T)}, \|g'\|_{L^\infty(0,T)}),$$

which proves the theorem. \qed

**Theorem 8 (Convergence).** Let $(u, y)$ and $(U, Y)$ be solutions to problems (10) and (42)–(43), respectively. If $g, g' \in L^\infty(0,T)$ and $u_0 \in H^{r+1}(\Omega)$, then, for $\delta$ sufficiently small,

$$\|u(x, t_k) - U^{(k)}(x)\|_{L^2(\Omega)} \leq C\left(h^{r+1} + \delta^2 + h^{|\alpha|} + \delta^{\frac{|\alpha|}{2}}\right)$$

and

$$\|y(x, t_k) - Y^{(k)}(x)\|_{L^2(\Omega)} \leq C\left(h^{r+1} + \delta^2 + h^{|\alpha|} + \delta^{\frac{|\alpha|}{2}}\right),$$

where the constant $C$ does not depend on $h$ or $\delta$ but may depend on $g, u, y$ and their derivatives.

**Proof.** Subtracting (43) from the second equation of (10) evaluated at $t = t_{k+\frac{1}{2}}$ with $v = v^h$, we have

$$\int_\Omega \left(y^{(k+\frac{1}{2})} - Y^{(k+\frac{1}{2})}\right)v^h dx$$

$$= g(0) \int_\Omega \left(u^{(k+\frac{1}{2})} - U^{(k+\frac{1}{2})}\right)v^h dx + g(t_{k+\frac{1}{2}}) \int_\Omega (u^h_0 - u_0) v^h dx$$

$$- \int_0^{t_{k+\frac{1}{2}}} g(t_{k+\frac{1}{2}} - s) \int_\Omega y(x, s)v^h(x) dx ds + Q_y(Y)$$

$$+ \int_0^{t_{k+\frac{1}{2}}} g'(t_{k+\frac{1}{2}} - s) \int_\Omega u(x, s)v^h(x) dx ds - Q_{y'}(U)$$

$$= g(0)I_1 + g\left(t_{k+\frac{1}{2}}\right)I_2 + I_3 - I_4.$$

Considering $y(x, t_j) - Y^{(j)} = \varphi(x, t_j) + \psi(x, t_j)$ as before, we have

$$\int_\Omega \left(y^{(k+\frac{1}{2})} - Y^{(k+\frac{1}{2})}\right)v^h dx$$

$$= \int_\Omega \left(y^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})}\right)v^h dx$$

$$+ \int_\Omega \bar{\varphi}^{(k+\frac{1}{2})}v^h dx + \int_\Omega \bar{\psi}^{(k+\frac{1}{2})}v^h dx.$$
Likewise, Letting $u(x, t_j) - U^{(j)} = \rho(x, t_j) + \theta(x, t_j) = \rho^{(j)} + \theta^{(j)}$, we have

\[
I_1 = \int_{\Omega} \left( u^{(k+\frac{1}{2})} - \tilde{U}^{(k+\frac{1}{2})} \right) v^h dx = \int_{\Omega} \left( u^{(k+\frac{1}{2})} - \tilde{u}^{(k+\frac{1}{2})} \right) v^h dx + \int_{\Omega} \tilde{\rho}^{(k+\frac{1}{2})} v^h dx + \int_{\Omega} \tilde{\theta}^{(k+\frac{1}{2})} v^h dx.
\]

We can write

\[
I_3 = \int_0^{t+\frac{1}{2}} g(t+\frac{s}{2} - s) \int_{\Omega} g(x, s)v^h(x)dx ds - Q_g(y) + Q_g(y) - Q_g(Y),
\]

where

\[
Q_g(y) - Q_g(Y) = \frac{\delta}{2} g(t+\frac{s}{2}) \int_{\Omega} \left( y_0 - Y^{(0)} \right) v^h dx + \delta \sum_{j=1}^{k-1} g(t+\frac{s}{2} - t_j) \int_{\Omega} \varphi^{(j)} v^h dx + \frac{3\delta}{4} g(t+\frac{s}{2} - t_k) + \frac{\delta}{8} g(0) \int_{\Omega} \varphi^{(k)} v^h dx + \frac{3\delta}{4} g(t+\frac{s}{2} - t_k) \int_{\Omega} \psi^{(k)} v^h dx + \frac{\delta}{8} g(0) \int_{\Omega} \varphi^{(k+1)} v^h dx + \frac{3\delta}{4} g(t+\frac{s}{2} - t_k) \int_{\Omega} \theta^{(k)} v^h dx.
\]

Likewise,

\[
I_4 = \int_0^{t+\frac{1}{2}} \frac{g'}{2} \left( t+\frac{s}{2} - s \right) \int_{\Omega} g(x, s)v^h(x)dx ds - Q_{g'}(u) + Q_{g'}(u) - Q_{g'}(U),
\]

where

\[
Q_{g'}(u) - Q_{g'}(U) = \frac{\delta}{2} g'(t+\frac{s}{2}) \int_{\Omega} \left( u_0(x) - U^{(0)} \right) v^h dx + \frac{3\delta}{4} g'(t+\frac{s}{2} - t_k) \int_{\Omega} \rho^{(k)} v^h dx + \frac{3\delta}{4} g'(t+\frac{s}{2} - t_k) \int_{\Omega} \theta^{(k)} v^h dx + \frac{\delta}{8} g'(0) \int_{\Omega} \rho^{(k+1)} v^h dx + \frac{\delta}{8} g'(0) \int_{\Omega} \theta^{(k+\frac{1}{2})} v^h dx,
\]

\[\text{17}\]
and hence we can write

\[
\int_{\Omega} \frac{\psi(\kappa + \frac{1}{2})}{g} v^h dx = - \int_{\Omega} \left( g(\kappa + \frac{1}{2}) - \overline{g}(\kappa + \frac{1}{2}) \right) v^h dx - \frac{1}{2} \int_{\Omega} \varphi(\kappa + 1) v^h dx
\]

\[- \frac{1}{2} \int_{\Omega} \varphi(\kappa) v^h dx + g(0) \int_{\Omega} \left( h(\kappa + \frac{1}{2}) - \overline{h}(\kappa + \frac{1}{2}) \right) v^h dx + \frac{g(0)}{2} \int_{\Omega} \varphi(\kappa + 1) v^h dx
\]

\[+ \frac{g(0)}{2} \int_{\Omega} \varphi(\kappa) v^h dx + \int_{\Omega} \theta(\kappa + \frac{1}{2}) v^h dx + g(t_{\kappa + \frac{1}{2}}) \int_{\Omega} \left( U(0) - U_0 \right) v^h dx
\]

\[- \int_{0}^{t_{\kappa + \frac{1}{2}}} g(t_{\kappa + \frac{1}{2}} - s) \int_{\Omega} y(x, s) v^h dx ds + Q_g(y)
\]

\[- \frac{\delta}{2} g(t_{\kappa + \frac{1}{2}}) \int_{\Omega} (y_0 - Y(0)) v^h dx - \delta \sum_{j=1}^{k-1} g(t_{\kappa + \frac{1}{2}} - t_j) \int_{\Omega} \varphi(j) v^h dx
\]

\[- \delta \sum_{j=1}^{k-1} g(t_{\kappa + \frac{1}{2}} - t_j) \int_{\Omega} \psi(j) v^h dx - \frac{3\delta}{4} g(t_{\kappa + \frac{1}{2}} - t_k) \int_{\Omega} \varphi(k) v^h dx
\]

\[- \frac{3\delta}{4} g(t_{\kappa + \frac{1}{2}} - t_k) \int_{\Omega} \varphi(\kappa) v^h dx - \frac{\delta}{8} g(0) \int_{\Omega} \varphi(\kappa) v^h dx + \frac{\delta}{8} g(0) \int_{\Omega} \varphi(\kappa + 1) v^h dx
\]

\[- \frac{\delta}{4} g(0) \int_{\Omega} \psi(\kappa + \frac{1}{2}) v^h dx - \int_{0}^{t_{\kappa + \frac{1}{2}}} g'(t_{\kappa + \frac{1}{2}} - s) \int_{\Omega} u(x, s) v^h(x) dx ds - Q_{\theta'}(u)
\]

\[+ \frac{\delta}{2} g'(t_{\kappa + \frac{1}{2}}) \int_{\Omega} (u_0 - U(0)) v^h(x) dx + \delta \sum_{j=1}^{k-1} g'(t_{\kappa + \frac{1}{2}} - t_j) \int_{\Omega} \rho(j) v^h dx
\]

\[+ \delta \sum_{j=1}^{k-1} g'(t_{\kappa + \frac{1}{2}} - t_j) \int_{\Omega} \theta(j) v^h dx + \frac{3\delta}{4} g'(t_{\kappa + \frac{1}{2}} - t_k) \int_{\Omega} \rho(k) v^h dx
\]

\[+ \frac{3\delta}{4} g'(t_{\kappa + \frac{1}{2}} - t_k) \int_{\Omega} \varphi(k) v^h dx + \frac{\delta}{8} g'(0) \int_{\Omega} \rho(\kappa) v^h dx
\]

\[+ \frac{\delta}{4} g'(0) \int_{\Omega} \varphi(\kappa + 1) v^h dx + \frac{\delta}{4} g'(0) \int_{\Omega} \varphi(k + \frac{1}{2}) v^h dx.
\]

Using the estimates from the error term of the trapezoidal rule with $v^h =$
\( \psi^{(k+\frac{1}{2})} \) and applying Young’s inequality, we have

\[
\left( 1 - 25\varepsilon + \frac{\delta g(0)}{4} \right) \| \psi^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \leq C(\varepsilon) \| \psi^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)(1 + \delta^2) \| \varphi^{(k+1)} \|_{L^2(\Omega)}^2 + C(\varepsilon)(1 + 2\delta^2) \| \varphi^{(k)} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)\| u^{(k+\frac{1}{2})} - \bar{u}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 + C(\varepsilon)(1 + \delta^2) \| \rho^{(k+1)} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)(1 + 2\delta^2) \| \rho^{(k)} \|_{L^2(\Omega)}^2 + C(\varepsilon)(1 + \delta^2) \| u_0(x) - U(0) \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)\delta^4 \left( \| y \|_{L^\infty(0,T;L^2(\Omega))} + \| y_t \|_{L^\infty(0,T;L^2(\Omega))} + \| y_{tt} \|_{L^\infty(0,T;L^2(\Omega))} \right) \\
+ C(\varepsilon)\delta^2 \| y_0 - Y(0) \|_{L^2(\Omega)}^2 + C(\varepsilon)\delta^2 \sum_{j=1}^{k-1} \| \theta^{(j)} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)\delta^2 \sum_{j=1}^{k-1} \| \psi^{(j)} \|_{L^2(\Omega)}^2 + C(\varepsilon)\delta^2 \sum_{j=1}^{k-1} \| \varphi^{(j)} \|_{L^2(\Omega)}^2 + C(\varepsilon)\delta^4 \| \psi^{(k)} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)\delta^4 \left( \| u \|_{L^\infty(0,T;L^2(\Omega))} + \| u_t \|_{L^\infty(0,T;L^2(\Omega))} + \| u_{tt} \|_{L^\infty(0,T;L^2(\Omega))} \right) \\
+ C(\varepsilon)\delta^2 \sum_{j=1}^{k-1} \| \rho^{(j)} \|_{L^2(\Omega)}^2 + C(\varepsilon)\delta^2 \| \theta^{(k)} \|_{L^2(\Omega)}^2 \\
+ C(\varepsilon)(1 + \delta^2) \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2. \quad (44)
\]

By Lemma 2, some interpolation error bounds and choosing appropriate \( \varepsilon \) and \( \delta \), we can write

\[
\| \psi^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \leq C(h^{2(r+1)} + \delta^4) + C\| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 + C\delta^2 \sum_{j=0}^{k} \| \theta^{(j)} \|_{L^2(\Omega)}^2 \\
+ C\delta^2 \sum_{j=0}^{k} \| \psi^{(j)} \|_{L^2(\Omega)}^2,
\]

Then

\[
\| \psi^{(k+1)} \|_{L^2(\Omega)}^2 \leq C\| \psi^{(k)} \|_{L^2(\Omega)}^2 + C(h^{2(r+1)} + \delta^4) + C\| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \\
+ C\delta^2 \sum_{j=0}^{k} \| \theta^{(j)} \|_{L^2(\Omega)}^2 + C\delta^2 \sum_{j=0}^{k} \| \psi^{(j)} \|_{L^2(\Omega)}^2.
\]

By the discrete version of Gronwall’s lemma,

\[
\| \psi^{(k+1)} \|_{L^2(\Omega)}^2 \leq C(1 + \delta)(h^{2(r+1)} + \delta^4) + C\| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 + C\| \theta^{(k)} \|_{L^2(\Omega)}^2 \\
+ C\| \theta^{(k-1)} \|_{L^2(\Omega)}^2 + C(1 + \delta)\delta^2 \sum_{j=0}^{k-1} \| \theta^{(j)} \|_{L^2(\Omega)}^2.
\]
Now we go back to the equation for $u$. Subtracting equation (32) from the first equation of (10), evaluated at $t = \frac{k}{2}$, and considering $w = w^h \in S^h$, we obtain

$$
\int_{\Omega} \left( u_i^{(k+\frac{1}{2})} - \partial U^{(k+\frac{1}{2})} \right) w^h dx \\
+ \int_{\Omega} \left( \nabla u^{(k+\frac{1}{2})} \right)^{p-2} \nabla u^{(k+\frac{1}{2})} - \left| \nabla U^{(k+\frac{1}{2})} \right|^{p-2} \nabla U^{(k+\frac{1}{2})} \right) \nabla w^h dx \\
= \int_{\Omega} \left( y^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})} \right) w^h dx.
$$

In this case,

$$
\int_{\Omega} \left( u_i^{(k+\frac{1}{2})} - \partial U^{(k+\frac{1}{2})} \right) w^h dx + \int_{\Omega} \left( \partial u^{(k+\frac{1}{2})} - \partial U^{(k+\frac{1}{2})} \right) w^h dx \\
+ \int_{\Omega} \left( \left| \nabla u^{(k+\frac{1}{2})} \right|^{p-2} \nabla u^{(k+\frac{1}{2})} - \left| \nabla U^{(k+\frac{1}{2})} \right|^{p-2} \nabla U^{(k+\frac{1}{2})} \right) \nabla w^h dx \\
= \int_{\Omega} \left( y^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})} \right) w^h dx + \int_{\Omega} \left( \bar{y}^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})} \right) w^h dx,
$$

and therefore

$$
\int_{\Omega} \partial \theta^{(k+\frac{1}{2})} w^h dx \\
+ \int_{\Omega} \left( \left| \nabla \Pi_h u^{(k+\frac{1}{2})} \right|^{p-2} \nabla \Pi_h u^{(k+\frac{1}{2})} - \left| \nabla U^{(k+\frac{1}{2})} \right|^{p-2} \nabla U^{(k+\frac{1}{2})} \right) \nabla w^h dx \\
= - \int_{\Omega} \left( u_i^{(k+\frac{1}{2})} - \bar{u}^{(k+\frac{1}{2})} \right) w^h dx - \int_{\Omega} \partial \rho^{(k+\frac{1}{2})} w^h dx \\
+ \int_{\Omega} \left( \left| \nabla u^{(k+\frac{1}{2})} \right|^{p-2} \nabla u^{(k+\frac{1}{2})} - \left| \nabla \Pi_h u^{(k+\frac{1}{2})} \right|^{p-2} \nabla \Pi_h u^{(k+\frac{1}{2})} \right) \nabla w^h dx \\
+ \int_{\Omega} \left( y^{(k+\frac{1}{2})} - \bar{y}^{(k+\frac{1}{2})} \right) w^h dx + \int_{\Omega} \bar{y}^{(k+\frac{1}{2})} w^h dx + \int_{\Omega} \bar{y}^{(k+\frac{1}{2})} w^h dx.
$$
Taking $w^h = \bar{\theta}^{(k+\frac{1}{2})}$ and applying Young’s inequality, we obtain

$$
\begin{align*}
\int_{\Omega} \bar{\theta}^{(k+\frac{1}{2})} \bar{\theta}^{(k+\frac{1}{2})} \, dx + C_2 \| \nabla \bar{\theta}^{(k+\frac{1}{2})} \|_{L^p(\Omega)}^p \\
\leq C_{c_1} \| u_t \|_{L^2(\Omega)}^2 + C_{c_1} \| \partial \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 + \epsilon_1 \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \\
+ C_{c_1} \| \partial \theta \|_{L^2(\Omega)}^2 \leq \bar{C} - \epsilon_1 \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 + C_{c_1} \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 \\
+ C_{c_1} \| \psi \|_{L^2(\Omega)}^2 + \epsilon_1 \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2 + C_{c_1} \| \psi \|_{L^2(\Omega)}^2 + \epsilon_1 \| \bar{\theta}^{(k+\frac{1}{2})} \|_{L^2(\Omega)}^2.
\end{align*}
$$

Using Lemma 1 and Lemma 2, some numerical differentiation and interpolation error bounds and choosing $\epsilon_2 < \frac{C}{2}$, we can write

$$
\begin{align*}
\frac{1}{2\delta} \left( \| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 + \| \bar{\theta}^{(k)} \|_{L^2(\Omega)}^2 \right) \\
\leq C \delta^4 + C \| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 + C \| \bar{\theta}^{(k)} \|_{L^2(\Omega)}^2 + C \| \psi^{(k+1)} \|_{L^2(\Omega)}^2 + C \| \psi^{(k)} \|_{L^2(\Omega)}^2 \\
+ C \| \psi \|_{L^2(\Omega)}^2 + C \| \psi \|_{L^2(\Omega)}^2 + C \| \psi \|_{L^2(\Omega)}^2 + C \| \psi \|_{L^2(\Omega)}^2 \\
\leq (1 - C \delta) \| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 + C \delta \left( h^{2(r+1)} + \delta \right) + C \delta \left( \delta h^{2(r+1)} + h \delta \right) \\
+ (C \delta - 1) \| \bar{\theta}^{(k)} \|_{L^2(\Omega)}^2 + C \delta \| \bar{\theta}^{(k-1)} \|_{L^2(\Omega)}^2 + C \delta^3 \sum_{j=0}^{k-1} \| \bar{\theta}^{(j)} \|_{L^2(\Omega)}^2.
\end{align*}
$$

For $\delta$ sufficiently small, we have

$$
\| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 \leq C \delta \left( h^{2(r+1)} + \delta^4 \right) + C \delta \left( \delta h^{2(r+1)} + h \delta \right) - C \| \bar{\theta}^{(k)} \|_{L^2(\Omega)}^2 \\
+ C \delta \| \bar{\theta}^{(k-1)} \|_{L^2(\Omega)}^2 + C \delta^3 \sum_{j=0}^{k-1} \| \bar{\theta}^{(j)} \|_{L^2(\Omega)}^2.
$$

From the discrete version of Gronwall’s lemma,

$$
\| \bar{\theta}^{(k+1)} \|_{L^2(\Omega)}^2 \leq C \delta \left( h^{2(r+1)} + \delta^4 + h \delta \right).
$$
Returning to the equation of $\|\psi^{(k+1)}\|_{L^2(\Omega)}^2$,

$$
\|\psi^{(k+1)}\|_{L^2(\Omega)}^2 \leq C \left( h^{2(r+1)} + \delta^4 \right) + C \delta \left( h^{2(r+1)} + \delta^4 + h^{\frac{rp}{r-1}} + \delta^{\frac{2p}{r}} \right) 
+ C(1 + \delta)\delta^2 \left( h^{2(r+1)} + \delta^4 + h^{\frac{rp}{r-1}} + \delta^{\frac{2p}{r}} \right).
$$

Finally, adding the estimates of $\rho^{(k+1)}$ and $\varphi^{(k+1)}$ given by Lemma 2 the required result is obtained.

We notice that in (44) if $g(0) \geq 0$ then $\delta$ can be any positive value, otherwise should be $\delta < -\frac{1}{g(0)}$ sufficiently small, for example $\delta = -\frac{1}{g(0)}$ for $\epsilon = \frac{1}{100}$.

5. Final comments

In this paper, we applied the finite element method with a polynomial basis of degree $r$ complemented with the Crank-Nicolson method and the trapezoid quadrature to a class of evolution differential equations with $p$-Laplacian and memory. The memory term was separated from the $p$-Laplacian using a mixed formulation. We demonstrated the existence, uniqueness and regularity of the discrete solutions under mild conditions on the data. We also obtained the convergence order depending on $p$ in the classical norms. It was found that the convergence order decreases as $p \to \infty$, but it is always bigger than $r^2$ for $h$ and bigger than 1 for $\delta$.

As future work, we intend to find an efficient method to solve the nonlinear system of algebraic equations and to implement the method in a computational system, such as in a Matlab environment, to illustrate the theoretical results. An interesting challenge is to do a similar study for equation (1) with $p$ depending on $x$. The fact that the $p(x)$-Laplacian is not homogeneous makes the problem more complicated than the problem with constant $p$.
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