On Predictability of Time Series
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The method to estimate the predictability of human mobility was proposed in [C. Song et al., Science 327, 1018 (2010)], which is extensively followed in exploring the predictability of disparate time series. However, the ambiguous description in the original paper leads to some misunderstandings, including the inconsistent logarithm bases in the entropy estimator and the entropy-predictability-conversion equation, as well as the details in the calculation of the Lempel-Ziv estimator, which further results in remarkably overestimated predictability. This paper demonstrates the degree of overestimation by four different types of theoretically generated time series and an empirical data set, and shows the intrinsic deviation of the Lempel-Ziv estimator for highly random time series. This work provides a clear picture on this issue and thus helps researchers in correctly estimating the predictability of time series.
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I. INTRODUCTION

In recent years, the rapidly increasing usages of Global Positioning System (GPS), ranging from mobile phones, fitness bracelets and vehicle positioning systems, provide us with unprecedentedly rich information to capture and analyze human mobility patterns. As a result, the prediction of human mobility has received growing attention for its importance in traffic management [1–4], disaster response [5–7], epidemic prevention [8–10], and so on [11].

Though the prediction is getting more and more accurate due to advanced algorithms and the availability of vast data, it is not clear how well these algorithms perform versus the best possible prediction. Accordingly, the predictability of human mobility was proposed, which aims at measuring the theoretically maximum prediction accuracy \( \Pi_{\text{max}} \) for the given data. Song et al. proposed an entropic framework [12] to calculate the predictability \( \Pi_{\text{max}} \) by solving a limited case of the Fano inequality [13, 14]. Empirical analysis on this basis [12] suggested that the predictability of human mobility could reach 93% on average.

Many scientists tried to design advanced predicting algorithms that can approach the predictability [15], such as the Markovian model [16], the neural network algorithm [17], the sequence-based model [4], and so on. The information from social networks [18, 19], semantic labels [20], demographic characteristics [21], and activity patterns [22] are also utilized to improve the predicting algorithms.

Another interesting topic is to dig out significant factors that affect the predictability, such as the temporal and spatial resolution of data [23–27], the preference of exploration [24, 28] and the data quality [29]. In particular, the predictability of next-timestep prediction is shown to have a very high upper bound (> 90%), which is mostly due to the stationarity in the human mobility [30, 31]. This makes the next-place prediction a more challenging and attractive topic.

Some other researchers have tried different methods or modified entropic measures to quantify the predictability of human mobility, such as mutual information [32, 33], instantaneous entropy [34, 35], a contextual model which allows predictability to be assessed as the accuracy of the model in making predictions [36], and so on. Smith et al. [37] integrated real-world topological constraints into the calculation of the upper bound and presented a refined predictability of human mobility. To remove the stationarity in human mobility, Ikanovic and Mollgaard [31] aimed at the next-place prediction and proposed an alternative approach independent of the temporal scale. Yao et al. [38] proposed forecast entropy to measure the difficulty of predicting an observed time series based on the distributions of the time series in different spaces, and showed that the forecast entropy of a random system is clearly different from that of a deterministically chaotic system.

The analytical framework of predictability is also extended to other types of time series, such as human communication sequences [39–41], vehicular mobility [1–4, 41], the IP address sequence of cyberattacks [42], stock price change [43], consumer visitation pattern [40, 44], online user behaviors [19, 53, 45], electronic health records [46], and so on.

However, the ambiguous description in Ref. [12] leads to some misunderstandings, including the inconsistent logarithm bases in the entropy estimator and the entropy-predictability-conversion (EPC) equation, as well as the details in the calculation of the Lempel-Ziv (LZ) estimator. These misunderstandings will result in remarkably higher predictability than the true value. In this paper, we generate four types of artificial time series with controllable predictability, namely exploration sequence, random sequence, deterministic sequence and Markovian sequence, based on which we can quantify the deviation of theoretical estimation from the true value.
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compare different possible understandings of the theoretical estimators in the literature, and clearly show the advantage of the right implementation, which is also consistent with previous theoretical entropy analyses on time series [47–49].

Many researchers have followed Ref. [12] to calculate the predictability of time series. Ciobanu et al. [51] studied mobile interactions collected at the Politechnica University of Bucharest and explored its predictability in the opportunistic networks. Li et al. [3] proposed an areas transition model to describe the vehicular mobility among the areas divided by the city intersections and examined the predictabilities of large-scale urban vehicular networks. Zhao et al. [4] obtained the theoretical predictability by entropy measure and used it to identify the effectiveness of different predicting algorithms. Xu et al. [41] defined travel time predictability as the probability to correctly predict the travel time by employing multiscale entropy. The predictability \( \Pi_{\text{max}} \) obtained in the above-mentioned works may be higher than it supposed to be due to the unmatched choice of logarithm bases [11]. The present paper could refine our knowledge in the above-mentioned issues. This paper also raises a challenge about how to accurately estimate predictability for less-predictable time series since the LZ estimator fails in such case. The four types of artificially generated time series can also be treated as the touchstone for the validity of newly proposed methods in the future.

II. THEORETICAL ANALYSIS

Considering a historical sequence \( T = \{X_1, X_2, \ldots, X_n\} \) (other time series with finite and discrete values of elements can be treated in the same way), Song et al. [12] adopted the actual entropy,

\[
S = - \sum_{T' \subset T} P(T') \log_2 P(T'),
\]

(1)
to measure the information capacity of such sequence, where \( P(T') \) represents the probability of finding a subsequence \( T' \) in the trajectory \( T \). Based on the Fano inequality [13, 14], they obtained the upper bound of the predictability \( \Pi_{\text{max}} \) by solving the following EPC equation

\[
H = - [\Pi_{\text{max}} \log_2 \Pi_{\text{max}} + (1 - \Pi_{\text{max}}) \log_2 (1 - \Pi_{\text{max}})] + (1 - \Pi_{\text{max}}) \log_2 (m - 1),
\]

(2)
where \( m \) denotes the number of distinct locations appeared in \( T \), and \( H \) is the entropy rate of \( T \), mathematically defined as

\[
H = \lim_{n \to \infty} S(X_1, X_2, \ldots, X_n).
\]

(3)
The direct computation of actual entropy is highly time-consuming and thus usually infeasible for real time series, therefore an estimator for actual entropy based on the LZ data compression method [47, 48] is applied. For a time series with length \( n \), the entropy is estimated by

\[
S^{\text{est}} = \left( \frac{1}{n} \sum_i A_i \right)^{-1} \ln n,
\]

(4)
where \( A_i \) denotes the minimum length \( k \) such that the sub-sequence starting from position \( i \) with length \( k \) does not appear as a continuous sub-sequence of \( \{X_1, X_2, \ldots, X_{i+k-1}\} \).

The above description, extracted from Ref. [12], is ambiguous in two aspects. Firstly, the logarithm base in Eq. (4) is not clarified and thus was usually taken as the Euler's constant, namely \( e \approx 2.7183 \) [11]. Secondly, when every sub-sequence starting from \( X_i \) appears as a sub-sequence of \( \{X_1, X_2, \ldots, X_{i-1}\} \), how to determine \( A_i \) is a puzzle.

To quantify the accuracies of estimated predictability of different implementations, we consider four theoretical generators of time series with controllable predictability. Supposing there are \( m \) distinct locations in the constructed time series \( T \) with length \( n \), the four types of sequences are as follows. (i) Exploration sequence. We set \( m = n \) and generate a random permutation with the \( m \) elements, so that every step in \( T \) can be considered as an exploration based on the previous historical trajectory. Since we do NOT know the information that the next location is a new location, the theoretical predictability should be 1/\( m \). (ii) Random sequence. Every elements in \( T \) are independently and randomly generated and thus the theoretical value should be 1/\( m \) when \( n \) approaches infinity. (iii) Deterministic sequence. Without loss of generality, the constructed deterministic time series is \( T = \{X_1, X_2, \ldots, X_m, X_1, X_2, \ldots\} \), whose predictability should converge to 1 when \( n \) approaches infinity. (iv) Markovian sequence. At each step, with probability \( p \), the next location is determined by the same path as the deterministic sequence, say \( X_1 \rightarrow X_2 \rightarrow \cdots \rightarrow X_m \rightarrow X_1 \rightarrow \cdots \), and with probability \( 1 - p \), the next location is randomly selected from the \( m \) candidates. Accordingly, the theoretical predictability should be \( p + (1 - p)/m \) when \( n \) approaches infinity.

We first consider the deviation caused by the unmatched logarithm bases in Eq. (1) and Eq. (4), as described in Ref. [12]. According to the previous literature [47–49], the two bases should be the same. In particular, Grassberger [48] sug-
suggested to take the logarithm to base 2 in order to obtain $S_{\text{est}}$ in bits. Therefore, we replace Eq. (4) by

$$S_{\text{est}} = \left( \frac{1}{n} \sum_{i} \Lambda_{i} \right)^{-1} \log_{2} n \quad (5)$$

to obtain the matched case (to replace $\log_{2}$ in Eq. (4) by $\ln$ will generate the same result). We first compare the two different cases based on the exploration sequences. As shown in Fig. 1, for the unmatched case, the predictability $\Pi_{\text{max}}$ is larger than 0.35 even when $m$ is $2^{14}$, while the theoretical value $1/m$ should be already very close to zero. At the same time, $\Pi_{\text{max}}$ obtained in the matched case (Eq. (5)) is in accordance with the theoretical value.

We further compare the matched and unmatched cases for random and deterministic sequences. Figure 2 shows typical results with varying $n$, where one can observe that both matched and unmatched estimators are deviated from the theoretical value, while the matched case performs relatively better. In the other extreme relative to the random sequences, for deterministic sequences, when $n$ becomes much larger than $m$, both estimators converges to the theoretical value 1 quickly, as shown in Figure 3. Figure 4 reports the results for Markovian sequences, whose predictability can be precisely controlled by adjusting the parameter $p$, with $p = 0$ and $p = 1$ corresponding to the two extremes, namely random sequences and deterministic sequences, respectively. Comparing the two curves with the same setting of $\Lambda_{i}$ as Fig. 1 to Fig. 3 (marked as $\Lambda = k + 1$ in Fig. 4), one can observe three phenomena: (i) the estimated predictability of unmatched case is always higher than that of matched case, (ii) the predictability of matched case is overall closer to the theoretical value than that of unmatched case, (iii) the deviation of LZ estimator for highly random sequences (i.e., small $p$) is remarkably higher than that for more predictable sequences (i.e., large $p$).

Another aspect we would like to clarify is how to determine the value of $\Lambda_{i}$ when every sub-sequence starting from $X_{i}$ appears as a sub-sequence of $\{X_{1}, X_{2}, \cdots, X_{i-1}\}$. A straightforward treatment is to set $\Lambda_{i}$ as

$$\Lambda_{i} = n + 1. \quad (6)$$

Let’s look closely into the definition of $\Lambda_{i}$. $\Lambda_{i}$ is the minimum length $k$ such that the sub-sequence starting from position $i$ with length $k$ does not appear as a continuous sub-sequence of $\{X_{1}, X_{2}, \cdots, X_{i-1}\}$, which can also be explained as one plus the length $k_{\text{max}}^{(i)}$ of the longest sub-sequence starting from position $i$ that appears as a continuous sub-sequence of $\{X_{1}, X_{2}, \cdots, X_{i-1}\}$, say

$$\Lambda_{i} = k_{\text{max}}^{(i)} + 1. \quad (7)$$

Notice that, Eq. (7) is a unified explanation that can also be applied in the case when every sub-sequence starting from $X_{i}$ appears as a sub-sequence of $\{X_{1}, X_{2}, \cdots, X_{i-1}\}$, where $k_{\text{max}}^{(i)} = n - i + 1$ and thus $\Lambda_{i} = n - i + 2$. As shown in Fig. 4, estimator based on Eq. (7) performs much better than that based on Eq. (6). Some other possible alternatives of the understanding of $\Lambda_{i}$ when every sub-sequence starting from $X_{i}$ appears as a sub-sequence of $\{X_{1}, X_{2}, \cdots, X_{i-1}\}$, such as $\Lambda_{i} = 0$ and $\Lambda_{i} = n$ performs no better or even worse than Eq. (6). So we can conclude that Eq. (7) is an proper and unified understanding of $\Lambda_{i}$, and indeed it has been applied in Figs. 1 to 3.
III. EMPIRICAL ANALYSIS

This section shows the difference between predictabilities estimated with unmatched and matched logarithm bases by a real data set recording interaction traces among 66 participants in the Politehnica University of Bucharest during March to May 2012 [50, 51]. In the experiments, each participant carries an Android smartphone with tracing function that can identify other participants if they are close enough (by Bluetooth or AllJoyn). Therefore, we obtain a sequence of interacting persons for each participant. The original sequences described next-timestep interactions and since the updates are considered method on human mobility or extending it to other discrete time series, we provide two clear suggestions. Firstly, the logarithm bases in the entropy estimator and the EPC equation should be the same. Secondly, should be explained in a clear and unified way as one plus the length of the longest sub-sequence starting from position i that appears as a continuous sub-sequence of \( \{X_1, X_2, \ldots, X_{i-1}\} \).

Theoretical analysis on time series with controlled predictability showed that the estimator proposed in Ref. [12] failed when the time series is highly random. Therefore, at the end of this paper, we raise an open challenge for future study, that is, how to accurately estimate predictability for such less predictable time series.
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\[ \text{FIG. 5. (Color online) Predictability distributions for the 22 valid samples, respectively obtained by applying unmatched bases (Eq. (4), blue squares) and matched bases (Eq. (5), red circles).} \]

\[ \text{FIG. 4. (Color online) The predictability with unmatched bases (Eq. (4), in blue) and matched bases (Eq. (5), in red) for Markovian sequences with different } p. \text{ The number of distinct locations is fixed as } m = 10 \text{ and the length of sequence is fixed as } n = 2^{10}. \text{ We also test different understandings of } \Lambda, \text{ when every sub-sequence starting from } X_i \text{ appears as a sub-sequence of } \{X_1, X_2, \ldots, X_{i-1}\}, \text{ which are respectively marked as } \Lambda = n + 1 \text{ (Eq. (6)) and } \Lambda = k + 1 \text{ (Eq. (7)) in the plot. The simulation results are obtained by averaging over 100 independent implementations.} \]

\[ \text{IV. CONCLUSIONS} \]

This paper briefly reviewed the framework proposed in Ref. [12] for quantifying the predictability of human mobility. The ambiguous description in Ref. [12] may lead to different understandings in some calculation details. We introduce some possible understandings, of which all the incorrect ones will result in overestimated predictability. When applying the considered method on human mobility or extending it to other discrete time series, we provide two clear suggestions. Firstly, the logarithm bases in the entropy estimator and the EPC equation should be the same. Secondly, should be explained in a clear and unified way as one plus the length of the longest sub-sequence starting from position i that appears as a continuous sub-sequence of \( \{X_1, X_2, \ldots, X_{i-1}\} \).

Theoretical analysis on time series with controlled predictability showed that the estimator proposed in Ref. [12] failed when the time series is highly random. Therefore, at the end of this paper, we raise an open challenge for future study, that is, how to accurately estimate predictability for such less predictable time series.
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\[ \text{III. EMPIRICAL ANALYSIS} \]

This section shows the difference between predictabilities estimated with unmatched and matched logarithm bases by a real data set recording interaction traces among 66 participants in the Politehnica University of Bucharest during March to May 2012 [50, 51]. In the experiments, each participant carries an Android smartphone with tracing function that can identify other participants if they are close enough (by Bluetooth or AllJoyn). Therefore, we obtain a sequence of interacting persons for each participant. The original sequences described next-timestep interactions and since the updates are frequent, they are many continuous sub-sequences consisting of the same interacting person. Therefore, we compress such a sub-sequence into only one element. For example, if a participant A’s original interaction sequence is BBBBCCCD-CCCCCBB, it will be transformed into BCDCB.

After the above pretreatment, we remove all participants with sequence lengths no more than 5 and a few participants whose entropy rates do NOT converge according to Eq. (3) (also because of too small n compared with m). Figure 5 reports the estimated predictabilities of the remain 22 participants. In accordance with the theoretical analysis, for each participant, the estimated predictability by unmatched logarithm bases is always remarkably larger than that by matched bases, and the averaged values of \( \Pi_{\text{max}} \) for the two cases are 0.63 and 0.39, respectively.

\[ \text{FIG. 5. (Color online) Predictability distributions for the 22 valid samples, respectively obtained by applying unmatched bases (Eq. (4), blue squares) and matched bases (Eq. (5), red circles).} \]
