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ABSTRACT

Traditionally, fault detection and isolation community has used system dynamic equations to generate diagnosers and to analyze detectability and isolability of the dynamic systems. Model-based fault detection and isolation methods use system model to generate a set of residuals as the bases for fault detection and isolation. However, in many complex systems it is not feasible to develop highly accurate models for the systems and to keep the models updated during the system lifetime. Recently, data-driven solutions have received an immense attention in the industries systems for several practical reasons. First, these methods do not require the initial investment and expertise for developing accurate models. Moreover, it is possible to automatically update and retrain the diagnosers as the system or the environment change over time. Finally, unlike the model-based methods it is straightforward to combine time series measurements such as pressure and voltage with other sources of information such as system operating hours to achieve a higher accuracy. In this paper, we extend the traditional model-based fault detection and isolation concepts such as residuals, and detectable and isolable faults to the data-driven domain. We then propose an algorithm to automatically generate residuals from the normal operating data. We present the performance of our proposed approach through a comparative case study.

1. INTRODUCTION

Deviations of system characteristics and parameters from standard conditions are referred to as faults in the system (Isermann & Balle, 1997). Faults can put the equipment operators at risk, disrupt the manufacturing processes and cost industries millions of dollars. Fault detection determines the occurrence of a fault and the fault occurrence time in the system. Subsequently, fault isolation determines the type and location of the detected fault (Isermann & Balle, 1997). Timely Fault Detection and Isolation (FDI) is critical for the system operators’ safety and can help them to prevent abnormal event progression and reduce downtime and productivity losses. Traditionally, prognostics and health monitoring engineers use system models to monitor systems and generate alarms when the system deviates from its normal operation. These methods simply compare the system outputs to the model outputs to calculate the deviations from normal conditions. The differences between the system outputs and the model outputs are called residuals. Residuals are the key components in model-based FDI. To make an FDI method robust to noise and uncertainties, typically, a hypothesis test such as Z-test (Biswas et al., 2003) is used to determine whether a residual deviation is statistically significant. Figure 1 represents model-based fault detection and isolation.

In recent years, many research groups have expanded model-based fault detection and isolation to detect and isolate more faults by using a broader definition for residuals and developing more sophisticated approaches to derive the residuals (Mosterman & Biswas, 1999; Bregon, Biswas, Pulido, Alonso-Gonzalez, & Khorasgani, 2013; Garcia & Frank, 1997). A system model is a set of mathematical equations which represent the system’s normal behavior. A residual in the broader term is defined as an analytical redundancy relationship (ARR) in the system equations. In this definition, a residual is not necessarily the difference between the model output and the system output; instead any analytical relationship derived from the redundancies in the system is a residual. This expansion has several advantages. 1) It is been shown that by using the analytical redundancy approach, we can detect and isolate faults which were not previously detectable or isolable. 2) To design diagnosers using analytical redundancy approach, we do not need the system complete model and a subset of equations may be adequate to detect and isolate the faults. 3) It is possible to design more robust residuals using analytical redundancy approaches because they typically include much less parameters, and measurements compared to the entire model.

Model-based methods are computationally efficient. Moreover, it is easy to understand and interpret the diagnosis re-
results of these approaches. However, for complex systems, developing reliable models can be expensive, and it is often infeasible to derive a sufficiently accurate model for the system that generates correct diagnosis results. When the system model is not available, data-driven solutions can be used for fault detection and isolation. Instead of relying on the system models, data-driven solutions use system historical data and machine learning techniques for FDI. There are two main data-driven fault detection and isolation approaches: 1) classifier method and 2) system model methods (Salfner, Lenk, & Malek, 2010).

The classifier approaches use both normal and fault data to train a classifier which classify each sample point (or each time window which includes several successive samples points) as normal or fault modes. When fault data is not available, system model methods are reliable alternatives. These methods use normal data to learn system model and apply the trained model to compute expected value of the systems. When the expected value does not match the current value, we can conclude that the system is not behaving as expected and therefore, may be in a fault mode. Unlike classifier methods, system model methods do not require fault data and therefore, are more practical.

In this paper, we propose a new data-driven ARR generation for fault detection and isolation as an improved version of system model methods. Similar to the model-based approaches which use the system physical equations for ARR generation, we use historical data during normal operation to extract redundancies among sensor measurements. We call these redundancies data-driven ARR. We then use the derived data-driven ARRs for fault detection and isolation. Like other data-driven methods, our solution does not rely on the system model. Moreover, our solution can detect and isolate more faults than traditional model learning methods, it can work when the system is not fully observable, and does not rely on vast amount of historical fault data. This makes our approach practical in many real cases where there are data limitations.

The rest of this paper is organized as follows. Section 2 reviews the background and the previous work in model-based and data-driven fault detection and isolations. Section 3 formally defines the data-driven ARR generation problem. Our proposed solution for generating data-driven ARRs is presented in Section 4. Section 5 demonstrates the application of our method through a case study. The conclusions are presented in Section 6.

2. Prior Art and Background

Residuals are fault indicators in model-based FDI methods (Isermann & Balle, 1997). When a system is operating normally, the residual values are expected to be close to zero. For example, consider a linear electric resistor. The resistance can be measured as the ratio of electric voltage over electric current $R = \frac{V}{I}$, where $R$ represents the resistance, $V$ represents the electric voltage and $I$ represents the electric current. When both voltage and current are measured, and we know the nominal value of the resistance, $R_n$, we have a redundancy in the system. The difference between the measured resistance, $\frac{V}{I}$ and nominal value of the resistance represents a residual, $r = R_n - \frac{V}{I}$. During the normal operation $r$ is expected to be close to zero. However, if because of for example a short-circuit fault the value of the resistance drops significantly, the residual is not equal to zero anymore. Residuals are the most important part in any model-based fault detection and isolation (FDI) solution. To detect a fault, $f$, model-based approaches require a residual sensitive to the fault and, at the same time, invariant or at least robust to uncertainties and noise in the system. To isolate a fault $f_i$ from another fault $f_j$ requires a residual sensitive to $f_i$ and at the same time insensitive to $f_j$ and other uncertainties in the system (Frank & Ding, 1994).

Prognostics and health monitoring engineers use system models to extract residuals for fault detection and isolation (FDI). A system’s model is a set of mathematical equations which represent the system normal behavior. A residual represents an analytical redundancy in system equations. Several approaches such as graphical methods (Mosterman & Biswas, 1999; Bregon et al., 2013), observer-based methods (Garcia & Frank, 1997), and parity equations and ARRs (Gertler, 1998) have been developed to extract residuals from system equations. ARR-based methods are among the most common approaches for residual generation. These methods use two or more ways to determine the same variable, where at least one way uses model equations (Isermann & Balle, 1997). A possible inconsistency between the two or more values derived for the same variable is considered as a residual or fault indicator.

To make a diagnoser robust to noise and uncertainties, typically, a hypothesis test such as Z-test (Biswas et al., 2003) is used to determine if a ARR deviation is statistically significant. In the last step, a fault isolation algorithm, uses a decision logic to generate possible fault candidates based
on the hypothesis tests outputs (alarms). Figure 2 represents a model-based fault detection and isolation scheme using ARRs.

Figure 2. Model based FDI using ARRs.

In recent years data-driven diagnosis methods have been developed for fault detection and isolation (Venkatasubramanian, Rengaswamy, Kavuri, & Yin, 2003). In comparison, model-based methods have less computational costs. Moreover, it is easy to understand and interpret model-based diagnosis results. However, for complex systems, developing reliable models can be expensive, and it is often infeasible to derive a sufficiently accurate model for the system that generates correct diagnosis results. Even when the model is available, it can become less reliable over time as the system and the environment change gradually. In our example, the value of the resistance could change because of the operating temperature. In this case, using the original model with the nominal value for FDI leads to false alarms. Therefore, model based FDI is not practical in many real cases. When sufficiently accurate models are not available, data-driven diagnosis methods bring promising alternatives to model-based approaches (Venkatasubramanian et al., 2003). Instead of relying on the system models, data-driven solutions use system historical data to learn models for FDI.

Data-driven FDI methods operate exclusively on measured data without detailed knowledge of the system. Therefore, we do not need to have access to the system model. Moreover, as more data become available it is possible to keep the model updated through retraining. There are two main data-driven FDI approaches: 1) classifier methods and 2) system model methods (Salfner et al., 2010). Classifier method is shown in Figure 3. The classifier approaches address FDI in two steps: 1) feature selection and feature extraction and 2) fault classification. The first step is designed to select a subset of relevant measurements or extract a set of new features from the measurement data. Typically, this would represent a subset of measurements or extracted features that are sensitive to the faults and, at the same time, invariant or at least robust to noise and disturbances in the system. Among feature extraction methods, Principal Components Analysis (PCA) is the most widely used (Venkatasubramanian et al., 2003; Wang, Zheng, Farahat, Serita, & Gupta, 2019; Wang, Farahat, Gupta, & Wang, 2020). It generates a set of orthogonal bases in the directions where the data has the greatest variances. The second step maps the features to the nominal operating mode or different fault modes. The classifier approaches assume the training data is labeled by instances for the normal and fault classes. These methods typically apply classifier methods such as neural networks or Bayesian networks to map the features to the system fault modes.

The classifier methods use both normal and fault data to train classifiers which classify each sample point (or each time window which can include several successive samples points) as normal or fault modes. Data-driven methods use normal and close to fault historical data to train their classifiers for fault detection. In many domains, improvements in the production technology has led to more reliable systems. As the systems become more reliable and less likely to fail, fewer historical fault data is available to train the classifiers. A common solution is to generate fault data in the lab environment by using different methods such as accelerated aging. These methods subject the system to high stresses to create different faults in a short period of time in order to gather fault data for training. Clearly this approach can be very expensive especially for complex systems.

When fault data is not available, system model methods are reliable alternatives. These methods use normal data to learn system model and apply the trained model to compute expected value of the systems. When the expected value does not match the current value, we can conclude that the system is not behaving as expected and therefore, may be in a fault mode. Unlike classifier methods, system model methods do not require fault data and therefore, are more practical. A system model method is shown in Figure 4.

In this paper, we argue that learning the system model from the data is not enough for accurate FDI and we can achieve better results by learning the residuals from the data for the following reasons. 1) Model learning approaches learn a model that maps system input to the system output. In many cases, the system input and output are not obvious. Therefore, it is not trivial to learn the system overall model. In our residual generation method, we do not define variables as
input or output. Instead, we find a minimal set of variables which can learn each target variable. 2) In many cases, we do not have access to all the measurements. Therefore, we cannot learn the system model. However, we may still be able to learn residuals as they are local sets of redundant variables. 3) In many cases it is challenging to isolate different faults in model learning methods as they all affect the system output. Using the residuals, we can isolate different faults much better. This is because of the local nature of the residuals. Several faults can affect different sensors. By using minimal set of sensors in each residual we increase the likelihood of having a residual sensitive to a fault and not sensitive to the other ones. This information can be used for fault isolation.

Instead of using the system physical model for residual generation, we use historical data during normal operation to extract redundancies among sensor measurements. We call these redundancies data-driven ARRs. We then use the data-driven ARRs for FDI. Like data-driven system model FDI methods, our solution does not require system model and is not relied on a vast amount of historical fault data. However, our solution can detect and isolate more faults than traditional model learning methods and can work when the system is not fully observable. These make our approach practical in many real cases where there are data limitations.

3. Problem Formulation

In this section, we formally define the fault detection and isolation problem, data-driven ARRs, and detectable and isolable faults using our data-driven method. These definitions help us formulate the data-driven ARR generation problem in a systematic way.

Definition 1 (Fault) A deviation of a system from standard condition is referred to as a fault.

Early fault detection and isolation (FDI) is critical for the operators safety, and timely maintenance recommendations which can save industries millions of dollars. We define FDI as follows.

Definition 2 (FDI) Fault detection determines the occurrence of a fault and the fault occurrence time in the system. In the next step, fault isolation pinpoints the type and location of the occurred fault in the system.

Proposing a new method for data-driven ARRs is the main contribution of this paper. We define data-driven ARRs as:

Definition 3 (Data-driven ARR) A set of variables in the dataset, \( V \), plus a target variable \( v^t \) where \( v^t \notin V \) represent a data-driven ARR if there exists a machine learning model that can estimate \( v^t \) using \( V \) with a given accuracy, \( \epsilon \), for the validation data, \( \hat{v}^t = \text{model}(V) \), where \( \| \hat{v}^t - v^t \| \leq \epsilon \). The data-driven ARR for variable \( v^t \) is \( r^t = \hat{v}^t - v^t \).

In model-based analytical redundancy methods, we use minimal ARRs as the smallest subset of equations which include redundancies for ARR generation. Minimal ARRs are more likely to be useful in fault isolations (they are sensitive to fewer number of faults). Moreover, they tend to be less sensitive in model uncertainties as they include fewer parameters and measurements. We define minimal data-driven ARRs as:

Definition 4 (Minimal data-driven ARR) A data-driven ARR, \( r = (v^t, V) \) is a minimal ARR if no subset of \( V \) creates a data-driven ARR with the target variable \( v^t \).

In model-based FDI methods, we define a fault detectable when there exists a residual sensitive to the fault and at the same time insensitive to uncertainties and noise in the system (Biswa, et al., 2003). Similarly, we define a detectable fault using data-driven ARRs as:

Definition 5 (Detectable fault) A fault \( f \) is detectable if there exists a data-driven ARR, \( r = (v^t, V) \), in the data set where there is a statistically significant difference between \( \hat{v}^t = \text{model}(V) \) when fault \( f \) occurs and when it does not (normal operation).

In model-based FDI methods, we define a fault \( f_i \) isolable from another fault \( f_j \) when there exists a residual sensitive to \( f_i \) and at the same time insensitive to \( f_j \) and other uncertainties in the system (Biswa, et al., 2003). Similarly, we define isolable faults using data-driven ARRs as:

Definition 6 (Isolable faults) Fault \( f_i \) is isolable from fault \( f_j \) if there exists a data-driven ARR, \( r = (v^t, V) \), in the data set where there is significant statistical difference between \( \hat{v}^t = \text{model}(V) \) when fault \( f_i \) occurs and when fault \( f_j \) occurs.

Using these definitions, we develop a method to generate data-driven ARRs and design a data-driven diagnoser for FDI in the next section.
4. Methodology

In this section, we propose two algorithms for data-driven ARR generation, and two methods to address delay in dynamic systems. In the next section, we present a simple case study to clarify our solution.

4.1. Data-driven Residual Generation Algorithm

In the previous section, we defined a data-driven ARR as a set of variables in the dataset, \( V \), plus a target variable \( v^t \) where we can use \( V \) to estimate \( v^t \). To find these set of variables for each target variable, we propose two method 1) exhaustive search, 2) forward feature selection. The exhaustive search algorithm can find several ARRs for each target variable. This method can be helpful when there are several faults in the system and more ARRs can help isolating faults from each other. However, the exhaustive search is computationally expensive. The feature selection method finds at most one ARR per target variable. Even though this may lead to missing some ARRs, we believe feature selection algorithm is sufficient for most applications.

**Exhaustive search:** In the exhaustive search method, for each target variable \( v^t \) we find all the minimal set of variables that can estimate \( v^t \). Each of these variable groups plus \( v^t \) is a minimal data-driven ARR. We use a tree search algorithm to find these residuals.

- For each target variable \( v^t \), we start with all the variables, and see if they can estimate \( v^t \) accurately (there exists a machine learning model that can estimate \( v^t \) using the variables with the required accuracy). If they cannot, it means there is no residual in the dataset for \( v^t \) as even all the variables cannot estimate \( v^t \). In this case, we move to the next variable.
- If they can, all the variables plus \( v^t \) create an ARR. However, we cannot be sure that this ARR is minimal. For each variable in \( V \), we remove the variable and check if the subset still can estimate \( v^t \), if no subset of \( V \) can estimate \( v^t \), it means \( V \) plus \( v^t \) is a minimal ARR. We save this ARR and move to the next variable.
- Otherwise, the ARR is not minimal. In this case, we repeat this procedure for every subset of variables that can estimate \( v^t \), till we find all the minimal ARR. In more details, for each variable \( v \in V \) we remove \( v \) and check if \( V - v \) plus \( v^t \) is an ARR. If not, we know there is no ARR in \( V - v \) for \( v^t \), if yes, we check if it is also minimal. If the data-driven ARR is minimal, we save \( V - v \) plus \( v^t \) as a new ARR. Otherwise, keep removing variables till we reach a minimal ARR.
- After finding all the minimal ARRs for \( v^t \), we move to the next variable.

Note that to check if a set of variables can estimate the target variable, we use the selected set of variables to learn a model \( \hat{v}^t = \text{model}(V) \) and compute estimation score for the learned model. The model can be linear regression, neural network, support vector regression or any other regression model based on the application.

**Forward feature selection:** The exhaustive search finds all the minimal data-driven ARRs in the dataset and therefore, it is guaranteed to achieve maximum detectability and isolability. However, this algorithm is computationally expensive and may not be practical for systems with large number of measurements. To address this problem, we propose a forward feature selection algorithm as an alternative solution.

We use forward feature selection to select the minimum number of variables which can estimate the value of each variable in the dataset.

- For each target variable, \( v^t \), in the set of variables we go through the dataset and measure the estimation score for each variable in the dataset. We add the variable with the highest estimation score as the first variable in the residual list, \( R \).
- We then go through all the remained variables and add the variable which achieves the highest improvement in estimation score to the residual list, \( R \). We stop when we reach to the required accuracy score, \( \epsilon \leq \epsilon \), where \( \hat{v}^t = \text{model}(R) \), and error = \( |v^t - \hat{v}^t| \). If we do not reach the required accuracy score, we conclude there is no residual for \( v^t \).
- At the end, we go through all the variables selected for each residual and remove the ones which have no significant contribution to the overall set of variables.

The data-driven ARR for variable \( v^t \) is \( r = v^t - \text{model}(R) \). Just because this relationship holds, this does not mean that \( r \) is useful in fault detection and isolation. In the next subsection, we find a subset of generated residuals that are useful for fault detection and isolation. Toward this end, we use statistical analysis such as Z-test (Biswas et al., 2003) to see if the generated residuals are statistically different with and without faults and therefore, can be used for FDI.

4.2. Selecting Useful ARRs

Not all the analytical redundancies (data-driven ARRs) are useful for fault detection and isolation. For each fault mode in the system, we go through all the ARRs and select the best set of ARRs to detect the fault. Different metrics can be used to measure the performance of ARRs in fault detection and isolation. For the sake of demonstration, we use the following simple approach: For each residual we use Z-test to quantify the difference between the residual in faulty and normal dataset. We select the residuals that their hypothesis tests show statistically significant difference between normal and faulty data. The selected residuals can also be used to isolate faults.
4.3. Delays in the System

In many cases the variables are correlated, and they represent redundancies in the system. However, because of delays in dynamic systems for example the time it takes for heat to transfer through materials, we cannot use them to estimate target variable if we only use the current sample values. We propose two solutions to this problem 1) using window size 2) using sequential models such as recurrent neural networks (RNNs). By using a window of last n samples for each variable, our model can capture delays in the system and generate data-driven ARRs for systems with delays. Figure 5 shows a simple example where variable z is a function of variables x, and y.

However, because of the delay in the system the effect of variable x on z appears with 3Δt and the effect of variable y appears with 2Δt delay. As it is shown in the figure, we can capture this residual by using a window of size 4 for each variable when estimating the target variable. The window size is a meta parameter which users can define based on their knowledge of the system. Algorithm 1 shows the overall solution.

It is also possible to use sequential models such as recurrent neural networks (RNNs) and long-short term memory (LSTM) to address delay. RNNs include a memory loop in their structure and therefore, they can use information from previous samples in estimating the target variable. RNNs have been used in many applications such as speech recognition, and language modeling in recent years. Long Short-Term Memory networks (LSTM) are a subclass of RNNs, which are capable of learning long-term dependencies as well (Hochreiter & Schmidhuber, 1997). When long-term delays exist in the system, and we expect long-term dependencies among the variables we can use LSTM to learn the residuals. However, training LSTM networks could be computationally expensive, and the users should consider computational limitations when selecting this model.

5. Case Study

In this case study, we show our proposed data-driven residual generation approach can generate a set of residuals for a 4 tank system (Khorasani, Biswas, & Jung, 2019) using historical data. The 4 tank system includes the following measurements:

\[
\begin{align*}
q_{in1} &= q_1 = u_1 \\
p_1 &= y_1 \\
q_{in2} &= q_2 = y_4 \\
p_2 &= y_3 \\
q_1 &= y_2 \\
q_3 &= y_5 \\
p_3 &= y_6 \\
q_2 &= y_4 \\
p_4 &= y_6
\end{align*}
\]

where \(q_{in1}\) is the flow rate of the inflow to tank 1, \(p_1\) is the pressure in tank 1, \(q_1\) is the flow rate of the outflow from tank 1 to tank 2, \(p_2\) is the pressure in tank 2, \(q_2\) is the flow rate of the outflow from tank 2 to tank 3, \(q_{in2}\) is the flow rate of the inflow to tank 3, \(q_3\) is the flow rate of the outflow from
tank 3 to tank 4, and \( p_4 \) is the pressure in tank 4. Note that some of the flow rates and pressure variables in the system such as pressure in tank 3 and flow rate out of tank 4 are not measured.

For dynamic systems such as the four tank system, we consider the integral of each variable as a new variable to generate residuals. This increases the number of residuals and can improve the diagnosability. We can also use the derivative of variables. However, the derivative is highly sensitive to noise. To calculate the integrals, we need the initial variables. Typically, this is the main motivation to choose derivative causality in model-based methods (Frisk et al., 2012). An inaccurate initial value adds a bias to the integral variable. In the data-driven approach, a bias can be easily learned by machine learning models and does not cause any challenge. Figure 7 shows \( u_1 \) and \( y_1 \) and their integrals.

Using our proposed residual generation algorithm based on forward feature selection, we can find at most one data-driven ARR for each variable. Table 1 shows the generated residual for each target variable. \( \times \) means our forward feature selection approach has failed to find any residual for the given target variable. Note that forward feature selection method is a greedy algorithm and may miss some of the residuals. We applied linear regression as our machine learning model and used the coefficient of determination, \( R^2 > 99\% \) as a measure to determine if the machine learning model can estimate the target value.

Some of the derived residuals are trivial, for example we know that the flow rate between two tanks is a function of the difference between their pressures, therefore, it is not surprising to see the model extracts the relationship between \( p_1 = y_1 \), \( q_1 = y_2 \) and \( p_2 = y_3 \) to generate residuals \( r_{y_1} \) and \( r_{y_3} \). However, in some other cases our algorithm was able to derive more complicated relationships. For example, consider residual \( r_{y_4} \). We know that \( q_2 = y_4 \) is a function of pressure in tank 2, \( p_2 \) and pressure in tank 3, \( p_3 \). Even though \( p_3 \) is not among the measurements, our algorithm has been able to use pressure in the next tank \( p_4 = y_6 \) to estimate \( y_4 \). As an other example, \( r_{f_1 u_1} \) could capture the dynamic relationship between the inflow to tank one, its pressure and the outflow from tank 1 to tank 2.

As we discussed in this paper, not all the residuals are useful in detecting an specific fault. For example, consider a leakage in tank 1 modeled as an incipient fault as it is shown in Figure 8. Algorithm 1 finds \( r_{f_1 u_1} \) as the useful residual to detect this fault. Figure 9 shows that residual \( r_{f_1 u_1} \) is sensitive to this fault but residual \( r_{y_1} \) is not. The upper and lower bounds for each residual are derived using residual value during normal operation, \( r_n \): upper bound = \( \hat{r}_n + 3\sigma r_n \), lower bound = \( \hat{r}_n - 3\sigma r_n \).

The main advantage of data-driven residual based fault detection and isolation compared to traditional data driven classifier based methods is that the data-driven residual generation requires no fault data for residual generation and limited fault data for evaluating the residuals. In addition, the data-driven residuals magnify the effect of fault in sensor data, and therefore, they can reduce the detection time, and improve overall accuracy. For example, consider the following scenario.
Table 1. Generated residuals using model-based vs data-driven methods

| Target Variable | Selected Variables | Residual |
|-----------------|--------------------|----------|
| $u_1$           | ×                  | ×        |
| $y_1$           | $y_2$, $y_3$      | $r_{y_1} = y_1 - \text{model}(y_2, y_3)$ |
| $u_2$           | ×                  | ×        |
| $y_2$           | ×                  | ×        |
| $y_3$           | $y_1$, $y_2$      | $r_{y_3} = y_3 - \text{model}(y_1, y_2)$ |
| $y_4$           | $y_3$, $y_5$, $y_6$ | $r_{y_4} = y_4 - \text{model}(y_3, y_5, y_6)$ |
| $y_5$           | ×                  | ×        |
| $y_6$           | ×                  | ×        |

where we have access to data with an abrupt leakage in Tank 1 during the training. Figure 10 shows the abrupt fault.

To show the advantage of using data-driven residuals compared to relying purely on sensor data, we designed the following experiment. We use the data with abrupt failure to train a logistic regression model and we use this model to detect the incipient fault shown in Figure 8. In the first model we only use sensor variables form the 4-tank system. In the second model we use the sensor data + selected residual, $r_{\int u_1}$. Figure 11 shows the data-driven residual significantly improves the model performance.

6. Conclusions

In this paper, we proposed a new data-driven ARR generation for fault detection and isolation. Our approach uses historical data during normal operation to extract redundancies among sensor measurements. We call these redundancies data-driven ARRs. We then use the derived data-driven ARRs for fault detection and isolation. Our solution has the following advantages: 1) It does not rely on the system model. 2) It can detect and isolate more faults than traditional data-driven methods. 3) It can work when the system is not fully observable. 4) It does not rely on vast amount of historical fault data. These advantages make our approach practical in many real cases where there are data limitations.
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