Diagnosis of Diabetes Mellitus in Women of Reproductive Age using The Prediction Methods of Naive Bayes, Discriminant Analysis, and Logistic Regression
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Abstract
Diabetes is a chronic disease that can cause serious illness. Women are four times more likely to develop heart problems caused by diabetes. Women are also more prone to experience complications due to diabetes, such as kidney problems, depression, and decreased vision quality. Nearly 200 million women worldwide are affected by diabetes, with two out of five affected by the disease being women of reproductive age. This paper aims to predict women with at least 21 years of age having diabetes based on eight diagnostic measurements using the statistical learning methods; Multinomial Naive Bayes, Fisher Discriminant Analysis, and Logistic Regression. Model validation is built based on dividing the data into training data and test data based on 5-fold cross-validation. The model validation performance shows that the Multinomial Naïve Bayes is the best method in predicting diabetes diagnosis. This paper’s contribution is that all performance measures of the Multinomial Naïve Bayes method have a value greater than 93 %. These results are beneficial in predicting diabetes status with the same explanatory variables.
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1. INTRODUCTION
According to World Health Organization (Organization, 2017), diabetes is a chronic disease that can cause serious illness. Women are four times more likely than men to develop heart disease caused by diabetes. Additionally, women are more prone to developing diabetes-related complications such as kidney disease, depression, and vision loss. According to estimates, nearly 200 million women worldwide are affected by diabetes, with two out of five affected by the disease being women of reproductive age. The estimated total number of people with diabetes by the year 2040 will reach 313 million (Nishtar, 2017). Related to the financial burden, the enormous cost of treating diabetes at $ 13,700 per year will double by 2030 (Abdollahi et al., 2019). Preventive action can be done earlier if diabetes prediction can be made correctly and the costs incurred in treating diabetes can be significantly reduced (Federation, 2016).

Predictions of diabetes status (diagnosis) of women of reproductive age have been carried out by (Maniruzzaman et al., 2017; Zou et al., 2018; Tigga and Garg, 2020). Especially (Maniruzzaman et al., 2017) employed many approaches to ascertain a patient’s diabetes status. Linear Discriminant Analysis, Quadratic Discriminant Analysis, Naive Bayes, and Gaussian Process (GP) are all included. The accuracy, sensitivity, specificity, precision, and negative predictive value (NPV) of the model were evaluated.

The findings showed that the GP method has the best performance with an accuracy level of 79.94 %, a sensitivity of 91.79 %, specificity of 63.33 %, precision of 84.91 %, and a negative predictive value of 62.50 %. (Tigga and Garg, 2020) also predicted diabetes status (diagnosis) of women of reproductive age. They found the Random Forest method is the best performance comparing Logistic Regression, K-Nearest Neighbour, Support Vector Machine, Naïve Bayes, and Decision Tree, but the accuracy as the performance measured is low of 59.33 %. (Zou et al., 2018) also guarantee the early diagnosis of diabetes. They used a decision tree, random forest, and neural network to find factors that predict hospital admissions, based on a dataset from Luzhou, China. They show that the random forest method produces the highest accuracy while producing an accuracy of 80.84 %. The better the accuracy of a prediction method, the smaller the error rate. All studies still have a significant error rate of around a minimal 20 %. The studies claim that a classification system’s
accuracy rate should be 85% or better (Aronoff, 1985; Liu and Feng, 2020).

Naïve Bayes, Discriminant Analysis, and Logistic Regression methods are prediction methods based on statistical learning, which often have high accuracy. The Naïve Bayes method is also a robust classification algorithm and works well when it has a high dimensional space (Adetunji et al., 2018; Agarwal et al., 2015). The Naïve Bayes method can both discrete and continuous data types. When all the input variables are of continuous type, these variables are assumed to have a multivariate Gaussian distribution, known as Gaussian Naïve Bayes. However, when these variables do not have a multivariate Gaussian distribution, they are discretized so that they are nominal (Soria et al., 2011; Resti et al., 2020). The solution of this case can be obtained using Multinomial Naïve Bayes method (Xu et al., 2017; Lohar Resti et al., 2020). The Naïve Bayes method defines the likelihood function as (6) makes calculations if the maximum posterior probability in the “Yes” group is written sure (1).

$$ P(G_{yes}|X_1, \ldots, X_k) = \frac{(P(G_{yes})P(X_1, \ldots, X_k|G_{yes}))}{P(X_1, \ldots, X_k)} \tag{1} $$

Vice versa, a patient is predicted to has not diabetes if the maximum posterior probability in the “No” group as written in (2).

$$ P(G_{no}|X_1, \ldots, X_k) = \frac{(P(G_{no})P(X_1, \ldots, X_k|G_{no}))}{P(X_1, \ldots, X_k)} \tag{2} $$

Equations (1) and (2) become (3) and (4) because the denominator in these equations is a constant.

$$ P(G_{yes}|X_1, \ldots, X_k) = P(G_{yes})P(X_1 \ldots, X_k|G_{yes}) \tag{3} $$

$$ P(G_{no}|X_1, \ldots, X_k) = P(G_{no})P(X_1 \ldots, X_k|G_{no}) \tag{4} $$

The likelihood function in equation (3) can be construed using product rule as presented in (5),

$$ P(X \ldots, X_k|G_{yes}) = P(X_k|G_{yes})P(X_{k-1}, \ldots, X_1|G_{yes}, X_k) $$
$$ = P(X_k|G_{yes})P(X_{k-1}|G_{yes}, X_k)P(X_{k-2}, \ldots, X_1|G_{yes}, X_{k-1}, X_k) $$
$$ = P(X_k|G_{yes})P(X_{k-1}|G_{yes}, X_k)P(X_{k-2}, \ldots, X_1|G_{yes}, X_{k-1}, X_k) $$
$$ = \prod_{d=1}^{k} P(X_d|G_{yes}) \tag{5} $$

However, definitions such as (5) involve complex and ineffective calculations. The strong-independence assumption called Naïve defines the likelihood function as (6) makes calculations simpler and more efficacious (Alpaydin, 2020),

$$ P(X_1, \ldots, X_k|G_{yes}) = \prod_{d=1}^{k} P(X_d|G_{yes}) \tag{6} $$
This Naïve assumption makes (3) become (7), and with the same assumption (4) becomes (8).

\[ P(G_{Yes}|X_1, \ldots, X_k) = P(G_{Yes}) \prod_{d=1}^{k} P(X_d|G_{Yes}) \]  

(7)

\[ P(G_{No}|X_1, \ldots, X_k) = P(G_{No}) \prod_{d=1}^{k} P(X_d|G_{No}) \]  

(8)

Each of probability \( P(X_d|G_{Yes}) \) and \( P(X_d|G_{No}) \) in (7) and (8) are assumed to have a Gaussian distribution, and the parameters are found using maximum likelihood estimation. In this work, the Naïve assumption was investigated using the Pearson correlation (Chatterjee and Simonoff, 2013),

\[ \rho = \frac{n \sum_{i=1}^{n} x_i y_i - \sum_{i=1}^{n} x_i \sum_{j=1}^{n} y_j}{\sqrt{(n \sum_{i=1}^{n} x_i^2 - (\sum_{i=1}^{n} x_i)^2)} \sqrt{(n \sum_{j=1}^{n} y_j^2 - (\sum_{j=1}^{n} y_j)^2)}} \]  

(9)

This work proposed the Multinomial Naive Bayes method (Xu et al., 2017) when the input variables do not have a multivariate Gaussian distribution. In this method, each of probability \( P(X_d|G_{Yes}) \) and \( P(X_d|G_{No}) \) in (7) and (8) is defined as,

\[ P(X_d|G_{Yes}) = \frac{\left(\sum_{c}^{m} n_c (X_d|G_{Yes}) + 1\right)}{n (X_d|G_{Yes}) + m} \]  

(10)

\[ P(X_d|G_{No}) = \frac{\left(\sum_{c}^{m} n_c (X_d|G_{No}) + 1\right)}{n (X_d|G_{No}) + m} \]  

(11)

the prior probability of each group written as,

\[ P(G_{Yes}) = \frac{\left(\sum_{d=1}^{k} n_c (X_d|G_{Yes}) + 1\right)}{n + g} \]  

(12)

\[ P(G_{No}) = \frac{\left(\sum_{d=1}^{k} n_c (X_d|G_{No}) + 1\right)}{n + g} \]  

(13)

Table 1. Composition of Testing and Learning Data

| Group       | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 |
|-------------|--------|--------|--------|--------|--------|
| Yes         | 54     | 55     | 51     | 56     | 52     |
| No          | 100    | 99     | 103    | 97     | 101    |
| Total       | 154    | 154    | 154    | 153    | 153    |

| Group except fold 1 | except fold 2 | except fold 3 | except fold 4 | except fold 5 |
|---------------------|---------------|---------------|---------------|---------------|
| Yes                 | 214           | 213           | 217           | 212           | 216           |
| No                  | 400           | 401           | 397           | 403           | 399           |
| Total               | 614           | 614           | 614           | 615           | 615           |

Table 2. Mean and Standard Deviation of Each Fold

| Variable                        | Statistic | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 |
|---------------------------------|-----------|--------|--------|--------|--------|--------|
| Blood Glucose Level (X1)        | \( \mu \) | 121    | 121.1  | 116.4  | 122.8  | 123.2  |
|                                 | \( \sigma \) | 32.8   | 30.06  | 30.96  | 33.27  | 32.64  |
| Diastolic Blood Pressure Level (X2) | \( \mu \) | 68.66  | 69.82  | 66.29  | 70     | 70.78  |
|                                 | \( \sigma \) | 22.78  | 18.97  | 21.64  | 16.47  | 15.85  |
| Tricep Skinfold Thickness (X3)  | \( \mu \) | 20.75  | 18.87  | 20.08  | 20.68  | 22.31  |
|                                 | \( \sigma \) | 15.92  | 15.39  | 15.23  | 17.81  | 15.28  |
| Serum Insulins Level (X4)       | \( \mu \) | 77.42  | 79.2   | 81.61  | 78.03  | 82.75  |
|                                 | \( \sigma \) | 111.74 | 113.58 | 127.84 | 109.9  | 113.65 |
| Body Mass Index (X5)            | \( \mu \) | 31.82  | 31.92  | 31.62  | 32.42  | 32.18  |
|                                 | \( \sigma \) | 8.83   | 7.19   | 8.44   | 7.35   | 7.55   |
| Diabetes Pedigree Function (X6) | \( \mu \) | 0.44   | 0.5    | 0.47   | 0.47   | 0.48   |
|                                 | \( \sigma \) | 0.26   | 0.34   | 0.36   | 0.33   | 0.36   |
| Age (X7)                        | \( \mu \) | 32.63  | 31.95  | 32.19  | 35.55  | 33.91  |
|                                 | \( \sigma \) | 11.36  | 12.39  | 10.9   | 12.5   | 11.34  |
| Pregnancies (X8)                | \( \mu \) | 3.92   | 3.32   | 3.34   | 4.41   | 4.24   |
|                                 | \( \sigma \) | 3.59   | 3.11   | 2.9    | 3.42   | 3.66   |
For the "Yes" group, \( n_c \) \((X_i|G_{Y,c})\) is the number of event "Yes" in variable \( X_d \) with category \( c \), \( n(X_i|G_{Y,c}) \) is the number of the event "Yes" in all variables \( X \), \( n(G_{Y,c}) \) is the number of events that occurred in the "Yes" group, \( m \) is the number of categories in the variable \( X_d \), and \( g \) is the total of groups.

Related to the multivariate Gaussian assumption in the Naïve Bayes method, this work proposed the Henze-Zirkler (Szekely and Rizzo, 2005) test, respectively as in equations (14) – (19),

\[
T_p(p) = \varphi - 2(1 + y^2)^{-p/2} \theta + (1 + 2y^2)^{-p/2}
\]  

where \( p \) be the number of variables, \( n \) be the total sample size, \( X_i \) be the \( i-th \) sample, \( X_i \) be the \( i-th \) standardized sample, \( \bar{X} \) be the sample mean vector and \( S \) be the sample covariance matrix, respectively.

\[
\varphi = \frac{1}{n} \sum_{i,j=1}^{n} \exp\left(-\frac{y^2}{2}|H - i - H - l|^2\right) 
\]  

\[
\gamma = \gamma_p(n) = \frac{1}{\sqrt{2}} \left(\frac{n(2p + 1)}{4}\right)^{1/(p + 4)} 
\]  

\[
|H_i - H_l| = (X_i - X_l)^T S^{-1} \bar{X} (X_i - X_l) 
\]  

\[
\theta = \frac{1}{n} \sum_{i,j=1}^{n} \exp\left(-\frac{y^2}{2(1 + y^2)}|H_i|^2\right) 
\]  

\[
|H_i|^2 = (X_i - \bar{X})^T S^{-1} (X_i - \bar{X}) 
\]  

The null hypothesis of the inference is that a Gaussian distribution is available for each group’s probability. The hypothesis is rejected if the p-value is smaller than the significant level.

Next, this work proposes discriminant analysis to predict diabetes status. This method is often successful because of its ability to provide consistently good results in many cases (Le et al., 2020). Fisher Discriminant Analysis (FDA) being the most venerable variant. FDA presupposes the homogeneity of group covariance matrices but does not require multivariate normality (Sever et al., 2005).

A patient with characteristic \( X = (X_d)^T \), \( d = 1, 2, \ldots k \) is classified into the \( j-th \) group, \( j = "Yes", "No", \) if the linear combination, \( Y = V^TX \), is maximum, where (Sever et al., 2005; Ghojogh et al., 2019; Mika et al., 1999),

\[
V = S^{-1}_W(\mu_1 - \mu_2) 
\]  

\[
S_W = \sum_{j=1}^{g} S_j 
\]  

\[
S_j = \sum_{X_i \in g} (X_i - \mu_j)(X_i - \mu_j)^T 
\]  

\[
\mu_j = \frac{1}{n_j} \sum_{X_i \in g} X_i 
\]  

Related to the homogeneity of group covariance matrices in the Discriminant Analysis method, this work proposed the Bartlett tests (Snedecor and Cochran, 1989). For the number of variables \( (p) \), number of groups \( (k) \), total sample size \( (n) \), and sample size in group \( (n_i) \),

\[
Bartlett = \frac{(n - k)lnS^2 - \sum_{j=1}^{k}(n_j - 1)lnS^2_j}{1 + (1/(3(k - 1)))((\sum_{j=1}^{k}1/(n_j - 1) - 1/(n - k))}
\]  

Furthermore, the authors propose a method that includes assumptions about the explanatory variables, namely the logistic regression (LR) method. This method determines the probability of a patient is diagnosed with a medical status when the probability is the largest (Hastie et al., 2009; James et al., 2013),

\[
P(Y = yes|X = x_d) = \frac{\sum_{d=0}^{k} \exp(\beta_{yes,d}x_{yes,d})}{1 + \sum_{d=0}^{k} \exp(\beta_{yes,d}x_{yes,d}) + \sum_{d=0}^{k} \exp(\beta_{no,d}x_{no,d})}
\]  

\[
P(Y = no|X = x_d) = \frac{1}{1 + \sum_{d=0}^{k} \exp(\beta_{yes,d}x_{yes,d}) + \sum_{d=0}^{k} \exp(\beta_{no,d}x_{no,d})}
\]  

The parameters of \( \beta_{d} \) can be determined using the combination of both the maximum likelihood estimation and the Newton-Raphson method.
In this prediction method, simultaneous and partial tests to determine the effect of explanatory variables are the likelihood ratio and Wald test (Hosmer Jr et al., 2013) as presented in (27) and (28). The null hypothesis of each simultaneous and partial test is that each explanatory variable together does not affect the outcome, and the explanatory variable does not affect the outcome. The rejected hypothesis if the p-value is smaller than the significant level.

\[
G = -2\ln \left( \prod_{i=1}^{n} \left( \frac{\hat{y}_i^{yes} \hat{y}_i^{no}}{(P(Y = yes | X = x_d) \hat{y}_i^{yes}) (P(Y = no | X = x_d) \hat{y}_i^{no})} \right) \right) \tag{27}
\]

\[
W = \frac{\hat{\beta}_d}{SE(\hat{\beta}_d)} \tag{28}
\]

Furthermore, this work implements the Multinomial Naive Bayes, Fisher Discriminant Analysis, and Logistic Regression methods to predict whether the woman has diabetes.

Next, the four methods' performance to predict the diabetes status are evaluated use measures accuracy, sensitivity, specificity, precision, and negative predicted value (Ghatak, 2017; Burger, 2018) based on the confusion matrix in Table 3.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + FP + FN + TN)} \tag{29}
\]

\[
\text{Sensitivity} = \frac{TP}{(TP + FN)} \tag{30}
\]

\[
\text{Specificity} = \frac{TN}{(FP + TN)} \tag{31}
\]

\[
\text{PPV} = \frac{TP}{(TP + FP)} \tag{32}
\]

\[
\text{NPV} = \frac{TN}{(FN + TN)} \tag{33}
\]

3. RESULTS AND DISCUSSION

This paper proposed three methods to predict diabetes status: Naïve Bayes, Discriminant Analysis, and Logistic Regression. The validation model used the five-fold cross-validation, which is one of the k-fold technique is less biased (Rodriguez et al., 2009; Bengio and Grandvalet, 2004).

First, this study investigated the Naïve and multivariate Gaussian distribution assumptions in connection with the Naïve Bayes method. The naïve assumption is investigated using the correlation between input variables. Figure 2 depicts the correlations between variables in the first train data. Here, only X_1 and X_3 has a correlation greater than 0.5, while the other correlations

| Henze-Zickler Test | Group | stat | p-value |
|--------------------|-------|------|---------|
| Yes                | No    | 1.4  | 2.29    |
| p-value            | 0     | 0    |

Figure 2. Correlation Between Variables in The First Train Data
Table 5. The Explanatory Variable Discretization

| Variable                                      | Discretization                              | Source                        |
|------------------------------------------------|---------------------------------------------|-------------------------------|
| Blood Glucose Level                           | Normal: < 140 mg/dl                         | (Araki et al., 2020)          |
| (2 hours after eating)                        | High: ≥ 140 mg/dl                           |                               |
|                                                | Low: < 60 mm hg                             | (Tsujimoto and Kajio, 2018)   |
|                                                | Normal: 60-80 mm hg                         |                               |
| Diastolic Blood Pressure                      | Pra-hypertension: 81-89 mm hg              |                               |
|                                                | Hypertension: ≥ 90 mm hg                    |                               |
| Tricep Skinfold Thickness                     | ≤ 30 mm                                     | (Marrodán et al.; Khadiikar et al., 2015) |
|                                                | > 30 mm                                     |                               |
| Serum Insulins Level (2 hours after ingestion of sugary drink) | ≤ 166 μU/ml | (Zlativa et al., 2017)        |
|                                                | > 166 μU/ml                                 |                               |
| Body Mass Index (BMI)                         | Normal: < 30 kg/m2                          | (Nuttall, 2015)               |
|                                                | Obesity: ≥ 30 kg/m2                         | (Survey, 2017)                |
|                                                | < 0.40                                      |                               |
| Diabetes Pedigree Function (DPF)              | 0.40 - 0.80                                 | (Lampinen et al., 2009)       |
|                                                | > 0.80                                      |                               |
| Age                                           | ≤ 35 years                                  | (Karegowda et al., 2012)      |
|                                                | > 35 years                                  |                               |
| Pregnancies                                   | ≤ 4 times                                   |                               |
|                                                | > 4 times                                   |                               |

are less than 0.5. In four others training data, the correlation also shows the same thing. Only the correlation $X_1$ and $X_8$ correlate greater than 0.5; all the rest correlate 0.01 - 0.44 (regardless of positive or negative).

Due to the assumption of a multivariate Gaussian distribution in the Naïve Bayes method, it is not easy to find the actual world data (Hallin and Paindaveine, 2009), especially laboratory measurement data related to the diagnosis of diabetes (Maniruzzaman et al., 2017). Table 4 informs that the input variables in the first train data, either the "Yes" group or the "No" group, have no multivariate Gaussian distribution based on the Henze-Zickler test. The same thing happened in four others training data.

Following that, this work refers to (Xu et al., 2017; Lohar et al., 2017) to address the violation. Table 5 presents the variable discretization for implementing the Multinomial Naive Bayes process.

Next, for the Fisher Discriminant Analysis method, the assumption related to the covariance matrix’s homogeneity is given in Table 6 (We exclude the X8 variable because it is not a continuous type). The table shows that the p-value is not smaller than the significance level of 0.05. There is enough evidence to suggest that the covariances of the two groups are homogenous. The results of this test indicate the Fisher Discriminant Analysis method can be implemented in this work.

Furthermore, the Goodness-of-Fit statistics in Table 7 provide two different measures to assess the model’s fit for the logistic regression method. However, different results were obtained. The models fit the data well if the p-value is less than 5% based on the deviance measure; the model fits the data best, but based on the Pearson measure, the model fits the data best.

Another choice to get a comprehensive understanding of our model is to look at the statistical parameters presented in Table 8. The final model presents all the variables in the study, plus their overall statistical value. The p-value associated with the full model shows that the full model significantly influences the predicted value in the standardized prediction equation.

Table 9 shows the explanatory variables are statistically significant of the reduced model. The reduced model is formed by omitting an effect from the final model. In this work, the reduced model is equivalent to the final model because omitting the effect does not increase freedom. The likelihood ratio test showed that the skinfold thickness, insulin, pedigree, age, and pregnancies were not the statistically significant variables. From the interim results of the Wald test, the insignificant variables were the same except for pregnancy. People who have diabetes...
### Table 8. Model Fitting Information

| Model          | Model Fitting Criteria | Likelihood Ratio Test |
|----------------|------------------------|-----------------------|
|                | -2 loglikelihood       | Chi-Squared | df | p-value |
| Intercept only | 993.484                |            |    |         |
| Final          | 720.332                | 273.151     | 23 | 0       |

### Table 9. Likelihood Ratio Test

| Model Fitting Criteria | Likelihood Ratio Test |
|------------------------|-----------------------|
| -2 loglikelihood of reduced model | Chi-Squared | df | p-value |
| Intercept only         | 720.33              | 0  | 0       |
| glucose (X1)           | 825.46               | 105.13 | 1  | 0       |
| blood pressure (X2)    | 727.86               | 7.53  | 1  | 0.01    |
| skinfold thickness (X3)| 720.47               | 0.14  | 1  | 0.71    |
| insulin (X4)           | 721.64               | 1.31  | 1  | 0.25    |
| body mass index (X5)   | 759.85               | 39.52 | 1  | 0       |
| pedigree function (X6) | 722.55               | 2.22  | 1  | 0.14    |
| age (X7)               | 722.88               | 2.54  | 1  | 0.11    |
| pregnancies (X8)       | 745.97               | 25.63 | 16 | 0.06    |

### Table 10. Prediction Performance using Naïve Bayes

| Testing | Accuracy | Sensitivity | Specificity | Precision | NPV |
|---------|----------|-------------|-------------|-----------|-----|
| Fold 1  | 93.51    | 90.74       | 95          | 90.74     | 95  |
| Fold 2  | 96.75    | 92.73       | 98.99       | 98.08     | 96.08 |
| Fold 3  | 97.4     | 96.08       | 98.06       | 96.08     | 98.06 |
| Fold 4  | 95.42    | 92.86       | 96.91       | 94.55     | 95.92 |
| Fold 5  | 96.08    | 100         | 94.06       | 89.66     | 100 |
| Average | 95.83    | 94.48       | 96.6        | 93.82     | 97.01 |
| SD      | 1.5      | 3.63        | 2.06        | 3.56      | 2.01 |

### Table 11. Prediction Performance using Fisher Discriminant Analysis

| Testing | Accuracy | Sensitivity | Specificity | Precision | NPV |
|---------|----------|-------------|-------------|-----------|-----|
| Fold 1  | 74.03    | 46.3        | 89          | 69.44     | 75.42 |
| Fold 2  | 81.82    | 60          | 93.94       | 84.62     | 80.87 |
| Fold 3  | 78.57    | 64.71       | 85.44       | 68.75     | 83.02 |
| Fold 4  | 77.12    | 51.79       | 91.75       | 78.38     | 76.72 |
| Fold 5  | 74.51    | 59.62       | 82.18       | 63.27     | 79.81 |
| Average | 77.21    | 56.48       | 88.46       | 72.89     | 79.17 |
| SD      | 3.18     | 7.34        | 4.74        | 8.5       | 3.09 |
have more significant health care needs, have fewer productive years, and are significantly more likely to be absent from work. The effectiveness of the process in predicting insulin resistance needs to be confirmed. Methods are used to reduce prediction errors. Preventive action can be done earlier, and the costs incurred in managing diabetes can be significantly reduced by making a screening test available to patients.

In either the statistical or machine learning field, a classification technique’s performance is usually measured in a term of prediction error (Rodriguez et al., 2009; Bengio and Grandvalet, 2004). The term can be found by subtracting the total probability by accuracy. However, the term is not enough in medical informatics data. Several other terms are needed to measure classification techniques’ performance, such as accuracy, sensitivity, specificity, precision, and negative predictive value (NPV) (Maniruzzaman et al., 2017; Ghatak, 2017; Burger, 2018) as formulated in (24) – (27).

In this paper, we have investigated the performance of two statistical classification techniques based on the five-fold cross-validation technique. The Naïve Bayes and discriminant analysis parameters are estimated using maximum likelihood estimation, while the Logistic Regression parameters use both maximum likelihood estimation and the Newton-Raphson method. The performance measurements of accuracy, sensitivity, specificity, precision, and negative predicted value (NPV) (Maniruzzaman et al., 2017; Zou et al., 2018; Burger, 2018) are presented in Table 10 - Table 12.

We have found the diabetes status classification with Multinomial Naïve Bayes to be the highest performing. In this case, the Multinomial Naïve Bayes method’s performance gives accuracy 95.83 %, sensitivity 94.48 %, specificity 96.60 %, precision 93.82 %, and NPV 97.01 % for the Pima Indian diabetes dataset, and this performance is the best compared to other classification methods. Generally, medical data performance, especially disease prediction, should have high accuracy and sensitivity to receive appropriate treatment. The performance of the Multinomial Naïve Bayes method in this work also is the best compared to those obtained by (Maniruzzaman et al., 2017; Zou et al., 2018; Sisodia and Sisodia, 2018; Nilashi et al., 2017).

4. CONCLUSIONS
Diabetes is a chronic disease that can cause serious illness. Women are four times more likely to develop heart problems caused by diabetes. Women are also more prone to experience complications due to diabetes, such as kidney problems, depression, and decreased vision quality. Correct diabetes status prediction can help doctors as well as patients for proper treatment planning procedures. Moreover, in particular, women can also try to avoid this disease. Empirical evidence demonstrates that the Multinomial Naïve Bayes approach outperforms discriminant analysis and Logistic Regression. Based on different performance factors, including accuracy, sensitivity, specificity, precision, and NPV, we can conclude that naïve Bayes classifies diabetes status. Therefore, our recommendation is to use Multinomial Naïve Bayes for classifying diabetes data as well as medical informatics data.
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