Electronic stopping of slow protons in oxides: scaling properties
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Abstract
Electronic stopping of slow protons in ZnO, VO₂ (metal and semiconductor phases), HfO₂ and Ta₂O₅ was investigated experimentally. As a comparison of the resulting stopping cross sections (SCS) to data for Al₂O₃ and SiO₂ reveals, electronic stopping of slow protons does not correlate with electronic properties of the specific material such as band gap energies. Instead, the oxygen 2p states are decisive, as corroborated by DFT calculations of the electronic densities of states. Hence, at low ion velocities the SCS of an oxide primarily scales with its oxygen density.
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Ions are slowed down in matter due to interaction with atomic nuclei and electrons; usually one differentiates between nuclear and electronic stopping. For many decades, fundamental research has been dedicated to accurate description of the relevant energy loss processes. The understanding gained is indispensable for wide-ranging applications – space research, material science, nuclear fusion and fission or radiation therapy [1]. In this context, a key quantity is the mean energy loss per path length, i.e., the stopping power \( S = dE/dx \), with contributions due to electronic excitations, \( S_e \), and nuclear collisions, \( S_n \). To investigate the interaction of ions with compound materials, the stopping cross section per atom (SCS) \( \varepsilon = S/n \) is a convenient measure, where \( n \) denotes the atomic density of the target material.

At high ion velocities \( v >> v_F \) (\( v_F \) denotes the Fermi velocity of the target electrons), \( S_e \) is the main channel for energy loss of light ions in solids and accurate theoretical models are available [2, 3, 4]. At low ion velocities, \( v \leq v_F \), \( S_e \) is dominated by excitation of valence electrons, and also \( S_n \) may contribute considerably to the overall energy dissipation rate. When the target electrons are described as a free electron gas (FEG) of effective density \( n_e \), as characterized by the Wigner-Seitz radius \( r_s = (3/4\pi n_e)^{1/3} \), electronic stopping due to electron-hole pair excitation by the screened ion charge is velocity-proportional, \( S_e = Q(Z_i,r_s) \cdot v \) [5]. The friction coefficient \( Q \) depends on \( r_s \) and on the atomic number of the ion, \( Z_i \). The nonlinear calculation of \( Q \) [6] has been found to describe experimental proton stopping data quantitatively for metals and semiconductors for low velocities, up to \( v \approx v_F \), using effective FEG electron densities \( r_s,\text{eff} \), as derived from measured plasmon energies [7].

For very slow protons with \( v << v_F \), deviations from velocity-proportionality of \( S_e \) were reported for target materials featuring excitation thresholds in their electronic band structures; in noble metals, the \( d \)-bands exhibit an excitation threshold \( E_d \) of several eV with respect to the Fermi energy \( E_F \), so that at ion energies above \( \sim 1 \) keV, excitation of the \( d \)-bands becomes more and more effective and the stopping cross section rises with steeper slope [8, 9, 10, 11, 12]. Time-dependent density-functional theory (TD-DFT) calculations of \( S_e \) of protons in Au confirmed this interpretation [13]. For large band gap insulators, electronic stopping was found to vanish below a threshold velocity \( v_{th} \) – e.g., for LiF (band gap \( E_{g,LiF} \approx 13.6 \) eV) at velocities lower than \( v_{th} \approx 0.1 \) a.u. [14, 15]. Note that \( v_{th} \) for LiF is considerably lower than the kink velocity for Au (\( v_k \approx 0.2 \) a.u.), even though \( E_{g,LiF} >> E_{d,Au} \approx 2 \) eV. For LiF, TD-DFT calculations yielded considerably lower \( S_e \) and a threshold velocity higher than the experimental value by a factor of \( \sim 2 \) [16]. Those calculations did, however, not allow for
charge-exchange processes or defect production, which at grazing surface collisions had been identified as main channels of electronic losses [17, 18]. At smaller impact parameters, electron promotion in atomic collisions was suggested to be responsible for the efficient electronic stopping of protons in ionic insulators [19]. Nevertheless, a conclusive description is still missing.

The interplay between band gaps and electronic stopping of slow ions is complex, since $E_g$ will be modified by the electric field of the ion [20, 21]. Recently, the importance of static crystal effects (momentum transfer from the crystal) [22] and dynamic defect states ("electron elevator") [23] has been revealed. In the band gap of Si dynamic defect states induced by a moving Si ion lead to a very efficient transfer of electrons from the valence band to the conduction band. This mechanism is expected to be relevant also for stopping of slow protons [23].

Metal oxides exist in building blocks of different sizes with widely differing numbers of valence electrons per building block, $N_{\text{val}}$, and exhibit more covalent bonds with smaller band gaps as compared to alkali halides [24]. In this study, we investigate systematically how in oxides proton stopping is influenced by electronic features, such as $E_g$ or the valence electron density. To this aim, we studied electronic stopping of protons in ZnO, VO$_2$, HfO$_2$ and Ta$_2$O$_5$ in the range $0.15 \text{ a.u.} \leq v \leq 0.64 \text{ a.u.}$ (500 eV − 10 keV protons) and relate these results to those obtained for SiO$_2$ [14] and Al$_2$O$_3$ [21]. In this context, VO$_2$ is a key material to investigate the influence of $E_g$ on $S_e$, due to the insulator-to-metal transition at a critical temperature $T_C \approx 67 \, ^\circ \text{C}$ [25, 26]. The selection of oxides was made to cover wide ranges of band gaps, $0 \, \text{eV} \leq E_g \leq 9 \, \text{eV}$, and one to five oxygen atoms per building block, corresponding to $6 \leq N_{\text{val}} \leq 30$, equivalent to valence electron densities corresponding to $1.57 \leq r_s \leq 1.86$ (see Tab. 1).
| Oxide    | \(E_g\) [eV] | \(N_{\text{val}}\) | \(r_s\) [a.u.] | \(\varepsilon_{\text{ox,expt}}\) (0.2 a.u.) [10^{-15} \text{eVcm}^2/\text{atom}] |
|----------|---------------|---------------------|----------------|-----------------------------------------------|
| VO\(_2\) | 0 ... 0.7     | 13                  | 1.58           | 2.33                                          |
| ZnO      | 3.4           | 6                   | 1.86           | 1.60                                          |
| Ta\(_2\)O\(_5\) | 3.9     | 30                  | 1.69           | 2.71                                          |
| HfO\(_2\) | 5.5           | 12                  | 1.69           | 2.62                                          |
| Al\(_2\)O\(_3\) | 8       | 18                  | 1.57           | 2.00                                          |
| SiO\(_2\) | 9             | 12                  | 1.72           | 2.10                                          |

TAB. 1 Electronic properties of ZnO, VO\(_2\), HfO\(_2\), SiO\(_2\), Al\(_2\)O\(_3\), and Ta\(_2\)O\(_5\): \(E_g\), \(N_{\text{val}}\), \(r_s\) derived from \(n_{\text{val}} = N_{\text{val}} \cdot n\), and experimental values \(\varepsilon_{\text{ox,expt}}\) for \(v = 0.2\) a.u. (1 keV protons).

The experiments were performed at the IEP in Linz employing the UHV time-of-flight low energy ion scattering (TOF-LEIS) setup ACOLISSA [27]. All samples were prepared \textit{ex-situ}; HfO\(_2\) thin films were deposited on SiO\(_2\)/Si by atomic layer deposition [28]; VO\(_2\) thin films were sputter deposited on Si and subsequently thermally oxidized [29]. The annealed VO\(_2\) films were checked for the first-order phase transition by optical transmission (near infrared) while cycling forward and backward through \(T_C\). Ta\(_2\)O\(_5\) samples were produced by anodization of a Ta sheet [30, 31], and ZnO samples were prepared in three different ways: thermal oxidation in air of a high purity Zn sheet, pulsed laser deposition on PET [32], and sputter deposition on glass. Time-of-flight elastic recoil detection (TOF-ERD) measurements at Uppsala University yielded the expected stoichiometry and impurity concentrations below \(~ 2 \%\). Time-of-flight medium energy ion scattering (TOF-MEIS) [33] was employed to check the homogeneity of thin film samples. TOF-LEIS spectra were recorded using hydrogen and deuterium beams (monomers and dimers) in the range of 0.5 keV/u – 10 keV/u. The projectiles impinge at normal incidence and probe the bulk properties in a depth of at least several nanometers; at a scattering angle \(\theta = 129^\circ\), time of flight (TOF) is measured for backscattered projectiles of any charge state. From the energy-converted spectra, the electronic SCS per atom, \(\varepsilon_{\text{ox}}\), was deduced.

For nanometer films, thickness was determined by Rutherford backscattering spectrometry (RBS). To evaluate \(\varepsilon_{\text{ox}}\), experimental spectrum widths were compared to corresponding Monte Carlo simulations (TRBS, [34]), in order to disentangle electronic and nuclear stopping. In the simulations, a screened Coulomb potential (ZBL, [35]) was used to handle
scattering in close and distant collisions; $\varepsilon_{\text{ox}}$ was optimized to reproduce the width of the experimental spectrum ([11]).

For ZnO, Ta$_2$O$_5$, and at very low ion velocities $\varepsilon_{\text{ox}}$ was deduced from the height ratio of energy spectra, $H_{\text{ox}}/H_{\text{ref}}$, recorded for the oxide and a reference sample (of known SCS $\varepsilon_{\text{ref}}$) for the same primary charge (similarly as in [36]). The reference targets (polycrystalline Cu and Au) were cleaned employing 3 keV Ar$^+$ sputtering; surface purity was checked by Auger electron spectroscopy (AES). The experimental height ratios were compared to results from corresponding TRBS simulations; $\varepsilon_{\text{ox}}$ was evaluated close to the high energy edge of the spectrum, where the shapes of the experimental spectra are perfectly reproduced [37]. In the simulations, $\varepsilon_{\text{ox}}$ is the only parameter to be optimized.

The statistical uncertainties of $\varepsilon_{\text{ox}}$ range from < 7 % (evaluation of spectrum widths) to 10 % - 15 % (evaluation of spectrum heights), with highest uncertainties at lowest ion velocities. Systematic errors due to $\varepsilon_{\text{ref}}$ or thin film thickness determination, and the interaction potential in the simulations are < 10 %.

In Fig. 1, $\varepsilon_{\text{ox}}$ is shown for metallic and semiconducting VO$_2$ for H ions (protons and deuterons), measured at 300 K and 373 K, respectively, with identical $\varepsilon_{\text{ox}}$-values for both phases. Thus, in VO$_2$ proton stopping [38] is independent of the existence of a band gap, $E_g$. This finding is corroborated when comparing the results for VO$_2$, HfO$_2$ ($E_g \approx 5.5$ eV) and SiO$_2$ ($E_g \approx 9$ eV), since their $\varepsilon_{\text{ox}}$ data coincide within experimental uncertainty (see Fig. 2a). Apparently, for the investigated binary oxides, band gaps are irrelevant for electronic stopping even at low ion velocities, where energy transfers in ion-electron collisions are small.
For oxides, there is no simple correspondence between valence electron densities, plasmon energies and electronic stopping: e.g., for ZnO the experimental plasmon energy [39] is consistent with the valence electron density, while for protons $\varepsilon_{\text{ox}}$ is lower by a factor of $\sim 2$ than anticipated for a FEG [6] (for $v = 0.2$ a.u.). Moreover, the SCS data spread much more than one would anticipate from their $r_s$ values (see Tab. 1, [6]). Clearly, it does not make sense to describe oxides as FEG.

While it is easily possible at high ion velocities to relate electronic stopping of a compound, $\varepsilon_{A_{1-x}B_x}$, to the SCS of the constituents, $\varepsilon_A$ and $\varepsilon_B$, by applying Bragg’s rule [40], $\varepsilon_{A_{1-x}B_x} = x \cdot \varepsilon_A + (1-x) \cdot \varepsilon_B$, this is a doubtful approach at low ion velocities, where formation of a compound changes the valence electron states considerably. The breakdown of the additivity rule can be seen in Fig. 2a, where the low velocity SCS of selected oxides (ZnO, VO$_2$, SiO$_2$, HfO$_2$, Al$_2$O$_3$, Ta$_2$O$_5$) are presented together with Bragg’s rule predictions using data from [36, 41, 42, 43]: the additivity rule results are higher by more than a factor of 2 at lowest velocities, with largest discrepancies for ZnO and SiO$_2$. 

FIG. 1 $\varepsilon_{\text{ox}}$ of VO$_2$ for H ions (protons and deuterons) in both, metallic (open symbols) and semiconducting phases (full symbols) are shown as function of the ion velocity. Evaluation of both, widths and heights of the spectra, yields concordant results (see legend). The upper labelling of the abscissa denotes the corresponding proton energy.
FIG. 2a) For ZnO, VO₂, Ta₂O₅, HfO₂, Al₂O₃ [21], and SiO₂ [14], εox are displayed as a function of the ion velocity (full symbols), together with Bragg’s rule predictions using data from [36, 41, 42, 43].

In Fig. 2b, we present our results for the oxides as SCS per oxygen atom, ε₀ = εox·(1-x), i.e., we relate εox to the oxygen sub-lattice. In this way, all data coincide within experimental uncertainties, except for ZnO, for which ε₀ rises with steeper slope at v ≥ 0.25 a.u., due to the contribution from the full d-band, similarly as for metallic Zn [41]. In fact, in oxides AₓO₁₋ₓ, the SCS is proportional to the atomic fraction of oxygen, 1-x, while detailed electronic properties such as band gap energy or valence electron density are not relevant. At higher ion velocities, such a behavior has been observed for Al₂O₃, SiO₂ and H₂O ice [44] as well as for HfO₂ versus SiO₂ [28] and traced back to an O 2p⁶ configuration as if in oxides the ionic character of the local bonds would prevail. At low ion velocities, however, details of the density of states (DOS) might be highly relevant, since even the subtle differences between specific metals have clear impact on the observed Sₑ, e.g., for Au and Pt [10, 11].
Fig. 2b) The experimental data of Fig. 2a are shown as SCS per O atom, $\varepsilon_0 = \varepsilon_{ox}(1-x)$, in a wider velocity range. For HfO$_2$, also data from Ref. [28] are shown which exhibit excellent agreement with the present results. The upper labelling of the abscissa denotes the corresponding proton energy.

In order to obtain quantitative information on the unperturbed electronic density of states (DOS) of all presented oxides, DFT calculations were performed with the VASP code [45, 46]. For the metallic rutile structure of VO$_2$ the PBE exchange correlation functional was used [47]. For the monoclinic structure of VO$_2$ we used a PBE + U approach with U = 3.5 eV, in accordance with, e.g., [48]. For all other oxides, the hybrid PBE0 exchange correlation functional was employed [49]. In all calculations, the energy cutoff for the plane wave basis sets is 400 eV and projector augmented wave (PAW) potentials were utilized [50, 51]. The Brillouin zone is sampled by a $11 \times 11 \times 11$ Monkhorst-Pack grid of k-points [52] for monoclinic VO$_2$, a $7 \times 7 \times 11$ grid for rutile VO$_2$, and a $7 \times 7 \times 7$ grid for the other oxides. In evaluating the DOS, the occupancies of the electronic states are determined with the tetrahedron method.
FIG. 3 DOS per O atom for selected oxides (for VO$_2$ both metallic rutile and semiconducting monoclinic phases) are depicted as function of $E - E_{VB}$. For ZnO, the high DOS below - 4.8 eV (due to $d$ electrons of Zn) has been scaled down by a factor 2.5. “Zero” unoccupied DOS at higher energies is due to a limited number of bands used in the calculations.

The results for the oxides of interest in terms of DOS per oxygen atom (DOS/O) are shown as function of $E - E_{VB}$ in Fig. 3, where $E_{VB}$ represents the highest occupied state of the valence band. Integration of the DOS/O from $-10$ eV up to $E_{VB}$ yields $\sim 6$ electrons for all oxides, with the exception of ZnO (contribution from $d$ electrons of Zn). Integration of the unoccupied DOS/O in an interval of 10 eV beyond the band gap is rather independent of the metal/semiconductor atom (4 to 6 electrons). Thus, the observed scaling properties of $\varepsilon_0$ may be interpreted in a similar way as electronic stopping of protons in metals [36]. Another aspect of these results is that for stopping of slow protons in an oxide A$_x$O$_{1-x}$, Bragg’s rule is simplified since the contribution of the cations, $\varepsilon_a$, can be set to zero.
In contrast to metals, however, a linear fit to $\alpha_0$ yields an apparent velocity threshold of $v_{th} \approx 0.055$ a.u. (even for the metallic phase of VO$_2$), independent of the (unperturbed) band gap. It is not yet clear how the existence of such an apparent velocity threshold should be interpreted [20, 21, 22, 23]. In fact, $v_{th} \approx 0.055$ a.u. is comparable to the values observed for ionic crystals such as LiF ($v_{th} \approx 0.1$ a.u.) or KCl ($v_{th} \approx 0.07$ a.u.) [14], and for a covalent semiconductor like Ge ($v_{th} \approx 0.026$ a.u.) [37, 53]. It remains unclear, whether the lack of correlation between $v_{th}$ and $E_g$ points towards Coulomb collisions with electrons in a strongly perturbed band, towards a different process like the “electron elevator”, or towards electron promotion in an atomic collision. In any case, the energy loss mechanism appears to be similar for all oxides. It may be interesting to compare the response of the electronic system to energy deposition by a slow ion and by laser pulses: when exposed to high power femtosecond laser pulses the band gap in VO$_2$ collapses instantaneously [54].

To conclude, we present electronic stopping data $\varepsilon_{ox}$ for slow protons in selected oxides with a wide range of electronic properties, e.g., band gaps from 0 eV up to 9 eV, and 6 to 30 valence electrons per building block. Our data reveal that $\varepsilon_{ox}$ is independent of $E_g$, but scales with the atomic fraction of oxygen in the building block, since all oxides studied exhibit ~ 6 valence electrons per O atom, as corroborated by DFT-calculations of the electronic DOS – even if the chemical bonds are only partly ionic. The irrelevance of $E_g$ may be either due to a strong modification of the electronic band structure or to dynamic defect states induced in the band gap by the ion – causing a locally reduced band gap (“metallization”). Nevertheless, to describe the valence electrons in the oxides as a FEG of effective density is not an expedient approach. In any case, the present results permit to fix the electronic stopping of any oxide of interest. This is important, for instance, when estimating the electron yield emitted from the first wall of a nuclear fusion device, or to determine the mean range of slow protons in an oxide. Another observation is that our $\alpha_0$ data extrapolate to an apparent velocity threshold, $v_{th} \approx 0.055$ a.u., even for the metallic phase of VO$_2$ - it simply seems to be an oxygen property. Definite answers require theoretical models with realistic description of ion-electron interactions inside band gap materials.
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