Quantum mechanical investigations of base-catalyzed cycloaddition reaction between phenylacetylene and azidobenzene
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Abstract
In this study, the mechanism for both the Huisgen 1,3-dipolar cycloaddition and the base-catalyzed cycloaddition reactions between phenylacetylene and azidobenzene has been investigated with density functional theory, namely at the M06-2X/6-31G(d) computational level. Later, the reaction has been modeled with a representative simple alkyne and a simple azide to concentrate solely on how the difference bases affect the mechanism of the reaction between phenylacetylene and azidobenzene as charged components. In this study, another mechanism of this reaction with uncharged components has been proposed to compare the calculated thermodynamic and kinetic properties for charged and uncharged systems. The calculated activation barrier differences between the catalyzed and the uncatalyzed reactions are consistent with the faster and the regioselective synthesis of the triazole product in the presence of solvents. The calculated barrier of the rate-determining step in the base-catalyzed mechanism with the uncharged system is lower than that with charged systems. Finally, the reaction leading to final product formation in uncharged system is more spontaneous than that in the charged system, and the same applies to the total reaction in the presence of solvents.
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Introduction
1,2,3-Triazoles have been regarded as one of the most important nitrogen heterocycles because of their broad application in organic synthesis, biology, medicinal chemistry, and materials science.¹⁻⁸ Therefore, tremendous attention has been focused on the development of synthetic methods for the assembly of these valuable heterocyclic compounds. As early as 1963, Huisgen had developed the thermally induced 1,3-dipolar cycloaddition of alkynes with organic azides to construct 1,2,3-triazoles, although this suffered from poor regioselectivity and low efficiency.⁹⁻¹¹ Rostovtsev and Tornøe proposed a significant improvement to the Huisgen reaction and established the copper-catalyzed azide-alkyne cycloaddition (CuAAC) for the synthesis of 1,4-disubstituted 1,2,3-triazoles, greatly increasing the reaction rate and regioselectivity.¹²⁻¹³ Recently, some alternative methods have been established for the synthesis of triazole derivatives including the reactions of azides with alkenes or ketones.¹⁴⁻²³ It was found that most of these methods often utilized significant amounts of toxic transition metal catalysts, which are not ideal for the biological applications in view of their toxicity. Therefore, a simple and green protocol is still highly desirable for the construction of triazole and its derivatives.

To treat this problem, transition-metal-free strategies have been developed for the preparation of specific 1,2,3-triazoles, such as an organocatalytic enamine-mediated amino acid or amine catalyzed [3 + 2] cycloaddition of different carbonyl compounds with organic azides,²⁴⁻³² base-promoted oxidative catalyzed cycloaddition of chalcones with azides in aqueous solution,³³ and base-catalyzed cycloaddition with azides for the preparation of 1,5-diarylsubstituted 1,2,3-triazoles.³⁴ Kwok et al. showed that 1,5-diarylsubstituted 1,2,3-triazoles are formed in high yields from aryl azides and terminal alkynes in dimethyl sulfoxide (DMSO) in the presence of catalytic tetraalkylammonium hydroxide. The reaction is experimentally simple, does not require a transition-metal catalyst, and is not sensitive to atmospheric oxygen and moisture. Scheme 1
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shows the proposed mechanism for this reaction. No established high-level theoretical characterizations of previously reported reaction mechanisms are available in the literature. Thus, in this paper, the mechanism of the base-catalyzed reaction will be investigated in detail using density functional theory (DFT) employing the M06-3X method with the basic set 6-31g(d) in the gas phase and in the presence of some solvents.

Computational methods

DFT is a valuable tool used to explore various issues in computational organic chemistry. Therefore, the M06-2X method was chosen with the basic set 6-31g(d) to clarify the mechanism of the base-catalyzed cycloaddition reaction between phenylacetylene and azidobenzene. All the geometric parameters of reactants, products, and potential stable points characterized by imaginary frequency were determined by level of theory M06-2X/6-31g(d) according to the proposed mechanism as in Scheme 1. The effect of solvent on the reaction was considered by single-point SCRF (self-consistent reaction field) calculations with the polarizable continuum model (PCM) method at the M06-2X/6-31g(d) level. The free energies in acetonitrile, DMSO, and water as solvents were obtained by using the frequencies from the gas-phase results. All calculations included in this paper were performed by the program Gaussian09. The Cartesian coordinates for all compounds after geometry optimization using M06-2X/6-31g(d) level can be found in the Supporting Information.

Results and discussion

Huisgen 1,3-dipolar cycloaddition

To compare the reaction of the Huisgen 1,3-dipolar cycloaddition with the base-catalyzed cycloaddition, we studied first the mechanism of the Huisgen reaction in the gas phase and in the presence of solvents based on the mechanism shown in Scheme 2. Figure 1 shows the optimized structures of reactants, products (P1 and P2), and transition states (TS1 and TS2) using M06-2X/6-31g(d)-level calculations.

The electronic M06-2X/6-31g(d) energy, \( H_{\text{corr}} \), and the zero-point vibrational energies (ZPE) for reactants, products, and transition states are reported in Table 1, while Table 2 shows thermodynamic and kinetic properties of Huisgen 1,3-dipolar cycloaddition reaction between phenylacetylene and azidobenzene in the gas phase and in the presence of solvents at 298.15 K. Changes of Gibb’s free energies along reaction pathway are shown in Figure 2.

The computational results show that the cycloaddition reaction is carried out spontaneously for the products P1 and P2, where the latter is more spontaneous than former, but the former is faster by about 10 times in gas phase and by about four times in the presence of solvents. Moreover, we note from Table 2 that the solvents do not show a significant effect on the kinetic properties of the cycloaddition reaction compared to those in the gas phase. This can be explained by the fact that the charges are not significantly redistributed in the transition states.

Base-catalyzed cycloaddition

The mechanism involving base-catalyzed cycloaddition (Scheme 1) is proposed for a charged system, but the final step relates to the reaction of phenylacetylene with the base. If the base is KOH, this reaction can occur as follows

\[
\text{Ph} = \text{C} + \text{H} + \text{K} \rightarrow \text{OH} \quad \text{Ph} = \text{C} + \text{K} + \text{H}_2\text{O} \quad \Delta G(\text{cal}) = -6.9 \text{ kJ mol}^{-1}
\]

Based on this reaction, another mechanism could be proposed for an uncharged system as shown in Scheme 3 in order to determine the thermodynamic properties of step 3. Calculated total electronic energy \( E_o \), \( H_{\text{corr}} \), and ZPE for reactants, reactive complex (RC and RC−K), intermediate complex (IC and IC−K), and their transition state for charged and uncharged systems using M06-2X/6-31g(d) level are reported in Tables 3 and 4, respectively. Thermodynamic and kinetic properties of base-catalyzed cycloaddition in the gas phase and in the presence of DMSO at 298.15 K are shown in Table 5. The geometries...
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for reactants (Figure 3), RC and IC (Figure 4), RC−K and IC−K (Figure 5) are optimized at the M06-2X/6-31g(d) level. The changes of Gibbs free energies along the reaction pathway are shown in Figure 6 for charged and uncharged systems.

It is noted from the geometries of TS_RC and TS_RC−K that the length of the C−N forming bond for TS_RC−K (2.229 Å) is shorter than that for TS_RC (2.450 Å), but this bond for IC−K (1.393 Å) becomes shorter than that for RC−K (1.375 Å). This indicates that the formation of complex IC−K is faster than complex IC.

From Table 5 and Figure 6, we note that the reactions in step 1 and step 2 are carried out spontaneously in gas phase for the RC and IC products in both charged and uncharged systems, where the latter is more spontaneous than former, but the former is faster than latter. Moreover, the barrier of the rate-determining step (Step 2) is 101.5 and 109.1 kJ mol−1 in the gas phase for charged and uncharged systems, respectively.

Table 1. Calculated total electronic energy ($E_o$), $H_{corr}$, $G_{corr}$ and the ZPE at the M06-2X/6-31g(d) level (in Hartree).

| Compound       | $E_o$          | $H_{corr}$  | $G_{corr}$  | ZPE         |
|----------------|----------------|-------------|-------------|-------------|
| Phenylacetylene| −308.25521931  | 0.118168    | 0.081161    | 0.110867    |
| Azidobenzene   | −395.66915852  | 0.113000    | 0.073199    | 0.105145    |
| P1             | −704.04419506  | 0.237408    | 0.183723    | 0.224010    |
| P2             | −704.04691739  | 0.237098    | 0.182027    | 0.223560    |
| TS1            | −703.89746891  | 0.231906    | 0.175099    | 0.217244    |
| TS2            | −703.893860126 | 0.231747    | 0.173749    | 0.216946    |

ZPE: zero-point vibrational energies.
The effect of solvent has been investigated for the charged and uncharged systems in DMSO that is most frequently used. It has been observed that the solvent decreases the barrier by 7.5 and 17.4 kJ mol\(^{-1}\) in the presence of DMSO for the charged and uncharged systems, respectively, as compared to that in the gas phase. It should be noted that the calculations in the presence of acetonitrile or water provide almost the same results. Moreover, the calculated barrier of the rate-determining step for uncharged systems is lower than that for charged systems by 3.1 kJ mol\(^{-1}\) in the presence of DMSO.

The rate constant for the uncatalyzed and catalyzed processes of 1,5-disubstituted triazole formation is \(7.5 \times 10^{-10} \text{ L mol}^{-1} \text{ s}^{-1}\) and \(6.6 \times 10^{-7} \text{ s}^{-1}\) in the gas phase (\(6.3 \times 10^{-11} \text{ L mol}^{-1} \text{ s}^{-1}\) and \(1.0 \times 10^{-5} \text{ s}^{-1}\) in the presence of DMSO), respectively. This difference in rate constant of the catalyzed and uncatalyzed processes has exhibited significant acceleration of the reaction in the presence of the base catalyst.

Finally, the \(\Delta G\) of step 3 can be calculated according to the following equation for charged and uncharged systems, respectively

\[
\Delta G = \Delta G_1 + \Delta G_2 + \Delta G_3 = -159.9 \text{ kJ mol}^{-1}
\]

for ionic systems

\[
= -205.3 \text{ kJ mol}^{-1}
\]

for real systems

or according to the overall reaction:

\[
\text{Table 2. Calculated Gibbs free energies, activity energy (}\varepsilon\text{) (in kJ mol}^{-1}\text{), and the rate constants (in L mol}^{-1} \text{ s}^{-1}\text{) at the M06-2X/6-31g(d) level in the gas phase and in the presence of solvents.}

| Properties                  | Gas   | Acetonitrile | DMSO   | Water  |
|-----------------------------|-------|--------------|--------|--------|
| \(\varepsilon\)             | ~1    | 35.69        | 46.83  | 78.36  |
| \(\Delta G^o\) (TS1)        | 125.1 | 131.2        | 131.2  | 131.3  |
| \(\Delta G^o\) (TS2)        | 131.0 | 134.6        | 134.7  | 134.7  |
| \(\Delta G^o\) (P1)         | -237.5| -243.1       | -243.2 | -243.2 |
| \(\Delta G^o\) (P2)         | -249.1| -255.1       | -255.2 | -255.2 |
| \(E^o\) (P1)                | 77.5  | 83.6         | 83.7   | 83.8   |
| \(E^o\) (P2)                | 86.6  | 90.2         | 90.2   | 90.3   |
| \(k_P \times 10^{10}\)      | 7.5   | 0.65         | 0.63   | 0.61   |
| \(k_P \times 10^{10}\)      | 0.69  | 0.16         | 0.16   | 0.16   |

DMSO: dimethyl sulfoxide.

\(\varepsilon\): Relative permittivity.

\[
\text{Figure 2. Changes of Gibbs free energies along reaction pathway in the gas phase and in the presence of DMSO as solvent.}

\[
\text{Scheme 3. Proposed mechanism of catalyzed process for uncharged system.}
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\[
\Delta G = \Delta G_1 + \Delta G_2 + \Delta G_3 = -159.9 \text{ kJ mol}^{-1}
\]

for ionic systems

\[
= -205.3 \text{ kJ mol}^{-1}
\]

for real systems

respectively, as compared to that in the gas phase. It should be noted that the calculations in the presence of acetonitrile or water provide almost the same results. Moreover, the calculated barrier of the rate-determining step for uncharged systems is lower than that for charged systems by 3.1 kJ mol\(^{-1}\) in the presence of DMSO.

The rate constant for the uncatalyzed and catalyzed processes of 1,5-disubstituted triazole formation is \(7.5 \times 10^{-10} \text{ L mol}^{-1} \text{ s}^{-1}\) and \(6.6 \times 10^{-7} \text{ s}^{-1}\) in the gas phase (\(6.3 \times 10^{-11} \text{ L mol}^{-1} \text{ s}^{-1}\) and \(1.0 \times 10^{-5} \text{ s}^{-1}\) in the presence of DMSO), respectively. This difference in rate constant of the catalyzed and uncatalyzed processes has exhibited significant acceleration of the reaction in the presence of the base catalyst.

Finally, the \(\Delta G\) of step 3 can be calculated according to the following equation for charged and uncharged systems, respectively

\[
\Delta G = \Delta G_1 + \Delta G_2 + \Delta G_3 = -159.9 \text{ kJ mol}^{-1}
\]

for ionic systems

\[
= -205.3 \text{ kJ mol}^{-1}
\]

for real systems

or according to the overall reaction:

\[
\text{Table 2. Calculated Gibbs free energies, activity energy (}\varepsilon\text{) (in kJ mol}^{-1}\text{), and the rate constants (in L mol}^{-1} \text{ s}^{-1}\text{) at the M06-2X/6-31g(d) level in the gas phase and in the presence of solvents.}

| Properties                  | Gas   | Acetonitrile | DMSO   | Water  |
|-----------------------------|-------|--------------|--------|--------|
| \(\varepsilon\)             | ~1    | 35.69        | 46.83  | 78.36  |
| \(\Delta G^o\) (TS1)        | 125.1 | 131.2        | 131.2  | 131.3  |
| \(\Delta G^o\) (TS2)        | 131.0 | 134.6        | 134.7  | 134.7  |
| \(\Delta G^o\) (P1)         | -237.5| -243.1       | -243.2 | -243.2 |
| \(\Delta G^o\) (P2)         | -249.1| -255.1       | -255.2 | -255.2 |
| \(E^o\) (P1)                | 77.5  | 83.6         | 83.7   | 83.8   |
| \(E^o\) (P2)                | 86.6  | 90.2         | 90.2   | 90.3   |
| \(k_P \times 10^{10}\)      | 7.5   | 0.65         | 0.63   | 0.61   |
| \(k_P \times 10^{10}\)      | 0.69  | 0.16         | 0.16   | 0.16   |

DMSO: dimethyl sulfoxide.

\(\varepsilon\): Relative permittivity.

\[
\text{Figure 2. Changes of Gibbs free energies along reaction pathway in the gas phase and in the presence of DMSO as solvent.}

\[
\text{Scheme 3. Proposed mechanism of catalyzed process for uncharged system.}

The effect of solvent has been investigated for the charged and uncharged systems in DMSO that is most frequently used. It has been observed that the solvent decreases the barrier by 7.5 and 17.4 kJ mol\(^{-1}\) in the presence of DMSO for the charged and uncharged systems,
Table 5. Calculated Gibbs free energies, activity energy (\(E_a\)) (in kJ mol\(^{-1}\)), and the rate constants (\(k\)) at the M06-2X/6-31g(d) level in the gas phase and in the presence of DMSO as solvent.

| Properties | Charged system | DMSO | Uncharged system | DMSO |
|------------|----------------|------|------------------|------|
| \(\Delta G^o\) (TS_RC) | 22.8 | 60.3 | \(\Delta G^o\) (TS_RC−K) | 24.1 | 65.9 |
| \(\Delta G^o\) (TS_IC) | 108.3 | 101.6 | \(\Delta G^o\) (TS_IC−K) | 107.4 | 90.1 |
| \(\Delta G^o\) (RC) | -177.1 | -123.1 | \(\Delta G^o\) (RC−K) | -130.2 | -97.2 |
| \(\Delta G^o\) (IC) | -5.1 | -34.8 | \(\Delta G^o\) (IC−K) | -45.7 | -66.2 |
| \(\Delta G^o\) (RC) | -18.6 | 18.9 | \(\Delta G^o\) (IC−K) | -19.0 | 21.8 |
| \(\Delta G^o\) (IC) | 101.5 | 94.8 | \(\Delta G^o\) (IC−K) | 109.1 | 91.7 |
| \(E_a\) (RC) | -18.6 | 18.9 | \(E_a\) (RC−K) | 3.7 \times 10^8 | 1.8 \times 10 |
| \(E_a\) (IC) | 101.5 | 94.8 | \(E_a\) (IC−K) | 109.1 | 91.7 |
| \(k_{RC}\) | 6.2 \times 10^8 | 1.7 \times 10^2 | \(k_{RC−K}\) | 3.7 \times 10^8 | 1.8 \times 10 |
| \(k_{IC}\) | 6.6 \times 10^{-7} | 1.0 \times 10^{-3} | \(k_{IC−K}\) | 9.4 \times 10^{-7} | 1.0 \times 10^{-3} |

DMSO: dimethyl sulfoxide; RC: reactive complex; IC: intermediate complex.

\(^a\)Calculation results for step 1 and step 2 (see Schemes 1 and 3). \(k_{RC}\) in L mol\(^{-1}\) s\(^{-1}\) and \(k_{IC}\) in s\(^{-1}\).

Figure 3. M06-2X/6-31g(d) optimized structures of phenylacetylide and phenylacetylide−K.

Figure 4. M06-2X/6-31g(d) optimized structures of RC, IC, and their transition states with the values of imaginary frequencies.
It is found that the reaction of step 3 for the uncharged system is more spontaneous than that for the charged system, and the same applies to the total reaction.

**Conclusion**

In this study, the mechanism for both the Huisgen 1,3-dipolar cycloaddition and the base-catalyzed cycloaddition reactions between phenylacetylene and azidobenzene has been investigated with a quantum mechanical method, namely at the M06-2X/6-31G(d) computational level. The computational results in the presence of solvents show that the barrier for the uncatalyzed reaction is slightly lower than that for the catalyzed reactions; however, the uncatalyzed reaction is slower as compared to that of uncatalyzed reaction in the presence of solvents. The calculated barrier of the rate-determining step in the base-catalyzed mechanism with the uncharged system is lower than that with the charged system. Finally, the reaction leading to final product formation in the uncharged system is more spontaneous than that in the charged sys-
tem, and the same applies to the total reaction in the presence of solvents.
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