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ABSTRACT: We develop a framework to simulate jet quenching in nuclear environments on a quantum computer. The formulation is based on the light-front Hamiltonian dynamics of QCD. The Hamiltonian consists of three parts relevant for jet quenching studies: kinetic, diffusion and splitting terms. In the basis made up of n-particle states in momentum space, the kinetic Hamiltonian is diagonal. Matrices representing the diffusion and splitting parts are sparse. The diffusion part of the Hamiltonian depends on classical background gauge fields, which need to be sampled classically before constructing quantum circuits for the time evolution. The cost of the sampling scales linearly with the time length of the evolution and the momentum grid volume. The framework automatically keeps track of quantum interference and thus it can be applied to study the Landau-Pomeranchuk-Migdal effect in cases with more than two coherent splittings, which is beyond the scope of state-of-the-art analyses, no matter whether the medium is static or expanding, thin or thick, hot or cold. We apply this framework to study a toy model and gluon in-medium radiation on a small lattice. The essence of the Landau-Pomeranchuk-Migdal effect is observed in the quantum simulation results of both the toy model and the gluon case, which is quantum decoherence caused by medium interactions that suppresses the total radiation probability.
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1 Introduction

In high energy collisions, partons of large virtuality are produced from hard scatterings, which then radiate and hadronize subsequently, forming collimated sprays of particles called jets. Studying jet production can deepen our understanding of both perturbative and non-perturbative aspects of Quantum Chromodynamics (QCD), which is the theory for strong interaction in the Standard Model. In recent years, jet and jet substructure observables in proton-proton collisions have been intensively investigated in both theory and experiment [1–37].

In heavy ion collisions, jets serve as useful probes of the quark-gluon plasma (QGP), a strongly coupled fluid produced shortly after the collision. High energy partons with large virtuality are produced even earlier, much before the formation of the QGP close to thermal equilibrium. The initial hard production of partons is followed by subsequent parton showers and when the produced partons traverse the QGP, further radiation induced by the medium can happen. Eventually partons hadronize into color neutral particles at freezeout. By comparing jets produced in proton-proton and heavy ion collisions, we are able to learn how the QGP modifies the parton shower. Jets can be thought of as external to the QGP, since the large energy scale involved in the jet production is much bigger than the typical temperature of the QGP fireball, which falls in the range $\sim [150, 600]$ MeV. In this sense, a jet can also be treated as an open quantum system embedded in the QGP fireball [38, 39]. Nevertheless, the soft ingredients of jets cannot be fully distinguished from the QGP fireball in general.

To understand and interpret experimentally measured jet and jet substructure observables in heavy ion collisions, at least three aspects of jet-medium dynamics need theoretical studies: jet energy loss, medium response and selection bias. First, when high energy partons traverse the QGP, they interact with the soft medium and as a result lose energy and momentum. This is the original idea of jet quenching in heavy ion collisions. Furthermore, the lost energy and momentum evolve in the QGP fireball, which may or may not thermalize completely to become part of the QGP, and eventually turn into particles that still have some correlation with the original high energy partons losing energy and momentum. Due to the remaining correlation, some of the particles produced in this way are reconstructed as part of the final jets. Finally, since jets of wider opening angles lose more energy than those with narrower opening angles, when experimentalists reconstruct jets of a given energy or transverse momentum, more narrower jets are selected due to the power-law decrease in jet spectra. Jet energy loss has been studied widely for a long time, while in recent years, more studies focused on understanding medium response [40–63] and selection bias [64].
Jet energy loss has been studied in both the strong coupling [65–72] and weak coupling limits. In the weak coupling (perturbative) approach, an important quantum interference effect that needs consideration is called the Landau-Pomeranchuk-Migdal (LPM) effect. The LPM effect suppresses in-medium radiation because of quantum decoherence, caused by soft momentum exchange with the medium that modifies the phase in the time evolution in a random way. Early perturbative studies of the LPM effect focused on the case with a static medium and just one splitting, i.e., with one incoming parton and two outgoing partons for an initial quark state [73–82], and were later generalized for an incoming gluon [83–91] and expanding media [92, 93]. The difficulty of analyzing the LPM effect lies in that the soft momentum transfer from the medium and the parton splitting do not commute, which requires one to keep track of both in a time-ordered way. The soft momentum exchange process in the time evolution can be analyzed by studying a time evolution equation for a two-point correlation function, which describes the propagation of a single parton in the medium, undergoing transverse momentum broadening due to diffusion. The soft momentum exchange is encoded in terms of a “potential” term in the equation, which can be calculated in the opacity expansion or modeled. The description of the soft momentum exchange can be improved by expanding the “potential” term perturbatively at high frequency on top of a harmonic oscillator form [94, 95]. Recent studies have attempted to investigate cases with two coherent splittings [96–98], but the analysis becomes extremely complicated due to multiple interfering diagrams where the daughter partons have overlapped formation times. Therefore, it is extremely challenging to analyze the LPM effect for cases with more than two coherent splittings, especially when the medium is time dependent.

In this paper, we propose a framework for quantum simulation of jet quenching in hot and/or dense nuclear environments, which can help us to study multiple coherent splittings in a generic medium. Quantum simulation of quantum dynamics has been proposed long time ago [99] and is developing rapidly in recent years [100–119]. For applications in quantum field theory, it has been shown that scalar field theory with the $\phi^4(x)$ interaction can be efficiently simulated on a quantum computer [120–123]. Later studies investigated fermionic fields [124] and gauge theories in low dimensions [125–134]. Quantum simulation has been explored to study open quantum systems in heavy ion collisions such as heavy quarks and jets [135, 136]. Furthermore, hadron structure can also be studied on a quantum computer by using basis light-front quantization approach [137]. In the noisy intermediate-scale quantum (NISQ) era [138], error mitigation techniques [139, 140] are crucial for useful applications of quantum computers.

To simulate jet quenching on a quantum computer, we will apply the light-front Hamiltonian formulation of QCD [141, 142] to describe the in-medium time evolution of high energy partons. The light-front Hamiltonian approach has been used to study the time evolution of a high energy quark inside a heavy nucleus, where the time evolution equation is solved classically [143, 144]. The Hamiltonian relevant for jet quenching can be decomposed into three parts: a kinetic term for the phase change in the time evolution, a diffusion term accounting for the transverse momentum broadening due to the soft kicks from the medium, and a splitting term that governs radiation of partons and their recombination. The random transverse momentum exchange between partons and the medium can be de-
scribed by an external classical background gauge field that satisfies certain correlations. These correlation functions depend on the medium properties such as its temperature. The classical background field results in a random change of the kinetic energy, which leads to a random phase in the time evolution and is the crucial part for the quantum decoherence in the LPM effect. The classical background field needs to be sampled classically before constructing quantum circuits and the cost of the sampling scales linearly with the time length of the evolution and the momentum grid volume. We note that Ref. [136] used a similar approach to study the jet quenching parameter, which only involves the kinetic and diffusive parts of the Hamiltonian and does not contain radiation in the quantum evolution. To study jet quenching phenomenon using Ref. [136], one still needs to use some perturbative treatment of radiation with the jet quenching parameter as an input, which suffers from extreme complications to analyze multiple coherent radiations, as explained above. Here we include the radiation Hamiltonian in the quantum evolution and thus being able to treat radiation beyond perturbation and deal with multiple coherent radiations where the daughter partons have overlapped formation times.

Furthermore, Ref. [136] focused on a 1-body quantum mechanical system. The algorithm used therein is efficient and the efficiency originates in making both the kinetic and diffusive parts of the Hamiltonian diagonal in two different bases that can be swapped efficiently via quantum Fourier transform. This algorithm has also been used in showing that scalar field theory can be quantum simulated efficiently [121, 122], where quantum Fourier transform swaps the field and its canonical momentum at each spatial point efficiently. Although efficient, this algorithm does not apply to gauge theories and thus jet quenching studies in general. In this work, instead of using field values at each spatial point as a basis, we will use \( n \)-particle states in momentum space as the basis of the Hilbert space and write down matrix elements for the three parts of the Hamiltonian. It will turn out that in this basis the kinetic term is diagonal and thus can be efficiently simulated. Furthermore, the matrices of the diffusion and splitting Hamiltonians are sparse, indicating that we are very likely able to efficiently simulate them on a quantum computer. After discretizing momenta and encoding all the basis states in the qubit register, we can construct quantum gates for the Hamiltonian evolution. We will also discuss how to construct quantum circuits for multi-parton cases, by using the circuits for the single-parton case as building blocks, which is important if we want to scale up the quantum simulation and crucially relies on the diagonality and sparsity of the Hamiltonian matrix elements.

The initial state of the time evolution for jet quenching is given by one or many partons (quarks and gluons) with definite momenta, colors and spins, properly (anti)symmetrized, which can be easily constructed in the qubit register since it is a linear combination of the basis states with known coefficients. The standard Trotterization method will then be applied to simulate the Hamiltonian evolution. At the end of the time evolution, we perform measurements by projecting the final state onto a state with certain number of partons with specific momenta, colors and spins, that is properly (anti)symmetrized. Radiation spectra can then be estimated from the measurement results by repeating the time evolution and the projective measurement multiple times. Our approach automatically keeps track of quantum interference, since it is based on the quantum evolution of a wavefunction, i.e., it
evolves on the amplitude level. Therefore, our framework can be easily used to coherently study the LPM effect for more than two splittings with overlapped formation times, no matter whether the medium is time independent or time dependent, thin or thick, hot or cold, which has never been done. In the future, with fault-tolerant quantum computers that have a few hundred logical qubits, we will be able to use this framework to study QCD jet quenching in nuclear environments and learn new physical insights into the LPM effect.

We will first apply the formalism to study a toy model that can be encoded by five qubits, to demonstrate how to construct a quantum circuit from a Hamiltonian. The toy model consists of scalar particles, which means we neglect the spin and color degrees of freedom that are present in QCD. To reduce the size of the Hilbert space, we simply consider a $2 + 1$ dimensional system with only one transverse direction. Both the longitudinal and transverse momenta have two levels. We include both 1-particle and 2-particle states in the Hilbert space, which allows us to study the quantum decoherence effect in one splitting. Classical background fields are also used to describe the random transverse momentum exchanges in the toy model, which are sampled classically. By explicitly constructing a quantum circuit for the time evolution of the toy model and running simulations on the IBM Qiskit simulator, we compare the total radiation probabilities in vacuum and in the medium for an initially virtual 1-particle state. We find that the probability of having two particles in the final state is smaller in the medium, which means the quantum decoherence effect that suppresses radiation is observed in the quantum simulation results of the toy model, which is the essence of the LPM effect.

We will then apply the formalism to study the LPM effect in gluon radiation. By using a small momentum lattice in 3 dimension, we can encode both 1-gluon and 2-gluon states on a 15-qubit system. By using discretized light-front Hamiltonian of QCD, we are able to simulate the time evolution of an initially virtual 1-gluon state in both vacuum and the medium. The essence of the LPM effect is also observed in the simulation results of the time evolution.

This paper is organized as follows: in section 2 we will give an overview of the framework, which includes state initialization, Hamiltonian time evolution and final measurements. We will introduce the light-front Hamiltonian of QCD to describe the in-medium dynamics of high energy partons and explain the $n$-particle basis of the Hilbert space. The matrix elements of the three parts of the Hamiltonian: the kinetic, diffusion and splitting terms will be given explicitly in the following section 3, together with a discussion on the sampling of classical background fields. Furthermore, quantum simulation of the toy model for studying the quantum decoherence effect caused by medium interactions will be discussed in section 4, with an explicit construction of the quantum circuit for the time evolution. Simulation results that are based on the IBM Qiskit quantum simulator will also be shown. Then we will study the quantum simulation of gluon radiation on a small momentum grid in section 5. Finally, we will conclude and give an outlook in section 6.
A typical diagram to understand the LPM effect in jet quenching is depicted in Fig. 1, which describes the time evolution of a quantum state initiated by an incoming parton that undergoes subsequent soft momentum exchanges, splitting and recombination. The diagram is on the amplitude level. To calculate physical observables, one needs to sum over the amplitudes of all diagrams with the same final state. In general, the number of diagrams grow exponentially with the number of splittings and their quantum interference is extremely difficult to account for in an approach based on perturbation theory.

To simulate the time evolution of jets and study the LPM effect on a quantum computer, we need a Hamiltonian description of the evolution, which includes the kinetic term, diffusion caused by soft momentum transfer from the medium and splitting/recombination, as depicted in Fig. 2. In this work, we will use the light-front Hamiltonian of QCD [141, 142] to describe the dynamics of high energy partons and their interactions with nuclear media. A brief introduction to the light-front Hamiltonian of QCD can be found in appendix A. We will first discuss the light-front Hamiltonian dynamics for studying the LPM effect in jet quenching in section 2.1. Then in section 2.2 we will introduce the computational basis of the Hilbert space for the quantum simulation.

2.1 Light-Front Hamiltonian Dynamics

The light-front Hamiltonian dynamics is determined by

\[ 2i \frac{\partial}{\partial x^+} |\Psi\rangle = H |\Psi\rangle , \]  

(2.1)
where $x^+ = x^0 + x^3$ is the light-cone time.\footnote{The factor of 2 on the left-hand side is just a convention. When defining the light-front Hamiltonian, we integrate the Hamiltonian density with the integral measure}

\begin{equation}
H = \int dx^- d^2x_\perp \left(i\psi^\dagger_+ (-D_\perp + im) \frac{1}{\partial^+} (D_\perp + im) \psi_+ - g\psi^\dagger_+ A^{-a} T^a \psi_+ \right)
+ \frac{1}{4} F^{ia}_\perp F^a_{\perp ij} - \frac{1}{8} (\partial^+ A^{-a})^2 + \frac{1}{2} (\partial^+ A^{-aq}) (-\partial_i A^{-a} + g f^{abc} A^{-b} A^{-c}_\perp) ,
\end{equation}

where $i = 1, 2$ and $j = 1, 2$ denote the transverse components and are implicitly summed over. The $-$ component of the gauge field is not dynamical and is related to the dynamical components via

\begin{equation}
A^{-a} = \frac{2}{\partial^+} \partial^i A^a_{\perp} - \frac{2g}{\partial^+} \left( f^{abc} (\partial^+ A^b_{\perp}) A^c_{\perp} - 2\psi^\dagger_+ T^a \psi_+ \right),
\end{equation}

On the other hand, we know the Lorentz invariant measure in spacetime is

\begin{equation}
\int d^4x = \frac{1}{2} \int dx^+ dx^- d^2x_\perp .
\end{equation}

Therefore, for consistency we need to treat $\frac{1}{2} x^+$ as the “time” conjugated to the Hamiltonian.

Another way of seeing this factor of 2 is to note that $\frac{\partial}{\partial x^+}$ is associated with $P_+$ and defining $P_+$ involves

\begin{equation}
\int \varepsilon_{+12-} dx^- dx^1 dx^2 ,
\end{equation}

where the Levi-Civita tensor is normalized by

\begin{equation}
\varepsilon_{+12-} = \frac{1}{2} ,
\end{equation}

when one uses the convention $x^+ = x^0 + x^3$. See e.g., Ref. [141].
where \( \partial^{+2} = (\partial^+)^2 \). The light-front Hamiltonian (2.6) is time independent. The dynamical fields \( \psi_{i+} \) and \( A_{i\perp} \) at zero time \( x^+ = 0 \) can be expanded in terms of creation and annihilation operators in momentum space

\[
\psi_{i+}(x^+ = 0, x_\perp, x^-) = \sum_{\sigma = \pm \frac{1}{2}} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3k^+} \left( b^i(k, \sigma) u_+(k, \sigma) e^{-ik \cdot x} + d^i(k, \sigma) v_+(k, \sigma) e^{ik \cdot x} \right),
\]

\[
A_{i\perp}^b(x^+ = 0, x_\perp, x^-) = \sum_{\lambda = \pm} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3k^+} \left( a^b(k, \lambda) \varepsilon^i_\perp(\lambda) e^{-ik \cdot x} + a^b(k, \lambda) \varepsilon^{i*}_\perp(\lambda) e^{ik \cdot x} \right),
\]

(2.8)

where \( a, b, d \) (\( a^i, b^i, d^i \)) are annihilation (creation) operators for gluons, quarks and antiquarks respectively. Here \( \sigma \) denotes quark spins, \( \lambda \) represents gluon polarizations and \( \varepsilon_\perp(\lambda) \) is the corresponding polarization tensor in the transverse plane. The modes are constrained to have positive \( k^+ \) here, because we want to study collinear radiation processes in which all the daughter partons have large + momenta, as their mother parton. Soft radiation processes can also happen in reality and involve the zero mode. The zero mode is known to be important for vacuum properties [145, 146]. Since the LPM effect is mainly studied for collinear radiation, we will not discuss soft radiation and the effect of the zero mode here, which are left to future studies.

The Hamiltonian can be quantized by imposing the following (anti-)commutation relations:

\[
\{ b^i(k, \sigma), b^j(k', \sigma') \} = \{ d^i(k, \bar{\sigma}), d^j(k', \bar{\sigma'}) \} = 2(2\pi)^3 k^+ \delta^{ij} \delta_{\sigma\bar{\sigma}} \delta^3(k - k'),
\]

\[
[a^b(k, \lambda), a^{c\dagger}(k', \lambda')] = 2(2\pi)^3 k^+ \delta_{\lambda\lambda'} \delta^{bc} \delta^3(k - k'),
\]

(2.9)

where \( \delta^3(k - k') = \delta(k^+ - k'^+) \delta^2(k_\perp - k'_\perp) \). In our notations, \( \delta(x) \) represents a Dirac delta function while \( \delta_\sigma \) denotes a Kronecker delta function.

In the following, when we describe the soft momentum exchange between the QGP and high energy partons, which results in diffusion of the partons in the transverse plane, we will use a description based on a background gauge field \( \bar{A}^{-a} \) [88]. The \( \bar{A}^{-a} \) field is classical and will be discussed in detail in section 3.2. To incorporate the classical background field into the Hamiltonian, we simply apply the replacement

\[
A^{-a} \rightarrow A^{-a} + \bar{A}^{-a},
\]

(2.10)

of which the right hand side is the new − component of the gauge field appearing in the Hamiltonian, with \( A^{-a} \) given by Eq. (2.7) and \( \bar{A}^{-a} \) the classical background field. In general, the classical background field depends on the light-cone time \( x^+ \), so under the replacement (2.10) the light-front Hamiltonian becomes time dependent through \( \bar{A}^{-a} \)

\[
H \rightarrow H(x^+) = H[\bar{A}^{-a}(x^+)].
\]

(2.11)
The Hamiltonian can be split into three parts for studying the LPM effect in jet quenching:

\[ H(x^+) = H_{\text{kin}} + H_{\text{diff}}(x^+) + H_{\text{split}}. \]  

(2.12)

Here \( H_{\text{kin}} \) describes the free theory of quarks and gluons on the light front and induces a phase change for each parton in the time evolution. \( H_{\text{diff}} \) represents the interaction between the QGP medium and quarks/gluons in the system, which originates from Glauber exchanges induced by the background fields and results in the transverse momentum broadening of partons. \( H_{\text{split}} \) gives the interaction between quarks and gluons, describing the splitting process of \( n \) high energy partons going into \( n + 1 \) partons and the inverse process, i.e., recombination of partons. It is necessary to include recombination of partons in \( H_{\text{split}} \) for it to be Hermitian and for the time evolution to be unitary.

To simulate the in-medium jet evolution on a digital quantum computer from \( x^+ = 0 \) to a time \( x^+ \equiv 2t \), we decompose the total time length into \( N_t \) small pieces with a step size \( \Delta t = t/N_t \) and apply the standard Trotterization method:

\[ (e^{-i(H_{\text{kin}}+H_{\text{diff}}+H_{\text{split}})\Delta t})^{N_t}|\Psi\rangle = \left( \prod_j e^{-iH_j\Delta t} e^{O((\Delta t)^2)} \right)^{N_t}|\Psi\rangle, \]  

(2.13)

where each \( H_j \) is chosen such that we know how to construct the quantum circuit for it and \( \sum_j H_j = H_{\text{kin}} + H_{\text{diff}} + H_{\text{split}} \). The error \( O((\Delta t)^2) \) on the right hand side comes from nonzero commutators \([H_j, H_k] \neq 0 \ (j \neq k)\). When \( N_t \) is large, the correction term \( O((\Delta t)^2) \) can be neglected. Then simulating the in-medium jet evolution can be realized by constructing quantum gates implementing the Hamiltonian dynamics determined by each \( H_j \). The convergence rate of the Trotterization can be further improved by including higher-order corrections.

To write out matrix elements for each part of the Hamiltonian, we need to choose a basis of the Hilbert space to project the Hamiltonian. In the next subsection, we will explain the basis constructed from \( n \)-particle states in momentum space.

### 2.2 Hilbert Space

To formulate the Hamiltonian dynamics on a digital quantum computer, we need to first construct a basis of the physical Hilbert space and discretize it so that we can encode quantum states in terms of qubits and represent the Hamiltonian as quantum gates. We also want the Hamiltonian matrix to be diagonal or sparse, so we may be able to efficiently simulate them on a quantum computer. To this end, we use \( n \)-particle states in the light-front momentum space to construct the basis of the Hilbert space. A 1-particle state can be labeled as

\[ |q/g, k^+, 0, k_x, k_y, \text{color, spin}\rangle = \frac{b^\dagger(k, \sigma)|0\rangle}{\sqrt{2(2\pi)^3k^+}} \quad \frac{d^\dagger(k, \sigma)|0\rangle}{\sqrt{2(2\pi)^3k^+}} \quad \frac{a^\dagger(k, \lambda)|0\rangle}{\sqrt{2(2\pi)^3k^+}}, \]  

\[ (2.14) \]

\(^3\text{Here } t \text{ is just a short hand notation for } x^+/2 \text{ and should be distinguished from } x^0 \text{ used in the definition of } x^+ = x^0 + x^3.\]
which is obtained by applying a creation operator \((a| b\uparrow, b\downarrow or d\uparrow)\) on the vacuum state. The normalization factor \(1/\sqrt{2(2\pi)^3k^+}\) is chosen for later convenience. Here \(q/g\) indicates whether the state is a quark or a gluon. There is no ghost state since in the light-front Hamiltonian formulation of QCD, the light-cone gauge \(A^+ = 0\) is chosen and ghosts are decoupled from gluons. The momentum of a state is specified by the + and transverse components: \((k^+, k_x, k_y)\). In the light-front approach, the + component is always non-negative. Furthermore, we have constrained the Hilbert space to contain only states with positive \(k^+\) since we focus on the LPM effect in collinear radiation (see the discussion below Eq. (2.8)). We leave the inclusion of the zero mode to future studies. A quark or an antiquark state has three degrees of freedom in color. We will label both states as \(q\), i.e., a quark state and then differentiate them by the color degrees of freedom. In other words, a quark state has six degrees of freedom in color in our notation, which requires three qubits to encode. A gluon state has eight degrees of freedom in color, which also requires three qubits to encode. The spin degree of freedom has two possibilities for both quark and gluon states, which needs one qubit to store. (For gluon states, by spin we mean the polarization.) The quark and gluon states are normalized as

\[
\langle q, k^+_1, k_{1\perp}, i_1, \sigma_1| q, k^+_2, k_{2\perp}, i_2, \sigma_2 \rangle = \delta(k^+_1 - k^+_2)\delta^2(k_{1\perp} - k_{2\perp})\delta_{i_1i_2}\delta_{\sigma_1\sigma_2},
\]

\[
\langle g, k^+_1, k_{1\perp}, a_1, \lambda_1| g, k^+_2, k_{2\perp}, a_2, \lambda_2 \rangle = \delta(k^+_1 - k^+_2)\delta^2(k_{1\perp} - k_{2\perp})\delta_{a_1a_2}\delta_{\lambda_1\lambda_2},
\]

where \(i\) and \(a\) denote the fundamental and adjoint color indices and \(\sigma\) and \(\lambda\) represent the spin degrees of freedom.

A general \(n\)-particle basis state can be written as

\[
\bigotimes_{i=1}^n |q/g, \ k^+ > 0, k_x, k_y, \text{color, spin}\rangle_i
\]

where the \(i\)-th and \(j\)-th states \((i \neq j)\) generally differ in momenta and/or quantum numbers. A single \(n\)-particle basis state cannot be physical, since physical states of multiple particles need to be properly (anti)symmetrized. For studying the LPM effect, if we start with a 1-particle state, the Hamiltonian evolution will guarantee the final state is properly (anti)symmetrized, since the (anti)symmetric properties of the boson (fermion) creation and annihilation operators are already included in the construction of the Hamiltonian. To simulate the time evolution of a more general initial state for jet quenching, the initial state needs proper (anti)symmetrization. Then the Hamiltonian evolution will lead to a properly (anti)symmetrized final state.

The basis of the Hilbert space consists of \(n\)-particle states for all integers \(n\). To simulate the LPM effect in processes with \(N\) particles in total (which can happen in cases with one initial parton having \(N - 1\) splittings or two initial partons having \(N - 2\) splittings, etc), we need to include all the 1-particle states, 2-particle states and all the way to \(N\)-particle states in the basis, in order to describe the system. In principle, states with more than \(N\) particles can also affect the time evolution through loop effects, i.e., they only exist as intermediate states and are absent in the final states measured. To reduce the loop effects, one may truncate the states with a much higher particle number such as \(2N\).
Before moving on to the detailed discussion of the Hamiltonian, we give an estimate of the qubit cost. For each 1-particle state, to distinguish a quark state from a gluon one, two degrees of freedom are required. We also need eight color degrees of freedom (a quark state only has six degrees of freedom in color but the more demanding case in terms of the register resource is given by a gluon state) and two spin degrees of freedom. To encode the basis states on a digital quantum computer, we need to truncate and discretize momenta. We assume the ranges of momenta are given by

$$k^+ \in (0, K_{\text{max}}^+], \quad k_x \in [-K_{\text{max}}^-, K_{\text{max}}^-], \quad k_y \in [-K_{\text{max}}^-, K_{\text{max}}^-].$$

(2.17)

With step sizes set by $\Delta k^+, \Delta k^-, \Delta k^\perp$ for the $+, x, y$ components respectively, the number of degrees of freedom in momenta is given by $N^+ N_\perp^2$ where

$$N^+ = \frac{K_{\text{max}}^+}{\Delta k^+}, \quad N_\perp = \frac{2K_{\text{max}}^-}{\Delta k^\perp} + 1.$$

(2.18)

Therefore, the number of qubits needed to represent all the 1-particle states is estimated as

$$\log_2(2^5 N^+ N_\perp^2).$$

(2.19)

Encoding all the $n$-particle states (fixed $n$) requires a number of qubits given by

$$\log_2 \left( (2^5 N^+ N_\perp^2)^n \right).$$

(2.20)

If we want to study the LPM effect in processes with $N$ particles in total with loop effects from states of more than $N$ particles neglected, we have to include all the $n$-particle states where $n = 1, 2, \ldots, N$. The total number of qubits needed in the register then is

$$\log_2 \left( \sum_{n=1}^{N} (2^5 N^+ N_\perp^2)^n \right).$$

(2.21)

One can reduce the qubit cost in the register for special cases. For example, if we study the LPM effect in a process initiated by one parton, the qubit cost is given by

$$\log_2 \left( \sum_{n=1}^{N} \frac{1}{n!} (2^5 N^+ N_\perp^2)^n \right),$$

(2.22)

where the $1/n!$ factor originates from the constraint that $k^+ > 0$ and the total $+$ component of the momentum is conserved in each splitting. In general, the qubit cost is estimated by Eq. (2.21). If we choose $N^+ = N_\perp = 100$, the cost of qubit numbers is about 50 for one initial parton having one splitting and about 75 for two splittings, according to Eq. (2.21). To go beyond the scope of current studies of the LPM effect, we will simulate the case with one initial parton and three splittings, which needs about 100 qubits. In the NISQ era, a quantum simulation using 100 qubits is possible, but error mitigation techniques are necessary for physical applications. Fault-tolerant quantum computers with 100 qubits may become available in the near future.
2.3 State Initialization and Measurement

For studies of the LPM effect, the initial state contains a number of partons with specific momenta, colors and spins and each of them can be either a quark or a gluon. Therefore the initial state is just a linear combination of \( n \)-particle basis states, properly (anti)symmetrized, and it can be easily initialized in the qubit register. The initialization is much simpler than cases where the initial states involve hadrons such as protons, which are nontrivial linear superposition of all \( n \)-particle states, with coefficients that are a priori unknown. Adiabatic state preparation has been proposed to prepare such complicated initial states by starting with free particles and then slowly turning on the interaction [148]. Here we only focus on quantum simulation of the LPM effect for one or a number of initial partons that are off-shell. Quantum simulation of the whole heavy ion collision where the initial state consists of two heavy nuclei, which are complicated nuclear bound states, is beyond the scope of our current study.

The final state contains multi-particle states due to splitting in the time evolution. To extract the radiation spectrum from the final state, we project the final state onto a specific \( n \)-particle state with given momenta, colors and spins, which corresponds to a specific state in the computational basis or a linear combination of the basis states with known coefficients. So the measurement is simply projective. The time evolution and the projective measurement need repeating multiple times since the quantum state collapses after the measurement. After collecting enough statistics, one will be able to calculate the radiation spectrum. Color and spin degrees of freedom may be averaged, depending on the radiation spectrum of interest.

3 Matrix Elements of the Light-Front Hamiltonian of QCD

In this section, we will write down matrix elements of the light-front Hamiltonian of QCD in the computational basis introduced in the previous section, for the kinetic \( H_{\text{kin}} \), diffusion \( H_{\text{diff}} \) and splitting \( H_{\text{split}} \) terms. As we will see, they are either diagonal or sparse in this basis, which is important for potentially efficient quantum simulation.

3.1 Kinetic Term

The kinetic energy parts of the Hamiltonian are given by

\[
H_{f, \text{kin}} = \sum_i \sum_{\sigma = \pm \frac{1}{2}} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3} k^+ \left( b_i^\dag(k, \sigma) b_i(k, \sigma) + d_i^\dag(k, \sigma) d_i(k, \sigma) \right),
\]

\[
H_{g, \text{kin}} = \sum_b \sum_{\lambda = \pm} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3} k^+ a_b^\dag(k, \lambda) a_b(k, \lambda),
\]

for quarks and gluons respectively. The derivation of these terms can be found in appendix A. Matrix elements of the kinetic terms in the basis of Eq. (2.14) are given by

\[
\langle q, k_1^+, k_{1\perp}, i_1, \sigma_1 | H_{q, \text{kin}} | q, k_2^+, k_{2\perp}, i_2, \sigma_2 \rangle = \frac{k_2^+}{k_1^+} \delta(k_1^+ - k_2^+) \delta^2(k_{1\perp} - k_{2\perp}) \delta_{i_1 i_2} \delta_{\sigma_1 \sigma_2}.
\]
\[ \langle g, k_1^+, k_{1\perp}, a_1, \lambda_1 | H_{g,\text{kin}} | g, k_2^+, k_{2\perp}, a_2, \lambda_2 \rangle = \frac{k_1^+ k_{1\perp}}{k_2^+} \delta(k_1^+ - k_2^+) \delta^2(k_{1\perp} - k_{2\perp}) \delta a_1 a_2 \delta \lambda_1 \lambda_2. \] (3.2)

These matrix elements can be easily generalized to the case with \( n \)-particle states that are symbolically represented as \( \otimes_{i=1}^n | i \rangle \equiv | 123 \cdots n \rangle \) where \( | i \rangle \) labels the \( i \)-th particle state \( | q/g, k^+, k_{\perp}, \text{color}, \text{spin} \rangle_i \):

\[ \langle 1'2'3' \cdots n' | H_{\text{kin}} | 123 \cdots n \rangle = \sum_{i=1}^n \langle i' | H_{\text{kin}} | i \rangle \langle 1'2'3' \cdots (i' - 1)(i' + 1) \cdots n' | 123 \cdots (i - 1)(i + 1) \cdots n \rangle = \sum_{i=1}^n \frac{k_{i'}^+ k_{i'}_{\perp}}{k_i^+} \delta_{i'1} \delta_{i'2} \cdots \delta_{i'n}, \] (3.3)

where \( \langle i' | H_{\text{kin}} | i \rangle \) is given by Eq. (3.2) and \( \delta_{i'i} \) is a short hand notation for the production of the Dirac delta functions of momenta and the Kronecker delta functions of colors and spins for parton \( i' \) and parton \( i \). No cross terms of the form \( \langle i' | H_{\text{kin}} | j \rangle \) (\( i \neq j \)) appear in the matrix elements involving two \( n \)-particle states. We want to emphasize this is just a result of our choice of the computational basis. Such cross terms \( \langle i' | H_{\text{kin}} | j \rangle \) (\( i \neq j \)) are physical and can be accounted for when the quantum state is properly (anti)symmetrized, i.e., such cross terms will show up in the matrix elements of \( H_{\text{kin}} \) involving two physical states.

With our choice of the computational basis, the kinetic term \( H_{\text{kin}} \) is diagonal and the diagonal element is given by the light-cone energy of the corresponding \( n \)-particle state:

\[ \sum_{i=1}^n \frac{k_{i\perp}^2}{k_i^+}, \] (3.4)

where the summation is over all the constitutes in the \( n \)-particle state. The time evolution induced by the kinetic Hamiltonian is just a phase, which can be efficiently simulated on a quantum computer. We will give an explicit construction of the quantum circuit for the kinetic evolution in sections 4 and 5.

### 3.2 Diffusion Term

To describe the diffusion process in the transverse plane caused by the soft momentum transfer from the medium, we replace the \( A^{-a} \) field in Eq. (2.6) with \( A^{-a} + \bar{A}^{-a} \) where \( A^{-a} \) is determined by the dynamical field degrees of freedom as shown in Eq. (2.7) and \( \bar{A}^{-a} \) denotes a classical background field. We follow Ref. [88] to describe the medium as a source of the background gauge field \( \bar{A}^{-a} \), which can be time dependent. We assume the background field is \( x^- \) independent

\[ \bar{A}^{-a}(x^+, x^-, x_{\perp}) = \bar{A}^{-a}(x^+, x^- = 0, x_{\perp}) , \] (3.5)

since a high energy parton has a large \( + \) component of momentum \( k^+ \), thus only probing the medium at a small \( x^- \sim 1/k^+ \). From now on, we will omit the dependence of the background gauge field on the \( x^- \) coordinate.
We further assume the random background field satisfies the two-point correlation
\[
\langle \bar{A}^{-a}(x^+, x_\perp) A^{-b}(y^+, y_\perp) \rangle = \delta^{ab} \delta(x^+ - y^+) \gamma(x_\perp - y_\perp) .
\tag{3.6}
\]
The random background fields at different light-cone times are assumed independent. One can replace the \( \delta(x^+ - y^+) \) function with some other functions in \( x^+ - y^+ \) to describe some correlation between the random background fields at different times. The \( \gamma(x_\perp - y_\perp) \) function accounts for nontrivial correlation between background fields at the same light-cone time but different transverse positions. The model used in Ref. [88] for a hot nuclear environment is motivated from the hard-thermal-loop calculation of the Landau damping phenomenon
\[
\gamma(x_\perp - y_\perp) = g^2 \int \frac{d^2 q_\perp}{(2\pi)^2} e^{-i q_\perp \cdot (x_\perp - y_\perp)} \frac{\pi T m_D^2}{(q_\perp^2 + m_D^2)^2} ,
\tag{3.7}
\]
where \( T \) denotes the temperature of the plasma and \( m_D \) is the Debye mass. Our framework of the quantum simulation for jet quenching is general and the construction does not depend on any specific form of the correlation function. For cold nuclear environments, one can replace Eq. (3.7) with corresponding correlation functions.

To transform to momentum space, we use the Fourier transform defined by
\[
\bar{A}^{-a}(x^+, x_\perp) = \int \frac{dq^- d^2 q_\perp}{2(2\pi)^3} e^{-i q^- x^+/2 - i q_\perp \cdot x_\perp} \bar{A}^{-a}(q^-, q_\perp) .
\tag{3.8}
\]
Applying \( \int dR^+ d^2 R_\perp \int d\tau^+ d^2 \tau_\perp e^{ik^- \tau^+/2 + ik_\perp \cdot \tau_\perp} \) to Eq. (3.6), where \( R^+ = (x^+ + y^+)/2, \tau^+ = x^+ - y^+ \) and similarly for the transverse components, we find the correlation function of the background gauge field in momentum space is given by
\[
\langle \bar{A}^{-a}(k^-, k_\perp) A^{-b}(-k^-, -k_\perp) \rangle = \delta^{ab} \gamma(k_\perp) \int dR^+ d^2 R_\perp .
\tag{3.9}
\]
It turns out to be easier to use the mixed space representation
\[
\langle \bar{A}^{-a}(x^+, k_\perp) A^{-b}(y^+, -k_\perp) \rangle = \delta^{ab} \delta(x^+ - y^+) \gamma(k_\perp) \int d^2 R_\perp ,
\tag{3.10}
\]
where \( \int d^2 R_\perp \) gives the area of the transverse plane.

The quark diffusion term in the Hamiltonian can be obtained from terms of the form \( \psi_+^{\dagger} \bar{A}^{-a} \psi_+ \). Since the background field \( \bar{A}^{-a} \) is \( x^- \) independent, we find
\[
\partial^+ \bar{A}^{-a}(x^+, x_\perp) = \frac{\partial}{\partial x^+} \bar{A}^{-a}(x^+, x_\perp) = 2 \frac{\partial}{\partial x^-} \bar{A}^{-a}(x^+, x_\perp) = 0 .
\tag{3.11}
\]
Therefore the term \( (\partial^+ A^{-a} + \partial^+ \bar{A}^{-a})^2 \) in the Hamiltonian (2.6) is irrelevant to the quark diffusion process, which is not obvious from the beginning, since \( A^{-a} \) contains \( \psi_+^{\dagger} T^a \psi_+ \).

With this simplification, the quark diffusion Hamiltonian can be written as
\[
H_{q,\text{diff}} = -g \int dx^- d^2 x_\perp \psi_+^{\dagger}(x) \bar{A}^{-a}(x) T^a \psi_+(x) .
\tag{3.12}
\]
\[ -g \int dx^- d^2 x_\perp \sum_{\sigma_1, \sigma_2} \int_{k_1^+ > 0} \frac{dk_1^+}{2(2\pi)^3} \int_{k_\perp^+ > 0} \frac{d^2 k_\perp}{2(2\pi)^3} \int_{k_2^+ > 0} \frac{d^2 k_2^\perp}{2(2\pi)^3} (b^\dagger(k_1, \sigma_1) u^\dagger(k_1, \sigma_1) e^{i k_1^+ x} + d^\dagger(k_1, \sigma_1) v^\dagger(k_1, \sigma_1) e^{-i k_1^+ x}) A^{-a}(x) T^a_{ij} \]
\[ (b^\dagger(k_2, \sigma_2) u_+(k_2, \sigma_2) e^{-i k_2^+ x} + d^\dagger(k_2, \sigma_2) v_+(k_2, \sigma_2) e^{i k_2^+ x}). \]

Since \( \bar{A}^a(x) \) is \( x^- \)-independent, the integration over \( x^- \) can be carried out to give a delta function in the \( + \) component of the momenta:
\[ \int dx^- e^{i(k_1^+ x^- + k_2^+ x^-)/2} = 2(2\pi)^3 \delta(k_1^+ \pm k_2^+). \]  
(3.13)

Since both \( k_1^+ > 0 \) and \( k_2^+ > 0 \), the delta function with the plus sign vanishes. Then we have
\[ H_{q, \text{diff}} = -g \sum_{\sigma_1, \sigma_2} \int_{k_1^+ > 0} \frac{dk_1^+}{2(2\pi)^3} \int \frac{d^2 k_\perp}{(2\pi)^2} \int \frac{d^2 k_2^\perp}{(2\pi)^2} (b^\dagger(k_1, \sigma_1) T^a_{ij} b^\dagger(k_2, \sigma_2) u_+(k_1, \sigma_1) u_+(k_2, \sigma_2) \bar{A}^{-a}(x^+, k_1^+ - k_2^+) \]
\[ + d^\dagger(k_1, \sigma_1) T^a_{ij} d^\dagger(k_2, \sigma_2) v_+(k_1, \sigma_1) v_+(k_2, \sigma_2) \bar{A}^{-a}(x^+, -k_1^+ + k_2^+) \bigg|_{k_2^+ = k_1^+}. \]  
(3.14)

When \( k_1^+ \gg k_1^\perp, k_2^\perp, m \), we have
\[ u^\dagger(k_1, \sigma_1) u_+(k_2, \sigma_2) \bigg|_{k_2^+ = k_1^+} = k_1^+ \delta_{\sigma_1 \sigma_2} + O\left( \frac{k_1^\perp}{k_1^+}, \frac{k_2^\perp}{k_1^+}, \frac{m}{k_1^+} \right), \]  
(3.15)
\[ v^\dagger(k_1, \sigma_1) v_+(k_2, \sigma_2) \bigg|_{k_2^+ = k_1^+} = k_1^+ \delta_{\sigma_1 \sigma_2} + O\left( \frac{k_1^\perp}{k_1^+}, \frac{k_2^\perp}{k_1^+}, \frac{m}{k_1^+} \right), \]
which means in the high energy limit, the spin of a quark does not change under a small transverse perturb. Under the high energy approximation, we take the leading terms and obtain
\[ H_{q, \text{diff}} = \]
\[ -g \sum_{\sigma} \int_{k_1^+ > 0} \frac{dk_1^+}{2(2\pi)^3} \int \frac{d^2 k_\perp}{(2\pi)^2} \int \frac{d^2 k_2^\perp}{(2\pi)^2} (b^\dagger(k_1, \sigma) T^a_{ij} b^\dagger(k_2, \sigma) \bar{A}^{-a}(x^+, k_1^+ - k_2^+) \]
\[ + d^\dagger(k_1, \sigma) T^a_{ij} d^\dagger(k_2, \sigma) \bar{A}^{-a}(x^+, -k_1^+ + k_2^+) \bigg|_{k_2^+ = k_1^+}. \]  
(3.16)

in which up to a constant, we can switch the order of \( d^\dagger(k_1, \sigma) \) and \( d^\dagger(k_2, \sigma) \) in the second term and obtain a negative sign due to the anticommutation relation.

The gluon diffusion Hamiltonian can be similarly worked out, which involves terms of the form \( A_\perp \bar{A} A_\perp \). First, the \( F_{\perp}^2 \) term in the Hamiltonian (2.6) does not involve any \( \bar{A} \) field, so it is irrelevant for the gluon diffusion process. Furthermore the term \( (\partial^+ A^{-a} + \partial^+ \bar{A}^{-a})^2 \) in Eq. (2.6) is also irrelevant since the background gauge field \( \bar{A}^{-a} \) is \( x^- \)-independent. The remaining part of the gluon Hamiltonian for consideration is
\[ \int dx^- d^2 x_\perp \frac{1}{2} (\partial^+ A_\perp^a) ( - \partial_t (A^{-a} + \bar{A}^{-a}) + g f^{abc} (A^{-b} + \bar{A}^{-b}) A_c \bigg|_{A_\perp}) \]  
(3.17)
Integration by parts and using $\partial^+ \vec{A}^{-a} = 0$ lead to the following Hamiltonian describing the gluon diffusion process (we omit terms without any $\vec{A}^{-a}$)

$$H_{g,\text{diff}} = -\frac{g}{2} f^{abc} \int \! dx^- d^2x_\perp A^{a\perp}_\perp(x) \vec{A}^{-b}(x) \partial^+ A^{\perp}_\perp(x)$$

(3.18)

$$= -\frac{g}{2} f^{abc} \int \! dx^- d^2x_\perp \sum_{\lambda_1,\lambda_2} \int \frac{dk_1^+ \cdot d^2k_1^\perp}{2(2\pi)^3 k_1^+} \int \frac{dk_2^+ \cdot d^2k_2^\perp}{2(2\pi)^3 k_2^+}$$

$$\left( a^a(k_1, \lambda_1) \varepsilon_{\perp}^\dagger(\lambda_1) e^{-ik_1 \cdot x} + a^{\dagger a}(k_1, \lambda_1) \varepsilon_{\perp}^a(\lambda_1) e^{ik_1 \cdot x} \right) \vec{A}^{-b}(x)$$

$$- i k_1^+ a^a(k_2, \lambda_2) \varepsilon_{\perp}(\lambda_2) e^{-ik_2 \cdot x} + i k_1^+ a^{\dagger a}(k_2, \lambda_2) \varepsilon_{\perp}^a(\lambda_2) e^{ik_2 \cdot x} \right).$$

Since the background gauge field $\vec{A}^{-a}$ is $x^-$ independent, we can use Eq. (3.13) to show

$$H_{g,\text{diff}} = -\frac{ig}{2} f^{abc} \sum_{\lambda_1,\lambda_2} \int \frac{dk_1^+}{2(2\pi) k_1^+} \int \frac{d^2k_1^\perp}{(2\pi)^2} \int \frac{d^2k_2^\perp}{(2\pi)^2}$$

$$\left( a^a(k_1, \lambda_1) \varepsilon_{\perp}^\dagger(\lambda_1) a^{\dagger a}(k_2, \lambda_2) \varepsilon_{\perp}^a(\lambda_2) \vec{A}^{-b}(x^-, -k_{1\perp} + k_{2\perp})$$

$$- a^{\dagger a}(k_1, \lambda_1) \varepsilon_{\perp}^a(\lambda_1) a^a(k_2, \lambda_2) \varepsilon_{\perp}(\lambda_2) \vec{A}^{-b}(x^+, k_{1\perp} - k_{2\perp}) \right) \bigg|_{k_1^+=k_2^+}.$$ (3.19)

In the high energy limit $k_1^+ \gg k_{1\perp}, k_{2\perp}, m$, the polarizations $\lambda_1$ and $\lambda_2$ are defined with respect to the same axis along which $k_1^+$ is aligned. So we have the simplification

$$\sum_{i=1,2} \varepsilon_{\perp}^i(\lambda_1) \varepsilon_{\perp}^i(\lambda_2) = -\delta_{\lambda_1,\lambda_2}. \quad (3.20)$$

Then we have

$$H_{g,\text{diff}} = \frac{ig}{2} f^{abc} \sum_{\lambda} \int \frac{dk_1^+}{2(2\pi) k_1^+} \int \frac{d^2k_1^\perp}{(2\pi)^2} \int \frac{d^2k_2^\perp}{(2\pi)^2}$$

$$\left( a^a(k_1, \lambda) a^{\dagger a}(k_2, \lambda) \vec{A}^{-b}(x^+, -k_{1\perp} + k_{2\perp})$$

$$- a^{\dagger a}(k_1, \lambda) a^a(k_2, \lambda) \vec{A}^{-b}(x^+, k_{1\perp} - k_{2\perp}) \right) \bigg|_{k_1^+=k_2^+}. \quad (3.21)$$

We are allowed to switch the order of $a^a(k_1, \lambda)$ and $a^{\dagger a}(k_2, \lambda)$ in the first term of $H_{g,\text{diff}}$ since the commutator is proportional to $\delta^{ac}$ which is symmetric and thus vanishing when contracted with $f^{abc}$.

With Eqs. (3.16) and (3.21) describing the transverse diffusion processes for quarks and gluons, we can write out the matrix elements of the diffusion Hamiltonian

$$\langle q, k_1^+, k_{1\perp}, i_1, \sigma_1 | H_{g,\text{diff}}(x^+) | g, k_2^+, k_{2\perp}, i_2, \sigma_2 \rangle \quad (3.22)$$

$$= \left\{ \begin{array}{l}
\frac{-g}{(2\pi)^7} \delta(k_1^+ - k_2^+) \delta_{\sigma_1\sigma_2} T^{\perp}_{ii_1i_2} \vec{A}^{-a}(x^+, k_{1\perp} - k_{2\perp}) & \text{for quark} \\
+ \frac{g}{(2\pi)^7} \delta(k_1^+ - k_2^+) \delta_{\sigma_1\sigma_2} T^{\perp}_{ii_1i_2} \vec{A}^{-a}(x^+, k_{1\perp} - k_{2\perp}) & \text{for antiquark} \\
\end{array} \right.$$

$$\langle g, k_1^+, k_{1\perp}, a_1, \lambda_1 | H_{g,\text{diff}}(x^+) | g, k_2^+, k_{2\perp}, a_2, \lambda_2 \rangle \quad (3.22)$$
\[ \frac{ig}{2(2\pi)^2} \delta(k_1^+ - k_2^+) \delta_{\lambda_1 \lambda_2} (f^{a_2 b a_1} - f^{a_1 b a_2}) \tilde{A}^{-a}(x^+, k_{1\perp} - k_{2\perp}). \]

These matrices are Hermitian if we have \( \tilde{A}^{-a}(k_{1\perp}) = \tilde{A}^{-a}(-k_{1\perp}) \). In these matrix elements, nontrivial color rotations occur in addition to the transverse momentum exchange.

It is easy to generalize the matrix elements for \( n \)-particle states

\[
\langle 1'2'3' \cdots n'| H_{\text{diff}} | 123 \cdots m \rangle = 0, \quad \text{if } n \neq m.
\]

When the two states have the same number of particles, we have

\[
\langle 1'2'3' \cdots n'| H_{\text{diff}} | 123 \cdots n \rangle
\]

\[
= \sum_{i=1}^{n} \langle i'| H_{\text{diff}} | i \rangle \langle 1'2'3' \ldots (i' - 1)(i' + 1) \cdots n'| 123 \cdots (i - 1)(i + 1) \cdots n \rangle
\]

\[
= \sum_{i=1}^{n} \langle i'| H_{\text{diff}} | i \rangle \delta_{i1} \delta_{22} \cdots \delta_{(i' - 1)(i - 1)} \delta_{(i' + 1)(i + 1)} \cdots \delta_{n'n}. \]

Cross terms of the form \( \langle i'| H_{\text{diff}} | j \rangle \) (\( i \neq j \)) are accounted for by properly (anti)symmetrized quantum states, as in the case of the kinetic term discussed above. The matrix elements between two states with different \( k^+_i \)'s, spins or polarizations also vanish, no matter whether they have the same number of particles or not. Therefore, the matrix representing the diffusion Hamiltonian is sparse and thus we expect that encoding it on a quantum computer does not require an exponential number of gates.

The diffusion Hamiltonian that we have constructed is general and valid not only for background fields satisfying Eq. (3.10), but also for other background fields that satisfy certain higher-point correlation functions, which will only affect our sampling method when generating the background fields. Once the classical background fields are sampled at each time step, they can be plugged into the diffusion Hamiltonian constructed above. In section 3.4, we will discuss how to sample the background fields according to Eq. (3.10).

### 3.3 Splitting Term

Finally we work out the matrix elements of the Hamiltonian describing the parton splitting process and its inverse. The full Hamiltonian (2.6) contains both \( 1 \to 2 \) and \( 1 \to 3 \) splittings, as well as \( 2 \to 1, 2 \to 2 \) and \( 3 \to 1 \) processes. For simplicity, we will focus on the \( 1 \to 2 \) splitting and its inverse process in this paper. The Hamiltonian for the other processes is either one order higher in the coupling strength \( g \) or at least one order higher in the inverse of the large longitudinal momentum \( \frac{1}{k^+} \) than the \( 1 \to 2 \) splitting. Therefore, these \( 1 \to 3, 2 \to 2 \) and \( 3 \to 1 \) processes are suppressed in the high energy limit, either by the coupling strength or by the large longitudinal momentum \( 1/k^+ \). For completeness, all the operators
in the Hamiltonian (2.6) describing splitting processes are listed in appendix A.3, organized by powers of $g$ and $\frac{1}{\sqrt{s}}$.

The $1 \to 2$ splitting and its inverse process that involve quarks happen at the order $\mathcal{O}(\frac{1}{\sqrt{s}})$. The relevant Hamiltonian is

$$H_{q,\text{split}} = -g \int dx^- dx_\perp^2 \psi^+ \left( \frac{\partial_{\perp j}^+}{\partial_+} \psi^+ + \left( \frac{\partial_{\perp j}^+}{\partial_+} \psi^+ \right) A_{\perp j} \gamma^i \gamma^j \psi^+ + 2 \psi^+ T^a \psi^+ \left( \frac{\partial_+}{\partial_+} A^a_{\perp j} \right) \right),$$

where we have neglected terms proportional to the quark mass $m$. The $1 \to 2$ splitting and its inverse with three gluons involved start to occur at the order $\mathcal{O}(g)$. In other words, the $1 \to 2$ splitting with quarks involved is suppressed by one power in $\frac{1}{\sqrt{s}}$ with respect to that with only gluons involved and thus suppressed in the high energy limit. Collecting relevant terms shown in appendix A.3, we find the splitting Hamiltonian with three gluons involved can be written as

$$H_{g,\text{split}} = g f^{abc} \int dx^- dx_\perp^2 \left( (\partial_{\perp}^+ A_{\perp})^a \left( \frac{\partial_+}{\partial_+} A_{\perp}^b \right) A_{\perp i}^c - (\partial_{\perp}^+ A_{\perp}^a) A_{\perp i}^b A_{\perp j}^c \right).$$

The matrix elements of the $1 \to 2$ splitting for a quark or a gluon are given by

$$\langle q, k^+_2, k_\perp^2, i_2, \sigma_2, g, q^-_1, q_\perp, a, \lambda | H_{q,\text{split}} | q, k^+_1, k_\perp^1, i_1, \sigma_1 \rangle$$

$$= \frac{g}{\sqrt{2(2\pi)^3 q_+^{3} k^+_1 k^+_2}} \delta(k^+_1 - k^+_2 - q^+) \delta^2(k_\perp^1 - k_\perp^2 - q_\perp)$$

$$\times u(k_2, \sigma_2) \left( \epsilon_{\perp 1}^i \gamma^i \gamma^j \frac{k^+_1}{k^+_2} T_{i_2 i_1} + \frac{k^+_2}{k^+_1} \gamma^i \gamma^j \epsilon_{\perp 1}^i T_{i_2 i_1} + 2 T_{i_2 i_1} \frac{q^+}{q_+} \epsilon_{\perp 1}^i \right) u(k_1, \sigma_1),$$

$$\langle g, -k^+_2, -k_\perp^2, a_2, \lambda_2, g, -k^+_3, -k_\perp^3, a_3, \lambda_3 | H_{g,\text{split}} | g, k^+_1, k_\perp^1, a_1, \lambda_1 \rangle$$

$$= -\frac{ig}{\sqrt{2(2\pi)^3 k^+_1 k^+_2 k^+_3}} f^{a_1 a_2 a_3} \delta(k^+_1 + k^+_2 + k^+_3) \delta^2(k_\perp^1 + k_\perp^2 + k_\perp^3)$$

$$\left( \frac{k^+_1}{k^+_2} \epsilon_{\perp 1}^i (\lambda_1) \left( \frac{k^+_2}{k^+_3} \epsilon_{\perp 1}^j (\lambda_2) \epsilon_{\perp i} (\lambda_3) - \frac{k^+_2}{k^+_3} \epsilon_{\perp 1}^i (\lambda_2) \epsilon_{\perp j} (\lambda_3) \right) + \frac{k^+_2}{k^+_1} \epsilon_{\perp 1}^i (\lambda_2) \left( \frac{k^+_1}{k^+_3} \epsilon_{\perp 1}^j (\lambda_3) \epsilon_{\perp i} (\lambda_3) - \frac{k^+_1}{k^+_3} \epsilon_{\perp 1}^i (\lambda_3) \epsilon_{\perp j} (\lambda_3) \right) \right)$$

$$- \frac{k^+_2}{k^+_1} \epsilon_{\perp 1}^i (\lambda_1) \epsilon_{\perp i} (\lambda_3) + k^+_1 \epsilon_{\perp 1}^i (\lambda_1) \left( \frac{k^+_2}{k^+_1} \epsilon_{\perp 1}^j (\lambda_2) \epsilon_{\perp i} (\lambda_3) - \frac{k^+_2}{k^+_1} \epsilon_{\perp 1}^i (\lambda_2) \epsilon_{\perp j} (\lambda_3) \right)$$

$$- k^+_1 \epsilon_{\perp 1}^i (\lambda_1) \left( \epsilon_{\perp i} (\lambda_2) \epsilon_{\perp j} (\lambda_3) - \epsilon_{\perp i} (\lambda_2) \epsilon_{\perp j} (\lambda_3) \right) - k^+_1 \epsilon_{\perp 1}^i (\lambda_1) \epsilon_{\perp j} (\lambda_3) \epsilon_{\perp i} (\lambda_3)$$

$$- \epsilon_{\perp 1} (\lambda_1) \epsilon_{\perp j} (\lambda_3) + k^+_1 \epsilon_{\perp 1}^i (\lambda_1) \left( \epsilon_{\perp i} (\lambda_2) \epsilon_{\perp j} (\lambda_3) - \epsilon_{\perp i} (\lambda_2) \epsilon_{\perp j} (\lambda_3) \right) \right),$$

where we used negative momenta to label the outgoing states in the splitting involving three gluons, which allows us to easily keep track of the signs. Physical states should have positive + components of momenta (we omit the zero mode in the current study) and the matrix elements of the splitting Hamiltonian for physical outgoing states can be easily obtained by flipping the signs of the momenta for the outgoing particles. The matrix elements of
the splitting Hamiltonian can be easily generalized for cases with \( n \) initial partons, which describe \( n \to n+1 \) splitting processes:

\[
\langle 1'2'3' \cdots n'(n'+1) | H_{\text{split}} | 123 \cdots n \rangle \tag{3.28}
\]

\[
= \sum_{i=1}^{n} \langle i'(n'+1) | H_{\text{split}} | i \rangle \langle i'2'3' \cdots (i'-1)(i'+1) \cdots n' | 123 \cdots (i-1)(i+1) \cdots n \rangle
\]

\[
= \sum_{i=1}^{n} \langle i'(n'+1) | H_{\text{split}} | i \rangle \delta_{i'1} \delta_{22} \cdots \delta_{(i'-1)(i-1)} \delta_{(i'+1)(i+1)} \cdots \delta_{n'n},
\]

where terms of the form \( \langle i'(n'+1) | H_{\text{split}} | j \rangle \) (\( i \neq j \)) do not contribute. They are properly accounted for by the (anti)symmetric property of a quantum state. As can be seen, the matrix for the splitting Hamiltonian is also sparse.

The matrix representing the splitting Hamiltonian is not Hermitian. Its Hermitian conjugate gives the matrix for the inverse process, which describes parton recombination. It is essential to include parton recombination to reproduce the virtual correction diagrams in the usual Feynman diagram approach to study the LPM effect.

### 3.4 Sampling Classical Background Field

The diffusion part of the Hamiltonian is light-cone time dependent and the dependence is through the random classical background field \( \bar{A}^{-a} \), which satisfies the correlation (3.10). To generate the matrix elements of the diffusion Hamiltonian, we need to generate the random classical background fields at each time step in the Trotterization, which can be done by sampling random variables according to the correlation. If the time is discretized, the correlation can be written as

\[
\langle \bar{A}^{-a}(x^+, k_\perp) \bar{A}^{-b}(y^+, -k_\perp) \rangle = \frac{1}{\Delta x^+} \delta^{ab} \delta_{x^+y^+} \gamma(k_\perp) \int d^2 R_\perp,
\]

where \( \delta_{x^+y^+} \) is a Kronecker delta function for the discretized light-cone time and \( \Delta x^+ \) is the grid size in the direction of the light-cone time. The delta function in time means the classical background fields at different times are independent, and thus can be sampled independently. At a given time \( x^+ \), the correlation that governs the distribution of the background field is written as

\[
\langle \bar{A}^{-a}(x^+, k_\perp) \bar{A}^{-a}(x^+, -k_\perp) \rangle = \frac{1}{\Delta x^+} \gamma(k_\perp) \int d^2 R_\perp \equiv \bar{\gamma}(k_\perp),
\]

which almost corresponds to the width of a Gaussian distribution for the random variable \( \bar{A}^{-a}(x^+, k_\perp) \) (note that we assume the QGP is overall color neutral \( \langle \bar{A}^{-a} \rangle = 0 \)). In general the sign is different between the \( k_\perp \) arguments of the two random fields. In other words, \( \bar{A}^{-a}(x^+, k_\perp) \) and \( \bar{A}^{-a}(x^+, -k_\perp) \) are two different random variables for \( k_\perp \neq 0 \). However, we note that for the diffusion Hamiltonian to be Hermitian, we must set \( \bar{A}^{-a}(x^+, k_\perp) = \bar{A}^{-a}(x^+, -k_\perp) \). Therefore \( \bar{A}^{-a}(x^+, k_\perp) \) and \( \bar{A}^{-a}(x^+, -k_\perp) \) correspond to the same random

---

\[\]As a side remark, we discuss how to sample \( \bar{A}^{-a}(x^+, k_\perp) \) and \( \bar{A}^{-a}(x^+, -k_\perp) \) as two different random variables in a more general case: First, when \( k_\perp = 0, \bar{A}^{-a}(x^+, 0_i) \) can be generated by sampling a Gaussian
variable, which can be sampled from a Gaussian distribution with the variance \( \bar{\gamma}(k_\perp) = \tilde{\bar{\gamma}}(|k_\perp|) \).

This method requires \( \mathcal{O}(t V_k) \) classical samplings to generate the random background fields for the construction of the quantum circuits describing the diffusion Hamiltonian evolution, where \( V_k \) denotes the volume of the momentum space, i.e., the number of lattice points \( V_k = N^+ N_\perp^2 \). The quantum simulation with a given set of classical background fields corresponds to one particular trajectory for an initial state. In practice, one needs to repeat the classical sampling and the simulation of the diffusion process for multiple trajectories. Physical results are obtained by averaging over multiple trajectories. An interesting question is whether one can simulate the diffusion Hamiltonian evolution more efficiently by using some random quantum circuit [149] or modifying the Quantum Signal Processing algorithm [150, 151]. This is left for future studies.

### 4 Quantum Simulation of Toy Model

In this section we consider a simple toy model in which we neglect the color, spin and flavor (quark or gluon) degrees of freedom discussed in the previous sections and focus on the case with only one transverse direction. The purpose is to demonstrate how to construct quantum gates to describe the time evolution driven by the three pieces of the Hamiltonian, in order to study the LPM effect in jet quenching. Then we will show some simulation results of the toy model that are obtained from the IBM Qiskit simulator. The more complicated case in QCD will be discussed in the next section.

#### 4.1 Toy Model

Here we construct a toy model to demonstrate the construction of quantum gates describing the time evolution driven by the three pieces of the Hamiltonian. The toy model we consider describes the dynamics of scalar particles in \( 2 + 1 \) dimension with only \( 1 \to 2 \) splitting and its inverse. Instead of deriving the Hamiltonian from the light-front quantization of scalar field theory in \( 2 + 1 \) dimension, we use a “bottom-up” approach where we write down phenomenological matrix elements that describe the kinetic, diffusion and splitting processes, which is enough for our purpose to demonstrate the construction of quantum gates relevant for the studies of the LPM effect.

\[ \langle \tilde{A}^{-a}(x^+, 0_\perp) \tilde{A}^{-a}(x^+, 0_\perp) \rangle = \tilde{\bar{\gamma}}(0_\perp). \]  

(3.31)

Next for \( k_\perp \neq 0 \), by using Eq. (3.30) we can show

\[ \left\langle \left[ \tilde{A}^{-a}(x^+, k_\perp) + \tilde{A}^{-a}(x^+, -k_\perp) \right] \left[ \tilde{A}^{-a}(x^+, k_\perp) + \tilde{A}^{-a}(x^+, -k_\perp) \right] \right\rangle = 2\tilde{\bar{\gamma}}(0_\perp) + 2\tilde{\bar{\gamma}}(k_\perp), \]

\[ \left\langle \left[ \tilde{A}^{-a}(x^+, k_\perp) - \tilde{A}^{-a}(x^+, -k_\perp) \right] \left[ \tilde{A}^{-a}(x^+, k_\perp) - \tilde{A}^{-a}(x^+, -k_\perp) \right] \right\rangle = 2\tilde{\bar{\gamma}}(0_\perp) - 2\tilde{\bar{\gamma}}(k_\perp), \]  

(3.32)

which means \( \tilde{A}^{-a}(x^+, k_\perp) + \tilde{A}^{-a}(x^+, -k_\perp) \) and \( \tilde{A}^{-a}(x^+, k_\perp) - \tilde{A}^{-a}(x^+, -k_\perp) \) are two Gaussian random variables with the variances \( 2\tilde{\bar{\gamma}}(0_\perp) + 2\tilde{\bar{\gamma}}(k_\perp) \) and \( 2\tilde{\bar{\gamma}}(0_\perp) - 2\tilde{\bar{\gamma}}(k_\perp) \) respectively. We can then independently sample two Gaussian random variables \( X_1 \) and \( X_2 \) from these two Gaussian distributions and finally obtain \( (X_1 + X_2)/2 \) and \( (X_1 - X_2)/2 \) as the sampled classical background fields for \( \tilde{A}^{-a}(x^+, k_\perp) \) and \( \tilde{A}^{-a}(x^+, -k_\perp) \) respectively.
With a limited number of qubits, we discretize the $+$ and $\perp$ components of the momenta as
\[
k^+ \in K^+_{\text{max}} \{0.5, 1\}, \quad k_\perp \in K^\perp_{\text{max}} \{0, 1\},
\]
(4.1)
where $k_\perp$ has only one component, rather than $x$ and $y$ components as in the previous sections. With more qubits available, one would add the second transverse component and further divide each momentum component into finer levels and eventually take the continuum limit. We will study the case with one initial particle and only one splitting, which means the Hilbert space consists of 1-particle and 2-particle states. According to our discussion in section 2.2, totally five qubits are needed to encode all the quantum states in this case. For each particle, we need one qubit to encode the transverse momentum and another for the $+$ component of the momentum. The correspondence between the qubit representation and the momentum state of a particle is given by
\[
|00\rangle: \quad k^+ = 0.5, \quad k_\perp = 0,
\]
\[
|01\rangle: \quad k^+ = 0.5, \quad k_\perp = 1,
\]
\[
|10\rangle: \quad k^+ = 1, \quad k_\perp = 0,
\]
\[
|11\rangle: \quad k^+ = 1, \quad k_\perp = 1,
\]
(4.2)
where we have labeled the momenta by fractions of the maximum values. To encode both 1-particle and 2-particle states, we first need one qubit to distinguish them. Then we need another four qubits to represent the 2-particle states (representing the 1-particle states only requires two qubits). We list the values of the five qubits from left to right to describe a quantum state as $|q_1 q_2 q_3 q_4 q_5\rangle$. We use the following rules when encoding the states:
\[
\begin{align*}
| & \quad q_1 \quad \quad q_2 q_3 \quad \quad q_4 q_5 \\
\text{describe momenta of the 2nd particle} & \\
\text{separate 1- and 2-particle states} & \\
\text{describe momenta of the 1st particle} & \\
\end{align*}
\]
(4.3)
where the momentum state of a particle is represented as in Eq. (4.2). In this way, the 1-particle state is represented as
\[
|000q_4 q_5\rangle,
\]
(4.4)
where the second and the third 0s from the left have no physical meaning since this is a 1-particle state. On the other hand, the 2-particle state is labeled as
\[
|1q_2 q_3 q_4 q_5\rangle.
\]
(4.5)
The setup can be easily generalized for multiple particles and cases requiring more qubits to represent 1-particle states such as those having more levels in the momentum discretization and degrees of freedom in color and spin: We will assign a certain number of qubits to label the number of particles in the state; Then for each particle, we will use a fixed number of qubits to represent its particle species, discretized momenta, color and spin degrees of
freedom, as demonstrated in Eq. (4.3). This setup may not be the most efficient encoding scheme in terms of the number of qubits needed. But in this setup the Pauli matrix representation of the Hamiltonian for multi-particle states can be easily obtained from that for 1-particle states, as will be discussed below and in appendix B.

### 4.1.1 Kinetic Term

The kinetic term is diagonal in the \( n \)-particle basis we have chosen. We first consider the 1-particle kinetic term, which only involves two qubits and will serve as a building block of the full kinetic term. In the basis given by Eq. (4.2), which is listed in the order \( |00\rangle, |01\rangle, |10\rangle, |11\rangle \), the kinetic term is given by

\[
H^{(1)}_{\text{kin}} = \frac{(K^+_{\text{max}})^2}{K_{\text{max}}} \text{diag}(0, 2, 0, 1),
\]

which means \( \langle 01|H^{(1)}_{\text{kin}}|01\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}} \), \( \langle 11|H^{(1)}_{\text{kin}}|11\rangle = (K_{\text{max}}^+)^2/K_{\text{max}}^+ \) and all the other matrix elements vanish.

We can easily generalize this to the case involving both 1-particle and 2-particle states (it is easier to write a code for the generalization than to write them out explicitly). In the basis of the five qubits introduced in (4.3), the matrix elements of the kinetic Hamiltonian are given by

\[
\langle 00000|H_{\text{kin}}|00000\rangle = 0, \quad \langle 00001|H_{\text{kin}}|00001\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}}, \quad (4.7)
\]
\[
\langle 00010|H_{\text{kin}}|00010\rangle = 0, \quad \langle 00011|H_{\text{kin}}|00011\rangle = (K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 00100|H_{\text{kin}}|00100\rangle = 0, \quad \langle 00101|H_{\text{kin}}|00101\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 01000|H_{\text{kin}}|01000\rangle = 0, \quad \langle 01001|H_{\text{kin}}|01001\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 01010|H_{\text{kin}}|01010\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}}, \quad \langle 01011|H_{\text{kin}}|01011\rangle = 4(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 10100|H_{\text{kin}}|10100\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}}, \quad \langle 10101|H_{\text{kin}}|10101\rangle = 3(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 10110|H_{\text{kin}}|10110\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}}, \quad \langle 10111|H_{\text{kin}}|10111\rangle = 6(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 11000|H_{\text{kin}}|11000\rangle = 0, \quad \langle 11001|H_{\text{kin}}|11001\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 11010|H_{\text{kin}}|11010\rangle = 0, \quad \langle 11011|H_{\text{kin}}|11011\rangle = 3(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 11100|H_{\text{kin}}|11100\rangle = (K^+_{\text{max}})^2/K^+_{\text{max}}, \quad \langle 11101|H_{\text{kin}}|11101\rangle = 3(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
\[
\langle 11110|H_{\text{kin}}|11110\rangle = (K^+_{\text{max}})^2/K^+_{\text{max}}, \quad \langle 11111|H_{\text{kin}}|11111\rangle = 2(K^+_{\text{max}})^2/K^+_{\text{max}},
\]
and all the other matrix elements are vanishing.

### 4.1.2 Diffusion Term

The diffusion part of the Hamiltonian changes transverse momenta of particles and depends on an external classical background field, which is needed to construct the relevant Hamiltonian. Here we just assume the classical background fields at each momentum grid have been generated by using the sampling method described in section 3.4 for each time step in the time evolution. For notational consistency, we still use \( \bar{A}^- \) to label the classical background fields here, even though our toy model has no gauge fields. Since our toy model has only two levels in the transverse momentum, we only need the classical background
fields $\bar{A}^-$ at two values of the transverse momenta $0$ and $K_{\text{max}}^\perp$. In the case of only one particle, the diffusion term in the basis given by Eq. (4.2) is given by

$$
\langle 00 | H_{\text{diff}}^{(1)} | 00 \rangle = g_d \bar{A}^- (0), \quad \langle 01 | H_{\text{diff}}^{(1)} | 01 \rangle = g_d \bar{A}^- (0), \quad \langle 10 | H_{\text{diff}}^{(1)} | 10 \rangle = g_d \bar{A}^- (0),
$$

(4.8)

$$
\langle 11 | H_{\text{diff}}^{(1)} | 11 \rangle = g_d \bar{A}^- (0), \quad \langle 01 | H_{\text{diff}}^{(1)} | 00 \rangle = \langle 00 | H_{\text{diff}}^{(1)} | 01 \rangle = g_d \bar{A}^- (K_{\text{max}}^\perp),
$$

(4.8)

$$
\langle 11 | H_{\text{diff}}^{(1)} | 10 \rangle = \langle 10 | H_{\text{diff}}^{(1)} | 11 \rangle = g_d \bar{A}^- (K_{\text{max}}^\perp),
$$

and all the others are zero, where $g_d$ is the coupling constant in the diffusion term and we have used $\bar{A}^- (K_{\text{max}}^\perp) = \bar{A}^- (-K_{\text{max}}^\perp)$.

The part of the diffusion Hamiltonian involving $\bar{A}^- (0)$ is proportional to an identity operator, which means its effect is to change the global phase of the state and thus does not change any physics. Therefore it is legitimate to ignore the $\bar{A}^- (0)$ term in the diffusion Hamiltonian. We will do so in the following.

Using Eq. (3.24), we can generalize the diffusion Hamiltonian to the five qubit case introduced in Eq. (4.3) leads to

$$
\langle 00001 | H_{\text{diff}} | 00000 \rangle = \langle 00000 | H_{\text{diff}} | 00001 \rangle = \langle 00011 | H_{\text{diff}} | 00010 \rangle = \langle 00010 | H_{\text{diff}} | 00011 \rangle
$$

$$
= \langle 10001 | H_{\text{diff}} | 10000 \rangle = \langle 10000 | H_{\text{diff}} | 10001 \rangle = \langle 10011 | H_{\text{diff}} | 10100 \rangle = \langle 10010 | H_{\text{diff}} | 10101 \rangle
$$

$$
= \langle 11001 | H_{\text{diff}} | 11000 \rangle = \langle 11000 | H_{\text{diff}} | 11001 \rangle = \langle 11101 | H_{\text{diff}} | 11100 \rangle = \langle 11100 | H_{\text{diff}} | 11101 \rangle
$$

$$
= \langle 11110 | H_{\text{diff}} | 11100 \rangle = \langle 11100 | H_{\text{diff}} | 11101 \rangle = \langle 11111 | H_{\text{diff}} | 11110 \rangle = \langle 11110 | H_{\text{diff}} | 11111 \rangle
$$

$$
= \langle 11010 | H_{\text{diff}} | 11000 \rangle = \langle 11000 | H_{\text{diff}} | 11001 \rangle = \langle 11100 | H_{\text{diff}} | 11100 \rangle = \langle 11000 | H_{\text{diff}} | 11100 \rangle
$$

$$
= \langle 10101 | H_{\text{diff}} | 10100 \rangle = \langle 10100 | H_{\text{diff}} | 10101 \rangle = \langle 11101 | H_{\text{diff}} | 11100 \rangle = \langle 11010 | H_{\text{diff}} | 11010 \rangle
$$

$$
= \langle 11110 | H_{\text{diff}} | 11100 \rangle = \langle 11100 | H_{\text{diff}} | 11101 \rangle = \langle 11111 | H_{\text{diff}} | 11110 \rangle = \langle 11110 | H_{\text{diff}} | 11111 \rangle
$$

$$
= \langle 11011 | H_{\text{diff}} | 11010 \rangle = \langle 11010 | H_{\text{diff}} | 11011 \rangle = \langle 11110 | H_{\text{diff}} | 11110 \rangle = \langle 11101 | H_{\text{diff}} | 11111 \rangle
$$

$$
= \langle 11111 | H_{\text{diff}} | 11111 \rangle = \langle 11110 | H_{\text{diff}} | 11111 \rangle = \langle 11111 | H_{\text{diff}} | 11111 \rangle = \langle 11111 | H_{\text{diff}} | 11111 \rangle
$$

$$
= g_d \bar{A}^- (K_{\text{max}}^\perp),
$$

(4.9)

and all the other matrix elements are zero, where we have neglected the global phase change caused by the $\bar{A}^- (0)$ term.\(^5\) In practice, we only need to sample one Gaussian random variable $\bar{A}^- (K_{\text{max}}^\perp)$ at each time step.

### 4.1.3 Splitting Term

Finally we discuss the construction of the splitting part of the Hamiltonian. Due to the momentum conservation in $k^+$ and $k_\perp$, only the following $1 \rightarrow 2$ splitting process can happen in our toy model:

$$
|00010\rangle \rightarrow |10000\rangle \quad (4.10)
$$

$$
|00011\rangle \rightarrow |10001\rangle + |10100\rangle.
$$

\(^5\)Rigorously speaking, the phases for 1-particle and 2-particle states differ by a factor of two, i.e., they are $g_d \bar{A}^- (0)$ and $2g_d \bar{A}^- (0)$ respectively. However, this difference does not affect the radiation probability that we want to study here.
In the first process, the initial particle with $k^+ = K_{\text{max}}^+$ and $k_\perp = 0$ splits into two particles that both have $k^+ = 0.5K_{\text{max}}^+$ and $k_\perp = 0$. In the second process, the initial particle with $k^+ = K_{\text{max}}^+$ and $k_\perp = K_{\text{max}}^\perp$ splits into two particles, one with $k^+ = 0.5K_{\text{max}}^+$ and the other with $k^+ = 0.5K_{\text{max}}^+$ and $k_\perp = K_{\text{max}}^\perp$. The splitting process described in Eq. (4.10) symmetrizes the final state, up to a normalization. The matrix elements of the splitting Hamiltonian are given by

\[
\langle 10000 | H_{\text{split}} | 00010 \rangle = \langle 00011 | H_{\text{split}} | 10000 \rangle = \langle 00011 | H_{\text{split}} | 10100 \rangle = g_s,
\]

and all the other matrix elements vanish, where $g_s$ is the coupling constant in the splitting Hamiltonian. Here we choose the coupling constants in the diffusion and splitting Hamiltonians to be independent, which is just a feature of the toy model we constructed here. In the QCD case, these two couplings are related.

We have written out explicitly the matrix elements of the Hamiltonian in the toy model. In the next subsection, we will show how to construct quantum gates to describe the relevant Hamiltonian evolution.

### 4.2 Construction of Quantum Circuit

We use a general method to construct the quantum circuit \[?\]. In general, when we have a matrix $H$ representing a given Hamiltonian, we can construct the corresponding quantum gates by first projecting the matrix onto the basis made up of tensor products of Pauli matrices:

\[
H = \sum_{\mu_1, \mu_2, \cdots, \mu_n} a_{\mu_1 \mu_2 \cdots \mu_n} \sigma_{1}^{\mu_1} \otimes \sigma_{2}^{\mu_2} \otimes \cdots \otimes \sigma_{n}^{\mu_n},
\]

where we have assumed the matrix can be encoded by $n$ qubits. Here $\sigma_i^{\mu_i}$ indicates the Pauli matrices for the $i$-th qubit and $\sigma^n = (1, \sigma^x, \sigma^y, \sigma^z)$. The linear combination coefficients can be obtained by

\[
a_{\mu_1 \mu_2 \cdots \mu_n} = \frac{1}{2^n} \text{Tr} \left[ H \left( \sigma_{1}^{\mu_1} \otimes \sigma_{2}^{\mu_2} \otimes \cdots \otimes \sigma_{n}^{\mu_n} \right) \right],
\]

where we have a matrix multiplication between $H$ and $\sigma_{1}^{\mu_1} \otimes \sigma_{2}^{\mu_2} \otimes \cdots \otimes \sigma_{n}^{\mu_n}$ inside the trace.

After obtaining the linear combination coefficients $a_{\mu_1 \mu_2 \cdots \mu_n}$, we can construct the quantum gates for the time evolution $e^{-iH\Delta t}$. Using the Trotterization method, we can write

\[
e^{-iH\Delta t} = e^{O((\Delta t)^2)} \prod_{\mu_1, \mu_2, \cdots, \mu_n} e^{-i\Delta t a_{\mu_1 \mu_2 \cdots \mu_n} \sigma_{1}^{\mu_1} \otimes \sigma_{2}^{\mu_2} \otimes \cdots \otimes \sigma_{n}^{\mu_n}}.
\]

Therefore, once we know how to construct quantum gates for the time evolution determined by one of the tensor products of Pauli matrices, we can construct a circuit for the full time evolution determined by $H$. Without loss of generality, we discuss how to construct the quantum gates for

\[
e^{-i\theta \sigma_{1}^{\mu_1} \otimes \sigma_{2}^{\mu_2} \otimes \cdots \otimes \sigma_{n}^{\mu_n}}.
\]
The strategy is to change the basis of each single qubit such that all the Pauli matrices $\sigma_i^{\mu_i}$ become either $1_i$ or $\sigma_i^z$. If the original Pauli matrix $\sigma_i^{\mu_i} = 1_i$ or $\sigma_i^z$, nothing needs to be done for the $i$-th qubit. If the original Pauli matrix $\sigma_i^{\mu_i}$ is $\sigma_i^x$, then we apply the Hadamard gate

$$h = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix},$$  \tag{4.16}$$

in the beginning and apply its inverse (which turns out to be itself) in the end of the circuit segment such that

$$h_i e^{-i\theta \sigma_i^x} h_i = e^{-i\theta \sigma_i^z},$$  \tag{4.17}$$

where the subscript $i$ indicates the Hadamard gate acts on the $i$-th qubit. Similarly, if the original Pauli matrix is $\sigma_i^{\mu_i} = \sigma_i^y$, we apply

$$R_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix},$$  \tag{4.18}$$

and its inverse in the beginning and the end of the circuit segment respectively such that

$$(R_x)_i e^{-i\theta \sigma_i^y} (R_x)_i = e^{-i\theta \sigma_i^z},$$  \tag{4.19}$$

where the subscript $i$ indicates the $R_x$ rotation gate acts on the $i$-th qubit. The $R_x$ rotation gate can be decomposed as

$$R_x = S h S^\dagger, \quad S = \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix},$$  \tag{4.20}$$

which can be useful in the construction of the quantum circuit.

In a nutshell, we only need to focus on constructing quantum gates for

$$e^{-i\theta \sigma_1^z \otimes \cdots \otimes \sigma_m^z},$$  \tag{4.21}$$

where we have omitted the identity matrices and relabeled the indexes in the subscripts.

Standard circuits exist to realize such unitary transformations. For example, the quantum circuit for $e^{-i\theta \sigma_1^z \otimes \sigma_2^z \otimes \sigma_3^z}$ is shown in Fig. 3, which can be easily generalized for more $\sigma_i^z$s.

Now we are ready to construct the quantum circuit for the time evolution of the toy model. We will show the quantum gates for the kinetic, diffusion and splitting terms in the Hamiltonian.

### 4.2.1 Kinetic Term

Since the kinetic Hamiltonian is diagonal, its decomposition into Pauli matrices only involves $1_i$ and $\sigma_i^z$. Using the procedure described above, the kinetic Hamiltonian in Eq. (4.7) can be decomposed into

$$H_{\text{kin}} = \frac{(K_{\text{max}}^\perp)}{K_{\text{max}}} \left( \frac{27}{32} \sigma_5^z + \frac{15}{32} \sigma_4^z + \frac{5}{32} \sigma_4^z \otimes \sigma_5^z - \frac{5}{32} \sigma_3^z \otimes \sigma_5^z - \frac{9}{32} \sigma_3^z - \frac{3}{32} \sigma_3^z \otimes \sigma_5^z + \frac{1}{32} \sigma_3^z \otimes \sigma_4^z \right)$$

which can be useful in the construction of the quantum circuit.
Similarly, the diffusion part of the Hamiltonian Eq. (4.9) can be decomposed into tensor products of Pauli matrices as

$$H_{\text{diff}} = g_d \tilde{A}^-(K_{\text{max}}) \left( \frac{5}{8} \sigma_3^y + \frac{1}{2} \sigma_3^z + \frac{1}{8} \sigma_3^x \otimes \sigma_3^x + \frac{1}{8} \sigma_3^x \otimes \sigma_3^x + \frac{1}{8} \sigma_3^y \otimes \sigma_3^y + \frac{1}{8} \sigma_3^y \otimes \sigma_3^y - \frac{3}{8} \sigma_1^x \otimes \sigma_5^x \right).$$  (4.23)

The quantum circuit for the diffusion time evolution $e^{-iH_{\text{diff}} \Delta t}$ is shown in Fig. 5.
Figure 4: Quantum circuit for the time evolution determined by the kinetic part of the Hamiltonian. Every two-qubit gate in the circuit is a CNOT gate with the black dot indicating the control qubit. The argument of the $z$-rotation represents the index of the qubit on which the rotation acts. The $z$-rotation gate is given by $R_z(i) = e^{-iC \Delta t \sigma_z^i (K_{\max}^\perp)^2 / K_{\max}}$ with the constants $C$ given in Eq. (4.22).

Figure 5: Quantum circuit for the time evolution driven by the diffusion part of the Hamiltonian. Every two-qubit gate in the circuit is a CNOT gate with the black dot indicating the control qubit. The argument of the $z$-rotation represents the index of the qubit on which the rotation acts. The $z$-rotation gate is given by $R_z(i) = e^{-iC \Delta t \bar{A}^- (K_{\max}^\perp) \sigma_z^i}$ with the coefficients $C$ given in Eq. (4.23) and $\bar{A}^- (K_{\max}^\perp)$ is the time dependent classical background field.
4.2.3 Splitting Term

The part of the Hamiltonian for splitting is given by Eq. (4.11) and can be decomposed as

\[ H_{\text{split}} = g_s \left( \frac{1}{8} \sigma_1^x \sigma_4^x + \frac{1}{16} \sigma_1^z \sigma_4^z \sigma_4^x \sigma_5^x - \frac{1}{16} \sigma_1^x \sigma_3^z \sigma_4^y \sigma_5^y - \frac{1}{16} \sigma_1^x \sigma_3^z \sigma_5^y \sigma_5^y \right) \]  

(4.24)

\[
\begin{align*}
+ & \frac{1}{16} \sigma_1^x \sigma_2^y \sigma_3^y \sigma_4^x \sigma_5^x + \frac{1}{16} \sigma_1^x \sigma_2^y \sigma_3^y \sigma_5^y \sigma_5^y + \frac{1}{8} \sigma_1^x \sigma_3^z \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^x \sigma_2^z \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^x \sigma_2^z \sigma_3^y \sigma_5^y \\
+ & \frac{1}{8} \sigma_1^y \sigma_4^y + \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y \\
- & \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y \\
+ & \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{16} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y + \frac{1}{8} \sigma_1^y \sigma_3^y \sigma_4^y \sigma_5^y.
\end{align*}
\]

The quantum circuit for the time evolution driven by the splitting Hamiltonian \( e^{-iH_{\text{split}} \Delta t} \) is given in Fig. 6.

In appendix B, we discuss an alternative way of decomposing the matrix elements of each Hamiltonian into tensor products of Pauli matrices, which illuminates an easy way to generalize the decomposition for states with more than two particles. This is important if we want to study a system consisting of many particles, since the generic way of decomposing into tensor products of Pauli matrices involves calculating an exponential number of coefficients and does not employ any property or symmetry of the system to simplify the decomposition.

This completes our construction of the quantum gates to describe the time evolution of the toy model.

4.3 Simulation Results

Using the quantum circuits constructed above, we can now simulate the time evolution of the toy model in both vacuum and the medium. We will perform the quantum simulation by using the Qiskit simulator package provided by IBM.

We will initialize the state as the 1-particle state with \( k^+ = K^+_{\text{max}} \) and \( k_\perp = 0 \), which is represented as \( |00010\rangle \) in the quantum register. The initial particle is off mass shell, which is caused by hard scattering or interaction with the medium. In the latter case where the radiation is medium-induced, what we call vacuum evolution should be thought of as in-medium evolution without the LPM effect. Since the quantum circuit constructed by the Qiskit package of IBM always initializes all the qubits to be in the 0 states, we still need to apply the \( \sigma_4^+ \) gate to obtain the initial state we want. After the state initialization, we evolve the state in time by using the quantum circuits constructed. At the end of the time evolution, we measure the first qubit. The result “0” in the measurement corresponds to a 1-particle state while the result “1” corresponds to a 2-particle state. The simulation and
Figure 6: Quantum circuit for the time evolution driven by the splitting part of the Hamiltonian. Every two-qubit gate in the circuit is a CNOT gate with the black dot indicating the control qubit. The argument of the $z$-rotation represents the index of the qubit on which the rotation acts. The $z$-rotation gate is given by $R_z(i) = e^{-iC\Delta t \sigma_z^i}$ with the coefficients $C$ given in Eq. (4.24).

The parameters are chosen as follows for the results we are going to show: $K^{\perp}_{\text{max}} = 10$, $K^{\perp}_{\text{max}} = 1$, $g_d = 0.3$ and $g_s = 0.1$. In the toy model, everything is unitless. The time evolution starts at $t = 0$. We choose $\Delta t = 0.01$ for the Trotterization step. To study the LPM effect in the medium, we will compare the total radiation probability in vacuum with that in the medium. In the former case, the dynamics is described by the kinetic and splitting terms of the Hamiltonian $H_{\text{kin}} + H_{\text{split}}$, while in the latter, all three parts of the
Hamiltonian $H_{\text{kin}} + H_{\text{diff}} + H_{\text{split}}$ are used in the description of the time evolution. The vacuum evolution can also be thought of describing medium-induced radiation without the LPM effect. The off-shell-ness of the parton in the case of medium-induced radiation is caused by $H_{\text{diff}}$ during in-medium evolution before $t = 0$. Then $H_{\text{diff}}$ is turned off at $t = 0$ so the time evolution after $t = 0$ describes medium-induced radiation without the LPM effect. For the in-medium simulation, we also need to average the results over multiple trajectories. For each trajectory, the classical background fields need regenerating. At each time step of a trajectory, we sample the classical background field $\bar{A}^{-}(K_{\text{max}}^\perp)$ by assuming it is described by a Gaussian distribution. The mean and the standard deviation of the Gaussian distribution are assumed to be 0 and 3 respectively.

Figure 7: Quantum simulation results of the total radiation probabilities at time $t = 7$ for the vacuum (left) and medium (right) cases. The measurement result “0” corresponds to no radiation while “1” indicates the occurrence of $1 \rightarrow 2$ splitting. The vacuum result also represents the case of medium-induced radiation without the LPM effect. The total radiation probability is suppressed in the medium case due to the quantum decoherence effect.

The quantum simulation results of the total radiation probabilities at time $t = 7$ are shown in Fig. 7 for the vacuum and medium cases, where the result “0” indicates that no radiation happens and the final state is still a 1-particle state while “1” represents that the $1 \rightarrow 2$ splitting occurs and the final state contains two particles. The vacuum result is obtained from $2^{20}$ shots while the medium result is obtained from averaging 500 trajectories. The result for each trajectory is estimated from $2^{20}$ shots and every shot uses the same set of classical background fields sampled for the trajectory. It can be seen that once we turn on the diffusion Hamiltonian which originates from the transverse momentum exchange between partons and the medium, the radiation probability is suppressed.

To better understand the result, we calculate the probabilities of no radiation in vacuum and in the medium as functions of time, shown in Fig. 8. The black solid line is obtained by exactly diagonalizing the vacuum Hamiltonian $H_{\text{vac}} = H_{\text{kin}} + H_{\text{split}}$. The blue dots are obtained from a quantum simulation performed for the vacuum Hamiltonian, as
Figure 8: Probabilities of no radiation in vacuum and in the medium as functions of time. The black solid line is obtained from exact diagonalization of the Hamiltonian in vacuum. The green dashed line is obtained from a first order perturbative calculation in vacuum. The blue and red points are obtained from quantum simulations. The vacuum result also represents the case of medium-induced radiation without the LPM effect.

described above. We carry out measurements at specific times corresponding to the horizontal locations of the blue dots. We see the quantum simulation results agree well with those obtained from exact diagonalization and phase rotation done classically, which indicates the Trotterization errors here are tiny with $\Delta t = 0.01$. The green dashed line is given by a first order perturbative calculation in the Schrödinger picture. Analytically, the quantum circuit with the measurement result “1” corresponds to

$$\langle 1|\rho(t)|1 \rangle = \langle 1|U(t, 0)\rho(0)U(0, t)|1 \rangle,$$

where $|1\rangle$ represents a 2-particle state and $U(t, 0)$ is the unitary time evolution operator in the Schrödinger picture $U(t, 0) = \exp(-iH_{\text{vac}}t)$ ($H_{\text{vac}} = H_{\text{kin}} + H_{\text{split}}$). If we set the initial state to be a 1-particle state $\rho(0) = |0\rangle\langle 0|$ and expand the unitary operator to first order in $H_{\text{vac}}$, we obtain

$$\langle 1|\rho(t)|1 \rangle = t^2\langle 1|H_{\text{vac}}|0\rangle\langle 0|H_{\text{vac}}|1 \rangle = g_s^2 t^2,$$

where we have used $\langle 1|H_{\text{kin}}|0\rangle = 0$ and $\langle 1|H_{\text{split}}|0\rangle = g_s$. This gives the total radiation probability and the probability of no radiation is $1 - g_s^2 t^2$. We see that when $t$ is small, the first order perturbative result agrees well with the exact result in vacuum. At later times, the perturbative result deviates and it can be improved by expanding to second order in perturbation. We also note the vacuum result is oscillating in time, which is caused by higher order interactions. Finally, the quantum simulation results of the inmedium radiation process are marked as red upper triangles. The radiation probability
in the medium is smaller than that in vacuum, for the time period that is studied here. (The first blue and red points from the left almost overlap with each other. But we have checked that indeed the in-medium radiation probability is smaller at that time point.) The suppression is caused by quantum decoherence, which is the essence of the LPM effect. One may worry that the vacuum result is oscillating in time so at late times the vacuum radiation probability will be smaller than the medium case. We will not discuss this issue here since the main motivation of the toy model is to show the construction of quantum circuits and study the quantum decoherence effect in the quantum simulation. We will come back to this issue in section 5.3.

5 Quantum Simulation of Gluon Radiation in Medium

In this section, we discuss a more complicated case: gluon radiation in a quark-gluon plasma at thermal equilibrium. We focus on the gluon splitting \( g \to gg \) process in the hot medium, since the quark splitting process \( q \to qg \) is suppressed in the high energy limit, as explained in section 3.3. We will first construct the relevant discretized Hamiltonian.

5.1 Discretized Hamiltonian

The states in the computational basis (2.16) have continuous momenta. To encode them on a quantum computer, we need to discretize the momenta. With discretized momenta, we want the 1-particle states to be normalized as

\[
\langle q, k_{1\perp}, k_{1\perp}, \hat{n}_1, \sigma_1 | q, k_2^{+}, k_2^{+}, k_2\perp, \hat{n}_2, \sigma_2 \rangle = \delta_{k_{1\mu}^{+} k_{2\mu}^{+}} \delta_{k_{1\mu} k_{2\mu}} \delta_{\hat{n}_1 \hat{n}_2} \delta_{\sigma_1 \sigma_2},
\]

where the Dirac delta functions of momenta in Eq. (2.15) become Kronecker delta functions of discretized momenta. When replacing Dirac delta functions with Kronecker ones, we also changed the dimensions of states: the mass dimension of a 1-particle state in Eq. (2.15) is \(-1\) while in Eq. (5.1) the mass dimension is 0. This can be seen from the discretized version of a Dirac delta function:

\[
\delta(k_{1\mu} - k_{2\mu}) \to \frac{1}{\Delta k_\mu} \delta_{k_{1\mu} k_{2\mu}},
\]

where \(\Delta k_\mu\) is the lattice size of the momentum lattice along the \(\mu\) direction. When writing down Eq. (5.1), we implicitly multiplied Eq. (2.15) by \(\Delta k^{+} \Delta k_{x} \Delta k_{y}\).

To write down the discretized version of the Hamiltonian with the correct mass dimension, we need to take this multiplicative factor into account. The general rule is that for each \(n\)-particle state involved in the matrix element of the Hamiltonian, we multiply the continuous version by a factor of \((\Delta k^{+} \Delta k_{x} \Delta k_{y})^{n/2}\). Applying this rule to Eqs. (3.2, 3.22, 3.27) leads to

\[
\langle q, k_1^{+}, k_{1\perp}, \hat{n}_1, \sigma_1 | H_{q, \text{kin}} | q, k_2^{+}, k_2\perp, \hat{n}_2, \sigma_2 \rangle = \frac{k_1^{2}}{k_1^{+}} \delta_{k_{1\mu}^{+} k_{2\mu}^{+}} \delta_{k_{1\mu} k_{2\mu}} \delta_{\hat{n}_1 \hat{n}_2} \delta_{\sigma_1 \sigma_2},
\]
\[
\langle g, k_1^+; k_1\perp, a_1, \lambda_1 \mid H_{g, \text{kin}} \mid g, k_2^+; k_2\perp, a_2, \lambda_2 \rangle = \frac{k_1^2}{k_1} \delta_{k_1^+ k_2^+} \delta_{k_1 \perp k_2 \perp} \delta_{k_1 \perp k_2 \perp} \delta_{a_1 a_2} \delta_{\lambda_1 \lambda_2},
\]
for the kinetic Hamiltonian,
\[
\langle g, k_1^+; k_1\perp, i_1, \sigma_1 \mid H_{g, \text{diff}}(x^+) \mid g, k_1^+; k_1\perp, i_2, \sigma_2 \rangle = \begin{cases} 
-\frac{g}{(2\pi)^2} \Delta k_x \Delta k_y \delta_{k_1^+, k_2^+} \delta_{\sigma_1 \sigma_2} T_{i_1 i_2}^a \bar{A}^{-a}(x^+, k_1 \perp - k_{2 \perp}) & \text{for quark} \\
+\frac{g}{(2\pi)^2} \Delta k_x \Delta k_y \delta_{k_1^+, k_2^+} \delta_{\sigma_1 \sigma_2} T_{i_1 i_2}^a \bar{A}^{-a}(x^+, k_1 \perp - k_{2 \perp}) & \text{for antiquark}
\end{cases}
\]
for the diffusion Hamiltonian and
\[
\langle g, k_1^+, k_2\perp, i_2, \sigma_2; g, q^+, q_\perp, a, \lambda \mid H_{g, \text{split}} \mid g, k_1^+, k_1\perp, i_1, \sigma_1 \rangle
= -g \sqrt{\frac{\Delta k_x^+ \Delta k_y^+ \Delta k_y}{2(2\pi)^3 k_1^+ k_2^+, q_\perp}} \delta_{k_1^+, k_2^+, q^+} \delta_{k_1 \perp k_2 \perp} \delta_{k_1 y, k_2 y, q_y} \times u(k_2, \sigma_2) \left( e_{\perp i}^i \gamma^j \frac{k_j^+}{k_1^+} T_{i12i}^a + \frac{k_j^+}{k_2^+} \gamma^j e_{\perp i}^i T_{i12i}^a + 2 T_{i12i}^a q_i^+ q_{\perp} \right) u(k_1, \sigma_1),
\]
for the splitting Hamiltonian. With discretized momenta, the correlation function of two classical background fields (3.30) can be written as
\[
\langle \bar{A}^{-a}(x^+, k_\perp) \bar{A}^{-a}(x^+, -k_\perp) \rangle = \frac{(2\pi)^2 \gamma(k_\perp)}{\Delta x^+ \Delta k_x \Delta k_y}.
\]
As we discussed earlier, to make the diffusion Hamiltonian Hermitian, we set \(\bar{A}^{-a}(x^+, k_\perp) = \bar{A}^{-a}(x^+, -k_\perp)\) as the same random variable, which can be sampled from a Gaussian distribution with the variance \(\frac{(2\pi)^2 \gamma(k_\perp)}{\Delta x^+ \Delta k_x \Delta k_y}\).
5.2 Hilbert Space

We can neglect quark degrees of freedom since we focus on the $g \to gg$ process. With a limited number of qubits, we discretize the $+, x$ and $y$ components of momenta as

$$k^+ \in K^+_{\text{max}}\{0.5, 1\}, \quad k_x \in K^\perp_{\text{max}}\{0, 1\}, \quad k_y \in K^\perp_{\text{max}}\{0, 1\}. \quad (5.7)$$

As a result, we need 3 qubits to describe the momentum of a gluon, 1 for each component. Then we need another 3 qubits to describe the color of a gluon and 1 qubit for the polarization (spin). Totally we need 7 qubits to represent a gluon state:

$$|q_1 q_2 q_3 q_4 q_5 q_6 q_7\rangle. \quad (5.8)$$

Since we have both 1-gluon and 2-gluon states in the process, we need 15 qubits to represent a state: 7 qubits for each gluon and 1 qubit to distinguish between the 1-gluon and 2-gluon states:

$$|q_1 q_2 q_3 \ldots q_8 q_9 q_{10} \ldots q_{15}\rangle. \quad (5.9)$$

When $q_1 = 0$, the state is a 1-gluon state and the qubits $q_2 q_3 \ldots q_8$ are redundant so we just set them to be all zeros:

$$|0 0 0 0 0 0 q_9 q_{10} \ldots q_{15}\rangle. \quad (5.10)$$

When $q_1 = 1$, the state is a 2-gluon state

$$|1 q_2 q_3 \ldots q_8 q_9 q_{10} \ldots q_{15}\rangle. \quad (5.11)$$

Once we fix the computational basis, the matrix elements of each part of the Hamiltonian can be written down according to Eqs. (5.3, 5.4, 5.5). Here we will not write these matrix elements out explicitly, neither their decomposition into tensor products of Pauli matrices, which becomes very lengthy but can be done. We have 15 qubits here and the generic method of decomposing the Hamiltonian into tensor products of Pauli matrices discussed in section 4.2 requires evaluating $4^{15}$ coefficients by using Eq. (4.13). However, we know many of the coefficients are zeros since the Hamiltonian is sparse. The generic method of decomposition discussed in section 4.2 does not employ any property or structure of the system’s Hamiltonian. A more efficient decomposition method that employs the structure of the system is illustrated in appendix B, where we first construct $H_{\text{kin}}$ and $H_{\text{diff}}$ for 1-particle states and $H_{\text{split}}$ for transitions between 1-particle and 2-particle states, and then use them as building blocks for states consisting of more particles. The strategy is to first construct Pauli matrix representations for smaller pieces of a Hamiltonian and then put all pieces together by tensor products. For the gluon radiation case in QCD, the new ingredient is the color and spin changes. Since the color part factorizes in the QCD Hamiltonian matrix elements, we can construct the Pauli matrix representations for the color change and the change of momentum and spin separately as smaller qubit systems and then take their tensor product. We discuss some useful decomposition formulas for these smaller qubit systems in appendix C.
5.3 Simulation Results

Here we perform the simulation via keeping track of the statevector, i.e., the wavefunction, rather than using a quantum circuit consisting of 15 qubits. The initial state is set as a 1-gluon state

$$|\psi(t = 0)\rangle = |0\ 000000 1110000\rangle,$$

(5.12)

where \( t = x^+ / 2 \). One should think of the initial parton as being off mass shell, which can be caused by hard scattering or interaction with the medium. In the latter case, what we mean by the vacuum process is really medium-induced radiation without the LPM effect. What happens in the time evolution of medium-induced radiation without the LPM effect is that \( H_{\text{diff}} \) is turned on before \( t = 0 \) which generates partons that are off-shell and thus radiating. Then \( H_{\text{diff}} \) is turned off at \( t = 0 \), after which the time evolution describes medium-induced radiation without the LPM effect. We time evolve the wavefunction according to

$$\left(e^{-iH_{\text{split}}\Delta t}e^{-iH_{\text{kin}}\Delta t}\right)^N_t|\psi(t = 0)\rangle,$$

(5.13)

and

$$\left(e^{-iH_{\text{split}}\Delta t}e^{-iH_{\text{diff}}\Delta t}e^{-iH_{\text{kin}}\Delta t}\right)^N_t|\psi(t = 0)\rangle,$$

(5.14)

for the vacuum and medium cases respectively. We choose \( K_{\text{max}}^+ = 100 \) or 50 GeV, \( K_{\text{max}}^- = 1 \) GeV and the strong coupling \( g = 2 \) at the scale 1 GeV, since the transverse momentum transferred is 1 GeV. The Trotterization time step is fixed to be \( \Delta t = 0.01 \) fm/c. For the medium case, we need to sample classical background gauge fields \( \bar{A}^a \) at each time step from Gaussian distributions with the variances given in Eq. (5.6). Classical background gauge fields with different momenta have different variances, but those with only different colors have the same variance. The variance depends on the function \( \gamma(k_\perp) \). Here we use the model shown in Eq. (3.7) for \( \gamma(k_\perp) \). The temperature of the QGP is fixed to be \( T = 300 \) MeV and can be easily made time dependent in our framework. The Debye mass is related to the temperature via

$$m_D^2 = \frac{1}{3}\left(N_c + \frac{N_f}{2}\right)g^2T^2,$$

(5.15)

where we take \( N_c = 3 \) and \( N_f = 3 \). After updating the classical background gauge fields at each time step, we need to reconstruct the diffusion part of the Hamiltonian, which can be computationally expensive. Therefore, in practice we sample 3000 sets of \( \bar{A}^a \) and construct the corresponding \( H_{\text{diff}} \) that are saved in storage. At each time step, we just take one \( H_{\text{diff}} \) randomly from the 3000 ensemble.

The gluon radiation probabilities as functions of time are plotted in Fig. 9 for both the vacuum (or medium without the LPM effect) and medium cases with two different initial

---

\(^6\)The decomposition of each part of the Hamiltonian (kinetic, diffusion and splitting) into tensor products of Pauli matrices is straightforward, as explained in appendix C. But constructing the corresponding quantum circuit in the IBM Qiskit simulator by appending single-qubit and CNOT gates to the circuit one by one in the code becomes extremely tedious.
Figure 9: Gluon radiation probabilities as functions of time for both the vacuum (blue dots) and medium cases (red upper triangles) with two different initial $+$ momenta: 100 GeV (left) and 50 GeV (right). The vacuum result can also represent the case of medium-induced radiation without the LPM effect. The gluon radiation probability is suppressed in the medium.

We see that the gluon radiation probability in the time period studied here is largely suppressed in the medium where random transverse momentum exchanges occur frequently and cause decoherence. Furthermore, we note that the radiation probability in the initial $k^+ = 50$ GeV case is larger than that in the initial $k^+ = 100$ GeV case, which means that more energetic partons lose less energy in the medium (we think of the vacuum case as medium-induced radiation without the LPM effect).

At late times in the case with an initial $k^+ = 50$ GeV, we observe the vacuum radiation probability starts to drop, which indicates the radiation probability in vacuum is oscillating in time, as already seen in Fig. 8 for the toy model. There are two potential reasons for the time oscillation. The first one is higher order correction. To see how higher order terms can result in oscillation, we consider a simple example of a two-level system with an interaction given by $g_x \sigma^x$. The transition amplitude between the ground state $|0\rangle$ and the excited state $|1\rangle$ is

$$
\langle 1 | e^{-ig_x \sigma^x t} | 0 \rangle = -i \sin(g_x t).
$$

The oscillating behavior becomes manifest when $t \gtrsim 1/g_x$. Considering the prefactor in the splitting Hamiltonian (5.5), we conclude that for the time period studied here, higher order correction is not the reason behind the oscillating behavior seen in Fig. 9.

The second potential reason of the oscillating behavior is the phase oscillation caused by an energy mismatch in the initial and final states. To see this more clearly, we use time-ordered perturbation theory in the interaction picture to calculate the transition amplitude between a 1-parton state $|0\rangle$ and a 2-parton state $|1\rangle$ (we assume these two states are
eigenstates of the free Hamiltonian $H_0$, i.e., $H_0|i⟩ = E_i|i⟩$ for $i = 0, 1$

$$\langle 1 | T e^{-i \int_0^t dt_1 H_I(t_1)} | 0 \rangle = -i \int_0^t dt_1 e^{i(E_1 - E_0) t_1} \langle 1 | H_I | 0 \rangle + O(H^2) , \quad (5.17)$$

where $T$ denotes the time-ordering operator and the interaction Hamiltonian in the interaction picture is given by $H_I(t) = e^{iH_0 t} H_I e^{-iH_0 t}$. The time integration gives

$$\int_0^t dt_1 e^{i(E_1 - E_0) t_1} = 2 e^{i(E_1 - E_0) t/2} \frac{\sin(E_1 - E_0 t)}{E_1 - E_0} . \quad (5.18)$$

In the $t \to +\infty$ limit, the above time integral corresponds to a delta function in $E_1 - E_0$:

$$\lim_{t \to +\infty} 2 \frac{\sin(E_1 - E_0 t)}{E_1 - E_0} = \frac{\pi \delta(E_1 - E_0)}{2} , \quad (5.19)$$

which means the transition can only happen if the initial and final states have the same energy. The transition probability when $t$ is large is given by

$$|\langle 1 | T e^{-i \int_0^t dt_1 H_I(t_1)} | 0 \rangle|^2 = 2 \pi \delta(E_1 - E_0) |\langle 1 | H_I | 0 \rangle|^2 t , \quad (5.20)$$

and the transition rate can be well defined in the $t \to +\infty$ limit. This is the case when we derive the Fermi’s golden rule to calculate scattering cross sections for asymptotic states and the decay rate of an initial particle. Final states with mismatched energies will not contribute to cross sections or decay rates.

At any finite $t$, we see the transition probability $|\langle 1 | T e^{-i \int_0^t dt_1 H_I(t_1)} | 0 \rangle|^2$ is oscillating in time if $E_1 \neq E_0$. Since the momentum grid is very coarse here, an exact equality between the energies of the initial 1-gluon state and the final 2-gluon state is not possible. The typical energy gap in the gluon radiation process studied here is on the order of $2k^2_\perp/k^+ \sim 0.02$ GeV for the initial $k^+ = 100$ GeV case and 0.04 GeV for the initial $k^+ = 50$ GeV case. It will take about 10 fm/c and 5 fm/c to see the oscillation in radiation probability caused by the oscillating phase in the two cases respectively, which is consistent with the observation here.

In short, the oscillating behavior of the vacuum radiation probability is caused by not having fine enough grids in the momenta, which results in a mismatch in the energies of the initial and final states. Despite this caveat, we still see the quantum decoherence effect in the time evolution shown in Fig. 9, which is the essence of the LPM effect. For future physical applications, one needs to perform quantum simulations with larger and finer grids in momenta. One also needs to properly take the continuum and infinite volume limits. As a sanity check, one should verify the well-known result of the LPM effect in one splitting from quantum simulation. Then one can move on to use quantum simulation to study the LPM effects in multiple splittings, which is beyond the scope of current analyses. These are left for future studies.

6 Conclusions

In this paper, we developed a framework to perform quantum simulation of jet quenching in nuclear environments. The quantum simulation automatically keeps track of quantum...
interference that is crucial in the studies of the LPM effect for multiple coherent radiations, since it simulates the time evolution of a state wavefunction. We used the light-front Hamiltonian of QCD to describe the time evolution of high energy partons in nuclear media. The light-front Hamiltonian relevant for jet quenching consists of three pieces: a kinetic term which induces a phase change in the time evolution, a diffusion term caused by transverse momentum (Glauber) exchanges between the high energy partons and the medium, and a splitting term accounting for parton radiation and recombination. We use n-particle states in momentum space as the basis of the physical Hilbert space and estimated the qubit cost. In this basis, the kinetic Hamiltonian becomes diagonal, which can be efficiently simulated on a quantum computer. Furthermore, the matrices of the diffusion and splitting parts are sparse. Therefore, one may be able to efficiently simulate multiple coherent radiations in a medium on a quantum computer and study the LPM effect therein. The diffusion term in the Hamiltonian depends on some classical background fields, of which the medium is a source. When constructing a quantum circuit for the Hamiltonian evolution, one needs to sample these classical background fields on a classical computer and then plug their values into the quantum circuit. This classical sampling scales as $O(tV_k)$ where $t$ is the length of the time evolution and $V_k$ is the volume of the momentum space. Quantum trajectories with different sets of classical background fields in the simulation need to be averaged to give estimates of physical results. Then we applied this framework to study a toy model, by explicitly constructing a quantum circuit to simulate the time evolution. We also studied the gluon radiation process in a hot medium with and without the LPM effect. We observed the quantum decoherence effect in both the toy model and the gluon case that suppresses the total radiation probability, which is the essence of the LPM effect, despite a caveat caused by the small momentum lattice. For future physical applications, one should use larger and finer momentum grids for the simulation and investigate the effect of the zero mode and how to take the continuum and infinite volume limits. One should also verify the well-known result of the LPM effect in one splitting from quantum simulation and then study cases with multiple coherent splittings.

The framework developed here is general and it can be used to study jet quenching for various media that are either static or expanding, thin or thick, hot or cold. It can also be applied for cases where the classical background fields satisfy some non-Gaussian correlations. Since the framework automatically keeps track of quantum interference, it can be applied to study the LPM effect with more than two coherent splittings in a dynamically evolving medium, which is beyond the scope of state-of-the-art analyses. This framework of quantum simulation may help to deepen our understanding of jet quenching in nuclear environments in the near future with the advancement of quantum technology that provides more qubits of high fidelity, which is important for studies of jet production in current heavy ion collisions and in the forthcoming Electron-Ion Collider.
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A Light-Front Hamiltonian of QCD

Here we review the light-front Hamiltonian approach for QCD. Recent reviews can be found in Refs. [141, 142].

We start with the QCD Lagrangian density with one massive fermion field

\[ \mathcal{L} = \bar{\psi}(i\not\!D - m)\psi - \frac{1}{2} \text{Tr}(F^{\mu\nu}F_{\mu\nu}) , \]  

(A.1)

where \( \not\!D = \gamma^\mu D_\mu \), \( D_\mu = \partial_\mu - igA_\mu \) and \( F^{\mu\nu} = \frac{i}{g}[D^{\mu}, D^{\nu}] \). Writing the color indexes out explicitly leads to

\[ \mathcal{L} = \bar{\psi}_i(i\not\!D_{ij} - m\delta_{ij})\psi_j - \frac{1}{4} F^{\mu\nu a}F_{\mu\nu}^a , \]  

(A.2)

where \( i, j, \cdots \) denote the fundamental color indexes and \( a, b, \cdots \) represent the adjoint color indexes and we have used \( A^{\mu} = A^{\mu a}T^a \), \( F^{\mu\nu a} = \partial^{\mu}A^{\nu a} - \partial^{\nu}A^{\mu a} + gf^{abc}A^{\mu b}A^{\nu c} \) and \( \text{Tr}(T^aT^b) = \frac{1}{2}\delta^{ab} \). Here we only raise and lower the Lorentz indexes but not the color indexes.

We will use the light-cone coordinates defined by

\[ x^\pm = x^0 \pm x^3 \quad \gamma^\pm = \gamma^0 \pm \gamma^3 \quad A^\pm = A^0 \pm A^3 , \]  

(A.3)

where \( x^+ \) denotes the light-cone time while \( x^- \) is the light-cone longitudinal coordinate. The metric is fixed as (\( \mu = +, 1, 2, - \))

\[ g_{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & \frac{1}{2} \\ -1 & 0 & 0 \\ 0 & -1 & 0 \\ \frac{1}{2} & 0 & 0 & 0 \end{pmatrix} , \quad g^\mu{}^\nu = \begin{pmatrix} 0 & 0 & 0 & 2 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 2 & 0 & 0 & 0 \end{pmatrix} . \]  

(A.4)

The inner product between two vectors is given by

\[ x \cdot y = x^\mu y_\mu = \frac{x^+ y^- + x^- y^+}{2} + x_\perp \cdot y_\perp = \frac{x^+ y^- + x^- y^+}{2} - x_\perp \cdot y_\perp , \]  

(A.5)

where a bold symbol is used for Euclidean vectors to make them distinct from Minkowski vectors that are not bold. For the transverse components, we define the notation

\[ x_\perp \cdot y_\perp = -x_\perp \cdot y_\perp = x^i_\perp y_{\perp i} = -x^i_\perp y_{\perp i} = -x^i_\perp y^i_\perp . \]  

(A.6)

The momentum component conjugated to \( x^+ \) is the light-cone energy \( p^- \) while the momentum component conjugated to \( x^- \) is the longitudinal momentum \( p^+ \). From the on-shell condition \( p^2 = m^2 \), we find \( p^- = (p^2 + m^2)/p^+ \). If \( p^+ \) is large, \( p^- \) will be small. For \( m \neq 0 \), \( p^+ > 0 \). If \( m = 0 \), \( p^+ \) can be zero, which is the case for gluons. In this work, we focus
on collinear radiation processes where both the mother and daughter partons have large + momenta. Therefore, we neglect the effect of the zero mode, which should be investigated in future studies.

In the following, we will use light-cone gauge $A^+ = 0$ and derive the light-front Hamiltonian density defined by

$$H = \sum_{\phi=\psi,A} \Pi_\phi \dot{\phi} - L(\phi, \dot{\phi}), \quad (A.7)$$

where the canonical momentum is given by

$$\Pi_\phi = \frac{\partial L(\phi, \dot{\phi})}{\partial \dot{\phi}}. \quad (A.8)$$

A.1 Fermion Sector

We will use the Dirac representation of the gamma matrices

$$\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & \sigma_i \\ -\sigma_i & 0 \end{pmatrix}, \quad \gamma^\pm = \begin{pmatrix} 1 & \pm\sigma_z \\ \mp\sigma_z & -1 \end{pmatrix}. \quad (A.9)$$

We define two projection operators

$$\Lambda^+ = \frac{1}{2} \gamma^0 \gamma^+ = \frac{1}{4} \gamma^- \gamma^+, \quad \Lambda^- = \frac{1}{2} \gamma^0 \gamma^- = \frac{1}{4} \gamma^+ \gamma^- \quad (A.10)$$

Some useful identities are

$$\gamma^\pm \gamma^\mp = \gamma^\mp \gamma^\pm = \gamma^\mp \gamma^\mp = \gamma^\mp \gamma^\mp = 0, \quad \gamma^+ \gamma^- = 2\gamma^+ \gamma^0 = 2\gamma^0 \gamma^-, \quad \gamma^- \gamma^+ = 2\gamma^- \gamma^0 = 2\gamma^0 \gamma^+, \quad \gamma^+ \gamma^- \gamma^+ = 4\gamma^+ \text{ and } \gamma^- \gamma^+ \gamma^- = 4\gamma^-, \quad \text{with which one can easily show } (\Lambda^\pm)^\dagger = \Lambda^\pm, \quad \Lambda^\pm \Lambda^\pm = \Lambda^\pm \text{ and } \Lambda^\pm \Lambda^\mp = 0.$$ Using the projection operators, we can decompose the fermion field

$$\psi = \psi^+ + \psi^- = \Lambda^+ \psi + \Lambda^- \psi, \quad (A.11)$$

where the two fields are defined by $\psi^+ = \psi^+ \Lambda^+$ and $\psi^- = \psi^+ \Lambda^-$ respectively.

The equation of motion for the fermion field $(i\not{D} - m)\psi = 0$ can be written out explicitly as

$$\frac{1}{2} (\gamma^+ D^- + \gamma^- \partial^+) (\psi_+ + \psi_-) + (\not{D}_\perp + im)(\psi_+ + \psi_-) = 0, \quad (A.12)$$

where we have set $A^+ = 0$. Using $\gamma^+ \Lambda^- = \gamma^- \Lambda^+ = 0$ and multiplying both sides on the left by $\gamma^0$, we find

$$D^- \psi_+ + \partial^+ \psi_- + \gamma^0 (\not{D}_\perp + im) (\psi_+ + \psi_-) = 0. \quad (A.13)$$

Using $\Lambda^\pm \gamma^0 \Lambda^\pm = 0$ and $\Lambda^\pm \gamma^0 \gamma_\perp \Lambda^\pm = 0$, we can project Eq. (A.13) onto the two fermion field components $\psi_\pm$ and obtain

$$D^- \psi_+ + \gamma^0 (\not{D}_\perp + im) \psi_- = 0, \quad (A.14)$$

$$\partial^+ \psi_- + \gamma^0 (\not{D}_\perp + im) \psi_+ = 0.$$
The derivative $\partial^-$ is with respect to the light-cone time while the derivative $\partial^+$ is with respect to the longitudinal coordinate. So we can solve $\psi_-$ in terms of the $\psi_+$ at the same light-cone time

$$\psi_- = -\frac{1}{\partial^+} \gamma^0 (\not{\partial}_\perp + im) \psi_+ . \quad (A.15)$$

In other words, the $\psi_-$ field is not dynamical. Plugging Eq. (A.15) into Eq. (A.14), we find the equation of motion for the $\psi_+$ field is given by

$$\partial^- \psi_+ - igA^- \psi_+ - \gamma^0 (\not{\partial}_\perp + im) \frac{1}{\partial^+} \gamma^0 (\not{\partial}_\perp + im) \psi_+ = 0 . \quad (A.16)$$

Since $\partial^- = \frac{\partial}{\partial t}$ is the derivative with respect to the light-cone time, $\psi_+$ is a dynamical degree of freedom.

Using the identities shown above, we can write the fermionic part of the Lagrangian density in light-cone gauge as

$$\mathcal{L}_f = i(\psi_+^\dagger D^- \psi_+ + \psi_-^\dagger \partial^+ \psi_- + \psi_-^\dagger \gamma^0 (\not{\partial}_\perp + im) \psi_+ + \psi_+^\dagger \gamma^0 (\not{\partial}_\perp + im) \psi_- ) \quad (A.17)$$

$$= i(\psi_+^\dagger D^- \psi_+ - \psi_-^\dagger \gamma^0 (\not{\partial}_\perp + im) \frac{1}{\partial^+} \gamma^0 (\not{\partial}_\perp + im) \psi_+ ) ,$$

where we have used Eq. (A.15). Then the fermionic part of the Hamiltonian density in light-cone gauge is given by

$$\mathcal{H}_f = -g\psi_+^\dagger A^- \psi_+ + i\psi_+^\dagger \gamma^0 (\not{\partial}_\perp + im) \frac{1}{\partial^+} \gamma^0 (\not{\partial}_\perp + im) \psi_+ . \quad (A.18)$$

To quantize the theory canonically, we decompose the $\psi_+$ field as

$$\psi_+^\dagger (x^+, x^-) = \sum_{\sigma = \pm \frac{1}{2}} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3 k^+} \left( b^\dagger (k, \sigma) u_+(k, \sigma) e^{-ik\cdot x} + d^\dagger (k, \sigma) v_+(k, \sigma) e^{ik\cdot x} \right) , \quad (A.19)$$

where $i$ is the color index in the fundamental representation and the quark (antiquark) creation $b^\dagger (d^\dagger)$ and annihilation $b^\dagger (d^\dagger)$ operators satisfy the anticommutation relations

$$\{ b^\dagger (k, \sigma), b^\dagger (k', \sigma') \} = \{ d^\dagger (k, \sigma), d^\dagger (k', \sigma') \} = 2(2\pi)^3 k^+ \delta^{ij} \delta_{\sigma\tau} \delta^3 (k - k') , \quad (A.20)$$

and all the other anticommutators vanish. Here $\delta^3 (k) = \delta (k^+ \sigma) \delta^3 (k_\perp)$. Using $u_+ = \Lambda_+ u$ and $\bar{u}_+ = \bar{u} \Lambda_-$, one can easily show

$$\sum_{\sigma = \pm \frac{1}{2}} u_+(k, \sigma) \bar{u}_+(k, \sigma) = \Lambda_+ \left( \sum_{\sigma = \pm \frac{1}{2}} u(k, \sigma) \bar{u}(k, \sigma) \right) \Lambda_- = \Lambda_+ k \Lambda_- = k^+ \Lambda_+ \gamma^0 . \quad (A.21)$$

So we have

$$\sum_{\sigma = \pm \frac{1}{2}} u_+(k, \sigma) u_+^\dagger (k, \sigma) = k^+ \Lambda_+ , \quad \sum_{\sigma = \pm \frac{1}{2}} v_+(k, \sigma) v_+^\dagger (k, \sigma) = k^+ \Lambda_+ . \quad (A.22)$$
With these we can show the quark field satisfies the following anticommutation relation
\[
\{ \psi_+^\dagger(x), \psi_-^\dagger(y) \}_{x^+y^+ = 0} = \Lambda_+ \delta^{ij} \delta^3(x - y),
\]  
(A.23)
where the delta function in space is defined as \( \delta^3(x) = \delta(x^-)\delta^2(x_) \). Furthermore, from \( \bar{u}(k, \sigma)^\gamma u(k, \sigma') = 2\sigma^\mu \delta_{\sigma\sigma'} = \bar{u}(k, \sigma)^\gamma v(k, \sigma') \), we can show
\[
u_+^\dagger(k, \sigma)u_+(k, \sigma') = \frac{1}{2} u_+^\dagger(k, \sigma)^\gamma_+ u(k, \sigma') = \delta_{\sigma\sigma'},
\]
(A.24)
\[
u_+^\dagger(k, \sigma)v_+(k, \sigma') = \delta_{\sigma\sigma'}.
\]  
The kinetic term in the fermionic part of the Hamiltonian can be worked out to give
\[
H_{f, \text{kin}} = \int d^3x \left( i\psi_-^\dagger (\phi_+ + im) \frac{1}{i\partial_+} \gamma_0 (\phi_+ + im) \psi_+ \right)
(A.25)
= \int dx^- d^2x_+ \left( i\psi_-^\dagger \partial_+^2 - m^2 \right) \psi_+
= \sum_i \sum_{\sigma = \pm \frac{1}{2}} \sum_{\sigma' = \pm \frac{1}{2}} \int_{k^+ > 0} \frac{dk^+ d^2k_\perp}{2(2\pi)^3} \left( \frac{k_\perp^2}{k^+} + \frac{m^2}{2}\left( b^\dagger(k, \sigma) b(k, \sigma') u_+^\dagger(k, \sigma) u_+(k, \sigma') + d^\dagger(k, \sigma) d(k, \sigma) \right) \right)
+ \text{const},
\]
where we have used \( \text{d}^3x = \text{d}x^- \text{d}^2x_+, \partial_+^2 = -\partial_\perp^2, \) Eq. (A.24) and
\[
\int_{k_+^+ > 0} dk_+^+ \int_{k_\perp^+ > 0} dk_\perp^+ \delta(k_+^+ + k_\perp^+) = 0.
(A.26)
\]  
A.2 Gauge Sector
The gauge part of the Lagrangian density is given by
\[
L_g = -\frac{1}{4} F^{\mu\nu} F_{\mu\nu} + g \bar{\psi} \gamma^\mu A^\mu \psi,
\]  
(A.27)
where \( F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu + gf^{abc} A^b \mu A^c \nu \). The equation of motion is determined from the Lagrangian equation
\[
\frac{\partial L_g}{\partial A^\mu} = \partial^\nu \frac{\partial L_g}{\partial (\partial^\nu A^\mu)},
\]  
(A.28)
which leads to
\[
-g \bar{\psi} \gamma^\nu T^\mu \psi + gf^{abc} P_{\mu}^b A^c = \partial^\mu F^a_{\mu\nu}.
\]  
(A.29)
In light-cone gauge \( A^+ = 0 \) and for \( \nu = + \) (we raise \( \nu \) to an upper index), using
\[
F^{+++} = 0, \quad F^{--a} = -\partial^+ A^{-a}, \quad F^{t+a} = -\partial^+ A^a_\perp,
\]  
(A.30)
we obtain
\[
-g\bar{\psi}\gamma^+ T^a \psi + gf^{abc} F_i^{+b} A_i^{\dagger c} = \frac{1}{2} \partial^+ F^{-+a} + \partial^a F_i^{+a},
\] (A.31)
which is simplified to be
\[
-2g\psi^\dagger T^a \psi + gf^{abc}(\partial^+ A_i^{bh}) A_i^{\dagger c} = \frac{1}{2} \partial^+ (-\partial^+ A^{-a}) + \partial^a \partial^+ A_\perp^a.
\] (A.32)
Since the derivative \(\partial^+\) is with respect to the longitudinal coordinate, we can invert Eq. (A.32) to obtain
\[
A^{-a} = \frac{2}{\partial^+} \partial^a A_\perp^a - \frac{2g}{\partial^+} \left( f^{abc}(\partial^+ A_i^{bh}) A_i^{\dagger c} - 2\psi^\dagger T^a \psi_+ \right).
\] (A.33)
As a result the \(A^{-a}\) is determined by the transverse components and thus not a dynamical degree of freedom. Since we have chosen \(A^+ = 0\) in light-cone gauge, only two field degrees of freedom are left in the gauge part, i.e., \(A_\perp\). We choose the two gluon polarization vectors to be (the determination of the transverse plane replies on choosing the + and − directions of the spacetime)
\[
\varepsilon_\perp(\pm) = \frac{1}{\sqrt{2}} (1, \pm i),
\] (A.34)
which satisfies the completeness relation
\[
\sum_{\lambda=\pm} \varepsilon_\perp^\mu(\lambda) \varepsilon_\perp^\nu(\lambda') = -g_{\mu\nu}, \quad \sum_{i=1,2} \varepsilon_\perp^i(\lambda_1) \varepsilon_\perp^i(\lambda_2) = \delta_{\lambda_1\lambda_2}.
\] (A.35)
The four component polarization vector \(\varepsilon^\mu\) can be chosen to be
\[
\varepsilon^+ = 0, \quad \varepsilon^- = -\frac{2k_\perp \cdot \varepsilon_\perp}{k^+}.
\] (A.36)
The canonical momentum conjugated to the gauge field \(A_\perp^a\) is given by
\[
\Pi_{A_\perp^a} = \frac{\partial \mathcal{L}}{\partial (\partial^- A_\perp^a)} = -\frac{1}{2} \partial^+ A_\perp^a = -\partial_- A_\perp^a.
\] (A.37)
Then the gauge part of the Hamiltonian density in light-cone gauge is given by
\[
\mathcal{H}_g = -\frac{1}{2} (\partial^+ A_\perp^a)(\partial^- A_\perp^a) + \mathcal{L}_g
\]
\[
= -\frac{1}{8} (\partial^+ A^{-a})^2 + \frac{1}{2} (\partial^+ A_\perp^a)(\partial^- A^{-a} + gf^{abc} A_i^{c} A_\perp^{bh}) + \frac{1}{4} F_\perp^{ij} F_\perp^{ij},
\] (A.38)
where the \(A^{-a}\) component is fixed by Eq. (A.33). In canonical quantization, the gauge field is decomposed as (we neglect the zero mode as mentioned earlier)
\[
A_\perp^{ib}(x^+, x_\perp, x^-) = \sum_{\lambda=\pm} \int_{k_+ > 0} \frac{dk^+ d^2 k_\perp}{(2\pi)^3 k^+} \left( a_b^i(k, \lambda) \varepsilon_\perp^i(\lambda) e^{-i k \cdot x} + a_b^i(k, \lambda) \varepsilon_\perp^i(\lambda) e^{i k \cdot x} \right),
\] (A.39)
in which \(i = 1, 2\) denotes the transverse coordinate components and the gluon creation and annihilation operators satisfy the commutation relation
\[
[a^b(k, \lambda), a^{\dagger c}(k', \lambda')] = 2(2\pi)^3 k^+ \delta_{\lambda\lambda'} \delta^{bc}(k - k') .
\] (A.40)

Then one can show the commutation relation for the gauge fields
\[
[A^b_+ (x), \partial^+ A^c_+ (y)]_{x^+ = y^+ = 0} = i \delta^{ij} \delta^{bc}(x - y) .
\] (A.41)

The kinematic term in the gluon part of the Hamiltonian can be obtained by plugging Eq. (A.33) into Eq. (A.38) and neglecting all interaction terms, which leads to
\[
H_{g, \text{kin}} = \int dx^- d^2 x_\perp \left( - \frac{1}{2} \left( \partial^i A^a_1 \right) \left( \partial^j A^a_i \right) - \left( \partial^+ A^a_1 \right) \left( \partial^- A^a_1 \right) \right)
+ \frac{1}{2} \left( \partial^i A^a_1 \right) \left( \partial^j A^a_i \right) - \frac{1}{2} \left( \partial^+ A^a_1 \right) \left( \partial^- A^a_1 \right) \right)
= \frac{1}{2} \int dx^- d^2 x_\perp \left( \partial^i A^a_1 \right) \left( \partial^i A^a_1 \right)
= \sum_{b} \sum_{i, j} \sum_{\lambda_1 = \pm} \sum_{\lambda_2 = \pm} \int_{k^+ > 0} dk^+ d^2 k_\perp \frac{k_-^2}{2(2\pi)^3 k^+} \left( a^b(k, \lambda_1) a^{\dagger b}(k, \lambda_2) \epsilon_{+}^i(k, \lambda_1) \epsilon_{+}^j(k, \lambda_2) + a^{\dagger b}(k, \lambda_2) a^b(k, \lambda_1) \epsilon_{+}^i(k, \lambda_2) \epsilon_{+}^j(k, \lambda_1) \right) + \text{const}
\]

where we have used Eq. (A.26) again.

### A.3 Splitting

The total Hamiltonian density is \(\mathcal{H} = \mathcal{H}_q + \mathcal{H}_g\) where \(\mathcal{H}_q\) and \(\mathcal{H}_g\) are given by Eqs. (A.18) and (A.38) respectively. Now we organize the part of the Hamiltonian relevant for splitting in powers of \(g\) and \(\frac{1}{\Box^2}\). For the \(i \psi^+_{\gamma} \gamma^0 (D_\perp + im) \frac{1}{\Box^2} \gamma^0 (D_\perp + im) \psi_+\), we find
\[
\mathcal{O}\left( \frac{g}{\Box^2} \right) : \quad - g \psi^+_{\gamma} A_{\perp \gamma} \gamma^0 \frac{1}{\Box^2} (\partial_{\perp \gamma} \gamma^0 + im) \psi_+ + g \psi^+_{\gamma} \gamma^0 (\partial_{\perp \gamma} \gamma^0 - im) \frac{1}{\Box^2} (A_{\perp \gamma} \gamma^0 \psi_+) \quad (A.43)
= - g \psi^+_{\gamma} A_{\perp \gamma} \gamma^0 \left( \frac{\partial_{\perp \gamma}}{\Box^2} \psi_+ \right) - g \left( \frac{\partial_{\perp \gamma}}{\Box^2} \psi_+ \right) A_{\perp \gamma} \gamma^0 \gamma^0 \psi_+
- \text{img} \left( \psi^+_{\gamma} A_{\perp \gamma} \frac{1}{\Box^2} \psi_+ - \psi^+_{\gamma} \frac{1}{\Box^2} (A_{\perp \gamma} \psi_+) \right),
\]
\[
\mathcal{O}\left( \frac{g^2}{\Box^2} \right) : \quad i g^2 \psi^+_{\gamma} \gamma^0 \gamma^0 A_{\perp \gamma} \frac{1}{\Box^2} (A_{\perp \gamma} \psi_+) ,
\]
where we follow a notation that derivatives inside parentheses act on everything on their right inside the same parentheses, while if there are no parentheses, derivatives act on everything on their right. The term \(- g \psi^+_{\gamma} A^\alpha \psi_+\) with Eq. (A.33) leads to
\[
\mathcal{O}\left( \frac{g}{\Box^2} \right) : \quad - 2g \psi^+_{\gamma} T^a \psi_+ \left( \frac{\partial}{\Box^2} A^a_1 \right) ,
\] (A.44)
\[ \mathcal{O}\left( \frac{g^2}{\partial^2} \right) : 2g^2 f^{abc} \psi_+^1 T^a \psi_+ \left( \frac{1}{\partial^2} (\partial^+ A^b) A^c_+ \right) , \]

\[ \mathcal{O}\left( \frac{g^2}{\partial^2} \right) : -4g^2 \psi_+^1 T^a \psi_+ \left( \frac{1}{\partial^2} \psi_+^1 T^a \psi_+ \right) . \]

Next the term \(-\frac{1}{8}(\partial^+ A^{-a})^2\) with Eq. (A.33) gives

\[ \mathcal{O}(g) : g f^{abc} (\partial^i A^a_+) \left( \frac{1}{\partial^+} (\partial^+ A^b) A^c_+ \right) = -g f^{abc} \left( \frac{\partial^i}{\partial^+} A^a_+ \right) (\partial^+ A^b) A^c_+ , \quad (A.45) \]

\[ \mathcal{O}\left( \frac{g}{\partial^2} \right) : -2g (\partial^i A^a_+) \left( \frac{1}{\partial^+} \psi_+^1 T^a \psi_+ \right) , \]

\[ \mathcal{O}(g^2) : -\frac{g^2}{2} f^{abc} \left( \frac{1}{\partial^+} (\partial^+ A^b) A^c_+ \right)^2 , \]

\[ \mathcal{O}\left( \frac{g^2}{\partial^2} \right) : 2g^2 f^{abc} \left( \frac{1}{\partial^+} \psi_+^1 T^a \psi_+ \right) \left( \frac{1}{\partial^+} (\partial^+ A^b) A^c_+ \right) , \]

\[ \mathcal{O}\left( \frac{g^2}{\partial^2} \right) : -2g^2 \left( \frac{1}{\partial^+} \psi_+^1 T^a \psi_+ \right)^2 . \]

Furthermore, we find the term \(-\frac{1}{2} (\partial^+ A^a_+) (\partial_i A^{-a})\) contributes as

\[ \mathcal{O}(g) : g f^{abc} (\partial_i A^a_+) \left( \frac{1}{\partial^+} (\partial^+ A^b) A^c_+ \right) = g f^{abc} \left( \frac{\partial_i}{\partial^+} A^a_+ \right) (\partial^+ A^b) A^c_+ , \quad (A.46) \]

\[ \mathcal{O}\left( \frac{g}{\partial^2} \right) : -2g (\partial_i A^a_+) \left( \frac{1}{\partial^+} \psi_+^1 T^a \psi_+ \right) . \]

Then we obtain the contribution from the \(\frac{1}{2} g f^{abc} (\partial^+ A^a_+) A^{-b} A^c_+\) term

\[ \mathcal{O}(g) : g f^{abc} (\partial^+ A^a_+) \left( \frac{\partial^j}{\partial^+} A^b_+ \right) A^c_+ , \quad (A.47) \]

\[ \mathcal{O}(g^2) : -g^2 f^{abc} f^{bde} (\partial^+ A^a_+) \left( \frac{1}{\partial^2} (\partial^+ A^b_+) A^c_+ \right) A^d_+ , \]

\[ \mathcal{O}\left( \frac{g^2}{\partial^2} \right) : 2g^2 f^{abc} (\partial^+ A^a_+) \left( \frac{1}{\partial^2} \psi_+^1 T^b \psi_+ \right) A^c_+ . \]

Finally, the term \(-\frac{1}{4} F^{ija}_+ F^{a}_+\) leads to

\[ \mathcal{O}(g) : -g f^{abc} (\partial^i A^a_+) A^b_+ A^c_+ , \quad (A.48) \]

\[ \mathcal{O}(g^2) : -\frac{1}{4} g^2 f^{abc} f^{ade} A^b_+ A^c_+ A^d_+ A^e_+ . \]

### B Improved Decomposition into Tensor Products of Pauli Matrices

The generic method mentioned in section 4.2 to decompose a Hamiltonian matrix into tensor products of Pauli matrices involves calculating an exponential number of coefficients, which can be very expensive computationally as the size of the Hilbert space increases. Here we discuss a more efficient way of doing the decomposition. We take the toy model as an illustrative example.
B.1 Kinetic Term

We start with the 1-particle case and use the generic method mentioned in section 4.2 to decompose the 1-particle kinetic Hamiltonian Eq. (4.6), which gives

\[ H^{(1)}_{\text{kin}}(1, 2) = \left( \frac{K_{\text{max}}}{K} \right)^2 \left( \frac{3}{4} \mathbb{1}_1 \otimes \mathbb{1}_2 - \frac{3}{4} \mathbb{1}_1 \otimes \sigma^z_2 + \frac{1}{4} \sigma^z_1 \otimes \mathbb{1}_2 - \frac{1}{4} \sigma^z_1 \otimes \sigma^z_2 \right), \quad (B.1) \]

where the argument \((1, 2)\) on the left indicates the index of the qubits that \(H^{(1)}_{\text{kin}}\) acts on. We will use Eq. (B.1) as a building block to construct the full kinetic Hamiltonian for the Hilbert space made up of both the 1-particle and 2-particle states. First we notice that no matter whether the state is 1-particle or 2-particle, we always have \(H^{(1)}_{\text{kin}}(4, 5)\), i.e., \(H^{(1)}_{\text{kin}}\) acting on the fourth and fifth qubits. Furthermore, if the state is a 2-particle state, we also have \(H^{(1)}_{\text{kin}}(2, 3)\) with the first qubit being in “1”. Therefore we can write

\[ H_{\text{kin}} = \mathbb{1}_1 \otimes \mathbb{1}_2 \otimes \mathbb{1}_3 \otimes H^{(1)}_{\text{kin}}(4, 5) + \frac{1}{2} (\mathbb{1}_1 - \sigma^z_1) \otimes H^{(1)}_{\text{kin}}(2, 3) \otimes \mathbb{1}_4 \otimes \mathbb{1}_5. \quad (B.2) \]

We have checked that Eq. (B.2) reproduces the kinetic Hamiltonian matrix elements for physical states. It differs from Eq. (4.7) for unphysical states that are \(|010q_4q_5\rangle\), \(|001q_4q_5\rangle\) and \(|011q_4q_5\rangle\), which is fine if the initial state of the time evolution is a physical state and the implementation of the other parts of the Hamiltonian does not connect physical states with unphysical ones.

In this way, we only need to apply the generic method of Pauli decomposition once for the 1-particle kinetic Hamiltonian, which is much cheaper computationally than applying the generic method to the full kinetic Hamiltonian. Once we have the decomposition of \(H^{(1)}_{\text{kin}}\), we can easily obtain the Pauli decomposition for the multi-particle Hamiltonian.

B.2 Diffusion Term

The strategy we employ is similar to the construction of the kinetic Hamiltonian discussed in the previous subsection, since the diffusion Hamiltonian does not change the number of particles in the state. From the 1-particle diffusion Hamiltonian (4.8), we obtain

\[ H^{(1)}_{\text{diff}}(1, 2) = g_d \overline{A}^- (K_{\text{max}}^\perp) \mathbb{1}_1 \otimes \sigma^z_2, \quad (B.3) \]

where we have neglected the term proportional to \(\overline{A}^-(0)\) that only leads to a global phase change in the time evolution.

Generalizing to the case with both 1-particle and 2-particle states as in the previous section, we have

\[ H_{\text{diff}} = \mathbb{1}_1 \otimes \mathbb{1}_2 \otimes \mathbb{1}_3 \otimes H^{(1)}_{\text{diff}}(4, 5) + \frac{1}{2} (\mathbb{1}_1 - \sigma^z_1) \otimes H^{(1)}_{\text{diff}}(2, 3) \otimes \mathbb{1}_4 \otimes \mathbb{1}_5. \quad (B.4) \]

We have checked that Eq. (B.4) reproduces Eq. (4.9) for physical states and does not introduce transitions between physical and unphysical states. (The unphysical states are \(|010q_4q_5\rangle\), \(|001q_4q_5\rangle\) and \(|011q_4q_5\rangle\).)
B.3 Splitting Term

The splitting Hamiltonian involves both 1-particle and 2-particle states. So the generalization method used above for $H_{\text{kin}}$ and $H_{\text{diff}}$ only applies if we consider transitions between $n$-particle and $n + 1$-particle states for $n > 1$. To decompose Eq. (4.11) into tensor products of Pauli matrices, one may just apply the standard decomposition formula explained in section 4.2.

Here we illustrate another way of decomposition. We take $\langle 10000 | H_{\text{split}} | 00010 \rangle = g_s$ as an example. We can explicitly write out the operator for the change of each qubit and put them together as a tensor product

$$\langle 10000 | H_{\text{split}} | 00010 \rangle \rightarrow g_s \sigma_z^1 \otimes \frac{1}{2} \sigma_z^2 \otimes \frac{1}{2} \sigma_z^2 \otimes \frac{1}{2} \sigma_z^3 \otimes \frac{1}{2} \sigma_z^4 \otimes \frac{1}{2} \sigma_z^5$$

where $\sigma^\pm_k = (\sigma^x_k \pm i \sigma^y_k)/2$. The general rule is as follows: if a qubit stays as 0 or 1, we use the operator $(1 + \sigma^z)/2$ or $(1 - \sigma^z)/2$; if a qubit turns to 0 from 1, we use $\sigma^+; if a qubit changes from 0 to 1, we use \sigma^-$. We have checked that by using this way of decomposition, we can reproduce Eq. (4.11) exactly.

C Some Decomposition Formulas for the Gluon Radiation Case

C.1 Kinetic Term

To decompose the kinetic Hamiltonian of the 15-qubit system, we first consider the kinetic Hamiltonian for 1-particle states, which are represented by 7 qubits in Eq. (5.8). The first three qubits encode the momentum and thus will have nontrivial operators act on them in the kinetic Hamiltonian. The color and spin degrees of freedom are degenerate in the kinetic Hamiltonian. Taking $(k_x^2 + k_y^2)/k^+ as the kinetic energy and using the discretization in Eq. (5.7), we find the decomposition of the kinetic Hamiltonian for the three qubits is given by

$$H_{\text{kin}}^{(1)}(1, 2, 3) = \frac{(K_{\text{max}}^\perp)^2}{K_{\text{max}}^+} \left( \frac{3}{4} \mathbb{1}_1 \otimes \mathbb{1}_2 \otimes \mathbb{1}_3 - \frac{3}{4} \mathbb{1}_1 \otimes \mathbb{1}_2 \otimes \sigma^z_3 - \frac{3}{4} \mathbb{1}_1 \otimes \sigma^z_2 \otimes \mathbb{1}_3 \right)$$

where the argument $(1, 2, 3)$ on the left hand side indicates the indices of the qubits that the operators act on. Including the color and spin degrees of freedom that are represented by the fourth to the seventh qubit, we have

$$H_{\text{kin}}^{(1)}(1, 2, 3) \otimes \mathbb{1}_4 \otimes \mathbb{1}_5 \otimes \mathbb{1}_6 \otimes \mathbb{1}_7$$

for the kinetic Hamiltonian of 1-particle states. Using Eq. (B.2) we can easily generalize this for states with both 1-particle and 2-particle states

$$H_{\text{kin}}^{(1)}(9, 10, 11) + \frac{1}{2} (\mathbb{1}_1 - \sigma^z_7) \otimes H_{\text{kin}}^{(1)}(2, 3, 4)$$

where we have omitted identities. The generalization for multi-particle states can be similarly done.
C.2 SU(3) Structure Constants

In this subsection we discuss the decomposition for the SU(3) structure constants $f^{abc}$ since they appear in the diffusion and splitting parts of the Hamiltonian. In the gluon diffusion part of the Hamiltonian (5.4), the color structure constant appears as

$$\langle a_1 | H_{\text{diff}} | a_2 \rangle = f^{a_2 ba_1} - f^{a_1 ba_2}, \quad (C.4)$$

where we omitted other terms that are factorized from the color part. Since the classical background field $A^{--}$ that is contracted with Eq. (C.4) is random, we need to decompose Eq. (C.4) into tensor products of Pauli matrices acting on three qubits representing the color degree of freedom, for each $b \in \{1, 2, \cdots, 8\}$. Using the generic decomposition method, we find $f^{a_2 ba_1} - f^{a_1 ba_2}$ can be decomposed as

$$\begin{align*}
b = 1: \quad & \frac{i}{4} \left( \sigma_y^b \otimes \sigma_y^a - 2\sigma_x^b \otimes \sigma_x^a + \sigma_z^b \otimes \sigma_z^a + \sigma_z^b \otimes \sigma_y^a - \sigma_y^b \otimes \sigma_z^a - \sigma_z^b \otimes \sigma_x^a + \sigma_x^b \otimes \sigma_z^a - \sigma_z^b \otimes \sigma_x^a \right) \\
b = 2: \quad & \frac{i}{4} \left( \sigma_y^b \otimes \sigma_y^a + \sigma_y^b \otimes \sigma_z^a - \sigma_z^b \otimes \sigma_z^a + 3\sigma_z^b \otimes \sigma_x^a - \sigma_x^b \otimes \sigma_z^a \right) \\
b = 3: \quad & \frac{i}{4} \left( -2\sigma_x^b \otimes \sigma_x^a + \sigma_z^b \otimes \sigma_z^a - \sigma_y^b \otimes \sigma_y^a - 2\sigma_x^b \otimes \sigma_z^a + \sigma_z^b \otimes \sigma_y^a - \sigma_y^b \otimes \sigma_y^a \right) \\
b = 4: \quad & \frac{i}{4} \left( -\sqrt{3}\sigma_x^b \otimes \sigma_z^a + \sigma_y^b \otimes \sigma_y^a + \sigma_z^b \otimes \sigma_z^a + 2\sigma_x^b \otimes \sigma_y^a - 2\sigma_x^b \otimes \sigma_x^a + \sigma_x^b \otimes \sigma_x^a \right) \\
b = 5: \quad & \frac{i}{4} \left( -\sigma_y^b \otimes \sigma_y^a + \sigma_y^b \otimes \sigma_z^a - \sigma_z^b \otimes \sigma_z^a - \sigma_y^b \otimes \sigma_y^a - \sigma_x^b \otimes \sigma_x^a + \sigma_x^b \otimes \sigma_x^a \right) \\
b = 6: \quad & \frac{i}{4} \left( -\sqrt{3}\sigma_y^b \otimes \sigma_z^a + \sigma_y^b \otimes \sigma_z^a + \sigma_x^b \otimes \sigma_x^a + \sigma_y^b \otimes \sigma_z^a + 2\sigma_x^b \otimes \sigma_x^a + \sigma_x^b \otimes \sigma_x^a \right) \\
b = 7: \quad & \frac{i}{4} \left( -\sigma_y^b \otimes \sigma_y^a - \sigma_z^b \otimes \sigma_z^a - \sigma_y^b \otimes \sigma_y^a + 3\sigma_z^b \otimes \sigma_y^a + \sigma_z^b \otimes \sigma_z^a + \sigma_x^b \otimes \sigma_x^a \right) \\
b = 8: \quad & \frac{i\sqrt{3}}{4} \left( \sigma_y^b \otimes \sigma_y^a - \sigma_z^b \otimes \sigma_z^a - \sigma_y^b \otimes \sigma_y^a + \sigma_z^b \otimes \sigma_z^a + \sigma_x^b \otimes \sigma_x^a \right), \quad (C.5)
\end{align*}$$
where the qubits 1, 2 and 3 describe the color index $a_2$.

Next we consider the color structure constant in the gluon splitting Hamiltonian (5.5), which appears as

$$\langle a_2, a_3 | H_{\text{split}} | a_1 \rangle = f^{a_1 a_2 a_3}.$$ (C.6)

This matrix involves 6 qubits since it is a transition between 1-particle and 2-particle states. In terms of qubits representing the color degrees of freedom, we have

$$\langle \underbrace{\color{a_3} q_1 q_2 q_3}_{\text{color } a_2} | H_{\text{split}} | \underbrace{0 0 0}_{\text{unoccupied}} \rangle = \langle \underbrace{\color{a_1} q_4 q_5 q_6}_{\text{color } a_1} \rangle.$$ (C.7)

Its decomposition into tensor products of Pauli matrices can be worked out by using the generic method explained in section 4.2. We will not write the decomposition out explicitly since it is very lengthy. This 6-qubit representation of the color structure constant serves as a building block for the full splitting Hamiltonian.

After obtaining the qubit representation for the color part of the Hamiltonian, we can take its tensor product with the part describing the momentum and spin changes to obtain the complete Pauli matrix representation of $H_{\text{diff}}$ and $H_{\text{split}}$. The qubit representation of the momentum and spin parts can be worked out by using the generic method explained in section 4.2 or the method introduced in appendix B.3.
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