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Abstract—With the AI of Things (AIoT) development, a huge amount of visual data, e.g., images and videos, are produced in our daily work and life. These visual data are not only used for human viewing or understanding but also for machine analysis or decision-making, e.g., intelligent surveillance, automated vehicles, and many other smart city applications. To this end, a new image codec paradigm for both human and machine uses is proposed in this work. Firstly, the high-level instance segmentation map and the low-level signal features are extracted with neural networks. Then, the instance segmentation map is further represented as a profile with the proposed 16-bit gray-scale representation. After that, both 16-bit gray-scale profile and signal features are encoded with a lossless codec. Meanwhile, an image predictor is designed and trained to achieve the general-quality image reconstruction with the 16-bit gray-scale profile and signal features. Finally, the residual map between the original image and the predicted one is compressed with a lossy codec, used for high-quality image reconstruction. With such designs, on the one hand, we can achieve scalable image compression to meet the requirements of different human consumption; on the other hand, we can directly achieve several machine vision tasks at the decoder side with the decoded 16-bit gray-scale profile, e.g., object classification, detection, and segmentation. Experimental results show that the proposed codec achieves comparable results as most learning-based codecs and outperforms the traditional codecs (e.g., BPG and JPEG2000) in terms of PSNR and MS-SSIM for image reconstruction. At the same time, it outperforms the existing codecs in terms of the mAP for object detection and segmentation.

Index Terms—Image compression, deep neural network, scalable coding, instance segmentation.

I. INTRODUCTION

Image compression is the main component in signal processing. Its related technologies have been widely studied and applied for various applications for decades. The goal of image compression technologies is to achieve an efficient representation of the image during image communication and storage. In the early researches, image compression technologies (e.g., JPEG [26], JPEG2000 [27], BPG [25], FLIF [1], VVC [5] and [16]–[24] etc.) were designed for human viewing purposes (human consumption), since humans were the final receptors of the decoded image for most applications, such as digital photography, social media, etc. At that time, images were compressed to achieve a good balance between low bit rate cost and high-quality visual signal reconstruction. Afterward, people developed some more efficient ways to compress the image with visual descriptors technologies (e.g., SIFT [8], CDVS [9]) for certain machines tasks (machine consumption). Their designs were machine vision tasks specified, e.g., specify visual feature extraction and compression for certain image analysis tasks, which made visual analysis tasks performed more efficiently. The goal of image compression became to achieve a good balance between low bit rate cost and high-performance of machine vision tasks. However, such kind of representation can not be directly understood by humans.

With the rise of the Internet of Things (IoT) and deep learning, more and more edge devices are equipped in the smart city to enable higher-level automation, generating a huge amount of visual data (images and videos) to be transmitted and processed in real-time. Visual data are consumed by both humans (e.g., human viewing) and machines (e.g., visual analysis in autopilot, defect detection and quality assurance for advanced manufacturing, abnormal detection for smart healthcare, etc). In view of this, image compression should simultaneously address the needs of human and machine consumption. However, the aforementioned image compression techniques can not fulfill these two kinds of requirements both. For instance, traditional image compression technologies are designed to ensure high-quality reconstructed visual signals appealing to human visual perceptual but not optimized for machine vision tasks. Visual descriptors technologies were designed for specified machine vision tasks. The conveyed data is abstract and unreadable for human.

To address the drawbacks above, some related works have been proposed [10]–[15], [28]–[34]. Commonly, the bitstream of the entire image is used to perform machine vision tasks, such as face detection [15], human detection [14] and so on, while the decoded image is used for human viewing. Although machine vision tasks can be directly performed at the bitstream level and the decoding process is saved in this situation, the bitstream of the entire image is still needed for machine vision tasks. Such kind of design cannot achieve scalable image compression. Considering this, several works [32]–[34], [54] try to represent the entire image with...
multiple bitstreams. Part of the bitstream is decoded and used for machine analysis tasks, while the image can be fully decoded for human consumption when all the bitstreams are obtained. However, such kinds of codecs can not achieve good performance when both human and machine consumption are considered, especially for machine vision tasks.

In this paper, a new image codec paradigm is proposed for both human and machine uses, which is a predictive coding framework inspired by [40]. To this end, the high-level instance segmentation map and low-level signal features are extracted at first. Unlike directly compressing these two kinds of information into multiple bitstreams with lossy image codecs in [32], [34], [54], the instance segmentation map is represented as a 16-bit gray-scale profile. Then, it together with the signal features are compressed with a lossless codec.

To achieve the general-quality image prediction/reconstruction with the 16-bit gray-scale profile and signal features, we design an image predictor. After that, the residual map between the original image and its associated predicted one (generated via the image predictor) is compressed with a lossy codec to achieve high-quality image reconstruction. All these designs make the proposed method achieve scalable image compression. The main contributions are summarized as follows:

- We extract the instance segmentation map instead of the features or other information used in [34], [40] as the high-level semantic information. It allow us to achieve object detection and segmentation directly. Besides, the valuable semantic information (spatial location, edge information, etc.) existed in the instance segmentation map are also used to help with image reconstruction.

- We propose a 16-bit gray-scale representation technique, which can represent the instance segmentation map as a more compact 16-bit gray-scale profile. Besides, the proposed technique also takes the category of object into account. With 16-bit gray-scale, we can directly achieve object classification, detection and segmentation at the decoder side.

- We use a combination of lossless and lossy compression. The lossless compression applied on the 16-bit gray-scale profile guarantee almost no performance degradation of three machine vision tasks, especially for low bit rate situations, which is critical for lots of machine vision applications, such as autopilot, smart robot, etc. The lossless compression of low-level signal features also preserves the significant information for general-quality image reconstruction. By applying lossy compression on the residual map, we get the PSNR-BPP, MS-SSIM-BPP, and mAP-BPP curves of the entire bitstreams to satisfy different bandwidth.

- Considering that normalization plays a critical role in data representation in the proposed extractors and predictor, we widely investigate the commonly used normalization methods. By integrating the channel-wise normalization into our networks, the compression efficiency is further improved, which also demonstrate that channel normalization is more efficient for the predictive coding paradigm.

By applying all these technologies above, we achieve comparable results as most deep learnt codecs and outperform the traditional codecs (e.g., BPG and JPEG2000) for image reconstruction. While, it outperforms the existing codecs for machine vision tasks, especially for the low bit rate situations.

The outline of the rest of our paper is as follows. Section II reviews the related works on image codec. Section III proposes an image codec paradigm for human and machine uses. Section IV presents experimental results and Section V concludes this paper.

II. RELATED WORK

In this section, we give a review of the development of image codecs along with three directions, i.e., image compression for human consumption, machine consumption, and both human and machine consumption.

A. Image compression for humans

At the early research of image compression, image compression aimed to achieve high-quality signal reconstruction by the constraint of bit-rate, namely serving for human consumption. The traditional hybrid image compression paradigm (such as the paradigm used in JEPG [26] and JPEG 2000 [27]) mainly contained three steps, i.e., transform, quantization, and entropy coding. Such kind of design guaranteed high performance in signal fidelity-inspired metrics (e.g., PSNR, SSIM [2], etc.) and also achieved good results in perceptual metrics (e.g., JND [47]) to some degree.

With the rising of deep learning, lots of works [16]–[24] started to address the image compression problem with the learning ways. However, they still aimed to optimize their neural networks towards high-quality signal reconstruction. For instance, they try to use the CNN technologies to replace the DCT transform used in the traditional hybrid image codec to achieve a compact representation of the image. Meanwhile, Some generative adversarial models [41], [48], [49] were utilized to learn the distribution of images to obtain better subjective visual quality at extremely low bit rates. Besides, importance maps was used as an alternative to discrete entropy estimation to control the compression ratio in [24], [50], [51]. After that, context models [22], [23], [46], [52] for entropy estimation were developed, which are used for guiding the optimization of neural network parameters, balancing the trade-off between signal distortion and required bits (entropy). Subsequently, a deep semantic segmentation-based layered (DSSLIC) image compression algorithm was proposed in [40], where the semantic information from the input image is first extracted as the basic layer to achieve low quality image reconstruction. Then, the residual information together with side information are compressed as an enhanced layer. It was the first work to involve semantic information for image reconstruction and achieved scalable image compression with the predictive coding framework. The learning-based methods above greatly improved the efficiency of image compression. In some cases, they even surpass the industrial hybrid codecs, such as BPG (HEVC single frame codec).
However, both traditional hybrid codecs and the rising learning-based codecs cannot achieve good performance for machine vision tasks, as they are designed for image reconstruction by nature.

B. Image compression for machines

Description coding, also known as image feature coding, was proposed to generate compact image descriptions (e.g., SIFT [8] and CDVS [9]) for efficient data transmission, machine analysis and storage. It is desirable for machine vision in case of low bit rate, as image signals usually suffer from compression artifacts by conventional image coding which results in poor analysis task performance [55]. Moreover, different from conventional image coding, machine-orientated image compression only conveys necessary information for subsequent machine consumption, which is less expensive and of higher secure level. For example, a learning-based semantic structure coding (SSC) was proposed in [56], [57], where an object detection module in the feature domain is used to locate and align objects and then reorganize the features with such information for generate a semantically structured bitstream (SSB). As a result, it can directly obtain the information required by a variety of machine analysis tasks from the designated area in the SSB, instead of transmitting a complete bitstream. Recently, the transferability between different tasks was used in [58] to construct a more efficient representation, combined with a codebook-based hyperprior, this model can support a variety of machine analysis tasks at a very low bpps. On the other hand, the standardization organization MPEG also announced a new generation of compression descriptors MPEG-CDVA [59] for video analysis. However, the aforementioned Description coding methods can not work for image reconstruction tasks.

Compared with the image codecs optimized for humans, image description coding for machines can support a variety of machine tasks with small bitstream. However, in case of applications including both machine analysis and human viewing, another type of coding scheme should be explored.

C. Image compression for human and machine uses

A straightforward way to deal with both human viewing and machine analysis is to naively compress the image signals and take the reconstructed image for machine and human consumption. However, this simple implementation may brings many problems. For examples, performance of machine analysis tasks will be significantly reduced at low bit rate; original image signal usually contains too much redundant information for machine analysis. Therefore, how to design a compression pipeline that can reduce data volume without significantly degrading quality of reconstructed image and task performance for machine analysis has become a problem.

As to the compression pipeline design, some early works [10], [11], [13] tried to perform machine analysis tasks in the DCT domain, undecoded and partially decoded HEVC bitstreams. These tasks include edge detection, human recognition, and generation of corner proposals that can be used for object recognition, tracking, and retrieval. In addition, a convolutional neural network is used to perform face detection on the entropy-decoded HEVC bitstream in [15]. Subsequently, machine analysis tasks such as classification and segmentation were directly performed in the compressed representation generated by the autoencoder in [28]. The aforementioned
methods bypass the process of mapping the entropy-decoded bitstream to the RGB domain but still need to transmit the entire image bitstream.

To reduce the bitstream transmitted for machine tasks, a multi-task collaborative intelligence latent space scalability was proposed in [34]. The authors use the decoding part of the latent space to support object detection, and the remaining space is used for input reconstruction. Subsequently, a three-layer model based on the backbone of Feature Pyramid Network (FPN) was designed in [33], which extended the supported tasks to object detection, object segmentation, and input reconstruction. Recently, a SSSIC scheme was proposed in [54], integrating the semantics and signal representation into one single framework. The author using a coarse-to-fine method to extend the supported machine analysis tasks to object classification, object detection, and instance segmentation. However, all the works above are the initial exploration on image compression for human and machine uses. More deeper researches are still needed.

III. A NEW IMAGE CODEC PARADIGM FOR HUMAN AND MACHINE USES

In this section, we first introduce the framework of the proposed image codec paradigm for human and machine uses. Then, the relevant technologies used in the main components of the paradigm are elaborated in turns, which includes the architectures of the proposed feature extractors and image predictor as well as the proposed 16-bit gray-scale representation.

A. Framework

At the encoder side, the original image, denoted by \(x\), is the input. Firstly, \(x\) is fed into \(HE\) to extract the instance segmentation map as the high-level semantic features, denoted by \(s\). This process is represented by
\[
s = H(x; \xi_H),
\]
where \(H(\cdot; \cdot)\) represents the pre-trained Mask-RCNN networks and \(\xi_H\) represents the pre-trained fixed parameters.

Then, \(s\) is represented as a 16-bit gray-scale profile \(\tilde{s}\) via the proposed \(RE\) module and we have
\[
\tilde{s} = R(s),
\]
where \(R(\cdot)\) denotes the 16-bit gray-scale representation.

Then, \(x\) together with \(\tilde{s}\) are fed into the \(LE\) to extract the low-level signal features, denoted by \(y\), which can be formulated as follow,
\[
y = L(\tilde{s}, x; \xi_L),
\]
where \(L(\cdot; \cdot; \cdot)\) denotes the \(LE\) network and \(\xi_L\) represents its trainable parameters.

After that, \(\tilde{s}\) is used as the side information. After combined with \(y\), a general-quality image \(\hat{x}\) is obtained via the image predictor \(IP\), denoted by \(I(\cdot; \cdot; \cdot)\). This process is represented by
\[
\hat{x} = I(\tilde{s}, y; \xi_I),
\]
where \(\xi_I\) denotes trainable parameters of \(I(\cdot; \cdot; \cdot)\).

Then, the residual map \(r\) between original image \(x\) and its predicted one \(\hat{x}\) is generated via the element-wise subtraction operation \(\odot\). Both \(\tilde{s}\) and \(y\) are losslessly compressed with FLIF and generate two bitstreams, denoted by \(stream1\) and \(stream2\). Meanwhile, \(r\) is lossy compressed with VVC and generate the third bitstream, denoted by \(stream3\). Finally, these three bitstreams are transmitted to the decoder via the channel. It should be noticed that \(\tilde{s}\) is a compact representation of \(s\), which contains the object category, hardly degraded bounding box and instance segmentation mask. The details of 16-bit gray-scale representation will be elaborated in subsection III-C.

At the decoder side, 16-bit gray-scale profile \(\tilde{s}\), low-level signal features \(y\), and residual map \(r\) are firstly decoded from the \(stream1\), \(stream2\) and \(stream3\), respectively. On the one hand, three major machine vision tasks, i.e., object classification, object detection, and instance segmentation tasks, can be achieved by obtaining the object category, bounding box, and instance segmentation mask from \(\tilde{s}\). On the other hand, the decoded \(y\) together with \(\tilde{s}\) are used to reconstruct the general-quality image \(\tilde{x}\) via the module \(IP\). This process can be represented as
\[
\tilde{x} = I(F(\tilde{s}), F(y); \xi_I),
\]
where \(F(\cdot)\) denotes the encoding-decoding process via codec FLIF. As it’s a lossless compression process, Eq. (5) can be replace be Eq. (4) here.

However, \(r\) is compressed via the VVC, which is lossy compression process. We have
\[
\tilde{r} = V(r),
\]
where \(V(\cdot)\) denotes the lossy encoding-decoding process via codec VVC.

After integrating \(\tilde{r}\) with \(\tilde{x}\) via an element-wise addition operation \(\oplus\), a high-quality image \(\hat{x}\) is obtained, which can be formulated as,
\[
\hat{x} = \tilde{x} + \tilde{r}.
\]
It should be noticed that either general-quality image \(\tilde{x}\) or high-quality image \(\hat{x}\) is exhibited for human consumption. It depends on the bandwidth and the requirements of the customers. In this work, considering that the VVC compression process is nondifferentiable, we select \(\tilde{x}\) as our target to constrain instead of \(\hat{x}\). For \(\tilde{x}\), we have
\[
\tilde{x} = I(F(\tilde{s}), F(y); \xi_I) = I(\tilde{s}, y; \xi_I) = I(\tilde{s}, L(x, \tilde{s}; \xi_L); \xi_I) = I(R(H(x; \xi_H)), L(x, R(H(x; \xi_H)); \xi_L); \xi_I).
\]

Since the parameter \(\xi_H\) of Mask-RCNN is a fixed value, the performance of the proposed model is dependent on \(\xi_L\) and \(\xi_I\). During \(L(\cdot; \cdot; \cdot)\) and \(I(\cdot; \cdot; \cdot)\) optimization, we use \(l_1\) and SSIM [43] loss to constrain to guarantee that \(\tilde{x}\) can approach to \(x\) as close as possible. For \(l_1\) loss, we have
\[
L_1 = \lambda \cdot \|x - \hat{x}\|_1.
\]
Signal features are preserved as the outputs \( y \) where only information is obtained. A more compact representation of the low-level signal is largely compressed to enrich the features. At the last layer, the redundancy of the number of filters are enlarged for the first four layers to compress the spatial redundancy of the features, while followed three layers, a small filter with larger stride is used to extract more global features of the inputs. For the layer, a larger filter (e.g., \( \times 7 \)) helps to extract more global features of the inputs.

**B. Architectures of module \( LE \) and \( IP \)**

1) **Architecture of module \( LE \):** The architecture of low-level signal extractor (\( LE \)) is shown in Fig. 2 which contains three parts, namely the inputs, the convolutional layers, and the outputs. As aforementioned, the inputs are the profile of the high-level instance segmentation map \( \tilde{s} \) and original image \( x \), respectively. Firstly, \( \tilde{s} \) and \( x \) are stacked along channel dimension with concatenation operation, denoted by \( \odot \). Then, they are followed by five convolutional layers \( \text{Conv}(A,B,C) \), normalization \( \text{Nor} \), and activation function \( \text{ReLU/Tanh} \). Notations \( A, B \) and \( C \) are the number of kernels, the size of filter, and the stride of the slide, respectively. At the first layer, a larger filter (e.g., \( B = 7 \times 7 \)) with small stride (e.g., \( c = 1 \)) is used to provide large enough receptive field and helps to extract more global features of the inputs. For the followed three layers, a small filter with larger stride is used to compress the spatial redundancy of the features, while the number of filters are enlarged for the first four layers to enrich the features. At the last layer, the redundancy of the features along channel dimension is largely compressed to obtain a more compact representation of the low-level signal information, where only 3 main channels of the low-level signal features are preserved as the outputs \( y \).

2) **Architecture of module \( IP \):** As shown in Fig. 3 the main architecture of original Image Predictor (\( IP \)) is a convolutional auto-encoder like design, which is mainly made up convolutional encoder and transpose-convolutional decoder.

Firstly, the low-level signal features \( y \) is upscaled (nearest) to the size of original image via the unsample operation. Then, the upscaled map together with \( \tilde{s} \) are stacked via the concatenation operation. Then, they are filtered by four convolutional layers, nine residual blocks, and four transpose convolutional layers. Similarly, each of them followed by normalization \( \text{Nor} \) and activation function \( \text{ReLU/Tanh} \). Finally, the filtered features are added to the upscaled map via element-wise addition operation and the general-quality image \( \tilde{x} \) is obtained. This kind of design aims to well predict the residual information between upscaled map of \( y \) and original image \( x \) to recover the over-compressed information at the \( LE \).

In this work, only 3 main channels of the low-level signal features are preserved at the \( LE \) for the following image reconstruction at the \( IP \), which is much less than that of the bottleneck features used in the existing end-to-end image codecs. It means much more redundancy along channel dimension (maybe include some useful information for image reconstruction) is removed at the \( LE \) and the over-compressed information may be recovered at the \( IP \) during image reconstruction. In view of this, we apply channel-wise normalization instead of batch-instance-wise normalization at each layers of \( LE \) and \( IP \). Experimental results in subsection [V-E] also demonstrate that channel-wise normalization brings additional improvement of the compression efficiency of the proposed image codec paradigm.

**C. Design of module \( RE \)**

Commonly, the instance segmentation map is an RGB colorful image. Different colors are used to distinguish different instances (objects). In extremes, there are 256 values for each color channel. For RGB three channels, \( 256 \times 256 \times 256 \) colors (24 bits) are used to distinguish different instances, which is not friendly for compression. Besides, the category and its correspondingly colors of masks are recorded in a dictionary. Different datasets may use different dictionaries to represent the relation between category and its correspondingly colors.
obtained by applying the following equation,

\[ a = \frac{16 \text{-bit gray-scale profile}}{256} \]

bits RGB instance segmentation map can be represented with 11265 values of category \( \text{cat} \) and \( \text{dog} \), assuming category \( \text{cat} = 24 \) and \( \text{dog} = 2 \). For COCO dataset, there are 80 categories. In the extreme case, there are 96 instances with the same category label in an image. The other dataset are similar. Therefore, we use 8 bits to represent the categories of objects existed in an image and obtain an uniform dictionary. For each category, we use 8 bits to distinguish different objects. Hence, the mask of any instance can be represented with 16-bit gray-scale value. Assume there are 256 instances with the same category \( c \). For the \( n \)-th instance with category \( c \), its gray-scale value \( v \) can be represented as follows,

\[ v(c, n(c)) = 256 \cdot (c - 1) + n(c). \] \hspace{1cm} (12)

To make it easier to understand, we also give an example on 16-bit gray-scale profile as shown in Fig. 4. There are two cats and one dog in the profile. According to our uniform dictionary, assume category \( \text{cat} \) and \( \text{dog} \) are represented with number 24 and 45, respectively. Then, the gray-scale value of cat1 is 5889 = 256 \cdot (24 - 1) + 1. Similarly, the gray-scale values of cat2 and dog1 are 5890 = 256 \cdot (24 - 1) + 2, 11265 = 256 \cdot (45 - 1) + 1, respectively. Therefore, the 24 bits RGB instance segmentation map can be represented with a 16-bit gray-scale profile, which is more compressible for the following lossless compression.

At the decoder side, the category of instances can be obtained by applying the following equation,

\[ c = \left\lfloor \frac{v(c, n(c))}{256} \right\rfloor + 1, \] \hspace{1cm} (13)

where \( \lfloor \cdot \rfloor \) is the flooring calculation. Therefore, for the cat2 in Fig. 4, \( c = \left\lfloor \frac{5889}{256} \right\rfloor + 1 = 24 \). Similarly, the categories of the cat1 and the dog1 are 24 and 45. By looking up our uniform dictionary, 24 and 45 represent category \( \text{cat} \) and \( \text{dog} \), respectively. Therefore, with such profile, the category of each instance can be fully recovered. Considering the efficiency of the compression, the floating coordinates of each instance are rounded to the integer during the representation. However, this leads to insignificant degradation when the instance segmentation map is reconstructed. All these designs allow us to achieve object classification without performance degradation while achieving object detection and instance segmentation with insignificant performance degradation.

IV. EXPERIMENTS

A. Datasets and evaluation metrics

1) Datasets: Two datasets are involved in our experiments, i.e., COCO2017 and Kodak. The COCO2017 dataset contains 80 object categories, 118288 Train images, 40670 Test images, and 5000 Val images. The Kodak dataset contains 24 uncompressed PNG true-color images with a fixed resolution of 768 \times 512. In this work, 8440 high-resolution images (no less than 512 pixels for each image) are selected from COCO2017 Train set to train the proposed model. For the testing phase, the first 50 images from COCO2017 Val set and the entire 24 images of Kodak are evaluated.

2) Evaluation metrics: To evaluate the performance of the proposed codec for human consumption, we select PSNR and MS-SSIM to measure the quality of the reconstructed image. Besides, we also use the mean Average Precision (mAP) to evaluate the performance of machine vision tasks, such as object detection and instance segmentation. It should be noticed that the mAP that we use here is the average AP value of 10 Intersection over Union (IOU) thresholds, with an interval of 0.05 from 0.50 to 0.95. Commonly, it can better reflect the overall performance of the model compared with the mAP calculated by a single IOU.

B. Anchors and implementation details

1) Anchors: We compare our codec with 9 typical codecs, which include 4 traditional hybrid codecs (i.e., JPEG, JPEG2000, BPG, and VVC(420)) and 5 deep-learnt codecs (i.e., 2018-D.Minnen-NIPS, 2018-J.Balle-ICLR, 2018-J.Balle-PCS, 2019-Lee-CVPR, 2019-FLIF, 2020-HIFIC-NIPS, 2020-HIFIC-NIPS). Since the DSLIC does not provide the semantic segmentation map for the COCO2017 dataset, we only evaluate it on the Kodak dataset.

2) Implementation details: Before training, we first preprocess the input images by resizing them to 256 \times 256 to guarantee that the input images have a fixed resolution for the subsequent training. Such pre-processing stage is saved for testing phase. In addition, the lossy codec VVC and the lossless codec FLIF are involved in the proposed paradigm. The default settings of VVC (standardized test software VTM 8.2) and FLIF are used for testing. Besides, 6 commonly used QPs (17, 22, 27, 32, 37, 42) for VVC are selected during our test. The total training epochs of the proposed model are set to 100. For the first 50 epochs, the learning rate is set to 0.02. For the following 50 epochs, the learning rate is gradually reduced. The batchsize is set to 8. ADAM is used to optimize the model.
C. Evaluation on machine vision tasks

For machine vision tasks, we only need to decode the 16-bit gray-scale profile $\tilde{s}$ from stream 1, since $\tilde{s}$ contains all the information for the object classification, object detection, and instance segmentation tasks. Besides, as $\tilde{s}$ is compressed with the lossless codec FLIF, all the information above is well-preserved. Therefore, for the object classification task, it can be achieved by using the fully recovered category of object from $\tilde{s}$ without any performance degradation.

For the object detection and instance segmentation tasks, we firstly compress the first 50 images of COCO2017 Val set with the proposed method and the anchors. Then, the compressed images together with their associated test images are fed into the Mask-RCNN with pre-trained weights to perform object detection and instance segmentation tasks. Fig. 5 exhibits the performance of our method and anchors on object detection and instance segmentation tasks in terms of bitrate vs. mAP. The BPP is computed by dividing total number of coded bits (stream 1) by the number of input pixels. In the Fig. 5 (a) and (b), the black lines show the original mAP performance (43% for object detection and 37.3% for instance segmentation) when using the test images as input to Mask-RCNN with pre-trained weights. The red lines represent our performance (42.8% for object detection and 36.4% for instance segmentation), which are slightly lower than the original performance. Such insignificant performance degradation is mainly caused by rounding the floating coordinates of instance segmentation map into integers during 16-bit gray-scale representation. However, the performance of the proposed method outperforms that of the anchors, especially for the situations with low BPP. In other words, our method can still maintain high performance for machine vision tasks even for the low bitrate situations. It provides a feasible technique for machine-to-machine communications when bandwidth is limited.

In addition, we also find that the mAP of some codecs don’t increase with the increase of BPP. E.g., after BPP reaches 1.2, the mAP of VVC starts to decrease. Since the VVC is designed for human consumption, it only takes human visual perceptual into account and regardless the characteristics of machine vision. Machine vision tasks are more sensitive to the semantic information degradation such as the position changes of the objects, and humans may more sensitive to the texture information degradation. This also demonstrate that the codecs designed for human consumption is not optimal for machine consumption.

The object detection and instance segmentation results of the proposed method and partial anchors (e.g., VVC, BPG, JPEG2000, JPEG) are visualized in Fig. 6. For each codec, we select three different BPPs and visualize their corresponding results on object detection and instance segmentation. Based on the observation of this figure, we can demonstrate that the proposed method achieves the closest result to the original performance. Besides, the BPP, mAP for object detection and instance segmentation are also listed in ($BPP$, $mAP_1$, $mAP_2$).

D. Evaluation on image reconstruction

To evaluate the performance of image reconstruction, the proposed method and the anchors are examined on the first 50 images of COCO2017 Val set and the entire 24 images of Kodak. For the proposed method, the entire bitstreams (including stream 1, stream 2, and stream 3) are decoded for image reconstruction.

The performance of image reconstruction are shown in Fig. 7. Similarly, the BPP is computed by dividing total number of coded bits (three bitstreams) by the number of input pixels. Fig. 7 (a)-(b) and (c)-(d) show the performance of image reconstruction on COCO2017 dataset and Kodak dataset. In terms of PSNR, the proposed method outperforms most traditional hybrid codecs (such as JPEG, JPEG2000,
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Fig. 6. Visual comparison results of object detection and instance segmentation tasks.
BPG) and deep-learnt codecs (2018-J.Balle-ICLR, 2018-D.Minnen-NIPS, Mentzer2020, Balle2018-PCS, Balle2018-PCS, DSSLIC), especially for the low BPP situations. In terms of MS-SSIM, the proposed method still achieves comparable results of most codecs.

E. Evaluation on different normalization methods

Normalization is one of the critical components in the proposed module LE and IP, which plays a key role in improving the compression efficiency for image reconstruction. In this subsection, we test three typical normalization methods (such as channel normalization, batch normalization, and instance normalization). This can be achieved by replacing the \( \text{Nor} \) in Fig. 2 and 3 with channel normalization, batch normalization, and instance normalization, respectively. The results are shown in Fig. 8. For the image reconstruction, channel normalization significantly improves the compression efficiency of the proposed method compared with the other two normalization methods in terms of PSNR and MS-SSIM. These results demonstrate our speculates in subsection III-B, i.e., much more redundancy along channel dimension (maybe include some useful information for image reconstruction) is removed at the LE and the over-compressed information may be recovered at the IP during image reconstruction. Channel normalization will benefit the process above. Therefore, it’s more suitable for the proposed predictive coding paradigm.

F. Bitstream analysis

Fig. 9 shows the bits cost of three different bitstreams under different QPs. Since the first two bitstreams (\( \text{stream1} \) and \( \text{stream2} \)) are obtained with lossless codec FLIF, their bits cost are fixed. Besides, the bits cost of \( \text{stream1} \) is a little lower than that of \( \text{stream2} \). The third bitstream \( \text{stream3} \) is obtained with the lossy codec VVC. Hence, it has high/low bits cost when compressed with small/large QPs.
To verify that the high-level instance segmentation map representation $\tilde{s}$ plays a role in both image reconstruction and machine vision tasks, we design an ablation experiment in this subsection. Firstly, we remove the HE and RE from the paradigm. Correspondingly, the $\tilde{s}$ is also removed from the inputs of LE and IP. After that, the LE and IP are retrained. Then, we compress the low-level signal features $y$ and residual map $r$ with lossless codec FLIF and lossy codec VVC, respectively. At the decoder side, they are decoded to $y$ and $\tilde{r}$, respectively. Then, both $y$ and $\tilde{r}$ are used to perform image reconstruction. The reconstructed image is further used to perform object detection and instance segmentation.

The performance of image reconstruction with/without instance segmentation map are shown in Fig. 10 (a) and (b). The results demonstrate that high-level instance segmentation map information $\tilde{s}$ improves the quality of the reconstructed image in terms of PSNR and MS-SSIM. Besides, the performance of object detection and instance segmentation with/without instance segmentation map are shown in Fig. 10 (c) and (d). The results also demonstrate that high-level instance segmentation map information $\tilde{s}$ improves the accuracy of object detection and instance segmentation in terms of mAP. All these results suggest that the high-level instance segmentation map information $\tilde{s}$ improves the performance of both image reconstruction and machine vision tasks. In other words, it improves the compression efficiency of the proposed image codec for both humans and machines.

**G. Ablation experiment**

In this work, we have proposed a feasible image codec paradigm for both human and machine uses. Unlike extracting and representing the high-level semantic features for performing machine vision tasks. The instance segmentation map is extracted and represented with a more compact 16-bit gray-scale profile. With this profile, on the one hand, we can directly achieve high-performance machine vision tasks (e.g., object classification, object detection, and instance segmentation); on the other hand, it helps to predict/reconstruct a general-quality image together with the extracted low-level signal features via our proposed image predictor. Besides, the residual information between the original image and its associated predicted one is compressed and used for high-quality image reconstruction. All these designs enable us to achieve scalable image compression. Experimental results show that our method achieves comparable performance as most learning-based codecs and outperforms the traditional codecs (e.g., BPG and JPEG2000) for image reconstruction while outperforming the existing codecs for various machine vision tasks.

**V. Conclusion**

In this work, we have proposed a feasible image codec paradigm for both human and machine uses. Unlike extracting and representing the high-level semantic features for performing machine vision tasks. The instance segmentation map is extracted and represented with a more compact 16-bit gray-scale profile. With this profile, on the one hand, we can directly achieve high-performance machine vision tasks (e.g., object classification, object detection, and instance segmentation); on the other hand, it helps to predict/reconstruct a general-quality image together with the extracted low-level signal features via our proposed image predictor. Besides, the residual information between the original image and its associated predicted one is compressed and used for high-quality image reconstruction. All these designs enable us to achieve scalable image compression. Experimental results show that our method achieves comparable performance as most learning-based codecs and outperforms the traditional codecs (e.g., BPG and JPEG2000) for image reconstruction while outperforming the existing codecs for various machine vision tasks.
Fig. 10. Performance of image reconstruction and machine vision tasks with/without the help of high-level instance segmentation map. (a) and (b) are the image reconstruction results when the proposed method is performed with/without the high-level instance segmentation map. Similarly, (c) and (d) are the object detection and instance segmentation results.
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