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Abstract

We study quantum dichotomies and the resource theory of asymmetric distinguishability using a generalization of Strassen’s theorem on preordered semirings. We find that an asymptotic variant of relative submajorization, defined on unnormalized dichotomies, is characterized by real-valued monotones that are multiplicative under the tensor product and additive under the direct sum. These strong constraints allow us to classify and explicitly describe all such monotones, leading to a rate formula expressed as an optimization involving sandwiched Rényi divergences. As an application we give a new derivation of the strong converse error exponent in quantum hypothesis testing.

1 Introduction

In [Mat10] Matsumoto emphasized the role of pair transformations in the study of quantum relative entropies. Simultaneous application of an arbitrary quantum channel to a pair of states – also called dichotomies – induces a quantum analogue of the relative majorization preorder: \((\rho_1, \sigma_1) \succ (\rho_2, \sigma_2)\) if there exists a quantum channel \(T\) such that \(T(\rho_1) = \rho_2\) and \(T(\sigma_1) = \sigma_2\). In the work of Wang and Wilde [WW19], such a pair represents two alternative states a system might be in, connecting this setting to hypothesis testing. Another interpretation of this preorder is offered by applications in quantum thermodynamics, where one of the states is a Gibbs state. In an information-theoretic setting, the transformation of pairs can be considered in an asymptotic sense, comparing many copies of the initial and target pairs. The optimal rates of asymptotic pair transformations have been found in [WW19] and independently in [BST19] when one demands exact transformation of the second component and approximate transformation of the first one, with asymptotically vanishing error. It is also found that the convergence of the error to 0 and 1 on either side of this rate is exponentially fast.

When studying resource theories with a tensor-product structure (e.g. in the sense of [CG19, Definition 2.1]), one is often interested in how composition of resources interacts
with the preorder induced by the free operations. This structure allows one to define rates of exact asymptotic transformations by comparing large tensor powers of the initial and final states (or more general objects). Under fairly general conditions such rates are characterized by additive real-valued monotones \cite{Fri17}. Interestingly, a result of this type has appeared much earlier, in Strassen’s work on the asymptotic comparison of large powers of tensors \cite{Str88}. In that case there is an additional operation (direct sum) and, remarkably, one need only consider monotones that respect both operations, i.e. monotone semiring homomorphisms into the nonnegative reals. The collection of such monotone homomorphisms is called the asymptotic spectrum of the preordered semiring, and assuming a boundedness condition they characterize an asymptotic relaxation of the preorder. Recent works have shown that Strassen’s theory of asymptotic spectra can be applied to resource theories relevant to classical and quantum information theory, leading to powerful characterizations of various zero-error capacities \cite{Zui19, LZ20} as well as strong converse exponents for entanglement transformations via local operations and classical communication \cite{JV19}.

In this paper we employ the method of asymptotic spectra to study quantum dichotomies. We start with the observation that it is possible to turn the set of (equivalence classes of) unnormalized dichotomies into a semiring in such a way that the preorder given by relative submajorization \cite{Ren16} is compatible with the direct sum and the tensor product. While the boundedness condition of Strassen’s theorem is not satisfied in the resulting preordered semiring, a recent generalization of that theorem \cite{Vra20} does apply. The asymptotic preorder captures probabilistic asymptotic transformations in the strong converse regime, and encodes the strong converse exponents for pair transformations (with a restricted type of approximation in the first component, as allowed by relative submajorization). The generalization of Strassen’s theorem allows one to characterize the asymptotic preorder in terms of the asymptotic spectrum, but does so in a non-constructive way. Nevertheless, we are able to determine explicitly the set of monotone semiring homomorphisms on our preordered semiring, identifying them as sandwiched Rényi quasi-entropies \cite{MLDS13, WWY14} of orders $\alpha \geq 1$. This result can be directly translated into explicit formulas for the strong converse exponents involving an optimization over a single parameter $\alpha$. The strong converse exponent for hypothesis testing \cite{MO15} emerges as a special case.

One of the main results of \cite{Mat10} is an axiomatic characterization of the Umegaki relative entropy \cite{Ume62}. In an analogous way, our results lead to a new characterization of the sandwiched Rényi quasi-entropies of order $\alpha \geq 1$: suppose that a quantity $f(\rho, \sigma)$, depending on pairs of positive semidefinite operators $\rho, \sigma$ on arbitrary finite dimensional Hilbert spaces, satisfies the following properties:

(i) $f(\rho_1 \otimes \rho_2, \sigma_1 \otimes \sigma_2) = f(\rho_1, \sigma_1)f(\rho_2, \sigma_2)$ (multiplicativity)

(ii) $f(\rho_1 \oplus \rho_2, \sigma_1 \oplus \sigma_2) = f(\rho_1, \sigma_1) + f(\rho_2, \sigma_2)$ (additivity)

(iii) $f(I_n, I_n) = n$ (normalization)

(iv) $f(T(\rho), T(\sigma)) \leq f(\rho, \sigma)$ when $T$ is a completely positive trace-nonincreasing map (data processing inequality)

(v) $f$ is increasing in the first and decreasing in the second argument (with respect to the semidefinite partial order). (monotonicity)

Then $f(\rho, \sigma) = \tilde{Q}_\alpha(\rho\|\sigma) = \text{Tr} \left( \sigma^{\frac{1-\alpha}{2\alpha}} \rho \sigma^{\frac{1-\alpha}{2\alpha}} \right)^\alpha$ for some $\alpha \geq 1$.  

We point out that our work does not rely on existing proofs of the data processing inequality for the sandwiched Rényi divergences of order $\alpha > 1$, but rather provides a new one. Since the components of this proof are somewhat scattered around, we briefly summarize the high-level structure for readers who wish to focus on this aspect of our work. First we show that, when restricted to classical (commuting) pairs, $\tilde{Q}_\alpha$ with $\alpha \geq 1$ are monotone homomorphisms (Proposition 3.7). Then we show that, still restricting to classical pairs, there are no other monotone homomorphisms (Proposition 4.1 and Remark 4.2). We show that, informally, quantum dichotomies are bounded from below and above by classical dichotomies, which by general considerations implies that every monotone homomorphism on classical pairs has at least one (monotone, homomorphic) extension to quantum pairs (Corollary 3.9). Finally, with the help of the pinching inequality we show that the restriction of $\tilde{Q}_\alpha$ to classical pairs has at most one extension to quantum pairs, namely $\tilde{Q}_\alpha$ (Theorem 4.4).

As mentioned above, our main result characterizes asymptotic pair transformations in the sense of relative submajorization in terms of sandwiched Rényi divergences. An interesting feature of our proof method is its focus on the dual problem, i.e. the classification of constraints on the initial and target pairs that survive in the asymptotic limit. In particular, the achievability part is proven in an indirect way, by the lack of obstructions to the existence of asymptotic transformations. Consequently, we do not find any explicit channels that do carry out the pair transformation and no information is gained on the single-shot relation or e.g. subleading terms in the asymptotic rates.

The remainder of this paper is structured as follows. In Section 2 we collect definitions and facts related to preordered semirings and the pinching maps to be used in later sections. In Section 3 we define the preordered semiring of dichotomies and prove that it satisfies the technical conditions required by the generalization of Strassen’s theorem. In Section 4 we complete the classification of real-valued monotone semiring homomorphisms. Section 5 translates our results on the asymptotic spectrum to various settings, in the context of pair transformations, hypothesis testing and quantum thermodynamics.

2 Preliminaries

2.1 Preordered semirings

In this section we collect definitions and results related to preordered semirings, asymptotic preorders and asymptotic spectra. A (commutative) semiring is a set $S$ equipped with two binary operations $+, \cdot$ that are both commutative and associative, such that neutral elements 0 and 1 exist, $0a = 0$ and $(a + b)c = ac + bc$ for all $a, b, c \in S$. A preordered semiring is a commutative semiring with a preorder $\preceq$ such that $a \preceq b$ implies $a + c \preceq b + c$ and $ac \preceq bc$ for all $a, b, c \in S$ and such that $0 \preceq 1$. Note in particular that $0 \preceq a$ for all $a \in S$. We say that $S$ is of polynomial growth [Fri21] if there is an element $u \in S$ such that for every nonzero $x \in S$ there is a $k \in \mathbb{N}$ such that $x \preceq u^k$ and $1 \preceq u^k x$. Any such $u$ is called power universal.

From now on $u$ will denote an arbitrary but fixed power universal element. For our purposes the precise choice does not matter. In particular, in the following definition we define an asymptotic relaxation of the preorder [Vra20, Definition 2.3]. While the definition involves the element $u$, the resulting relation would be the same if we chose a different one. In the context of ordered commutative monoids, the relaxed preorder is closely related to regularized rates [Fri17, 8.16. Definition].
**Definition 2.1** (asymptotic preorder). Let \(a, b \in S\). We say that \(a\) is asymptotically less than \(b\) (notation: \(a \preccurlyeq b\)) if there exists a sequence \((k_n)_{n \in \mathbb{N}}\) of nonnegative integers such that

\[
\lim_{n \to \infty} \frac{k_n}{n} = 0
\]  
(i.e. \(k_n\) is sublinear) and

\[
\forall n \in \mathbb{N} : a^n \preccurlyeq u^{k_n} b^n.
\]  
(1)

If \(S_1\) and \(S_2\) are preordered semirings, then a map \(\varphi : S_1 \to S_2\) is a monotone semiring homomorphism if it satisfies \(\varphi(0) = 0\), \(\varphi(1) = 1\), \(\varphi(a + b) = \varphi(a) + \varphi(b)\), \(\varphi(ab) = \varphi(a) \varphi(b)\) and is compatible with the preorders, i.e. \(a \preccurlyeq_1 b \implies \varphi(a) \preccurlyeq_2 \varphi(b)\) for all \(a, b \in S_1\). The asymptotic spectrum of a preordered semiring \(S\) is the set of monotone semiring homomorphisms into the semiring of nonnegative reals (with its usual addition, multiplication and order), i.e. maps \(f : S \to \mathbb{R}_{\geq 0}\) satisfying for all \(x, y \in S\)

(i) \(f(x + y) = f(x) + f(y)\)

(ii) \(f(xy) = f(x)f(y)\)

(iii) \(x \preccurlyeq y \implies f(x) \leq f(y)\)

(iv) \(f(1) = 1\).

We denote the asymptotic spectrum by \(\Delta(S, \preccurlyeq)\). The elements of the asymptotic spectrum are called spectral points. For every \(s \in S\) the evaluation map \(ev_s : \Delta(S, \preccurlyeq) \to \mathbb{R}_{\geq 0}\) is defined as \(ev_s(f) = f(s)\).

It is clear that for any \(f \in \Delta(S, \preccurlyeq)\) and \(a, b \in S\) such that \(a \preccurlyeq b\) we have \(f(a) \leq f(b)\). This follows by applying \(f\) to the inequalities (2), taking roots and the limit \(n \to \infty\) using (1). The converse in general does not hold but it turns out that under additional hypotheses it does:

**Theorem 2.2 ([Vra20, Theorem 1.2.]).** Let \((S, \preccurlyeq)\) be a preordered semiring of polynomial growth such that the canonical map \(\mathbb{N} \hookrightarrow S\) is an order embedding, and let \(M \subseteq S\) and \(S_0\) the subsemiring generated by \(M\). Suppose that

(M1) for all \(s \in S \setminus \{0\}\) there exist \(m \in M\) and \(n \in \mathbb{N}\) such that \(1 \preccurlyeq_{nms} nms \preccurlyeq n\)

(M2) for all \(m \in M\) such that \(ev_m : \Delta(S_0) \to \mathbb{R}_{\geq 0}\) is bounded, there is an \(n \in \mathbb{N}\) such that \(m \preccurlyeq n\).

Then for every \(x, y \in S\) we have

\[
x \succeq y \iff \forall f \in \Delta(S, \preccurlyeq) : f(x) \geq f(y).
\]  
(3)

It is often convenient to express the asymptotic comparison of a pair of elements in terms of rates (note that this is the maximal regularized rate in the sense of [Fri17, 8.21. Remark]), defined as

\[
R(x \to y) = \sup \left\{ r \in \mathbb{R}_{\geq 0} \left| \exists (k_n)_{n \in \mathbb{N}} \text{ sublinear}: \forall n \in \mathbb{N} : u^{k_n} x^n \succeq y^{\lceil rn \rceil} \right. \right\}.
\]  
(4)
\(x \succeq y\) is equivalent to \(R(x \to y) \geq 1\) and in general \(R(x \to y)\) can be understood as a way to measure the relative strength of the resources represented by \(x\) and \(y\). Under the conditions of Theorem 2.2, the rate is given by

\[
R(x \to y) = \sup \{ r \in \mathbb{R}_{\geq 0} \mid \forall f \in \Delta(S, \preceq) : \log f(x) \geq r \log f(y) \}.
\] (5)

Assuming \(x, y \succ 1\), the supremum is equal to

\[
R(x \to y) = \inf_{f(y) \neq 1} \frac{\log f(x)}{\log f(y)}.
\] (6)

A monotone semiring homomorphism \(\varphi : S_1 \to S_2\) induces a map

\[
\Delta(\varphi) : \Delta(S_2, \preceq_2) \to \Delta(S_1, \preceq_1)
\] (7)

between the asymptotic spectra, which sends \(f\) to \(f \circ \varphi\). We will be interested in the special case when the homomorphism is the inclusion of a subsemiring that contains “large” elements so that the following proposition applies.

**Proposition 2.3** ([Vra20, Proposition 3.9.]). Let \((S, \preceq)\) be a preordered semiring of polynomial growth and \(S_0 \subseteq S\) a subsemiring such that \(\forall s \in S \setminus \{0\} \exists r, q \in S_0\) such that \(1 \preceq rs \preceq q\). Let \(i : S_0 \hookrightarrow S\) be the inclusion. Then \(\Delta(i)\) is surjective.

### 2.2 Pinching

One of the main technical tools relating classical and quantum dichotomies is the pinching map, which has in particular been used for understanding the sandwiched Rényi entropy [MLDS13, MO15, Tom15]. The role it plays in our work is somewhat different: our focus will be on understanding the quantities satisfying the properties listed in Section 1, and the pinching map will aid us in identifying them as the sandwiched quasi-entropies.

Let \(A\) be a normal operator on a finite dimensional Hilbert space \(\mathcal{H}\) and let

\[
A = \sum_{\lambda \in \text{spec}(A)} \lambda P_\lambda
\] (8)

be its spectral decomposition where the operators \(P_\lambda\) are pairwise orthogonal projections. The \(A\)-pinching map \(P_A : B(\mathcal{H}) \to B(\mathcal{H})\) is defined as

\[
P_A(X) = \sum_{\lambda \in \text{spec}(A)} P_\lambda XP_\lambda.
\] (9)

The most important properties of the pinching map are summarized in the following lemma.

**Lemma 2.4** (see e.g. [Dye52] and [Dix81], also [Hay02]). Let \(A\) be as above.

(i) \(P_A\) is completely positive and trace preserving.

(ii) \(P_A(A) = A\).

(iii) \(P_A(X)\) commutes with \(A\) for every \(X\).

(iv) If \(X \geq 0\) then \(X \leq |\text{spec}(A)|P_A(X)\). (pinching inequality)

(v) \(P_A\) is a convex combination of unitary conjugations.

5
Proposition 2.5. Let $\alpha \geq 1$, $A, X \in \mathcal{B}(\mathcal{H})$, $A$ normal and $X \geq 0$. Then
\[
\lim_{n \to \infty} \sqrt[n]{\text{Tr} (\mathcal{P}_{A\otimes n}(X^{\otimes n}))^\alpha} = \text{Tr} X^\alpha.
\]

Proof. We make use of (iv) and (v) of Lemma 2.4:
\[
|\text{spec}(A^{\otimes n})|^{-\frac{1}{\alpha}} X^{\otimes n} \leq \mathcal{P}_{A\otimes n}(X^{\otimes n}) = \sum_{i \in I} p_i U_i X^{\otimes n} U_i^*,
\]
where $(p_i)_{i \in I}$ is a probability vector and $U_i$ are unitaries on $\mathcal{H}$. The function $M \mapsto \text{Tr} M^\alpha$ is monotone increasing and convex on the set of positive semidefinite operators, therefore
\[
|\text{spec}(A^{\otimes n})|^{-\frac{1}{\alpha}} (\text{Tr} X^\alpha)^n = \text{Tr}(|\text{spec}(A^{\otimes n})|^{-1} X^{\otimes n})^\alpha
\leq \text{Tr} (\mathcal{P}_{A\otimes n}(X^{\otimes n}))^\alpha
= \text{Tr} \left( \sum_{i \in I} p_i U_i X^{\otimes n} U_i^* \right)^\alpha
\leq \sum_{i \in I} p_i \text{Tr} \left( U_i X^{\otimes n} U_i^* \right)^\alpha = (\text{Tr} X^\alpha)^n.
\]
The claim follows by taking the $n$th root and limits $n \to \infty$, noting that $1 \leq |\text{spec}(A^{\otimes n})| \leq (n + 1)^{\dim \mathcal{H}}$, a consequence of [CK11, Lemma 2.2]. \qed

3 Dichotomies and pair transformations

In this section we describe the preordered semiring of quantum dichotomies and the associated asymptotic preorder, and then show that it satisfies the conditions of Theorem 2.2 and therefore the asymptotic preorder is characterized by monotone semiring homomorphisms. It will be convenient to work with the following relaxed notion of a quantum dichotomy.

Definition 3.1 (dichotomy). A quantum dichotomy on a finite dimensional Hilbert space $\mathcal{H}$ is a pair $(\rho, \sigma)$ where $\rho, \sigma \in \mathcal{B}(\mathcal{H})$ are positive semidefinite, $\text{supp} \rho \subseteq \text{supp} \sigma$, and if $\rho = 0$ then $\sigma = 0$. A classical dichotomy is a quantum dichotomy $(\rho, \sigma)$ which in addition satisfies $\rho = \sigma$. A dichotomy $(\rho, \sigma)$ is called normalized if $\text{Tr} \rho = \text{Tr} \sigma = 1$.

We call two dichotomies $(\rho, \sigma)$ and $(\rho', \sigma')$ on $\mathcal{H}$ and $\mathcal{H}'$ equivalent if there is a partial isometry $U : \mathcal{H} \to \mathcal{H}'$ such that $U\rho U^* = \rho'$, $U\sigma U^* = \sigma'$, $U^*\rho' U = \rho$ and $U^*\sigma' U = \sigma$. In other words, equivalence means that the pairs are essentially the same, up to possibly enlarging one of the Hilbert spaces so that they have the same size, followed by a unitary rotation.

Technically, we do not wish to distinguish equivalent dichotomies, but work instead with equivalence classes. It is clear that every dichotomy is equivalent to one on $\mathbb{C}^d$ for some $d \in \mathbb{N}$, therefore we can form the set of equivalence classes by taking the quotient of the set of dichotomies on $\mathbb{C}^d$ for all $d$ by this equivalence relation. Nevertheless, we will frequently gloss over this distinction to avoid cumbersome wording, and pretend that dichotomies themselves are the elements.

A classical dichotomy may equivalently be thought of as a pair of measures $(p, q)$ on a finite set $\mathcal{X}$. We will think of these as collections of the nonnegative real numbers $(p_x)_{x \in \mathcal{X}}, (q_x)_{x \in \mathcal{X}}$ that the measures associate with the one-element subsets.

We let $\mathcal{D}$ denote the set of equivalence classes of quantum dichotomies and $\mathcal{D}_c$ the subset of equivalence classes of classical dichotomies. Our next goal is to equip both sets with binary operations that turn them into commutative semirings.
In the second picture, an instrument \( \hat{\mathcal{I}} \) as a quantum-operation-valued measure or as a channel with a quantum-classical output.

We think of the second factor as the classical outcome of a measurement, where the state equivalence class of the dichotomy \((0, 0)\) are easily seen to be commutative and associative, and satisfy the distributive law. The equivalence class of the dichotomy \((0, 1)\) on \( \mathbb{C} \) is the neutral element for addition, whereas the equivalence class of the dichotomy \((1, 1)\) on \( \mathbb{C} \) is the neutral element for multiplication. Therefore \( \mathcal{D} \) is a semiring. It is clear that \( \mathcal{D}_c \subseteq \mathcal{D} \) is a subsemiring.

The final ingredient is a preorder that generalizes relative majorization to allow comparison of unnormalized states, and in particular induces the usual ordering on the natural numbers, represented by pairs \((I, I)\) on \( \mathbb{C}^n \).

**Definition 3.2.** Let \((\rho, \sigma)\) and \((\rho', \sigma')\) be dichotomies on the Hilbert spaces \( \mathcal{H} \) and \( \mathcal{H}' \), respectively. We say that the pair \((\rho, \sigma)\) is greater than \((\rho', \sigma')\) and write \((\rho, \sigma) \preceq (\rho', \sigma')\) if there exists a completely positive trace-nonincreasing map \( T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}') \) such that

\[
T(\rho) \geq \rho', \\
T(\sigma) = \sigma'.
\]

(13a)

(13b)

This gives a well-defined relation \( \preceq \) on \( \mathcal{D} \) which is clearly reflexive and transitive.

The operational interpretation of this preorder is the following. Let \((\rho, \sigma)\) and \((\rho', \sigma')\) be normalized dichotomies and \(a, b \in (0, 1]\). The relation \((\rho, \sigma) \preceq (a\rho', b\sigma')\) means that there is an instrument with a distinguished outcome ("success") corresponding to \( T \), with the following properties: when applied to \( \sigma \), the probability of the successful outcome is \( b \) and in this case the post-measurement state is \( \sigma' \); when applied to \( \rho \), the probability of success satisfies \( p_s = \text{Tr} T(\rho) \geq a \) and the post-measurement state is bounded from below by \( \frac{a}{p_s} \rho' \).

These properties do not single out an instrument, but for concreteness we describe how one can be obtained from \( T \). Recall that a quantum instrument may be thought of as a quantum-operation-valued measure or as a channel with a quantum-classical output. In the second picture, an instrument \( \hat{T} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}' \otimes \mathbb{C}^2) \) corresponding to \( T \) is

\[
\hat{T}(x) = T(x) \otimes |0\rangle\langle 0| + (\text{Tr} x - \text{Tr} T(x)) \frac{I_{\mathcal{H}'}}{\dim \mathcal{H}} \otimes |1\rangle \langle 1|. 
\]

(14)

We think of the second factor as the classical outcome of a measurement, where the state \( |0\rangle\langle 0| \) signals the aforementioned distinguished outcome.

The condition on \( T(\rho) \) implies that the post-measurement state is close to \( \rho' \):

\[
\frac{1}{2} \left\| \frac{T(\rho)}{\text{Tr} T(\rho)} - \rho' \right\|_1 = \frac{1}{2} \left\| \frac{T(\rho) - a\rho'}{\text{Tr} T(\rho)} - \left(1 - \frac{a}{\text{Tr} T(\rho)}\right) \rho' \right\|_1 \\
\leq \frac{1}{2} \left\| \frac{T(\rho) - a\rho'}{\text{Tr} T(\rho)} \right\|_1 + \frac{1}{2} \left\| \left(1 - \frac{a}{\text{Tr} T(\rho)}\right) \rho' \right\|_1 \\
= \frac{1}{2} \frac{\text{Tr} T(\rho) - a}{\text{Tr} T(\rho)} + \frac{1}{2} \left(1 - \frac{a}{\text{Tr} T(\rho)}\right) \\
= 1 - \frac{a}{\text{Tr} T(\rho)} \\
\leq 1 - a.
\]

(15)
We remark that our definition is closely related but not identical to the notion of relative submajorization, introduced in [Ren16]. In the definition of the latter, the condition (13b) is relaxed to \( T(\sigma) \leq \sigma' \). The subsequent analysis works equally well for relative submajorization, with minor changes (see Remark 4.2 below).

**Proposition 3.4.** \((\mathcal{D}, \preceq)\) is a preordered semiring.

**Proof.** Recall that \((0,0)\) and \((1,1)\) represent the additive and multiplicative neutral elements. Choosing \( T = 0 \) we see that \((0,0) \preceq (1,1)\).

We need to verify the compatibility of the relation with the binary operations. Let \((\rho, \sigma), (\rho', \sigma')\) and \((\omega, \tau)\) be dichotomies on the Hilbert spaces \( \mathcal{H}, \mathcal{H}' \) and \( \mathcal{K} \), and suppose that \((\rho', \sigma') \preceq (\rho, \sigma)\). This means that there exists a completely positive trace-nonincreasing map \( T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H}') \) such that (13a) and (13b) hold. Let \( \tilde{T} : \mathcal{B}(\mathcal{H} \oplus \mathcal{K}) \to \mathcal{B}(\mathcal{H}' \oplus \mathcal{K}) \) be the linear map given by

\[
\tilde{T}
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
= \begin{bmatrix}
T(A) & 0 \\
0 & D
\end{bmatrix},
\]

where the block structures correspond to the direct sum decompositions above. Then \( \tilde{T} \) is completely positive and trace nonincreasing and satisfies

\[
\begin{align*}
\tilde{T}(\rho \oplus \omega) &= T(\rho) \oplus \omega \geq \rho' \oplus \omega, \\
\tilde{T}(\sigma \oplus \omega) &= T(\sigma) \oplus \omega = \sigma' \oplus \omega,
\end{align*}
\]

therefore \((\rho', \sigma') + (\omega, \tau) \preceq (\rho, \sigma) + (\omega, \tau)\).

Similarly, the map \( T \otimes \text{id}_{\mathcal{B}(\mathcal{K})} \) satisfies

\[
\begin{align*}
(T \otimes \text{id}_{\mathcal{B}(\mathcal{K})})(\rho \otimes \omega) &= T(\rho) \otimes \omega \geq \rho' \otimes \omega, \\
(T \otimes \text{id}_{\mathcal{B}(\mathcal{K})})(\sigma \otimes \omega) &= T(\sigma) \otimes \omega = \sigma' \otimes \omega,
\end{align*}
\]

which shows that \((\rho', \sigma')(\omega, \tau) \preceq (\rho, \sigma)(\omega, \tau)\). \( \square \)

**Proposition 3.5.** \((\mathcal{D}, \preceq)\) is of polynomial growth. More precisely, the dichotomy \((3, 2)\) on \( \mathbb{C} \) is power universal.

**Proof.** Let \((\rho, \sigma)\) be a dichotomy on \( \mathcal{H} \) and \( u = (3,2) \). By choosing \( T = \frac{1}{2} \text{id} \) in Definition 3.3 we can see that \( u \succ 1 \). Let

\[
k_1 = \max \left\{ 0, \lceil \log \text{Tr} \sigma \rceil, \sqrt[\log(3/2)]{\frac{\|\sigma^{-1/2}\rho\sigma^{-1/2}\|_\infty}{\log(3/2)}} \right\}.
\]

Then \( \text{Tr}(2^{-k_1}\sigma) \leq 1 \), therefore \( T_1(x) = x2^{-k_1}\sigma \) defines a completely positive trace nonincreasing map \( T_1 : \mathcal{B}(\mathbb{C}) \to \mathcal{B}(\mathcal{H}) \). It satisfies

\[
\begin{align*}
T_1(3^{k_1}) &= (3/2)^{k_1} \sigma \geq \sigma^{-1/2}\rho\sigma^{-1/2} \geq \sigma, \\
T_1(2^{k_1}) &= \sigma,
\end{align*}
\]

therefore \( u^{k_1} = (3^{k_1}, 2^{k_1}) \succ (\rho, \sigma)\).

Let

\[
k_2 = \max \left\{ 0, \lceil -\log \text{Tr} \sigma \rceil, \sqrt[\log(3/2)]{\frac{\|\frac{\text{Tr} \sigma}{\text{Tr} \rho}\|_\infty}{\log(3/2)}} \right\}.
\]

Then \( \text{Tr}(2^{-k_2}\sigma) \leq 1 \), therefore \( T_1(x) = x2^{-k_2}\sigma \) defines a completely positive trace nonincreasing map \( T_1 : \mathcal{B}(\mathbb{C}) \to \mathcal{B}(\mathcal{H}) \). It satisfies

\[
\begin{align*}
T_1(3^{k_2}) &= (3/2)^{k_2} \sigma \geq \sigma^{-1/2}\rho\sigma^{-1/2} \geq \sigma, \\
T_1(2^{k_2}) &= \sigma,
\end{align*}
\]

therefore \( u^{k_2} = (3^{k_2}, 2^{k_2}) \succ (\rho, \sigma)\).
Then $2^{-k_2} (\text{Tr} \sigma)^{-1} \leq 1$, therefore $T_2(x) = 2^{-k_2} \frac{\text{Tr} x}{\text{Tr} \sigma}$ defines a completely positive trace nonincreasing map $T_2 : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathbb{C})$. It satisfies
\begin{align}
T_2(3^{k_2} \rho) &= (3/2)^{k_2} \frac{\text{Tr} \rho}{\text{Tr} \sigma} \geq 1 \quad (22a) \\
T_2(2^{k_2} \sigma) &= 2^{-k_2} \frac{\text{Tr} 2^{k_2} \sigma}{\text{Tr} \sigma} = 1, \quad (22b)
\end{align}
therefore $u^{k_2}(\rho, \sigma) = (3^{k_2} \rho, 2^{k_2} \sigma) \succ 1$.

With $k = \max\{k_1, k_2\}$ both $u^k(\rho, \sigma) \succ 1$ and $u^k \succeq (\rho, \sigma)$ hold.

Since $D$ is of polynomial growth, we can form the asymptotic preorder as in Definition 2.1. To see how the definition specializes to our semiring, let $(\rho, \sigma)$ and $(\rho', \sigma')$ be normalized dichotomies and $R, r \geq 0$. The relation $(\rho, \sigma) \succ (2^{-R} \rho', 2^{-r} \sigma')$ means that for every $n$ there is an instrument with one outcome associated with $T_n$ and interpreted as success (we may assume that there are only two outcomes as in (14)), with the following properties:

(i) when $T_n$ is applied to $\sigma^{\otimes n}$, the probability of success is $2^{-nr+o(n)}$ and upon observing this outcome the post-measurement state is $\sigma^{\otimes n}$

(ii) when applied to $\rho^{\otimes n}$, the probability of success $\text{Tr} T_n(\rho^{\otimes n})$ is lower bounded by $2^{-nR+o(n)}$ and upon observing this outcome the post-measurement state is bounded from below by $(\text{Tr} T_n(\rho^{\otimes n}))^{-1} 2^{-nR+o(n)} \rho^{\otimes n}$.

In the second case the condition implies that the post-measurement state has distance at most $1 - 2^{-nR+o(n)}$ from $\rho^{\otimes n}$, but it is stronger than merely requiring this estimate: $\rho^{\otimes n}$ may have eigenvalues that are smaller than $2^{-nR+o(n)}$, but even these cannot be completely suppressed (in particular the support of the post-measurement state must contain that of $\rho^{\otimes n}$).

Our next goal is to verify that the conditions of Theorem 2.2 hold for $(D, \preceq)$. The role of $M$ will be played by the dichotomies on $C$. Recall that condition (M1) is that every nonzero element of $D$ can be multiplied with a suitable element of $M$ in such a way that the product is bounded from below and above by natural numbers. First we present a sufficient condition for this boundedness property (which is also necessary, but we do not need this).

**Proposition 3.6.** Let $(\rho, \sigma)$ be a dichotomy on $\mathcal{H}$, and suppose that $\rho \preceq \sigma$ and $\text{rk}(\sigma - \rho) < \text{rk} \sigma$ (where $\text{rk}$ denotes the rank). Then there is an $n \in \mathbb{N}$ such that $1 \preceq n(\rho, \sigma)$ and $(\rho, \sigma) \preceq n$.

**Proof.** Let $P$ be a projection such that $P(\sigma - \rho) = 0$ and $P \sigma \neq 0$. Let $n_1 = [\text{Tr} \sigma P]^{-1}$. Then $T_1(x) = (n_1 \text{Tr}(\sigma P))^{-1} \text{Tr}(x(I \otimes P))$ defines a completely positive trace nonincreasing map $T_1 : \mathcal{B}(\mathbb{C}^{n_1} \otimes \mathcal{H}) \to \mathcal{B}(\mathbb{C})$. It satisfies
\begin{align}
T_1(I_{n_1} \otimes \rho) &= (n_1 \text{Tr}(\sigma P))^{-1} \text{Tr} \left( (I_{n_1} \otimes \rho)(I \otimes P) \right) = 1 \quad (23a) \\
T_1(I_{n_1} \otimes \sigma) &= (n_1 \text{Tr}(\sigma P))^{-1} \text{Tr} \left( (I_{n_1} \otimes \sigma)(I \otimes P) \right) = 1, \quad (23b)
\end{align}
therefore $n_1(\rho, \sigma) \succeq 1$.

Let $n_2 = [\text{Tr} \sigma]$. Then $T_2(x) = \frac{\sigma}{n_2}(\text{Tr} x)$ defines a completely positive trace nonincreasing map $T_2 : \mathcal{B}(\mathbb{C}^{n_2}) \to \mathcal{B}(\mathcal{H})$. It satisfies
\[ T_2(I) = \frac{\sigma}{n_2}(\text{Tr} I) = \sigma \geq \rho, \quad (24) \]
therefore $n_2 \cong (\rho, \sigma)$.

With $n = \max\{n_1, n_2\}$ both $n(\rho, \sigma) \cong 1$ and $n \cong (\rho, \sigma)$ hold. \hfill \Box

Condition (M2) requires an inner approximation of the asymptotic spectrum of the subsemiring generated by $M$. Since $M$ consists of classical dichotomies, so does this subsemiring. For this reason we will exhibit a family of elements of $\Delta(D_c, \preceq)$ (later we will see that the given set of elements is almost exhaustive, but this is not necessary for verifying condition (M2)). Note that a spectral point $f \in \Delta(D_c, \preceq)$ can be evaluated on elements of $D$ (and similarly for $D_c$), which are equivalence classes of pairs. To simplify notation, we will effectively regard $f$ as a function of two variables and write e.g. $f(\rho, \sigma)$ for its value on the equivalence class of the dichotomy $(\rho, \sigma)$.

**Proposition 3.7.** Let $\alpha \geq 1$ and consider the map $f_\alpha : D_c \rightarrow \mathbb{R}_{\geq 0}$ defined as

$$f_\alpha(p, q) = \sum_{x \in X} p_x^{\alpha} q_x^{1-\alpha}.$$  \hspace{1cm} (25)

Then $f_\alpha \in \Delta(D_c, \preceq)$.

**Proof.** It is clear that $f_\alpha$ is a semiring homomorphism for every $\alpha \geq 1$, thus we need to show that it is also monotone. This immediately follows from the data processing inequality for the Rényi divergence since $f_\alpha(p, q) = 2^{(\alpha-1)D_\alpha(p||q)}$, but for completeness we provide a direct proof.

Suppose that $(p, q)$ and $(r, s)$ are classical dichotomies characterized by the probabilities $p_x, q_x, r_y, s_y$ ($x \in X$, $y \in Y$) and $(p, q) \triangleright (r, s)$. The ordering means that there is a completely positive trace-nonincreasing map $T : \mathcal{B}(\mathcal{C}^X) \rightarrow \mathcal{B}(\mathcal{C}^Y)$ such that

$$\sum_{x \in X} p_x T(|x\rangle\langle x|) \geq \sum_{y \in Y} r_y |y\rangle\langle y|$$ \hspace{1cm} (26)

$$\sum_{x \in X} q_x T(|x\rangle\langle x|) = \sum_{y \in Y} s_y |y\rangle\langle y|.$$ \hspace{1cm} (27)

The dephasing maps $D_X : \mathcal{B}(\mathcal{C}^X) \rightarrow \mathcal{B}(\mathcal{C}^X)$ given by $D_X(|x_1\rangle\langle x_2|) = \delta_{x_1, x_2} |x_1\rangle\langle x_2|$ are completely positive and $D_X (D_Y)$ fixes $p$ and $q$ $(r$ and $s)$, therefore we can replace $T$ with $D_Y \circ T \circ D_X$. This composition is essentially a classical substochastic map with matrix entries $T_{xy} := \langle y | T(|x\rangle\langle x|) | y \rangle$. Let $Q_y = \sum_{x \in X} T_{xy} q_x$. Then

$$f_\alpha(r, s) = \sum_{y \in \supp Q} r_y^{\alpha} s_y^{1-\alpha}$$

$$\leq \sum_{y \in \supp Q} \left( \sum_{x \in \supp q} T_{xy} p_x \right)^\alpha \left( \sum_{x \in \supp q} T_{xy} q_x \right)^{1-\alpha}$$

$$= \sum_{y \in \supp Q} Q_y \left( \sum_{x \in \supp q} \frac{T_{xy} q_x}{Q_y} \right)^\alpha$$

$$\leq \sum_{y \in \supp Q} Q_y \sum_{x \in \supp q} T_{xy} q_x \left( \frac{p_x}{q_x} \right)^\alpha$$

$$= \sum_{x \in \supp q} q_x \left( \frac{p_x}{q_x} \right)^\alpha \sum_{y \in \supp Q} T_{xy}$$

$$\leq \sum_{x \in \supp q} q_x \left( \frac{p_x}{q_x} \right)^\alpha = f_\alpha(p, q),$$

\hspace{1cm} (28)
where the first inequality uses (26), the second inequality uses convexity of \( x \mapsto x^\alpha \) and the third inequality uses that \( \sum_y T_{xy} \leq 1 \).

We are now in a position to prove that \( \mathcal{D} \) satisfies the conditions of Theorem 2.2. The first condition is verified with an application of Proposition 3.6, while for the second condition we use the spectral points presented in Proposition 3.7 in the large \( \alpha \) limit.

**Proposition 3.8.** Let \( M \) be the set of dichotomies on \( \mathbb{C} \) and \( S_0 \subseteq D \) the subsemiring generated by \( M \).

(i) The map \( \mathbb{N} \to \mathcal{D} \) is an order embedding.

(ii) For every dichotomy \( (\rho, \sigma) \neq 0 \) there is an \( m \in M \) and \( n \in \mathbb{N} \) such that \( 1 \preceq m(\rho, \sigma) \preceq n \).

(iii) If \( m \in M \) and \( \text{ev}_m : \Delta(S_0, \preceq) \to \mathbb{R}_{\geq 0} \) is bounded, then there is an \( n \in \mathbb{N} \) such that \( m \preceq n \).

**Proof.** (i): Let \( n, n' \in \mathbb{N} \). The corresponding elements in \( \mathcal{D} \) are represented by \((I_n, I_n)\) and \((I_{n'}, I_{n'})\), where \( I_n \) is the identity on \( \mathbb{C}^n \). Since \( (0, 0) \preceq (1, 1) \), if \( n \leq n' \) then also \( (I_n, I_n) \preceq (I_{n'}, I_{n'}) \). On the other hand, if \( n > n' \) then a completely positive trace nonincreasing map \( T : B(\mathbb{C}^{n'}) \to B(\mathbb{C}^n) \) cannot satisfy \( T(I_{n'}) \geq I_n \) since this would require \( n' = \text{Tr} I_{n'} \geq \text{Tr}[T(I_{n'})] \geq \text{Tr} I_n = n > n' \).

(ii): Let \( (\rho, \sigma) \neq 0 \) be a dichotomy and let

\[
\lambda = \min \{ t \in \mathbb{R} | \rho \leq t\sigma \} = \|\sigma^{-1/2} \rho \sigma^{-1/2}\|_\infty,
\]

(29)

where the inverse is understood on the support of \( \sigma \). Then \((1, \lambda)(\rho, \sigma) = (\rho, \lambda \sigma)\) satisfies the conditions of Proposition 3.6, therefore we can choose \( m = (1, \lambda) \).

(iii): Let \( p, q \in \mathbb{R}_{\geq 0} \) and consider the element \( m := (p, q) \in M \). Since \( S_0 \subseteq \mathcal{D}_c \), every function in Proposition 3.7 also gives rise to an element of \( \Delta(S_0, \preceq) \) by restriction. Suppose that \( \text{ev}_m \) is bounded. Then

\[
\infty > \lim sup_{\alpha \to \infty} f_\alpha(p, q) = q \lim_{\alpha \to \infty} \left( \frac{p}{q} \right)^\alpha,
\]

(30)

which is equivalent to \( p \leq q \). By the argument in the proof of Proposition 3.6 we see that \( (p, q) \preceq n \) for some \( n \in \mathbb{N} \) (namely \( n = \lfloor q \rfloor \)).

An important byproduct of the findings above is that Proposition 2.3 applies to the inclusion of \( \mathcal{D}_c \) in \( \mathcal{D} \), which means that every monotone homomorphism \( f : \mathcal{D}_c \to \mathbb{R}_{\geq 0} \) has at least one (monotone, homomorphic) extension to \( \mathcal{D} \).

**Corollary 3.9.** Let \( i : \mathcal{D}_c \hookrightarrow \mathcal{D} \) be the inclusion. Then \( \Delta(i) \) is surjective.

**Proof.** Let \( (\rho, \sigma) \) be a dichotomy. By (ii) of Proposition 3.8 there is an \( m \in M \) and \( 1 \preceq m(\rho, \sigma) \preceq n \). Both \( m \) and \( n = (I_n, I_n) \) are classical, therefore the condition in Proposition 2.3 is satisfied by the subsemiring \( \mathcal{D}_c \). We conclude that \( \Delta(i) \) is surjective. □
4 Spectral points

In this section we describe all the elements of $\Delta(D, \preceq)$ explicitly. To this end, we first find every element of $\Delta(D_c, \preceq)$ and show that each of them has at most one extension to $D$. Together with Corollary 3.9 this implies that there is exactly one extension.

**Proposition 4.1.** Let $f \in \Delta(D_c, \preceq)$. Then there is an $\alpha \in \{0\} \cup [1, \infty)$ such that $f(p, q) = p^\alpha q^{1-\alpha}$ for a dichotomy $(p, q)$ on $\mathbb{C}$ (with the convention $0^00^{1-\alpha} = 0$).

**Proof.** Let $g(x) = f(x, x)$ for $x \in \mathbb{R}_{\geq 0}$ and $h(y) = f(y, 1)$ for $y \in \mathbb{R}_{>0}$. By multiplicativity of $f$, both $g$ and $h$ satisfy the Cauchy functional equation $g(x_1x_2) = g(x_1)g(x_2)$ and $h(y_1y_2) = h(y_1)h(y_2)$ and in addition

$$f(p, q) = f(q, q)f\left(\frac{p}{q}, 1\right) = g(q)h\left(\frac{p}{q}\right).$$ \hfill (31)

If $0 \leq x_1 \leq x_2$, then choosing $T = \frac{x_1}{x_2} \text{id}_{B(\mathbb{C})}$ in Definition 3.3 shows that $(x_1, x_1) \preceq (x_2, x_2)$, thus $g$ must be monotone increasing. Therefore $g(x) = x^\beta$ for some $\beta \geq 0$.

If $0 < y_1 \leq y_2$, then choosing $T = \text{id}_{B(\mathbb{C})}$ in Definition 3.3 shows that $(y_1, 1) \preceq (y_2, 1)$, therefore $h$ is monotone increasing. This implies $h(y) = y^\alpha$ for some $\alpha \geq 0$. By (31) we have

$$f(p, q) = q^\beta \left(\frac{p}{q}\right)^\alpha = p^\alpha q^{\beta-\alpha}$$ \hfill (32)

Consider the dichotomies $(1, 1) + (1, 1)$ on $\mathbb{C}^2$ and $(2, 2)$ on $\mathbb{C}$. Then we have both $(1, 1) + (1, 1) \preceq (2, 2)$ and $(1, 1) + (1, 1) \succeq (2, 2)$, as can be seen by choosing $T = \text{Tr}$ and the map

$$T(1) = \frac{1}{2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$ \hfill (33)

respectively. This implies

$$2 = f((1, 1) + (1, 1)) = f(2, 2) = g(2) = 2^\beta,$$ \hfill (34)

i.e. $\beta = 1$.

Finally, we have $(2, 1) + (1, 2) \succeq (3, 3)$ in the semiring (choose $T = \text{Tr}$), therefore

$$2^\alpha + 2^{1-\alpha} \geq 3,$$ \hfill (35)

which implies $\alpha \notin (0, 1)$. \hfill \square

**Remark 4.2.** If we used relative submajorization as the preorder, then $(1, 1)$ would be greater than $(1, 2)$, therefore monotonicity would require $1 = f(1, 1) \geq f(1, 2) = 2^{1-\alpha}$, i.e. $1 \leq \alpha$.

Now we can complete the classification of elements in the asymptotic spectrum of classical dichotomies.

**Theorem 4.3.** $\Delta(D_c, \preceq) = \{f_\alpha | \alpha \in \{0\} \cup [1, \infty)\}$, where the functions $f_\alpha : D_c \to \mathbb{R}_{\geq 0}$ are given by

$$f_\alpha(p, q) = \sum_{x \in X} p_x \alpha q_x^{1-\alpha},$$ \hfill (36)

with the convention $0^0 = 1$. 
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Proof. We saw in Proposition 3.7 that \( f_\alpha \in \Delta(\mathcal{D}_c, \prec) \) for \( \alpha \geq 1 \). The map \( f_0(p, q) = \sum_{x \in \mathcal{X}} q_x = \text{Tr} q \) is clearly additive, multiplicative, normalized and monotone under trace nonincreasing maps. We show that these monotones exhaust the set of monotone homomorphisms allowed by Proposition 4.1.

Let \( f \in \Delta(\mathcal{D}_c, \prec) \). Consider the subsemiring \( S_0 \) generated additively by dichotomies on \( C \), as in Proposition 3.8. Its elements can be represented by pairs \((p, q)\) where

\[
p = \sum_{x \in \mathcal{X}} p_x |x\rangle\langle x|
\]

\[
q = \sum_{x \in \mathcal{X}} q_x |x\rangle\langle x|
\]

for some finite set \( \mathcal{X} \) and strictly positive numbers \((p_x)_{x \in \mathcal{X}}, (q_x)_{x \in \mathcal{X}}\), and with the addition in the semiring we may write this as

\[
(p, q) = \sum_{x \in \mathcal{X}} (p_x, q_x).
\]

This means that a monotone semiring homomorphism \( f : S_0 \rightarrow \mathbb{R}_{\geq 0} \) is in fact uniquely determined by its values on dichotomies on \( C \). Thus the restriction of \( f \) to \( S_0 \) must agree with \( f_\alpha \) for some \( \alpha \) in the indicated range.

Similarly, elements of \( D_c \) are also of the form \((37)\) with \( 0 \leq p_x < q_x \) allowed as long as \( p \neq 0 \). For every \( \epsilon > 0 \) the inequality \((p + \epsilon q, q) \succ (p, q)\) holds (choose \( T = \text{id} \)), therefore

\[
f(p, q) \leq \liminf_{\epsilon \to 0^+} f(p + \epsilon q, q)
\]

Next consider the map

\[
T(x) = \epsilon \frac{q}{\|q\|_1} \text{Tr}(x) + (1 - \epsilon)x,
\]

where \( \epsilon \in [0, 1] \). \( T \) is (completely) positive and trace preserving, therefore by Definition 3.3 we have

\[
(p, q) \succ (T(p), T(q)) = \left( \epsilon \frac{q}{\|q\|_1} \text{Tr}(p) + (1 - \epsilon)p, q \right).
\]

\( f \) is monotone, therefore

\[
f(p, q) \geq \limsup_{\epsilon \to 0^+} f \left( \epsilon \frac{q}{\|q\|_1} \text{Tr}(p) + (1 - \epsilon)p, q \right).
\]

The right hand sides of \((40)\) and \((43)\) involve only elements of \( S_0 \), therefore we can evaluate \( f \) on them as \( f_\alpha \), which leads to

\[
f(p, q) \leq \liminf_{\epsilon \to 0^+} f_\alpha(p + \epsilon q, q)
\]

\[
= \lim_{\epsilon \to 0^+} \sum_{x \in \text{supp} q} (p_x + \epsilon q_x)^\alpha q_x^{1-\alpha}
\]

\[
= \sum_{x \in \text{supp} q} p_x^\alpha q_x^{1-\alpha}
\]
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and
\[
    f(p, q) \geq \lim_{\epsilon \to 0^+} \sup_{\epsilon} f_{\alpha} \left( \epsilon \frac{q}{\|q\|_1} \text{Tr}(p) + (1 - \epsilon)p, q \right)
\]
\[
    \geq \lim_{\epsilon \to 0^+} \sum_{x \in \text{supp} q} \left( \epsilon \frac{q_x}{\|q\|_1} \text{Tr}(p) + (1 - \epsilon)p_x \right)_{x}^{\alpha} q_x^{1 - \alpha}
\]
\[
    = \sum_{x \in \text{supp} q} f_{\alpha} q_x^{1 - \alpha},
\]
in both cases with the convention $0^0 := \lim_{\epsilon \to 0^+} \epsilon^0 = 1$.

In the following theorem we reduce the classification of monotone semiring homomorphisms on quantum dichotomies to the classical ones with the help of the pinching map.

**Theorem 4.4.** Consider the functions $f_{\alpha} : \mathcal{D} \to \mathbb{R}_{\geq 0}$ given by
\[
    \tilde{f}_{\alpha}(\rho, \sigma) = \begin{cases} 
        \tilde{Q}_{\alpha}(\rho\|\sigma) = \text{Tr} \left( \sigma_{\frac{1 - \alpha}{n}} \rho \sigma_{\frac{1 - \alpha}{n}} \right)^{\alpha} & \text{if } \alpha \geq 1 \\
        \text{Tr} \sigma & \text{if } \alpha = 0.
    \end{cases}
\]
Then $\Delta(\mathcal{D}, \leq) = \{ \tilde{f}_{\alpha} | \alpha \in \{0\} \cup [1, \infty) \}$.

**Proof.** If $\tilde{f} \in \Delta(\mathcal{D}, \leq)$, then its restriction to $\mathcal{D}_c$ is an element of $\Delta(\mathcal{D}_c, \leq)$. These are of the form $f_{\alpha}$ for $\alpha \in \{0\} \cup [1, \infty)$ (Theorem 4.3). Conversely, by Corollary 3.9 the function $f_{\alpha}$ has at least one extension $\tilde{f} \in \Delta(\mathcal{D}, \leq)$. We show that there is at most one extension for every possible $\alpha$ and that it agrees with $\tilde{f}_{\alpha}$.

Suppose that $\tilde{f} \in \Delta(\mathcal{D}, \leq)$ is an extension of $f_{\alpha}$ with $\alpha \in \{0\} \cup [1, \infty)$, and let $(\rho, \sigma)$ be a dichotomy. For every $n \in \mathbb{N}$ the following inequalities hold in $\mathcal{D}$:
\[
    (\rho^{\otimes n}, \sigma^{\otimes n}) \succ (\mathcal{P}_{\sigma^{\otimes n}}(\rho^{\otimes n}), \sigma^{\otimes n}) \succ (|\text{spec}(\sigma^{\otimes n})|^{-1} \rho^{\otimes n}, \sigma^{\otimes n}).
\]

The first one follows by applying the pinching map $\mathcal{P}_{\sigma^{\otimes n}}$ to both parts of the dichotomy and using that it fixes $\sigma^{\otimes n}$ (see (i) and (ii) of Lemma 2.4). In the second step we decrease the first element, as can be seen from (iv) of Lemma 2.4.

Since $\tilde{f}$ is multiplicative and monotone, we have
\[
    \tilde{f}(\rho, \sigma) = \left( \tilde{f}(\rho^{\otimes n}, \sigma^{\otimes n}) \right)^{1/n}
\]
\[
    \geq \left( \tilde{f}(\mathcal{P}_{\sigma^{\otimes n}}(\rho^{\otimes n}), \sigma^{\otimes n}) \right)^{1/n}
\]
\[
    \geq \left( \tilde{f}(|\text{spec}(\sigma^{\otimes n})|^{-1} \rho^{\otimes n}, \sigma^{\otimes n}) \right)^{1/n}
\]
\[
    = \left( \tilde{f}(|\text{spec}(\sigma^{\otimes n})|^{-1}, 1) \right)^{1/n} \tilde{f}(\rho, \sigma).
\]
The dichotomies $(\mathcal{P}_{\sigma^{\otimes n}}(\rho^{\otimes n}), \sigma^{\otimes n})$ and $(|\text{spec}(\sigma^{\otimes n})|^{-1}, 1)$ are classical ((iii) of Lemma 2.4), therefore $\tilde{f}$ and $f_{\alpha}$ agree on them. Since $1 \leq |\text{spec}(\sigma^{\otimes n})| \leq (n + 1)^{\dim \mathcal{H}}$, we have
\[
    \lim_{n \to \infty} \left( \tilde{f}(|\text{spec}(\sigma^{\otimes n})|^{-1}, 1) \right)^{1/n} = \lim_{n \to \infty} \left( f_{\alpha}(|\text{spec}(\sigma^{\otimes n})|^{-1}, 1) \right)^{1/n} = \lim_{n \to \infty} |\text{spec}(\sigma^{\otimes n})|^{-\alpha/n} = 1.
\]
For \( \alpha = 0 \) we get from (48) with \( n = 1 \) the chain of inequalities \( \hat{f}(\rho, \sigma) \geq \hat{f}(\mathcal{P}_\sigma(\rho), \sigma) \geq \hat{f}(\sigma, \sigma) \), therefore \( \hat{f}(\rho, \sigma) = f_0(\mathcal{P}_\sigma(\rho), \sigma) = \text{Tr} \rho \).

For \( \alpha \geq 1 \), (48) and (49) imply

\[
\hat{f}(\rho, \sigma) = \lim_{n \to \infty} \left( \hat{f}(\mathcal{P}_\sigma \otimes_n (\rho \otimes_n), \sigma \otimes_n) \right)^{1/n} 
= \lim_{n \to \infty} (\text{Tr} \mathcal{P}_\sigma \otimes_n (\rho \otimes_n)^{\alpha}(\sigma \otimes_n)^{1-\alpha})^{1/n} 
= \lim_{n \to \infty} \left( \text{Tr} \left( (\sigma \otimes_n)^{\frac{1-\alpha}{2n}}\mathcal{P}_\sigma \otimes_n (\rho \otimes_n)^{\frac{1-\alpha}{2n}}(\sigma \otimes_n)^{\frac{1-\alpha}{2n}} \right)^{\alpha} \right)^{1/n} 
= \lim_{n \to \infty} \left( \text{Tr} \left( \mathcal{P}_\sigma \otimes_n \left( (\sigma^{\frac{1-\alpha}{2n}} \rho^{\frac{1-\alpha}{2n}} \sigma^{\frac{1-\alpha}{2n}}) \right)^{\alpha} \right) \right)^{1/n} 
= \text{Tr} \left( \sigma^{\frac{1-\alpha}{2n}} \rho \sigma^{\frac{1-\alpha}{2n}} \right)^{\alpha}.
\]

The second and third equalities use that \( \mathcal{P}_\sigma \otimes_n (\rho \otimes_n) \) and \( \sigma \otimes_n \) commute, the fourth one uses that \( \sigma^{\frac{1-\alpha}{2n}} \) commutes with the projections appearing in the pinching map, and the last step uses Proposition 2.5. \( \square \)

For normalized dichotomies \( (\rho, \sigma) \) the function \( f_\alpha \) in (46) is the sandwiched quasi-entropy [WWY14] and can be expressed in terms of the sandwiched Rényi divergence [MLDS+13, WWY14] as

\[
f_\alpha(\rho, \sigma) = 2^{(\alpha-1)\frac{1}{\alpha}D_\alpha(\rho\|\sigma)}.
\]

Note that when \( \text{Tr} \rho \neq 1 \), it is customary to include a \( -\frac{1}{\alpha-1} \log \text{Tr} \rho \) term in the definition of the sandwiched Rényi divergence [MLDS+13].

## 5 Rates for probabilistic asymptotic pair transformations

Now that we have an explicit description of asymptotic spectrum of the semiring of dichotomies, we specialize the rate formula (5). First let us consider normalized dichotomies \( (\rho, \sigma) \) and \( (\rho', \sigma') \) on \( \mathcal{H}, \mathcal{H}' \). Then \( (\rho, \sigma) \gg 1 \) and \( (\rho', \sigma') \gg 1 \) (choose \( T = \text{Tr} \) in Definition 3.3), therefore (6) can be used. Noting that \( f_0(\rho, \sigma) = f_0(\rho', \sigma') \), the rate is given by the same formula for both of the preorders:

\[
R((\rho, \sigma) \rightarrow (\rho', \sigma')) = \inf_{\alpha > 1} \frac{\log f_\alpha(\rho, \sigma)}{\log f_\alpha(\rho', \sigma')} = \inf_{\alpha > 1} \frac{\tilde{D}_\alpha(\rho\|\sigma)}{\tilde{D}_\alpha(\rho'\|\sigma')}.
\]

This means that there are substochastic maps \( T_n : \mathcal{B}(\mathcal{H} \otimes n) \rightarrow \mathcal{B}(\mathcal{H}' \otimes R((\rho, \sigma) \rightarrow (\rho', \sigma')) n + o(n)) \) that map \( n \) copies of \( \sigma \) to roughly \( R((\rho, \sigma) \rightarrow (\rho', \sigma')) n \) copies of \( \sigma' \) with a probability that decays slower than any exponential, and at the same time maps \( n \) copies of \( \rho \) to a subnormalized state \( \tau \) satisfying \( \tau \geq 2^{-o(n)} \sigma' \otimes R((\rho, \sigma) \rightarrow (\rho', \sigma')) n \). The latter condition in turn implies that the probability of failure as well as the approximation error is \( 1 - 2^{-o(n)} \). However, our notion of asymptotic transformations is more restrictive than merely requiring this error since the inequality (13a) implies that even exponentially small components cannot be suppressed completely.

Our rate formula should be contrasted to that of [WW19] and [BST19], i.e. the ratio of (Umegaki) relative entropies, which is valid for approximate transformations in the first
component with asymptotically vanishing error. The results of [WW19, BST19] show that above the rate $D(\rho\|\sigma)/D(\rho'\|\sigma')$ the approximation error goes to 1 exponentially. This is consistent with our rate being in general lower since at rate (52) we can guarantee an error that approaches 1 slower than any exponential.

In [WW19] dichotomies have been interpreted in terms of a resource theory of asymmetric distinguishability. When considering approximate pair transformations with asymptotically vanishing error, the resource theory is shown to be reversible. The dichotomy $(|0\rangle\langle 0|, \pi)$ with $\pi = 1/2(|0\rangle\langle 0| + |1\rangle\langle 1|)$ serves as a possible unit, referred to as one bit of asymmetric distinguishability, and $D(\rho\|\sigma)$ is the asymptotic value of the dichotomy $(\rho, \sigma)$.

Let us calculate the distillation and dilution rates in the sense of our asymptotic transformations. The spectral points in $\Delta(D, \pi)$ evaluate to

$$f_\alpha(|0\rangle\langle 0|, \pi) = \begin{cases} 2^{\alpha - 1} & \text{if } \alpha \geq 1 \\ 1 & \text{if } \alpha = 0, \end{cases}$$

therefore $\tilde{D}_\alpha(|0\rangle\langle 0| \| \pi) = 1$. If we wish to distill from $(\rho, \sigma)$ bits of asymmetric distinguishability, then the optimal rate using (52) is

$$R((\rho, \sigma) \rightarrow (|0\rangle\langle 0|, \pi)) = \inf_{\alpha > 1} \tilde{D}_\alpha(\rho\|\sigma) = D(\rho\|\sigma),$$

which is equal to the rate when an asymptotically vanishing error is allowed. For the reverse task of diluting bits of asymmetric distinguishability to $(\rho, \sigma)$, the rate becomes

$$R((\rho, \sigma) \rightarrow (|0\rangle\langle 0|, \pi)) = \inf_{\alpha > 1} \frac{1}{\tilde{D}_\alpha(\rho\|\sigma)} = \frac{1}{\tilde{D}_\infty(\rho\|\sigma)},$$

where $\tilde{D}_\infty(\rho\|\sigma) = \log \|\sigma^{-1/2} \rho \sigma^{-1/2}\|_\infty$ is the max-divergence [Ren08, Dat09]. This rate is equal to the inverse of the asymptotic cost in the exact dilution task [WW19].

We note that the form and the meaning of our rate formula (52) is reminiscent of the zero-exponent limit of the rate formula for bipartite entanglement transformations [JV19]. In both cases the value corresponds to the rate where the theory of asymptotic spectra guarantees a success probability that decays slower than any exponential in the number of copies. For entanglement transformations an independent calculation shows that with the same rate it is actually possible to have a success probability going to 1 [JV19], therefore we expect that a similar improvement is possible in the present case as well.

5.1 Strong converse exponents

We turn to the asymptotic comparison of possibly unnormalized dichotomies. Recall that $M$ is the set of nonzero dichotomies on $\mathbb{C}$. Every nonzero dichotomy is the product of a normalized one with an element of $M$ in a unique way. Since $M$ consists of invertible elements, we may assume without loss of generality that the initial pair is normalized.

Let $(\rho, \sigma)$ and $(\rho', \sigma')$ be normalized dichotomies and $r, R \geq 0$. The inequality $(\rho, \sigma) \gtrsim (2^{-R} \rho', 2^{-r} \sigma')$ means that there exists a sequence of trace-nonincreasing channels $T_n : \mathcal{B}(\mathcal{H}^{\otimes n}) \rightarrow \mathcal{B}(\mathcal{H}^{\otimes n})$ that transform $\sigma^{\otimes n}$ to $\sigma'^{\otimes n}$ exactly with probability $2^{-rn + o(n)}$, and that transform $\rho^{\otimes n}$ to a subnormalized state that is larger than $2^{-Rn + o(n)} \rho'^{\otimes n}$. As before, the latter implies a success probability at least $2^{-Rn + o(n)}$ and approximation error at most $1 - 2^{-Rn + o(n)}$.

More generally, we may wish to transform $n$ copies of $(\rho, \sigma)$ to $\kappa n + o(n)$ copies of $(\rho', \sigma')$ (for some $\kappa > 0$) with the same probabilities as above. When $\kappa \in \mathbb{N}$, this amounts
to replacing \((\rho', \sigma')\) with \((\rho'^{\otimes \kappa}, \sigma'^{\otimes \kappa})\). While this expression is not meaningful for general \(\kappa > 0\), we obtain the correct trade-off relation by applying the fractional power to the values of the spectral points (this can be seen by rational approximation and considering integer powers of both the initial and the final pair). From Theorem 2.2 and the explicit description of the spectrum as given in Theorem 4.4, we conclude that the necessary and sufficient condition for the possibility of such an asymptotic transformation is

\[
\forall \alpha > 1 : \log f_\alpha(\rho, \sigma) \geq -\alpha R - (1 - \alpha)r + \kappa \log f_\alpha(\rho', \sigma').
\] (56)

This condition captures the trade-off between the exponents \(r, R\) and the rate \(\kappa\). The optimal value of any of these can be expressed in terms of the other two. For example, the minimal error exponent \(R\) can be expressed as

\[
R^*(\kappa, r) = \inf \left\{ R \geq 0 \mid \forall \alpha > 1 : \log f_\alpha(\rho, \sigma) \geq -\alpha R - (1 - \alpha)r + \kappa \log f_\alpha(\rho', \sigma') \right\}
\]

\[
= \inf \left\{ R \geq 0 \right\} \left\{ R \geq \frac{1 - \alpha}{\alpha} r - \frac{1}{\alpha} \log f_\alpha(\rho, \sigma) + \frac{\kappa}{\alpha} \log f_\alpha(\rho', \sigma') \right\}
\]

\[
= \sup_{\alpha > 1} \frac{\alpha - 1}{\alpha} \left[ r - \tilde{D}_\alpha(\rho\|\sigma) + \kappa \tilde{D}_\alpha(\rho'\|\sigma') \right],
\] (57)

where the last equality uses (51). In a similar way one can show that the maximal \(\kappa\) and \(r\) are

\[
\kappa^*(r, R) = \inf_{\alpha > 1} \frac{\alpha - 1}{\alpha} R - r + \tilde{D}_\alpha(\rho\|\sigma)
\]

\[
D_a(\rho'\|\sigma')
\] (58)

and

\[
r^*(\kappa, R) = \inf_{\alpha > 1} \frac{\alpha}{\alpha - 1} R + \tilde{D}_\alpha(\rho\|\sigma) - \kappa \tilde{D}_\alpha(\rho'\|\sigma').
\] (59)

### 5.2 Hypothesis testing

We consider the hypothesis testing problem of distinguishing two sources of independent and identically distributed copies of one of two quantum states \(\rho\) and \(\sigma\) on \(\mathcal{H}\). The observer is allowed to perform a measurement on \(n\) copies, described by a two-outcome POVM \((\Pi_n, I - \Pi_n)\) where \(\Pi_n \in \mathcal{B}(\mathcal{H}^\otimes n)\) satisfies \(0 \leq \Pi_n \leq I\). The outcome associated with \(\Pi_n\) results in accepting the null hypothesis \(\rho\), whereas alternative hypothesis gets accepted upon obtaining the other outcome.

A Type I error occurs when the state in question was \(\rho\) but the observer finds that it was \(\sigma\). This happens with probability \(\alpha_n(\Pi_n) := \text{Tr}(\rho^\otimes n(I - \Pi_n))\). A Type II error occurs in the opposite case, when the state was \(\sigma\) but the null hypothesis is accepted. This happens with probability \(\beta_n(\Pi_n) = \text{Tr}(\sigma^\otimes n \Pi_n)\). For every \(n\) there is a trade-off between the probabilities of the two kinds of errors and we are interested in the possible behaviors of both probabilities in the limit \(n \to \infty\).

The quantum Stein’s lemma [HP91] says that for all \(\epsilon \in (0, 1)\), for every sequence of measurements \((\Pi_n)_{n \in \mathbb{N}}\) under the condition \(\alpha_n(\Pi_n) \leq \epsilon\) the Type II error probability satisfies

\[
\limsup_{n \to \infty} \frac{1}{n} \log \beta_n(\Pi_n) \geq D(\rho\|\sigma),
\] (60)

and there is a sequence of measurements attaining this value as a limit. The strong converse property, proved in [ON05], states that for any sequence that does not satisfy
the probability of the Type I error necessarily converges to 1 exponentially fast. The smallest possible exponent, called the strong converse exponent was found in [MO15]. We now show how one can obtain the same result with our methods.

First note that there is a bijection between two-outcome measurements (tests) on a Hilbert space $\mathcal{H}$ and completely positive trace-nonincreasing maps $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathbb{C}) \simeq \mathbb{C}$. Indeed, given a POVM $(\Pi, I - \Pi)$ on $\mathcal{H}$ we can define the map $T(x) = \text{Tr}(x\Pi)$ and conversely, any linear map $T : \mathcal{B}(\mathcal{H}) \to \mathbb{C}$ is of the form $T(x) = \text{Tr}(xA)$ for some $A \in \mathcal{B}(\mathcal{H})$, and such a map is (completely) positive iff $A \geq 0$ and trace-nonincreasing iff $A \leq I$. For this reason, when $(\rho, \sigma)$ is a normalized dichotomy on $\mathcal{H}$ and $(a, b)$ is a dichotomy on $\mathbb{C}$, we may restate the condition for $(\rho, \sigma) \succeq (a, b)$ as $\exists \Pi \in \mathcal{B}(\mathcal{H}), 0 \leq \Pi \leq I$ such that

\begin{align*}
1 - \alpha(\Pi) &= \text{Tr}\rho \Pi \geq a, \\
\beta(\Pi) &= \text{Tr}\sigma \Pi = b.
\end{align*}

Accordingly, the asymptotic ordering $(\rho, \sigma) \succ (2^{-R}, 2^{-r})$ means that there is a sequence of measurement operators $(\Pi_n)_{n \in \mathbb{N}}$ such that

\begin{align*}
1 - \alpha_n(\Pi_n) &\geq 2^{-Rn + o(n)}, \\
\beta_n(\Pi_n) &= 2^{-rn + o(n)}.
\end{align*}

We obtain the strong converse exponent as a function of $r \geq 0$ by specializing (57) to the target pair $(1, 1)$:

$$R^*(r) = \sup_{\alpha > 1} \frac{\alpha - 1}{\alpha} \left[ r - \tilde{D}_\alpha(\rho\|\sigma) \right].$$

### 5.3 Work-assisted transformations

In the resource theory approach to thermodynamics, one fixes a background inverse temperature $\beta$ and models thermal operations as energy-preserving unitaries acting jointly on the system in question and an arbitrary heat bath at inverse temperature $\beta$. Gibbs-preserving maps are a convenient relaxation of thermal operations, and form the free operations in the resource theory of athermality. Classically, the possible state transformations are identical for these two choices of allowed operations [HO13], whereas in the quantum setting Gibbs-preserving maps are strictly more powerful than thermal operations [FOR15].

Consider a quantum system with Hilbert space $\mathcal{H}$ and Hamiltonian $H \in \mathcal{B}(\mathcal{H})$. The Gibbs state at temperature $\beta$ is $\gamma_{H, \beta} = \frac{1}{Z(\beta)} 2^{-\beta H}$ where the normalizing factor $Z(\beta) = \text{Tr} 2^{-\beta H}$ is the partition function (note that in statistical mechanics the base of logarithms and exponentials is usually $e$ – all the formulas below remain valid with this choice). Note that a linear map preserves $\gamma_{H, \beta}$ iff it preserves $2^{-\beta H}$, therefore we will omit the normalizing factor.

Let $\mathcal{H}_B = \mathbb{C}^2$ be a second Hilbert space modelling a battery with Hamiltonian

$$H_B(w) = \begin{bmatrix} 0 & 0 \\ 0 & w \end{bmatrix} = w |1\rangle\langle 1|.$$

Changing the state of the battery from $|1\rangle\langle 1|$ to $|0\rangle\langle 0|$ can be interpreted as drawing work $w$ from it. It may happen that the transformation $\rho \to \rho'$ becomes thermodynamically possible if at the same time we draw some amount $w$ of work from a battery, where the two-component system is described by the Hamiltonian $H \otimes I_2 + I_H \otimes H_B(w)$. The smallest such $w$ is the work cost of the transformation.
Asymptotically, if we allow joint Gibbs-preserving maps that succeed with a probability that decays slower than any exponential, then the condition for a transformation is

$$f_\alpha(\rho \otimes |1\rangle|1\rangle, 2^{-\beta H} \otimes 2^{-\beta H_{B(w)}}) \geq f_\alpha(\rho' \otimes |0\rangle|0\rangle, 2^{-\beta H} \otimes 2^{-\beta H_{B(w)}})$$  \hspace{1cm} (67)$$

for all $\alpha \in \{0\} \cup [1, \infty)$. $f_0$ and $f_1$ are the traces of the second and first component of the dichotomy, which evaluate to the same value on both sides. Using multiplicativity of $f_\alpha$ we can write the asymptotic work cost per copy as

$$w^* = \inf \left\{ w \in \mathbb{R} \mid \forall \alpha > 1 : 2^{-(1-\alpha)\beta w} f_\alpha(\rho, 2^{-\beta H}) \geq f_\alpha(\rho', 2^{-\beta H}) \right\}$$

$$= \inf \left\{ w \in \mathbb{R} \mid \forall \alpha > 1 : (\alpha - 1) \beta w + \log f_\alpha(\rho, 2^{-\beta H}) \geq \log f_\alpha(\rho', 2^{-\beta H}) \right\}$$

$$= \sup_{\alpha > 1} \frac{1}{(\alpha - 1)\beta} \log f_\alpha(\rho', 2^{-\beta H}) - \frac{1}{(\alpha - 1)\beta} \log f_\alpha(\rho, 2^{-\beta H})$$

$$= \sup_{\alpha > 1} \frac{1}{\beta} \tilde{D}_\alpha(\rho'\|2^{-\beta H}) - \frac{1}{\beta} \tilde{D}_\alpha(\rho\|2^{-\beta H}).$$  \hspace{1cm} (68)$$

We note that

$$\frac{1}{\beta} D\left(\rho\|2^{-\beta H}\right) = \frac{1}{\beta} \text{Tr} \rho (\log \rho - \log 2^{-\beta H}) = \frac{1}{\beta} \text{Tr} \rho (\beta H + \log \rho) = E - \frac{1}{\beta} H(\rho)$$  \hspace{1cm} (69)$$

is the Helmholtz free energy, therefore $\frac{1}{\beta} \tilde{D}_\alpha(\rho\|2^{-\beta H})$ may be thought of as a free energy of order $\alpha$ [BHN+15]. When the state $\rho$ is the Gibbs state $\frac{1}{Z(\beta)} 2^{-\beta H}$, the Rényi divergences become independent of $\alpha$ and are equal to $-\log Z(\beta)$. Since in general $\alpha \mapsto \tilde{D}_\alpha(\rho\|2^{-\beta H})$ is an increasing function, we can evaluate (68) if either the initial or the final state is the Gibbs state. If $\rho = \gamma_{H,\beta}$ the work cost (68) becomes

$$w^* = \frac{1}{\beta} \tilde{D}_\infty(\rho'\|2^{-\beta H}) + \frac{1}{\beta} \log Z(\beta) = \frac{1}{\beta} \tilde{D}_\infty(\rho'\|\gamma_{H,\beta}).$$  \hspace{1cm} (70)$$

In contrast, if the final state is $\rho' = \gamma_{H,\beta}$, (68) simplifies to

$$w^* = -\frac{1}{\beta} \log Z(\beta) - \frac{1}{\beta} D\left(\rho\|2^{-\beta H}\right) = -\frac{1}{\beta} D(\rho\|\gamma_{H,\beta}),$$  \hspace{1cm} (71)$$

where the negative sign indicates that work is extracted in the process.

More generally, suppose that the transformation is probabilistic and approximate, while it still preserves the Gibbs state exactly. If the success probability is allowed to decay as $2^{-Rn}$ for some $R \geq 0$, then the relevant inequality is $(\rho \otimes |1\rangle|1\rangle, 2^{-\beta H} \otimes 2^{-\beta H_{B(w)}}) \geq (2^{-R} \rho' \otimes |0\rangle|0\rangle, 2^{-\beta H} \otimes 2^{-\beta H_{B(w)}})$. Assuming that we invest work $w$ per copy, the slowest decay rate is given by (here a negative supremum should be understood as $R^*(w) = 0$)

$$R^*(w) = \inf \left\{ R \in \mathbb{R}_{\geq 0} \mid \forall \alpha > 1 : 2^{-(1-\alpha)\beta w} f_\alpha(\rho, 2^{-\beta H}) \geq 2^{-\alpha R} f_\alpha(\rho', 2^{-\beta H}) \right\}$$

$$= \inf \left\{ R \in \mathbb{R}_{\geq 0} \mid \forall \alpha > 1 : (\alpha - 1) \beta w + \log f_\alpha(\rho, 2^{-\beta H}) \geq -\alpha R + \log f_\alpha(\rho', 2^{-\beta H}) \right\}$$

$$= \inf \left\{ R \in \mathbb{R}_{\geq 0} \mid \forall \alpha > 1 : \alpha R \geq \log f_\alpha(\rho', 2^{-\beta H}) - \log f_\alpha(\rho, 2^{-\beta H}) + (\alpha - 1) \beta w \right\}$$

$$= \sup_{\alpha > 1} \frac{1}{\alpha} \log f_\alpha(\rho', 2^{-\beta H}) - \frac{1}{\alpha} \log f_\alpha(\rho, 2^{-\beta H}) - \frac{\alpha - 1}{\alpha} \beta w$$

$$= \beta \sup_{\alpha > 1} \frac{\alpha - 1}{\alpha} \left[ \frac{1}{\beta} \tilde{D}_\alpha(\rho'\|2^{-\beta H}) - \frac{1}{\beta} \tilde{D}_\alpha(\rho\|2^{-\beta H}) - w \right].$$
In the special case where the initial state is the Gibbs state, this expression simplifies to

\[ R^*(w) = \max \left\{ 0, \tilde{D}_\infty(\rho' \| \gamma_{H,\beta}) - \beta w \right\}. \]  

(73)

Acknowledgement

We thank Alexander Müller-Hermes for useful discussions. Supported by the ÚNKP-19-4 New National Excellence Program of the Ministry for Innovation and Technology and the János Bolyai Research Scholarship of the Hungarian Academy of Sciences and the National Research, Development and Innovation Fund of Hungary within the Quantum Technology National Excellence Program (Project Nr. 2017-1.2.1-NKP-2017-00001) and via the research grants K124152, KH129601 (PV). A. H. Werner thanks the VILLUM FONDEN for its support with a Villum Young Investigator Grant (Grant No. 25452) and its support via the QMATH Centre of Excellence (Grant No. 10059).

References

[BHN+15] Fernando Brandao, Michal Horodecki, Nelly Ng, Jonathan Oppenheim, and Stephanie Wehner. The second laws of quantum thermodynamics. *Proceedings of the National Academy of Sciences*, 112(11):3275–3279, 2015. arXiv:1305.5278, doi:10.1073/pnas.1411728112.

[BST19] Francesco Buscemi, David Sutter, and Marco Tomamichel. An information-theoretic treatment of quantum dichotomies. *Quantum*, 3:209, 2019. arXiv:1907.08539, doi:10.22331/q-2019-12-09-209.

[CG19] Eric Chitambar and Gilad Gour. Quantum resource theories. *Reviews of Modern Physics*, 91(2):025001, 2019. arXiv:1806.06107, doi:10.1103/RevModPhys.91.025001.

[CK11] Imre Csiszár and János Körner. *Information theory: coding theorems for discrete memoryless systems*. Cambridge University Press, second edition, 2011. doi:10.1017/CBO9780511921889.

[Dat09] Nilanjana Datta. Min-and max-relative entropies and a new entanglement monotone. *IEEE Transactions on Information Theory*, 55(6):2816–2826, 2009. arXiv:0803.2770, doi:10.1109/TIT.2009.2018325.

[Dix81] Jacques Dixmier. *von Neumann algebras*, volume 27. North Holland Publishing Company, 1981.

[Dye52] HA Dye. The Radon–Nikodym theorem for finite rings of operators. *Transactions of the American Mathematical Society*, 72(2):243–280, 1952. doi:10.2307/1990754.

[FOR15] Philippe Faist, Jonathan Oppenheim, and Renato Renner. Gibbs-preserving maps outperform thermal operations in the quantum regime. *New Journal of Physics*, 17(4):043003, 2015. arXiv:1406.3618, doi:10.1088/1367-2630/17/4/043003.
Tobias Fritz. Resource convertibility and ordered commutative monoids. *Mathematical Structures in Computer Science*, 27(6):850–938, 2017. arXiv:1504.03661, doi:10.1017/S0960129515000444.

Tobias Fritz. A generalization of Strassens Positivstellensatz. *Communications in Algebra*, 49(2):482–499, 2021. arXiv:1810.08667, doi:10.1080/00927872.2020.1803344.

Masahito Hayashi. Optimal sequence of quantum measurements in the sense of Stein’s lemma in quantum hypothesis testing. *Journal of Physics A: Mathematical and General*, 35(50):10759, 2002. arXiv:quant-ph/0208020, doi:10.1088/0305-4470/35/50/307.

Michal Horodecki and Jonathan Oppenheim. Fundamental limitations for quantum and nanoscale thermodynamics. *Nature communications*, 4(1):1–6, 2013. arXiv:1111.3834, doi:10.1038/ncomms3059.

Fumio Hiai and Dénes Petz. The proper formula for relative entropy and its asymptotics in quantum probability. *Communications in mathematical physics*, 143(1):99–114, 1991. doi:10.1007/BF02100287.

Asger Kjærulff Jensen and Pétér Vrana. The asymptotic spectrum of LOCC transformations. *IEEE Transactions on Information Theory*, 66(1):155–166, Jan 2019. arXiv:1807.05130, doi:10.1109/TIT.2019.2927555.

Yinan Li and Jeroen Zuiddam. Quantum asymptotic spectra of graphs and non-commutative graphs, and quantum shannon capacities. *IEEE Transactions on Information Theory*, 67(1):416–432, 2020. arXiv:1810.00744, doi:10.1109/TIT.2020.3032686.

Keiji Matsumoto. Reverse test and characterization of quantum relative entropy. 2010. arXiv:1010.1030.

Martin Müller-Lennert, Frédéric Dupuis, Oleg Szehr, Serge Fehr, and Marco Tomamichel. On quantum Rényi entropies: A new generalization and some properties. *Journal of Mathematical Physics*, 54(12):122203, 2013. arXiv:1306.3142, doi:10.1063/1.4838856.

Milán Mosonyi and Tomohiro Ogawa. Quantum hypothesis testing and the operational interpretation of the quantum Rényi relative entropies. *Communications in Mathematical Physics*, 334(3):1617–1648, 2015. arXiv:1309.3228, doi:10.1007/s00220-014-2248-x.

Tomohiro Ogawa and Hiroshi Nagaoka. Strong converse and Stein’s lemma in quantum hypothesis testing. In *Asymptotic Theory Of Quantum Statistical Inference: Selected Papers*, pages 28–42. World Scientific, 2005. arXiv:quant-ph/9906090, doi:10.1142/9789812563071_0003.

Renato Renner. *Security of quantum key distribution*. PhD thesis, 2008. arXiv:quant-ph/0512258, doi:10.1142/S0219749908003256.

Joseph M Renes. Relative submajorization and its use in quantum resource theories. *Journal of Mathematical Physics*, 57(12):122202, 2016. arXiv:1510.03695, doi:10.1063/1.4972295.
[Str88] Volker Strassen. The asymptotic spectrum of tensors. *Journal für die reine und angewandte Mathematik*, 384:102–152, 1988. doi:10.1515/crll.1988.384.102.

[Tom15] Marco Tomamichel. *Quantum Information Processing with Finite Resources: Mathematical Foundations*, volume 5. Springer, 2015. arXiv:1504.00233, doi:10.1007/978-3-319-21891-5.

[Ume62] Hisaharu Umegaki. Conditional expectation in an operator algebra, iv (entropy and information). In *Kodai Mathematical Seminar Reports*, volume 14, pages 59–85. Department of Mathematics, Tokyo Institute of Technology, 1962. doi:10.2996/kmj/1138844604.

[Vra20] Péter Vrana. A generalization of Strassen’s spectral theorem. 2020. arXiv:2003.14176.

[WW19] Xin Wang and Mark M Wilde. Resource theory of asymmetric distinguishability. *Physical Review Research*, 1(3):033170, 2019. arXiv:1905.11629, doi:10.1103/PhysRevResearch.1.033170.

[WWY14] Mark M Wilde, Andreas Winter, and Dong Yang. Strong converse for the classical capacity of entanglement-breaking and hadamard channels via a sandwiched Rényi relative entropy. *Communications in Mathematical Physics*, 331(2):593–622, 2014. arXiv:1306.1586, doi:10.1007/s00220-014-2122-x.

[Zui19] Jeroen Zuiddam. The asymptotic spectrum of graphs and the Shannon capacity. *Combinatorica*, 2019. arXiv:1807.00169, doi:10.1007/s00493-019-3992-5.