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Abstract—An increasing amount of gas-fired power plants are currently being installed in modern power grids worldwide. This is due to their low cost and the inherent flexibility offered to the electrical network, particularly in the face of increasing renewable generation. However, the integration and operation of gas generators poses additional challenges to gas network operators, mainly because they can induce rapid changes in the demand. This paper presents an efficient minimization scheme of gas compression costs under dynamic conditions where deliveries to customers are described by time-dependent mass flows. The optimization scheme is comprised of a set of transient nonlinear partial differential equations that model the isothermal gas flow in pipes, an adjoint problem for efficient calculation of the objective gradients and constraint Jacobians, and state-of-the-art optimal control methods for solving nonlinear programs. As the evaluation of constraint Jacobians can become computationally costly as the number of constraints increases, efficient constraint lumping schemes are proposed and investigated with respect to accuracy and performance. The resulting optimal control problems are solved using both interior-point and sequential quadratic programming methods. The proposed optimization framework is validated through several benchmark cases of increasing complexity.

Index Terms—gas network, adjoints, gradients, optimization.

I. INTRODUCTION

In recent years, there has been a global increase in the production of natural gas due to the advent of hydraulic fracturing to recover natural gas from shale rock formations. The abundance of natural gas combined with its competitively low cost, and its lower carbon intensity compared to coal has led to an increase in the amount of gas-fired generation units in the electrical system. At the same time there is an increasing penetration of renewable energy sources (RES) in the electrical system. Any fluctuation caused by these RES needs to be balanced by other resources. Certain types of gas-fired generation are well suited for these balancing actions, however, the rapid change of gas demand can create challenging operating conditions for the gas network operator.

Historically, the flows through the network were time invariant allowing the assumption of steady state flow. However, the current paradigm shift towards more variable gas-fired generator operation falsifies this assumption and requires transient state modelling of the gas network. Modelling the transient state of the network is computationally expensive. However, it can provide much more detailed insights into the network state at any time instance. Another benefit of modelling the transient state of the network is that the effect of the networks linepack are naturally incorporated into the model [1].

The transients in the network are the outcome of the inflows and outflows in the network but also the setting of certain active network elements such as valves and compressors. The set points for these active elements can be chosen based on operator experience and rule-based control schemes or preferably by solving an optimal control problem of either the steady state problem [2] or the transient problem [3] ensuring reliable and cost effective network operation. This is especially important given the increasing variability in gas demand due to uncertainty in the electrical system which requires the selection of set points that are robust against possible future outcomes. There are many techniques [4] for optimization under uncertainty, however, a limiting factor in applying these techniques for intercoupled energy systems, is the computational intensity of solving the optimal control problem for a transient gas network model. While much research has been done on the optimized operation of electrical networks [5], optimization of gas networks and combined gas-electric networks has only recently gained significant attention [6] [7].

This paper introduces an efficient treatment of the optimal gas flow (OGF) problem where the minimization of gas compression costs are subject to dynamic equality and inequality constraints. The equality constraints are the isothermal transient partial differential equations (Euler’s equations), introduced in Sect. [II] that model the gas flows in pipes. The inequality constraints guarantee reliable and secure network operation by limiting the pressure at every node to be between operational limits. The required discretization of the aforementioned PDEs both in space and time is described in Sect. [III] Furthermore, a Newton-continuation scheme is introduced for robust convergence at each timestep under discontinuous compressor ratios. A detailed description of the OGF problem for minimizing gas compression costs subject to the aforementioned constraints is provided in Sect. [IV] This is followed by the introduction of a discrete adjoint problem formulation for the efficient calculation of the objective gradients and constraint Jacobians and efficient constraint-lumping schemes, introduced in [V] [6] for the acceleration of the solution of the OGF problem. State-of-the-art interior-point and sequential quadratic programming methods are used to guide the minimization of the objective using the gradients provided from the adjoint problem. Through several benchmark cases of increasing complexity we investigate the efficiency and robustness of the proposed constraint lumping techniques in Sect. [V] and we conclude in Sect. [VI]

II. GAS NETWORK MODELING

A gas network consists of supply nodes and demand nodes, interconnected primarily with pipelines. The gas flow in
a pipeline is driven by the pressure difference across the pipeline. When using steady state assumptions for the gas network, the resulting model simplifies to a nonlinear algebraic set of equations. This computationally simpler steady-state analysis is frequently used for long-term problems such as gas network planning, and have been used in many works on gas-electric interactions [2], [10]. However, transients in the gas network can be on the order of hours and the network may never reach steady state. Therefore, it is important to properly account for these transients in daily operational planning by modeling the system with Euler’s equations for compressible fluids.

A. Isothermal gas flow in pipelines

Under the assumptions of a one-dimensional pipe domain, single phase flow, constant temperature, and steady state friction factor $f_r$ calculated by the Chen’s formula [11], the Euler equations are simplified to

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0,$$

$$\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p(\rho))}{\partial x} = -f_r \frac{\rho u |\rho u|}{2D\rho},$$

where $D$ is the pipe diameter, $\rho(x,t)$ is the gas density and $u(x,t)$ is the velocity of gas. In high-pressure gas systems where $\rho \ll c$, the term $\frac{\partial (\rho u^2)}{\partial x}$ can be neglected [12]. The equation of state $p(\rho)$ describing the dependence of pressure $p$ on the density $\rho$ is, in the context of isothermal gas flow, usually assumed as

$$p(\rho) = \frac{z \mathcal{R} T}{M_g} \rho = c^2 \rho,$$

where $z$ is the natural gas compressibility factor, $\mathcal{R}$ the universal gas constant, $M_g$ the molecular weight of the gas, and $T$ the temperature of the gas. The parameter $c$ can be viewed as the speed of sound in the gas. Using the fact that the mass flow $m$ is

$$m = \rho u \frac{\pi D^2}{4},$$

and incorporating this into (1) and (2) leads to the following set of equations

$$\frac{\partial \rho}{\partial t} = \frac{c^2}{A} \frac{\partial m}{\partial x},$$

$$\frac{\partial m}{\partial t} + A \frac{\partial \rho}{\partial x} = -f_r \frac{\rho u |\rho u|}{2DA\rho}.$$

B. Compressor stations

In order to transport gas over large distances compressor stations are required to overcome the pressure loss that occurs due to the friction in the pipes. Here a multiplicative compression model is used which is described with the following equations [6]. The change in pressure from the inlet to the outlet of a compressor is given by:

$$\kappa = \frac{P_{out}}{P_{in}},$$

where $\kappa$ is the compression ratio, $P_{out}$ and $P_{in}$ are the outlet and inlet pressures, respectively.

A compressor must be driven by a motor that can be powered by siphoning off an amount of the gas passing through the compressor. The amount of gas required for a given compression ratio is

$$m_{con} = K m_{out}(\kappa \gamma - 1),$$

where $m_{con}$ is the mass flow consumed by the compressor station, $m_{out}$ is the mass flow out of the compressor station, $K$ and $\gamma$ are constants based on the characteristics of the compressor station and the gas.

III. DISCRETIZATION

In order to solve the system of nonlinear equations (3), the partial differential equations need to be discretized. Several high resolution schemes have been suggested for solving Euler equations, see, e.g., [13], [14]. Here, we will opt for the cell-centered finite volume method presented in [15], which is formulated through differentiable fluxes in contrast to high resolution methods involving nondifferentiable flux limiters. Furthermore, it converges quadratically, and it allows straightforward integration of boundary conditions.

A. Implicit Cell Centered Method

Cell-centered finite volume methods are directly applicable on structured meshes topologically equivalent to a uniform Cartesian grid and they can be trivially applied on a one-dimensional grid such as the gas pipe network. The partial space derivatives of the isothermal gas flow equations (2) are approximated by divided differences, and the resulting nonlinear system of algebraic equations needs to be solved at each time step.

1) Gas Network Mesh: The physical gas network is described by a connected graph consisting of a set of nodes $N_0$ and edges $E_0$ representing the pipelines. Each pipeline is further subdivided into a set of control volumes indicated by $E$. Additional nodes are introduced by the subdivisions and $N$ indicates the set of these additional nodes together with the original nodes. At each node $j \in N$, both the pressure $p_j(t)$ and mass flux $m_j(t)$ variables are specified as shown in Fig. [1] Their values are computed using the cell-centered method to enforce equations (4) at each of the control volumes.

In most implementations, the nodal value of the approximate solution at the $ith$ node $u_{i}(t) \approx u(x_i, t)$ is a pointwise approximation of the true solution of the underlying PDE. For gas flow equations, however, Helgaker et al. [15] uses nodal values to approximate average pressure and mass flux variables within each pipe subdivision of length $\delta x$. More precisely, the average value of these variables at the $ith$ timestep and at the center $x_I$ of the $ith$ control volume shown in Fig. [1] is represented by $u(x, t^n)$ and approximated as

$$u^n_I = \frac{1}{2}(u^n_i + u^n_{i+1}) + O(\delta x^2)$$
The temporal derivative of \( u \) at \( x \) can be approximated by the backward Euler formula,

\[
\frac{\partial u^n}{\partial t} = \frac{u^n - u^{n-1}}{\delta t} + \mathcal{O}(\delta t).
\]

The first order spatial derivative at \( x \), is computed from

\[
\frac{\partial u^n}{\partial x} = \frac{u^n_{i+1} - u^n_{i-1}}{2\delta x} + \mathcal{O}(\delta x^2).
\]

Application of these discrete formulas to the Euler equations results in the discretized Euler equations for every \( I \in \mathcal{E} \), given by

\[
\frac{1}{\delta t} (p^n_I - p^{n-1}_I) + \frac{c^2}{A \delta x} (m^n_I - m^{n-1}_I) = -\frac{f c^2}{2DA} \sum_{j \in J_I} m^n_I m^n_j p^n_I,
\]

where \( \mathcal{E} \) is the set of all network edges, \( \mathcal{V} \) is the set of all nodes, \( \mathcal{W} \) is the set of all compressors, and \( \mathcal{J} \) is the set of all junctions.

3) Junctions: At the junction between two or more pipes or at the interface between discretized sections of a pipe (see Fig. 3), the conservation of the mass flux has to be satisfied along with any injections \( s^n_i \) or withdrawals \( d^n_i \) from the network at that junction. This is achieved by

\[
s^n_i = d^n_i + \sum_{v \in \mathcal{V}_i \cup \mathcal{W}_i} m^n_v, \quad \forall i \in \mathcal{N}
\]

where \( \mathcal{V}_i \) is the set of all mass flows from pipes connected to node \( i \) and \( \mathcal{W}_i \) is the set of all flows of compressors connected to node \( i \). Additionally, the nodal pressure value for each pipe connected to the junction should be equal, i.e.

\[
p^n_{i+1} = p^n_{k-1} = p^n_{j-1}
\]

4) Initial Conditions: In a real world setting, the state of the network at the starting time may be known, however if it is not available then a sensible initial condition for the network should be chosen. Throughout, we assume that the network starts from steady state which can be found by setting all the time derivatives to zero and solving the resulting nonlinear system of equations.

B. Nonlinear system

Following the fully implicit discretization of the governing equations (using the usual finite volume method, with treatments as noted above), we express the nonlinear system of equations that describes the gas flow in a network as

\[
g^n(x^n, x^{n-1}, u) = 0 \quad n = 1, 2, \ldots, N
\]

where \( g^n \) denotes the fully discretized, both in space and time, set of partial differential equations as well as the junction conditions, compressor equations and initial conditions (10a)-(15). Here \( x^n \) and \( u \) are the network states (pressure and mass flow) at time step \( n \) and controls (compressor ratios which are assumed to be constant over the optimization horizon), respectively. The corresponding time step size is designated by \( \Delta t^n \). The Newton-Raphson method is used for the linearization of the nonlinear algebraic system, with the solution at the
previous time step as the initial guess, similarly to [15], [16].

The Newton iterations terminate when the maximum relative norm of the residual is less than a specified tolerance $\xi$.

C. Newton-Raphson Continuation

Discontinuous jumps of the compressor ratios cause large pressure jumps which may prevent Newton from achieving convergence. In such cases, it is necessary to adopt a Newton continuation approach whereby an initial solution to the nonlinear system is computed with all compressor ratios set to $\kappa = 1 + \epsilon$, i.e., compression effects are marginal. Within Newton’s iteration, the compressor ratios are gradually increased towards their true values, using the solution of the previous step as the initial guess.

D. Compressor Flow Constraints

Compressor flows should remain non-negative. This constraint can be introduced as an additional inequality constraint in the OGF problem. However, it is desirable to enforce the non-negativity of the compressor fluxes in the course of the simulation. For this purpose, in the event of flow reversal at one or more compressors, the compressors are turned off, i.e., the associated compressor ratios are set to one, and the Newton’s iteration is restarted. The same process is repeated until convergence to a solution is achieved in which flow reversal does not occur.

IV. OPTIMAL GAS FLOW PROBLEM

A gas network operator’s main aim is to supply their customers with guaranteed output pressures at the customer nodes, while at the same time minimizing their costs. The OGF problem therefore reads as

\[
\begin{align*}
\text{minimize} & \quad J = \sum_{n=1}^{N} \Delta t_n f^n(x^n, u) \quad (17a) \\
\text{subject to} & \quad g^n(x^n, x^{n-1}, u) = 0, \quad (17b) \\
& \quad u_{\text{min}} \leq u \leq u_{\text{max}}, \quad (17c) \\
& \quad p_{\text{min}} \leq p_j \leq p_{\text{max}}, \quad \forall j \in N_0, \quad (17d) \\
& \quad \forall n = 1, 2, \ldots, N.
\end{align*}
\]

The objective function (17a) can be any nonlinear function of the controls and state variables but here we will use the total compression fuel use. The minimization of the compression cost is subject to the equations governing gas flow in networks (17b). In addition, the compressor ratios have to honor the bounds $(\kappa_{\text{min}}, \kappa_{\text{max}})$. Similarly, (17d) enforces bounds $(p_{\text{min}}, p_{\text{max}})$ on pressure, which are given due to technical limits and contractual agreements. The pressure in the network decreases due to the friction inside the pipelines. It is therefore only necessary to apply this constraint at the original network nodes $N_0$.

A. Discrete adjoint formulation

We adopt a discretize-then-optimize approach to solve the problem. The continuous problem is discretized and the states $x$ are determined by solving the discretized gas flow equation (16) for compressor settings $u$. The objective $J$, a function of $x$ and $u$, can then be evaluated. For minimizing $J$ with respect to $u$, the gradient $\partial J/\partial u$ is needed and this is computed by the discrete adjoint formulation which will be described in this subsection. The advantage of this approach, in contrast to the optimize-then-discretize approach, is that it does not introduce errors in the gradient that grow with the time step size because it does not use gradients for the continuous problem on the discrete implementation [8], [9]. To describe the discrete adjoint formulation we start with the general form of a PDE constrained optimal control problem stated as

\[
\begin{align*}
\text{minimize} & \quad J = \sum_{n=1}^{N} \Delta t_n f^n(x^n, u) \quad (18a) \\
\text{subject to} & \quad g^n(x^n, x^{n-1}, u) = 0, \quad (18b)
\end{align*}
\]

Now, we can introduce the augmented objective function $J_A$ by ‘adjoining’ the governing equations to the original objective function $J$. The new objective $J_A$ shares the same extrema as $J$, since $g^n(x^n, x^{n-1}, u) = 0$, and is defined as

\[
J_A = \sum_{n=1}^{N} \left( \Delta t_n f^n(x^n, u) + (\lambda^n)^{\top} g^n(x^n, x^{n-1}, u) \right), \quad (19)
\]

where the vectors $\lambda^n$ are the Lagrange multipliers. The maximum or minimum of $J_A$ (and thus $J$) is achieved when the first variation of $J_A$ is zero ($\delta J_A = 0$). After performing some index shifting, and grouping terms that are multiplied by the same variation $(\delta x^n, \delta x^n, \delta u)$, $\delta J_A$ can be written as

\[
\delta J_A = \left( \Delta t_N \frac{\partial f_N}{\partial x_N} + (\lambda_N)^{\top} \frac{\partial g_N}{\partial x_N} \right) \delta x_N
\]

\[
+ \sum_{n=1}^{N-1} \left( \Delta t_n \frac{\partial f_n}{\partial x_n} + (\lambda_{n+1})^{\top} \frac{\partial g_n}{\partial x_{n+1}} + (\lambda_n)^{\top} \frac{\partial g_n}{\partial x_n} \right) \delta x_n
\]

\[
+ \sum_{n=1}^{N} \left( \Delta t_n \frac{\partial f_n}{\partial u} + (\lambda_n)^{\top} \frac{\partial g_n}{\partial u} \right) \delta u. \quad (20)
\]

In order to achieve $\delta J_A = 0$, we require $\delta J_A/\delta x_n = 0$ (for $n = 1, 2, \ldots, N$) and $\delta J_A/\delta u = 0$. To satisfy $\delta J_A/\delta x_n = 0$ for $n = 1, 2, \ldots, N$, we require that the Lagrange multipliers satisfy the following equations:

\[
\left( \frac{\partial g_n}{\partial x_n} \right)^{\top} \lambda^n = - \left( \frac{\partial g_{n+1}}{\partial x_n} \right)^{\top} \lambda^{n+1} + \Delta t_n \left( \frac{\partial f_n}{\partial x_n} \right)^{\top},
\]

\[
\left( \frac{\partial g_N}{\partial x_N} \right)^{\top} \lambda^N = - \Delta t_N \left( \frac{\partial f_N}{\partial x_N} \right)^{\top}. \quad (21)
\]

The derivatives in (21) can be evaluated using the solution of (16), and (21) becomes a system of linear equations which can easily be solved. With the resulting Lagrange multipliers the first and second term of (20) become zero and the gradient of the objective function with respect to only the controls is
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Fig. 4. Objective $J$, constraints $h(u, x)$ and respective derivatives $\partial J/\partial u$, $\partial h(u, x)/\partial u$, are evaluated at each iteration $k$ of the optimizer

Summarizing, at each iteration of the optimization software, a set of controls is produced, the simulation (16) is solved and the results are used to compute the Lagrange multipliers (21) for the objective and constraints (excluding the network constraints). Lastly, the Lagrange multipliers are used for the evaluation of the gradients using (22). The objective function and the constraints are also evaluated and, together with their respective gradients, are supplied to the optimization software for it to complete its next iteration.

B. Constraint Handling and Lumping

Constraints that appear as simple bound constraints on the control variables such as (17c), can be used directly as inputs to the optimizer. Constraints on state variables, such as the pressures, or functions of state variables, require the solution of the simulation for the evaluation of the constraint and the solution of the adjoint problem for the evaluation of the gradient of the constraint with respect to the control variables, see [8], [9].

However, introducing pressure constraints for multiple nodes over multiple timesteps as individual inequality constraints may lead to an excessively large number of constraints for realistic networks. This can have an adverse effect on the convergence of the optimizer and the overall run-time performance of the OGF problem. Therefore, we will use a constraint lumping approach to reduce the total number of constraints for the optimizer. The OGF problem for the original formulation, i.e., with no lumping, (OGF-NL) in this case reads

$$\begin{align*}
\text{minimize} & \quad J = \sum_{n=1}^{N} \Delta t^n \ f^n (x^n, u) \\
\text{subject to} & \quad g^n (x^n, x^{n-1}, u) = 0, \\
& \quad u_{\text{min}} \leq u \leq u_{\text{max}}, \\
& \quad p_{\text{min}} \leq p_j^{n} \leq p_{\text{max}}, \ \forall j \in \mathcal{N}_0, \ \forall n = 1, \ldots, N.
\end{align*}$$

The number of constraints specified in the optimal control problem are $2|\mathcal{N}_0| \cdot N$, where $N$ is the number of time steps and $|\mathcal{N}_0|$ is the number of pressure nodes where the pressure should remain bounded. Computing the gradient for each one of these constraints, requires the evaluation of the Lagrange multipliers corresponding to each constraint at every time step. Since the solution of (21) requires the solution of a linear system at each timestep, in total $|\mathcal{N}_0| N (N + 1)$ linear systems have to be solved, and this is in addition to each simulation that is needed to evaluate the Jacobian of the constraints. This may be computationally intractable for realistically sized problems. Nevertheless, this approach provides significantly higher flexibility to the optimizer in achieving feasible solutions, since the optimizer can manipulate pressures for every single node at the particular time steps where feasibility is violated.

A viable alternative is to introduce a single nonlinear constraint [8], [9], satisfaction of which would guarantee that all pressure bounds are honored for all the pressure variables of interest over all time steps. To illustrate the methodology let us assume only upper bounds for the pressure variables

$$p_j^n \leq p_j^{\text{max}}, \quad \forall j \in \mathcal{N}_0, \quad n = 1, \ldots, N,$$  

where $p_j^n$ is the pressure defined at node $j$ at time step $n$ and $p_j^{\text{max}}$ is a specified maximum pressure at node $j$. All these constraints will be honored if the constraint

$$\max_{j,n} \left\{ \frac{p_j^n}{p_j^{\text{max}}} \right\} \leq 1, \quad \forall j \in \mathcal{N}_0, \quad n = 1, \ldots, N,$$  

is satisfied. However, the $\max$ function is a non-differentiable function and thus, it cannot be used to provide gradient information. Therefore, a differentiable approximation of the $\max$ function is introduced instead, specified as

$$\max_{j,n} \left\{ \frac{p_j^n}{p_j^{\text{max}}} \right\} \approx M \left( \frac{p_j^n}{p_j^{\text{max}}} \right) = \alpha \log \left( \sum_{j=1}^{N} \sum_{n=1}^{N} e^{\frac{p_j^n}{p_j^{\text{max}}} \cdot \frac{1}{M}} \right),$$

with $\alpha = 0.002$, a parameter introduced to prevent numerical overflow of the exponential terms. The approximation of the $\max$ becomes more accurate with decreasing values of $\alpha$. Lower values of $\alpha$ however, result in steeper constraint gradients, which in turn may delay significantly the infeasibility reduction, since the initial guess suggested to the optimizer is usually infeasible. The approximation of $\max$ in (25) always slightly overestimates the observed maximum, so if the approximation of $\max$ in (25) is bounded from above, the same is true for the constraint (17c).
The same process is followed for obtaining a smooth approximation of the min function through the formula

\[
\min_{j,n} \{ p^n_j / p^\min_j \} \approx \mu(p^n_j / p^\min_j) = -M(p^n_j / p^\min_j).
\]  

(26)

The approximation of the max function by smooth functions is known in the literature as constraint lumping and it can be applied in different ways. In (25), lumping is applied both in time and space. We will refer to this approach as full lumping. The associated fully lumped OGF problem (OGF-FL) reads

\[
\begin{align*}
\text{minimize} \quad & J = \sum_{n=1}^{N} \Delta t^n f^n(x^n, u) \\
\text{subject to} \quad & g^n(x^n, x^{n-1}, u) = 0, \\
\quad & u^\min \leq u \leq u^\max, \\
\quad & \mu(p^n_j / p^\max_j) \leq 1, \\
\quad & \mu(p^n_j / p^\min_j) \geq 1, \forall j \in \mathcal{N}_0, \forall n = 1, \ldots, N,
\end{align*}
\]  

(OGF-FL)

where \(\mu(\cdot)\) and \(\mu(\cdot)\) are the approximation of the maximum and minimum values of all pressure values respectively.

Lumping can also be performed at each timestep for all nodes of the network, i.e., lump the pressure constraints in space. The space lumped OGF problem (OGF-SL) reads

\[
\begin{align*}
\text{minimize} \quad & J = \sum_{n=1}^{N} \Delta t^n f^n(x^n, u) \\
\text{subject to} \quad & g^n(x^n, x^{n-1}, u) = 0, \\
\quad & u^\min \leq u \leq u^\max, \\
\quad & M(p^n_j / p^\max_j) \leq 1, \\
\quad & M(p^n_j / p^\min_j) \geq 1, \forall j \in \mathcal{N}_0, \forall n = 1, \ldots, N,
\end{align*}
\]  

(OGF-SL)

where \(M(\cdot)\) and \(M(\cdot)\) are the approximation of the maximum and minimum values for all of the nodal pressure values at timestep \(n\) respectively obtained through (25). Finally, lumping can be performed in time, leading to the following definition of the time lumped (OGF-TL) problem

\[
\begin{align*}
\text{minimize} \quad & J = \sum_{n=1}^{N} \Delta t^n f^n(x^n, u) \\
\text{subject to} \quad & g^n(x^n, x^{n-1}, u) = 0, \\
\quad & u^\min \leq u \leq u^\max, \\
\quad & M_j(p^n_j / p^\max_j) \leq 1, \\
\quad & \mu_j(p^n_j / p^\min_j) \geq 1, \forall j \in \mathcal{N}_0, \forall n = 1, \ldots, N,
\end{align*}
\]  

(OGF-TL)

where \(M_j(\cdot)\) and \(\mu_j(\cdot)\) are the approximation of the maximum and minimum values for all of the pressure values at node \(j\) over all timesteps. It is important to recognize that the approach used for constraint lumping can impact the convergence of the optimizer. Bound constraints on the controls [17] do not require any special treatment as they are readily handled by the optimizer.

V. RESULTS

We now present results for four different cases of increased complexity using the previously introduced formulations and approaches.

A. Benchmark Cases

Details about the gas networks employed for our test cases are provided in Table I. The aim is to investigate the robustness of the proposed constraint-handling approaches as well as their runtime performance. Our investigation also considers various optimizers, more precisely IPOPT, a primal-dual interior-point method [17], SNOPT, a sequential quadratic programming method [19], and MATLAB®’s interior point and SQP methods. Since each optimization method adopts a different approach for handling inequality constraints or for enforcing feasibility when the initial guess is infeasible, we expect this study, without claiming completeness, to reveal the most robust optimization methods for the OGF problem.

| Case       | Nodes | Pipes | Compressors | Supply | Demand |
|------------|-------|-------|-------------|--------|--------|
| GasLib-24  | 24    | 19    | 3           | 4.3    | 4.3    |
| GasLib-40  | 40    | 39    | 6           | 1.1    | 1.1    |
| GasLib-134 | 134   | 86    | 1           | 1.2    | 0.72   |
| GasLib-135 | 135   | 141   | 29          | 2.3    | 2.3    |

The networks are taken from GasLib [20], which provides data for steady state analysis of gas networks. The gas loads \(L(t)\) were chosen to be a sinusoidal function around the initial Load \(L_0\) for the simulation period \(T\)

\[
L(t) = L_0 \left(1 + 0.2 \sin \left(\frac{t}{2\pi T}\right)\right).
\]

(27)

In order to obtain actionable pressure drops in the network, all the initial loads provided by GasLib are scaled according to the values in Table I. The first source node of each network is set as a slack pressure node with a normalized value of 1 p.u. and the remaining source nodes are treated the same as the load nodes with scaling again according to Table I.

For all networks, the lower bound on pressure is set to \(p^\min = 0.7\) and the upper bound to \(p^\max = 1.1\) for all nodes in the network. The simulation period is set to \(T = 24\) Hours, with a constant time step size of \(\delta t = 10\) minutes. The compressors are all modelled with the same values for the parameters of \(K = 0.1\) and \(\gamma = 1.2\). The lower and upper bounds on the compressor ratios are 1 and 1.2, respectively. The Newton-Raphson tolerance \(\xi\) is set to \(10^{-10}\).

B. Discretization

The spatial grid is obtained from the pipe network by subdividing each pipe into \(h\) segments of equal size. The value of \(h\) is chosen such that the discretization error is sufficiently small for both the objective function and the binding constraints. Keeping the values of the compressor ratios fixed, the objective function values and pressures are computed for all networks for different values of \(h\) and the error is calculated with respect to a case with sufficiently large \(h = 20\) and time step size \(\delta t = 1\) minute.
In Fig. 5, the error in the objective varies with the network but it decreases with increasing \( N_h \) as expected. The same is true for the error in the network minimum pressure although it is already quite small even for two subdivisions of each pipe, i.e., \( N_h = 2 \). Choosing \( N_h = 10 \) sections per pipe ensures that the error in the objective function, due to discretization, is kept below 0.1% for all networks.

C. Optimization Results

Table II summarizes the number of iterations required by each of the optimizers until convergence and the running time of the optimizer for all different constraint lumping methods. If convergence was achieved, all the optimizers converged to the same solution. Table III lists the objective values and minimum pressures for each of the constraint lumping methods. In all cases, the constraint lumping significantly reduces the total time for the optimization while there is usually not a significant change to the number of required iterations. The reductions in computation time become more apparent with larger networks and so does the performance of the optimizers. The FMINCON optimizers provided in MATLAB® have the best performance in terms of iterations and running time for the first three examples. However, for the largest network, the FMINCON-SQP method fails in all cases, while the FMINCON-IP method can only solve the OGF-NL and OGF-FL problems at a very high computational cost, demonstrating that these methods are not applicable for large scale problems.

Constraint lumping provides an approximation of the true constraints of the network, however, as with all approximations, it introduces an error. But this error in the pressure is never more than 1% and the calculated pressure is always greater than the actual minimum pressure, i.e., the approximation is conservative. Due to the over-approximation of the pressures in the network, more compression is performed in the network resulting in a higher objective function value in the cases with constraint lumping. Due to the nonlinear effects in the network, the error in the objective can be up to 24% for the full lumping case. In general, the space lumping performs the best in terms of computation time and error providing at least a 6-fold speedup in runtime performance over the OGF-NL method. Since the performance of OGF-NL increases with an increasing number of timesteps, and pressure nodes, we expect that the OGF-SL problem will provide higher speedups for larger number of timesteps or larger networks.

Finally, in Fig. 6, we depict the percentage error in the mass flux from the optimal solution of the OGF-NL problem and the OGF-TL problem, computed as \( m_{NL} - m_{TL} \), for the GasLib-134 benchmark. Similarly, Fig. 7 depicts the percentage error in the nodal pressure from the optimal solution of the OGF-NL problem and the OGF-SL problem, computed as \( p_{NL} - p_{SL} \), for the GasLib-135 benchmark. In both cases, the percentage error depends on the location in the network, however it is in general negligibly small.
higher number of timesteps. Overall, the numerical investigation revealed that the adjoint gradient-based optimization framework with the proposed constraint-lumping methods, leads to feasible solutions for the continuous problem and it is also practical from an operational standpoint.

VI. CONCLUSIONS

An efficient adjoint gradient-based optimization framework was presented for the minimization of compression cost subject to the transient isothermal gas flow equations and inequality constraints on the pressure. The gradients from the discrete adjoint formulation allow for a rapid convergence, in less than 20 iterations on average, for all optimizers and for all benchmark cases studied. Our numerical analysis demonstrated that lumping-based constraint-handling methods can accelerate the solution process of the OGF problem without deteriorating significantly the optimality of the solution. Full lumping tends to introduce marginally suboptimal solutions since the maximum or minimum of the pressure are usually slightly overestimated or underestimated, respectively. Lump- ing over space or over time provide tighter approximations of both the maximum and minimum leading to smaller errors in the objective function compared with the case where no lumping is performed. For the largest benchmark case GasLib-135, OGF-SL allowed for a 50-fold increase in computation time compared to the case where no lumping is performed. Higher speedups are expected for larger networks, and for higher number of timesteps. Overall, the numerical investi-