Figure 1. Distilled Stable Diffusion samples generated by our method. Our two-stage distillation approach is able to generate realistic images using only 1 to 4 denoising steps on various tasks. Compared to standard classifier-free guided diffusion models, we reduce the total number of sampling steps by at least $20 \times$.

Abstract

Classifier-free guided diffusion models have recently been shown to be highly effective at high-resolution image generation, and they have been widely used in large-scale diffusion frameworks including DALL·E 2, Stable Diffusion and Image. However, a downside of classifier-free guided diffusion models is that they are computationally expensive at inference time since they require evaluating two diffusion models, a class-conditional model and an unconditional model, tens to hundreds of times. To deal with this limitation, we pro-
pose an approach to distilling classifier-free guided diffusion models into models that are fast to sample from: Given a pre-trained classifier-free guided model, we first learn a single model to match the output of the combined conditional and unconditional models, and then we progressively distill that model to a diffusion model that requires much fewer sampling steps. For standard diffusion models trained on the pixel-space, our approach is able to generate images visually comparable to that of the original model using as few as 4 sampling steps on ImageNet 64x64 and CIFAR-10, achieving FID/IS scores comparable to that of the original model while being up to 256 times faster to sample from. For diffusion models trained on the latent-space (e.g., Stable Diffusion), our approach is able to generate high-fidelity images using as few as 1 to 4 denoising steps, accelerating inference by at least 10-fold compared to existing methods on ImageNet 256x256 and LAION datasets. We further demonstrate the effectiveness of our approach on text-guided image editing and inpainting, where our distilled model is able to generate high-quality results using as few as 2-4 denoising steps.

1. Introduction

Denoising diffusion probabilistic models (DDPMs) [4, 37, 39, 40] have achieved state-of-the-art performance on image generation [22, 26–28, 31], audio synthesis [11], molecular generation [44], and likelihood estimation [10]. Classifier-free guidance [6] further improves the sample quality of diffusion models and has been widely used in large-scale diffusion model frameworks including GLIDE [23], Stable Diffusion [28], DALL-E 2 [26], and Imagen [31]. However, one key limitation of classifier-free guidance is its low sampling efficiency—it requires evaluating two diffusion models tens of hundreds of times to generate one sample. This limitation has hindered the application of classifier-free guidance models in real-world settings. Although distillation approaches have been proposed for diffusion models [33, 38], these approaches are not directly applicable to classifier-free guided diffusion models. To deal with this issue, we propose a two-stage distillation approach to improving the sampling efficiency of classifier-free guided models. In the first stage, we introduce a single student model to match the combined output of the two diffusion models of the teacher. In the second stage, we progressively distill the model learned from the first stage to a fewer-step model using the approach introduced in [33]. Using our approach, a single distilled model is able to handle a wide range of different guidance strengths, allowing for the trade-off between sample quality and diversity efficiently. To sample from our model, we consider existing deterministic samplers in the literature [33, 38] and further propose a stochastic sampling process.

Our distillation framework can not only be applied to standard diffusion models trained on the pixel-space [4, 36, 39], but also diffusion models trained on the latent-space of an autoencoder [28, 35] (e.g., Stable Diffusion [28]). For diffusion models directly trained on the pixel-space, our experiments on ImageNet 64x64 and CIFAR-10 show that the proposed distilled model can generate samples visually comparable to that of the teacher using only 4 steps and is able to achieve comparable FID/IS scores as the teacher model using as few as 4 to 16 steps on a wide range of guidance strengths (see Fig. 2). For diffusion model trained on the latent-space of an encoder [28, 35], our approach is able to achieve comparable visual quality to the base model using as few as 1 to 4 sampling steps (at least 10 × fewer steps than the base model) on ImageNet 256 × 256 and LAION 512 × 512, matching the performance of the teacher (as evaluated by FID) with only 2-4 sampling steps. To the best of our knowledge, our work is the first to demonstrate the effectiveness of distillation for both pixel-space and latent-space classifier-free diffusion models. Finally, we apply our method to text-guided image inpainting and text-guided image editing tasks [20], where we reduce the total number of sampling steps to as few as 2-4 steps, demonstrating the potential of the proposed framework in style-transfer and image-editing applications [20, 41].

![Figure 2. Class-conditional samples from our two-stage (deterministic) approach on ImageNet 64x64 for diffusion models trained on the pixel-space. By varying the guidance weight w, our distilled model is able to trade-off between sample diversity and quality, while achieving good results using as few as one sampling step.](image-url)
and updates as follows

\[ z_s = \alpha_s \hat{x}_\theta(z_t) + \sigma_s \frac{z_t - \alpha_t \hat{x}_\theta(z_t)}{\sigma_t}, \quad s = t - 1/N \]  

(2)

with \( N \) the total number of sampling steps. The final sample will then be generated using \( \hat{x}_\theta(z_0) \).

**Classifier-free guidance** Classifier-free guidance [6] is an effective approach shown to significantly improve the sample quality of class-conditioned diffusion models, and has been widely used in large-scale diffusion models including GLIDE [23], Stable Diffusion [28], DALL-E 2 [26] and Imagen [31]. Specifically, it introduces a guidance weight parameter \( w \in \mathbb{R}^{>0} \) to trade-off between sample quality and diversity. To generate a sample, classifier-free guidance evaluates both a conditional diffusion model \( \hat{x}_{c, \theta} \), where \( c \) is the context (e.g., class label, text prompt) to be conditioned on, and a jointly trained unconditional diffusion model \( \hat{x}_\theta \) at each update step, using \( \hat{x}_\theta^w = (1 + w) \hat{x}_{c, \theta} - w \hat{x}_\theta \) as the model prediction in Eq. (2). As each sampling update requires evaluating two diffusion models, sampling with classifier-free guidance is often expensive [6].

**Progressive distillation** Our approach is inspired by progressive distillation [33], an effective method for improving the sampling speed of (unguided) diffusion models by repeated distillation. Until now, this method could not be directly applied to distilling classifier-free guided diffusion models or studied for samplers other than the deterministic DDIM sampler [33, 38]. In this paper we resolve these shortcomings.

**Latent diffusion models (LDMs)** [21, 24, 28, 35] increase the training and inference efficiency of diffusion models (directly learned on the pixel-space) by modeling images in the latent space of a pre-trained regularized autoencoder, where the latent representations are usually of lower dimensionality than the pixel-space. Latent diffusion models can be considered as an alternative to cascaded diffusion approaches [5], which rely on one or more super-resolution diffusion models to scale up a low-dimensional image to the desired target resolution. In this work, we will apply our distillation framework to classifier-free guided diffusion models learned on both pixel-space [4, 36, 39] and latent-space [21, 24, 28, 35].

### 3. Distilling a guided diffusion model

In the following, we discuss our approach for distilling a classifier-free guided diffusion model [6] into a student model that requires fewer steps to sample from. Using a single distilled model conditioned on the guidance strength, our model can capture a wide range of classifier-free guidance levels, allowing for the trade-off between sample quality and diversity efficiently.

Given a trained guided model \([\hat{x}_{c, \theta}, \hat{x}_\theta]\) (teacher) either on the pixel-space or latent-space, our approach can be decomposed into two stages.

### 3.1. Stage-one distillation

In the first stage, we introduce a student model \( \hat{x}_{\eta_1}(z_t, w) \), with learnable parameter \( \eta_1 \), to match the output of the teacher at any time-step \( t \in [0, 1] \). The student model can either be a continuous-time model [40] or a discrete-time model [4, 38] depending on whether the teacher model is discrete or continuous. For simplicity, in the following discussion, we assume both the student and teacher models are continuous as the algorithm for discrete models is almost identical.

A key functionality of classifier-free guidance [6] is its ability to easily trade-off between sample quality and diversity, which is controlled by a “guidance strength” parameter. This property has demonstrated utility in real-world applications [6, 23, 26, 28, 31], where the optimal “guidance strength” is often a user preference. Thus, we would also want our distilled model to maintain this property. Given a range of guidance strength \([w_{\min}, w_{\max}]\) we are interested in, we optimize the student model using the following objective

\[ E_{w \sim p_w, t \sim U[0, 1], \lambda \sim p_{\lambda}(\lambda)} \left[ \omega(\lambda) \| \hat{x}_{\eta_1}(z_t, w) - \hat{x}_\theta(z_t) \|^2 \right] \]  

(3)

where \( \hat{x}_\theta^w(z_t) = (1 + w) \hat{x}_{c, \theta}(z_t) - w \hat{x}_\theta(z_t) \) and \( p_{\lambda}(w) = U[w_{\min}, w_{\max}] \). Note that here, our distilled model \( \hat{x}_{\eta_1}(z_t, w) \) is also conditioned on the context \( c \) (e.g., text prompt), but we drop the notation \( c \) in the paper for simplicity. We provide the detailed training algorithm in Algorithm 1 in the supplement.

To incorporate the guidance weight \( w \), we introduce a \( w \)-conditioned model, where \( w \) is fed as an input to the student model. To better capture the feature, we apply Fourier embedding to \( w \), which is then incorporated into the diffusion model backbone in a way similar to how the time-step was incorporated in [10, 33]. As initialization plays a key role in the performance [33], we initialize the student model with the same parameters as the conditional model of the teacher, except for the newly introduced parameters related to \( w \)-conditioning. The model architecture we use is a U-Net model similar to the ones used in [6] for pixel-space diffusion models and [1, 28] for latent-space diffusion models. We use the same number of channels and attention as used in [6] and the open-sourced Stable Diffusion repository* for our experiments. We provide more details in the supplement.

### 3.2. Stage-two distillation

In the second stage, we consider a discrete time-step scenario and progressively distill the learned model from the first-stage \( \hat{x}_{\eta_1}(z_t, w) \) into an fewer-step student model \( \hat{x}_{\eta_2}(z_t, w) \) with learnable parameter \( \eta_2 \), by halving the number of sampling steps each time. Letting \( N \) denote the number of sampling steps, given \( w \sim U[w_{\min}, w_{\max}] \) and

*https://github.com/CompVis/stable-diffusion
For training, we distill the teacher model into a $N$-step student model. At each step, we initialize the student model with the parameters of the teacher. Once the model is trained, given a specified guidance strength $w \in [w_{\min}, w_{\max}]$, we can perform sampling via the DDIM update rule in Eq. (2). We note that given the distilled model $\hat{x}_{t/w}$, this sampling procedure is deterministic given the initialization $z_0^w$. In fact, we can also perform $N$-step stochastic sampling: We apply one deterministic sampling step with two-times the original step-length (i.e., $t = t/2$), following the approach of [33]. After distilling the $2N$ steps in the teacher model to $N$ steps in the student model, we can use the $N$-step student model as the new teacher model, repeat the same procedure, and distill the teacher model into a $2N$-step student model as the new teacher. Thus, we can perform sampling via two-times the original step-length, a process inspired by [9]. With $z_0^w \sim \mathcal{N}(0, I)$, we use the following update rule when $t > 1/N$

$$z_k^w = \alpha_k \hat{x}_{\eta_2}(z_k^w) + \sigma_k \frac{z_k^w - \alpha_k \hat{x}_{\eta_1}(z_k^w)}{\sigma_k},$$

(4)

where $z_k^w = (\alpha_s/\alpha_k)z_k^w + \sigma_s |z_k| \epsilon$, $\epsilon \sim \mathcal{N}(0, I)$;

$$z_h^w = \alpha_h \hat{x}_{\eta_2}(z_h^w) + \sigma_h \frac{z_h^w - \alpha_h \hat{x}_{\eta_1}(z_h^w)}{\sigma_h},$$

(5)

where $z_h^w = (\alpha_k/\alpha_h)z_h^w + \sigma_h |z_h| \epsilon$, $\epsilon \sim \mathcal{N}(0, I)$. (7)

In the above equations, $h = t - 3/N$, $k = t - 2/N$, $s = t - 1/N$ and $\sigma_k^2 = (1 - \epsilon^3 - e^{-\lambda s}/\lambda)\sigma_s^2$. When $t = 1/N$, we use deterministic update Eq. (2) to obtain $z_k^w$ from $z_k^{w/N}$. We provide an illustration of the process in Fig. 5, where the number of denoising steps is 4. We note that compared to the deterministic sampler, performing stochastic sampling requires evaluating the model at slightly different time-steps.
and would require small modifications to training algorithm for the edge cases. We provide the algorithm and more details in the supplementary material.

4. Experiments

In this section, we evaluate the performance of our distillation approach on pixel-space diffusion models (i.e. DDPM [4]) and latent-space diffusion models (i.e. Stable Diffusion [28]). We further apply our approach to text-guided image editing and inpainting tasks. Experiments show that our approach is able to achieve competitive performance while using as few as 2-4 steps on all tasks.

4.1. Distillation for pixel-space guided models

In this experiment, we consider class-conditional diffusion models directly trained on the pixel-space [4, 6, 33].

Settings We focus on ImageNet 64x64 [30] and CIFAR-10 [12] as higher-resolution image generation in this scenario often relies on combining with other super-resolution techniques [3, 31]. We explore different ranges for the guidance weight and observe that all ranges work comparably and therefore use \([w_{\text{min}}, w_{\text{max}}] = [0, 4]\) for the experiments. The baselines we consider include DDPM ancestral sampling [4] and DDIM [38]. The teacher model we use is a 1024x2-step DDIM model, where the conditional and unconditional components both use 1024 DDIM denoising steps. To better understand how the guidance weight \(w\) should be incorporated, we also include models trained using a single fixed \(w\) as a baseline. We use the same pre-trained teacher model for all the methods for fair comparisons. Following [4, 6, 39], we use a U-Net [29, 39] architecture for the baselines, and the same U-Net backbone with the introduced \(w\)-embedding for our two-stage student models (see Sec. 3). Following [33], we use a \(v\)-prediction model for both datasets.

Results We report the performance as evaluated in FID [3] and Inception scores (IS) [32] for all approaches on ImageNet 64x64 in Fig. 6 and Tab. 1 and provide extended ImageNet 64x64 and CIFAR-10 results in the supplement. We observe that our distilled model is able to match a teacher guided DDIM model with 1024x2 sampling steps using only 4-16 steps, achieving a speedup for up to 256×. We emphasize that, using our approach, a single distilled model is able to match the teacher performance on a wide range of guidance strengths. This has not been achieved by any previous methods.

4.2. Distillation for latent-space guided models

After demonstrating the effectiveness of our method on pixel-space class-guided diffusion models in Sec. 4.1, we now expand its scope to latent-space diffusion models. In the following sections, we show the effectiveness of our approach on Latent Diffusion [28] on a variety of tasks, including class-conditional generation, text-to-image generation, image inpainting and text-guided style-transfer [20].

In the following experiments, we use the open-sourced latent-space diffusion models [28] as the teacher models. As \(v\)-prediction teacher model tends to perform better than \(\epsilon\)-prediction model, we fine-tune the open-sourced \(\epsilon\)-prediction models into \(v\)-prediction teacher models. We provide more details in the supplementary material.

4.2.1 Class-conditional generation

In this section, we apply our method to a class-conditional latent diffusion model pre-trained on ImageNet 256 × 256. We start from the DDIM teacher model with 512 sampling steps, and use the output as the target to train our distilled model. We use a batch size of 512 and uniformly sample the guidance strength \(w \in [w_{\text{min}} = 0, w_{\text{max}} = 14]\) during training.

Results Empirically, we find that our distilled model is able to match the performance of the teacher model (originally trained on 1000 steps) in terms of FID scores while using only 2 or 4 sampling steps. We also achieve significantly better performance than DDIM when using 1-4 sampling steps (see Fig. 11). Qualitatively, we find that samples synthesized using a single denoising step still yield satisfying results, while the baseline fails to generate images with meaningful contents. We provide extra samples in the supplementary material.

Similar to the pixel-based results in Fig. 6, we also observe the trade-off between sampling quality and diversity as measured by FID and Inception Score for our distilled latent diffusion model. Following Kynkänneni et al [13], we further compute improved precision and recall metrics for this experiment in the appendix.

4.2.2 Text-guided image generation

In this section, we focus on the text-guided Stable Diffusion model pretrained on subsets† of LAION-5B [34] at a resolution 512 × 512. We then follow our two-stage approach introduced in Sec. 3 and distill the guided model in 3000 gradient updates into a \(w\)-conditioned model using

†https://github.com/CompVis/stable-diffusion/blob/main/Stable_Diffusion_v1_Model_Card.md
Figure 6. ImageNet 64x64 sample quality evaluated by FID and IS scores. Our distilled model significantly outperforms the DDPM and DDIM baselines, and is able to match the performance of the teacher using as few as 8 to 16 steps. By varying $w$, a single distilled model is able to capture the trade-off between sample diversity and quality.

Figure 7. Text-guided Stable Diffusion results. We distill the public Stable Diffusion model using the proposed pipeline, arriving at a model that achieves high sample quality using only four denoising steps (left). When sampling from the original model using four DDIM steps, the generated samples have clear artifacts (middle). When using eight DDIM steps, the results get better (right), but are still blurry and less consistent than the distilled results using fewer steps. More samples are provided in Fig. 4.

$w \in \left[ w_{\text{min}} = 2, w_{\text{max}} = 14 \right]$, and a batch size of 512. Although we can condition on a broader range of $w$ for the distilled (student) model, the utility remains unclear as we typically do not exceed the normal guidance range when sampling with the teacher model. The final model is obtained by applying progressive distillation for 2000 training steps per stage, except when for the low-step regime of 1, 2, and 4 steps, where we train for 20000 gradient updates. A detailed analysis of the convergence properties of this model in the supplement.

| Method   | 2-step  | 4-step  | 8-step  |
|----------|---------|---------|---------|
| DPM [16] | 98.9/0.20 | 34.0/0.29 | 31.7/0.32 |
| DPM++ [18] | 98.8/0.20 | 34.1/0.29 | 25.6/0.32 |
| Ours     | 37.3/0.27 | 26.0/0.30 | 26.9/0.30 |

Table 2. FID/CLIP scores on LAION 512x512 ($w = 8.0$). We point out that DPM and DPM++ use both the conditional and unconditional components for sampling. Depending on the implementation, this either requires higher peak memory or two times more sampling steps.

**Results** We present samples in Fig. 4. We evaluate the resulting model both qualitatively and quantitatively. For the latter analysis, we follow [31] and evaluate CLIP [25] and FID scores to assess text-image alignment and quality, respectively. We use the open-sourced ViT-g/14 [7] CLIP model for evaluation. The quantitative results in Fig. 10 show that our method can significantly increase the performance in both metrics over DDIM sampling on the base model for 2 and 4 sampling steps. For 8 steps, these metrics do not show a significant difference. However, when considering the corresponding samples in Fig. 7 we can observe a stark difference in terms of visual image quality. In contrast to the 8-step DDIM samples from the original model, the distilled samples are sharper and more coherent. We hypothesize that FID and CLIP do not fully capture these differences in our evaluation setting on COCO2017 [14], where we used 5000 random captions from the validation set. We further compute the FID and CLIP scores for our distilled LAION 512x512 model and compare them with the DPM [16] and DPM++ [18] solver in Tab. 2. We observe that our method is able to achieve significantly better performance when the denoising step is 2 or 4. Furthermore, we stress that stage-one of our method already decreases the number of function evaluations by a factor of 2, as we distill the classifier-free guidance step into a single model. Depending on the exact implementation (batched vs. sequential network evaluation), this either decreases peak memory or sampling time compared to existing solvers [16,18,38].

4.2.3 Text-guided image-to-image translation

In this section, we perform experiments on text-guided image-to-image translation with SDEdit [20] using our distilled model from Sec. 4.2.2. Following SDEdit [20], we perform stochastic encoding in the latent space, but instead
use the deterministic sampler of the distilled model to perform deterministic decoding. We consider input image and text of various kinds and provide qualitative results in Fig. 8. We observe that our distilled model generates high-quality style-transfer results using as few as 3 denoising steps. We provide more analysis on the trade-off between sample quality, controllability and efficiency in the supplement.

4.2.4 Image inpainting

In this section, we apply our approach to a pre-trained image inpainting latent diffusion model. We use the open-source Stable Diffusion Inpainting\(^\text{‡}\) image-inpainting model. This model is a fine-tuned version of the pure text-to-image Stable Diffusion model from above, where additional input channels

\[^{‡}\text{https://huggingface.co/runwayml/stable-diffusion-inpainting}\]
were added to process masks and masked images.

We use the same distillation algorithm as used in the previous section. For training, we start from the v-prediction teacher model sampled with 512 DDIM steps, and use the output as the target to optimize our student model. We present qualitative results in Fig. 9, demonstrating the potential of our method for fast, real-world image editing applications. For additional training details and a quantitative evaluation, see the supplementary.

4.3. Progressive distillation for encoding

In this experiment, we explore distilling the encoding process for the teacher model and perform experiments on style-transfer in a setting similar to [41]. We focus on pixel-space diffusion models pre-trained on ImageNet 64 × 64. Specifically, to perform style-transfer between two domains A and B, we encode the image from domain-A using a diffusion model trained on domain-A, and then decode with a diffusion model trained on domain-B. As the encoding process can be understood as reversing the DDIM sampling process, we perform distillation for both the encoder and decoder with classifier-free guidance, and compare with a DDIM encoder and decoder in Fig. 12. We also explore how modifying the guidance strength w can impact the performance and provide more details in the supplementary material.

5. Related Work

Our approach is related to existing works on improving the sampling speed of diffusion models [4, 37, 40]. For instance, denoising diffusion implicit models (DDIM [38]), probability flow sampler [40], fast SDE integrators [8] have been proposed to improve the sampling speed of diffusion models. Other works develop higher-order solvers [17], exponential integrators [15], and dynamic programming based approach [43] to accelerating sampling speed. However, none of these approaches have achieved comparable performance as our method on distilling classifier-free guided diffusion models.

Existing distillation-based methods for diffusion models are mainly designed for non-classifier-free guided diffusion models. For instance, [19] proposes to predict the data from noise in one single step by inverting a deterministic encoding of DDIM. [2] proposes to achieve faster sampling speed by distilling higher order solvers into an additional prediction head of the neural network backbone [2]. Progressive distillation [33] is perhaps the most relevant work. Specifically, it proposes to progressively distill a pre-trained diffusion model into a fewer-step student model with the same model architecture. However, none of these approaches are directly applicable or have been applied to classifier-free guided diffusion models. They are also unable to capture a range of different guidance strengths using one single distilled model. On the contrary, by incorporating the guidance strength into the model architecture and training the model using a two-stage procedure, our approach is able to match the performance of the teacher model on a wide range of guidance strength using one single model. Using our method, one single model can capture the trade-off between sample quality and diversity, enabling the real-world application of classifier-free guided diffusion models, where the guidance strength is often specified by users. Moreover, none of the above distillation approaches have been applied to or shown effectiveness for latent-space text-to-image models. Finally, most fast sampling approaches [33, 38, 40] only consider using deterministic sampling schemes to improve the sampling speed. In this work, we further develop an effective stochastic sampling approach to sample from the distilled models.

6. Conclusion

In this paper, we propose a distillation approach for guided diffusion models [6]. Our two-stage approach allows us to significantly speed up popular but relatively inefficient guided diffusion models. We show that our approach can reduce the inference cost of classifier-free guided pixel-space and latent-space diffusion models by at least an order of magnitude. Empirically, we show that our approach is able to produce visually appealing results with only 2 steps, achieving a comparable FID score to the teacher with as few as 4 to 8 steps. We further demonstrate practical applications of our distillation approach to text-guided image-to-image translation and inpainting tasks. We hope that by significantly reducing the inference cost of classifier-free guided diffusion models, our method will promote creative applications as well as the wider adoption of image generation systems. In the future work, we aim to further improve the performance in the two and one sampling step regimes.
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