Finite-element discretization of the smectic density equation
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The fourth-order PDE that models the density variation of smectic A liquid crystals presents unique challenges in its (numerical) analysis beyond more common fourth-order operators, such as the classical biharmonic. While the operator is positive definite, the equation has a “wrong-sign” shift, making it somewhat more akin to an indefinite Helmholtz operator, with lowest-energy modes consisting of plane waves. As a result, for large shifts, the natural continuity, coercivity, and inf-sup constants degrade considerably, impacting standard error estimates. In this paper, we analyze and compare three finite-element formulations for such PDEs, based on $H^2$-conforming elements, the $C^0$ interior penalty method, and a mixed finite-element formulation that explicitly introduces approximations to the gradient of the solution and a Lagrange multiplier. The conforming method is simple but is impractical to apply in three dimensions; the interior-penalty method works well in two and three dimensions but has lower-order convergence and (in preliminary experiments) seems difficult to precondition; the mixed method uses more degrees of freedom, but works well in both two and three dimensions, and is amenable to monolithic multigrid preconditioning. Our analysis reveals different behaviours of the error bounds with the shift parameter and mesh size for the different schemes. Numerical results verify the finite-element convergence for all discretizations, and illustrate the trade-offs between the three schemes.
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1. Introduction

Recent years have seen significant and successful efforts in developing numerical models of various liquid crystalline materials [1, 2, 3, 12, 30, 44, 48, 49]. In these models, equilibrium states of liquid crystals usually correspond to minimizers of a given energy functional, which can be directly discretized using finite-element (or other) variational techniques. Smectic A liquid crystals are characterized by their natural propensity to form layers with periodic variation in the density of the liquid crystal aligned with the orientation of the molecules. While some models make use of a complex order parameter as a model of the energy of liquid crystals [31], several recent papers have proposed models based on a real-valued density variation [11, 48, 58]. For example, Pevnyi et al. [48] propose a model

$$E(u, \tilde{v}) = \int_{\Omega} \frac{m_1}{2} u^2 + \frac{m_2}{3} u^3 + \frac{m_3}{4} u^4 + B|\nabla \nabla u + q^2 \tilde{\nabla} \otimes \tilde{\nabla} u|^2 + \frac{K}{2} |\nabla \tilde{\nabla}|^2, \quad (1.1)$$
where $\Omega \subset \mathbb{R}^d$, for $d \in \{2, 3\}$, $u : \Omega \to \mathbb{R}$ represents the variation in the density of the liquid crystal from its average density, $\mathbf{v} : \Omega \to \mathbb{R}^d$ is the unit-length director of the liquid crystal (the local axis of average molecular alignment), and $m_1$, $m_2$, $m_3$, $q$, $K$, and $B$ are real-valued constants determined by the liquid crystal under consideration. Of these, the smectic wavenumber, $q$, is notable because it prescribes a preferred wavelength for the solution of $2\pi/q$. Here, and in what follows, we use $|T|^2 = T : T$ to denote the Frobenius norm squared of a tensor $T$ (of any order), defined as the sum of squares of the entries in $T$ at a given point in $\Omega$.

It is well-known that representing the orientation of the liquid crystal with a vector-valued director cannot represent certain defects of the liquid crystal [10]. In [58], Xia et al. adapted (1.1) to make use of a tensor-valued order parameter in place of the director field, proposing

$$E(u, Q) = \int_{\Omega} \frac{m_1}{2} u^2 + \frac{m_2}{3} u^3 + \frac{m_3}{4} u^4 + B \left| \nabla u + q^2 \left( Q + \frac{I_d}{d} \right) \right|^2 + \frac{K}{2} |\nabla Q|^2 + f_n(Q),$$

where $Q : \Omega \to \mathbb{R}^{d \times d}$ is the symmetric, traceless tensor-valued order parameter, $I_d$ is the $d \times d$ identity matrix, and $f_n(Q) = -l \text{tr}(Q^2) + l \left( \text{tr}(Q^2) \right)^2$ for $d = 2$ and $f_n(Q) = -l \text{tr}(Q^2) - \frac{1}{2} \text{tr}(Q^3) + \frac{1}{2} \left( \text{tr}(Q^2) \right)^2$ for $d = 3$. Here, the penalty parameter, $l$, and the functions $f_n(Q)$ are chosen so that the minimizer of $\int_{\Omega} f_n(Q)$ is of the form $Q = \mathbf{v} \otimes \mathbf{v} - \frac{I_d}{d}$, and are included in the energy to weakly enforce the rank-one condition implied by (1.1). A related model was proposed by Ball & Bedford [11]. An important feature of these models is the energetic competition between the term encouraging alignment of the orientation and density variation, scaled by $B$, and the deformation of the director field, scaled by $K$. The Euler–Lagrange equations for either of these functionals (1.1) or (1.2) naturally lead to a coupled system of PDEs, with a fourth-order operator acting on $u$ and a second-order operator acting on $\mathbf{v}$ or $Q$. While the discretization of the vector or tensor Laplacian is relatively standard, the fourth-order PDE involving $u$, which we refer to as the “smectic density equation,” is of a type not previously studied in the literature.

Motivated by such examples, we consider the discretization of a simplification of (1.2) with suitable boundary conditions, given in variational form as

$$\min_{v \in T \subset H^2(\Omega)} \frac{B}{2} \int_{\Omega} |\nabla v + q^2 Tv|^2 + \frac{m}{2} \int_{\Omega} v^2 - \int_{\Omega} f v,$$

where, motivated by the above, $T$ is a bounded $d \times d$ tensor, with $|T|^2 \leq \mu_1$ for $O(1)$ constant $\mu_1$, while $m$ and $q$ are $O(1)$ positive constants, and $0 < B \leq 1$. In (1.2), $Q$ is symmetric, but we do not require that $T$ be symmetric in (1.3). Sufficiently smooth extremizers of this energy must satisfy its Euler–Lagrange equations, which yield the fourth-order smectic density equation,

$$B \nabla \cdot \left( \nabla u + q^2 Tu \right) + B q^2 T : \nabla u + (B q^2 T : T + m) u = f.$$  

(1.4)

When $T = \mathbf{v} \otimes \mathbf{v}$, we note that the functions $u(\vec{x}) = ce^{\pm iq\mathbf{v} \cdot \vec{x}}$ are in the nullspace of the term multiplied by $B$ in (1.3) and, consequently, near-nullspace modes of the differential operator in (1.4). This highlights the difficulty in developing accurate numerical methods for this problem, similar to those encountered for the second-order indefinite Helmholtz equation. We also highlight the positive sign on the second-order terms in (1.4) that is opposite what would be expected on an $H^2$-elliptic PDE, where second-order terms typically have negative signs.
We consider three finite-element formulations for this fourth-order problem, with a particular focus on the treatment of the boundary conditions that arise naturally from the transition from the variational to strong forms. Two formulations are based on discretizing the variational first-order optimality condition for (1.3), using either $H^2$-conforming or $C^0$ interior penalty (C0IP) methods. The third formulation is based on mixed finite-element principles, introducing the gradient of the solution as an explicit variable constrained using a Lagrange multiplier, and leverages standard discretizations for the Stokes problem in order to achieve inf-sup stability. Both the C0IP and mixed approaches are quite general, in the sense that we achieve high-order convergence when using high-order elements if the solution is sufficiently smooth. However, both the $H^2$-conforming and C0IP formulations provide slightly suboptimal convergence, as shown later. Complications to achieving optimal convergence come from the use of Nitsche’s method to weakly enforce essential boundary conditions and weakly imposing $C^1$ continuity in the C0IP approach.

Finite-element methods for fourth-order $H^2$-elliptic problems have been extensively studied. These include conforming methods, such as the use of Argyris elements, nonconforming methods [22, 29, 55], $C^0$ interior penalty methods (C0IP, which are also nonconforming) [8, 21, 23, 53], and mixed-finite element methods, including two-field [28, 29, 45], three-field [13, 33], and four-field discretizations [15, 27, 43]. While conforming methods are attractive in two dimensions, the natural extension of Argyris elements to $\mathbb{R}^3$ requires the use of ninth-order polynomials on each element [60], which is prohibitively expensive in comparison to low-order methods. While a C0IP method was used in [58] and is analyzed herein, preliminary experiments showed that it is difficult to develop effective preconditioners for this discretization, motivating the consideration of alternate approaches. Thus, we also propose a mixed finite-element discretization of (1.3) that does not require growth in polynomial order in three dimensions, and which we expect to be more amenable to the development of effective preconditioners, similar to those in [33].

An additional challenge in considering the models of smectic LCs in [11, 48, 58] is that of proper treatment of the boundary conditions. In particular, these models typically include only natural BCs on the density variation, $u$, and do not strongly impose Dirichlet boundary conditions, such as the “clamped” boundary conditions that are commonly considered for the biharmonic problem. Indeed, the case of clamped boundary conditions, where the Hessian and Laplacian weak forms of a fourth-order operator are equivalent, has been extensively studied [15, 23, 27, 28, 34, 42, 43, 45, 47]. For instance, in [42], the 2D Hessian is translated into three second-order elliptic problems that are solved sequentially using the preconditioned conjugate gradient method and multigrid preconditioners as an iterative solver for the three elliptic systems. As noted therein, the extension of this approach to free boundary plate-bending problems is not straightforward. A central question in this work is how to treat the more general forms of boundary conditions that arise when moving from the variational form in (1.3) to the strong form in (1.4), summarized in (3.4)-(3.7) below. To our knowledge, existing results in the literature treat the cases of clamped boundary conditions, Cahn–Hilliard boundary conditions (a special case of those in (3.7) when $q = 0$) [21], and simply supported boundary conditions (a special case of those in (3.4)) [20], but not the case of full Neumann boundary conditions. In the case of simply supported boundary conditions, existence of minimizers of (1.2) when $q \geq 0$ as well as error estimates for its discretization using $C^0$ interior penalty methods when $q = 0$ were obtained in [57]. Here, we prove well-posedness of (1.3) and provide error estimates for its discretization using Argyris elements, C0IP, and a mixed finite-element method.

This paper is organized as follows. A brief summary of the tools needed for the finite-element analysis is presented in Section 2. The continuum analysis, including the weak forms and uniqueness
theory, is presented in Section 3. In Section 4, we present the conforming, C0IP, and mixed finite-element methods, and analysis of both well-posedness and error estimates for these methods. Finally, numerical experiments to compare the different finite-element methods are presented in Section 5.

2. Preliminaries

In all that follows, we assume $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$, to be a bounded simply connected polytopal domain with Lipschitz boundary. We recall the standard Sobolev spaces

$$H^1(\Omega) = \{ u \in H^1(\Omega) \mid u = 0 \text{ on } \Gamma \},$$

$$H^1(\text{div}; \Omega) = \{ \bar{v} \in H(\text{div}; \Omega) \mid \bar{v} \cdot \bar{n} = 0 \text{ on } \Gamma \},$$

where $\Gamma \subset \partial \Omega$ and $\bar{n}$ is the outward unit normal to $\Gamma$. We define the divergence of a tensor $T$ row-wise as $[\nabla \cdot T]_i = \sum_j \partial_j T_{ij}$. Let $\{ \mathcal{T}_h \}$ be a quasiuniform family of triangulations of $\Omega$, with diam$(\tau) \leq h$ for all $\tau \in \mathcal{T}_h$, and let $CG_k(\Omega, \mathcal{T}_h)$, $DG_k(\Omega, \mathcal{T}_h)$, and $RT_k(\Omega, \mathcal{T}_h)$ be the standard continuous Lagrange, discontinuous Lagrange, and Raviart–Thomas approximation spaces of degree $k$, respectively, on mesh $\mathcal{T}_h$. We also define $CG^\Gamma_k(\Omega, \mathcal{T}_h) = CG_k(\Omega, \mathcal{T}_h) \cap H^1(\Gamma)$ and $RT^\Gamma_k(\Omega, \mathcal{T}_h) = RT_k(\Omega, \mathcal{T}_h) \cap H^1(\text{div}; \Omega)$.

We use $\| u \|_0$ and $\| u \|_{0, \tau}$ to denote the $L^2$ norm of $u$ over all of $\Omega$ and over a single element, $\tau$, respectively. Similar definitions are used, as needed, for other standard Sobolev norms.

Remark 1 The assumption of quasiuniform meshes is essential for the conforming and mixed methods presented below, as they rely on [22, Theorem 4.5.11] and [16, Lemma 2.7], respectively, both of which require the meshes to be quasiuniform. For the C0IP discretization, this can be weakened to an assumption of shape-regularity, but we leave this generalization for future work.

Remark 2 In what follows, we use $C$ to represent a generic positive constant that can depend on the domain, shape regularity of the triangulation, $\mathcal{T}_h$, and the polynomial degree $k$ of the finite-element space, but not on the mesh parameter, $h$, nor the smectic wavenumber, $q$, and may be different in different instances. Where needed, we will use $\{ C_i \}$ to denote different arbitrary constants in the same expression.

To prove well-posedness, we will make use of a standard inverse estimate, where $\| u \|_{0, \kappa}^2 = \int_\kappa u^2 ds$, for $\kappa \subseteq \partial \Omega$ or $\kappa \subseteq \partial \tau$.

**Theorem 1** Let $q \geq 1$. There exists a constant $C > 0$ such that for any quasiuniform triangulation $\mathcal{T}_h$ and any element $\tau \in \mathcal{T}_h$, for all $u \in H^1(\tau)$,

$$\| u \|_{0, \partial \tau}^2 \leq C \left( \left( \frac{h}{q} \right)^{-1} \| \nabla u \|_{0, \tau}^2 + \left( \frac{h}{q} \right)^{-1} \| u \|_{0, \tau}^2 \right).$$

**Proof** These inequalities are direct results of the multiplicative trace inequality [32, Lemma 12.15] and Young’s inequality. $\square$
**Corollary 1.** Let \( q \geq 1 \) and \( \Gamma \subset \partial \Omega \). There exists a constant \( C > 0 \) such that for any quasuniform triangulation \( \mathcal{T}_h \), if \( u \in H^1(\tau) \) for all \( \tau \in \mathcal{T}_h \), then

\[
\| u \|_{0, \Gamma}^2 \leq C \left( \left( \frac{h}{q} \right) \sum_{\tau \in \mathcal{T}_h} \| \nabla u \|_{0, \tau}^2 + \left( \frac{h}{q} \right)^{-1} \sum_{\tau \in \mathcal{T}_h} \| u \|_{0, \tau}^2 \right). \tag{2.2}
\]

Moreover, if \( u \in H^1(\Omega) \), then

\[
\| u \|_{0, \Gamma}^2 \leq C \left( \left( \frac{h}{q} \right) \| \nabla u \|_0^2 + \left( \frac{h}{q} \right)^{-1} \| u \|_0^2 \right). \tag{2.3}
\]

**Proof** For any \( \tau \) such that \( \Gamma \cap \partial \tau \neq \emptyset \), we have \( \| u \|_{0, \Gamma \cap \partial \tau} \leq \| u \|_{0, \partial \tau} \). Thus, by Theorem 1, we have

\[
\| u \|_{0, \Gamma}^2 = \sum_{\tau \cap \partial \tau \neq \emptyset} \| u \|_{0, \Gamma \cap \partial \tau} \leq \sum_{\tau \cap \partial \tau \neq \emptyset} \| u \|_{0, \partial \tau}^2
\]

\[
\leq C \sum_{\tau \cap \partial \tau \neq \emptyset} \left( \left( \frac{h}{q} \right) \| \nabla u \|_{0, \tau}^2 + \left( \frac{h}{q} \right)^{-1} \| u \|_{0, \tau}^2 \right)
\]

\[
\leq C \left( \left( \frac{h}{q} \right) \sum_{\tau \in \mathcal{T}_h} \| \nabla u \|_{0, \tau}^2 + \left( \frac{h}{q} \right)^{-1} \sum_{\tau \in \mathcal{T}_h} \| u \|_{0, \tau}^2 \right).
\]

Moreover, if \( u \in H^1(\Omega) \), then \( \| u \|_0^2 = \sum_{\tau \in \mathcal{T}_h} \| u \|_{0, \tau}^2 \) and \( \| \nabla u \|_0^2 = \sum_{\tau \in \mathcal{T}_h} \| \nabla u \|_{0, \tau}^2 \).

As is typical in the analysis of finite-element methods, our well-posedness results will rely on a Poincaré inequality. In order to treat a more general set of boundary conditions, we state a more general form of the standard inequality.

**Lemma 1** *(Poincaré Inequality [19, 25, 46, 56])* If \( u \in H^1(\Omega), \ j \in \{1, 2\} \), then

\[
\| u \|_{j-1}^2 \leq C \left( \| u \|_j^2 + \xi^2(u) \right),
\]

where \( \xi \) is any seminorm on \( H^j(\Omega) \) with the properties that

- There exists a constant \( C > 0 \) such that, for all \( u \in H^j(\Omega) \), we have
  \[
  \xi(u) \leq C \| u \|_j.
  \]
- If \( p \) is a polynomial of degree less than \( j \) (i.e., a constant function if \( j = 1 \) or linear function if \( j = 2 \)), \( \xi(p) = 0 \) if and only if \( p = 0 \).

In particular, for \( j = 1 \) and any functions \( \psi_1 \) and \( \psi_2 \) that are square integrable on \( \Omega \) and \( \partial \Omega \), respectively, with \( \int_\Omega \psi_1 \neq 0 \) and \( \int_{\partial \Omega} \psi_2 \neq 0 \), then the Poincaré inequality above holds for either seminorm \( \xi_1(u) \) or \( \xi_2(u) \) [19], defined as

\[
\xi_1(u) = \left| \int_\Omega \psi_1 u \right|, \quad \xi_2(u) = \left| \int_{\partial \Omega} \psi_2 u \right|.
\]

Note that the choices of \( \psi_1 = 1 \) on \( \Omega \), and \( \psi_2 = 1 \) on \( \partial \Omega \) lead to the classical Poincaré inequalities that are most commonly used. For \( j = 2 \), we will use \( \xi(u) = \| u \|_0 \), which satisfies the conditions above.
A useful function in our analysis is the solution of $-\Delta S = 1$ with homogeneous Dirichlet boundary conditions. We next recall some properties of this function and its discrete approximation.

**Lemma 2** The weak solution of $-\Delta S = 1$, with homogeneous Dirichlet boundary conditions, has positive mean and bounded $H^1$ norm. In addition, the discrete solution, $S_h \in CG^1(\Omega, T_h)$, of $\langle \nabla S_h, \nabla v \rangle = \langle 1, v \rangle$ for all $v \in CG^1(\Omega, T_h)$ has the same properties.

**Proof** The solutions, $S$ and $S_h$, satisfy $\|\nabla S\|^2_0 = \int_\Omega S$ and $\|\nabla S_h\|^2_0 = \int_\Omega S_h$. Therefore, $S$ and $S_h$ have positive means. In addition, the basic energy estimate that $\|S\|_1 \leq C \|1\|_0 = C \text{Area}(\Omega)$ and $\|S_h\|_1 \leq C \text{Area}(\Omega)$ also hold.

Our well-posedness proofs also rely on the standard Helmholtz decomposition in 2D for the $H(\text{div}; \Omega)$ and $RT_k(\Omega, T_h)$ spaces, which we first state for the continuum case. We use the standard definition of the curl of a scalar function in 2D, as $\nabla \times p = \begin{bmatrix} -p_y \\ p_x \end{bmatrix}$.

**Lemma 3** (2D Helmholtz decomposition for $H(\text{div}; \Omega)$ [5, 35, 52]) Let $\Omega \subset \mathbb{R}^2$, with $\partial \Omega = \Gamma_a \cup \Gamma_b$, where $\Gamma_a$ and $\Gamma_b$ are disjoint. For $\bar{\alpha} \in H_{1a}(\text{div}; \Omega)$, the following Helmholtz decomposition holds

$$\bar{\alpha} = \nabla \phi + \nabla \times p,$$

where $p \in H^1_{0b}(\Omega)$, and $\phi \in H^1_{1b}(\Omega)$ is the solution of $\int_\Omega \nabla \phi \cdot \nabla \chi = -\int_\Omega \nabla \cdot \bar{\alpha} \chi, \forall \chi \in H^1_{1b}(\Omega)$. Furthermore, $p$ is a zero-mean function if $\Gamma_a = \emptyset$, and $\phi$ is a zero-mean function if $\Gamma_b = \emptyset$. This decomposition is orthogonal in the $L^2$ and $H(\text{div})$ norms.

**Remark 3** If, in addition to the assumptions of Lemma 3, $\bar{\alpha} \in [H^{t+2}(\Omega)]^2 \cap H_{1a}(\text{div}; \Omega)$, $\nabla \cdot \bar{\alpha} \in H^t_{0b}(\Omega)$, for $t \geq 0$, $\phi \in H^1_{1b}(\Omega)$ is the solution of the mixed boundary value problem of the form $\int_\Omega \nabla \phi \cdot \nabla \chi = -\int_\Omega \nabla \cdot \bar{\alpha} \chi, \forall \chi \in H^1_{1b}(\Omega)$, and the linear segments of $\Gamma_a$ and $\Gamma_b$ are ordered such that the singular solutions in [36, Theorem 5.1.1.5] do not arise, then $\phi \in H^{t+3}(\Omega) \cap H^1_{1b}(\Omega)$, and $p$ is at least in $\rho = \{p \in H^{t+2}(\Omega) \cap H^1_{1a} \mid \nabla \times p \in [H^{t+2}(\Omega)]^2\}$.

To see that this regularity can be achieved, we next state a regularity result for solution of the Poisson problem with mixed boundary conditions on the unit square.

**Lemma 4** Let $u$ be the solution of

$$-\Delta u = f, \quad \text{in } \Omega,$$

$$u = 0, \quad \text{on } \partial \Omega,$$

$$\frac{\partial u}{\partial n} = 0, \quad \text{on } \partial N,$$

where $f \in H^0_0(\Omega)$, $t > 0$, and $\Omega = (0, 1)^2$, $\partial \Omega = \Gamma_N \cup \Gamma_S \cup \Gamma_E \cup \Gamma_W$, where $\Gamma_N$, $\Gamma_S$, $\Gamma_E$, and $\Gamma_W$ are the North, South, East, and West faces of the square, respectively, and $\partial \Omega$, $\partial N$ are the faces on which we impose Dirichlet and Neumann boundary conditions, respectively. Then, if any of the following conditions hold, $u \in H^{t+2}(\Omega)$,
This decomposition is orthogonal in the $L^2$ and $H(\text{div})$ norms.

Finally, we note that the Helmholtz decomposition allows us to define an alternative norm on $H(\text{div}; \Omega)$, which will be useful in the later analysis.

**Remark 4** Let $\bar{\alpha}_1, \bar{\alpha}_2 \in H(\text{div}; \Omega)$ with $\bar{\alpha}_1 = \nabla \phi_1 + \nabla \times p_1$, and $\bar{\alpha}_2 = \nabla \phi_2 + \nabla \times p_2$, computed as in Lemma 3. The following defines an inner product on $H(\text{div}; \Omega)$:

$$
(\bar{\alpha}_1, \bar{\alpha}_2)_{\text{div}} = q^{-4} \left( \int_\Omega p_1 p_2 + \int_\Omega \nabla \phi_1 \cdot \nabla \phi_2 + \int_\Omega \nabla \cdot \bar{\alpha}_1 \nabla \cdot \bar{\alpha}_2 \right),
$$

where $q$ is a positive constant (which will be taken as the $q$ in (1.3)).

3. Continuum Analysis

For convenience we restate the problem: find $u \in H^2(\Omega)$ such that

$$
B \nabla \cdot (\nabla \nabla u + q^2 T u) + B q^2 \nabla \nabla u : T + (B q^4 T : T + m) u = f, \quad (3.1)
$$

Given a test function $\phi \in H^2(\Omega)$, integration by parts gives

$$
\int_\Omega f \phi = a(u, \phi) + B \int_{\partial \Omega} \phi \nabla \cdot (\nabla \nabla u + q^2 T u) \cdot \bar{n} - B \int_{\partial \Omega} \nabla \phi \cdot (\nabla \nabla u + q^2 T u) \cdot \bar{n} \quad (3.2)
$$
where the bilinear form, \( a \), is given by
\[
    a(u, \phi) = B \int_{\Omega} \nabla \nabla u : \nabla \nabla \phi + Bq^2 \int_{\Omega} T u : \nabla \nabla \phi + Bq^2 \int_{\Omega} \nabla \nabla u : T \phi \\
    + \int_{\Omega} (Bq^4 T : T + m) u \phi.
\]

From (3.2), we identify that two boundary conditions are required on any segment of \( \partial \Omega \), and that certain boundary conditions on \( u \) arise naturally from the variational formulation. Consequently, we write \( \partial \Omega = \Gamma_{0,2} \cup \Gamma_{0,1} \cup \Gamma_{3,2} \cup \Gamma_{3,1} \) with \( \Gamma_{i,j} \cap \Gamma_{k,\ell} = \emptyset \) for \((i, j) \neq (k, \ell)\), and specify
\[
    u = 0, \quad (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = \vec{0}, \quad \text{on} \ \Gamma_{0,2},
\]
\[
    u = 0, \quad \nabla u = \vec{0}, \quad \text{on} \ \Gamma_{0,1},
\]
\[
    \nabla \cdot (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = 0, \quad (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = \vec{0}, \quad \text{on} \ \Gamma_{3,2},
\]
\[
    \nabla \cdot (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = 0, \quad \nabla u = \vec{0}, \quad \text{on} \ \Gamma_{3,1}.
\]

The above decomposition of \( \partial \Omega \) is into disjoint sets, with subscripts indicating the orders of the two boundary conditions imposed. We also use the notation \( \Gamma_0 = \Gamma_{0,2} \cup \Gamma_{0,1} \) (that part of \( \partial \Omega \) on which the zeroth-order boundary condition \( u = 0 \) is imposed), and similarly we define \( \Gamma_1 = \Gamma_{0,1} \cup \Gamma_{3,1}, \Gamma_2 = \Gamma_{0,2} \cup \Gamma_{3,2}, \) and \( \Gamma_3 = \Gamma_{3,2} \cup \Gamma_{3,1} \). As typical, we consider homogeneous boundary conditions here, so that the boundary integrals in (3.2) vanish, but the results hold true for inhomogeneous boundary conditions, assuming that there exists a function \( \delta \in H^4(\Omega) \) such that \( u = \delta \) on \( \Gamma_0, \nabla u = \nabla \delta \) on \( \Gamma_1, (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = (\nabla \nabla \delta + q^2 T \delta) \cdot \vec{n} \) on \( \Gamma_2, \) and \( \nabla \cdot (\nabla \nabla u + q^2 Tu) \cdot \vec{n} = \nabla \cdot (\nabla \nabla \delta + q^2 T \delta) \cdot \vec{n} \) on \( \Gamma_3 \).

The inhomogeneous problem can therefore be transformed into a homogeneous one in a manner similar to [35, Section 1.5]. Consequently, we define
\[
    \mathcal{V} = \left\{ u \in H^2(\Omega) : u = 0 \text{ on } \Gamma_0 \text{ and } \nabla u = \vec{0} \text{ on } \Gamma_1 \right\}.
\]

Because of the dependence on \( q \) in the bilinear form, we analyze the problem in a \( q \)-dependent norm on \( \mathcal{V} \), given by
\[
    \|u\|^2_{2,q} = q^{-4} \|\nabla \nabla u\|^2_0 + q^{-4} \|\nabla u\|^2_0 + \|u\|^2_0.
\]

**Assumptions.** In all results that follow, we assume \( q \geq 1 \) and that there exists an \( O(1) \) constant, \( s \) that is independent of \( q \), such that \( sq^{-4} \leq B \leq 1 \), as this is the case of interest [58].

**Theorem 2** Given \( f \in L^2(\Omega) \), the variational problem to find \( u \in \mathcal{V} \) such that
\[
    a(u, \phi) = \int_{\Omega} f \phi \quad \text{for all } \phi \in \mathcal{V}
\]

is well-posed.

**Proof** By the Lax–Milgram Theorem, this variational problem has a unique solution if the bilinear form \( a \) is coercive and continuous on \( \mathcal{V} \) in the \( \| \cdot \|_{2,q} \) norm, and the associated linear form is continuous. The assumption that \( f \in L^2(\Omega) \) is sufficient to guarantee that the linear form is continuous.
To prove continuity of \( a \), we have
\[
a(u, \phi) = B \int_\Omega \nabla \nabla u : \nabla \nabla \phi + B q^2 \int_\Omega \nabla \nabla u : T \phi + B q^2 \int_\Omega \nabla \nabla \phi : T u
+ \int_\Omega (B q^4 T : T + m) u \phi
\leq B \| \nabla \nabla u \|_0 \| \nabla \nabla \phi \|_0 + B q^2 (\| \nabla \nabla u \|_0 \| T \phi \|_0) + B q^2 (\| \nabla \nabla \phi \|_0 \| T u \|_0)
+ (B q^4 \mu_1 + m) \| u \|_0 \| \phi \|_0
\leq B q^4 \| u \|_{2,q} \| \phi \|_{2,q} + 2B \sqrt{\mu_1 q^4} \| u \|_{2,q} \| \phi \|_{2,q} + (B q^4 \mu_1 + m) \| u \|_{2,q} \| \phi \|_{2,q}.
\]
This gives a \( q \)-dependent continuity bound, with \( a(u, \phi) \leq C B q^4 \| u \|_{2,q} \| \phi \|_{2,q} \), where \( C = 1 + 2\sqrt{\mu_1} + \mu_1 + m/s \).

To prove coercivity, we first observe that, for any \( 0 < C_1 < 1 \),
\[
a(u, u) = B \| \nabla \nabla u \|_0^2 + 2B q^2 \int_\Omega \nabla \nabla u : T u + \int_\Omega (B q^4 T : T + m) u^2
\geq B (1 - C_1) \| \nabla \nabla u \|_0^2 + B q^4 \left( 1 - \frac{1}{C_1} \right) \| T u \|_0^2 + m \| u \|_0^2
\geq B (1 - C_1) \| \nabla \nabla u \|_0^2 + \left( m + B q^4 \mu_1 \left( 1 - \frac{1}{C_1} \right) \right) \| u \|_0^2.
\]
(3.10)

Note that since \( 0 < C_1 < 1 \), \( 1 - \frac{1}{C_1} < 0 \), so we get a lower bound for the expression on the second line by using the upper bound \( \| T u \|_0^2 \leq \mu_1 \| u \|_0^2 \). Let \( C_1 = \frac{B q^4 \mu_1}{B q^4 \mu_1 + C_2} \) for any constant \( 0 < C_2 < m \). Then,
\[
1 - C_1 = \frac{C_2}{B q^4 \mu_1 + C_2}, \quad \text{and} \quad 1 - \frac{1}{C_1} = -\frac{C_2}{B q^4 \mu_1},
giving
\[
a(u, u) \geq B \left( \frac{C_2}{B q^4 \mu_1 + C_2} \right) \| \nabla \nabla u \|_0^2 + (m - C_2) \| u \|_0^2.
\]
(3.11)

Now, since \( s q^{-4} \leq B \leq 1 \), \( B \left( \frac{C_2}{B q^4 \mu_1 + C_2} \right) = \left( \frac{C_2}{\mu_1 q^4 + C_2} \right) \) is an \( O(q^{-4}) \) constant. That is, there exists a constant \( C_2 \) such that
\[
a(u, u) \geq C_2 \left( q^{-4} \| \nabla \nabla u \|_0^2 + \| u \|_0^2 \right).
\]
(3.12)

We then use Lemma 1, with \( j = 2 \), and \( \xi(u) = \| u \|_0 \). That is, there exists a constant \( C_4 \) such that \( \| \nabla u \|_0^2 \leq C_4 \left( \| \nabla \nabla u \|_0^2 + \| u \|_0^2 \right) \), giving
\[
a(u, u) \geq C_3 q^{-4} \left( \| \nabla \nabla u \|_0^2 + q^4 \| u \|_0^2 \right)
\geq \frac{C_3 q^{-4}}{2} \left( \| \nabla \nabla u \|_0^2 + \| u \|_0^2 \right) + \frac{C_3}{2} \left( q^{-4} \| \nabla \nabla u \|_0^2 + \| u \|_0^2 \right)
\geq \left( \frac{C_3}{2 C_4} q^{-4} \| \nabla \nabla u \|_0^2 + \frac{C_3}{2} \left( q^{-4} \| \nabla \nabla u \|_0^2 + \| u \|_0^2 \right) \right),
\]
As a result, \( a(u, u) \geq \left( \min \{ \frac{C_1}{2 C_4}, \frac{C_3}{2} \} \right) \| u \|_{2,q}^2 \), giving an \( O(1) \) coercivity constant.
The mixed finite-element formulation presented below relies on a reformulation of (3.1) to a lower-order system. We introduce $\tilde{v} = \nabla u$ and $\alpha = B\nabla \cdot (\nabla \tilde{v} + q^2 Tu)$. Then, Equation (3.1) is equivalent to the system of equations

\[
\begin{align*}
\nabla \cdot \alpha + Bq^2 \nabla \tilde{v} : T + (Bq^4 T : T + m)u &= f, \\
\alpha - B\Delta \tilde{v} - Bq^2 \nabla \cdot (Tu) &= 0, \\
(\tilde{v} - \nabla u) &= 0.
\end{align*}
\]

To convert this system to weak form, we multiply (3.13), (3.14), and (3.15) by the test functions $\phi$, $\tilde{v}$, and $\tilde{\beta}$, respectively, and integrate by parts. This yields the weak form of finding $(u, \tilde{v}, \alpha) \in L^2(\Omega) \times V \times H_{G3}(\text{div}; \Omega)$ such that

\[
\begin{align*}
\int_\Omega \nabla \cdot \alpha \phi + Bq^2 \nabla \tilde{v} : T \phi + (Bq^4 T : T + m)u \phi &= \int_\Omega f \phi, \\
\int_\Omega \alpha \cdot \tilde{v} + B\nabla \tilde{v} : \nabla \psi + Bq^2 Tu : \nabla \tilde{v} - B \int_{\Gamma_2} \tilde{v} \cdot (\nabla \tilde{v} + q^2 Tu) \cdot \tilde{n} &= 0, \\
\int_\Omega \tilde{\beta} \cdot \tilde{v} + \int_\Omega u \nabla \cdot \tilde{\beta} - \int_{\Gamma_0} u \tilde{\beta} \cdot \tilde{n} &= 0,
\end{align*}
\]

$(\phi, \tilde{v}, \tilde{\beta}) \in L^2(\Omega) \times V \times H_{G3}(\text{div}; \Omega)$, where $V = \left\{ \tilde{v} \in [H^1_0(\Omega)]^d, \tilde{v} \times \tilde{n} = 0 \text{ on } \Gamma_{0,2} \right\}$. Note that since $u = 0$ on $\Gamma_{0,2}$, we are free to require the boundary condition $\tilde{v} \times \tilde{n} = 0$ on $\Gamma_{0,2}$, which will be needed below. Equivalently, the system (3.16)-(3.18) can be written as a saddle-point system, to find $(u, \tilde{v}, \alpha) \in L^2(\Omega) \times V \times H_{G3}(\text{div}; \Omega)$ such that

\[
\mathcal{A}((u, \tilde{v}), (\phi, \tilde{v})) + b(\alpha, (\phi, \tilde{v})) = F(\phi), \quad \forall (\phi, \tilde{v}) \in L^2(\Omega) \times V
\]

\[
b(\tilde{\beta}, (u, \tilde{v})) = 0, \quad \forall \tilde{\beta} \in H_{G3}(\text{div}; \Omega)
\]

where

\[
\mathcal{A}((u, \tilde{v}), (\phi, \tilde{v})) = B \int_\Omega \nabla \tilde{v} : \nabla \tilde{\psi} + Bq^2 \int_\Omega \nabla \tilde{v} : T \phi + Bq^2 \int_\Omega \nabla \tilde{\psi} : Tu
\]

\[+ \int_\Omega (Bq^4 T : T + m)u \phi, \]

\[
b(\alpha, (u, \tilde{v})) = \int_\Omega \alpha \cdot \tilde{v} + \int_\Omega u \nabla \cdot \alpha,
\]

\[
F(\phi) = \int_\Omega f \phi.
\]

Here, we see that while $\alpha$ is defined in terms of $u$ above, it serves as a Lagrange multiplier in the saddle-point form, weakly enforcing that $\tilde{v} = \nabla u$. 

Similarly to the proof of Inequality (3.12), there exists \( C_1 > 0 \) such that

\[
\mathcal{A}((u, \bar{v}), (u, \bar{v})) \geq C_1 \left( q^{-4} \| \nabla \bar{v} \|^2_0 + \| u \|^2_0 \right) \quad \forall (u, \bar{v}) \in \Lambda.
\]
If \((u, \vec{v}) \in \Lambda\), then \(b(\beta_i, (u, \vec{v})) = 0\) for the particular choices \(\beta_1 = [S, 0]^T\) and \(\beta_2 = [0, S]^T\), where \(S\) is the function defined in Lemma 2. In other words, \(\int_\Omega \vec{\beta}_i \cdot \vec{v} + \int_\Omega u \nabla \cdot \vec{\beta}_i = 0\) for \(i = 1, 2\), which gives

\[
\left| \int_\Omega S \vec{v}_1 \right| = \left| \int_\Omega S_x u \right| \leq \|S_x\|_0 \|u\|_0 \leq C_2 \|u\|_0,
\]

and

\[
\left| \int_\Omega S \vec{v}_2 \right| = \left| \int_\Omega S_y u \right| \leq \|S_y\|_0 \|u\|_0 \leq C_2 \|u\|_0.
\]

As \(S\) has a positive mean, we can apply the Poincaré inequality in the form given in Lemma 1, which leads to the fact

\[
\|\vec{v}\|_0^2 \leq C_3 \left( \|u\|_0^2 + \|\nabla \vec{v}\|_0^2 \right).
\] (3.26)

Combining this with Inequality (3.25) then gives

\[
\mathcal{A} ((u, \vec{v}), (u, \vec{v})) \geq C_4 \|u, \vec{v}\|_{0,q,1}.
\]

That is, coercivity of \(\mathcal{A}\) holds with an \(O(1)\) constant.

Next, we prove the required inf-sup condition, of the form

\[
I = \sup_{(u, \vec{v}) \in L^2 \times V} \frac{\int_\Omega \vec{\alpha} \cdot \vec{v} + \int_\Omega u \nabla \cdot \vec{\alpha} \cdot \vec{\alpha} \cdot \vec{v} + \int_\Omega u \nabla \cdot \vec{\alpha} \cdot \vec{\alpha} \cdot \vec{v}}{\sqrt{\|u\|_0^2 + q^{-4} \|\vec{v}\|_1^2}} \geq C q^2 \|\vec{\alpha}\|_{\text{Div}}, \quad \forall \vec{\alpha} \in H^1_\Gamma (\text{div}; \Omega).
\]

In our mixed formulation, the boundary condition on \(u\) is weakly enforced. Therefore, given \(\vec{\alpha} = \nabla \eta + \nabla \times p\), where \(p \in H^1_{1/3} (\Omega)\) and \(\eta \in H^1_{1/3}\), we may choose \(u = C_1 (\nabla \cdot \vec{\alpha} - \eta)\), for a positive constant, \(C_1\), to be specified later. This choice of \(u\) might not be zero on \(\Gamma_0\). Note that

\[
\|u\|_0 = C_1 \|\nabla \cdot \vec{\alpha} - \eta\|_0 \leq C_1 (\|\nabla \cdot \vec{\alpha}\|_0 + \|\eta\|_0), \quad \text{and} \quad \int_\Omega u \nabla \cdot \vec{\alpha} = C_1 (\|\nabla \cdot \vec{\alpha}\|_0^2 + \|\nabla \eta\|_0^2).
\]

If \(\Gamma_{3,1}\) is a proper subset of \(\partial \Omega\), then the inf-sup condition of [16, Lemma 2.7] establishes that for all \(p \in H^1_{1/3} (\Omega)\), there exists \(\bar{p} \in H^1_{1/0,1} (\partial \Omega)^2\) such that \(\int_\Omega p \nabla \cdot \bar{p} \geq \|p\|_0^2\), and \(\|\bar{p}\|_1^2 \leq C_2 \|\bar{p}\|_0^2\). Note that

- If \(\partial \Omega = \Gamma_0\), then \(p\) is a zero-mean function, and such a \(\bar{p}\) exists by the standard inf-sup condition for the Stokes problem with Dirichlet boundary conditions.
- Otherwise (so long as \(\partial \Omega \neq \Gamma_{3,1}\)), such a \(\bar{p}\) exists with \(\bar{p} = \bar{0}\) on \(\Gamma_0 \cup \Gamma_{3,1}\) and \(\bar{p} \times \bar{n} = 0\) on \(\Gamma_{3,2}\), following [16, Lemma 2.7].
To establish the inf-sup condition needed here, we then choose \( \tilde{v} = [\psi_2, -\psi_1]^T \) which, by construction, belongs to \( V \), giving \( \nabla \cdot \tilde{\psi} = \nabla \times \tilde{v} \) and \( \|\tilde{\psi}\|_1^2 = \|	ilde{v}\|_1^2 \). With this,

\[
I \geq \sup_{(u, \tilde{v}) \in L^2 \times V} \frac{\int_{\Omega} \nabla \eta \cdot \tilde{v} + \int_{\Omega} p \nabla \times \tilde{v} + \int_{\Omega} u \nabla \cdot \tilde{\alpha}}{\sqrt{\|u\|_0^2 + q^{-4} \|	ilde{v}\|_1^2}}
\]

\[
\geq \sup_{(u, \tilde{v}) \in L^2 \times V} \frac{\int_{\Omega} \nabla \eta \cdot \tilde{v} + \int_{\Omega} p \nabla \times \tilde{v} + \int_{\Omega} u \nabla \cdot \tilde{\alpha}}{\sqrt{\|u\|_0^2 + \|	ilde{v}\|_1^2}}
\]

\[
\geq \left( 1 - \frac{C_2}{2\gamma} \right) \frac{\|p\|_0^2 + C_1 \|
abla \cdot \tilde{\alpha}\|_0^2 + \left( C_1 - \frac{C_2}{2}\right) \|
abla \eta\|_0^2}{\sqrt{C_2 \|p\|_0^2 + 2C_1^2 \|
abla \eta\|_0^2 + 2C_1^2 \|
abla \cdot \tilde{\alpha}\|_0^2}}
\]

where we use the facts that \( \int_{\Omega} p \nabla \times \tilde{v} \geq \|p\|_0^2, \|	ilde{v}\|_1^2 \leq C_2 \|p\|_0^2 \), and \( \int_{\Omega} \nabla \eta \cdot \tilde{v} \leq \frac{C_2}{2} \|
abla \eta\|_0^2 + \frac{1}{2\gamma} \|	ilde{v}\|_1^2 \). Choose \( C_1 > \frac{C_2}{2} > \frac{C_3}{4} \). Note that \( \|
abla \eta\|_0^2 \leq C_4 \|
abla \eta\|_0^2 \) for some positive \( C_4 \) by the Poincaré inequality. Thus,

\[
I \geq \left( 1 - \frac{C_2}{2\gamma} \right) \frac{\|p\|_0^2 + C_1 \|
abla \cdot \tilde{\alpha}\|_0^2 + \left( C_1 - \frac{C_2}{2}\right) \|
abla \eta\|_0^2}{\sqrt{C_2 \|p\|_0^2 + 2C_1^2 \|
abla \eta\|_0^2 + 2C_1^2 \|
abla \cdot \tilde{\alpha}\|_0^2}}
\]

\[
\geq C \left( \|p\|_0 + \|
abla \eta\|_0 + \|
abla \cdot \tilde{\alpha}\|_0 \right) \geq C_0 \|	ilde{\alpha}\|_{\text{Div}}.
\]

As a result, the inf-sup condition holds true and the three-field formulation is well-posed. \( \square \)

**Remark 6** The dependence on \( q \) of the continuity, coercivity, and inf-sup constants in the proofs above can lead to pessimistic error bounds for the finite-element methods developed below. While it is tempting to try and prove convergence using other weighted \( H^2 \), \( L^2 \times H^1 \) product norms, we are unaware of a simple weighing of the terms in such a norm that leads to \( O(1) \) continuity and coercivity constants in the weighted norms. We note that a common use case of these results will be when \( Bq^t \) is an \( O(1) \) constant, in which case it is only the inf-sup constant and continuity bounds for \( b \) that are suboptimal.

**Corollary 2.** Suppose \( \Omega \subset \mathbb{R}^2 \) has \( \partial \Omega = \left\{ \bigcup_{i=1}^{N_1} \Gamma_i \right\} \cup \left\{ \bigcup_{i=1}^{N_2} \tilde{\Gamma}_i \right\} \), for \( \Gamma_i = (x, a_i x + b_i) \), and \( \tilde{\Gamma}_i = (c_i, y + d_i, y) \) where \( N_1 \) and \( N_2 \) are positive integers. Let \( u \) and \( (\bar{u}, \bar{v}, \bar{\alpha}) \) be the solutions of Problems (3.9) and (3.19)-(3.20), respectively. Further, assume \( u \) and \( \bar{u} \) are in \( H^t(\Omega) \), \( t \geq 4 \), and \( T \in C^{-2}(\Omega) \), where \( C^m(\Omega) \) is the space of \( 2 \times 2 \) tensors with each component in \( C^m(\Omega) \). Then \( u \) and \( (\bar{u}, \bar{v}, \bar{\alpha}) \) are equivalent in the sense that \( u = \bar{u}, \bar{v} = \nabla u \), and \( \bar{\alpha} = \nabla \cdot (\nabla \bar{u} + q^2 Tu) \).

**Proof** First, let \( u \in H^t(\Omega), \ t \geq 4 \), be the solution of Problem (3.9). By direct calculation, \( (u, \bar{v}, \bar{\alpha}) \) is a solution to Problem (3.19)-(3.20), which is unique by Theorem 3. Note that \( u \in H^t(\Omega) \) is sufficient to guarantee that \( \bar{v} \in (H^1(\Omega))^2 \) and \( \bar{\alpha} \in H(\text{div}; \Omega) \).
Conversely, let \((\bar{u}, \bar{v}, \bar{\alpha})\) be the solution of (3.19)-(3.20) with \(\bar{u} \in H^l(\Omega)\). Let

\[
D(x, y) = \Pi_{i=1}^{N_1} (y - a_ix - b_i)^2 \Pi_{i=1}^{N_2} (x - c_iy - d_i)^2,
\]

so that \(D \in C^\infty(\Omega) \cap H_0^1(\Omega)\) is positive in the interior of \(\Omega\). Choosing \((\phi, \bar{\psi}) = (0, D\bar{\nabla}\cdot(\bar{\nabla}\bar{u} + q^2T\bar{u}))\) and \(\bar{\beta} = D(\bar{v} - \bar{\nabla}\bar{u})\) in (3.19)-(3.20) and integrating by parts implies that \(\bar{v} = \bar{\nabla}\bar{u}\) and \(\bar{\alpha} = BV \cdot (\bar{\nabla}\bar{u} + q^2T\bar{u})\):

\[
\int_{\Omega} \bar{\beta} \cdot (\bar{v} - \bar{\nabla}\bar{u}) = \int_{\Omega} D(\bar{v} - \bar{\nabla}\bar{u}) \cdot (\bar{v} - \bar{\nabla}\bar{u}) = 0.
\]

Note that \(D\) is sufficiently smooth so that \(\bar{\beta} = D(\bar{v} - \bar{\nabla}\bar{u}) \in H_0^1(\text{div};\Omega) \subset H_1^2(\text{div};\Omega)\). As \(D(\bar{v} - \bar{\nabla}\bar{u}) \cdot (\bar{v} - \bar{\nabla}\bar{u})\) is non-negative over \(\Omega\), this implies that \(\bar{v} = \bar{\nabla}\bar{u}\). Similarly, one can prove that \(\bar{\alpha} = BV \cdot (\bar{\nabla}\bar{u} + q^2T\bar{u})\). As above, the regularity of \(\bar{u}\) is necessary to ensure that \(\bar{v}\) and \(\bar{\alpha}\) (as well as \(\bar{\psi}\) and \(\bar{\beta}\) defined above) have the regularity to satisfy these equations. With this value for \(\bar{\alpha}\), taking \(\bar{\psi} = \bar{0}\) and \(\phi \in \mathcal{V} \subset L^2(\Omega)\) in (3.19) leads to the fact that \(\bar{u}\) is a solution of Problem (3.9). Thus, \(\bar{u} = u\) by the uniqueness of the solution of Problem (3.9).

\[\square\]

4. Discrete Analysis

We now consider three different discretizations of the smectic density equation. First, in Section 4.1, we consider an \(H^2\)-conforming discretization based on Argyris elements for \(\Omega \subset \mathbb{R}^2\). The method offers optimal convergence bounds, but its analogue for \(\Omega \subset \mathbb{R}^3\) is very difficult to implement. Thus, in Section 4.2, we consider a \(C^0\)-interior-penalty method, which allows for the use of continuous Lagrange elements of any order \(k \geq 2\), in both two and three dimensions. Finally, in Section 4.3, we develop a discretization of the mixed formulation (3.19)-(3.20) along the lines proposed in [33], that also offers some anticipated advantages, especially in the construction of preconditioners (to be considered in future work).

4.1. Conforming Methods

We first consider the case of \(\Omega \subset \mathbb{R}^2\) with full Neumann boundary conditions, where \(\partial \Omega = \Gamma_{3,2}\). While several choices of conforming elements are possible, we focus on Argyris elements, \(\text{ARG}_5(\Omega, \mathcal{T}_h)\), which arise from choosing a basis for the 21 degrees of freedom for a fifth-order polynomial space, \(\text{CG}_5(\Omega, T)\), on each triangle, \(T\), in such a way as to ensure that the resulting space is \(H^2\)-conforming [39]. The weak form is to find \(u_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)\) such that [29]

\[
a(u_h, \phi_h) = F(\phi_h), \quad \forall \phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h),
\]

(4.1)

where \(a\) is defined in (3.3) and \(F(\phi_h)\) is defined in (3.23).

**Corollary 3.** Let \(f \in L^2(\Omega)\), and let \(\{\mathcal{T}_h\}\) be a family of quasiuniform meshes of \(\Omega\). Problem (4.1) is well-posed for \(\partial \Omega = \Gamma_{3,2}\). Moreover, if \(h \leq 1\) and \(u \in H^l(\Omega)\) for \(3 \leq l \leq 6\) is the solution of Problem (3.3), then

\[
\|u - u_h\|_{2,q} \leq C B q^2 h^{l-2}|u|_l.
\]

(4.2)
Proof For $\partial \Omega = \Gamma_{3,2}$, the bilinear form $a(u_h, \phi_h)$ is symmetric, continuous and coercive and the linear form $F$ is continuous, as shown above. Since $u_h, \phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h) \subset H^2(\Omega)$, this is a conforming discretization and is well-posed following Theorem 2 and the Lax–Milgram theorem. Finally, Céa’s lemma and standard bounds on the Argyris interpolation operator [18] lead to the estimate in (4.2), as

$$\|u - u_h\|_{2,q} \leq CBq^4 \inf_{v_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)} (q^{-2} \|\nabla(u - v_h)\|_0 + q^{-2} \|\nabla(u - v_h)\|_0 + \|u - v_h\|_0)$$

\[
\leq CBq^4 (q^{-2}h^{-2} + q^{-2}h^{-1} + h^4) |u|_t \leq CBq^4 h^{-2} |u|_t.
\]

\[\square\]

Remark 7 We are naturally interested in how the error estimate above depends on $q$. From the coercivity and continuity constants of Theorem 2, which scale as $\mathcal{O}(1)$ and $\mathcal{O}(Bq^4)$, respectively, we see that the quasioptimality constant scales like $\mathcal{O}(Bq^4)$. When $Bq^4 = \mathcal{O}(1)$, as can be the case (see, e.g., [48]), this gives an error bound that $\|u - u_h\|_{2,q} \leq (q^{-2}h^{-2}) |u|_t$, which is optimal in $h$. For larger values of $B$, we retain optimality in $h$, but see some degradation in $q$, as might be expected. Moreover, for the case of expected solutions to (1.1) that behave like $e^{q\sqrt{x}}$ (showing similar behaviour to the observed solutions of the generalized models in [48, 58]), we have $|u|_t \sim \mathcal{O}(q)$. Considering the case of a strong solution with $u \in H^0(\Omega)$, this gives an error estimate that scales like $\mathcal{O}(Bq^8)$, but with an $L^2$ error estimate of $h^4$. Again, the value of $B$ strongly influences the impact of this scaling: when $Bq^4 = \mathcal{O}(1)$, then this necessitates choosing a mesh, $\mathcal{T}_h$, such that $h_q < 1$, which is not an unreasonable requirement when $q$ is, itself, an $\mathcal{O}(1)$ constant. If, however, $B = \mathcal{O}(1)$, the requirement on $\mathcal{T}_h$ is stricter, needing $h^4 q^8 < 1$ in order to guarantee convergence in the large $q$ limit. While we are not interested in prohibitively large values of $q$ (as in [48, 58], we consider $q \sim 40$), this recalls standard results in the literature on numerical approximation of solutions to the Helmholtz equation and the pollution effect that leads to similar restrictions [14, 38].

Remark 8 The above result naturally extends to domains $\Omega \subset \mathbb{R}^3$ with three-dimensional $H^2(\Omega)$ conforming elements [60].

Strongly enforcing essential boundary conditions using Argyris elements is well-known to be difficult [41], although extensions of Corollary 3 would hold if we could do so. Instead, if $\Gamma_{0,2} \cup \Gamma_{0,1} \cup \Gamma_{3,1} \neq \emptyset$, we enforce the essential boundary conditions weakly using Nitsche-type penalty methods. Then, the weak form is to find $u_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)$ such that

$$A_h(u_h, \phi_h) = F(\phi_h), \quad \forall \phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h),$$

where

$$A_h(u_h, \phi_h) = a(u_h, \phi_h) + B \int_{\Gamma_0} \phi_h \nabla \cdot (\nabla u_h + q^2 T u_h) \cdot \vec{n}$$

$$- B \int_{\Gamma_0} u_h \nabla \cdot (\nabla \phi_h + q^2 T \phi_h) \cdot \vec{n} + \frac{1}{qh^3} \int_{\Gamma_0} u_h \phi_h$$

$$- B \int_{\Gamma_1} \nabla \phi_h \cdot (\nabla u_h + q^2 T u_h) \cdot \vec{n} + B \int_{\Gamma_1} \nabla u_h \cdot (\nabla \phi_h + q^2 T \phi_h) \cdot \vec{n}$$

$$+ \frac{1}{q^3 h} \int_{\Gamma_1} \nabla u_h \cdot \nabla \phi_h.$$
We prove coercivity and continuity of the bilinear form, $A_h$, in the strengthened $H^2(\Omega)$ norm, $\|\cdot\|_{2,q,h}$, defined as

$$
\| u_h \|_{2,q,h}^2 = \| u_h \|_{2,q}^2 + \frac{1}{h^2} \| u_h \|_{0,\Gamma_0}^2 + \frac{h^3}{q^3} \| \nabla \cdot (\nabla \nabla u_h + q^2 T u_h) \cdot \vec{n} \|_{0,\Gamma_0}^2 \\
+ \frac{1}{q^3} \| \nabla u_h \|_{0,\Gamma_1}^2 + \frac{h}{q^3} \| (\nabla \nabla u_h + q^2 T u_h) \cdot \vec{n} \|_{0,\Gamma_1}^2.
$$

(4.4)

As shown below, the weights in the norm $\|\cdot\|_{2,q,h}$ allow us to prove optimal-in-$q$ error estimates for solutions in the space $H^r(\Omega)$, $r \geq 4$. Note that the choice of the Nitsche formulation in (4.3) results in non-symmetric linear systems to be solved; while we do not focus on effective linear solvers here, this asymmetry may be seen as a downside of this approach. However, we note that using a symmetric Nitsche formulation led to suboptimal error bounds in the analogous results to those that follow.

**Theorem 4** Let $f \in L^2(\Omega)$, and let $\{\mathcal{T}_h\}$ be a family of quasiuniform meshes of $\Omega$. Let $T$ be given s.t. $|T|^2 = T : T \leq \mu_1$ and $|\nabla T|^2 = (\nabla T) : (\nabla T) \leq \mu_2$ pointwise on $\Omega$. Then, there exist constants $C_1$ and $C_2$ such that for any $u_h, \phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)$,

$$
|A_h(u_h, \phi_h)| \leq C_1 B q^4 \| u_h \|_{2,q,h} \| \phi_h \|_{2,q,h},
$$

$$
A_h(u_h, u_h) \geq C_2 \| u_h \|_{2,q,h}^2.
$$

Moreover, Problem (4.3) is well-posed over $\text{ARG}_5(\Omega, \mathcal{T}_h)$.

**Proof** The continuity of $A_h(u_h, \phi_h)$ and $F(\phi_h)$ for $u_h, \phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)$ follow directly from the Cauchy–Schwarz inequality applied termwise, making use of the leeway offered by the suboptimal continuity of $a(u, \phi)$ with respect to the $\|\cdot\|_{2,q}$ norm. For example, we use the bound

$$
B \int_{\Gamma_0} \phi_h \nabla \cdot (\nabla \nabla u_h + q^2 T u_h) \cdot \vec{n} \leq 
$$

$$
B \left( \left( \frac{q^3}{h^3} \right)^{1/2} \| \phi_h \|_{0,\Gamma_0} \right) \left( \left( \frac{h^3}{q^3} \right)^{1/2} \| \nabla \cdot (\nabla \nabla u_h + q^2 T u_h) \cdot \vec{n} \|_{0,\Gamma_0} \right) 
$$

$$
= B q^4 \left( \left( \frac{1}{q h^3} \right)^{1/2} \| \phi_h \|_{0,\Gamma_0} \right) \left( \left( \frac{h^3}{q^3} \right)^{1/2} \| \nabla \cdot (\nabla \nabla u_h + q^2 T u_h) \cdot \vec{n} \|_{0,\Gamma_0} \right) 
$$

$$
\leq B q^4 \| \phi_h \|_{2,q,h} \| u_h \|_{2,q,h}.
$$

with similar bounds for the other terms in $A_h(u_h, \phi_h)$ (recalling that $1 \leq \frac{1}{3}Bq^4$ for $\mathcal{O}(1)$ constant, $s$). Therefore, we focus on the proof of coercivity.

Trace theorems [51, Section 2.1.3], and standard inverse estimates [22, Theorem 4.5.11] can be used to prove the following inequalities that are needed to show coercivity of $A_h$. For $\phi_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)$, we
have

\[
\|\nabla \cdot \nabla \phi_h \cdot \mathbf{n}\|_{0, \Gamma_0}^2 
\leq \frac{C}{h} \|\nabla \cdot \nabla \phi_h\|_0^2, \tag{4.5}
\]

\[
\|\nabla \cdot \nabla \phi_h\|_0^2 
\leq C \|\nabla \nabla \phi_h\|_0^2 \leq \frac{C}{h^2} \|\nabla \phi_h\|_0^2, \tag{4.6}
\]

\[
\|\nabla \cdot (\nabla \phi_h + q^2 T \phi_h) \cdot \mathbf{n}\|_{0, \Gamma_0}^2 
\leq C \left(\frac{1}{h^3} \|\nabla \phi_h\|_0^2 + q^2 \left(\frac{\mu_2}{h^3} \|\phi_h\|_0^2 + \frac{\mu_1}{h} \|\nabla \phi_h\|_0^2\right)\right)
\leq C \left(\frac{1}{h^3} \|\nabla \phi_h\|_0^2 + q^4 \left(\frac{\mu_2}{h^3} \|\phi_h\|_0^2 + \frac{\mu_1}{h^3} \|\phi_h\|_0^2\right)\right)
\leq \frac{C_3 q^4}{h^3} \|\phi_h\|_{\frac{3}{2}, q}^2. \tag{4.7}
\]

In addition,

\[
\|\nabla \phi_h + q^2 T \phi_h\cdot \mathbf{n}\|_{0, \Gamma_1}^2 
\leq C \left(\frac{1}{h^3} \|\nabla \phi_h\|_0^2 + q^4 \left(\frac{\mu_1}{h} \|\phi_h\|_0^2\right)\right) \leq \frac{C_4 q^4}{h} \|\phi_h\|_{2,q}^2, \tag{4.8}
\]

where the constants, $C_3$ and $C_4$, will be used below. From Theorem 2, we have that $a(u_h, u_h) \geq C_5 \|u_h\|_{2,q}^2$, for $C_5 > 0$. Using this, we have

\[
A_h(u_h, u_h) \geq C_5 \|u_h\|_{2,q}^2 + \frac{1}{qh^3} \|u_h\|_{0, \Gamma_0}^2 + \frac{1}{q^3 h} \|\nabla u_h\|_{\Gamma_1}^2
\geq \frac{C_5}{3} \left(\|u_h\|_{\frac{3}{2}, q}^2 + \frac{h^3}{C_3 q^4} \|\nabla \cdot (\nabla \phi_h + q^2 T \phi_h) \cdot \mathbf{n}\|_{0, \Gamma_0}^2\right)
+ \frac{C_5 h}{3c_4 q^4} \|\nabla \phi_h + q^2 T \phi_h\cdot \mathbf{n}\|_{0, \Gamma_1}^2
+ \frac{1}{qh^3} \|u_h\|_{0, \Gamma_0}^2 + \frac{1}{q^3 h} \|\nabla u_h\|_{\Gamma_1}^2
\geq \frac{C_5}{3} \|u_h\|_{\frac{3}{2}, q}^2 + \frac{C_5 h}{3c_4 q^4} \|\nabla \cdot (\nabla \phi_h + q^2 T \phi_h) \cdot \mathbf{n}\|_{0, \Gamma_0}^2
+ \frac{1}{qh^3} \|u_h\|_{0, \Gamma_0}^2 + \frac{1}{q^3 h} \|\nabla u_h\|_{\Gamma_1}^2.
\]

That is, there exists a constant $C_2 = \min\{\frac{C_5}{3}, \frac{C_5 h}{3c_4 q^4}, \frac{C_5 h}{3c_4 q^4}\}$ such that $A_h(u_h, u_h) \geq C_2 \|u_h\|_{2,q,h}^2$. \hfill \square

**Remark 9** (Galerkin orthogonality) \textit{Let $u \in H^t(\Omega)$, $t \geq 4$ be the solution of (3.1). If $u_h \in ARG_5(\Omega, \mathcal{T}_h)$ is the solution of (4.3), then $A_h(u - u_h, \phi_h) = 0$, $\forall \phi_h \in ARG_5(\Omega, \mathcal{T}_h)$.}

We carry out standard error analysis using the Galerkin orthogonality property, following the same approach as used for Poisson’s equation in [54].
Lemma 6 Let the assumptions of Theorem 4 hold. Given functions \( v \in H^t(\Omega), \ t \geq 4 \) and \( v_h \in \text{ARG}_5(\Omega, T_h) \), there exists a positive constant, \( C \), such that

\[
\|v - v_h\|_{2, q, h} \leq \frac{C}{h^2} \left( \|v - v_h\|_0 + \frac{h}{q} \|v - v_h\|_1 + \frac{h^2}{q^2} \|v - v_h\|_2 + \frac{h^3}{q^3} \sum_{\tau \in T_h} \|v - v_h\|_{3, \tau} \right. \\
\left. + \frac{h^4}{q^4} \sum_{\tau \in T_h} \|v - v_h\|_{4, \tau} \right). \quad (4.9)
\]

Proof Define \( r = v - v_h \), and note that \( r \in H^4(\tau), \forall \tau \in T_h \). Applying Corollary 1 to the boundary integrals in (4.4) yields

\[
\frac{h^3}{q^3} \|\nabla \cdot (\nabla \nabla r + q^2 T r) \cdot \partial n\|_{0, \partial \tau \cap (\Gamma_0)}^2 \leq \frac{C}{h^2} \left( \frac{h}{q} \|\nabla \nabla r\|_{0, \tau \cap (\Gamma_0)}^2 + \mu_1 \frac{h^3}{q^3} \|\nabla r\|_{0, \tau \cap (\Gamma_0)}^2 \right. \\
\left. + \frac{h^4}{q^4} \sum_{\tau \in T_h} \|v - v_h\|_{4, \tau} \right)
\]

(4.10)

\[
\frac{h}{q^2} \|\nabla \nabla r + q^2 T r \cdot \partial n\|_{0, \partial \tau \cap (\Gamma_1)}^2 \leq \frac{C}{q^3} \left( \frac{h^2}{q^2} \|\nabla \nabla r\|_{0, \tau \cap (\Gamma_1)}^2 + \mu_1 \frac{h}{q} \|\nabla r\|_{0, \tau \cap (\Gamma_1)}^2 \right. \\
\left. + \frac{h^2}{q^2} \sum_{\tau \in T_h} \|v - v_h\|_{2, \tau} \right),
\]

(4.11)

\[
\frac{1}{q^3} \|\nabla r\|_{0, \partial \tau \cap (\Gamma_1)}^2 \leq \frac{C}{q^4} \left( \frac{1}{q^3} \|\nabla \nabla r\|_{0, \tau \cap (\Gamma_1)}^2 + \frac{1}{q^4} \|\nabla r\|_{0, \tau}^2 \right), \quad (4.12)
\]

(4.13)

and

\[
\frac{1}{qh^2} \|r\|_{0, \partial \tau \cap (\Gamma_0)}^2 \leq \frac{C}{q^2 h^2} \|\nabla r\|_{0, \tau \cap (\Gamma_0)}^2 + \frac{1}{h^4} \|r\|_{0, \tau}^2.
\]

(4.14)
Summing inequalities (4.10)-(4.14) over \( \tau \in \mathcal{T}_h \) and then combining these with the fact that \( r \in H^2(\Omega) \) leads to
\[
\|v - v_h\|_{2,q,h}^2 \leq \frac{C}{h^4} \left( \|v - v_h\|_0^2 + \frac{h^2}{q^2} \|v - v_h\|_1^2 + \frac{h^4}{q^4} \|v - v_h\|_2^2 + \frac{h^6}{q^6} \sum_{\tau \in \mathcal{T}_h} \|v - v_h\|_{3,\tau}^2 \right) + \frac{h^8}{q^8} \sum_{\tau \in \mathcal{T}_h} \|v - v_h\|_{4,\tau}^2. \tag{4.15}
\]
Taking the square root of both sides and using the fact that \( \sqrt{\sum_{i=1}^4 x_i^2} \leq \sum_{i=1}^4 x_i, \forall x_i > 0 \) completes the proof. \( \square \)

**Theorem 5** Let the assumptions of Lemma 6 hold, let \( u_h \in \text{ARG}_5(\Omega, \mathcal{T}_h) \) be the solution of (4.3), and let \( u \in H^t(\Omega) \), \( 4 \leq t \leq 6 \) be the solution of (3.1). Then,
\[
\|u - u_h\|_{2,q,h} \leq CBq^4 h^{t-2} |u|_t. \tag{4.16}
\]

**Proof** For any \( v_h \in \text{ARG}_5(\Omega, \mathcal{T}_h) \), by the triangle inequality, we have
\[
\|u - u_h\|_{2,q,h} \leq \|u - v_h\|_{2,q,h} + \|u_h - v_h\|_{2,q,h}. \tag{4.17}
\]
By the coercivity and continuity of \( A_h \), and Remark 9,
\[
\|u_h - v_h\|_{2,q,h} \leq CA_h(u_h - v_h, u_h - v_h) = CA(u - v_h, u_h - v_h) \\ \leq CBq^4 \|u - v_h\|_{2,q,h} \|u_h - v_h\|_{2,q,h}. \tag{4.18}
\]
Therefore, \( \|u_h - v_h\|_{2,q,h} \leq CBq^4 \|u - v_h\|_{2,q,h} \) and
\[
\|u - u_h\|_{2,q,h} \leq CBq^4 \left( \inf_{v_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)} \|u - v_h\|_{2,q,h} \right). \tag{4.19}
\]
Applying Lemma 6 and existing bounds on the Argyris interpolation operator [18] leads to the bound
\[
\|u - u_h\|_{2,q,h} \leq \frac{CBq^4}{h^2} \inf_{v_h \in \text{ARG}_5(\Omega, \mathcal{T}_h)} \left( \|u - v_h\|_0 + \frac{h}{q} \|u - v_h\|_1 + \frac{h^2}{q^2} |u - v_h|_2 \right) \\ + \frac{h^3}{q^3} \sum_{\tau \in \mathcal{T}_h} |u - v_h|_{3,\tau} + \frac{h^4}{q^4} \sum_{\tau \in \mathcal{T}_h} |u - v_h|_{4,\tau} \right) \\
\leq CBq^4 h^{t-2} |u|_t, \text{ for } 4 \leq t \leq 6.
\]
\( \square \)

**Remark 10** Comparing this with the bound in Corollary 3, we see a slight degradation in the power of \( q \), but no degradation in \( h \). Thus, if \( u \in H^6(\Omega) \) and behaves like \( e^{iqh^3} \), we now seek a mesh with
\[ h^4 q^6 < 1 \text{ when } Bq^4 = \mathcal{O}(1), \text{ which is still reasonable for } q \approx 40. \text{ Numerical results show, however, that even this estimate is pessimistic, and that a reasonable error tolerance can generally be achieved when } h = \mathcal{O}(1), \text{ i.e., independent of } q. \]

**Remark 11** The discrete solution, \( u_h \), may fail to exactly satisfy the essential boundary conditions, with \( u_h \neq 0 \) on \( \Gamma_0 \) and/or \( \nabla u_h \neq 0 \) on \( \Gamma_1 \). Nevertheless, the error in these terms on the boundary also converges to zero, since we have the bounds

\[
\| u_h \|_{0, \Gamma_0} = \| u - u_h \|_{0, \Gamma_0} \leq (q h^3)^{1/2} \| u - u_h \|_{2,q,h} \leq C Bq^{9/2} h^{-1/2} |u|, \tag{4.20}
\]

\[
\| \nabla u_h \|_{0, \Gamma_1} = \| \nabla (u - u_h) \|_{0, \Gamma_1} \leq (q^3 h)^{1/2} \| u - u_h \|_{2,q,h} \leq C Bq^{11/2} h^{-3/2} |u|, \tag{4.21}
\]

**Remark 12** Preliminary results, not reported here, showed that the symmetric version of Nitsche’s method resulted in the same dependence on \( h \) as above, but with worse dependence on \( q \). Notably, with the symmetric Nitsche approach, we could also recover optimal-in-\( h \) convergence for the error in \( u \) measured in the \( L^2 \)-norm, but with a dramatic increase in the power of \( q \) in the approximation results. Here, we can prove only a slight improvement in the \( L^2 \)-error estimate for \( u \) using arguments similar to [26, Proposition 5.3], but such estimates have little value, since they again trade worse dependence on \( q \) for better dependence on \( h \). Whether such results can be improved (e.g., using a nonsymmetric penalty-free version of Nitsche’s method, as in [26]) is left for future work.

### 4.2. C0IP methods

We next apply a C0IP method for the primal formulation (3.1), aiming to approximate the solution with a \( H^1(\Omega) \)-conforming function and to weakly enforce \( H^2(\Omega) \)-conformity. Such an interior penalty method for the biharmonic operator, with either homogeneous clamped boundary conditions or Cahn–Hilliard type boundary conditions with a vanishing corner degree of freedom (to guarantee uniqueness of the solution), was presented in [20]. As in that approach, we use Nitsche-type penalty methods to implement essential boundary conditions on the gradient, but strongly impose essential boundary conditions on the solution. The Nitsche term is, consequently, added to \( \Gamma_1 \). In this case, the weak form is to find \( u_h \in CG_k^{\Gamma_0}(\Omega, \mathcal{T}_h) \), \( k \geq 2 \), such that

\[
\bar{a}_h(u_h, \phi_h) = \int_\Omega f \phi_h, \quad \forall \phi_h \in CG_k^{\Gamma_0}(\Omega, \mathcal{T}_h), \tag{4.22}
\]

where

\[
\bar{a}(u_h, \phi_h) = \hat{a}(u_h, \phi_h) - B \sum_{e \in e_h} \int_e \left\{ \bar{n} \cdot \left( \nabla \nabla u_h + q^2 T u_h \right) \cdot \bar{n} \right\} \left[ \frac{\partial \phi_h}{\partial n} \right] + B \sum_{e \in e_h} \int_e \left\{ \bar{n} \cdot \left( \nabla \phi_h + q^2 T \phi_h \right) \cdot \bar{n} \right\} \left[ \frac{\partial u_h}{\partial n} \right] + \frac{1}{q^4 h} \sum_{e \in e_h} \int_e \left[ \frac{\partial u_h}{\partial n} \right] \left[ \frac{\partial \phi_h}{\partial n} \right],
\]
and
\[ \hat{a}(u_h, \phi_h) = B \sum_{\tau \in \mathcal{T}_h} \left( \int_{\tau} \nabla \nabla u_h : \nabla \nabla \phi_h + q^2 \int_{\tau} \nabla \nabla u_h : T \phi_h + q^2 \int_{\tau} \nabla \nabla \phi_h : T u_h \right) \]
\[ + \int_{\Omega} (Bq^4 T : T + m) u_h \phi_h. \]

Here, \([\cdot], \{\cdot\}\) denote the standard jump and average functions defined in [8, 20, 23, 24], and \(\mathcal{T}_h\) and \(\mathcal{E}_h\) are the sets of cells and edges (including the boundary) in the mesh, respectively. We define the following norm on \(CG_k^{10}(\Omega, \mathcal{T}_h)\),
\[ \|u_h\|_h^2 = q^{-4} \left( \sum_{\tau \in \mathcal{T}_h} |u_h|_{2, \tau}^2 + \|\nabla u_h\|_0^2 \right) + \|u_h\|_0^2 \]
\[ + \frac{h}{q^4} \sum_{e \in \mathcal{E}_h \setminus \mathcal{E}_2 \setminus \Gamma} \int_e \left\{ \left\{ \bar{n} \cdot \left( \nabla \nabla u_h + q^2 T u_h \right) \cdot \bar{n} \right\} \right\}^2 + \frac{1}{q^4 h} \sum_{e \in \mathcal{E}_h \setminus \mathcal{E}_2} \int_e \left( \left[ \frac{\partial u_h}{\partial n} \right] \right)^2. \]

The following inequalities are useful in proving the well-posedness of (4.22).

**Lemma 7** Let \(\{\mathcal{T}_h\}\) be a family of quasiuniform meshes of \(\Omega\) and \(T : T \leq \mu_1\) pointwise on \(\hat{\Omega}\).

- The \(H^2\)-discrete Poincaré inequality is that there exists \(C_1 > 0\) such that
\[ \|\nabla u_h\|_0^2 \leq C_1 \left( \|u_h\|_0^2 + \sum_{\tau \in \mathcal{T}_h} |u_h|_{2, \tau}^2 + \frac{1}{h} \sum_{e \in \mathcal{E}_h \setminus \partial \Omega} \int_e \left[ \frac{\partial u_h}{\partial n} \right]^2 \right), \quad \forall \phi_h \in CG_k(\Omega, \mathcal{T}_h). \] (4.25)

- There exists \(C_2 > 0\) such that
\[ \sum_{e \in \mathcal{E}_h \setminus \mathcal{E}_2} \int_e \left\{ \left\{ \bar{n} \cdot \left( \nabla \nabla \phi_h + q^2 T \phi_h \right) \cdot \bar{n} \right\} \right\}^2 \leq C_2 \left( \left( \sum_{\tau \in \mathcal{T}_h} |\phi_h|_{2, \tau}^2 \right) + q^4 \|\phi_h\|_0^2 \right). \] (4.26)

**Proof** From [25, Example 5.4], we have
\[ \|u_h\|_1^2 \leq C \left( \sum_{\tau \in \mathcal{T}_h} |u_h|_{2, \tau}^2 + \frac{1}{h} \sum_{e \in \mathcal{E}_h \setminus \partial \Omega} \int_e \left[ \frac{\partial u_h}{\partial n} \right]^2 + [\xi(u_h)]^2 \right), \] (4.27)
where \(\xi\) is a seminorm that satisfies Equations (1.2), (1.3), (2.15), and (3.3) in [25]. As \(\xi(u) = \|u\|_0\) satisfies these properties, Inequality (4.25) holds. While (1.2) and (1.3) can be trivially proved, (2.15) is shown in [25, Corollary 2.2], and (3.3) follows directly from [25, Inequality (3.2)]. To prove Inequality (4.26), we first use [20, Inequality (3.20)] to bound the term containing \(\bar{n} \cdot (\nabla \nabla \phi_h) \cdot \bar{n}\). To bound the remaining term, we apply standard inverse trace inequalities to get
\[ \sum_{e \in \mathcal{E}_h \setminus \mathcal{E}_2} \int_e \left\{ \left\{ \bar{n} \cdot \left( q^2 T \phi_h \right) \cdot \bar{n} \right\} \right\}^2 \leq \frac{C q^4}{h} \|\phi_h\|_0^2. \] (4.28)
Adding this to the right-hand side of [20, Inequality (3.20)] completes the proof. \(\square\)
These inequalities are enough to establish coercivity (and, thus, well-posedness) of the discrete problem in (4.22).

**Theorem 6** Let \( \{ \mathcal{J}_h \} \) be a family of quasiuniform meshes of \( \Omega \), \( f \in L^2(\Omega) \), and \( T : T \leq \mu_1 \) pointwise on \( \bar{\Omega} \). Then, Problem (4.22) is well-posed.

**Proof** The bilinear form \( \tilde{a} \) defined in (4.22) is continuous and coercive in the norm defined in (4.24). Proving continuity is straightforward using the Cauchy–Schwarz inequality, yielding a continuity constant that is \( O(Bq^4) \), as in the conforming case. Coercivity of \( \tilde{a} \) can be proven by combining the inequalities of Lemma 7 and Cauchy–Schwarz inequality. By direct substitution, we have

\[
\tilde{a}(u_h, u_h) = B \sum_{\tau \in \mathcal{J}_h} \left( \int_\tau |u_h|_{2, \tau}^2 + 2q^2 \int_\tau \nabla u_h : T u_h \right) + \int_\Omega (Bq^4 T : T + m) u_h^2
\]

\[
+ \frac{1}{q^4 h} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left[ \left[ \frac{\partial u_h}{\partial n} \right] \right]^2.
\]

As in the proof of Theorem 2, we can show that there exists \( C_3 > 0 \) such that

\[
B \sum_{\tau \in \mathcal{J}_h} \left( \int_\tau |u_h|_{2, \tau}^2 + 2q^2 \int_\tau \nabla u_h : T u_h \right) + \int_\Omega (Bq^4 T : T + m) u_h^2
\]

\[
\geq C_3 \left( q^{-4} \sum_{\tau \in \mathcal{J}_h} |u_h|_{2, \tau}^2 + \| u_h \|_0^2 \right).
\]

With this, we have

\[
\tilde{a}(u_h, u_h) \geq C_3 \left( q^{-4} \sum_{\tau \in \mathcal{J}_h} |u_h|_{2, \tau}^2 + \| u_h \|_0^2 \right) + \frac{1}{q^4 h} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left[ \left[ \frac{\partial u_h}{\partial n} \right] \right]^2
\]

\[
\geq \frac{C_3}{3} \left( q^{-4} \sum_{\tau \in \mathcal{J}_h} |u_h|_{2, \tau}^2 + \| u_h \|_0^2 + \frac{1}{q^4 h} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left[ \left[ \frac{\partial u_h}{\partial n} \right] \right]^2 \right)
\]

\[
+ \min\{C_3, 1\} \left( q^{-4} \sum_{\tau \in \mathcal{J}_h} |u_h|_{2, \tau}^2 + \| u_h \|_0^2 + \| u_h \|_0^2 \right)
\]

\[
+ \frac{2}{3q^4 h} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left[ \left[ \frac{\partial u_h}{\partial n} \right] \right]^2
\]

\[
\geq \frac{C_3}{3} \frac{1}{q^4} \sum_{\tau \in \mathcal{J}_h} |u_h|_{2, \tau}^2 + \frac{q^{-4}}{C_1} \| \nabla u_h \|_0^2 + \| u_h \|_0^2
\]

\[
+ \frac{C_3 h}{3C_2 q^4} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left( \frac{\nabla \phi_h + q^2 T \phi_h}{\| \phi_h \|_0^2} \right) \cdot \vec{n}^2 + \frac{2}{3q^4 h} \sum_{e \in e_h \setminus \Gamma_2} \int_e \left[ \left[ \frac{\partial u_h}{\partial n} \right] \right]^2,
\]

where \( C_1 \) and \( C_2 \) are defined in Lemma (7). Thus, the coercivity constant is \( O(1) \).
Remark 13  Note that the bilinear form $\tilde{a}$ is also continuous with respect to the mesh-dependent norm for functions in $H^t(\Omega) \cap H^1_{0\Gamma}(\Omega)$, $t \geq 4$, where the jump terms vanish over interior edges. That is, there exists a positive constant, $C$, such that
\[
\tilde{a}(u, \phi) \leq CBq^4\|u\|_{h}\|\phi\|_{h}, \forall u, \phi \in H^t(\Omega) \cap H^1_{0\Gamma}(\Omega).
\] (4.29)

Lemma 8  Let $\{\mathcal{T}_h\}$ be a family of quasiuniform meshes of $\Omega$, $v \in H^t(\Omega) \cap H^1_{0\Gamma}(\Omega)$, $t \geq 4$, $T : T \leq \mu_1$ pointwise on $\hat{\Omega}$, and $v_h \in CG_{k,0}^1(\Omega, \mathcal{T}_h)$. Then,
\[
\|v - v_h\|^2_{h} \leq C \frac{1}{h^4} \left( \|v - v_h\|^2_{0} + \frac{h^2}{q^2} |v - v_h|^1_{1} + \frac{h^4}{q^2} \sum_{\tau \in \mathcal{T}_h} |v - v_h|_{2, \tau} + \frac{h^6}{q^2} \sum_{\tau \in \mathcal{T}_h} |v - v_h|_{3, \tau} 
\right.
\]
\[
\left. + \frac{h^8}{q^2} \sum_{\tau \in \mathcal{T}_h} |v - v_h|^4_{4, \tau} \right) \quad (4.30)
\]

Proof First note that $\left[ \frac{\partial v}{\partial n} \right] = 0$ on the interior edges of $\mathcal{T}_h$. For $v \in H^t(\Omega) \cap H^1_{0\Gamma}(\Omega)$, $t \geq 4$, we have that $r = v - v_h \in H^t(\tau)$, $\forall \tau \in \mathcal{T}_h$. We apply Corollary 1 to the boundary integrals in (4.24), yielding
\[
\frac{1}{q^3h} \sum_{e \in \mathcal{E}_h \setminus \mathcal{G}_2} \int_{\mathcal{E}} \left[ \frac{\partial \tau}{\partial n} \right]^2 \leq C \sum_{\tau \in \mathcal{T}_h} \left( \frac{1}{q^2h^2} \|\nabla r\|^2_{0, \tau} + \frac{1}{q^2} |r|^2_{1, \tau} \right) \quad (4.31)
\]
and
\[
\frac{h}{q^3} \sum_{e \in \mathcal{E}_h \setminus \mathcal{G}_2} \int_{\mathcal{E}} \left\{ \vec{n} \cdot \left( \nabla \nabla r + q^2 Tr \right) \cdot \vec{n} \right\}^2 \leq C \left( \sum_{\tau \in \mathcal{T}_h} \left( \frac{1}{q^4} |r|^2_{2, \tau} + \frac{h^2}{q^6} |r|^3_{3, \tau} \right) + \|r\|^2_{0} + \frac{h^2}{q^2} |\nabla r|^2 \right) \quad (4.32)
\]

As a result, Inequality (4.30) holds. \(\square\)

Remark 14 (Galerkin orthogonality)  Let $u \in H^t(\Omega)$, $t \geq 4$ be the solution of (3.1). If $u_h \in CG_{k,0}^1(\Omega, \mathcal{T}_h)$ is the solution of (4.3), then $A_h(u - u_h, \phi_h) = 0$, $\forall \phi_h \in CG_{k,0}^1(\Omega, \mathcal{T}_h)$.

Theorem 7  Assume that the solution of (3.1) satisfies $u \in H^t(\Omega)$, for $t \geq 4$. If $u_h \in CG_{k,0}^1(\Omega, \mathcal{T}_h)$ is the solution of (4.22), then
\[
\|u - u_h\|_{h} \leq CBq^4h^{\min\{t,k+1\}-2} |u|_t.
\]
Proof We use the orthogonality property to prove the error estimates as in Theorem 5. Given \( u \in H^1(\Omega), \ t \geq 4, \) then we have the standard quasi-optimality result,
\[
\|u - u_h\|_h \leq CBq^4 \inf_{v_h \in CG_k^h(\Omega, \mathcal{T}_h)} \|u - v_h\|_h.
\] (4.33)

Now, we use Lemma 8 and the standard Lagrange interpolation error estimates \([22, 29]\) to yield
\[
\|u - u_h\|_h \leq \frac{CBq^4}{h^2} \left( \|u - v_h\|_0 + \frac{h}{q} \|\nabla (u - v_h)\|_0 + \frac{h^2}{q^2} \sum_{T \in \mathcal{T}_h} |u - v_h|_{2, T} \right.
\]
\[
\left. + \frac{h^3}{q^3} \sum_{T \in \mathcal{T}_h} |u - v_h|_{3, T} + \frac{h^4}{q^4} \sum_{T \in \mathcal{T}_h} |u - v_h|_{4, T} \right)
\]
\[
\leq \frac{CBq^4}{h^2} h^{\min\{t,k+1\}} |u|_t = CBq^4 h^{\min\{t,k+1\}-2} |u|_t.
\]

\[\square\]

4.3. Mixed finite elements

We now consider a mixed finite-element discretization of the systems reformulation given in (3.19)-(3.20). We consider a conforming discretization, with \( u_h \in DG_k(\Omega, \mathcal{T}_h) \subset L^2(\Omega) \) and \( \bar{\alpha}_h \in RT_{k+1}^3(\Omega, \mathcal{T}_h) \subset H_0^1(\text{div}; \Omega) \). In order to prove the required inf-sup condition on \( b(\bar{\alpha}_h, (u_h, \bar{v}_h)) \), the choice of space for \( \bar{\alpha}_h \) is based on generalized Taylor–Hood elements, writing \( \bar{v}_h \in V_h \), where \( V_h = \{ \bar{v}_h \mid \bar{v}_h \in [CG_{k+2}(\Omega, \mathcal{T}_h)]^2 \cap V \} \), with (as before) \( V = \{ \bar{v} \in [H_0^1(\Omega)]^2 \mid \bar{v} \times \bar{n} = 0 \text{ on } \Gamma_{0,2} \} \). As in the proof of Theorem 3, the Helmholtz decomposition of \( \bar{\alpha}_h \in RT_{k+1}^3(\Omega, \mathcal{T}_h) \) will be used to establish the inf-sup condition, now in its discrete form, with \( p_h \in CG_{k+1}^\Gamma(\Omega, \mathcal{T}_h) \), but only for domains \( \Omega \subset \mathbb{R}^2 \).

**Theorem 8** Let the assumptions of Theorem 3 be satisfied, and let \( \mathcal{T}_h \) be a quasiuniform family of triangular meshes of \( \Omega \). Let the bilinear forms \( \mathcal{A} \) and \( b \) and linear form \( F \) be defined as in (3.21)-(3.23). For sufficiently small \( h \), the discrete saddle-point problem of finding \( (u_h, \bar{v}_h, \bar{\alpha}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V_h \times RT_{k+1}^\Gamma(\Omega, \mathcal{T}_h) \) such that
\[
\mathcal{A}\left( (u_h, \bar{v}_h), (\phi_h, \bar{\psi}_h) \right) + b(\bar{\alpha}_h, (\phi_h, \bar{\psi}_h)) = F(\phi_h), \ \forall (\phi_h, \bar{\psi}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V_h
\]
\[
b(\bar{\beta}_h, (u_h, \bar{v}_h)) = 0, \ \forall \bar{\beta} \in RT_{k+1}^\Gamma(\Omega, \mathcal{T}_h)
\] (4.34)
is well-posed for \( k \geq 1 \).

**Proof** We follow the standard theory (see, e.g., [17]), requiring continuity of \( \mathcal{A} \) and \( b \), coercivity of \( \mathcal{A} \), and an inf-sup condition on \( b \). Because we consider a conforming discretization, continuity of both \( \mathcal{A} \) and \( b \) follow directly as in Theorem 3, with the same constants in the norms used there, where we use the discrete Helmholtz decomposition of \( \bar{\alpha}_h = \nabla \times p_h + \nabla^\Gamma_h \phi_h \) defined in Lemma 5 to prove continuity.
of \( b \). Similarly, we consider coercivity of the bilinear form \( A((u_h, \bar{v}_h), (\phi_h, \bar{\psi}_h)) \) on the set
\[
\Lambda_h = \left\{ (u_h, \bar{v}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V_h \middle| b(\bar{\alpha}_h, (u_h, \bar{v}_h)) = 0, \ \forall \bar{\alpha}_h \in RT_{k+1}^3(\Omega, \mathcal{T}_h) \right\}.
\]
This follows again as in the continuum case, using \( \bar{\beta}_1 = \begin{bmatrix} S_h \\ 0 \end{bmatrix} \) and \( \bar{\beta}_2 = \begin{bmatrix} 0 \\ S_h \end{bmatrix} \), with \( S_h \in C^{2\alpha}(\Omega, \mathcal{T}_h) \) as defined in Lemma 2 in place of the continuum analogues in Theorem 3.

Finally, we establish the discrete inf-sup condition, that
\[
I = \sup_{(u_h, \bar{v}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V_h} \frac{\int_{\Omega} \bar{\alpha}_h \cdot \bar{v}_h + \int_{\Omega} u_h \nabla \cdot \bar{\alpha}_h}{\| (u_h, \bar{v}_h) \|_{0, q, 1}} \geq C q^2 \| \bar{\alpha}_h \|_{\text{Div}},
\]
for some constant, \( C \). By Lemma 5, for any \( \bar{\alpha}_h \in RT_{k+1}^3(\Omega, \mathcal{T}_h) \), there exists \( p_h \in CG_{k+1}^3(\Omega, \mathcal{T}_h) \) and \( \eta_h \in DG_k(\Omega, \mathcal{T}_h) \) such that
\[
\bar{\alpha}_h = \nabla \times p_h + \nabla^3 \eta_h.
\]
This gives the equivalent form to (4.35) of
\[
I = \sup_{(u_h, \bar{v}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V_h} \frac{\int_{\Omega} \left( \nabla^3 \eta_h + \nabla \times p_h \right) \cdot \bar{v}_h + \int_{\Omega} u_h \nabla \cdot \bar{\alpha}_h}{\sqrt{\| u_h \|_0^2 + q^{-4} \| \bar{v}_h \|_1^2}} \geq C q^2 \| \bar{\alpha}_h \|_{\text{Div}},
\]
\[\forall \bar{\alpha}_h \in RT_{k+1}^3(\Omega, \mathcal{T}_h).\]

We show this by choosing \( u_h = C_1 (\nabla \cdot \bar{\alpha}_h - \eta_h) \). Let \( h \) be sufficiently small so that the inf-sup condition of [16, Lemma 3.5] holds. Then, for all \( p_h \in CG_{k+1}^3(\Omega, \mathcal{T}_h) \), there exists a vector \( \bar{\psi}_h \in V_h \) such that \( \int_{\Omega} p_h \nabla \cdot \bar{\psi}_h \geq \| p_h \|_0^2 \), and \( \| \bar{\psi}_h \|_1 \leq C_2 \| p_h \|_0^2 \). To establish the inf-sup condition needed here, we choose \( \bar{v}_h = [\psi_2, h - \psi_1]^{T} \) which also belongs to \( V_h \), giving \( \nabla \cdot \bar{\psi}_h = \nabla \times \bar{v}_h \) and \( \| \bar{\psi}_h \|_1^2 = \| \bar{v}_h \|_1^2 \). The remainder of the proof follows identically as in the continuum case.

**Remark 15** In the three-dimensional case, the Helmholtz decomposition of \( \bar{\alpha}_h = \nabla \phi_h + \nabla \times \bar{p}_h \), gives \( \phi_h \in DG_k(\Omega, \mathcal{T}_h) \) and \( \bar{p}_h \in N_{k+1}^1(\Omega, \mathcal{T}_h) \), where the \( N_{k+1}^1(\Omega, \mathcal{T}_h) \) is the Nédelec element of the first kind of order \( k + 1 \) [7]. Thus, we can no longer leverage existing inf-sup results based on Taylor-Hood elements to extend Theorem 8 to \( \Omega \subset \mathbb{R}^3 \). While, numerically, it appears that enriching the space for \( \bar{v}_h \), either adding bubble degrees of freedom or directly using a higher-order space, leads to a stable scheme, we leave analyzing this extension for future work.

To measure the error estimates that arise from our three-field mixed formulation, we define the approximation errors,
\[
E_{(u, \bar{v})} := \inf_{(\phi_h, \bar{\psi}_h) \in DG_k(\Omega, \mathcal{T}_h) \times V} \| (u, \bar{v}) - (\phi_h, \bar{\psi}_h) \|_{0, q, 1},
\]
\[
E_{\bar{\alpha}} := \inf_{\bar{\beta}_h \in RT_{k+1}(\Omega, \mathcal{T}_h)} \| \bar{\alpha} - \bar{\beta}_h \|_{\text{Div}}.
\]
**Corollary 4.** Let the assumptions of Theorem 8 be satisfied. Assume that \( u \in H^{k+5} \) and \( T \in C^{k+2}(\Omega) \), for \( k \geq 1 \). \((u, \overline{v}, \overline{\alpha})\) is the unique solution of Problem (3.19)-(3.20), and \((u_h, \overline{v}_h, \overline{\alpha}_h)\) is the solution of Problem (4.34). Then,

\[
\| (u, \overline{v}) - (u_h, \overline{v}_h) \|_{0,q,1} \leq C_1 \left( \left( Bq^4 + B^{1/2}q^4 \right) E_{(u, \overline{v})} + q^4 E_{\overline{\alpha}} \right),
\]

\[
\| \overline{\alpha} - \overline{\alpha}_h \|_{\text{Div}} \leq C_2 \left( \left( B^{3/2}q^4 + Bq^4 \right) E_{(u, \overline{v})} + B^{1/2}q^4 E_{\overline{\alpha}} \right),
\]

where \( C_1, C_2 \) are positive constants independent of \( h, B \) and \( q \).

**Proof** The standard error estimate, for example in [17, Theorem 5.2.2], leads to (4.39) and (4.40). Note that \( \mathcal{A} \) and \( b \) in (3.19)-(3.20) are continuous with \( \mathcal{O}(Bq^4) \) and \( \mathcal{O}(q^4) \) continuity constants, respectively, the coercivity constant is \( \mathcal{O}(1) \), and the inf-sup constant is \( \mathcal{O}(q^2) \). \( \square \)

In the next corollary, we bound the approximation errors \( E_{(u, \overline{v})} \) and \( E_{\overline{\alpha}} \) when \( u \in H^{k+5}(\Omega) \) and \( T \in C^{k+2}(\Omega) \). Note that, in this case, \( \overline{v} = \nabla u \in H^{k+4}(\Omega) \) and \( \overline{\alpha} = \nabla \cdot (\nabla \nabla u + q^2 Tu) \in H^{k+2}(\Omega) \) by Corollary 2.

**Corollary 5.** Let the assumptions of Corollary 4 be satisfied and write \( \overline{\alpha} = \nabla \phi + \nabla \times p \). If, furthermore, \( \phi \in H^{k+3}(\Omega) \) and \( p \in \rho \) (as defined in Remark 3), then

\[
E_{(u, \overline{v})} \leq C \| h^{k+1} \left( \| u \|_{k+1}^2 + \frac{1}{q^4} \| \nabla \phi \|_{k+3}^2 \right)^{1/2},
\]

\[
E_{\overline{\alpha}} \leq C q^{-4} \| h^{k+1} \left( \| \nabla \phi \|_{k+1}^2 + \| \Delta \phi \|_{k+1}^2 + \| p \|_{k+2}^2 \right)^{1/2}.
\]

**Proof** Inequality (4.41) holds using the classical continuous/discontinuous Lagrange interpolants [17]. To prove Inequality (4.42), we use the fact that \( \overline{\alpha} \in [H^{k+2}(\Omega)]^2 \cap H_0^1(\text{div}; \Omega) \) and, therefore, the functions \( p \) and \( \phi \) are in \( H^{k+2}(\Omega) \cap H_0^1(\Omega) \) and \( H^{k+3}(\Omega) \cap H_0^1(\Omega) \) respectively if the conditions of Remark 3 are satisfied. We bound \( \| \overline{\alpha} - \overline{\alpha}_h \|_{\text{Div}} \) by writing \( \overline{\alpha}_h = \nabla \phi_h + \nabla \times p_h \) and noting that

\[
\| \overline{\alpha} - \overline{\alpha}_h \|_{\text{Div}}^2 = q^{-4} \left( \| p - p_h \|_{0,\Omega}^2 + \| \nabla \phi - \nabla \phi_h \|_{0,\Omega}^2 \right).
\]

We choose \( \left( \phi_h, \overline{\zeta}_h \right) \in DG_k(\Omega, \mathcal{T}_h) \times RT_{k+1}^{\Gamma_3}(\Omega, \mathcal{T}_h) \) to be the solution of the mixed Poisson problem,

\[
\int_{\Omega} \gamma_h \nabla \cdot \overline{\zeta}_h = \int_{\Omega} \Delta \phi_h, \quad \forall \gamma_h \in DG_k(\Omega, \mathcal{T}_h),
\]

\[
\int_{\Omega} \overline{\zeta}_h \cdot \overline{\eta}_h + \phi_h \nabla \cdot \overline{\eta}_h = 0, \quad \forall \overline{\eta}_h \in RT_{k+1}^{\Gamma_3}(\Omega, \mathcal{T}_h).
\]

The standard error estimate for \( \overline{\zeta}_h \) is that

\[
\| \overline{\zeta}_h - \nabla \phi \|_{\text{div}} \leq C \| h^{k+1} (\| \nabla \phi \|_{k+1} + \| \Delta \phi \|_{k+1}) \|.
\]
however, \( \tilde{\phi}_h = \nabla_{h}^{G_3} \phi_h \), giving

\[
\| \nabla \phi - \nabla_{h}^{G_3} \phi_h \|_{\text{div}} \leq C h^{k+1} (|\nabla \phi|_{k+1} + |\Delta \phi|_{k+1}). \tag{4.43}
\]

Choosing \( p_h \) to be the interpolant of \( p \) in \( CG_{k+1}^{G_0}(\Omega, \mathcal{T}_h) \) gives

\[
\| p - p_h \|_0 \leq C h^{k+2} |p|_{k+2}. \tag{4.44}
\]

Adding Inequalities (4.43) and (4.44) leads to (4.42). \( \square \)

While we can always compute the discrete Helmholtz decomposition of \( \tilde{\alpha}_h \), it is not always possible to compute the corresponding continuum Helmholtz decomposition of \( \tilde{\alpha} \), which would be needed to verify the above results by computing \( \| \tilde{\alpha} - \tilde{\alpha}_h \|_{\text{Div}} \). Therefore, we use the \( H(\text{div}) \) norm in practice. We next show that the approximation error of \( \tilde{\alpha} \) in the \( H(\text{div}) \) norm can be bounded by that in the strengthened norm.

**Corollary 6.** Let the assumptions of Corollary 5 be satisfied. Then,

\[
q^{-2} \| \tilde{\alpha} - \tilde{\alpha}_h \|_0 \leq C \left( h^{k+1} |p|_{k+2} + \frac{1}{h} \| \tilde{\alpha} - \tilde{\alpha}_h \|_{\text{Div}} \right), \tag{4.45}
\]

where \( C \) is a positive constant independent of \( h \).

**Proof** Write \( \tilde{\alpha}_h = \nabla_{h}^{G_3} \phi_h + \nabla \times p_h \). Then we have

\[
\| \tilde{\alpha} - \tilde{\alpha}_h \|_0 \leq C \left( \| \nabla \phi - \nabla_{h}^{G_3} \phi_h \|_0 + \| \nabla \times p - \nabla \times p_h \|_0 \right)
\leq C \left( \| \tilde{\alpha} - \tilde{\alpha}_h \|_{\text{Div}} + \| \nabla \times p - \nabla \times p_h \|_0 \right). \tag{4.46}
\]

Thus, we only need to bound \( \| \nabla \times p - \nabla \times p_h \|_0 \). To do this, we note that

\[
\| \nabla \times p - \nabla \times p_h \|_0 \leq \| \nabla \times p - \nabla \times z_h \|_0 + \| \nabla \times z_h - \nabla \times p_h \|,
\]

where \( z_h \) is the interpolant of \( p \) in \( CG_{k+1}(\Omega, \mathcal{T}_h) \), for which \( \| \nabla \times p - \nabla \times z_h \|_0 \leq C h^{k+1} |p|_{k+2} \). Also, using standard arguments, we have that \( \| \nabla \times z_h - \nabla \times p_h \|_0 \leq \frac{C}{h} \| z_h - p_h \|_0 \). Thus,

\[
\| \nabla \times p - \nabla \times p_h \|_0 \leq C \left( h^{k+1} |p|_{k+2} + \frac{1}{h} \| z_h - p_h \|_0 \right)
\leq C \left( h^{k+1} |p|_{k+2} + \frac{1}{h} \| z_h - p_h \|_0 + \frac{1}{h} \| p - p_h \|_0 \right)
\leq C \left( h^{k+1} |p|_{k+2} + \frac{1}{h} \| p - p_h \|_0 \right)
\leq C \left( h^{k+1} |p|_{k+2} + \frac{1}{h} \| \tilde{\alpha} - \tilde{\alpha}_h \|_{\text{Div}} \right). \tag{4.47}
\]

Combining Inequalities (4.46) and (4.47) leads to (4.45). \( \square \)
Remark 16  Let the assumptions of Corollary 5 be satisfied, and let $W = (Bq^2 + B^{1/2}q^2)$, $Z_1 = \left( |u|_k^2 + \frac{1}{q^2} |\tilde{v}|_k^2 \right)^{1/2}$, and $Z_2 = \left( |\nabla \phi|_k^2 + |\Delta \phi|_k^2 + |p|_k^2 \right)^{1/2}$. Then,

$$\| (u, \tilde{v}) - (u_h, \tilde{v}_h) \|_{0,q,1} \leq C_1 q^2 h^{k+1} (WZ_1 + Z_2),$$

$$\frac{1}{q^2} \| \alpha - \alpha_h \|_0 \leq \frac{C}{h} E_{\alpha} \leq C_2 B^{1/2} q^2 h^k (WZ_1 + Z_2),$$

$$\frac{1}{q^2} \| \nabla \cdot \alpha - \nabla \cdot \alpha_h \|_0 \leq E_{\alpha} \leq C_3 B^{1/2} q^2 h^{k+1} (WZ_1 + Z_2).$$

4.4. Comparing the three discretizations

The error bounds in Corollary 3, theorems 5 and 7, and remark 16 specify the convergence of the different methods. Here, we note some comparative advantages and disadvantages between the three approaches.

The conforming Argyris discretization requires the weakest regularity assumptions on $u$ when $\partial \Omega = \Gamma_{3,2}$ and Nitsche boundary conditions can be avoided, needing only $u \in H^3(\Omega)$. For other boundary conditions, the minimal regularity assumptions for Argyris and C0IP are the same, requiring $u \in H^4(\Omega)$. The mixed formulation has the strictest regularity assumptions, requiring $u \in H^6(\Omega)$ (and smoothness of the tensor $T$). The Argyris discretization with $\partial \Omega = \Gamma_{3,2}$ also has the advantage of the best dependence on the problem parameters, with a bound depending on $Bq^2$, in comparison to $Bq^4$ for Argyris with general boundary conditions and C0IP, and $(B + B^{1/2})q^4$ for the mixed formulation.

The main disadvantage of the Argyris formulation is the requirement for high polynomial order: we require degree at least 5 in two dimensions (noting we state results here specific to ARGs, $\beta_5$) and degree at least 9 in three dimensions. Using ninth-order elements in 3D is likely to be cost prohibitive. In addition, their implementation is difficult, and they are not currently implemented in the Firedrake package used in the numerical results in Section 5, so we cannot confirm this expectation.

It is interesting to note that the error bounds for Argyris with general boundary conditions and the C0IP approach are identical when we consider the C0IP approach with $k = 5$ and $4 \leq t \leq 6$, to match the Argyris method as best we can, with the exception of the norms in which we measure the error (which are as similar as possible). This points to a strong advantage of the C0IP approach, as it can be used for any polynomial order $k \geq 2$, providing much greater flexibility than the Argyris approach. An important, but unresolved, question is whether effective linear solvers exist for this discretization, noting that the interior penalty terms tend to lead to conditioning issues in the resulting linear systems.

Finally, we note that the mixed approach seems to offer both advantages and disadvantages. In comparison to C0IP at equal order, we see that the convergence bound for the mixed approach is better than that for C0IP by a factor of $h^2$, assuming sufficient regularity. For example, if $u \in H^{10}(\Omega)$ and we use fifth-order polynomials, the convergence bounds for Argyris and C0IP scale like $h^6$, while those for the mixed method scale like $h^8$, albeit with a worse constant and in a weaker norm. Numerical results that follow, however, show that for the case where $B = q^{-4}$, the mixed approach at order 3 offers better $L^2$ approximation of $u$ than the C0IP approach at equal order. This is, of course, achieved at a cost of substantially more degrees of freedom in the mixed approach. Preliminary experiments (not reported here) suggest that the development of effective preconditioners for the mixed approach is substantially simpler than for the other discretizations, but this needs to be investigated in future work.
5. Numerical experiments

To verify the analyses of the three finite-element discretizations, we next present numerical experiments to measure convergence rates. The experiments were done using the finite-element package Firedrake [50], which offers close integration with PETSc for the linear solvers [9, 40]. All numerical experiments were run on a workstation with dual 8-core Intel Xeon 1.7 GHz CPUs and 384 GB of RAM. While the development of efficient linear solvers for these discretizations is an important task, except when noted below, we consider only solution using the sparse direct solvers, PaStiX [37] and MUMPS [4], which worked best for experiments in 2D and 3D, respectively. The discretization codes and major components of Firedrake used in these experiments are archived on Zenodo [59]. We use the method of manufactured solutions to estimate convergence rates, where we fix forcing terms and boundary data for the PDE to exactly match those for a known solution, \( u \).

5.1. 2D experiments

In all experiments, we consider uniform triangular meshes of the unit square in two dimensions, generated by uniformly meshing the unit square into square elements with edge length \( h = 1/N \), and then cutting each square into two triangles, from bottom left to top right. For the tests below, we write the boundary of the unit square as \( \partial \Omega = \Gamma_N \cup \Gamma_S \cup \Gamma_E \cup \Gamma_W \), denoting the North, South, East, and West edges of the square, and fix \( \Gamma_{0,2} = \Gamma_S, \Gamma_{0,1} = \Gamma_N, \Gamma_{3,2} = \Gamma_E \), and \( \Gamma_{3,1} = \Gamma_W \). For mesh size \( h \), we define \( u_h \) to be the finite-element solution on the mesh and the approximation error to be \( E_h = u - u_h \). We can measure \( E_h \) in several ways, such as the absolute \( L^2 \)-error, which we denote by \( \text{Abs}_e(u_h,h) = \| E_h \|_0 \). Similar definitions are used, as needed, for other quantities, such as the weighted \( H^2 \)-error in \( u_h \) as given in (4.4) and (4.24), the weighted \( L^2 \times H^1 \)-error in \( (u_h, \tilde{v}_h) \) as given in Equation (3.24), and the weighted \( L^2 \)-norm and \( H(\text{div}) \)-seminorm errors in \( \tilde{\alpha} \).

Table 1 records the number of degrees of freedom in the system matrix for the conforming, C0IP, and mixed discretizations with \( u \in \text{ARG}_5(\Omega, \mathcal{T}_h), \ u \in \text{CG}_k(\Omega, \mathcal{T}_h) \), \( k = 2, 3, 4 \), and \( (u, \tilde{v}, \tilde{\alpha}) \in \text{DG}_k(\Omega, \mathcal{T}_h) \times V_{k+2}(\Omega, \mathcal{T}_h) \times RT_{k+1}(\Omega, \mathcal{T}_h) \), \( k = 1, 2, 3 \), respectively, on the different grids of a unit square domain. We note that the theoretical results in Section 4 establish convergence rates of \( O(h^{k-1}) \) in the weighted \( H^2 \) norm and \( O(h^{k+1}) \) convergence rates in the weighted \( L^2 \times H^1 \) product norm for the C0IP and mixed discretizations, respectively. Comparing, for example, C0IP with \( k = 3 \) to the mixed method with \( k = 1 \), we see that the mixed method requires about four times the number of degrees of freedom to achieve the same convergence rate.

We first consider an exact solution given by \( u = \sin(q \tilde{v} \cdot [x,y]) \), with \( q = 40 \), \( T = \tilde{\nu} \otimes \tilde{\nu} = \left[ \frac{3}{4}, \frac{1}{4} \right] \), and \( m = 10 \). We plot \( \log(\text{Abs}_e(\cdot)) \) against \( \log_2(1/h) \), so that slopes of the data plotted correspond to
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dotted blue, and dashed red lines presenting results for $k = 2, 3, 4$, respectively. Here, discs and triangles denote the $L^2$ and weighted $H^1$ errors for $u_h$ and $\bar{v}_h$, respectively, while squares and stars denote the weighted $L^2(\Omega)$ and $H(\text{div})$-semínorm errors for $\bar{\alpha}_h$.

As shown in Figure 1 (left), the Argyris method results in the best approximation on each grid (as expected, since it is the highest-order discretization) and we see an overall convergence rate in the weighted $H^2$ norm of $O(h^5)$, as expected from the theoretical analysis in Section 4.1. Beyond the scope of those results, we observe slightly improved, $O(h^3)$, convergence for the Argyris method in the $L^2$ norm. For the C0IP method, we see a lack of convergence in the weighted $H^2$ norm for the case of $k = 2$; this seems contrary to the theoretical analysis in Section 4.2, but we note that $Bq^k h$ is quite large for the values of $q$ and $h$ considered here, and the predicted convergence is seen in the next example when we consider a (much) smaller value for $B$. Moreover, we observe the expected $O(h^{k-1})$ convergence for $k = 3$ and 4. For even values of $k$, we see improved convergence in the $L^2$ norm in comparison with the weighted $H^2$ norm, giving a $O(h^k)$ for $k = 2$ and 4, but no improvement in the convergence rate in the $L^2$ norm for $k = 3$. Understanding these gaps in performance is an interesting question for future work.

Finally, for the mixed method, in Figure 1 (right) we observe $O(h^{k+1})$ convergence in both the $L^2$ norm of $u$ and weighted $H^1$ norm of $\bar{v}$, consistent with the analysis of this formulation in Section 4.3. Furthermore, we observe that the $L^2$ norm of $\bar{\alpha}$ converges like $O(h^k)$ as predicted in Remark 16, while we observe one order higher convergence for the $H(\text{div})$ semínorm error in $\bar{\alpha}$. An important observation here is that the added cost of the mixed method over the C0IP approach appears to pay off, with improved convergence rates consistent with the analysis (and smaller errors overall); thus, while the mixed formulation has more degrees of freedom at the same order as C0IP, we gain something in the quality of our approximation for that price. (Indeed, the mixed method with $k = 3$ attains roughly the same weighted-norm convergence rate and errors as the fifth-order Argyris discretization.)
In Figure 2, we consider the same example as above, but with $B = q^{-4}$, to test sensitivity to this parameter. We first note that, in all but one case, the weighted $H^2$ norm (or $L^2 \times H^1$ norm) errors decay at the same rates as in the $B = 1$ example above, consistent with the theoretical error bounds. The one exception is the case of $k = 2$ for the C0IP discretization, where we go from no convergence with $B = 1$ to convergence like $O(h)$ for $B = q^{-4}$. Considering the other norms, we see a slight improvement in the $L^2$ error for the Argyris case (from $O(h^5)$ to almost $O(h^6)$), but no other significant changes. In particular, while our error estimates in all cases depend on quantities like $Bq^4$, we see only small changes in these errors, despite the large change in this value. The one notable change is for the mixed method, where the errors in $\bar{\alpha}$ with $B = q^{-4}$ are seen to be equal to those with $B = 1$ multiplied by a factor of $q^{-4}$. In these experiments, for the mixed formulation with $k = 3$ and $h = 1/512$, the direct solver failed to factorize the linear system in the available memory; therefore, a monolithic multigrid solver similar to the one described in [33] was used instead.

An important question is whether the dependence on $q$ in the theoretical results above is due to inefficient proof techniques, or is an actual dependence that is seen in the finite-element results. In the next experiments, we fix the values of $m = 10$, and $h = 2^{-7}$, while we vary both the manufactured solution and the values of $B$ and $q$. Figure 3 again considers $B = 1$, considering the same solution as above, $u = \sin(q(\frac{3x}{2} + \frac{4y}{3}))$ (left), and a $q$-independent solution, $u_1 = 100\sin(2\pi x + 3\pi y)(xy(1-x)(1-y))^3$ (right). In 3 (left), we see weighted $H^2$-norm convergence scaling like $O(q^4)$ for the Argyris results, but like $O(q^3)$ (or slightly better) for the C0IP and mixed methods. In contrast, in the $L^2$ norm, the Argyris results scale worse than $O(q^6)$, the C0IP results scale like $O(q^4)$, while the mixed method still scales like $O(q^3)$. In all cases, these already outperform the theoretical bounds, since the $H^2$-seminorm of $u$ scales like $q^4$. In contrast, in Figure 3 (right), we see either no growth (for the mixed method) or dependence like negative powers of $q$ (for the Argyris and C0IP methods). This strongly suggests that it may be possible to improve the dependence on $q$ in the results above, which we leave as a question for future research. Figure 4 shows similar results for the case of $B = q^{-4}$, highlighting that the dependence on $Bq^4$ (and similar terms) is more likely an artifact of our analysis than an inherent limit on these methods.
presents results lines), and the mixed method with \( u \in C_0IP(\Omega, \mathcal{T}_h) \) (solid green lines), the CG method with \( u \in CG_1(\Omega, \mathcal{T}_h) \) (dashed-dotted orange lines), and the mixed method with \( u_h, \bar{v}_h \in DG_2(\Omega, \mathcal{T}_h) \times V_4(\Omega, \mathcal{T}_h) \) (dotted blue lines) for \( B = 1 \). Left: \( u = \sin(q \frac{3\pi}{5} + \frac{4\pi}{5}) \). Right: \( u = 100 \sin(2\pi x + 3\pi y)(xy(1-x)(1-y))^3 \).

**Fig. 4.** The \( L^2 \) (discs) and weighted \( H^2 \) (triangles) absolute approximation errors at \( 1/h = 2^7 \) and different values of \( q \), for the conforming method, with \( u_h \in \text{ARG}_3(\Omega, \mathcal{T}_h) \) (solid green lines), the CG method with \( u_h \in CG_1(\Omega, \mathcal{T}_h) \) (dashed-dotted orange lines), and the mixed method with \( u_h, \bar{v}_h \in DG_2(\Omega, \mathcal{T}_h) \times V_4(\Omega, \mathcal{T}_h) \) (dotted blue lines) for \( B = q^{-4} \). Left: \( u = \sin(q \frac{3\pi}{5} + \frac{4\pi}{5}) \). Right: \( u = 100 \sin(2\pi x + 3\pi y)(xy(1-x)(1-y))^3 \).

### 5.2. 3D experiments

In these experiments, we consider a test on the unit cube domain, with right-hand side and boundary conditions chosen so that \( \partial \Omega = \Gamma_{3,2} \) and the exact solution \( u_{ex} = \sin(q \tilde{\nabla} \cdot [x, y, z]) \), with \( q = 10, B = q^{-4} \), \( T = \tilde{\nabla} \otimes \tilde{\nabla}, \tilde{\nabla} = [\frac{3}{10}, \frac{4}{10}, \frac{12}{10}] \), and \( m = 10 \). For this problem it is not possible to conduct experiments with a conforming scheme in Firedrake, since the Zhang element [60] is not available. Table 2 presents results for the CG method with \( u_h \in CG_1(\Omega, \mathcal{T}_h) \) and the mixed formulation with \( u_h, \bar{v}_h, \tilde{\nabla}_h \in DG_1(\Omega, \mathcal{T}_h) \times [CG_3(\Omega, \mathcal{T}_h)]^3 \times RT_2(\Omega, \mathcal{T}_h) \) (see Remark 15), where we measure the error in the \( L^2 \) norm as well as the weighted \( H^2 \) norms, i.e. the weighted \( H^2 \) norm defined in (4.24) and the \( L^2 \times H^1 \) norm defined in (3.24). The Table also reports the wall-clock time (in minutes) that the direct solver, MUMPS, required to solve the arising linear system. The experimental convergence rates are computed using the errors at \( h^{-1} = 2^4 \) and \( 2^5 \). We note that MUMPS needed more time to solve the linear system arising from the mixed formulation than for the CG method at the same level. Finally, we point out that our analysis for the mixed formulation does not trivially generalize for the 3D case and finite-element enrichment for the approximation space of \( \bar{v} \) is sometimes needed (see Remark 15). While the discretization \( DG_1(\Omega, \mathcal{T}_h) \times \)
solvers for the C0IP formulation is not straightforward (with direct solvers used in a dependence on \( q \) by penalizing inter-element jumps in the first derivative. Our error estimates in this case match the order used for the \( CG \) approximation, at the cost of more complicated weak forms, where C0IP formulation offers better robustness in introducing the gradient as an independent variable constrained using a Lagrange multiplier. The mixed freedom counts. Numerical results confirm the theoretical expectations.

\[ \ell \text{iptic case of fourth-order operators in \( \Omega \), coupling the smectic density to a director field or tensor-valued order parameter,} \]

\[ \text{We consider and compare different finite-element techniques to discretize a fourth-order PDE describing the density variation of a smectic A liquid crystal. These models have two complications in comparison to classical biharmonic operators, as they are more akin to Helmholtz operators than elliptic ones, and involve Hessian-squared (div-div-grad-grad) operators rather than the classical biharmonic operator (div-grad-grad), with boundary conditions that preclude this potential simplification. We analyzed } H^2 \text{-conforming, C0IP, and mixed finite-element methods.} \]

\[ \text{In the } H^2 \text{-conforming case, we use } C^1 \text{ Argyris/Zhang elements. In practice, these elements can be expensive, due to their high order (fifth-order piecewise polynomials in 2D and ninth-order in 3D), but they offer high-order approximation of smooth solutions. In this case, we implement essential boundary conditions using non-symmetric Nitsche-type penalty methods, which somewhat degrades the error estimates from the (impractical) case where essential BCs are imposed strongly. C0IP methods have the advantage over } H^2 \text{-conforming elements that there is greater flexibility in choosing the order of approximation, at the cost of more complicated weak forms, where } C^1 \text{-conformity is weakly enforced by penalizing inter-element jumps in the first derivative. Our error estimates in this case match the dependence on } q \text{ from the conforming case, but with an } h\text{-dependence in line with the polynomial order used for the } CG \text{ space. Finally, we consider a three-field mixed element formulation that explicitly introduces the gradient as an independent variable constrained using a Lagrange multiplier. The mixed formulation offers better robustness in } B \text{ than the other schemes, in exchange for higher degree of freedom counts. Numerical results confirm the theoretical expectations.} \]

\[ \text{The mixed formulation proposed here was motivated by the observation that design of optimal linear solvers for the C0IP formulation is not straightforward (with direct solvers used in \[58\]), coupled with the observed success of monolithic multigrid methods for a similar mixed discretization for the } H^2 \text{-elliptic case of fourth-order operators in \[33\]. A natural step for future work is in extending these linear solvers to the mixed formulation proposed herein, in parallel to investigating effective linear solver strategies for the other discretizations. As this work is motivated by considering the more complex models in \[58\], coupling the smectic density to a director field or tensor-valued order parameter,} \]

### Table 2: Absolute discretization errors and wall-clock times in minutes for the C0IP method with \( u_h \in CG_3(\Omega, \mathcal{T}_h) \) and the mixed formulation with \(( u_h, \tilde{v}_h, \tilde{\alpha}_h) \in DG_1(\Omega, \mathcal{T}_h) \times [CG_3(\Omega, \mathcal{T}_h)]^3 \times RT_2(\Omega, \mathcal{T}_h)\). \]

| \( h^{-1} \) | \( \| E_h \|_0 \) | \( \| E_h \|_{0,q,1} \) | Time | \( \| E_h \|_0 \) | \( \| E_h \|_{h} \) | Time |
|---|---|---|---|---|---|---|
| \( 2^2 \) | \( 1.47 \times 10^{-1} \) | \( 1.83 \times 10^{-1} \) | 0.16 | \( 3.86 \times 10^{-2} \) | \( 3.37 \times 10^{-1} \) | 0.01 |
| \( 2^3 \) | \( 5.19 \times 10^{-2} \) | \( 6.08 \times 10^{-2} \) | 0.06 | \( 4.17 \times 10^{-3} \) | \( 1.06 \times 10^{-1} \) | 0.02 |
| \( 2^4 \) | \( 1.41 \times 10^{-2} \) | \( 1.55 \times 10^{-2} \) | 1.45 | \( 3.79 \times 10^{-4} \) | \( 2.95 \times 10^{-2} \) | 0.36 |
| \( 2^5 \) | \( 3.60 \times 10^{-3} \) | \( 3.86 \times 10^{-3} \) | 339.56 | \( 4.56 \times 10^{-5} \) | \( 7.72 \times 10^{-3} \) | 14.40 |
| Rates | 1.97 | 2.00 | | 3.05 | 1.93 | |
another natural direction for future research is to extend the analysis to mixed formulations of the energy minimization problem associated with Equation (1.2).
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