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Abstract: Communication opportunities among vehicles are important for data transmission over the Internet of Vehicles (IoV). Mixture models are appropriate to describe complex spatial-temporal data. By calculating the expectation of hidden variables in vehicle communication, Expectation Maximization (EM) algorithm solves the maximum likelihood estimation of parameters, and then obtains the mixture model of vehicle communication opportunities. However, the EM algorithm requires multiple iterations and each iteration needs to process all the data. Thus its computational complexity is high. A parameter estimation algorithm with low computational complexity based on Bin Count (BC) and Differential Evolution (DE) (PEBCDE) is proposed. It overcomes the disadvantages of the EM algorithm in solving mixture models for big data. In order to reduce the computational complexity of the mixture models in the IoV, massive data are divided into relatively few time intervals and then counted. According to these few counted values, the parameters of the mixture model are obtained by using DE algorithm. Through modeling and analysis of simulation data and instance data, the PEBCDE algorithm is verified and discussed from two aspects, i.e., accuracy and efficiency. The numerical solution of the probability distribution parameters is obtained, which further provides a more detailed statistical model for the distribution of the opportunity interval of the IoV.
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1 Introduction

The concept of the Internet of Vehicles (IoV) is closely related to the Internet of Things (IoT) [1–5]. It takes vehicles as the objects of information perception and control. With the help of the new generation of information and communication technologies, the IoV realizes the network connections among the vehicles, people, roads, and service platforms. Thus improve the vehicle driving experience, traffic efficiency, and social traffic service level. The IoV is one of the important branches of the opportunity network [6]. Since vehicles are usually in motion, the instantaneous opportunity communication formed when two vehicles meet is an important way of data transmission in the IoVs. The statistical model of inter-contact times is one of the basic problems of the IoVs [7].

Communication opportunity interval is affected by many factors, including but not limited to vehicle movement model and location distribution, vehicle density, broad geographic distribution, communication accessibility, etc. The previous scholars mainly considered establishing the vehicle movement model and mine the statistical model of communication opportunity interval through theory or simulation. In a Random Waypoint Mobility (RWM) model [8], it was found through simulation that the inter-contact time interval of moving points obeyed exponential distribution [9]. Based on the RWM model and a Random Direction Mobility (RDM) model [10], it was proved that in a finite boundary movement space, the inter-contact time interval was an exponential distribution, while in the unbounded condition, the inter-contact time interval was an approximate power-law distribution [11].

With the development of big data technology, more scholars tended to collect the actual spatial-temporal data sets of vehicle movement, and then used big data mining techniques to determine the statistical model of the data [12,13]. References [14–17] analyzed the inter-contact time interval extracted from the movement trajectory data of buses and taxis in Beijing and Shanghai, respectively. Reference [14] held that the inter-contact time interval of the taxi approximately follows the exponential distribution. References [15,16] both believed that it was a segmented distribution. Only reference [17] proposed that it was the mixture normal distribution. Although the above conclusions based on spatial-temporal big data were not consistent, most of them adopted single statistical distribution or segmented statistical distribution for data analysis. In fact, the IoV are affected by many factors. The sample data of the vehicle movement trajectory is complex and changeable, which may come from a population with different properties. Therefore, a single statistical distribution is difficult to describe the characteristics of actual data. However, the segmented distribution model to describe the vehicle inter-contact time interval is essentially a superficial description of the overall sampled data, so it is difficult to express the complex composition contained in the data.

For the mixture statistical distribution of spatial-temporal big data, a parameter estimation algorithm with low computational complexity based on Bin Count (BC) and Differential Evolution (DE) (PEBCDE) is proposed. BC is used to count all data in a small number of intervals, and a small number of calculated values are used as statistics for the next step of parameter estimation. DE is used to solve nonlinear optimization problems similar to the Expectation Maximization (EM) algorithm [18]. Due to the adoption of BC and DE algorithms, although the accuracy is lower than the EM algorithm, a faster parameter estimation of the statistical model for vehicle inter-contact times is realized. Based on this characteristic, the PEBCDE algorithm proposed in this paper can be used for the online calculation of vehicle-mounted systems. The
real-time data received by the vehicles are further calculated to improve the model and obtain more accurate parameter estimation results. In addition, BC parameters can be adjusted to control the accuracy of the algorithm, to optimize the balance between calculated amount and accuracy.

The rest of this paper is arranged as follows. Section 2 describes the related work. Sections 3 and 4 introduce the system model and the algorithm. Analysis and simulation results will be described and displayed in Section 5. Section 6 gives the conclusions of this paper and an outlook for future work.

2 Related Work

For the estimation of a high-dimensional latent variable model, a novel semi-stochastic variance-reduced gradient designed for the Q-function in the EM algorithm was proposed [19]. Compared with the state-of-the-art algorithm, the new algorithm had a certain reduction in the overall computational complexity. Reference [20] modified the EM algorithm, by attaching a truncation step to the expectation step (E-step) and maximization step (M-step), the convergence rate was effectively improved. According to the modified algorithm, the article also gave a decorrelated score statistic about the low dimensional components of the high dimensional parameters.

Reference [21] focused on global convergence rates for stochastic EM methods. In a sufficient statistics space, the EM method can be studied as a scaled-gradient method. On this basis, the author introduced a new incremental version. For a particular model, such as a mixture model of two Gaussians, it had been researched [22]. The article proved the convergence of the sequence of iterates in that model. The author also studied the initial parameter settings. Inspired by variance reduced stochastic gradient descent algorithms, Variance Reduced Stochastic EM (sEM-vr) algorithm was developed [23]. The sEM-vr computed the full batch expectation as a control variate, which reduced the variance of minibatch. Comparing with other gradient-based and Bayesian algorithms, this algorithm achieved a faster convergence speed. Given low-rank mixture regression and regression with missing covariates, it specialized in a general framework [24]. Using the state-of-the-art high-dimensional prescriptions to regular the M-step did not guarantee balance. A regularization method was proposed considering optimization and statistical error.

The actual spatial-temporal big data often have missing or hidden variables, the traditional methods are difficult to accurately estimate the parameters, and the data may come from different populations. The single distribution model cannot accurately reflect the nature of the data, and it is difficult to mine the effective information of the data. A more reasonable approach is to explore the mixture distribution model of data [25]. The mixture distribution model is a combination of several different statistical distributions according to a certain probability. It is a new combination model combining the properties and characteristics of multiple branches. The mixture distribution model can simulate a large amount of data effectively and make the data distribution model more accurate.

At present, the EM algorithm is usually used for the parameter estimation of mixture statistical distribution modeling [26,27]. It is one of the classical algorithms in the field of data mining and solves the problem that the maximum likelihood estimation is difficult to optimize due to the hidden variables in the actual statistical model. However, the EM algorithm needs to iterate several times to achieve the ideal effect, and each iteration process requires the participation of all data. Therefore, the algorithm has high computational complexity and it is difficult to adapt to the massive spatiotemporal big data scene. Besides, the addition of probability is introduced into the mixture distribution, which calculates logarithmic likelihood very complicated and difficult.
to obtain closed solutions. As a result, every step of EM iteration becomes a sub-problem of nonlinear optimization, and the computational complexity of EM is increased.

In this paper, BC and DE are introduced to reduce the computational complexity of mixture distribution parameter estimation. Bin counting and DE based on a small amount of data are used to replace the EM algorithm with a large number of data to realize the optimization of the opportunity interval distribution model of the IoVs.

3 System Model

In this paper, based on the longitude and latitude trajectory data of Beijing taxis in May 2010, the algorithm of data cleaning and extraction of inter-contact times interval is presented [16]. Assume that a large sample set \( X = \{x_1, x_2, \ldots, x_N\} \) of data has been obtained, where the sample data \( x_i \) is the time interval in seconds between a communication opportunity and a previous communication opportunity for the same car. Suppose the probability density function \( f(x) \) of the mixture statistical model is given by

\[
f(x) = \sum_{i=1}^{k} \alpha_i f_i(x),
\]

where, \( k \) denotes the number of branches, \( f_i(x) \) denotes the probability density function of the \( i \)th branch, and \( \alpha_i \) denotes the corresponding weight coefficient with \( \sum_{i=1}^{k} \alpha_i = 1, \ 0 \leq \alpha_i \leq 1 \).

The EM algorithm is widely used in parameter estimation of mixture models. The likelihood function can be simplified by introducing suitable potential data. It first assumes that the known observed data of the total sample number \( N \) is \( X \), and the potential data is \( Y = \{y_1, y_1, \ldots, y_i, \ldots, y_n\} \), where \( y_i = \{y_{i1}, y_{i2}, \ldots, y_{ik}\} \) is a binarization vector. In \( y_i \), only one element is 1, and the remaining elements are 0, indicating which branch of the sampled data \( t_i \) comes from \( k \) branches of the mixture distribution. If \( y_i \) is generated from the \( p \)th branch, then \( y_{ip} = 1 \) and the other elements are 0. In general, \( Y \) is unknown. The EM algorithm assumes the existence of complete data set \( \{X, Y\} \) and estimates the unknown parameter \( \theta \) in the model through continuous iterative optimization of Step E and Step M. The steps are as follows.

(1) Set the initial value \( \theta^{(0)} \).

(2) Step E: Calculate the conditional expectation of the likelihood function based on the complete data set of the hidden variable \( Y \), denoted as the auxiliary function \( Q \).

\[
Q(\theta; \theta^{(m)}) = E_Y \left[ \ln f(X, Y; \theta | X, \theta^{(m)}) \right],
\]

where \( \theta^{(m)} \) denotes the unknown statistical parameter of the \( m \)th iteration.

(3) Step M: Evaluate \( \theta^{(m+1)} \) to satisfy

\[
Q(\theta^{(m+1)}; \theta^{(m)}) = \max Q(\theta; \theta^{(m)}).
\]

The operations of Step E and Step M above are iterated alternately until \( \| \theta^{(m+1)} - \theta^{(m)} \| \) is sufficiently small, and the last \( \theta \) is the parameter estimate of the mixture distribution model. The main purpose of the EM algorithm is to provide a simple iterative algorithm to calculate the posterior density function. Because the algorithm is simple and stable, it is often used to estimate the parameters of mixture statistical models. However, the EM algorithm is easy to fall into local
optimal, which involves all the data in the data set. The time complexity is proportional to the amount of data. When the amount of data is large, the calculation speed is slow.

The basic flow of a parameter estimation algorithm based on BC and DE proposed in this paper is as follows: (1) First, the total sample data is segmented according to a certain interval, and the number of sampled data in each segment is counted. The statistical probability of each segment is calculated by the mixture distribution probability density function (including parameters), and the probability of event occurrence is calculated by multinomial distribution; (2) the event probability calculated in the previous step is taken as the objective function, and the parameter value at the maximum of the objective function is iterated through DE algorithm.

4 Design of the PEBCDE Algorithm

4.1 Segment and Calculate the Maximum Probability Objective Function

Suppose the probability density function of the total data set is \( f(x) \), and there are \( N \) data points. The data is divided into \( m \) segments, also referred to as bins. As shown in Fig. 1, the number of data values in interval \([t_{i-1}, t_i]\) is \( n_i \), the number of data values in interval \([t_1, t_2]\) is \( n_2 \), and so on, the number of data values in interval \([t_{m-1}, t_m]\) is \( n_m \). It is assumed that the above interval segmentation can be determined according to prior knowledge or user demands, and the interval can be uniformly divided or non-uniformly divided.

If special cases such as the existence of impulse function in probability distribution are not considered, then the probability of data points in the interval \([t_{i-1}, t_i]\) is definite integral as

\[
P_i(\theta) = \int_{t_{i-1}}^{t_i} f(x; \theta) \, dx.
\] (4)

The probability that \( n_i \) out of \( N \) data points are in the interval \([t_{i-1}, t_i]\) is \( C_N^{n_i} \cdot P_i(\theta)^{n_i} \cdot (1 - P_i(\theta))^{N-n_i} \).
According to the multinomial distribution, the occurrence probability $P$ is exactly given as

$$
P(n_1, n_2, \ldots, n_m, \theta) = \begin{cases} 
\frac{N!}{n_1! \cdots n_k!} P_1(\theta)^{n_1} \cdots P_m(\theta)^{n_m}, & \sum_{i=1}^{m} n_i = N \\
0, & \text{else} 
\end{cases} \tag{5}
$$

The time complexity of this step is $O(N)$, and the sampled data needs to be traversed. In the subsequent operation, only the statistic $\{n_1, n_2, \ldots, n_m\}$ needs to be considered. Here, $m$ is small compared with $N$, so the scale of data to be processed is greatly reduced. In this step, data within the same interval cannot be distinguished due to interval statistics. Therefore, if the interval is too large, the accuracy of the algorithm will be affected.

4.2 Solve the Estimated Parameters by DE

DE algorithm is a heuristic parallel search method based on group difference. In this step, DE algorithm is used to solve the estimated parameters so that Eq. (5) can obtain the maximum value. First, we initialize the population. In the solution space, $M$ individuals are generated randomly and uniformly, and each individual is composed of $K$ chromosomes. As the 0th generation population, the definition is as follows,

$$Z_i(0) = \{z_{i,1}(0), z_{i,2}(0), \ldots, z_{i,K}(0)\}, \quad i = 1, 2, \ldots, M. \tag{6}$$

**Mutation operation:**

In the $g$th iteration, individuals $Z_{p1}(g)$, $Z_{p2}(g)$ and $Z_{p3}(g)$ are randomly selected from the population for the individual $Z_i(g) = \{z_{i,1}(g), z_{i,2}(g), \ldots, z_{i,K}(g)\}$, and $p1 \neq p2 \neq p3 \neq i$. Then, the $d$th dimensional position updating formula is

$$H_i(g) = Z_{p1}(g) + F \cdot (Z_{p2}(g) - Z_{p3}(g)), \tag{7}$$

where $F$ denotes the scaling factor used to control the influence of the difference factor.

**Crossover operation:**

Crossover operation increases the diversity of population as follows,

$$V_{i,j}(g) = \begin{cases} 
H_{i,j}(g), & \text{rand}(0, 1) \leq cr \\
z_{i,j}(g), & \text{else} 
\end{cases}, \tag{8}$$

where $cr \in [0, 1]$ denotes the crossover probability.

After completing the mutation and crossover operation, $V_i(g)$ or $X_i(g)$ is selected as $X_i(g+1)$ according to the evaluation function.

$$X_i(g+1) = \begin{cases} 
V_i(g), & \text{if } f(V_i(g)) < f(X_i(g)) \\
X_i(g), & \text{else} 
\end{cases}. \tag{9}$$

The flow of DE algorithm is shown in Fig. 2.

The size of the statistic values that DE algorithm needs to process at each step is $m$, much smaller than $N$. Therefore, the algorithm is fast in solving the problem and is very suitable for solving the probability distribution type where it is difficult to find the closed solution. When the number of iterations and individuals are fixed, the time complexity of DE algorithm is only
related to the number of segments $m$, which is close to $O(m)$. This is independent of the overall data size $N$ and greatly reduces the running time. At the same time, parameter estimation for the mixture statistical model of big data can be more accurate.

![The flow of DE algorithm](image.png)

**Figure 2:** The flow of DE algorithm

5 **Performance Analysis**

This section analyzes and verifies the effectiveness of the proposed algorithm in the system model. Firstly, the correctness of the algorithm is verified and the accuracy of the algorithm is analyzed. Correctness is verified by comparing the similarity between the given model data and the evaluation model data. The accuracy of the algorithm is observed by modeling and analyzing the ideal data. Based on ensuring the effectiveness and availability of the algorithm, we further apply the algorithm to the actual data set to analyze and verify the actual effect of the PEBCEDE algorithm on the movement trajectory data of Beijing taxis. Then, we compare the operation efficiency of the traditional EM algorithm and the proposed PEBCEDE algorithm under different parameters, and summarize the performance of the algorithm as a whole.

The simulation experiment is implemented in Python (version 3.7.3) and on an AMD Ryzen™ 3700X processor with 3.60 GHz CPU 16 GB RAM running on the platform Microsoft Window 10.
5.1 Correctness and Accuracy Verification

In this subsection, the simulated data obey a Gaussian mixture distribution with \( N = 1 \times 10^3 \), and its probability density function is set as 
\[
 f(x) = \alpha_1 \frac{1}{\sqrt{2\pi\sigma_1}} \exp\left(-\frac{(x-\mu_1)^2}{2\sigma_1^2}\right) + (1-\alpha_1) \frac{1}{\sqrt{2\pi\sigma_2}} \exp\left(-\frac{(x-\mu_2)^2}{2\sigma_2^2}\right).
\]

A distribution-based statistical modeling algorithm is used to estimate the parameters of the statistical model. First, let us divide the data into \( m = 500 \) bins. In the DE algorithm, the scaling factor is 0.7, and the crossover probability is 0.5. The initial positions are uniformly distributed in the solution space, and the parameters of the mixture Gaussian distribution can be well estimated after about 100 iterations. Simulation parameters are shown in Tab. 1.

| Name | \( N \) | \( m \) | Population | \( \alpha_1 \) | \( \mu_1 \) | \( \sigma_1 \) | \( \mu_2 \) | \( \sigma_2 \) | \( F \) | \( cr \) |
|------|--------|------|-----------|-------------|---------|--------|---------|--------|-------|-------|
| Value | \( 1 \times 10^3 \) | 500  | 15        | 0.3         | 2.0     | 0.8    | 4.0     | 0.6    | 0.5   | 0.75  |

The parameters of the statistical model obtained by the PEBCDE algorithm are \( \alpha_1' = 0.2717, \mu_1' = 2.0062, \sigma_1' = 0.7034, \mu_2' = 3.9583, \sigma_2' = 0.6199 \). Comparing the newly generated data of the model obtained by the PEBCDE algorithm with the data of the original model, the Complementary Cumulative Distribution Function (CCDF) is obtained. The results are shown in Fig. 3. It can be seen that the distribution functions of the two models are similar. In order to better evaluate the effect of the model generated by the algorithm, Goodness of Fit is introduced. The calculation results show that the KS test statistic is 0.017 and the p-value is 0.932, which proves the correctness of the algorithm.

![Figure 3: Modeling and comparison of simulation data](image)
The specific iteration of some parameters is shown in Fig. 4. The solid lines represent the actual value of parameters, and the lines with markers represent the value change of the estimated parameter. Each parameter oscillates around the actual value and converges.

**Figure 4:** The convergence of mean values of both branches per iteration

In the initial stage of data processing, the PEBCDE algorithm needs to segment all the data. The difference in the number of bins leads to different degrees of information loss of part of the raw data, resulting in the different effects on the calculation accuracy. However, the process can also be speeded up, allowing users to adjust the accuracy of calculations to suit their specific needs. Kolmogorov Smirnov (KS) test is used to evaluate the accuracy of the model obtained by the algorithm. The results are shown in Fig. 5. It can be clearly seen that the accuracy of the algorithm has been improved with the increase of the number of bins. It is important to note that the more the number of bins is, the better the algorithm performs. Therefore, after convergence, the KS statistical result with 32 bin is slightly higher than that with 8 bin. This shows that when the number of bins reaches a certain degree, the basically accurate results based on the segmented data can be achieved.

**Figure 5:** Comparison of KS statistics with different bin counts
5.2 Analysis of Actual Taxi Data

Based on the latitude and longitude trajectory data of Beijing taxis in May 2010, this subsection conducted statistical modeling for the time interval of the IoV communication opportunities. Taking as an example the trajectories of 100 taxis which were randomly selected from all the datasets, we analyzed the statistical model in the case of the number of vehicles mentioned above.

Through multiple tests and analysis, we believe that the communication opportunity interval between vehicles obeys the mixture of lognormal distribution. The statistical model of different vehicle densities can be fitted with the Gaussian mixture distribution of different parameters. Fig. 6 showed the KS statistics of the actual values under different bin counts and algorithms. All the fitted parameters of the Gaussian mixture distribution passed KS test, and the fitting conditions were good.

![Figure 6: Taxi real communication opportunity interval modeling comparison](image)

If the time span of a single iteration is used as the unit, the EM algorithm had the fastest initial speed. After more than 10 iterations, the EM algorithm basically converged, and a relatively ideal result was obtained. By comparison of the results of the PEBCDE algorithm with 8 and 32 bins, it holds that the greater the number of bins is, the faster the PEBCDE algorithm converges. Then, similar to the EM algorithm, it fell into the near optimal solution after a number of iterations. Here after about 20 iterations, the near optimal solution was obtained.

5.3 Complexity Analysis

The EM algorithm requires all data in the data set to participate in the calculation. When the amount of data is very large, the calculation speed is slow and it is difficult to deal with massive big data scene. This subsection analyzes the operation efficiency of the EM algorithm and the proposed PEBCDE algorithm.

When the EM algorithm is used for parameter estimation of Gaussian mixture model, the responsiveness of sub-model \( k \) to the observed data \( y_j \) needs to be calculated during step E. The number of calculations is the dimension \( N \) of the observed data. Considering that the number of iterations is \( N_i \), the time complexity of the algorithm is \( O(N \times N_i) \). The PEBCDE algorithm...
needs to use all the observed data in the initial interval division stage. Then, the size of data used in the next step is the number of intervals, i.e., \( m \). When the number of iterations is \( N_i \), the time complexity of the algorithm is \( O(N + m \times N_i) \). In the case of the same number of iterations, the complexity of the PEBCDE algorithm is less than that of the EM algorithm due to \( m \ll N \).

Firstly, let us set the size of the data volume to 1000 and 100000, respectively, to obtain the running times of the EM algorithm and the PEBCDE algorithm. As shown in Fig. 7, when the amount of data was small, EM algorithm runs fast. However, when the amount of data increased to a certain extent, EM algorithm runs slowly. The running time of the PEBCDE algorithm only increase with the increase of the number of segments because the second step, i.e., DE algorithm, is independent of the data size and only related to the number of segments. Thus PEBCDE is highly efficient for mixture statistical modeling of big data.

![Figure 7: The comparison of running time with different algorithms](image)

6 Conclusion

In this paper, the PEBCDE algorithm based on BC and DE is proposed to overcome the disadvantages of the EM algorithm in parameter estimation of big data mixture model. Through modeling and analysis of simulation data and instance data, the PEBCDE algorithm is verified from two aspects of accuracy and efficiency. The research shows that the computational complexity of the PEBCDE algorithm is significantly reduced. As the increase of data volume, every iteration round of the EM algorithm needs all the data, while the PEBCDE algorithm only needs to traverse all the data once. Therefore, when the amount of data is large, the running time of the PEBCDE algorithm is far less than that of the EM algorithm.

It is worth noting that the PEBCDE algorithm sacrifices precision to some extent compared with the EM algorithm. This is because differences between data within the same interval are ignored after interval calculation. Therefore, the first few moments of the data can be obtained by improving the PEBCDE algorithm combining moment estimation in the first step, and then applied to DE algorithm in the second stage, to further improve the accuracy of this algorithm.
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