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Aiming at the problem that it is difficult to extract the characteristics of the draft tube pressure fluctuation signal under the background of strong noise, this study proposes a dual noise reduction method based on adaptive local iterative filtering (ALIF) and singular value decomposition (SVD). First, perform ALIF decomposition of the signal to be decomposed to obtain a series of IMF components, calculate the sample entropy of each component, select some IMF components to reconstruct according to the set sample entropy threshold, and then perform SVD decomposition on the reconstructed signal, and according to the location of the singular value difference spectrum mutation point, the appropriate number of reconstructions is selected for reconstruction, so as to achieve the double noise reduction effect. The ALIF-SVD dual noise reduction method proposed in this study is compared with the single ALIF, EMD, and EMD-SVD dual noise reduction method through simulation, and the correlation coefficient, signal-to-noise ratio, and mean square error are used to evaluate the noise reduction. It is found that the ALIF-SVD dual noise reduction method avoids the phenomenon of modal aliasing in the decomposition process, effectively removes the noise, and can retain the useful information of the original signal, and the noise reduction effect is better. A unit of a hydropower station in China is further selected as the research object, and its draft tube pressure fluctuation data were analyzed for noise reduction. It was found that this method can accurately extract the signal characteristics under strong noise background, so as to determine the type of pressure fluctuation of the unit, which is helpful to improve the fault recognition rate of hydraulic turbines. And it provides some technical support for the safe and stable operation of hydropower units and the promotion of condition-based maintenance strategy and improves the intelligent level of hydropower station operation management.

1. Introduction

In recent years, China’s hydropower has been fully developed and has produced huge economic benefits, and the stability of hydropower unit operation has attracted more and more attention and research. However, hydropower units are affected by hydraulic factors and other factors in unsteady operation [1–3], and the state quantity related to vibration changes greatly. At the same time, in the process of monitoring the status of each vibration part, due to the influence of the hardware and the environment, the collected vibration signals contain large noise components, which affect the accurate extraction of vibration signal characteristics. Since the diagnosis of hydropower unit faults is mainly based on the frequency of each vibration part, effective noise reduction on the collected data is of great significance to the accurate judgment of unit faults.

At present, there are many vibration signal analysis methods for hydropower units, such as empirical mode decomposition (EMD), local mean decomposition (LMD),
and ensemble empirical mode decomposition (EEMD). EMD decomposes the signal into a number of IMF components with clear frequency amplitude, which is widely used in the processing of nonlinear and nonstationary signals. However, EMD decomposition is easy to produce modal aliasing, and there are problems such as large amount of iterative calculation [4–7]. In order to overcome the shortcomings of the EMD method, the literature [8] proposed an adaptive signal decomposition method of local mean decomposition, which has a certain improvement in the number of iterations and operation speed compared with EMD, but the problem of modal aliasing was still not fundamentally solved. Aiming at the problems of modal aliasing of EMD, Wu et al. proposed ensemble empirical modal decomposition [9, 10], using the uniform distribution of Gaussian white noise frequency and adding Gaussian white noise to the original signal for multiple EMD decomposition, which can effectively suppress modal aliasing. However, it is often difficult to extract early or weak fault signals from mixed signals when using this method alone in practical applications [11–13]. In fact, considering the complexity of the actual signal in actual engineering application, using a hybrid method can extract useful signals from strong interference more effectively than using a single method.

Based on the above analysis, this study proposes a dual noise reduction method based on ALIF-SVD for the fault feature extraction of the pressure pulsation signal of the tailrace pipe of hydropower units under strong noise background, combined with the advantages of adaptive iterative filtering, sample entropy, and singular value. Adaptive local iterative filtering is a decomposition method based on iterative filtering [14, 15], and its filtering function is constructed by using the basic solution system of Fokker–Planck (FP) differential equation. The complex multicomponent signal is adaptively decomposed into a number of single-component signals with certain physical meaning by this method. Compared with EMD, this algorithm avoids the problem of data distortion caused by modal aliasing in the decomposition process, thereby ensuring the true validity of the components obtained by decomposition [16–19]. Singular value decomposition (SVD) is carried out on the basis of matrix decomposition and transformation, and the advantages are that the waveform is not easily distorted and the zero-phase shift is small. Compared with EEMD, SVD can effectively detect weak information mutations in the signal under complex background and has outstanding effects in feature information extraction and noise removal [20–22]. Entropy, as a feature extraction method measuring the system’s complexity in the time domain, has been maturely applied to fault diagnosis and pathological signal detection [23–25]. Pincus proposed the concept of approximate entropy (AE) based on the theory of Shannon entropy in 1991. However, the AE has self-matching terms in the calculation, which leads to bias of the result. Thus, in 2000, Richman and Moorman proposed an improvement of the AE, which is the sample entropy (SE). Sample entropy quantifies a system’s degree of regularity by calculating the negative natural logarithm of conditional probability, which have high reliability and consistency for data of different lengths. Compared with approximate entropy, sample entropy eliminates the bias caused by self-matching to provide more accurate entropy values, and it also reduces the computational time [26–28].

Through the simulation analysis and example verification, it is found that the method can effectively reduce the noise of the pressure pulsation signal of the tailrace pipe under the background of strong noise and avoid the modal aliasing in the decomposition process. The characteristic frequency of pressure pulsation can be accurately extracted, so as to accurately determine the pulsation type of the unit and provide a theoretical basis for the fault diagnosis of hydrogenerator units.

The content of this study is arranged as follows: In the first part, the principle of the noise reduction method is introduced. In the second part, this method is used for simulation and comparative analysis. In the third part, the pressure fluctuation data of a hydropower station in China are selected for example verification. Finally, the application of this method in the feature extraction of tailpipe pressure pulsation signal under strong noise background is summarized and prospected.

2. ALIF-SVD Method Principle

2.1. Principles of Adaptive Iterative Filtering and Sample Entropy. Adaptive local iterative filtering (ALIF) is an improved algorithm based on iterative filtering (IF). The construction of filtering function is based on the basic solution system obtained by Fokker–Planck differential equation, which is adaptive in the decomposition process [14–18]. Therefore, the basic principle of the IF algorithm is introduced first.

2.1.1. Iterative Filtering Algorithm. Each IMF component obtained in the IF algorithm is obtained by iterative screening. This component not only reflects the internal fluctuation characteristics of the original signal to be decomposed but also ensures that a component only contains the characteristic information of one mode. The determination of the IMF component needs to meet the following two conditions at the same time: (1) The difference between the number of extreme points and the number of zero points of the IMF component is not more than 1. (2) At any time point, the average envelope of the upper envelope fitting the maximum value of IMF component and the lower envelope fitting the minimum value of IMF component is equal to 0, that is, the upper and lower envelopes are locally symmetric relative to the time axis [29–31].

Different from the EMD algorithm, the IF algorithm replaces the cubic spline interpolation in the EMD method to obtain the envelope by constructing a sliding operator. For any given signal to be decomposed \(x(t)\) and determine the sliding operator \(\Gamma(x(t))\) by calculating the convolution between \(x(t)\) and filter function \(\omega(t)\),
\[ \Gamma(x(t)) = \int_{-l(z)}^{l(z)} x(t + \tau) \omega(t) \mathrm{d}\tau, \]

where \( \tau \) is the time delay; \( t \) is the time; \( l(z) \) is the filtering interval; and \( \omega(t) \) is the fixed low-pass filter function. The interval of \( l(z) \) is determined by the following formula:

\[ l(z) = 2 \text{fix} \left( \frac{N\lambda}{m} \right) \]

where \( \lambda \) is the set parameter, and its value range is 1–3; \( m \) is the number of extreme points of the decomposed signal; \( N \) is the length of the decomposition signal; and \( \text{fix} \) is the integral function to 0.

The specific steps for signal decomposition using IF are as follows:

1. First, the filtering interval \( l(z) \) is calculated by decomposing the signal \( x(t) \) and formula (2)
2. Second, the sliding operator \( \Gamma(x(t)) \) is calculated by formula (1)
3. Then, the difference between the decomposed signal and the sliding operator is calculated, and the fluctuation operator is obtained:
   \[ k(x(t)) = x(t) - \Gamma(x(t)), \]

4. Whether the obtained fluctuation operator \( k(x(t)) \) satisfies the two conditions for becoming an IMF component is judged. If satisfied, the extraction is completed at one time, that is, \( k(x(t)) \) is the first extracted IMF component, denoted as \( c_1(t) \). If not satisfied, \( k(x(t)) \) is taken as the step for the signal to be decomposed; and repeat (1)–(3) until the IMF component is satisfied.
5. \( x(t) \) minus \( c_1(t) \)

\[ r_1(t) = x(t) - c_1(t), \]

Repeat \( r_1(t) \) as the original signal to (1)–(4) steps to get the second IMF component \( c_2(t) \) and then repeat \( n \) times to get \( n \) IMF components satisfying the conditions. When \( r_n(t) \) shows obvious trend characteristics, the cycle process is terminated. At this time,

\[ x(t) = \sum_{i=1}^{n} c_i(t) - r_n(t) \]

After a limited number of screening, \( n \) IMF components are obtained.

2.1.2. Adaptive Local Iterative Filtering Algorithm. In the iterative filtering process, since the iterative filtering algorithm is not adaptive, it is necessary to set a low-pass filter function before data processing. Although this method can reduce noise interference to a certain extent, in the process of analyzing nonlinear and nonstationary signals, waveform distortion and poor adaptability will occur [16]. Based on this, the iterative filtering is improved, and the filter function is constructed with the help of the basic solution system obtained from the Fokker–Planck differential equation, which makes it adaptive in the decomposition process.

Let two functions \( g(x) \) and \( h(x) \) be the derivatives on the interval \( (a < b < 0) \) and satisfy the following conditions:

1. For any number, there are \( g(x) > 0 \) and \( g(a) = g(b) = 0 \)
2. \( h(a) < h(b)x \in (a, b) \)

The formula of the Fokker–Planck differential equation is

\[ \frac{\partial p}{\partial t} = -a \frac{\partial (h(x)p)}{\partial x} + \beta \frac{\partial^2 (g^2(x)p)}{\partial x^2} \]

where \( a \) and \( \beta \) are the steady-state coefficients, ranging from 0 to 1.

In equation (6), \( \beta (a^2 (g^2(x)p)/\partial x^2) \) has diffusion, so that the solution \( p(x) \) of the equation moves from the middle position of interval \( (a, b) \) to both ends. The effect of \( -a (h(x)p)/\partial x \) is exactly the opposite, which makes the solution \( p(x) \) of the equation move from both ends to the middle. When these two items reach a balance, there is

\[ -a \frac{\partial (h(x)p)}{\partial x} + \beta \frac{\partial^2 (g^2(x)p)}{\partial x^2} = 0. \]

At this time, the differential equation has a nonzero solution and meets the following conditions:

1. \( \forall x \in (a, b), p(x) \geq 0 \)
2. \( \forall x \notin (a, b), p(x) = 0 \)

The solution \( p(x) \) of this differential equation is the required filtering function \( \omega(t) \); with the change of interval \( (a, b) \), different filtering function expressions will be obtained; so, ALIF realizes the adaptive solution of the filtering function.

2.1.3. Principle of Sample Entropy. Sample entropy (SE) is a method to measure the complexity of time series, which is used to measure the probability of time series generating new patterns when the data dimension changes. The relationship between self-similarity of time series and sample entropy is negatively correlated: when the signal is disturbed by noise, the uncertainty of the signal increases, the disorder and complexity of the signal increases, the sample entropy increases, and the self-similarity of the time series is lower.

The steps to calculate the sample entropy of time series are as follows:

1. Let \( X_m(i) \) be a time series with dimension \( m \) and length \( N \)

\[ X_m(i) = [x(i), x(i + 1), \ldots, x(i + m - 1)], \]

\[ \text{Formula } i = 1, 2, \ldots, N - m + 1 \]

2. Define the distance \( d[X_m(i), X_m(j)] \) between vector \( X_m(i) \) and vector \( X_m(j) \) as the absolute value of the
maximum difference between the two corresponding data points, namely,
\[ d[X_m(i), X_m(j)] = \max\{ |X_m(i+k) - X_m(j+k)| \}, \]
Formula \( k = 0, 1, \ldots, m - 1 \)

(9)

(3) Given threshold \( r \), from \( 1 \sim N - m \) sequences, the number of statistics, \( d[X_m(i), X_m(j)] < r \), is denoted as \( B_i \), and the ratio of \( B_i \) to \( N - m - 1 \) is denoted as \( \overline{B_i} \). Namely,
\[ \overline{B_i} = \frac{B_i}{N - m - 1} \]
\[ 1 \leq j \leq N - m, j \neq i. \]

The mean value is defined as
\[ \overline{B_i} = \frac{\sum_{i=1}^{N-m} B_i}{N - m}. \]

(10)

(4) For dimension \( m + 1 \), repeat steps (1)–(3) to get \( \overline{B_i} \), and further get \( \overline{B_i} \).

(5) Theoretically, for a given threshold \( r \), the sample entropy of the sequence is defined as
\[ Se(m, r) = \lim_{N \to \infty} \left[ -\ln \frac{\overline{B_i}}{\overline{B_i}} \right]. \]

(12)

In practical engineering, if \( N \) is a finite sequence, it can be estimated that
\[ Se(m, r, N) = -\ln \frac{\overline{B_i}}{\overline{B_i}} \]

(13)

It can be seen from the above formula that the calculation of sample entropy is related to the values of \( m, r \), and \( N \). According to the research results of Pincus, when \( m = 1 \) or 2, \( r = 0.1-0.25 \) Std (Std is the standard deviation of the original data \( x(N), i = 1, 2, \ldots, N \); when \( N > 500 \), the result of sample entropy obtained by calculation is more reasonable in statistical theory [27, 28]. Therefore, \( m = 2, r = 0.1 \) Std, and \( N = 6000 \) are used in this study.

2.2. The Principle of Singular Value Difference Spectrum. Singular value decomposition (SVD) has a wide range of applications in the field of signal analysis. Its denoising is based on the phase space, that is, the correlation matrix is decomposed by singular value decomposition, and the singular value corresponding to the zero noise part is set at the same time. Finally, the nonnoise signal is reconstructed by SVD inverse operation, so as to achieve the effect of noise reduction.

Assuming that there is a signal to be decomposed, \( Y = (y(1), y(2), \ldots, y(n)) \), and we construct a \( m \times n \)-order Hankel matrix as follows:

\[
H = \begin{bmatrix}
  y(1) & y(2) & \cdots & y(n) \\
  y(2) & y(3) & \cdots & y(n+1) \\
  \vdots & \vdots & \ddots & \vdots \\
  y(N-n+1) & y(N-n+2) & \cdots & y(N)
\end{bmatrix}.
\]

(14)

where \( N \) is the length of the signal to be decomposed, \( 1 < n < N, m = N - n + 1; H \in R^{m \times n} \).

SVD decomposition of the obtained matrix, the operation is as follows:
\[ H = USV^T, \]

(15)

Formula \( S \in R^{n \times m} \) is determined by the relationship between \( m \) and \( n \); \( q = \min(m, n) \); and then, the singular value of matrix \( H \) is \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_q \geq 0 \).

When a signal is created by a Hankel matrix, the number of rows \( m \) and columns \( n \) of the matrix can be determined according to the following principles [19, 20]; when the signal length \( N \) is even, take \( m = (N + 1)/2, n = (N + 2)/2 \), and this moment, take the maximum \( q = (N + 2)/2 \). When the signal length \( N \) is odd, take \( m = (N + 1)/2, n = (N + 1)/2 \), and take maximum \( q = (N + 1)/2 \). The Hankel matrix constructed by this method is decomposed and reconstructed by SVD, and the noise reduction effect is good.

It is necessary to select the useful singular value order reasonably for signal reconstruction, and the singular value difference spectrum well expresses the singular value mutation of noisy signal.

The sequence formed by singular values arranged in the descending order is set to \( \delta = (i = 0, 1, 2, \ldots, q) \); then, the former singular values are subtracted from the latter singular values, that is, \( b_i = \delta_i - \delta_{i+1} = 0, 1, 2, \ldots, q-1 \); then, the new sequence composed of \( b_i \) is a singular value difference spectrum. According to the definition of difference spectrum, since the correlation between the useful signal and the noise is different, the two signals show the maximum difference in the singular value, forming the peak value in the difference spectrum. Therefore, the maximum mutation point is the boundary point of the two signals. If the maximum mutation occurs at the position of point \( S \), when the reconstruction order is carried out, the noise reduction effect can be achieved by selecting the one before the \( S \) point [20–22].

2.3. ALIF–SVD Signal Noise Reduction Method Steps. (1) First, ALIF decomposition is performed on the collected signal to be decomposed according to formulas (1)–(7) to obtain a series of IMF components

(2) The sample entropy of the IMF component is calculated according to formulas (10)–(13)
According to the results of multiple simulation experiments and the principle of sample entropy calculation, the sample entropy threshold is set as 0.7, and select some IMF components for reconstruction. Perform SVD decomposition on the reconstructed signal according to (15), and select the appropriate singular value to reconstruct again according to the decomposed singular value difference spectrum. Analyze the characteristic frequency of the reconstructed signal to judge the unit failure.

And the technical route is shown in Figure 1:

3. Simulation Signal and Analysis

The draft tube of a hydraulic turbine generally has low-frequency, intermediate-frequency, and high-frequency pressure pulsations. In order to simulate the pressure pulsation of the turbine draft tube, the simulation signal is constructed. Assuming that the unit rotation frequency is 2 Hz, according to the characteristics of the actual hydro-power unit draft tube pulsation frequency, the simulation signal is set to four characteristic frequencies of 0.5 Hz, 1.1 Hz, 2 Hz, and 9.5 Hz, and a random Gaussian white noise is considered. The sampling frequency is set to 500 Hz, and the simulation waveform formula is set as

\[
x_1 = 0.35 \sin(1\pi t) + 0.3 \sin(2.2\pi t) + 0.2 \sin(4\pi t) + 0.2 \sin(19\pi t),
\]

\[
x_2 = 1.5 \times \text{randn}(1:5000)
\]

\[
x_3 = x_1 + x_2.
\]

where \(x_1\) is the noise-free signal, \(x_2\) is the noise signal, \(x_3\) is the noise-added signal, and \(t\) is the time.

The simulation waveform and spectrum without noise and the waveform and spectrum after noise are shown in Figures 2 and 3. It can be seen from the figure that the simulated signal waveform after adding noise is abnormally messy, the characteristic frequency is disturbed by the noise frequency, and the fault characteristic is difficult to extract in the spectrum diagram, which will seriously affect the accurate judgment of the unit fault.

In order to accurately extract the characteristics of weak vibration signals under strong noise background, the double noise reduction method of ALIF-SVD proposed in this study is used to process the simulation signal. At the same time, in order to verify the superiority of this method, this method is compared with a single ALIF, EMD, and EMD-SVD dual noise reduction method, and the results are shown in Figures 4–7.

It can be seen from Figures 4–7 that the frequencies of 0.5 Hz, 1.1 Hz, 2 Hz, and 9.5 Hz set by the simulation are extracted after four methods of processing. However, the signal after ALIF, EMD, and EMD-SVD noise reduction processing has more interference frequencies, the bottom noise and amplitude are larger, the vibration waveform of the data cannot be fully and clearly displayed, and the waveform processed by EMD and EMD-SVD is obviously distorted. After ALIF-SVD denoising processing, the waveform and graph 2 (simulation without noise waveform and spectrum diagram) are very close, the reduction degree is very high, the signal integrity is good, and there is no distortion and leakage of data. It shows that the dual noise reduction method of ALIF-SVD can effectively remove noise, accurately extract the frequency characteristics of vibration signals, ensure data integrity, and achieve relatively better noise reduction effects.

In order to more scientifically reflect the advantages and disadvantages of the noise reduction effects of the above four methods, the correlation coefficient, signal-to-noise ratio, and mean square error are calculated, respectively, as judgment indicators, and the noise reduction effects of the four methods are quantitatively analyzed.

The correlation between the original signal and the denoised signal is expressed by the correlation coefficient. The larger the correlation coefficient, the better the correlation, and the smaller the signal distortion after denoising.
is, the more useful information the original signal retains. The range of value is 0-1 [32–34]. The formula is as follows:

$$r(a(t), b(t)) = \frac{\text{cov}(a(t), b(t))}{\sqrt{D(a(t))D(b(t))}}$$  \hspace{1cm} (18)

where $a(t)$ is the simulation signal without noise data, and $b(t)$ is the data obtained after denoising.

The ratio of signal energy to noise energy is expressed by the signal-to-noise ratio, which is positively correlated with the denoising effect, that is, the larger the value, the better the denoising effect [32–34]. The formula is as follows:

$$\text{SNR} = 10\log \frac{\sum c(t)^2}{\sum [c(t) - b(t)]^2}$$  \hspace{1cm} (19)

where $c(t)$ is the original signal data.

The square root of the difference between the denoised signal and the original signal is represented by the mean square error. This value represents the degree of signal distortion after denoising, and the smaller the value is, the better it is [32–34]. The formula is as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [f(i) - f'(i)]^2}$$  \hspace{1cm} (20)

where $f(i)$ is the original signal; $f'(i)$ is the signal after denoising; and $n$ is the signal length.

Calculate the relevant judgment indicators as given in Table 1. It can be seen that after ALIF-SVD denoising, the correlation of data is as high as 0.9700, the signal-to-noise ratio is larger, and the mean square error is smaller. It further shows that the method can ensure the integrity of the signal,
retain more useful information, and have a better denoising effect. It is very suitable for extracting weak signal characteristics under strong noise background.

4. Example Verification

It can be seen from the simulation signal experiment that the single ALIF and EMD denoising methods have a great gap compared with the dual denoising method of ALIF-SVD proposed in this study, but compared with the dual denoising method of EMD-SVD, the denoising effect of this method is better. In order to better illustrate the effectiveness of this method, the actual measurement signal is verified by this method.

The pressure fluctuation data of the draft tube of a certain hydropower station in China are selected for analysis. The turbine model is HL702-LJ-410, the unit speed is 136r/min, and the data acquisition frequency is 500 Hz. When the unit output is 63 MW, the data are collected for 2 min, and 5000 data points are selected for analysis, and use of the dual ALIF-SVD noise reduction methods is processed. The waveform and spectrum of the tailpipe data and the waveform and spectrum after ALIF-SVD denoising are shown in Figures 8 and 9. It can be seen from the figure that the actual spectrum of the draft tube is full of noise, and the pulsation frequency is covered by the noise frequency, so it is difficult to extract the weak vibration noise. After the ALIF-SVD denoising method proposed in this study, the fluctuating waveform of the draft tube can be clearly displayed, the frequency is clear, and there is almost no noise interference.

Figure 4: Waveform and spectrum diagram after ALIF noise reduction. (a) Waveform diagram. (b) Spectrogram.

Figure 5: Waveform and spectrum diagram after EMD noise reduction. (a) Waveform diagram. (b) Spectrogram.
There are four frequencies of 0.2 Hz, 0.6 Hz, 1.1 Hz, and 11 Hz in the spectrum diagram. According to the literature [35], 0.2 Hz, 0.6 Hz, and 1.1 Hz are the low-pressure pulsation frequencies of the draft tube, and 11 Hz is the high-pressure pulsation frequency of the draft tube. Therefore, it can be judged that there are low-pressure pulsation and high-pressure pulsation in the tail water pipe of the unit, and the low-pressure pulsation is the main one.
5. Conclusion

In this study, by combining the advantages of adaptive local iterative filtering, sample entropy, and singular value decomposition, a dual denoising method based on ALIF-SVD is proposed to solve the problem that weak feature signals are difficult to extract under strong noise background.

(1) Through the simulation experiment, the ALIF-SVD noise reduction method is compared with the single ALIF, EMD, and the EMD-SVD double noise reduction method, and the correlation coefficient, signal-to-noise ratio, and mean square error are calculated at the same time. It is found that after signal denoising by this method, the mode mixing phenomenon in the EMD decomposition process can be avoided, and the data with correlation coefficient as high as 0.97, higher signal-to-noise ratio, and smaller mean square error can be obtained. The noise can be effectively removed, and the useful information of the original signal can be retained to achieve a good denoising effect.

(2) Through the experimental analysis of the measured tailrace pipe pulsation data of the hydrogenerator unit, it is found that this method can double denoising the pulsating signal of the draft tube, effectively remove the noise component, and accurately extract the characteristic frequency of the pulsation signal. Thus, the pulsation type of the unit can be judged by the frequency, which can greatly reduce the diagnosis time of the power station for complex hydraulic faults in the actual operation.

Figure 8: Waveform and spectrum diagram of the draft tube. (a) Waveform diagram. (b) Spectrogram.

Figure 9: Waveform and spectrum diagram of the draft tube after ALIF-SVD noise reduction. (a) Waveform diagram. (b) Spectrogram.
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