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Learning in stochastic games is arguably the most standard and fundamental setting in multi-agent reinforcement learning (MARL). In this paper, we consider decentralized MARL in stochastic games in the non-asymptotic regime. In particular, we establish the finite-sample complexity of fully decentralized Q-learning algorithms in a significant class of general-sum stochastic games (SGs) – weakly acyclic SGs, which includes the common cooperative MARL setting with an identical reward to all agents (a Markov team problem) as a special case. We focus on the practical while challenging setting of fully decentralized MARL, where neither the rewards nor the actions of other agents can be observed by each agent. In fact, each agent is completely oblivious to the presence of other decision makers. Both the tabular and the linear function approximation cases have been considered. In the tabular setting, we analyze the sample complexity for the decentralized Q-learning algorithm to converge to a Markov perfect equilibrium (Nash equilibrium). With linear function approximation, the results are for convergence to a linear approximated equilibrium – a new notion of equilibrium that we propose – which describes that each agent’s policy is a best reply (to other agents) within a linear space. Numerical experiments are also provided for both settings to demonstrate the results.
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1. Introduction. Multi-agent learning has received extensive attention in recent years, and has achieved considerable success in application areas including traffic control, network routing, energy distribution, robotic systems, and social economic problems, where multiple agents learn concurrently how to solve a task by interacting with the same environment (Stone and Veloso [73]). The canonical model for dynamic multi-agent interactions is stochastic games, also known as Markov games (Littman [52]), which were first introduced by Shapley [68]; we refer the interested reader to Busoniu et al. [12] and Zhang et al. [90] for comprehensive surveys. Compared to repeated games, i.e., repeated play of static games (Wu et al. [85]), stochastic games are more general in the sense that each stage game is affected by the previous joint actions of all agents, who may or may not be in a network (Correa et al. [15], Kempe et al. [43], Lin et al. [51], Qu et al. [64]) through the system state evolution, and thus are applicable to a broader set of problem settings (Birge et al. [9], Stern and Birge [72]).

There are different attributes that may be associated with a stochastic game. Depending on the number of agents and their reward functions, a stochastic game can be a two-agent zero-sum game
and/or a multi-agent general-sum game, where the former games have two agents, and the reward of one agent is always the negation of the reward of the other agent, representing a fully competitive relationship, and the latter games may have $N$ agents for any $N \geq 2$, with no restrictions on their reward functions (Başar and Olsder [4]). Depending on the length of the game, a stochastic game can have either finite horizon or infinite horizon, where the objective of each agent is to choose a policy (that maps from a state to an action) to maximize her total reward over the length of the horizon (if finite), or to maximize her total discounted reward or time-averaged reward over an infinite horizon.

In all of these different types of stochastic games, the most commonly studied notion on the agents’ joint policy is the so-called Markov perfect equilibrium ([56]), or simply Nash equilibrium (Nash et al. [60]) in some literature (Das et al. [16]). Roughly speaking, in a Markov perfect equilibrium, each agent’s policy is a best reply (i.e., maximizes her own total (discounted) reward) to all other agents’ joint policy. Mainstreams of research include analyzing the hardness to compute the equilibria (e.g., Daskalakis [17], Daskalakis et al. [19], Garg et al. [33]), approximating and analyzing the equilibria (e.g., Adsul et al. [1], Boodaghians et al. [10], Brânzei et al. [11]), designing algorithms to find the equilibria with the knowledge of the transitions and rewards (e.g., Hansen et al. [35], Hu and Wellman [39]) or without such knowledge (e.g. Arslan and Yüksel [3]).

With the recent boom of reinforcement learning (RL), there is a growing interest in applying the methods of RL to stochastic games; see Shoham et al. [69] and the references therein. The adaptive decision-making framework of RL, together with the context of multiple interacting learners, lead to multi-agent RL (MARL). MARL corresponds to the learning problem in a multi-agent system in which multiple RL agents learn simultaneously by interacting with the stochastic environment via a trial-and-error approach, from which they receive rewards for their actions. These MARL algorithms can be either centralized (meaning that there is a central controller who has full access to the game set up as well as each agent’s actions and rewards, and who provides coordination among these agents) or decentralized (meaning that each agent makes decisions based on local information without a coordinator). Development convergent decentralized MARL algorithms, however, is well known to be challenging. In contrast to the single-agent scenario, such as bandit problems (Emamjomeh-Zadeh et al. [21], Frazier et al. [30]), the state evolution and the rewards earned by each agent depend on not only the current state and this agent’s action, but also the actions taken by other agents. As a consequence, the existing single-agent learning algorithms cannot be directly extended to multi-agent settings, due to the fact that the environment is now non-stationary from each agent’s perspective, resulting in potential non-convergence, as shown in Claus and Boutilier [14], Tan [77]. Such nonstationarity issue is the key challenge to address in order to develop a converging multi-agent learning algorithm.

To address the nonstationarity issue, Arslan and Yüksel [3] proposed a decentralized Q-learning algorithm and proved the asymptotic convergence of the algorithm for a subclass of stochastic games – weakly acyclic games (Young [87]). Roughly speaking, a weakly acyclic game is a stochastic game such that best-reply dynamics cannot enter inescapable oscillations (see Definition 4 later for a precise definition). The standard Q-learning, a widely used model-free, value-based RL algorithm, has been applied to specific multiple-agent systems (Sen et al. [67], Tan [77]), but no analytical results exist regarding the convergent properties of Q-learning in a stochastic game setting. In the decentralized Q-learning algorithm by Arslan and Yüksel [3], agents do not update their policies for an extended period of time, which is called an exploration phase, during which the environment becomes stationary from each agent’s perspective. During the exploration phases, the Q-functions of each agent are still being updated. The policy of each agent is then updated at the end of each exploration phase, according to the current values of the Q-functions. This “explore-then-update” procedure is repeated, and Arslan and Yüksel [3] have shown that the joint policy asymptotically converges to a Markov perfect equilibrium as the length of each exploration phase and the number of exploration phases go to infinity.
1.1. Contributions. In this paper, we use the algorithm from Arslan and Yüksel [3] as a starting point, and build upon it with several new developments. We summarize our main contributions as follows.

- We study the non-asymptotic convergence guarantee, namely, sample complexity, of the decentralized Q-learning algorithm in Arslan and Yüksel [3] (Theorem 1 of this paper). We note that many of the generalizations from asymptotic convergence to finite-sample analysis turn out to be nontrivial. A brief overview of this is provided in Section 5. To the best of our knowledge, this is the first sample complexity result for convergence to Markov perfect equilibrium on multi-player general-sum stochastic games with infinite horizon. Moreover, the sample complexity result is expressed explicitly in the game parameters (Corollary 1), which is made possible by developing new bounds (Proposition 2) on some implicit parameters (e.g., the minimum probability of stationary distribution \( \mu_{\text{min}} \) and the mixing time \( t_{\text{mix}} \)).

- We apply linear function approximation to approximate the Q-functions in this general-sum stochastic game. Instead of maintaining a Q-function on all state-action pairs, each agent now restricts her attention to a linear space with smaller dimensions, compared to the large state/action space. Under the restriction of a smaller-dimensional linear space, the original Q-functions will not be fully recovered. As a result, the original Markov perfect equilibria might not be reachable. To this end, we define a new notion of equilibrium – linear approximated equilibrium (Definition 5). Roughly speaking, in a linear approximated equilibrium, each agent's policy is a best reply, according to the linearly approximated Q-functions (instead of the original ones) to all other agents' joint policy. The algorithm with linear function approximation (Algorithm 2) is shown in Section 4. We again prove the sample complexity result for the algorithm, i.e., we provide finite lower bounds on the length of exploration phases and the number of exploration phases needed for the joint policy of all agents to converge to a linear approximated equilibrium with high probability. This work also appears to be the first to apply function approximation to general-sum stochastic games.

- We provide numerical experiments of both algorithms (with and without linear function approximation) on the classical Grid World game (Sutton and Barto [74]) with minor modifications. Specifically, we have two agents, one of whom moves in the vertical direction and the other one moves in the horizontal direction. At each time step, the state moves in the direction determined by the joint actions of both agents, and both agents receive a negative reward of \(-1\), except when the current state is at a “terminal” state, where both agents receive a reward of 0 and the state does not change for all joint actions. This cooperative game belongs to a common subclass of stochastic games with identical reward functions for all agents, namely, the Markov team problems (Ho [37], Yüksel and Başar [88]). The experimental results confirm that, as the length and the number of exploration phases increase, the joint policy adopted by both agents converges to a Markov perfect equilibrium (in the tabular setting) or a linear approximated equilibrium (in the function approximation setting) with higher probability.

1.2. Related Work. This paper is related to several sets of previous work. We mention below some of the most relevant ones.

1.2.1. Stochastic Games (SGs). Stochastic games were proposed by Shapley [68] and can be viewed as a generalization of the Markov Decision Process (MDP) to the multi-agent setting. Since then, this framework has become a classical model for multi-agent learning, and there is a long line of work in finding the Markov perfect equilibrium (Nash equilibrium) of different types of stochastic games under various assumptions. The works of Hansen et al. [35], Hu and Wellman [39], Littman [52, 53], Wei et al. [83] assumed full knowledge of the transition kernel and the reward functions, while Jia et al. [41], Sidford et al. [70], Wei et al. [82, 84], Zhang et al. [89]
assumed certain reachability conditions, e.g., access to some simulators that allow each agent to directly sample transitions and rewards for each state-action pair. Most of these works were aimed at designing algorithms that asymptotically converge to Markov perfect equilibria.

Another set of recent works focused on the non-asymptotic sample complexity/regret guarantees for learning in SGs. For two-player zero-sum games, Bai and Jin [5], Xie et al. [86] developed the first provably-efficient learning algorithms based on optimistic value iteration. Liu et al. [54] improved upon these works with a model-based “Optimistic Nash Value Iteration” algorithm and achieves the best-known sample complexity for finding an $\epsilon$-Nash equilibrium. For multi-player general-sum games, Liu et al. [54] provided the first sample complexity guarantees for finding Markov perfect (Nash) equilibria, correlated equilibria (CE), or coarse correlated equilibria (CCE), where CE and CCE are some other notions of equilibria which can be viewed as relaxations of Markov perfect equilibria.

It is worth noting that the algorithms that appeared in all of the aforementioned works are centralized algorithms. In contrast to those, Daskalakis et al. [18] established the sample complexity of independent policy gradient methods in zero-sum SGs. Tian et al. [78] proved sublinear regret in finite-horizon SGs, under the name of online agnostic learning. Sayin et al. [66] provided a decentralized Q-learning algorithm for two-player zero-sum stochastic games and showed its asymptotic convergence. Bai et al. [6] proposed a (decentralized) V-learning algorithm and proved sample complexity results for two-player zero-sum games. Concurrent works of Jin et al. [42], Mao and Başar [55], Song et al. [71] developed finite-sample convergence results (to CE and CCE) of the V-learning algorithm for multi-player general-sum stochastic games with finite horizons (in episodic setting), while in this work, we study the finite-sample convergence to Markov perfect equilibrium for multi-player general-sum stochastic games with infinite horizon, along with the use of function approximation.

1.2.2. Best Reply Process. Best reply (BR) processes, also known as best response dynamics (Hopkins [38]) or best response schemes (Lei and Shanbhag [45]), describe a policy update scheme for the agents, where each agent selects the policy that maximizes her payoff given other agents’ joint policy (Başar and Olsder [4], Fudenberg et al. [31]). Work on BR processes mostly falls into one of two directions: The first one studies whether (under certain assumptions or no assumption) the BR processes converge to a Nash Equilibrium (NE) if NE exists (e.g., Harks and Klimm [36], Milchtaich [58]). The second one considers how fast it takes for the BR processes to converge to a NE (e.g., Even-Dar and Mansour [22], Fabrikant et al. [25], Ieong et al. [40], Syrgkanis [76]). It is well known that BR processes do not necessarily always converge to a NE, even if one exists. However, for the class of weakly acyclic games (Apt and Simon [2], Fabrikant et al. [24]), which includes all potential games as special cases, BR processes are guaranteed to converge to one of the equilibria of the game (Monderer and Shapley [59], Rosenthal [65]).

Recently, there has been a growing interest in developing different variants of the BR process that may be applied to different classes of games, e.g., the proximal BR processes (Facchinei and Pang [26], Pang et al. [61]), the Gauss–Seidel BR processes (Facchinei et al. [27]), and the BR processes with a deviator (Feldman et al. [28]). As for stochastic games, Lei et al. [47] proposed several generalizations of the proximal BR processes and showed their convergence. The asynchronous BR processes and their connections to block-coordinate descent (BCD) schemes were further investigated in Lei and Shanbhag [46]. Swenson et al. [75] and Leslie et al. [49] studied the convergence of continuous-time BR processes in potential games and zero-sum stochastic games, respectively.

In the standard (discrete-time) BR process, at each time when the joint policy is not an equilibrium, one arbitrary agent is chosen to improve her best policy given the policies of others, i.e., most of the aforementioned works consider the asynchronous BR process. In the weakly acyclic game that we study in this paper, all agents may update their policies synchronously. Moreover,
it is sometimes unrealistic for each agent to compute the best reply policy given all other agents’
joint policies. To accommodate the synchronous policy updates and to alleviate the computation
of the best reply policies, Young [87] proposed the BR process with inertia, which lets each agent
keep her current policy if it is a best reply. If her current policy is not a best reply, she still keeps
the current policy with a certain probability (inertia), but updates to another random policy in
other cases. In Arslan and Yüksel [3] as well as in this work, an agent cannot even assess whether
her current policy is a best reply, which is the reason why we adopt Q-learning to mimic the BR
process with inertia.

1.2.3. Finite-sample Analysis for Q-learning. Q-learning (Watkins and Dayan [81]) has
been recognized as one of the workhorses of RL. Beyond asymptotic convergence analysis, a consid-
erable amount of prior work has studied its finite-sample performance (Beck and Srikant [7], Even-
Dar et al. [23], Li et al. [50], Qu and Wierman [63], Wainwright [80]), with the sharpest results so
far by Li et al. [50]. To address the setting with massive state-action spaces, Q-learning has also
been blended with linear function approximation (Melo et al. [57]), with its finite-sample analysis
being investigated in Chen et al. [13]. It is not clear yet whether similar results can be established
for decentralized Q-learning in infinite horizon multi-agent general-sum SGs, which is the focus of
our work.

1.3. Organization. The rest of this paper is organized as follows. In Section 2, we formally
introduce stochastic games, weakly acyclic games, and Best Reply Process with Inertia (Young
[87]). Some useful properties of the Best Reply Process with Inertia are also developed. Then, in
Section 3, we introduce the algorithm from Arslan and Yüksel [3], called Algorithm 1, and provide a
finite-sample analysis, through which some bounds on the convergent measures are also established.
We then move to Section 4, and introduce the algorithm with linear function approximation (Al-
gorithm 2), define the linear approximated equilibrium, and derive sample complexity results on
convergence of Algorithm 2 (either to a linear approximated equilibrium or to a Markov perfect
equilibrium, under different assumptions). Full numerical studies on the classical Grid World game
are provided at the end of Section 3 as well as in Section 4. Finally, we conclude the paper in Sec-
tion 5, where we also highlight some of the technical difficulties in establishing our results. Proofs
of two of the main results are provided in Appendices A and B.

2. Preliminaries.

2.1. Stochastic games. A (finite) discounted stochastic game has the following ingredi-
ents (Fink et al. [29]):

• A finite set of agents, with the i-th agent referred to as agent i for i ∈ {1, . . . , N} =: [N];
• a finite set S of states;
• a finite set A1 of actions for each agent i;
• a nonnegative deterministic reward function r1 for each agent i, which determines agent i’s
reward, i.e., r1(s, a1, . . . , aN) ∈ [0, r1 max] at each state s ∈ S and for each joint action (a1, . . . , aN) ∈
A := A1 × · · · × AN;
• a discount factor γi ∈ (0, 1) for each agent i;
• a random initial state s0 ∈ S;
• a transition kernel for the probability P[s′|s, a1, . . . , aN] of each state transition from s ∈ S to
s′ ∈ S for each joint N-tuple of actions (a1, . . . , aN) ∈ A1 × · · · × AN.

The dynamic evolution of the game can be described as follows. At each time t ≥ 0, each agent i
observes the state si, and chooses an action ai ∈ Ai. The agent then receives a reward r1(si, ai) ∈
[0, r1 max] where ai := (a1, . . . , aN), i.e., the reward of each agent, is determined by the state as well
as the joint action selected by all agents. The system then transits to the next state s_{t+1} according
to the transition kernel $P[·|s_t, a^1, \ldots, a^N]$. We note that the information structure we consider here is fully decentralized, in the sense that each agent, when choosing its action, has access to only the current (and past) states, as well as its own history of actions and rewards, while the rewards and the state transitions are determined by the joint actions of all agents. Each agent does not have access to other agents’ actions and rewards. Although the reward $r^i$ that an agent receives depends on the state and the joint actions of all agents, the agents do not have full knowledge of their own reward functions, but only observe the reward they receive. In fact, an agent can be completely oblivious to the presence of other agents.

A policy for an agent is a rule of choosing an action at any time, based on the agent’s history of observations. While an agent may use any function of the available information as its policy, without loss of optimality, we focus on stationary (i.e., time-invariant) policies where an agent’s action at time $t$ is based solely on the current state $s_t$, i.e., a stationary policy of agent $i$, denoted by $\pi^i$, is a mapping from the state space $\mathcal{S}$ to $\mathcal{P}(\mathcal{A}^i)$, the set of probability distributions on $\mathcal{A}^i$. The set of such stationary policies of agent $i$ is denoted by $\Delta^i := \{\pi^i : \mathcal{S} \to \mathcal{P}(\mathcal{A}^i)\}$. The set of deterministic stationary policies of agent $i$ is denoted by $\Pi^i := \{\pi^i : \mathcal{S} \to \mathcal{A}^i\} \subset \Delta^i$. We let $\Delta := \times_{i=1}^N \Delta^i$, $\Delta^- := \times_{j \neq i} \Delta^j$, and $\Pi := \times_{i=1}^N \Pi^i$, $\Pi^- := \times_{j \neq i} \Pi^j$. Further, we denote the joint actions and joint policies by $a := (a^1, \ldots, a^N)$ and $\pi := (\pi^1, \ldots, \pi^N)$, respectively. The joint actions and policies of all agents except agent $i$ are denoted by $a^{-i} := (a^1, \ldots, a^{i-1}, a^{i+1}, \ldots, a^N)$ and $\pi^{-i} := (\pi^1, \ldots, \pi^{i-1}, \pi^{i+1}, \ldots, \pi^N)$, respectively. The joint actions and policies may also be written as $a = (a^i, a^{-i})$ and $\pi = (\pi^i, \pi^{-i})$, respectively.

The objective of each agent $i$ is to find a policy $\pi^i \in \Delta^i$ that maximizes the total expected discounted reward, or the *value function*:

$$V^i_\gamma(s) = \mathbb{E}\left[ \sum_{t=0}^{\infty} (\gamma^t) r^i(s_t, a_t) \mid s_0 = s \right], \quad \forall s \in \mathcal{S},$$

(1)

where the expectation is taken over the joint distribution of $a$ given by $\pi(s)$, as well as the random state $s$ given by the transition kernel at each step. The *Q-function* (or action-value function) of agent $i$, $Q^i_\gamma : \mathcal{S} \times \mathcal{A}^i \to \mathbb{R}$ of a joint policy $\pi$ is defined by

$$Q^i_\gamma(s, a^i) = \mathbb{E}\left[ \sum_{t=0}^{\infty} (\gamma^t) r^i(s_t, a_t, a_{-i}^t) \mid s_0 = s, a_0^i = a^i \right], \quad \forall s \in \mathcal{S},$$

(2)

where the actions of $i$ are taken according to the policy $\pi^i$ except the initial action $a_0^i = a^i$, and the joint actions $a^{-i}$ are taken according to the joint policy $\pi^{-i}$. In addition, for any $\pi^{-i} \in \Delta^{-i}$, we define the *Bellman operator* of agent $i$ as a self-mapping of $\mathcal{S} \times \mathcal{A}^i$:

$$T^i_{\pi^{-i}}(Q^i)(s, a^i) := \mathbb{E}_{\pi^{-i}(s)} \left[ r^i(s, a^i, a^{-i}) + \gamma \sum_{s' \in \mathcal{S}} P[s' \mid s, a^i, a^{-i}] \max_{\hat{a}^i \in \mathcal{A}^i} Q^i(s', \hat{a}^i) \right], \quad \forall(s, a^i),$$

(3)

where the expectation is taken over the joint distribution of $a^{-i}$ given by $\pi^{-i}(s)$.

We next define the Markov perfect equilibrium of a stochastic game.

**Definition 1.** A joint policy $\pi^* = (\pi^1, \ldots, \pi^N) \in \Delta$ is a (Markov perfect) equilibrium if

$$V^i_{\pi^{*\cdot}, \pi^{-i}}(s) = \max_{\pi^i \in \Delta^i} V^i_{\pi^i, \pi^{-i}}(s), \quad \forall s \in \mathcal{S}, \quad i \in \{1, \ldots, N\}.$$

We denote by $\Pi_{eq}$ the set of all equilibrium joint policies. It is well known that any finite discounted stochastic game admits at least one equilibrium joint policy (Fudenberg and Tirole [32]). However, a deterministic equilibrium joint policy may not exist in general. In the following, we introduce a set of games, termed weakly acyclic games, for which a deterministic joint equilibrium policy always exists.
2.2. Weakly acyclic games.

Definition 2. A policy $\pi^i \in \Delta^i$ is called a best reply to $\pi^{-i} \in \Delta^{-i}$ (for agent $i$) if

$$V^i(\pi^i, \pi^{-i})(s) = \max_{\pi^i \in \Delta^i} V^i(\pi^i, \pi^{-i})(s), \quad \forall s \in S.$$ 

A best reply $\pi^i \in \Delta^i$ to $\pi^{-i} \in \Delta^{-i}$ is called a strict best reply to $(\pi^i, \pi^{-i})$ if

$$V^i(\pi^i, \pi^{-i})(s) > V^i(\pi^i, \pi^{-i})(s), \quad \text{for some } s \in S.$$ 

We denote by $\Pi^i_{\pi^{-i}}$ the agent $i$’s set of deterministic best replies to any $\pi^{-i} \in \Delta^{-i}$, i.e.,

$$\Pi^i_{\pi^{-i}} := \left\{ \pi^i \in \Pi^i : V^i(\pi^i, \pi^{-i})(s) = \max_{\pi^i \in \Delta^i} V^i(\pi^i, \pi^{-i})(s), \quad \forall s \in S \right\}.$$ 

Agent $i$’s best replies to any $\pi^{-i} \in \Delta^{-i}$ can be characterized by the optimal $Q$-functions $Q^i_{(\pi^i, \pi^{-i})}$. With some abuse of notation, we simply write $Q^i_{\pi^{-i}}$ in place of $Q^i_{(\pi^i, \pi^{-i})}$. This optimal $Q$-function satisfies the fixed point equation of the Bellman operator:

$$Q^i_{\pi^{-i}}(s, a^i) = \mathbb{E}_{\pi^{-i}(s)} \left[ r^i(s, a^i, a^{-i}) + \gamma \sum_{s' \in S} P \left[ s' \mid s, a^i, a^{-i} \right] \max_{a'^i \in \Delta^i} Q^i_{\pi^{-i}}(s', a'^i) \right], \quad \forall (s, a^i). \quad (4)$$

The optimal $Q$-function $Q^i_{\pi^{-i}}(s, a^i)$ is agent $i$’s expected discounted value-to-go from the initial state $s$, assuming that $i$ initially chooses action $a^i$ and uses an optimal policy thereafter while all other agents use the joint policy $\pi^{-i}$. Then, we can rewrite agent $i$’s set of deterministic best replies to $\pi^{-i}$ as

$$\Pi^i_{\pi^{-i}} := \left\{ \pi^i \in \Pi^i : Q^i_{\pi^{-i}}(s, \pi^i(s)) = \max_{a^i \in \Delta^i} Q^i_{\pi^{-i}}(s, a^i), \quad \forall s \in S \right\}. \quad (5)$$

From (5) and Definition 1, we have that a deterministic joint policy $\pi^* \in \Pi$ if $\pi^i \in \Pi_{\pi^{-i}}^i$ for all $i \in [N]$.

We next define the best reply graph on the set of deterministic joint policies $\Pi$. Specifically, each node (vertex) in the graph is a deterministic joint policy $\pi \in \Pi$, and there is a directed edge from $\pi_k$ to $\pi_l$ if for some $i \in [N]$, $\pi^i_l \neq \pi^i_k$, $\pi^i_l = \pi^i_j$, $\forall j \neq i$, and $\pi^i_l \in \Pi^i_{\pi^{-i}_l}$. When there is a directed edge from $\pi_k$ to $\pi_l$, we also say that $\pi_l$ is an out-neighbor of $\pi_k$ in the strict best reply graph. We then define the strict best reply path and the weakly acyclic game.

Definition 3. A sequence of deterministic joint policies $\pi_0, \pi_1, \ldots$ is called a strict best reply path if for each $k$, $\pi_k$ and $\pi_{k+1}$ differ for exactly one agent, say agent $i$, and $\pi^i_{k+1}$ is a strict best reply with respect to $\pi^i_k$.

Definition 4. A discounted stochastic game is called weakly acyclic under strict best replies if there is a strict best reply path starting from each deterministic joint policy and ending at a deterministic equilibrium policy.

Figure 1 shows the strict best reply graph of a weakly acyclic game. A node with no outgoing edges is an equilibrium policy ($\pi_5$ and $\pi_6$ in this graph). The game illustrated in Figure 1 is weakly acyclic under strict best replies since there is a path from every node to an equilibrium. Also note that a weakly acyclic game may have cycles in its strict best reply graph, for example, $\pi_1 \rightarrow \pi_2 \rightarrow \pi_3 \rightarrow \pi_4 \rightarrow \pi_1$ in Figure 1.

If the game has no cycles in its strict best reply graph, we may consider the process of letting only one agent switch to one of its best replies at each step, and such a process will continue until no agent has strict best replies, at which time the joint policy of all agents is a deterministic
Under the Best Reply Process with Inertia (BRPI), if the joint policy \( \pi_k \) is an equilibrium policy at step \( k \), the policy will never change in the following steps; otherwise, the joint policy at step \( k+1 \), denoted by \( \pi_{k+1} \), can be any joint policy that is an out-neighbor of \( \pi_k \) in the strict best reply graph with strict positive probability. For each \( \pi \in \Pi \), there exists a strict best reply path of minimum length \( L_\pi \), and letting \( L := \max_{\pi \in \Pi} L_\pi \) be the maximum length of the shortest strict best reply path from any policy to an equilibrium policy. Then, starting from an arbitrary joint policy \( \pi_0 \) and letting all agents update their policies following the BRPI, the joint policy \( \pi_L \) in \( L \) steps later will be an equilibrium policy with some positive probability \( p_{\min} \), i.e., \( p_{\min} := \min_{\pi_L \in \Pi_{eq}} P[\pi_L = \pi] \).

We then have the following lemma, which provides a lower bound on \( p_{\min} \).

**Lemma 1.** Let all agents update their policies by the BRPI. We have that

\[ p_{\min} \geq \left( \min_{j \in \{1, \ldots, N\}} \left\{ \frac{1 - \lambda^j}{|\Pi|} \cdot \prod_{i \neq j} \lambda^i \right\} \right)^L =: \hat{p}. \tag{6} \]

**Proof of Lemma 1.** Let \( \pi_0 = \hat{\pi}_0 \in \Pi \) be an arbitrary initial joint policy. If \( \hat{\pi}_0 \in \Pi_{eq} \), then it holds that \( P[\pi_L = \hat{\pi}_0 \in \Pi_{eq} | \pi_0 = \hat{\pi}_0 \in \Pi_{eq}] = 1 \); otherwise, let \( l \) be the length of the shortest strict best reply path from \( \hat{\pi}_0 \) to an equilibrium policy, where \( l \leq L \). Let the sequence of policies along the path be \( \hat{\pi}_0, \hat{\pi}_1, \ldots, \hat{\pi}_l \), with \( \hat{\pi}_j \in \Pi_{eq} \). Further, let \( i_1, \ldots, i_l \) be the agent that changes its policy at each
update, i.e., \( \hat{\pi}_{n-1} \) and \( \hat{\pi}_n \) differ only at agent \( i_n \), for all \( n = 1, \ldots, l \). Then, by the policy updates in the BRPI, we have that

\[
P[\pi_L \in \Pi_{eq} | \pi_0 = \hat{\pi}_0] \geq P[\pi_1 = \hat{\pi}_1, \ldots, \pi_l = \hat{\pi}_l, \pi_{l+1} = \hat{\pi}_{l+1}, \ldots, \pi_L = \hat{\pi}_L | \pi_0 = \hat{\pi}_0] \geq P[\pi_1 = \hat{\pi}_1 | \pi_0 = \hat{\pi}_0] P[\pi_2 = \hat{\pi}_2 | \pi_0 = \hat{\pi}_0, \pi_1 = \hat{\pi}_1] \cdots P[\pi_l = \hat{\pi}_l | \pi_0 = \hat{\pi}_0, \ldots, \pi_{l-1} = \hat{\pi}_{l-1}] \\
\cdot P[\pi_{l+1} = \ldots = \pi_L = \hat{\pi}_l | \pi_0 = \hat{\pi}_0, \ldots, \pi_l = \hat{\pi}_l] \\
\geq \left( \frac{1 - \lambda_i}{|\Pi|^j} \right) \left( \frac{1 - \lambda_j}{|\Pi|^i} \right) \cdots \left( \frac{1 - \lambda_L}{|\Pi|^1} \right) \cdot 1 = \left( \frac{1 - \lambda_l}{|\Pi|^j} \right) .
\]

Note that since the above holds for any arbitrary initial joint policy \( \hat{\pi}_0 \), we conclude that it is a lower bound for \( p_{min} \). \( \blacksquare \)

This implies that the BRPI will reach an equilibrium policy in a finite number of steps w.p. 1. We further have the following result.

**Proposition 1.** Let all agents update their deterministic policies according to the BRPI. We have that

\[
P[\pi_k \in \Pi_{eq}] \geq 1 - \delta,
\]

provided that

\[
k \geq \frac{L \cdot \log \delta}{\log \left( 1 - \left( \min_{j \in \{1, \ldots, N\}} \left\{ \frac{1 - \lambda_j}{|\Pi|^i} \right\} \right)^L \right)} + L.
\]

**Proof of Proposition 1.** For any initial joint policy \( \pi_0 = \hat{\pi}_0 \), we have that \( P[\pi_L \in \Pi_{eq} | \pi_0 = \hat{\pi}_0] \geq p_{min} \). We first show that

\[
P[\pi_{nL} \in \Pi_{eq}] \geq p_{min} \left[ 1 + (1 - p_{min}) + (1 - p_{min})^2 + \cdots + (1 - p_{min})^{n-1} \right] = 1 - (1 - p_{min})^n. \tag{7}
\]

We show (7) by induction on \( n \). The base case holds since \( P[\pi_L \in \Pi_{eq}] \geq p_{min} \). As for the induction step, assuming that (7) holds for \( \pi_{(n-1)L} \), we have that

\[
P[\pi_{nL} \in \Pi_{eq}] \\
= P[\pi_{nL} \in \Pi_{eq} | \pi_{(n-1)L} \in \Pi_{eq}] P[\pi_{(n-1)L} \in \Pi_{eq}] + P[\pi_{nL} \in \Pi_{eq} | \pi_{(n-1)L} \notin \Pi_{eq}] P[\pi_{(n-1)L} \notin \Pi_{eq}] \\
\geq P[\pi_{(n-1)L} \in \Pi_{eq}] + p_{min} P[\pi_{(n-1)L} \notin \Pi_{eq}] = P[\pi_{(n-1)L} \in \Pi_{eq}] + p_{min} (1 - P[\pi_{(n-1)L} \in \Pi_{eq}]) \\
= (1 - p_{min}) P[\pi_{(n-1)L} \in \Pi_{eq}] + p_{min} \geq (1 - p_{min}) (1 - (1 - p_{min})^{n-1}) + p_{min} = 1 - (1 - p_{min})^n,
\]

which completes the induction step. Therefore, if \( k \) satisfies

\[
k \geq \frac{L \log \delta}{\log(1 - p_{min})} + L, \tag{8}
\]

then, we have that

\[
P[\pi_k \in \Pi_{eq}] \geq P \left[ \pi_{\frac{k}{n}} L \in \Pi_{eq} \right] \geq 1 - (1 - p_{min}) \left( \frac{\log \delta}{\log(1 - p_{min})} + 1 \right) \geq 1 - (1 - p_{min}) \left( \frac{\log \delta}{\log(1 - p_{min})} + 1 \right) \\
= 1 - (1 - p_{min}) \log(1 - p_{min}) = 1 - (1 - p_{min}) \log 1 - p_{min} = 1 - \delta.
\]

The proof is completed by taking the lower bound of \( p_{min} \) from Lemma 1 to (8). \( \blacksquare \)
We note that in applying the BRPI, each agent $i$ needs to construct $\Pi_{t-1}^i$, at step $k$, which can be done according to (5) by first computing $Q^t_{\pi_k^i}$ by solving the fixed point equation (4). However, since we assume that agents do not have access to the state transition probabilities $P$, neither do they know the joint policy $\pi_k^{-i}$ of other agents, they would not be able to compute (4) directly. In the next section, we introduce and analyze the sample complexity of the Q-learning algorithm for stochastic games, where agents would be able to approximate their best replies and adjust their policies accordingly.

3. Decentralized Q-learning in tabular setting. Recall that in the decentralized setting, at any time $t$, each agent has access to the history of state realizations up to time $t$, its own set of actions $A^i$ and discount factor $\gamma^i$, as well as its own history of actions. Since each agent is completely oblivious to the existence of other agents, agent $i$ may view the decision making problem as a stationary Markov decision process, and use the standard Q-learning algorithm:

\[
Q^i_{t+1}(s_t, a_t^i) = (1 - \eta^i_t)Q^i_t(s_t, a_t^i) + \eta^i_t \left[ r^i(s_t, a_t^i, a_{-t}^i) + \gamma^i \max_{a_{-t} \in A^{-i}} Q^i_{t}(s_{t+1}, a_{-t}) \right],
\]

\[
Q^i_{t+1}(s, a^i) = Q^i_t(s, a^i), \quad \forall (s, a^i) \neq (s_t, a_t^i),
\]

where $\eta^i_t$ is agent $i$’s step size at time $t$. A common approach for agent $i$ to select its actions is the so-called $\epsilon$-greedy method, i.e., by exploiting the learned Q-functions with high probability and randomly exploring any action with some small probability. If agent $i$ uses Q-learning (9) with the $\epsilon$-greedy method while all other agents use a fixed joint policy $\pi^{-i}$, then, agent $i$ solves a stationary MDP and $P \left[ Q^i_t \rightarrow Q^i_{\pi^{-i}} \right] = 1$ following the convergence result of Q-learning on stationary MDPs (Tsitsiklis [79]). However, when all agents use Q-learning (9) with the $\epsilon$-greedy method, then the MDP becomes nonstationary and convergence of the $Q$ functions is not guaranteed (Leslie and Collins [48]). To overcome this difficulty, Arslan and Yüksel [3] proposed a fully decentralized Q-learning algorithm where all agents use constant policies for extended periods of time, termed exploration phases. The $k$th exploration phase runs through time $t = t_k, \ldots, t_{k+1} - 1$, where $t_{k+1} = t_k + T_k$ for some positive integer $T_k$ (with $t_0 = 0$). During the $k$th exploration phase, each agent $i$ has some deterministic baseline policy $\pi_k^i$, but uses the same randomized policy $\tilde{\pi}_k^i$ throughout the phase, where

\[
\tilde{\pi}_k^i(s_t) := \left\{ \begin{array}{ll} \pi_k^i(s_t), & \text{w.p. } 1 - \rho^i \\ \text{any } a^i \in A^i, & \text{w.p. } \rho^i/|A^i|, \end{array} \right.
\]

for some $\rho^i \in (0, 1)$. Equivalently, we can write

\[
\tilde{\pi}_k^i = (1 - \rho^i)\pi_k^i + \rho^i \nu^i,
\]

where $\nu^i$ is the random policy that assigns the uniform distribution on $A^i$ to each $s$. In words, agent $i$ plays the baseline policy with probability $1 - \rho^i$, and plays all actions uniformly with probability $\rho^i/|A^i|$. We denote by $\tilde{\Pi}$ the set of joint policies in the form of (10) for each agent, i.e., $\tilde{\Pi} := \{ \tilde{\pi}^i \mid \tilde{\pi}^i = (1 - \rho^i)\pi^i + \rho^i \nu^i, \pi^i \in \Pi^i, \forall i \in [N] \}$. Each agent updates its $Q$ function after each step according to (9), but updates its baseline policy only at the end of every exploration phase, by using the BRPI with some estimated $\tilde{\Pi}$. The complete algorithm is presented as Algorithm 1.

Arslan and Yüksel [3] proved that the joint policy $\pi_k$ obtained from Algorithm 1 asymptotically converges to some equilibrium policy. We will show in this paper the non-asymptotic convergence guarantees of the algorithm. To proceed, we first impose the following two assumptions.

Assumption 1. There exist some $\kappa > 0$, and a finite integer $H \geq 1$, such that for any pair of states $(s', s)$, there exists a sequence of joint actions $\tilde{a}_0, \ldots, \tilde{a}_{H-1} \in \tilde{A}$ such that

\[
P[s_H = s' \mid (s_0, a_0, \ldots, a_{H-1}) = (s, \tilde{a}_0, \ldots, \tilde{a}_{H-1})] \geq \kappa.
\]
Algorithm 1 Q-learning for agent $i$

Set parameters

- $Q^i_t$: some compact subset of the Euclidian space $\mathbb{R}^{|S \times A^i|}$
- $\{T_k\}_{k \geq 0}$: sequence of integers in $[1, \infty)$
- $K \in \mathbb{Z}_+$: number of exploration phases
- $\rho^i \in (0, 1)$: experimentation probability
- $\lambda^i \in (0, 1)$: inertia
- $\zeta^i \in (0, \infty)$: tolerance level for sub-optimality
- $\{\eta^i_k\}_{k \geq 0}$: sequence of step sizes

1: Initialize $\pi^i_0 \in \Pi^i$ (arbitrary), $Q^i_0 \in \mathbb{Q}^i$ (arbitrary)
2: Receive $s_0$
3: for $k = 1, 2 \ldots$ do
4:   for $t = t_k, \ldots, t_{k+1} - 1$ do
5:     $a^i_t = \tilde{\pi}^i_k(s_t) := \left\{ \begin{array}{ll} \pi^i_k(s_t), & \text{w.p. } 1 - \rho^i_t \\ \text{any } a^i \in A^i, & \text{w.p. } \rho^i_t / |A^i| \end{array} \right.$
6:     Receive $r^i(s_t, a^i_t, a^{i-1}_t)$
7:     Receive $s_{t+1}$ (selected according to $P[- | s_t, a^i_t, a^{i-1}_t]$)
8:     $Q^i_{t+1}(s_t, a^i_t) = (1 - \eta^i_t)Q^i_t(s_t, a^i_t) + \eta^i_t \left[ r^i(s_t, a^i_t, a^{i-1}_t) + \gamma^i \max_{a^i \in A^i} Q^i_t(s_{t+1}, a^i) \right]$
9:     $Q^i_{t+1}(s, a^i_t) = Q^i_t(s, a^i), \text{ for all } (s, a^i) \neq (s_t, a^i_t)$
10: end for
11: $\Pi^i_{k+1} = \{ \tilde{\pi}^i \in \Pi^i : Q^i_{t_k+1}(s, \tilde{\pi}^i(s)) \geq \max_{a^i \in A^i} Q^i_{t_k+1}(s, a^i) - \frac{1}{2} \kappa^i, \text{ for all } s \}$
12: if $\pi^i_k \in \Pi^i_{k+1}$ then
13:   $\pi^i_{k+1} = \pi^i_k$
14: else
15:   $\pi^i_{k+1} = \left\{ \begin{array}{ll} \pi^i_k, & \text{w.p. } \lambda^i \\ \text{any } \pi^i \in \Pi^i_{k+1}, & \text{w.p. } (1 - \lambda^i)/|\Pi^i_{k+1}| \end{array} \right.$
16: end if
17: $Q^i_{t_{k+1}} \leftarrow \text{projection of } Q^i_{t_k+1} \text{ onto } \mathbb{Q}^i$
18: end for

Recall from the definition of $\tilde{\pi}^i_k$ that each agent has positive probability of choosing any action $a^i \in A^i$, which implies that the joint actions taken by all agents can be any $a \in A$ with positive probability. This, together with Assumption 1, implies that all states communicate with each other in the Markov chain induced by the joint policy $\tilde{\pi}^i_k$, i.e., the Markov chain is irreducible. This is the same assumption as made in Arslan and Yüksel [3] except that we denote by $\kappa$ the lower bound on the probabilities.

Assumption 2. For any joint policy $\tilde{\pi}^i_k$, the induced Markov chain is aperiodic.

It is common to assume that the Markov chain induced by the behavior policy is ergodic in analyzing the sample complexity of single-agent Q-learning (Li et al. [50]). Assumption 2, together with Assumption 1, ensures that the Markov chain is finite, irreducible, and aperiodic, which implies that the chain is uniformly ergodic (Paulin et al. [62]) and admits a unique stationary distribution.

Let $\mu_{\tilde{\pi}^i_k}$ be the stationary distribution over all states of the Markov chain induced by $\tilde{\pi}^i_k$, and let $\mu^i_{\tilde{\pi}^i_k}$ be the stationary distribution over all $(s, a^i) \in S \times A^i$ pairs. We further define

$$\mu_{\min, k} := \min_{i \in [N]} \min_{(s, a^i) \in S \times A^i} \mu^i_{\tilde{\pi}^i_k}(s, a^i).$$

(11)

Here, $\min_{(s, a^i) \in S \times A^i} \mu^i_{\tilde{\pi}^i_k}(s, a^i) := \mu^i_{\min, k}$ is the minimum probability of the stationary distribution over all state-action pairs from the perspective of agent $i$, and $\mu_{\min, k}$ is obtained by taking the
minimum over all agents. Intuitively, the smaller $\mu_{\min,k}$ is, the more samples are needed to ensure that all state-action pairs (from the perspective of each agent) are visited sufficiently many times during the $k$th exploration phase. Moreover, we define the mixing time of agent $i$ at the $k$th exploration phase as:

$$t_{\text{mix},k}(\alpha) := \min \left\{ t \mid \max_{(s_0,a_0^i) \in S \times A^i} d_{\text{TV}} \left( P^i \left( \cdot \mid s_0,a_0^i \right), \mu_{\pi_k}^i \right) \leq \alpha \right\},$$

(12)

where $\alpha \in (0,1)$, $P^i(\cdot \mid s_0,a_0^i)$ is the distribution of $(s_t,a_t^i)$ conditioned on the initial state-action pair $(s_0,a_0^i)$, and $d_{\text{TV}}$ measures the total variation between two distributions. Intuitively, $t_{\text{mix},k}$ describes how fast sample trajectory of the Markov chain converges to the stationary distribution of state-action pairs from the perspective of agent $i$. Further, let $t_{\text{mix},k}(\alpha) := \max_{i \in [N]} t_{\text{mix},k}(\alpha)$. Note that the convergence rate of a uniformly ergodic Markov chain to its stationary distribution is exponential (Häggström et al. [34]). We therefore do not expect $t_{\text{mix},k}$ to be excessively large.

We next define the minimum separation between the agents’ optimal Q-functions (with respect to deterministic policies), which is regarded as an upper bound of the tolerance level $\zeta^i$ for all agents.

$$\bar{\zeta} := \min_{i,s,a,a',\pi^{-i} \in \Pi^{-i}} \left| Q^i_{\pi^{-i}}(s,a^i) - Q^i_{\pi^{-i}}(s,a') \right|.$$  

(13)

For notational convenience, we let $A := \max_{i \in [N]} \mid A^i \mid$, $\bar{\gamma} := \max_{i \in [N]} \gamma^i$, and $\bar{\gamma} := \min_{i \in [N]} \gamma^i$. We now present our main theorem on the sample complexity of Algorithm 1.

**Theorem 1.** Consider a discounted stochastic game that is weakly acyclic under strict best replies (5). Suppose that each agent updates its policies by Algorithm 1. Let Assumptions 1 and 2 hold. Then, there exist some constants $c_0$ and $c_1$ such that, for any $0 < \delta < 1$, one has that for all $k \geq K$,

$$P \left[ \pi_k \in \Pi_{eq} \right] \geq 1 - \delta,$$

provided that for all $i \in [N]$ and $k \in [K]$,

$$T_k \geq \frac{c_0}{\mu_{\min,k}} \left\{ \frac{1}{(1-\bar{\gamma})^2 \epsilon^2} + \frac{t_{\text{mix},k}(\frac{1}{2})}{(1-\bar{\gamma})^2 \epsilon^2} \right\} \log \left( \frac{NL|S|AT_k}{\delta} \right) \log \left( \frac{1}{(1-\bar{\gamma})^2 \epsilon^2} \right),$$

(14a)

$$K \geq \left[ \frac{1-\bar{\delta}}{\bar{\delta} + (1-\bar{\delta})} \right]^2 \hat{L},$$

(14b)

$$\eta^i_k = \frac{c_1}{\log \left( \frac{NL|S|A^i T_k}{\delta} \right)} \min \left\{ \frac{(1-\bar{\gamma})^4 \epsilon^2}{\bar{\gamma}^2}, \frac{1}{t_{\text{mix},k}(\frac{1}{2})} \right\}, \quad \forall t = t_k, \ldots, t_{k+1} - 1,$$

(14c)

$$\rho^i = 1 - \left( 1 - \frac{\bar{\zeta} / 8 + \epsilon}{\Gamma} \right)^{\frac{1}{N-1}} := \rho,$$

(14d)

$$\zeta^i = \frac{\bar{\zeta}}{2},$$

(14e)
where \( \bar{\zeta} \) and \( \hat{p} \) are as defined in (13) and (6), respectively, and \( \Gamma \) is some absolute constant (formally defined in (22)) which depends only on the game parameters, \( \epsilon := \min \left\{ \frac{\bar{\zeta}}{16}, \frac{1}{2(1-\gamma)} \right\} \), and \( \tilde{\delta} \) is such that

\[
\delta = 1 - \left( \frac{1 - \hat{\delta}}{\hat{\delta} + (1 - \hat{\delta}) \hat{p} - \hat{\delta}} \right) (1 - \hat{\delta}).
\]

Theorem 1 provides a finite-sample result for Algorithm 1. To be more explicit on the results, we further obtain the following bounds for \( t_{\text{mix},k}(\alpha) \) and \( \mu_{\text{min},k} \).

**Proposition 2.** For all \( k \in [K] \) and \( i \in [N] \), we have that

\[
\mu_{\text{min},k}^i \leq \left[ 1 - (|S| - 1) \kappa \left( \frac{\rho^i}{|A^i|} \right)^H \right] \cdot \frac{\rho^i}{|A^i|},
\]

(15a)

\[
\mu_{\text{min},k}^i \geq \kappa \rho^i \left( \frac{\rho^i}{|A^i|} \right)^H \cdot \frac{1}{|S| \kappa \left( \frac{\rho^i}{|A^i|} \right)^H},
\]

(15b)

\[
t_{\text{mix},k}(\alpha) \leq (H + 1) \left( \frac{-\log \alpha}{\log \left( \frac{1 - (|S| - 1) \kappa \left( \frac{\rho^i}{|A^i|} \right)^H}{1 - |S| \kappa \left( \frac{\rho^i}{|A^i|} \right)^H} \right)} + 1 \right).
\]

(15c)

With \( \rho^i = \rho \) for all \( i \in [N] \) as in Theorem 1, we deduce that

\[
\mu_{\text{min},k} \leq \left[ 1 - (|S| - 1) \kappa \rho^{NH} \right] \cdot \frac{\rho}{A^{NH}},
\]

(16a)

\[
\mu_{\text{min},k} \geq \kappa \rho^{NH+1},
\]

(16b)

\[
t_{\text{mix},k}(\alpha) \leq (H + 1) \left( -\log \alpha \right) \frac{A^{NH}}{\kappa \rho^{NH}} + 1.
\]

(16c)

**Corollary 1.** By applying (16b) and (16c) to Theorem 1, we may express the sample complexity of each exploration phase (14a) as

\[
T_k \geq \frac{c_0 A^{NH+1}}{\kappa \rho^{NH+1}} \left\{ \frac{1}{(1-\gamma)^2 \epsilon^2} + \frac{(H + 1) \left( \log 4 \right) A^{NH}}{1 - \gamma} \right\} \log \left( \frac{NL|S|A T_k}{\delta} \right) \log \left( \frac{1}{(1-\gamma)^2 \epsilon_k} \right).
\]

(17)

Note that the joint action space of all agents has size \( \mathcal{O}(A^N) \). In Proposition 2, we have eliminated the dependence on \( \mu_{\text{min},k} \) and \( t_{\text{mix},k} \), so that the sample complexity of \( T_k \) is explicitly represented by the parameters of the game. In the following two subsections, we provide complete analyses and proofs for Theorem 1 and Proposition 2.

**3.1. Proof of Theorem 1.** We first introduce the following lemma, which is an application of the sample complexity result on single agent Q-learning (Li et al. [50]).
Lemma 2. Fix any arbitrary \( \pi_k \in \Pi \). For any \( 0 < \delta < 1 \) and \( 0 < \epsilon \leq \frac{1}{1-\gamma_{\min}} \), there exist some constants \( c_{0,k} \) and \( c_{1,k}^{1}, \ldots, c_{1,k}^{N} \) such that

\[
P \left[ \left| Q_{t_{k+1}}^i - Q_{\pi_k}^i \right|_{\infty} \leq \epsilon, \ \forall i \in [N] \right] \geq 1 - \delta,
\]

provided that the iteration number \( T_k \) and the learning rates \( \eta_t^i \) obey

\[
T_k \geq \frac{c_{0,k}}{\mu_{\min,k}} \left\{ \frac{1}{(1 - \gamma)^{3}\epsilon^2} + \frac{t_{\text{mix},k} \left( \frac{1}{4} \right)}{1 - \gamma} \right\} \log \left( \frac{N |S| |A| T_k}{\delta} \right) \log \left( \frac{1}{(1 - \gamma)^{3}\epsilon^2} \right),
\]

\[
\eta_t^i = \frac{c_{1,k}^{i}}{\log \left( \frac{N |S| |A| T_k}{\delta} \right)} \min \left\{ \frac{(1 - \gamma)^{4}\epsilon^2}{(1 - \gamma)^{4}\epsilon^2}, \frac{1}{t_{\text{mix},k} \left( \frac{1}{4} \right)} \right\}, \ \forall t = t_k, \ldots, t_{k+1} - 1, \ i \in [N],
\]

where \( \gamma = \max \gamma^i \) and \( A = \max |A| \).

Proof of Lemma 2. Note that in the \( k \)th exploration phase, agents adopt the joint policy \( \bar{\pi}_k \) as defined in (10). Also by Assumptions 1 and 2, the (finite) Markov chain induced by the joint policy is irreducible and aperiodic. Theorem 1 of Li et al. [50] implies that for any agent \( i \), there exist some constants \( c_{0,k}^{i} \) and \( c_{1,k}^{i} \) such that for any \( 0 < \delta_0 < 1 \) and \( 0 < \epsilon \leq \frac{1}{1 - \gamma} \),

\[
P \left[ \left| Q_{t_{k+1}}^i - Q_{\bar{\pi}_k}^i \right|_{\infty} \leq \epsilon \right] \geq 1 - \delta_0
\]

provided that the iteration number \( T_k \) and the learning rates \( \eta_t^i \) obey

\[
T_k \geq \frac{c_{0,k}^{i}}{\mu_{\min,k}^{i}} \left\{ \frac{1}{(1 - \gamma)^{3}\epsilon^2} + \frac{t_{\text{mix},k}^{i} \left( \frac{1}{4} \right)}{1 - \gamma} \right\} \log \left( \frac{|S| |A| |T_k|}{\delta_0} \right) \log \left( \frac{1}{(1 - \gamma)^{3}\epsilon^2} \right),
\]

\[
\eta_t^i = \frac{c_{1,k}^{i}}{\log \left( \frac{|S| |A| |T_k|}{\delta_0} \right)} \min \left\{ \frac{(1 - \gamma)^{4}\epsilon^2}{(1 - \gamma)^{4}\epsilon^2}, \frac{1}{t_{\text{mix},k}^{i} \left( \frac{1}{4} \right)} \right\}, \ \forall t = t_k, \ldots, t_{k+1} - 1, \ i \in [N],
\]

where \( \mu_{\min,k}^{i} := \min_{(s,a) \in S \times A} \mu_{\pi_k}^{i} (s,a) \), and \( \mu_{\min,k} \) and \( t_{\text{mix,k}}^{i} \) are as defined in (11) and (12), respectively. Let \( c_{0,k}^{i} := \max_{i \in [N]} c_{0,k}^{i} \). Then, with

\[
T_k \geq \frac{c_{0,k}}{\mu_{\min,k}} \left\{ \frac{1}{(1 - \gamma)^{3}\epsilon^2} + \frac{t_{\text{mix},k} \left( \frac{1}{4} \right)}{1 - \gamma} \right\} \log \left( \frac{|S| |A| |T_k|}{\delta_0} \right) \log \left( \frac{1}{(1 - \gamma)^{3}\epsilon^2} \right),
\]

\[
\eta_t^i = \frac{c_{1,k}^{i}}{\log \left( \frac{|S| |A| |T_k|}{\delta_0} \right)} \min \left\{ \frac{(1 - \gamma)^{4}\epsilon^2}{(1 - \gamma)^{4}\epsilon^2}, \frac{1}{t_{\text{mix},k} \left( \frac{1}{4} \right)} \right\}, \ \forall t = t_k, \ldots, t_{k+1} - 1, \ i \in [N],
\]

we have that

\[
P \left[ \left| Q_{t_{k+1}}^i - Q_{\bar{\pi}_k}^i \right|_{\infty} \leq \epsilon \right] \geq 1 - \delta_0, \ \forall i \in [N],
\]

which implies that

\[
P \left[ \left| Q_{t_{k+1}}^i - Q_{\bar{\pi}_k}^i \right|_{\infty} > \epsilon \right] \leq \delta_0, \ \forall i \in [N].
\]

From the union bound,

\[
P \left[ \left| Q_{t_{k+1}}^i - Q_{\bar{\pi}_k}^i \right|_{\infty} > \epsilon, \ \exists i \in [N] \right] \leq \sum_{i \in [N]} P \left[ \left| Q_{t_{k+1}}^i - Q_{\bar{\pi}_k}^i \right|_{\infty} > \epsilon \right] \leq N \delta_0.
\]
Therefore,
\[ P \left[ |Q^i_{t+k+1} - Q^i_{\bar{\pi}^i_k}|_\infty \leq \epsilon, \forall i \in [N] \right] = 1 - P \left[ |Q^i_{t+k+1} - Q^i_{\bar{\pi}^i_k}|_\infty > \epsilon, \exists i \in [N] \right] \geq 1 - N\delta_0. \]

The proof is completed by taking \( \delta = N\delta_0. \) 

**Lemma 2** bounds the approximation error of Q-learning for each agent, i.e., the difference of the Q-function obtained at the end of the \( k \)th exploration phase and the optimal Q-function in the best reply to \( \bar{\pi}^{-i} \). Our next goal is to bound the approximation error of policy perturbation. Recall the definition of the randomized policy in (10), and consider the joint policies of all agents except \( i \). With probability \( \prod_{j \neq i}(1 - \rho^j) \), all agents \( j \neq i \) end up playing their baseline policies, which results in \( |Q^i_{\bar{\pi}^i_k} - Q^i_{\bar{\pi}^i_k}|_\infty = 0 \), i.e., the approximation error of policy perturbation becomes zero in this case. When not all agents play their baseline policies, let \( \varphi^{-i} \in \Delta^{-i} \) be some convex combination of the policies in \( \Delta^{-i} \) of the form where each agent \( j \neq i \) either uses a baseline policy \( \pi^j \in \Pi \) or the uniform distribution. More precisely, let \( J \) denote the subset of agents choosing the baseline policies, and let
\[ \varphi^{-i} = \sum_{J \subset \{1, \ldots, N\} \setminus \{i\}} a_J \varphi^{-i}_J, \tag{21} \]
where \( a_J := \frac{\prod_{j \in J}(1 - \rho^j) \prod_{j \not\in J}(1 - \rho^j)}{1 - \prod_{j \neq i}(1 - \rho^j)} \) and \( \varphi_J \in \Delta^{-i} \) is such that \( \varphi^j_J = \pi^j \) for \( j \in J \) and \( \varphi^j_J = \nu^j \) for \( j \not\in J \cup \{i\} \). Denote by \( \Delta^{-i} \subset \Delta^{-i} \) the set of all policies in the form of (21). Note that \( \Delta^{-i} \) is a finite set. Recall the definition of the Bellman operator from (3). We then define
\[ \Gamma := \max_{(\pi^{-i}, \varphi^{-i}) \in \Pi^{-i} \times \Delta^{-i}} \left| T^{\pi^{-i}}_{\varphi^{-i}}(Q^i_{\pi^{-i}}) - T^{\varphi^{-i}}_{\varphi^{-i}}(Q^i_{\varphi^{-i}}) \right|_\infty. \tag{22} \]

We next have the following lemma on the approximation error due to policy perturbation.

**Lemma 3.** Fix any arbitrary \( \pi_k \in \Pi \). For any \( \epsilon > 0 \), if \( \rho^i \) satisfies
\[ \rho^i \leq 1 - \left( 1 - \frac{\epsilon(1 - \bar{\gamma})}{\Gamma} \right) \frac{1}{\bar{\pi}^i}, \forall i \in [N], \tag{23} \]
then, we have that
\[ \left| Q^i_{\bar{\pi}^i_k} - Q^i_{\pi^i_k} \right|_\infty \leq \bar{\epsilon}, \forall i \in [N], k \in [K]. \]

**Proof of Lemma 3.** First note that, for all \( i \in [N] \) and \( k \in [K] \),
\[ \left| Q^i_{\bar{\pi}^i_k} - Q^i_{\pi^i_k} \right|_\infty = \left| T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) - T^{\pi^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) \right|_\infty \leq \left| T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) - T^{\bar{\pi}^i_k}_{\bar{\pi}^i_k}(Q^i_{\bar{\pi}^i_k}) \right|_\infty + \left| T^{\bar{\pi}^i_k}_{\bar{\pi}^i_k}(Q^i_{\bar{\pi}^i_k}) - T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\bar{\pi}^i_k}) \right|_\infty. \tag{24} \]

By definition of \( \bar{\pi}^{-i} \), we have that \( P \left[ \bar{\pi}^{-i} = \pi^{-i} \right] = \prod_{j \neq i}(1 - \rho^j) \). With probability \( 1 - \prod_{j \neq i}(1 - \rho^j) \), \( \bar{\pi}^{-i} \neq \pi^{-i} \) and \( \bar{\pi}^{-i} \in \Delta^{-i} \). Thus, the first term of (24) can be bounded by
\[ \left| T^{\bar{\pi}^i_k}_{\bar{\pi}^i_k}(Q^i_{\pi^i_k}) - T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) \right|_\infty \leq \left( 1 - \prod_{j \neq i}(1 - \rho^j) \right) \times \left| T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) - T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) \right|_\infty, \tag{25} \]
for some \( \varphi^{-i}_k \in \bar{\Delta}^{-i} \). On the other hand, by the contraction mapping of the Bellman operator, we have that
\[ \left| T^{\bar{\pi}^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) - T^{\pi^i_k}_{\pi^i_k}(Q^i_{\pi^i_k}) \right|_\infty \leq \gamma^i \left| Q^i_{\pi^i_k} - Q^i_{\pi^i_k} \right|_\infty. \tag{26} \]
Substituting (25) and (26) back into (24), we have that
\[
|Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty} \leq \left(1 - \prod_{j \neq i} (1 - \rho^j)\right) \times |T^i_{\pi_{k}^{-1}}(Q^i_{\pi_{k}^{-1}}) - T^i_{\pi_{k}^{-1}}(Q^i_{\pi_{k}^{-1}})|_{\infty} + \gamma^i |Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty},
\]
which implies that
\[
|Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty} \leq \left(1 - \prod_{j \neq i} (1 - \rho^j)\right) \Gamma + \gamma^i |Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty},
\]
If for all \(i \in [N]\), \(\rho^i \leq 1 - \left(1 - \frac{\zeta(1 - \gamma)}{1 - \gamma^i}\right)^{\frac{1}{\gamma - 1}}\), then, we have that \(1 - \rho^j \geq 1 - \frac{\zeta(1 - \gamma)}{1 - \gamma^i}\), which implies that \(\prod_{j \neq i} (1 - \rho^j) \geq 1 - \frac{\zeta(1 - \gamma)}{1 - \gamma^i}\), and thus
\[
|Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty} \leq \left(1 - \prod_{j \neq i} (1 - \rho^j)\right) \Gamma \leq \frac{1 - \zeta(1 - \gamma)}{1 - \gamma^i} \leq \bar{\delta}.
\]
The above holds for all \(i \in [N]\) and \(k \in [K]\), which completes the proof. \(\blacksquare\)

Recall from (13) that \(\bar{\zeta}\) is the minimum separation between the entries of agents’ optimal Q-functions (with respect to the deterministic policies):
\[
\bar{\zeta} = \min_{\forall i \neq j, a^i, \bar{a}^j, \pi^i, \pi^j, \pi^{i^{-1}}} |Q^i_{\pi^{-1}}(s, a^i) - Q^j_{\pi^{-1}}(s, \bar{a}^j)|.\]

We assume that \(\bar{\zeta} > 0\) to avoid trivial cases, and consider \(\bar{\zeta}\) as an upper bound on \(\zeta^i\) for all \(i\). We next define the following random event for any arbitrary \(\pi_{k} \in \Pi:\)
\[
E_k := \left\{ \omega \in \Omega : |Q^i_{\pi_{k}^{-1}} - Q^i_{\pi_{k}^{-1}}|_{\infty} < \frac{1}{4} \min \{\zeta^i, \bar{\zeta} - \zeta^i\}, \forall i \right\}.
\]
With this definition of \(E_k\), we show that, if \(E_k\) is not empty and \(\pi_k \in \Pi_{eq}\), then \(\pi_{k+1} = \pi_k\) with probability 1.

**Lemma 4.** Given any \(\pi_k \in \Pi\) and the corresponding \(E_k\), for all \(k\), we have that
\[
P(\pi_{k+1} = \pi_k \mid E_k, \pi_k \in \Pi_{eq}) = 1.
\]

**Proof of Lemma 4.** Let \(\hat{a}^* := \arg \max_{a^i} Q^i_{t+k+1}(s, \hat{a}^i)\). Then, conditioned on \(E_k\) and \(\pi_k \in \Pi_{eq}\), we have that
\[
\max_{\hat{a}^i} Q^i_{t+k+1}(s, \hat{a}^i) - Q^i_{t+k+1}(s, \pi^i_k(s)) = Q^i_{t+k+1}(s, \hat{a}^i) - Q^i_{t+k+1}(s, \pi^i_k(s))
\leq \left[Q^i_{t+k+1}(s, \hat{a}^i) - Q^i_{\pi^{-1}}(s, \pi^i_k(s)) \right] + \left[Q^i_{\pi^{-1}}(s, \pi^i_k(s)) - Q^i_{t+k+1}(s, \pi^i_k(s)) \right] + \frac{1}{4} \min \{\zeta^i, \bar{\zeta} - \zeta^i\}
\leq \frac{1}{4} \min \{\zeta^i, \bar{\zeta} - \zeta^i\} + \frac{1}{4} \min \{\zeta^i, \bar{\zeta} - \zeta^i\} \leq \frac{1}{2} \min \{\zeta^i, \bar{\zeta} - \zeta^i\},
\]
where the second-to-last inequality follows since \( Q^i_{\pi_k}(s, \hat{a}^i) - Q^i_{\pi_k}(s, \pi_k^i(s)) < 0 \), which follows from \( \pi_k \in \Pi_{eq} \). It follows that \( Q^i_{t_{k+1}}(s, \pi_k^i(s)) \geq \max_{a' \in A^i} Q^i_{t_{k+1}}(s, a') - \frac{1}{8} \tilde{\zeta}^i \) for all \( i \). Then, by Algorithm 1 (lines 11-13), we have that \( \pi_{k+1} = \pi_k \) with probability 1.

Recall that \( L \) is the maximum length of the shortest strict best reply path from any policy to an equilibrium policy. Our next lemma lower bounds the conditional probability of \( \pi_{k+L} \) being an equilibrium policy, given that \( \pi_k \) is not an equilibrium policy and \( E_k, \ldots, E_{k+L-1} \).

**Lemma 5.** Let

\[
\hat{p} := \left( \min_{j \in \{1, \ldots, N\}} \left( \frac{1 - \lambda^j}{|P^j|} \cdot \prod_{i \notin j} \lambda^i \right) \right)^L,
\]

which is the same as that in (6). We then have that

\[
P \left[ \pi_{k+L} \in \Pi_{eq} \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{eq} \right] \geq \hat{p}.
\]

**Proof of Lemma 5.** We begin with an important observation. Consider some \( \pi_k \notin \Pi_{eq} \); then, there must exist at least one agent, say agent \( i \), whose policy \( \pi_k^i \) is not the best reply to \( \pi_k^{-i} \), i.e., \( \pi_k^i \notin \Pi_{eq}^{-i} \).

In this case, we claim that \( \pi_k \notin \Pi_{eq}^{0} \), where \( \Pi_{eq}^{0} \) is as defined in Algorithm 1 (line 11). In other words, the “else” statement in Algorithm 1 (line 15) will be executed. To see this, it suffices to show that \( Q^i_{t_{k+1}}(s, \pi_k^i(s)) \geq \max_{a' \in A^i} Q^i_{t_{k+1}}(s, a') - \frac{1}{4} \tilde{\zeta} \) for some \( s \in S \). Conditioned on \( E_k \), we have that

\[
Q^i_{\pi_k^i}(s, a') - \frac{1}{4} \min\{\zeta^i, \tilde{\zeta} - \zeta^i\} < Q^i_{t_{k+1}}(s, a') < Q^i_{\pi_k^i}(s, a') + \frac{1}{4} \min\{\zeta^i, \tilde{\zeta} - \zeta^i\},
\]

i.e., \( Q^i_{t_{k+1}}(s, a') \) lies within a distance of \( \frac{1}{4} \min\{\zeta^i, \tilde{\zeta} - \zeta^i\} \) to \( Q^i_{\pi_k^i}(s, a') \). Moreover, we note that \( \frac{1}{4} \min\{\zeta^i, \tilde{\zeta} - \zeta^i\} \leq \frac{1}{2} \tilde{\zeta} \). Recall that \( \{Q^i_{\pi_k^i}(s, a') : a' \in A^i\} \) are dispersed with spacing being at least \( \tilde{\zeta} \), where \( \tilde{\zeta} \) is as defined in (13) as the minimum separation between the optimal Q-functions. Thus, it follows that the possible range of \( Q^i_{t_{k+1}}(s, a') \) for all \( a' \in A^i \) are mutually exclusive, which implies that the \( \tau \)-th best action under \( Q^i_{\pi_k^i} \) is identical to that under \( Q^i_{t_{k+1}} \), i.e.,

\[
\arg \max_{a' \in A^i} \left( Q^i_{\pi_k^i}(s, a') \right) = \arg \max_{a' \in A^i} \left( Q^i_{t_{k+1}}(s, a') \right)^{\text{proj}},
\]

where \( (\cdot)^{\text{proj}} \) represents the \( \tau \)-th largest value. For instance, when \( \tau = 1 \), we have

\[
\arg \max_{a' \in A^i} Q^i_{\pi_k^i}(s, a') = \arg \max_{a' \in A^i} Q^i_{t_{k+1}}(s, a'),
\]

which are denoted by \( a^{i*}_{\pi_k^i}(s) \) and \( a^{i*}_{t_{k+1}}(s) \), respectively.

Since \( \pi_k \notin \Pi_{eq}^{0} \), it follows that \( \pi_k^i(s) \neq \arg \max_{a' \in A^i} Q^i_{\pi_k^i}(s, a') = a^{i*}_{\pi_k^i}(s) \) for some \( s \in S \). Then, we have that

\[
\max_{a' \in A^i} Q^i_{t_{k+1}}(s, a') - Q^i_{t_{k+1}}(s, \pi_k^i(s)) > \left( \max_{a' \in A^i} Q^i_{\pi_k^i}(s, a') - \frac{1}{8} \tilde{\zeta} \right) - \left( Q^i_{\pi_k^i}(s, \pi_k^i(s)) + \frac{1}{8} \tilde{\zeta} \right)
\]

\[
= \left( Q^i_{\pi_k^i}(s, a^{i*}_{\pi_k^i}(s)) - Q^i_{\pi_k^i}(s, \pi_k^i(s)) \right) - \frac{1}{4} \tilde{\zeta}
\]

\[
\geq \tilde{\zeta} - \frac{1}{4} \zeta = \frac{3}{4} \tilde{\zeta} \geq \frac{3}{4} \zeta > \frac{1}{2} \zeta
\]

as desired. Now, we are ready to prove the statement.

Let \( l \) be the length of the shortest strict best reply path from \( \pi_k \) to an equilibrium policy. Then \( l \leq L \). Let the sequence of policies along the path be \( \pi_0, \pi_1, \ldots, \pi_l \), with \( \pi_0 = \pi_k \notin \Pi_{eq} \) and \( \pi_l \in \Pi_{eq} \). Further, let \( i_1, \ldots, i_l \) be the agent that changes her policy at each update, i.e., \( \pi_{n-1} \) and \( \pi_n \) differ
only at agent $i_n$, for all $n = 1, \ldots, l$. Then, based on the aforementioned observation, we can use the two probabilities in the policy update rule in Algorithm 1 (line 15) to yield
\[
P\left[\pi_{k+L} \in \Pi_{eq} \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{eq}\right] \geq P\left[\pi_{k+1} = \pi_l, \pi_{k+2} = \pi_2, \ldots, \pi_{k+l} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{eq}\right] \\
\geq P\left[\pi_{k+1} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k = \pi_0\right] \cdot P\left[\pi_{k+2} = \pi_2 \mid E_k, \ldots, E_{k+L-1}, \pi_k = \pi_0, \pi_{k+1} = \pi_1\right] \\
\cdot P\left[\pi_{k+3} = \pi_3 \mid E_k, \ldots, E_{k+L-1}, \pi_k = \pi_0, \pi_{k+1} = \pi_1, \pi_{k+2} = \pi_2\right] \\
\cdot P\left[\pi_{k+l+1} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k = \pi_0, \pi_{k+1} = \pi_1, \ldots, \pi_{k+l} = \pi_l\right] \\
\cdot P\left[\pi_{k+L} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k = \pi_0, \pi_{k+1} = \pi_1, \ldots, \pi_{k+l+1} = \pi_l, \pi_{k+L-1} = \pi_l\right]
\]
where we have used the fact from Lemma 4: given $\pi_l \in \Pi_{eq}$ and the events $E_k, \ldots, E_{k+L-1}$, the conditional probability that $\pi_s \in \Pi_{eq}$ is 1 for all $s \geq l$.

We will then bound $P[E_k, \ldots, E_{k+L-1}]$. Before that, we first look at $P[E_k]$. We would like $P[E_k]$ to be as large as possible. Note that \(\frac{1}{4} \min \{\zeta^i, \bar{\zeta} - \zeta^i\} \leq \frac{\zeta}{8\bar{\zeta}}, \) with equality holding when $\zeta^i = \frac{\zeta}{2\bar{\zeta}}$. We next have the following lemma.

**Lemma 6.** Let $\zeta^i = \frac{\zeta}{2}$ for all $i \in [N]$. Fix an arbitrary $\pi_k \in \Pi$. For any $0 < \tilde{\delta} < 1$, we have that
\[
P[E_k] \geq 1 - \tilde{\delta},
\]
provided that $\rho^i \leq 1 - \left(1 - \frac{\zeta}{8\bar{\zeta}}(1 - \frac{1}{t})\right)^{\frac{1}{\gamma}}$, and $T_k$ and $\eta^i_k$ satisfy (18), where $\epsilon$ can take any value in $0 < \epsilon < \min\left\{\frac{\zeta}{8}, \frac{1}{1 - \gamma_{\min}}\right\}$.

**Proof of Lemma 6.** A direct implication of Lemma 2 and Lemma 3 is that when $T_k$ and $\eta^i_k$ satisfy (18), and $\rho^i$ satisfies (23), then, by triangle inequality, we have that
\[
P\left[\left|Q^i_{t_{k+1}} - Q^i_{t_{k+1}}\right|_{\infty} \leq \epsilon + \tilde{\epsilon}, \ \forall i \in [N]\right] \geq 1 - \tilde{\delta}.
\]

The lemma then follows by taking $\tilde{\epsilon} = \frac{\zeta}{8\bar{\zeta}} - \epsilon$.

We then have the following lemma which bounds $P[E_k, \ldots, E_{k+L-1}]$.

**Lemma 7.** For any arbitrary sequence of joint policies $\pi_k, \ldots, \pi_{k+L-1} \in \Pi$, and for any $0 < \tilde{\delta} < 1$, we have that
\[
P[E_k, \ldots, E_{k+L-1}] \geq 1 - \tilde{\delta},
\]
provided that for all $i \in [N]$ and for all $\hat{k} \in \{k, \ldots, k + L - 1\}$,
\[
T_k \geq \frac{c_{0,k}}{\mu_{\min,k}} \left\{ \frac{1}{(1 - \zeta)^5 \epsilon^2} + \frac{t_{\text{mix},k} \left(\frac{1}{2}\right)}{1 - \zeta} \right\} \log\left(\frac{NL|S|AT_{\hat{k}}}{\delta}\right) \log\left(\frac{1}{(1 - \zeta)^2 \epsilon}\right),
\]
\[
\eta^i_k = \frac{\epsilon^i_k}{\log\left(\frac{NL|S|A|T_{\hat{k}}}{\delta}\right)} \min\left\{ \left(1 - \gamma^i\right)^{\frac{1}{2}} \epsilon, \frac{1}{\left(\frac{1}{2}\right)^{t_{\text{mix},k}}}\right\}, \ \forall t = t_{\hat{k}}, \ldots, t_{\hat{k}+L-1},
\]
\[
\rho^i \leq 1 - \left(1 - \frac{\zeta}{8 - \epsilon}(1 - \frac{1}{t})\right)^{\frac{1}{\gamma}},
\]
\[
\zeta^i = \frac{\zeta}{2}.
\]
where $\epsilon$ can take any value in $0 < \epsilon < \min\left\{ \frac{\xi}{8}, \frac{1}{\gamma_{\min}} \right\}$.

**Proof of Lemma 7.** When the conditions of Lemma 6 are satisfied, we have that $P[E_k^c] < \tilde{\delta}$, where $E_k^c$ is the complement of $E_k$. Then,

$$P[E_k, \ldots, E_{k+L-1}] = 1 - P[(E_k, \ldots, E_{k+L-1})^c] = 1 - P[E_k^c \cup \cdots \cup E_{k+L-1}^c] \geq 1 - (P[E_k^c] + P[E_{k+1}^c] + \cdots + P[E_{k+L-1}^c]) = 1 - L\tilde{\delta}.$$ 

By taking $\tilde{\delta} = L\delta$, it follows that the conditions (18) now become (30), and the lemma is thus proved.

As for the choice of $\epsilon$, we would like to make $T_k$ as small as possible. As $\epsilon$ increases, the term $\frac{1}{(1 - \gamma_{\max})}$ decreases, while $\rho^i$ also decreases, which leads to a smaller $\mu_{min,k}$ and a larger $t_{mix,k}$. Therefore, we would like to choose an optimal $\hat{\epsilon}_k$ for $T_k$, such that (ignoring the logarithmic factors)

$$\hat{\epsilon}_k := \arg \min_{0 < \epsilon < \min\left\{ \frac{\xi}{8}, \frac{1}{\gamma_{\min}} \right\}} \frac{1}{\gamma_{\min}} \frac{1}{(1 - \hat{\gamma})^4 \epsilon^2} + t_{mix,k} \left( \frac{1}{4} \right),$$

or, using the result of Proposition 2 for the bounds of $t_{mix,k} \left( \frac{1}{4} \right)$ and $\mu_{min,k}$,

$$\hat{\epsilon}_k = \arg \min_{\epsilon \in \left(0, \min\left\{ \frac{\xi}{8}, \frac{1}{\gamma_{\min}} \right\}\right]} A^{NH} \frac{1}{\kappa \rho^{NH}} \left( \frac{1}{(1 - \hat{\gamma})^4 \epsilon^2} + (H + 1) \left( \log(1/4) \right) \frac{\log(1/4)}{\log\left(\frac{A^{NH} - |S|\kappa \rho^{NH}}{A^{NH} - |S| - 1}\right)} + 1 \right),$$

and we can define $\hat{\epsilon} := \max_{k \in \{k, \ldots, k+L-1\}} \hat{\epsilon}_k$, and let $\rho^i = 1 - \left(1 - \frac{(\frac{\xi}{8} - \epsilon)(1 - \hat{\gamma})}{4}\right)^{\frac{1}{\gamma_{\max}}}$, which leads to the optimal sample complexity for $T_k$. For simplicity, we choose $\epsilon = \frac{1}{2} \min\left\{ \frac{\xi}{8}, \frac{1}{\gamma_{\min}} \right\}$ in Theorem 1 and do not worry about optimizing over $\epsilon$.

Note also that the result of Lemma 7 holds for any realization of $\pi_k \in \Pi$. Therefore, under the same conditions, we in fact have that

$$P[E_k, \ldots, E_{k+L-1} \mid \pi_k \in \Pi_{eq}] \geq 1 - \tilde{\delta},$$

(33a)

$$P[E_k, \ldots, E_{k+L-1} \mid \pi_k \notin \Pi_{eq}] \geq 1 - \tilde{\delta}.$$ 

(33b)

By Lemma 4 and (33a), under conditions (30), we have that for all $k$,

$$P[\pi_k = \pi_{k+1} = \cdots = \pi_{k+L} \mid \pi_k \in \Pi_{eq}] \geq 1 - \tilde{\delta}.$$ 

(34)

By Lemma 5 and (33b), under conditions (30), we have that for all $k$,

$$P[\pi_{k+L} \in \Pi_{eq} \mid \pi_k \notin \Pi_{eq}] \geq \hat{p} \left(1 - \tilde{\delta}\right).$$ 

(35)

As a notation, let $p_k := P[\pi_k \in \Pi_{eq}]$. Then, (34) and (35) together imply that

$$p_{(n+1)L} \geq p_{nL} \left(1 - \tilde{\delta}\right) + (1 - p_{nL}) \hat{p} \left(1 - \tilde{\delta}\right).$$

(36)

Rearranging the above, we obtain that

$$p_{(n+1)L} - p_{nL} \geq \left(1 - \tilde{\delta}\right) \hat{p} - \tilde{\delta} p_{nL} - (1 - \tilde{\delta}) \hat{p} p_{nL} = \left[\tilde{\delta} + (1 - \tilde{\delta}) \hat{p}\right] \left[\frac{(1 - \tilde{\delta}) \hat{p}}{\hat{p} + \left(1 - \tilde{\delta}\right)} - p_{nL}\right]$$

(37)

$$\geq -\tilde{\delta}$$ 

(38)
Note that \( p_{n+1,L} - p_{n,L} \geq 0 \) as long as \( p_{n,L} \leq \frac{(1-\delta)}{\delta + (1-\delta)} \hat{\rho} \). Further, if \( p_{n,L} \leq \frac{(1-\delta)}{\delta + (1-\delta)} \hat{\rho} - \tilde{\delta} \), then from (37), we have that \( p_{n+1,L} - p_{n,L} \geq \left[ \tilde{\delta} + (1-\tilde{\delta}) \hat{\rho} \right] \tilde{\delta} \); if \( p_{n,L} > \frac{(1-\delta)}{\delta + (1-\delta)} \hat{\rho} \), then \( p_{n+1,L} - p_{n,L} \geq -\tilde{\delta} \) from (38). Therefore, we have that

\[
p_{n,L} \geq \frac{(1-\tilde{\delta})}{\delta + (1-\tilde{\delta})} \hat{\rho} - \tilde{\delta}, \quad \forall n \geq \tilde{n},
\]

where

\[
\tilde{n} := \frac{(1-\delta)}{\delta + (1-\delta)} \hat{\rho} - \tilde{\delta} = \frac{(1-\delta)^2 \hat{\rho} - \tilde{\delta}^2}{\left[ \tilde{\delta} + (1-\tilde{\delta}) \hat{\rho} \right]^2 \delta}.
\]

This, together with (34), implies that for all \( n \geq \tilde{n} \),

\[
P[\pi_{n,L} = \pi_{n,L+1} = \cdots = \pi_{n,L+L} \in \Pi_{eq}] \geq \left( \frac{(1-\tilde{\delta})}{\delta + (1-\tilde{\delta})} \hat{\rho} - \tilde{\delta} \right) \left( 1-\tilde{\delta} \right) = f(\tilde{\delta}).
\]

Therefore, if the number of exploration phases \( k \geq K := \tilde{n}L \), then \( P[\pi_k \in \Pi_{eq}] \geq f(\tilde{\delta}) \). Note that \( f(\tilde{\delta}) \) is continuous, decreasing in \( \tilde{\delta} \), and \( f(0) = 1, f(\delta) < 1 - \delta \) for any \( 0 < \delta < 1 \). Thus, we can take \( \tilde{\delta} \in (0, \delta) \) such that

\[
\left( \frac{(1-\tilde{\delta})}{\delta + (1-\tilde{\delta})} \hat{\rho} - \tilde{\delta} \right) \left( 1-\tilde{\delta} \right) = 1 - \delta,
\]

which leads to \( P[\pi_k \in \Pi_{eq}] \geq 1 - \delta \) for all \( k \geq K \), and completes the proof of Theorem 1.

### 3.2. Proof of Proposition 2

We first show the bounds for \( \mu^l_{\text{min},k} \) and \( \mu_{\text{min},k} \). By Assumption 1, for any \( s_1 \) and \( s_{H+1} \), there exists a sequence of joint actions \( \tilde{a}_1, \ldots, \tilde{a}_H \) such that \( P[s_{H+1} = s \mid (s_1, a_1, \ldots, a_H) = (s, \tilde{a}_1, \ldots, \tilde{a}_H)] \geq \kappa \). Thus, we have that

\[
P(s_{H+1} = s \mid s_1) = \sum_{a_1, \ldots, a_H} P(s_{H+1} = s \mid (s_1, a_1, \ldots, a_H)) P((s_1, a_1, \ldots, a_H) \mid s_1)
\]

\[
\geq P(s_{H+1} = s \mid (s_1, \tilde{a}_1, \ldots, \tilde{a}_H)) P((s_1, \tilde{a}_1, \ldots, \tilde{a}_H) \mid s_1)
\]

\[
\geq \kappa \left( \prod_{i \in [N]} \frac{\rho_i}{|A_i|} \right)^H, \quad \forall s_1, s \in S,
\]

where the last inequality follows from Assumption 1 and the action selection (Line 5) of Algorithm 1. Then, we can write the lower bound for the stationary distribution \( \mu_{\pi_k} \) over all states:

\[
\mu_{\pi_k}(s) = \sum_{s_1 \in S} \mu_{\pi_k}(s_1) P(s_{H+1} = s \mid s_1) \geq \kappa \left( \prod_{i \in [N]} \frac{\rho_i}{|A_i|} \right)^H, \quad \forall s \in S,
\]
where the inequality follows since (43) is a uniform lower bound for all \( s_1, s \) and \( \sum_{s_1 \in S} \mu_{\pi_k}(s_1) = 1 \). Note that (44) also implies the following upper bound:

\[
\mu_{\pi_k}(s) = 1 - \sum_{\tilde{s} \in S \setminus \{s\}} \mu_{\pi_k}(\tilde{s}) \leq 1 - (|S| - 1) \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A^i|} \right)^H, \quad \forall s \in S.
\] (45)

From (44) and (45), we can also write the bounds for the minimum probability of the stationary distribution over state-action pairs (from the perspective of agent \( i \)):

\[
\mu_{\min, k}^i = \min_{(s, a^i) \in S \times A^i} \mu_{\pi_k}^i(s, a^i) = \min_{(s, a^i) \in S \times A^i} P(a^i | s) \mu_{\pi_k}(s) \geq \kappa \frac{\rho^i}{|A^i|} \left( \prod_{i \in [N]} \frac{\rho^i}{|A^i|} \right)^H,
\] (46a)

\[
\mu_{\min, k}^i = \min_{(s, a^i) \in S \times A^i} \mu_{\pi_k}^i(s, a^i) = \min_{(s, a^i) \in S \times A^i} \mu_{\pi_k}(s) \cdot P(a^i | s) \leq \left[ 1 - (|S| - 1) \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A^i|} \right)^H \right] \cdot \frac{\rho^i}{|A^i|}.
\] (46b)

With \( \rho^i = \rho \) for all \( i \in [N] \) and recalling that \( A := \max_{i \in [N]} A_i \), (46) leads to

\[
\mu_{\min, k}^i = \min_{i \in [N]} \mu_{\min, k}^i \geq \kappa \frac{\rho^{NH+1}}{A^{NH+1}},
\] (47a)

\[
\mu_{\min, k}^i = \min_{i \in [N]} \mu_{\min, k}^i \leq \left[ 1 - (|S| - 1) \kappa \frac{\rho^{NH}}{A^{NH}} \right] \cdot \frac{\rho}{A}.
\] (47b)

We next show the upper bound for \( t_{\mix,k}^i \). To proceed, we first introduce the following lemma, which follows directly from the coupling inequality under the Doeblin condition (see Diaconis [20] for a detailed explanation).

**Lemma 8.** If \( P(\bar{s}_{H+1} = \bar{s}, \bar{a}_{H+1} = \bar{a} | s_0, a_0^i) \geq c \mu_{\pi_k}^i(\bar{s}, \bar{a}^i) \) for all \( s_0, a_0^i \) and \( \bar{s}, \bar{a}^i \), then,

\[
d_{\text{TV}}(P(\cdot | s_0, a_0^i), \mu_{\pi_k}^i) = \max_{\bar{s}^i, \bar{a}^i} \left| P(s_t = \bar{s}, a_t^i = \bar{a} | s_0, a_0^i) - \mu_{\pi_k}^i(\bar{s}, \bar{a}^i) \right| \leq (1 - c)^{1/(H+1)}.
\]

We will use Lemma 8 to prove the upper bound of \( t_{\mix,k}^i \). To apply Lemma 8, we need to find the parameter \( c \) such that \( P(\bar{s}_{H+1} = \bar{s}, \bar{a}_{H+1} = \bar{a} | s_0, a_0^i) \geq c \mu_{\pi_k}^i(\bar{s}, \bar{a}^i) \) for all \( s_0, a_0^i \) and \( \bar{s}, \bar{a}^i \). This leads to the following lemma.

**Lemma 9.** For all \( i \in [N] \) and for any \( (s_0, a_0^i), (\bar{s}, \bar{a}^i) \in S \times A^i \), we have that

\[
P(\bar{s}_{H+1} = \bar{s}, \bar{a}_{H+1} = \bar{a} | s_0, a_0^i) \geq c \mu_{\pi_k}^i(\bar{s}, \bar{a}^i),
\] (48)

where

\[
c = \frac{\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A^i|} \right)^H}{1 - (|S| - 1) \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A^i|} \right)^H}. \tag{49}
\]

**Proof of Lemma 9.** By Assumption 1, we know that for all \( s, s' \), there exist \( a_0, \ldots, a_{H-1} \) such that

\[
P(s_H = s' | (s_0, a_0, \ldots, a_{H-1}) = (s, a_0, \ldots, a_{H-1})) \geq \kappa.
\]
Then, we have that
\[
P(s_{H+1} = \bar{s}, a_{H+1}^i = \bar{a}^i \mid s_0, a_0^i) = P(s_{H+1} = \bar{s} \mid s_0, a_0^i) \cdot P(a_{H+1}^i = \bar{a} \mid s_{H+1} = \bar{s}, s_0, a_0^i) \\
= P(s_{H+1} = \bar{s} \mid s_0, a_0^i) \cdot P(\bar{a}_{H+1}^i = \bar{a} \mid s_{H+1} = \bar{s}) \\
\geq P(s_{H+1} = \bar{s} \mid s_0, a_0^i) \cdot \frac{\rho^i}{|A_i|}.
\] (50)

To find a \(c\) such that (48) holds, it suffices to find a lower bound for \(P(s_{H+1} = \bar{s} \mid s_0, a_0^i)\). Note that
\[
P(s_{H+1} = \bar{s} \mid s_0, a_0^i) = \sum_{s_1} P(s_{H+1} = \bar{s} \mid s_1, s_0, a_0^i) \cdot P(s_1 \mid s_0, a_0^i) \\
= \sum_{s_1} P(s_{H+1} = \bar{s} \mid s_1) \cdot P(s_1 \mid s_0, a_0^i).
\]

We make the following observations.
- For any \(s_1\), by the law of total probability, we have that
  \[
P(s_{H+1} = \bar{s} \mid s_1) = \sum_{\{a_1, \ldots, a_H\}} P(s_{H+1} = \bar{s} \mid s_1, a_1, \ldots, a_H) \cdot P(a_1, \ldots, a_H \mid s_1) \\
= P(s_{H+1} = \bar{s} \mid s_1, \bar{a}_1, \ldots, \bar{a}_H) \cdot P(\bar{a}_1, \ldots, \bar{a}_H \mid s_1) \\
+ \sum_{\{a_1, \ldots, a_H\} \neq \{\bar{a}_1, \ldots, \bar{a}_H\}} P(s_{H+1} = \bar{s} \mid s_1, a_1, \ldots, a_H) \cdot P(a_1, \ldots, a_H \mid s_1) \\
\geq \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right). 
\]  (51)

- Since the above is true for any \(s_1 \in \mathcal{S}\), and \(\sum_{s_1} P(s_1 \mid s_0, a_0^i) = 1\), we have that the convex combination
  \[
P(s_{H+1} = \bar{s} \mid s_0, a_0^i) = \sum_{s_1} P(s_{H+1} = \bar{s} \mid s_1) \cdot P(s_1 \mid s_0, a_0^i) \geq \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H.
\]

Thus, (50) now becomes
\[
P(s_{H+1} = \bar{s}, a_{H+1}^i = \bar{a}^i \mid s_0, a_0^i) \geq P(s_{H+1} = \bar{s} \mid s_0, a_0^i) \cdot \frac{\rho^i}{|A_i|} \geq \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H \cdot \frac{\rho^i}{|A_i|}. 
\]  (51)

With (51), we can see that any \(c\) satisfying \(\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H \cdot \frac{\rho^i}{|A_i|} \geq c \mu_{s_k}^i (\bar{s}, \bar{a}^i)\) for all \(\bar{s}, \bar{a}^i\) and for all \(i\) will lead to (48). Equivalently, we need
\[
c \leq \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H \cdot \frac{\rho^i}{|A_i|}. 
\]

One option is to choose \(c = \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H \cdot \min_{i \in [N]} \frac{\rho^i}{|A_i|}\), which essentially uses \(\mu_{\min,k}^i \leq 1\). However, note that we can use the upper bound of \(\mu_{\min,k}^i\) from (46), and choose that
\[
c = \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H \cdot \min_{i \in [N]} \frac{\rho^i}{|A_i|} = \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H (1 - (|S| - 1)^{\frac{\rho^i}{|A_i|}} = \frac{\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|A_i|} \right)^H}{1 - (|S| - 1)^{\frac{\rho^i}{|A_i|}}}.
\]

This completes the proof of the lemma. \(\blacksquare\)
Combining Lemma 8 and Lemma 9, we have that for all \( i \in [N] \) and \((s_0, a_i^0) \in S \times \mathcal{A}^i\),

\[
d_{TV} \left( P^t \mid s_0, a_i^0 \right, \mu_{\pi_k}^t) \leq (1 - c)^{t/(H+1)} \leq \left[ \frac{1 - (\lfloor S \rfloor - 1)\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H}{1 - \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H} \right]^{t/(H+1)} \]

Let \( t \) be such that

\[
\left[ \frac{1 - (\lfloor S \rfloor - 1)\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H}{1 - \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H} \right]^{t/(H+1)} \leq \frac{1 - (\lfloor S \rfloor - 1)\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H}{1 - \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H} = \alpha. \tag{52}
\]

Then, we have that \( \max_{(s_0, a_i^0) \in S \times \mathcal{A}^i} d_{TV} \left( P^t \mid s_0, a_i^0 \right, \mu_{\pi_k}^t) \leq \alpha, \forall i \in [N] \), which implies that \( t_{\text{mix},k}(\alpha) = \max_{i \in [N]} t^*_{\text{mix},k} \leq t \). Therefore, by solving (52) for \( t \), we obtain an upper bound for \( t_{\text{mix},k} \):

\[
t_{\text{mix},k}(\alpha) \leq t = (H + 1) \left( \frac{-\log \alpha}{\log \frac{1 - (\lfloor S \rfloor - 1)\kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H}{1 - \kappa \left( \prod_{i \in [N]} \frac{\rho^i}{|\mathcal{A}^i|} \right)^H} \right) + 1. \tag{53}
\]

With \( \rho^i = \rho \) for all \( i \in [N] \), (53) becomes

\[
t_{\text{mix},k}(\alpha) \leq (H + 1) \left( \frac{-\log \alpha}{\log \frac{1 - (\lfloor S \rfloor - 1)\kappa \left( \prod_{i \in [N]} \frac{\rho}{|\mathcal{A}^i|} \right)^H}{1 - \kappa \left( \prod_{i \in [N]} \frac{\rho}{|\mathcal{A}^i|} \right)^H} \right) + 1 \leq (H + 1) \left( \frac{-\log \alpha}{\kappa \rho^H} \right) + 1 \leq (H + 1) \left( \frac{-\log \alpha}{\kappa \rho^N H} + 1 \right).
\]

This completes the proof of Proposition 2.

### 3.3. Numerical Experiments: A Grid-World Game

To demonstrate the effectiveness of Algorithm 1, we test it on the classical grid-world experiment (Sutton and Barto [74]). We consider a 3 × 3 grid. Each state is represented by a pair \((s(1), s(2))\), where \( s(1) \) is the “x”-coordinate and \( s(2) \) is the “y”-coordinate on the grid. The set of states are \( S = \{(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3)\} \) (as shown in Figure 2). The upper-left
state \((1, 1)\) is called the terminal state: once the system reaches state \((1, 1)\), it will stay there and will not transit to other states. There are two agents, where agent 1 decides her actions in the vertical direction, and agent 2 decides her actions in the horizontal direction, i.e., \(A^1 = \{ \text{up, stay, down} \}\), \(A^2 = \{ \text{left, stay, right} \}\). The joint actions of agent 1 and agent 2 will determine the next state, which could be the same as the current state (if both agents stay) or move one cell in the respective direction on the grid (except when the system is at the terminal state, it will not transit to other states for any joint actions taken by the agents). To ensure the next state stays within the grid, the agents can only choose actions which do not point to a direction outside of the grid. For instance, at state \((1, 1)\), \((1, 2)\) and \((1, 3)\), agent 1 can only choose “down” or “stay”, but not “up”. Thus, for each agent, there are 6 states where the agent can take two actions, and 3 states where the agent can take three actions, which implies that we have \(1728 \times 1728\) possible joint policies in total (for each of agent, \(|\Pi^1| = 2^6 \times 3^3 = 1728\)). When the system is at the terminal state, all actions yield a reward of 0. When the system is at any non-terminal state, all the actions yield a reward of \(-1\).

\[
\begin{array}{ccc}
(1, 1) & (1, 2) & (1, 3) \\
(2, 1) & (2, 2) & (2, 3) \\
(3, 1) & (3, 2) & (3, 3)
\end{array}
\]

\[r^i(s, a^i, a^{-i}) = \begin{cases} 
0, & s = (1, 1) \\
-1, & s = \text{else} 
\end{cases}\]

**Figure 2.** Illustration for the grid-world experiment.

For this grid-world stochastic game, if not considering actions taken on the terminal state, there are 16 optimal equilibrium joint policies (as shown in Figure 3). These optimal equilibria will lead the agents to reach the terminal state as soon as possible and produce the maximum value of reward. Besides these optimal equilibria, there are also some suboptimal equilibria. For example, one suboptimal equilibrium is when agent 1 chooses “down” for all of the non-terminal states while agent 2 chooses “right” for all of these states. This joint policy is still a Markov perfect equilibrium, but results in both agents earning less rewards (relative to those of the optimal equilibria). To obtain the set of all equilibrium joint policies, for each \(\pi^{-i} \in \Pi^{1-i}\), we use the standard Q-learning algorithm (9) to get the set of its best reply policies \(\Pi^1_{\pi^{-i}}\). Then, for each best reply policy \(\pi^{*i} \in \Pi^{1}_{\pi^{-i}}\), we check if \(\pi^{-i}\) also turns out to be a best reply policy of \(\pi^{*i}\). If so, then the joint policy \((\pi^{-i}, \pi^{*i})\) constitutes a Markov perfect equilibrium. Moreover, if we start from any joint policy in \(\Pi^1 \times \Pi^2\), there is a strict best reply path to one of these equilibria, which means the grid-world stochastic game is weakly acyclic under strict best replies.

In our numerical experiments, we let \(\rho = 0.4\), \(\lambda = 0.3\), \(\gamma = 0.75\), \(\eta_k = 1/k^{0.5}\) for all \(i\) and \(k\). We fix the length of the exploration phases (the inner “for” loop of Algorithm 1), i.e., \(T_k = T\), \(\forall k = 1, \ldots, K\). Since both the length of the exploration phases \(T\) and the number of policy updates \(K\) are critical for the learning process, we run our experiments with different parameters of \(T\) and \(K\). For each set of \(K\) and \(T\), we start from a random joint policy in \(\Pi^1 \times \Pi^2\) and run Algorithm 1, with the initial values of the \(Q\)-table set to all 0’s. Then, we have a set of joint policies \(\{\pi_k | k = 1, \ldots, K\}\), and record the fraction of these policies that belong to the set of equilibrium joint policies obtained before. This process is repeated 50 times, and the experimental results are shown in Figure 4. The solid lines represent the fraction of \(\pi_k\)’s which are equilibrium joint policies (the number of \(\pi_k\)’s which are equilibrium joint policies divided by \(K\)), averaged over 50 repeated runs, and the shaded region represents the min-max interval.
It can be observed from Figure 4a that the minimum of the fraction $\frac{1}{K} \sum_{k=1}^{K} I_{\{\pi_k \in \Pi_{eq}\}}$ over the 50 repeated runs is greater than 0 when $K \geq 20$. This implies that the joint policy converges to an equilibrium at the end of the algorithm for all given initial policies. A similar phenomenon can also be observed from Figure 4b. Meanwhile, it can be seen that $\pi_k$ visits an equilibrium more often as $K$ and $T$ increase. This is consistent with Theorem 1, as $\pi_K$ is expected to be at equilibrium with higher probability as $K$ and $T$ increase.

4. Decentralized Q-learning with linear function approximation. Algorithm 1 in the previous section extends the single agent Q-learning algorithm. Specifically, in each exploration phase (an inner “for” loop of Algorithm 1), each agent updates and keeps track of its $Q$ function which has dimension $|S||\mathcal{A}_i|$. One major challenge of such an algorithm is the curse of dimensionality – when the number of state-action pairs is large, it becomes intractable. One popular approach to overcome this obstacle is to approximate the optimal $Q$ functions with functions from a much smaller space. We next describe the linear function approximation method where each agent’s $Q$ function is approximated by a linear combination of $d$ basis functions. To the best of our knowledge, there is no existing result on either the convergence or the sample complexity of decentralized Q-learning with linear function approximation for general-sum stochastic games.

Let $\{\phi^i_j : S \times \mathcal{A}^i \mapsto \mathbb{R} | 1 \leq j \leq d\}$ be the set of basis functions (features) of agent $i$. We denote by $\phi^i := [\phi^i_1, \phi^i_2, \ldots, \phi^i_d] \in \mathbb{R}^{|S||\mathcal{A}^i| \times d}$ the feature matrix of agent $i$. The linear subspace $\mathcal{W}^i$ spanned
by the features \( \{ \phi_j^i \} \) is \( \mathcal{W}^i = \left\{ Q^i_{\theta_i} := \phi^i \theta^i \mid \theta^i \in \Theta^i \subset \mathbb{R}^d \right\} \) where \( \Theta^i \) is some compact subset of \( \mathbb{R}^d \) which contains the zero point and has diameter \( D^i \), i.e., \( D^i = \sup \left\{ \| \theta^i_j - \theta^i_j \|_2 \mid \theta^i_j, \theta^i_j \in \Theta^i \right\} \). We use \( \mathcal{W}^i \) as the approximation function space for agent \( i \).

With the linear function class, we start with approximating agent \( i \)'s optimal \( Q \)-function satisfying the fixed point equation of the Bellman operator, as given in (4). Specifically, for any joint policy played by all other agents, \( \pi^{-i} \in \Delta^{-i} \), we define

\[
\theta^i_{\pi^{-i}} := \arg \min_{\theta^i \in \Theta^i} \left\| Q^i_{\pi^{-i}} - \phi^i \theta^i \right\|_2^2, \tag{54}
\]

where we recall that \( Q^i_{\pi^{-i}} \) satisfies (4). Agent \( i \)'s set of deterministic best replies to \( \pi^{-i} \) under linear function approximation is then given by

\[
\tilde{\Pi}^i_{\pi^{-i}} = \left\{ \tilde{\pi}^i \in \Pi^i : \phi^i (s, \tilde{\pi}^i (s)) ^\top \theta^i_{\pi^{-i}} = \max_{a^i \in A^i} \phi^i (s, a^i) ^\top \theta^i_{\pi^{-i}}, \ \forall s \in \mathcal{S} \right\}.
\]

With (55), we now define the (deterministic) linear approximated equilibrium.

**Definition 5.** A deterministic joint policy \( \pi^* \in \Pi \) is a linear approximated equilibrium if

\[
\pi^* \in \tilde{\Pi}^i_{(\pi^*)^{-i}}, \ \forall i \in [N].
\]

We denote by \( \tilde{\Pi}_{eq} \) the set of linear approximated equilibria. Our goal is to find a set of \( \left\{ \theta^i_{(\pi^*)^{-i}} \mid \forall i \in [N] \right\} \) for some \( \pi^* \in \tilde{\Pi}_{eq} \) such that \( \phi^i \theta^i_{(\pi^*)^{-i}} \) best represents \( Q^i_{(\pi^*)^{-i}} \) in the sense of (54) for all \( i \in [N] \). For this goal to be feasible, we assume that \( \tilde{\Pi}_{eq} \) is nonempty.

**Assumption 3.** There exists at least one deterministic joint policy that is a linear approximated equilibrium.

Similar to the tabular case, we can define the **best reply graph** on the set of deterministic joint policies, where each vertex is a deterministic joint policy and there is a direct edge from \( \pi_k \) to \( \pi_l \) if for some \( i \in [N], \pi_i \neq \pi^*_i, \pi^*_i = \pi^*_i, \forall j \neq i, \) and \( \pi^*_i \in \tilde{\Pi}^i_{(\pi^*_i)^{-i}} \). The **strict best reply path** and the **weakly acyclic game** are defined analogously as in Definition 3 and Definition 4. We again consider the weakly acyclic game, with the newly defined best replies as in (55). There exists a strict best reply path from any \( \pi \in \Pi \) to some \( \pi^* \in \tilde{\Pi}_{eq} \). Let \( \tilde{L} \) be the minimum length of the strict best reply paths from \( \pi \) to a linear approximated equilibrium policy, and let \( \tilde{L} := \max_{\pi \in \Pi} \tilde{L} \). We will again apply the BRPI, where the deterministic best reply sets \( \tilde{\Pi}^i_{\pi^{-i}} \) are approximated using Q-learning with linear function approximations.

In the fully decentralized setting, each agent is completely oblivious to other agents. Agent \( i \) may use the standard Q-learning algorithm under linear function approximation (Bertsekas and Tsitsiklis [8], Melo et al. [57]), i.e.,

\[
\theta^i_{t+1} = \theta^i_t + \eta^i_t \phi^i (s_t, a^i_t) \left[ r^i(s_t, a^i_t) - \gamma^i \max_{a^i \in A^i} \phi^i (s_{t+1}, a^i) ^\top \theta^i_{t} - \phi^i (s_t, a^i_t) ^\top \theta^i_t \right], \tag{56}
\]

and selects its actions by taking \( a^i_t = \arg \max_{a^i \in A^i} \phi^i (s, a^i) ^\top \theta^i \) with high probability and randomly exploring any actions with some small probability. The same problem as in the tabular setting arises here: if all agents use (56) and select their actions with the \( \epsilon \)-greedy method, the environment becomes nonstationary and the convergence of the \( \theta^i \)'s is not guaranteed. In the same spirit of Algorithm 1, we let each agent play the behavior policy \( \tilde{\pi}^i_k \) as defined in (10) during the \( k \)th exploration phase, so that the environment is stationary within each exploration phase. Instead of maintaining and updating a \( |\mathcal{S}| |A| \)-dimensional \( Q \) function, agent \( i \) updates a \( d \)-dimensional
vector $\theta^i$ according to (56). Note that (56) may also be viewed as the stochastic approximation algorithm for solving the following equation:

$$
\mathbb{E}_{\mu^i_k} \left[ \phi^i(s, a^i) \left( r^i(s, a^i, a^{-i}) + \gamma^i \max_{a' \in \mathcal{A}} \phi^i(s', a'^{-i}) \top \theta^i - \phi^i(s, a^i) \top \theta^i \right) \right] = 0.
$$

(57)

The complete decentralized Q-learning algorithm with linear function approximation is presented as Algorithm 2. In essence, we replace the update of $Q$-functions in Algorithm 1 with (56) as in line 8 of Algorithm 2. Furthermore, in determining whether to update the current baseline policy $\pi^i_k$, we use the best reply set $\check{\Pi}^i_{k+1}$, which is defined with $\phi^i(s, a^i) \top \theta^i_{k+1}$, in replacement of the set $\Pi^i_{k+1}$.

**Algorithm 2** Q-learning for agent $i$ with linear function approximation

Set parameters

- $\Theta^i$: some compact subset of the Euclidian space $\mathbb{R}^d$ with diameter $D^i$
- $\{T_k\}_{k \geq 0}$: sequence of integers in $[1, \infty)$
- $K \in \mathbb{Z}_+$: number of exploration phases
- $\rho^i \in (0, 1)$: experimentation probability
- $\lambda^i \in (0, 1)$: inertia
- $\zeta^i \in (0, \infty)$: tolerance level for sub-optimality
- $\{\eta^i_k\}_{k \geq 0}$: sequence of step sizes

1. Initialize $\pi^i_0 \in \Pi^i$ (arbitrary), $\theta^i_0 \in \mathbb{R}^d$ (arbitrary)
2. Receive $s_0$
3. for $k = 1, 2 \ldots$ do
4.   for $t = t_k, \ldots, t_{k+1} - 1$ do
5.     $a^i_t = \check{\pi}^i_k(s_t) := \left\{ \begin{array}{ll}
\pi^i_k(s_t), & \text{w.p. } 1 - \rho^i \\
\text{any } a^i_t \in \mathcal{A}^i, & \text{w.p. } \rho^i / |\mathcal{A}^i| \end{array} \right.$
6.     Receive $r^i(s_t, a^i_t, a_t^{-i})$
7.     Receive $s_{t+1}$ (selected according to $P[ \cdot | s_t, a_t^i, a_t^{-i}]$)
8.     $\theta^i_{t+1} = \theta^i_t + \eta^i_t \phi(s_t, a_t^i) \left[ r^i(s_t, a_t^i, a_t^{-i}) + \gamma^i \max_{a_t \in \mathcal{A}_t} \phi(s_t, a_t^i, a_t^{-i}) \top \theta^i_t - \phi(s_t, a_t^i) \top \theta^i_t \right]$
9. end for
10. $\check{\Pi}^i_{k+1} = \left\{ \check{\pi}^i \in \Pi^i : \phi^i(s, \check{\pi}^i(s)) \top \theta^i_{k+1} \geq \max_{a_t \in \mathcal{A}_t} \phi^i(s_t, a_t^i) \top \theta^i_{k+1} - \frac{1}{2} \zeta^i_0, \text{ for all } s \right\}$
11. if $\pi^i_k \in \check{\Pi}^i_{k+1}$, then
12.   $\pi^i_{k+1} = \pi^i_k$
13. else
14.   $\pi^i_{k+1} = \left\{ \begin{array}{ll}
\pi^i_k, & \text{w.p. } \lambda^i \\
\text{any } \pi^i_t \in \check{\Pi}^i_{k+1}, & \text{w.p. } (1 - \lambda^i) / |\check{\Pi}^i_{k+1}| \end{array} \right.$
15. end if
16. $\theta^i_{t+1} \leftarrow$ projection of $\theta^i_{t+1}$ onto $\Theta^i$
17. end for

We will show in this section the finite-sample convergence guarantee of Algorithm 2. To proceed, we first impose the following assumptions for all agents, in addition to Assumptions 1, 2, and 3.

**Assumption 4.** The features $\{\phi^j_1\}_{1 \leq j \leq d}$ are linearly independent and are normalized so that $\|\phi^j(s, a^j)\| \leq 1$ for all state-action pairs $(s, a^j)$.

Assumption 4 is imposed without loss of generality (Chen et al. [13]): we can always scale the basis functions to ensure that $\max_{(s, a^j) \in S \times \mathcal{A}} \|\phi^j(s, a^j)\| \leq 1$, and any dependent features can be discarded.
Assumption 5. \((57)\) has a unique solution, and there exists \(\xi^i > 0\) such that the following inequality holds for all \(\theta^i \in \Theta^i:\)

\[
(\gamma^i)^2 \mathbb{E}_\mu \left[ \max_{a^i \in A^i} (\phi^i(s, a^i)^\top \theta^i)^2 \right] - \mathbb{E}_\mu \left[ (\phi^i(s, a^i)^\top \theta^i)^2 \right] \leq \xi^i \|\theta^i\|_2^2. \tag{58}
\]

We note that \((57)\) may not admit a solution in general, and the iteration for \(\theta^i\) in \((56)\) might diverge. Assumption 5, which is exactly the same as Assumption 3.3 in Chen et al. \([13]\), Lee and He \([44]\), Melo et al. \([57]\) for detailed discussions on this point.

Let \(b\) be an upper bound on the minimum Bellman error under joint policy \(\pi \in \Pi \cup \bar{\Pi}\), i.e.,

\[
\min_{\theta^i \in \Theta^i} \|Q_{\theta^i} - T_{\pi^{-i}}(Q_{\theta^i})\|_2 \leq b, \quad \forall i \in [N], \pi^{-i} \in \Pi^{-i} \cup \bar{\Pi}^{-i}. \tag{59}
\]

Similar to \((13)\) where \(\bar{\zeta}\) is defined, we define the minimum separation between the linear approximated Q-functions:

\[
\bar{\zeta}_b := \min_{i, s, a^i, \tilde{a}^i, \pi^{-i} \in \Pi^{-i}} \left| Q_{\theta^i_{\pi^{-i}}} (s, a^i) - Q_{\theta^i_{\pi^{-i}}} (s, \tilde{a}^i) \right|. \tag{60}
\]

We next have the following assumption on the bound of minimum Bellman error.

Assumption 6. The upper bound \(b\) on the minimum Bellman error as given in \((59)\) satisfies

\[
b < \frac{(1 - \bar{\zeta}_b)}{8}. \]

Assumption 6 bounds the minimum Bellman error from a constant factor of the minimum separation between the linear approximated Q-factors. This assumption is necessary to achieve a good approximation of \(\bar{\Pi}^i_{\pi^{-i}}\) by \(\Pi_{k+1}^i\) in line 10 of Algorithm 2, so that the algorithm closely mimics the BRPI. Without Assumption 6, there is no guarantee that a policy that is not a linear approximated equilibrium will be updated, i.e., an agent may not update its current policy even if it is not a best reply.

For notational convenience, we let \(D := \max_{i \in [N]} D^i\), \(\xi_{\min} := \min_{i \in [N]} \xi^i\), and \(\eta_{\min} = \min_{i, t} \eta^i_t\). With the above definitions and assumptions, we now present our second main theorem on the sample complexity of Algorithm 2, whose proof is given in Appendix A.

Theorem 2. Consider a discounted stochastic game that is weakly acyclic under strict best replies \((55)\). Suppose that each agent updates its policies by Algorithm 2. Let Assumptions 1, 2, 3, 4, 5, and 6 hold. Then, for any \(0 < \delta < 1\), one has that for all \(k \geq K\),

\[
P \left[ \pi_k \in \Pi_{eq} \right] \geq 1 - \delta
\]

provided that for all \(i \in [N]\) and \(k \in [K]\),

\[
\eta'_t = \eta^i_t \leq \frac{\varepsilon^2 \delta \xi^i}{456N L (1 + \gamma^i + r_{\max}^i)^2 (D^i + 1)^2 t_{\text{mix}} \eta^i_{\min}} \quad \forall t = t_k, \ldots, t_{k+1} - 1, \tag{61a}
\]

\[
T_k \geq t_{\text{mix}, k} (\eta_{\min}) + \frac{\log \frac{2NL(2L+1)^2}{\varepsilon^2 \delta}}{\log \left(1 - \xi_{\min} / \eta_{\min} / 2\right)}, \tag{61b}
\]

\[
K \geq \left[ \frac{\left(1 - \tilde{p}\right)^2}{\delta} \right] \frac{L}{\delta + \left(1 - \tilde{p}\right)^2 \delta}, \tag{61c}
\]
\[ \rho^i \leq 1 - \left(1 - \left(\frac{3}{8} - \epsilon \right) (1 - \gamma) - 2b \right) \frac{1}{\Gamma} := \rho, \quad (61d) \]
\[ \zeta_b = \frac{\bar{\zeta}}{2}, \quad (61e) \]

where \( \bar{\Gamma} \) is some absolute constant which depends only on the game parameters (formally defined in (68)), \( \bar{\rho} := \bar{\rho}^{L/L} \), \( \epsilon := \min \left\{ \frac{\bar{\zeta}}{16} - \frac{b}{1 - \gamma}, \frac{1}{2(1 - \gamma)} \right\} \), and \( \tilde{\delta} \) is such that

\[ \delta = 1 - \left( \frac{1 - \tilde{\delta}}{\tilde{\delta}} \frac{\bar{\rho}}{\bar{\rho} - \delta} \right) \left(1 - \tilde{\delta} \right). \]

**Corollary 2.** Recall from Proposition 2 that \( t_{\text{mix}, k}(\alpha) \leq (H + 1) \left( (-\log \alpha) \frac{A^{NH}}{k\rho^{NH}} + 1 \right) \). By applying this upper bound on the mixing time to Theorem 2, we may express the \( \eta^i_k \) and \( T_k \) in Theorem 2 as

\[ \eta^i_k \leq \frac{\epsilon^2 \delta \xi^i \kappa \rho^{NH}}{456NL \left(1 + \gamma^i + r_{\text{max}}^i \right)^2 (H + 1)^2 (H + 1) \left( \kappa \rho^{NH} - A^{NH} \log \eta^i \right)}, \quad \forall t = t_k, \ldots, t_{k+1} - 1, \quad (62a) \]
\[ T_k \geq (H + 1) \left( (-\log \eta_{\text{min}}) \frac{A^{NH}}{k^{N\rho^{NH}}} + 1 \right) + \frac{\log \left( \frac{2N \left(2D + 1\right)^2}{\epsilon^2 \delta} \right)}{\log \left(1 - \xi_{\text{min}}^{\eta_{\text{min}}/2} \right)} \quad (62b) \]

We note that Theorem 2 provides the sample complexity for the joint deterministic baseline policy \( \pi_k \) to converge to a linear approximated equilibrium in \( \Pi_{\text{eq}} \), as defined in Definition 5, which may or may not be the equilibrium as defined in Definition 1 due to linear approximation. However, for the special case when each agent’s optimal Q-function \( Q^{\pi_k}_{\pi_k} \) is realizable in \( \mathcal{W}^i \) for all joint behavior policies \( \pi_k \in \Pi \), we will be able to show the convergence of \( \pi_k \) to an equilibrium in \( \Pi_{\text{eq}} \). Formally, we have the following realizability assumption.

**Assumption 7.** For any joint policy \( \pi_k \) as in (10), agent \( i \)’s optimal Q-function \( Q^{\pi_k}_{\pi_k}(s, a^i) \) is realizable in \( \mathcal{W}^i \), i.e., there exists \( \theta^i_{\pi_k} \in \Theta^i \subset \mathbb{R}^d \) such that \( Q^{\pi_k}_{\pi_k}(s, a^i) = \phi^i(s, a^i) \theta^i_{\pi_k}, \forall (s, a^i) \in \mathcal{S} \times \mathcal{A}^i \).

With this additional assumption, we arrive at the following result, whose proof can be found in Appendix B.

**Theorem 3.** Consider a discounted stochastic game that is weakly acyclic under strict best replies (5). Suppose that each agent updates its policies by Algorithm 2. Let Assumptions 1, 2, 4, 5, and 7 hold. Then, for any \( 0 < \delta < 1 \), one has for all \( k \geq K \),

\[ P[\pi_k \in \Pi_{\text{eq}}] \geq 1 - \delta, \]

provided that for all \( i \in [N] \) and \( k \in [K] \),

\[ \eta^i_k = \eta^i \leq \frac{\epsilon^2 \delta \xi^i}{456NL \left(1 + \gamma^i + r_{\text{max}}^i \right)^2 (H + 1)^2 t_{\text{mix}, k}(\eta^i)}, \quad \forall t = t_k, \ldots, t_{k+1} - 1, \quad (63a) \]
\[ T_k \geq t_{\text{mix}, k}(\eta_{\text{min}}) + \frac{\log \left( \frac{2N \left(2D + 1\right)^2}{\epsilon^2 \delta} \right)}{\log \left(1 - \xi_{\text{min}}^{\eta_{\text{min}}/2} \right)}, \quad (63b) \]
\[ K \geq \left[ \frac{\left(1 - \delta \right)^2 \bar{\rho} - \delta^2}{\delta \left(1 - \delta \right) \bar{\rho}} \right] L \quad (63c) \]
\[
\rho^i = 1 - \left(1 - \frac{(\bar{\zeta}/2 - \epsilon)(1 - \bar{\gamma})}{\Gamma}\right)^{\frac{1}{\pi^i}} \\
\zeta^i = \frac{\bar{\zeta}}{2} \\
\text{where } \Gamma, \bar{\zeta}, \text{ and } \hat{p} \text{ are absolute constants as defined in (22), (13) and (27), respectively (which depend only on the game parameters), } \epsilon := \min\left\{\frac{\bar{\zeta}}{16}, \frac{1}{2(1-\delta)}\right\}, \text{ and } \delta \text{ is such that }
\]

\[
\delta = 1 - \frac{(1 - \bar{\delta}) \hat{p}}{\delta + (1 - \bar{\delta}) \hat{p} - \bar{\delta}} (1 - \bar{\delta}).
\]

4.1. Numerical Experiments. Similar to the tabular cases, we use again the grid-world stochastic game to demonstrate the effectiveness of Algorithm 2. All of the details about the agents, states, actions, reward, and parameters in this setting are the same as those in Section 3.3. We construct the feature vectors using a polynomial basis (Sutton and Barto [74]). Specifically, we use order-3 polynomial-basis features, where each feature can be written as

\[
\phi^j_i(s, a) = s(1)^{c_{1,j}} s(2)^{c_{2,j}} a^{c_{3,j}},
\]

where \( j = 1, \ldots, d \), each \( c_{k,j} \) is an integer in the set \( \{0, 1, 2, 3\} \). Since \(|S \times A| = 21\) (for both agents) in this stochastic game, we choose \( d = 18 \). To obtain the set of linear approximated equilibria, for each \( \pi^{-i} \in \Pi^{-i} \) (\( i = 1, 2 \)), we first compute \( \theta^i_{\pi^{-i}} \) by solving the quadratic programming problem (54), and deduce the set of best reply policies under linear function approximation \( \tilde{\Pi}^i_{\pi^{-i}} \) from (55). Then, for each best reply policy \( \tilde{\pi}^i \in \Pi^i_{\pi^{-i}} \), we check if \( \tilde{\pi}^i \) is also a best reply policy of \( \pi^{-i} \) under linear function approximation. If so, then the joint policy \( (\pi^{-i}, \tilde{\pi}^i) \) is a linear approximated equilibrium.

As in Section 3.3, we also run experiments with different parameters of \( K \) and \( T \), and the process is repeated 50 times. The experimental results are presented in Figure 5. We can see a similar phenomenon as in the tabular case. It can be seen from Figure 5a that the minimum of the fraction \( \frac{1}{K} \sum_{k=1}^{K} I_{\{\pi_k \in \Pi_{eq}\}} \) of the 50 repeated runs is greater than 0 when \( K \geq 100 \). It can also be seen from Figure 5b that the minimum of \( \frac{1}{K} \sum_{k=1}^{K} I_{\{\pi_k \in \Pi_{eq}\}} \) is greater than 0 when \( T \geq 200 \). This implies that the joint policy converges to a linear approximated equilibrium at the end of the algorithm for all given initial policies. Moreover, it can be seen that \( \pi_k \) visits a linear approximated equilibrium more often as \( K \) and \( T \) increase. This is consistent with Theorem 2, as \( \pi_K \) is expected to be at a linear approximated equilibrium with higher probability as \( K \) and \( T \) increase.

5. Conclusions. This paper was aimed at deriving sample complexity results on decentralized Q-learning algorithms for a class of general-sum stochastic games – weakly acyclic games. The main takeaways of this paper can be summarized as follows. First, we have established finite-sample guarantees for Algorithm 1, whose asymptotic convergence was shown earlier in Arslan and Yüksel [3]. Second, we have imposed linear function approximation to the algorithm (as Algorithm 2), and provided finite-sample analysis for its convergence to a linear approximated equilibrium – a new notion of equilibrium that we have introduced.

Regarding the first point, we note that there are some nontrivial generalizations from the asymptotic convergence to finite-sample analysis of Algorithm 1. One example is in the proof of Lemma 5, where we have to ensure that \( \Pi_k^{i+1} \) well approximates \( \Pi^i_{\pi_k^{-i}} \), so that any non-equilibrium policy would not stop updating before converging to equilibrium (the “if-else” statement in Algorithm 1). Under the linear approximation setting, the behavior that \( Q_{\pi_k^{i+1}}^{i,j} \) and \( Q_{\pi_k^{-i}}^{i,j} \) are separated by a
distance related to the minimum Bellman error (Lemma 11) adds considerable complications to the analysis, as it may hinder the algorithm from updating a linear approximated non-equilibrium policy. We address this issue in the proof of Lemma 13. In addition, Lemmas 5 and 13 provide closed-form expressions for the lower bounds \( \hat{p} \) and \( \tilde{p} \), which did not exist in Arslan and Yüksel [3] but are crucial for developing the finite-sample guarantees. Another example of new development lies in Proposition 2. The notions of the minimum probability of stationary distribution \( \mu_{\text{min}} \) and the mixing time \( t_{\text{mix}} \) that appeared in the sample complexity results seem implicit, while Proposition 2 bounds \( \mu_{\text{min}} \) and \( t_{\text{mix}} \) under the current game set up, and thus the results in both theorems can be expressed explicitly in terms of the game parameters. We further note that, even with these (and other) developments, there is room for improvement on the results. For instance, in the paper we picked \( \epsilon \) as the middle point of its possible range, while it remains open to optimize over \( \epsilon \) in (31) while keeping it simple to obtain a tighter bound on \( T_k \).

Regarding the second point, we note that in the linear approximated equilibrium, each agent’s policy is a best reply (to other agents’ joint policy) within the linear space spanned by the set of features (basis functions). When the dimension of the feature set is large enough so that the original Q-functions can be fully recovered for all state-action pairs, each linear approximated equilibrium is naturally also a Markov perfect equilibrium and vice versa. When we have a smaller feature set, the relationship between linear approximated equilibria and Markov perfect equilibria can be general: a joint policy can be both a linear approximated equilibrium and a Markov perfect equilibrium, or it can only be one of these equilibria but not the other one. Fixing a certain (small) number of features, it would be interesting to investigate the question of how to select features so that the set of linear approximated equilibria overlaps the most with the set of Markov perfect equilibria, which could be a promising future research direction.
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Appendix A: Proof of Theorem 2  We first introduce the following lemma, which is an application of the sample complexity result on the convergence of $\theta$ for single agent Q-learning (Chen et al. [13]).

**Lemma 10.** Fix any arbitrary $\pi_k \in \Pi$. For any $\epsilon \geq 0$ and $0 < \delta < 1$, we have that

\[
P \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2 \leq \epsilon, \forall i \in [N] \right] \geq 1 - \delta,
\]

provided that the iteration number $T_k$ and the learning rates $\eta_i^t$ obey

\[
\eta_i^t = \eta^t \leq \frac{e^2 \delta \xi^t}{456 N (1 + \gamma + r_{\max}^i)^2 (D^i + 1)^2 \eta_{\min}^t (\eta_i^t)}, \quad \forall t = t_k, \ldots, t_{k+1} - 1, \forall i \in [N], \quad (64a)
\]

\[
T_k \geq t_{\min}^t (\eta_{\min}^t) + \frac{\log(1 - \xi_{\min}^t \eta_{\min}^t / 2)}{\log(1 - \xi_{\min}^t \eta_{\min}^t / 2)}, \quad (64b)
\]

where $D = \max_i D_i$, $\eta_{\min} = \min_{i} \eta_i$, and $\xi_{\min} = \min_{i} \xi_i$.

**Proof of Lemma 10.** Note that in the $k$th exploration phase, agents adopt the joint policy $\pi_k$ as defined in (10). Under Assumptions 1, 2, 4, and 5, Theorem 3.1 of Chen et al. [13] implies that for any agent $i$,

\[
E \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2^2 \right] \leq \beta_1 \left( 1 - \xi_i \eta_i^t \right) \frac{T_k - t_{\min}^t (\eta_i^t)}{2} + 2 \beta_2 \eta_i^t \frac{t_{\min}^t (\eta_i^t)}{\xi_i^t},
\]

where $\beta_1 = (2D^i + 1)^2$, $\beta_2 = 114 (1 + \gamma + r_{\max}^i)^2 (D^i + 1)^2$, and $\eta_i = \eta^t$ are such that $\eta_i^t \leq \frac{e^2 \delta_0^2 \xi^t}{2} \left( 1 + r_{\max}^i \right)^2 (D^i + 1)^2 \eta_{\min}^t (\eta_i^t)$.

For any given $\epsilon > 0$ and $0 < \delta_0 < 1$, let $\eta_i^t$ and $T_k$ be such that

\[
\eta_i^t = \eta^t \leq \frac{e^2 \delta_0 \xi^t}{456 (1 + \gamma + r_{\max}^i)^2 (D^i + 1)^2 \eta_{\min}^t (\eta_i^t)}, \quad \forall t = t_k, \ldots, t_{k+1} - 1 \quad (65a)
\]

\[
T_k \geq t_{\min}^t (\eta^t) + \frac{\log(2(2D^i + 1)^2 \eta_{\min}^t \xi^t)}{\log(1 - \xi^t \eta_{\min}^t / 2)}, \quad \forall i \in [N]. \quad (65b)
\]

Then, we have that

\[
E \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2^2 \right] \leq \beta_1 \left( 1 - \xi_i \eta_i^t \right) \frac{T_k - t_{\min}^t (\eta_i^t)}{2} + 2 \beta_2 \eta_i^t \frac{t_{\min}^t (\eta_i^t)}{\xi_i^t} \leq \frac{e^2 \delta_0}{2} \left( 1 + \eta_{\min}^t \right)^2 (D^i + 1)^2 \frac{\eta_{\min}^t (\eta_i^t)}{2} = \frac{e^2 \delta_0}{2}, \quad \forall i \in [N].
\]

By Markov inequality, this further implies that

\[
P \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2^2 \geq \epsilon^2 \right] \leq \frac{E \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2^2 \right]}{\epsilon^2} \leq \delta_0, \quad \forall i \in [N],
\]

which is equivalent to

\[
P \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2 \geq \epsilon \right] \leq \frac{E \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2 \right]}{\epsilon^2} \leq \delta_0, \quad \forall i \in [N].
\]

From the union bound,

\[
P \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2 \geq \epsilon \right] \leq \sum_{i \in [N]} P \left[ \left\| \theta_{t_{k+1}}^i - \theta_{\pi_k}^i \right\|_2 \geq \epsilon \right] \leq N \delta_0.
\]
Therefore,
\[ P \left[ \left\| \theta_{i,k+1}^\epsilon - \theta_i^\pi_k \right\|_2 \leq \epsilon, \forall i \in [N] \right] \geq 1 - P \left[ \left\| \theta_{i,k+1}^\epsilon - \theta_i^\pi_k \right\|_2 \geq \epsilon, \exists i \in [N] \right] \geq 1 - N \delta_0. \]
Furthermore, since \( |\theta_i^\pi_k| \leq |\theta_i^\pi_k|_\infty \), we have that
\[ P \left[ \left\| \theta_{i,k+1}^\epsilon - \theta_i^\pi_k \right\|_2 \leq \epsilon, \forall i \in [N] \right] \geq P \left[ \left\| \theta_{i,k+1}^\epsilon - \theta_i^\pi_k \right\|_2 \leq \epsilon, \forall i \in [N] \right] \geq 1 - N \delta_0. \]
By taking \( \delta = N \delta_0, \eta_i^\pi \) as in (65a), and
\[ T_k \geq t_{\text{mix},k}(\eta_{\min}) + \frac{\log 2^2 \delta}{\log (1 - \xi_{\min} \eta_{\min}/2)} \geq t_{\text{mix},k}(\eta_i^\pi) + \frac{\log 2^2 \delta_0}{\log (1 - \xi^2 \eta_i^\pi/2)}, \quad \forall i \in [N], \]
the proof is completed.

Lemma 10 bounds the approximation error of \( \theta_{i,k+1}^\epsilon \) for each agent. By noting that \( |\phi^i|_\infty \leq |\phi^i|_2 \leq 1 \), Lemma 10 implies that for an arbitrary \( \pi_k \) as in (10) and for any \( \epsilon > 0 \) and \( 0 < \bar{\delta} < 1 \),
\[ P \left[ Q_{i,k+1}^\epsilon - Q_{i,k}^\epsilon \right] \leq \epsilon, \forall i \in [N] \right] \geq P \left[ \left\| \phi^i \right\|_\infty \right] \leq \epsilon, \forall i \in [N] \right] \geq 1 - \bar{\delta} \]
when the same conditions (64) are satisfied.

Our next goal is to bound the approximation error of policy perturbation. Recall the definition of the randomized policy in (10), and consider the joint policies of all agents except \( i \). With probability \( \prod_{j \neq i} (1 - \rho^j) \), all agents \( j \neq i \) end up playing their baseline policies, which results in
\[ Q_{i,k}^\epsilon - Q_{i,k}^\epsilon \leq 0, \quad \text{i.e. the approximation error of policy perturbation becomes zero in this case.} \]
When not all agents play their baseline policies, let \( \varphi^{-i} \in \Delta^{-i} \) be some convex combination of the policies in \( \Delta^{-i} \) of the form where each agent \( j \neq i \) either uses a baseline policy \( \pi_j \in \Pi^j \) or the uniform distribution. More precisely, let \( J \) denote the subset of agents choosing the baseline policies, and let
\[ \varphi^{-i} = \sum_{J \subseteq \{1, \ldots, N\} \setminus \{i\}} a_J \varphi^{-i}, \quad (67) \]
where \( a_J := \frac{\prod_{j \in J} (1 - \rho^j) \prod_{\ell \not\in J \cup \{i\} \not\in \rho^\ell)}{1 - \prod_{j \not\in J \cup \{i\} \not\in \rho^j}} \) and \( \varphi^{-i} \in \Delta^{-i} \) is such that \( \varphi^{i} = \pi^i \) for \( j \in J \) and \( \varphi^j = \nu^j \) for \( j \notin \Delta \cup \{i\} \). Denote by \( \Delta^{-i} \subseteq \Delta^{-i} \) the set of all policies in the form of (67). Note that \( \Delta^{-i} \) is a finite set. We then define
\[ \tilde{\Gamma} := \max_{(\pi^{-i}, \varphi^{-i}) \in \Pi^{-i} \times \Delta^{-i}} \left| T_{\pi^{-i}}^{\varphi^{-i}} \left( Q_{\pi^{-i}}^{\varphi^{-i}} \right) - T_{\varphi^{-i}}^{\pi^{-i}} \left( Q_{\pi^{-i}}^{\varphi^{-i}} \right) \right|_\infty. \]
We next have the following lemma on the approximation error due to policy perturbation.

**Lemma 11.** Fix any arbitrary \( \pi_k \in \Pi \). For any \( \epsilon > 0 \), if \( \rho^i \) satisfies
\[ \rho^i \leq 1 - \left( \frac{1 - \hat{c}(1 - \gamma)}{\Gamma} \right)^{\frac{1}{\gamma - 1}}, \quad \forall i \in [N], \quad (69) \]
then, we have that
\[ \left| Q_{\pi_k}^{\varphi^{-i}} - Q_{\pi_k}^{\varphi^{-i}} \right|_\infty \leq \left| \phi^i \right|_\infty \left| \theta_{\pi_k}^\epsilon - \theta_{\pi_k}^\epsilon \right|_\infty \leq \epsilon + \frac{2\beta}{1 - \gamma}, \quad \forall i \in [N], k \in [K]. \]
Proof of Lemma 11. First note that, for all $i \in [N]$ and $k \in [K]$,

$$
\left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty} = \left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) + T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty}

= \left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right|_{\infty} + \left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right|_{\infty} + \left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty}

\leq b + \left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right| + b

\leq T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) + T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) + 2b. \quad (70)
$$

By definition of $\pi_k^{-i}$, we have that $P \left[ \pi_k^{-i} = \pi_k^{-i} \right] = \prod_{j \neq i} (1 - \rho^j)$. With probability $1 - \prod_{j \neq i} (1 - \rho^j)$, $\pi_k^{-i} \neq \pi_k^{-i}$ and $\pi_k^{-i} \in \Delta^{-i}$. Thus, the first term of (70) can be bounded by

$$
\left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right| \leq \left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \times \left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right|, \quad (71)
$$

for some $\phi_k^{-i} \in \Delta^{-i}$. On the other hand, by the contraction mapping of the Bellman operator, we have that

$$
\left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right| \leq \gamma^i \left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|, \quad (72)
$$

Substituting (71) and (72) back into (70), we have that

$$
\left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty} \leq \left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \times \left| T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) - T_{\pi_k}^{i} \left( Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right) \right| + \gamma^i \left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right| + 2b

\leq \left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \bar{\Gamma} + \gamma^i \left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right| + 2b,
$$

which implies that

$$
\left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty} \leq \frac{\left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \bar{\Gamma} + 2b}{1 - \gamma^i} \leq \frac{\left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \bar{\Gamma} + 2b}{1 - \gamma^i}.
$$

If for all $i \in [N]$, $\rho^i \leq 1 - \left( 1 - \frac{\bar{\varepsilon}(1 - \gamma)}{\bar{\varepsilon}} \right) \frac{1}{\gamma}$, then, we have that $1 - \rho^i \geq 1 - \frac{\bar{\varepsilon}(1 - \gamma)}{\bar{\varepsilon}} \frac{1}{\gamma}$, which implies that $\prod_{j \neq i} (1 - \rho^j) \geq \frac{\bar{\varepsilon}}{\gamma}$, and thus

$$
\left| Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i}}^{\theta_{\pi_k}^{i}} \right|_{\infty} \leq \frac{\left( 1 - \prod_{j \neq i} (1 - \rho^j) \right) \bar{\Gamma} + 2b}{1 - \gamma^i} \leq \frac{\bar{\varepsilon} + 2b}{1 - \gamma^i}.
$$

The above holds for all $i \in [N]$ and $k \in [K]$, which completes the proof.}

Recall from (60) that $\tilde{\zeta}_\theta$ is the minimum separation of agents’ optimal linear approximated Q-factors. By Assumption 6, we have that $\tilde{\zeta}_\theta > \frac{\bar{\varepsilon}_\theta}{1 - \gamma}$. We consider $\tilde{\zeta}_\theta$ as an upper bound on $\zeta^i_\theta$ for all $i$. We next define the following random event for an arbitrary $\pi_k \in \Pi$:

$$
\tilde{E}_k := \left\{ \omega \in \Omega : \left| Q_{\theta_{\pi_k}^{i+1}}^{\theta_{\pi_k}^{i}} - Q_{\theta_{\pi_k}^{i+1}}^{\theta_{\pi_k}^{i}} \right|_{\infty} < \frac{1}{\alpha} \min\{ \zeta^i_\theta, \tilde{\zeta}_\theta - \zeta^i_\theta \}, \forall i \right\}.
$$
With this definition of $E_k$, we show that, if $E_k$ is not empty and $\pi_k \in \bar{\Pi}_{eq}$, then $\pi_{k+1} = \pi_k$ with probability 1.

**Lemma 12.** Given any $\pi_k \in \Pi$ and the corresponding $\tilde{E}_k$, for all $k$, we have that

$$P \left[ \pi_{k+1} = \pi_k \mid \tilde{E}_k, \pi_k \in \bar{\Pi}_{eq} \right] = 1.$$  

**Proof of Lemma 12.** Let $\hat{a}^i := \arg \max_{a_i} Q^i_{\pi_k}(s, a_i)$. Then, conditioned on $E_k$ and $\pi_k \in \bar{\Pi}_{eq}$, we have that

$$\max Q^i_{\pi_k}(s, a_i) - Q^i_{\pi_k}(s, \pi_k(s)) = Q^i_{\pi_k}(s, a_i) - Q^i_{\pi_k}(s, \pi_k(s)) + \frac{1}{2} \min \left\{ \zeta_i, \bar{\zeta}_i - \zeta_i \right\} \leq \frac{1}{2} \min \left\{ \zeta_i, \bar{\zeta}_i - \zeta_i \right\},$$

where the second-to-last inequality follows since $Q^i_{\pi_k}(s, a_i) - Q^i_{\pi_k}(s, \pi_k(s)) < 0$, which follows from $\pi_k \in \bar{\Pi}_{eq}$. It follows that $Q^i_{\pi_k}(s, \pi_k(s)) \geq \max a_i Q^i_{\pi_k}(s, a_i) - \frac{1}{2} \zeta_i$ for all $i$. Then, by Algorithm 2 (lines 10-12), we have that $\pi_{k+1} = \pi_k$ with probability 1.

Recall that $\tilde{L}$ is the maximum length of the shortest strict best reply path from any policy to a linear approximated equilibrium policy. Our next lemma lower bounds the conditional probability of $\pi_{k+L}$ being a linear approximated equilibrium policy, given that $\pi_k$ is not a linear approximated equilibrium policy and given $\tilde{E}_k, \ldots, \tilde{E}_{k+L-1}$.

**Lemma 13.** Let

$$\tilde{p} := \left( \min_{j \in \{1, \ldots, N\}} \left\{ \frac{1 - \lambda^j}{|\Pi'|} \cdot \prod_{i \neq j} \lambda^j \right\} \right)^{\tilde{L}} = \tilde{p}^{\tilde{L}/L}. \quad (73)$$

We have that

$$P \left[ \pi_{k+\tilde{L}} \in \bar{\Pi}_{eq} \mid \tilde{E}_k, \ldots, \tilde{E}_{k+\tilde{L}-1}, \pi_k \notin \bar{\Pi}_{eq} \right] \geq \tilde{p}. \quad (74)$$

**Proof of Lemma 13.** The proof is similar to that of Lemma 5. Consider some $\pi_k \notin \bar{\Pi}_{eq}$; there must exist at least one agent, say $i$, whose policy $\pi_k^i$ is not the best reply to $\pi_k^{-i}$, i.e., $\pi_k^i \notin \Pi_k^i$. In this case, we claim that $\pi_{i}^k \notin \bar{\Pi}_{k+1}$, where $\bar{\Pi}_{k+1}$ is as defined in Algorithm 2 (line 10). In other words, the “else” statement in Algorithm 2 (line 14) will be executed. To see this, it suffices to show that $\phi^i_{\pi_k}(s, \pi_k(s))^\top \theta^i_{\pi_k}(s, a_i)^\top \theta^i_{\pi_k} - \frac{1}{2} \zeta_i$, for some $s \in \mathcal{S}$. Conditioned on $\tilde{E}_k$, we have that

$$Q^i_{\pi_k}(s, a_i) - \frac{1}{4} \min \{ \zeta_i, \bar{\zeta}_i - \zeta_i \} < Q^i_{\pi_k}(s, a_i) - \frac{1}{4} \min \{ \zeta_i, \bar{\zeta}_i - \zeta_i \}.$$
i.e., \( Q_{\theta}^{i}(s, a^i) \) lies within a distance of \( \frac{1}{4} \min \{ \zeta^i_0, \tilde{\zeta}_0 - \zeta^i_0 \} \) to \( Q_{\theta}^{i-1}(s, a^i) \). Moreover, we note that \\
\[ \frac{1}{4} \min \{ \zeta^i_0, \tilde{\zeta}_0 - \zeta^i_0 \} \leq \frac{1}{8} \tilde{\zeta}_0. \]
Recall that \( \{ Q_{\theta}^{i}(s, a^i) \mid a^i \in A^i \} \) are dispersed with spacing being at least \( \tilde{\zeta}_0 \), where \( \tilde{\zeta}_0 \) is as defined in (60) as the minimum separation between the approximated Q-factors. Thus, it follows that the possible ranges of \( Q_{\theta}^{i}(s, a^i) \) for all \( a^i \in A^i \) are mutually exclusive, which implies that the \( \tau \)-th best action under \( Q_{\theta}^{i}(s, a^i) \) is identical to that under \( Q_{\theta}^{i}(s, a^i) \), i.e.,
\[
\arg \max_{a^i \in A^i} \left( Q_{\theta}^{i}(s, a^i) \right) = \arg \max_{a^i \in A^i} \left( Q_{\theta}^{i}(s, a^i) \right),
\]
where \( \arg \max_{a^i} \) represents the \( \tau \)-th largest value. For instance, when \( \tau = 1 \), we have that
\[
\arg \max_{a^i \in A^i} Q_{\theta}^{i}(s, a^i) = \arg \max_{a^i \in A^i} Q_{\theta}^{i}(s, a^i),
\]
which are denoted by \( a^i_{\tau}^{*} \) and \( a^i_{\tau}^{*} \), respectively.

Since \( \pi_k \notin \Pi_{\theta} \), it follows that \( \pi_k(s) \neq \arg \max_{a^i \in A^i} Q_{\theta}^{i}(s, a^i) =: a^i_{\tau}^{*} \) for some \( s \in S \). Then, we have that
\[
\max_{a^i \in A^i} Q_{\theta}^{i}(s, a^i) - Q_{\theta}^{i}(s, \pi_k(s)) > \left( \max_{a^i \in A^i} Q_{\theta}^{i}(s, a^i) - \frac{1}{8} \tilde{\zeta}_0 \right) - \left( Q_{\theta}^{i}(s, \pi_k(s)) + \frac{1}{8} \tilde{\zeta}_0 \right)
\]
\[
= \left( Q_{\theta}^{i}(s, a^i_{\tau}^{*}) - Q_{\theta}^{i}(s, \pi_k(s)) \right) - \frac{1}{4} \tilde{\zeta}_0
\]
\[
\geq \tilde{\zeta}_0 - \frac{1}{4} \tilde{\zeta}_0 = \frac{3}{4} \tilde{\zeta}_0 > \frac{3}{4} \tilde{\zeta}_0 \geq \frac{1}{2} \tilde{\zeta}_0
\]
as desired. Now, we are ready to prove the statement.

Let \( l \) be the length of the shortest strict best reply path from \( \pi_k \) to a linear approximated equilibrium policy. Then, \( l \leq L \). Let the sequence of policies along the path be \( \pi_0, \pi_1, \ldots, \pi_l \), with \( \pi_0 = \pi_k \notin \Pi_{\text{eq}} \) and \( \pi_l \in \Pi_{\text{eq}} \). Further, let \( i_1, \ldots, i_l \) be the agent that changes its policy at each update, i.e., \( \pi_{n-1} \) and \( \pi_n \) differ only at agent \( i_n \), for all \( n = 1, \ldots, l \). Then, we use the two probabilities in the policy update rule in Algorithm 2 (line 14) to yield

\[
P \left[ \pi_k \pi_{k+L} \in \Pi_{\text{eq}} \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{\text{eq}} \right] \geq P \left[ \pi_k \pi_{k+L} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{\text{eq}} \right]
\]
\[
\geq P \left[ \pi_{k+1} = \pi_1, \ldots, \pi_{k+L-1} = \pi_l \mid E_k, \ldots, E_{k+L-1}, \pi_k \notin \Pi_{\text{eq}} \right]
\]
\[
\geq \prod_{j \in \{i_1, \ldots, i_l\}} \left( 1 - \frac{\lambda_j}{|\Pi|} \right) \prod_{i \neq j} \lambda_i^i \geq \left( \min_{j \in \{1, \ldots, N\}} \left\{ \frac{1 - \lambda_j}{|\Pi|} \cdot \prod_{i \neq j} \lambda_i^i \right\} \right)^l \geq \left( \min_{j \in \{1, \ldots, N\}} \left\{ \frac{1 - \lambda_j}{|\Pi|} \cdot \prod_{i \neq j} \lambda_i^i \right\} \right)^L,
\]
where we have used the fact from Lemma 12: given \( \pi_l \in \Pi_{\text{eq}} \) and the events \( E_k, \ldots, E_{k+L-1} \), the conditional probability that \( \pi_s \in \Pi_{\text{eq}} \) is 1 for all \( s \geq l \).}

We will then bound \( P \left[ \tilde{E}_k, \ldots, \tilde{E}_{k+L-1} \right] \). Before doing that, we first look at \( P[\tilde{E}_k] \). We would like \( P[\tilde{E}_k] \) to be as large as possible. Note that \( \frac{1}{4} \min \{ \zeta^i_0, \tilde{\zeta}_0 - \zeta^i_0 \} \leq \frac{1}{8} \tilde{\zeta}_0 \), with equality holding when \( \zeta^i_0 = \frac{1}{2} \tilde{\zeta}_0 \). We next have the following lemma.
Lemma 14. Let $\zeta_i = \frac{\hat{\zeta}}{2}$ for all $i \in [N]$. Fix an arbitrary $\pi_k \in \Pi$. For any $0 < \hat{\delta} < 1$, we have that

$$P \left[ \bar{E}_k \right] \geq 1 - \hat{\delta},$$

provided that $\rho^i \leq 1 - \left(1 - \frac{(\hat{\zeta}/8 - \epsilon)(1 - \gamma) - 2b}{1 - \gamma} \right)^{\frac{1}{1 - \delta}}$, and $T_k$ and $\eta_k$ satisfy (64), where $\epsilon$ can take any value in $0 < \epsilon < \min \left\{ \frac{\hat{\zeta}}{8} - \frac{2b}{1 - \gamma}, \frac{1}{1 - \gamma_{\min}} \right\}$.

Proof of Lemma 14. A direct implication of Lemma 10 with (66) and Lemma 11 is that when $T_k$ and $\eta_k$ satisfy (64), and $\rho^i$ satisfies (69), then, by triangle inequality, we have that

$$P \left[ \left| Q^i_{\theta^i_{tk+1}} - Q^i_{\theta^i_{\pi^i_{k}}} \right| \leq \epsilon + \tilde{\epsilon} + \frac{2b}{1 - \gamma}, \quad \forall i \in [N] \right] \geq 1 - \hat{\delta}. \quad (75)$$

The lemma then follows by taking $\tilde{\epsilon} = \frac{1}{8} \zeta - \epsilon - \frac{2b}{1 - \gamma}$. ■

We then have the following lemma which bounds $P \left[ \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \right]$.

Lemma 15. For any arbitrary sequence of joint policies $\pi_k, \ldots, \pi_{k+L-1} \in \Pi$, and for any $0 < \delta < 1$, we have that

$$P \left[ \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \right] \geq 1 - \delta,$$

provided that for all $i \in [N]$ and for all $\bar{k} \in \{k, \ldots, k + L - 1\}$,

$$\eta^i_k = \eta^i \leq \frac{\epsilon^2 \tilde{\delta} \xi^i}{456NL(1 + \gamma^i + r^i_{\max})^2 (D^i + 1)^2 t_{\max,k}(\eta^i)}, \quad \forall t = t_k, \ldots, t_{k+1} - 1, \forall i \in [N], \quad (76a)$$

$$T_k \geq t_{\max,k}(\eta_{\min}) + \frac{\log (1 - \xi_{\min}/\eta_{\min}/2)}{\log (1 - \xi_{\min}/\theta_{\min}/2)}, \quad (76b)$$

$$\rho^i \leq 1 - \left(1 - \frac{(\hat{\zeta}/8 - \epsilon)(1 - \gamma) - 2b}{1 - \gamma} \right)^{\frac{1}{1 - \delta}}, \quad (76c)$$

$$\zeta^i = \frac{\zeta}{2}, \quad (76d)$$

where $\epsilon$ can take any value in $0 < \epsilon < \min \left\{ \frac{\hat{\zeta}}{8} - \frac{2b}{1 - \gamma}, \frac{1}{1 - \gamma_{\min}} \right\}$.

Proof of Lemma 15. When the conditions of Lemma 14 are satisfied, we have that $P \left[ \bar{E}_{k}^c \right] < \delta$, where $\bar{E}_{k}^c$ is the complement of $\bar{E}_{k}$. Then,

$$P \left[ \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \right] = 1 - P \left[ \left( \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \right)^c \right] = 1 - P \left[ \bar{E}_{k}^c \cup \cdots \cup \bar{E}_{k+L-1}^c \right]$$

$$\geq 1 - \left( P \left[ \bar{E}_{k}^c \right] + P \left[ \bar{E}_{k+1}^c \right] + \cdots + P \left[ \bar{E}_{k+L-1}^c \right] \right) = 1 - \tilde{L}\delta. \quad (76d)$$

By taking $\tilde{\delta} = \tilde{L}\delta$, it follows that the conditions (64) now become (76), and the lemma is proved. ■

For simplicity, we choose $\epsilon = \frac{1}{2} \min \left\{ \frac{\hat{\zeta}}{8} - \frac{2b}{1 - \gamma}, \frac{1}{1 - \gamma_{\min}} \right\}$ in Theorem 2. Note that the result of Lemma 15 holds for any realization of $\pi_k \in \Pi$. Therefore, under the same conditions, we in fact have that

$$P \left[ \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \mid \pi_k \in \bar{\Pi}_{eq} \right] \geq 1 - \tilde{\delta}, \quad (77a)$$

$$P \left[ \bar{E}_{k}, \ldots, \bar{E}_{k+L-1} \mid \pi_k \notin \bar{\Pi}_{eq} \right] \geq 1 - \tilde{\delta}. \quad (77b)$$
By Lemma 12 and (77a), under conditions (76), we have that for all $k$,

$$P \left[ \pi_k = \pi_{k+1} = \cdots = \pi_{k+L} \mid \pi_k \in \bar{\Pi}_{eq} \right] \geq 1 - \delta. \quad (78)$$

By Lemma 13 and (77b), under conditions (76), we have that for all $k$,

$$P \left[ \pi_k \notin \bar{\Pi}_{eq} \right] \geq \tilde{p} \left( 1 - \delta \right). \quad (79)$$

As a notation, let $p_k := P \left[ \pi_k \in \bar{\Pi}_{eq} \right]$. Then, (78) and (79) together imply that

$$p_{(n+1)L} \geq p_{nL} \left( 1 - \delta \right) + (1 - p_{nL}) \tilde{p} \left( 1 - \delta \right). \quad (80)$$

Rearranging the above, we obtain that

$$p_{(n+1)L} - p_{nL} \geq \left( 1 - \delta \right) \tilde{p} - \tilde{\delta} p_{nL} - \left( 1 - \delta \right) \tilde{p} p_{nL} = \left[ \tilde{\delta} + \left( 1 - \delta \right) \tilde{p} \right] \left[ \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - p_{nL} \right] \quad (81)$$

$$\geq -\tilde{\delta} \quad (82)$$

Note that $p_{(n+1)L} - p_{nL} \geq 0$ as long as $p_{nL} \leq \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}}$. Further, if $p_{nL} \leq \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - \tilde{\delta}$, then from (81), we have that $p_{(n+1)L} - p_{nL} \geq \left[ \tilde{\delta} + \left( 1 - \delta \right) \tilde{p} \right] \tilde{\delta}$; if $p_{nL} > \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}}$, then $p_{(n+1)L} - p_{nL} \geq -\tilde{\delta}$ from (82). Therefore, we have that

$$p_{nL} \geq \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - \tilde{\delta}, \quad \forall n \geq \tilde{n}, \quad (83)$$

where

$$\tilde{n} := \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - \tilde{\delta} = \frac{\left( 1 - \delta \right)^2 \tilde{p} - \tilde{\delta}^2}{\left[ \tilde{\delta} + \left( 1 - \delta \right) \tilde{p} \right]^2 \tilde{\delta}}. \quad (84)$$

This, together with (78), implies that for all $n \geq \tilde{n}$,

$$P \left[ \pi_{nL} = \pi_{nL+1} = \cdots = \pi_{nL+L} \in \bar{\Pi}_{eq} \right] \geq \left( \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - \tilde{\delta} \right) \left( 1 - \delta \right) := f(\tilde{\delta}). \quad (85)$$

Therefore, if the number of exploration phases $k \geq K := \tilde{n}L$, then $P \left[ \pi_k \in \bar{\Pi}_{eq} \right] \geq f(\tilde{\delta})$. Note that $f(\tilde{\delta})$ is continuous, decreasing in $\tilde{\delta}$, and $f(0) = 1$, $f(\delta) < 1 - \delta$ for any $0 < \delta < 1$. Thus, we can take $\tilde{\delta} \in (0, \delta)$ such that

$$\left( \frac{\left( 1 - \delta \right) \tilde{p}}{\tilde{\delta} + \left( 1 - \delta \right) \tilde{p}} - \tilde{\delta} \right) \left( 1 - \delta \right) = 1 - \delta, \quad (86)$$

which leads to $P \left[ \pi_k \in \bar{\Pi}_{eq} \right] \geq 1 - \delta$ for all $k \geq K$, and this completes the proof of Theorem 2.
Appendix B: Proof of Theorem 3  Following Lemma 10 and by noting that $|\phi^i|_\infty \leq \|\phi^i\|_2 \leq 1$, Lemma 10 implies that for an arbitrary $\pi_k$ as in (10) and for any $\epsilon > 0$ and $0 < \delta < 1$,

$$P \left[ \left| Q_{\theta^i_{\pi_k}}^i - Q_{\theta^i_{\pi_k}}^i \right|_\infty \leq \epsilon, \forall i \in [N] \right] = P \left[ \left| \phi^i_{\pi_k}^T \theta^i_{t+1} - \phi^i_{\pi_k}^T \theta^i_{\pi_k} \right|_\infty \leq \epsilon, \forall i \in [N] \right] \geq 1 - \delta$$

when the conditions (64) are satisfied. Under Assumption 7, we have that $Q_{\theta^i_{\pi_k}}^i = Q_{\pi_k}^i$, which leads to

$$P \left[ \left| Q_{\theta^i_{\pi_k}}^i - Q_{\pi_k}^i \right|_\infty \leq \epsilon, \forall i \in [N] \right] \geq 1 - \delta.$$

The above is exactly the same as the result in Lemma 2, and the rest of the proof follows the proof of Theorem 1.