AUTOMORPHISM GROUP OF A MODULI SPACE OF FRAMED BUNDLES OVER A CURVE

DAVID ALFAYA AND INDRANIL BISWAS

Abstract. Let $X$ be a smooth complex projective curve, and let $x \in X$ be a point. We compute the automorphism group of the moduli space of framed vector bundles on $X$ of rank $r \geq 2$ with a framing over $x$. It is shown that this automorphism group is generated by the following three: (1) pullbacks using automorphisms of the curve $X$ that fix the marked point $x$, (2) tensorization with certain line bundles over $X$, and (3) the action of $\text{PGL}_r(\mathbb{C})$ through composition with the framing.

1. Introduction

Framed bundles (also called vector bundles with a level structure) are pairs $(E, \alpha)$ consisting of a vector bundle $E$ of rank $r \geq 2$ and a nonzero linear map $\alpha : E_x \to \mathbb{C}^r$ from a fiber over a fixed point $x \in X$ to $\mathbb{C}^r$; this $\alpha$ is called a framing. Framed bundles were first introduced by Donaldson as a tool to study the moduli space of instantons on $\mathbb{R}^4$ [Don84]. Later on, Huybrechts and Lehn [HL95a, HL95b] defined framed modules as a common generalization of several notions of decorated sheaves, including framed bundles and Bradlow pairs. They described a general stability condition for framed modules and provided a geometric invariant theoretic construction for the moduli space of framed modules.

A moduli space of framed bundles of rank $r$ is equipped with a canonical $\text{PGL}_r(\mathbb{C})$-action; the action of any $[G] \in \text{PGL}_r(\mathbb{C})$ sends a framed bundle $(E, \alpha)$ to $[G] \cdot (E, \alpha) = (E, G \circ \alpha)$.

In [BGM10], a Torelli type theorem was proved for the moduli space of framed bundles for small values of the stability parameter $\tau$ by studying this $\text{PGL}_r(\mathbb{C})$-action. It was proved there that this action is essentially the only nontrivial $\text{PGL}_r(\mathbb{C})$-action on the moduli space of framed bundles; the corresponding GIT-quotient was shown to be isomorphic to the moduli space of vector bundles.

We extend this result and prove that we can replace the restriction on $\tau$ in [BGM10] (expressed in terms of the rank) by a much weaker restriction which is independent of the rank. We prove the following (see Theorem 4.8):

**Theorem 1.1.** Let $X$ and $X'$ be smooth complex projective curves of genus $g$ and $g'$ respectively, and let $\tau$ and $\tau'$ be positive generic stability parameters such that $g \geq \max\{2 + \tau, 4\}$ and $g' \geq \max\{2 + \tau', 4\}$. Let $x \in X$ and $x' \in X'$ be marked points; let $\xi$ and $\xi'$ be line bundles over $X$ and $X'$ respectively. Let $\mathcal{F} = \mathcal{F}(X, x, r, \xi, \tau)$ be the moduli space of $\tau$-stable framed bundles over $(X, x)$ with rank $r \geq 2$ and determinant $\xi$. Similarly, set

2010 Mathematics Subject Classification. 14D20, 14C34.

Key words and phrases. Framed bundle, moduli space, automorphism group, Higgs bundle.

1
\( \mathcal{F}' = \mathcal{F}(X', x', r', \xi', \tau') \) to be the moduli space of \( \tau' \)-stable framed bundles over \( (X', x') \) with rank \( r' \geq 2 \) and determinant \( \xi' \), and assume that there is an isomorphism \( \Psi : \mathcal{F} \xrightarrow{\sim} \mathcal{F}' \). Then \( r = r' \) and there exists an isomorphism \( \sigma : X \xrightarrow{\sim} X' \) such that \( \sigma(x) = x' \).

The version of this Torelli theorem for small parameters proven in [BGM10] relied on the description of the automorphism group of the moduli space of vector bundles obtained by Kouvidakis and Pantev in [KP95]. In order to deal with arbitrary stability parameters, we shall use a generalization of this result that classifies the \( k \)-birational maps between the moduli spaces of vector bundles, i.e., isomorphisms between open subsets whose respective complements have codimension at least \( k \). A similar \( k \)-birational classification was developed in the first author’s Thesis for moduli spaces of parabolic vector bundles [Alf18, AG19]. In Section 2 we incorporate some ideas from [AG19] into the computation of the automorphism group of the moduli space of vector bundles done in [BGM13] to obtain the following result (see Theorem 2.11):

**Theorem 1.2.** Let \( X \) and \( X' \) be smooth complex projective curves of genus \( g \geq 4 \) and \( g' \geq 4 \) respectively, and let \( \xi \) and \( \xi' \) be line bundles over \( X \) and \( X' \) respectively. Let \( \mathcal{M}(X,r,\xi) \) denote the moduli space of rank \( r \geq 2 \) semistable vector bundles over \( X \) with determinant \( \xi \). Similarly, set \( \mathcal{M}(X',r',\xi') \) to be the moduli space of rank \( r' \geq 2 \) semistable vector bundles over \( X' \) with determinant \( \xi' \). Let \( U \subset \mathcal{M}(X,r,\xi) \) and \( U' \subset \mathcal{M}(X',r',\xi') \) be open subsets such that

\[
\text{codim}(\mathcal{M}(X,r,\xi) \setminus U, \mathcal{M}(X,r,\xi)) \geq 2
\]

\[
\text{codim}(\mathcal{M}(X',r',\xi') \setminus U', \mathcal{M}(X',r',\xi')) \geq 2
\]

If \( \Phi : U \xrightarrow{\sim} U' \) is an isomorphism then

1. \( r = r' \),
2. there is an isomorphism \( \sigma : X' \xrightarrow{\sim} X \), and
3. there is a line bundle \( L \) over \( X \) such that either for every \( E \in U \)
   \[
   \Phi(E) \cong \sigma^*(E \otimes L)
   \]
   or for every \( E \in U \)
   \[
   \Phi(E) \cong \sigma^*(E \otimes L)^\vee.
   \]

Using Theorem 1.2, we can approach the main aim of this paper. In Section 5 we compute the automorphism group of the moduli space of framed bundles with fixed determinant; more precisely, the following is proved (see Theorem 5.7):

**Theorem 1.3.** Let \( X \) and \( X' \) be smooth complex projective curves of genus \( g \geq \max\{2+\tau, 4\} \) and \( g' \geq \max\{2+\tau', 4\} \) with base points \( x \) and \( x' \). Assume that \( \tau \) and \( \tau' \) are generic stability parameters and that there exists an isomorphism \( \Psi \) between the moduli space of \( \tau \)-semistable framed bundles on \( X \) of rank \( r \geq 2 \) with fixed determinant \( \xi \) and framing over \( x \) and the moduli space of \( \tau' \)-semistable framed bundles on \( X' \) of rank \( r' \geq 2 \) with fixed determinant \( \xi' \) and framing over \( x' \). Then \( r = r' \) and there exists an isomorphism \( \sigma : X' \xrightarrow{} X \) such that \( \sigma(x') = x \), and the isomorphism \( \Psi \) is a combination of the following three types of transformations:

- pullback with respect to the isomorphism \( \sigma : X' \xrightarrow{} X \)
- tensorization with a line bundle \( L \in \text{Pic}(X) \), and
• action of $\text{PGL}_r(\mathbb{C})$ defined by $[G] \cdot (E, \alpha) = (E, G \circ \alpha)$, where $\sigma$ and $L$ satisfy the relation $\sigma^*(\xi \otimes L^{\otimes r}) \cong \xi'$. Moreover, $\tau$ and $\tau'$ belong to the same stability chamber, i.e., a framed bundle is $\tau$-stable if and only if it is $\tau'$-stable.

In particular, Theorem 1.3 allows us to compute explicitly the structure of the automorphism group of a moduli space of framed bundles $\mathcal{F}$ (see Corollary 5.8):

**Corollary 1.4.** Let $\tau$ be a generic stability parameter and let $X$ be a curve of genus $g \geq \max\{2+\tau, 4\}$ with a marked point $x \in X$. The automorphism group of $\mathcal{F} = \mathcal{F}(X, x, r, \xi, \tau)$ is

$$\text{Aut}(\mathcal{F}) \cong \text{PGL}_r(\mathbb{C}) \times \mathcal{T}$$

for a group $\mathcal{T}$ fitting in the short exact sequence

$$1 \rightarrow J(X)[r] \rightarrow \mathcal{T} \rightarrow \text{Aut}(X, x) \rightarrow 1,$$

where $J(X)[r]$ is the $r$-torsion part of the Jacobian $J(X)$ of $X$ and

$$\text{Aut}(X, x) = \{\sigma \in \text{Aut}(X) \mid \sigma(x) = x\}.$$

2. $k$-birational automorphisms of the moduli space of vector bundles

Let $M$ and $M'$ be two algebraic varieties, and let $k$ be a positive integer. A $k$-birational map is an isomorphism $\varphi : U \rightarrow U'$ between two open subsets $U \subset M$ and $U' \subset M'$ such that

$$\text{codim}(M \setminus U) \geq k$$

$$\text{codim}(M' \setminus U') \geq k.$$  

We say that $M$ and $M'$ are $k$-birational if there exists a $k$-birational map between them. Observe that for $k = 1$, a 1-birational map is the same as a birational map, but there are some $k$-birational invariants which are not birational. For example, if $M$ and $M'$ are normal 2-birational varieties, Hartogs’ theorem proves that $H^0(M, \mathcal{O}_M) \cong H^0(M', \mathcal{O}_{M'})$, but this would not be necessarily true if $M$ and $M'$ were just birational.

Let $X$ be a smooth complex projective curve. A vector bundle $E$ over $X$ is called stable (respectively, semistable) if for all proper subbundles $0 \subsetneq E' \subsetneq E$

$$\frac{\text{degree}(E')}{\text{rank}(E')} < \frac{\text{degree}(E)}{\text{rank}(E)} \quad \text{(respectively,} \quad \frac{\text{degree}(E')}{\text{rank}(E')} \leq \frac{\text{degree}(E)}{\text{rank}(E)}\text{).}$$

Let $\mathcal{M} = \mathcal{M}(X, r, \xi)$ denote the moduli space of semistable vector bundles over $X$ of rank $r \geq 2$ and determinant $\xi$, and let $\mathcal{M}^s = \mathcal{M}^s(X, r, \xi)$ be the Zariski open subset of it corresponding to stable vector bundles. See [NS65, Theorem 2(B)] or [Ma76, p. 635, Theorem 2.8(B)] for openness of the stability condition.

Let $L$ be a line bundle over $X$, and let $\sigma : X' \rightarrow X$ be any isomorphism between curves; take any $s \in \{1, -1\}$. We define the map

$$\mathcal{T}_{\sigma, L, s} : \mathcal{M}(X, r, \xi) \rightarrow \mathcal{M}(X', r, \sigma^*(\xi \otimes L^{\otimes r}))$$

as

$$\mathcal{T}_{\sigma, L, +} : \mathcal{M}(X, r, \xi) \rightarrow \mathcal{M}(X', r, \sigma^*(\xi \otimes L^{\otimes r}))$$
for $s = 1$, and

$$
\mathcal{T}_{\sigma,L,-} : \mathcal{M}(X, r, \xi) \longrightarrow \mathcal{M}(X', r, \sigma^*(\xi \otimes L^r)^{-1})
$$

$$
E \longrightarrow \sigma^*(E \otimes L)^\vee
$$

for $s = -1$. In particular, if $\sigma : X \overset{\sim}{\longrightarrow} X$ is an automorphism of a curve, and $\sigma^*(\xi \otimes L^r)^s \cong \xi$, then the above defined map $\mathcal{T}_{\sigma,L,s} : \mathcal{M} \longrightarrow \mathcal{M}$ is an automorphism of the moduli space of vector bundles such that $\mathcal{T}_{\sigma,L,s}(\mathcal{M}^s) = \mathcal{M}^s$. Observe, however, that for $r = 2$, some of the previous transformations $\mathcal{T}_{\sigma,L,s}$ are in fact redundant.

**Lemma 2.1.** Let $r = 2$. Then for every isomorphism

$$
\mathcal{T}_{\sigma,L,-} : \mathcal{M}(X, r, \xi) \longrightarrow \mathcal{M}(X', r, \sigma^*(\xi \otimes L)^{-1})
$$

there exists a line bundle $L'$ on $X$ such that

$$
\mathcal{T}_{\sigma,L,-} = \mathcal{T}_{\sigma,L,+}.
$$

**Proof.** Since $\bigwedge^2 E \cong \xi$ for every $E \in \mathcal{M}(x, r, \xi)$, there is an isomorphism

$$
E^\vee \cong E \otimes \xi^{-1}.
$$

Consequently, for every $\sigma$ and $L$ we have

$$
\sigma^*(E \otimes L)^\vee = \sigma^*(E^\vee \otimes L^{-1}) \cong \sigma^*(E \otimes \xi^{-1} \otimes L^{-1}).
$$

Then taking $L' = \xi^{-1} \otimes L^{-1}$ yields

$$
\mathcal{T}_{\sigma,L,-} = \mathcal{T}_{\sigma,L,+},
$$

thus proving the lemma. $\square$

By [KP95] and [BGM13], every automorphism of $\mathcal{M}$ is given by a transformation of type $\mathcal{T}_{\sigma,L,s}$ for suitable combinations of $\sigma$, $L$ and $s$. The objective of this section is to extend this result and prove that every 2-birational map between moduli spaces of vector bundles must be of the form $\mathcal{T}_{\sigma,L,s}$. This type of 2-birational analogue has been obtained in [AG19] for the moduli space of parabolic vector bundles and we can adapt the proof to the non-parabolic setup. The strategy will be similar to [BGM13], but we need to modify some technical steps following [AG19] for the reason that we are now working with maps between different moduli spaces instead of automorphisms of a single moduli space.

First of all, observe that, contrary to the parabolic case, every 2-birational map between moduli spaces of vector bundles actually extends to an isomorphism.

**Proposition 2.2.** Let $U \subset \mathcal{M} = \mathcal{M}(X, r, \xi)$ and $U' \subset \mathcal{M}' = \mathcal{M}(X', r', \xi')$ be open subsets whose respective complements have codimension at least 2, and let $\Phi : U \longrightarrow U'$ be an isomorphism. Then $\Phi$ extends uniquely to an isomorphism $\overline{\Phi} : \mathcal{M}(X, r, \xi) \longrightarrow \mathcal{M}(X', r', \xi')$

**Proof.** Since $\mathcal{M}$ is a normal variety, so is $U$. Therefore, as the codimension of $\mathcal{M}\setminus U$ is at least 2, every line bundle $L$ on $U$ extends uniquely to a line bundle on $\mathcal{M}$, and we have $\text{Pic}(\mathcal{M}) = \text{Pic}(U)$. Similarly, $\text{Pic}(\mathcal{M}') = \text{Pic}(U')$ and, therefore, $\Phi^*$ induces an isomorphism

$$
\text{Pic}(\mathcal{M}) = \text{Pic}(U) \cong \text{Pic}(U') = \text{Pic}(\mathcal{M}').
$$
Take a sufficiently very ample line bundle \( L' \) on \( \mathcal{M}' \), and consider the embedding \( \mathcal{M}' \hookrightarrow \mathbb{P}(H^0(\mathcal{M}', L')^\vee) \). As \( \text{Pic}(\mathcal{U}) = \text{Pic}(\mathcal{M}) \cong \mathbb{Z} \), and

\[
\Phi^* : \text{Pic}(\mathcal{U}) \longrightarrow \text{Pic}(\mathcal{U}')
\]

is an isomorphism, it follows that \( \Phi^*L'|_{\mathcal{U}'} \) extends uniquely to a very ample line bundle \( L \) on \( \mathcal{M} \), and we have an embedding \( \mathcal{M} \hookrightarrow \mathbb{P}(H^0(\mathcal{M}, L)^\vee) \). Since the codimension of the complement of \( \mathcal{U} \) in \( \mathcal{M} \) is at least 2, and \( \mathcal{M} \) is normal, we have \( H^0(\mathcal{M}, L) = H^0(\mathcal{U}, L) \). Similarly, we have

\[
H^0(\mathcal{M}', L') = H^0(\mathcal{U}', L').
\]

Therefore, \( \Phi \) induces an isomorphism

\[
\mathbb{P}(H^0(\mathcal{M}, L)^\vee) = \mathbb{P}(H^0(\mathcal{U}, L)^\vee) \cong \mathbb{P}(H^0(\mathcal{U}', L')^\vee) = \mathbb{P}(H^0(\mathcal{M}', L')^\vee)
\]

which sends \( \mathcal{U} \) to \( \mathcal{U}' \). As the closure of \( \mathcal{U} \) in \( \mathbb{P}(H^0(\mathcal{M}, L)^\vee) \) is \( \mathcal{M} \) and the closure of \( \mathcal{U}' \) in \( \mathbb{P}(H^0(\mathcal{M}', L')^\vee) \) is \( \mathcal{M}' \), \( \Phi \) extends uniquely to an isomorphism between \( \mathcal{M} \) and \( \mathcal{M}' \). \( \square \)

Therefore, we only need to classify isomorphisms between different moduli spaces of vector bundles. In order to do that, we can make use of the Higgs bundles.

A Higgs bundle is a pair \((E, \varphi)\) consisting of a vector bundle \( E \) on \( X \) and a holomorphic section \( \varphi \in H^0(X, \text{End}_0(E) \otimes K_X) \) called a Higgs field. A Higgs bundle \((E, \varphi)\) is stable (respectively, semistable) if for all proper subbundles \( 0 \subsetneq E' \subsetneq E \) such that \( \varphi(E') \subseteq E' \otimes K_X \)

\[
\frac{\text{degree}(E')}{\text{rank}(E')} < \frac{\text{degree}(E)}{\text{rank}(E)} \quad \text{(respectively, \( \leq \)).}
\]

Let \( \mathcal{M}_{\text{Higgs}} = \mathcal{M}_{\text{Higgs}}(X, r, \xi) \) be the moduli space of semistable Higgs bundles over \( X \) of rank \( r \) and determinant \( \xi \) (see [Hi87a], [Hi87b], [Si94]). By Serre duality, for every \( E \in \mathcal{M}^s \), the cotangent bundle \( T^*_E \mathcal{M}^s \) can be identified with \( H^1(X, \text{End}_0(E))^\vee = H^0(X, \text{End}_0(E) \otimes K_X) \). Therefore, the total space of \( T^* \mathcal{M}^s \) is a Zariski open subset of \( \mathcal{M}_{\text{Higgs}} \).

The Higgs moduli space admits a map

\[
H : \mathcal{M}_{\text{Higgs}} \longrightarrow W := \bigoplus_{i=2}^r \mathbb{H}^0(X, K_X^i)
\]

called the Hitchin map, defined as follows. Let

\[
\text{Tot}(K_X) = \text{Spec Sym}^\bullet(K_X^{-1})
\]

be the total space of the canonical bundle. Let \( \pi : \text{Tot}(K_X) \longrightarrow X \) be the projection and let \( x \in \mathbb{H}^0(\text{Tot}(K_X), \pi^*K_X) \) be the tautological section. For each Higgs bundle \((E, \varphi)\), consider the characteristic polynomial of \( \varphi \)

\[
\det(x \cdot \text{Id} - \pi^* \varphi) = x^r + \tilde{s}_1 x^{r-1} + \ldots + \tilde{s}_r.
\]

Then there exist unique sections

\[
s_i = \text{tr}(\wedge^i \varphi) \in \mathbb{H}^0(X, K_X^i)
\]
such that \( \tilde{s}_i = \pi^* s_i \). Observe that \( \text{tr}(\varphi) = 0 \) as we are working with fixed determinant, so \( s_1 = 0 \). The Hitchin map is then

\[
H(E, \varphi) = (s_i)_{i=2}^r \in W := \bigoplus_{i=2}^r H^0(X, K_X^i)
\]

and we call \( W \) the Hitchin space. Given a point \( s = (s_2, \ldots, s_r) \in W \), the zeroes of the equation

\[
x^r + s_2(z)x^{r-2} + \ldots + s_r(z) = 0,
\]

where \( z \) is a coordinate for \( X \) and \( x \) is the tautological vertical coordinate in \( \text{Tot}(K_X) \), define a curve \( X_s \subset \text{Tot}(K_X) \), which is always an \( r \)-to-1 cover of \( X \). We call \( X_s \) the spectral curve associated to \( s \in W \). Let \( D \subseteq W \) be the divisor of the Hitchin space consisting of points \( s \in W \) whose spectral curve \( X_s \) is singular. We call \( H^{-1}(D) \) the Hitchin discriminant.

**Proposition 2.3** ([BGM13, Theorem 3.3]). The Hitchin discriminant \( H^{-1}(D) \) is the closure of the union of the complete rational curves in \( \mathcal{M}_{\text{Higgs}} \).

Moreover, the following propositions allow us to recover the Hitchin map of the moduli space up to an automorphism of the Hitchin space and identify a certain subvariety inside a piece of the Hitchin space from which we can obtain the isomorphism class of the curve.

**Proposition 2.4** ([BGM13, Lemma 4.1]). When \( g \geq 2 \) the global algebraic functions \( H^0(T^* \mathcal{M}, \mathcal{O}) \) produce a map

\[
\tilde{h} : T^* \mathcal{M} \longrightarrow \text{Spec}(H^0(T^* \mathcal{M}, \mathcal{O})) \cong W \cong \mathbb{C}^m
\]

which is the restriction of the Hitchin map to \( T^* \mathcal{M} \) up to an isomorphism of \( \mathbb{C}^m \), where \( m = \dim W \). Moreover, for the action \( \lambda \cdot (E, \theta) = (E, \lambda \theta) \) of \( \mathbb{C}^* \) on \( T^* \mathcal{M} \), there is a unique \( \mathbb{C}^* \) action on \( W \) such that \( \tilde{h} \) is \( \mathbb{C}^* \)-equivariant.

Let \( W_i = H^0(X, K_X^i) \), and let \( \pi_i : W = \bigoplus_{i=2}^r W_i \rightarrow W_i \) be the projection.

**Proposition 2.5** ([BGM13, Proposition 4.2]). The intersection \( \mathcal{C} = \mathcal{D} \cap W_r \) is irreducible, and

\[
\mathbb{P}(\mathcal{C}) \subset \mathbb{P}(W_r')
\]

is the dual variety of \( X \subset \mathbb{P}(W_r') \) for the embedding given by the linear series \( |K_X^r| \).

Now, we can proceed as in [BGM13, Theorem 4.3] in order to recover the Hitchin map and obtain a Torelli type theorem for the moduli space. If \( \mathcal{M} = \mathcal{M}(X, r, \xi) \) and \( \mathcal{M}' = \mathcal{M}(X', r', \xi') \) are two moduli spaces of vector bundles and \( \Phi : \mathcal{M} \longrightarrow \mathcal{M}' \) is an isomorphism, then \( \Phi \) induces an isomorphism between the cotangent bundles \( d(\Phi^{-1}) : T^* \mathcal{M} \longrightarrow T^* \mathcal{M}' \) which, by Proposition 2.4, must induce a \( \mathbb{C}^* \)-equivariant isomorphism

\[
f : W \cong \text{Spec}(H^0(T^* \mathcal{M}, \mathcal{O})) \longrightarrow \text{Spec}(H^0(T^* \mathcal{M}', \mathcal{O})) \cong W'
\]

such that the following diagram commutes

\[
\begin{array}{ccc}
T^* \mathcal{M} & \xrightarrow{d(\Phi^{-1})} & T^* \mathcal{M}' \\
H \downarrow & & \downarrow H' \\
W & \xrightarrow{f} & W'
\end{array}
\]
On the other hand, as \( d(\Phi^{-1}) \) is an isomorphism, it sends complete rational curves to complete rational curves. Therefore, by Proposition 2.3, if we call \( \mathcal{D} \) and \( \mathcal{D}' \) the images of the discriminant loci in \( W \) and \( W' \) respectively, then \( f(\mathcal{D}) = \mathcal{D}' \).

The \( \mathbb{C}^* \)-action on \( W \) (respectively, \( W' \)) induces a stratification of the Hitchin space into subspaces corresponding to the points whose rate of decay is at least \( |\lambda|^i \) for each \( i = 2, \ldots, r \). The map \( f \) is \( \mathbb{C}^* \)-equivariant, so it must preserve the stratification. In particular, the number of steps in the filtration must be the same, so \( r = r' \). Moreover, \( f \) must preserve the space of maximum decay, \( W_r \), so \( f(W_r) = W'_r \) and, as the \( \mathbb{C}^* \)-action is homogeneous on \( W_r \) of maximum decay, \( f|_{W_r} \) must be linear (c.f. [AG19, Lemma 7.1]).

Set \( C = D \cap W_r \) and \( C' = D' \cap W'_r \). We know that \( f(D) = D' \), so \( f(C) = C' \). By Proposition 2.3, the dual variety of \( \mathbb{P}(C) \) in \( \mathbb{P}(W_r) \) is \( X \) and the dual variety of \( \mathbb{P}(C') \) in \( \mathbb{P}(W'_r) \) is \( X' \). As \( f|_{W_r} \) is linear and \( f(C) = C' \), we conclude that \( f \) induces an isomorphism \( f^\vee : \mathbb{P}(W_r^\vee) \to \mathbb{P}(W'_r^\vee) \) sending \( X \) to \( X' \).

Therefore, composing \( \Phi \) with the pullback \( T_{\sigma, \mathcal{O}_X^+} \) if necessary, henceforth we can assume without loss of generality that

- \( r = r' \),
- \( X = X' \), and
- the automorphism \( \sigma : X \to X \) induced by \( f^\vee \) is the identity map.

These in particular imply that \( W = W' \) and \( \mathcal{D} = \mathcal{D}' \).

Observe that Proposition 2.3 does not allow us to recover the Hitchin map completely, as it only recovers the Hitchin space as an affine variety, without the linear structure. Moreover, the \( \mathbb{C}^* \)-action induces a stratification of \( W \), but, in principle, the decomposition \( W = \bigoplus_{i=1}^r W_i \) might not be preserved. However, Proposition 2.3 allows us to recover the image of the discriminant \( \mathcal{D} \subset W \) in addition to the \( \mathbb{C}^* \)-action and the following Lemma proves that the rich interaction of the geometry of the divisor \( \mathcal{D} \) in conjunction with the \( \mathbb{C}^* \)-action is sufficient to recover the linear structure and the decomposition of \( W \).

**Lemma 2.6.** Let \( f : W \to W \) be a \( \mathbb{C}^* \)-equivariant algebraic isomorphism such that \( f(\mathcal{D}) = \mathcal{D} \). Then for every \( i > 1 \), there exists a linear automorphism \( f_i : W_i \to W_i \) such that the diagram

\[
\begin{array}{ccc}
W & \xrightarrow{f} & W \\
\pi_i \downarrow & & \downarrow \pi_i \\
W_i & \xrightarrow{f_i} & W_i
\end{array}
\]

is commutative.

**Proof.** An analogous lemma was proved for the parabolic Hitchin space in [AG19, Lemma 7.11] and the same proof works here by simply setting the parabolic divisor to be the zero divisor. \( \square \)

**Lemma 2.7.** Let \( f_r : W_r \to W_r \) be the linear automorphism constructed in Lemma 2.6. Then

\[
f_r(H^0(X, K_X^*(-kx_0))) = H^0(X, K_X^*(-kx_0))
\]

for every \( k > 0 \) and every \( x_0 \in X \).
Proof. We have already showed that the map \( f_r : W_r \rightarrow W_r \) is linear and preserves \( C = W_r \cap D \). Moreover, we know that \( \mathbb{P}(C) \subset \mathbb{P}(W_r) \) is the dual variety to \( X \subset \mathbb{P}(W_r) \) and, without loss of generality, we assumed that the dual map \( f_r^\vee : \mathbb{P}(W_r^\vee) \rightarrow \mathbb{P}(W_r^\vee) \) induces the identity map on \( X \). In particular, for every \( x_0 \in X \), the map \( f_r^\vee \) must preserve all the osculating \( k \) spaces at \( x_0 \), so the linear map \( f \) must preserve the subspaces \( H^0(X, K_X^r(-kx_0)) \). \( \square \)

Now that we have recovered the linear structure of the Hitchin space and the subspaces \( H^0(X, K_X^r(-kx_0)) \subset W_r \), we can use the following Proposition from [BGM13].

**Proposition 2.8** ([BGM13 Proposition 5.1]). Fix a generic stable bundle \( E \in \mathcal{M}(X, r, \xi) \), and consider the map

\[
h_r : T_{\mathcal{E}} \mathcal{M} \cong H^0(X, \text{End}_0(E) \otimes K_X) \rightarrow W_r
\]

constructed as the composition of the Hitchin map with the projection \( W \rightarrow W_r \). Then for every \( x_0 \in X \)

\[
H^0(X, \text{End}_0(E) \otimes K_X(-x_0)) = \{ \psi \in H_{x_0} | h_r(\psi + \varphi) \in H_{x_0} \quad \forall \varphi \in h_r^1(H_{x_0}) \},
\]

where \( H_{x_0} = H^0(X, K_X^r(-x_0)) \subset W_r \).

If \( E \) and \( E' \) are generic stable vector bundles such that \( \Phi(E) = E' \), the map

\[
d(\Phi^{-1}) : H^0(X, \text{End}_0(E) \otimes K_X) \rightarrow H^0(X, \text{End}_0(E') \otimes K_X)
\]

satisfies the condition

\[
d(\Phi^{-1})(H^0(X, \text{End}_0(E) \otimes K_X(-x_0))) = H^0(X, \text{End}_0(E') \otimes K_X(-x_0))
\]

for every \( x_0 \in X \).

**Corollary 2.9.** Suppose that \( g \geq 4 \). For every \( x \in X \), and every \( i > 1 \), the linear subspace

\[
H^0(X, K^r_X(-x)) \subseteq W_i
\]

is preserved by the linear map \( f_i : W_i \rightarrow W_i \).

Proof. We can adapt [AG19 Lemma 7.18] to the compact case. Let \( \mathcal{U} \subset \mathcal{M} \) be the open nonempty subset of vector bundles \( E \in \mathcal{M} \) such that both \( E \) and \( \Phi(E) \) are stable and also generic in the sense of Proposition 2.8. Let \( \mathcal{U}' = \Phi(\mathcal{U}) \). Since \( g \geq 4 \) (by assumption), we have

\[
r \deg(K_X(-x)) = r(2g - 3) \geq 2(2g - 3) > 2g.
\]

Therefore, applying [AG19 Lemma 3.2] to \( L = K_X^r(-x) \) and the open subsets \( \mathcal{U} \) and \( \mathcal{U}' \) we obtain that

\[
\bigoplus_{i=2}^r H^0(X, K^i_X(-ix)) \subseteq W
\]

is the linear subspace of \( W \) generated by the images

\[
H(H^0(X, \text{End}_0(E) \otimes K_X(-x))) \subset W,
\]

where \( H \) is the map in [2.1], when \( E \) runs over \( \mathcal{U} \) or by the images

\[
H'(H^0(X, \text{End}_0(E') \otimes K_X(-x)))
\]

for \( E' \in \mathcal{U}' \).
By Proposition 2.8 for every $E \in U$ with $E' = \Phi(E) \in U'$, the image of $H^0(X, \text{End}_0(E) \otimes K_X(-x))$ by $d(\Phi^{-1})$ is $H^0(X, \text{End}_0(E') \otimes K_X(-x))$. As $\Phi(U) = U'$, the union of the images $H(H^0(X, \text{End}_0(E) \otimes K_X(-x)))$ for $E \in U$ is the same as the union of the images $H(H^0(X, \text{End}_0(E') \otimes K_X(-x)))$ for $E' \in U'$, so $f : W \to W$ preserves the subspace $\bigoplus_{i=2}^r H^0(X, K_X^i(-ix)) \subseteq W$.

By Lemma 2.6 the map $f : W \to W$ is diagonal with respect to the decomposition $W = \bigoplus_{i=2}^r W_i$, so each individual piece $H^0(X, K_X^i(-ix))$ must be preserved by $f_i : W_i \to W_i$.

For $i > 1$, the curve $X$ is embedded in $\mathbb{P}(W_i)$ via the linear system $|K^i_X|$, and for every $x \in X$, its osculating $i$-space is precisely

$$\text{Osc}_i(x) = \mathbb{P}(\ker(H^0(K_X^i)^{\vee} \to H^0(K_X^i(-ix))^{\vee})) .$$

Therefore, the map $f_i' : \mathbb{P}(W_i) \to \mathbb{P}(W_i)$ preserves $\text{Osc}_i(x)$ for all $x \in X$. By [AG19 Lemma 7.19] (which is based on an argument in [BGM12 p. 125005-23]), if a map between projective spaces preserves the osculating function of an embedded smooth projective curve $\text{Osc}_i : X \to \text{Gr}(i+1, m+1)$, it must preserve all the osculating functions for each $i \geq 1$. In particular, $\text{Osc}_1$ is preserved, so $f_1$ must preserve the hyperplanes $H^0(X, K_X^i(-x)) \subseteq H^0(X, K_X)$.

Given a vector bundle $E$, for each $x \in X$ we can consider the nilpotent cone spaces

$$\mathcal{N}_{E,x} = \{ A \in \text{End}_0(E) \otimes K_X|_x | A^r = 0 \} \subset \text{End}_0(E) \otimes K_X|_x$$

Letting $x \in X$ vary, we construct a subscheme $\mathcal{N}_E \subset \text{End}_0(E) \otimes K_X$ over $X$ that we shall call the nilpotent cone bundle.

**Proposition 2.10.** If $\Phi : \mathcal{M} \to \mathcal{M}'$ is an isomorphism, and $E \in \mathcal{M}$ is a generic point whose image is $E' \in \mathcal{M}'$, then there is an isomorphism

$$\Phi_{\text{End}} : \text{End}_0(E) \otimes K_X \to \text{End}_0(E') \otimes K_X$$

of vector bundles over $X$ which preserves the nilpotent cone bundles, i.e., $\Phi_{\text{End}}(\mathcal{N}_E) = \mathcal{N}_{E'}$.

**Proof.** Let $E \in \mathcal{M}$ be a generic vector bundle. Consider the sub-bundle $\mathcal{E}$ of the trivial vector bundle $H^0(X, \text{End}_0(E) \otimes K_X) \times X \to X$ whose fiber over each point $x \in X$ is $H^0(X, \text{End}_0(E) \otimes K_X(-x))$. By [BGM13 Remark 2.3], for a generic vector bundle $E \in \mathcal{M}$ we have $H^0(X, \text{End}_0(E)(x)) = 0$ for every $x \in X$. Therefore,

$$H^1(X, \text{End}_0(E) \otimes K_X(-x)) = H^0(X, \text{End}_0(E)(x))^{\vee} = 0$$

and we have a short exact sequence

$$0 \to H^0(X, \text{End}_0(E) \otimes K_X(-x)) \to H^0(X, \text{End}_0(E) \otimes K_X) \to \text{End}_0(E) \otimes K_X|_x \to 0 .$$

Thus, we have a short exact sequence

$$0 \to \mathcal{E} \to H^0(X, \text{End}_0(E) \otimes K_X) \otimes \mathcal{O}_X \to \text{End}_0(E) \otimes K_X \to 0$$

Similarly, assuming that $E' = \Phi(E)$ is generic, let $\mathcal{E'}$ be the vector bundle fitting in the short exact sequence

$$0 \to \mathcal{E'} \to H^0(X, \text{End}_0(E') \otimes K_X) \otimes \mathcal{O}_X \to \text{End}_0(E') \otimes K_X \to 0 .$$
By Proposition 2.8 the isomorphism
\[ d(\Phi^{-1}) : H^0(X, \text{End}_0(E) \otimes K_X) \otimes \mathcal{O}_X \longrightarrow H^0(X, \text{End}_0(E') \otimes K_X) \otimes \mathcal{O}_X \]
sends the image of \( \mathcal{E} \) to \( \mathcal{E}' \), so it must induce an isomorphism \( \Phi_{\text{End}} \) on the quotients making the following diagram commute
\[
\begin{array}{c}
0 & \longrightarrow & \mathcal{E} & \longrightarrow & H^0(X, \text{End}_0(E) \otimes K_X) \otimes \mathcal{O}_X & \longrightarrow & \text{End}_0(E) \otimes K_X & \longrightarrow & 0 \\
\downarrow & & \downarrow & & d(\Phi^{-1}) & & \Phi_{\text{End}} & & \\
0 & \longrightarrow & \mathcal{E}' & \longrightarrow & H^0(X, \text{End}_0(E') \otimes K_X) \otimes \mathcal{O}_X & \longrightarrow & \text{End}_0(E') \otimes K_X & \longrightarrow & 0 
\end{array}
\]

Moreover, for generic \( E \in \mathcal{M} \), the preimage of the nilpotent cone \( N_{E,x} \) under the surjective map \( H^0(X, \text{End}_0(E) \otimes K_X) \longrightarrow \text{End}_0(E) \otimes K_X \) is
\[
N_{E,x} = \left\{ \psi \in H^0(X, \text{End}_0(E) \otimes K_X) \mid \forall i > 1 \ h_i(\psi) \in H^0(X, K_X^i(-x)) \right\}.
\]

Observe that, by Corollary 2.9, if \( E \) and \( E' = \Phi(E) \) are generic, then \( d(\Phi^{-1})(N_{E,x}) = N_{E',x} \). Therefore, we have \( \Phi_{\text{End}}(N_E) = N_{E'} \). \( \square \)

**Theorem 2.11.** Let \( X \) and \( X' \) be two smooth projective curves of genus \( g \geq 4 \) and \( g' \geq 4 \) respectively, and let \( \xi \) and \( \xi' \) be line bundles over \( X \) and \( X' \) respectively. Let \( \mathcal{U} \subset \mathcal{M}(X, r, \xi) \) and \( \mathcal{U}' \subset \mathcal{M}(X', r', \xi') \) be Zariski open subsets such that
\[
\text{codim}(\mathcal{M}(X, r, \xi) \setminus \mathcal{U}, \mathcal{M}(X, r, \xi)) \geq 2 \quad \text{and} \quad \text{codim}(\mathcal{M}(X', r', \xi') \setminus \mathcal{U}', \mathcal{M}(X', r', \xi')) \geq 2.
\]

If \( \Phi : \mathcal{U} \sim \mathcal{U}' \) is an isomorphism, then
\[
(1) \ r = r', \\
(2) \ there \ exists \ an \ isomorphism \ \sigma : X' \sim X, \ and \\
(3) \ there \ exist \ a \ line \ bundle \ L \ over \ X \ and \ s \in \{ \pm 1 \} \ such \ that \ \Phi(E) \cong T_{\sigma,L,s}(E)
\]

for every \( E \in \mathcal{U} \).

**Proof.** By Proposition 2.2, we can assume that
\[
\mathcal{U} = \mathcal{M}(X, r, \xi) = \mathcal{M} \quad \text{and} \quad \mathcal{U}' = \mathcal{M}(X', r', \xi') = \mathcal{M}'.
\]

By the Torelli theorem [KP95, BGM13], \( r = r' \) and \( X \cong X' \). Let \( W \) and \( W' \) be the respective Hitchin spaces for \( \mathcal{M} \) and \( \mathcal{M}' \), and let us denote by \( \mathcal{D} \subset W \) and \( \mathcal{D}' \subset W' \) the divisors corresponding to singular spectral curves. Earlier in this section, it was shown that the isomorphism \( \Phi \) induces a \( \mathbb{C}^* \)-equivariant isomorphism
\[
f : W \cong \text{Spec}(H^0(T^*\mathcal{M}, \mathcal{O})) \sim \text{Spec}(H^0(T^*\mathcal{M}', \mathcal{O})) \cong W'
\]
such that the following diagram commutes
\[
\begin{array}{ccc}
T^*\mathcal{M} & \xrightarrow{d(\Phi^{-1})} & T^*\mathcal{M}' \\
H \downarrow & & \downarrow H' \\
W & \xrightarrow{f} & W'
\end{array}
\]
and $f(D) = D'$. Moreover, as $f$ is $C^*$-equivariant, it must preserve the subspace of maximum decay, so $f(W_r) = W'_r$. As a consequence of Proposition 2.5, $f|_{W_r}$ induces an isomorphism $\sigma : X \rightarrow X'$. Substituting $\Phi$ by $\mathcal{T}_{\sigma, \mathcal{O}_X, 1} \circ \Phi$, we reduce the proof of the theorem to the case where $X = X'$ and $\sigma = \text{Id}$.

Now, we can apply Lemma 2.6 to conclude that there exist linear automorphisms $f_i : W_i \rightarrow W_i$ such that the following diagram commutes

\[
\begin{array}{ccc}
W & \xrightarrow{f} & W \\
\pi_i & \downarrow & \pi_i \\
W_i & \xrightarrow{f_i} & W_i
\end{array}
\]

for every $i > 1$. Moreover, by Lemma 2.7 for each $x \in X$ and every $i > 1$, the map $f_i$ preserves the hyperplane $H^0(X, K_X(-x)) \subset W_i$. Let us consider the open nonempty subset $U \subset \mathcal{M}$ consisting of generic stable vector bundles $E \in \mathcal{M}$ such that $\Phi(E) \in \mathcal{M}'$ is also generic and stable. Let $U' = \Phi(U)$. By Proposition 2.10 the map

\[
d(\Phi^{-1}) : T^*_E \mathcal{M} \cong H^0(X, \text{End}_0(E) \otimes K_X) \rightarrow T^*_{E'} \mathcal{M}' \cong H^0(X, \text{End}_0(E') \otimes K_X)
\]

induces an isomorphism of nilpotent cone bundles over $X$

\[
\begin{array}{ccc}
N_E & \xrightarrow{\Phi} & N_{E'} \\
\downarrow & & \downarrow \\
X & = & X
\end{array}
\]

By [BGM13, Lemma 5.2], this isomorphism induces an isomorphism of the flag bundles associated to $E$ and $E'$

\[
\begin{array}{ccc}
\text{Fl}(E) & \xrightarrow{\Phi} & \text{Fl}(E') \\
\downarrow & & \downarrow \\
X & = & X
\end{array}
\]

The isomorphism induced between the global vertical fields of both flag bundles corresponds to an isomorphism of the Lie algebra bundles

\[
\begin{array}{ccc}
\text{End}_0(E) & \xrightarrow{\Phi} & \text{End}_0(E') \\
\downarrow & & \downarrow \\
X & = & X
\end{array}
\]

By [BGM13, Lemma 5.4], if $\text{End}_0(E)$ and $\text{End}_0(E')$ are isomorphic as Lie algebra bundles, then there exist a line bundle $L$ over $X$ and $s \in \{\pm 1\}$ such that

\[
E' = \mathcal{T}_{\text{Id}, L, s}(E). \tag{2.2}
\]

Therefore, we have shown that for each $E \in U$ there exist $L$ and $s$ such that $\mathcal{T}_{\text{Id}, L, s}^{-1} \circ \Phi(E) = E$. We need to prove that there exists a pair $(L, s)$ such that

\[
\Phi(E) = \mathcal{T}_{\text{Id}, L, s}(E)
\]

for every $E \in \mathcal{M}$. Observe that taking determinant of both sides of (2.2) we obtain that

\[
\xi' \cong (\xi \otimes L')^s.
\]
Let
\[ T_{ξ,ξ'} = \{(L, s) \mid L ∈ \text{Pic}(X), s ∈ \{±1\}, ξ' ∼ (ξ ⊗ L^*)^s \}. \]

Then, we have shown that for every \( E ∈ U \), there exists \( (L, s) ∈ T_{ξ,ξ'} \) such that \( E ∈ \text{Fix}(T_{id,L,s}^{-1} \circ φ) \). In particular, we have proved that
\[ U = \bigcup_{(L,s)∈T_{ξ,ξ'}} \text{Fix}(T_{id,L,s}^{-1} \circ φ) ∩ U. \]

The \( r \)-torsion part of the Jacobian of \( X \) is finite, so the set \( T_{ξ,ξ'} \) is finite. The set of fixed points of an automorphism is closed and \( T_{ξ,ξ'} \) is finite, so \( U \) is a finite union of closed subsets. As \( M \) is irreducible, the open subset \( U \) is also irreducible, so there exists \( (L, s) ∈ T_{ξ,ξ'} \) such that \( U = \text{Fix}(T_{id,L,s}^{-1} \circ φ) \).

Therefore, \( φ(E) = T_{id,L,s}(E) \) for every \( E ∈ U \). As \( T_{id,L,s} \) clearly extends to entire \( M \), and \( U \) is dense in \( M \), the proof of the theorem is complete. □

**Corollary 2.12.** Let \( X \) and \( X' \) be smooth projective curves of genus at least 4. Then the following are equivalent

1. The moduli spaces \( M(X, r, ξ) \) and \( M(X', r', ξ') \) are 2-birational.
2. The moduli spaces \( M(X, r, ξ) \) and \( M(X', r', ξ') \) are isomorphic.
3. The curves \( X \) and \( X' \) are isomorphic, \( r = r' \) and \( \deg(ξ') ≡ ±\deg(ξ) \pmod{r} \).

**Proof.** (1) and (2) are equivalent by Proposition 2.2. Let
\[ φ : M(X, r, ξ) → M(X', r', ξ') \]
be an isomorphism. By Theorem 2.11, if the moduli spaces are isomorphic, \( X ∼ X' \), \( r = r' \) and there exist an isomorphism \( σ : X → X' \), a line bundle \( L \) over \( X \) and \( s ∈ \{±1\} \) such that
\[ φ(E) = T_{σ,L,s}(E) \]
for every \( E ∈ M(X, r, ξ) \). Then, in particular, we must have \( ξ' = σ^*(ξ ⊗ L^*)^s \). Computing degrees we have \( \deg(ξ') = s(\deg(ξ) + r\deg(L)) \) so the desired relation is obtained.

On the other hand, suppose that \( X = X' \) and \( r = r' \). If
\[ \deg(ξ') ≡ s \deg(ξ) \pmod{r}, \]
with \( s ∈ \{±1\} \) then \( r \) divides \( \deg(ξ^r ⊗ ξ^{-s}) \), so there exists \( L ∈ \text{Pic}(X) \) such that \( L^r = ξ^r ⊗ ξ^{-s} \). Therefore, \( ξ' = ξ^s ⊗ L^r = (ξ ⊗ (L^s)^r)^s \) and, thus, we have an isomorphism \( T_{id,L,s} : M(X, r, ξ) → M(X, r, ξ') \).

3. **Moduli space of framed bundles**

Let \( X \) be a smooth complex projective curve. Fix a point \( x ∈ X \). A framed bundle on \( (X, x) \) is a pair \((E, α)\) consisting of a vector bundle \( E \) over \( X \) and a nonzero \( C \)-linear homomorphism
\[ α : E_x → C^r. \]

Given a real number \( τ > 0 \), we say that a framed bundle \((E, α)\) is \( τ \)-stable (respectively \( τ \)-semistable) if for all proper subbundles \( 0 ⊆ E' ⊆ E \)
\[ \frac{\deg(E') - \epsilon(E', α)τ}{\text{rank}(E')} < \frac{\deg(E) - τ}{\text{rank}(E)} \]
(respectively, \( ≤ \))
where
\[ \epsilon(E', \alpha) = \begin{cases} 
1 & \text{if } E'_x \not\subseteq \ker(\alpha) \\
0 & \text{if } E'_x \subseteq \ker(\alpha).
\end{cases} \]

In the general framework of framed modules introduced in [HL95a], a framed bundle is a framed module with respect to the reference sheaf \( O_x^{\oplus r} \). The stability condition for framed bundles described here coincides with the stability condition defined by Huybrechts and Lehn for framed modules. Fix a line bundle \( \xi \) on \( X \). Let \( \mathcal{F} = \mathcal{F}(X, x, r, \xi, \tau) \) be the moduli space of \( \tau \)-semistable framed bundles \((E, \alpha)\) on \((X, x)\) with \( \text{rank}(E) = r \geq 2 \) and \( \det(E) = \bigwedge^r E \cong \xi \); it is a complex projective variety [HL95a].

Given a fixed rank \( r \geq 2 \) and a degree \( d \), we say that a stability parameter \( \tau \) is generic if there do not exist integers \( d' \in \mathbb{Z} \) and \( 0 < r' < r \) such that \( rd' - r'd = -r'\tau \) or \( rd' - r'd = (r - r')\tau \).

By definition, given a fixed determinant \( \xi \) of degree \( d \), if \( \tau \) is a generic stability parameter, then there exists no strictly semistable framed bundle in \( \mathcal{F}(X, x, r, \xi, \tau) \). In particular, by [HL95a, Theorem 4.1] and the computation in [BGM10, Lemma 1.3] this implies that \( \mathcal{F}(X, x, r, \xi, \tau) \) is smooth. Moreover, by [HL95a, Theorem 0.1], the moduli space \( \mathcal{F}(X, x, r, \xi, \tau) \) is fine, i.e., it admits a Poincaré family.

Let
\[ \mathcal{F}^{\text{ss-vb}} = \mathcal{F}^{\text{ss-vb}}(X, x, r, \xi, \tau) \]

be the open subset consisting of pairs \((E, \alpha)\) such that the vector bundle \( E \) is semistable. Similarly, let
\[ \mathcal{F}^{\text{vb}} = \mathcal{F}^{\text{vb}}(X, x, r, \xi, \tau) \]

be the subset of pairs \((E, \alpha)\) such that \( E \) is stable. Then there is a forgetful map
\[ f : \mathcal{F}^{\text{ss-vb}} \longrightarrow \mathcal{M} \]

\[ (E, \alpha) \longmapsto E. \]

**Proposition 3.1.** Let \( E \) be a semistable vector bundle, and let
\[ \alpha : E|_x \longrightarrow \mathbb{C}^r \]

be an isomorphism. Then \((E, \alpha)\) is \( \tau \)-stable for every \( \tau > 0 \).

**Proof.** If \( \alpha \) is an isomorphism, then for every subbundle \( E' \subsetneq E \), we have \( \alpha|_{E'} \neq 0 \), so \( \epsilon(E', \alpha) = 1 \). Now as \( \text{rank}(E') < \text{rank}(E) \) and \( \tau > 0 \), we have
\[ \frac{-\epsilon(E', \alpha)\tau}{\text{rank}(E')} = \frac{-\tau}{\text{rank}(E')} < \frac{-\tau}{\text{rank}(E)} \]

so if \( E \) is semistable, then
\[ \frac{\text{degree}(E')}{\text{rank}(E')} - \frac{-\epsilon(E', \alpha)\tau}{\text{rank}(E')} < \frac{\text{degree}(E)}{\text{rank}(E)} - \frac{\tau}{\text{rank}(E)} \]

for every \( E' \subsetneq E \). \( \square \)

**Corollary 3.2.** The forgetful map \( f : \mathcal{F}^{\text{ss-vb}} \longrightarrow \mathcal{M} \) is surjective and its restriction to \( f^{-1}(\mathcal{M}^s) \) has equidimensional fibers.
Proof. Surjectivity is a direct consequence of Proposition 3.1. Moreover, for each $E \in \mathcal{M}$, the preimage $f^{-1}(E)$ can be clearly identified with a subset of $\mathbb{P}(\text{Hom}(E|_x, \mathcal{C}^r))$. As $\tau$-stability is an open condition, it follows that
\[
\dim(f^{-1}(E)) = \dim(\mathbb{P}(\text{Hom}(E|_x, \mathcal{C}^r))) = r^2 - 1.
\]

For every subset $\mathcal{U} \subset \mathcal{M}$, let us denote $F_{\mathcal{U}} = f^{-1}(\mathcal{U})$. By Corollary 3.2 and Proposition 3.1, if $\mathcal{U} \subset \mathcal{M}_s$ and $E \in \mathcal{U}$, then $f^{-1}(E)$ can be identified with a subset of $\mathbb{P}(\text{Hom}(E|_x, \mathcal{C}^r))$ that contains $P(\text{Iso}(E|_x, \mathcal{C}^r))$. Let $F_{\mathcal{U}}^0$ be the subset of $F_{\mathcal{U}}$ consisting of pairs $(E, \alpha)$ such that $\alpha$ is an isomorphism. Clearly, it is a $\text{PGL}_r(\mathbb{C})$-bundle on $\mathcal{U}$.

We shall compute the codimension of the complement of certain relevant open subsets.

Lemma 3.3. Let $k > 0$ be an integer, and let $\tau$ be a generic stability parameter. If $(r - 1)(g - 2) + g + 1 \geq k$, then the codimension of the closed subset $F \setminus F^0_s$ in $F$ is at least $k$. In particular, if $g \geq 4$, the space has codimension at least 2 for every rank.

Proof. Let $(E, \alpha)$ be a $\tau$-stable framed bundle such that $E$ is not stable. Let $d = \text{deg}(E)$, $r = \text{rank}(E)$. Then there exists a subbundle $F \subset E$ with rank $\text{rank}(F) = r'$ and degree $\text{deg}(F) = d'$ such that
\[
\frac{\text{deg}(F)}{\text{rank}(F)} \geq \frac{\text{deg}(E)}{\text{rank}(E)}
\]
or, equivalently
\[
d'r - d'r' \geq 0
\]
in particular, $\alpha|_F \neq 0$, as otherwise $(E, \alpha)$ would be $\tau$-unstable. Therefore, we have $\epsilon(F, \alpha) = 1$, so, as $\tau$ is generic,
\[
\frac{d' - \tau}{r'} < \frac{d - \tau}{r}
\]
and we have
\[
0 \leq d'r - d'r' < (r - r')\tau.
\]

From the codimension estimation in [Bh99, p. 247–248] it follows that the locus of all $\tau$-stable framed bundles such that underlying vector bundle is not semistable has codimension at least $(r - 1)(g - 2) + g + 1$ in $F$. The estimation in [Bh99, p. 247–248] is for a Harder–Narasimhan filtration of fixed type, but there are only finitely many Harder–Narasimhan filtrations that occur in a given bounded family. Therefore, we may assume that $E$ and $F$ are semistable with
\[
\frac{\text{deg}(F)}{\text{rank}(F)} = \frac{\text{deg}(E)}{\text{rank}(E)}.
\]

Then $E$ fits in a short exact sequence
\[
0 \longrightarrow F \longrightarrow E \longrightarrow Q \longrightarrow 0
\]
where $Q$ is also semistable. Let $d'' = \text{deg}(Q) = d - d'$, $r'' = \text{rank}(Q) = r - r'$. Then from the previous discussion it follows that
\[
d'r'' - d''r' = 0
\]
Let us compute the dimension of the space $Z$ of all possible vector bundles $E$ with rank $r$ and determinant $\xi$ that can be generated as extensions of semistable bundles $F$ and $Q$
with the given rank and degree restrictions. Given fixed $F$ and $Q$, the space of possible vector bundles resulting from extensions has dimension
\[
\dim H^1(X, \text{Hom}(Q, F)) - 1 = \dim H^0(X, F^\vee \otimes Q \otimes K_X) - 1.
\]
As $F$ and $Q$ are semistable, so is $F^\vee \otimes Q \otimes K_X$. As $g \geq 2$, then
\[
\deg(F^\vee \otimes Q \otimes K_X) = r'r''(2g - 2) - d'r'' + d''r' = r'r''(2g - 2)
\]
So we have that for $g \geq 2$
\[
0 \leq \frac{\deg(F^\vee \otimes Q \otimes K_X)}{\text{rank}(F^\vee \otimes Q \otimes K_X)} = 2g - 2
\]
and, from Clifford’s inequality \cite[Theorem 2.1]{BPGN97}, we know that
\[
\dim(h^0(F^\vee \otimes Q \otimes K_X)) \leq \text{rank}(F^\vee \otimes Q \otimes K_X) + \frac{\deg(F^\vee \otimes Q \otimes K_X)}{2} = r'r'' + \frac{r'r''(2g - 2)}{2} = r'r''g.
\]
We know that $F \in \mathcal{M}(X, r', d')$ and $Q \in \mathcal{M}(X, r'', d'')$ and we need to impose the extra condition that $\deg(E) = \xi$, so
\[
\dim(Z) \leq \max_{0 < r' < r} \{\dim(\mathcal{M}(X, r', d')) + \dim(\mathcal{M}(X, r'', d'')) + r'r''g - 1 - g\}
\]
\[
= \max_{0 < r' < r} \{(r')^2(g - 1) + 1 + (r'')^2(g - 1) + 1 + r'r''g - 1 - g\}.
\]
Observe that for each $E \in Z$ the space of possible $\alpha : E|_x \rightarrow \mathbb{C}^r$ has dimension $r^2 - 1$, so
\[
\dim(\mathcal{F}\setminus\mathcal{F}_{\text{ss-vb}}) \leq \dim(Z) + r^2 - 1.
\]
Therefore,
\[
\dim(\mathcal{F}) - \dim(\mathcal{F}\setminus\mathcal{F}_{\text{ss-vb}}) \geq (r^2 - 1)g - \dim(Z) - r^2 + 1
\]
\[
= \min_{0 < r' < r} \{r'r''(g - 2)\} = (r - 1)(g - 2).
\]
The genus condition in the statement of the lemma implies that
\[
(r - 1)(g - 2) \geq k,
\]
so we obtain the desired bound on codimension. \hfill \Box

**Corollary 3.4.** Let $k > 0$ be an integer, and let $\tau$ be a generic stability parameter. Let $\mathcal{U} \subset \mathcal{M}^s$ be an open subset such that $\text{codim}(\mathcal{M}^s\setminus\mathcal{U}, \mathcal{M}^s) \geq k$. If $(r-1)(g-2)+g+1 \geq k$, then
\[
\text{codim}(\mathcal{F}\setminus\mathcal{F}_\mathcal{U}, \mathcal{F}) \geq k.
\]
In particular, if $g \geq 2$ then for every open subset $\mathcal{U} \subset \mathcal{M}^s$ whose complement has codimension at least 2, the complement of $\mathcal{F}_\mathcal{U}$ has codimension at least 2.

**Proof.** By Lemma 3.3 $\text{codim}(\mathcal{F}\setminus\mathcal{F}_{\text{ss-vb}}, \mathcal{F}) \geq k$, so it is enough to prove that
\[
\text{codim}(\mathcal{F}_{\text{ss-vb}}\setminus\mathcal{F}_\mathcal{U}, \mathcal{F}_{\text{ss-vb}}) \geq k.
\]
By Corollary 3.2 the forgetful map is equidimensional, so
\[
\text{codim}(\mathcal{F}_{\text{ss-vb}}\setminus\mathcal{F}_\mathcal{U}, \mathcal{F}_{\text{ss-vb}}) = \text{codim}(\mathcal{M}^s\setminus\mathcal{U}, \mathcal{M}^s) \geq k.
\]
Lemma 3.5. If $g \geq \max\{1 + \frac{r+k-1}{r-1}, 2 + \frac{k}{r-1}\}$, then there exists an open subset $U \subset M^s$ such that

1. $\text{codim}(M \setminus U, M) \geq k$
2. $\text{codim}(F \setminus F_U, F) \geq k$
3. For each $E \in U$,
   $$\text{codim}(\mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) \setminus f^{-1}(E), \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r))) \geq 2.$$ 

In particular, for $g \geq \max\{2 + \tau, 4\}$ the considered spaces have codimension at least two for any rank.

Proof. Property (2) follows from (1) by Corollary 3.4, so it is enough to construct a subset that satisfies (1) and (3). Let

$$Z = \left\{ E \in M^s | \exists L \subset E \deg(L) > \frac{\deg(E) - \tau}{\text{rank}(E)} \right\}.$$ 

Take $E \in M^s \setminus Z$ and let $\alpha : E|_x \to \mathbb{C}^r$ be any nonzero map.

If $\alpha$ is an isomorphism, then $(E, \alpha)$ is $\tau$-stable by Proposition 3.1, so $(E, \alpha) \in f^{-1}(E)$.

Suppose that $\dim \ker(\alpha) = 1$, and let $E' \subset E$ be any subbundle. As $\dim \ker(\alpha) = 1$ and $E'$ is saturated, if $\text{rank}(E') > 1$, then we have $\epsilon(E', \alpha) = 1$, so

$$\frac{\deg(E') - \epsilon(E', \alpha)\tau}{\text{rank}(E')} = \frac{\deg(E') - \tau}{\text{rank}(E')} < \frac{\deg(E) - \tau}{\text{rank}(E)},$$

because $\tau > 0$, $\text{rank}(E') < \text{rank}(E)$ and $\frac{\deg(E')}{\text{rank}(E')} < \frac{\deg(E)}{\text{rank}(E)}$ by stability of $E$. On the other hand, if $\text{rank}(E') = 1$, then

$$\frac{\deg(E') - \epsilon(E', \alpha)\tau}{\text{rank}(E')} = \deg(E') - \epsilon(E', \alpha)\tau \leq \deg(E') \leq \frac{\deg(E) - \tau}{\text{rank}(E)},$$

because $E \notin Z$. Therefore, $(E, \alpha)$ is $\tau$-semistable and, as $\tau$ is generic, $(E, \alpha) \in f^{-1}(E)$.

Therefore, $\{\alpha \in \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) | \text{rank}(\alpha) \geq r - 1\} \subseteq f^{-1}(E)$.

As $\text{codim}(\{\alpha \in \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) | \text{rank}(\alpha) \leq r - 2\})$ is 4 for $r > 2$, and it is 3 for $r = 2$, we conclude that condition (3) holds for any $E \in M \setminus Z$.

Take $U = M^s \setminus Z$. Let us prove that $\text{codim}(M \setminus U, M) \geq k$. By \cite{BGM10}, Lemma 2.3, \text{codim}(M \setminus M^s, M) \geq (r - 1)(g - 1)$, so the given bound on genus implies that $\text{codim}(M \setminus M^s, M) \geq k$. Therefore, it is enough to prove that $\text{codim}(Z, M) \geq k$. Let $E \in Z$. Then $E$ fits in a short exact sequence

$$0 \to L \to E \to Q \to 0$$

where $L$ is a line bundle of degree $d'$ and $Q$ is a rank $r - 1$ bundle of degree $d'' = \deg(E) - d'$ such that

$$\frac{\deg(E) - \tau}{\text{rank}(E)} < d' < \frac{\deg(E)}{r} < \frac{d''}{r - 1}$$

or, equivalently

$$0 < \deg(E) - rd' < \tau$$

Moreover, generically, we can choose $Q$ to be stable.
The space of possible line bundles $L$ has dimension $g$ and the space of choices for $Q$ has dimension $(r-1)^2(g-1) + 1$. Given fixed $L$ and $Q$, the space of vector bundles $E$ fitting in the previous short exact sequence has dimension $\dim H^1(\text{Hom}(Q, L)) - 1$. If we take into account that $E$ has to have fixed determinant $\xi$ in order to belong to $\mathcal{M}(X, r, \xi)$, then this dimension drops to $\dim(H^1(\text{Hom}(Q, L))) - 1 - g$. Observe that for stable $Q$, as $\deg(L) < \frac{\deg(Q)}{\text{rank}(Q)}$, we have $H^0(\text{Hom}(Q, L)) = 0$, so

$$\dim(H^1(\text{Hom}(Q, L))) = -\chi(\text{Hom}(Q, L)) = d'' - (r - 1)d' + (r - 1)(g - 1) = \deg(E) - rd' + (r - 1)(g - 1).$$

Therefore

$$\dim(\mathcal{Z}) = \max_{\deg(E) = \tau < d' < \deg(E)} \{g + (r - 1)^2(g - 1) + 1 + \deg(E) - rd' + (r - 1)(g - 1) - 1 - g\} = \max_{\deg(E) = \tau < d' < \deg(E)} \{r(r - 1)(g - 1) + \deg(E) - rd'\} < r(r - 1)(g - 1) + \tau.$$

So

$$\dim(\mathcal{M}) - \dim(\mathcal{Z}) > (r^2 - 1)(g - 1) - r(r - 1)(g - 1) - \tau = (r - 1)(g - 1) - \tau.$$

The genus condition in the statement of the theorem implies that $(r - 1)(g - 1) - \tau \geq k - 1$, so $\text{codim}(\mathcal{Z}) \geq k$. \hfill \Box

4. The $\text{PGL}_r(\mathbb{C})$-action and Torelli theorem

Make $\text{PGL}_r(\mathbb{C})$ act on $\mathcal{F}$ by composition with the framing $\alpha$. Given a matrix $[G] \in \text{PGL}_r(\mathbb{C})$, where $G \in \text{GL}_r(\mathbb{C})$ is any representative of the projective class, the automorphism $G : \mathbb{C}^r \to \mathbb{C}^r$ produces the self-map

$$(E, \alpha) \mapsto (E, G \circ \alpha)$$

of framed bundles. Since for every subbundle $E' \subset E$ we have

$$\epsilon(E', \alpha) = \epsilon(E', G \circ \alpha)$$

this action preserves the (semi)stability condition and it is a well defined map $\Psi_{[G]} : \mathcal{F} \to \mathcal{F}$, giving rise to an effective action $\text{PGL}_r(\mathbb{C}) \times \mathcal{F} \to \mathcal{F}$ (see [BGM10, Lemma 2.6] for more details). The forgetful map $\mathcal{F}^{\text{ses-vb}} \to \mathcal{M}$ is evidently $\text{PGL}_r(\mathbb{C})$-invariant.

We shall prove that this action is essentially the unique possible effective action of $\text{PGL}_r(\mathbb{C})$ on $\mathcal{F}$ and that the quotient $\mathcal{F} // \text{PGL}_r(\mathbb{C})$ is an extension of the forgetful map. Moreover, we shall prove that every isomorphism between moduli spaces of framed bundles $\mathcal{F} \to \mathcal{F}'$ can be factored as a composition of a map of the form $\Psi_{[G]}$ with a $\text{PGL}_r(\mathbb{C})$-equivariant isomorphism.

Lemma 4.1. If $g \geq \max\{2 + \tau, 4\}$, then the $\text{PGL}_r(\mathbb{C})$-action on $\mathcal{F}$ induces an isomorphism $H^0(\mathcal{F}, T_\mathcal{F}) \cong \text{pgl}_r(\mathbb{C})$.

Proof. We will proceed following the ideas of [BGM10, Lemma 2.7, Lemma 2.8 and Corollary 2.9]. Let $\mathcal{U}$ be the open subset of $\mathcal{M}^*$ given by Lemma 3.5. Let $f_\mathcal{U} : \mathcal{F}_\mathcal{U} \to \mathcal{U}$ be
the restriction of the forgetful map, and let $T_{f_u} \subset T_{u}$ be the relative tangent sheaf for the map $f_u$, i.e., it is the kernel of the differential
\[ df_u : T_{u} \rightarrow f_u^* T_u. \]
Observe that the forgetful map $f_u : F_u \rightarrow M_u$ is PGL$_r(\mathbb{C})$-invariant with respect to the previous action, so it induces a homomorphism of Lie algebras
\[ a : \mathfrak{pgl}_r(\mathbb{C}) \rightarrow H^0(F_u, T_{f_u}). \tag{4.1} \]

The action of PGL$_r(\mathbb{C})$ on the set $F^0_u$ of framed bundles with invertible framing is free, so the composition
\[ \mathfrak{pgl}_r(\mathbb{C}) \rightarrow H^0(F_u, T_{f_u}) \rightarrow H^0(F^0_u, T_{f_u}|_{F^0_u}) \]
is injective. Therefore, $a$ is injective.

We will prove that the map $a$ in (4.1) is an isomorphism. For that it suffices to show that $\dim H^0(F_u, T_{f_u}) = \dim \mathfrak{pgl}_r(\mathbb{C}) = r^2 - 1$.

Let
\[ \pi : \mathbb{P}_{M^r,x} \rightarrow M^s \]
be the projective bundle over $M$ whose fiber over any $E$ is $\mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r))$, and let $\mathbb{P}_u$ be its restriction to $U$. By the choice of $U$, we have a commutative diagram
\[
\begin{array}{ccc}
F_u & \xrightarrow{f_u} & \mathbb{P}_u \\
\pi_u \downarrow & & \downarrow \pi \\
U & \xrightarrow{\pi} & M^s
\end{array}
\]
Clearly, the PGL$_r(\mathbb{C})$ action on $F$ extends to $\mathbb{P}_u$, and the above map $\pi_u$ is PGL$_r(\mathbb{C})$-invariant, so the map
\[ a : \mathfrak{pgl}_r(\mathbb{C}) \rightarrow H^0(F_u, T_{f_u}) \]
factors through the map $H^0(\mathbb{P}_u, T_{\pi_u}) \rightarrow H^0(F_u, T_{f_u})$. As the codimension of the complement of $F_u$ in $\mathbb{P}_u$ is at least 2 and $\mathbb{P}_u$ is smooth,
\[ H^0(F_u, T_{f_u}) \cong H^0(F_u, T_{\pi_u}) = H^0(\mathbb{P}_u, T_{\pi_u}), \]
so it is enough to prove that
\[ \dim(H^0(\mathbb{P}_u, T_{\pi_u})) = r^2 - 1. \tag{4.2} \]

Once again, the complement of $U$ in $M^s$ has codimension at least 2, and the map $\pi$ is equidimensional, so the complement of $\mathbb{P}_u$ in $\mathbb{P}_{M^r,x}$ has codimension at least 2. As the latter is smooth, we obtain that
\[ H^0(\mathbb{P}_u, T_{\pi_u}) \cong H^0(\mathbb{P}_u, T_{\pi}) = H^0(\mathbb{P}_{M^r,x}, T_{\pi}). \]
By [BGM10] Lemma 2.7 we have $\dim H^0(\mathbb{P}_{M^r,x}, T_{\pi}) = r^2 - 1$. Since (4.2) is proved, we conclude that the map $a$ in (4.1) is an isomorphism.

Since the fibers of the map $f_u$ are open subsets of codimension at least 2 of projective spaces, we have
\[ H^0(F_u, f_u^* T_u) = H^0(U, T_u). \]
Moreover, as the complement of $U$ in $M^s$ has codimension at least 2 and $M^s$ is smooth, we have
\[ H^0(U, T_u) \cong H^0(U, T_{M^r}) = H^0(M^s, T_{M^r}). \]
Then, the proof of [Hi87b, Theorem 6.2] implies that $H^0(\mathcal{M}^*, T_{\mathcal{M}^*}) = 0$ (the proof was originally stated in rank two, but works in any rank. In the coprime case this was first proven in [NR75]). On the other hand, we have the short exact sequence

$$0 \longrightarrow H^0(\mathcal{F}_{\mathcal{U}}, T_{\mathcal{F}_{\mathcal{U}}}) \longrightarrow H^0(\mathcal{F}_{\mathcal{U}}, T_{\mathcal{F}_{\mathcal{U}}}) \longrightarrow H^0(\mathcal{F}_{\mathcal{U}}, f^*_0T_{\mathcal{U}}) = 0,$$

so $\text{pgl}_r(\mathbb{C}) \cong H^0(\mathcal{F}_{\mathcal{U}}, F_{\mathcal{U}}) = H^0(\mathcal{F}_{\mathcal{U}}, T_{\mathcal{F}_{\mathcal{U}}})$. Finally, as the complement of $\mathcal{F}_{\mathcal{U}}$ in $\mathcal{F}$ has codimension at least 2 and $\mathcal{F}$ is smooth, we have

$$H^0(\mathcal{F}_{\mathcal{U}}, T_{\mathcal{F}_{\mathcal{U}}}) \cong H^0(\mathcal{F}_{\mathcal{U}}, T_{\mathcal{F}}) = H^0(\mathcal{F}, T_{\mathcal{F}}).$$

This completes the proof of the lemma. \hfill $\square$

**Proposition 4.2.** Let $X$ be a curve of genus $g \geq \max\{2 + \tau, 4\}$. Then the above action $\Psi$ of $\text{PGL}_r(\mathbb{C})$ on $\mathcal{F}$ is the unique effective action of $\text{PGL}_r(\mathbb{C})$ on $\mathcal{F}$ up to a group automorphism of $\text{PGL}_r(\mathbb{C})$.

**Proof.** The proof is completely analogous to that of [BGM10, Proposition 2.5]. Any effective $\text{PGL}_r(\mathbb{C})$ action induces an injection $i : \text{pgl}_r(\mathbb{C}) \hookrightarrow H^0(\mathcal{F}, T_{\mathcal{F}})$. By Lemma 4.1, $\dim H^0(\mathcal{F}, T_{\mathcal{F}}) = r^2 - 1 = \dim \text{pgl}_r(\mathbb{C})$, so $i$ is an isomorphism. Let $j : \text{pgl}_r(\mathbb{C}) \cong H^0(\mathcal{F}, T_{\mathcal{F}})$ be the isomorphism of Lie algebras induced by a second effective action. Then $i \circ j^{-1}$ is an automorphism of $\text{pgl}_r(\mathbb{C})$ which comes from an automorphism of the group $\text{PGL}_r(\mathbb{C})$. \hfill $\square$

**Lemma 4.3.** Assume that $g \geq \max\{2 + \tau, 4\}$. Then there is a short exact sequence

$$1 \longrightarrow \text{Pic}(\mathcal{M}) \longrightarrow \text{Pic}(\mathcal{F}) \longrightarrow \mathbb{Z} \longrightarrow 1,$$

where the homomorphism $\text{Pic}(\mathcal{M}) \longrightarrow \text{Pic}(\mathcal{F})$ is the extension of pullback of line bundles from $\mathcal{M}$, and the second homomorphism is the restriction to a generic fiber of the forgetful map $f : \mathcal{F}_{\text{ss-vb}} \longrightarrow \mathcal{M}$.

**Proof.** Let $\mathcal{U}$ be the open subset given by Lemma 3.5. As the codimension of the complement of $\mathcal{F}_{\mathcal{U}}$ in $\mathcal{F}$ is at least 2, we have $\text{Pic}(\mathcal{F}_{\mathcal{U}}) = \text{Pic}(\mathcal{F})$. For each $E \in \mathcal{F}_{\mathcal{U}}$, the fiber $f^{-1}(E)$ can be identified with a subset of $\mathbb{P}(\text{Hom}(E|_{x}, \mathbb{C}^r))$ whose complement has codimension at least 2, so we have a short exact sequence

$$1 \longrightarrow \text{Pic}(\mathcal{U}) \longrightarrow \text{Pic}(\mathcal{F}_{\mathcal{U}}) \longrightarrow \mathbb{Z} \longrightarrow 1.$$

The codimension of the complement of $\mathcal{U}$ in $\mathcal{M}$ is at least 2 and $\mathcal{M}$ is normal, so

$$\text{Pic}(\mathcal{U}) = \text{Pic}(\mathcal{M}^*) = \text{Pic}(\mathcal{M}) \cong \mathbb{Z}.$$

As $\mathcal{F}$ is smooth and the complement of $\mathcal{F}_{\mathcal{U}}$ in $\mathcal{F}$ is of codimension at least two, we have $\text{Pic}(\mathcal{F}_{\mathcal{U}}) = \text{Pic}(\mathcal{F})$, and the pullback map induces a homomorphism

$$\text{Pic}(\mathcal{M}) \longrightarrow \text{Pic}(\mathcal{F}_{\mathcal{U}}) = \text{Pic}(\mathcal{F}),$$

so we obtain the desired short exact sequence. \hfill $\square$

**Lemma 4.4.** Assume that $g \geq \max\{2 + \tau, 4\}$. A point $(E, \alpha) \in \mathcal{F}_{\text{ss-vb}}$ is $\text{PGL}_r(\mathbb{C})$-semistable with respect to any linearized polarization if and only if $\alpha$ is an isomorphism.

**Proof.** The proof is completely analogous to that of [BGM10, Lemma 3.2] after using Lemma 4.3 instead of [BGM10, Lemma 3.1]. \hfill $\square$
Lemma 4.5. Let $X$ and $X'$ be smooth curves of genus $g$ and $g'$ respectively, and let $\tau$ and $\tau'$ be positive generic stability parameters such that $g \geq \max\{2 + \tau, 4\}$ and $g' \geq \max\{2 + \tau, 4\}$. Let $x \in X$ and $x' \in X'$ be marked points, and let $\xi$ and $\xi'$ be line bundles over $X$ and $X'$ respectively. Let $F = F(X, x, r, \xi, \tau)$ and $F' = F(X', x', r', \xi', \tau')$, and assume that there is an isomorphism

$$\Psi : F \sim F'.$$

Let $\mathcal{M} = \mathcal{M}(X, r, \xi)$ and $\mathcal{M}' = \mathcal{M}(X', r', \xi')$. Then $r = r'$, $g = g'$ and there exist open subsets $U \subset \mathcal{M}^s$ and $U' \subset (\mathcal{M}')^s$ such that

1. $\text{codim}(\mathcal{M} \setminus U, \mathcal{M}) \geq 2$ and $\text{codim}(\mathcal{M}' \setminus U', \mathcal{M}') \geq 2$,
2. $\text{codim}(F \setminus F_U, F) \geq 2$ and $\text{codim}(F' \setminus F_{U'}, F') \geq 2$, and
3. for each $E \in U$ and each $E' \in U'$

$$\text{codim}(\mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) \setminus f^{-1}(E), \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r))) \geq 2$$

$$\text{codim}(\mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r)) \setminus f^{-1}(E'), \mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r))) \geq 2;$$

moreover, there is an isomorphism $\mathcal{T} : U \sim \mathcal{U}'$ such that the following diagram commutes

$$
\begin{array}{ccc}
F & \xrightarrow{\Psi} & F' \\
\downarrow & & \downarrow \\
F_U & \xrightarrow{\Psi_U} & F_{U'} \\
\downarrow & & \downarrow \\
U & \xrightarrow{\tau} & U'
\end{array}
$$

Proof. By Lemma 4.4

$$r^2 - 1 = \dim(H^0(F, T_F)) = \dim H^0(F', T_{F'}) = (r')^2 - 1,$$

so $r = r'$. Moreover

$$(r^2 - 1)g = \dim(F) = \dim(F') = ((r')^2 - 1)g' = (r^2 - 1)g'$$

so $g = g'$. Let us fix once and for all a linearized polarization of the $\text{PGL}_{g'}(\mathbb{C})$-action on $F$. The pullback of it by $\Psi^{-1}$ gives a linearized polarization on the $\text{PGL}_{g'}(\mathbb{C})$-action on $F'$. Taking the GIT quotient with respect to those polarizations we obtain a map

$$\mathcal{T} : F//\text{PGL}_{g'}(\mathbb{C}) \sim F'//\text{PGL}_{g'}(\mathbb{C})$$

such that the following diagram commutes

$$
\begin{array}{ccc}
F & \xrightarrow{\Psi} & F' \\
\downarrow & & \downarrow \\
F_{\text{ss-GIT}} & \xrightarrow{\Psi_U} & (F')_{\text{ss-GIT}} \\
\downarrow & & \downarrow \\
F//\text{PGL}_{g'}(\mathbb{C}) & \xrightarrow{\mathcal{T}} & F'//\text{PGL}_{g'}(\mathbb{C})
\end{array}
$$

Since $f : F_{\text{ss-vb}} \rightarrow \mathcal{M}$ is $\text{PGL}_{g'}(\mathbb{C})$-invariant, the restriction to $F^* := F_{\text{ss-vb}} \cap F_{\text{ss-GIT}}$ factors as

$$F^* \rightarrow F^*/\text{PGL}_{g'}(\mathbb{C}) \xrightarrow{\bar{g}} \mathcal{M}.$$

Let us prove that $\bar{g}$ is an isomorphism. By Lemma 4.4, $F^*$ coincides with the set of framed bundles $(E, \alpha) \in F$ such that $E$ is semistable and $\alpha$ is an isomorphism. The open subset
$\mathcal{F}^0 := \mathcal{F}^{\text{ss-vb}} \cap \mathcal{F}^{\text{ss-GIT}}$ is a fibration over $\mathcal{M}^s$ whose fiber over each $E \in \mathcal{M}^s$ is isomorphic to $\mathbb{P}^{\text{Iso}(E)}_s$. Moreover, we chose $\mathcal{M}$ is normal, so the restriction of $\tilde{g} : \mathcal{F}^0 \rightarrow \text{PGL}_r(\mathbb{C})$ is an isomorphism. Moreover, the fiber of $\tilde{g}$ over a strictly semistable bundle is just one point (c.f. $[\text{BGM10}]$ Proposition 3.3), so $\tilde{g}$ is an isomorphism. Similarly, we have an isomorphism $(\mathcal{F}')^*/\text{PGL}_r(\mathbb{C}) \cong \mathcal{M}'$ and we have a commutative diagram

Let $\mathcal{U}_1 \subset \mathcal{M}^s$ and $\mathcal{U}_1' \subset (\mathcal{M}')^s$ be the subsets given by Lemma 3.5. Take $\mathcal{U} = \mathcal{U}_1 \cap (\mathcal{T}^{-1} \circ \tilde{g})(\mathcal{U}_1')$ and $\mathcal{U}' = \mathcal{T}(\mathcal{U})$. By construction, $\Psi(\mathcal{F}_U) = \mathcal{F}'_{U'}$ and $\mathcal{U} \cong \mathcal{U}'$, so it is enough to prove that properties (1), (2) and (3) are satisfied.

As $\mathcal{U} \subset \mathcal{U}_1$ and $\mathcal{U}' \subset \mathcal{U}_1'$ we obtain (3). By Corollary 3.4 (2) follows from (1), so it is enough to prove that the complements of $\mathcal{U}$ and $\mathcal{U}'$ in $\mathcal{M}$ and $\mathcal{M}'$ respectively have codimension at least 2.

Let $\mathcal{S} = \mathcal{F}/\text{PGL}_r(\mathbb{C}) \setminus \mathcal{M}$, $\mathcal{S}' = \mathcal{F}'/\text{PGL}_r(\mathbb{C})$, $\mathcal{Z}_1 = \mathcal{M} \setminus \mathcal{U}_1$ and $\mathcal{Z}_1' = \mathcal{M} \setminus \mathcal{U}_1'$. The proof of Lemma 3.3 also implies that under the given bounds on genus,

$$\dim(\mathcal{S}) \leq \dim(\mathcal{M}) - 2 \quad \text{and} \quad \dim(\mathcal{S}') \leq \dim(\mathcal{M}') - 2 = \dim(\mathcal{M}) - 2.$$ 

Moreover, we chose $\mathcal{U}_1$ and $\mathcal{U}_1'$ through Lemma 3.5 so that

$$\dim(\mathcal{Z}_1) \leq \dim(\mathcal{M}) - 2 \quad \text{and} \quad \dim(\mathcal{Z}_1') \leq \dim(\mathcal{M}') - 2 = \dim(\mathcal{M}) - 2.$$ 

By construction

$$(\mathcal{F}/\text{PGL}_r(\mathbb{C})) \setminus \mathcal{U} = \mathcal{S} \cup \mathcal{Z}_1 \cup \mathcal{T}^{-1}(\mathcal{S}' \cup \mathcal{Z}_1').$$

As $\mathcal{T}$ is an isomorphism, we know that

$$\dim(\mathcal{Z}_1) = \dim(\mathcal{S} \cup \mathcal{Z}_1') \leq \dim(\mathcal{M}) - 2$$

so $\text{codim}(\mathcal{M} \setminus \mathcal{U}, \mathcal{M}) \geq 2$. Analogously

$$(\mathcal{F}'/\text{PGL}_r(\mathbb{C})) \setminus \mathcal{U}' = \mathcal{S}' \cup \mathcal{Z}_1' \cup \mathcal{T}(\mathcal{S} \cup \mathcal{Z}_1)$$

so we obtain that $\text{codim}(\mathcal{M}' \setminus \mathcal{U}', \mathcal{M}') \geq 2$. □

**Corollary 4.6.** Assume that $g \geq \max\{2 + \tau, 4\}$ and $g' \geq \max\{2 + \tau', 4\}$, and let $\Psi : \mathcal{F} \sim \mathcal{F}'$ be an isomorphism. Then $r = r'$, and there is an isomorphism $\sigma : X' \sim X$, a line bundle $L$ over $X$ and a sign $s \in \{\pm 1\}$, such the following diagram commutes

\[
\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\Psi} & \mathcal{F}' \\
\downarrow \hspace{1cm} & & \downarrow \hspace{1cm} \\
\mathcal{F}^{\text{ss-vb}} & \xrightarrow{\Psi^{\text{ss-vb}}} & (\mathcal{F}')^{\text{ss-vb}} \\
\downarrow \hspace{1cm} f & & \downarrow \hspace{1cm} f' \\
\mathcal{M} & \xrightarrow{\mathcal{T}_{\sigma,L,s}} & \mathcal{M}'
\end{array}
\]
Moreover, the equality $\Psi^{ss-vb}(F^0) = (F')^0$ holds.

**Proof.** Let $\mathcal{U}$ and $\mathcal{U}'$ be the open subsets of $\mathcal{M}$ and $\mathcal{M}'$ given by Lemma 4.5. By Theorem 2.11 there exists $\sigma : X' \xrightarrow{\sim} X$, a line bundle $L$ over $X$ and $s \in \{\pm 1\}$ such that the isomorphism $\mathcal{T} : \mathcal{U} \xrightarrow{\sim} \mathcal{U}'$ satisfies the condition

$$\mathcal{T}(E) \cong \mathcal{T}_{\sigma,L,s}(E)$$

for every $E \in \mathcal{U}$. As in the proof of Lemma 4.5 let us pick any linearization of the $\text{SL}_r(\mathbb{C})$ action on $\mathcal{F}$ and the induced linearization on $\mathcal{F}'$. Let

$$\mathcal{T} : \mathcal{F} // \text{PGL}_r(\mathbb{C}) \xrightarrow{\sim} \mathcal{F}' // \text{PGL}_r(\mathbb{C})$$

be the isomorphism induced by $\Psi$. Let us consider the following composition extending $\mathcal{T}_{\sigma,L,s}$

$$\mathcal{M} \xrightarrow{i_{\mathcal{M}}} \mathcal{F} // \text{PGL}_r(\mathbb{C}) \xrightarrow{\mathcal{T}} \mathcal{F}' // \text{PGL}_r(\mathbb{C})$$

On the other hand, observe that $\mathcal{T}_{\sigma,L,s}$ extends to an isomorphism $\mathcal{M} \xrightarrow{\sim} \mathcal{M}'$, so it gives us another map

$$\mathcal{M} \xrightarrow{\mathcal{T}_{\sigma,L,s}} \mathcal{M}' \xrightarrow{i_{\mathcal{M}'}} \mathcal{F}' // \text{PGL}_r(\mathbb{C}).$$

As $\mathcal{M}$ is irreducible and $\mathcal{U}$ is dense, there is at most one possible map $\mathcal{M} \rightarrow \mathcal{F}' // \text{PGL}_r(\mathbb{C})$ extending this morphism $\mathcal{U} \rightarrow \mathcal{F}' // (\text{PGL}_r(\mathbb{C}))$, so it must coincide with $\mathcal{T} \circ i_{\mathcal{M}}$. Therefore, we have a commutative diagram

$$\begin{array}{ccc}
\mathcal{F} & \xrightarrow{\Psi} & \mathcal{F}' \\
\downarrow & & \downarrow \\
\mathcal{F}^{ss-vb} & \xrightarrow{\Psi^{ss-vb}} & (\mathcal{F}')^{ss-vb} \\
\downarrow f & & \downarrow f' \\
\mathcal{M} & \xrightarrow{\mathcal{T}_{\sigma,L,s}} & \mathcal{M}'
\end{array}$$

Finally, observe that $\mathcal{T}_{\sigma,L,s}(\mathcal{M}^s) = (\mathcal{M}')^s$, so $\Psi^{ss-vb}(\mathcal{F}_{\mathcal{M}^s}) = (\mathcal{F}')^{ss-GIT}$. Moreover, the map $\Psi$ preserves GIT stability, so $\Psi^{ss-vb}$ must send the set of GIT-semistable points in $\mathcal{F}_{\mathcal{M}^s}$ to the set of GIT-semistable points in $(\mathcal{F}')^{ss-GIT}$. Therefore,

$$\Psi^{ss-vb}(\mathcal{F}^0) = \Psi^{ss-vb}(\mathcal{F}_{\mathcal{M}^s} \cap \mathcal{F}^{ss-GIT}) = (\mathcal{F}')^{ss-GIT} = (\mathcal{F}')^0.$$ 

This completes the proof. \qed

Corollary 4.6 shows that we can recover the isomorphism class of the curve from the isomorphism class of the moduli space of framed bundles. Let us prove that we can moreover recover the base point $x \in X$.

Let $\mathbb{P} = \mathbb{P}_{\mathcal{M}^s,x}$ be the projective bundle over $\mathcal{M}^s = \mathcal{M}^s(X,r,\xi)$ whose fiber over a stable vector bundle $E$ is $\mathbb{P}(\text{Hom}(E_x, \mathbb{C}^r))$. Even if $\mathcal{M}^s$ does not admit a universal vector bundle, the existence of the bundle $\mathbb{P}$ is ensured by [BGM13, Lemma 2.2]. The fiber of its dual bundle $\mathbb{P}^\vee$ over a bundle $E$ is canonically isomorphic to $\mathbb{P}(\text{Hom}(\mathbb{C}^r, E_x))$. 

Lemma 4.7. Assume that \( g \geq \max\{2 + \tau, 4\} \) and \( g' \geq \max\{2 + \tau', 4\} \), and let \( \Psi : F \to F' \) be an isomorphism. Let \( T_{\sigma,L,s} : \mathcal{M} \to \mathcal{M}' \) be the induced isomorphism given by Corollary 4.6. Then \( \Psi \) induces an isomorphism \( \Psi_{\mathcal{M}} : \text{Tot}(\mathcal{P}_{\mathcal{M},x}) \to \text{Tot}(\mathcal{P}_{\mathcal{M}'},x') \) such that the following diagram commutes

\[
\begin{array}{ccc}
\text{Tot}(\mathcal{P}_{\mathcal{M},x}) & \xrightarrow{\Psi_{\mathcal{M}}} & \text{Tot}(\mathcal{P}_{\mathcal{M}'},x') \\
f \downarrow & & \downarrow f' \\
\mathcal{M}^s & \xrightarrow{T_{\sigma,L,s}} & (\mathcal{M}')^s
\end{array}
\]

Proof. Let \( \mathcal{U} \subset \mathcal{M}^s \) and \( \mathcal{U}' \subset (\mathcal{M}')^s \) be the open subsets given by Lemma 4.5. Then \( \Psi \) induces an isomorphism \( \Psi_{\mathcal{U}} : F_{\mathcal{U}} \to F'_{\mathcal{U}'} \) over the map \( T_{\sigma,L,s} : \mathcal{U} \to \mathcal{U}' \). Moreover, we know that \( F_{\mathcal{U}} \) and \( F'_{\mathcal{U}'} \) can be identified with subsets of \( \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}} \) and \( \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}'} \). Let us prove that the map extends to an isomorphism \( \Psi_{\mathcal{U}} : \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}} \to \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}'} \).

Let \( \{\mathcal{U}_i\}_{i \in I} \) be a covering of \( \mathcal{U} \) by analytic open subsets such that \( \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}_i} \) is trivial over \( \mathcal{U}_i \) and \( \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}_i'} \) is trivial over \( \mathcal{U}_i' := T_{\sigma,L,s}(\mathcal{U}_i) \). Fix trivializations

\[
\omega_i : \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}_i} \longrightarrow \mathcal{U}_i \times \mathbb{P}^{r-1} \quad \text{and} \quad \omega_i' : \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}_i'} \longrightarrow \mathcal{U}_i' \times \mathbb{P}^{r-1}.
\]

Then for each \( i \in I \) we have an isomorphism

\[
\begin{array}{ccc}
\mathcal{U}_i \times \mathbb{P}^{r-1} & \xrightarrow{f} & \mathcal{U}_i' \times \mathbb{P}^{r-1} \\
\omega_i(F_{\mathcal{U}_i}) & \xrightarrow{\Psi_i} & \omega_i'(F'_{\mathcal{U}_i'}) \\
\downarrow f & & \downarrow f' \\
\mathcal{U}_i & \xrightarrow{T_{\sigma,L,s}} & \mathcal{U}_i'
\end{array}
\]

For each \( E \in \mathcal{U} \), the codimension of the complement of \( f^{-1}(E) \) in \( \mathbb{P}(\text{Hom}(E|_x, \mathcal{C})) \) is at least 2, so the complement of each fiber of \( \omega_i(F_{\mathcal{U}_i}) \) in \( \mathbb{P}^{r-1} \) is at least 2 and, therefore, by Hartogs’ theorem, the composition map

\[
\omega_i(F_{\mathcal{U}_i}) \xrightarrow{\Psi_i} \omega_i'(F'_{\mathcal{U}_i'}) \longrightarrow \mathcal{U}_i' \times \mathbb{P}^{r-1} \longrightarrow \mathbb{P}^{r-1}
\]

extends uniquely to a map \( \mathcal{U}_i \times \mathbb{P}^{r-1} \longrightarrow \mathbb{P}^{r-1} \) and, hence, \( \Psi_i \) extends to a morphism \( \Psi_i : \mathcal{U}_i \times \mathbb{P}^{r-1} \longrightarrow \mathcal{U}_i' \times \mathbb{P}^{r-1} \). As the inverse also extends and their composition is the identity on a dense subset, it follows that \( \Psi_i \) is an isomorphism. By uniqueness of such extension, the extended maps \( \Psi_i \) agree on the intersections \( \mathcal{U}_i \cap \mathcal{U}_j \), so patching them all together they define the desired isomorphism \( \Psi_{\mathcal{U}} : \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}} \to \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}'} \).

We have that \( T_{\sigma,L,s}^* \mathcal{P}_{\mathcal{M},x}|_{\mathcal{U}} \cong \mathcal{P}_{(\mathcal{M}')^s}|_{\mathcal{U}'} \) and \( \mathcal{U} \) is an open subset of \( \mathcal{M}^s \) of codimension 2. As \( \mathcal{M}^s \) is smooth, there is at most one possible extension of the bundle to \( \mathcal{M}^s \), so \( T_{\sigma,L,s}^* \mathcal{P}_{(\mathcal{M}')^s} \cong \mathcal{P}_{\mathcal{M},x} \). \( \square \)

Theorem 4.8. Let \( X \) and \( X' \) be curves of genus \( g \) and \( g' \) respectively, and let \( \tau \) and \( \tau' \) be positive generic stability parameters such that \( g \geq \max\{2 + \tau, 4\} \) and \( g' \geq \max\{2 + \tau', 4\} \). Let \( x \in X \) and \( x' \in X' \) be marked points, and let \( \xi \) and \( \xi' \) be line bundles over \( X \) and \( X' \) respectively. Let \( F = F(X, x, r, \xi, \tau) \) and \( F' = F(X', x', r', \xi', \tau') \), and assume that
there is an isomorphism $\Psi : F \cong F'$. Then $r = r'$, and there exists an isomorphism $\sigma : X \cong X'$ such that $\sigma(x) = x'$.

Proof. By Corollary 4.6 there exist an isomorphism $\sigma : X' \cong X$, a line bundle $L$ over $X$ and $s \in \{\pm 1\}$ such that the following diagram is commutative

Moreover, by Lemma 4.7 $\Psi$ induces an isomorphism $\mathbb{P}_{\mathcal{M}^s,x} \cong \mathcal{T}^*_s\mathbb{P}(\mathcal{M}'^{s',x'})$. By [BGM10, Corollary 4.2], this implies that $\sigma(x') = x$. □

Remark 4.9. Theorem 4.8 can be extended to 2-birational transformations between moduli spaces of framed bundles. More precisely, the result holds if we substitute the isomorphism $\Psi : F \cong F'$ by an isomorphism $\Psi : \tilde{U} \cong \tilde{U}'$ where $\tilde{U}$ and $\tilde{U}'$ are open subsets of $F$ and $F'$ respectively whose complements have codimension at least 2 in the moduli space.

5. Automorphism Group

Apart from the $\text{PGL}_r(\mathbb{C})$-action described in the previous section, we can perform the following transformations on (families of) framed bundles $(E, \alpha)$ which preserve the $\tau$-stability condition:

1. Given an isomorphism $\sigma : X' \rightarrow X$ such that $\sigma(x') = x$,

   $$(E, \alpha) \mapsto (\sigma^*E, \sigma^*\alpha).$$

2. Given a line bundle $L$ over $X$, fix a trivialization $\alpha_L : L_x \cong \mathbb{C}$. Then send

   $$(E, \alpha) \mapsto (E \otimes L, \alpha \cdot \alpha_L)$$

Since two trivializations $\alpha_L$ and $\alpha'_L$ differ only by a scalar constant, this map is well defined and furthermore it is independent of the choice of the trivialization $\alpha_L$.

Note that taking the pullback by $\sigma$ and tensoring with $L$ both change the determinant of the resulting framed bundle. Therefore, in general these transformations do not induce an automorphism of the moduli space $F$, but rather an isomorphism between two (possibly different) moduli spaces of framed bundles. Given $\sigma$ and $L$ we define the map $\mathcal{T}_{\sigma,L,+} : F \rightarrow F'$ as the one that sends

$$\mathcal{T}_{\sigma,L,+} : (E, \alpha) \mapsto (\sigma^*(E \otimes L), \sigma^*(\alpha \cdot \alpha_L))$$

We will prove that this type of transformations, together with the $\text{PGL}_r(\mathbb{C})$-action generate all possible nontrivial isomorphisms between the moduli spaces of framed bundles.
Lemma 5.1. If $r > 2$, then the two projective bundles $\mathbb{P}$ and $\mathbb{P}^\vee$ are not isomorphic.

Proof. We shall break the proof up into several cases because this can be seen from different points of view.

First assume that $r$ and degree$(\xi)$ are coprime. Then there is a Poincaré vector bundle over $X \times \mathcal{M}^s$. Let

$$W \longrightarrow \{x\} \times \mathcal{M}^s = \mathcal{M}^s$$

be the restriction of such a Poincaré bundle to $\{x\} \times \mathcal{M}^s \subset X \times \mathcal{M}^s$. Note that

$$\mathbb{P}^\vee = \mathbb{P}(W^{\oplus r}) \quad \text{and} \quad \mathbb{P} = \mathbb{P}((W^\vee)^{\oplus r}).$$

(5.2)

Assume that the projective bundles $\mathbb{P}^\vee$ and $\mathbb{P}$ are isomorphic. Consequently, from (5.2) it follows that there is a line bundle $L_0$ on $\mathcal{M}^s$ such that

$$(W^\vee)^{\oplus r} = W^{\oplus r} \otimes L_0.$$  

(5.3)

If $A$ and $B$ are two vector bundles on $\mathcal{M}^s$ such that $A^{\oplus r}$ is isomorphic to $B^{\oplus r}$, then $A$ is isomorphic to $B$ [At56, p. 315, Theorem 2]. Therefore, from (5.3) it follows that $W^\vee$ is isomorphic to $W \otimes L_0$. Hence the line bundle $\bigwedge^r W^\vee$ is isomorphic to $\bigwedge^r (W \otimes L_0) = L_0^{\oplus r} \otimes \bigwedge^r W$. The Picard group of $\mathcal{M}^s$ is identified with $\mathbb{Z}$ by sending its ample generator to 1 [Ra73]; let $\ell \in \mathbb{Z}$ be the image of $\bigwedge^r W$ by this identification of Pic($\mathcal{M}^s$) with $\mathbb{Z}$. We have

$$\text{degree}(\xi) \cdot \ell = 1 + ar$$

(5.4)

for some integer $a$ [Ra73, p. 75, Remark 2.9] (see also [Ra73, p. 75, Definition 2.10]). Since $\bigwedge^r W^\vee = L_0^{\oplus r} \otimes \bigwedge^r W$, we also have

$$-\ell = br + \ell,$$

(5.5)

where $b \in \mathbb{Z}$ is the image of $L_0$. From (5.4) and (5.5) it follows that

$$2\text{degree}(\xi) \cdot \ell = -\text{degree}(\xi)br = 2 + 2ar.$$

This implies that $r = 2$.

Now assume that $r$ and degree$(\xi)$ have a common factor. Let

$$\delta = \text{g.c.d.}(r, \text{degree}(\xi)) > 1$$

be the greatest common divisor. The Brauer group $\text{Br}(\mathcal{M}^s)$ of $\mathcal{M}^s$ is the cyclic group $\mathbb{Z}/\delta \mathbb{Z}$, and it is generated by the class of the restriction to $\{x\} \times \mathcal{M}^s$ of the projectivized Poincaré bundle [BBCN07, p. 267, Theorem 1.8]; we shall denote this generator of $\text{Br}(\mathcal{M}^s)$ by $\varphi_0$. Now, the class of $\mathbb{P}^\vee$ is $\varphi_0$ (tensoring by a vector bundle does not change the Brauer class), and hence the class of $\mathbb{P}$ is $-\varphi_0$. If $\mathbb{P}^\vee$ is isomorphic to $\mathbb{P}$, then we have $\varphi_0 = -\varphi_0$, hence $\delta = 2$ (as it is the order of $\varphi_0$).

We now assume that $\delta = 2$. For a suitable $\mathbb{P}^{r-1}_C$ embedded in $\mathcal{M}^s$, the restriction of $\mathbb{P}^\vee$ to it is the projectivization of the vector bundle $\mathcal{O}^{r-1}_C \oplus \Omega^1_{F^{r-1}_C}$ [BBN09, p. 464, Lemma 3.1], [BBN09, p. 464, (3.4)]; note that any extension of $\Omega^1_{F^{r-1}_C}$ by $\mathcal{O}^{r-1}_C$ splits because $H^1(\mathbb{P}^{r-1}_C, T\mathbb{P}^{r-1}_C) = 0$. Therefore, if $\mathbb{P}$ and $\mathbb{P}^\vee$ are isomorphic, restricting an isomorphism to this embedded $\mathbb{P}^{r-1}_C$ it follows that $\mathcal{O}^{r-1}_C \oplus \Omega^1_{F^{r-1}_C}$ is isomorphic to $(\mathcal{O}^{r-1}_C \oplus T\mathbb{P}^{r-1}_C) \otimes L'$ for some line bundle $L'$ on $\mathbb{P}^{r-1}_C$. Since $T\mathbb{P}^{r-1}_C$ is indecomposable, in fact it is stable, from [At56, p. 315, Theorem 2] it follows that $T\mathbb{P}^{r-1}_C \otimes L'$ is isomorphic to either...
\( \mathcal{O}_{\mathbb{P}_C^{r-1}} \) or \( \Omega^1_{\mathbb{P}_C^{r-1}} \). If \( T \mathbb{P}_C^{r-1} \otimes L' \) is isomorphic to \( \mathcal{O}_{\mathbb{P}_C^{r-1}} \), then we have \( r = 2 \). If \( T \mathbb{P}_C^{r-1} \otimes L' \) is isomorphic to \( \Omega^1_{\mathbb{P}_C^{r-1}} \), we have

\[
 r + (r - 1) \cdot \text{degree}(L') = -r,
\]

so we obtain

\[
 -(r - 1) \cdot \text{degree}(L') = 2r.
\]

Then we conclude that \( r - 1 \) divides 2, which implies that either \( r = 2 \) or \( r = 3 \). However, \( r \) is even because \( \delta = 2 \), so \( r = 2 \).

**Lemma 5.2.** Under the conditions of the Lemma 4.5, there exists an isomorphism

\[
 \sigma : X' \xrightarrow{\sim} X
\]

and a line bundle \( L \) over \( X \) such that

\[
 \mathcal{T}(E) \cong \mathcal{T}_{\sigma,L,+}(E)
\]

for every \( E \in \mathcal{M} \).

**Proof.** For \( r = 2 \), this is a direct consequence of Lemma 2.1.

Assume that \( r > 2 \). To prove by contradiction, suppose that there exist \( \sigma : X' \xrightarrow{\sim} X \) and \( L \) such that the induced isomorphism between \( \mathcal{M} \) and \( \mathcal{M}' \) is \( \mathcal{T}_{\sigma,L,-} \). Let \( L' = \sigma^*L \). Then clearly \( \mathcal{T}_{\sigma,L,-}^{-1} = \mathcal{T}_{\sigma^{-1},L',-} \). Fix a trivialization \( \alpha_L : L_x \xrightarrow{\sim} \mathbb{C} \) and consider the map

\[
 \mathcal{T}_{\sigma^{-1},L',-} : \text{Tot}(\mathbb{P}(\mathcal{M}')^*) \xrightarrow{\sim} \text{Tot}(\mathbb{P}^\vee_{\mathcal{M}'^*})
\]

\[
 (E, \alpha) \xrightarrow{\sim} ((\sigma^{-1})^*(E \otimes L')^\vee, (\sigma^{-1})^*(\alpha_L^t \otimes \alpha_L^t')).
\]

The following diagram is commutative by construction

\[
 \begin{array}{ccc}
 \text{Tot}(\mathbb{P}|_{(\mathcal{M}')^*}) & \xrightarrow{\mathcal{T}_{\sigma^{-1},L',-}} & \text{Tot}(\mathbb{P}^\vee|_{\mathcal{M}'^*}) \\
 \downarrow f & & \downarrow f' \\
 (\mathcal{M}')^* & \xrightarrow{\mathcal{T}_{\sigma,L,-}} & \mathcal{M}^*
 \end{array}
\]

On the other hand, by Lemma 4.7, there exists an isomorphism

\[
 \begin{array}{ccc}
 \text{Tot}(\mathbb{P}_{\mathcal{M}^*}) & \xrightarrow{\Psi} & \text{Tot}(\mathbb{P}_{(\mathcal{M}')^*}) \\
 \downarrow f & & \downarrow f' \\
 \mathcal{M}^* & \xrightarrow{\mathcal{T}_{\sigma,L,-}} & (\mathcal{M}')^*
 \end{array}
\]

Therefore, composing both we obtain an isomorphism

\[
 \mathcal{T}_{\sigma^{-1},L',-} \circ \Psi : \text{Tot}(\mathbb{P}_{\mathcal{M}^*}) \xrightarrow{\sim} \text{Tot}(\mathbb{P}^\vee_{\mathcal{M}'^*})
\]

commuting with the respective projections to \( \mathcal{M}^* \), thus contradicting Lemma 5.1. This completes the proof. \( \square \)
Lemma 5.3. Take $r > 2$, and consider the algebraic automorphism
\[
D : \text{PGL}_r(\mathbb{C}) \longrightarrow \text{PGL}_r(\mathbb{C})
\]
\[
[G] \longmapsto [(G^{-1})^t].
\]
Then there does not exist any algebraic automorphism
\[
\overline{D} : \mathbb{P}(\text{Mat}_r(\mathbb{C})) \longrightarrow \mathbb{P}(\text{Mat}_r(\mathbb{C}))
\]
extending $D$.

Proof. As $\text{PGL}_r(\mathbb{C})$ is dense in $\mathbb{P}(\text{Mat}_r(\mathbb{C}))$ and the latter is irreducible, there exists at most one extension of $D$ to $\mathbb{P}(\text{Mat}_r(\mathbb{C}))$. Let $\mathcal{U} \subsetneq \mathbb{P}(\text{Mat}_r(\mathbb{C}))$ be the open subset corresponding to matrices with at least an $(r-1) \times (r-1)$ minor with nonzero determinant.

Let $\text{cof}$ be the morphism that sends each matrix $[G] \in \mathcal{U}$ to its cofactor matrix
\[
\text{cof}(G) = \wedge^{r-1}(G).
\]
The entries of the cofactor matrix are determinants of minors of $G$, so they are given by homogeneous polynomials of degree $r-1$ in the entries of $G$ and, therefore, $\text{cof}$ induces an algebraic map
\[
\text{cof} : \mathcal{U} \longrightarrow \mathbb{P}(\text{Mat}_r(\mathbb{C})).
\]
Given an invertible matrix $[G] \in \text{PGL}_r(\mathbb{C})$, we have that
\[
(G^{-1})^t = \frac{1}{\det(G)} \text{cof}(G).
\]
Therefore, $[(G^{-1})^t] = [\text{cof}(G)]$ for every $[G] \in \text{PGL}_r(\mathbb{C})$ and $\text{cof}$ is the unique possible extension of $D$ to $\mathcal{U}$. Nevertheless, for $r > 2$ this map is not injective. For example, for every $\lambda \in \mathbb{C}$, let
\[
G_\lambda = \begin{pmatrix}
1 & 0 & 0 & 0 \\
\lambda & 1 & 0 & 0 \\
0 & 0 & \text{Id}_{r-3} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
Clearly, if $\lambda_1 \neq \lambda_2$ then $[G_{\lambda_1}] \neq [G_{\lambda_2}]$ in $\mathbb{P}(\text{Mat}_r(\mathbb{C}))$. However, for every $\lambda \in \mathbb{C}$
\[
\text{cof}(G_\lambda) = \begin{pmatrix}
0_{r-1} & 0 \\
0 & 1
\end{pmatrix}
\]
So, in particular, $[G_\lambda] \in \mathcal{U}$ for every $\lambda \in \mathbb{C}$, which proves that $D$ cannot be extended to an injective map on $\mathcal{U}$. □

Lemma 5.4. Let $\Psi : \mathcal{F} \longrightarrow \mathcal{F}'$ be an isomorphism of moduli spaces of framed bundles. Then there exists $[G] \in \text{PGL}_r(\mathbb{C})$ such that $\Psi_{[G]} \circ \Psi$ is a $\text{PGL}_r(\mathbb{C})$-equivariant isomorphism, where $\Psi_{[G]} : \mathcal{F}' \longrightarrow \mathcal{F}'$ is the automorphism of $\mathcal{F}'$ induced by composing the framing with the $\text{PGL}_r(\mathbb{C})$ action on $\mathbb{C}^r$.

Proof. Let $\gamma : \text{PGL}_r(\mathbb{C}) \times \mathcal{F} \longrightarrow \mathcal{F}$ and $\gamma' : \text{PGL}_r(\mathbb{C}) \times \mathcal{F}' \longrightarrow \mathcal{F}'$ be the natural actions of $\text{PGL}_r(\mathbb{C})$ on $\mathcal{F}$ and $\mathcal{F}'$ respectively described before. If $\Psi$ is an isomorphism, it induces another action
\[
\gamma'' : \text{PGL}_r(\mathbb{C}) \times \mathcal{F} \longrightarrow \mathcal{F}
\]
given by
\[
\gamma''([X], (E, \alpha)) = \Psi^{-1}(\gamma'([X], \Psi(E, \alpha))).
\]
By Proposition 4.2, there exists a unique action of $\text{PGL}_r(\mathbb{C})$ on $\mathcal{F}$ up to a group automorphism of $\text{PGL}_r(\mathbb{C})$. For $r = 2$, all the automorphisms of $\text{PGL}_2(\mathbb{C})$ are inner and for $r > 2$, the only outer automorphism of $\text{PGL}_r(\mathbb{C})$ is the inverse-transpose, i.e., the map $[X] \mapsto [(X^{-1})^t]$. Therefore, there exists a matrix $[G] \in \text{PGL}_r(\mathbb{C})$ such that either

$$
\gamma([X], (E, \alpha)) = \gamma''([G^{-1}XG], (E, \alpha)) = (\Psi[G] \circ \Psi)^{-1}(\gamma'([X], (\Psi[G] \circ \Psi)(E, \alpha)))
$$
or

$$
\gamma([X], (E, \alpha)) = \gamma''([G^{-1}(X^{-1})^tG], (E, \alpha)) = (\Psi[G] \circ \Psi)^{-1}(\gamma'([X^{-1}]^t), (\Psi[G] \circ \Psi)(E, \alpha))
$$

and it is only necessary to consider the latter when $r > 2$. In the first case, as $\Psi[G] \circ \Psi$ is an automorphism of $\mathcal{F}'$, it follows that $\Psi[G] \circ \Psi$ is a $\text{PGL}_r(\mathbb{C})$-equivariant isomorphism. Let us prove that the second case is impossible if $r > 2$. Let $\mathcal{U}$ and $\mathcal{U}'$ be the open subsets given by Lemma 4.4 and let $\mathcal{T} : \mathcal{U} \rightarrow \mathcal{U}'$ be the isomorphism induced by $\Psi$. Take $E \in \mathcal{U}$, and let $E' = \mathcal{T}(E)$. Then $\Psi[G] \circ \Psi$ induces an algebraic isomorphism

$$(\Psi[G] \circ \Psi)|_{f^{-1}(E)} : f^{-1}(E) \rightarrow f^{-1}(E').$$

By construction of $\mathcal{U}$ and $\mathcal{U}'$ we know that

$$\text{codim}(\mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) \setminus f^{-1}(E), \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r))) \geq 2$$

$$\text{codim}(\mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r)) \setminus f^{-1}(E'), \mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r))) \geq 2$$

so, by and Hartogs’ theorem, the map $(\Psi[G] \circ \Psi)|_{f^{-1}(E)}$ extends uniquely to an isomorphism

$$\overline{(\Psi[G] \circ \Psi)|_{f^{-1}(E)}} : \mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) \rightarrow \mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r)).$$

Fix any trivialization $\alpha : E|_x \stackrel{\sim}{\rightarrow} \mathbb{C}^r$ of $E|_x$. As $\alpha$ is an isomorphism, we have $(E, \alpha) \in f^{-1}(E)$. Let $\alpha' = (\Psi[G] \circ \Psi)|_{f^{-1}(E)}(\alpha)$. By Lemma 4.4, the composition $\Psi[G] \circ \Psi$ sends $\mathcal{F}^0$ to $(\mathcal{F})^0$, so $\alpha'$ is an isomorphism. Using the trivializations $\alpha$ and $\alpha'$, we get isomorphisms

$$\mathbb{P}(\text{Hom}(E|_x, \mathbb{C}^r)) \cong \mathbb{P}(\text{Mat}_r(\mathbb{C})) \cong \mathbb{P}(\text{Hom}(E'|_{x'}, \mathbb{C}^r));$$

thus $(\Psi[G] \circ \Psi)|_{f^{-1}(E)}$ induces an algebraic isomorphism

$$\overline{\Psi} : \mathbb{P}(\text{Mat}_r(\mathbb{C})) \rightarrow \mathbb{P}(\text{Mat}_r(\mathbb{C})).$$

Moreover, for every $[X] \in \text{PGL}_r(\mathbb{C})$ we have

$$(\Psi[G] \circ \Psi)|_{f^{-1}(E)}(X \circ \alpha) = (X^{-1})^t \circ \alpha',$$

so $\overline{\Psi}([X]) = [X^{-1}]^t$ for every $[X] \in \text{PGL}_r(\mathbb{C})$, and therefore, $\overline{\Psi}$ extends the inverse-transpose map to an automorphism of $\mathbb{P}(\text{Mat}_r(\mathbb{C}))$, thus contradicting Lemma 5.3.

**Lemma 5.5.** Let $\Psi^0 : \mathcal{F}^0 \rightarrow \mathcal{F}^0$ be a $\text{PGL}_r(\mathbb{C})$-equivariant automorphism of $\mathcal{F}^0$ commuting with the forgetful map $f^0 : \mathcal{F}^0 \rightarrow \mathcal{M}^s$. Then $\Psi^0$ is the identity map.

**Proof.** If $\Psi^0$ is $\text{PGL}_r(\mathbb{C})$-equivariant, then it is an automorphism of $\mathcal{F}^0$ considered as a $\text{PGL}_r(\mathbb{C})$-principal bundle. Let $\mathcal{P}$ be the universal projective bundle over $\mathcal{M}^s$, i.e., the unique projective bundle over $X \times \mathcal{M}^s$ whose fiber over each stable vector bundle $E$ is $\mathbb{P}(E)$. Let $\{U_\alpha\}$ be a trivializing cover of $\mathcal{M}^s$ for $\mathcal{P}|_x$, and let $g_{\alpha\beta} : U_\alpha \cap U_\beta \rightarrow \text{PGL}_r(\mathbb{C})$ be the corresponding transition functions. Observe that $\{U_\alpha\}$ is also a trivializing cover for $\mathbb{P}$ and, thus, for the $\text{PGL}_r(\mathbb{C})$-bundle $\mathcal{F}^0$. It is straightforward to check that the
transition functions for $\mathcal{F}$ as PGL$_r(\mathbb{C})$-bundle are $(g^{-1})'$. Therefore, we conclude that $\mathcal{F}$ is the PGL$_r(\mathbb{C})$-principal bundle associated to the dual bundle of $\mathcal{P}|_x$, i.e., $\mathcal{P}'|_x$. By \cite{BBN09}, the projective bundle $\mathcal{P}|_x$ is stable and, therefore, its dual $\mathcal{P}'|_x$ must also be stable. Applying the results from \cite{BG08} we know that $\mathcal{P}'|_x$ is simple and, therefore, $\mathcal{F}$ has no nontrivial automorphism, so $\Psi^0$ must be the identity map. \hfill $\square$

**Lemma 5.6.** Let $M$ be an irreducible smooth complex scheme, and let $U \subset M$ be an open subset whose complement has codimension at least 2. Let $\tau$ be a generic stability parameter, and let $(\mathcal{E}_1, \alpha_1)$ and $(\mathcal{E}_2, \alpha_2)$ be families of framed bundles over $(X, \tau)$ parametrized by $M$, where $\mathcal{E}_i$ are vector bundles over $X \times M$ and $\alpha_i : \mathcal{E}_i|_{(x) \times M} \rightarrow \mathcal{O}_{M}^r$. Assume that for each $t \in U$, the fiber $(\mathcal{E}_{i,t}, \alpha_{i,t})$ over $t \in U$ is a $\tau$-stable framed bundle of rank $r$ such that $\det(\mathcal{E}_{i,t}) \cong \xi$. In particular, they define maps $$f_1, f_2 : U \rightarrow \mathcal{F}(X, x, r, \xi, \tau).$$ If $f_1 = f_2$, then $(\mathcal{E}_1, \alpha_1) \cong (\mathcal{E}_2, \alpha_2)$.

**Proof.** By definition of the moduli functor, as $f_1|_U = f_2|_U$, there is an isomorphism of families of framed bundles $(\mathcal{E}_1, \alpha_1)|_{X \times U} \cong (\mathcal{E}_2, \alpha_2)|_{X \times U}$. In particular, $\mathcal{E}_1|_{X \times U} \cong \mathcal{E}_2|_{X \times U}$. Moreover, we can choose $\rho$ so that $\alpha_2|_U \circ \rho = \alpha_1|_U$. The codimension of the complement of $U$ in $M$ is at least 2, so $$\text{codim}(X \times M \setminus X \times U, X \times M) \geq 2.$$ As $X \times M$ is smooth, $\rho$ extends to an isomorphism $\mathcal{E}_1 \cong \mathcal{E}_2$. Under this identification, $\alpha_1, \alpha_2 \circ \rho \in H^0(\text{Hom}(\mathcal{E}_1|_{(x) \times M}, \mathcal{O}_{M}^r))$ are sections which extend the map $$\alpha_1|_U = \alpha_2|_U \circ \rho \in H^0(\text{Hom}(\mathcal{E}_1|_{(x) \times U}, \mathcal{O}_U^r)).$$ As both sections coincide over an open dense subset, it follows that $\alpha_1 = \alpha_2 \circ \rho$, so we have $(\mathcal{E}_1, \alpha_1) \cong (\mathcal{E}_2, \alpha_2)$. \hfill $\square$

**Theorem 5.7.** Let $X$ and $X'$ be curves of genus $g$ and $g'$ respectively, and let $\tau$ and $\tau'$ be positive generic stability parameters such that $g \geq \max\{2 + \tau, 4\}$ and $g' \geq \max\{2 + \tau', 4\}$. Let $x \in X$ and $x' \in X'$ be marked points, and let $\xi$ and $\xi'$ be line bundles over $X$ and $X'$ respectively. Let $\mathcal{F} = \mathcal{F}(X, x, r, \xi, \tau)$ and $\mathcal{F}' = \mathcal{F}(X', x', r', \xi', \tau')$, and assume that there is an isomorphism $\Psi : \mathcal{F} \rightarrow \mathcal{F}'$. Then $r = r'$ and there exist

- an isomorphism $\sigma : X' \rightarrow X$ with $\sigma(x') = x$,
- a degree zero line bundle $L \in J(X)$ with $\sigma^* (\xi \otimes L^{\otimes r}) \cong \xi'$, and
- a matrix $[G] \in \text{PGL}_r(\mathbb{C})$,

such that if we pick any trivialization $\alpha_L : L_x \rightarrow \mathbb{C}$ then $$\Psi(E, \alpha) = (\sigma^*(E \otimes L), G \circ \sigma^*(\alpha \cdot \alpha_L))$$ for every $(E, \alpha) \in \mathcal{F}$. In particular, stability parameters $\tau$ and $\tau'$ satisfy that a framed bundle is $\tau$-stable if and only if it is $\tau'$-stable (i.e., they belong to the same stability chamber).

**Proof.** By Lemma 5.4 there exists some $[G] \in \text{PGL}_r(\mathbb{C})$ such that $\Psi' = \Psi[G^{-1}] \circ \Psi$ is a PGL$_r(\mathbb{C})$-equivariant isomorphism. Applying Corollary 4.6 and Theorem 4.8 there must
exist an isomorphism \( \sigma : X' \to X \) with \( \sigma(x') = x \), and a line bundle \( L \) over \( X \) and \( s \in \{ \pm 1 \} \) with \( \sigma^*(\xi \otimes L_{ss})^s \cong \xi' \), such that the following diagram is commutative

\[
\begin{array}{ccc}
\mathcal{F}_{ss-vb} & \xrightarrow{\psi'} & (\mathcal{F})_{ss-vb} \\
\downarrow f & & \downarrow f' \\
\mathcal{M} & \xrightarrow{T_{\sigma,L,s}} & \mathcal{M}'
\end{array}
\]

moreover, by Lemma 5.2, we know that we can choose \( L \) so that \( s = 1 \). Composing with \( T_{\sigma,L,+}^{-1} = T_{\sigma^{-1},\sigma^*L^{-1},+} \), we obtain a map

\[
\psi'' = T_{\sigma,L,+}^{-1} \circ \psi' : \mathcal{F}_{ss-vb} \to \mathcal{F}^{ss-vb}
\]

commuting with the projection to \( \mathcal{M} \). The map \( T_{\sigma,L,+} \) is \( \text{PGL}_r(\mathbb{C}) \)-equivariant by construction, so \( \psi'' \) is a \( \text{PGL}_r(\mathbb{C}) \)-equivariant automorphism of \( \mathcal{F}_{ss-vb} \) commuting with the projection to \( \mathcal{M} \). By the second part of Corollary 4.6, the automorphism \( \psi'' \) preserves \( \mathcal{F}^0 \), so it induces a \( \text{PGL}_r(\mathbb{C}) \)-bundle map

\[
\begin{array}{ccc}
\mathcal{F}^0 & \xrightarrow{\psi^0} & \mathcal{F}^0 \\
\downarrow f & & \downarrow f' \\
\mathcal{M}^s & \xrightarrow{\sigma,L} & \mathcal{M}'
\end{array}
\]

Using Lemma 5.3 we obtain that \( \psi^0 \) is the identity map on \( \mathcal{F}^0 \). There exists at most one extension of \( \psi^0 \) to \( \mathcal{F}^{ss-vb} \), because \( \mathcal{F}^0 \) is dense in \( \mathcal{F}_{ss-vb} \) and the latter is irreducible. Since the identity map of \( \mathcal{F}_{ss-vb} \) is one such extension, it follows that \( \psi''|_{\mathcal{F}_{ss-vb}} = \text{Id}_{\mathcal{F}_{ss-vb}} \), so we have \( \psi|_{\mathcal{F}_{ss-vb}} = \psi|_G \circ T_{\sigma,L,+} \).

So far we have proved that the restriction of \( \psi \) to \( \mathcal{F}_{ss-vb} \) coincides with \( \psi|_G \circ T_{\sigma,L,+} \). Let us prove that \( \psi(E, \alpha) = \psi|_G \circ T_{\sigma,L,+}(E, \alpha) \) for all \( (E, \alpha) \in \mathcal{F} \). As \( \mathcal{F} \) is a fine moduli space, it admits a universal framed bundle \( (\mathcal{E}', \alpha') \) over \( (X', x') \) parametrized by \( \mathcal{F}' \). Taking the pullback by the map \( \psi : \mathcal{F} \to \mathcal{F}' \), we obtain a family \( (\mathcal{E}, \alpha) = \psi^*(\mathcal{E}', \alpha') \) of \( \tau \)-stable framed bundles over \( (X', x') \) parametrized by \( \mathcal{F} \). On the other hand, let \( (\mathcal{E}, \alpha) \) be the universal framed bundle over \( \mathcal{F} \). Then

\[
(\sigma^*(\mathcal{E} \otimes p_X^* L), G \circ \sigma^*(\alpha \cdot \alpha L))
\]

is a family of framed bundles over \( (X', x') \) parametrized by \( \mathcal{F} \). Moreover, by construction, we know that the fiber over each point in \( \mathcal{F}_{ss-vb} \) is \( \tau' \)-stable and, therefore, it induces the map \( \psi|_G \circ T_{\sigma,L,+} : \mathcal{F}_{ss-vb} \to \mathcal{F}' \). We know that \( \psi \) coincides with \( \psi|_G \circ T_{\sigma,L,+} \) over \( \mathcal{F}_{ss-vb} \). By Lemma 5.6 the complement of \( \mathcal{F}_{ss-vb} \) in \( \mathcal{F} \) is of codimension at least 2 and we know that \( \mathcal{F} \) is smooth. Therefore, using Lemma 5.6 we conclude that

\[
\psi^*(\mathcal{E}', \alpha') \cong (\sigma^*(\mathcal{E} \otimes p_X^* L), G \circ \sigma^*(\alpha \cdot \alpha L))
\]

As a consequence, for each \( (E, \alpha) \in \mathcal{F} \),

\[
\psi(E, \alpha) = (\sigma^*(E \otimes L), G \circ \sigma^*(\alpha \cdot \alpha L)).
\]

Finally, observe that by hypothesis the left hand side of the equality is \( \tau' \)-stable for every \( (E, \alpha) \in \mathcal{F} \), whereas the right hand side is \( \tau \)-stable by construction. If \( \psi \) is an isomorphism, then both sides of the equality run respectively over the entire space of \( \tau' \)-stable and \( \tau \)-stable framed bundles over \( (X', x') \) with rank \( r \) and determinant \( \xi \). Therefore, the equality implies that a framed bundle is \( \tau \)-stable if and only if it is \( \tau' \)-stable. \( \square \)
Let \( J(X)[r] \) denote the \( r \)-torsion points in the Jacobian of \( X \), and let \( \text{Aut}(X, x) \) be the group of automorphisms of \( X \) that fix the point \( x \in X \), i.e.,
\[
\text{Aut}(X, x) = \{ \sigma \in \text{Aut}(X) \mid \sigma(x) = x \}.
\]

**Corollary 5.8.** Suppose that \( g \geq \max\{2 + \tau, 4\} \) and that \( \tau \) is generic. Then the automorphism group of \( \mathcal{F} \) is
\[
\text{Aut}(\mathcal{F}) \cong \text{PGL}_r(\mathbb{C}) \times \mathcal{T}
\]
for a group \( \mathcal{T} \) fitting in the short exact sequence
\[
1 \longrightarrow J(X)[r] \longrightarrow \mathcal{T} \longrightarrow \text{Aut}(X, x) \longrightarrow 1.
\]

**Proof.** We proved that the automorphism group is generated by the maps
- \( \Psi_{[G]} \) for each \([G] \in \text{PGL}_r(\mathbb{C})\), and
- \( \overline{T}_{\sigma,L,+} \) for each \( \sigma \in \text{Aut}(X, x) \) and each \( L \in J(X) \) such that \( \sigma^*(\xi \otimes L^{\otimes r}) \cong \xi \).

First of all, the action of \( \text{PGL}_r(\mathbb{C}) \) is faithful and commutes with all of the maps \( \overline{T}_{\sigma,L,+} \), so we can split the group \( \text{Aut}(\mathcal{F}) \) as a product
\[
\text{Aut}(\mathcal{F}) \cong \text{PGL}_r(\mathbb{C}) \times \left\langle \{ \overline{T}_{\sigma,L,+} \mid \sigma^*(\xi \otimes L^{\otimes r}) \cong \xi \} \right\rangle.
\]

Observe that, by construction, \( \overline{T}_{\sigma,L,+} \) lies over the automorphism
\[
\mathcal{T}_{\sigma,L,+} : \mathcal{M} \longrightarrow \mathcal{M}
\]
through the forgetful map \( f : \mathcal{F} \longrightarrow \mathcal{M} \). Since the latter is not trivial for any \( \sigma \in \text{Aut}(X, x) \) and \( L \in \text{Pic}(X) \), apart from \((\sigma, L) = (\text{Id}, \mathcal{O}_X)\), it follows that \( \mathcal{T}_{\sigma,L,+} \neq \text{Id} \) for \((\sigma, L) \neq (\text{Id}, \mathcal{O}_X)\).

Therefore, it suffices to prove that the group
\[
\mathcal{T} = \left\langle \{ \overline{T}_{\sigma,L,+} \mid \sigma^*(\xi \otimes L^{\otimes r}) \cong \xi \} \right\rangle
\]
consisting of the maps \( \overline{T}_{\sigma,L,+} \) which preserve the determinant is an extension of \( \text{Aut}(X, x) \) by \( J(X)[r] \).

Let \( \sigma \in \text{Aut}(X, x) \) be any automorphism. Since \( \text{degree}(\xi) = \text{degree}((\sigma^{-1})^*\xi) \), there is a line bundle \( L_\sigma \in J(X) \) such that
\[
\sigma^*(\xi \otimes L^{\otimes r}_\sigma) \cong \xi.
\]
Moreover, if \( L'_\sigma \in J(X) \) is another line bundle with the same property, then \((L'_\sigma)^{\otimes r} \cong L^{\otimes r}_\sigma\), so \( L_\sigma \) and \( L'_\sigma \) differ by tensoring with an \( r \)-torsion element of the Jacobian \( J(X) \).

Thus, if we pick a choice for \( L_\sigma \) for each \( \sigma \in \text{Aut}(X, X) \), then \( \mathcal{T} \) is generated as a group by the maps
- \( \overline{T}_{\sigma,L_\sigma,+} \) for \( \sigma \in \text{Aut}(X, x) \)
- \( \overline{T}_{\text{Id},L,+} \) for \( L \in J(X)[r] \).

Moreover, for every \( \sigma \in \text{Aut}(X, x) \), every \( L \in \text{Pic}(X) \) and every \( L' \in J(X)[r] \), we have
\[
\overline{T}_{\sigma,L_\sigma,+} \circ \overline{T}_{\text{Id},L,+} = \overline{T}_{\text{Id},\sigma^*L'_\sigma,+} \circ \overline{T}_{\sigma,L,+}.
\]

Since \( \sigma^* : J(X)[r] \longrightarrow J(X)[r] \) is an automorphism, it follows that
\[
\overline{T}_{\sigma,L,+} \circ J(X)[r] = J(X)[r] \circ \overline{T}_{\sigma,L,+}.
\]
Therefore, $J(X)[r]$ is a normal subgroup of $\mathcal{T}$ and its quotient is precisely Aut$(X, x)$, so we obtain an exact sequence

$$1 \rightarrow J(X)[r] \xrightarrow{L \mapsto T_L, L, +} \mathcal{T} \xrightarrow{\sigma \mapsto \sigma} \text{Aut}(X, x) \rightarrow 1$$

This completes the proof. □
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