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Tensor Processing Units (TPUs) were developed by Google exclusively to support large-scale machine learning tasks. TPUs can, however, also be used to accelerate and scale up other computationally demanding tasks. In this paper we repurpose TPUs for the challenging problem of simulating quantum spin systems. Consider a lattice model made of $N$ spin-$\frac{1}{2}$ quantum spins, or qubits, with a Hamiltonian $H = \sum_i h_i$, that is a sum of local terms $h_i$ and a wavefunction $|\Psi\rangle$ consisting of $2^N$ complex amplitudes. We demonstrate the usage of TPUs for both (i) computing the ground state $|\Psi_{gs}\rangle$ of the Hamiltonian $H$, and (ii) simulating the time evolution $|\Psi(t)\rangle = e^{-itH}|\Psi(0)\rangle$ generated by this Hamiltonian starting from some initial state $|\Psi(0)\rangle$. The bottleneck of the above tasks is computing the product $H|\Psi\rangle$, which can be implemented with remarkable efficiency utilising the native capabilities of TPUs. With a TPU v3 pod, with 2048 cores, we simulate wavefunctions $|\Psi\rangle$ of up to $N = 38$ qubits. The dedicated matrix multiplication units (MXUs), the high bandwidth memory (HBM) on each core, and the fast inter-core interconnects (ICIs) together provide performance far beyond the capabilities of general purpose processors.

The study of quantum many-body phenomena in strongly correlated systems is among the most challenging computational tasks in modern physics. Describing the quantum mechanical wavefunction of a many-body system, say of $N$ interacting quantum spins, requires computational resources that scale exponentially with the system size $N$. Sophisticated numerical approaches have been devised over the years to tackle such problems. For instance, Quantum Monte Carlo (QMC) methods bypass storing the full wavefunction by instead sampling over statistically significant configurations [1–3], whereas tensor network (TN) algorithms exploit the structure of entanglement in ground states of local Hamiltonians to obtain an efficient quasi-exact description [4–9]. These highly successful methods are customarily used to study emergent quantum phenomena at scale. They have, however, a restricted range of applicability. For instance, none of them can correctly simulate a long Hamiltonian evolution: QMC due to the sign problem, TNs due to the buildup of entanglement over time. In such situations, a brute-force computation requiring exponentially many resources is still today the only reliable approach. A brute-force computation, free of statistical and/or truncation errors, is also useful even in regimes where QMC and TN methods are expected to work, e.g. to benchmark their performance.

Google’s Tensor Processing Units (TPUs) are application-specific integrated circuits (ASICs) exclusively designed for accelerating training and inference of machine learning models at scale [10, 11]. Here we consider the third generation (v3) of TPUs. We can think of a TPU v3 pod, with 2048 cores, 100+ petaFLOPS (in half precision) and 32 TB of high bandwidth memory (HBM), as a special-purpose supercomputer. That is, instead of being designed for general purpose high performance computing (HPC) tasks, a TPU pod is a supercomputer optimized to excel at a class of specialized workloads required for machine learning. Nevertheless, one can still inquire whether TPUs’ acceleration and scalability may be repurposed for other computational tasks [12–26], in analogy with how Graphic Processing Units (GPUs), originally conceived to accelerate the rendering of 3D graphics in gaming, have extended to a much broader range of applications, including general purpose HPC and artificial intelligence.

In this paper we explain how to use TPUs for brute-force simulations of quantum many-body physics. In short, the wavefunction $|\Psi\rangle$ of $N$ spin-$\frac{1}{2}$ quantum spins, or qubits, is distributed over the available HBM and then updated under the action of a local Hamiltonian $H$,

$$|\Psi\rangle \mapsto |\Psi'\rangle = H |\Psi\rangle, \quad (1)$$

which requires both large matrix multiplications on each TPU core and repeatedly re-distributing the wavefunction over the cores. Matrix multiplications and wavefunction re-distribution are handled by the TPU’s remarkably fast matrix multiply units (MXUs) and inter-core interconnects (ICIs), respectively. Fig. 1 shows typical update times for up to $N = 38$ qubits.

The ability to update the wavefunction $|\Psi\rangle$ according to Eq. (1) can then be used as the basis for a number of computations, which we illustrate for quantum spin chain Hamiltonians. First we obtain the ground state energy $E_{gs}$ and ground state wavefunction $|\Psi_{gs}\rangle$ of $H$,

$$H |\Psi_{gs}\rangle = E_{gs} |\Psi_{gs}\rangle, \quad E_{gs} = \min_{|\Psi\rangle} \frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle}. \quad (2)$$

We then use the update (1) to simulate time evolution according to $H$,

$$|\Psi(t)\rangle = e^{-itH} |\Psi(0)\rangle, \quad (3)$$

starting from some initial state $|\Psi(0)\rangle$. From the wavefunction $|\Psi\rangle$, one can compute all sorts of derived properties, such as correlation functions or entanglement measures, which we also illustrate.
Tensor Processing Units.— TPUs come in boards. Each board holds 8 TPU cores controlled by a CPU host. Multiple boards can be joined together to form larger units, up to a so-called a pod, which for third generation TPUs consist of 2048 cores (that is, 256 boards). Each TPU v3 core has 16 GB of high bandwidth memory (HBM) attached to it, which amounts to 128 GB of HBM per board, or 32 TB per pod. Each TPU v3 core also has two matrix multiplication units (MXUs), which together deliver 52.5 teraFLOPS (floating-point operations per second) of matrix multiplication performance in half precision. MXUs natively perform matrix products by truncating single precision inputs to a half precision format called bfloat16, and accumulating the result again in single precision. Single precision matrix products are then achieved by composing six passes through the MXU (so the above FLOP counts can be divided by six to yield the equivalent single precision FLOPS). Finally, double precision is also available through software natively perform matrix products of 128 $\times$ matrices.

A key aspect of TPUs, both in single-board and multi-board configurations, is that all the cores are directly connected to nearest neighbors in a toroidal mesh using fast ICIs and can therefore communicate without going through their CPU host(s). As a result, we observe multi-core performance scaling nearly linearly in the number of cores (e.g. 420 teraFLOPS per board, 100+ petaFLOPS per pod) even in tasks requiring significant communication between cores.

Code to run on TPUs can be written in several different frameworks, but we use the Python library Jax, which interfaces with the XLA just-in-time compiler [28, 29]. Parallelism between cores follows the single instruction multiple data (SIMD) paradigm. The HBM stores arrays in chunks of $8 \times 128$, and the MXUs natively perform matrix products of $128 \times 128$ matrices. Care must be taken when writing code for TPUs to make sure arrays come in multiples of these sizes, to maintain high performance.

Wavefunction distribution.— Consider the wavefunction $|\Psi\rangle$ of $N$ spin-$\frac{1}{2}$ quantum spins, or $N$ qubits, characterized by the $2^N$ complex amplitudes $\Psi_{b_1b_2\cdots b_N} = \langle b_1b_2\cdots b_N|\Psi\rangle$. Each amplitude is indexed by a bit string $(b_1,\ldots, b_N)$, where $b_i \in \{0,1\}$, and stored here as a pair of single precision floating-point numbers for the real and imaginary parts. Assume that $2^{N_g}$ TPU cores are available. [For instance, a board has $2^3 = 8$ cores and thus $N_g = 3$, whereas a full pod has $2^{11} = 2048$ cores, or $N_g = 11$.] We divide the $N$ qubits into two groups: the first $N_g$ qubits and the remaining $N_l = N - N_g$ qubits, which are called global and local qubits, respectively. We also decompose each bit-string $(b_1,\ldots, b_N)$ into global and local pieces $(b_1,\ldots, b_{N_g})$ and $(b_{N_g+1},\ldots, b_N)$. We then break the $2^N$-element array $\Psi_{b_1\cdots b_{N_g}b_{N_g+1}\cdots b_N}$ into $2^{N_g}$ sub-arrays of $2^{N_l}$ elements each, corresponding to the components with constant global bit-string $(b_1,\ldots, b_{N_g})$, and store each sub-array locally in the HBM of a single TPU core. For instance, for a TPU board ($N_g = 3$) we would have 8 sub-arrays distributed over 8 cores, labelled #0 to #7, as follows:

We denote the distributed wavefunction with the following diagram, where each line corresponds to a qubit (red lines on the left correspond to global qubits):
This requires reshaping and/or transposing the local sub-array of $\Psi$ on each core, while paying due attention to the restrictions on array shapes mentioned above (see also App. A). All the above operations are executed in parallel and without inter-core communication, with each core manipulating their local sub-array according to an identical set of instructions.

Finally, when the term $h_i$ acts on at least one global qubit, we first re-distribute the wavefunction $|\Psi\rangle$, by swapping (possibly a subset of) the global qubits with an equivalent number of local qubits, in such a way that the Hamiltonian term $h_i$ ends up acting on local qubits, at which point we can compute $h_i|\Psi\rangle$ as described above. For instance, in a single-board (i.e. 8-core) set-up, with $N_g = 3$, we may want to swap the three global qubits with the first three local qubits, represented by

$$\begin{align*}
\begin{array}{c}
N_g \\
N_a
\end{array}
\end{align*}$$

The re-distribution of $|\Psi\rangle$, executed remarkably fast thanks to the ICLs, requires substantial communication between the cores. Fig. 1 shows the total time required for the update $|\Psi\rangle \mapsto H|\Psi\rangle$ for an example Hamiltonian. Using a full TPU v3 pod, the wavefunction for $N = 38$ qubits is updated in about 1 second.

**Computation of ground states.**—To illustrate the computation of a ground state $|\Psi_{gs}\rangle$, Eq. (2), we apply the Lanczos algorithm, based on the update $|\Psi\rangle \mapsto H|\Psi\rangle$ as described in App. D, to the 1D XXZ Hamiltonian,

$$H = J \sum_{i=1}^{N} (X_i X_{i+1} + Y_i Y_{i+1} + \Delta Z_i Z_{i+1}),$$

where $X$, $Y$, and $Z$ are the Pauli matrices and site $N$ is identified with site 0 (periodic boundary conditions). For the couplings $J = -1$ and $\Delta = \frac{1}{2}$, this model is known to be at a quantum critical point, in the universality class of a bosonic conformal field theory with unit central charge [31]. Our current implementation, which handles generic 1D local Hamiltonians, does not exploit any of the several symmetries of the XXZ model, e.g. translation invariance or internal $U(1)$ symmetry. The 2-qubit terms in the above Hamiltonian are merged together into 7-qubit terms (see App. B) to optimize the use of the MXUs. For this computation we use at most 128 TPU v3 cores ($N_g = 7$) to reach up to $N = 34$ qubits, with the total time for the computation being around 12 minutes.

Importantly, from the distributed array for $|\Psi\rangle$ we can extract a large variety of quantities, including e.g. wavefunction overlaps $\langle \Psi_1 | \Psi_2 \rangle$, expectation value of observables such as the energy $\langle \Psi | H | \Psi \rangle$, correlation functions and entanglement measures. This requires additional operations that can also be easily implemented on TPUs. The reduced density matrix $\rho_A = Tr_A |\Psi\rangle \langle \Psi|$ over a subset $A$ of qubits (where the trace is over the rest of the qubits, denoted $\bar{A}$), and derived quantities such as von Neumann and Rényi entropies can also be computed for subsystems of up to $N/2$ qubits. Handling them requires distributed linear algebra meth-
ods on TPUs, discussed in Ref. 19. As an example, Fig. 2 shows the connected two-point correlator $\langle X_1 X_n | \Psi \rangle - \langle X_1 | \Psi \rangle \langle X_n | \Psi \rangle$ as a function of the distance $n$ between spins, as well as the second Rényi entropy $S_2(\rho_A) = -\log_2 \text{Tr}(\rho_A^2)$, where $\rho_A$ corresponds to a subsystem $A$ of contiguous spins.

**Simulation of time evolution.**— Our second application is the simulation of a time evolution $|\Psi(t)\rangle = e^{-it\hat{H}} |\Psi(0)\rangle$ that generates large amounts of entanglement. We define a suitably small time interval $\delta t$ such that $q = t/\delta t$ is an integer, write the time evolution operator for time $t$, $\exp(-it\hat{H})$, as the $q$-fold product of the time operator for $\delta t$, $\exp(-i\delta t\hat{H}) = \prod_{j=1}^q \exp(-i \delta t \hat{H})$, and then approximate each operator $\exp(-i \delta t \hat{H})$ as a sequence of six terms of the form $(1 - ia_n \delta t \hat{H})$,

$$\exp(-i \delta t \hat{H}) = (1 - ia_0 \delta t \hat{H}) \cdots \times (1 - ia_2 \delta t \hat{H}) \times (1 - ia_1 \delta t \hat{H}) + O(\delta t^7), \quad (6)$$

where the coefficients $a_n$ are solved for numerically, see App. C. The dominant term neglected above is $\delta t^6 \hat{H}^6$. Each update $|\Psi\rangle \rightarrow (1 - ia_n \delta t \hat{H}) |\Psi\rangle$ requires computing $|\Psi\rangle \rightarrow H |\Psi\rangle$ and is implemented while keeping only a few copies of $|\Psi\rangle$ in memory simultaneously.

For this demonstration we choose a 1D local Hamiltonian of the form $H = \sum_{i=1}^N h_{[i,i+5]}$, where each $h_{[i,i+5]}$ is a Hermitian matrix of size $2^6 \times 2^6$ that operates on qubits $i$ through $i + 5$, thus exemplifying the use of $q$-qubit Hamiltonian terms for $k > 2$. $H$ is set to have periodic boundary conditions and each $h_{[i,i+5]}$ has 125 terms of non-integrable many-body interactions, which are Gaussian distributed with mean zero and standard deviation $\sqrt{6}/2^5$ (such that the average Frobenius norm of each term is $\langle ||h_{[i,i+5]}|| \rangle = \sqrt{6}$). The 6-qubit terms $h_{[i,i+5]}$ are still pairwise blocked into 7-qubit terms (see App. B) in order to optimally utilize the MXUs.

Fig. 3 shows the second Rényi entropy, as a function of time $t$, of various subsystems for the state $|\Psi(t)\rangle = \exp(-it\hat{H}) |\Psi(0)\rangle$, where the initial state $|\Psi(0)\rangle$ has no entanglement, and the system has $N = 32$ qubits. On 32 TPU v3 cores ($N_g = 5$), simulating this evolution, which includes $q = 500$ time steps with $\delta t = 0.02$, and evaluation of the entropies, took 44 minutes. At early times the entropy is seen to grow similarly for all subsystems, regardless of their size. However, in time each subsystem saturates to a constant amount of entropy, dependent only on the size of the subsystem. Specifically, for a subsystem of $M$ qubits this saturation value is roughly $M$ bits of entropy, except for subsystems that cover a large proportion of the total system, such as $M = N/2$, for which it is somewhat less, as expected [32]. For the larger subsystems we see a sustained period of linear growth, which is evidence for ballistic growth of entanglement, as expected for a random Hamiltonian [33]. The rapid growth of entanglement all the way to saturation makes this time evolution very hard to simulate using tensor network methods such as Matrix Product States (MPS), which rely on the wavefunction being only moderately entangled and thus compressible. Indeed, in this example an MPS description would require a central bond dimension close to $2^{10} = 65,536$. In other words, the largest MPS tensors have a similar size as the whole wavefunction ($2^{32}$ complex coefficients), making the MPS approach even more costly than the present brute-force approach.

**Discussion.**— TPUs, originally designed for machine learning workloads, can be effectively repurposed to accelerate and scale up a number of other computationally demanding tasks [12–26]. In this paper we have demonstrated that TPUs can be used to compute ground states and simulate real time evolution in many-body systems. A very high matrix multiplication throughput on each core (enabled by the MXUs), combined with the ability to directly connect up to thousands of TPU cores together (using the fast ICIs) for a single parallel simulation with dozens of terabytes of HBM allowed us to consider an unusually large number $N$ of qubits at remarkable speed, see e.g. Fig. 1. This required adjusting to a number of characteristic features of TPUs and their XLA compiler, such as operating under the SIMD paradigm and using specific shapes for the matrices and arrays. Importantly, operating with $k$-qubit Hamiltonian terms for $k < 7$ has a computational cost similar to the $k = 7$ case, for which we observe peak performance.

Here we have considered local Hamiltonians $H$ in one dimension for concreteness. It is of course also possible to address 2D/3D local Hamiltonians, e.g. for square/cubic lattices, where sizes $6 \times 6$, $4 \times 9$ or $4 \times 3 \times 3$ are easily accessible. To go well beyond these system sizes, one has to give up a brute-force, exact simulation based on storing the full wavefunction, and use instead approximate methods such as tensor network ap-
proaches. Tensor network methods can also be significantly accelerated and scaled up with TPUs, allowing e.g. for MPS representations of 100-qubit wavefunctions with unusually large bond dimensions [25], capable of describing larger amounts of entanglement than it is possible on regular hardware.
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Appendix A: Distribution and manipulation of an $N$-qubit wavefunction on TPUs

Consider the wavefunction $|\Psi\rangle$ of a system of $N$ qubits,

$$|\Psi\rangle = \sum_{b_1=0}^{1} \sum_{b_2=0}^{1} \cdots \sum_{b_N=0}^{1} |\Psi_{b_1b_2\cdots b_N} \rangle |b_1b_2\cdots b_N\rangle,$$  \hspace{1cm} (A1)

which is characterized by $2^N$ complex amplitudes $\Psi_{b_1b_2\cdots b_N} = \langle b_1b_2\cdots b_N | \Psi \rangle$. In this appendix we explain how to distribute the $2^N$ amplitudes $\Psi_{b_1b_2\cdots b_N}$ over a number $2^N_g$ of TPU cores. We also explain how to update the distributed wavefunction under the action of a 7-qubit operator $h$, $|\Psi\rangle \rightarrow h |\Psi\rangle$.

We index each amplitude $\Psi_{b_1b_2\cdots b_N}$ by a bit-string $(b_1,\ldots, b_N)$, where $b_i \in \{0,1\}$, corresponding to the computational basis vector $|b_1b_2\cdots b_N\rangle$. We then divide the $N$ qubits into two groups. The first group contains $N_g$ qubits, which we call global qubits. The second group contains the remaining $N_l = N - N_g$ qubits, referred to as local qubits. Accordingly, each bit-string $(b_1,\ldots, b_N)$ is divided into a global part $(b_1,\ldots, b_{N_g})$ and local part $(b_{N_g+1},\ldots, b_N)$. The global part $(b_1,\ldots, b_{N_g})$ determines the TPU core where the amplitude is stored. For instance, for $N_g = 3$ we have 8 cores, labelled \{(000), (001), (010), \ldots, (111)\}, and core (000) stores the amplitudes $\Psi_{000b_1\cdots b_{N_g}}$, core (001) stores the amplitude $\Psi_{001b_1\cdots b_{N_g}}$, etc. In this way, core $(c_1,\ldots, c_{N_g})$ (where we temporarily label the global part of the bit-string using $c$’s to emphasize that they are constant on a given core) stores the $2^N_l$-element sub-array $\Psi_{c_1\cdots c_{N_g}b_{N_g+1}\cdots b_N}$ with components labelled by the local bit-string $(b_{N_g+1},\ldots, b_N)$ corresponding to the local qubits.

In other words, we think of the $2^N$ amplitudes $\Psi_{b_1b_2\cdots b_N}$ of a single distributed array as $2^N_g$ sub-arrays of size $2^N_l$, each one stored locally on the corresponding TPU core. Graphically we denote this with the following diagram, where the lines denote qubits with the red ones on the left being the global ones:

$$\begin{array}{c}
N_g \\
|\Psi\rangle \\
N_l \\
\end{array}$$

Data in TPU memory is stored in chunks of size $8 \times 128$. This means that, for any array, the last two indices must have sizes that are multiples of 8 and 128 (otherwise the array we will be padded with zeros until it has that shape, incurring a waste of memory that should be avoided). Given that $2^3 = 8$ and $2^7 = 128$, this corresponds to using the last two indices of the array to label at least 3 and 7 qubits, respectively. We thus store the wavefunction using a distributed array with a shape that adjusts to this rule. For instance, with the shape $(2^N_g, 2^N_l-10, 2^3, 2^7)$, that is, where each local sub-array on each core has shape $(2^N_l-10, 2^3, 2^7)$. Graphically:

$$\begin{array}{c}
N_g \\
|\Psi\rangle \\
N_l - 10 \\
3 \\
7 \\
\end{array}$$

Our next step is to consider the update $|\Psi\rangle \rightarrow h |\Psi\rangle$, where $h$ represents a 7-qubit operator, or a matrix with shape $(128, 128)$, which we broadcast so that each core holds a copy. Let us label the components $h_{\alpha\bar{\alpha}}$ of this matrix by indices $\alpha$ resulting from composing 7 binary indices, $\alpha = (a_1, a_2, \ldots, a_7)$, with $a_i \in \{0,1\}$. We next consider three cases, depending on which qubits the 7-qubit operator $h$ acts on.

(i) First we assume that $h$ acts on the last 7 local qubits. We can then simply multiply $h$ and the local $|\Psi\rangle$ together by contracting over the last index of the local sub-array,

$$\sum_{\alpha} h_{\alpha\bar{\alpha}} \Psi_{c_1\cdots c_{N_g}b_{N_g+1}\cdots b_N-\tau\bar{\alpha}} \rightarrow$$ \hspace{1cm} (A2)

(ii) Next we assume that $h$ acts on the last 7 qubits. We can then simply multiply $h$ and the local $|\Psi\rangle$ together by contracting over the last index of the local sub-array,

$$\sum_{\alpha} h_{\alpha\bar{\alpha}} \Psi_{c_1\cdots c_{N_g}b_{N_g+1}\cdots b_N-\tau\bar{\alpha}} \rightarrow$$ \hspace{1cm} (A3)
Graphically this can be represented as

![Graphical representation](image)

Importantly, this update of the distributed wavefunction can be accomplished by having each TPU core update its corresponding local sub-array, so that the $2^{N_g}$ local sub-arrays are updated in parallel without need for inter-core communication.

(ii) Next we assume that the 7-qubit gate acts on arbitrary local qubits, and not just the last 7 qubits as before. In this case, we re-organize each of the local sub-arrays so as to move the 7 targeted qubits to the the last 7 positions, followed by the above contraction, and then by the reversal of the above re-organization. The reorganization of a local sub-array consists of a sequence ofreshapes and transpositions. For instance, we could reshape the local sub-array from shape $(2^6, 2^3, 2^7)$ to shape $(2^2, 2^7, 2^7)$, represented by

![Reshaping and transposition](image)

and then transpose the two last indices of the resulting local sub-array, which we draw as

![Transposition](image)

Notice that at each step of this example, we store a local array where the range of the last two indices correspond to, at least, 3 and 7 qubits, respectively (that is, to multiples of 8 and 128), so as to prevent padding with zeros. Once again, all these operations are performed in parallel without need for inter-core communication.

(iii) Finally, to apply the update $|\Psi\rangle \mapsto h|\Psi\rangle$ when $h$ acts on a set of qubits that includes at least one of the global qubits, we first re-distribute the wavefunction so that all the targeted qubits become local, then proceed as above, and then re-distribute the resulting wavefunction back to the original form. For instance, if $N_g = 3$ and $h$ acts on the three global qubits, but not on the first three local qubits, we can re-distribute the wavefunction by swapping the global qubits with the first three local qubits, represented as

![Swapping](image)

Notice that this transformation cannot be performed locally on each TPU core, but requires instead substantial communication between the cores. TPUs can perform such inter-core communication remarkably fast, thanks to the dedicated ICIs that connects the cores directly, bypassing the CPU hosts on each TPU board.

Appendix B: Local Hamiltonian

As discussed in the main text, TPUs natively do matrix products of size $128 \times 128$, or $2^7 \times 2^7$. In this Appendix we explain how to use this ability to compute the update $|\Psi\rangle \mapsto H|\Psi\rangle$ for a local Hamiltonian $H$ that decomposes as a sum of local terms.

Consider a local Hamiltonian

$$H = \sum_{i=1}^{Q} k_i$$  \hfill (B1)

where each of the $Q$ terms $k_i$ is an operator that acts non-trivially on at most 7 qubits, possibly less. Recall that on a TPU, a matrix multiplication involving matrices with dimensions less than $128 \times 128$ is done by padding the matrices with zeros until they are of size $128 \times 128$. That means that we would like to be working with local terms $h_i$ that act on exactly 7 qubits, not less. Accordingly, our first goal is to rewrite the above Hamiltonian as

$$H = \sum_{i=1}^{P} h_i$$  \hfill (B2)

where each 7-qubit term $h_i$ may come from adding two or more terms $k_i$ in Eq. (B1). As an example, consider a 1D local Hamiltonian where each term $k_i$ acts on two consecutive qubits, denoted $k_{[i,i+1]}$. Then we define the 7-qubit terms $h_i$, denoted $h_{[i,i+6]}$, by adding together 6 of such terms. For instance, the first 7-qubit operator reads

$$h_{[1,7]} = k_{[1,2]} \otimes 1_5 + 1_1 \otimes k_{[2,3]} \otimes 1_4 + 1_2 \otimes k_{[3,4]} \otimes 1_3 + \cdots + 1_5 \otimes k_{[6,7]}.$$  \hfill (B3)
Here $I_m$ is the identity on $m$ qubits. Graphically we represent this as

\[
\begin{array}{c}
  h_{1,\pi} \\
  h_{2,\pi} \\
  \vdots \\
  h_{m,\pi}
\end{array} = \begin{array}{c}
  h_{1,\pi} \\
  h_{2,\pi} \\
  \vdots \\
  h_{m,\pi}
\end{array} + \begin{array}{c}
  h_{1,\pi} \\
  h_{2,\pi} \\
  \vdots \\
  h_{m,\pi}
\end{array} + \cdots + \begin{array}{c}
  h_{1,\pi} \\
  h_{2,\pi} \\
  \vdots \\
  h_{m,\pi}
\end{array}
\]

We can similarly define $h_{[7,13]}$, $h_{[13,19]}$, etc. Notice that, in this example, if e.g. $N = 2^12$, the last term $h_{[19,22]}$ only acts on 4 qubits. In that case, we will tensor product $h_{[19,22]}$ with the identity $I_3$ on 3 additional qubits, into a 7-qubit operator $h_{[16,22]} = I_3 \otimes h_{[19,22]}$.

To compute $|\Psi\rangle \mapsto H |\Psi\rangle$ for $H = \sum_{i} h_i$, we compute a sequence of products $h_i |\Psi\rangle$ for $i = 1, \ldots, P$, which we accumulate in wavefunctions $|\Psi(0)\rangle$

\[
|\Psi(0)\rangle = 0 \text{ is the null vector and } |\Psi(P)\rangle = H |\Psi\rangle \text{ contains the final result. Notice that during the above steps we need to keep at least three distributed arrays on the TPUs, corresponding to wavefunctions $\Psi$, $h_i |\Psi\rangle$ and $|\Psi(0)\rangle$}.

It is instructive to evaluate what the loss in efficiency is if we disregard the rule that matrix products should involve a matrices of shape $(2^7, 2^7)$ by a two-qubit term $k$ (or matrix with shape $(2^2, 2^2)$). On a CPU, this matrix product would require roughly $2^{N-2} \times 2^2 \times 2^2 = 2^{N+2}$ floating-point multiplications (and a similar number of additions, which we ignore in our counting for simplicity). On a TPU, we first need to pad both matrices until they reach shapes $(2^{N-2}, 2^7)$ and $(2^7, 2^7)$, respectively. We see that storing the wavefunction in this format requires the same memory as $2^5 = 32$ copies of $|\Psi\rangle$ stored without padding. For large $N$, this is a massive waste of memory! In addition, the matrix multiplication now requires $2^{N-2} \times 2^7 \times 2^7 = 2^{N+12}$ floating-point multiplications, which is $2^{10} = 1024 \times$ more than on a CPU! Again, a massive waste of compute time.

Given the constraints forced on us by the MXU, how can we more efficiently accomplish the above product? We proceed by augmenting the two-qubit operator $k$ into a 7-qubit operator $h$, given by $h = k \otimes I_5$, that acts as the identity on 5 additional qubits. We then reshape the $2^N$-element array into a matrix with shape $(2^{N-7}, 2^7)$ and multiply it by the $(2^7, 2^7)$-shaped matrix for $h$. Notice that no padding with zeros is now required. In addition, the matrix multiplication now requires roughly $2^{N-7} \times 2^7 \times 2^7 = 2^{N+7}$ floating-point operations, which is $2^5 = 32 \times$ more the operations needed on a CPU (still a very significant waste, but better than the factor $1024 \times$).

In addition, if we can join the two-qubit term $k$ with other two-qubit terms that are also part of the same Hamiltonian, we can include them in the same matrix multiplication. For instance, in Eq. (B3) we joined 6 two-qubit terms into a single seven-qubit term. In that case the MXU forces us into a factor $32/6 \approx 5.3 \times$ more operations compared to a CPU. Needless to say, the extreme efficiency of the MXU by far compensates for the generation of additional floating-point operations. Finally, we remark that for 7-qubit operators (or operators acting on even a larger number of qubits), the MXU does not force us into generating additional floating-point operations, achieving its optimal efficiency.

**Appendix C: Expansion of the time evolution operator**

To numerically time evolve a quantum state, we take the time evolution operator for a small time $\delta t$, $\exp(-i \delta t H)$, and Taylor expand the exponential to sixth order:

\[
\exp x = \sum_{n=0}^{6} \frac{1}{n!} x^n + O(x^7) = \prod_{n=1}^{6} (1 + a_n x) + O(x^7)
\]

The latter form is nothing but a rewriting of the polynomial $\sum_{n=0}^{6} \frac{1}{n!} x^n$ in terms of its roots $a_n$, which can be solved for numerically. To accuracy sufficient for single precision, the roots are

\[
\begin{align*}
a_1 &= 0.37602583 - 0.13347447i, & a_2 &= a_1^*; \\
a_3 &= -0.05612287 - 0.25824122i, & a_4 &= a_3^*; \\
a_5 &= 0.18009704 + 0.30409897i, & a_6 &= a_5^*,
\end{align*}
\]

**Appendix D: Memory efficient Lanczos algorithm**

The Lanczos method is a matrix-free diagonalization technique which can be used to approximate extremal (largest in magnitude) eigenvector-eigenvalue pairs of a large Hermitian linear operator $H$. The only requirements (besides $H$ being Hermitian) is the ability to efficiently compute the action of $H$ on a given vector $x$, and enough memory to store at least four such vectors (plus some small amount of extra memory to perform auxiliary computations).

Algorithm 1 outlines the basic Lanczos method. Starting from a normalized initial guess $x$ for an extremal eigenstate of $H$, the Lanczos method iteratively builds an orthogonal basis $Q_j \equiv [x_0, x_1, \ldots, x_j]$ of Krylov vectors $x_n$ for the Krylov-subspace span$\{x, Hx, \ldots, H^j x\}$. The algorithm makes explicit use of the Hermiticity of $H$ to obtain the orthogonal basis $Q_j$ through a three-step recurrence relation which at any point involves only
Algorithm 1 Lanczos algorithm

1: function LANCZOS($H, x, K, \delta$)
2:    $x_{-1} \leftarrow \text{zeros}\_\text{like}(x)$
3:    $x_0 \leftarrow x$
4:    $Q_{-1} \leftarrow []$
5:    for $n=0,\ldots,K-1$ do
6:        $\beta_n = ||x_n||$
7:        if $\beta_n < \delta$ then \text{invariant subspace found}
8:            $\alpha_n = \{Q_{n-1}, x_n\}$
9:        end if
10:        $x_n \leftarrow x_n/\beta_n$
11:        $Q_n = \{Q_{n-1}, x_n\}$
12:        $x_{n+1} \leftarrow Ax_0$
13:        $\alpha_n = \langle x_{n+1}, x_n \rangle$ \text{invariant subspace found}
14:        $x_{n+1} \leftarrow x_{n+1} - \alpha_n x_n - \beta_n x_{n-1}$
15:    end for
16:    return $\{\alpha_0, \ldots, \alpha_{K-1}\}, \{\beta_0, \ldots, \beta_K\}, Q_{n-1}$
17: end function

Algorithm 2 Lanczos algorithm for computing a tri-diagonalization of $H$

1: function LANCZOS\_TRIDIAG($H, x, K, \delta$)
2:    $x_{-1} \leftarrow \text{zeros}\_\text{like}(x)$
3:    $x_0 \leftarrow x$
4:    for $n=0,\ldots,K-1$ do
5:        $\beta_n = ||x_0||$
6:        if $\beta_n < \delta$ then \text{invariant subspace found}
7:            $\alpha_n = \{x_0, x_n\}$
8:        end if
9:        $x_0 \leftarrow x_0/\beta_n$
10:       $x_1 = Ax_0$
11:       $\alpha_n = \langle x_1, x_0 \rangle$ \text{invariant subspace found}
12:       $x_1 \leftarrow x_1 - \alpha_n x_0 - \beta_n x_{-1}$
13:       $x_{-1} \leftarrow x_0$
14:       $x_0 \leftarrow x_1$
15:    end for
16:    return $\{\alpha_0, \ldots, \alpha_{K-1}\}, \{\beta_0, \ldots, \beta_K\}$
17: end function

Algorithm 3 Lanczos algorithm for computing an approximate ground state of $H$

1: function LANCZOS\_GROUNDSATE($H, x, \{\alpha_1\}, \{\beta_1\}, \{v_1\}$)
2:    $u = \text{zeros}\_\text{like}(x)$
3:    $x_{-1} = \text{zeros}\_\text{like}(x)$
4:    $x_0 = x$
5:    for $n=0,\ldots,\text{len}(\{v_1\})$ do
6:        $x_0 \leftarrow x_0/\beta_n$
7:        $u \leftarrow u + v_n x_0$
8:        $x_1 \leftarrow Ax_0$
9:        $x_1 \leftarrow x_1 - \alpha_n x_0 - \beta_n x_{-1}$
10:       $x_{-1} \leftarrow x_0$
11:       $x_0 \leftarrow x_1$
12:    end for
13:    return $u$
14: end function

The Lanczos method converges towards the dominant eigenstate, i.e. the one with largest-in-magnitude eigenvalue, or a random linear superposition of states if the eigenvalue is degenerate. To achieve convergence towards the (algebraic) lowest eigenstate, one can e.g. apply a uniform spectral shift to $H$. The algorithm produces the real coefficients $\{\alpha_n\}, \{\beta_n\}$ of the tridiagonal matrix $T_j$,

$$T_j \equiv \begin{pmatrix} \alpha_0 & \beta_1 \\ \beta_1 & \alpha_1 & \beta_2 \\ \vdots & \ddots & \ddots \\ \beta_j & \beta_j & \beta_j \end{pmatrix}$$ (D1)

with $j$ at most equal to $K - 1$, where $K$ is the Krylov space dimension chosen by the user, but smaller if the algorithm terminates early (see below). The matrices $Q_j, T_j$ and $H$ satisfy the Lanczos relation

$$HQ_j = Q_j T_j + \beta_{j+1} x_{j+1} e_j^T + e_{j+1} T_j x_j$$ (D2)

with $e_{j+1}$ the $j+1$-st euclidean basis-vector of dimension $j+1$. The algorithm terminates early if an invariant subspace is found, i.e. if a newly generated Krylov vector $x_n$ is a linear superposition of previous Krylov vectors. In this case the eigenvalues of $T_j$ and the corresponding Ritz vectors (see below) are exact eigenvalues and eigenvectors of $H$. Given an eigenvector $v$ of $T_j$ to eigenvalue $\lambda$, the corresponding Ritz vector $u$ is obtained by expanding $v$ in the Krylov basis $Q_j$:

$$u = Q_j v.$$ (D3)

The pair $(\lambda, u)$ is called a Ritz pair. If the method does not terminate early, the Ritz pair $(\lambda, u)$ corresponding to an extremal eigenvector-eigenvalue pair $(\lambda, v)$ of $T_j$ is an approximate eigenvalue-eigenvector pair of $H$. A rough measure of the quality of this approximation is given by the residual norm

$$\|H u - \lambda u\| = \|HQ_j v - Q_j T_j v\| = \beta_K |v_j|,$$

which is given by the modulus of the last element in $v$ times $\beta_K$. The quality of the approximation usually increases with Krylov dimension $K$, with typical values of $K$ ranging from a few dozens to a few hundreds.

The Lanczos method is infamously ill-conditioned, resulting in loss of orthogonality, in finite precision arithmetic, of the constructed Krylov basis $Q_j$ for modest sizes of $K$, and the appearance of spurious degeneracies (“ghost modes”) in the spectrum of $T_j$. We note that for the case of only computing a single extremal eigenvector, ghost modes are of no particular concern.

Algorithm 1 requires the storage of the constructed Krylov basis $Q_j$ in memory. For large values of $j$ this can become prohibitive. One can work around this issue by splitting Algorithm 1 into two separate runs. During
the first run one only computes the tridiagonal matrix $T_j$ \emph{without} storing the Krylov vectors $Q_j$. This requires only enough memory to store three consecutive Krylov vectors $x_n$ in memory. One then diagonalizes $T_j$ to obtain the extremal eigenpair $(\lambda, v)$. Finally, one uses the expansion coefficients $v$ as input to a second Lanczos run during which the desired extremal Ritz vector $u$ is accumulatively computed from the reconstructed Krylov basis. The second run requires enough memory to store four Krylov vectors. The two algorithms are outlined in Algorithms 2 and 3. This approach of course comes at the expense of additional computational time required for the second run. This latter, memory-efficient implementation of Lanczos is what we use to find the ground state of a 1D spin chain and obtain for instance the results in Fig. 2.