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Abstract

The acoustic emission activity associated with recent rock fracture experiments under different conditions has indicated that some features of event-event triggering are independent of the details of the experiment and the materials used and are often even indistinguishable from tectonic earthquakes. While the event-event triggering rates or aftershock rates behave pretty much identical for all rock fracture experiments at short times, this is not the case for later times. Here, we discuss how these differences can be a consequence of the aftershock identification method used and show that the true aftershock rates might have two distinct regimes. Specifically, tests on a modified Epidemic Type Aftershock Sequence model show that the model rates cannot be correctly inferred at late times based on temporal information only if the activity rates or the branching ratio are high. We also discuss both the effect of the two distinct regimes in the aftershock rates and the effect of the background rate on the inter-event time distribution. Our findings should be applicable for inferring event-event triggering rates for many other types of triggering and branching processes as well.

1 Event-event triggering & aftershocks

Many striking features of physical, geophysical, biological or social processes can be portrayed as patterns or clusters of localized events. Specific examples include magnetization processes [1, 2, 3], martensitic transformations [4], fracture processes [5, 6, 7, 8, 9, 10], natural or induced earthquakes [11, 12, 13, 14], solar flares [15, 16], extreme bursts in the solar wind [17, 18], the spread of infections [19], extinctions of species [20, 21, 22], neural spikes [23, 24], booms and bursts of markets and economies [20, 25, 26, 27, 28, 29, 30], media coverage [31] – to name a few. A generic attribute in all these cases is that one event can trigger or somehow induce another one to occur – or possibly numerous further events. One of the most prominent examples of such event-event triggering are aftershocks [32, 33, 34, 35, 36, 13]. Aftershock sequences are characterized by time-varying (local) event rates, which are often empirically found to approximately follow — across a wide range of scales and systems from friction and fracture to socio-economic systems [35, 38, 39, 40, 41, 7, 9, 10, 16, 27, 28, 29, 30, 31] — the Omori-Utsu (OU) relation,

\[ r(t) = \frac{K}{(t + c)^p} \equiv \frac{1}{\tau(t/c + 1)^p}. \]  

first proposed for earthquakes [42]. Here, \( t \) measures the time after the triggering event, \( p \) is typically close to 1 (\( p \gtrsim 1 \) if one only considers directly triggered events [40]) and \( \tau \equiv e^\theta/K \). \( K \) is typically found to increase with the energy of the trigger though the exact
dependence of $K$, $c$ and hence $\tau$ on different parameters is an active field of research [13].

The OU relation with $p \approx 0.7$ has in particular been observed in acoustic emission (AE) experiments of rock fracture across a range of different materials and conditions [7, 43, 44], denoting some sort of universality in the response of disordered materials under mechanical stress, an hypothesis already suggested by the scale invariance in other physical and statistical relations [45, 46, 47]. Yet, a $p$-value significantly lower than 1 implies that the number of events directly or indirectly triggered by a single event is infinite. Indeed, a more recent study of rock fracture experiments using a more reliable technique to identify triggered events has shown that there are significant deviations from the OU relation at late times with a steeper decay that ensures that the number of triggered events is finite [48]. Identifying the aftershocks is a general challenge for all triggering processes since a detailed or “fundamental” knowledge of the underlying microscopic dynamics and causal information is typically not available [49]. In the case of earthquakes, the most reliable methods to identify triggering relations use spatio-temporal correlations between events [35, 39, 50, 51]. In the absence of spatial information — as it is the case for previous rock fracture experiments [7, 43, 44] — this is not an option and one has to rely on the measurement of the whole activity rate after each event [7, 52]. This technique can lead to a strong bias in the estimation of triggering rates in cases where either the number of triggered events or the background rate of events activated by other mechanisms is high, or both, as we show explicitly here.

Specifically, in this paper we aim to quantify the bias of this technique and establish under which conditions it can serve as a reasonable estimator for the triggering rates. We test it against synthetic catalogs generated by a modified Epidemic-Type Aftershock Sequence (ETAS) model with a triggering rate characterized by two power laws, as observed in the most recent rock fracture experiments [48]. We address the possibility that the low experimental OU exponent ($p$ values) and some other inconsistent results observed in the previous rock fracture experiments [7, 43, 44] are a consequence of the hidden complexity of the triggering process. First, we formulate triggering in terms of branching processes. The true direct and compound triggering rates can be estimated reliably only under certain conditions. Instead, one is often limited to less reliable estimators such as those based on the mean aftershock sequence rates (MASR) and the distribution of waiting times (DWT) to extract the properties of the triggering process. We discuss the limitations of such methods. Next, we introduce the modified ETAS model with the triggering rates characterized by two power laws as observed in rock fracture experiments with spatio-temporal information [48]. Considering that only magnitude and temporal information is available, we interpret the measured MASR in terms of direct and compound triggering rates, and identify the parameters giving rise to different power-law regimes in the DWT. Finally, we discuss whether these numerical results can provide an explanation for anomalous features in the experimental results.

2 Event-event triggering represented as a branching process

The study of systems exhibiting localized events and triggering between them can be cast in the language of point processes [35, 51, 53, 55, 13]. A stochastic point process is fully determined by a function called the intensity, which quantifies the probability of occurrence of an event of size $M$ at time $t$ and at location $\vec{z}$:

$$\mu(t, \vec{z}, M) := \text{Prob} \{ \text{event of size } M \text{ at } t, \vec{z} \} \ dtd\vec{r}dM.$$  \hspace{1cm} (2)

The measured activity rate can vary over time due to an explicit temporal variation of
external parameters, and/or as a consequence of previous activity. In the latter case, the intensity depends explicitly on the history of the point process \( (\mathcal{H}_t := \{ \text{all events } i : t_i < t \}) \). The exact intensity \( (\mu(t, \mathcal{H}_t)) \) of a process exhibiting triggering involves in general a complex contribution of the whole history \( \mathcal{H}_t \). In a simplified approach, the contribution to the intensity of each past event can be linearized in a Hawkes self-exciting point process \[\mu(t, \mathbf{z}, m|\mathcal{H}_t) = \mu_0(t, m) + \sum_{i \in \mathcal{H}_t} \phi(t - t_i, \mathbf{z} - \mathbf{z}_i, m|M_i) \] (3)

Stochastic Hawkes processes can be reinterpreted as the outcome of branching processes where each event is either a background event or has a single parent. Given a background event \((G=0)\), a sequence of first generation events \((G=I)\) can be triggered, after a time difference \(\tau\) and at relative position \(\mathbf{r}\) from the background event, according to an intensity factor represented by the \textit{triggering kernel} \(\phi(\tau, \mathbf{r}, m|M_i)\). Each event in the first generation can itself trigger a sequence of second generation events \((G=II)\) with the same relative kernel \(\phi(\tau, \mathbf{r}, m|M_i)\), and so on until a whole triggering cascade or tree is generated up to some \(n\)-th generation that does not trigger further events. The major physical constraint to the model is the stability of the branching process, requiring that the average number of events directly triggered from a single parent — computed as the \textit{average branching ratio} \(n_b = \langle \int \mathbf{r} \int dm \int dm' \phi(\tau, \mathbf{r}, m'|m) \rangle\) — has to be lower than one. Triggering trees can be spatially and temporally overlapping, generating a complex triggering forest difficult to disentangle in practice.

### 2.1 Direct and compound event-event triggering rates

The linear Hawkes model is useful for both the development of forecasting tools \[58, 59, 60, 61\] and the deep understanding of the fundamental physics behind avalanche processes \[62, 63, 64, 65\]. Both purposes require a reliable estimation of the triggering kernel. If the actual pairwise parent-child relations are retrievable, or can be estimated from declustering techniques \[66, 50, 35, 51, 67\], one can measure the \textit{direct} (or \textit{bare} \[58\]) triggering rates and use them as a good estimator for the triggering kernel: \(\phi(\tau, \mathbf{r}, m'|m)\).

In some cases one has to deal with time series without spatial information, or situations where the spatial kernel is too spread to retain meaningful information. One is left with the marginal temporal point process with a triggering kernel \(\phi(\tau, m|m_0)\). The \textit{compound} (or \textit{dressed} \[68\]) triggering rates are the expected temporal activity during the span of a triggering cascade generated from a background event (the root of the tree) of magnitude \(m_0\) at \(t_0\). The compound triggering rates can be computed from the direct triggering rates as:

\[
\Phi_c(\tau, m|m_0) := \sum_{G=I,II,...} \Phi_G(\tau, m|m_0) \tag{4}
\]

where \(\tau = t - t_0\) and \(\Phi_G=I\) corresponds to the direct rates from the background event, \(\Phi_G=II\) designates the rate of events triggered by all first generation events, etc.. Under certain conditions one can calculate the compound rates analytically, or at least find an approximate solution, as for the case exposed below. The magnitude of triggered events is usually assumed as an independent variable: \(\phi(\tau, m|m_0) = \rho(m)\phi(\tau|m_0)\), where \(\rho(m)\) is the distribution of magnitudes. In such cases, the intensity of the first generation \((G=I)\), equivalent to the kernel from the triggering background event, can be written as:

\[
\Phi_I(\tau, m|m_0) \equiv \rho(m)\phi(\tau|m_0) \tag{5}
\]

and each one of the higher order generations contribute to the intensity as:

\[
\Phi_G(\tau, m|m_0) = \rho(m) \int_{m'_c}^{\infty} dm' \int_0^{\infty} dt' \Phi_{G-1}(t'|m_0)\phi(\tau - t'|m')\rho(m') \tag{6}
\]
where \( t' \) and \( m' \) are the occurrence time and magnitude of the events from the \((G-1)\)th generation originated by the mainshock \((m_0, t_0)\), and \( m' \) is distributed according to \( \rho(m') \). If the kernel can be further separated between the temporal and productivity term: \( \phi(\tau|m') := k(m')\phi(\tau) \), the branching ratio is simplified as: \( n_b = \int k(m') \rho(m') \, dm' \), and each element is directly triggered by the previous generation:

\[
\Phi_G(\tau|m_0) = n_b \int_0^\tau dt' \Phi_{G-1}(t', m_0)\tilde{\phi}(\tau - t') \tag{7}
\]

Substituting Eq. (5) in the generic recurrence the triggering rates of generation \( G \) can be expressed as a series of convolution operations (*) as:

\[
\Phi_G(\tau|m_0) = K(m_0)n_b^s \left( \tilde{\phi}_1 \ast \tilde{\phi}_2 \ast \ldots \ast \tilde{\phi}_g \right) \tag{8}
\]

This recurrent expression can be solved in the Laplace transformed space. Given \( \tilde{\psi}(s) := \mathcal{L}\left(\tilde{\phi}(y)\right) \) the compound rates can be found as:

\[
\Phi_c(\tau|m_0) = K(m_0) \sum_{g=1}^{\infty} \mathcal{L}^{-1}\left( \left( n_b \tilde{\psi}(s) \right)^g \right) \tag{9}
\]

### 2.2 Mean aftershock sequence rates

In the absence of any information regarding the precise topological structure of the branching process we can still try to estimate the triggering kernel under certain conditions. The branching nature of the model, and the independence between terms, impose Markovian correlations in the parent-child relationship. All triggering branches are independent and, thus, triggering trees can be considered independently of the generation of the parent without loss of generality. Under these premises, we can consider all triggering trees originated from any event as statistically equivalent. Thus, we can measure the activity rates conditioned to the presence of a trigger or mainshock \((t_0, m_0)\) — the mean aftershock sequences rates (MASR) — as the expected density of events:

\[
\text{MASR}(\tau, m|m_0) := \langle \rho(t - t_i = \tau, m, M_i = m_0) \rangle \tag{10}
\]

In general, the measurement of MASR corresponds to the compound rates plus the contribution of all events without a causal connection to the mainshock. If the branching ratio is low, we can consider this second contribution as the independent activity:

\[
\text{MASR}(\tau|m_0) \approx \Phi_c(\tau|m_0) + \left( \mu_0(t) + \int dt' \mu(t')\phi(t - t'|m_0) \right) \approx \Phi_c(\tau|m_0) + \langle \mu(t) \rangle \tag{11}
\]

Under certain conditions the MASR serve as a good approximation to the compound or even the direct rates. If the background activity is low enough to isolate independent triggering trees, the contribution of independent events is small and MASR\((\tau|m_0) \approx \Phi_c(\tau|m_0)\). Furthermore, if the branching ratio is low enough to neglect secondary triggering as a major contribution to the triggering rates, compound and direct rates are similar and hence \( \Phi_c(\tau|m_0) \approx \phi(\tau|m_0) \).

### 2.3 The Distribution of Waiting Times

Finally, we shall mention the more naive approach to study triggering based on the distribution of waiting times (DWT) or times between consecutive events. Since the DWT is a memoryless measurement, different point process (with and without correlations) can give rise to similar distributions. It is advised to use the DWT with caution when assessing the
presence of triggering, and to use more reliable techniques instead [70, 71, 72, 73, 74].

Specifically, different phenomena can give rise to power-law regimes in the DWT. For a Poisson process, all events are independent and their DWT renders a decaying exponential with a characteristic rate (e.g. \( \mu_0 \) in Eq. 3). Yet, if this rate varies over time, the compound DWT corresponds to a superposition of exponential distributions. If the rate starts from zero (\( \mu_0(t = 0) = 0 \)) and increases with time, we can always expand the temporal dependence of the background rate in a power series around the origin: \( \lim_{t \to 0^+} \mu_0(t) \approx t^{1/\xi} \). It can be shown that, for long waiting times, the DWT for this process of independent events will be: \( \text{DWT}(\delta) d\delta \propto \delta^{-\xi-2} d\delta \) [7, 75, 76, 77].

On the other hand, a power-law DWT can also emerge from triggering. Typically, the presence of triggering is identified as an anomalous behavior in the distribution of short waiting times. Direct triggering rates decaying in time as a power-law \( r(t - t_i) \propto (t - t_i)^{-p} \)—such as the Omori-Utsu relation in Eq. 14— return also a power-law with an exponent \( 2 - 1/p \) [70, 74]. However, some experimental measurements also display discrepancies with this exact relation [7, 4, 78]. Finally, when power-law triggering processes coexist with a time-dependent background rate we can find a double power-law DWT fulfilling certain scaling relations [76, 7].

3 Triggering Models from Empirical Data

One of the most studied triggering processes are aftershock sequences in seismology. Seismic activity increases after major earthquakes, a phenomenon consistent with the idea that this event — often called a main shock — triggered other ones. In 1894 F. Omori realized that the rate of the triggered earthquakes—the aftershocks— after the 1891 Nobi main shock decayed in time following a power-law relation with exponent \( p \approx 1 \) [42]. The modified Omori-Utsu relation [38], as stated in Eq. 14, presents a good approximation for the activity rates after almost all major earthquakes in recent history. The size of an earthquake is quantified by the magnitude \( m \), a logarithmic measure of the seismic moment released by the slip associated with an earthquake. In 1944 Gutenberg and Richter [79] established that the number of earthquakes above a certain magnitude \( m \) approximately behaves as \( N_s(m) \sim 10^{-bm} \), equivalent to a power-law distribution of the seismic moment or an exponential distribution of magnitudes:

\[
\rho(m) dm = b \ln(10) 10^{-b(m-m_c)} dm \quad \text{for} \quad m_c \leq m
\]

where \( m_c \) corresponds to the magnitude of completeness of the given catalog. The value of \( b \) is close to unity and Eq. 12 extends down to magnitudes as low as \( m = -4.4 \) [80]. Typically, magnitudes can be considered to be independent [81, 82]. There exists, however, a well established relationship between the magnitude of main shocks and the number of their aftershocks \( N_{AS} \). The productivity relation of aftershocks states that \( N_{AS} \) scales with the magnitude of the mainshock \( m_0 \) as [38]:

\[
N_{AS}(m_0) \propto 10^\alpha m_0
\]

This relation implies that the parameter \( K \) in the OU relation [41] is not a constant and instead scales with the magnitude of the mainshock as: \( K(m_0) = k 10^{\alpha m_0} \) and, in this case, \( \alpha \equiv \bar{\alpha} \). Yet, recent studies of earthquake catalogs indicate that the productivity relation and the Omori-Utsu relation might need to be augmented and \( \alpha \neq \bar{\alpha} \) [13].
3.1 The Epidemic-Type Aftershock Sequence (ETAS) model of earthquakes

The three statistical relations of seismology stated in Eqs. (11,12,13) can be used to define a branching process, commonly known as the Epidemic Type Aftershock (ETAS) Model [83], where all the explicit dependences can be separated as:

\[
\phi(m, \tau | m_0) = \rho(m)K(m_0)\tilde{\phi}_\tau(\tau)\tilde{\phi}_\rho(\rho) \quad \text{with} \quad \begin{cases} 
\rho(m) = b\ln(10)10^b(m_c - m) \\
k10^{\alpha m_0} \\
\tilde{\phi}_\tau(\tau) = \theta\rho^\phi(C + \tau)^{-1 + \theta}
\end{cases}
\tag{14}
\]

where \(m_0\) is the magnitude of the mainshock and \(\tau = t - t_0\). The average branching ratio is given by: \(n_0 = k \frac{b}{m_c} \cdot 10^{\alpha m_c}\). In the branching process approach, the number of triggered events is sampled as a Poisson variable with rate \(K(m_0)\).

3.2 The modified ETAS model for rock fracture

Many physical processes exhibit statistical features similar to those summarized in Eqs. (1,12,13) for seismicity. Specifically, the ETAS model describes remarkably well some aspects of the temporal sequences of acoustic emission (AE) events recorded during the failure of rocks and porous materials under compression [77]. However, the full spatio-temporal triggering cascades, which have only become accessible very recently, in AE experiments of rock fracture reveal a more complex triggering kernel than the standard ETAS model [48].

While the event magnitudes appear to be independent \((\phi(m, \tau | m_0) = \rho(m)\phi(\tau|m_0))\), empirical evidence suggests that there is a characteristic time associated with the triggering rates that scales with the magnitude of the mainshock. Similar behavior has also been observed very recently in earthquake catalogs from Southern California [10,13]. Thus, the term \(\phi(\tau|m_0)\) cannot be separated in independent terms \(K(m_0)\phi(\tau)\). Specifically, the following scaling form has been observed: \(\phi(\tau|m_0) \sim 10^{\alpha m_0}\tilde{\phi}(10^{-\alpha}m_0\tau)\) with \(\alpha = 0.5\) [83]. Furthermore, the short time regime, which is constant in the standard ETAS model, is better fitted by a generic power law with an exponent \(0 \leq p_1 < 1\). In summary, the scaling function exhibits a transition from this power-law regime \(\phi(x) \sim x^{-p_1}\) below a characteristic value \(x_c\) of rescaled time, towards the standard \(\phi(x) \sim x^{-p_2}\) with \(p_2 > 1\). In order to implement a modified ETAS model able to reproduce the empirical observations, we need to impose a branching ratio \(n_0 \leq 1\) for stability reasons, and set \(p_1 < 1\) and \(p_2 > 1\) to be integrable over the whole temporal domain. We define the positive parameters \(\theta_1 := 1 - p_1\) and \(\theta_2 := p_2 - 1\) for convenience. By normalizing the kernel and imposing the continuity constrain at \(x_c = x_c\), the scaling relation has the explicit form:

\[
\frac{1}{x_c} \tilde{\phi}(x/x_c)dx = \frac{dx}{x_c} \left( \frac{\theta_1 \theta_2}{\theta_2 + \theta_1} \right) \begin{cases} 
\left( \frac{x}{x_c} \right)^{1+\theta_1} & \text{for} \quad 0 < x/x_c \leq 1 \\
\left( \frac{x}{x_c} \right)^{1+\theta_2} & \text{for} \quad x/x_c \geq 1
\end{cases}
\tag{15}
\]

Considering the same \(K(m_0)\) used in Eq. (14) and the definition of the productivity law stated in Eq. (13), the total number of events triggered by a mainshock of magnitude \(m_0\) now scales with the compound productivity exponent \(\alpha = \alpha + \alpha_f\). Given the temporal and mainshock-magnitude dependent kernel \(\phi(\tau|m_0)\) the scaling function \(\tilde{\phi}(x/x_c)\) from Eq. (15) can be retrieved as:

\[
\tilde{\phi} \left( \frac{10^{-\alpha x_m} \tau}{x_c} \right) = \frac{x_c}{k} 10^{-\alpha m_0} \phi(\tau|m_0).
\tag{16}
\]

\(^1\)Notice that the exponent \(1 + \theta\) and the \(p\) in the OU relation [11] measured from the compound rates may differ [52], as can be derived from Eq. (19).
The triggering kernel recovered by the bare triggering rates measured in the simulations, exhibiting the scaling relation in $m_0$, $x_c$ and $n_b$ summarized by Eq. (16). Each curve (around 7 for each simulation) corresponds to the average 1st generation activity after mainshocks in different magnitude ranges $m < M_i < m + \Delta m$, with $\Delta m = 0.5$. Six simulations are shown with values $x_c = 1$, $0.0166$ and $10^{-8}$, respectively, and $n_b = 0.2$ (in red) and $0.95$ (in blue), respectively.

This is the form we focus on in the remainder of the paper, especially in the figures. Given the intensity of the process $\mu(t, H_t)$ from Eq. (3), the terms $k$, $x$, $x_c$ and $\mu_0$ involve a temporal scale. Here, we select $\langle \mu_0(t) \rangle$ as our time unit. Thus, we express the parameter $x_c$ in units of the mean background rate: $[x_c] = \langle \mu_0(t) \rangle^{-1}$.

We implement the ETAS model with the modified temporal kernel as defined in Eq. (15) and performed simulations with the parameters estimated from the empirical data \cite{48}: $\theta_1 = 0.25$, $\theta_2 = 0.7$ and a transition point $\tau_c = 10^{\alpha_x m_0 x_c}$. The magnitudes of the events are generated from Eq. (12) with $b = 2.0$ and $m_c = 3.25$ \cite{49}. The productivity exponent of the kernel is set to $\alpha = 0.55$ and $\alpha_x = 0.5$. Thus the average number of events generated by a mainshock is $\langle N_{AS}(m_0) \rangle = k 10^{1.05 m_0}$. Combining Eqs. (16) and (14), the explicit dependence of the productivity term on the branching ratio $n_b$ reads:

$$ k(n_b) = \int dm_0 \int d\tau \phi(\tau|m_0) = n_b \left(1 - \frac{\alpha - \alpha_x}{b}\right) 10^{-(\alpha + \alpha_x)m_c} \quad (17) $$

We generated sequences of $10^5$ background events for different values of $x_c$ and $n_b$. To highlight our main findings, we focus on two specific examples in the following: Low branching ratio with $n_b = 0.2$ and high branching ratio with $n_b = 0.95$. The ratio between the transition point and average activity of unrelated events determines whether

\footnote{Please note that the magnitudes of AE events in the lab experiments are defined in a different way than for earthquakes and not directly comparable. Hence the difference in scales and $b$-values.}
the second power-law regime can be observed in the mean aftershock sequence rates or not. For example, the transition point \( x_c \) is unobservable when the triggering rates \( \phi(x_c) \) fall below the background rate \( \mu_0 \). Considering the parameters of our simulations, this happens for \( x_c = \frac{2 \cdot 10^3}{2 \cdot 10^2} = 5/300 \sim 0.0167 \) in our reduced units. We simulate the model with values of \( x_c = 1, 5/300, 10^{-8} \) such that the transition point is found above, around and below the background level. In order to evaluate the effect of time-independent vs time-dependent background rates, we impose \( \mu_0(t) \sim t^{\sigma - 1} \) by sampling the background events from a cumulative distribution: \( \text{CDF}(t_i) = t^\sigma \). Thus, a constant rate is sampled for \( \sigma = 1 \) and quadratic increasing rate for \( \sigma = 3 \), resembling the smooth increase of the rate observed at the beginning of AE experiments [18].

Fig. 1 shows the measured bare rates for all simulations to verify the scaling relation (16). Each line represents an average over all parent events with magnitude \( m < M_i < m + \Delta m \) in each simulation. Indeed, the numerical results reproduce the expected relation from Eq. (15), represented by the wide grey curve.

The compound triggering rates are also invariant with respect to \( \tau_c = 10^{-\alpha} \), which controls the temporal scale of the triggering with respect to the background rate, but it is sensitive to the productivity \( \sigma \), as stated in Eq. (6), and, thus, depends implicitly on \( n_b \). The top panels of Fig. 2 show the average of the compound rates in mainshock magnitude windows of \( \Delta m = 0.5 \), measured in the numerical simulations. The curves are scaled according to Eq. (16) in order to identify the deviations from the direct rates. For low branching ratio \( (n_b = 0.2) \) the compound rates are almost indistinguishable from the direct rates. This is not the case for higher branching ratios \( (n_b = 0.95) \) where we identify an exceedance of activity starting at \( \tau \sim \tau_c \) and extending to higher values. Eq. (18) is only valid if the dependence on mainshock magnitude can be separated from the temporal kernel. In the modified ETAS model, the coupling imposed in the temporal scale \( \tau_c(m_0) \) prevents this analytical approach. Yet, if we limit our analysis to the short-time power-law regime only \( (\tau < \tau_c) \), we can at least provide an explanation for the exceedance point observed for \( n_b = 0.95 \) in Fig. 2. If the triggering kernel consisted of a single power-law regime with exponent \( \theta_1 > 0 \) at all time-scales \( \tau \rightarrow \infty \), the compound rates would always diverge and increase exponentially fast above a certain characteristic time \( \tau^* \). When the branching ratio is high, the characteristic time \( \tau^* \) is reached before the transition time \( \tau_c \) towards the fast decaying regime. Since we now only consider the term: \( \phi(\tau/\tau_c) = \left( \frac{\tau}{\tau_c} \right)^{\theta_1 - 1} \), we can separate the productivity from the pure temporal kernel and, following Eq. (19), obtain the resulting rate for \( \tau \leq \tau_c \):

\[
\Phi_c(\tau/\tau_c) = \frac{k}{x_0} 10^{\alpha m_0} \frac{\theta_1 \theta_2}{\theta_2 + \theta_1} \Gamma(\theta_1) \sum_{g=1}^{\infty} \frac{1}{\Gamma(g \theta_1)} \left( n_b \left( \frac{\tau}{\tau_c} \right)^{\theta_1} \right)^g \tag{18}
\]

with \( \Gamma(\beta) := \int_0^\infty t^{\beta - 1} \exp(-t) dt \). In Fig. 2a,b the numerical solution from Eq. (18) (computed up to \( g = 50 \)) is plotted as a guide to the eye, revealing the trend to the deviation from Eq. (16) for high branching ratios. The solution for any value of \( \theta_2 > 0 \) and \( n_b < 1 \) above the transition point \( \tau = \tau_c \) should not differ significantly from the power-law decay discussed in Ref. [68].

4 Inferring triggering rates in the modified ETAS model

Without spatial information, the catalogs generated from a point process are given in a sequence of events \( t_i, m_i \) and the direct and compound triggering rates cannot be measured
Figure 2: Rescaled compound triggering rates (a,b) and mean aftershock sequence rates (c,d) for the same simulations and mainshock magnitude bins as in Fig. 1. The scaling function for the triggering kernel is shown as thin black lines and the numerical solution of Eq. (18) is shown in grey. In (c,d) the measured compound rates plus the average rate $\langle \mu \rangle$ from Eq. (11) are also plotted (black dots and lines). Error bars in (c,d) correspond to one standard deviation for each individual sequence. The rate of events unrelated to the given triggering cascade $\langle \mu(t) \rangle$ (see Eq. (11)) decreases with the mainshock magnitude in the rescaled representation due to the term $10^{-\alpha m_0}$, giving rise to the variations in the plateaus observed at late times.
directly. Instead, we have to rely on the measurement of mean aftershock sequence rates (MASR) to infer the triggering kernel. In this section we present the results for synthetic catalogs generated from the modified ETAS model (Eq. (15)), and compare them with the actual direct and compound triggering rates.

Due to the increase in the aftershock rates with the magnitude of the mainshock as expressed by the productivity law, the overall intensity of the process as defined in Eq. (3) is typically dominated by an earlier large event or a more recent smaller one. To take advantage of this, we evaluate the mean aftershock sequence rates (MASR) as the activity after any event of any magnitude $M_i$ until the next event $j$ with magnitude $M_j > M_i$, in hopes to obtain long triggering sequences with reliable information. To obtain sufficient statistics, we average the MASR in mainshock magnitude windows ($m < M_i < m + \Delta m$). We must normalize the sequences by the measurement range of each sequence: the time until an event is found with $M_j > M_i$, equivalent to the complementary cumulative distribution of waiting times $\text{CCDF}(\delta, M_k > m)$. In Fig. 2.c,d the MASR measured in simulations are compared to the compound triggering rates ($\Phi_c(\tau, m)$) with the addition of the time-averaged rate $\langle \mu(t) \rangle$, presenting an approximation to the final expression of Eq. (11). Although the approximation is especially well-suited for low branching ratios, at $n_b \sim 1$, this assumption overestimates the contribution of unrelated events $\langle \mu(t) \rangle$ at late times. This is due to taking the time average since $\langle \mu(t) \rangle$ can significantly vary over time. Since triggered events are considered as mainshocks in the MASR, the rate of events triggered by independent branches within the same triggering tree are non-negligible. Although not directly triggered, this type of activity occurs predominantly at early times after the mainshock leading to a time-varying $\langle \mu(t) \rangle$. In general, we are able to recognize the double power-law kernel as long as the average rate $\langle \mu(t) \rangle$ is much lower than the triggering rate at the transition point $\theta_1 + \theta_2 \theta_1 \theta_2 x_c$. Around and above this value, the average rate...
makes the secondary power-law regime unobservable and renders a single power-law decay in triggering rates resembling the standard Omori Utsu relation, but with an exponent value that is unphysically low, as was found in Refs. 7, 4, 10.

In the case of $\langle \mu(t) \rangle \sim \frac{\theta_1 + \theta_2}{\theta_1 \theta_2} x_c$ and $n_b \sim 1$, MASR (blue lines in Fig. 2.d) render an effective power-law behavior with a low exponent extending up to 5 decades around $x_c$. This behavior is a consequence of the interplay between the transition point, the rate of independent events, and the contribution of higher generation triggering. Fig. 3 shows this region in more detail for both a simulation with constant background rate (Fig. 3a) and for $\sigma = 3$ (Fig. 3b). In the MASR for $\sigma = 1$, we can fit the effective power-law with an exponent lower than 0.3, not directly related to $\theta_1$ or $\theta_2$, nor observed in the compound rates. The scaling relations of the triggering rates with $m_0$ are also affected. Thus, a blind estimation of Omori ($p$) and the productivity ($\alpha$) exponents limited within this interval by fitting and collapsing the MASR curves according to the scaling relations is unlikely to retrieve the right form of the triggering kernel.

Finally, we evaluate the distribution of waiting times (DWT) for different magnitude thresholds, as shown in Fig. 4. We compare the results obtained with (a) the uniform ($\sigma = 1$) and (b) time-dependent ($\sigma = 3$) background rate, for different values of $x_c$ and $n_b = 0.95$. No significant differences are found for $n_b = 0.20$ (not shown). The distributions are scaled with the mean waiting time for each threshold, following the scaling relation expected for a Poisson process and observed also for other processes such as seismicity [84] [93] and rock fracture [15], for example. In the standard ETAS model, the situation is more complicated [85, 86]. This is also true for the modified ETAS model we consider here. Due to the additional scaling parameter ($\alpha_r$) the collapsing of the curves to a single scaling function can only be fulfilled over certain ranges. If the events were independent, from the background sampling one would expect an exponential distribution in the DWT for $\sigma = 1$ and a power law decay with exponent: $x_c \sim \langle \delta \rangle = 2.5$ for $\sigma = 3$. Instead, both behaviors are only found for waiting times longer than the typical waiting time of background events ($\delta \sim \langle \delta \rangle$). Below these times, the distribution is dominated by the triggering process, returning the power-law exponents predicted from the relation $2 - 1/p: 0.67$ for the regime with $p = 0.75$ and 1.41 for the regime $p = 1.7$, see Fig. 4.

5 Discussion

As expected, the branching ratio, the ratio between the power-law transition and the background rate are essential to understand the results of MASR in terms of the triggering kernel. The existence of a characteristic scale in the temporal triggering kernel offers a plausible explanation to the detection of effective Omori exponents lower than one in unlocalized catalogs of acoustic emission during mechanical processes [7, 44] and calorimetry in structural phase transitions [4]. In the specific case of the failure of porous materials under compression [7, 44] an effective Omori exponent $p \sim 0.7$ was observed using MASR, compatible with the short time power-law regime found in localized catalogs [18] and the MASR of the modified ETAS model (Fig. 2) for transition values $x_c \gtrsim \frac{\theta_1 + \theta_2}{\theta_1 \theta_2}$. The explanation derived from the modified ETAS models is that the second power law regime is hidden by the background rate. As a consequence, the estimation of the productivity term $k(m_0)$ will neglect the existence of a scaling relation in the temporal axis. Thus, only a single exponent can be estimated by collapsing the curves $\phi(\tau|m_0)$. In the modified ETAS model, if the second power-law is not observed in the MASR, one would find a scaling relation $k(m_0) \sim 10^{x/m_0}$, but this measured exponent $\alpha'$ does not correspond to the scaling parameter $\alpha$, nor the productivity exponent $\alpha' = \alpha + \alpha_r (1 - \theta_1) = \tilde{\alpha} - \theta_1 \alpha_r$. Instead it corresponds to an intermediate value $\alpha' = \alpha + \alpha_r (1 - \theta_1) = \tilde{\alpha} - \theta_1 \alpha_r$. This
relation directly follows from Eqs. (15) and (16) if one only considers the regime $x \leq x_c$. The specific value of $\alpha' = 0.925$ for our simulations (and consistent with the experiments in [48]) is, however, different from the value $\alpha' \approx 0.5$ observed during the failure of porous materials under compression [7] using MASR. Provided the validity of the modified ETAS model, this suggests that the exponents $\alpha$ and $\alpha_x$ are not universal across rock fracture experiments. Assuming positive values of $\alpha$, $\alpha_x$, and $\theta_1 = 0.25$, both exponents are however limited within the range $0 \leq \alpha \leq 2$ and $0 \leq \alpha_x \leq 2/3$.

The distribution of waiting times in experimental data usually exhibits a sharp transition between two power-law regimes [76] [7] [78]. The power-law regime observed for long waiting times is consistent with the temporal variations of the background rate. Our modified ETAS model can reproduce both observations if the maximum background rate is comparable to the rate at the transition point between the two power laws in the triggering kernel, i.e. $x_c = 0.0167$ in our simulations. The long time regime of the triggering kernel is only observable before the regime dominated by the background rate for $x_c < 0.0167$, as shown in Fig. 4. The absence of the secondary triggering regime for $x_c \geq 0.0167$ is also consistent with the above mentioned absence of the secondary regime above the background rate in the experimentally measured MASR.

Finally, the exact mathematical relation between the $p$-value of the direct triggering rates and the power-law exponent in the waiting time distribution $(2 - 1/p)$ is not consistent with the exponents measured using MASR in some experiments [76] [78]. While one might expect that this is related to the presence of a high branching ratio [68], this is not supported by our findings for the modified ETAS model considered here and remains an open question.

**Figure 4:** Distribution of waiting times rescaled by the average value for $n_b = 0.95$ and $x_c$ above, below and at the background level, and for (a) a uniform background rate ($\sigma = 1$) and (b) for a background rate parabolically rising from $\mu_b = 0$ ($\sigma = 3$). Each line represents a different magnitude threshold $m_c = 3.25, 3.50, ..., 6.5$. The expected power-law behaviors are represented as a guide to the eye. One sigma error bars are shown.
6 Conclusions

The measurement of triggering rates is a non-trivial problem, even in simplified branching processes. Due to limitations in the acquisition systems, we often must rely on the indirect measurement of mean aftershock sequence rates (MASR) to infer the original triggering kernel. The performance of this technique will depend specifically on the background rate and the branching ratio. We can retrieve the triggering kernel with a good precision whenever the individual triggering trees can be separated at low background rates and if secondary triggering can be neglected due to low branching ratio. But, in general, one should expect a strong superposition of independent and secondary activity.

When the data is sampled from a triggering kernel with characteristic time scales — such as proposed in [48] for rock fracture and implemented in this work in the form of a modified ETAS model — the interplay between the characteristic scale of the triggering and the background rate can render non-scaling regimes in both the measurement of triggering rates using MASR and the distribution of waiting times. As a specific case, if the characteristic time scale and the time scale of the background activity are comparable we find a crossover regime similar to another power law. Yet, its exponent cannot be trivially associated with the underlying parameters of the modified ETAS model.

In more general terms, our study here shares light on the problem of separating overlapping triggering cascades or branching trees from limited information to establish the underlying causal relationships, which is not specific to slip and fracture events. Indeed, another prime example is neuronal activity for which such investigations are still at the very beginning [88, 89].
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