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Abstract—An algebraic expression for the critical clearing time (CCT) metric is derived from direct methods for power system stability. Under the typical assumptions of direct methods, our algebraic expression is a strict lower bound to the true CCT. The formula has been designed to incorporate as many features of fault stability analysis as possible such as different fault locations and different post-fault network states. We demonstrate the performance of this metric on the so-called two machine infinite bus network by varying parameters using numerical continuation in the reduced bus matrix and the full bus matrix (before Kron reduction). Our metric is compared to two other expressions of the CCT which incorporate additional non-linearities in the model.

Index Terms—power system stability, stability metrics, swing equation, bifurcation theory, critical clearing time

I. INTRODUCTION

The complex dynamics of electric power systems have long been the subject of intense research particularly in the area of stability. Effective stability metrics provide control inputs and assist the system operator to ensure that a power system maintains synchrony after the network suffers a fault. A traditional transient stability metric for short circuit faults on a power network is the so-called critical clearing time (CCT) [1], [2]. The CCT provides an upper bound on the duration of a short circuit on a power network before it is removed - 'cleared' - by the action of protection mechanisms to isolate the faulted circuit such that the system will regain synchronisation once the fault is cleared. It provides a useful stability metric for power system design, however it is generally computed using numerical integration methods which have often been regarded as too slow for the metric to be useful in real time system analysis.

Currently, there are practical developments in power systems that promise to radically change power system dynamic behaviour. For example, the gradual substitution of power generated from large, synchronous machines by asynchronous machines or power fed via power electronic interfaces (e.g. wind farms, solar PV and HVDC interconnections to other systems), in addition to the changing nature of electrical loads [3]. As a consequence, there is value in articulating metrics that exploit theoretical, if simplified, descriptions of the system and can provide a deep understanding of the impact of a wide range of features of the network from parametric investigations. This can inform efforts to design strategies to mitigate possible instabilities in the system.

In the recent literature, alternative methodologies have been used to study stability when modelling a power system using the so-called swing equations [1], [4]. These include synchronisation [5], non-linear dynamics [6], bifurcation theory [7], passivity-based methods [8] and the computation of basins of attraction [9]. Direct methods [10] use swing equations in an energetic framework to provide a critical energy boundary for the whole system during a fault. Despite direct methods giving a conservative stability metric, their advantages include relatively quick computation, an analytical stability boundary, no need for further simplifications of a power system beyond the swing equation model and they can be applied to any system that can be parametrised. The system operator can use this metric for initial safety checks and to assess the stability margins of the system once a fault has been cleared.

One of the drawbacks of the direct methods is that it is difficult to predict when the system energy will cross the critical energy boundary because of the highly non-linear nature of the system dynamics. So-called fault trajectory sensitivity techniques [11]–[13] have been proposed to consider the effect of parameters on stability by linearising about the trajectory of a fault in state space with respect to a given parameter. Furthermore, a method for computing a so-called “direct CCT” has been proposed [14] which linearises about a specific fault trajectory with respect to the system energy itself. An estimate of the CCT under the perturbed system energy is found by extrapolation. However, to our knowledge, an algebraic CCT metric is not available. Our algebraic expression is derived by recasting the energetic metric used in the direct methods in terms of a metric in time by simplifying the energy functions and the fault dynamics. For systems that can be modelled using direct methods, our metric serves as a strict lower bound to the true CCT and can be applied to systems suffering a large fault at any location on a network of arbitrary size.

In general, a power network’s topology changes from its original structure when a fault is cleared. This is generally due to some switching action that isolates the region of the network that suffers the fault. Choosing the best strategy to quickly identify a need for and carry out this action is a crucial step in maintaining the stability and synchronisation of a power system. There is some uncertainty regarding the success and speed of protection actions, and, as a consequence, power flows may need to be restricted and more expensive, or higher carbon, power sources utilised. We argue that choices...
both in operation and the design of the system and its controls can be facilitated by parameter investigations of power system stability models such as the swing equation and applying quick but effective stability metrics to illustrate the effect of a given parameter value change. A rigorous study of the strategies available to the system operator could be provided in-part by the continuous variation of model parameters, which could possibly uncover optimal parameter values to maximise stability at the design stage or on-line.

The rest of this paper is organised as follows: In Section II we formulate the estimated CCT metric using the direct stability method and introduce the example two-machine infinite bus (TMIB) power network. By considering a lower bound on the estimated CCT we derive our analytical lower bound stability metric for an arbitrarily large network in Section III. The methodology for parameter investigations on the swing equations is presented in Section IV by considering a simplified TMIB network and the effect of varying maximum power flow capacity between generators. The results from a more tangible parameter study on a more realistic network is presented in Section V and finally, Section VI draws conclusions and suggests further work.

II. FAULT ANALYSIS USING ENERGY FUNCTIONS

A. Model description

We consider the classic swing equation model [1], [2] to describe the stability effects of transient faults on a power system with synchronous generation. The synchronous generators are modelled as transient reactances behind constant voltage sources and the loads are of constant impedance. This model can be written as a set of coupled one-dimensional ordinary differential equations (ODE), which describe the dynamics of the rotor angle for each synchronous generator

\[ \dot{\delta}_i = \omega_i \]

\[ \dot{\omega}_i = \frac{1}{M_i} (P_{mi} - P_{ei}(\delta) - P_{di}) \],

where \( \delta_i \) is the rotor angle of generator \( i \), \( \delta = [\delta_1, \ldots, \delta_n] \) is a vector of all rotor angles, \( M_i = \frac{2H_i}{\omega_0} \) is a lumped parameter, \( \omega_0 \) is the deviation of rotor angular speed relative to the system angular frequency \( \omega_0 = 2\pi f \) (where \( f \) is the grid frequency: 50 Hz in Europe), \( P_{mi} \) is the mechanical power input, \( P_{ei}(\delta) \) is the electrical power output, \( P_{di} \) is the power lost due to damping and \( H_i \) is the energy due to inertia.

The total electric power leaving generator \( i \) on the network is given by

\[ P_{ei}(\delta) = P_i(\delta) + \sum_{k \neq i} \bar{P}_{ik} \sin(\delta_i - \delta_k) \]

where \( \bar{P}_{ik} = |E_i||E_k|B_{ik} \) is the maximum active power flow between the generators \( i \) and \( k \), \( E_i = |E_i|e^{j\delta_i} \) is the internal voltage of generator \( i \) and \( B_{ik} \) is the susceptance of the network connection between node \( i \) and node \( k \). In order to apply Lyapunov direct methods to multi-machine systems the power dissipated at each generator \( i \)

\[ P_i(\delta) = E_i^2 G_{ii} + \sum_{k \neq i} |E_i||E_k|G_{ik} \cos(\delta_i - \delta_k) \]

is assumed to be a constant \( P_{ai} = P_i(\delta^*) \) (see Ref. [2]) where the superscript ’s’ denotes a stable equilibrium point; \( G_{ik} \) is the conductance between generators \( i \) and \( k \) and \( G_{ii} \) is the shunt conductance at bus \( i \). For a balanced network without an infinite bus [4] we have \( \sum_{i=1}^n P_{mi} - P_{ai} = 0 \).

The admittances \( Y_{ik} = G_{ik} + jB_{ik} \) are the elements of the symmetric reduced bus admittance matrix \( Y_{\text{red}} \in \mathbb{C}^{n \times n} \) where \( j^2 = -1 \). Kron reduction [15] is used to construct \( Y_{\text{red}} \) from a larger bus admittance matrix \( Y_{\text{BUS}} \in \mathbb{C}^{N \times N} \) (where \( N > 2n \)) which contains the full topology and load distribution (including the synchronous reactance) of a power network with \( n \) synchronous generators.

The power loss due to damping is modelled as in [1] by

\[ P_{di} = D_i \omega_i \]

where \( D_i \) is a constant of proportionality.

B. Fault analysis

1) Basic Definitions: We define a 2n-dimensional state space \( x = [\delta_1, \ldots, \delta_n, \omega_1, \ldots, \omega_n]^T = [\delta; \omega]^T \), where \( \delta = [\delta_1, \ldots, \delta_n] \), \( \omega = [\omega_1, \ldots, \omega_n] \) and \( n \) is the number of generators. The set of 2n one-dimensional ODEs for a power system, consisting of \( n \)-coupled equations of the form (1) for each generator is recast as

\[ \dot{x} = F(x, \lambda) \]

with solution

\[ x(t) = \Phi(t, \lambda; x(0)) \]

where

\[ \lambda = [P_{m1}, E_1, Y_{11}, \ldots, Y_{1,n-1}, D_1, H_1; \ldots; P_{mk}, E_k, Y_{kk}, \ldots, Y_{k,n-1}, D_k, H_k; \ldots; P_{mn}, E_n, Y_{nn}, H_n, f]^T \]

is a vector of all the system parameters where it is assumed \( Y_{ik} = Y_{ki} \). A stationary solution to (4) is denoted \( x^* \) and is such that \( F(x^*, \lambda) = 0 \).

2) Stability analysis of transient faults: The objective of fault analysis is to ensure that once a fault is cleared, the system will remain asymptotically stable and ideally will not require any further action from the system operator. To study this, we split the dynamics of the power system into three regimes: A swing equation of the form (1) models the dynamics before the fault occurs (pre-fault), during the fault (fault-on) and after the fault is cleared (post-fault). We will denote by \( \lambda_{\text{pre}} \), \( \lambda_{\text{on}} \) and \( \lambda_{\text{post}} \) the parameter values before, during and after the fault respectively (generically, we assume \( \lambda_{\text{pre}} \neq \lambda_{\text{on}} \neq \lambda_{\text{post}} \)).

In the context of dynamical systems, the chronology of fault dynamics is as follows: Pre-fault, the system is assumed to be balanced (i.e. power consumed = power supplied) and \( x^* \) is located at a stable equilibrium point \( x_{\text{pre}}^* = [\delta = \delta_{\text{pre}}^*; \omega = 0] \) where \( \delta_{\text{pre}}^* \in (-\pi/2, \pi/2)^n \) is a function of the parameter values \( \lambda_{\text{pre}} \). Say that at time \( t = 0 \), the power system suffers
a fault and the system evolves in state-space according to the 

\[ \dot{x}_{\text{on}}(t) = \Phi(t, \lambda_{\text{on}}; x_{\text{pre}}), \quad 0 < t \leq t_{\text{cl}}, \] 

where fault is cleared at \( t = t_{\text{cl}} \) and the post-fault system is engaged. The subsequent dynamics are 

\[ x_{\text{post}}(t) = \Phi(t, \lambda_{\text{post}}; x_{\text{on}}(t_{\text{cl}})), \quad t > t_{\text{cl}}, \]

where \( x_{\text{on}}(t_{\text{cl}}) = [\delta(t_{\text{cl}}); \omega(t_{\text{cl}})]^T \).

The primary aim of fault stability analysis is to ensure that the system returns to an asymptotically stable equilibrium point after the fault is cleared, i.e., for \( t > t_{\text{cl}} \). Given the parameter sets \( \lambda_{\text{pre}}, \lambda_{\text{fault}} \) and \( \lambda_{\text{post}} \), the time \( t_{\text{CCT}} \) is defined as the maximum time that the fault can be on-line before it is cleared at \( t_{\text{cl}} = t_{\text{CCT}} \) such that the system remains asymptotically stable in the post-fault regime. Formally, it is defined as the point at which the fault trajectory \( \{\delta(t); \omega(t)\} \) traverses the boundary of the region of attraction for the SEP of the system. This boundary is formed by the union of the stable manifolds of all of the UEPS in the system \( [10] \) and this definition of \( t_{\text{CCT}} \) is illustrated in Fig. 3. A critical clearing time metric is used to quantify both the absolute stability of a power system and to explore optimum values for the post-fault system parameters \( \lambda_{\text{post}} \) in order to maximise system stability given \( \lambda_{\text{pre}} \) and \( \lambda_{\text{fault}} \). It can be assumed that, in practice, only a few of the values in \( \lambda_{\text{post}} \) will differ from those in \( \lambda_{\text{pre}} \).

3) An energetic approach: If the dissipated power in a system can be assumed constant, the dynamics of a power network with zero damping at each generator \( (D_i = 0) \) can be exactly described using a Hamiltonian system with the function 

\[ H(x) = E_{\text{kin}}(\omega) + E_{\text{pot}}(\delta). \]

This Hamiltonian function quantifies the system energy and is the sum of the kinetic energy \( E_{\text{kin}}(\omega) \) and the potential energy \( E_{\text{pot}}(\delta) \) for a power system with \( n \) generators where 

\[ E_{\text{kin}}(\omega) = \sum_{i=1}^{n} \frac{1}{2} M_i \omega_i^2, \]

and

\[ E_{\text{pot}}(\delta) = -\sum_{i=1}^{n} (P_{mi} - P_{ai}) \delta_i - \sum_{i=1}^{n} \sum_{k>i}^{n} \bar{P}_{ik} \cos(\delta_i - \delta_k). \]

It can be used to construct an expression for the change in the system energy during fault conditions. Once a fault has been cleared, the total change to the system energy is 

\[ \Delta H_{\text{fault}}(t_{\text{cl}}) = H(x_{\text{on}}(t_{\text{cl}})) - H(x_{\text{pre}}), \]

where \( H \) is the Hamiltonian for the post-fault system (i.e. \( \lambda = \lambda_{\text{post}} \)).

The maximum change in energy \( \Delta H_{\text{max}} = \Delta H_{\text{fault}}(t_{\text{cl}} = t_{\text{CCT}}) \) that a power system can withstand without losing stability is particular to the specific fault that occurs on the system. However, a conservative estimate for the maximum energy \( \Delta H_{\text{max}} \) that a fault can contribute to the post-fault system can be found algorithmically using direct methods \([10]\). In this paper we choose the closest unstable equilibrium point (UEP) method \([10]\) to provide this estimate because, while a more conservative measure, it provides an energy bound for a wider range of faults on the system. It is defined as

\[ \Delta H_{\text{max}} = E_c - H(x_{\text{pre}}), \]

where

\[ E_c = E_{\text{pot}}(\delta^u) = \min\{E_{\text{pot}}(\delta^u_1), \ldots, E_{\text{pot}}(\delta^u_m)\}. \]

The point \( \delta^u \) is the so-called closest UEP where

\[ S = \{\delta^u_1, \ldots, \delta^u_m\}, \quad \omega_i = 0 \text{ for all } i = 1, \ldots, m, \]

is the set of all unstable equilibria of \((4)\) where \( \lambda = \lambda_{\text{post}} \).

An estimate for the critical clearing time \( t_{\text{CCT}} \) can be found by equating \((10)\) and \((11)\) giving

\[ \dot{H}(x_{\text{on}}(t)) = E_c, \]

and then solving for \( t \). The solution, which we denote \( t_{\text{CCT}} \), is rarely analytic and can be computed using numerical integration methods if the fault trajectory \((6)\) is known. For networks where direct methods can be applied \( t_{\text{CCT}} \leq t_{\text{CCT}} \) where equality is only valid for lossless networks.

C. An example network

The so-called two machine infinite bus (TMIB) system is used for the parameter stability investigations in Section IV. The ODE in the form \((4)\) for this system is given by

\[ \begin{align*}
\dot{\delta}_1 &= \omega_1 \\
\dot{\delta}_2 &= \omega_2 \\
\dot{\omega}_1 &= \frac{1}{M_1} \left[ (P_{m1} - P_{a1}) - \bar{P}_{13} \sin(\delta_1) - \bar{P}_{12} \sin(\delta_1 - \delta_2) \right] \\
\dot{\omega}_2 &= \frac{1}{M_2} \left[ (P_{m2} - P_{a2}) - \bar{P}_{23} \sin(\delta_2) - \bar{P}_{12} \sin(\delta_2 - \delta_1) \right]
\end{align*} \]

where damping has been neglected. The power flow terms in the equation are illustrated in the schematic of the reduced network for a TMIB system in Fig. 1. After Kron reduction there are three interconnected nodes in the network: two nodes
connected to synchronous generators of the form (1) and an infinite bus at bus 3. The infinite bus models the rest of a larger network by setting its internal voltage $E_3$ and rotor angle $\delta_3$ to be constant in time. Without loss of generality we can set $\delta_3 = 0$ and use it as a reference point for the other two rotor angles.

The energetic approach to fault analysis is visualised in Fig. 2 for a lossless TMIB system. The expressions for kinetic and potential energy in the Hamiltonian function (7) for this system are

$$E_{\text{kin}}(\omega_1, \omega_2) = \frac{1}{2} M_1 \omega_1^2 + \frac{1}{2} M_2 \omega_2^2,$$

$$E_{\text{pot}}(\delta_1, \delta_2) = -(P_{m1} - P_{a1}) \delta_1 - (P_{m2} - P_{a2}) \delta_2 - P_{13} \cos(\delta_1) - P_{23} \cos(\delta_2) - P_{12} \cos(\delta_1 - \delta_2).$$

where (16) is plotted as a surface in 3-dimensions in Fig. 2. The critical energy change estimate $\Delta \tilde{H}_{\text{max}}$ is given exactly by the difference in energy between the level sets $E_{\text{pot}}(\delta_1^1, \delta_2^1) = E_{\text{pot}}(\delta_{\text{pre}})$ and $E_{\text{pot}}(\delta_1^2, \delta_2^2) = E_c = E_{\text{pot}}(\delta_1^1)$ indicated in the figure where $\delta_1^1$ is the closest UEP.

III. AN ALGEBRAIC STABILITY METRIC

We present and derive here an algebraic stability metric, denoted with a slight abuse of notation as $\tilde{t}_{\text{CCT}}$ which is purely a function of the network parameters $\lambda_{\text{pre}}, \lambda_{\text{post}}$ on an arbitrarily large system. This metric is formulated by considering (14) and replacing the energetic Hamiltonian in (7) with a new function which is strictly greater than the Hamiltonian. In addition, the dynamics of the rotor angles during the fault are approximated as constant but different accelerations. These steps were taken such that the algebraic metric satisfies the inequality

$$\tilde{t}_{\text{CCT}} < t_{\text{CCT}} \leq t_{\text{CCT}},$$

for systems that can be modelled using direct methods. The relationship between these three critical time metrics is illustrated in Fig. 3. Although these approximations may seem cumbersome, and will detract significantly from the true dynamics of the system, we remind the reader that this metric is designed to provide an instant illustration of the stability of a power system. In addition, in the proceeding two sections we demonstrate how an algebraic metric can be used to conduct quick parametric enquiries of the stability of power systems modelled using the multi-machine swing equations.

An analytical lower bound on $\tilde{t}_{\text{CCT}}$ which experiences a three-phase to ground fault at a given bus (on a balanced system such that it can be modelled by means of a single phase equivalent) can be found by altering the expression (14) such that we solve

$$h_{\text{alt}}(t) = E_c,$$

where $h(t) \equiv \mathcal{H}(x_{\text{on}}(t))$ and

$$h_{\text{alt}}(t) \geq h(t),$$

is a polynomial function where $h_{\text{alt}}(0) = h(0)$.

The Hamiltonian of the system during the fault is written as

$$\mathcal{H}_{\text{on}}(x_{\text{on}}(t)) = \mathcal{H}_{\text{on}}(x_{\text{pre}}),$$

where the subscript ‘on’ indicates that the parameters $\lambda_{\text{on}}$ have been used for both the Hamiltonian function and the fault dynamics. In accordance with conservative systems, this function is a constant in time and this property is used to recast the expression for $\mathcal{H}(x_{\text{on}}(t))$ by considering the trivial relation

$$\mathcal{H}(x_{\text{on}}(t)) = \mathcal{H}(x_{\text{on}}(t)) - \mathcal{H}_{\text{on}}(x_{\text{on}}(t)) + \mathcal{H}_{\text{on}}(x_{\text{pre}}),$$

Fig. 2. (colour online) An illustration of $\Delta \tilde{H}_{\text{max}}$ in rotor angle state space. Equation (16) is plotted as a surface in 3-dimensions and the estimate $\Delta \tilde{H}_{\text{max}}$ is given exactly by the difference in energy between the level sets $E_{\text{pot}}(\delta_1, \delta_2) = E_c = E_{\text{pot}}(\delta_1^1)$ and $E_{\text{pot}}(\delta_1, \delta_2) = E_{\text{pot}}(\delta_{\text{pre}})$ where $\delta_1^1$ is the closest UEP. $\delta_{\text{pre}}$ is the pre-fault stable equilibrium point and $\delta_{\text{post}}$ is the stable equilibrium point to (15) in this domain, plotted for completeness.

Fig. 3. (colour online) This figure illustrates the definitions of the three CCT metrics: (i) $t_{\text{CCT}}$ when the full fault trajectory (6) - dash-dot line intersects a stable manifold ($W_1$ or $W_2$) of an unstable equilibrium point (see 16) of the post-fault system in the form (4) where 3 is not constant. (ii) $\tilde{t}_{\text{CCT}}$ is defined using the direct methods by solving (14) and in the figure it is where the fault trajectory (dashed line) intersects the boundary of the energy function where $E$ is assumed constant. (iii) $t_{\text{CCT}}$ is our algebraic metric, the solution to (16) in $\delta$-space (18) is given by the ellipse for a TMIB system and the fault trajectory (dotted line) is approximated using a constant but unique acceleration for each generator.
resulting in the succinct expression
\[
\mathcal{H}(\mathbf{x}_{\text{on}}(t)) = \sum_{i=1}^{n} (P_{ai} - P_{ai}^{\text{on}}) \delta_{\text{on},i}(t)
- \sum_{i=1}^{n} (\bar{P}_{ik} - \bar{P}_{ik}^{\text{on}}) \cos(\delta_{\text{on},i}(t) - \delta_{\text{on},k}(t))
+ \mathcal{H}_{\text{on}}(\mathbf{x}_{\text{pre}}).
\]
\hspace{1cm} (22)

In (22), it is assumed that the governor control systems for the mechanical input power \( P_{mi} \) in each generator are not able to act quickly enough to change the parameter during (or immediately after) the fault; therefore \( P_{mi}^{\text{pre}} = P_{mi}^{\text{on}} = P_{mi} \) throughout this analysis. In order to find the values of the parameters \( \bar{P}_{ik}, P_{ai}, \bar{P}_{ik} \) and \( P_{ai} \) the fault analysis techniques in [17] and [2] are used where the internal generator voltage magnitudes \( |E_{j}| \) are assumed to be constant, i.e. the dynamics of an exciter are not considered.

The Hamiltonian (22) in this form can be subjected to some adaptations in order to construct an appropriate functional expression for \( h_{alt}(t) \). Given that the demand is modelled using constant impedance loads, the total electrical load of a network reduces during a fault because voltages can be assumed to fall across the network. Therefore, it is reasonable to assume that in general \( \bar{P}_{ik} - \bar{P}_{ik}^{\text{on}} \geq 0 \) and \( P_{ai} - P_{ai}^{\text{on}} \geq 0 \), however their moduli are taken to ensure strict positive quantities such that (19) is satisfied. Also, we can replace the cosine terms with the decreasing function
\[
1 - \frac{1}{2} \Delta \delta_{\text{on},ik}^{2}(t) \leq \cos(\Delta \delta_{\text{on},ik}(t)).
\]

This substitution, together with imposing the initial condition \( h_{alt}(0) = h(0) \) allows us to construct the candidate function
\[
h(t) \leq h_{alt}(t) = \sum_{i=1}^{n} |P_{ai} - P_{ai}^{\text{on}}| (\delta_{\text{on},i}(t) - \delta_{\text{pre},i}) + \sum_{i=1}^{n} \frac{1}{2} (\bar{P}_{ik} - \bar{P}_{ik}^{\text{on}})^2 (\Delta \delta_{\text{on},ik}^{2}(t) - \Delta \delta_{\text{pre},ik}^{2}) + \mathcal{H}(\mathbf{x}_{\text{pre}}),
\]
\hspace{1cm} (23)

where \( \Delta \delta_{\text{on},ik}(t) = \delta_{\text{on},i}(t) - \delta_{\text{on},k}(t) \) and \( \Delta \delta_{\text{pre},ik} = \Delta \delta_{\text{on},ik}(0) \).

In order to make (23) an explicit function of time, the evolution of the rotor angles must also be modelled as a function of time. However, the dynamics of the rotor angles during a fault are modelled using equations (4) which are trigonometrically non-linear. The relative acceleration between two rotor angles \( i \) and \( k \) is given by
\[
\frac{d^2}{dt^2} \Delta \delta_{\text{on},ik} = \ddot{\delta}_{\text{on},i} - \ddot{\delta}_{\text{on},k}
\]
\[
= \frac{1}{M_i} \left( P_{mi} - P_{ai} - \sum_{l=1}^{n} P_{il}^{\text{on}} \sin(\delta_{\text{on},i} - \delta_{\text{on},l}) \right)
- \frac{1}{M_k} \left( P_{mk} - P_{ak} - \sum_{m=1}^{n} \bar{P}_{km}^{\text{on}} \sin(\delta_{\text{on},k} - \delta_{\text{on},m}) \right),
\]
\hspace{1cm} (24)

and this cannot be integrated analytically so an approximation for the functions \( \Delta \delta_{\text{on},ik}(t) \) and \( \delta_{\text{on},i}(t) \) is developed. In addition, equation (23) is only valid if \( \Delta \delta_{\text{on},ik}(t) \geq \Delta \delta_{\text{pre},ik} \) and \( \delta_{\text{on},i}(t) \geq \delta_{\text{pre},i} \), so we model the dynamics of the rotor angles during a fault as a constant positive acceleration. Therefore, the rotor angles are given by the polynomial functions
\[
\frac{1}{2} u_i t^2 + \delta_{\text{pre},i} \geq \delta_{\text{on},i}(t)
\]
\hspace{1cm} (25)

and
\[
\frac{1}{2} u_i t^2 + \Delta \delta_{\text{pre},ik} \geq \Delta \delta_{\text{on},ik}(t)
\]
\hspace{1cm} (26)

where the acceleration terms \( u_i, u_k \geq 0 \) and the initial condition \( \delta_{\text{on},i}(0) = 0 \) holds for all \( i \). By taking a crude, physically inaccessible but, crucially, valid upper bound on (24), the acceleration values used in this paper are
\[
u_{ik} = \left| \frac{P_{mi} - P_{ai}}{M_i} - \frac{P_{mk} - P_{ak}}{M_k} \right| + \sum_{l=1}^{n} \bar{P}_{il}^{\text{on}} M_l + \sum_{m=1}^{n} \bar{P}_{km}^{\text{on}} M_m.
\]

and
\[
u_i = \frac{1}{M_i} \left( P_{mi} - P_{ai} + \sum_{l=1}^{n} \bar{P}_{il}^{\text{on}} \right).
\]

This leads us to the final expression of the (now non-Hamiltonian) function
\[
h_{alt}(t) = \mathcal{H}(\mathbf{x}_{\text{pre}}) + \sum_{i=1}^{n} |P_{ai} - P_{ai}^{\text{on}}| \frac{1}{2} u_i t^2 + \sum_{i=1}^{n} \frac{1}{2} \nu_{ik} t^2 \left( \frac{1}{8} u_i^2 t^4 + \frac{1}{2} u_i \Delta \delta_{\text{pre},ik} t^2 \right)
\]
\hspace{1cm} (27)

which is a quadratic in \( t^2 \). Now (18) can be written as
\[
\alpha t^4 + \beta t^2 - \gamma = 0,
\]
\hspace{1cm} (28)

with the coefficients
\[
\alpha = \sum_{i=1}^{n} \frac{1}{8} \nu_{ik} |u_i|^2 > 0,
\]
\[
\beta = \sum_{i=1}^{n} \frac{1}{2} \nu_{ik} |u_i| \Delta \delta_{\text{pre},ik} + \sum_{i=1}^{n} \frac{1}{2} |P_{ai} - P_{ai}^{\text{on}}| u_i,
\]
\[
\gamma = \mathcal{E}_c - \mathcal{H}(\mathbf{x}_{\text{pre}}) = \Delta \mathcal{H}_{\text{max}} > 0
\]

as functions of the power network parameters. The solution of (28) and thus the expression for our lower bound for the CCT is given by
\[
cct = \left( \frac{-\beta \pm \sqrt{\beta^2 + 4 \alpha \gamma}}{2 \alpha} \right)^{\frac{1}{2}}.
\]
\hspace{1cm} (29)

A purely imaginary value for \( cct \) is produced if a post-fault network with an inadequate energy boundary is selected such that \( \mathcal{E}_c < \Delta \mathcal{H}_{\text{max}} \). In order to ensure that this metric is always a lower bound, the smallest positive root in the numerator of (29) is taken; a positive root will always exist due to the coefficients \( \gamma \) and \( \alpha \) being strictly positive for an appropriate post-fault network.
IV. PARAMETRIC STABILITY ANALYSIS

A. Implementation details

The stability of a power network is not only dependent on the type or duration of a fault but also on the choice of system parameters. Optimal regions of parameter space that increase the stability of a power system can be identified by the continuous variation of system parameters. Here, we find optimum parameter regions by using a combination of bifurcation theory and the conservative techniques outlined in Section II-B. These methods are introduced by considering first a hypothetical lossless power network, a more realistic network will then be discussed in Section V. Our new analytical stability metric \( \hat{t}_{\text{CCT}} \) is compared to the CCT estimate \( t_{\text{CCT}} \) (for this system) and the energy margin metric \( \Delta H_{\text{max}} \).

The stationary points for a TMIB system modelled by the ODEs in (15) are located as the bifurcation parameter \( B_{12} \) is varied by using the continuation software AUTO\(^{2}\). We have not attempted to rigorously prove that the solution branches in Fig. 4 contain all the possible solutions which include the stable equilibrium point and its associated unstable equilibria within one period; this has been an unresolved topic of research as indicated in [19]. However, no other solutions were found numerically for this system when performing an exhaustive search over state space using the root finding algorithm `fsolve` from the Scipy\(^{3}\) library in the Python\(^{1}\) programming language. Therefore, without further analysis, we assume that only in a TMIB system can all the necessary stationary points be found using this continuation method.

B. An optimum critical clearing time

The effect of the maximum power flows on stability between nodes 1 and 2 in a simplified TMIB system is investigated. This is analogous to changing the coupling strengths in a complex network such as the Kuramoto model [19] which has been previously applied to power systems [5]. Specifically, a simplified TMIB system (see Fig. 1) with no shunt conductances and lossless lines such that \( P_{a1} = P_{a2} = 0 \) is considered, where the maximum power flow from either machine to the infinite bus is set to be identical (\( P_{13} = P_{23} \)). The susceptance \( B_{12} \) is chosen as the bifurcation parameter and varying it will change the stationary solutions and critical energy value \( E_c \). The associated element in the reduced admittance matrix is \( Y_{12} = jB_{12} \) and any variation of elements in the reduced matrix will result in new values for all elements in the full bus admittance matrix \( Y_{\text{BUS}} \) due to Kron reduction. In the interest of studying a system with some asymmetry, the mechanical input powers are different (\( P_{m1} \neq P_{m2} \)). In order to ensure that the network is always operating within its capacity, \( P_{m1} < P_{mk} \) for all \( (i, k) \) during the pre-fault and post-fault. In order to simplify the fault analysis, we assume that the pre-fault and post-fault systems are identical (i.e. \( \delta^\text{pre} = \delta^\text{post} \)) and that the generator voltages remain constant throughout. All these parameters are non-dimensionalised to make the analysis clearer in a similar way to [2]. For this system, the values of the parameter vectors in the form \( \lambda = [P_{m1}, P_{m2}, P_{12}, P_{13}, P_{23}, D_1, D_2, M_1, M_2]^T \) are

\[
\lambda_{\text{pre}} = \lambda_{\text{post}} = [0.5, 0.3, B_{12}, 1.0, 1.0, 0.0, 0.0, 1.0, 1.0]^T
\]

where \( |E_1| = |E_2| = |E_3| = 1.0 \) and the inertia parameters are set to unity to suppress the effect of inertia on the results. A solid three phase to ground fault at bus 1 is considered on the network such that the voltage magnitude \( |E_1| = 0.0 \). Therefore, the fault parameters \( \lambda_{\text{on}} \) are identical to those in \( \lambda_{\text{pre}} \) with the exception of \( P_{23}^{\text{on}} = 0 \) and we set \( P_{23}^\text{off} = 0.5 \). The maximum power flow \( P_{23}^\text{off} < P_{23} \) in order to model the smaller operational network during a fault conditions.

In Fig. 4a, the modulus of the stationary solutions \( |x^\ast| \) to (15) is plotted against \( B_{12} \). In an undamped system, the “stable” stationary point is technically a centre node (see [20]) but we will continue to refer to it as the stable node for clarity. At \( B_{12} = 0 \) the generators are completely decoupled from each other and operate as two separate single machine infinite bus (SMIB) systems [1]. The stable solutions for each of these SMIB systems are \( \delta_1 = \arcsin(0.5) \) and \( \delta_2 = \arcsin(0.3) \) which gives \( |x^\ast| = 0.606 \) at \( B_{12} = 0.0 \) and this is found in the figure. In the limit \( B_{12} \to +\infty \) the system can be modelled as one combined SMIB with mechanical input power \( P_m = P_{m1} + P_{m2} \) and maximum electrical power output \( P = P_{13} + P_{23} \). Therefore, the two solutions remaining on the right-hand-side of Fig. 4a, are tending towards \( |x^\ast| = \sqrt{2} \arcsin(0.4) = 0.582 \) (blue line) and \( |x^\ast| = \sqrt{2} (\pi - \arcsin(0.4)) = 3.861 \) (thick black line). The colour of a solution branch indicates the local stability that is obtained by linearising system (15) and computing the eigenvalues of the Jacobian matrix at the stationary points. The specific eigenvalue ranges that characterise the stability of each branch colour are found in Table I. Note that these are the solutions for a system with no damping and purely imaginary eigenvalues can be found. The closest UEP, defined in (12) is indicated by a thicker branch line.

\[
\begin{array}{cccc}
\text{Branch Label} & \lambda_1 & \lambda_2 & \lambda_3 \\
A & ju_A & -ju_A & jv_A & -jv_A \\
B & u_B & -u_B & jv_B & -jv_B \\
C & ju_C & -ju_C & v_C & -v_C \\
D & u_D & -u_D & v_D & -v_D \\
\end{array}
\]

**TABLE I**

**EIGENVALUE STABILITY FOR THE SOLUTION BRANCHES IN THE BIFURCATION DIAGRAMS IN FIGS. 4 AND 8 AND THE STATIONARY POINTS IN FIG. 5** where \( u_A, v_A, u_B, v_B, u_C, v_C, u_D, v_D \in \mathbb{R} \setminus \{0\} \) and \( j^2 = -1 \).

At a critical value \( B_{\text{crit}} = 0.6712 \) (Fig. 4, vertical dashed line) there is a degeneracy where two distinct unstable points in the set \( S \) given by (13) satisfy the minimum critical energy in (12). This degeneracy is observed as a discontinuity at \( B_{\text{crit}} \).
in the closest UEP $[\delta_1^c]$ (thick line in Fig. 4) located between the fold points $L_2$ and $L_3$. Figure. 5 illustrates the change in the closest UEP as $B_{12}$ is varied over a small range from $B_{12} = B_{\text{crit}} - \epsilon$ to $B_{12} = B_{\text{crit}} + \epsilon$ where $\epsilon$ is small. In each sub-figure of Fig. 5 the stationary points of (15) are plotted using the same colour coding found in the legend of Fig. 4 and the level set $E_{\text{pot}}(\delta_1, \delta_2) = E_c$ (black line) is observed to intersect the closest UEP.

In Figure 4b we plot three further quantities as a function of $B_{12}$: the conservative energy metric $\Delta \mathcal{H}_{\text{max}}$, the critical clearing time $t_{\text{CCT}}$, and the new lower bound CCT metric $t_{\text{CCT}}$ proposed in Section IV. By inspection, all three functions are $C^0$ continuous in the given domain but are not differentiable at $B_{\text{crit}}$. There is a maximum point in both CCT metrics at $B_{\text{crit}}$ which, interestingly, is not evident in the energy metric. Instead the critical energy change $\Delta \mathcal{H}_{\text{max}}(B_{12})$ for the power system experiences a step change in the gradient at $B_{\text{crit}}$ but the gradient is never negative in this domain.

V. A 3-GENERATOR EXAMPLE

A. Implementation details

In order to provide a more practical view of the results in Section IV.B we perform a parameter study on a 9 bus, 3 generator power network found in [17]. A schematic of this network is provided in Fig. 6. All parameter values for this network are taken from [17] with the exception of the shunt loads whose values are given in the figure caption. The shunt load parameters are altered such that direct methods are able to be applied before any bifurcation analysis is carried out. The alteration involves reducing their conductance values. The bifurcation parameters we choose are the conductive and susceptive parts of shunt load $C$ ($Y_C = G_C + jB_C$) where one is held constant as the other is varied. This parameter was chosen to be able to draw comparisons with the results from the simplified network in Section IV where the power flow between the two generators is varied; as such the generator at bus 3 is modelled as an infinite bus.

The fault analysis method in [4], [17], recently summarised in [21] for power networks with constant impedance loads, is employed here. This technique computes a reduced admittance matrix for each of the pre-fault, fault-on and post-fault systems by performing Kron reduction on their corresponding bus admittance matrices. The mechanical input powers $P_{m1}$ and $P_{m2}$ for each generator are found by performing a pre-fault load-flow on the system using the pre-fault rotor angles in [17] and the full pre-fault bus admittance matrix. The specific fault we consider is a three-phase to ground fault close to bus 7 on the line connecting buses 5 and 7. The post fault network is identical to the pre-fault network except the line connecting buses 5 and 7 is switched out.

The stationary points for each value of the bifurcation parameters in Fig. 8a and Fig. 7b are obtained by the following method: A stable stationary point denoted by
The fault we consider occurs on the line 5-7 close to bus 7, and the post fault network has line 5-7 switched out.

\[
x^* = [\delta_1^*, \delta_2^*, \omega_1 = 0, \omega_2 = 0]
\]

for the set of ODE’s

\[
\begin{align*}
\dot{\delta}_1 &= \omega_1 \\
\dot{\delta}_2 &= \omega_2 \\
\dot{\omega}_1 &= \frac{1}{M_1} (P_{m1} - P_{e1}(\delta)) \\
\dot{\omega}_2 &= \frac{1}{M_2} (P_{m2} - P_{e2}(\delta))
\end{align*}
\]

is found using the root finding algorithm fsolve, where \(\delta_i^* \in [-\pi, \pi]\) for \(i = 1, 2\). This point belongs to the lower (blue) branch of the bifurcation diagrams in the lower panels of Figs. 7 and 8. By definition, this stationary point is also a stationary point for the system of ODEs in (15). The other unstable equilibria associated with this stable equilibrium \(x^*\) are found by treating \(B_{12}\) from the reduced admittance matrix \(Y_{\text{red}}\) as a bifurcation parameter. Once the bifurcation branches are found, we extract the stationary points at the value of \(B_{12}\) found in \(Y_{\text{red}}\). The local stability of the stationary points obtained are found by computing the eigenvalues of the Jacobian matrix for the system (15) and their ranges are found in Table 1. Notice that there are negative values for \(G_C\) in Fig 8 which is intended to model electrical power injection onto the grid at the distribution level.

**B. Results**

In the upper panels of Figs. 7 and 8 the domains of the bifurcation parameters \(B_C\) and \(G_C\) respectively are constrained by two conditions: (i) the energy margin \(\Delta H_{\text{max}} \geq 0\) and (ii) that there exists a stable solution to (30). The valid domains for each bifurcation parameter are limited by constraint (i) for the lower bound (plots do not extend to this bound for clarity) and constraint (ii) for the upper bound.

In a similar fashion to the results for the illustrative example, we plot the critical energy change for the system \(\Delta H_{\text{max}}\) and the critical clearing time estimates \(t_{\text{CCT}}\) and \(t_{\text{CCT}}\) as functions of the bifurcation parameters in the lower panels of Figs. 7 and 8. In addition we plot the true \(t_{\text{CCT}}\) using a simple algorithm that uses a binary search to find the maximum duration which the fault can be left on-line such that the rotor angles do not diverge once the fault is cleared. There are two different scales to facilitate observing the functions in the lower panels of Figs. 7 and 8. The energy change \(\Delta H_{\text{max}}\) should be read using the right-hand y-axis labels and the energy margin metric \(\Delta H_{\text{max}}\) should be read using the right y-axis.

In the bifurcation diagram in Fig. 7 notice that there are two discontinuities in the closest UEP (thick line) at \(B_C = -3.65\) and 5.63 which are both located between two distinct pairs of fold points. In Fig. 7 there is a discontinuous change in the gradient of \(\Delta H_{\text{max}}\) at both discontinuities in the closest UEP. The maximum point of the algebraic \(t_{\text{CCT}}\) seems to coincide with the discontinuity in the closest UEP at \(B_C = -3.65\), however, unlike the results for the hypothetical system in Section IV the maximum point in \(t_{\text{CCT}}\) does not coincide with any point of significance in the bifurcation plot. The maximum of \(\Delta H_{\text{max}}\) does coincide with the discontinuity in the closest UEP at \(B_C = 5.63\) which further shows that the energy margin is not the best metric to use to quantify stability. Notice that \(t_{\text{CCT}}\) emulates the general profile of the function.
in the reduced network. If this term cannot be assumed to be small then the use of direct methods to measure stability becomes invalid. Traditionally, in order to validate using direct methods, the transfer conductances $G_{ij}$ in the reduced network matrix $Y_{red}$ are assumed to be small or zero \cite{10}. However, even for a network with lossless lines, Kron reduction invokes complications in which a large shunt load conductance in full bus matrix will increase the absolute values of $G_{ij}$ \cite{23}. This is why it is common for the ‘lossless network’ assumption to be employed such that all $G_{ij}$ in the reduced admittance matrix are set to zero.

### VI. Discussion

In this paper we have presented a new analytical stability metric $\hat{\iota}_{CCT}$ designed to be a concrete lower bound on the true CCT ($\iota_{CCT}$) of an arbitrarily large power system experiencing a three-phase to ground fault at any one of the network buses. In the hypothetical power system in Section IV we considered a lossless system (i.e. $P_i(\delta) = 0$ and $D_i = 0$ for all $i = 1, \ldots, n$) where the direct methods are fully valid. We showed that our metric successfully captures the key characteristics (e.g. matching the locations of maximum points) of the function for $\hat{\iota}_{CCT}$ as the effective susceptance $B_{12}$ between two generators is varied as well as demonstrating that the inequality (17) is satisfied for this lossless system. However, when considering lossy systems, our metric suffers from the same drawbacks that all direct methods have, which concern the path dependent term $P_i(\delta)$ modelling the dissipation of power in the shunt loads and transmission lines in the whole system. However, even when used on lossy systems, new stability metrics can still have significant value and our algebraic metric was designed with this in mind. The limitations of our new metric were investigated by studying a more realistic test system in Section V. Our metric is valid in principle for power systems with or without an infinite bus, however the numerical results in this paper are for networks with an infinite bus where the dynamics are well behaved due to an asymptotically stable region of attraction. In future work we shall extend our numerical results to larger systems without an infinite bus.

In section V, the stability of the more realistic test power system was analysed using our algebraic metric when the shunt load C was varied. The conductive and susceptive part of the shunt load were considered separately and the results showed that the performance of our algebraic metric $\hat{\iota}_{CCT}$ and the CCT derived from direct methods $\iota_{CCT}$ are dependent on the bifurcation parameter chosen. Given that the shunt loads are found in the full bus matrix, this is a more tangible parameter to vary but it was a more tedious exercise because Kron reduction of the network had to be performed every time this parameter was varied in order to accurately find the stationary points to (15). When $B_C$ is a bifurcation parameter, for suitably low conductances held constant, our metric was relatively successful as a lower bound on the CCT for a large part of the domain of $B_C$. Variation of $B_C$ can represent, for example, a network owner’s installation of reactive compensation, a measure that is known to contribute

---

*Fig. 8. (colour online) The bifurcation diagram in (a) plots the modulus of the stationary solutions $|x^*|$ to the ODE (15) as a function of the bifurcation parameter $G_C$. The stability of the solution branches are colour coded using the legend in Fig. 4 and the eigenvalue ranges for each colour are found in Table I. The thicker line indicates the closest UEP $|x^*_U|$ = $|\delta^*_U|$. In (b) the CCT metrics $\hat{\iota}_{CCT}$, $\iota_{CCT}$ and $\hat{\iota}_{CCT}$ should be read using the left y-axis and the energy margin metric $\Delta H_{max}$ should be read using the right y-axis.*
not only to voltage regulation but also transient stability [24]. However, when the conductive part of the load \( G_C \) was varied for a constant susceptance, our metric was only successful when \( |G_C| \) is small. This is unsurprising given that our metric is derived using the energy functions found in the direct methods and relies on the assumption that the conductances in the reduced admittance matrix are small. The Kron reduction process itself is a limiting factor for direct stability methods applied to lossy power networks [25] and it has been proved in [26] that a general analytical energy function for studying transient stability on lossy power systems is non-existent. A possible avenue of further research could be to construct an algebraic CCT using the structure preserving model [27] for power systems.

Another drawback is regarding the critical energy boundary \( \mathcal{E}_c \). In this paper we chose the closest UEP method to compute the energy boundary \( \mathcal{E}_c \) so that it is valid for any fault on a power system. For the TMIB network we have considered, we used numerical continuation of the parameter \( B_{12} \) in the reduced admittance matrix to search for the stationary points and subsequently define the closest UEP. An exhaustive algorithmic search for the stationary points was also conducted in order to confirm that all stationary points were found by numerical continuation alone, but this was not proved. For larger systems it is increasingly difficult to identify all bifurcation branches in state space and algorithmic validation of the closest UEP in large system is itself a significant area of research [25]. However, an advantage of our lower bound algebraic stability metric is that it is independent of the method chosen to calculate a critical energy boundary and is not restricted to the closest UEP method.

Despite its drawbacks, our algebraic lower bound stability metric has the potential to inform optimal fault management strategies to increase system stability. Its key advantage is that under suitable parameter selection and variation, the metric can be computed instantly once all the system parameter values for pre-fault, fault-on and post-fault have been collected. This feature of stability metrics could be of use due to system dynamics becoming more unpredictable from the changing nature of loads [3] and generation [29–31] under the constraint of limited power flow through transmission lines. Furthermore, optimisation techniques could be applied to algebraic metrics to find optimal regions in parameter space that could translate into tangible changes to the power system for increasing stability.
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