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Abstract—This paper considers an unmanned aerial vehicle (UAV)-enabled wireless power transfer (WPT) system, in which a UAV equipped with a directional antenna is dispatched to deliver wireless energy to charge two energy receivers (ERs) on the ground. Under this setup, we maximize the common (or minimum) energy received by the two ERs over a particular finite charging period, by jointly optimizing the altitude, trajectory, and transmit beamwidth of the UAV, subject to the UAV’s maximum speed constraints, as well as the maximum/minimum altitude and beamwidth constraints. However, the common energy maximization is a non-convex optimization problem that is generally difficult to be solved optimally. To tackle this problem, we first ignore the maximum UAV speed constraints and solve the relaxed problem optimally. The optimal solution to the relaxed problem reveals that the UAV should hover above two symmetric locations during the whole charging period, with the corresponding altitude and beamwidth optimized. Next, we study the original problem with the maximum UAV speed constraints considered, for which a heuristic hover-fly-hover trajectory design is proposed based on the optimal symmetric-location-hovering solution to the relaxed problem. Numerical results validate that thanks to the employment of directional antenna with adaptive beamwidth and altitude control, our proposed design significantly improves the common energy received by the two ERs, as compared to other benchmark schemes.

Index Terms—Unmanned aerial vehicle (UAV), wireless power transfer (WPT), directional antenna, trajectory design, altitude and beamwidth optimization.

I. INTRODUCTION

Radio frequency (RF) signals-enabled wireless power transfer (WPT) has been recognized as a promising technique to provide convenient and sustainable wireless energy supply for energy-constrained electronic devices [1]. As a result, WPT has enabled abundant applications in wireless networks, such as simultaneous wireless information and power transfer (SWIPT) [2], wireless powered communication network (WPCN) [3], and wireless powered mobile edge computing [4]. In conventional WPT systems, energy transmitters (ETs) are deployed at fixed locations to broadcast wireless energy towards distributed energy receivers (ERs). Due to the RF signal propagation over distances, such systems suffer from low end-to-end energy transfer efficiency, especially when ERs are far away from the ET.

With recent advancements in unmanned aerial vehicles (UAVs) [5], a new WPT architecture, namely the UAV-enabled WPT, has been proposed in [6], [7] to help improve the end-to-end energy transfer efficiency by employing UAVs as mobile ETs. Different from conventional ETs that are fixed, the mobile ETs in UAV-enabled WPT systems can fully exploit the UAVs’ controllable mobility in three-dimensional (3D) airspace to adaptively adjust their locations over time (a.k.a. trajectory), so as to shorten the distances with intended ERs and accordingly improve the energy transfer efficiency. More specifically, [6] considered the scenario with one UAV serving two ERs on the ground, in which the UAV adaptively controls its trajectory to balance the received energy tradeoff between the two ERs. [7] considered a more general scenario with more than two ERs, in which the UAV aims to maximize the sum or the minimum of the received energy for these ERs via trajectory control. Furthermore, [8] extended [6], [7] to a UAV-enabled WPCN, in which the moving UAV sends wireless energy to charge users on the ground, and the users use the harvested energy to send information (e.g., collected environmental data) back to the UAV. Despite the research progress, the above works assumed that the UAV is equipped with an omni-directional antenna that radiates RF signals in all directions, and the UAV flies at a fixed altitude over time. This, however, may not be efficient for air-to-ground (A2G) energy broadcasting, where ERs on the ground are located at given directions below the UAV in the sky. Therefore, it is expected that directional antenna (see, e.g., [9], [12]) could be a viable means to further improve the energy transfer performance of the UAV-enabled WPT system, thus motivating our investigation in this paper.

For the purpose of exposition, this paper considers that a UAV is dispatched to broadcast wireless energy to two ERs on the ground, and the UAV has a directional antenna with beamwidth adjustable over time for increasing the energy transfer efficiency. Despite the benefit, however, the UAV-enabled WPT system with directional antenna faces various design challenges in the UAV’s trajectory, altitude, and beamwidth control to achieve the optimal energy transfer performance. First, the received energy at the two ERs critically depends on the UAV’s locations over time (or trajectory). If the UAV moves closer to one ER, then the received power at this ER will increase, but that at the other ER will decrease. This thus results in an energy trade-off between the two ERs in the UAV’s trajectory design. Next, there is another tradeoff in controlling the UAV’s flying altitude and beamwidth. On
one hand, in order to charge each ER most efficiently, the UAV should narrow down the beamwidth and decrease the altitude to maximize the antenna gain and minimize the signal propagation pathloss, respectively. On the other hand, to broadcast energy towards the two ERs, the UAV needs to stay above a certain altitude and widen the beamwidth for ensuring that the transmitted signal beam covers both ERs at the same time. By combining the above tradeoffs, how to jointly design the trajectory, altitude, and beamwidth of the UAV for fairly maximizing the two ERs’ received energy is a crucial but challenging task to be tackled.

Specifically, we are interested in maximizing the common (or minimum) energy received at the two ERs over a particular finite charging period, by jointly optimizing the UAV’s trajectory, altitude, and beamwidth, subject to the UAV’s maximum speed constraints, as well as the maximum/minimum altitude and beamwidth constraints. However, the common energy maximization is a non-convex optimization problem that is difficult to be solved optimally. To tackle this problem, we first consider a relaxed problem by ignoring the maximum UAV speed constraints and solve it optimally. The optimal solution to the relaxed problem reveals that the UAV should hover above two symmetric locations during each half of the whole charging period, with the corresponding altitude and beamwidth optimized. Next, for the original problem with the maximum UAV speed constraints considered, we propose a heuristic hover-fly-hover trajectory design based on the optimal solution to the relaxed problem. Finally, numerical results validate that our proposed design with directional antenna significantly improves the common energy received by the two ERs, as compared to the conventional UAV-enabled WPT system with omni-directional antenna and the benchmark scheme when the UAV statically hovers at an optimized location.

II. SYSTEM MODEL

We consider a two-user UAV-enabled WPT system, where a UAV is dispatched to deliver wireless energy to charge $K = 2$ ERs on the ground. Let $K = \{1, 2\}$ denote the set of ERs. We suppose that each ER $k \in K$ has a fixed location, denoted by $(\hat{x}_k, 0, 0)$ in 3D space, where $\hat{x}_1 = -\frac{D}{2}$ and $\hat{x}_2 = \frac{D}{2}$, with $D > 0$ denoting the distance between the two ERs. We consider a finite charging period $T \triangleq [0, T]$, with duration $T > 0$. During this period, the UAV can change its location in 3D with the time-varying coordinate denoted as $(x(t), y(t), H(t)), t \in T$. Without loss of optimality, we consider that $y(t) = 0, \forall t \in T$, such that the UAV always stays above the line between the two ERs for efficient WPT. Let $H_{\text{min}}$ and $H_{\text{max}}$ in meter (m) denote the minimum and maximum altitudes of the UAV, respectively. We then have the UAV altitude constraints as

$$H_{\text{min}} \leq H(t) \leq H_{\text{max}}, \forall t \in T. \quad (1)$$

Furthermore, let $V > 0$ in meter/second (m/s) denote the maximum UAV speed. It then follows that

$$\sqrt{\dot{x}^2(t) + \dot{H}^2(t)} \leq V, \forall t \in T, \quad (2)$$

where $\dot{x}(t)$ and $\dot{H}(t)$ denote the time-derivatives of $x(t)$ and $H(t)$, respectively.

We assume that the UAV is equipped with a directional antenna whose beamwidth is adjustable over time. Similarly as in [9], it is assumed that the azimuth and elevation half-power beamwidths of the UAV antenna are equal, which are both denoted as $2\Theta(t)$ in radians (rad) at time instant $t \in T$. Let $0 < \Theta_{\text{min}} \leq \Theta_{\text{max}} \leq \pi/2$ denote the minimum and maximum beamwidths of the directional antenna, and the we have

$$\Theta_{\text{min}} \leq \Theta(t) \leq \Theta_{\text{max}}, \forall t \in T. \quad (3)$$

For ease of presentation and to avoid trivial solutions, in this paper we consider the scenario when $\tan \Theta_{\text{max}} \geq D/(2H_{\text{max}})$ and $\tan \Theta_{\text{min}} \leq D/H_{\text{min}}$ hold, such that when the maximum altitude and beamwidth are adopted, the UAVs transmitted signal beam can cover the two ERs simultaneously; but when the minimum altitude and beamwidth are adopted, the UAV’s transmitted signal beam cannot cover the two ERs at the same time![1] According to Eq. (2-51) in [12] and Eq. (1) in [9], the antenna gain in direction $(\hat{\theta}, \hat{\psi})$ is given by

$$G(\hat{\theta}, \hat{\psi}) =
\begin{cases}
G_0/\Theta^2, & \text{if } -\Theta(t) \leq \hat{\theta} \leq \Theta(t), -\Theta(t) \leq \hat{\psi} \leq \Theta(t) \\
0, & \text{otherwise},
\end{cases} \quad (4)$$

where $G_0 = \frac{30000(\hat{\theta}^2 + \hat{\psi}^2)}{22846}$ is the antenna gain for directional antenna, and the benchmark antenna gain for omni-directional antenna is $G_{\text{om}}(\hat{\theta}, \hat{\psi}) = 0$ when $\Theta(t) = 0$. Notice that if the UAV has the coordinate $(x(t), 0, H(t))$ at time instant $t \in T$, then ER $k \in K$ is located at direction $(\theta_k(t), \psi_k(t))$ with antenna gain $G(\theta_k(t), \psi_k(t))$, where $\theta_k(t) = \arctan((x(t) - \hat{x}_k)/H(t))$ and $\psi_k(t) = 0$, i.e.,

$$G(\theta_k(t), \psi_k(t)) = \frac{G_0}{\Theta^2(t)}, \quad \text{if } \tan \Theta(t) \geq \frac{|x(t) - \hat{x}_k|}{H(t)}$$

$$0, \quad \text{otherwise}. \quad (5)$$

In practice, the wireless channel from the UAV to each ER is dominated by the LoS component. Therefore, as commonly adopted in prior works [6], [7], we consider the free-space path-loss model, in which the channel power gain from the UAV to ER $k \in K$ is denoted as $h_k(t) = \beta_0 d_k^{-\epsilon}(t)$. Here, $d_k(t) = \sqrt{(x(t) - \hat{x}_k)^2 + H(t)^2}$ denotes their distance at time instant $t \in T$ and $\beta_0$ denotes the channel power gain at a reference distance of $d_0 = 1$ m. Furthermore, we assume that the two ERs are each equipped with one omni-directional antenna with unit gain. Assuming that the UAV adopts a constant transmit power $P$, the received power by ER $k$ at time instant $t$ is

$$P_k(x(t), H(t), \Theta(t)) = \frac{P \beta_0 G_0}{\Theta^2(t) ((x(t) - \hat{x}_k)^2 + H(t)^2)}$$

$$= \begin{cases}
\frac{\beta_0 G_0 P}{\Theta^2(t) ((x(t) - \hat{x}_k)^2 + H(t)^2)}, & \text{if } \tan \Theta(t) \geq \frac{|x(t) - \hat{x}_k|}{H(t)} \\
0, & \text{otherwise}.
\end{cases} \quad (6)$$

1Notice that when $\tan \Theta_{\text{max}} < D/(2H_{\text{max}})$, the UAV can send energy to only one ER at a time. In this case, the UAV should charge the two ERs one by one individually, thus making the design problem trivial to solve. On the other hand, when $\tan \Theta_{\text{max}} > D/H_{\text{max}}$, the UAV’s transmitted signal beam can always cover the two ERs, and therefore, the UAV should fly at the minimum altitude and uses the minimum beamwidth to efficiently charge the two ERs at the same time. In this case, the common-energy minimization problem in (P1) becomes identical to that with omni-directional antenna in [7], where only the UAV trajectory needs to be designed.
Accordingly, the total RF energy received by ER $k \in K$ over the whole charging period is expressed as

$$E_k(\{x(t), H(t), \Theta(t)\}) = \int_0^T Q_k(x(t), H(t), \Theta(t))dt. \quad (7)$$

Notice that at each ER, the received RF signals are converted into direct current (DC) signals via a rectifier to charge the rechargeable battery. In practice, the harvested DC power is a nonlinear function with respect to the RF power, and this function critically depends on various issues such as the input RF power level, the structure of energy harvesting circuits, and the transmit signal waveform [2, 10, 11]. For ease of exposition, we only focus on the received RF energy in this work.

In order to fairly transfer energy to the two ERs, we are interested in maximizing the common or minimum energy received by the two ERs (i.e., $\min_{k \in K} E_k(\{x(t), H(t), \Theta(t)\})$) over the duration $T$, by jointly optimizing the half-power beamwidth $\{\Theta(t)\}$, altitude $\{H(t)\}$, and trajectory $\{x(t)\}$ of the UAV over time, subject to the altitude constraints in (1), the maximum speed constraints in (3), and the beamwidth constraints in (4).

Mathematically, the optimization problem is formulated as

$$(P1): \quad \max_{\{x(t), H(t), \Theta(t)\}} \min_{k \in K} \int_0^T Q_k(x(t), H(t), \Theta(t))dt$$

s.t. $\{1\}$, $\{2\}$, and $\{3\}$.

Note that in (P1), there are infinite number of optimization variables (i.e., $\{x(t)\}$, $\{H(t)\}$, and $\{\Theta(t)\}$) that are continuous over time, and the objective function is non-concave in general. Therefore, (P1) is a non-convex optimization problem that is difficult to be solved optimally. To tackle this problem, in Section III we first optimally solve a relaxed problem of (P1) (i.e., (P2) in the following), by ignoring the maximum UAV speed constraints in (2).

$$(P2): \quad \max_{\{x(t), H(t), \Theta(t)\}} \min_{k \in K} \int_0^T Q_k(x(t), H(t), \Theta(t))dt$$

s.t. $\{1\}$ and $\{3\}$.

It is worth noting that the constraints in (2) can be approximately ignored in practice when the maximum UAV speed $V$ and/or the charging duration $T$ become sufficiently large. In Section IV, we present an efficient solution to problem (P1) based on the optimal solution to (P2).

### III. Optimal Solution to Problem (P2)

In this section, we present the optimal solution to (P2). First, we show that solving (P2) is equivalent to solving the following problem (P3) that maximizes the average energy received by the two ERs.

$$(P3): \quad \max_{\{x(t), H(t), \Theta(t)\}} \frac{1}{2} \sum_{k \in K} \int_0^T Q_k(x(t), H(t), \Theta(t))dt$$

s.t. $\{1\}$ and $\{3\}$.

#### Lemma 3.1: There exists an optimal solution to (P3) with the following structure:

$$x(t) = -\bar{x}^*, \forall t \in [0, T/2], \quad x(t) = \bar{x}^*, \forall t \in (T/2, T],$$

$$H(t) = \bar{H}^*, \Theta(t) = \bar{\Theta}^*, \forall t \in T,$$

where $\bar{x}^*$, $\bar{H}^*$, and $\bar{\Theta}^*$ are variables to be decided later, such that the UAV adopts fixed beamwidth $\bar{\Theta}^*$ over the whole charging period, and hovers at two symmetric locations $(-\bar{x}^*, 0, H^*)$ and $(\bar{x}^*, 0, H^*)$ during each half of the period.

The solution in (8) is also optimal for (P2). Therefore, this lemma is proved. Based on Lemma 3.1, we only need to get the optimal solution to (P3) by finding the optimal $\bar{x}^*$, $\bar{H}^*$, and $\bar{\Theta}^*$ in (8), and accordingly obtain the optimal solution to (P2).

Now, we focus on solving (P3). Based on Lemma 3.1, we find the optimal $\bar{x}^*$, $\bar{H}^*$, and $\bar{\Theta}^*$ corresponds to solving the following optimization problem over $\bar{x}$, $\bar{H}$, and $\bar{\Theta}$.

$$\max_{\bar{x}, \bar{H}, \bar{\Theta}} \frac{T}{2} \sum_{k \in K} Q_k(\bar{x}, \bar{H}, \bar{\Theta})$$

s.t. $H_{\text{min}} \leq \bar{H} \leq H_{\text{max}}$, $\Theta_{\text{min}} \leq \bar{\Theta} \leq \Theta_{\text{max}}$.

It is evident that the optimal solution of $\bar{x}$ to problem (9) must lie within the region $[-D/2, D/2]$, since otherwise, the UAV can always move its horizontal location into this region to improve the objective value of problem (9). Also note that under any given $\bar{H}$ and $\bar{\Theta}$, $\bar{x}$ and $-\bar{x}$ achieve the same objective value of problem (9). As a result, in the following, we only need to focus on the solution with $\bar{x} \in [0, D/2]$ for problem (9).

Problem (9) is still non-convex and thus difficult to be solved directly. To tackle this challenge, we solve problem (9) by first considering two cases with $\tan \bar{\Theta} \geq \max_{k \in K} |\bar{x} - \bar{x}_k|/\bar{H}$ and $\tan \bar{\Theta} < \max_{k \in K} |\bar{x} - \bar{x}_k|/\bar{H}$, and then comparing them to obtain the optimal solution. Note that the two cases correspond to that the UAV can transfer energy to the two ERs simultaneously or can only transfer to one of the two ERs at each time instant, respectively.

1) **Case with $\tan \bar{\Theta} \leq \max_{k \in K} |\bar{x} - \bar{x}_k|/\bar{H}$**: Since we only focus on the solution with $\bar{x} \in [0, D/2]$, the UAV only serves ER 2 in this case. Accordingly, problem (9) becomes

$$\max_{\bar{x}, \bar{H}, \bar{\Theta}} \beta_0 G_0 P 2\bar{\Theta}^2 [\bar{x} - \bar{x}_2]^2 + \bar{H}^2$$

s.t. $H_{\text{min}} \leq \bar{H} \leq H_{\text{max}}$, $\Theta_{\text{min}} \leq \bar{\Theta} \leq \Theta_{\text{max}}$, $0 \leq \bar{x} \leq D/2$.

Note that the objective function in (10) is monotonically decreasing with respect to $\bar{H} \in [H_{\text{min}}, H_{\text{max}}]$ and $\bar{\Theta} \in [\Theta_{\text{min}}, \Theta_{\text{max}}]$, and is monotonically increasing with respect to $\bar{x} \in [0, D/2]$. Therefore, the optimal solution to problem (10) is given as

$$\bar{x}_1^* = \frac{D}{2}, \quad \bar{H}_1^* = H_{\text{min}}, \quad \bar{\Theta}_1^* = \Theta_{\text{min}}.$$
\[ v_1 = \frac{\beta_0 G_0 P}{2\theta^2 \min H^2} \]  

(12)

2) Case with \( \tan \Theta \geq \max_{k \in K} |\bar{x} - \hat{x}_k|/\bar{H} \): In this case, problem (9) is re-expressed as

\[
\max_{\bar{x}, H, \Theta} \frac{1}{2} \sum_{k \in K} Q_k(\bar{x}, H, \Theta) \\
\text{s.t.} \quad H_{\min} \leq H \leq H_{\max}, \quad \Theta_{\min} \leq \Theta \leq \Theta_{\max} \\
\tan \Theta \geq (\bar{x} + D/2)/\bar{H}, \quad 0 \leq \bar{x} \leq D/2.
\]

(13)

Notice that as \( \tan \Theta_{\max} \geq D/(2H_{\max}) \) is assumed, problem (13) is always feasible. Then we have the following lemma.

**Lemma 3.2:** At the optimal solution to problem (12), it must hold that \( \bar{H}\tan \Theta = \bar{x} + \frac{D}{2} \).

**Proof:** We have \( \bar{H}\tan \Theta \geq \bar{x} + \frac{D}{2} \) to ensure that the two ERs are covered by the UAV simultaneously. Suppose \( \bar{H}\tan \Theta > \bar{x} + \frac{D}{2} \) holds at the optimality. Then the UAV can always reduce its altitude or half-power beamwidth to improve the objective value in problem (13). As a result, the presumption \( \bar{H}\tan \Theta = \bar{x} + \frac{D}{2} \) holds. Therefore, this lemma is proved.

Based on Lemma 3.2, it follows that the UAV should set the beamwidth as the minimum one such that its transmitted signal beam can exactly cover the two ERs. Accordingly, we can reformulate problem (13) as

\[
\max_{\bar{x}, \Theta} \psi(\bar{x}, \Theta) \triangleq \frac{\beta_0 G_0 P}{2\Theta^2} \left[ \frac{1}{((\bar{x} - \bar{D})^2 + (\bar{x} + \bar{D})^2) \tan^2 \Theta} + \frac{\sin^2 \Theta}{(x + \frac{D}{2})^2} \right],
\]

s.t. \( 0 \leq \bar{x} \leq \frac{D}{2}, \quad \Theta_{\min} \leq \Theta \leq \Theta_{\max} \)

(14)

Problem (14) is still non-convex due to the non-convexity of its objective function. To tackle this problem, in the following we first solve for \( \bar{x} \) under given \( \Theta \), and then adopt a one-dimensional (1D) line search over \( \Theta \in [\Theta, \Theta] \) to find the optimal solution of \( \Theta \), where \( \Theta = \max(\Theta_{\min}, \arctan(\frac{D}{H_{\min}})) \) and \( \Theta = \min(\Theta_{\max}, \arctan(\frac{D}{H_{\max}})) \) correspond to the lower and upper bounds of \( \Theta \).

Under any given \( \Theta \), problem (14) can be expressed as

\[
\max_{\bar{x}} \psi(\bar{x}, \Theta) \]

s.t. \( \Omega_{\Theta} \leq \bar{x} \leq \Omega_{\Theta} \),

(15)

where \( \Omega_{\Theta} = \max(0, H_{\min}\tan \Theta - \frac{D}{2}) \) and \( \Omega_{\Theta} = \min(\frac{D}{2}, H_{\max}\tan \Theta - \frac{D}{2}) \). Problem (15) can be solved by examining the first-order derivative of \( \psi(\bar{x}, \Theta) \) with respect to \( \bar{x} \) as follows.

\[
\frac{\partial \psi(\bar{x}, \Theta)}{\partial \bar{x}} = -\frac{\beta_0 G_0 P}{\Theta^2} \left[ \frac{\bar{x} - \bar{D} + \frac{\bar{x} + \Theta}{\tan^2 \Theta}}{((\bar{x} - \bar{D})^2 + (\bar{x} + \bar{D})^2) \tan^2 \Theta} + \frac{\sin^2 \Theta}{(x + \frac{D}{2})^2} \right].
\]

(16)

Notice that \( \frac{\partial \psi(\bar{x}, \Theta)}{\partial \bar{x}} = 0 \) corresponds to a polynomial equation of degree 4. Therefore, this equation has a total of 4 solutions at maximum. Suppose that \( \alpha_1, \alpha_2, \ldots, \alpha_m, \Theta \) denote the solutions of \( \bar{x} \) to this equation within the region of \( [\Omega_{\Theta}, \Omega_{\Theta}] \), where \( m \leq 4 \) in general. Then we have the following lemma.

**Lemma 3.3:** The optimal solution to problem (15) is given as

\[
x^*(\theta) = \begin{cases} \Omega_{\Theta}, & \text{if } \bar{x} \in [\Theta, \theta/4] \\
\arg \max_{x \in \chi_{\Theta}} \psi(\bar{x}, \Theta), & \text{if } \bar{x} \in (\theta/4, \theta), \end{cases}
\]

where \( \chi_{\Theta} = \{\alpha_1, \ldots, \alpha_m, \Theta, \Omega_{\Theta}, \Omega_{\Theta}\} \).

**Proof:** When \( \Theta \in [\Theta, \theta/4] \), it is evident that \( \frac{\partial \psi(\bar{x}, \Theta)}{\partial \bar{x}} < 0, \forall \bar{x} \in [\Omega_{\Theta}, \Omega_{\Theta}] \), holds, and thus \( \psi(\bar{x}, \Theta) \) is monotonically decreasing over \( \bar{x} \in [\Omega_{\Theta}, \Omega_{\Theta}] \). As a result, we have \( x^*(\theta) = \Omega_{\Theta} \), if \( \Theta \in [\Theta, \theta/4] \). On the other hand, when \( \Theta \in (\theta/4, \Theta) \), the optimal solution to problem (15) is included in \( \chi_{\Theta} \) due to the continuousness of \( \psi(\bar{x}, \Theta) \) in the region of \( [\Omega_{\Theta}, \Omega_{\Theta}] \). By comparing all the elements in \( \chi_{\Theta} \), we can obtain the solution that achieves a larger objective value for problem (15), i.e., \( x^*(\theta) = \arg \max_{x \in \chi_{\Theta}} \psi(\bar{x}, \Theta) \), if \( \Theta \in (\theta/4, \Theta) \). Therefore, this lemma is proved.

With the optimal solution of \( x^*(\Theta) \) to problem (14) obtained under any given \( \Theta \in [\Theta, \Theta] \), together with the 1D line search over \( \Theta \in [\Theta, \Theta] \), we have the optimal solution of \( \Theta \) to problem (14) as \( \Theta^* = \arg \max_{\Theta \in [\Theta, \Theta]} \psi(\bar{x}(\Theta), \Theta) \), and the corresponding solution of \( \bar{x} \) and \( \bar{H} \) as \( \bar{x}^* = x^*(\Theta^*), \bar{H}^* = \bar{H}^* \). Therefore, the optimal value of problem (13) in this case is given as

\[
v_2 = \frac{\beta_0 G_0 P}{2(\Theta^*)^2} \left[ \frac{1}{((\bar{x}^* - \frac{D}{2})^2 + (\bar{H}^*)^2)} + \frac{1}{(\bar{x}^* + \frac{D}{2})^2 + (\bar{H}^*)^2} \right].
\]

(18)

3) Optimal Solution to Problem (9): Finally, by comparing the optimal values \( v_1 \) in (12) and \( v_2 \) in (18) for the above two cases, the optimal solution to problem (9), denoted by \( \bar{x}^*, \bar{H}^*, \) and \( \Theta^* \), is obtained as follows. If \( v_1 \geq v_2 \), then it follows that \( \bar{x}^* = \bar{x}^*_1, \bar{H}^* = \bar{H}^*_1, \Theta^* = \Theta^*_1 \); otherwise, we have \( \bar{x}^* = \bar{x}^*_2, \bar{H}^* = \bar{H}^*_2, \Theta^* = \Theta^*_2 \).

Based on the optimal solution to problem (9) together with Lemma 3.1, the optimal solution to (P3) and thus (P2), denoted by \( \{x^*(t)\}, \{H^*(t)\}, \) and \( \{\Theta^*(t)\} \), is given as

\[
x^*(t) = -\bar{x}^*, \forall t \in [0, T/2], \quad x^*(t) = \bar{x}^*, \forall t \in (T/2, T], \quad H^*(t) = \bar{H}^*, \quad \Theta^*(t) = \Theta^*, \forall t \in T.
\]

(19)

**Remark 3.1:** From the optimal solution in (19), it is evident that at the optimality, the UAV should adopt fixed beamwidth over the whole charging period, and hover at two symmetric locations with identical altitude during each half of the period. More specifically, if \( \tan \Theta^* < \max_{k \in K} |\bar{x} - \hat{x}_k|/\bar{H}^* \), the UAV only serves one ER at a time, then the UAV should hover above one ER at the lowest altitude with the minimum beamwidth (see (11) and (12), so as to maximize the antenna gain and minimize the pathloss. Otherwise, if \( \tan \Theta^* \geq \max_{k \in K} |\bar{x} - \hat{x}_k|/\bar{H}^* \), then the beamwidth and the altitude should be properly designed to balance the tradeoff between the antenna gain and the pathloss. For convenience, we name the optimal trajectory solution to (P2) as the symmetric-location hovering solution.
IV. Proposed Solution to Problem (P1)

In this section, we consider (P1) with the maximum UAV speed constraints in (2) considered. As (P1) is difficult to be solved optimally, we propose a heuristic hover-fly-hover trajectory based on the optimal solution to problem (P2) obtained in the previous section. Let \( \{ x^* (t) \} \), \( \{ H^* (t) \} \), and \( \{ \Theta^* (t) \} \) denote the obtained solution to problem (P1), and \( E^* \) denote the common energy received by the two ERs over the whole charging period. In the following, we consider the two cases when there are one and two hovering locations with \( \bar{x}^* = 0 \) and \( \bar{x}^* > 0 \) for (P2), respectively.

When \( \bar{x}^* = 0 \), the UAV only needs to hover at one single location, and as a result, the optimal solution to (P2) is also optimal to (P1), i.e.,

\[
x^* (t) = 0, \quad H^* (t) = \bar{H}^*, \quad \Theta^* (t) = \bar{\Theta}^*, \forall t \in \mathcal{T}.
\]

(20)

The common energy received by the two ERs is

\[
E^* = \frac{\beta_0 G_0 P T}{(\bar{\Theta}^*)^2 [\left( \frac{\bar{H}^*}{2} \right)^2 + (H^*)^2]}.
\]

(21)

Next, we consider the case with \( \bar{x}^* > 0 \), in which the UAV needs to hover at two symmetric locations at the optimal solution to (P2). In this case, the optimal solution to (P2) is not feasible to (P1) due to the maximum speed constraints involved. To tackle this issue, we propose a hover-fly-hover trajectory design, in which the UAV first hovers at location \((-\bar{x}^*, \bar{H}^*)\) for a certain duration of \( T_{\text{hover}} \), then flies from \((-\bar{x}^*, \bar{H}^*)\) to \((\bar{x}^*, \bar{H}^*)\) with fixed altitude \( \bar{H}^* \) and maximum speed \( V \), and finally hovers at location \((\bar{x}^*, 0, \bar{H}^*)\) for the remaining time with same hovering duration \( T_{\text{hover}} \). During flying, the UAV adopts the fixed altitude and the maximum speed for minimizing the flying time.

In this case, the travel distance between the two locations is \(2\bar{x}^*\), and the flying duration is \( T_{\text{fly}} = \frac{2\bar{x}^*}{V} \). Consequently, the hovering durations at the two locations are equally allocated as \( T_{\text{hover}} = \frac{T}{2} - \frac{\bar{x}^*}{V} \). In this case, the corresponding UAV trajectory and altitude are respectively expressed as

\[
x^* (t) = \begin{cases} -\bar{x}^*, & \forall t \in \left[ 0, \frac{T}{2} - \frac{\bar{x}^*}{V} \right] \\ V t - V T/2, & \forall t \in \left( \frac{T}{2} - \frac{\bar{x}^*}{V}, \frac{T}{2} + \frac{\bar{x}^*}{V} \right) \\ \bar{x}^*, & \forall t \in \left[ \frac{T}{2} + \frac{\bar{x}^*}{V}, T \right], \end{cases}
\]

(22)\(H^* (t) = \bar{H}^*, \forall t \in \mathcal{T}.
\]

(23)

Next, we determine the beamwidth \( \{ \Theta^* (t) \} \). During hovering, it follows that

\[
\Theta^* (t) = \bar{\Theta}^*, \forall t \in \left[ 0, \frac{T}{2} - \frac{\bar{x}^*}{V} \right] \cup \left[ \frac{T}{2} + \frac{\bar{x}^*}{V}, T \right].
\]

(24)

During flying, notice that under given altitude \( H^* (t) \) and location \( x^* (t) \) at time \( t \in \left( \frac{T}{2} - \frac{\bar{x}^*}{V}, \frac{T}{2} + \frac{\bar{x}^*}{V} \right) \), the UAV prefer to set the beamwidth as narrow as possible to maximize the antenna gain, provided that the corresponding ERs are covered properly. Let \( \Theta^*_1 (t) = \arctan \min_{x^* - \bar{x}^* \leq \bar{x}^* \leq x^* (t)} \frac{\bar{H}^*}{D} \) denote the minimum beamwidth when the UAV only serves one ER, and \( \Theta^*_2 (t) = \arctan \max_{x^* - \bar{x}^* > \bar{x}^*} \frac{\bar{H}^*}{D} \) denote the minimum beamwidth when the UAV serves the two ERs simultaneously.

Then we choose the one that achieves a higher received power by the two ERs, i.e.,

\[
\Theta^* (t) = \begin{cases} \Theta^*_1 (t), & \text{if } \sum_{k \in \mathcal{K}} k Q_k (x^* (t), H^* (t), \Theta^*_1 (t)) \geq \sum_{k \in \mathcal{K}} k Q_k (x^* (t), H^* (t), \Theta^*_2 (t)) \\ \Theta^*_2 (t), & \text{if } \sum_{k \in \mathcal{K}} k Q_k (x^* (t), H^* (t), \Theta^*_1 (t)) < \sum_{k \in \mathcal{K}} k Q_k (x^* (t), H^* (t), \Theta^*_2 (t)), \end{cases}
\]

(25)

By combing the solutions in (22), (23), and (24), the common energy received by the two ERs is

\[
E^* = \frac{1}{2} \int_0^T \sum_{k \in \mathcal{K}} k Q_k (x^* (t), H^* (t), \Theta^* (t)) dt.
\]

(26)

Remark 4.1: Note that when the charging duration \( T \) becomes large, our proposed hover-fly-hover trajectory design is asymptotically optimal for (P1). This is due to the fact that in this case, the flying time \( T_{\text{fly}} \) becomes negligible, and thus the maximum common energy achieved by the hover-fly-hover trajectory design approaches the optimal objective value of (P1).

V. Numerical Results

In this section, we present numerical results to validate the performance of our proposed design, as compared to the following two schemes.

1) Convention UAV-enabled WPT design with omnidirectional antenna \([6]\): The UAV is equipped with an omnidirectional antenna that has a unit antenna gain. It is evident that the UAV should fly at the minimum altitude with \( H^* = h_{\text{min}}, \forall t \in \mathcal{T} \). In this case, the trajectory optimization for maximizing the common energy received by the two ERs has been investigated in \([6]\), which shows that the optimal trajectory solution always follows a hover-fly-hover structure.

2) Static hovering benchmark: The UAV hovers at one fixed location \( x_{\text{sta}} = 0 \) over the whole charging period to balance the received energy at the two ERs, i.e., \( x (t) = 0, \forall t \in \mathcal{T} \). The altitude and beamwidth of the UAV also remain unchanged with \( H^* = H_{\text{sta}}, \Theta^* = \Theta_{\text{sta}}, \forall t \in \mathcal{T} \). In the case with \( \tan \Theta_{\text{min}} \geq D/(2H_{\text{min}}) \), the UAV’s transmitted signal beam can always cover the two ERs even with the minimum altitude and beamwidth adopted, and thus \( H^* = H_{\text{min}}, \Theta^* = \Theta_{\text{min}} \) apply. In the case with \( \tan \Theta_{\text{min}} < D/(2H_{\text{min}}) \), it must hold that \( H^* = D/(2 \tan \Theta_{\text{min}}) \) at the optimal solution; accordingly, we have \( \Theta^* = \max (\Theta_{\text{min}}, \arctan (D/(2H^*))) \) and \( H^* = \min (H_{\text{max}}, D/(2 \tan \Theta_{\text{min}})) \).

In the simulation, we set \( \beta_0 = -30 \text{ dB}, H_{\text{min}} = 10 \text{ m}, H_{\text{max}} = 30 \text{ m}, \Theta_{\text{min}} = \pi/6, \Theta_{\text{max}} = \pi/2, P = 40 \text{ dBm}, V = 5 \text{ m/s}, \) unless specified otherwise.

Fig. 1 shows the optimal UAV hovering location \( \bar{x}^* \) and the optimal UAV altitude \( \bar{H}^* \) versus the distance \( D \) between the two ERs. It is observed that when \( D \) is small (e.g., \( D \leq 12 \text{ m} \)), the UAV prefers to hover above the middle point of the two ERs (i.e., \( \bar{x}^* = 0 \)) with the lowest altitude and the minimum beamwidth to serve them simultaneously. It is also observed
that when $D$ is large (e.g., $D \geq 15$ m), the UAV prefers to hover exactly above each ER for serving them individually with the lowest altitude and the minimum beamwidth. When $D$ is moderate (e.g., $12 \leq D \leq 14$ m), the UAV is observed to adjust the hovering location and altitude (together with the beamwidth as well) to balance the tradeoff between the antenna gain and pathloss for WPT performance optimization.

Fig. 2 shows the common energy received by the two ERs (normalized by the charging duration $T$) versus the distance $D$. It is observed that when $D$ is small (e.g., $D \leq 14$ m), our proposed hover-fly-hover trajectory and the static-hovering benchmark for (P1) achieve the same common received energy value as the upper bound achieved by the symmetric-location hovering for (P2). This shows that in this case, it is optimal for the UAV to hover above the middle point between the two ERs for efficient WPT, as shown in Fig. 1. It is also observed that when $D$ becomes large (e.g., $D \geq 15$ m), our proposed design outperforms both the conventional design with omni-directional antenna and the static hovering benchmark. This validates the benefit of jointly exploiting the UAV mobility and using directional antenna with altitude and beamwidth control.

Fig. 3 shows the normalized common energy received by the two ERs versus the charging duration $T$, where $D = 30$ m. It is observed that our proposed hover-fly-hover trajectory design outperforms the conventional design with omni-directional antenna and the static hovering benchmark, and the gain becomes more substantial when $T$ becomes larger. It is also observed that our proposed design approaches the performance upper bound by the symmetric-location hovering for (P2) as $T$ increases. This is consistent with Remark 4.7.

VI. CONCLUSION

This paper studied a UAV-enabled WPT system, in which a UAV equipped with a directional antenna is dispatched to deliver energy to charge two ERs on the ground. We aimed to maximize the common energy received by the two ERs by jointly optimizing the UAV’s trajectory, altitude, and beamwidth over one particular finite charging period, subject to the maximum UAV speed constraints, as well as the maximum/minimum altitude and beamwidth constraints at the UAV. Efficient algorithms were proposed to solve the common energy maximization problem. Numerical results were provided to validate the benefit of directional antenna for UAV-enabled WPT, as compared to other benchmark schemes.
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