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In response to invasion by the human immunodeficiency virus (HIV), the self-regulatory immune system attempts to restore the CD4\(^+\) count fluctuations. Consequently, many clinical covariates are bound to adapt too, but little is known about their corresponding new optimal setpoints. It has been reported that there exist few strongest clinical covariates of the CD4\(^+\) count. The objective of this study is to harness them for a streamlined application of multidimensional viewing lens (statistical models) to zoom into the behavioural patterns of the adaptive optimal set points. We further postulated that the optimal set points of some of the strongest covariates are possibly controlled by dietary conditions or otherwise to enhance the CD4\(^+\) count. This study investigated post-HIV infection (acute to therapy phases) records of 237 patients involving repeated measurements of 17 CD4\(^+\) count clinical covariates that were found to be the strongest. The overall trends showed either downwards, upwards, or irregular behaviour. Phase-specific trends were mostly different and unimaginable, with LDH and red blood cells producing the most complex CD4\(^+\) count behaviour. The approximate optimal set points for dietary-related covariates were total protein 60–100 g/L (acute phase), <85 g/L (early phase), <75 g/L (established phase), and >85 g/L (ART phase), whilst albumin approx. 30–50 g/L (acute), >45 g/L (early and established), and <37 g/L (ART). Sodium was desirable at approx. <45 mEq/L (acute and early), <132 mEq/L (established), and >134 mEq/L (ART). Overall, desirable approximates were albumin >42 g/L, total protein <75 g/L, and sodium <137 mEq/L. We conclude that the optimal set points of the strongest CD4\(^+\) count clinical covariates tended to drift and adapt to either new ranges or overlapped with the known reference ranges to positively influence the CD4\(^+\) cell counts. Recommendation for phase-specific CD4\(^+\) cell count influence in adaptation to HIV invasion includes monitoring of the strongest covariates related to dietary conditions (sodium, albumin, and total protein), tissue oxygenation (red blood cells and its haematocrit), and hormonal control (LDH and ALP).

1. Introduction

Monitoring the health status of HIV infected patients is a quite complex process due to the dynamism surrounding the epidemic. This includes the socioeconomic variations associated with HIV patients’ attitude towards adherence to health care [1, 2], the rapid mutation of the HIV [3–5], coinfections [6], and the biological complexity of the human body. The challenge is further exacerbated by the disease progression from one phase to the other over time [7, 8]. CD4\(^+\) count is the most common indicator for monitoring the HIV disease progression [9]. Equally important to understand is the drivers or covariates of the CD4\(^+\) count too. In the Northwest Ethiopia [10], some determinants of the CD4\(^+\) count change were found to be age, weight, baseline CD4\(^+\) cell count, cell phone ownership, visiting times, marital status, residence area, and level of disclosure of the disease to family members. In addition to this, Montarroyos et al. [11] found other factors such as smoking, use of illicit drugs, hospital treatment, changing doctors, and the use of ART. Contrary to some of these findings, age and gender were not associated with CD4\(^+\) count change according to [12] who also found white ethnicity to be a factor. In Iran [13], insurance coverage, tuberculosis prophylaxis, and a higher baseline CD4\(^+\) count were found to be protective factors. However, little attention has been given to the effects of the clinical attributes on the CD4\(^+\) count change.
As a defined approach to understand the disease, HIV/AIDS prospective cohort studies [14, 15] have in conjunction with the CD4+ count routinely gathered more information from different clinical platforms during the patient follow-up care. These CD4+ count clinical covariates usually appear in electronic health records (EHRs) and inherently contain information on the harmonious anatomical systems that are by nature self-regulatory to maintain optimal set points of all the variables needed for a healthy status. Hence, the clinical covariates effect should ideally contribute to the overall health status whilst confined to the desirable limits conducive for supporting life. The human immunodeficiency virus (HIV) is notoriously known for taking siege and attacking the immune system causing the CD4+ count fluctuations [8]. The self-regulatory immune system responds by attempting to restore the CD4+ count, but little is known about the complexity around the corresponding adaptation on the optimal set points of the many clinical attributes stored as EHR in the HIV/AIDS prospective cohort studies. Because of the catch-22 situation in the HIV treatment, where therapy is essential for viral suppression [16] but at the same time associated with life-threatening side effects [17], the nutritional value has also been recommended for managing the HIV disease [18]. As such, and following a study by [19] on the need to regulate the high serum calcium in HIV patients, we further postulated that, among the CD4+ count clinical covariates, there are some whose optimal set points that can be controlled by dietary conditions or otherwise to enhance the CD4+ count in accordance with the demands of the patient’s health status at each specific phase of the HIV disease progression.

Previously suggested covariates of the CD4+ count from different clinical categories include the full blood count [20–26], lipids [27–29], sugar [30–32], blood chemistry [21, 33–50], and clinical examination measurements [51–60]. The volume of such information has increased tremendously in the recent years where it is now coined “big data” [61, 62]. This is owing to the new era of information technology where patient EHRs are being stored at a faster pace and relatively cheaper than in the past [63]. However, it has been reported that there exist few strongest clinical covariates of the CD4+ count [64]. The objective of this study is to harness these strongest covariates for they are attractive in providing a streamlined application of the multidimensional viewing lens (statistical models) to zoom into the behavioural patterns of the adaptive optimal set points. The aim is to visually explore the CD4+ count behaviour in response to the strongest covariates, focusing particularly on identifying the ranges within which they have desirable effects.

Given continuous covariates \( x_k \) for \( k = 1, \ldots, p \), we intend to visualise generalised additive mixed model (GAMM) smooth curves of the response, CD4+ cell count denoted by \( y \) such that \( y = \beta_0 + \sum_{k=1}^{p} \beta_k(x_k) + \sum_{k=1}^{p} \gamma_k(x_k, z) + \epsilon \), where \( \beta_0 \) is the cohort’s CD4+ count average (intercept), \( \beta_k(x_k) \) is the overall CD4+ count trend in response to the \( k^{th} \) covariate \( x_k \), the \( \gamma_k(x_k, z) \) being the phase-specific \( z \) CD4+ count trends in response to the \( k^{th} \) covariate \( x_k \), and \( \epsilon \) is the random error. Autocorrelation to capture the dependency relationship between the repeated measurements is also accounted for to improve the model accuracy. The vertical axis of the smoothed curves in the graphical displays show values around zero representing mean centred values of the response [65, 66]. Positive and negative smoothed values will then indicate that the original response value was above and below the average response value, respectively. If the smooth interaction factor \( z \), the infection phase, has \( g = 1, \ldots, G \) levels, the smooth curves of the response (CD4+ count) within each level (phase) are displayed separately. The smooth complexities can be preset to \( M - 1 \) and \( MG \) for the overall and within level smooths, respectively, where \( M \) is the basis dimension. Effective degrees of freedom (edf) are used to indicate the actual complexity captured by the fitted model, with edf approaching zero, suggesting insignificant effect on the response due to that particular covariate. Similarly, edf close to zero for an interaction factor reveals insignificant difference between the response curves across the factor levels. The evidence of insignificance is echoed by corresponding higher \( p \) values. In general, the GAMM is a powerful data-driven visualisation technique that discovers the response curve patterns that cannot easily be imagined. Furthermore, the interpretation is not based on the original response values but rather a transformed scale that provides good prediction or interpolation in exploring the functional nature of the response behaviour. For more details, the interested reader may consult [67–73] for GAMM.

2. Materials and Methods

2.1. Study Design. Figure 1 summarises the study design at the Centre for the AIDS Programme of Research in South Africa (CAPRISA), where a total sample size of 237 seroconverts whose records were investigated. The establishment of the acute infection study for the female sex workers, cohort screening and seroconverts, routine evaluation procedures, CAPRISA-participant interaction, and data management have been previously documented [74]. The study protocol and informed consent documents were reviewed and approved by the local ethics committees of the University of KwaZulu-Natal, the University of Cape Town, the University of the Witwatersrand in Johannesburg, and by the Prevention Sciences Review Committee (PSRC) of the Division of AIDS (DAIDS, National Institutes of Health, USA). The consent forms were translated into vernacular language, isiZulu, and written informed consent was obtained at each stage of the study. All the minors, under the age of 18 years, were excluded from the study as part of the screening procedure. The HIV negative cohort (phase 1: pre-HIV infection) was followed up, and upon HIV infection, they were further followed up weekly to fortnightly visits up to 3 months (phase 2: acute infection), monthly visits from 3 to 12 months (phase 3: early infection), quarterly visits, and thereafter (phase 4: established infection) until ART initiation (phase 5). Eventually, 27 seroconversions were recorded. In addition to the 27 seroconverts, 210 more patients who seroconverted from other CAPRISA studies were also enrolled and similarly followed up postinfection
2.2. Data. Four time points prior to each phase transition were selected giving rise to a total of 16 repeated measurements being investigated for each patient. The baseline (Phase 1) repeated measurements were scarce, and hence, this study focused on phases 2 to 5 only. The strongest CD4+ count clinical covariates reported in a previous study [64] are shown in Table 1 and were mostly clinical attributes from laboratory tests.

2.3. Statistical Analysis. The analysis was performed in the open source R software, version 3.5.0 of the R Core Team. The function bam (for large datasets) was used for fitting the GAMM with a factor smooth interactions basis fs in the library mgcv whilst incorporating an AR(1) structure using the library itsadug. The random smooths for the interaction factor z, which is the infection phase, had levels $g = 1$ (phase 2: acute), $g = 2$ (phase 3: early), $g = 3$ (phase 4: Est), and $g = 4$ (phase 5: ART). Hence, $G = 4$. The basis dimension was set to $M = 5$ assuming that the curvatures were slightly complex than cubic splines. Note that the bam syntax in R software uses $k \equiv M$ in this case. The random smooths were...
Table 1: The previously reported strongest clinical covariates of the CD4+ cell count.

| Health indicator | Response |
|------------------|----------|
| CD4+ cell count | Cells/mm³ |
| Blood count      |          |

| Red blood cells | Haematocrit | MCV | MCHC | Hct/100 | fl | g/dL |
|-----------------|-------------|-----|------|---------|----|------|
| Red blood cells |             |     |      |         |    |      |

| Clotting condition | Platelets | ×10^12/L |
|--------------------|-----------|----------|

| White blood cells | Lymphocytes | ×10^9/L |
|-------------------|-------------|---------|

| Blood chemistry |
|-----------------|
| Liver function  | ALP | IU/L |
| Electrolytes    | Calcium | mmol/L |
|                  | Magnesium | mmol/L |
|                  | Potassium | mmol/L |
|                  | Sodium | mEq/L |

| Protein | Total protein | g/L |
|---------|---------------|-----|
|         | Albumin | g/L |
|         | LDH | U/L |

| Vitamins | Folate | nmol/L |

Abbreviations: MCV, mean corpuscular volume; MCHC, mean corpuscular haemoglobin concentration; ALP, alkaline phosphatase; LDH, lactate dehydrogenase. Source: [64].

explored using the function inspect_random and complex optimal set points visualized using the vis.gam function.

3. Results

Figure 2 shows the cohort’s average CD4+ counts during the follow-up visit times. The average CD4+ counts at the visit time points during the acute and ART phases were above the cohort’s average of 571 cells/mm³, whilst the early and established phases were below the average. Table 2 is a summary of the significance of the terms in the fitted model. The intercept was estimated to be $b_0 = 574.3461$ cells/mm³ with $p < 0.001$, an average value very close to the observed overall cohort average 571 cells/mm³ of the CD4+ cell counts. We then defined a covariate’s optimal set point(s) as the threshold point(s) above or below which the corresponding CD4+ cell counts were above this average. The overall covariate smooth terms for s(MCHC) with $p = 0.3866$; s(calcium) with $p = 0.7152$; s(magnesium) with $p = 0.7418$; and s(potassium) with $p = 0.3348$ were statistically insignificant contributors to the CD4+ count changes. Consequently, all the corresponding CD4+ count trends within the separate HIV infection phases were also not significantly different from each other in response to these covariates. This was also confirmed by their smooth terms, showing very small effective degrees of freedom. The random smooth terms for s(MCV, phase) with $p = 0.3808$; s(monocytes, phase) with $p = 0.2127$; s(basophils, phase) with $p = 0.4206$; and s(folate, phase) with $p = 0.7075$ indicated that there was no sufficient evidence to suggest a significant difference in the CD4+ count trends between the infection phases in response to these respective clinical covariates. However, their overall smooth terms contributed to the CD4+ count changes during the follow-up period. The $k$-indices are close to 1, an indication that it is less likely that there were missing patterns in the residuals.

3.1. CD4+ Count Trends in response to the Strongest Clinical Covariates and Their Optimal Set Points

3.1.1. Significant Difference between the Random Smooths

(1) Overall Upward Trends. Figure 3 shows the covariates that positively influenced the CD4+ cell count overall and having different trends within the HIV infection phases. Generally, an increase in lymphocytes, haematocrit, platelets, albumin, and ALP was associated with an improved CD4+ cell count. With the exception of ALP, they showed an almost overall direct relationship with the CD4+ count although the rates of change were fairly low. An increase in ALP approx. between 60 and 100 IU/L resulted in a sharp increase in the overall CD4+ count and then levelled off thereafter. The overall upward CD4+ count trends exceeded the cohort’s average at approx. lymphocytes count $>2 \times 10^9$/L, haematocrit $>35\%$, platelet count $>350 \times 10^9$/L, albumin $>42$ g/L, and ALP $>70$ IU/L.

The behavioural patterns of the random smooths for the general upward trends were quite complex. Recalling that the average observed CD4+ counts for the early and established phases were below the cohort’s average (Figure 2), the GAMM plot showed that, during the early phase, the CD4+ count remained below the cohort average despite the increase in the lymphocytes. During the acute and established phases, the CD4+ count declined in response to the lymphocytes increase in the range approx. $<2 \times 10^7$/L. At lymphocytes count approx. $<2.5 \times 10^7$/L, ART supported a direct influence on the CD4+ count and this relationship diminished as lymphocytes increased beyond the $2.5 \times 10^7$/L, but the CD4+ cell counts remained well above average. Above this point (approx. $2.5 \times 10^7$/L), the CD4+ cell counts in the pretreatment phases were below average. In response to haematocrit, the CD4+ cell count was staggering below the average during the established phase, the period during which the lowest CD4+ counts were recorded. The CD4+ counts increased with increase in the haematocrit during the acute and early phases whilst declining during medication (ART).

The interaction with medication showed that the CD4+ count dropped to below average at haematocrit approx. $>40\%$. Since the CD4+ count was negatively related to the haematocrit during the ART phase and positively in both the acute and early phases, the plot indicated that maintaining the haematocrit within the neighbourhood of approx. 40% improved the CD4+ count to above average in all the three phases (acute, early, and ART). According to our data recorded at the lowest levels of CD4+ counts (established phase) and during high viral load (acute phase), an increase in the platelet count positively influenced the CD4+ counts. Desirable linear effects were at platelet count approx. $>275 \times 10^9$/L and levelled off at approx. $>450 \times 10^9$/L. The trends showed that the rate of such
platelet influence was higher during the established phase than the acute phase. These trends were opposite to those observed in the early and ART phases where the influence on the CD4⁺ cell count to above average was only at a lower platelet count approx. \(<200 \times 10^9/L\). During the acute phase, desirable CD4⁺ counts were observed at almost the entire range of the recorded albumin measurements (20–50 g/L) with the most desirable effects in the neighbourhood of approx. 40 g/L. The ART trend behaved oppositely to those of both the early and established phases in response to the albumin. During the ART, the albumin desirably influenced the CD4⁺ cell count at lower levels of approx. <37 g/L, yet the early and the established phases required that the albumin be approx. >45 g/L. The random smooths shapes of the ALP effect on the CD4⁺ count were almost the same during the established and ART phases with the ART, showing a slightly better influence on the CD4⁺ cell count. With the exception of the acute phase, all the other infection phases showed that, at ALP approx. >80 IU/L, the CD4⁺ count cell count was above average. The early phase had desirable effects during the entire range of the recorded measurements (40–160 IU/L). The ALP and CD4⁺ cell counts were inversely related during the acute phase with the desirable effects of ALP at approx. <60 IU/L.

(2) Overall Downward Trends. Generally, the cohort’s total protein and sodium were negatively related to the CD4⁺ cell count with overall favourable levels approx. <75 g/L and <137 mEq/L, respectively (Figure 4). The interaction between HIV treatment and these covariates showed a positive influence on the CD4⁺ count, and the most desirable effects were observed at total protein approx. >85 g/L and sodium approx. >134 mEq/L. Although elevated sodium levels influenced CD4⁺ count to above average, the trend nosed down at approx. >140 mEq/L during this period of medication uptake. However, the CD4⁺ counts remained high above average at that sodium level approx. >140 mEq/L. During the acute phase, the CD4⁺ count remained above average in response to all the recorded total protein levels (60–100 g/L). However, at lower CD4⁺ counts (early and established phases), an increase in the protein levels negatively impacted on the CD4⁺ count with the lowest CD4⁺ counts (established phase) being the hard hit. Desirable effects of the total protein on the CD4⁺ count were observed at approx. <75 g/L during the established phase, whereas at approx. <85 g/L, in the early phase. The sodium had negative effects on the CD4⁺ count during all the pretreatment phases with the established phase being the most affected again. The plot indicated that all the pretreatment phases would generally influence the CD4⁺ cell count to above average at optimally lower sodium levels of approx. <135 mEq/L with more restricted desirable effects during the established phase (approx. <132 mEq/L).

(3) Irregular Trends (more complex). An increase in the LDH and red blood cells produced complex trends in both the overall and the within phase CD4⁺ count trends (Figure 5). Although fluctuations existed in the overall CD4⁺ count trend in response to LDH, the CD4⁺ count remained fairly constant and above average at approx. >500 U/L of LDH. On the contrary, the overall CD4⁺ count trend in response to the red blood cells fluctuated around the mean. The effects of medication were associated with CD4⁺ count trends that also fluctuated in response to both the LDH and red blood cells. Both covariates were hardly associated with CD4⁺ counts above average during the acute phase. At lower records of the CD4⁺ counts (early and established phases), the LDH of approx. >300 U/L showed desirable effects on the CD4⁺ count. In response to the red blood cells during these early and established phases, only the lowest records of the CD4⁺ counts (established phase) positively responded to the red
blood cell increase. The plot revealed that the optimal red blood cell count for both the early and established phases could be set in the neighbourhood of approx. $4.2 \times 10^6$ cells/mm$^3$.

3.1.2. Insignificant Differences between the Random Smooths

(1) Overall Upward Trends. Although the random smooths for MCV and basophils showed different shapes (Figure 6), these trends were found to be statistically and insignificantly different. However, the overall CD4$^+$ count trends showed a statistically significant increase in response to unit increase in these covariates. The plot showed that the cohort’s overall MCV supported the CD4$^+$ count to be above average at approx. >90 fL. Generally, the increase in the basophils corresponded to an increase in the CD4$^+$ count but fluctuating very closely to the cohort’s average.

(2) Overall Downward Trends. Similarly, there was no significant difference in the effect of monocytes and folate on the CD4$^+$ count across the HIV infection phases (Figure 7). However, the general increase in these covariates was associated with a significant decline in the CD4$^+$ cell count. The overall trends indicated that the monocytes count and folate showed desirable effects on the CD4$^+$ cell count at measurements of approx. $<0.5 \times 10^9$/L and $<15$ nmol/L, respectively.

Despite the different shapes of the CD4$^+$ count trends either overall or within the infection phases, potassium, magnesium, calcium, and MCHC had no effect on the CD4$^+$ count behavioural changes (Figure S2).

4. Discussion

This study visually examined the CD4$^+$ count trends in response to the strongest clinical covariates in an attempt to

| Intercept, $s_0$ | Estimate | Std. error | $t$ value | Pr (>|t|) |
|------------------|----------|------------|-----------|----------|
| $574.3461$       | $23.6848$| $24.2496$  | $<0.001$  |          |

Table 2: Significance of the CD4$^+$ count clinical covariates in the fitted GAMM.
discover possible covariate adaptive optimal set points for positively influencing the CD4+ cell count in HIV infected patients. Among the strongest CD4+ count covariates are the lymphocytes that are B or T cells [25, 75, 76], which also consists of the CD4+ cells, a T cell type [77]. Hence, we found the overall linear relationship between the lymphocytes and CD4+ count. Since the HIV is known to mainly attack the CD4+ cells [8], this suggests the decline in the CD4+ count during the pretreatment phases of our data despite the lymphocytes increase. The suppression of HIV during the ART [16] had consequently seen the high number of CD4+ cells being spared during this treatment phase. These findings on the CD4+ count behaviour in response to lymphocytes were a confirmation of the expected results giving confidence on the accuracy of the fitted model.

Monocytes for fighting against pathogens [76] have been reported to be infected by HIV [78] such that their count was supposed to be similarly affected as the CD4+ count. However, we observed a paradox in our data where there was an overall inverse relationship between the monocytes and the CD4+ cell count. The damage to body tissues and inflammation as indicated by basophils [76] was only observed from an overall point and likely due to the basophils being the least abundant leucocytes [79]. A study by [80] found that a low blood clotting condition (platelet count [76, 81–83]) was associated with a low CD4+ count. Our data confirmed the same relationship but holding only during the period of high viral load (acute [84, 85]) and established phases where the lowest CD4+ counts were recorded. During these two phases, the optimal set point for the platelet count was observed to be approx. >450 × 10^9/L, which was higher than the normal reference range of 178–454 × 10^9/L [86, 87].

The general increase in the CD4+ cells in response to the tissue oxygenation, based on haematocrit and MCV, was also observed in a study by Vanisri and Vadiraja [20]. This is likely because these two clinical covariates are both red blood cell indices for determining the level of tissue oxygenation [88–90]. The indices’ contribution to the CD4+ count was greatly affected during high viral load the acute phase. The red blood cells are responsible for the oxygen transportation [88, 89], and LDH catalyses the compensation of energy levels during insufficient oxygen [91]. Both were associated with lower than average CD4+ counts during the acute phase. This high viral replication phase [8] has been reported to have complex relationships with oxygen effects [92], which may also suggest the twisted CD4+ count trends in response to the LDH and red blood cell in our data. Aerobic endurance is referred to as the functional state of the oxygen

**Figure 3:** Significant difference between random smooths and overall upward trends.
transport system [93] and has been reported to be reduced in HIV positive patients than negative ones [94–96]. Our results based on the LDH suggested that aerobic endurance was associated with a negative impact on the CD4\(^+\) count mostly during the acute phase.

The acid-base and normal water balance (total protein [97]) supported CD4\(^+\) cell counts above average at high viral loads for almost all the recorded measurements of the total protein between 60 and 100 g/L. The normal total protein range is known to be between 60 and 80 g/L [98] and corresponded to the range in which our results indicated CD4\(^+\) count above average for the early and established phases. Also revealed in our data is that the longer the patient has been leaving with the virus without medication,
The less responsive was the CD4+ cell count to protein levels. However, the same data showed that, during treatment, the normal protein range had negative effects on the CD4+ cell count. At total protein levels approx. >75 g/L during ART, a positive linear relationship with CD4+ count was observed and the CD4+ counts exceeded the average at approx. >90 g/L of total protein. This confirmed the report by [99] that the serum protein increases with highly active antiretroviral therapy which also enhances the CD4+ cell count [16]. Albumin which is also a type of protein [100] helps with tissue nourishment [81]. Both total protein and albumin results were consistent in positively influencing the CD4+ count to above average at almost all their measurements during the acute phase. The albumin normal reference range is considered to be between 35 and 50 g/L [101] and was associated with desirable CD4+ counts at elevated viral load in our data. However, this range corresponded to a sharp decline in the CD4+ count during medication. It has been reported that serum albumin concentrations increase significantly on ART initiation [102]. To positively influence the CD4+ cell count in response to albumin during ART, the data suggested that albumin levels be lower than normal (approx. <35 g/L) whilst higher albumin levels (approx. >45 g/L) being favourable for the early and established phases. The general direct positive relationship between albumin and the CD4+ count concurred with the studies in [40, 41].

The normal ALP is known to be in the range of 30–120 IU/L [103, 104], the range in which our data showed an inverse relationship with the CD4+ count in the presence of a high viral load (acute phase). During the acute phase, CD4+ cell count improved to above average at lower ALP (approx. <70 IU/L). After the acute phase, the immune system is known to fight back to restore the CD4+ count [85]. Within 3–12 months of infection (early phase), the CD4+ cell count responded well to normal ALP and remained above average. The results further showed that, as the immune system continued to fight back with (ART phase) or without treatment (established phase), the ALP showed a strong positive linear relationship with the CD4+ cell count. From at least 3 months of infection, the ALP’s positive linear association with the CD4+ count diminishes beyond the normal ALP upper limit of 120 IU/L but still supporting the CD4+ count to above average. However, at such elevated ALP levels, it is known to be an indication of liver damage [78]. Sodium also like calcium plays a crucial role in the regulation of water balance, blood pressure, blood volume, heart rhythm, and the brain and nerve function [76, 81, 105]. Under normal circumstances, it operates between 135 and 145 mEq/L [106, 107]. The results also indicated that there was a shift in the sodium optimal range where measurements below the normal range during the pretreatment phases were associated with an improved CD4+ count above average. This may suggest the changes in the osmotic gradient between extracellular and intracellular fluid in cells due to sodium [108] in the presence of viral infection before treatment. Upon viral suppression during ART, there was a direct relationship between the sodium and CD4+ count. A similar positive correlation was observed in [45] among HIV positive patients but without considering the infection phase. Our data further revealed that the positive correlation during ART tails off at approx. >140 mEq/L of sodium but still influencing the CD4+ count to reach levels above average. Many foods naturally contain folate, a B-vitamin, which is needed for cell growth and metabolism [109, 110]. Contrary to [33] that it improves the CD4+ count, our data showed that generally a unit increase in the folate was associated with a drop in the CD4+ cell count.

Of the highlighted main influential covariates of the CD4+ cell count, the findings suggest that their incorporation into the management of the HIV disease can be in

Figure 6: Insignificant difference between random smooths and overall upward trend.
three methods including dietary conditions, tissue oxygenation, and hormonal control. Sodium and the proteins can be regulated in the patient’s diet [18], whereas aerobic endurance of the red blood cells requires improved physical fitness [94] in conjunction with the monitoring of the hormone LDH. The hormone ALP can possibly be administered to patients [111]. However, the actual adherence to the set points during patient care opens channels to other areas of exploration for effective implementation.

As much as our model was effective in the pattern discovery, we acknowledge the limitations of our data. The baseline records before HIV infection were not available hampering the opportunity to compare the CD4⁺ count behavioural trends and optimal set points before and after the HIV infection of the same individuals despite the availability of known reference ranges. In addition, information on the presence of other infections, comorbidities, or patients’ dietary patterns including dehydration was not available, which may have acted as confounders. The study design and data collection for our investigation was done more than a decade before this analysis [74]. At that time, almost all the subjects initiated ART nearly a year after the diagnosis of the HIV, which as per present recommendations should be started as soon as diagnosis is made, provided there are no contraindications [112, 113]. This early therapy and the response to it may alter the covariates of CD4⁺ count. As such, future studies are recommended to investigate the strongest covariates and their adaptive optimal set points on data that take into account the context of the recent policies on ART initiation upon diagnosis. Furthermore, given the complexity of the course of the HIV infection, the availability of a much larger sample size is encouraged to improve the representations of the divergent presentations we have demonstrated.

5. Conclusions

We conclude that the optimal set points of the few strongest CD4⁺ count clinical covariates tended to drift and adapt to either new ranges or overlapped with the known reference ranges to positively influence the CD4⁺ cell counts. Recommendation for phase-specific CD4⁺ cell count influence in adaptation to HIV invasion include monitoring of the strongest covariates related to dietary conditions (sodium, albumin, and total protein), tissue oxygenation (red blood cells and its haematocrit), and hormonal control (LDH and ALP).

Data Availability

The data used to support the findings of this study are available from the corresponding author upon request.

Disclosure

The authors received no specific funding for this work.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

Acknowledgments

This study would not have been a success without the assistance of Nonhlanhla Yende-Zuma and Nigel J. Garrett for
their assistance in making the data available. Our gratitude also goes to the teams for the different CAPRISA studies and all participants for their important personal contribution to the availability of the data for the HIV research through their support and participation in the projects.

**Supplementary Materials**

File S1: the raw data for the study. The data consist of 237 patients, who were followed up through four phases (2 to 5) post-HIV infection (excluding phase 1: HIV negative), where phase 2: acute infection is basically visits up to 3 months, monthly visits from 3 to 12 months (phase 3: early infection), quarterly visits thereafter (phase 4: established infection), and until ART initiation (phase 5). The observations are the repeated measurements of CD4+ count and 46 clinical covariates recorded during the last four visits of each phase. File S1: the contour plots of the complex optimal set points. The regions in peach correspond to desirable set points, whilst the blue regions represent the undesirable range of the clinical covariates. Figure S2: insignificant terms. Changes in these measurements does not have an influence on the CD4+ count. (Supplementary Materials)
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