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Abstract—The problem of achieving ultra-reliable and low-latency communication (URLLC) in multi-terminal networks has gained traction in the recent past owing to new wireless applications in vehicular networks. In the context of multi-hop networks, which is a classic example for multi-party communication, recent studies have shown that automatic-repeat-request (ARQ) based decode-and-forward (DF) strategies are suitable for URLLC since the idea of distributing a given number of ARQs across the nodes provides fine control on the features of reliability and latency. Inspired by these developments, in this work, we propose a cooperative ARQ sharing strategy for URLLC in multi-hop networks. At the heart of the proposed scheme lies the idea that every node is given the knowledge of the number of ARQs allotted to its preceding node in addition to the ARQs allotted to itself. As a result, each node only needs to count the number of unsuccessful attempts of its preceding node, and then borrow the unused ARQs, thereby improving the reliability feature with no compromise in the latency constraint. Using packet-drop-probability (PDP) as the reliability metric for the proposed cooperative strategy, we formulate an optimization problem of minimizing the PDP subject to a sum constraint on the total number of ARQs allotted across all the nodes. Supported by theoretical analysis on the behaviour of PDP, we present low-complexity algorithms to compute near-optimal ARQ distributions for our strategy, and show that our strategy outperforms the existing non-cooperative strategies.
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I. INTRODUCTION

Signal design for ultra-reliable and low-latency communication (URLLC) has received much attention in the recent past for applications involving wireless devices that need to communicate its messages to an intended destination within a given deadline [1], [2]. Example applications include autonomous vehicle-to-vehicle/infrastructure (V2X) communication, wherein stringent deadlines are imposed on the round-trip delay between the vehicles and the infrastructure, beyond which either the messages are rendered stale or the deadline violation may lead to catastrophic consequences [3]. While the challenges of URLLC has been the topic of interest to the communication over point-to-point channels, high reliability and low-latency constraints have also been studied in advanced multi-terminal settings such as multi-hop networks [4], [5], [7]. One such well known application of URLLC in multi-hop networks involves a network of Unmanned Aerial Vehicles (UAVs), wherein power-limited UAVs operate as relays in coordinating mobility of autonomous vehicles. Among the many known protocols for multi-hop networks [6], it has been recently shown that ARQ based DF strategies [8], [9] are well suited for URLLC in multi-hop networks as they provide fine control on the features of reliability as well as latency. Specifically, the number of ARQs allotted to a relay node provides control on the reliability feature (to combat the degrading effects of fading channels), whereas imposing a sum constraint on the total number of ARQs across the nodes provides control on the latency feature. Formally, let the processing time at each hop be denoted by \( \tau_p \) seconds (which includes encoding and decoding time for the packet), and let the delay incurred due to re-transmission of packets at each link be denoted by \( \tau_d \) seconds. Given that the wireless channels between successive relays are stochastic in nature, total number of packet re-transmissions before the packet reaches the destination is a random variable, denoted by \( n \), and as a result, the end-to-end delay between the source and the destination is given by \( n \times (\tau_p + \tau_d) \) seconds. When the packet size and the decoding protocol are fixed, \( \tau_p \) and \( \tau_d \) are fixed, and therefore, when strict deadlines on end-to-end delay (denoted by \( \tau_{total} \)) are known, we can impose an upper bound on \( n \), given by \( q_{sum} = \left\lfloor \frac{\tau_{total}}{\tau_p + \tau_d} \right\rfloor \), and then attempt to maximise the reliability feature by appropriately distributing the \( q_{sum} \) ARQs across the nodes in the multi-hop network.

In the ARQ based DF strategy, although the source node and the intermediate relays are allotted a certain number of ARQs to facilitate successful transmission of the packet to the next node, imposing a sum constraint on the total number of ARQs results in a non-zero probability with which the packet does not reach the destination. Henceforth, throughout the paper, we refer to this probability as the packet-drop-probability (PDP). Since the multi-hop network is composed of multiple wireless links, the PDP is function of (i) the ARQs allotted to each link, (ii) the Line-of-Sight (LOS) component at each link, (iii) the underlying signal-to-noise-ratio (SNR), and importantly (iv) the underlying protocol of the network to achieve high reliability. Towards handling this problem statement, [9] recently proposed a framework of non-cooperative strategy wherein each node uses the ARQs allotted to itself beyond which the packet is said to be dropped in the network. With such a model, [9] addressed the problem of optimal allocation of ARQs across the nodes such that the PDP is minimized subject to a given sum constraint on the ARQs. Although the framework of non-cooperative strategy attempts to reduce the PDP by imposing latency-constraints in the form of an upper bound on the total number of ARQs, we
observe that the non-cooperative strategy has a fundamental limit with which the PDP can be minimized. Motivated by this observation, in this paper, we explore whether an ARQ based DF strategy can be proposed with cooperation among the relay nodes so as to further increase the reliability when compared to the non-cooperative strategy with no relaxations on the latency constraints on the packets. Towards that direction, we make the following contributions in this paper:

1) Under the class of ARQ based DF strategies for multi-hop networks, we propose a cooperative ARQ model, referred to as the semi-cumulative ARQ based DF strategy, wherein each transmitter in the network has the knowledge of the number of ARQs allotted to its preceding node in addition to the number of ARQs allotted to itself. We show that this cooperative framework assists a relay node in borrowing unused ARQs from the preceding node thereby increasing the reliability of the packets with no compromise in the latency constraints. We highlight that the benefits offered by the proposed cooperative strategy does not accompany additional overheads since every node only needs to count the number of failed attempts when decoding the packet received from the preceding node (see Section III).

2) For the proposed semi-cumulative ARQ based DF strategy, we address the problem of computing the optimal ARQ distribution that minimizes the PDP subject to a sum constraint on the total number of ARQs. Towards that direction, we use the Fibonacci series to derive closed-form expressions on the PDP of the semi-cumulative strategy for arbitrary N and q_{sum}, and then formally prove that the proposed strategy outperforms the non-cooperative strategy in [9]. We highlight that the task of deriving the PDP expression is a non-trivial contribution owing to the memory property introduced by the idea of borrowing unused ARQs of the preceding nodes (see Section III).

3) To solve the PDP minimization problem, first, we prove that the problem of computing the optimal ARQ distribution for an N-hop network can be reduced to the problem of computing the optimal ARQ distribution for an (N-2)-hop network, thereby showcasing a substantial reduction in the complexity (see Section IV). Subsequently, generalizing the reduction approach, we propose two classes of low-complexity algorithms that can be used to compute near-optimal ARQ distributions for any N-hop network (see Section V). We also present extensive simulation results to showcase the efficacy of the proposed algorithms in terms of PDP reduction as well as computational complexity (see Section VI).

II. SEMI-CUMULATIVE MULTI-HOP NETWORK

Consider an N-hop network, as shown in Fig. 1, wherein a source node intends to communicate its messages to a destination through a set of N-1 relay nodes that operate using an ARQ based DF strategy. In this model, the multi-hop network is characterized by the LOS vector \( c = \{c_1, c_2, \ldots, c_N\} \) and the ARQ distribution \( q = \{q_1, q_2, \ldots, q_N\} \), such that \( c_i \in [0,1] \) represents the LOS component of the fading channel of the i-th hop and \( q_i \) represents the number of re-transmissions allotted to the transmitter of the i-th hop, for \( 1 \leq i \leq N \).

Formally, let \( \mathcal{S} \subset \mathbb{C}^K \) denote the channel code employed at the source node of rate \( R \) bits per channel use, i.e., \( R = \frac{1}{T} \log_2 |\mathcal{S}| \). Let \( x \in \mathcal{S} \) denote the packet (traditionally referred to as a codeword) transmitted over the multi-hop network such that \( \frac{1}{R} \mathbb{E}[|x|^2] = 1 \). When \( x \) is transmitted over the i-th link, for \( 1 \leq i \leq N \), the corresponding received signal after \( K \) channel uses is given by \( y_i = h_i x + n_i \in \mathbb{C}^K \), where \( h_i \) is a quasi-static Ricean fading channel given by \( h_i = \sqrt{\frac{1}{2}} (1 + \beta r_i) + \sqrt{\frac{1}{2}} g_i \), such that \( \beta = 1 - r_i \), \( g_i \) is distributed as \( \mathcal{CN}(0,1) \), \( n_i \) is the additive white Gaussian noise (AWGN) vector at the receiver of the i-th link, distributed \( \mathcal{CN}(0,\sigma^2 I_K) \). We assume that the receiver of each link has perfect knowledge of its channel, however, there is no knowledge about the channel at the transmitter side. Furthermore, it is possible that the instantaneous mutual information of the channel may not support the transmission rate \( R \) as the channel realization \( h_i \) is random and does not change over \( K \) channel uses. Therefore, if the mutual information of the channel is less than the transmission rate, then the receiver will not be able to decode the packet correctly, and this event is referred to as the outage event whose probability is given by

\[
P_i = \text{Prob} \left( R > \log_2 (1 + |h_i|^2 \alpha) \right) = F_i \left( \frac{2R - 1}{\alpha} \right),
\]

where \( \alpha = \frac{1}{\sigma^2} \) is the average signal-to-noise-ratio (SNR) of the i-th link, \( F_i(x) \) is the cumulative distribution function of \( |h_i|^2 \), defined as \( F_i \left( \frac{2R - 1}{\alpha} \right) = 1 - Q_i \left( \sqrt{\frac{2\beta}{1-c_i}}, \sqrt{\frac{2(2R - 1)}{\alpha(1-c_i)}} \right) \), such that \( Q_i(\cdot, \cdot) \) is the first-order Marcum-Q function. Owing to the above mentioned outage events, a transmitter of the i-th hop is allotted \( q_i \) number of re-transmissions in order to successfully forward the packet to the next node in the network. Despite using this ARQ based DF strategy, if a transmitter is unable to transmit the packet within \( q_i \) number of ARQs, then the packet is said to be dropped in the network. Since the packet can be dropped at any hop of the network, we use PDP as the reliability metric of interest, which is defined as the fraction of packets that do not reach the destination.

To achieve higher reliability than the ARQ based DF protocol in [9], we propose the semi-cumulative model, as shown in Fig. 1 wherein every intermediate relay node can use residual ARQs unused by its previous node in the chain. This simple idea stems from the fact that although \( q_i \) re-transmissions are allotted to a transmitter, the actual number of re-transmissions can be less than \( q_i \) owing to the stochastic
nature of the wireless channel. To facilitate this, we assume that every node has the knowledge of the number of ARQs given to its preceding node in addition to the ARQs allotted to itself. Since a given node can use unused ARQs from its previous node, the total number of ARQs used by it can be more than the number of ARQs allotted to it. As a result, the next node in the chain, despite knowing the number of ARQs allotted to its preceding node, does not know how long to wait for the successful transmission of the packet. To fix this, each intermediate node will have to wait for a fixed amount of time to receive the packet from its previous node beyond which the packet is said to be dropped in the network. Unlike the non-cooperative strategy of [9], in this method, an intermediate node can get more re-transmissions than the number of allotted to it just by listening to the number of failed attempts of the preceding node. Although each relay node is allowed multiple transmissions (including the number of unused ARQs of its preceding node) to communicate the packet to the next node, there is a non-zero probability with the packet is dropped in the network since the sum of the ARQs allotted to all the nodes in the network is bounded, i.e., \( \sum_{i=1}^{N} q_i = q_{sum} \). Henceforth, we denote the PDP of the semi-cumulative ARQ based DF strategy by \( pdp_{sc,N} \), where \( sc \) in the subscript highlights the semi-cumulative scheme, and \( N \) denotes the number of hops in the network. Thus, in order to provide reliability along with low-latency constraint on the packets, in this paper, we propose to solve Problem 1 as shown below.

**Problem 1:** For an \( N \)-hop network with a given LOS vector \( c \), a given SNR \( \alpha = \frac{1}{\sigma^2} \), and a given \( q_{sum} \), solve

\[
q_1^*, q_2^*, \ldots, q_N^* = \arg \min_{q_1, q_2, \ldots, q_N} pdp_{sc,N}
\]

subject to \( q_i \in \mathbb{Z}_+ \) \( \forall i, q_i \geq 0 \) for \( i \geq 2 \), \( q_{i+1} \neq 0 \) if \( q_i = 0 \) or 1, and \( \sum_{i=1}^{N} q_i = q_{sum} \), where \( i \in \{1, 2, \ldots, N\} \).

Towards solving Problem 1 in the next section, we derive an expression for the PDP of the semi-cumulative scheme, and then formally prove that the semi-cumulative scheme outperforms the non-cooperative ARQ strategy in [9].

### III. PDP Expression of Semi-Cumulative Scheme

**Theorem 1:** The PDP expression for an \( N \)-hop semi-cumulative scheme is given by

\[
pdp_{sc,N} = P_{1}^{q_1} + (1 - P_{1})P_{2}^{q_2}F_2 + \ldots + \prod_{i=1}^{N-1} (1 - P_{i})P_{N}^{q_{N}}F_{N},
\]

where \( F_j \), for \( 2 \leq j \leq N \), is a function of \( P_{1}, P_{2}, \ldots, P_{j-1} \) (as given in [1]) and \( q_1, q_2, \ldots, q_{j-1} \) that can be computed using Fibonacci series.

**Proof:** For a 2-hop network, the PDP expression, denoted by \( pdp_{sc,2} \), can be written as \( pdp_{sc,2} = pdp_{sc,1h} + pdp_{sc,2h} \), where \( pdp_{sc,1h} = P_{1}^{q_1} \) and \( pdp_{sc,2h} = (1 - P_{1})P_{2}^{q_2} \left( \sum_{i=1}^{q_1} P_{1}^{q_1-i}P_{2}^{i-1} \right) \) represent the probability that the packet is dropped at the \( j \)-th hop for \( j \in \{1, 2\} \). From the definition of the semi-cumulative scheme, the first node does not have any preceding node to borrow ARQs whereas the second node can borrow unused ARQs from the first node. In the expression for \( pdp_{sc,2} \), the term \( \sum_{i=1}^{q_1} P_{1}^{q_1-i}P_{2}^{i-1} \), henceforth referred to as \( \beta_{1}^{(1,2)} \), captures the probability that the packet is dropped in the second link despite using the residual ARQs from the first link. These types of terms are known as external borrowing ARQ terms. In short, we can rewrite \( pdp_{sc,2} \) as \( pdp_{sc,2} = P_{1}^{q_1} + (1 - P_{1})P_{2}^{q_2}F_2 \), where \( F_2 = \beta_{1}^{(1,2)} \). Similarly, the PDP expression for a 3-hop network can be written as \( pdp_{sc,3} = pdp_{sc,1h} + pdp_{sc,2h} + pdp_{sc,3h} \), where

\[
pdp_{sc,3h} = (1 - P_{1})(1 - P_{2})P_{3}^{q_3} \left( \sum_{i=1}^{q_1} P_{1}^{q_1-i} \sum_{i=1}^{q_2} P_{2}^{q_2-i} \sum_{k=0}^{2} P_{2}^{q_2+k} \right),
\]

captures the probability that the packet is dropped at the third link. In the above expression, the term \( \sum_{i=1}^{q_1} P_{1}^{q_1-i} \sum_{i=1}^{q_2} P_{2}^{q_2-i} \sum_{k=0}^{2} P_{2}^{q_2+k} \) represents the probability that the second node passes the packet without using the residual ARQs from the first node, whereas the third node makes use of all the residual ARQs of the second node. Here, \( \beta_{2}^{(1,2,3)} = \sum_{i=1}^{q_1} P_{1}^{q_1-i} \sum_{i=1}^{q_2} P_{2}^{q_2-i} \sum_{k=0}^{2} P_{2}^{q_2+k} \) represents the probability that the second node passes the packet to the third node after using all the residual ARQs of the first node. We refer to this term as the internally borrowing term. In short, the PDP expression for the three-hop can be written as

\[
pdp_{sc,3} = P_{1}^{q_1} + (1 - P_{1})P_{2}^{q_2}F_2 + (1 - P_{1})(1 - P_{2})P_{3}^{q_3}F_3,
\]

where \( F_2 = \beta_{1}^{(1,2)} \) and \( F_3 = \beta_{1}^{(1,2,3)} + \beta_{2}^{(1,2,3)} \). In general, the PDP expression for an \( N \)-hop network can be written as \( pdp_{sc,N} = pdp_{sc,1h} + pdp_{sc,2h} + \ldots + pdp_{sc,Nh} \), where \( pdp_{sc,Nh} \) captures the probability that the packet is dropped in the last link. This implies that the packet has survived through the first set of \( N - 1 \) nodes. Among the preceding \( N - 1 \) nodes, a node passes the packet to its next node either by using a number of attempts within its allotted ARQs without having to use the residual ARQs of the preceding node, or by using a number of attempts exceeding the ARQs allotted to it, however, by using the residual ARQs of the preceding node. We shall denote these two possible ways as state 0 and state 1, respectively. This implies that the packet can reach the penultimate node wherein all possible states taken by the first \( N - 1 \) nodes comes from the space \( \{0, 1\}^{N-1} \). Although the number of such sequences is at most \( 2^{N-1} \), not all those sequence states are valid in our case. This is because the first node in the network cannot take state 1 because it has no
preceding node to borrow the ARQs. Similarly, given that the underlying protocol is of semi-cumulative nature, node-\(j\), for \(j > 2\), cannot forward the packet in state 1 if node-(\(j-1\)) has already forwarded the packet in state 1. This is because node-(\(j-1\)) has used more ARQs allotted to it, and therefore, node-\(j\) does not have any residual ARQs to its advantage. This implies that among all possible sequences \(\{0,1\}^{N-1}\), we cannot have consecutive ones. This further implies that the total number of ways in which the packet arrives at the penultimate node is equal to the number of binary sequences of length \(N-2\) that have no consecutive ones. Henceforth, let us refer to this number as \(FB(N-2)\). Let us call the set of such binary sequences as \(FB_{N-2}\). In order to use it to obtain the ways in which packets survive till the penultimate node, we pick \(x \in FB_{N-2}\), and then obtain a new sequence of length \(N\) as \(x' = [0\ x\ 0]\) if the last digit of \(x\) is 1. Similarly, we have \(x' = [0\ x\ 1]\) if the last digit of \(x\) is 0. The above changes are applicable because the first bit of \(x'\) has to be zero because of the first node, and moreover, if the \((N-1)\)-th position is zero, that means the \(N\)-th node can make use of its residual ARQs. However, on the other hand, if the \((N-1)\)-th position is one, then the only way the \(N\)-th node can drop the packet is by consuming all its ARQs. When the sequence \(x'\) is of the form \(b = [b_1\ b_2\ b_3\ldots b_N]\), we can write the corresponding probability of survival as follows. Because of no consecutive ones, let us look for sub-sequences of ‘01’ in the sequence \(b\). If the pattern ‘01’ is found in the \(j\)-th and \((j+1)\)-th positions for \(j < N-2\), then use the expression \(\beta^{j+1}\). If the pattern ‘01’ is found in the \((N-1)\)-th and \(N\)-th terms, then we use the expression \(\beta^{N-1}\). Once the above expressions are placed, the rest of the zeros in the sequence are replaced by the term \(\beta^N\) if the zero is found in the \(j\)-th position. Finally, we multiply these terms to get one expression. Once a sequence is replaced by the expression, we add up all the terms to obtain \(F_N\), which corresponds to a total of \(FB(N-2)\) terms. Thus, we have \(pd_{sc,n} = \prod_{i=1}^{N-1} (1 - P_i) P_i^{N-1} F_N\). This completes the proof.

**Corollary 1:** Each term in \(F_N\) is a product of terms of the form \(\beta^{j+1}\), \(\beta^{N-1}\) and \(\beta^N\), where \(\beta^{N-1}\) can occur at most once, \(\beta^N\) can occur at most \(N-2\) times, and \(\beta^{j+1}\) can occur at most \(\left\lfloor \frac{N}{2} \right\rfloor\) times.

**Lemma 1:** With \(P = \max_{1 \leq i \leq N} P_i\) and when \(P < \frac{1}{2}\), we have

\[
\beta^{N-1} < 2P \left( \sum_{j=1}^{N-1} p_{jk}^{N-1-j} \right),
\]

when \(q_{N-1} > 1\). Similarly, we have

\[
\beta^{j+1} < p^2 \left( \sum_{\alpha=1}^{q_j} p^{q_j-\alpha} \right),
\]

when \(q_{j+1} > 1\).

**Proof:** From the definition, we have \(\beta^{N-1} = \sum_{i=1}^{q_{N-1}} p_{iq_{N-1}}^{N-1} p_{i}^{N-1} P_i^{q_{N-1}}\). Since \(P = \max P_i\), we can upper bound it as \(\beta^{N-1} < \sum_{i=1}^{q_{N-1}} p_{iq_{N-1}}^{N-1} = q_{N-1} P_i^{q_{N-1}-1}\). Finally, since \(q_{N-1} > 1\), we have \(\beta^{N-1} < 2P\), and therefore \(\beta^{j+1}\) also holds good. Similarly, from the definition, we have \(\beta^{i+1} = \sum_{\gamma=0}^{\alpha-2} p_{i\gamma}^{j+1} \sum_{\gamma=\alpha}^{N-1} p_{i\gamma}^{j+1} + \gamma\). Using \(P = \max P_i\), we have \(\sum_{\gamma=\alpha}^{N-1} p_{i\gamma}^{j+1} \gamma < \alpha-2\). Furthermore, we have \(\sum_{\gamma=0}^{\alpha-2} p_{i\gamma}^{j+1} \sum_{\gamma=\alpha}^{N-1} p_{i\gamma}^{j+1} \gamma < \frac{1}{2} < \frac{1}{1-P}\). These inequalities imply that \(\beta^{j+1} < \left( \sum_{\gamma=1}^{q_j} p_{j\gamma}^{j+1} \right) 2^{P_{j+1}}\). Therefore, when \(q_{j+1} > 1\), we have \(\beta^{j+1} < \left( \sum_{\gamma=1}^{q_j} p_{j\gamma}^{j+1} \right) 2^{P_{j+1}}\), and thus \(\beta^{j+1}\) also holds good. This completes the proof.

**Theorem 2:** For a given \(q = [q_1, q_2,\ldots, q_N]\), at high SNR values, the PDP of the semi-cumulative scheme is upper bounded by the PDP of non-cooperative scheme.

**Proof:** We will prove this theorem by using the method of induction. For \(N = 2\), the PDP expression for the non-cooperative scheme is \(pd_{sc,2} = P_1^{q_1} + (1 - P_1^{q_1}) P_2^{q_2}\). Similarly, the PDP expression for the semi-cumulative scheme is \(pd_{sc,2} = P_1^{q_1} + (1 - P_1^{q_1}) P_2^{q_2}\). When \(q_1 > 1\), note that \(P_2^{q_2-1} < 1\) for \(i = 2,3,\ldots,q_1\), and therefore, we have \(pd_{sc,2} < pd_{sc,2}\). This completes the proof for \(N = 2\). Assuming that the statement of the theorem is true for any \(k\)-hop network, we will prove the result for a \((k + 1)\)-network. The PDP expression of the semi-cumulative scheme for \((k + 1)\)-hop network is \(pd_{sc,k+1} = pd_{sc,k} + F_{k+1} k_{k+1} \prod_{i=1}^{k} (1 - P_i)\), where \(pd_{sc,k}\) is the PDP of the semi-cumulative scheme for the \(k\)-hop network. From induction, we have \(pd_{sc,k} < pd_{sc,k}\), and therefore, we only need to prove that \(F_{k+1} \prod_{i=1}^{k} (1 - P_i) < \prod_{i=1}^{k} (1 - P_i)\). In other words, we need to prove that \(F_{k+1} < \prod_{i=1}^{k} (1 - P_i)\). From Theorem 1 we know that \(F_{k+1}\) can be written using binary sequences of length \(k\) such that each sequence does not contain consecutive ones. Furthermore, we have shown that each term of \(F_{k+1}\) is a product of several terms of the form \(\beta^{j+1}\), \(\beta^N\), for \(j < k - 1\), and \(\beta^{k+1}\). From Corollary 1 it is clear that there is only one term in \(F_{k+1}\) which has \(\beta^{k+1}\) appearing once in conjunction with \(\prod_{i=1}^{k-1} P_i\), and all other terms either have both \(\beta^{j+1}\) and \(\beta^N\), or only \(\beta^{j+1}\). In addition, from Lemma 1 this implies that \(F_{k+1}\) can be upper bounded as \(F_{k+1} < \prod_{i=1}^{k} (1 - P_i)\eta(P)\). Therefore, \(\eta(P)\) is a polynomial in \(P\) of the form \(2P + 2P^2(k + 1 - 2) + \rho(P)\) such that \(\rho(P)\) is a polynomial of \(P\) of degree at least three. At high SNR values, it is clear that \(P << 1\), and therefore, we can show that \(\eta(P) < 1\). This, in turn, implies that \(F_{k+1} < \prod_{i=1}^{k} (1 - P_i)\). This completes the proof.

Given that the expression for \(pd_{sc,N}\) is obtained, in the subsequent sections, we propose low-complexity algorithms to solve Problem 1 since implementing exhaustive search to find the optimal distribution of ARQs is not practically feasible.

**IV. OPTIMAL ARQ DISTRIBUTION OF THE SEMI-CUMULATIVE SCHEME**

For an \(N\)-hop network with \(q = [q_1, q_2,\ldots, q_N]\), suppose that the ARQs for the first \(N - 2\) hops are fixed, and we are interested in computing the optimal values of \(q_{N-1}\) and \(q_N\) that minimizes the PDP. If we start with
\( \tilde{q} = [q_1, q_2, \ldots, 0, q_{N-1} + q_N] \), it may give us a sub-optimal PDP. Therefore, using \( \tilde{q} \), as we keep transferring one ARQ from the last node to the penultimate node, we can expect the PDP to decrease, and then start to increase beyond a certain number of transfers. Towards understanding this transition of PDP, we are interested in understanding the structure of the ARQ distribution when the PDPs of network with

\( q = [q_1, q_2, \ldots, q_{N-1}, q_N] \) and \( q' = [q_1, q_2, \ldots, q_{N-1} + 1, q_N - 1] \) are equal. Once we obtain this relation, we can analytically compute the values of \( q_{N-1} \) and \( q_N \) for a given \( q_1, q_2, \ldots, q_{N-2} \), which in turn reduces the search space for computing the optimal ARQ distribution. This result is formally captured in the following theorem.

**Theorem 3:** To find the optimal distribution of ARQs for a given \( N \)-hop network, brute force search for an \( N \)-hop network can be reduced into brute force search for \((N-2)\)-hop network by fixing ARQs \( q_1, q_2, \ldots, q_{N-2} \).

**Proof:** Consider an \( N \)-hop semi-cumulative scheme with \( q = [q_1, q_2, \ldots, q_N] \) where \( \sum_{i=1}^{N} q_i = q_{\text{sum}} \). Let \( pdp_{sc,N} \) and \( pdp_{sc,N'} \) represent the PDP of the N-hop network with \( q = [q_1, q_2, \ldots, q_{N-1}, q_N] \) and \( q' = [q_1, q_2, \ldots, q_{N-1} + 1, q_N - 1] \) respectively. The PDP expressions with \( q \) and \( q' \) can be respectively written as

\[
\begin{align*}
ddp_{sc,N} &= pdp_{sc,1h} + \ldots + pdp_{sc,(N-1)h} + pdp_{sc,Nh}, \\
pdp_{sc,N'} &= pdp_{sc,1h} + \ldots + pdp_{sc,(N-1)h} + pdp_{sc,Nh}, \\
pdp_{sc,N} &= pdp_{sc,1h} + \ldots + pdp_{sc,(N-1)h} + pdp_{sc,Nh}, \\
pdp_{sc,N'} &= pdp_{sc,1h} + \ldots + pdp_{sc,(N-1)h} + pdp_{sc,Nh},
\end{align*}
\]

where the individual expressions are the probabilities that the packet is dropped at the intermediate links. It is straightforward to note that \( pdp_{sc,jh} = pdp_{sc,jh} \) for \( 1 \leq j \leq N - 2 \) since the first \( N - 2 \) terms are the same in \( q \) and \( q' \). Therefore, on equating \( pdp_{sc,N} = pdp_{sc,N'} \), we get

\[
\begin{align*}
pdp_{sc,(N-1)h} + pdp_{sc,Nh} &= pdp_{sc,(N-1)h} + pdp_{sc,Nh}, \\
pdp_{sc,(N-1)h} - pdp_{sc,(N-1)h} &= -(pdp_{sc,Nh} - pdp_{sc,Nh},)
\end{align*}
\]

where we can write \( pdp_{sc,(N-1)h} = P_{N-1} (pdp_{sc,(N-1)h}) \) because at the \( (N-1) \)-th hop, every term of \( F'_{N-1} \) gets multiplied by \( P_{N-1} \) since one ARQ has been transferred from the \( N \)-th hop. Hence, we can write

\[
pdp_{sc,(N-1)h} (1 - P_{N-1}) = -(pdp_{sc,Nh} - pdp_{sc,Nh}).
\]

On expanding the above equation and including \((1 - P_{N-1})\) in the product loop, we write

\[
\begin{align*}
\prod_{i=1}^{N-1} (1 - P_i) P_i^{q_i} \left( \prod_{i=1}^{N-2} P_i^{q_i} \right) = \prod_{i=1}^{N-1} (1 - P_i) P_i^{q_i} P_i^{(N-1)N} \left( \prod_{i=1}^{N-1} P_i^{q_i} \right).
\end{align*}
\]

where \( F_{N}' \) is the term obtained using the Fibonacci series corresponding to \( pdp_{sc,Nh} \). The above equality can be further simplified as

\[
\begin{align*}
\frac{F_{N-1}}{\prod_{i=1}^{N-2} P_i^{q_i}} = P_{N}^{q_{N-1}} \left( \frac{P_{N-1} F_{N} - F_{N}}{\prod_{i=1}^{N-1} P_i^{q_i}} \right).
\end{align*}
\]

In the rest of the proof, we will show that \( P_{N}^{q_{N-1}} F_{N} - F_{N} \) does not contain \( q_{N-1} \) in it. Towards that direction, note that both \( F_{N}' \) and \( F_{N} \) contain the same number of terms in their expansion using Fibonacci series, however, with the difference that the terms \( q_{N} \) and \( q_{N-1} \) in \( F_{N} \) appear as \( q_{N} - 1 \) and \( q_{N-1} + 1 \) in \( F_{N}' \), respectively. When constructing \( F_{N} \) and \( F_{N} \) using binary sequences of length \( N \), we partition the terms of \( F_{N} \) and \( F_{N} \) into two categories, namely: the sequences that end with ‘01’ and sequences that end with ‘10’. This is because the states of the nodes before the last two digits are the same for both \( F_{N} \) and \( F_{N} \). As a result, for the sequences that end with ‘01’, we can take the term \( \beta_1^{N-2} N \) common, and only focus on its effect in \( F_{N} - P_{N-1} F_{N} \). Similarly, for the sequences that end with ‘10’, we can take the term \( \beta_2^{N-2} \beta_2^{N-1} \) common, and only focus on its effect in \( P_{N-1} F_{N} - F_{N} \). To handle the former case, the term \( \beta_1^{N-2} \) from \( F_{N} \) is of the form \( \sum_{i=1}^{N-1} P_{N-1}^{i} F_{N}^{i} = P_{N-1}^{i} (\sum_{i=1}^{N} P_{N-1}^{i} F_{N}^{i}) \), whereas the term \( \beta_1^{N-2} N \) from \( F_{N} \) is of the form \( \sum_{i=1}^{N-2} P_{N-1}^{i} F_{N}^{i} = P_{N-1}^{(i-1)} (\sum_{i=1}^{N-1} P_{N-1}^{i} F_{N}^{i}) \). Therefore, the difference of the two corresponding terms in \( \frac{F_{N-1} F_{N} - F_{N}}{P_{N-1}^{N-1}} \) is \( \frac{1}{P_{N}^{N-1}} \) and this is because of the equality

\[
\sum_{i=1}^{N-1} P_{N-1}^{i} F_{N}^{i} - \sum_{i=1}^{N} P_{N-1}^{i} F_{N}^{i} = \frac{1}{P_{N}^{N-1}},
\]

This completes the proof that \( P_{N}^{q_{N-1}} F_{N} - F_{N} \) does not contain \( q_{N-1} \) in it from sequences ending with ‘01’. To handle the sequences that end with ‘10’, the term \( \beta_1^{N-2} \beta_2^{N-1} \) contributing to \( F_{N} \) is of the form \( \sum_{i=1}^{N-2} P_{N-2}^{i} F_{N}^{i} = \sum_{i=1}^{N-2} P_{N-2}^{i} F_{N}^{i} \). Similarly, the term \( \beta_1^{N-2} \beta_2^{N-1} \) contributing to \( F_{N} \) is of the form \( \sum_{i=1}^{N-2} P_{N-2}^{i} F_{N}^{i} = \sum_{i=1}^{N-2} P_{N-2}^{i} F_{N}^{i} \). Therefore, when evaluated as \( P_{N-1} F_{N} - F_{N} \), the term \( P_{N}^{q_{N-1}} \) can be taken common from both the terms, and therefore, the term \( P_{N}^{q_{N-1}} F_{N} - F_{N} \) does not contain \( q_{N-1} \) in it from sequences ending with ‘10’.

Henceforth, \( F_{N}^{q_{N-1}} \) is written as \( R_{1,N} \), \( R_{2,N} \), wherein \( R_{1,N} = \frac{F_{N-1}}{\prod_{i=1}^{N-2} P_i^{q_i}} \) and \( R_{2,N} = \frac{(P_{N}^{(N-1)} F_{N} - F_{N})}{\prod_{i=1}^{N-1} P_i^{q_i}} \) do not contain the terms \( P_{N}^{q_{N-1}} \) and \( q_{N-1} \). Hence, \( R_{1,N} \) and \( R_{2,N} \) are constants since \( \{P_i \mid i = 1, 2, \ldots, N\} \) and \( \{q_i \mid i = 1, 2, \ldots, N - 2\} \) are fixed. Now, we can rewrite the equality condition as \( Q_{N} = \frac{R_{1,N}}{R_{2,N}} \), or as \( q_{N} = \log \frac{R_{1,N}}{R_{2,N}} \). Note that in our work, we have a condition that \( q_i \in \mathbb{Z}_+ \), however, the solution of \( q_{N} = \log \frac{R_{1,N}}{R_{2,N}} \) may belong to \( \mathbb{R} \). It implies
that to find the optimal solution which lies in $\mathbb{Z}_+$, we need to obtain either $[q_N]$ or $[q_N]$ from the equality condition. It can be observed that $[q_N]$ will decrease $P_{N}^{[q_N]}$, and this implies that $pd_{p,N} > pd_{p,N}^{[q_N]}$, and this is a sub-optimal solution because when we give one more ARQ from the last hop to the second last hop, PDP decreases. On the other hand, if we use $[q_N]$, then $P_{N}^{[q_N]}$ increases, which implies $pd_{p,N} < pd_{p,N}^{[q_N]}$. Therefore, on giving one more ARQ from the last hop to second last hop, PDP increases, and this implies that using $q_N = \left\lfloor \frac{\log \frac{R_j}{P_j}}{\log P_j} \right\rfloor$ in $q$ captures the optimal solution conditioned on the first $N - 2$ ARQ numbers. Thus, on fixing $q_1, q_2, \ldots, q_{N-2}$, we can analytically compute $q_N$, and also compute $q_{N-1}$ using the relation $q_{N-1} = q_{\text{sum}} - \sum_{t=1, t \neq N-1}^{N} q_t$.

V. LOW-COMPLEXITY ALGORITHMS

From Theorem 3, we have proved that the search space for the $N$-hop network can be reduced to the search space of an $(N-2)$-hop network. Henceforth, we refer to this reduction as a one-fold technique. For a large value of $N$, we observe that the one-fold technique may not be feasible to implement in practice. Therefore, we propose low-complexity algorithms to further reduce the search space for the optimization problem.

A. List Generation using Multi-folding

In the proposed multi-folding algorithm, as presented in Algorithm 1 instead of folding the network once from $N$-hop to $(N-2)$-hop, we fold it multiple times to $(N-4)$-hop, $(N-6)$-hop and so on up to a 2-hop network or a 1-hop network depending on whether $N$ is even or odd, respectively. When the network is reduced (or folded) to a $j$-hop network, we need to provide a sum of $q_{\text{sum},j}$ ARQs to it, and it is clear that $q_{\text{sum},j}$ can take all possible values in a range $[j, q_{\text{sum}} - (N-j) + 1]$. When folding the network up to $j$-hops, for $j \geq 4$ and $j \geq 3$ when $N$ is even and odd, respectively, we fix the ARQs for the first $(j-2)$-hops and then compute $q_{j-1}$ and $q_j$ using Theorem 4 for each value of $q_{\text{sum},j}$. Subsequently, we create a list of ARQ distributions $[q_1, \ldots, q_j]$, denoted by $\mathcal{L}_j$, by varying the values of $q_{\text{sum},j}$. Following a similar procedure, the candidates of $\mathcal{L}_j$ are used to generate $\mathcal{L}_{j+2}$ for the $(j+2)$-hop network by using Theorem 4 for each value of $q_{\text{sum},j+2}$. This way, a list of ARQ distributions are obtained through $\mathcal{L}_N$ for the original $N$-hop network. It is clear that the size of the search space $\mathcal{L}_N$ reduces with increase in the number of folds.

B. Multi-folding based Greedy Algorithm

To further reduce the size of the search space from that of Algorithm 1, we propose to retain the ARQ distribution that gives us minimum PDP for a given $q_{\text{sum},j}$ from the list $\mathcal{L}_j$. This way, only one ARQ distribution survives for a given $q_{\text{sum},j}$, thereby significantly reducing the list size when the algorithm traverses to $q_{\text{sum}, N}$. In the process of obtaining $q_j$ for each $q_{\text{sum},j}$, we note that only the floor of the ratio $\log R_j / \log P_j$ is chosen to obtain $q_j$. However, by observing that the optimal distribution of the folded network may not contribute to the optimal distribution of the original $N$-hop network, we also propose to select the ARQ distribution by ceiling the ratio $\log R_j / \log P_j$, where $R_j = R_{j+2}$. In other words, for each $q_{\text{sum}, j}$ in $\mathcal{L}_j$, we choose the ARQ distribution that minimizes the PDP for the $j$-hop network, and for that selected ARQ distribution, we also pick the ARQ distribution obtained by giving one ARQ from the last node to the penultimate node. It is straightforward to observe that this technique gives us a significantly shorter list compared to the multi-folding approach.

Algorithm 1 Multi-folding list algorithm

Input: $N$, $q_{\text{sum}}$, $P = [P_1, P_2, \ldots, P_N]$.

Output: $\mathcal{L}_f$ - List of ARQ distributions in search space.

1. $\mathcal{L}_k = \{\emptyset\}$ (A null set) $\forall k = 1, 2, \ldots, N$.
2. if $N$ is odd then
3. Start with fixing $q_1$.
4. $\mathcal{L}_1 = \{[1, q_{\text{sum}} - (N - 1) + 1]\}$.
5. Assign $p = 3$.
6. for $j = p : 2 ; N$ do
7. Assign $C = 1$.
8. for $i_1 = 1 : |\mathcal{L}_{j-2}|$ do
9. $[q_1, \ldots, q_{j-2}] = \mathcal{L}_{j-2}(i_1)$.
10. Compute $q_j = \left\lfloor \frac{\log R_j}{\log P_j} \right\rfloor$ where $R_j = R_{j+2}$.
11. for $q_{\text{sum}, j} = j : (q_{\text{sum}} - (N - j) + 1)$ do.
12. Compute $q_{j-1} = q_{\text{sum}, j} - \sum_i^{t=1, t \neq j-1} q_t$.
13. if $q_{j-1} \geq 0$ then
14. Insert $[\mathcal{L}_{j-2}(i_1)][q_{j-1}][q_j]$ into $\mathcal{L}_j(C)$.
15. Assign $C = C + 1$.
16. end if
17. end for
18. end for
19. else if $N$ is even then
20. Start with fixing $q_1$ and $q_2$.
21. $\mathcal{L}_2 = \{[q_1, q_2] \in \mathbb{Z}_+^2 | q_1 + q_2 \in [2, q_{\text{sum}} - (N-2)+1]\}$.
22. Assign $p = 4$.
23. repeat steps from line number 6 to 20.
24. end if

VI. SIMULATION RESULTS AND COMPLEXITY ANALYSIS

In this section, we present simulation results to analyse the PDP of the semi-cumulative scheme for various values of $N$, $q_{\text{sum}}$, and LOS vectors. First, in Fig. 2 and Fig. 3 we present simulation results to compare the PDP of the semi-cumulative scheme with that of the non-cooperative scheme. Although we have proved the dominance of our strategy theoretically, the plots confirm that the PDP of the semi-cumulative scheme outperforms the PDP of the non-cooperative scheme with no or negligible increase in the overhead. Furthermore, to showcase the benefits of using the multi-fold algorithm and the greedy algorithm, we plot the PDP offered by these algorithms for $N = 5$ and $N = 6$ in Fig. 2 and Fig. 3 respectively. The plots confirm that while the
multi-fold algorithm provides near-optimal ARQ distribution, the greedy algorithm is successful in offering the optimal ARQ distributions for our simulation parameters.

In terms of complexity, for an $N$-hop network, the size of the search space for the semi-cumulative scheme is upper bounded by $\left(\frac{q_{\text{sum}} + N - 1}{N - 1}\right)$. However, with the multi-fold algorithm, we have shown that the search space can be reduced. To showcase the reduction, we plot the size of the search space ($C_N$) of the multi-fold algorithm for $N = 5$ and $N = 6$. For these cases, since we can fold the network at most twice, we have shown the results for both one-fold and two-fold cases. The simulation results, as shown in Fig. 4 and Fig. 5, display significant reduction in the list size as we move to one-fold and two-fold. Finally, the plots also show that the list size of the greedy algorithm is shorter than the multi-fold case, and it is, therefore, amenable to implementation in practice.

VII. SUMMARY

In this work, we have proposed a semi-cumulative ARQ scheme wherein intermediate relays of the network can use the residual ARQs from their previous node thereby reducing the PDP of the network with no compromise in the latency constraints. We have derived closed-form expressions on the PDP of the semi-cumulative scheme for any given value of $N$ and $q_{\text{sum}}$, and have subsequently addressed solving the optimization problem of minimizing the PDP under a sum constraint on the total number of ARQs.
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