A SIMPLE METHOD FOR MODELING COLLISION PROCESSES IN PLASMAS WITH A KAPPA ENERGY DISTRIBUTION

M. HAHN AND D. W. SAVIN
Columbia Astrophysics Laboratory, Columbia University, 550 West 120th Street, New York, NY 10027, USA

Received 2015 June 23; accepted 2015 July 20; published 2015 August 21

ABSTRACT

We demonstrate that a nonthermal distribution of particles described by a kappa distribution can be accurately approximated by a weighted sum of Maxwell–Boltzmann distributions. We apply this method to modeling collision processes in kappa-distribution plasmas, with a particular focus on atomic processes important for solar physics. The relevant collision process rate coefficients are generated by summing appropriately weighted Maxwellian rate coefficients. This method reproduces the rate coefficients for a kappa distribution to an estimated accuracy of better than 3%. This is equal to or better than the accuracy of rate coefficients generated using “reverse-engineering” methods, which attempt to extract the needed cross sections from the published Maxwellian rate coefficient data and then reconvolve the extracted cross sections with the desired kappa distribution. Our approach of summing Maxwellian rate coefficients is easy to implement using existing spectral analysis software. Moreover, the weights in the sum of the Maxwell–Boltzmann distribution rate coefficients can be found for any value of the parameter $\kappa$, thereby enabling one to model plasmas with a time-varying $\kappa$. Tabulated Maxwellian fitting parameters are given for specific values of $\kappa$ from 1.7 to 100. We also provide polynomial fits to these parameters over this entire range. Several applications of our technique are presented, including the plasma equilibrium charge state distribution (CSD), predicting line ratios, modeling the influence of electron impact multiple ionization on the equilibrium CSD of kappa-distribution plasmas, and calculating the time-varying CSD of plasmas during a solar flare.
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1. INTRODUCTION

Evidence for non-Maxwellian particle distributions has been found in the Earth’s magnetosphere (e.g., Vasylunas 1968), the solar wind (e.g., Feldman et al. 1975), the solar corona (e.g., Cranmer 2014), and solar flares (e.g., Seely et al. 1987; Kašparová & Karlický 2009; Oka et al. 2013). These nonthermal distributions are commonly characterized in terms of kappa distributions, which resemble a Maxwell–Boltzmann distribution at low energy but fall off as a power law at high energies. Kappa distributions are predicted by some statistical mechanical theories to be a natural consequence of systems in which there is ongoing heating, such as due to reconnection, shocks, or wave–particle interactions (Pierrard & Lazer 2010; Dudík et al. 2015, and references therein). Thus, kappa distributions are likely to exist in a wide variety of astrophysical systems, even beyond the solar and space plasmas that have been the focus of existing work.

The detection of nonthermal electron energy distributions (EEDs) via spectroscopy would be a powerful diagnostic. In solar physics, it has been argued that the presence of high energy electrons supports nanoflare theories of coronal heating (Testa et al. 2014). Measurements that characterize the EED could indicate where such nanoflare heating is occurring. Such measurements may also provide insight into the processes within reconnection that lead to particle acceleration (Benz & Güdel 2010). Dudík et al. (2015) provide a review of recent results concerning kappa distributions in the solar corona.

In order to detect the presence of kappa EEDs, or other nonthermal distributions, appropriate atomic data are needed to model spectra and analyze observations. For example, for an optically thin spectral line emitted by a transition from level $s$ to level $f$ of charge state $q$ for element $X$, the line intensity is given by (Phillips et al. 2008)

$$I_{gf} = \frac{1}{4\pi} \int G_{gf} n_e^2 dh,$$

where $n_e$ is the electron density and the line element $dh$ lies along the line of sight. The contribution function $G_{gf}$ describes all of the atomic parameters for the transition and is defined as

$$G_{gf} = \frac{n_e(X^{q+}) \int n(X^q) n(X) n(H) A_{gf} \, dh}{n(X^{q+}) n(X) n(H) n_e}.$$

Here, $n_e(X^{q+})/n(X^{q+})$ is the relative population of the upper level $s$ for charge state $X^{q+}$. In collisionally excited plasmas, this level population is determined by the balance among collisional excitation, collisional de-excitation, radiative decays, cascades from the decays of higher energy levels, and recombination and ionization into and out of the various energy levels. The next term, $n(X^q)/n(X)$, is the relative abundance for charge state $q$ of element $X$. This describes the charge state distribution (CSD) of the plasma, which for a collisionally ionized plasma is determined by the balance among electron impact ionization (EII) and electron–ion recombination. The other terms give the elemental abundance of $X$ relative to hydrogen, $n(X)/n(H)$, and the radiative transition transition rate $A_{gf}$.

A problem for interpreting spectra from plasmas with a kappa distribution of electrons is that the necessary atomic data have usually only been reported for Maxwellian distributions. The level population and the CSD both depend on the EED, as well as on the electron density. For a Maxwellian plasma, the...
influence of the distribution is characterized by the temperature \( T \). However, for a kappa-distribution plasma, the level population and CSD also depend on the parameter \( \kappa \), which characterizes the degree of non-thermality of the distribution.

There are several possible approaches available for obtaining the data needed to model collision processes in kappa-distribution plasmas. The most commonly used method has been to “reverse-engineer” the data that have been tabulated for Maxwell–Boltzmann EEDs so as to extract the required cross sections and then reconvolve these extracted cross sections with the desired kappa EED (e.g., Dzifčáková 1992; Wanna-wichian et al. 2003; Dzifčáková et al. 2015). An alternative method is to approximate the kappa distribution itself as a sum of Maxwellians. With this latter approach, the needed atomic collision rate coefficients can be represented as a simple weighted sum of the Maxwellian rate coefficients. This approach has been used, for example, by Ko et al. (1996) to model the CSD in the solar wind. However, summing Maxwellians has been relatively neglected in recent work.

Here, we demonstrate that, in a general way, kappa distributions can be approximated to a very high accuracy by a weighted sum of Maxwellians. We apply this general “Maxwellian decomposition” method to modeling collision processes in kappa-distribution plasmas. With this method, atomic process rate coefficients, generated by summing the appropriately weighted Maxwell–Boltzmann rate coefficients, can reproduce the rate coefficients for a kappa distribution to a level equal to or better than the accuracy obtained by using a reverse-engineering method. Moreover, the Maxwellian decomposition method is highly adaptable and can be readily implemented using standard plasma modeling codes.

The rest of this paper is organized as follows. In Section 2 we introduce the kappa distribution. Section 3 reviews the reverse-engineering approach to generating atomic data and then presents our methods and fitting parameters for representing kappa distributions as a sum of Maxwellians. In Section 4 we compare our results for rate coefficients, CSDs, and predicted line intensities to those obtained using the reverse-engineering approach. We then extend our analysis to several new applications, including ascertaining the influence of electron impact multiple ionization (EIMI) on the CSD for a plasma with a kappa distribution, in Section 5, and describing the time-dependent evolution of a plasma following a change in \( \kappa \), in Section 6. Section 7 concludes.

2. KAPPA DISTRIBUTIONS

An energy distribution quantifies the fraction of particles having an energy between \( E \) and \( E + dE \). The isotropic Maxwellian distribution is given by

\[
f(E) = \frac{2}{\sqrt{\pi}} \left( \frac{1}{k_B T} \right)^{3/2} E^{3/2} \exp\left(\frac{-E}{k_B T}\right),
\]

where \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

The isotropic kappa energy distribution is given by

\[
f_{\kappa}(E) = A_{\kappa} \left( \frac{1}{k_B T} \right)^{3/2} E^{3/2} \times \left[ 1 + \frac{E}{(\kappa - 3/2)k_B T_\kappa} \right]^{-(\kappa+1)},
\]

with

\[
A_{\kappa} = \frac{\Gamma(\kappa + 1)}{\Gamma(\kappa - 1/2)(\kappa - 3/2)^{3/2}}.
\]

Here \( \Gamma \) is the Gamma function. The parameter \( \kappa \) ranges from \( 3/2 \) to \( \infty \) with \( \kappa = \infty \) being a Maxwellian distribution and smaller values of \( \kappa \) corresponding to an increasingly non-thermal distribution. The parameter \( T_\kappa \) is defined so that the average energy of the particles is \( E_{\text{avg}} = (3/2) k_B T_\kappa \), in analogy with the usual Maxwellian temperature. The core of the kappa distribution can be approximated by a Maxwellian of temperature \( T = T_\kappa (\kappa - 3/2)/\kappa \). In order for the magnitude of this Maxwellian function to match that of the kappa function at low energies, the Maxwellian must be scaled by a multiplicative factor of (Dzifčáková & Dudík 2013; Oka et al. 2013)

\[
C = 2.718 \frac{\Gamma(\kappa + 1)}{\Gamma(\kappa - 1/2) \kappa^{-3/2}} \left( 1 + \frac{1}{\kappa} \right)^{(\kappa+1)}. \tag{6}
\]

This scaling factor can be thought of as representing the ratio of the number of thermal particles relative to the total number of particles. That is, it quantifies the fraction of particles at low energies where the distribution function more closely resembles a Maxwellian. Alternatively, \( R_N = 1 - C \) is the fraction of non-thermal particles, which is largest for small \( \kappa \) and decreases to zero for large \( \kappa \) (Oka et al. 2013). For a small value of \( \kappa = 1.7 \) there is a large fraction of nonthermal particles with \( R_N = 0.4 \), while a moderate \( \kappa = 8 \) corresponds to \( R_N = 0.1 \), and for a large value such as \( \kappa = 100 \) the fraction of nonthermal particles is only \( R_N = 0.01 \).

3. ATOMIC DATA FOR KAPPA DISTRIBUTIONS

In order to model the spectra from an electron–ionized plasma with a kappa EED it is necessary to determine the rate coefficients for the various atomic processes discussed above, in Section 1. These rate coefficients give the number of reactions per unit volume per unit time. As an illustration, the fractional ion abundance of charge state \( q \) is \( y_q = n(X^{q+})/n(X) \). As a function of time, this is described by

\[
\frac{dy_q}{dt} = n_e \left[ \alpha_{L,q}^p y_q - p + \alpha_{L,q}^{q-1} y_{q-1} - \left( \alpha_{L,q}^1 + \cdots + \alpha_{R,q}^k \right) y_q + \alpha_{R,q} y_{q+1} \right]. \tag{7}
\]

where \( \alpha_{p,q}^p \) is the rate coefficient for \( p \)-times ionization from charge state \( q \) to \( q + p \) and \( \alpha_{R,q} \) is the recombination rate coefficient from \( q \) to \( q - 1 \). The terms on the right of the equals sign represent, from left to right, ionization from lower charge states into \( q \), ionization and recombination out of \( q \) to other charge states, and recombination from \( q + 1 \) into \( q \). For most astrophysical atomic plasmas, the density is low so that three-body recombination is extremely unlikely. We also ignore charge exchange, which is only important at low temperatures of \( \sim 10^4 \) K.

All of the needed ionization and recombination rate coefficients depend on the EED. Here and throughout we assume the distribution function to be isotropic. For any process having a cross section as a function of speed \( \sigma(v) \) or energy \( \sigma(E) \) the rate coefficient \( \alpha \) is given by (e.g.,
The Astrophysical Journal, 809:178 (15pp), 2015 August 20

Müller 1999)

\[ \alpha = \int \sigma(v)f(v)dv = \int \sigma(E) \frac{2E}{\mu} f(E)dE, \]  

(8)

where \( \mu \) is the reduced mass for the collision system. We are considering collisions of electrons with atoms and atomic ions so that \( \mu \approx m_e \), although our general results also apply to other types of particle collisions. In the case of a Maxwellian distribution, the rate coefficients are generally a function of \( T \). For kappa distributions, the rate coefficients are also a function of \( \kappa \).

The problem for modeling plasmas with kappa EEDs is that atomic data are usually reported as Maxwellian plasma rate coefficients. If the cross sections themselves were given, it would be straightforward to perform the integral of Equation (8) to obtain the kappa-distribution rate coefficient. This would, in principle, be the most accurate way to obtain the needed rate coefficients. For some processes, such as EII, the cross sections themselves are often available. However, for other processes, especially resonant processes, such as dielectronic recombination (DR), it would be extremely cumbersome to tabulate the cross section in a format that could be incorporated into plasma models. Integration over a Maxwellian distribution smooths out the complex structure in the cross-section data and allows for a simple parameterization. For this reason, it is Maxwellian atomic data that are usually tabulated, while keeping databases of cross sections is, for now, considered impractical.

3.1. Reverse-engineering Approach

One method for obtaining rate coefficients for a nonthermal distribution is to extract the appropriate rate coefficients from the Maxwellian-integrated atomic data (Owocki & Scudder 1983; Dzifčáková 1992; Porquet et al. 2001; Wannawichian et al. 2003; Hansen & Shlayapteva 2004). The idea is to take the fitting formulae used to tabulate the rate coefficients for Maxwellian distributions and extract from them an approximate cross section, which can then be integrated over a kappa distribution.

To illustrate this reverse-engineering approach, we will discuss the method for DR. DR is a process in which a free electron approaches an ion, excites a bound electron within the ion, and is simultaneously captured (Müller 2008). The resulting doubly excited state may relax by autodetachment or by emitting a photon. Recombination occurs when the excited state relaxes radiatively to below the ionization threshold of the recombined system. DR occurs at collision energies \( E = \Delta E - E_b \), where \( \Delta E \) is the electron-core excitation energy of the recombined ion and \( E_b \approx 13.6q^2/n^2 \) eV is the bound-state energy of the captured electron into a Rydberg level with principal quantum number \( n \) of the ion with initial charge \( q \). Because both \( \Delta E \) and \( E_b \) are quantized, DR is a resonant process. For each electronic state there are an infinite series of resonances corresponding to all possible Rydberg levels for the captured electron. Detailed calculations and measurements of DR have been performed that resolve this complex resonant structure (see, e.g., Schippers et al. 2010 and references therein).

The Maxwellian plasma rate coefficient \( \alpha_{DR}(T) \) is usually reported using the fitting formula

\[ \alpha_{DR}(T) = \frac{1}{(k_B T)^{3/2}} \sum_l b_l \exp \left( -\frac{E_l}{k_BT} \right) \]  

(9)

where \( b_l \) and \( E_l \) are fitting parameters and the total number of terms in the fit is small, typically about 10. This approximation corresponds to a DR cross section that is a series of delta-function resonances at energies \( E_l \), i.e.,

\[ \sigma_{DR} \propto \sum_l \delta(E - E_l). \]

The DR rate coefficient for a kappa distribution can then be approximated as (Dzifčáková 1992)

\[ \alpha_{DR}(T, \kappa) = \frac{A_c}{(k_B T)^{3/2}} \sum_l b_l \exp \left( -\frac{E_l}{(\kappa - 3/2)k_BT} \right) \]  

(10)

Dzifčáková (1992) shows that this approximation is the first term of a series expansion and so the error can be estimated from the higher order terms. Qualitatively, the uncertainties are due to simplifying the complex resonant structure of the DR cross section into a small number of delta-function resonances. The largest uncertainties are expected for low temperatures, where \( E_l \approx k_BT \) and for small values of \( \kappa \rightarrow 3/2 \).

Similar methods have been given for approximating other relevant processes, such as radiative recombination (RR) and EII (e.g., Dzifčáková 1992; Wannawichian et al. 2003; Dzifčáková et al. 2015) and collision strengths for excitation and de-excitation (e.g., Dudík et al. 2014). Dzifčáková et al. (2015) recently developed a software package called KAPPA that tabulates kappa-distribution rate coefficients for \( \kappa = 2, 3, 4, 5, 7, 10, 15, 25, \) and 33. This package integrates with the CHIANTI atomic database, which is widely used in the analysis of ultraviolet spectra (Dere et al. 1997; Landi et al. 2013). Below, we will compare our results using a Maxwellian decomposition approach to results obtained using the KAPPA package.

The reverse-engineering approach has several limitations. First, an adequate approximation must be found for each kind of atomic data, including RR, DR, EII, collisional excitation and de-excitation, and so on. Including new atomic processes or improved methods of tabulating Maxwellian rate coefficients requires the development of new approximations. Updates to the Maxwellian data itself can require lengthy recalculations of the kappa-distribution rate coefficients. For the case of DR discussed above, the changes are relatively simple substitutions, but for ionization or collisional excitation and de-excitation rates numerical integrations must be performed. Additionally, the approximations can become inaccurate for small \( \kappa \). For example, Dudík et al. (2014) discuss the approximation for distribution average collision strengths, in which the error in the approximation can be 20%–30% for \( \kappa = 2 \) and grows for smaller values of \( \kappa \). Finally, in order to model spectra using the rate coefficients derived in this way, an extensive database of all the required atomic data for each value of \( \kappa \) of interest must be constructed.

3.2. Maxwellian Decomposition Approach

An alternative approach to deriving atomic data for nonthermal distributions is to approximate the distribution function
itself as a sum of Maxweillians. We refer to this method as the Maxwellian decomposition method. This method has been used in the past. For example, Ko et al. (1996) approximated kappa distributions using a sum of Maxweillians in order to model the CSD in the corona and the solar wind. Kastra et al. (2009) approximated the distributions of shocks in galaxy clusters using a sum of Maxweillians.

If a distribution function can be approximated by a sum of Maxweillians, then the rate coefficient for the non-thermal distribution is just a sum of the Maxwellian rate coefficients. Suppose that the arbitrary distribution function \( g(E) \) is given by

\[
g(E) = \sum_{j} c_j f\left(E; T_j\right), \tag{11}\]

where \( f\left(E; T_j\right) \) is a Maxwellian at temperature \( T_j \), and the \( c_j \) are parameters that weight the sum of Maxweillians. From the approximation of Equation (11) and the expression for the rate coefficient given by Equation (8), it follows that the rate coefficient for \( g(E) \) is

\[
\alpha_g = \sum_{j} c_j \alpha(T_j), \tag{12}\]

where \( \alpha(T_j) \) is the Maxwellian rate coefficient at the temperature \( T_j \). Note that there is no requirement that the \( c_j \) be positive.

The Maxwellian decomposition approximation has several potential advantages over the reverse-engineering approach. It is only necessary to calculate the approximation once for a given distribution function. Once the \( c_j \) and \( T_j \) are known, they can be applied to every atomic rate coefficient in the same way. Thus, the system is simple, extendable to any atomic process that can be represented as a Maxwellian rate coefficient, and does not need to be updated when new atomic data become available. The approximation for the needed atomic data is, essentially, as good as the approximation of the Maxwellian decomposition of the kappa distribution. Thus, with a suitable decomposition, data for small values of \( \kappa \) can be obtained with accuracy as good as that for large values of \( \kappa \). Finally, it is straightforward to integrate into existing spectroscopic modeling software. In fact, the CHIANTI database already includes the ability to model spectra for a sum of Maxweillians (Landi et al. 2006).

3.3. Method for Finding Kappa Fitting Coefficients

In order to find fitting parameters that approximate a kappa distribution as a sum of Maxweillians, we have used two numerical procedures. We approximate the kappa distribution using a fit of the form

\[
f_k (E; \kappa, T_k) = \sum_{j} c_j f\left(E; a_j T_k\right), \tag{13}\]

where \( f\left(E; a_j T_k\right) \) is the Maxwellian energy distribution at a temperature of \( T = a_j T_k \). The \( a_j \) are independent of \( T_k \), but do depend on \( \kappa \) itself. In order to further constrain the \( c_j \) we impose the normalization condition that

\[
\sum_{j} c_j = 1. \tag{14}\]

This ensures that the total integral of the distribution function is unity.

One way to obtain the parameters \( c_j \) and \( a_j \) is to simultaneously perform a least squares fit to the kappa function using a standard method, such as the Levenberg–Marquardt algorithm (Press et al. 1992). To determine the parameters, a set of energies \( E_i \) is chosen at which we want to match \( f_k (E_i) \). For the solutions given below, we used a linear, evenly spaced set of \( E_i \) starting at zero energy and extending up to an energy high enough so that less than 0.01% of the particles have an energy above the maximum \( E_i \). In order to impose the normalization condition, all of the \( c_j \) are constrained to be greater than zero except for one of them, which we label \( c_N \), which is set to 

\[
1 - \sum_{j+N} c_j \text{ in order to provide the desired normalization constraint. We then performed the least squares fit to all of the parameters. We found that this method works well for moderate to large values of \( \kappa \gtrsim 4 \). However, for more nonthermal distributions, the fits tend to have a relatively large negative value for \( c_N \). As discussed below, in Section 3.4, in order to reduce the uncertainties in the derived rate coefficients, the negative \( c_j \) should be kept small. Thus, we also used a different fitting method, which minimizes any negative \( c_j \) values.

This second method for performing the fit uses an iterative approach, in which we find the \( c_j \) and the \( a_j \) separately. For a given set of \( a_j \), it is straightforward to find the best fit parameters \( c_j \). Thus, we begin with an initial guess for the \( a_j \) solve for the \( c_j \), then iteratively improve the \( a_j \) and \( c_j \) as described below.

The least squares best approximation to \( f_k \) is the one that minimizes

\[
f_k (E_i) - \sum_{j} c_j f\left(E_i; a_j T_k\right) = r_i. \tag{15}\]

Here \( r_i \) are the residuals between the Maxwellian decomposition and the kappa distribution. Since the \( a_j \) are assumed to be known, and there are usually more energies than terms in the sum of Maxweillians, this is an overdetermined system of linear equations that can be solved using linear least squares, i.e., the solution minimizes \( \sum_{i} r_i^2 \). The normalization condition of Equation (14) can be incorporated as a linear constraint. The best fit values for the \( c_j \) can then be found using standard methods (e.g., Meyer 1975). We have used IDL, in which the \texttt{la_least_square_equa}lity routine calculates the solution. There are equivalent functions in the linear algebra packages associated with many other programming languages.

It is more difficult to optimize the set of \( a_j \). For our initial guess, we start with a few of the \( a_j \) below one and the rest evenly spaced between one and the maximum \( E_{\text{max}}/k_B T_k \). Next the least squares solution for the \( c_j \) is found. For the purpose of minimizing the uncertainties (see Section 3.4), it is desirable that the magnitudes of the weights \( |c_j| \) be small. This can be accomplished by minimizing the \( \sum |c_j| \).

We have found that \( \sum |c_j| \) is strongly correlated with the residual error between \( f_k \) and the Maxwellian decomposition. Figure 1 shows an example of this correlation for \( \kappa = 7 \). Various possible sets of \( a_j \) were selected using a random number generator and the corresponding \( c_j \) were found. We then calculated the relative error

\[
R_{\text{err}} = \frac{|f_k (E_i) - \sum_{j} c_j f\left(E_i; a_j T_k\right)|}{f_k} \tag{16}\]
and plotted the maximum relative error for $E < E_{\text{max}}$

$$R_{\text{max}} = \max \{ R_{\text{err}} : E < E_{\text{max}} \}$$

against the $\sum |c_j|$. The Spearman rank correlation coefficient for this plot is 0.86 with a significance of greater than 99.99%. Although we are not certain what the underlying reason for this correlation is, we can regard it as an empirical result.

Using this correlation, we can employ a minimization procedure to find the set of $\alpha_j$ that minimizes $\sum |c_j|$. We do this using a downhill simplex method (Press et al. 1992). The result does depend on the initial guess for the $\alpha_j$ and in some cases even after the minimization procedure the results still exceed the desired maximum relative error. In this case, we can use a random number generator to perturb the initial guess and then repeat the procedure until we find a solution that meets our requirements.

One other factor to consider, using either fitting method, is the number of terms in the sum. We find that a larger number of terms is needed for smaller values of $\kappa$. Our approach to this issue was to start with some moderate number of terms, and then add or remove terms from the sum until it appeared that we had reached the maximum number needed for the desired accuracy.

Figure 2 shows an example of a fit for $\kappa = 2$ at $T_\kappa = 10$. Note that the units of temperature are arbitrary as long as $k_B T_\kappa$ has the same units as $E$. The dashed line in the figure shows $f_\kappa(E; \kappa, T_\kappa)$ and the solid line shows our Maxwellian decomposition approximation. The lower panel of the figure illustrates $R_{\text{err}}$, which is below 2.5% for $E < 330 k_B T_\kappa$. This energy is indicated by the vertical dotted line on the plot. Fewer than 0.01% of the particles in the distribution have energies greater than this.

We have used both of the above fitting methods to find the parameters for the Maxwellian components, and report here the results that were best in terms of having a small error and $\sum |c_j|$. The procedure for finding a set of fitting parameters involves some trial and error. However, once a solution with sufficient precision is found it can be used for all of the atomic data; the procedure only needs to be performed once. A different numerical approach was used by Kaastra et al. (2009) to approximate an arbitrary distribution function by a sum of 32 Maxweilians. The accuracy of their fits is comparable or sometimes worse than ours. Despite these issues, it is remarkable how well kappa distributions can be approximated by a sum of Maxweilians. We speculate that with a deeper understanding of the mathematical properties of kappa distributions a more systematic approach to this decomposition could be found.

### 3.4. Uncertainties

The uncertainties in the rate coefficients using the Maxwellian decomposition arise from the goodness of the approximation of the kappa distribution and from the weighting of the Maxwellian terms. This is in contrast to the uncertainties with the reverse-engineering method, in which the uncertainties are due to the approximations involved with the individual rate coefficients. Both methods, of course, suffer from the same uncertainties in the Maxwellian atomic data. That is, if the tabulated Maxwellian data is inaccurate, then the derived data for the kappa distribution will also be inaccurate, though not necessarily in exactly the same ways. Since our interest is in comparing the decomposition and reverse-engineering methods, we will omit discussion of errors in the Maxwellian data.

One source of uncertainty for the Maxwellian decomposition is the accuracy of the approximation to the kappa distribution. This uncertainty can be mitigated by choosing a desired tolerance when finding the fit parameters. Below, in Section 3.5, we describe some cases where we require the maximum error to be less than 3%. In many cases we were able to obtain even smaller errors.

Although we characterize the error in the Maxwellian decomposition using the metric $R_{\text{max}}$, the error in the generated kappa-distribution rate coefficients can be different from this value. The error in the rate coefficient is a weighted average over the relevant cross section of the error at all energies, whereas the maximum $R_{\text{err}}$ occurs at the highest energies. If the cross section is largest at low energies and decreasing toward high energies, as is usually the case, the error in the rate coefficient is expected to be smaller than $R_{\text{max}}$. In some cases the cross section is at its maximum at very high energies, such
as for some multiple ionization processes. In those cases, \( R_{\text{max}} \) may underestimate the error in the rate coefficient.

An uncertainty also arises due to the truncation of the fit at some maximum energy. That is, the fits are accurate to the desired tolerance for an energy range from \( E = 0 \) to some maximum energy \( E_{\text{max}} \). In our typical fits, we chose this energy to be such that no more than 0.01% of the particles have an energy greater than \( E_{\text{max}} \). Because the cross sections for ionization, recombination, and excitation all decrease at sufficiently large energies, this truncation is not expected to produce significant errors in the generated relevant rate coefficients.

A more complex source of uncertainty comes from the weighting of the terms in the sum. The Maxwellian rate coefficients are functions of temperature, and may have an uncertainty that is also a function of temperature, so that a Maxwellian rate coefficient \( \alpha(T_j) \) has an uncertainty of \( \delta\alpha(T_j) \). Assuming they are uncorrelated, the uncertainty in the derived kappa rate coefficient is

\[
\sum_j c_j^2 \left[ \delta\alpha(a_jT_j) \right]^2.
\]

This implies that if any of the magnitudes of the \( c_j \) are greater than one, the uncertainty in the kappa-distribution rate coefficient must be greater than that of the Maxwellian rate coefficient from which it is derived, even if the kappa distribution itself is approximated to a very high accuracy. This is the main reason that we minimize \( \sum_j |c_j| \) in our method. For our fits, none of the \( c_j \) is greater than one and the sum does not exceed unity by more than a few percent and usually by less than one percent. The resulting uncertainty in the kappa-distribution rate coefficient is then even smaller, because \( \sqrt{\sum c_j^2} < \sum |c_j| \).

Another possible source of uncertainty is related to the accuracy of the tabulated Maxwellian rate coefficients. The decomposition method uses a sum of Maxwellians at various temperatures above and below \( T_{\kappa} \) to approximate the kappa distribution. However, the atomic data may be tabulated using a function that is expected to be valid within a certain temperature range; for CHIANTI this is typically \( 10^4 \text{--} 10^8 \) K. The terms in the sum that fall at lower or higher temperatures may be inaccurate if the Maxwellian data are not accurate at those energies. Because the kappa distribution has a high energy tail, the decomposition is likely to have terms that greatly exceed \( T_{\kappa} \), but usually it does not have terms at temperatures so much smaller than the minimum tabulated temperature as to be problematic. The errors at high temperatures are also expected to be small. This is because the \( c_j \) at those temperatures are small and because the Maxwellian rate coefficients are usually tabulated using a form that has the correct high energy behavior so that the errors when the rate coefficients are extrapolated to high temperatures are not grossly inaccurate. One caveat, though, is that the tabulated atomic data usually ignore relativistic effects, which may be important for very high temperatures.

Finally, because the \( c_j \) can be negative it is possible in some situations to find a small negative rate coefficient, which is unphysical. As shown in Section 3.5, the negative values of \( c_j \) are usually associated with \( a_j \gg 1 \). Negative rate coefficients tend to be produced for very low \( T_{\kappa} \) in processes that have a threshold, such as ionization. In this case, the largest values of \( c_j \) are concentrated at low temperatures where \( \alpha(a_jT_{\kappa}) \) is small, but a negative \( c_j \) can occur at a high temperature where the value of \( \alpha(a_jT_{\kappa}) \) is large, resulting in a net negative rate coefficient. In practice, we have found these negative rate coefficients to be insignificant. They only occur in cases where the process is unimportant. For example, with ionization, negative rate coefficients occur at low \( T_{\kappa} \) where the abundance of the relevant ion is very small. Thus, any negative rate coefficients that arise can be set to zero with negligible consequences for the CSD or the level populations. In the unlikely case that the negative rate coefficient is problematic, the reader can use the method described in Section 3.3 to find an improved Maxwellian decomposition with even smaller \( \sum_j |c_j| \).

3.5. Coefficients for Certain Values of \( \kappa \)

We have found fitting coefficients that describe kappa distributions as a sum of Maxwellians to very high accuracy. Tables 1–5 list the \( a_j \) and \( c_j \) parameters for \( \kappa = 1.7, 2, 3, 4, 5, 7, 10, 15, 20, 25, 30, 33, 50, \) and 100. The coefficients given in these tables can also be obtained using the IDL code that is included as a supplementary tar.gz file with this paper. The kappa distribution is approximated by substituting these parameters into Equation (13).

Table 6 gives some parameters describing the accuracy of the Maxwellian decompositions in Tables 1–5. The accuracy is calculated for \( E < E_{\text{max}} \), which is the energy below which 99.99% of the particles in the kappa distribution are found. The third column of Table 6 lists the maximum error \( R_{\text{max}} \). Also given is the sum of the magnitudes of the \( |c_j| \). These are all very close to unity with all of the \( c_j < 1 \). This implies that the intrinsic errors in the Maxwellian rate coefficients will not be magnified when calculating the kappa-distribution rate coefficients.

3.6. Coefficients for \( 1.7 < \kappa \leq 100 \)

We have also found that it is possible to find an approximation in terms of a sum of Maxwellians that varies reasonably smoothly as a function of \( \kappa \). This allows for the possibility of varying \( \kappa \) continuously. In order to find such fits, we fixed the set of \( a_j \) values, based on what we found by optimizing the results for particular values of \( \kappa \) (see Section 3.5 above). We then performed the linear least squares analysis to determine the best fit \( c_j \) corresponding to that set of \( a_j \). It turns out that the \( c_j \) then vary smoothly as a function of \( \kappa \), and these \( c_j(\kappa) \) can be fit by a polynomial. The resulting fits are accurate within a range of \( \kappa \) values, so once the desired accuracy is no longer met, a new set of \( a_j \) can be used and the results for the various \( c_j \) patched together piecewise. The end result is a continuous approximation of kappa distributions as a Maxwellian decomposition for \( \kappa = 1.7--100 \). The results cannot be expected to be as accurate as the fits found by optimizing the \( a_j \) for each \( \kappa \). However, the approach enables one to study how properties of spectra vary continuously as a function of \( \kappa \), though at the cost of some precision.

Table 7 gives the \( a_j \) and fitting parameters for the \( c_j \) in terms of polynomials in \( \kappa \), i.e.,

\[
c_j(\kappa) = \sum_n d_n \kappa^n.
\]

The \( a_j \) and \( c_j \) reproduced using these polynomial fits can also be obtained by using the IDL code that is included as a
### Table 1
Fitting Parameters for Maxwellian Decomposition of Kappa Distributions with $\kappa = 1.7, 2, \text{ and } 3$ (Equation 13)

| $j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ |
|-----|-------|-------|-------|-------|-------|-------|
| 0   | 5.00(−2) | 9.5183(−2) | 1.02(−1) | 5.9896(−2) | 1.16(−1) | 2.5922(−3) |
| 1   | 1.24(−1) | 3.5911(−1) | 1.68(−1) | 1.3330(−1) | 2.56(−1) | 9.3798(−2) |
| 2   | 3.27(−1) | 3.2983(−1) | 3.08(−1) | 3.3109(−1) | 3.54(−1) | 1.0364(−1) |
| 3   | 9.23(−1) | 1.4888(−1) | 4.41(−1) | 5.2666(−2) | 5.51(−1) | 3.3185(−1) |
| 4   | 2.798(0) | 5.4011(−2) | 7.73(−1) | 2.7887(−1) | 8.72(−1) | 1.8873(−1) |
| 5   | 4.266(0) | −9.8173(−3) | 2.043(0) | 1.0852(−1) | 1.391(0) | 1.9666(−1) |
| 6   | 7.695(0) | 2.0397(−2) | 5.56(0) | 2.5088(−2) | 2.920(0) | 6.8733(−2) |
| 7   | 1.320(1) | −8.5303(−3) | 8.611(0) | 4.1911(−3) | 6.437(0) | 1.1027(−2) |
| 8   | 2.0017(1) | 1.6425(−2) | 2.2182(1) | 1.3765(−2) | 1.1726(1) | 2.4131(−3) |
| 9   | 2.4556(1) | −8.5330(−3) | 2.6320(1) | −1.1296(−3) | 2.4583(1) | 3.7881(−4) |
| 10  | 4.5069(1) | 2.4445(−3) | 3.8883(1) | 3.5490(−3) | 4.1266(1) | 1.9485(−4) |
| 11  | 2.22953(2) | 1.1895(−3) | 2.08310(2) | 5.0451(−4) | 4.18810(2) | −4.1575(−5) |
| 12  | 3.52864(2) | −1.4909(−3) | 3.11017(2) | −2.2212(−4) | 7.95476(2) | 2.9298(−5) |
| 13  | 5.32171(2) | 7.6344(−4) | 9.30643(2) | −1.0136(−4) | ... | ... |
| 14  | 1.27669(3) | 3.0240(−4) | 2.45618(3) | 1.7277(−4) | ... | ... |
| 15  | 3.84582(3) | −1.9796(−4) | ... | ... | ... | ... |

**Note.** The entries of the form $a(b)$ are shorthand for $a \times 10^b$.

### Table 2
Same as Table 1 but for $\kappa = 4, 5, \text{ and } 7$

| $j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ |
|-----|-------|-------|-------|-------|-------|-------|
| 0   | 3.29(−1) | 1.1589(−1) | 4.62(−1) | 2.6404(−1) | 4.92(−1) | 1.6817(−1) |
| 1   | 5.98(−1) | 3.9529(−1) | 8.64(−1) | 4.9170(−1) | 8.12(−1) | 4.8515(−1) |
| 2   | 1.053(0) | 3.2316(−1) | 1.577(0) | 2.0295(−1) | 1.320(0) | 2.8210(−1) |
| 3   | 1.844(0) | 1.2715(−1) | 2.92(0) | 3.7629(−2) | 2.195(0) | 5.9684(−2) |
| 4   | 3.302(0) | 3.2476(−2) | 5.936(0) | 3.5942(−3) | 3.989(0) | 4.8443(−3) |
| 5   | 6.411(0) | 5.5656(−3) | 2.0618(1) | 8.1131(−5) | 1.1406(1) | 5.3502(−5) |
| 6   | 1.5520(1) | 4.7317(−4) | ... | ... | ... | ... |

### Table 3
Same as Table 1 but for $\kappa = 10, 15, \text{ and } 20$

| $j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ |
|-----|-------|-------|-------|-------|-------|-------|
| 0   | 5.18(−1) | 9.5556(−2) | 6.37(−1) | 1.9206(−1) | 6.06(−1) | 5.9165(−2) |
| 1   | 7.84(−1) | 4.5424(−1) | 9.61(−1) | 6.3165(−1) | 8.30(−1) | 4.4999(−1) |
| 2   | 1.190(0) | 3.7406(−1) | 1.526(0) | 1.7585(−1) | 1.139(0) | 4.2849(−1) |
| 3   | 1.920(0) | 7.4674(−2) | 3.966(0) | 7.0226(−4) | 1.643(0) | 6.2175(−2) |
| 4   | 5.058(0) | 4.8765(−3) | 5.633(0) | 1.3855(−5) | 3.475(0) | 1.7974(−4) |
| 5   | 5.550(0) | −3.3968(−3) | 7.0359(1) | −8.8205(−6) | ... | ... |

### Table 4
Same as Table 1 but for $\kappa = 25, 30, \text{ and } 33$

| $j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ | $a_j$ | $c_j$ |
|-----|-------|-------|-------|-------|-------|-------|
| 0   | 6.62(−1) | 1.0281(−1) | 7.29(−1) | 1.8056(−1) | 7.16(−1) | 1.2455(−1) |
| 1   | 9.26(−1) | 6.486(−1) | 9.76(−1) | 6.3110(−1) | 9.39(−1) | 5.8530(−1) |
| 2   | 1.328(0) | 2.4775(−1) | 1.333(0) | 1.8601(−1) | 1.185(0) | 2.1208(−1) |
| 3   | 2.827(0) | 8.4738(−4) | 1.873(0) | 2.2955(−3) | 1.406(0) | 7.8024(−2) |
| 4   | 1.4319(1) | −1.5625(−5) | 8.438(0) | 5.3631(−5) | 6.374(0) | 5.0427(−5) |
| 5   | 6.9158(1) | 3.4698(−6) | 3.145(1) | −1.8321(−5) | 8.7117(1) | −7.4012(−6) |
### Table 5

| \( \kappa \) | \( \sum a_j \) | \( \sum c_j \) | \( \sum \kappa \) |
|---|---|---|---|
| 50 | 1.723(−1) | 0.7010(−2) | 1.158(−1) |
| 100 | 1.723(−1) | 0.7010(−2) | 1.158(−1) |

### Table 6

| \( \kappa \) | \( E_{\text{max}}/kT_e \) | \( R_{\text{max}} \) for \( E < E_{\text{max}} \) | \( \sum \kappa \) |
|---|---|---|---|
| 1.7 | 632 | 0.0214 | 1.057 |
| 2 | 330 | 0.0250 | 1.103 |
| 3 | 777 | 0.0194 | 1.000 |
| 4 | 41.5 | 0.0020 | 1.000 |
| 5 | 29.7 | 0.0032 | 1.000 |
| 6 | 21.1 | 0.0009 | 1.000 |
| 7 | 16.7 | 0.0032 | 1.000 |
| 8 | 14.2 | 0.0026 | 1.000 |
| 9 | 13.1 | 0.0017 | 1.000 |
| 10 | 12.5 | 0.0015 | 1.000 |
| 11 | 12.2 | 0.00077 | 1.000 |
| 12 | 12.2 | 0.00055 | 1.000 |
| 13 | 11.5 | 0.00282 | 1.000 |
| 14 | 11.0 | 0.0020 | 1.000 |

**Note.** \( E_{\text{max}} \) is the energy below which 99.99% of the particles are found, i.e.,

\[
f_{E_{\text{max}}}^{E} f_{E, \kappa} (E, \kappa, T_e) dE = 0.9999.
\]

supplementary tar.gz file with this paper. When these \( a_j \) and \( c_j \) are used to approximate the kappa distribution, the results have \( R_{\text{max}} \lesssim 25\% \) in the energy range where 99.9\% of the particles are found. The \( R_{\text{max}} \) is typically better than 30\% for the extended energy range that includes 99.99\% of the particles. Figure 3 illustrates the accuracy as a function of \( \kappa \). Given that the uncertainties in the atomic data themselves are typically about 20\%, this is a reasonable accuracy for modeling spectra. Additionally, the magnitudes of the \( \sum c_j \) sum to less than 1.3 in all cases, and for most \( \kappa \) the sum is below 1.02.

An alternative method for modeling spectra for continuously varying \( \kappa \) is to perform a linear interpolation of the rate coefficients between two \( \kappa \) values at which the rate coefficients are known accurately. Either method can be used, and the difference between the methods gives an estimate of the uncertainty in the modeled data. We have found small differences of \( \lesssim 10\% \) for a few test cases of using linear interpolation of the rate coefficients versus the Maxwellian sum method with the \( c_j \) from the polynomial fits in Table 7.

### 4. COMPARISON OF METHODS

As will be shown below, the Maxwellian decomposition and reverse-engineering methods give similar results for generating kappa-distribution atomic data and predicting properties of the plasma, such as the CSD and line intensity ratios. Summing Maxwellians has, additionally, several other qualitative advantages. A major one is that it can be implemented in a straightforward way using existing spectroscopic analysis software, such as CHIANTI. This is in contrast to reverse-engineering methods, where a new database of rate coefficients must be constructed for each value of \( \kappa \). Also, with the decomposition approach, the parameters for the Maxwellian sum can be optimized until an approximation with the desired properties has been obtained. By adding more components to the sum, the approximation can be made accurate to very high energies. As the accuracy of the kappa-distribution rate coefficients is mainly determined by the precision with which the Maxwellian sum approximates the kappa distribution, it should be similar for all of the atomic data and any improvements in the decomposition approach are automatically propagated into the derived data. This also implies that the approximation for very small values of \( \kappa \) can be made as accurate as that for larger, more Maxwellian, kappa distributions. This is in contrast to the reverse-engineering approach, where the errors increase for small \( \kappa \), because some of the approximations used to generate the rate coefficients become increasingly inaccurate. Below, we compare our results for the rate coefficients, CSD, and emissivities with those obtained using the reverse engineering approach. Specifically, we use the KAPPA package developed by Džifčáková et al. (2015).

### 4.1. Rate Coefficients

KAPPA is a database of reverse-engineered rate coefficients and related atomic data derived from those kappa-distribution rate coefficients. Džifčáková et al. (2015) have, for a few cases, compared their rate coefficient results with a direct integration of the cross sections. For those test cases they found that the agreement was better than 10\% and in most cases the precision is better than 5\%. In order to give examples from both both relatively smooth and highly resonant processes, we consider ionization and recombination rate coefficients.

For the ionization rate coefficients, we generally find excellent agreement between the reverse-engineering and Maxwellian decomposition approaches. Figure 4 shows an example of the ionization rate coefficient for Fe\(^{2+}\) forming Fe\(^{3+}\) with \( \kappa = 2 \). We choose \( \kappa = 2 \) because it is the most nonthermal distribution in the KAPPA package. In the figure our result is shown by the solid curve, while the dashed curve indicates the values given by the KAPPA package. The
Table 7
Fitting Kappa Distributions for Continuously Varying $\kappa = 1.7$–100

| Range | $a_1$  | $a_2$  | $a_3$  | $a_4$  | $a_5$  | $a_6$  | $a_7$  | $a_8$  | $a_9$  |
|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $1.7 < \kappa \leq 2.0$ | 0.049  | 1.56729(0) | -1.59895(0) | 4.07812(1) | ... | ... | ... | ... | ... |
| $2.0 < \kappa < 2.4$ | 0.049  | -4.77764(2) | 4.21978(2) | ... | ... | ... | ... | ... | ... |
| $2.4 < \kappa < 3.7$ | 0.080  | 8.35027(0) | -1.08223(1) | 4.68258(0) | ... | ... | ... | ... | ... |
| $3.7 < \kappa < 4.5$ | 0.302  | 1.90613(0) | ... | ... | ... | ... | ... | ... | ... |
| $4.5 < \kappa < 5.2$ | 0.302  | 6.04673(0) | -5.53465(0) | 2.11477(0) | ... | ... | ... | ... | ... |
| $5.2 < \kappa < 7.3$ | 0.397  | 1.69355(0) | -7.38559(1) | 1.29662(1) | ... | ... | ... | ... | ... |
| $7.3 < \kappa < 10$ | 0.662  | 1.64244(1) | 4.05870(1) | -1.98344(1) | ... | ... | ... | ... | ... |
Table 7
(Continued)

| Range | $a_1$ | $d_0$ | $d_1$ | $d_2$ | $d_3$ | $d_4$ | $d_5$ | $d_6$ |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 7.3 \leq \kappa < 8.4 | 0.397 | 1.69355(0) | \ldots | \ldots | \ldots | 1.29662(1) | \ldots | \ldots |
| 8.4 \leq \kappa < 11.5 | 0.452 | 1.30350(0) | \ldots | \ldots | \ldots | 1.42523(1) | \ldots | \ldots |
| 11.5 \leq \kappa \leq 13.5 | 0.452 | 1.30350(0) | \ldots | \ldots | \ldots | 1.42523(1) | \ldots | \ldots |
| 13.5 \leq \kappa < 18.0 | 0.452 | 1.30350(0) | \ldots | \ldots | \ldots | 1.42523(1) | \ldots | \ldots |
| 18.0 \leq \kappa | 0.411 | 4.7555(2) | \ldots | \ldots | \ldots | \ldots | \ldots | \ldots |

Note. Here $c_f(\kappa) = \sum_n d_n \kappa^n$. The entries of the form $a(b)$ are shorthand for $a \times 10^b$.

Figure 4. The ionization rate coefficient $q_{\alpha}$ for Fe$^{3+}$ forming Fe$^{4+}$ as a function of $T_e$, for $\kappa = 2$. The solid curve shows our result using the Maxwellian decomposition method, while the dashed line indicates the result using the KAPPA package of Dzifčáková et al. (2015). The lower panel indicates the relative error given by (KAPPA result − our result)/our result.

lower panel shows the relative error (the KAPPA-package result − our result)/our result. In this case we find that the derived rate coefficients agree to better than 5% at every temperature. We do, however, find that the KAPPA package gives a value that is systematically smaller than ours, by a few percent. Such discrepancies are common for the other kappa rate coefficients and also occurs for the Maxwellian ($\kappa = \infty$) rate coefficient given in that package. For this reason, we suspect that the discrepancy is due to the truncation of the integral over the cross section in the KAPPA package calculations. Additionally, for some of our fits for different $\kappa$, we find discrepancies at low $T_e$. This appears to be due to the negative $c_f$ in our approximation. While these can lead to apparently large relative errors, we find that they have negligible influence on the CSD.

Figure 5. Same as Figure 4, but for the total recombination rate coefficient $\alpha_R$ for Fe$^{2+}$ forming Fe$^{3+}$. The rate coefficient includes both RR and DR.
The recombination rate coefficients also usually show good agreement, although there are some discrepancies at low $T_e$, for low charge states. Figure 5 shows the total recombination rate coefficient (DR + RR) for Fe$^{2+}$ forming Fe$^{1+}$ with $\kappa = 2$. The solid curve illustrates our result, which is compared to the result from the KAPPA package as shown by the dashed curve. The lower panel gives the relative difference between the two methods. For this ion we find that there is a discrepancy of about 30% at low temperatures. A similar discrepancy is present for other values of $\kappa$, which suggests that the error is caused by the approximations used in the reverse-engineering approach. Similar errors are found for other low charged Fe ions, up to about Fe$^{2+}$, but for more highly charged ions the agreement is excellent, within a few percent, over the entire temperature range. For the Fe$^{2+}$ rate coefficient shown in the figure, one can also see a discrepancy at very high temperatures. The reason for this discrepancy is unclear. However, as the abundance of Fe$^{2+}$ is essentially zero at such high energies, this uncertainty will not affect the CSD.

4.2. Equilibrium CSD

The ionization and recombination rate coefficients affect the spectra through the CSD. In order to further compare the Maxwellian decomposition and reverse engineering, we have calculated the equilibrium CSD using our rate coefficients, ignoring multiple ionization for the moment, and compare to the results given by Dzifčáková & Dudík (2013) and available in the KAPPA package.

The equilibrium CSD is known as collisional ionization equilibrium (CIE). Because the CSD is not evolving in time, the left side of Equation (7) is zero. This also implies that the density is a constant factor and plays no role in the solution. For a given temperature, we have a system of algebraic equations. It is easy to see that Equation (7) can be written as a matrix

$$Ay = 0,$$

(20)

where $A$ is the matrix of the rate coefficients and $y$ is the vector of abundances with elements $y_q$. Equation (7) includes multiple ionization rate coefficients, which were not included in the calculations of Dzifčáková & Dudík (2013), so for this comparison we will consider only single ionization. The effect of EIMI on the CSD for a kappa distribution is explored in more detail below, in Section 5.

In order to obtain a unique solution to Equation (20), an additional equation is needed. For this, we require that abundances be normalized so that

$$\sum_q y_q = 1.$$

(21)

This condition is implemented by replacing one of the rows of Equation (20) with Equation (21); see, for example Bryans et al. (2006).

For temperatures of $T_e = 10^5$–$10^8$ K, we find good agreement between our CSD results and those in the kappa package, with discrepancies of $\lesssim 10\%$. However, at lower and higher temperatures there can be larger differences. The top panel of Figure 6 shows the relative abundances of Fe charge states for $\kappa = 2$, with our results illustrated by the solid curves and those in the KAPPA package indicated by the dashed curves. The lower panel shows the ratio of our (New) calculations to the (Old) calculations of Dzifčáková et al. (2015). The curves are plotted only for those temperatures where the abundance of the corresponding charge state is greater than 1%. Over most of the temperature range, the agreement is very good, which is also the case for other values of $\kappa$. However, at very low and very high temperatures, the discrepancies can be $\sim 50\%$. At low temperatures, one cause of the discrepancy is the inaccuracy in the reverse-engineering generated DR rate coefficients. The inaccuracy of the Maxwellian decomposition in the far tail of the kappa distribution can lead to inaccuracy in the ionization rate coefficients and so can also contribute to discrepancies at low temperatures, as discussed in Section 3.4. The reason for the discrepancies in the CSD at high temperatures is not clear.

4.3. Level Populations and Line Emissivities

In addition to modeling the CSD, the Maxwellian decomposition method can also be used to model the level populations and emissivities of spectral lines. This modeling can be done in a straightforward way using the CHIANTI emiss_calc function with the sum_mwi_coef keyword set. This function calculates the emissivities, that is, level populations multiplied by radiative decay rates, for a given temperature and...
density. The keyword causes the emissivities to be calculated for a distribution that is a sum of Maxwellsians weighted by the coefficients $c_j$ (Landi et al. 2006). The KAPPA package also has a function for calculating emissivities that is an extension of the CHIANTI function and is called _emiss_calc_k_ (Dziříčáková et al. 2015).

Here, we compare our results for the intensity ratio of several transitions of O vi, which is an abundant ion that is commonly observed in solar physics. The transitions we consider are $1s^22s^2S_{1/2} \leftrightarrow 1s^23p^2P_{1/2,3/2}$ at 150 Å, $1s^22p^2P_{1/2,3/2} \leftrightarrow 1s^23d^2D_{3/2,5/2}$ at 173 Å, and $1s^22s^2S_{1/2} \leftrightarrow 2s^22p^2P_{3/2}$ at 1032 Å. Figure 7 plots the ratios of the 150 Å/1032 Å and 173 Å/1032 Å lines as a function of $\kappa$ for a fixed temperature of $T_e = 1$ MK and density $n_e = 10^8$ cm$^{-3}$, which are typical of the solar corona. The solid curves in the figure were obtained using our method, with the Maxwellian distribution parameters found for every value of $\kappa = 1.7$–50. The filled circles indicate the ratios given by the KAPPA package and show the values of $\kappa$ available in the package.

Diagnoses for $\kappa$ based on line intensity ratios have been proposed (Dziříčáková & Kulinová 2011; Dudík et al. 2014, 2015). One limitation of the reverse-engineering method has been that it is a complicated process to obtain all of the atomic data necessary to calculate these ratios, and so only data for certain discrete values of $\kappa$ are available. The Maxwellian decomposition approach offers the possibility of easily modeling line intensity ratios for any value of $\kappa$. Thus, given a set of observed line ratios, it is possible to find a parameter space of $\kappa, T_e$ and $n_e$ that is consistent with the data, and constrain all three of these quantities.

5. INFLUENCE OF EIMI ON THE CSD

EIMI is a process in which a single electron–ion collision causes two or more bound electrons to be removed from the ion. Hahn & Savin (2015) tabulated cross section data for EIMI of Fe, which can be used in CSD calculations. They showed that for Maxwellian plasmas, EIMI has only about a 5% affect on the CIE abundances, but for dynamic plasmas EIMI can significantly change the evolution of the plasma compared to what is expected if only single ionization is considered in the calculations.

In plasmas with a kappa EED, the effect of EIMI on the CIE abundances may be much larger than for a Maxwellian plasma. This is because the kappa distribution has a long high energy tail. For a Maxwellian electron distribution, there are few electrons at energies above the energy threshold for EIMI. Thus, for a Maxwellian, very high temperatures are needed for EIMI to occur, but at such high temperatures the abundances of the ion undergoing EIMI is very small. As a result, the net effect of EIMI on the equilibrium CSD is small for a Maxwellian distribution. In contrast, the high energy tail of kappa distributions implies that a significant fraction of nonthermal electrons have energies above the EIMI threshold, even at moderate temperatures.

We have calculated the CIE abundances for iron including EIMI by solving Equation (7) with the time derivative set to zero, as described above in Section 4.2. However, in this case we keep the multiple ionization terms. The results for a large value of $\kappa = 25$ and a very small $\kappa = 1.7$ are shown in Figures 8 and 9, respectively. The solid curve in the figures shows the CIE abundances as a function of $T_e$ with EIMI included in the calculation, while the dashed curve illustrates the result if EIMI were ignored. The lower panel shows the ratio of the results that include EIMI to those that use only single ionization. In both plots, the curves are only plotted for $T_e$ where the abundances are greater than 1%.

The figures show that EIMI has a significant effect on the CSD even in equilibrium for kappa distributions. Even for relatively weak kappa distributions, such as $\kappa = 25$ the CSD differs by up to 40% from what would be expected with only single ionization. In this case, the largest relative effect appears to be in the low charge states, which becomes ionized to higher charge states at lower temperatures when EIMI is included. The influence of EIMI grows as the distribution becomes more nonthermal. For $\kappa = 1.7$, the largest discrepancies occur for $T_e$ between about 10$^6$ and 10$^7$ K, where EIMI can change the CSD by a factor of 2–7. The iron charge states in this temperature range have their outermost electrons in the $M$ shell. EIMI significantly modifies the CSD at these temperatures, because the kappa distribution contains enough high energy electrons to ionize from the $L$ shell. The resulting $L$-shell hole leads to autoionization of an $M$-shell electron, ending in a net double ionization (Hahn & Savin 2015).
6. TRANSIENT EVOLUTION OF A PLASMA WITH VARYING $\kappa$

6.1. Timescales

The availability of rate coefficients for any value of $\kappa$ allows one to model plasmas with a changing $\kappa$. One useful way to quantify the response of plasma to a change in $\kappa$ or $T_\kappa$ is to calculate the timescale for the CSD to reach equilibrium following a change in the EED. For Maxwellian EEDs, these timescales are calculated for changes in $T_e$ and are useful in the analysis of plasmas that evolve following a sudden heating, such as in supernova remnants (Masai 1984; Hughes & Helfand 1985; Smith & Hughes 2010). The same methods for calculating these timescales for changes in $T_e$ in Maxwellian plasmas can be used to derive the timescales for changes in $T_\kappa$ and $\kappa$ in kappa plasmas. Following Masai (1984), Equation (7) can be written as

$$\frac{dy}{dt} = n_e A(\kappa, T_\kappa)y.$$  \hspace{1cm} (22)

If $\kappa$, $T_\kappa$, and $n_e$ are constant, such as following a jump from a different set of values for these parameters, then the solution is $y(t) = y_0 \exp\left[n_e t A(\kappa, T_\kappa)\right]$. The exponential of a matrix is defined by the Taylor expansion in powers of the matrix $A$. The matrix multiplications are more easily carried out by diagonalizing the matrix by finding its eigenvectors and eigenvalues. Doing so, one finds that the solution to Equation (22) can be written as

$$y(t) = S \begin{bmatrix} \exp(\lambda_1 n_e t) & 0 & \cdots \\ 0 & \exp(\lambda_2 n_e t) & 0 & \cdots \\ \vdots & 0 & \ddots & \cdots \end{bmatrix} S^{-1} y_0,$$  \hspace{1cm} (23)

where $S$ is the matrix in which each $k$th column is the eigenvector corresponding to the eigenvalue $\lambda_k$ of the diagonal matrix. The density-weighted timescales for equilibration are then given by $1/\lambda_k$ in units of $n_e t$. Note that the eigenvectors represent linear combinations of the elements of the vector $y$. The individual elements of the vector correspond to specific charge states.

These timescales could be calculated for any combination of changes in $\kappa$ and $T_\kappa$. Here, we show the timescales for a change in $\kappa$, while keeping $T_\kappa$ fixed. Figure 10 shows the maximum timescale $1/\lambda_k$ for a function of $\kappa$ for $T_e = 10^5$, $10^6$, and $10^7$ K. This timescale represents the time it would take for the slowest evolving eigenvector to come to equilibrium. The figure shows that the equilibration timescale is shorter for smaller values of $\kappa$, where the distribution is most nonthermal, while the timescale is longer for larger $\kappa$ where the distribution is closer to a Maxwellian. An explanation for this is that kappa distributions have both more low energy particles and more high energy particles than a Maxwellian with $T = T_\kappa$. This property becomes more pronounced at smaller values of $\kappa$. Since the recombination rates are generally greater for lower energies and the ionization rates tend to be greater for higher energies, distributions with more high- and low-energy particles respond faster.

6.2. CSD Evolution for Solar Flares

Nonthermal EEDs are produced in solar flares (e.g., Seely et al. 1987). Some studies suggest that the energy distributions could be well described by kappa distributions with $\kappa \approx 2$–8 (Kašparová & Karlický 2009; Oka et al. 2013). Using our results for the atomic data for a kappa distribution, we can study how the CSD of the plasma evolves in response to a flare.

In order to describe the CSD as a function of time, we solve Equation (7) numerically. Initially, we begin with a CSD that corresponds to a Maxwellian distribution, $\kappa = \infty$, with $T_e = 1$ MK. This approximately represents the quiescent state of the corona. We assume that the flare turns on as a sudden jump that immediately changes the EED and consequently the rate coefficients, but that the CSD evolves more slowly. For the parameters of the flare EED, we use results from Kašparová & Karlický (2009). They analyzed data from hard X-ray spectra and found that for a coronal source, the spectra could be described using a kappa distribution with $\kappa \approx 8$ and $T_\kappa \approx 15$ MK. We used these values in our calculation.
Figure 11 shows the time evolution of several selected charge states of iron, following the sudden change in $\kappa$ and $T_e$. Three versions were considered. The solid curves show the case in which EIMI is included, $\kappa = 8$, and $T_e = 15$ MK. The dashed curve illustrates the same scenario, but includes only single ionization. Finally, the dotted curve includes EIMI, but models only the jump in $T_e$ and constant $\kappa = \infty$ (i.e., the Maxwellian case). Comparing first the kappa curves with and without EIMI, it is clear that EIMI increases the rate at which the CSD evolves through the lower charge states, but has less of an effect for the higher charge states. Next, comparing the CSD evolution with $\kappa = 8$ and EIMI versus the Maxwellian, we find several differences. First, the CSD evolves toward a different equilibrium, as can be seen in the plot at large times where the abundances of Fe$^{18+}$ and Fe$^{20+}$ are asymptotically toward different equilibrium values for the two distributions. The two distributions evolve on similar timescales, although in some cases the $\kappa = 8$ CSD lags the Maxwellian CSD. This seems to contradict the timescale analysis above, which implied that the $\kappa$ distribution reaches equilibrium faster than a Maxwellian. However, the timescale analysis considers the general CSD rather than any particular charge state and so is not directly comparable to these results. For coronal densities of $\sim 10^8$–$10^9$ cm$^{-3}$ the difference in the evolving timescales are of order seconds or tens of seconds. Such differences are at about the current temporal resolution of solar observations, such as those from the Solar Dynamics Observatory (Lemen et al. 2012; Woods et al. 2012).

Although we have focused on the parameters relevant to a coronal X-ray source, we have found qualitatively similar results for footpoint sources. The values of $\kappa$ at the footpoints that have been inferred from observations are usually smaller, with values of $\kappa \approx 2$–3. The analysis at the footpoints is also more complex as a model of the spectra should include the structure of the chromosphere and transition region, opacity, and hydrodynamic effects in more detail. Nevertheless, our results indicate that the evolution of the plasma CSD in response to a flare can be significantly changed by the presence of a non-thermal distribution, both in the corona or at the footpoints of the flare loop.

7. SUMMARY

We have shown that a kappa distribution can be approximated by a sum of Maxwellians to an accuracy of better than 3%. This approximation can easily be used to generate collision data needed to model the CSD and other spectroscopic properties of plasmas with kappa EEDs. The resulting data are at least as accurate as those obtained using other methods. In particular, we have found that our results are in good agreement with those obtained using the KAPPA package of Dzifčáková et al. (2015). This not only demonstrates that our Maxwellian decomposition method is a good alternative to the reverse-engineering approach, but also provides an independent estimate of the uncertainty in that method. For many purposes, either method can be used to a similar level of precision.

However, summing Maxwellians has some advantages compared to other approaches. These are, first, that it is easy to use and can readily be incorporated into existing spectroscopic analysis software. Second, Maxwellian data for essentially any process can be used to generate kappa-distribution data by using the same small set of fitting parameters. This contrasts with reverse-engineering methods where specific approximations must be used for each atomic process and large databases of rate coefficients must be generated for each $\kappa$ in order to model spectra. A related advantage is that any updates in the tabulated Maxwellian atomic data are automatically propagated into kappa-distribution data obtained using the decomposition approach. This is in contrast to reverse-engineering methods, for which it is necessary to recalculate the relevant rate coefficients. Additionally, the uncertainties with the decomposition approach mainly reflect the accuracy with which the Maxwellian sum approximates the kappa distribution. Thus, finding a more accurate approximation will improve all of the data. Finally, any value of $\kappa$ can, in principle, be approximated to the same accuracy so that the atomic data derived for small $\kappa$ can be as accurate as that derived for large $\kappa$.

We have applied the Maxwellian decomposition method to several examples, mainly focusing on the CSD. First, we incorporated EIMI into CIE calculations and found that EIMI can significantly change the equilibrium CSD. The effect is greatest for small values of $\kappa$, which makes sense as such distributions have the largest nonthermal tails. Next, we studied the evolution of the CSD in a plasma in which both $\kappa$ and $T_e$ can vary. For small values of $\kappa$, the CSD is predicted to evolve toward equilibrium faster than those for larger values of $\kappa$ or Maxwellian plasmas. The time dependent CSD equation was solved for several cases that model flares as generating a kappa EED and the time evolution of the various charge states was found. The charge states in a kappa-distribution plasma evolve toward a different equilibrium than those for a thermal distribution. EIMI was found to speed up the rate at which the plasma ionizes up through the lower charge states.

The method of approximating kappa distributions as a sum of Maxwellians is not new, but seems to have fallen out of favor recently in comparison to other methods. This neglect is not justified. The accuracy, ease of use, and portability of the method make it a useful tool for spectroscopic analysis. The same methods can also be applied to other nonthermal distributions beyond kappa distributions. The main issue is to find systematic methods for performing the Maxwellian decomposition to high accuracy.
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