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Analysis of whether news on the Internet is real or fake by using deep learning methods and the TF-IDF algorithm
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ABSTRACT

Internet use has become increasingly widespread nowadays. In addition, there is a significant increase in the amount of text content produced in digital media. However, the accuracy and inaccuracy of the news we read and the content produced in a large number are also unknown. In this study, classification and analysis of whether the news is real or not were done by using Deep Learning methods. For the English news, the data set created by Katharine Jarmul was used. The data set contained a total of 6336 news items. The distribution of this data set, which consisted of political and political news, was 50% fake and 50% real. The method used in text classification was Term Frequency - Inverse Document Frequency (TF-IDF). The classification was made with the data set used and 93.88% success and 6.12% error were obtained as a result of the analysis.

© 2021, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).

1. Introduction

Especially with the increase of news on the internet, the importance of obtaining accurate news and clear information has also increased. The increase in the number of news has also led to an increase in false news. In this article, text mining methods and deep learning techniques are used together to classify real and fake news. This study is important in terms of automatically and efficiently determining real and fake news, making news analysis faster and more efficient, and eliminating such problems in news analysis.

Deep learning is an artificial intelligence method used in areas such as object recognition, speech recognition, and natural language processing, and it uses multi-layer artificial neural networks. Today, many researchers in different fields such as big data [1-6], autonomous vehicles [7, 8], handwritten character recognition [9, 10], medical image processing, natural language processing [11, 12], signature verification, voice and video recognition, are using deep learning method in their studies conducted in the most popular and challenging areas of the world [13-16].

In the deep learning method, the learning process is performed through examples. There is no need to use rule sets to solve the problem. It is sufficient to select a model that provides a solution to the problem by evaluating the samples or to create it. Therefore, model selection should be done well [17-19]. Deep learning structures often enable the design, training, and accurate analysis of artificial neural networks using highly programmed interfaces. Some of the most used deep learning libraries are Caffe2, PyTorch, Tensorflow, etc. As a working style, they use multiple graphics processing units (GPU) for high performance; the biggest reason for graphic processors, such as CUDA and cuDNN, to use accelerated libraries is that they can be trained quickly [20].

Today, many studies are carried out on text and sentence classification problems. One of the most important problems of the text classification [21] is that the texts to be classified are not structural [22]. The success rate can be increased by
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using deep learning method in analysis studies conducted with classification algorithms [23] on text processing [24, 25]. As a success criterion, the quality of word representations comes to the fore.

Term Frequency-Inverse Document Frequency (TF-IDF) is used for word representation and Word2Vec [26] is used for fast text [23]. TF-IDF can be used in the so-called subject grouping together with the detection of the articles, in the inference of the author and the classification of the author and the subject [11, 27]. The text classification algorithm developed for author recognition has been successful as a result of experiments [28]. The classification success of texts has been seen as 81.2% [29]. It has been shown that with a 93.3% accuracy rate, much better performance achieved with classification algorithms based on machine learning [9, 10]. In a study on the problem of Turkish text classification [30], as a result of the analysis, it was observed that the stationary words were removed and there was an increase in the classification performance. However, it was not observed that taking word roots had a positive effect on classification accuracy. In other studies, it has been determined that the most successful is the term weights TF and TF * IDF [31].

The purpose is to perform automatic detections by using text mining methods in the interpretations on the internet. In this study, together with 444 comments related to this project, by using the TF-IDF classification algorithm, the success measurements and comparisons ensured in the model can be made. The most successful algorithm among the compared algorithms has been found to be consecutive minimal optimization (88.73%) [32]. It is observed that the number of academic studies published on the internet increases day by day [33]. The words in the news texts are created using the FastText model, which is used very popularly in the recent literature as word embedding. The model is tested individually first by a single sentence and then by the first two sentences through training the full text in each news [34].

A system of detection from comments was developed with analysis on Turkish texts such as social media posts, customer reviews, novels, etc. [35, 36]. The increase in internet and social media use has also increased the sharing of textual information [33]. Classification of the tweets written on the sector has been carried out [37, 38]. It has been investigated that whether there is any theme of emotion among Turkish and English tweets, and if any, a classification of emotions has been performed [39, 40]. The parts obtained from the Turkish texts and the TREMO data set used in the area of emotion extraction have been compared with the classification results obtained using different machine learning algorithms [10]. Classification and modeling are applied to the data set prepared via Facebook. Knowing that it is effective in social media mining, this method has been studied and shown as a text classification [31, 41]. Test data collected using web scraping methods as summaries of news on Turkish news websites are classified using vector learning methods and depth learning methods together with using a "hot coding". A 90% classification success is achieved [10].

To solve the classification problems of websites by using the artificial neural network [42, 43], two different approaches (dual classification or multiple classifications) are applied. Both approaches were tested on Web sites collected within the scope of a study and a comparison of their performance was observed [44]. ANN is one of the self-learning methods. It leads to the emergence of deep learning [12]. The Regional Based Convolutional Neural Network (RCNN), long and short-term memory (LSTM) [31, 39], and convolutional neural network (CNN) models can be used in sentence classification studies [36].

In the data set used in our deep learning study we conducted classification by using TF-IDF, and 93.88% success and 6.12% errors were detected. Compared to the algorithms used in the references, the success rate was 2.12 percent less than the DSA algorithm and 0.52 percent less than the Random Forest algorithm, but it showed a noticeable success compared to other algorithms.

2. Materials and Methods

2.1 Parts of the System’s Control Structure

ANN (artificial neural network) is called logical software working similarly to the human brain and it has been developed to think, learn, generalize, remember, and produce new information like brain. ANN is called synthetic structures that mimic biological neural networks. In the artificial neural network model, there are 3 layers: the input layer, hidden layer, and output layer [45]. The cell structure of the Artificial Neural Network is shown in Figure 1 [46]. The X input, W weights, \( \sum \) Transfer function, and net-input that will enter the activation function are shown in figure 1.

As stated in Equation 1, in order to reach the output in Figure 1, the threshold value is summed with the inputs.

\[
\text{Result} = f = (\sum_{i=1}^{n} w_i x_i + \theta) 
\]

(1)

Where \( x_i \) refers to input values, \( w_i \) refers to weight values, and \( \theta \) refers to threshold value.

The activation function provides curved equalization created by the input layers and the output layers.

![Figure 1. Artificial neural network cell structure](image-url)
Caution should be exercised when choosing the activation function because this choice significantly affects the performance of ANN. The activation function is unipolar (0-1), but can be selected as bipolar (-1+1) or linearly qualified. It is the segment that facilitates the introduction and learning of a nonlinear structure in ANN. Sigmoid and ReLU are activation functions.

The most important reason for using the sigmoid activation function is that it compresses the value between 0 and 1. Therefore, it is used in models that find the probability of an event occurring. Although the derivative of the sigmoid function exists, the Sigmoid function is stationary, but its derivative is not stationary. The sigmoid function can cause the model to pause during training. For this reason, it is not recommended for use in machine learning models, which are described as complex. The sigmoid function divides the data into two classes [46]. In Equation 2, the mathematical formula of the Sigmoid function is given. Its values are between 0 and 1.

\[ \sigma(X) = \frac{1}{1+e^{-x}} \]

ReLU (Rectified Linear Unit) is a nonlinear function, also known as the transfer function. It is known that the ReLU function takes the value of 0 for the inputs given as negative, whereas it takes the value of x for the inputs given as positive. Today, ReLU is the most used activation function that is generally utilized in Deep Learning and Convolutional Neural Networks [7].

\[ R(z) = max(0, z) \]

The mathematical formula of the ReLU activation function is given in Equation 3. If the value obtained as a result of the activation process is negative, it takes the value 1, if it is positive, it takes the value 0.

Deep learning is expressed as the prediction of data sets created by keeping the created and used data together within the framework of the desired results. It is also called the machine learning method because of the multiple layers created. Deep learning (machine learning) is summarized as the sub-branch of artificial intelligence [13, 47]. The word 'deep' in the Deep Learning method refers to having more than one hidden layer. A sample layer structure of the Deep Learning is shown in Figure 2 [48].

While performing deep learning, three different methods can be used: Supervised, Semi-Supervised, or Unsupervised.

In Deep learning methods, together with a large amount of data entering, being able to distinguish between different features are learned. In the learning process, it is determined that the excess data given as input increases success. As the data is processed, it changes its position by passing to the next layer. It is known that as the upper layers are passed, the number of details extracted from the given one increases. It is also known that there are more than one deep model types. These are Multilayer Perceptron, Convolutional Neural Networks, and Recurrent Neural Networks.

Multilayer perceptrons (MLP) have been created as a result of the studies conducted to solve the “exclusive or (XOR)” problem. It has been observed that MLP is effective when classifying and generalizing. Since many inputs will not be enough for a single neuron, more than one neuron is needed for parallel processing. It takes the data from the input layer and transfer to the hidden layer. The intermediate layer can differ as being at least one layer. The exit of each layer becomes the entrance of the next layer. Each neuron is attached to the neurons in the next layer. The output layer determines the output of the network by processing the data received from the previous layer. The number of outputs is equal to the number of elements in the output layer. A training set consisting of sample inputs and outputs is essential for the network to learn.

The usage areas of Deep Learning are increasing day by day. Today, it is mostly used in areas such as face detection, sound detection, and vehicles with auto-pilot feature and called driverless vehicles. In alarm systems, it is thought that since examining the continuous camera recordings leads to loss of time, technologies such as alarm system warnings operating depending on unusual movements provide convenience. Today, this is possible with deep learning methods. Thanks to the deep learning methods used in the health sector, cancer research has gained momentum and it is observed that it eliminates the loss of time. It can be easily diagnosed whether the cells are cancerous or not by recognizing the samples marked as cancerous cells by deep learning algorithms. With this process, fast and successful results are obtained. As in other areas, deep learning methods can be also developed to improve the quality of images in cyber threat analysis.

2.2 Natural Language Processing

In the literature, languages are examined in two categories; these are machine language and the natural language we use in everyday speech. Natural language processing has been developed for computers to understand and interact with the language that people speak. It is also called the process by which computers qualify natural languages.

Directly imported objects cannot be used for the classification of texts. Data is obtained from these extracted parts of the text.
objects and the process is carried out on these data. In the classification process, the separation of the texts into classes by pre-processing the texts ensures that successful results are obtained by facilitating the process to be done in the next step. Various categories are produced on the texts whose classification is desired, and various steps such as Lower-Case process, tokenization process, stop words extraction, stemming process, lemmatization process, and BoW process are applied.

The Lower-Case Process is used to eliminate differences by translating all the words in different sentences into lowercase letters in existing texts.

The Tokenize process stays on the whole of the texts in most data sets. Since it is not functional to operate with these texts, the data must be separated into parts and removed. This process is called token (shred) and Tokenizing is done as a string.

On the other side, words that we use a lot in our daily lives and that does not make sense when used alone are called “Stop Words”. The elimination of words such as “and”, “or”, and “at” in the texts in order not to deviate from the accuracy of the text models to be studied is expressed as the Stop Words process.

The Stemming Process is described as Stemming tightening in Turkish. It is one of the most important steps in data preprocessing. It is known as the process of obtaining a root by trying to cut the suffixes in the front and the end in existing words.

Table 1 shows the examination of the words stemming process. As shown in the table, it does not discriminate while descending to the roots of the words. For this reason, it can be successful in some cases. Lemmatization Process, called as the Lemmatization root analysis in Turkish, is a word unitization. It has similar features with the Stemming process. In both processes, the aim is to obtain root. The Lemmatization Process tries to extract a morphological or semantic root from words. If this process is done, more accurate results will be obtained by discarding the excesses that are described as noise.

Table 2 shows steps of the Lemmatization process. The most important feature of the lemmatization process is that it is linguistic. To obtain an accurate lemma, the given words should be analyzed morphologically.

BoW (Bag of Word) is a process used in natural language processing to simplify models. The words in the texts are kept in a bag with the BoW model. While holding together, grammar and sequence errors are not taken into account. It is the most used method for extracting attributes in texts in data sets being used.

Table 2. Lemmatization process

| Word      | Morphological Information          | Lemmatization |
|-----------|-----------------------------------|---------------|
| Flies     | 3rd person, Singular, Present     | fly           |
|           | Simple Tense                      |               |
| Flying    | 3rd person, noun-verb, Present    | fly           |
|           | Tense                             |               |

We know that Natural Language Processing is examined in two categories; machine and everyday speech languages. Natural language processing is used because computers cannot understand the language that people speak. It is known that the texts written on computers are digitized as 0 and 1. The large data sets used in Natural Language Processing and the texts in these data sets are digitized by various methods by computers. This digitization process is carried out with various algorithms and methods.

Loss function is defined as function that measures the error and success rate of the created model. The last layer of artificial neural networks is known as the layer where the loss function is defined. The Loss function transforms the error rate calculation problems that occur during training into an optimization problem. The Loss function first calculates the difference between the actual values of the estimation made by the training model. Since the prediction will not be good, the difference between the real values and the estimated values will be large if the necessary care is not taken in the model creation. Accordingly, the loss value will be high. In cases were the model is created well, the difference will decrease, and in cases where it is the same, the loss will be 0.

Optimization (Optimizer) Algorithms are methods used to minimize the difference between the output value and the actual value produced at the output layer in the artificial neural network. Based on the size of the data set used in model training, there are 3 different types of algorithms described as slope descent.

Metrics are measurements where data can be counted and numerical values are obtained. The values obtained as a result of these measurements are expressed as total or ratio. Metrics are used when showing all or different elements of a dimension.

Term Weighting is a process performed on the roots obtained by natural language processing. If the term exists in the document, a weighted value of this term is formed. However, if this value is not available, it is expressed as 0.

In terms of the Term Frequency (TF), the weighting process is calculated in the document where the data is found. Weighting is made according to the term in the document. Since it takes value as much as amount of it in the document, the more it passes, the more value it gets.

Inverse Document Frequency (IDF) weighting gives weight according to the number of documents in which a term is mentioned. In the total documents used, the lower presence of the same term increases the distinguishing
feature, namely the IDF value. Otherwise, if a term is detected more than once in many documents, there is a decrease in the IDF value as its distinctiveness decreases. The result to be reached here is a standardization obtained by multiplying the frequency of the terms used with the IDF value.

\[ w_{i,d} = tf_{i,d} \times \log(n/df_i) \]  \hspace{1cm} (4)

Equation 4 represents the calculation for the term I and the document d. TF is calculated first. The ratio of the number of times the term is mentioned in the document to the most mentioned term is shown in equation 5 below.

\[ tf_{i,d} = aza(rt_{i,d} / df_i) \]  \hspace{1cm} (5)

\[ \{0,1\} \]  \hspace{1cm} (6)

Binary looks for the presence of terms in used documents. It is shown in Equation 6.

\[ f_{t,d} \]  \hspace{1cm} (7)

Raw Frequency refers to the number of repetitions of terms in documents and the total number of words in the documents. It is shown in Equation 7.

\[ \log (1 + f_{t,d}) \]  \hspace{1cm} (8)

Log Normalization is taking its logarithm based on the value of \( f_{t,d} \) calculated in Equation 7. It is shown in Equation 8.

\[ 0.5 + 0.5 \frac{f_{t,d}}{\max f_{t,d}} \]  \hspace{1cm} (9)

As a result of weighting, Double Normalization generates a value between 0.5 and 1. It is shown in Equation 9. By dividing the value obtained by calculating Raw Frequency to the maximum number of terms in the document, the ratio of the other terms is calculated and standardization is performed in frequency.

\[ K + (1-K) \frac{f_{t,d}}{\max f_{t,d}} \]  \hspace{1cm} (10)

Double Normalization K is calculated as a smoothing term that can be viewed as scaling with the largest TF value. It is shown in Equation 10.

The Confusion Matrix is used to measure performance in classification algorithms performed on test data and where the accuracy of the actual values is known.

2.3. Flow Chart of The System

In this study, using Deep Learning methods, the classification and analysis of the news, which were real or fake, were done. The flow diagram of the system is shown in Figure 3. After the program is run, it connects to the data set we obtain as ready. The data set consists of real/fake news in English. After this news is classified as real and fake, the pre-processing of text begins. In the context of this study, various text preprocessing were carried out. Space vectors created with TF-IDF, the digitization process of texts was started. Before starting the model training, the training and test data in the data set were parsed. After the model training starts, real values and predictive values analysis were performed. As a result of this analysis, the realization steps of the application were completed by drawing the graph of the values formed.

3. Applications

Almost everyone is exposed to fake news, which is still present today. This type of news can be described as information pollution and they are misleading. In this study, to combat news that does not reflect reality, a model that could make a distinction between real and fake news by using deep learning methods and the text classification process was created. Analyses were made between the trained data and the test data, and these analyses were visualized through graphics.

In the study, Python and Python Libraries were used as the programming language because it is open source. The data (Katharine Jarmul) [49, 50] includes 6336 different news (political, political). The distribution of the data set is 50% fake and 50% real. The fact that the data set is distributed evenly affects the performance criterion positively.
As can be seen in Figure 4 and 5 respectively, real and fake news were determined in the training data, and whereas the value of 1 was assigned to real news, the value of 0 was assigned to fake news.

After completing the definition of training data in the data set, the texts were cleaned so that the texts could be classified correctly. The first step in text preprocessing is the fragmentation of data that stacks together. In Figure 6, the raw version of the news headlines is shown without preprocessing.

The visually cleared data are shown in Figure 7. To get more successful results in model training, the parsed texts were involved in the cleaning process. These processes were carried out to convert all letters to lowercase letters, to remove special characters (!, ^, %), to remove numbers, to divide texts into parts (tokenize), to delete Stop Words (ineffective words), and finally to find the morphological root of the words.

After the text preprocessing was completed, the Vector Space Model, which was one of the methods used in digitizing the texts, was used to bring the texts into digital form. Although each word represents a vector, when they are put together, the MxN-sized term-document matrix is formed. In this matrix, M is the number of news and N is the number of terms. The reason for the use of TF-IDF (Term Frequency - Inverse Document Frequency) management is to calculate the term weights, the frequency of the terms used with TF (Term Frequency), and the amount of all news in the data set checked with IDF (Inverse Document Frequency). The text digitization process was completed after this stage. Before starting modeling, it is necessary to make the necessary definitions to build the network. To classify news texts, 3 layers were created in the model. Although the first and second layers were hidden layers, the number of nodes in each layer was 32. The third layer was called the output layer. The number of nodes in this layer was 1. ReLU (Rectified Linear Unit) was used as the activation function in the layers called the first and second hidden layers.

In model training, a layer called Dropout was added to prevent the model from memorizing the data. This layer sets the specified input data to zero.

The purpose of this synchronization is to prevent the model from overfitting the data. The dropout value was chosen between 0 and 1. In the third layer, the Sigmoid function was used as an activation function. These functions were used to describe nonlinear relationships in the model and for binary classification problems. If these functions were not used, there would be a decrease in learning achievement in the model.

The distinction between fake / real news used in the model is called the binary classification problem. Many loss functions are used in binary classification problems. In this study, binary_crossentropy was used as the loss function. To minimize the value between real and estimated values, the rms probes algorithm was used as an optimizer algorithm, and accuracy values were monitored and measured.

While model training is performed, it is not right to put all the data into training for the training to be more successful. It needs to be broken down into specific pieces and involved in training. For this reason, data are divided into pieces called chunks. The number of times that all data will pass through Artificial Neural Networks is determined by Epoch (cycle). In this study, the data obtained from the model was defined in 20 Epoch and the model training was completed with 128 stacks for the data to be passed. The Scikit-Learn library was used to visualize the analysis between the values created as a result of the training and the actual values.
4. Results and Discussion

The result of the study is shown in Figure 8. The news in the dataset used was determined to be fake and real. Before the training, the value of 0 (zero) was assigned to fake news and the value of 1 (one) was assigned to real news. The above figure shows the first 5 stages of 20 epoch training. It is seen that the loss values are decreasing here. It is observed that as the training increases, the loss value decreases. On the other hand, the increase in value accuracy rates as a result of the training can be seen, and the software can distinguish the news as fake or real. As the training increases, the val_accuracy value increases, that is, the proximity to 1 increases, and the distinguishing of true news from false news can be ensured.

Deep learning contributes to the development of artificial intelligence through the use of machine learning with many applications. The technology, which develops day by day, allows new technological developments to occur to prevent the increase of false information in the digital environment. Natural language processing is a field developed to transform the information, which is increasing day by day in the digital environment, into a language that can be understood by machines. The increase in data day by day makes the processing of these data difficult. Natural language processing categorizes the texts and classifies them according to their characteristics, which allows us to quickly respond to the desired data.

In this study, using deep learning methods, news described as real or fake were classified by the TF-IDF (Term Frequency - Inverse Document Frequency) method. Keras library was used for model training and Pandas library was used to process data. Training and test data were determined just before starting the model training. A 3-layer model was created for model training. The number of training for the model was determined as 20.

As a result of the study, as shown in Figure 9, while the training loss of the model decreases in every step of the training, the success of the trained model increases. This increase is provided by the success of the model in training. Accordingly, when it comes to the 20th Epoch, while the decrease in the training loss of the model approaches to zero, the inversely proportional training loss increases.

In Figure 10, when we set the number of steps for our model training as 200, it is seen that the training loss decreases to zero, and accordingly, the loss of validation increases as the model is trained.

As a result of the statistical information we obtained in model training, the training of the model was calculated as 92.00% and the margin of error was 8.00%.

As seen in Figure 11, the number of epoch used for our model training was chosen as 10000. As a result of the statistical information we obtained in model training, the training of the model was calculated as 93.88% and the margin of error was 6.12%. A Confusion matrix was obtained by using the Scikit-Learn library to evaluate the model used.
The Confusion Matrix is given in Figure 12. It facilitated the observation of the result of the real values and performed on test data. It is seen that 79 of the 929 fake news selected as test data are real, and 85 of the 998 real news are determined as fake. Table 3 contains the success and error rates of the experiments conducted during the software development process. 8 experiments were carried out during the study process.

Experiments were carried out on the same data sets. Training and test data were not changed and necessary studies were carried out on the same model. The difference between experiments is that the epoch values during training were different. It is seen that as the Epoch value increases, the rate of success from training increases. While the success rate of 20 epochs in Experiment 1 was 91.06%, the error rate was 8.94 %. In Experiment 2, while the success rate of 200 epoch was 92.00 %, the error rate was 8.00 %. In Experiment 3, 500 epochs result in 92.89 % success rate and 7.11 % error rate. It was observed that as the number of epochs increased, the success rate increased and the error rate decreased.

| Experiment No. | Epoch Value | Success Rate | Error Rate | Times (Sec) |
|----------------|-------------|--------------|------------|-------------|
| 1              | 20          | 91.06%       | 8.94%      | 24          |
| 2              | 200         | 92.00%       | 8.00%      | 241         |
| 3              | 500         | 92.89%       | 7.11%      | 595         |
| 4              | 1000        | 93.00%       | 7%         | 1216        |
| 5              | 2000        | 93.15%       | 6.85%      | 2532        |
| 6              | 3000        | 93.46%       | 6.54%      | 3795        |
| 7              | 5000        | 93.65%       | 6.35%      | 6290        |
| 8              | 10,000      | 93.88%       | 6.12%      | 12730       |

Table 3. Experiments and their results
Table 4. Evaluation of the studies in the literature

| Study No. | Technique Used | Algorithm Used | Success Rate | Fail Rate |
|-----------|----------------|----------------|--------------|-----------|
| Bilgin et al., 2019 | Deep Learning | DSA algorithm | 96.00 | 4.00 |
| Bilgin, 2019 | Deep Learning | Random Forest Algorithm | 94.40 | 5.60 |
| This Study | Deep Learning | TF-IDF Algorithm | 93.88 | 6.12 |
| Sözen, 2019 | Deep Learning | Convolutional Neural Networks (CNN) | 93.70 | 6.30 |
| Yücel et al., 2018 | Machine Learning | Sequential Minimal Optimization Algorithm | 88.00 | 12.00 |
| Arı et al., 2017 | Deep Learning | Convolutional Neural Networks (CNN) | 87.30 | 12.70 |
| Özmen et al., 2019 | Deep Learning | it is not specified. | 81.20 | 18.80 |

The data used in Table 4 were obtained as a result of the literature review and they were brought together to compare the algorithm and methods used. Based on these data, it was concluded that the study with the highest success was realized with the deep learning technique and the DSA algorithm [4]. It is observed that the lowest success percentage was obtained in the study performed with deep learning techniques [28]. Compared to other algorithms, the success rate of the method applied within the scope of the study is over 90%. The study has a low success rate of 2.12 percent according to the DSA algorithm. There is a 0.52 percent success rate reduction compared to the random Forrest algorithm. A noticeable increase in success has been achieved compared to the other algorithms in Table 4.

The abundance of information available today increases day by day with the advancement of technology. It is also easier for people to access information thanks to the internet. More research is carried out to ensure the accuracy of the information obtained. Therefore, the importance of deep learning, which is one of the sub-branches of artificial intelligence, is increasing day by day. Natural language processing used in deep learning techniques enables the processing of existing texts. Accordingly, classification of texts in different categories according to their subjects and processes becomes easier. We carried out our study by taking into account the access to the real news and the speed of reaching it accordingly.

Before starting our studies, various literature studies were reviewed and 6 different studies were selected by referring to 50 different studies. By making various comparisons over the data sets used, the common features of these selected studies were analyzed taking into account the differences in the methods used and the success achieved.

Based on the study we carried out, the data set, working model, and methods used in word analysis will change depending on the technological developments and more successful results can be obtained.

The fact that the information that needs to be confirmed is increasing day by day leads to an increase in the number of these types of studies. By adding a Turkish data set to the study we have carried out, an interface can be created and a website that is constantly updated and renews itself can be created using the necessary web services.

5. Conclusions

In this study, whether the news found on the internet is real or fake was analyzed using deep learning methods and the TF-IDF algorithm. In this way, by identifying and detecting real news with high success rates, it can be ensured that people can distinguish between real and fake news; in addition, by filtering fake news before news is added to search engines, only real news can be shown to the user. Considering this, a system was developed that can easily and quickly reveal the accuracy of news without having to be read by the user. With this system, real news can be shown to the user at a rate of 93.88%. Using the developed method, social media analysis, comment analysis, and twitter analysis can be carried out on web pages and accuracy analysis can be performed in different areas. In addition, by analyzing comments made on applications used in mobile platforms, this method can also be improved in a way to detect fake comments.
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