Minimizing the discrimination time for quantum states of an artificial atom
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Fast discrimination between quantum states of superconducting artificial atoms is an important ingredient for quantum information processing. In circuit quantum electrodynamics, increasing the signal field amplitude in the readout resonator, dispersively coupled to the artificial atom, improves the signal-to-noise ratio and increases the measurement strength. Here we employ this effect over two orders of magnitude in readout power, made possible by the unique combination of a dimer Josephson junction array amplifier with a large dynamic range, and the fact that the readout of our granular aluminum fluxonium artificial atom remained quantum-non-demolition (QND) at relatively large photon numbers in the readout resonator, up to \( \pi = 110 \). Using Bayesian inference, this allows us to detect quantum jumps faster than the readout resonator response time \( 2/\kappa \), where \( \kappa \) is the bandwidth of the readout resonator.

Quantum jumps — transitions between discrete energy levels of a quantum system — have been measured over the last two decades in various physical systems [1–6]. The measurement of quantum jumps relies on the ability to discriminate the individual states of a quantum system on a timescale significantly shorter than their energy relaxation times. For applications in quantum technologies, this ability is instrumental in the implementation of quantum error correction algorithms [7–11], a milestone ing to the qubit population. This discrimination time is shorter than the time required for the resonator pointer to transition between the steady states corresponding to the qubit population. This discrimination time is not limited by the integration time for the quadrature decomposition of the readout signal, which, in principle can be made arbitrarily short, but by the onset of squeezing caused by the nonlinearity of the readout resonator, and the increasing excitation of higher energy eigenstates of the artificial atom. Since the integration time is significantly shorter than the \( \tau_B = 290 \) ns response time of the readout resonator, we employ Bayesian filtering [9, 39–44] to detect quantum jumps before the system reaches a new steady state.

During the continuous measurement of a qubit coupled to a readout resonator, schematically shown in Fig.1(a), when the qubit state changes between ground \( |g\rangle \) and excited \( |e\rangle \), the readout signal quadrature evolves as \( Q(t) = Q_{|g\rangle} \propto (Q_{|g\rangle} - Q_{|e\rangle}) e^{-t/\kappa} \). Here, \( Q_{|g\rangle/|e\rangle} \) are the measured readout resonator quadrature values (see Fig.1(b)) of the steady states corresponding to \( |g\rangle \) and \( |e\rangle \) (see Appendix A). The resonator bandwidth \( \kappa \) sets the response time \( \tau_B = 2/\kappa \) of the measurement apparatus to a quantum jump. The readout power, populating the readout resonator with \( \pi \) photons, and the integration time \( \tau \) determine whether a single measured quadrature point is
FIG. 1. (a) Simulated Q quadrature (black lines) of a quantum-limited continuous measurement of a qubit coupled to a readout resonator. The quadrature values are presented in units of square root of measurement photons $\sqrt{\bar{n}B^{-1}/\kappa}$, where $\bar{n}$ is the circulating photon number in the readout resonator, $\kappa$ is the resonator’s coupling rate to the measurement apparatus, and $B^{-1} \approx \tau + \tau_B$ is the measurement bandwidth, given by the sum of the integration time $\tau$ and the resonator response time $\tau_B = 2/\kappa$ (see appendix A). The blue and red areas indicate $\pm 2\sigma$ intervals centered around the mean values of the Q quadrature corresponding to the ground and first excited state, respectively, denoted $Q_g$ and $Q_e$. The panels depict the transition from a weak measurement (center) to a projective measurement by increasing either $\tau$ (left panel) or $\bar{n}$ (right panel). (b) Simplified schematic of the experimental setup. The incident readout signal reflects from a resonator coupled to a fluxonium artificial atom, both implemented using granular aluminum, which is the same device discussed in Ref. [37]. The reflected signal is amplified by a dimer Josephson junction array amplifier (DJJAA) [38] operated in the non-degenerate phase-preserving regime. The measured 1 dB compression point of the DJJAA at 20 dB of power gain is $P_{\text{sat}} = -98$ dBm (see appendix A). (c) 2D histogram of continuously measured I and Q quadratures, presented in units of square root of measurement photons $\sqrt{\bar{n}B^{-1}/\kappa}$, where $\bar{n} = 56$, and $B^{-1} = 322$ ns. In order to highlight the resonator classical trajectories, the colorbar scale is linear below 30 counts and logarithmic above. The calculated trajectories (|g⟩ to |e⟩ and back) corresponding to the linear response of the resonator are indicated by the black traces. The signal-to-noise ratio, defined by Eq.(1), is SNR = 6, and the obtained quantum efficiency for individual pointer state measurements is $\eta = 0.6 \pm 0.1$ (see appendix A). (d) Signal-to-noise ratio measured as a function of integration time $\tau$ for different $\bar{n}$ values. The black dotted line corresponds to $\tau_B$. 

A typical example of a sequence of weak measurements is shown in the middle panel of Fig.1(a). It can be converted to a strong measurement either by increasing $\tau$ (left panel of Fig.1(a)), which unfortunately reduces the time resolution of the qubit state determination, or by increasing $\bar{n}$ (right panel of Fig.1(a)). While the quadrature response time of the readout resonator is limited to $\tau_B$, given sufficiently large SNR, the qubit state can be inferred before the quadrature reaches its steady state. Therefore, as we will show in the following, increasing $\bar{n}$ is a viable strategy.
to speed-up qubit state detection, provided the qubit and the measurement chain can handle the increased readout power.

Our experimental setup is shown in Fig.1(b). The monitored quantum system is a fluxonium artificial atom [45], dispersively coupled via a shared inductance to a readout resonator (see Table I for the list of system parameters). The inductors required for both the fluxonium and readout antenna are implemented using grAl [36], and the flux junction is implemented in the shape of a SQUID [37, 46]. The sample chip was placed in a rectangular waveguide, following the concept in Ref.[47], and measured in reflection (see Fig.1(b)). We used a DJJAA [38] to perform non-degenerate, phase-preserving amplification [28, 48] with 20 dB of power gain and 7 MHz instantaneous bandwidth. The DJJAA saturation power was -98 dBm (see appendix A), corresponding to a circulating photon number in the readout resonator π ≈ 10^4.

In Fig.1(c) we show a typical histogram of the demodulated readout resonator response for π = 56 and an integration time τ = 32 ns. The distribution shows three maxima, corresponding to the first three lowest energy levels of the fluxonium artificial atom, labeled |g⟩, |e⟩, |f⟩. Since the integration time τ = 32 ns is much shorter than the characteristic response time of the measurement setup τ_B = 290 ns, trajectories corresponding to transitions between the three steady states are visible, filling the space between the maxima in the IQ-plane. The steady states are visibly squeezed because of the grAl resonator’s intrinsic [49] and inherited nonlinearity (see appendix B). In Fig.1(d) we plot the measured SNR, defined as the ratio between the separation of the pointer states in the IQ plane and their variance,

\[
\text{SNR} = \frac{\alpha_{|e⟩} - \alpha_{|g⟩}}{\sigma_{|e⟩} + \sigma_{|g⟩}} = \sqrt{\frac{1}{4} \eta \pi (\tau + \tau_B) \sin \frac{\varphi_{eg}}{2}}, \quad (1)
\]

versus the integration time τ, where α_{|g⟩}, α_{|e⟩} are the pointer states, σ_{|g⟩}, σ_{|e⟩} are the corresponding variances, and \varphi_{eg} is the phase difference between the pointer states, η = 0.6 ± 0.1 is the quantum efficiency (see appendix A). Following Eq.(1), the SNR saturates when τ goes below \tau_B. The resonator response time can therefore significantly slow down the detection of quantum jumps based on fixed IQ thresholds, commonly used for latching filters (see Appendix B). However, since the state of the artificial atom is encoded in the instantaneous evolution of the pointer state, given sufficient SNR it can be extracted even before the resonator reaches its steady state. Thanks to the increased SNR made available by measurements at large π, as shown in Fig.1(d), we can implement a recursive Bayesian filter for quantum jumps detection, assuming a hidden Markov model, similarly to Refs.[9, 39–44]:
A typical detection sequence for quantum jumps between the $|e\rangle$, $|g\rangle$, and $|f\rangle$ fluxonium states using the recursive Bayesian filter of Eq.(2) is shown in Fig.2(a). Based on the measured black trace, the filter estimate for the fluxonium state is indicated by the white trace. Notice that the $|e\rangle \rightarrow |f\rangle$ and $|f\rangle \rightarrow |e\rangle$ quantum jumps are correctly identified, even though the pointer state intersects the phase value corresponding to the $|g\rangle$ steady state. A quantum jump is declared once one of the probabilities surpasses 50 %. The minimum probability for each state is typically capped at 10 % to prevent the filter saturation at $P_H(t) = 0$, in which case Eq.(2) is no longer responsive. In Fig.2(b) we selected an example which illustrates the ability of the Bayesian filter to declare a $|g\rangle \rightarrow |e\rangle \rightarrow |g\rangle$ quantum jumps sequence for which the readout resonator never reached the steady state associated with $|e\rangle$.

In Fig.3 we compare the Bayesian state estimate to a simpler, more commonly used latching filter (see appendix B) for $|g\rangle \leftrightarrow |e\rangle$ transition. In Fig.3(a), histograms of the jump detection times are shown for $\tau = 32$ ns. The Bayesian inference provides a 3.5 times faster state discrimination on average. In Fig.3(b), the mean jump detection time is shown versus $\tau$ for both filters. As expected, the Bayesian detection starts to outperform the latching filter for $\tau < \tau_B$ (also see Appendix C). The obtained measurement QND fidelity [50] $(P_{\text{ele}} + P_{\text{gig}})/2 = 98\%$, where $P_{\text{ele}}$ and $P_{\text{gig}}$ are the probabilities to obtain the same result in consecutive measurements separated by $\Delta t$, is comparable to state-of-the-art [19–21, 50, 51]. The time interval $\Delta t = 432$ ns is chosen such that the detection time of 99% of all quantum jumps is less than $\Delta t$ for the Bayesian filter. Transitions from $|e\rangle$ to $|g\rangle$ and $|f\rangle$ during $\Delta t$ contribute 1% and 1.2%, respectively, to the value of $P_{\text{ele}} = 96.7\%$, and transitions from $|g\rangle$ to $|e\rangle$ contribute 0.3% to the measured $P_{\text{gig}} = 99.6\%$.

In Fig.3(c), the average jump detection time for the $|e\rangle \rightarrow |g\rangle$ transition is shown as a function of $\pi$. The results are obtained using the recursive Bayesian filter since the latching filter detection time saturates at 620 ns (see Fig.3(b)). The detection time decreases with $\pi$, as expected from Eq.(1), and it has a minimum of 175 ns for $\pi = 56$. The increase at $\pi = 110$ is caused mainly by the nonlinearity of the grAI readout resonator and the associated squeezing of the pointer state distributions.
In summary, by exploiting the increasing SNR with \( \pi \) we demonstrate a decrease of the artificial atom’s state detection time. This is achieved by monitoring the transient trajectories in the IQ plane of the readout resonator response, triggered by quantum jumps between the three lowest energy states of the artificial atom. We show that quantum states can be discriminated by using a recursive Bayesian filter before the resonator reaches its steady state. In our case the Bayesian filter is applied in post-processing. However, one can imagine using more sophisticated filtering, and potentially running it in real time by hardware encoding on a FPGA-based instrument [52, 53]. The main limiting factors for the \( \pi \) increase are the emergence of non-QND processes, the nonlinearity of the readout resonator, and the saturation of the parametric amplifier. Thus, mitigating non-QND processes during readout with increasing photon numbers could further increase the quantum state detection speed in both pulsed and continuous measurements.
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Appendix A: Dimer Josephson junction array amplifier (DJJAA)

We utilize a dimer Josephson junction array amplifier (DJJAA) [38] which consists of an array of \( N = 1600 \) SQUIDs interrupted in the middle by an interdigitated capacitor (see Fig.4(a)). The capacitor breaks the symmetry between odd and even modes and creates pairs of modes (see Fig.4(b)). Each of these pairs, which we refer to as dimers, can be used for 4 wave-mixing non-degenerate parametric amplification. In this regime signal and idler tones occupy different physical modes, and the gain profile has a double-Lorentzian shape when the pump tone is applied in-between the modes.

The parameters of the DJJAA (Sample N=1600 reported in Ref.[38]) are: \( I_C^{\text{SQUID}} = 3.5 \) pA, \( C_J = 1225 \) fF, \( C_0 = 0.45 \) fF, \( C_c = 40 \) fF, and \( C_c^2 = 33 \) fF. The power gains presented in Fig.4(d) are the lower frequency lobes of the non-degenerate gain profiles (the pump power dependent lobes splitting is \( 260 \pm 20 \) MHz). For 20 dB of gain we obtained an instantaneous band of 7 MHz, and a saturation power of -98 dBm (see Fig.4(e)).

The measurement efficiency \( \eta \) was extracted by fitting the dependence of the steady-state signal-to-noise ratio with the integration time

\[
\text{SNR}_{\text{int}} = \frac{|\alpha|}{\sqrt{\sigma_I^2 + \sigma_Q^2}} = \sqrt{kB^{-1}\eta\pi/4}, \quad (A1)
\]

where \( \alpha \) is the pointer state of the ground state and \( \sigma_I/Q \) are its variances along respective quadratures, see Fig.4(c)). \( B^{-1} \) is the measurement bandwidth (see supplementary material in Ref.[6]), which depends on all the measurement setup bandwidths, including integration time \( \tau \), readout resonator linewidth \( \kappa \), DJJAA bandwidth, etc. In our case the main limiting factors are \( \pi \) and \( \kappa \), therefore we can consider \( B^{-1} \approx \tau + \tau_B \), where \( \tau_B = 2/\kappa \). The \( 2/\kappa \) comes from the readout resonator pointer state evolution \( \alpha(t) - \alpha_t \propto (\alpha_t - \alpha_i) e^{-\kappa t/2} \), where \( \alpha_t/\alpha_i \) are the mean pointer states of final and initial steady states (see Appendix C).

Appendix B: Latching filtering

The latching filter was designed to declare a jump when a pointer state enters the \( 2\sigma \) area (Fig.4(c)) of a respective steady state. The detection time (for both latching and bayesian filtering) is defined as time between leaving the \( 2\sigma \) area of the previous coherent state and jump detection.

The steady-states are visibly squeezed because the readout signal effectively acts as a pump of a parametric amplifier, squeezing the vacuum noise. This happens thanks to the grAl readout resonator’s intrinsic nonlinearity [49] \( K^{\text{grAl}}/2\pi = -2.4 \) kHz and the inherited state-dependent nonlinearities [54] \( K^{(\pm)}/2\pi = -2.6 \) Hz, \( K^{(\pm)}/2\pi = 2 \) kHz, and \( K^{(\pm)}/2\pi = -2 \) kHz at \( \pi = 50 \) (see Ref.[37]). Notice that for the \( |e\rangle \) state the Kerr coefficients almost cancel out, as evidenced by the reduced squeezing of the \( |e\rangle \) pointer state in Fig.4(c).

Appendix C: Bayesian filtering

The state of the quantum system is encoded in the instantaneous evolution of the pointer state. The pointer state follows classical trajectories, and the expected position of the pointer state \( \alpha_{\text{calc}}^{\text{calc}}(\alpha_t, H) \) can be calculated for each fluxonium state hypothesis \( H \):

\[
\alpha_{\text{calc}}^{\text{calc}}(\alpha_t, H) = (\alpha_t - A_H) e^{-\kappa t/2 + i(\omega_{\text{drive}} - \omega_H) t} + A_H \quad (C1)
\]

Here \( \alpha_t \) is the measured pointer state at time \( t \), \( A_H \) is the steady state of the system, \( \omega_{\text{drive}} \) is the readout drive frequency, and \( \omega_H \) is the state-dependent readout resonator.
FIG. 4. (a) Circuit diagram of the DJJAA. (b) Argument of the reflection coefficient of the weak probe signal versus external magnetic flux and frequency. (c) 2D histograms of measured I and Q quadratures using the same data as in Fig.1(c). Ellipses indicate the $2\sigma$ areas for $|g\rangle$, $|e\rangle$, and $|f\rangle$ steady states. Dotted lines on the left-hand panel show the location of steady state pointer states $\alpha_i$, with $i \in \{|g\rangle,|e\rangle,|f\rangle\}$, and arrowed colored curves on the right figure indicate resonator classical trajectories to a steady state of corresponding color. (d) Power gain vs signal frequency for different pump powers. (e) Saturation power of the DJJAA operated at different maximum power gain values. (f) Squared steady-state signal-to-noise ratio (Eq.(A1)) as a function of integration time for different $n$. Straight lines are linear fits used to extract a measurement efficiency $\eta = 0.6 \pm 0.1$, with the main source of uncertainty being the photon number calibration.
frequency. This expression can be used for the calculation of the pointer state evolution for the Bayesian inference (Eq.(3)). However, if the angle between pointer states is big enough, it is also possible to make a more robust approximation and only track the phase (or a quadrature), assuming that it evolves as

$$\phi_{\text{calc}}^{t+\tau} (\phi_t, H) \approx (\phi_t - \phi_H) e^{-C_H \kappa \tau / 2} + \phi_H$$  \hspace{1cm} (C2)

Here $\phi_t$ is the measured phase at time $t$, $\phi_H$ is the phase of the respective steady state, and $C_H = 1 \pm 0.2$ an empirical coefficient accounting for the resonator nonlinearity and for the term $e^{i(\omega_{\text{drive}} - \omega_H) \tau}$ in Eq.(C1). Both pointer state evolution (Eq.(C1)) and exponential phase evolution (Eq.(C2)) showed similar results when used for the Bayesian filtering, and in this work we utilized the simpler Eq.(C2) to calculate the expected phase $\phi_{\text{calc}}^{t+\tau}$ for Eq.(3).

**Appendix D: Measurement setup**

The measurement setup is shown in Fig.6. In front of the ADC we use passband filters with a bandwidth of 10 MHz. An additional post-processing filtering with a bandwidth of 4 MHz was applied to the signal trace.
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