Limit properties of Lévy walks
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Abstract
In this paper we study properties of the diffusion limits of three different models of Lévy walks (LW). Exact asymptotic behavior of their trajectories is found using LePage series representation. We also prove an existing conjecture about total variation of LW sample paths. Based on this conjecture we verify martingale properties of the limit processes for LW. We also calculate their probability density functions and apply this result to determine the potential density of the associated non-symmetric $\alpha$-stable processes. The obtained theoretical results for continuous LW can be used to recognize and verify this type of processes from anomalous diffusion experimental data. In particular they can be used to estimate parameters from experimental data using maximum likelihood methods.
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1. Introduction

Lévy walks (LW) were introduced in pioneering papers written by Shlesinger et al [29] in 1982 and Klafter et al [14] in 1987. Since then these stochastic processes have quickly become useful models in physics and biology describing superdiffusion [11, 23]. Among the most spectacular applications of LW one should mention: modeling of migration of swarming bacteria [1], light transport in a special optical material known as Lévy glass [2], foraging patterns of animals [5] or blinking nanocrystals [22]. There is also a recent article in Nature where authors show that LW can be used to describe transport of certain proteins (neuronal mRNP)—see [31]. For more applications we refer the curious reader to the review paper [34].
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LW can be defined in the framework of continuous time random walks (CTRW) [6, 13, 30]. This approach is used in our manuscript. It should be added that LWs can also be defined using subordinated Langevin equations, see [7, 17] for the details. Let $T_i$ be a sequence of independent, identically distributed (IID) waiting times such that $P(T_i > x) \approx C x^{-\alpha}$ when $x \rightarrow \infty$, $\alpha \in (0,1)$, $C > 0$. Here by $f(x) \approx g(x)$ we mean $\lim_{x \rightarrow \infty} \frac{f(x)}{g(x)} = 1$. The jumps are defined as $J_i = V_i T_i$ where $V_i$ govern the direction of the jump. It is assumed that $V_i$ are IID with $P(V_i = 1) = p$ and $P(V_i = -1) = q$, $q = 1 - p$, $p \in [0, 1]$. Notice that waiting times $T_i$ and jumps $J_i$ are dependent. This coupling allows the CTRW process to have heavy-tailed jumps—a phenomenon which is often observed in experimental data—but still the process can have a finite mean square displacement (variance) which makes it a suitable physical model [8].

Note that the parameter $\alpha$ is restricted here to the case $\alpha \in (0, 1)$. This is due to the fact that for $\alpha > 1$ the diffusion limit of LW is the well-known and studied $\alpha$-stable Lévy motion (Lévy flight) [16]. This is in sharp contrast with the case $\alpha \in (0, 1)$, for which the diffusion limit is a completely different, much more complicated process [16, 17].

The renewal process is given by $N(t) = \max \{n \geq 0 : \sum_{i=1}^{n} T_i \leq t\}$. In mathematical and physical literature there appear three different types of LW [8, 16]. Wait-first Lévy walk (also known as undershooting Lévy walk) is defined as:

$$R(t) = \sum_{i=1}^{N(t)} J_i.$$  \hspace{1cm} (1)

The second model—jump-first Lévy walk (overshooting Lévy walk) differs from wait-first LW by changing the order of waiting and jumping:

$$\tilde{R}(t) = \sum_{i=1}^{N(t)+1} J_i.$$  \hspace{1cm} (2)

Jump-first LW $\tilde{R}(t)$ seems to be similar to the wait-first model $R(t)$, but has completely different properties—for instance its second moment diverges. This makes it less suitable for physical applications but still is very interesting in the context of limit diffusion processes. Finally Lévy walk (or continuous LW) is given by

$$L(t) = R(t) + \left( t - \sum_{i=1}^{N(t)} T_i \right) V_{N(t)+1}.$$  \hspace{1cm} (3)

$L(t)$ is the most useful process from a physical point of view—it has a finite second moment and continuous trajectories. Figure 1 shows sample trajectories of these three different LW.

We are going to analyze diffusion limit processes of LW. Waiting times $T_i$ belong to the domain of attraction of $\alpha$-stable processes [24]:

$$n^{-1/\alpha} \sum_{i=1}^{n} T_i \xrightarrow{d} U_{\alpha}(t),$$  \hspace{1cm} (4)

where $\xrightarrow{d}$ denotes convergence of all finite dimensional distributions and $(U_{\alpha}(t), t \geq 0)$ is an $\alpha$-stable subordinator (strictly increasing Lévy process) with Laplace transform $E \exp(-sU_{\alpha}(t)) = \exp(-C t (1 - \alpha) t^{\alpha})$. For simplicity we set the scaling constant to
$C = \frac{1}{1-\alpha}$. For jumps $J_i$ we have [24]

\[ n^{-1/\alpha} \sum_{i=1}^{[nt]} J_i \xrightarrow{d} M_\alpha(t), \tag{5} \]

where $(M_\alpha(t), t \geq 0)$ is an $\alpha$-stable process with Fourier transform $E \exp(-ikM_\alpha(t)) = \exp(-t(p(ik)^\alpha + q(-ik)^\alpha))$. We also have joint convergence for $T_i$ and $J_i$ [16, 24]:

\[ n^{-1/\alpha} \sum_{i=1}^{[nt]} (J_i, T_i) \xrightarrow{d} (M_\alpha(t), U_\alpha(t)), \tag{6} \]

where $((M_\alpha(t), U_\alpha(t)), t \geq 0)$ is the Lévy process with Lévy triplet $(0, 0, \mu_{M_\alpha, U_\alpha})$ and its Lévy measure $\mu_{M_\alpha, U_\alpha}$ equals

\[ \mu_{M_\alpha, U_\alpha}(dx_1, dx_2) = p\delta_{x_2}(dx_1)\nu_{U_\alpha}(dx_2) + q\delta_{-x_2}(dx_1)\nu_{U_\alpha}(dx_2), \tag{7} \]

where $\nu_{U_\alpha}(ds) = \frac{\alpha}{\Gamma(1-\alpha)}s^{1-\alpha}ds$ is the Lévy measure of $U_\alpha(t)$ and $\delta_s(dy)$ is the Dirac delta measure. It follows that $M_\alpha(t)$ and $U_\alpha(t)$ have jumps of equal magnitude $|\Delta M_\alpha(t)| = \Delta U_\alpha(t)$ almost surely (a.s.) for all $t > 0$. Let $S_\alpha(t)$ be the $\alpha$-stable inverse subordinator that is the first passage time process of the $\alpha$-stable subordinator $U_\alpha(t)$: $S_\alpha(t) = \inf \{ \tau : U_\alpha(\tau) > t \}$. Now we can define limit processes of LW. For jump models of LW we have [17, 18]

\[ \frac{1}{n} R(nt) \xrightarrow{d} n \xrightarrow{d} (M_\alpha(S_\alpha(t))))^{\text{def}} = X(t) \tag{8} \]

and

\[ \frac{1}{n} \tilde{R}(nt) \xrightarrow{d} n \xrightarrow{d} M_\alpha(S_\alpha(t))^{\text{def}} = Y(t). \tag{9} \]

For continuous Lévy walk we have [16]

\[ \frac{1}{n} L(nt) \xrightarrow{d} n \xrightarrow{d} Z(t), \tag{10} \]
where

\[ Z(t) = \begin{cases} 
X(t) & \text{when } t \in \mathcal{R}(U_\alpha) \\
X(t) + \frac{t - G(t)}{H(t) - G(t)}(Y(t) - X(t)) & \text{when } t \notin \mathcal{R}(U_\alpha). 
\end{cases} \]  

(11)

In the above equation \( \mathcal{R}(U_\alpha) = \{ U_\alpha(t) : t \geq 0 \} \subset [0, \infty) \) is the set of values of \( U_\alpha(t) \), \( G(t) = (U^{\alpha}(S_\alpha(t)))^+ \) is the moment of last jump before \( t \) and \( H(t) = (U_\alpha(S_\alpha(t)))^+ \) is the moment of first jump after \( t \). The symbol \( \overset{\text{w}}{\to} \) denotes weak convergence in \( J_1 \) Skorokhod topology [3, 10].

In this article we determine the exact asymptotic behavior of trajectories of the limit processes and their total variation (proving an already existing conjecture [16]) using LePage series representation for stable process \( (M_\alpha(t), U_\alpha(t)) \). Using the proven conjecture we also verify martingale properties of the limit processes. Moreover in section 3 we determine the distributions of all limit processes \( X(t), Y(t) \) and \( Z(t) \) for all values of \( p \in (0, 1) \) and \( \alpha \in (0, 1) \).

Although the limit processes are composition of \( \alpha \)-stable processes their probability density functions (PDFs) are given by elementary functions. In the last section we take advantage of the calculated densities and obtain formulas for the potential densities of the associated non-symmetric \( \alpha \)-stable processes.

The obtained theoretical results for continuous LW can be used to recognize and verify this type of processes from anomalous diffusion experimental data. In particular, the explicit density functions can be used to estimate parameters from experimental data using maximum likelihood methods.

2. Properties of the limit processes

2.1. Asymptotic properties of trajectories

We are going to analyze the limit processes \( X(t), Y(t) \) and \( Z(t) \) for different values of the parameter \( p \in [0, 1] \) which governs the probability of jumping up and down. To underline the dependence on \( p \) sometimes we are going to write it in the subscript: \( X_p(t), Y_p(t) \) and \( Z_p(t) \).

Let us begin with the non-symmetric case \( p = 1 \). The lower bound asymptotic behavior for the process \( X_1(t) \) is known:

\[ \liminf_{t \to \infty} \frac{X_1(t)}{t} = \begin{cases} 
0 & \text{if } \int_1^\infty f^{-\alpha}(x)x^{-1-\alpha}dx = \infty \\
\infty & \text{if } \int_1^\infty f^{-\alpha}(x)x^{-1-\alpha}dx < \infty.
\end{cases} \]  

(12)

In particular it follows that

\[ \liminf_{t \to \infty} \frac{X_1(t)}{t} \log^{1/\alpha}(t) = 0 \]  

(13)

and

\[ \liminf_{t \to \infty} \frac{X_1(t)}{t} \log^{1/\alpha+\varepsilon}(t) = \infty \]  

(14)
almost surely for $\varepsilon > 0$. The following easy to prove fact concerns the upper bound asymptotics.

**Proposition 1.** For the process $X(t)$ we have

\[ \limsup_{t \to \infty} \frac{X(t)}{t} = 1 \quad a.s. \]  

(15)

**Proof.** The process $X(t)$ is bounded, that is $X(t) \leq t$ almost surely. When $p = 1$ we also have $X(t) = G(t) = (U_{\alpha}(S_{\alpha}(t)))^\gamma$. Moreover there exists a sequence of jumping times $t_n$ of $U_{\alpha}(t)$ such that $t_n \to \infty$. Now since $X(t_n) = G(t_n) = t_n$ the proof is completed. \(\square\)

Notice that the case $p = 1$ is trivial for continuous Lévy walk since $Z_1(t) = t$. Due to the symmetry analogous results can be obtained immediately for $p = 0$. Let us move to the more complicated case $p \in (0, 1)$.

**Theorem 2.** Wait-first Lévy walk $X_p(t)$ with $p \in (0, 1)$ has the following asymptotic behavior

\[ \limsup_{t \to \infty} \frac{X_p(t)}{t} = 1 \quad \text{and} \quad \liminf_{t \to \infty} \frac{X_p(t)}{t} = -1 \quad a.s \]  

(16)

**Proof.** Fourier transform of the law of $M_{\alpha}(t)$ can be written as

\[ \mathbb{E} \exp(-ikM_{\alpha}(t)) \exp \left( -t \cos \left( \frac{\pi \alpha}{2} \right) |k|^\alpha \left( 1 + i \beta \ \text{sign}(k) \tan \left( \frac{\pi \alpha}{2} \right) \right) \right), \]

(17)

where $\beta = 2p - 1$. Therefore the limit process $M_{\alpha}(t)$ admits the following LePage series representation (see [15] and example 3.10.3 in [27])

\[ (M_{\alpha}(t), \ 0 \leq t \leq 1) \overset{d}{=} \left( D_\alpha \sum_{i=1}^{\infty} \gamma_i i^{-1/\alpha} 1(W_i \leq t), \ 0 \leq t \leq 1 \right), \]

(18)

where $D_\alpha = 1 - \frac{\alpha}{\Gamma(\alpha)}$, $d$ denotes equality of all finite-dimensional distributions. $(\gamma_i)_{i \in \mathbb{N}}$ is a sequence of IID random variables satisfying

\[ \mathbb{P}(\gamma_i = 1) = 1 - \mathbb{P}(\gamma_i = -1) = p, \]

(19)

$(\Gamma_i)_{i \in \mathbb{N}}$ is a sequence of arrival times of a Poisson process with unit arrival rate and $(W_i)_{i \in \mathbb{N}}$ is a sequence of IID random variables uniformly distributed on $[0, 1]$. These sequences are assumed to be independent. This representation holds for $t \in [0, 1]$, but since Lévy processes have independent and stationary increments we can extend it for all $t \in [0, \infty)$

\[ (M_{\alpha}(t), \ 0 \leq t < \infty) \overset{d}{=} \left( D_\alpha \sum_{i=1}^{\infty} \sum_{j=1}^{\Gamma_i} \gamma_{ij} \Gamma_i^{-1/\alpha} 1(W_{ij} \leq t), \ 0 \leq t < \infty \right), \]

(20)

where $[\gamma_{ij}]$ where $\{\gamma_{ij}\}$ is a matrix of IID variables such that

\[ \mathbb{P}(\gamma_{ij} = 1) = 1 - \mathbb{P}(\gamma_{ij} = -1) = p, \]

(21)

$(\Gamma_{1,j}, \Gamma_{2,j}, \ldots)$ is a sequence of arrival times of a Poisson process $N_j(t)$ with unit arrival rate for each $j \in \mathbb{N}$ (the processes $N_j(t)$ are independent) and $[W_{ij}]$ is a matrix of independent random
variables such that $W_{i,j}$ is uniformly distributed on $[j-1, j]$ for each $i \in \mathbb{N}$. We assume that the matrices and sequences are independent. Intuitively $D_0, \Gamma_{i,j}^{1/\alpha}$ describe magnitude of the jumps, $\gamma_{i,j}$ govern their direction and $W_{i,j}$ correspond to moments of their occurrence. We can apply this representation also to the limit Lévy process $(M_\alpha(t), S_\alpha(t))$ obtaining

$$
(M_\alpha(t), U_\alpha(t)), \ 0 \leq t < \infty
$$

$$
= \left( D_0 \left( \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \gamma_{i,j} \Gamma_{i,j}^{1/\alpha} \mathbf{1}(W_{i,j} \leq t), \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} \Gamma_{i,j}^{1/\alpha} \mathbf{1}(W_{i,j} \leq t) \right), \ 0 \leq t < \infty \right).
$$

(22)

This is a consequence of the fact that $|\Delta M_\alpha(t)| = \Delta U_\alpha(t)$ for all $t$ almost surely. Now if we remove all the direction components $\gamma_{i,j}$ from the series representation (we change the direction of all jumps to the upward one), we obtain the series representation of the process $(U_\alpha(t), U_\alpha(t))$. theorem 1 assures us that

$$
\liminf_{t \to \infty} \frac{U_\alpha(S_\alpha(t))}{t} = 0 \quad \text{a.s.}
$$

(23)

This in turn means that infinitely often (i.o.) as $t \to \infty$ we can observe ‘large’ jumps of the process $U_\alpha(t)$ compared to the value of this process itself at time point $t$. More precisely let $\varepsilon > 0$. Then

$$
\Delta U_\alpha(t) > (1 - \varepsilon)U_\alpha(t) \quad \text{i.o. as } t \to \infty \quad \text{almost surely.}
$$

(24)

We are going to show that for $p \in (0, 1)$ we also observe both ‘large’ positive and ‘large’ negative jumps of the process $M_\alpha(t)$ compared to the value of the process $U_\alpha(t)$ i.o. as $t \to \infty$. To achieve this goal we number the elements of the matrix $[i, j]_{i,j \in \mathbb{N}}$ - let $P_n = (i_n, j_n)$. We choose the sequence $P_n$ such that it satisfies the condition $j_n \to \infty$. This can be done for instance by numbering the elements of the matrix using diagonals.

Now we use the series representation and define two sequences of events—$(A_n)_{n \in \mathbb{N}}$ and $(B_n)_{n \in \mathbb{N}}$. Let $A_n = \{ D_0, \Gamma_{i_n,j_n}^{1/\alpha} > (1 - \varepsilon)U_\alpha(W_{i_n,j_n}) \}$ so $A_n$ describes the event that at time $W_{i_n,j_n}$ there was a ‘large’ jump. Since $W_{i_n,j_n} \in [j_n - 1, j_n]$, $j_n \to \infty$ from equation (24) we get that $\mathbf{P}(\limsup_{n \to \infty} A_n) = 1$ almost surely. Next let $B_n = \{ \gamma_{i_n,j_n} = 1 \}$. From Borel–Cantelli lemma we get that $\mathbf{P}(\lim\sup_{n \to \infty} B_n) = 0$ because $p \in (0, 1)$. Since $(A_n)_{n \in \mathbb{N}}$ and $(B_n)_{n \in \mathbb{N}}$ are independent it follows that $\mathbf{P}(\lim\sup_{n \to \infty} (A_n \cap B_n)) = 1$.

This means that $\Delta M_\alpha(t) > (1 - \varepsilon)U_\alpha(t)$ i.o. as $t \to \infty$ and consequently $\Delta X_\alpha(t) > (1 - \varepsilon)t$ i.o. as $t$ goes to infinity. Observe that the bound $|X_\alpha(t)| \leq t$ yields

$$
\frac{X_\alpha(t)}{t} = \frac{X_\alpha(t) - \Delta X_\alpha(t) + \Delta X_\alpha(t)}{t} \geq \frac{-(t - \Delta X_\alpha(t)) + \Delta X_\alpha(t)}{t} = \frac{2\Delta X_\alpha(t) - t}{t}.
$$

(25)

Therefore almost surely

$$
\frac{X_\alpha(t)}{t} \geq 2(1 - \varepsilon) - 1 = 1 - 2\varepsilon
$$

(26)

i.o. as $t \to \infty$. The choice of $\varepsilon > 0$ was arbitrary thus we conclude that

$$
\limsup_{t \to \infty} \frac{X_\alpha(t)}{t} = 1 \quad \text{a.s.}
$$

(27)
The proof of the second part of theorem \((\liminf_{t \to \infty} \frac{X_p(t)}{t} = -1 \text{ almost surely})\) is analogous. □

The next corollaries concern continuous Lévy walk \(Z_p(t)\).

**Corollary 1.** Let \(p \in (0,1)\). Continuous Lévy walk \(Z_p(t)\) has the following asymptotic behavior

\[
\limsup_{t \to \infty} \frac{Z_p(t)}{t} = 1 \quad \text{and} \quad \liminf_{t \to \infty} \frac{Z_p(t)}{t} = -1 \quad \text{a.s.}
\]

**Proof.** The values of \(X_p(t)\) and \(Z_p(t)\) coincide for \(t \in [0, \infty]\):

\[
\Delta X_p(t) \neq 0.
\]

Notice that equation (26) holds also i.o. as \(t \to \infty\) for \(t\) such that \(X_p(t) \neq 0\). Thus we deduce that

\[
\frac{Z_p(t)}{t} \geq -\varepsilon + (1 - \varepsilon) = 1 - 2\varepsilon
\]

i.o. as \(t \to \infty\) almost surely for arbitrary \(\varepsilon > 0\). The proof of the lower bound asymptotics is analogous. □

**Corollary 2.** Let \(p \in (0,1)\). Then \(Z_p(t) = 0\) i.o. as \(t \to \infty\) almost surely.

**Proof.** This is an immediate consequence of the previous corollary combined with the fact that \(Z_p(t)\) has continuous trajectories. □

It remains an open problem to find the asymptotic behavior of trajectories of jump-first Lévy walk \(Y_p(t)\).

### 2.2. Total variation

In this section we calculate the total variation for the process \(X(t), Y(t)\) and \(Z(t)\) on a time interval \([0, T]\), \(T > 0\) using LePage series representation. The result for the limit process of continuous Lévy walk proves the hypothesis from [16]. In the next section we also use these findings to verify martingale properties of the limit processes. For \(a < b\) let \(v^b_a(W(t))\) denote the total variation of the process \(W(t)\) on the time interval \([a, b]\) that is

\[
v^b_a(W(t)) = \sup_{P} \sum_{j=1}^{n} |W(s_j) - W(s_{j-1})|,
\]

where supremum is taken over all partitions \(P = \{a = s_0 < s_1 < \cdots < s_{n-1} < s_n = b\}\) of the interval \([a, b]\). Set \(p \in [0, 1]\).

**Proposition 2.** The total variation of the process \(X_p(t)\) on a time interval \([0, T]\) equals

\[
v^T_0(X_p(t)) = G(T),
\]

where \(G(T) = (U_a^{-1}(S_a(T)))^+\).

**Proof.** The process \(X_p(t)\) is a pure-jump process so

\[
v^T_0(X_p(t)) = \sup_{P} \sum_{j=1}^{n} |X_p(s_j) - X_p(s_{j-1})| = \sum_{i \leq T} |\Delta X_p(t)|,
\]

Now we take advantage of the series representation given by equation (22) and use the fact that changing direction of all jumps of \(X_p(t)\) to positive we obtain the jumps of the process \(X_1(t)\)

\[
\sum_{i \leq T} |\Delta X_p(t)| = \sum_{i \leq T} |\Delta X_1(t)| = X_1(T) = G(T).
\]
The proof of the following result for the process \( Y_p(t) \) is analogous.

**Proposition 3.** The total variation of the process \( Y_p(t) \) on a time interval \([0, T]\) equals

\[
\nu^T_0(Y_p(t)) = H(T),
\]

where \( H(T) = (U_\alpha(S_\alpha(T)))^+ \).

We can now move to the continuous case—the theorem below appears as hypothesis in [16].

**Theorem 3.** The total variation of the process \( Z_p(t) \) on a time interval \([0, T]\) equals

\[
\nu^T_0(Z_p(t)) = T.
\]

**Proof.** Recall that

\[
Z_p(t) = \begin{cases} X_p(t) & \text{when } t \in \mathcal{R}(U_\alpha) \\ X_p(t) + \frac{t - G(t)}{H(t) - G(t)}(Y_p(t) - X_p(t)) & \text{when } t \notin \mathcal{R}(U_\alpha) \end{cases},
\]

where \( \mathcal{R}(U_\alpha) \) is a (countable) set of values of the process \( U_\alpha(t), G(t) = (U_\alpha^-(S_\alpha(t)))^+ \) and \( H(t) = (U_\alpha(S_\alpha(t)))^+ \). The total variation is additive

\[
\nu^T_0(Z_p(t)) = \nu^T_0(G(T)) + \nu^T_{G(T)}(Z_p(t)).
\]

The trajectory of \( Z_p(t) \) is continuous. Moreover during calculation of \( \nu^T_0(Z_p(t)) = \sup \sum_{j=1}^n |Z_p(s_j) - Z_p(s_{j-1})| \) instead of taking supremum over all partitions \( P = \{0 = s_0 < s_1 < \ldots < s_{n-1} < s_n = T\} \) of the interval \([0, G(T)]\) we can without changing the final result restrict ourselves to the partitions \( P' \) which contain points only from the set \( \mathcal{R}(U_\alpha) \). This is because if we take a partition \( P_0 \) of the interval \([0, G(T)]\) which contains a point \( t_0 \notin \mathcal{R}(U_\alpha) \) we can construct a corresponding partition \( P_0' \) in the following way: we remove from \( P_0 \) the point \( t_0 \) and add points (if they are not already there) \( G(t_0) \) and \( H(t_0) \) which are in the set \( \mathcal{R}(U_\alpha) \cap [0, G(T)] \). Then since the trajectory on the interval \([G(t_0), H(t_0)]\) is a straight line the variation calculated based on \( P_0' \) is not smaller than the variation calculated based on \( P_0 \). The values of the processes \( Z_p(t) \) and \( X_p(t) \) coincide for \( t \in \mathcal{R}(U_\alpha) \). Also notice that the values of the process \( X_p(t) \) are constant on the interval \([G(t_0), H(t_0)]\), so the total variation for the process \( X_p(t) \) can also be calculated based only on partitions which contain only points from the set \( \mathcal{R}(U_\alpha) \). Therefore from proposition 2 we get

\[
\nu^T_0(G(T)) = \nu^T_0(G(T)) = \nu^T_0(X_p(t)) = G(T).
\]

On the interval \([G(T), T]\) the trajectory of \( Z_p(t) \) is a straight line so

\[
\nu^T_{G(T)}(Z_p(t)) = T - G(T).
\]

Therefore

\[
\nu^T_0(Z_p(t)) = \nu^T_0(G(T)) + \nu^T_{G(T)}(Z_p(t)) = T.
\]

\( \Box \)

**Remark 1.** The above proof remains valid also in case of a multidimensional Lévy walk [16]. The only difference is in the series representation given by equation (22). Instead of random variables \( \gamma_{i,j} \) we have unit random vectors.
2.3. Martingale properties

In this section we will verify if the limit processes are martingales with respect to the natural filtration. Recall that the natural filtration for the process \((W(t), t \geq 0)\) is defined as \(\mathcal{F}_t^W = \sigma(W(s) : s \leq t)\) and the process \(W(t)\) is a martingale with respect to the natural filtration if

(a) \(\mathbb{E}[W(t)] < \infty\),
(b) \(\mathbb{E}[W(t)|\mathcal{F}_s^W] = W(s)\) a.s. for \(0 \leq s < t\).

Here \(\sigma(W(s) : s \leq t)\) is the sigma algebra generated by \(W\) up to time \(t\).

**Proposition 4.** The limit process \(X_p(t)\) for wait-first Lévy walk is a martingale if and only if \(p = 1/2\) (symmetric case).

**Proof.** First assume that \(p \neq 1/2\). Then \(\mathbb{E}X_p(t) = t\mathbb{E}X_p(1)\) since \(X_p(t)\) is self-similar with an index of self-similarity equal to 1 and \(\mathbb{E}X_p(1) \neq 0\) which follows from the lack of symmetry (the exact distribution of \(X_p(t)\) is given in theorem 4). Thus the expected value is not constant over time and \(X_p(t)\) is not a martingale in this case. Next assume \(p = 1/2\). We will show that in this case \(X_p(t)\) is a martingale. Since \(|X_p(t)| \leq t\) we have \(\mathbb{E}|X_p(t)| < \infty\). It remains to prove the second martingale condition. Let \(0 \leq s < t\), then almost surely

\[
\mathbb{E}[X_p(t)|\mathcal{F}_s^{X_p}] = \mathbb{E}[X_p(t) + (X_p(t) - X_p(s))|\mathcal{F}_s^{X_p}] = X_p(s) + \mathbb{E}[X_p(t) - X_p(s)|\mathcal{F}_s^{X_p}]
\]

\[= X_p(s) + \mathbb{E}\left[\sum_{w \in \langle s,t \rangle} \Delta X_p(w) \bigg| \mathcal{F}_s^{X_p}\right]. \tag{40}
\]

Once again we use the series representation (equation (22)). Notice that the directions of all jumps of \(X_p(t)\) on an interval \((s, t]\) are defined by the random variables \(\gamma_{i,j}\) which are independent of the previous history of the process on a time interval \([0, s]\). The length of the next jump after time \(s\) may depend on this history but the direction does not. Since for all \(i, j \in \mathbb{N}\) we have \(\mathbb{E}\gamma_{i,j} = 0\) it follows that

\[
\mathbb{E}\left[\sum_{w \in \langle s,t \rangle} \Delta X_p(w) \bigg| \mathcal{F}_s^{X_p}\right] = 0 \tag{41}
\]

and therefore \(\mathbb{E}[X_p(t)|\mathcal{F}_s^{X_p}] = X_p(t)\) almost surely for \(p = 1/2\).

The situation is different for the jump-first process.

**Proposition 5.** The process \(Y_p(t)\) is not a martingale for all \(p \in [0, 1]\).

**Proof.** The first martingale condition is not fulfilled—\(\mathbb{E}|Y_p(t)| = \infty\)—this can be calculated directly using the distribution of \(Y_p(t)\) which is given in theorem 5.

Finally, we look at the continuous process \(Z_p(t)\). It is not a martingale similarly as \(Y_p(t)\), but for different reasons (contrary to \(Y_p(t)\), the process \(Z_p(t)\) is bounded).

**Proposition 6.** The process \(Z_p(t)\) is not a martingale for all \(p \in [0, 1]\).

**Proof.** The limit process \(Z_p(t)\) has continuous trajectories. We also proved that it is of bounded variation \(\gamma_{0}^1(Z_p(t)) = 0\). However from martingale theory we now that the only continuous process of bounded variation is the constant process (theorem 30.4 in [26]). Thus \(Z_p(t)\) is not a martingale.
3. Probability distributions of the limit processes

In this section we are going to find explicit formulas for PDFs of the limit processes $X_p(t)$, $Y_p(t)$ and $Z_p(t)$ for all values of parameter $p \in (0, 1)$ and $\alpha \in (0, 1)$. It turns out that these densities are given by elementary functions. This extends results from [8] where PDFs were obtained only in the symmetric case $p = q = 1/2$. Also the results from this section simplify findings from [19] where PDFs of the jump processes $X_p(t)$ and $Y_p(t)$ were expressed using integrals of special functions.

**Theorem 4.** Let $p \in (0, 1)$. The PDF $p(x, t)$ of the process $X_p(t)$ equals

$$p(x, t) = \frac{1}{t} \phi \left( \frac{x}{t} \right),$$

where

$$\phi(y) = \begin{cases} 
\frac{p \sin(\alpha \pi)}{q \sin(\alpha \pi)} \frac{(1 - y)^\alpha y^{1+\alpha}}{\pi^2(1 - y)^{2\alpha} + p^2(1 + y)^{2\alpha} + 2pq(1 - y^2)^\alpha \cos(\alpha \pi)} & \text{when } 1 > y > 0 \\
\frac{\pi}{q \sin(\alpha \pi)} \frac{y^{1+\alpha}}{\pi^2(1 - y)^{2\alpha} + p^2(1 + y)^{2\alpha} + 2pq(1 - y^2)^\alpha \cos(\alpha \pi)} & \text{when } -1 < y < 0 \\
0 & \text{when } |y| > 1.
\end{cases}$$

(43)

**Proof.** In the proof we will use techniques from [8, 9]. Fourier–Laplace transform of the density $p(x, t)$ of the process $X(t)$ equals [18]

$$\int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-ikx - st} p(x, t) \, dx \, dt = \frac{s^{\alpha-1}}{p(s - ik)^\alpha + q(s + ik)^\alpha} = \frac{1}{s^\alpha} g \left( \frac{ik}{s} \right),$$

(44)

where

$$g(\xi) = \frac{1}{p(1 + \xi)^\alpha + q(1 - \xi)^\alpha}.$$  

(45)

Our process $X(t)$ is self-similar with an index of self-similarity equal to 1 so the PDF has the form $p(x, t) = \frac{1}{t} \phi \left( \frac{x}{t} \right)$ for a certain scaling function $\phi$. In such scenario it is possible to invert Fourier–Laplace transform using Sokhotski–Weierstrass theorem. We have

$$\int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-ikx - st} \frac{1}{t} \phi \left( \frac{x}{t} \right) \, dx \, dt = \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-iky - st} \phi(y) \, dy \, dt$$

$$= \int_{-\infty}^{\infty} \frac{1}{iky + s} \phi(y) \, dy$$

$$= \frac{1}{s} \frac{1}{\xi X(1) + 1}. \quad (46)$$

Therefore

$$g(\xi) = E \frac{1}{\xi X(1) + 1} \quad (47)$$

The density of $\phi(x)$ of the random variable $X(1)$ can be written as

$$\phi(x) = E \delta(x - X_1(1)). \quad (48)$$
From Sokhotsky–Weierstrass theorem we get [32]

$$\lim_{\varepsilon \to 0} \frac{1}{x \pm i \varepsilon} = \text{P.V.} \frac{1}{x} \mp i \pi \delta(x),$$

(49)

where P.V. denotes the principal value. Thus

$$\delta(x) = -\text{Im} \lim_{\varepsilon \to 0} \frac{1}{x + i \varepsilon}.$$

(50)

After combining the equations (48) and (50) we obtain

$$\phi(x) = -\text{Im} \lim_{\varepsilon \to 0} \frac{1}{x - X(1) + i \varepsilon} = -\lim_{\varepsilon \to 0} \frac{1}{x + i \varepsilon} - \frac{1}{1 - \frac{x}{x + i \varepsilon}}$$

(51)

Therefore

$$\phi(x) = -\frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im} \left( \frac{1}{x + i \varepsilon} \frac{1}{1 - \frac{x}{x + i \varepsilon}} \right)$$

$$= -\frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im} \left( \frac{1}{x + i \varepsilon} g \left( \frac{1}{x + i \varepsilon} \right) \right).$$

(52)

Now we apply the above formula for the function $g(\xi)$ given by equation (45)

$$\phi(y) = -\frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im} \left( \frac{1}{y + i \varepsilon} \frac{1}{p \left( 1 - \frac{1}{y + i \varepsilon} \right)^\alpha + q \left( 1 + \frac{1}{y + i \varepsilon} \right)^\alpha} \right).$$

(53)

For $y \in (0, 1)$ we have

$$\phi(y) = -\frac{1}{\pi} \text{Im} \left( \frac{1}{y} \frac{1}{p \left( \frac{1}{y} - 1 \right)^\alpha (-1)^\alpha + q \left( 1 + \frac{1}{y} \right)^\alpha} \right)$$

$$= -\frac{1}{\pi} \text{Im} \left( \frac{1}{\frac{1}{y} - 1} \left( \cos(\pi \alpha) + i \sin(\pi \alpha) \right) + q \left( 1 + \frac{1}{y} \right)^\alpha \right)$$

$$= -\frac{1}{\pi} \text{Im} \left( \frac{q \left( 1 + \frac{1}{y} \right)^\alpha + p \left( \frac{1}{y} - 1 \right)^\alpha \left( \cos(\pi \alpha) - i \sin(\pi \alpha) \right)}{\left( q \left( 1 + \frac{1}{y} \right)^\alpha + p \left( \frac{1}{y} - 1 \right)^\alpha \cos(\pi \alpha) \right)^2 + \left( p \left( \frac{1}{y} - 1 \right)^\alpha \sin(\pi \alpha) \right)^2} \right)$$

$$= \frac{1}{\pi} \frac{p \left( \frac{1}{y} - 1 \right)^\alpha \sin(\pi \alpha)}{p^2 \left( \frac{1}{y} - 1 \right)^{2\alpha} + q^2 \left( 1 + \frac{1}{y} \right)^{2\alpha} + 2pq \left( \frac{1}{y} - 1 \right)^\alpha \cos(\alpha \pi) \right)}$$

$$= \frac{p \sin(\alpha \pi)}{\pi} \frac{(1 - y)^{\alpha} y^{-1+\alpha}}{p^2(1-y)^{2\alpha} + q^2(1+y)^{2\alpha} + 2pq(1-y^2)^{\alpha} \cos(\alpha \pi)}.$$  

(54)

When $y \in (-1, 0)$ we perform analogous calculations or alternatively take advantage of the following symmetry $p_1(x, t) = p_2(-x, t)$ where $p_1(x, t)$ and $p_2(x, t)$ denote the PDFs of the processes $X_p(t)$ and $X_q(t)$ respectively. Next when $|y| > 1$
Therefore

\[ \phi(y) = 0. \]

The PDF of the jump-first process \( Y_p(t) \) is calculated in the theorem below.

**Theorem 5.** Let \( p \in (0, 1) \). The PDF \( p(x, t) \) of the process \( Y_p(t) \) is given by

\[ p(x, t) = \frac{1}{t} \phi \left( \frac{x}{t} \right), \tag{56} \]

where

\[ \phi(y) = \begin{cases} \frac{pq \sin(\alpha \pi)}{\pi |y|} \left[ (1 + y)^\alpha - (1 - y)^\alpha \right] & \text{when } |y| < 1 \\ \frac{1}{p \sin(\pi \alpha)} \left[ p^2(1 - y)^{2\alpha} + q^2(1 + y)^{2\alpha} + 2pq(1 - y^2)^\alpha \cos(\alpha \pi) \right] & \text{when } y > 1 \\ \frac{q \sin(\pi \alpha)}{\pi y} \left| y - 1 \right|^\alpha + p(1 + y)^\alpha & \text{when } y < -1. \end{cases} \tag{57} \]

**Proof.** We proceed similarly as in the proof of the previous theorem. Fourier–Laplace transform of the density \( p(x, t) \) of the process \( Y(t) \) equals [18]

\[ \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-ikx - \pi t} p(x, t) \, dx \, dt = g \left( \frac{ik}{s} \right), \tag{58} \]

where

\[ g(\xi) = 1 - \frac{p\xi^\alpha + q(-\xi)^\alpha}{p(1 + \xi)^\alpha + q(1 - \xi)^\alpha}. \tag{59} \]

Therefore

\[ \phi(y) = -\frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im} \left( \frac{1}{y + i\varepsilon} \frac{p\left( \frac{1}{y + i\varepsilon} \right)^\alpha + q\left( \frac{1}{y + i\varepsilon} \right)^\alpha}{(1 - \left( \frac{1}{y + i\varepsilon} \right)^\alpha + q(1 + \frac{1}{y + i\varepsilon})^\alpha)} \right). \tag{60} \]

For \( y \in (0, 1) \) this yields

\[ \phi(y) = -\frac{1}{\pi} \text{Im} \left( \frac{1}{y} \frac{p\left( \frac{1}{y} \right)^\alpha (\cos(\pi \alpha) + i \sin(\pi \alpha)) + q\left( \frac{1}{y} \right)^\alpha (\cos(\pi \alpha) - i \sin(\pi \alpha))}{p\left( \frac{1}{y} \right)^\alpha + q\left( \frac{1}{y} \right)^\alpha} \right) \]

\[ = -\frac{1}{\pi y} \text{Im} \left( \frac{p\left( \frac{1}{y} \right)^\alpha (\cos(\pi \alpha) + i \sin(\pi \alpha)) + q\left( \frac{1}{y} \right)^\alpha (\cos(\pi \alpha) - i \sin(\pi \alpha))}{q\left( \frac{1}{y} \right)^\alpha + p\left( \frac{1}{y} \right)^\alpha \cos(\pi \alpha) + q\left( \frac{1}{y} \right)^\alpha \sin(\pi \alpha)} \right) \]

\[ = -\frac{1}{\pi y} \frac{-p \sin(\pi \alpha) \left( \frac{1}{y} - 1 \right)^\alpha (\cos(\pi \alpha) + q) \frac{1}{y} + p \cos(\pi \alpha) \left( \frac{1}{y} - 1 \right)^\alpha (\cos(\pi \alpha) - i \sin(\pi \alpha))}{p^2 \left( \frac{1}{y} - 1 \right)^{2\alpha} + q^2 \left( \frac{1}{y} + 1 \right)^{2\alpha} + 2pq \left( \frac{1}{y} - 1 \right)^\alpha \sin(\pi \alpha)} \]

\[ = \frac{pq \sin(\alpha \pi)}{\pi y} \frac{(1 + y)^\alpha - (1 - y)^\alpha}{p^2(1 - y)^{2\alpha} + q^2(1 + y)^{2\alpha} + 2pq(1 - y^2)^\alpha \cos(\alpha \pi)}. \tag{61} \]
For \( y > 1 \) the result is different

\[
\phi(y) = -\frac{1}{\pi} \text{Im} \left( \frac{1}{y} \frac{p\frac{1}{y} (\cos(\pi\alpha) + i \sin(\pi\alpha)) + q\frac{1}{y}}{p(1 - \frac{1}{y})^\alpha + q(1 + \frac{1}{y})^\alpha} \right)
\]

\[
= \frac{p \sin(\pi\alpha)}{\pi y} \frac{1}{p(y - 1)^\alpha + q(y + 1)^\alpha}.
\] (62)

Finally we move to the continuous process \( Y(t) \).

**Theorem 6.** Let \( p \in (0, 1) \). The density \( p(x, t) \) of the process \( Z_p(t) \) equals

\[
p(x, t) = \frac{1}{t} \phi \left( \frac{x}{t} \right),
\] (63)

where

\[
\phi(y) = \frac{pq \sin(\pi\alpha)}{\pi} \times \frac{(1 - y)^{\alpha - 1}(1 + y)^\alpha + (1 + y)^{\alpha - 1}(1 - y)^\alpha}{p^2(1 - y)^{2\alpha} + q^2(1 + y)^{2\alpha} + 2pq(1 - y)^\alpha(1 + y)^\alpha \cos(\pi\alpha)} \times 1_{(-1, 1)}(y)
\] (64)

**Proof.** The proof is analogous as in the case of jump processes \( X(t) \) and \( Y(t) \). Fourier–Laplace transform \( p(x, t) \) of \( Z(t) \) has the form [16]

\[
\int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-ikx - st} p(x, t) \, dx \, dt = g \left( \frac{ik}{s} \right),
\] (65)

where

\[
g(\xi) = \frac{p(1 + \xi)^{\alpha - 1} + q(1 - \xi)^{\alpha - 1}}{p(1 + \xi)^\alpha + q(1 - \xi)^\alpha}.
\] (66)

This implies that

\[
\phi(y) = -\frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im} \left( \frac{1}{y + i\varepsilon} \frac{p\frac{1}{y} (\cos(\pi\alpha) - \pi) + i \sin(\pi\alpha - \pi)) + q\frac{1}{y}}{p\left(\frac{1}{y} - 1\right)^\alpha \cos(\pi\alpha) + i \sin(\pi\alpha)) + q\frac{1}{y}} \right). \] (67)

When \( y \in (0, 1) \) we obtain

\[
\phi(y) = -\frac{1}{\pi} \text{Im} \left( \frac{1}{y} \frac{p\frac{1}{y} (\cos(\pi\alpha - \pi)) + i \sin(\pi\alpha - \pi)) + q\frac{1}{y}}{p\left(\frac{1}{y} - 1\right)^\alpha \cos(\pi\alpha) + i \sin(\pi\alpha)) + q\frac{1}{y}} \right)
\]

\[
= -\frac{1}{y^\pi} \text{Im} \left( \frac{p\left(\frac{1}{y} - 1\right)^\alpha \cos(\pi\alpha) - i \sin(\pi\alpha)) + q\left(1 + \frac{1}{y}\right)^{\alpha - 1}}{q\left(1 + \frac{1}{y}\right)^\alpha + p\left(\frac{1}{y} - 1\right)^\alpha \cos(\pi\alpha)^2 + \left(p\left(\frac{1}{y} - 1\right)^{\alpha - 1} \sin(\pi\alpha)^2 \right)^2} \right).
\]
\[
\times \left( q \left(1 + \frac{1}{y}\right)^{\alpha} + p \left(\frac{1}{y} - 1\right)^{\alpha} (\cos(\pi\alpha) - i \sin(\pi\alpha)) \right) \right) \\
= \frac{1}{y^{\pi}} p \sin(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha-1} \left( q \left(1 + \frac{1}{y}\right)^{\alpha} + p \left(\frac{1}{y} - 1\right)^{\alpha} \cos(\pi\alpha) \right) \\
+ \frac{1}{y^{\pi}} p \sin(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha} \left( -p \cos(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha-1} + q \left(1 + \frac{1}{y}\right)^{\alpha-1} \right) \\
= \frac{pq \sin(\alpha\pi)}{\pi} \left(1 - y\right)^{\alpha-1} (1 + y)^{\alpha} + (1 - y)^{\alpha}(1 + y)^{\alpha-1} \\
\times \left( \frac{1}{y^{\pi}} p \sin(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha-1} \left( q \left(1 + \frac{1}{y}\right)^{\alpha} + p \left(\frac{1}{y} - 1\right)^{\alpha} \cos(\pi\alpha) \right) \\
+ \frac{1}{y^{\pi}} p \sin(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha} \left( -p \cos(\pi\alpha) \left(\frac{1}{y} - 1\right)^{\alpha-1} + q \left(1 + \frac{1}{y}\right)^{\alpha-1} \right) \right).
\]

(68)

For \( y > 1 \) we get \( \psi(y) = 0 \). \( \square \)

It is also worth to mention here that for \( d \)-dimensional rotationally invariant LW when \( d \) is odd, the densities of the limit processes are also given by elementary functions [20, 21].

4. Potentials of non-symmetric \( \alpha \)-stable processes

It turns out that the results for densities we laboriously derived in the previous section can be applied to get a formula for potential of the \( \alpha \)-stable process \((M_\alpha(t), U_\alpha(t))\) defined in equation (6). Before we proceed further let us recall some basic facts from potential theory. The potential measure \( U(dx) \) of the \( d \)-dimensional stochastic process \( W(t) \) is defined as

\[
U(B) = \int_0^\infty P(W(t) \in B) dt = E \int_0^\infty 1_B(W(s)) ds, \quad B \in \mathcal{B}(\mathbb{R}^d).
\]

For a symmetric (rotationally invariant) stable process \( W(t) \) with Fourier transform

\[
E \exp \left(-i \langle k, W(t) \rangle \right) = \exp (-t\|k\|^\alpha)
\]

the potential measure \( U(dx) \) is absolutely continuous with respect to Lebesgue measure and its density \( u(x) \) is given by Riesz potential [28]

\[
u(x) = C_{\alpha,d}\|x\|^{\alpha-d},
\]

where \( C_{\alpha,d} \) is a constant which depends on \( \alpha \) and \( d \). When \( W(t) \) is non-symmetric, the situation is more complicated. In a general case Fourier transform of a \( d \)-dimensional \( \alpha \)-stable process \( W(t) \) with \( \alpha \in (0, 1) \) is given by [28, 33]

\[
E \exp \left(-i \langle k, X(t) \rangle \right) = \exp \left( \int S \lambda(d\xi) \int_0^\infty \left( e^{i\langle \xi, k \rangle r} - 1 \right) r^{1-\alpha} dr \right),
\]

(69)

where \( \lambda \) is a finite measure on the unit sphere \( S = \{ x \in \mathbb{R}^d : \|x\| = 1 \} \). It is the spherical part of the Lévy measure corresponding to \( W(t) \). When \( \lambda \) is a uniform measure we recover the symmetric case. In [33] potential theoretic properties of \( W(t) \) were studied under the assumption that \( \lambda \) has a density with respect to the surface measure which is bounded and bounded away.
expressions for the potential density $u$.

Proof. Let us begin with the two-dimensional process \((M_x(t), U_a(t))\) for which \(\lambda\) is an atomic measure

$$\lambda(dx) = pD\delta_{\sqrt{2}/2,\sqrt{2}/2}(x) + qD\delta_{-\sqrt{2}/2,\sqrt{2}/2}(x),$$

where the constant \(D\) equals \(D = C\left(\sqrt{2}\right)^{\alpha} = \frac{(\sqrt{2})^{\alpha}\Gamma(1-\alpha)}{\sqrt{\pi}}\). This corresponds to the Lévy measure given by equation (7). Interestingly, it turns out that in this setting it is possible to obtain explicit expressions for the potential density \(u(x)\) and the results are non-comparable with the symmetric Riesz potential as it was the case in [33]. Subsection 4.2 is devoted to the case where \(M_x(t)\) is a \(d\)-dimensional rotation invariant \(\alpha\)-stable process. We apply similar methods to derive the potential density of the \(d+1\)-dimensional process \((M_x(t), U_a(t))\) which is associated with \(d\)-dimensional Lévy walk (see [16]). In this scenario the spherical part \(\lambda\) of the Lévy measure from equation (69) equals

$$\lambda(dx) = D\nu(d(x_1, \ldots, x_d))\delta_{\sqrt{2}/2}(x_{d+1}),$$

where \(x = (x_1, \ldots, x_d, x_{d+1})\) and \(\nu\) is a uniform measure on a hypersphere \(S = \{y \in \mathbb{R}^d : \|y\| = \sqrt{2}/2\}\). The potential density has a particularly elegant form when \(d = 3\) and \(\alpha = 1/2\) as corollary 3 shows.

4.1. Two-Dimensional process \((M_x(t), U_a(t))\)

Let us begin with the two-dimensional process \((M_x(t), U_a(t))\) and denote its potential density as \(u(x, t)\).

**Theorem 7.** The potential density \(u(x, t)\) is given by the formula

$$u(x, t) = \frac{1}{t^{2-\alpha}}\psi\left(\frac{x}{t}\right),$$

where the scaling function \(\psi(y)\) is given by

$$\psi(y) = \begin{cases} \frac{1}{y} \int_y^1 \eta_+(w) \left(1 - \frac{w}{y}\right)^{-1+\alpha} dw & \text{for } 1 > y > 0 \\ \frac{1}{y} \int_1^y \eta_-(w) \left(1 + \frac{w}{y}\right)^{-1+\alpha} dw & \text{for } 1 < y < 0 \\ 0 & \text{otherwise.} \end{cases}$$

and integrands \(\eta_+\) and \(\eta_-\) are elementary functions

$$\eta_+(y) = \frac{p \sin(\alpha \pi) \alpha}{\pi \Gamma(\alpha)} \frac{\left(3y - 1\right) \left(1 + y\right)^{2\alpha - 1} - \left(1 + y\right)^{2\alpha} - 2py(1-y)^{\alpha+1} \cos(\alpha \pi)}{(1-y)^{1-\alpha} \left(q^2(1-y)^{2\alpha} + q^2(1+y)^{2\alpha} + 2pq(1-y)^{\alpha} \cos(\alpha \pi)\right)}$$

and

$$\eta_-(y) = \frac{q \sin(\alpha \pi) \alpha}{\pi \Gamma(\alpha)} \frac{\left(3y - 1\right) \left(1 + y\right)^{2\alpha - 1} - \left(1 + y\right)^{2\alpha} - 2py(1-y)^{\alpha+1} \cos(\alpha \pi)}{(1-y)^{1-\alpha} \left(q^2(1-y)^{2\alpha} + q^2(1+y)^{2\alpha} + 2pq(1-y)^{\alpha} \cos(\alpha \pi)\right)}.$$

**Proof.** The main idea behind finding the potential density is its relation with the density \(p(x, t)\) of the wait-first limit process \(X_p(t)\). More precisely the density \(p(x, t)\) can be expressed in terms of the density \(u(x, t)\) of the potential measure \(U\) in the following way [25]

$$p(x, t) = \int_0^t u(x, t - v)\mu_{(M_x(t), U_a(t))}(\mathbb{R} \times [v, \infty))dv,$$
Finally we substitute the only difference between \( \eta \) and \( \eta \) as follows:

\[
p(x, t) = \int_0^t u(x, v) \frac{(t - v)^{-\alpha}}{\Gamma(1 - \alpha)} \, dv = \mathcal{D}_t^{-\alpha} u(x, t),
\]

where \( \mathcal{D}_t^{-\alpha} \) is the left Riemann–Liouville fractional integral of the order \( \beta \) [12]

\[
\mathcal{D}_t^{-\alpha} f(t) = \frac{1}{\Gamma(1 - \beta)} \int_0^t \frac{f(s)}{(t - s)^{1 + \beta}} \, ds.
\]

The potential density \( u(x, t) \) can be recovered after applying the left Riemann–Liouville fractional derivative to both sides of the above equation

\[
u(x, t) = \mathcal{D}_t^{-\alpha} p(x, t).
\]

The left fractional derivative \( \mathcal{D}_t^{-\alpha} \) of order \( \beta, 0 < \beta < 1 \) is defined by the formula

\[
\mathcal{D}_t^{-\alpha} f(t) = \frac{d}{dt} \mathcal{D}_t^{-\beta} f(t).
\]

Since \( u(x, 0) = 0 \) the Riemann–Liouville derivative \( \mathcal{D}_t^{-\alpha} \) is equivalent to the Caputo’s definition of the fractional derivative \( \mathcal{D}_t^{-\alpha} \) [12]

\[
\mathcal{D}_t^{-\alpha} p(x, t) = \mathcal{D}_t^{-\alpha} p(x, t) = \frac{\partial}{\partial t} \mathcal{D}_t^{-\beta} p(x, t) = \frac{\partial}{\partial t} \left( \frac{1}{t} \phi \left( \frac{x}{t} \right) \right).
\]

After differentiation we get

\[
u(x, t) = \left\{ \begin{array}{ll}
\int_x^t \frac{1}{v^2} \eta_+ \left( \frac{x}{v} \right) (t - v)^{-\alpha - 1} \, dv & \text{for } t > x > 0 \\
\int_x^t \frac{1}{v^2} \eta_- \left( -\frac{x}{v} \right) (t - v)^{-\alpha - 1} \, dv & \text{for } -t < x < 0 \\
0 & \text{otherwise}.
\end{array} \right. \tag{71}
\]

The integrands \( \eta_+ \) and \( \eta_- \)---the results of differentiation of \( \frac{1}{t} \phi \left( \frac{x}{t} \right) \)---are given by elementary functions

\[
\eta_+ (y) = \frac{\sin (\alpha \pi) \alpha p^2 (3y - 1)(1+y)^2 + (1-y)^2 - 2pq(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)}{\pi \Gamma (\alpha)} - \frac{(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)^2}{(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)^2}.
\]

and

\[
\eta_- (y) = \frac{\sin (\alpha \pi) \alpha p^2 (3y - 1)(1+y)^2 - (1-y)^2 + 2pq(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)}{\pi \Gamma (\alpha)} - \frac{(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)^2}{(1-y)^{1+\alpha}(1+y)^{\alpha-1} \cos (\alpha \pi)^2}.
\]

The only difference between \( \psi_+ \) and \( \psi_- \) is a swap between \( p \) and \( q \) parameters in the formula. Finally we substitute \( \frac{1}{\alpha} = \gamma \) in equation (71) which gives us the scaling function \( \psi \) and ends the proof.

It turns out that when \( \alpha = 1/2 \) after the integration the scaling function \( \psi \) takes the form

\[
\psi (y) = \frac{pq}{\sqrt{2\pi}} (p^2 (1 - y) + q^2 (1 + y))^{-3/2} 1_{[-1,1]} (y),
\]
which was also obtained using different methods in [19]. In the symmetric case \( p = q = 1/2 \) (and \( \alpha = 1/2 \)) the function \( \psi \) is particularly simple \( \psi(y) = 1/\sqrt{2\pi} I_{(-1,1)}(y) \) and the potential equals

\[
u(x,t) = \frac{1}{2\sqrt{\pi^{3/2}}} I_{(-1,1)}(x).
\]

The scaling function \( \psi(y) \) is supported on the interval \((-1, 1)\). It turns out that \( \psi \) displays an interesting behavior near the endpoints \(-1\) and \(1\) which depends heavily on the value of \( \alpha \).

**Proposition 7.** The scaling function \( \psi(y) \) has the following asymptotics

\[
\psi(y) \approx \begin{cases} 
2^{1-4\alpha} \rho \alpha \sin(\alpha \pi) & (1-y)^{-1+2\alpha}, \quad \text{when } y \to 1^- \\
2^{1+4\alpha} \rho \alpha \sin(\alpha \pi) & (1+y)^{-1+2\alpha}, \quad \text{when } y \to 1^+
\end{cases}
\]

**Proof.** Due to the symmetry \( \psi_c(y) = \psi_{1-c}(-y) \) (\( c \) in the subscript denotes here the value of the parameter \( p \)) it is enough to prove to asymptotic behavior when \( y \to 1^- \). From theorem 7 we have for \( 0 < y < 1 \)

\[
\psi(y) = \frac{1}{y} \int_y^1 \eta_+(w) \left(1 - \frac{y}{w}\right)^{-1+\alpha} \, dw,
\]

where

\[
\eta_+(y) = \frac{\rho \sin(\alpha \pi) \rho^2 (3y - 1)(1+y)^{2\alpha-1} - \rho^2 (1-y)^{2\alpha} - 2\rho q (1-y)^{1+\alpha}(1+y)^{1+\alpha} \cos(\alpha \pi)}{\pi \Gamma(\alpha) (1-y)^{1-\alpha+y^{1-\alpha}} (\rho^2 (1-y)^{2\alpha} + q^2 (1+y)^{2\alpha} + 2\rho q (1-y)^{1+\alpha} \cos(\alpha \pi))^2}.
\]

We have the following equivalence

\[
\psi(y) \approx \int_y^1 w^{-1+\alpha} \eta_+(w) \left(1 - \frac{y}{w}\right)^{-1+\alpha} \, dw = \int_y^1 \eta_+(w) (w-y)^{-1+\alpha} \, dw \quad \text{when } y \to 1^-.
\]

Let

\[
g(w) = \frac{2^{-2\alpha} \rho \alpha \sin(\alpha \pi)}{q^2 \pi \Gamma(\alpha)} (1-w)^{-1+\alpha}.
\]

We can notice that \( \eta_+(w) \approx g(w) \) when \( w \to 1^- \). Therefore

\[
\psi(y) \approx \int_y^1 g(w) (w-y)^{-1+\alpha} \, dw
\]

\[
= \frac{2^{-2\alpha} \rho \alpha \sin(\alpha \pi)}{q^2 \pi \Gamma(\alpha)} \int_y^1 (1-w)^{-1+\alpha}(w-y)^{-1+\alpha} \, dw
\]

\[
= \frac{2^{1-4\alpha} \rho \alpha \sin(\alpha \pi)}{q^2 \sqrt{\pi} \Gamma(\alpha + 1/2)} (1-y)^{-1+2\alpha}.
\]

The left panel of figure 2 presents a shape of the scaling function \( \psi(y) \) for different values of \( \alpha \). Clearly \( \alpha = 0.5 \) is the borderline case. The behavior of \( \psi \) changes drastically when \( \alpha > 0.5 \) and \( \alpha < 0.5 \). The right panel shows the plot of the potential \( \nu(x,t) \) as a function of \( 2 \)
Figure 2. Left panel: the scaling function $\psi(y)$ for the potentials $u(x, t)$ for $p = 1/2$ and different $\alpha$. Right panel: the potential $u(x, t)$ for $\alpha = 0.75$ plotted for $t \in (0.5, 3)$ and $x \in \mathbb{R}$.

variables. Recall that $u(x, t) = t^{\alpha - 2} \psi \left( \frac{x}{t} \right)$. We can notice how the shape of $\psi$ is propagated when $t$ increases.

Remark 2. In [19] the potential density of $(M_\alpha(t), U_\alpha(t))$ was obtained using Meier G-function. Combining the two different formulas yields an interesting integral identity.

4.2. $d+1$-dimensional process $(M_\alpha(t), U_\alpha(t))$

We now proceed to a case where the process $M_\alpha(t)$ is $d$-dimensional with $d > 1$ and rotationally invariant. We denote the coordinate processes as $M_\alpha(t) = (M_{\alpha, 1}(t), M_{\alpha, 2}(t), \ldots, M_{\alpha, d}(t))$. In this scenario the analyzed process $(M_\alpha(t), U_\alpha(t))$ is $d+1$-dimensional. The main idea for finding the potential measure is the same as in the previous section. The Lévy measure $\mu_{(M_\alpha, U_\alpha)}$ of $(M_\alpha(t), U_\alpha(t))$ in the hyperspherical coordinates equals

$$
\mu_{(M_\alpha, U_\alpha)}(dr, d\phi, dy) = \frac{\alpha}{\Gamma(1 - \alpha)} y^{1 - \alpha} dy \delta_y (dr) \nu (d\phi), \tag{72}
$$

where $(r, \phi)$ are hyperspherical coordinates of $x \in \mathbb{R}^d$, $\nu (d\phi)$ is a uniform measure on a hypersphere in $\mathbb{R}^d$ and $y \in \mathbb{R}$. Let $u(x, t)$ be a density function of the potential measure $U$ of our process. Due to the symmetry we have

$$
u \left( \frac{\parallel x \parallel}{t} \right),
$$

where $u_R$ is a density of a potential measure $U_R$ of the process $(\parallel M_\alpha \parallel, U_\alpha(t))$. Thus to determine $u(x, t)$ it suffices to calculate $u_R(r, t)$. Before we state the theorem for $u_R(r, t)$ let us recall definitions of right Riemann–Liouville fractional integral and derivative for $\beta \in \mathbb{R}^+$ which will be useful here. The right fractional integral $I^\beta$ is defined as

$$
I^\beta \{ f(t) \} (x) = \frac{1}{\Gamma(\beta)} \int_x^\infty \frac{f(t)}{(t - x)^{\beta}} \, dt
$$

and the right fractional derivative $D^\beta$ as

$$
D^\beta \{ f(t) \} (x) = \left( -\frac{d}{dx} \right)^n I^{n-\beta} \{ f(t) \} (x).
$$
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where \( n = \lceil \beta \rceil + 1 \). To express \( \phi_R \) one also needs the hypergeometric function \( {}_2F_1(a, b, c; x) \) with parameters \( a, b \) and \( c \). For \( |x| < 1 \) it is given by the series
\[
{}_2F_1(a, b, c; x) = \sum_{k=0}^{\infty} \frac{(a)_k(b)_k}{(c)_k} \frac{x^k}{k!},
\]
with \( (a)_k = \frac{\Gamma(a+k)}{\Gamma(a)} \). When \( |x| \geq 1 \) the function is defined as an analytic continuation with respect to \( x \). Let us now move to the theorem which gives the formula for the potential density \( u_R(r, t) \).

**Theorem 8.** The potential density \( u_R(r, t) \) equals
\[
u R (r, t) = \frac{C}{\Gamma(1 - \alpha)} \left( \frac{1}{t} \phi_R \left( \frac{r}{t} \right) \right),
\]
where
\[
\phi_R(r) = \frac{2\sqrt{\pi}}{\Gamma(d/2)} d^{-1} D_{d-1} \left\{ \phi_1 \left( \frac{1}{\sqrt{r}} \right) \right\} \left( r^2 \right) \mathbf{1}_{(0,1)}(r).
\]

Here \( \phi_1(x) \) is a PDF of the random variable \( M_{a,1}(1) \) and is given by the formula involving a hypergeometric function
\[
\phi_1(x) = -\frac{1}{\pi |x|} \operatorname{Im} \frac{1}{\Gamma(-\alpha/2, (1-\alpha)/2; 2d/2; \frac{1}{x^2})} \mathbf{1}_{(-1,1)}(x).
\]

**Proof.** The limit process of the corresponding \( d \)-dimensional undershooting Lévy walk is \( Y(t) = M_{a,c}(S_a(t)) \). The PDF of \( Y(t) \) due to symmetry takes the form
\[
p(x, t) = \frac{1}{2\pi d^{d/2} |x|^{d-1}} p_R \left( |x|, t \right)
\]
with \( p_R \) being a PDF of the one-dimensional process \( |Y(t)| \). Moreover
\[
p_R \left( |x|, t \right) = \frac{1}{t} \phi_R \left( \frac{|x|}{t} \right).\]

The scaling function \( \phi_R(r) \) equals [20, 21]
\[
\phi_R(r) = \frac{2\sqrt{\pi}}{\Gamma(d/2)} d^{-1} D_{d-1} \left\{ \phi_1 \left( \frac{1}{\sqrt{r}} \right) \right\} \left( r^2 \right) \mathbf{1}_{(0,1)}(r),
\]
where
\[
\phi_1(x) = -\frac{1}{\pi |x|} \operatorname{Im} \frac{1}{\Gamma(-\alpha/2, (1-\alpha)/2; 2d/2; \frac{1}{x^2})} \mathbf{1}_{(-1,1)}(x).
\]

The function \( \phi_1 \) is a PDF of the random variable \( M_{a,1}(1) \). Another formula for \( p(x, t) \) involves the density \( u \) of our potential measure [19, 25], similarly as in the previous section
\[
p(x, t) = \int_0^t u(x, t - v) \mu(\mathbb{R}^d \times [v, \infty))dv,
\]
where $\mu$ is Lévy measure of the process $(M_\alpha(t), U_\alpha(t))$ as in equation (72). After integration we get $\mu(\mathbb{R} \times [v, \infty)) = \frac{1}{\Gamma(1-\alpha)}$ and therefore

$$p(x, t) = \int_0^t u(x, v) \frac{(t-v)^{-\alpha}}{\Gamma(1-\alpha)} \, dv = \phi_1^{1-\alpha} u(x, t).$$

Analogously as in the previous section we get

$$u(x, t) = \frac{\phi_1^{1-\alpha}}{t} D_t^{1-\alpha} p(x, t).$$

and finally

$$u_R(r, t) = \frac{\phi_1^{1-\alpha}}{t} D_t^{1-\alpha} \left[ \frac{1}{t} \phi_R \left( \frac{r}{t} \right) \right].$$

Interestingly, when $d$ is odd, $\phi_1$ is an elementary function [21]. The right fractional derivative $D_t^{1-\alpha}$ becomes then a classical derivative, that is, $D_t^{1-\alpha} = \left( -\frac{d}{dt} \right)^{1-\alpha}$. Thus in this case the function $\phi_R$ which appears in theorem 8 is also elementary. The next corollary deals with an interesting special case $d = 3$ and $\alpha = 1/2$.

**Corollary 3.** When $d = 3$ and $\alpha = 1/2$ we obtain a particularly elegant expression for potential density of the process $(M_\alpha(t), U_\alpha(t))$:

$$u(x, t) = \frac{9}{8\pi^{3/2}} \frac{\sqrt{4t^3 - 5(t^2 - 3|x|^2)^2 + (t^2 + 3|x|^2)^{3/2}}}{\|x\|(t^2 + 3|x|^2)^{3/2}} I_{(-\infty, 0)}(x).$$

**Proof.** The scaling function $\phi_1$ from theorem 8 now equals

$$\phi_1(x) = \frac{3(1-x)^{3/2}}{2\pi \sqrt{x}(1+3x^2)} I_{(-1,1)}(x)$$

and thus for $\phi_R$ we get from equation (73)

$$\phi_R(r) = \frac{3\sqrt{1-r} (1 + r(2 + 3(5-2r)))}{2\pi \sqrt{r} (1+3r^2)^2} I_{(0,1)}(r).$$

In order to calculate $u_R(r, t)$ we first take the derivative

$$\frac{d}{dt} \left( \frac{1}{t} \phi_R \left( \frac{r}{t} \right) \right) = \frac{3(-5 - 4t^2r - 46t^2r^2 + 144t^2r^3 + 63tr^4 - 108r^5)}{4\pi \sqrt{(t - r)(t^2 + 3r^2)^3}}.$$

for $t > r > 0$. Therefore

$$u_R(r, t) = \frac{1}{\Gamma(1/2)} \int_r^\infty \frac{1}{(t-s)^{1/2}} \times \frac{3(-5 - 4t^2r - 46t^2r^2 + 144t^2r^3 + 63tr^4 - 108r^5)}{4\pi \sqrt{(s - r)(s^2 + 3r^2)^3}} \, ds$$

$$= \frac{9r \sqrt{4t^3 - 5(t^2 - 3r^2)^2 + (t^2 + 3r^2)^{3/2}}}{2\sqrt{\pi}(t^2 + 3r^2)^{3/2}}$$

when $r \in (0, t)$ and $u_R(r, t) = 0$ otherwise. \qed
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