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Featured Application: This paper proposes taillight detection, stereo taillight matching, and taillight pairing methods for the stereo-vision-based nighttime vehicle-to-vehicle positioning process. This process can be used in advanced driver-assistance systems and autonomous vehicles.

Abstract: The stereo vision system has several potential benefits for delivering advanced autonomous vehicles compared to other existing technologies, such as vehicle-to-vehicle (V2V) positioning. This paper explores a stereo-vision-based nighttime V2V positioning process by detecting vehicle taillights. To address the crucial problems when applying this process to urban traffic, we propose a three-fold contribution as follows. The first contribution is a detection method that aims to label and determine the pixel coordinates of every taillight region from the images. Second, a stereo matching method derived from a gradient boosted tree is proposed to determine which taillight in the left image a taillight in the right image corresponds to. Third, we offer a neural-network-based method to pair every two taillights that belong to the same vehicle. The experiment on the four-lane traffic road was conducted, and the results were used to quantitatively evaluate the performance of each proposed method in real situations.
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1. Introduction

Transportation is an essential factor in human lives, as it plays an important role in developing civilization. Therefore, recent work on both scientific and industrial sides has focused on constructing an intelligent transport system (ITS), in which autonomous vehicles are arguably the most attractive part [1–3]. It is partly due to the rapid development of artificial intelligent approaches that their contributions have been shown in several fields in recent years [4–6]. However, since the final target is completely replacing the traditional vehicles with the autonomous ones, there are still many challenges ahead that need to be resolved. For example, the on-road autonomous vehicles may need to estimate each other’s positions to maintain safe distances and make urgent decisions when necessary. Thanks to that, we can avoid traffic accidents and congestion. Therefore, there is an increasing demand for an efficient vehicle-to-vehicle (V2V) positioning solution.

Referring to previous studies, many drawbacks that affect the performances of the existing V2V positioning technologies, such as time difference of arrival (TDOA) and light detection and ranging (LiDAR), have been observed [7,8]. In particular, with TDOA, an estimation result greatly depends on the time measurement, which causes difficulty in obtaining high accuracy in practice. Besides,
LiDAR has to face some major limitations such as high cost, complicated installation, high sensitivity to signal interference, and jamming. Compared to these methods, the stereo vision system has some strong points as follows. First, the stereo vision system has an affordable price. Second, it is easily installed and maintained on the vehicle. Third, the stereo vision system can observe the appearance of the objects. Therefore, the stereo vision system can be considered as an alternative for the V2V positioning application.

To estimate the world coordinates of the object relative to the camera using the stereo-vision-based approach, initially, this object has to be detected from the captured image. However, it is extremely difficult to directly detect a vehicle at nighttime, since the appearance of the vehicle may become hardly observable due to the inadequate lighting conditions. Instead, most papers focus on detecting the most prominent part of the vehicle at nighttime (vehicle lighting), which is often a taillight [8–11]. In these papers, they use the stereo vision system, which includes two cameras, on the host vehicle to capture a real scene from two different views. Next, the world coordinates of the front vehicle’s taillights can be determined based on the relation between their corresponding pixel coordinates on the two captured images. This helps in estimating the position of the corresponding front vehicle. However, as all of them were based on simulation experiments with a single in-front vehicle, they have not dealt with three serious problems that need to be addressed to locate multiple front vehicles in practice. First, in the urban traffic environment, the cameras would presumably capture several light sources in the front, which may lead to difficulties in identifying the real taillight. Second, with many taillights detected from each image, how can we determine which one in the left image corresponds to a certain one in the right image. The third problem is how to pair every two taillights that belong to the same vehicle so that the vehicle’s presence can be confirmed. These three issues, which are respectively termed the detection problem, the stereo matching problem, and the pairing problem, are what we want to address in this paper.

Initially, we briefly review what has been done in previous works to deal with each of the above problems as follows:

(1) Detection problem: Due to the arbitrary shape and size of a vehicle’s taillights, it is challenging based on these characteristics to detect the taillight regions from an image, especially in nighttime situations. The most popular approach is relying on color and brightness, given the assumption that the vehicle’s taillights dominantly contain red points and their brightness is relatively higher than the other parts of the image. Specifically, they consider the threshold based on different color spaces, such as HSV [12–15], Lab [16], Y'UV [17], grayscale [18], or RGB [19], and use some conventional techniques [12,13,15–19] or machine-learning-based techniques [14] to detect the taillights from the image. However, the previous works often lacked a step to verify whether the detected region is a taillight or just a bright object. Furthermore, most of them have not mentioned labeling and determining the pixel coordinates of each detected taillight region, which is mandatory for V2V positioning.

(2) Stereo matching problem: Stereo matching [20] is a well-known problem that has appeared in many computer vision studies. In particular, it involves the task of determining which part of one image corresponds to a particular part of another image. These two images are taken of the same real scene but from different viewpoints. Previous studies mostly resolved the stereo correspondence problem by proposing a dense matcher to compare each small patch between two images for depth estimation or 3D reconstruction [21–25]. These approaches have two major drawbacks. First, the stereo matching that operates on the full image may generate bad results on low textured or non-Lambertian surfaces. Second, since the regions of interest often just fill in a small part of the image, the dense stereo matching task will possibly lead to high computational complexity, which may affect the performance in a real-time application like V2V positioning.

(3) Pairing problem: Regularly, to decide whether the two taillights belong to the same vehicle, the common approach is comparing some relations relevant to their size, color, and position with some particular thresholds [12–19,26]. The threshold values are usually chosen empirically but must be reasonable to distinguish between the two taillights. Therefore, these methods lack the flexibility to
handle different cases in real situations. Furthermore, many of them are applied for the surveillance camera [13,16,17,19,26], which has a different perspective from the vehicle-mounted camera used in our positioning system.

To solve the aforementioned problems, we propose three methods, which are summarized as a three-fold contribution below:

- A detection method in which we derive a connected-component analysis algorithm to determine the region and estimate the pixel coordinates of each candidate taillight in the image. In this method, we also provide a rule-based verification phase to reduce the number of outliers in detection results as much as possible.
- A stereo matching method that uses a gradient boosted tree classifier for ascertaining which taillight in the left image is the same as that in the right image, while the other part of the image, which is not the target for V2V positioning, is ignored. Thanks to that, we reduce the computational complexity when compared with the conventional stereo matching approaches.
- A neural-network-based pairing algorithm that adaptively determines the threshold of the horizontal distance, that of the vertical distance, and the correlation between two arbitrary taillights to decide whether they belong to the same vehicle. It is different from the existing works that set the threshold empirically.

Furthermore, an outdoor experiment was conducted to capture the images in a nighttime traffic environment. The obtained images were then processed using our proposed methods, to reveal the performances of these methods in real situations.

The remainder of this paper is structured as follows. First, in Section 2, we explain the stereo-vision-based nighttime V2V positioning process, which utilizes the stereo triangulation approach for estimating the world coordinates of the front vehicle using the pixel coordinates of its taillights. Second, three proposed methods for taillight detection, stereo taillight matching, and taillight pairing are respectively described in Section 3. Section 4 demonstrates our experiments in the real traffic scenario and evaluates the performances of the proposed methods on the captured images. Finally, we present the conclusions in Section 5.

2. Stereo-Vision-Based Nighttime V2V Positioning

A stereo-vision-based V2V positioning process in nighttime scenarios includes five stages. In stage (1), the proposed taillight detection method is applied to locate the region and pixel coordinates of each taillight in each image. In stage (2), a stereo matching method is applied to determine which taillight detected from the left image corresponds to which taillight detected from the right image; and a pairing method in stage (3) is to associate every pair of taillights that belong to the same vehicle on each image. When the pixel coordinates of each taillight in the left and right images have been determined, the world coordinates of this taillight can be calculated in stage (4). Finally, given the world coordinates of each pair of taillights, the world coordinates of the corresponding vehicle are estimated in stage (5). An overview of this process is presented in Figure 1.
In this study, our contribution includes three proposed methods for the first three stages from (1) to (3). Therefore, they will be described in detail in the next section. Besides, the intuition behind stages (4) and (5) is explained as follows:

In stage (4), the stereo triangulation approach [27] is utilized to determine the world coordinates of each detected taillight, given an assumption that the two cameras capture the images simultaneously. We denote $P(X, Y, Z)$ as the world coordinates of the taillight $P$; $O_L(u_L, v_L)$ and $O_R(u_R, v_R)$, respectively, as the pixel coordinates of the left and right cameras’ optical centers; and $p_L(x_L, y_L)$ and $p_R(x_R, y_R)$ as the pixel coordinates of $P$ in the left and right images. Additionally, two cameras have the same horizontal focal length $f_x$ and vertical focal length $f_y$, and the camera baseline is $b$. The stereo triangulation approach for taillight positioning is illustrated in Figure 2.

Figure 1. Overview of the stereo-vision-based nighttime V2V positioning process.
Figure 2. Stereo triangulation approach for estimating the taillight’s world coordinate.

When considering two similar triangles, $\Delta P_L P_R$ and $\Delta O_L O_R$, the Oz-axis value $Z$ of the taillight $P$ can be calculated using the following equations, given that all the mentioned coordinates are already known:

$$\frac{P_L P_R}{O_L O_R} = \frac{b - x_L + x_R}{b} = \frac{Z - f_x}{Z},$$  \hspace{1cm} (1)

$$\Rightarrow Z = \frac{f_x b}{x_L - x_R},$$  \hspace{1cm} (2)

After calculating $Z$, the two remaining values, $X$ and $Y$, of the world coordinates of $P$ can be identified:

$$\begin{align*}
X &= \left( x_L - u_L \right) Z f_x \\
Y &= \left( y_L - v_L \right) Z f_y
\end{align*} \hspace{1cm} (3)$$

In stage (5), we suppose that $V$ is the midpoint of the line segment that connects the left taillight $L$ and right taillight $R$ of the vehicle. The world coordinates of $V$ can be considered as the position of the vehicle, as illustrated in Figure 3.

Figure 3. Estimate the front vehicle’s world coordinates based on its taillight pair.
Once the world coordinates of the left taillight $L$ and right taillight $R$ have been determined as $P_L(X_L, Y_L, Z_L)$ and $P_R(X_R, Y_R, Z_R)$, respectively, the world coordinates $V(X_V, Y_V, Z_V)$ of the front vehicle are given by:

\[
\begin{align*}
X_V &= \frac{X_L + X_R}{2} \\
Y_V &= \frac{Y_L + Y_R}{2} \\
Z_V &= \frac{Z_L + Z_R}{2}
\end{align*}
\] (4)

3. Proposed Methods

In this section, three proposed methods, including taillight detection, stereo taillight matching, and taillight pairing are respectively presented in Sections 3.1–3.3.

3.1. Taillight Detection

In the V2V positioning context, the taillight detection stage aims to obtain the pixel coordinates of each taillight in the image. Moreover, the regions of these taillights need to be preserved because they will be further used in stereo taillight matching and taillight pairing stages. To accomplish these requirements, we propose a taillight detection method that includes two phases: generation and verification. The generation phase is to generate the candidate taillight region from the image. This phase comprises of three steps: HSV color thresholding, interesting point enhancement, and candidate region clustering. The verification phase, which consists of one step that is taillight verification, is to verify whether each candidate region is a taillight or not. The verification phase is an additional phase when compared with many existing detection methods [12,13,15–17]. It should be noted that sometimes when taillights from different vehicles approach each other, taillight occlusion occasionally occur under the camera’s viewpoint. To resolve this phenomenon completely, complicated research is required, which is beyond the scope of our study. Therefore, in this paper, we only focus on taillights that are already separated from each other in the image. Accordingly, we assume that each interesting point that is adjacent to another belongs to the same taillight. Figure 4 below shows the entire flow of the proposed taillight detection method. The details of each step are provided in the remaining part of this subsection.

![Figure 4. Proposed taillight detection method.](image)

3.1.1. HSV Color Thresholding

In the HSV color thresholding step, the input image is initially converted into an HSV-color space format. Then, the HSV threshold values derived in [12] are applied so that the red points surrounding each candidate taillight are preserved, while the others are filtered out as black, as illustrated in Figure 5. Subsequently, each point that satisfies the above threshold is called an interesting point, while the others are treated as background points.
3.1.2. Interesting Point Enhancement

After the first step, the interesting points that potentially belong to the taillight regions have been identified. However, some points inside the taillights may still be missed because they do not satisfy the HSV thresholds. Therefore, the morphological close transformation [28] is used to enhance the thresholding result by merging adjacent regions and filling the points inside the surrounding red region. The structuring element used for the transformation was experimentally chosen as a square disk with size $12 \times 12$. An example of the interesting points obtained before and after the enhancement stage is illustrated in Figure 6.
3.1.3. Candidate Region Clustering

In this step, a candidate region clustering algorithm derived from the connected-component analysis method [29] is introduced for determining the region and pixel coordinates of each candidate taillight. To achieve this target, our idea is labeling each interesting point based on its preceding neighbor, beginning from the first point in the image. All points that have the same label are put into one list, which represents one candidate taillight region. The preceding neighbor of a point \( p(x, y) \) is defined as any interesting point that has one of the following pixel coordinates: \( (x - 1, y - 1) \), \( (x - 1, y) \), \( (x - 1, y + 1) \), or \( (x, y - 1) \). If \( p \) has at least one preceding neighbor point, a point \( q \), which has the minimum label among all preceding neighbors of \( p \), is picked, as illustrated in Figure 7. The point \( p \) is assigned into the region of \( q \), and the region of each remaining preceding neighbor of \( p \) is also merged into \( q \)'s region. Otherwise, \( p \) is assigned to a new region with a new label. The details of this algorithm are provided as Algorithm 1.

Figure 6. Interesting point enhancement: (a) thresholding result; (b) enhancement result.

Figure 7. Example of point labeling. The preceding neighbor has the minimum label of 1.
Algorithm 1 Procedure candidate_Region_Clustering.

**Input:** Image `img`

**Output:** list of connected and labelled taillight regions `T`

1: `[width, height] ← size(img)`
2: `cur_label ← 1`
3: **for** `i ← (1..width)` **do**:
4:   **for** `j ← (1..height)` **do**:
5:     **if** `img(i, j)` is an interesting point **then**:
6:       `label_nw ← GetLabel(img(i - 1, j - 1))`
7:       `label_n ← GetLabel(img(i - 1, j))`
8:       `label_ne ← GetLabel(img(i - 1, j + 1))`
9:       `label_w ← GetLabel(img(i, j - 1))`
10:      `min_label ← min(label_nw, label_n, label_ne, label_w)`
11:     **if** `min_label` is not None **then**:
12:       Merge all precede neighbors' regions to the region has label `min_label`
13:       `T[min_label].append(img(i, j))`
14:     **else**:
15:       `T[cur_label] := []`
16:       `T[cur_label].append(img(i, j))`
17:       `cur_label ← cur_label + 1`
18: **end if**
19: **end if**
20: **end for**
21: **end for**

Assuming that `x_{min_T}`, `x_{max_T}`, `y_{min_T}`, and `y_{max_T}` are the minimal and maximal values of the horizontal and vertical coordinates for the point in taillight region `T`, these values can be determined as

\[
x_{\text{min}_T} = \min \{x_i | (x_i, y_i) \in T\},
\]

\[
x_{\text{max}_T} = \max \{x_i | (x_i, y_i) \in T\},
\]

\[
y_{\text{min}_T} = \min \{y_i | (x_i, y_i) \in T\},
\]

\[
y_{\text{max}_T} = \max \{y_i | (x_i, y_i) \in T\},
\]

where `\text{min}` and `\text{max}` functions aim to respectively get the minimum and maximum value from the set. The pixel coordinates \((x_T, y_T)\) of `T` are estimated based on these maximal and minimal values.

\[
\begin{align*}
x_T &= \frac{x_{\text{min}_T} + x_{\text{max}_T}}{2}, \\
y_T &= \frac{y_{\text{min}_T} + y_{\text{max}_T}}{2}
\end{align*}
\]

A minimum bounding box of taillight `T` is defined as the smallest rectangle in which all points of `T` lie. The top-left corner of the minimum bounding box has the pixel coordinates \((x_{\text{min}_T}, y_{\text{min}_T})\), while the bottom-right corner has the pixel coordinates \((x_{\text{max}_T}, y_{\text{max}_T})\). Therefore, its width `w_T` and height `h_T` can be calculated as

\[
\begin{align*}
w_T &= x_{\text{max}_T} - x_{\text{min}_T}, \\
h_T &= y_{\text{max}_T} - y_{\text{min}_T}
\end{align*}
\]
As illustrated in Figure 8, a minimum bounding box is presented as a green rectangle, which contains its candidate region. The centroid of this rectangle, which is illustrated with a yellow dot, is chosen as the pixel coordinates of this region. From there, each candidate region is represented by its corresponding minimum bounding box for being used in the further stages of the positioning process.

![Figure 8. Example of a minimum bounding box.](image)

Figure 8 shows a result of the generation phase, which is obtained after the candidate region clustering step. We can observe that many of the generated candidate regions are not taillights but just outliers. Therefore, they need to be reduced in the verification phase to obtain a better detection result.
Figure 9. Result of the generation phase: (a) input image; (b) output image.

3.1.4. Taillight Verification

After the generation phase, several outliers that are not taillights seemingly appear, as illustrated in Figure 10. Therefore in the verification phase, the taillight verification step is presented to reduce the number of outliers to the maximum possible extent. This study mainly concentrates on three types of outliers: a brake lamp, a region having a small area, and a region having a vertical coordinates (Oy-axis coordinate) too high compared to that of the traffic road.
Figure 10. Outliers: (a) brake lamp; (b) noise; (c) traffic light; (d) advertisement panel.

We consider each candidate region $T$. Let the width, height, and vertical coordinates of $T$ be $w_T$, $h_T$, and $y_T$, respectively. Denoting $\lambda_1$ as a threshold to represent the maximum ratio value between the width and height of the taillight region, $T$ is considered as the brake lamp if the following condition is satisfied:

$$\frac{w_T}{h_T} \geq \lambda_1,$$  \hspace{1cm} (11)

When the area of $T$ is tiny, there are two possible cases: (1) $T$ is not a taillight but just noise from the reflected surface and (2) $T$ is possibly a taillight but is placed too far from the camera, and thus, has a little impact on the host vehicle. In both cases, $T$ should be eliminated. With $\lambda_2$ defined as a minimum value of the taillight’s area, we check whether $T_i$ is too tiny, by using the following equation:

$$w_T \cdot h_T < \lambda_2,$$ \hspace{1cm} (12)

The final type of outlier is the region that is placed too high from the traffic road. This region is highly likely a traffic light, building light, or an advertisement panel. To check this criterion on $T$, we compare the ratio between $y_T$ and the image’s height $H$ with a certain threshold value $\lambda_3$ (Equation (13)). If this ratio is smaller than $\lambda_3$, $T$ will be erased from the detection result.

$$\frac{y_T}{H} < \lambda_3,$$ \hspace{1cm} (13)

Through experiments, the values of $\lambda_1$, $\lambda_2$, and $\lambda_3$ are, respectively, set as 10, 81, and 0.8. Figure 11 presents a detection result after the taillight verification stage. Finally, the pixel coordinates and the bounding box of each detected taillight region are already determined so that they can be used in further stages.
3.2. Stereo Taillight Matching

As mentioned in Section 1, the existing stereo matching approaches have a limitation on computational complexity. In our proposed stereo matching method, we are only concerned about determining the one-to-one correspondence of the interesting objects, which are taillight regions, whereas the remaining part of the image is ignored, as illustrated in Figure 12. Compared to existing studies [21–24], it significantly reduces the computational complexity, which is mandatory for real-time applications.
Figure 12. Taillight correspondence on the two images (the corresponding taillights are marked by the same label): (a) left image; (b) right image.

In reality, it is not able to ensure that the correspondences for every taillight can always be found out. Sometimes, one taillight appears on one image but cannot be observed in another image. For example, in Figure 13, a taillight denoted by the green arrow in the right image is fully occluded in the left image.
In another case, a taillight that is close to the image border of one image is likely to be out of view of the other image, as illustrated in Figure 14.

The above phenomena indicate that the stereo triangulation approach cannot always be applied, as it requires the pixel coordinates on two different images. This issue can be resolved by keeping track of the taillights frame-by-frame. At the instant the taillight is missed from the image, its current position can be predicted when considering the position in previous frames. However, the tracking process is beyond the scope of this study. Therefore, we attempt to determine all possible correspondences from the list of detected taillights in the two images and ignore some cases when there is a taillight in one image that cannot be found in another image.

The remainder of this subsection is organized as follows. In Section 3.2.1, we introduce a procedure for matching the taillights in the left and the right images. In Section 3.2.2, a list of relevant features to the matching procedure is explained. Additionally, the stereo taillight matching classifier based on the gradient boosted tree is proposed in Section 3.2.3.

3.2.1. Stereo Taillight Matching Procedure

After applying taillight detection to the left image $I_L$ and the right image $I_R$ independently, two lists of detected taillights $L = \{L_1, L_2, ..., L_m\}$ and $R = \{R_1, R_2, R_3, ..., R_n\}$ are obtained. In the stereo taillight matching stage, our goal is to determine the list of taillight correspondence $M = \{(L_k, R_k) | L_k \in L, R_k \in R\}$ that satisfies the condition that each combination $(L_k, R_k)$ refers to the same taillight in the real scene, also understood as $L_k$ and $R_k$ being matched with each other, so that the world coordinates of this taillight can be estimated using the stereo triangulation approach.

The procedure of the proposed stereo taillight matching method on each image pair $(I_L, I_R)$ is explained as follows. Iteratively, each taillight combination $(L_i, R_j)$ will be considered. At first, the function matchingFeatureExtraction is applied to the combination $(L_i, R_j)$ to extract the feature vector $matchVec$, which is further fed into a pre-trained matchingClassifier. This classifier returns a status with two possible values of match and not match, which represent whether $L_i$ and $R_j$ match each other. If they are predicted as matched, $(L_i, R_j)$ will be added to $M$. Additionally, $L_i$ will be
removed from \( L \) and \( R \), will be removed from \( R \). The procedure then continues considering another combination until there are no more possible combinations remaining from \( L \) and \( R \). The entire flow of this procedure is described in Figure 15.

**Figure 15.** Stereo taillight matching procedure.

### 3.2.2. Features for Stereo Taillight Matching

Many features can affect the matching probability between the two arbitrary taillights. However, we have to choose the features that not only imply the similarity between the two matched taillights but also highlight the difference between the two unmatched taillights to the maximum possible extent. Especially, one needs to be aware of the case wherein many taillights have the same appearance, which might cause ambiguity for the matching task. To satisfy these criteria, we propose five features for constructing the feature vector \( \text{matchVec} \) when considering the two taillights \( (L_i, R_j) \): horizontal position ratio (HPR), vertical position ratio (VPR), width ratio (WR), height ratio (HR), and normalized cross-correlation (NCC). The first two features consider spatial correlation, whereas the last three features look for the similarity in the appearance of the two taillights. These features are calculated using the information of the detected taillight region, as illustrated in Figures 16 and 17.
Figure 16. Pixel coordinates of the taillight in: (a) left image; (b) right image.
The explanation of each feature is presented as below:

1. **HPR**: Implies the horizontal coordinates difference between the two taillights $L_i$ and $R_j$.

Let us assume the horizontal coordinates of $L_i$ and $R_j$ as $x^L_i$ and $x^R_j$, respectively. Initially, both $x^L_i$ and $x^R_j$ are normalized as $\overline{x^L_i}$ and $\overline{x^R_j}$ by dividing with the width of the corresponding image, which is $W_L$ and $W_R$:

\[
\begin{align*}
\overline{x^L_i} &= \frac{x^L_i}{W_L}, \\
\overline{x^R_j} &= \frac{x^R_j}{W_R},
\end{align*}
\]  

(14)

After obtaining $\overline{x^L_i}$ and $\overline{x^R_j}$, HPR is determined as
The value of HPR lies within the range \([-1, 1]\). The negative value implies that the horizontal coordinates of \(R_j\) are smaller than those of \(L_i\), and vice versa. As illustrated in Figure 2, the horizontal coordinates (Ox-axis coordinate) of the object in the left image must be larger than those in the right image; therefore, the HPR of the two matched taillights must be greater than 0. Otherwise, we can conclude that the two taillights do not match each other.

2. **VPR**: To consider the vertical coordinates difference between the two taillights \(L_i\) and \(R_j\).

For calculating VPR, first, the normalized values \(y^{L}_i\) and \(y^{R}_j\) of \(L_i\) and \(R_j\) are calculated as below:

\[
\begin{align*}
y^{L}_i &= \frac{y^{L}_i}{H_L}, \\
y^{R}_j &= \frac{y^{R}_j}{H_R},
\end{align*}
\]

where \(y^{L}_i\) and \(y^{R}_j\) are the vertical coordinates of \(L_i\) and \(R_j\), and \(H_L\) and \(H_R\) are the heights of the left image \(I_L\) and the right image \(I_R\), respectively. Subsequently, VPR is given by

\[
VPR = \frac{\min(y^{L}_i, y^{R}_j)}{\max(y^{L}_i, y^{R}_j)},
\]

The value of VPR is within the range \([0, 1]\). As the vertical coordinates of one taillight in the image partly represents the "depth" between the taillight and the camera in a real scenario. When the two taillights are farther from each other, the value of VPR is higher, which makes it more likely that the two taillights do not match, and vice versa. However, it is important to note that VPR cannot be independently used to evaluate the matching probability, as the difference between the values of VPR in the matched and the unmatched cases is usually minimal in real scenarios.

3. **WR**: The ratio between the widths of the two taillights. To obtain the value of WR, we use the widths of \(L_i\) and \(R_j\), which are \(w^{L}_i\) and \(w^{R}_j\). Initially, their normalized value, \(\overline{w}^{L}_i\) and \(\overline{w}^{R}_j\), are estimated:

\[
\begin{align*}
\overline{w}^{L}_i &= \frac{w^{L}_i}{W_L}, \\
\overline{w}^{R}_j &= \frac{w^{R}_j}{W_R},
\end{align*}
\]

WR is then calculated as

\[
WR = \begin{cases} 
\frac{\min(\overline{w}^{L}_i, \overline{w}^{R}_j)}{\max(\overline{w}^{L}_i, \overline{w}^{R}_j)}, & \text{if } \overline{w}^{L}_i \leq \overline{w}^{R}_j \\
\frac{\min(\overline{w}^{L}_i, \overline{w}^{R}_j)}{\max(\overline{w}^{L}_i, \overline{w}^{R}_j)}, & \text{otherwise}
\end{cases}
\]

The value of WR lies within the range \([-1, 1]\). The negative value implies that the horizontal coordinates of \(R_j\) are larger than those of \(L_i\), and vice versa. As illustrated in Figure 2, the horizontal coordinates (Ox-axis coordinate) of the object in the left image must be larger than those in the right image; therefore, the WR of the two matched taillights must be greater than 0. Otherwise, we can conclude that the two taillights do not match each other.
4. **HR**: The ratio between the heights of the two taillights. In the same way as calculating WR, HR is calculated using the height of each taillight region, which is $h^L_i$ and $h^R_j$, and the height of each image, which is $H^L$ and $H^R$:

$$
\begin{align*}
\frac{h^L_i}{H^L} &= h^L_i, \\
\frac{h^R_j}{H^R} &= h^R_j.
\end{align*}
$$

$$
HR = \begin{cases} 
\frac{\min(h^L_i, h^R_j)}{\max(h^L_i, h^R_j)} & \text{if } h^L_i \leq h^R_j \\
\frac{\min(h^L_i, h^R_j)}{\max(h^L_i, h^R_j)} & \text{otherwise}
\end{cases}
$$

The values of WR and HR are both inside the range $[-1, 1]$. When each of these values comes toward 0, it is more likely that the corresponding sizes of the taillight in the left and right images are far different from each other, highly indicating that the two taillights do not match.

5. **NCC**: Derived from the cross-correlation matrix, which is a popular tool for measuring the similarity between two arbitrary matrices. NCC is used for evaluating the similarity of the two taillights $L_i$ and $R_j$.

First, the color of each taillight is converted into grayscale. After that, these two taillights need to be standardized by applying mean subtraction, as follows:

$$
\begin{align*}
L'(k,l) &= L_i(k,l) - \text{mean}(L_i), \quad 1 \leq k \leq w^L_i, \\
1 \leq l \leq h^L_i, \\
R'(m,n) &= R_j(m,n) - \text{mean}(R_j), \quad 1 \leq m \leq w^R_j, \\
1 \leq n \leq h^R_j.
\end{align*}
$$

After subtracting the mean on each element of $L_i$ and $R_j$, we obtain two standardized matrices $L'$ and $R'$. Then, the cross-correlation matrix of these two matrices can be identified as follows:

$$
C(k,l) = \sum_{a=1}^{w^L_i} \sum_{b=1}^{h^L_i} L'(a,b) R'(a-k,b-l), \quad -(w^R_j-1) \leq k \leq w^L_i-1, \\
-(h^R_j-1) \leq l \leq h^L_i-1.
$$

NCC is determined by the following equation, given that $\|m\|$ denotes the matrix norm and function $\max$ aims to get the maximum element of the matrix:

$$
NCC = \frac{\max(C)}{\|L'\|\|R'\|}.
$$

The value of NCC is within the range $[0, 1]$, with a higher value indicating that the appearances of the two taillights are more similar, which also means these taillights are highly likely matched.

### 3.2.3. Matching Classifier using Gradient Boosted Tree

In our context, the dataset is sensitive to outliers as long as we combine the information from two images captured from different cameras, and these cameras may have little mismatches in the specifications. Furthermore, the dataset is imbalanced, as the number of cases when two taillights do not match is much larger than that when two taillights match. The gradient boosted tree [30]
is a machine learning model that is well known for its superiority compared to other approaches when dealing with inaccurate, unbalanced data without explicit rules [31–33]. This is because it can generate the most optimized fit from the predicted output to the actual output by observing the complicated relations between relevant features. Therefore, to overcome the limitations mentioned earlier, the gradient boosted tree was chosen as an architecture of the taillight matching classifier.

The intuition behind the gradient boosted tree is a decision tree, which aims to identify the contribution of each input feature on the classification result by considering several training samples. From a beginning decision tree with a very bad error, the new decision tree is constructed based on improving the error from the previous tree. This process is repeated a specific number of times \( m \) until the best decision tree is obtained, which is a gradient boosted tree, as illustrated in Figure 18.

![Figure 18. Gradient boosted tree construction.](image)

In this paper, the training set, including the feature vector \( \text{matchVec} \) and the expected status of multiple taillight combinations \((L_i, R_j)\), is used to train the gradient-boosted-tree-based matchingClassifier. All parameters relevant to the training are shown in Table 1.

**Table 1.** Parameter setup for training the matching classifier.

| Component              | Value |
|------------------------|-------|
| Number of trees \( m \) | 70    |
| Maximum depth of the tree | 5    |
| Number of batches per layer | 1    |

After training matchingClassifier, relative feature importances, which measure the influence of each particular feature when compared with each other one upon constructing the boosted tree, were obtained as shown in Figure 19. The intuition behind the relative feature importance is explained in detail in [34].
The figure reveals that NCC and HPR are the two main factors in constructing matchingClassifier. Specifically, NCC approximately contributes 49.2%, whereas HPR contributes 26.44% of the overall feature contributions. Besides, the relative feature importances of VPR, WR, and HR were respectively determined as 9.91%, 9.56%, and 4.89%.

3.3. Taillight Pairing

In general, one vehicle has two taillights. Therefore, to confirm the presence of the vehicle in nighttime scenarios, its pair of taillights should be determined, as illustrated in Figure 20. Taillight pair determination also helps to locate the vehicle’s position in a real scene, as presented in Section 2.

In what follows, we provide a procedure to pair every two taillights from the image in Section 3.3.1, a description of every feature used in the procedure in Section 3.3.2, and an explanation of the neural-network-based taillight pairing classifier in Section 3.3.3.

3.3.1. Taillight Pairing Procedure

A procedure to pair every two taillights that belong to the same vehicle from the image \( I \) is proposed as follows. Through taillight detection, a list of taillights \( T = \{T_1, T_2, T_3, ..., T_n\} \) in \( I \) is obtained. Subsequently, each candidate taillight pair \((T_i, T_j)\) is processed using the function pairingFeatureExtraction to extract the feature vector \( pairVec \). \( pairVec \) then becomes an input of the
pre-trained pairingClassifier. The output of pairingClassifier is a status with two possible values, pair and not pair, which, respectively, indicate whether the two taillights belong to the same vehicle or not. The procedure keeps going until there are no more pairs of taillights that can be extracted from $T$. After finishing the procedure, there might still be some taillights in $T$ that have not been paired with any others. This is because the taillights to be paired with each of the remaining taillights are either occluded or out of the camera’s viewpoint. The flow diagram of this procedure is shown in Figure 21.

![Flow diagram of the taillight pairing procedure.](image)

**Figure 21.** Taillight pairing procedure.

### 3.3.2. Features for Taillight Pairing

We consider three features for constructing the feature vector $pairVec$. These features are horizontal distance (HD), vertical distance (VD), and normalized symmetrical cross-correlation (NSCC). The value of each of them is within the range $[0, 1]$ to simplify the classification. The explanation of each feature is presented as below:

1. **HD**: The horizontal coordinates difference between $T_i$ and $T_j$. Initially, a normalized value $\bar{x}^T_i$ of the horizontal coordinates $x^T_i$ of the taillight $T_i$, and a normalized value $\bar{x}^T_j$ of the horizontal coordinates $x^T_j$ of the taillight $T_j$ are computed as follows, given that $W_T$ is the image width:
\[
\begin{align*}
\begin{cases}
    x_T^i = \frac{x_T^i}{W_T}, \\
    x_T^j = \frac{x_T^j}{W_T},
\end{cases}
\end{align*}
\] (25)

HD is defined as the difference between $x_T^i$ and $x_T^j$. Therefore, it can be calculated by the following equation, where $|v|$ denotes the absolute value of $v$.

\[
HD = |x_T^i - x_T^j|,
\] (26)

The two taillights that potentially belong to the same vehicle must have an HD value that is not too large or too small. Moreover, the value of HD also depends on the position of the taillights compared to the camera. HD increases when the taillight approaches the camera, and otherwise. The sufficient range for HD will be determined after constructing the pairing classifier.

2. **VD**: The difference between the two vertical coordinates $y_T^i$ and $y_T^j$ of $T_i$ and $T_j$. At first, these normalized values $\frac{y_T^i}{H_T}$ and $\frac{y_T^j}{H_T}$ are calculated as below, given that $H_T$ is the image height:

\[
\begin{align*}
\begin{cases}
    y_T^i = \frac{y_T^i}{H_T}, \\
    y_T^j = \frac{y_T^j}{H_T},
\end{cases}
\end{align*}
\] (27)

After that, VD is given by

\[
VD = |y_T^i - y_T^j|,
\] (28)

Similar to HD, the value of VD for the valid taillight pair must lie within a certain range. However, a sufficient range for VD cannot be known until the pairing classifier is constructed.

Figure 22 below illustrates how to determine HD and VD.

Figure 22. Horizontal distance (HD) and vertical distance (VD) determination.

3. **NSCC**: It estimates the symmetrical characteristics in common for the left and right taillight. Denote that $w_T^i$ and $h_T^i$ are the width and height of $T_i$, and $w_T^j$ and $h_T^j$ are the width and height of $T_j$. After converting $T_i$ and $T_j$ into grayscale matrices, the two matrices $L$ and $R$ are obtained by applying mean subtraction on $T_i$ and the horizontal flip of $T_j$, respectively. Each element of $L$ and $R$ is determined by Equation (29).
The cross-correlation matrix $B$ and NSCC are then determined as below:

$$B(k,l) = \sum_{w=1}^{w_T} \sum_{h=1}^{h_T} L(w,h)R(w-k,h-l), \quad -\left((w_T - 1) \leq k \leq w_T - 1\right),$$
$$-\left((h_T - 1) \leq l \leq h_T - 1\right),$$

$$NSCC = \frac{\max(B)}{\|L\|\|R\|},$$ (31)

Similarly to the feature NCC from matchVec, the range of NSCC is [0, 1], wherein a higher value indicates a higher probability that the two taillights are symmetric regarding each other.

### 3.3.3. Pairing Classifier using Neural Network

An artificial neural network is one of the most popular machine learning models in both scientific and industrial fields. The concept of a neural network was inspired by the way the human brain learns from information: it will identify the relation between the input and the corresponding output from the training dataset. As a result, the neural network can predict an output when receiving new input data. Therefore, the neural network is broadly used to solve problems that are too complicated for directly applying task-specific rules.

In our study, we wanted to construct pairingClassifier so that when given the feature vector $pairVec$ of the two arbitrary taillights, it can determine whether these taillights belong to the same vehicle. Differently from previous works that compared the feature correlation between the two taillights with some experimental thresholds [12–19,26], we suggest applying an artificial neural network that will help to adaptively determine the sufficient threshold from the dataset. Specifically, a three-layer feed-forward neural network [34] was chosen as the architecture for pairingClassifier. The first layer, an input layer, consists of three nodes. Each node represents one feature, as mentioned earlier. The last layer, an output layer, only contains one node to yield a status: pair or not pair. These two layers are connected by a hidden layer placed in the middle. The hidden layer comprises six nodes. The visual representation of the neural network architecture for pairingClassifier is shown in Figure 23.

![Figure 23. Neural network architecture for pairing classifier.](image-url)
First, the input layer receives a feature vector \( \text{pairVec} \). The value \( Z \) in the hidden layer is calculated by the following equation, where \( W \) is a weight, \( b \) is a bias, and \( (.) \) denotes the dot product operator:

\[
Z = W \cdot \text{pairVec} + b, \tag{32}
\]

As an output layer, given \( Z \) obtained from the first step, an activation function \( \sigma \) then returns a probability \( \hat{p} \), which indicates whether the two taillights belong to the same vehicle. In this study, the sigmoid function was chosen as the activation function, and therefore, \( \hat{p} \) was estimated by Equation \( \text{(33)} \).

\[
\hat{p} = \sigma(Z) = \frac{1}{1 + e^{-Z}}, \tag{33}
\]

Finally, \( \hat{p} \) can be compared to a certain threshold \( \text{thres} \) to decide the value of \( \text{status} \).

\[
\text{status} = \begin{cases} 
\text{Pair} & \text{if } \hat{p} \geq \text{thres} \\
\text{Not pair} & \text{otherwise}
\end{cases}, \tag{34}
\]

PairingClassifier needs to be trained to determine suitable values for \( W, b, \) and \( \text{thres} \). A training set includes the feature vector \( \text{pairVec} \) and the expected status \( \text{status} \) of multiple taillight pairs. During training, a backpropagation algorithm [35] is applied to adjust these three parameters until a certain minimal loss is reached. The loss represents the difference between the predicted status and the expected status. In this study, a binary cross-entropy loss function was chosen to calculate the loss value, whereas an Adam algorithm was used as the optimizer function. In conclusion, all relevant parameters for training pairingClassifier were set up as shown in Table 2.

**Table 2.** Parameter setup for training the pairing classifier.

| Parameter       | Value |
|-----------------|-------|
| Input layers    | 3     |
| Hidden layers   | 6     |
| Output layers   | 1     |
| Learning rate   | 0.001 |
| Batch size      | 32    |
| Epoch           | 16    |

4. **Experiment**

4.1. **Experimental Setup**

We set up an experiment in the nighttime traffic scenario, as shown in Figure 24. Two cameras, which were called left and right cameras, were kept static on a fixed height with a fixed horizontal inter-distance to capture front vehicles moving along the four-lane road. The model of both cameras used was a Sony Cyber-shot DSC-RX100, with a CMOS image sensor. Besides, these cameras were configured to maintain sufficient details of the candidate taillight regions in the images.
All system parameters for the experiment are listed in Table 3. It should be noted that when setting a camera system on a vehicle for real-time applications, the horizontal distance and camera height could be changed due to the variations in size of different vehicle types in real scenarios.

| Parameter                              | Value                  |
|----------------------------------------|------------------------|
| Sensor size                            | 13.2 mm × 8.8 mm       |
| Resolution                             | 1920 × 1080 (pixels)   |
| Angle of view (horizontal - vertical)  | 84°–34°                |
| Exposure time                          | 1/200 (s)              |
| ISO sensitivity                        | 800                    |
| f-number                               | 5.6                    |
| Focal length                           | 35 (mm)                |
| White balance                          | Auto                   |
| Focus mode                             | AF-C                   |
| Horizontal distance between 2 cameras  | 110 (cm)               |
| Camera height                          | 130 (cm)               |
| Interval of capturing images           | 1/24 (s)               |

After the experiment, we obtained the raw dataset including 2312 image pairs, with each image pair being obtained by the two cameras capturing at the same time. Each image was processed by the proposed detection method to determine the pixel coordinates of the taillights that appeared inside. Then, the detection results were used for the stereo taillight matching and taillight pairing methods independently.

The proposed methods were implemented using Python programming language version 3.6.5. The computer system that ran the program has an 8 GB RAM and an Intel Core i3-3230 3.30 GHz CPU. The stereo taillight matching classifier matchingClassifier and the taillight pairing classifier pairingClassifier were designed and trained using Google Colab, which provides two-core 2.30 GHz CPU and 13 GB RAM. The average processing time of the methods was about 0.39 s per each image pair, which could be improved by doing some algorithm optimizations in future work.

4.2. Performance Evaluation

To investigate the performance of the entire positioning process, the results obtained from other approaches, such as TDOA and LiDAR, are required for comparison. However, these data are not available in this study, as the experiment was conducted in a real-time traffic environment. Alternatively, we evaluate the performances of the taillight detection method, taillight matching
classifier matchingClassifier, and taillight pairing classifier pairingClassifier, as they are our main contributions in this study.

First of all, we have to determine the number of an outcome where the method correctly predicts the positive class, the number of an outcome where the method incorrectly predicts the positive class, and the number of an outcome where the method incorrectly predicts the negative class. These values are correspondingly termed as True Positive, False Positive, and False Negative. Consequently, we use precision, recall, and f-score rates to quantitatively evaluate the performance of each proposed method. The reason for choosing precision and recall rates is that we want to have insight into how our methods perform when predicting the positive class, whereas the f-score rate is used for measuring the harmonic mean between precision and recall [36]. Precision, recall, and f-score rates are calculated using True Positive, False Positive, and False Negative as follows:

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}},
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}},
\]

\[
\text{F-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

4.2.1. Taillight Detection

For evaluating the performance of the proposed taillight detection method, 511 images were randomly selected from the raw dataset to create the test set. Each sample in this test set comprises two images that are the detection result and the corresponding ground truth, as illustrated in Figure 25.

![Figure 25](image_url)

**Figure 25.** Some test samples for taillight detection: (a) detection result; (b) ground truth image.

The number of correctly detected taillights is indicated by Correct Detection, the number of falsely detected taillights is indicated by False Detection, and that of the missed taillights is indicated by Missed Detection. They respectively play a role of True Positive, False Positive, and False Negative in Equations (35) and (36). We evaluate the performance of the proposed taillight detection method in Table 4.
The obtained results indicate that the recall rate is high as the proposed method can detect the candidate taillight region well. However, it comes along with a high value of False Detection, which makes the precision rate relatively poor. Although many false detections may be removed in the taillight pairing stage, the taillight detection needs to be improved in future work to make it more efficient for the real-time application.

### 4.2.2. Stereo Taillight Matching

We used 2312 image pairs from the raw dataset to evaluate the proposed matchingClassifier. Initially, all these image pairs were divided into two sets. The first set, including 1312 image pairs, was utilized for generating the training set. The second set, containing the remaining 1000 image pairs, was utilized for generating the test set. The procedure for generating each of these sets is described as follows.

- From each image pair \( (I_L, I_R) \), after performing the proposed taillight detection method on each image, two lists of taillights \( L = \{ L_1, L_2, ..., L_m \} \) and \( R = \{ R_1, R_2, ..., R_n \} \) are achieved.
- All combinations of two taillights \( (L_i, R_j) \), with each belonging to each list, are generated.
- A function matchingFeatureExtraction processes each combination \( (L_i, R_j) \) to extract its feature vector \( \text{matchVec} \), while the expected status value is manually set through direct observation.
- A tuple \( \text{matchVec, status} \) of \( (L_i, R_j) \) is added to the dataset.
- A procedure keeps running with other combinations and then with other image pairs.

The above procedure is illustrated in Figure 26 below:

![Figure 26. Constructing datasets for training and testing matchingClassifier.](image-url)
To evaluate the performance of matchingClassifier, we focused on the number of taillight combinations that were predicted as “match.” Initially, we determined the number of correctly matched combinations Correct Matching, the number of falsely matched combinations False Matching, and the number of missed combinations Missed Matching. They respectively demonstrate True Positive, False Positive, and False Negative. Thanks to that, precision, recall, and f-score rates of matchingClassifier were determined using Equations (35)–(37).

For 5532 combinations of the two taillights that were expected to match each other from the test set, 5336 matched combinations were correctly predicted as “match” and 196 unmatched combinations were falsely predicted as “match”, while 315 matched combinations were missed, i.e., predicted as “not match”. The results are shown in Table 5:

| Correct Matching | False Matching | Missed Matching | Precision (%) | Recall (%) | F-Score (%) |
|------------------|----------------|-----------------|---------------|------------|-------------|
| 5336             | 196            | 315             | 96.46         | 94.43      | 95.43       |

The results reveal that matchingClassifier is relatively good for determining which two taillights do not match, but there are also several missed combinations. These missed combinations occurred primarily because the similarity between the two taillights was hardly observed due to the different fields of view from the two cameras. It is a critical problem since we aim to locate as many taillights as possible so that the positions of their corresponding vehicles can be estimated. Therefore, future works should provide some ways to emphasize the similarity of the corresponding taillights in two images for obtaining a better recall rate.

4.2.3. Taillight Pairing

For evaluating the proposed pairingClassifier, 2312 images captured by the left camera in the raw dataset were used. These images were split into two parts for generating a training set and a test set, with the corresponding numbers of images being 1312 and 1000. The procedure for generating each set is presented as follows:

- From each image $I$, a list of detected taillights $T = \{T_1, T_2, ..., T_k\}$ is obtained after processing $I$ using the proposed taillight detection method.
- All pairs of taillights $(T_i, T_j)$ are generated from $T$.
- A function pairingFeatureExtraction processes each pair $(T_i, T_j)$ to extract its feature vector $pairVec$, while the expected status value is manually set through direct observation.
- A tuple $(pairVec, status)$ of $(T_i, T_j)$ is added to the dataset.
- The procedure keeps running until all taillight pairs from every image have been considered.

An overview of the above procedure is shown in Figure 27.
Figure 27. Building dataset for constructing and evaluating pairingClassifier.

In order to evaluate the performance of pairingClassifier, we counted the number of detected taillight pairs, Correct Pairing (True Positive), the number of missed taillight pairs, Missed Pairing (False Negative), and the number of false taillight pairs, False Pairing (False Positive). Then, the precision, recall, and f-score rates were determined using Equations (35)–(37).

From the test set, we obtain the values of Correct Pairing, False Pairing, and Missed Pairing as 3618, 386, and 196, respectively. The results of the taillight pairing method are shown in Table 6.

| Correct Pairing | False Pairing | Missed Pairing | Precision (%) | Recall (%) | F-Score (%) |
|-----------------|---------------|---------------|---------------|------------|-------------|
| 3618            | 386           | 196           | 90.38         | 94.87      | 92.57       |

The results indicate that pairingClassifier works well in determining the two taillights that belong to the same vehicle. However, there are many cases in which the false taillight pair is recognized, as shown in a large number of False Pairing. The main reason for this is that many taillights from different vehicles approach each other from the camera’s perspective and they have similar appearances, which makes it difficult to determine whether the two taillights belong to the same vehicle or not. This problem should be addressed in the future work to better identify the two arbitrary taillights that belong to two different vehicles.

5. Conclusions

V2V positioning is a fundamental part of any intelligent transport system, such as an autonomous vehicle, because it helps to prevent traffic accidents and congestion, especially in nighttime situations. The stereo vision system is promising as a potential solution, owing to its existing advantages compared to other existing technologies. This paper considers a stereo-vision-based nighttime V2V positioning process which is based on detecting the vehicle taillights and using the stereo triangulation approach. However, in the urban traffic environment, each camera in the system often captures multiple light
sources in a single image, which leads to three problems for the V2V positioning task: the detection problem, the stereo matching problem, and the pairing problem. To address these problems, in this study, a threefold contribution is proposed. The first contribution is a detection method for labeling and determining the pixel coordinates of each taillight region in the image. Second, we propose a stereo taillight matching method using a gradient boosted tree classifier, which helps in determining which taillight detected in the left image corresponds to a taillight detected in the right image while ignoring the remaining parts of the images, which are redundant for the V2V positioning task. Third, a neural-network-based pairing method is provided to associate every two taillights that belong to the same vehicle. We also conducted an outdoor experiment to evaluate the performance of each proposed method in urban traffic at nighttime. In future work, it is necessary to quantitatively compare the performance of each proposed method with the existing alternatives in different aspects to show their potential to be utilized in autonomous vehicles.

There are two main directions to develop this study for future research. The first direction is to improve the explainability and performance of each proposed method, especially the taillight detection method, as the two remaining ones greatly depend on the detection result. To fulfill this target, some advanced deep learning approaches, such as faster-RCNN, can be considered to provide a better solution. The second direction is to expand the research scope into detecting vehicle headlights, daytime positioning, or dealing with several weather conditions. All these directions aim to provide a robust V2V positioning system that can work efficiently in different circumstances of urban traffic.
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