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Abstract—In millimeter wave communications, beam training is an effective way to achieve beam alignment. Traditional beam training method allocates training resources equally to each beam in the pre-designed beam training codebook. The performance of this method is far from satisfactory, because different beams have different beamforming gain, and thus some beams are relatively more difficult to be distinguished from the optimal beam than the others. In this paper, we propose a new beam training algorithm which adaptively allocates training resources to each beam. Specifically, the proposed algorithm allocates more training symbols to the beams with relatively higher beamforming gain, whereas less resources are allocated to the beams with relatively lower beamforming gain. Through theoretical analysis and numerical simulations, we show that in practical situations the proposed adaptive algorithm outperforms the traditional method in terms of beam training accuracy. Moreover, simulations also show that this relative performance behavior holds in non-asymptotic regime.
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I. INTRODUCTION

Millimeter wave (mmWave) communication is one of the most promising technologies of the fifth generation (5G) communication systems, due to the large spectrum resources in the mmWave bands (30-300 GHz) [1], [2]. Despite its great potential [3], [4], there are still many problems to be solved before mmWave communications can be realized and deployed in practice. One of the key challenges is that signals in the mmWave bands experience much severer large-scale pathloss compared to signals in lower frequency bands. To overcome this difficulty, large scale antenna arrays with highly directional beamforming technology is used [5]–[7]. With perfect channel state information, it is easy to achieve beam alignment, which is important to achieve large power gain of the antenna array system [5]–[8]. However, due to the large number of antennas and hardware resource constraints, accurate estimation of the channel matrix is intractable. Another effective approach to realize beam alignment is beam training, in which transmitter and receiver jointly examine beam pairs from pre-designed beam codebooks to find the strongest multi-path component. This approach does not require explicit estimation of the channel matrix, and is particularly appropriate for the sparse mmWave channel [9]–[11].

There are two different beam-training methods considered in the literature. The first one is exhaustive search, which examines all beam pairs in the pre-designed beam codebook and uses the strongest beam pair to transmit data. The training overhead of this method is proportional to the size of the search space and thus can be prohibitive when narrow beams are used. To reduce the training overhead, hierarchical beam search method was proposed [12]. In this method, several codebooks with different beamwidths are used. The hierarchical beam search first finds the strongest beam pair in a low-level codebook, and then iteratively refines the search using the beams in the next-level codebook within the beam subspace of the wide-beam pair found. Compared with exhaustive search, hierarchical search can effectively reduce search space. However, hierarchical search has an inherent error propagation problem, which means that if the chosen beam pair is incorrect in any given stage, all subsequent searches will be wrong. Furthermore, an early stage with wide beams is more likely to cause error owing to the relatively low beamforming gain, which lead to a higher chance of failing to find the best beam pair at an early stage. Actually, in terms of misalignment probability, researchers have shown the exhaustive search outperforms the hierarchical search, subject to the same training overhead and beam resolution [13].

In this paper, the beam training problem is studied from a different perspective and a new beam training algorithm is proposed. Unlike traditional exhaustive search, which allocates training resources equally to different beam pairs in the codebook, the new algorithm has the ability to allocate training resources adaptively. Specifically, when using the proposed algorithm, the beam pairs with higher beamforming gain, which are relatively more difficult to be distinguished from the optimal beam pair, are allocated more training resources, while the beam pairs with lower beamforming gain, which are relatively easier to be distinguished from the optimal beam pair, are allocated less training resources. In terms of beam training performance, we give an asymptotic upper bound of misalignment probability for the proposed algorithm. Using this upper bound, we show that in practical situations, the proposed algorithm asymptotically outperforms traditional exhaustive search. Moreover, numerical simulation shows that this relative performance behavior holds in both asymptotic and non-asymptotic regime.

II. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

We consider mmWave large scale antenna array uplink communication, in which the user equipment (UE) wishes
to communicate with the base station (BS) that is equipped with $N_R$ antennas, as depicted in Fig. 1. Since the number of antennas at the UE is relatively small and the burden of beam training mainly lies in the BS, for brevity, we assume that the UE is equipped with a single antenna. Similar to [13], we also assume that the BS has a single RF chain, and thus analog receive beamforming is adopted. In the process of beam training, the UE repeatedly transmits $N$ training symbols, and the BS receives the training symbols using the beams from the pre-designed beam training codebook. Based on the received signal, the BS selects an optimal beam to receive the subsequent data from the UE. We assume that the BS and the UE are synchronized during the whole beam training and data transmission process.

\[ y_l = f_l^* h s + f_l^* z_l, \quad l = 1, \ldots, L_R. \]  

(1)

where $h \in \mathbb{C}^{N_R \times 1}$ is the mmWave channel vector, $z_l \in \mathbb{C}^{N_R \times K_l}$ is the noise matrix with i.i.d. components $\sim \mathcal{CN}(0, \sigma^2)$, and

\[ h_l \triangleq f_l^* h, \]  

(2)

defined as the effective channel after receive beamforming. Due to the single RF chain constraint, the entries of the receive beamforming vector are either of constant modulus or zero. Moreover, the receive beamforming vector is assumed to satisfy $\| h_l \|_2^2 = 1$. Therefore, the effective noise vector $z_l \in \mathbb{C}^{1 \times K_l}$ has i.i.d. components $\sim \mathcal{CN}(0, \sigma^2)$. We further assume that all training symbols are transmitted with the same power $P_T$, which means $\| s \|_2^2 = K_l P_T$.

Throughout the analysis of this paper, we consider a simple single-path deterministic mmWave channel model which is tractable and catches the essence of the problem. The key insights generated from the analysis of this paper can be applied to the more general cases, in which the channel has multi-path components and the BS is provided with more than one RF chains. For the single-path case considered in this paper, the channel vector $h_l$ can be represented as

\[ h = \alpha u^T(\phi), \]  

(3)

where $\| \alpha \|^2$ is the path gain and $u(\phi) \in \mathbb{C}^{1 \times N_R}$ is the steering vector corresponding to AoA $\phi$. For instance, if uniform linear array with half wave-length antenna spacing is equipped at the BS, the steering vector $u(\phi)$ can be represented as

\[ u(\phi) = \left[ 1, e^{j \pi \sin(\phi)}, \ldots, e^{j \pi (N_R-1) \sin(\phi)} \right]^T. \]  

(4)

From (2) and (3), the effective channel gain under any fixed receive beamforming can be represented as

\[ g_l \triangleq | h_l |^2 = | \alpha ( f_l u^T (\phi) ) |^2, \]  

(5)

where $| f_l u^T (\phi) |^2$ is the receive beamforming gain of $f_l$ at AoA $\phi$. The beam training problem is essentially identifying the beam index corresponding to the strongest effective channel gain $| h_l |^2$, which is

\[ l_{opt} = \arg\max_{l=1, \ldots, L_R} g_l. \]  

(6)

Without noise, the BS can easily compute the exact value of $h_l$, and then gives the exact solution $l_{opt}$. However, since the received signal is swayed by unknown noise, $h_l$ cannot be computed exactly. The signal processing method in [13] is adopted here, in which the received signal is match-filtered with the training sequence $s$ and normalized by $\frac{1}{N_R}$. When each beam is allocated the same number of training symbols (in traditional exhaustive search, $K_l = \frac{N_R}{L_R}$ for each $l$), the estimated optimal beam index is selected as the one that gives rise to the strongest processing output

\[ \hat{l}_{opt} = \arg\max_{l=1, \ldots, L_R} T_l (K_l), \]  

(7)
in which \( T_l(K_l) \) is defined as the processing output of the \( K_l \) training symbols received by the beamforming vector \( f_l \)

\[
T_l(K_l) = \frac{2|y_l s_l|^2}{\sigma^2|s_l|^2},
\]

(8)

As explained in [13], \( T_l(K_l) \) essentially captures the energy received by beam \( f_l \), whose expectation is proportional to the number of received training symbols \( K_l \), the transmit power \( P_l \), as well as the effective channel gain \( g_l \). Actually, \( T_l(K_l) \) admits a non-central chi-square distribution with 2 degrees of freedom (DoFs) and a non-centrality parameter

\[
\lambda_l = \frac{2|h_l|^2|s_l|^2}{\sigma^2} = \frac{2K_l P_l g_l}{\sigma^2},
\]

(9)
i.e., we have

\[
T_l(K_l) \sim \chi^2(\lambda_l), \quad l = 1, 2, \cdots, L_R.
\]

(10)

In traditional exhaustive search, since \( K_l = N/L_R \) for all \( l = 1, 2, \cdots, L_R \), and all training symbols are transmitted with the same power \( P_l \), we can see from (9) that larger \( g_l \) gives larger \( \lambda_l \) and (7) is intuitively effective to estimate the optimal beam index. Now it is clear that a misalignment event occurs whenever the estimated optimal beam index \( \hat{l}_{\text{opt}} \) is not equal to the true optimal beam index \( l_{\text{opt}} \). In the next section, we will propose a new beam training algorithm and analyze the asymptotic performance of it in terms of misalignment probability.

III. AN ADAPTIVE BEAM TRAINING ALGORITHM AND PERFORMANCE ANALYSIS

In this section, two lemmas relevant to the asymptotic performance of traditional exhaustive search are introduced at first. The intuition of these two lemmas inspires the development of the beam training algorithm in this paper. Then details of the new algorithm as well as an asymptotic performance upper bound is given. Using this bound, we concludes that our proposed algorithm asymptotically outperforms traditional exhaustive search. Before that, we remark that the analysis in this paper focuses on the impact of training resources that tends to be large (infinite). As explained in [13], this is motivated by the large coherence bandwidth of mmWave band, and thus the number of symbols accommodated within a coherent time interval can be very large. The asymptotic analysis is hence useful to provide guideline on practical system designs. Actually, the numerical simulation in the next section shows that this relative performance behavior holds in both the asymptotic and non-asymptotic regime.

Now we introduce some notations which will be used later. Define the normalized beamforming gain as \( \xi_l = \frac{2P_{l,s}}{\sigma^2} \), \( l = 1, \cdots, L_R \). For \( l \neq l_{\text{opt}} \), we introduce the following suboptimality measure of beam \( l \)

\[
\Delta_l = \sqrt{\xi_{l_{\text{opt}}}} - \sqrt{\xi_l}.
\]

(11)

We also define \( \Delta_{l^*} \) as the minimal gap

\[
\Delta_{l^*} = \min_{l \neq l_{\text{opt}}} \Delta_l,
\]

(12)

which is also the suboptimality measure of the second best beam. For reasons that will be obvious later, we introduce the notation \( (l) \in \{1, 2, \cdots, L_R\} \) to denote the \( l \)-th best beam (with ties break arbitrarily), hence

\[
\Delta_{l^*} = \Delta_{(1)} = \Delta_{(2)} \leq \Delta_{(3)} \leq \cdots \leq \Delta_{(L_R)}.
\]

(13)

In exhaustive search, the training symbols are equally allocated to all the beams in \( C_R \), which means that \( K_l = \frac{N}{L_R} \) for all \( l = 1, 2, \cdots, L_R \). It is straightforward to see that the misalignment probability of exhaustive search can be represented as

\[
p_{\text{miss}}^e(N) = \Pr\{\hat{l}_{\text{opt}} \neq l_{\text{opt}}\}
\]

\[
= \Pr\left\{ \bigcup_{l=1,l \neq l_{\text{opt}}}^{L_R} T_{l_{\text{opt}}}(\frac{N}{L_R}) < T_l(\frac{N}{L_R}) \right\}.
\]

Using the union bound, we can derive an upper bound of \( p_{\text{miss}}^e(N) \), which is

\[
p_{\text{miss}}^e(N) = \sum_{l=1,l \neq l_{\text{opt}}}^{L_R} \Pr\{T_{l_{\text{opt}}}(\frac{N}{L_R}) < T_l(\frac{N}{L_R})\}.
\]

(15)

Using the large deviation theory, the authors in [13] have proved an important result in terms of the misalignment probability of exhaustive search. Without proof, we restate the result here in the form of the following lemma

**Lemma 1.** In exhaustive search, assume that the total number of training symbols is \( N \), the number of beams is \( L_R \), and each beamforming vector is allocated \( \frac{N}{L_R} \) training symbols. Then the misalignment probability \( p_{\text{miss}}^e(N) \) as well as the upper bound \( p_{\text{miss}}^e(N) \) satisfies

\[
\lim_{N \rightarrow \infty} \frac{1}{N} \log p_{\text{miss}}^e(N) = \lim_{N \rightarrow \infty} \frac{1}{N} \log p_{\text{miss}}^e(N) = -\frac{1}{4L_R \Delta_{l^*}^2}.
\]

(16)

where \( l^* = \arg \max_{l=1,\cdots,L_R} \xi_l \).

As we see, the asymptotic performance of traditional exhaustive search is proportional to the difference between square roots of the strongest beamforming gain and the second strongest beamforming gain. It seems that the performance mainly depends on how well the algorithm can distinguish the optimal beam from the second-best one. In fact, the algorithm needs to distinguish the optimal beam from all the other beams in \( C_R \), and exhaustive search implements this task by allocating the same number of training symbols to all the beams. Here we want to break the constraint of uniform allocation of training resource to increase the performance of beam training accuracy. In order to demonstrate the essence of the problem more clearly, we need to analyze the pairwise misalignment probability. The result is summarized in the following lemma [2] the proof of which can be found in [13].
Lemma 2. Assume that the optimal beam $f_{\text{opt}}$ and the $i$-th-best beam $f_{(i)}$ ($i = 2, 3, \ldots, L_R$) are allocated the same number of training symbols: $K_{(i)} = K_{\text{opt}} = K$. Then the pair-wise misalignment probability satisfies

$$
limit_{K \to \infty} \frac{1}{K} \log P_r \{ T_{\text{opt}} (K) < T_i (K) \} = - \frac{1}{4\Delta_i^2}. \quad (17)$$

Lemma 2 shows that the number of training symbols needed to achieve a fixed level of pair-wise misalignment probability of distinguishing the optimal beam from the $i$-th-best ($i = 2, \ldots, L_R$) beam is asymptotically proportional to $\Delta_i^2$. It means that the beam with a larger suboptimality measure is relatively easier to be distinguished from the optimal beam while the beam with a smaller suboptimality measure is harder to be distinguished. In practical beam training codebook design, the beamforming gain of all the beams in the codebook usually distributes like the absolute values of a Sinc function [14] or other irregular functions [9, 12]. It means that there are only a few small elements in $\{ \Delta_2, \Delta_3, \ldots, \Delta_n \}$, and the others are relatively large. The inspiration is that traditional exhaustive search wastes a lot of training resources on the beams that are easy to be distinguished. Intuitively, if more training symbols are allocated to the beams with smaller suboptimality measure, the performance of training accuracy can be improved. However, the main problem is that the suboptimality measure of each beam is unknown, and thus the optimal allocation of training resources can not be accomplished beforehand. Inspired by the idea of successive rejects algorithm in the best arm identification problem [15], here we propose an adaptive beam training algorithm that can progressively reject the beams which seem to be suboptimal.

The details of the adaptive beam training algorithm is given in Algorithm 1. Informally it proceeds as follows. First the algorithm divides the training resources (i.e. the $N$ training symbols) into $L_R - 1$ phases. At the end of each phase, the algorithm discards the beam with the lowest processing output. During the next phase, it allocates equal number of training symbols to each beam which has not been discarded yet. At the end of the last phase, the estimated optimal beam is selected as the last surviving beam. The length (number of training symbols) of each phase is carefully chosen to obtain a good performance. More precisely, the first discarded beam is allocated $n_1 = \left[ \frac{1}{\log (L_R)} \frac{N - L_R}{L_R} \right]$ training symbols, the second discarded beam is allocated $n_2 = \left[ \frac{1}{\log (L_R)} \frac{N - L_R}{L_R} \right]$ training symbols, ..., and the last two discarded beams are allocated $n_{L_R-1} = \left[ \frac{1}{\log (L_R)} \frac{N - L_R}{L_R} \right]$ training symbols. The proposed algorithm does not exceed the budget of $N$ training symbols, since we have

$$n_1 + n_2 + \cdots + n_{L_R-1} + n_{L_R-1} \leq L_R + \frac{N - L_R}{\log (L_R)} \left( \frac{1}{2} + \sum_{i=2}^{L_R-1} \frac{1}{L_R + 1 - i} \right) \quad (18)$$

in which the first inequality is derived from the fact $[x] \leq x + 1$ for any real value $x$, and the second inequality is derived from the definition of $\log (L_R)$. For $L_R = 2$, up to rounding effects, algorithm 1 is just traditional exhaustive search.

It is straightforward to see that as algorithm 1 proceeds, the beams with relatively larger suboptimality measure tend to be discarded at the earlier stages, and thus are allocated less training resources. This makes the proposed algorithm more efficient to use the training resources, and thus have better performance of training accuracy. In the following proposition, we give an asymptotic upper bound of the misalignment probability of algorithm 1, which is defined as $p_{\text{miss}}^\text{adpt} (N) = P_r \{ \hat{I}_{\text{opt}} \neq I_{\text{opt}} \}$.

**Proposition 1.** In algorithm 1, assume that the number of training symbols is $N$, then the misalignment probability $p_{\text{miss}}^\text{adpt} (N)$ satisfies

$$\lim_{N \to \infty} \frac{1}{N} \log p_{\text{miss}}^\text{adpt} (N) \leq - \frac{1}{4 \log (L_R) H}. \quad (19)$$

where $H = \max_{i \in \{1, 2, \ldots, L_R\}} \Delta_i^{-2}$.

**Proof.** According to Lemma 2, the pair-wise misalignment probability can be represented as

$$P_r \{ T_{\text{opt}} (n_i) \leq T_i (n_i) \} = \exp \left( - \frac{n_i \Delta_i^2}{4} + o_i (n_i) \right). \quad (20)$$

in which $o_i (n_i)$ is a high order infinitesimal of $n_i$ that satisfies $\lim_{n_i \to \infty} \frac{o_i (n_i)}{n_i} = 0$. We can assume that training symbols are received before the beginning of beam training. Thus $T_i (K)$ is well defined even if $T_i$ has not been used to receive $K$ training symbols. During phase $i$, at least one of $i$ worst beams is surviving. So, if the optimal beam $I_{\text{opt}}$ is discarded at the end of phase $i$, it means that $T_{\text{opt}} (n_i) \leq \max_{i \in \{L_R, (L_R-1), \ldots, (L_R+1-i)\}} T_i (n_i)$. Based on (20) and the
union bound, the misalignment probability of algorithm 1 satisfies
\[ p_{\text{miss}}(N) \leq \sum_{n=1}^{L_R-1} \Pr \left\{ T_{\text{opt}}(n_i) \leq \max_{i \in \{L_R, \ldots, (L_R + 1 - i)\}} T_i(n_i) \right\} \]
\[ \leq \sum_{i=1}^{L_R-1} \sum_{n=1}^{L_R-1} \Pr \left\{ T_{\text{opt}}(n_i) \leq T_I(n_i) \right\} \]
\[ \leq \sum_{i=1}^{L_R-1} \sum_{n=1}^{L_R-1} \exp \left( -\frac{n_i \Delta^2_{(L_R + 1 - i)} + o(n_i)}{N - L_R} \right) \]
\[ \leq \sum_{i=1}^{L_R-1} \sum_{n=1}^{L_R-1} \exp \left( -\frac{N - L_R}{4 \log(L_R) H} + o(n_i) \right), \] (21)
in which the last inequality holds because
\[ n_i \Delta^2_{(L_R + 1 - i)} \geq \frac{N - L_R}{\log(L_R) (L_R + 1 - i)} \Delta^2_{(L_R + 1 - i)} \]
\[ \geq \frac{N - L_R}{\log(L_R) H}. \] (22)

Using definition of \( n_i \) and \( o(n_i) \), we have \( \lim_{N \to \infty} \frac{o(n_i)}{N} = 0 \). This means that each term in the summation (21) decays exponentially at rate \( 4 \log(L_R) H \) as \( N \) goes to infinity. Since there are only finite terms in the summation (21), we conclude that the summation decays exponentially at the same rate, which completes the proof.

Now we compare the performance of algorithm 1 and traditional exhaustive search. Define the index in the maximization \( H \) as \( l_H = \arg \max \Delta_{l} \{ \Delta_{(1)}^{-2} \} \). As mentioned before, in practical beamforming codebook design, only the first few elements in \( \{ \Delta_{(1)}, \Delta_{(2)}, \ldots, \Delta_{(L_R)} \} \) are small, and the rest are relatively large. It implies that \( l_H \) is usually much smaller than \( L_R \), especially when \( L_R \) is very large, which corresponds to the situation when the high-resolution beam training codebook is used. Thus we have:
\[ H = l_H \Delta_{l_H}^{-2} \leq l_H \Delta_{l_H}^{-2} \ll L_R \Delta_{l_H}^{-2}. \] (23)
which further implies that \( \log(L_R) H \) is smaller than \( L_R \Delta_{l_H}^{-2} \).

Using the results in proposition 1 and lemma 1, we have
\[ \lim_{N \to \infty} \frac{1}{N} \log p_{\text{miss}}(N) < \lim_{N \to \infty} \frac{1}{N} \log p_{\text{miss}}(N), \] (24)

It means that the proposed adaptive algorithm asymptotically outperforms traditional exhaustive search in terms of training accuracy. Here we remark that the above analysis is not a formal mathematical proof, but it is true in almost all practical situations. In the next section, numerical simulation shows that this relative performance behavior holds in both asymptotic and non-asymptotic regime.

IV. NUMERICAL SIMULATION

In this section, we compare the performance between the proposed algorithm and traditional exhaustive search through numerical examples. In the following simulations, we assume that the AoA search interval \( \Phi \) covers the angular space \([\frac{-\pi}{2}, \frac{\pi}{2}] \). We choose the simplest codebook design \([10, 14]\), in which the \( l \)-th beamforming vector is
\[ f_l = \frac{1}{\sqrt{L_R}} \left[ 1, e^{-j2\pi l}, \ldots, e^{-j2\pi (L_R - 1)l} \right], \] (25)
and \( \theta_l = -\frac{l}{L_R} \Delta_{l_H}^{-1}, \ l = 1, 2, \ldots, L_R \). We choose the number of receive antennas \( L_R = 64 \). As for the channel, we choose the path AoA \( \phi \) randomly from the AoA interval \([\frac{-\pi}{2}, \frac{\pi}{2}] \). For example, we choose \( \phi = 0.47 \) in the following simulation. The effective beamforming gain \( g_l \) is given in the left part of Fig. 3. It is straightforward to see that there are only a few beamforming gain which are large and the others are relatively very small, as analyzed in the previous section. Actually, if we let \( \phi \) be a uniform random variable in \([\frac{-\pi}{2}, \frac{\pi}{2}] \), the conclusion holds with a high probability. We remark here that even if more complex codebook design is used \([12]\), this conclusion also holds true. More detailed analysis and simulations will be given in our future work.

Fig. 3. Left: horizontal coordinates is the effective beamforming gain \( g_l \), vertical coordinates is the index of beam; Right: horizontal coordinates is the number of pilot symbols allocated to each beam, vertical coordinates is the index of beams. \( N = 1280 \).

Fig. 4. Misalignment probability versus SNR. The blue line corresponds to traditional exhaustive search, and the red line corresponds to the adaptive algorithm. \( N = 1280 \).
In order to compare the performance of the proposed adaptive algorithm with traditional exhaustive search, we run the two algorithms and show the number of training symbols allocated to each beam in the right part of Fig. 4. The total number of training symbols is set to be $N = 1280$. It is obvious that the proposed algorithm allocates more training symbols to the beams with larger beamforming gain, just as analyzed before. Furthermore, we set the channel path gain as $\alpha = 1$, and define the signal-to-noise-ratio (SNR) as $\text{SNR} = \frac{\alpha}{\sigma^2}$. The misalignment probability of the two algorithms versus SNR is given in Fig. 4 which shows that the proposed adaptive algorithm has much lower misalignment probability than traditional exhaustive search at all considered SNR values.

![Fig. 5. Misalignment probability versus the total number of training symbols $N$, SNR = −2dB](image)

In order to further compare the performance of the two algorithms and verify the theoretical results in the previous section, we fix SNR and study the performance of misalignment probability in terms of the total number of training symbols $N$. Taking SNR = −2dB as an example, we validate our analysis in Fig. 4. It is straightforward to see that the blue solid line is almost parallel to the red dashed line, which verifies the asymptotic results. What is surprising is that the yellow solid line is almost parallel to the purple dashed line, which indicates that the upper bound is true and the bound may be tight. At last, compare the blue solid line with the yellow solid line in Fig. 4. We can see that with the chosen parameter, the proposed adaptive algorithm asymptotically outperforms traditional exhaustive search ($\lim_{N \to \infty} \frac{1}{N} \log p_{\text{miss}}^\text{adapt}(N) \approx -9.0 \times 10^{-4}$, $\lim_{N \to \infty} \frac{1}{N} \log p_{\text{miss}}^\text{ex}(N) \approx -1.2 \times 10^{-4}$), and this relative performance behavior also holds when $N$ is small.

V. CONCLUSIONS

In millimeter wave communications, beam training is an effective way to achieve beam alignment. In this paper, the beam training problem is studied from a different perspective and a new beam training algorithm is proposed. Unlike traditional exhaustive search, which allocates training resources uniformly to different beams in the pre-designed codebook, the new algorithm adaptively allocates training resources. Specifically, it allocates more training resources to the beams with higher beamforming gain, which are relatively more difficult to be distinguished from the best beam, while uses less resources to distinguish the beams with low beamforming gain, which are relatively easier to identify. We give an asymptotic upper bound of misalignment probability of the proposed algorithm. Using this upper bound and numerical simulations, we show that in practical situations, the proposed adaptive algorithm asymptotically outperforms the traditional exhaustive search in terms of misalignment probability, subject to the same training overhead. Moreover, numerical simulation shows that this relative performance behavior also holds in the non-asymptotic regime. In the future, we will give more detailed analysis of the proposed algorithm in this paper and apply it to more complex situations.
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