Automatic Detection of Abnormalities and Grading of Diabetic Retinopathy in 6-Field Retinal Images: Integration of Segmentation Into Classification
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Purpose: Classification of diabetic retinopathy (DR) is traditionally based on severity grading, given by the most advanced lesion, but potentially leaving out relevant information for risk stratification. In this study, we aimed to develop a deep learning model able to individually segment seven different DR-lesions, in order to test if this would improve a subsequently developed classification model.

Methods: First, manual segmentation of 34,075 different DR-lesions was used to construct a segmentation model, with performance subsequently compared to another retinal specialist. Second, we constructed a 5-step classification model using a dataset of 31,325 expert-annotated retinal 6-field images and evaluated if performance was improved with the integration of presegmentation given by the segmentation model.

Results: The segmentation model had higher average sensitivity across all abnormalities compared to the retinal expert (0.68 and 0.62) at a comparable average F1-score (0.60 and 0.62). Model sensitivity for microaneurysms, retinal hemorrhages and intraretinal microvascular abnormalities was higher by 42.5%, 8.8%, and 67.5% and F1-scores by 15.8%, 6.5%, and 12.5%, respectively. When presegmentation was included, grading performance increased by 29.7%, 6.0%, and 4.5% for average per class accuracy, quadratic weighted kappa, and multiclass macro area under the curve, with values of 70.4%, 0.90, and 0.92, respectively.

Conclusions: The segmentation model matched an expert in detecting retinal abnormalities, and presegmentation substantially improved accuracy of the automated classification model.

Translational Relevance: Presegmentation may yield more accurate automated DR grading models and increase interpretability and trust in model decisions.

Introduction

Diabetic retinopathy (DR) is the most frequent complication in diabetes,¹ which is the most common metabolic disease in the working aged population of the Western world.² Regular DR screening has been proven to reduce incidence of severe DR related vision loss by 90%.³ In clinical practice, retinal experts will often grade the severity of DR based on some predefined criteria using a disease severity scale. The International Clinical Diabetic Retinopathy (ICDR) disease severity scale⁴ is a widely adopted standard for DR disease classification. The standard proposes a five-point scale with levels ranging from no DR (level 0) to proliferative DR (PDR, level 4) with three intermediate levels of increasing severity; mild nonproliferative DR (mild NPDR, level 1), moderate nonproliferative DR (moderate NPDR, level 2), and severe nonproliferative DR (severe NPDR, level 3). The lowest level
of disease (level 1) is indicated by microaneurysms (MA). Level 2 is defined as the presence of more than MA, or hemorrhages (HEM) but less severe than level 3, where definite venous beadings or prominent intraretinal microvascular abnormalities (IRMA) are also defining features. Level 4 is indicated by neovascularizations (NV; both active or treated by panretinal photocoagulation) or vitreous hemorrhages. If left untreated, DR level 4 may result in irreversible vision loss. Other lesions often present in the retina of people with DR are hard exudates (HE) and cotton wool spots (CWS).

At present, DR grading is most commonly a manual task, but, in recent years, the interest in automating this task has increased significantly due to the performance of deep learning models and convolutional neural networks (CNNs) for different image recognition tasks, such as image classification, segmentation, and object detection.

Gulshan et al. were among the first to demonstrate the use of a CNN for automatic detection of referable DR, defined as moderate NPDR or higher on the ICDR scale, or diabetic macular edema. Their CNN was trained on over 100,000 single field retinal images with reference grades assigned by multiple retinal experts to perform image classification of the aforementioned disease levels. Many similar works on the use of classification CNNs also use a binary standard for classification, either no or mild NPDR versus referable DR (moderate NPDR or worse) or no DR versus all other ICDR levels.

Ideally, computer assisted grading systems should be able to recognize all levels of DR, as this would increase the applicability of the systems in real world clinical practice. In order to do so, the underlying model (for example neural network), has to be able to recognize the features (abnormalities) used by human experts when grading images according to, for example, the ICDR reference standard.

Studies on deep learning for disease staging across multiple levels have been performed. Results of these studies indicate that for certain levels of disease, the specific features, such as MA, IRMA, or NV, are difficult for models to detect, resulting in somewhat disparate levels of accuracy for individual levels. This is likely caused by the need to reduce image resolution prior to development of deep learning models in order to overcome computational memory constraints imposed by the graphical processing unit on which CNNs are developed. As discussed by Krause et al., this leads to reduction in the effective feature resolution, which makes it challenging for networks to detect these abnormalities. When multiple fields or wide field retinal images with larger resolutions are used, this reduction in feature resolution becomes even more pronounced.

Although CNNs are approaching human level performance for automatic detection and grading of DR, they are still lacking in interpretability. The conclusions reached by deep learning algorithms are in most cases opaque, which may serve as a barrier for adoption into real world clinical practice. This problem could be alleviated by utilizing networks specifically trained to detect the abnormalities used by human experts in the grading process. Retinal abnormalities are often small or their intrinsic features make them hard to accurately discern. Furthermore, accumulating the data needed to train algorithms capable of this task is challenging, as it not only requires collecting images, but also the difficult and demanding task of hand annotating each individual relevant pixel in them. Automatic medical image segmentation has, like classification, been greatly improved by the advancement in deep learning methods. Several works have been dedicated to segmentation of MA, HEM, HE, and CWS and retinal vessels. Segmentation of IRMA, panretinal photocoagulation scars (PC) and NV in retinal fundus images have at present, to the best of our knowledge, not been explored to the same degree. Models that are able to accurately detect these specific abnormalities could serve as an important part of an automatic grading method, as a way to minimize the adverse effect of reducing input resolution, and in turn improve automatic grading models’ ability to stratify DR across all levels.

In the studies on grading DR or segmentation of retinal abnormalities referenced above, single-field images, or in one case two-field retinal images are used. A lot of the features and abnormalities relevant for grading DR may be located outside this field of view. As such, the additional information obtained by including multiple fields or using wide field images should lead to more accurate diagnosis.

The data sets in this study consisted of six-field retinal images from Danish patients of the type used in the Danish DR screening program. This work is the first to investigate the use of deep learning models in this population, and, to the best of our knowledge, the first to perform segmentation of retinal abnormalities and grading of DR in six-field retinal images.

### Methods

Two models were developed in this study; a segmentation model for segmentation and detection of retinal...
abnormalities and a classification model for automatic grading of DR disease severity into the five levels on the ICDR scale.

The data set used for developing the segmentation model consisted of 300, high resolution, $6,528 \times 6,528$ pixel six-field retinal fundus images obtained from hospitals in the Region of Southern Denmark. Each image contained pixel level annotations for presence of the following retinal abnormalities found in the retina of people with suspected DR: MA, HEM, CWS, HE, IRMA, NV, and PC. Images had been annotated by two retinal experts independent from each other using a proprietary data annotation tool. The quality of the data set was validated using the intraclass correlation coefficient (ICC) as a measure of agreement between experts for each abnormality type. Good to excellent agreement was found for MA (0.81), HEM (0.83), HE (0.91), CWS (0.91), IRMA (0.77), and PC (0.99). NV was the only abnormality for which low agreement was found, with an ICC value of 0.07. Details on validation of the data are described in Grauslund et al.29

The data set was split into training, tuning, and testing sets of 209, 45, and 46 images, respectively. For training and evaluation of model performance, one set of expert annotations was used and the annotations from the second expert were used for comparative analysis. Images were split such that approximately 70% of images containing NV were assigned to the training set and approximately 30% divided between tuning and test sets. Remaining images were also divided using the same 70%, 15%, and 15% split. Figure 1 shows an example image with different abnormalities along with retinal expert pixel level annotations.

| Abnormality | MA | HEM | PC | HE | CWS | IRMA | NV | Total |
|-------------|----|-----|----|----|-----|------|----|-------|
| Training    | 11,024 | 2,622 | 7,148 | 2,357 | 385 | 846 | 157 | 24,539|
| Tuning      | 1,840 | 552 | 1,535 | 338 | 76 | 220 | 23 | 4,584|
| Testing     | 2,018 | 452 | 1,676 | 348 | 93 | 335 | 30 | 4,952|
| Total       | 14,882 | 3,626 | 10,359 | 3,043 | 554 | 1,401 | 210 | 34,075|

The images from the first expert annotator in the training, tuning, and test sets contained 34,075 pixel-level annotations for the abnormality types described above. Table 1 gives a detailed overview of the number of annotations in the three data set splits.

To improve the stability of the trained network, the optic nerve was annotated by hand prior to training so that the network learned this feature as well. In cases where the expert had made markings on the optic nerve, the expert annotation took precedence.

The model used was a variation of the U-net encoder-decoder architecture equipped with a Inception-v3 encoder pretrained on ImageNet. The final pixel-wise classification layer of the decoder was modified to consist of three different $K \times K \times N$ kernels with $K = 1$, 3, and 5, respectively, and $N$ to the number of classes (abnormalities and background features). During training, the loss calculated from each filter’s prediction was assigned an equal weight of 0.33. The final pixel-wise class prediction...
from the trained model was based on the maximum average softmax probability from the three output kernels. The model was implemented in Keras and pretrained ImageNet weights were obtained through its applications module. The network was trained on $256 \times 256 \times 3$ pixel patch sampled from the 209 high resolution training images using a sliding window approach. Random data augmentations, such as vertical and horizontal flipping and shifting, as well as gamma adjustment were performed. Inference on the full resolution $6,528 \times 6,528$ images was performed using an overlapping tiles strategy by modifying the input layer of the model to accept $1,024 \times 1,024$ resolution image crops and combining the tiles into a full resolution segmentation mask by cropping the edge pixels of the tiles to remove segmentation errors in the boundary regions.

Using the first expert as reference standard, the segmentation model and the second expert were evaluated on the ability to detect individual abnormalities as well as identify images containing one or more of a specific type of abnormality. Performance was measured using recall and precision metrics as well as F1 scores for both tasks. Recall is equivalent to sensitivity (that is, the number of true positives divided by the sum of true positives and false negatives). Precision is equivalent to the positive predictive value, which is the number of true positive predictions divided by the sum of true positives and false positives. The F1 score is the harmonic mean of recall and precision defined as two times the product of precision and recall, divided by the sum of the two metrics.

For detection of individual abnormalities in the 46 test images, a true positive was counted if one or more pixels in individual abnormalities of a specific type predicted by the model or second expert overlapped with one or more pixels of an abnormality of the same type in the reference annotation. If abnormality pixels did not overlap, the prediction was counted as a false positive. Conversely, if one or more pixels of individual abnormalities in the reference annotation did not overlap with abnormalities of the same type in the prediction masks from the model and second expert, they were counted as false negatives.

For identifying images containing a specific type of abnormality, a true positive was counted if one or more abnormalities of a specific type was predicted in images where the reference annotation also contained at least one abnormality of the same type. Otherwise, a false positive was counted. A false negative was counted if the model or second expert failed to identify any abnormalities of a specific type in an image where this type had been annotated by the reference.

For development of the classification model, a data set of 31,325, 6-field high resolution images was used. Images were obtained from 5,127 patients screened at Odense University Hospital, a hospital located on the island of Fyn in the Region of Southern Denmark, Denmark. The mean age of patients was 54.7 years ($\pm 15.6$), and the average number of screening episodes was 3.1 ($\pm 1.9$). Overall, 40.0% of patients had type 1 diabetes and 53.3% had type 2 diabetes. The remaining 6.7% had either other or unknown diabetes type. The disease severity grade for each image was given by a retinal expert and assigned based on patient records from Fyens Diabetes Database. The data set was split into training, tuning, and test sets using a 75%, 10%, and 15% split. The data set was split such that images from individual patients only appeared in one of the three subsets. A detailed overview of the distribution of image grades in each split is given in Table 2.

The classification model was an Inception v3 network similar to that used by Gulshan et al. for automatic detection of referable DR as well as Sahlsten et al. and Krause et al. for automatic grading of all DR levels. In this study, two classification models were developed and their performance with regard to full scale grading of disease was compared. One model was developed on raw image features, meaning that no preprocessing apart from standardization and normalization was applied to the images prior to training. The second model was developed on images where presegmentation of abnormalities had been performed using the segmentation model. In this process, the segmentation model constructed a segmentation mask with predicted abnormalities for each image in the data set. To allow the model to consider both the raw image features as well as the presegmented abnormalities, the following procedure was followed.

| Level | Number of Images |
|-------|-----------------|
| Level 0 | 11,926 |
| Level 1 | 2,863 |
| Level 2 | 4,797 |
| Level 3 | 1,490 |
| Level 4 | 2,367 |
| Total | 23,443 |

| Subset | Level 0 | Level 1 | Level 2 | Level 3 | Level 4 | Total |
|--------|---------|---------|---------|---------|---------|-------|
| Training (75%) | 11,926 | 2,863 | 4,797 | 1,490 | 2,367 | 23,443 |
| Tuning (10%) | 1,595 | 369 | 632 | 191 | 392 | 3,179 |
| Testing (15%) | 2,361 | 575 | 797 | 310 | 660 | 4,703 |
| Total | 15,882 | 3,807 | 6,226 | 1,991 | 3,419 | 31,325 |
the segmentation mask was superimposed on the raw feature image prior to training. This process is illustrated in Figure 2.

Similar to Sahlsten et al.\textsuperscript{12} and Krause et al.,\textsuperscript{13} the input size to the network was changed. Resolution was increased from the original $299 \times 299$ pixels to $598 \times 598$ pixels. To further reduce the adverse effect of downsampling, the black border around the retina was cropped from the images.

**Results**

**Segmentation**

Output masks from the segmentation model and annotations from the second expert along with the reference annotation and feature image from the test set of the segmentation data set are shown in Figure 3.

Results for the trained model as well as those of the second expert for detecting individual abnormalities using precision and recall detection metrics and F1 scores with expert 1 as reference are given in Table 3.

Table 4 gives precision and recall values and F1 scores for detecting images containing specific abnormalities in the test set for the model compared to the second expert using expert 1 as reference.

Table 5 shows how the network and expert 2 confused similar looking abnormalities or incorrectly detected background (BG) as abnormal.

The example in Figure 4 illustrates how abnormalities with similar characteristics were sometimes confused by the model as well as expert 2. In the example shown, the model incorrectly detected IRMA changes in a region where the reference annotation was
Figure 3. Example feature image (top left), reference annotation (top right), network segmentation output by the segmentation model (bottom left), and annotations from the second expert (bottom right). MA (green), HEM (magenta), IRMA (cyan), HE (red), and CWS (yellow).

Table 3. Precision, Recall, and F1 Score for the Model and Second Expert Using Expert 1 as Reference

| Expert 1 Reference | Precision | Recall | F1 |
|--------------------|-----------|--------|----|
| MA                 | 0.66      | 0.67   | 0.66 |
| HEM                | 0.59      | 0.74   | 0.62 |
| CWS                | 0.38      | 0.46   | 0.42 |
| HE                 | 0.63      | 0.61   | 0.61 |
| PC                 | 0.82      | 0.84   | 0.84 |
| IRMA               | 0.41      | 0.67   | 0.51 |
| NV                 | 0.40      | 0.77   | 0.51 |
| Mean               | 0.52      | 0.68   | 0.62 |

The top row gives the abbreviation of each abnormality type. Results are compared column-wise and the bold face number in each column indicates the highest metric value between expert and model for specific abnormalities as well as the mean metric value across all abnormalities. Rows are shaded to improve readability.

The second expert also identified some abnormalities in the same area as being IRMA changes, although many of the detections were correctly given as NV according to the reference. The example also shows instances of MA, HEM, and IRMA being confused. The supplementary material gives adjusted precision numbers for detection of individual abnormalities. That is, abnormalities were counted as true positives regardless of the type of abnormalities they overlapped in the reference annotation.

Sometimes, the segmentation model detected specific abnormalities while overlooking others in regions where these had been annotated by the reference annotator. Meaning that even though the model failed
Table 4. Image Level Precision, Recall, and F1 Score as well as the Mean Metric Value Across all Abnormalities in the Segmentation Data Test Set for Expert 2 and Model

|                | MA   | HEM  | CWS  | HE   | PC   | IRMA | NV   | Mean |
|----------------|------|------|------|------|------|------|------|------|
| **Model**      |      |      |      |      |      |      |      |      |
| Precision      | 0.81 | 0.78 | 0.50 | 0.53 | 0.27 | 0.69 | 0.35 | 0.56 |
| Recall         | 0.97 | 1.00 | 0.92 | 1.00 | 1.00 | 1.00 | 0.86 | 0.96 |
| F1             | 0.88 | 0.88 | 0.65 | 0.69 | 0.43 | 0.82 | 0.50 | 0.69 |
| **Expert 2**   |      |      |      |      |      |      |      |      |
| Precision      | 0.97 | 0.95 | 1.00 | 0.85 | 1.00 | 1.00 | 0.70 | 0.92 |
| Recall         | 0.86 | 0.86 | 0.92 | 0.68 | 1.00 | 1.00 | 1.00 | 0.90 |
| F1             | 0.91 | 0.90 | 0.96 | 0.76 | 1.00 | 1.00 | 0.82 | 0.91 |

For image level, a true positive was counted if a type of abnormality was detected in an image containing any such abnormality according to the reference.

to detect individual lesions, it did identify regions of interest where these were present. In the same way, background features were identified as abnormal in regions where other pixels had been annotated by the reference. This may be realized by looking at the example in Figure 5.

Table 6 shows the number of falsely positive detected images containing either some or no abnormalities by the model and expert 2. The tables should be interpreted such that for NV, 6 images were accurately detected by the model and a total of 11 images were wrongly predicted to contain NV. Of these, 11 images contained MA, 10 contained MA and CWS, 9 contained MA, CWS, HE, and HEM, 8 images contained IRMA, HE, CWS, HEM, and MA, and 5 contained all abnormalities apart from NV: IRMA, HE, CWS, HEM, MA, and PC. In the five images where the model predicted MA but that did not contain abnormalities according to the reference, two MA on average were incorrectly detected.

Grading

Per class grading accuracy for the two classification models trained with and without presegmented abnormalities are compared in Figure 6. The average per class accuracy was 54.3% for the model trained only on the raw image features and 70.4% for the model trained on images with presegmented abnormalities.

The most noticeable differences in accuracy between the two models was with level 1 DR and level 3 DR, with improved accuracy of 21.5 percentage points and 54.9 percentage points, respectively. These levels are indicated by microvascular abnormalities, such as MA in the case of level 1 and IRMA in the case of level 3. Figure 7 illustrates the difference in downscaling images with regard to the resolution of relevant microvascular image features, such a MA.

Confusion tables for full scale grading of DR for the two classification models are shown in Table 7. From the confusion tables, the quadratically weighted kappa was calculated as a measure of agreement between the models and the reference gradings. The model trained on images without presegmented abnormalities had a quadratically weighted kappa value of 0.85, and for the model trained on images with presegmented abnormalities the value was 0.90. The multiclass macro average area under the curve for the model developed on only raw image features was 0.88, whereas it was 0.92 when presegmentation of abnormalities was used.

Figure 8 shows example images correctly graded as ICDR level 1 by both the feature model as well as the model trained on presegmented images. A heatmap created using the gradient weighted class activation map method (Grad-CAM)33 is overlaid on the images. This method uses an internal model representation of the image to show regions with high influence on the classification.

Figure 9 gives an example where the feature image model fails to correctly identify the image as ICDR level 3, whereas the model using presegmented images correctly classifies the image.

Discussion

In this work, we have shown that a deep learning segmentation model can be used for detection of retinal abnormalities associated with DR, achieving similar or better performance for recall and F1 score on several types compared to a retinal expert. The segmentation model can in turn be used in a classification method to improve the grading performance of a classification network for full-scale grading of DR in six-field retinal images. The increased performance was
### Table 5. Confusion Table Showing False Positive Detected Abnormalities Confused With Other Structures in the Segmentation Data Test Set for the Model and Expert 2

|                  | Expert 1 reference | Expert 2 reference |
|------------------|--------------------|--------------------|
|                  | MA | HEM | CWS | HE | PC | IRMA | NV | BG |
| Model            |    |     |     |    |    |      |    |    |
| MA               | 1339 | 90 | 2 | 0 | 7 | 64 | 7 | 510 |
| HEM              | 65 | 331 | 1 | 0 | 7 | 46 | 23 | 90 |
| CWS              | 0 | 4 | 44 | 1 | 15 | 3 | 0 | 50 |
| HE               | 2 | 3 | 1 | 176 | 3 | 1 | 1 | 92 |
| PC               | 1 | 4 | 10 | 0 | 1374 | 1 | 17 | 277 |
| IRMA             | 38 | 31 | 2 | 0 | 3 | 267 | 67 | 242 |
| NV               | 0 | 7 | 0 | 0 | 13 | 10 | 51 | 45 |
|                  |    |     |     |    |    |      |    |    |

The diagonally colored cells indicate the true positive detections. The color gradient symbolizes the number of confused abnormalities or background features (BG) relative to the number of true positive detections of each abnormality type.

likely due to the segmentation model’s ability to detect microvascular abnormalities that otherwise suffer from diminishing feature resolution when images are downscaled prior to development of the classification model.

The ability to recognize and accurately detect microvascular features, such as MA and also HEM, is important as these lesions present in early stages of DR and indicate the risk of progressing to more severe levels of disease. The segmentation model demon-
strated higher recall for detection of individual abnormalities of both types at similar levels of precision compared to a retinal expert. The segmentation model also closely matched the expert in the ability to identify images containing any of these abnormalities, suggesting that segmentation models alone may be used as a tool for identifying patients at risk of progressing to more severe stages of disease.

Figure 4. Examples of abnormalities confused by the model and second expert. Feature image crop (top left), reference annotation (top right), model output (bottom left), and expert 2 annotations (bottom right). MA (green), HEM (magenta), IRMA (cyan), HE (red), PC (purple), and NV (blue).

Figure 5. Example showing feature image region (left) where corresponding reference annotation (middle) and segmentation model predictions (right) are somewhat mismatched but still mostly contain the same types of abnormalities. MA (green), HEM (magenta), IRMA (cyan), and HE (red).
Table 6. Confusion Table Showing False Positive Detected Abnormal Images Containing Either Other or no Abnormalities for the Model and Expert 2

|                | Expert 1 reference |
|----------------|--------------------|
|                | MA  | HEM | CWS | HE  | PC  | IRMA | NV  | NA  |
| Model          |     |     |     |     |     |      |     |     |
| MA             | 35  | 2   | 2   | 3   | 3   | 1    | 1   | 5   |
| HEM            | 6   | 22  | 2   | 4   | 1   | 3    | 2   | 0   |
| CWS            | 11  | 9   | 11  | 11  | 8   | 6    | 6   | 1   |
| HE             | 12  | 9   | 9   | 16  | 8   | 8    | 7   | 2   |
| PC             | 14  | 9   | 8   | 11  | 6   | 7    | 4   | 2   |
| IRMA           | 7   | 6   | 2   | 5   | 3   | 16   | 2   | 0   |
| NV             | 11  | 9   | 10  | 9   | 5   | 8    | 6   | 0   |
| Expert 2       |     |     |     |     |     |      |     |     |
| MA             | 31  | 0   | 0   | 0   | 0   | 0    | 0   | 1   |
| HEM            | 1   | 19  | 0   | 0   | 1   | 0    | 1   | 0   |
| CWS            | 0   | 0   | 11  | 0   | 0   | 0    | 0   | 0   |
| HE             | 2   | 2   | 0   | 11  | 2   | 1    | 2   | 0   |
| PC             | 0   | 0   | 0   | 0   | 6   | 0    | 0   | 0   |
| IRMA           | 0   | 0   | 0   | 0   | 0   | 15   | 0   | 0   |
| NV             | 3   | 3   | 1   | 2   | 2   | 2    | 7   | 0   |

Diagonally shaded cells indicate true positive detected images, that is, images containing one or more of the specific abnormality type detected by the network and expert 2 using expert 1 as reference. The color gradient symbolizes the number of incorrect detections relative to the number of true positive detections for each abnormality type or images with no abnormalities (NA).

IRMA and neovascularizations indicate more severe DR. The segmentation model was able to identify more IRMA changes compared to the retinal expert with higher F1 scores, although with lower levels of precision. Because IRMA alone can indicate level 3 DR, the segmentation model may also assist in detecting more severe levels of disease. Compared to the retinal expert, the segmentation model somewhat struggled to accurately detect NV, with both lower recall and precision values. Identifying NV is crucial,
as these may result in acute loss of vision due to vitreous hemorrhages. NV was the abnormality type with the fewest examples in the segmentation data, with only 157 instances in the training set. This is significantly less than the number of MA and PC with 11,024 and 7,148 training examples, respectively. Improving performance for this abnormality could then simply be a matter of collecting more data. This process, however, is very cumbersome as it involves annotating individual pixels.

Generally, precision was lower for the segmentation model compared to the expert for both image level detection as well as detection of individual abnormalities. The low model precision could in some cases be attributed to it confusing abnormalities with similar characteristics. This was also the case for the second expert, but was more pronounced for the model. For both the model and expert, MA were often confused with HEM and IRMA, and HEM were likewise confused with IRMA and MA, and for the model in some cases also NV. For the model, IRMA was more often than other abnormalities confused with NV, indicating a similarity between these types of abnormalities. This can perhaps be realized by looking at the example in Figure 4. As seen in the supplementary material, precision increased significantly for both the expert and model when all abnormalities were treated as the same class, that is, when the task was formulated as a binary segmentation/detection problem.

Highly sensitive models can lead to many false positives and this may be problematic. It could be
argued that slightly oversensitive models are not necessarily problematic for detection of retinal abnormalities. As it stands, most decisions regarding treatment of DR are handled by humans. Few machines are given full autonomy when it comes to diagnosing DR, and most deep learning models developed for automatic retinal image analysis will therefore operate as clinical decision support tools. As opposed to classification algorithms, segmentation models yield semantically meaningful information directly interpretable by humans, and predictions from overly sensitive models can quickly be verified or ignored. For image level detection, the segmentation model raised a false alarm in 10 out of the 46 test images in the segmentation data set. That is, in 10 images, the model detected abnormalities but none were present according to the expert reference. Of these 10 images, 5 were incorrectly predicted to contain MA, 1 with CWS, 2 with HE, and 2 with PC. Neither HE and CWS alone indicate DR but may be used as indicators of other types of diabetic eye disease, for example, diabetic macular edema. Of the seven images that were incorrectly predicted by the model to contain IRMA, all contained at least MA. Six images also contained HEM, and five of the images in addition contained HE according to the reference. Similarly, 11 images were incorrectly predicted to contain NV, but of those 11 images, 8 of them had been annotated with IRMA, HEM,
Figure 8. Example image correctly graded as ICDR level 1 by feature image model (left) and presegmentation model (right) with Grad-CAM heatmaps illustrating regions in the image with high influence on model predictions. In the image on the right, the segmentation model has detected microaneurysms (green) as well as a single photocoagulation scar (purple).

Figure 9. Example image incorrectly graded as ICDR level 2 by feature image model (left) but the same image correctly graded as ICDR level 3 by presegmentation model (right). Grad-CAM heatmaps illustrate regions with high influence on the prediction. In the image on the right, the segmentation model has identified instances of MA (green), HEM (magenta), IRMA (cyan), and NV (blue).

Although the image level precision for detecting photocoagulation scar tissue was low, this may not be reason for much concern. In most cases, clinicians will have access to patient health records wherein it is documented whether patients have received prior treatment. As such, this marker is not the most vital for clinical decision support. On the other hand, NV are indicative of DR requiring treatment, and it is therefore problematic that the model had a low recall compared to the expert for image level detection, with lower level of precision as well. As only seven images with NV were present in the test data, the conclusions drawn from these results have to be considered with some degree of uncertainty.

Segmentation and detection of retinal abnormalities can be leveraged for automatic full scale DR disease staging. Presegmentation likely helps minimize the adverse effect of diminishing feature resolution caused by downscaling images prior to development of grading models. The segmentation mask makes it easier for the grading model to recognize relevant features, as these will be more visible in the color-coded segmentation masks. Intuitively, from the point of view of a grading network, recognizing identically colored pixels indicative of specific abnormalities, for example, cyan, magenta, and green for IRMA, HEM,
and MA, respectively, is a much more reasonable task compared to the raw pixels values that are affected by pigmentation and image artifacts, such as illumination. This is exemplified in Figure 7, where the feature resolution of microvascular changes in the form of MA are shown in the original resolution image and compared to downsampled images with and without presegmented abnormalities. The problem of reduced feature resolution is also discussed by both Sahlsten et al.12 and Krause et al.13 In both studies, increased input image resolution during model development led to improved full scale grading performance.

Individual grades on the ICDR scale are, in some cases, defined by specific lesions and microvascular abnormalities. In the case of ICDR level 1 and level 3, MA, HEM, and IRMA may be used as indicators and by including all these abnormalities in the segmentation data set, the classification model was more likely to take these into consideration when leveraging the outputs from the segmentation model. As again illustrated in Figure 7, MA and IRMA are especially sensitive to the adverse effect of downsampling. Looking at the chart in Figure 6, it can be seen how presegmentation of abnormalities leads to improved grading accuracy for these two levels in particular.

The general idea of leveraging segmentation of retinal abnormalities for improved disease staging is analogous to the method by De Fauw et al.34 for diagnosis of retinal disease in optical coherence tomography images and also by Ling et al.35 for grading DR across multiple levels in retinal images.

As illustrated by the examples in Figures 3, 4, and 5, the segmentation masks created from model predictions were not fully accurate. In some cases, segmentation errors were caused by noise or artifacts in the images, such as underexposure. Hence, it was beneficial to include the raw features as well, rather than relying solely on the segmentation mask when developing the grading model. In some cases, the segmentation model incorrectly detected PC or NV in images that otherwise contained no abnormalities, or with only mild levels of pathology, which could have caused the classification model to incorrectly classify images as level 4 based on the presence of these abnormalities if relying solely on the segmentation mask. We believe that including the raw image features enabled the classification model to reason about the general makeup of an image and take into account the image artifacts that may have caused the segmentation model to fail.

Using the segmentation masks in the grading pipeline also helped to decrease the opaqueness of model predictions by providing semantically meaningful information on what features the model considered when grading images. When comparing the images in Figure 8, it can be seen that the Grad-CAM heatmap from the network trained on presegmented images is more focused on the area where the segmentation model had identified microaneurysms, which are defining of level 1 DR, whereas the corresponding heatmap for the model trained on raw features is more spread out. In the same way, it can be seen in Figure 9 that the model trained on presegmented images was seemingly able to use the IRMA changes detected by the segmentation model to correctly identify the image as representing DR level 3. In comparison, the heatmap from the model trained on raw image features reveals that this network has more or less ignored the regions with IRMA changes, likely causing it to misclassify the image as level 2.

Increased model interpretability is likely going to be a factor in implementing computer assisted diagnostic tools in clinical practice in the future. The proverbial black box nature of convolutional neural networks may serve as a barrier in this regard. Methods such as Grad-CAM aim to resolve this issue by using internal model representations of the image to compute the features most relevant for predictions. Although this method has worked very well for images of more general nature, for example, pictures of animals or everyday objects such vehicles and household items,33 it does not yield the same degree of meaningful information when dealing with the high-resolution retinal images used in this study. This is again illustrated by the example in Figure 8, where the heatmaps in both the case of raw feature image and presegmented image are very coarse. Were it not for the presegmented MA, neither image would provide a lot of useful insight into the model’s decision making. The shortcomings of the method in the context of medical imaging likely relates to the combination of high-resolution images and more or less microscopic disease markers. In order to get a good indication of important image features, the internal representation is taken from the deep layers of the network where the resolution, that is, height and width of the image, is even smaller than the original input resolution to the network. When the information from this layer is projected back onto the input image, the granularity is decreased, resulting in these types of coarse heatmaps. Thus, the presegmentation approach not only helps to improve grading accuracy, but also significantly increases model interpretability.

When using the segmentation masks in the classification pipeline there was a risk that the grading model would become overly reliant on these and perhaps ignore other features that may be relevant. We attempted to avoid this issue by including most of the known retinal abnormalities in DR in the segmentation
data set, including HE and CWS, and not only those defined in the ICDR scale as indicators of different DR disease levels. Currently, disease staging is based on definitions made by human experts. Although these definitions are built on years of cumulative knowledge by many experts, they still may not be perfect in regard to accurately estimating the risk of disease progression or blindness. We imagine that deep learning models may be used for constructing better risk stratification models in the future, and it was therefore a priority to include as much information as possible in the data set to allow models to take this into account.

Making pixel level annotations of abnormalities is an enormously straining and tiresome task, not least in the case of DR, as these are mostly microscopic and hard to discern, even for domain experts. When comparing one expert against another, or a model against an expert as in this study, there is a risk that the results have been influenced by annotators suffering from fatigue. Based on the high level of agreement and consistency demonstrated in our previous study on the agreement between the two experts, it is our view that it has not affected the results presented here.

In this study, full scale grading of DR in six-field retinal images from Danish patients has been demonstrated for the first time, with results comparable to those demonstrated for two-field retinal images by Sahlsten et al. and single field images by Krause et al. The average per class accuracy for the 5 levels on the ICDR scale was 60.2% and 72.6% in Sahlsten et al. and Krause et al., respectively. Sahlsten et al. also report a multiclass macro area under the curve value of 0.96. Quadratic weighted Kappa is reported by both Sahlsten et al. and Krause et al. with values of 0.91 and 0.84. In comparison, the method described in this study using presegmented images, average per class accuracy was 70.4%, macro area under the curve was 0.92, and quadratic weighted kappa was 0.90.

In this study, the classification models were developed for grading DR across all levels of disease in the ICDR scale. Deep learning models, such as that by Gulshan et al. that perform binary classification of nonreferable or referable DR, can serve as tools for reducing the strain on healthcare systems by referring only patients with moderate or worse DR to consultations with retinal experts. Automatically grading disease across all levels may hold additional value in regard to reducing healthcare expenditure. Although some countries perform regular screenings of patients regardless of their level of disease, the screening system in Denmark assigns individualized screening intervals based on, among other things, the specific ICDR disease level. In this setup, the difference in screening interval between level 2 DR and level 3 DR could be as high as 21 months, and, in either case, the patient is not deemed to be in immediate need of medical attention.

Although comparisons are made in this study between the segmentation model and a human expert for detection of retinal abnormalities, this is not the case for full scale grading of DR. At the time of writing, the image grades in the classification data set have been assigned on the basis of electronic health records and the data set has not been subject to further adjudication by retinal experts. The importance of adjudication and expert validation of data sets has been discussed by Gulshan et al. and Krause et al. and this is something that will need to be addressed in the future. Comparisons between a CNN and retinal specialists for full scale grading of DR is made by Krause et al., where the quadratic weighted kappa values for human experts ranged from 0.80 to 0.91. As such, the method presented here could be argued to perform on the level of human experts.

The results presented in this study suggest that segmentation models can serve as an additional tool for clinical decision support and automated grading of DR. By the virtue of the unique segmentation data set presented here, along with adjudication of classification data, it should be possible to develop more effective models in the future.

Acknowledgments

Disclosure: J.K.H. Andersen, None; M.S. Hubel, None; M.L. Rasmussen, None; J. Grauslund, None; T.H. Savarimuthu, None

References

1. Pappuru RKR, Ribeiro L, Lobo C, Alves D, Cunha-Vaz J. Microaneurysm turnover is a predictor of diabetic retinopathy progression. Br J Ophthalmol. 2018;103(2):222–226.
2. Saeedi P, Petersohn I, Salpea P, et al. Global and regional diabetes prevalence estimates for 2019 and projections for 2030 and 2045: Results from the International Diabetes Federation Diabetes Atlas, 9th edition. Diabetes Res Clin Pract. 2019;157:107843.
3. Busbee B. The 25-year incidence of visual impairment in type 1 diabetes mellitus. Evidence-Based Ophthalmol. 2011;12(1):28–29.
4. Wilkinson CP, Ferris FL, III, Klein RE, et al. Proposed international clinical diabetic retinopa-
thy and diabetic macular edema disease severity scales. *Ophthalmology.* 2003;110(9):1677–1682.
5. Gulshan V, Peng L, Coram M, et al. Development and Validation of a Deep Learning Algorithm for Detection of Diabetic Retinopathy in Retinal Fundus Photographs. *JAMA.* 2016;316(22):2402.
6. Ting DSW, Cheung CY-L, Lim G, et al. Development and Validation of a Deep Learning System for Diabetic Retinopathy and Related Eye Diseases Using Retinal Images From Multiethnic Populations With Diabetes. *JAMA.* 2017;318(22):2211.
7. Abramoff MD, Lou Y, Erginay A, et al. Improved Automated Detection of Diabetic Retinopathy on a Publicly Available Dataset Through Integration of Deep Learning. *Invest Ophthalmol Vis Sci.* 2016;57(13):5200.
8. Gargeya R, Leng T. Automated Identification of Diabetic Retinopathy Using Deep Learning. *Ophthalmology.* 2017;124(7):962–969.
9. Ramachandran N, Hong SC, Sime MJ, Wilson GA. Diabetic retinopathy screening using deep neural network. *Clin Exp Ophthalmol.* 2017;46(4):412–416.
10. Mansour RF. Deep-learning-based automatic computer-aided diagnosis system for diabetic retinopathy. *Biomedical Engineer Lett.* 2017;8(1):41–57.
11. Takahashi H, Tampo H, Arai Y, Inoue Y, Kawashima H. Applying artificial intelligence to disease staging: Deep learning for improved staging of diabetic retinopathy. *PLoS One.* 2017;12(6):e0179790.
12. Sahlin J, Jaskari J, Kivinen J, et al. Deep Learning Fundus Image Analysis for Diabetic Retinopathy and Macular Edema Grading. *Sci Rep.* 2019;9(1):10750.
13. Krause J, Gulshan V, Rahimy E, et al. Grader Variability and the Importance of Reference Standards for Evaluating Machine Learning Models for Diabetic Retinopathy. *Ophthalmology.* 2018;125(8):1264–1272.
14. Ronneberger O, Fischer P, U-Net Brox T.: Convolutional Networks for Biomedical Image Segmentation. In: *Lecture Notes in Computer Science.* Cham: Springer International Publishing; 2015:234–241. Available at: https://arxiv.org/abs/1505.04597. Accessed November 23, 2021.
15. Chudzik P, Majumdar S, Caliva F, Al-Diri B, Hunter A. Microaneurysm detection using fully convolutional neural networks. *Comp Meth Programs Biomed.* 2018;158:185–192.
16. Sudre CH, Li W, Vercauteren T, Ourselin S, Jorge Cardoso M. Generalised Dice Overlap as a Deep Learning Loss Function for Highly Unbalanced Segmentations. In: *Deep Learning in Medical Image Analysis and Multimodal Learning for Clinical Decision Support.* Cham: Springer International Publishing; 2017:240–248. Available at: https://arxiv.org/abs/1707.03237. Accessed November 23, 2021.
17. Savelli B, Bria A, Molinara M, Marrocco C, Tortorella F. A multi-context CNN ensemble for small lesion detection. *Artif Intell Med.* 2020;103:101749.
18. Orlando JJ, Prokofyeva E, del Fresno M, Blaschko MB. An ensemble deep learning based approach for red lesion detection in fundus images. *Comp Meth Programs Biomed.* 2018;153:115–127.
19. Tan JH, Fujita H, Sivaprasad S, et al. Automated segmentation of exudates, haemorrhages, microaneurysms using single convolutional neural network. *Information Sci.* 2017;420:66–76.
20. Maqsood S, Damasevičius R, Maskeliūnas R. Hemorrhage Detection Based on 3D CNN Deep Learning Framework and Feature Fusion for Evaluating Retinal Abnormality in Diabetic Patients. *Sensors.* 2021;21(11):3865.
21. Xiao D, Yu S, Vignarajan J, An D, Tay-Kearney M-L, Kanagasingam Y. Retinal hemorrhage detection by rule-based and machine learning approach. In: *2017 39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC).* IEEE; 2017. Available at: https://ieeexplore.ieee.org/document/8036911. Accessed November 23, 2021.
22. Lam C, Yu C, Huang L, Rubin D. Retinal Lesion Detection With Deep Learning Using Image Patches. *Invest Ophthalmol Vis Sci.* 2018;59(1):590.
23. Prentašić P, Lončarić S. Detection of exudates in fundus photographs using deep neural networks and anatomical landmark detection fusion. *Comp Methods Programs Biomed.* 2016;137:281–292.
24. Fraz MM, Jahangir W, Zahid S, Hamayun MM, Barman SA. Multiscale segmentation of exudates in retinal images using contextual cues and ensemble classification. *Biomed Signal Proc Control.* 2017;35:50–62.
25. Gegundez-Arias ME, Marin-Santos D, Perez-Borrero I, Vasallo-Vazquez MJ. A new deep learning method for blood vessel segmentation in retinal images based on convolutional kernels and modified U-Net model. *Comp Methods Programs Biomed.* 2021;205:106081.
26. Jiang Y, Wang F, Gao J, Liu W. Efficient BFCN for Automatic Retinal Vessel Segmentation. *J Ophthalmol.* 2020;2020:1–14.
27. Cheng Y, Ma M, Zhang L, Jin C, Ma L, Zhou Y. Retinal blood vessel segmentation based on
Densely Connected U-Net. *Mathematical Biosciences and Engineering*. 2020;17(4):3088–3108.

28. Andersen JKH, Hubel MS, Savarimuthu TR, Rasmussen ML, Sørensen SLB, Grauslund J. A digital online platform for education and certification of diabetic retinopathy health care professionals in the Region of Southern Denmark [published online ahead of print March 11, 2022]. *Acta Ophthalmol.*

29. Grauslund J, Hubel MS, Andersen JKH, Savarimuthu TR, Rasmussen ML. (2021). Agreement between experts in the detection of diabetic retinopathy-associated lesions in a virtual ocular learning platform. *Acta Ophthalmol.* 2022;100(4):e1039–e1040.

30. Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. Rethinking the Inception Architecture for Computer Vision. In: *2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*. IEEE; 2016. Available at: https://arxiv.org/abs/1512.00567. Accessed November 23, 2021.

31. Deng J, Dong W, Socher R, Li L-J, Li Kai, Fei-Fei Li. ImageNet: A large-scale hierarchical image database. In: *2009 IEEE Conference on Computer Vision and Pattern Recognition*. IEEE; 2009.

32. Team K. Keras: the Python deep learning API. Available at: https://keras.io/. Accessed December 14, 2021.

33. Selvaraju RR, Cogswell M, Das A, Vedantam R, Parikh D, Batra D. Grad-cam: Visual explanations from deep networks via gradient-based localization. In *Proceedings of the IEEE international conference on computer vision* 2017;618–626. Available at: https://arxiv.org/abs/1610.02391.

34. De Fauw J, Ledsam JR, Romera-Paredes B, et al. Clinically applicable deep learning for diagnosis and referral in retinal disease. *Nat Med*. 2018;24(9):1342–1350.

35. Dai L, Wu L, Li H, et al. A deep learning system for detecting diabetic retinopathy across the disease spectrum. *Nature Communications*. 2022;12(1):1–11.

36. Grauslund J, Andersen N, Andresen J, et al. Evidence-based Danish guidelines for screening of diabetic retinopathy. *Acta Ophthalmologica*. 2018;96(8):763–769.