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Abstract. In this paper, we prove the existence of the positive and negative solutions to p-Laplacian eigenvalue problems with supercritical exponent. This extends previous results on the problems with subcritical and critical exponents.

1. Introduction. A new framework (established recently in [21]) is used to deal with the following p-Laplacian eigenvalue problem: For any given $\alpha \in \mathbb{R}^+$, find a solution $u$ to the following equation

$$\begin{cases}
-\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u = \lambda g(x, u), & x \in \Omega, \\
\frac{1}{p} \int_{\Omega} |\nabla u|^p dx + \frac{1}{q} \int_{\Omega} |u|^q dx = \alpha.
\end{cases}
$$

Here $\Omega \subset \mathbb{R}^n(n > p \geq 2)$ is a bounded domain with smooth boundary $\partial \Omega$ and $q > p^* \triangleq \frac{np}{n-p}$.

The force term $g(x, u)$ satisfies the following assumptions:

(*) $g \in C^0(\Omega \times \mathbb{R}, \mathbb{R})$, $g(x, t)t \geq 0$ and there is a neighborhood $U$ of zero such that $g(x, t)t > 0$, for any $t \in U \setminus \{0\}$ and $x \in \Omega$;

(**) $|g(x, t)| \leq c_1 |t|^\ell + c_2$, $c_1, c_2 \in \mathbb{R}$, $1 \leq \ell < q - 1$.

There are many papers discussing the following eigenvalue problem

$$\begin{cases}
-\text{div}(|\nabla u|^{p-2}\nabla u) = \lambda g(x, u), & x \in \Omega, \\
\frac{1}{p} \int_{\Omega} |\nabla u|^p dx = \alpha.
\end{cases}
$$

For the case $p = 2$, the authors in [1, 15, 19] proved the existence of multiple solutions to (I) when $g$ is odd, later the existence of three solutions was obtained in [9] and Y.Q. Li and Z.L. Liu in [10] applied the descent flow to obtain the multiple and sign-changing solutions when $g$ is non odd. Recently, we studied the existence of positive and negative solutions to (I) for the supercritical exponent (i.e., $q > 2^*$) by establishing a new framework in [21].
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Lemma 1.2. For any space, the following fundamental lemma holds (see also Lemma 1.1 in [21]).

The coefficient \( \langle \Psi, \Phi \rangle \) given above complicates checking the Palais-Smale condition when the nonlinear term is supercritical. So we simplify the coefficient \( \langle \Psi', u \rangle_{X^*, X} \) in (1.4) by giving a new form for \( \tilde{\Psi}'(u) \).

Due to the Best Approximation Theorem in a strictly convex reflexive Banach space, the following fundamental lemma holds (see also Lemma 1.1 in [21]).

**Lemma 1.2.** For any \( u \in N_\alpha \), there exists a unique element \( e(u) \in X \), such that

\[
\langle \Phi'(u), e(u) \rangle = 1 \quad \text{and} \quad \|e(u)\| = \inf_{v \in X} \{\|v\| : \langle \Phi'(u), v \rangle = 1\},
\]
where $\langle \cdot, \cdot \rangle$ denotes the dual pair between $X$ and $X^*$, the element $e(u) \in X$ dependent on $u$.

Furthermore, there exist two positive constants $M_1, M_2$ independent on $u$, such that

$$0 < M_1 \leq \|e(u)\| \leq M_2, \quad \forall \ u \in N_\alpha. \quad (1.6)$$

Then, let $\ker(\Phi'(u)) = \{ w \in X : \langle \Phi'(u), w \rangle = 0 \}$ and $\ker(e(u)) = \{ w^* \in X^* : \langle w^*, e(u) \rangle = 0 \}$. We give our new form for $\tilde{\Psi}'(u)$ with the best approximation $e(u)$ given above (see also Theorem 1.1 in [21]).

**Lemma 1.3.** Under the assumption of Lemma 1.2, it holds that

$$\tilde{\Psi}'(u) = \Psi'(u) - \langle \Psi'(u), e(u) \rangle \Phi'(u). \quad (1.7)$$

Meanwhile, the tangent (or cotangent) space of $N_\alpha$ at $u$: $T_u(N_\alpha)$ (or $T_u^*(N_\alpha)$) is respectively given by

$$T_u(N_\alpha) = \ker(\Phi'(u)), \quad \tilde{\Psi}'(u) \in T_u^*(N_\alpha) = \ker(e(u)), \quad (1.8)$$

Moreover, provided $X$ is a Hilbert space, $\tilde{\Psi}'(u)$ is just a tangent vector (in the sense of isomorphism).

From (1.7), the existence of solutions for the eigenvalue problem (I) is shown in the following Theorem:

**Theorem 1.4.** Under the assumptions $(\ast)$, $(\ast\ast)$ on $g$, there exist at least two solutions to problem (I), one of which is positive and the other is negative.

This article is organized as follows: In Section 2, some preliminaries are given; In Section 3, we check the Palais-Smale condition for the formula (1.7); In Section 4, we show Theorem 1.4. Throughout the rest of the article, $C, C_i, c, c_i, i = 1, 2, \ldots$ denote constants and may be different in different places; “$\rightarrow$” and “$\rightharpoonup$” represent strong and weak convergence in related function spaces, respectively.

2. Preliminaries. We begin with the following lemma about the convergence property.

**Lemma 2.1.** If $u_n \rightharpoonup v$ in $X$ as $n \to \infty$, then

$$u_n \rightarrow v \text{ in } W^{1,p}_0(\Omega), \quad u_n \rightarrow v \text{ in } L^q(\Omega), \quad \text{as } \ n \to \infty, \quad (2.1)$$

$$u_n \rightarrow v \text{ in } L^t(\Omega), \quad \forall \ 2 \leq t < q, \quad \text{as } \ n \to \infty, \quad (2.2)$$

$$u_n(x) \rightarrow v(x), \quad \text{a.e. } x \in \Omega, \quad \text{as } \ n \to \infty. \quad (2.3)$$

Furthermore,

$$|u_n|^{q-2} u_n \rightharpoonup |v|^{q-2} v \text{ in } L^q(\Omega) \text{ with } \frac{1}{q} + \frac{1}{q'} = 1, \quad \text{as } \ n \to \infty. \quad (2.4)$$

Since the proof is similar to that of Lemma 2.1 in [21], we omit it here.

Next is to give the differential of functionals $\Phi(u)$, $\Psi(u)$.

**Lemma 2.2.** Let the functionals $\Phi(u)$, $\Psi(u)$ be defined in (1.1), (1.2), then $\Phi(u)$, $\Psi(u)$ is $C^1$ on $X$ with

$$\Phi'(u) \triangleq -\text{div}(\nabla u |^{p-2} \nabla u) + |u|^{q-2} u, \quad (2.5)$$

$$\Psi'(u) \triangleq g(x, u). \quad (2.6)$$
By the mean value theorem and the Lebesgue dominant convergence, it is easy to prove Lemma 2.2. We shall not develop this here and refer the interested reader to Lemma 2.2 in [21].

Before considering the formula of \( \tilde{\Psi}'(u) \), we show the smoothness of the manifold \( N_\alpha \).

**Lemma 2.3.** Let \( N_\alpha \) be defined in (1.1), then \( N_\alpha \) is a smooth manifold for each \( \alpha \neq 0 \).

**Proof.** It suffices to show that \( \alpha(\neq 0) \) is a regular value of \( \Phi \). That is to say, for any \( u \in N_\alpha \) with \( \alpha \neq 0 \), \( \Phi'(u) \neq 0 \). In fact, if there exists a \( u \in N_\alpha \) such that \( \Phi'(u) = 0 \), namely,

\[
\Phi'(u) = -\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u = 0 \quad \text{in} \quad X^*,
\]

then,

\[
0 = \langle \Phi'(u), u \rangle = \langle -\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u, u \rangle = \int_{\Omega} |\nabla u|^p dx + \int_{\Omega} |u|^q dx.
\]

Hence \( u = 0 \), which contradicts with the definition of \( N_\alpha \) for \( \alpha \neq 0 \) (see (1.1)). Thus, Lemma 2.3 holds. □

3. **Palais-Smale condition for \( \tilde{\Psi}'(u) \) defined in (1.7).** Recall that there is a one-to-one correspondence between critical points of \( \tilde{\Psi} \) and weak solutions to problem (I). Therefore, (1.7) implies that there is a one-to-one correspondence between critical points of \( \tilde{\Psi} \) and weak solutions to problem (I) with \( \lambda = \frac{1}{\langle \Phi'(u), e(u) \rangle_{X^*,X}} \), where \( \langle \Phi'(u), e(u) \rangle_{X^*,X} \neq 0 \) follows from the subsequent remark.

**Remark 1.** When \( \tilde{\Psi}'(u) = 0 \), \( \langle \Phi'(u), e(u) \rangle = 0 \) if and only if \( \tilde{\Psi}'(u) = 0 \), which is contradictory to the assumption \((\ast)\) on \( g \) with the fact that if \( u \in W^{1,p}_0(\Omega) \setminus \{0\} \) then for any \( \epsilon > 0 \), \( \text{mes}\{x : |u(x)| \leq \epsilon\} > 0 \) (see the details in [8]).

Denote

\[
\mathbb{K} = \{ u \in N_\alpha : \tilde{\Psi}'(u) = 0 \}, \quad \mathbb{K}_c = \{ u \in \mathbb{K} : \tilde{\Psi}(u) = c \} \quad (3.1)
\]

and

\[
\tilde{\mathbb{K}}_c = \{ u \in N_\alpha : \tilde{\Psi}(u) \leq c \}. \quad (3.2)
\]

Similarly as Lemma 2.6 in [21], we have

**Lemma 3.1.** \( \tilde{\Psi}' \), \( \Psi \) and \( \tilde{\Psi} \) are completely continuous, namely, it maps weakly convergent sequences to strongly convergent ones.

Now we are in position to testify the Palais-Smale condition for \( \tilde{\Psi}'(u) \) given in (1.7).

**Lemma 3.2.** Assume that a sequence \( u_n \in N_\alpha \) satisfies \( \tilde{\Psi}(u_n) \to c(\neq 0) \) and \( \tilde{\Psi}'(u_n) \to 0 \), then it has a convergent subsequence in \( X \).

**Proof.** From the definition of \( N_\alpha \), \( u_n \) is a bounded sequence in \( X \). Thus, \( u_n \) has a weak convergent subsequence (also denoted by \( u_n \rightharpoonup u \) in \( X \) for convenience). Lemma 3.1 shows that

\[
\tilde{\Psi}(u_n) \to \tilde{\Psi}(u), \quad \text{i.e.,} \quad \tilde{\Psi}(u) = c. \quad (3.3)
\]

Since \( c \neq 0 \), \( u \neq 0 \). Owing to \( \tilde{\Psi}'(u_n) \to 0 \), (1.7) indicates that

\[
\tilde{\Psi}'(u_n) = \Psi'(u_n) - \langle \Psi'(u_n), e(u_n) \rangle \Psi'(u_n) \to 0. \quad (3.4)
\]
Meanwhile, Lemma 3.1 and $u_n \to u$ in $X$ implies that

$$\Psi'(u_n) \to \Psi'(u) \text{ in } X^*. \quad (3.5)$$

Denote $\beta_n = \langle \Psi'(u_n), e(u_n) \rangle$ in (3.4). Since $\|e(u_n)\| < M_2$ (see (1.6)) and $\Psi'(u_n) \to \Psi'(u)$, the sequence $\beta_n$ is bounded. The standard analysis yields that there exists a subsequence $\beta_{n_k} \to \beta_0$. Thus, (3.4) and (3.5) lead to

$$0 = \lim_{k \to \infty} \{ \Psi'(u_{n_k}) - \langle \Psi'(u_{n_k}), e(u_{n_k}) \rangle \Psi'(u_{n_k}) \}$$

$$= \lim_{k \to \infty} \Psi'(u_{n_k}) - \lim_{k \to \infty} \beta_{n_k} \Phi'(u_{n_k})$$

$$= \Psi'(u) - \beta_0 \lim_{k \to \infty} \Phi'(u_{n_k}). \quad (3.6)$$

We claim that

**Claim 1**: $\beta_0 \neq 0$.

If $\beta_0 = 0$, combining with $\Phi'(u_{n_k}) \to \Phi'(u)$ in $X^*$ (see following Claim 2), (3.6) yields $\Psi'(u) = 0$. By a similar argument used in Remark 1, it contradicts with $u \neq 0$ (due to $c \neq 0$ in (3.3)). The proof of Claim 1 is done.

Therefore, (3.6) implies

$$\lim_{k \to \infty} \Phi'(u_{n_k}) = \lim_{k \to \infty} \left( \frac{\Psi'(u_{n_k})}{\beta_{n_k}} + o(1) \right) = \frac{\Psi'(u)}{\beta_0}. \quad (3.7)$$

**Claim 2**: $\Phi'(u_{n_k}) \to \Phi'(u)$ in $X^*$.

The proof of Claim 2 will be given later.

Claim 2 and (3.7) state that

$$\lim_{k \to \infty} \Phi'(u_{n_k}) = \frac{\Psi'(u)}{\beta_0} = \Phi'(u) \text{ in } X^*. \quad (3.8)$$

Then (2.5) and (3.8) lead to

$$-\text{div}(|\nabla u_{n_k}|^{p-2}\nabla u_{n_k}) + |u_{n_k}|^{q-2}u_{n_k} \to -\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u \text{ in } X^*, \quad (3.9)$$

i.e.,

$$-\text{div}(|\nabla u_{n_k}|^{p-2}\nabla u_{n_k}) - (-\text{div}(|\nabla u|^{p-2}\nabla u)) + |u_{n_k}|^{q-2}u_{n_k} - |u|^{q-2}u \to 0 \text{ in } X^*. \quad (3.10)$$

Multiplying (3.10) by $u_{n_k} - u$, we can get

$$0 = \lim_{k \to \infty} \left( -\text{div}(|\nabla u_{n_k}|^{p-2}\nabla u_{n_k}) - (-\text{div}(|\nabla u|^{p-2}\nabla u)) + |u_{n_k}|^{q-2}u_{n_k} - |u|^{q-2}u, u_{n_k} - u \right)$$

$$\geq \frac{1}{2p} \int_\Omega |\nabla u_{n_k} - \nabla u|^p dx + \frac{1}{2q} \int_\Omega |u_{n_k} - u|^q dx \geq 0. \quad (3.11)$$

This implies that $\lim_{k \to \infty} \|u_{n_k} - u\|_{W^{1,p}(\Omega)} = 0$ and $\lim_{k \to \infty} \|u_{n_k} - u\|_{L^q(\Omega)} = 0$, namely,

$$u_{n_k} \to u \text{ in } X. \quad (3.12)$$

Furthermore, combining with $u_{n_k} \in N_\alpha$, we have $u \in N_\alpha$. Thus, Lemma 3.2 holds.

It remains to prove Claim 2.

**Proof**. It needs to testify

$$-\text{div}(|\nabla u_{n_k}|^{p-2}\nabla u_{n_k}) + |u_{n_k}|^{q-2}u_{n_k} \to -\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u \text{ in } X^*. \quad (3.13)$$

Owing to (2.4), the crucial difficulty is to show

$$-\text{div}(|\nabla u_{n_k}|^{p-2}\nabla u_{n_k}) \to -\text{div}(|\nabla u|^{p-2}\nabla u) \text{ in } W^{-1,p'}(\Omega). \quad (3.14)$$
From (2.1), it is equivalent to showing
\[ \nabla u_{nk}(x) \to \nabla u(x), \text{ a.e. } x \in \Omega. \]
i.e.,
\[ \int_{\Omega} (|\nabla u_{nk}|^{p-2}\nabla u_{nk} - |\nabla u|^{p-2}\nabla u)(\nabla u_{nk} - \nabla u)dx \to 0. \quad (3.15) \]

For this aim, we rewrite the equation (3.4) as
\[ \Phi'(u_{nk}) = \Psi'(u_{nk}) \beta_{nk} + o(1) \quad \text{with } \beta_{nk} = \langle \Psi'(u_{nk}), e(u_{nk}) \rangle. \quad (3.16) \]

Multiplying (3.16) with \( u_{nk} \) and integrating on \( \Omega \)(noting that \( \{u_{nk}\} \) is bounded in \( W^{1,p}_0(\Omega) \cap L^q(\Omega) \)), we conclude that
\[ \int_{\Omega} |\nabla u_{nk}|^p dx + \int_{\Omega} |u_{nk}|^q dx = \int_{\Omega} \frac{\Psi'(u_{nk})}{\beta_{nk}} u_{nk} dx + o(1). \quad (3.17) \]
Recall that \( 1 \leq \ell < q - 1 \) and \( q > p^* \). Owing to the Strauss Lemma and (2.2), the right hand side of (3.17) yields
\[ \lim_{k \to \infty} \int_{\Omega} \frac{\Psi'(u_{nk})}{\beta_{nk}} u_{nk} dx = \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx. \quad (3.18) \]

From (3.17) and (3.18), we obtain
\[ \lim_{k \to \infty} \left\{ \int_{\Omega} |\nabla u_{nk}|^p dx + \int_{\Omega} |u_{nk}|^q dx \right\} = \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx + o(1). \quad (3.19) \]

Similarly, multiplying (3.16) by \( u \) and integrating over \( \Omega \), as \( k \to \infty \), we get that
\[ \int_{\Omega} |\nabla u_{nk}|^{p-2}\nabla u_{nk} \cdot \nabla u_{nk} dx + \int_{\Omega} |u_{nk}|^{q-2} u_{nk} u dx = \int_{\Omega} \frac{\Psi'(u_{nk})}{\beta_{nk}} u_{nk} dx + o(1). \quad (3.20) \]
Clearly, the right hand side of (3.20) leads to
\[ \lim_{k \to \infty} \int_{\Omega} \frac{\Psi'(u_{nk})}{\beta_{nk}} u_{nk} dx + o(1) = \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx. \quad (3.21) \]
Using the Strauss Lemma together with (2.4), (3.20) and (3.21), we deduce that
\[ \lim_{k \to \infty} \int_{\Omega} |\nabla u_{nk}|^{p-2}\nabla u_{nk} \cdot \nabla u_{nk} dx + \int_{\Omega} |u_{nk}|^{q-2} u_{nk} u dx \\
= \lim_{k \to \infty} \int_{\Omega} |\nabla u_{nk}|^{p-2}\nabla u_{nk} \cdot \nabla u_{nk} dx + \int_{\Omega} |u|^{q} dx \\
= \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx, \quad (3.22) \]
where the term \( \lim_{k \to \infty} \int_{\Omega} |\nabla u_{nk}|^{p-2}\nabla u_{nk} \cdot \nabla u_{nk} dx \) exists because \( \{\nabla u_{nk}\} \) is bounded in \( L^{\frac{p}{p-1}}(\Omega) \) and by choosing a subsequence, \( \{\nabla u_{nk}\} \) is weakly convergent in \( L^{\frac{p}{p-1}}(\Omega) \).
Due to $u_{n_k} \to u$ in $W^{1,p}_0(\Omega)$, taking the difference of (3.19) and (3.22), we derive that
\[
\lim_{k \to \infty} \int_{\Omega} \left( (|\nabla u_{n_k}|^{p-2} \nabla u_{n_k} - |\nabla u|^{p-2} \nabla u) (\nabla u_{n_k} - \nabla u) \right) dx
\]
\[
= \lim_{k \to \infty} \int_{\Omega} \left( (|\nabla u_{n_k}|^p - |\nabla u_{n_k}|^{p-2} \nabla u_{n_k} \nabla u) dx - \lim_{k \to \infty} \int_{\Omega} \left( (|\nabla u|^{p-2} \nabla u (\nabla u_{n_k} - \nabla u) \right) dx
\]
\[
= \lim_{k \to \infty} \int_{\Omega} \left( (|\nabla u_{n_k}|^p - |\nabla u_{n_k}|^{p-2} \nabla u_{n_k} \nabla u) dx
\]
\[
= \left( \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx - \lim_{k \to \infty} \int_{\Omega} |u_{n_k}|^q dx \right) - \left( \int_{\Omega} \frac{\Psi'(u)}{\beta_0} u dx - \int_{\Omega} |u|^q dx \right)
\]
\[
= \int_{\Omega} |u|^q dx - \lim_{k \to \infty} \int_{\Omega} |u_{n_k}|^q dx
\leq 0. \tag{3.23}
\]
Here the final inequality in (3.23) follows from the Fatou’s lemma with the fact that $u_n \to u$ almost everywhere in $\Omega$.

Nevertheless, one has
\[
(|\nabla u_{n_k}|^{p-2} \nabla u_{n_k} - |\nabla u|^{p-2} \nabla u) (\nabla u_{n_k} - \nabla u) \geq 0. \tag{3.24}
\]

Hence, (3.23) and (3.24) yield that
\[
\lim_{k \to \infty} \int_{\Omega} \left( (|\nabla u_{n_k}|^{p-2} \nabla u_{n_k} - |\nabla u|^{p-2} \nabla u) (\nabla u_{n_k} - \nabla u) \right) dx = 0. \tag{3.25}
\]

Then standard arguments lead to
\[
\nabla u_{n_k}(x) \to \nabla u(x), \text{ a.e. } x \in \Omega. \tag{3.26}
\]

Recall that $\{|\nabla u_{n_k}|^{p-2} \nabla u_{n_k}\}$ is bounded in $L^{\frac{2}{p-1}}(\Omega)$. Choosing a subsequence with (3.26), we have
\[
|\nabla u_{n_k}|^{p-2} \nabla u_{n_k} \to |\nabla u|^{p-2} \nabla u \text{ in } L^{\frac{2}{p-1}}(\Omega).
\]

Combining with (2.4), one has $\Phi'(u_n) \to \Phi'(u)$ in $X^*$. The proof of Lemma 3.2 is completely finished. \qed

By applying the similar argument as Theorem 2.1 in [21], we have the convergence of sequences $\{e(u_n)\}$ defined in (3.16) as $u_n \to u$ in $X$. This plays an important role in our formula $\tilde{\Psi}'(u_n_k) = \Psi'(u_{n_k}) - (\Psi'(u_{n_k}), e(u_{n_k})) \Phi'(u_{n_k})$.

**Theorem 3.3.** Under the assumptions of Lemma 3.2, there exists a subsequence (also denoted by $\{e(u_{n_k})\}$) such that $\lim_{k \to \infty} e(u_{n_k}) = e(u)$ in $X$ and
\[
0 = \tilde{\Psi}'(u) = \Psi'(u) - \langle \Psi'(u), e(u) \rangle \Phi'(u). \tag{3.27}
\]

4. **Existence of positive and negative solutions.** Similarly as in [21], we set,
\[
\Omega(x,t) = \begin{cases} \frac{g(x,t)}{t}, & \text{if } t \geq 0, \\ 0, & \text{otherwise,} \end{cases} \tag{4.1}
\]
\[
\Omega(x,u) = \int_0^u \Omega(x,t) dt, \quad J(u) = -\int_{\Omega} \Omega(x,u(x)) dx, \tag{4.2}
\]
c = \inf_{u \in N_\alpha} J(u). \quad (4.3)

From the assumptions (\ast), (\ast\ast) on g, we know that \( J(u) < 0 \) if \( u \geq 0 \) and \( u \neq 0 \).

We claim that

**Claim 3:** If \( u \in N_\alpha \), then \(|u| \in N_\alpha\) and

\[ J(|u|) \leq J(u). \quad (4.4) \]

**Proof.** In fact, for any \( u \in N_\alpha \), then \( \Omega \) can be decomposed into \( \Omega = \Omega_1 + \Omega_2 + \Omega_3 \) with

\[
\Omega_1 = \{ x : u(x) > 0 \}, \quad \Omega_2 = \{ x : u(x) < 0 \}, \quad \Omega_3 = \{ x : u(x) = 0 \}
\]

and

\[
\frac{1}{p} \int_{\Omega} |\nabla u|^p \, dx + \frac{1}{q} \int_{\Omega} |u|^q \, dx = \alpha. \quad (4.5)
\]

Based on the Theorem 6.17, p. 152, of [13], we know that

\[
(\nabla |u|)(x) = \begin{cases} 
\nabla u(x), & \text{if } u(x) > 0, \\
-\nabla u(x), & \text{if } u(x) < 0, \\
0, & \text{if } u(x) = 0.
\end{cases} \quad (4.6)
\]

One can easily deduce that \(|u| \in N_\alpha\) with \(|u| \geq 0\) and \(|u| \neq 0\). Thus (4.4) follows from the assumption (\ast) on \( g \) and (4.2).

Claim 3 asserts that the critical value \( c < 0 \) in (4.3) and meanwhile if there exists a critical point for the value \( c \), then the critical point is nonnegative. Due to Lemma 3.2, the Ekeland variational principal indicates that there exists a nonnegative solution \( u \in N_\alpha \) such that \( J(u) = c \) and

\[
\begin{cases}
-\text{div}(|\nabla u|^{p-2}\nabla u) + |u|^{q-2}u = \lambda \overline{g}(x, u), & \text{if } x \in \Omega, \\
u(x) \geq 0, & \text{if } x \in \Omega, \\
u(x) = 0, & \text{if } x \in \partial \Omega.
\end{cases} \quad (4.7)
\]

Here \( \frac{1}{\lambda} = (\overline{g}(x, u), c(u)) \) (see (3.27)).

Multiplying (4.7) by \( u \) and integrating in \( \Omega \), we have

\[
\int_{\Omega} |\nabla u|^p \, dx + \int_{\Omega} |u|^q \, dx = \lambda \int_{\Omega} \overline{g}(x, u)u \, dx. \quad (4.8)
\]

From the assumption (\ast) on \( g \) and the fact that \( u \geq 0 \) in \( \Omega \), we obtain \( \lambda > 0 \).

Using the regularity results for quasilinear elliptic equations (see Theorem 2.3, p. 352 of [18]), we know that \( u \) is a classical solution. In particular,

\[ u \in C^1_0(\Omega). \quad (4.9) \]

Furthermore, (4.7) shows

\[
\text{div}(|\nabla u|^{p-2}\nabla u) + (-|u|^{p-2})u = -\lambda \overline{g}(x, u).
\]

On account of \( \lambda > 0 \) and \( \overline{g}(x, u) > 0 \), then

\[
\text{div}(|\nabla u|^{p-2}\nabla u) + c(x)u \leq 0.
\]

where \( c(x) \triangleq (-|u(x)|^{p-2}) \leq 0 \) (by (4.9)).

Applying the strong maximum principle (see [16]) to (4.11), we have

\[ u(x) > 0, \forall x \in \Omega \quad \text{and} \quad \frac{\partial u(x)}{\partial \nu(x)} < 0, \forall x \in \partial \Omega, \quad (4.12) \]
where $\nu(x)$ is the outward pointing unit normal to $\partial \Omega$. On the basis of the definition of $\overline{g}$, we obtain a positive solution (denoted by $u_1$) to problem (I).

If we set

$$g(x,t) = \begin{cases} g(x,t), & \text{if } t \leq 0, \\ 0, & \text{if } t > 0. \end{cases}$$

(4.13)

By a similar argument, we obtain a negative solution (denoted by $u_2$) to problem (I), that is the conclusion of Theorem 1.4.

As an auxiliary result, the following holds:

**Proposition 1.** Both the positive and the negative solutions are local minima of $\hat{\Psi}$ in the $C^1_0(\Omega)$ topology.

For the readers’ convenience, we provide its proof below (see also [21]).

**Proof.** Since $\partial \Omega$ is compact, (4.12) implies that there exists an $\epsilon > 0$ such that

$$\frac{\partial u_1(x)}{\partial \nu(x)} < -\epsilon, \quad \forall x \in \partial \Omega.$$  

(4.14)

Note that

$$\frac{\partial v(x)}{\partial \nu(x)} \leq \frac{\partial u_1(x)}{\partial \nu(x)} + n \|v - u_1\|_{C^1_0(\Omega)}, \quad \forall v \in C^1_0(\Omega).$$  

(4.15)

Therefore, if $\|v - u_1\|_{C^1_0(\Omega)} < \frac{\epsilon}{n}$, then $\frac{\partial v}{\partial \nu} < 0$ on $\partial \Omega$. It implies that $v > 0$ in $\Omega$ whenever $\|v - u_1\|_{C^1_0(\Omega)}$ is small enough, so $\hat{\Psi}(v) = \tilde{\Psi}(v) \geq \hat{\Psi}(u_1) = \tilde{\Psi}(u_1)$. Thus, $u_1$ is a local minimum of $\hat{\Psi}$ (where $\hat{\Psi}$ is given by (1.3)). The same argument shows that $u_2$ is a local minimum of $\tilde{\Psi}$ as well. Then we are done. 

**Remark 2.** Our method also works for the subcritical or critical case.
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