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Abstract—Motion planning is one of the key modules in autonomous driving systems to generate trajectories for self-driving vehicles to follow. A common motion planning approach is to generate trajectories within semantic safe corridors. The trajectories are generated by optimizing parametric curves (e.g. Bezier curves) according to an objective function. To guarantee safety, the curves are required to satisfy the convex hull property, and be contained within the safety corridors. The convex hull property however does not necessarily hold for time-dependent corridors, and depends on the shape of corridors. The existing approaches only support simple shape corridors, which is restrictive in real-world, complex scenarios. In this paper, we provide a sufficient condition for general convex, spatio-temporal corridors with theoretical proof of guaranteed convex hull property. The theorem allows for using more complicated shapes to generate spatio-temporal corridors and minimizing the uncovered search space to $O(\frac{1}{n^2})$ compared to $O(1)$ of trapezoidal corridors, which can improve the optimality of the solution. Simulation results show that using general convex corridors yields less harsh brakes, hence improving the overall smoothness of the resulting trajectories.

I. INTRODUCTION

Motion planning is one of the main components of an autonomous driving system with an essential role in generating feasible, safe trajectories. Semantic safe corridors and Bezier curves are commonly employed in optimization-based motion planning to guarantee safety, thanks to the convex hull property of Bezier curves. The idea is to generate a spatial safety corridor based on the surrounding occupancies, and use the corridor as a constraint in trajectory planning. The trajectories are then generated in $SLT$ (Frenet) frame \cite{1} or $XYT$ (Cartesian) frame \cite{2}, aiming to optimize the overall swiftness, smoothness, and smartness \cite{3}, under the constraints of continuity, vehicle dynamics limitation, traffic rules, and above all, safety \cite{4}.

One reason for using optimization-based approaches is that convex corridors guarantee the convexity of the problem, allowing for solving the motion planning problem as a quadratic programming problem \cite{5}, which are well-studied and can be implemented using off-the-shelf solvers \cite{6}. Among different parametric curves, piece-wise Bezier curves are more popular as the convex hull property of Bezier curves\textsuperscript{1} \cite{7} guarantees the curve segments to be confined within the corresponding safety corridor \cite{8}. As a result, the safety of the generated trajectories are guaranteed.

The spatial corridors can be extended to spatio-temporal corridors to account for dynamic objects and predicted occupations in upcoming environments. When corridors consist of spatial dimension with no time-dependency (e.g. defined in $XY$ plane or in $SL$ plane), the convex hull property holds, which allows for using general convex corridors for maximum search space coverage as utilized in \cite{9}. However, when there is a time-dependency, i.e. corridors are defined in spatio-temporal frames (e.g. $ST$ or $LT$ planes), the convex hull property does not generally hold, as shown in Fig. 2, imposing a limitation on the shape of corridors. This is stemmed from the fact that the spatial axis and the temporal axis are not equivalent.

The convex hull property problem is often addressed by restricting the shape of corridors to be rectangular \cite{10}, where the convex hull property is ensured, resulting in a large uncovered search space and conservative or unsmoothed trajectories. The uncovered search space may lead to optimization failure in crowded scenarios, where no trajectories can be found within the corridors. As an extension, multiple rectangular corridors can be chained together to reduce the uncovered search space as illustrated in Fig. 1, at the expense of significantly increasing the dimension of the optimization vector. This approach tends to be computationally intensive as it requires a sequential optimization steps to optimize a trajectory segment for each corridor and ensuring con-
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\caption{A) A scenario where the front vehicle decelerates, and the side vehicle pushes the ego vehicle to the right. B) The corresponding $ST/LT$ graphs. C) Motion planning in $ST/LT$ plane using rectangular spatio-temporal corridors.}
\end{figure}
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\textsuperscript{1}The Bezier curve defined by $n+1$ control points lies in the convex hull of the given control points, which is also called the control polygon.
continuity from one segment to the next. Another method is to use a sampling based approach that supports general convex corridor shapes \[11\]. However the sampling-based approaches generally results in sub-optimal solutions, and there is no guarantee to find an optimal trajectory. A recent approach is to employ trapezoidal corridors \[12\] with a sufficient condition for convex hull property to hold. The trapezoidal shape is effective in reducing the number of corridors, specifically in dynamic scenarios when there are objects with constant speed. While this is an improvement compared to the previous methods, the uncovered space can still be significant in certain scenarios. Fig. 3 A1 shows a case when there is a decelerating front vehicle, and Fig. 3 A2 shows a cut-in vehicle that with accelerating and decelerating speed profile. By comparing Fig. 3 B1/C1 and Fig. 3 B2/C2, one can see that in both cases, trapezoidal corridors have larger uncovered search space than that of general convex corridors, which may lead to unnecessary harsh brakes in motion planning.

The convex hull property in the time-dependent cases depends on the shape of the corridor, which precludes using arbitrary shaped corridors. Naturally, more complicated shapes cover more search space and yield better optimization results. An ideal case is to use general convex-shaped corridors. As the main contribution of this paper, we prove a sufficient condition to guarantee the convex hull property for general convex corridors in spatio-temporal frames. The use of general convex corridors can shrink the uncovered search space to \(O(\frac{1}{n^2})\), compared to \(O(1)\) of trapezoidal corridors.

This paper is organized as follows: Section II converts the main theorem into an equivalent theorem. Section III decomposes the theorem into several lemmas and proves them by recurrence. Section IV shows that the uncovered search space is \(O(\frac{1}{n^2})\) under continuity assumptions. Section V compares the proposed approach with the state of the art approach quantitatively under simulated scenarios. Section VI provides deeper analysis to the proposed approach. Section VII presents our conclusions.

II. PROBLEM FORMULATION

Considering a convex spatio-temporal corridor defined in \(\left[ t_1, t_2 \right] \). The upper bound function \( f_{ub}(t) \) is concave, while the lower bound function \( f_{lb}(t) \) is convex. We pick \( n + 1 \) control points in the corridor to form a scaled Bezier curve \[10\] of degree \( n \) which is defined in \( \left[ t_1, t_2 \right] \). The vertical axis label \( Y \) is a generic spacial label, which could represent \( X \), \( Y \), \( S \), \( L \), or any spacial variable, as shown in Fig. 4 A. The vertical coordinate of the i-th control point is noted as \( s_i \). We want to find a sufficient condition to make sure the Bezier curve lies in the corridor.

Theorem 2.1: If the series \( s_i \) (i=0, 1, ..., n) satisfies

\[
s_i \in \left[ f_{lb}(t_1 + \frac{i}{n}(t_2 - t_1)), f_{ub}(t_1 + \frac{i}{n}(t_2 - t_1)) \right]
\]

the scaled Bezier curve generated from control points lies in the corridor.

Theorem 2.1 shows that it suffices to pick the control points with equal time spacing, and the range of each control point is the value of the upper bound/lower bound functions at the corresponding time.

To simplify the proof of theorem 2.1, without loss of generality, we can scale the time interval back to \([0, 1]\), consider the upper bound function \( f(t) \) and the control points picked along the upper bound with equal time spacing (which will generate the highest possible Bezier curve). The vertical coordinate of the i-th control point thus satisfies \( s_i = f(\frac{i}{n}) \). The poly-line of the control polygon formed with these control points is defined as CPETS (control polygon of equal time spacing), as shown in the red poly-line in Fig. 4 B. Due to the property of concave functions, we have CPETS \( \leq f(t) \). This yields theorem 2.2, which is equivalent to theorem 2.1.

Theorem 2.2: \( \forall t \in [0, 1] \), the Bezier curve \( C(t) = \sum_{i=0}^{n} s_i B_i^n(t) \) satisfies \( C(t) \leq \text{CPETS} \leq f(t) \), where \( f(t) \) is...
a concave function, \( s_i = f\left(\frac{i}{n}\right) \), and \( B^n_i(t) \) is the Bernstein polynomial which is defined as \( B^n_i(t) = C^n_i t^i (1 - t)^{n-i} \).

We will decompose the proof of theorem 2.2 into several lemmas. In this paper, all terms share the same definition as they are defined in theorem 2.2, unless stated otherwise.

III. PROOF OF THE MAIN THEOREM

A. Lemmas

Lemma 3.1: For two \( C^1 \) functions \( f_1(t) \) and \( f_2(t) \), if \( f_1(t_0) \geq f_2(t_0) \) and \( \forall t \geq t_0 \) (resp. \( \forall t \leq t_0 \)), we have \( f_1(t) \geq f_2(t) \) (resp. \( f_1(t) \leq f_2(t) \)), we have \( f_1(t) \geq f_2(t) \) \( \forall t \geq t_0 \) (resp. \( \forall t \leq t_0 \)).

Proof: Using Lagrange’s mean value theorem, \( \forall t > t_0 \), \( \exists \xi > t_0 \) such that

\[
f_1(t) - f_2(t) = f_1(t_0) - f_2(t_0) + (f'_1(\xi) - f'_2(\xi))(t - t_0) \geq 0 \tag{2}
\]

Lemma 3.2: Suppose \( s_i \) is an ascending series, then the Bezier curve \( C(t) = \sum_{i=0}^{n} s_i B^n_i(t) \) is an ascending function.

Proof: Taking the derivative of \( C(t) \),

\[
C'(t) = n \sum_{i=0}^{n-1} (s_{i+1} - s_i) B_i^{n-1}(t) \geq 0 \tag{3}
\]

Lemma 3.3: Suppose \( s_i \) is a concave (convex) series, i.e. \( s_{i+2} - 2s_{i+1} + s_i \leq 0 \) (resp. \( \geq 0 \)) \( \forall i \leq n - 2 \), then the Bezier curve \( C(t) = \sum_{i=0}^{n} s_i B^n_i(t) \) is a concave (convex) function.

Proof: Taking the second derivative of \( C(t) \),

\[
C''(t) = n(n-1) \sum_{i=0}^{n-2} (s_{i+2} - 2s_{i+1} + s_i) B_i^{n-2}(t) \leq 0 \tag{4}
\]

Corollary 3.1: Suppose \( s_i \) is a concave (convex) series, the Bezier curve \( C(t) = \sum_{i=0}^{n} s_i B^n_i(t) \) passes the first and the last control point, and is inferior than the first and the last segment of the CPETS.

Proof: The proof is trivial by applying lemma 3.1 and lemma 3.3.

Lemma 3.4: \( \forall n > 1 \), if the upper bound function \( f(t) \) defined in \([0,1]\) is ascending (resp. descending) and concave, for series \( s_i = f\left(\frac{i}{n}\right), \forall j \in [0, n-1] \) and \( \forall t \in \left[\frac{j}{k}, \frac{j+1}{k}\right] \), we have \( C(t) = \sum_{i=0}^{n} s_i B^n_i(t) \leq s_j + n(s_j + s_{j+1} - s_j)(t - \frac{j}{k}) \), i.e. the Bezier curve is bounded by the CPETS.

Proof: We only need to prove lemma 3.4 for the case that \( f(t) \) is ascending. For the descending case, it suffices to replace \( t \) with \( 1 - t \) and it returns to the ascending case, thanks to a property of Bezier curve that its orientation can be reversed and its control points keep unchanged by replacing \( t \) with \( 1 - t \).

The series \( s_i \) is ascending and concave due to the properties of \( f(t) \). Applying lemma 3.2 and lemma 3.3, \( C(t) \) is ascending and concave. We will prove lemma 3.4 by recurrence. For \( n \leq 2 \), it is easy to verify that lemma 3.4 holds using lemma 3.1.

Suppose the lemma holds for \( n = k \) \( (k > 2) \), when \( n = k + 1 \), using the recurrence definition of Bezier curve:

\[
C(t) = \sum_{i=0}^{k+1} s_i B^{k+1}_i(t) \tag{5}
\]

\[
= (1 - t) \sum_{i=0}^{k} s_i B^k_i(t) + t \sum_{i=0}^{k} s_{i+1} B^k_i(t)
\]

We only need to show that lemma 3.4 holds for intervals \( \left[\frac{1}{k+1}, \frac{2}{k+1}\right], \left[\frac{1}{k+1}, \frac{2}{k+1}\right], \ldots, \left[\frac{k-1}{k+1}, \frac{k}{k+1}\right] \), because for the first and the last interval, lemma 3.4 holds due to corollary 3.1.

The recurrence definition (5) means that \( C(t) \) is a combination of two lower degree Bezier curves. One is formed with \( s_0, s_1, \ldots, s_k \), the other is formed with \( s_1, s_2, \ldots, s_{k+1} \). With the assumption of recurrence, \( \forall j \in [1, k - 1] \) and \( \forall t \in \left[\frac{j}{k}, \frac{j+1}{k}\right] \), we have \( C(t) \leq D(t) \tag{6} \)

\[
D(t) = (1 - t)(s_j + k(s_{j+1} - s_j)(t - \frac{j}{k})) + t(s_{j+1} + k(s_{j+2} - s_{j+1})(t - \frac{j}{k})) \tag{7}
\]

One can easily verify that \( D(\frac{j}{k}) = s_j, D'(\frac{j}{k}) = (k + 1)(s_{j+1} - s_j) \), and \( D(t) \) is concave. According to lemma 3.1 and (6), we have

\[
C(t) \leq D(t) \leq s_j + (k + 1)(s_{j+1} - s_j)(t - \frac{j}{k}) \tag{8}
\]

\[
\forall t \in \left[\frac{j}{k}, \frac{j+1}{k}\right]
\]

Now we use the monotony of \( C(t) \). \( \forall t \in \left[\frac{j}{k}, \frac{j+1}{k}\right] \), note \( \Delta t = \frac{k}{k+1} > 0 \), we have \( t + \Delta t \in \left[\frac{k}{k+1}, \frac{j+1}{k+1}\right] \). As we know \( C(t) \) is ascending, from (8) we have

\[
C(t) \leq C(t + \Delta t) \leq s_j + (k + 1)(s_{j+1} - s_j)(t + \Delta t - \frac{j}{k}) \leq s_j + (k + 1)(s_{j+1} - s_j)(t - \frac{j}{k}) + \frac{1}{k+1}(s_j + s_{j+1} - s_j)(\frac{1}{k}) \]

This concludes the proof for \( n = k + 1 \). Lemma 3.4 is thus proven.

Corollary 4.1: \( \forall n > 1 \), if the upper bound function \( f(t) \) defined in \([0,1]\) is ascending (resp. descending) and concave, for series \( s_i = f\left(\frac{i}{n}\right), \forall j \in [0, n-1] \) and \( \forall t \in \left[\frac{j}{k}, \frac{j+1}{k}\right] \), we have \( C(t) = \sum_{i=0}^{n} s_i B^n_i(t) \leq f(t) \).
Proof: Using lemma 3.4, the proof is trivial due to the fact that CPETS is bounded by \( f(t) \).

Lemma 3.5: \( \forall n > 1 \), if the concave upper bound function \( f(t) \) defined in \([0, 1]\) is ascending in \([0, t_0]\) and is descending in \([t_0, 1]\), for series \( s_i = f\left(\frac{i}{n}\right) \), and \( \forall t \in \left[\frac{j}{n}, \frac{j+1}{n}\right] \), we have \( C(t) = \sum_{i=0}^{n} s_i B_i^n(t) \leq s_j + n(s_{j+1} - s_j)(t - \frac{j}{n}) \), i.e. the Bezier curve is bounded by the CPETS.

Proof: One can notice that the CPETS itself can be treated as a concave upper bound function, and the CPETS of a CPETS is still itself. The proof is trivial by applying lemma 3.5.

B. Proof of Theorem 2.2

Proof: For the concave upper bound function \( f(t) \), there is at most three possibilities: \( f(t) \) is ascending, or descending, or ascending then descending. Corollary 5.1 and lemma 3.4 cover all possibilities. This concludes the proof.

IV. Search Space Coverage

We have proven the safety of the proposed method of choosing control points. Now we need to analyze the advantage of the proposed method, i.e. more search space coverage. From theorem 2.1 we know that \( \sum_{i=0}^{n} f\left(\frac{i}{n}\right) B_i^n(t) \) \((f(t)\) is the concave upper bound function) is the highest possible Bezier curve. It suffices to analyze the difference between the highest possible Bezier curve and \( f(t) \). We are going to prove that the difference is \( O\left(\frac{1}{n^2}\right) \) if \( f(t) \) is twice differentiable.

Lemma 4.1: For two twice differentiable functions \( f_1(t) \) and \( f_2(t) \) defined in \([t_1, t_2]\), if \( \exists t_0 \in [t_1,t_2] \) such that \( f_1(t_0) = f_2(t_0) \) and \( f_1'(t_0) = f_2'(t_0) \), we have \( f_1(t) - f_2(t) = O((t_2 - t_1)^2) \).

Proof: The proof is trivial by applying Taylor’s formula on \( f_2(t) - f_1(t) \).

Lemma 4.2: If \( g_1(t) \) is a twice differentiable function defined in \([t_1, t_2]\), and \( g_2(t) \) is the linear function passing \((t_1, g_1(t_1))\) and \((t_2, g_1(t_2))\), then \( g_1(t) - g_2(t) = O((t_2 - t_1)^2) \).

Proof: Note \( h(t) = g_1(t) - g_2(t) \), we have \( h(t_1) = h(t_2) = 0 \) and \( h(t) \) is twice differentiable. \( \forall t \in [t_1, t_2] \), from Taylor’s formula we have

\[
0 = h(t_1) = h(t) + h^{(1)}(t_1)(t_1 - t) + O((t_2 - t_1)^2)
\]

(16)

Calculating the difference of (16) and (17) yields

\[
0 = h^{(1)}(t_1)(t_1 - t) + O((t_2 - t_1)^2)
\]

(18)

From (18) we know that \( h^{(1)}(t)(t_1 - t_2) = O((t_2 - t_1)^2) \), so \( h^{(1)}(t)(t_1 - t) = O((t_2 - t_1)^2) \) \( \forall t \in [t_1, t_2] \). From (16) we know that \( h(t) = -h^{(1)}(t)(t_1 - t) + O((t_2 - t_1)^2) = O((t_2 - t_1)^2) \). This concludes the proof.

Corollary 2.1: Suppose \( s_i \) is a concave (convex) series, the Bezier curve \( C(t) = \sum_{i=0}^{n} s_i B_i^n(t) \) is inferior than the first and the last segment of the CPETS, and the difference is \( O\left(\frac{1}{n^2}\right) \).

Proof: The proof is trivial by applying corollary 3.1 and lemma 4.1.
Corollary 2.2: If the concave upper bound function \( f(t) \) is twice differentiable, the difference between \( f(t) \) and the CPETS is \( O\left(\frac{1}{n^2}\right) \), where \( n \) is the number of control points.

Proof: The proof is obvious by applying lemma 4.2 on interval \( \left[\frac{i}{n}, \frac{i+1}{n}\right] \) (i = 0, 1, ..., n - 1).

With corollary 2.2, it suffices to prove that the difference between the highest possible Bezier curve \( \sum_{i=0}^{n} f\left(\frac{i}{n}\right) B_i^n(t) \) and the CPETS is \( O\left(\frac{1}{n^2}\right) \).

Lemma 4.3: \( \forall n \geq 1 \), if the upper bound function \( f(t) \) defined in \([0, 1]\) is concave and twice differentiable, for series \( s_i = f\left(\frac{i}{n}\right) \), \( \forall j \in [0, n-1] \) and \( \forall t \in \left[\frac{j}{n}, \frac{j+1}{n}\right] \), note \( C(t) = \sum_{k=0}^{n} s_i B_k^n(t) \), we have \( C(t) - (s_j + n(s_{j+1} - s_j))(t - \frac{j}{n}) = O\left(\frac{1}{n^2}\right) \), i.e. the difference between the Bezier curve and CPETS is \( O\left(\frac{1}{n^2}\right) \).

Proof: We will prove it by recurrence, similar to the proof of lemma 3.4. For \( n \leq 2 \), it is easy to verify that lemma 4.3 holds using lemma 4.1.

Suppose lemma 4.3 holds for \( n = k \) (\( k > 2 \)). When \( n = k + 1 \), we only need to show that lemma 4.3 holds for intervals \( \left[\frac{j}{k+1}, \frac{j+1}{k+1}\right], \left[\frac{j+1}{k+1}, \frac{j+2}{k+1}\right], \ldots, \left[\frac{k-1}{k+1}, \frac{k}{k+1}\right] \), because for the first and the last interval, lemma 4.3 holds due to corollary 2.1.

With the assumption of recurrence, \( \forall j \in [1, k-1] \) and \( \forall t \in \left[\frac{j}{k+1}, \frac{j+1}{k+1}\right] \), using the recurrence definition of Bezier curve (5), we have:

\[
C(t) = D(t) + O\left(\frac{1}{k^2}\right) = D(t) + O\left(\frac{1}{(k+1)^2}\right)
\]

(19)

where \( D(t) \) is defined in (7). One can use lemma 4.1 to verify that

\[
D(t) = s_j + (k+1)(s_{j+1} - s_j)(t - \frac{j}{k}) + O\left(\frac{1}{(k+1)^2}\right)
\]

(20)

\[\forall t \in \left[\frac{j}{k+1}, \frac{j+1}{k+1}\right], \text{ note } \Delta t = \frac{j}{k} - \frac{j}{k+1} > 0, \text{ one can verify that } t + \Delta t \in \left[\frac{j}{k+1}, \frac{j+1}{k+1}\right], \text{ and } \Delta t = O\left(\frac{1}{(k+1)^2}\right). \text{ Thus } C(t) = C(t + \Delta t) - C'(t + \Delta t)\Delta t + o(\Delta t) = C(t + \Delta t) + O\left(\frac{1}{(k+1)^2}\right).
\]

From (19), (7) and (20), we have

\[
C(t) = C(t + \Delta t) + O\left(\frac{1}{(k+1)^2}\right)
\]

\[
= D(t + \Delta t) + O\left(\frac{1}{(k+1)^2}\right)
\]

\[
= s_j + (k+1)(s_{j+1} - s_j)(t + \Delta t - \frac{j}{k})
\]

\[
+ O\left(\frac{1}{(k+1)^2}\right)
\]

\[
= s_j + (k+1)(s_{j+1} - s_j)(t - (\frac{j}{k} - \frac{j}{k} + \frac{j}{k+1} + \frac{j}{k}))
\]

\[
+ O\left(\frac{1}{(k+1)^2}\right)
\]

\[
= s_j + (k+1)(s_{j+1} - s_j)(t - \frac{j}{k+1}) + O\left(\frac{1}{(k+1)^2}\right)
\]

(21)

This concludes the proof for \( n = k + 1 \). Lemma 4.3 is thus proven.

Lemma 4.3 and corollary 2.2 show that the difference between the upper bound function and the highest possible Bezier curve is \( O\left(\frac{1}{n^2}\right) \), where \( n \) is the number of control points.

V. SIMULATION RESULTS

In this section, the motion planning results based on the general convex corridors are compared with trapezoidal corridors-based planning. The same set of parameters (weights, time horizon) were used for both cases to make the results comparable. The scenario includes an ego vehicle and a decelerating front vehicle, similar to the scenario depicted in Fig. 3 A1. The corresponding corridors are shown in Fig. 6. A desirable planning should consider the smoothness and the closeness between the planned trajectory and the reference trajectory. It is also reasonable to consider a higher weight for the trajectory points in the near future compared to the later-time points. Therefore, the cost function is defined as (22):

\[
Cost = w_00 \int_0^{T_s} (S(t) - S_r(t))^2 \, dx + w_01 \int_{T_s}^{T_1} (S(t) - S_r(t))^2 \, dx + w_10 \int_0^{T_s} (\dot{S}(t) - \dot{S}_r(t))^2 \, dt + w_11 \int_{T_s}^{T_1} (\dot{S}(t) - \dot{S}_r(t))^2 \, dt + w_20 \int_0^{T_s} (\ddot{S}(t))^2 \, dt + w_21 \int_{T_s}^{T_1} (\ddot{S}(t))^2 \, dt,
\]

where \( w_00 = 5.0, w_01 = 2.5, w_10 = 10.0, w_11 = 3.0, w_20 = 25.0, w_21 = 10.0, T_s = 20.0, T_1 = 6.0 \). The terms \( T_s \) and \( T_1 \) mean that the planning has an extra emphasis on the near future points. The initial speed of the planning is 5.5 \( m/s \). \( S_r(t) \) is a reference trajectory, which is generated by a uniformly accelerated motion with an acceleration of -0.05 \( m/s^2 \). Note that we do not require the reference trajectory to be safe here. A reference trajectory with high acceleration...
could be unsafe, but it may result in a planned trajectory with a higher acceleration.

The motion planning problem is then converted into a QP (quadratic programming) problem, whose details are presented in [10] [12]. OSQP 0.5.1 is adopted as the solver to this problem. As shown in Fig. 6, the general convex corridor results in a larger search space, leading to much smaller deceleration compared to that of the trapezoidal corridor (-0.52 m/s$^2$ vs -1.0 m/s$^2$) and subsequently less harsh brakes and improved smoothness.

To evaluate the performance of this algorithm in a real-time, multi-frame condition, a cut-in scenario is set up in our simulator (developed based on ROS). The simulation scenario is based on an real-world scenario encountered in road test. The ego vehicle is cruising under a speed limit of 60 km/h (16.77 m/s$^2$), while another vehicle cuts in at $t = 1.0$ s, at a distance of 22 m and at a speed of 7 m/s. The cut-in vehicle decelerates at 0.5 m/s$^2$ for 3 seconds, then continues moving at a constant speed. There is an additional 5-meter safety margin behind the cut-in vehicle. The close-loop longitudinal dynamics of the ego vehicle is simulated by a first-order dynamics with a time constant of 0.3 s. The corridors are generated with the algorithm presented in [13] and [12], respectively for general convex shape and trapezoidal shape corridors.

The comparison is shown in Fig. 7. The lowest deceleration is -4.46 m/s$^2$ using general convex corridors, compared to -5.23 m/s$^2$ of using trapezoidal corridors. In the case of using general convex corridors, the lowest speed is registered at 3.41 m/s, compared to that of trapezoidal corridors at 2.42 m/s. Our proposed approach decelerates earlier, which helps in reducing the peak value of deceleration and the length of the deceleration period as an indication of an improved overall comfort.

VI. DISCUSSION

This paper contains mainly two parts, a) deriving a sufficient condition for the convex hull property in spatio-temporal corridors, and b) estimating unsearched space. One can note that there is no continuity requirement for the concave upper bound function in a), but requires it to be twice differentiable in b). The requirement in b) can be relaxed to $C^1$ using Rolle’s remainder of Taylor’s theorem but the error is also weakened to $o(\frac{1}{n})$. Given the fact that the difference between the CPETS and the upper bound function is already $O(\frac{1}{n})$, we can not achieve better result than $O(\frac{1}{n^2})$.

In this research, the unsearched space is quantified as an order of magnitude instead of an analytical expression. An expression can be obtained by calculating the error each time applying an inequality in the proof of lemma 4.3.

This paper is based on Bezier curves, however, since B-spline curves are piece-wise Bezier curve, the theorems in this paper could potentially be extended to B-spline curves with some modifications.

VII. CONCLUSIONS

In this paper, we proved a sufficient condition to guarantee the convex hull property for general convex corridors in spatio-temporal frames. This theorem allows for using more complicated shapes to represent constraints as a form of spatio-temporal corridors. It was also shown that the uncovered search space can be shrunk to $O(\frac{1}{n})$ compared to $O(1)$ of trapezoidal corridors, which is the best possible result under continuity assumptions. The use of general convex corridors yields less harsh brakes and enhanced the overall smoothness, specifically in scenarios involving objects with frequent acceleration/deceleration speed profile, which require more complex corridor shapes.
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