Synthesis method of orthogonal encoding and decoding matrices based on integers, providing the implementation of code division of channels
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Abstract. The method of code division of binary channels based on the arithmetic analogue of convolutional codes is investigated. The synthesis method of encoding and decoding matrices is proposed for implementing a code division of channels regardless of the number of users. The synthesis and implementation of theses pairs of matrices will significantly simplify the schemes for constructing encoding and decoding devices. Research results can be used in various communication technologies: in real-time systems, in distributed systems in on-board equipment complexes, to ensure reliable information transfer.

1. Introduction
The efficient use of data transmission equipment often requires a sharing of resources by several users. Commonly used techniques of shared data access are time-division multiple access (TDMA), frequency-division multiple access (FDMA), code-division multiple access (CDMA), orthogonal frequency-division multiplexing (OFDM), carrier sense multiple access (CSMA), etc. [1-3]. CDMA technology has a high spectral efficiency, which allows the use of the same nominal operating frequencies throughout the entire service area. Provided that the same frequency resource is allocated, the potential throughput of CDMA systems exceeds that of systems using FDMA and TDMA [4-6].

We will assume that there are N users who want to use the binary communication channel at the same time [7]. When all N users are sending data, the total rate of information transfer is equal to the time-share rate. However, when fewer than N users are active, the unused channel capacity can be used to achieve the error control [8]. Arithmetic code combining on the transmitting side and code division of channels on the receiving side of the communication system are performed by using pairs of square encoding and decoding matrices. Matrices of order N are considered as encoding and decoding matrices, where N is the number of users. The elements of the encoding and decoding matrices are integers. The encoding matrix G is assumed to be non-degenerate.

The encoding matrix G and the decoding matrix H are related by the formula

\[ G \cdot H = d \cdot I \]

where I is the identity matrix of order N, d is a number of the form \( p^q \), p is a prime number, q is a non-negative integer.
2. Code-division multiplexing based on arithmetic codes

It is known that the canonical diagonal Smith normal form for any matrix $A$ of order $N$ exists and is unique [9]. This form corresponds to the following equation:

$$S = U \cdot A \cdot V,$$  \hspace{1cm} (2)

where $U$ and $V$ are unimodular matrices (whose determinants are equal to $\pm 1$) of order $N$.

Consider the matrix $T$ of order $N$, which is built based on the identity matrix, and the elements of the main diagonal $T$ are numbers of the form $p^q$. If in formula (2) the matrix $S$ is replaced by the matrix $T$, then as a result of such a replacement, instead of the original matrix $A$, we obtain a matrix $G$ of order $N$. $G$ is found as

$$G = U^{-1} \cdot T \cdot V^{-1},$$

where $U^{-1}$ and $V^{-1}$ are the inverse matrices of $U$ and $V$, respectively. The matrix $G$ is the sought encoding matrix.

Using (1), we find the decoding matrix $H$:

$$H = d \cdot G^{-1},$$

where $G^{-1}$ is the inverse of the encoding matrix $G$.

As an input sequence, consider the vector $U = (U_1, U_2, ..., U_N)$. The components of the vector $U$ are integers. The vector at the output of the encoding transformation is determined by the formula

$$V = U \cdot G.$$  \hspace{1cm} (3)

Its components are also integers. Here the output vector is $V = (V_1, V_2, ..., V_N)$.

The device performing the operation described by equation (3) is called an arithmetic encoder. The results of encoding one bit of each source are added bitwise and transmitted sequentially, symbol by symbol, over some binary communication channel.

The channel division operation on the receiving side of the communication system can be described with the following formula:

$$V = (V_1, V_2,., V_N) \cdot H = d \cdot U = (U_1, U_2,., U_N).$$  \hspace{1cm} (4)

As a result of this operation, we get the input sequence $U$, but with a delay of $q$ clock cycles, if $d = p^q$. The device performing this operation will be called an arithmetic decoding device.

3. Synthesis method for encoding and decoding matrices

We propose the method for the synthesis of the encoding matrix $G$ of order $\xi$. A similar approach was used to synthesize orthogonal matrices in order to build codes and provide a noise immunity for communication systems [10-13].

The synthesis is carried out as follows:

- Step 1. Let the $2z$ elements of the main diagonal be set to 1, $2z \leq \xi$. The number $z$ is an integer. It is important to note that there will always be an even number of ones ($2z$) on the main diagonal, since for an odd value ($2z + 1$), we get the encoding matrix $G$, where the determinant will be zero. This property is obtained due to the fact that the rows in the matrix become linearly dependent.
- Step 2. Set the last element of the main diagonal to 4.
- Step 3. Set the remaining elements of the main diagonal to 2.
- Step 4. Outside the main diagonal, the elements take on the following values: 1 and 0 alternate on odd lines, 0 and 1 alternate on even lines. The main diagonal will not be taken into account.

Thus, the encoding matrix $G$ of order $\xi$ has the form...
The reliability of the results is confirmed by the correct application of the mathematical apparatus and the correspondence of the results of simulation modeling to theoretical proposals [14, 15].

We present examples of pairs of encoding and decoding matrices for four and eight users, respectively. The encoding matrix for four users is:

$$G(D) = \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 1 & 0 & 1
\end{pmatrix}$$

The corresponding decoding matrix can be written as

$$H_4 = \begin{pmatrix}
6 & 0 & -3 & 0 \\
0 & 4 & 0 & -1 \\
-3 & 0 & 3 & 0 \\
0 & -1 & 0 & 1
\end{pmatrix}$$

Operations (3) and (4) for a given pair of matrices and an input vector $U = (1 1 0 0 \ldots)$ will be performed as follows:

$$U = (1 1 0 0 \ldots), \quad V = U \cdot G_4 = (1 1 1 1 \ldots),$$

$$U' = V \cdot H_4 = (3 3 0 0 \ldots) = 3^1 \cdot (1 1 0 0 \ldots).$$

The encoding matrix for eight users is:

$$G_8 = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 2 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 2 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 2 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 2 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0 & 2 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 4
\end{pmatrix}$$

The corresponding decoding matrix can be written as
Operations (3) and (4) for a given pair of matrices and an input vector \( U = (1 1 1 1 0 1 0 0 ...) \) will be performed as follows:

\[
U = (1 1 1 1 0 1 0 0 ...), \quad V = U \cdot G_3 = (2 3 3 4 2 4 2 3 ...),
\]
\[
U' = V \cdot H_3 = (3 3 3 3 0 3 0 0 ...) = 3^3 \cdot (1 1 0 1 0 0 ...).
\]

When synthesizing matrices to implement code division of channels for \( 3^q \) users, relation (1) must be satisfied. Moreover, \( d \) will be a number of the form \( 3^q \), where \( q \) is a non-negative integer. The matrix synthesis method for \( 3^q \) users is similar to the matrix synthesis method for \( 2^q \) users.

Let’s present examples of pairs of encoding and decoding matrices for three and nine users, respectively. The encoding matrix for three users is:

\[
G_3 = \begin{pmatrix}
1 & 0 & 1 \\
0 & 2 & 0 \\
1 & 0 & 4
\end{pmatrix}
\]

The corresponding decoding matrix can be written as

\[
H_3 = \begin{pmatrix}
8 & 0 & -2 \\
0 & 3 & 0 \\
-2 & 0 & 2
\end{pmatrix}
\]

Operations (3) and (4) for a given pair of matrices and an input vector \( U = (1 1 0 ...) \) will be performed as follows:

\[
U = (1 1 0 ...), \quad V = U \cdot G_9 = (1 2 1 ...),
\]
\[
U' = V \cdot H_9 = (6 6 0 ...) = 2 \cdot 3^3 \cdot (1 1 0 ...).
\]

An example of a pair of encoding and decoding matrices for nine users is shown below:

\[
G_9 = \begin{pmatrix}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 2 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 2 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 2 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 2 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 2 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 2 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 4
\end{pmatrix}, \quad H_9 = \begin{pmatrix}
13 & 0 & -3 & 0 & -3 & 0 & -3 & 0 & -1 \\
0 & 12 & 0 & -3 & 0 & -3 & 0 & -3 & 0 \\
-3 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 3 & 0 & 0 & 0 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

In this case, operations (3) and (4) for the input vector \( U = (1 1 1 1 0 0 1 0 1 ...) \) can be written as:
The paper proposes a method for the synthesis of encoding and decoding matrices based on integers. It is shown that when using the synthesized pairs of matrices, the result of channel division coincides with information messages, but will be received with a time delay of one clock cycle. The synthesis and use of the above pairs of matrices will significantly simplify the schemes for constructing encoding and decoding devices. The obtained scientific results will make it possible to significantly simplify the operations of code combining and code division of channels. The technical implementation of the proposed code-division schemes is quite simple for various applications.
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