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Abstract
This paper is concerned with the question of whether geometric structures such as cell complexes can be used to simultaneously describe the minimal free resolutions of all powers of a monomial ideal. We provide a full answer in the case of square-free monomial ideals of projective dimension one by introducing a combinatorial construction of a family of (cubical) cell complexes whose 1-skeletons are powers of a graph that supports the resolution of the ideal.

1 Introduction
The search for topological objects whose chain maps coincide with free resolutions of a given monomial ideal has been a major research area in commutative algebra. Such topological objects are said to support a (minimal) free resolution of the ideal. Diana Taylor [20] showed that every ideal in a polynomial ring generated by \(q\) monomials has a free resolution supported on a \(q\)-simplex.

Our work connects two fruitful directions of research in commutative algebra. On one hand, starting with Taylor’s construction there has been a substantial body of work on finding smaller topological structures, such as simplicial or more generally cell complexes, which support free resolutions of a given monomial ideal. We refer to Peeva [19, Chapter III] for the basics of such constructions. On the other hand, the problem of studying the powers of a (not necessarily monomial) ideal \(I\) arises naturally in the study of Rees algebras.

There are numerous analyses of invariants of the powers \(I^r\), such as depth, regularity, projective dimension, Betti numbers, free resolutions, and more. For a sampling, see Guardo and Van Tuyl [10], Morey [16], Fouli and Morey [9], Engström and Noren [6].

At the intersection of the above-mentioned directions of research lies the following:

Question 1.1 If \(\Gamma\) is a cell complex supporting a minimal free resolution of a monomial ideal \(I\), can \(\Gamma\) be used to define a family of cell complexes \(\{\Gamma^r\}_{r\geq 1}\) such that \(\Gamma^r\) supports a minimal free resolution of \(I^r\) for each \(r \geq 1\)?

In this paper we provide a positive answer to this question in the case when \(\Gamma = G\) is a tree, that is, a graph with no cycles, supporting a minimal free resolution of a square-free
monomial ideal $I$. Given a positive integer $r$, we build a graph $G'$, which can be viewed as a power of $G$, using an abelianized extension of a graph-theoretic construction called the box product (Sect. 3). We then use $G'$ to construct a polyhedral cell complex $\overline{G'}$, which is shown to support a minimal free resolution of the ideal $I^r$.

The polyhedral cell complex $\overline{G'}$ is built on a skeleton that originates from the graph $G'$. More precisely, assuming that $G$ has $q + 1$ vertices, we describe an embedding of $G'$ into $\mathbb{R}^q$ such that all the vertices of $G'$ have non-negative integer coordinates, and all edges have unit length and are parallel to one of the standard basis vectors in $\mathbb{R}^q$. The graph $G'$ is no longer a tree, except when $q \leq 1$ or $r = 1$, as multiple cycles are formed among its edges. However, due to our embedding in $\mathbb{R}^q$, the cycles are easily recognizable: They appear in 1-skeletons of cubes of various dimensions. This is detailed in Sect. 3. In Sect. 3, we describe these cubes using an orientation on the edges that ensures that the 1-skeleton of each such cube has a source and a sink, which can be used to identify the cube, and we define the cell complex $\overline{G'}$ as the collection of these cubes. Proposition 3.23 proves that $G'$ is indeed a polyhedral cell complex.

On the other hand, it is known by Faridi and Hersey [8] that every monomial ideal $I$ of projective dimension one has a minimal free resolution supported on a graph $G$. When $I$ is square-free, we label the vertices of the cell complex $\overline{G'}$ described above using the minimal monomial generators of $I^r$ (Sect. 3) and we describe explicitly the differentials of the homogenized cellular chain complex that is supported on $\overline{G'}$; see (3.26.2). We then show in Proposition 4.7 that this complex is isomorphic to a strand of the Koszul complex resolving the Rees algebra of $I$. The fact that this chain complex is a minimal free resolution of $I^r$ is a consequence of the fact that the ideal $I$ is of linear type and its Rees algebra is a complete intersection, as shown in Theorems 4.3 and 4.4. In particular, we find explicit formulas for the projective dimension and the Betti numbers of $I^r$; see Corollaries 4.10 and 4.11.

Our construction of the powers $\overline{G'}$ points towards the possibility of defining, more generally, the powers of any simplicial (or cell) complex, and providing additional classes where Question 1.1 has a positive answer. This is a topic for ongoing and future work.

The interested reader might be curious about a slightly different, but related version of Question 1.1: if $\Gamma$ is a $q$-simplex (which supports a free resolution of any ideal generated by $q$ monomials) and $r$ is a positive integer, can we construct a cell complex $\Gamma^r$, starting from $\Gamma$, which supports a free resolution of $I^r$, where $I$ is any ideal generated by $q$ monomials? This question has been addressed in [4, 5].

2 Setup

This section provides the background and notation that will be used throughout the rest of the paper, by building a correspondence between monomial ideals and combinatorial structures that support their resolutions.

**Notation 2.1** If $G$ is a graph with vertices $V(G) = \{x_1, \ldots, x_n\}$, then an undirected edge between vertices $x_j$ and $x_i$ will be denoted $\{x_j, x_i\}$ while a directed edge from $x_j$ to $x_i$ will be written $[x_j, x_i]$. The graphs used in this work will be simple graphs, that is, without loops or multiple edges. Throughout the paper, all graphs will be assumed to be connected unless otherwise indicated.
2.2. Cell complexes The topological objects in this paper are polyhedral cell complexes. See [14, 18] for additional resources on these topics.

Definition 2.3 ( [15, p. 62]) Let $X$ be a finite collection of convex polytopes in a real vector space $\mathbb{R}^q$. If these convex polytopes, called faces of $X$, satisfy the two properties below, then $X$ is said to be a polyhedral (or polytopal) cell complex:

1. if $P$ is a polytope in $X$ and $F$ is a face of $P$, then $F$ is in $X$;
2. if $P$ and $Q$ are polytopes in $X$, then $P \cap Q$ is a face of $P$ and a face of $Q$.

The faces of the polyhedral cell complexes that we will see in this paper will be cubes of varying dimensions. Specifically, our $n$-cells will always be $n$-dimensional cubes.

Definition 2.4 An $n$-cube $C_n$ is the Cartesian product of $n$ unit intervals. That is, $C_n = I_1 \times \cdots \times I_n$, for $n \geq 1$, where $I_1$ is a unit interval $[0, 1]$. The boundary of the $n$-cube consists of the $n-1$ cubes formed by replacing one of the unit intervals by one of its two boundary points, which are 0-cubes. Thus, there are $2n$ boundary components, each of which has the form of $I_1 \times \cdots \times \{0\} \times \cdots \times I_n$ or $I_1 \times \cdots \times \{1\} \times \cdots \times I_n$.

An $n$-cube can be built in $\mathbb{R}^q$ when $q \geq n$ by taking a point $a$ in $\mathbb{R}^q$ and a collection of $n$ standard unit vectors $e_{i_1}, \ldots, e_{i_n}$. The vertices of the cube are the endpoints of the vectors $a + \sum_{j \in A} e_{i_j}$ for all $A \subseteq [n] = \{1, \ldots, n\}$. The edges of the cube, each of which has the form $[a + \sum_{j \in A} e_{i_j}, a + \sum_{j \in A} e_{i_j} + e_{i_k}]$ for some $k \not\in A$, inherit a natural direction from that of $e_{i_k}$. Viewing unit vectors as embedded copies of the unit interval $[0, 1]$, directed from 0 to 1, the directed edges are then $[a + \sum_{j \in A} e_{i_j}, a + \sum_{j \in A} e_{i_j} + e_{i_k}]$ for some $k \not\in A$.

A vertex $v$ of a directed graph is a sink if every edge that contains $v$ is of the form $[w, v]$ for some vertex $w$. Similarly, $v$ is a source if every edge that contains $v$ is of the form $[v, w]$ for some vertex $w$. Note that $a$ is a source of the directed graph formed by the edges of the cube described above and $b = a + \sum_{j \in [n]} e_{i_j}$ is a sink.

Given a polyhedral cell complex $\Gamma$, let $\Gamma^{(n)}$ be the set of $n$-cells of $\Gamma$. For convenience, $\emptyset$ is considered to be a $(-1)$-cell, and $\Gamma^{(-1)} = \{\emptyset\}$.

Definition 2.5 For a field $k$ and each $i \geq 0$, let $k^i$ denote an $i$-dimensional $k$-vector space. The oriented chain complex of $\Gamma$ is the complex

$C(\Gamma, k) : \cdots \rightarrow k^{[\Gamma^{(0)}]} \xrightarrow{\partial_1} k^{[\Gamma^{(1)}]} \rightarrow \cdots \rightarrow k^{[\Gamma^{(i)}]} \xrightarrow{\partial_i} k^{[\Gamma^{(i+1)}]} \rightarrow \cdots$

with differentials defined as follows: For $c \in \Gamma^{(i)}$ and $c' \in \Gamma^{(i-1)}$, let $\epsilon(c, c') = 0$ if $c'$ is not a face of $c$, and otherwise $\epsilon(c, c') = \pm 1$, chosen by convention, commonly by using an orientation or an incidence function, so that $\partial^2 = 0$. Then for all $i \geq 1$, $c \in \Gamma^{(i)}$, and basis elements $u_c$, define
\[ \partial_i(u_c) = \sum_{c' \in \Gamma^{(i-1)}} \varepsilon(c, c') u_{c'} . \]

In particular, if \( \Gamma \) is a polyhedral cell complex (Definition 2.3), the faces of \( \Gamma \) can be oriented (in an arbitrary manner) so that the boundary chain of a face \( F \) is \( \partial(F) = \sum \varepsilon(F, G) G \), where the sum is taken over all maximal proper faces \( G \) of \( F \) and

\[ \varepsilon(F, G) = \begin{cases} +1 & \text{if the orientation of } F \text{ induces the orientation of } G; \\ -1 & \text{otherwise}. \end{cases} \]

For instance, in Example 3.19, if the 2-cell has a clockwise orientation, then the left and top edges have an orientation that is induced by the clockwise orientation while the bottom and right edges do not.

**2.6. Cellular Resolutions** Throughout, assume that \( R = k[x_1, \ldots, x_n] \) is a polynomial ring over a field \( k \) and \( I = (m_0, \ldots, m_q) \) is an ideal generated by monomials. A **graded free resolution of** \( I \) **is an exact sequence of free** \( S \)-modules of the form:

\[
F : 0 \rightarrow M_d \xrightarrow{\partial_d} \cdots \rightarrow M_i \xrightarrow{\partial_i} M_{i-1} \rightarrow \cdots \rightarrow M_1 \xrightarrow{\partial_1} M_0 \tag{2.6.1}
\]

where \( I \cong M_0 / \text{im} (\partial_1) \), and each map \( \partial_i \) is graded, in the sense that it preserves the degrees of homogeneous elements.

If \( \partial_i(M_i) \subseteq (x_1, \ldots, x_n)M_{i-1} \) for every \( i > 0 \), then the free resolution \( F \) is **minimal**. The length of a minimal free resolution of \( I \) (which is \( d \) in the case of \( F \) above) is another invariant of \( I \) called the **projective dimension** and is denoted by \( \text{pd}_R(I) \).

One concrete way to calculate a multigraded free resolution is to use chain complexes of topological objects, and in particular of cellular chain complexes. This approach was initiated by Taylor [20], and further developed by Bayer and Sturmfels [1] and many other researchers.

Let \( \Gamma \) be a polyhedral cell complex, or more generally any regular CW complex, with vertex set labeled by the monomials \( m_0, \ldots, m_q \). We label each cell \( c \in \Gamma \) by \( \text{lcm}(c) \), which is defined as the least common multiple of the labels of its vertices. The **homogenization** of the oriented chain complex \( C(\Gamma, k) \) defined in Definition 2.5 is a complex \( \overline{F} = \overline{F}_\Gamma \) as displayed in (2.6.1), such that

\[ M_i = \bigoplus_{c \in \Gamma^{(i)}} R(\text{lcm}(c)) . \]

We denote the basis element corresponding to the free module \( R(\text{lcm}(c)) \) in this sum by \( u_c \). The differential of \( \overline{F}_\Gamma \) is described by

\[ \partial_i(u_c) = \sum_{c' \in \Gamma^{(i-1)}} \varepsilon(c, c') \frac{\text{lcm}(c)}{\text{lcm}(c')} u_{c'} \]

for each \( c \in \Gamma^{(i)} \). Recall that \( \varepsilon(c, c') \) is nonzero only when \( c' \) is a face of \( c \), and in this case \( \text{lcm}(c') \) divides \( \text{lcm}(c) \).

We say that \( \Gamma \) **supports a resolution of** \( I = (m_0, \ldots, m_q) \) **if the chain complex** \( \overline{F}_\Gamma \) **is a resolution of** \( I \). In this case, we say \( \overline{F}_\Gamma \) **is a cellular resolution of** \( I \).

Note that if \( \overline{F}_\Gamma \) **is a resolution of** \( I \), **then it is minimal if and only if** \( \text{lcm}(c) \neq \text{lcm}(c') \) **for every cell** \( c \) **and every maximal face** \( c' \) **of** \( c \), **see for example [1] or [19].**

**2.7. Ideals of projective dimension one** In [8, Theorem 27], Faridi and Hersey proved that for a square-free monomial ideal \( I \), having a minimal free resolution supported on
a tree is equivalent to having projective dimension one. Here a graph can be viewed as a polyhedral complex where the maximum dimension of a cell is one. Moreover, Faridi and Hersey gave a concrete construction describing how to build the tree given a monomial generating set of an ideal of projective dimension one.

Example 2.8 Let \( I = (xy, yz, zu) \) in \( R = k[x, y, z, u] \). Then \( \text{pd}_R(I) = 1 \), and \( I \) has a minimal resolution supported on the labeled graph below.
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3 Powers of trees

In this section we show that if \( G \) is a graph supporting a minimal free resolution of a square-free monomial ideal \( I \) and \( r \) is a positive integer, then we can build a polyhedral cell complex \( G^r \) from the \( r \)th power graph \( G^r \) (described below), which supports a minimal free resolution of \( I^r \). In this setting, the ideal \( I \) has projective dimension one in \( R = k[x_1, \ldots, x_n] \), as per [8, Theorem 27].

Our definition of \( G^r \) (Definition 3.1) is an abelianized extension of a well-known construction in graph theory called the box product. Given two graphs \( G \) and \( H \), the Cartesian product, or box product, of \( G \) and \( H \), denoted by \( G \square H \), is a new graph whose vertex set is the Cartesian product of the vertices of \( G \) and \( H \), and \( \{(g, h), (g', h')\} \) is an edge if and only if \( \{g, g'\} \) is an edge of \( G \) and \( h = h' \), or \( \{h, h'\} \) is an edge of \( H \) and \( g = g' \). If \( G \) and \( H \) have the same vertex set \( \{v_0, \ldots, v_q\} \), then one can define an abelian version of this product by forming a graph quotient that identifies \((v_i, v_j)\) with \((v_j, v_i)\). Note that no loops are created in this process since if \( \{(v_i, v_j), (v_j, v_i)\} \) is an edge of \( G \square H \), then \( i = j \).

**Definition 3.1 (The (directed) graph \( G^r \))** Let \( G \) be a graph on the vertex set \( \{v_0, \ldots, v_q\} \) and let \( r \) be a positive integer. Define

\[
N_r = \{(a_0, \ldots, a_q) \in \mathbb{Z}_{\geq 0}^{q+1} \mid a_0 + \cdots + a_q = r\}.
\]

Let \( G^r \) be the graph with distinct vertices labeled \( v^a \) for each \( a \in N_r \), that is

\[
V(G^r) = \{v^a = v_0^{a_0}v_1^{a_1} \cdots v_q^{a_q} \mid a = (a_0, \ldots, a_q) \in N_r\},
\]

and edge set

\[
E(G^r) = \\{\{v^a, v^b\} \mid v^a = Wv_j, v^b = Wv_i \text{ for some } \{v_j, v_i\} \in E(G) \text{ and } W \in V(G^{-1})\},
\]

where if \( W = v^c \) then \( Wv_i = v^{c+f_i} \). Here \( f_0, \ldots, f_q \) denotes the standard basis of \( \mathbb{R}^{q+1} \), where the indexing starts at 0 for later convenience. More precisely, \( f_i \) denotes the \((i+1)^{st}\) standard basis vector

\[
f_i = (f_0, \ldots, f_q), \quad \text{with} \quad f_i = 1 \quad \text{and} \quad f_k = 0 \quad \text{if} \quad k \neq i. \quad (3.1.1)
\]
If $G$ is a directed graph, an edge $\{v^a, v^b\}$ of $G'$ as described above inherits its direction from that of $\{v_j, v_i\}$. We denote the directed edge from $v^a$ to $v^b$ by $[v^a, v^b]$. Notice that under this definition, if $G$ is a directed graph then

$$[v_0^{a_0} v_1^{a_1} \cdots v_q^{a_q}, v_0^{b_0} v_1^{b_1} \cdots v_q^{b_q}] \in E(G')$$

if and only if there exits an edge $[v_j, v_i]$ of $G$ with

$$a_j + 1 = b_j, a_i - 1 = b_i \quad \text{and} \quad a_k = b_k \quad \text{for} \quad k \neq i,j.$$

**Example 3.2** From the path $G$ below, we form the product $G^2$ by gluing the paths $G^2_x$, $G^2_y$, $G^2_z$, and $G^2_w$, which are obtained by multiplying the vertices in the path $G$ by $v_0 = x, v_1 = y, v_2 = z$ and $v_3 = w$ respectively. Note that $G^2_x$ and $G^2_w$, which appear in $G^2$ along the top and the right, respectively, are glued at $xw$; $G^2_y$ and $G^2_z$ are glued at $yz$.

**Construction 3.3** (Labeling and directing a rooted tree) Let $G$ be a tree with $q + 1$ vertices. Fix a vertex $v_0$ of $G$ to be the root of the tree. Label the remaining vertices so that the vertices along the unique path from $v_0$ to any vertex are labeled in increasing order, so that if

$$v_0, v_{i_1}, v_{i_2}, \ldots, v_{i_t}$$

are the distinct vertices of a path between $v_0$ and $v_{i_t}$, then $i_j < i_k$ whenever $1 \leq j < k \leq t$. With this labeling, a direction on the edges of $G$ is defined by writing every edge $[v_j, v_i]$ as an ordered pair $e_i = [v_j, v_i]$ where $j < i$.

$\tau(i)$: We denote the index $j$ in the directed edge $e_i$ by $\tau(i)$, so that the directed edges of $G$ can be written as

$$e_i = [v_{\tau(i)}, v_i] \quad \text{for} \quad i \in \{1, \ldots, q\}.$$  

For the remainder of the paper, all directed graphs will be assumed to have vertices labeled in accordance with Construction 3.3. In particular, $v_0$ will always denote the root of a directed tree.

Notice that this uniquely labels the $q$ edges of $G$ by $e_1, \ldots, e_q$, with each $e_i$ directed toward $v_i$ as seen in Example 3.4 below.

Furthermore, the edges in $G'$ inherit their direction from the edges of $G$ if $[v_{\tau(i)}, v_i]$ is a directed edge of $G$, then the corresponding edge $[v^a v_{\tau(i)}, v^a v_i]$ is a directed edge of $G'$ for every $a \in \mathcal{N}_{r-1}$. 
Example 3.4 We direct the edges of $G$ and $G^2$ of Example 3.2 by picking $v_0 = x$ as the root.

$$G: \quad \begin{array}{ccccc} & x & y & z & w \\ \rightarrow & & & & \\
\end{array}$$

$$G^2: \quad \begin{array}{cccc} x^2 & xy & xz & xw \\ y^2 & yz & yw \\ z^2 & zw \\ w^2 & \end{array}$$

Lemma 3.5 Let $G$ be a directed tree on vertices $v_0, \ldots, v_q$, labeled as in Construction 3.3, let $r, q > 0$, and let $a = (a_0, \ldots, a_q), b = (b_0, \ldots, b_q) \in \mathcal{N}_r$. Then $[v^a, v^b]$ is a directed edge of $G^r$ if and only if for a unique $i \in [q]$, we have

$$a = b - f_i + f_{\tau(i)}$$

where $f_j$ denotes the $(j + 1)^{th}$ standard basis vector in $\mathbb{R}^{q+1}$ as in (3.1.1).

Proof By definition, $[v^a, v^b]$ is a directed edge of $G^r$ if and only if for some $i \in [q]$ and $c = (c_0, \ldots, c_q) \in \mathcal{N}_{r-1}$,

$$v^a = v^c \cdot v_{\tau(i)} \quad \text{and} \quad v^b = v^c \cdot v_i.$$ 

This happens if and only if $a_j = b_j = c_j$ when $j \notin \{i, \tau(i)\}$, and since $\tau(i) \neq i$, $b_i = c_i + 1 = a_i + 1$ and $b_{\tau(i)} + 1 = c_{\tau(i)} + 1 = a_{\tau(i)}$. Thus

$$a = b - f_i + f_{\tau(i)}.$$ 

The uniqueness of $i$ also follows from the same observation, since the only coordinates in which $a$ and $b$ differ are $i$ and $\tau(i)$, and we know $\tau(i) < i, b_i = a_i + 1$, and $b_{\tau(i)} + 1 = a_{\tau(i)}$, so the roles of $i$ and $\tau(i)$ cannot be reversed. \qed

3.6. Embedding $G^r$ in $\mathbb{R}^q$ as 1-skeleta of cubes We now define an explicit embedding of $G^r$ into the Euclidean space $\mathbb{R}^q$ when $G$ is a tree. The embedding chosen is based on the edges of $G$ and designed so that each edge of $G^r$ will be parallel to an axis of $\mathbb{R}^q$.

Definition 3.7 Let $G$ be a directed rooted tree on $q + 1$ vertices $v_0, \ldots, v_q$, labeled as in Construction 3.3. Define a $q \times q$ matrix $\Phi = \Phi(G) = (\Phi_{ij})$ by:

$$\Phi_{ij} = \begin{cases} 1 & \text{if } e_i \text{ lies on the unique path from } v_0 \text{ to } v_j, \\ 0 & \text{otherwise.} \end{cases}$$

That is, $\Phi$ is the vertex-path incidence matrix whose rows are indexed by edges $e_1, \ldots, e_q$ and whose columns are indexed by the vertices $v_1, \ldots, v_q$ with $i, j$ entry indicating whether or not the $e_i$ is in the path from $v_0$ to $v_j$ in the graph $G$. Using this matrix, we can embed the vertices of $G^r$ into $\mathbb{R}^q$.

Example 3.8 Let $G$ be the path graph in Example 2.8 with labels $v_0, v_1, v_2$ replacing the vertex labels $xy, yz, zu$, respectively. Since $e_1$ lies on the unique path from $v_0$ to $v_1$ and $v_2$, but $e_2$ only lies on the unique path to $v_2$, the matrix $\Phi(G)$ is

$$\Phi(G) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.$$
**Definition 3.9** Let $G$ be a directed rooted tree on $q + 1$ vertices $v_0, \ldots, v_q$, labeled as in Construction 3.3. Define $\varphi : \mathbb{Z}^{q+1}_{\geq 0} \rightarrow \mathbb{R}^q$ by

$$\varphi(a_0, a_1, \ldots, a_q) = \Phi(G) \begin{pmatrix} a_1 \\ \vdots \\ a_q \end{pmatrix}.$$  

For convenience, we write $\varphi(v_0^{a_0}, v_1^{a_1}, \ldots, v_q^{a_q}) = \varphi(a_0, a_1, \ldots, a_q) = \varphi(a)$.

**Lemma 3.10** The function $\varphi|_{\mathcal{N}_r}$ is injective.

**Proof** First notice that if $(a_0, \ldots, a_q) \in \mathcal{N}_r$, then $a_0 = r - (a_1 + \cdots + a_q)$ and so the value of $a_0$ is uniquely determined by the vector $(a_1, \ldots, a_q)$.

By Construction 3.3, every vertex $v_j$ appearing on the unique path from $v_0$ to $v_i$ satisfies $j < i$. Thus, by the labeling of the edges using their terminal vertex, the matrix $\Phi$ is an upper triangular matrix. In addition, the diagonal entries are all equal to 1 since by definition, $e_i$ is the final edge in the unique path from $v_0$ to $v_i$. Therefore $\Phi(G)$ is a nonsingular matrix, and as a result $\varphi|_{\mathcal{N}_r}$ is injective. \(\square\)

Notice that under the embedding $\varphi$, the $i^{th}$ coordinate of the point $\varphi(v_0^{a_0}, v_1^{a_1}, \ldots, v_q^{a_q})$ in $\mathbb{R}^q$ is the total number of times, with multiplicity, that the edge $e_i$ appears on the path from $v_0$ to any vertex $v_k$ with $a_k \geq 1$ and $k \geq 1$.

**Lemma 3.11** Let $G$ be a tree, labeled as in Construction 3.3, $r, q > 0$, and $a, b \in \mathcal{N}_r$. If $[v^a, v^b]$ is a directed edge of $G'$, and $i$ is as in Lemma 3.5, then

$$\varphi(b) = \varphi(a) + e_i,$$

where $e_i$ denotes the $i^{th}$ standard basis vector in $\mathbb{R}^q$.

**Proof** Let $a = (a_0, \ldots, a_q)$ and $b = (b_0, \ldots, b_q)$. If $[v^a, v^b]$ is a directed edge of $G'$, then using the unique $i$ from Lemma 3.5, the unique path in $G$ from $v_0$ to $v_i$ is an extension of the unique path from $v_0$ to $v_{\tau(i)}$ by the edge $e_i$.

Therefore, for $i \in [q]$, if $\Phi(G)_i$ denotes the $i^{th}$ column of the matrix,

$$\Phi(G)_i = \begin{cases} e_i & \text{if } \tau(i) = 0 \\ \Phi(G)_{\tau(i)} + e_i & \text{if } \tau(i) \geq 1. \end{cases}$$

By Lemma 3.5 we have

$$\varphi(b) = \varphi(G) \begin{pmatrix} b_1 & \cdots & b_q \end{pmatrix}^T = \varphi(G) \begin{pmatrix} a_1 & \cdots & a_q \end{pmatrix}^T - \Phi(G)_{\tau(i)} + \Phi(G)_i = \varphi(a) + e_i,$$

where when $\tau(i) = 0$, we set $\Phi(G)_0 = 0$ for convenience. \(\square\)
**Definition 3.12 (The directed graph $\varphi(G')$)** Let $G$ be a directed rooted tree as in Construction 3.3. We define $\varphi(G')$ to be the directed graph embedded in $\mathbb{R}^q$ whose vertices are $\varphi(a)$ where $a \in \mathcal{N}_r$ and whose edges are $[\varphi(a), \varphi(b)]$ where $[v^a, v^b]$ is an edge of $G'$. By Lemma 3.11 we must have $\varphi(b) = \varphi(a) + e_i$ for a unique $i \in [q]$.

To summarize we observe the following correspondence between edges of the directed graphs $G'$ and $\varphi(G')$. If $a, b \in \mathcal{N}_r$, then for a unique $j \in [q]$

\[
E(\varphi(G')) \iff \varphi(b) = \varphi(a) + e_i \\
\iff b = a + f_i - f_{i(j)} \\
\iff [v^a, v^b] \in E(G'),
\]

where $e_i$ and $f_i$ are unit vectors in $\mathbb{R}^q$ and $\mathbb{R}^{q+1}$ respectively, as in Definition 3.1.

**Example 3.13** Let $G$ be the graph in Example 2.8 with matrix $\Phi(G) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$ computed in Example 3.8. The vertex set of $G^2$ is $\{v^2_0, v_0v_1, v_0v_2, v_1v_2, v_2^2\}$ with corresponding exponent vectors

\[
\{(2, 0, 0), (1, 1, 0), (1, 0, 1), (0, 2, 0), (0, 1, 1), (0, 0, 2)\}.
\]

We thus have

\[
\varphi(2, 0, 0) = \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \varphi(0, 1, 1) = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ 1 \end{pmatrix} = \begin{pmatrix} 2 \\ 1 \end{pmatrix}.
\]

Similarly we have

\[
\varphi(1, 1, 0) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \varphi(1, 0, 1) = \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \varphi(0, 2, 0) = \begin{pmatrix} 2 \\ 0 \end{pmatrix}, \quad \varphi(0, 0, 2) = \begin{pmatrix} 2 \\ 2 \end{pmatrix}.
\]

The graph $\varphi(G^2)$ is above.

**Example 3.14** Let $G$ be the directed tree with 4 vertices that starts at the root $v_0$ and consists of two distinct paths as shown in the figure below. The directed edges of $G$ have the form $[v_j, v_i]$ with $j < i$.

The matrix $\Phi(G)$ is

\[
\Phi(G) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}.
\]
The figure below shows the graph $\varphi(G^3)$.

3.15. Building the cubical polyhedral cell complex $\mathcal{G}$ in $\mathbb{R}^q$. Now that we have a directed graph $G'$, we focus on building an acyclic polyhedral cell complex which has $G'$ as its 1-skeleton. Using the concept of a sink (see Definition 2.4), we identify the 1-skeleton of cubes that appear as induced subgraphs of $\varphi(G')$. Below, by the support of $v^a$ or of $a = (a_0, a_1, \ldots, a_q) \in \mathbb{Z}_{\geq 0}^{q+1}$, we mean the set

$$\text{Supp}(v^a) = \text{Supp}(a) = \{ j > 0 \mid a_j \neq 0 \} \subseteq [q].$$

**Definition 3.16 (The subgraph $C(b, B)$ of $\varphi(G')$)** If $G$ is a directed rooted tree labeled as in Construction 3.3, $r, q > 0$, $b \in N_r$ and $\emptyset \neq B \subseteq \text{Supp}(b)$, then we denote by $C(b, B)$ the induced directed subgraph of $\varphi(G')$ on the vertex set

$$\{ \varphi(b) - \sum_{i \in B'} e_i \mid \emptyset \subseteq B' \subseteq B \}.$$

**Proposition 3.17** Let $G$ be a directed rooted tree as in Construction 3.3, $r, q > 0$, $b \in N_r$ and $\emptyset \neq B \subseteq \text{Supp}(b)$. Then $C(b, B)$ is the 1-skeleton of a $|B|$-dimensional cube in $\mathbb{R}^q$ with source $\varphi(a)$, where

$$a = b - \sum_{i \in B} (f_i - f_{\tau(i)}),$$

sink $\varphi(b)$, and edges

$$[\varphi(a) + \sum_{i \in B'} e_i, \varphi(a) + \sum_{i \in B'} e_i + e_k] \text{ for } \emptyset \subseteq B' \subseteq B \text{ and } k \in B \setminus B'.$$

**Proof** Let $b = (b_0, b_1, \ldots, b_q)$ and set

$$a = b + \sum_{i \in B} f_{\tau(i)} - \sum_{i \in B} f_i \quad \text{(3.17.1)}$$

as in the statement of the theorem. Since $B \subseteq \text{Supp}(b)$, $a = (a_0, a_1, \ldots, a_q)$ in $N_r$ and $\varphi(a) \in \varphi(G')$. It follows that $a_{\tau(i)} > 0$ for every $i \in B$, and by Lemmas 3.5 and 3.11, $\varphi(a) = \varphi(b) - \sum_{i \in B} e_i$. Therefore

$$V = \{ \varphi(a) + \sum_{i \in B'} e_i \mid \emptyset \subseteq B' \subseteq B \}.$$

Moreover, for each $B' \subseteq B$,

$$\varphi(a) + \sum_{i \in B'} e_i = \varphi(a + \sum_{i \in B'} (f_i - f_{\tau(i)})) \in \varphi(G').$$
By (3.12.1), \([v^c, v^d]\) is an edge of \(G^r\) if and only if \(d = c + f_k - f_r(k)\) for some \(k\), or equivalently \(\varphi(d) = \varphi(c) + e_k\). Thus the edges of the induced graph on vertex set \(V\) are precisely

\[
[\varphi(a) + \sum_{i \in B} e_i, \varphi(a) + \sum_{i \in B} e_i + e_k] \quad \text{for} \quad \emptyset \subseteq B' \subseteq B \quad \text{and} \quad k \in B \setminus B'.
\]

By Definition 2.4, these are the edges of a \(|B|\)-dimensional cube in \(\mathbb{R}^q\) with source \(\varphi(a)\) and sink \(\varphi(b) = \varphi(a + \sum_{i \in B} e_i)\), as desired. \(\square\)

Consider the graph \(\varphi(G^r)\) as a union of 1-skeleta of cubes embedded in \(\mathbb{R}^q\), as described in Proposition 3.17. Our next step is to fill each of these cubes to build a polyhedral cell complex. With this goal in mind, we set the following notation.

**Notation 3.18** Let \(\overline{C}(b, B)\) with \(B \subseteq \text{Supp}(b)\) denote the solid cube whose 1-skeleton is \(C(b, B)\) from Proposition 3.17. Let \(\overline{G}^r\) be the collection of the solid cubes \(\overline{C}(b, B)\) for each \(b \in \mathcal{N}_r\) and \(B \subseteq \text{Supp}(b)\). More precisely

\[
\overline{G}^r = \bigcup_{b \in \mathcal{N}_r, B \subseteq \text{Supp}(b)} \overline{C}(b, B). \tag{3.18.1}
\]

Note that if \(B = \emptyset\), then we set \(\overline{C}(b, B) = C(b, B)\) to be the 0-dimensional cube \(\{\varphi(b)\}\).

**Example 3.19** If \(\varphi(G^r)\) is as in Example 3.13, then \(\overline{G}^2\) is shown below. The 2-cell is \(\overline{C}((0, 1, 1), (1, 2))\), with

\[
\text{source} \quad \varphi(1, 1, 0) = \varphi(v_0v_1) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and sink} \quad \varphi(0, 1, 1) = \varphi(v_1v_2) = \begin{pmatrix} 2 \\ 1 \end{pmatrix}.
\]

Taking \(a = (1, 1, 0)\), the edges of the 2-cube \(\overline{C}((0, 1, 1), (1, 2))\) are

\[
[\varphi(a), \varphi(a) + e_1], [\varphi(a), \varphi(a) + e_2], [\varphi(a) + e_1, \varphi(a) + e_1 + e_2],
\]

\[
[\varphi(a) + e_2, \varphi(a) + e_2 + e_1],
\]

or equivalently, the edges can be written as

\[
[(1, 0), (2, 0)], [(1, 0), (1, 1)], [(2, 0), (2, 1)], [(1, 1), (2, 1)].
\]

Similarly, the 1-cell \(\overline{C}((0, 1, 1), (1))\) is the top edge of the square, with source \(\varphi(1, 0, 1) = \varphi(v_0v_2) = (1, 1)^T\).

### 3.20. Constructing \(\overline{G}^{r+1}\) from \(\overline{G}^r\) when \(r \geq q\)

Note that, for any \(b \in \mathcal{N}_r\) and for any \(B \subseteq \text{Supp}(b)\),

\[
\overline{C}(b, B) = \overline{C}(b + f_0, B), \quad \text{where} \quad f_0 = (1, 0, \ldots, 0),
\]

hence there is an embedding \(\overline{G}^r \subseteq \overline{G}^{r+1}\). Since \(b \in \mathcal{N}_r\), we always have \(|\text{Supp}(b)| = r\). On the other hand when \(r \leq q\), there exists at least one \(b \in \mathcal{N}_r\) such that \(|\text{Supp}(b)| = r\),
hence $\mathcal{C}(b, \text{Supp}(b))$ is a maximal, $r$-dimensional cube in $\overline{G^r}$. Thus, each iteration of the construction of $\overline{G^r}$ adds new, higher dimensional cubes, as long as $r \leq q$. We refer the reader to the picture of $\varphi(G^3)$ in Example 3.14 in order to visualize the 3-dimensional cube in $\overline{G^3}$ for that example. On the other hand, the dimension of the cubes cannot exceed the dimension $q$ of the space, so the maximal dimension of a cube stabilizes at $q$. This does not mean that $\overline{G^r}$ and $\overline{G^{r+1}}$ become equal, but it turns out that, when $r \geq q$, all the cubes of $\overline{G^{r+1}}$ can be described as translations of cubes in $\overline{G^r}$, as discussed below.

We denote by $\mathcal{C}(b, B) + x$ the translation by the vector $x \in \mathbb{R}^q$ of a cell $\mathcal{C}(b, B) \in \overline{G^r}$. For any $0 \leq j \leq q$, $b \in N_r$, and $B \subseteq \text{Supp}(b)$, observe that

$$\mathcal{C}(b, B) + \varphi(f_j) = \mathcal{C}(b + f_j, B).$$

In particular, translation by the vector $\varphi(f_j)$ in $\mathbb{R}^q$ induces a cellular map $t_j : \overline{G^r} \to \overline{G^{r+1}}$, satisfying

$$t_j(\mathcal{C}(b, B)) = \mathcal{C}(b + f_j, B) \in \overline{G^{r+1}}.$$

When $r \geq q$, notice that all the cubes in $\overline{G^{r+1}}$ are obtained as translations of cubes in $\overline{G^r}$, namely:

$$\bigcup_{0 \leq j \leq q} t_j(\mathcal{C}(b, B)) = \overline{G^{r+1}} \quad \text{for all} \quad r \geq q. \quad (3.20.2)$$

Indeed, let $a \in N_{r+1}$ and $A \subseteq \text{Supp}(a)$. If $r \geq q$, then, since $a_0 + \ldots + a_q = r + 1$, either $a_i > 1$ for some $i \in [q]$ or else $a_0 \geq 1$. When $a_0 \geq 1$ and $a_j \leq 1$ for all $j \in [q]$, set $i = 0$. With $i$ as above, one has $a - f_i \in N_r$, $A \subseteq \text{Supp}(a) = \text{Supp}(a - f_i)$, and

$$\mathcal{C}(a, A) = t_i(\mathcal{C}(a - f_i, A)) \in t_i(\mathcal{C}(b, B)).$$

which proves Equation 3.20.2.

**Example 3.21** In the context of Example 3.19,

$$\varphi(f_0) = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad \varphi(f_1) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \varphi(f_2) = \begin{pmatrix} 1 \\ 1 \end{pmatrix}.$$

The cell complex $\overline{G^3}$ is shown below, and consists of three overlapping copies of $\overline{G^2}$, obtained by translating $\overline{G^2}$ along the vectors listed above. Note that $t_0(\overline{G^2}) = \overline{G^2}$ and the center most vertex in the picture is $\varphi(v_0v_1v_2).

![Diagram of cell complex G3](image)

**Proposition 3.22** *(The faces of the cube $\mathcal{C}(b, B)$)* Let $r, q > 0$, and let $G$ be a directed tree on $q + 1$ vertices labeled as in Construction 3.3, $b \in N_r$, and $\emptyset \neq B \subseteq \text{Supp}(b)$. Then for every face $F$ of $\mathcal{C}(b, B)$ there exists a subset $C \subseteq B$ such that

$$F = \mathcal{C}(c, B \setminus C) \quad \text{where} \quad c = b - \sum_{i \in C'} (f_i - f_{\tau(i)}) \quad \text{for some} \quad \emptyset \subseteq C' \subseteq C.$$
In particular, for a $|B| - 1$-dimensional face $F$ of $\overline{C}(b,B)$ there is some $i \in B$ such that

$$F = \overline{C}(b,B \setminus \{i\}) \quad \text{or} \quad F = \overline{C}(b, f_i + f_{r(i)}, B \setminus \{i\}).$$

**Proof** Let $\varphi(a)$ be the source of $C(b,B)$ as in Proposition 3.17. Assume that $F$ has dimension $|B| - t$ for $t \geq 1$. We use induction on $t$ to prove the statement. The base case is $t = 1$. By Definition 2.4 for a fixed $i \in B$, the face $F$ can be described as the cube on vertices

$$\{\varphi(a) + e_i + \sum_{j \in B'} e_j \mid B' \subseteq B \setminus \{i\}\} \quad \text{or} \quad \{\varphi(a) + \sum_{j \in B'} e_j \mid B' \subseteq B \setminus \{i\}\}.$$

Using (3.12.1), it follows immediately that

$$F = \overline{C}(b,B \setminus \{i\}) \quad \text{or} \quad F = \overline{C}(b, f_i + f_{r(i)}, B \setminus \{i\}).$$

If we set $C = \{i\}$, then indeed we have shown that

$$F = \overline{C}(c, B \setminus C) \quad \text{where} \quad c = b - \sum_{i \in C'} (f_i - f_{r(i)}) \quad \text{and} \quad C' = \emptyset \quad \text{or} \quad C' = \{i\}.$$

Now suppose $t > 1$, and $F$ is of dimension $|B| - t$. By the definition of a cube (Definition 2.4), $F$ is a the boundary of a $|B| - t + 1 = |B| - (t - 1)$-dimensional cube $G$, which is itself a face of $\overline{C}(b,B)$. By the induction hypothesis, there exists a subset $D \subseteq B$ such that

$$G = \overline{C}(d, B \setminus D) \quad \text{where} \quad d = b - \sum_{i \in D'} (f_i - f_{r(i)}) \quad \text{for some} \quad \emptyset \subseteq D' \subseteq D.$$

By the base case of the induction, we know for some $i \in B \setminus D$,

$$F = \overline{C}(d,B \setminus (D \cup \{i\})) \quad \text{or} \quad F = \overline{C}(d, f_i + f_{r(i)}, B \setminus (D \cup \{i\})).$$

Setting $C = D \cup \{i\}$, we have the desired result where $C' = D'$ or $C' = D' \cup \{i\}$. \(\square\)

**Proposition 3.23** (\(\overline{G'}\) is a polyhedral cell complex) Let $r, q > 0$ and let $G$ be a tree on $q + 1$ vertices as in Construction 3.3. Then $\overline{G'}$ is a polyhedral cell complex.

**Proof** Definition 2.3 (1) follows directly from Proposition 3.22. To verify Definition 2.3 (2), for $b, d \in \mathcal{N}_r$ consider

$$F = \overline{C}(b,B) \cap \overline{C}(d,D) \quad \text{where} \quad \emptyset \neq B \subseteq \text{Supp}(b) \quad \text{and} \quad \emptyset \neq D \subseteq \text{Supp}(d).$$

We need to show

$$F = \overline{C}(c,C) \quad \text{for some} \quad c \in \mathcal{N}_r \quad \text{and} \quad C \subseteq \text{Supp}(c).$$

By Proposition 3.17, the cubes $\overline{C}(b,B)$ and $\overline{C}(d,D)$ have vertex sets

$$\{\varphi(b) - \sum_{j \in A} e_j \mid A \subseteq B\} \quad \text{and} \quad \{\varphi(d) - \sum_{j \in A} e_j \mid A \subseteq D\},$$

respectively.

**Claim:** if $B_1, B_2 \subseteq B$ are such that

$$u = \varphi(b) - \sum_{j \in B_1} e_j \in F \quad \text{and} \quad v = \varphi(b) - \sum_{j \in B_2} e_j \in F,$$

then

$$\varphi(b) - \sum_{j \in B_1 \cap B_2} e_j \in F. \quad (3.23.1)$$

From (3.23.1) we have

$$\varphi(b) - \sum_{j \in B_1} e_j = \varphi(b) - \sum_{j \in B_2} e_j.$$

The desired result follows.
To see this, first note that
\[
\phi(b) - \sum_{j \in B_2 \setminus B_1} e_j \in \overline{C}(b, B)
\]
by definition. Now since \( u, v \in F \), then \( u, v \in \overline{C}(d, D) \). Hence, for some \( D_1, D_2 \subseteq D \)
\[
u = \phi(d) - \sum_{j \in D_2} e_j \quad \text{and} \quad v = \phi(d) - \sum_{j \in D_2} e_j. \tag{3.23.3}
\]
Now (3.23.1) tells us that
\[
u - \sum_{j \in B_2 \setminus B_1} e_j = v - \sum_{j \in B_2 \setminus B_1} e_j
\]
which combined with (3.23.3) implies that
\[
\phi(d) - \sum_{j \in D_1} e_j - \sum_{j \in D_2} e_j = \phi(d) - \sum_{j \in D_2} e_j - \sum_{j \in B_2 \setminus B_1} e_j.
\]
This implies that
\[
D_1 \cup (B_2 \setminus B_1) = D_2 \cup (B_1 \setminus B_2) \implies (B_1 \setminus B_2) \subseteq D_1.
\]
Now combining (3.23.1) and (3.23.3) we get
\[
\phi(b) - \sum_{j \in B_1 \cap B_2} e_j - \sum_{j \in B_1 \cap B_2} e_j = u = \phi(d) - \sum_{j \in D_1} e_j.
\]
Moreover, since \((B_1 \setminus B_2) \subseteq D_1, it follows that
\[
\phi(b) - \sum_{j \in B_1 \cap B_2} e_j = \phi(d) - \sum_{j \in D_1} e_j - \sum_{j \in B_2 \setminus B_1} e_j \in \overline{C}(b, D) \cap \overline{C}(d, D)
\]
This establishes (3.23.2) as claimed. It follows immediately that there exist unique minimal subsets \( B_0 \) of \( B \) and \( D_0 \) of \( D \) such that
\[
\phi(b) - \sum_{j \in B_0} e_j = \phi(d) - \sum_{j \in D_0} e_j \in F.
\]
Set
\[
c = b - \sum_{j \in B_0} \tau_j f_j \in N_f \quad \text{and} \quad C = (B \setminus B_0) \cap (D \setminus D_0) \subseteq \text{Supp}(c)
\]
so that
\[
\phi(c) = \phi(b) - \sum_{j \in B_0} e_j \in F,
\]
and moreover
\[
\phi(c) - \sum_{j \in C'} e_j \in F \quad \text{for all} \quad C' \subseteq C.
\]
In other words,
\[
\overline{C}(c, C) \subseteq F. \tag{3.23.4}
\]
To see the reverse inclusion to (3.23.4), take \( w \in F \) so that
\[
w = \phi(b) - \sum_{j \in B'} e_j = \phi(d) - \sum_{j \in D'} e_j
\]
for some

\[ B_0 \subseteq B' \subseteq B \quad \text{and} \quad D_0 \subseteq D' \subseteq D. \]

So we can write

\[
w = \varphi(b) - \sum_{j \in B_0} e_j - \sum_{j \in B' \setminus B_0} e_j = \varphi(c) - \sum_{j \in B' \setminus B_0} e_j. \tag{3.23.5}
\]

Similarly

\[
w = \varphi(c) - \sum_{j \in D' \setminus D_0} e_j. \tag{3.23.6}
\]

Equations (3.23.5) and (3.23.6) indicate that

\[
\sum_{j \in B' \setminus B_0} e_j = \sum_{j \in D' \setminus D_0} e_j \implies B' \setminus B_0 = D' \setminus D_0 \subseteq C.
\]

Hence \( w \in \mathcal{C}(c, C) \). We conclude that \( F = \mathcal{C}(c, C) \) as desired. \( \square \)

### 3.24. Labeling \( \mathcal{G}' \) with monomials

If \( I \) is a monomial ideal generated by \( m_0, \ldots, m_q \), the ideal \( I' \) is generated by monomials of the form

\[ m^a = m_0^{a_0} \cdots m_q^{a_q} \]

where \( m = \{m_0, \ldots, m_q\} \) and \( a = (a_0, a_1, \ldots, a_q) \in \mathcal{N}_r \).

When \( I \) is square-free of projective dimension one, [3, Proposition 4.1] shows that

\[ m^a = m^b \iff a = b. \]

In particular, the set \( \{m^a \mid a \in \mathcal{N}_r\} \) is a minimal generating set for the ideal \( I' \) in this case. Thus for the remainder of the paper we will assume the following setting unless otherwise noted.

**Setting 3.25** Let \( I \) be a square-free monomial ideal of projective dimension one in a polynomial ring \( R = \mathbb{k}[x_1, \ldots, x_n] \). By [8, Theorem 27], there is an ordering of the minimal monomial generators \( m_0, m_1, \ldots, m_q \) of \( I \) that produces a tree \( G \), labeled as in Construction 3.3, such that \( G \) supports a minimal free resolution of \( I \) when each vertex \( v_i \) is labeled by \( m_i \). We fix \( G \) to be such a tree, with this ordering and labeling.

In this setting, we label each vertex \( v^a \) of \( \mathcal{G}' \) with the monomial \( m^a \). Our goal is to show that the polyhedral cell complex \( \mathcal{G}' \) with this labeling supports a minimal free resolution of \( I' \).

With this monomial labeling, we homogenize the cellular (cubical) chain complex of \( \mathcal{G}' \). The cell complex \( \mathcal{G}' \) gives rise to the oriented chain complex \( \mathcal{C}(\mathcal{G}', k) \), as described in Definition 2.5. In order to define the signs of the maps, let

\[ B = \{j_1, \ldots, j_i\} \quad \text{where} \quad j_1 < j_2 < \cdots < j_i. \]

Using Proposition 3.22 the differential \( \partial_i \) is described by:

\[
\partial_i (u_{C_{(B,B)}}) = \sum_{1 \leq k \leq i} (-1)^{k+1} u_{C_{(B,B \setminus \{j_k\})}} + \sum_{1 \leq k \leq i} (-1)^k u_{C_{(B-B_{\{u_{(j_k)}\}})}}. \tag{3.25.1}
\]

To homogenize these maps, denote the lcm of the monomial labels of the vertices of a cube \( \mathcal{C}(B, B) \) by \( m_{C_{(B,B)}} \). The chain complex in (3.25.1) then homogenizes as described in Sect. 2 to a \( \mathbb{Z}^n \)-graded cellular complex

\[
F_{\mathcal{G}'}: \cdots \rightarrow F_i \xrightarrow{\partial_i} F_{i-1} \rightarrow \cdots \rightarrow F_1 \xrightarrow{\partial_1} F_0 \tag{3.25.2}
\]
where \( F_i \) is the free graded \( R \)-module with basis elements \( u_{C(b,B)} \) with \( C(b,B) \in \overline{G'} \) and where \( u_{C(b,B)} \) is considered to be in degree equal to the exponent vector of \( m_{C(b,B)} \). For each \( i > 0 \) the differential \( \partial_i \) of \( \overline{F}_{C(b,B)} \) is described by:

\[
\partial_i(u_{C(b,B)}) = \sum_{1 \leq k \leq i} (-1)^{k+1} \frac{m_{C(b,B)}}{m_{C(b,B - \{j_k\})}} u_{C(b,B - \{j_k\})} + \sum_{1 \leq k \leq i} (-1)^{k} \frac{m_{C(b,B)}}{m_{C(b - f_{j_k}, B - \{j_k\})}} u_{C(b - f_{j_k}, B - \{j_k\})}. \tag{3.25.3}
\]

We now focus on the two monomial coefficients appearing in (3.25.3).

**Lemma 3.26** Using Sect. 3.25, let \( b \in N_r, B \subseteq \text{Supp}(b) \) and \( i \in B \). The following equalities then hold:

1. \[
\frac{m_{C(b,B)}}{m_{C(b,B - \{i\})}} = \frac{lcm(m_i, m_{\tau(i)})}{m_i};
\]
2. \[
\frac{m_{C(b,B - f_{j_k}, B - \{i\})}}{m_{C(b - f_{j_k}, B - \{i\})}} = \frac{lcm(m_i, m_{\tau(i)})}{m_{\tau(i)}}.
\]

**Proof** By Proposition 3.17 and (3.12.1) the vertices of \( C(b,B) \) are the images under \( \phi \) of

\[
b = \sum_{j \in B'} f_j + \sum_{j \in B'} f_{\tau(j)} \quad \text{for all } B' \text{ such that } \emptyset \subseteq B' \subseteq B.
\]

Notice that for each \( j \), the monomial label associated to

\[
b - f_j + f_{\tau(j)} = \frac{m^b m_{\tau(j)}}{m_j},
\]

so for each \( B' \subseteq B \), the label associated to

\[
b = \sum_{j \in B'} f_j + \sum_{j \in B'} f_{\tau(j)} = m^b \prod_{j \in B'} \frac{m_{\tau(j)}}{m_j}.
\]

As a result, considering all \( 2^{|R|} \) vertices of \( C(b,B) \), we have

\[
m_{C(b,B)} = lcm \left\{ m^b \prod_{j \in B'} \frac{m_{\tau(j)}}{m_j} \mid \emptyset \subseteq B' \subseteq B \right\}
\]

\[
= lcm \left( m^b, \left\{ \frac{m^b \cdot m_{\tau(j_1)} \cdot \cdots m_{\tau(j_k)}}{m_{j_1} \cdots m_{j_k}} \right\} \right)_{\{j_1, \ldots, j_k\} \subseteq B}
\]

\[
= m^b \prod_{j \in B} \left( \prod_{x | m_{\tau(j)}, x | m_j} x \right) \quad \text{where } x \in \{x_1, \ldots, x_n\}. \tag{3.26.1}
\]

Similarly,

\[
m_{C(b,B - \{i\})} = m^b \prod_{j \in B \setminus \{i\}} \left( \prod_{x | m_{\tau(j)}, x | m_j} x \right).
\]

Thus the quotient is

\[
\frac{m_{C(b,B)}}{m_{C(b,B - \{i\})}} = \prod_{x | m_{\tau(i)}, x | m_i} x = \frac{m_{\tau(i)}}{gcd(m_i, m_{\tau(i)})} = \frac{lcm(m_i, m_{\tau(i)})}{m_i}.
\]
and (1) follows. To see equality (2), note that by (3.26.1)
\[
\frac{m_{\mathcal{C}(b-f+\ell_{\ell}, B \sim \{i\})}}{m_{\mathcal{C}(b, B \sim \{i\})}} = \frac{m_{\tau(i)}}{m_i}
\]
and thus using equality (1),
\[
\frac{m_{\mathcal{C}(b, B)}}{m_{\mathcal{C}(b-f+\ell_{\ell}, B \sim \{i\})}} = \frac{m_i}{m_{\tau(i)}} \frac{m_{\mathcal{C}(b, B)}}{m_{\mathcal{C}(b, B \sim \{i\})}} = \frac{lcm(m_i, m_{\tau(i)})}{m_{\tau(i)}}.
\]

\[\text{\qed}\]

As a result of Proposition 3.26, the homogenized differentials described in (3.25.3) can be written as
\[
\partial_i(u_{\mathcal{C}(b, B)}) = \sum_{1 \leq k \leq i} (-1)^{k+1} \frac{lcm(m_{\ell_k}, m_{\tau(k)})}{m_{\ell_k}} u_{\mathcal{C}(b, B \sim \{k\})} + \sum_{1 \leq k \leq i} (-1)^{k} \frac{lcm(m_{\ell_k}, m_{\tau(k)})}{m_{\tau(k)}} u_{\mathcal{C}(b-f_{\ell_k}, B \sim \{k\})}.
\]

(3.26.2)

Example 3.27 Let $G$ be the path graph in Examples 2.8 and 3.13. In the cell complex $\mathcal{C}(\mathcal{G}^2)$ drawn in Example 3.19, let $c = \mathcal{C}((0, 1, 1), \{1, 2\})$ be the shaded square. The cells of dimension 1 are the 6 line segments representing the edges, with the horizontal segments on the first line below and the vertical ones on the second.

\[
c_1 = \mathcal{C}((1, 1, 0), \{1\}) \quad c_2 = \mathcal{C}((0, 2, 0), \{1\}) \quad c_3 = \mathcal{C}((0, 1, 1), \{1\})
\]

\[
c_4 = \mathcal{C}((0, 1, 1), \{2\}) \quad c_5 = \mathcal{C}((1, 0, 1), \{2\}) \quad c_6 = \mathcal{C}((0, 0, 2), \{2\}).
\]

The 0-dimensional cells are shown below, where the first entry is $\psi(2, 0, 0) = (0, 0)$.

\[
c'_1 = \mathcal{C}((2, 0, 0), \emptyset) \quad c'_2 = \mathcal{C}((1, 1, 0), \emptyset) \quad c'_3 = \mathcal{C}((0, 2, 0), \emptyset)
\]

\[
c'_4 = \mathcal{C}((0, 1, 1), \emptyset) \quad c'_5 = \mathcal{C}((1, 0, 1), \emptyset) \quad c'_6 = \mathcal{C}((0, 0, 2), \emptyset).
\]

With this notation, the differential of the complex $C(\mathcal{G}^2, k)$ is given as follows:

\[
\partial(u_{c_1}) = u_{c_2} + u_{c_4} - u_{c_3} - u_{c_5} \quad \partial(u_{c_3}) = u_{c'_2} - u_{c'_1}
\]

\[
\partial(u_{c_2}) = u_{c'_3} - u_{c'_2} \quad \partial(u_{c_4}) = u_{c'_4} - u_{c'_3}
\]

\[
\partial(u_{c_3}) = u_{c'_5} - u_{c'_4} \quad \partial(u_{c_5}) = u_{c'_5} - u_{c'_2}
\]

\[
\partial(u_{c_6}) = u_{c'_6} - u_{c'_4}
\]

The complex $C(\mathcal{G}^2, k)$ is thus as follows:

\[
\begin{bmatrix}
0 \\
1 \\
0 \\
1 \\
0 \\
0
\end{bmatrix} \rightarrow
\begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & -1 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & -1 \\
0 & 0 & -1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \rightarrow
k^6.
\]
Now we homogenize this complex using the monomial generators of $I$, namely $m_0 = xy$, $m_1 = yz$, and $m_2 = zu$, which yields:

\[
F_{\overline{G'}} : 0 \rightarrow R(-4) \rightarrow R(-3)^6 \rightarrow R(-2)^6
\]

and we get a multigraded resolution as follows:

\[
0 \rightarrow R(xy^2z^2u) \rightarrow \bigoplus R(xy^2z^2) \oplus R(yz^2u^2) \oplus R(y^2zu) \oplus R(y^2z^2) \oplus R(x^2y^2) \rightarrow R(-2)^6
\]

**Remark 3.28** Let $r \geq 1$. In Sect. 3, we introduced the translations $t_i : \overline{G'} \rightarrow \overline{G'} + 1$ and we noted they are cellular maps. At the level of the associated homogenized chain complexes, these cellular maps induce chain maps $\tilde{t}_i : F_{\overline{G'}} \rightarrow F_{\overline{G'} + 1}$ described by

\[
\tilde{t}_i(u_{C(b,B)}) = u_{C(b+t_iB)}
\]

for all $C(b,B) \in \overline{G'}$ and all $i$ with $0 \leq i \leq q$. One can check that these maps are indeed chain maps, using the description of the differentials in Example 3.26.2. As will be shown in Sect. 4, under the hypotheses of Sect. 3.25 $F_{\overline{G'}}$ is a minimal free resolution of $I^r$ and $F_{\overline{G'} + 1}$ is a minimal free resolution of $I^{r+1}$.

Note that the chain maps $\tilde{t}_i$ can also be described as the chain maps induced by the map $I^r \rightarrow I^{r+1}$ given by multiplication by $m_i$. Additionally, if we consider the map $\psi : \bigoplus_{i=0}^q I^r \rightarrow I^{r+1}$ whose $i^{th}$ component is given by multiplication by $m_i$ for each $i$, then the induced chain maps

\[
\bigoplus_{i=0}^q \tilde{t}_i : \bigoplus_{i=0}^q F_{\overline{G'}} \rightarrow F_{\overline{G'} + 1}
\]

are surjective when $r \geq q$, in view of Equation 3.20.2. Hence, the induced maps

\[
\text{Tor}_j^R(\psi, k) : \text{Tor}_j^R(\bigoplus_{i=0}^q I^r, k) \rightarrow \text{Tor}_j^R(I^{r+1}, k)
\]

are surjective for all $j \geq 0$ and all $r \geq q$. 
Minimal cellular resolutions of $I'$

In this section, we construct a cellular resolution of $I'$, where $I$ is a square-free monomial ideal of projective dimension one, showing that Question 1.1 has a positive answer for this class of ideals. At this point, using the graph $G$ as in Sect. 3.25, we have constructed $\overline{G}$ as a polyhedral cell complex labeled with the monomials that generate $I'$. What remains in this section is to prove that the labeled chain complex of $\overline{G}$ gives a minimal free resolution of $I'$. To complete this task we will compare the labeled chain complex of $\overline{G}$ to another chain complex, which is in turn isomorphic to the minimal free resolution of $I'$.

The **Rees algebra** of an ideal $I$ is a well-studied object that encodes all powers of $I$. Having a family of minimal resolutions of $I'$ for all $r > 0$ that are constructed from a common base, namely $G$, naturally leads one to wonder if these resolutions are related to a resolution of the Rees algebra. Indeed, the other chain complex mentioned in the previous paragraph turns out to stem from the Rees algebra. We will show that for square-free monomial ideals of projective dimension one, the Rees algebra can be presented as a quotient of a polynomial ring by a complete intersection ideal. A strand of the Koszul resolution of the complete intersection is the chain complex that will be isomorphic to the chain complex of $\overline{G}$.

### 4.1. Rees algebras and ideals of linear type

We first recall background information related to the Rees algebra and show that square-free monomial ideals of projective dimension one are of linear type.

Let $(R, m)$ be a Noetherian local ring and $I$ an ideal of $R$. The **Rees algebra** of $I$, denoted $R[I]$, is a subalgebra of the polynomial ring $R[t]$ consisting of polynomials for which the coefficient of $ts$ is in $Is$ for all $s$. That is,

$$R[I] = R \oplus It \oplus I^2t^2 \oplus I^3t^3 \oplus \cdots.$$  

When $R = k[x_1, \ldots, x_n]$ is a polynomial ring, the definition carries through with $m = (x_1, \ldots, x_n)$ the homogeneous maximal ideal of $R$. A common way to gain insight into $R[I]$ is to embed it in a larger polynomial ring and then study its defining ideal. Suppose $I$ is a monomial ideal of projective dimension one minimally generated by square-free monomials $m_0, \ldots, m_q$, and let $S = R[T_0, \ldots, T_q]$. The map $\psi : S \to R[I]$ defined by $\psi(T_i) = m_it$ gives a surjective $R$-algebra homomorphism. Hence, if $J = \ker \psi$, then

$$R[I] = S/J = R[T_0, \ldots, T_q]/J.$$  

The map $\psi$ is graded so its kernel $J = J_1 + J_2 + \cdots$ is a homogeneous ideal, commonly referred to as the **defining ideal** of $R[I]$. The graded component of $J$ of degree 1, namely $J_1$, is generated by elements of the form:

$$\{a_0T_0 + a_1T_1 + \cdots + a_qT_q \mid a_0m_0 + \ldots + a_qm_q = 0\}$$

which correspond to the generators of the first syzygy module of $I$. In the case where $I = (m_0, \ldots, m_q)$ is square-free of projective dimension one, we know that ([8, proof of Theorem 8]) the first syzygy module can be generated by the homogenized generators of the chain complex of the graph supporting the resolution of $I$, namely

$$g_k = \frac{lcm(m_{k},m_{\tau(k)})}{m_{k}}T_k - \frac{lcm(m_{k},m_{\tau(k)})}{m_{\tau(k)}}T_{\tau(k)} \quad \text{for} \quad k \in [q].$$  

Therefore, $J_1 = (g_1, \ldots, g_q)$.

We now show that $I$ is of **linear type**, that is, $J$ is generated by its degree one elements.
Lemma 4.2 Let $I$ be an ideal of projective dimension one minimally generated by $q+1$ square-free monomials in the polynomial ring $R = k[x_1, \ldots, x_n]$ over a field $k$. Then $q+1 \leq n$.

Proof If $q = 0$ the result follows trivially, so suppose $q \geq 1$. From the concrete construction of the tree $G$ that supports a minimal free resolution of $I$ it follows [3, (4.0.1)] that for every $i \in [q]$ there exists a variable $x_{ai} \in \{x_1, \ldots, x_n\}$ such that

$$x_{ai} \nmid m_i \quad \text{and} \quad x_{ai} \mid m_j \quad \text{for} \quad 0 \leq j < i.$$  \hspace{1cm} (4.2.1)

This implies that $q \leq n$. On the other hand, by (4.2.1) $x_{a1} \cdots x_{aq} \mid m_0$ if for any $j, x \mid m_j$ implies $x = x_{ai}$ for some $i$, then since $I$ is square-free, $m_j \mid m_0$, a contradiction. Thus we must have at least $q+1$ variables; i.e. $q + 1 \leq n$. \hspace{1cm} \qed

Theorem 4.3 Let $I$ be a square-free monomial ideal of projective dimension one in the polynomial ring $R = k[x_1, \ldots, x_n]$ over a field $k$. Then $I$ is of linear type.

Proof Let $\mu(I)$ denote the minimal number of generators of $I$. If we show that $\mu(I_p) \leq \text{depth} R_p$ for all prime ideals $p$ of $R$ containing $I$, then by a result of Tchernev [21, Theorem 5.1] $I$ is of linear type.

Let $p$ be a prime ideal of $R$ containing $I$, and suppose $p'$ is the ideal generated by all the variables in $p$, i.e. $p' = (x_i \mid x_i \in p) \subseteq p$, and suppose that $p'$ is generated by $n'$ variables. It is not difficult to see that (e.g. see [7, proof of Lemma 1]) $I_p$ and $I_{p'}$ have the same (square-free) monomial generating set, and so

$$\mu(I_p) = \mu(I_{p'}).$$ \hspace{1cm} (4.3.1)

These generators form a square-free monomial ideal in the polynomial ring $R'$ generated by the $n'$ variables generating $p'$, and $\text{pd}_{K'}(I_{p'}) \leq 1$, and so from Lemma 4.2 it follows that

$$\mu(I_{p'}) \leq n' = \text{height} p' \leq \text{height} p = \text{depth} R_p.$$ \hspace{1cm} (4.3.2)

Equations (4.3.1) and (4.3.2) together imply $\mu(I_p) \leq \text{depth} R_p$ for all primes $I \subseteq p$, and we are done. \hspace{1cm} \qed

Theorem 4.3 tells us that

$$R[It] = S/J_1 = S/(g_1, \ldots, g_q).$$

Next we show that the generators $g_1, \ldots, g_k$ listed in (4.1.1) form a regular sequence, and make use of the associated Koszul complex $K$ to extract a chain complex that leads to a minimal free resolution of $I'$, where $r > 0$.

Theorem 4.4 Let $I$ be a square-free monomial ideal of projective dimension one in a polynomial ring $R$ over a field. Then

$$R[It] \cong R[T_0, \ldots, T_q]/(g_1, \ldots, g_q),$$

where $g_1, \ldots, g_q$ are as in (4.1.1) and form a regular sequence.

Proof Recall that the Rees algebra $R[It]$ has dimension equal to $\dim R + 1 = n + 1$. In particular,

$$\text{height}(J_1) = \dim R[T_0, \ldots, T_q] - \dim R[It] = n + q + 1 - (n + 1) = q.$$ 

This yields the desired conclusion. \hspace{1cm} \qed
Theorem 4.4 shows that the generators of $I_1$ form a regular sequence in $S = R[T_0, \ldots, T_q]$ and as a result, the Koszul complex of $(g_1, \ldots, g_q)$ over the ring $S$ is a minimal free resolution of $S/(g_1, \ldots, g_q)$ (see [2] for basic facts about exterior algebras and Koszul complexes). Since $S/(g_1, \ldots, g_q) = R/I$, we gain information about the free resolutions of powers of $I$ by obtaining information on the graded strands of the Koszul complex of $S/(g_1, \ldots, g_q)$. To make that information easier to access, we use the fact that exterior algebras commute with base extensions (see, e.g., [11, §6.13]). In other words, instead of starting with a rank $q$ free module over $S$, we let $F$ be a rank $q$ free module over $R$ with basis $e_1, \ldots, e_q$.

The augmented Koszul complex on the elements $g_1, \ldots, g_q$ is
\[
0 \rightarrow \Lambda^q F(-q) \otimes S \rightarrow \Lambda^{q-1} F(-q + 1) \otimes S \rightarrow \cdots \\
\cdots \rightarrow \Lambda^1 F(-1) \otimes S \rightarrow S \rightarrow S/J_1 \rightarrow 0.
\]

In this complex, the degree shifts refer to the $T$-grading on $I$, which is determined by an element’s total degree in $T_0, \ldots, T_q$. We write $S = S_0 \oplus S_1 \oplus S_2 \oplus \cdots$ where $S_i$ is the $i$th graded component of $S$ relative to $T$. We then take the linear strand of the Koszul complex above with $T$-degree equal to $r$, we obtain the complex
\[
\mathbb{K}^r: \quad 0 \rightarrow \Lambda^r F(-r) \otimes S_0 \rightarrow \Lambda^{r-1} F(-r + 1) \otimes S_1 \rightarrow \cdots \\
\cdots \rightarrow \Lambda^1 F(-1) \otimes S_{r-1} \rightarrow S_r \rightarrow I^r \rightarrow 0.
\]

We note that $\Lambda^i F = 0$ for all $i > q$. The differential of this complex can be described by
\[
\partial_i^{\mathbb{K}^r}(e_{j_1} \wedge \cdots \wedge e_{j_i} \otimes w) = \sum_{k=1}^{i} (-1)^{k-1} e_{j_1} \wedge \cdots \wedge \hat{e}_{j_k} \wedge \cdots \wedge e_{j_i} \otimes g_{j_k} w.
\]

where \(w \in S_{r-i}\).

**Example 4.5** Let $I$ be the ideal in Example 2.8, with $R = k[x, y, z, u]$. Then $S = R[T_0, T_1, T_2]$ and the elements $g_1, g_2$ defined in (4.1.1) are:
\[
g_1 = \frac{\text{lcm}(yz, xy)}{yz} T_1 - \frac{\text{lcm}(yz, xy)}{xy} T_0 = x T_1 - z T_0, \\
g_2 = \frac{\text{lcm}(zu, yz)}{zu} T_2 - \frac{\text{lcm}(zu, yz)}{yz} T_1 = y T_2 - u T_1.
\]

If $F$ is a free $R$-module with basis $e_1, e_2$, the complex $\mathbb{K}^2$ is then the complex of free $R$-modules
\[
0 \rightarrow \Lambda^2 F(-2) \otimes S_0 \xrightarrow{\partial_1} F(-1) \otimes S_1 \xrightarrow{\partial_2} S_2 \rightarrow 0,
\]
where:
- a basis for $\Lambda^2 F(-2) \otimes S_0$ consists of the element $e_1 \wedge e_2 \otimes 1$;
- a basis of $F(-1) \otimes S_1$ consists of the six elements $e_k \otimes T_i$, with $i \in \{0, 1, 2\}$ and $k \in \{1, 2\}$;
- a basis of $S_2$ consists of the six elements $T_i T_j$ with $i, j \in \{0, 1, 2\}$, $i \leq j$. 
The differential $\partial_2$ acts as follows:

$$\partial_2(e_1 \wedge e_2 \otimes 1) = e_2 \otimes g_1 - e_1 \otimes g_2$$
$$= x(e_2 \otimes T_1) - z(e_2 \otimes T_0) - y(e_1 \otimes T_2) + u(e_1 \otimes T_1)$$

and the differential $\partial_1$ is described by

$$\partial_1(e_1 \otimes T_i) = g_1 T_i = -z T_0 T_i + x T_1 T_i$$
$$\partial_1(e_2 \otimes T_i) = g_2 T_i = -u T_1 T_i + y T_2 T_i$$

for $i \in \{0, 1, 2\}$. At this point, the reader can observe that $\mathbb{K}^2$ is exactly the homogenized complex $F_{Gr}$ described in example 3.27. This is true in general, as we shall prove next.

### 4.6. Isomorphism of complexes.

We now compare $\mathbb{K}^r$ to the $\mathbb{Z}^n$-graded cellular complex $F_{Gr}$ established in (3.25.2) with differentials given in Equation (3.25.3). We prove that the complexes are isomorphic, which gives us that the labeled chain complex $Gr$ supports the minimal free resolution of $I^r$.

**Proposition 4.7** Under Setting 3.25, the chain complexes $F_{Gr}$ and $K^r$ are isomorphic.

**Proof** To describe an isomorphism $\rho: F_{Gr} \rightarrow \mathbb{K}^r$, we need to specify how it acts on the basis elements of the free modules in $F_{Gr}$. Let $u_{\mathcal{C}(b,B)}$ be a basis element of $F_{\mathcal{C}(b)}$, as in Equation (3.26.2), we get:

$$\partial F_{Gr} \left( u_{\mathcal{C}(b,B)} \right) = \sum_{1 \leq k \leq i} (-1)^{k+1} \frac{\text{lcm}(m_{j_k}, m_{\tau(j_k)})}{m_{j_k}} u_{\mathcal{C}(b,B \setminus \{j_k\})}$$

and hence

$$\rho(u_{\mathcal{C}(b,B \setminus \{j_k\})}) = e_{j_1} \wedge \cdots \wedge e_{j_k} \otimes T^{b_k} T^{\tau(j_k)} \in \Lambda^i F \otimes S_{r-i+1}$$

The map $\rho$ is clearly bijective. We need to verify now that $\rho$ is indeed a homomorphism of complexes (i.e. commutes with the differential). Setting $B = \{j_1, \ldots, j_i\}$ in Equation (3.26.2), we get:

$$\rho^F_{Gr}(u_{\mathcal{C}(b,B)}) = \sum_{1 \leq k \leq i} (-1)^{k+1} \frac{\text{lcm}(m_{j_k}, m_{\tau(j_k)})}{m_{j_k}} u_{\mathcal{C}(b,B \setminus \{j_k\})}$$

and

$$+ \sum_{1 \leq k \leq i} (-1)^{k} \frac{\text{lcm}(m_{j_k}, m_{\tau(j_k)})}{m_{\tau(j_k)}} u_{\mathcal{C}(b-f_k + f_{\tau(j_k)}B \setminus \{j_k\})}.$$
We then have
\[
\rho \left( \partial_i^{F_{Gr}}(u_{C(b,B)}) \right) = \sum_{1 \leq k \leq i} (-1)^{k+1} e_{j_1} \wedge \cdots \wedge e_{j_k} \wedge \cdots \wedge e_i \otimes \frac{lcm(m_{j_k},m_{\tau(j_k)})}{m_{j_k}} T_{b'} + f_{j_k} + \sum_{1 \leq k \leq i} (-1)^{k-1} e_{j_1} \wedge \cdots \wedge \hat{e}_{j_k} \wedge \cdots \wedge e_i \otimes \frac{lcm(m_{j_k},m_{\tau(j_k)})}{m_{\tau(j_k)}} T_{b'} - f_{j_k} + f_{\tau(j_k)} + f_{j_k} .
\]

On the other hand, we have:
\[
\partial_i^{K r}(\rho(u_{C(b,B)})) = \partial_i^{K r}(e_{j_1} \wedge \cdots \wedge e_i \otimes T_b') = \sum_{1 \leq k \leq i} (-1)^{k-1} e_{j_1} \wedge \cdots \wedge \hat{e}_{j_k} \wedge \cdots \wedge e_i \otimes \left( \frac{lcm(m_{j_k},m_{\tau(j_k)})}{m_{j_k}} T_{j_k} - \frac{lcm(m_{j_k},m_{\tau(j_k)})}{m_{\tau(j_k)}} T_{\tau(j_k)} \right) T_b' = \rho \left( \partial_i^{F_{Gr}}(u_{C(b,B)}) \right) .
\]

\[\square\]

### 4.8. Main results

So far, we have seen in Theorem 4.4 that \(g_1, \ldots, g_q\) is a regular sequence and the Koszul complex on these elements is acyclic. Furthermore, since the number of generators of \(J_1\) is less than the dimension of \(R\), the strand \(K_r\) of \(K\) is a minimal free resolution of the \(r^{th}\) graded piece of \(R[It] \cong S/J_1\), which is \(I'\). From this, we obtain the result below.

**Theorem 4.9** Let \(I\) be a square-free monomial ideal of projective dimension one, and \(r > 0\). Then \(I'\) has a cellular minimal free resolution supported on the polyhedral cell complex \(G_{r'}\).

**Proof** This follows immediately from Proposition 4.7. \[\square\]

**Corollary 4.10** (The projective dimension of \(I'\) and \(I' / I'^{+1}\)) If \(I\) is generated by \(q + 1\) square-free monomials in the polynomial ring \(R\), \(I\) has projective dimension one, and \(r\) is a positive integer, then
\[
pd_R I' = \begin{cases} q & \text{if } r \geq q, \\ r & \text{if } r < q \end{cases}, \quad \text{and} \quad pd_R I' / I'^{+1} = \begin{cases} q + 1 & \text{if } r \geq q - 1, \\ r + 2 & \text{if } r < q - 1. \end{cases}
\]

**Proof** The projective dimension of \(I'\) can be read from the complex \(\mathbb{K}^{G_{r'}}\) (which is isomorphic to \(\mathbb{K}^{G_r}\)), as we note that \(\Lambda^i I' = 0\) if and only if \(i > q\).

To obtain the formula for \(pd_R I' / I'^{+1}\) one uses the fact that the map
\[
\Tor_i^R(I'^{+1}, k) \to \Tor_{i-1}^R(I', k)
\]
induced by the inclusion \(I'^{+1} \subseteq I'\) is zero for all \(i \geq 1\); this follows from a result of Maleki [13, Proposition 3.5]. The map above can be seen to be zero when \(i = 0\) as well. For any \(i \geq 1\) there is thus a short exact sequence
\[
0 \to \Tor_i^R(I', k) \to \Tor_i^R(I' / I'^{+1}, k) \to \Tor_{i-1}^R(I'^{+1}, k) \to 0
\]
that gives \(pd_R I' / I'^{+1} = \max\{pd_R I', 1 + pd_R I'^{+1}\} = 1 + pd_R I'^{+1}\). \[\square\]

Given the structure of this resolution, we are able to say more. We can find the precise Betti numbers for each power of \(I\).
Corollary 4.11  \textbf{(The Betti numbers of $I'$)} If $I$ is generated by $q+1$ square-free monomials in the polynomial ring $R$ and $I$ has projective dimension one, then the $t^{th}$ Betti number of $I'$ is \( \binom{q}{t} \cdot \binom{q+r-t}{r-t} \) if $t \leq r$ and 0 otherwise. In particular, the Betti numbers of $I'$ do not depend on the characteristic of the base field.

\textbf{Proof}  If $b \in G'$ then each distinct $B \subseteq \text{Supp}(b)$ with $|B| = t$ determines a cell of size $t$ embedded as in Sect. 3. For each $t$, there are $\binom{q}{t}$ distinct sets $B$ of size $t$. For each such $B$, there are $\binom{q+r-t}{r-t}$ vertices of $G'$ whose support contains $B$. \hfill \square

\textbf{Example 4.12}  In our running Example 3.13, the path has three vertices, and $I = (xy, yz, zu)$. By Corollary 4.10, $\text{pd}_3 I' = q = 2$ for all $r \geq 2$. Furthermore, applying Corollary 4.11 for $r = 3$, we obtain $\beta_0(I^3) = \binom{4}{3} = 10$, $\beta_1(I^3) = 2 \cdot \binom{4}{3} = 12$, and $\beta_2(I^3) = \binom{4}{3} = 3$.

4.13. An application to the fiber cone. While the result below also follows directly from Theorem 4.4, we present an alternate proof that illustrates additional properties of the ideals $I$. Before stating the result, we briefly recall the relevant definitions and background. Additional information can be found in [22,23].

An ideal $J \subseteq I$ is a reduction [17] of $I$ if there exists an integer $r$ such that $JI^r = I^{r+1}$. Reductions can be viewed as approximations of an ideal $I$ that share asymptotic behavior but have fewer generators. The \textbf{analytic spread} of $I$, denoted by $\ell(I)$, is the minimal number of generators of a minimal reduction of $I$.

An interesting class of ideals are those that are their own minimal reductions. Since the dimension of the \textbf{fiber cone of $I$}

$$\mathcal{F}(I) = \frac{R[I]}{mR[I]} = R/m \oplus I/mI \oplus I^2/mI^2 \oplus \cdots$$

is the analytic spread, the fiber cone is often used to detect this property.

\textbf{Corollary 4.14}  If $I$ is a square-free monomial ideal of projective dimension one minimally generated by $(m_0, \ldots, m_q)$, then $I$ has no proper non-trivial reductions. Moreover, the fiber cone is isomorphic to a polynomial ring in $q$ variables.

\textbf{Proof}  Consider the standard presentation map

$$\phi : R[T_0, \ldots, T_q] \rightarrow R[It] \text{ induced by } \phi(T_i) = mt_i.$$

Since $I$ is a monomial ideal, $J = \ker(\phi)$ is a binomial ideal. In general, $J(0) = (J+m)/mR[I]$ is the defining ideal of $\mathcal{F}(I)$. That is,

$$\mathcal{F}(I) \cong k[T_0, \ldots, T_q]/J(0).$$

Thus the generators of $J(0)$ have the form $T_0^{a_0} \cdots T_q^{a_q} - T_0^{b_0} \cdots T_q^{b_q}$ where $\phi(T^a) = \phi(T^b)$. By definition of $\phi$, this implies $|a| = |b|$ and $m^a = m^b$, which by [3, Proposition 4.1] means that $a = b$ and therefore $J(0) = (0)$. Thus

$$\mathcal{F}(I) \cong k[T_0, \ldots, T_q].$$

It is well known (see, for example, [22]) that $\ell(I) = \dim \mathcal{F}(I)$ and $\ell(I) \leq \mu(I)$, where $\mu(I)$ is the minimal number of generators of $I$. Hence $\ell(I) = \dim \mathcal{F}(I) = q + 1 = \mu(I)$, which implies $I$ has no proper non-trivial reductions. \hfill \square
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