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ABSTRACT

In cooperative multi-agent tasks, a team of agents jointly interact with an environment by taking actions, receiving a team reward and observing the next state. During the interactions, the uncertainty of environment and reward will inevitably induce stochasticity in the long-term returns and the randomness can be exacerbated with the increasing number of agents. However, most of the existing value-based multi-agent reinforcement learning (MARL) methods only model the expectations of individual Q-values and global Q-value, ignoring such randomness. Compared to the expectations of the long-term returns, it is more preferable to directly model the stochasticity by estimating the returns through distributions. With this motivation, this work proposes DQMIX, a novel value-based MARL method, from a distributional perspective. Specifically, we model each individual Q-value with a categorical distribution. To integrate these individual Q-value distributions into the global Q-value distribution, we design a distribution mixing network, based on five basic operations on the distribution. We further prove that DQMIX satisfies the Distributional-Individual-Global-Max (DIGM) principle with respect to the expectation of distribution, which guarantees the consistency between joint and individual greedy action selections in the global Q-value and individual Q-values. To validate DQMIX, we demonstrate its ability to factorize a matrix game with stochastic rewards. Furthermore, the experimental results on a challenging set of StarCraft II micromanagement tasks show that DQMIX consistently outperforms the value-based multi-agent reinforcement learning baselines.

1 Introduction

Reinforcement learning (RL) has been widely adopted in a variety of cooperative multi-agent problems, such as multiplayer games [1] [2] [3], sensor networks [4] [5] [6] and traffic light control [7] [8] [9] [10]. In the setting of partial observability and communication constraints, multiple agents are required to take actions to interact with the environment in a decentralized manner. During the interaction process, these partial observations, changing policies of all the agents, rewards and state transitions can all bring about stochasticity in the observed long-term return. Moreover, the stochasticity caused by actions will be intensified with the increasing number of agents.

Considering the partial observability and communication constraints, recent advanced works in MARL have decomposed the global Q-value into multiple individual Q-values with a centralized training and decentralized execution (CTDE) paradigm [11] [12]. Despite their effectiveness, these value function factorization methods focus only on the value expectation, which is insufficient to reflect the stochasticity and might lead to sub-optimal policy in the risk-aware scenario. Due to the randomness in the long-term returns, it is more preferable to model the distributions rather than the expectations over returns. Since the distribution intrinsically captures all the stochasticity of a random variable, a proper modeling of it will benefit the value function estimation.

In the past few years, distributional RL has achieved considerable advance in various single-agent domains [13] [14] [15] [16] [17]. Generally, it predicts the distribution over returns instead of a scalar mean value by leveraging either a categorical distribution [13] or a quantile function [15]. Although these works provide some insights for MARL in
terms of stochasticity modeling, they cannot be directly applied to the value-based MARL. Specifically, different from distributional single-agent reinforcement learning (SARL), the key challenge in value-based distributional MARL is how to integrate the individual distributional Q-values into global distributional Q-value under the Distributional-Individual-Global-Max (DIGM) principle [18].

To our best knowledge, there exist few works focusing on distributional MARL [18, 19] . RMIX [19] only models the individual Q-values with distributions, which mainly aims to trade off the expectation and variation (risk) in action selection. Only one recent work, DMIX [18], parameterizes both the individual and global Q-values with quantile function. However, DMIX still approximates the distribution of the expected return with the expectation of the individual ones, suffering the loss of rich information in individual Q-value distributions.

In this work, we propose a novel distributional MARL method, named DQMIX. Our method models both individual Q-value distributions and global Q-value distribution by categorical distribution. In this way, the distributions of individual Q-values capture the uncertainty of the environment from each agent’s perspective while the distribution of global Q-value directly approximates the randomness of the total return. To integrate the individual distributions into the global distribution, we define five basic operations, namely Weighting, Bias, Convolution, Projection and Function, which can realize several transformations of the distribution and the combination of multiple distributions. Given these fundamental operations, we design the distribution mixing network, where the parameters of the Weighting and Bias operations are generated by the hypernetwork conditioned on the global state. Furthermore, we provide a theoretical analysis that DQMIX satisfies DIGM principle with respect to the expectation of distribution when the parameters of Weighting operation are non-negative and the Function operation is monotonically increasing.

To evaluate the capability of DQMIX in distribution factorization, we test it on a simple stochastic matrix game, in which the true return distributions are known. The results reveal that the distributions estimated by our method are very close to the true return distributions. Beyond that, we perform experiments on a range of unit micromanagement benchmark tasks in StarCraft II [20]. The results on StarCraft II micromanagement benchmark tasks show that DQMIX significantly outperforms the value-based MARL baselines. Furthermore, we analyze the impact of the hyperparameter—the size of the support set of categorical distribution, and figure out that a size of 51 is sufficient to obtain considerable performance.

2 Background and Related Work

In this section, we introduce some background knowledge for convenience of understanding the content of this paper. First, we discuss the problem formulation of a fully cooperative MARL task. Next, we introduce the concept of deep multi-agent Q-learning. After that, we present the CTDE paradigm and recent representative value function factorization methods in this field. Finally, we describe the concept of distributional RL and summarize the related studies.

2.1 Decentralized Partially Observable Markov Decision Process

A fully cooperative multi-agent task is usually modeled as a Decentralized Partially Observable Markov Decision Process (Dec-POMDP) [21], following most of recent works in cooperative MARL domain. Dec-POMDP can be described as a tuple \( \mathcal{M} = (\mathcal{S}, \mathcal{Z}, \mathcal{A}, r, P, O, \mathcal{N}, \gamma) \), where \( \mathcal{S} \) is a finite set of global states, \( \mathcal{Z} \) is the set of individual observations and \( \mathcal{A} \) is the set of individual actions. At each time step, each agent \( g_i \in \mathcal{N} := \{g_1, \ldots, g_N\} \) selects an action \( a_i \in \mathcal{A} \), forming a joint action \( a := [a_1]_{i=1}^N \in \mathcal{A}^N \). This results in a transition on the environment according to the state transition function \( P(s'|s, a) : \mathcal{S} \times \mathcal{A}^N \times \mathcal{S} \to [0, 1] \) and the environment returns a joint reward (i.e., team reward) \( r(s, a) : \mathcal{S} \times \mathcal{A}^N \to \mathbb{R} \) shared among all agents. \( \gamma \in (0, 1) \) is the discount factor. Each agent \( g_i \) can only receive an individual and partial observation \( a_i \), according to the observation function \( O(s, i) : \mathcal{S} \times \mathcal{N} \to \mathcal{Z} \). And each agent \( g_i \) has an action-observation history \( \tau_i \in \mathcal{T} := (\mathcal{Z} \times \mathcal{A})^* \), which can be used to construct its individual policy \( \pi_i(a_i|\tau_i) : \mathcal{T} \times \mathcal{A} \to [0, 1] \).

The objective of a fully cooperative multi-agent task is to learn a joint policy \( \pi := [\pi_i]_{i=1}^N \) so as to maximize the expected cumulative team reward.

2.2 Deep Multi-Agent Q-Learning

As one of the most naive multi-agent Q-learning algorithms, independent Q-learning (IQL) [22], learns decentralized policy for each agent independently. IQL is simple to implement but suffers from the non-stationarity of environment and may lead to non-convergence of the policy. To this end, many multi-agent Q-learning algorithms [23, 24, 25, 26, 27] are dedicated to learning a global Q-value function:

\[
Q_{tot}(\tau, a) = \mathbb{E}_{s_1:n, a_1:\infty} \left[ \sum_{t=0}^{\infty} \gamma^t r_t | s_0 = s, a_0 = a \right], \tag{1}
\]
where \( \tau \) is the joint action-observation history and \( r_t \) is the team reward at time \( t \). Similar to DQN \[28\], deep multi-agent Q-learning algorithms \[23, 24\] represent the global Q-value function with a deep neural network parameterized by \( \theta \), and then use a replay memory to store the transition tuple \((\tau, a, r, \tau')\). Parameters \( \theta \) are learnt by sampling a batch of transitions \( \{(\tau^{(i)}, a^{(i)}, r^{(i)}, \tau'^{(i)})\}_{i=1}^{n} \) to minimize the following TD error:

\[
L(\theta) = \sum_{i=1}^{n} \left[ (y^{(i)} - Q_{\text{tot}}(\tau^{(i)}, a^{(i)}; \theta))^{2} \right],
\]

where \( y^{(i)} = r^{(i)} + \gamma \max_{a'} Q_{\text{tot}}(\tau'^{(i)}, a'; \theta) \). \( \theta \) are the parameters of the target network that are copied every \( n \) steps from \( \theta \). The joint policy can be derived as: \( \pi(\tau) = \arg\max_{a} Q_{\text{tot}}(\tau, a; \theta) \).

### 2.3 CTDE and Value Function Factorization

In cooperative MARL, fully decentralized methods \[22, 29\] are scalable but suffer from non-stationarity issue. On the contrary, fully centralized methods \[30, 31\] mitigate the non-stationarity issue but encounter the challenge of scalability, as the joint state-action space grows exponentially with the number of agents. To combine the best of both worlds, a popular paradigm called centralized training with decentralized execution (CTDE) has drawn substantial attention recently. In CTDE, agents take actions based on local observations and are trained to coordinate their actions in a centralized way. During execution, the policy of each agent mainly relies on its local action-observation history, which guarantees the decentralization.

Recent value-based MARL methods realize CTDE mainly by factorizing the global Q-value function into individual Q-value functions \[23, 24, 25\]. To ensure the collection of individual optimal actions of each agent during execution are equivalent to the optimal actions selected from global Q-value, value function factorization methods have to satisfy the following IGM \[25\] condition:

\[
\arg\max_{a} Q_{\text{tot}}(\tau, a) = \left( \arg\max_{a_1} Q_1(\tau_1, a_1), \ldots, \arg\max_{a_N} Q_N(\tau_N, a_N) \right).
\]

As the first attempt of this stream, VDN \[23\] represents the global Q-value function as a sum of individual Q-value functions. Considering that VDN ignores the global information during training, QMIX \[24\] assigns the non-negative weights to individual Q-values with a non-linear function of the global state. These two factorization methods are equivalent to the optimal actions selected from global Q-value, value function factorization methods have to satisfy the following IGM \[25\] condition:

\[
\arg\max_{a} Q_{\text{tot}}(\tau, a) = \left( \arg\max_{a_1} Q_1(\tau_1, a_1), \ldots, \arg\max_{a_N} Q_N(\tau_N, a_N) \right).
\]

### 2.4 Distributional RL

Distributional RL aims to approximate the distribution of returns (i.e., the discounted cumulative rewards) denoted by a random variable \( Z(s, a) \), whose expectation is the scalar value function \( Q(s, a) \). Similar to the Bellman equation of Q-value function, the distributional Bellman equation can be defined by

\[
Z(s, a) \stackrel{D}{=} R(s, a) + \gamma Z(s', a'),
\]

where \( s' \sim P(\cdot \mid s, a), a' \sim \pi(\cdot \mid s') \), and \( A \stackrel{D}{=} B \) denotes that random variables \( A \) and \( B \) have the same distribution. As revealed in Eq. (4), \( Z(s, a) \) involves three sources of randomness: the reward \( R(s, a) \), the transition \( P(\cdot \mid s, a) \), and the next-state value distribution \( Z(s', a') \) \[13\]. Then, we have the distributional Bellman optimality operator \( T^* \) as follows:

\[
T^* Z(s, a) \stackrel{D}{=} R(s, a) + \gamma Z(s', a', \arg\max_{a'} E[Z(s', a')])
\]

Based on the distributional Bellman optimality operator, the objective of distributional RL is to reduce the distance between the distribution \( Z(s, a) \) and the target distribution \( T^* Z(s, a) \). Therefore, a distributional RL algorithm must address two issues: how to parameterize the return distribution and how to choose an appropriate metric to measure the distance between two distributions. To model the return distribution, many RL methods in SARL domain are proposed with promising results \[13, 14, 15, 16, 17\]. In this paper, we employ the categorical distribution \[13\], which represents the distribution with probability masses placed on a discrete set of possible returns, and then minimize the Kullback–Leibler (KL) divergence between the Bellman target and the current estimated return distribution.
To apply transformation and combination on random variables with categorical distribution, we define five basic operations as illustrated in Figure 1(b) and elaborate each of them in the following.

### 3 Method

In this section, we first define five basic operations on the distribution of random variables. Next, we introduce the DQMIX framework, including modeling the distributions of individual Q values, and integrating the individual distributions into the global distribution through a distribution mixing network. Then, we prove that our method satisfies the DIGM principle. Finally, we present the training and execution strategy.

#### 3.1 Basic Operations on Distribution

Let \( X \) be a discrete random variable, following a categorical distribution, denoted by \( X \sim (M, V_{\min}, V_{\max}, P) \), where \( M \in \mathbb{N}, V_{\min}, V_{\max} \in \mathbb{R} \); its support is a set of atoms \( \{x_j = V_{\min} + j\Delta x : 0 \leq j < M\} \), \( \Delta x := \frac{V_{\max} - V_{\min}}{M-1} \) and \( P \) represents the atom probability, i.e.,

\[
X = x_j \quad \text{w.p.} \quad p_j.
\]

To apply transformation and combination on random variables with categorical distribution, we define five basic operations as illustrated in Figure 1(b) and elaborate each of them in the following.

**Operation 1. [Weighting]** Analogous to the scaling operation to a scalar variable, the weighting operation \( W_w \) to scale up a discrete random variable by \( w \in \mathbb{R} \) is defined as follows:

\[
W_w X := w x_j \quad \text{w.p.} \quad p_j.
\]

The Weighting operation over a distribution can be abbreviated as \( w \cdot X \).

**Operation 2. [Bias]** Analogous to the panning operation to a scalar variable, the bias operation \( B_b \) to pan a discrete random variable by \( b \in \mathbb{R} \) is defined as follows:

\[
B_b X := x_j + b \quad \text{w.p.} \quad p_j,
\]

which is abbreviated as \( X + b \).

**Operation 3. [Convolution]** To combine the two random variables \( X_1 \sim (M_1, V_{1,\min}, V_{1,\max}, P_1) \) and \( X_2 \sim (M_2, V_{2,\min}, V_{2,\max}, P_2) \) with the same atom interval \( \Delta x \), we define the convolution operation \( \text{Conv}(\cdot, \cdot) \) as follows:

\[
\text{Conv}(X_1, X_2) := x_j^* \quad \text{w.p.} \quad p_j^*,
\]

where \( x_j^* = V_{1,\min} + V_{2,\min} + \Delta x \cdot j \),

and \( 0 \leq j < M_1 + M_2 - 1 \). Let \( \tilde{M} := M_1 + M_2 - 1 \). If \( M_1 \geq M_2 \), then

\[
p_j^* = \begin{cases} 
\sum_{k=0}^{j} p_{1,k} p_{2,j-k} & 0 \leq j < M_2 \\
\sum_{k=j-M_2+1}^{j} p_{1,k} p_{2,j-k} & M_2 \leq j < M_1 \\
\sum_{k=j-M_1+1}^{M_1-1} p_{1,k} p_{2,j-k} & M_1 \leq j < \tilde{M}
\end{cases}
\]

Figure 1: (a) The overall DQMIX architecture. (b) The five basic operations on distribution of random variables. Operations (1)-(5) represent Weighting, Function, Bias, Projection and Convolution, respectively.
If $M_1 < M_2$, then

$$p_j^* = \begin{cases} 
\sum_{k=0}^{j} p_{1,j-k}p_{2,j} & 0 \leq j < M_1 \\
\sum_{k=j-M_1+1}^{j} p_{1,j-k}p_{2,j} & M_1 \leq j < M_2 \\
\sum_{k=j-M_1+1}^{M_2-1} p_{1,j-k}p_{2,j} & M_2 \leq j < M 
\end{cases}$$  \hspace{1cm} (12)

Conv($X_1, X_2$) is abbreviated as $X_1 * X_2$.

**Operation 4. [Projection]** Considering projecting random variable distribution of $[x_j]$ to atoms $[\hat{x}_k]$ where $\{\hat{x}_k = \hat{V}_{\min} + k\Delta\hat{x} : 0 \leq k < K\}$, $\Delta\hat{x} := \frac{\hat{V}_{\max} - \hat{V}_{\min}}{K-1}$, we define the projection operation $\Phi_{[\hat{x}_k]}$ as follows:

$$\Phi_{[\hat{x}_k]} X := \hat{x}_k \text{ w.p. } \sum_j 1 - \left| \frac{[x_j]\hat{V}_{\max} - \hat{x}_k}{\Delta\hat{x}} \right| p_j, \hspace{1cm} (13)$$

where $[\cdot]^*$ bounds its argument in the range $[a, b]$.

**Operation 5. [Function]** To apply non-linear operation over a random variable, we define the function operation $F_j, f : \mathbb{R} \rightarrow \mathbb{R}$ as follows:

$$F_j X := f(x_j) \text{ w.p. } p_j, \hspace{1cm} (14)$$

which is abbreviated as $f(X)$.

### 3.2 Framework of DQMIX

In this section, we give a detailed illustration of our method, DQMIX. The overview of our proposed network architecture is shown in Figure 1(a).

For each agent, we parameterize its individual Q-value distribution with categorical distribution, which has high flexibility to approximate any shape of the distribution. Assume the support set of the agent’s distribution, denoted as $[z] = \{z_1, z_2, \cdots, z_M | z_1 \leq \cdots \leq z_M, M \in \mathbb{N}\}$, is uniformly distributed over the predefined range $[\hat{V}_{\min}, \hat{V}_{\max}]$, where $\hat{V}_{\min}, \hat{V}_{\max} \in \mathbb{R}$ are the minimum and maximum returns, respectively. Note that all the individual Q-value distributions share the same support set.

Based on the above assumption, learning individual distributions is equivalent to learning the atom probabilities. For each agent, there is one agent network $\theta : \mathcal{Z} \times \mathcal{A} \rightarrow \mathbb{R}^M$, that estimates the probabilities of atoms in the support set. Take agent $g_i$ as an example, at each time step, its agent network receives the current individual observation $o^i_t$ and the last action $a^i_{t-1}$ as input, and generates the atom probabilities as follows:

$$Z_i(\tau_i, a_i) = z_j \text{ w.p. } \frac{e^{g_i(\tau_i, a_i)}}{\sum_k e^{g_k(\tau_i, a_i)}},$$

where $j \in \{1, \cdots, M\}$ and $\tau_i$ denotes the agent $g_i$’s action-observation history. For scalability, parameters $\theta$ are shared among all agents.

To integrate the individual Q-value distributions $\{Z_1(\tau_1, a_1), \cdots, Z_N(\tau_N, a_N)\}$ into the global Q-value distribution $Z_{\text{tot}}(\tau, \mathbf{a})$, we propose the distribution mixing network, which is a multi-layer feed-forward neural network. Within each layer, we firstly apply Weighting operation in Eq. (7) over individual distributions. Given the transformed distributions, we adopt the Projection operation in Eq. (13) to ensure that the individual random variables share the same support set and then leverage the Convolution operation in Eq. (9) to integrate the transformed individual distributions. After that, the Bias operation in Eq. (8) is utilized to shift the integrated distribution. Inspired by the activation function in MLP, we employ the Function operation in Eq. (14) as the non-linear transformation to enhance the network representation capability (except for the last layer). Finally, the Projection operation in Eq. (13) is applied to control the size of the support set.

The sequence of operations of $k^{th}$ layer is formulated as follows:

1. $A^k_{i,j} := w^k_{i,j} \cdot Z^k_i$, \hspace{1cm} (Weighting)
2. $B^k_{i,j} := \Phi_{[z]}(A^k_{i,j})$, \hspace{1cm} (Projection)
3. $C^k_j := B^k_{1,j} * B^k_{2,j} * \cdots * B^k_{N,k,j}$, \hspace{1cm} (Convolution)
4. $D^k_j := C^k_j + b^k_j$, \hspace{1cm} (Bias)
5. $E^k_j := f(D^k_j)$, \hspace{1cm} (Function)
6. $Z^k_{j+1} := \Phi_{[z]}(E^k_j)$, \hspace{1cm} (Projection)
Figure 2: (a) The stochastic matrix game. Each agent \( g_i \in \{g_1, g_2\} \) takes an action \( a_i \in \{A^{(1)}, A^{(2)}\} \) and then receives a joint reward that is sampled from the corresponding distribution in the matrix. \( \mathcal{N}(\mu, \sigma^2) \) represents the gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \). The joint action \( \langle A^{(2)}, A^{(2)} \rangle \) results in a bimodal distribution \( \mathcal{N}(1, 2) + \mathcal{N}(8, 2) \), which means that the joint reward is sampled from \( \mathcal{N}(1, 2) \) or \( \mathcal{N}(8, 2) \) with equal probability. (b) The learned global Q-value distribution of DQMIX. \( \mu \) and \( \sigma^2 \) indicate the sampled mean and the sampled variance, respectively. (c)-(f) The total return distributions of joint action \( \langle A^{(1)}, A^{(1)} \rangle \), \( \langle A^{(2)}, A^{(1)} \rangle \), \( \langle A^{(1)}, A^{(2)} \rangle \) and \( \langle A^{(2)}, A^{(2)} \rangle \), respectively. The orange line represents the true return distribution (i.e., the sampled joint reward distribution). The green histogram shows the global Q-value distribution learned by DQMIX.

where \( i \in \{1, \cdots, N_k\} \), \( j \in \{1, \cdots, N_{k+1}\} \), and \( N_k \) is the number of input distributions of \( k^{th} \) layer. The parameters \( w^k_{i,j} \in \mathbb{R} \) and \( b^k_j \in \mathbb{R} \) are generated by the \( k^{th} \) hypernetwork conditioned on the global state. Note that each hypernetwork that generates \( w^k_{i,j} \) is followed by an absolute activation function, which guarantees that the parameters of the Weighting operations are non-negative.

### 3.3 DIGM Proof

To ensure the consistency between joint and individual greedy action selections, the distribution mixing network must satisfy the DIGM [18] condition, which is formulated as follows:

\[
\arg \max_a \mathbb{E} [Z_{tot} (\tau, a)] = \left( \begin{array}{c} \arg \max_{a_1} \mathbb{E} [Z_1 (\tau_1, a_1)] \\ \vdots \\ \arg \max_{a_N} \mathbb{E} [Z_N (\tau_N, a_N)] \end{array} \right).
\]

One sufficient condition for the distribution mixing network that meets the DIGM condition is that all operations meet the DIGM condition. The following propositions demonstrate that, under certain conditions, the five basic distribution operations, i.e., weighting, bias, convolution, projection and active function, satisfy the DIGM condition.

**Proposition 1.** If \( w \geq 0 \), then

\[
\arg \max_a \mathbb{E}[X(a)] = \arg \max_a \mathbb{E}[w \cdot X(a)].
\]

**Proposition 2.**

\[
\arg \max_a \mathbb{E}[X(a)] = \arg \max_a \mathbb{E}[X(a) + b].
\]

**Proposition 3.**

\[
\arg \max_{a_1, a_2} \mathbb{E}[X_1(a_1) \ast X_2(a_2)] = \left( \begin{array}{c} \arg \max_{a_1} \mathbb{E}[X_1(a_1)] \\ \arg \max_{a_2} \mathbb{E}[X_2(a_2)] \end{array} \right).
\]
We further evaluate DQMIX on the SMAC [20] benchmark, which is based on the popular real-time strategy game StarCraft II. The overall objective is to maximize the test win rate for each battle scenario. There are multiple units in the state-action space, and the agents must interact with the environment to achieve the goal. We train DQMIX on the matrix game for 2 million steps with full exploration (\(T_{\text{tot}}\)).

The proofs of Prop. 1, 2, and 5 are trivial. Here, we briefly explain the proofs of Prop. 3 and 4. For Prop. 3, we firstly visualize the true return distribution and the learned distribution of joint action in Figure 2(c)-(f). It can be observed that the estimated distributions are extremely close to the true ones, which can not be achievable by expected value function factorization methods. One advantage of learning the distribution of joint reward is that the agents can flexibly take the optimal actions under the different risk aversion rates. In this section, we first present our method on a simple stochastic matrix game to show DQMIX’s ability to approximate the true return distribution, we design a two-agent stochastic matrix game. Specifically, two agents jointly take actions and will receive a joint reward, which follows a distribution rather than a deterministic value. Since our method satisfies the DIGM condition, the policy learnt during centralized training can be directly applied to execution. During the inference phase, each agent chooses a greedy action \(a_i\) at each time step with respect to \(E[Z_i]\).

3.4 Training and Inference

In the training phase, each agent \(g_i\) interacts with the environment using the \(\epsilon\)-greedy policy over the expectation of individual Q-value distribution, i.e., \(\mathbb{E}[Z_i] = \sum_j p_{i,j} z_j\). The transition tuple \((\tau, a, r, \tau')\) is stored into a replay memory. Then, the learner randomly fetches a batch of samples from the replay memory. The network is optimized by minimizing the sample loss, i.e., the cross-entropy term of KL divergence:

\[
D_{KL}(\Phi^* T^* Z_{\text{tot}}(\tau, a; \theta^-) \mid\mid Z_{\text{tot}}(\tau, a; \theta)),
\]

where \(T^* Z_{\text{tot}}(\tau, a; \theta^-)\) is the Bellman target according to Eq. 5. \(\theta^-\) are the parameters of a target network that are periodically copied from \(\theta\), and \(\Phi\) is the projection of Bellman target onto the support of \(Z_{\text{tot}}(\tau, a; \theta)\).

Given Eq. 15, it can be easily inferred that Prop. 3 holds. For Prop. 4, we prove that the expectation of the distribution before and after projection remains unchanged. The detailed proofs are available in Appendix A.

4 Experiments

In this section, we first present our method on a simple stochastic matrix game to show DQMIX’s ability to approximate the true return distribution and the benefits of modeling the value distribution. Then, we carry out experiments on StarCraft Multi-Agent Challenge (SMAC) benchmark environment [20] to compare DQMIX with both the expected value based MARL methods [22, 23, 24, 25] and a distributional MARL model [18]. Finally, we study our method’s performance on SMAC in relation to the number of atoms. All of our experiments are conducted on GeForce RTX 2080Ti GPU. The implementation code is available at https://github.com/wudiymy/DQMIX.

4.1 Stochastic Matrix Game

Matrix game is widely adopted to test the effectiveness of the methods [24, 25, 18]. To demonstrate the capacity of DQMIX to approximate the true return distribution, we design a two-agent stochastic matrix game. Specifically, two agents jointly take actions and will receive a joint reward, which follows a distribution rather than a deterministic value. Here, we set the joint reward to follow a normal distribution or a mixture of normal distributions, as illustrated in Figure 2(a).

We train DQMIX on the matrix game for 2 million steps with full exploration (i.e., \(\epsilon\)-greedy exploration with \(\epsilon = 1\)). Full exploration ensures that DQMIX can explore all available game states, such that the representational capacity of the state-action value distribution approximation remains the only limitation [24]. As shown in Figure 2(b), the learned global Q-value distributions are close to the true return distributions in terms of the mean and variance. Moreover, we visualize the true return distribution and the learned distribution of joint action in Figure 2(c)-(f). It can be observed that the estimated distributions are extremely close to the true ones, which can not be achievable by expected value function factorization methods. One advantage of learning the distribution of joint reward is that the agents can flexibly take the optimal actions under the different risk aversion rates.

4.2 StarCraft II Micromanagement Benchmark

We further evaluate DQMIX on the SMAC [20] benchmark, which is based on the popular real-time strategy game StarCraft II. The overall objective is to maximize the test win rate for each battle scenario. There are multiple units in
Table 1: The final median, min and max test win rate comparison with the baselines IQL \cite{22}, VDN \cite{23}, QTRAN \cite{25}, QMIX \cite{24}, DMIX \cite{18}, on the SMAC benchmark. The solid line shows the median win rate and the shadow area represents the min to max win rate on 5 random seeds.

| Scenario       | Median(%) | Min(%) | Max(%) |
|----------------|-----------|--------|--------|
| corridor       | IQL       | VDN    | QTRAN  | QMIX   | DMIX   | DQMIX  |
| 10m_vs_11m     | 100.0     | 99.7   | 98.7   | 97.9   | 97.5   | 100.0  |
| 5m_vs_6m       | 98.7      | 97.9   | 97.5   | 97.3   | 96.9   | 100.0  |
| 3s5z           | 88.8      | 86.5   | 85.3   | 85.6   | 85.2   | 100.0  |
| 2c_vs_64zg     | 82.3      | 81.2   | 80.5   | 80.5   | 80.5   | 100.0  |
| 2s3z           | 82.3      | 81.2   | 80.5   | 80.5   | 80.5   | 100.0  |
| Average        | 90.5      | 73.0   | 70.7   | 65.5   | 63.7   | 77.1   |

Figure 3: The test win rate curves of DQMIX and the comparison algorithms IQL \cite{22}, VDN \cite{23}, QTRAN \cite{25}, QMIX \cite{24}, DMIX \cite{18} on the SMAC benchmark. The solid line shows the median win rate and the shadow area represents the min to max win rate on 5 random seeds.

To speed up the data collection, we use parallel runners to generate a total of 20 million timesteps data for each scenario and train network with a batch of 32 episodes after collecting every 8 episodes. Performance is evaluated every 10000 timesteps with 32 test episodes. We present the median, min, and max win rates on 5 random seeds for every method in every scenario.

Figure 3 shows the learning curves of DQMIX and the baselines on six SMAC scenarios, and their final median, min, max performance are presented in Table 1. We can observe that DQMIX consistently outperforms the baselines with faster convergence. As illustrated in Table 1 DQMIX is able to achieve the highest final min and max test win rate on most scenarios and the best median performance across all scenarios. Specifically, DQMIX obtains considerable...
improvements on the super hard scenario corridor, where the expected baselines perform very poorly. The leading performance of DQMIX on the SMAC benchmark confirms the effectiveness and importance of the value distribution in approximating multi-agent reinforcement learning.

4.3 Impact of the Atom Number

In this subsection, we conduct an ablation experiment to study DQMIX’s performance with respect to the number of atoms, which is the core hyperparameter in our framework. Figure 4 reports the test win rate curves of DQMIX on 5m_vs_6m by varying the number of atoms with the value of \( \{5, 11, 25, 51, 75\} \). It can be observed that the performance is extremely poor when the number of atoms is 5 and the test win rate reaches a better performance when the number is greater than 11. Besides, the increasing number of atoms brings about faster convergence. The results indicate that more atoms contribute to better performance and the marginal effect decreases as the number of atoms increases. This is consistent with the fact that, given the fixed value range, a support with more atoms has better expressive power and is more likely to be close to the true distribution. However, the richer support set leads to higher computational cost. Considering that the performance is approaching saturation when the support size is greater than 51, we set the number of atoms to be 51 throughout this work, so as to balance the effectiveness and efficiency.

5 Conclusion

In this paper, we propose DQMIX, a novel distributional value-based MARL method, which explicitly models the stochasticity in long-term returns by categorical distribution. To integrate the individual Q-value distributions into the global one, we design a distribution mixing network, of which the parameters are generated by hypernetwork conditioned on the global state. Theoretical analysis shows that DQMIX satisfies DIGM condition, which ensures the feasibility of decentralized execution. Empirical experiments on the stochastic matrix game and SMAC benchmark demonstrate the efficacy of DQMIX. Beyond that, the ablation study on the number of atoms further indicates that parametrizing the distribution with categorical distribution can balance effectiveness and efficiency.
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### A Proofs

In this section, we provide the proofs of the propositions discussed in this paper.

**Proposition 1.** If $w \geq 0$, then

$$\arg \max_a \mathbb{E}[X(a)] = \arg \max_a \mathbb{E}[w \cdot X(a)].$$

**Proof.**

$$\arg \max_a \mathbb{E}[w \cdot X(a)]
= \arg \max_a \sum_j p_j (w x_j)
\overset{(*)}{=} \arg \max_a \sum_j p_j x_j
= \arg \max_a \mathbb{E}[X(a)],$$

where $(*)$ is satisfied because $w \geq 0$. \hfill $\square$

**Proposition 2.**

$$\arg \max_a \mathbb{E}[X(a)] = \arg \max_a \mathbb{E}[X(a) + b].$$

**Proof.**

$$\arg \max_a \mathbb{E}[X(a) + b]
= \arg \max_a \sum_j p_j (x_j + b)
= \arg \max_a \sum_j p_j x_j
= \arg \max_a \mathbb{E}[X(a)].$$

$$\square$$

**Proposition 3.**

$$\arg \max_{a_1, a_2} \mathbb{E}[X_1(a_1) \ast X_2(a_2)] = \begin{pmatrix} \arg \max_{a_1} \mathbb{E}[X_1(a_1)] \\ \arg \max_{a_2} \mathbb{E}[X_2(a_2)] \end{pmatrix}.$$

**Proof.**

$$\mathbb{E}[X_1(a_1) \ast X_2(a_2)]
= \sum_{i=0}^{M_1-1} \sum_{j=0}^{M_2-1} p_{1,i} p_{2,j} (x_{1,i} + x_{2,j})
= \sum_{i=0}^{M_1-1} p_{1,i} \left( \sum_{j=0}^{M_2-1} p_{2,j} x_{1,i} + \sum_{j=0}^{M_2-1} p_{2,j} x_{2,j} \right)
= \sum_{i=0}^{M_1-1} p_{1,i} \left( x_{1,i} + \mathbb{E}[X_2(a_2)] \right)
= \sum_{i=0}^{M_1-1} p_{1,i} x_{1,i} + \mathbb{E}[X_2(a_2)]
= \mathbb{E}[X_1(a_1)] + \mathbb{E}[X_2(a_2)].$$
Given the above equation,

\[
\arg\max_{a_1,a_2} \mathbb{E}[X_1(a_1) \times X_2(a_2)]
\]

\[= \arg\max_{a_1,a_2} (\mathbb{E}[X_1(a_1)] + \mathbb{E}[X_2(a_2)])
\]

\[= \frac{\arg\max_{a_1} \mathbb{E}[X_1(a_1)]}{\arg\max_{a_2} \mathbb{E}[X_2(a_2)]}.
\]

**Proposition 4.** For any atoms \([x]\),

\[
\arg\max_a \mathbb{E}[X(a)] = \arg\max_a \mathbb{E}[\Phi_{\{x\}}(X(a))].
\]

**Proof.** Considering projecting random variable distribution of \([x_j]\) to atoms \([\hat{x}_k]\), let’s assume that the atom range after projection \([\hat{V}_{min}, \hat{V}_{max}]\) is enough to cover all atoms before projection, i.e., \(\forall 0 \leq j < M, x_j \in [\hat{V}_{min}, \hat{V}_{max}]\).

\(\forall x_j, \exists 1 \leq k_j < K, \text{s.t.} \hat{x}_{k_j-1} \leq x_j < \hat{x}_{k_j}, \text{i.e., the immediate neighbours of} x_j \text{ is} \hat{x}_{k_j-1} \text{ and} \hat{x}_{k_j}.\)

According to the definition of projection operation, the probability \(p_j\) in \(x_j\) is disassembled as \(\frac{\hat{x}_{k_j} - x_j}{\Delta \hat{x}} p_j\) in \(\hat{x}_{k_j-1}\) and \(\frac{\hat{x}_{k_j} - x_j}{\Delta \hat{x}} p_j\) in \(\hat{x}_{k_j}\).

\[
\mathbb{E}[\Phi_{\{x\}}(X(a))]
\]

\[= \sum_k \left( \sum_j \left[ 1 - \frac{|[x_j]_{\hat{V}_{min}} - \hat{x}_k|}{\Delta \hat{x}} \right] p_j \hat{x}_k \right)
\]

\[= \sum_j \left( \sum_k \left[ 1 - \frac{|[x_j]_{\hat{V}_{min}} - \hat{x}_k|}{\Delta \hat{x}} \right] p_j \hat{x}_k \right)
\]

\[= \sum_j \left( \frac{\hat{x}_{k_j} - x_j}{\Delta \hat{x}} p_j \cdot \hat{x}_{k_j-1} + \frac{\hat{x}_j - \hat{x}_{k_j-1}}{\Delta \hat{x}} p_j \cdot \hat{x}_{k_j} \right)
\]

\[= \sum_j \left( \frac{p_j}{\Delta \hat{x}} \left( (\hat{x}_{k_j} - x_j) \cdot (\hat{x}_{k_j} - \Delta \hat{x}) \right.ight.

\[+ (x_j - \hat{x}_{k_j} + \Delta \hat{x}) \cdot \hat{x}_{k_j} \right)
\]

\[= \sum_j p_j x_j
\]

\[= \mathbb{E}[X(a)].
\]

Therefore,

\[
\arg\max_a \mathbb{E}[\Phi_{\{x\}}(X(a))] = \arg\max_a \mathbb{E}[X(a)].
\]

**Proposition 5.** For any monotone increasing function \(f : \mathbb{R} \to \mathbb{R},

\arg\max_a \mathbb{E}[X(a)] = \arg\max_a \mathbb{E}[f(X(a))].

**Proof.**

\[
\arg\max_a \mathbb{E}[f(X(a))]
\]

\[= \arg\max_a \sum_j p_j (f(x_j))
\]

\[= \arg\max_a \sum_j p_j x_j
\]

\[= \arg\max_a \mathbb{E}[X(a)],
\]

\[13\]
where (*) is satisfied because of the monotonicity of function $f$. □