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ABSTRACT: We investigate whether there are attractor equations for $N=1$ flux vacua in generalized compactifications. We fill a gap in the existing literature by verifying analytically that the recently proposed susy attractors, for type IIB CY(3) orientifold compactifications with flux, do give supersymmetric minima of the relevant scalar potential. Furthermore, our considerations clarify various confusions about existing proposals for generalization of the flux vacua attractors to non-Kähler compactifications. We explore different possibilities for generalization and find attractor equations for $N=1$ Minkowski vacua only both for the heterotic string on SU(3) structure manifolds and for type IIA/B on SU(3) × SU(3) structure spaces.
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1. Introduction

The attractor mechanism was first discovered in the context of supersymmetric black holes (BH) in $N = 2$, $d = 4$ supergravity coupled to vector multiplets \cite{1-3}. In essence, it means that the near horizon geometry of the black holes does not change under smooth variations of the asymptotic values of the various scalar fields (moduli). In particular, the values of the moduli at the horizon are independent of the asymptotic values of the scalars and, instead, are completely determined by the BH electric and magnetic charges via a set of algebraic equations, called attractor equations. Subsequently, this kind of behaviour was established
for black holes in various extended supergravities and in different dimensions. For recent reviews see [4–6]; the enormous amount of literature on the topic is referenced therein.

It was realized in [7] that there is a technical similarity between the situation for BH attractors in $N = 2$, $d = 4$ and flux vacua compactifications of type IIB on CY(3) with O(3)/O(7) planes. More precisely, the relevant scalar potentials in the two cases have very similar forms and, in addition, in both cases the moduli spaces have special Kähler geometry; although the latter property is not present for a generic $N = 1$, $d = 4$ supergravity, in this context it is inherited from the $N = 2$ theory, obtained from IIB on a CY 3-fold without orientifolding. Inspired by this similarity, Kallosh argued that in the IIB case one can also write down attractor equations or, in other words, that for IIB CY(3) orientifolds the minimization of the effective $N = 1$ supergravity potential is equivalent to solving a simplified system of attractor equations.

Apart from being an interesting observation, the flux vacua attractors of [7] are potentially of significant importance for the problem of moduli stabilization in string theory. The latter is a long-standing problem whose resolution has only started taking shape in recent years. The issue is that string compactifications on CY 3-folds have many allowed deformations of the internal space, which do not cost any energy. Those deformations manifest themselves in 4d as scalar fields without a potential, called moduli. Since the various parameters of the four-dimensional effective theory (coupling constants, for example) depend on those moduli, the arbitrary values that the latter can take lead to lack of predictability of string theory.

This problem can be resolved by considering background fluxes [8, 9] and perturbative [10] and/or non-perturbative effects [11] that induce a potential for the moduli. For a comprehensive review on flux compactifications, see [12]. However, generically turning on background fluxes deforms the internal manifold away from Calabi-Yau. The resulting internal geometry can be described most efficiently in the language of SU(3) $\times$ SU(3) structures. These are the most general type II compactifications that give an effective $N = 2$ theory in 4d [13, 14]. The $N = 1$ vacua in this context, studied in [15], are a vast generalization of the IIB orientifolds considered in [7]. Unlike the IIB orientifolds though, the superpotential in these generalized compactifications depends on all relevant geometric moduli and so, in principle, it is possible to achieve moduli stabilization at the classical level.

SU(3) $\times$ SU(3) structure spaces are characterized by a pair of pure SO(6, 6) spinors $\Phi_+$ and $\Phi_-$, which for a CY(3) reduce to the familiar Kähler form $J$ and holomorphic 3-form $\Omega$. In general $\Phi_+$ ($\Phi_-$) is a sum of even (odd) forms of different degrees. It was shown in [16, 13, 14, 17] that the deformation spaces of $\Phi_+$ and $\Phi_-$ have special Kähler geometry. So it is a natural question to ask whether the new attractors of [7] can be extended to (at least some cases) of type II on SU(3) $\times$ SU(3) structure spaces. A positive answer would be of great value for the study of moduli stabilization in these compactifications. The reason is that generically the attractor equations are (significantly) simpler than the conditions one obtains directly from minimizing the scalar potential. In this paper we will explore whether there are attractors for $N = 1$ flux vacua in those generalized type II compactifications.

A more familiar special case of generalized geometry is provided by spaces with SU(3) structure. Type II on such non-Kähler manifolds can be obtained from the SU(3) $\times$ SU(3)
structure case by taking the diagonal SU(3) subgroup. For the heterotic string, however, the SU(3) structure compactifications are the most general ones, since the heterotic supersymmetry transformations are only sensitive to a single internal spinor. Clearly, heterotic non-Kähler compactifications provide another natural context, in which to search for generalizations of the flux vacua attractors of [7]. In fact, this issue was already addressed in [20]. Although that reference has a very good intuition, we disagree with the details. The reason things are more subtle than anticipated in [20], is the following. A key ingredient in Kallosh’s argument for IIB attractors is the generic expansion, derived in [23], of a suitable four-form flux in terms of basic geometric structures of a related CY(4). Now, generalized geometry structures are in principle much less understood than CY manifolds. And, in particular, the analogue of the expansion of [23] for the generalized case has not been established yet. So the approach to follow is to make a proposal and then verify that it works. In order to accomplish the latter step, it is very helpful to understand analytically how the new attractors satisfy the relevant supersymmetry conditions. So far, this has only been checked by numerical methods [21] and, as a result, it was not particularly clear which properties of the IIB CY orientifolds are essential and which are accidental regarding the existence of the new attractors. We perform an explicit analytical verification that the flux vacua attractors of [7] give supersymmetric minima of the relevant scalar potential. In doing so, we are led to the realization that a necessary condition is not satisfied in the single-Kähler-modulus conjecture of [20] for heterotic non-Kähler attractors. Despite that, we show that a slight modification of another proposal of [20] gives heterotic attractors for Minkowski vacua in the case of arbitrary number of Kähler moduli. Furthermore, we also find flux vacua attractor equations for type IIA/B on SU(3) × SU(3) structure spaces. We start by reviewing some necessary properties. Then we recall the known results for the superpotential and Kähler potential of generic \( \text{N}=1 \) truncations and

\footnote{I.e., even if the internal manifold has SU(3) × SU(3) structure, the heterotic string still feels only a single linear combination of the two internal spinors and so is effectively compactified only on an SU(3) structure manifold. We thank D. Waldram for a valuable discussion on this point.}

\footnote{Throughout this paper we only consider supersymmetric attractors.}

\footnote{Note that at the classical level the heterotic string has only Minkowski flux vacua, unlike type II strings. In order to obtain heterotic AdS vacua, one has to include quantum effects like, for example, gaugino condensation; see [24].}
find supersymmetric attractor equations, for Minkowski vacua only. Finally, in appendix A we present a technical computation, which completes the considerations of section 4.

2. Preliminaries

In this section we review some properties of special Kähler geometry, that will be needed throughout the paper. Also, as a useful preparation for the flux vacua attractors, we outline the derivation of the attractor equations for black holes in $N=2$, $d=4$ supergravity coupled to $n$ vector multiplets.

2.1 Special Kähler geometry

In a coordinate-independent way, a $2n$-real-dimensional special Kähler manifold is defined in terms of a symplectic section $\left( L^\Lambda, M_\Lambda \right)$, $\Lambda = 0, 1, \ldots, n$ (2.1) of an $\text{Sp}(2n+2)$ vector bundle over a Hodge-Kähler manifold, such that

$$i(\bar{L}^\Lambda M_\Lambda - L^\Lambda \bar{M}_\Lambda) = 1.$$ (2.2)

$L^\Lambda$ and $M_\Lambda$ are covariantly holomorphic functions of the coordinates $\{t^i, \bar{t}^\bar{i}\}$, also called moduli, that parametrize the special Kähler manifold. In other words,

$$D_i L^\Lambda = (\partial_i - \frac{1}{2} K_i) L^\Lambda = 0,$$ (2.3)

where clearly $D_i$ is the Kähler covariant derivative. Also, $D_i L^\Lambda = (\partial_i + \frac{1}{2} K_i) L^\Lambda$ and similarly for $M_\Lambda$. The relation between $(L^\Lambda(t), M_\Lambda(t))$ and the holomorphic section $(X^\Lambda(t), G_\Lambda(t))$ is the following:

$$L^\Lambda = e^{K/2} X^\Lambda, \quad M_\Lambda = e^{K/2} G_\Lambda,$$ (2.4)

where $\partial_i X^\Lambda = 0$ and $\partial_i G_\Lambda = 0$. The Kähler potential is given by

$$K = -\ln i(X^\Lambda G_\Lambda - X^\Lambda \bar{G}_\Lambda),$$ (2.5)

as can be seen from (2.2) and (2.4). From special geometry one has:

$$M_\Lambda = \mathcal{N}_{\Lambda\Sigma} L^\Sigma, \quad D_i M_\Lambda = \overline{\mathcal{N}}_{\Lambda\Sigma} D_i L^\Sigma, \quad (2.6)$$

where $\mathcal{N}_{\Lambda\Sigma}$ is a complex symmetric $(n+1) \times (n+1)$ matrix. Note that the Kähler weight of $\mathcal{N}_{\Lambda\Sigma}$ is 0, meaning that $D_\Sigma \mathcal{N}_{\Lambda\Sigma} = \partial_\Sigma \mathcal{N}_{\Lambda\Sigma}$. We will also need the following relations $[22]$:

$$\mathcal{N}_{\Lambda\Sigma} = G_{\Lambda\Sigma} + 2i \frac{(\text{Im} G_{\Lambda\Gamma})(\text{Im} G_{\Sigma\Pi}) L^\Gamma L^\Pi}{(\text{Im} G_{\Xi\Omega}) L^\Xi L^\Omega}$$ (2.7)

and

$$\text{Im} G_{\Lambda\Sigma} L^\Lambda D_i L^\Sigma = 0.$$ (2.8)

For more details on special Kähler geometry see $[22]$. 

– 4 –
2.2 BH attractors

Let us now briefly recall the well-known BH attractor equations \[2\]. To derive them, one considers the central charge

\[ Z = q_A L^A - p^A M_A , \]

which is a function of the moduli \( t^i, \tilde{t}^i \) and the black hole electric and magnetic charges \( p^A \) and \( q_A \) respectively. This function determines the black hole potential via

\[ V_{BH} = |Z|^2 + |D_i Z|^2 . \] (2.10)

The supersymmetric critical points of \( V_{BH} \) are given by the solutions of

\[ D_i Z = \left( \partial_i + \frac{1}{2} K_i \right) Z = 0 . \] (2.11)

Using that \( \partial_i N_{\Lambda \Sigma} L^\Sigma = 0 \) \[22\], one can solve the central charge minimization condition

\[ D_i \tilde{Z} = q_A D_i \tilde{L}^A - p^A N_{\Lambda \Sigma} D_i \tilde{L}^\Sigma = 0 \] (2.12)

for the charges in terms of the moduli. The result is the BH attractor equations \[2\]:

\[ p^A = i(\tilde{Z} L^A - Z \tilde{L}^A) , \quad q_A = i(\tilde{Z} M_A - Z \tilde{M}_A) , \] (2.13)

where the right hand side is understood to be evaluated at the BH horizon (more precisely, at a fixed point in the near horizon geometry). Clearly, this also implies that the values of the moduli at the horizon are fixed in terms of the BH charges.

3. New attractors

In \[7\], Kallosh formulated a generalization of the attractor equations (2.13) for the case of type IIB CY(3) orientifold compactifications. The motivation for this is the following. The supergravity potential for the effective \( N = 1, d = 4 \) description,

\[ V = |DZ|^2 - 3|Z|^2 \quad \text{with} \quad Z = e^{\frac{i}{2} W} , \] (3.1)

is very similar to (2.10) and, furthermore, the \( N = 1 \) theory inherits certain special geometry properties from the \( N = 2 \) one, obtained by compactifying type IIB on a CY(3). In order to be able to state the new attractor equations, let us first recall a few useful facts about the special Kähler geometry of type IIB CY compactifications.

3.1 Type IIB on a CY(3)

We denote by \( \alpha_a \) and \( \beta^a \) the basis of CY 3-forms and by \( (A^a, B_a) \) their dual 3-cycles. Then the holomorphic sections are given by

\[ X^a(z) = \int_{A^a} \Omega \quad \text{and} \quad G_a(z) = \int_{B_a} \Omega , \] (3.2)
where $\Omega$ is the holomorphic 3-form of the CY manifold and $z^i$ are the complex structure moduli. In terms of an expansion in $(\alpha_a, \beta^a)$, one can write:

$$\Omega = X^a \alpha_a - G_a \beta^a. \quad (3.3)$$

The Kähler potential for the complex structure moduli of the CY is

$$K = -\ln i \int \Omega \wedge \bar{\Omega} = -\ln i (X^a G_a - X^a \bar{G}_a). \quad (3.4)$$

Before turning to the flux vacua attractor equations of [7], it is useful to recall a derivation of the BH attractors in the context of black holes in IIB compactifications on CY(3) [3, 7]. In this context the central charge is

$$Z = e^{\frac{K}{2}} \int H \wedge \Omega, \quad (3.5)$$

where $H$ is the NS 3-form flux. We can expand the latter in the $(\alpha_a, \beta^a)$ basis:

$$H = p^a \alpha_a - q^a \beta^a. \quad (3.6)$$

However, we can also write $H$ in the following way:

$$H = i[\bar{Z} \hat{\Omega} - K^{ij} (D_j \bar{\bar{D}}_i \hat{\Omega}) + c.c.], \quad (3.7)$$

where $\hat{\Omega} = e^{\frac{K}{2}} \Omega$ and there are no terms proportional to $D_i D_j \hat{\Omega}$ because the latter can be expressed in terms of $\bar{D}_i \bar{D}_j \hat{\Omega}$ due to special geometry. Now, since in a supersymmetric minimum $D_i Z = 0$, for black hole attractors the above expression for $H$ becomes:

$$H = i(\bar{Z} \hat{\Omega} - Z \hat{\bar{\Omega}}). \quad (3.8)$$

Using (3.3), (2.4) and (3.6), one can immediately see that (3.8) gives precisely the attractor equations (2.13).

### 3.2 Flux vacua attractors

The idea in [7] is to use for flux compactifications an expansion of the fluxes analogous to (3.7) and, by evaluating its right-hand side at the flux vacua, to obtain attractor equations like (3.8). The equations, that one obtains in this way, are then equivalent to the minimization of the scalar potential in this class of flux compactifications. More precisely, [7] considers type IIB on a CY(3) with O3/O7 planes. In this case, the RR and NS 3-form fluxes can be decomposed as:

$$H = p^a \alpha_a - q^a \beta^a \quad \text{and} \quad F = p^a \alpha_a - q^a \beta^a. \quad (3.9)$$

---

4 As in [7], we use different notation for the indices and moduli in the IIB CY orientifold case, in order to distinguish it from the general discussion in section 2.  
5 This is different from the original derivation in [4].
The superpotential of the effective $N = 1$ four-dimensional theory is:

$$W = \int (F - \tau H) \wedge \Omega = (q_{fa} - \tau q_{ha}) X^a - (p_f^a - \tau p_h^a) G_a ,$$  \hspace{1cm} (3.10)

where $\tau$ is the axion-dilaton. The Kähler potential for $\tau$ and for the complex structure moduli is:

$$K = - \ln[-i(\tau - \bar{\tau})] - \ln[i \int \Omega \wedge \bar{\Omega}] .$$  \hspace{1cm} (3.11)

Similarly to before, one takes the central charge to be:

$$Z = e^K W = e^K \int [F \wedge \Omega + H \wedge (-\tau \Omega)] .$$  \hspace{1cm} (3.12)

In order to write attractor equations, one needs to extend special geometry to the moduli space containing both the axion-dilaton and the complex structure moduli. To do that, Kallosh introduces new symplectic sections,

$$\Xi = \begin{pmatrix} \Xi_1 \\ \Xi_2 \end{pmatrix} = \begin{pmatrix} \Omega \\ -\tau \Omega \end{pmatrix} ,$$  \hspace{1cm} (3.13)

in terms of which one can write:

$$K = - \ln \left( \int (\Xi_1 \wedge \bar{\Xi}_2 - \Xi_2 \wedge \bar{\Xi}_1) \right) \quad \text{and} \quad Z = e^K \int (F \wedge \Xi_1 + H \wedge \Xi_2) .$$  \hspace{1cm} (3.14)

Now, using that at a supersymmetric minimum $D_A Z = 0$ with $A = \tau, i$ and taking $D_A D_B Z = 0$ as in special geometry, Kallosh infers that the attractor equations for flux vacua, analogous to (3.8), are:

$$\begin{pmatrix} p_h^a \\ q_{ha} \\ p_f^a \\ q_{fa} \end{pmatrix} = e^K \begin{pmatrix} WX^a + W \bar{X}^a \\ \bar{W} G_a + W \bar{G}_a \\ \tau W X^a + \tau W \bar{X}^a \\ \tau \bar{W} G_a + \tau W \bar{G}_a \end{pmatrix} ,$$  \hspace{1cm} (3.15)

where the right-hand side is understood to be evaluated at the susy minima. However, as pointed out in [7], the extended moduli space containing the axion-dilaton is described by special geometry only partially. More precisely, $D_A D_B Z$ does not have to vanish in general. When $D_A D_B Z \neq 0$, it is useful to introduce the following notation:

$$F_4 = -\alpha \wedge F + \beta \wedge H , \quad \int_{T^2} \alpha \wedge \beta = 1 ,$$  \hspace{1cm} (3.16)

where $T^2$ is the auxiliary torus in the F-theory description of type IIB vacua (i.e., as F-theory compactifications on CY 4-folds of the form $CY(4) = (CY(3) \times T^2)/\mathbb{Z}_2$). Then the expansion

$$F_4 = \bar{Z} \bar{\Omega}_4 - \bar{D}^4 \bar{Z} D_A \bar{\Omega}_4 + \bar{D} \bar{\Omega} \bar{Z} D_B \bar{\Omega}_4 + \text{c.c.} ,$$  \hspace{1cm} (3.17)
derived in [22] (see also [24]), implies according to [4] the generalized attractor equations:

\[
\begin{pmatrix}
    p^0_A \\
    q^a_B \\
    p^i_I \\
    q_{fa}
\end{pmatrix}
= \begin{pmatrix}
    \bar{Z}L^a + Z\bar{L}^a \\
    Z M_a + Z N_a \\
    \tau Z L^a + \bar{\tau} Z\bar{L}^a \\
    \tau Z M_a + \bar{\tau} Z\bar{M}_a
\end{pmatrix} + \begin{pmatrix}
    \bar{Z}\omega D_I L^a + Z\omega \bar{D}_I \bar{L}^a \\
    Z\omega D_I M_a + Z\omega \bar{D}_I \bar{M}_a \\
    \bar{\tau} \bar{Z}\omega D_I L^a + \tau \bar{Z}\omega \bar{D}_I \bar{L}^a \\
    \tau \bar{Z}\omega D_I M_a + \tau \bar{Z}\omega \bar{D}_I \bar{M}_a
\end{pmatrix}.
\]  

(3.18)

As before, the right-hand side is understood to be evaluated at the supersymmetric flux vacua. Also, here \( A = (\Omega, I) \) are flat indices associated with the orthonormal frame \( e^a_A \) such that \( g^{\hat{a}\hat{b}} e^a_A e^\hat{b}_{\hat{B}} = \delta_{A\hat{B}} \), where the curved indices are \( \hat{a} = (0, i) \) with 0 corresponding to \( \tau \) and \( i \) to the complex structure moduli. In particular, \( Z\omega = D\omega D^I Z \) with \( D\omega = e^a_B D^a \) and \( D^I = e^I_J D^J \). In (3.17), \( \hat{\Omega}_4 \) is given by \( \hat{\Omega}_4 = \hat{\Omega}_1 \wedge \hat{\Omega}_1 \), where \( \hat{\Omega} = e^{K_{CS}} \Omega \) is the covariantly holomorphic 3-form of the CY(3) and \( \hat{\Omega}_1 \) is a covariantly holomorphic 1-form on the \( T^2 \). Finally, in (3.18) \( L^a = e^{K/2} X^a \) with \( K \) given in (3.11) and similarly for \( M_a \). Thus, unlike [22], now we have \( i(L^a M_a - \bar{L}^a \bar{M}_a) = e^{K_{CS}} \), where \( K_{CS} = -\ln[-i(\tau - \bar{\tau})] \). For a more detailed review of the new attractors of [4], see [23].

As already mentioned in the introduction, it will be of great use for the generalization to heterotic on SU(3) structure and type II on SU(3) × SU(3) structure spaces to have an analytical understanding of how the new attractor equations (3.17) and (3.18) give solutions to the supersymmetry conditions \( DZ = 0 \). To the best of our knowledge, such an explicit analytical verification has not been written down so far in the literature (for a numerical check see [24]). In the next section we will fill this gap.

### 4. Verifying new attractors

In this section we will show by analytical means that the new attractor equations imply automatically the supersymmetry conditions \( D_A Z = 0 \), where \( A = z^i, \tau \). Although this is just a confirmation of the derivation of [4], it will be of great use for the generalizations that we will turn to in section 5. Now, in the \( D_A D_B Z = 0 \) case we will see that the flux vacua attractors can be derived in pretty much the same way as the BH attractor equations. However, the general \( D_A D_B Z \neq 0 \) case is more involved and we will only be able to verify that, when the new attractors hold, the supersymmetry conditions are satisfied. In both cases, though, it will become clear that, in addition to special Kähler geometry, there is another property that is of crucial importance. Namely, this is the particular form of the Kähler potential for the axion-dilaton.

#### 4.1 \( D_A D_B Z = 0 \) case

Let us first consider (3.15). To see how these equations follow from (3.14), let us rewrite the Kähler potential in (3.14) in such a way that it acquires the same form as in (3.4):

\[
K = -\ln[\bar{X}^a(\tau G_a) + X^a(\bar{\tau} \bar{G}_a) - (\tau X^a)\bar{G}_a - (\bar{\tau} \bar{X}^a)G_a] \\
= -\ln[i(\bar{X}^a \bar{G}_a - X^a \bar{G}_a) + i(\bar{\bar{X}}^a G_a - \bar{X}^a \bar{G}_a)],
\]  

(4.1)
where we have introduced the notation \( \tilde{X}^a = -i\tau X^a \) and \( \tilde{G}_a = -i\tau G_a \). Note that, unlike the BH case in which \( X^a \) and \( G_a \) were paired, now the pairs of sections are \( (X^a, \tilde{G}_a) \) and \( (\tilde{X}^a, G_a) \). In terms of these, the superpotential (3.10) becomes:

\[
W = q_{fa} X^a - (-ip_{f^a}^h) \tilde{G}_a + (-iq_{ha}) \tilde{X}^a - p_{f^a} G_a .
\]

(4.2)

It is clear now that for the doubled sections \( X^{a'} = (X^a, \tilde{X}^a) \) and \( G_{a'} = (\tilde{G}_a, G_a) \) and the electric and magnetic charge vectors \( q_{a'} = (q_{fa}, -iq_{ha}) \) and \( p_{a'} = (-ip_{f^a}^h, p_{f^a} ) \) one has exactly the same situation as for the original BH attractors, subsection 2.2. Hence, one can derive the generalized attractor equations (3.15) from the susy conditions \( D_\tau Z = 0 \) in exactly the same way that equations (2.13) were derived in [2]. One finds:

\[
\begin{pmatrix}
- ip_{f^a}^h \\
q_{fa} \\
p_{f^a} \\
- iq_{ha}
\end{pmatrix} = i e^K \begin{pmatrix}
- (W X^a + W \tilde{X}^a) \\
W \tilde{G}_a - W \tilde{G}_a \\
W \tilde{X}^a - W \tilde{X}^a \\
- (W G_a + W \tilde{G}_a)
\end{pmatrix} .
\]

(4.3)

Substituting \( \tilde{X}^a = -i\tau X^a \), \( \tilde{G}_a = -i\tau G_a \) in the above expressions and rearranging the order of the rows, one obtains exactly (3.15).

This derivation is so simple that one may be tempted to think that the generalization of the BH attractor equations to \( N = 1 \) flux vacua in type IIB is a mere triviality. However, once we turn to the more general case, namely equations (3.18), it will be clear that this is not so. In fact, one can already see at this stage that things are nontrivial by noticing that we have defined \( \tilde{L} \) and \( \tilde{M} \) in the same way as \( \tilde{X} \) and \( \tilde{G} \) above, i.e. \( \tilde{L}^a = -i\tau L^a \) and \( \tilde{M}_a = -i\tau M_a \). Then we have:

\[
D_\tau Z = q_{fa} D_\tau L^a - iq_{ha} D_\tau \tilde{L}^a - p_{f^a} D_\tau M_a + ip_{f^a} D_\tau \tilde{M}_a .
\]

(4.5)

Note that \( L^a(\tau, z^i) \) and \( M_a(\tau, z^i) \) are related to \( X^a(z^i) \) and \( G_a(z^i) \), respectively, via the total Kähler potential (3.11). Therefore

\[
D_\tau L^a = \left( \partial_\tau + \frac{1}{2} K_\tau \right) L^a = K_\tau L^a
\]

(4.6)

and similarly \( D_\tau M_a = K_\tau M_a \). Using the latter relations, together with \( D_\tau \tilde{L}^a = -i L^a - i\tau D_\tau L^a \) and \( D_\tau \tilde{M}_a = -i M_a - i\tau D_\tau M_a \), and substituting the charges from (3.13) we find:

\[
D_\tau Z = (\tau \hat{Z} M_a + \hat{\tau} Z M_a) K_\tau L^a - (\hat{Z} M_a + Z \hat{\tau} M_a)(1 + \tau K_\tau)L^a \\
- (\tau \hat{Z} L^a + \hat{\tau} Z L^a) K_\tau M_a + (\hat{Z} L^a + Z \hat{\tau} L^a)(1 + \tau K_\tau)M_a \\
= -iZ(1 - \hat{\tau} K_\tau + \tau K_\tau)e^{K(\tau)} ,
\]

(4.7)

\(^\text{6}\)Clearly, the derivation of [3] is modified (in an obvious way) for the purely imaginary charges \( -ip_{f^a}^h \) and \( -iq_{ha} \).
where in the second equality we have used that $i(\hat{L}^a M_a - L^a \bar{M}_a) = e^{K(\tau)}$ with $K(\tau)$ being the $\tau$-dependent part of the Kähler potential (3.11), i.e. $K(\tau) = -\ln[-i(\tau - \bar{\tau})]$. Hence, making use of

$$K(\tau) = -\frac{1}{\tau - \bar{\tau}},$$

we find that (4.7) gives $D_\tau Z = 0$, which is exactly what we wanted to show.

Note that relation (4.8) is essential in the proof that the new attractor equations give solutions to the susy condition $D_\tau Z = 0$. In other words, the special geometry inherited by the $N = 1$ theory is not enough by itself, contrary to previous expectations in the literature. This observation is of crucial importance regarding proposed generalizations of the flux vacua attractors of [7] to heterotic non-Kähler compactifications [20]. We will elaborate further on this in section 5.

4.2 $D_AD_BZ \neq 0$ case

Now let us turn to the generalized equations (3.18). It is not clear to us how to extend the argument presented in (4.1)–(4.3) to the case $D_AD_BZ \neq 0$. So, instead of trying to obtain (3.18) from $DZ = 0$, we will simply verify that, when equations (3.18) hold, the susy minimum conditions $D_\tau Z = 0$ and $D_\tau Z = 0$ are automatically satisfied. In that regard, it is instructive to see first how that works for the original equations (2.13).

For easier comparison with [2], let us consider $D_\tau \bar{Z}$ instead of $D_\tau Z$. Substituting the charges from (2.7), we find:

$$D_\tau \bar{Z} = q_A D_\tau L^A - p^A N_{\Lambda\Sigma} D_\tau \bar{L}^\Sigma = -i Z (M_\Lambda - \bar{L}^\Sigma N_{\Sigma\Lambda}) D_\tau \bar{L}^\Lambda .$$

(4.9)

Since $N_{\Lambda\Sigma}$ is complex, in other words $N_{\Lambda\Sigma} \bar{L}^\Sigma \neq M_\Lambda$, the above expression does not vanish in an obvious way. Nevertheless, one can show that it is in fact zero by using a couple of properties of special geometry. For that purpose, let us rewrite (4.9) as:

$$D_\tau \bar{Z} = -i Z \bar{L}^\Lambda (\bar{N}_{\Lambda\Sigma} - N_{\Lambda\Sigma}) D_\tau \bar{L}^\Sigma .$$

(4.10)

Now, from (2.7) and its complex conjugate, we have:

$$\bar{N}_{\Lambda\Sigma} - N_{\Lambda\Sigma} = G_{\Lambda\Sigma} - \bar{G}_{\Lambda\Sigma} - 2 \frac{(\text{Im}G_{\Lambda\Gamma})(\text{Im}G_{\Sigma\Pi})}{(\text{Im}G_{\Xi\Omega})} \left( \frac{L^\Gamma \bar{L}^\Pi}{L^\Xi \bar{L}^\Omega} + \frac{\bar{L}^\Gamma L^\Pi}{\bar{L}^\Xi L^\Omega} \right) .$$

(4.11)

Substituting this in (4.10) and using that $(\text{Im}G_{\Sigma\Pi})L^\Pi D_\tau \bar{L}^\Sigma = 0$, see (2.8), we find that the $(L^\Gamma L^\Pi)/(L^\Xi L^\Omega)$ term drops out and the remaining terms give:

$$D_\tau \bar{Z} = -i Z D_\tau \bar{L}^\Sigma \times$$

$$\times \frac{2i}{(\text{Im}G_{\Xi\Omega})L^\Xi \bar{L}^\Omega} (\text{Im}G_{\Lambda\Sigma}) L^\Lambda (\text{Im}G_{\Xi\Omega}) \bar{L}^\Xi \bar{L}^\Omega - (\text{Im}G_{\Lambda\Gamma}) \bar{L}^\Gamma (\text{Im}G_{\Sigma\Pi}) L^\Pi \equiv 0 .$$

(4.12)

Note that, whereas the presence of $D_\tau \bar{L}^\Sigma$ in (4.10) was essential for the vanishing of the $(L^\Gamma L^\Pi)/(L^\Xi L^\Omega)$ term, the cancellation in (4.12) works because of the $\bar{L}^\Lambda$ multiplier. For future use, let us extract explicitly the special geometry property that follows from the considerations (4.9)–(4.12):

$$M_\Lambda D_\tau L^\Lambda - L^\Lambda D_\tau M_\Lambda = L^\Lambda (N_{\Lambda\Sigma} - \bar{N}_{\Lambda\Sigma}) D_\tau \bar{L}^\Sigma = 0 .$$

(4.13)
Now let us go back to the generalized attractor equations for flux vacua \((3.18)\). We will show that they imply \(D_i Z = 0\) in a manner similar to the one in the previous paragraph. From \((4.14)\), we have:

\[
D_i Z = q_f a D_i L^a - i q_h a D_i \tilde{L}^a - p^a_f D_i M_a + i p^a_h D_i \tilde{M}_a .
\]

Substituting the charges with their corresponding expressions in \((3.18)\), we find:

\[
D_i Z = (\tau \bar{Z} M_a + \bar{\tau} Z M_a) D_i L^a - (\tau \bar{Z} L^a + \bar{\tau} Z \bar{L}^a) D_i M_a
\]

\[\]

\[
+ i(\bar{Z} M_a + Z \bar{M}_a) D_i \tilde{L}^a + i(\bar{Z} L^a + Z \bar{L}^a) D_i \tilde{M}_a
\]

\[\]

\[
- i(\bar{Z}^{\underline{ij}} D_j M_a + Z^{\underline{ij}} D_j \bar{M}_a) D_i L^a + i(\bar{Z}^{\underline{ij}} D_j L^a + Z^{\underline{ij}} D_j \bar{L}^a) D_i \bar{M}_a ,
\]

where we have rearranged the various terms in a convenient way. One can immediately notice that the first line vanishes for exactly the same reasons as in the BH case. Namely, due to \(D_i M_a = \bar{N}_{ab} D_i L^b\) and \(M_a = N_{ab} L^b\), the \(Z\) terms cancel out right away,\(^7\) whereas the proof that the \(\bar{Z}\) terms vanish follows exactly the arguments leading to \((4.13)\). Now let us turn to the second line in \((4.15)\). Since \(D_i \bar{M}_a = -i \tau D_i M_a\) and \(D_i \bar{L}^a = -i \bar{\tau} D_i L^a\), it is clear that this line too gives zero in precisely the same way as for the BH case in the previous paragraph. Of course, it is not surprising that so far nothing new was needed since the first two lines of \((4.15)\) come from the attractor equations \((3.13)\) for the \(D_A D_B Z = 0\) case, which is related to the BH attractors in a very simple way as we saw in the beginning of Subsection \([4.7]\). The new ingredients in the present case are the last two lines in \((4.14)\). So one might expect that some additional special geometry properties may be needed in order to verify their vanishing. Indeed, if one wants to follow the same logic as for the first two lines, namely to cancel the terms on the third line among themselves (and the same for the terms on the fourth line), one runs into a problem. More precisely, whereas the \(\bar{Z}^{\underline{ij}}\) terms cancel out right away,\(^8\) the \(Z^{\underline{ij}}\) terms give:

\[
\tau Z^{\underline{ij}} D_j L^b (\bar{N}_{ab} - \tilde{N}_{ab}) D_i L^a = -i \tau Z^{\underline{ij}} g_{i\bar{j}} \neq 0 ,
\]

where we have used equation \((3.10)\) in \([22]\). This result may look worrisome. However, interestingly enough things work out in a much simpler way. Namely, the \(Z^{\underline{ij}}\) terms on the third line cancel in a straightforward manner with the \(\bar{Z}^{\underline{ij}}\) terms on the fourth line due to \(D_i \bar{L}^a = -i \bar{\tau} D_i L^a\) and \(D_i \bar{M}_a = -i \tau D_i M_a\). Finally, the \(\bar{Z}^{\underline{ij}}\) terms on the fourth line cancel each other similarly to the \(Z^{\underline{ij}}\) terms in the third line. So we have shown that when the new attractor equations \((3.18)\) are satisfied, then one also has that \(D_i Z = 0\).

To complete the proof that \((3.18)\) give solutions to the supersymmetry conditions, we also need to verify that they imply \(D_i \bar{Z} = 0\). For that purpose, we again consider \((4.13)\):

\[
D_i \bar{Z} = q_f a D_i L^a - i q_h a D_i \tilde{L}^a - p^a_f D_i M_a + i p^a_h D_i \tilde{M}_a .
\]

\(^7\) In \((4.10)\) the \(\bar{Z}\) terms were canceling for that reason; the difference is obviously due to the fact that there we were considering \(D_i \bar{Z}\) instead of \(D_i Z\).

\(^8\) This time one only needs to use \(D_i M_a = \bar{N}_{ab} D_i L^b\) in both terms (together with \(\bar{N}_{ab} = N_{ba}\)).
As before, we will substitute here the charges with their corresponding expressions from \( (3.18) \). Recall that we have already shown the vanishing of all terms that do not contain \( Z^I_0 \) or \( \bar{Z}^I_0 \) (see equations \( (4.7)\)–\( (4.8) \) and the discussion around them). So we are left with:

\[
D_\tau Z = (\bar{\tau} \bar{Z}^I_0 D_1 M_a + \tau Z^I_0 \bar{D}_1 \bar{M}_a) K_\tau L^a - (\bar{\tau} Z^I_0 D_1 L^a + \tau \bar{Z}^I_0 \bar{D}_1 \bar{M}_a)(1 + \tau K_\tau) L^a
- (\bar{\tau} \bar{Z}^I_0 D_1 L^a + \tau Z^I_0 \bar{D}_1 \bar{M}_a) K_\tau M_a + (\bar{\tau} Z^I_0 \bar{D}_1 \bar{M}_a - L^a \bar{M}_a) + Z^I_0 (M_a D_1 L^a - L^a D_1 M_a)(1 + (\tau - \bar{\tau}) K_\tau) \). \tag{4.18}
\]

Clearly the \( Z^I_0 \) term vanishes due to \( D_i(\bar{L}^a M_a - L^a \bar{M}_a) = 0 \), whereas the \( \bar{Z}^I_0 \) term is zero because of either \( (4.8) \) or \( (4.13) \). Thus, we conclude that indeed equations \( (3.18) \) lead to \( D_\tau Z = 0 \). Note that, unlike \( (4.7) \), the vanishing of \( (4.18) \) follows entirely from the special Kähler geometry of the complex structure moduli, regardless of the form of the Kähler potential for \( \tau \).

In this section we showed that the new attractor equations \( (3.18) \) automatically give solutions to the susy conditions. In principle, one also needs to verify that they are compatible with \( (4.4) \), i.e. that the right-hand side of \( (4.4) \), with charges substituted from their attractor expressions, gives exactly \( Z \). This is not expected to be an issue for the concrete case of \( (3.18) \) though, since \( \int_X F_4 \wedge \hat{\Omega}_4 = \int_X \hat{\bar{\Omega}}_4 \wedge \hat{\Omega}_4 = Z \) with \( X_4 = (CY(3) \times T^2)/\mathbb{Z}_2 \), as noted in \( \[7\] \). Nevertheless, for completeness we explain in appendix A why in general \( DZ = 0 \) can have spurious solutions and go on to show explicitly that the new attractors \( (3.18) \) do indeed satisfy \( (4.4) \).

5. Generalizations

It is natural to ask whether the flux vacua attractors of \( \[7\] \) are a peculiarity of type IIB CY orientifolds with flux or whether they are a special case of a more general picture. This question is of significant importance, since if the attractor mechanism could be extended to generic \( N = 1 \) flux vacua, that would provide a new perspective on moduli stabilization. With this motivation in mind, let us now explore the various possibilities for generalizing Kallosh’s new attractor equations.

5.1 Heterotic on non-Kähler manifolds

A first possibility for generalization, addressed in \( \[20\] \), is to consider the heterotic string on non-Kähler manifolds. Before scrutinizing the details of this proposal, let us first review some basic properties of SU(3) structure manifolds and recall the arguments of \( \[20\] \) in favour of this avenue for generalization of the flux vacua attractors.

5.1.1 SU(3) structure compactifications

Generically, heterotic string compactifications with background fluxes require the internal manifold to have SU(3) structure, instead of SU(3) holonomy. Such manifolds are still characterized by the existence of an almost complex structure \( J \) and a holomorphic three-form \( \Omega \). However, unlike for a CY, \( J \) and \( \Omega \) are not closed with respect to the Levi-Civita
connection. Their non-closedness is encoded in five torsion classes; for more details see [20]. What is important for us is that the complex and Kähler structure moduli spaces are special Kähler manifolds with Kähler potentials [13]:

\[
K_J = -\ln i \int \langle e^{-J_c}, e^{-J_c} \rangle = -\ln \frac{4}{3} \int J \wedge J \wedge J ,
\]

\[
K_\Omega = -\ln i \int \langle \Omega, \bar{\Omega} \rangle = -\ln i \int \Omega \wedge \bar{\Omega} ,
\]

(5.1)

where \( J_c = B + iJ \) and the bracket \( \langle , \rangle \) denotes the Mukai pairing, defined by:

\[
\langle \varphi, \psi \rangle = -\varphi_1 \wedge \psi_5 + \varphi_3 \wedge \psi_4 - \varphi_5 \wedge \psi_1 \quad \text{for odd forms}
\]

\[
\langle \varphi, \psi \rangle = \varphi_0 \wedge \psi_0 - \varphi_2 \wedge \psi_4 + \varphi_4 \wedge \psi_2 - \varphi_6 \wedge \psi_0 \quad \text{for even forms}
\]

(5.2)

with \( \varphi_p \) being the \( p \)-form component of the mixed-degree form \( \varphi \) and similarly for \( \psi \). The moduli of the compactification arise from the expansion of \( e^{-J_c} \) and \( \Omega \) in terms of a basis of forms [13]:

\[
e^{-J_c} = X^0(t) + X^\alpha(t) \omega_\alpha - G_\alpha(t) \bar{\omega}^\alpha - G_0(t) \star 1 ,
\]

\[
\Omega = X^T(z) \alpha_T - G_T(z) \beta_T ,
\]

(5.3)

where \( t^\alpha \) and \( z^i \) denote the Kähler and complex structure moduli respectively, \( \langle \alpha_T, \beta_T \rangle \) are a basis for the 3-forms and \( 1, \omega_\alpha, \bar{\omega}^\alpha, \star 1 \) are a basis for the 0-, 2-, 4- and 6-forms.\(^9\) Denoting \( \omega_A \equiv (1, \omega_\alpha) \) and \( \bar{\omega}^A \equiv (\star 1, \bar{\omega}^\alpha) \), we can write:\(^10\)

\[
e^{-J_c} = X^A(t) \omega_A - G_A(t) \bar{\omega}^A .
\]

(5.4)

The basis forms introduced above satisfy:

\[
\int \langle \alpha_T, \beta_T \rangle = -\int \langle \beta_T, \alpha_T \rangle = \delta^T_J , \quad \int \langle \alpha_T, \alpha_T \rangle = 0 = \int \langle \beta_T, \beta_T \rangle ,
\]

\[
\int \langle \omega_A, \bar{\omega}^B \rangle = -\int \langle \bar{\omega}^B, \omega_A \rangle = \delta^B_A , \quad \int \langle \omega_A, \omega_B \rangle = 0 = \int \langle \bar{\omega}^A, \bar{\omega}^B \rangle ,
\]

(5.5)

where the integration is over the internal manifold and the Mukai pairing \( \langle , \rangle \) was defined in \([12]\). Also, the pairing of any even form with any odd form gives zero. For a generic SU(3) structure manifold, these basis forms are not harmonic. Instead, they satisfy the following differential conditions [13, 27]:

\[
d\omega_\alpha = m_\alpha^T \alpha_T - e_{I\alpha}^T \beta_T , \quad d\bar{\omega}^\alpha = 0 , \quad d\alpha_T = e_{I\alpha} \bar{\omega}^\alpha , \quad d\beta_T = m_\alpha^T \bar{\omega}^\alpha ,
\]

(5.6)

\(^9\)It is beneficial to consider \( e^{-J_c} \), instead of just \( J_c \), in order to easily view SU(3) structure manifolds as a special case of the more general SU(3) \( \times \) SU(3) structure spaces. Recall that the latter are most naturally described in terms of a pair of pure spinors (\( \Phi_+ \), \( \Phi_- \)), which for SU(3) structure reduces to \( (e^{-J_c}, \Omega) \). We will give more details on SU(3) \( \times \) SU(3) structure spaces in the next subsection.

\(^{10}\)The index notation in \([12] \) and \([27] \) differs from the one in \([20] \); we have adopted it for future convenience, i.e. for easier comparison with the literature on SU(3) \( \times \) SU(3) structure compactifications that we will be considering in Subsection 5.2.
where the constant matrices $m_\alpha^\tau$ and $e_{\alpha I}$ are constrained by

$$m_\alpha^\tau e_{I\beta} - e_{I\alpha} m_\beta^\tau = 0 \quad (5.7)$$

in order to ensure the nilpotency of the exterior differential. We should note that the constraint (5.7) is relevant for the standard embedding. For nonstandard embeddings, the BI of the NS 3-form flux $H$ is non-trivial and this may result in other restrictions on the fluxes/charges \[27\]. As in \[20\], we will not consider the gauge moduli and will only concentrate on the geometric ones here.

Now, recall that the superpotential in the heterotic case is \[28\]:

$$W = \int (H + dJ_c) \wedge \Omega. \quad (5.8)$$

Comparing (5.3) with \[e^{-J_c} = 1 - J_c + \frac{1}{2} J_c \wedge J_c - \frac{1}{6} J_c \wedge J_c \wedge J_c, \quad (5.9)\]

we can see that $X^0 = 1$ and $J_c = -X^\alpha(t)\omega_\alpha$. Taking, as usual, the special coordinates to be $t^\alpha = X^\alpha/X^0$, we then have $J_c = -t^\alpha\omega_\alpha$. Using this, together with (5.6) and the decomposition of the NS flux as

$$H = p^\alpha_{I} + q^\alpha_{I}, \quad (5.10)$$

one finds that the superpotential (5.8) acquires the following form \[20\]:

$$W = (q^\alpha_{I} - t^\alpha e_{I\alpha}) X^\tau(z) - (p^\tau - t^\alpha m^\tau_\alpha) G^\tau(z). \quad (5.11)$$

This expression resembles a lot the superpotential (3.10) for the case of IIB CY orientifolds, considered in \[7\]. The similarity with the IIB case is even more apparent by rewriting (5.11) as:

$$W = \int (H - t^\alpha F_\alpha) \wedge \Omega, \quad (5.12)$$

where $F_\alpha \equiv d\omega_\alpha$. Specializing to the case of a single Kähler modulus $t$, one has $W_{\text{het}} = \int (H - tF) \wedge \Omega$, which looks exactly like the type IIB superpotential $W_{\text{IIB}} = \int (F - \tau H) \wedge \Omega$. This, together with the fact that the complex structure moduli space in both cases has special Kähler geometry, inspired the author of \[20\] to make a particular conjecture for heterotic attractors. Before considering an arbitrary number of Kähler moduli, let us first examine more carefully this single-modulus conjecture.

### 5.1.2 Single Kähler modulus

The conjecture of \[20\] is that for the case of a single Kähler modulus $t$, one has $W_{\text{het}} = \int (H - tF) \wedge \Omega$, which looks exactly like the type IIB superpotential $W_{\text{IIB}} = \int (F - \tau H) \wedge \Omega$. This, together with the fact that the complex structure moduli space in both cases has special Kähler geometry, inspired the author of \[20\] to make a particular conjecture for heterotic attractors. Before considering an arbitrary number of Kähler moduli, let us first examine more carefully this single-modulus conjecture.
down the proposed attractor equations in the more concise manner used in [20]. Introducing the following notation: \( L^2 = e^{(K_J + K_H)/2} X^2 \) and \( M^2 = e^{(K_J + K_H)} G_Z \), together with \( V = (L^2 , M^2) \), \( Q_F = (m^2 , e_Z) \) and \( Q_H = (p^2 , q_Z) \), they acquire the form:

\[
\begin{align*}
\left( \begin{array}{c} Q_F \\ Q_H \end{array} \right) &= \left( \begin{array}{c} 2 \text{Re}(\bar{Z}V) \\ 2 \text{Re}(tZV) \end{array} \right) + \left( \begin{array}{c} 2 \text{Re}(g^{ij} e_i^e D_l D_k Z D_j \bar{V}) \\ 2 \text{Re}(t g^{ij} e_i^e D_l D_k Z D_j \bar{V}) \end{array} \right), \\
&= \left( \begin{array}{c} 2 \text{Re}(\bar{Z}V) + 2 \text{Re}(tZV) \\ 2 \text{Re}(t g^{ij} e_i^e D_l D_k Z D_j \bar{V}) \end{array} \right).
\end{align*}
\]

(5.13)

To verify this conjecture, one has to check that the proposed attractor equations (5.13) imply the supersymmetry conditions \( D_i Z = 0 \) and \( D_t Z = 0 \). This computation follows closely our considerations in section 4 regarding the attractors of [7]. From those considerations, it is immediately clear that the form of the first derivative of the Kähler potential with respect to \( t \) is of crucial importance. More precisely, while the vanishing of \( D_t Z \) is due to the special Kähler geometry of the complex structure moduli exactly as in section 4, the \( D_t Z \) derivative vanishes only if

\[ 1 - iK_t + tK_t = 0, \]

(5.14)
as in (4.7). Now, it is easy to convince oneself that (5.14) is, in fact, not satisfied, the reason being that the expression for \( K_t \) is not exactly the same as that for \( K_r \). To be more explicit, let us write out the relevant Kähler potential. For a single Kähler modulus we

\[
K_t = -\ln i \int (e^{-J_c}, e^{-\bar{J}_c}) = -\ln \left[ \frac{i}{6} (\bar{t} - t)^3 \right],
\]

(5.15)

where we have used that

\[
e^{-J_c} = e^\omega = 1 + t \omega + \frac{t^2}{2} \omega \wedge \omega + \frac{t^3}{6} \omega \wedge \omega \wedge \omega
\]

(5.16)

and also the definition of the Mukai pairing in (5.2).\(^{12}\) Alternatively, one can compute \( K_J \) by substituting \( J = \frac{1}{2} (t - \bar{t}) \omega \) into \( K_J = -\ln \frac{1}{4} \int J \wedge J \wedge J \), finding again (5.15). So we see that

\[
\partial_t K_J = -\frac{3}{t - \bar{t}}
\]

(5.17)

and hence

\[
1 + (t - \bar{t}) \partial_t K_J = -2,
\]

(5.18)

which implies that \( D_t Z \neq 0 \) as explained above.

It might seem that one could compensate the problematic factor of 3 in (5.17) by introducing suitable numerical coefficients in front of the different rows on the right-hand

\(^{11}\)In [20], the proposed conjecture differs from (5.13) by having \((K_t)^{-1}\) instead of the vielbein \(e_i^e\). For the original new attractors of [7], one has \((K_t)^{-1} = e_i^e\) due to the specific form of the Kähler potential for \( \tau \) in that case. In general, however, \((K_t)^{-1} \neq e_i^e\). In any case, our subsequent arguments are independent of which one of those two options is taken in (5.13).

\(^{12}\)We have also assumed the normalization \( \int \omega \wedge \omega \wedge \omega = 1 \). Clearly, any other normalization only gives a constant numerical factor in front of the bracket inside the logarithm in (5.15) and therefore is irrelevant for the computation of any derivatives of \( K_J \).
side of \((5.13)\). Unfortunately, however, this is not possible. The reason is that the 1 and the \(t\) term in the expression \(1 + (t - \bar{t}) \partial_t K_j\) have the same origin, whereas the \(\bar{t}\) term has different origin. In other words, if one multiplies the rhs of the \(Q_F\) rows in \((5.13)\) with a numerical constant \(r\) and the rhs of the \(Q_H\) rows with another constant \(s\), then one finds that \(1 + (t - \bar{t}) \partial_t K_j \rightarrow r + (rt - st) \partial_t K_j\). Clearly, no choice of \(r\) and \(s\) can make the last expression vanish for arbitrary \(t\).

An additional problem with the proposal \((5.13)\) is that it is not properly normalized. Indeed, the analogue of the computation in \((A.6)\) does not give \(Z\). Instead, one finds that:
\[
(q_{I\bar{J}} - t e_T) L_T^0 - (p^2 - t m^2) M_I^0 = (6Z)/(t - \bar{t})^2.
\]
However, recall that at the classical level the heterotic string has only Minkowski susy vacua, unlike type IIB.\(^\text{13}\) And when \(Z = 0\) the above two problems of \((5.13)\), namely with the normalization and with \(D_i Z \neq 0\), actually disappear. So one might be inclined to conclude that the proposal \((5.13)\) works since, although it describes only Minkowski attractors, in the heterotic case this is all that is necessary. We would like to caution, though, that the attractor equations are supposed to originate from an expansion that is valid everywhere in moduli space, not just at the supersymmetric extrema. Hence, the relevant expressions have to be normalized correctly for any \(Z \neq 0\), even when they only give vacua for \(Z = 0\). As a last remark, let us also mention that \((5.13)\) is not of the form that generalizes properly to arbitrary number of Kähler moduli, as we will see in the following.

In this subsubsection we showed that the single-Kähler-modulus conjecture \((5.13)\) fails. This does not mean that there are no heterotic attractors, just that one should not treat the Kähler modulus similarly to the axion-dilaton in \((3.18)\). Instead, for the successful formulation of heterotic attractor equations it is essential that the Kähler and complex structure moduli be treated on equal footing. In order to understand how to do that, it is instructive to consider in more detail the case of several Kähler moduli. This will also lead us to a technical motivation to look at type II SU(3) \(\times\) SU(3) structure compactifications in the search for generalizations of the flux vacua attractors. (The physical motivation, of course, is that they are the most general extension of the situation considered in \([3]\); in the realm of geometric compactifications.)

### 5.1.3 Heterotic attractors

Let us now turn to the general case of arbitrary number of Kähler moduli. It is convenient to introduce the notation: \(m_0^T = -p^T\) and \(e_{I0} = -q_{I}\). Then, in terms of \(m_A^T = (m_0^T, m_\alpha^T)\) and \(e_{IA} = (e_{I0}, e_{I\alpha})\), one can write \((5.11)\) as:
\[
W = m_A^T G_T(z) X^A(t) - e_{IA} X^A(z) X^A(t),
\]
where we have used that \(X^0(t) = 1\) and \(X^\alpha = t\). Clearly, it is most natural to define the covariantly holomorphic sections \((L^T, M_T)\) and \((L^A, M_A)\) in the usual way, unlike the sections in \((3.18)\) and \((5.13)\), so that the special Kähler geometries of the complex and Kähler structure moduli factorize. I.e, we define:
\[
L^T = e^{K/2} X^T, \quad M_T = e^{K/2} G_T; \quad L^A = e^{K/2} X^A, \quad M_A = e^{K/2} G_A.
\]

\(^{13}\)See \([3]\) for more details on heterotic AdS vacua in the presence of a gaugino condensate.
In terms of these sections, the central charge becomes:

$$Z = e^{(K_{\alpha} + K_{\bar{\alpha}})/2}W = m^T_A M_A L^A - e^{I_A} L^I L^A. \quad (5.21)$$

This nice expression suggests that it may be useful to introduce the double-symplectic section $[20]$:

$$\hat{\mathcal{V}} = e^{(K_{\alpha} + K_{\bar{\alpha}})/2}(\Omega \otimes e^{-J_c}), \quad (5.22)$$

or in more detail:

$$\hat{\mathcal{V}} = (L^T \alpha_I - M_I \beta_I) \otimes (L^A \omega_A - M_A \tilde{\omega}_A)$$

$$= L^T L^A \alpha_I \otimes \omega_A - M_I L^A \beta_I \otimes \omega_A - L^I M_A \alpha_I \otimes \tilde{\omega}^A + M_I M_A \beta_I \otimes \tilde{\omega}^A. \quad (5.23)$$

Then, using (5.3), one can verify that the central charge (5.21) can be written as:

$$Z = - \int \langle \hat{Q}, \hat{\mathcal{V}} \rangle, \quad (5.24)$$

where $\hat{Q} \equiv - F_A \otimes \tilde{\omega}^A$ with $F_A = m^T_A \alpha_I - e^{I_A} \beta_I$; the minus in the definition of $\hat{Q}$ ensures that this generalized “flux” is in the same basis as (5.23).

Now, it is tempting to propose, similarly to $[20]$, that there are supersymmetric attractor equations for heterotic flux vacua of the form:

$$\hat{Q} = 2 \text{Re} (\tilde{Z} \hat{\mathcal{V}} + g^{ij} g^{\alpha \beta} D_i D_j \hat{\mathcal{V}} \hat{D}_i \hat{D}_j \hat{Z}). \quad (5.25)$$

Notice that, unlike in $[20]$, this proposal has to contain Re and not Im in order to be consistent with (5.24), since the normalization of the doubled section is:

$$\int \langle \tilde{\mathcal{V}}, \hat{\mathcal{V}} \rangle = (L^T M_I - L^I \tilde{M}_I)(L^A M_A - L^A \tilde{M}_A) = (-i)^2 = -1. \quad (5.26)$$

Although at first sight (5.25) might look like a natural generalization of (5.13), it is in fact somewhat different. Indeed, more explicitly it states that:

$$m^T_A = Z L^T M_A + Z L^I \tilde{M}_A + Z^{i \alpha} D_i L^T D_\alpha M_A + Z^{\tilde{i} \alpha} D_{\tilde{i}} L^T D_\alpha \tilde{M}_A,$$

$$e^{I_A} = Z M_I M_A + Z M_I \tilde{M}_A + Z^{i \alpha} D_i M_I D_\alpha M_A + Z^{\tilde{i} \alpha} D_{\tilde{i}} M_I D_\alpha \tilde{M}_A, \quad (5.27)$$

where $Z^{i \alpha} \equiv D^i \tilde{D}^{\alpha} Z = g^{ij} g^{\alpha \beta} D_j D_\beta Z$. These expressions for $m^T_A$ and $e^{I_A}$ do not reduce to (5.13) when there is only one Kähler modulus because $(e^{K_I}/2, e^{K_I}/2 \omega^I)$ is $L^A$, not $M_A$, and also because of the minus signs in $m^T_0 = -p^T$ and $e_{I0} = -q_I$. This is a good sign, given that the conjecture (5.13) does not work as we saw above. So it is worth exploring the proposal (5.27) in more detail. Before turning to that however, let us make an important remark.

By comparing (5.23) with $\hat{Q} = -m^T_A \alpha_I \otimes \tilde{\omega}_A + e^{I_A} \beta_I \otimes \tilde{\omega}^A$, it is easy to realize that in the case of the heterotic string some of the possible charges are identically zero. The general case corresponds to a generalized flux of the form:

$$Q = m^T_A \alpha_I \otimes \omega_A - \tilde{e}^I_T \beta_I \otimes \omega_A - m^T_A \alpha_I \otimes \tilde{\omega}^A + e^{I_A} \beta_I \otimes \tilde{\omega}^A, \quad (5.28)$$
or in other words to the charge matrix

$$Q = \begin{pmatrix} \tilde{m}^T A & m^T A \\ e^T A & e^T A \end{pmatrix}$$

(5.29)

that appears in type II SU(3) × SU(3) structure compactifications \[14, 7\] (it was also introduced in \[20\]).\(^{14}\) In such compactifications all elements of \(Q\) can be non-vanishing, unlike the SU(3) structure case in which \(\tilde{m}^T A \equiv 0 \equiv e^T A\).

Let us now go back to the proposal (5.27). Substituting it in \(D_j Z\), we find:

$$D_j Z = m^T A (\tilde{m}^T A + e^T A) L^A - e^T A (\tilde{m}^T A + e^T A) L^A$$

$$= \tilde{Z} M_A L^A L^T (\tilde{N}_{IJ} - N_{IJ}) D_j L^J + Z M_A L^A D_j (L^T M_I - L^T M_I)$$

$$+ \tilde{Z} \bar{\alpha} L^A (D_\alpha M_A) (D_I L^T N_{IJ} D_J L^J - D_I L^T N_{IJ} D_J L^J)$$

$$+ Z \bar{\alpha} L^A (D_\alpha \bar{M}_A) D_I (L^T D_J M_I - \bar{M}_I D_J L^T) = 0,$$

(5.30)

where each of the \(Z, \tilde{Z}, Z \bar{\alpha}\) and \(\tilde{Z} \bar{\alpha}\) terms vanishes separately due to the special Kähler geometry of the complex structure moduli; see (2.4) and (4.13) and also recall that \(\tilde{N}_{IJ} = \bar{N}_{IJ}\). On the other hand, the derivative with respect to the Kähler moduli gives:

$$D_\beta Z = (m^T A L^A - e^T A L^A) D_\beta L^A = Z \bar{M}_A (L^T M_I - L^T \bar{M}_I) D_\beta L^A$$

$$+ \tilde{Z} \bar{\alpha} (D_\alpha M_A) (D_\beta L^A) (M_I D_J L^J - \bar{M}_I D_J L^J)$$

$$+ Z \bar{\alpha} (D_\alpha \bar{M}_A) (D_\beta L^A) D_I (L^T D_J M_I - \bar{M}_I D_J L^T)$$

$$= -i Z M_A D_\beta L^A,$$

(5.31)

where again the \(\tilde{Z} \bar{\alpha}\) and \(\tilde{Z} \bar{\alpha}\) terms vanish because of special Kähler geometry. Although the final result in (5.31) is nonzero for a generic \(Z\), recall that classically the heterotic string only has Minkowski susy vacua. Nevertheless, it is interesting to note that we do not have to take \(Z = 0\) by hand in order to ensure \(D_\beta Z = 0\); the vanishing of \(Z\) follows from the attractor proposal (5.23) itself, as we will show below. The reason is that (5.23) contains also the components \(\tilde{m}^T A \equiv 0 \equiv \bar{e}^T A\), which impose certain constraints on the moduli. Note however, that it is a nontrivial statement that the consequence of those constraints is the vanishing of the central charge. In principle, it could have been conceivable that those constraints lead to the vanishing of \(Z M_A D_\beta L^A\) with \(Z \neq 0\).

To illustrate the last point, let us again look at the example of the BH attractors that were reviewed in Subsection 2.2. The heterotic case is analogous to taking, say, \(p^A \equiv 0\) in (2.9) and (2.13). In other words, one has the central charge \(Z = q_A L^A\) and the attractor equations \(q_A = i(\bar{Z} M_A - Z \bar{M}_A), \) together with the constraints

$$i(\bar{Z} L^A - Z \bar{L}^A) = 0.$$

(5.32)

So one might worry that now \(D_j Z = q_A D_J L^A\) is non-vanishing since the term \(p^A D_\beta M_A\) was essential for the necessary cancellations; see (1.3)–(1.13). However, the constraints (5.32) imply that:

$$\bar{Z} X^A - Z \bar{X}^A = 0,$$

(5.33)

\(^{14}\)The meaning of the charge matrix \(Q\) will become more clear in section 5.2 and, in particular, in equation (5.50).
where we have used $e^{K/2} \neq 0$. Acting with $D_i$ on the last equation, we find:

$$\bar{Z} \, D_i X^A = \bar{X}^A D_i Z.$$  

(5.34)

Now, in special coordinates $X^0 = 1$, $X^i = t^i$ and so $D_i X^j = \partial_i X^j = \delta_i^j$ whereas $D_i X^0 = 0$. Therefore, taking $\Lambda = 0$ in the last equation, we conclude that $D_i Z = 0$. Still, one may be worried that in the present case we could be forced to have $Z = 0$, since both the $q_A$ and $p^A$ terms are needed in order to verify that the expression $q_A L^A - p^A M_A$, with attractor equations substituted, does equal to $Z$. Indeed, for $p^A = 0$ we have

$$q_A L^A = i(\bar{Z} M_A L^A - \bar{Z} M_A L^A),$$

(5.35)

which seems quite different from $Z$. However, using the constraints (5.32) to express $\bar{Z} L^A$ as $Z L^A$, we find that

$$q_A L^A = iZ L^A M_A - L^A M_A = Z.$$  

(5.36)

Hence a set of charges such that $q_A \neq 0$ and $p^A = 0$ leads to $D_i Z = 0$ with $Z \neq 0$, just like in the general case of BH attractors.

Let us now get back to the heterotic constraints $\tilde{m}^{IA} \equiv 0$, $\tilde{e}^A_i \equiv 0$ and explore their consequences for (5.31) and, in particular, for the central charge (5.21). We will see that things are somewhat different compared to the BH case of the previous paragraph. To elaborate on that, let us first write down explicitly the constraints that follow from the $\tilde{m}^{IA}$ and $\tilde{e}^A_i$ components of (5.23):

$$0 = \bar{Z} L^I L^A + Z L^I L^A + \bar{Z} i_\alpha D_i L^I D_\alpha L^A + \bar{Z} i_\alpha D_I L^I D_\alpha L^A,$$

$$0 = \bar{Z} M_I L^A + Z \bar{M}_I L^A + \bar{Z} i_\alpha D_I M_I D_\alpha L^A + \bar{Z} i_\alpha D_I \bar{M}_I D_\alpha L^A.$$  

(5.37)

Now, let us substitute the attractor expressions (5.27) into $m^{IA}_A M_I L^A - e_{IA} L^I L^A$ in order to see whether the last expression gives $Z$ once the constraints (5.37) are taken into account, similarly to the BH attractor case. From (5.27), we have:

$$m^{IA}_A M_I L^A - e_{IA} L^I L^A = -iZ M_A L^A,$$  

(5.38)

where again we have used the special geometry properties that $i(L^I M_I - L^I \bar{M}_I) = 1$ and $M_I (D_i L^I) - L^I (D_i M_I) = 0$; see (1.13). Clearly, for $Z \neq 0$ the right-hand side of (5.38) could equal $Z$ only if it were true that $M_A L^A = i$, which is incompatible with the normalization $i(L^A M_A - L^A \bar{M}_A) = 1$. However, we will show now that the constraints (5.37) enforce precisely the vanishing of the central charge. Indeed, let us consider the expression:

$$\bar{Z} L^I L^A M_A M_I - \bar{Z} M_I L^A M_A L^I + Z i_\alpha D_i L^I D_\alpha L^A M_A M_I - \bar{Z} i_\alpha D_I L^I D_\alpha L^A M_A L^I,$$  

(5.39)

which is identically zero since the first two terms obviously cancel each other whereas the last two cancel due to special geometry. We will use (5.37) to substitute all $\bar{Z}$, $Z i_\alpha$ terms in (5.33) with $Z$, $Z i_\alpha$ terms. To do that, let us multiply the first condition in (5.37) by $M_A M_I$ and the second one by $M_A L^I$. Then we find that (5.39) acquires the form:

$$0 = iZ \bar{L}^I M_A,$$  

(5.40)
where the $Z^{i\bar{a}}$ terms again canceled due to special geometry. Since the normalization of the $(L^A, M_A)$ section implies that $L^A M_A \neq 0$, we conclude that $Z = 0$ as a result of the constraints $\tilde{m}^{LA} = 0 \equiv \tilde{e}_L^A$. Clearly then, $D_\beta Z$ also vanishes as a consequence of the heterotic constraints. To recapitulate, we have established that (5.23) gives heterotic susy attractors for Minkowski vacua.

Before concluding this subsection, let us make a final remark. From the form of the result in (5.31), it is evident that $D_\beta Z$ could be made to vanish, without restricting the value of $Z$, if there were an additional $iZ L^A D_\beta M_A$ term, so that the combined result would be $iZ D_\beta (L^A M_A - L^A M_A)$. It is easy to realize that this would be the case for a theory with central charge of the form (up to a constant):

$$Z = \int \langle \hat{Q}, \hat{V} \rangle = e_L^A L^A - m^A_M L^A - \tilde{e}_L^A L^A M_A + \tilde{m}^{LA} M_A M_A .$$

Indeed, in such a case one can easily verify that the attractor equations (5.27) together with the remaining content of (5.25), i.e.

$$\tilde{m}^{LA} = \tilde{Z} L^A L^A + Z L^A L^A + Z^{i\alpha} D_i L^A D_\alpha L^A + Z_{\bar{i} \bar{a}} D_{\bar{i}} L^A D_{\bar{a}} L^A$$

$$\tilde{e}_L^A = \tilde{Z} M_A L^A + Z M_A L^A + Z^{i\alpha} D_i M_A D_\alpha L^A + Z_{\bar{i} \bar{a}} D_{\bar{i}} M_A D_{\bar{a}} L^A ,$$

imply both $D_i Z = 0$ and $D_\alpha Z = 0$ due to the special Kähler geometry of the complex and Kähler moduli spaces respectively. This gives us a strong motivation to investigate whether in (at least some cases of) SU(3) × SU(3) structure compactifications of type II strings the central charge $Z = e^{K/2} W$ for $N = 1$ truncations can have the form (5.41).

5.2 Type II on SU(3) × SU(3) structure spaces

Now we turn to type IIA/B string theory compactified on SU(3) × SU(3) structure spaces. Besides the technical motivation that we reached in the previous subsection, these compactifications are physically the most appropriate arena to explore the possibility for the existence of flux vacua attractors. The reason is that they give the most general type II flux compactifications with $N = 1$ vacua [15]. In addition, it is natural to expect that such a generalization may be possible, since the deformation spaces of those manifolds have special Kähler structure [16, 13, 14, 17].

5.2.1 SU(3) × SU(3) structure compactifications

Let us start by recalling some background material about SU(3) × SU(3) structure compactifications. For a more thorough review, see for example [17]; also, see [18] for a detailed investigation showing that the susy conditions of the 4d effective action, in the presence of warp factors, indeed give solutions of the supersymmetry conditions of the full ten-dimensional theory.\footnote{It is interesting to note that, in addition, [18] studies the ten-dimensional interpretation of 4d non-perturbative effects, showing that the latter induce deformations of the generalized complex structure of the internal manifold. This new perspective also leads to an independent geometric derivation [18] of the superpotential for a mobile D3-brane, that was found earlier in [10].}
Manifolds with $SU(3) \times SU(3)$ structure are most naturally described in terms of generalized complex geometry \[16, 29, 30\]. The latter is a mathematical framework that provides a unifying description of various structures, existing on the tangent bundle of a manifold, by going to the sum of the tangent $T$ and cotangent $T^*$ bundles. For six-dimensional internal manifolds the natural structure group on $T \oplus T^*$ is $SO(6,6)$. Requiring that the manifold admit two globally defined spinors $\eta_1, \eta_2$ reduces the latter to $SU(3) \times SU(3)$ structure. This structure on $T \oplus T^*$ gives rise to several different structures on $T$. In particular, if $\eta_1$ and $\eta_2$ are proportional everywhere, then one obtains the more familiar $SU(3)$ structure. If $\eta_1$ and $\eta_2$ are never proportional, then one has an $SU(2)$ structure that is the intersection of the two $SU(3)$ structures defined by the two spinors. Clearly though, in general $\eta_1$ and $\eta_2$ need not be proportional (or orthogonal) everywhere; the angle between them can vary throughout the manifold. So the language of $SU(3) \times SU(3)$ structures is the most suitable one in order to encompass all possibilities.

An $SU(3) \times SU(3)$ structure is characterized by a pair of pure $SO(6,6)$ spinors $\Phi^+$ and $\Phi^-$, which can be viewed as elements of $\Lambda^* T^*$ or, more precisely, as sums of even and odd forms respectively. They encode the geometric and B-field degrees of freedom of the internal manifold. Recall that, in the $SU(3)$ structure case, these are: $\Phi^+ = e^{-(B+iJ)}$ and $\Phi^- = \Omega$, where $J$ and $\Omega$ are the defining 2- and 3-form. In general, however, $\Phi^-$ can contain 1-, 3- and 5-forms just like $\Phi^+$ contains 0-, 2-, 4- and 6-forms. In order to obtain an effective four-dimensional theory,\(^\text{16}\) one needs to expand the higher-dimensional fields (including $\Phi_{\pm}$) in terms of a finite basis of forms on the internal manifold and to keep only the light modes. However, for $SU(3) \times SU(3)$ structure manifolds (in fact, even for $SU(3)$ structure ones) the distinction between heavy and light modes is not straightforward, as the explicit construction of the appropriate basis of forms is not known in principle.\(^\text{17}\) Nevertheless, one can proceed by assuming the existence of a finite basis satisfying certain constraints, such that the resulting effective 4d theory is a consistent (gauged) $N = 2$ supergravity \[13, 14\]. This approach has been quite fruitful so far and we adopt it in the following. Let us denote the set of odd basis forms as $\{\alpha_I, \beta_I\}$ and the set of even basis forms as $\{\omega_A, \tilde{\omega}_A\}$. As before, they are required to satisfy (5.5); however, now the set $\{\alpha_I, \beta_I\}$ contains 1-, 3- and 5-forms, unlike in Subsection 5.1 where it only contained 3-forms.

Having introduced a finite basis of forms, we can decompose the pure spinors $\Phi^+$ and $\Phi^-$ as:

$$
\Phi^- = X^I(z) \alpha_I - G_I(z) \beta^I, \quad \Phi^+ = X^A(t) \omega_A - G_A(t) \tilde{\omega}^A.
$$

(5.43)

As in the previous subsection, we have denoted by $z^i$ the coordinates of the moduli space $\mathcal{M}_-$ of deformations of $\Phi_-$ (for CY: the complex structure moduli) and by $t^\alpha$ the coordinates on the moduli space $\mathcal{M}_+$ of $\Phi_+$ deformations (for CY: the Kähler structure moduli). Clearly, the periods of $\Phi_{\pm}$ are defined by:

$$
X^I = \int \langle \Phi^-, \beta^I \rangle, \quad G_I = \int \langle \Phi^-, \alpha_I \rangle
$$

(5.44)

\(^{16}\)At this point, that would be an $N = 2$ theory since there are two internal spinors. We will discuss the $N = 1$ vacua in the next subsubsection.

\(^{17}\)See \[31\] and \[32\], though, for explicit examples in the cases of type IIA on nearly Kähler manifolds and on nilmanifolds and cosets, respectively.
where \( \langle \cdot, \cdot \rangle \) is the Mukai pairing (5.2). The moduli spaces \( \mathcal{M}_- \) and \( \mathcal{M}_+ \) have special Kähler metrics with Kähler potentials [14]:

\[
K_-(z) = -\ln i \langle \Phi_-, \Phi_- \rangle = -\ln i(X^2 G_I - X^2 G_I)
\]

and

\[
K_+(t) = -\ln i \langle \Phi_+, \Phi_+ \rangle = -\ln i(X^A G_A - X^A G_A)
\]

respectively. As before, one can define covariantly holomorphic symplectic sections:

\[
L^I(z) = e^{\frac{\kappa}{2}} X^I, \quad M^I_I(z) = e^{\frac{\kappa}{2}} G_I, \\
L^A(t) = e^{\frac{\kappa}{2}} X^A, \quad M^A_A(t) = e^{\frac{\kappa}{2}} G_A,
\]

so that

\[
i(L^I M^I_I - L^T \bar{M}^I_I) = 1 \quad \text{and} \quad i(L^A M^A_A - L^A \bar{M}^A_A) = 1.
\]

Similarly to (5.6), the basis forms for SU(3) × SU(3) structure spaces are not closed in general. However, now the differential conditions they satisfy are [14]:

\[
\begin{align*}
\mathcal{D} \omega_A &\sim m^T_A \alpha_I - e_{I A} \beta_I \\
\mathcal{D} \tilde{\omega}^A &\sim \tilde{m}^I \alpha_I - \tilde{e}^I \beta_I \\
\mathcal{D} \alpha_I &\sim -\tilde{e}^I \omega_A + e_{I A} \tilde{\omega}^A \\
\mathcal{D} \beta_I &\sim -\tilde{m}^I \omega_A + m^T_A \tilde{\omega}^A.
\end{align*}
\]

Here the symbol \( \sim \) means equality only up to terms that vanish under the symplectic pairing (5.5). The generalized 'derivative' operator \( \mathcal{D} \) is defined by [13, 17]:

\[
\mathcal{D} = d - H \wedge - Q \cdot - R_L,
\]

where \( H \) is the NS 3-form flux and the operators \( Q \) and \( R \) act on a p-form \( C \) as

\[
(Q : C)_{m_1 \ldots m_{p-1}} = Q^{n_1 n_2}_{n_1 n_2} C_{[m_1 n_2 m_2 \ldots m_{p-1}]}, \\
(R_L C)_{m_1 \ldots m_{p-3}} = R^{n_1 n_2 n_3}_{n_1 n_2 n_3} C_{m_1 m_2 m_3 \ldots m_{p-3}}.
\]

Hence \( \mathcal{D} \) still maps even forms into odd forms and vice versa. The \( Q \) and \( R \) components in (5.51) appear when one considers non-geometric backgrounds. Finally, the constant charge matrices \( e_{I A} \), \( m^T_A \), \( \tilde{e}^A_I \) and \( \tilde{m}^I \) in (5.50) have to satisfy the constraints:

\[
\begin{align*}
\tilde{m}^I m^A_A - m^T_A \tilde{m}^I A & = 0, & \tilde{e}^A_I e_{J A} - e_{I A} \tilde{e}^A_J & = 0, & \tilde{e}^A_I m^T_A - e_{I A} \tilde{m}^I A & = 0 \\
\tilde{m}^I e_{J B} - \tilde{e}^A_I \tilde{m}^A_B & = 0, & m^T_A e_{I B} - e_{I A} m^T_B & = 0, & m^T_A \tilde{e}^I - e_{I A} \tilde{m}^I & = 0.
\end{align*}
\]

\footnote{For later convenience, we adopt different sign conventions for \( \tilde{e}^A_I \) and \( \tilde{m}^I \) compared to [14].}
in order for the nilpotency condition $D^2 = 0$ to hold. Let us also note that [14] argued that, in order to turn on all charges in the total charge matrix (5.28), one has to consider non-geometric compactifications [34, 33]. The latter differ from the geometric ones in that their transition functions contain string dualities, like T-duality. Nevertheless, the naive supergravity treatment still gives the correct low-energy effective theory [14]; see also [35]. For more details on the relation between SU(3) × SU(3) structure geometric and non-geometric compactifications, see [36].

As already mentioned above, generically type II on SU(3) × SU(3) structure spaces leads to an $N = 2$ effective theory as there are two internal spinors. In the following, we will be interested in truncations that preserve only $N = 1$ susy in four dimensions.

### 5.2.2 N = 1 truncation

An obvious way of obtaining an $N = 1$ truncation is to consider type II orientifold compactifications on SU(3) × SU(3) structure spaces. The resulting 4d effective theory was studied in [38]. However, the $N = 2 \rightarrow N = 1$ truncation does not have to come from orientifolding, as pointed out in [17]. It could be the result of a spontaneous partial supersymmetry breaking. I.e., in such cases the $N = 1$ theories provide low-energy effective descriptions around $N = 1$ vacua that break $N = 2$ spontaneously. Since the concrete mechanism, leading to the $N = 1$ truncation, is irrelevant for our purposes, we will not dwell on that any further.

Let the $N = 1$ susy parameter $\varepsilon$ be given by the linear combination $\varepsilon = a \varepsilon_1 + \overline{b} \varepsilon_2$ of the two $N = 2$ parameters $\varepsilon_1$ and $\varepsilon_2$, where $a$ and $b$ are complex constants such that $|a|^2 + |b|^2 = 1$. Also, let us first concentrate on type IIA. Then [17] finds that:

$$e^{K/2}W = \frac{i}{4ab} e^{K_+ + 2\phi} \int \langle \Phi_+, D\Pi_- + \frac{1}{\sqrt{2}} G^{fl} \rangle ,$$

where

$$\Pi_- = \frac{1}{\sqrt{2}} A^{odd} + i \text{Im}(C \Phi_-) \quad \text{with} \quad C = \sqrt{2ab} e^{-\phi} .$$

Here $\phi$ is the ten-dimensional dilaton, $\varphi$ is the 4d one given by $e^{-2\varphi} = \int e^{-2\phi} vol_6$ and, finally, the RR potential $A^{odd}$ and RR flux $G^{fl}$ are defined by $G = G^{fl} + D A^{odd}$, where $G = G_0 + G_2 + G_4 + G_6$ is the sum of all internal RR field strengths.\(^{20}\) Using that [38, 39]:

$$\tilde{K}_- = -2 \ln i \int \langle \Pi_-, \Pi_- \rangle = 4\varphi ,$$

\(^{19}\) A beautiful thorough investigation of this issue was performed in [37], which appeared after the first version of this paper. More precisely, this work showed that those of the charges $e_{LA}$, $\tilde{e}^\delta$, $m^A_5$ and $\tilde{m}^{T,A}$ on the right hand side of (5.54), which are due to non-zero $Q$ and $R$ in (5.51), can always be gauged away locally. (I.e., locally one can always choose a basis, such that they vanish.) However, in contrast to the geometric case, for non-geometric backgrounds there are obstructions for such a choice globally. For more details, see [17].

\(^{20}\) Note that $G$ is related to the sum $F$ of the usual modified field strengths, that enter the ten-dimensional supergravity action, via $F = e^B G$. 
where $\hat{K}_-$ is the Kähler potential for the space of complex scalars that arise in the $\Pi_-$ expansion.\(^{21}\) we recognize the total $N = 1$ Kähler potential in (5.54) to be $K = K_+ + \hat{K}_-$. 

For simplicity, let us consider the case of vanishing RR fluxes. Then the $N = 1$ superpotential is:

$$W = c \int \langle \Phi_+, D \Pi_- \rangle ,$$

(5.57)

where we have denoted $c = \frac{i}{4\alpha'}$. Expanding $\Pi_-$ on the basis of odd forms,

$$\Pi_- = \hat{X}^I \alpha^I - \hat{G}^I \beta^I ,$$

(5.58)

and using (5.50), (5.5) and the $\Phi^+$ expansion in (5.43), one can write the superpotential as:

$$W = c (\hat{X}^I e_{IA} X^A - \hat{G}^I m^I_A X^A - \hat{X}^I \tilde{e}_A^I G_A + \hat{G}^I \tilde{m}^I_A G_A) .$$

(5.59)

Introducing

$$\hat{L}^I = e^{\frac{\hat{K}}{2}} \hat{X}^I \quad \text{and} \quad \hat{M}_I = e^{\frac{\hat{K}}{2}} \hat{G}^I ,$$

(5.60)

we find that the central charge acquires the form:

$$Z = e^{K/2} W = c \left[ e_{IA} \hat{L}^I L^A - m^I_A \hat{M}_I L^A - \tilde{e}_A^I \hat{L}^I M_A + \tilde{m}^I_A \hat{M}_I M^A \right] .$$

(5.61)

The last expression looks exactly like (5.41). Unfortunately though, there is a key difference. Namely, the metric determined by the Kähler potential (5.56) is not special Kähler. In particular, $\hat{K}_-$ is very specific. This, together with the fact that $K_+$ does determine a special Kähler metric, makes it worth investigating whether there are any conditions under which $D_{\hat{X}^I} Z = 0$ and $D_{\hat{G}^I} Z = 0$ can still be satisfied as a result of the relevant attractor equations. We will see now that the answer to this question is positive. More precisely, we will show that all of the susy conditions in (5.64) are implied by the appropriate attractor equations when one considers only Minkowski vacua.

\(^{21}\)Strictly speaking, (5.54) was rigorously derived only for SU(3) structure compactifications [38]. However, it is natural to expect that it holds for SU(3) × SU(3) structure compactifications as well, since results for the SU(3) structure case, when expressed in terms of the pair $(\Phi_+, \Phi_-)$ instead of just $(J, \Omega)$, usually extend to the full SU(3) × SU(3) structure case; see [13] and [4], for example.
5.2.3 Minkowski attractors

Let us introduce the analogue of (5.22) for the present case:

\[ U = e^{(K_- + K_+)/2}(\Pi_- \otimes \Phi_+) \quad (5.65) \]

Using (5.58), (5.60) and (5.63), one can easily compute that \( U \) is normalized as:

\[ \int \langle \hat{U}, \hat{U} \rangle = (\hat{L}^T \hat{M}_I - \hat{L}^T \hat{\tilde{M}}_I)(\hat{L}^A \hat{M}_A - \hat{L}^A \hat{\tilde{M}}_A) = -e^{\hat{K}/2} \quad (5.66) \]

It is also easy to see that (5.61) can be written as:

\[ Z = c \int \langle \hat{Q}, \hat{U} \rangle \quad (5.67) \]

where \( \hat{Q} \) is given in (5.28) with the meaning of the indices \( I \) being as in the current Subsection 5.2. Hence the analogue of (5.23) is:

\[ \hat{Q} = -\frac{2}{c} e^{-\hat{K}/2} \text{Re}(\tilde{Z}U + \tilde{g}^{\hat{i} \hat{j}} g^{\hat{a} \hat{b}} D_{\hat{i}} D_{\hat{a}} \hat{U} \tilde{D}_{\hat{j}} \tilde{D}_{\hat{b}} \tilde{Z}) \quad (5.68) \]

where \( \hat{i}, \hat{j} \) run over the set of independent variables \{\( \hat{X}^I, \hat{G}_I \)\} and, as usual, the right-hand side of (5.68) is understood to be evaluated at the susy minima.

This proposal implies the susy condition \( \beta Z = 0 \) similarly to the considerations at the end of Subsection 5.1. Indeed:

\[ D_{\beta}Z = c \left[ e_{I\hat{A}} \hat{L}^I D_{\beta} \hat{L}^A - m_\hat{A} \bar{\hat{M}}_I D_{\beta} \hat{L}^A - \tilde{e}_{I\hat{A}} \hat{L}^I D_{\beta} \hat{M}_A + \tilde{m}_{I\hat{A}} \bar{\hat{M}}_I D_{\beta} \hat{M}_A \right] \]

\[ = -e^{-\hat{K}/2} \left[ Z(\hat{L}^I \hat{\tilde{M}}_I - \hat{L}^I \hat{\tilde{M}}_I)(\hat{M}_A D_{\beta} \hat{L}^A - \hat{L}^A D_{\beta} \hat{M}_A) \right. \]

\[ \left. + Z \bar{\hat{i}} \bar{\hat{a}} (\hat{L}^I D_{\hat{i}} \hat{\tilde{M}}_I - \hat{L}^I \tilde{D}_{\hat{i}} \hat{L}^I)(D_{\beta} \hat{L}^A \hat{M}_A - \hat{L}^A D_{\beta} \hat{M}_A) \right] = 0 \quad (5.69) \]

where both terms vanish due to the special geometry properties of \( (\hat{L}^A, \hat{M}_A) \) alone. Let us now concentrate on the remaining two susy conditions: \( (\bar{\partial}_{\hat{X}} + (\partial_{\hat{X}} \hat{K}_-) W = 0, \) or equivalently \( D_{\hat{X}I}Z = (\bar{\partial}_{\hat{X}} + \frac{1}{2} (\partial_{\hat{X}} \hat{K}_-) \) \( Z = 0, \) and similarly for \( \hat{G}_I \). From the expression for the central charge in (5.61), we find that:

\[ D_{\hat{X}}Z = c (e_{I\hat{A}} \hat{L}^I - \bar{e}_{I\hat{A}} M_A) e^{\hat{K}/2} + (\partial_{\hat{X}} \hat{K}_-) Z \quad (5.70) \]

Now, (5.62) implies that

\[ \partial_{\hat{X}} \hat{K}_- = \frac{2 \hat{G}_I}{i(\hat{X}^I \hat{G}_I - \hat{X}^I \hat{G}_I)} = 2 \hat{M}_I \quad (5.71) \]

\(^{22}\)Of course, the equivalence between \( (\bar{\partial}_{\hat{X}} + (\partial_{\hat{X}} \hat{K}_-) W = 0 \) and \( (\bar{\partial}_{\hat{X}} + \frac{1}{2} (\partial_{\hat{X}} \hat{K}_-) Z = 0 \) is valid for \( e^{(K_+ + K_-)/2} \) vanishing or, in other words, for a total Kähler potential \( K = K_+ \) \( \hat{K}_- \) that does not go to \(-\infty\) anywhere on moduli space.
whereas the expressions for \( e_{IA} \) and \( \tilde{e}_{IA} \) in (5.68) lead to:

\[
e_{IA}L^A - \tilde{e}_{IA}M_A = -\frac{i}{c} e^{-\frac{K}{2}} Z \tilde{M}_{\bar{I}}.
\]

(5.72)

Note that in the last result all \( DDZ \) terms canceled due to the special Kähler geometry of the \( \Phi_+ \) moduli space, more precisely due to \( L^A D_\alpha M_A - M_A D_\alpha L^A = 0 \) (see (4.13)) together with the second condition in (5.49). Finally, substituting (5.71) and (5.72) in (5.70), we obtain:

\[
D_{\tilde{X}_{I}} Z = (2 - i) Z \tilde{M}_{\bar{I}}.
\]

(5.73)

Similarly, one also finds that:

\[
D_{\tilde{G}_{I}} Z = c(-m_{IA}^T L^A + \tilde{m}_{IA}^T M_A)e^{-\frac{\tilde{K}}{2}} + (\partial_{\tilde{G}_I} \tilde{K}_{-}) Z = (i - 2) Z \tilde{L}_{\bar{I}}.
\]

(5.74)

Clearly then, in general both the \( \tilde{X}_{I} \) and the \( \tilde{G}_{I} \) supersymmetry conditions are not satisfied. However, for Minkowski vacua \( Z = 0 \) and so in such a case one has \( D_{\tilde{X}_{I}} Z = 0 \) and \( D_{\tilde{G}_{I}} Z = 0 \).

For type IIB on SU(3) \( \times \) SU(3) structure spaces the situation is the same as above but with the exchange of indices \( I \leftrightarrow A \), since the IIB case is obtained from the IIA one by the substitutions \( \Phi_+ \rightarrow \Phi_- \), \( \Pi_- \rightarrow \Pi_+ = \frac{1}{\sqrt{2}} \xi^{A^e} + i \text{Im}(C\Phi_+) \) and \( G_0 + G_2 + G_4 + G_6 \rightarrow G_1 + G_3 + G_5 \) in (5.54) [13, 14, 38]. More precisely, the IIB attractors for supersymmetric Minkowski vacua (with vanishing RR fluxes) are:

\[
\hat{Q} = -\frac{2}{c} e^{i \hat{K}_{+}} \text{Re}(g^{ij} g^{\hat{\alpha} \hat{\beta}} D_i D_\alpha \tilde{U} \bar{D}_j \bar{D}_\beta \tilde{Z}),
\]

(5.75)

where

\[
\tilde{U} = e^{(\hat{K}_{-} + \hat{K}_{+})/2} (\Phi_- \otimes \Pi_+)
\]

(5.76)

with

\[
\hat{K}_{+} = -2 \ln i \int (\Pi_+, \Pi_+) = -2 \ln i \left( \tilde{X}^A \hat{G}_A - \tilde{X}^A \tilde{G}_A \right)
\]

(5.77)

and indices \( \alpha, \beta \) running over the independent variables \( \tilde{X}^A \) and \( \tilde{G}_A \).

In conclusion, we have found that there are attractor equations for \( N = 1 \) Minkowski vacua of type II compactified on SU(3) \( \times \) SU(3) structure spaces.

6. Conclusions and discussion

We explored in detail the possibility for the existence of attractor equations in flux compactifications with \( N = 1 \) vacua. We filled a gap in the existing literature by verifying analytically that the flux vacua attractors of [7], for the case of type IIB on CY(3) orientifolds, automatically lead to solutions of all relevant supersymmetry conditions. Although this is just a consistency check regarding the derivation of [7], it is necessary in order to understand how to generalize the flux vacua attractors beyond CY compactifications.

Of course, we mean the conditions that determine supersymmetric minima only with respect to the complex structure moduli and axion-dilaton, since the flux superpotential in this case does not depend on the Kähler moduli.
We investigated possible generalizations for the heterotic string on SU(3) structure and for type IIA/B on SU(3) × SU(3) structure and in both cases found flux vacua attractors for $N = 1$ Minkowski vacua only. Along the way, we also showed that a previous attractor proposal, for the case of heterotic non-Kähler compactifications with one Kähler modulus, actually fails, whereas another proposal has to be slightly modified in order to give heterotic attractors for arbitrary number of Kähler moduli. Our method, however, does not address the question whether all supersymmetric Minkowski vacua can be obtained from our attractor equations. Clearly, answering this question is an important component of the reformulation of the minimization of the relevant scalar potential into the problem of solving an appropriate system of attractor equations. Even more important is to understand whether there is a more conceptual explanation, as opposed to the technical one provided in this paper, of why these attractors do not give AdS vacua. This could, perhaps, be related to the need for a better understanding, in the context of generalized compactifications, of the cohomology decomposition of the relevant generalized flux, in the vein of [40, 23, 25].

We should also comment on an apparent degeneracy of the Minkowski vacua, that at first sight might seem to be implied by our attractor equations. Namely, since the attractors (5.25), (5.68) and (5.75) are only valid for Minkowski vacua (i.e, for $Z = 0$), it may seem that one could remove the normalization factor $e^{-\frac{\hat{K}}{2}}$ in (5.68), as this does not spoil the susy conditions; the same goes for the factor of $e^{-\hat{K}}$ in (5.75). However, we believe that this freedom is spurious, since both the $Z$ and the $DDZ$ terms should have a common origin in the above mentioned cohomology decomposition at an arbitrary point in moduli space (not only at the supersymmetric extrema). Hence, the factors, needed for proper normalization at a generic $Z \neq 0$ point of moduli space, should also be present at points, in which $Z = 0$.

Let us also point out, that the Minkowski attractors for type II on SU(3) × SU(3) structure are not a conceptually trivial (due to string dualities) consequence of the Minkowski attractors for the heterotic string on SU(3) structure. Part of the reason is that not much is known about the existence of a heterotic-type II duality in the presence of fluxes and/or non-Kähler compactifications. In fact, the only evidence we are aware of is in the case of heterotic on $K3 \times T^2$ with flux, the dual being type IIA (M-theory) on SU(3) structure [41]. More importantly, however, even in the well-understood case of CY compactifications without flux, dualities require a particular fibration structure of the internal manifolds, whereas our considerations did not. It is also worth noting that physically interesting compactifications of heterotic or type II strings may be exactly such that they do not have a dual, as recently exemplified by the work of [12], in which the F-theory compactifications of phenomenological interest are precisely those without heterotic duals. In addition, from our studies it is also clear that there is a difference at the technical level

24 Clearly, here the statement that the vacua are Minkowski is a restriction only for type IIA/B since, as we have already mentioned, the heterotic string does not have susy AdS vacua at the classical level.

25 For example, the familiar heterotic - F-theory duality operates only for the heterotic on an elliptically fibered CY(3) and F-theory on an elliptically fibered CY(4), whose base is a $\mathbb{P}^1$ fibration over the base of the heterotic side CY(3).
between the Minkowski attractors for the heterotic and for the type IIA/B strings. Namely, in the heterotic case the attractor equations (5.25) themselves led to the vanishing of the central charge, as we saw in Subsection 5.1.3. On the other hand, in the type II case we had to put $Z = 0$ by hand in (5.68) in order to satisfy the susy conditions. Clearly, it would be desirable to understand the reason behind this difference at a more conceptual level. The key should be the fact that type II, unlike the heterotic string, has classical supersymmetric AdS flux vacua and those should, probably, be encoded by attractor equations that arise from a more general cohomological decomposition of the generalized flux than the one we considered here. In particular, the attractor equations could contain terms proportional to $D_i D_j Z$, for example, in addition to those in (5.68), and respectively $D_\alpha D_\beta Z$ for the case of (5.73), since the relevant Kähler potentials, $\hat{K}_{\pm}$, are not special Kähler. We hope to come back to this in the near future.

Other open issues include the following. An immediate open problem is to investigate whether one can extend the attractors, that we found for type II on SU(3) $\times$ SU(3) structure, to the case of non-vanishing RR fluxes. In particular, it would be very interesting to see whether turning on RR fluxes can lead to supersymmetric AdS attractor equations. It would also be of great interest to address the possibility for existence of nonsupersymmetric attractors, both for the heterotic on SU(3) structure and for type II on SU(3) $\times$ SU(3) structure, as that would provide another tool for studying de Sitter vacua. It is also worth pointing out that there might be flux vacua attractors in a broader context than the kind of compactifications that we have studied here. The inspiration for this suggestion comes from recent studies of BH attractors in six and seven dimensions [43]. It is interesting to explore whether the latter have analogy in the realm of flux vacua attractors. Finally, it is, of course, of great importance to investigate how much one can learn about moduli stabilization from the already found Minkowski flux vacua attractors. This is especially interesting, given the difficulty in finding type II Minkowski vacua with stabilized moduli; for recent progress in that direction using different methods, see [44, 34].
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A. Relation between susy conditions and attractors: a technical issue

To understand why not every solution of $DZ = 0$ is compatible with (4.4), let us first look at the simpler case of the BH attractors (2.13).
As we saw in Subsection 4.2, substituting
\[ p^\Lambda = i(\bar{Z}L^\Lambda - Z\bar{L}^\Lambda) \quad \text{and} \quad q_\Lambda = i(\bar{Z}M_\Lambda - Z\bar{M}_\Lambda) \] (A.1)
into
\[ D_iZ = q_\Lambda D_iL^\Lambda - p^\Lambda D_iM_\Lambda \, , \] (A.2)
one finds that \( D_iZ = 0 \) due to special Kähler geometry. However, one can easily check that the following expressions for the charges:
\[ p^\Lambda = \bar{Z}L^\Lambda + Z\bar{L}^\Lambda \quad \text{and} \quad q_\Lambda = \bar{Z}M_\Lambda + Z\bar{M}_\Lambda \] (A.3)
also imply \( D_iZ = 0 \). Indeed, substituting (A.3) in (A.2), we find:
\[ D_iZ = \bar{Z}(M_\Lambda D_iL^\Lambda - L^\Lambda D_iM_\Lambda) = \bar{Z}L^\Lambda(N_{\Lambda\Sigma} - N_{\Lambda\Sigma})D_iL^\Sigma = 0 \, , \] (A.4)
where we have used (2.6) and (4.13). Despite this, (A.3) are not alternative attractor equations as they are not compatible with
\[ Z = q_\Lambda L^\Lambda - p^\Lambda M_\Lambda \, . \] (A.5)
Namely, substituting (A.3) into the right-hand side of (A.5) and using (2.2), one obtains \( iZ \) instead of \( Z \).\(^{26}\)

Clearly, the reason there can be spurious solutions of the susy conditions is that both \( q_\Lambda D_iL^\Lambda - p^\Lambda D_iM_\Lambda = 0 \) and \( Z = q_\Lambda L^\Lambda - p^\Lambda M_\Lambda \) are linear algebraic equations in the charges and in that sense can be viewed as independent conditions. The lesson from this discussion is that, in principle, one has to verify not only that the new attractor equations (3.18) imply automatically \( DZ = 0 \) but also that they are compatible with the expression for \( Z \) in (4.4). As we already mentioned in the main text, this is not at all unexpected. Despite that, it is worth providing the explicit check here; this exercise will be rather useful for the considerations of Subsection 5.1.2.

Consider the right-hand side of (4.4) with (3.18) substituted:
\[
(q_f - \tau q_i) L^a - (p_i^b - \tau p_f^b) M_a = (\tau \bar{Z}M_a + \bar{Z}ZM_a) L^a - \tau (\bar{Z}M_a + ZM_a) L^a \\
- (\tau \bar{Z}L^a + \bar{Z}ZL^a) M_a + \tau (\bar{Z}L^a + Z\bar{L}^a) M_a \\
+ (\tau \bar{Z}^a D_I M_a + \tau Z^a D_I M_a) L^a - \tau (\bar{Z}^a D_I M_a + Z^a \bar{D}_I M_a) L^a \\
- (\tau \bar{Z}^a D_I L^a + \tau Z^a \bar{D}_I L^a) M_a + \tau (\bar{Z}^a D_I L^a + Z^a \bar{D}_I L^a) M_a \\
= Z(\tau - \bar{\tau})(\bar{L}^a M_a - L^a \bar{M}_a) - (\tau - \bar{\tau})\bar{Z}^a (L^a D_I M_a - M_a D_I L^a) \\
= -iZ(\tau - \bar{\tau}) e^{K(\tau)} - (\tau - \bar{\tau})\bar{Z}^a L^a (\bar{N}_{ab} - N_{ab}) D_i L^b = Z \quad ,
\]
where we have used that \( L^a(N_{ab} - \bar{N}_{ab})D_iL^b = 0 \), as shown in section 4 (see (4.13)), and also that \( i(\bar{L}^a M_a - L^a \bar{M}_a) = e^{K(\tau)} \) with \( K(\tau) = -\ln[-i(\tau - \bar{\tau})] \). This completes the proof.

\(^{26}\)Another example of fake solutions is the following: Obviously, one can generate an infinite number of solutions of \( D_iZ = 0 \) by multiplying the right-hand side of (A.4) by an arbitrary constant (or even a function) \( c \). However, these putative solutions would not be compatible with (A.3), unless \( c = 1 \).
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