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Abstract

We present a lightweight adaptable neural TTS system with high quality output. The system is composed of three separate neural network blocks: prosody prediction, acoustic feature prediction and Linear Prediction Coding Net as a neural vocoder. This system can synthesize speech with close to natural quality while running 3 times faster than real-time on a standard CPU.

The modular setup of the system allows for simple adaptation to new voices with a small amount of data.

We first demonstrate the ability of the system to produce high quality speech when trained on large, high quality datasets. Following that, we demonstrate its adaptability by mimicking unseen voices using 5 to 20 minutes long datasets with lower recording quality. Large scale Mean Opinion Score quality and similarity tests are presented, showing that the system can adapt to unseen voices with quality gap of 0.12 and similarity gap of 0.35 and similarity of gap of 9% for female voices.

Index Terms: DNN TTS, Neural TTS, speech synthesis, voice adaptation, voice conversion, LPCNet

1. Introduction

In recent years we are experiencing a dramatic improvement of the synthesized speech quality in TTS systems, with the introduction of systems that are based on neural networks (NN). A major improvement in quality was achieved by using attention based models such as Tacotron [1] and by replacing vocoders with a NN based waveform generators such as WaveNet [2].

A useful feature of systems with trainable models is the ability to adapt the TTS to an unseen voice using a small amount of training data (from a few seconds to an hour of speech). This is usually done by training the system on a large number of speakers, and providing a speaker embedding vector as one of the system’s inputs. Using this approach allows later retraining of only a subset of the model parameters or prediction of the speaker embedding vector [3], [4], [5].

The drawback of this approach is that the resulting systems use large NN models. Furthermore, a multi-speaker model usually needs much more trainable parameters than a single speaker model. This may lead to a computationally heavy and slow synthesis process even on a strong GPU. Such requirements pose a severe problem for practical TTS system that require very low latency for a dialog with a human.

In our previous paper [6] we introduced a NN based TTS system with two trainable modules for prosody prediction and acoustic features prediction. This system used the WORLD vocoder [7]. We demonstrated that this TTS allows simple adaptation to new voices. This was carried out by retraining NN models that had already been trained using a large high-quality voice, on a small amount of data from the new voice. Although the quality of this system was better in many cases than similar concatenative TTS, it was still limited by the quality of the WORLD vocoder.

Recently, an efficient neural vocoder called LPCNet was introduced [8]. The LPCNet inference runs faster than real-time on a single CPU while producing a high quality speech output. LPCNet uses cepstrum representing spectral envelopes, pitch and pitch correlation as input features. This makes it a simple alternative to other vocoders, e.g. WORLD, which work with similar features.

In this paper we show that we can get a considerable quality improvement by modifying a TTS system that produced the WORLD vocoder parameters [6] to predict parameters for LPCNet [8]. As in the previous work [6], we conduct multiple adaptation experiments, applied on multiple VCTK voices [9] and show that the new system has much better quality and similarity to the target voices but can still run much faster than real-time in a single-CPU mode.

2. System architecture

An overview of our new TTS system is presented in Figure 1. The system is a cascade of a rule-based front-end, a NN based prosody generator, a NN synthesizer and an LPCNet decoder.

We adopted the front-end block which is used in the IBM Watson TTS engine and is described in detail in [10]. The front-end performs a grapheme-to-phoneme conversion, represents each word with a set of positional and categorical linguistic features and associates the features with the phonemes contained within the word.

The prosody generator is described in section 2.1. It emits a sequence of sub-phoneme elements, including duration, pitch and intensity values. Each sub-phoneme element represents either a heading, a middle or a trailing part of a phoneme.

The synthesizer is described in section 2.2. It represents each sub-phoneme element by several consecutive frames according to the element’s duration and generates an acoustic feature vector for each frame.

Finally, an LPCNet block (section 2.3) is used to convert the stream of the acoustic feature vectors to a speech signal.

The prosody generator, synthesizer and LPCNet blocks use neural-net models for generating their output. Each block has its own model which is trained independently for each voice. Hence, the system is modular and provides easy control, flexibility and adaptability at the component level.
For each voice, the training and adaptation phases include the following data pre-processing steps:

1. A grapheme-to-phoneme conversion using the front-end block.
2. Forced alignment of audio at the sub-phoneme level using proprietary acoustic modeling and speech recognition tools.
3. Extraction of textual features for prosody modeling using the front-end block.
4. Pitch detection for prosody modeling using a proprietary tool.
5. Cepstra and residual extraction using the LPCNet feature extraction tool.

2.1. Prosody generator

In the current work, the prosody generation and adaptation network follows the one presented in our previous work [6], where one can refer to for more details. It generates a 4-dimensional prosody vector per TTS unit, comprising the unit’s log-duration, initial log-pitch, final log-pitch and log-energy. The TTS units correspond to roughly 1/3 of a phone and result from forced-alignments with 3-state hidden Markov models. The input features, derived from the TTS Front End, are comprised of 1-hot coded categorical features and standard positional features [10].

![Figure 1: TTS system architecture](image)

A longer time dependent context is extracted by an LSTM layer that merges the phonetic and pitch context. Following this are 3 fully connected layers with RELU non-linearity.

From the top layer we generate by linear transformations the speech parameters that the LPCNet requires as input: 18 cepstral vector, pitch and a pitch correlation parameters with first and second derivatives for all (total of 60 parameters).

The final parameters which we use as input for the LPCNet are found by solving the Maximum Likelihood Parameter Generation (MLPG) equations [12]. We also apply a formant enhancement filter on the cepstral coefficients $C_k$, $k=1...N$ to compensate for the NN averaging and to improve the speech quality similar to [13]. The enhancement starts by multiplication of the high-order coefficients:

$$C'_k = \begin{cases} C_k, & k < K \\ C_k \alpha C_k, & k \geq K \end{cases}$$

We choose $\alpha=1.4$ and $K=2$. This can cause changes to the energy of the output, so we have to normalize it. Let $E[C]$ be the energy of the signal derived from the coefficients $C$. To calculate $E[C]$ we convert back from cepstrum to power spectrum and apply the inverse pre-emphasis filter. The energy is now the integration of this power spectrum.

Finally, to compensate for the energy change, we apply:

$$C'_0 = C_0 + \sqrt{N \log_2 \left( \frac{E[C]}{E[C']} \right)}$$

The architecture of the synthesizer is shown in figure 3. The size of the layers is: phonetic embedding: 32, phonetic

![Figure 3: Synthesizer network](image)
convolution: 128, pitch convolution: 32, LSTM: 512 and full: 512.

The network is trained using an aligned corpus where the inputs are the frame based phonetic labels and pitch values, while the outputs are the corresponding LPCNet parameters. We use MSE loss function on all output parameters.

We first train two single-speaker models form large male and female datasets (see section 3.1). Those are used as the base models for the adaptation experiments (section 3.2).

To adapt the model to a smaller unseen voice, we first initialize the training with the weights of the base model of the same gender. Then, the model is trained on a small target voice. A held-out validation set is used as a stop criterion for the adaptation to avoid over-fitting.

2.3. LPCNet decoder

The LPCNet decoder [8] is a WaveRNN [14] variant that uses a NN model to generate speech samples from equidistant-in-time input of cepstrum, pitch and pitch correlation parameters. Unlike other waveform generative models, such as WaveNet and WaveRNN, the LPCNet uses its NN to predict the LPC residual (the vocal source signal) and then apply to it an LPC filter calculated from the cepstrum.

This has the advantages of better control over the output of the spectral shape since it depends directly on the LPC filter shape. The model is also more robust to the predicted residual errors since any high frequency noise is also shaped by the LPC filter.

In this work we used the code published by the Mozilla team on Github\(^1\) with some adjustments:

1. We replaced the pitch and pitch correlation values with values that were produced by our tools in order to maintain data consistency over all blocks.
2. We removed any data augmentation.
3. We added validation score over held-out data to the training procedure. This score was used to select the best model and served as a training stop criteria.

The LPCNet model was reported to perform well in speaker independent setting, when trained on multi-speaker datasets [8], however, we experimentally found that its performance further improves when retraining the initial multi-speaker same-gender model with the target voice specific data. The validation score (evaluated on 10% of held out validation data) was used to avoid over-fitting.

3. Experiments

Speech samples from the following experiments are available online at http://ibm.biz/IS2019TTS

3.1. High quality voices

For the first experiment we built a male and a female high-quality TTS systems. We used two proprietary datasets that were originally created for building a product level concatenative TTS system. The male dataset contains 13 hours of speech and the female dataset contains 22 hours of speech. Both were produced by native US English speakers and recorded in a professional studio. The audio was recorded sentence by sentence.

For each of those voices we built the following single speaker TTS systems:

1. A WORLD based system at 22KHz as described in [6].
2. An LPCNet based system at 16KHz as described in the previous section.
3. Tacotron2 based TTS with WaveNet decoder at 22Khz [1]

We used each one of these systems to synthesize a set of 40 held-out sentences and compared them by a MOS test to the original recordings. Because of the differences in sample rates, all of the samples were down-sampled to 16Khz and normalized to the same energy. The tests were performed using the Amazon Mechanical Turk (AMT) platform with 50-80 anonymous and untrained subjects participating in several evaluation sessions, constructed so that each sentence is evaluated by 30 distinct subjects. The quality MOS deployed a 5 points scale. The score for each system was calculated as the average over all its sentences. Table 1 shows the results of those tests. For the female voice the statistical significance of the difference between the LPCNet and the Tacotron systems is small (i.e. high p-value).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
System & Male & Female \\
\hline
WORLD & 3.11 ± 0.05 & 2.99 ± 0.06 \\
LPCNet & 3.82 ± 0.05 & 3.75 ± 0.05 \\
Tacotron & 3.95 ± 0.05 & 3.86 ± 0.05 \\
Original & 4.32 ± 0.05 & 4.11 ± 0.05 \\
\hline
\end{tabular}
\end{table}

We can see from these results that the LPCNet model has a huge impact on the quality compared to the WORLD system. We can also see that even though the LPCNet system has much lower complexity than the Tacotron2 like system, it gets close to it in quality.

One should note relatively low MOS scores for the original natural samples, which can be explained by the assumption that the listeners subjectively judged speaker pleasantness together with the speech quality and naturalness. Hence, the evaluation should be based on relative comparison between the different systems and the original samples.

3.2. Voice adaptation

In this experiment we selected 4 male and 4 female US English speakers from the VCTK [9] corpus. We created 3 datasets out of each voice: the first contains the entire available data (19 – 24 minutes of audio with average of 22 minutes), and the others two contain a random subset of the audio with total duration of 5 and 10 minutes.

From each one of these datasets we created a single voice TTS system. The networks for the acoustic features and the LPCNet where adapted from the corresponding, same gender networks that where trained in section 3.1. The prosody network was adapted from a multi-speaker baseline model (that was originally trained on high-quality voices and VCTK voices).

In addition, we also built a WORLD based TTS for each voice by adapting the WORLD based acoustic feature networks from the corresponding same gender networks of section 3.1 using the full voice data.
From each one of these systems we synthesized 40 sentences using text that was excluded from all the datasets. We evaluated each system’s quality with MOS tests as in section 3.1. For reference, the tests also included 40 samples from the original VCTK datasets. We noticed that the original samples usually do not contain full sentences but rather short phrases. This factor, combined with the fact that VCTK comprises unprofessional speakers with varying voice pleasantness led, most probably, to the relatively low scores the original recordings received. The results of this test are summarized in Table 2. The statistical significance of the difference between the 5m and 10m LPCNet results is small.

To measure the similarity of the synthesized voices to the original voices, we performed additional subjective listening tests on AMT. In these tests a subject is presented with a pair of samples that convey different text messages. The subject is asked to rate their voice similarity, using a 4-point scale adopted from the Voice Conversion Challenge (VCC) [15] [16], and utilized in our previous experiments [6]. We performed two tests: one with only male voices and the second with only female voices. For reference, in each test we also checked the similarity of pairs of natural speech from the same speaker and of pairs of natural speech from different speakers of the same gender. The results are summarized in Table 3. For each system we show the average score (on the scale 1-4) and the percentage of votes, which indicated that the two presented samples were from the same speaker (option 3 or 4). The statistical significance is small for the differences between all the male LPCNet systems and also for the difference between the female LPCNet 5m and 20m systems.

We can compare these results to those of the VCC 2018 Hub task [15]. Although the task setup and the listening tests conditions are a bit different we can see that our system MOS and similarity score are comparable to those of the best VCC system (N10 with quality of 4.06 and Similarity of 85% where the corresponding scores for the original speech are 4.67 and 95%).

Figure 4 shows the results for each voice. To compensate for the variability between the voices, we have normalized the MOS scores for each voice in the range from 1 to the score of natural samples of this voice. The similarity scores for each voice, were normalized to the range between the scores of natural samples from different and same speakers. To clarify, the normalization ranges are different for each voice.

3.3. Performance

The slowest block of this TTS is the LPCNet. We found that it runs about 4 times faster than real-time on a 2.8GHz i7 CPU (no GPU was used). When adding the rest of the blocks we found that we can synthesize about 3 time faster than real-time on a CPU.

4. Conclusions

We have presented in this article a new TTS system that addresses the challenging goals of producing high quality speech while operating at faster than real-time rate without an expensive GPU support. The system is built around three NN models for generating the prosody, acoustic features and the final speech signal.

We tested this system using two proprietary TTS voice datasets and demonstrated that our system produces high quality speech that is comparable to larger and much slower Tacotron2 + Wavenet systems.

The task of creating a high-quality TTS system out of a smaller set of audio data is even more challenging. We have shown that our system can perform well even with datasets as small as 5-20 minutes of audio. We demonstrated that when we reduce the size of the training data, there is some graceful degradation to the quality, but we are still able to maintain good similarity to the original speaker.

For future work, we plan to allow voice modifications by adding control over voice parameters such as pitch, breathiness and vocal tract.

5. References

[1] J. Shen et al., “Natural TTS Synthesis by Conditioning Wavenet on MEL Spectrogram Predictions,” 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Calgary, AB, 2018, pp. 4779-4783.
[2] A. van den Oord, et al., “WaveNet: A generative model for raw audio”, ArXiv:1609.03499, 2016.
[3] S. O. Arik, J. Chen, K. Peng, W. Ping, and W. Zhouh, “Neural Voice Cloning with a Few Samples”, arXiv preprint arXiv:1802.06006, 2018.

[4] Ye Jia, et al., “Transfer Learning from Speaker Verification to Multispeaker Text-To-Speech Synthesis”, arXiv preprint arXiv:1806.04558, 2018.

[5] Yutian Chen, et al. “Sample Efficient Adaptive Text-to-Speech”. arXiv preprint, arXiv:1809.10460

[6] Z. Kons, S. Shechtman, A. Sorin, R. Hoory, C. Rabinovitz and E. Da Silva Morais, “Neural TTS Voice Conversion,” 2018 IEEE Spoken Language Technology Workshop (SLT), Athens, Greece, 2018, pp. 290-296.

[7] M. Morise, F. Yokomori, K. Ozawa, WORLD: “A Vocoder-Based High-Quality Speech Synthesis System for Real-Time Applications”, IEICE TRANSACTIONS on Information and Systems, 99(7):1877–1884, 2016.

[8] J. Valin and J. Skoglund, “LPCNET: Improving Neural Speech Synthesis through Linear Prediction,” ICASSP 2019, Brighton, United Kingdom, 2019, pp. 5891-5895

[9] Veaux, Christophe; Yamagishi, Junichi; MacDonald, Kirsten. (2017). “CSTR VCTK Corpus: English Multi-speaker Corpus for CSTR Voice Cloning Toolkit”, [sound]. University of Edinburgh. The Centre for Speech Technology Research (CSTR). https://doi.org/10.7488/ds/1994.

[10] L. R. Fernandez, A. Rendel, B. Ramabhadran, and R. Hoory, “Using Deep Bidirectional Recurrent Neural Networks for Prosodic-Target Prediction in a Unit-Selection Text-to-Speech System”, in INTERSPEECH 2015 – 96th Annual Conference of the International Speech Communication Association, September 6-10, Dresden, Germany, Proceedings, 2015, pp. 1606–1610

[11] D. P. Kingma and M. Welling, “Auto-encoding variational Bayes,” in Proceedings of the International Conference on Learning Representations (ICLR-14), 2014.

[12] K. Tokuda, T. Yoshimura, T. Masuko, T. Kobayashi and T. Kitamura, “Speech parameter generation algorithms for HMM-based speech synthesis,” 2000 IEEE International Conference on Acoustics, Speech, and Signal Processing. Proceedings, Istanbul, Turkey, 2000, pp. 1315-1318 vol.3.

[13] Z. Wu, O. Watts, and S. King, “Merlin: An open source neural network speech synthesis system,” in 9th ISCASpeech Synthesis Workshop (2016), Sep. 2016, pp. 218–223.

[14] Nal Kalchbrenner, et al. “Efficient Neural Audio Synthesis”, arXiv:1802.08435

[15] Lorenzo-Trueba, Jaime; et al. (2018). “The Voice Conversion Challenge 2018: database and results”, [sound]. The Centre for Speech Technology Research, The University of Edinburgh, UK. https://doi.org/10.7488/ds/2337.

[16] M. Wester, Z. Wu, and J. Yamagishi, “Analysis of the voice conversion challenge 2016 evaluation results”, In Interspeech, pp. 1637–1641, 09 2016.