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ABSTRACT
Permissioned blockchains promise secure decentralized data management in business-to-business use-cases. In contrast to Bitcoin and similar public blockchains which rely on Proof-of-Work for consensus and are deployed on thousands of geo-distributed nodes, business-to-business use-cases (such as supply chain management and banking) require significantly fewer nodes, cheaper consensus, and are often deployed in datacenter-like environments with fast networking. However, permissioned blockchains often follow the architectural thinking behind their WAN-oriented public relatives, which results in end-to-end latencies several orders of magnitude higher than necessary.

In this work, we propose StreamChain, a permissioned blockchain design that eliminates blocks in favor of processing transactions in a streaming fashion. This results in a drastically lower latency without reducing throughput or forfeiting reliability and security guarantees. To demonstrate the wide applicability of our design, we prototype StreamChain based on the Hyperledger Fabric, and show that it delivers latency two orders of magnitude lower than Fabric, while sustaining similar throughput. This performance makes StreamChain a potential alternative to traditional databases and, thanks to its streaming paradigm, enables further research around reducing latency through relying on modern hardware in datacenters.

1 INTRODUCTION
Blockchains (distributed ledgers) offer strong data integrity and reliability properties in untrusted environments that make them worth considering for distributed data management use cases beyond crypto-currencies. Their adoption, in particular that of permissioned blockchains (in which membership is vetted, e.g., [9]) is expected to bring benefits to enterprise consortia thanks to the logical centralization of datasets that previously resided at separate sites and were interconnected through various protocols. Prominent examples include financial use cases [22], supply-chain management [17] and provenance [26], to name but a few.

As most enterprise software, permissioned blockchains are deployed predominantly in cloud environments, with all leading cloud providers such as Amazon [2], IBM [3], Microsoft [7] and Oracle [4] offering hosted enterprise blockchain infrastructure and services. Even though this introduces the cloud provider as a centralization point, which is at odds with blockchain decentralization, in the long run, cloud providers are likely to offer ways of interconnecting blockchain nodes across multiple clouds while retaining high bandwidth and low latency communication. Such multi-cloud blockchain offerings, that span multiple cloud providers, are in fact already starting to appear [6].

Even in cross-cloud enterprise blockchain deployments, geo-distribution is often neither required nor beneficial. For instance, in performance sensitive blockchain applications, such as stock exchanges [1, 5], datacenter-like deployments, characterized by geographical proximity, are a better fit. Fault-diversity may be ensured by running nodes across different datacenters belonging to different providers, while geographical proximity allows network latencies to remain low and bandwidth high.

Unfortunately, when deployed in datacenter-like environments, all current permissioned distributed ledgers exhibit poor performance. For instance, they will take hundreds of milliseconds to commit transactions [9], even if the networking latencies are in the order of microseconds (see Fig. 1). This is because the design of most permissioned blockchains is based on that of public blockchains and, as a result, they are often optimized for wide area networks. For instance,
the batching of transactions into blocks is useful for amortizing the high computational cost of Proof-of-Work (PoW) consensus, as well as networking overheads; however, in permissioned blockchains, blocks are a source of added latency and should be removed.

In the light of emerging datacenter-like deployments, we introduce latency as the first-class blockchain performance metric to complement throughput, which is generally perceived as the main metric of interest [30]. We revisit the design decisions of permissioned blockchains from the perspective of reducing latency and, as a concrete instantiation of our design recommendations, we prototype StreamChain, our streaming variant of Hyperledger Fabric [9]. In a nutshell, StreamChain departs from block-based system design and chains transactions directly, in a streaming fashion, drastically reducing latency, but without jeopardizing security, reliability or throughput guarantees.

The contributions of this work are as follows:

- **Introducing a latency-efficient permissioned distributed ledger for datacenter-like environments:** By not batch- ing transactions into blocks and by exploiting the parallelism of modern multicore, StreamChain can achieve end-to-end latencies close to 1.5 ms without compromising throughput. As shown in Figure 1, its latency is two orders of magnitude smaller than vanilla Fabric running on a local area network, and one order of magnitude smaller than Fabric naively configured to form single transaction blocks. Overall, StreamChain provides latencies that are comparable to traditional databases, thereby making it a more realistic alternative to consider.

- **Showcasing integration with modern datacenter accelerators:** Even though consensus can be adapted for fast networks [19, 24], current permissioned ledgers do not benefit significantly from such optimizations due to the heavy use of batching. Conversely, latency improvements of consensus make a difference in StreamChain and, as proof-of-concept, we implemented an FPGA-based consensus service that makes it possible to reach commit latencies (i.e., latency excluding smart contract execution) below a millisecond.

- **Platform for future research:** StreamChain is an open-source platform to explore throughput and latency improvements in permissioned ledgers. StreamChain builds on a long-term support (LTS) release of Fabric (v.1.4) which allows future platform improvements to remain compatible with currently existing application ecosystems.

This paper is organized as follows: we provide an overview of permissioned blockchains and Hyperledger Fabric in Section 2. The design and implementation of StreamChain is described in Section 3. We evaluate the system in Section 5 with a YCSB microbenchmark and a Supply Chain Management application. We talk about the next steps in Section 6 and conclude in Section 7.

## 2 BACKGROUND AND RELATED WORK

### 2.1 Permissioned Ledgers and Fabric

Public ledgers do not authenticate nodes and instead they rely on PoW and similar consensus protocols to make Sybil attacks impractical. Permissioned (private) blockchains, on the other hand, authenticate all nodes and therefore allow the use of much cheaper consensus protocols. Nonetheless, permissioned ledgers inherit their design from public ones with many systems evolving from crypto-currency to more general use through “smart contracts” (e.g. Ethereum [31]). Since the execution of the smart contracts has to be serial, many of these systems are severely limited in throughput when running complex contracts. As a result, Ethereum, for instance, adds a “complexity” fee to smart contracts in the form of “gas”, thereby limiting usability in enterprise scenarios.

Hyperledger Fabric [9] is an open-source permissioned ledger that allows smart contracts (“chaincode”) to be developed in general purpose programming languages. It also removes the execution bottleneck by using an Execute-Order-Validate (EOV) approach (see Figure 2). As opposed to the Order-Execute (OE) model used, for instance, in Ethereum, where smart contracts are ordered and then shipped to all nodes for execution, in EOV only a subset of nodes execute them. This is done in isolation on top of the “materialized view” of the ledger (Fabric’s State DB) to determine their read/write sets and values (TX descriptors). The ordering nodes run a consensus protocol and establish the global order of these read/write sets which are then validated on all peers on their current State DB and committed to the ledger. The EOV model saves compute resources at peers and allows the execution of feature-rich smart contracts.

The drawback of the EOV model is that, since execution and committing happen concurrently on the nodes, it is possible that in the time it takes to order transactions, the underlying state of the variables in the read/write set have changed. This will result in a “failed” transaction whose results are not applied to the ledger state, even though its execution is recorded. This means that in case multiple clients execute chaincode that shares state, the successful transaction throughput (goodput) can be significantly lower than the raw throughput of the system.

---

1. Source code available at: [https://gitlab.software.imdea.org/zistvan-public/streamchain](https://gitlab.software.imdea.org/zistvan-public/streamchain) and [https://gitlab.software.imdea.org/zistvan-public/streamchain-benchmarks](https://gitlab.software.imdea.org/zistvan-public/streamchain-benchmarks)
2.2 Improvements and Alternative Designs

Most related work sets out to increase the throughput of permissioned ledgers but end-to-end latencies of single transactions are typically not addressed. However, we believe that this is an important feature to improve, especially in use-cases where network latencies are less than in a wide area deployment.

The authors of FastFabric [16] propose various optimizations to Fabric which result in an unprecedented 20,000 ops/s throughput. They achieve this through a combination of multi-threaded batch processing, changes to the ordering service and caching deserialized data structures in the validation phase. We have adopted the latter technique in StreamChain and reduced, as a result, the cost of the validation step by 10% (see details in Section 3.2.1).

Sharma et al. [27] focus on increasing goodput in the EOV model and demonstrate that, by relying on database techniques for concurrency control, it is possible to reorder transactions within a batch inside the ordering service in a way that minimizes the number of failing transactions. This idea is applicable to our case as well but it changes an assumption that Fabric makes about the ordering service, namely, that the contents of the transactions are opaque. Depending on the trust model, this raises concerns related to malicious reordering.

CAPER [8] demonstrates how multiple applications that share the same distributed ledger can leverage the fact that they operate on disjoint parts of the dataset in order to increase the overall throughput. This is achieved by separating the ordering of operations inside an application from that of ordering across applications. The authors propose a supply chain management workload for benchmarking, similar to the one we use for evaluation.

There is an emerging class of distributed ledgers that do not incorporate the notion of blocks at all and operate on a per-transaction basis. Two well known examples are Corda [11] and IOTA [25], which were designed with a very specific financial services use-case in mind. Instead of storing data in a single chain, a directed acyclic graph (DAG) was used. This allows executing transactions between various subsets of the peers without the burden of global ordering, but also results in systems with different properties than traditional permissioned ledgers.

2.3 Preliminary Version of This Work

In a preliminary version of this work [20] we demonstrated that the main idea behind StreamChain is viable by using a mock implementation that consisted of running Fabric v1.0 configured with 1TX per block and to run in main-memory (i.e., without persistence). In this work we provide a full implementation and further optimizations by:

- re-implementing StreamChain based on Hyperledger Fabric 1.4 LTS in a way that produces a transaction log that remains compatible with vanilla Fabric;
- introducing additional pipelining in the validation stage to increase throughput;
- providing a tunable disk write batching mechanism that ensures persistence while hiding I/O cost; and
- showing that the streaming execution model allows us to further optimize the ordering service, for instance, by including specialized hardware based on FPGAs.

Even though the throughput of StreamChain could be further increased, it is already a feasible alternative to traditional databases in emerging use-cases, even for contention-heavy workloads. Furthermore, StreamChain opens up novel opportunities for incorporating specialized hardware, such as FPGAs or SmartNICs, at various levels since the time spent within each processing step is directly exposed.

3 OUR SOLUTION: STREAMCHAIN

3.1 Which Scenarios is It For?

StreamChain targets datacenter-like deployments that are closer to a single datacenter than to geo-distributed environments and offer high bandwidth and low latency networking across nodes. Given that, at the moment, virtually all hosted permissioned ledgers are single-cloud, in the current prototype StreamChain tolerates Byzantine peers but uses crash fault tolerant (CFT) ordering, just like Fabric v1.4 LTS. This means that the participants have to trust ordering nodes not
to be malicious/Byzantine. In the long run, with the emergence of multi-cloud deployments, it will be necessary to integrate a Byzantine fault tolerant (BFT) ordering service (e.g., [28]) with our streaming optimizations. We discuss the path to achieving this in Section 6.

3.2 Insights and System Design

StreamChain builds on the following insight: in permissioned ledgers that have fast consensus, blocks have a negative effect on response times in low latency networks. Removing blocks, however, does not change the total amount of computation in the system. It still requires careful parallelization and pipelining of cryptographic operations and disk accesses in order to achieve reasonable throughput. An important side-effect of reducing latency in EOV systems is that it results in higher goodput: lower commit latencies mean less stale data for endorsement, which in turn yields less failed transactions in validation.

3.2.1 Batching and Caching. In Fabric, both the ordering and the validation (commit) stages are writing to disk for each block that is processed in the system, and all transactions, even those that only read from the state, have to be persisted in the ledger. If we would naïvely set the size of blocks to a single transaction then latencies would be dominated by the disk flushing cost (see Figure 1) and throughput would be reduced to the IOPS of the underlying device.

In StreamChain, we replace the code-path that flushes the ledger to disk with a local batcher that waits until enough data has accumulated or a time-out is reached (e.g., 100ms) before flushing to disk in an asynchronous manner. To avoid inconsistencies, all buffers are flushed immediately if the code on top performs a read of the underlying data. The same approach applies to all data structures in the peers that are persisted to disk (ledger state, index structures, etc.), with the exception of the materialized view of the ledger that is stored in the State DB.

In Fabric, LevelDB is used by default for the State DB and it persists its own data. The main reason for writing to disk in LevelDB is to speed up recovery in case a node fails and restarts, but we argue that it would be enough to checkpoint the key-value store off the critical path. Hence, we configure LevelDB to run in main-memory. Since the ledger is still persisted to disk, durability is not compromised.

Fabric uses gRPC for the communication between participants of the network and it uses Protocol Buffers to marshal and unmarshal messages. This can be an expensive operation with the block data structure that the orderers send to the peers. Unmarshalling happens selectively and at different levels of granularity; since parts of the block are used several times during the validation phase this leads to inefficiencies. The data structure we use to wrap transactions in StreamChain are very similar to blocks with less overall metadata, and therefore this inefficiency applies to StreamChain as well. As a solution, we implement an idea from FastFabric [16], namely, a cache that stores unmarshalled block contents to avoid repeated work. Since transactions are received on a single thread and never modified inside the peer, the cache doesn’t need to be protected by locks against concurrency.

Beyond the above optimizations, we also modified the way in which the peer reads in its configuration parameters, caching them for subsequent accesses. Furthermore, we disabled an auxiliary data structure, called the history DB that exists to support data provenance queries. Nonetheless, the same batching techniques apply to this data structure as to the main ledger structures.

3.2.2 Using Available Parallelism. The peers receive transactions (or blocks in the case of Fabric) from the ordering nodes over the network. These transactions are passed to the Validation logic that performs signature and read/write set checks before it records them in the ledger. In StreamChain we divided the Validation logic into 3 pipeline stages to take advantage of multi-core machines. This layout extends Fabric’s two-stage pipeline by one stage and, whereas in Fabric parallel signature checks are only carried out within a block, in StreamChain they work on incoming transactions directly. The pipeline is organized as follows:

(1) **Message authentication and endorsement signature check** – this step is the most expensive one because it requires checking various signatures to decide whether each transaction has been properly endorsed and ordered. Since there are no data dependencies across transactions, we rely on several cores to parallelize this check and collect the results in a FIFO order. In principle all idle cores of the CPU could be used for this purpose, but we found that in our experimental setup 6-8 were enough to result in pipeline stages with almost equal processing times.

(2) **Read/write set check and ledger commit** – this step iteratively checks the transactions’ read/write sets against the current ledger state (materialized in the State DB) and if no conflicts are found, it commits them to the ledger and updates the State DB. This operation needs to be performed sequentially for transactions so it runs in a single thread. Fabric uses a single reader/writer lock around the State DB and limits parallelism in our pipelined version between endorsement and validation. Therefore, we replace the single lock with a series of locks that allow more fine-grained access.

(3) **Additional housekeeping** – after updating the ledger state, various additional operations are performed on auxiliary data structures used, for instance, in the gossip
Even though we disable gossip in our deployment (as it’s not needed in deployments with plenty of networking bandwidth between ordering nodes and peers), it is important that StreamChain doesn’t remove Fabric features. Therefore, these data structure updates are still performed but in their own pipeline stage, which moves them off the critical path.

4 EXPLORING NEW OPPORTUNITIES

Since StreamChain exposes the cost of each execution step, it acts as a platform for future exploration and lets us evaluate the usefulness of various emerging hardware features in the datacenter. In this work we focus on the ordering step and show that by incorporating Field Programmable Gate Arrays (FPGAs), which are increasingly available in datacenters, into the ordering service we are able to reduce its latency further and allow it to scale to higher throughput in the future. We target a scenario where the permissioned ledger is hosted by a service provider that has existing infrastructure (e.g. Microsoft Catapult) that can be used to improve the overall performance of the blockchain.

4.1 FPGAs in the Datacenter

Field programmable gate arrays (FPGAs) are hardware chips that are composed of a collection of small look-up tables (LUTs), on-chip memory (BRAM) and specialized digital signal processing units (DSPs), which can be configured and interconnected to implement any hardware circuit. In comparison to traditional processors, FPGAs allow for fine-grained dataflow parallelism due to the fact that all “code” is executing in parallel in the device. The energy footprint of FPGAs is an order of magnitude lower than that of server-grade CPUs (and even though it is higher than that of ASICs, FPGAs can be reprogrammed freely, whereas ASICs have fixed functionality). For a more detailed description of FPGA internals and a summary of their strengths in data processing scenarios, we direct the reader to the book by Teubner and Woods [29].

FPGAs are being explored in cloud context both for compute intensive tasks related to machine learning [12] and as low latency key-value store solutions [15, 18, 32] mainly due to their ability to provide predictable, line-rate behavior even when performing near-data processing tasks.

Importantly, they are already being used in production for infrastructure acceleration, for instance in Project Catapult [13], to offload networking tasks in Azure virtual machines. With the general availability of FPGAs in the cloud (the number Catapult-enabled Azure servers in 2018 was reported to be more than a million [13]), they could be used to provide functionality packaged as a service with a lower energy footprint, hence lower cost, and more predictable performance than software-based solutions.

Figure 3: We integrate a crash fault tolerant ordering service built with FPGAs into StreamChain by using a software node to act as facade between the service and the blockchain peers.

4.2 FPGA-based Ordering

Fabric is designed such that the ordering service can easily be replaced with custom implementations. In version 1.4, it has a service built with Raft [23] as its main way of ordering blocks/transactions. As an alternative, an Apache Kafka based one is available but this introduces higher latencies and more complexity to the system. Fabric also offers a “solo” orderer comprising of a single node (hence no fault tolerance) that is useful for development and testing purposes.

For the FPGA-based ordering service, we build upon our earlier work on CFT consensus on stand-alone FPGAs [19]. That work implements Zookeeper’s Atomic Broadcast protocol to replicate write operations in a key-value store running on the same nodes. One of the main benefits of using FPGAs in this context is that they can achieve 10Gbps network-bound performance similar to RDMA-based systems without specializing the network protocol, relying instead on commodity networks and TCP sockets for communication across the consensus nodes and the clients.

For this work, we modified the interface of the nodes to expose the following three operations: 1) order, that takes a transaction (a BLOB), replicates it across nodes and returns the sequence number assigned to the transaction, 2) get, to retrieve the transaction ordered with a specific sequence number and 3) getLast, to retrieve the latest ordered transaction and its sequence number. To achieve this functionality, we modified the key-value store implementation on the FPGA to expose the sequence numbers of the consensus algorithm that were hidden before. The design does not rely on blocks and computes the SHA256 hash of each individual transaction inside the FPGA. This hash value is appended to the transactions before they are stored and is returned with gets, thereby forming the “links” of the chain.

Our prototyping boards do not have persistent storage, therefore we explored the feasibility of using NVDIMMs for providing durability in the future. We added a module in front of the memory controller on the FPGA to simulate the
timings and bandwidth of Intel’s Optane NVDIMMs [21]. Given the throughput levels of StreamChain, using lower bandwidth NVMe Flash could also be an option.

For integration with the rest of the nodes in StreamChain we rely on the code from the “solo” orderer to act as a facade between peers and FPGAs (Figure 3). It deals with aspects such as TLS flow termination, management messages, etc., and unwraps the transactions and submits them to the FPGA nodes for ordering. For our prototype we used a single facade, but since it is stateless, it could be deployed on multiple nodes to help with fast failover.

5 EVALUATION

5.1 Benchmarking Applications

In the Evaluation of StreamChain, we focus on answering the following questions:

- Can low latency be achieved simply by using blocks of a single transaction?
- What is the relative cost of the different steps and pipeline stages?
- What is the throughput of StreamChain and Fabric with more complex chaincodes?
- Do failing transactions reduce the useful throughput (goodput) of the system significantly?
- Could StreamChain compete with a database?

To answer these questions, we designed two different benchmarks (YCSB and SCM), as described in the following.

5.1.1 YCSB-Like Microbenchmark. As a micro-benchmark we relied on the YCSB suite to generate 1KB key-value operations and encoded these as invocations of chaincodes that insert/update/read a value belonging to a key. Experiments were driven by a peer executable that connects to endorsers and invokes the chaincode directly, avoiding an additional RPC from the original Java-based YCSB client. We noticed that, since in the original Fabric version most time is spent on disk writes to update the ledger state, the actual type of operation (set or get) didn’t play an important role for performance. We used two workloads: 90% inserts/10% reads (YCSB-90) and equal read/update ratios (YCSB-50).

5.1.2 Supply Chain Management Scenario. Since supply chain management (SCM) is an important use-case for distributed ledgers, we designed a benchmark targeting this scenario: vendors order products from each other and update their inventories, provided that they have put a contract in place (n.b. this is not a smart contract, but a condition that allows ordering a specific type of product). The corresponding schema is shown in Figure 4. In addition to transactional queries, such as create contract, place order, update order, etc., two analytical queries are provided: one to compute the days of supply (local analytics) and one to compute the bullwhip coefficient (global analytics). The former determines the number of days for which a vendor can supply a product based on current demand and inventory; the latter calculates a number that represents the overall variation between demand and supply across the supply-chain [14].

We implemented all operations as stored procedures in MySQL 8.0 and ran the benchmark from a multi-threaded Java application issuing requests in a closed loop over JDBC. For the distributed ledger version we implemented the queries as chaincode written in Go and organized the key-space by the indexes and primary keys defined in the SQL schema. Data is encoded as JSON within the ledger’s key-value pairs. For running the benchmark on Fabric and StreamChain, we used the Java application to export chaincode invocations and we used the same peer executable as for the microbenchmark.

In the supply chain management scenario we focused on the case where contention happens with high probability and, as a result, failing transactions could reduce goodput. To this end, we ran the benchmark with 50 vendors selling
500 products with 6000 contracts between them. Each order issued as part of the benchmark was based on one of these contracts. We varied the portion of transactional queries between 95% (SCM-95) and 99% percent (SCM-99).

5.2 Deployment

We ran the experiments on a local 10Gbps cluster of eight servers with Intel Xeon E-2186G CPUs (6x3.80GHz), 32GB of RAM and regular HDDs. The blockchain network was composed of 5 peers and 3 ordering service nodes for Raft, respectively 1 facade node for the FPGA ordering version with three Xilinx VCU1525 FPGA boards connected to the same switch. We ran MySQL Version 8.0.15 on one of the servers. For benchmarking we used a single client machine with the two workloads described in the previous section and issued 10000 operations not counting data loading, warm-up and cool-down phases (first and last 10% of operations). For benchmarking MySQL, the client was situated on the same machine. Unless otherwise stated we used Fabric with the default block batching of 10 transactions as a baseline.

5.3 Latency and Throughput

Can low latency be achieved simply by using blocks of a single transaction? To demonstrate that naively setting the block size of Fabric to one does not result in great improvements, and hence the optimizations in StreamChain are needed, we show latency as a function of throughput in Figure 5 when using the YCSB-90 workload (we also compare to Fabric in [9], batching 500TXs on average, that uses a comparable micro benchmark). If we set the block size to one (1TX), disk access will dominate both latency and throughput. If, in addition, we “remove” the disk overhead by running on a RamDisk (as we did in our preliminary work [20]), latency can be lowered significantly but the system becomes non-persistent. In StreamChain we can maintain the low latency behavior and keep persistence, while achieving higher throughput.

What is the relative cost of the different steps and pipeline stages? The latencies inside StreamChain are reduced and balanced across the three stages of the EOV model. Figure 6 shows the breakdown of latency as well as its evolution with increasing load. When using FPGAs to run the ordering service instead of Raft, half of its latency (0.3 ms) can be saved. A further reduction of latency would be possible by replacing the facade node with in-FPGA TLS termination. Overall, commit latencies (O+V) are below 1 ms and end-to-end latencies (E+O+V) under 1.5 ms up to 2000TX/s.

5.4 SCM Benchmark

What is the throughput with more complex chaincodes? The SCM workload allows us to measure the latency of the systems with more complex operations. Table 1 shows the end-to-end latencies of a single client. In the case of Fabric and StreamChain, the latency decreases when the fraction of transactional queries is increased from 95% to 99%. This is expected because analytical queries take longer than transactional ones and often keep a lock on the entire key-space (e.g., in the case of the Bullwhip coefficient) while being endorsed, thereby slowing all validations down. The database exhibits the opposite behavior, whereby each transactional query incurs several write disk accesses, but analytics can be performed on the buffered pages. While there certainly are databases that offer better performance than MySQL, overall, StreamChain delivers competitive latencies.

How much do failing transactions reduce the useful throughput (goodput)? We explore the effect of small working set sizes (more read-after-write contention) on the
Figure 7: When running the YCSB-50 microbenchmark, transactions start failing sooner in Fabric than in StreamChain, which retains almost 100% goodput close to maximum throughput (1700TX/s, resp. 3200 TX/s). The difference in behavior is even more visible with a 1000 key working set.

Table 1: The SCM benchmark provides a real-world estimate of end-to-end latencies since each query/chaincode performs several reads and writes.

| System      | SCM-95  | SCM-99  |
|-------------|---------|---------|
| Fabric      | 296.3 ms| 169.6 ms|
| StreamChain | 14.8 ms | 4.4 ms  |
| MySQL       | 36.3 ms | 37.5 ms |

goodput of StreamChain using the YCSB-50 workload with equal updates and reads and pick the working set as 100%, respectively 10%, of the 10k key space. As shown in Figure 7, Fabric has a negligible number of failing transactions until it reaches 87% of its maximum throughput, where the percentage of failing transactions quickly rises to 40%. Failing transactions are not reissued in this benchmark, but if they were, depending on the backoff policy it could happen that the system is not able to make meaningful progress at this point. Thanks to the reduced data staleness, StreamChain shows a more graceful degradation that happens much later (beyond 97% of its maximum throughput). Even though it cannot eliminate the problem entirely, StreamChain can operate close to saturation with virtually no failing transactions as soon as workloads don’t have very small “hotspots”.

We also measure goodput with the SCM benchmark. The results, in Figure 8, show two trends: First, by increasing the percentage of transactional queries (from 95% to 99%), the blockchain solutions become faster. Second, both Fabric and StreamChain have a drop in goodput sooner than with the YCSB benchmark. Both trends are to be expected. The endorsement of the analytical operations takes longer and requires locking a large portion of the key-space, thereby slowing down validation. Furthermore, concurrent updates to the inventory of vendors result in failing validations, thereby lowering goodput. StreamChain, however, consistently outperforms Fabric.

Could StreamChain compete with a database? when executing the SCM benchmark, MySQL delivers somewhat lower throughput than StreamChain, but of course no failing transactions (in Figure 8 we artificially extend the lines to the right once MySQL reaches maximum throughput). The database is limited by high lock contention and disk flushes for the transactional queries. If we run MySQL on a RamDisk, removing the disk overhead, its throughput increases significantly, to 3000TX/s for SCM-95 and 7000TX/s for SCM-99. These numbers can be regarded as an upper bound for traditional database throughput. Overall, StreamChain can deliver throughput within the range defined by these lower and upper-bounds on a single machine even though it executes in a distributed manner.

6 FUTURE WORK

6.1 BFT Ordering

In order to reduce the necessary trust in a service provider and to ensure that permissioned distributed ledgers can be run in multi-cloud deployments, it is important to have a Byzantine fault tolerant (BFT) ordering service implementation. Using a BFT consensus protocol would also make the system more resilient to arbitrary failures.

Even though there is already work providing BFT ordering in Fabric [28], integration with StreamChain will require modifications to the BFT implementation. This is because batching, used as a default in such protocols [10, 28, 33], has to be eliminated without reducing throughput to impractical levels. An additional challenge is that, since each peer has to be connected to a majority of the BFT ordering nodes to accept transactions as ordered, the jitter across ordering nodes
has to be minimized without reducing their ability to sustain high network bandwidth. There are no BFT implementations that fulfill all of the above requirements at the same time because traditionally they have been optimized for geodistributed operation. Nonetheless, even though challenging, we believe that it is possible to build such an ordering service if we rely on low latency networks and using hardware accelerators both for cryptographic operations (signing, verifying, etc.) and data movement operations (marshaling and unmarshaling) withing the protocols.

6.2 Concurrent State Access

Currently, endorsement and validation have to concurrently access the State DB inside endorsing peers. This limits throughput and can increase latencies when locking large portions of the key-space. For this reason, concurrency-enabling optimizations of the State DB will yield the biggest immediate benefits in StreamChain. Of course, fundamentally, the problem of failed transactions cannot be eliminated by changing the State DB. Instead, research is required into a hybrid between the OE and EOV execution models that allows more flexibility in post-order validation.

7 CONCLUSIONS

In this work we make the case that the design of permissioned blockchains should be revisited for datacenter-like environments and that latency should be considered as a first-class performance metric. With StreamChain, we propose a streaming design and show that it achieves low latency while maintaining high throughput. We demonstrate that StreamChain could be already practical in real-world deployments with a supply chain management benchmark.

Our approach is complementary to ideas for further increasing throughput and, thanks to the elimination of batching overhead, novel research directions open up for hardware-accelerated consensus and cryptography operations in the context of permissioned ledgers. StreamChain is able to take advantage of low latency networking and modern datacenter hardware, including emerging platforms such as FPGAs, which, until now, have not been beneficial in such systems.
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