GOAL-CONDITIONED BATCH REINFORCEMENT LEARNING FOR ROTATION INVARIANT LOCOMOTION

Aditi Mavalankar
University of California, San Diego
amavalan@eng.ucsd.edu

ABSTRACT

We propose a novel approach to learn goal-conditioned policies for locomotion in a batch RL setting. The batch data is collected by a policy that is not goal-conditioned. For the locomotion task, this translates to data collection using a policy learnt by the agent for walking straight in one direction, and using that data to learn a goal-conditioned policy that enables the agent to walk in any direction. The data collection policy used should be invariant to the direction the agent is facing i.e. regardless of its initial orientation, the agent should take the same actions to walk forward. We exploit this property to learn a goal-conditioned policy using two key ideas: (1) augmenting data by generating trajectories with the same actions in different directions, and (2) learning an encoder that enforces invariance between these rotated trajectories with a Siamese framework. We show that our approach outperforms existing RL algorithms on 3-D locomotion agents like Ant, Humanoid and Minitaur.

1 INTRODUCTION

Goal-conditioned reinforcement learning (RL) algorithms (Kaelbling (1993); Schaul et al. (2015)) learn policies that enable the agent to achieve a diverse set of goals. It is challenging to learn such policies due to the goal expanding the dimensionality of the input space. This problem becomes more evident in high-dimensional continuous control tasks like goal-directed locomotion. Since the agent needs to know how to walk in order to walk in different directions, goal-directed locomotion is more challenging than the standard locomotion task i.e. walking in a single direction.

We consider the following batch RL (Lange et al. (2012)) setting to address the goal-directed locomotion task: given a batch consisting of data collected while training a policy for locomotion (similar to the final buffer setting in Fujimoto et al. (2019)), we use it to learn a policy for goal-directed locomotion. We refer to this modified setting as goal-conditioned batch RL.

Why do we need this modified setting? This question can be answered based on the following intuitions: (1) learning to walk in one direction is easier than learning to walk in all directions at once, and (2) an agent that can walk in one direction should be able to walk in any direction without a large number of additional environment interactions. These intuitions are specific to the goal-directed locomotion task; however, our approach can be used to address tasks that possess an invariance with respect to their state and/or goal spaces. Here, this structure exists in the form of rotation invariance of the state and goal spaces with respect to the locomotion policy and can be exploited to learn goal-conditioned policies efficiently.

Our approach exploits the intuitions listed above making use of two well-known techniques: (1) data augmentation and (2) representation learning. Data augmentation involves simulating the agent’s actions observed in the batch trajectories in different directions resulting in an augmented batch containing trajectories equivalent to those observed in the original batch (see Fig. 1). We then use representation learning to learn embeddings that capture this equivalence between trajectories in the augmented batch. We show the results of our proposed approach on the Ant environment in OpenAI Gym (Brockman et al. (2016); Todorov et al. (2012)), and the Humanoid and Minitaur environments in Pybullet (Coumans & Bai (2016)). On all three environments, our method outperforms existing methods using standard RL techniques, as well as goal-conditioned RL techniques. We also compare our approach to baselines in the goal-conditioned batch RL setting. Here, the batch consists of either
random samples, or on-policy samples collected by the agent. Data augmentation alone beats all the above baselines, and using representation learning further boosts performance.

2 GOAL-CONDITIONED BATCH RL

In the goal-conditioned batch RL setting, the aim is to learn a goal-conditioned policy from a batch of data collected by a policy that is not goal-conditioned. This setting is shown in Fig. 2. We describe data collection and the two key aspects of our algorithm: data augmentation and learning equivalence between trajectories in the augmented dataset. We also discuss an approach to learn a naive goal-conditioned policy from the data as a baseline, in A.2.

**Data collection.** We collect batch data \( D \) using a standard RL algorithm (we use Proximal Policy Optimization (PPO) (Schulman et al. (2017)) and Soft Actor-Critic (SAC) (Haarnoja et al. (2018))) to train a policy \( \pi : S \rightarrow A \). \( D = \{(s, a, g), \ldots \} \), where \( s \) is the state, \( a \) is the action, and \( g \) is the one-step goal. Note that \( \pi \) is not conditioned on \( g \). Here, \( g \) is the 3-D position of the agent.

**Equivalence.** We emphasize the property that an agent’s policy for locomotion should be invariant to the direction in which locomotion occurs i.e. an agent’s policy for walking straight ahead should be the same, regardless of which direction it is facing. We use this to augment \( D \) with trajectories that are equivalent to those present in it. \( \tau_1 = \{s_1, a_1, g_1, s_2, a_2, g_2, \ldots, s_T, a_T, g_T\} \) and \( \tau_2 = \{\bar{s}_1, \bar{a}_1, \bar{g}_1, \bar{s}_2, \bar{a}_2, \bar{g}_2, \ldots, \bar{s}_T, \bar{a}_T, \bar{g}_T\} \) are equivalent trajectories if for any \( \theta \in [0, 2\pi) \), \( \bar{a}_i = a_i, \bar{g}_i = \text{rot}(s_i, \theta), \bar{g}_i = \text{rot}(g_1, \theta), \bar{g}_2 = \text{rot}(g_2, \theta), \ldots, \bar{g}_T = \text{rot}(g_T, \theta) \), for \( i = \{1, \ldots, T\} \) where \( \text{rot}(x, \theta) \) is a rotation of \( x \) about the agent by angle \( \theta \). Fig. 1 shows an example of such trajectories.

**Data augmentation.** We use the above definition of equivalence to augment \( D \). For each trajectory \( \tau \) observed in the dataset \( D \), we generate another trajectory \( \hat{\tau} \) that is equivalent to it by randomly choosing \( \theta \in [0, 2\pi) \). The augmented dataset \( D_{aug} \) consists of all trajectories in \( D \) and the generated set of their equivalent trajectories \( \hat{D} \). \( \hat{\tau} \) is collected by rotating the initial configuration of the agent in \( \tau \), and then repeating the actions taken by the agent in \( \tau \) to expand the batch data. This concept is illustrated in Fig. 1(algorithm in A.1).

**Our Approach: Enforcing equivalence.** Once we have the augmented dataset \( \hat{D} \), we focus on learning a model that incorporates this equivalence into the training procedure. To do this, we learn two models: an encoder \( E \), and a policy \( \pi_E \). The encoder is defined as \( E: S \times G \rightarrow \mathbb{R}^k \). It outputs \( h = E(s, g) \), where \( h \) is a \( k \)-dimensional embedding produced by the encoder. The goal-conditioned policy with equivalence defined as \( \pi_E: \mathbb{R}^k \rightarrow A, \pi_E(h) = a \). \( h \) should capture the equivalence between \( (s, g) \) and \( (\bar{s}, \bar{g}) \). Thus, if \( (s, g) \sim (\bar{s}, \bar{g}) \), \( h = \bar{h} \), where \( h = E(s, g) \) and \( \bar{h} = E(\bar{s}, \bar{g}) \).

We generate these embeddings for the equivalent samples simultaneously; thus, we use a Siamese framework (Koch et al. (2015)) to learn \( E \) i.e. \( h \) and \( \bar{h} \) are computed using shared weights. Both \( E \) and \( \pi_E \) are MLPs, learnt using the objective functions \( \mathcal{L}_{enc} \) and \( \mathcal{L}_{\pi_E} \) respectively.

\[
\mathcal{L}_{enc} = \frac{1}{M} \sum_{i=1}^{M} \|h_i - \bar{h}_i\|^2_2 \quad \mathcal{L}_{\pi_E} = \frac{1}{M} \sum_{i=1}^{M} \|\pi_E(h_i) - a_i\|^2_2
\]

where \( h_i = E(s_i, g_i), \bar{h}_i = E(\bar{s}_i, \bar{g}_i), \) and \( \bar{h}_i = \frac{1}{2}(h_i + \bar{h}_i) \). The overall loss is given by \( \mathcal{L} = \lambda \mathcal{L}_{enc} + (1 - \lambda) \mathcal{L}_{\pi_E} \), where \( \lambda \in [0, 1] \). The procedure is described in Algorithm 1.
Figure 2: The goal-conditioned batch RL setting. There are 3 stages: (1) Data collection, using any RL algorithm to learn a policy $\pi$ conditioned on the state $s$. All transition data $s, a, g, D = \{(s, a, g)\}$ are stored in $D$. (2) Data augmentation, where $D$ can be augmented by utilizing the rotation invariance of $S$ and $G$, resulting in $\tilde{D}$, and (3) Learning the goal-conditioned policy $\pi_E$ from the batch data $D \cup \tilde{D}$.

3 EXPERIMENTS

We perform experiments on the goal-directed locomotion task for bipedal and quadrupedal agents: Ant, Humanoid and Minitaur.

**Algorithm 1** Enforcing equivalence

Given $D_{aug} = \{\tilde{\tau}_1, \tilde{\tau}_2, \tilde{\tau}_2, \ldots, \tilde{\tau}_N, \tilde{\tau}_N\}$, learning rate $\eta$, encoder $E$ with parameters $\phi_{enc}$, goal-conditioned policy with equivalence $\pi_E$ with parameters $\phi_{\pi_E}$

Initialize $\phi_{enc}$ and $\phi_{\pi_E}$ randomly

repeat
  for $(\tau, \tilde{\tau}) \in D_{aug}$ do
    $s_1, a_1, g_1, s_2, a_2, g_2, \ldots, s_T, a_T, g_T \leftarrow \tau$
    $\tilde{s}_1, \tilde{a}_1, \tilde{g}_1, \tilde{s}_2, \tilde{a}_2, \tilde{g}_2, \ldots, \tilde{s}_T, \tilde{a}_T, \tilde{g}_T \leftarrow \tilde{\tau}$
  for $t = 1$ to $T$ do
    $h_t = E(s_t, g_t)$
    $\tilde{h}_t = E(\tilde{s}_t, \tilde{g}_t)$
    $\bar{h}_t = \frac{1}{2} (h_t + \tilde{h}_t)$
  end for
  Compute $L = \lambda L_{enc} + (1 - \lambda) L_{\pi_E}$
  $\phi_{enc} \leftarrow \phi_{enc} - \eta \nabla L$
  $\phi_{\pi_E} \leftarrow \phi_{\pi_E} - \eta \nabla L$
end repeat

until $n$ iterations

**Standard RL.** We use a standard on-policy or off-policy RL algorithm to train a goal-conditioned policy. We use SAC for Humanoid, and PPO for Ant and Minitaur.

**Goal-conditioned RL.** We use Hindsight Experience Replay (HER) (Andrychowicz et al., 2017) to train the goal-conditioned policy with SAC and Deep Deterministic Policy Gradient (DDPG) (Lillicrap et al., 2016) as the off-policy RL algorithms. We report results on the method with the best performance on the goal-directed locomotion task on both dense and sparse reward environments.

**Goal-conditioned batch RL.** We discuss different variants of the goal-conditioned batch RL setting described in Section 2. In each case except random samples, the batch consists of data collected while training SAC for Humanoid, and PPO for Ant and Minitaur. (1) **Random samples:** We learn a naive goal-conditioned policy $\pi_g$ over a batch consisting of random samples collected from the environment. (2) **On-policy samples:** We learn $\pi_g$ over a batch containing data collected while training the agent for locomotion in one direction. (3) **Augmented samples:** We use data augmentation to collect samples that are equivalent to the on-policy samples and learn $\pi_g$. (4) **Equivalence on augmented samples:** We follow the procedure in Alg. 1 to learn an encoder $E$ and goal-conditioned policy with equivalence $\pi_E$.

**Implementation details.** All 3 models - $\pi_g, E$ and $\pi_E$, are Multilayer Perceptrons (MLPs) with 2 hidden layers. Exact details of model architectures for each experiment, number of samples of environment interaction, optimizers, environments, reward functions, and other experimental details are provided in the Appendix.
Model | Humanoid Mean | Humanoid Std. dev. | Minitaur Mean | Minitaur Std. dev. | Ant Mean | Ant Std. dev.
--- | --- | --- | --- | --- | --- | ---
**Standard RL**
Schulman et al. (2017); Haarnoja et al. (2018) | 2.160 | 0.955 | 1.358 | 0.326 | 2.608 | 0.607
**Goal-conditioned RL** Andrychowicz et al. (2017)
w/ sparse reward | 2.902 | 1.138 | 1.440 | 0.237 | 2.602 | 0.953
w/ dense reward | 2.891 | 1.135 | 1.380 | 0.251 | 2.475 | 0.693
**Goal-conditioned batch RL**
Random samples | 3.159 | 0.579 | 1.598 | 0.282 | 3.166 | 0.569
On-policy samples | 2.777 | 0.841 | 1.403 | 0.438 | 2.155 | 1.054
Augmented samples | 1.936 | 0.977 | 1.212 | 0.485 | 1.721 | 0.978
**Our approach: Enforcing Equivalence** | 1.779 | 0.986 | 0.904 | 0.482 | 1.105 | 0.866

Table 1: Results of our algorithm (in bold) compared with all the baselines discussed in Section 3.

Figure 3: Violin plots showing the distribution of closest distance from the goal for each episode for the 3 environments: (a) Humanoid (b) Minitaur (c) Ant.

**Results.** We compare the performances of these experiments based on the closest distance to the goal that the agent is able to achieve. We report the mean and standard deviation of the closest distance to the goal for each agent, averaged over 100 runs on 10 random seeds. We show the results of our approach, compared with all the other baselines discussed above, in Table 1 and Fig. 3. In each environment, our approach outperforms all baselines considered. The second-best approach across all environments is learning a naïve goal-conditioned policy on augmented samples. This indicates the effectiveness of both our key contributions: data augmentation and enforcing equivalence. Learning a naïve goal-conditioned policy on augmented samples improves performance over all methods because the actions taken are consistent with the definition of equivalence. Enforcing equivalence using the Siamese framework forces the same embedding to be learnt for all equivalent state-goal configurations, thus generalizing to a wider set of goals than all the other baselines.

4 RELATED WORK

Goal-conditioned RL has been used in hierarchical RL algorithms (Kulkarni et al. (2016); Nachum et al. (2018)), as a link between model-based and model-free RL for control (Pong* et al. (2018)), with the imitation learning framework (Ding et al. (2019)), as a pretrained prior to learn actionable aspects of the state and goal spaces (Ghosh et al. (2018)), and to perform higher-level tasks like planning (Soroush Nasiriany (2019)). Similar to our approach that uses equivalence between trajectories, some recent works (Mishra et al. (2019); Abdolhosseini et al. (2019)) exploit symmetry, albeit in the agent than in the environment, to learn policies that result in better gait during locomotion. A number of batch RL methods have been proposed recently, addressing large distributional shift in continuous control (Fujimoto et al. (2019)), learning under constraints (Le et al. (2019)), etc. Our approach extends the batch RL formulation to goal-conditioned RL and exploits symmetry in the state and goal spaces to learn efficient goal-conditioned policies for goal-directed locomotion.

5 CONCLUSION

We propose a modified batch RL setting, termed goal-conditioned batch RL, to solve the goal-directed locomotion task for high-dimensional continuous control agents. Our method utilizes invariance to rotation and combines data augmentation with representation learning, resulting in agents being able to reach different goals more successfully than those trained using existing RL and goal-conditioned RL methods.
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A APPENDIX

In this section, we provide more details about our method and baselines. We also describe the experimental setup, and provide a detailed analysis of the results.

A.1 DATA AUGMENTATION

We described the intuitions behind data augmentation in Section 2. Here, we provide the algorithm to collect augmented samples from the environment after the on-policy data collection stage in the goal-conditioned batch RL setting.

Algorithm 2 Data augmentation

Given $D = \{\tau_1, \tau_2, ..., \tau_N\}$, environment $e$
Initialize $D = \{\}$
for $\tau = \{s_1, a_1, g_1, s_2, a_2, g_2, ..., s_T, a_T, g_T\} \in D$ do
  Sample $\theta \sim [0, 2\pi)$
  $\tilde{s}_1 \leftarrow e.rot(s_1, \theta)$
  Initialize $\tilde{\tau} = \{\}$
  for $t = 1$ to $T$ do
    $\tilde{a}_t = a_t$
    $\tilde{s}_{t+1} = e.step(\tilde{a}_t)$
    Record one-step goal reached $\tilde{g}_t$
    $\tilde{\tau} \leftarrow \tilde{\tau} \cup \{\tilde{s}_t, \tilde{a}_t, \tilde{g}_t\}$
  end for
  $D \leftarrow D \cup \tilde{\tau}$
end for
$D_{aug} = D \cup \tilde{D}$

A.2 LEARNING A NAÏVE GOAL-CONDITIONED POLICY

Once we have a dataset consisting of $(s, a, g)$ tuples, we use it to train the goal-conditioned policy $\pi_g : S \times G \rightarrow A, \pi_g(s, g) = a$. We train a multilayer perceptron (MLP) using the objective $L_{\pi_g}$.

$$L_{\pi_g} = \frac{1}{M} \sum_{i=1}^{M} ||\pi_g(s_i, g_i) - a_i||^2_2$$ (1)

where $M$ is the number of samples in the dataset. The dataset can be either $D$ consisting of on-policy samples, or augmented samples $D_{aug}$, or even randomly collected samples.

Algorithm 3 Naïve goal-conditioned policy

Given $D = \{\tau_1, \tau_2, ..., \tau_N\}$
or $D_{aug} = \{\tau_1, \tilde{\tau}_1, \tau_2, \tilde{\tau}_2, ..., \tau_N, \tilde{\tau}_N\}$, learning rate $\eta$
Given policy $\pi_g$ with parameters $\phi_g$
Initialize $\phi_g$ randomly
repeat
  for $\tau = \{s_1, a_1, g_1, s_2, a_2, g_2, ..., s_T, a_T, g_T\} \in D$ do
    Compute $L_{\pi_g}$ using Eq. [1]
    $\phi_g \leftarrow \phi_g - \eta \nabla L_{\pi_g}$
  end for
until $n$ iterations

A.3 OUR APPROACH: ENFORCING EQUIVALENCE

The training procedure of our approach that enforces equivalence on augmented samples $(s, g)$ and $(\tilde{s}, \tilde{g})$ is depicted in Fig. 4.
Figure 4: Our approach involves two components: encoder $E$ that generates embeddings $h$ and $\tilde{h}$ for a pair of equivalent samples $(s, g)$ and $(\tilde{s}, \tilde{g})$ respectively using shared weights, and goal-conditioned policy with equivalence $\pi_E$ that takes as input the mean of these embeddings $\bar{h}$ to output the required action.

A.4 EXPERIMENTAL DETAILS

In this section, we discuss the details of all the experiments performed in the standard RL, goal-conditioned RL and goal-conditioned batch RL settings. All experiments were trained and tested on an Nvidia GeForce GTX 1080 GPU.

A.4.1 ENVIRONMENTS

We show the results of our approach, compared with other baselines, on the 3-D locomotion environments: Ant (Todorov et al. (2012); Brockman et al. (2016)), Minitaur and Humanoid (Coumans & Bai (2016)) (shown in Fig. 5). The Humanoid is a bipedal agent with a 43-D state space and 17-D action space. The Ant is a quadrupedal agent with a 111-D state space and 8-D action space. The Minitaur is also a quadrupedal agent with a 17-D state space and 8-D action space.

A.4.2 REWARD FUNCTIONS

The reward function for the policy used for data collection in the goal-conditioned batch RL setting includes the control and contact costs, and a reward for moving forward to the right.

The reward function for training a goal-conditioned policy using standard RL includes the control and contact costs, and a reward for moving in the direction of the goal.

In the goal-conditioned RL setting, we consider two scenarios: sparse and dense rewards. In the sparse reward experiments, the agent receives a reward of 0 if it reaches within a certain distance of the goal, and -1 otherwise. In the dense reward scenario, the agent receives a weighted sum of the control and contact costs, and the distance to the goal, as its reward.

A.4.3 DATA COLLECTION

In this section, we provide details about the data collection process for the goal-conditioned batch RL setting.

The batch data we collect for the goal-conditioned batch RL experiments (discussed in the main paper), consist of three kinds of data: random samples, on-policy samples, and augmented samples. We collect the same number of samples for all baselines, and also train the standard and goal-conditioned RL policies using the same number of environment interactions.

Ant. We use 2 million timesteps of environment interaction for each method. For the standard RL and goal-conditioned RL methods, this means training a policy for 2 million timesteps. The data collection for the goal-conditioned batch RL setting is done in the following manner. For the
baseline with random samples, the batch consists of 2 million timesteps of the agent taking random actions in the environment. The baseline with on-policy samples has a batch consisting of 2 million samples collected while training a standard RL (Schulman et al. (2017); Haarnoja et al. (2018)) algorithm for the locomotion task. The baseline with augmented samples, and our final approach that enforces equivalence, have a batch consisting of 1 million samples collected while training the standard RL algorithm, and 1 million samples that are equivalent to those collected at training time. The data collection policy is learnt using PPO (Schulman et al. (2017)).

**Minitaur.** We use 4 million timesteps of environment interaction. The procedure for training the standard and goal-conditioned RL methods, as well as data collection for the goal-conditioned batch RL methods is the same as that for the Ant (discussed above). The data collection policy is learnt using PPO (Schulman et al. (2017)).

**Humanoid.** For the Humanoid environment, the first 5 million timesteps of training a standard RL algorithm for locomotion consisted of predominantly bad samples that led to the Humanoid falling down very early in the episode. Thus, instead of using those samples, we froze training after 5 million timesteps, and used the policy trained to collect 10 million samples. The standard and goal-conditioned RL methods were trained for 15 million timesteps, for fair evaluation. The procedure for collecting the batch data is the same as that discussed above for Ant and Minitaur. The data collection policy is learnt using SAC (Haarnoja et al. (2018)).

### A.4.4 Network Architecture

There are 3 models we learn in the goal-conditioned batch RL methods: the naïve goal-conditioned policy $π_g$, the encoder $E$, and the goal-conditioned policy with equivalence $π_{E}$. We also have the data collection policy $π_{data}$ for batch data. The standard and goal-conditioned RL algorithms also involve learning the policies $π_{standard}$ and $π_{goal}$ respectively. All these networks are MLPs with 2 hidden layers and tanh activation.

### A.4.5 Hyperparameters

For the standard RL and goal-conditioned RL baselines we compare our approach with, we use the hyperparameters provided in existing implementations of these algorithms (Dhariwal et al. (2017); Hill et al. (2018)). The hyperparameters involved in training all the goal-conditioned batch RL methods are:

**Weighted loss parameter $\lambda$.** The loss function for our approach is a weighted sum of the encoder loss $L_{enc}$ and the policy loss $L_{π_E}$. We set $\lambda = 0.25$ for all environments.

**Encoder output dimension $k$.** The output of the encoder in our approach is a $k$-dimensional vector. We set $k = 10$ for the Ant and Minitaur environments, and $k = 50$ for the Humanoid environment.

**Optimizer.** We use the Adam optimizer (Kingma & Ba (2015)) with a learning rate 0.001 and a batch size of 512 for all goal-conditioned batch RL methods across all environments.

### A.4.6 Baselines

In the standard RL baseline, we used SAC (Haarnoja et al. (2018)) for the Humanoid and PPO (Schulman et al. (2017)) for the Ant and Minitaur to train the policy.
Table 2: Training details for Humanoid, Minitaur, Ant. Note that the hyperparameters for the standard and goal-conditioned RL experiments, as well as those for the policy used for data collection (Schulman et al. (2017); Haarnoja et al. (2018); Andrychowicz et al. (2017); Lillicrap et al. (2016)), have been taken from existing implementations of these algorithms (Dhariwal et al. (2017); Hill et al. (2018)).

In the goal-conditioned RL baseline with sparse rewards, we used SAC (Haarnoja et al. (2018)) as the off-policy RL algorithm with HER (Andrychowicz et al. (2017)) for all 3 environments. In the dense reward setting, we used SAC for the Humanoid and Minitaur, and DDPG (Lillicrap et al. (2016)) for the Ant.

A.4.7 Test setup

At test time, the agent is rotated by a random angle. The target is set at a distance of $\sim 2 - 5$ units from the agent at an angle of $[-45^\circ, 45^\circ]$ to the agent’s orientation in the case of the Ant and Humanoid environments. For Minitaur, we set the target at a distance of $\sim 1.5 - 2.5$ units from the agent at an angle of $[-45^\circ, 45^\circ]$ to the agent’s orientation. At each point, we replace the actual goal with the unit vector in the direction of the goal as the input.

Each episode consists of a maximum of 1000 steps for each environment, and the episode terminates when the agent reaches the goal, or falls down/dies. We report the closest distance from the target that the agent is able to reach, for each episode. We select 10 random seeds and test the performance of each method on 1000 episodes for each random seed. In order to ensure that the comparison between all methods is indeed fair, we set the initial configuration of the agent and the target to be the same across all methods at test time.

A.5 Analysis of Results

Why does random sampling in goal-conditioned batch RL show the worst performance?

Using random samples as the batch data in the goal-conditioned batch RL setting leads to the worst results in all environments. This happens because all agents we consider are high-dimensional continuous control agents, which cannot be expected to learn good goal-conditioned policies from random data.

Does on-policy data improve performance over random data in the goal-conditioned batch RL setting?

Learning from a batch that does contain on-policy samples, i.e. samples collected while training a locomotion policy in a single direction, does improve performance over random samples, but it is
Unfortunately unable to exceed the performance of the standard RL and goal-conditioned RL methods in all environments due to poor generalization to goals that lie out of its training distribution. However, for goals that lie within its training distribution, it exhibits smooth goal-directed locomotion, as opposed to the poor performance of goal-conditioned batch RL with random samples. This is evident from the violin plots shown in Fig. 3: the plot for goal-conditioned batch RL with on-policy samples has a small peak away from the mean, which consists of goals belonging to its training distribution.

**How does data augmentation affect performance?**

Learning from augmented samples in the goal-conditioned batch RL setting improves performance over standard and goal-conditioned RL baselines, as well as over the two preliminary goal-conditioned batch RL baselines. While the gain in performance over the two simpler goal-conditioned batch RL baselines is for obvious reasons, this method works better than even standard RL and goal-conditioned RL because it consists of samples that take consistent actions to reach the goal in the case of equivalent state-goal configuration. In other words, this means that if we have two trajectories in the augmented dataset \( \tau = \{s_1, a_1, g_1, s_2, a_2, g_2, ..., s_T, a_T, g_T\} \) and \( \hat{\tau} = \{\hat{s}_1, \hat{a}_1, g_1, \hat{s}_2, \hat{a}_2, g_2, ..., \hat{s}_T, \hat{a}_T, \hat{g}_T\} \), where \( (s_1, g_1) \sim (\hat{s}_1, \hat{g}_1) \), the augmented samples collected would have \( a_1 = \hat{a}_1, a_2 = \hat{a}_2, ..., a_T = \hat{a}_T \), but the same policy may not be learnt by standard RL and goal-conditioned RL methods.

**Why does incorporating equivalence into the learning algorithm improve performance over using augmented samples?**

While augmenting the dataset with equivalent trajectories already beats all other baselines in terms of performance, enforcing equivalence between equivalent trajectories is able to achieve a far higher generalization to goals not observed in the training distribution. This is because the encoder learns the same embeddings for equivalent state-goal configurations. Thus, for any goal \( g \) that lies outside the training distribution, the agent starting from state \( s \) will be able to achieve it successfully if \( (\hat{s}, \hat{g}) \), where \( (s, g) \sim (\hat{s}, \hat{g}) \), lies in its training distribution.

**Why does standard RL perform better than goal-conditioned RL methods?**

An interesting observation is that standard RL works the same as or, in some cases, better than goal-conditioned RL for the goal-directed locomotion task in the sparse-reward, as well as the dense-reward settings. While this was initially surprising, we realized that since goal-directed locomotion is a difficult task, it would take a very large number of samples for the agent to reach a goal and receive a positive reward. Thus, we observe that in each case, the agent trained with dense reward
(i.e. including contact and control costs in the reward function) performs better than that trained with sparse reward.

**Is there any qualitative difference between the policy learnt using our approach v/s standard RL?**

We perform an additional experiment to check the quality of trajectories that the agent follows when it is trained using our approach v/s standard RL, which is the best baseline. In this experiment, we analyze longer trajectories for better qualitative comparison. We do this by setting a new goal as soon as the agent achieves one goal, instead of starting a new episode. We consider a goal to be achieved if the agent is within a certain distance from the goal (here, the distance is 0.5 units). We plot the results of two successful trajectories of standard RL and our approach on 4 successive goals, and show the results in Fig. 7. The first plot shows the path followed by the agent while it tries to achieve these goals, and the second plot shows the direction in which the agent is facing while moving in the direction of the goal i.e. its orientation. It is evident from the first plot that our approach follows a direct path to reach each goal, and it does so much faster than standard RL, which takes a much higher number of steps to reach all goals. Furthermore, if we see the second plot, the agent trained using our approach always faces the direction of locomotion, whereas the agent trained using standard RL methods faces the direction opposite to that of locomotion i.e. it walks backward. This clearly reflects the qualitative superiority of our method, since the agent learns a representation of equivalent states and goals, and thus, takes uniform actions in all directions, as opposed to an agent trained using standard RL methods.
A.6 ADDITIONAL ANALYSIS OF RESULTS

The violin plots in the main paper show a slight peak away from the mean for a number of baselines. This peak is a result of the agent being able to reach goals that lie within its training distribution. We conduct an additional experiment to provide qualitative proof for this. We take one instance each of a bipedal and a quadrupedal agent, the Humanoid and the Ant, and show results in Fig. 7 and Fig. 8 respectively. We fix the initial state of the agent and generate goals in a specific region. We plot the results of 10 best episodes for each method for the Humanoid and Ant environments. The standard RL baseline is sometimes successful in reaching the goal. The goal-conditioned RL algorithm (HER) with sparse or dense rewards fails early in the episode, because HER works better in sparse reward scenarios, and it takes a large number of samples to learn a good locomotion policy with only sparse rewards. In the goal-conditioned batch RL setting, the baseline trained using only on-policy samples can reach goals lying within its training distribution, on the right, but fails on other goals. Both our proposed ideas: data augmentation and enforcing equivalence, result in trajectories that reach closest to the goal in all cases.