Measurement of the Absolute np Scattering Differential Cross Section at 194 MeV
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We describe a double-scattering experiment with a novel tagged neutron beam to measure differential cross sections for np back-scattering to better than ±2% absolute precision. The measurement focuses on angles and energies where the cross section magnitude and angle-dependence constrain the charged pion-nucleon coupling constant, but existing data show serious discrepancies among themselves and with energy-dependent partial wave analyses (PWA). The present results are in good accord with the PWA, but deviate systematically from other recent measurements.

PACS numbers: 25.40.Dn, 25.10.+s, 28.20.Cz

The neutron-proton elastic scattering database at intermediate energies is plagued by experimental inconsistencies and cross section normalization difficulties. These problems have led the most sophisticated partial wave analyses (PWA) of the data to ignore the majority (including the most recent) of measured cross sections, while the literature is filled with heated debates over experimental and theoretical methods, including proposed radical “doctoring” (angle-dependent renormalization) to “salvage” allegedly flawed data. Meanwhile, an empirical evaluation of a fundamental parameter of meson-exchange theories of the nuclear force – the charged $\pi NN$ coupling constant, $f_C^2$ – hangs in the balance. We report here the results of a new experiment, carried out utilizing quite different techniques from earlier measurements in an attempt to resolve the most worrisome experimental discrepancies.

The present experiment involves a kinematically complete double-scattering measurement to produce and utilize a “tagged” intermediate-energy neutron beam, thus greatly reducing the usual systematic uncertainties associated with the determination of neutron flux. Products from the second scattering were detected over the full angle range of interest simultaneously in a large-acceptance detector array, to eliminate the need for cross-normalization of different regions of the angular distribution. The use of carefully matched solid CH$_2$ and C targets permitted frequent measurement and accurate subtraction of quasifree scattering background, thereby minimizing reliance on kinematic cuts to isolate the free np-scattering sample. These methods, combined with multiple internal crosschecks built into the data analysis procedures, have allowed us to achieve systematic error levels in the absolute cross section below 2%. In addition to addressing the previous discrepancies, the results provide a useful absolute cross section calibration for intermediate-energy neutron-induced reactions.

The experiment was carried out during the final year of operation of the Indiana University Cyclotron Facility’s Cooler ring, with apparatus illustrated in Fig. 1 and described in detail in Ref. 1. Neutrons of 185-197 MeV were produced via the charge-exchange reaction p+d → n+2p, initiated by a stored, electron-cooled 203 MeV proton beam, with typical circulating current of 1-2 mA, in a windowless deuterium gas jet target (GJT) of thickness $\approx 2 - 4 \times 10^{15}$ atoms/cm$^2$. The ultra-thin target permitted detection of the two low-energy recoil protons in an array (“tagger”) in Fig. 1 of four 6.4×6.4 cm$^2$ double-sided silicon strip detectors (DSSD) with 480 μm readout pitch in two orthogonal directions, each followed by a silicon pad (“backing”) detector (BD) of the same area. Only recoil protons ($< 11$ MeV) that stopped in either the DSSD’s or BD’s were considered in the data analysis. Measurements of energy, arrival time, and two-dimensional position for both recoil protons in the tagger,
when combined with precise knowledge of cooled p beam
direction and energy, allowed 4-momentum determina-
tion for each produced neutron on an event-by-event ba-
sis. The (uncollimated) tagged neutrons were distributed
over a significant range in energy and angle, but these pa-
rameters were measured for each produced neutron with
resolutions $\sigma_E \approx 60$ keV and $\sigma_{\text{angle}} \approx 2$ mrad.

The forward setup included a solid secondary scatter-
ting target of CH$_2$ or graphite positioned 1.1 m down-
stream of the GJT, centered on a neutron production lab angle of 14.0°. Both solid targets had transverse di-

dimensions 20×20 cm$^2$ and thickness of 0.99×10$^{23}$ carbon
atoms/cm$^2$. The typical flux of tagged neutrons with
energy above 185 MeV intercepting the secondary target
was 200 Hz. Two upstream plastic scintillators (LUV and
SUV in Fig. 1) vetoed tagged neutrons that interacted
before the secondary target. Following the target was a
forward array of plastic scintillators for triggering and en-
ergy information and a set of three (3-plane) multi-wire
proportional chambers (MWPCs) to track forward pro-
tons. The forward detector acceptance was nearly 100% for
np scattering events with $\theta_{c.m.} \geq 130^\circ$, falling to 50% by
$\theta_{c.m.} = 90^\circ$. The MWPC between the secondary tar-
gent and $\Delta E$ scintillator allowed discrimination against np
events initiated in that scintillator. The rear hodoscope
comprised 20 plastic scintillator bars of sufficient thick-
ness (20 cm) to stop 200 MeV protons and give 15-20%
detection efficiency for 100-200 MeV neutrons.

Specially designed DSSD front-end electronics [10] per-
mitted a tagger-based event trigger on neutron candi-
dates (consistent with two distinct tagger hits and no ac-
companying signals from LUV or SUV), whether or not
the neutrons interacted in the forward target and/or
detectors. Tagged neutron events were recorded in three
mutually exclusive event streams [10], coupling the tag-
gger trigger with (1) no rear hodoscope coincidence (pro-
viding a prescaled sample for neutron flux monitoring);
or a coincidence with (2) both $\Delta E$ scintillator and rear
hodoscope (for np scattering candidates); or (3) rear ho-
doscope but not $\Delta E$ (for evaluating the neutron detec-
tion efficiency of the hodoscope). Comparative analyses
of the three separate event streams, with respective yields
$N_1$, $N_2$ and $N_3$, facilitated crosschecks to calibrate the
system [10] and to study potential systematic errors.

Neutron beam properties were defined by identical cuts
for all three event streams, so that associated systematic
uncertainties would cancel in the yield ratios from which
the absolute np scattering cross section is extracted.

Among the common cuts are ones on DSSD vs. BD en-
ergy deposition in the tagger [10], used to select two
tagged neutron classes for analysis: (a) “2-stop” events,
where both recoil protons stopped inside the DSSD’s (ei-
ther the same or different quadrants of the tagger); (b)
“1-punch” events, where one of two recoil protons in-
cident on different quadrants punched through into the
 corresponding BD and stopped there. These classes differ
significantly in neutron energy ($E_n$) and position profiles
[10], allowing an important crosscheck on the accuracy
of the tagging technique by comparing np cross sections
extracted independently from each class. Other common
cuts defined a fiducial area for neutrons impinging on the
secondary target and eliminated common-mode BD
noise (via pulse height correlations among quadrants) that
sometimes led to misidentification of event class.

Additional misidentification discovered during data
analysis was attributed to an electronics malfunction in the
gating or clearing circuit for one analog-to-digital
converter module, that removed all valid BD energy sig-
als for some fraction of events. The corrupted events
were misidentified as 2-stop events, with systematically
incorrect predictions of tagged neutron trajectory (since
some recoil proton energy was missed), and hence of np
scattering angle for event stream 2. A subsample of these
corrupted events could be isolated by means of their valid
BD timing signals, and their properties were accurately
reproduced by appropriately scaling the surviving sam-
ple of all events with valid BD energies and times, after
setting these energies to zero in software. Thus, the sur-
viving punch-through events permitted a reliably unbi-
ased subtraction of the corrupted 2-stop events, indepen-
dently for each event stream. The subtraction confirmed
that the same fraction (typically 23%) of punch-through
events was lost from each event stream, with no net effect
on the extracted 1-punch cross sections.

Kinematic cuts applied exclusively to event stream 2 to
define np free-scattering events from the secondary target
were used sparingly. We relied instead on accurate back-
ground subtraction facilitated by frequent interchange of
the carefully matched CH$_2$ and C targets. The CH$_2$ and
C runs were normalized via the pd elastic scattering yield
from the GJT measured in a fourth event stream for the
two targets. The pd events were identified by their clear
kinematic locus in the energy of recoil deuterons detected
in the tagger vs. the position of coincident forward pro-
tons in the front MWPC. The subtraction removed not
only quasifree scattering off carbon nuclei in the target,
but also background from other sources, such as tagged n
scattering from the aluminum support platform on which
the secondary target sat, or protons produced in the GJT
that passed above the top of the LUV and SUV scintil-
lators, mocking up np back-scattering events.

The success of the background subtraction is illus-
trated in Fig. 2, where (a) and (b) show the vertical posi-
tion ($y_{tag}$) of neutrons on the secondary target, as
reconstructed from the tagger, for CH$_2$ and normalized
C targets, and for their difference. Figure 2(c) shows
the $\Delta E$ pulse-height spectrum within a given scattering
angle ($\theta_{sc}$) bin for both targets and for their difference.

Prominent background features associated both with the
secondary target (e.g., the long quasifree scattering tail
in $\Delta E$) and with other sources (e.g., the peak in frame
(a) from the Al support platform) are simultaneously ac-
accurately removed by the subtraction. The subtraction reveals in frame (b) a \( y_{\text{tag}} \) distribution reflecting the tagged \( n \) (2-stop + 1-punch) beam profile, convoluted with the np scattering cross section, forward detector acceptance and sharp CH\(_2\) target edges (the sharpness illustrating the good spatial resolution of the tagging).

Background-subtracted spectra such as that in Fig. 2(c) were used to evaluate efficiencies for the few loose cuts imposed on event stream 2 to improve the free-scattering signal-to-background ratio, including ones on \( \Delta E \) vs. \( \theta \) and on MWPC proton track quality. Cuts on \( \phi \), including those on detailed understanding of the nuclear reaction mechanism and transverse coordinates on the secondary target, were generated randomly for each event, but within distributions determined from the experiment. These corrections, based on the theoretical energy dependence calculated with the Nijmegen PWA for CH\(_2\) targets and their difference, were small corrections, summarized in Table I, for inefficiencies, tagged neutron losses or backgrounds, and software cut and dead time differences among event streams; \( t_H = (1.988 \pm 0.008) \times 10^{-23} \) H atoms/cm\(^2\) for the CH\(_2\) target; and \( a_\phi \) is the azimuthal acceptance determined from simulations for the given angle bin. The data were analyzed in 1 MeV wide \( E_n \) slices from 185 to 197 MeV, and among the \( c_i \) for each slice are small (always \(< 1 \%) corrections, based on the theoretical energy dependence calculated with the Nijmegen PWA, to extract an effective cross section at \( E_n = 194.0 \pm 0.15 \) MeV.

Cross sections extracted independently for the 1-punch and 2-stop samples agree within statistical uncertainties \((\chi^2/\text{point} \approx 1.0)\) in both magnitude and angular shape. This comparison supports the reliability of the experiment and analysis, as these events come from complementary regions of the tagged beam spatial and energy profiles. Cross sections extracted for different time periods within the production runs, and with different sets of cuts, are also consistent within uncertainties. The results, averaged over the 2-stop and 1-punch samples, are compared in Fig. 4 with previous experimental results at 162 MeV and with the Nijmegen partial wave analysis (PWA93) at the two relevant energies.

By using a tagged beam, we have sacrificed statistical precision for better control of systematic errors, in order to assess which previous experiments may have suffered from unrecognized systematic problems. Each systematic uncertainty summarized in Table IV has been evaluated in a separate analysis, sometimes involving auxiliary measurements. The errors are, except where noted otherwise

![FIG. 2: Distributions of np scattering candidate events in \( y_{\text{tag}} \) (a,b) and \( \Delta E \) (c) for CH\(_2\) and C targets and their difference.](image)

![FIG. 3: The distribution of free (CH\(_2\)-C) np scattering events with respect to proton azimuthal angle \( \phi_p \) for two lab scattering angle bins. The solid (dashed) histograms are measured (simulated and normalized to fit the measurements).](image)
in the Table, angle-independent normalization uncertainties. The largest correction to the data and attendant uncertainty arise from cuts to remove stream 2 (but not 1 or 3) events where the np scattering vertex transverse coordinates predicted from n tagging vs. p ray-tracing disagree by more than three times the resolution σ. The removed events (6.3% of the total sample) are affected by several factors – e.g., sequential reactions in the secondary target and upstream material, or errors associated with recoil protons stopping in dead layers within the target – that lead to ambiguities in neutron energy and scattering angle. Combining all effects in Table I and summing uncertainties in quadrature, the net correction $\left(\prod c_i\right)$ applied to raw cross sections is $\approx 1.10 \pm 0.015$, with an angle-dependence of the systematic uncertainty indicated by the shaded band in Fig. 4.

The present results are in quite good absolute agreement with the Nijmegen PWA93 calculations, over the full angular range covered. The small deviations seen might be removed by minor tuning of phase shifts. In contrast, the present results deviate systematically, especially in the steepness of the back-angle cross section rise, from earlier measurements [2,3] that the Nijmegen group had rejected in their analyses by applying controversial criteria. These deviations are larger than the differences expected from the neutron energy changes among the various experiments. As the back-angle rise is particularly influential in pole extrapolations used [3,12] to extract the pion-nucleon-nucleon coupling constant, the present data strongly favor the value $(f_{\pi N N}^2 = 0.0748 \pm 0.0003)$ given by the Nijmegen [6] and other [5] partial-wave analyses.
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![FIG. 4: Absolute differential cross section from the present experiment, compared with data from Ref. 3 and with PWA calculations at two relevant energies. The error bars and shaded band for the present results represent, respectively, statistical (including background subtraction) and systematic (including overall normalization) uncertainties.](image)

| Source | Correction Factor | Uncertainty |
|--------|------------------|-------------|
| Accid. tagger coinc. | 1.0003 | $\pm 0.001$ |
| Non-D2 tagger | 1.0067 (2-stop); | $\pm 0.002$ |
| background | 1.0044 (1-punch) | |
| n pos’n unc. on CH$_2$ | 1.0000 | $\pm 0.001$ |
| n atten’n before CH$_2$ | 1.005 | $\pm 0.0025$ |
| C bgkd. subtraction | 1.0000 | $\pm 0.004$ |
| Reaction tail losses | 1.004 | $\pm 0.002$ |
| Neutron polarization | Angle-dependent: | $\pm 0.001$ |
| effects | | |
| Software cut losses | 1.010 | $\pm 0.005$ |
| Sequential react’ns & $x_{tage}(n)$ errors | 1.063 | $\pm 0.010$ |
| CH$_2$ tgt. thickness | 1.0000 | $\pm 0.004$ |
| np scattering | 1.0000 | $\leq 0.0001$ ($>120^\circ$) |
| acceptance | $\rightarrow 0.017$ (90$^\circ$) | |
| MWPC efficiency | 1.017 | $\pm 0.002$ |
| Trigger inefficiency | $1.002 + 0.008 \times \cos^2(\theta_{LAB}) + 0.004 \times \cos^2(\theta_{LAB})$ | |
| Dead time diffs. | 0.991 | $\pm 0.005$ |
| Scattering angle | 1.000 | angle-dependent, errors $\leq 0.004$ |
| Corruption subt’n | 1.000 | $< 0.001$ |

| Net | $\approx 1.10$ | $\approx 0.015$ |
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