A NOTE ON AFFINE INVARIANT COST FUNCTIONS

JINGBO LIU

Abstract. We show that any affine invariant function on the set of positive definite matrices must factor through the determinant function, as long as the restriction of the function to scalar matrices is surjective. A motivation from robust statistics is discussed.

Notation. We use the following notations for sets of matrices.

- PD(n): the set of $n \times n$ positive definite matrices.
- GL(n): the general linear group, i.e., the set of invertible $n \times n$ matrices.
- SL(n): the special linear group, i.e., the set of $n \times n$ matrices whose determinant equals 1, which is a subgroup of GL(n).
- $I$ denotes the identity matrix.

Unless otherwise specified, all matrices are over the reals. We also use a few standard group-theoretic notations: suppose that $G$ is a group and $K$ is a normal subgroup, then the quotient group $G/K$ is the collection of cosets of $K$, equipped with the group operations inherited from $G$. The canonical map is the homomorphism $\phi: G \rightarrow G/K$ sending an element $g \in G$ to $gK$, the $K$-coset containing $g$, and $K$ is the kernel of this homomorphism, denoted by ker($\phi$).

Definition. Let $f: \text{PD}(n) \rightarrow S$ be a map from the set of $n \times n$ positive semidefinite matrices to an arbitrary set $S$. $f$ is said to be affine invariant, if

$$f(M) = f(N) \implies f(A^\top MA) = f(A^\top NA)$$

for any $M, N \in \text{PD}(n)$ and $A \in \text{GL}(n)$.

Theorem. Let $f$ be a surjective affine invariant map between PD(n) and $S$, and suppose that

$$\bigcup_{s \in (0, \infty)} \{f(sI)\} = S.$$ 

Then $f$ factors as

$$f = b \circ H \circ \det$$

where:

- $\det$ denotes the determinant;
- $H$ is a homomorphism from $(0, \infty)$, where $(0, \infty)$ is viewed as the multiplicative group);
- $b$ is a bijection from the image of $H$ to $S$. 
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The homomorphism $H$ can be viewed as the canonical map $(0, \infty) \to (0, \infty)/\ker(H)$ (up to isomorphism). Hence $H$ is uniquely specified by $\ker(H)$, a subgroup of the multiplicative group $(0, \infty)$, which corresponds to a subgroup of the additive group $\mathbb{R}$ by taking the logarithm. Examples of subgroups of $\mathbb{R}$ include the lattice $a\mathbb{Z}$ ($a \in \mathbb{R}$) and the rationals $\mathbb{Q}$. When we take $a\mathbb{Z}$ and $a = 0$ we have
\begin{equation}
 f(M) = \det(M)
\end{equation}

since $\ker(H) = \{0\}$ and $H$ is the identity map. When $a\mathbb{Z}$ but $a \neq 0$, we can write
\begin{equation}
 f(M) = 2^{ak} \det(M)
\end{equation}

where $k$ is the unique integer such that $2^{ak} \det(M) \in [1, 2^a)$.

**Remark.** The assumption (2) is necessary: for example, the identity map $f : M \mapsto M$ is affine invariant, but fails (2), and does not factor through $\det$.

We establish several lemmas before the proof of the main theorem, and at the end of the note a motivation from robust statistics is discussed.

**Lemma 1.**
\begin{equation}
 \mathcal{K} := \{ A \in \text{GL}(n) : f(A^\top A) = f(I) \}
\end{equation}
forms a normal subgroup of $\text{GL}(n)$.

**Proof.** We first show that $\mathcal{K}$ is a subgroup. Indeed, for any $A, B \in \text{GL}(n)$ such that $f(A^\top A) = f(B^\top B) = f(I)$, we can deduce from (1) that $f(B^\top A^\top AB) = f(I)$, and $f(A^{-\top} A^{-1}) = f(I)$, meaning that $AB, A^{-1} \in \mathcal{K}$.

Next we show that $\mathcal{K}$ is normal. First note the following property: if $Q$ is an orthogonal matrix and $A \in \text{GL}(n)$, then
\begin{equation}
 f(A^\top A) = f(Q^\top A^\top AQ).
\end{equation}

To see this, assume that $f(A^\top A) = f(sI)$ for some $s \in (0, \infty)$, then apply the affine invariance assumption (1).

To show the normality of $\mathcal{K}$ it suffices to prove that
\begin{equation}
 B^\top A^\top B^{-1} A^{-1} \in \mathcal{K}, \quad \forall A, B \in \text{GL}(n),
\end{equation}
which, by the affine invariance assumption, is equivalent to
\begin{equation}
 f(A^\top B^\top BA) = f(B^\top A^\top AB).
\end{equation}

We now prove (9) by singular value decomposition. Let us assume that $A = P_1 A_1 Q_1$ and $B = P_2 A_2 Q_2$ where $P_i, Q_i$ are orthogonal matrices, and $A_i$ are diagonal matrices, $i = 1, 2$. Then we have
\begin{align}
 f(A^\top B^\top BA) &= f((P_2 A_2 Q_2 P_1 A_1 Q_1)^\top (P_2 A_2 Q_2 P_1 A_1 Q_1)) \\
 &= f((A_2 Q_2 P_1 A_1)^\top A_2 Q_2 P_1 A_1) \\
 &= f((A_2 A_1)^\top A_2 A_1)
\end{align}

where (11) follows from the property in (7). (12) follows from affine invariance and the property in (11). Similarly we also have $f(B^\top A^\top AB) = f((A_2 A_1)^\top A_2 A_1)$, therefore (9) is established, and $\mathcal{K}$ must be normal. \hfill \square

**Lemma 2.** There is a bijection $b : \text{GL}(n)/\mathcal{K} \to S$, such that the map $A \mapsto f(A^\top A)$ factors as the canonical map $\text{GL}(n) \to \text{GL}(n)/\mathcal{K}$ followed by $b$. 
Proof. We choose $b: AK \mapsto f(A^\top A)$ (see Figure 1), and we need to check that it is well-defined and bijective.

Suppose that $B_1, B_2$ are elements in any given coset $AK$. Then, $B_1B_2^{-1} \in K$, and hence $f((B_1B_2^{-1})^\top B_1B_2^{-1}) = f(I)$, which by the affine invariance assumption is equivalent to $f(B_1^\top B_1) = f(B_2^\top B_2)$. This means that the choice of representative element in $AK$ is immaterial, and hence $b$ is well-defined.

Injectivity follows since for any $B_1, B_2 \in \text{GL}(n)$, $f(B_1^\top B_1) = f(B_2^\top B_2)$ implies that $B_1$ and $B_2$ are in the same $K$-coset. Surjectivity follows since $A \mapsto A^\top A$ is onto $\text{PD}(n)$. □

Lemma 3. The canonical map $\text{GL}(n) \to \text{GL}(n)/K$ factors as $A \mapsto \det^2(A)$ followed by a homomorphism $H$ from $(0, \infty)$ (viewed as a multiplicative group) to some quotient group.

Proof. In (8) we have proved that $K$ contains the subgroup generated by the commutators, called the derived subgroup. We now invoke the following known fact (see [1]):

The derived subgroup of the general linear group (the group of invertible $n \times n$ matrices over a given field) is the special linear group (the group of $n \times n$ matrices of determinant 1), under either of the following conditions

- $n \geq 3$.
- The field has at least three elements.

Let us remark that this fact can be shown by checking that under either of the above conditions, the elementary matrices\footnote{An element in $\text{GL}(n)$ is said to be an elementary matrix if $A - I$ has at most one non-zero off-diagonal element. The set of elementary matrices generate the $\text{SL}(n)$.} can be expressed as a commutator (see [2]). Now in our problem the underlying field $\mathbb{R}$ fulfills the second condition above, therefore the derived subgroup is $\text{SL}(n)$ and hence $K$ contains $\text{SL}(n)$. Further since $f(A^\top A) = f((A^\top A)^{1/2}) = f(I)$ for any $A$ with $\det(A) = -1$, we see that $K$ actually contains the larger subgroup $\{A: \det^2(A) = 1\}$. Therefore by the fundamental theorem on group homomorphisms, we see that the canonical map...
GL(n) → GL(n)/K must factor as claimed in the lemma, and that (0, ∞)/ker(H)

must factor as claimed in the lemma, and that (0, ∞)/ker(H)

is isomorphic to GL(n)/K.

Proof of the main theorem. Let M ∈ PD(n) be arbitrary; we have (see Figure 1)

\[ f(M) = f((M^{1/2})^\top M^{1/2}) \]

\[ = b(H(\det^2(M^{1/2}))) \]

\[ = b(H(\det(M))). \]

Motivation from robust statistics. In the robust mean estimation problem, a

statistician is given a set \{X_1, \ldots, X_k\} of data points in \mathbb{R}^n, some of which have

been corrupted, and the goal is to estimate the mean of the uncorrupted data

points. The classical minimum covariance determinant estimator (see [4, (3.5)])

returns the following estimate:

\[ T(X_1, \ldots, X_k) := \text{mean of the } h \text{ points of } \{X_1, \ldots, X_k\} \text{ for which the determinant} \]

\[ \text{of the covariance matrix is minimal} \]

where \( h \leq k \) is some integer, usually chosen based on the proportion of the corrupted

data points.

While other objective functions could be used in lieu of the determinant function in (16), it has been well-noted that the determinant function enjoys the desirable
equivariant property, that is, the estimator commutes with affine transformations
(see e.g. [4] [3]). The equivariant property clearly follows from the affine invariant
property of the determinant function. In contrast, the main theorem in this note
establishes the converse statement, that any affine invariant function must factor
through the determinant function.
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