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Driven quantum systems coupled to an environment typically exhibit an effectively classical behavior with relaxational dynamics at, or near, criticality. A paradigmatic driven-dissipative model is the open Dicke model which describes collective light-matter interactions and features a superradiant phase that is observed in experiments. In this work, we investigate the closely related infinite-range Ising model, in a transverse field, subject to individual atomic dissipation. This effective model governs the open Dicke model in the limit of large cavity detuning. We show that, in the weakly dissipative regime, the system undergoes a dynamical crossover from relaxational dynamics, with a characteristic dynamical exponent \( \zeta = 1/2 \), to underdamped critical dynamics described by the exponent \( \zeta = 1/4 \). We identify these critical behaviors with the infinite-range classical (stochastic) and quantum (unitary) Ising models at finite temperature, respectively. However, in contrast with the volume law (\( \sim N \), the system size) expected at finite temperature, we show that the von Neumann entropy scales logarithmically with the system size at criticality, \( S_{VN} = \frac{1}{2} \log N \). We nevertheless obtain a finite value for the entanglement negativity, \( E_N = \log \sqrt{2} \), thus confirming the purely classical nature of the phase transition. To obtain these results, we introduce a non-equilibrium extension of the Suzuki-Trotter quantum-to-classical mapping in the superoperator space.

The search for new physics in non-equilibrium quantum systems has been fervently ongoing in recent years. A generic setting is provided by driven quantum systems coupled to the environment—also known as driven-dissipative systems. This setting has been realized in diverse platforms such as circuit QED [1], cavity QED [2, 3], and trapped ions [4–6], among others, and has led to a flurry of theoretical efforts aiming to understand many-body open quantum systems far from equilibrium. These systems can harbor new, non-equilibrium phases of matter, and in the era of noisy intermediate-scale quantum devices [7], offer an ideal setting to study how noise affects quantum systems.

Many advances notwithstanding, it has become increasingly clear that generic driven-dissipative systems appear thermal at long-wavelengths [8–21]. This emergent classical behavior can be attributed to the repeated measurement (i.e. dissipation) of the quantum system by the environment leading to the loss of coherence. Conventional wisdom then says that an effectively classical behavior should emerge where the dynamics is relaxational or overdamped. On the other hand, a weakly dissipative quantum system is only measured infrequently and may exhibit coherent dynamics for a long time. This line of reasoning suggests that the dynamics in a weakly-dissipative regime cannot be purely relaxational.

In this work, we study the infinite-range driven-dissipative Ising model (DDIM) in a transverse field, where individual spins are subject to dissipation; similar models emerge in a limit of the paradigmatic open Dicke model where photons can be adiabatically eliminated [22–24]. Specifically, we investigate the phase transition to an ordered phase in the weakly dissipative regime. It is shown that while static properties display the same critical behavior, regardless of the strength of dissipation, the weakly dissipative phase transition exhibits underdamped critical dynamics. This phase transition is governed by a distinct critical exponent, in contrast with the relaxational dynamics at a generic critical point. We identify these behaviors with the infinite-range quantum (unitary) and classical (stochastic) Ising models at finite temperature, respectively. It is nevertheless shown that entanglement negativity is finite even at the phase transition, rendering the transition strictly classical. In addition to exact numerical simulation, we employ an analytical approach based on an elegant extension of the Suzuki-Trotter quantum-to-classical mapping to the non-equilibrium realm of open quantum systems.

Model.—Consider a system of 2-level atoms with an infinite-range Ising-type interaction, in a transverse field, and coherently driven by a classical beam. In the rotating frame of the drive, the Hamiltonian \( H \) is described by the effective spin model

\[
H = -\frac{J}{N} \sum_{i,j} \sigma^x_i \sigma^x_j + \Delta \sum_i \sigma^x_i,
\]

with \( J \) the interaction strength, \( \Delta \) the transverse field, and \( \sigma^x_i \) the usual Pauli matrices. Given the collective nature of the interaction, the Hamiltonian can be described in terms of the total spin \( S_N = \sum_i \sigma^x_i \). Furthermore, due to the coupling to the environment, atomic spontaneous emission leads to the decay of spin \( | \uparrow \rangle \) to \( | \downarrow \rangle \). Under the Born-Markov conditions, the dynamics is governed by the Liouvillean \( \mathcal{L} \) as [25]

\[
\frac{d\rho}{dt} = \mathcal{L}(\rho) = -i[H, \rho] + \sum_i (L_i \rho L_i^\dagger - \frac{1}{2} \{L_i^\dagger L_i, \rho\}),
\]

where the (curly) brackets represent the (anti-)commutator. Here, \( L_i = \sqrt{\Gamma} \sigma_i^- \) is the Lindblad operator characterizing spontaneous emission at the rate \( \Gamma \). This model also describes the open Dicke model in the...
Figure 1. Schematic representation of density matrix vectorization. By purifying the quantum state, the Liouvillian dynamics of a spin chain in an open quantum system can be mimicked by a (non-Hermitian) Hamiltonian on a ladder of spins in a closed system. Wavy lines represent dissipation.

Quantum-to-Classical Mapping.—The non-equilibrium partition function in the superoperator space, Eq. (3), resembles the transition amplitude of a quantum spin system. This analogy unlocks the rich toolbox of quantum statistical mechanics. Specifically, we adapt the Suzuki-Trotter decomposition [32] to our non-equilibrium model; this is particularly well suited to treat individual atomic dissipation where standard techniques fail (see [33] for an alternative approach). The first step to construct this mapping is to Trotterize the evolution operator:

$$e^{\delta t L} = \lim_{M \to \infty} \left(e^{\delta t L_0} e^{\delta t L_1}\right)^M,$$

with $\delta t = t/M$. Here, we have split $L$ into two parts. $L_0$ contains the diagonal terms in the $\sigma^x$ basis (i.e. the Ising term), and $L_1$ consists of the off-diagonal terms (i.e. the transverse field, as well as dissipation). Next, we follow Suzuki’s procedure and insert a resolution of the identity in the diagonal basis at each time slice. This construction leads to the partition function

$$Z = \lim_{M \to \infty} \sum_{\sigma} e^{i S_0(\sigma) + i S_1(\sigma)},$$

where $\sigma = \{\sigma^{(u)}_{i,k}, \sigma^{(l)}_{i,k}\}$ is a shorthand for classical spin configurations. Here, $\sigma^{(u/l)}_{i,k}$ represents the $i$th atom at the $k$th time step on the upper/lower leg of the spin ladder and only assumes the discrete values $\pm 1$ (corresponding to the eigenvalues of $\sigma^z$). The action $S_0$, corresponding to the diagonal terms, takes the form

$$S_0 = \frac{J \delta t}{N} \sum_{k=0}^{M} \left( (\sigma^{(u)}_{k})^2 - (\sigma^{(l)}_{k})^2 \right),$$

with $S_k = \sum_i \sigma_{i,k}$ the total spin. Due to the collective nature of the Ising interaction, we may utilize a Hubbard-Stratonovich transformation for each term in Eq. (5) to decouple the total spins. This will enable us to conveniently trace out the spins in order to obtain a partition function in terms of the two (Hubbard-Stratonovich) scalar fields $m^{(u/l)}_k$. In this representation the contribution from the spins is represented by a matrix $T(m^{(u/l)}_k)$ that encodes the time evolution of a single rung. Taking the continuum limit by sending $\delta t \to 0$ and replacing the index $k$ with the continuous time $t$, the full action reads

$$S = -2J \int m(t)m(t) - iN \ln \text{Tr} \left[ e^{J \int T(m^{(u/l)}_t)} \right].$$

Here, $T$ denotes time ordering, and the fields $m^{(u/l)}_c = (m^{(u)} \pm m^{(l)})/\sqrt{2}$ are defined for future convenience. In the basis $|\sigma^{(u)}_i \rangle \langle \sigma^{(l)}_i|$, the matrix $T$ is given by

$$T = \begin{pmatrix}
-\frac{i}{2} + \sqrt{2}Jm_u & i\Delta & -i\Delta & \frac{i}{2} \\
-i\Delta & -\frac{i}{2} & \sqrt{2} \Delta & -i\Delta \\
-i\Delta & -\frac{i}{2} & -\frac{i}{2} & 0 \\
\frac{i}{2} & 0 & \frac{i}{2} & -\frac{i}{2} - \sqrt{2}Jm_u
\end{pmatrix}.$$

Contrast the $4 \times 4$ matrix against the $2 \times 2$ transfer matrix arising in the equilibrium quantum-to-classical mapping [34]; the doubling is simply due to the vectorization.
of the density matrix. Interestingly, our procedure has resulted in a Keldysh-like action with $m_{i}^{(n/l)}$ representing the forward/backward fields, although our starting point was quite different from the Keldysh field theoretical approach. Finally, the collective nature of the Ising interaction leads to an overall factor of $N$ in the action, enabling us to obtain exact results from the saddle-point approximation.

**Critical Properties & Finite-Size Scaling.**—We first compute the magnetization through the saddle point approximation, which is exact in the limit $N \to \infty$. To this end, we set $\delta m_{i/q}(t) = 0$ and seek a solution with $m_{q}(t) = 0$ and $m_{c}(t) \equiv m = \text{const}$. In the normal phase, only one stable solution exists, where $m = 0$. In the ordered phase, there are two stable solutions, $m = \pm \sqrt{-\Gamma^{2} - 16\Delta^{2} + 32\Delta J/4J}$, signifying the breaking of the $Z_{2}$ symmetry; see the phase diagram in Fig. 2(a). (Absence of driven-dissipative phase transitions in Ising-type models at $\Delta = 0$ is generally proved in Ref. [35].) Within the normal phase, we expand the action in powers of fluctuations around $m_{c/q} = 0$. We have, up to the quadratic order,

$$S^{(2)} = \frac{1}{2} \int_{t, t'} \left( m_{c}, m_{q} \right)_{t} \left( 0 P^{A} P^{A} \right)_{t-t'} \left( m_{c}, m_{q} \right)_{t'},$$

with $(P^{A}(t) = P^{R}(-t))$

$$P^{R}(t) = -2J\delta(t) + \Theta(t)8J^{2}e^{-\frac{t}{\Gamma}} \sin(2\Delta t),$$

$$P^{K}(t) = i8J^{2}e^{-\frac{t}{\Gamma}} \sin(2\Delta t).$$

In a slight abuse of notation, a factor of $\sqrt{N}$ has been absorbed into both $m_{c}$ and $m_{q}$. The above action is exact in the large-$N$ limit away from the critical point—higher order terms are suppressed as $O(1/N)$. We can then investigate the auto-correlation as well as the spectral response functions:

$$C(t) = \frac{1}{N} \langle \{S_{x}(t), S_{x}(0)\} \rangle = \langle m_{c}(t)m_{c}(0) \rangle,$$

$$\chi(t) = \frac{i}{N} \langle \{S_{x}(t), S_{x}(0)\} \rangle = i\langle m_{q}(t)m_{c}(0) - m_{c}(t)m_{q}(0) \rangle.$$

These functions can be obtained by inverting the kernel in Eq. (7). Defining the critical point $\Gamma_{c} = 4\sqrt{\Delta(2J-\Delta)}$ and the distance from this point $\gamma = \Gamma - \Gamma_{c}$, a simple analysis close to the critical point ($\gamma \ll \Gamma$) yields the correlation and response functions

$$C(t) \sim \frac{16\Delta}{\gamma^{4}} e^{-\gamma|t|/2}, \quad \chi(t) \sim \text{sgn}(t) \frac{4\Delta}{\Gamma_{c}} e^{-\gamma|t|/2}. \quad (9)$$

The critical behavior near the phase transition can be characterized by an effective temperature via the *classical* fluctuation-dissipation relation, $\chi(t) = -\partial_{t} C(t)/2T_{\text{eff}}$ [36]. Equation (9) then reveals that $T_{\text{eff}} = J$ everywhere along the phase boundary. Note that correlations diverge as $1/\gamma$ upon approaching the critical point, $\gamma \to 0$, while the response function remains finite. These scaling properties determine the scaling dimensions of the fields, upon rescaling time (or inversely rescaling $\gamma$), to be $[m_{c}] = \frac{1}{2}$ and $[m_{q}] = -\frac{1}{2}$. This gives rise to a classical, relaxational dynamics near the critical point.

Next, we turn our attention to the weakly dissipative critical point where $\Gamma \to 0$ while $\Delta = 2J$. Here, the coherent dynamics is not overtaken by dissipation, and a different dynamical behavior should be expected. Indeed, we find

$$C(t) \sim \frac{32J^{2}}{\Gamma^{2}} \langle \{S_{x}(t), S_{x}(0)\} \rangle e^{-\frac{|t|}{\Gamma}},$$

$$\chi(t) \sim 8J\Gamma e^{-\frac{|t|}{\Gamma}}. \quad (10)$$

Correlations now diverge as $1/\Gamma^{2}$ upon approaching the weakly dissipative critical point $\Gamma \to 0$. In addition, the response function scales linearly with $t$. These observations yield the scaling dimensions $[m_{c}] = 1$ and $[m_{q}] = 0$, which are distinct from those at a generic critical point discussed above and are also distinguished from the quantum critical point scaling dimensions $[m_{c}] = 1/2$ and $[m_{q}] = 1/2$ [15]. We shall see shortly that the weakly dissipative critical point is described by underdamped, rather than overdamped, dynamics.

So far, we have inspected the critical behavior near, but away from, the critical point. The divergence of the correlation function at the critical point will be regularized by the finite size of the system, but requires a finite-size scaling. To this end, we first remark that the most relevant interaction term in the action is given by the "classical vertex" $\sim \frac{1}{N} \int_{t} m_{q}^{2}(t)m_{q}(t)$ as $[m_{c}] > [m_{q}]$. Upon rescaling time ($t \to \lambda t$), this term remains invariant only if $N$ is rescaled appropriately. Using the scaling dimensions of the fields, we find that $N$ has to be
rescaled as $N \rightarrow N' = N/\lambda^2$ at a generic critical point, while $N \rightarrow N' = N/\lambda^4$ at the weakly dissipative critical point. The correlation function at criticality can then be written as

$$C(t) = N^\alpha C(t/N^\xi),$$

(11)

where the exponent $\alpha$ dictates the scaling of fluctuations, and the exponent $\xi$ defines a dynamical critical exponent. While static fluctuations always scale as $N^{1/2}$, identifying $\alpha = 1/2$, the generic and weakly dissipative critical points are characterized by two distinct dynamical exponents, $\xi = 1/2$ and $\xi = 1/4$, respectively. Furthermore, the latter exhibits underdamped critical dynamics (Fig. 3), while a generic critical point is purely relaxational; see the SM. This indicates that the quantum coherent dynamics persists at weak dissipation, although static correlations exhibit an effective thermal behavior [15]. Interestingly, the critical behavior in the weakly dissipative regime can be identified with the infinite-range quantum Ising model in a transverse field but at finite temperature, see the SM. In contrast, the critical behavior at a generic critical point can be identified with the infinite-range classical Ising model with (stochastic) Glauber dynamics [37]. For a comparison, see Table I. While an effective classical behavior is expected even in a quantum system at a thermal critical point [38], the above models are special due to the infinite-range interactions; see also our discussion of integrability.

The limit $\Gamma \rightarrow 0$ in the weakly dissipative regime may appear unphysical; however, the underdamped critical scaling emerges even at a finite strength of dissipation as long as $\Gamma t \lesssim 1$ and $\Gamma \lesssim N^{-1/4}$. A dynamical crossover to overdamped relaxational dynamics is then expected at longer times and larger systems. In Fig. 3, we have identified the underdamped dynamics and a universal dynamical scaling at a finite, yet small value of $\Gamma t / J = 0.1$ where $J t \lesssim 10$ and $N \lesssim 200$. A qualitative analogy can be made with the quantum-to-classical crossover at finite temperature [39]. Indeed, both quantum and weakly dissipative critical points define unstable fixed points with respect to thermal fluctuations and dissipation, in and out of equilibrium, respectively; see Fig. 2.

**Entanglement.**—Driven-dissipative systems tend to behave classically near the phase transition. The weakly dissipative point is rather special in that the system is infrequently measured by the environment. Furthermore, the critical point of our driven-dissipative model in the limit $\Gamma \rightarrow 0$ coincides exactly with the quantum critical point of the transverse-field Ising model (both at $\Delta = 2J$); see Fig. 2. This curious fact naturally leads one to suspect whether the quantum character of the model survives in the weakly dissipative regime. To characterize quantum correlations, we investigate the entanglement.

We first report the characteristic behavior of the von Neumann entropy of a subsystem near criticality. This quantity is a true measure of entanglement only in a pure state (such as the ground state), but it still provides characteristic information about (quantum and classical) correlations in a mixed state, in this case the steady state of our driven-dissipative model. We find that $S_N \sim \frac{1}{4} \log N$ everywhere along the phase boundary, which is to be contrasted with both the quantum [40] and classical cases; see Table I and the detailed derivation in the SM. The mutual information, however, is the same ($\sim \frac{1}{4} \log N$) as that of the Ising model at finite temperature [41].

To identify the quantum nature of the phase transition, we consider logarithmic negativity as a measure of quantum entanglement suited to mixed states [42]. Surprisingly, we find that this quantity assumes the same value $E_N = \log \sqrt{2}$ everywhere along the phase bound-

|                | Driven-Diss. | Class. | Quantum |
|----------------|-------------|--------|---------|
| $t \sim N^\xi$| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| $C \sim N^{\alpha}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |

Table I. Driven-dissipative vs. equilibrium classical/quantum Ising models. A generic (finite-$\Gamma$) critical point exhibits the same critical behavior as the classical stochastic Ising model, while the weakly dissipative ($\Gamma \rightarrow 0$) critical point can be identified with the quantum Ising model at finite temperature. In both regimes of the driven-dissipative model, the von Neumann entropy scales as $\frac{1}{4} \log N$ in contrast with the volume law at finite temperature, while the negativity assumes a finite value, affirming the classical nature of the phase transition.
ary. This parallels the behavior of the effective temperature \( T_{\text{eff}} = J \) (const), which hints at a deeper connection. Nevertheless, the finite value of negativity at the critical point underscores the classical nature of the phase transition [44]. This result complements the finite atom-photon entanglement in the full Dicke model [45].

**Integrability.**—It has been argued recently that generic driven-dissipative systems with weak dissipation approach a thermal (Gibbs) state [46]. In contrast, the infinite-range Ising Hamiltonian considered in this work is integrable [47]. While we have identified an effective thermal behavior, the steady state cannot be described as a thermal state, \( e^{-H/T} \) with \( H \) the Ising Hamiltonian (1). This is particularly evident at \( \Delta = 2J \). While this point defines a quantum critical point in equilibrium at \( T = 0 \), we have identified, using the fluctuation-dissipation relation, a finite effective temperature \( T_{\text{eff}} = J \).

**Summary and Outlook.**—In this work, we have considered a driven-dissipative Ising model with infinite-range interactions, relevant to existing experimental platforms. We have shown that the critical dynamics becomes underdamped in the weakly dissipative regime, in contrast with the relaxation dynamics at a generic critical point. We have further shown that the two are governed by distinct dynamical exponents, which are identified with those of the infinite-ranged quantum and classical Ising models at finite temperature. By inspecting entanglement, we have shown that the phase transition is of a classical nature even in the weakly dissipative regime. Extension of this work to the full open Dicke model outside the domain of adiabatic elimination is a natural direction for future research. The interplay of weakly dissipative dynamics and integrability constitutes another interesting topic for investigation [48]. Finally, the emergence of quantum critical behavior in driven-dissipative systems defines an important future direction [49].
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Supplemental Material

In this supplemental material, we provide a detailed derivation of the quantum-to-classical mapping and the Keldysh action (Sec. I), saddle-point equations (Sec. II), effective temperature (Sec. III), and correlation functions (Sec. IV). We then derive the covariance matrix and compute the von Neumann entropy and negativity (Sec. V), introduce our numerical scheme that takes advantage of the permutation symmetry for large system-size simulations, and numerically find the scaling behavior of the dynamics in the infinite-range Ising model in a transverse field at a thermal phase transition (Sec. VI). Finally, we show explicitly how to retrieve the driven-dissipative Ising model from the open Dicke model (Sec. VII).

I. KELDYSH ACTION FROM QUANTUM-TO-CLASSICAL MAPPING

We reintroduce the driven-dissipative infinite-range Ising model whose coherent dynamics is given in terms of the Hamiltonian (in the rotating frame of the drive)

$$ H = -\frac{J}{N} S^2_z + \Delta S_z. $$

(S1)

Here, $S_\mu = \sum_\sigma \sigma^\mu$, where $\sigma^\mu$, for $\mu \in \{x, y, z\}$, are the typical Pauli matrices. The full dynamics is governed by the Liouvillian

$$ \mathcal{L}[\bullet] = -i[H, \bullet] + \Gamma \sum_i \left( \sigma_i^- \otimes \sigma_i^+ - \frac{1}{2} (\sigma_i^+ \otimes \sigma_i^- + \sigma_i^- \otimes \sigma_i^+) \right). $$

(S2)

It is clear that this Liouvillian does not conserve the total spin due to the presence of atomic spontaneous emission, so we cannot make use of the Holstein-Primakoff transformation. Instead, we begin by writing the Liouvillian in the superoperator space according to the rule $A |i\rangle \langle j|B \rightarrow A |i\rangle \otimes B^T |j\rangle$, where $|i\rangle \langle j|$ in the density matrix $\rho$ is mapped to the superket $|i\rangle \otimes |j\rangle \equiv |i,j\rangle \equiv |i,j\rangle$ in the vectorized density matrix $|\rho\rangle$. Under this transformation, the Liouvillian acts as a matrix on the vectorized density matrix. In this superoperator basis, the Liouvillian takes the form

$$ \mathcal{L} = -i(H \otimes I - I \otimes H) + \Gamma \sum_i \left[ \sigma_i^- \otimes \sigma_i^+ - \frac{1}{2} (\sigma_i^+ \otimes \sigma_i^- + \sigma_i^- \otimes \sigma_i^+) \right], $$

(S3)

where $I$ is the identity matrix. This operator can be interpreted as a non-Hermitian Hamiltonian that acts on two copies of the system; see Fig. 1 in the main text. In our model, the Liouvillian superoperator describes infinite-range interactions along the upper/lower leg, while the two spins on each rung are coupled via dissipation. In this basis, the partition function at a given time slice is

$$ Z[\rho(t)] = \text{Tr}[e^{t\mathcal{L}}(\rho_0)] = \langle \langle I | e^{t\mathcal{L}} | \rho_0 \rangle \rangle. $$

(S4)

To obtain the last equality, we have used the fact that in this vectorized space the inner product between vectors is equivalent to the Frobenius norm in the original space, $\text{Tr}[A^T B] = \langle \langle A | B \rangle \rangle$. Next, we Trotterize the evolution operator $e^{t\mathcal{L}}$, and split the exponential into two parts, one including the Ising term and the other containing everything else,

$$ e^{t\mathcal{L}} = \lim_{M \rightarrow \infty} \left( e^{\delta t\mathcal{L}_0} e^{\delta t\mathcal{L}_1} \right)^M, $$

(S5)

with $\delta t = t/M$. At this point, we insert resolutions of the identity at each time slice, choosing the basis that diagonalizes the Ising term. For a single time step, the corresponding matrix element is given by

$$ \langle \langle \sigma^{(u)}_{i,k} | \langle \langle \sigma^{(l)}_{i,k} | e^{\delta t\mathcal{L}_0} e^{\delta t\mathcal{L}_1} | \sigma^{(u)}_{i,k-1} \rangle \rangle | \sigma^{(l)}_{i,k-1} \rangle \rangle, $$

(S6)

with the collection $\{\sigma^{(u/l)}_{i,k}\}$ representing the set of discrete spin values (or eigenvalues of $\sigma^z$) $\sigma^{(u/l)}_{i,k} \in \{-1, 1\}$ at site $i$, time step $k$, and on the upper/lower leg of the spin ladder, respectively. The operator $\mathcal{L}_0$, being diagonal, acts trivially in this basis, leading to a classical action $\exp(iS_0)$ in terms of discrete spins,

$$ S_0 = \frac{\delta t J}{N} \sum_k \left( (S^{(u)}_k)^2 - (S^{(l)}_k)^2 \right), $$

(S7)
where \( S_{k}^{(u/l)} = \sum_{i} \sigma_{i,k}^{(u/l)} \). In an exact fashion, we can perform the Hubbard-Stratonovich transformation (up to a normalization constant) to introduce a real scalar field \( m_{k}^{(u/l)} \),
\[
e^{iS_{k}} \rightarrow \int_{-\infty}^{\infty} dm_{k}^{(u)} m_{k}^{(l)} \exp \left[ -iJ \delta t N \left( m_{k}^{(u)} - m_{k}^{(l)} \right)^{2} + i2J \delta t \left( m_{k}^{(u)} S_{k}^{(u)} - m_{k}^{(l)} S_{k}^{(l)} \right) \right],
\]
which has the benefit of decoupling the Ising term. We can now trace out the discrete spins at the single-site level and represent our partition function in terms of the fields \( m_{k}^{(u/l)} \) along with a single-site matrix \( T(m_{k}^{(u/l)}) \equiv T_{k} \),
\[
Z[\rho(t)] \sim \lim_{M \to \infty} \int_{-\infty}^{\infty} \prod_{k=0}^{M} \left. \int dm_{k}^{(u)} dm_{k}^{(l)} \exp \left[ -i2J \delta t N \left( m_{k}^{(u)} - m_{k}^{(l)} \right)^{2} \right] \times \left( \langle I \prod_{k'=0}^{M} e^{T_{k'}} \rho_0 \rangle \right)^{N} \right),
\]
where the contribution of all sites gives rise to the power \( N \). To obtain the single-site matrix, we take advantage of the \( M \to \infty \) limit and \( \delta t \to 0 \) to combine all single-site exponential operators. \( T_{k} \) then takes the form
\[
T_{k} = i2J \left( m_{k}^{(u)} \sigma^{z(u)} - m_{k}^{(l)} \sigma^{z(l)} \right) + \Delta \left( \sigma^{z(u)} - \sigma^{z(l)} \right) + \Gamma \sigma^{-(u)} \sigma^{-l} - \frac{\Gamma}{2} \left( \sigma^{+u} \sigma^{-u} + \sigma^{+l} \sigma^{-l} \right),
\]
where we have used the compact notation \( O^{(u)} = O \otimes I, O^{(l)} = I \otimes O \). Finally, we take the continuum limit \( (\delta t \to 0) \). Without loss of generality, we also assume that the initial state \( \rho_0 \) is given at \( t = -\infty \). These limits provide us with the final form of the partition function
\[
Z = \int D[m_{c}(t), m_{q}(t)] e^{iS[m_{c/q}(t)]},
\]
with the Keldysh action
\[
S = -2JN \int_{-\infty}^{\infty} m_{c}(t)m_{q}(t) - iN \ln \text{Tr} \left[ e^{T(t)} \rho_0 \right].
\]
Here we have introduced the *Keldysh rotation* \( m_{c/q} = (m^{u} \pm m^{l})/\sqrt{2} \) for future convenience, and absorbed all prefactors into the measure \( D[m_{c}(t), m_{q}(t)] \). The trace in the last term is due to a simplification as we are only interested in the steady state at late times with no memory of the initial state. The time-ordering operator \( T \) also makes its appearance in the continuum limit due to the dependence of the fields on time. Finally, the explicit form of the matrix \( T(m_{c/l}(t)) \equiv T(t) \) in the \( |\sigma^{(u)}\rangle \langle \sigma^{(l)}| \) basis is given by
\[
T(t) = \begin{pmatrix} \frac{\Gamma}{4} + i2\sqrt{2}Jm_{c}(t) & i\Delta & -i\Delta & \frac{\Gamma}{4} \\ i\Delta & \frac{\Gamma}{4} - \frac{\Gamma}{2} & \frac{\Delta}{4} & i2\sqrt{2}Jm_{c}(t) \\ -i\Delta & \frac{\Delta}{4} & \frac{\Gamma}{4} - \frac{\Gamma}{2} & i\Delta \\ \frac{\Gamma}{4} & -i\Delta & i\Delta & \frac{\Gamma}{4} - i2\sqrt{2}Jm_{q}(t) \end{pmatrix}.
\]

II. SADDLE-POINT APPROXIMATION

Due to the overall factor of \( N \) in Eq. (S12), the saddle-point approximation \( \delta S/\delta m_{q}(t) = 0 \) becomes exact in the thermodynamic limit and yields a solution of the form \( m_{q}(t) = 0 \) and \( m_{c}(t) = m = \text{const} \). The constant \( m \) constitutes the order parameter of the system, and can be obtained as
\[
\frac{\delta S}{\delta m_{q}(t)} \bigg|_{m_{q}=m, m_{c}=0} = -2JN m - iN \frac{\text{Tr} \left( e^{(t_{f} - t_{0}) T_{q}} e^{(t_{i} - t_{0}) T_{q}} \right) \text{Tr} \left( e^{(t_{f} - t_{0}) T_{q}} \right)}{\text{Tr} \left( e^{(t_{f} - t_{0}) T_{q}} \right)} = 0,
\]

\( \text{S14} \)
where \( t_{i,f} \) denote the initial and final times, respectively, which can be conveniently taken to be \( \mp \infty \). Here, and in the subsequent analysis, we use the notation
\[
T_0 = \mathbb{T}_{\mid_{m_{c}(t)=m_{q}(t)=0}}, \quad (S15)
\]
\[
T_c = \frac{\partial T}{\partial m_{c}(t)}\bigg|_{m_{c}(t)=m_{q}(t)=0} = i2\sqrt{2}J \text{ diag}\{0, 1, -1, 0\}, \quad (S16)
\]
\[
T_q = \frac{\partial T}{\partial m_{q}(t)}\bigg|_{m_{c}(t)=m_{q}(t)=0} = i2\sqrt{2}J \text{ diag}\{1, 0, 0, -1\}, \quad (S17)
\]
with all the matrices evaluated at the saddle-point field values. To obtain the second line of Eq. (S14), we have used the long-time limit along with the fact that the only non-negative eigenvalue of \( T_0 \) is zero (corresponding to the steady state), leaving us with an inner product of the corresponding left and right eigenvectors \( \langle\langle I\rangle\rangle \) (representing the identity) and \( \langle\rho_{ss}\rangle \) (denoting the steady state). The identity vector is simply \( \langle\langle I\rangle\rangle = (1, 0, 0, 1) \), and the steady-state vector is given by
\[
\langle\rho_{ss}\rangle = \left( \frac{8\sqrt{2}\Delta J m}{\Gamma^2 + 16\Delta^2 + 16J^2m^2} + \frac{1}{2} \right) \left( \begin{array}{c}
\Gamma^2 + 16\Delta^2 + 4i\sqrt{2}\Gamma J m \\
2\Gamma^2 + 32\Delta^2 + 32J^2m^2 \\
-2(\Gamma^2 + 16\Delta^2 - 4i\sqrt{2}\Gamma J m) \\
\frac{1}{2} - \frac{8\sqrt{2}\Delta J m}{\Gamma^2 + 16\Delta^2 + 16J^2m^2} \end{array} \right)^T. \quad (S18)
\]
These two vectors are normalized such that \( \langle\langle I\rangle\rangle\langle\rho_{ss}\rangle\rangle = 1 \). Using Eq. (S14), we have \( m = 0 \) in the normal phase, while \( m = \pm\sqrt{-1-16\Delta^2 + 32\Delta J/4J} \) in the ordered phase.

### III. QUADRATIC EXPANSION & EFFECTIVE TEMPERATURE

We can now expand Eq. (S12) to quadratic order in fluctuations about \( m = 0 \) in the normal phase; below, \( T_0 \) should be understood to be evaluated with \( m = 0 \). The expansion reads
\[
S^{(2)} = \frac{1}{2} \int_{t,t'} \langle m_c, m_q \rangle_t \left( \begin{array}{c}
P_R \\\nP_A \end{array} \right)_{t-t'} \left( \begin{array}{c}
m_c \\\nm_q \end{array} \right)_{t'}, \quad (S19)
\]
where a factor of \( \sqrt{N} \) is absorbed into each field for convenience. The inverse Keldysh retarded/advanced response and correlation functions are (as stated in Eq. (8) in the main text)
\[
P_R(t) = P^A(-t) = \frac{\delta S}{\delta m_q(t)\delta m_c(0)}\bigg|_{m_c=0,m_q=0} = -2J\delta(t) - i\Theta(t)\langle\langle I\rangle\rangle\langle\rho_{ss}\rangle\rangle = -2J\delta(t) + \Theta(t)8J^2e^{-\frac{t}{\tau}}\sin(2\Delta t), \quad (S20)
\]
\[
P_K(t) = \frac{\delta S}{\delta m_q(t)\delta m_q(0)}\bigg|_{m_c=0,m_q=0} = -i\langle\langle I\rangle\rangle\langle\rho_{ss}\rangle\rangle = i8J^2e^{-\frac{t}{\tau}}\cos(2\Delta t). \quad (S21)
\]
We have used the fact that, in the normal phase, the steady-state vector takes a simple form, \( \langle\rho_{ss}\rangle = (1, -1, -1, 1)^T/2 \). The step function, \( \Theta(t) \), enforces the proper ordering of the matrices in Eq. (S20), stemming from \( \langle\langle I\rangle\rangle\langle\rho_{ss}\rangle\rangle = 0 \) for all times \( t \). Having absorbed a factor of \( \sqrt{N} \) into the fields, higher order terms are suppressed as \( \mathcal{O}(1/N) \) meaning that Eq. (S19) is exact in the thermodynamic limit.

Near the critical point, the system can be assigned an effective temperature \( T_{\text{eff}} \) by imposing the fluctuation-dissipation relation \([1–3] \)
\[
P_K(\omega) = F(\omega)(P_R(\omega) - P^A(\omega)). \quad (S22)
\]
The inverse correlation and response functions in Fourier space are given by [we have defined the Fourier transform of the fields as \( m_{c/q}(t) = \int \frac{d\omega}{2\pi} m_{c/q}(\omega)e^{-i\omega t} \)]

\[
P^R(\omega) = P^A(\omega)^* = -2J - 4iJ^2 \left( \frac{1}{-\Gamma/2 - i(2\Delta - \omega)} - \frac{1}{-\Gamma/2 + i(2\Delta + \omega)} \right),
\]

\[
P^K(\omega) = 4iJ^2 \Gamma \left( \frac{1}{\Gamma^2/4 + (\omega - 2\Delta)^2} + \frac{1}{\Gamma^2/4 + (\omega + 2\Delta)^2} \right).
\]

One can see that the distribution function \( F(\omega) = P^K(\omega)/(P^R(\omega) - P^A(\omega)) \) at low frequencies can be described as \( F(\omega) \sim 2T_{\text{eff}}/\omega \), allowing us to introduce the effective temperature

\[
T_{\text{eff}} = \frac{\Gamma_2 + 16\Delta^2}{32\Delta}.
\]

Using the (mean-field) equation for the onset of ordering, \( \Gamma_2 + 16\Delta^2 - 32\Delta J = 0 \), we find that \( T_{\text{eff}} = J \) everywhere along the phase boundary.

**IV. CRITICAL BEHAVIOR**

To identify the scaling behavior, we require the correlation function

\[
C(\omega) = \frac{1}{N} \mathcal{F}_\omega \langle \{S_x(t), S_x(0)\} \rangle = \frac{-iP^K(\omega)}{P^R(\omega)P^A(\omega)},
\]

where \( \mathcal{F} \) denotes the Fourier transform. Plugging in the inverse correlation and response functions defined in Eqs. (S23) and (S24), we obtain

\[
C(\omega) = \frac{\Gamma(\Gamma^2 + 4(4\Delta^2 + \omega^2))}{2(\omega - \omega_1)(\omega - \omega_2)(\omega - \omega_3)(\omega - \omega_4)}.
\]

The denominator here corresponds to the four poles of the correlation function, two due to the retarded and two due to the advanced response function. These poles are given by

\[
\omega_1 = -\frac{i}{2}(\Gamma - \Gamma_c), \quad \omega_2 = \frac{i}{2}(\Gamma - \Gamma_c),
\]

\[
\omega_3 = -\frac{i}{2}(\Gamma + \Gamma_c), \quad \omega_4 = \frac{i}{2}(\Gamma + \Gamma_c),
\]

where \( \Gamma_c = 4\sqrt{(2J - \Delta)\Delta} \). Performing the contour integral, we obtain the correlation function in the time domain:

\[
C(t) = \frac{e^{-\Gamma_c|t|/2}}{\Gamma_c} \left( \frac{\Gamma \Gamma_c + 16(J - \Delta)\Delta}{\Gamma + \Gamma_c} e^{-\Gamma_c|t|/2} + \frac{\Gamma \Gamma_c - 16(J - \Delta)\Delta}{\Gamma - \Gamma_c} e^{\Gamma_c|t|/2} \right).
\]

Near the critical point (\( \gamma \equiv \Gamma - \Gamma_c \ll \Gamma \sim J, \Delta \)), the correlation function scales as

\[
C(t) \sim \frac{16J \Delta}{\gamma \Gamma_c} e^{-\gamma|t|/2}.
\]

On the other hand, at the weakly-dissipative critical point (\( \Gamma_c \to 0 \) and \( \Gamma \ll J, \Delta \)), we find a different scaling behavior

\[
C(t) \sim \frac{32J^2}{\Gamma^2} (2 + \Gamma|t|) e^{-\Gamma|t|/2}.
\]
Note the difference in the scaling dimension under rescaling of time \((t \to \lambda t)\). Similarly, we can compute the scaling dimension of the response function

\[
\chi(\omega) = \frac{i}{N} \mathcal{F}_\omega \langle [S^x(t), S^x(0)] \rangle = \frac{1}{\mathcal{P}A(\omega)} - \frac{1}{\mathcal{P}R(\omega)}.
\]

Inserting the inverse retarded and advanced response functions, we obtain

\[
\chi(\omega) = 4\Delta \left( \frac{1}{(\omega - \omega_2)(\omega - \omega_4)} - \frac{1}{(\omega - \omega_1)(\omega - \omega_3)} \right).
\]

Fourier transforming back to the time domain, the response function takes the form

\[
\chi(t) = \text{sgn}(t) \frac{4\Delta}{\Gamma_c} e^{-\Gamma_c|t|/2} \left( e^{\Gamma_c|t|/2} - e^{-\Gamma_c|t|/2} \right).
\]

Near the critical point, and at long times, the system behaves in an effectively thermal fashion (see Sec. III, and specifically Eq. (S25)), and we must recover the (high-temperature) fluctuation-dissipation relation \(\chi(\omega) = i\omega C(\omega)/2T\), or in the time domain \(\chi(t) = -\partial_t C(t)/2T\) [4]. Keeping the slowest term in both correlation and response functions, we indeed find that this equation is satisfied by identifying the effective temperature \(T_{\text{eff}} = J\) at both generic and weakly dissipative critical points; see Fig. S2.

V. ENTANGLEMENT

In this section, we first calculate entanglement characteristics at the quadratic level away from the critical point. We then take advantage of the finite-size scaling relations discussed in the main text to identify the scaling behavior at criticality. We must mention that our numerical techniques based on the superoperator space are not suited for such calculations, instead we provide analytical results.

A. Covariance Matrix

Calculating the entanglement of a Gaussian state requires knowledge of the covariance matrix in a bipartitioned system [5–7]

\[
C_{i,j} = \langle X_i X_j \rangle,
\]

where \(X_i \in \{q^A_c, q^B_c, p^A_c, p^B_c\}\) with \(q\) and \(p\) representing two canonically conjugate variables. The superscripts \(A\) and \(B\) denote two subsystems of equal size \(N/2\). In the normal phase, the large spin is almost fully polarized along the \(z\) direction, \(S_z \approx -N\), and thus the spin commutation relation reads \([S_x, S_y] \approx -2iN\).

We can thus identify the canonical variables as \(q \equiv S_x/\sqrt{2N}\) and \(p \equiv -S_y/\sqrt{2N}\).

In order to obtain the correlation functions of the bipartitioned system, we couple source fields \([2, 3]\), \(\alpha^{A/B}(t)\) and \(\beta^{A/B}(t)\), to \(S_z^{A/B}\) and \(-S_y^{A/B}\), respectively. Derivatives of the generating functional \(W = -i\ln Z\) with respect to the sources give the connected correlation functions. The source fields must be different along the upper/lower leg of the ladder (i.e. \(\alpha^{(u)} \neq \alpha^{(l)}\)) so that the partition function is not equal to unity. We can then follow the same steps detailed in Sec. I to find the quantum-to-classical mapping, including the sources, in an even bipartition of the system; this yields the action

\[
S = -2N \int m_c(t) m_q(t) - i \frac{N}{2} \log \text{Tr} \left[ e^{\int \mathcal{T} \bar{\psi}_A(t)} \right] - i \frac{N}{2} \log \text{Tr} \left[ e^{\int \mathcal{T} \bar{\psi}_B(t)} \right].
\]

In obtaining this equation, the Hubbard-Stratonovich transformation is performed on the entire system rather than each partition separately. The transfer matrices with the source fields are

\[
\mathcal{T}'(t) = \mathcal{T}(m_{c/q}(t)) + \frac{1}{\sqrt{2}} \begin{pmatrix}
2\alpha_q & \beta_c - \beta_q & \beta_c + \beta_q & 0 \\
-\beta_c + \beta_q & 2\alpha_c & 0 & \beta_c + \beta_q \\
-\beta_c - \beta_q & 0 & -2\alpha_c & \beta_c - \beta_q \\
-\beta_c - \beta_q & \beta_c + \beta_q & 0 & -2\alpha_q
\end{pmatrix},
\]

(S37)
where the time dependence of the sources and partition labels are implied. We then expand Eq. (S36) to quadratic order in the fields as well as the sources around zero and find

\[ S^{(2)} = \frac{1}{2} \int_{t,t'} \langle v(t') | P(t) | v(t) \rangle, \tag{S38} \]

where we define the vector \(|v\rangle = (m_c, m_q, \alpha_c^A, \alpha_q^A, \alpha_c^B, \alpha_q^B, \beta_c^A, \beta_q^A, \beta_c^B, \beta_q^B)^T\). The kernel takes an upper-triangular, block matrix structure (upon symmetrization):

\[
P = \begin{pmatrix}
P_m & 2P_\alpha & 2P_\alpha & -2P_\beta & -2P_\beta \\
0 & \frac{1}{2J} P_m & 0 & -\frac{1}{2} P_\beta & 0 \\
0 & 0 & \frac{1}{2J} P_m & 0 & -\frac{1}{2} P_\beta \\
0 & 0 & 0 & \frac{1}{2J} P_m & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2J} P_m
\end{pmatrix}. \tag{S39}
\]

The block matrices have the same structure as the kernel in Eq. (S19). In fact, \(P_m\) is exactly equal to that kernel, and the components of the off-diagonal matrices are given by

\[
P_\alpha^R(t) = P_\alpha^A(-t) = \frac{1}{4J} (P^R(t) + 2J \delta(t)), \tag{S40}
\]

\[
P_\alpha^K(t) = \frac{1}{4J} P^K(t), \tag{S41}
\]

\[
P_\beta^R(t) = P_\beta^A(-t) = 2J \Theta(t) e^{-\frac{2}{J} |t|} \cos (2\Delta t), \tag{S42}
\]

\[
P_\beta^K(t) = -2J e^{-\frac{2}{J} |t|} \sin (2\Delta t). \tag{S43}
\]

Equation (S38) being quadratic, we can integrate out the fields (after Fourier transformation) to obtain an action only in terms of the sources. This leads to the generating functional

\[
W[\alpha_{c/q}^{A/B}, \beta_{c/q}^{A/B}] = -\frac{1}{2} \int_{\omega} \langle \tilde{v}(-\omega) | D(\omega) | \tilde{v}(\omega) \rangle, \tag{S44}
\]

where \(|\tilde{v}\rangle = (\alpha_c^A, \alpha_q^A, \alpha_c^B, \alpha_q^B, \beta_c^A, \beta_q^A, \beta_c^B, \beta_q^B)^T\) and the kernel \(D\) is given by

\[
D = \begin{pmatrix}
D_{\alpha^A,\alpha^A} & 2D_{\alpha^A,\alpha^B} & 2D_{\beta^A,\alpha^A} & 2D_{\beta^A,\alpha^B} \\
0 & D_{\alpha^A,\alpha^A} & 2D_{\beta^A,\alpha^A} & 2D_{\beta^A,\alpha^B} \\
0 & 0 & D_{\beta^A,\beta^A} & 2D_{\beta^A,\beta^B} \\
0 & 0 & 0 & D_{\beta^A,\beta^A}
\end{pmatrix}. \tag{S45}
\]

There are only six independent kernels:

\[
D_{\beta^A,\beta^A}(\omega) = -\frac{1}{8J^2} P_m(\omega) - P_\beta(\omega) P_m^{-1}(\omega) P_\beta(\omega), \tag{S46}
\]

\[
D_{\alpha^A,\alpha^A}(\omega) = -\frac{1}{8J^2} P_m(\omega) + P_\alpha(\omega) P_m^{-1}(\omega) P_\alpha(\omega), \tag{S47}
\]

\[
D_{\beta^A,\alpha^A}(\omega) = -\frac{1}{2J} P_\beta(\omega) + P_\beta(\omega) P_m^{-1}(\omega) P_\alpha(\omega), \tag{S48}
\]

\[
D_{\beta^A,\alpha^B}(\omega) = P_\beta(\omega) P_m^{-1}(\omega) P_\alpha(\omega), \tag{S49}
\]
\[ D_{\beta, \beta}(\omega) = -P_\beta(\omega)P_m^{-1}(\omega)P_\beta(\omega), \]  
\[ D_{\alpha, \alpha}(\omega) = P_\alpha(\omega)P_m^{-1}(\omega)P_\alpha(\omega). \]  
\[ (S50) \]

All of the kernels are invariant under swapping the subscripts. The covariance matrix only requires static correlation functions, meaning we only want the \( D_K^j m, j_n \) components (or derivatives of \( W \) with respect to \( \alpha_q^{A/B} \) and \( \beta_q^{A/B} \)) for \( j_m \in \{ \alpha^A, \alpha^B, \beta^A, \beta^B \} \). In other words, the covariance matrix is actually given by (after performing the inverse Fourier transform)

\[ C_{m,n} = -i \frac{\delta^2 W}{\delta j_m.q(t) \delta j_n.q(t)} \bigg|_{t=0} = i D^K_{j_m,j_n}(0) = \langle X_m X_n \rangle. \]  
\[ (S52) \]

The independent static correlation functions are (setting \( J = 1 \) for simplicity)

\[ \langle q_{c}^{A} q_{c}^{A} \rangle = 1 + \frac{4\Delta}{\Gamma^2 - \Gamma_c^2}, \]  
\[ (S53) \]

\[ \langle q_{c}^{B} q_{c}^{B} \rangle = \frac{8\Delta}{\Gamma^2 - \Gamma_c^2}, \]  
\[ (S54) \]

\[ \langle p_{c}^{A} p_{c}^{A} \rangle = 1 - \frac{8(\Delta - 2)}{\Gamma^2 - \Gamma_c^2}, \]  
\[ (S55) \]

\[ \langle p_{c}^{B} p_{c}^{B} \rangle = -\frac{8(\Delta - 2)}{\Gamma^2 - \Gamma_c^2}, \]  
\[ (S56) \]

\[ \langle q_{c}^{A} p_{c}^{A} \rangle = \langle q_{c}^{A} p_{c}^{B} \rangle = \frac{2\Gamma}{\Gamma^2 - \Gamma_c^2}. \]  
\[ (S57) \]

With the knowledge of the covariance matrix, we can then calculate the von Neumann entropy and entanglement measures such as entanglement negativity.

**B. von Neumann Entropy**

The von Neumann entropy for a given subsystem does not require the full \( 4 \times 4 \) covariance matrix, only the \( 2 \times 2 \) block corresponding to the chosen subsystem. We choose the subsystem \( A \) whose covariance matrix is given by

\[ C^A = \begin{pmatrix} \langle q_{c}^{A} q_{c}^{A} \rangle & \langle q_{c}^{A} p_{c}^{A} \rangle \\ \langle p_{c}^{A} q_{c}^{A} \rangle & \langle p_{c}^{A} p_{c}^{A} \rangle \end{pmatrix} = \begin{pmatrix} 1 + \frac{4\Delta}{\Gamma^2 - \Gamma_c^2} & \frac{2\Gamma}{\Gamma^2 - \Gamma_c^2} \\ \frac{2\Gamma}{\Gamma^2 - \Gamma_c^2} & 1 - \frac{8(\Delta - 2)}{\Gamma^2 - \Gamma_c^2} \end{pmatrix}. \]  
\[ (S58) \]

The symplectic eigenvalues of this matrix, \( \pm \nu \), are given by the eigenvalues of \( iJC \) where [8]

\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]  
\[ (S59) \]

The von Neumann entropy can be then computed as [9]

\[ S_{vN} = \nu + \frac{1}{2} \log \left( \frac{\nu + 1}{2} \right) - \nu - \frac{1}{2} \log \left( \frac{\nu - 1}{2} \right). \]  
\[ (S60) \]
The positive symplectic eigenvalue of the matrix in Eq. (S58) is given by
\[ \nu = \sqrt{\frac{12 + \Gamma^2 - \Gamma_c^2}{\Gamma^2 - \Gamma_c^2}}, \] (S61)
from which we find that, near a generic critical point \( (\gamma \equiv \Gamma - \Gamma_c \ll \Gamma, J, \Delta) \), the von Neumann entropy scales as \( S_{vN} \sim \log(1/\sqrt{\gamma}) \). At the weakly dissipative point \( (\Gamma \ll J, \Delta) \), we instead find \( S_{vN} \sim \log(1/\Gamma) \).

C. Logarithmic Negativity

To compute logarithmic negativity \[ [10], \] one should take a partial transpose of the density matrix. For a Gaussian state, the partial transpose with respect to subsystem \( A \), for example, is equivalent to sending \( p_A \rightarrow -p_A \) in the covariance matrix \[ [11] \]. The full matrix will not be reported as it is easily constructed from Eqs. (S53)-(S57) using the definition Eq. (S52). The logarithmic negativity, in terms of the symplectic eigenvalues \( (\pm \nu_1, \pm \nu_2) \), is
\[ E_N = -\sum_i \log(\min(\nu_i, 1)). \] (S62)
We see that there is only one positive eigenvalue less than 1,
\[ \nu = \left( 1 + \frac{4}{\sqrt{\Gamma^2 + 16(\Delta - 1)^2}} \right)^{-1/2}, \] (S63)
which is equal to a constant \( \nu = 1/\sqrt{2} \) along the entire phase boundary. This directly leads to \( E_N = \log \sqrt{2} \), as reported in the main text.

VI. NUMERICAL SIMULATION

A. Permutation Symmetric Basis

Performing exact numerics in driven-dissipative systems is a difficult task due to the exponential scaling of the Hilbert space with the system size. The Liouvillian matrix \( \mathbb{L} \) grows as \( 4^N \times 4^N \), making numerical simulations particularly hard. Alternatively, we take advantage of the permutation symmetry under which any two spins in Eq. (S2) can be exchanged without changing the dynamics. The steady state belongs to the fully-symmetric irreducible representation of the permutation group, so we introduce a permutation-symmetric basis \[ [12, 13] \]
\[ \rho_{N_x,N_y,N_z} = \frac{1}{\sqrt{N!N_x!N_y!N_z!N_I!}} \sum_{\mathcal{P}} \mathcal{P}_{\mathcal{P}}(\sigma_1^x \otimes \ldots \otimes \sigma_{N_x}^x \otimes \sigma_{N_y}^y \otimes \ldots \otimes \sigma_{N_z}^y + \sigma_{N_z}^+ + \ldots \otimes I_{N_x+N_y+N_z} \otimes I_{N_x+N_y+N_z+1} \otimes \ldots \otimes I_N) . \] (S64)
The sum \( \sum_{\mathcal{P}} \) is over all permutations \( \mathcal{P} \) of the sites (the operator \( \mathcal{P}_{\mathcal{P}} \) denotes the action of the permutation operator in the Hilbert space). These states are normalized as \( \text{Tr}(\rho_{\mu}\rho_{\nu})/2^N = \delta_{\mu,\nu} \) where \( \mu = (N_x, N_y, N_z) \).
The Liouvillian matrix elements are given by
\[ \mathbb{L}_{\mu,\nu} = \frac{1}{2^N} \text{Tr}(\rho_{\mu} \mathcal{L}[\rho_{\nu}]). \] (S65)
The action of the Liouvillian on a state can be determined analytically by inspecting how the total-spin operators act on one of our basis states:

\[
S_x \rho_{N_x,N_y,N_z} = \sqrt{N_x(N_x + 1)} \rho_{N_x-1,N_y,N_z} + i \sqrt{N_y(N_y + 1)} \rho_{N_x,N_y-1,N_z + 1} \\
- i \sqrt{(N_y + 1)N_z} \rho_{N_x,N_y-1,N_z} + \sqrt{(N_x + 1)N_I} \rho_{N_x,N_y+1,N_z},
\]

(S66)

\[
S_y \rho_{N_x,N_y,N_z} = \sqrt{N_y(N_y + 1)} \rho_{N_x,N_y-1,N_z} + i \sqrt{N_x(N_x + 1)} \rho_{N_x+1,N_y,N_z - 1} \\
- i \sqrt{(N_x + 1)N_y} \rho_{N_x,N_y-1,N_z} + \sqrt{(N_y + 1)N_I} \rho_{N_x,N_y+1,N_z},
\]

(S67)

\[
S_z \rho_{N_x,N_y,N_z} = \sqrt{N_z(N_z + 1)} \rho_{N_x,N_y,N_z - 1} + i \sqrt{N_x(N_x + 1)} \rho_{N_x-1,N_y,N_z + 1} \\
- i \sqrt{(N_x + 1)N_y} \rho_{N_x,N_y+1,N_z} + \sqrt{(N_z + 1)N_I} \rho_{N_x,N_y,N_z+1},
\]

(S68)

where \( N_I = N - N_x - N_y - N_z \), and the action from the right can be found by taking the adjoint of the RHS. The only other non-trivial term is the dissipative term \( \sum_i \sigma_i^+ \rho \sigma_i^- \), whose action on the state is given by

\[
\sum_i \sigma_i^- \rho \sigma_i^+ = \frac{1}{2} \left[ (N_I - N_z) \rho_{N_x,N_y,N_z} + \sqrt{N_x(N_x + 1)} \rho_{N_x,N_y,N_z - 1} \\
- \sqrt{N_y(N_y + 1)} \rho_{N_x,N_y+1,N_z} \right].
\]

(S69)

Using the above relations, we find the action of the Liouvillian on the basis states to be

\[
\mathcal{L}[\rho_{N_x,N_y,N_z}] = \frac{4J}{N} \left( \sqrt{(N_x + 1)(N_y + 1)N_z} \rho_{N_x+1,N_y+1,N_z - 1} \\
+ \sqrt{N_x(N_y + 1)N_z} \rho_{N_x+1,N_y,N_z - 1} \\
- \sqrt{N_xN_y(N_z + 1)(N_I + 1)} \rho_{N_x,N_y-1,N_z + 1} \\
- \sqrt{(N_x + 1)N_y(N_z + 1)N_I} \rho_{N_x,N_y+1,N_z - 1} \\
+ 2\Delta \left( \sqrt{N_xN_y(N_z + 1)} \rho_{N_x,N_y+1,N_z} - \sqrt{N_y(N_x + 1)} \rho_{N_x+1,N_y,N_z} \right) \\
\frac{\Gamma}{2} \left( (N_I - N_z - N) \rho_{N_x,N_y,N_z} - 2\sqrt{(N_x + 1)N_I} \rho_{N_x,N_y+1,N_z} \right) \right).
\]

(S70)

Equipped with this expression, the matrix representing the Liouvillian can be quickly constructed using standard numerical techniques. In this basis, the dimensionality grows polynomially with the system size as \( N(N+1)(N+2)/6 \sim \mathcal{O}(N^3) \) in contrast with the exponential growth in a generic many-body system. This scaling can also be contrasted with the \( \mathcal{O}(N^4) \) growth of the usual Dicke (angular-momentum) basis. The steady state can be then obtained through the shifted-inverse-power method \([14]\). However, for larger system sizes \( (N \gtrsim 90) \) finding the steady-state by direct LU decomposition becomes inefficient. At that point, it is more efficient to use linear solvers like BiCGSTAB to approximate the steady state.

To characterize dynamics, we investigate the correlation function \( C(t) = \langle \{ S_x(t), S_x(0) \} \rangle / N \) and response function \( \chi(t) = i \langle [S_x(t), S_x(0)] / N \rangle \). The two-time expectation values can be calculated as \([15]\)

\[
\langle S_x(t)S_x(0) \rangle + \langle S_x(0)S_x(t) \rangle = \text{Tr} \left( S_x e^{t\mathcal{L}} [S_x \rho_{ss}] \right) + \text{Tr} \left( S_x e^{t\mathcal{L}} [\rho_{ss} S_x] \right) = 2 \text{Re} \text{Tr} \left( S_x e^{t\mathcal{L}} [S_x \rho_{ss}] \right),
\]

(S71)

\[
i(\langle S_x(t)S_x(0) \rangle - \langle S_x(0)S_x(t) \rangle) = i \text{Tr} \left( S_x e^{t\mathcal{L}} [S_x \rho_{ss}] \right) - i \text{Tr} \left( S_x e^{t\mathcal{L}} [\rho_{ss} S_x] \right) = -2 \text{Im} \text{Tr} \left( S_x e^{t\mathcal{L}} [S_x \rho_{ss}] \right),
\]

(S72)

with \( \rho_{ss} \) being the steady-state density matrix. We can instead represent this in a vectorized form using our permutation symmetric basis,

\[
C(t) = \frac{2}{N} \text{Re} \text{Tr} \left( S_x e^{t\mathcal{L}} [S_x \rho_{ss}] \right) = \frac{2}{N} \text{Re} \frac{\langle \langle S_x|e^{t\mathcal{L}}|S_x \rho_{ss}\rangle \rangle}{\langle \langle I | \rho_{ss} \rangle \rangle},
\]

(S73)
Figure S1: Finite-size scaling behavior of the driven-dissipative Ising model at a generic critical point 
\((J = 1, \Delta = 1, \Gamma = 4)\). The critical dynamics is overdamped and is governed by a characteristic time scale 
that scales as \(t \sim N^{1/2}\). This is in contrast with a weakly-dissipative critical point where the dynamics is 
underdamped with the scaling \(t \sim N^{1/4}\) (see Fig. 3 in the main text).

\[
\chi(t) = -\frac{2}{N} \text{Im} \text{Tr} (S_x e^{t\mathcal{L}} [S_x \rho_{ss}]) = -\frac{2}{N} \text{Im} \frac{\langle (S_x | e^{t\mathcal{L}} | S_x \rho_{ss}) \rangle}{\langle |\rho_{ss}\rangle \rangle},
\]

where we have defined the vectorized state
\[
|\rho(t)\rangle = \sum_{\mu} c_{\mu}(t) |\rho_{\mu}\rangle.
\]

The denominator in Eq. (S73) is due to the normalization of the steady state (this is equivalent to dividing 
the state by \(c_{0,0,0}\)). In the case of static correlations, one can analytically show that the auto-correlation 
function takes the simple form
\[
C(0) = \frac{2}{Nc_{0,0,0}} \left( \sqrt{2N(N-1)c_{2,0,0}} + Nc_{0,0,0} \right).
\]

Figure S2: Correlation and response functions at the weakly dissipative critical point 
\((J = 1, \Delta = 2, \Gamma = 0.1)\) from exact numerical simulation for \(N = 100\). The classical fluctuation-dissipation 
relation \([\chi(t) = -\partial_t C(t) / 2T_{\text{eff}}]\) is satisfied for \(T_{\text{eff}} = J = 1\). Specifically, every peak of the correlation 
function \(C(t)\) coincides with a node of the response function \(\chi(t)\).
Using these techniques, we were able to obtain the dynamical correlations at the weakly-dissipative critical point discussed in the main text. Here, we report the dynamical correlations at a generic critical point in Fig. S1. For completeness, we also compare the correlation and response functions at the weakly dissipative point in Fig. S2, where the effective fluctuation-dissipation relation becomes manifest.

### B. Equilibrium Quantum Ising Model

In this section, we report the dynamics of the equilibrium infinite-range Ising model at finite temperature (in the absence of dissipation). Specifically, we demonstrate via exact numerical simulation that the thermal critical point of this model belongs to the same (static and dynamic) universality class as the driven-dissipative Ising model in the weakly dissipative regime. We start with the same Hamiltonian

\[ H = -\frac{J}{N} S_x^2 + \Delta S_z. \]  

This Hamiltonian features a thermal phase transition to an ordered phase where the Ising \( Z_2 \) symmetry is broken at the critical temperature [16]

\[ T_c = \frac{2\Delta}{\ln \left( \frac{1+\Delta/2}{1-\Delta/2} \right)} \]  

The Hamiltonian conserves the total spin (i.e., \([H, \hat{S}] = 0\) which thus defines a good quantum number. In the angular-momentum basis defined by \(|S, m\rangle\), the Hamiltonian becomes block diagonal with each block corresponding to a total spin \( S \). However, each sector is highly degenerate with a multiplicity of \( D(S) \). The multiplicity is given by

\[ D\left( \frac{N}{2} \right) = 1, \quad D\left( \frac{N}{2} - 1 \right) = N - 1, \quad D\left( \frac{N}{2} - 2 \right) = \frac{N(N-3)}{2}, \quad \ldots \]  

for \( 3 \leq p \leq N/2 \) [16]. The thermal state is then given by

\[ \rho(\beta) = e^{-\beta H} = \bigoplus_{S=0}^{N/2} \left( \bigoplus_{i=1}^{D(S)} e^{-\beta H_S} \right), \]  

which is to be understood as the direct sum over each unique spin sector with the corresponding multiplicity \( D(S) \). We then numerically calculate the correlation function

\[ C(t) = \frac{1}{N} \langle [S_x(t), S_x(0)] \rangle = \frac{2}{N} \text{Re} \langle S_x(t) S_x(0) \rangle = \frac{2}{N} \text{Re} \text{Tr} \left( e^{-iHt} S_x e^{iHt} S_x \rho(\beta) \right). \]  

A plot of the correlation function and its finite-size scaling behavior can be found in Fig. S3. There, we see that the dynamical exponent, defined via \( t \sim N^\zeta \), is given by \( \zeta = 1/4 \) and that the dynamics is underdamped just like at the weakly-dissipative critical point of the driven-dissipative Ising model discussed in the main text.

### C. Classical (stochastic) Ising model

For completeness, here we introduce the classical stochastic Ising model [17]. The (classical) Ising Hamiltonian is given by

\[ \mathcal{H} = -\frac{J}{N} S^2, \]  

where \( S = \sum_i S_i \) with the Ising spin variable \( s_i = \pm 1 \). While the Hamiltonian (being a \( c \) number and commuting with all observables) does not impose any intrinsic dynamics, a stochastic, Glauber-type dynamics
can be imposed via the (classical) master equation

\[
\frac{d}{dt} P(\{s\}; t) = - \sum_{i=1}^{N} W(s_i \rightarrow -s_i, t)P(s_1, ..., s_i, ..., s_N; t) + \sum_{i=1}^{N} W(-s_i \rightarrow s_i, t)P(s_1, ..., -s_i, ..., s_N; t). \quad (S83)
\]

Here, \( P(\{s\}; t) \) denotes the probability that the system is in a spin configuration \( \{s\} \) at time \( t \), and \( W(s_i \rightarrow -s_i, t) \) represents the transition probability rate of a spin flip at site \( i \) and at time \( t \). Under equilibrium conditions, the probability and transition rates satisfy the detailed balance [18],

\[
W(s_i \rightarrow -s_i)P(s_1, ..., s_i, ..., s_N) = W(-s_i \rightarrow s_i)P(s_1, ..., -s_i, ..., s_N), \quad (S84)
\]

with the transition of the Glauber type (characterizing a non-conserved order parameter),

\[
W(s_i \rightarrow -s_i) = \frac{1}{2\tau_0} [1 - s_i \tanh(\beta E)]. \quad (S85)
\]

Here, \( \tau_0 \) defines the characteristic time scale of Glauber dynamics, and \( E = -(2J/N) \sum_i s_i \). From here, one can simulate the relaxation of the system from a near-equilibrium state using Monte Carlo methods combined with the transition rate given above. Monte Carlo simulations of this model at criticality are consistent with a critical dynamical scaling where \( t \sim N^{1/2} \) [17].

VII. CAVITY ADIABATIC ELIMINATION IN THE OPEN DICKE MODEL

In this section, we show that our model in Eq. (S2) follows from the open Dicke model in the limit of the large cavity detuning. This model is governed by the Hamiltonian [1]

\[
H = \omega_0 a^\dagger a + \omega_z S_z + \frac{g}{\sqrt{N}} S_z (a + a^\dagger), \quad (S86)
\]

together with the dissipation given by the Lindblad operator \( L_{cav} = \sqrt{\kappa} a \) representing the cavity loss as well as \( L_i = \sqrt{\Gamma} \sigma_i \) characterizing atomic spontaneous emission. Here, \( \omega_0 \) is the cavity detuning, \( \omega_z \) is the atom...
level splitting, and $g$ is the atom-cavity coupling; again, $S_\mu = \sum_i \sigma^\mu_i$ is the total spin operator. The full quantum master equation then takes the form

$$\frac{d\rho}{dt} = -i[H, \rho] + \kappa \left( a \rho a^\dagger - \frac{1}{2} \{a^\dagger a, \rho\} \right) + \Gamma \sum_i \left( \sigma^-_i \rho \sigma^+_i - \frac{1}{2} \{\sigma^+_i \sigma^-_i, \rho\} \right).$$  \hspace{1cm} (S87)

Following the same steps as outlined in Sec. I (combined with a coherent-state representation for the cavity field), we obtain an action that consists of cavity, atomic and interaction terms:

$$S_D = S_{\text{cav}} + S_{\text{int}} + S_{\text{spin}}.$$  \hspace{1cm} (S88)

The cavity term in the action is given by

$$S_{\text{cav}} = \int_\omega \langle a^\dagger_\omega a^\dagger_\omega(\omega) \rangle \left( \begin{array}{cccc} 4 & -2 & \sqrt{2}\Gamma x \omega(t) & 0 \\ -2 & 0 & \sqrt{2}\Gamma x \omega(t) & 0 \\ \sqrt{2}\Gamma x \omega(t) & \sqrt{2}\Gamma x \omega(t) & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array} \right) \langle a_\omega(\omega) \rangle.$$  \hspace{1cm} (S89)

Defining $a = (x - ip)/2$, we can integrate out the imaginary component of the cavity field, $p$, exactly as $S_{\text{int}}$ does not depend on $p$. Tracing out the spins (see Sec. I), we then find an exact expression for the action

$$S_D = \int_\omega \langle x(-\omega)| D(\omega) |x(\omega)\rangle - iN \ln \text{Tr} \left( T e^{\int T_D(x_c, x_q(t))} \right),$$  \hspace{1cm} (S90)

where $|x(\omega)\rangle = (x_c(\omega), x_q(\omega))^T$ and the kernel $D(\omega)$ is given by

$$D(\omega) \equiv \left( \begin{array}{cccc} 0 & 0 \\ D^A(\omega) & D^K(\omega) \end{array} \right) = \left( \begin{array}{cccc} 0 \\ \frac{1}{4} \left( \frac{(\kappa - 2i\omega)^2}{4\omega} - \omega^2 \right) \end{array} \right).$$  \hspace{1cm} (S91)

The matrix $T_D$ is rather similar to that in Eq. (S13):

$$T_D(x_c(t), x_q(t)) = \left( \begin{array}{cccc} -\frac{\Gamma}{4} & \frac{i2\sqrt{2}\Gamma}{\sqrt{N}} x_q(t) \\ \frac{i\omega_z - \Gamma}{2} & -\frac{3\Gamma}{4} - \frac{i2\sqrt{2}\Gamma}{\sqrt{N}} x_c(t) \\ -\frac{i\omega_z - \Gamma}{2} & -\frac{\Gamma}{4} & \frac{i\omega_z - \Gamma}{2} \\ \frac{\Gamma}{4} & \frac{i\omega_z - \Gamma}{2} & -\frac{\Gamma}{4} + \frac{i2\sqrt{2}\Gamma}{\sqrt{N}} x_q(t) \end{array} \right).$$  \hspace{1cm} (S92)

We then make the transformation $m_c \equiv (D^K x_c + D^K x_q)/\sqrt{N} g$ and $m_q \equiv D^K x_q/\sqrt{N} g$ with $D_0 \equiv D(\omega = 0)$, and further define $J \equiv g^2/D^K_0 = 16g^2\omega/\kappa^2 + 4\omega_0^2$, $\Gamma_x \equiv J\kappa/\omega_0$, and $\Delta \equiv \omega_z$. The action is then cast as

$$S = \int_\omega \langle m(-\omega)| P(\omega) |m(\omega)\rangle - iN \ln \text{Tr} \left( T e^{\int T(m_c, m_q(t))} \right),$$  \hspace{1cm} (S93)

where $|m(\omega)\rangle = (m_c(\omega), m_q(\omega))^T$, the kernel $P$ is given by

$$P(\omega) = -N \left( \begin{array}{cc} 0 & J(1 + \frac{4i\omega - 16\omega^2}{\kappa^2 + \omega_0^2}) \\ J(1 - \frac{4i\omega - 16\omega^2}{\kappa^2 + \omega_0^2}) & i\Gamma_x(1 + \frac{4\omega^2}{\kappa^2 + 4\omega_0^2}) \end{array} \right);$$  \hspace{1cm} (S94)

and the matrix $\hat{T}$ is given by

$$\hat{T}(m_c(t), m_q(t)) = \hat{T}(m_c(t), m_q(t)) + T_x(m_q(t)),$$  \hspace{1cm} (S95)

with $T$ identical to the matrix in Eq. (S13) and

$$T_x(m_q(t)) = \left( \begin{array}{cccc} 0 & 0 & 0 & 0 \\ 0 & -2\sqrt{2}\Gamma m_q(t) & 0 & 0 \\ 0 & 0 & 2\sqrt{2}\Gamma m_q(t) & 0 \\ 0 & 0 & 0 & 0 \end{array} \right).$$  \hspace{1cm} (S96)
Now we consider the limit of large $\omega_0$ and $\kappa$, in which case we can ignore those terms in Eq. (S94) that are suppressed by a factor of $1/(\kappa^2 + \omega_0^2)$. This eliminates the frequency-dependent terms and yields the kernel

$$P(\omega) \approx -N \begin{pmatrix} 0 & J \\ J & i\Gamma_x \end{pmatrix}.$$  \hfill (S97)

Using the quantum-to-classical mapping, one can show that the diagonal term ($\sim i\Gamma_x$) can be identified with dephasing in the form of the Lindblad operator $L_x = \sqrt{\Gamma_x/N} S_x$. Indeed, this agrees with the large-detuning limit discussed in Ref. [19]. Our model is different, however, due to the atomic spontaneous emission, which allows for a nontrivial steady state. To obtain the driven-dissipative Ising model, we can consider the detuning $\omega_0$ to be the largest frequency scale even compared to $\kappa$. In this scenario, we can neglect the dephasing term since $\Gamma_x = J\kappa/\omega_0 \ll J$. In the limit, we recover the driven-dissipative Ising model introduced in Eq. (S12).
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