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1. Introduction

The coronavirus disease 2019 commonly referred to as COVID-19 is an ongoing pandemic, caused by the Severe Acute Respiratory Syndrome Corona virus 2 (SARS-CoV-2). The virus first came into existence on December 8, 2019 in Wuhan, China [1]. On January 9, 2020, the first death was reported and WHO confirmed that a new coronavirus has been identified and isolated [2]. By January 13, 2020, the virus migrated from mainland China to other world and first case outside China was reported in Thailand [3]. The prevention trend started lately and strict actions were imposed in China including public transportation suspension, airport closure, railway line interruptions, closure of highways and state road, shops, public gathering, mass activities, and all other measures were employed that can reduce the community transmission of the disease [4].

Despite such efforts, the virus was not controlled and several cases from different corners of the world were reported by 19 January [3]. On January 31, 2020, the WHO declared it as a global emergency and by March 11, 2020, the COVID-19 was declared as a global pandemic [4]. As of April 25, 2020, 2.5 million people have been affected by the virus with a total death count of more than 150,000 around the globe [5]. The disease that started from a single human being, moved forward to cluster level and now increasing enormously as a community transmission agent across more than 180 countries of the world [4]. The potential effects of COVID-19 have started a number of epidemiological studies on the characteristics of the virus and enormous studies have been conducted to find a possible vaccine for the cure. The International Air Transport Association travel data were used to identify countries where the transmission has spread outside China and also to check the level of infectious disease vulnerability indexes (IDVIs) [6]. The IDVI lies in the range of [0 1], where a higher score means there is lower vulnerability.
The initial top affected destinations were Bangkok, Hong Kong, Taipei, and Tokyo, all having an IDVI more than 0.65 [6].

As of April 25, 2020, USA is the most affected country with a total of 830,053 cases and Spain being the second most affected area with 213,024 cases. The other countries where the count is enormously increasing are Italy (189,973), Germany (150,383), and UK (138,082). As a global pandemic, the scale of COVID-19 has grown from some few numbers to several folds of magnitude in a matter of weeks and in some cases from hundreds to thousands in couple of days. As already studied, the growth rate of pandemic ranges from 0.2 to 0.3, that is, a daily increase of 20% to 30% in new cases [7]. This is evident from China, France, Germany, UK, Spain, and Italy. But in the case of USA, the increase rate is much more [4]. Average estimates like this can help researchers to design and calibrate disease transmission models, before further investigation and intervention policies of the possible effects of the pandemic [8].

As far as Australia is concerned, total cases so far is 6667 with a confirmed death count of 76 [4]. The transmission classification category is still cluster level or it can be said that it is the second transmission stage. Most of the third world countries have already crossed third and fourth stages (community level transmission) but due to the continuous efforts of the Australia authority, the virus is still under check. The major concern about this infectious transmitting virus is that it has shown adverse effects on people of elder age and those who are already suffering from some sort of heart or respiratory ailments [9]. As the Australian population is grown up and majority of the people are of old age, it is a big concern for the authorities to keep a check on the virus, so that it may not transmit from cluster to community level.

Thus it becomes essential to further estimate the total number of infections in near future to analyze the spread of the disease. To that end, various mobility models have been used by the research community to obtain comparable numbers, and various reports have been published for different countries of the world. For China, where the pandemic started, it was estimated that with in a span of two to three days, the virus has the capability to increase 10% to 15% [10]. The major studies include Weibull distribution—based model [11], stochastic simulations [12], lognormal distribution [13], exponential growth, maximum likelihood estimation [14], and others [15]. Though none of the methods could estimate the exact reproduction rate but the average incubation rate was reported as 5.1 days [11].

In present work, genetic programming (GP) [16] modeling has been used to estimate the possible spread of COVID-19 in Australia. GP is an enhanced version of genetic algorithm [17], in which solutions are computer programs instead of binary strings [18]. More precisely a recent extension of GP commonly referred as gene expression programming (GEP) [19] has been analyzed to build a predictive model for the total number of confirmed cases (CCs) and death cases (DCs) of COVID-19 in Australia. GEP approaches are more efficient and can be used as an alternative to classical techniques. A major advantage of using GEP over the conventional methods and artificial neural network is its stability to generate simple prediction equations. Also, the GEP does not
need any prior relationship to develop prediction model. Numerous researchers have employed the GEP models to discover complex environments and derive prediction-based models [20,21]. The newly proposed model is based on the raw data on the total number of CC and DC from the WHO situation reports (updated daily since January 31, 2020).

2. Technical preliminaries and model calibration

In present work, a highly effective evolutionary algorithm namely GEP has been used for high resolution CC and DC-based pandemic modeling in Australia. Various other methods such as Australian Census-based Epidemic Model (AceMod) and others have been previously used and validated for simulation of pandemic influenza in context with Australia [22]. The same AceMod has also been used to simulate the COVID-19 patterns in Ref. [22]. This method uses a discrete stochastic agent-based model to understand and investigate the complex outbreak of COVID-19 scenarios across the country. But such kind of modeling is classical and requires much more data and simulation scenarios to be performed to predict the actual outcome. Also they can be used to simulate the current environment but pose very challenging implementation when compared with their counterparts. The GEP-based model on the other hand is very simple and can be calibrated easily. These models even predict viable solutions under minimal constraints and maximum accuracy [20]. The experimental tests performed using the CC and DC cases for Australia from the date of first outbreak to current scenario. A detailed methodology used for GEP modeling for the COVID-19 is presented in the subsequent subsection.

2.1 Gene expression programming

GP is an enhancement of GA and is based on the Darwinian theory of natural selection. GP creates computer-based programming equations or data to find a relationship between the input and the output parameters [20]. GP in general is a computer-based program that is simulated in the form of a tree structure and declared in a functional programming language [16]. In this kind of setup, GP consists of a hierarchical structure with terminals and functions [20]. The current version of GP is the GEP which was first developed by Ferreira et al. [19] and consists of five major components. These include function set, terminal set, control or tuning parameters, fitness function, and terminal condition. The GEP uses fixed character length strings instead of conventional tree representation of GP and are subsequently expressed as para trees commonly called as expression trees (ETs). Here, main advantage of this kind of strategy is that it is extremely simple and works at chromosome level. Also because of its multigenic properties, it can be used for evolution of more nonlinear and complex programming composed of several sub-programs [23]. Each GEP consists of symbols having fixed length and comprises of terminal set (e.g., a, b, c, 6) and function set (e.g., -, +, /, Log, ×). Thus in terms of both terminal set and function set, a GEP can be having multiple chromosomes which are capable of representation in the form of any parse tree. To decode this information in
this chromosome, Karva language is used \[24\]. A typical gene generated using GEP in Karva language is given by

\[
\log(a + b) - (c + 3)
\]

where \(a, b,\) and \(c\) are variables and 3 is a constant value. The expression in Eq. (21.1) is called as a K-expression or generally a Karva notation. The model thus formulated can be evolved in the form of an ETs. A simplified structure based on the above discussed problem is given by Fig. 21.1.

The expression in Eq. (21.1) is converted into k-expression from the first position which is basically the root of ET, and reads through the model from functional nodes to the terminal node. This type of representation allows for a more complex and quicker understanding of the mathematical intricacies \[25\]. The k-expression thus formulated in the form of mathematical equation and is given by

\[
\log(a + b) - (c + 3)
\]

Overall it should be noted from the above k-expression that the length of genes in a GEP remains same whereas the number of ETs vary with respect to the problem complexity. This further signifies that there are certain elements which can not be used for genetic mapping. So for a GEP to be efficient, the generic length for any k-expression should be less than or equal to the total length of a GEP gene. Here it should be noted that a GEP employs a trial-error method to randomly select a genome. The head consists of both terminal and function symbols whereas tail has only the terminal symbol \[19\].

The GEP algorithm initiates with a random initialization of fixed length-based chromosome for each member from the whole set of population. The second step is to evaluate the chromosomes, evaluate the solutions, and finally select the best fit solution based on the fitness of respective individuals to reproduce with modifications. All of this is followed for some predefined set of generations or unless and until the termination criteria is met. The schematic diagram for the fundamental steps of GEP is given by Fig. 21.2. Furthermore, it should be noted that the fitness of these solutions is updated based on Roulette wheel sampling with elitism. Thus helping the algorithm in
optimizing and cloning the best individual in consecutive generations and ultimately finding the global solution [20].

### 2.2 Proposed gene expression programming model

To accurately assess the total COVID-19 cases across Australia, the effect of both CC and DC was taken into consideration for model development. Eight former records are considered in the time series models and GEP model selected the best ones out of them. The experimental database was divided into two subsets including training and validation/testing phase. As already known that a single run can not define the proper performance of any meta-heuristic algorithm because of its random nature. In present work, multiple runs of the same experimental data set were performed to decrease the possible error. This property really help when the total number of instances available for the experimental data are not in abundance. Of the total experimental data, 70% of the data was used for training purpose, and the rest were used for validation/testing phase. Note that the training data were used for gene evolution, and the best model was selected based on the correlation coefficient on the training data. Thus a final model whose output performance was better for training but not necessarily for testing.

FIGURE 21.2 Representation of a gene expression programming algorithm.
In addition to this, the parameters of a GEP algorithm also affect the model generalization capability. The parameters of GEP were changed for multiple different runs to find the global optimal solution. The initial selection was made on the basis of previously selected models as suggested by Ref. [19]. To calculate the overall fitness of evolved program, the fitness function defined by Eq. (21.3) is used.

\[
\text{Fitness} = \left( \frac{1}{1 + \text{MSE}} \right) \times 1000
\]  

(21.3)

where \(\text{MSE}\) is the mean squared error of the evolved program. A detailed parametric study for the presented GEP model is given in Table 21.1.

The GEP algorithm was implemented using GeneXpro tool [25]. For genetic operators, the parameter settings as given in Table 21.1 were used. The algorithm was run for every set of parameter until no desirable improvement can be extracted from the GEP model. The model’s architecture as evolved by GEP has been calculated by using head size and total number of genes. Here, number of genes for a single chromosome determines the total number of terms in the model and each gene corresponds to each sub-ET. Four optimal levels were devised for head size and five for the number of genes. If gene size becomes greater than one, the average linking function has been used to link the mathematical model. In this study, simple mathematical functions were taken into consideration to get the optimal GEP models. Furthermore, note that the program was run unless no further improvement in the performance was noticed. A set of statistical parameters of the GEP model is presented in Table 21.2.

### Table 21.1 Parameter Settings for gene expression programming algorithm.

| Parameter                        | Settings          |
|----------------------------------|-------------------|
| **General**                      |                   |
| Chromosome                       | 30                |
| Gene                             | 5                 |
| DC size                          | 5                 |
| Head size                        | 4                 |
| Tail size                        | 5                 |
| Gene size                        | 14                |
| Linking function                 | Average           |
| Genetic operator                 | +, -, ×, ÷, √     |
| Mutation rate                    | 0.00206           |
| Inversion rate                   | 0.00546           |
| IS and RIS transposition rate    | 0.00546           |
| One-point and two-point recombination rate | 0.00277    |
| Gene recombination and transposition rate | 0.00277    |
| **Numerical constants**          |                   |
| Constant per gene                | 10                |
| Data type                        | Floating-point    |
| Range                            | [-10, 10]         |
3. Proposed gene expression programming—based formulation for best OBJ

In present work, two different formulations based on the CC and DC are proposed. A comparison of the experimental to predicted values for both the CC and DC cases is given in Fig. 21.3. The above-mentioned mathematical formulas present a complex organization of variable, operators, and constants and are used to predict the output. The ETs for both CC and DC are given by Fig. 21.4, and numerical equations can be derived from them. As given by the figures, it can be seen that the proposed equations are divided into five independent components (genes or simply subprograms) and are consecutively linked by the average function. Each of these subprograms indicate individual aspects of the problem so that meaningful overall solution can be developed [20]. Thus it can be said that each newly evolved sub-function consists of important information about the psychology of the final resultant model. Each gene thus formulated is expressed in the final equation and is responsible for finding a particular facet of the problem. This kind of information is necessary for further evaluations at chromosomal level [25].

4. Model validity and comparative study

The basic metrics for model evaluations are the correlation coefficient \((R)\) and root mean square error \((RMSE)\), which are calculated as

\[
MAE = \sqrt{\frac{\sum_{i=1}^{n}(h_i^2 - t_i^2)}{n}}
\] (21.4)
\[
RMSE = \frac{\sum_{i=1}^{n}|h_i - t_i|}{n}
\]

\[
R = \frac{\sum_{i=1}^{n} \left( h_i - \bar{h}_i \right) \left( t_i - \bar{t}_i \right)}{\sqrt{\sum_{i=1}^{n} \left( h_i - \bar{h}_i \right)^2 \sum_{i=1}^{n} \left( t_i - \bar{t}_i \right)^2}}
\]

where \( n \) is the maximum number of samples, \( t_i \) and \( h_i \) are the calculated and actual outputs, \( \bar{h}_i \) and \( \bar{t}_i \) are averages of the actual and calculated outputs for the \( i \)th output.

Note that \( R \) values alone cannot be considered as a good indicator for evaluating accuracy of any model. The major reason of this is that \( R \) values do not change by shifting the output of a predictive model. The other parameters may include an error function such as \( RMSE \) where a lower value of this function means a more precise model. For any model to be accurate and reliable, Smith et al. [26] stated that a strong correlation must exist between the measured and the predicted values. If a model has a \( R > 0.8 \), that model is considered as a good model [19]. Overall, any model with low \( RMSE \) and high \( R \) value has the capability to predict values to a higher acceptable level of accuracy [27]. In present work, the predicted statistics for both CCs and deaths across Australia are given in Table 21.3.

A new criteria for external validation of GEP model was proposed in Ref. [28]. It presented that the regression \((k \text{ or } k')\) slope should around the origin and must be close to 1. The value of \( m \) and \( n \) should be lower than 0.1. Another important study states that the value of external predictability of a model that is \( R_m > 0.5 \) [29]. They further formulated that the squared correlation coefficient (through the origin) \( (Ro^2) \) between
Table 21.3  Overall Performance of gene expression programming model for confirmed case and death case across Australia.

| Model ID | RMSE    | R       |
|----------|---------|---------|
| CC       | 24.5393 | 0.9997  |
| DC       | 525.2309| 0.9984  |
the predicted and the experimental values, or the coefficient ($Ro^2$) between the experimental and the predicted values must be close to 1 [20]. The conditions for external validation are presented in Table 21.2. The major factors concerning validation phase ensure that the proposed model has a good prediction power and is strongly valid. Taking all of the above points under consideration, it can be said that the proposed model satisfies all the required conditions and hence can be treated as a valid predictive model. Furthermore, it has distinction with respect to conventional models as it can be readily implemented and uses minimal set of initial conditions for implementation.

The GEP approach used in present work is based on the time series data to determine the CC and DC of the model. The models thus can be consecutively used for preliminary design stages [30]. Another important feature of this model is that it can be used to check the general behavior of coronacases across Australia and access the future requirements.

5. Variable importance

The contribution of each and every variable in the GEP model was evaluated using a variable importance of the all the variables in the model [31]. The variable values for both CC and DC cases across Australia are presented in Fig. 21.5. The importance of each variable is found by randomization of input values and then finding the decrease in $R^2$ between the model predicted output and the target value. The results thus obtained are normalized in such a way that their addition amounts to 1. According to Fig. 21.5, in both models, the values at a week ago ($d_6$) are the most important variable and has the most influence on the models. It can be seen that CC is highly sensitive to $d_4$ too.

![FIGURE 21.5 Contribution of predictor variables for COVID-19 in Australia.](image-url)
As presented, from the above analysis, it can be said that a GEP-based modeling of COVID-19 provides a very reliable solution. This is because of high-correlation coefficient and lower RMSE. The major reason for this exceptional performance is the simplicity of COVID-19 data sets and high accuracy of the GEP models. Furthermore, it should be noted that for simple data sets, GEP models are highly accurate as compared to their ANN and optimization-based counter algorithms. Another important feature of GEP models is that a simple transfer function, relating to the inputs and the outputs, can be derived and further optimized using global algorithm algorithms such as krill herd algorithms [32], naked mole-rat algorithm [33], and others.

6. Conclusion

A robust variant of GEP was used to formulate CC and DCs of COVID-19 in Australia. Two empirical models were derived for the prediction of CC and DC in Australia. The proposed models were developed based on the WHO reports on the total number of CCs and DCs updated on a daily basis since January 31, 2020. The following conclusions have been drawn based on the formulated models:

- The proposed models provide reliable predictions for both CCs and death count. Also, the GEP prediction models proposed, satisfy all the required conditions for external validations.
- The verification of the models were done in term of RMSE and $R^2$, where a higher value of $R^2$ close to 1 has been achieved for both CC and DC. Hence further validating the solution quality and higher prediction ability of the proposed models.
- The ETs have been drawn and simpler sophisticated equations can be derived without the requirement of time-consuming laboratory-based implementations for the model. The equations thus derived can be used to optimize the model using different heuristic algorithms such as differential evolution, ant colony, and others.
- Another important observation from the results of variable importance is that both the proposed models are very sensitive to the value in a week before ($d_6$), and they are less sensitive to $d_0$, $d_1$, $d_2$, $d_3$, and $d_5$ in comparison to others.
- The distinctive feature of GEP model which makes it more reliable is that it is based on experimental data and not just assumptions, which are used in conventional models. Also, it can work on lower data and provide reliable predictions. Similarly as more data are added, these models can be significantly improved.

Thus overall we can say that GEP models proposed in present work are highly reliable and can be considered as benchmark for time series predictions. But as the data point increase many fold, they are found to have some limitations. So as a future direction, when more data regarding the COVID-19 become available, new GEP model–based equations can be derived and high-cost evolutionary algorithms can be used for optimization of prediction models.
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