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Abstract
A new approximation scheme for nonperturbative renormalisation group equations for quantum gravity is introduced. Correlation functions of arbitrarily high order can be studied by resolving the full dependence of the renormalisation group equations on the fluctuation field (graviton). This is reminiscent of a local potential approximation in O(N)-symmetric field theories. As a first proof of principle, we derive the flow equation for the ‘graviton potential’ induced by a conformal fluctuation and corrections induced by a gravitational wave fluctuation. Indications are found that quantum gravity might be in a non-metric phase in the deep ultraviolet. The present setup significantly improves the quality of previous fluctuation vertex studies by including infinitely many couplings, thereby testing the reliability of schemes to identify different couplings to close the equations, and represents an important step towards the resolution of the Nielsen identity. The setup further allows one, in principle, to address the question of putative gravitational condensates.
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1. Introduction

Einstein’s metric theory of gravity is known not to be perturbatively renormalisable. Many different approaches to overcome this difficulty were proposed in previous decades. One remarkably economic proposal is due to Weinberg [1], he conjectured that gravity might be nonperturbatively renormalisable by an interacting fixed point of its renormalisation group
flow. If the critical hypersurface of this fixed point has a finite dimension, the resulting theory is as predictive as an asymptotically free theory.

Only in the 1990s, with the advent of functional renormalisation group (RG) equations [2–4], this proposal could be tested in \( d = 4 \). Since then, a plethora of approximations and aspects were studied, including different approximations on the Einstein–Hilbert sector [5–25], higher derivatives and \( f(R) \) [26–53], the two-loop counterterm [54], aspects of unitarity [55, 56], different variables [16, 21, 57–59] and the coupling to matter [58, 60–92]. All pure gravity studies so far are compatible with a fixed point that can control the ultraviolet (UV) behaviour of quantum gravity, and most works that also studied the inclusion of matter arrive at a similar conclusion for matter content compatible with the Standard Model.

A central technical tool to investigate gravitational (or gauge) RG equations is the background field method. In the context of functional RG equations, severe problems arise from that, since the regularisation breaks the split Ward identity, as it depends on the background and the fluctuation separately. It is known that if not treated with enough care, this can even change the universal 1-loop beta function in Yang–Mills theory [69, 93], or destroy the well-known Wilson–Fisher fixed point of the Ising model in \( d = 3 \) [94]. A modified version of the split Ward identity exists, which accommodates this deficit [4, 49, 65, 94–108], but is inherently difficult to solve. A more hands-on approach is to resolve the dependence of the effective action on both the background and the fluctuation field, which was systematically developed and applied to quantum gravity in [50, 78, 80, 82, 84, 92, 109–115], for related approaches see also [40, 65, 97, 98, 105, 116–119].

So far in this bimetric setting, it was only possible to derive beta functions for a finite number of couplings. To close these equations, some couplings had to be identified. \textit{A priori}, it is not clear how this should be done, and whether such a procedure is as stable as in e.g. scalar field theories, where one can find the Wilson–Fisher fixed point by a (low order) Taylor expansion of the potential around the vacuum expectation value with accurate estimates for the first critical exponent. The aim of this work is to develop the techniques to lift this restriction, and thus to treat an arbitrary dependence on the fluctuation field. With this it is then possible to study whether the graviton acquires a nonvanishing vacuum expectation value, i.e. if there is gravitational condensation.

This work is structured as follows: in section 2 we introduce the basic ideas of our approach and some technical prerequisites necessary for the subsequent discussion. Section 3 contains the setup and approximations that we use to study the UV structure of quantum gravity. In section 4 we present the numerical results for the fixed point structure, followed by a discussion of the physical significance of these results and potential shortcomings of the approximations in section 5. We conclude with a short summary in section 6. The appendices collect some technical details.

2. Functions of the fluctuation field

Lagrangian formulations of the quantisation of gravity often rely on the background field method. For this, the full metric \( g \), which contains all information, is split into a nondynamical background metric \( \bar{g} \), and quantum fluctuations around this background, parameterised by a symmetric tensor field \( h \). Many calculations rely on a so-called linear split or parameterisation,

\[
g_{\mu \nu} = \bar{g}_{\mu \nu} + h_{\mu \nu}.
\]  

More recently, other types of parameterisation have been studied [22–24, 44–46, 48, 76, 78, 79, 106, 120, 121], e.g. the exponential split.
\( g_{\mu\nu} = \bar{g}_{\rho\sigma} (\exp(\bar{g}^{-1} h))^{\rho\sigma} \equiv \bar{g}_{\rho\sigma} (\exp(h))^{\rho\sigma} , \)  
(2)

which plays a distinguished role in two-dimensional quantum gravity \([122–126]\), and in general has the virtue of being a one-to-one mapping between metrics \( g \) and symmetric fluctuation tensors \( h \) \([120]\). Here, we introduced the \((1, 1)\)-tensor \( \mathbf{1}_4 = \bar{g}^{-1} h \) for convenience. The special role of \( \mathbf{1}_4 \) in the exponential parameterisation was already pointed out in \([106]\), where it was called \( X \). For us, \( \mathbf{1}_4 \) is useful since powers of it are automatically background covariant.

It is also useful to introduce a traceless decomposition,

\[ \mathbf{1}_4 = \mathbf{1}_4^{\text{TL}} + h_{1} \mathbf{1}_4 , \]
(3)

where \( h \) is the trace of \( \mathbf{1}_4 \). Here, we already specified four spacetime dimensions, although the following discussion easily extends to other dimensions.

We will limit our discussion in this work to scalar invariants of \( \mathbf{1}_4 \) under \( \text{GL}(4) \), i.e. we do not consider invariants built with derivatives. Since \( \mathbf{1}_4 \) can be interpreted as a usual matrix, the scalar invariants are exactly the four eigenvalues. Clearly, this is of minor use in a functional language, and we have to find a useful way to form invariants. For this task, we use the Cayley–Hamilton theorem (CHT), which is reviewed briefly in appendix A. Essentially, it states that, if we replace the eigenvalue by the matrix itself in the characteristic equation of the matrix, we get the zero matrix. For \( \mathbf{1}_4^{\text{TL}} \), it reads

\[ [\mathbf{1}_4^{\text{TL}}]^4 - \frac{1}{2} \text{tr} \left( [\mathbf{1}_4^{\text{TL}}]^2 \right) [\mathbf{1}_4^{\text{TL}}]^2 - \frac{1}{3} \text{tr} \left( [\mathbf{1}_4^{\text{TL}}]^3 \right) \mathbf{1}_4^{\text{TL}} + \det (\mathbf{1}_4^{\text{TL}}) \mathbf{1}_4 = 0 . \]
(4)

This immediately gives a basis of monomials—the four lowest nonnegative powers of the matrix—and an algorithm to expand any higher power of the matrix to a linear combination of these low powers. Scalar invariants of the matrix are then the determinant and the traces of the first three powers of the matrix. Employing the traceless decomposition, the invariants are

\[ b_1 = h , \]
\[ b_2 = \text{tr} \left( [\mathbf{1}_4^{\text{TL}}]^2 \right) , \]
\[ b_3 = \text{tr} \left( [\mathbf{1}_4^{\text{TL}}]^3 \right) , \]
\[ b_4 = \det (\mathbf{1}_4^{\text{TL}}) . \]
(5)

Thus, the most general parameterisation of the full metric which does not introduce a scale or uses derivatives can be written as

\[ g = \bar{g} \left( A_0 \mathbf{1}_4 + A_1 \mathbf{1}_4^{\text{TL}} + A_2 [\mathbf{1}_4^{\text{TL}}]^2 + A_3 [\mathbf{1}_4^{\text{TL}}]^3 \right) . \]
(6)

No higher powers of \( \mathbf{1}_4^{\text{TL}} \) appear since by the CHT they can be reduced to lower powers, and are thus included in this ansatz. The functions \( A_i \) are free functions of the four invariants (5), and determine the parameterisation. The only constraints on them are that \( g \) should be invertible, i.e. \( \det g \neq 0 \), and \( g = \bar{g} \) if \( h = 0 \), which fixes \( A_0 = 1 + \mathcal{O}(h) \). The inverse metric \( g^{-1} \) has a similar exact representation,

\[ g^{-1} = \left( B_0 \mathbf{1}_4 + B_1 \mathbf{1}_4^{\text{TL}} + B_2 [\mathbf{1}_4^{\text{TL}}]^2 + B_3 [\mathbf{1}_4^{\text{TL}}]^3 \right) \bar{g}^{-1} . \]
(7)

The functions \( B_i \) can be expressed explicitly in terms of the \( A_i \), the full expressions are collected in appendix B. As an example, for the linear split,
\[ A_0 = 1 + \frac{1}{4} h_1, \quad A_1 = 1, \quad A_2 = A_3 = 0, \] (8)

and we find
\[ B_0 = \frac{A_0^4 - \frac{1}{2} A_0^2 h_2 + \frac{1}{3} A_0 h_3 + h_4}{A_0^4 - \frac{1}{2} A_0^2 h_2 + \frac{1}{3} A_0 h_3 + h_4}, \]
\[ B_1 = -\frac{A_0^4 - \frac{1}{2} A_0^2 h_2 + \frac{1}{3} A_0 h_3 + h_4}{A_0}, \]
\[ B_2 = \frac{A_0^4 - \frac{1}{2} A_0 h_2 + \frac{1}{3} A_0 h_3 + h_4}{A_0}, \]
\[ B_3 = -\frac{1}{A_0^4 - \frac{1}{2} A_0^2 h_2 + \frac{1}{3} A_0 h_3 + h_4}. \] (9)

It is further straightforward to calculate the determinant of the general metric (6). Again, the full expression is deferred to the appendix. For the linear split (8),
\[ \det g = \left[ A_0^4 - \frac{1}{2} A_0^2 h_2 + \frac{1}{3} A_0 h_3 + h_4 \right] \det \bar{g}. \] (10)

Let us stress again that the expressions just presented are exact, and follow directly from the CHT. In appendix B we collect some formulas for the exponential split.

It is in fact advantageous to use the traceless decomposition to define the scalars \( h_i \), because they are in some sense orthogonal, which makes it possible to choose fluctuations \( h \) such that only some of the invariants have a nonvanishing value. This comes in useful if one wants to employ approximations, where one only considers the dependence on a subset of these scalars. As an example, a gravitational wave fluctuation,
\[ \mathbf{h}^{\text{TL}} = \begin{pmatrix} 0 & h_+ & h_\times & 0 \\ h_+ & 0 & h_\times & 0 \\ h_\times & -h_+ & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \] (11)

gives
\[ h_2 = 2 \left( h_+^2 + h_\times^2 \right), \]
\[ h_3 = 0, \]
\[ h_4 = 0. \] (12)

Here, \( h_+ \) and \( h_\times \) are the two polarisation states of the gravitational wave in transverse traceless gauge. As claimed, it is thus easily possible to truncate the invariants (5) by restricting the considered fluctuations to special choices. One should also notice that \( h_2 \geqslant 0 \), and moreover \( h_2 = 0 \) implies \( h_3 = h_4 = 0 \), which can easily be seen if the scalars are expressed in terms of the eigenvalues of the matrix \( \mathbf{h}^{\text{TL}} \).

3. Functional RG and local potential approximation in quantum gravity

In this work we use the functional renormalisation group to calculate nonperturbative beta functions. The central object of study is the effective average action which interpolates between the classical action in the ultraviolet (UV) and the standard effective action in the infrared...
(IR), modulo some subtleties [3, 127–129]. It is regularised by a momentum-dependent effective mass term, which renders any infinitesimal RG step finite. This follows the Wilsonian idea of integrating out momentum modes shell by shell. The effective average action (or effective action for short in the following) in our setup is a functional of both the background metric and the fluctuation field, \( \Gamma = \Gamma[\bar{g}; \bar{h}] \). The individual dependence on \( g \) and \( h \) is necessary to define the regulator and the gauge fixing, and thus gives rise to the split-Ward identity. Still, background diffeomorphism invariance can be explicitly maintained. The RG flow of the effective action is governed by the exact flow equation \[2–4\]

\[
k\partial_k \Gamma \equiv \dot{\Gamma} = \frac{1}{2} \text{STr} \left[ \left( \Gamma^{(2)} + 2R \right)^{-1} R \right]. \tag{13}
\]

Here, \( k \) is the IR cutoff scale, an overdot indicates \( k \) times the derivative w.r.t. \( k \), \( 2R \) is the regulator kernel, \( \text{STr} \) stands for the supertrace, summing over all dynamical fields and discrete indices, integrating over continuous indices and multiplying a minus sign for Grassmann-valued fields, and \( \Gamma^{(2)} \) is the Hessian of the effective action w.r.t. the fluctuation field(s). For reviews of the flow equation in quantum gravity see e.g. [13, 17, 96, 130–132].

3.1. Nielsen identity

The standard effective action, given by the effective average action in the limit \( k \rightarrow 0 \), can only depend on one field, the metric, i.e. it is diffeomorphism invariant. For finite \( k \), this is broken by the regulator and the gauge-fixing. The amount of breaking can be expressed by the so-called Nielsen or split-Ward identity. It relates the derivatives of the effective action w.r.t. the fluctuation field to the ones w.r.t. the background metric. Schematically, it reads

\[
\frac{\delta \Gamma}{\delta \bar{g}} - \frac{\delta \Gamma}{\delta \bar{h}} = \mathcal{R} + \mathcal{G}, \tag{14}
\]

where \( \mathcal{R} \) and \( \mathcal{G} \) are the breaking terms arising from the regulator and the gauge fixing, respectively, which depend on both the background metric and the fluctuation field individually, more specifically not in the combination of the full metric. An introduction to the most important points can be found in [113], for more general discussions, see e.g. [4, 49, 65, 94–100, 106–108]. For us, the central observation is that the background independence of observables and the nontrivial Ward identity necessitate the direct computation of fluctuation correlation functions.

So far, this direct computation was done in a vertex expansion, both for pure gravity [50, 109–115] as well as gravity-matter systems [78, 80–82, 91, 92]. Related approaches are bimetric calculations [65, 97, 116–118] and efforts to solve the Nielsen identity directly or indirectly [49, 95, 98–108]. The most advanced vertex calculation on a flat background resolved parts of the four-point function [113], whereas in [114], fluctuation-curvature-correlations were resolved for the first time. All of these calculations rely on coupling identifications of higher vertices to close the flow equation (13). With the scheme that we present below, we can overcome this deficit. For the first time, this gives direct access to correlation functions of arbitrary order, and a means to check in how much the coupling identifications are a stable approximation. By this we also automatically provide the explicit mapping between the ‘bimetric’ and the ‘fluctuation’ language, i.e. the different possibilities between spanning the effective action with the background and the full metric, or with the background metric and the fluctuation field. The remainder of this section is devoted to introduce our approximation in which we solve the flow equation (13).
3.2. Einstein–Hilbert part

Our ansatz for the kinetic and potential part of the effective action reads
\[ \Gamma_{\text{fluc}} = \frac{1}{16\pi G_N} \int d^4x \left( -\sqrt{|\det g|} R + \sqrt{|\det \bar{g}|} 2\mathcal{V}(h_1, h_2, h_3, h_4) \right). \] (15)

In this ansatz, \( G_N \) is the (running) Newton’s constant, \( R \) is the Ricci scalar of the full metric \( g \) and \( \mathcal{V} \) is the fluctuation potential, which is also \( k \) dependent. In previous studies, the latter part was approximated by the classical Einstein–Hilbert structure, partly resolving different vertex couplings (conventionally called \( \lambda_i \) for the coupling of the \( i \)th vertex). For the first time, we go beyond this, resolving the full fluctuation field dependence of the constant part of all vertices. This also extends earlier similar work in conformally reduced gravity [99, 101, 133–137]. The goal of this work is to derive and solve the beta function for \( \mathcal{V} \) in some approximation.

3.3. Gauge-fixing and ghosts

The action (15) has to be complemented by a gauge fixing term,
\[ \Gamma_{\text{gf}} = \frac{1}{32\pi G_N \alpha} \int d^4x \sqrt{|\det \bar{g}|} \bar{g}^{\mu\nu} F_{\mu} F_{\nu}, \] (16)

with the gauge fixing condition
\[ F_{\mu} = F_{\rho\sigma} [\bar{g}] h_{\rho\sigma} = \left( \delta_{\rho}^{\mu} \bar{D}^{\rho} - \frac{1}{4} \bar{g}^{\rho\sigma} D_{\mu} \right) h_{\rho\sigma}. \] (17)

By \( \bar{D} \) we understand the covariant derivative constructed from the background metric \( \bar{g} \), and \( \alpha \) and \( \beta \) are gauge fixing parameters. Eventually, we are interested in the Landau limit \( \alpha \to 0 \) which implements the gauge fixing strictly. In Landau gauge, neither of the gauge fixing parameters flows, no matter the value of \( \beta \) [114, 138].

With the introduction of a gauge fixing, we have to account for the corresponding change in the measure by introducing ghost fields. The resulting ghost action reads
\[ \Gamma_{\text{gh}} = \int d^4x \sqrt{|\det \bar{g}|} \bar{c}_{\mu} \bar{g}^{\mu\nu} F_{\nu\rho} [\bar{g}] \delta_{Q} h_{\rho\sigma}. \] (18)

Since we gauge-fix \( h \) directly, independently of the parameterisation, the quantum gauge transformation \( \delta_{Q} h \) is in general nontrivial, and not simply given by the Lie derivative of the full metric along the ghost vector field \( c \). Only for the special case of a linear parameterisation, we arrive at the familiar form
\[ \delta_{Q} h_{\mu\nu} = \delta_{Q} g_{\mu\nu} = L_c g_{\mu\nu} = D_\mu c_\nu + D_\nu c_\mu. \] (19)

We show how to derive the relevant general expression in appendix D. In particular, the quantum gauge transformation for the exponential parameterisation is given in (D.9). In our investigations it turned out that if we gauge-fix the full metric instead, the results rely heavily on the choice of the regulator.

3.4. Regulators

We finally have to fix the regularisation of both the gravitons and the ghost fields. In this, we closely follow the strategy of [50, 109, 111–114], choosing the regulator proportional to the two-point function, with the potential \( \mathcal{V} \) and the background curvature \( R \) set to zero:
\[ \Delta S_{\text{grav}} = \frac{1}{2} \int d^4x \sqrt{\det \bar{g}} h_{\mu \nu} \frac{\mathcal{R}(\bar{\Delta})}{\Delta} \left[ (\Gamma_{\text{fluc}} + \Gamma_{\text{gf}})_{\mu \nu} \right] \bigg|_{\mathcal{V} = h = R = 0} h_{\rho \sigma} . \]

\[ \Delta S_{gh} = \int d^4x \sqrt{\det \bar{g}} \dot{c}_\mu \frac{\mathcal{R}(\bar{\Delta})}{\Delta} \bar{g}^{\mu \nu} F^\rho_{\nu} [\bar{g}] \delta g h_{\rho \sigma} |h = R = 0 . \] (21)

For convenience, we introduced the Laplacian of the background covariant derivative by \( \bar{\Delta} = -\bar{D}^2 \). Since we gauge-fix \( h \) instead of \( g \), we can also employ the minimal regulator recently introduced in [114], which only changes the background part of the flow, i.e. the part at vanishing fluctuation field, resulting in an overall shift of the potential \( \mathcal{V} \). We checked explicitly that this is indeed the case to all orders in the fluctuation field in the truncation that we discuss subsequently.

### 3.5. Flow equations

Now, we are in the situation to calculate the flow equation for the fluctuation potential \( \mathcal{V} \). It is enough to use a flat background metric \( \bar{g} = \eta \) after the hessian has been calculated. To simplify matters, we do not derive a flow equation for the Newton’s constant, rather treating it as a parameter. The huge amount of tensor algebra is dealt with by the Mathematica package \( xAct \) [139–144].

Before we carry on, let us discuss our choice of parameterisation. First consider the linear split. It turns out that the constraints on the positivity of the determinant of the metric severely impacts the accessible fluctuation space, and always gives rise to a singular line where \( \det g = 0 \), see (10), which cuts the space spanned by (5). Put differently, there are fluctuations \( h \) such that the full metric is degenerate or even has the opposite sign, and these fluctuations should tentatively be excluded from the path integral. Since it is a huge technical and numerical hurdle to treat the restricted variable space and the singular line, we will instead consider the exponential split in the following, since it does not give rise to any singularities for finite fluctuations due to being a one-to-one map between metrics and fluctuations. We will further assume that the path integral measure is trivial for the exponential split, for a discussion of this see [23].

It is clearly a formidable task to derive the beta function of the full fluctuation potential. As a proof of concept, we shall make a further approximation where we can derive the flow equation with manageable effort, and give comments on the quality and the potential impact of improvements of the approximation later. We thus restrict ourselves in the following to a trace fluctuation together with the leading order of a gravitational wave fluctuation. Our ansatz reads

\[ \Gamma_{\text{trace}} = \frac{1}{16\pi G_N} \int d^4x \left[ -\sqrt{\det \bar{g}} R + \sqrt{\det \bar{g}} 2 \left( \mathcal{V}(h_1) + b_2 \mathcal{W}(h_1) \right) \right] + \Gamma_{\text{gf}} + \Gamma_{\text{gh}} . \] (22)

To obtain the flow equations for \( \mathcal{V} \) and \( \mathcal{W} \), we take the full second functional derivative of this action, and only afterwards project onto fluctuations which include the full \( h_1 \)-dependence and all terms up to linear order in \( b_2 \).

A further technical problem arises when calculating the propagator and eventually the trace, which we mention before we finally present the explicit flow equations. The inversion of the regularised two-point function gives rise to terms where \( \bar{I}^\Pi_h \) is contracted with the momentum \( p \), e.g. \( p^\mu \bar{h}_{\mu \nu}^\Pi p^\nu \). These then appear in denominators, and we have to clarify how...
to integrate over the momenta, eventually expressing them in terms that only involve the scalar invariants (5). In the special case of a gravitational wave fluctuation, we can simply insert the explicit matrix representation (11), which with our truncation can be rewritten as

$$H^{TL}_{1} = \text{diag} \left( 0, \sqrt{h_{2}/\epsilon}, -\sqrt{h_{2}/\epsilon}, 0 \right),$$

(23)

where we can without loss of generality set $h_{x} = 0$. With this, coordinates for the loop momentum can be chosen in order to calculate the loop integral. Still, in a more general setting, it is useful to have general formulas to treat these kinds of expressions. We will collect some aspects of this in appendix E.

To present the explicit flow equations, we first switch to dimensionless quantities by appropriate rescalings with powers of $k$,

$$V = k^{-2}V, \quad W = k^{-2}W, \quad g = k^{2}G_{W}.$$  

(24)

The explicit flow equation for $V$ in the Landau limit $\alpha \to 0$ then reads

$$\dot{V}(h_{1}) = -4V(h_{1}) - \frac{g}{6\pi(\beta - 3)^4 \left(1 - \frac{h_{1}}{\beta} \right)^3 \left(4(\beta - 3)^4 \left(\frac{\beta}{2} - 1\right)^3 + (\beta - 3)^2 \left(1 - \frac{h_{1}}{\beta} \right)\right)} \left(\beta - 3\right)^2 \left(-35e^{\frac{h_{1}}{\beta}} + 4e^{\frac{h_{1}}{\beta}} + 13\right) + 288V''(h_{1}) - 72 \left(\beta^2 - 10\beta + 15\right) W(h_{1})$$

$$+ 3 \left(\beta - 3\right)^2 - 96V''(h_{1}) - 16\beta^2 W(h_{1}) \right) \left[(\beta - 3)^2 \left(2e^{\frac{h_{1}}{\beta}} - 1\right) - 96V''(h_{1})$$

$$- 16\beta^2 W(h_{1}) \right] \ln \left(\frac{(\beta - 3)^2 - 96V''(h_{1}) - 16\beta^2 W(h_{1})}{(\beta - 3)^2 e^{\frac{h_{1}}{\beta}} - 96V''(h_{1}) - 16\beta^2 W(h_{1})}\right)$$

$$+ 15(\beta - 3)^4 \left(8W(h_{1}) + 1\right) \left(2e^{\frac{h_{1}}{\beta}} + 8W(h_{1}) - 1\right) \ln \left(\frac{8W(h_{1}) + 1}{e^{\frac{h_{1}}{\beta}} + 8W(h_{1})}\right).$$

(25)

The flow equation for $W$ is even lengthier and will not be presented here. In this, we assumed that the dimensionless Newton’s constant $g$ is at an interacting fixed point, $\hat{g} = 0$ and $g \neq 0$. We also chose the Litim regulator $[145, 146]$ to evaluate the integrals. Finally we shifted $V$ such that the quantum contribution to $\dot{V}$ vanishes in the limit $h_{1} \to \infty$ if $V = W = 0$.

4. Fixed point structure

We will now study the fixed point structure of equation (25) and the corresponding equation for $\dot{W}$. First, we discuss a truncation with $V$ alone, setting $W = 0$, afterwards studying the coupled system. The subsequent numerical results are obtained with pseudo-spectral methods, which have been systematically developed in the context of functional RG flows in [77, 147], and successfully been employed in e.g. [148–152]. As numerical parameters, we choose $g = 1/4$ and $\beta = 0$. The precise choice for these parameters is for purely illustrational purpose, but motivated by values obtained in recent studies [114].

4.1. Conformal fluctuation potential

If we set $W = 0$ in (25), and further employ the rescalings $g \to (\beta - 3)^2 \hat{g}$, $V \to (\beta - 3)^2 \hat{V}$, all occurrences of the gauge parameter $\beta$ drop out. The flow equation for $V$ is thus gauge independent,
\[ \dot{V}(h_1) = -4\dot{V}(h_1) + \frac{\dot{g}}{2\pi (e^{h_1/4} - 1)^3} \left[ 3 + 96\dot{V}''(h_1) + 9e^{h_1/2} + \frac{5}{4}h_1 - \frac{1}{2}e^{h_1/4}(24 + 5h_1) \right. \\
\left. - 96e^{h_1/4}\dot{V}''(h_1) - \left(-1 + 2e^{h_1/4} - 96\dot{V}''(h_1)\right) \left(-1 + 96\dot{V}''(h_1)\right) \ln \frac{1 - 96\dot{V}''(h_1)}{e^{h_1/4} - 96\dot{V}''(h_1)} \right]. \]  

(26)

We find a single global solution for the fixed point condition \( \dot{V} = 0 \), which is shown in figure 1. This solution is a monotonically decreasing function. An asymptotic expansion around \( h_1 = -\infty \) is possible, where subleading terms are suppressed by powers of \( (e^{h_1/4}) \). The leading order is linear in \( h_1 \), in contrast to the naive expectation \( V \propto \sqrt{\det g}/\det \bar{g} = e^{h_1/2} \), thus we have strong fluctuation effects. For large positive \( h_1 \), the solution decays exponentially. Clearly, due to the \( \beta \)-dependent rescaling, all gauge dependence is hidden in the effective coupling \( \bar{g} \). From recent studies [114] we infer that this dependence is rather weak, signalling the stability of this result upon variations of \( \beta \). The qualitative picture of the solution is already manifest if one expands \( V \) in powers of \( \bar{g} \), keeping only few terms, and thus the solution varies essentially linearly with \( \bar{g} \), for small \( \bar{g} \).

4.2. Corrections by gravitational wave fluctuations

We now discuss the coupled system of \( V \) and \( W \). Again, we find a single solution for the fixed point condition \( \dot{V} = \dot{W} = 0 \), which is shown in figure 2. The qualitative picture stays the same as discussed above: \( V \) is monotonically decreasing, with similar asymptotics as with \( \dot{W} = 0 \). The difference in the absolute value is due to the fact that we did not rescale \( V \) as above, since the gauge dependence does not drop out in this extended approximation. On the other hand, the function \( W \) is numerically small, and decreases exponentially in both limits \( h_1 \to \pm \infty \). This property is not visible in figure 2 for large negative \( h_1 \). The reason for this is that the coupled set of equations is numerically very difficult to solve for these values of \( h_1 \).

5. Discussion

We now interpret the results presented above and try to assess the reliability of the approximation. The first observation is that, since \( V \) is monotonically decreasing with \( V'(\infty) = 0 \), the natural expansion point around the minimum of the potential would be \( h_1 = \infty \). This immediately raises doubts whether the standard approach, namely an expansion around vanishing fluctuation field, is physically justified. A potential explanation for this is that quantum gravity in the deep UV is in a non-metric phase, and potentially more fundamental building blocks as used in causal dynamical triangulations (CDT) [153–170, 171] or causal sets [172–181] are the true degrees of freedom. On the other hand, we find that the linear correction due to gravitational wave fluctuations is strictly negative. This could potentially ‘cure’ the first observation, in the sense that the true minimum of the potential might be at a point with finite coordinates \( h_1, h_2 \neq 0 \). Second, the solution deviates strongly from the naive expectation involving the exponential parameterisation, i.e. \( V \propto \sqrt{\det g}/\det \bar{g} = e^{h_1/2} \). In particular, our solution rises linearly for large negative arguments, whereas it decreases exponentially fast for large positive arguments. This indicates very strong quantum fluctuations and emphasises the need for the present approach to resolve the full potential.

Let us now assess the quality of the present approximation. Since the graviton fluctuation is dimensionless, anomalous dimensions can play a very important role in the discussion of the
fixed point structure. We will now try to analyse some scenarios that are possible if anomalous dimensions are included. For the discussion we will assume that $h_3$ and $h_4$ only play a sub-
dominant role, thus we assume that $V(h_1, h_2)$ is a decent approximation to the true potential.

The main impact of the anomalous dimensions $\eta_{\text{Tr}}$ and $\eta_{\text{TL}}$ of the trace and traceless mode, respectively, is the additional contribution to the canonical scaling,

$$
\dot{V}(h_1, h_2) = -4V(h_1, h_2) + \frac{\eta_{\text{Tr}}}{2} h_1 \partial_{h_1} V(h_1, h_2) + \eta_{\text{TL}} h_2 \partial_{h_2} V(h_1, h_2) + \mathcal{O}(g) .
$$

(27)

Note that $\eta_{\text{TL}}$ is essentially the anomalous dimension of the physical transverse traceless mode, and its momentum dependence was calculated in [111], with strictly positive sign and a value of $\mathcal{O}(1)$, although in a linear parameterisation. For large $h_2$, the canonical scaling term indicates that $V \propto h_2^{4/\eta_{\text{TL}}}$ for $h_2 \to \infty$ at the fixed point where $\dot{V} = 0$. On the other hand, for a well-defined propagator, we need that $\partial_{h_2} V > c_1$ with a finite constant $c_1$. This is the analogue of the singularity at $\Lambda = 1/2$ in standard calculations. We thus conclude that for large $h_2$, the potential should rise like a power law. Together with the indications of the above results that

Figure 1. Fixed point solution to (26) for the rescaled coupling $\hat{g} = 1/36$, obtained with pseudo-spectral methods. The solution is a monotonically decreasing function, which rises linearly for large negative arguments, and drops exponentially for large positive arguments.

Figure 2. Fixed point solution to the coupled system of flow equations for $V$ and $W$ for the coupling $g = 1/4$ and the gauge fixing parameter $\beta = 0$, obtained with pseudo-spectral methods. The qualitative picture for $V$ is the same as with $W = 0$, which is reflected by the fact that $W$ itself is numerically small and only slowly varying.
$W < 0$, this indeed strengthens the hint towards a minimum of the potential at a finite value of $h_2$. Let us however stress that in this analysis we assumed that the quantum contribution is subleading in the limit of large $h_2$, which might not be the case.

Now we discuss the impact of $\eta_{TR}$. Again assuming that the quantum term is subleading, we are lead to the conclusion that $V \propto h_1^{8/7}$ for large $|h_1|$ at the fixed point. On the other hand, this time we have an upper bound on the second derivative for a well-defined propagator, $\partial^2_{h_1} V < c_2$. There are hence several distinct possibilities. If $\eta_{TR} < 0$, we conclude from the above results that for large negative $h_1$ actually the quantum term dominates, whereas for large positive arguments, the solution decreases by a power law instead of exponentially. Thus, the situation is qualitatively similar to the case analysed above. By contrast, if $0 < \eta_{TR} < 2$, the asymptotic scaling is a power law with exponent larger than two, thus the prefactor is necessarily negative, and any putative fixed point potential is unbounded from below. It is not clear to the author how to interpret this case. One might argue that the trace mode is anyway not a propagating physical degree of freedom, and thus the physical part of the graviton potential is not influenced by this unboundedness. Finally, if $\eta_{TR} > 2$, there is the possibility for a fixed point potential which is bounded from below and raising like a power law asymptotically. Necessarily, this gives rise to a minimum at a finite value of $h_1$. Together with the above observations that $W < 0$ and $\eta_{TR} > 0$, this gives a good chance that the potential admits a minimum at finite values of both invariants. Note however that such a large anomalous dimension could invalidate the standard way of regularisation, for a discussion of this aspect in quantum gravity coupled to matter, see [80]. The authors of [91] reported small, but positive values for $\eta_{TR}$, however the calculation was done in a linear parameterisation, further neglecting the gaps of the graviton fluctuation. We thus cannot give a definite conclusion on which of the possibilities discussed above is the one realised in a full computation.

Eventually we shall discuss the relation of the present approach to the Nielsen identity. In this, we closely follow the discussion in [113]. Two cases have to be discussed. For a positive squared effective mass (negative $V$, corresponding to $\mu > 0$ in the language of [113]), quantum contributions are suppressed when $k \to 0$, and the Nielsen identity boils down to a fine-tuning. For the potential, this fine-tuning needs to cancel the determinant of the background metric and replace it by the determinant of the full metric in our ansatz for the effective action (15), so that

$$\lim_{k \to 0} \mathcal{V} = \Lambda_{IR} \sqrt{\frac{\det g}{\det \bar{g}}},$$

with $\Lambda_{IR}$ the macroscopic value of the cosmological constant. Let us mention that the assumption $\mu > 0$ corresponds to a negative $\Lambda_{IR}$, and thus this scenario is not in agreement with current observations, which point to a small but positive cosmological constant.

For the second case of negative squared effective mass, i.e. $\mu < 0$, the Nielsen identity is nontrivial, and no easy statement can be made. In general, a very complex behaviour of different fluctuation couplings is observed in vertex expansions, and we expect that this behaviour carries over also to our case. Nevertheless, in both cases physical background invariance can be restored. A thorough discussion of this aspect can be found in [115].

6. Summary

The present work laid the foundation for the study of gravitational correlation functions of arbitrary order. The central ingredient is the CHT, which allows to rewrite many tensorial
expressions in terms of scalar invariants and a small number of basis tensors. As a proof of
principle, we derived and solved the flow equation for the graviton potential in an approx-
imation where we retained the full dependence on conformal fluctuations and first order per-
turbations by gravitational wave fluctuations. The results indicate strong quantum effects,
emphasising the need of the present approach to reliably study the UV limit. Some hints are
found that there might be a finite graviton vacuum expectation value, or even a non-metric
UV phase, depending on the sign of the trace anomalous dimension. Further studies are how-
ever necessary to give a definite result. On the technical side, our approach gives a signifi-
cant contribution towards the resolution of the split-Ward identity, and clarifies the relation
between the bimetric and the fluctuation language.

Future studies should try to resolve the full $h_2$-dependence of the potential and the anom-
alous dimensions, together with a self-consistent flow equation for the Newton coupling. This
allows for the self-consistent determination of critical exponents. This enhancement is tech-
nically very involved, as it needs the resolution of lots of tensor structures to calculate the
flow equation. Nevertheless, we put forward the necessary ingredients to implement such a
calculation.

Another interesting open point is the integration of a flow towards the IR, which is necessary
for the resolution of the Nielsen identity, and might shed light on the question of graviton con-
densation. The latter might however need momentum dependent invariants, e.g. $\text{tr} \left( 1^T 1^T \Delta h^{1T} \right)$,
which are related to the curvature of the full metric. For a related discussion of gravitational
condensates in the Regge-Wheeler lattice formulation of quantum gravity, see [182].
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Appendix A. Cayley–Hamilton theorem

Most technical results of this and the following appendices are part of the author’s PhD the-
isis [183]. Due to the central importance of the Cayley–Hamilton theorem in this work, we
shall state it here and collect some explicit formulas for the relevant case of $4 \times 4$-matrices.
The general theorem can be stated as follows. Consider the characteristic polynomial $p$ of a
matrix $\bar{A}$,

$$p(\lambda) = \text{det} (\lambda \mathbb{I} - \bar{A}) .$$ (A.1)

The Cayley–Hamilton theorem now states that if one replaces $\lambda$ by the matrix $\bar{A}$ itself in this
polynomial, one gets the zero matrix,

$$p(\bar{A}) = 0 .$$ (A.2)

Stated differently, a matrix is completely characterised by its eigenvalues, up to similarity
transformations. Moreover, the theorem provides an explicit algorithm to convert powers of
the matrix $\mathbf{A}$ which are higher than its dimension to a linear combination of lower powers of $\mathbf{A}$ and the unit matrix.

Let us now specify to $4 \times 4$-matrices. In that case,

\[
\mathbf{A}^4 - (\text{tr } \mathbf{A}) \mathbf{A}^3 + \frac{1}{2} \left[ (\text{tr } \mathbf{A})^2 - \text{tr } (\mathbf{A}^2) \right] \mathbf{A}^2
\]

\[ - \frac{1}{6} \left[ (\text{tr } \mathbf{A})^3 - 3(\text{tr } \mathbf{A})\text{tr } (\mathbf{A}^2) + 2\text{tr } (\mathbf{A}^3) \right] \mathbf{A} + \text{det } \mathbf{A} \mathbb{1}_4 = 0 \, . \quad \text{(A.3)}
\]

As shown in the main text, it is beneficial to divide matrices into traceless and trace parts. Thus, let $\mathbf{A} = \mathbb{B} + \frac{1}{2}\text{tr } (\mathbf{A}) \mathbb{1}_4$, where $\mathbb{B}$ is the traceless part of $\mathbf{A}$. Then,

\[
\mathbb{B}^4 - \frac{1}{2}\text{tr } (\mathbb{B}^2)\mathbb{B}^2 - \frac{1}{3}\text{tr } (\mathbb{B}^3)\mathbb{B} + \text{det } \mathbb{B} \mathbb{1}_4 = 0 \, . \quad \text{(A.4)}
\]

Any scalar function $f$ of a constant matrix $\mathbf{A}$ can thus be parameterised as $f(\text{tr } \mathbf{A}, \text{tr } (\mathbb{B}^2), \text{tr } (\mathbb{B}^3), \text{det } \mathbb{B})$. This parameterisation is useful as it allows for controlled approximations, e.g. $\text{det } \mathbb{B} = \text{tr } (\mathbb{B}^3) = \text{tr } (\mathbb{B}^2) = 0$. An analogous approximation with $\text{tr } (\mathbf{A}^2) = 0$ would already entail $\mathbf{A} \equiv 0$ for a real and symmetric $\mathbf{A}$.

**Appendix B. Parameterisation and inverse metric**

Let us now present the full formulas for the inverse and the determinant of the full metric in an arbitrary parameterisation. The coefficients $B_i$ of (7) read

\[
B_0 = \frac{1}{216\Delta} \left[ 216A_0^3 (A_2 b_2 + A_1 b_1) + 9A_0 (-12A_1^2 b_2 - 12A_1 (2A_2 b_1 + A_1 (b_2^2 - 4b_4))
\right. \\
+4A_2 A_1 b_2 b_1 + 6A_1^2 (b_2^2 + 4b_4) + A_1^3 (-3b_2^2 + 24b_4 b_2 + 8b_4^2))
\]
\[ + 216A_2 A_1^2 b_2^2 + 2b_3 (4A_1^3 b_2^2 + 9A_1 ((A_1 b_2 + 2A_1)^2 - 2A_2 b_2)
\]
\[ - 6A_2 b_1 (A_1 (A_1 b_2 + 2A_1) - 2A_2 b_2)) - 18b_4 (3A_2 ((A_2 b_2 + 2A_1)^2 - 2A_2^2 b_2)
\]
\[ + 4A_3 b_3 (A_2^2 - A_3 (A_1 b_2 + 2A_1))) + 216A_0^3 \] \, . \quad \text{(B.1)}

\[
B_1 = \frac{1}{72\Delta} \left[ -72A_1^3 b_2^2 + b_2 (4A_1^3 b_2^2 + 9A_1 ((A_1 b_2 + 2A_1)^2 - 2A_2 b_2)
\right. \\
- 6A_1 b_3 (A_3 (A_3 b_2 + 6A_1) - 2A_2^2)) - 18b_4 (2A_1 - A_3 b_2)
\]
\[ \times (A_1 (A_1 b_2 + 2A_1) - 2A_2^2)) - 12A_0 (-b_3 (A_1^3 b_2 + 2A_2^2)
\]
\[ + 2A_1 (3A_2 b_2 + A_3 b_3) + 12A_3 A_1 b_4) \right] \, . \quad \text{(B.2)}
\]

\[
B_2 = \frac{1}{216\Delta} \left[ -18A_0 (-3 (A_1 b_2 + 2A_1)^2 + 6A_2 (A_2 b_2 + 2A_0) + 4A_2 A_1 b_3)
\right. \\
- 36b_4 (-3A_1 A_2 (A_1 b_2 + 2A_1) + 2A_2^3 (A_3 b_3 + 3A_0) + 6A_2^2)) \right] \, . \quad \text{(B.3)}
\]

\[
B_3 = \frac{1}{36\Delta} \left[ -4A_1^3 b_2^2 - 18A_3 b_4 (A_3 (A_3 b_2 + 2A_1) - 2A_2^2)
\right. \\
- 9 (4A_3 A_1^3 b_2 + A_1 (b_2 (A_1^3 b_2 - 2A_2^2) - 8A_4 A_2) + 4A_1^3 + 4A_0^2 A_2)
\]
\[ + 6b_3 (A_1 A_2 (A_1 b_2 + 6A_1) - 2A_2^2 - 4A_0 A_2^2)) \right] \, . \quad \text{(B.4)}
\]
where we already used the ratio of determinants

\[
\Delta \equiv \frac{\text{det } g}{\text{det } \bar{g}} = \mathcal{A}^3_4 (A_2 h_2 + A_3 h_3) + \frac{1}{24} \mathcal{A}^6_0 (-12 A^2_4 h_2 - 12 A_1 (2 A_2 h_3 + A_3 (h^2_2 - 8 h_4))
+ 4 A_2 A_3 h_2 h_3 + 6 A^2_2 (h^3_2 + 8 h_4) + A^3_3 (-3 h^3_2 + 36 h_4 h_2 + 8 h^4_1))
+ \frac{1}{108} A_0 (432 A_2 A^2_3 h^2_2 - 18 h_4 (3 A_2 (A^2_2 h^2_2 - 2 A^2_2 - 2 A_3 A_3 h_2 + 8 A^2_1))
+ A_3 h_3 (2 A^2_3 - A_3 (3 A_3 h_2 + 10 A_1))))
+ b_3 (4 A^5_3 h^2_2 + 9 A_1 ((A_3 h_2 + 2 A_1)^2 - 2 A^2_2 h_2)
- 6 A_2 h_3 (A_3 (A_3 h_2 + 6 A_1) - 2 A^2_2))
+ \frac{1}{36} b_4 (36 A^6_3 h^2_2 + A_1 (4 A^4_3 h^2_2 + 9 A_1 ((A_3 h_2 + 2 A_1)^2 - 2 A^2_2 h_2)
- 6 A_2 h_3 (A_3 (A_3 h_2 + 6 A_1) - 2 A^2_2)) + 6 h_4 (3 A_3 A^2_2 (A_3 h_2 + 8 A_1)
+ 2 A^3_2 A_3 h_3 + 6 A_1 A^2_3 (A_3 h_2 + 2 A_1) + 6 A^2_2)) + A^6_3. \quad (B.5)
\]

We shall also derive the exact representation of the exponential parameterisation. For this, we first derive a recursion for the n-th power of \( \mathbb{I}^{\text{TL}} \) for \( n \geq 4 \). Making the ansatz

\[
[\mathbb{I}^{\text{TL}}]^n = a_n \mathbb{I}_4 + b_n \mathbb{I}^{\text{TL}} + c_n [\mathbb{I}^{\text{TL}}]^2 + d_n [\mathbb{I}^{\text{TL}}]^3,
\]

and with the initial conditions from the CHT,

\[
a_4 = -b_4, \quad b_4 = \frac{1}{3} h_3, \quad c_4 = \frac{1}{2} h_2, \quad d_4 = 0,
\]

we obtain the recursion

\[
a_{n+1} = -b_n d_n, \\
b_{n+1} = a_n + \frac{1}{3} h_3 d_n, \\
c_{n+1} = b_n + \frac{1}{2} h_2 d_n, \\
d_{n+1} = c_n. \quad (B.8)
\]

This recursion can be solved by Mathematica, and we shall not present the result for arbitrary \( n \). Rather, focusing on the exponential parameterisation, one can transform this set of recursion relations to a set of differential equations in a fiducial variable \( x \). For this, we introduce the functions

\[
A(x) = \sum_{n=4}^{\infty} \frac{a_n}{n!} x^n, \quad B(x) = \sum_{n=4}^{\infty} \frac{b_n}{n!} x^n, \quad C(x) = \sum_{n=4}^{\infty} \frac{c_n}{n!} x^n, \quad D(x) = \sum_{n=4}^{\infty} \frac{d_n}{n!} x^n. \quad (B.9)
\]

The metric in exponential parameterisation then reads

\[
g^{\text{exp}} = \bar{g} e^{b_n/4} \times \left[ \mathbb{I}_4 (1 + A(1)) + \mathbb{I}^{\text{TL}} (1 + B(1)) + [\mathbb{I}^{\text{TL}}]^2 \left( \frac{1}{2} + C(1) \right) + [\mathbb{I}^{\text{TL}}]^3 \left( \frac{1}{6} + D(1) \right) \right]. \quad (B.10)
\]
The functions $A, B, C, D$ are the solutions to the set of ordinary differential equations obtained by multiplying the recursion relations with $\frac{\partial}{\partial \rho}$ and summing over $n$ from 4 to $\infty$. Doing so, one arrives at

$$A'(x) = h_1 \left(\frac{x^3}{6} - D(x)\right),$$

$$B'(x) = A(x) + \frac{1}{3} h_1 \left(\frac{x^3}{6} + D(x)\right),$$

$$C'(x) = B(x) + \frac{1}{2} h_2 \left(\frac{x^3}{6} + D(x)\right),$$

$$D'(x) = C(x). \tag{B.11}$$

Initial conditions for the functions at $x = 0$ follow from their definition. This set of differential equations can be solved by Mathematica. To present the result, we first introduce the polynomial

$$p(y) = 6h_4 - 2h_3y - 3h_2y^2 + 6y^4, \tag{B.12}$$

and define the operator $\mathcal{RS}$ (for RootSum) which maps a function to the sum of the values of this function at the roots of $p$,

$$\mathcal{RS}[f(y)] = \sum_{y, p(y) = 0} f(y). \tag{B.13}$$

With a final abbreviation,

$$\rho_\infty = \mathcal{RS} \left[ \frac{e^y y^4}{-h_1 - 3h_2y + 12y^3} \right], \tag{B.14}$$

we find for the functions at $x = 1$,

$$A(1) = \mathcal{RS} \left[ \frac{1}{12y^4(-h_3 + 12y^3 - 3h_2y)} \left( h_4 e^{-y} (y(y + 3) + 6) - 6e^y + 6 \right) \right.$$

$$\left. \times \left( 2 \left( 2h_3^2 \rho_1 - 9 \rho_3y^3 + 9h_4 \left( \rho_2 + y (\rho_1 + \rho_0y) \right) + 3h_3 (2\rho_3 + y (\rho_2 + \rho_1y)) \right) \right. \right.$$

$$\left. - 9h_2^2 \rho_1y + 3h_2 \left( -6h_4\rho_0 + 2h_3 \left( \rho_0y - \rho_1 \right) + 3y (2\rho_3 + y (\rho_2 + 2\rho_1y)) \right) \right) \right], \tag{B.15}$$

$$B(1) = \mathcal{RS} \left[ \frac{1}{12y^4(-h_3 + 12y^3 - 3h_2y)} \left( e^{-y} (y(y + 3) + 6) - 6e^y + 6 \right) \right.$$

$$\left. \times \left( 3h_2 \left( h_4 \left( \rho_0 \left( 6y^3 - 2h_3 \right) + 6 \left( \rho_3 + y (\rho_2 + \rho_1y) \right) \right) - h_3\rho_2y^2 \right) \right. \right.$$

$$\left. + 2 \left( 9h_4 \left( h_4 \left( \rho_1 + \rho_0y \right) - y^2 \left( \rho_3 + \rho_2y \right) \right) + 3h_3 \left( h_4 \left( \rho_2 + \rho_0y^2 \right) - \rho_3 \rho_0^2 \right) \right. \right.$$

$$\left. - h_2^2 \left( \rho_2 + \rho_1y \right) - 9h_2h_3^2 \left( \rho_1 + \rho_0y \right) \right) \right], \tag{B.16}$$

$$C(1) = \mathcal{RS} \left[ \frac{1}{24y^4(-h_3 + 12y^3 - 3h_2y)} \left( e^{-y} (y(y + 3) + 6) - 6e^y + 6 \right) \right.$$

$$\left. \times \left( 9h_2^2 \rho_2y^2 + 4 \left( 3h_3 \left( y^2 (\rho_3 + \rho_2y) - h_4 \left( \rho_1 + \rho_0y \right) \right) + h_3^2 \rho_1y \right. \right. \right.$$

$$\left. + 9h_4 \left( y (\rho_3 + y (\rho_2 + \rho_1y)) - h_4\rho_0 \right) \right. \right.$$

$$\left. + 6h_2 \left( 3\rho_3y^3 - 3h_4 \left( \rho_2 + \rho_0y^2 + 2\rho_1y \right) + h_3y (\rho_2 + \rho_1y) \right) \right) \right], \tag{B.17}$$
\[ D(1) = \mathcal{R}S \left[ -\frac{1}{4y^2}(-h_3+y^3) \right] \left( e^{-y} (y(y+3)+6) - 6e^y + 6 \right) \]
\[ \times \left( h_4 \left( \rho_0 \left( -4h_3 + 6y^3 - 6h_2y \right) + 6 \left( \rho_3 + \rho_1 \left( y^2 - h_2 \right) + \rho_2y \right) \right) \right) \]
\[ + y (3h_2y (\rho_3 + \rho_2y) + 2h_3 (\rho_3 + y (\rho_2 + \rho_1y))) \right) . \]

For the special case where we neglect the invariants \( h_3 \) and \( h_4 \), we find \( A = B = \mathcal{O}(h_1, h_4) \) and
\[ C(1) = -\frac{4 + h_2 - 4 \cosh \frac{h_2}{2}}{2h_2} + \mathcal{O}(h_3, h_4) , \]
\[ D(1) = -\frac{1}{6} - \frac{2}{h_2} + \frac{2 \sqrt{3} \sinh \frac{h_2}{2}}{h_2^2} + \mathcal{O}(h_3, h_4) . \]

These expressions admit a Taylor expansion in \( h_2 \) around zero and are thus regular also for \( h_2 \to 0 \).

**Appendix C. Curvature identities**

In this appendix, we present some useful formulas related to the curvature tensors. First, we rewrite the kinetic part of the Einstein–Hilbert action into a form of which the second derivative with respect to the fluctuation simplifies tremendously. The Ricci scalar can be expressed as
\[ R = g^{\alpha\beta} \left[ \Gamma^\gamma_\delta \Gamma^{\delta}_{\alpha\beta} - \Gamma^\gamma_\alpha \Gamma^{\delta}_{\gamma\beta} - \partial_\alpha \Gamma^\gamma_{\gamma\beta} + \partial_\gamma \Gamma^\gamma_{\alpha\beta} \right] , \]
where \( \Gamma \) is the Christoffel symbol of the metric \( g \), and \( \partial \) denotes the standard partial derivative. Using basic identities from differential geometry, partial integration and dropping boundary terms, we can rewrite
\[ \int d^d x \sqrt{\text{det} g} g^{\alpha\beta} [ -\partial_\gamma \Gamma^\gamma_{\alpha\beta} + \partial_\gamma \Gamma^\gamma_{\alpha\beta} ] \]
\[ = \int d^d x \left[ \Gamma^\gamma_{\beta\gamma} \partial_\alpha \left( \sqrt{\text{det} g} g^{\alpha\beta} \right) - \Gamma^\gamma_{\alpha\beta} \partial_\gamma \left( \sqrt{\text{det} g} g^{\alpha\beta} \right) \right] \]
\[ = \int d^d x \left[ \Gamma^\gamma_{\beta\gamma} \left( -\sqrt{\text{det} g} g^{\mu\nu} \Gamma^{\delta}_{\mu\nu} \right) - \Gamma^\gamma_{\alpha\beta} \sqrt{\text{det} g} \left( \Gamma^{\delta}_{\gamma\delta} g^{\alpha\beta} - \left( \Gamma^{\delta}_{\gamma\delta} g^{\alpha\beta} + \Gamma^{\delta}_{\gamma\delta} g^{\alpha\beta} \right) \right) \right] \]
\[ = \int d^d x \sqrt{\text{det} g} g^{\alpha\beta} [ -2\Gamma^\gamma_{\gamma\beta} \Gamma^{\delta}_{\alpha\beta} + 2\Gamma^\gamma_{\alpha\delta} \Gamma^{\delta}_{\gamma\beta} ] . \]

and thus
\[ \int d^d x \sqrt{\text{det} g} R = \int d^d x \sqrt{\text{det} g} g^{\alpha\beta} [ -\Gamma^\gamma_{\alpha\delta} \Gamma^{\delta}_{\gamma\beta} + \Gamma^\gamma_{\alpha\delta} \Gamma^{\delta}_{\gamma\beta} ] . \]

The virtue of this rewriting is the following: for the flow equation, we need the second variation of the action with respect to the fluctuation. In the present work, we project the flow equation onto constant \( h \) and flat background \( \bar{g} = \delta \). Since the Christoffel symbols are linear in derivatives, the only contribution to the second variation comes from the combination where all Christoffel symbols are varied. As a side remark, the same result can be obtained if one treats the Christoffel symbols as \( (1, 2) \)-tensors and rewrites the partial derivatives as covariant
derivatives plus the corresponding Christoffel symbols, finally dropping the terms with covariant derivatives.

For future reference, we also write formulas for the Ricci scalar, Ricci tensor and Riemann tensor in terms of the background curvatures and derivatives in a background-covariant way. A simple calculation shows that

\[
R_{\mu\nu} = \bar{R}_{\mu\nu} + \frac{1}{2} g^{\alpha\beta} \left( 2 \bar{D}_\beta \bar{D}_\alpha g_{\mu\nu} - \bar{D}_\alpha \bar{D}_\beta g_{\mu\nu} - \bar{D}_\mu \bar{D}_\nu g_{\alpha\beta} \right) + \frac{1}{4} g^{\alpha\beta} g^{\gamma\delta} \left( 2 \bar{D}_\gamma \bar{D}_\delta g_{\mu\nu} + \bar{D}_\mu g_{\alpha\beta} \bar{D}_\nu g_{\gamma\delta} - \bar{D}_\alpha g_{\mu\nu} \bar{D}_\beta g_{\gamma\delta} \right) + 2 \left( D_\alpha g_{\mu\rho} D_\delta g_{\beta\gamma} + 2 D_\gamma g_{\mu\rho} D_\delta g_{\beta\alpha} - 2 D_\delta g_{\beta\rho} D_\mu g_{\alpha\gamma} \right),
\]

from which we immediately get the Ricci scalar by a contraction with \( g^{\mu\nu} \). For the Riemann tensor, we have

\[
R_{\mu\nu\rho\sigma} = g_{\alpha\beta} R_{\mu\nu\rho\sigma}^\alpha - \bar{D}_\rho \bar{D}_\sigma g_{\mu\nu} + \bar{D}_\sigma \bar{D}_\rho g_{\mu\nu} + \frac{1}{2} g^{\alpha\beta} \left[ \bar{D}_\rho \bar{D}_\sigma g_{\mu\nu} + \bar{D}_\sigma \bar{D}_\rho g_{\mu\nu} + \bar{D}_\rho \bar{D}_\sigma \bar{D}_\mu g_{\alpha\gamma} | \bar{D}_\nu g_{\beta\gamma} + \bar{D}_\gamma g_{\mu\rho} \bar{D}_\nu g_{\alpha\beta} \right] + \frac{1}{2} g^{\alpha\beta} g^{\gamma\delta} \left[ \bar{D}_\rho \bar{D}_\sigma g_{\mu\nu} + \bar{D}_\sigma \bar{D}_\rho g_{\mu\nu} + \bar{D}_\rho \bar{D}_\sigma \bar{D}_\mu g_{\alpha\gamma} | \bar{D}_\nu g_{\beta\gamma} + \bar{D}_\gamma g_{\mu\rho} \bar{D}_\nu g_{\alpha\beta} \right].
\]

Appendix D. Quantum gauge transformation

In this appendix we discuss some aspects of our choice of gauge fixing. In particular, we choose to gauge-fix the fluctuation field \( h \) instead of the full metric \( g \), since then the vertices are not affected by the gauge fixing, which might yield results that are less sensitive to the specific gauge choice. For the corresponding ghost action, we have to derive how the ‘quantum gauge transformation’ of \( h \) looks like in terms of the variation of \( g \) [22]. The latter is nothing else than a BRST transformation along the ghost field \( c \),

\[
\delta_q g_{\mu\nu} = \mathcal{L}_c g_{\mu\nu} = D_\mu c_\nu + D_\nu c_\mu,
\]

\( \mathcal{L} \) being the Lie derivative. We will show that this can be done practically in all generality, again with the help of the CHT, and also derive the explicit expression that we need in the main text.

To illustrate the general calculation, we start with (6), where we however do not use a traceless decomposition,

\[
g = \tilde{g} \left( \tilde{A}_0 \mathbb{1}_4 + \tilde{A}_1 h + \tilde{A}_2 h^2 + \tilde{A}_3 h^3 \right). \tag{D.2}
\]

The \( \tilde{A}_i \) are understood depend on the traces and the determinant of \( h \), i.e. \( \tilde{A}_i = \tilde{A}_i(\text{tr} h, \text{tr} h^2, \text{tr} h^3, \det h) \). A quantum gauge transformation of this equation gives (remember that this means \( \delta_q \tilde{g} = 0 \))

\[
\delta_q g = \tilde{g} \left( (\delta_q \tilde{A}_0) \mathbb{1}_4 + (\delta_q \tilde{A}_1) h + (\delta_q \tilde{A}_2) h^2 + (\delta_q \tilde{A}_3) h^3 \right) + \tilde{A}_0 [\delta_q (h^2)] h + \tilde{A}_1 [\delta_q (h^3)] h + \tilde{A}_2 [\delta_q (h^4)] h + \tilde{A}_3 [\delta_q (h^5)] h + (\delta_q \tilde{A}_0) h \mathbb{1}_4 + (\delta_q \tilde{A}_1) h^2 \mathbb{1}_4 + (\delta_q \tilde{A}_2) h^3 \mathbb{1}_4 + (\delta_q \tilde{A}_3) h^4 \mathbb{1}_4 + (\delta_q \tilde{A}_0) h^5 \mathbb{1}_4 + (\delta_q \tilde{A}_1) h^6 \mathbb{1}_4 + (\delta_q \tilde{A}_2) h^7 \mathbb{1}_4 + (\delta_q \tilde{A}_3) h^8 \mathbb{1}_4 \right), \tag{D.3}
\]

with
\[
\delta Q \tilde{A}_i = \tilde{A}_i^{(1,0,0,0)} \text{tr} (\delta \tilde{h} \tilde{h}) + 2 \tilde{A}_i^{(0,1,0,0)} \text{tr} \left( (\delta \tilde{h}) \tilde{h} \right) + 3 \tilde{A}_i^{(0,0,1,0)} \text{tr} \left( (\delta \tilde{h}) \tilde{h}^2 \right) \\
+ \frac{1}{24} \tilde{A}_i^{(0,0,1,1)} \left[ 4 (\text{tr} \tilde{h}) \tilde{h}^3 \text{tr} (\delta \tilde{h} \tilde{h}) - 12 (\text{tr} \tilde{h}) \tilde{h} \text{tr} \left( (\delta \tilde{h} \tilde{h}) \tilde{h} \right) + (\text{tr} \tilde{h}) \tilde{h}^2 \text{tr} \left( (\delta \tilde{h} \tilde{h}) \tilde{h} \right) \right] \\
+ 12 \text{tr} \left( \tilde{h}^2 \right) \text{tr} \left( (\delta \tilde{h} \tilde{h}) \tilde{h} \right) + 8 \text{tr} \left( \tilde{h}^3 \right) \text{tr} \left( (\delta \tilde{h} \tilde{h}) \tilde{h} \right) + 24 \text{tr} \left( \tilde{h} \right) \text{tr} \left( \tilde{h}^2 \delta \tilde{h} \tilde{h} \right) - 24 \text{tr} \left( \tilde{h}^2 \delta \tilde{h} \tilde{h} \right) \right].
\] (D.4)

The superscripts indicate the number of derivatives w.r.t. the respective arguments, i.e. \( \tilde{A}_i^{(1,0,0,0)} = \partial_{\delta h} \delta \tilde{h} \tilde{A}_i \) and so on. The task is to solve (D.3) for \( \delta \tilde{h} \tilde{h} \). Clearly, \( \delta \tilde{h} \tilde{h} \) will be linear in \( \delta \tilde{g} \tilde{g} \), and in general contains all possible products of \( \delta \tilde{g} \tilde{g} \) with \( \tilde{h} \). Due to the CHT, there is only a finite number of independent products, and in four dimensions, this number is 32. By making an ansatz for \( \delta \tilde{h} \tilde{h} \) as linear combination of the elements of these products, inserting this ansatz into (D.3), and using the CHT, we can solve for the coefficients. We calculated the solution explicitly with the command \textit{SolveConstants} of \textit{XTras} [144], but the result is too bulky to be presented here. Recently, an order-by-order calculation has been discussed in [91].

It is obvious that in a similar fashion we can derive the relation between the variation of \( h \) and the variation of the background metric, \( \delta \tilde{g} \tilde{g} \), with fixed variation of the full metric, \( \delta g \). This corresponds to a background gauge transformation, and plays a role in the construction of explicit solutions to the split-Ward identity, see e.g. [106].

Let us now discuss the exponential split in particular, and derive the quantum transformation of \( h \) to quadratic order in \( \tilde{h} \tilde{h} \), including all information on the trace. For this, we start with the definition of the exponential split,

\[
g_{\mu \nu} = \tilde{g}_{\mu \nu} e^{h_{h_{1/4}}} \left[ e^{h_{h_{1/4}}} \right]^{-\rho} = \bar{g}_{\mu \nu} e^{h_{h_{1/4}}} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \left( h_{h_{1/4}} \right)^n \right)^\rho \nu ,
\] (D.5)

and take a quantum variation with fixed background metric,

\[
\delta Q g_{\mu \nu} = \tilde{g}_{\mu \nu} e^{h_{h_{1/4}}} \left[ \frac{1}{4} \delta \tilde{h}_{h_1} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \left( h_{h_{1/4}} \right)^n \right)^\rho \nu + \sum_{n=0}^{\infty} \frac{1}{n!} \left( \left( h_{h_{1/4}} \right)^n \right)^\rho \nu \right] \\
= \bar{g}_{\mu \nu} e^{h_{h_{1/4}}} \left[ \frac{1}{4} \delta \tilde{h}_{h_1} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \left( h_{h_{1/4}} \right)^n \right)^\rho \nu + \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{l=0}^{n-1} \left( \left( h_{h_{1/4}} \right)^l \left( \delta \tilde{h}_{h_1} h_{h_{1/4}} \right) \left( h_{h_{1/4}} \right)^{n-l-1} \right)^\rho \nu \right].
\] (D.6)

Now we use that, by definition, \( \delta \tilde{h} \tilde{h} = \delta \tilde{h} h_1 - \frac{1}{4} \tilde{h} \delta \tilde{h} h_1 \), and we see that the part including \( \delta \tilde{h} h_1 \) exactly cancels, leaving us with

\[
\delta_Q g_{\mu \nu} = \bar{g}_{\mu \nu} e^{h_{h_{1/4}}} \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{l=0}^{n-1} \left[ \left( h_{h_{1/4}} \right)^l \left( \delta \tilde{h} \right) \left( h_{h_{1/4}} \right)^{n-l-1} \right]^\rho \nu .
\] (D.7)

We can further reorganise the sums to yield the final expression

\[
\delta_Q g_{\mu \nu} = \bar{g}_{\mu \nu} e^{h_{h_{1/4}}} \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{(l + m + 1)!} \left[ \left( h_{h_{1/4}} \right)^l \left( \delta \tilde{h} \right) \left( h_{h_{1/4}} \right)^m \right]^\rho \nu .
\] (D.8)

For the truncation in the main text, we need \( \delta \tilde{h} h \) including up to second order in \( h_{h_{1/4}} \). It is easy to show that the solution is...
\[ e^{h/4} \delta Q_{\mu \nu} = \delta Q_{\mu \nu} - \frac{1}{2} (h_{n a}^{\text{TL}} g^{\alpha \beta} \delta Q_{g_{\beta \nu}} + (\delta Q_{g_{\alpha \mu}}) g^{\alpha \beta} h_{n \nu}^{\text{TL}}) + \frac{1}{12} (h_{n a}^{\text{TL}} g^{\alpha \beta} h_{n \nu}^{\text{TL}} g^{\gamma \sigma} \delta Q_{g_{\gamma \sigma}} + 4h_{n a}^{\text{TL}} g^{\alpha \beta} (\delta Q_{g_{\beta \nu}}) g^{\gamma \sigma} h_{n \nu}^{\text{TL}} + (\delta Q_{g_{\alpha \mu}}) g^{\alpha \beta} h_{n \nu}^{\text{TL}} g^{\gamma \sigma} h_{n \nu}^{\text{TL}}) + O(h_{n \nu}^{\text{TL}}). \]  

(D.9)

Appendix E. Loop momentum integration

In this appendix, we discuss some technical aspects in how to treat the integrals over loop momenta. Most of the discussion will be done in arbitrary dimension \( d \) and in flat space. For the discussion, let us introduce \( P = p_{\mu} T^{\mu \nu} p_{\nu} \), where \( T \) is an arbitrary tensor and \( p \) is the loop momentum. The first step is to calculate expressions of the type

\[ \int d^d p \, g(p) P^n, \]  

(E.1)

for general functions \( g(p) \) which shall only depend on the absolute value of \( p \). Inserting the definition of \( P \), we need to calculate

\[ \int d^d p \, g(p) p_{\mu_1} \cdots p_{\mu_{2n}}. \]  

(E.2)

By Lorentz invariance, the tensor structure (in a flat space) is given by the symmetrised product of \( n \) metrics,

\[ \int d^d p \, g(p) p_{\mu_1} \cdots p_{\mu_{2n}} = \alpha_n \eta(\mu_1 \mu_2 \cdots \eta_{\mu_{2n-1} \mu_{2n}}) \int d^d p \, g(p) p^{2n}. \]  

(E.3)

To calculate the constants \( \alpha_n \), we multiply this equation by another product of \( n \) metrics; the result is

\[ \alpha_n = \frac{(2n - 1)!! (d - 2)!!}{(d + 2(n - 1))!!}. \]  

(E.4)

Now, we have to carry out the contraction of the metrics with the product of \( T s \). It is straightforward to show that

\[ T^{\mu_1 \mu_2} \cdots T^{\mu_{2n-1} \mu_{2n}} \eta(\mu_1 \mu_2 \cdots \eta_{\mu_{2n-1} \mu_{2n}}) = \frac{2^n}{(2n - 1)!!} B_n \left( \frac{0!}{2 \tau_1}, \frac{1!}{2 \tau_2}, \ldots, \frac{(n - 1)!!}{2 \tau_n} \right). \]  

(E.5)

Here, we introduced the traces \( \tau_i = \text{tr} (T^i) \), and \( B_n \) stands for the \( n \)th complete Bell polynomial. The complete Bell polynomials are defined by

\[ B_n(x_1, \ldots, x_n) = \sum_{k=1}^{n} \frac{n!}{j_1! \cdots j_{n-k+1}! (x_1)^{j_1} \cdots (x_{n-k+1})^{j_{n-k+1}}} \left( \frac{x_{n-k+1}}{n-k+1} \right)^{j_{n-k+1}}, \]  

(E.6)

where the inner sum extends over all non-negative integers \( j_i \) subject to the two conditions

\[ \sum_{i=1}^{n-k+1} j_i = k, \quad \sum_{i=1}^{n-k+1} l j_i = n. \]  

(E.7)

Combining this, one gets
\[
\int d^d p \, g(p) \, (p_{\mu} p_{\nu} T^{\mu\nu})^n = \frac{2^n (d - 2)!!}{(d + 2(n - 1))!!} B_n \int d^d p \, g(p) \, p^{2n} = \frac{1}{(\frac{d}{2})^n} B_n \int d^d p \, g(p) \, p^{2n}.
\]

(E.8)

We suppressed the arguments of the Bell polynomial, and used the Pochhammer symbol \((x)_n = \Gamma(x + n)/\Gamma(x)\). In fact, the Bell polynomials with the arguments as above can be evaluated explicitly by use of the exponential generating function,

\[
\exp \left( \sum_{n=1}^{\infty} \frac{a_n}{n!} x^n \right) = \sum_{n=0}^{\infty} \frac{B_n(a_1, \ldots, a_n)}{n!} x^n.
\]

(E.9)

Inserting the arguments, we get on the left-hand side

\[
\exp \left( \sum_{n=1}^{\infty} \frac{a_n}{n!} x^n \right) = \exp \left( \frac{1}{2} \text{tr} \sum_{n=1}^{\infty} \frac{1}{n} (x T)^n \right) = \exp \left( \frac{1}{2} \text{tr} \ln (1 - x T) \right) = [\det (1 - x T)]^{-1/2}.
\]

(E.10)

We conclude that the complete Bell polynomials can be obtained by the Taylor expansion coefficients of this expression in \(x\) around zero, and thus finally

\[
T^{\mu_1 \nu_1 \cdots; \mu_n \nu_n} \eta(\mu_1 \nu_1 \cdots; \mu_n \nu_n) = \frac{2^n (d - 2)!!}{(d + 2(n - 1))!!} \sqrt{\frac{1}{\det (1 - x T)}} \bigg|_{x=0}.
\]

(E.11)

Clearly, we can assume that \(T\) is traceless - if it is not, we introduce a traceless decomposition in the beginning, then only the traceless part will give rise to a nontrivial angular dependence. In four dimensions, we get thus by use of the CHT,

\[
\det (1 - x T) = 1 - \frac{1}{2} \tau_2 x^2 - \frac{1}{3} \tau_3 x^3 + (\det T) x^4.
\]

(E.12)

If the determinant of \(T\) is neglected, then the coefficients of the Taylor expansion can be calculated explicitly. A lengthy calculation yields

\[
\frac{1}{\sqrt{1 - \frac{1}{2} \tau_2 x^2 - \frac{1}{3} \tau_3 x^3}} = \sum_{n=0}^{\infty} \frac{\left(\frac{\tau_2}{2}\right)^{n/2}}{n!} \frac{\text{ix}^n}{\sqrt{\frac{3}{2} \pi \tau_3}} \sum_{\mu} \frac{\text{F}_{\text{reg}}^2 \left( \frac{2 + \mu - n}{6}, \frac{2 + \mu - n}{6}, \frac{7 n - \mu}{6}, \frac{7 n - \mu}{6}, 1 - \frac{1}{2} \frac{\tau_2}{\tau_3} \right)}{\tau_2},
\]

with \(\mu = n \mod 2\), \(\text{F}_{\text{reg}}^2\) is the regularised generalised hypergeometric function and \(\Gamma^2 = -1\).

In fact, one can generalise (E.11) to the symmetric contraction of \(n\) different tensors:

\[
T^{\mu_1 \nu_1 \cdots; \mu_n \nu_n} \eta(\mu_1 \nu_1 \cdots; \mu_n \nu_n)
\]

\[
= \frac{2^n (d - 2)!!}{(d + 2(n - 1))!!} \left. \frac{1}{\text{det} (1 - \sum_{i=1}^{n} x_i T_i)} \right|_{x_i=0}
\]

(E.14)
This can be proven as follows. Define
\[ T = \sum_{i=1}^{n} x_i T_i, \]  
(E.15)
then by definition
\[ T_{\mu_1 \mu_2} \cdots T_{n-1, \mu_2} \eta_{\mu(1, \mu_2) \cdots \eta_{l, 2}} \]
\[ = \frac{1}{n!} \partial_{\mu_1} \cdots \partial_{\mu_2} T_{\mu_1 \mu_2} \cdots T_{n-1, \mu_2} \eta_{\mu(1, \mu_2) \cdots \eta_{l, 2}} \mid_{x_i=0}. \]  
(E.16)
For the right-hand side, we can insert (E.11) and obtain
\[ T_{\mu_1 \mu_2} \cdots T_{n-1, \mu_2} \eta_{\mu(1, \mu_2) \cdots \eta_{l, 2}} \]
\[ = \frac{1}{n!} \frac{2^n (d-2)!!!}{(d+2(n-1))!!!} \partial_{\mu_1} \cdots \partial_{\mu_2} \frac{1}{\sqrt{\det (1 - y T)}} \mid_{x_i, y=0}. \]
(E.17)
We can now commute the derivatives freely. Realising that
\[ \frac{1}{\sqrt{\det (1 - y T)}} = f(y x_1, \ldots, y x_n), \]
we find
\[ \partial_{\mu_1} \cdots \partial_{\mu_2} \frac{1}{\sqrt{\det (1 - y T)}} \mid_{x_i, y=0} = \partial_{\mu_1} \cdots \partial_{\mu_2} f(y x_1, \ldots, y x_n) \mid_{x_i, y=0} = n f^{(1, \ldots, 1)}(0, \ldots, 0), \]
and thus follows (E.14), as claimed.
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