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Abstract: Generally, the State-of-Health (SOH) monitoring and Remaining Useful Life (RUL) prediction and assessment of lithium-ion (Li-ion) batteries need to use sensors to obtain the degradation test data of the same type of batteries and establish the degradation model for reference. However, when the battery type is unknown, a usable reference model cannot be obtained, so its prediction and evaluation may be relatively inconvenient. In this paper, the State of-Health prediction for lithium-ion batteries based on a novel hybrid scheme is proposed. Firstly, historical charge/discharge time series and capacity series are extracted to analyze and construct Health Indicators, then using Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) to decompose the Health Indicator series into the trend and non-trend terms. Among them, the relatively smooth trend item data series uses the Autoregressive Integrated Moving Average model (ARIMA) for prediction; when dealing with the data series of non-trend items which are obviously non-smooth and seemingly random, the residuals predicted by ARIMA and the non-trend items obtained by CEEMDAN decomposition are combined into new non-trend items; then the least square support vector machine (LSSVM) is introduced to build a nonlinear prediction model and make predictions. Finally, combining the prediction results of the trend item data series and the non-trend item data series as a reference for the assessment of the state of health and remaining useful life. The 13 experimental results of 3 batteries verify the effectiveness of the scheme.
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1. Introduction

Lithium batteries have a high energy density, easy to use, and can be repeatedly used for charging and discharging, so they are widely used in various equipment such as automobiles, mobile phones, drones, etc. Therefore, the monitoring of its deterioration state and the evaluation of the performance are essential. But lithium batteries rely on the chemical reaction of its internal materials to convert electrical energy and chemical energy in order to store and release energy. Therefore, lithium batteries have strong nonlinear characteristics and are difficult to evaluate and predict. Generally, we use the discharge capacity of the battery in the cycle as the Health Indicator (HI), and then establish the degradation model based on the life-cycle data of the sample battery, and finally use various schemes to evaluate and predict the degradation state. However, in practice, the full-life degradation reference model of the battery is not always available in advance, as well as the measurement of the discharge capacity of the battery is complicated, and the aging rate is also difficult to measure. Therefore, there is a need for a more practical scheme for state of health evaluation and remaining useful life prediction, which has also become one of the key technologies for lithium battery health management system and the reliability of the equipment.
Over the years, many scholars have studied the degradation model, the monitoring of State-of-Health (SOH) and the prediction of Remaining Useful Life (RUL) of the batteries. Saha et al. predicted the remaining useful life of the battery by using particle filters (PF) [1,2]. He et al. studied the State-of-Health and remaining useful life of lithium batteries by using Bayes Monte Carlo (BMC) and Dempster Shafer (DS) theory [3]. Wang et al. estimated the remaining useful life of lithium-ion battery by correlation vector machine and conditional three parameter degradation model [4]. Xing et al. combines empirical exponential and polynomial regression model, and uses particle filter to track the degradation trend of battery [5]. Liu et al. [6–8] tracked the degradation of the battery by integrating monotone echo state network algorithm and grey analysis, optimized correlation vector machine algorithm and equal time discharge voltage difference, as well as capacity and equal discharge voltage time and monotone echo state network algorithm. Zhou et al. and Huang et al. [9,10] evaluated the SOH of Li-ion batteries by mean voltage falloff, instantaneous discharge voltage and voltage drop per unit time, respectively. Su et al. and Ren et al. [11,12] predicted the remaining useful life of the battery by interacting multiple model particle filter, automatic encoder and deep neural network. Sun et al. predicted the remaining useful life of the battery through capacitance, resistance, constant current charging time, and particle filter (PF) algorithm [13]. Wei et al. estimated the degradation of battery impedance by support vector regression and particle filter [14]. Zhang et al. used the single exponential model and particle filter to predict the life of lithium batteries [15]. Zhang et al. used the Box–Cox transformation and Monte Carlo simulation to estimate the remaining useful life [16]. Jia et al. combined the Gaussian Process Regression (GPR) method with probabilistic prediction, and used the extraction of Health Indicators from the voltage, current, and temperature curves to predict the short-term State-of-Health (SOH) [17]. Zhou et al. combined autoregressive integral moving average (ARIMA) and empirical mode decomposition (EMD) methods to predict battery capacity degradation and remaining useful life [18]. Chen et al. extracted the permutation entropy from the discharge voltage curve, then predicted the remaining useful life of the battery by using VMD, GM and ARIMA models [19]. Mao et al. predicts the RUL of the batteries by using Sliding Time Window, and Levenberg–Marquardt Ensemble Empirical Mode Decomposition and Long- Short-Term Memory Network (LSTM) [20].

In previous studies, scholars mainly focused on the Health Indicators (capacity, voltage, impedance, etc.) extracted from the experimental data of lithium battery degradation, and then obtained a reference model of the entire life of the lithium battery through these experimental data. Then use the constructed Health Indicators and various methods to evaluate the SOH of lithium batteries and predict the Remaining Useful Life and published many useful research results for people for reference. However, when the batteries type is unknown, the available reference model cannot be obtained, so its prediction and evaluation are relatively inconvenient and the degradation of the battery involves very complicated internal chemical and material factors, etc., so this is a non-linear and uneven degradation process, which is not possible to obtain the required accurate battery life degradation model in every situations. Several factors make the application of online prediction more difficult.

After referring to the literature of a large number of scholars as mentioned above, a State of Health prediction based on a Novel hybrid approach is proposed in this article. First, the capacity degradation data series and charge/discharge time data series are extracted from the dataset, and the correlation analysis between the charge/discharge time series and the capacity degradation series is performed, according to the previous research, the Time Health Indicators are more convenient to be used than voltage Health Indicators [21]. Then, three data series are decomposed by Complete Ensemble Empirical Mode Decomposition with adaptive noise (CEEMDAN) to obtain two parts of the batteries deterioration trend and non-trend items. For relatively smooth trend items, the classic ARIMA is used to perform multi-step prediction to obtain the degradation trend prediction results.

For the non-smooth and seemingly random non-trend terms, combine the residuals of ARIMA forecasting trend items with the non-trend items obtained by CEEMDAN decomposition into new non-trend items, and the LSSVM is introduced to build a nonlinear prediction model, and multi-step
prediction of the data series is performed. Finally, the prediction results of trend items and non-trend items are combined to evaluate the SOH of lithium batteries. In the experimental session, we selected three batteries in the CS2 series provided by the CALCE Battery Research Group of the University of Maryland [22] as representatives to conduct the experiments. The experimental results show that this scheme can effectively estimate the future State of Health of lithium batteries. Since this solution uses part of the historical data that has been detected for modeling, the battery SOH and RUL can be predicted when the full-life degradation reference model of the batteries cannot be obtained in advance. Besides, the proposed scheme is helpful to improve the prediction effect when the monitored battery data suddenly rises/falls, and it can be used online.

The rest of the paper is organized as follows: Section 2 analyzes the lithium battery data set and performs a correlation analysis on the extracted charge, discharge sequence, and capacity data sequence to construct a Health Indicator. Section 3 performs signal decomposition on the Health Indicator data series using CEEMDAN to obtain two data series of deterioration trend items and non-trend items. Section 4 uses the Autoregressive Integrated Moving Average model to perform a prediction experiment on a relatively smooth trend item data series. In Section 5 the trend term residual predicted by ARIMA and the non-trend term obtained by CEEMDAN decomposition are combined into a new non-trend term. Then the non-trend nonlinear prediction model of seemingly random degradation data is established by using least square support vector machine, and prediction experiments are carried out. Section 6 discusses the experimental results by combining the prediction results of the trend data and non-trend data. Finally, Section 7 is the conclusion.

2. Dataset Analysis and Health Indicator Construction

The aging test of lithium batteries is a time-consuming process, and requires sophisticated and expensive test equipment. The CALCE Battery Research Group of the University of Maryland conducted aging tests on some batteries and then posted the data on the website [22] for researchers in related fields to study and use. In this paper, the CS2 series batteries dataset published by CALCE Battery Research Group is for experiments, and the data can be downloaded from their website. From the description in the CALCE dataset, the rated capacity of the CS2 batteries is 1100 mAh, and all CS2 batteries are charged at a constant current of 0.5 c until 4.2 V, and then maintain a voltage of 4.2 V until the charging current is less than 0.05 A. In the dataset, CS2-37 cycled at 0.5 C, and CS2-35 and CS2-27 cycled at 1C.

The capacity deterioration curve of three batteries from the CALCE dataset are illustrated as Figure 1. It can be seen that with the repeated use of the battery, the available capacity will gradually become smaller, that is to say, the battery will gradually deteriorate. According to previous research, the intermediate stage of the battery voltage rise/fall process can well reflect the deterioration of the batteries, that is, in each cycle, the closer the voltage is approaching to the area near the Platform of the charge/discharge voltage, the higher the correlation coefficient between the time is required for the voltage rise/fall and the battery capacity [21]. Besides, choosing a voltage interval that is too small is not conducive to reflecting the deterioration of the battery capacity. In this article, the charging voltage range is set to 3.7 V–4.0 V, and the discharging voltage range is set to 4 V–3 V for experiments. Then, the charge/discharge data series are constructed based on this method and then compared with the capacity data series. In this paper, we use Spearman’s rank correlation coefficient, Pearson’s linear correlation coefficient and Kendall’s tau correlation coefficient to analyze the correlation between health indicator data series and capacity degradation data series. These three correlation coefficients are abbreviated as Spearman’s rho, Pearson’s r, Kendall’s tau. [23,24]. Take CS2-37 as an example for a brief analysis, and other situations are similar and will not be analyzed here. For more details, see literature [21].
Figure 1. The capacity, charge time, and discharge time curve (CS2-37 battery): (a) capacity; (b) charge time and capacity; (c) discharge time and capacity.

As can be seen from Figure 1, as the battery is repeatedly charged and discharged, its capacity obviously shows nonlinear, non-stationary, and non-smooth deteriorating phenomenon. Moreover, due to some “rest” state during the experiment, it will lead to the short-term recovery of the discharge capacity. The performance of this on the degradation curve is a sudden and large increase in a short period of time, and then continue to decline. This phenomenon is very common in the life cycle of lithium batteries, only existing some difference about more or less energy recovery. Similarly, due to some reasons, the discharge capacity of the battery may suddenly drop sharply. Besides, these phenomena can also be explained from the perspective that the battery is a non-linear system involving many complex factors such as materials and chemistry. Also, as can be seen from Figure 1 and Table 1, the Time Health Indicator can effectively reflect the deterioration status of the lithium batteries.

Based on the analysis above, a hybrid method for evaluating the State-of-Health of lithium-ion batteries is proposed in this paper. The block diagram of this scheme is shown in Figure 2.

Table 1. Examples of the correlation coefficients between HI and capacity degradation.

| Correlation Coefficient | Dataset | Capa and Char | Capa and Dischar |
|-------------------------|---------|---------------|-----------------|
| Kendall’s tau           | CALCE   | 0.9484        | 0.9407          |
| Pearson’s r             | CS2-37  | 0.9825        | 0.9896          |
| Spearman’s rho          |         | 0.9954        | 0.9942          |

“Capa” means “Capacity”, “Char” is “Charge time”, and “Dischar” is “Discharge time”.
3. The Signal Decomposition

Since the battery is a non-linear system and due to various factors, its degradation curve is non-stationary and non-linear. After the analysis of the experimental process and the data, it can be found that some of the sudden changes in the curve are the transient recovery of energy caused by the normal “rest” of the battery, and not all are noise data. Therefore, to obtain the deterioration trend of the battery from the data sequence, and the useful signal in the data sequence cannot be eliminated arbitrarily, which requires the data signal to be decomposed.

The Empirical Mode Decomposition (EMD) is a nonlinear and non-stationary signal decomposition and processing method proposed by Huang, this method does not need to set the basis function such as wavelet decomposition, but there may be mode aliasing which may affect the effect of signal processing [25]. Ensemble Empirical Mode Decomposition (EEMD) improves the defects of EMD decomposition through auxiliary noise, but for better results, it needs to increase the number of averaging, which is more complicated. The Complete Ensemble Empirical Mode Decomposition with adaptive noise (CEEMDAN) adds adaptive white noise at each stage of decomposition, calculates the unique residual signal to obtain each mode component. Compared with EEMD, the decomposition process is complete and efficient [26–29]. Therefore, the CEEMDAN algorithm is applied in the proposed scheme to decompose the battery deterioration data sequence into two parts: trend and non-trend.

3.1. Decomposition Method of EMD, EEMD, and CEEMDAN

In the EMD method, the intrinsic mode function, IMFs are obtained according to the different fluctuations of the signal obtained by the sensor. The IMFs need to satisfy two conditions: the number of local extremum points and zero crossing points must be equal or at most one difference, and the average value of envelope of local maximum value and local minimum value is zero. In the EEMD method, by adding noise to the original signal multiple times and then perform EMD decomposition separately. Next, average the obtained IMF to obtain the final component, and use multiple averaging operations to eliminate white noise [27,30–32]. The steps of EEMD algorithm are as follows [29]:

**Step 1:** Assuming that \( x(n) \) is the signal that needs to be decomposed, and \( w^i(n) \) is the Gaussian white noise added by the \( i \)-th experiment, then

\[
x^i(n) = x(n) + w^i(n), \quad (i = 1, \ldots, I)
\]
Step 2: Decompose each \( x^i(n) \) using EMD to get its mode \( IMF^i_k(n) \), where \( k = 1, \ldots, k \) and represents the serial number of the modes.

Step 3: The \( k \)-th mode of \( x(n) \) is written as \( IMF_k \), and the average value of \( IMF_k \) is

\[
\bar{IMF}_k = \frac{1}{I} \sum_{i=1}^{I} IMF^i_k(n)
\]  

(2)

In the EEMD method, the signal \( x^i(n) \) containing different white noise is subjected to different decompositions in each experiment, and the residuals \( r^i_k(n) = r^i_{k-1}(n) - IMF^i_k(n) \) of the signals are also different; as the average number increases, the error can be gradually reduced. Based on the EEMD method, by adding white noise at each stage, CEEMDAN can achieve a smaller reconstruction error at a smaller average number of times and solve the defect of an incomplete decomposition of EEMD [27-32]. Define \( E_j(\cdot) \) as the \( k \)-th mode generated by EMD and the \( k \)-th mode component produced by CEEMDAN as \( \bar{IMF}_k \), then the algorithm flow of CEEMDAN [29] is as follows:

Step 1: Same as EMD, CEEMDAN conducted \( I \) times experiments on signal \( x(n) + \epsilon_0 \omega^j(n) \), and decompose the signal \( x(n) + \epsilon_0 \omega^j(n) \) by EMD \( I \) times to calculate the 1st mode \( IMF_1(n) \), and calculate the 1st residual \( r_1(n) \) in the 1st stage.

\[
\begin{align*}
\text{IMF}^1_1(n) &= \frac{1}{I} \sum_{i=1}^{I} IMF^i_1(n) = \tilde{IMF}_1(n) \\
r_1(n) &= x(n) - IMF_1(n)
\end{align*}
\]

(3)

Step 2: Conduct \( i \) times (\( i = 1, \ldots , I \)) experiments to decompose the signal \( r_1(n) + \epsilon_1 E_1(\omega^j(n)) \) until the first EMD mode is calculated, and then calculate the 2nd mode:

\[
\text{IMF}^2_2(n) = \frac{1}{I} \sum_{i=1}^{I} E_1 \left( r_1(n) + \epsilon_1 E_1(\omega^j(n)) \right)
\]

(4)

Step 3: For other stages (\( k = 2, 3, \ldots k \)), calculate the \( k \)th residual signal \( r_k(n) = r_{k-1}(n) - \text{IMF}_k(n) \) and calculate the \( k + 1 \) modal components, which is as follows:

\[
\text{IMF}^{k+1}_{k+1}(n) = \frac{1}{I} \sum_{i=1}^{I} E_k \left( r_k(n) + \epsilon_k E_k(\omega^j(n)) \right)
\]

(5)

Step 4: Return to Step 4 until the residual cannot be decomposed (residual extreme point <= 2).

Step 5: After calculating a total of \( K \) modes, calculate the residual signal \( R(n) = x(n) - \sum_{k=1}^{K} \text{IMF}_k \).

Finally: The decomposition result of the original signal \( x(n) = \sum_{k=1}^{K} \text{IMF}_k + R(n) \).

Although CEEMDAN has improved the end effect compared with other methods, such as EMD and EEMD, for a better decomposition, the endpoint mirroring method is used to symmetrically map outward at the signal boundary to form a closed curve.

3.2. Result of the Signal Decomposition

In practice, as the times of charging/discharging cycles increases, the data obtained by the sensor also increases. Here, choose different prediction starting points arbitrarily, that is, the known data in the experiment are different, also take CALCE CS2-37 as examples for analysis and research, use the above-mentioned signal decomposition algorithm [27–32] to decompose the battery health indicator time series data, the decomposition results are shown in Figure 3.
Figure 3a shows the capacity for all cycles, Figure 3b shows the charging time when it has been charged 700 cycles, and Figure 3c shows the discharge time with 500 cycles; the non-trend items (combination of other IMFs) are shown in Figure 4. It can be seen from the figures that the Health Indicators (capacity, time) extracted from the monitoring data obtained by sensors have been successfully decomposed into a set of modal functions (the Res in Figure 3 represents the residual term). Then, use Res as the basic trend, and the trend items are constructed using the reverse combination method, that is, first compare the Res with the original data, and if the difference is too big, the last IMF will be added to the basic Res. If this is not enough to describe the trend, the penultimate IMF will be added. After many experiments, usually, the Res or the combination of adding the last one or two IMFs can well represent the trend of the raw data. The steps to determine the trend items and non-trend items are as follows (take Figures 3a and 4a as examples):

**Step 1:** Assuming trend item = Res, non-trend item = $\sum_{i=1}^{9} IMF_i$

**Step 2:** Determine whether the trend item is appropriate (such as mean calculation, correlation analysis, or other standards that are considered set, etc.)

**Step 3:** If the trend item and trend item are inappropriate, assuming the trend term = Res + IMF$_9$, non-trend item = $\sum_{i=1}^{8} IMF_i$

**Step 4:** Continue until the two items are suitable.

In this way, the raw data is divided into relatively smooth trend items and non-smooth trend items and then using the ARIMA and LSSVM to predict the two data series, respectively.
4. The ARIMA Model

4.1. Principle of the ARIMA Model

The ARIMA \((p, d, q)\) model is an autoregressive integrated moving average model. This model transforms non-stationary time series into stationary time series, only the lag value of dependent variable, the present value and lag value of random error term are regressed. This is a commonly used random time series model. In the model, AR is an autoregressive model, MA is the moving average, \(d\) is the order of difference. The model converts non-stationary time series into stationary by \(D\)-order difference. The highest order of autocorrelation is \(p\), and the highest order of moving average is \(q\), this usually contains \(p + q\) independent unknown coefficients. Since this is a common set of time series forecasting methods, only the necessary definitions and explanations will be made here, and no detailed description will be given [33–36].

**Definition 1.** \(AR(1), AR (2)\) and \(AR (p)\) model:

\[
\begin{align*}
AR(1) \text{ model} &: X_t = a_0 + a_1 X_{t-1} + \epsilon_t \\
AR(2) \text{ model} &: X_t = a_0 + a_1 X_{t-1} + a_2 X_{t-2} + \epsilon_t \\
AR(p) \text{ model} &: X_t = a_0 + a_1 X_{t-1} + a_2 X_{t-2} + \cdots + a_p X_{t-p} + \epsilon_t = a_0 + \sum_{i=1}^{p} a_i X_{t-i} + \epsilon_t
\end{align*}
\]

where \(\epsilon_t\) is the white noise series, and \(a_0, a_1, a_2, \cdots a_p\) is \(p + 1\) real numbers. This model is called the \(p\)-order autoregressive model, denoted as the \(AR(p)\) model, and the series \(X_t\) suitable for this model is called the \(AR(p)\) series.
Definition 2. MA (1), MA (2) and MA (q) model:

\[
\begin{align*}
    \text{MA(1) model: } X_t &= c_0 + \epsilon_t - b_1 \epsilon_{t-1} \\
    \text{MA(2) model: } X_t &= c_0 + \epsilon_t - b_1 \epsilon_{t-1} - b_2 \epsilon_{t-2} \\
    \text{MA(q) model: } X_t &= c_0 + \epsilon_t - b_1 \epsilon_{t-1} - b_2 \epsilon_{t-2} - \cdots - b_q \epsilon_{t-q} = c_0 + \epsilon_t - \sum_{i=1}^{q} b_i \epsilon_{t-i}
\end{align*}
\]  

(7)

where \( c_0 \) is a constant and \( \epsilon_t \) is a white noise series.

Definition 3. ARMA (p,q) model:

The ARMA (p,q) model is a combination of the AR (p) model and MA (q) model, which is an autoregressive moving average model, as shown in the equation below.

\[
\text{ARMA(p,q) model: } X_t = a_0 + \sum_{i=1}^{p} a_i X_{t-i} + \epsilon_t + \sum_{i=1}^{q} b_i \epsilon_{t-i}.
\]

(8)

where \( \epsilon_t \) is a white noise sequence, \( \forall s < t \), \( \mathbb{E} \epsilon_t \epsilon_s = 0 \) If \( a_0 = 0 \), it is called decentralized ARMA (p,q) model.

If \( q = 0 \), the model is AR (p).

If \( p = 0 \), the model is MA (q).

Definition 4. ARIMA (p,d,q) model:

The ARIMA (p,d,q) model first transforms the non-stationary historical data sequence \( Y_t \) into a stationary data sequence \( X_t \) by d-order difference processing, then establish an ARMA (p,q) model and predict, and finally restore the d-order difference to get the predicted data of \( Y_t \).

After the ARIMA model is established, the characteristics of the autocorrelation function (ACF), partial autocorrelation function (PACF), as well as the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) are used to determine the order. After the model test, the prediction can be carried out. The prediction process of the trend items data series of SOH for lithium batteries based on the ARIMA model shows in Figure 5.

![Flowchart of the ARIMA model prediction.](image)

Figure 5. Flowchart of the ARIMA model prediction.

4.2. ARIMA Prediction Experiment of Trend Terms

As the battery gradually deteriorates, its dischargeable capacity will gradually decrease, and the chargeable/dischargeable time will also become shorter. Assuming that part of the battery data (300 cycles) has been monitored, the experimental results (CS2-37) is shown in Figure 6. Figure 6a is the capacity trend item decomposed by CEEMDAN, Figure 6b is the trend item prediction using ARIMA, and Figure 6c is the non-trend item after decomposition.
Monte Carlo simulations. As can be seen in the figure, the results of the ARIMA multiple Monte Carlo simulation predictions are generally similar (multiple gray dotted lines). Besides, as the number of ARIMA Monte Carlo simulations increases (approximately hundreds of times), its average value is very close to the ARIMA MMSE prediction.

Figure 6. CEEMDAN decomposition and prediction of trend items (CS2-37): (a) trend items obtained by CEEMDAN; (b) trend items predicted based on ARIMA; (c) CEEMDAN non-trend items.

In Figure 6b, the ARIMA prediction model is based on Figure 6a. The red curve is the MMSE prediction result curve based on the ARIMA model. The thin gray dotted line is the multiple Monte Carlo simulation based on the ARIMA model. The blue curve is the mean value of multiple ARIMA Monte Carlo simulations. As can be seen in the figure, the results of the ARIMA multiple Monte Carlo simulation predictions are generally similar (multiple gray dotted lines). Besides, as the number of ARIMA Monte Carlo simulations increases (approximately hundreds of times), its average value is very close to the ARIMA MMSE prediction.

Figure 7 shows the residuals of ARIMA and results of residual testing (corresponding to Figure 6). Among the figures, QQplot is the relationship between the sample quantile and the theoretical quantile of the normal distribution. The QQplot in Figure 7 approximates a straight line, which means that it approximates the behavior of a normal distribution. So according to the statistical knowledge and the basic principles of ARIMA, and from the Figures of the autocorrelation function, partial autocorrelation function, and the QQPlot, it can be seen that the residual of this example contains less battery degradation information, so it can be decided whether to discard the residual according to the accuracy requirements. It can be seen from the above analysis that when the full-life reference model cannot be obtained in advance, the ARIMA model can predict the State of Health of the battery based on the part of the data that has been obtained. With the increase of monitoring data, the effect has gradually improved. However, there are certain errors in the current model and prediction results, and the correction of these errors will be corrected later.
Monte Carlo simulations. As can be seen in the figure, the results of the ARIMA multiple Monte Carlo simulation predictions are generally similar (multiple gray dotted lines). Besides, as the number of ARIMA Monte Carlo simulations increases (approximately hundreds of times), its average value is very close to the ARIMA MMSE prediction.

Figure 6. CEEMDAN decomposition and prediction of trend items (CS2-37): (a) trend items obtained by CEEMDAN; (b) trend items predicted based on ARIMA; (c) CEEMDAN non-trend items.

Figure 7. Residual and residual test (CS2-37): (a) residuals; (b) standardized residuals; (c) standardized residuals histogram; (d) autocorrelation function; (e) partial autocorrelation function; (f) QQ plot.

4.3. Residuals of Autoregressive Integrated Moving Average Model

Generally, the residuals predicted by ARIMA should pass the autocorrelation test of 0.05 significance level (related to actual accuracy requirements). But, according to the actual situation and accuracy requirements, the residuals of the ARIMA model and the non-trend items obtained by CEEMDAN decomposition can be combined to construct new non-trend items, like the Figure 8b in Section 5.2 in this paper.
Figure 8. Experimental results (CEEMDAN discharging time of the CS2-37 battery).

5. Prediction Based on LSSVM
5.1. Phase Space Reconstruction Theory

The support vector machine (SVM) is a regression method based on the VC dimension and structural risk minimization. It is suitable for nonlinear small sample problems. Least squares support vector machine (LSSVM) transforms the problem into solving linear equations and the convergence speed is faster [37–42]. Next, a brief description of its principle follows.

Suppose the input training data is

\[
\{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\}
\]

If \( x \) is the nonlinear mapping, \( w \) is the weight coefficient of the feature space, and \( b \) is the offset, then the linear Equation (10) of the high-dimensional feature space can be used to fit the training data.

\[
f(x) = w^T \phi(x) + b
\]

According to the principle of structural risk minimization, LSSVM regression can be expressed as the constrained optimization problem of Equation (11):

\[
\begin{align*}
\min & \frac{1}{2} w^T w + \frac{1}{2} \sum_{i=1}^{l} e_i^2 \\
\text{s.t.} & \ y_i = w^T \phi(x_i) + b + e_i, \ i = 1 \sim l
\end{align*}
\]
Then the Lagrange function is introduced to transform the optimization problem of (11) to the dual space, and Equation (12) can be obtained:

\[
L = \frac{1}{2}w^Tw + \frac{\lambda}{2} \sum_{i=1}^{l} e_i^2 - \sum_{i=1}^{l} \alpha_i \left( w^T \phi(x_i) + b + e_i - y_i \right).
\]  

(12)

In Equation (12), \( \alpha \) is the Lagrange multiplier and \( \lambda \) is a constant. According to the Karush–Kuhn–Tucker (KKT) conditions, Equation (13) can be obtained:

\[
\begin{align*}
\frac{\partial L}{\partial w} &= 0 \\
\frac{\partial L}{\partial b} &= 0 \\
\frac{\partial L}{\partial e_i} &= 0 \\
\frac{\partial L}{\partial \alpha_i} &= 0
\end{align*}
\]

\[
\begin{align*}
w &= \sum_{i=1}^{l} \alpha_i \phi(x_i) \\
\sum_{i=1}^{l} \alpha_i &= 0 \\
\alpha_i &= \gamma e_i \\
w^T \phi(x_i) + b + e_i - y_i &= 0
\end{align*}
\]  

(13)

According to Equation (13), Equation (14) can be obtained:

\[
\begin{bmatrix}
0 & \alpha^T \\
\alpha & Q + I/\gamma \\
\gamma & \alpha
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha
\end{bmatrix} =
\begin{bmatrix}
0 \\
y
\end{bmatrix}
\]

(14)

According to the Mercer condition, Equation (15) can be obtained:

\[
\begin{align*}
k(x_i, x_i) &= \phi(x_i)^T \phi(x_i) \\
f(x) &= \sum_{i=1}^{l} \alpha_i k(x_i, x) + b
\end{align*}
\]  

(15)

In Equation (14), \( \gamma \) is also the model parameter. In this paper, the multi-dimensional input 1-dimensional output predictor is constructed; for example, the input of 5-dimensional predictor can be expressed as Equation (16).

\[
\{x_2, \cdots, x_{m+1}; x_2, \cdots, x_{m+1}; x_3, \cdots, x_{m+2}; x_4, \cdots, x_{m+3}; x_5, \cdots, x_{m+5}\}
\]  

(16)

To determine the LSSVM parameters, two methods are tested here. Cross-validation is to divide the data into training set and validation set, use the training set to train the model, use the validation set to test the model and conduct evaluation, and then solve the model parameters when the performance index of the model is the best. Another method is to use the particle swarm optimization (PSO) method. The steps of PSO are as follows,

**Step 1:** Initialize, such as speed, position, inertia factor, acceleration constant, number of iterations, etc.

**Step 2:** Evaluate the initial fitness value of each particle and use it as the local optimal value of the particle, and its position as the location of the local optimal value of the particle.

**Step 3:** Take the best initial adaptation value as the current global optimal value, and its position as the location of the global optimal value.

**Step 4:** Update the flying speed of each particle according to Equation (17) and limit the amplitude, and update the current position of the particle. In the formula, \( i = 1 \cdots m \), \( d = 12 \cdots D \), \( w \) is an inertia factor (non-negative number), \( c1, c2 \) is a non-negative constant acceleration factor, \( r1, r2 \)
are random numbers in (0,1), $\alpha$ is the constraint factor used to control the speed weight, $m$ is the number of particles, $D$ is the dimension of the target search space.

$$\begin{align*}
    v^d_i &= w_cv^d_i + c_1r_1(p^d_i - x^d_i) + c_2r_2(p^d_g - x^d_i) \\
    x^d_i &= x^d_i + \alpha v^d_i
\end{align*}$$

(17)

**Step 5:** Compare the effect of the current particle fitness value. If satisfied, the current fitness value is regarded as the local optimum, and its position is regarded as the location of the particle’s local optimum.

**Step 6:** Find the global optimal value in the current swarm and use it as the location of the global optimal value of the particle swarm.

**Step 7:** Repeat steps 4–6 until the number of iterations is reached.

**Step 8:** Output the global optimal value and position of the particle swarm, the local optimal value and the position of each particle.

### 5.2. Prediction Experiment of Non-Trend Data Sequence of Lithium Battery Health Indicator

Since the trend item can usually reflect the degradation trend of the battery. Comparing the prediction of the trend item with the original data we can observe the experimental effect. In fact, the results of modal decomposition have a certain relationship with the data, and the results of the modal decomposition of all data and partial data are not necessarily the same. When only part of the data is known in practical applications, it is inconvenient to directly compare the prediction effects. Therefore, the data of the entire life cycle is decomposed in the proposed scheme, and then part of the data of non-trend items is regarded as known, and experiments are carried out in this way to verify the effect of the experiment.

Next, we take the non-trend item data obtained from the full life cycle modal decomposition of CS2-37 as an example, and test two methods of LSSVM, direct prediction and recursive prediction. Figure 8a shows the CEEMDAN decomposition trend items and non-trend items for all data. Figure 8b is the LSSVM direct prediction of the non-trend items in proposed in scheme (CEEMDAN decomposition trend term and ARIMA residual combination as a new non-trend term). Figure 8c,d is another experiment (only the starting point is predicted to become the 700th cycle). Here, the two conclusions can be drawn from Figure 8. Firstly, the results of each CEEMDAN decomposition are not necessarily the same (such as Figure 8a,c are not exactly the same), but they basically reflect the deterioration trend of the battery. Secondly, ARIMA prediction of non-trend items may be seriously wrong but LSSVM will not. Besides, in the experiments later in this article, the residual error by ARIMA predicted is added to the non-trend item data decomposed by CEEMDAN to maintain the integrity of the data. Here, because the step size of direct prediction is limited by the known data length, the last short segment is a straight line.

Figure 9 shows the experimental results of the recursive prediction. Among them, Figure 9a is a 1-step recursive cross-validation LSSVM prediction with a prediction starting point of 400, Figure 9b is 3-step recursive cross-validation LSSVM prediction, and Figure 9c is 1-step recursive prediction of particle swarm optimization-least squares support vector machine (PSOLSSVM). Figure 9d is 1-step recursive cross-validation LSSVM prediction with a prediction starting point of 600, Figure 9e is 3-step recursive cross-validation LSSVM prediction, and Figure 9f is 3-step recursive prediction of PSOLSSVM. It can be seen from the figures that the short-term prediction of LSSVM with cross-validation optimization and PSO optimization has achieved relatively satisfactory results, but after many experiments, the following two conclusions have been obtained. First, the LSSVM recursive prediction gradually becomes worse as the prediction step size increases. Second, the speed of PSO optimization is slower than that of cross-validation.
not necessarily the same (such as Figure 8a,c are not exactly the same), but they basically reflect the deterioration trend of the battery. Secondly, ARIMA prediction of non-trend items may be seriously wrong but LSSVM will not. Besides, in the experiment's later in this article, the residual error by ARIMA predicted is added to the non-trend item data decomposed by CEEMDAN to maintain the integrity of the data. Here, because the step size of direct prediction is limited by the known data length, the last short segment is a straight line.

Figure 8. Experimental results (CEEMDAN discharging time of the CS2-37 battery).

Figure 9. Experimental results (CEEMDAN discharging time of the CS2-37 battery): (a,b,d,e) cross-validation least square support vector machine (LSSVM); (c,f) PSOLSSVM.

As can be seen from the above experiment that, based on LSSVM, the non-trend items can be predicted within a certain period, but the long-term error is large, which is consistent with the principle of LSSVM prediction. Besides, the prediction results of non-trend items are generally within the range of known non-trend items, but there are serious errors in the prediction of non-trend projects based on ARIMA, and by adding the residual of ARIMA prediction to the non-trend items for processing, it is helpful to reduce the loss of information. Therefore, in the prediction of SOH of unknown types of lithium batteries, use of the ARIMA model predicts the general degradation trend of SOH in a certain period, and assisting the LSSVM prediction can improve the prediction effect. For details of the results of the comprehensive evaluation experiment of SOH, please refer to Section 6.
6. Comprehensive Evaluation of the SOH and Discussion

In this paper, experiments are carried out in three cases, and these experiments are used to verify the effectiveness of the proposed scheme. The first case is the use of Capacity Health Indicator, such as CS2-35 battery. The second case is the use of Charge Time Health Indicator, such as CS2-35, CS2-37. The third case is the use of Discharge Time Health Indicator, such as CS2-37, CS2-34.

6.1. Experimental Results

The 13 experimental results of the proposed method are as follows. Among them, the trend items are predicted by using ARIMA, and then the predicted residuals are combined with the non-trend items obtained by CEEMDAN decomposition to construct new non-trend items, and using LSSVM (cross-validation) to predict. Finally, the prediction results of the two are combined to evaluate the SOH of the lithium battery (the red triangle in the figure is the experimental result, the blue line is the number of cycles the battery has been used). It can be seen from the results that when the appropriate ARIMA parameters cannot be obtained, the scheme proposed can effectively improve the prediction effect (compared with the black curve).

6.2. Discuss

Figures 10 and 11 are the experimental results of CS2-35 based on Capacity and Charge Time Health Indicators, respectively. As can be seen from Figure 10, the scheme proposed has a better prediction effect than ARIMA. In Figure 10a, the ARIMA method fails to predict the decline of the battery. The proposed scheme predicts the decline of the battery. In Figure 10b,c, the proposed scheme is corrected to some extent under the condition that ARIMA can predict the battery degradation. The results in Figure 11 are similar to Figure 10. In Figure 11a,b, the proposed scheme is better corrected than the results of the ARIMA scheme. The prediction deviation of ARIMA in Figure 11c is larger, and the prediction deviation of the proposed scheme is smaller.

![Figure 10. Experimental results (capacity of the CS2-35 battery).](image-url)
Figure 11 shows the experimental results of CS2-37 battery based on the Discharge Time Health Indicator. From Figure 12a, it can be seen that because there is no full cycle life model of the same type of battery as a reference, and the amount of data is small; the effect of this experiment is not particularly perfect. However, compared with ARIMA, the proposed scheme still predicts fluctuations to a certain extent, and the ARIMA model does not predict the fluctuations well. After many experiments, it can be found that as the battery continues to be used, more and more data is obtained, and the prediction effect is significantly improved, such as shown in Figure 12b, the proposed scheme has improved a lot compared with ARIMA. In Figure 12c, the ARIMA model automatically constructed based on the AIC–BIC criterion has a wrong prediction, but the proposed scheme can continue to predict.
Figure 13 shows the experimental results of CS2-34 based on Discharge Time Health Indicator and CS2-37 based on Charge Time Health Indicator. It can also be seen from these figures that, in the case where the full-life data model cannot be obtained as a reference model, the scheme proposed can effectively evaluate the SOH of lithium batteries by relying on only part of the historical data. And when the monitored battery data changes significantly, the scheme proposed in this article can also continue to make a good prediction of the SOH of the batteries.

6.3. Error Analysis

In Section 6.1, Figure 10d is the error analysis of the three predictions in Figure 10. Figure 10d is also the error analysis of the three predictions in Figure 11. Figure 12d is the error analysis of the three predictions in Figure 12. Figure 13c,f is the error analysis of the three predictions in Figure 13.

In Figure 10d, the error of the three prediction experiments using the proposed scheme (CEEMDAN-ARIMA-LSSVM) is better than that of the direct prediction scheme without decomposition.
In Figure 11d, the error of two experiments has been improved (corresponding to Figure 11a,b, and the error of one experiment has been greatly improved (corresponding to Figure 11c). In Figure 12d, the short-term error of the first experiment was improved, and the long-term prediction error was not significantly different from the direct prediction scheme without decomposition (corresponding to Figure 12a). The error of the second experiment is also effectively improved (Figure 12b). In the third experiment, the proposed scheme avoids false prediction of the scheme without decomposition (Figure 12c). Here, since the health status of the battery is getting worse and worse as a whole, but the prediction in Figure 12c is not the case, we define this prediction as a false prediction.

As can be seen from Figure 13a–c, the two experimental results with direct prediction without prior decomposition had a false prediction, but the proposed scheme avoids this false phenomenon. The error of the first experiment has been improved, the short-term effect of the second experiment is better, and the long-term prediction effect is not as good as the short-term prediction. It can be seen from Figure 13f that the error of the second experiment has been effectively improved (corresponding to Figure 13d). In the first experiment, the medium and short-term (before about 800 cycles) prediction distortion is effectively improved (Figure 13e). However, the effect of long-term prediction (after about 800 cycles) is not as good as that of medium and short term prediction.

From the above experiments, it can be found that when the data monitored by the battery suddenly change significantly. For example, the capacity of the battery or the charging/discharging time suddenly drops rapidly due to some reasons at some time or the short-term energy regeneration phenomenon caused by the battery’s short rest. In this case, using the scheme proposed in this article for forecasting can better improve the forecasting effect. Besides, if the short-term prediction of SOH of the battery is needed, LSSVM-based recursive prediction can be considered to predict non-trend items according to demand. The experimental process is similar to this, except that the prediction results of non-trend items are slightly different, similar to the results shown in Figure 9, and because when only the known data is decomposed, the decomposition result of the new non-trend item cannot be known in advance, but Figure 9 can be used instead of verification. It can be seen from the figure that the experimental effects of non-trend projects can achieve the expected results relatively well.

7. Conclusions

Generally, the SOH prediction of lithium batteries mainly relies on degradation data of the same type of batteries to construct a reference model, and calculates the discharge capacity of the batteries in the historical cycle to estimate their future available capacity. However, when the reference model based on the full-life data of the same type of battery cannot be obtained in advance, it is more difficult to predict its SOH. Besides, the degradation of the battery involves very complicated internal chemical and material factors, etc. So this is a non-linear and uneven degradation process, and it is not possible to obtain the required accurate battery life degradation model in every situations, various reasons make the application of online prediction more difficult.

In this paper, a data series based on the capacity and charge/discharging time was extracted from the lithium battery data set, their correlations analyzed, constructed as a Health Indicator of the batteries, and then the known Health Indicator data series is decomposed using the CEEMDAN algorithm. Then, select the appropriate IMFs to construct the trend item of the Health Indicator according to the demand (reverse order combination), and use the ARIMA model to predict it. Next, combine the ARIMA prediction residual with the remaining IMFs to construct a new non-trend item, and use the LSSVM method to predict the newly constructed non-trend items (use cross-validation or PSO to find the optimal parameters as required). Finally, the prediction results of the two are combined to make a comprehensive assessment of the SOH of lithium batteries.

In the experimental part of Section 6, by using the proposed scheme, and taking the capacity, charging time and discharge time as Health Indicators, the three batteries (CS2-35, CS2-34, CS2-37) were tested. The experimental results are given in Section 6.1, and these results are discussed in Section 6.2. These experimental results verify the effectiveness of the proposed scheme. Besides,
the scheme can also effectively improve the prediction effect when the data monitored by the battery changes greatly, such as when the data suddenly drops or when the energy regeneration causes the data to rise suddenly. In addition, the solution proposed in this paper only relies on partial historical data, therefore, it can be used in a wider range of applications, such as in the case of unknown battery type, that is to say, when it is difficult to establish a full-life model based on the degradation data of the same type of battery, and this scheme can predict the SOH of the battery online.
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