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This paper aims at the trajectory tracking problem of robot manipulators performing repetitive tasks in task space. Two control schemes are presented to conduct trajectory tracking tasks under uncertain conditions including unmodeled dynamics of robot and additional disturbances. The first controller, pure adaptive iterative learning control (AILC), is based upon the use of a proportional-derivative-like (PD-like) feedback structure, and its design seems very simple in the sense that the only requirement on the learning gain and control parameters is the positive definiteness condition. The second controller is designed with a combination of AILC and neural networks (NNs) where the AILC is adopted to learn the periodic uncertainties that attribute to the repetitive motion of robot manipulators while the add-on NNs are used to approximate and compensate all nonperiodic ones. Moreover, a combined error factor (CEF), which is composed of the weighted sum of tracking error and its derivative, is designed for network updating law to improve the learning speed as well as tracking accuracy of the system. Stabilities of the controllers and convergence are proved rigorously by a Lyapunov-like composite energy function. The simulations performed on two-link manipulator are provided to verify the effectiveness of the proposed controllers. The results of compared simulations illustrate that our proposed control schemes can significantly conduct trajectory tracking tasks.

1. Introduction

Iterative learning control (ILC) is a well-established control scheme for systems with repetitive tasks during a finite time interval. The fundamental idea of this method is to iteratively construct a control input based on errors from previous control information so that the performance of the system such as trajectory tracking and disturbance attenuation can be optimized. ILC has been widely adopted in industries and manufacturing for control of repetitive tasks, such as train operation systems [1], subway trains [2], robotic fish systems [3], multiagent systems [4], and so forth. On the one hand, it is clear to see that plants are becoming various and complex. On the other hand, the requirement for ILC algorithms to deal with high productivity and high accurate tasks is increasing. Thus, the nonlinear dynamics which include vibration of flexible links, inertia effect of machine bodies, viscous, static friction forces, and so forth, can no longer be overlooked. Besides, there are disturbances and various uncertainties existing when modeling a complex nonlinear system, which makes our control problem complex and challenging. The implementation of ILC generally has a requirement of strict repetitiveness of the control system, but in practice, this is not always the case due to unavoidable noise/unmodeled disturbances and uncertainties. In recent years, with the great efforts of researchers in ILC filed, one of the significant achievements is the so-called adaptive ILC (AILC). Some great efforts in the field of AILC have been reported in [5–10]. The main idea behind the AILC approach is to approximate the disturbances and various uncertainties of the system to generate current input that can improve the output trajectory tracking performance from trial to trial.

AILC is a kind of control scheme which has great advantages in handling large parameter uncertainties of systems and sometimes no prior parameter information is required. There are many types of AILC algorithms that have been widely studied in recent years. For highly unknown uncertainties of the system, various methods of
approximation are proposed. It is worthy of noticing that the neural networks (NNs) and fuzzy system controllers have become very popular and efficient methods to deal with unknown system nonlinearities and approximate various uncertainties as well as disturbances. The researchers have devoted great efforts to improve the AILC schemes by combining neural networks with AILC schemes, and a variety of control algorithms have been proposed for nonlinear systems [11–15]. The authors employ the fuzzy system-based AILC schemes for nonlinear systems due to good approximation of fuzzy neural networks [16]. The works [16–18] take good use of fuzzy neural systems to compensate the unknown uncertainties of system. Wavelet networks are employed to deal with the nonlinear uncertainties, disturbances, and unlearnable dynamics of system [19–21]. These studies illustrate the superiority and feasibility of neural networks or fuzzy systems designed for AILC schemes in addressing unknown system nonlinearities as well as various uncertainties. Compared with the majority of AILC schemes, NN-based AILC algorithms have a remarkable improvement and much better performance in the speed of learning as well as error convergence.

Robot manipulators [5, 22–25], in recent years, have become increasingly vital in industrial manufacture, which draw much attention of the researchers to make great efforts in their controller design. Varieties of schemes have been designed to achieve accurate trajectory tracking and great control performance. The conventional techniques, such as impedance control, sliding mode control, adaptive control, and robust control, are employed to control the robot manipulators. However, these classical approaches are subject to an appropriate mathematical model, priori knowledge of system dynamics, and known system parameters. For the highly coupled nonlinear system with various uncertainties and disturbances, the current trend of control is to focus on making enormous efforts to combine intelligent schemes, such as neural networks and fuzzy systems [26], with classical control approaches to overcome the various defects of conventional techniques. There are some great improvements reported in recent years [22–24, 27–32]. The authors present a NN controller with full-state feedback to control the uncertain constrained robot manipulator with flexible joints (RMFJs) and successfully make varieties of experiments on Baxter [23]. A neural network-based adaptive iterative learning control scheme is proposed for robot manipulators with arbitrary initial errors, where the AILC scheme is adopted to address the initial problem for robot ILC schemes and adaptive learning neural networks are used to estimate uncertainties in the system [24]. Moreover, many robot pose trajectory tracking controllers require robot full-state measurements, such as position, velocity, and acceleration in the joint and task space. However, it is very difficult to obtain the real-time position, velocity, and acceleration measurements of robot manipulators in practical situation for various disturbances, unmodeled dynamics, and unknown uncertainties. Motivated by this situation, the authors provide a new controller for the pose trajectory tracking control problem which is based on a primary joint loop of joint velocity and a secondary loop of operational space position control [33]. Recent study [34] presents a task space finite-time control of robotic manipulators subject to uncertain kinematic and dynamic equations, unbounded disturbances, and unknown payload. To estimate various disturbances and uncertainties of systems, the work [35] presents a new nonsingular fast terminal sliding-mode control approach for the finite-time control based on disturbance observer.

In this paper, the proposed control scheme is further extended to the task space or the so-called Cartesian space [36]. The purpose of this paper is to address the tracking control of uncertain robot manipulators with repetitive tasks, where two controllers are considered in consequence. Concerning the characteristics of repetitive tasks when the robot manipulator is working, it is rational to consider the uncertainties as two parts, periodic part and nonperiodic part. The periodic part mainly attributes to the repetitive motions of robot manipulator, while the nonperiodic part is mainly caused by unmodeled dynamics, unknown parameters, and additional disturbances, such as the static friction forces with joints. The first controller is pure adaptive iterative learning control (AILC) built around a classical PD-like feedback structure, for which an iterative term is added to address the unknown parameters and additional disturbances, while the second controller is a combination of AILC and neural networks (NNs) where the AILC is adopted to iteratively learn those involved periodic uncertainties purposely and the NNs are used to approximate and compensate all nonperiodic ones. It is worth noticing that a combined error factor (CEF), which consists of the weighted sum of tracking error and its derivative, is designed for NN updating law to improve the learning speed as well as tracking accuracy of the system. Stabilities of two proposed controllers are proved rigorously by a Lyapunov-like composite energy function. With the help of NNs and CEF, it is clear to see that the proposed control approach has achieved a significant control effect with remarkable transient performance. These have been verified by compared simulations.

The main contributions of this paper can be summarized as follows:

1. A novel control scheme which combines AILC and NNs is proposed for robot manipulators performing repetitive tasks in the task space, where the repetitiveness of system motion is fully considered.
2. The stability and convergence of proposed control scheme are provided rigorously by a Lyapunov-like composite energy function, where the CEF, which is composed of the weighted sum of tracking error and its derivative, is employed to be designed for network updating law to improve the learning speed as well as tracking accuracy of the system.
3. The compared simulation results illustrate that the combination of AILC and NNs is superior to AILC in learning speed and tracking accuracy of robot manipulators.

The remainder of this paper is organized as follows. In Section 2, preliminaries and problem formulation including useful properties and assumptions are given. In Section 3,
two controllers are designed for the problem formulation. The verification process of convergence and stability analysis is provided by a Lyapunov-like composite energy function in Section 4. In Section 5, the simulation of the proposed two control schemes is achieved on a 2-degree-of-freedom (2DOF) manipulator and there are some important results. The conclusions and future recommendations are illustrated in the last section.

2. Preliminaries and Problem Formulation

2.1. Kinematics and Dynamics. The forward kinematics of the robot is described as

\[ x(t) = \phi(q), \]

where \( x(t), q \in \mathbb{R}^n \), and \( n \) are the positions of robot and end effector in Cartesian space, joint coordinates, and the degree of the robotic freedom, respectively, differentiating the forward kinematics relation \( x = \phi(q) \) with respect to time.

\[ \dot{x} = J(q)\dot{q}, \quad \ddot{x} = J(q)\ddot{q} + \dot{J}(q)q, \quad J(q) = \frac{\partial \phi}{\partial q}, \]

where \( J(q) \in \mathbb{R}^{n \times n} \) is the Jacobian matrix denoting the relation of velocity between the Cartesian space and joint coordinate.

The dynamics of the \( n \)-link robot can be given by

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau + D(t) + d, \]

where \( q, \dot{q}, \text{and} \ddot{q} \) belong to \( n \)-dimensional vectors and are the robot joint angle, velocity, and acceleration; \( M(q) \in \mathbb{R}^{n \times n} \) is the (symmetric, positive definite) inertia matrix; \( C(q, \dot{q}) \) is the Coriolis/centrifugal matrix; \( G(q) \in \mathbb{R}^{n \times n} \) represents the gravitational torque; \( \tau \in \mathbb{R}^n \) is the vector of control torque applied on the robot joint; \( D(t) \in \mathbb{R}^n \) is the vector containing nonperiodic uncertainties and friction in the robot; and \( d \in \mathbb{R}^n \) is external disturbance in the environment.

In this paper, the trajectory tracking tasks are conducted in the Cartesian space; we have to transfer the dynamics (3) to the task space. To do so, by considering the kinematics (1) and (2) as well as dynamics (3), the manipulator dynamics in the Cartesian space can be given as follows:

\[ M_k(q)\ddot{x}(t) + C_k(q, \dot{q})\dot{x}(t) + G_k(q) = \tau_x + D_k(t) + d_k, \]

where

\[ M_k(q) = J^{-T}(q)M(q)J^{-1}(q), \]
\[ C_k(q, \dot{q}) = J^{-T}(q)(C(q, \dot{q}) - M(q)\dot{J}(q))J^{-1}(q), \]
\[ G_k(q) = J^{-T}(q)G(q), \]
\[ D_k(t) = J^{-T}(q)D(t), \]
\[ d_k = J^{-T}(q)d, \]
\[ \tau_x = J^{-T}(q)\tau. \]

We define \( J^{-T}(q) \) as the inverse matrix of the transposed \( J(q) \).

\[ J^{-T}(q) = (J^T(q))^{-1}. \] (6)

2.2. Problem Formulation. Considering the inaccurate modeling of robot models, the dynamics (4) will be described as follows:

\[ (\bar{M}_k(q) + \Delta M_k(q))\ddot{x}_k(t) + (\bar{C}_k(q, \dot{q}) + \Delta C_k(q, \dot{q}))\dot{x}_k(t) + (\bar{G}_k(q) + \Delta G_k(q)) = \tau_x + D_k(t) + d_k, \]

where \( \Delta M_k(q), \Delta C_k(q, \dot{q}), \Delta G_k(q) \) represent the unmodeled parts of \( \bar{M}_k(q), \bar{C}_k(q, \dot{q}), \) and \( \bar{G}_k(q) \). When considering the controller design for (7), \( \Delta M_k(q), \Delta C_k(q, \dot{q}), \Delta G_k(q) \), \( D_k(t) \), and \( d_k \) will be regarded as uncertainties of the robot manipulator system. In this paper, \( \tau_x \) is the control input to be designed later. We make the following reasonable assumptions [25].

Assumption 1. The reference trajectory and its first and second time derivative, namely, \( x_k(0), \dot{x}_k(0), \ddot{x}_k(0) \), are given.

Assumption 2. The resetting initial condition is satisfied:

\[ x_k(0) - x_d(0) = \dot{x}_k(0) - \dot{x}_d(0) = 0, \quad \forall k \in \mathbb{Z}. \]

We will also need the following properties, which are common to robot manipulators [36].

Property 1. The matrix \( \bar{M}_k(q) - 2\bar{C}_k(q, \dot{q}) \) is skew-symmetric [37]:

\[ x^T[\bar{M}_k(q) - 2\bar{C}_k(q, \dot{q})]x = 0, \quad \forall q, \dot{q}, x \in \mathbb{R}^n. \] (9)

Property 2. The inertia matrix \( \bar{M}_k(q) \) is symmetric and positive-definite, which is further bounded:

\[ \lambda_2\|x\|^2 < x^T\bar{M}_k(q)x < \lambda_1\|x\|^2. \] (10)

Property 3

\[ \|D_k(t) - f\| < \beta\|d_k\| < k_2\|\dot{x}_k(t)\| < \delta, \] (11)

where \( k_2 > 0 \) is a known positive constant, \( f \) represents the dynamics uncertainties of robot manipulator model and will be introduced in (18), \( \beta \) is a known positive parameter, and \( \delta > 0 \).
2.3. Preliminaries. To design an appropriate estimation and compensation algorithm, Gaussian radial basis function neural networks (RBFNNs) are an alternative method; by virtue of the simple topological structure and universal approximation ability, RBFNNs have been widely applied for nonlinear system modeling and control [38–46]. In this paper, RBFNNs are used to estimate and compensate for all the nonperiodic uncertainties of the robot manipulator system. A RBFNN is a particular network architecture which uses \( p \) numbers of Gaussian function of the form expressed as follows [40]:

\[
\phi_j(u) = \exp\left(-\frac{\|u - c_j\|^2}{2b_j^2}\right), \quad j = 1, 2, \ldots, p,
\]

\[
y_i = \sum_{j=1}^{p} w_{ij}\phi_j, \quad i = 1, 2, \ldots, k,
\]

where \( c_j \in \mathbb{R}^n \) is the center vector and \( b_j \in \mathbb{R} \) is the width of the \( j \)-th kernel. \( u \in \mathbb{R}^n \) is the input of NN, \( \phi_j \in \mathbb{R} \) is the output of the hidden layer, and \( y_i \in \mathbb{R} \) is the \( i \)-th output of the NN. Besides, \( w_{ij} \in \mathbb{R} \) is the weight for the \( j \)-th hidden layer to the \( i \)-th output of the NN. Let

\[
\begin{bmatrix}
w_{11} & w_{21} & \cdots & w_{k1} \\
 w_{12} & w_{22} & \cdots & w_{k2} \\
 \vdots & \vdots & \ddots & \vdots \\
 w_{1p} & w_{2p} & \cdots & w_{kp}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\phi_1(u) \\
\phi_2(u) \\
\vdots \\
\phi_p(u)
\end{bmatrix}, \quad
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_p
\end{bmatrix}
\]

The approximation of the NN can be described as follows:

\[
Y = \hat{W}^T\varphi(u).
\]

When the uncertainties of the system to be approximated, denoted by \( \Lambda(u) : \mathbb{R}^n \rightarrow \mathbb{R}^k \), are piecewise continuous, the following is assumed to be true unconditionally.

Assumption 3 (see [47]). Assume that there is a parametric matrix \( W^* \in \mathbb{R}^{p\times k} \), known as the optimal approximation parameter; therefore, \( W^*\varphi(u) \) can estimate the system uncertainties as close as possible, that is, given an arbitrary small positive constant \( \varepsilon_N \), there exists a ideal weight matrix \( W^* \); as a result, the approximation error \( \varepsilon(u) \triangleq W^*\varphi(u) - \Lambda(u) : \mathbb{R}^n \rightarrow \mathbb{R}^k \) satisfies

\[
\|\varepsilon(u)\| = \|W^*\varphi(u) - \Lambda(u)\| < \varepsilon_N.
\]

3. Controller Design

In this section, two control schemes will be given to address the control problem of the robot manipulator system. The first controller, pure AILC, is based upon the use a PD-like feedback structure, for which an iterative term is added to deal with the unknown parameters and additional disturbances. The second controller is designed with a combination of AILC and NNs where the AILC is adopted to iteratively learn the periodic uncertainties while the NNs are used to approximate and compensate all of the system nonperiodic uncertainties.

3.1. AILC Design. Now, we are in the position of deriving the tracking error dynamics of the robot. Take the control input \( \tau_x \) as follows:

\[
\tau_x = \dot{M}_s(q)\ddot{x}_d(t) + \ddot{C}_s(q, \dot{q})\dot{x}_d(t) + \ddot{G}_s(q) + \tau_k,
\]

where \( \tau_k \) is the virtual input to be designed later. Substituting (16) into (7), we can get the following form:

\[
\dot{M}_s(q)\ddot{e}_k(t) + \ddot{C}_s(q, \dot{q})\dot{e}_k(t) + f = D_x(t) + d_x + \tau_k.
\]

where

\[
f = \Delta M_s\ddot{x}_k(t) + \Delta C_s\dot{x}_k(t) + \Delta G_s,
\]

\[
e_k(t) = x_k(t) - x_d(t),
\]

\[
\dot{e}_k(t) = \dot{x}_k(t) - \dot{x}_d(t),
\]

where \( f \) represents the dynamic uncertainties of the robot model.

Considering system (17) with Properties 1–3, the AILC controller is designed as follows:

\[
\tau_k = \frac{k_1}{k_2}\dot{M}_s(q)e_k(t) - \frac{k_1}{k_2}\dot{C}_s(q, \dot{q})e_k(t) - k_3\delta(t)\text{sgn}(e_k(t)),
\]

with

\[
\delta(t) = \delta_{k-1}(t) + \Gamma\varepsilon^T(t)\text{sgn}(e_k(t)),
\]

where \( \delta_{k-1}(t) = 0, k_1, k_3 > 0 \) from (21) are the weight factors of the combined error, \( \Gamma \) is a positive scalar, \( \text{sgn}(e_k(t)) \) is the vector obtained by applying the signum function to all elements of \( e_k \), \( \delta \) is used to describe the uncertainties of robot manipulators, and \( \delta \) is used to approximate \( \delta \) adaptively.

3.2. AILC Design with NN. In this part, we will use RBFNNs to approximate and compensate all of the system uncertainties, external disturbances, and nonperiodic ones in controller design.

In order to improve the learning speed as well as tracking accuracy of the system, a CEF is applied. Moreover, it will be used to design for the updating law of NNs and stability analysis of the system later.

\[
E_k(t) = k_1e_k(t) + k_2\dot{e}_k(t),
\]

where \( k_1, k_2 > 0 \) are the weight factors of the combined error.

Firstly, we have to put the external disturbances \( d_x \), nonperiodic uncertainties and friction \( D_x(t) \), and the dynamic uncertainties of robot model \( f \) together in order to be
compensated and approximated by RBFNNs. According to (17), we have
\[ \mathbf{M}_x(q)\ddot{e}_k(t) + \mathbf{C}_x(q, \dot{q})\dot{e}_k(t) = \mathbf{F} + \mathbf{r}_k, \]
(22)
\[ \mathbf{F} = -\mathbf{f} + \mathbf{D}_x(t) + \mathbf{d}_x. \]
(23)

The new proposed controller that combines AILC and NNs is given as follows:
\[ \mathbf{r}_k = \frac{k_1}{k_2}\mathbf{M}_x(q)\dot{e}_k(t) - \frac{k_1}{k_2}\mathbf{C}_x(q, \dot{q})e_k(t) \]
\[ - \hat{\mathbf{W}}^T \varphi(u) - \hat{\delta}_k(t)\text{sgn}(\dot{e}_k(t)), \]
(24)
with
\[ \hat{\delta}_k(t) = \tilde{\delta}_k(t) + \Gamma \dot{e}_k^T(t)\text{sgn}(\dot{e}_k(t)), \]
(25)
where \( u = [e^T, \dot{e}^T]^T \) is the input signal for RBF neural network, while \( \mathbf{F} \) is the output of the network. In (24), \( \hat{\mathbf{W}}^T \varphi(u) \) is employed to estimate all nonperiodic uncertainties and external disturbances in the environment and \( \tilde{\delta}_k(t) \) is employed to adaptively approximate the periodic uncertainties of the robot manipulator system. Besides, \( \delta > \varepsilon_N \).

\[ \varepsilon(u) \triangleq \mathbf{F}(u) - \hat{\mathbf{F}}(u, \mathbf{W}^*), \]
(26)
\[ \hat{\mathbf{F}}(u, \mathbf{W}^*) = \mathbf{W}^{*T}\varphi(u), \]
(27)
where \( \mathbf{W}^{*T} \) represents the ideal RBFNN weights and \( \varepsilon(u) \) is the approximation error of the RBFNN. The network updating law is given by
\[ \hat{\mathbf{W}} = \varphi(u)E_k^T(t), \]
(28)
where \( \varphi \) is a prespecified positive-definite diagonal matrix.

4. Convergence Analysis

In this part, there are mainly two parts for the convergence and stability analysis of the system. First of all, we have to prove that the initial state has bounded convergence, and Lyapunov-like composite energy function is designed according to the system mathematical model. We need to prove the continuity and boundedness of Lyapunov-like composite energy function.

**Theorem 1.** Let Assumptions 1 and 2 be satisfied. If matrices \( K_p = (k_1/k_2)\mathbf{C}_x(q, \dot{q}) \in \mathbb{R}^{n \times n} \), \( K_p = (k_1/k_2)\mathbf{M}_x(q) \in \mathbb{R}^{n \times n} \) are symmetric positive definite and \( \Gamma \) is a positive scalar, then \( e_k(t), \dot{e}_k(t), r_k, \forall t \in [0, T] \), and \( e_k \in \mathbb{Z} \) are bounded.

\[ \lim_{k \to -\infty} e_k(t) = \lim_{k \to -\infty} \dot{e}_k(t) = 0. \]
(29)

**Proof.** The proof consists of three parts. Part 1 derives the difference of the Lyapunov functional \( N_k(t) \). Part 2 proves that the Lyapunov functional \( N_k(t) \) is bounded for \( k = 0 \). There are tracking performance and the boundedness of all signals in the closed-loop system shown in Part 3. \( \square \)

**Part 1. Difference of \( N_k(t) \).**

Consider the Lyapunov-like composite energy function as follows:
\[ N_k(t) = V_k(t) + \frac{1}{2} \int_0^t \Gamma^{-1} \delta_k^2(\eta)d\eta, \]
(30)
\[ V_k(t) = V_1(t) + V_2(t), \]
(31)
\[ V_1(t) = \frac{1}{2} \dot{e}_k^T(t)\mathbf{M}_x(q)\dot{e}_k(t), \]
(32)
\[ V_2(t) = \frac{1}{2} \mathbf{e}_k^T(t)K_p\mathbf{e}_k(t), \]
(33)
where \( \delta_k(\eta) = \delta - \tilde{\delta}_k(\eta), \delta = \beta + k_d \). Then, the time derivative of \( V_k(t) \) is
\[ \dot{V}_k(t) = \dot{V}_1(t) + \dot{V}_2(t), \]
(34)
\[ \dot{V}_1(t) = \dot{e}_k^T(t)\mathbf{M}_x(q)\dot{e}_k(t) + \frac{1}{2} \dot{e}_k^T(t)\mathbf{M}_x(q)\dot{e}_k(t), \]
\[ \dot{V}_2(t) = \dot{e}_k^T(t)K_p\mathbf{e}_k(t), \]
(35)

According to (30), we have
\[ \Delta N_k(t) = N_k(t) - N_{k-1}(t) \]
\[ = V_k(t) - V_{k-1}(t) + \frac{1}{2} \int_0^t \Gamma^{-1} \left( \dot{\delta}_k^2(\eta) - \tilde{\delta}_{k-1}^2(\eta) \right)d\eta, \]
\[ = V_k(t) - V_{k-1}(t) - \frac{1}{2} \int_0^t \Gamma^{-1} \left( \dot{\delta}_k^2(\eta) + 2\tilde{\delta}_k(\eta)\tilde{\delta}_k(\eta) \right)d\eta, \]
(36)

Finding the first derivative of \( V_k(t) \) and then integrating the two sides, we have
\[ V_k(t) = V_k(0) + \int_0^t \dot{V}_1(\eta) + \dot{V}_2(\eta)d\eta. \]
(37)

According to Assumption 2, \( V_k(0) = 0 \), and it is worthy of noticing (17); note that
\[ \mathbf{M}_x(q)\dot{e}_k(t) = \mathbf{D}_x(t) + \mathbf{r}_k - \mathbf{C}_x(q, \dot{q})\dot{e}_k(t) - \mathbf{f}, \]
(38)
\[ \dot{V}_k(t) = \dot{e}_k^T(t)\mathbf{M}_x(q)\dot{e}_k(t) + \frac{1}{2} \dot{e}_k^T(t)\mathbf{M}_x(q)\dot{e}_k(t) \]
\[ + \dot{e}_k^T(t)K_p\mathbf{e}_k(t). \]
(39)

Substituting (38) into (39) yields
\[ \dot{V}_k(t) = \frac{1}{2} \dot{e}_k^T(t) \left[ \mathbf{M}_x(q) - 2\mathbf{C}_x(q, \dot{q}) \right] \dot{e}_k(t) \]
\[ + \dot{e}_k^T(t) \left[ \mathbf{r}_k + \mathbf{D}_x(t) - \mathbf{f} + \mathbf{d}_x \right] + \dot{e}_k^T(t)K_p\mathbf{e}_k(t). \]
(40)
Then, according to Property 1, (40) can be simplified:
\[ \dot{V}_k(t) = \dot{\epsilon}_k^T(t) \left[ \mathbf{D}_k(t) - \mathbf{f} + \mathbf{d}_k \right] + \dot{\epsilon}_k^T(t) \mathbf{K}_p \mathbf{e}_k(t). \]  

(41)

Noticing the control law (19) and substituting (19) into (41), we have
\[ \dot{V}_k(t) = \dot{\epsilon}_k^T(t) \left[ \mathbf{D}_k(t) - \mathbf{f} + \mathbf{d}_k \right] - \dot{\epsilon}_k^T(t) \mathbf{K}_p \mathbf{\hat{e}}_k(t) \]
\[ - \dot{\epsilon}_k^T(t) \mathbf{\hat{d}}_k(t) \text{sgn}(\mathbf{\hat{e}}_k(t)). \]

Combining (42), (43), and (44) yields
\[ \dot{V}_k(t) \leq \dot{\epsilon}_k^T(t) \left( \beta + k_0 \right) \text{sgn}(\mathbf{\hat{e}}_k(t)) - \dot{\epsilon}_k^T(t) \mathbf{K}_p \mathbf{\hat{e}}_k(t) \]
\[ - \dot{\epsilon}_k^T(t) \mathbf{\hat{d}}_k(t) \text{sgn}(\mathbf{\hat{e}}_k(t)) \leq - \dot{\epsilon}_k^T(t) \mathbf{K}_p \mathbf{\hat{e}}_k(t) + \dot{\epsilon}_k^T(t) \mathbf{\hat{d}}_k(t) \text{sgn}(\mathbf{\hat{e}}_k(t)). \]

Integrating the two sides of (45), we have
\[ V_k(t) \leq - \int_0^t \dot{\epsilon}_k^T(\eta) \mathbf{K}_p \mathbf{\hat{e}}_k(\eta) d\eta + \int_0^t \dot{\epsilon}_k^T(\eta) \mathbf{\hat{d}}_k(\eta) \text{sgn}(\mathbf{\hat{e}}_k(\eta)) d\eta. \]

(46)

Subsequently, combination of (35), (36), and (46) leads to
\[ \Delta N_k(t) \leq - V_{k-1}(t) - \int_0^t \dot{\epsilon}_k^T(\eta) \mathbf{K}_p \mathbf{\hat{e}}_k(\eta) d\eta - \frac{1}{2} \int_0^t \Gamma^{-1} \dot{\delta}_k(\eta) d\eta. \]

(47)

According to (31), (32), and (33), we can easily get that \( V_{k-1}(t) \geq 0. \) Thus, \( \Delta N_k(t) \leq 0 \) and the Lyapunov function \( N_k(t) \) is a nonincreasing sequence.

Part 2. Finiteness of \( N_0(t) \).

The next setup is to prove the boundedness of \( N_0(t) \). Considering (28) and (46), we have
\[ N_0(t) \leq \int_0^t \dot{\epsilon}_0^T(\eta) \left[ \mathbf{\bar{\delta}}_0(\eta) \text{sgn}(\mathbf{\hat{e}}_0(\eta)) - \mathbf{K}_p \mathbf{\hat{e}}_0(\eta) \right] d\eta \]
\[ + \frac{1}{2} \int_0^t \Gamma^{-1} \dot{\delta}_0^2(\eta) d\eta. \]

(48)

Derivation of \( t \) on both sides of (48) yields
\[ \dot{N}_0(t) \leq \frac{1}{2} \Gamma^{-1} \dot{\delta}_0^2(t) + \dot{\epsilon}_0^T(t) \left[ \mathbf{\bar{\delta}}_0(t) \text{sgn}(\mathbf{\hat{e}}_0(t)) - \mathbf{K}_p \mathbf{\hat{e}}_0(t) \right]. \]

(49)

Noticing that \( \mathbf{\bar{\delta}}_0(t) = 0, \mathbf{\bar{\delta}}_0(t) - \bar{\delta}_0(t) = \Gamma \mathbf{\hat{e}}_0(t) \text{sgn}(\mathbf{\hat{e}}_0(t)) \), we have
\[ \dot{\epsilon}_0^T(t) \text{sgn}(\mathbf{\hat{e}}_0(t)) = \Gamma^{-1} \mathbf{\hat{\delta}}_0(t). \]

Substituting (50) into (49) yields
\[ \dot{N}_0(t) \leq - \dot{\epsilon}_0^T(t) \mathbf{K}_p \mathbf{\hat{e}}_0(t) + \left[ \mathbf{\bar{\delta}}_0(t) + \frac{1}{2} \mathbf{\hat{\delta}}_0(t) \right] \Gamma^{-1} \mathbf{\hat{\delta}}_0(t). \]

(51)

Moreover, \( \mathbf{\bar{\delta}}_0(t) = \delta - \bar{\delta}_0(t) \), and substituting it into (51) leads to
\[ \dot{N}_0(t) \leq - \dot{\epsilon}_0^T(t) \mathbf{K}_p \mathbf{\hat{e}}_0(t) + \delta \Gamma^{-1} \mathbf{\hat{\delta}}_0(t) - \frac{1}{2} \mathbf{\hat{\delta}}_0(t) \Gamma^{-1} \mathbf{\hat{\delta}}_0(t). \]

(52)

When \( \lambda > 0 \), using the Cauchy inequality, we have
\[ \delta \Gamma^{-1} \mathbf{\hat{\delta}}_0(t) \leq \lambda \left[ \Gamma^{-1} \mathbf{\hat{\delta}}_0(t) \right]^2 + \frac{1}{4\lambda} \delta^2. \]

(53)

Thus, (52) can be further simplified as follows:
\[ \dot{N}_0(t) \leq - \mathbf{\bar{\delta}}_0(t) \mathbf{\hat{e}}_0(t) + \lambda \left[ \Gamma^{-1} \mathbf{\hat{\delta}}_0(t) \right]^2 + \frac{1}{4\lambda} \delta^2 - \frac{1}{2} \Gamma^{-1} \mathbf{\hat{\delta}}_0^2(t). \]

(54)

Since the initial set value of the system is bounded, we can get that \( \mathbf{\bar{\delta}}_0(t) \) is bounded. (54) can be further simplified as follows:
\[ \dot{N}_0(t) \leq \lambda \left[ \Gamma^{-1} \mathbf{\hat{\delta}}_{0_{\text{max}}}(t) \right]^2 + \frac{1}{4\lambda} \delta_{\text{max}}^2, \]

(55)

where
\[ \delta_{\text{max}} = \sup_{t \in [0,T]} \mathbf{\hat{\delta}}_{0_{\text{max}}}(t) = \sup_{t \in [0,T]} \mathbf{\bar{\delta}}_0(t). \]

(56)

Therefore, \( N_0(t) \) is bounded and \( N_0(t), \forall t \in [0,T] \) is consistently continuous and bounded.

Part 3. Convergence of \( \mathbf{e}_k(t) \) and \( \mathbf{\hat{e}}_k(t) \).

In order to prove the convergence of error, we have
\[ N_k(t) = N_0(t) + \sum_{i=1}^{k} \Delta N_i(t). \]

(57)

According to (30), (31), (32), and (33), we have
\[ N_k(t) \leq N_0(t) + \sum_{i=1}^{k} V_{i-1}(t) \]
\[ \leq N_0(t) - \frac{1}{2} \sum_{i=1}^{k} \mathbf{e}_i^T(t) \mathbf{M}_k(q) \mathbf{e}_i(t) \]
\[ - \frac{1}{2} \sum_{i=1}^{k} \mathbf{e}_{i-1}^T(t) \mathbf{K}_p \mathbf{e}_{i-1}(t). \]

(58)

Thus, we have
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\[ \sum_{i=1}^{k} e_i^T(t)M_k(q)e_{i-1}(t) + \sum_{i=1}^{k} e_i^T(t)K_pe_{i-1}(t), \]  
\leq 2(N_0(t) - N_k(t)) \leq 2N_0(t). \]

Since \( N_k(t) \) is continuous and bounded, we have
\[ \lim_{k \to \infty} e_k(t) = \lim_{k \to \infty} \dot{e}_k(t) = 0, \quad t \in [0, T]. \]

Therefore, \( e_k(t) \) and \( \dot{e}_k(t) \) are bounded, and we can see from (19) that control law \( \tau_k \) is bounded. The proof of Theorem 1 has been completed.

**Theorem 2.** For the robot system dynamics (22) under Properties 1–3 and Assumptions 1–3, the CEF \( E_k(t) \) and \( W_k(t) \) will converge to zero asymptotically \( \forall t \in [0, T] \) and \( \forall k \in \mathbb{Z}_+ \), and all the signals of the closed-loop system are bounded.

\[ \lim_{k \to \infty} W_k(t) = \lim_{k \to \infty} E_k(t) = 0, \quad t \in [0, T]. \]

**Proof.** The proof consists of three parts. Part 4 derives the difference of the Lyapunov functional \( W_k(t) \). Part 5 proves that the Lyapunov functional \( W_k(t) \) is bounded for \( k = 0 \). There are tracking performance and the boundedness of all signals in the closed-loop system shown in Part 6.

**Part 4.** Difference of \( W_k(t) \).

Consider the Lyapunov-like composite energy function as follows:
\[ W_k(t) = V_k(t) + k_2^2 \int_0^T \Gamma^{-1}\delta_k^2(\eta)d\eta, \]
\[ V_k(t) = V_3(t) + V_4(t), \]
\[ V_3(t) = E_k^T(t)M_k(q)E_k(t), \]
\[ V_4(t) = k_2tr \left[ W_k^T(t)\psi^{-1}W_k(t) \right]. \]

where \( \delta_k(t) = \delta - \delta_k(t), \quad \tilde{W} = W^* - \tilde{W} \). Then, the time derivative of \( V_k(t) \) is
\[ \dot{V}_k(t) = \dot{V}_3(t) + \dot{V}_4(t), \]
\[ \dot{V}_3(t) = 2E_k^T(t)M_k(q)\dot{E}_k(t) + E_k^T(t)\dot{M}_k(q)E_k(t), \]
\[ \dot{V}_4(t) = 2k_2tr \left[ \tilde{W}_k^T\psi^{-1}\tilde{W}_k \right]. \]

According to (63), we have
\[ \Delta W_k(t) = W_k(t) - W_{k-1}(t) = V_k(t) - V_{k-1}(t) \]
\[ + k_2^2 \int_0^T \Gamma^{-1}(\delta_k^2(\eta) - \delta_k^2(\eta))d\eta \]
\[ = V_k(t) - V_{k-1}(t) - k_2^2 \int_0^T \Gamma^{-1}(\delta_k^2(\eta) + 2\delta_k(\eta)\delta_k(\eta))d\eta, \]
\[ \text{where} \quad \delta_k(t) = \delta_k(t) - \delta_k(t-1) = \Gamma \dot{e}_k^T(t)\text{sgn}(\dot{e}_k(t)). \]

Finding the first derivative of \( V_k(t) \) and then integrating the two sides, we have
\[ V_k(t) = V_k(0) + \int_0^t (\dot{V}_3(\eta) + \dot{V}_4(\eta))d\eta. \]

According to Assumption 2, \( V_k(0) = 0 \). In order to address \( \dot{V}_3(t) \), note that

\[ M_k(q)\dot{E}_k(t) = M_k(q)[k_1\dot{e}_k(t) + k_2\dot{\delta}_k(t)] \]
\[ = k_1M_k(q)\dot{e}_k(t) + k_2M_k(q)\dot{\delta}_k(t) \]
\[ = k_1\dot{\delta}_k(t) + k_2\left[ \tau_k + D_\delta(t) + d_\delta - C_\delta(q, \dot{q})\dot{\delta}_k(t) \right] \]
\[ = k_1\dot{\delta}_k(t) + k_2\left[ \tau_k + D_\delta(t) + d_\delta - f - C_\delta(q, \dot{q}) \frac{E_k(t) - k_1\dot{e}_k(t)}{k_2} \right] \]
\[ = k_1\dot{\delta}_k(t) + k_2\left[ \tau_k + D_\delta(t) + d_\delta - f - k_1C_\delta(q, \dot{q})\dot{e}_k(t) - C_\delta(q, \dot{q})E_k(t) \right]. \]
Substituting (67) into (63) renders to

\[
\dot{V}_3(t) = 2E_k^T(t)[k_1 \overline{M}_x(q) \dot{c}_k(t) + k_2 [\tau_k + d_x + D_x(t) - f] + k_1 \overline{C}_x(q,q) \epsilon_k(t) - \overline{C}_x(q,q)E_k(t)] + E_k^T(t) \overline{M}_x(q) E_k(t) \\
= 2E_k^T(t)[k_1 \overline{M}_x(q) \dot{c}_k(t) + k_2 [\tau_k + d_x + D_x(t) - f] + k_1 \overline{C}_x(q,q) \epsilon_k(t)] - 2E_k^T(t) \overline{C}_x(q,q),
\]

\[
E_k(t) + E_k^T(t) \overline{M}_x(q) E_k(t)
\]

\[
= 2E_k^T(t)[k_1 \overline{M}_x(q) \dot{c}_k(t) + [k_2 \tau_k + d_x + D_x(t) - f] + k_1 \overline{C}_x(q,q) \epsilon_k(t)] + E_k^T(t) [\overline{M}_x(q) - 2 \overline{C}_x(q,q)] E_k(t).
\]

According to the Property 1, (68) can be further simplified as follows:

\[
\dot{V}_3(t) = 2E_k^T(t)[k_1 \overline{M}_x(q) \dot{c}_k(t) + k_2 [\tau_k + d_x + D_x(t) - f] + k_1 \overline{C}_x(q,q) \epsilon_k(t)] \\
= 2k_1 E_k^T(t) \overline{M}_x(q) \dot{c}_k(t) + 2k_1 E_k^T(t) \overline{C}_x(q,q) \epsilon_k(t) + 2k_2 E_k^T(t) [\tau_k + d_x + D_x(t) - f].
\]

Secondly, \( \dot{V}_4(t) \) is to be addressed. By considering the RBFNN updating law (28),

\[
\dot{W} = W^* - \dot{\hat{W}} = -\psi (u) E_k^T(t).
\]

Combining (63) and (70) leads to

\[
\dot{V}_4(t) = 2k_2 tr \left[ \overline{W}^T \psi (u) E_k^T(t) \right] \\
= -2k_2 tr \left[ \overline{W}^T \psi (u) E_k^T(t) \right]
\]

Then, substituting (75) and control law (24) into (74) gives

\[
\dot{V}_k(t) = 2k_2 E_k^T(t) \left[ -\delta_k(t) \text{sgn}(\dot{c}_k(t)) + W^* \varphi(u) + \epsilon(u) - \overline{W}^T \varphi(u) \right] - 2k_2 E_k^T(t) \overline{W}^T \varphi(u)
\]

\[
= -2k_2 E_k^T(t) \delta_k(t) \text{sgn}(\dot{c}_k(t)) + 2k_2 E_k^T(t) \left( W^* - \overline{W}^T \right) \varphi(u) - 2k_2 E_k^T(t) \overline{W}^T \varphi(u) + 2k_2 E_k^T(t) \epsilon(u)
\]

\[
= -2k_2 E_k^T(t) \delta_k(t) \text{sgn}(\dot{c}_k(t)) + 2k_2 E_k^T(t) \epsilon(u).
\]
Integrating the two sides of (76), we have

\[
V_k(t) = -2k_2 \int_0^t E_k^T(\eta) \tilde{\delta}_k(\eta) \text{sgn}(\dot{\epsilon}_k(\eta)) \, d\eta \\
+ 2k_2 \int_0^t E_k^T(\eta) \epsilon(u) \, d\eta.
\]

(77)

Combination of (64) and (77) gives that

\[
\Delta W_k(t) = -V_{k-1}(t) - 2k_2 \int_0^t E_k^T(\eta) \tilde{\delta}_k(\eta) \text{sgn}(\dot{\epsilon}_k(\eta)) \, d\eta \\
- k_2^2 \int_0^t \Gamma^{-1} \left( \frac{\epsilon^2}{\tilde{\delta}_k(\eta)} + \frac{\eta}{\tilde{\delta}_k(\eta)} \right) \, d\eta \\
+ 2k_2 \int_0^t E_k^T(\eta) \epsilon(u) \, d\eta.
\]

(78)

From (65), we have

\[
\Delta W_k(t) < -V_{k-1}(t) - 2k_2 \int_0^t E_k^T(\eta) \text{sgn}(\epsilon_k(\eta)) \, d\eta \\
- 2k_2 \int_0^t E_k^T(\eta) \text{sgn}(\epsilon_k(\eta)) \, d\eta \\
+ 2k_2 \int_0^t E_k^T(\eta) \epsilon(u) \, d\eta.
\]

(79)

From (21), we have that

\[
\tilde{\epsilon}_{k}(t) = \frac{E_k^T(t) - k_1 \epsilon_k(t)}{k_2}
\]

(80)

Further, (79) can be simplified as follows:

\[
\Delta W_k(t) < -V_{k-1}(t) + 2k_2 \int_0^t E_k^T(\eta) \epsilon(u) \, d\eta - 2k_2 \int_0^t E_k^T(\eta) \text{sgn}(\epsilon_k(\eta)) \, d\eta
\]

(81)

Further, using the Schwarz inequality,

\[
E_k^T(t) \epsilon(u) \leq \| E_k(t) \| \cdot \| \epsilon(u) \|
\]

(82)

Thus, we can get

\[
\Delta W_k(t) \leq -V_{k-1}(t) - 2k_2 \int_0^t \| E_k(\eta) \| \| \delta - \epsilon(u) \| \, d\eta
\]

(83)

where condition (15) is applied, by selecting \( \delta - \epsilon_N > 0 \). Thus, \( \Delta W_k(t) \leq 0 \), and the Lyapunov-like composite energy function \( W_0(t) \) is a nonincreasing sequence.

Part 5. Finiteness of \( W_0(t) \).

Then, considering the time derivation of (62) and combining it with (76), we have

\[
\dot{W}_0(t) = 2k_2 E_0^T(t) \epsilon(u) + k_2^2 \Gamma^{-1} \tilde{\delta}_0(t),
\]

(84)

\[
-2k_2 E_0(t) \tilde{\delta}_0(t) \text{sgn}(\dot{\epsilon}_0(t)).
\]

Further, according to (15) and (87), (86) can be simplified as follows:

\[
\dot{W}_0(t) \leq -k_2^2 \left| \Gamma^{-1} \left( \frac{\epsilon^2}{\tilde{\delta}_0(t)} + \frac{\eta}{\tilde{\delta}_0(t)} \right) \right| + 2 \| \dot{\epsilon}_0(t) \| \| \epsilon(u) \| - 2k_1 k_2 \| \epsilon_0(t) \| \left( \| \tilde{\delta}_0(t) \| - \| \epsilon(u) \| \right)
\]

(88)
Convergence of totally. As we can see from (21), it is clear that the tracking error will converge to zero asymptotically once the combined error is bounded. In addition, the learning gain is linearly stable for given $E_k(t)$ and $W_k(t)$, $V_i \in [0, T]$ is consistently continuous and bounded.

Part 6. Convergence of $E_k(t)$ and $W_k(t)$.

In order to prove the convergence of error, we have

$$W_k(t) = W_0(t) + \sum_{i=1}^{k} \Delta W_i(t).$$

According to (62), we have

$$W_k(t) \leq W_0(t) + \sum_{i=1}^{k} V_{i-1}(t),$$

$$\leq W_0(t) - \sum_{i=1}^{k} E_i(t) \bar{M}_k(q) E_i(t),$$

$$\sum_{i=1}^{k} k_i \tau_{i} \left[ \bar{W}_{i-1}(t) \psi^{-1} \bar{W}_{i-1}(t) \right].$$

Thus, we have

$$\sum_{i=1}^{k} E_i(t) \bar{M}_k(q) E_i(t) + \sum_{i=1}^{k} k_i \tau_{i} \left[ \bar{W}_{i-1}(t) \psi^{-1} \bar{W}_{i-1}(t) \right],$$

$$\leq (W_0(t) - W_k(t)) \leq W_0(t).$$

Since $W_0(t)$ is bounded and continuous, we have

$$\lim_{k \to \infty} W_k(t) = \lim_{k \to \infty} E_k(t) = 0, \quad t \in [0, T].$$

Therefore, CEF $E_k(t)$ would converge to zero asymptotically. As we can see from (21), it is clear that the tracking error $e_k$ is linearly stable for given $E_k(t)$. Thus, $e_k$ and $\dot{e}_k$ will converge to zero asymptotically once the combined error $E_k(t)$ does. It is worthy of noticing that the boundedness of $x_\alpha$ and $\bar{x}_\alpha$, the generalized end effector trajectories $x_k$, and the velocities $\dot{x}_k$ are bounded. As such, together with the boundedness of $\bar{x}_\alpha$ and the RBF function $\psi(u)$, we can see from (16) and (24) that the control torque $\tau_x$ is bounded. According to the robot dynamics (22), the boundedness of $\dot{x}_k$ is clear. Both $\dot{e}_k(t)$ and $u = [e_k^T, \dot{e}_k^T]^T$ are bounded. In a word, all the signals involved in the closed-loop control system are bounded.

Remark 1. The proposed controllers in this paper show that the tracking error, at the first iteration, can be made arbitrarily small, over the finite time interval $[0, T]$, by adjusting the minimal eigenvalues of control parameters $k_1, k_2$ and learning gain $\Gamma$.

Noticing (21), it follows that

$$\dot{\delta}_{0_{\max}}(t) = \sup_{t \in [0, T]} \delta_i,$$

$$\dot{\delta}_{0_{\max}}(t) = \sup_{t \in [0, T]} \delta_i(t).$$

where

$$\dot{\delta}_{0_{\max}}(t) = \dot{\sup}_{t \in [0, T]} \delta_i(t).$$

According to Assumption 2, we know that the initial set value of the system is bounded, and we can get that $\delta_{0_{\max}}(t)$ is bounded. In addition, $W_0(t)$ is bounded and $W_0(t), V_i \in [0, T]$ is consistently continuous and bounded.

Rule 1. A larger $(k_1/k_2)$ will yield a better transient performance.

Rule 2. Larger $k_1, k_2$ will induce a faster convergence of tracking error $E_k(t)$, due to the high-gain feedback and learning.

Nevertheless, it cannot be denied that the adverse effect of noise/unmodeled disturbances will be amplified when we adopt high-gain feedback or learning. In practical applications, it is hard to employ the high-gain feedback structure because of the limited sampling rate. Thus, taking the trade-off problems between nominal performance and robustness into consideration, it is vital to adopt appropriate control parameters $k_1, k_2$ and learning gain $\Gamma$ by accessing the actual control performance.

As such, considering the trade-off problems between tracking and disturbance rejection and between nominal performance and robustness, it is suggested to design $k_1, k_2$ by following rules (1) and (2), but restrict their magnitudes by assessing the actual control performance.

In next section, there are compared simulations to be summarized to illustrate the effectiveness of the proposed control schemes.

5. Simulation Results

The simulation results which are performed in MATLAB 9.0/Simulink of a personal computer equipped with Windows 10 operating system and Intel CPU core i5 have been carried out on a model of 2DOF robot manipulator to analyze the effectiveness of the controller we developed above. The inertia nominal matrix $M(q)$, the centripetal and Coriolis nominal terms $C(q, \dot{q})$, the gravity nominal vector $G(q)$, and the Jacobian matrix $J(q)$ are given as follows:
\[
M(q) = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix},
\]
\[
C(q, \dot{q}) = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix},
\]
\[
G(q) = \begin{bmatrix} G_{11} \\ G_{21} \end{bmatrix},
\]
\[
J(q) = \begin{bmatrix} J_{11} \\ J_{21} \end{bmatrix},
\]

where
\[
M_{11} = M(1) + M(2) + 2M(3)\cos(q_2),
\]
\[
M_{12} = M(2) + M(3)\cos(q_2),
\]
\[
M_{21} = M(2) + M(3)\cos(q_1),
\]
\[
M_{22} = M(2),
\]
\[
C_{11} = -M(3)\dot{q}_2 \sin(q_2),
\]
\[
C_{12} = -M(3)(\dot{q}_1 + \dot{q}_2)\sin(q_2),
\]
\[
C_{21} = M(3)\dot{q}_1 \sin(q_2),
\]
\[
C_{22} = 0,
\]
\[
G_{11} = M(4)g \cos(q_1) + M(5)g \cos(q_1 + q_2),
\]
\[
G_{21} = M(5)g \cos(q_1 + q_2),
\]
\[
J_{11} = -I_1 \sin(q_1) - I_2 \sin(q_1 + q_2),
\]
\[
J_{12} = -I_1 \sin(q_1 + q_2),
\]
\[
J_{21} = I_1 \cos(q_1) + I_2 \cos(q_1 + q_2),
\]
\[
J_{22} = I_2 \cos(q_1 + q_2),
\]

where \( M(i) \) is given by \( M = N + p_1 L \).
\[
N = \begin{bmatrix} p_1 & p_2 & p_3 & p_4 & p_5 \end{bmatrix}^T,
\]
\[
M = \begin{bmatrix} M(1) & M(2) & M(3) & M(4) & M(5) \end{bmatrix}^T,
\]
\[
L = \begin{bmatrix} l_1^2 & l_2^2 & l_1 l_2 \end{bmatrix}^T.
\]

As is shown in Figure 1, the relationship between end effector trajectory and joint angle can be described as follows:
\[
x = l_1 \cos(q_1) + l_2 \cos(q_1 + q_2).
\]
\[
y = l_1 \sin(q_1) + l_2 \sin(q_1 + q_2).
\]

Adding the square of (98) and (99) gives
\[
x^2 + y^2 = l_1^2 + l_2^2 + 2l_1l_2 \cos q_2.
\]

Therefore, we can get
\[
q_2 = \cos^{-1} \left( \frac{x^2 + y^2 - l_1^2 - l_2^2}{2l_1l_2} \right).
\]

According to [22], we define
\[
P_1 = \arctan \frac{y}{x},
\]
\[
P_2 = \arccos \frac{x^2 + y^2 - l_1^2 - l_2^2}{2l_1 \sqrt{x^2 + y^2}}.
\]
Figure 2: Tracking performance of $x$ axis when the pure AILC controller with $k_1 = 14, k_2 = 1.2$, and $\Gamma = 5$ applied.

Figure 3: Tracking performance of $y$ axis when the pure AILC controller with $k_1 = 14, k_2 = 1.2$, and $\Gamma = 5$ applied.

Figure 4: Tracking error profile of $x$ axis when the pure AILC controller with different $k_2$ is applied.
Figure 5: Tracking error profile of $y$ axis when the pure AILC controller with different $k_1$ is applied.

Figure 6: The modeling error and compensation of joint 1.

Figure 7: The modeling error and compensation of joint 2.
Figure 8: Tracking control errors of $x$ axis for pure AILC and the proposed control.

Figure 9: Tracking control errors of $y$ axis for pure AILC and the proposed control.

Figure 10: Tracking error of $x$ axis for pure AILC, other controls, and the proposed control.
shown in Figure 5. Although we can clearly see that, at the beginning, the modeling error changes greatly in Figures 6 and 7, it decreases and becomes stable gradually with the compensation of NNs.

To further test the effectiveness of the proposed controller by add-on RBFNNs, we make a comparison test with our given controller where the neural network compensation part is removed. As can be seen from Figures 8 and 9, the steady-state control errors are further reduced owing to the add-on RBFNNs. For the current scenario of simulation, a combination of AIL and RBFNNs outperforms AILC in tracking control of robot manipulators. In order to illustrate the superiority of our proposed control scheme, we make a comparison with the pure controller AILC with $k_1 = 14$, $k_2 = 1.2$, and $\Gamma = 5$ and the classical approach introduced in [25] with $K_P = K_D = 20J_{2\times2}$ and $\Gamma = 5$, where $I_{i\times i}$ is an $i \times i$ identity matrix. Besides, the proposed method is also compared with the approach introduced in the recent study [49].

As can be seen from Figures 10 and 11, we find that, after 20 iterations, all of four approaches have a good control performance in steady state. However, obviously, we find the proposed control scheme has achieved a better performance in position tracking error as well as the learning speed of the system. Figure 12 illustrates the trajectory of the manipulator end effector in Cartesian space.

6. Conclusion and Future Recommendation

In this paper, we discussed the trajectory tracking problem of the robot manipulator system subject to additional
disturbances and uncertainties. We divide these uncertainties of the robot manipulator system into two parts, the periodic part and nonperiodic part. In order to address these problems, a novel neural network adaptive iterative learning control algorithm is proposed, where the AILC is used to iteratively learn the periodic uncertainties while the NN part is adopted to compensate and approximate all nonperiodic ones. The convergence of the system tracking error is investigated in a Lyapunov-like composite energy function way by introducing a combined error factor, which consists of the weighted sum of tracking error and its derivative. Compared with the pure controller AILC and other classical approaches, the results of simulations show that the performance of tracking error and learning speed is much better by adding NNs. The proposed approach can be widely applied to other robot systems subjected to various uncertainties and disturbances. Our next research phase is to test the proposed control scheme experimentally. In addition, we plan to combine our algorithm with other approximation ways, such as the observer disturbance and the fuzzy systems, to take the place of the neural networks in the future.
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