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Abstract
As semiconductor device geometries continue to shrink, the semiconductor manufacturing process becomes increasingly complex. This usually results in unbalanced utilization of machines and decreases overall productivity. One way to resolve such a problem is to share the manufacturing resources between different lines divided by floors. To this end, designing an efficient lifter assignment method to more efficiently manage transfer requests (TRs) of wafer lots to different floors is required. Motivated by this, our study addresses the assignment of lifters for delivering wafer lots to different floors. In contrast to previous studies that consider only the current state of the system, our approach considers both the current and possible future states of the system in a probabilistic manner in the Markov decision process. To overcome the curse of dimensionality of the original problem, we design an efficient algorithm using clustering, partitioning, and tournament methods. Experiments based on historical data confirm the effectiveness of the proposed algorithm in reducing transportation times and delivery delays compared to the benchmark rules in practice and the method in the state-of-the-art. Sensitivity analysis demonstrates the robustness of the proposed model as the number of TRs increased. The proposed approach is expected to yield significant economic savings in both operating costs and labour.
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1 Introduction
Wafer fabrication in semiconductor manufacturing is an extremely complex process in which wafers are transported through hundreds of steps. To manage these complex material flows, automated material handling systems (AMHSs), sophisticated material control systems that move materials from one machine to another have been successfully applied in a semiconductor fabrication facility (FAB). In particular, an AMHS employing an overhead hoist transfer (OHT) reduces wafer transport time dramatically and contributes to reduced cycle times and increased machine utilization by improving on time delivery.

As semiconductor manufacturing processes are becoming increasingly complex, and the number of production steps is increasing, a single floor line often has an inadequate capacity to cover such production needs. Therefore, FABs with multiple floors have been introduced recently [1]. At the initial FAB operation phase, the inter-floor transportation from one floor to another is constrained at a minimum level because the capacity of the process machines of each floor is kept balanced. However, as the product mix changes, the equipment utilization on each floor becomes unbalanced and more inter-floor transportation to share equipment resources on other floors is required. In general, the number of lifters for inter-floor transportation is determined at the minimum level because the lifter itself is expensive to set up and consumes cleanroom space. Thus, the lifters become a major bottleneck of the AMHS when the inter-floor transportation increases [2].

The typical process of inter-floor transportation is shown in Fig. 1a. Upon the arrival of a transfer request (TR) to
transport a wafer lot from a machine on floor A to another on floor B, the AMHS allocates an OHT and a lifter connected to floor B. Then, the assigned OHT unloads the wafer lot from the source machine and moves it to the dedicated lifter. After the OHT arrives at the lifter, it loads the wafer lot into the in-buffer port of the lifter for transportation to floor B. The buffer port is where a lot waits for transport to another floor by the lifter or to the destination by an OHT afterward. The wafer lot in the in-buffer port is transported to the out-buffer port on another floor by the rack-master (Fig. 1b). Finally, an OHT on floor B transports the wafer lot to the destination machine.

Figure 2 shows states and times of a wafer lot, two OHTs (both in floor A and B), and a rack-master according to the sequence of events, from the perspective of the departure floor (Floor A). In this situation, relevant times are defined as follows:

- Assign time: the time from the moment of the TR's arrival until the OHT arrives at the source machine
- Travel time: the time difference between unloading the lot from the source and loading it into the destination
- Waiting time: the time required for the wafer lot to be picked up by the rack-master after being loaded into the lifter's buffer port
• Cycle time: the time difference between the moment the rack-master moves to pick up the lot and place it down on the other floor port

Transportation times between floors are significantly longer than on a single floor because inter-floor transportation consists of two transfers by OHTs and one transfer using a lifter. Thus, when the lifter is not selected properly, the travel time to the destination machine could be excessively long, and the shared machines would not be fully utilized on account of the transportation delays [2]. In practice, when the AMHS selects the lifter for each inter-floor transportation, dispatching rules, such as the round-robin rule or the shortest-transfer-distance rule, are widely used instead of analytical models to identify the acceptable solutions in the dynamic environment of the actual scenario. The round-robin rule chooses lifters in a pre-set circular order; TRs are evenly distributed to all lifters. This approach has the advantage of keeping lifter workloads even and minimizing the variance of the waiting time in the buffer port of the lifter. It also decreases the vehicle congestion around lifters by preventing excessive traffic on specific lifters. However, because the travel time of an OHT is not considered, a lifter with a long distance to travel is frequently assigned, which causes a long travel time and the vehicle congestion. The shortest-transfer-distance rule assigns wafer lots to the nearest lifters to reduce the travel time. However, TRs could then be concentrated on specific lifters, which increase waiting time in the lifters. Therefore, undesirable situations, such as delays in transporting a wafer lot to another line, cannot be prevented. The trade-off exists between the travel time on the source floor and waiting time at the lifter. The current practice could not consider this trade-off because the future states of lifters operating in a FAB are not considered whatsoever.

We propose a method based on the Markov decision process (MDP) to efficiently assign lifters to minimize the inter-floor transportation time under dynamic manufacturing conditions. We consider future states of the system in a probabilistic manner and intend to minimize the long-run expected average transportation time. We also evaluate the performance of the proposed approach using an emulator with data gathered from an actual FAB.

The remainder of this paper is structured as follows. Section 2 reviews the existing literature related to this study and discusses its implications and significance. Our contributions to the existing literature are also clarified. Section 3 details the mathematical model. Section 4 describes the proposed solution algorithm based on MDP. Section 5 describes the experimental design, the results of the experiments, and their implications. Finally, Section 6 concludes our study.

2 Literature review

Due to the large volume of related literature, we first briefly review the research stream of AMHS, and subsequently focus on studies concentrating on a lifter-assignment problem. For a general review on AMHS, refer to [3–6].

Many studies on vehicle management, including vehicle allocation, dispatching, and routing, which are viable options to improve productivity without the power shut down of FABs, have been conducted. The vehicle allocation problem in the semiconductor AMHS generally involves determining the optimal fleet size to minimize transportation time. Many researchers have proposed determination of the optimal fleet size, which would fulfill a specific transfer requirement [7–10]. To respond to highly dynamic manufacturing environments, some studies focused on dynamically repositioning idle vehicles to appropriate locations to minimize transport time [11–14]. Another important issue in managing AMHS is to identify the appropriate dispatching rules of vehicles to achieve operational goals, such as minimizing vehicle waiting time. Several studies demonstrated that dispatching rules have a significant impact on the performance of the system, such as the average transfer time, waiting time, vehicle utilization, and even throughput [15–18]. Some investigations introduced new dispatching rules by reassigning vehicles during the unloading travel time [19–21]. The last problem to improve AMHS operation is to design efficient vehicle routing rules. The vehicle routing problem determines the optimal vehicle routes to visit, thereby aiming to minimize transport times of TRs. Typically, studies on vehicle routing problems have focused on identifying conflict-free routes [22–25]. Another objective is to design vehicle routing decisions that consider traffic congestion, which should be avoided insofar as possible [26, 27].

More recently, studies on improving AMHS have expanded their scope to include storage or lifter assignment. This expanded scope is inevitable owing to the fact that many FABs are starting to use multiple lines (floors) to increase their production capacity. Kim et al. [28] and Siebert et al. [29] focused on lot targeting to improve the material flows through the storage locations, while Lee et al. [30] proposed a machine learning approach to select the best dispatching rule for storage allocation. They showed that the storage allocation significantly affects the performance of the AMHS.

Although the lifter assignment problem has emerged as an important issue in the field of semiconductor manufacturing, to the best of the authors’ knowledge, only three published works studied this problem [1, 31, 32]. The first study to introduce the lifter assignment problem for inter-floor transportation is by Jimenez et al. [31]. They suggested four rules...
for the selection of the rail for TRs to be sent to a stocker on
the same floor, and four rules for the selection of the lifter
to be sent to another floor. They recommended considering
both travel time and the number of waiting lots when the
number of inter-line transportation changes. Na et al. [1]
proposed the shortest-expected-arrival-time (SEAT) rule to
select a lifter and proved that this rule outperforms the
methods used in practice. Lee et al. [32] proposed operation poli-
cies to improve the efficiency of lifter operations in mate-
rial handling of semiconductor lines. Their policies involve
the specific and practical operational decisions, such as the
number of virtual ports, activating the alternative storage,
and using a shelf extraction procedure by rack-masters. How-
ever, they did not consider the nature of stochastic dynamics
which is considered the inherent characteristic of the lifter
assignment problem.

Based on the literature review above, we believe that our
study contributes to it in three ways. First, our optimiza-
tion model is the first to consider stochastic dynamics in the
lifter-assignment problem. Our proposed model considers
not only the current state but also the states that will occur
in the future. Second, we propose an algorithm that can be
applied in a real-world setting. In general, MDP models have
difficulty finding an optimal solution when the target system
is large or complex. We address this limitation by clustering
the source machines with similar travel-time distributions
and by partitioning the problem into sub-problems based on
lifter groups. Lastly, we propose a framework with autono-
mous control that can serve as the basis for establishing a
smart factory. Since operators adjust the rules empirically
by the rack-master. The decision to assign the lifter should
determine which lifter to send the TR to at the moment the
TR is generated. Therefore, we developed an MDP model
that aims to minimize the expected delivery time. The
components of the proposed MDP model are now herein
detailed.

3 Mathematical model

We consider minimization of the inter-floor transportation
time as the lifter assignment problem. We only consider the
travel time on the source floor and waiting time at the lifter
because these are affected directly by the lifter assignment.
To consider the trade-off between the travel time on the
source floor and waiting time at the lifter in a probabilistic
manner, we mainly formulated this problem using MDP.

MDP is a modelling technique that takes into account the
immediate rewards (or costs) of current decisions and their
effect on the entire system under uncertainty [33].

An MDP model consists of system state \( s \), decision \( a \),
cost \( (C(s,a,s')) \), and state transition probability \( (p(s,a,s')) \),
where \( s' \) is the next state. The system is in one of the possible
states in the state set \( S \). At each decision epoch, the decision
maker observes the current state \( s \) of the system and chooses
an action \( a \) from a set of possible actions \( A(s) \). When
the selected action is performed, the current system state
changes to a new state \( s' \) according to the transition prob-
ability \( p(s,a,s') \). The decision maker receives a cost \( C(s,a,s') \)
when certain actions are performed, or certain conditions
are satisfied.

Using these quantities, the decision to minimize the value
function of the state is derived. The value function is formu-
lated using Bellman’s equation [33]:

\[
V(s) = \min_{a \in A(s)} \sum_{s'} p(s,a,s') \times \left( C(s,a,s') + \gamma V(s') \right)
\]

where \( \gamma \) is a discount factor satisfying \( 0 \leq \gamma < 1 \). Finally, a
policy that maps each state to the optimal action is derived.

The lifter assignment problem can be viewed as a sequen-
tial decision-making problem because it is necessary to
determine which lifter to send the TR to at the moment the
TR is generated. Therefore, we developed an MDP model
that aims to minimize the expected delivery time. The
components of the proposed MDP model are now herein
detailed.

System state In the proposed model, the system state is
defined as \( S = (TR_1, ..., TR_i, ..., TR_L, b_1, ..., b_j, ..., b_L) \), where
\( TR_j \) is the number of TRs transporting to lifter \( j \), \( b_j \) is the
number of TRs waiting in the buffer of lifter \( j \), and \( L \) is the
number of lifters. The number of lots that can be queued
in the lifter’s in-buffer is limited. When it exceeds the lifter
buffer capacity, an OHT carrying a wafer lot cannot load
into the buffer, and it circles around or waits on the road until
room becomes available. This not only increases OHT travel
time, but also creates congestion around the lifter. Therefore,
an upper bound \((UB)\) is set in advance on the sum of the
number of TRs moving to the lifter and the number of TRs
waiting in the lifter buffer. Therefore, the state set \( S \) of this
model consists of states where \( TR_j + b_j \) is equal to or smaller
than \( UB \) and greater than or equal to 0 for all \( j \).

Transition probability The system state changes to other
state when one of the following three events occurs: arrival
of a TR, loading the lot into the lifter, and picking up the lot
by the rack-master. The decision to assign the lifter should
be made when the arrival of a TR event occurs. An example
of a system with three lifters is shown in Fig. 3.

In Fig. 3, the system state in the centre of the figure is the
current state. The first three of the six numbers in the state
indicate the number of TRs moving to each lifter, and the last
three indicate the number of TRs waiting at an in-buffer port of
each lifter. The event of current state changing to the next state
is described in the dotted square box. The arrows indicate the
probability of occurring of each state transition. For example, when \( \text{Loading the lot into lifter 1} \) occurs, since the number of TRs moving to lifter 1 decreases by 1 and the number of waiting TRs in lifter 1 increases by 1, the current state \((1, 3, 1, 2, 1, 2, 1)\) changes to the next state \((1, 3, 1, 2, 2, 1)\). In particular, when \( \text{arrival of a TR} \) occurs, it is a decision epoch because a lifter should be selected to transfer the lot, and the next state is determined by the lifter assignment.

Based on the results of the preliminary analysis that fits historical data into some mathematical distributions, we assume that the inter-arrival times for all events follow an exponential distribution. Under this assumption, the event generation process of this model follows the Poisson process. Therefore, the system state transition probability is given by the arrival rate of each event divided by the sum of all rates \([33, 34]\), where \( \lambda_i \) denotes the inter-arrival rate of TR from source machine \(i\), \( TR_j \) denotes the number of TRs proceeding to lifter \(j\), \( \mu_j \) denotes the travel time to the lifter \(j\), and \( w_j \) represents the cycle time of the lifter \(j\). In Eq. (2), the first term is the rate at which TRs arrive from each of the \(M\) source machines, and the second term is the rate at which OHTs arrive at each lifter and load lots into them. The last term is the rate at which the lifter’s rack-master transports the lot to another floor and returns to the departure floor. The indicator function \(1_{\{b_j > 0\}}\) takes a value of 1 when there is at least one waiting TR in the lifter and a value of 0 when there is no waiting TR. Finally, the transition probabilities for the three events are as follows:

- **Arrival of a TR** (from the source machine \(i\))
  \[ \rho = \frac{\lambda_i}{\rho}, \quad i \in \{1, \ldots, M\}, \]
- **Loading the lot** (into the lifter \(j\))
  \[ \frac{TR_j \times \mu_j}{\rho}, \quad j \in \{1, \ldots, L\}, \]
- **Picking up the lot** by the rack-master (of the lifter \(j\))
  \[ \frac{1_{\{b_j > 0\}} \times w_j}{\rho}, \quad j \in \{1, \ldots, L\}. \]

**Decision** When a TR arrives, the system determines which lifter will be used for the inter-floor transportation. According to the state set definition, when the sum of the number of TRs proceeding to lifter \(j\) and the number of TRs waiting in the buffer of lifter \(j\) \((TR_j + b_j)\) reaches the predetermined
upper bound \((UB)\), the lifter \(j\) is not selected until the value decreases.

**Cost function** Two cost function types are used. When a TR is generated and a lifter is selected for the inter-floor transportation, the cost is defined as the average travel time from the source machine to the lifter. However, when the TR arrives at the lifter, the cost is the waiting time, which is calculated by multiplying the cycle time of the lifter by the number of jobs waiting in the buffer. Formally, the cost \(C\) in state \(s\) with decision \(a = j^*\) is denoted as

\[
C(s, a = j^*) = \begin{cases} \overline{TT}_{ij^*}, & \text{if a TR is generated from source machine } i \text{ and lifter } j^* \text{ is selected}, \\ C_{T_j} \times b_j, & \text{if the TR arrives at lifter } j^*, \\ 0, & \text{otherwise}, \end{cases}
\]

(3)

where \(\overline{TT}_{ij^*}\) is the average travel time from source \(i\) to lifter \(j^*\) and \(C_{T_j}\) is the average cycle time of lifter \(j^*\).

**Objective function** The goal of the decision problem is to minimize the expected delivery time, which is the sum of the travel time from the source machine to the lifter and the waiting time in the buffer. The objective function is accordingly formulated using Bellman’s equation:

\[
V(s) = \min_{j^* \in \{1, \ldots, L\}} \sum_{i=1}^{M} \frac{\lambda_i}{\rho} \times [C(s, j^*) + \gamma V(s + e_{j^*})] + \sum_{j=1}^{L} \frac{\mu_j}{\rho} \times [C(s, j) + \gamma V(s - e_j + e_{M+j})] + \sum_{j=1}^{L} \frac{1}{\rho} \times [C(s, j) + \gamma V(s - e_{M+j})], \forall s \in S
\]

\[
s.t. s + e_j \in S, \forall s, j^* \\
s - e_j + e_{M+j} \in S, \forall s, j \\
s - e_{M+j} \in S, \forall s, j
\]

(5)

(6)

(7)

We define \(e_k\), a \(1 \times |2M|\) unit vector as the change in the value of \(k\text{th}\) position. Equation (5) constrains the state transition to the next state by the selection of lifter \(j^*\) after an Arrival of a TR event. Constraint (6) means the decrement of \(TR\) and the increment of \(b_j\) by loading the lot event. The decrement of waiting lots in the lifter buffer is described in Eq. (7) by picking up the lot by the rack-master event. That is, a decision cannot be made in which the next state is not included in the predefined state set \((S)\).

### 4 Solution method for lifter assignment in an actual fab

Although the MDP model in Sect. 3 guarantees the provision of an optimal policy for decisions on a lifter assignment, there exists a critical computational issue from a practical standpoint. An MDP model is generally solved by using dynamic programming (DP). However, when the problem size approaches the size typically found in real-world applications, the MDP model requires tremendous computing resources and time to handle the large number of variables. Because of this “curse of dimensionality”, solutions of realistic problems usually cannot be obtained in a reasonable amount of time. Considering the size of an actual FAB and its complex operating environment, the size of the state space must be very large. To tackle this difficulty, we propose a solution method to efficiently solve the given problem.

#### 4.1 Solution approach

The main idea of the proposed solution approach is to reduce the dimension of the original problem while keeping the quality of its solution. The dimension of the problem is determined by the number of source machines and destination lifters. In our approach, we employ the concepts of clustering, partitioning, and tournament. First, the dimension of the source machines is reduced by grouping numerous machines into similar clusters. Second, we create several sub-problems by partitioning the destination lifters into sub-groups of manageable size. Then, the optimal policies are obtained for the sub-problems and all possible scenarios derived during the tournament. Finally, in the execution phase, the best lifter for each TR is determined by the tournament among the sub-problems.

Modelling each machine individually increases the complexity of the MDP model significantly because a typical FAB usually has hundreds to thousands of machines. Thus, we cluster the machines based on similar travel times from the machines to the lifters. For example, 40 machines are grouped into 7 clusters as shown by different colours in Fig. 4. The machines within a cluster have similar distributions of travel time to destination lifter.

Next, by partitioning the lifters into different groups, we divide the problem into several sub-problems that can be solved optimally within a reasonable computational time. Thus, the number of lifters in each sub-problem is limited to a maximum of \(N\) lifters. For instance, as in Fig. 5, the original problem is divided into 2 sub-problems coloured in red and blue, with a maximum of three lifters each. This
means that the dimensionality of the original problem is cut by the number of sub-problems.

The next step is to obtain the optimal policies for each sub-problem. In order to obtain the final best lifter, it is also necessary to solve new sub-problems consisting of the optimal lifters selected from the sub-problems. That is, all optimal policies for all possible problems have to be prepared a priori. In Fig. 6, the nine scenarios that are possible based on a combination of two sub-problems that have three results, respectively, are shown. It is worth noting that if the number of groups is greater than \( N \), the selected lifters are regrouped in the manner described above and the tournament selection method is applied.

The final step is to select the best lifter for each TR in the execution phase within a short time, almost real-time. When a new TR is issued, the best lifter is derived by the tournament selection that only selects the optimal policies, which have already been solved in the previous step 3 (Fig. 7).

### 4.2 Algorithms for lifter assignment

The detailed procedure is presented as pseudo-code in Tables 1 and 2. Considering the real operation of FABs, a lifter assignment algorithm using MDP is not necessarily updated in a real-time manner owing to the fact that the optimal policies can be prepared by considering all possible situations a priori. However, a lifter assignment step should be activated in real time whenever a TR for inter-floor transportation arrives. By considering this circumstance, we devised two algorithms for the actual FAB operations. One is the **Policy Preparation Module**, and...
which constructs MDP models and derives lifter assignment policies using historical data periodically; the other is the Assignment Module, which assigns lifters in real time using policies derived in the Policy Preparation Module.

Table 1 presents the pseudo-code for the Policy Preparation Module. In step 1, using the historical data of which machines sent TRs to all lifters, the source machines with similar travel time distributions for each lifter are grouped together. In our case, the average travel time from the machine to each lifter is expressed as a vector. Machines that are close to each other are assigned to the same cluster, and in the case of a machine with no machines in close proximity, a new cluster for that machine is then created. The details of the algorithm and parameters used in our study are presented in Sect. 5.1.

Next, in order to assign cluster IDs for machines that did not send TRs to all lifters, we create a classifier, \( f(x, y) \), by learning the \( x \) and \( y \) coordinates and cluster IDs. By using this classifier, all travel time clusters can be grouped into clusters. After allocating a cluster to all machines, the average travel time from each cluster to each lifter (\( \bar{T}_{jk} \)) and the inter-arrival time of the TR in each cluster (\( \bar{T}_{kj} \)) are obtained using data of the machines in each cluster.

In a similar way, in step 2, we group the lifters using their physical location information, \( IG = \{ IG_1, \ldots, IG_L \} \). That is, by using the coordinates \( x \) and \( y \) of all lifters, we cluster up to \( N \) lifters as one group. \( N \) can be set according to the computing environment in which the algorithm is used to manage the computational load. Then, we form additional groups, \( AG \), for all combinations that can be created when one lifter is picked from each group. For example, we create initial lifter groups for seven lifters with \( N \) set to three using the coordinates \( x \) and \( y \) of all lifters, \( IG = \{ (1,2,3), (4,5), (6,7) \} \). Based on these initial groups, the following additional groups are created: \( AG = \{ (1,4,6), (1,4,7), (1,5,6), (1,5,7), (2,4,6), (2,4,7), (2,5,6), (2,5,7), (2,4,6), (2,4,7), (2,5,6), (2,5,7) \} \).

In step 3, we derive the optimal policy for all lifter groups formed in step 2 (\( \pi_{IG}, \forall g \in \{ 1, \ldots, L \} \) and \( \pi_{ag}, \forall ag \in AG \)). In other words, given the current state and source machine, a policy that determines the best lifter among lifters in the group is obtained. Optimal policies of additional lifter groups, \( \pi_{ag}, \forall ag \in AG \), are used when selecting the final optimal lifter through the tournament method in the Assignment Module. The best lifter in each initial group is determined by the current system state and cluster ID of the source machine. Since we do not derive the optimal policy from the model constructed in real time, we must consider all combinations of lifters that can be selected from each initial group. Therefore, by selecting one lifter from each group, we create additional groups for all cases that can be made and obtain the optimal policy of these groups.
Table 2 shows the pseudo-code for the Assignment Module. When a TR is generated from source machine \( i \), the Assignment Module checks the current state \((S)\) and obtains the cluster ID of the source machine \((CID_i)\) using the classifier (Step 4-2 in the Assignment Module). The module obtains the best lifters \( \left( j_{IGg}, \forall g \in \{1, \ldots, L_N\} \right) \) from the optimal policy of each initial lifter group \( \left( \pi_{IGg}(S, CID_i) \right) \) by using the machine’s cluster ID and current state as inputs (Step 4-3 in the Assignment Module). Finally, in Step 4-4, the module finds a lifter group \( \left( ag = \left\{ j_{IG1}, \ldots, j_{ILN} \right\} \right) \) consisting of lifters selected from each initial group and selects the optimal lifter through the optimal policy of the group \( \left( \pi_{ag}(S, CID_i) \right) \). Let us consider the previous example again. If lifter 1, lifter 4, and lifter 7 are selected as the optimal lifters in each initial lifter group, \( IG=\{ (1,2,3), (4,5), (6,7) \} \), we use the optimal policy of the group \( (1, 4, 7) \), \( \pi_{(1,4,7)} \).

### 4.3 A framework for system implementation

The proposed solution and algorithms theoretically enable effective lifter assignment in actual FABs. Figure 8 shows the system framework to apply these algorithms to real FAB operation. The two algorithm modules are implemented on two system modules of the same names.

The Policy Preparation Module produces optimal policies for lifter groups and cluster information for source machines by periodically using historical data. All these outputs are stored in the central system of AMHS in table format. The table of the optimal policy contains the system state, cluster ID, lifter group ID, and the optimal lifter ID in that group as columns. Using this table, given the current state and cluster ID, the best lifter in each group can be selected easily. The cluster information table stores the results from mapping the machine ID to the cluster ID.

In the Assignment Module, when a TR for inter-floor transportation is generated, the state manager checks the current system state (the number of TRs moving to each lifter and the number of TRs waiting to be transported at each lifter). Then, the decision manager uses as input the name of the source machine that sent the TR and the current state. By automatically processing the information, it obtains the \( x \) and \( y \) coordinates of the source machine and reads its cluster ID from the cluster information table. Next, using the current state and cluster ID, the decision manager identifies the best lifter for each initial group and
determines the best lifter by the tournament. Thereafter, the wafer lot is transported to the lifter determined in the Assignment Module, and the transport records are stored in the history data table. These stored data are periodically used by the Policy Preparation Module.

5 Experimental results

To verify the effectiveness of the proposed approach, we conduct both a simple analysis in a virtual environment and a simulation study that mimics a real-world FAB using an AMHS-oriented simulation model (emulator) offered by that company. Since it describes the actual FAB operating environment and is guaranteed to be a high-fidelity simulation, it is an appropriate testbed to examine various approaches to designing effective operational strategies for FABs.

We use three benchmarking rules: the round robin rule, the shortest-transfer-time rule used in the actual FAB, and the SEAT rule which showed the best performance in a recent study [1]. The round-robin rule distributes TRs evenly to all lifters. It primarily aims to balance utilization of all lifters. Since the distance from the source machine to the lifter is not considered, it is not expected to reduce

| Table 1 Pseudo-code for the operation of a real FAB — Policy Preparation Module |
|-------------------------------------------------|
| **Input:** | M = \{i \in \{1, \ldots, M\}\} : machine ID set |
| | L = \{j \in \{1, \ldots, L\}\} : lifter ID set |
| | T{T}_{ij} : the travel time from source machine i to lifter j, \forall i \in M, \forall j \in L |
| | C{T}_{j} : the cycle time of lifter j, \forall j \in L |
| | \tau_i : the inter-arrival time of TRs in machine i, \forall i \in M |
| | \langle x, y \rangle_i : x, y coordinates of machine i, \forall i \in M |
| | \langle x, y \rangle_j : x, y coordinates of lifter j, \forall j \in L |
| **Step 1 Cluster source machines** |
| Step 1-1 Make a dataset for clustering, \( D = \{i \in M | T{T}_{ij} > 0, \forall j \in L\}\) (machines which sent TRs to all lifters) |
| Step 1-2 Get clustering result, \( \{(i, CID_i), \forall i \in D\} \leftarrow ClusterAlgorithm(D) \) (CID_i : cluster ID of machine i) |
| Step 1-3 Create a classifier which assigns a cluster ID for a machine, CID \leftarrow f(x, y), by learning \( \{(x, y)_i, CID_i), \forall i \in D\} \) |
| Step 1-4 Calculate \( T{T}_{kj}, \tau_i, C{T}_{j} \forall k \in \{1, \ldots, N_{CID}\}, \forall j \in L \) |
| **Step 2 Divide into sub-problems** |
| Step 2-1 Make initial lifter groups \( IG = \{IG_1, \ldots, IG_{\lfloor \frac{L}{N} \rfloor}\} \) using \( \langle x, y \rangle_j, \forall j \in L \left(2 \leq n(IG_g) \leq N, \forall g \in \{1, \ldots, \lfloor \frac{L}{N} \rfloor\}\right) \) |
| Step 2-2 Make additional groups, \( AG \), for all combinations that can be made when one lifter is picked from each group |
| **Step 3 Prepare the optimal policies for all possible scenarios a priori** |
| Derive the optimal policy, \( \pi_{IG_g}, \) which determine one among the lifters in \( IG_g, \forall g \in \{1, \ldots, \lfloor \frac{L}{N} \rfloor\} \) |
| Derive the optimal policy, \( \pi_{ag}, \) which determine one among the lifters in each additional group \( \{ag\}, \forall ag \in AG \) |
| **Output:** \( \pi_{IG_g}, \forall g \in \{1, \ldots, \lfloor \frac{L}{N} \rfloor\} \) : the optimal policy for each initial lifter group |
| \( \pi_{ag}, \forall ag \in AG \) : the optimal policy for each additional lifter group |
| \( f(x, y) \) : a classifier which assigns a cluster ID for a machine using \( x, y \) coordinates of a machine |
The shortest-transfer-time rule aims to transfer the TR to another floor as quickly as possible by selecting a lifter for which the weighted sum of the travel time between the two machines and the number of TRs being transferred is the smallest. In practice, the weight may be adjusted by operations managers depending on changes in the operating environment. In our experiment, the weight is set from the historical data. Finally, the SEAT rule assigns the lifter which is expected to have the shortest time for the lot to reach the rack-master. Mathematically, this rule can be expressed as:

\[
\min_j \sum_{l \in \{1, \ldots, L\}} \text{Current scheduled TR count of Lifter}_j \times \text{Cycle time of Lifter}_j + \text{Expected travel time of Lifter}_j + \text{Cycle time of Lifter}_j
\]

As explained in Sect. 4, the proposed algorithm uses clustering techniques. We cluster source machines using the well-known DBSCAN clustering algorithm [35]. DBSCAN assigns a cluster ID if there are at least \(\text{minPts}\) data points within the distance \(\epsilon\) from one data point \(p\). The algorithm parameters \(\epsilon\) and \(\text{minPts}\) are set to 0.2 and 3, respectively, and the Euclidean distance is used for the distance measure. To train faster and reduce the likelihood of falling into local

---

**Table 2** Pseudo code for the operation of a real FAB — Assignment Module

| Input:  | \(i\) : Source machine ID |
|---|---|
| **Step 4** Obtain the best lifter by the tournament selection |
| Step 4-1 | Get the current state, \(S = (TR_1, \ldots, TR_{L}, b_1, \ldots, b_L)\) |
| Step 4-2 | Get the cluster ID of \(i\), \(CID_i \leftarrow f((x, y)_i)\) |
| Step 4-3 | Get the best lifter among lifters in each initial lifter group given \(S\) and \(CID_i\) |
| \(j_{ig}^* \leftarrow \pi_{ig}(S, CID_i), \forall g \in \{1, \ldots, \left\lfloor \frac{L}{N} \right\rfloor\} \) |
| Step 4-4 | Get the optimal lifter from the optimal policy of \(ag\) consisting of \(j_{ig}^*, \forall g \in \{1, \ldots, \left\lfloor \frac{L}{N} \right\rfloor\} \) given \(S\) and \(CID_i\) |
| \(j^* \leftarrow \pi_{ag}(S, CID_i), \quad ag = \{j_{i1}^*, \ldots, j_{i\left\lfloor \frac{L}{N} \right\rfloor}^*\} \) |
| **Output:** | \(j^*\) : the optimal lifter to be sent TR |

---

Fig. 8 System implementation framework for lifter assignment in real FABs
optimal states, we standardize the average travel time from the machine to each lifter used as the data point. In addition, we individually assign cluster IDs to source machines that are judged as noise points because they do not belong to any cluster. To create the classifier, the \( k \)-nearest neighbour (\( k \)-NN) algorithm is used. We set the parameter \( k \) of the \( k \)-NN algorithm to 1 so that the cluster closest to the input machine is assigned. The Euclidean distance is also used as a distance measure in the \( k \)-NN algorithm. Finally, we derive the optimal solution of the MDP model by using the value iteration algorithm. The discount factor \( \gamma \) of the MDP model is set to 0.99, and the stopping criterion required for the value iteration algorithm is set to 0.001.

The proposed algorithm is implemented in the Java programming language. The computing environment used in the experiment is as follows: Intel Xeon 6146 (3.20 GHz), 16 GB RAM, Windows 10 Enterprise.

### 5.1 Experiments for the simple virtual problem

We first analyse its performance with a small-sized testbed. There are three lifters and eight machines. The travel times for all combinations of lifters and machines are shown in Table 3. The inter-arrival times for each machine, assumed to be random, are also shown. The values in the Table 3 are the mean values of the exponential distribution. The cells coloured grey indicate the shortest travel times from each source machine to the lifter.

Under the conditions shown in Table 3, optimized policy for assigning lifters is derived by utilizing the MDP model proposed in Sect. 3. Table 4 shows two notable cases from the optimized policy. First, since the objective of the MDP model is to minimize the total of the travel and waiting times, the lifter with the smallest value of \( TR_j + b_j \times \text{weight} \) is selected. For instance, in the case of source machine 4, lifter 2 is selected by comparing the values of \( TR_j + b_j \times \text{weight} \) for each lifter. (Unlike the shortest-transfer-time rule, the weight is optimally obtained from the model by considering the given system environment variable and future state.)

Secondly, case 2 reveals that the proposed approach can consider future system states when deriving an optimized policy. Assuming that all values comprising the state are zero (i.e., there are no TRs), source machines 1, 2, 3, 4, and 8 should all select lifter 1 because the travel time to it is the shortest. However, source machine 4 selects lifter 2 instead. This is because lifter 1 is frequently called by other source machines (1, 2, 3, and 8). This may generate severe congestion by making the lifter-assignment policy sub-optimal. To avoid such inefficiency, the proposed approach selects another lifter, thereby distributing the traffic volume and balancing the load. Thus, the lifter-assignment policy derived from the proposed approach can consider not only the immediate travel time but also the subsequent scenarios.

### 5.2 Experiments for a real problem

We construct a simulation study based on historical data gathered from Samsung Semiconductor. The FAB we used for our simulation study consists of more than 800 source machines, more than 150 OHTs, and 7 lifters. We use data from March 2020; more detailed information about the data cannot be disclosed because of security issues.

#### 5.2.1 Clustering results

Figure 9 shows the clustering results for the actual FAB. The symbol X coloured in black represents the location of

| Source machine ID | Lifter ID | Inter-arrival time |
|-------------------|-----------|--------------------|
| 1                 | 50        | 70                 |
| 2                 | 60        | 90                 |
| 3                 | 55        | 70                 |
| 4                 | 100       | 110                |
| 5                 | 125       | 105                |
| 6                 | 100       | 70                 |
| 7                 | 85        | 115                |
| 8                 | 55        | 120                |

| Cycle time |
|------------|
| 35         |
| 40         |
| 30         |
the lifter; a circle indicates each source machine’s location. Circles of the same colour refer to the same cluster. Forty clusters are formed in the FAB used in the experiment.

The clustering outcomes shown in Fig. 9 appear generally reasonable: machines located near a lifter are grouped together because of their relatively short travel times, whereas machines that are located far from the lifters and have long travel times are similarly clustered.

5.2.2 Performance evaluation with emulator

In order to evaluate the performance of the four lifter assignment rules (including the three benchmarking rules), three performance indicators are measured. For TRs sent to lifters, the average travel time, the average waiting time, and the number of completed TRs are recorded (a warm-up period of 30 min is set to reach the steady state of the model).

Table 5 shows the summary of results from the four assignment rules. The proposed algorithm outperforms the benchmarking rules in all three measures. For TRs sent to lifters, when the proposed algorithm is implemented, the average travel time is reduced by 19.7% (165.2 s → 132.6 s) over that of the round-robin rule, 7% (142.7 s → 132.6 s) over that of the shortest-transfer-time rule and 5.4% (140.2 s → 133.6 s) over that of SEAT rule. The round robin rule showed the best result for average waiting time as it intends to distribute the workload evenly to lifters. However, the total time was showed worst performance because the increase in travel time was much greater than the reduction in waiting time. The shortest-transfer-time rule showed the worst performance in waiting time because it does not consider the waiting time at lifters. The SEAT rule was generally superior to the two rules commonly used in an actual FAB because it considers both travel time and waiting time. Our algorithm showed the shortest sum of the average travel time and the average waiting time, although the waiting time was slightly longer than that of the round-robin rule. Our algorithm always performed better than SEAT rule.

| Lifter assignment rule | Round robin | Shortest transfer time | SEAT | Proposed algorithm |
|------------------------|-------------|------------------------|------|-------------------|
| Number of completed TRs| 2327        | 2336                   | 2347 | 2348              |
| Average travel time (s)| 165.2       | 142.7                  | 140.2| 132.6             |
| Average waiting time (s)| 15.6        | 29.6                   | 20.3 | 18.5              |
| Total time (s)         | 180.8       | 172.3                  | 160.5| 151.1             |
This is because our algorithm considers even the possible future states of the system, whereas the SEAT rule only considers the current states.

Another notable finding, which may be observed in the graphs in Fig. 10, is that the proposed algorithm also yields the shortest travel time for most of the time windows. One unit on the x axis in Fig. 10 is 10 min. It is worth noting that the proposed algorithm showed fewer TRs with a travel time of more than 140 s, even though it handled slightly more TRs than the other rules. These results indicate that the proposed algorithm prevents delivery delays. Although the shortest-transfer-time rule assigns wafer lots to the nearest lifters, travel time was not the best because TRs was concentrated on particular lifters, creating congestion around the lifters.

The economic implications of the above results are that fewer OHTs will be required than in the previous scenario. Since the load factor of an OHT is a function of its travel time, we can calculate the OHT-investment cost savings. Based on the simulation results shown above, we estimate that approximately 2.5 million USD (approximately 2.76 billion KRW) could be saved if the proposed algorithms are implemented in actual FABs operating approximately 3000 OHTs. In addition, the decrease of transfer delay is another expected benefit.

5.2.3 Sensitivity analysis

To check the robustness of the proposed algorithm, we conduct a sensitivity analysis to help predict its performance under unusual situations in which the load factors of OHTs and lifters increase in accordance with TRs. To examine such situations, we arbitrarily increase the arrival rate of the next TR to be 1.05 times, 1.1 times, 1.15 times, or 1.2 times higher than the historical data.

The results of the sensitivity analysis are shown in Table 6. Of the three measures, we illustrate as representative the average travel time, which is regarded as the most important measure in practice. Table 6 shows that if the arrival rate of the next TR increases, the travel time to lifters also increases regardless of the type of assignment rule. Nonetheless, the proposed algorithm has the shortest travel time, even for the highest arrival rates we consider. To confirm this statistically, we conduct a t-test to examine

| Lifter assignment rule       | Change of arrival rate |
|------------------------------|------------------------|
|                              | ×1.00 | ×1.05 | ×1.10 | ×1.15 | ×1.20 |
| Proposed                     | 132.5 | 136.6 | 139.4 | 143.1 | 146.1 |
| SEAT                         | 140.2 (<0.05) | 142.8 (<0.05) | 149.0 (<0.05) | 153.1 (<0.05) | 155.0 (<0.05) |
| Shortest transfer time       | 142.7 (<0.05) | 147.5 (<0.05) | 150.7 (<0.05) | 158.7 (<0.05) | 159.3 (<0.05) |
| Round robin                  | 165.2 (<0.05) | 168.2 (<0.05) | 172.5 (<0.05) | 174.7 (<0.05) | 178.0 (<0.05) |
the difference among the results. Based on the t-tests with a p-value <0.05, we conclude that the improvement in performance owing to the proposed algorithm is statistically significant.

Next, we test the performance of the proposed method by using out-of-sample data (specifically, a different dataset). As shown in Table 7, the travel times are increased for the differences among the results. Based on the t-tests with a p-value <0.05, we conclude that the improvement in performance owing to the proposed algorithm is statistically significant.

Next, we test the performance of the proposed method by using out-of-sample data (specifically, a different dataset). As shown in Table 7, the travel times are increased for all test instances when we use a different dataset. This is expected because the dataset used for deriving the optimal policy is different from that used for testing the performance. Nevertheless, it is worth noting that there is no statistically significant difference in three out of the five test instances. This suggests that even when the operating environment is altered by a small amount, the operating policy derived from the proposed approach will continue to perform adequately. This means that real-time updating of the lifter assignment policy, which requires tremendous computational resources, is not necessary. Hence, our approach of periodically updating the lifter assignment policy is valid in practice.

This series of experiments, both idealized and realistic, verified the effectiveness of the proposed approach. In particular, there is a significant improvement over the round-robin rule, which has no mechanism to consider travel time when TRs need transportation to a lifter. Moreover, our approach outperforms the fastest transfer option that does not consider a long-term perspective, showing the importance of accounting for a system’s future state when assigning TRs to lifters.

6 Conclusion

This study focuses on the inter-floor transportation problem in semiconductor FABs with multiple floors. We consider the stochastic dynamics of the lifter-assignment problem and propose the MDP model that adopts clustering, partitioning, tournament techniques to reduce complexity to manageable sizes. The simulation results demonstrated that our approach outperforms the three benchmark rules, reducing transportation time by up to 19.7% for a real problem.

Our approach can be applied to other similar problems, such as vehicle and job dispatching problems, and is expected to demonstrate more improved results than heuristic rules or deterministic models in stochastic situations. Moreover, when sufficient data are available, the MDP model can be easily utilized in a reinforcement learning model. Therefore, we expect the proposed model to have significant meaning in the digital twin environment where both physical and virtual twins generate large amounts of data. Finally, our study shows the possibility of autonomous control that can serve as the basis for establishing a smart factory. That is, instead of a manual work which is labour-intensive and sometimes results in significant variation in operational efficiency, our proposed framework enables autonomous control by automatically updating the model.
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