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Abstract

We consider a wide class of families \((F_m)_{m \in \mathbb{N}}\) of Gaussian fields on \(T^d = \mathbb{R}^d / \mathbb{Z}^d\) defined by

\[
F_m : x \mapsto \frac{1}{\sqrt{|\Lambda_m|}} \sum_{\lambda \in \Lambda_m} \zeta_\lambda e^{i2\pi \langle \lambda, x \rangle}
\]

where the \(\zeta_\lambda\)'s are independent standard normals and \(\Lambda_m\) is the set of solutions \(\lambda \in \mathbb{Z}^d\) to the equation \(p(\lambda) = m\) for some fixed elliptic polynomial \(p\) with integer coefficients. The case \(p(x) = x_1^2 + \cdots + x_d^2\) amounts to considering a random Laplace eigenfunction whose law is sometimes called the arithmetic random wave and has been studied in the past by many authors. In contrast, we consider three classes of polynomials \(p\): a certain family of positive definite quadratic forms in two variables, all positive definite quadratic forms in three variables except the multiples of \(x_1^2 + x_2^2 + x_3^2\), and a wide family of polynomials in many variables.

For these three classes of polynomials, we study the \((d-1)\)-dimensional volume \(V_m\) of the zero set of \(F_m\). We compute the asymptotics, as \(m \to +\infty\) along certain well chosen subsequences of integers, of the expectation and variance of \(V_m\). Moreover, we prove that in the same limit, \[
\frac{V_m - \mathbb{E}[V_m]}{\sqrt{\text{Var}(V_m)}}
\]
converges to a standard normal.

As in previous analogous works on this topic for the arithmetic random wave, a very general method reduces the problem of these asymptotics to the study of certain arithmetic properties of the sets of solutions to \(p(\lambda) = m\). More precisely, we need to study the number of such solutions for a fixed \(m\), as well as the number of quadruples of solutions \((\lambda, \mu, \nu, \iota)\) satisfying \(\lambda + \mu + \nu + \iota = 0\), a.k.a. 4-correlations, and the rate of convergence of the (rescaled) counting measure of \(\Lambda_m\) towards a certain limiting measure on the hypersurface \(\{p(x) = 1\}\). To this end, we use many previous results on this topic but also prove a new estimate on correlations which may be of independent interest.
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1 Introduction

1.1 Nodal sets of random eigenfunctions

The Laplace-Beltrami operator on the flat torus $\mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d$ has a discrete spectrum and the dimension of the eigenspaces $E_m$ increases with the eigenvalue $m > 0$. Given $\psi_m \in E_m \setminus \{0\}$, the nodal set of $\psi_m$, i.e. $\psi_m^{-1}(0)$, is the union of smooth hypersurface of $\mathbb{T}^d$, and a subset of lower Hausdorff dimension [15]. The geometry and topology of this nodal set may vary with $\psi_m$ but is subject to some restrictions depending on $m$, both for small values of $m$ and in the asymptotic regime $m \to +\infty$, which is the focus of the present document (see for instance [46] for a survey of results on this topic).

By the real analytic case of Yau’s conjecture [13, 15], we know that uniformly in the choice of non-zero $\psi_m$,
\[ m^{1/2} \ll \text{Vol}(\{x \in \mathbb{T}^d : \psi_m(x) = 0\}) \ll m^{1/2}. \] (1)

In an effort to understand the variation of this quantity within these constraints, several authors have studied the behaviour of $F_m^{-1}(0)$ where $F_m$ is a random element of $E_m$ (see for instance [11, 32, 30, 35, 31, 10, 16]). The two most popular probability measures, chosen because they respect the symmetries of the model, are defined as follows. The $L^2$-scalar product endows $E_m$ with a Euclidean structure. The random function $F_m$ is usually chosen to be either uniform on the unit sphere of $E_m$, or a standard Gaussian vector on $E_m$, i.e., with density $\frac{1}{(2\pi)^{\dim(E_m)/2}} e^{-\frac{1}{2} \|v\|_{L^2}^2}$ with respect to the Lebesgue measure $dv$ on $E_m$ (here $\|\cdot\|_{L^2}$ denotes the $L^2$-norm). Since the Gaussian measure is rotation invariant and the nodal set of $F_m$ is invariant by scaling of $F_m$ by positive constants, the law of $F_m^{-1}(0)$ is the same, whichever choice one makes between uniform and Gaussian.

In the present paper, we will focus on the study of the volume of the nodal set $V_m = \text{Vol}(F_m^{-1}(0))$. This volume may be defined as the $(d-1)$-dimensional Hausdorff measure of $F_m^{-1}(0)$ or, equivalently, as the Riemannian volume measure whenever $F_m^{-1}(0)$ is smooth (which, in the cases we are interested in,
1.2 State of the art on nodal length of random Laplace eigenfunctions on the torus

In [39] Rudnick and Wigman adapted an argument by Bérand (see [4]) to show that, as \( m \to +\infty \) along a well chosen sequence of density one among the integers \( m \) for which \( E_m \neq \{0\} \),

\[
\mathbb{E}[V_m] = \sqrt{\frac{4\pi}{d}} \frac{\Gamma\left(\frac{d+1}{2}\right)}{\Gamma\left(\frac{d}{2}\right)} m^{1/2}
\]

which is consistent with Yau’s conjecture (1). In [30], Krishnapur, Kurlberg and Wigman showed the precise asymptotic behaviour of the variance in the case \( d = 2 \). For any subsequence of energies \((m_k)_k\) such that the multiplicities \( N_{m_k} \to \infty \), one has \([30, \text{Theorem 1.1}]\)

\[
\text{Var}(V_m) = c_{m_k} \frac{m_k}{N_{m_k}} (1 + o(1)),
\]

where \( N_m = \dim(E_m) \), and the positive real numbers \( c_{m_k} \) depend on the limiting angular distribution of \( \Lambda_{m_k} \) – the asymptotics are non-universal \([30, \text{section 1.2}]\). The order of magnitude of (3) is smaller than the previously conjectured \([39\]: remarkably, terms of order \( m N_m \) in the nodal length variance cancel out perfectly. This effect was called arithmetic Berry cancellation in \([30, \text{section 1.6}]\), after “Berry’s cancellation phenomenon” \([5, 43]\).

Subsequently, Cammarota \([10]\) found that the limiting distribution of the nodal volume is non-Gaussian \([10, \text{Theorem 1}]\),

\[
\text{lim} \frac{V_m - \mathbb{E}[V_m]}{\sqrt{\text{Var}(V_m)}} = d \frac{5 - \chi}{\sqrt{10}}
\]

where the limit is taken as \( m \to \infty \), \( m \not\equiv 0, 4, 7 \) \((\text{mod} \ 8)\), where \( \chi \) is a chi-square r.v. with 5 degrees of freedom, and \( =^d \) denotes convergence in distribution.

Recently Cherubini and Laaksonen \([16]\) gave an upper bound for the variance when \( d \geq 4 \),

\[
\text{Var}(V_m) = O(m N_m^{-1 - \alpha(d)}),
\]

where \( \alpha(4) = 2/3 \) and \( \alpha(d) = 2/(d - 2) \) for \( d \geq 5 \). In particular, Berry cancellation is observed also for \( d \geq 4 \).

In the present manuscript we consider a wide family of Gaussian fields on \( T^d \) defined as sums of random waves determined by a certain polynomial equation replacing \( \lambda_1^2 + \cdots + \lambda_d^2 = m \). We study the asymptotic behaviour of the expectation and variance of \( V_m \) as \( m \to +\infty \) along certain well chosen subsequences and determine the rescaled limiting law. We find that in most cases Berry cancellation does not occur.
1.3 Setting and main results

Throughout this article, we will consider the torus \( \mathbb{T}^d := \mathbb{R}^d / \mathbb{Z}^d \) with the metric induced by the Euclidean metric on \( \mathbb{R}^d \). We will consider \( p \in \mathbb{R}[X_1, \ldots, X_d] \) a \( d \)-variate polynomial homogeneous of degree \( 2k \). We will assume that \( p \) is elliptic, i.e., such that for each \( \xi \in \mathbb{R}^d \), \( p(\xi) \geq 0 \), with equality if and only if \( \xi = 0 \). In particular, the set \( \Sigma_p = \{ \xi \in \mathbb{R}^d : p(\xi) = 0 \} \) is a smooth compact hypersurface of \( \mathbb{R}^d \). Our results will depend on the value of \( d \in \mathbb{N} \), and on the choice of polynomial \( p \).

The operator \( p(-i\nabla) \) acting on \( C^\infty(\mathbb{T}^d) \) has a discrete spectrum containing only eigenvalues and its eigenspaces are finite-dimensional. More precisely, its eigenvalues \( m \in \mathbb{R} \) are those for which the following set is non-empty:

\[
\Lambda_m := \{ \lambda \in (1/m^{2k})\mathbb{Z}^d : p(\lambda) = 1 \}.
\]

For each such eigenvalue \( m \), the corresponding eigenspace is generated by the \( \{ m^{1/2k} \langle \lambda, x \rangle \} \) where for each \( t \in \mathbb{R} \), we write \( e(t) := e^{2\pi i t} \) and where \( \lambda \) ranges over \( \Lambda_m \). In particular, its dimension is exactly \( N_m := |\Lambda_m| \).

If we equip this eigenspace with the \( L^2(\mathbb{T}^d) \) scalar product and consider a random vector in this space whose law is the standard Gaussian measure induced by this scalar product. We then divide this vector by \( \sqrt{N_m} \) and obtain an a.s. smooth Gaussian field \( (F_m(x))_{x \in \mathbb{T}^d} \) on \( \mathbb{T}^d \), which can be described as follows:

\[
F_m(x) = \frac{1}{\sqrt{N_m}} \sum_{\lambda \in \Lambda_m} \zeta_\lambda e(m^{1/2k} \langle \lambda, x \rangle)
\]  

(6)

where \( (\zeta_\lambda)_{\lambda \in \Lambda_m} \) are complex standard normals defined on a common probability space \( (\Xi, \mathcal{F}, \mathbb{P}) \), independent save for the relation \( \zeta_{-\lambda} = \overline{\zeta_\lambda} \).

We are interested in the properties of the nodal set of \( F_m \), i.e., the set \( \{ F_m(x) = 0 \} \) as \( m \to +\infty \) along some subsequence of eigenvalues \( \mathcal{S} \). The most basic assumption we will make on \( \mathcal{S} \) is the following.

**Assumption 1.1.** We assume that \( \mathcal{S} \) is such that \( \lim_{m \in \mathcal{S}, m \to +\infty} N_m = +\infty \).

This implies that for \( m \) large enough, \( \Lambda_m \) must contain two non-colinear vectors. In particular, for each \( x \), the eigenvector \( (F_m(x), \nabla F_m(x)) \) is non-degenerate, which implies that the nodal set of \( F_m \) is a.s. a smooth hypersurface of \( \mathbb{T}^d \). In the present work, we will study the asymptotic properties as \( m \to +\infty \) in \( \mathcal{S} \) of the volume of the nodal set of \( F_m \), or nodal volume:

\[
V_m := \text{Vol}\{ x \in \mathbb{T}^d : F_m(x) \}
\]

Though the random vector \( \nabla F_m(0) \) is non-degenerate, it could degenerate asymptotically, which would qualitatively amount to the field concentrating around one frequency direction\(^1\). To avoid such pathological cases, we add an assumption on the eigenvalues of the covariance matrix of \( \nabla F_m(0) \). To do so we introduce the scaling parameter

\[
L_m = 4\pi^2 m^{1/k}
\]

which will naturally appear in the proofs.

**Definition 1.2.** Let \( \hat{\Omega}_m \) (resp. \( \Omega_m \)) be the covariance matrix of \( \nabla F_m(0) \) (resp. \( \frac{1}{\sqrt{L_m}} \nabla F_m(0) \)). In particular, \( \Omega_m = (1/L_m) \hat{\Omega}_m \).

We note that by definition, the matrix \( \Omega_m \) is bounded from above uniformly in \( m \).

**Assumption 1.3.** The sequence \( \mathcal{S} \) is such that the eigenvalues of \( \Omega_m \) are bounded from below uniformly for \( m \in \mathcal{S} \).

\(^1\)By this we mean that the \( \lambda \in \Lambda_m \), which dictate the frequency and direction of oscillation of the waves \( e(\lambda, \cdot) \), would concentrate along a given direction in \( \mathbb{R}^d \).
We will always work under Assumptions \[1.1\] and \[1.3\] either by requiring explicitly or by ensuring that they hold. Some of our results will hold for every choice of \(d \) and \(p \). Others will require some additional assumptions. To express these, we introduce the degeneracy of \(p \), defined as follows. For each \(x \in \mathbb{R}^d \), let \(\nabla^2 p(x)\) be the Hessian of \(p \), i.e., the matrix \((\partial_i \partial_j p(x))_{i,j}\). Then, the degeneracy of \(p \) is:

\[
\bar{d} = d - \inf_{x \in \mathbb{R}^d \setminus \{0\}} \operatorname{rank}(\nabla^2 p(x)).
\]  

(8)

We use the terminology non-degenerate for \(p \) whenever

\[
\min\{d, 2(d - \bar{d})\} > 5 \cdot 2^{2k+1}(2k - 1).
\]

(9)

Example 1.4. Assume that \(p(x) = x_1^{2k} + \cdots + x_d^{2k} \) with \(k > 0 \). Then, \(\nabla^2 p(x)\) is diagonal and its \(j\)th diagonal coefficient is \(2k(2k - 1)x_j^{2k-2}\) so \(\bar{d} = 0\) and \(p\) is non-degenerate as long as

\[
d > 5 \cdot 2^{2k+1}(2k - 1).
\]

(10)

Remark 1.5. For ellipsoids \((2k = 2)\), \(\nabla^2 p = v\) for fixed \(v \in \mathbb{R}^d\) is simply \(Ax = v\) where \(A\) is the invertible matrix of the quadratic form \(p\). In particular, \(\bar{d} = 0\) and \(p\) is non-degenerate for \(d \geq 41\).

Our first additional assumption is the following:

Assumption 1.6. Either \(2k = 2\) (i.e. \(p\) is quadratic) and \(d \in \{2, 3\}\) or \(p\) is non-degenerate.

In order to state our results, we introduce two functionals over the set of symmetric positive matrices, one of which is scalar valued while the other is matrix valued. More precisely, for each positive definite \(d \times d\) matrix \(\Omega\), let

\[
\Upsilon(\Omega) = \int_0^\infty \left(1 - \det(I_d + t\Omega)^{-1/2}\right) \frac{dt}{t^{3/2}}, \quad \Psi(\Omega) = \int_0^\infty \det(I_d + t\Omega)^{-1/2}(I_d + t\Omega)^{-1} \frac{dt}{t^{1/2}}.
\]

(11)

One can easily check that the maps \(\Omega \mapsto \Upsilon(\Omega)\) and \(\Omega \mapsto \Psi(\Omega)\) are continuous on the space of positive definite \(d \times d\) matrices. We obtain the following information about the asymptotic distribution of \(\mathcal{V}_m\) as \(m \to +\infty\) along the subsequence \(\mathcal{G}\).

Expected nodal length.

Proposition 1.7 (Expected nodal length). Let \(d \in \mathbb{N}\) and \(p \in \mathbb{R}[X_1, \ldots, X_d]\) be elliptic homogeneous of degree \(2k\). Then, as \(m \to +\infty\) along the spectrum of \(p(-i\nabla)\),

\[
\mathbb{E}[\mathcal{V}_m] = \frac{\sqrt{\Gamma_m}}{2\pi} \Upsilon(\Omega_m).
\]

(12)

The proof of Proposition \[1.7\] may be found in section \[4.1\] below. It is a direct application of the Kac-Rice formula.

Remark 1.8. If \(p(x) = x_1^2 + \cdots + x_d^2\) then for each \(m\), \(\Omega_m = I_d/d\) and \(\Upsilon(\Omega_m) = \sqrt{\frac{d}{\Gamma(d/2)}}\) (see \[86\]), which is just \(\mathcal{L}_d\) from Proposition 4.1 of \[39\] (cf. \[2\]). In general \(\Upsilon(\Omega_m)\) may depend on \(m\) but by Assumption \[1.3\] \(\Upsilon(\Omega_m)\) is bounded from above and below by positive constants, independent on \(m\).

Variance upper bound.

Proposition 1.9 (Variance upper bound). Fix \(d \in \mathbb{N}\) and \(p \in \mathbb{R}[X_1, \ldots, X_d]\) elliptic homogeneous of degree \(2k\) as well as \(\mathcal{G}\) satisfying Assumptions \[1.1\] and \[1.3\]. Then, uniformly for \(m \in \mathcal{G}\),

\[
\frac{\operatorname{Var}(\mathcal{V}_m)}{\mathbb{E}[\mathcal{V}_m]^2} \ll \frac{1}{N_m}.
\]

(13)

Proposition \[1.9\] will be shown in section \[3\]. Combining \[1.9\] with \[1.2\], we deduce, via the Chebyshev-Markov inequality, that under the assumptions of Proposition \[1.9\] we have for all \(\varepsilon > 0\) and \(m \in \mathcal{G}\),

\[
\mathbb{P}\left(\left|\frac{\mathcal{V}_m}{m^{1/k}} - \Upsilon(\Omega_m)\right| > \varepsilon\right) \leq \frac{K}{\varepsilon^2 N_m}
\]

(14)

for some positive \(K\) depending on \(p\), which goes to zero as \(m \to +\infty\) by Assumption \[1.1\].
Variance asymptotics. Under the additional Assumption 1.10 we can compute the main term in the asymptotics of the variance, along certain subsequences of integers.

In order to express our results, we introduce certain measures on the hypersurface $\Sigma_p = \{ \xi \in \mathbb{R}^d : p(\xi) = 1 \}$. First, we denote by $dS_p$ the hypersurface area measure. Then, we define a measure $d\sigma_p$ as follows.

**Definition 1.10** (Equidistribution measure). We define $d\sigma_p$ to be the measure $\frac{dS_p}{Z_p \sqrt{\psi}}$ where $Z_p > 0$ is a normalizing constant so that the total mass of $\sigma_p$ is one. Equivalently, for each $\phi \in C^0(\Sigma_p)$,

$$\int_{\Sigma_p} \phi(x) d\sigma_p(x) := \frac{1}{|S^{d-1}|} \int_{S^{d-1}} \phi \left( \frac{\omega}{p(\omega)^{1/2k}} \right) d\omega,$$

where $d\omega$ is the Euclidean surface area measure on $S^{d-1}$.

**Example 1.11.** If $p(x) = a_1 x_1^2 + \cdots + a_d x_d^2$ then $d\sigma_p(x)$ is proportional to $\frac{dS_p(x)}{\sqrt{a_1^2 x_1^2 + \cdots + a_d^2 x_d^2}}$.

Using the measure $d\sigma_p$ we define the matrix:

$$\Omega := \int_{\Sigma_p} x \otimes x^* d\sigma_p(x).$$

(15)

In other words, for each $i, j \in \{1, \ldots, d\}$, $\Omega_{ij} = \int_{\Sigma_p} x_i x_j d\sigma_p(x)$. Since $d\sigma_p$ and $dS_p$ are mutually absolutely continuous with respect to each other, it is easy to check that $\Omega$ is invertible.

**Theorem 1.12** (Variance asymptotics). Fix $d \in \mathbb{N}$ and $p \in \mathbb{R}[X_1, \ldots, X_d]$ elliptic homogeneous of degree $2k$ satisfying Assumption 1.10. For each $m \in \mathbb{N}$, define $E_m$ whenever $\mathbb{E}[|V_m|^2] > 0$, by

$$\frac{\operatorname{Var}(V_m)}{\mathbb{E}[|V_m|^2]} = \frac{\pi}{N_m} \int_{\Sigma_p} (\Xi(x) - 1)^2 d\sigma_p(x) + E_m,$$

where for each $\lambda \in \Sigma_p$,

$$\Xi(\lambda) = \Upsilon(\Omega)^{-1} (\lambda, \Psi(\Omega) \lambda).$$

Here, $\Omega$ is defined as in (15). Then, the remainder term $E_m$ follows

(A) Assume that $2k = 2, d = 2$ and the discriminant of $p$ (see Appendix 1B for its definition) belongs to the set $\mathcal{D}$ defined in Appendix 1B. Then, there exists a positive density sequence $\mathcal{S} \subset \mathbb{N}$ such that uniformly for $m \in \mathcal{S}$,

$$E_m = O \left( N_m^{-2} \right);$$

(B) If $2k = 2$ and $d = 3$ then there exists a positive density sequence $\mathcal{S} \subset \mathbb{N}$ such that for each $\varepsilon > 0$,

$$E_m = O \left( N_m^{-1 - \frac{2}{3k} + \varepsilon} \right) \text{ and } E_m = O \left( m^{-\frac{5}{7} - \frac{2}{3k} + \varepsilon} \right);$$

(C) If $p$ is non-degenerate (see 1C), then, there exists some $\delta > 0$ and a positive density sequence $\mathcal{S} \subset \mathbb{N}$ such that

$$E_m = O \left( N_m^{-1 - \delta} \right) \text{ and } E_m = O \left( m^{-\frac{5}{7} + \delta} \right).$$

**Remark 1.13.** In particular, $E_m \lesssim N_{\frac{d+2}{d+1}}$ for $2k = 2, d \geq 41$.

**Remark 1.14.**

- In each case, the sequence $\mathcal{S}$ is either determined explicitly or characterised by certain sufficient conditions in the various results cited or proved in section 2B below. As explained in section 2.1 the exact expression of $\mathcal{S}$ is related to certain congruence obstructions to finding solutions to $p(x) = m$, which depend on $p$ in various ways.

- The leading term is non-negative and vanishes exactly when $\Xi(\lambda) = 1$ for each $\lambda \in \Sigma_p$. This is equivalent to the fact that $\Psi(\Omega)^{-1/2} \Sigma_p$ be the unit sphere.

---

2 If it is included in the unit sphere, since it is a closed compact hypersurface, it is equal to the unit sphere.
Theorem 1.15. Fix \( d \in \mathbb{N} \) and \( p \in \mathbb{R}[X_1, \ldots, X_d] \) elliptic homogeneous of degree \( 2k \) satisfying Assumption 1.12. Assume also that \( \Psi(\Omega)^{-1/2}\Sigma_p \) is not a sphere. Let \( \mathcal{S} \subset \mathbb{N} \) be the subset introduced in Theorem 1.12. Then, as \( m \to +\infty \) along \( \mathcal{S} \), the random variable

\[
\frac{\mathcal{V}_m - E[\mathcal{V}_m]}{\sqrt{\text{Var}(\mathcal{V}_m)}}
\]

converges in distribution to a standard normal \( \mathcal{N}(0,1) \).

Regarding the condition that \( \Psi(\Omega)^{-1/2}\Sigma_p \) is not a sphere, let us note first that whenever the degree of \( p \) is \( 2k > 2 \), it is automatically satisfied since \( \Sigma_p \) is an algebraic hypersurface of degree greater than two and \( \Psi(\Omega)^{-1/2} \) is a linear map. In the case where \( \Sigma_p \) is an ellipsoid, however, we have not found a general result to rule out cancellation. However, in section 6 below, we study the family of ellipsoids \( ax_1^2 + x_2^2 + x_3^2 \) and prove that for \( a \in \mathbb{N} \) large enough, \( \Psi(\Omega)^{-1/2}\Sigma_p \) is not a sphere (see Proposition 6.1).

Further remarks.

Corollary 1.16. In addition to the assumptions as Theorem 1.12, assume that \( p \) is symmetric polynomial, such that only even powers of the indeterminates appear among its monomials. Then

(i) The expected nodal volume is

\[
E[\mathcal{V}_m] = \sqrt{\frac{4\pi A_m}{d}} \frac{\Gamma \left( \frac{d+1}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \times m^{1/2k}
\]

where \( A_m = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} |\lambda|^2 \) satisfies, as \( m \to +\infty \) along some positive density sequence \( \mathcal{S} \subset \mathbb{N} \),

\[
A_m = (1 + o(1)) \frac{1}{|S^{d-1}|} \int_{S^{d-1}} \frac{1}{p(\omega)^{1/2k}} d\omega.
\]

(ii) For each \( m \in \mathbb{N} \) such that \( E[\mathcal{V}_m] > 0 \), let

\[
\mathcal{E}_m := \frac{\text{Var}(\mathcal{V}_m)}{E[\mathcal{V}_m]^2} - \frac{\pi}{N_m} \times \frac{1}{|S^{d-1}|} \int_{S^{d-1}} \left( (1/d)(\omega^{-\frac{1}{k}} - 1)^2 \right) d\omega.
\]

Then, in each case (A), (B) and (C) of Theorem 1.12 \( \mathcal{E}_m \) satisfies the estimates given in Theorem 1.13.

Moreover, as \( m \to +\infty \) along the same subsequence, \( \frac{\mathcal{V}_m - E[\mathcal{V}_m]}{\sqrt{\text{Var}(\mathcal{V}_m)}} \) converges to a standard normal.

Proof. If \( p \) satisfies the assumptions of the corollary, then \( \Omega_m \) is diagonal and all of its diagonal coefficients are equal to \( (A_m/d) \). The first point follows from Proposition 1.7. The asymptotic behaviour of \( A_m \) is due to the fact that the counting measure on \( \Lambda_m \) converges to \( \sigma_p \) under the assumptions of Theorem 1.12 as explained in its proof. The second point follows from Theorems 1.12 and 1.13 by computing \( \mathcal{Y}((A_m/d)I_d) \) and \( \mathcal{Y}((A_m/d)I_d) \). By integrating by parts, we deduce that \( \mathcal{Y}((A_m/d)I_d) = \frac{1}{2} \mathcal{Y}((A_m/d)I_d) \), and we express \( \mathcal{Y}((A_m/d)I_d) \) using (55) to conclude. \( \square \)

Example 1.17. Assume that \( p(x) = x_1^{2k} + \cdots + x_d^{2k} \) for some \( k > 0 \) such that \( d > 5 \times 2^{2k+1}(2k-1) \). By (10), \( p \) satisfies Assumption 1.16. Moreover, \( p \) is symmetric and \( \Omega_m = \frac{1}{2} I_d \). By Corollary 1.16 we deduce that with this choice of \( p \), as \( m \to +\infty \) along a positive density sequence of integers,

\[
E[\mathcal{V}_m] = \left( \frac{4\pi}{d} \frac{1}{|S^{d-1}|} \int_{S^{d-1}} \frac{1}{p(\omega)^{1/2k}} d\omega \right)^{1/2} \frac{\Gamma \left( \frac{d+1}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \times m^{1/2k}(1 + o(1))
\]

\[
\frac{\text{Var}(\mathcal{V}_m)}{E[\mathcal{V}_m]^2} = \frac{\pi}{N_m} \times \frac{1}{|S^{d-1}|} \int_{S^{d-1}} \left( (1/d)(\omega^{-\frac{1}{k}} - 1)^2 \right) d\omega(1 + o(1)).
\]

Moreover, as \( m \to +\infty \) along the same subsequence, \( \frac{\mathcal{V}_m - E[\mathcal{V}_m]}{\sqrt{\text{Var}(\mathcal{V}_m)}} \) converges to a standard normal.
For bivariate polynomials of any positive even degree we have the following.

**Proposition 1.18.** Let \( p \in \mathbb{R}[X_1, X_2] \) be elliptic homogeneous of degree \( 2k \). Then

\[
\frac{\text{Var}(V_m)}{\mathbb{E}[V_m]^2} = \frac{\pi}{N^2} \sum_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2 + O \left( \frac{1}{N^2} \right). \tag{19}
\]

The behaviour of the first summand on the RHS of (19) depends on the properties of \(|\Lambda_m|\) as \( m \) gets large. For degree \( 2k \geq 4 \) these are not in general well understood – see section 2.1.1.

**Remark 1.19.** Whenever the summation on the right-hand side dominates the error term, using Proposition 3.2 and reasoning as in the proof of Theorem 1.15, one can deduce that 

\( \frac{V_m - \mathbb{E}[V_m]}{\sqrt{\text{Var}(V_m)}} \) converges to a standard Gaussian.

**Future directions.** There is a rich literature (e.g., [2, 11, 12, 13, 19, 22, 42]) on geometric functionals of random fields, and on the asymptotic behaviour of high energy eigenfunctions. It would be interesting to study other geometric functionals for the fields (6), in two or more dimensions: nodal components, critical points, excursion sets...

Moreover, as explained below Theorem 1.15, starting from the Berry cancellation condition we have established, we are unable to provide a tractable criterion to decide whether or not it occurs for general ellipsoids. This matter needs further clarification.

Finally, as the present paper shows and others suggest, any progress on the understanding of the arithmetic of \( \Lambda_m \) for a given class of polynomials would yield results on \( V_m \) and other geometric functionals of the field \( F_m \).

### 1.4 Notation and terminology

For two positive functions \( f(x), g(x) \) of the real variable \( x \), the expression

\( f \sim g \) means that \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 1 \).

The interchangeable notations (respectively Landau’s and Vinogradov’s)

\( f = O(g), \quad f \ll g \)

mean that \( \exists c, x_0 : \forall x > x_0 \) one has \( f(x) \leq cg(x) \). In case \( f \ll g \ll f \), we write \( f \asymp g \). The expression

\( f = o(g) \) means that \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 0 \).

We may also write an index, e.g. \( f = O_a(g) \), to stress dependence on the quantity \( a \).

Let \( A' \subseteq A \subseteq \mathbb{Z} \). We say \( A' \) has asymptotic density \( l, 0 \leq l \leq 1 \) in \( A \) if

\[
l = \lim_{X \to \infty} \frac{|\{n \in A' : n \leq X\}|}{|\{n \in A : n \leq X\}|}. \tag{20}
\]

### 1.5 Proof outline and plan of the paper

Let us outline the proofs here. The method is of similar flavour to the case where \( p \) is the equation of a sphere [30]. A mean centred stationary Gaussian field such as \( F_m \) on the torus \( \mathbb{T}^d \) may be completely described by its covariance function

\[
r_m(x - y) := \mathbb{E}[F_m(x)F_m(y)]. \tag{21}
\]
From (9), we get, for each \( x \in \mathbb{T}^d \),
\[
r_m(x) = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} e(m^{1/2k} \cdot \lambda \cdot x) .
\] (22)

To understand the functional \( V_m \), we will use the Kac-Rice formulas (see Theorem 6.9 of [1]). Given a random field satisfying certain conditions, these formulas constitute a standard tool to compute moments of the measure of the zero set (see for instance Chapter 6 of [1]).

Their application requires understanding the (scaled) second intensity \( K_{2,m} \) of \( F_m \) (to be defined in (48) and (50)). Section 4 is thus dedicated to the following arguments and computations. We will express \( K_{2,m} \) in terms of the conditional Gaussian expectation of the 2\(d\)-dimensional vector
\[
(\nabla F_m(0), \nabla F_m(x))
\]
conditioned on \( F_m(0) = F_m(x) = 0 \). Following a method introduced by Berry in [5], we will then rewrite this conditional expectation explicitly in terms of the covariance function (22) and its various first and second order derivatives at \( x \) (see (50)). Next, we approximate these functions by their Taylor expansion around zero (see Lemma 4.3 for the general expansion applied here). This expansion is not valid as the function \( r_m \) and its derivatives do not decay uniformly away from the diagonal. To deal with this issue, we will define a singular set \( S_m \subset \mathbb{T}^d \) (see Definition 4.3), outside of which the expansion is valid and show that its volume is small enough that the integral of \( K_{2,m} \) over \( S_m \) is negligible in the overall computation.

Having integrated the approximation formula, the error terms are expressed in terms of the two following arithmetic quantities (see the arithmetic formula Proposition 3.1). First, \( \mathcal{N}_m \) the cardinality of \( \Lambda_m \) and then, \( |\mathcal{C}_{4,m}| \) the number of quadruples \( (\lambda, \mu, \nu, \iota) \in \Lambda_m^4 \) such that \( \lambda + \mu + \nu + \iota = 0 \), which are called 4-correlations. On the other hand, the main term is expressed as the sum for \( \lambda \in \Lambda_m \), of the values of an explicit function of \( \lambda \). Assuming that the counting measure on \( \Lambda_m \) converges to a limiting measure \( d\sigma_p \), the expression simplifies considerably and ensures that the leading term is indeed greater than the error terms.

Hence, all that remains is to estimate \( \mathcal{N}_m, |\mathcal{C}_{4,m}| \) and the rate of equidistribution. This is very difficult to do in full generality. However, we are able to do so in three cases. The arguments are collected in section 2. First, based on an equidistribution result by Dias in [20] as well as some estimates by Cilleruelo and Córdoba from [17], we are able to cover the case where \( \Sigma_p \) belongs to a certain class of ellipses. Next, applying various results collected in section 11.6 of [29] we cover the case where \( \Sigma_p \) is an ellipsoid in dimension three. Finally, by applying Birch’s results from [6], we deal with a wide family of polynomials \( p \) with a high number of variables with respect to its degree which we call non-degenerate (as defined in [4]).

In comparison to the cases covered in the present text, because of Berry cancellation, the case where \( \Sigma_p \) is either a circle or a sphere in \( \mathbb{R}^3 \) involves the analysis of 6-correlations (see [30] and [3] for further details).

In section 5 the nodal volume distribution is derived by considering the Wiener chaos expansion of \( V_m \). More precisely, we consider random variables formed by taking polynomials in the random variables \( (F_m(x))_{x \in \mathbb{T}^d} \). We then define, for each \( q \in \mathbb{N} \), \( C_q \) to be the space of such polynomials of degree \( q \) which are \( L^2 \)-orthogonal to the polynomials of lower degree. The sum of the spaces \( C_q \) is dense in \( L^2 \) so we can decompose \( V_m \) as
\[
V_m = \sum_{q=0}^{\infty} V_m[q].
\] (23)
The series converges in \( L^2(\mathbb{P}) \), where \( V_m[q] \) is the orthogonal projection of \( V_m \) onto \( C_q \). In section 6, we will obtain an upper bound on \( \text{Var}(V_m) - \text{Var}(V_m[2]) \) in terms of the same arithmetic quantities presented above (see Proposition 6.2). It then follows from the same arithmetic results as before that \( V_m \) is close
to \( V_m \) in \( L^2 \). It is then straightforward to deduce a central limit theorem for \( V_m \). This constitutes a marked difference with the case of spheres \[35, 10\], where the limiting distribution is non-Gaussian. In \[35, 10\], Berry cancellation is tantamount to the second order projection vanishing: in these works, the fourth chaotic component dominates in the expansion \[24\].
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2 Establishing the variance asymptotic: arithmetic results

In order to study the nodal volume variance asymptotic, we need to understand subtle arithmetic properties of the (projected) lattice point set \( \Lambda_m \). The goal of section 2 is to collect prior results and prove new ones, in order to obtain the information needed for the proof of our main results. Our method requires lower bounds on the lattice point number \( N_m \), upper bounds on the number of four correlations \( |C_{4,m}| \), i.e., quadruples of eigenvalues whose sum vanishes, and upper bounds on the rate of convergence of the counting measure on \( \Lambda_m \) towards the equidistribution measure \( d\sigma \) (see Definition 1.10).

This information needs to be obtained in the three following cases. Either \( \Sigma_p \) belongs to a certain family of ellipses, or \( \Sigma_p \) is an ellipsoid in dimension three, or \( p \) is non-degenerate (see \[11\]).

In section 2.1 we give an overview of previous arithmetic results in the same flavour as those used here. The results used in the rest of the paper are collected in sections 2.2 and 2.3.

2.1 Historical context

In this section, we present some previous results estimating the asymptotic behaviour of \( N_m \) and \( |C_{4,m}| \). Let us emphasise that the purpose of the present section is merely to contextualise the following ones. The rest of the manuscript does not refer to results presented in this section.

2.1.1 Counting lattice points

In general, for simple reasons of congruence obstructions, there are arithmetic sequences of \( m \) along which \( N_m = 0 \). For instance, if \( p(x) = x_1^2 + x_2^2 \), the values of \( p \) are exactly integers with no prime factors equal to 3 modulo 4 appearing with an odd exponent. It is natural to restrict to \( \mathcal{S}_p' \) the sequence of \( m \) for which \( N_m > 0 \). In the case where \( \Sigma_p \) is an ellipse, for each \( \varepsilon > 0 \), on a sequence of \( m \) of density one in \( \mathcal{S}_p' \), the number of lattice points satisfies (see \[18\])

\[
N_m \ll \varepsilon m^2. \tag{24}
\]

Considering again \( p(x) = x_1^2 + x_2^2 \), there remain pathological subsequences of \( \mathcal{S}_p' \), e.g. \( N_m = 8 \) for each \( m \) prime congruent to 1 (mod 4). However, for a subsequence \( \mathcal{S}_p' \) of density 1 within \( \mathcal{S}_p' \), the number \( N_m \) is not bounded above by any power of \( \log(m) \), and in particular \( N_m \to \infty \) along \( \mathcal{S}_p' \). This is the sequence of regular values for the corresponding polynomial \( p(x) = x_1^2 + x_2^2 \).

Similarly \[40, 31\], there are no integer solutions to \( x_1^2 + x_2^2 + x_3^2 = m = 4^n(8l + 7) \), where \( n, l \in \mathbb{N} \) are given. Excluding these values of \( m \), one is left with a subsequence of density 5/6 in the naturals. To get a lower bound on \( N_m \), we take the sequence \( \mathcal{S}_p \) satisfying \( m \not\equiv 0, 4, 7 \) (mod 8), of density 5/8, for which \( m^{1/2-\varepsilon} \ll N_m \ll m^{1/2+\varepsilon} \). This is the sequence of regular values for \( x_1^2 + x_2^2 + x_3^2 \). It is well-known that every positive integer is the sum of 4 squares. One needs only to insist that \( m \) is not a power of 2 to obtain the lower bound in \( m^{1-\varepsilon} \ll N_m \ll m^{1+\varepsilon} \) \[28, 41\]. It is natural to take into account these congruence obstructions, and work along sequences of regular values.
For any positive $\varepsilon$ in the case of ellipsoids in dimension $d \geq 3$, along regular values in the cases $d = 3, 4$, one has for all $\varepsilon > 0$ [26, 24]

$$m^{\frac{d-2}{2} - \varepsilon} \ll \mathcal{N}_m \ll m^{\frac{d-2}{2} + \varepsilon}$$

(25)

where we may take $\varepsilon = 0$ for $d \geq 5$. We remark in particular that there are no congruence obstructions for ellipsoids in $d \geq 5$: here $\mathcal{G}_p = \mathbb{N}$.

Much less is known in general for $p$ of degree $K > 2$ (in the present section we do not necessarily assume $K$ to be even). Even in the special case

$$x^K + y^K + z^K = m, \quad K \geq 3,$$

for a very long time there existed only upper bounds of the form [26, 27]

$$\mathcal{N}_m \ll_{K, \varepsilon} m^{1/K + \varepsilon}$$

(26)

until Heath-Brown found [26, Theorem 13]

$$\mathcal{N}_m \ll_{\varepsilon} m^{\theta + \varepsilon}, \quad \theta = \frac{2}{\sqrt{K}} + \frac{2}{K - 1},$$

improving (26) for $K \geq 8$. In the other direction there is only a $\Omega$-result due to Mahler [34]: for $K = 3$, $\mathcal{N}_m = \Omega(m^{1/12})$. Mahler’s method cannot work for any other degree except possibly $K = 5$ [27]. In fact, it is expected that $\mathcal{N}_m \ll_{K, \varepsilon} m^\varepsilon$ as soon as $K \geq 4$ [26, 27].

There is a general heuristic argument (cfr. [27 §1.3], [21 §1]) that the lattice points should be approximately

$$m^{(d-K)/K}$$

(27)

as soon as $d > K$. The argument is based on the fact that $p$ takes values in $[-Hm, Hm]$ for some large positive $H$, and that there are approximately $m^{d/K}$ many vectors $x$ such that for every coordinate $x_j$ one has the bound $|x_j| \ll m^{1/K}$.

When $d = 2$ and $p(x) - m$ is absolutely irreducible, Bombieri and Pila [8] showed that

$$\mathcal{N}_m \ll_{\varepsilon} m^{1/K^2 + \varepsilon}$$

remarkably independent of $p$. More generally, in the irreducible case Pila [33] found the bound

$$\mathcal{N}_m \ll_{\varepsilon} m^{(d-2+1/K)/K + \varepsilon}$$

also independent of $p$. There has been the recent improvement [14, Theorem 4]

$$\mathcal{N}_m \ll_{\varepsilon} m^{(d-2)/K}, \quad d \geq 3, \quad K \geq 5$$

assuming that the homogeneous part of highest degree of $p$ is irreducible.

These bounds are quite far from the heuristics (27). To our best knowledge, the only general method to obtain an asymptotic for this problem (or any lower bound, for that matter) is the Hardy-Littlewood circle method. It requires the number of variables to be much larger than the polynomial degree. Birch established, via the circle method, an asymptotic formula for solutions to integer systems in many variables (see Theorem 2.11 to follow). In particular, if $p$ is an elliptic polynomial of degree $2k$ in $d$ variables, satisfying

$$d > 2^{2k}(2k - 1)$$

then, uniformly for each $m \in \mathbb{N}$, either $\mathcal{N}_m = 0$ or

$$\mathcal{N}_m \asymp m^\frac{d}{2k} - 1$$

(28)
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and (28) holds along an arithmetic progression $\mathcal{S}_p$ (see Proposition 2.12 below). The case of ellipsoids (25) is a special case of (28) when the dimension is large enough.

As a straightforward consequence, of independent interest, we have the following new sharp bounds for lattice points lying on hyperplanes.

**Corollary 2.1.** Let $p$ be an elliptic polynomial of degree $2k$ in $d$ variables, satisfying $d - 1 > 2^{2k}(2k - 1)$. Define $\Sigma = \Sigma_p = \{ p(x) = 1 \}$. Consider the intersection $\Sigma'$ between $\Sigma$ and any hyperplane containing the origin. Then there is an arithmetic progression such that $|\Lambda_m \cap \Sigma'| \asymp N_m^{\frac{1}{d-2k}}$ lattice points as $m \to \infty$ along this progression.

**Proof.** The equation defining the hyperplane through the origin is $\langle v, x \rangle = 0$ for some $v \in \mathbb{R}^d$. Solving for $x$ and substituting into $p$ yields $q(x) = m$ where $q$ is homogeneous of degree $2k$ in $d - 1 > 2^{2k}(2k - 1)$ variables. By (28), along an arithmetic progression $\mathcal{S}_q$,

$$|\Lambda_m \cap \Sigma'| \asymp m^{\frac{(d-1)-2k}{2k}}.$$

Since $\mathcal{S}_p$ and $\mathcal{S}_q$ both contain $m$, their intersection is another arithmetic progression. Along this sequence,

$$|\Lambda_m \cap \Sigma'| \asymp m^{\frac{(d-1)-2k}{2k}} \asymp N_m^{\frac{d-1-2k}{2k}},$$

via another application of (28). \qed

### 2.1.2 Correlations

Similarly to [30, 3], the following problem arises naturally (from Proposition 3.1).

**Question 2.2.** Given $p$, how big is the set $\mathcal{C}_4; m$ as $m \to \infty$?

For every $p, m$ one trivially has

$$N_m^2 \ll |\mathcal{C}_4; m| \leq N_m^3$$

where the lower bound is due to the “diagonal” 4-correlations $(\lambda, -\lambda, \mu, -\mu)$. We immediately derive the generic variance upper bound (13). Once we have proven Proposition 3.1 if we wish to establish an asymptotic for the nodal volume variance, we need (at least) the improvement $|\mathcal{C}_{4;m}| = o(N^3)$.

More generally, define the length $\ell$ correlations, $\ell \geq 3$,

$$\mathcal{C}_{\ell;m} := \left\{ (\lambda_1, \ldots, \lambda_\ell) \in \Lambda^\ell : \sum_{i=1}^\ell \lambda_i = 0 \right\}. \tag{29}$$

For $\ell$ even we easily find

$$N_m^{\ell/2} \ll |\mathcal{C}_{\ell;m}| \leq N_m^{\ell-1},$$

again by taking into account the correlations that cancel out in pairs.

Let us give a brief account on the existing literature. For lattice points on circles, the 4-correlations are well understood due to an elementary observation of Zygmund [17]: fixing $\lambda_1, \lambda_2$, the two circles centred at the origin and at $\lambda_1 + \lambda_2$, both of radius $m^{1/2}$, intersect in at most two points, resulting in a finite number of choices for the remaining $\lambda_3, \lambda_4$. Therefore, for circles $|\mathcal{C}_{4;m}| \asymp N_m^2$. The case of spheres, though, requires understanding the 6-correlations as well, due to the higher order terms cancelling out (Berry cancellation phenomenon). The fact that $|\mathcal{C}_{6;m}| = O(N_m^4)$ is straightforward again by Zygmund’s observation. In [30, Theorem 2.2], the non-trivial

$$|\mathcal{C}_{6;m}| = o(N_m^4)$$

12
was shown. Subsequently, Bombieri-Bourgain proved in [7], among other results of this flavour, that actually
\[ |C_{6;m}| = O(N_m^{7/2}). \]

Similarly, [3, Theorems 1.6-1.7] shows that, for spheres \( p = x_1^2 + x_2^2 + x_3^2 \), the non-trivial bounds
\[ |X_{4;m}| = O(N_m^{7/4+\epsilon}), \quad \quad |C_{6;m}| = O(N_m^{11/3+\epsilon}) \]
hold, where \( X_{4;m} \subseteq C_{4;m} \) are the correlations that do not cancel in pairs. These bounds are needed again because of Berry cancellation.

For spheres in dimension \( d \geq 5 \), the work of Bourgain and Demeter [9] implies the upper bounds
\[ |C_{\ell;m}| \ll N_m^{\ell-1-\frac{2}{d-2}}, \quad d \geq 4, \quad \ell \geq \frac{2(d-1)}{d-3}, \quad \ell \text{ even}. \quad (30) \]
For 4-correlations, the bound holds as soon as \( d \geq 5 \). On the other hand, it is implicit in [3, section 3.3] that for spheres in \( d \geq 5 \),
\[ |C_{\ell;m}| \gg N_m^{\ell-1-\frac{2}{d-2}}, \quad \ell \text{ even}. \quad (31) \]

### 2.2 The case of ellipsoids in dimensions two and three

In the present subsection, we state the results we use in the case where \( 2k = 2 \) and \( d \in \{2,3\} \).

**Lattice point count and equidistribution for ellipses.** Assume that \( p \) is a bivariate quadratic form with integer coefficients. Then, we will use the fact that for each \( m \in \mathbb{N} \), \( m \geq 1 \), the number \( N_m \) of points \( (x, y) \in \mathbb{Z}^2 \) such that \( p(x, y) = m \) satisfies the following estimates.

First, \( N_m \) is bounded from above, uniformly in \( p \). This lemma easily follows from a discussion in section II.A of [17] as explained in Appendix A.

**Lemma 2.3.** Assume that \( p \) is a bivariate quadratic form with integer coefficients. For each \( \varepsilon > 0 \) there exists \( C = C(\varepsilon) < +\infty \) such that the following holds. Let \( p \) be a bivariate quadratic form with integer coefficients. Then, for each \( m \in \mathbb{N} \), \( m \geq 1 \),
\[ N_m \leq C m^\varepsilon. \]

On the other hand, along a density one sequence, we use that \( N_m \to +\infty \). More precisely, we use the following result from [20].

**Lemma 2.4** ([20], Lemmas 2 and 3). Assume that \( p \) is a bivariate quadratic form with integer coefficients. Then, for each \( \varepsilon > 0 \) there exists \( \mathcal{G} \subset \mathbb{N} \) a sequence of density one among the integers \( m \in \mathbb{N} \) for which \( N_m > 0 \) such that for each \( m \in \mathcal{G} \)
\[ N_m \geq \left( \frac{1}{2} - \varepsilon \right) \log \log(m). \]

We will also use the fact that the points in \( \Lambda_m \) equidistribute in the following sense for a for a certain family of ellipses. We refer the reader to Appendix [3] for the definition of \( \mathcal{D} \) used in the following proposition.

**Proposition 2.5** (Equidistribution for ellipses). Assume that \( d = 2 \) and that the degree of \( p \) is \( 2k = 2 \). Assume also that the positive definite quadratic form \( p(x, y) = ax^2 + bxy + cy^2 \) is primitive and that the discriminant \( -\delta = b^2 - 4ac \) is such that \( \delta \in \mathcal{D} \). Then, for each \( \varepsilon > 0 \), there exists a subset \( \mathcal{G} \subset \mathbb{N} \) of
density one among the integers \( m \) for which \( N_m > 0 \) and a constant \( C = (p, \varepsilon) < +\infty \) such that for each \( m \in \mathcal{S} \) and each \( \phi \in C^0(\Sigma_p) \),

\[
\left| \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \phi(\lambda) - \int_{\Sigma_p} \phi(x) d\sigma_p(x) \right| \leq C \|\phi\|_\infty (\log(m))^{-\frac{1}{2}\log(\frac{1}{2})+\varepsilon}.
\]

**Proof.** Theorem \( \PageIndex{3.1} \) applied with \( m = T \) yields the result for indicator functions instead of continuous functions. But continuous functions on \( \Sigma_p \) can be approximated uniformly by sums of indicator functions so the proposition follows immediately. \( \square \)

In contrast to Proposition \( \PageIndex{2.5} \) Cilleruelo and C´ordoba showed that there exist ellipses, and (density 0) sequences of energies, such that the lattice points belong to arbitrarily short arcs.

**Proposition 2.6 ([18, Theorem 2]).** For every \( \varepsilon > 0 \) and for every integer \( n \), there exists an ellipse \( x^2 + \frac{y^2}{a} = m \) such that all its lattice points are on the arcs \( |y/x| < \varepsilon \), and \( N_{m} > n \).

**Lattice point count and equidistribution for ellipsoids in dimension three.** The following theorem contains the estimates on \( N_{m} \) and the equidistribution rate in the case where \( p \) is an ellipsoid in dimension three.

**Theorem 2.7 ([29], section 11.6).** Assume that \( d = 3 \) and that the degree of \( p \) is \( 2k = 2 \). Recall the definition of \( d\sigma_p \) from Definition \( \PageIndex{1.10} \). Let \( \varepsilon > 0 \). Then, there exists a positive density sequence of integers \( \mathcal{S} = \mathcal{S}(\varepsilon, p) \) such that, for each \( m \in \mathcal{S} \) the following holds.

1. There exists a constant \( C = C(p, \varepsilon) < +\infty \) such that

\[
(1/C)m^{1/2} \varepsilon \leq N_{m} \leq Cm^{1/2} \varepsilon.
\]

2. There exists \( C = C(p, \varepsilon) \) such that for each \( \phi \in C^0(\Sigma_p) \)

\[
\left| \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \phi(\lambda) - \int_{\Sigma_p} \phi(x) d\sigma_p(x) \right| \leq C \|\phi\|_\infty m^{-1/222+\varepsilon}.
\]

**Proof.** For the most part, these results are presented in [29] section 11.6. Let us simply add that since polynomials are dense in \( C^0(\Sigma_p) \) for the topology of uniform convergence in \( \Sigma_p \), we may extend the equidistributions from [29] to continuous functions immediately. \( \square \)

**Four correlations in dimensions two and three.** The following proposition is an upper bound on the number of four correlations in dimension two and for ellipsoids in dimension three. Crucially, in dimension three, it relies on bounds for the number of lattice points on ellipses that are uniform on the ellipse (see Lemma \( \PageIndex{2.3} \) above).

**Proposition 2.8.** Let \( p \) be a homogeneous \( d \)-variate polynomial, of degree \( 2k \). For each \( \varepsilon > 0 \) there exists \( C = C(\varepsilon) < +\infty \) such that for each \( m \in \mathcal{S} \),

\[
|C_{4;m}| \leq \begin{cases} 
CN_{m}^{3-1}, & d = 2, \\
CN_{m}^{3-(1-\varepsilon)}, & 2k = 2, d = 3.
\end{cases}
\]

**Remark 2.9.** As explained in section \( \PageIndex{2.12} \) we actually have \( |C_{k;m}| \geq N_{m}^{2} \). Consequently, for \( d = 2 \) the bound is optimal up to constants and for \( 2k = 2, d = 3 \) it is tight up to arbitrarily small powers of \( N_{m} \).
Proof of Proposition 2.8. In dimension $d = 2$, two smooth distinct compact connected curves may intersect in at most $(2k)^2$ points, where $2k$ is the degree. Therefore, once $\lambda, \mu$ are fixed there are only finitely many choices for $\nu, \iota$. This is essentially Zygmund’s observation [47].

In dimension $d = 3$, if $2k = 2$, we combine the same idea with a projection on an affine plane. More precisely, let $\lambda, \mu, \nu, \iota \in \mathbb{Z}^3$ be such that $p(\lambda) = p(\mu) = p(\nu) = p(\iota) = m$, $\lambda + \mu \neq 0$ and $\lambda + \mu + \nu + \iota = 0$. Then, $\nu$ satisfies

$$p(\nu) = p(\lambda + \mu + \nu) = m. \quad (33)$$

Let $M$ be a positive definite matrix with integer coefficients such that $\frac{1}{2} \langle x, Mx \rangle = p(x)$ for each $x \in \mathbb{R}^3$. Fix $\lambda$ and $\mu$ as above. Then, writing $w = \frac{1}{2}(\lambda + \mu)$, each solution $\nu$ of (33) leads to a solution $x = \nu + w \in (1/2)\mathbb{Z}^3$ of

$$\langle x - w, M(x - w) \rangle = \langle x + w, M(x + w) \rangle = 2m$$

which is in turn equivalent to

$$\langle x, Mw \rangle = 0; \langle x, M(x + w) \rangle = 2m - \langle w, Mw \rangle. \quad (34)$$

Without loss of generality, we may assume that the first coefficient of $Mw$ is a non-zero integer $h$ in the interval $[-C_1m^{1/2}, C_1m^{1/2}]$ where $C_1 / C_1(M) < +\infty$. In particular, multiplying the quadratic equation in (34) by $h^2$ allows us to substitute both occurrences of $hx_1$ in the left-hand side by a linear combination of $x_2$ and $x_3$. We deduce that $\hat{x} = (2x_2, 2x_3) \in \mathbb{Z}^2$ satisfies a quadratic equation of the form

$$\langle \hat{x}, Q\hat{x} \rangle = m'$$

where $Q$ has integer coefficients and $m'$ is an integer no greater than $C_2m^2$ where $C_2 = C_2(M) < +\infty$. But by Lemma 2.3 for each $\varepsilon > 0$ the number of such points $\hat{x}$ is $O(m^\varepsilon)$ uniformly in $Q$, that is, uniformly in the choice of $\lambda$ and $\mu$. Since, moreover, by Theorem 2.7 $N_m \gg m^{1/2-\varepsilon}$, we deduce that for each $\varepsilon > 0$, there exists $C_3 = C_3(\varepsilon) < +\infty$ such that for each $m \in \mathbb{N}$,

$$|C_3m| \leq C_3N_m^{\varepsilon}. \quad \Box$$

2.3 The high-dimensional case

The following proposition presents an equidistribution estimate in the case where $p$ is non-degenerate (see [31]). Recall the measure $d\sigma_p$ from Definition 1.10. The statement of Proposition 2.10 involves the notion of Krull dimension over $\mathbb{R}$ (see Chapter 1, section 1 of [25]), which we will call algebraic dimension throughout the paper for brevity.

Proposition 2.10 ([32], Theorem 1). Let $d'$ be the algebraic dimension of the variety $\{\nabla_x p = 0\}$. Assume that

$$d - d' > 2^{2k}(2k - 1).$$

Let $\mathcal{G} \subseteq \mathbb{Z}$ be an infinite set of integers $m$ such that there exists $c > 0$ for which $N_m \geq cm^{\frac{d'}{2k} - 1}$ whenever $m \in \mathcal{G}$. Then, there exist $C = C(p) < +\infty$ and $\delta = \delta(p) > 0$ such that for any $\phi \in C_\infty^\infty(\mathbb{R}^d)$ and $m \in \mathcal{G}$,

$$\left| \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \phi(\lambda) - \int_{\Sigma_p} \phi(x) d\sigma_p(x) \right| \leq C\|\phi\|_\infty N_m^{-\delta}. \quad \text{Proof. While the rate of decay is not specified in Theorem 1 of [32], it is explicitly given by its proof.} \quad \Box$$

To finish off the section, based on Theorem 2.11 from [6], we prove Proposition 2.12 and Theorem 2.13 which control the number of lattice points and $\ell$-correlations in the case where $p$ is non-degenerate (see [9]).
\textbf{Theorem 2.11} ([6], section 7, Theorem 1). Let $f_1, \ldots, f_q$ be homogeneous polynomials of degree $2k$ with integer coefficients in $d_0$ variables. For each $m \in \mathbb{N}$, let $d_0'(m)$ be the algebraic dimension of the singular set of the variety

$$f_1(x) = \cdots = f_q(x) = m.$$  

(35)

There exist constants $c, C \in (0, +\infty)$ depending on $f_1, \ldots, f_q$ such that the following holds. For each $m \in \mathbb{N}$ such that

$$d_0 - d_0'(m) > 2^{2k-1}(2k-1)q(q+1)$$  

(36)

the number $N(m; f_1, \ldots, f_q)$ of solutions $x \in \mathbb{Z}^{d_0}$ to (35) satisfies either $N(m; f_1, \ldots, f_q) = 0$ or

$$cm^{d_0-2k} \leq N(m; f_1, \ldots, f_q) \leq Cm^{d_0-2k}.$$  

(37)

The case $q = 1$ yields the following sharp bounds for the lattice points [6, 32, 33], in line with the heuristics (27).

\textbf{Proposition 2.12.} Assume that $d > 2^{2k}(2k-1)$. Then, uniformly for each $m \in \mathbb{N}$, either $N_m = 0$ or

$$N_m \asymp m^{\frac{n}{2} - 1}.$$  

(38)

In particular, the set $\mathcal{S}$ of $m \in \mathbb{N}$ for which $N_m > 0$ has positive density.

\textbf{Proof.} Since $p$ is elliptic, for any $m \in \mathbb{N}$, the set $p^{-1}(m)$ is smooth. Therefore Theorem 2.11 applies directly and yields (37). By

$$T^\frac{n}{2} \ll |\{x \in \mathbb{Z}^d : p(x) \leq T\}| \leq \sum_{0 \leq m \leq T} N_m \ll |\{m \in \mathbb{Z} \cap [0, T] : N_m > 0\}|T^\frac{n}{2} - 1$$

we deduce, as announced, that the set $\mathcal{S}$ of $m \in \mathbb{N}$ for which $N_m > 0$ has positive density. \qed

\textbf{Theorem 2.13.} Let $\overline{d} = d - \inf_{x \in \mathcal{B}_d \setminus \{0\}} \text{rank}(\nabla^2 p(x))$. Assume that

$$\min\{d, (\ell - 2)(d - \overline{d})\} > \ell(\ell + 1) \cdot 2^{2k-1}(2k-1)$$  

(39)

Then, uniformly for $m \in \mathbb{N}$, either $C_{\ell, m} = \emptyset$ or

$$|C_{\ell, m}| \asymp m^{(\ell-1)d - 2k} \asymp N_m^{(\ell-1) - \frac{2k}{d+1}}.$$  

(40)

\textbf{Remark 2.14.} In particular, the $\ell$-correlations of lattice points on ellipsoids satisfy

$$|C_{\ell, m}| \asymp N_m^{\frac{d-1}{2}}$$  

(41)

as soon as $d > 2\ell(\ell + 1)$. Indeed, here $2k = 2$ and $\overline{d} = 0$ (Remark 1.11). The estimate (39) for ellipsoids is consistent with (30) and (31) for spheres. In the case of 4-correlations, $d > 2\ell(\ell + 1)$ is just $d \geq 41$ (recall Remark 1.11).

To prove Theorem 2.13 we invoke [6, Theorem 1] (see Theorem 2.11). Recall the definition of the degeneracy $\overline{d}$ of $p$.

\textbf{Proof of Theorem 2.13.} One considers the system

$$\begin{cases} p(\lambda_1) = \cdots = p(\lambda_\ell) = m \\ \lambda_1 + \cdots + \lambda_\ell = 0, \end{cases}$$

for $(\lambda_1, \ldots, \lambda_\ell) \in \mathbb{Z}^d$. This is equivalent to counting solutions to the system

$$p(x_1) = \cdots = p(x_{\ell-1}) = p(x_1 + \cdots + x_{\ell-1}) = m, \quad x, \ldots, x_{\ell-1} \in \mathbb{Z}^d.$$  

(42)
Defining the new variable \( w := (x_1, \ldots, x_{\ell-1}) \in \mathbb{Z}^{(\ell-1)d} \), we rewrite (40) as

\[
p_1(w) = \cdots = p_\ell(w) = m. \tag{41}
\]

We are in a position to apply Theorem 2.11 with parameters

\[q = \ell, \ d_0 = (\ell - 1)d.\]

Checking the inequality condition (36) requires computing the algebraic dimension \( d'_0(m) \) of the subspace of \( \mathbb{R}^{(\ell-1)d} \) where the \( \ell \times (\ell - 1)d \) Jacobian \( J \) of (41) is not full-rank. The first \( (\ell - 1) \) rows of \( J \) are already in row echelon form, with rank \( (\ell - 1) \) as long as each coordinate \( x_j \) of \( w \) is such that \( \nabla p(x_j) \neq 0 \). Since \( p \) is elliptic homogeneous, its gradient vanishes only at zero and the dimension of the variety

\[E_1 = \cup_{j=1}^{\ell-1} \{ \nabla p(x_j) = 0 \}\]

is \( (\ell - 1)d - d = (\ell - 2)d \).

On the complement of \( E_1 \), \( J \) is of rank \( \ell \) whenever its last row is not a linear combination of the first \( \ell - 1 \) rows. Since \( J_{\ell,j} = \cdots = J_{\ell,(\ell-2)d+j} \) for \( j = 1, \ldots, d \), to obtain a full-rank Jacobian we need to rule out

\[E_2 = \{ \nabla p(x_1) = \cdots = \nabla p(x_{\ell-1}) \}.\]

The algebraic dimension of \( E_2 \) is at most equal to the dimension of the Zariski tangent space of \( E_2 \) at any point (see [23] Exercise 5.10). To compute this dimension, we compute the rank of the differential of the following map

\[(x_1, x_2, \ldots, x_{\ell-1}) \mapsto (\nabla p(x_1) - \nabla p(x_2), \ldots, \nabla p(x_1) - \nabla p(x_{\ell-1})).\]

But the rank of the differential map is at least \( (\ell - 2) \) times the minimum of the rank of the Hessians \( \nabla^2 p(w) \) for \( w \in \mathbb{R}^d \setminus \{0\} \), which is \( d - \overline{d} \). Hence, the dimension of the Zariski tangent space of \( E_2 \) at any point is at most \( (\ell - 1)d - (\ell - 2)(d - \overline{d}) = d + (\ell - 2)\overline{d} \). All in all, \( d'_0(m) \leq \max\{(\ell - 2)d, d + (\ell - 2)\overline{d}\} \).

By Theorem 2.11 we conclude that, if

\[(\ell - 1)d - \max\{(\ell - 2)d, d + (\ell - 2)\overline{d}\} = \min\{d, (\ell - 2)(d - \overline{d})\} > \ell(\ell + 1) \cdot 2^{2k-1}(2k - 1), \tag{42}\]

then, by Theorem 2.11 there exist two constants \( c = c(p) > 0 \), \( C = C(p) < +\infty \) such that for each \( m \in \mathbb{N} \), either \( |C_{\ell,m}| = 0 \) or

\[cm^{(\ell-1)d-2\overline{d}k} \leq |C_{\ell,m}| \leq Cm^{(\ell-1)d-2\overline{d}k}. \tag{43}\]

Moreover, thanks to Proposition 2.12 as long as the bound

\[d > 2^{2k}(2k - 1), \tag{44}\]

holds, then, for each \( m \in \mathbb{N} \), either \( \mathcal{N}_m = 0 \) or

\[\mathcal{N}_m \asymp m^{d-2k}.\]

Note that if \( C_{\ell,m} \) is non empty, then \( \mathcal{N}_m > 0 \). Finally, note that (42) implies (44). All in all, we conclude that whenever (42) holds, then, uniformly for \( m \in \mathbb{N} \), either \( C_{\ell,m} = 0 \) or

\[|C_{\ell,m}| \asymp m^{(\ell-1)d-2\overline{d}k} \asymp \mathcal{N}_m^{(\ell-1)d-2\overline{d}k}. \]
3 Main intermediate results and proof of Propositions 1.9 and 1.18, and of Theorems 1.12 and 1.15

In the present section, we state two key intermediate results, namely Propositions 3.1 and 3.2, and use them in conjunction with the arithmetic results from section 2 above to prove our main results.

Recall the definitions of Υ and Ψ from (11).

Proposition 3.1 (Arithmetic formula for the variance). Assume that \( p \) satisfies Assumptions 1.1 and 1.3. For each \( m \in \mathbb{S} \) and for each \( \lambda \in \Lambda_m \), let
\[
\Xi_m(\lambda) = \Upsilon(\Omega_m)^{-1}\langle \lambda, \Psi(\Omega_m)\lambda \rangle.
\]
Then, uniformly for \( m \in \mathbb{N} \),
\[
\Var(V_m) = \frac{\pi}{N_m}E[|V_m|]^2 \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2 + O \left( \frac{L_m|C_{4;m}|}{N_m^4} \right).
\]
The constant implied by the \( O \) depends on the sequence \((\Omega_m)_m\).

The proof of Proposition 3.1 can be found in subsection 4.5. It follows from the contents of section 4.

Proposition 3.2 (Arithmetic formula for the second chaotic projection). For each \( m \in \mathbb{N} \), with the notations of Proposition 3.1,
\[
V_m[2] = \sqrt{\frac{L_m}{2\pi}} \Upsilon(\Omega_m) \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (\Xi_m(\lambda) - 1) (|\lambda|^2 - 1).
\]
Moreover,
\[
\Var(V_m[2]) = \frac{\pi}{N_m}E[|V_m|]^2 \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2.
\]

Proposition 3.2 is proved in section 5.

We now prove Propositions 1.9 and 1.18 and Theorems 1.12 and 1.15 using the two above propositions as well as the results from section 2.

Proof of Propositions 1.9 and 1.18 and of Theorems 1.12 and 1.15. Let us first assume that Assumptions 1.1 and 1.3 are satisfied. Throughout the proof, we will use that, by Assumption 1.3 and as noted below Definition 1.2, the sequence \((\Omega_m)_m \in \mathbb{N}\) takes values in a compact set of the space of positive definite matrices so that the quantities \( \Upsilon(\Omega_m) \) and the eigenvalues of the matrices \( \Psi(\Omega_m) \) are bounded from above and below by positive constants uniformly in \( m \).

By Proposition 1.7, for \( m \) large enough,
\[
E[V_m] = \sqrt{\frac{L_m}{2\pi}} \Upsilon(\Omega_m) \times \sqrt{L_m}.
\]
Hence, by Proposition 3.1
\[
\frac{\Var(V_m)}{E[V_m]^2} = O \left( \frac{1}{N_m} \max_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2 \right) + O \left( \frac{|C_{4;m}|}{N_m^4} \right).
\]
But by definition of \( \Xi_m \), for each \( \lambda \in \Lambda_m \subset \Sigma_p \),
\[
(1 - \Xi_m(\lambda))^2 \ll_p 1 + \Xi_m(\lambda)^2 \ll_p 1 + |\lambda|^2 \ll_p 1.
\]
Moreover, by construction, \( |C_{4;m}| \leq N_m^3 \). Hence,

\[
\frac{\text{Var}(V_m)}{\mathbb{E}[|V_m|^2]} = O\left( \frac{1}{N_m} \right).
\]

This concludes the proof of Proposition \ref{prop:1.9}

Next, we apply Propositions \ref{prop:3.1} and \ref{prop:3.2} to deduce that

\[
\text{Var}(V_m) = \frac{\pi}{N_m} (\mathbb{E}[|V_m|^2])^2 \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2 + O\left( \frac{L_m|C_{4;m}|}{N_m^4} \right) = \text{Var}(V_m[2]) + O\left( \frac{L_m|C_{4;m}|}{N_m^4} \right).
\]

An application of Proposition \ref{prop:2.8} for \( d = 2 \) now concludes the proof of Proposition \ref{prop:1.10}

Moving on to the proof of Theorems \ref{thm:1.12} and \ref{thm:1.15}, let us assume from this point on that we are in case (A) of Theorem \ref{thm:1.12}. The proof can be easily adapted to the two other cases after a few changes which we present below.

Let \( d \sigma_p \) be the measure from Definition \ref{def:1.10}. Recall that \( \Omega_m = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \lambda \otimes \lambda^* \). Let \( \mathcal{S} \subseteq \mathbb{N} \) be the intersection of the sequences \( \mathcal{S} \) from Lemma \ref{lem:2.4} (say with \( \varepsilon = \frac{1}{2} \)) and Proposition \ref{prop:2.5} which both apply since we are in case (A). In particular, Assumption \ref{ass:1.1} holds by Lemma \ref{lem:2.4}. We have, for each \( \varepsilon > 0 \), uniformly for \( m \in \mathcal{S} \), \( \Omega_m = \Omega + O\left( \log(m)^{-\frac{1}{4} \log\left( \frac{N_m}{4} \right) + \epsilon} \right) \)

\[
\Omega = \int_{\Sigma_p} x \otimes x^* d\sigma_p(x) \tag{48}
\]

Since, \( d \sigma_p \) and the surface area measure on \( \Sigma_p \) are mutually absolutely continuous, we deduce that \( \Omega \) is positive definite and so Assumption \ref{ass:1.3} also holds. Applying Proposition \ref{prop:2.8} once again, uniformly for \( m \in \mathcal{S} \),

\[
\frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (1 - \Xi_m(\lambda))^2 = \int_{\Sigma_p} (1 - \Xi(x))^2 d\sigma_p(x) + O\left( \log(m)^{-\frac{1}{4} \log\left( \frac{N_m}{4} \right) + \epsilon} \right) \tag{49}
\]

where

\[
\Xi(\lambda) = \mathcal{T}(\Omega)^{-1} \langle \lambda, \Psi(\Omega) \lambda \rangle.
\]

All in all, plugging this estimate into \ref{47}, and using \ref{45}, we deduce that, uniformly for \( m \in \mathcal{S} \),

\[
\frac{\text{Var}(V_m)}{\mathbb{E}[|V_m|^2]} = \frac{\pi}{N_m} \times \int_{\Sigma_p} (1 - \Xi(x))^2 d\sigma_p(x) + O\left( N_m^{-1} \log(m)^{-\frac{1}{4} \log\left( \frac{N_m}{4} \right) + \epsilon} \right) + O\left( \frac{|C_{4;m}|}{N_m^4} \right).
\]

By Proposition \ref{prop:2.8}, we deduce that, uniformly for \( m \in \mathcal{S} \),

\[
\frac{\text{Var}(V_m)}{\mathbb{E}[|V_m|^2]} = \frac{\pi}{N_m} \times \int_{\Sigma_p} (1 - \Xi(x))^2 d\sigma_p(x) + O\left( N_m^{-1} \log(m)^{-\frac{1}{4} \log\left( \frac{N_m}{4} \right) + \epsilon} \right) + O\left( N_m^{-2} \right).
\]

This concludes the proof of case (A) of Theorem \ref{thm:1.12}. Still in this case, for Theorem \ref{thm:1.15}, we use the second equality of \ref{47} and Proposition \ref{prop:2.8} once again to deduce that

\[
\frac{\text{Var}(V_m)}{\mathbb{E}[|V_m|^2]} = \frac{\text{Var}(V_m[2])}{\mathbb{E}[|V_m|^2]} + O\left( N_m^{-1} \log(m)^{-\frac{1}{4} \log\left( \frac{N_m}{4} \right) + \epsilon} \right) + O\left( N_m^{-2} \right). \tag{50}
\]

But, by Proposition \ref{prop:3.2}, \( V_m[2] \) is a deterministic multiple of

\[
\sum_{\lambda \in \Lambda_m} c_m(\lambda)(|\zeta_\lambda|^2 - 1)
\]
where, \((ζ_λ)\) are complex standard normals which are mutually independent save for the relation \(ζ_−λ = \overline{ζ_λ}\) and for each \(λ\),

\[c_m(λ) := \frac{Ξ_m(λ) - 1}{\sqrt{\sum_{λ∈Λ_m}(Ξ_m(λ) - 1)^2}}.
\]

The coefficients \(c_m(λ)\) satisfy \(\sum_λ c_m(λ)^2 = 1\) by construction. Moreover, by Proposition 2.10 and (40), their supremum is \(O(N_m^{-1})\) which goes to zero by Lemma 2.4. We conclude by applying Lindenberg principle (see for instance Remark 11.1.2 of [30]) that \(\frac{V_m[2]}{\sqrt{\text{Var}(V_m[2])}}\) converges in law to a standard normal as \(m → +∞\). By (50) and the last point of Proposition A.1 this also holds for \(\frac{V_m − \overline{E}[V_m]}{\sqrt{\text{Var}(V_m)}}\).

This concludes the proof in case \((A)\) of Theorem 1.12. In case \((B)\) (resp. \((C)\)), the sequence \(Σ\) is the one defined in Theorem 2.7 (resp. Proposition 2.12). Proposition 2.5 is replaced by Theorem 2.7 (resp. Proposition 2.10) and the error term \(O \left(\frac{\text{log}(m)^{− \text{log}(B) + ε}}{\text{log}(m)^{−1} + ε}\right)\) is thus replaced by \(N_m^{−2+ε}\) (resp. \(N_m^{−δ}\)) for some \(δ = \text{δ}(p) > 0\). Here, for case \((C)\), it should be noted that condition [9] implies the assumption of Proposition 2.10 since \(\text{d'} ≤ d\). Finally, Proposition 2.8 applies in case \((B)\) yielding an error term \(N_m^{−2+ε}\) instead of \(N_m^{−2}\) and should be replaced by Theorem 2.13 in case \((C)\), which yields an error of order \(N_m^{−1}\). In order to ensure that the error terms go to zero, we need \(N_m\) to go to infinity along \(G\). This holds in case \((B)\) by the choice of \(G\) from Theorem 2.7 and in case \((C)\) by Proposition 2.12. Moreover, these two results also yield the error estimates of Theorem 1.12 in terms of powers of \(m\) in cases \((B)\) and \((C)\).

\[\square\]

4 Expectation and variance asymptotics: proofs of Propositions 1.7 and 3.1

In this section, we prove Propositions 1.7 and 3.1. The proofs are structured as follows. In subsection 4.1, we prove Proposition 1.7 and establish an integral expression for the variance of the nodal set (see (51)). In subsection 4.2, we derive a general expansion for the expectation of the product of the norms of two almost-independent components of a Gaussian vector. The goal is to apply this expansion to the integrand in (51). In subsections 4.3 and 4.4, we derive explicit expressions for the integrals of the corresponding terms. We then conclude in subsection 4.5. Finally, in subsections 4.6, 4.7 and 4.8, we prove a series of auxiliary lemmas used in the previous subsections.

4.1 Explicit expressions for expectation and variance

We begin with the proof of the expectation estimate Proposition 1.7. In this proof we will employ an elegant method of Berry to deal with these and similar computations. In particular, we will apply the following identity. As observed in [5] (24) (also see [30] section 5)

\[\sqrt{z} = ~\frac{1}{\sqrt{2π}} \int_0^∞ \left(1 - \exp(-zt/2)\right) \frac{dt}{t^{3/2}}, \quad z > 0.\]

Alternatively, one could proceed with a brute force Taylor expansion, but this calculation would be considerably longer. Recall that \(r_m\) is the covariance matrix of \(F_m\) and recall \(L_m\) from (9) as well as \(Ω_m\) and \(Ω_m\) from Definition 1.22.

**Proof of Proposition 1.7** Assume first that \(Ω_m\) is non-degenerate. Then, by stationarity, for each \(x ∈ T^d\), the random vector \((F_m(x), ∇F_m(x))\) is non-degenerate. By the Kac-Rice formula (see Theorem 6.8 of [1]), using stationarity once again,

\[E[V_m] = \frac{\sqrt{L_m}}{\sqrt{2π}} . E \left[ \left| ∇F_m(0)\right| \right] .\]

\[\square\]
Applying (52) with $z = \frac{\nabla F_m(x)}{\sqrt{L_m}}$ into (52),

$$E[V_m] = \frac{\sqrt{L_m}}{2\pi} \int_0^\infty \left(1 - E\left[\exp\left(-\frac{t}{2} \frac{\nabla F_m(x)^2}{\sqrt{L_m}}\right)\right]\right) \frac{dt}{t^{3/2}}.$$ 

By definition of expectation, for each $t$ we have

$$E\left[\exp\left(-\frac{t}{2} \frac{\nabla F_m(x)^2}{\sqrt{L_m}}\right)\right] = \frac{1}{\sqrt{(2\pi)^d \det(\Omega_m)}} \int_{\mathbb{R}^d} e^{-t|w|^2/2} e^{-w^T\Omega_m^{-1}w/2} dw$$

so that

$$E[V_m] = \frac{\sqrt{L_m}}{2\pi} \int_0^\infty \left(1 - \frac{1}{\sqrt{\det(t\Omega_m + I_d)}}\right) \frac{dt}{t^{3/2}} = \frac{\sqrt{L_m}}{2\pi} \sqrt{\det(\Omega_m)}.$$

This completes the proof in the non-degenerate case. To extend it to the general case, note that $\Upsilon(\cdot)$ extends by continuity to symmetric matrices with non-negative eigenvalues. Thus, by adding an independent non-degenerate field multiplied by a small parameter $\varepsilon$, we may perturb it in such a way that the covariance matrix of its gradient at any point converges to the original one. It remains to show that the volume of the perturbed field converges to the volume of the original field. We distinguish two cases. Either the gradient is a.s. zero and $\Omega_m = 0$ in which case equality holds, or $\Omega_m$ is non-zero and the gradient is a.s. non-zero. By stationarity, we deduce that there exists a unit vector $v$ such that $(F_m(0), (\nabla F_m(0), v))$ is non-degenerate and so by Bulinskiya’s lemma (see for instance Proposition 6.11 of [1]), $\nabla F_m$ does not vanish on the nodal set of $F_m$. Hence, as $\varepsilon \to 0$, the length of the nodal set of the perturbation converges to that of $F_m$. 

Since $F_m$ is stationary, for each $x \in \mathbb{T}^d$, $x \neq 0$, the following expression does not depend on the choice of $y \in \mathbb{T}^d$:

$$\tilde{K}_{2,m}(x) = \phi_{F_m(y), F_m(x+y)}(0,0) \cdot E[||\nabla F_m(x+y)|| | F_m(y) = F_m(x+y) = 0],$$

(53)

Here, $\phi_{F_m(y), F_m(x+y)}$ denotes the density with respect to Lebesgue of the law of the random vector $(F_m(y), F_m(x+y))$. From the regression formula (see Proposition 1.2 of [1]) it is easy to see that $\tilde{K}_{2,m}(x)$ extends by continuity to $x = 0$. By the Kac-Rice formula (see Theorem 6.9 of [1]), we have

$$E[V_m^2] = \int_{\mathbb{T}^d} \tilde{K}_{2,m}(x) dx.$$ 

(54)

Thus, the study of variance asymptotics reduces to the study of $\tilde{K}_{2,m}$. It will be convenient to rescale $\tilde{K}_{2,m}$ by the parameter

$$L_m = 4\pi^2 m^{1/k}$$ 

(55)

so we define

$$K_{2,m}(x) := \frac{\tilde{K}_{2,m}(x)}{L_m}.$$ 

(56)

Let $\nabla r_m(x)$ be the column vector $(\partial_j r_m(x))_j$, and $\nabla^2 r_m(x)$ the Hessian matrix $(\partial_j \partial_l r_m(x))_{j,l}$.

**Proposition 4.1.** The scaled second intensity $K_{2,m}$ may be expressed in terms of the covariance function and its various first and second order derivatives as follows:

$$K_{2,m}(x) = \frac{1}{2\pi \sqrt{1 - r_n(x)}} E[|w_1||w_2|],$$

where

$$L_m = 4\pi^2 m^{1/k}.$$ 
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where \((w_1, w_2) \sim N(0, \Theta_m(x))\),

\[
\Theta_m(x) = \begin{pmatrix} \Omega_m & 0 \\ 0 & \Omega_m \end{pmatrix} + \begin{pmatrix} U_m(x) & V_m(x) \\ V_m(x)^T & U_m(x) \end{pmatrix},
\]

(57)

with

\[
U_m = -\frac{1}{L_m} \cdot \frac{1}{1-r^2_m} \nabla r_m \nabla r_m^T
\]

(58)

and

\[
V_m = -\frac{1}{L_m} \left( \nabla^2 r_m + \frac{r_m}{1-r^2_m} \nabla r_m \nabla r_m^T \right).
\]

(59)

Proof. Proceeding as in [3, Proposition 4.2] and [30, section 3], one writes the covariance matrix of the 2d + 2-dimensional Gaussian vector 

\[
(F_m(0), F_m(x), \nabla F_m(0), \nabla F_m(x))
\]

as 

\[
\begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix},
\]

with

\[
\Sigma_{11} = \begin{pmatrix} 1 & r_m \\ r_m & 1 \end{pmatrix}, \quad \Sigma_{12} = \Sigma_{21} = \begin{pmatrix} 0 & \nabla r_m(x) \\ -\nabla r_m(x)^T & 0 \end{pmatrix}, \quad \Sigma_{22} = \begin{pmatrix} \hat{\Omega}_m & -\nabla^2 r_m(x) \\ -\nabla^2 r_m(x)^T & \hat{\Omega}_m \end{pmatrix}.
\]

Therefore,

\[
\tilde{K}_{2,m}(x) = \frac{1}{2\pi \sqrt{1-r^2_m(x)}} \cdot \mathbb{E}[|v_1||v_2|], \quad (v_1, v_2) \sim N(0, \Theta),
\]

with \(\tilde{\Theta} = \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}\). Rescaling by \(L_m\) completes the proof. \(\square\)

4.2 Expectation of product of two norms

The main tool we use to compute (54) is the following expansion for the expectation of the product of the norms of two almost independent Gaussian vectors. The case where \(\Omega = I_d\) has been used in [5, 30]. To the best of our knowledge, this is the first time it has been generalised to the non-isotropic case (i.e. for any \(\Omega\)).

Lemma 4.2. Let \(\Omega \) be a \(d \times d\) positive definite symmetric matrix. Let \(\Theta\) be a \(2d \times 2d\) positive definite symmetric matrix of the form

\[
\Theta = \begin{pmatrix} \Omega & 0 \\ 0 & \Omega \end{pmatrix} + \begin{pmatrix} U & V \\ V & U \end{pmatrix}.
\]

Let \((v_1, v_2) \sim N(0, \Theta)\). Assume that there exists \(C_1 < +\infty\) such that \(\|U\|_\infty \leq C_1\) and \(\|V\|_\infty \leq C_1\). Let

\[
\Upsilon(\Omega) := \int_0^\infty \left(1 - \frac{1}{\sqrt{\det(I_d + t\Omega)}}\right) \frac{dt}{t^{3/2}} \quad \text{and} \quad \Psi(\Omega) := \int_0^\infty t^{-1/2} \det(I_d + t\Omega)^{-1/2}(I_d + t\Omega)^{-1} dt.
\]

Then,

\[
\mathbb{E}[|v_1||v_2|] = \Upsilon(\Omega)^2 + \Upsilon(\Omega) \text{tr}(U \Psi(\Omega)) + \frac{1}{2} \text{tr}(V \Psi(\Omega) V \Psi(\Omega)) + O(\|U\|_\infty^2 + \|V\|_\infty^4)
\]

where the constant implied by \(O(\cdot)\) may depend on \(\Omega\) and \(C_1\).
4.3 The contributions of the singular and non-singular sets: setup

One major difficulty when working with the random field $F_m$ is that its covariance function, determined by $r_m(x) = E[F_m(0)F_m(x)]$ does not decay at large distances. To deal with this difficulty, we follow the same strategy as in [37, 39, 30, 3]. The strategy is, we define a small “singular set” $S$, then compute the asymptotic of $K_2$ outside of $S$, and bound the contribution of $K_2$ on $S$.

The polynomial $p$ is elliptic so
$$c_p := \sup_{m \in \mathcal{S}} \sup_{\lambda \in \Lambda_m} |\lambda| < +\infty.$$  \hfill (61)

Moreover, by Assumption 1.3, the eigenvalues $(a_j(m))_{j=1,\ldots,d}$ of $\Omega_m$ are all bounded from below uniformly in $m \in \mathcal{S}$ by a positive constant $a_p$. Note that for each $m \in \mathcal{S}$,
$$d a_p \leq \text{tr}(\Omega_m) = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} |\lambda|^2 \leq c_p^2.$$  \hfill (62)

**Definition 4.3.** We call the point $x \in T^d$ positive singular (resp. negative singular) if there exists a subset $\Lambda_x \subseteq \Lambda$ of density $$\frac{|\Lambda_x|}{|\Lambda_m|} > 1 - \frac{a_p}{4c_p^2}$$ such that $\cos 2\pi m^{1/2k} \langle \lambda, x \rangle > \frac{3}{4}$ (resp. $\cos 2\pi m^{1/2k} \langle \lambda, x \rangle < -\frac{3}{4}$) for all $\lambda \in \Lambda_x$. We cover $T^d$ with a family $Q_m$ of $d$-cubes with disjoint interiors and side length $q_m \geq 8\pi \sqrt{d c_p m^{1/2k}}$. In particular, $|Q_m| \approx q_m^d$. The singular set $S_m$ is the union of all the cubes in $Q_m$ containing a (positive or negative) singular point.

Firstly, the quantity $r_m(x)$ is small for $x \not\in S_m$.

**Lemma 4.4.** Let $m \in \mathcal{S}$. Then, for all $x \in T^d \setminus S_m$, $|r_m(x)| < 1 - \frac{1}{32}$.

**Proof.** Reasoning as in [37, Lemma 6.5 (i)] we deduce that for $x \not\in S_m$, $|r_m(x)| < 1 - \frac{a_p}{16c_p^2}$ and we conclude by (62).

Secondly, the contribution of $S_m$ to the integral defining the second moment (54) is small.

**Lemma 4.5.** For each $l \in \mathbb{N}$, there exists $C = C(p,l) < +\infty$ such that for each $m \in \mathcal{S}$, the following holds:

- The volume of the singular set satisfies the bound:
  $$|S_m| \leq C \int_{T^d} |r(x)|^l dx.$$

- The integral of the two-point intensity over the singular set satisfies:
  $$\int_{S_m} |K_{2;m}(x)| dx \leq C \int_{T^d} |r(x)|^l dx.$$

The proof of Lemma 4.5 is a variation on [37, section 6]. We postpone it until subsection 4.7.
4.4 Estimating integrals in the $K_{2;m}$ expansion

Recall the definitions on $U_m$ and $V_m$ given in \([58]\) and \([59]\) respectively. When computing \([51]\), we encounter a sum of principal terms and three integral remainder terms which we estimate here. The common upper bound is expressed in arithmetic terms as follows. For each $m \in S$, recall that $N_m = |\Lambda_m|$ and that $\mathcal{C}_{4;m} = \{(\lambda, \mu, \nu, \iota) \in \Lambda_m^4 : \lambda + \mu + \nu + \iota = 0\}$ is the set of four-correlations in $\Lambda_m$.

**Lemma 4.6** ($\Theta_m(x), U_m(x)$ and $V_m(x)$ are bounded). The matrices $\Theta_m(x)$, $U_m(x)$ and $V_m(x)$ are uniformly bounded in $m \in S$ and $x \in T_d$.

The proof of this lemma is identical to that of Lemma 5.5 \([3]\) and Lemma 3.2 of \([30]\).\footnote{Proof: The matrix $\Theta_m(x)$ from Proposition 4.1 is a covariance matrix so its individual entries are bounded by its diagonal entries. Now, the diagonal coefficients of the matrices $\Theta_m(x)$ are given by the variances of $L^{-1/2}m \partial_j F_m(0)$ conditioned on $F_m(0) = F_m(x) = 0$. But by the regression formula (see Proposition 1.2 of \([1]\)), conditioning only reduces the variance, and the unconditioned variance of $L^{-1/2}m \partial_j F_m(0)$ is exactly

$\int_{T} r_m(x)^2 dx = \frac{1}{N_m};$

$\int_{T} r_m(x)^4 dx = \frac{|\mathcal{C}_{4;m}|}{N_m^2};$

$\int_{T} \text{tr}(U_m(x)\Psi(\Omega_m))dx = -\frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m)\lambda \rangle + O_p \left( \frac{|\mathcal{C}_{4;m}|}{N_m^4} \right) + O_p(|S_m|);$

$\int_{T} \text{tr}(V_m(x)\Psi(\Omega_m)V_m(x)\Psi(\Omega_m))dx = \frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m)\lambda \rangle^2 + O_p \left( \frac{|\mathcal{C}_{4;m}|}{N_m^4} \right) + O_p(|S_m|);$

$\int_{T} \|U_m(x)\|_\infty^2 + \|V_m(x)\|_\infty^4 dx \lesssim_{p} \frac{|\mathcal{C}_{4;m}|}{N_m^4} + |S_m|.}$

4.5 Conclusion: proof of Proposition 3.1

We now derive Proposition 3.1 from the results presented in the previous subsections of section 4.

**Proof of Proposition 3.1.** Let $m \in S$. By equations \([54]\) and \([56]\)

$\mathbb{E}[V_m^2] = L_m \int_{T} K_{2;m}(x)dx.$
Let \((w_1, w_2), \Theta_m(x), U_m(x)\) and \(V_m(x)\) be as in Proposition 4.1. By Proposition 4.1 for each \(x \in \mathbb{T}^d \setminus S_m\),

\[
2\pi K_{2;m}(x) = \frac{1}{\sqrt{1 - r_m(x)^2}} \mathbb{E}[|w_1||w_2|]
\]

By Lemma 4.6, for each \(x \in \mathbb{T}^d \setminus S_m\),

\[
\begin{align*}
\mathbb{E}[|w_1||w_2|] &= \left(1 + \frac{1}{2} r_m(x)^2\right) \mathbb{E}[|w_1||w_2|] + O(r_m(x)^4) \\
&= \left(1 + \frac{1}{2} r_m(x)^2\right) \mathbb{E}[|w_1||w_2|] + O(r_m(x)^4)
\end{align*}
\]

Proof of Lemma 4.7.

We prove the first point as follows:

\[
\int_{\mathbb{T}^d} r_m(x)^2 dx = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \frac{1}{N_m} \sum_{\lambda' \in \Lambda_m} \delta_{\lambda = \lambda'} = \frac{1}{N_m}
\]

The second point is similar:

\[
\int_{\mathbb{T}^d} r_m(x)^4 dx = \frac{1}{N_m^3} \sum_{\lambda_1, \ldots, \lambda_4 \in \Lambda_m} \delta_{\lambda_1 + \cdots + \lambda_4 = 0} = \frac{|C_{4;m}|}{N_m^4}
\]

In the last line we used that \(\Upsilon(\Omega_m)\) and \(\Psi(\Omega_m)\) are uniformly bounded so \(r_m(x)^2 = O(r_m(x)^2||U_m(x)||_\infty) = O(r_m(x)^4 + ||U_m(x)||_\infty^4)\) and similarly for the term involving \(V_m(x)\). By integrating over \(\mathbb{T}^d \setminus S_m\) and controlling the error terms coming from the integrals over \(S_m\) using Lemmas 4.6 and 4.7 we deduce that

\[
2\pi \int_{\mathbb{T}^d} K_{2;m}(x) dx = \left(1 + \frac{1}{2} \times \frac{1}{N_m}\right) \Upsilon(\Omega_m)^2
\]

\[
- \Upsilon(\Omega_m) \times \frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m) \lambda \rangle + \frac{1}{2} \times \frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m) \lambda \rangle^2 + O \left(\frac{|C_{4;m}|}{N_m^4}\right).
\]

In the above computation the remainder \(O(|S_m|)\) is bounded by \(\int_{\mathbb{T}^d} r_m(x)^4 dx\) using Lemma 4.6 which is bounded by \(N_m^{-4} C_{4;m}\) by Lemma 4.7. By Proposition 4.7 writing \(\Xi_m(\lambda) = \Upsilon(\Omega_m)^{-1} \langle \lambda, \Psi(\Omega_m) \lambda \rangle\),

\[
2\pi \int_{\mathbb{T}^d} K_{2;m}(x) dx = \frac{4\pi^2}{L_m^2} \mathbb{E}[V_m]^2 + \frac{\Upsilon(\Omega_m)^2}{2N_m} \times \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \left(1 - 2\Xi_m(\lambda) + \Xi_m(\lambda)^2\right) + O \left(\frac{|C_{4;m}|}{N_m^4}\right)
\]

\[
= \frac{4\pi^2}{L_m} \mathbb{E}[V_m]^2 + \frac{1}{2N_m} \times \frac{4\pi^2}{L_m^2} \mathbb{E}[V_m]^2 \times \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \left(1 - \Xi_m(\lambda)\right)^2 + O \left(\frac{|C_{4;m}|}{N_m^4}\right).
\]

Hence,

\[
\text{Var}(V_m) = \frac{\pi}{N_m} \times \mathbb{E}[V_m]^2 \times \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \left(1 - \Xi_m(\lambda)\right)^2 + O \left(\frac{L_m|C_{4;m}|}{N_m^4}\right).
\]

4.6 Proof of Lemma 4.7

Proof of Lemma 4.7

- We prove the first point as follows:

\[
\int_{\mathbb{T}^d} r_m(x)^2 dx = \frac{1}{N_m} \sum_{\lambda, \lambda' \in \Lambda_m} \delta_{\lambda = \lambda'} = \frac{1}{N_m}
\]

- The second point is similar:

\[
\int_{\mathbb{T}^d} r_m(x)^4 dx = \frac{1}{N_m^3} \sum_{\lambda_1, \ldots, \lambda_4 \in \Lambda_m} \delta_{\lambda_1 + \cdots + \lambda_4 = 0} = \frac{|C_{4;m}|}{N_m^4}
\]
• To estimate the integral of $\text{tr}(U_m(x)\Psi(\Omega_m))$ with $U_m(x) = -\frac{1}{r_m} \frac{1}{1-r_m(x)} \nabla r_m(x)\nabla r_m(x)^T$ recall that by Lemma 4.6 $U_m(x)$ is uniformly bounded on the singular set $S_m$ and observe that by the Cauchy-Schwarz inequality and the definition of $r_m$, $(L_m^{-1/2} \partial_j r_m(x))^2 \leq r_m(0)(\Omega_m)_{jj}$ which is uniformly bounded in $j, m \in \mathcal{S}$ and $x \in \mathbb{T}^d$. On the other hand, by Lemma 4.4 on $\mathbb{T}^d \setminus S_m$, $(1 - r_m(x)^2)^{-1} = 1 + O(r_m^2)$. Hence,

$$\int_{\mathbb{T}^d} U_m(x)\,dx = \int_{\mathbb{T}^d \setminus S_m} U_m(x)\,dx + O_p(|S_m|)$$

$$= \int_{\mathbb{T}^d \setminus S_m} -\frac{1}{L_m} \nabla r_m(x)\nabla r_m(x)^T\,dx + O(r_m(x)^2|\nabla r_m(x)|^2) + O_p(|S_m|)$$

$$= \int_{\mathbb{T}^d} -\frac{1}{L_m} \nabla r_m(x)\nabla r_m(x)^T\,dx + O(r_m(x)^2|\nabla r_m(x)|^2) + O_p(|S_m|)$$

$$= -\frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \lambda^2 + \int_{\mathbb{T}^d} O(L_m^{-1}r_m(x)^2|\nabla r_m(x)|^2)\,dx + O_p(|S_m|).$$

But $r_m(x)^2(L_m^{-1/2} \partial_j r_m(x))^2 = N_m^{-4} \sum_{\lambda_1,\ldots,\lambda_4 \in \Lambda} (\lambda_3)_{j}(\lambda_4)_{j}(\langle \lambda_1 + \cdots + \lambda_4, x \rangle)$ so

$$\int_{\mathbb{T}^d} O(L_m^{-1}r_m(x)^2|\nabla r_m(x)|^2)\,dx = O_p\left(\frac{|C_{4m}|}{N_m^4}\right).$$

All in all, since $\Psi(\Omega_m)$ is uniformly bounded (see below Definition 1.2 and below (11)), as announced,

$$\int_{\mathbb{T}^d} \text{tr}(U_m(x)\Psi(\Omega_m))\,dx = -\frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m)\lambda \rangle + O_p\left(\frac{|C_{4m}|}{N^4_m}\right) + O_p(|S_m|).$$

• Reasoning as for $U_m(x)$, we deduce that the integral of $\text{tr}(V_m(x)\Psi(\Omega_m)V_m(x)\Psi(\Omega_m))$ where $V_m(x) = -\frac{1}{L_m} (\nabla^2 r_m(x) + \frac{r_m(x)}{1-r_m(x)^2} \nabla r_m(x)\nabla r_m(x)^T)$ satisfies the following expansion:

$$\int_{\mathbb{T}^d} \text{tr}(V_m(x)\Psi(\Omega_m)V_m(x)\Psi(\Omega_m))\,dx = \frac{1}{L_m^2} \int_{\mathbb{T}^d} \text{tr}(\nabla^2 r_m(x)\Psi(\Omega_m)\nabla^2 r_m(x)\Psi(\Omega_m))\,dx$$

$$+ \int_{\mathbb{T}^d} O(L_m^{-2}r_m(x)\text{tr}(\nabla^2 r_m(x)\Omega_m\nabla r_m(x)\nabla r_m(x)^T))\,dx$$

$$+ \int_{\mathbb{T}^d} O(L_m^{-2}r_m(x)^2\text{tr}(\nabla r_m(x)\nabla r_m(x)^T\Omega_m\nabla r_m(x)\nabla r_m(x)^T\Omega_m))\,dx + O_p(|S_m|).$$

But just as for $U_m(x)$ the two first remainder terms may be bounded by $\frac{|C_{4m}|}{N_m^4}$ so

$$\int_{\mathbb{T}^d} \text{tr}(V_m(x)\Psi(\Omega_m)V_m(x)\Psi(\Omega_m))\,dx = \frac{1}{L_m^2} \int_{\mathbb{T}^d} \text{tr}(\nabla^2 r_m(x)\Psi(\Omega_m)\nabla^2 r_m(x)\Psi(\Omega_m))\,dx$$

$$+ O_p\left(\frac{|C_{4m}|}{N_m^4}\right) + O_p(|S_m|).$$

To conclude, using, as above, the orthogonality properties of the maps $x \mapsto e(c(\xi, x))$ for different $\xi$ and the cyclicity of the trace,

$$\frac{1}{L_m^2} \int_{\mathbb{T}^d} \text{tr}(\nabla^2 r_m(x)\Psi(\Omega_m)\nabla^2 r_m(x)\Psi(\Omega_m))\,dx = \frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} \langle \lambda, \Psi(\Omega_m)\lambda \rangle^2.$$

• To upper bound the integral of $\|U_m(x)\|_\infty^2 + \|V_m(x)\|_\infty^4$, we reason as above. First, by removing the singular set, we can bound $(1 - r_m(x)^2)^{-1}$ uniformly, both in $U_m(x)$ and $V_m(x)$. Second, we
note that each term is a polynomial in \( r_m(x) \) and its derivatives whose monomials are of degree at least four. Moreover, the total number of derivatives in the factors of each monomial is equal to the power of \( L_m^{-1/2} \) appearing in front of it. Therefore, we have, uniformly for \( m \in \mathcal{S} \) and \( x \in \mathbb{T}^d \setminus S_m \),

\[
\|U_m(x)\|_\infty^2 + \|V_m(x)\|_\infty^4 \leq \frac{1}{N_m^4} \sum_{\lambda_1,\ldots,\lambda_4 \in \Lambda_m} P(\lambda_1,\lambda_2,\lambda_3,\lambda_4) c((\lambda_1 + \cdots + \lambda_4, x))
\]

where \( P \) is an universal polynomial in four variables. The right-hand side is uniformly bounded in \( m \) and \( x \) and its integral on \( \mathbb{T}^d \) is bounded by \( \|C_{4,m}\|/N_m^4 \) so

\[
\int_{\mathbb{T}^d} \|U_m(x)\|_\infty^2 + \|V_m(x)\|_\infty^4 dx \leq p \frac{|C_{4,m}|}{N_m^4} + |S_m|.
\]

\[\square\]

### 4.7 Proof of Lemma 4.5

**Proof of Lemma 4.5** We begin by proving that for each \( x \in S_m \),

\[|r_m(x)| > \frac{1}{4}. \tag{63}\]

Indeed, let \( Q \in \mathcal{Q}_m \) containing a positive singular point \( x \). By definition of \( q_m \) and \( c_p \) (see Definition 4.3 and (61)), for each \( y \in Q \), \( \cos 2\pi m^{1/2k}(\lambda, y) \geq \frac{1}{2} - 2\pi|\lambda|m^{1/2k}/q_m \geq \frac{1}{2} \). Therefore,

\[r_m(x) = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \cos(2\pi m^{1/2k}(\lambda, x)) > \frac{1}{|\Lambda_m|} \left( \frac{1}{2}|\Lambda_x| - |\Lambda_m \setminus \Lambda_x| \right) > \frac{1}{2} \cdot \frac{3a_p}{8\pi^2} \geq \frac{1}{2} \cdot \frac{3}{16} > \frac{1}{4}.
\]

Similarly, if \( x \) is negative singular, \( r_m(x) < -\frac{1}{4} \) so (63) holds. From (63) and the Markov inequality, we deduce that for each \( l \in \mathbb{N} \),

\[
\text{Vol}(S_m) < 4^l \int_{\mathbb{T}^d} |r(x)|^l dx.
\]

This proves the first point of the lemma. To prove the second point, it now suffices to show that

\[
\int_{S_m} K_{2,m}(x) dx \leq C \text{Vol}(S_m) \tag{65}
\]

for some constant \( C = C(p) < +\infty \) independent of \( m \in \mathcal{S} \). To do so, we first observe that by Proposition 4.3 for each \( x \in \mathbb{T}^d \),

\[
K_{2,m}(x) = \frac{1}{2\pi \sqrt{1 - r_m(x)^2}} \mathbb{E}[w_1|w_2|]
\]

where the pair \((w_1, w_2)\) has the law of the pair \((\nabla F_m(0), \nabla F_m(x))\) conditioned on \( F_m(0) = F_m(x) = 0 \). By Cauchy-Schwarz and stationarity, since variances of Gaussian vectors can only decrease under linear conditioning\(\footnote{3}{\text{This is a consequence of the regression formula. See Proposition 1.2 of [1].}}\), we obtain

\[
K_{2,m}(x) \leq \frac{\mathbb{E}[L_m^{-1}|\nabla F_m(0)|^2]}{2\pi \sqrt{1 - r_m(x)^2}} = \frac{\text{tr}(\Omega_m)}{2\pi \sqrt{1 - r_m(x)^2}} \leq \frac{c_p^2}{2\pi} \times \frac{1}{\sqrt{1 - r_m(x)^2}}. \tag{66}
\]

If \( x \) is positive singular, contained in some cube \( Q \in \mathcal{Q}_m \), we have no hope of finding a uniform upper bound for \((1 - r_m^2)^{-1/2}\) on \( Q \). Instead, we look for an integrable upper bound. For each \( y \in Q \), let \( \nabla^2 r_m(y) \) be the Hessian of \( r_m \) at \( y \). We claim that for each \( v \in \mathbb{R}^d \), and \( y \in Q \),

\[
\langle v, \nabla^2 r_m(y) v \rangle \leq -cm^{1/k}|v|^2 \tag{67}
\]
for some $c = c(p) > 0$ independent of $m$, $x$ or $v$. Indeed, for each $y \in Q$ and $\lambda \in \Lambda_Q$, $\cos 2\pi m^{1/2k}\langle \lambda, y \rangle \geq \frac{1}{2}$ so that for each $v \in \mathbb{R}^d$,

$$\langle v, H_\lambda(y)v \rangle := \langle v, \nabla^2 \cos(2\pi m^{1/2k}\langle \lambda, y \rangle)v \rangle = -4\pi^2 m^{1/2k} \cos 2\pi m^{1/2k}\langle \lambda, y \rangle \langle \lambda, v \rangle^2 \leq -2\pi^2 m^{1/2k}\langle \lambda, v \rangle^2.$$  

On the other hand, if $\lambda \in \Lambda_m \setminus \Lambda_Q$, $\langle v, H_\lambda(y)v \rangle \leq 4\pi^2 m^{1/2k}\langle \lambda, v \rangle^2$ so that

$$\int_Q \frac{dy}{\sqrt{1 - r_m(y)^2}} \ll_p \text{Vol}(Q).$$

Here we use that, by Definition 1.3 the side length of $Q$ is $q_m = O(m^{-1/2k})$. By symmetry, the same estimate holds for cubes $Q$ containing a negative singular point so we deduce that

$$\int_{S_m} \frac{dy}{\sqrt{1 - r_m(y)^2}} \ll_p \text{Vol}(S_m).$$

Together with (66), this proves (65), which, together with (64), completes the proof of the lemma. ☐

### 4.8 Proof of Lemma 4.2

**Proof of Lemma 4.2** We adapt and generalise [37] Lemma 5.1 and [3] Lemma 5.8 to our case. Here we present the main steps, highlighting the key differences with the cited papers, and we refer the interested reader to these for further details. By (63) we may write

$$2\pi E[|v_1||v_2|] = \iint_{\mathbb{R}^2} [f_{0,0}(U,V) - f_{t,0}(U,V) - f_{0,s}(U,V) + f_{t,s}(U,V)] \frac{dt ds}{(ts)^{3/2}}$$

where, setting $v = (v_1, v_2)$, $dv = dv_1 dv_2$ and $J(t,s) = \begin{pmatrix} tI_d & 0 \\ 0 & sI_d \end{pmatrix}$,

$$f_{t,s}(U,V) = \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{1}{\sqrt{(2\pi)^d\det(\Theta)}} e^{-\frac{1}{2} \langle t|v_1|^2 + s|v_2|^2 \rangle} e^{-\frac{1}{2}\langle v, \Theta^{-1}v \rangle} dv \cdot \frac{1}{\sqrt{(2\pi)^d\det(\Theta)}} e^{-\frac{1}{2} \langle t|v_1|^2 + s|v_2|^2 \rangle} e^{-\frac{1}{2}\langle v, \Theta^{-1}v \rangle} dv$$

But,

$$J(t,s)^{1/2} \Theta J(t,s)^{1/2} = \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} + \begin{pmatrix} tU & \sqrt{ts}V \\ \sqrt{ts}V & sU \end{pmatrix}.$$

We wish to expand $f_{t,s}(U,V)$ in powers of $U$ and $V$. To do so, we define $Q_{t,s}(U,V)$ as

$$Q_{t,s}(U,V) := \left( I_{2d} + \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} \right)^{-1/2} \begin{pmatrix} tU & \sqrt{ts}V \\ \sqrt{ts}V & sU \end{pmatrix} \left( I_{2d} + \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} \right)^{-1/2}.$$
In particular,  
\[ f_{t,s}(U, V) = \det \left[ I_{2d} + \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} \right]^{-1/2} \det(I_{2d} + Q_{t,s}(U, V))^{-1/2}. \]

Since \( \Omega \) has positive eigenvalues, the matrices \( \left( I_{2d} + \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} \right) \) are uniformly bounded from above and below in \((t, s)\). Moreover, their successive derivatives in \( t \) and \( s \) are uniformly bounded from above. Careful consideration of the block decomposition of \( Q_{t,s}(U, V) \) then shows that \( \det(I_{2d} + Q_{t,s}(U, V)) \) is analytic in the pair \((t, s)\). Moreover, it is easy to see that for each \( C < +\infty \) and \( N \in \mathbb{N} \), the two following estimates hold:

The map \((t, s, U, V) \mapsto f_{t,s}(U, V)\) has derivatives of order up to \( N \)
which are bounded uniformly for \( t, s \in (0, \infty) \) and \( \|U\|_\infty, \|V\|_\infty \leq C \). \hfill (69)

and

The map \((t, s) \mapsto Q_{t,s}(U, V)\) has derivatives of order up to \( N \)
which, uniformly for \( t, s \in (0, \infty) \) and \( \|U\|_\infty, \|V\|_\infty \leq C \),
are bounded by \( C\|U\|_\infty + \|V\|_\infty \). \hfill (70)

These observations reduce the problem of expanding the integral from (68) in powers of \( U \) and \( V \) to expanding the integrand pointwise. Expanding \( \det(I_{2d} + Q_{t,s}(U, V))^{-1/2} \) in powers of traces of powers of \( Q_{t,s}(U, V) \) (using for instance the Girard-Waring formula for the coefficients of the characteristic polynomial of a matrix), we deduce that, for some universal constant \( a_1, a_2, a_3, a_4 \in \mathbb{R} \),

\[
 f(t, s) = \det \left[ I_{2d} + \begin{pmatrix} tD & 0 \\ 0 & sD \end{pmatrix} \right]^{-1/2} \times \left[ 1 - \frac{1}{2} \text{tr}(Q_{t,s}) + \frac{1}{4} \text{tr}(Q_{t,s}^2) + a_1 \text{tr}(Q_{t,s})^2 + a_2 \text{tr}(Q_{t,s}) \text{tr}(Q_{t,s}^2) \right.
 + \left. a_3 \text{tr}(Q_{t,s})^3 + a_4 \text{tr}(Q_{t,s}^3) \right] + g(t, s) =: \sum_{i=1}^{7} h_{t,s}^i(U, V) + g(t, s)
\]

where, by (69) and (70), \( g \) satisfies

\[
g(t, s) - g(t, 0) - g(0, s) + g(0, 0) = O \left( \min(t, 1) \min(1, s) \left( \|U\|_\infty^4 + \|V\|_\infty^4 \right) \right).
\]

All that remains is to study each of the integrals

\[
 A_i = \int_0^\infty \int_0^\infty h_{t,s}^i(U, V) - h_{t,0}^i(U, V) - h_{0,s}^i(U, V) + h_{0,0}^i(U, V) \frac{dt ds}{(ts)^{3/2}}.
\]

We study them one by one as they each present some slight specificities:

- The first term, \( h_{t,s}^1(U, V) = \det \left[ I_{2d} + \begin{pmatrix} t\Omega & 0 \\ 0 & s\Omega \end{pmatrix} \right]^{-1/2} \) can be written as \( \det(\Omega_t) \det(\Omega_s) \) where \( \Omega_t = (I_d + t\Omega)^{-1/2} \) so that

\[
 A_1 = \left( \int_0^\infty t^{-3/2} (\det(\Omega_t) - 1) dt \right)^2 = \Upsilon(\Omega)^2. \hfill (71)
\]

- We can write \( h_{t,s}^2(U, V) \) as

\[
 h_{t,s}^2(U, V) = -\frac{1}{2} \det(\Omega_t) \det(\Omega_s) \left( t \text{tr}(\Omega_t U \Omega_s) + s \text{tr}(\Omega_s U \Omega_s) \right) = -\frac{1}{2} \det(\Omega_t) \det(\Omega_s) \left( t \text{tr}(U \Omega_t^2) + s \text{tr}(U \Omega_s^2) \right)
\]
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so

\[ A_2 = - \int_0^\infty t^{-3/2}(\det(\Omega_t) - 1)dt \int_0^\infty t^{-1/2} \det(\Omega_t) \text{tr}(U \Omega_t^2) dt. \]

Recalling the definition of the integral \( \Psi(\Omega) \) \(^{[11]}\), we deduce that

\[ A_2 = \Upsilon(\Omega) \text{tr}(U \Psi(\Omega)). \]  

(72)

- The third term can be written as

\[ h^3_{t,s}(U, V) = \frac{1}{4} \det(\Omega_t) \det(\Omega_s) \left( t^2 \text{tr}(\Omega_t U \Omega_t^2 U \Omega_s) s^2 \text{tr}(\Omega_s U \Omega_s^2 U \Omega_t) + 2ts \text{tr}(\Omega_t V \Omega_s^2 V \Omega_t) \right). \]

Hence,

\[
\int_0^\infty \int_0^\infty h^1_{t,s}(U,V) - h^1_{t,0}(U,V) - h^1_{0,s}(U,V) + h^1_{0,0}(U,V) \frac{dtds}{(ts)^{3/2}} \\
= \frac{1}{2} \int_0^\infty t^{-3/2}(\det(\Omega_t) - 1)dt \int_0^\infty t^{1/2} \text{tr}(\Omega_t U \Omega_t^2 U \Omega_t) dt \\
+ \frac{1}{2} \int_0^\infty \int_0^\infty \det(\Omega_t) \det(\Omega_s) \text{tr}(\Omega_t V \Omega_s^2 V \Omega_t) (ts)^{-1/2} dtds.
\]

The first term is \( O(\|U\|_\infty^2) \) so, using also the cyclicity of the trace, we obtain

\[ A_3 = \frac{1}{2} \int_0^\infty \int_0^\infty \det(\Omega_t) \det(\Omega_s) \text{tr}(V \Omega_s^2 V \Omega_t) \frac{dtds}{(ts)^{1/2}} + O(\|U\|_\infty^2) \]  

\[ = \frac{1}{2} \text{tr}(V \Psi(\Omega)V \Psi(\Omega)) + O(\|U\|_\infty^2). \]  

(73)

- The four remaining terms can be bounded as follows. For the fourth and sixth terms, the square and cube of the trace of \( Q_{t,s}(U, V) \) involve only terms of order two and three in \( U \) so, reasoning as in the previous point,

\[ A_4, A_6 \ll \|U\|_\infty^2. \]  

(74)

The fifth term and \( \text{tr}(Q_{t,s}(U, V)^3) \) in the seventh term involve only terms of order three in \( U \) or terms of order one in \( U \) and two in \( V \). so, as before

\[ A_5, A_7 \ll \|U\|_\infty^2 + \|U\|_\infty \|V\|_\infty^2 \ll \|U\|_\infty^2 + \|V\|_\infty^4. \]  

(75)

All in all, from equations (71), (72), (73), (74) and (75), we deduce that

\[
\int_0^\infty \int_0^\infty f(t, s) - f(t, 0) - f(0, s) + f(0, 0) \frac{dtds}{(ts)^{3/2}} \\
= \Upsilon(\Omega)^2 + \Upsilon(\Omega) \text{tr}(U \Psi(\Omega)) + \frac{1}{2} \text{tr}(V \Psi(\Omega)V \Psi(\Omega)) + O(\|U\|_\infty^2) + O(\|V\|_\infty^4).
\]

By (68) we reach the desired result. \( \square \)

5 Nodal volume distribution: Proof of Proposition \textbf{3.2}

In the present section, we prove Proposition \textbf{3.2}. To this end, we will use the Wiener Chaos expansion of the volume functional we are studying. Though we will recall the necessary definitions, we refer the reader to \textbf{35, 10} for a more thorough account, and to \textbf{36} for the general theory.
Let $m \in \mathbb{N}$. The field $(F_m(x))_{x \in \mathbb{T}^d}$ is measurable with respect to the random variables $\zeta_{\lambda}$ for $\lambda \in A_m$, defined on some underlying probability space $(\Xi, \mathcal{F}, \mathbb{P})$. Following [35] we define the space $A_m$ as the closure in $L^2(\mathbb{P})$ of the space of linear combination of the random variables $F_m(x)$ for $x \in \mathbb{T}^d$. The space $A_m$ is a (real) Gaussian Hilbert subspace of $L^2(\mathbb{P})$.

We define $C_m(0)$ be the subspace of $L^2(\mathbb{P})$ of constant random variables. Then, by induction, for each $k \in \mathbb{N}$, we define $C_m(k+1)$ as the orthogonal of $C_m(k)$ in the space of polynomials of degree at most $k+1$ in the elements of $A_m$ for the $L^2$ scalar product. The space $C_m(k)$ is the $k$-th Wiener chaos $C_m(k)$ associated with $A_m$. In particular, any $L^2(\mathbb{P})$ random variable measureable with respect to the elements of $A_m$ belongs to the closure of

$$\bigoplus_{k \geq 0} C_m(k)$$

and the terms of this sum are orthogonal. The decomposition of a random variable along this sum is called the Wiener chaos expansion. For each $q \in \mathbb{N}$, let $H_q(t) = (-1)^q \gamma(t)^{-1} \frac{d^q}{dt^q} \gamma(t)$ be the $q$-th Hermite polynomial, where $\gamma(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}}$ is the standard Gaussian density. In particular, $H_0(t) = 1$ and $H_2(t) = t^2 - 1$. Let $a_1, \ldots, a_{N_m} \in A_m$ form an orthonormal basis $A_m$. Then, an orthonormal basis of $C_m(k)$ is given by the collection of random variables

$$\frac{1}{\sqrt{q_1!q_2! \cdots q_{N_m}!}} H_{q_1}(a_1) \cdots H_{q_{N_m}}(a_{N_m})$$

where $q_1, \ldots, q_{N_m} \in \mathbb{N}$ are any integers satisfying $q_1 + \cdots + q_{N_m} = k$.

In this section and the next, we will study the decomposition of the random variable $\mathcal{V}_m$ along (76). More precisely, for each $k \in \mathbb{N}$, we denote by $\mathcal{V}_m[k]$ the orthogonal projection of $\mathcal{V}_m$ onto $C_m(k)$. Note that $\mathcal{V}_m \in L^2(\mathbb{P})$ as explained in section 4.2 of [10]. Hence,

$$\mathcal{V}_m = \sum_{k \geq 0} \mathcal{V}_m[k].$$

Given $\xi = (\xi_1, \ldots, \xi_d)$ a standard Gaussian vector in $\mathbb{R}^d$ and $\Omega$ a $d \times d$ symmetric matrix, we write the Wiener expansion of $(\xi, \Omega \xi)^{1/2}$ as

$$\langle \xi, \Omega \xi \rangle^{1/2} = \sum_{q=(q_1, \ldots, q_d) \in \mathbb{N}} \alpha_q(\Omega) \frac{1}{\sqrt{q!}} H_q(\xi)$$

where $q! := q_1! \cdots q_d!$ and $H_q(\xi) := H_{q_1}(\xi_1) \cdots H_{q_d}(\xi_d)$.

The coefficients $\alpha_q(I_d)$ have been computed in Appendix A.2 of [10]. We will use the following facts about the $\alpha_q(\Omega)$ coefficients.

**Lemma 5.1.** Let $\Omega$ be a $d \times d$ positive definite symmetric matrix. Let $v$ be an eigenvector of $\Omega$ of norm one with eigenvalue $\lambda > 0$. Then,

$$\mathbb{E} \left[ \langle \xi, \Omega \xi \rangle^{1/2} \right] = \frac{1}{\sqrt{2\pi}} \int_0^\infty 1 - \det(I_d + t\Omega)^{-1/2} \frac{dt}{t^{3/2}}.$$

and

$$\mathbb{E} \left[ \langle \xi, \Omega \xi \rangle^{1/2} (\langle \xi, v \rangle^2 - 1) \right] = \frac{1}{\sqrt{2\pi}} \int_0^\infty \det(I_d + t\Omega)^{-1/2}(1 + t\lambda)^{-1} \frac{adt}{t^{1/2}}.$$

Let $q \in \mathbb{N}^d$. If $|q|$ is odd then $\alpha_q(\Omega) = 0$. If $\Omega$ is diagonal and there exists $l \in \{1, \ldots, d\}$ such that $q_l$ is odd then $\alpha_q(\Omega) = 0$. 
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Proof. The last two points follow respectively from the parity of \( \xi \mapsto \langle \xi, \Omega \xi \rangle ^{1/2} \) and, if \( \Omega \) is diagonal, the invariance of this same function by changes of signs of the coordinates of \( \xi \). By (5.11),

\[
E \left[ (\xi, \Omega \xi)^{1/2} \right] = \frac{1}{\sqrt{2\pi}} \int_0^\infty 1 - E \left[ e^{-\frac{1}{2}t(x, \Omega x)} \right] \frac{dt}{t^{3/2}} = \frac{1}{\sqrt{2\pi}} \int_0^\infty 1 - \det(I_d + t\Omega)^{-1/2} \frac{dt}{t^{3/2}}.
\]

Let us assume for simplicity that \( v = e_1 \) so that \( \langle \xi, v \rangle = \xi_1 \). Moreover, since \( v = 1, \Omega \) is equal to some matrix \( \tilde{\Omega} \) of size \( d - 1 \times d - 1 \) with an added row and column at the top left whose only nonzero coefficient is \( \Omega_{11} = a \). Let \( \xi = (\xi_2, \ldots, \xi_d) \). Then, for each \( t \geq 0 \),

\[
E \left[ \xi_1^2 e^{-\frac{1}{2}t(\xi, \Omega \xi)} \right] = E \left[ \xi_1^2 e^{-\frac{1}{2}ta} - e^{-\frac{1}{2}t(\xi, \hat{\Omega} \xi)} \right] = (1 + ta)^{-3/2} \det(1 + t\tilde{\Omega})^{-1/2} = (1 + ta)^{-1} \det(1 + t\Omega)^{-1/2}.
\]

Thus, starting as we did above,

\[
E \left[ (\xi, \Omega \xi)^{1/2}(\xi_1^2 - 1) \right] = \frac{1}{\sqrt{2\pi}} \int_0^\infty E \left[ (\xi_1^2 - 1)e^{-\frac{1}{2}t(x, \Omega x)} \right] \frac{dt}{t^{3/2}}
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_0^\infty (1 + ta)^{-1} \det(1 + t\Omega)^{-1/2} - \det(1 + t\Omega)^{-1/2} \frac{dt}{t^{3/2}}
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_0^\infty \det(I_d + t\Omega)^{-1/2}(1 + ta)^{-1} \frac{ad\tau}{\tau^{1/2}}.
\]

The Wiener chaos expansion of the volume may be computed in terms of the \( \alpha_q \). In particular, we have the following result.

**Lemma 5.2 (Appendix A of [10]).** Let \( P \) be an orthogonal matrix of size \( d \times d \). Then,

\[
\mathcal{V}_m[2k] = \sqrt{\frac{L_m}{2\pi}} \sum_{q \in \mathbb{N}^d, |q| \leq 2k} \frac{H_{2k-|q|}(0)}{(2k-|q|)!q!} \alpha_q(P\Omega_m^{-1}) \int_{\mathbb{T}^d} H_{2k-|q|}(F_m(x))H_q \left( P(L_m\Omega_m)^{-1/2}\nabla F_m(x) \right) dx.
\]

**Proof.** In [10], the author shows that, as \( \varepsilon \to +\infty \), the random variable \( \mathcal{V}_m^\varepsilon = \int_{\mathbb{T}^d} \frac{1}{2\pi} \mathbf{1}_{|F_m(x)| \leq \varepsilon} \|
abla F_m(x)\| dx \) converges in \( L^2 \) to \( \mathcal{V}_m \). In particular, its chaos expansion converges to that of \( \mathcal{V}_m \). The author of [10] then computes the expansion of \( \mathcal{V}_m^\varepsilon \) for a fixed \( \varepsilon > 0 \) by arguing as follows. For a fixed \( x \in \mathbb{T}^d \), \( F(x) \) and \( \nabla F_m(x) \) are independent so the decomposition of \( \frac{1}{2\pi} \mathbf{1}_{|F_m(x)| \leq \varepsilon} \|
abla F_m(x)\| \) can be easily computed from the decomposition of the two factors. The \( k \)-th chaos of the factor \( \frac{1}{2\pi} \mathbf{1}_{|F_m(x)| \leq \varepsilon} \) converges, as \( \varepsilon \to 0 \), to

\[
\lim_{\varepsilon \to 0} \frac{1}{2\pi} \mathbf{1}_{|F_m(x)| \leq \varepsilon} |k| = \frac{1}{\sqrt{2\pi}} H_k(0)H_k(F_m(x)).
\]

The only difference in our situation is that \( \nabla F_m(x) \) is not proportional to a standard Gaussian vector. Instead, we write

\[
\|
abla F_m(x)\| = \sqrt{L_m} \langle P^{-1} \xi, \Omega_m P^{-1} \xi \rangle^{1/2}
\]

where \( \xi = P(L_m\Omega_m)^{-1/2}\nabla F_m(x) \) is a standard Gaussian vector by Definition (1.2). Thus, multiplying the two expansions and integrating over \( x \), we get, for each \( k \in \mathbb{N} \),

\[
\mathcal{V}_m[2k] = \sqrt{\frac{L_m}{2\pi}} \sum_{|q| \leq 2k} \frac{H_{2k-|q|}(0)}{(2k-|q|)!q!} \alpha_q(P\Omega_m^{-1}) \int_{\mathbb{T}^d} H_{2k-|q|}(F_m(x))H_q \left( P(L_m\Omega_m)^{-1/2}\nabla F_m(x) \right) dx
\]

as announced.

**Proof of Proposition 5.3.** Let \( v_1, \ldots, v_d \) be an orthonormal basis or eigenvectors of \( \Omega_m \) with eigenvalues \( \omega_1, \ldots, \omega_d \) and let \( P \) be the orthogonal matrix whose rows are the vectors \( v_j \). Then, for each \( x \in \mathbb{T}^d \), the
random variables \(a_j(x) = (L_m \omega_j)^{-1/2} \langle \nabla F_m(x), v_j \rangle\) for \(j = 1, \ldots, d\) are independent standard normals independent from \(a_d+1(x) = F_m(x)\). Applying Lemma 5.2 with the matrix \(P\) and \(k = 1\) we deduce that

\[
\mathcal{V}_m[2] = \sqrt{\frac{L_m}{2\pi}} \sum_{q \in \mathbb{N}, |q| \leq 2} \frac{H_{2-|q|}(0)}{\sqrt{(2-|q|)!}!} \alpha_q(P\Omega_m P^{-1}) \int_{\mathbb{R}^d} H_{2-|q|}(a_{d+1}(x)) H_q(a_1(x), \ldots, a_d(x)) \, dx
\]

\[
= \sqrt{\frac{L_m}{4\pi}} \left[ -\alpha_0(P\Omega_m P^{-1}) \int_{\mathbb{R}^d} F_m(x)^2 - 1 \, dx + \sum_{j=1}^d \alpha_2(q_{\delta}, j)(P\Omega_m P^{-1}) \int_{\mathbb{R}^d} a_j(x)^2 - 1 \, dx \right]
\]

\[
= \sqrt{\frac{L_m}{4\pi}} \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \sum_{j=1}^d \alpha_2(q_{\delta}, j)(P\Omega_m P^{-1}) (\omega_j^{-1}(\lambda_j, v_j)^2 |\zeta_{\lambda}|^2 - 1) - \alpha_0(P\Omega_m P^{-1})(|\zeta_{\lambda}|^2 - 1)
\]

By Lemma 5.1 since \(P\Omega_m P^{-1}\) is diagonal, for each \(j \in \{1, \ldots, d\}\),

\[
\alpha_2(q_{\delta}, j)(P\Omega_m P^{-1}) = \frac{1}{\sqrt{2\pi}} \int_0^\infty \det(I_d + t\Omega_m)^{-1/2}(1 + t\omega_j)^{-1/2} \frac{\omega_j \, dt}{t^{1/2}}
\]

Hence,

\[
\sum_{j=1}^d \alpha_2(q_{\delta}, j)(P\Omega_m P^{-1}) (\omega_j^{-1}(\lambda_j, v_j)^2 |\zeta_{\lambda}|^2 - 1) - \alpha_0(P\Omega_m P^{-1})(|\zeta_{\lambda}|^2 - 1) = \mathcal{Y}(\Omega_m) \Xi_m(\lambda)|\zeta_{\lambda}|^2 - \text{tr}(\Psi(\Omega_m)\Omega_m).
\]

Now, either by direct computation, or using the fact that \(\mathcal{V}_m[2]\) is centered by definition, conclude that

\[
\frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \sum_{j=1}^d \alpha_2(q_{\delta}, j)(P\Omega_m P^{-1}) (|\zeta_{\lambda}|^2 - 1) = \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} \mathcal{Y}(\Omega_m) \Xi_m(\lambda)(|\zeta_{\lambda}|^2 - 1).
\]

On the other hand, by Lemma 6.1

\[
\alpha_0(P\Omega_m P^{-1}) = \alpha_0(\Omega_m) = \mathcal{Y}(\Omega_m).
\]

Using this observation and (77) in our initial computation, we deduce that

\[
\mathcal{V}_m[2] = \sqrt{\frac{L_m}{2\pi}} \mathcal{Y}(\Omega_m) \frac{1}{N_m} \sum_{\lambda \in \Lambda_m} (\Xi_m(\lambda) - 1) (|\zeta_{\lambda}|^2 - 1)
\]

as announced. In particular, since the \(\zeta_{\lambda}\) are independent standard Gaussians,

\[
\text{Var}(\mathcal{V}_m[2]) = \frac{L_m}{4\pi} \mathcal{Y}(\Omega_m)^2 \frac{1}{N_m^2} \sum_{\lambda \in \Lambda_m} (\Xi_m(\lambda) - 1)^2 = \frac{\pi}{N_m^2} \mathbb{E}[\mathcal{V}_m[2]]^2 \sum_{\lambda \in \Lambda_m} (\Xi_m(\lambda) - 1)^2.
\]

In the last equality we used Proposition 1.7.

\[\square\]

6 Ruling out Berry cancellation for certain ellipsoids

In this section we assume that \(p(x) = ax_1^2 + x_2^2 + x_3^2\) where \(a\) is a large positive integer. Our aim is to prove that for all large enough values of \(a\), Berry cancellation does not occur. In other words, we will prove the following result. Recall the notations \(\Omega\) from (15), \(\Psi\) from (11) and \(\Sigma_p = \{ x \in \mathbb{R}^3 : p(x) = 1 \}\).

**Proposition 6.1.** Assume that \(p(x) = ax_1^2 + x_2^2 + x_3^2\). There exists \(a_0 \in \mathbb{N}\) such that if \(a \geq a_0\) then \(\Psi(\Omega)^{-1/2}\Sigma_p\) is not a sphere.
In order to prove this proposition, we first observe that, with this choice of \( p, \Sigma_p \) is left invariant by the transformations \( x_i \mapsto -x_i \), so that \( \Omega \) is diagonal. In particular, so is \( \Psi(\Omega) \) and \( \Psi(\Omega)^{-1/2} \Sigma_p \) is given by the equation
\[
\{ a\Psi(\Omega)_{11} y_1^2 + \Psi(\Omega)_{22} y_2^2 + \Psi(\Omega)_{33} y_3^2 = 1 \}.
\]
Hence, in order to prove Proposition 6.4, it suffices to show that \( a\Psi(\Omega)_{11} \neq \Psi(\Omega)_{22} \), say. By definition of \( \Psi \), for \( i = 1, 2, 3 \), we have
\[
\Psi(\Omega)_{ii} = \int_0^\infty t^{-1/2}(1 + \Omega_{ii} t)^{-3/2} \prod_{j \neq i} (1 + \Omega_{jj} t)^{-1/2} dt.
\]
Moreover, following the expression for \( d\sigma_p \), given by Definition 1.10, we get, for \( i = 1, 2, 3 \),
\[
\Omega_{ii} = \frac{1}{|\mathcal{S}^2|} \int_{\mathcal{S}^2} \omega_i^2 d\omega = \frac{1}{|\mathcal{S}^2|} \int_0^\infty \frac{\omega_i^2 d\omega}{\omega_1^2 + \omega_2^2 + \omega_3^2}.
\]

**Proof of Proposition 6.4.** The preceding discussion reduces the proof to showing that, for all \( a \) large enough, \( a\Psi(\Omega)_{11} \neq \Psi(\Omega)_{22} \), where \( \Psi(\Omega)_{ii} \) are expressed in terms of \( a \) by (78) and (79) above. We begin by estimating the behaviour coefficients \( \Omega_{ii} \) as \( a \to +\infty \).

**Claim 6.2.** Uniformly for all \( a \geq 2 \),
\[
\Omega_{22} \asymp a^{-1/2}.
\]

**Proof.** Applying the change of variables \((\omega_1, \omega_2, \omega_3) = (t, \sqrt{1-t^2} \cos(\theta), \sqrt{1-t^2} \sin(\theta))\) we get
\[
\int_{\mathcal{S}^2} \frac{\omega_i^2 d\omega}{\omega_1^2 + \omega_2^2 + \omega_3^2} = \int_0^1 \int_0^{2\pi} \frac{(1-t^2)\cos(\theta)^2}{at^2 + 1 - t^2} \frac{(1-t^2)^{1/2} d\theta dt}{(1-t^2)^{3/2}}.
\]
As for the integral, on the one hand, for some universal constant \( c > 0 \),
\[
\int_0^1 \frac{(1-t^2)^{3/2}}{at^2 + 1 - t^2} dt \geq c \int_{-1/2}^{1/2} \frac{dt}{at^2 + 1} \sim ca^{-1/2} \int_{-\infty}^{\infty} \frac{ds}{s^2 + 1}
\]
and on the other hand,
\[
\int_0^1 \frac{(1-t^2)^{3/2}}{at^2 + 1 - t^2} dt \leq \int_0^1 \frac{dt}{(a-1)t^2 + 1} \sim a^{-1/2} \int_{-\infty}^{\infty} \frac{ds}{s^2 + 1}.
\]
All in all, \( \Omega_{22} \asymp a^{-1/2} \) as announced.

To estimate \( \Omega_{11} \) observe that \( a\Omega_{11} + \Omega_{22} + \Omega_{33} = 1 \) and that \( \Omega_{22} = \Omega_{33} \) so that, by Claim 6.2,
\[
\Omega_{11} \sim a^{-1}.
\]

We can now estimate \( \Psi(\Omega)_{11} \) and \( \Psi(\Omega)_{22} \). In both cases we apply the change of variables \( s = \Omega_{22} t \), which yields
\[
\Psi(\Omega)_{11} = \Omega_{22}^{-1/2} \int_0^\infty \frac{ds}{s^{1/2}(1 + (\Omega_{11}/\Omega_{22}) s)^{3/2}(1 + s)}
\]
and
\[
\Psi(\Omega)_{22} = \Omega_{22}^{-1/2} \int_0^\infty \frac{ds}{s^{1/2}(1 + s)^2(1 + (\Omega_{11}/\Omega_{22}) s)^{3/2}}.
\]
Since $\Omega_{11} \ll \Omega_{22}$ by Claim 6.2 and (80),
\[
c \int_0^\infty \frac{ds}{s^{1/2}(1+s)^{3/2}} \leq \Omega_{22}^{1/2} \Psi(\Omega)_{11} \leq \int_0^\infty \frac{ds}{s^{1/2}(1+s)^{5/2}} \leq \Omega_{22}^{1/2} \Psi(\Omega)_{22} \leq \int_0^\infty \frac{ds}{s^{3/2}(1+s)^{2}}
\]
for some universal $c > 0$. All in all, $\Psi(\Omega)_{11} \approx \Psi(\Omega)_{22} \approx a^{1/4}$ as $a \to +\infty$. In particular, for all $a$ large enough, $a\Psi(\Omega)_{11} > \Psi(\Omega)_{11}$ and the proof is complete. \qed

### A On lattice point counts on ellipses

In this section we provide a proof for Lemma 2.3. We begin with the following proposition, which is an immediate consequence of the discussion of section II.A of [17].

**Proposition A.1** ([17], section II.A). Let $p$ be a bivariate quadratic form with integer coefficients. Then, for each $m \in \mathbb{N}$, $m \geq 1$, the number $N(m;p)$ of points $(x,y) \in \mathbb{Z}^2$ such that $p(x,y) = m$ satisfies the following bound. Consider the prime decomposition of $m$:

\[
m = \prod_{p \in \mathbb{N}, \text{ prime}} p^{\alpha_p}.
\]

Then,
\[
N(m;p) \leq 6 \prod_{p \in \mathbb{N}, \text{ prime}} (1 + \alpha_p).
\]

If, moreover, $N(m;p) > 0$, then
\[
N(m;p) \geq \prod_{p \in \mathbb{N}, \text{ prime}} (1 + \alpha_p).
\]

Let us now prove Lemma 2.3 using Proposition A.1.

**Proof of Lemma 2.3** We start by fixing $\varepsilon > 0$. Then, we define $A = A(\varepsilon) \in \mathbb{N}$ such that for each $\alpha \geq A$ and each prime $p$ (the most restrictive case being $p = 2$),

\[
(1 + \alpha) \leq p^{\alpha}.
\]

(81)

Given $m \in \mathbb{N}$, $m \geq 1$, we write its prime decomposition as follows

\[
m = \prod_{p \in \mathbb{N}, \text{ prime}} p^{\alpha_p}.
\]

We then define

\[
m_1 = \prod_{p, \alpha_p < A} p^{\alpha_p}; \quad m_2 = \prod_{p, \alpha_p \geq A} p^{\alpha_p} \quad \text{so that} \quad m_1 m_2 = m.
\]

Then, by (81)

\[
\prod_{p, \alpha_p \geq A} (1 + \alpha_p) \leq m_2^2.
\]

(82)

On the other hand, writing $T$ for the number of prime factors $p$ for which $1 \leq \alpha_p < A$, we get

\[
\prod_{p, \alpha_p < A} (1 + \alpha_p) \leq A^T
\]

and

\[
m_1 \geq T!.
\]
But, having fixed $A$ and $ε > 0$, $A^T = O((T!)^ε)$ so that
\[ \prod_{p, α_p < A} (1 + α_p) = O(m^2). \] (83)
But since $m_1 m_2 = m$, (82) and (83) yield the desired result. \qed

\section*{B On equidistribution of lattice points on ellipses}

In this section we rephrase a result from [20] in terms that are closer to the topic of this paper. In particular, we will denote by $Ω = \{3, 4, 7, 8, \ldots, 3315, 5460\}$ the set of numbers listed in section 4.1 of [20].

As in [20] we will work in dimension $d = 2$ throughout this section. In particular, the quadratic form $p$ we consider takes the form
\[ p(x, y) = ax^2 + bxy + cy^2 \]
where $a, b, c \in \mathbb{Z}$. Since the values $p$ takes for integer entries must be multiples of the g.c.d. of $(a, b, c)$, we assume in addition that $\gcd(a, b, c) = 1$. Quadratic forms with this property will be called \textit{primitive}.

Since $p$ is definite positive, the polynomial $p(x, 1)$ has a unique root $τ \in \mathbb{C}$ with strictly positive imaginary part. The results will be expressed using the following, injective mapping:
\[ Z^2 \rightarrow \mathbb{C}; \quad (x, y) \mapsto α_{x, y} = a(x - τy). \]

We wish to state a result estimating the angular equidistribution of the points $α_{x, y}$ of fixed norm for $(x, y) \in Z^2$. This equidistribution is measured using the following quantities. For each $m \in \mathbb{N}$:
\[ N_m = \{(x, y) \in Z^2 : |α_{x, y}|^2 = m\}. \]

Note that by (84), $N_m$ coincides with the definition used in the rest of the paper (i.e., the number of lattice points $λ \in \mathbb{Z}^d$ such that $p(λ) = m$).

\[ Δ_p(m) = \max \{ \text{card}^* \{(x, y) \in Z^2 : |α_{x, y}|^2 = m, \text{arg}(α_{x, y}) \in [θ_1, θ_2]\} - (θ_2 - θ_1) N_m : 0 \leq θ_1 < θ_2 \leq 2π \}. \]

Here $\text{arg}(α)$ denotes the argument of $α$ in $[0, 2π]$ and $\text{card}^*$ means that the points $(x, y) \in \mathbb{Z}^2$ such that $\text{arg}(α_{x, y}) \in [θ_1, θ_2]$ count for $\frac{1}{2}$ instead of 1.

Combining Lemma 5 and Theorem 3 of [20], one obtains the following result.

\textbf{Theorem B.1.} Assume that the positive definite quadratic form $p(x, y) = ax^2 + bxy + cy^2$ is primitive and that the discriminant $−δ = b^2 - 4ac$ is such that $δ \in Ω$. Then, for each $ε > 0$ there exists $C = C(p, ε) < \infty$ such that for each $T > 0$, the set $E_T' \subseteq [0, T]$ such that
\[ Δ_p(m) \leq C \frac{N_m}{(\log T)^{\frac{1}{2} \log(\frac{1}{2}) - ε}} \]
and the set $E_T$ of integers $m \in [0, T]$ for which $N_m > 0$ satisfy the property that
\[ \lim_{T \rightarrow +\infty} \frac{\text{Card}(E_T')}{\text{Card}(E_T)} = 1. \]

\textbf{Remark B.2.} As explained by its author, the approach of [20] is to adapt the classical equidistribution result by Erdős and Hall [23] to the case of general quadratic forms.
C Computation of the expected volume when $\Omega_m$ is diagonal

In this section, we fix $m \in \mathbb{N}$ and assume that $\Omega_m = \alpha I_d$ for some $\alpha > 0$. From Proposition 1.7, the expectation of the nodal volume is

$$E[V_m] = \frac{\sqrt{L_m}}{2\pi} \Upsilon(\alpha I_d)$$

where $\Upsilon$ is defined in (11). Our goal is to express $\Upsilon(\alpha I_d)$ and hence $E[V_m]$ in terms of $\alpha$ and $d$ using classical functions.

$$\Upsilon(\alpha I_d) = \int_0^\infty 1 - (1 + \alpha t)^{-d/2} t^{-3/2} dt$$

$$= \alpha^{1/2} \int_0^\infty 1 - (1 + s)^{-d/2} s^{-3/2} ds \text{ by setting } s = \alpha t$$

$$= 2d\alpha^{1/2} \int_0^\infty (1 + u^2)^{-d/2} du \text{ by setting } u^2 = s \text{ and integrating by parts}.$$  

For each $d \in \mathbb{N}$, let $I_d = \int_0^\infty (1 + u^2)^{-d/2} du$. Integrating by parts yields the following inductive relation for all $d > 0$:

$$I_{d+2} = \frac{d-1}{d} I_d$$

from which we deduce that, for all $d > 0$,

$$I_{2d} = I_2 \frac{(2(d-1))!}{4^{d-1}(d-1)!^2} \text{ and } I_{2d+1} = I_3 \frac{4^{d-1}(d-1)!^2}{(2d-1)!}.$$  

Moreover, setting $u = \tan(\theta)$ yields $I_2 = \frac{\pi}{2}$ and $I_3 = \int_0^\infty \frac{du}{(1+u^2)^{3/2}} = \left. \frac{u}{\sqrt{1+u^2}} \right|_0^\infty = 1$. All in all,

$$\Upsilon(\alpha I_{2d}) = 4d\alpha^{1/2} \times \frac{\pi}{2} \times \frac{(2d)!}{4^d d^2} \text{ and } \Upsilon(\alpha I_{2d+1}) = 2(2d+1)\alpha^{1/2} \times \frac{4^d d^2}{(2d+1)!}.$$  

Both cases can be summarised as follows:

$$\Upsilon(\alpha I_d) = \sqrt{\frac{4d\alpha}{\pi}} \frac{\Gamma \left( \frac{d+1}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \quad (85)$$

from which we get

$$E[V_m] = \sqrt{\frac{4d\alpha}{\pi}} \frac{\Gamma \left( \frac{d+1}{2} \right)}{\Gamma \left( \frac{d}{2} \right)} \times m^{1/2k} \quad (86).$$
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