Competing ionization and dissociation in the $\text{H}_2$ gerade system
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Abstract. A numerically solvable two-dimensional (2D) model, employed by the authors to study the dissociative recombination of $\text{H}_2^+$ in the ungerade symmetry [Phys. Rev. A 98, 062706 (2018)], is extended to describe the collision process in the gerade symmetry of $\text{H}_2$. In this symmetry, the ionization and dissociation processes are driven primarily by the direct, curve-crossing mechanism. The model is represented by a set of three coupled electronic channels in 2D, in the space of $s$, $p$, $d$ partial waves of the colliding electron. We demonstrate that the Born-Oppenheimer properties of the $\text{H}_2$ molecule in the relevant range of internuclear distances can be described by such a model. The molecular rotational degrees of freedom are accounted for by the rotational frame transformation. The numerical solution of the model is discussed, and the resulting rovibrationally inelastic and dissociative recombination cross sections are compared with the available data.

1 Introduction

The starting point of nearly all molecular theory is the Born-Oppenheimer approximation, in which the nuclear motion is frozen and the electronic Schrödinger equation is solved for energies and/or scattering phase-shifts versus the internuclear distance $R$. For an atom–atom inelastic collision at a low energy, the scattering matrix can be computed using the potential energy curves and nonadiabatic couplings between those potentials. But for the class of processes such as dissociative recombination, which convert incident electron energy into dissociation of the molecule into atomic fragments, it becomes more challenging to visualize the process because the incident channel is in the electronic continuum and therefore has no potential curve in the usual sense. The present study discusses a flexible model that can describe such processes, even in systems as rich and complex as the gerade symmetries of $\text{H}_2$ and the isotopologues.

It should be stressed at the outset that accurate theoretical methods have been developed over the past several decades, most notably by Jungen, Fano, Dill and coworkers [1–4], which have been remarkably successful in describing the low energy scattering processes that arise for the ungerade electronic parity of $\text{H}_2$. All these methods are built around a central idea, the rovibrational frame transformation (FT) [5] that assumes good accuracy of the Born-Oppenheimer approximation (BOA) in some finite, presumably small, electronic volume. Electron motion in the outer space, where the BOA is no longer valid, was then treated by the multi-channel quantum defect theory (MQDT) [6].

In the case of the gerade states of $\text{H}_2$, the success of the pure frame transformation theory was limited to calculations of vibronic-energy levels [7–9]. A description of the dissociative recombination process in the gerade channels of $\text{H}_2$ has developed along the MQDT quasidiabatic theory of Giusti [10] that employs an explicit coupling between the dissociative and autoionizing states inside the reaction volume. The theory was successfully applied to study the DR of $\text{H}_2^+$ in various initial vibrational [11–14] and rovibrational [15–18] states.

Our aim is to present an alternative theoretical tool to study and understand the dissociative recombination process, the numerically solvable two-dimensional (2D) model. The model has one electronic and one nuclear degree of freedom, and it can be solved to high precision, without making any physically motivated approximations, by employing the 2D $R$-matrix approach [19]. A single channel version of the 2D model was previously applied to study the DR process in $\text{H}_2^+$ for the ungerade symmetry [19,20], which is predominantly controlled by the indirect mechanism. The necessary extensions of the model to describe the direct mechanism of $\text{H}_2$ in the $^1\Sigma_g^+$ symmetry are presented in Sect. 2.
tion 3 demonstrates the realistic nature of the model by comparing several Born–Oppenheimer properties of the model with the available literature. Inelastic cross sections for the dissociative recombination and rovibrational excitation processes are discussed in Sects. 4 and 5, respectively. Finally, Sect. 6 offers a summary and concluding remarks.

2 Curve-crossing model of the singlet H\(_2\) gerade system

2.1 2D model Hamiltonian

While a single electronic partial wave was sufficient to previously model the indirect mechanism that is dominant in the \(^1\Sigma_u^+\) symmetry of H\(_2\) [19, 20], the direct mechanism present in the \(^1\Sigma_g^+\) channels requires a coupling of three partial waves with electron orbital angular momenta \(l = 0, 1, 2\). The two-dimensional Hamiltonian includes a symmetric coupling potential matrix \(V_{ll'}(R, r)\) as

\[
H_{ll'}(R, r) = [H^0_l(R) + H^1_l(r)] \delta_{ll'} + V_{ll'}(R, r) ,
\]

where \(\delta_{ll'}\) is the Kronecker delta. The electronic Hamiltonian is defined by

\[
H^0_l(R) = \frac{1}{2M} \frac{\partial^2}{\partial r^2} - \frac{1}{r} + \frac{l(l+1)}{2r^2} ,
\]

and the nuclear Hamiltonian is

\[
H^p(R) = -\frac{1}{2M} \frac{\partial^2}{\partial R^2} + V^p_0(R) .
\]

The table includes all of the coefficients \(A_{ll'} = F_{ll'}\) and \(\omega = 2\) bohr is the same for all combinations of \(l, l'\). For the diagonal interaction potentials, the nuclear part is chosen as a sum of two Gaussian curves

\[
\lambda_{ll'}(R) = A_{ll'}e^{-\left(\frac{R-R_0}{\sigma_{ll'}}\right)^2} + D_{ll'}e^{-\left(\frac{R-R_0}{\tau_{ll'}}\right)^2} .
\]

The first coupling potential \(V_{01}(R, r)\) is written as

\[
\lambda_{01}(R) = A_{01}e^{-\left(\frac{R-R_0}{\sigma_{01}}\right)^4} ,
\]

and the second coupling potential \(V_{12}\) contains a single Gaussian

\[
\lambda_{12}(R) = A_{12}e^{-\left(\frac{R-R_0}{\sigma_{12}}\right)^2} .
\]

The implementation of the 2D \(R\)-matrix method, its solution and computation of the inelastic cross sections is based on Ref. [19]. For the present calculations, we used the Wigner–Eisenbud form [22, 23]

\[
R_{ij}(E) = \frac{1}{2} \sum_p \left( \frac{\langle \psi_i | \psi_p \rangle \langle \psi_p | j \rangle}{E_p - E} \right) ,
\]

where the sum includes all the eigenstates \(\ket{\psi_p}\) of the Hamiltonian (1) extended to include the 2D Bloch operator [19] which guarantees that the Hamiltonian is real and symmetric. The scalar product \(\langle . | . \rangle\) is carried out on the 2D surface and the surface channel functions \(\ket{j}\) are represented by the cation vibrational functions on the electronic surface for \(l = 0, 2\), whereas they become the lower-lying bound atomic electronic states on the nuclear surface [19]. The channel functions on the electronic surface for \(l = 1\) are not employed as the present calculations are energet-
Fig. 1 A comparison of the lowest second through sixth Born–Oppenheimer potential curves $E_k^{BO}(R)$ obtained with the present model (blue curves) and those of Wolniewicz and Dressler (1994) [25] (points). The black full and broken curves show the $V_0(R)$ of Madsen and Peek [21]. Part of the lowest Born–Oppenheimer curve is also shown, but it quickly falls below the range of the graph.

3 Adiabatic properties of the model

3.1 Born–Oppenheimer potential energy curves

The model potential $V_{lp}(R,r)$ was tailored to reproduce Born–Oppenheimer potential curves of excited $^1\Sigma^+$ states of the hydrogen molecule. Specifically, the $EF, GK$ and $HH$ curves of L. Wolniewicz and K. Dressler (1994) [25]. In the present model, these curves are computed by solving the $l$-coupled Born-Oppenheimer Schrödinger equation

$$[H^r_l + V^l_0(R) - E_k^{BO}(R)] \psi_{lk}(r; R) = - \sum_{l'=0}^{2} V_{ll'}(R,r) \psi_{l'l}(r; R)$$

for a fixed $R$ and the electronic bound-state boundary condition $\psi_{lk}(\infty, R) \rightarrow 0$. A comparison can be seen in Fig. 1 which shows the present Born–Oppenheimer energies $E_k^{BO}(R)$ and the $EF, GK$ and $HH$ curves of L. Wolniewicz and K. Dressler (1994) [25, 26]. The $O$ and $P$ curves are also shown although they were not considered in the model potential $V_{lp}(R,r)$ setup. The target cation Born–Oppenheimer curves $V^l_0(R)$ of Madsen and Peek [21] are also displayed as the fixed-$R$ ionization thresholds.

3.2 Vibronic-energy levels

The second test to explore the realistic nature of the present model is the vibronic-energy levels for this symmetry of the H$_2$ molecule. The computed curves $E_k^{BO}(R)$ can be employed in the one-dimensional nuclear Schrödinger equation

$$\left[-\frac{1}{2M} \frac{\partial^2}{\partial R^2} + E_k^{BO}(R) + V^\text{cor}_k(R)\right] \phi_{km}(R) = E_{km}^\text{vib} \phi_{km}(R),$$

where $V^\text{cor}_k(R)$ are the diagonal second-order BOA correction terms easily obtained during the solution of (9). Their form is

$$V^\text{cor}_k(R) = \sum_{l=0}^{2} \frac{1}{2M} \left\langle \frac{\partial}{\partial R} \psi_{lk}(r; R) | \frac{\partial}{\partial R} \psi_{lk}(r; R) \right\rangle,$$

where $\langle \ldots \rangle_r$ indicates an integration over the electronic coordinate only. The equation (10) is solved with the boundary condition $\phi_{km}(R_0) = 0$ (at a reasonably large $R_0$) with the index $k$ identifying the $EF, GK, HH$ curves. The resulting energies are compared with experimental data for the real hydrogen molecule [27] as well as a previous theoretical study [9] in Table 2.
Table 2 EF, GK and HH curve vibronic energies in cm\(^{-1}\). The first triple-column identifies the vibronic state. The first 9 states use a single letter to denote whether they are situated within the first (E) or second (F) minimum of the EF curve. The second column contains the observed vibronic energies relative to the N = 0, m = 0 level of X \(^{1}\Sigma_g^+\) ground state taken from Ref. [27]. The third column is the difference between our result and the observed value and the fourth column an analogous comparison from Ref. [9].

| Vibronic state | Vibronic energy Ref. [27] | (Observed) - (Calculated) | Present results | Ross and Jungen Ref. [9] |
|---------------|--------------------------|--------------------------|-----------------|-------------------------|
| E0            | 99164.782                | 215.1                    | 4.4             |                         |
| F0            | 99363.92                 | 35.3                     | 1.3             |                         |
| F1            | 100558.92                | 58.2                     | 0.1             |                         |
| E1            | 101494.749               | 128.5                    | 5.0             |                         |
| F2            | 101698.93                | 56.6                     | 0.3             |                         |
| F3            | 102778.28                | 43.1                     | 1.2             |                         |
| E2            | 103559.59                | 74.5                     | 2.3             |                         |
| F4            | 103838.54                | 18.5                     | 0.0             |                         |
| F5            | 104730.61                | 11.5                     | 3.1             |                         |
| EF9           | 105384.90                | -2.2                     | -0.1            |                         |
| EF10          | 105966.16                | -45.7                    | 3.0             |                         |
| EF11          | 106713.07                | -55.2                    | 2.3             |                         |
| EF12          | 107425.87                | -69.6                    | 4.8             |                         |
| EF13          | 108098.56                | -33.1                    | 6.1             |                         |
| EF14          | 108793.55                | -87.6                    | 5.7             |                         |
| EF15          | 109493.90                | -79.2                    | 6.3             |                         |
| EF16          | 110163.38                | -74.0                    | 3.3             |                         |
| EF17          | 110794.19                | -79.1                    | 7.2             |                         |
| EF18          | 111370.69                | -147.8                   | -7.8            |                         |
| H0            | 112557.57                | 154.5                    | 10.3            |                         |

3.3 Resonance 2pσ\(^2\)

The next adiabatic property tested for this model is the 2pσ\(^2\) resonance. This resonance exists for the energies of the neutral H\(_2\) above the ionization threshold. Between the internuclear distances of 2 and 3 bohr, it dives below the \(V_0(R)\) threshold and produces a series of avoided crossings in the \(^1\Sigma_g\) Rydberg levels, partially visible in Fig. 1. In order to analyze the fixed-\(R\) electronic continuum states of H\(_2\), we extend the Hamiltonian in Eq. (9) by adding the electronic Bloch operator (for simplicity \(E_{k-}^{BO}\) is relabeled as \(E_k\))

\[
\left[ H_k^f(r) + V_{0}(R) - E_{k}(R) + \frac{1}{2} \delta(r - r_0) \frac{\partial}{\partial r} \right] \psi_{lk}(r; R) = - \sum_{l'=0}^{2} V_{l'k}(R, r) \psi_{l'k}(r; R), \tag{12}
\]

where the internuclear distance \(R\) is a fixed parameter. The Born–Oppenheimer electronic \(R\) matrix can be expanded over the poles in the Wigner–Eisenbud form

\[
R_{l'k}(E, R) = \frac{1}{2} \sum_{k} \psi_{lk}(r = r_0; R) \psi_{l'k}(r = r_0; R) \frac{E_k(R) - E}{E_{k}(R)}, \tag{13}
\]

with \(r_0\) being the \(R\)-matrix radius and \(E\) denotes the vertical energy. Let \(f_{l}(\epsilon; r)\), \(g_{l}(\epsilon; r)\) stand for the regular and irregular Coulomb wave functions evaluated at \(r = r_0\) and the energy \(\epsilon = E - V_0^{0}(R)\). This independent pair of Coulomb solutions is identical to the \{(s, -c)\} pair from Seaton’s work [6,28]. We denote their \(r\)-derivatives as \(f'_{l}, g'_{l}\). The \(R\) matrix can be transformed to the short-range \(K\) matrix via the known relation [29]

\[
K = \left( f - f'_{l} R \right) \left( g - g'_{l} R \right)^{-1}, \tag{14}
\]

where underlined symbols denote matrices, in this case indexed by \(l'\). The \(f, g, f', g'\) are diagonal matrices. The short-range matrix \(K_{l'l'}(E, R)\) is computed for total energies above the \(s\) and \(d\)- \(H_2^+\) potential curve \(V_0^{0}(R)\) and below the repulsive \(p\)-curve \(V_0^{0}(R)\). This means that one of the three channels of this matrix is closed and the asymptotic component of all the three corresponding solutions is exponentially growing in this closed channel. The unphysical behavior is remedied by
Table 3  Positions \( E_r \) and widths \( \Gamma \) of the \( 2p\sigma^2 \) resonance in \( \text{H}_2 \) for the present model compared with Greene and Yoo (1995) [30]. Results are given in atomic units. Our model resonance curve intersects the bottom potential curve in a slightly steeper manner, hence the undefined \( E_r \) and/or \( \Gamma \) for the highest \( R \) values.

| \( R \) (bohr) | \( E_r \) (model) | \( \Gamma \) (model) | \( E_r \) [30] | \( \Gamma \) [30] |
|---------------|-----------------|-----------------|--------------|--------------|
| 1.0           | 0.25171         | 0.028           | 0.23726      | 0.0229       |
| 1.2           | 0.05753         | 0.035           | 0.04158      | 0.0241       |
| 1.4           | −0.09948        | 0.043           | −0.10799     | 0.0251       |
| 1.6           | −0.22494        | 0.052           | −0.22886     | 0.0259       |
| 1.8           | −0.32475        | 0.059           | −0.32768     | 0.0265       |
| 2.0           | −0.40663        | 0.068           | −0.40912     | 0.0288       |
| 2.2           | −0.47684        | 0.077           | −0.47731     | 0.0335       |
| 2.5           | −0.56532        | −               | −0.55432     | 0.0459       |
| 2.6           | −               | −               | −0.57388     | 0.0525       |

the MQDT technique called elimination of closed channels [6,29]. In the present, simple three-channel case, the equation for the open-channel physical \( K \) matrix at each \( R \) can be written as

\[
K_{ll'}^{\text{phys}}(R) = K_{ll}(R) - K_{l1}(R) \\
\times [K_{11}(R) + \tan\beta(R)]^{-1} K_{1l'}(R) ,
\]

where \( l, l' = 0, 2 \), with

\[
\beta(R) = \frac{\pi}{\sqrt{2(V_{l0}^0(R) - E)}} .
\]

The explicit energy dependence is omitted in the above equations for clarity.

The eigenvalues of the physical \( 2 \times 2 \) \( K^{\text{phys}} \) matrix are \( \tan[\delta_i(E, R)] \), where the \( \delta_i(E, R) \) are the Born–Oppenheimer physical eigenphase shifts. Sampling these eigenphase shifts at a selected \( R \) for a dense series of energies above the \( V_{l0}^0(R) \) curve results in step-like ascending curves. The steps in the sum of these curves show the positions of resonances. These along with the resonance widths obtained from the energy derivative of \( \delta_i(E, R) \) can be compared with accurate data [30,31]. Table 3 and Fig. 2 show the position \( E_r \) and width \( \Gamma \) (only in the table) of the \( 2p\sigma^2 \) resonance in \( \text{H}_2 \) for select values of \( R \).

Note that the elimination of the closed \( p \)-channel is an important step in this study because the studied resonance is a Feshbach resonance described by the excited cation core \( 2p\sigma^1 \) and the scattered electron in the closed channel with a wave function resembling the \( 2p\sigma^1 \) orbital at small electronic distances.

### 3.4 Born–Oppenheimer quantum defects

The present model can also be used to compute quantum defects of the Born–Oppenheimer potential curves and compare them to previously reported data [8]. The procedure is very similar to the one shown in Sect. 3.3 up to the calculation of the short-range \( K \) matrix in Eq. (14). The pair of asymptotic functions \( f_l \) and \( g_l \) from the Sect. 3.3 is changed to a different pair \( \{f_{l0}, g_{l0}\} \), denoted as \( \{f, -h\} \) in Seaton’s work [6,28]. The new pair of the Coulomb functions has better analytic behavior for deep negative energies that occur in the present \( p \)-wave channel at short internuclear distances \( R \). This different pair of asymptotic functions leads to a different \( K \) matrix (denoted as \( K^0 \) here) with different phase-shift information (denoted as \( \pi\eta \)) with respect to these different regular and irregular Coulomb functions.

Furthermore, the closed channel exponential growth will not yet be eliminated, as the short-range quantum defect matrix is defined to include both open and closed channels. The \( K^0 \) matrix can be diagonalized as follows

\[
K_{ll'}^0 = \sum_{i=0}^{2} U_{li} \tan(\pi\eta_i) U_{li'} .
\]

The quantum defect matrix \( \eta_{ll'} \) can then be reconstructed through the same unitary transformation, i.e.,
The dependence of the full $\eta$ matrix on the internuclear distance $R$ is displayed in Fig. 3. The short-range $R$-matrix radius was chosen at $r_0 = 8$ bohr, and the electronic potential $V_0(R, r)$ could be neglected for $r > r_0$. The energy was fixed at the zero collision energy, i.e., total energy $E = V_0(R)$. Figure 4 compares the $\eta$-matrix elements in Ref. [8] $\eta_{ll}(E, R)$ to data extracted from Ref. [8]. Note that the quantum defects $\eta_{ll}$ in Ref. [5] are defined from the $K^0$ matrix on an element-by-element basis, i.e., $\eta_{ll}^{[Ref.5]} = \pi^{-1} \arctan K_{0l}$, while in the present study a similar relation is used between the full $\eta$ and $K^0$ matrices. Therefore, in order to allow a comparison, the $K^0$ matrices from Ref. [5] were converted to the $\eta$ matrices defined by equations (16) and (17). An electronic $ab\text{ initio}$ $R$-matrix calculation carried out by Bezzaouiou, Jungen, and Telmini [32] also determined $R$-dependent $\eta$-matrices for this symmetry of H$_2$, but they adopted a larger channel set and for this reason the matrices from that calculation cannot be directly compared with our present results.

4 Dissociative recombination

The DR cross section computed as the essentially exact solution of the model presented in this work can be compared with the available literature data. It is important to note that the present model includes only $^1\Sigma_u^+$ symmetry through which the DR process can proceed. The present model does not include molecular rotational degrees of freedom. However, the rotational motion can be included with the rotational frame transformation. Discussion of this extension will be the subject of the second part of this section.

4.1 Rotationless DR

Computed DR cross sections for the HD$^+$ cation are compared in Fig. 5 with time-dependent calculations [33]. In the previous calculations, the wave-packet method solved a time-dependent Schrödinger equation for nuclei with a local complex potential (LCP) that accounted for the autoionization process. The calculations were carried out in the $^1\Sigma_u^+$ symmetry for a single electronic partial wave that dominantly describes the diabatic neutral curve: the $d$ wave.

The diabatic potential-energy curves and the electronic-coupling functions employed in the time-dependent calculations [33] were taken from the previous work of Schneider et al. (1991) [13]. These calculations [33], however, did not include any treatment of the closed electronic channels that belong to the vibrationally excited neutral states. These vibrational Feshbach resonances create the rich resonant structures converging to each of the excited cation thresholds.
In the following comparison in Fig. 6, the calculations of Schneider et al. (1991) [13] were obtained using an MQDT treatment, and therefore, the positions and presence of the closed-channel resonances can be compared. The calculations of [13] were carried out in the $^1\Sigma_g$ symmetry with $R$-dependent $s$- and $d$-wave quantum defects. The electronic structure information used in these calculations [13] is a result of a smooth merging between the scattering data for the autoionization region for $R < 2.6$ bohrs (see Fig. 2) and the region of avoided crossings of the bound states for larger internuclear distances [7].

It can be seen that apart from a single resonance, the two calculations do show a correlation. The resonance observed previously [13] around 40 meV is missing in the present calculations. Since it belongs to the $\nu = 6$ threshold (with $n = 3$) [13], its position is strongly sensitive to the inaccuracies of our potential energy curves shown in Fig. 1.

### 4.2 DR with the rotational frame transformation

The rotational degrees of freedom can be incorporated into the present calculations in the form of an approximation, the so-called rotational frame transformation (FT) [5]. The rotational FT is carried out on the short-range $K$ matrix (defined by Eq. (44) in Ref. [19]) before the elimination of closed channels. The rotational frame transformation transforms the body-frame set of quantum numbers $(l, \Lambda)$ to the laboratory frame quantum numbers $(l', j)$ as

$$K_{\nu j l, \nu' j' l'}^{l, \Lambda} = \sum_{\Lambda'} U_{j A}^{l, \Lambda} K_{\nu l, \nu' l'}^{\Lambda, \Lambda'} U_{j' \Lambda'}^{l, \Lambda}, \tag{18}$$

where the unitary matrices $U$ involve a Clebsch–Gordan coefficient and can be found in Ref. [5].

Note that in the present $^1\Sigma_g$ model, the above sum over $\Lambda$ consists of a single term $\Lambda = 0$ because we are neglecting the $\Pi$ state quantum defects of H$_2$ or HD. Furthermore, the parity quantum number $\eta$ is fixed to $\eta = 1$, because $\eta = -1$ does not contribute to $\Lambda = 0$. The short-range $K$ matrix (18) then undergoes the MQDT procedure of elimination of closed channels defined by $(\nu, j)$. Closed-channel resonances now converge to each of these rovibrational channel thresholds. An example of this behavior together with a comparison with calculations of F.O. Waffeu Tamo et al. (2011) [17] is shown in Fig. 7. The initial rovibrational state of the cation is $(0, 1)$, and the cross section is shown for the total $J = 1$ and $J = 3$ symmetries.

The present cross sections are somewhat small at lower energies due to the closed-channel resonance already seen in the rotationless results in Fig. 6 around 4 meV. The second visible difference is a small shift of the closed-channel resonances converging to the $(\nu, j) = (0, 3)$ threshold. This shift of a few cm$^{-1}$ can be explained by the limited accuracy of the present model’s setup.

### Figure 7

Comparison of the computed HD$^+$ DR cross section with calculations of F.O. Waffeu Tamo et al. (2011) [17]. The initial rotational state is $j = 1$, and the total angular momentum is (a) $J = 3$ and (b) $J = 1$.

### Figure 8

Reduced rate coefficient $\alpha(E)^{1/2}$ for the DR of HD$^+$. The present averaged results (thick black curve) are compared with the experimental data (blue dots connected with line) [34] and the theory (red curve) [34]. Contributions of the initial rotational levels are weighted by the Boltzmann distribution at 300K.

The last comparison of the computed DR rates also includes the experimental data. The energy dependence of the reduced DR rate coefficient $\alpha(E)^{1/2}$ is shown in Fig. 8 on the linear scale. In order to simulate the experimental conditions, the DR rate coefficients with the initial rotational states up to $j = 5$ were averaged with the thermal Boltzmann distribution at 300K. Although many of the details in the DR rate results disappear in the thermal average, this comparison is an important test for the absolute values of the computed rates. Figure 8 shows that while the present DR rate has the correct order of magnitude, some of the higher-level res-
Fig. 9 Vibrationally inelastic cross sections for H$_2^+$ (ν, j) transition (0, 0) → (1, 0). The broken lines show respective gerade and ungerade contributions to the total cross section depicted by the thick black curve. All the three curves are a result of the Gaussian distribution average with σ = 20 meV. Data of Sarpal and Tennyson (1993) [36] are displayed by the red curve.

5 Rovibrational excitation

It is important to note here that any comparison with the results for the rovibrationally inelastic processes will strongly suffer, due to the use of the single symmetry $^1 \Sigma_g$ in the present model. While it is known that the dissociative recombination of H$_2^+$ is strongly governed by the direct mechanism present in the $^1 \Sigma_g$ symmetry [13, 15, 33], the rotational and vibrational excitation generally requires a number of dominant symmetries for the convergence [18].

5.1 Vibrational excitation

To make our vibrationally inelastic cross section as complete as possible, the present $^1 \Sigma_g$ results are combined with previously published [19] results obtained from a simplified model of the ungerade symmetry. The first simplification rests in the use of the sole $^1 \Sigma_u$ angular momentum projection, while the quantum defect of $\Pi$ states is not negligible [3]. The second difference from the present study is the lack of the rotational degrees of freedom in the previous calculations.

The results shown in Fig. 9 indicate that the ungerade and gerade contributions to the vibrational excitation process are of a similar size. The resulting sum of the two contribution cross sections is compared with the ab initio calculations of Sarpal and Tennyson [36]. Their R-matrix calculations employed the method of Com-plete Active Space Configuration Interaction (CASSCF) for the electronic motion, while the nuclear dynamics was described by the adiabatic nuclei approximation of D.M. Chase [37]. In this approximation the physical, open-channel, scattering $T$ matrix is averaged over the initial and final vibrational states and thus, this procedure cannot produce the closed-channel resonances as seen in Fig. 9. For comparison, the present (and previous [19] ungerade), results were convolved over a Gaussian distribution with the variance width of 20 meV.

5.2 Rotational excitation

A comparison of our present results for the rotational transition 0 → 2 of HD$^+$ with the calculations of Motapon et al. (2014) [18] is shown in Fig. 10.

Previous calculations [18] were carried out for all the relevant symmetry components, including $\Sigma$, $\Pi$, $\Delta$ states in gerade and ungerade symmetries with singlet and triplet spin components. On average, the $^1 \Sigma_g$ cross section contributes only 15% of the total excitation probability, as can be seen in Fig. 10. Once again, the study of Ref. [18] used the updated MQDT diabatization approach [35], based on Ref. [7] to describe electronic motion.

6 Conclusions

The two-dimensional reactive model, that was developed to describe a collision between the electron and the H$_2^+$ cation in the ungerade symmetry [19], is extended in the present study to treat processes that involve the direct dissociative recombination mechanism. This mechanism is present in the gerade symmetry of the e$^- +$ H$_2^+$ collisions, and this system has served as a prototype test of the 2D model. The present model was set up to approximately reproduce the Born–Oppenheimer $EF$, $GK$, and $HH$ $^1 \Sigma_g$ Rydberg levels of H$_2$. It was shown that all the other adiabatic properties, namely
the resonance position and width at positive energies, the η quantum defects and the vibronic levels, agreed qualitatively and to some extent also quantitatively with the available H₂ data. In principle, our model could be readily extended to reproduce the known Born–Oppenheimer potential curves and fixed-nuclei resonance properties to arbitrary precision, when higher quantitative accuracy is desired.

The rotational degrees of freedom have been introduced in this study through the rotational frame transformation [5] that was applied to the short-range K matrix obtained by solving the l-coupled 2D model. This procedure allowed for modeling of rovibrational excitations as well as rovibrationally resolved dissociative recombination. In case of the vibrational excitation process, our results demonstrate that the gerade and ungerade contributions are of a similar size and their sum agrees with the available H₂ data [36]. On the other hand, the present Σ₉ calculations for the rotational excitation 0 → 2 amount to only about 15% of the excitation probability above the J₀ = 2 rotational threshold. This deficiency is caused primarily by contributions from the other symmetries (ungerade, spin triplets, non-Σ projections of the angular momentum) that are not present in our calculations presented here.

In the case of dissociative recombination, the model was tested against the available rotationless and rotationally resolved calculations. In both cases, good correspondence for the closed-channel resonances was found except for one deeply closed-channel resonance that was found at lower energies here. We believe that this resonance shift is responsible for some of the quantitative disagreement with previous calculations [13,17].

We stress that a precise tuning of the 2D model to the most accurate H₂ Born–Oppenheimer data has not been the aim of the present study. Our goal is instead to demonstrate that the model can incorporate all of the relevant physics contained in the e⁻ + H₂ collisions driven by the direct (and previously indirect [19,20]) mechanism. As such, it can serve as a physically relevant benchmark test for developing and testing those approximate theories that aspire to describe such a challenging non-adiabatic process as dissociative recombination.
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which replaces the previous pair of Bessel functions $F_{i_n}^0(R)$ and $G_{i_n}^0(R)$ used in Ref. [19]. When using this pair in a weakly-closed channel, we now need to alter the corresponding elements of the channel elimination procedure. Let $R_1$ represent the distance at which our Born–Oppenheimer curves $E_{i_n}^0(R_1)$ arrive very close to their asymptotic limits with a negligible error. We can define

$$\Theta_{i_n}(E) = \int_{R_0}^{R_1} \alpha_{i_n}^{-2}(R', E) dR' \ ,$$

(A.8)

which is the additional phase shift that $\tilde{F}_{i_n}(R), \tilde{G}_{i_n}(R)$ accumulate before becoming a linear combination of spherical Bessel functions. Using the notation from Ref. [19], we partially redefine the $\tilde{\Gamma}_{i\gamma}$ and $\Lambda_{i\gamma}$ matrices utilized in the eigenchannel form of the MQDT channel elimination equations as:

$$\tilde{\Gamma}_{i\gamma} = \begin{cases} U_{i\gamma} \sin(\Theta_i + \pi \tau_{\gamma}), & i \in Q_n \\ U_{i\gamma} \sin \pi \tau_{\gamma}, & i \in P_n \end{cases},$$

(A.9)

$$\Lambda_{i\gamma} = \begin{cases} 0, & i \in Q_n \\ U_{i\gamma} \cos \pi \tau_{\gamma}, & i \in P_n \end{cases},$$

(A.10)

in the nuclear fragmentation channels. The rest of the channel elimination is carried out the same as before; however, note that now, with the rotational FT approach, the channel index $i$ represents a combination of indices $(\nu, \rho, \ell)$ on the electronic fragmentation surface. Solution of the generalized eigenvalue problem

$$\sum A \Lambda = \Lambda A \tan \delta,$$

(A.11)

for the unknown $\Lambda_{i\rho}$ and $\delta_{i\rho}$ gives us the transformation matrix into the physically open set of collision eigenchannels $T_{i\rho}$ (see Ref. [19]). Then, $T_{i\rho}$ is used to construct the open channel reaction matrix

$$K_{i\rho'} = \sum_{\rho} T_{i\rho} \tan(\delta_{i\rho}) T_{i\rho'} \ , \ i, \rho, i', \rho' \in P_n \cup P_n.$$

(A.12)

This is not yet the physical reaction matrix in the nuclear fragmentation channels, because the base pair $\{\tilde{F}, \tilde{G}\}$ does not have energy-normalized amplitudes, and because their phases are connected to Milne functions instead of to Bessel functions. Asymptotically, the Milne functions behave as a simple linear combination of Bessel functions characterized by two sets of coefficients

$$\tilde{F}_{i_n}(R) = F_{i_n}(R) B_{i_n}^{-1/2},$$

$$\tilde{G}_{i_n}(R) = G_{i_n}(R) B_{i_n}^{-1/2} - F_{i_n}(R) B_{i_n}^{-1/2} \delta_{i_n},$$

for $R \to \infty$,

(A.13)

(A.14)

where the energy-normalized pair $F_{i_n}(R), G_{i_n}(R)$ contain a phase shift and amplitude revision compared to $F_{i_n}^0(R), G_{i_n}^0(R)$. While $F_{i_n}(R), G_{i_n}(R)$ are rotated in phase compared to the usual spherical Bessel solutions, removing this phase shift is not necessary if we do not wish to compute the elastic scattering cross sections or any differential angle-dependent observables. The coefficients $B_{i_n}$ and $\delta_{i_n}$ can be computed numerically when constructing the Milne solutions. Additionally defining $B_{i_0} = 1$ and $\delta_{i_0} = 0$ in the ionization channels allows us to transform the open channel reaction matrix into the physical reaction matrix simply via the matrix equation

$$K_{phys} = B^{1/2} (K^{-1} + \delta)^{-1} B^{1/2}.$$

(A.15)

This $K$ matrix is then Cayley-transformed into the scattering matrix from which cross sections are computed.
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