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Abstract

There is a growing interest in improving the conversational ability of models by filtering the raw dialogue corpora. Previous filtering strategies usually rely on a scoring method to assess and discard samples from one perspective, enabling the model to enhance the corresponding dialogue attributes (e.g., consistency) more easily. However, the discarded samples may obtain high scores in other perspectives and can provide regularization effects on the model learning, which causes the performance improvement to be sensitive to the filtering ratio. In this work, we propose a multi-view attribute-enhanced dialogue learning framework that strengthens the attribute-related features more robustly and comprehensively. Instead of filtering the raw dataset to train the model, our framework first pre-trains the model on the raw dataset and then fine-tunes it through adapters on the selected subsets, which also enhances certain attributes of responses but without suffering from the problems mentioned above. Considering the variety of the dialogue attribute, we further design a multi-view enhancement mechanism, including multi-view selection and inter-view fusion. It groups the high-quality samples from multiple perspectives, respectively, and enhances different attributes of responses with the corresponding sample sets and adapters, keeping knowledge independent and allowing flexible integration. Empirical results and analysis show that our framework can improve the performance significantly in terms of enhancing dialogue attributes and fusing view-specific knowledge.

1 Introduction

Neural dialogue generation (Sordoni et al., 2015; Vinyals and Le, 2015; Shang et al., 2015) has gained increasing attention. Given the dialogue corpora, previous work focuses on how to improve the conversational ability of models by redesigning objectives (Li et al., 2016a; Bowman et al., 2016; Yu et al., 2017) and network structures (Serban et al., 2016; Chen et al., 2018; Zhang et al., 2019) or introducing external knowledge (Ghazvininejad et al., 2018). To facilitate the model learning, apart from that, it is also necessary to explore how to manipulate samples during training due to the noises in the dialogue corpora. Recently, a line of work (Xu et al., 2018b; Csaky et al., 2019; Akama et al., 2020) introduces a data manipulation strategy, called Data Filtering, to boost the model performance. Specifically, they first measure the quality of samples in terms of a certain dialogue attribute by a scoring method, and then discard the noisy samples with low scores. The filtered data can induce the model to learn attribute-related features more effectively for the generation of high-quality responses.

However, the performance improvement from the data filtering strategy is sensitive to the filtering ratio, indicated by prior work (Akama et al., 2020) and our analysis in Section 5.1.

It is because those discarded samples may obtain high scores in other perspectives and still benefit the feature learning of other attributes. We visualize the score distribution of training samples of
DailyDialog (Li et al., 2017) in terms of two dialogue attributes, Consistency (Akama et al., 2020) and Specificity (See et al., 2019). As shown in Figure 1, the samples in orange and red parts are regarded as high-quality in one perspective but low-quality in the others. Nevertheless, the experimental results (see Appendix B) show that after further considering either the orange or the red part, the model trained with the blue part before achieves better performance, demonstrating that samples with high scores in any meaningful perspective are high-quality. Therefore the filtering-based data manipulation strategy inevitably causes the model to neglect the learning of other dialogue attributes. Furthermore, the discarded samples, as the regularization factor, also prevent the model from overfitting to the filtered data consisting of fewer samples.

Another problem is that prior filtering-based work only improves the conversational ability from one perspective reflected by the proposed scoring method, which can not achieve the goal of the dialogue system, i.e., showing superiority in multiple perspectives simultaneously (Chen et al., 2017). A straightforward method is to use the union of different training sets filtered from various perspectives to train the dialogue model. However, without the view-wise guidance one by one, the union can not enforce the model to learn features biased towards different attributes effectively. Moreover, the union-based training will degrade to the traditional training when there are too many perspectives to consider.

One can also use sequential learning (Phang et al., 2018) or ensemble learning (Sagi and Rokach, 2018) to fit all filtered training sets gradually or parallelly, respectively. Unfortunately, the former suffers from catastrophic forgetting, i.e., knowledge learned from old training sets is always damaged by new training sets, and the latter will lead to serious knowledge interference (Pfeiffer et al., 2021).

To avoid the problems of Data Filtering and meet the requirement of the dialogue system, in this work, we propose a multi-view attribute-enhanced dialogue learning framework (MAE) to improve the conversational ability of the model from multiple perspectives effectively. Unlike the data filtering strategy that ignores the learning of non-target dialogue attributes, our framework aims at enhancing the target attribute without weakening any other attribute. It consists of one base model and multiple adapters. The base model is first pre-trained on the raw training set, allowing the framework to learn various features roughly. Then each adapter (Houlsby et al., 2019) is fine-tuned on the subset selected by the corresponding scoring method, which enables the framework to further capture more features related to the target attributes without erasing any feature learned earlier. In order to generate the responses regarded as high-quality from multiple perspectives, we design two mechanisms to integrate complementary features in different adapters. The first one, Adaptive Fusion (AF), ensembles multi-view features through the weighted average in inference after all adapters are fine-tuned in parallel, which keeps the adapters independent and plug-and-play. However, due to the knowledge interference among adapters, the features learned by one adapter may damage the features from other adapters, resulting in a sub-optimal integration. The second one, Progressive Fusion (PF), constructs an incremental integration process through knowledge distillation (Hinton et al., 2015), which enforces each new adapter to learn features complementary to those learned by previous adapters. Besides, the capacity of the framework will not increase significantly, as each adapter consists of very few parameters.

Our contributions are summarized as follows: (1) We propose a robust attribute-enhanced dialogue learning framework that strengthens the attribute-related features effectively while avoiding the problems of data filtering. (2) To improve the response quality more comprehensively, we further design two fusion mechanisms, AF and PF, to combine multi-view features from different adapters in inference and training, respectively. (3) We conduct extensive experiments to verify the effectiveness of MAE and provide a detailed analysis of feature learning and fusion.

2 Background

2.1 Dialogue Generation Models

Previous work enhancing the quality of responses falls into three major categories. The first redesigns the model structure to facilitate the modeling of the dialogue pairs (Serban et al., 2017a; Tao et al., 2018; Gao et al., 2019). The second further proposes the objectives that aligns with the goals of the conversation more effectively, such as MMI (Li et al., 2016a), CVAE (Serban et al., 2017b; Zhao et al., 2017; Gu et al., 2019; Sun et al., 2021), RL
(Li et al., 2016b; Zhang et al., 2018a; Liu et al., 2020), and GAN (Xu et al., 2017, 2018a; Feng et al., 2020a). The third tries to endow the responses with topic (Xing et al., 2017; Feng et al., 2020b), emotion (Zhou et al., 2018; Rashkin et al., 2019), and persona (Qian et al., 2017; Zhang et al., 2018b; Song et al., 2020). Recently, another line of work (Zhang et al., 2020; Roller et al., 2020; Adiwardana et al., 2020; Bao et al., 2020), called the pre-trained dialogue model, relies on an efficient neural network and large-scale datasets to further improve the response quality.

2.2 Data Filtering for Dialogue Learning

Many studies (Fan et al., 2017; Ren et al., 2018; Baheti et al., 2018) argue that the quality of samples has a significant impact on the model performance. Recently, some researchers have considered the sample quality into the dialogue learning by a data manipulation strategy called Data Filtering, which discards samples that are regarded as low-quality by a scoring method. Csaky et al. (2019) introduces an entropy-based scoring method to remove generic utterances from the training data. See et al. (2019) designs a scoring method to measure the specificity of samples. Akama et al. (2020) combines the cosine distance and the keyword co-occurrence of the dialogue pairs to evaluate the sample coherency jointly. Shen et al. (2021) proposes a fusing approach for data filtering by linearly combining seven scoring methods via Bayesian Optimization (Brochu et al., 2010). Unlike Data Filtering, our work designs a novel data manipulation framework to enhance the target attributes without sacrificing the feature learning of other dialogue attributes. There is another line of work (Lison and Bibauw, 2017; Shang et al., 2018; Cai et al., 2020), named Data Weighting, that assigns the training samples with different weights, which is out of the scope of this work. All of them compute the weighting scores by a trainable model, which can also be replaced by the above scoring methods.

2.3 Adapters in NLP

As a light-weight module, the adapter can be embedded into each layer of the pre-trained model to learn task-specific knowledge more efficiently, such as language features (Houlsby et al., 2019; Wang et al., 2020) and multilingual features (Bapna and Firat, 2019; Philip et al., 2020; Pfeiffer et al., 2020; Guo et al., 2020; Rust et al., 2021). Previous work aims to transfer knowledge in the pre-trained model for the downstream tasks while avoiding catastrophic forgetting. Different from that, we further explore injecting view-specific knowledge into adapters and fusing multi-view knowledge to enhance the pre-trained model. Pfeiffer et al. (2021) also tries to integrate knowledge from adapters, but the fusion layer will bring too many parameters as the number of adapters increases. Our method does not require extra parameters apart from adapters for knowledge fusion and therefore enables flexible integration.

3 Framework

The proposed framework offers a novel data manipulation paradigm to enhance the conversational skills of the model robustly and comprehensively. In this section, we first describe the collection process of view-specific training sub-sets, and then elaborate on how the adapters capture attribute-related features based on the corresponding sub-sets. Finally, two fusion mechanisms are introduced to integrate multi-view features. Algorithm 1, provided in the Appendix, shows full training details.

3.1 View-Specific Collection

Previous filtering-based work aims at discarding the noisy samples discriminated by the proposed scoring method. However, we have verified that the training sample with a high score given by any other scoring method can still be regarded as high-quality. Directly removing the noisy samples will weaken the learning of features in other aspects. To tackle this problem, our framework measures the sample quality from multiple perspectives. Concretely, we construct a pool of scoring methods \( S_1, S_2, \ldots, S_M \), shown in Figure 2. After flowing through this pool, the raw training samples \( D \) are reorganized into multiple view-specific training sub-sets \( D_1, D_2, \ldots, D_M \) based on a certain selection proportion. Note that each sample can be assigned to multiple sub-sets as it may obtain high scores from more than one scoring method. Differing from previous work that only treats the selected samples as high-quality data, we argue that different sub-sets \( D_m \) provide view-wise guidance for the learning of attribute-related features. Intuitively, the data selection can be regarded as an implicit cluster based on the dialogue attributes.
3.2 View-Specific Dialogue Learning

Previous work directly trains the model with the filtered training sets $D_m$, which leads to information loss in other views, i.e., ignores the feature learning of non-target dialogue attributes. To address these issues, we use a two-stage training strategy that first warms up the base model on the raw training set $D$ and then introduces the adapters to capture attribute-related features from all view-specific training sub-sets $D_m$.

3.2.1 Pre-Training Base Model

We employ the standard Transformer architecture (Vaswani et al., 2017) without adapter layers as the base model. The goal of the first-stage training is to enable the base model to access all training samples and learn the basic features. Formally, we maximize the probability $P_\theta(r|q)$ of each training sample $(q,r)$ by optimizing the negative log likelihood (NLL) defined as:

$$\mathcal{L}_{nll}(\theta) = - \sum_{i=1}^{|r|} \log P_\theta(t_i^r | t_{<i}^r, q),$$

where $|r|$ is the length of $r$, and $\theta$ represents the parameters of the base model.

3.2.2 Fine-Tuning Adapters

In the second stage, we introduce the light-weight adapter layers into both encoder and decoder of the base model. Following Houlsby et al. (2019), each encoder block of the base model contains two adapter layers (three in decoder), and each adapter layer consists of one bottleneck module (see Figure 3). The attribute-related features $z^m$ can be represented as:

$$z^m = \text{gelu}(z \cdot w^m_{\text{Down}}) \cdot w^m_{\text{Up}} + z, \quad (2)$$

where $z$ is the output of the previous layer, and $w^m_{\text{Down}}$ and $w^m_{\text{Up}}$ are the parameters of one adapter layer. The parameters of the base model are fixed, and the adapters parameters $\phi_{s_m}$ are independently fine-tuned on the corresponding view-specific training set $D_m$ by $\mathcal{L}_{nll}(\phi_m)$. Due to the light-weight structure, the increasing number of adapters will not bring excessive parameters. In addition, each adapter can learn attribute-related features without the distraction of the noisy samples while avoiding catastrophic forgetting.

3.3 Multi-View Attributes Fusion

The goal of the dialogue system is to generate responses that can perform well on multiple dialogue attributes. In this section, we introduce two fusion mechanisms, Adaptive Fusion (AF) and Progressive Fusion (PF) to effectively exploit the multi-view knowledge for generating high-quality responses.

3.3.1 Adaptive Fusion

For the adaptive fusion mechanism, all adapters can be fine-tuned in parallel. The fusion process, shown in Figure 4, combines multi-view features from different adapters in inference through a weighted average:

$$z^F = \sum_{m=1}^M \lambda_m z_m^m, \quad \lambda_m = \frac{||z^m - z||_1}{\sum_{m}^M ||z^m - z||_1} \quad (3)$$
where $z^F$ is the output of the fusion mechanism, and $\lambda_m$ is the coefficient calculated by the L1-distance between $z^m$ and $z$. Inspired by Guan et al. (2019), we take the distance between the input and output of view-specific adapter layer as the importance degree of the extracted features. See the Adaptive Weight Study for the analysis of its effectiveness. The larger the distance is, the more the model needs these extracted features from the corresponding adapter layer for improving the overall quality of responses. We choose L1-distance rather than other types of distances due to its computational efficiency and higher discrimination. The AF can keep the adapters independent and plug-and-play, and conducts the layer-wise fusion that is more effective than ensemble learning. Yet, it may face the problem of knowledge interference that will affect the quality of generated responses.

### 3.3.2 Progressive Fusion

The PF integrates multi-view features smoothly during training rather than inference, shown in Figure 5, which requires the adapters to be fine-tuned sequentially. Each new adapter not only learns from the corresponding training set but also is enforced to find features complementary to those learned by previous adapters. Therefore, we use knowledge distillation to align the predictions of the base model with old adapters and the base model with both new and old adapters, which can be formulated as:

$$
\mathcal{L}_{kd}(\phi_n) = -\sum_{i=1}^{\left|X\right|} \sum_{j=1}^{\left|Y\right|} P(i, j) \left( t_i^r = j \mid t_i^r, q \right) \cdot \log P(i, j) \left( t_i^r = j \mid t_i^r, q \right), \tag{4}
$$

where $\phi_n$ is the parameters of the new adapter, $\phi_p$ is the frozen parameters of previous adapters, and $|V|$ denotes the vocabulary size. The final objective for training the new adapter is:

$$
\mathcal{L}(\phi_n) = \mathcal{L}_{nll}(\phi_n) + \lambda^{kd} \mathcal{L}_{kd}(\phi_n), \tag{5}
$$

where $\lambda^{kd}$ represents the weight of $\mathcal{L}_{kd}$, $\lambda^{kd} = 1 - \frac{current\ epoch}{total\ epoch}$, which decreases linearly during training. In this way, we give a strong constraint at the beginning of training to prevent the learned features from conflicting with features of previous adapters. And then, we reduce this constraint linearly to allow the new adapter to learn view-specific knowledge. Therefore, the knowledge of the adapters can be incorporated into the base model gradually while alleviating knowledge interference, but it will reduce the independence of adapters.

### 4 Experimental Setup

#### 4.1 Datasets and Baselines

We compare the proposed framework with one basic approach and three state-of-the-art filtering-based approaches on two open-domain dialogue datasets, DailyDialog (Li et al., 2017) and OpenSubtitles (Tiedemann, 2009).

The basic approach trains the dialogue model on the entire training set. These three filtering-based approaches (Filtering) use the corresponding scoring methods that reflects the Consistency (Con) (Akama et al., 2020), Entropy_Src (Ent) (Csaky et al., 2019), and Specificity (Spe) (See et al., 2019) of the dialogue pairs, respectively, to measure the quality of samples and discard the noisy samples with low scores. Please refer to the Appendix E for the details of three high-quality automatic scoring methods. In addition, we also compare the Weighting approaches (Lison and Bibauw, 2017; Shang et al., 2018; Cai et al., 2020) although they can be seen as another line of data manipulation work. We replace their original weighting models with above three scoring methods to verify whether they are suitable for weighting approach. Please refer to the Appendix D and E for the details of datasets and scoring methods.

#### 4.2 Implementation details

Following previous work (Csaky et al., 2019; Akama et al., 2020), we take the Transformer-based dialogue model (Vaswani et al., 2017) as the underlying model for all approaches.

The settings of Transformer is consistent with Csaky et al. (2019), and please refer to the Appendix F for the details.
Our framework, including AF and PF, uses the same data selection ratio of 50% as Akama et al. (2020) by three mentioned scoring methods. Note that the filtering-based baselines set the data filtering ratio to 20% due to their lower performance with 50% ratio on the above datasets (see the Section 5.1 for the comparison). The fusion order of PF is chosen randomly (see the Appendix H for the analysis).

### 4.3 Evaluation

To comprehensively evaluate the quality of the generated responses, we conduct both automatic and human evaluations. The former employs three count-based metrics, Dist-[1,2], KL-[1,2], and BLEU, to reflect the linguistic quality, e.g., Dist and KL for the diversity and the distribution distance of n-grams, respectively. The latter focuses on more challenging semantic aspects, i.e., Informativeness, Relevance, and Fluency. Please refer to the Appendix F for the details of the above metrics.

### Automatic evaluation

The automatic results in Table 1 show that our framework outperforms all baselines by a significant margin on both datasets, demonstrating the superiority of fusing multi-view features. MAE-PF obtains better results than MAE-AF on OpenSubtitles, which verifies that the PF mechanism can integrate multi-view features more smoothly. There is no noticeable gap between MAE-AF and MAE-PF on DailyDialog. Because all samples in DailyDialog are human-written and high-quality in multiple perspectives (Li et al., 2017), knowledge interference among different adapters is weak. In addition, Filtering-Con achieves better performance than other filtering baselines, consistent with the results in Akama et al. (2020). Compared with Transformer, all filtering baselines gain more improvements on OpenSubtitles than on DailyDialog. These phenomena indicate that the filtering-based approaches are sensitive to both the scoring methods and the overall quality of datasets. As for the weighting approach, we find that the performance of the three scoring methods has changed a lot: Entropy_Src gets the better result than Consistency, which shows that this kind of approaches has a heavy dependence on the scoring methods.

| Models          | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU |
|-----------------|--------|--------|------|------|------|--------|--------|------|------|------|
| Transformer     | 0.0216 | 0.0728 | 1.67 | 1.66 | 0.292| 0.0157 | 0.0410 | 2.37 | 1.72 | 0.336|
| Filtering-Con   | 0.0225 | 0.0752 | 1.62 | 1.08 | 0.330| 0.0189 | 0.0569 | 2.01 | 1.70 | 0.322|
| Filtering-Ent   | 0.0166 | 0.0462 | 2.16 | 1.77 | 0.307| 0.0156 | 0.0429 | 2.42 | 1.73 | 0.337|
| Filtering-Spe   | 0.0132 | 0.0465 | 2.20 | 2.24 | 0.244| 0.0150 | 0.0439 | 1.93 | 1.82 | 0.311|
| Weighting-Con   | 0.0050 | 0.0078 | 4.46 | 2.39 | 0.343| 0.0044 | 0.0082 | 4.47 | 3.38 | 0.248|
| Weighted-Ent    | 0.0167 | 0.0455 | 2.02 | 1.54 | 0.341| 0.0185 | 0.0516 | 2.29 | 1.46 | 0.345|
| Weighted-Spe    | 0.0156 | 0.0469 | 2.11 | 1.80 | 0.313| 0.0100 | 0.0265 | 3.01 | 2.46 | 0.291|
| MAE-AF          | 0.0434 | 0.1522 | 0.88 | 0.75 | 0.383| 0.0204 | 0.0660 | 1.83 | 1.55 | 0.335|
| MAE-PF          | 0.0463 | 0.1511 | 0.94 | 0.68 | 0.392| 0.0217 | 0.0676 | 1.80 | 1.46 | 0.339|

Table 1: Results of automatic evaluations on DailyDialog (Left) and OpenSubtitles (Right). The best/second-best results are bold/underlined. For KL-{1,2}, lower is better.

| vs. Models     | Informativeness (%) | Win | Lose | Tie | Win | Lose | Tie | Win | Lose | Tie |
|----------------|---------------------|-----|------|----|-----|------|----|-----|------|----|
| Transformer    | 36.0 / 33.3         | 15.3 | / 14.0 | 52.7 | 38.0 | / 36.0 | 2.7 | 58.7 / 61.3 | 46.0 | / 40.7 | 5.3 / 4.0 | 48.7 / 55.3 |
| Filtering-Con  | 61.3 / 59.3         | 2.0 | 8.7 | 36.7 / 32.0 | 44.7 | / 40.0 | 9.3 | 50.0 / 58.0 | 38.7 | / 36.0 | 8.7 / 4.7 | 53.3 / 59.3 |
| Filtering-Ent  | 56.0 / 52.0         | 6.7 | 12.7 | 37.3 / 35.3 | 52.0 | / 47.3 | 5.3 | 44.7 / 50.7 | 32.7 | / 30.0 | 7.3 / 6.0 | 60.0 / 64.0 |
| Filtering-Spe  | 26.7 / 30.7         | 19.3 | / 24.7 | 54.0 / 44.7 | 45.3 | / 48.0 | 6.0 | 13.8 / 50.7 | 47.3 | / 40.0 | 2.7 / 2.7 | 50.0 / 57.3 |
| Weighting-Ent  | 52.0 / 44.0         | 6.7 | 12.0 | 41.3 / 44.0 | 45.3 | / 45.0 | 6.7 | 40.0 / 50.7 | 22.7 | / 25.3 | 8.0 / 6.7 | 69.3 / 68.0 |
| Transformer    | 46.7 / 56.3         | 6.3 | 2.7 | 47.0 / 41.0 | 35.0 | / 38.0 | 14.7 | 8.0 | 50.3 / 54.0 | 27.0 | / 34.3 | 24.0 / 10.7 | 49.0 / 55.0 |
| Filtering-Con  | 29.0 / 35.0         | 24.7 | 13.0 | 46.3 / 52.0 | 29.3 | / 29.0 | 21.3 | 12.0 | 49.3 / 59.0 | 23.0 | / 31.0 | 21.3 / 10.0 | 55.7 / 59.0 |
| Filtering-Ent  | 52.0 / 59.0         | 17.3 | 3.0 | 30.0 / 38.0 | 42.3 | / 42.3 | 13.7 | 4.0 | 44.0 / 53.3 | 36.0 | / 47.0 | 14.3 / 5.7 | 49.7 / 47.3 |
| Filtering-Spe  | 41.0 / 51.3         | 19.0 | 9.7 | 40.0 / 40.0 | 36.7 | / 42.3 | 7.7 | 3.7 | 55.7 / 54.0 | 43.0 | / 61.0 | 7.3 / 3.0 | 49.7 / 36.0 |
| Weighting-Ent  | 62.7 / 68.0         | 11.0 | 4.3 | 26.3 / 27.7 | 42.3 | / 43.3 | 11.3 | 7.6 | 46.3 / 49.0 | 30.0 | / 44.7 | 18.3 / 8.7 | 51.7 / 46.7 |

Table 2: Results of human evaluations on DailyDialog (Top) and OpenSubtitles (Bottom). A/B in each table cell refer to the results of MAE-AF/MAE-PF, respectively. Our framework has a higher win rate than baselines.
| Models          | Dist-1 | Dist-2 | KL-1   | KL-2   | BLEU |
|-----------------|--------|--------|--------|--------|------|
| Filtering-Con (80%) | 0.0225 | 0.0752 | 1.62   | 1.08   | 0.330|
| Filtering-Con (50%) | 0.0088 | 0.0306 | 2.74   | 2.01   | 0.314|
| Filtering-Ent (80%) | 0.0166 | 0.0462 | 2.16   | 1.77   | 0.307|
| Filtering-Ent (50%) | 0.0096 | 0.0255 | 2.63   | 2.17   | 0.315|
| Filtering-Spe (80%) | 0.0132 | 0.0465 | 2.20   | 2.24   | 0.244|
| Filtering-Spe (50%) | 0.0061 | 0.0210 | 3.62   | 3.17   | 0.199|
| MAE-AF (80%)     | 0.0383 | 0.1370 | 0.97   | 0.85   | 0.375|
| MAE-AF (50%)     | 0.0434 | 0.1522 | 0.88   | 0.75   | 0.383|
| MAE-PF (80%)     | 0.0403 | 0.1361 | 0.94   | 0.68   | 0.382|
| MAE-PF (50%)     | 0.0463 | 0.1511 | 0.97   | 0.78   | 0.392|

Table 3: Impact of the selection ratio on the model performance.

In contrast, our framework can avoid these problems due to the novel attribute-enhanced mechanism that does not damage the feature learning of the non-target dialogue attributes.

**Human Evaluation** For each dataset, we randomly select 100 samples from the test set, and three well-educated annotators are hired to judge which of the responses generated by MAE-AF/PF and baselines is better (i.e., win, lose or tie) in terms of above three metrics. For weighting approach, we only select Entropy_src as the scoring method due to its much higher automatic performance than the other two. The results, shown in Table 2, demonstrate that our framework obtains a higher win rate than baselines in terms of three semantic metrics on both datasets. Besides, Filtering-Con performs better than other filtering baselines in Relevance, implying that the data filtering is beneficial for the model to enhance the dialogue attributes related to the scoring method. We use Fleiss’s kappa (Fleiss, 1971) to assess the inter-annotator agreement, and the results are 0.541 and 0.619 on DailyDialog and OpenSubtitles, respectively.

**5 Further Analyses**

In this section, we further investigate the advantages of MAE by providing detailed analyses. Unless otherwise stated, the analysis results are based on DailyDialog.

**5.1 Ablation Study**

To analyze the effect of the selection ratio on the model performance, we train the filtering baselines and our framework with two different ratios on both two datasets. From the results in Table 3 on single dataset, we find that the filtering baselines achieve better performance with a ratio of 80% than with a ratio of 50%, and our framework still perform well with a ratio of 50%. This phenomenon illustrates that previous filtering-based approaches have a risk of dropping too many samples that are regarded as high-quality and benefits the model learning. In addition, too high selection ratio will cause too much overlap between the view-specific sub-sets, which is not beneficial for adapters to learn features biased towards different attributes effectively.

We also gradually decrease the selection ratio from 80% to 10% to observe the variation of the model performance. The results in Figure 6 show that the performance of Filtering-Con is very unstable, even worse than Transformer, as the ratio varies. In contrast, MAE-Con has no significant changes in Dist-1 and KL-1, verifying the robustness of our attribute-enhanced mechanism. See Appendix I for the variation of other metrics.

**5.2 View-specific Study**

To verify that adapters can learn the corresponding attribute-related features from the view-specific sub-sets, we compare the generated response of MAE-Con with those of MAE-Spe in terms of Consistency and Specificity. Coherence (COH) (Xu et al., 2018b) and Word Entropy (H-{1,2}) (Csaky et al., 2019) are adopted to assess the consistency and specificity of responses, respectively. Besides, we also conduct human evaluations. See the Appendix for the details of these metrics.

In Table 4, we find that MAE-Con indeed performs better than MAE-Spe in Consistency and vice versa. Moreover, the results in Table 5 indicate that our framework is also more effective than previous filtering approaches on improving the overall quality of responses, contributing to the novel attribute-enhanced mechanism.

Figure 6: The variation of the model performance with respect to different selection ratios. MAE-Con consists of a pre-trained base model and an adapter fine-tuned on the sub-set that is selected from the Consistency perspective.
Table 4: Results of automatic (Left) and human (Right; win rate) evaluations of MAE-Con and MAE-Spe.

| Models   | Dist-1 | Dist-2 | KL-1   | KL-2   | BLEU  |
|----------|--------|--------|--------|--------|-------|
| COH H-1  | 0.729  | 8.64   | 7.80   | 6.0%   | 14.7% |
| H-2      | 0.717  | 7.25   | 8.23   | 8.0%   | 60.7% |
| MAE-Con  | 0.0225 | 0.0752 | 1.62   | 1.08   | 0.330 |
| Filtered | 0.0356 | 0.1239 | 1.07   | 0.97   | 0.362 |
| MAE-Spe  | 0.0132 | 0.0465 | 2.20   | 2.24   | 0.244 |
| Filtering-Spe | 0.0333 | 0.1156 | 1.20   | 1.29   | 0.330 |

Table 5: Comparison of the conventional filtering-based approach and MAE with a single adapter.

| Models | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU  |
|--------|--------|--------|------|------|-------|
| Intersection | 0.0085 | 0.0258 | 3.15 | 2.18 | 0.322 |
| Union   | 0.0244 | 0.0739 | 1.56 | 1.34 | 0.353 |
| Ensemble | 0.0115 | 0.0291 | 2.92 | 2.19 | 0.289 |
| Sequential | 0.0313 | 0.1031 | 1.23 | 0.86 | 0.375 |
| MAE-AF | 0.0434 | 0.1522 | 0.88 | 0.75 | 0.383 |
| MAE-PF | 0.0463 | 0.1511 | 0.97 | 0.78 | 0.392 |

Table 6: Comparison of MAE-AF/PF and the conventional filtering-based approach with four fusion strategies.

| Models | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU  |
|--------|--------|--------|------|------|-------|
| MAE-Con | 0.0225 | 0.0752 | 1.62 | 1.08 | 0.330 |
| Filtered | 0.0356 | 0.1239 | 1.07 | 0.97 | 0.362 |
| MAE-Spe | 0.0132 | 0.0465 | 2.20 | 2.24 | 0.244 |
| Filtering-Spe | 0.0333 | 0.1156 | 1.20 | 1.29 | 0.330 |

5.3 Fusion Mechanism Study

We compare the proposed framework with the conventional filtering-based approach equipped with a variety of fusion strategies. Intersection and Union use the intersection and union of different sub-sets to train the vanilla Transformer, respectively. Ensemble directly combines the outputs of three baselines (i.e., Filtering-xxx). Sequential trains Transformer on different sub-sets one by one. Note that for scores of Con and Spe, the higher the better, but for Ent, the opposite. Therefore, Shen et al. (2021) is not suitable here because it is hard to combine these scoring methods linearly. As shown in Table 6, Intersection gets the worst results due to the model trained with too few samples. Union achieves almost the same performance as Filtering-Con, indicating that the union of view-specific sub-sets can not induce the model to learn features biased towards different dialogue attributes effectively. Sequential performs better than Ensemble, even Filtering-Con, but it is still weaker than MAE-AF/PF. It is because Ensemble easily suffers from knowledge interference due to only fusing the outputs of models, and Sequential is inevitably limited by catastrophic forgetting. However, our framework can learn and save view-specific knowledge independently, and fuse them smoothly.

5.4 Adaptive Weight Study

Can the L1-distance between the input and output of the adapter layer reflect the importance of the adapter layer?

In Table 7, we report the average L1-distance calculated based on all adapter layers of each module, and give the corresponding model performance when deleting all adapter layers of each block in inference. The results demonstrate that the adapter layer with a larger L1-distance usually conducts a stronger impact on the model performance. The adapter layers in the bottom and top blocks are more important than those in the middle blocks.

Table 7: Left: The average L1-distance of all adapter layers of each module. Right: The corresponding performance of MAE-AF when deleting all adapter layers of each block in inference. Self-att, ED-att, and FFN represent the self-attention module, the encoder-decoder attention module, and the feed-forward module of the decoder, respectively.

| Models | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU  |
|--------|--------|--------|------|------|-------|
| MAE-Con | 0.0225 | 0.0752 | 1.62 | 1.08 | 0.330 |
| Filtered | 0.0356 | 0.1239 | 1.07 | 0.97 | 0.362 |
| MAE-Spe | 0.0132 | 0.0465 | 2.20 | 2.24 | 0.244 |
| Filtering-Spe | 0.0333 | 0.1156 | 1.20 | 1.29 | 0.330 |

Table 8: Examples of the responses generated by Transformer and MAE-AF.
5.5 Case Study

Table 9 presents some responses generated by the proposed framework and baselines. Transformer prefers generic and meaningless responses. The responses generated by filtering methods are usually corresponding to one perspective of dialogue. For instance, the Filtering-Ent approach often generates informative but irrelevant responses. In contrast, our AF and PF comprehensively consider the multiple perspectives, thus resulting in diverse and coherent responses. The results demonstrate the effectiveness of MAE.

6 Conclusion

In this work, we propose a novel multi-view attribute-enhanced dialogue learning framework that induces the model to enhance related knowledge along with the dialogue attributes and fuse them for the overall improvement of the response quality. We first collect various view-specific subsets from the raw training set. Then the adapters are introduced to learn and save more features biased towards different dialogue attributes. Finally, we design two fusion mechanisms, Adaptive Fusion and Progressive Fusion, to integrate multi-view knowledge of adapters in inference and training, respectively. The former makes the adapters plug-and-play, and the latter alleviates knowledge interference. The experimental results and analysis demonstrate that our framework learns attribute-related features, improves the model robustness due to the novel enhance mechanism, and integrates features of adapters effectively. Compared with previous data filtering approaches, it offers a new perspective to incorporate the sample quality into the model learning.
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A More Discussions

Q1: Why do we use L1 to reflect the distance between $z_m$ and $z$? And can this distance represent the importance of adapters?
Q2: Why do we choose Specificity (See et al., 2019) as one of the baselines? What is the relationship between See et al. (2019) and our work?

A1: (1) One is that L1 is better than other measurements in terms of computational efficiency. The other is that the distance calculated by L1 has higher discrimination than other measurements (e.g., L2), making the probability distribution (the coefficient $\lambda$) more concentrated. We have observed that the probability distribution based on L2 is relatively uniform, so it will make Equation 3 more like calculating the mean value. We have also tried mutual information (MI) as (Guan et al., 2019), but it would reduce the model performance.

A2: Although See et al. (2019) does not filter the dataset, it evaluates the sample quality with the proposed scoring methods. More importantly, it clearly demonstrates that different kinds of high-quality data are beneficial for the model to learn attribute-related features effectively, which also supports the motivation of our work. In our experiment, we use the scoring method Specificity from it as one of the baselines because it can well characterize the specificity of the samples, and specific tokens are helpful to enhance the response quality.

| Distance | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU |
|----------|--------|--------|------|------|------|
| MI       | 0.0412 | 0.1451 | 0.92 | 0.82 | 0.379|
| L2       | 0.0431 | 0.1520 | 0.90 | 0.77 | **0.384**|
| L1 (Ours)| **0.0434** | 0.1522 | 0.88 | 0.75 | 0.383|

Table 10: Comparison of different distance measurements for Adaptive Fusion (AF).

B Which Samples Can Be Considered High-Quality?

We utilize the Specificity (See et al., 2019) and Consistency (Akama et al., 2020) scoring methods to evaluate the samples of DailyDialog, and obtain four sets of samples, shown in Figure 1.
We use these sets to train the Transformer-based dialogue model. The results are shown in Table 11. “Filtering-Con”, “Filtering-Spe”, “Intersection”, and “Union” represent the models trained on the blue+red parts, the blue+orange parts, the blue part, and the blue+red+orange parts in Figure 1, respectively. From Table 11, we can find that the performances of models trained on the blue+red parts and the blue+orange parts are both better than that of model trained only on the blue part. Besides, the model trained on the blue+red+orange parts obtains the best performance than others. These results illustrate that the samples with low scores in one scoring method but high scores in other scoring methods are still good samples for the model training.

C Algorithm of Proposed Framework

The full training details of MAE are shown in Algorithm 1.

D Datasets

Two public dialogue datasets are employed in our experiments: DailyDialog, which contains conversations that are similar to human daily communication (Li et al., 2017), and OpenSubtitles, which consists of large-scale dialogues converted from movie subtitles (Tiedemann, 2009).

Table 12 provides the statistics of both datasets after data preprocessing.

E Details for Scoring Methods

Here are the details of three high-quality automatic scoring methods compared by the experiments:

• **Consistency** (Akama et al., 2020): A joint score:

\[ S_{C+R}(q, r) = \alpha S_C + \beta S_R \]

that consists of two parts: connectivity \( S_C \) and content relatedness \( S_R \). The \( \alpha \) and \( \beta \) are hyper-parameters that weigh the two parts, and are fixed as the means of all \( S_C \) and \( S_R \), respectively. The \( S_C \) is evaluated by the co-occurrence of key-phrases (\( p \in q, h \in r \)):

\[ S_C = \sum_{(p, h)} \max(nPMI(p, h), 0) \cdot |p| \cdot |h| \]

where \( |\cdot| \) means the number of words in the phrase or utterance, and the \( nPMI \) represents the normalized pointwise mutual information (Bouma, 2009). In addition, \( S_R \) is evaluated by the cosine of the context and its response:

\[ S_R = \max(\cos(q_{emb}, r_{emb}), 0) \]

The \( q_{emb} \) and the \( r_{emb} \) are vector representations of the query and response. This scoring method can reflect the consistency of a dialogue pair.

• **Entropy_{Src}** (Csaky et al., 2019): This score is the entropy of a response utterance:

\[ H_{src}(r|D) = - \sum_{(q, r) \in D} p(q_i|r) \log p(q_i|r) \]

where \( r \) represents the response, \( D \) represents the dialogue dataset, and \( q_i \) means a query of \( r \) in \( D \). The \( p(q_i|r) \) means the probability that the query is \( q_i \) while the response is \( r \). This scoring method will filter the dialogue pairs with "many-to-one" problem, so that it will alleviate the phenomenon of general response.

• **Specificity** (See et al., 2019):

\[ NIDF(t) = \frac{idf(t) - \min_{max_{idf} - \min_{idf}}} \]

where the \( t \) is a token of the response, and the \( idf(t) = \log(\frac{R_t}{R_i}) \). \( R \) is the number of responses in the dataset, and \( R_i \) is the number of those responses that contain \( t \). The mean Normalized Inverse Document Frequency (NIDF) of all tokens in an utterance is utilized to represent the specificity of it. This scoring method can identify whether the response contains specific tokens.
### F Training Details

The hyperparameters of our Transformer based dialogue model is shown in Table 13. We use the Adam optimizer (Kingma and Ba, 2015) and employ warm up trick to adjust the learning rate during training with the `warm_up_steps` set as 32,000, which is computed as:

$$
2 \times \min\left(\frac{1}{\sqrt{n_{steps}}}, \frac{n_{steps}}{\sqrt{\text{warm}_\text{up}_\text{steps}}}\right)
$$

where $lr$ is the learning rate at the $n_{steps}$ of training. For our method, we set the units of down-projection and up-projection feed-forward networks of each adapter as 64 and 512, respectively. In inference stage, the Beam Search is employed, and the beam size is set as 5.

Details for the metrics we employ for both automatic and human evaluations:

- **Dist-[1,2]** (distinct) (Li et al., 2016a) is a widely used metric that reflects the lexical diversity of the generated responses by calculating the proportion of unique unigrams/bigrams.

- **KL-[1,2]** (KL divergence) (Csaky et al., 2019) measures the distribution distance between the generated and the ground-truth response sets to reflect how well a model can approximate the ground-truth unigrams/bigrams distribution.

- **BLEU** (Chen and Cherry, 2014) measures n-gram overlap between the generated and the ground-truth responses.

- **Coherence** (Xu et al., 2018b) measures the cosine similarity between pairs of input and response.

- **H-[1,2]** (word entropy) (Serban et al., 2017b) measures the unigrams/bigrams’ non-genericness of responses by $H = -\sum_{w \in U} \log_2 p(w)$, where $p(w)$ is calculated based on frequency observed in the training data.

- **Informativeness** reflects how much the information related to the query is contained in the generated response.

- **Relevance** reflects how likely the generated response is relevant to its query.

- **Fluency** reflects how likely the generated response comes from human.

- **Consistency** reflects how likely the generated response is coherent to its query, roughly the same as **Relevance**.

- **Specificity** reflects how much the generated response is good at word usage.

### G Detailed Kappa Results for Human Evaluations

| vs. Models | Informativeness | Relevance | Fluency |
|-----------|-----------------|-----------|---------|
| Transformer | 0.537/0.515     | 0.459/0.472 | 0.520/0.599 |
| Filtering-Con | 0.652/0.681     | 0.586/0.631 | 0.474/0.391 |
| Filtering-Ent | 0.450/0.604     | 0.555/0.667 | 0.458/0.467 |
| Filtering-Spe | 0.362/0.534     | 0.620/0.664 | 0.527/0.560 |
| Weighting-Ent | 0.511/0.631     | 0.479/0.652 | 0.569/0.522 |

Table 14: Fleiss’s Kappa for human evaluations on DailyDialog (Top) and OpenSubtitles (Bottom). A/B in each table cell refer to the results of MAE-AF/MAE-PF, respectively.

Table 14 shows the detailed results of Fleiss’ Kappa (Fleiss, 1971) for human evaluations.

### H Study on the Order of Progressive Fusion

In order to study the influence of progressive fusion order on the model performance, we consider all possible sequences and conduct corresponding experiments. Table 15 shows that no matter what kind of progressive training order, the results are significantly better than the baseline model. And
the distinct and KL divergence are also improved compared with the adaptive fusion (AF) strategy. This proves that all the different learning order for PF can get great improvement.

I More Results for Robustness Analysis of the Selection Ratio

To investigate the effect of the selection ratio on the performance of filtering methods, we expand the test with two different proportions on both two datasets. The experimental results are summarized in Table 17. Compared with the non-filtered base transformer model, the three 80% filtered models make slight improvement of OpenSubtitles on the transformer model, the three 80% filtered models

Table 15: Results of MAE-PF with different fusion orders.

| Models   | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU  |
|----------|--------|--------|------|------|-------|
| Transformer | 0.0157 | 0.0410 | 2.37 | 1.72 | 0.336 |
| MAE-AF    | 0.0204 | 0.0660 | 1.83 | 1.55 | 0.335 |
| MAE-PF-CES| 0.0217 | 0.0676 | 1.80 | 1.46 | 0.339 |
| MAE-PF-CSE| 0.0210 | 0.0681 | 1.72 | 1.55 | 0.328 |
| MAE-PF-SEC| 0.0224 | 0.0723 | 1.71 | 1.38 | 0.337 |
| MAE-PF-SCE| 0.0218 | 0.0702 | 1.66 | 1.45 | 0.332 |
| MAE-PF-ESC| 0.0224 | 0.0736 | 1.63 | 1.39 | 0.336 |
| MAE-PF-ECS| 0.0236 | 0.0762 | 1.63 | 1.32 | 0.340 |

Table 16: Detailed results of Figure 6.

Algorithm 1 MAE

Input: \(D, D^v\) and \(D^f\): the raw training, validation and test dataset; 
\(S = \{S_1, S_2, \ldots, S_M\}\): the scoring methods; 
\(\theta\): the parameters of the base model; 
\(\phi = \{\phi_1, \phi_2, \ldots, \phi_M\}\): the parameters of adapters; 
\(Fusion\_flag\): the flag used to choose AF or PF.

Output: \(\theta^*\) and \(\phi^*\): the learned base model and adapters.

1: % View-specific collection.
2: for \(m = 1\) to \(M\) do
3: \[data\_scores \leftarrow calculate\_data\_scores(D, S_m)\]
4: \[index\_list \leftarrow sort(data\_scores)\]
5: \[D_m \leftarrow extract\_top\_data(D, index\_list)\]
6: end for
7: % Pre-train the base model \(\theta\).
8: repeat
9: \[\text{optimize } \theta \text{ by minimizing } L_{nll}(\theta) \text{ on } D \text{ using Eq. (1)}\]
10: \[\text{evaluate } \theta \text{ on } D^v\]
11: \[\text{until convergence}\]
12: % Fine-Tune adapters with fixed \(\theta^*\) and fusion.
13: if \(\text{Fusion\_flag is AF}\) then
14: \[\text{repeat}\]
15: \[\text{optimize } \phi_1, \phi_2, \ldots, \phi_M \text{ in parallel by minimizing } L_{nll}(\phi^m) \text{ on its corresponding } D_m\]
16: \[\text{evaluate } \theta^* + \phi^m \text{ on } D^v\]
17: \[\text{until convergence}\]
18: \[\text{fuse } \phi_1^*, \phi_2^*, \ldots, \phi_M^* \text{ using Eq. (3) on } D^f\]
19: else
20: \[\text{if Fusion\_flag is PF}\]
21: \[\text{for } m = 1 \text{ to } M \text{ do}\]
22: \[m \leftarrow \text{randomly}\_\text{pop}(1, 2, \ldots, M)\]
23: \[\text{repeat}\]
24: \[\% \text{ Fusion during training.}\]
25: \[\text{optimize } \phi^m \text{ by minimizing } L(\phi^m) \text{ on } D_m \text{ using Eq. (5)}\]
26: \[\text{evaluate } \theta^* + \phi^1 + \ldots + \phi^m \text{ on } D^v\]
27: \[\text{until convergence}\]
28: \[\text{end for}\]
29: \[\text{end if}\]
30: return learned base model \(\theta^*\) and adapters
\(\phi^* = (\phi_1^*, \phi_2^*, \ldots, \phi_M^*)\)
## Table 17: Impact of the selection ratio on the model performance on DailyDialog (Left) and OpenSubtitles (Right).

| Models                  | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU | Dist-1 | Dist-2 | KL-1 | KL-2 | BLEU |
|-------------------------|--------|--------|------|------|------|--------|--------|------|------|------|
| Transformer             | 0.0216 | 0.0728 | 1.67 | 1.66 | 0.292| 0.0157 | 0.0410 | 2.37 | 1.72 | 0.336|
| Filtering-Con (80%)     | 0.0225 | 0.0752 | 1.62 | 1.08 | 0.330| 0.0189 | 0.0569 | 2.01 | 1.70 | 0.322|
| Filtering-Con (50%)     | 0.0088 | 0.0306 | 2.74 | 2.01 | 0.314| 0.0160 | 0.0544 | 1.87 | 1.46 | 0.321|
| Filtering-Ent (80%)     | 0.0166 | 0.0462 | 2.16 | 1.77 | 0.307| 0.0156 | 0.0429 | 2.42 | 1.73 | 0.337|
| Filtering-Ent (50%)     | 0.0096 | 0.0255 | 2.63 | 2.17 | 0.315| 0.0102 | 0.0291 | 2.72 | 1.52 | 0.366|
| Filtering-Spe (80%)     | 0.0132 | 0.0465 | 2.20 | 2.24 | 0.244| 0.0150 | 0.0439 | 1.93 | 1.82 | 0.311|
| Filtering-Spe (50%)     | 0.0061 | 0.0210 | 3.62 | 3.17 | 0.199| 0.0089 | 0.0235 | 3.02 | 1.83 | 0.348|
| MAE-AF (80%)            | 0.0383 | 0.1370 | 0.97 | 0.85 | 0.375| 0.0194 | 0.0585 | 1.91 | 1.57 | 0.328|
| MAE-AF (50%)            | 0.0434 | 0.1522 | 0.88 | 0.75 | 0.383| 0.0204 | 0.0660 | 1.83 | 1.55 | 0.335|
| MAE-PF (80%)            | 0.0403 | 0.1361 | 0.94 | 0.68 | 0.382| 0.0204 | 0.0644 | 1.77 | 1.58 | 0.326|
| MAE-PF (50%)            | 0.0463 | 0.1511 | 0.94 | 0.68 | 0.392| 0.0217 | 0.0676 | 1.80 | 1.46 | 0.339|