Introduction

Currently, the Global Navigation Satellite System (GNSS) plays a crucial role in providing positioning services for various applications such as navigation and Location Based Services (LBS) [1]. The demand for these services has grown continuously and with the introduction of new constellations such as Beidou and Galileo, the number of GNSS satellites has also increased continuously. It is known that GNSS positioning availability and accuracy depend largely on the number and geometry of satellites which are visible to a GNSS receiver. Several tools such as Trimble Planner [2] and GNSS-Radar [3] have been created to predict the availability and geometry of GNSS satellites at a given location and time.

However, evaluation of the ground environment which affects the visibility of GNSS satellites is very difficult especially in urban areas where various features, both man-made and natural, are present. The visibility of satellites is significantly reduced in urban environments because signals from the satellites are blocked by tall buildings, elevated structures such as overpasses, and elevated railways. This phenomenon is called the urban canyon effect. Tools that do not consider the effect of urban canyons cannot accurately predict availability and geometry of GNSS satellites. Currently, evaluations of the urban canyon effect are usually conducted directly by measurement with a receiver, which is time-consuming and requires a site visit, and this might not be feasible. Another method is using 3D GIS or 3D city models to simulate the availability of GNSS [4–6]. However, such data is not widely available and costly to create. Google Earth could be used to solve the availability and the costs associated with 3D city models [7] but the quality of models is not guaranteed and they are currently only available for major cities. A third approach would be to use a camera and image processing techniques to capture geometries of urban canyons [8–14]. This approach requires a camera and in kinematic applications an Inertial Measurement Unit (IMU). It also introduces the disadvantage of sensitivity to light and weather conditions during operation. Thus this paper proposes an alternative method using panoramic image datasets such as Google Street View as an input to evaluate urban canyon geometry.

Google Street View is widely available and covers most of the world’s urban areas [15]. It has been used for many applications such as tourism and education. In scientific research, Google Street View has been used for environmental studies...
[16] to obtain the geometry of urban canyons. This study created a simulation that calculates satellite geometry and then compares it with urban canyon geometry from Google Street View. The result of the simulation is the number of visible satellites and the value of DOP (Dilution of Precision) in a given location and time. The simulation accuracy is evaluated based on two actual survey experiments conducted in central Bangkok and Tokyo by a vehicle equipped with a GNSS receiver.

2. Methods

The simulation starts by acquiring multiple images from Google Street View at a given location and combining them to create one fisheye sky view image. The created fisheye image would cover a full view of the upper hemisphere at that location. The geometry of urban canyons can be determined by separating sky from nonsky areas in the sky view image using image processing techniques. The result is a binary sky mask image used to determine satellite visibility. A satellite’s position in the sky is calculated using an orbital model and its orbital parameters. Finally, the satellite is considered visible if its position in the sky mask image is in the sky area; otherwise, it is considered not visible.

2.1. Google Street View and Sky View Generating. Google Street View is a technology to capture 360-degree spherical images at street level. Since its launch in 2007, Google has collected Street View images for about 3,000 cities in 63 countries [17] and the coverage has expanded regularly. By using Google Street View, our system can simulate GNSS satellite availability at any location where Street View is available.

Google does not allow direct access to Street View panoramas but users can request Street View images through the Application Program Interface (API). To acquire an image, the user must pass the following parameters to Google’s API: location, heading, pitch, horizontal field of view (HFOV), and image resolution. Heading indicates the compass heading of the camera relative to north. Pitch indicates the up or down angle of the camera relative to the Street View vehicle, which most of the time is flat horizontal. The API will return a rectilinear image according to the parameters including the metadata such as latitude, longitude, and month-year of which the image was taken.

To limit the distortion in the rectilinear image, all of the rectilinear images from Google Street View have HFOV of 90°. In order to have enough images to cover the upper hemisphere, a total of 9 images are requested per location. Figure 1 shows an example of requested Street View images at one location with their camera direction parameters. Each image has a 640 × 640 pixels resolution.

For this study, rectilinear images from Google Street View are assumed to be free of lens distortion and pitch angles are relative to flat horizontal. To create a fisheye sky view image, every pixel in the rectilinear images is remapped to a fisheye image from a virtual camera pointing up and north at the top. Figure 2 gives representations of rectilinear projection and equidistant fisheye projection.

In Figure 2(a), there are three coordinate systems: world coordinates east, north, up (ENU), camera coordinates (xyz), and image coordinates (uv). Image coordinates have an origin at top left of the image with u- and v-axis parallel to x- and y-axis of camera coordinates. z-axis of camera coordinates is a principal axis passing through the center of the image. The movement of a Street View camera is restricted to be rotational only; therefore the origin of camera coordinates and world coordinates is at the same location (O). For a point P on the rectilinear image, camera coordinates can be derived from image coordinates by

$$P_{camera} = \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} \frac{w}{2} - u \\ \frac{h}{2} - v \\ f \end{bmatrix},$$  \hspace{1cm} (1)

where \(w\) and \(h\) are width and height of the image and \(f\) is the focal length which can be determined by

$$f = \frac{w}{2 \tan(\rho/2)},$$  \hspace{1cm} (2)

where \(\rho\) is horizontal field of view of the image. The coordinates of \(P\) in world coordinates are

$$P_{world} = \begin{bmatrix} E \\ N \\ U \end{bmatrix} = R \begin{bmatrix} x \\ y \\ z \end{bmatrix},$$  \hspace{1cm} (3)

where \(R\) is a \(3 \times 3\) rotation matrix computed from heading and pitch of the camera. After world coordinates of \(P\) are calculated, it can be remapped on to the fisheye image (Figure 2(b)). The mapping function of equidistant fisheye projection is given as [18]

$$r = f \theta,$$  \hspace{1cm} (4)

where \(r\) is the radial distance of the projected point from the center of the projection \((O)\), \(f\) is the equidistant parameter of the virtual fisheye camera, and \(\theta\) is the incident angle of the ray from the projected point to the optical axis. Since the optical axis of the virtual fisheye camera is the same as \(U\) axis of world coordinates. The incident angle \(\theta\) of \(P\) is

$$\theta = \tan^{-1} \sqrt{\frac{N^2 + E^2}{U}}.$$  \hspace{1cm} (5)

Finally, the azimuth or angular distance \((\theta)\) of \(\overrightarrow{OP}\) to \(N\) axis on \(NE\) plane can be determined by

$$\theta = \tan^{-1} \frac{E}{N}.$$  \hspace{1cm} (6)

After \(\theta\) and \(\theta\) being known, (4) can be used to remap a pixel at \(P\) on the rectilinear image to the fisheye sky view image.

Each of the rectilinear images from Google Street View is remapped to an equidistant fisheye image using the above method. Figure 3(a) shows the result of remapping
with images (2) to (9) moved outward from the center of projection to display individual images. When remapping images, there are some areas where images are overlapping. A multiresolution spline [19, 20] is used to seamlessly blend them together. The basic principle is to define the size of transition zone proportionally to the spatial frequency of the overlapping area. Low spatial frequency objects such as sky or cloud should have a wide transition zone to blend together, while high spatial frequency objects such as trees or buildings should have a narrow transition zone. Figure 3(b) shows the sky view image after blending all 9 images together. The overlay shows the scale of azimuth and elevation angle in the sky view image.

Both remapping and blending are implemented in a set of open source software called Panorama Tools [21] which is used in this paper.
2.2. Automatic Sky Segmentation. In order to determine whether a satellite is visible from the image location, the sky view image needs to be segmented into two groups: sky areas and nonsky areas. The sky usually has more brightness than other objects in the image, and a simple image processing algorithm is developed to separate the sky from other objects in the image. The first step is to convert an image to grayscale then apply automatic thresholding based on the Otsu algorithm [22]. The result is a binary image which separates the high brightness areas and low brightness areas of the image. However, the binary image usually has a lot of noise, and in order to reduce it, morphological closing and a median filter are applied to the image. The results of each step are shown in Figure 4. The final binary image will be used as a sky mask image where the white regions are considered as sky areas and black regions are considered as nonsky areas.

To assess the accuracy of the sky segmentation algorithm, 25 sky view images from Google Street View were randomly selected and the sky areas were manually segmented, after which the result from manual segmentations were compared to the results from the automatic sky segmentation algorithm. The comparisons showed that on average 91.33% of the pixels in the sky view image were identified as the same class by both manual and automatic segmentation. The detailed comparisons are shown in Appendix.

2.3. Orbital Model. GNSS satellites broadcast Almanac data and a receiver can use an orbital model for approximate calculation of satellite positions from this data. Each GNSS system has its own Almanac and orbital model which employ different calculation processes and orbital parameter. In order to simplify the process of estimating the satellites position, this simulation used the Simplified General Perturbations (SGP) models instead. The SGP model was first developed in the 1960s and has been used by organizations such as NORAD and NASA. The theory and mathematical model of the SGP4, current implementation of SGP, are described in [23]. The SGP model can use orbital data in Two-Line Elements (TLE) format which is the format provided by USAF Space Command. All objects that orbit the earth including GNSS satellites are monitored and tracked by the US government and their TLE data is routinely published [24].

TLE and SGP4 use the “true equator, mean equinox” (TEME) coordinate system. The output satellite position needs to be transformed before use. A method to transform TEME coordinates to Earth Center Earth Fixed (ECEF) coordinates is described in [25]. Firstly, TEME coordinates are rotated to Pseudo Earth Fixed (PEF) coordinates using Greenwich Mean Sideral Time (GMST) then earth polar motion is applied to PEF coordinates to transform it to ECEF coordinates. The satellite ECEF coordinates can be transformed into local $ENU$ coordinates by

$$
\begin{bmatrix}
E \\
N \\
U
\end{bmatrix} =
\begin{bmatrix}
-\sin \lambda & \cos \lambda & 0 \\
-\cos \lambda \sin \varphi - \sin \lambda \sin \varphi \cos \varphi & \cos \lambda \cos \varphi + \sin \lambda \sin \varphi \sin \varphi & \sin \varphi \\
\cos \lambda \cos \varphi & \sin \lambda \cos \varphi & \cos \varphi
\end{bmatrix}
\begin{bmatrix}
x_{ECEF} \\
y_{ECEF} \\
z_{ECEF}
\end{bmatrix},
$$

where $\lambda$ and $\varphi$ are geodetic coordinates. After $ENU$ coordinates of the satellites are calculated, (5) and (6) can be used to determine the azimuth ($\theta$) and elevation ($90^\circ - \theta$) angle.

The accuracy of the SGP4 model is comparable to the GPS Almanac as shown in a paper by Kelso [26]. They estimated error of SGP4 and GPS Almanac by comparing their results with the high accuracy GPS ephemerides. Within the period of 15 days from the epoch, the maximum orbital errors from both methods were in the comparable level of tens kilometers. Since GNSS satellites are relatively far away from the earth ($>20,000$ km), this level of accuracy is enough to predict satellites’ elevation and azimuth angles with less than 1-degree error.

2.4. Satellite Visibility. Once a satellite’s azimuth and elevation are calculated, its line of sight visibility can be predicted by using (4) to find the satellite’s position in the sky mask image from the sky segmentation. The satellite is considered
visible when the value of the sky mask image at its position is white (sky) and not visible when the value of the sky mask image at its position is black (nonsky).

3. Comparison of Simulation Result with Observation Data

To validate the simulation, two experiments were conducted to compare the simulated output with real-world observation data. The first experiment in Bangkok used a van as a mobile platform equipped with a Javad Sigma GNSS receiver and a D-Link DCS-6010L fisheye camera. The camera was calibrated using omnidirectional camera calibration technique [27] and the images from the camera were adjusted to be equidistant fisheye images. Figure 5 shows the Javad GrAnt antenna and the D-Link camera on van’s roof. The van traveled around the central Bangkok area to collect GNSS signals and sky view video. Figure 6 shows comparison between the collected data and the simulation output at approximately 13.721837° N, 100.529752° E. In the observation image (Figure 6(a)), the sky view images from the fisheye camera were rotated according to van’s direction and horizontally flipped to keep the north direction on the top and east direction on the right of the images. The Javad Sigma receiver can track GPS and GLONASS satellites. Positions of
the satellites for which signals were tracked by the receiver are overlaid on the image. It can be seen that the positions of GPS PRN 8 and GLONASS 16 were behind a sky train track but the receiver could still track their signal. This is likely due to a multipath signal that refracted from the track or was reflected from a nearby building. In the simulated output (Figure 6(b)), the sky view image from Google Street View is shown with red tint applied to the nonsky area. Since Google collects Street View data discretely, a Street View point closest to van’s location was used to generate the sky view image. Satellites in nonsky areas are displayed in red and considered as not visible at that location. The visible satellites in sky area are displayed in blue. Calculated DOP are 3.0 m and 3.8 m for observation and simulation, respectively.

The second experiment was conducted in central Tokyo on the road from Tokyo University of Marine Science and Technology (TUMSAT) to the Tokyo train station and back as shown in Figure 7. This area is a dense urban area with a lot of tall buildings, several overpasses, and bridges. The total length is about 9 kilometers. The close-up inset on the map shows the locations of Google Street View panoramas; the distance between adjacent Street View locations is approximately 10 m.

The data was collected by a car equipped with a GNSS receiver, Trimble Net R9, and a Trimble Zephyr antenna at 1 Hz in total of 3404 epochs. The receiver mask angle was set to 15° and it could receive signals from the following GNSS constellations: GPS, QZSS, and BeiDou. Since the simulation only considers a satellite visible when it has direct LOS to the receiver, multipath signals need to be mitigated from the observed data. In order to avoid multipath problems like that in Bangkok experiment, an algorithm developed by Kubo et
al. [28] to mitigate multipath signals based on the received signal strength was applied to the data before comparison with the simulation result.

As in the previous experiment, the location of the car in each epoch was used to find the nearest Google Street View panorama to generate sky view images. The total number of sky view images generated from Google Street View was 980. This number is significantly lower than the number of epochs because when the car moved slowly or stopped, the closest Street View location would not change. In addition, in the area where Street View panoramas were only available in one lane such as in the top part of the close-up map, the same sky view images were used twice in both of the passages. The average distance between receiver positions and the closest Street View locations was 4.12 m.

Throughout the data collection period, the receiver was able to receive signals from 8 GPS satellites, 1 QZSS satellite, and 6 BeiDou satellites. The graph in Figure 8 shows the numbers of visible satellites at each epoch from observed data and the predicted number from the simulation. In terms of total number of visible satellites, a decent agreement can be seen between the two sets of data in the graph with a root-mean-square deviation (RMSD) of 2.32 satellites.

\[
\text{RMSD} = \sqrt{\frac{\sum_{i=1}^{n} (\text{NVIS}_{\text{sim},i} - \text{NVIS}_{\text{obs},i})^2}{n}},
\]

(8)
| Number | Sky view image | Manual segmentation | Automatic segmentation | Number of correct classification pixels | Number of wrong classification pixels |
|--------|----------------|---------------------|------------------------|------------------------------------------|---------------------------------------|
| 1      | ![Image](image1) | ![Image](image2)    | ![Image](image3)       | 333915 (75.58%)                          | 107873 (24.42%)                       |
| 2      | ![Image](image4) | ![Image](image5)    | ![Image](image6)       | 406325 (91.97%)                          | 35463 (8.03%)                        |
| 3      | ![Image](image7) | ![Image](image8)    | ![Image](image9)       | 370355 (83.83%)                          | 71433 (16.17%)                       |
| 4      | ![Image](image10) | ![Image](image11)   | ![Image](image12)      | 409936 (92.79%)                          | 31852 (7.21%)                        |
| 5      | ![Image](image13) | ![Image](image14)   | ![Image](image15)      | 425131 (96.23%)                          | 16657 (3.77%)                        |
| 6      | ![Image](image16) | ![Image](image17)   | ![Image](image18)      | 408077 (92.37%)                          | 33711 (7.63%)                        |
| 7      | ![Image](image19) | ![Image](image20)   | ![Image](image21)      | 425657 (96.35%)                          | 16131 (3.65%)                        |
| 8      | ![Image](image22) | ![Image](image23)   | ![Image](image24)      | 333225 (75.43%)                          | 108563 (24.57%)                      |
| 9      | ![Image](image25) | ![Image](image26)   | ![Image](image27)      | 389741 (88.22%)                          | 52047 (11.78%)                       |
Table 2: Continued.

| Number | Sky view image | Manual segmentation | Automatic segmentation | Number of correct classification pixels | Number of wrong classification pixels |
|--------|----------------|---------------------|------------------------|----------------------------------------|--------------------------------------|
| 10     | ![Image](image10) | ![Image](image10_manual) | ![Image](image10_automatic) | 424565 (96.10%) | 17223 (3.90%) |
| 11     | ![Image](image11) | ![Image](image11_manual) | ![Image](image11_automatic) | 408450 (92.45%) | 33338 (7.55%) |
| 12     | ![Image](image12) | ![Image](image12_manual) | ![Image](image12_automatic) | 433459 (98.11%) | 8329 (1.89%) |
| 13     | ![Image](image13) | ![Image](image13_manual) | ![Image](image13_automatic) | 388129 (87.85%) | 53659 (12.15%) |
| 14     | ![Image](image14) | ![Image](image14_manual) | ![Image](image14_automatic) | 421752 (95.46%) | 20036 (4.54%) |
| 15     | ![Image](image15) | ![Image](image15_manual) | ![Image](image15_automatic) | 401950 (90.98%) | 39838 (9.02%) |
| 16     | ![Image](image16) | ![Image](image16_manual) | ![Image](image16_automatic) | 424003 (95.97%) | 17785 (4.03%) |
| 17     | ![Image](image17) | ![Image](image17_manual) | ![Image](image17_automatic) | 394398 (89.27%) | 47390 (10.73%) |
| 18     | ![Image](image18) | ![Image](image18_manual) | ![Image](image18_automatic) | 391929 (88.71%) | 49859 (11.29%) |
A detailed comparison of simulation and observation data for each satellite is shown in Table 1. There are 4 possible cases: the first case is that the simulation correctly predicted that the satellite was visible and the receiver could track the satellite's signal (2nd column); the second case is that the simulation correctly predicted that the satellite was not visible and the receiver could not track the satellite signal (3rd column); the third case is that the receiver could not track the satellite's signal but the simulation incorrectly predicted that the satellite was visible (4th column); and the last case is that the receiver could track the satellite's signal but the simulation incorrectly predicted that the satellite was not visible (5th column). For example, in the case of QZSS, out of the total 3404 epochs, there were 2872 epochs for which the simulation correctly predicted that it was visible; 130 epochs for which the simulation correctly predicted that it was visible; 130 epochs for which the simulation correctly predicted that it was not visible; 116 epochs for which the simulator predicted it was visible but the
receiver could not track its signal; and 286 epochs for which the simulator predicted that it was not visible but the receiver could track its signal. An interesting example is that of GPS G02, which only had a total number of observations and predictions of 619 epochs. This number is significantly fewer than that of other satellites because when the observation started, its elevation angle was below the mask angle. Only the last 619 epochs when its elevation angle was above the mask angle are included in the data.

Further investigation reveals two main sources of errors: the automatic sky segmentation and the distance between Street View’s location and the receiver’s location. The automatic sky segmentation has difficulty in separating bright and glass window buildings from the sky. It also tends to exaggerate the size of long thin obstacles such as power lines. As for distances, the nearer a Street View’s location was, the fewer the errors there were since the urban canyon geometry would be similar to the receiver’s; in other words, errors increased with distance.

To sum up, the simulation correctly predicted (both visible and not visible) 81.90% of satellite visibilities for these tests. These results indicate that the simulation can use Google Street View to predict GNSS satellites visibility for nearby locations with good accuracy.

4. Conclusion and Future Works

This paper described a simulation of GNSS satellite visibility in urban areas by using widely available Google Street View instead of a 3D city model as an input. The simulation started from generating sky view images from multiple Street View images and then separating the sky area and nonsky areas using digital image processing techniques to create a binary sky mask image. In terms of area, the automatic sky extraction can separate sky and nonsky areas with relatively high accuracy compared to manual segmentation. GNSS satellite positions in the sky can be calculated using the SGP4 orbital model and TLE data. The visibility of a satellite can be determined by testing its position with the sky mask image.

Two experiments were conducted to validate the simulation with real world observation data. One was in central Bangkok and the second one in central Tokyo. Both areas were very challenging environments for GNSS because of dense tall buildings. The Bangkok experiment showed that the simulation could work and the model was feasible. The Tokyo experiment mitigated multipath problems in observed data and showed in detail that the simulation output and real world observation could be comparable.

The simulation can be used for prediction of visibilities and DOPs of GNSS satellites where Google Street View is available without the need for prior visits to a site, which might be useful for planning the operations. Since the simulation can be automated, a large area simulation is possible. This in turn could be useful for studying the effect of a new GNSS satellite or a constellation. The simulation can also be used to improve the accuracy of positioning results by providing satellite visibility data to the positioning process. This data can also be used to remove predicted NLOS satellites from positioning calculations to improve the positioning accuracy. The effect of this method on the accuracy of positioning results will be a future work.

Appendix

Detailed Comparison of Manual and Automatic Sky Segmentation Results

Table 2 shows the comparison between manual sky segmentation and automatic sky segmentation. Every pixel in the sky view images was segmented into two groups: sky and nonsky. A pixel was counted as a correct classification when it was classified as the same group by both manual and automatic sky segmentation; otherwise, it was counted as a wrong classification. There were 441788 pixels in a sky view image. The sky area in manual segmented images is displayed in yellow.
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