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Abstract

A nonlocal vector calculus was introduced in [2] that has proved useful for the analysis of the peridynamics model of nonlocal mechanics and nonlocal diffusion models. A generalization is developed that provides a more general setting for the nonlocal vector calculus that is independent of particular nonlocal models. It is shown that general nonlocal calculus operators are integral operators with specific integral kernels. General nonlocal calculus properties are developed, including nonlocal integration by parts formula and Green’s identities. The nonlocal vector calculus introduced in [2] is shown to be recoverable from the general formulation as a special example. This special nonlocal vector calculus is used to reformulate the peridynamics equation of motion in terms of the nonlocal gradient operator and its adjoint. A new example of nonlocal vector calculus operators is introduced, which shows the potential use of the general formulation for general nonlocal models.
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1 Introduction

In recent years, nonlocal continuum models have been developed for several large-scale phenomena. Examples include the peridynamics formulation for solid mechanics [4, 6] and nonlocal diffusion [1]. These nonlocal continuum models are described through integral equations in contrast to their classical local continuum counterparts which are given by partial differential
equations. A key connection between the peridynamics model and classical elasticity and between the nonlocal diffusion model and classical diffusion is that these nonlocal models have been shown to converge, under certain conditions, to their local counterparts in the limit of vanishing nonlocality [7, 3, 1]. Another connection between these local and nonlocal models is given through a nonlocal vector calculus that is introduced and developed in [2]. The nonlocal vector calculus introduces integral operators that mimic the roles of the divergence, gradient, and other vector calculus operators. Specifically, the nonlocal divergence of a vector-valued function $\mathbf{\nu}(x, y)$ is defined as [2]

$$
(D_{\alpha} \mathbf{\nu})(x) = \int \left( \mathbf{\nu}(x, y) + \mathbf{\nu}(y, x) \right) \cdot \alpha(x, y) \, dy,
$$

(1.1)

where the kernel $\alpha$ is an antisymmetric vector-valued function, i.e, $\alpha(x, y) = -\alpha(y, x)$. In addition, the action of the adjoint operator $D_{\alpha}^*$ on a scalar function $u(x)$ is given by

$$
(D_{\alpha}^* u)(x, y) = -(u(y) - u(x)) \alpha(x, y).
$$

(1.2)

Moreover, for a scalar function $\eta(x, y)$ and a vector-valued function $\mathbf{u}(x)$, the nonlocal gradient operator $G_{\alpha}$ and its adjoint $G_{\alpha}^*$ are defined by

$$
(G_{\alpha} \eta)(x) = \int \left( \eta(x, y) + \eta(y, x) \right) \alpha(x, y) \, dy,
$$

(1.3)

$$
(G_{\alpha}^* \mathbf{u})(x, y) = -(\mathbf{u}(y) - \mathbf{u}(x)) \cdot \alpha(x, y).
$$

(1.4)

Using these nonlocal operators, with specific choices of $\alpha$, it is shown in [1] that

$$
\dot{\mathbf{u}} + D_{\alpha}(D_{\alpha}^* \mathbf{u}) = \mathbf{b}
$$

is a nonlocal diffusion equation. In addition, the linear peridynamics equation [6]

$$
\ddot{\mathbf{u}} = \mathcal{L} \mathbf{u} + \mathbf{b},
$$

(1.5)

where $\mathcal{L}$ is given by (4.12), can be written, using nonlocal vector calculus operators [3], as

$$
\mathcal{L} \mathbf{u} = -D_{\alpha}(c_1' \omega (D_{\alpha}^* \mathbf{u})^T) - D_{\alpha}^*(c_2' \text{tr}(D_{\alpha}^* \mathbf{u}) I),
$$

(1.6)

where $I$ is the identity matrix, $c_1', c_2'$ are material properties, $\omega$ a weight function, and $D_{\alpha}^\omega$, $D_{\alpha}^{\omega*}$ are weighted versions of $D_{\alpha}$, $D_{\alpha}^*$, respectively; see [3] for details.
In this work, we show that the linear peridynamics operator $L$ has a simpler expression in terms of nonlocal vector calculus operators. In Theorem 4, we show that, for an appropriate choice of the integral kernel $\alpha$, the peridynamics operator $L$ in (1.5) can be cast as

$$L u = -G_\alpha(c_1 G_\alpha^* u) - G_\alpha(c_2 G_\alpha^* u),$$

(1.7)

where $c_1, c_2$ are scalars, and $G_\alpha^*$ is an average of $G_\alpha^*$ defined by

$$(G_\alpha^* u)(x) = -\int \left( u(y) - u(x) \right) \cdot \alpha(x, y) dy.$$  

This new expression for $L$ given in (1.7) bears a closer resemblance to the Navier operator of linear elasticity.

Given the fact that the nonlocal calculus operators given by (1.1)–(1.4) mimic the differential calculus operators in the setting of nonlocal diffusion and peridynamics models, one may ask whether these operators are the only nonlocal integral operators that do so. In this work, we provide a general mathematical setting for the existence of nonlocal integral operators that resemble the differential calculus operators independent of particular nonlocal models. In Section 2, we show that a nonlocal operator that resembles the divergence operator, for instance, must be of the general form

$$(D \nu)(x) = \int \int \kappa(x, y, z) \cdot \nu(y, z) dz dy,$$  

(1.8)

for some kernel $\kappa$ that satisfies

$$\int \kappa(x, y, z) dx = 0 \quad \text{for a.e. } y, z.$$  

(1.9)

We refer to the operator $D$ in (1.8)–(1.9) as general nonlocal divergence. We introduce general nonlocal operators including a nonlocal gradient, nonlocal curl, and nonlocal Laplacian. General nonlocal calculus theorems and identities such as nonlocal integration by parts formulas and Green’s identities are developed.

We show in Section 3 that the nonlocal divergence $D_\alpha$ in (1.1) can be recovered from (1.8) for a specialized kernel $\kappa = \kappa(\alpha)$. The other nonlocal operators in (1.2)–(1.4) are also shown to follow from the general formulation of the nonlocal calculus.

---

1The resemblance of nonlocal divergence to local divergence is made precise in Section 2.
In Section 5, we provide a new example for nonlocal calculus operators. Specifically, we show that the operator defined by

\[
(D_\beta \nu)(x) = \int (\nu(y, x) - \nu(x, y)) \cdot \beta(x, y) \, dy,
\]

where the kernel \( \beta \) is a symmetric vector-valued function, is a nonlocal divergence operator. The operator \( D_\beta \) is a special case of (1.8) for a specific kernel \( \kappa = \kappa(\beta) \). It is anticipated that nonlocal calculus operators, such as \( D_\beta \) in (1.10), will be useful for the analysis of new nonlocal models.

This article is organized as follows. Section 2 introduces the general formulation for the nonlocal vector calculus. General nonlocal calculus theorems, identities, and regularity results for nonlocal operators are derived. Section 3 focuses on the special case of nonlocal calculus operators defined in (1.11). An application to the peridynamics model of solid mechanics is discussed in Section 4. Conclusion remarks and discussion of a new example of nonlocal calculus operators are provided in Section 5.

2 A generalized nonlocal calculus

For the spaces \([C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k\) and \(C^\infty_c(\mathbb{R}^n)\) and the corresponding dual spaces \([D'(\mathbb{R}^n \times \mathbb{R}^n)]^k\) and \(D'(\mathbb{R}^n)\) with \(k = 1, 2\) or \(3\), we have the duality parings

\[
< \nu, \gamma > [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k, [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(z, y) \cdot \gamma(z, y) \, dz \, dy,
\]

\[
\forall \nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k, \gamma \in [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k
\]

and

\[
< v, u >_{C^\infty_c(\mathbb{R}^n), D'(\mathbb{R}^n)} = \int_{\mathbb{R}^n} u(x) v(x) \, dx \quad \forall v \in C^\infty_c(\mathbb{R}^n), u \in D'(\mathbb{R}^n).
\]

For the product space \([C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C^\infty_c(\mathbb{R}^n)\) and its dual \(((C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n))^k \times C^\infty_c(\mathbb{R}^n))^\prime\), the duality paring is given by

\[
< \kappa, \sigma >_{[C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C^\infty_c(\mathbb{R}^n), [(C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n))^k \times C^\infty_c(\mathbb{R}^n)]^\prime} = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \sigma(x, y, z) \cdot \kappa(x, y, z) \, dz \, dy \, dx,
\]

\[
\forall \sigma \in ((C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n))^k \times C^\infty_c(\mathbb{R}^n))^\prime, \kappa \in ([C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n))^k \times C^\infty_c(\mathbb{R}^n))^\prime.
\]
Let $\mathcal{D} : [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \to D'(\mathbb{R}^n)$ denote a linear and continuous operator. Then, by the Schwartz Kernel Theorem, there exists a unique $\kappa \in [[C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C^\infty_c(\mathbb{R}^n)]'$ such that

\[
< v, \mathcal{D}\nu >_{[C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C^\infty_c(\mathbb{R}^n)} = < v \otimes \nu, \kappa >_{[[C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C^\infty_c(\mathbb{R}^n)]'},
\]

for any $v \in C^\infty_c(\mathbb{R}^n), \nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k$.

or, using the definitions of the duality pairings,

\[
\int_{\mathbb{R}^n} v(x)(D\nu)(x) \, dx = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} v(x)\nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy \, dx,
\]

\[
\forall v \in C^\infty_c(\mathbb{R}^n), \nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k.
\]

The arbitrariness of $v \in C^\infty_c(\mathbb{R}^n)$ implies that $\mathcal{D}\nu \in D'(\mathbb{R}^n)$ is given by

\[
(\mathcal{D}\nu)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy \quad \text{for almost all } x \in \mathbb{R}^n. \quad (2.1)
\]

We seek an operator $\mathcal{D}$ that satisfies a divergence-like theorem which we now describe. For $\nu \in [L^1(\mathbb{R}^n \times \mathbb{R}^n)]^k$, let $\psi_\nu \in [L^1(\mathbb{R}^n \times \mathbb{R}^n)]^k$ be such that

1. $\psi_\nu$ is linear in $\nu \quad (2.2a)$
2. $\psi_\nu$ is antisymmetric, i.e., $\psi_\nu(x, y) = -\psi_\nu(y, x)$ for all $x, y \in \mathbb{R}^n. \quad (2.2b)$

For any $x \in \mathbb{R}^n$ and $\Omega \subset \mathbb{R}^n$, $\int_\Omega \psi_\nu(x, y) \, dy$ represents the nonlocal flux density at $x$ into $\Omega$; see [2] for details. The operator $\mathcal{D}$ and the flux density $\int_\Omega \psi_\nu(x, y) \, dy$ are required to satisfy the nonlocal “divergence” theorem\[2\]

\[
\int_{\Omega} (\mathcal{D}\nu)(x) \, dx = \int_{\Omega} \int_{\mathbb{R}^n} \psi_\nu(x, y) \, dy \, dx \quad \forall \nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k, \Omega \subset \mathbb{R}^n.
\]

\[2\text{In words, (2.3) states that the integral of the nonlocal divergence of } \nu \text{ over any domain } \Omega \subset \mathbb{R}^n \text{ is equal to the flux of } \nu \text{ exiting from } \Omega \text{ into the complement domain } \mathbb{R}^n \setminus \Omega. \text{ This is made clear by noting that, due to the antisymmetry of } \psi_\nu(x, y), \text{ (2.3) can be rewritten as}
\]

\[
\int_{\Omega} (\mathcal{D}\nu)(x) \, dx = \int_{\Omega} \int_{\mathbb{R}^n \setminus \Omega} \psi_\nu(x, y) \, dy \, dx \quad \forall \nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k, \Omega \subset \mathbb{R}^n.
\]
From (2.3) and the arbitrariness of $\Omega$, we obtain
\[(D\nu)(x) = \int_{\mathbb{R}^n} \psi_{\nu}(x, y) \, dy \quad \text{for a.e. } x \in \mathbb{R}^n.\] (2.4)

From (2.1) and (2.4), we obtain
\[\int_{\mathbb{R}^n} \psi_{\nu}(x, y) \, dy = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy \quad \text{for a.e. } x \in \mathbb{R}^n.\] (2.5)

Note that here $\kappa$ is fixed whereas $\nu$ is arbitrary.

**Lemma 1.** The kernel $\kappa(x, y, z)$ satisfies
\[\int_{\mathbb{R}^n} \kappa(x, y, z) \, dx = 0 \quad \text{for a.e. } y, z \in \mathbb{R}^n.\] (2.6)

**Proof.** From (2.3) and the antisymmetry of $\psi_{\nu}(x, y)$, we have
\[\int_{\mathbb{R}^n} (D\nu)(x) \, dx = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \psi_{\nu}(x, y) \, dy \, dx = -\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \psi_{\nu}(y, x) \, dx \, dy = 0.\] (2.7)

Then, from (2.4), (2.5), and (2.7), we have
\[\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy \, dx = \int_{\mathbb{R}^n} (D\nu)(x) \, dx = 0, \quad \forall \nu \in [C_\infty^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k.\]

Therefore,
\[\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \kappa(x, y, z) \, dx \right) \cdot \nu(y, z) \, dz \, dy = 0, \quad \forall \nu \in [C_\infty^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k\]
which implies (2.6). \qed

We refer to a kernel $\kappa(x, y, z)$ satisfying (2.6) as a *divergence kernel.*

From (2.4) and (2.5), we are led to the following definition of a nonlocal divergence operator.

**Definition 1 (Nonlocal divergence operator).** The action of the nonlocal divergence operator $D : [C_\infty^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \to D'(\mathbb{R}^n)$ on any vector-valued function $\nu \in [C_\infty^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k$ is given by
\[ (D\nu)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy \quad \text{for a.e. } x \in \mathbb{R}^n, \] (2.8)
where $\kappa \in ([C_\infty^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C_\infty^\infty(\mathbb{R}^n))'$ satisfies (2.6). \qed

\[A \text{ similar definition to (2.8) was given in [2]. However, there, the central requirement (2.6) was not discussed nor was the development of the full nonlocal vector calculus associate with (2.8).}\]
The adjoint operator $D^*$ corresponding to the nonlocal divergence operator $D$ is defined through the relation

$$< u, D\nu >_{C_c^\infty(\mathbb{R}^n), D'(\mathbb{R}^n)} = < \nu, D^* u >_{[C^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k, [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k}$$

$$\forall \nu \in [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k, \ u \in C_c^\infty(\mathbb{R}^n).$$

(2.9)

Proposition 1 (Adjoint operator). Corresponding to the nonlocal divergence operator $D : [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \to D'(\mathbb{R}^n)$, we have the adjoint operator $D^* : C_c^\infty(\mathbb{R}^n) \to [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k$ whose action on any scalar-valued function $u \in C_c^\infty(\mathbb{R}^n)$ is given by

$$(D^* u)(x, y) = \int_{\mathbb{R}^n} u(z)\kappa(z, x, y) \, dz \quad \text{for a.e. } x, y \in \mathbb{R}^n.$$  \hspace{1cm} (2.10)

Proof. From (2.8) and (2.9) we have

$$\int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy \right) u(x) \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (D^* u)(x, y) \cdot \nu(x, y) \, dy \, dx.$$ \hspace{1cm} (2.11)

After switching the dummy variables $x$ and $z$ and then $x$ and $y$ in the left-hand side, we have

$$\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) u(x) \, dz \, dy \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(z, y, x) \cdot \nu(y, x) u(z) \, dx \, dy \, dz$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(z, x, y) \cdot \nu(x, y) u(z) \, dy \, dx \, dz$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \kappa(z, x, y) u(z) \, dz \right) \cdot \nu(x, y) \, dy \, dx.$$

Then, because $\nu \in [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k$ is arbitrary, we obtain (2.10) from (2.11). \hfill \Box

2.1 Regularity of $D$ and $D^*$

In Definition\textsuperscript{1} and Proposition\textsuperscript{1} we assume that $\nu(x, y) \in [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k$, $u \in C_c^\infty(\mathbb{R}^n)$, and $\kappa \in \left( [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \times C_c^\infty(\mathbb{R}^n) \right)^k$. In fact, the nonlocal divergence operator $D$ and its adjoint operator $D^*$ can be defined for functions having much less smoothness, as the next proposition shows.

\textsuperscript{4}With $D^*$ being the adjoint of the nonlocal divergence operator $D$, one can identify $-D^*$ as a nonlocal gradient operator.
Proposition 2 (Regularity of $\mathcal{D}$ and $\mathcal{D}^*$). Let $1 \leq p \leq \infty$ and $1 \leq q \leq \infty$ with $\frac{1}{p} + \frac{1}{q} = 1$ and assume that $\kappa \in [L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k$. Then,

$$
\begin{align*}
\mathcal{D} : \nu \in [L^q(\mathbb{R}^n \times \mathbb{R}^n)]^k & \mapsto \mathcal{D}\nu \in L^p(\mathbb{R}^n) \quad (2.12a) \\
\mathcal{D}^* : u \in L^q(\mathbb{R}^n) & \mapsto \mathcal{D}^* u \in [L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k. \quad (2.12b)
\end{align*}
$$

In particular, $[L^2(\mathbb{R}^n \times \mathbb{R}^n)]^k \overset{\mathcal{D}}{\longrightarrow} L^2(\mathbb{R}^n) \overset{\mathcal{D}^*}{\longrightarrow} [L^2(\mathbb{R}^n \times \mathbb{R}^n)]^k$. Moreover, $\mathcal{D}$ and $\mathcal{D}^*$ are bounded operators on $[L^2(\mathbb{R}^n \times \mathbb{R}^n)]^k$ and $L^2(\mathbb{R}^n)$, respectively.

Proof. Letting $\nu \in [L^q(\mathbb{R}^n \times \mathbb{R}^n)]^k$, by Minkowski’s integral inequality, we have

$$
\|\mathcal{D}\nu\|_{L^p(\mathbb{R}^n)} = \left( \int_{\mathbb{R}^n} \left| \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy \right|^p \, dx \right)^{1/p}
\leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |\nu(y, z) \cdot \kappa(x, y, z)|^p \, dy \right)^{1/p} \, dz
\leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\nu(y, z)| \left( \int_{\mathbb{R}^n} |\kappa(x, y, z)|^p \, dx \right)^{1/p} \, dz.
$$

Applying the Hölder inequality to the last inequality, we have

$$
\|\mathcal{D}\nu\|_{L^p(\mathbb{R}^n)} \leq \|\nu\|_{[L^q(\mathbb{R}^n \times \mathbb{R}^n)]^k} \|\kappa\|_{[L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k} \quad (2.13)
$$

which completes the proof for (2.12a).

For (2.12b), let $u \in L^q(\mathbb{R}^n)$. Then, using Minkowski’s integral inequality again, we have

$$
\|\mathcal{D}^* u\|_{[L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k} = \left( \int_{\mathbb{R}^n} \left| \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(z) \kappa(z, x, y) \, dz \right|^p \, dy \, dx \right)^{1/p}
\leq \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |u(z) \kappa(z, x, y)|^p \, dy \, dx \right)^{1/p} \, dz
\leq \int_{\mathbb{R}^n} |u(z)| \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\kappa(z, x, y)|^p \, dy \, dx \right)^{1/p} \, dz.
$$

Again, applying the Hölder inequality to the last inequality, we have

$$
\|\mathcal{D}^* u\|_{[L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k} \leq \|u\|_{L^q(\mathbb{R}^n)} \|\kappa\|_{[L^p(\mathbb{R}^n \times \mathbb{R}^n)]^k} \quad (2.14)
$$

which completes the proof for (2.12b).

The facts that $\mathcal{D}$ and $\mathcal{D}^*$ are bounded operators on $L^p(\mathbb{R}^n \times \mathbb{R}^n)^k$ and $L^2(\mathbb{R}^n)$, respectively, follow easily from (2.13) and (2.14), respectively. $\square$
2.2 Other nonlocal operators

Other nonlocal operators that mimic the operators of the classical differential vector calculus can be defined.

2.2.1 Nonlocal gradient and curl operators

A nonlocal gradient operator can be defined in a manner similar to Definition 1 for the nonlocal divergence operator.

Definition 2 (Nonlocal gradient operator). The action of the nonlocal gradient operator \( \mathcal{G} : C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n) \to [D'(\mathbb{R}^n)]^k \) on any scalar-valued function \( \eta \in C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n) \) is given by

\[
(\mathcal{G}\eta)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \eta(y, z)\kappa(x, y, z) \, dz \, dy \quad \text{for a.e. } x \in \mathbb{R}^n. \tag{2.15}
\]

Proposition 3. Corresponding to the nonlocal gradient operator \( \mathcal{G} : C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n) \to [D'(\mathbb{R}^n)]^k \), we have the adjoint operator \( \mathcal{G}^* : [D'(\mathbb{R}^n)]^k \to C_c^\infty(\mathbb{R}^n) \) whose action on any vector-valued function \( v \in [C_c^\infty(\mathbb{R}^n)]^k \) is given by

\[
(\mathcal{G}^* v)(x, y) = \int_{\mathbb{R}^n} v(z) \cdot \kappa(z, x, y) \, dz \quad \text{for a.e. } x, y \in \mathbb{R}^n. \tag{2.16}
\]

Proof. By definition, the adjoint operator \( \mathcal{G}^* \) satisfies

\[
< v, \mathcal{G}\eta >_{[C_c^\infty(\mathbb{R}^n)]^k, D'(\mathbb{R}^n \times \mathbb{R}^n)} = < \eta, \mathcal{G}^* v >_{C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n), [D'(\mathbb{R}^n)]^k}
\]

for all \( \eta \in C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n) \) and \( v \in [C_c^\infty(\mathbb{R}^n)]^k \). Then, the proof of (2.16) follows along the same lines of the proof of Proposition 1.

Remark. With \( \mathcal{G}^* \) being the adjoint of the nonlocal gradient operator \( \mathcal{G} \), one can identify \( -\mathcal{G}^* \) as a nonlocal divergence operator.

Remark. We now have the two nonlocal divergence operators \( \mathcal{D} \) and \( -\mathcal{G}^* \) and the two nonlocal gradient operators \( \mathcal{G} \) and \( -\mathcal{D}^* \). It is natural to have such pairs because of the two types of functions that are needed to describe nonlocality, i.e., functions of two points such as \( \nu(x, y) \) and \( \eta(x, y) \) and functions of one point such as \( v(x) \) and \( u(x) \). Thus, we have the nonlocal divergence and gradient operators \( \mathcal{D} \) and \( \mathcal{G} \) acting on functions of two points and the nonlocal divergence and gradient operators \( -\mathcal{G}^* \) and \( -\mathcal{D}^* \) acting on functions of one point.

Similar to Proposition 2 one can prove the following proposition.
Proposition 4 (Regularity of $G$ and $G^*$). Let $1 \leq p \leq \infty$ and $1 \leq q \leq \infty$ with $\frac{1}{p} + \frac{1}{q} = 1$ and assume that $\kappa \in [L^p(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n)]^k$. Then,

$$G : \eta \in L^q(\mathbb{R}^n \times \mathbb{R}^n) \mapsto G\eta \in [L^p(\mathbb{R}^n)]^k$$

$$G^* : u \in [L^q(\mathbb{R}^n)]^k \mapsto G^*u \in L^p(\mathbb{R}^n \times \mathbb{R}^n).$$

In particular,

$$L^2(\mathbb{R}^n \times \mathbb{R}^n) \xrightarrow{G} [L^2(\mathbb{R}^n)]^k \xrightarrow{G^*} L^2(\mathbb{R}^n \times \mathbb{R}^n).$$

Moreover, $G$ and $G^*$ are bounded operators on $L^2(\mathbb{R}^n \times \mathbb{R}^n)$ and $[L^2(\mathbb{R}^n)]^k$, respectively.

Definition 3. The action of the nonlocal averaging operator $G^*$: $[C_\infty^c(\mathbb{R}^n)]^k \to C_\infty^c(\mathbb{R}^n)$ on a vector-valued function $u \in [C_\infty^c(\mathbb{R}^n)]^k$ is given by

$$(G^*u)(x) = \int_{\mathbb{R}^n} (G^*u)(x,z) \, dz. \quad (2.17)$$

Remark. A nonlocal curl operator $\mathcal{C} : [C_\infty^c(\mathbb{R}^3 \times \mathbb{R}^3)]^3 \to [D'(\mathbb{R}^3)]^3$ is given by its action action on any vector-valued function $\nu \in [C_\infty^c(\mathbb{R}^3 \times \mathbb{R}^3)]^3$ as

$$(\mathcal{C}\eta)(x) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \eta(y,z) \times \kappa(x,y,z) \, dz \, dy \quad \text{for a.e. } x \in \mathbb{R}^3.$$

The corresponding nonlocal adjoint operator $\mathcal{C}^* : [C_\infty^c(\mathbb{R}^3)]^3 \to [D'(\mathbb{R}^3 \times \mathbb{R}^3)]^3$, which is also a nonlocal curl operator, is given by its action on any vector-valued function $u \in [C_\infty^c(\mathbb{R}^3)]^3$ as

$$(\mathcal{C}^*v)(x,y) = \int_{\mathbb{R}^3} \kappa(z,x,y) \times u(z) \, dz \quad \text{for a.e. } x, y \in \mathbb{R}^3.$$

Regularity results similar to those proved in Propositions 2 and 4 for the nonlocal divergence and gradient operators hold for the nonlocal curl operator $\mathcal{C}$.

2.2.2 Nonlocal divergence of a tensor and gradient of a vector

The nonlocal divergence operator $D$ can also be applied to a tensor-valued function yielding a vector-valued function.
Definition 4 (Nonlocal divergence of a tensor). The action of the nonlocal divergence operator $\mathcal{D} : \mathcal{C}_c^\infty([0,1] \times \mathbb{R}_n)^{k \times k} \to (D'([0,1]))^k$ on the tensor-valued function $\Psi \in \mathcal{C}_c^\infty([0,1] \times \mathbb{R}_n)^{k \times k}$ is defined by

$$(\mathcal{D}\Psi)(x) = \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \Psi(y,z) \kappa(x,y,z) dy dz \quad \text{for a.e. } x \in \mathbb{R}_n. \quad (2.18)$$

Here, $\Psi \kappa$ represents a matrix-vector product. The components of the vector $\mathcal{D}\Psi$ are the nonlocal divergences of the corresponding rows of $\Psi$.

Proposition 5. The action of the nonlocal adjoint operator $\mathcal{D}^* : [C_c^\infty(\mathbb{R}_n)]^k \to (D'([0,1] \times \mathbb{R}_n))^{k \times k}$ on the vector-valued function $u \in [C_c^\infty(\mathbb{R}_n)]^k$ is given by

$$(\mathcal{D}^* u)(x,y) = \int_{\mathbb{R}_n} u(z) \otimes \kappa(z,x,y) dz \quad \text{for a.e. } x,y \in \mathbb{R}_n. \quad (2.19)$$

Proof. By the definition of adjoint operator, we have

$$<u, \mathcal{D}\Psi>_{[C_c^\infty(\mathbb{R}_n)]^k,[D'([0,1])^k]} = <\Psi, \mathcal{D}^* u>_{[C_c^\infty(\mathbb{R}_n)],[D'([0,1] \times \mathbb{R}_n)]^{k \times k}}$$

for all $\Psi \in C_c^\infty([0,1] \times \mathbb{R}_n)^{k \times k}$ and $u \in [C_c^\infty(\mathbb{R}_n)]^k$. This is equivalent to

$$\int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \Psi(y,z) \kappa(x,y,z) dz dy \cdot u(x) dx = \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \Psi(x,y) : (\mathcal{D}^* u)(x,y) dy dx. \quad (2.20)$$

After switching $x$ and $z$ and then $x$ and $y$ in the left-hand side, we have

$$\int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} (\Psi(y,z) \kappa(x,y,z)) \cdot u(x) dz dy dx = \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} (\Psi(y,x) \kappa(z,y,x)) \cdot u(z) dz dy dx$$

$$= \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} (\Psi(x,y) \kappa(z,x,y)) \cdot u(z) dy dx dz$$

$$= \int_{\mathbb{R}_n} \int_{\mathbb{R}_n} \Psi(x,y) : \left( \int_{\mathbb{R}_n} u(z) \otimes \kappa(z,x,y) dz \right) dy dx,$$

where, for the last equality, we rearranged the tensor-vector products. Then, because $\Psi \in [C_c^\infty([0,1] \times \mathbb{R}_n)]^{k \times k}$ is arbitrary, we obtain (2.19) from (2.22). \qed

The nonlocal gradient operator $\mathcal{G}$ can also be applied to a vector-valued function yielding a tensor-valued function.
Definition 5 (Nonlocal gradient of a vector). The action of the nonlocal gradient operator $\mathcal{G} : [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k \to [D'(\mathbb{R}^n)]^{k \times k}$ on the vector-valued function $\nu \in [C^\infty_c(\mathbb{R}^n \times \mathbb{R}^n)]^k$ is defined by

$$(\mathcal{G}\nu)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(y,z) \otimes \kappa(x,y,z) \, dz \, dy \quad \text{for a.e. } x \in \mathbb{R}^n. \quad (2.21)$$

We then have that the action of the nonlocal adjoint operator $\mathcal{G}^* : [C^\infty_c(\mathbb{R}^n)]^{k \times k} \to [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k$ on the tensor-valued function $U \in [C^\infty_c(\mathbb{R}^n)]^{k \times k}$ is given by

$$(\mathcal{G}^*U)(x,y) = \int_{\mathbb{R}^n} U(z) \kappa(z,x,y) \, dz \quad \text{for a.e. } x, y \in \mathbb{R}^n. \quad (2.22)$$

2.2.3 Nonlocal Laplacian operators

With $\mathcal{D}$ and $-\mathcal{D}^*$ denoting nonlocal divergence and gradient operators, respectively, their composition $-\mathcal{D}\mathcal{D}^*$ can be viewed as a nonlocal Laplacian operator. The following proposition provides the explicit form of this operator.

Proposition 6. The nonlocal Laplacian operator of a scalar-valued function $u(x)$ is given by

$$-(\mathcal{D}\mathcal{D}^*u)(x) = -\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(w) \kappa(w,y,z) \cdot \kappa(x,y,z) \, dw \, dz \, dy \quad (2.23)$$

whereas the nonlocal Laplacian operator of a vector-valued function $u(x)$ is given by

$$-\mathcal{D}(\mathcal{D}^*u) = -\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(w) \kappa(w,y,z) \cdot \kappa(x,y,z) \, dw \, dz \, dy \quad (2.24)$$

Proof. From (2.8) and (2.10), we have that

$$\mathcal{D}\mathcal{D}^*u = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (\mathcal{D}^*u)(y,z) \cdot \kappa(x,y,z) \, dz \, dy$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left[ \int_{\mathbb{R}^n} u(w) \kappa(w,y,z) \, dw \right] \kappa(x,y,z) \, dz \, dy.$$ 

In the same manner, (2.24) follows from (2.18) and (2.19). \qed
2.2.4 Identities of the nonlocal calculus

We begin with some identities that mimic those of the classical vector calculus. The first set of identities do not require any further conditions on the divergence kernel $\kappa(x, y, z)$.

**Proposition 7.** (i) For $u(x) = a$ and $u(x) = a$, where $a$ and $a$ are scalar and vector constants, respectively, we have

\[
(D^*a)(x, y) = 0, \quad (G^*a)(x, y) = 0, \quad \text{and} \quad (C^*a)(x, y) = 0. \tag{2.25a}
\]

(ii) For the vector-valued functions $u(x)$ and $\nu(x, y)$, we have

\[
(DD^*u)(x) = (CC^*u)(x) + (GG^*u)(x)
\]
\[
(G^*G\nu)(x, y) = (C^*C\nu)(x, y) + (D^*D\nu)(x, y). \tag{2.25b}
\]

(iii) For the vector-valued functions $u(x)$ and $\nu(x, y)$, we have

\[
D\nu = \text{trace}(G\nu) \quad \text{and} \quad G^*u = \text{trace}(D^*u). \tag{2.25c}
\]

**Proof.** (i) Using (2.6), we have that

\[
(D^*a)(x, y) = \int_{\mathbb{R}^n} a\kappa(z, x, y) \, dz = a \int_{\mathbb{R}^n} \kappa(z, x, y) \, dz = 0 \quad \forall a.
\]

so that $(D^*a)(x, y) = 0$. The other two results in (2.25a) are proved in a similar manner.
(ii) We have that

\[ D(D^* u) - G(G^* u) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (D^* u)(y, z) \kappa(x, y, z) \, dz \, dy \]

\[ - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (G^* u)(y, z) \kappa(x, y, z) \, dz \, dy \]

\[ = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (u(w) \otimes \kappa(w, y, z)) \kappa(x, y, z) \, dw \, dz \, dy \]

\[ - \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (u(w) \cdot \kappa(w, y, z)) \kappa(x, y, z) \, dw \, dz \, dy \]

\[ = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} [u(w) \kappa(w, y, z) \cdot \kappa(x, y, z)] \, dw \, dz \, dy \]

where the first two equalities follow from the definitions of the operators \( D, \ D^*, \ G, \) and \( G^* \), the third and fourth equalities follow from the standard vector identities \( (a \otimes b) \cdot c = a(b \cdot c) \) and \( a \times (b \times c) = b(a \cdot c) - c(a \cdot b) \), respectively, the fifth equality is a tautology, and the last two inequalities follow from the definitions of the operators \( C^* \) and \( C \). The second identity in (2.25b) is proved in a similar manner.

(iii) The proofs of the identities in (2.25c) follow easily from the definitions of the operators and of the matrix trace, e.g.,

\[ \text{trace}(G \nu) = \text{trace} \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(y, z) \otimes \kappa(x, y, z) \, dz \, dy \right) \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \text{trace} \left( \nu(y, z) \otimes \kappa(x, y, z) \right) \, dz \, dy \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy = \mathcal{D} \nu \]

with the proof of the second identity in (2.25c) following in a similar manner.

Unlike the identities (2.25), the second set of identities do require additional conditions on the divergence kernel.
Proposition 8. (i) For \( u(x) = a \) and \( u(x) = a \), where \( a \) and \( a \) are scalar and vector constants, respectively, we have

\[
(Da)(x) = 0, \quad (Ga)(x) = 0, \quad \text{and} \quad (Ca)(x) = 0 \quad (2.26a)
\]

if and only if

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \, dz \, dy = 0 \quad \forall x. \quad (2.26b)
\]

(ii) For any \( v(x) \) and \( u(x) \), we have that

\[
(D(C^*u))(x) = 0 \quad \text{and} \quad C(D^*v)(x) = 0 \quad (2.26c)
\]

if and only if

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \times \kappa(w, y, z) \, dz \, dy = 0 \quad \forall x, w. \quad (2.26d)
\]

(iii) For any \( \nu(x, y) \) and \( \eta(x, y) \) we have that

\[
(G^*(C^*\nu))(x, y) = 0 \quad \text{and} \quad C^*(G\eta)(x, y) = 0 \quad (2.26e)
\]

if and only if

\[
\int_{\mathbb{R}^n} \kappa(z, w, r) \times \kappa(z, x, y) \, dz = 0 \quad \forall x, y, w, r. \quad (2.26f)
\]

Proof. (i) For \( Da \), we have

\[
(Da)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} a \cdot \kappa(x, y, z) \, dz \, dy = a \cdot \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \, dz \, dy \quad \forall a
\]

so that \( (Da)(x) = 0 \) if and only if \( (2.26b) \) holds. The other two results in \( (2.26a) \) are proved in a similar manner.

(ii) From the definitions of the operators \( C \) and \( D^* \), we have that

\[
D(C^*u)(x) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} (C^*u)(y, z) \cdot \kappa(x, y, z) \, dz \, dy
\]

\[
= \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \left[ \int_{\mathbb{R}^3} \kappa(w, y, z) \times u(w) \, dw \right] \cdot \kappa(x, y, z) \, dz \, dy
\]

\[
= \int_{\mathbb{R}^3} u(w) \cdot \left[ \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \kappa(w, y, z) \times \kappa(x, y, z) \, dz \, dy \right] \, dw.
\]

Because \( u(x) \) is arbitrary, the first result in \( (2.26c) \) follows; the second results follows in a similar manner.
From the definitions of the operators $G^*$ and $C$, we have that

$$G^* (C\nu)(x, y) = \int_{\mathbb{R}^3} (C\nu)(z) \cdot \kappa(z, x, y) \, dz$$

$$= \int_{\mathbb{R}^3} \left[ \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \nu(w, r) \times \kappa(z, w, r) \, dwdr \right] \cdot \kappa(z, x, y) \, dz$$

$$= \int_{\mathbb{R}^3} \nu(w, r) \cdot \left[ \int_{\mathbb{R}^3} \kappa(z, w, r) \times \kappa(z, x, y) \, dz \right] \, dwdr. $$

Because $\nu(x, y)$ is arbitrary, the first result in (2.26e) follows; the second result follows in a similar manner.

2.2.5 Theorems of the nonlocal calculus

We next consider the nonlocal analog of the divergence theorem of the classical vector calculus.

**Theorem 1.** Let $\Omega \subseteq \mathbb{R}^n$. Then,

$$\int_{\Omega} (D\nu)(x) \, dx = -\int_{\mathbb{R}^n \setminus \Omega} (D\nu)(x) \, dx. \quad (2.27)$$

**Proof.** The proof of (2.27) is basically a tautology because we defined the nonlocal operator $D$ so that it satisfies a nonlocal divergence theorem. In fact, (2.27) follows easily from (2.7).

**Remark.** The integral of the classical local divergence of a vector over an arbitrary domain $\Omega$ is equal to the flux of that vector out of $\Omega$ which is given by an integral over the boundary of $\Omega$ of the normal component of the vector. Nonlocality results in the flux out of $\Omega$ to be given by a volume integral over the complement of $\Omega$ as is indicated in (2.27).

**Remark.** Analogous theorems hold for the operators $G$ and $C$, i.e.,

$$\int_{\Omega} (G\eta)(x) \, dx = -\int_{\mathbb{R}^n \setminus \Omega} (G\eta)(x) \, dx$$

$$\text{and} \quad \int_{\Omega} (C\eta)(x) \, dx = -\int_{\mathbb{R}^n \setminus \Omega} (D\eta)(x) \, dx. \quad \Box$$

Finally, we derive the nonlocal Green’s identities which again mimic the classical Green’s identities of the classical vector calculus. We begin with an integration by parts formula.

**Lemma 2.** Given any functions $u(x)$ and $\nu(x, y)$, we have that

$$\int_{\mathbb{R}^n} u(x)D(\nu)(x) \, dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(x, y) \cdot (D^* u)(x, y) \, dy dx = 0. \quad (2.28)$$
Proof. We have that

\[
0 = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(x)\nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy \, dx
- \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(x)\nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy \, dx
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(x)\nu(y, z) \cdot \kappa(x, y, z) \, dz \, dy \, dx
- \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} u(y)\nu(x, y) \cdot \kappa(y, x, z) \, dz \, dy \, dx
\]

\[
= \int_{\mathbb{R}^n} u(x) \left[ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(y, z) \cdot \kappa(x, y, z) \, dz \right] \, dy \, dx
- \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(x, y) \cdot \left[ \int_{\mathbb{R}^n} u(z) \kappa(x, y, z) \, dz \right] \, dy \, dx
\]

\[
= \int_{\mathbb{R}^n} u(x) D(\nu)(x) \, dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \nu(x, y) \cdot (D^* u)(x, y) \, dy \, dx
\]

where the first equality is a tautology, the second equality follows from a cyclic replacement of the integration variables \((x, y, z \rightarrow z, x, y)\) in the second integral, the third equality is again a tautology, and the last follows from the definition of the operators \(D\) and \(D^*\). Thus, (2.28) is proven. ✷

Theorem 2 (Green’s identities). Given functions \(u(x)\) and \(v(x)\), we have the nonlocal Green’s first identity

\[
\int_{\mathbb{R}^n} u(x) D(D^* v) \, dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (D^* v) \cdot (D^* u) \, dy \, dx = 0 \quad (2.29a)
\]

the nonlocal Green’s second identity

\[
\int_{\mathbb{R}^n} u(x) D(D^* v) \, dx - \int_{\mathbb{R}^n} v(x) D(D^* u) \, dx = 0. \quad (2.29b)
\]

Proof. Setting \(\nu(x, y) = (D^* v)(x, y)\) in (2.28) easily results in (2.29a). Then, (2.29b) follows by reversing the roles of \(u\) and \(v\) in (2.29a) and then subtracting the result from (2.29a). ✷

Remark. Analogous theorems hold for the pairs of operators \(G\) and \(G^*\) and \(C\) and \(C^*\).

The following results are obvious consequences of (2.29a) and (2.29b).

Corollary 1. Given a subdomain \(\Omega \subseteq \mathbb{R}^n\) and functions \(u(x)\) and \(v(x)\), we have that

\[
\int_{\Omega} u(x) D(D^* v) \, dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (D^* v) \cdot (D^* u) \, dy \, dx = - \int_{\mathbb{R}^n \setminus \Omega} u(x) D(D^* v) \, dx \quad (2.30a)
\]
and
\[ \int_{\Omega} u D(D^* v) \, dx - \int_{\Omega} v D(D^* u) \, dx = - \int_{\mathbb{R}^n \setminus \Omega} u D(D^* v) \, dx + \int_{\mathbb{R}^n \setminus \Omega} v D(D^* u) \, dx. \] (2.30b)

### 3 Special case of the nonlocal operators

The general forms of the nonlocal divergence operator and its adjoint operator are given in Definition 1 and Proposition 1. Here, we consider a simplified version of these operators which leads to the nonlocal vector calculus of [2] and which has proven to be useful [1, 3].

The simplification is effected by a special case of the Schwartz kernel given by
\[ \kappa_\alpha(x, y, z) = \delta(x - z)\alpha(x, y) + \delta(x - y)\alpha(x, z) \] (3.1)
for an vector-valued function \( \alpha(x, y) \in [L^1(\mathbb{R}^n \times \mathbb{R}^n)]^k \). Here, \( \delta(\cdot) \) denotes the Dirac delta function. First, we verify that \( \kappa_\alpha \) satisfies (2.6).

**Proposition 9.** The specialized Schwartz kernel \( \kappa_\alpha \) satisfies (2.6), i.e.,
\[ \int_{\mathbb{R}^n} \kappa_\alpha(x, y, z) \, dx = 0, \] (3.2)
if and only if \( \alpha(x, y) \) is antisymmetric, i.e., if and only if \( \alpha(x, y) = -\alpha(y, x) \) for all \( x \) and \( y \).

**Proof.** We have
\[ \int_{\mathbb{R}^n} \kappa_\alpha(x, y, z) \, dx = \int_{\mathbb{R}^n} (\delta(x - z)\alpha(x, y) + \delta(x - y)\alpha(x, z)) \, dx \]
\[ = \alpha(z, y) + \alpha(y, z) \]
so that the result follows. \( \square \)

**Remark.** In [1, 2, 3], the antisymmetry of \( \alpha(x, y) \) is assumed. Here, we have shown that this condition is necessary and sufficient for the operator \( D \) to be a nonlocal divergence operator in the sense that (2.3) (and therefore (2.6)) is satisfied. \( \square \)

**Theorem 3 (Specialized nonlocal divergence operator and its adjoint).** For the specialized kernel \( \kappa_\alpha \) given by (3.1), the action of the nonlocal divergence operator \( (D_\alpha \nu)(x) : [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \to D'(\mathbb{R}^n) \) on a function \( \nu(x, y) \in [C_c^\infty(\mathbb{R}^n \times \mathbb{R}^n)]^k \) is given by
\[ (D_\alpha \nu)(x) = \int_{\mathbb{R}^n} (\nu(x, y) + \nu(y, x)) \cdot \alpha(x, y) \, dy. \] (3.3)
Moreover, the action of the adjoint operator \((D_\alpha^* u)(x, y) : C_c^\infty(\mathbb{R}^n) \to [D'(\mathbb{R}^n \times \mathbb{R}^n)]^k\) on a function \(u(x) \in C_c^\infty(\mathbb{R}^n)\) is given by

\[
(D_\alpha^* u)(x, y) = -(u(y) - u(x)) \alpha(x, y).
\]

**Proof.** Setting \(\kappa = \kappa_\alpha\) in (2.8), we have

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \kappa(x, y, z) \cdot \nu(y, z) \, dz \, dy
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \delta(x - z) \alpha(x, y) + \delta(x - y) \alpha(x, z) \right) \cdot \nu(y, z) \, dz \, dy
\]

\[
= \int_{\mathbb{R}^n} \alpha(x, y) \cdot \nu(y, x) \, dy + \int_{\mathbb{R}^n} \alpha(x, z) \cdot \nu(x, z) \, dz
\]

\[
= \int_{\mathbb{R}^n} \left( \nu(x, y) + \nu(y, x) \right) \cdot \alpha(x, y) \, dy,
\]

where the last equality follows by replacing the integration variable from \(z\) to \(y\) in the second integral preceding the equality. Thus, we have (3.3).

Setting \(\kappa = \kappa_\alpha\) in (2.10), we have

\[
\int_{\mathbb{R}^n} u(z) \kappa_\alpha(z, x, y) \, dz = \int_{\mathbb{R}^n} u(z) \left( \delta(z - y) \alpha(z, x) + \delta(z - x) \alpha(x, y) \right) \, dz
\]

\[
= u(y) \alpha(y, x) + u(x) \alpha(x, y) = -\left( u(y) - u(x) \right) \alpha(x, y),
\]

completing the proof of (3.4).

**Remark.** For the kernel \(\kappa_\alpha\), we have

\[
(D_\alpha \Psi)(x) = \int_{\mathbb{R}^n} \left( \Psi(y, x) + \Psi(x, y) \right) \alpha(x, y) \, dy
\]

\[
(D_\alpha^* u)(x, y) = -(u(y) - u(x)) \otimes \alpha(x, y)
\]

\[
(G_\alpha \eta)(x) = \int_{\mathbb{R}^n} \left( \eta(y, x) + \eta(x, y) \right) \alpha(x, y) \, dy
\]

\[
(G_\alpha^* u)(x, y) = -(u(y) - u(x)) \cdot \alpha(x, y) = \text{trace} \, (D_\alpha^* u)
\]

\[
(G_\alpha^* u)(x) = -\int_{\mathbb{R}^n} \left( u(z) - u(x) \right) \cdot \alpha(x, z) \, dz
\]

\[
(C_\alpha \nu)(x) = \int_{\mathbb{R}^3} \alpha(x, y) \times \left( \nu(y, x) + \nu(x, y) \right) \, dy
\]

\[
(C_\alpha^* u)(x, y) = -(u(y) - u(x)) \times \alpha(x, y)
\]

\[
(D_\alpha D_\alpha^* u)(x) = -2 \int_{\mathbb{R}^n} \left( u(y) - u(x) \right) \alpha(x, y) \cdot \alpha(x, y) \, dy
\]
for a tensor-valued $\Psi(x, y)$, a vector valued function $u(x)$, and a scalar-valued functions $\eta(x, y)$.

We now want to examine the identities of Section 2.2.4 in the context of the specialized kernel $\kappa_{\alpha}(x, y, z)$. Instead of verifying the assumptions of Proposition 8, we directly examine those identities for the kernel (3.1). Of course, because of Propositions 7 and 9, we have all the identities (2.25) hold for the operators $D_\alpha$, $D^*_\alpha$, $G_\alpha$, etc. Thus, we need only address the identities (2.26).

From the definitions of the relevant operators and the antisymmetry of $\alpha(x, y)$, we have that

$$(D_\alpha C^*_\alpha u)(x) = \int_{\mathbb{R}^3} \left( \alpha(x, y) \times (u(x) - u(y)) + \alpha(y, x) \times (u(y) - u(x)) \right) \cdot \alpha(x, y) \, dy$$

$$= 2 \int_{\mathbb{R}^3} \left( \alpha(x, y) \times (u(x) - u(y)) \right) \cdot \alpha(x, y) \, dy = 0.$$  

Similarly, one can show that $(C_\alpha D^*_\alpha u)(x) = 0$. Also, we have that

$$(G^*_\alpha C_\alpha \nu)(x, y)$$

$$= -\int_{\mathbb{R}^3} \left( \alpha(x, y) \times (\nu(x, y) + \nu(y, x)) \right) \cdot \alpha(x, y) \, dy$$

$$= -2 \int_{\mathbb{R}^3} \left( \alpha(x, y) \times (\nu(x, y) + \nu(y, x)) \right) \cdot \alpha(x, y) \, dy = 0$$

and similarly that $(C^* G_\eta)(x, y) = 0$. Finally, we have that, in general,

$$(D a)(x) = 2a \cdot \int_{\mathbb{R}^n} \alpha(x, y) \, dy \neq 0$$

and likewise $(G a)(x) \neq 0$ and $(C a)(x) \neq 0$. The following proposition summarizes these results.

**Proposition 10.** In general, for the specialized Schwartz kernel $\kappa_{\alpha}$, we have that (2.25a), (2.25b), (2.25c), (2.26c), and (2.26e) hold, but (2.26a) does not hold.

---

**4 The peridynamics model for solid mechanics**

We consider the state-based peridynamics model introduced in [6] for the dynamics of isotropic heterogeneous solids. To simplify the presentation, we
provide a direct description of this model without adhering to the notation used in [6]. Our goal is to show how the peridynamics model can be expressed in terms of the nonlocal operators introduced and discussed in Section 2.

### 4.1 The peridynamics model for solid mechanics

Let $\Omega$ denote a domain in $\mathbb{R}^3$, $\mathbf{u}(\mathbf{x}, t)$ the displacement vector field, $\rho(\mathbf{x})$ the mass density, and $\mathbf{b}(\mathbf{x}, t)$ a prescribed body force density. Let $B_\varepsilon(x)$ denote the ball centered at $x$ having radius $\varepsilon$; here, $\varepsilon$ denotes the peridynamics horizon. Then, the peridynamic equation of motion is given by

$$\rho(\mathbf{x})\ddot{\mathbf{u}}(\mathbf{x}, t) = \int_{B_\varepsilon(x)} (T(\mathbf{x}, \mathbf{y} - \mathbf{x}) - T(\mathbf{y}, \mathbf{x} - \mathbf{y})) d\mathbf{y} + \mathbf{b}(\mathbf{x}, t), \quad (4.1)$$

where

$$T(\mathbf{x}, \mathbf{y} - \mathbf{x}) = \sigma(\mathbf{x}, \mathbf{y}) \gamma(\mathbf{x}, \mathbf{y}) \quad (4.2)$$

and

$$\sigma(\mathbf{x}, \mathbf{y}) = \frac{3k(\mathbf{x})}{m} w(|\mathbf{y} - \mathbf{x}|) |\mathbf{y} - \mathbf{x}| \theta(\mathbf{x}) + \frac{15\mu(\mathbf{x})}{m} w(|\mathbf{y} - \mathbf{x}|) \left( |\mathbf{u}(\mathbf{y}) + \mathbf{y} - (\mathbf{u}(\mathbf{x}) + \mathbf{x})| - |\mathbf{y} - \mathbf{x}| - \frac{1}{3}|\mathbf{y} - \mathbf{x}| \theta(\mathbf{x}) \right). \quad (4.4)$$

In (4.1)--(4.4), $\gamma$ represents the direction of the force density that the particle at position $\mathbf{y}$ exerts on the particle at position $\mathbf{x}$ and $\sigma$ represents the magnitude of that force density. The first term in $\sigma$ is the hydrostatic (or isotropic) part whereas the second term represents the deviatoric part. The functions $k(\mathbf{x})$ and $\mu(\mathbf{x})$ denote the bulk and shear moduli, respectively, and $\theta(\mathbf{x})$ denotes the volumetric change and is given by

$$\theta(\mathbf{x}) = \frac{3}{m} \left( \int_{B_\varepsilon(\mathbf{x})} w(|\mathbf{z} - \mathbf{x}|) |\mathbf{z} - \mathbf{x}| |\mathbf{u}(\mathbf{z}) + \mathbf{z} - (\mathbf{u}(\mathbf{x}) + \mathbf{x})| d\mathbf{z} - m \right), \quad (4.5)$$

The radial function $w$ is given by

$$w(|\xi|) = \begin{cases} 
\frac{1}{|\xi|^3} & \text{if } |\xi| < \delta \\
0 & \text{otherwise}
\end{cases} \quad (4.6)$$
and

\[ m = \int_{\Omega} w(|\xi|)|\xi|^2 d\xi = \int_{B_\delta(0)} |\xi|^{2-r} d\xi = 4\pi \frac{\delta^{5-r}}{5-r} \quad \text{for } r < 5. \] (4.7)

Note that when \( r < 5 \), \( m \) is finite. For example, when \( r = 2 \), \( m = \frac{4}{3} \pi \delta^3 = |B_\delta(0)| \).

Let \( \eta(x, y) = u(y) - u(x) \) denote the relative displacement. We linearize the peridynamic equation of motion with respect to small relative displacements, i.e., for \( |\eta| \ll 1 \), as discussed in [5]. Observe that, in terms of \( \eta \),

\[ \theta(x) = \frac{3}{m} \int_{B_\epsilon(0)} w(|\zeta|)|\zeta|(|\eta + \zeta| - |\zeta|) d\zeta \]

and thus

\[ \frac{\partial \theta}{\partial \eta_i} = \frac{3}{m} \int_{B_\epsilon(0)} w(|\zeta|)|\zeta| \eta_i + \zeta_i |\zeta + \zeta| d\zeta \quad \text{for } i = 1, 2, 3 \]

so that

\[ \nabla \eta \theta|_{\eta=0} = \frac{3}{m} \int_{B_\epsilon(0)} w(|\zeta|)\zeta d\zeta. \]

Then, because \( \theta = 0 \) when \( \eta = 0 \), we have that

\[ \theta_{lin}(x) = \frac{3}{m} \int_{B_\epsilon(0)} w(|\zeta|)\zeta \eta d\zeta = \frac{3}{m} \int_{B_\epsilon(0)} w(|z-x|)(z-x):(u(z)-u(x)) \, dz, \]

where \( \theta_{lin} \) denotes \( \theta \) linearized about \( \eta = 0 \). Similarly, we find that

\[ \sigma_{lin}(x, y) = \frac{3}{m} k(x)w(|\zeta|)|\zeta| \frac{3}{m} \int_{B_\epsilon(0)} w(|\zeta|)\zeta \cdot \eta d\zeta \]

\[ + \frac{15}{m} \mu(x)w(|\zeta|) \left( \frac{\zeta \cdot \eta}{|\zeta|} - \frac{|\zeta|}{m} \int_{B_\epsilon(0)} w(|\zeta|)\zeta \cdot \eta d\zeta \right) \]

and

\[ \gamma_{lin}(x, y) = \frac{\zeta}{|\zeta|} + \left( \frac{1}{|\zeta|} I - \frac{\xi \otimes \xi}{|\xi|^3} \right) \eta \]

\[ = \frac{y - x}{|y - x|} + \left( \frac{1}{|y - x|} I - \frac{(y - x) \otimes (y - x)}{|y - x|^3} \right) (u(y) - u(x)). \] (4.8)

(4.9)
Therefore, from (4.2), (4.8), and (4.9), and after ignoring higher-order terms in \( \eta \), the linearized force density is given by

\[
T_{\text{lin}}(x, y) = \left[ \frac{15}{m} \mu(x) |y - x| (y - x) \otimes (y - x) \|y - x\|^2 \right] (u(y) - u(x))
\]

\[
+ \left[ \frac{9}{m^2} w(|y - x|) \left( k(x) - \frac{5}{3} \mu(x) \right) \right.
\]

\[
\times \left( \int_{B_x(x)} w(|z - x|)(z - x) \cdot (u(z) - u(x)) dz \right) (y - x).
\] (4.10)

Let

\[
(Lu)(x) = \int_{B_x(x)} \left( T_{\text{lin}}(x, y) - T_{\text{lin}}(y, x) \right) dy.
\] (4.11)

Then, the linearized peridynamic equation of motion for a heterogeneous, isotropic solid is given by

\[ \rho \ddot{u} = Lu + b. \]

The substitution of (4.10) into (4.11) yields

\[
(Lu)(x) = \int_{B_x(x)} \left[ \frac{15}{m} (\mu(x) + \mu(y)) |y - x| (y - x) \otimes (y - x) \|y - x\|^2 \right] (u(y) - u(x)) dy
\]

\[
+ \int_{B_x(x)} \int_{B_y(x)} \left[ \frac{9}{m^2} \left( k(x) - \frac{5}{3} \mu(x) \right) w(|y - x|)w(|z - x|)(y - x)
\]

\[
\otimes (z - x)(u(z) - u(x)) \right] dzdy
\]

\[
+ \int_{B_x(x)} \int_{B_y(y)} \left[ \frac{9}{m^2} \left( k(y) - \frac{5}{3} \mu(y) \right) w(|y - x|)w(|z - y|)(y - x)
\]

\[
\otimes (z - y)(u(z) - u(y)) \right] dzdy.
\] (4.12)

The following proposition shows that \((Lu)(x)\) can be written as an integral operator acting on the relative displacement \(u(y) - u(x)\) for some kernel \(C\).

**Proposition 11.** The operator \(L\) given by (4.12) can be written as

\[
(Lu)(x) = \int_{\Omega} C(x, y)(u(y) - u(x)) dy,
\] (4.13)

where

\[
C(x, y) = K(x, y) + S(x, y)
\]
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with
\[
K(x, y) = (c_1(x) + c_1(y))w(|y - x|)\frac{(y - x) \otimes (y - x)}{|y - x|^2} \chi_{B_{\varepsilon}(x)}(y) \quad (4.14)
\]
and
\[
S(x, y) = \int_{\Omega} [c_2(z)w(|z - x|)w(|y - z|)(z - x) \otimes (y - z)\chi_{B_{\varepsilon}(x)}(z)\chi_{B_{\varepsilon}(y)}(z) \\
- c_2(y)w(|y - x|)w(|y - z|)(y - x) \otimes (z - y)\chi_{B_{\varepsilon}(x)}(y)\chi_{B_{\varepsilon}(y)}(z) \\
+ c_2(x)w(|z - x|)w(|y - x|)(z - x) \otimes (y - x)\chi_{B_{\varepsilon}(x)}(y)\chi_{B_{\varepsilon}(x)}(z)] \, dz,
\]
where
\[
c_1(x) = \frac{15}{m}u(x), \quad c_2(x) = \frac{9}{m^2}\left(k(x) - \frac{5}{3}u(x)\right), \quad (4.16)
\]
and $\chi_{B_{\varepsilon}(x)}$ denotes the indicator function of the set $B_{\varepsilon}(x)$.

Proof. It is obvious, with $c_1$ given by \ref{4.16}, that the first term in \ref{4.12} is equal to $\int_{\Omega} K(x, y)(u(y) - u(x)) \, dy$. Thus, it remains to show that $\int_{\Omega} S(x, y)(u(y) - u(x)) \, dy$ is equal to the sum of the second and third terms in \ref{4.12}.

We first write
\[
\int_{\Omega} S(x, y)(u(y) - u(x)) \, dy = \int_{\Omega} S(x, y)u(y) \, dy - \int_{\Omega} S(x, y)u(x) \, dy.
\]
\[
(4.17)
\]
For the first term in (4.17), we use (4.15) to obtain

\[
\int_{\Omega} S(x, y) u(y) \, dy = \int_{\Omega} \int_{\Omega} \left[ c_2(z) w(|z - x|) w(|y - z|)(z - x) \right. \\
\left. \otimes (y - z) \chi_B(x)(z) \chi_B(y)(z) \right] u(y) \, dz \, dy \\
- \int_{\Omega} \int_{\Omega} \left[ c_2(y) w(|y - x|) w(|z - y|)(y - x) \right. \\
\left. \otimes (z - y) \chi_B(x)(y) \chi_B(y)(z) \right] u(y) \, dz \, dy \\
+ \int_{\Omega} \int_{\Omega} \left[ c_2(x) w(|z - x|) w(|y - x|)(z - x) \right. \\
\left. \otimes (y - x) \chi_B(x)(y) \chi_B(x)(z) \right] u(y) \, dz \, dy
\]

where, for the last equality, \( y \) and \( z \) have been switched in the first and third integrals. Similarly, the second term in (4.17), after using (4.15) and an appropriate change of variables, can be written as

\[
\int_{\Omega} S(x, y) u(x) \, dy = \int_{\Omega} \int_{\Omega} \left[ c_2(y) w(|y - x|) w(|z - y|)(y - x) \otimes (z - y) \right] u(x) \, dz \, dy \\
- \int_{\Omega} \int_{\Omega} \left[ c_2(y) w(|y - x|) w(|z - y|)(y - x) \otimes (z - y) \right] u(x) \, dz \, dy \\
+ \int_{\Omega} \int_{\Omega} \left[ c_2(x) w(|y - x|) w(|z - x|)(y - x) \otimes (z - x) \right] u(x) \, dz \, dy
\]

(4.18)

(4.19)
The substitution of (4.18) and (4.19) into (4.17) results in

\[ \int_{\Omega} S(x, y)(u(y) - u(x)) \, dy = \int_{B_{\varepsilon}(x)} \int_{B_{\varepsilon}(y)} \left[ c_2(y)w(|y - x|)w(|y - z|)(y - z) \otimes (z - y) \right] \left( u(z) - u(y) \right) \, dz \, dy \]

\[ + \int_{B_{\varepsilon}(x)} \int_{B_{\varepsilon}(x)} \left[ c_2(x)w(|x - y|)w(|x - z|)(z - y) \otimes (z - x) \right] \left( u(z) - u(x) \right) \, dz \, dy. \]

which, with \( c_2 \) given by (4.16), is equal to the sum of the last two terms in (4.12).

\[ \blacksquare \]

### 4.2 Relation between the peridynamics operator and the nonlocal operators

Let

\[ w(|z|) = \frac{1}{|z|^2} \quad (4.20) \]

and

\[ \alpha(x, y) = (y - x)w(|y - x|)\chi_{B_{\varepsilon}(x)}(y) = \frac{y - x}{|y - x|^2} \chi_{B_{\varepsilon}(x)}(y). \]

Note that \( \alpha(x, y) = -\alpha(y, x) \) and that the specialized Schwartz divergence kernel (3.1) is given by

\[ \rho_{\alpha}(x, y, z) = \delta(x - z)\frac{y - x}{|y - x|^2} \chi_{B_{\varepsilon}(x)}(y) + \delta(x - y)\frac{z - x}{|z - x|^2} \chi_{B_{\varepsilon}(x)}(z). \]

**Theorem 4.** The linear peridynamic operator \( L \) is given it terms of the operators of the nonlocal vector calculus by

\[ -Lu = \mathcal{G}_\alpha(c_1G_{\alpha}^t u) + \mathcal{G}_\alpha(c_2\overrightarrow{G}_{\alpha}^t u) \quad (4.21) \]

or, equivalently, by

\[ -Lu = D_{\alpha}(c_1(D_{\alpha}^t u)^T) + \mathcal{G}_\alpha(c_2\overrightarrow{G}_{\alpha}^t u). \quad (4.22) \]
Proposition 12. The operators $\mathcal{D}$ and $\mathcal{G}$ satisfy

$$\mathcal{D}_\alpha (cD^*_\alpha u^T) = \mathcal{G}_\alpha (cG^*_\alpha u) \quad \text{for all } u.$$
5 Concluding remarks

We close the paper by briefly considering a second intriguing special case of the nonlocal operators and also briefly discussing, in general terms, the types of situations in which the generalized operators may be of use.

5.1 Another special case of the nonlocal operators

A different simplification of the nonlocal operators is effected by the Schwartz kernel given by

\[ \kappa_{\beta}(x, y, z) = -\delta(x - z)\beta(x, y) + \delta(x - y)\beta(x, z) \]  

(5.1)

for a vector-valued function \( \beta(x, y) \in \mathbb{L}^1(\mathbb{R}^n \times \mathbb{R}^n)^k \). It is easy to show that \( \kappa_{\beta} \) satisfies (2.6) if and only if \( \beta(x, y) \) is symmetric, i.e., we have \( \beta(x, y) = \beta(y, x) \). Note the contrasts with the simplified kernel \( \kappa_{\alpha} \) given by (3.1) for which \( \alpha \) is antisymmetric and the minus sign in (5.1) is replaced by a plus sign.

The specialized kernel \( \kappa_{\beta} \) is a divergence kernel, i.e., it satisfies (2.6) and, for that kernel, the nonlocal operator \( D \) is given by

\[ (D_{\beta}\nu)(x) = \int_{\mathbb{R}^n} (\nu(y, x) - \nu(x, y)) \cdot \beta(x, y) \, dy. \]  

(5.2)
and the adjoint operator $D^*$ is given by

$$(D^*_\beta u)(x, y) = -(u(y) - u(x))\beta(x, y).$$

Note the difference in a sign between $D_\alpha$ and $D_\beta$ but the similarity in sign between $D^*_\alpha$ and $D^*_\beta$. The other operators of the nonlocal calculus, e.g., $G$, $C$, and their adjoined operators, have the obvious definitions resulting from making or not making the sign changes in the definitions of the corresponding operators engendered by the kernel $\kappa_\alpha$. In particular, the form of the nonlocal Laplacian operator remains unchanged, i.e., we have that

$$(D_\beta D^*_\beta u)(x) = -2\int_{\mathbb{R}^n} (u(y) - u(x))\beta(x, y) \cdot \beta(x, y) \, dy. \quad (5.3)$$

As was the case for the kernel $\kappa_\alpha$, for the specialized Schwartz kernel $\kappa_\beta$ we have that (2.25a), (2.25b), (2.25c), (2.26c), and (2.26e) hold. However, unlike the situation for $\kappa_\alpha$, for $\kappa_\beta$ we trivially have that (2.26a) also holds. On the other hand, the state-based peridynamic model of Section 4.1 cannot be expressed in terms of the nonlocal operators corresponding to the kernel $\kappa_\beta$ as was done in Section 4.2 for the kernel $\kappa_\alpha$. It would be of interest to explore what sort of mechanical model, if any, results from the use of the specialized operators $G_\beta$, $D_\beta$, etc., and to explore the differences between such a model and the state-based peridynamics model. Although beyond the scope of this work, this is a subject of current interest to the authors. However, an inkling of the differences can be gleaned by applying the operators $D_\alpha$ and $D_\beta$ to a scalar function. Conceptually, we do this by setting $\nu(x, y) = a \cdot u(x)$ in (2.8) and (5.2), where $a$ denotes a constant vector, yielding

$$(D_\alpha u)(x) = \int_{\mathbb{R}^n} (u(y) + u(x))\widehat{\alpha}(x, y) \, dy$$

and

$$(D_\beta u)(x) = \int_{\mathbb{R}^n} (u(y) - u(x))\widehat{\beta}(x, y) \, dy, \quad (5.4)$$

where $\widehat{\alpha}(x, y) = a \cdot \alpha(x, y)$ is an antisymmetric function and $\widehat{\beta}(x, y) = a \cdot \beta(x, y)$ is a symmetric function. Comparing the last equation in (3.5) with (5.4) after setting $\widehat{\beta}(x, y) = -2\alpha(x, y) \cdot \alpha(x, y)$ and comparing (5.3) with (5.4) after setting $\widehat{\beta}(x, y) = -2\beta(x, y) \cdot \beta(x, y)$, we that the direct action of the operator $D_\beta$ on a scalar function $u(x)$ yields a nonlocal Laplacian of $u$. 

29
5.2 Modeling situations in which the general nonlocal operators can play a role

Consider the specific Schwartz kernel given by

$$\kappa_{\lambda \alpha}(x, y, z) = \lambda(x, z)\alpha(x, y) + \lambda(x, y)\alpha(x, z),$$  \hspace{1cm} (5.5)

where $\lambda(x, y)$ and $\alpha(x, y)$ are scalar and vector-valued functions, respectively. This kernel can be viewed as a simplification of the general kernel $\kappa$ or a generalization of the $\kappa_{\alpha}$ given by (3.1). Clearly, if we set $\lambda(x, y) = \delta(x - y)$, then (5.5) reduces to (3.1). Of course, we require the $\kappa_{\lambda \alpha}(x, y, z)$ to satisfy (2.6) which implies that $\lambda(x, y)$ and $\alpha(x, y)$ must be such that

$$\int_{\mathbb{R}^n} \left( \lambda(x, z)\alpha(x, y) + \lambda(x, y)\alpha(x, z) \right) dx = 0 \hspace{1cm} \forall \, y, z \in \mathbb{R}^n.$$

For the kernel (5.5) we have, from (2.8), the nonlocal divergence operator $D_{\lambda \alpha}$ such that

$$(D_{\lambda \alpha} \nu)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \lambda(x, z)\alpha(x, y) + \lambda(x, y)\alpha(x, z) \right) \cdot \nu(y, z) \, dz \, dy$$  \hspace{1cm} (5.6)

and, from (2.10), the adjoint operator

$$(D_{\lambda \alpha}^* u)(x, y) = \int_{\mathbb{R}^n} u(z) \left( \lambda(x, z)\alpha(x, y) + \lambda(x, y)\alpha(x, z) \right) \, dz.$$  \hspace{1cm} (5.7)

Note that if $\lambda(x, y) = \delta(x - y)$, then (5.6) and (5.7) reduce to (3.3) and (3.4), respectively.

From (5.6), we have that

$$(D_{\lambda \alpha} \nu)(x) = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \lambda(x, z)\alpha(x, y) \cdot \nu(y, z) \, dz \, dy + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \lambda(x, y)\alpha(x, z) \cdot \nu(y, z) \, dz \, dy$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \lambda(x, z)\alpha(x, y) \cdot \nu(y, z) \, dz \, dy + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \lambda(x, z)\alpha(x, y) \cdot \nu(z, y) \, dz \, dy$$

$$= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (\nu(z, y) + \nu(y, z)) \cdot \lambda(x, z)\alpha(x, y) \, dz \, dy$$

so that

$$(D_{\lambda \alpha} \nu)(x) = \int_{\mathbb{R}^n} \alpha(x, y) \cdot \left( \int_{\mathbb{R}^n} (\nu(z, y) + \nu(y, z)) \lambda(x, z) \, dz \right) \, dy.$$  \hspace{1cm} (5.8)
Recall, from Section 2, that the right-hand side of (5.8) is the total flux of $\nu$ into the point $x$ coming from all points $y \in \mathbb{R}^n$. Note that for the specialized kernel (3.1), i.e., for $\lambda(x, y) = \delta(x - y)$, the right-hand side (5.8) reduces to the right-hand side of (3.3). To better explain the difference between (5.8) and (3.3), it is instructive to consider the case of nonlocal interactions of finite extent, i.e., the case of $\lambda(x, z)$ and $\alpha(x, y)$ having compact support. Specifically, we chose constants $\epsilon_\lambda$ and $\epsilon_\alpha$ such that $0 < \epsilon_\lambda < \infty$ and $0 < \epsilon_\alpha < \infty$ and then assume that

$$\lambda(x, z) = 0 \quad \text{for} \quad z \notin B_{\epsilon_\lambda}(x)$$

$$\alpha(x, y) = 0 \quad \text{for} \quad y \notin B_{\epsilon_\alpha}(x).$$

Then, the right-hand sides of (3.3) and (5.8) become

$$\text{flux into } x = \int_{B_{\epsilon_\alpha}(x)} \alpha(x, y) \cdot \left( \nu(x, y) + \nu(y, x) \right) dy \quad (5.9)$$

and

$$\text{flux into } x = \int_{B_{\epsilon_\alpha}(x)} \alpha(x, y) \cdot \left( \int_{B_{\epsilon_\lambda}(x)} \left( \nu(z, y) + \nu(y, z) \right) \lambda(x, z) dz \right) dy, \quad (5.10)$$

respectively. Both (5.9) and (5.10) state that all points $y$ in the ball centered at $x$ and of radius $\epsilon_\alpha$ contribute to the flux of $\nu$ into the point $x$. However, (5.9) further states that the contribution to the flux of $\nu$ into the point $x$ coming from a particular point $y \in B_{\epsilon_\alpha}(x)$ only depends on the value of $\nu$ at the pair of points $x$ and $y$. On the other hand, (5.10) states something quite different. We now have that the contribution to the flux of $\nu$ into the point $x$ coming from a particular point $y \in B_{\epsilon_\alpha}(x)$ depends on the values of $\nu$ at all point pairs $y$ and $z$ with $z \in B_{\epsilon_\alpha}(x)$. It is also clear that (5.10) reduces to (5.9) in an appropriate limit as $\epsilon_\lambda \to 0$ and for an appropriate $\lambda(x, z)$, e.g., a Gaussian with variance and height depending $\epsilon_\lambda$ is such a way that it has unit area for all $\epsilon_\lambda$. We also know from previous work that, for appropriate $\alpha(x, y)$, (5.9), or more precisely $\mathcal{D}_\alpha$ given by (3.3), reduces, as $\epsilon_\alpha \to 0$, to the classical local differential divergence operator. We can interpret this limit as saying that only points in an infinitesimal ball centered at $x$ contribute to the flux into $x$, where an infinitesimal ball is needed so that one can be sure that derivatives are well defined. The sketches in Figure 1 are meant to illustrate this discussion.

\footnote{It is clear from (5.9) that only the symmetric part of $\nu(x, y)$ contributes to the flux so that there is actually no ambiguity between $\nu(x, y)$ and $\nu(y, x)$.}
Figure 1: Left: for the kernel \((5.5)\), the contribution to the flux into a point \(x\) from a point \(y\) in an \(\epsilon_\alpha\)-neighborhood of \(x\) is determined by \(z\) in an \(\epsilon_\lambda\)-neighborhood of \(x\). Middle: for the kernel \((3.1)\), the contribution to the flux into a point \(x\) from a point \(y\) in an \(\epsilon_\alpha\)-neighborhood of \(x\) is determined only by the point \(y\). Right: for local partial differential equation models, the contribution to the flux into a point \(x\) is determined from points in an infinitesimal neighborhood of \(x\).
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