Optimisation of carbon capture from flue gas from a Waste-to-Energy plant using surrogate modelling and global optimisation

Anders Andreasen*

Ramboll Energy, Field Development, Studies and FEED, Bavnehøjvej 5, 6700 Esbjerg, Denmark

Received: 14 March 2021 / Accepted: 14 June 2021

Abstract. The optimisation of Post Carbon Capture (PCC) from a Waste-to-Energy plant has been studied using Kriging surrogate models trained from a set of rigorous process simulations. The surrogate models allow fast and efficient calculation of model responses required for the optimisation of operating parameters. Optimisation is performed using Differential Evolution (DE) requiring a vast amount of function calculations (>1000) which would be extremely time consuming if done with a rigorous process simulation model. It is found that for meeting a CO2 removal efficiency of 85% for a flue gas containing 12.6 mole % CO2 and a reboiler temperature limited to max. 120 °C, a L/G ratio of approx. 2.2 (kg/kg) is optimal. This is accompanied by a stripper/regenerator pressure of 1.85 bara, a temperature of the flue gas at the lower bound, a temperature approach of the lean amine entering the absorber of 6.5 °C (to the flue gas temperature), and a temperature approach in the L/R heat exchanger of 5 °C. The optimal lean and rich amine loading is approx. 0.21 and 0.52 (mole CO2/mole MEA).

Nomenclature

ANN Artificial Neural Network
API Application Programming Interface
BECCS Bio-energy with Carbon Capture and Storage
CCS Carbon Capture and Storage
CAPEX Capital Expenditure
COBYLA Constrained Optimization BY Linear Approximations
COM Component Object Model
DE Differential Evolution
dT Temperature difference
IPCC Intergovernmental Panel on Climate Change
L/G Liquid to Gas ratio
LHS Latin Hypercube Sampling
L-R Lean/Rich (amine)
MEA Mono Ethanol Amine
NLP Non-Linear Programming
NPV Net Present Value
nRMSE normalised RMSE
NRTL Non-Random Two Liquid
NSGA Non-dominated Sorting Genetic Algorithm
PCC Post Combustion (Carbon) Capture
RMSE Root Mean Square Error
RSM Response Surface Methodology
SLSQP Sequential Least SQuares Programming
SQP Sequential Quadratic Programming
VBA Visual Basic for Applications
VLE Vapour Liquid Equilibrium
WtE Waste to Energy

1 Introduction

According to IPCC [1] some extent of Carbon Capture and Storage (CCS) is required in order to limit global warming to 1.5 °C, either to neutralize emissions from sources with no mitigating measures or to achieve net negative emissions. In particular in relation to bioenergy, carbon capture can lead to net negative CO2 emissions, this is also referred to as BECCS [2]. Waste to Energy (WtE) e.g. combustion/incineration of waste material such as e.g. municipal waste can be considered BECCS due to a high biogenic carbon content [3, 4], and thereby potentially contribute with net negative emissions if equipped with carbon capture technology with sufficiently high CO2 removal efficiency. To achieve post combustion capture of CO2, amine based scrubbing of flue gas with subsequent stripping of CO2 from the amine solution is perhaps the most applied and mature technology. Mono-Ethanol Amine (MEA) is often applied, but a significant challenge also applicable to other amines,
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is the relatively large amount of energy required to regenerate the amine [5].

The optimisation of amine based CO₂ capture from flue gas is of paramount importance and improvements are required in order to reduce the cost of CO₂ removal [6]. Reducing energy requirement and CAPEX has been the subject of numerous studies using rigorous process simulation models, see e.g. [7–14]. Optimisation of CO₂ capture using amine absorption utilising process simulations is a complex task. The underlying models describing the VLE behaviour as well as the absorption/stripper column models are complex, and solving a complete flow-sheet including all unit operations can be tedious and time consuming, and convergence may not always be achieved. In order to enable optimisation, often requiring thousands of flow-sheet evaluations with different input each time, a robust model is required. By representing the complex process simulation by a surrogate (or reduced order) model, this can be achieved. Furthermore, such surrogate models can be considerably faster to evaluate, compared to converging a flow-sheet solver, as well as either numerical or analytical derivatives can be provided expanding the range of available optimisation algorithms.

Several studies have been devoted to formulating surrogate models or reduced order models for carbon capture systems. Li et al. developed a model for an MEA based process using extreme learning machine trained to simulated data from gProms [15] and also using a deep belief network [16]. Chan and Chan [17] trained an Artificial Neural Network (ANN) also utilising a piece-wise linear algorithm to experimental data, considering eight factors (independent variables) and four responses modelled. Plesu et al. [18] developed a surrogate model for the MEA VLE data using multiple linear regression models.

The aforementioned methods were not used in the context of optimisation for e.g. minimisation of energy requirement or maximising CO₂ removal efficiency. Nichitprasittichai and Cremaschi [19] used a response surface model (multiple regression models) as a surrogate model in order to minimize the cost per mass unit CO₂ removed. Wilhelm et al. [12] developed a response surface surrogate model using process simulation and two independent variables and made model adjustments based on experimental data for minimizing the energy requirement. Mores et al. [7] developed a phenomenological mathematical model of CO₂ capture using MEA, validated against experimental data and process simulation and optimised the model for various targets using a local Non-Linear Programming (NLP) optimisation algorithm. Neveux et al. [8] used a surrogate model based on ANN for representing the absorption column and utilising a Sequential Quadratic Programming (SQP) algorithm for minimizing the total equivalent work required for CO₂ absorption and compression. Lee et al. [9] used an approach where an Aspen Plus simulation model was coupled to a multi-objective optimisation algorithm (NSGA-II), but also noted that a significant fraction of simulation evaluation failed to converge or were otherwise infeasible. Chung and Lee [14] developed a reduced order model fitted to simulated input-output data and utilised it for minimising the CO₂ avoidance cost.

In this paper we investigate the optimisation of an MEA based CO₂ capture process on a WtE plant using surrogate models for selected model responses. The surrogate models are trained using multiple simulation runs according to a Latin Hybercube Sampling (LHS) plan known from Design and Analysis of Computer Experiments (DACE). Compared to previous studies the present work is novel by combining a relatively large number of factors (independent variables) with a global optimisation algorithm. A framework of automatic simulation runs from a sampling plan with subsequent surrogate model training is presented. The trained surrogates are validated against an independent simulation test set. The trained and validated surrogate models are used for optimisation with the target of minimising the reboiler specific energy requirement subject to variable bounds as well as constraints in model responses. The framework presented is very general and can easily be modified with an even more rigorous simulation model for generating the training set. It can be expanded with an increased number of variables, responses and constraints. Furthermore, the surrogate model applied can be changed to other choices.

2 Methods

2.1 Simulation model

The process simulations are carried out using AspenTech HYSYS v10 (Aspentech, MA, USA) using the amine property package [20]. The property package uses the Peng-Robinson equation of state [21] for vapour phase and the electrolyte NRTL [22] model for the liquid phase.

The process flow diagram for the modelled process, implemented in the process simulation software, is shown in Figure 1. The flue gas at atmospheric pressure from the Waste to Energy facility is taken as dry flue gas with a composition and flow rate as shown in Table 1. A saturate unit operation ensures that the flue gas is saturated with water vapour at the given inlet temperature to the absorber corresponding to the conditions after a flue gas condensation stage. The wet flue gas enters the absorber at the bottom stage and flows upwards in counter-current flow with MEA which enters the absorber at the third stage from the top. The top two stages are devoted to a water wash section included to minimise MEA losses, but otherwise not used actively in the present study. The flue gas, partially cleaned from CO₂, leaves the top of the absorber.

The MEA which has been in contact with the CO₂ containing flue gas leaves the bottom of the absorber and is denoted rich amine/rich MEA. The rich amine is pumped to the desired pressure necessary in the amine regenerator unit, which consists of a reboiled stripping column with a top condenser. Before entering the stripping column the rich amine is heated by hot lean amine leaving the regenerator unit in the L-R heat exchanger. In the regenerator which is operated above atmospheric pressure, the temperature is increased in order to regenerate the amine i.e. desorption/stripping of CO₂. The supplied heat enables CO₂ to desorb from the rich amine. The amine (partially)
stripped from CO\textsubscript{2} is referred to as lean amine. After the lean amine from the regenerator unit has cross-exchanged heat with the rich amine it is cooled further down to a temperature slightly above the temperature of the wet flue gas. Before entering the absorber the lean amine passes through an amine make-up block which ensures that the concentration of MEA is as specified, and the recirculation rate of the amine solution is also controlled in this unit operation.

The factors i.e. independent variables considered in the present study are summarised in Table 2. The reboiler temperature is implicitly given at the applied regenerator pressure in order to give the boil-up ratio specified. Ideally, all variables in such a study shall be independent and directly manipulated. However, the reboiler temperature in combination with the reboiler pressure cannot be independently set. For instance if a temperature is chosen below the bubble point at the applied pressure, no vapour phase will exist in the regenerator and the unit cannot solve. From an operator point of view, using the reboiler temperature as a variable would be preferred, but in the context of the present study where parameters are varied independently to cover as large a fraction of the parameter space as possible, this is not possible, without introducing constraints already during the phase of formulating the sampling plan. This is indeed a possible strategy, but due to its inconvenience it has been discarded in the present study.

The absorber in the simulation model is modelled with 10 stages (+2 for the water wash section), in order to improve the solver speed and stability [23]. A fixed stage efficiency is set, but scaled up to a constant value of 0.25 for all stages in order to compensate for the reduced number of stages. The stripper is modelled with 10 stages with a stage efficiency of unity. The applied approach is following the one outlined in ref. [24] also with respect to column solver settings. For simplicity pressure drops in columns and equipment are not modelled.

2.2 Sampling and surrogate modelling

A surrogate model of the complex process simulation model is constructed by running the process simulation model for each record in a sampling plan. For each sample the process parameters are varied, and a combination of the sampling plan with the recorded simulation output serves as input for the surrogate model training.

The sampling plan is generated as an optimized Latin-Hypercube [25, 26] by the pyKriging package [27]. Appropriate sampling of the parameter space is important in order to obtain a good quality of the surrogate model trained to the simulation responses [28]. Others suggest that for up to 10 variables a sampling size of 10–15 times the number of variables should suffice [29, 30]. In the present study a sampling size 20 times the number of variables

| Component          | Concentration (mole %) |
|--------------------|------------------------|
| Nitrogen           | 0.805                  |
| Oxygen             | 0.069                  |
| Carbon dioxide     | 0.126                  |
| Flow rate          | 165,600 kg/h           |
|                    | 129,208 Sm\textsuperscript{3}/h |

 Fig. 1. Process flow diagram modelled in the process simulation software.
Table 2. Independent model variables (factors) and applied range.

| Variable                  | Unit    | Low  | High |
|---------------------------|---------|------|------|
| Flue gas temperature      | °C      | 40   | 50   |
| MEA recirculation rate    | m³/h    | 300  | 700  |
| MEA concentration         | w/w %   | 20   | 30   |
| L-R heat exch. min. approach | °C | 5    | 15   |
| Regenerator pressure      | bar     | 1.5  | 3    |
| Lean MEA temperature      | °C      | 0    | 10   |
| Reboiler boil-up ratio    | mole/mole | 0.04 | 0.4  |

has been applied, which has previously been used by the author [31] with good experience.

An automated process of running all the computer experiments defined by the sampling plan is made combining the process simulator with Python (programming language) via COM (Microsoft Component Object Model) [32]. A black-box wrapper is made in Python exposing the process simulation as an object which can be called like a regular function, taking the seven factors/variables as input, and returning the desired output when the simulation has converged. A similar black-box approach has been used by others [31, 33, 34] using either VBA, python or Matlab/Octave as programming layer. For each sample in the sampling plan a corresponding simulation is made and the results recorded.

The object function wrapper exposing the process simulation within Python has built-in a number of restart methods in case the simulation fails to converge. The following three levels of attempts to achieve convergence are implemented; the first level resets the specifications of the L/R heat exchanger from specified min. temperature approach to a specified rich amine outlet temperature, waits for convergence, and then resets back to specified min. temperature approach and waits for the solver to converge; the second level is entered if the first level fails, which closes the simulation and reopens it and solves using the provided input; if the second level also fails a high objective function value is returned to force the solver away from this apparent infeasible region. The first level is quite specific to the simulation case in the present work, and is based on experience, that this is the unit operation most prone to fail or to prohibit the entire flow-sheet from solving.

The sampling plan and recorded simulation model output is used to train a Kriging model [37–39] using the pyKriging package [27, 40, 41]. See also [31, 34, 42, 43] for other examples and more information about Kriging in chemical engineering applications.

2.3 Optimisation

A general optimization problem is considered:

\[
\min (f(x)).
\]  

Subject to the constraints

\[
g_i(x) = 0 \quad \text{for } i = 1, \ldots, p,
\]  

\[h_i(x) \geq 0 \quad \text{for } i = 1, \ldots, q,\]

\[L_r < x_r < U_r \quad \text{for } r = 1, \ldots, n.\]

The objective function \( f(x) \) is minimized, subject to \( p \) equality constraints \( g(x) \), \( q \) inequality constraints \( h(x) \), and \( n \) bounds (upper and lower) on the variables. For the present application the optimisation problem is a global optimisation problem and analytical derivatives are not available directly from the process simulation. Numerical derivatives can be estimated, however, it is often experienced that process simulators based on sequential solvers which include tear-streams/recycles can generate noise in the numerical derivatives due to the applied tolerances [31, 33, 34]. Noise can be reduced by setting extremely low tolerances for the solving of tear-streams, but this comes at the expense of a significantly increased number of iterations for solving the flow sheet and may not be desired. For that purpose derivative-free optimisation routines are required. On the other hand when applying surrogate models numerical derivatives obtained from the surrogate can be smooth and this can also enable choosing derivative based algorithms, with numerical estimates of the derivatives being used [31, 44].

The optimisation is performed with the Differential Evolution algorithm [45–47] which is a global stochastic population based optimisation algorithm (evolutionary algorithm). The implementation is used as-is from the SciPy library [48]. The population size is set to 105 (default 15–n, where \( n \) is the number of factors/variables), all other parameters related to population evolution across generations are using the default values. Once the optimisation has converged the converged solution is used as starting point for a polishing step using a local optimisation method. The following methods are applied: Sequential Least-Squares Programming (SLSQP) [49], the trust-constr method [50], Constrained Optimization BY Linear Approximation (COBYLA) [51, 52], all as implemented in the SciPy library.

For all the above tasks the following python tools and libraries are used: NumPy [53], SciPy [48], Pandas [54], Statsmodels [55], pyKriging [27], LHS-MDU [56], pyWin32 [57] and Matplotlib [58].

3 Results

3.1 Surrogate model validation

The Kriging surrogate models for the seven responses trained to the Latin Hybercube Sampling have been compared to the full simulation model. A test plan with 35 samples generated with a random/Monte Carlo sampling plan has been used for the input. The Monte Carlo sampling plan has not been used in the training of the surrogate models. Output is generated with the full simulation model and the Kriging surrogate models, respectively. In Figures 2 and 3 the output of the surrogate model is depicted vs the output from the full simulation model. One graph is shown for each of the responses. As noted from Figure 2b many of the computer experiments have...
Based on the test set, descriptive statistics are calculated for each of the responses. Both $R^2$ and $R^2_{adj}$ and the Root Mean Squared Error reported in Table 3 indicate that the surrogate models explain most of the variance in the responses. Judging from the $R^2$ and Figures 2–3 it seems that the CO₂ removal rate is the response which is explained the poorest by the surrogate model.

3.2 Optimisation

The trained Kriging surrogate models are used for optimising the settings of the CO₂ removal plant. The objective has been chosen to be minimizing the amine regeneration reboiler specific energy. The constraint function is the CO₂ removal rate and the temperature in the reboiler. The objective is to have a temperature less than 120 °C in the reboiler, a commonly applied upper limit to avoid degradation of the amine, and to have more than 85% of the CO₂ in the flue gas removed. However, other levels of removal will also be investigated. Bounds are applied to all factors/variables according to Table 2. The results of the optimisation are summarised in Tables 4 and 5.

The optimisation is performed with different strategies, the first one used DE as the only method. Three other optimisations are also performed where the optimum found by the DE algorithm is further polished with a local optimiser. Results for the following three polishing methods are shown trust-constr, COBYLA and SLSQP. The polishing runs are performed with the optimal settings found from the DE algorithm as an initial guess. Table 4 shows the optimal settings for all optimisation strategies, the objective function (specific energy requirement) at the optimum is also displayed, both as provided by the surrogate model response used in the optimisation but also calculated using the full simulation model. It is seen that all attempts to polish with a local optimiser seem to have an effect in terms of reducing the objective function to some extent. The following characteristics apply to the optimal settings: The MEA concentration is at the high bound, the minimum temperature approach in the L/R heat exchanger as well as the flue gas temperature is at the low bound, the temperature of the lean amine has an approach of approx. 6.5 °C to the flue gas temperature, the lean MEA rate has a flow rate of 345–360 m³/h, the pressure in the regenerator (stripper/reboiler) has a pressure of 1.83–1.85 bar and the boil-up ratio is approx. 0.13–0.14.

The lean MEA flowrate, corresponding to an L/G ratio of 2.17–2.27 (kg/kg), is somewhat lower than the value of approx. 2.7 (kg/kg) which is found to result in the lowest reboiler duty for a PCC application with flue gas having comparable CO₂ concentrations [59]. One difference to the study of Agbonghae et al. [59] is a higher CO₂ removal efficiency of 90% and an optimisation using a one-factor-at-a-time approach. Simulations performed by Zhang and Chen [60] indicate an optimum L/G ratio between 1.9 and 2.5 (kg/kg) when simulating the experimental results of Mangalapally and Hasse [61] for a flue gas with comparable CO₂ concentrations and removal efficiency.

The optimal stripper/reboiler pressure found is in good agreement with that found by Warudkar et al. [62], who demonstrated that a higher operating pressure of the

Fig. 2. Surrogate model response vs. full simulation model response for (a) CO₂ specific energy consumption (for reboiler), (b) reboiler duty and (c) reboiler temperature.
stripper reboiler was beneficial for the reboiler specific energy requirement with an optimum between 1.75 and 2.0 bara in order not to exceed a reboiler temperature of 120 °C.

The minimum specific energy required is 3.41 MJ/kg CO₂ for COBYLA and SLSQP. For the trust-constr the minimum is 3.398 MJ/kg CO₂, which is more or less the same. These values compare well with reported simulation based optimised values [8], (3.48 MJ/kg, 90% removal efficiency) [10], (3.26, 85% removal efficiency), [10] (3.65 MJ/kg, 85% removal efficiency). Øi reports that the calculated specific energy requirement depends on the model used, and that compared to Kent-Eisenberg, the Li-Mather model showed a reduced specific energy requirement accompanied by removal efficiency [24]. Zhang and Chen [60] demonstrate that an equilibrium model tends to under-predict the energy requirement compared to a rate based model due to an over-estimation of the amine capacity. An experimental value of 3.6 [63] is reported for MEA for PCC with 90% removal efficiency, and 3.63 MJ/kg for

---

Table 3. Validation of surrogate model performance. n-RMSE is the normalised root mean squared error, with normalisation by the mean.

| Response                  | $R^2$ | $R^2_{adj}$ | RMSE  | n-RMSE |
|---------------------------|-------|-------------|-------|--------|
| Specific energy consumption | 0.9987 | 0.9987       | 0.068 | 0.013  |
| Removal rate              | 0.9873 | 0.9868       | 1.089 | 0.012  |
| Reboiler duty             | 0.9997 | 0.9997       | 309.1 | 0.008  |
| Cooling duty              | 0.9983 | 0.9982       | 713.1 | 0.025  |
| Regenerator temperature   | 0.9986 | 0.9985       | 0.302 | 0.002  |
| Lean loading              | 0.9985 | 0.9984       | 0.003 | 0.027  |
| Rich loading              | 0.9970 | 0.9969       | 0.005 | 0.010  |

---

Fig. 3. Surrogate model response vs. full simulation model response for (a) CO₂ removal rate, (b) total cooling duty, (c) CO₂ loading in lean MEA and (d) CO₂ loading in rich MEA.
Table 4. Surrogate model response vs. full simulation model response for (a) CO₂ specific energy consumption (for reboiler), (b) reboiler duty and (c) reboiler temperature.

| Method     | CO₂ removal | Reboiler duty | Cooler duty | Reboiler temp. | Lean loading | Rich loading |
|------------|-------------|---------------|-------------|----------------|--------------|--------------|
|            | (%)         | (kW)          | (kW)        | (°C)           | mole CO₂/mole MEA |
| DE         | 85.27       | 24,555        | 11,127      | 119.9          | 0.201        | 0.518        |
| trust-constr | 85.08       | 24,396        | 10,680      | 119.9          | 0.194        | 0.522        |
| COBYLA     | 85.39       | 24,217        | 10,344      | 119.9          | 0.207        | 0.522        |
| SLSQP      | 85.39       | 24,217        | 10,344      | 119.9          | 0.207        | 0.522        |

The full simulation output responses using the optimal factor settings from optimisation using surrogate models.

Table 5. Surrogate model response vs. full simulation model response for (a) CO₂ specific energy consumption (for reboiler), (b) reboiler duty and (c) reboiler temperature.

| Method     | CO₂ removal | Reboiler duty | Cooler duty | Reboiler temp. | Lean loading | Rich loading |
|------------|-------------|---------------|-------------|----------------|--------------|--------------|
|            | (%)         | (kW)          | (kW)        | (°C)           | mole CO₂/mole MEA |
| DE         | 85.27       | 24,555        | 11,127      | 119.9          | 0.201        | 0.518        |
| trust-constr | 85.08       | 24,396        | 10,680      | 119.9          | 0.194        | 0.522        |
| COBYLA     | 85.39       | 24,217        | 10,344      | 119.9          | 0.207        | 0.522        |
| SLSQP      | 85.39       | 24,217        | 10,344      | 119.9          | 0.207        | 0.522        |

93% removal efficiency [60, 61] yet others report higher values [61, 64]. Direct comparison with values from the present study with the work of others is difficult and ideally all relevant operating parameters shall be considered such as flue gas CO₂ concentration, MEA concentration, L/G ratio, stripper/reboiler pressure, reboiler temperature, temperature approaches, etc.

In Table 4 the specific energy is also calculated with the full simulation model using the optimum found from using the Kriging surrogates. As seen the specific energy calculated using the full simulation closely matches the results from the surrogates. It is interesting to note that for the full simulation model, the optimum found polishing with COBYLA/SLSQP is slightly better than the polishing with trust-constr. This indicates that the multi-dimensional hyper-surface of the objective function has been skewed to some extent due to an imperfect fit of the Kriging model. This might be minimised by increased sampling, and/or intelligent infill of additional data points for training the surrogate models. However, in the present case the information loss and inaccuracy of applying surrogate models for the optimisation are considered well within acceptable limits. In Table 5 the model responses found from the full simulation runs are also displayed, and it is evident that shifting from the surrogate to the full simulation model the main constraints are (still) met i.e. the CO₂ removal is above 85% and the reboiler temperature is below 120 °C. It is also seen from the results that the optimum values for the lean and rich amine loading are 0.19–0.21 and 0.518–0.522, respectively. The latter value is in good agreement with [64] showing a generally decreasing trend for the specific energy requirement with the minimum energy requirement occurring as the rich loading approaches 0.55 mole CO₂ per mole MEA. The lean loading is in agreement with results from Lee et al. [9], who also discovered an optimal moderate lean loading of approx. 0.19 for minimal power requirement. The difference between the two levels, which is equal to 0.31–0.33, is in good agreement with [9] and also with the acid gas pick-up used in simplified engineering calculations [65].

3.3 Sensitivities

A sensitivity analysis is performed in order to investigate how sensitive the specific energy requirement is to changes in the independent variables. The sensitivity analysis is not performed as a one-factor at a time i.e. holding all other independent variables constant. Instead for each different setting of the variable investigated a full optimisation is performed with the differential evolution algorithm, allowing all the remaining variables to vary within their bounds (cf. Tab. 2) to achieve the minimum specific energy requirement. For each variable setting and associated optimisation the same constraints as used in the previous section i.e. a minimum CO₂ removal rate of 85% and a maximum reboiler temperature of 120 °C are applied. The results of this sensitivity analysis are summarised in Figure 4.

As seen from Figure 4 the sensitivity increases in the following order lean amine to flue gas temperature approach, min. temperature approach in the L/R heat exchanger, flue gas temperature, MEA concentration, regenerator pressure and L/G ratio. The temperature of lean amine relative to the temperature of the flue gas has very little influence on the specific energy requirement, meaning that this value can be set more freely and taking other considerations into account such as e.g. optimisation of heat recovery from lean amine or similar. The L/R exchanger min. approach clearly favours an approach which is as small as possible, but the effect is moderate. In reality setting this parameter will also to a large extent be a trade-off with respect to the size and...
the cost of the heat exchanger equipment, and the CAPEX/NPV perspective may rule out a very low temperature approach [10]. The flue gas temperature is also optimal at the low bound, again this is determined by the amount of flue gas cooling/condensation upstream and this may also be constrained by CAPEX/NPV considerations. Further, this optimum may also be affected if an effect of stage efficiency as a function of temperature was included.

High amine concentrations are favoured to keep the specific energy requirement as low as possible. Again, the choice of amine concentration is a matter of other considerations such as the requirement for corrosion inhibitor, equipment and piping materials selection (carbon steel vs. stainless steel), etc. The two most important parameters are the L/G ratio and the regenerator pressure and both have a considerable impact on the specific energy requirement. Especially the L/G ratio may be subject to variations in off-design cases with lower than design flue gas flow. The results clearly indicate that the facilities can benefit from being able to adjust the amine flow to the actual flue gas flow by e.g. utilising variable frequency drive on the

---

**Fig. 4.** Sensitivity analysis for independent variables (a) shows sensitivity of specific energy requirement to variations in temperature approaches of lean amine to flue gas, the L/R heat exchanger and the flue gas temperature. Abscissa is the temperature relative to the mid bound cf. Table 2. Panel (b) shows sensitivity to changes in regenerator pressure, L/G ratio and concentration of MEA solution. Corresponding abcissa bounds are given for each variable in the legend.

**Fig. 5.** Pareto optimal CO₂ removal vs. specific energy requirement. Pareto frontier (a), corresponding lean and rich amine CO₂ loading (b), liquid-to-gas ratio (lean amine/flue gas) and regenerator pressure for pareto optimal settings (c). The grey area in (a) represents possible nonoptimal solutions.
circulation pump or alternatively that the plant is flexible with respect to adjustments of other operating parameters in order to minimize the penalty of off-design operation.

3.4 Pareto optimality

An analysis is made investigating the minimum achievable specific energy requirement as a function of the CO₂ removal efficiency i.e. a pseudo multi-objective optimisation seeking to maximise the CO₂ removal efficiency at minimal specific energy requirements. The term pseudo is used to emphasise that this is not a true multi-objective optimisation, but merely a single objective optimisation, where the specific energy requirement is minimized, at increasing minimum CO₂ removal efficiency (constraint). From this analysis a Pareto plot/frontier is constructed cf. Figure 5a.

As seen from Figure 5a the specific energy requirement is a weak function of the CO₂ removal efficiency, yet steadily increasing, up to approx. 92% removal efficiency. From this point on, the specific energy requirement increased abruptly. This is qualitatively in agreement with experimental findings [64]. Figure 5b shows the lean and rich amine loading for the optimal settings, and it is observed that both lean and rich amine loading decreases as a function of removal efficiency, again in qualitative agreement with both experimental [64] and theoretical findings [11]. The difference being more or less constant up to the highest removal efficiencies, where the rich amine loading drops more than the lean loading. Figure 5c shows the required lean amine rate expressed as the liquid-to-gas (L/G) ratio as well as the optimal regenerator pressure. The L/R ratio is somewhat fluctuating up to approx. 85% removal efficiency, from where it starts to increase monotonically. First, the increase is moderate up to around 92% removal efficiency, from where it increases abruptly. This trend is similar to the required specific energy. The regenerator pressure is between 1.80 and 1.92 bara for the full range of CO₂ removal efficiencies, with a range of 1.80–1.86 being favoured once the CO₂ is above 80%.

4 Conclusion

It has been demonstrated that representing a complex process simulation of CO₂ removal from flue gas using MEA as absorbent via a properly trained surrogate model, in this case using Kriging, is a very powerful tool for enabling black-box derivative free global optimisation in order to minimise the energy requirement for removing CO₂. While seven factors or independent variables are used, the method can easily be expanded with even more variables [31]. The methods outlined in the present paper are not specific to Aspen HYSYS, but can be applied to any process simulator with a property package describing the CO₂/H₂O/Amine VLE behaviour and where the simulation is exposed via an API such as Windows COM or similar for effective data generation. The method can also be extended using a more rigorous rate-based model for even higher fidelity. Future works investigating other choices of surrogate models such as ANN, deep learning or similar would be very welcome, and could expand the versatility of the methods even further.

It is found that for meeting a CO₂ removal efficiency of 85% for a flue gas containing 12.6 mole % CO₂ and a reboiler temperature limited to max. 120 °C, an L/G ratio of approx. 2.2 (kg/kg) is optimal. This is accompanied by a stripper/regenerator pressure of 1.85 bara, a temperature of the flue gas at the lower bound, a temperature approach of the lean amine entering the absorber of 6.5 °C (to the flue gas temperature), a temperature approach in the L/R heat exchanger of 5 °C. The optimal lean and rich amine loading is approx. 0.21 and 0.52 (mole CO₂/mole MEA). Calculating the pareto frontier for minimum specific energy requirement at different CO₂ removal efficiencies, demonstrates that CO₂ efficiencies above approx. 92.5% is penalised hard with respect to increased energy demand, which occurs when the L/G ratio exceeds 2.5 (kg/kg).
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