Fine-Grained Recognition of Surface Targets with Limited Data
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Abstract: Recognition of surface targets has a vital influence on the development of military and civilian applications such as maritime rescue patrols, illegal-vessel screening, and maritime operation monitoring. However, owing to the interference of visual similarity and environmental variations and the lack of high-quality datasets, accurate recognition of surface targets has always been a challenging task. In this paper, we introduce a multi-attention residual model based on deep learning methods, in which channel and spatial attention modules are applied for feature fusion. In addition, we use transfer learning to improve the feature expression capabilities of the model under conditions of limited data. A function based on metric learning is adopted to increase the distance between different classes. Finally, a dataset with eight types of surface targets is established. Comparative experiments on our self-built dataset show that the proposed method focuses more on discriminative regions, avoiding problems like gradient disappearance, and achieves better classification results than B-CNN, RA-CNN, MAMC, and MA-CNN, DFL-CNN.
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1. Introduction

The recognition of surface targets has attracted broad interest from researchers in recent decades because of its diverse applications in marine monitoring and investigations, such as maritime patrols, rescue operations, and illegal-vessel screening, which are crucial for coastal countries [1]. Typical surface targets include rocks, reefs, buoys, fishing boats, tugboats, and different types of warships. In addition, the recognition approaches should resolve various types of environmental changes and view-points.

In the past two decades, various algorithm for surface target recognition have been proposed. These methods can be roughly divided into moment-based [2], knowledge-based [3], model-based [4], and neural network-based [5,6]. However, these methods are mainly aimed at fixed scenes, static targets, and require a large amount of labeled data, which are difficult to implement in water scenes. Therefore, previous methods do not perform well in water scenes. In addition, changing the distance and view-points results in variations in the targets’ size and posture, which brings huge challenges for surface target recognition. It can be summarized that the differences in intra-class are large and those in inter-class are small. Some visually similar subcategories cannot even be recognized by untrained-personnel. With the development of deep learning, convolutional neural networks (CNNs) are widely used to detect and classify objects. However, the CNN model is more prone to overfitting because of complicated and similar appearance of surface targets. Moreover, a majority of existing methods used in detection and recognition are based on remote sensing images [7] rather than visible light images. With this regard, there are a few works aimed at visible light images of surface targets.
Therefore, there is no complete and large-scale dataset that limits the improvement of networks’ learning ability. Therefore, as shown in Figure 1, a surface target fine-grained recognition algorithm based on deep learning is proposed under limited-data conditions. First, a dataset of eight types of targets including rocks, reefs, buoys, fishing boats, tugboats and other types of warships is established in response to the lack of a public surface target dataset. Thereafter, owing to serious background information interference, changing the posture and scale of surface targets, a new multi-attention residual model is proposed, which allows the deep learning network to focus on the areas with distinguishing characteristics, thus avoiding gradient disappearance and gradient explosion. Moreover, transfer learning [8] is adopted to improve feature expression capabilities under the condition of limited training data. The parameters of the network pretrained on large-scale datasets are transferred to the task of surface target recognition. The parameters of the first convolutional layers are frozen, and the rest of the parameters should be fine-tuned on our self-built dataset. Finally, for the problem of small differences between subclasses and large differences within classes, a loss function based on metric learning [9] is introduced, which is suitable for multidimensional targets. It can target diverse dimensions and enrich the feature information of surface targets to make the neural network converge better and faster.

**Figure 1.** Illustration of the proposed algorithm. At the top, a limited self-built dataset is established and parameters of large-scale datasets are transferred into the former. At the bottom, an image is input into the multi-attention residual model, and then N-pair loss based on metric learning is used for classification.

In summary, the main contributions of this paper are as follows:

1. Establishing a dataset of surface targets, including different categories.
2. Introducing a multi-attention mechanism based on residual networks, and fusing the channel attention module and spatial attention module to focus on the discriminative area and further improve the classification accuracy.
3. Transfer learning and the N-pair loss function are adopted to make the networks express richer features and converge better and faster.
After training and testing, the accuracy of this model reached 90.5% on self-built dataset. Experimental results show that the method proposed in this paper can accurately identify surface targets, and is superior to most mainstream fine-grained recognition methods. The remainder of this paper is organized as follows. Section 2 introduces the research progress of fine-grained classification. Section 3 presents the multi-attention residual models and other methods used in this study. The training process and experimental results are described in Section 4, and Section 5 presents the conclusions.

2. Literature Review

The recognition of surface targets, especially classification of different ships, is essentially a fine-grained classification [10]. The purpose of fine-grained classification is to distinguish different subcategories of objects within the same category. This article refers to the division of different subcategories of surface targets. Owing to changes in the background and shooting angle of view, the appearance of objects of the same subcategory may vary greatly. At the same time, the visual differences of objects of different categories may be relatively small. Therefore, fine-grained classification is a challenging task. According to the differences in the structure and number of neural networks, the existing fine-grained classification methods based on deep learning can be divided into the following three types: (1) Integrating single or multiple deep neural networks for direct classification; (2) applying deep neural networks as feature extractors to locate and align different parts of fine-grained objects better; and (3) using attention mechanisms to enhance the focus on distinguished regions.

In this section, we first introduce the development of a single CNN and the integration of multiple networks. Thereafter, a method of positioning and alignment based on part detection is presented. The last part of this section reviews the attention-based methods.

2.1. CNN and Ensemble of CNN

CNN has a long history in the field of computer vision. It was first proposed by LeCun et al. [11], and applied to recognition tasks. The superior performance of LeNet-5 in recognition tasks prompted researchers to apply it to fine-grained image classification. It serves as a backbone of neural networks even today. Later, AlexNet [12] containing eight learnable layers, was the ILSVRC-2012 competition Winner, with a test error rate of 15.3%. The large number of trainable parameters and the introduction of activation functions promoted the development of deep learning. VGGNet [10] achieved the highest accuracy of the ILSVRC14 classification and positioning tasks. Its depth increased by using 3 to 3 filters, and its layers included 16–19 floors. An innovation of VGGNet is that all hidden layers are equipped with rectification nonlinearity in order to reduce the computational burden and overfitting. GoogLeNet [13] created the latest level of classification and detection in ILSVRC14. GoogLeNet has a total of 22 deep layers and adopts the “inception module.” The convolution kernel of 1 × 1 reduces the dimensions and improves the utilization of computing resources. It can be seen that with the development of deep learning, the number of layers in the networks is increasing. However, owing to the problems of gradient disappearance and gradient explosion, deeper networks will cause performance degradation.

ResNet [14], using a “shortcut” to fuse low-level features with high-level features, was proposed in order to solve this problem. In ResNet, the final output not only has the features passed down through the multilayer network but also has the initial features of the network. Therefore, the residual block could reduce the influence of gradient disappearance. With increasing number of layers of deep learning networks, their ability to express features improves, but a single CNN has a limited effect on fine-grained classification with small visual differences. Thus, the CNN integration is proposed.

The subset feature learning network [15] is one of the representatives of the ensemble network, which consists of two main parts: a general CNN and several specific CNNs. The general CNN is trained and fine-tuned on the total object dataset, whereas specific CNNs are trained on K subsets of visually similar subcategories. Learning a separate CNN for each K subsets of the target dataset makes it easier to distinguish visually similar species. However, when there are many subcategories,
the number of CNNs will be very large, which will undoubtedly increase the complexity of the structure and will not be conducive to implementation. Similar to the subset feature learning network, the MixDCNN [16] system also learns K-specific CNNs. However, it does not need to divide the dataset into subsets of K similar images in advance. The image is fed into all K CNNs, and the output from each CNN is combined to form a classification decision. MixDCNN needs to train K CNNs, and the parameters that need to be trained are quite large, so it consumes significantly more computing resources. The bilinear model [17] is an integrated network composed of two feature extractors. The output is fused before entering the classifier to obtain an image descriptor. The bilinear model used for image classification consists of four tuples, $\beta = (f_A, f_B, P, C)$, where $f_A$ and $f_B$ are the feature functions, $P$ is the pooling function, and $C$ is the classification function. The difference in the feature function is reflected in the composition of the convolutional layer and the pooling layer, which is related to the characteristics of the image. Compared with the previous networks, the bilinear model occupies less network and computing resources, which is more conducive to implementation.

### 2.2. Methods Based on Location Detection and Alignment

In fact, for different subcategories, subtle differences in appearance only exist in several parts, such as the head and torso of birds or the deck and sides of ships. Therefore, it is important to locate and detect related parts to reduce the influence of posture and shooting angle changes in fine-grained classification. A majority of methods based on location detection and alignment follow the process shown in Figure 2.

![Flowchart of Location Detection and Alignment](image)

**Figure 2.** Process of methods based on detection and alignment. First, images are input into convolutional neural networks (CNNs), through which the key points or regions can be extracted and located. Thereafter, the module determines whether the images are aligned with prototypes. If not aligned, the images would be trained again until they are aligned. Finally, the images can be classified accurately.

Zhang et al. [18] proposed a part-based R-CNN, which uses the R-CNN [19] algorithm to first detect the object level (such as ships) and its local areas (deck, cabin, etc.,) on fine-grained images. Then, the image patch is divided as input, and train by CNN separately. Eventually, the features of object level and local area are fused to obtain the feature description of fine-grained image. The algorithm has strong practicability and high accuracy. Its shortcomings are as follows: (1) The bottom-up region generation method used generates a large number of irrelevant regions; (2) a bounding box and part annotation are required in training and testing, which limits the application of part-based R-CNN in actual scenes.

The pose normalized CNN [20] uses the DPM to predict 2D positions and 13 key points of semantic parts, or directly uses the provided object frame and part labelling information to learn pose prototypes. The images of different parts are wrapped, and different DCNNs (AlexNet) are used to extract their features. The features of each part and the entire image are stitched to train the classifier.
The innovation of the pose normalized CNN is to use the prototype to perform the posture alignment operation on the image and to extract the features of different network layers for different local areas in an order to construct a more discriminative feature representation. In addition, the interference of different postures of subcategories is further considered to reduce the impact of intra-class variance, thereby achieving better performance. The pose normalized CNN achieved a 2% higher classification accuracy than the based R-CNN when using the same amount of labelled information.

With the wide application of the FCN [21], the Mask CNN [22] was subsequently proposed. The model is divided into two modules, the first is a part localization block, and the second is the feature learning of global and local image blocks. It should be pointed out that the difference from the previous two works is that a part-based segmentation model is learned with the help of the FCN in the Mask-CNN. After obtaining the Part Mask, the corresponding image block can be obtained by cropping. At the same time, two masks can be combined to form a complete object mask. Moreover, part mask and object mask also play the role of “selecting useful convolutional descriptor”, which can remove the interference of background convolutional descriptors, and then describe the feature description of fine-grained images. Although the method based on part detection and alignment largely avoids the influence of posture and shooting position and improves the accuracy of fine-grained recognition, the acquisition of annotation information, such as bounding boxes and part annotation is very expensive. To a certain extent, this limits the practical application of such algorithms.

2.3. Methods Based on Visual Attention

The vision attention mechanism is a signal processing mechanism unique to human vision. Specifically, when people are looking at something, the vision system first obtains the target area that needs attention by quickly scanning the global image, and then suppresses irrelevant information to obtain the target of interest. Because the method based on the vision attention model can locate distinguishing areas in the image without additional annotation information (such as the target location bounding box and the location labelling information of key parts), it has been widely used in recent years, especially in the field of fine-grained detection and classification of images.

The two level attention algorithm [23] was the first attempt to achieve fine-grained image recognition without relying on additional annotation information, but only using category labels. After that, two-level attention has been widely used in the field of fine-grained recognition. Two-level attention combines three types of attention: bottom-up attention for generating candidate image blocks, object-level top-down attention for selecting related blocks to form specific objects, and component-level bottom-up attention for locating discriminative components. A specific DCNN is trained by integrating these types of attention mechanisms to extract foreground objects and components with strong features. The model is easy to generalize and does not require bounding boxes and component annotations. Overall, the two-level attention model solves the problem of how to detect local areas when there are only category labels. However, the accuracy of the local areas obtained by the clustering algorithm is limited.

Another representative work is the recurrent attention convolutional neural network (RA-CNN) proposed in 2017 [24]. This model imitates the RPN (region proposal network) network in a faster-RCNN [25], and proposes to use the APN (attention proposal network) network to locate the discriminative regions in images. It uses the rank loss function (rank loss) in the training process to ensure that the attention model is positioned more accurately. However, the RA-CNN is not very robust and cannot handle unusual gestures, which are common in tasks of fine-grained recognition.

Later, a three-linear attention sampling network (TASN) [26] was proposed to solve the problems above. The proposed TASN consists of a three-linear attention module, an attention-based sampler and a feature extractor, which are used to learn the subtle feature representations from a few hundred fine-grained image recognition suggestions. The partial network and the main network are denoted as “teacher” and “student” respectively, and the TASN is optimized in the teacher–student approach. The part network learns fine-grained features from images that retain details. The main net takes the
retained structure of an image as input, and refines a specific part (guided by the partial net) in each iteration. Therefore, fine-grained features can be efficiently extracted into a single main network.

However, the existing fine-grained algorithms are not suitable for surface target recognition for the following reasons: (1) As the data scale of surface targets is limited, the neural network cannot obtain better feature expression ability; (2) owing to different shooting angles and the incompleteness of distinguishing parts, the diversity of postures is not easy to align; (3) the scale inconsistency and the blur of local information caused by different shooting distances are not conducive to the training and learning of key information.

3. Methodology

This section includes four subsections: (1) surface target dataset; (2) proposed model; (3) transfer learning; (4) loss function based on metric learning.

3.1. Surface Target Dataset

Currently, there is no public large-scale dataset on surface targets. In order to obtain a reliable and complete dataset, we not only download highly recognizable pictures from the website, but also use Hikvision DS-9008/9016HQH-XT (Hikvision, Hangzhou, China) to take images of various ships in the field to form a surface and marine target dataset. Hikvision DS-9008/9016HQH-XT (Hikvision, Hangzhou, China) supports third-party cameras and has access to HD-TVI cameras. In addition, 800W pixel high-definition network video preview, storage, and playback are allowed in this camera. The source of data is not only the captured pictures but also the intercepted video frame images. Moreover, both HDMI1 and VGA output resolutions can reach up to 1080p, which can get more high-quality pictures.

As shown in Figure 3, there are a total of eight types of targets including rocks, reefs, buoys, fishing boats, tugboats, and various warships. Images in Figure 3a are downloaded from websites, and images in Figure 3b are taken or intercepted in real scenes. It should be noted that the original size and posture of each image are different. In order to facilitate the processing of the model, the size of each picture is normalized.

![Figure 3. Samples of self-built dataset: (a) Examples of images that are downloaded from the website; (b) examples of images that are collected from real scenes and intercepted from videos.](image-url)
3.2. Proposed Model

3.2.1. ResNet-50

The features learned by deep networks can be enriched by the stack of network layers (depth). Theoretically, better results can be achieved when the model is deeper. However, there exists degradation problems in deep networks. As the depth of the network increases, the accuracy of the network becomes saturated or even decreases. Residual learning is introduced to solve the degradation problem. For a stacked layer structure like Figure 4, when the input is $x$, the learned feature is $H(x)$. Now we believe that it can learn the residual $F(x) = H(x) - x$, so that the original learning feature is actually $F(x) + x$. The reason for this is that residual learning is easier than direct learning of original features. When the residual is 0, the stacked layer only performs identity mapping at this time. In fact, the network performance does not decrease. Since the residual will not be 0, which would make the stacked layer learn new features based on the input features so as to have better performance.

![Figure 4. Structures of convolutional blocks: (a) the plain block; (b) the residual block.](image)

The proposal of ResNet effectively solves the problem of the disappearance of the deep network gradient, greatly improves the classification accuracy, and has good portability, which is helpful for the introduction of transfer learning. For the recognition of surface targets, it is necessary to learn the subtle differences. The required training parameters are huge, which makes it impossible to use neural networks with fewer layers. Therefore, this study selects ResNet-50 as the part of model feature extraction. ResNet-50 contains five groups of conv1-conv5 convolutional blocks, a total of 49 convolutional layers and a fully connected layer, which is 50 layers together.

3.2.2. Multi-Attention Model

Attention mechanism is a common feature-enhancement strategy in the field of image classification and recognition, derived from the simulation of the unique visual signal processing mechanism of the human brain. When people observe and recognize objects, they will focus their attention on the salient parts of the target while ignoring some global and background information. This selective attention mechanism is similar to extracting discriminative parts in fine-grained image classification tasks. Therefore, the attention mechanism has been widely used in the field of fine-grained image classification in recent years. In the task of surface target recognition, there is a large amount of irrelevant or disturbing information, so it is very important to focus on the areas with distinguishing characteristics. In addition, for objects such as ships, different shooting distances and angles will lead to changes in scale and posture. Grasping its inherent and spatial characteristics also plays an important role in accurate recognition of surface targets. To this end, we introduce a multidimensional attention mechanism, as shown in Figure 5: extracting the attention weight maps of the channel and
space dimensions respectively, and distributing the weights to the original feature maps for feature fusion, and finally entering the next stage of feature extraction.

The following are the feature extraction and fusion processes of channel attention and spatial attention modules:

1. **Channel attention module**

The convolution feature map generated by the residual model contains different feature channels. In fine-grained image classification, some feature channels may represent different information in the image, such as color and size, and channels may contain irrelevant or redundant information, such as background and noise. Therefore, focusing on effective feature channels that contain discriminative local information and giving them a higher weight distribution can significantly improve the accuracy of fine-grained classification.

The feature extraction and fusion steps of the channel attention module are as follows:

- **Take the convolutional feature map** $F$ generated by the residual network as the original input, let $F \in R^{w \times h \times t}$, where $w \times h$ represents the spatial dimension, and $t$ represents the number of channels. In order to effectively extract the channel attention, $F$ will be compressed in the spatial dimension, and the feature of the same channel is compressed into a real number. This step can be achieved by pooling operation.

- **Adopt a multi-scale pooling method**: use the maximum pooling function $p_m$ and the average pooling function $p_a$ respectively to reduce the dimensionality to obtain two sized feature vectors $1 \times 1 \times t$. Then, input the two vectors into the same shared network to obtain the attention of the channel dimension weight distribution. The shared network is composed of a multi-layer perceptron with a hidden layer.

- **Perform the corresponding element summation operation** on the two output vectors after redistributing the attention weight, and use the Sigmod activation function to map the merged feature vector to generate the channel attention weight, $A_c \in R^{1 \times 1 \times t}$.

- **Finally, the attention weight** $A_c$ and the original feature map $F$ are fused. Here, a fusion method of multiplying the corresponding elements is used to obtain the fused attention feature map $F_c$, $F_c \in R^{w \times h \times t}$. Replace the original input features $F$ with $F_c$ to achieve the attention extraction of the channel dimension.

The channel attention extraction and fusion process can be represented as follows:

$$A_c = \sigma[M[p_m(F)] \oplus M[p_a(F)]]$$  \hspace{1cm} (1)
In Equation (1), \( p_m \) and \( p_a \) are the maximum pooling and average pooling functions, respectively. \( M \) represents a shared network containing multi-layer perceptron, while \( \oplus \) represents the summation of the corresponding elements of the vector. In Equation (2), \( \sigma \) indicates the Sigmod activation function. \( A_c \) is the channel attention weights, \( A_c \in \mathbb{R}^{1 \times 1 \times t} \). \( \odot \) shows the multiplication operation of the corresponding elements of the vector, while \( F_c \) is the attention feature map after step fusion, \( F_c \in \mathbb{R}^{w \times h \times t} \).

2. Spatial attention module

Different from the channel attention module, the spatial attention module is aimed at focusing on the spatial position information of targets, which is a supplement to the channel attention. It is also important for the learning of variable scale and posture data. It is necessary to introduce spatial position information for surface targets, since their posture would change with the shooting angle.

The feature extraction and fusion steps of the spatial attention module are as follows:

- The convolutional feature map \( G \) generated by the residual network is used as the original input, \( G \in \mathbb{R}^{w \times h \times t} \). \( w \times h \) represents the spatial dimension, while \( t \) is the number of channels. \( G \) is compressed to obtain the spatial attention information along the channel axis, through which a list of channel values is compressed into a channel. This step can be achieved by the pooling of the channel dimension.

- The same multi-scale pooling method is adopted: the maximum pooling function \( p_m \) and the average pooling function \( p_a \) are used for dimensionality reduction to obtain two feature maps, size of which is \( w \times h \times 1 \). The two feature maps are spliced along the channel axis using the corresponding element summation method. Get a new feature map of size.

- Use a \( 3 \times 3 \) convolution kernel to convolve the spliced feature map, compress it again to \( w \times h \times 1 \), and use the Sigmod activation function to map the convolved feature map to generate a spatial attention map \( A_s \), \( A_s \in \mathbb{R}^{w \times h \times 1} \).

- Finally, the spatial attention map \( A_s \) and the original feature map \( G \) are fused using the corresponding element point multiplication method, and the fused spatial attention feature map \( G_s \) is obtained, \( G_s \in \mathbb{R}^{w \times h \times t} \). The original input feature \( G \) is replaced with \( G_s \) to achieve the attention extraction of the spatial features.

The spatial attention extraction and fusion can be expressed by the following equations.

\[
A_s = \sigma \left\{ J_{3 \times 3} [p_m(G) \oplus p_m(G)] \right\} \tag{3}
\]

\[
G_s = G \odot A_s \tag{4}
\]

In Equation (3), \( p_m \) and \( p_a \) are the maximum pooling and average pooling functions, respectively. \( \oplus \) represents the summation operation of corresponding elements, and \( J_{3 \times 3} \) means the convolution operation using a \( 3 \times 3 \) convolution kernel of size. \( \sigma \) is the Sigmod activation function, and \( A_s \) is the spatial attention map, \( A_s \in \mathbb{R}^{w \times h \times 1} \). In Equation (4), \( \odot \) indicates the dot product operation of the corresponding element, while \( G_s \) is the attention feature map after fusion, \( G_s \in \mathbb{R}^{w \times h \times t} \).

After adding two attention modules with different dimensions, the network has acquired richer attention features.

3.3. Transfer Learning

Training of deep learning networks requires large datasets. The amount and quality of data directly affect the generalization function and robustness of the learned model. In particular, when the training sample is insufficient, the generalization function of the model is poor, but it is expensive to collect a sufficient amount of high-quality data for surface targets. Transfer learning allows us
to handle data-constrained scenarios by using the data labels of other related tasks or domains that already exist. This method stems from the fact that people could obtain useful knowledge from familiar source domains when faced with unfamiliar target tasks. In the task of surface target recognition, a large amount of effective data cannot be obtained because of the high cost of collection and labeling. Direct training with limited data may result in severe overfitting or failure to converge. Therefore, this article introduces transfer learning to combine the general features learned under public datasets with specific features of surface targets under a self-built small sample dataset as Figure 6. First, the model is pretrained on a large-scale public dataset (we choose ImageNet here). Thereafter, part of the parameters is transferred into our self-built small dataset for tuning.

The deep learning network used in this task is inherently transferable. CNNs have a good hierarchical structure. Generally speaking, ordinary CNNs have a hierarchical structure of convolution-pooling-convolution-full connection. When the depth is considerable, the CNN can extract the features of each level. For the recognition of surface targets, especially when recognizing ships, the shallow layer of convolutional layers usually extracts the color, contour, and edge features of the image, while the upper layer of convolutional layers extracts features that have obvious identification elements such as sizes, postures, decks, and barrels.

According to the data size of the own sample and the similarity between the own dataset and the source dataset, transfer learning methods can be divided into four categories:

- When the amount of data is small and the datasets are highly similar, the linear classifier only needs to be trained.
- When the amount of data is large and the similarity of the datasets is high, multiple layers need to be fine-tuned. In other words, network weights should be pre-trained to initialize the weights of the network.
- When the amount of data is small and the datasets are very different, most of the network needs to be reinitialized.

**Figure 6.** Steps of transfer learning. First, suitable source dataset should be found. Then, the model is pretrained on the source domain. Eventually, parameters are transferred and fine-tuned on our self-built dataset.
• The amount of data is very large, and the datasets are very different, the datasets need to be fine-tuned with multiple layers.

In order to enlarge the feature expression ability of the deep learning network, we choose ImageNet as the source dataset, which contains a total of 1000 different objects and various types of ships. Because the self-built small sample dataset has limited data and is quite different from the source dataset, it is necessary to initialize most of the network according to the above method 3, that is, to freeze the shallow features and fine-tune multiple layers. The parameters of which layer needs to be frozen are determined by the results of the experiment.

3.4. Loss Function Based on Metric Learning

This study uses $N$-pair loss in metric learning. The purpose of metric learning is to learn a data-embedding expression technology that can make similar data closer and dissimilar data more far away in the embedding space. In recent years, deep metric learning has attracted widespread attention. It can learn a non-linear embedded expression and has achieved great success in the field of face recognition and image retrieval. When recognizing visually similar surface targets, metric learning works well. In order to increase the difference between different subclasses, we choose to use $N$-pair loss.

In metric learning, triplet loss was the first that was widely used. It targets both a pair of positive samples and a pair of negative samples as shown in Figure 7a. By introducing triplet loss, neural networks can make the distance between positive samples as small as possible, and make the distance between negative sample pairs as large as possible, so as to increase the inter-class differences and reduce the intra-class differences. However, this method can only focus on a pair of negative sample pairs, and lacks the ability to distinguish various types of samples, which is not suitable for situations where there are many types of targets. In order to improve this situation, $(N + 1)$-tuplet loss that selects multiple negative sample pairs is proposed. In other words, a pair of positive sample pairs selects all other samples of different categories as negative samples and combine them to obtain negative sample pairs, as shown in Figure 7b.

![Diagram of different loss functions](image_url)

Figure 7. The diagram of different loss functions: (a) triplet loss; (b) $N$-pair loss.

If there are $N$ categories in the dataset, each positive sample pair $y_{i;i'}$ corresponds to $N − 1$ negative sample pairs.

Set $x ∈ X$ as input data, and output label $y ∈ \{1, 2, …, L\}$ for it. $x^+$ and $x^−$ are positive and negative samples of $x$ to indicate that $x$ and $x^+$ are from the same class, $x$ and $x^−$ are from different classes,
respectively. The kernel \( f(\cdot; \theta) = \chi \rightarrow \mathbb{R}^K \) generates embedded vector \( f(x) \). For simplicity, \( x \) in \( f(x) \) is usually omitted, and \( f \) would inherit all subscripts and subscripts. \((N+1)\)-tuplet loss is defined as:

\[
L\left([x, x^+, [x_i]_{i=1}^{N-1}, f]\right) = \log\left(1 + \sum_{i=1}^{N-1} \exp(f^T f_i - f^T f^+ \right)
\]

(5)

Tuplet loss involves all categories of negative examples that are desirable, but it is impractical when the number of output categories \( L \) is large. Even if we limit the number of negative examples for each category to one, performing standard optimization (such as random gradient descent (SGD)) is still too onerous. In order to avoid excessive computational burden, this test introduces an effective batch-processing structure. Let \( ([x_1, x_1^+], \ldots, [x_N, x_N^+]) \) be instances from \( N \) different categories, and construct \( N \) tuples from \( N \) pairs of samples, denoted by \([S_i]_{i=1}^N\), where \( S_i = \{x_i, x_i^+, x_i^+_{1}, \ldots, x_i^+_{N}\} \). Here \( x_i \) is a positive sample and \( x_j, j \neq i \) is a negative sample. \( N \)-pair loss can be expressed as:

\[
L_{N\text{-pair}}(\{(x_i, x_i^+_{N})\}_{i=1}^N; f) = \frac{1}{N} \sum_{i=1}^{N} \log\left(1 + \exp(f_i^T f_i^+ - f_i^T f_i^+)\right)
\]

(6)

4. Experiments and Analysis

4.1. Parameters Setting and Data Enhancement

In this study, the open source deep learning framework PyTorch is used as the platform, and NVIDIA GTX 1060T (NVIDIA, Santa Clara, CA, USA) is used to optimize through SGD. Owing to the small size of the self-built dataset, training directly on the residual network may not converge. Therefore, ResNet-50 is first pre-trained on the ImageNet for initialization, and then the model is transferred and trained again on self-built surface target dataset. When images are trained on ImageNet, networks iterate 80,000 steps with a learning rate of 0.001, 40,000 steps with a learning rate of 0.0001, and 20,000 steps with a learning rate of 0.0001. We also set the batch size to 128. Thereafter, the model parameters are transferred to the self-built dataset for training. At this time, we set the batch to 16, and networks iterate 20,000 steps with a learning rate of 0.01, 10,000 steps with a learning rate of 0.001, and 10,000 steps with a learning rate of 0.0001. The model uses SGD or Adam to train and optimize the network, and the learning rate is set as above. The momentum is set to 0.9, and the weight attenuation is set to \(5 \times 10^{-4}\).

In order to improve the generalization ability and robustness of the model, data enhancement methods are used, including rotation, mirroring, contrast enhancement, brightness enhancement, random cropping, and other methods. The data enhancement methodology could be divided into online enhancement and offline enhancement. Online enhancement refers to the use of algorithms to enhance the original data randomly during the training process. This method does not need to change the local dataset and can directly use the GPU for calculation. Offline enhancement is used to save the enhanced data directly, which needs to enlarge the size of the dataset. The combination of the two methods can achieve more possibilities. The number of images after rotation (different angles), mirroring, contrast enhancement, and brightness enhancement is approximately six times that of the original training set, and about 1/6 of them are selected as the verification set to train the parameters of the model. After offline enhancement, the total number of our self-built dataset reached 3246, of which the number of frigates reaches 594, and the number of reefs is the least and there are 270. The number of other types of targets is between 350 and 420. Figure 8 shows an example of data enhancement for the training set (the image in the example comes from our self-built dataset).
In the testing phase, the classification accuracy is used as the result evaluation index. It is one of the most commonly used indexes in image classification and defined as the proportion of correctly classified images to the number of images in this category. The number of surface targets in each type of dataset is different, so the total accuracy cannot be used directly to evaluate the performance of the network. In order to ensure the balance of the test system and the accuracy of the final results, we randomly select images from each type of target to form a test set and ensure that their numbers are equal. The classification accuracy of proposed algorithm on the self-built dataset is the average of the classification accuracy of all categories.

\[
\text{Accuracy}_i = \frac{N_i^c}{N_i}
\]  

(7)

In Equation (7), \(Accuracy_i\) represents the correct rate of classification in category \(i\), \(N_i^c\) represents the number of the correctly classified images in the test set, and \(N_i\) represents the number of images in category \(i\).

\[
\text{Accuracy} = \frac{\sum_{i=1}^{n} \text{Accuracy}_i}{n}
\]  

(8)

In Equation (8), \(Accuracy\) represents the classification accuracy of the proposed model on the self-built dataset, \(n\) shows the number of categories. Judging whether the image is classified correctly is determined by judging whether the real label and the predicted label of the image are consistent.

4.2. Network Visualization and Display of Experiments

For surface targets, residual blocks could extract many features, including contour, color, texture, and so on. However, a large number of unrelated areas in images would consume computing resources, and even affect the accuracy of recognition. Therefore, attention mechanism is applied in our proposed module to focus more on multi-dimension and spatial information, which reduces the inference of irrelevant background information. We use the proposed model on our self-built dataset, and save the generated contour map and attention map. Figure 9 illustrates these results.

From Figure 9, discriminative areas could be obtained through proposed attention model instead of unrelated regions. We also record the confusion matrixes of a selected dataset to evaluate the performance of proposed method. In order to ensure the effectiveness of the confusion matrixes, we randomly select 800 images in the test set for verification. The data capacity of 800 sheets is large enough to avoid contingency and the number of images of each type reaches 100 sheets. The larger data capacity is also to make the result of the confusion matrix more meaningful and representative. Our proposed model is compared with MAMC [27], which is a weakly supervised attention method and has the advantage of end-to-end training. It performs well in fine-grained classification and is used to compare with other methods. The results are demonstrated in Figure 10.
Our proposed model is compared with MAMC [27], which is a weakly supervised attention method. The recognition error is due to the small number of trained samples of the aircraft carrier and the visual similarity between the aircraft carrier and the buoy. The experimental results show that our model is not only stable for general object recognition, but also better for objects with small visual differences than commonly used fine-grained classification algorithm.

4.3.1. Comparison Before and After Transfer Learning

For those that are easier to identify, like rocks and tugboats, there is no difference between the above two models, which can be obtained in Figure 10. However, when identifying aircrafts and fishing boats, our proposed model performs much better than MAMC. Six out of 100 aircraft carriers are misidentified as buoys, and 6 aircrafts are misidentified as fishing boat in our model, while 24 out of 100 aircraft carriers are misidentified as buoys, and 12 aircrafts are misidentified as fishing boat in MAMC. The recognition error is due to the small number of trained samples of the aircraft carrier and the visual similarity between the aircraft carrier and the buoy. The experimental results show that our model is not only stable for general object recognition, but also better for objects with small visual differences than commonly used fine-grained classification algorithm.

4.3. Experiments and Results Analysis

4.3.1. Comparison Before and After Transfer Learning

Owing to the limited number of self-built target datasets, this study uses transfer learning to ensure that the network has sufficient feature expression capabilities. In order to confirm the effectiveness of transfer learning, the classification accuracy of using transfer learning and not using transfer learning are compared on the basis of adopting the model in this study. In addition, as mentioned...
above, the target dataset is quite different from the source dataset and the number of the former is small. The parameters of networks should be transferred and fine-tuned. In order to determine the parameters of which layers can be fine-tuned to obtain a better classification effect, different ResNet-50 convolutional layers are frozen separately. ResNet-50 has a total of five convolutional blocks. The first block, the first two blocks, the first three blocks, and the first four blocks are sequentially frozen. Only the back convolutional blocks are trained. To ensure the stability and accuracy of the results, a single test is not enough. We introduce Monte Carlo cross validation, that is, each time the dataset is divided, the images are shuffled, and then randomly selected (not replaced after the extraction). Moreover, it is necessary to make the data distribution of the training set and the test set consistent. Since the number of each type of targets in the dataset is different, in the process of dividing the training set and the test set, we randomly select and divide in sub-categories according to the ratio of 8:2 instead of selecting from all images. This process is repeated three times. The classification accuracy rate is the average of these three results. Results are shown in Table 1.

| Using Methods                  | Accuracy(%) |
|-------------------------------|-------------|
| No transfer learning          | 81.3        |
| Freeze the first block        | 87.5        |
| Freeze the first two blocks   | 89.0        |
| Freeze the first three blocks | 90.5        |
| Freeze the first four blocks  | 89.3        |
| Freeze all convolutional blocks | 87.9    |

The bold numbers above indicate the method with the highest percentage of correct identifications. As shown in Table 1, the classification accuracy of freezing the first three blocks is the best among all transfer learning methods, reaching 90.5%, which is significantly higher than that of not using transfer learning. In addition, the results show that using different parameters of networks has an influence on the recognition accuracy. As the frozen blocks increases, so does the recognition accuracy until a peak at the first three blocks. After that, the recognition accuracy begins to decline by a small degree. When all convolutional blocks are frozen, there is only the classification layer that is trained. The accuracy reaches 87.9%. Some of the results in the experiment are slightly smaller than the value of a single test, but they are not much different. Most of them converge well to the values given in the table, which shows that our model is relatively stable, and the error fluctuation is relatively small in the case of randomly extracting data. It has been verified by experiments that the shallow layer of convolutional layers can usually extract low-level simple features, such as some edge features, while the deep layer of convolutional layers can extract more complex features, which is beneficial for the recognition of similar objects. This could explain why the accuracy of the module has a fluctuation with the increase of the frozen layers. As for the module that we propose, shallow layers could extract low-level features, like contour and color, while deep layers need to learn some specific features. Therefore, it could have a better effect when shallow layers are frozen and deep layers are trained.

In addition, after randomly dividing the training set and test set each time, we record the change of loss in training process and compare the size and the speed of convergence when using transfer learning and not using transfer learning in Figure 11a. The accuracy of freezing different blocks in three sub-tests is also depicted in Figure 11b.
It could be drawn from the figures, compared with the method of not using transfer learning, the loss in model using transfer learning converges faster and smaller. Despite some fluctuations, the results of the three sub-tests of the same method are relatively similar, which means proposed model is stable and balanced. We calculate the standard deviation of losses during three sub-tests when using transfer learning and not using transfer learning. When using transfer learning, the standard deviation of the test is 0.022991, and the standard deviation is 0.103226 when not using transfer learning. This shows that the results of the sub-tests are very similar, and it also reflects the stability of the proposed model, especially after using transfer learning. After using the method of transfer learning, when the number of iterations reaches 3000, the loss is below 0.1. However, when proposed model does not use transfer learning, loss converges slow and has more volatilities, which means transfer learning has an important influence on the training process of the model. Moreover, the accuracy rate will not be consistent with the increase in the number of frozen layers. When the first three blocks are frozen, the accuracy rate reach its peak.

4.3.2. Comparison of Different Sample Sizes

A stable system can continuously learn new knowledge from new samples and retain most of the knowledge already learned. In our dataset, the same type of surface targets follows the same distribution. As the scale of the dataset continues to expand, the learned features should become more abundant, and the accuracy rate will become more accurate. In order to prove the stability and robustness of the proposed model, we use 100, 200, 500, and 1000 images as the training set. The training set is randomly selected. To avoid chance, the process of selecting different training sets is repeated three times. Take the average of these three results under different sample scales, and record it.

From figures in the above, under different data scales, the loss and accuracy in the training process differ. In Figure 12a, the loss becomes smaller, and the convergence becomes faster with the increase of the data size. In the case of a training set of 1000, loss basically reaches stability when iterations are 1500, while the remaining three curves are still falling, fluctuating, and do not converge. When the training set size is 100 and 200, the difference in loss is not very large. In Figure 12b, as the size of the training set increases, the accuracy is higher, the number of iterations required for convergence is less, and there are fewer fluctuations. The above changes in loss and accuracy are the average of three sub-tests, and the experimental results are convincing. When the data size is 100 or 200, because the learned features are limited, the proposed model is not stable, which is manifested in the inability to converge and a lot of fluctuations. When the data size reaches 1000 and above, the trained model
converges much faster and can reach a higher accuracy. These also reflect the stability of the proposed model in another aspect.

![Graphs showing loss and accuracy over iterations for different data scales.](image)

**Figure 12.** Average results of five tests under different data scales: (a) The loss during training; (b) the accuracy during training.

### 4.3.3. Comparison with Other Weak Supervision Methods

In order to evaluate the method proposed in this paper, the existing popular fine-grained classification methods are used for comparison. The parameter setting and optimization methods of other algorithms are consistent with this model. To ensure the effectiveness and practicability of the algorithm, experiments are not only conducted on our self-built dataset, but also tested on public datasets (Stanford Cars [28], FGVC-aircraft [29]). The reason that we choose cars and aircrafts as comparative datasets is that the appearance of cars and aircrafts is more similar to that of water surface targets than other objects.

The multi-attention residual model used in this study belongs to the weakly supervised classification models. It does not require additional labelling information such as bounding boxes. Both strongly supervised classification algorithm and weakly supervised classification algorithm are conducted to compare with our model, including R-CNN, FCAN [30], B-CNN [31], RA-CNN, MA-CNN [32], MAMC, DFL-CNN [33], and TASN.

In addition, channel attention-ResNet (CA-RES) represents a residual network using only the channel attention module, and Spatial Attention-ResNet (SA-RES) represents a residual network using only the spatial attention module. To ensure the stability and validity of the experimental results, we adopt a cross-validation method and use data repeatedly. The accuracy rate obtained is the average of multiple test results. The name, basic framework and accuracy of each model are recorded. The experimental results are shown in the following table.

It can be seen from the results in Table 2 that the classification effect of the proposed method on self-built surface target dataset and aircraft dataset is better than other methods listed in this article, and the accuracy rates of 91.5% and 92.1% are achieved respectively. The classification accuracy of the proposed model on Stanford Cars is the same as the MAMC model, reaching 93%, which is superior to most fine-grained classification algorithms. The results show that the recognition accuracy of the space attention module is higher on surface targets and aircrafts. For car recognition, channel attention module has a better recognition effect.
Table 2. Comparative accuracy results of our model with other mainstream weakly supervised methods on different datasets (our self-built dataset, Stanford Cars, Aircraft).

| Approach      | Backbone       | Self-Built | Cars      | Aircrafts |
|---------------|----------------|------------|-----------|-----------|
| R-CNN         | AlexNet        | 81.8       | 88.4      | 86.6      |
| FCAN          | VGG-16         | 82.5       | 89.1      | /         |
| B-CNN         | VGG-M+VGG-D    | 83.3       | 91.3      | 84.1      |
| RA-CNN        | VGG-19 × 3     | /          | 92.5      | 88.2      |
| MA-CNN        | VGG-19 × 3     | 86.1       | 92.8      | 89.9      |
| MAMC          | ResNet-101     | 88.3       | 93.0      | /         |
| DFL-CNN       | ResNet-50      | /          | 93.1      | 91.7      |
| TASN          | ResNet-50      | 89.3       | 93.8      | /         |
| CA-RES        | ResNet50       | 87.6       | 92.5      | 90.6      |
| SA-RES        | ResNet50       | 88.2       | 91.6      | 89.5      |
| Proposed model| ResNet50 × 2   | 90.5       | 93.0      | 92.1      |

The bold numbers above indicate the highest accuracy on the corresponding dataset when using the leftmost method. On one hand, for other fine-grained recognition methods, the classification accuracy on three datasets of Stanford Cars, FGVC-aircrafts and self-built surface target dataset is from high to low. On the other hand, for the multi-attention residual module that we proposed, the classification accuracy on three datasets of self-built surface targets, FGVC-aircrafts and Stanford Cars is from high to low, which is the opposite of the effect of the above fine-grained classification algorithms. This contrast might be caused by different scales of each dataset. Our proposed module is more suitable to small-scale dataset, since the method of transfer learning is used to improve the disability of limited data. It should be noticed that classification effect of methods adopting ResNet as a basis is usually superior to methods using other backbones, such as AlexNet and VGGNet.

5. Discussion

Based on the existing deep learning network and attention mechanism, this paper proposes a multi-attention residual module for the classification of surface targets. In addition, we add a channel attention module and a spatial attention module between the residual units to focus on characteristics and parts that are helpful for classification. This module could reduce the influence of changing the attitude and scale of surface targets. In addition, a dataset of surface targets has been established. Transfer learning and N-pair loss are used to increase the ability of the neural network to learn characteristics and enlarge differences between different categories. Finally, comparative experiments are conducted on the self-built dataset, and the results show that this method can effectively identify surface targets and is superior to most mainstream weakly supervised classification algorithms. Owing to the limited scale of the self-built dataset, it is necessary to continuously update and maintain the dataset to improve the quantity and quality of that. It should be pointed out that the feature dimension of this model is relatively large, which consumes a lot of computing resources. When this algorithm is integrated in terminals such as drones, the endurance capabilities of those are insufficient. Therefore, the features dimensionality and the redundant structure of the network should be reduced without loss of classification accuracy. Moreover, transfer learning can be further explored. A more suitable migration method could be chosen through a large number of experiments. This is the future scope.
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