Theoretical investigation of a polarizable colloid in the salt medium
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In the present work, we have extended a weak coupling theory [A. Bakhshandeh, A. P. dos Santos and Y. Levin Phys. Rev. Lett 107, 107801 (2011)] for systems with added 1:1 electrolyte. To study the accuracy of the developed theory, we compare its numerical predictions with Monte Carlo simulation data and a recent theory which accounts for the surface polarization. A very good agreement is found for the case of monovalent electrolytes, up to very high salt concentrations and different colloidal charges.

I. INTRODUCTION

Ionic systems always have been a central subject of Chemistry and Physics as well as Biology. There are very interesting and counterintuitive observations in ionic systems, such as attraction of like-charged macromolecules in solutions where multivalent counterions exist$^{1-3}$. This observation has been detected in bacteriophage heads and some viruses too$^{4,5,6,9}$. Recently, Huang and Lapitsky have shown that monovalent salt increases colloidal stability when Chitosan-Triphosphate Microgels are forming, and they related this phenomenon with weakening chitosan-Triphosphate binding$^{10}$. It is also well known that in biological systems maintenance of concentration of monovalent salt ions such as K and Na is very important for the cell stability, as the increase or decrease of the concentration of salt can lead to death of a cell$^{11}$.

Because of long-range interaction nature of these systems, the theoretical modeling of ionic systems is a rather challenging task. One of the most successful approaches to investigate these systems was proposed by Debye and Hückel back in 1923$^{12}$. This theory allows us to calculate the chemical potential of positive and negative ions in the limit of very weak electrostatic couplings. However, in the case of colloidal particles, the situation becomes more complicated. Since colloids have acidic or basic charged groups on their surfaces, in a polar medium, these groups become ionized and the particles become charged$^{13}$ and the DH theory looses its validity for such highly asymmetric systems. Repulsion between like-charged colloidal particles keep them separated, however, it is well known that by addition of electrolyte to colloidal suspension, at a critical concentration, the repulsive energy becomes weak enough, and coagulation takes place$^{3,14,15}$.

One successful theory which explains this phenomenon belongs to Derjaguin, Landau, Verwey, and Overbeek (DLVO) which accounts for the interaction between weakly charged homogeneous surface. It simply assumes that the net interaction between two colloidal surfaces is a combination of electrostatic double layer forces and van der Waals force$^{3,16-19}$.

The van der Waals force dominates when the separation distance between the surfaces is small, while the electrostatic force becomes relevant on larger distances. The mentioned theory works reasonably well for weakly charged homogeneously surfaces and gives us a clear insight into coagulation phenomenon$^{3,14,20,21}$.

Due to the strong variation of electric potential near a surface, electrical double layer (EDL) can be formed. EDL has a significant effect on the behavior of colloids in contact with solutions. Guerrero-García et al.$^{22-24}$ have shown the importance of coions in the electric double layer so that they are able to induce correlations which modify the EDLs potential and this, for instance, causes an increase of the charge reversal phenomenon for 1: α salts (viz., univalent counterions and multivalent coions).

In general, in the presence of monovalent ions, charge renormalization stabilizes colloidal suspensions and phase separation does not happen in water$^{13,14,25}$. As we mentioned earlier, there are many chemical and biochemical systems which monovalent salt ions play important roles to stabilize them. Therefore, by studying the monovalent salt behavior around charged colloidal particles, we are able to evaluate the stability of colloidal suspensions in the mentioned systems that can be great of interest.

In aqueous colloidal systems with monovalent counterions, the Poisson-Boltzmann (PB) equation is in very good agreement with the experiments and simulation data, but the PB equation does not account for the correlations between the counterions and breaks down for low dielectric solvents, when such correlations become strong$^{3,26,27}$.

Besides, in many colloidal suspensions the dielectric constant of colloidal particles is smaller than that dielectric constant of the surrounding medium and, as a result, ions near colloidal surface feel a strong ion-image repulsion$^{23}$. The interaction between ions and image charges creates an extra force which can affect the effective charge of the colloidal particles. This extra interaction leads to the modification of colloid-colloid and colloid-counterion interaction potentials$^{3,14,21,28}$ and for this reason, for describing real systems, one should consider this issue.

However, since it is difficult to include the dielectric discontinuities in spherical or other complicated geometries, most of the theoretical and numerical works on colloidal suspensions ignore the effects of the dielectric discontinuity at the interface.
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One way to include polarizations in colloidal systems is by using the image-charge method\textsuperscript{21,29}. Imagine a charge is put near a conducting sphere. To satisfy the Maxwell equations, one can assume that a charge is induced inside a sphere where its magnitude and position are dependent on the distance and charge magnitude of ion in medium\textsuperscript{29}.

By doing this, one can obtain the interaction between induced charges and counterions and carry out molecular dynamic or Monte Carlo (MC) simulations\textsuperscript{21}. At this point, the question is, which kind of mean-field equation can describe the distribution of counterions around a polarizable colloid? Although the simple PB equation works very well for non-polarizable colloids in mean-field limits, it is not able to predict the effect of induced charges at the colloid-surface solvent interface.

A recent theory allows us to predict the counterion density distribution in both weak and strong coupling limits\textsuperscript{20}. This theory is accurate for systems containing just counterions and without added salt. In the present paper, we aim to extend this theory in the weak coupling region for a situation in which 1 : 1 electrolyte is included.

In order to test the range of validity of the proposed approach, we test its predictions against MC simulation data for systems bearing different salt concentrations and colloidal surface charges. Moreover, we compare our extended theory with one recent theory which has been presented recently for surface polarizations problems\textsuperscript{30}.

This paper is organized as follows. In section II, we present the model and theoretical background, and show how we extend the theory for a case in which salt ions are present. In section III, we present and discuss simulation details and in section IV we summarize our results. Finally, in section VI we drown the conclusions of our work.

II. THEORETICAL BACKGROUND

The main part of the weak coupling theory relies on the mean-field PB equation. In the case of non-polarizable colloidal particles we know that for monovalent counterions, the PB theory works very well\textsuperscript{3}. For polarizable colloids, the usual PB equation fails even for monovalent ions. This failure is due to the counterion-image interaction which is not considered in the mean-field PB equation. To satisfy Maxwell equations one can place an image charge inside the colloid at the inversion point and a counterimage charge distributed along the line connecting the center of the colloid and the image-charge\textsuperscript{20,21,29}. Consider a colloidal particle with charge $Z$ and radius $a$ in Wigner-Seitz (WS) cell of radius $R$, as is shown in Fig. 1. The starting point is the Poisson equation for an electrolyte 1 : $\alpha$ we have\textsuperscript{20,21,31}:

$$\nabla^2 \phi(r) = -\frac{Z q}{\epsilon_w a^2} \delta(r-a) + \frac{4\pi q}{\epsilon_w} (\rho_+(r) - \alpha \rho_-(r)), \quad (1)$$

where $\phi(r)$, $a$, $\epsilon_w$, $q$, $\rho_\pm(r)$ and $\alpha$ are electrostatic potential, the radius of colloid, dielectric constant of water, the proton charge, density of positive and negative ions and ionic valence respectively. The ionic distributions, $\rho(r)$, in the presence of 1 : 1 salt ions, are defined as follows:

$$\rho_-(r) = \frac{(Z + N_{s-})e^{\beta(q\phi(r) - w(z,k))}}{4\pi \int_{a+\kappa,z}^R dr r^2 e^{\beta(q\phi(r) - w(z,k))}}, \quad (2)$$

$$\rho_+(r) = \frac{N_{s+} e^{-\beta(q\phi(r) - w(z,k))}}{4\pi \int_{a+\kappa,z}^R dr r^2 e^{-\beta(q\phi(r) - w(z,k))}}, \quad (2)$$

where $N_{s+}$ and $N_{s-}$ are the number of positive and negative ions, respectively, inside the cell, and $r_{ion}$ stands for the ionic radius. As can be seen in Eqs. 2 there is a correction term $w(z,k)$, which is due to the effect of image charges. As a matter of fact, in order to bring an ion close to the polarized surface one must perform two distinct works, one is against the surface charge of colloid and the other is against the induced image charges. This effect should be dependent on the Debye length and this correction can be obtained through the following relation:\textsuperscript{20,32}:

$$w(z,k) = \left( k_B T \Delta(k,z) + \frac{r_{ion}}{z} (w_0(k,r_{ion}) - w_0(0,r_{ion})) \right) e^{-2s(z-r_{ion})}, \quad (3)$$

where $k_B$, $T$ and $z$ are the Boltzmann constant, the temperature and the distance from the colloidal surface respectively and $k = \sqrt{\kappa B T}$, where $T$ is ionic strength, $\kappa_B = q^2/\epsilon_w k_B T$ is the Bjerrum length and $w_0(k,r_{ion})$ is given by

$$w_0(k,r_{ion}) = k_B T \frac{\lambda_B a^2}{2} \int_0^\infty \frac{dk}{s} \frac{k (\cosh(k r_{ion}) - k \sinh(k r_{ion}))}{s (\cosh(k r_{ion}) + k \sinh(k r_{ion}))}, \quad (4)$$

where $s = \sqrt{k^2 + \kappa^2}$. The first term in Eq. 3 is due to spherical correction and the second term is due to broken translational symmetry. Furthermore, it can be shown that the correction the term $\Delta(k,z)$ is\textsuperscript{20}:

$$\Delta(k,z) = \frac{\alpha^2 a \lambda_B}{2(z^2 + 2az)} + \frac{\alpha^2 \kappa_B}{2a} \log\left[1 - \frac{a^2}{(z + a)^2}\right], \quad (5)$$

where the first term is due to the interaction between an ion and its image charge and the second term is due to ion-counterimage interaction.

As can be seen, when $a \to \infty$ the first term becomes a constant and the second term goes to zero. As a result, we expect that for large colloidal particles the correction term becomes less important, while for small size of colloidal particles the correction term becomes considerable.

It should be noted that Eqs. 3-5 are obtained considering $\epsilon_w \approx 0$. However, since for most of colloidal particles $\epsilon_w/\epsilon_c \gg 1$, this approximation is well justified and we can therefore apply it to study these systems.

Now by solving Eqs. 2 and 1 numerically in presence of salt ions the ionic density profiles around a polarizable colloid can be obtained.
not constant and is a function of position\textsuperscript{21,39}. By using this information one can obtain the exact counterimage-ion interaction potential which is a hypergeometric function\textsuperscript{21}. However, by assuming that $\gamma \approx 1$, counterimage-ion potential at an arbitrary point simplifies to\textsuperscript{21}:

$$
\psi(r, r_i) = \frac{\alpha q}{\epsilon_w a} \log \left( \frac{rr_i - r_i \cdot r}{a^2 - r_i \cdot r + \sqrt{a^2 - 2a^2 r_i \cdot r + r_i^2}} \right),
$$

(7)

and also counterimage-ion interaction potential is:

$$
\psi_{\text{self}}(r_i) = \frac{\alpha q}{\epsilon_w a} \log \left( 1 - \frac{a^2}{r_i^2} \right).
$$

(8)

The simulations in this study are performed inside a spherical Wigner-Seitz (WS) cell of radius $R$ with a colloidal particle of charge $Zq$ placed at the center of the WS cell, as is depicted in Fig. 1. In order to fulfill overall electroneutrality, the cell also contains $N = Z$ counterions.

We have placed 1:1 salt with density $\rho_0$ inside the cell. All ions have diameter $4\ \text{Å}$. By considering Eqs. 7,8 the total energy of the system can be calculated as follows:

$$
U = \sum_{i=1}^{N} \left( \frac{Z\alpha q^2}{\epsilon_w r_i} + \sum_{i=1}^{N} \left( \frac{\gamma\alpha^2 q^2 a}{2\epsilon_w (r_i^2 - a^2)} + \frac{\alpha q \psi_{\text{self}}(r_i) + \gamma q \psi(r_i, r_i)}{2} \right) + \sum_{j=i+1}^{N} \frac{\alpha q}{\epsilon_w |r_j - r_i|} + \frac{\gamma \alpha q a}{\epsilon_w r_i |r_j - a^2 r_i|} + \gamma \psi(r_j, r_i) \right).
$$

(9)

The solvent is assumed to be uniform, with dielectric of permittivity $\epsilon_w = 80$, for colloidal particle $\epsilon_c = 2$, and in this research we consider $\lambda_B = 7.2\ \text{Å}$ which corresponds to an aqueous solution at room temperature.

To perform simulations, we use Eq. 9 and a canonical Monte Carlo algorithm\textsuperscript{40,41} with $10^8$ MC steps for equilibration and $10^5$ steps for production.

We should note that, in general, ions in neighboring cells also create image charges inside the colloid, but considering the effect of other cells is a very difficult task. Nevertheless, in this research, we ignore the effect of neighbor cells and as a result we do not need to use Ewald Summation techniques. The details of the simulation method for polarizable colloids can be found in Ref. 21.

### III. SIMULATION DETAILS

Although molecular dynamic and MC simulation of systems with dielectric mismatches are not straightforward, there are some recent simulations which have been applied to the planar and spherical geometry containing dielectric discontinuity\textsuperscript{33-37}. In the present study, we have used a method introduced in Ref. 21.

From electrostatics we know that the tangential component of the electric field must be continuous through the colloid-media interface. It can be shown, that this boundary condition is satisfied by considering an image charge which is located inside the colloid, as well as a counterimage line-charge, which is distributed along the line from the center of colloid to the position of image charge\textsuperscript{38,40} as shown in Fig. 2. The location $r_{\text{image}}$ and charge magnitude $Q_{\text{image}}$ of image charge are dependent on position and charge of counterion as follows:

$$
Q_{\text{image}} = \frac{\gamma Qa}{r_{\text{ion}}},
$$

$$
r_{\text{image}} = \frac{r_{\text{ion}} a}{r_{\text{ion}}^2},
$$

(6)

where $r_i$ and $Q$ are the position and charge of ions in media and $\gamma = (\epsilon_w - \epsilon_c)/(\epsilon_w + \epsilon_c)$ is the relative dielectric mismatch, $\epsilon_c$ is dielectric constant of the colloidal particle. Also, the line density of counterimage charge is

![FIG. 1. Wigner-Seitz cell. Colloid has been placed in center of the cell and ions are around it.](image-url)
was ignored. In this paper, we compare our extended theory (ET) to Ref. 30 for kosmotropes ions in order to check to what extend this correction affects the results.

We start by studying a colloid with radius 150 Å, charge of 600 $q$ and salt concentration 10 mM. As can be seen in Fig 3 there is a very good agreement between the simulation data and (ET) results which is obtained by solving Eqs. 2. For negative ions there is a deviation between our ET and Ref. 30, however, this deviation becomes small for positive ions. It seems that the correction term is less important for particle which are repelled from the surface.

We now reduce the radius of colloid to 40 Å, and its charge to 20 $q$, and study the systems in presence of 10 mM salt. As is seen in Fig. 4 the deviation between Ref. 30 and ET increases. The reason for this deviation is that, by reducing the colloidal size, the correction term becomes more important, in other words, the ions are more sensitive to changes of colloidal curvature when its radius become smaller. In contrast, the simulation data has great agreement with ET for positive ions while for negative ions the deviation between Ref. 30 and ET and simulation data is small.

By increasing the salt concentration to 100 mM, the density profiles predicted by the two theories become more different. Again, as can be seen in Fig. 5, the simulation data displays a very good agreement with the proposed ET.

As the concentration of salt increases, the number of negative particles near the colloidal surface increases too. In this case, the correction for ion-image interaction becomes more important and, as a result, one can see a more pronounced difference of predicted density profile for negative ions by these two theories. Since ET uses the spherical correction it has better agreement with simulation data.

We have also increased the charge of colloid to 200 $q$, as can be seen in Fig. 6. Now the maximum in the coutierion density profile near the colloidal surface vanishes. The reason for this observation is that, the image charge repulsion is not strong enough to repel ions from the sur-
face because of the high attraction of ions to colloidal surface. For this case, as can be seen, the agreement between the ET and Ref. 30 is very good even near the colloidal surface. However, the results from Ref. 30 predict much less adsorption of ions on the surface, but in the other hand, for positive ions the deviation between the two theories become very small.

There are many general theories for polarizable colloids in salt environments which are not restricted to the weak coupling limit\(26, 33-37\). As a result, it is important to observe the performance of the ET for multivalence salt. Our extended mean-field theory, collapses for salt \(1:3\) even for the small amount of salt concentration, for this reason we limit ourselves to salt \(1:2\).

However, we study the system in presence of salt \(1:2\) for two salt concentrations of 10 and 100 mM. We consider a colloidal particle with radius 30 Å and with a charge of 12 \(q\).

For the case of 10 mM, as can be seen in Fig. 7, the ET reasonably predicts the behavior of positive ions. For ions with charge \(-2\ \text{\(q\)}\) there is a deviation between ET and simulation data. For the monovalent counterions, however, the theory is able to predict reasonably well the ionic profiles far away from the surface, although the agreement breaks down at shorter distances.

By increasing the concentration of \(1:2\) salt to 100 mM, the theory breaks down as is seen in Fig. 8. This result is not surprising since the proposed ET is a mean-field theory. By increasing the ionic correlations the ET becomes therefore unable to predict the behavior of the system.

Finally, to check the performance of the ET at high concentration of monovalent salt and also to make systems similar to models that have been considered in some recent theoretical works such as Ref. 37, we consider two cases. We keep the radius of colloid 30 Å for two cases but we change the colloidal charge and concentration of \(1:1\) salt.

In case I, the charge of colloid is 12 \(q\) and the monovalent salt concentration is 500 mM. As is seen in Fig. 9 there is a perfect agreement between simulation data and ET.

In the case of II, we increase the charge of colloid to 120 \(q\) and also salt concentration to 1 M. As can be seen in Fig. 9 again it is observed that even for such high salt concentrations the ET works very well.

V. CONCLUSIONS

In the present work, we have developed a weak coupling theory for colloidal particles in the presence of added salt. To test the accuracy of the extended theory we compared our result with simulation data as well as with one recent theory which does not have the spherical
correction.

To this end, we studied a polarizable colloid with the positive charge and observed that the theory works very well for very high surface charge densities of colloidal particles. Also the ET’s performance for biological monovalent salt concentration which is around 100 mM is very good.

We observed that the correction term normally has less effect on positive ions, but in the case of negative ions this correction becomes more relevant, especially for smaller colloidal radius where curvature effects become more pronounced.

For high charged colloidal particle, the predicted results for positive and negative ions become very close, but for negative ions, Ref. 30 predicts less adsorption of ions on the colloidal surface.

In this investigation, we further tested the predictions of ET for multivalent salt ions and we observed that even for low 2 : 1 salt concentration, the ET has poor performance. The reason is that the basis of ET is PB equation which works well only in mean-field regions, and by increasing the strength of ionic correlations the mean-field picture looses its validity.

It was observed that the ET works very well for a high concentration of 1 : 1 salt (500 mM and 1 M) with a high surface charge density of colloidal particle.

In the end, by comparison with the theory presented in Ref. 30 it is seen that, the correction term $\Delta(\kappa, z)$ which is a combination of interaction of ion-image charge and ion-counterimage (which is an uniform linearly distributed charge) plays a very important role for small size of colloidal particles. On the other hand, by increasing the radius of the colloidal particle this contribution goes to a constant value which can be ignored.

In our future work, we aim to also extend the strong coupling theory to salt medium.
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