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Abstract

In this paper, we study the truncated two-particle correlation function in particle systems with long range interactions. For Coulombian and soft potentials, we define and give well-posedness results for the equilibrium correlations. In the Coulombian case, we prove the onset of the Debye screening length in the equilibrium correlations, for suitable velocity distributions. Additionally, we give precise estimates on the effective range of interaction between particles. In the case of soft potential interaction the equilibrium correlations and their fluxes in the space of velocities are shown to be linearly stable.
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1 Introduction

1.1 Kinetic limits of particle systems with long-range interactions

A classical problem studied in statistical physics is the dynamics of systems of many identical particles which interact by means of long range potentials. In particular, this problem has received a big deal of attention in the community working on plasma physics in the case in which particles interact via the Coulomb potential.

Early contributions to this topic were made by Bogolyubov [4], and have been extended by the works of Balescu [2, 1], as well as Guernsey [11] and Lenard [17]. These authors obtained a kinetic equation which describes the behavior of the velocity distribution of a spatially homogeneous many particle system with long range interaction (in particular Coulomb forces). Bogolyubov derived the following system of equations for the density \( g_2(\tau, x_1, v_1, x_2, v_2) = g_2(\tau, \xi_1, \xi_2) \), and a small parameter \( \sigma \) tending to zero:

\[
\frac{\partial_t f_1}{\sigma} = \nabla_v \cdot \left( \int \nabla \phi(x_1 - x_3) g_2(\xi_1, \xi_3) \, d\xi_3 \right) \tag{1.1}
\]

\[
\frac{\partial_t g_2}{\sigma} + \sum_{i=1}^{2} v_i \nabla_x g_2 - \frac{2}{\sigma} \int \nabla \phi(x_i - x_3) \nabla_v f_1(\tau, \xi_i) \tilde{g}_2(\xi(i), \xi_3) \, d\xi_3 = (\nabla_{v_1} - \nabla_{v_2}) \left( f_1(\tau, \xi_1) f_1(\tau, \xi_2) \right) \nabla \phi(x_1 - x_2) \tag{1.2}
\]

Here \( \phi \) is the interaction potential, and \( \zeta(1) = 2, \zeta(2) = 1 \) exchanges the variables. Actually, [4] derives analogous approximations for higher order correlations, but those are of lower order in \( \sigma \) → 0.

In this paper, we will consider two classes of potentials, namely the Coulomb potential \( \phi(x) = \frac{c}{|x|} \) for some \( c > 0 \), and so-called soft potentials, that are radially symmetric functions in the Schwartz class.

In order to find the limit equation for \( f_1 \) as \( \sigma \rightarrow 0 \), Bogolyubov argues that all terms in (1.2) are of the same order of magnitude, so the evolution of \( \tilde{g}_2 \) can be observed in times of order one. Since \( \tilde{g}_2 \) is of order one, it can be expected that \( f_1 \) evolves on the longer timescale \( t = \sigma \tau \). We assume that for \( f_1 \) given, \( \tilde{g}_2 \) has a globally stable equilibrium. We will call the steady state equation

\[
\sum_{i=1}^{2} v_i \nabla_x g_B - \frac{2}{\sigma} \int \nabla \phi(x_i - x_3) g_B(\xi(i), \xi_3) \, d\xi_3 = (\nabla_{v_1} - \nabla_{v_2}) \left( f_1(\tau, \xi_1) \right) \nabla \phi(x_1 - x_2). \tag{1.3}
\]

the Bogolyubov equation and the solution \( g_B \) the (truncated) Bogolyubov correlation. In the paper [4], it is argued that the equation (1.2) should be solved subject to the boundary condition:

\[
g_B(x - \tau v_1, v_1, x_2 - \tau v_2, v_2) \rightarrow 0 \quad \text{as} \quad \tau \rightarrow \infty. \tag{1.4}
\]

This condition can be interpreted as particles being uncorrelated before they come close enough to interact. Then we can immediately predict the limiting kinetic equation for \( f_1 \) on the timescale \( t \) by plugging \( \tilde{g}_2 = g_B \) into (1.1). This yields the Balescu-Lenard equation:

\[
\frac{\partial_t f(t, v)}{\sigma} = \nabla_v \cdot \left( \int_{\mathbb{R}^3} a(v - v', v)(\nabla_v - \nabla_{v'})(f(t, v)f(t, v')) \, dv' \right) \tag{1.5}
\]

\[
a_{ij}(w, v) = \int_{\mathbb{R}^3} k_i k_j \hat{\phi}(k) \frac{|\hat{\phi}(k)|^2}{|\epsilon(k, k \cdot v)|^2} \, dk. \tag{1.6}
\]
Here, $\epsilon$ is the so-called dielectric function, which we introduce in Definition 2.6. We remark that the integral defining $a$ is logarithmically divergent for large values of $k$ in the case of Coulomb interaction. We will discuss this in detail in Subsection 1.3. The equation (1.5) shares many properties with classical kinetic equations like the Boltzmann equation and the Landau equation. In particular, the steady states of (1.5) are the Maxwellian distributions:

$$M(v) := \left( \frac{m}{2\pi k_BT} \right)^{\frac{3}{2}} e^{-\frac{m|v|^2}{2k_BT}}. \quad (1.7)$$

Moreover, the entropy $H[f(t,\cdot)] = -\int f(t,v) \log(f(t,v)) \, dv$ of a solution $f$ of (1.5) is (formally) increasing in time, as remarked in [17].

The Balescu-Lenard equation (1.5), was found independently by Guernsey [11] and Lenard (cf. [17]), following the approach by Bogolyubov, and along a different line by Balescu (cf. [1]). There are also stochastic derivations of the Balescu-Lenard equation using different arguments, which are discussed in Subsection 1.2.

The first characterization of the solution to the steady state equation (1.3) has been obtained by Lenard in [17], yielding a formal derivation of the Balescu-Lenard equation (1.5). The Lenard approach, which is based on a Wiener-Hopf argument, yields an explicit formula for the right-hand side of (1.1), when $g_B$ is a steady state of (1.2) with $f_1$ fixed. A Fourier representation of the full steady state $g_B$ was found later by Oberman and Williams [23] using a similar approach. There are few rigorous results on the Balescu-Lenard equation (1.5). The linearized equation has been studied in [29].

The results presented in this paper are the following. First we study the well-posedness of (1.3). Secondly, we study the stability properties of the steady state $g_B$ under the evolution given by (1.2) for fixed $f_1$. Thirdly, we study the decay properties of the steady states $g_B$. The steady state $g_B$ encodes the information on the range of interaction of particles within the system. To understand this, consider two particles at phase space positions $\xi_j = (x_j, v_j), j = 1, 2$. Let $b(\xi_1, \xi_2)$ be the impact parameter, and $d(\xi_1, \xi_2)$ be the signed distance of the first particle to the collision point. More precisely, the impact parameter $b$ is defined as the vector from $x_2$ to $x_1$ at their time of closest approach along the free trajectories, so $b$ and $d$, (and the negative part $d_-$) are given by:

$$b(\xi_1, \xi_2) = P_{v_1-v_2}^\perp (x_1 - x_2), \quad d(\xi_1, \xi_2) = (x_1 - x_2) \cdot \frac{v_1 - v_2}{|v_1 - v_2|}, \quad d_- = \max\{0, -d\}. \quad (1.8)$$

We show that the function $g_B$ encodes a characteristic length scale emerging in the system, the so-called Debye-length $L_D$ (cf. (1.12)). In equation (1.3), this length has been rescaled to one. The correlation of particles that remain at a distance much larger than the Debye length, i.e. $|b| \gg 1$, is expected to be negligible. Moreover, one expects negligible correlations for particles that (so far) have remained at a distance larger than the characteristic length, that is $d_- \gg 1$. In this paper, we prove that for Coulomb interacting systems, the equilibrium correlations $g_B$ satisfy the following estimate, for every compact set $K \subset \mathbb{R}^3$ and $\delta > 0$

$$|g_B(\xi_1, \xi_2)| \leq \frac{C(\delta, K)}{|v_1 - v_2| (|b| + d_-)(1 + |b| + d_-)^{-\gamma}}. \quad v_1, v_2 \in K. \quad (1.9)$$

Here $\gamma = 0$ if $f_1(v)$ decays exponentially, and $\gamma = 1$ if $f_1$ behaves like a Maxwellian for large velocities. We observe that the result only shows the onset of a characteristic length scale, when the one-particle function $f_1$ behaves like a Maxwellian for large velocities, but not for exponentially decaying functions, indicating that a characteristic length in the system can only be expected for functions $f_1$ with Maxwellian decay.
We further note that (1.9) indicates that the correlations become singular for particles with small impact factor $b$. This is crucial for identifying the kinetic equation for Coulombian particle systems and is discussed in Subsection 1.3.

In the case of soft potential interaction, we prove that the equilibrium correlations $g_B$ satisfy the estimate (1.9) with $y = 2$, even if the potential decays exponentially. In this case, we do not observe a singularity for $|b|, |d_\perp| \to 0$.

A fact that will play a crucial role in the proof of (1.9) for the Coulomb potential are the zeros of the function $\Re(e(k, u))$ for $k \to 0$ ($\epsilon$ as in (1.5)), for which $\Im(e(k, u))$ is exponentially small. These zeros are well-known in the physics literature, and related to the so-called Langmuir waves (cf. [18]). These are plasma density waves with very large wavelength which damp out only very slowly. This is the physical cause for the slow Landau damping of Maxwellian plasmas. More precisely, it has been shown in [10, 9] that the rate of convergence to equilibrium is only logarithmic in time for Maxwellian plasmas. Furthermore, the zeros of $\Re(e(k, u))$ are crucial to the analysis of the linearized Balescu-Lenard equation in [29]. In our paper, they account for the dependence of the screening properties (cf. (1.9)) on the behavior of the one-particle function for large velocities.

We study the linearized evolution of the truncated correlation function $\tilde{g}_2$ (1.2) with fixed one-particle function. Similar to the Vlasov equation, the equation can be solved in Fourier-Laplace variables (cf. [13]). We introduce in Definition 2.10 the representation of the solution in terms of Vlasov propagators, and in Section 4 we show linear stability of the Bogolyubov steady states $g_B$.

\[
\tilde{g}_2(\tau, \cdot) \longrightarrow g_B(\cdot) \quad \text{in } D'(\mathbb{R}^9) \text{ as } \tau \to \infty, \quad (1.10)
\]
as well as stability of the fluxes on the right-hand side of (1.1), for soft potentials $\phi$. The result (1.10) can be understood as a linear Landau damping result for two particles.

We remark that the reduction of the evolution problem to Vlasov equations stresses the importance of a good understanding of the Vlasov-Poisson equation, in particular the stability of steady states. In the articles [10, 9] it is proved that solutions of the linear Vlasov-Poisson equation converge to spatially homogeneous states, however the result is restricted to the case of initial data that are rotationally symmetric in the velocity variable. On a one-dimensional periodic spatial domain, the spectral theory of the linearized Vlasov equation has been studied in [9]. Due to the shortcomings of the current stability theory of the linear Vlasov-Poisson equation, the rigorous stability results for the truncated correlations $\tilde{g}_2$ in this work are obtained for soft potentials.

We now recall, in a more modern language, the main ideas in the original derivation of the system (1.1)-(1.2) proposed by Bogolyubov. An overview over particle models and scaling limits in kinetic theory can be gained from [27, 28, 31].

Consider a system of particles $\{(X_j, V_j)\}_{j \in J}$ with unitary mass, where $J$ is a countable index set and $X_j, V_j \in \mathbb{R}^3$ denote the position and velocity of particles. Let the evolution of the system be given by:

\[
\partial_\tau X_i(\tau) = V_i(\tau), \quad \partial_\tau V_i = -\tilde{\sigma} \sum_{j \neq i} \nabla \phi(X_i - X_j). \quad (1.11)
\]

The parameter $\tilde{\sigma}$ can be interpreted as the squared charge of an individual particle and will be passed to zero later. We will assume that the initial configuration of particles is random and distributed according to a spatially homogeneous Poisson point process with an average of $N = \tilde{\sigma}^{-1}$ particles per unit of volume for some $\kappa > 0$. More precisely, the process has the intensity measure $\lambda(dx dv) = N f_0(x, v) dx dv$, where $f_0(x, v) = f_0(v)$ is some probability density in the space of velocities.

The average kinetic energy of a particle, that we also call the temperature of the system, we will denote by $T$. By rescaling velocities and time we can assume without loss of generality that $T = 1$. 


We consider scaling limits of (1.11) and try to characterize the statistical behavior of (1.11) depending on the choice of the parameter $\kappa > 0$ that determines the interdependence of $\bar{\sigma}, \bar{N}$, as well as the interaction potential $\phi$.

In spite of the fact that the Coulomb potential does not have an intrinsic length scale, a characteristic length emerges from the dynamics of the system. To this end, we observe that there are two independent quantities with the unit of a length that can be obtained from the quantities $\bar{\sigma}, \bar{N}$ and $T$ describing the system. One of them is the typical distance of particles $d = \bar{N}^{-\frac{1}{2}}$. The second is the so-called Debye screening length:

$$L_D = \sqrt{\frac{T}{N\bar{\sigma}}}, \quad (1.12)$$

which is well-known in plasma physics. Note that the definition (1.12) makes sense without a well-defined temperature, using the average kinetic energy instead of the temperature. We assume the average momentum of particles is zero. This way of defining the Debye-length is widely used in plasma physics for systems far away from thermal equilibrium, see for example [18]. The Debye length will play a crucial role in many results of this paper. It measures the characteristic (effective) range of interaction between the particles of the system, assuming that the velocity distribution of particles play a crucial role in many results of this paper. It measures the characteristic (effective) range of interaction between the particles of the system, assuming that the velocity distribution of particles play a crucial role in many results of this paper.

The effective radius of a single particle, that is the characteristic distance to which the influence of a single particle can be felt in a system evolving according to (1.11), when particle can be felt in a system evolving according to (1.11), when $\bar{\sigma}$, are given by (1.12).

Therefore, the variance will become of order one on a macroscopic time scale $t = \sigma \tau$.

Let $\phi$ be a soft potential with characteristic length $\ell = 1$. Then per unit of time, a typical particle will interact with $N$ many particles and each interaction yields a deflection of order $\sigma$ with zero average. If the forces of all particles within the range of the potential are independent, the variance of the sum of the deflections is:

$$\text{Var}(V(t)) \sim \sigma \tau. \quad (1.15)$$

We are interested in the correlation of particles in the scaling limit of particle systems given by (1.11), (1.14). The presentation will be similar to the one in [30]. Denote phase space variables by $\xi = (x, v)$, let $F_n(\tau, \xi_1, \ldots, \xi_n)$ be the $n$-particle correlation function of the system, and $f_n = F_n/N^n$ be the rescaled correlation function. Formally, these functions satisfy the BBGKY hierarchy (cf. [2]). In the scaling limit (1.14), the hierarchy reads as:

$$\partial_\tau f_n + \sum_{i=1}^n v_i \nabla_x f_n - \sum_{i=1}^n \int \nabla \phi(x_i - x_{n+1}) \nabla_{v_i} f_{n+1} \, d\xi_{n+1} = \sigma \sum_{i \neq j} \nabla \phi(x_i - x_j) \nabla_{v_j} f_n. \quad (1.16)$$
Since we assume that particles are initially independently distributed, the correlation functions at the initial time $\tau = 0$ factorize: $f_n(0, \xi_1, \ldots, \xi_n) = f_1(0, \xi_1) \cdots f_1(0, \xi_n)$. The evolution given by (1.11) will create correlations between particles. In order to be able to study this, we introduce the (rescaled) truncated correlation functions $g_n$:

$$
\begin{align*}
   g_2(\xi_1, \xi_2) &= f_2(\xi_1, \xi_2) - f_1(\xi_1)f_1(\xi_2), \\
   g_3(\xi_1, \xi_2, \xi_3) &= f_3(\xi_1, \xi_2, \xi_3) - \langle f_1f_1f_1 \rangle(\xi_1, \xi_2, \xi_3) \\
   &- f_1(\xi_1)g_2(\xi_2, \xi_3) - f_1(\xi_2)g_2(\xi_1, \xi_3) - f_1(\xi_3)g_2(\xi_1, \xi_2),
\end{align*}
$$

(1.17)

Rewriting the equations BBGKY hierarchy (1.16) in terms of the functions $g_n$ we find that a consistent assumption on the orders of magnitudes is:

$$
g_n \approx \sigma^{n-1}.
$$

(1.18)

Hence we expect that, to leading order, the equations for $f_1$, $g_2$ (cf. (1.16)) can be approximated by:

$$
\begin{align*}
   \partial_t f_1 &= \nabla_v \cdot \left( \int \nabla \phi(x_1 - x_2) g_2(\xi_1, \xi_2) \, d\xi_3 \right), \\
   \partial_t g_2 + \sum_{k=1}^2 v_k \nabla_x g_2 &= \sum_{k=1}^2 \int \nabla \phi(x_k - x_3) \nabla_{\xi_k} \langle f_1f_1g_2(\xi_{(k)}, \xi_3) \rangle \, d\xi_3 \\
   &= \sigma \sum_{k=1}^2 \nabla_{\xi_k} \langle f_1(\xi_1)f_1(\xi_2) \rangle \nabla \phi(x_k - x_{\xi(k)}).
\end{align*}
$$

(1.19)

Since the source term for $g_2$ in (1.19) is of order $\sigma$, the function $\tilde{g}_2 = \sigma^{-1}g_2$ can be expected to be of order one. With this definition, (1.19) is equivalent to (1.11)-(1.2).

In scaling limits with weak interaction, e.g. the weak-coupling limit, one can apply a similar reasoning. In this case, steady state equation for the truncated correlations is

$$
\sum_{i=1}^2 v_i \nabla_x g_B = (\nabla v_1 - \nabla v_2) \langle f_1f_1 \rangle \nabla \phi(x_1 - x_2).
$$

(1.20)

Notice that the integral term in (1.13) disappears in the case of weak interaction. The equation (1.20) can be solved explicitly using the method of characteristics. In this case the resulting kinetic equation for $f_1$ is formally the Landau equation. Partial results on the derivation can be found in [3, 30]. Global well-posedness and stability for the Landau equation has been proved in [12].

We then summarize the main implications of the results for the study of scaling limits of Coulomb particle systems. Most importantly, the Debye screening becomes visible in the length scale of the two-particle correlation function (1.9). It is worth mentioning that the different decay exponents $\gamma$ in the result suggests that the screening properties depend on the behavior of the one-particle function $f_1$ for large velocities. The Debye screening can also be observed on the level of the linearized Vlasov equation. We will take a closer look at this in Subsection 1.2.

Further, the argument identifies two regions in which the assumption $f_1 \gg g_2$ breaks down, namely for particles $\xi_1$, $\xi_2$ with very small relative velocity $v_1 - v_2 \approx 0$, and very fast particles. The critical region of particles with very small relative velocity is a result of the fact that the collision time diverges, when particles only very slowly separate (see [30]).
A mathematical description of scaling limits of Coulomb particle systems requires to understand the following aspects: Firstly, the emergence of the Debye length $\lambda_D$ from the particle system (1.11). Secondly, one needs to estimate the deflections due to the interaction of particles with an impact parameter much larger than the Debye length. Due to the screening, the influence of a single charge decays much faster than the Coulomb potential itself. Thirdly, one needs to understand the deflections produced by particles that approach closer than the Debye length. The influence of these deflections turns out to be dominant by a logarithmic factor $\log(\frac{1}{\lambda_D})$ and yields the Landau equation in the kinetic limit. This is discussed in Subsection 1.3.

1.2 Debye Screening in the Vlasov equation

In this subsection, we discuss the onset of a screening length in the linearized Vlasov equation. To this end, we will take a closer look at the steady states of the Vlasov-Poisson equation in the presence of a point charge. The Debye screening can be observed in the decay of the equilibrium spatial profile, which has a characteristic length scale that is given by the Debye length $\lambda_D$ (cf. (1.12)), in spite of the fact that the Coulomb potential does not have a length scale. The screening effect is related to the classical subjects in the Vlasov theory such as Landau damping and Langmuir waves (cf. [10, 9, 15, 18, 20, 24]).

We prove in this paper, that the evolution problem (1.2) can be reduced to the Vlasov system. We remark that one can also formally derive the Balescu-Lenard equation from a stochastic model involving Vlasov equations. The method consists in describing the evolution of the probability density of a tagged particle which interacts with a random medium. The random medium is assumed to evolve according to the Vlasov equation, linearized around the velocity distribution of the tagged particle. The approach of a Vlasov medium is well-studied in the formal theory in plasma physics [25, 26]. Rigorous results on a related model can be found in [14, 16].

Let $((\mathbf{B}, \mathbf{V}))$ be the phase space coordinates of the tagged particle traveling through a continuous background, with which it interacts via the Coulomb potential. Here $f_0(v)$ is a fixed velocity distribution, and $h(\tau, x, v)$ the correction that is induced by the particle. Taking as unit of length the Debye length $\lambda_D$ as before, let the system be given by:

$$\frac{\partial}{\partial \tau} h + v \nabla_x h - \nabla_x (\phi \star \rho) \nabla_v f_0 = \sigma \nabla_v f_0 \nabla \phi (x - X(\tau)), \quad h(0, x, v) = 0$$

$$\rho(x) = \int h(x, v) \, dv$$

$$\partial_\tau X = V, \quad \partial_\tau V = -\sigma \nabla_x (\phi \star \rho)(X(\tau)), \quad (X(0), V(0)) = (X_0, V_0).$$

(1.21) (1.22) (1.23)

In the derivations of the Balescu-Lenard equation in [14, 16, 25], the initial datum $h(0, \cdot)$ in (1.21) is random. Then the dynamics describing the evolution of $(X, V)$ becomes a stochastic differential equation. Notice that the evolution of random measures under the Vlasov equation has already been considered in Braun and Hepp (cf. [5]). In the system (1.21)-(1.23), $(X, V)$ can be interpreted as a particle traveling through a random background of particles, and $h(x, v)$ as the correction of the homogeneous density (or "cloud") induced by the particle. It is worth noting that the well-posedness of the problem of a moving point charge interacting with a fully nonlinear Vlasov-Poisson system has been studied in [7].

For simplicity, assume $f_0(v)$ in (1.21) is radially symmetric. In the derivation of the Landau equation and the Balescu-Lenard equation, we make the assumption that the trajectories of particles are approximately rectilinear on the microscopic timescale. This suggests to approximate $X(\tau)$ in (1.21)
by

\[ X(\tau) \approx X_0 - \tau V_0. \]  

(1.24)

For the special case \( V_0 = 0 \), it was observed in [18] that the Debye screening can be derived from the equation (1.21). The spatial density of the steady state of (1.21) with a point charge at rest can be computed explicitly (without loss of generality \( X_0 = 0 \)):

\[ \rho_{eq}(x) = \frac{\sigma}{4\pi|x|} e^{-|x|}. \]  

(1.25)

Remarkably, even though the potential \( \phi(x) = 1/|x| \) does not have a length scale, the spatial profile of \( \rho_{eq} \) decays exponentially with characteristic scale given by the Debye length \( L_D \).

Now consider the case of \( V_0 \neq 0 \). Making the assumption of rectilinear motion (1.24), we can again solve (1.21) explicitly. For \( \tau \to \infty \), the solution converges to traveling wave with velocity \( V_0 \). The spatial profile of the traveling wave can be represented in Fourier variables. Let \( f_0 \) be a given one-particle function, then the formula reads:

\[ \hat{\rho}_{\text{trav}}(k) = \frac{\sigma}{|k|^2 D(k, k \cdot V_0)} \int \frac{k \nabla f_0(v)}{k(v - V_0 - i0)} \, dv, \]  

(1.26)

where \( D(k, u) \) is given by:

\[ D(k, u) := 1 - \frac{1}{|k|^2} \int_{\mathbb{R}^3} \frac{k \cdot \nabla f_0(v)}{k \cdot (v - u) + i0} \, dv. \]  

(1.27)

We remark that (1.27) suggests that for \( |V_0| \to \infty \), the spatial profile \( \rho_{\text{trav}}(x) \) can have large oscillations with long wavelength \( \lambda = 1/|k| \to \infty \). To see this, we decompose \( D = D_R + iD_I \) into its real and imaginary part. For \( |k| \to 0 \) and \( u \) of order one, we have the asymptotic formula

\[ D_R(k, u) \sim 1 - 1/|u|^2, \quad D_I(k, u) = 1/|k|^2 \int_{k \cdot u = u} k/|k| \nabla f_0(v) \, dv. \]  

(1.28)

Hence, the real part of \( D \) in (1.27) has a zero for \( |k| \to 0, u \sim 1 \), and the imaginary part depends on the tail behavior of the one-particle function \( f_0 \). This suggests that the traveling wave \( \rho_{\text{trav}} \) (cf. (1.26)) surrounding the particle \((X, V)\) can lead to large deflections in other particles for \(|V_0| \gg 1\), depending on the decay of \( f_0(v) \) for large velocities. In the presence of very fast particles, the rectilinear approximation (1.24) does not hold. However, this should not affect the validity of the final kinetic equation in the limit \( \sigma \to 0 \), since the number of particles with velocity \(|V_0| \gg 1\) becomes negligible.

This observation explains why the exponent in the estimate (1.9) depends on the decay properties of the one-particle functions, and the estimate is only valid for velocities varying on a compact set.

The zero of the real part \( D_R \) (cf. (1.28)) is also related to other important phenomena in plasma physics, such as the so-called Langmuir waves. The length of the Langmuir waves is much larger than the Debye length and the oscillation frequency has been normalized to \( \Omega_{\text{Langmuir}} = 1 \) in our setting. The amplitudes of these waves decrease exponentially at a rate proportional to \( D_f \) (cf. (1.28)), so the rate strongly depends on the background distribution of particles. For a Maxwellian distribution of particles \( f_0 = M \), the imaginary part is exponentially small, which results in a very slow Landau damping as observed in [10, 9].
\section*{1.3 On the range of validity of the Balescu-Lenard equation for Coulomb potentials}

The goal of this subsection is to determine the correct kinetic equation for scaling limits of particle systems interacting with the Coulomb potential, or the Coulomb potential smoothed out at the origin. It was already remarked by Lenard in \cite{Lenard1962}, that the integral \eqref{eq:balessc} is not well-defined for $\phi(x) = 1/|x|$, since the integral

$$a_{i,j}(w, v) = \int_{\mathbb{R}^3} k_i k_j \delta(k \cdot w) \frac{|\hat{\phi}(k)|^2}{|\epsilon(k, k \cdot v)|^2} \, dk$$

\text{(1.29)}

is logarithmically divergent for large $k$. This corresponds to the divergence \eqref{eq:divergence} for small values of the spatial variable $x$, so the main contribution comes from the singularity of the Coulomb potential at the origin.

In the scaling limit \eqref{eq:scaling}, particle interaction is given by the potential $\sigma \phi(x) = \sigma/|x|$. Therefore, an interaction of particles with impact parameter $|b| \leq \sigma$ will result in a deflection of order one. This yields a Boltzmann collision term in the limit equation, as observed in \cite{Spohn1982}. We now analyze the influence of interactions with impact parameter $|b| \geq \sigma$. This corresponds to a truncation $\hat{a}_{i,j}$ of the integral \eqref{eq:balessc} to $|k| \leq \sigma^{-1}$. As Lenard observed in \cite{Lenard1962}, the function $\epsilon(k, k \cdot v) \to 1$ becomes constant for $k \to \infty$. Therefore, the truncated coefficient $\hat{a}$ satisfies:

$$\hat{a}_{i,j}(w, v) = \lim_{\sigma \to 0} |\log(\sigma)| \int_{B_{\sigma^{-1}}} k_i k_j \delta(k \cdot w) \frac{|\hat{\phi}(k)|^2}{|\epsilon(k, k \cdot v)|^2} \, dk \sim \delta_{i,j} \frac{w_i w_j}{|w|^2}.$$  \text{(1.30)}

Hence, we obtain the Landau kernel in this limit. Now we discuss how this observation connects to \eqref{eq:balessc}. Due to \eqref{eq:balessc}, the kinetic timescale is not given by $t = \sigma t$, but slightly shorter by a logarithmic correction. Therefore, the mathematically rigorous kinetic equation associated to the scaling limit \eqref{eq:scaling} is expected to be the Landau equation, and the main contribution is due to the interaction of particles with very small impact factor. However a more accurate description of physical systems might be obtained by keeping the terms of the order $|\log(1/\sigma)|^{-1}$ in the equation, since in physical systems, $|\log(1/\sigma)|$ cannot be expected to be very large (cf. the discussion in §41 of \cite{Spohn1982}). Therefore, the physical equation describing plasmas can be expected to involve a Balescu-Lenard term, the Landau collision operator and a Boltzmann collision operator. The relative size of the different collision terms would depend on the physical system in question. The Balescu-Lenard equation is the correct limit equation for systems with soft potential interaction in the scaling limits \eqref{eq:scaling}.

Consider particle systems interacting via the Coulomb potential and take as unit of length the Debye length $L_D$ \eqref{eq:debye}. As a simplified problem, one can study a smooth variant of the Coulomb potential, that is $\phi_{C,\sigma} \in C^\infty$ radially symmetric and $\phi_{C,\sigma}(x) = 1/|x|$ for $|x| \geq 1$. Then the kinetic equation associated to the scaling limit \eqref{eq:scaling} can be expected to be the Balescu-Lenard equation. Notice that the equation includes the screening effect, that is expected since $\phi_{C,\sigma}(x)$ coincides with the Coulomb potential for large $|x|$.

A characterization of the limit equations for scaling limits of Lorentz models with long-range interaction (i.e. a tagged particle in a random, but fixed, background of scatterers) can be found in \cite{Spohn1982}. For mathematical results in this direction see also \cite{Golse1991}.\cite{Golse1991}.
2 Preliminary and main results

2.1 Definitions and assumptions

For future reference we fix the notation for some classical integral transforms.

Notation 2.1 We will use the following conventions for the Laplace transform \( \mathcal{L}(f) \), the Fourier transform \( \hat{f} \) and the Fourier-Laplace transform \( \hat{f}^\prime \):

\[
\mathcal{L}(f)(z) = \int_0^\infty e^{-zt} f(t) \, dt \\
\hat{f}(k) = \frac{1}{(2\pi)^{\frac{3}{2}}} \int_{\mathbb{R}^3} f(x) e^{-ik \cdot x} \, dx \\
\hat{f}^\prime(z,k) = \frac{1}{(2\pi)^{\frac{3}{2}}} \int_{\mathbb{R}^3} \int_0^\infty f(t,x) e^{-zt} e^{-ik \cdot x} \, dt \, dx.
\]

Definition 2.2 We define operators \( P^\pm \), \( P^\mp \) and \( P \) on \( L^2(\mathbb{R}) \), that on Schwartz functions \( f \in S(\mathbb{R}) \) are given by:

\[
P^\pm[f](x) := \lim_{\delta \to 0^+} \int_{\mathbb{R}} \frac{f(x')}{x' - x + i\delta} \, dx', \quad P[f](x) := \text{PV} \int_{\mathbb{R}} \frac{f(x')}{x' - x} \, dx'
\]

where the principal value integral \( \text{PV} \) is defined as: \( \text{PV} \int_{\mathbb{R}} \, dx' = \lim_{\delta \to 0^+} \int_0^\infty \frac{1}{2} (|x-x'| \geq \delta) \, dx' \).

Notation 2.3 (Relative velocity and impact parameter) For vectors \( k, v_1, v_2 \in \mathbb{R}^3 \), \( v_1 \neq v_2 \), \( k \neq 0 \), we will use the following shorthand notation:

\[
\omega = \frac{k}{|k|}, \quad v_r = v_1 - v_2, \quad \theta_r = \frac{v_r}{|v_r|}.
\]

The impact parameter \( b \in \mathbb{R}^3 \) and the distance to the collision point \( d \in \mathbb{R} \) of particles \((x_1, v_1), (x_2, v_2)\) with relative position \( x = x_1 - x_2 \) and relative velocity \( v_r = v_1 - v_2 \) is defined as:

\[
d(x, v_r) = \frac{x \cdot v_r}{|v_r|}, \quad b(x, v_r) = x - P_{v_r}(x) = x - \frac{v_r(x \cdot v_r)}{|v_r|^2}.
\]

Due to the translation invariance of the system, the truncated correlation function \( g_2(x, v, x', v') \) is a function of \( x-x', v, v' \) only. By a slight abuse of notation, we identify \( g_2 \) with the function:

\[
g_2(x-x', v, v') = g_2(x, v, x', v').
\]

Also the function should be invariant under exchanging the two particles, so we impose the symmetry:

\[
g_2(x, v, v') = g_2(-x, v', v).
\]

This symmetry we include in the space of functions in which we solve the Bogolyubov equation.

Definition 2.4 Define the functionals \( |h||g| \), \( h[g] \) given by the following formulas:

\[
|h||g| = \int |g(x, v_1, v_2)| \, dv_2, \quad h[g] = \int g(x, v_1, v_2) \, dv_2.
\]

Let \( W \) be the function space given by:

\[
W = \{ g \in L^1_{\text{loc}}(\mathbb{R}^6) : \text{(2.8) holds}, \quad |h||g| \in L^1_{\text{loc}} \sup_{|v| \leq R} \| h[g](\cdot, v) \|_{L^2} \leq C(R) \text{ for } R > 0 \}.
\]
We now give a definition of a solution to the Bogolyubov equation. We recall the space $L^1 + L^2$ of functions $\zeta$ that can be decomposed as $\zeta = \zeta_1 + \zeta_2$ with $\zeta_1 \in L^1, \zeta_2 \in L^2$.

**Definition 2.5 (Bogolyubov correlation)** Let $\nabla \phi \in L^1 + L^2$, and $f \in W^{1,1}(\mathbb{R}^3) \cap W^{1,\infty}(\mathbb{R}^3)$ be a probability density. We say $g_B \in W$ is a solution to the Bogolyubov equation if for all $\psi \in C^\infty_c(\mathbb{R}^3)$

\[
\begin{align*}
- \int (v_1 - v_2) g_B \partial \psi &- \int \nabla f(v_1) \nabla \phi(x + y) h[g_B](y, v_2) \psi(x, v_1, v_2) \\
- \int \nabla f(v_2) \nabla \phi(-x + y) h[g_B](y, v_1) \psi(x, v_1, v_2) &\rightarrow \int (\nabla_{v_1} - \nabla_{v_2}) [f \otimes f] \nabla \phi(x) \psi,
\end{align*}
\]  

and it satisfies the Bogolyubov boundary condition

\[g_B(x - \tau(v_1 - v_2), v_1, v_2) \rightarrow 0, \quad \text{as } \tau \rightarrow \infty, \text{ a.e.}\]  

**Definition 2.6 (Radon transform and dielectric function)** Let $f \in L^1(\mathbb{R}^3) \cap L^\infty(\mathbb{R}^3)$. We define the Radon transform $F : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}$ associated to $f$ by $(\omega = \omega(k)$ as in (2.15))

\[F(k, u) := \int_{\{v : \omega(v) = u\}} f(v) \, dv.\]  

Further we define the dielectric function $\epsilon : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}$ associated to $f \in W^{1,1}(\mathbb{R}^3) \cap W^{1,\infty}(\mathbb{R}^3)$ and a potential $\phi$ by:

\[\epsilon(k, -|k|u) := 1 - \hat{\phi}(k) P^-[\partial_{\alpha} F(k, \cdot)](u).\]  

Here the operator $P^-$ defined in (2.4) is applied in the second variable of $\partial_{\alpha} F$. As a shorthand we also introduce the functions $\alpha, \alpha^-$ given by:

\[\alpha(\chi, u) := P[\partial_{\alpha} F(\chi, \cdot)](u), \quad \alpha^-(\chi, u) := P^-[\partial_{\alpha} F(\chi, \cdot)](u).\]  

**Remark 2.7** Note that the dielectric function $\epsilon$ coincides with the function $D$ introduced in (1.26), which quantifies the correction to the homogeneous density induced by a single point charge.

The following definitions will be useful in studying the linear evolution problem (1.2) for $g$. When $f$ is time independent, the equation (1.2) for $g$ can be solved explicitly. To this end we introduce some notation.

**Notation 2.8** We introduce the function:

\[Q(k, v) = k \nabla f(v) \hat{\phi}(k).\]  

Furthermore, for a function $h(x, v)$ and a potential $\phi$ we set $E_h$ to be the self-consistent potential associated to $h$:

\[E[h](x) = E_h(x) = \int \int \phi(x - y) h(y, v) \, dv \, dy.\]  

**Definition 2.9 (Vlasov and transport propagator)** Let $\phi$ be a radially symmetric Schwartz potential. Let $V$ be the linear Vlasov propagator associated to $f$, so let $V(t)[h_0] = h(t)$ be the solution to:

\[\partial_t h + v \nabla_x h - \nabla E_h \nabla f = 0, \quad h(0, \cdot) = h_0(\cdot),\]  

where $E_h$ is the self-consistent potential associated to $h$. The following definitions will be useful in studying the linear evolution problem (1.2) for $g$. When $f$ is time independent, the equation (1.2) for $g$ can be solved explicitly. To this end we introduce some notation.
with $E_h$ as in (2.17). In Fourier-Laplace variables (cf. (2.3)) the solution is given by:

$$\hat{h}(z, k, v) = \frac{\hat{h}_0(k, v)}{z + ikv} + iQ(k, v)\hat{\phi}(z, k), \quad \hat{\phi}(z, k) = \int \frac{\hat{h}_0(k, v')}{z + ikv'} \, dv',$$

with $Q$ as introduced in (2.16). Further let $T$ be the free transport propagator so

$$T(t)[g](\xi_1, \xi_2) := g(x - v_1 t, v_1, x_2 - v_2 t, v_2).$$

**Definition 2.10** Let $\tilde{g}_0(\xi_1, \xi_2) = g_0(x_1 - x_2, v_1, v_2), g_0 \in S((\mathbb{R}^3)^3)$ be symmetric in exchanging the variables $\xi_1, \xi_2$, and set $S(\xi_1, \xi_2) = \delta(\xi_1 - \xi_2) f(v_1)$. We define the Bogolyubov propagator $\mathcal{G}$ by:

$$\mathcal{G}(t)[\tilde{g}_0] := \mathcal{V}_{\xi_1}(t) \mathcal{V}_{\xi_2}(t)[S + \tilde{g}_0] - T(t)[S].$$

where $\mathcal{V}_{\xi_1}$ is the Vlasov propagator acting the set of variables $(x_1, v_1) = \xi_1$, and $\mathcal{V}_{\xi_2}$ the propagator acting on $(x_2, v_2) = \xi_2$.

We will analyze the equilibrium two-particle correlations for so-called soft potentials and the Coulomb potential. Notice that we restrict our attention to radially symmetric potentials.

**Assumption 2.11 (Potentials)** Let $\phi_C \in C(\mathbb{R}^3 \setminus \{0\})$ be the Coulomb potential, so $\phi_C(x) = \frac{c}{|x|}$ for some $c > 0$. Assume without loss of generality that $c = \sqrt{\frac{\pi}{2}},$ when $\hat{\phi}(k) = \frac{1}{|k|}$. We say $\phi_S = \phi_S(|x|)$ is a soft potential if $\phi_S \in S(\mathbb{R}^3)$.

On the one-particle distribution function $f$ we make the following regularity assumptions.

**Assumption 2.12 (Regularity and Decay)** Let $f \in C^8(\mathbb{R}^3)$ be nonnegative and

$$|\nabla^m f(v)| \leq C e^{-|v|}, \quad \text{for } m = 0, 1, \ldots, 8.$$  

Further let $f$ be normalized to:

$$\int f(v) \, dv = 1.$$  

Our proof of existence of Bogolyubov correlations requires the plasma to be stable. This can be mathematically formulated in terms of the dielectric function $\epsilon$ (cf. (2.14)) associated to $f$.

**Assumption 2.13 (Plasma stability)** We say $f$ is stable if for all $k \in \mathbb{R}^3, x \in S^2, u \in \mathbb{R}$ we have:

$$|k|^2 \neq P^- [\partial_u F(x, \cdot)](u), \quad \text{in particular } |\epsilon(k, u)| \neq 0, \quad \text{as in (2.14)}.$$  

**Remark 2.14** The physical relevance of this condition is discussed in [13]. A necessary and sufficient condition for stability (cf. (2.24)) was given by Penrose in [24]. For example the condition (2.24) is satisfied by functions $f$, for which $F(u)$ has precisely one maximum and no other critical points.

In order to prove (exponential) linear stability of the equilibrium correlations and their fluxes we make a stronger analytic stability assumption on the plasma, which requires that we can extend the dielectric function to a strip in the complex plane.
Assumption 2.15 (Strong plasma stability) Let $f > 0$ be a Schwartz probability density on $\mathbb{R}^3$. Let $F$ be the Radon transform defined in (2.13) and $\phi = \phi_S$ a soft potential. Assume that there exists $c > 0$ such that for all $\chi \in S^2$, $F(\chi, iiz)$ has a holomorphic extension to the strip $H_c := \{ z \in \mathbb{C} : |\Re(z)| \leq c \}$ and on $H_c$ satisfies the estimate
\begin{equation}
|F(\chi, iiz)| \leq \frac{C}{1 + \Im(z)^2}, \tag{2.25}
\end{equation}
We will assume that the associated extension of the dielectric function $z \mapsto \epsilon(k, -i|k|z)$ to the shifted right half-plane $H_c := \{ z \in \mathbb{C} : \Re(z) \geq -c \}$ is bounded below uniformly:
\begin{equation}|\epsilon(k, -i|k|z)| \geq c_0 > 0, \quad \text{for } 0 \neq k \in \mathbb{R}^3, z \in H_c. \tag{2.26}
\end{equation}
We now introduce some technical assumptions, that we later use to quantify the rate of decay of the equilibrium correlations. We distinguish functions $f$ that behave like an exponential as $|v| \to \infty$, specified in Assumption 2.17 and functions that behave like Gaussians, as specified in Assumption 2.18.

Notation 2.16 We recall the function $a$ introduced in (2.15). For $k \in \mathbb{R}^3$, $\chi \in S^2$, let $u_0^+(k, \chi) > 0$, $u_0^-(k, \chi) < 0$ be the solutions to:
\begin{equation}|k|^2 - a(\chi, u_0^+) = 0, \tag{2.27}
\end{equation}
whenever (2.27) has a unique solution with the prescribed sign. Further write $I(k, \chi)$ for the set
\begin{equation}I(k, \chi) = (u_0^-(k, \chi) - 1, u_0^+(k, \chi) + 1) \cup (u_0^+(k, \chi) - 1, u_0^-(k, \chi) + 1). \tag{2.28}
\end{equation}
Let $L^\pm(k, \chi)$, $\Psi^\pm(k, \chi, y)$ be given by:
\begin{equation}L^\pm(k, \chi) = \frac{\partial_\alpha F(\chi, u_0(k, \chi))}{\partial_\alpha a(\chi, u_0(k, \chi))}, \quad \text{for } k \in \mathbb{R}^3, \chi \in S^2, \tag{2.29}
\end{equation}
\begin{equation}\Psi^\pm(k, \chi, y) = u_0(k, \chi) + y \frac{\partial_\alpha F(\chi, u_0(k, \chi))}{\partial_\alpha a(\chi, u_0(k, \chi))}, \quad \text{for } k \in \mathbb{R}^3, \chi \in S^2, y \in \mathbb{R}. \tag{2.30}
\end{equation}
Assumption 2.17 (Asymptotically exponential behavior) Let $f$ satisfy the Assumptions 2.12 2.13. Let $L^\pm = L^\pm(k, \chi)$ and $\Psi^\pm$ be as in Notation 2.16. We say $f$ behaves asymptotically like an exponential if it satisfies the following for some $r, c, C > 0$:
\begin{equation}|\nabla^6_{k,x,y} \left( \frac{|k|^3}{\partial_\alpha a(\chi, \Psi^\pm)} \right) | \leq C, \quad \text{for } |k| \leq r, \chi \in S^2, |y| \leq L^\pm, \tag{2.31}
\end{equation}
\begin{equation}|\nabla^6_{k,x,y} \left( \frac{|k|^2 - a(\chi, \Psi^\pm)}{y \partial_\alpha F(\chi, \Psi^\pm)} \right) | \leq C, \quad \text{for } |k| \leq r, \chi \in S^2, |y| \leq L^\pm, \tag{2.32}
\end{equation}
\begin{equation}\left| \frac{|k|^2 - a(\chi, \Psi^\pm)}{y \partial_\alpha F(\chi, \Psi^\pm)} \right| \geq c, \quad \text{for } |k| \leq r, \chi \in S^2, |y| \leq L^\pm, \tag{2.33}
\end{equation}
\begin{equation}|\nabla^6_{k,x,y} \left( \frac{F(\chi, \Psi^\pm)}{\partial_\alpha F(\chi, \Psi^\pm)} \right) | \leq C, \quad \text{for } |k| \leq r, \chi \in S^2, |y| \leq L^\pm. \tag{2.34}
\end{equation}
Assumption 2.18 (Asymptotically Maxwellian behavior) Let $f$ satisfy the Assumptions 2.12 2.13. Let $L^\pm = L^\pm(k, \chi)$ and $\Psi^\pm$ be as in Notation 2.16. We say $f$ behaves asymptotically like a Gaussian if it satisfies (2.31)-(2.33) and the following for some $r, C > 0$:
\begin{equation}|\nabla^6_{k,x,y} \left( \frac{F(\chi, \Psi^\pm)}{|k| \partial_\alpha F(\chi, \Psi^\pm)} \right) | \leq C, \quad \text{for } |k| \leq r, \chi \in S^2, |y| \leq L^\pm. \tag{2.35}
\end{equation}
Remark 2.19 For example, the Assumptions 2.17 and 2.18 are satisfied by probability densities of the form:

$$f(v) \sim \left(1 + \frac{\Phi(v)}{(2 + |v|^2)^{\alpha}}\right) e^{-(1+|v|^2)^{\gamma}}.$$ (2.36)

Here $\gamma = 1$ if $f$ satisfies Assumption 2.17, $\gamma = 2$ if $f$ satisfies Assumption 2.18, $\alpha > 0$ and $\Phi \in C^\infty$ is smooth with bounded derivatives, and $|\Phi| \leq 1$. Note that this includes anisotropic velocity distributions.

2.2 Results of the paper

The first result of this paper is the well-posedness of the steady state equation (1.3). We prove that the solutions formally obtained by Oberman and Williams [23] by means of the method introduced by Lenard in [17] are indeed well-defined solutions to the equation in the sense of Definition 2.5.

Theorem 2.20 (Bogolyubov correlations) Let $f$ satisfy the Assumptions 2.12 and 2.13 and $\phi$ be either the Coulomb potential or a soft potential. In the Coulomb case, assume further that $f$ satisfies Assumption 2.17 or 2.18. Then there exists a weak solution $g_B$ to the Bogolyubov equation in the sense of Definition 2.5.

The proof of this theorem is the content of Subsection 2.4.

After making precise the well-posedness of the equation, we study screening properties of the Bogolyubov correlations. The following theorem describes the decay of the solutions of the Bogolyubov equation (1.3). Note that the equation is written taking as unit of length the characteristic length $\ell$ of the potential in the case $\phi = \phi_S$ soft or the Debye length $L_D$ (1.12) for the Coulomb potential. Therefore, the following estimate proves that the characteristic range of interaction is given by $\ell$ or $L_D$ respectively. Furthermore, we find that the decay rate of the Bogolyubov correlations differs from the decay rate of the potential.

Theorem 2.21 (Screening estimate for the Bogolyubov correlations) Let $f$ be a function that satisfies the Assumptions 2.12, 2.13 and $\phi$ be either the Coulomb potential or a soft potential. We recall the definition of the impact parameter $b$ and the distance to collision $d$, as well as $d_\perp$ (cf. (2.6)). Then for $x \in \mathbb{R}^3$, and $v_1, v_2 \in K$ varying on a compact set $K \subset \mathbb{R}^3$ the following estimate holds:

$$|g_B(x, v_1, v_2)| \leq \frac{C(K, \delta)}{|v_\perp|} \frac{1}{|b| + d_\perp (1 + |b| + d_\perp)^{-\delta}}, \quad \text{for } \delta > 0.$$ (2.37)

If $\phi = \phi_C$, we can choose $\gamma = 1$ for $f$ behaving like a Maxwellian in the sense of Assumption 2.18 and $\gamma = 0$ for $f$ satisfying Assumption 2.17. For $\phi = \phi_S$ the statement holds for $\gamma = 1$ and $C(K, \delta)$ can be chosen independently of $K$.

More precise estimates can be found in the Theorems 3.1 and 3.6.

The derivation of the Balescu-Lenard equation proposed by Bogolyubov postulates that steady states do not only exist, but are also stable in microscopic times. More precisely, Bogolyubov’s argument requires that the fluxes in $f_1$ induced by the function $g_2$ (cf. (1.19)) converge to the fluxes associated to the equilibrium correlations $g_B[f_1]$. In the case of soft potential interaction, we prove the stability of the equilibrium correlations if $f_1$ in (1.19) is assumed to be time-independent.
**Theorem 2.22** Let $\phi$ be a soft potential and $f$ satisfy the strong stability Assumption. Further let $\tilde{g}_0(\xi_1, \xi_2) = g_0(x_1 - x_2, v_1, v_2)$, $g_0 \in S((\mathbb{R}^3)^3)$ be translation invariant and symmetric:

\begin{align*}
\tilde{g}_0(\xi_1, \xi_2) &= \tilde{g}_0(\xi_2, \xi_1) \quad \text{for all } \xi_1, \xi_2 \in \mathbb{R}^3 \times \mathbb{R}^3, \quad (2.38) \\
\tilde{g}_0(x_1, v_1, x_2, v_2) &= \tilde{g}_0(x_1 + a, v_1, x_2 + a, v_2) \quad \text{for all } x_1, x_2, a, v_1, v_2 \in \mathbb{R}^3. \quad (2.39)
\end{align*}

Consider the function $\tilde{g}(t) := (G(t)\tilde{g}_0)$ given by (2.21), which (using (2.39)) we identify with

\[ g(t, x_1 - x_2, v_1, v_2) = \tilde{g}(t, x_1, x_2, v_1, v_2). \quad (2.40) \]

Then we have $g, \delta, g \in C(\mathbb{R}^+, S(\mathbb{R}^3))$ and $g$ solves the Bogolyubov equation (1.2) with initial datum $g_0$. The steady state $g_B$ given in Theorem 2.20 is linearly stable, more precisely:

\[ g(t) \longrightarrow g_B \text{ in } D'(\mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}^3) \text{ as } t \to \infty. \quad (2.41) \]

Furthermore, the associated fluxes in the space of velocities are stable, i.e. for all $v \in \mathbb{R}^3$ we have:

\[ \nabla_v \cdot \left( \int \nabla \phi(x)g(t, x, v, v') \, dv' \, dx \right) \longrightarrow \nabla_v \cdot \left( \int \nabla \phi(x)g_B(x, v, v') \, dv' \, dx \right) \text{ as } t \to \infty. \quad (2.42) \]

This theorem is proved in Section 4.

### 2.3 Auxiliary results

The following lemmas provide a version of the well-known Plemelj-Sokhotski formula, which allows us to write the original function $f$ in terms of $P^+[f]$ and $P^-[f]$ as introduced in Definition 2.2. In a more general setting, such formulas are discussed in [21].

**Lemma 2.23** The operators $P^\pm$ and $P$ are bounded from $L^2$ to $L^2$. Let $f \in L^2(\mathbb{R}; \mathbb{R})$, then we have $P^+[f] = P^-[f]$. Furthermore for $f \in L^2(\mathbb{R}; \mathbb{C})$ there holds:

\[ f = \frac{1}{2\pi i}(P^+[f] - P^-[f]). \quad (2.43) \]

**Proof:** By a classical result, $P^\pm$ are Fourier multiplication operators with symbols $\pm 2\pi i \mathbb{1}_{\xi > 0}$. The same holds for $P$ with multiplier $i\pi \text{ sign } \xi$. Combining this with Plancherel’s theorem, we find that the operators are bounded on $L^2$ and satisfy the identity (2.43). For real-valued functions $f$, the identity $P^+[f] = P^-[f]$ holds, since these operators are obtained in a limit $\delta \to 0$ (cf. (2.4)) and the identity holds for all $\delta > 0$. \hfill $\square$

**Lemma 2.24** Let $f \in L^2(\mathbb{R})$, and $q^+$ be analytic on the upper half plane, $q^-$ analytic on the lower half plane and decaying: $|q^\pm(z)| \to 0, |z| \to \infty$. Assume that $\lim_{\delta \to 0^+} q^\pm(\cdot + i\delta) \in L^2(\mathbb{R})$ and:

\[ \lim_{\delta \to 0^+} \frac{1}{2\pi i} q^\pm(\cdot + i\delta) = f. \quad (2.44) \]

Then we have: $P^\pm[f] = q^\pm$.

**Proof:** We consider the differences $\zeta^\pm := q^\pm - P^\pm[f]$. The functions are analytic in the upper, respectively the lower half-plane and decay as $|z| \to \infty, |\mathfrak{F}(z)| \geq 1$. We claim the function $\zeta^\pm$ given by $\zeta^+$ on the upper half-plane and $\zeta^-$ on the lower half-plane, is an entire function. To see this,
fix \( z_0 \in \mathbb{C} \) arbitrary and consider \( Z(z) := \int_{[z_0, z]} \xi(z')d\gamma(z') \), where \( \gamma[z_0, z] \) is an arbitrary curve connecting \( z_0 \) and \( z \). Then \( Z \) is an analytic function above and below and is continuous at the real line by (2.43) and (2.44), hence an entire function. Using \( Z' = \xi \), we infer that \( \xi \) is an entire function as well. Outside the strip with \( |\Im(z)| \leq 1, \xi \) is bounded and decays for \( |z| \to \infty \). On the strip, we use the \( L^2 \) convergence of \( P^\pm[f] \) and \( q^\pm \) together with the mean value property of \( \Re(\xi), \Im(\xi) \) to obtain:

\[
|\xi(z)| \leq C \int_{B_1(z)} |\xi(z')| \, dz' \leq C \left( \|f\|_{L^2} + \sup_{|r| < 2} \|q^\pm(\cdot \pm ir)\|_{L^2(\mathbb{R})} \right) \leq C.
\]

So \( \xi \) is a bounded entire function, hence constant. By \( \lim_{R \to \infty} \xi(iR) = 0 \) we get \( \xi \equiv 0 \) as claimed. \( \square \)

We make Assumption 2.13 to ensure that the dielectric function \( \epsilon \) does not vanish. In many arguments later we will make use of quantitative lower bounds on \( |\epsilon| \), one of which is provided by the following lemma.

**Lemma 2.25 (Estimate on the degeneracy of \( \epsilon \))** Let \( f \) satisfy the Assumptions 2.12, 2.13. If \( \phi = \phi_S \) is a soft potential, there exists \( c_1 > 0 \) such that for all \( k \in \mathbb{R}^3 \) and \( v \in \mathbb{R}^3 \) we have:

\[
|\epsilon(k, -k \cdot v)| \geq c_1 > 0.
\]  

(2.45)

If \( \phi = \phi_C \) is the Coulomb potential, for any \( K \subset \mathbb{R}^3 \) compact and \( \delta > 0 \) we have:

\[
|\epsilon(k, -k \cdot v)| \geq c_1(K) > 0, \quad \text{for all } 0 \neq k \in \mathbb{R}^3, \ v \in K
\]

(2.46)

\[
|\epsilon(k, -k \cdot v)| \geq c_2(\delta) > 0, \quad \text{for all } |k| \geq \delta, \ v \in \mathbb{R}^3.
\]  

(2.47)

**Proof:** Let \( \phi = \phi_C \) be the Coulomb potential. Then we have:

\[
|\epsilon(k, -k \cdot v)| = \left| 1 - \frac{1}{|k|^2} P^\pm[\partial_\alpha F(\omega, \cdot)][\omega \cdot v] \right|.
\]  

(2.48)

Since \( |P^\pm[\partial_\alpha F(\omega, \cdot)]| \) is bounded, \( |\epsilon(k, -k \cdot v)| \) attains its minimum on \( (k, v) \in \left( \mathbb{R}^3 \setminus B_\delta(0) \right) \times \mathbb{R}^3 \) for any \( \delta > 0 \). This minimum is nonzero by (2.24), so (2.47) holds.

On the other hand, since \( |P^\pm[\partial_\alpha F] \neq 0 \) (cf. (2.24)), the mapping \( v \mapsto \inf_{k \in \mathbb{R}^3} |\epsilon(k, -k \cdot v)| \) is continuous, so (2.46) holds on compact sets \( K \).

The estimate (2.45) for soft potentials is immediate. \( \square \)

**Remark 2.26** In the Coulomb case, the estimates (2.46)–(2.47) cannot be improved, since it is known (cf. [24]) that:

\[
\inf_{k \in \mathbb{R}^3, v \in \mathbb{R}^3} |\epsilon(k, -k \cdot v)| = 0.
\]

**Lemma 2.27 (Asymptotics of \( \alpha(\chi, u) \))** Let \( f \) satisfy the Assumptions 2.12, 2.13. We recall the function \( \alpha \) introduced in (2.15). There exist constants \( C, R > 0 \) such that for \( |u| \geq R \):

\[
|\partial_\alpha^j \alpha(\chi, u) - \frac{(-1)^j(j + 1)!}{u^{j+2}}| \leq \frac{C}{u^{j+3}} \quad \text{for } j \in \mathbb{N}_0, \ j \leq 6,
\]  

(2.49)

\[
|\partial_\ell_\alpha^j \partial_\ell \alpha(\chi, u)| \leq \frac{C}{u^{j+3}} \quad \text{for } j \in \mathbb{N}_0, \ \ell' \in \mathbb{N}, \ j + \ell' \leq 6.
\]  

(2.50)
Proof: The derivative $\partial^j_u a(\chi, w) = P[\partial_u^{j+1} F(\chi, \cdot)](u)$.

Using that $P$ is a Fourier multiplication operator with multiplier $i\pi \operatorname{sign}(\xi)$ we write:

$$\partial^j_u a(\chi, \cdot)(\xi) = i\pi \operatorname{sign}(\xi) F(\partial_u^{j+1} F(\chi, \cdot))(\xi).$$

Now we perform the Fourier inversion integral and integrate by parts:

$$\partial^j_u a(\chi, w) = -\int_{-\infty}^{0} (\pi/2)^{\frac{1}{2}} i e^{i\xi u} F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi + \int_{0}^{\infty} (\pi/2)^{\frac{1}{2}} i e^{i\xi u} F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi$$

$$= (\pi/2)^{\frac{1}{2}} \int_{-\infty}^{0} \frac{e^{i\xi u}}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi + (\pi/2)^{\frac{1}{2}} \frac{1}{u} F(\partial_u^{j+1} F(\chi, \cdot))(0)$$

$$- (\pi/2)^{\frac{1}{2}} \int_{0}^{\infty} \frac{e^{i\xi u}}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi + (\pi/2)^{\frac{1}{2}} \frac{1}{u} F(\partial_u^{j+1} F(\chi, \cdot))(0).$$

Since $\partial_u^{j+1} F$ is a derivative, we have $F(\partial_u^{j+1} F(\chi, \cdot))(\xi) = 0$. Iterating the argument we find:

$$\partial^j_u a(\chi, w) = -(2\pi)^{\frac{1}{2}} (\pi/2)^{\frac{1}{2}} \frac{1}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(0) - (2\pi)^{\frac{1}{2}} - (\pi/2)^{\frac{1}{2}} \frac{1}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(0)$$

$$+ \int_{0}^{\infty} \frac{e^{i\xi u}}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi - \int_{-\infty}^{0} \frac{e^{i\xi u}}{u} \partial_\xi F(\partial_u^{j+1} F(\chi, \cdot))(\xi) \, d\xi.$$

The leading order term is explicit by (2.23):

$$\partial_\xi^{j+1} F(\partial_u^{j+1} F(\chi, \cdot))(0) = \frac{\mu^{j+1}(j+1)!}{(2\pi)^{\frac{1}{2}}}. \quad (2.53)$$

Combining (2.52), (2.53) gives (2.49). The derivative of (2.53) in $\chi$ vanishes, so we obtain (2.50).

The implicit function theorem gives the following Lemma on the function $u_0$ defined in Notation 2.16

**Lemma 2.28** Let $f$ satisfy the Assumptions (2.72)-(2.73) Using (2.49), for $|k| \leq r$, $r > 0$ small enough there are unique $u_0^+(k, \chi)$ such that (2.27) holds, and we have the estimates:

$$|\partial^j_u u_0^+(k, \chi)| \leq \frac{C}{|k|^{j+1}} \quad \text{for } j \in \mathbb{N}_0, j \leq 6,$$  \quad (2.54)

$$|\partial^j_\chi \partial^\ell u_0^+(k, \chi)| \leq \frac{C}{|k|^{j+\ell}} \quad \text{for } j \in \mathbb{N}_0, \ell \in \mathbb{N}, j + \ell \leq 6. \quad (2.55)$$

We can represent the solution to the Bogolyubov equation (1.3) explicitly in Fourier variables. The decay properties of the solution are encoded in the singularity of their Fourier transform at the origin, which motivates to make the following definition.

**Definition 2.29** Let $0 < \kappa \leq 1$ and $f : \mathbb{R}^n \setminus \{0\} \to \mathbb{R}$. Define the functional $[f]_\kappa$ by:

$$[f]_\kappa(x) := \sup_{0 < |h| \leq 1 \atop x + h \neq 0} \frac{|f(x + h) - f(x)|}{|h|^\kappa}.$$
The following lemma gives sharp decay estimates for functions that have an isolated singularity in Fourier variables.

**Lemma 2.30** Let \( l \in \mathbb{N} \), \( f : \mathbb{R}^n \setminus \{0\} \to \mathbb{R} \) be \( \ell \) times continuously differentiable with \(|\nabla^j f| \in L^1\) for \( 0 \leq j \leq \ell \). Further let \( 0 < \kappa \leq 1 \) and \([\nabla^{\ell} f]_k \in L^1\). Then the Fourier transform \( \hat{f} \) decays like:

\[
|\hat{f}(x)| \leq \frac{C}{1 + |x|^\ell + \kappa}.
\]  

**Proof:** Since \( f \in L^1 \) we know \( \hat{f} \in L^\infty \) with \( \|\hat{f}\|_{L^\infty} \leq C\|f\|_{L^1} \). For the additional decay we inspect the transformation formula directly. We distinguish the cases \( \ell \) even and \( \ell \) odd. For \( \ell = 2m \) even, we use

\[
e^{-ixkx} = \frac{1}{(\pi |x|)^{2m}} \Delta^m(e^{-ixkx}).
\]  

Further we use that \( f \) is in \( f \in W^{1,1}(\mathbb{R}^n) \) to compute

\[
\hat{f}(\pi x) = \frac{1}{(2\pi)^2} \int f(k)e^{-ikx} \, dk = \frac{1}{(\pi |x|)^{2m}} \frac{1}{(2\pi)^2} \int \Delta^m f(k)e^{-ikx} \, dk.
\]  

Now \( g := \Delta^m f \) satisfies \([g] + [g]_k \in L^1\). Therefore we can estimate

\[
\hat{g}(\pi x) = -\frac{1}{(2\pi)^2} \int g(k)e^{-i(k-\frac{x}{|x|^2})x} \, dk = \frac{1}{2(2\pi)^2} \int \left( g(k) - g(k + \frac{x}{|x|^2}) \right) e^{-ixk} \, dk.
\]  

Taking absolute values and using \([g]_k \in L^1\) gives

\[
|\hat{g}(\pi x)| \leq \frac{1}{2(2\pi)^2} \int |g|_k / |x|^{2m} \, dk \leq \frac{C}{1 + |x|^{2m}}. \tag{2.58}
\]

Inserting this into (2.58) gives \(|\hat{f}(x)| \leq \frac{C}{1 + |x|^{2m}}\) as claimed. For \( \ell = 2m + 1 \) odd we repeat the computation, except that we now use \( e^{-ixkx} = \frac{1}{(\pi |x|)^{2m}} \cdot \nabla \Delta^m(e^{-ixkx}) \) instead of (2.57). \( \square \)

As a corollary we obtain bounds for the (inverse) Fourier transform of functions that depend on the modulus \( \omega = \frac{k}{|k|} \).

**Lemma 2.31** Let \( \ell \in \mathbb{N} \), \( \Phi(\omega, \chi) \in C^{\ell+\ell}(B_1(0) \times S^{n-1}) \). Then the Fourier transform of the mapping \( T(k) = |k|^\ell \Phi(\omega, \frac{k}{|k|}) \) on \( \mathbb{R}^n \) decays like:

\[
|\hat{T}(x)| \leq \frac{C(\delta)}{1 + |x|^{n+\ell - \delta}}, \quad \text{for } \delta > 0 \text{ arbitrary.}
\]

**Proof:** Follows by applying Lemma 2.30 to \( T \). Differentiating the function we obtain the estimates:

\[
[\nabla^{n+\ell} T]_{1-\delta}(k) \leq \frac{C(\delta)|k|^\ell \|\Phi\|_{C^{\ell+\ell}}}{|k|^\ell + \delta}, \quad [\nabla^j T(k)] \leq \frac{C|k|^\ell \|\Phi\|_{C^{\ell+\ell}}}{|k|^\ell} \quad 0 \leq j \leq n + \ell - 1.
\]

Since \( T \) is compactly supported in the unit ball, we can apply Lemma 2.30 and obtain the claim. \( \square \)
2.4 The Oberman-Williams-Lenard solution

The Fourier representation formula for the Bogolyubov correlations, more precisely a Fourier representation \( \hat{g}_B \) of the solution to (1.3) has been obtained by Oberman and Williams in [23], following the complex-variable approach by Lenard in [17]. We will briefly restate their result in the mathematically rigorous framework of this work. We will define a function \( g_B \) via its Fourier transform \( \hat{g}_B \). In order to complete the proof that \( g_B \) is a solution of the Bogolyubov equation in the sense of Definition 2.5, we need to show that \( g_B \) is in \( W \) and satisfies the Bogolyubov condition (2.12). This is the content of Section 3 in particular of the Theorems 3.1, 3.6.

Notation 2.32 We introduce functions \( A^\pm, B^\pm \), derived from \( \epsilon \) and \( F \) (cf. (2.6), (2.13)):

\[
A^\pm(k, u) := (1 - B^\pm)(1 - |k|^2 |\epsilon(k, -|k|)|) \tag{2.59}
\]

\[
B^\pm(k, u) := \hat{\phi}(k) A^\pm(k, u) \tag{2.60}
\]

Definition 2.33 For \( v_1, v_2 \in \mathbb{R}^3 \), consider the Schwartz distribution \( \hat{g}_B(\cdot, v_1, v_2) \in S'(\mathbb{R}^3) \) given by the following linear functional \( (\varphi, \hat{g}_B(v_1, v_2)) \) on \( S(\mathbb{R}^3) \) (as defined in (2.5)):

\[
(\varphi, \hat{g}_B(v_1, v_2)) = \int \frac{\varphi(k)\hat{\phi}(k)\omega}{\omega(v_1 - v_2) - i\delta} \left( (\nabla v_1 - \nabla v_2)(f f) + \nabla f(v_1) \hat{h}_B(k, v_2) - \nabla f(v_2) \hat{h}_B(k, v_1) \right) \, dk. \tag{2.61}
\]

Here \(-i\delta\) represents taking the limit \( \delta \to 0^+ \) with \(-i\delta \) in (2.61), and \( \hat{h}_B \) is given by the formula:

\[
\hat{h}_B(k, v) := f(v) \frac{(1 - \epsilon(k, -kv))}{\epsilon(k, -kv)} - \hat{\phi}(k) \frac{A^\pm(k, \omega v)}{\epsilon(k, -kv)} (\omega \nabla f(v)). \tag{2.62}
\]

Then we will call \( g_B(\cdot, v_1, v_2) \in S'(\mathbb{R}^3) = F^{-1} \left( \hat{g}_B(\cdot, v_1, v_2) \right) \) the Bogolyubov correlation associated to \( f \).

The strategy for solving (1.3) is solving integrated versions of the equation first. To fix ideas, let \( g \) be a solution and consider the functions \( h(x, v) \), \( H(k, u) \) defined by

\[
h(x, v_1) = \int_{\mathbb{R}^3} g(x, v_1, v_2) \, dv_2
\]

\[
H(k, u) = \int_{\mathbb{R}^3} \hat{h}(k, v) \delta(u - \frac{kv}{|k|}) \, dv.
\]

The key observation is that \( g, h \) and \( H \) solve the equations (as before: \( \zeta(1) = 2, \zeta(2) = 1 \))

\[
(v_1 - v_2) \partial_u g = \sum_{j=1}^2 \nabla f(v_j) \int \nabla \phi((-1)^{j+1} x + y) h(y, v_{\zeta(j)}) \, dy + (\nabla v_1 - \nabla v_2) f f, \nabla \phi(x) \tag{2.63}
\]

\[
\hat{h}(k, v) = \int_{\mathbb{R}^3} \frac{-\omega \phi(k)(\nabla v_1 - \nabla v_2)f(f) + \nabla f(v_1) \hat{h}(k, v_2) - \nabla f(v_2) \hat{h}(k, v_1)}{\omega(v_1 - v_2) - i\delta} \, dv_2 \tag{2.64}
\]

\[
\hat{H}(k, u) = -\hat{\phi}(k) \left( \partial_u F P^- [F] - P^- [\partial_u F] F + \partial_u F P^- [\hat{H}] - P^- [\partial_u F] \hat{H} \right). \tag{2.65}
\]
Note that the equation for $H$ is closed. This suggests to solve the equations (2.63), (2.65) in reverse order: Once we have found the solution $\hat{H}$ to (2.65), we can use (2.64) to compute $\hat{g}$ and then compute $\hat{f}$ using (2.63). Following this reasoning, we show the existence of a solution to (2.65) in the first step of our rigorous analysis.

**Lemma 2.34** Let $f$ satisfy the Assumptions 2.7, 2.13. We recall the definitions of $F$ in (2.13) and $A^\pm$ in (2.39). The function $\hat{H}_B : \mathbb{R}^3 \times \mathbb{R} \to \mathbb{R}$ given by

$$\hat{H}_B(k,u) := \frac{1}{2\pi i}(A^+ - A^-) - F(k,u)$$

(2.66)

is measurable in $\mathbb{R}^3 \times \mathbb{R}$ and satisfies $\hat{H}_B(k, \cdot) \in L^2$ a.e. in $k \in \mathbb{R}^3$. Further, for a.e. $k \in \mathbb{R}^3$ it solves the equation:

$$\hat{H}_B(k,u) = -\hat{\phi}(k)\left(\partial_u F P^-[F] - P^-[\partial_u F]F + \partial_u F P^-[\hat{H}_B] - P^-[\partial_u F]\hat{H}_B\right).$$

(2.67)

**Proof:** As a pointwise a.e. limit of measurable functions, $\hat{H}_B$ is measurable again. By Lemma 2.2 we know that $A^+ = A^-$. so $\hat{H}_B$ is real-valued. By (2.41) $|\varepsilon|$ is bounded, so $\frac{F}{|\varepsilon|}$ is $L^2$. We can rewrite $A^-$ using $\varepsilon$ (as in cf. (2.14)):

$$A^-(k, \cdot) = \varepsilon(k, -|k|) \int_\mathbb{R} \frac{F(\omega, u')}{|\varepsilon(k, -|k|)|^2(u' - \cdot + i0)} du',$$

(2.68)

and find this function is in $L^2$, since $P^\pm$ are bounded on $L^2$. It remains to show that $\hat{H}_B$ satisfies the equation. Since $\hat{H}_B$ is real-valued, equation (2.67) is equivalent to

$$\hat{H}_B + F = F - \hat{\phi}(k)\left(\partial_u F P^-[F + \hat{H}_B] - (F + \hat{H}_B)P^-[\partial_u F]\right).$$

Using that $|1 - \hat{\phi}(k)P^+[\partial_u F]| = |\varepsilon|$ is non-zero, Lemma 2.23 shows that the equation is equivalent to:

$$\frac{P^+[\hat{H}_B + F]}{1 - \hat{\phi}(k)P^+[\partial_u F]} - \frac{P^-[\hat{H}_B + F]}{1 - \hat{\phi}(k)P^-[\partial_u F]} = \frac{2\pi i F(u)}{(1 - \hat{\phi}(k)P^+[\partial_u F])(1 - \hat{\phi}(k)P^-[\partial_u F])}.$$ 

(2.69)

So it remains to check (2.69) is satisfied for $\hat{H}_B$ as defined in (2.66) above. The equation is satisfied, if we can show that

$$P^\pm[\hat{H}_B] = A^\pm - P^\pm[F].$$

(2.70)

By the definition (2.66) of $\hat{H}_B$, this is the case if for $A^\pm$ as in (2.39) we have:

$$A^\pm = \frac{1}{2\pi i}(A^+ - A^-).$$

(2.71)

This however follows from the uniqueness proved in Lemma 2.24.

**Lemma 2.35** Let $f$ satisfy the Assumptions 2.7, 2.13 and consider the function $\hat{h}_B$ defined by the Fourier representation (2.62). Then $\hat{h}_B$ is a measurable function in $\mathbb{R}^3 \times \mathbb{R}^3$ and for $k \neq 0$ it satisfies:

$$|\hat{h}_B(k,v)| \leq C(k)e^{-|v|}$$

(2.72)

Furthermore, for $k \neq 0$ the function $\hat{h}_B(k, \cdot)$, $k \neq 0$ solves the equation:

$$\hat{h}_B(k,v) = \int_{\mathbb{R}^3} \frac{\omega \hat{\phi}(k)(\nabla v_1 - \nabla v_2)(ff) + \nabla f(v_1)\hat{h}_B(k,v_1) - \nabla f(v_2)\hat{h}_B(k,v_1)}{\omega(v_1 - v_2) - i0} dv_2.$$

(2.73)
Proof: Measurability and decay of \( \hat{h}_B \) follow from the regularity and decay properties of \( f \). It remains to show \( \hat{h}_B (k, \cdot) \) solves (2.73). To this end, we first show \( H_s (k, \cdot) := \int_{\mathbb{R}^3} \hat{h}_B (k, v) \delta (\cdot - ouv) \, dv \) coincides with the function \( \hat{H}_B (k, \cdot) \) (cf. (2.66)). This can be seen by integrating (2.62):

\[
H_s (k, u) = F (k, u) \frac{1 - \varepsilon (k, -|k| u)}{\varepsilon (k, -|k| u)} - \frac{A^- (k, u)}{\varepsilon (k, -|k| u)} \frac{1}{2\pi i} (B^+ - B^-).
\]

Since \( \varepsilon (k, -|k|) = 1 - B^- (k, u) \), the claim \( \hat{H}_B = H_s \) is equivalent to verifying

\[
\hat{H} = \frac{1}{2\pi i} (P^+ [\hat{H}] - P^- [\hat{H}]) = \frac{FB^-}{1 - B^-} - \frac{A^-}{1 - B^-} \frac{1}{2\pi i} (B^+ - B^-). \tag{2.74}
\]

We add \( F \) on both sides and use (2.70) to see this is equivalent to

\[
\frac{1}{2\pi i} (A^+ - A^-) = \frac{FB^-}{1 - B^-} - \frac{A^-}{1 - B^-} \frac{1}{2\pi i} (B^+ - B^-) + F.
\]

Rearranging terms, the claim can be rewritten as:

\[
\frac{1}{2\pi i} (A^+ (1 - B^-) - A^- (1 + B^+)) = F,
\]

which is equivalent to (2.69). Hence we have verified (2.74) and proven \( H_s = \hat{H}_B \). Using this we can prove \( \hat{h}_B \) as defined above solves (2.73). To this end, we integrate in \( v_2 \) and bring the last summand in (2.73) to the left-hand side, when the equation reads:

\[
\varepsilon (k, -kv) \hat{h}_B (k, v_1) = \int_{\mathbb{R}^3} \phi (k) \omega \cdot (v_1 - v_2) - i 0 \left( (\nabla v_1 - \nabla v_2 f) (f f) (v_1, v_2) + \nabla f (v_1) \hat{h}_B (k, v_2) \right) \, dv_2
\]

Replacing \( P^- [F + \hat{H}_B] = A^- \) by means of (2.70), we have shown the claim to be equivalent to (2.62), the definition of \( \hat{h}_B \).

Now it is straightforward to check that \( g_B \) defined in Definition 2.33 is a weak solution of the Bogolyubov equation, assuming that \( g_B \) has marginal \( \hat{g}_B (x, v_1, v_2) = h_B (x, v_1) \) and satisfies the Bogolyubov boundary condition (2.12). These conditions will be proved in the Theorems 3.1, 3.6 whose proof does not depend on the results in this section.

**Theorem 2.36** Let \( f \) satisfy the Assumptions 2.12 and 2.13 and \( \phi \) be either the Coulomb potential or a soft potential. In the Coulomb case, assume further that \( f \) satisfies Assumption 2.77 or 2.78. If \( \hat{g}_B \) defined by (2.33) satisfies \( \hat{g}_B (x, v_1, v_2) = h_B (x, v_1) \), and the Bogolyubov boundary condition (2.12), then \( g_B \) is a weak solution to the Bogolyubov equation.

**Proof:** Since \( g \in W \) by assumption, the equation (2.11) holds weakly if the Fourier-transformed equation

\[
(v_1 - v_2) ik \hat{g}_B - ik \phi \nabla f (v_1) \hat{h}_B (k, v_2) + i \phi \nabla f (v_1) \hat{h}_B (k, v_2) = ik (\nabla v_1 - \nabla v_2) (f f) \hat{\phi},
\tag{2.75}
\]

holds in the sense of distributions. This is true by the definition of \( g_B \) (cf. (2.33)).
3 Characteristic length scale of the equilibrium correlations

In this section, we estimate the Bogolyubov correlations $g_B$, and give sufficient conditions for the onset of a characteristic length scale. In the Coulomb case, we observe the onset of a characteristic length scale for one-particle functions $f$ that behave like Maxwellians for large velocities, and the characteristic length is given by the Debye length $L_D$ (cf. (1.12)). In the soft potential case, the Bogolyubov correlations always have a characteristic length scale, which coincides with the length scale of the potential. For both types of potentials, we derive the rate of decay. This will provide the assumptions on $h_B$, $g_B$ made in Theorem 2.36 and hence complete the proof of Theorem 2.20.

To this end, for $v_1, v_2 \in \mathbb{R}^3$ we define $\hat{\Gamma}(\cdot, v_1, v_2) \in S'(\mathbb{R}^3)$ by:

$$\hat{\Gamma}(k, v_1, v_2) := \hat{\phi}(k)k \left( \nabla_{v_1} - \nabla_{v_2} f(f f) + \nabla f(v_1) \hat{h}_B(k, v_2) - \nabla f(v_2) \hat{h}_B(k, v_1) \right).$$

This allows us to get a representation of $g_B$ (cf. (2.61)) of the form:

$$\hat{g}_B(k, v_1, v_2) = \frac{1}{k(v_1 - v_2) - i0} \hat{\Gamma}(k, v_1, v_2).$$

Using the notation introduced in (2.5), this yields the identity:

$$g_B(x, v_1, v_2) = \frac{2\pi i}{|v_1|} \int \Gamma(x, v_1, v_2) \ast_x \left( \mathbb{1}_{(0,\infty)}(x \cdot \theta_r) \cdot H^1(\text{span}\{\theta_r\}) \right).$$

Here we have used the one-dimensional Fourier transform $F^{-1}(\frac{1}{x \cdot \theta_r}) = (2\pi)^{-\frac{1}{2}} \mathbb{1}_{(0,\infty)}(\cdot)$, and the notation $H^1_Y$ for the one-dimensional Hausdorff-measure supported on a line $Y$. The properties of the equilibrium correlations $g_B$ can be analyzed by first characterizing the properties of $\Gamma$, and then using the convolution representation (3.3).

3.1 Coulomb interaction

In this paragraph, we analyze the onset of a characteristic length in the Bogolyubov correlations $g_B$ (cf. (2.61)) in the case of Coulomb interacting particles. Taking the Debye length $L_D$ (cf. (1.12)) as unit of length, the Bogolyubov equation has the form (1.3) with $\phi = \phi_C$. The result we will prove in this paragraph is the following.

**Theorem 3.1 (Screening in the Coulomb case)** Let $g_B$ be defined by (2.61), where $f$ satisfies the Assumptions 2.12, 2.13 and $\phi = \phi_C$ is the Coulomb potential (cf. Definition 2.11). Further let $f$ satisfy Assumption 2.18 (Maxwellian behavior for $|v| \to \infty$) or Assumption 2.17 (Exponential behavior for $|v| \to \infty$). Then the marginal of $g_B$ coincides with $h_B$:  

$$\int g_B(x, v_1, v_2) \, dv_2 = h_B(x, v_1).$$

We recall the definition of $v_\ast$ in (2.5), and $b, d, d_\ast$ in (1.8). Let $K \subset \mathbb{R}^3$ be compact and $\delta \in (0,1)$.

Under Assumption 2.18 $g_B, h_B$ satisfy the following estimates for $x \in \mathbb{R}^3, v_1, v_2 \in K$:

$$|g_B(x, v_1, v_2)| \leq \frac{C(K, \delta)}{|v_\ast|} \frac{1}{(|b| + d_\ast)(1 + |b| + d_\ast)^{1-\delta}}.$$  

$$|h_B(x, v_1)| \leq \frac{C(K, \delta)}{|x|(1 + |x|)^{3-\delta}}.$$
Proof: We decompose \( g_B \) into its real and imaginary part:

\[
\alpha^- (\chi, u) = \alpha (\chi, u) - i \pi \partial_u F (\chi, u).
\]

By Lemma 2.28, for \( |k| \in (0, r_0) \) small enough and \( \chi \in S^2 \) there exist \( u_\chi^\pm (k, \chi) \) such that (2.27) holds. By the estimate (2.49), after possibly choosing a smaller \( r_0 > 0 \), the following holds for \( |k| \in (0, r_0) \) and \( u \neq I(k, \chi) \):

\[
\frac{1}{||k||^2 + \alpha^- (\chi, u)} \leq C (1 + |u|^3).
\]

Under Assumption 2.17, \( g_B, h_B \) satisfy the following estimates for \( x \in \mathbb{R}^3, v_1, v_2 \in K \):

\[
|g_B(x, v_1, v_2)| \leq \frac{C(K, \delta) (1 + |b| + d_\perp)^q}{|v_1| (|b| + d_\perp)},
\]  
\[ (3.7) \]

\[
|h_B(x, v)| \leq \frac{C(K, \delta)}{|x|(1 + |x|^2)},
\]  
\[ (3.8) \]

Note that the result (3.5) shows the onset of a characteristic length in the correlations \( g_B \) if \( f \) satisfies Assumption 2.18, but the estimate (3.7) indicates this is not in general true for functions satisfying Assumption 2.17. Furthermore, the estimates (3.5) and (3.7) prove that \( g_B \) satisfies the Bogolyubov boundary condition (2.12).

For estimating the decay of the function \( g_B \), we use Lemma 2.31 i.e. we expand the Fourier transform of \( h_B \) near \( k = 0 \) into

\[
\hat{h}_B(k, v) = |k| T(k, \omega, v),
\]  
\[ (3.9) \]

where \( T \) is some smooth function. Note that the representation formula for \( \hat{h}_B \) suggests that (3.9) holds with \( r = -2 \), in which case Lemma 2.31 gives an estimate of \( |\hat{h}(x, v)| \leq C/|x| \) for \( |x| \to \infty \). In other words, naively one might expect the decay of the correlations to be the same as the decay of the Coulomb potential. However, since \( \hat{u}(k) \) appears also in the dielectric constant \( \varepsilon \) in the denominator, we obtain \( r > -2 \) in (3.9). Computing the precise value of \( r \) is subtle, since the denominator \( |\varepsilon(k, -|k|u')|^2 \) in \( P^{-1} |A| \) (appearing in (2.62)) becomes singular for \( |u'| \sim 1/|k|, k \to 0 \) as observed in Remark 2.26. The following lemma allows to separate the critical region from the remainder.

Lemma 3.2 Assume that \( f \) satisfies the Assumptions 2.12, 2.13 and \( \phi = \phi_C \) is the Coulomb potential. There exists \( r_0 > 0 \) and \( T(k, \chi, v) \in C^6(B_{r_0}(0) \times S^2 \times \mathbb{R}^3) \) such that for \( |k| \in (0, r_0), \chi \in S^2, v \in \mathbb{R}^3 \):

\[
\int \mathbb{R} \frac{\hat{\phi}(k)(\omega \cdot \nabla f(v)) F(\omega, u')}{|1 - \hat{\phi}(k)\alpha^- (\omega, u')|^2 (\omega \cdot v - u' + i0)} \, du' = D(k, \omega, v) + |k|^2 T(k, \omega, v).
\]  
\[ (3.10) \]

Here \( D \) is given by the formula (\( u_\chi^+, I \) as in Notation 2.16)

\[
D(k, \chi, v) = \int_{I(\chi, \chi)} \frac{\hat{\phi}(k)(\chi \cdot \nabla f(v)) F(\chi, u')}{|1 - \hat{\phi}(k)\alpha^- (\chi, u')|^2 (\chi \cdot v - u')} \, du'.
\]  
\[ (3.11) \]

Moreover, \( T \) satisfies the estimate:

\[
\|T(\cdot, \cdot, v)\|_{C^6(B_{r_0}(0) \times S^2)} \leq C.
\]  
\[ (3.12) \]

Proof: We decompose \( \alpha^- \) (cf. (2.15)) into its real and imaginary part:

\[
\alpha^- (\chi, u) = \alpha (\chi, u) - i \pi \partial_u F (\chi, u).
\]  
\[ (3.13) \]

By Lemma 2.28, for \( |k| \in (0, r_0) \) small enough and \( \chi \in S^2 \) there exist \( u_\chi^\pm (k, \chi) \) such that (2.27) holds. By the estimate (2.49), after possibly choosing a smaller \( r_0 > 0 \), the following holds for \( |k| \in (0, r_0) \) and \( u \neq I(k, \chi) \):

\[
\frac{1}{||k||^2 + \alpha^- (\chi, u)} \leq C (1 + |u|^3).
\]  
\[ (3.14) \]
The behavior of $\phi$ now we have decomposed the integral (3.10) into a well-behaved part $\Box$ satisfies the estimate (3.12).

Now the claim follows by decomposing:

$$\phi(\omega \cdot \nabla f(v))F(\omega, u')$$

We can choose $x_\omega$ in both cases, we can choose $y_\omega$.

Given by:

$$\phi(\omega \cdot \nabla f(v))F(\omega, u')$$

If $\phi$ behaves like an exponential, the function is of order one close to the origin.

**Lemma 3.3 (Expansion of $D$ at $k = 0$)** Let $f$ satisfy the Assumptions 2.7.2, 2.7.3. Rewrite the function $D$ defined by (3.11) in the following form:

$$D(k, \chi, v) := \int_{\mathbb{R} \setminus I(k)} \frac{(\chi \cdot \nabla f(v))F(\chi, u')}{||k||^2 + \alpha^{-}(\chi, u')^2(\chi \cdot v - u' + i0)} \, du'$$

(3.15)

satisfies the estimate (3.12).

Now we have decomposed the integral (3.10) into a well-behaved part $T$, and the singular integral $D$. The behavior of $D$ for large $v$ depends on the behavior of $f$ as $v \to \infty$. If $f$ behaves like a Maxwellian, we have $D(k, v) \approx |k|$ for small $k$. If $f$ behaves like an exponential, the function is of order one close to the origin.

**Proof:** After changing variables with $\Psi(k, \chi, \cdot)$, $D$ reads:

$$D(k, \chi, v) = \int_{-1/L}^{1/L} \frac{|k|^2 \chi \nabla f(v)F(\chi, \Psi(y))L(k, \chi)}{||k||^2 - \alpha(\Psi(y)) + |\partial_u F(\chi, \Psi(y))|^2 \chi \cdot v - \Psi(y)} \, dy$$

(3.22)

$$= \int_{-1/L}^{1/L} \frac{|k|^3 \chi \nabla f(v)(F/\partial_u F)(\chi, \Psi)}{\partial_u \alpha(\chi, \Psi)} \left| \frac{|k|^{2-\alpha(\Psi)}}{y^2 + 1} \chi \cdot v - \Psi(y) \right|^2 \, dy.$$  

(3.23)
If \( f \) satisfies Assumption 2.17, then for \( |k| \leq \lambda \) small enough, the functions \( F/\partial_u F, \frac{|k|^2}{\partial_u \Psi} \) and \( \frac{|k|^2 - \alpha(\Psi)}{\partial_u F(\Psi)} \) are bounded, as well as their derivatives in \( k, \chi \). Furthermore, \( \frac{|k|^2 - \alpha(\Psi)}{\partial_u F(\Psi)} \geq c > 0 \) is bounded below. Additionally, we use \( \psi(k, \chi, y) \in I(k, \chi) \) and \( |\chi \cdot v| \leq C(K) \) to infer that the function

\[
z(k, \chi, v, y) = \frac{|k|^{-1}}{\chi \cdot v - \Psi(y)}
\]

is bounded as well as its derivatives in \( k, \chi \). Hence, under Assumption 2.17 the expansion (3.16) with the estimate (3.18) follow by differentiating through the integral. Similarly, we prove (3.17) with the estimate (3.18) under Assumption 2.18.

The expansions (3.19)-(3.20) with the estimate (3.21) are proved analogously, using the fact that

\[
z_{sym}(k, \chi, u, v, y) = \frac{|k|^{-2}}{\chi \cdot u_1 - \Psi(y)} - \frac{|k|^{-2}}{\chi \cdot v_2 - \Psi(y)} = \frac{|k|^{-2}\chi(v_2 - v_1)}{(\chi \cdot v_1 - \Psi(y))}\sum_{i=1}^2 (\chi \cdot u_i - \Psi(y)),
\]

(3.25)
is a bounded function, as well as its derivatives in \( k, \chi \).

We now prove an integral estimate for \( \hat{h}_B(k, v) \) (cf. (2.62)).

**Lemma 3.4** Let \( f \) satisfy the Assumptions 2.12, 2.13 and Assumption 2.17 or 2.18. Further let \( \phi = \phi_c \) be the Coulomb potential and \( \hat{h}_B \) be given by (2.62). Then there exists \( C > 0 \) such that

\[
\int_{B_2} \left| \int_{\mathbb{R}^3} \hat{h}_B(k, v) dv \right| dk \leq C.
\]

**Proof:** We start by performing the integration in the direction orthogonal to \( \omega \) using Fubini’s Theorem:

\[
\int_{B_2} \int_{\mathbb{R}^3} \hat{h}_B(k, v) dv \, dk = \int_{B_2} \int_{\mathbb{R}} \hat{h}_B(k, v)\delta(u - \omega v) dv \, dk
\]

\[
\leq \int_{B_2} \int_{\mathbb{R}} F(\omega, u, \frac{1 - \epsilon(k, -|k|u)}{\epsilon(k, -|k|u)} - \frac{\phi(k)}{\epsilon(k, -|k|u)}A^-_l(k, u)\partial_u F(k, u) \, dk
\]

\[
\leq C + \int_{B_2} \int_{\mathbb{R}} \frac{F(\omega, u)}{\epsilon(k, -|k|u)} \partial_u F(k, u) \, dk + \int_{B_2} \int_{\mathbb{R}} \frac{\phi(k)A^-_l(k, u)}{\epsilon(k, -|k|u)}\partial_u F(k, u) \, dk.
\]

(3.27)

Now the estimates follow similar to the proof of the last Lemma. We observe that for \( |k| \geq \lambda > 0 \) bounded away from the origin, the integrand in the first integral in (3.27) is bounded. Further, for \( \lambda > 0 \) small enough we know that \( |F(u)/\epsilon(k, -|k|u)| \leq |F(u)/\partial_u F| \) is bounded for \( u - u_0(k, \omega) \leq 1 \). Finally, on the region \( |k| \leq \lambda, |u - u_0| \geq 1 \), the integral is bounded since \( |\epsilon(k, -|k|u)|^{-1} \leq C(1 + |u|^2) \).

In order to bound the second integral in (3.27), we recall the definition of \( A^- \) (2.59) to rewrite:

\[
\int_{B_2} \int_{\mathbb{R}} \frac{\phi(k)}{\epsilon(k, -|k|u)}A^-_l(k, u)\partial_u F(k, u) \, dk = \int_{B_2} \int_{\mathbb{R}} \phi(k)P^{[-1]}F(k, \cdot)\frac{1}{|\epsilon(k, -|k|u)|^2}(u)\partial_u F(k, u) \, dk.
\]

Now the claim follows if we can show that \( \int F[\frac{P^{[-1]}(u)}{|\epsilon|^2}]du \partial_u F(k, u) \, dk \leq C \) is uniformly bounded, for \( |k| \) sufficiently small. For \( I(k, \omega) \) as introduced in (2.28) we can estimate

\[
\int P^{[-1]}F(\frac{u}{|\epsilon|^2})\partial_u F(k, u) \, du \leq C + \int_{I(k)} \int_{I(k)} \frac{F(k, u')\partial_u F(u)}{|\epsilon(k, -|k|u')|^2(u - u' - i0)} \, du' \, du.
\]

(3.28)

Now since \( f \) satisfies Assumption 2.17 or 2.18 the function \( \frac{F(k, u')\partial_u F(u)}{|\epsilon(k, -|k|u')|^2} \) and its derivative in \( u' \) is bounded for \( u, u' \in I(k) \) and \( |k| \) sufficiently small. Therefore, the integral (3.28) is uniformly bounded and the claim follows.
From the expansion of $D$ near $k = 0$ in Lemma 3.3, we can now obtain an expansion of $\hat{h}_B$ and $\hat{g}_B$ near $k = 0$.

**Lemma 3.5 (Expansion of $\hat{h}_B$ for $|k| \to 0$ and $|k| \to \infty$)** Assume that $f$ satisfies the Assumptions 2.72, 2.73 and $\phi = \phi_C$ is the Coulomb potential. Let $\hat{h}_B$ be given by (2.62) and $K \subset \mathbb{R}^3$ compact. Then there exists a function $\hat{h}_{B,0}(k, \chi, v) \in C^6(B_1(0) \times S^2 \times \mathbb{R}^3)$ such that:

$$\|\hat{h}_{B,0}(\cdot, \cdot, v)\|_{C^6(B_1(0) \times S^2)} \leq C(K), \quad \text{for } v \in K$$

(3.29)

$$\hat{h}_B(k, v) = -f(v) + |k|\hat{h}_{B,0}(k, k/|k|, v), \quad \text{under Assumption 2.78}$$

(3.30)

$$\hat{h}_B(k, v) = -f(v) + \hat{h}_{B,0}(k, k/|k|, v), \quad \text{under Assumption 2.17}$$

(3.31)

Furthermore for $|k| \geq 1$ and $\varepsilon \in 1, \ldots, 6$ we have:

$$|\nabla_k^\varepsilon \hat{h}_B(k, v)| \leq \frac{C}{1 + |k|^{\varepsilon + 2}} e^{-|v|}.$$  

(3.32)

**Proof:** On the region $|k| \in (r_0, 1)$, the function $\hat{h}_B(k, v)$ is smooth by (2.47). For $|k| \in (0, r_0)$ small, we use $\hat{\phi}(k) = \frac{1}{|k|^2}$ and the decomposition (3.10):

$$\hat{h}_B(k, v) = -f(v) + |k|^2 \left( \frac{f(v)}{|k|^2 - a^-(\omega \cdot v) + i\partial_\omega F(\omega, \omega \cdot v)} \right) - T(k, \omega, v) + D(k, \omega, v).$$  

(3.33)

The first two summands can be written in the forms (3.30), (3.31) respectively, as can be inferred from Lemma 3.2 and (2.24). For the last summand, the claim follows from Lemma 3.3. It remains to prove the estimate (3.32). This however follows from the lower bound (2.47) on $|\varepsilon|$ for $|k| \geq 1$.

**Proof of Theorem 3.7** Let $\eta \in C^\infty$ be a cutoff function with $\eta(k) = 1$ for $|k| \leq 1/2$ and $\eta(k) = 0$ for $|k| \geq 1$. We recall the functions $\Gamma$ (cf. (3.1)) and $h_B$ (cf. 2.62), and separate the contributions of large and small Fourier modes:

$$\hat{\Gamma}(k, v_1, v_2) = \eta(k)\hat{\Gamma} + (1 - \eta)(k)\hat{\Gamma} = : \hat{\Gamma}_1 + \hat{\Gamma}_2$$

(3.34)

$$\hat{h}_B(k, v) = \eta(k)\hat{h}_B + (1 - \eta)(k)\hat{h}_B = : \hat{h}_{B,1} + \hat{h}_{B,2}.$$  

(3.35)

The function $h_{B,1}$ satisfies the estimates (3.6), (3.8), which can be seen by applying Lemma 2.30 to the expansions (3.30), (3.31). The function $h_{B,2}$ satisfies the estimates (3.6), (3.8) by (3.32).

In order to estimate $\hat{\Gamma}_1$, we again apply Lemma 2.30. To this end, we insert the expansion of $\hat{h}_B$ into the definition of $\Gamma$ (cf. (3.1)) to find:

$$\hat{\Gamma}(k, v_1, v_2) = k/|k|^2(\nabla f(v_1)\hat{h}_{B,0}(k, v_2) - \nabla f(v_2)\hat{h}_{B,0}(k, v_1)), \quad \text{for } |k| \leq 1.$$  

Hence for any $\delta > 0$ and $R > 0$, Lemma 2.30 shows that $\Gamma_1$ decays like

$$|\Gamma_1(x, v_1, v_2)| \leq \frac{C(K, \delta)}{1 + |x|^m - \delta}, \quad \text{for } x \in \mathbb{R}^3, |v_1|, |v_2| \leq R,$$

(3.36)

where $m = 3$ if $f_1$ satisfies Assumption 2.18 and $m = 2$ under Assumption 2.17. On the other hand, the estimate (3.32) shows that

$$|\nabla_k^j (\hat{\Gamma}(k, v_1, v_2) - k/|k|^2(\nabla v_1 - \nabla v_2) f f(v_1, v_2)) | \leq \frac{C(K)}{1 + |k|^{2+\delta j}}, \quad \text{for } j = 0, \ldots, 6, |k| \geq 1.$$  
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Further we use the shorthand notation $\hat{u}$

**Theorem 3.6 (Decay estimate for soft potentials)**

3.2 Soft potential interaction

Inserting the definition of $h$ into the representation (3.3) shows the estimates (3.5) and (3.7).

It remains to show that $g_B$ is in the space $W$ introduced in (2.10). We remark that by construction $\hat{g}_B(k, v_1, v_2) = \hat{g}_B(-k, v_2, v_1)$, so $g_B$ satisfies the symmetry property (2.8).

To show that $|h| |g_B| \in L^1_{\text{loc}}$, we use the decomposition (3.3):

$$g_B = \frac{2\pi i}{|v|} \Gamma_1 + \Gamma_2(x, v_1, v_2) * x \left( 1_{(0, \infty)}(x \cdot \theta_r) \cdot H^1 \text{span} \{ \theta_r \} \right) =: g_{B, 1} + g_{B, 2}. \quad (3.38)$$

From the estimate (3.37) we deduced that $g_{B, 2}$ satisfies $|h| |g_{B, 2}| \in L^1_{\text{loc}}$.

We now estimate $|h| |g_{B, 1}|$. To this end, we decompose the function further into:

$$\hat{g}_{B, 1}(k, v_1, v_2) = \mathbb{1}_{|v_1 - v_2| > 1} \hat{g}_{B, 1} + \mathbb{1}_{|v_1 - v_2| \leq 1} \hat{g}_{B, 1} =: \hat{g}_{B, 1} + \hat{g}_{B, b}. \quad (3.39)$$

Inserting the definition of $g_B$ (2.61), and using $|v_1| \leq R$ we can estimate $g_{B, a}$ by:

$$\int_{\mathbb{R}^3} |g_{B, a}(x, v_1)| \, dv_1 \leq C \left( 1 + \int \int_{B_2} |\nabla f(v_2)| |\hat{h}_B(k, v_1)| \, dk \, dv_2 + \int_{B_{\frac{3}{2}}} \int \left| \int_{\mathbb{R}^3} e^{ik \cdot x} \hat{h}_B(k, v) \, dv \right| \, dk \right) \leq C(R) + C \int_{B_{\frac{3}{2}}} \int \left| \int_{\mathbb{R}^3} e^{ik \cdot x} \hat{h}_B(k, v) \, dv \right| \, dk,$$

which is bounded by (3.26). Hence $|h| |g_{B, a}| \in L^1_{\text{loc}}$.

In order to estimate $g_{B, b}$ given by (3.39), we use the fact that $|\omega(v_1 - v_2)| \leq 1$ and $|v_1| \leq R$ implies $|\omega v_2| \leq R + 1$. Hence $|\varepsilon(k, -kv_2)| \geq c > 0$ is bounded below uniformly on the support of $\hat{g}_{B, b}$, and $|h| |g_{B, b}| \in L^1_{\text{loc}}$ follows. Hence also $|h| |g_B| \in L^1_{\text{loc}}$ as claimed.

It then immediately follows that $h_B$ is indeed the marginal of $g_B$ (cf. (2.61)), since:

$$\int \hat{g}_B(k, v_1, v_2) \, dv_2 = \frac{\phi(k) \omega}{(V_{v_1} - V_{v_2})(f f) + \nabla f(v_1) \nabla f(v_2) - \nabla f(v_2) \hat{h}_B(k, v_1)} \, dv_2,$$

and $\hat{h}_B$ satisfies the equation (2.74). The estimates (3.6)–(3.8) imply $\sup_{|v| \leq R} \|h|g_B|, v\|_{L^2} \leq C(R)$ as claimed.

\[ \square \]

3.2 Soft potential interaction

**Theorem 3.6 (Decay estimate for soft potentials)** We recall $g_B$ as introduced in Definition 2.33 and assume $f$ satisfies the Assumptions 2.72, 2.73 and $\phi = \phi_S$ is a soft potential (cf. Definition 2.71). Further we use the shorthand notation $v_r, \theta_r$ in (2.5), and $b, d, d_-$ introduced in (1.8). Write $v_r = v_1 - v_2, \theta_r = v_r / |v_r|$ and let $\delta \in (0, 1)$. For almost every $(x, v_1) \in \mathbb{R}^3 \times \mathbb{R}^3$, there holds $g_B(z, v_1, \cdot) \in L^1(\mathbb{R}^3)$, and the marginal of $g$ coincides with $h_B$:

$$\int g_B(x, v_1, v_2) \, dv_2 = h_B(x, v_1). \quad (3.40)$$
Furthermore, for \( n \in \mathbb{N} \) the function \( g_B \) satisfies the estimate:

\[
|g_B(x, v_1, v_2)| \leq \frac{C(\delta)}{|v_1| \delta} \frac{1}{(1 + |b| + d_\omega)^2} e^{-\delta(|v_1| + |v_2|)},
\]

(3.41)

\[
|h_B(x, v_i)| \leq \frac{C(\delta)}{1 + |x|^2} e^{-\delta(|v_1| + |v_2|)}.
\]

(3.42)

**Proof:** The identity (3.40) follows analogously to the Coulomb case. For proving the estimates (3.41), (3.42), we recall the definition of \( h \) in Fourier variables:

\[
\hat{h}_B(k, v) := f(v) \left( \frac{1 - \epsilon(k, -kv)}{\epsilon(k, -kv)} - \hat{\phi}(k) \frac{A^{-}(k, kv)}{\epsilon(k, -kv)} (\omega \nabla f(v)) \right).
\]

(3.43)

Since \( \epsilon \) is non-degenerate by Assumption, the functions \( (1 - \epsilon)/\epsilon \) and \( A^{-}/\epsilon \) are bounded, as well as their first three derivatives in \( k \). Using the exponential decay of \( f(v) \) and \( \nabla f(v) \), the decay estimate (3.42) follows from Lemma 2.31. A similar argument proves (3.41). \( \square \)

We observe that the result shows that the rate of decay is independent of the rate of the decay of the soft potential. Further, we do not observe a singularity for small impact parameters \( b \).

## 4 Stability of the linearized evolution of the truncated two-particle correlation function

### 4.1 The linearized evolution semigroup

The goal of this subsection is to prove that the Bogolyubov propagator \( \mathcal{G} \) introduced in Definition 2.10 provides a strong solution to the linear Bogolyubov evolution equation (1.2). We start by proving the well-posedness of the propagator. Since the definition involves the action of the Vlasov semigroup both on smooth initial data and on Dirac masses, we first derive properties for both cases. We recall that for translation invariant functions, we can reduce the number of variables using (2.7).

Since we prove the well-posedness of the linear evolution problem in the Schwartz space, we recall the seminorms generating this space.

**Definition 4.1** For \( k, l \in \mathbb{N}_0 \) and \( n \in \mathbb{N} \), let \( \| \cdot \|_{C^{k,l}(\mathbb{R}^n)} \) be the seminorm defined by:

\[
\| f \|_{C^{k,l}(\mathbb{R}^n)} := \sup_{x \in \mathbb{R}^n} (1 + |x|)^k |f(x)| + |\nabla^l f(x)|.
\]

(4.1)

**Remark 4.2** The collection of norms \( \| \cdot \|_{C^{k,l}(\mathbb{R}^n)} \) with \( k, l \in \mathbb{N}_0 \) generates the Schwartz space, which can be equipped with the associated Frechét-metric.

**Lemma 4.3 (Solution of the Vlasov equation for Dirac masses)** Let \( \phi = \phi_S \) be a soft potential, let \( f \in \mathcal{S}(\mathbb{R}^3) \) satisfy Assumption 2.7.5 and let \( x_0, v_0 \in \mathbb{R}^3 \). We set \( h_0(x, v) = \delta(x - x_0)\delta(v - v_0)f(v) \). Consider the function \( h(t) = \mathcal{V}(t)[h_0] \) defined by the Fourier-Laplace representation (2.19). Then there exists a function \( Y \in C(\mathbb{R}^+, \mathcal{S}((\mathbb{R}^3)^3)) \) such that \( \partial_t Y(t, x) \in C(\mathbb{R}^+, \mathcal{S}((\mathbb{R}^3)^3)) \) and:

\[
h(t, x, v) = Y(t, x - x_0, v; v_0) + \delta(x - x_0 - tv)\delta(v - v_0)f(v).
\]

(4.2)

Furthermore, \( h \) is a weak solution to the Vlasov equation (2.18), and \( Y \) solves:

\[
\partial_t Y + v\nabla_x Y - \nabla E_h \nabla f = 0, \quad Y(0, \cdot) = 0.
\]

(4.3)
Proof: We start by proving that $h$ can be decomposed as claimed in (2.19). W.l.o.g. let $x_0 = 0$. By the Fourier-Laplace representation of $h$ in (2.19) we have:

$$
\hat{h}(t, x, v) = \frac{1}{2\pi i} \int_{L_1} \hat{h}(z, k, v)e^{zt} dz = \frac{1}{2\pi i} \left( \int_{L_1} \hat{h}_0(k, v) e^{zt} dz + \int_{L_1} \frac{iQ(k, v)\hat{\varphi}(z, k)}{z + ikv} e^{zt} dz \right) (4.4)
$$

where $L_\gamma := \{ z \in \mathbb{C} : \Re(z) = \gamma \}$ is the line with real part $\gamma$, oriented upwards. The line integral is evaluated in the improper sense

$$
\int_{L_\gamma} f(z) \, dz = \lim_{T \to \infty} \int_{L_\gamma} f(z) 1(|z| \leq T) \, dz. \quad (4.5)
$$

The first line integral in (4.4) is explicit and yields:

$$
\frac{1}{2\pi i} \int_{L_1} \frac{\hat{h}_0(k, v)}{z + ikv} \, dz = e^{-ikt} \hat{h}_0(k, v),
$$

so we obtain the second term in (4.2). It remains to show that the second line integral in (4.4) gives a function $Y$ with the desired properties. Using the formula (2.19), the term can be rewritten as:

$$
\hat{Y}(t, k, v, v_0) = \frac{f(v_0)}{(2\pi i)^2} \int_{L_1} \frac{iQ(k, v)e^{zt}}{\epsilon(k, -iz)(z + ikv)(z + ikv_0)} \, dz. \quad (4.6)
$$

Now $\epsilon(k, -iz)$ is smooth and bounded below by Assumption 2.15. The line integral is absolutely convergent and differentiating through it shows that for all $\ell_1, \ell_2, \ell_3 \in \mathbb{N}_0$, $T > 0$, there exists a $C > 0$ such that:

$$
\| \nabla^{\ell_1} \nabla^{\ell_2} \nabla^{\ell_3} \hat{Y}(t, k, v, v_0) \|_{C^{(0, T)}(\Re^N)} \leq C. \quad (4.7)
$$

Using that $Q$ and $f$ in (4.6) are Schwartz functions, we obtain $Y \in C(\mathbb{R}^+, S(\mathbb{R}^0))$. Next we observe that $\int h(t, x, v) \, dv = \varrho(t, x)$. To see this, we use $\int \hat{h}(z, k, v) \, dv = \hat{\varphi}(z, k)$. The integration in $v$ commutes with the Laplace inversion (4.4), so $\varrho$ is the spatial density of $h$. Hence the Fourier-Laplace definition (2.19) of $h$ gives a weak solution of the Vlasov equation. Combining this with the decomposition (4.2) we find that $Y$ is a weak solution to (4.3). Using equation (4.3) we find $\partial_t Y \in C(\mathbb{R}^+, S(\mathbb{R}^0))$ as claimed.

Lemma 4.4 (Vlasov equation with Schwartz initial data) Let $\phi = \phi_\delta$ be a soft potential, let $f \in S(\mathbb{R}^3)$ satisfy Assumption 2.73. Further assume $h_0 \in S((\mathbb{R}^3)^2)$. Let $h(t) = \mathcal{V}(t)[h_0]$ be defined by formula (2.19). There exists an $m \in \mathbb{N}_0$ such that for any $k, l \in \mathbb{N}_0$, there is a $C > 0$ such that:

$$
\| h \|_{C^1([0, T])} \leq C \| h_0 \|_{C^{k+m, l+m}}. \quad (4.8)
$$

Further, the function is a strong solution to the Vlasov equation (2.18).

Proof: For proving the estimate (4.8), we use the definition of $\mathcal{V}(t)[h_0]$ in Fourier-Laplace variables (cf. (2.19)) to obtain the representation:

$$
\hat{h}(t, x, v) = \frac{1}{2\pi i} \left( \int_{L_1} \frac{\hat{h}_0(k, v)}{z + ikv} e^{zt} dz + \int_{L_1} \frac{iQ(k, v)\hat{\varphi}(z, k)}{z + ikv} e^{zt} dz \right), \quad (4.9)
$$

$$
\hat{\varphi}(k, z) := \int \frac{\hat{h}_0(k', v')}{\epsilon(k', -iz)} \, dv'. \quad (4.10)
$$
Since \( \epsilon(k, -iz) \) is uniformly bounded below on the line \( L_1 \), the claim follows by differentiating through the integrals in (4.9). \( \square \)

We recall the Bogolyubov propagator \( G \) introduced in (2.21). The previous two lemmas allow us to prove that the Bogolyubov propagator is well-defined. In order to show that the function \( g(t) := G(t)[g_0] \) indeed solves the Bogolyubov equation, we show commutativity for Vlasov operators acting on different sets of variables. To this end we introduce the following shorthand notation.

**Notation 4.5** Let \( S \) be the Schwartz distribution given by:

\[
S(\xi_1, \xi_2) = \delta(\xi_1 - \xi_2) f(v_1). \tag{4.11}
\]

**Lemma 4.6** Let \( g_0(\xi_1, \xi_2) = \overline{g_0}(x_1 - x_2, v_1, v_2) + S(\xi_1, \xi_2), \) where \( \overline{g_0} \in S \) and \( S \) as introduced in (4.11). Then the compositions of operators \( \mathcal{V}_{\xi_1} \mathcal{V}_{\xi_2}[g_0], \mathcal{V}_{\xi_1} \mathcal{V}_{\xi_2}[g_0] \) as introduced in Definition 2.10 are well-defined and the following commutation relation between \( \mathcal{V}_{\xi_1} \) and \( \mathcal{V}_{\xi_2} \) holds:

\[
\mathcal{V}_{\xi_1}(t') \mathcal{V}_{\xi_2}(t)[g_0] = \mathcal{V}_{\xi_2}(t) \mathcal{V}_{\xi_1}(t')[g_0]. \tag{4.12}
\]

**Proof:** By Lemma 4.3, \( \mathcal{V}_{\xi_1}(t)[g_0] \) is the sum of a Schwartz function and a Dirac mass, so the composition with \( \mathcal{V}_{\xi_1}(t') \) is well defined. The commutativity relation (4.12) follows from the explicit Fourier-Laplace representation (2.19). \( \square \)

Now can now prove that \( G(t) \) gives the solution of the Bogolyubov equation (1.2). For convenience we introduce the following notation.

**Notation 4.7** We write \( E_j[g], j = 1, 2 \) for the following expressions:

\[
E_2[g](x, v_2) = \int \phi(x + y)g(y, v_1, v_2) \, dv_1, \quad E_1[g](x, v_1) = \int \phi(-x + y)g(y, v_1, v_2) \, dv_2. \tag{4.13}
\]

**Theorem 4.8 (Solution of the linearized evolution equation)** Let \( g_0, f \) be as in Theorem 2.22. The function \( g \) given by \( g(t) = G(t)[g_0] \) satisfies \( g \in C(\mathbb{R}^+, S((\mathbb{R}^3)^2)) \), \( \partial_t g \in C(\mathbb{R}^+, S((\mathbb{R}^3)^3)) \) and solves the Bogolyubov equation (1.2).

**Proof:** First we observe that using the notation (4.13), the Bogolyubov equation (1.2) reads:

\[
\partial_t g + (v_1 - v_2) \nabla_x g - \nabla f(v_1) \nabla_x E_2[g](x, v_2) - \nabla f(v_2) \nabla_x E_1[g](x, v_1) = (\nabla_{v_1} - \nabla_{v_2}) (f(v_1)f(v_2)) \nabla \phi(x). \tag{4.14}
\]

We decompose \( g(t) = G(t)[g_0] \) into two parts:

\[
g(t) = \mathcal{V}_{\xi_1} \mathcal{V}_{\xi_2}[g_0] + (\mathcal{V}_{\xi_1} \mathcal{V}_{\xi_2}[S] - T(t)S) = G_1 + G_2. \tag{4.15}
\]

We take the time derivative of both expressions. For the first term, the existence of the time derivative follows from Lemma 4.4 and using Lemma 4.6 we find:

\[
\partial_t G_1 = - \sum_{i \neq j} v_i \nabla_{x_i} G_1 + \nabla f(v_j) \nabla_{x_j} E_i[G_1]. \tag{4.16}
\]
To prove differentiability in time for $G_2$ we observe that

$$G_2(t) = \Psi_{\xi_1}(t)[\mathcal{V}_{\xi_2}(t)[S] - T(t)[S]] + \left( \mathcal{V}_{\xi_1}(t)[S] - T(t)[S] \right)$$

(4.17)

satisfies $G_2, \partial_t G_2 \in C(\mathbb{R}^+, S((\mathbb{R}^+)^3))$ by Lemma 4.3 and Lemma 4.4. Differentiating $G_2$ yields:

$$\partial_t G_2(t) = - \sum_{i \neq j} v_i \nabla_{x_i} G_2 + \nabla f(v_j) \nabla_{x_j} E_i[\mathcal{V}_{\xi_1}[\mathcal{V}_{\xi_2}[S]]].$$

(4.18)

Now the claim follows from $\sum_{i \neq j=1}^2 \nabla f(v_j) E_i[T(t)[S]] = (\nabla_{v_1} - \nabla_{v_2})(f(v_1)f(v_2)) \nabla \phi(x).$ □

4.2 Distributional stability of the Bogolyubov correlations

In Theorem 4.8 we have proved that the Bogolyubov propagator $G(t)$ gives a solution to the Bogolyubov equation. In this subsection we prove the result (2.41) claimed in Theorem 2.22, that is the distributional stability of the Bogolyubov correlations. We split the problem into analyzing the solution $\Lambda$ of (4.14) with non-zero initial datum $g_0$, but without the right-hand side in (4.14), and the solution $\Psi$ of (4.14) with zero initial datum. The following lemma gives this decomposition in Fourier-Laplace variables.

**Lemma 4.9** Let $g_0 \in S((\mathbb{R}^+)^3)$ be a function such that $g_0(x_1 - x_2, v_1, v_2)$ is symmetric in exchanging $\xi_1 = (x_1, v_1), \xi_2 = (x_2, v_2)$. We make the decomposition

$$g(t, \xi_1, \xi_2) = G(t)[g_0] = \Psi(t, t, \xi_1, \xi_2) + \Lambda(t, t, \xi_1, \xi_2),$$

(4.19)

where $\Psi(t, t', \xi_1, \xi_2) := \mathcal{V}_{\xi_1}(t)\mathcal{V}_{\xi_2}(t')[S] - T(t)[S]$. Then the Fourier-Laplace representation of $\Psi$, written in the form (2.7), satisfies:

$$\Psi(z, z', k, v_1, v_2) := \Psi_1(z, z', k, v_1, v_2) + \Psi_2(z, z', k, v_1, v_2) + \Psi_2(z', z, -k, v_2, v_1)$$

(4.20)

and the Fourier-Laplace representation of $\Lambda$ is given by:

$$\Lambda(z, z', k, v_1, v_2) = \Lambda_1(z, z', k, v_1, v_2) + \Lambda_2(z, z', k, v_1, v_2) + \Lambda_2(z', z, -k, v_2, v_1)$$

(4.21)

Proof: Follows directly from the Fourier-Laplace representation of $\Psi$ in (2.19) and the definition of the Bogolyubov propagator in Definition 2.10 □

We will start by proving two Lemmas that we will use throughout this whole section.
Lemma 4.10 Let \( G = \{ z \in \mathbb{C} : |\Re(z)| \leq \gamma \} \) and \( f(k, z) \in L^1_{\text{loc}}(\mathbb{R}^3, \mathbb{C}) \), such that there exist \( R, c > 0 \) with \( \| f(k, i) \|_{L^\infty(G')} \leq R \) for all \( k \in \mathbb{R}^3 \). Define the function

\[
I(t, k, v, v') := \int_{|k| = \epsilon} \frac{e^{it} f(k, iz)}{(z + ikv)(z + ikv')} \, dz.
\]

Then for all \( M, N \in \mathbb{N}_0 \), there exists \( C > 0 \) such that

\[ |\nabla^M v \nabla^N v I(t, k, v, v')| \leq \frac{Ce^{-c|k|t}}{|k|}. \quad (4.22) \]

Moreover, let \( I \) be a function satisfying \( (4.22) \) and \( \kappa \in S(\mathbb{R}^3) \) be a Schwartz function. Then for \( p(k, v) := \text{PV} \int \frac{\kappa(v')f(k, v, v')}{k(v-v')} \, dv' \) we have

\[ \| p(k, \cdot) \|_{C^1(\mathbb{R}^3)} \leq \frac{Ce^{-c|k|t}}{|k|}. \quad (4.23) \]

Proof: We start by proving \( (4.22) \). To this end, let \( M, N \in \mathbb{N}_0 \) be arbitrary. Since \( f \) is bounded on \( H \), we can differentiate through the integral:

\[
|\nabla^M v \nabla^N v I(t, k, v, v')| \leq e^{-c|k|t} \int_{|k| = \epsilon} |k|^{N+M} \left| \frac{f(k, iz)}{(z + ikv)(z + ikv')} \right| \, dz \\
\leq Ce^{-c|k|t} \int_{|k| = \epsilon} \frac{|k|^{N+M}}{(1 + |r + kv|^{M+1}) (1 + |r + kv'|^{N+1})} \, dr \\
\leq Ce^{-c|k|t} \int_{|k| = \epsilon} \frac{|k|^{N+M}}{(1 + |r|^{M+1}) (1 + |r|^{N+1})} \, dr \leq \frac{Ce^{-c|k|t}}{|k|}. 
\]

To prove \( (4.23) \) we remark that \( P(t, k, v, u) := \int I(t, k, v, v') \kappa(v') \delta(kv' - u) \, dv' \) satisfies

\[
|\nabla^M v \nabla^N u P(t, k, v, u)| \leq \frac{Ce^{-c|k|t}}{|k|(1 + |u|)^2}.
\]

On the other hand \( p(k, v) = \text{PV} \int \frac{P(k, v, v')}{kv-u'} \, dv' \) and the principal value integral can be bounded by

\[
|\text{PV} \int \frac{P(u')}{u-u'} \, du'| \leq C \left( \| P \|_{C^1} + \| P \|_{L^1} \right).
\]

Lemma 4.11 Let \( f \in S(\mathbb{R}^3 \times \mathbb{R}^3) \) be a Schwartz function.

(i) For \( t \to \infty \), the following convergence holds in the sense of Schwartz distributions:

\[ \text{PV} \frac{e^{-ik(v_1-v_2)t}}{k(v_1-v_2)} \to -i\pi \delta(k(v_1-v_2)) \in S'(\mathbb{R}^6). \quad (4.24) \]

(ii) For \( M \in \mathbb{N}_0 \) arbitrary, the following convergence holds in \( C^M_b(\mathbb{R}^3) \) as \( t \to \infty \):

\[ \text{PV} \int f(k, v_2) \frac{e^{-ik(v_1-v_2)t}}{k(v_1-v_2)} \, dk \, dv \to -i\pi \int_{\mathbb{R}^3} \delta(k(v_1-v_2)) f(k, v_2) \, dv_2 \, dk. \quad (4.25) \]
Proof: We start by proving the convergence \((4.24)\). Let \(u(k,v_1,v_2)\) be a Schwartz function and \(W(k,u) := \int_{\mathbb{R}^3} \delta(k(v_1 - v_2) - u)w(k,v_1,v_2) \, dv_1 \, dv_2\). Let \(\hat{W}\) be the Fourier transform in \(u\), then:

\[
\text{PV} \int_{\mathbb{R}^3} \frac{e^{-ik(v_1-v_2)u}}{k(v_1 - v_2)} w(k,v_1,v_2) \, dv_1 \, dv_2 \, dk = \text{PV} \int_{\mathbb{R}} \frac{e^{-iu}}{u} W(k,u) \, du \, dk
\]

\[
= \int -i \sqrt{\frac{\pi}{2}} \text{sign}(\xi + t) \hat{W}(k,\xi) \, d\xi \, dk \to -i \int W(k,0) \, dk, \quad \text{as} \ t \to \infty.
\]

For proving \((4.25)\), we observe that \(f \in S\) implies that \(F(k,u) := \int \delta(kv + u)f(k,v) \, dv\) is also Schwartz. Furthermore, we have

\[
\text{PV} \int_{\mathbb{R}} \frac{F(k,v_2)e^{-ikv_1u}}{kv_1 + u} \, du \, dk = \int \text{PV} \int_{\mathbb{R}} \frac{F(k,u - kv_1)e^{-iu}}{u} \, du \, dk \to \int F(k,k \cdot v_1) \, dk, \quad \text{as} \ t \to \infty.
\]

Differentiating through the integral, we obtain the convergence for arbitrary derivatives in \(v_1\). \qed

Lemma 4.12 The solution \(g(t) = \mathcal{G}(t)[N_0]\) to (4.2) with zero initial datum \(N_0 := 0\) converges to the Lenard solution in the sense of distributions, so

\[
\mathcal{G}(t)[N_0] \longrightarrow g_B \quad \text{in} \ S'(\mathbb{R}) \quad \text{as} \ t \to \infty.
\]

Proof: By Lemma 4.9 we have \(g(t,\cdot) = \mathcal{G}(t)[N_0](\cdot) = \Psi(t,t,\cdot)\). We use the Fourier-Laplace representation \(\Psi(z_1,z_2,k,v_1,v_2) = \Psi_1(z_1,z_2,k,v_1,v_2) + \Psi_2(z_1,z_2,k,v_1,v_2) \in (4.20)\). We will show the distributional convergence term by term, starting with \(\Psi_1\).

Lemma 4.13 The following convergence holds in the sense of distributions:

\[
\Psi_1(t,t,k,v_1,v_2) \longrightarrow \frac{Q(k,v_1)Q(-k,v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{|k(k,-v')|^2} \, dv' \quad \text{as} \ t \to \infty.
\]

(4.26)

\[
+ \frac{Q(k,v_1)Q(-k,v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{|k(k,-v')|^2} \, dv', \quad \text{as} \ t \to \infty.
\]

(4.27)

Proof: First we perform the integration in \(v_2'\)

\[
\Psi_1(z_1,z_2,k,v_1,v_2) = -\frac{Q(k,v_1)Q(-k,v_2)}{\varepsilon(k,-iz_1)\varepsilon(k_2,-iz_2)(z_1 + ikv_1)(z_2 - ikv_2)} \, dv' \]

\[
= -\int \frac{Q(k,v_1)Q(-k,v_2)}{\varepsilon(k,-iz_1)\varepsilon(k_2,-iz_2)(z_1 + ikv_1)(z_2 - ikv_2)} \, dv'.
\]

Now for \(k\) fixed, we can perform the Laplace inversion integral both in \(z_1\) and \(z_2\). For \(\Re(z_i) > 0\) the integrand has no singularities, so we can carry out the Laplace inversion on the contour with \(\Re(z_i) = 1\).
By Assumption (2.26), $|\varepsilon (k, -iz)|$ is bounded below for $\Re(z) = -ic|k|$ and some $c > 0$. The estimate (2.25) allows to use Cauchy’s residual theorem to move the contour to the left of the imaginary line:

$$
\frac{1}{2\pi i} \int_{i\Re+c} \frac{Q(k, v)e^{iz}}{\varepsilon(k, -iz)(z + ikv)(z + ikv')} dz
= \frac{1}{2\pi i} \int_{i\Re-|k|} \frac{Q(k, v)e^{iz}}{\varepsilon(k, -iz)(z + ikv)(z + ikv')} dz + \text{PV} \frac{Q(k, v)e^{-ikv'}}{\varepsilon(k, -kv')ik(v - v')} + \text{PV} \frac{Q(k, v)e^{-ikv'}}{\varepsilon(k, -kv')ik(v - v')}
= Q(k, v) \left( \frac{1}{2\pi i} \int_{i\Re-|k|} \frac{e^{iz}}{\varepsilon(k, -iz)(z + ikv)(z + ikv')} dz + \text{PV} \frac{e^{-ikv'}}{\varepsilon(k, -kv')ik(v - v')} \right)
= Q(k, v)(I(t, k, v, v') + R(t, k, v, v')).
$$

Writing $\Psi_1$ in terms of the functions $I$ and $R$ we obtain

$$
\Psi_1(t_1, t_2, k, v_1, v_2) = -\int f(v')Q(k, v_1)Q(-k, v_2)(I + R)(t, v_1, v')(I + R)(t, v_2, v') dv'.
$$

We expand the product $(I + R)(I + R)$ inside the integral. We claim all terms containing an integral term $I$ tend to zero in the limit $t \to \infty$ by Lemma 4.10. For the terms containing products of the form $IR$ this follows from (4.22), for the products of the form $II$ this can be inferred from (4.24) and the fact that the singularity in $k$ in estimate (4.23) is integrable. It remains to study the limiting behavior of the residual part:

$$
\Psi_1(t, k, v_1, v_2) + \int f(v')R(t, v_1, v')R(t, v_2, v') dv' \to 0 \quad \text{in } D'(\mathbb{R}^d).
$$

In order to find the distributional limit of $\Psi_1$ we have to determine the limit of

$$
\Psi_\infty(t, k, v_1, v_2) := -\int f(v')R(t, v_1, v')R(t, v_2, v') dv'
= -Q(k, v_1)Q(-k, v_2) \text{PV} \int f(v') \frac{e^{-ikv'}}{\varepsilon(k, -kv_1)} - \frac{e^{-ikv'}}{\varepsilon(k, -kv_2)} - \frac{e^{ikv'}}{\varepsilon(-k, kv_1)} dv'.
$$

The denominator we split as

$$
\frac{1}{k(v' - v_1)k(v' - v_2)} = \frac{1}{k(v_1 - v_2)} \left( \frac{1}{k(v' - v_1)} - \frac{1}{k(v' - v_2)} \right).
$$

(4.28)
Using this we can split $\Psi_\infty = \sum_{j=1}^{2} \sum_{l=1}^{d} \Psi_{l,j}$, where $\Psi_{l,j}$ are given by (here $\zeta(1) = 2, \zeta(2) = 1$):

$$\Psi_{l,j}(t, k, v_1, v_2) := (-1)^j Q(k, v_1)Q(-k, v_2) \int f(v') \frac{e^{ik(v_1-v_2)}}{k(v' - v_j)k(v_1 - v_2)} \, dv'$$

Applying the Lemmas 4.10 and 4.11 yields for $t \to \infty$:

$$\Psi_{l,1}(t, k, v_1, v_2) \to (-1)^{j+1} \frac{i\pi \delta(k(v_1 - v_2))}{\epsilon(k, -kv_1)\epsilon(-k, kv_2)} Q(k, v_1)Q(-k, v_2) \text{PV} \int \frac{f(v')}{k(v' - v_1)} \, dv'$$

$$\Psi_{l,2}(t, k, v_1, v_2) \to -\frac{i\pi}{k(v_1 - v_2)} Q(k, v_1)Q(-k, v_2) \int \frac{f(v') \delta(k(v' - v_j))}{|\epsilon(k, -kv'_j)|^2} \, dv'$$

$$\Psi_{l,3}(t, k, v_1, v_2) \to (-1)^j \frac{Q(k, v_1)Q(-k, v_2)}{k(v_1 - v_2)} \int \frac{f(v')}{|\epsilon(k, -kv'_j)|^2 k(v' - v_1)} \, dv'$$

$$\Psi_{l,4}(t, k, v_1, v_2) \to 0 \quad \text{for} \quad v_1 \neq v_2.$$

The terms $\Psi_{l,1}$ and $\Psi_{l,3}$ cancel. The remaining terms can be rearranged to:

$$\Psi_1(t, v_1, v_2) \to \frac{Q(v_1)Q(-v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{|\epsilon(k, -kv'_j)|^2 k(v' - v_1) - i0} \, dv'$$

$$\Psi_1(t, v_1, v_2) \to \frac{Q(k, v_1)Q(-k, v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{|\epsilon(k, -kv'_j)|^2 k(v' - v_1) - i0} \, dv', \quad \text{as} \quad t \to \infty,$$

using Plemelj’s formula. \hfill \Box

**Lemma 4.14** For $\Psi_2$ we have the following convergence in the sense of distributions:

$$\Psi_2(t, k, v_1, v_2) \to -\frac{f(v_1)Q(-k, v_2)}{\epsilon(-k, -kv_1)k(v_1 - v_2) - i0}, \quad \text{as} \quad t \to \infty.$$

**Proof:** We argue similarly to the case of $\Psi_1$. We start from the definition of $\Psi_2$:

$$\Psi_2(z_1, z_2, k, v_1, v_2) = \frac{f(v_1)\epsilon(-k, -kv_1)Q(-k, v_2)}{(z_1 + ikv_1)\epsilon(-k, -iz_2)(z_2 - ikv_1)(z_2 - ikv_2)}$$

and invert the Laplace transforms to obtain:

$$\Psi_2(t_1, t_2, v_1, v_2) = R(t_1, t_2, v_1, v_2) + I(t_1, t_2, v_1, v_2)$$

$$R(t_1, t_2, v_1, v_2) := e^{-ikv_1t_1} f(v_1)\epsilon(-k, -kv_1)Q(-k, v_2) \frac{\epsilon(-k, -kv_1)}{-k(v_1 - v_2)}$$

$$I(t_1, t_2, v_1, v_2) = f(v_1) e^{-ikv_1t_1} \frac{1}{2\pi i} \int_{|z_2| = \epsilon} \frac{i\epsilon z_2^2 \epsilon(-k, -iz_2)}{\epsilon(-k, -iz_2)(z_2 - ikv_1)(z_2 - ikv_2)} \, dz_2.$$
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We have $I(t, t, \cdot) \to 0$ for $t \to \infty$, arguing as in the previous lemma. Hence we are left with the residual term $R$, which by Lemma 4.11 converges to

$$R(t, t, v_1, v_2) = e^{-ikv_1 t} f(v_1) Q(-k, v_2) \frac{\epsilon(k, -kv_1)}{\epsilon(-k, -kv_1)} - k(v_1 - v_2) - \delta(v_1 - v_2) \frac{i \pi f(v_1) Q(-k, v_2)}{\epsilon(-k, -kv_1)} - \frac{f(v_1) Q(-k, v_2)}{\epsilon(-k, -kv_1) k(v_1 - v_2)},$$

as $t \to \infty$. Using Plemelj’s formula this proves the claim of the lemma.

Combining the two previous lemmas, we obtain the following convergence in the sense of distributions:

$$g(t, v_1, v_2) \rightarrow \frac{Q(k, v_1) Q(-k, v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{\epsilon(k, -kv')^2 k(v' - v_1) - i0} dv' + \frac{Q(k, v_1) Q(-k, v_2)}{k(v_1 - v_2) - i0} \int \frac{f(v')}{\epsilon(k, -kv')^2 k(v' - v_2) - i0} dv' - \frac{f(v_1) Q(-k, v_2)}{\epsilon(-k, -kv_1) k(v_1 - v_2) - i0} + \frac{f(v_2) Q(-k, v_2)}{\epsilon(-k, -kv_2) k(v_1 - v_2) + i0},$$

which by a rearrangement of terms coincides with $g_B$ (cf. (2.33)). This finishes the proof of Lemma 4.12.

We now prove that the memory of the initial datum is erased by the evolution.

**Lemma 4.15** Let $g_0 \in S((\mathbb{R}^3)^2)$ be a function such that $g_0(x_1 - x_2, v_1, v_2)$ is symmetric in exchanging $\xi_1, \xi_2$. Then the following holds:

$$\Lambda(t, t, x, v_1, v_2) = V_{\xi_1}(t) V_{\xi_2}(t) [g_0](x, v_1, v_2) \rightarrow 0 \quad \text{in } S'(\mathbb{R}^9) \text{ as } t \to \infty.$$

**Proof:** We start with the Fourier Laplace representation in (4.21):

$$\Lambda(z_1, z_2, k, v_1, v_2) = \Lambda_1(z_1, z_2, k, v_1, v_2) + \Lambda_2(z_1, z_2, k, v_1, v_2) + \Lambda_3(z_2, z_1, -k, v_2, v_1)$$

The first term in $\Lambda_1$ is simply given by the action of the transport operator

$$T(t)g_0(x, v_1, v_2) = g_0(x - t(v_1 - v_2), v_1, v_2).$$

Since $g_0 \in S(\mathbb{R}^9)$, this term converges to zero in distribution. In the second term we perform the Laplace inversion, to split into a residual part and a contour integral left of the imaginary line:

$$\int_{\tau_k} \int_{\tau_k} \frac{e^{\xi_1 t} e^{\xi_2 t} Q(k, v_1) Q(-k, v_2) \int \frac{g_0(k, v_1', -k, v_2')}{\epsilon(k, -iz_1) \epsilon(-k, -iz_2) (k + ikv_1)(z_1 + ikv_2) (z_2 - ikv_2)} dv_1' dv_2'}{\epsilon(k, -iz_1) \epsilon(-k, -iz_2) (z_1 + ikv_1)(z_2 - ikv_2) (z_2 - ikv_2)}$$

$$= Q(k, v_1) Q(-k, v_2) \int \frac{1}{2} g_0(k, v_1', -k, v_2') (I + R)(t, k, v_1, v_1') (I + R)(t, -k, v_2, v_2') dv_1' dv_2'$$

$$I(t, k, v, v') := \int_{\tau_k} \int_{\tau_k} \frac{e^{\xi_1 t} e^{\xi_2 t} \epsilon(k, -iz_1) (z_1 + ikv_1) (z_2 + ikv_2)}{\epsilon(k, -iz_1) (z_1 + ikv_1) (z_2 + ikv_2)} dz$$

$$R(t, k, v, v') := \frac{e^{i k v t}}{\epsilon(k, -kv)} + \frac{e^{-i k v t}}{\epsilon(k, -kv)}.$$

Arguing as in the proof of Lemma (4.13), all terms containing an $I$ converge to zero in distribution after expanding the product $(I + R)(I + R)$. The residual part $R$ converges to zero since $e^{(t-w)z} \to 0$ in $S'(\mathbb{R}^3 \times \mathbb{R}^3)$. The convergence $\Lambda_2 \to 0$ follows by an analogous computation. \qed
Lemma 4.16

The flux $J[\Psi]$ (cf. (4.30)) converges to

$$J[\psi](t, v_1) \longrightarrow \nabla_{v_1} \left( \int \psi_{\infty}(k, v_1) \, dk \right) \quad \text{for all } v_1 \in \mathbb{R}^3 \text{ as } t \to \infty$$

$$\psi_{\infty}(k, v_1) := \int (\nabla_{v_1} - \nabla'_{v_1}) f f' (v_1, v_1') \frac{\delta(k(v_1 - v_1'))(k \otimes k) \hat{\phi}(k)^2}{|\varepsilon(k, -kv_1)|^2} \, dv_1'$$

which is the velocity flux on the right-hand side of the Balescu-Lenard equation (1.5).

Proof: We show the convergence term by term, considering $J[\Psi_1]$, $J[\Psi_2]$ separately. Observe that $J[f(v_1)] = 0$, since the function is independent of the space variable. Let us first take a look at $\psi_2$. The integration in $v_1'$ can be carried out, and in the usual fashion we split the Laplace inversion in a contour integral left of the imaginary line and a residual:

$$\psi_2(t, k, v_1) = \frac{f(v_1)}{\varepsilon(-k, kv_1)} + I(t, k, v_1), \quad I(t, k, v_1) := e^{-itke_1} \int_{|k|, |k|, |k|} e^{z_{1'} t} \, dz.$$
It remains to find the limit of $J[\psi_1(t)]$. Again we can perform the integration in $v'_2$, obtaining

$$
\psi_1(z_1, z_2, k, v_1) = \frac{iQ(k, v_1) \int \int \frac{\delta(v'_1 - v'_2) f(v'_2)}{(z_1 + ikv_1) \epsilon(k, -iz_1) \epsilon(-k, -iz_2)} \, dv'_1 \, dv'_2}{(z_1 + ikv_1) \epsilon(k, -iz_1) \epsilon(-k, -iz_2)} = \frac{iQ(k, v_1) \int f(v'_2)}{(z_1 + ikv_1) \epsilon(k, -iz_1) \epsilon(-k, -iz_2)} \, dv'_2.
$$

As in the previous lemmas, the Laplace inversion integral can be proved to be exponentially decaying in time up to a residual, which is given by

$$
\lim_{t \to \infty} J[\psi_1](t, v_1) = \lim_{t \to \infty} \nabla_{v_1} \cdot \left( \int k \otimes k |\hat{\phi}(k)|^2 \nabla f(v) \int \frac{\delta(k(v_1 - v'_2)) f(v'_2)}{\epsilon(k, -kv'_2)} \, dv'_2 \, dk \right).
$$

Summing (4.31) and (4.32), we obtain as a limit of $J[\psi]$

$$
\lim_{t \to \infty} J[\psi] = \nabla_{v_1} \cdot \left( \int (\nabla_{v_1} - \nabla_{v'} f(f f)(v_1, v')) \delta(k(v_1 - v'_2)) \frac{k \otimes k |\hat{\phi}(k)|^2}{\epsilon(k, -kv'_2)} \, dk \, dv' \right)
$$
as claimed. 

By a similar computation we obtain the following lemma.

**Lemma 4.17** Let $J$ be the operator introduced in (4.30). For all $v_1 \in \mathbb{R}^3$ there holds:

$$
J[\lambda](t, v_1) \longrightarrow 0 \quad \text{as } t \to \infty.
$$

Combining Lemma 4.17 with Lemma 4.10 shows the convergence of the velocity fluxes claimed in (2.42). This concludes the proof of Theorem 2.22.
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