Automated segmentation of magnetic resonance bone marrow signal: a feasibility study

Elisabeth von Brandis1,2 · Håvard B. Jenssen1 · Derk F. M. Avenarius3,4 · Atle Bjørnerud1,5 · Berit Flato2,6 · Anders H. Tomterstad1 · Vibke Lilleby6 · Karen Rosendahl1,3,4 · Tomas Sakinis1,2 · Pia K. K. Zadig3,4 · Lil-Sofie Ording Müller1

Received: 21 June 2021 / Revised: 12 November 2021 / Accepted: 15 December 2021 / Published online: 2 February 2022
© The Author(s) 2022, corrected publication 2022

Abstract
Background Manual assessment of bone marrow signal is time-consuming and requires meticulous standardisation to secure adequate precision of findings.

Objective We examined the feasibility of using deep learning for automated segmentation of bone marrow signal in children and adolescents.

Materials and methods We selected knee images from 95 whole-body MRI examinations of healthy individuals and of children with chronic non-bacterial osteomyelitis, ages 6–18 years, in a longitudinal prospective multi-centre study cohort. Bone marrow signal on T2-weighted Dixon water-only images was divided into three color-coded intensity-levels: 1 = slightly increased; 2 = mildly increased; 3 = moderately to highly increased, up to fluid-like signal. We trained a convolutional neural network on 85 examinations to perform bone marrow segmentation. Four readers manually segmented a test set of 10 examinations and calculated ground truth using simultaneous truth and performance level estimation (STAPLE). We evaluated model and rater performance through Dice similarity coefficient and in consensus.

Results Consensus score of model performance showed acceptable results for all but one examination. Model performance and reader agreement had highest scores for level-1 signal (median Dice 0.68) and lowest scores for level-3 signal (median Dice 0.40), particularly in examinations where this signal was sparse.

Conclusion It is feasible to develop a deep-learning-based model for automated segmentation of bone marrow signal in children and adolescents. Our model performed poorest for the highest signal intensity in examinations where this signal was sparse. Further improvement requires training on larger and more balanced datasets and validation against ground truth, which should be established by radiologists from several institutions in consensus.
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Introduction

Bone marrow oedema is an important feature on MRI in musculoskeletal disorders in children and adolescents for detecting disease and in scoring systems for monitoring disease activity [1–6]. Bone marrow oedema is defined as increased signal intensity on T2-weighted (T2-W) images with fat suppression with corresponding low signal on T1-weighted (T1-W) sequences [7] and is often diffuse and ill-defined. The signal is nonspecific and simply represents increased water content [8, 9] as compared to the surrounding tissue. In children and adolescents, the normal skeletal maturation processes can influence the MRI signal in a
similar way as pathology. Consequently, pathological and normal signal intensities and patterns can overlap [10–12], particularly at the knee [13].

Manual assessment of bone marrow signal is time-consuming and has been shown to be difficult because the perception of signal intensity inevitably changes with the surrounding background intensities [14–16] and there are challenges in standardising the signal intensity scale on MRI [17] (Fig. 1). In addition, perception of intensity values and image patterns is heavily influenced by subjective factors, e.g., the reader’s individual experience and expectations [18]. Acceptable intra- and interobserver variation for assessing bone marrow signal and extension require a meticulous calibration process [3, 5].

Artificial intelligence (AI) algorithms have, over the last few years, shown ground-breaking success in tackling tedious and difficult evaluation tasks. In deep learning, networks of simple interconnected units are used to recognise patterns and learn complex data representations [19] and are “often robust against undesired variation, such as the inter-reader variability” [20]. The most common type of deep neural network is a deep convolutional neural network (CNN). In radiology, the three main applications of deep CNNs are detection, classification, and segmentation. In detection and classification tasks, objects are detected in an image and classified, e.g., as benign or malignant, whereas in a segmentation task, an image is divided into different regions to separate distinct parts or objects, often as a pre-processing step to extract and classify features [19].

Automated models based on deep learning algorithms have recently been proposed as a problem-solving tool for detecting and classifying bone marrow pathology, both in adults and children [21, 22]. These studies presupposed a definition of pathological bone marrow signal on MRI, although to date, no such objective definition exists. A recent paper by Zhao et al. [5] suggested that AI models might increase both precision and accuracy of bone marrow imaging. However, training an AI model to distinguish between normal and pathological bone marrow signal requires consistent data input of both normal and pathological signal intensities and patterns, which in turn depend on consistent reading of the MR images.

A necessary pre-processing step in the development of a machine-learning model for detecting bone marrow pathology would be to develop a model for segmentation of various bone marrow signals, ranging from normal to abnormal in both healthy and diseased individuals, independent of the clinical context. The next step would be to include clinical data and train a model to identify and delineate pathological marrow signal and patterns.

In children and adolescents, the skeletal anatomy and bone marrow signal vary with age, and some anatomical structures other than bone marrow return high signal on MRI, e.g., the physis. The aim of our study was to explore the feasibility of an automated method for segmentation of bone marrow hyperintensities in the growing skeleton, including both healthy individuals and children with chronic non-bacterial osteomyelitis. Further, we wanted to pinpoint areas of improvement for developing a universally accepted model for clinical and research applications. To our knowledge this is the first study to address the feasibility of automated bone marrow signal segmentation on MRI in children and adolescents. We hypothesised that by using a two-dimensional (2-D) CNN it is possible to develop an automated model that can recognise different levels of bone marrow signal on MRI in the paediatric age group, where anatomy varies with age. Further, the model should avoid structures with high signal other than bone marrow.

Fig. 1 a–c MRI, coronal T2-W Dixon water-only of the knee in a healthy and asymptomatic 14-year-old girl. The perceived intensity level of the periphyseal bone marrow hyperintensity in the distal femur varies considerably with different window (W) and level (C) settings: (a) C192/W501, (b) C122/W271 and (c) C96/W198
Materials and methods

The project was approved by the regional ethics committee (no 2016/1696). We obtained written informed consent from all the participants or their caregivers for participation in the study and publication of the data.

Study population

This study is part of a longitudinal prospective multi-centre project to establish an MRI-based scoring system for the paediatric skeleton on whole-body MRI to describe variations in bone marrow signal in healthy children and adolescents. During the period from March 2018 to March 2020, 196 healthy children and adolescents ages 6–18 years residing in Tromsø and Oslo underwent a whole-body MRI for research purposes. Thirty children with chronic non-bacterial osteomyelitis who were examined with the same whole-body MRI protocol were also invited to participate in the study.

Dataset

We selected 95 whole-body MRI examinations (68 from Oslo, 27 from Tromsø). Images from both healthy individuals (67) and children with chronic non-bacterial osteomyelitis (28), ages 6–18 years, were included. The selection was carefully done to ensure a balanced data heterogeneity of bone marrow signal and an even age distribution throughout the cohort to avoid bias in the training process. Images with artifacts were excluded.

We used 85 examinations for training and validation of the model and manually selected a test set of 10 examinations with representative age distribution and bone marrow signal for evaluating model performance and inter-rater variance [23]. Each examination had an average of 15.3 slices for segmentation, for a total of 1,318 slices for training and 153 for testing. In machine learning, the division of training dataset and validation/test dataset is traditionally done by selecting the largest possible amount of data for training, typically 80%, and 10% for the validation dataset during the training process and 10% for the final test set [24]. MRI protocol examinations were performed at two institutions on 1.5-tesla (T) MRI scanners (Magnetom Aera by Siemens Healthcare, Oslo, Norway; and Ingenia by Philips Healthcare, Tromsø, Norway). The imaging protocol consisted of a coronal scan from skull to feet in 3–5 steps with the following sequences: T1-W, T2-W and diffusion-weighted (DWI) sequences, performed during free breathing. Total scan time was approximately 30–45 min. All participants either watched a movie or listened to music during the examination. Sedation was not used.

For the current study, we selected the T2-W Dixon water-only and fat-only images of the knee region with the following scan parameters: repetition time/echo time [TR/TE] = 4,700/109 ms with voxel size 0.9 × 0.9 × 3.5 mm.

Segmentation and training

All images were converted into Neuroimaging Informatics Technology Initiative (NIfTI) files prior to segmentation, a simpler and more standardised file format than the Digital Imaging and Communications in Medicine (DICOM) format. NIfTI files are fully anonymised and commonly used in AI training. The readers were blinded to clinical information, age and institution during the segmentation process. We used T2-W Dixon water-only sequences for segmentation of bone marrow signal at the metaphyses and epiphyses of the distal femur and the proximal tibia of both knees. We made efforts to standardise the reading conditions prior to segmentation with respect to room lighting and by window levelling so that air appeared black with a clearly defined boundary to subcutaneous tissue. Bone marrow signal intensity was divided into three categories: level 1 = slightly increased with diffuse distribution; level 2 = focal and mildly increased; level 3 = focal and moderately to highly increased, up to fluid-like signal as compared to the lowest signal of the fatty marrow. Two radiologists (E.v.B. and L.-S.O.M., both with 15 years of experience in paediatric musculoskeletal radiology) defined the intensity range for each intensity level in consensus and elaborated a reference atlas. They applied masks with colour-coding, representing the three grades of signal intensity, to each slice of both knees (Fig. 2) using the web-based segmentation programme MedSeg [25], avoiding physeal lines and obvious vessels. The model was trained by one radiologist (E.v.B.) using U-net-aided iterative segmentation. U-net refers to the specific subtype of the deep learning model used [26]. Iterative segmentation is a process where a small part of the dataset is initially manually segmented. This small dataset is then used to train a rudimentary segmentation model, which is further used on new, unsegmented data. The rudimentary model is used to accelerate the manual preparation process by allowing error. A simplified illustration of the iterative segmentation process is provided in Fig. 3. A complete version of the training process can be obtained from Supplementary Online Material 1. Using MedSeg, the same reader marked the anatomical region of interest. The metaphysis was defined by a square over the growth plate of the affected bone, each side with a length equal to the maximum width of the epiphysis [27].
Evaluation

The radiologists involved in the initial calibration and training (readers 1 and 2), an MRI radiographer from the same institution (reader 3, A.H.T., with limited experience in clinical grading of bone marrow signal) and a paediatric musculoskeletal radiologist from a different institution (reader 4, K.R., with 30 years of experience) manually segmented the bone marrow signal on each image slice in the 10 examinations from the test set. In total each reader...
independently segmented 153 image slices. For calibration prior to the evaluation task, the readers were provided with a reference atlas consisting of masks from 10 knee MRIs that were not included in the test set. The atlas comprised the whole range of bone marrow signal intensities. In addition, reader 3 (A.H.T.) underwent a thorough calibration session with reader 1 (E.v.B.) prior to the evaluation exercise. They established ground truth by using the simultaneous truth and performance level estimation (STAPLE) algorithm [28] based on the segmentation masks from all four readers.

Model performance and differences between readers were evaluated through the Dice similarity coefficient (“Evaluation metrics” section). In addition, masks derived from the ground truth and model for the whole training set were randomised and evaluated in consensus by readers 1, 2 and 3. The readers were blinded to age, institution and whether the segmentation was performed by the AI model or represented ground truth. To ascertain the latter, reader 4 (K.R.) assessed the test set to look for and potentially remove markings outside the bone marrow prior to the reading. Readers scored the three different signal intensities separately for each segmentation mask in the test set. In addition, they gave an “overall impression” score to each mask. The rating was performed using a visual analogue scale (VAS), i.e. a two-sided ruler with the minimum and maximum scores on one side of the ruler, and a 10-cm-long line with centimetre marks on the back for improved discrimination of the scores [29, 30]. A sliding marker shows the same spot on the 10-cm line on both sides of the ruler (illustrated in [30]). For the fixed-point scale, 1 = perfect segmentation; 2 = minor corrections needed, less likely to have clinical impact; 3 = major corrections needed, most likely to have clinical impact; and 4 = mask rejected. For the continuous scale, values less than 5 were deemed acceptable (this corresponds to a score midway between points 2 and 3 on the fixed-point scale).

Evaluation metrics

We used Dice similarity coefficient to measure the volume-based similarity between the segmentation masks. The more overlap of the masks, the larger the Dice coefficient. The value of the Dice coefficient is always between 0 and 1 [31]. We performed descriptive statistical analyses using Predictive Analytics Software (SPSS) version 27 (IBM, Armonk, NY).

Results

Dice similarity coefficient

Table 1 lists the median and mean Dice coefficients between estimated ground truth and the segmentations performed by the AI model and the four readers (range of values in brackets).

The AI model’s highest Dice coefficient was for level-1 signal, with median Dice 0.68 (0.60–0.74), followed by level-2 signal, with median Dice 0.47 (0.25–0.62). The model scored lowest for the highest intensity level, with median Dice of 0.40 (0–0.71). The Dice coefficient of 0 for the highest intensity level was obtained in one examination only. This was in a healthy subject with no level-3 signal present in the segmentation masks performed by the AI model and reader 4, whereas a few small spots of high signal were defined to be present according to the ground truth and readers 1–3. A boxplot illustrating the performance of the AI model compared to ground truth for the different signal intensities is presented in Fig. 4.

Table 1 Median and mean Dice similarity coefficient between ground truth and the segmentations performed by the artificial intelligence (AI) model and the four readers

|                         | Reader 1 | Reader 2 | Reader 3 | Reader 4 | AI model |
|-------------------------|----------|----------|----------|----------|----------|
| Level-1 signal (turquoise) | Median (range) | 0.80(0.69–0.90) | 0.83(0.70–0.88) | 0.73(0.42–0.81) | 0.75(0.57–0.84) | 0.68(0.60–0.74) |
|                         | Mean     | 0.81     | 0.8      | 0.67     | 0.72     | 0.68     |
| Level-2 signal (blue)    | Median (range) | 0.72(0.35–0.87) | 0.67(0.23–0.84) | 0.55(0.29–0.78) | 0.17(0.01–0.53) | 0.47(0.25–0.62) |
|                         | Mean     | 0.7      | 0.64     | 0.55     | 0.17     | 0.45     |
| Level-3 signal (yellow)  | Median (range) | 0.64(0.20–0.87) | 0.67(0.52–0.93) | 0.59(0.44–0.75) | 0.00(0.00–0.89) | 0.40(0.00–0.71) |
|                         | Mean     | 0.6      | 0.69     | 0.59     | 0.11     | 0.38     |
| Combined levels 2 + 3 signal | Median (range) | 0.79(0.33–0.86) | 0.71(0.19–0.89) | 0.61(0.38–0.78) | 0.18(0.01–0.73) | 0.55(0.24–0.74) |
|                         | Mean     | 0.7      | 0.69     | 0.6      | 0.21     | 0.5      |
Difference between readers was smallest for level 1 signal, with median Dice for the four raters compared to ground truth between 0.68 and 0.83. For the two other intensity levels, the differences were greater: median Dice ranged 0.17–0.72 for level-2 signal and 0–0.67 for level-3 signal. One rater consequently achieved a Dice coefficient of 0 for level-3 signal in all but one examination and had by far the lowest mean Dice for both level-2 (0.17) and level-3 (0.11) signals. However, for level-1 signal, the mean Dice of 0.72 was at a similar level as that of the other raters (0.67–0.81).

In general, the poorest performance of the model and the maximum difference between readers were observed for level-3 signal in examinations where this intensity level was sparse, both in healthy and sick individuals. In examinations where level-3 signal was more pronounced, the Dice coefficient increased correspondingly. The median Dice for the combination of intensity levels 2+3 was consequently higher for all four readers and the model, as compared to the separate evaluation of the two intensity levels.

Consensus evaluation

The model did not draw any markings outside the bone marrow. Table 2 lists the consensus scores with means and standard deviations (SD) for each intensity level and for the overall impression of the segmentation masks representing ground truth and the segmentations performed by the model. The lower the score, the better the agreement.

The mean scores for both model and ground truth were all within the values defined as acceptable, both with respect to each intensity level and the overall impression. The overall impression of the model (mean 3.33 ± 1.57) was slightly poorer than that of the ground truth (mean 2.46 ± 1.04).

The results for the intensity level 1 (turquoise) were similar between model (mean 2.35 ± 1.34) and ground truth (mean 2.40 ± 1.06), whereas for the intensity level 2 (blue) the model achieved the best mean score (2.71 ± 1.31 vs. ground truth 2.99 ± 0.97). The model had the poorest performance on the intensity level 3 (yellow), with a tendency to underestimate particularly punctate and linear hyperintensities (mean score 3.45 ± 2.11). In one examination (mask number 1 in Table 2) the model underestimated level-3 signal on some slices, whereas it overestimated this intensity level on other slices. In one examination (mask number 2 in Table 2), the model performed poorer than acceptable for all intensity levels.

The model consistently avoided the physeal lines and vessels. Signal in the medial part of the femoral metaphysis was missed by the model in one peripheral slice. The general impression was that most inaccuracies were found in the peripheral slices.

Discussion

We have shown that this model enables segmentation of a wide spectrum of bone marrow signal in children and adolescents where anatomy varies with age, while avoiding high signal structures other than bone marrow, on images obtained at two institutions on 1.5-T MRI machines from two vendors.

Dice analyses of model performance

The Dice coefficient for the model varied substantially for each intensity level, with the highest mean value for level-1 signal and the lowest for level-3 signal. In total,
the highest Dice value achieved by the model was 0.74. In bone marrow segmentation there is a gradual transition between the elements we intend to segment, unlike organ segmentation, where there is a more absolute delineation of structures. In addition, it is difficult to standardise window levelling for MRI reading [17], which in our case yielded very different impressions of the bone marrow signal and might alter decision-making when it comes to defining levels of signal (Fig. 1) and ultimately masks. We therefore argue that an AI model for automated bone marrow segmentation on MRI, with ground truth based on segmentations performed by several independent readers, might never achieve Dice coefficients close to 1 because this would entail a complete agreement among all readers behind the ground truth as well as complete agreement between ground truth and the annotator of the training data.

In two knees in the test set, no signal was deemed level 3, either by the four readers or the model. One could argue that this expresses full agreement; however, the Dice coefficient cannot be calculated when there are no data. In one knee, the model did not recognise any signal with intensity level 3, whereas the segmentation mask representing ground truth contained a few minor yellow spots (Fig. 5). The resultant Dice coefficient of 0 considerably influenced the mean Dice.

We observed low Dice values for level-3 signal in all knees where the amount of level-3 signal was relatively sparse. In these datasets, only small inaccuracies in segmentation have a major effect on the Dice coefficient [32]. Variations in segmentation of signal intensities with a more diffuse and widespread distribution would have less impact on the Dice coefficient. This might explain the better performance of the model and all four readers for segmentation of intensity level 1, for the combination of intensity levels 2 and 3, and for intensity level 3 in examinations where this signal was more pronounced.

### Reader variability

It was beyond the scope of our study to determine the most accurate reader in terms of clinical validity. The Dice coefficients varied considerably among the readers, in particular between readers 1–3 and reader 4. Reader 3 has limited clinical experience with image interpretation. Interestingly, agreement between this reader and the experienced readers 1 and 2 was substantially better than the agreement between readers 1 and 2, and the experienced reader 4. Reader 4 had the most experience with paediatric musculoskeletal imaging, but readers 1–3 were from the same institution and readings were performed under similar conditions in terms of workstation, room lighting and window levelling. In addition, the first three readers underwent a thorough calibration process prior to segmentation of the test set. This illustrates that the establishment of consistent definitions of different

| Mask number | Number of slices with bone marrow signal | Age | Level-1 signal (turquoise)a | Level-2 signal (blue)b | Level-3 signal (yellow)c | Overall impression |
|-------------|------------------------------------------|-----|-----------------------------|------------------------|-------------------------|-------------------|
|             |                                          |     | GT  | AI  | Diff<sub>AI-GT</sub> | GT  | AI  | Diff<sub>AI-GT</sub> | GT  | AI  | Diff<sub>AI-GT</sub> |
| 1           | 16                                       | 14.0| 3.4 | 3.4 | 0.0  | 3.2 | 3.4 | 0.2  | 3.4 | 5.0 | 1.6  | 3.4 | 5.0 | 1.6  |
| 2           | 16                                       | 13.9| 1.5 | 5.0 | 3.5  | 2.4 | 5.0 | 2.6  | 1.5 | 6.8 | 5.3  | 2.0 | 6.0 | 4.0  |
| 3           | 15                                       | 10.2| 3.4 | 3.4 | 0.0  | 3.5 | 3.4 | 0.1  | 3.0 | 5.0 | 2.0  | 3.2 | 4.2 | 1.0  |
| 4           | 15                                       | 9.6 | 2.0 | 1.8 | –0.2 | 3.0 | 1.8 | –1.2 | 3.4 | 4.0 | 0.6  | 3.2 | 3.5 | 0.3  |
| 5           | 16                                       | 9.5 | 4.2 | 1.8 | –2.4 | 5.0 | 1.8 | –3.2 | 0.0 | 1.8 | 1.8  | 3.0 | 1.8 | –1.2 |
| 6           | 15                                       | 7.6 | 1.8 | 3.0 | 1.2  | 3.4 | 3.8 | 0.4  | 6.8 | 3.8 | 3.8  | 4.0 | 3.8 | –0.2 |
| 7           | 14                                       | 14.3| 1.5 | 1.0 | –0.5 | 1.5 | 3.4 | 1.9  | 0.5 | 3.8 | 3.8  | 1.0 | 3.5 | 2.5  |
| 8           | 16                                       | 7.8 | 1.0 | 0.5 | –0.5 | 2.5 | 2.0 | –0.5 | 0.5 | 0.5 | 0.5  | 2.0 | 1.0 | –1.0 |
| 9           | 15                                       | 11.0| 3.2 | 1.8 | –1.4 | 3.4 | 0.5 | –2.9 | 1.3 | 3.8 | 3.8  | 1.8 | 3.0 | 1.2  |
| 10          | 15                                       | 9.6 | 2.0 | 1.8 | –0.2 | 2.0 | 2.0 | 0.0  | 0.0 | 0.0 | 0.0  | 1.0 | 1.5 | 0.5  |
| Mean        | 15.30                                    | 10.8| 2.4 | 2.35| –0.50| 2.99| 2.71| –0.28| 2.04| 3.45| 1.41 | 2.46| 3.33| 0.87 |
| SD          | 0.67                                     | 2.5 | 1.06| 1.34| 1.56 | 0.97| 1.31| 1.83 | 2.14| 2.11| 2.22 | 1.04| 1.57| 1.58 |

**Table 2** Consensus scores with means and standard deviations (SD) for each intensity level and for the overall impression of the segmentation masks representing ground truth (GT) and the segmentations performed by the artificial intelligence (AI) model, and for the differences between the two scores (Diff<sub>AI-GT</sub>)

| SD standard deviation |
|-----------------------|
| aIntensity level 1 = slightly increased with diffuse distribution |
| bIntensity level 2 = focal and mildly increased signal |
| cIntensity level 3 = focal and moderately to highly increased, up to fluid-like signal |
bone marrow signal intensities to a lesser degree depends on the individual radiologist’s clinical experience with bone marrow imaging than thorough calibration sessions.

Consensus evaluation of model performance

We found the consensus scoring particularly useful as a complementary evaluation tool to the Dice coefficients in this study. Consensus reading implies a common effort targeted toward agreement. In some settings, particularly where efforts are made to establish definitions, consensus reading can be the most applicable method for image interpretation [33]. The consensus reading allowed for more specific description of areas where the AI model was suboptimal and, as opposed to the Dice similarity coefficient, the consensus reading enabled differentiation of clinically significant from insignificant errors and identification of focus areas for further training of the model. Results from consensus scoring showed that the model performed well except for one examination, where the model missed punctate level-3 signal foci (Fig. 5). We think the reason for this is that punctate and linear bone marrow hyperintensities other than obvious vessels were relatively sparse in our training dataset.

We observed most inaccuracies on peripheral slices, probably because the transition between bone marrow and soft tissue is less conspicuous in the periphery on coronal T2-W Dixon water-only images and there is partial volume effect in this area. Overall, the results from this subjective evaluation of the model reflect the results from the Dice analyses, with respect to the mean scores for the three signal intensities. Interestingly, the Dice coefficient did not correspond with the consensus scores for every individual knee. This observation confirms that the Dice coefficient does not always reflect the clinical relevance of an inaccuracy.

Training dataset

To ensure sufficient data for all intensity levels, we trained this model on an anatomical site with a high incidence of bone marrow signal hyperintensities in both healthy and sick children and adolescents. Patchy or flame-shaped patterns of residual red bone marrow are typically seen in this location, especially between the ages of 11 years and 15 years [34] and can easily be mistaken for inflammatory changes [35]. An automated segmentation model for bone marrow hyperintensities could therefore prove particularly useful for the knee, but we think this technique could also be used to train models for other anatomical sites. The highest signal-intensity level is most likely to be interpreted as pathological. This signal intensity could be further divided into two levels to improve clinical validity; however, level 3 signal was far less frequent and less extensive when present, compared to the two other intensities. This poses a challenge for the training process. To train a more robust model, more images with high signal intensity and pathological bone structure should be included in the training dataset.

Segmentation process

Following the initial calibration, one radiologist (E.v.B.) performed the segmentation of the training dataset to ensure consistency throughout the training process. The reader
reported that it was difficult to determine the level of signal intensity because there is no clear cut-off for each level and there is sometimes even a range of signal intensity within each level, particularly for level 3, where the signal could range up to fluid-like (Fig. 2). It was also difficult to standardise window-level settings, which again reflects that consistent scoring of signal intensity on MRI is challenging (Fig. 1). Time spent to correct masks is sometimes used as a measure to evaluate a segmentation model [36]. We did not find this useful in our study because the amount and intensity of bone marrow signal varied considerably among the examinations, which itself influences the time it takes both for segmentation from scratch and correction of masks.

Limitations

The study has some limitations that could be addressed in future research. First, definitions of bone marrow intensities were from one single institution, hence a multicentre consensus-based definition might differ from ours. However, the scope of this study was only to explore the feasibility of automated bone marrow segmentation based on predefined signal intensities and to identify the challenges one might face when developing a model for bone marrow segmentation. The aim was not to develop a universally applicable segmentation model because this would require a wider international collaboration.

Second, in the paediatric age group there is a wide spectrum of skeletal and bone marrow appearances, and we cannot ensure that testing the model on our test set reflects all potential errors. Our test set of 10 examinations (including a total of 153 coronal images of bone marrow from two knees) was carefully selected to ensure the most optimal data heterogeneity of bone marrow signal to avoid bias. Bone marrow signal is more likely to be sparse in the oldest age group [34]; hence, our test set did not include individuals older than 15 years. One could argue that this does not provide a representative age distribution for age-dependent anatomy; however, we included the ages where the anatomical changes related to growth and maturation are most pronounced. Our test set was not a random selection because assessment of the differences in model and reader agreement with age was not within the scope of this paper.

The lack of an objective reference for the bone marrow signal intensity is another limitation of this study. This is indeed the limitation for subjective bone marrow interpretation in all settings. We acknowledge that the segmentation process is hampered by subjectiveness and, consequently, that our model was trained on in part inconsistent data. However, when training on a large dataset, these inconsistencies are averaged by the model.

Further, the poorest performance of our model was seen with the highest — and most likely abnormal — signal, in examinations where this signal was sparse. However, not only the signal intensity, as such, but also the pattern and extent of signal distribution are important features for the interpretation of bone marrow signal. In children with inflammatory changes, level-3 intensity rarely occurred without the presence of surrounding level-2 signal and often level-1 signal also. Depending on the clinical setting, widespread or certain distribution of level-2 intensities could be more likely to represent pathology than small focal spots of level-3 signal intensities. In our cohort, the highest intensity level was sparse in both healthy and sick individuals. We believe that further training, which would require more training data containing level-3 signal intensity, could improve this shortcoming.

Consensus reading implies a common effort targeted toward agreement, but this is hampered by subjective bias and therefore discussed as a limitation in most radiologic studies. However, in some settings, particularly where efforts are made to establish definitions, consensus reading is the most applicable method for image interpretation [33]. During development of the segmentation model, we considered consensus reading to be a useful supplementary method to the more objective Dice coefficient for evaluating the model. Consensus reading provides the opportunity to describe model performance in more detail, e.g., to discuss clinically significant versus insignificant errors, and identify areas for further improvement of the model.

Finally, our data were trained and tested on MRI examinations from two institutions where the images were obtained with similar MRI parameters, hence we did not test robustness for other vendors or protocols.

Strengths

The strengths of this study are the inclusion of both healthy subjects and subjects with chronic non-bacterial osteomyelitis. We included datasets from two institutions with two MRI vendors. In addition to the objective standard evaluation methods of AI models, we performed a subjective, more clinically directed evaluation. This is the first study of its kind and might serve as a valuable first step for developing an international ground truth database to serve for validation purposes applicable to research and clinical practice.

Future perspectives

To our knowledge, this is the first study addressing the feasibility of using a deep-learning-based model for automated segmentation of both normal and pathological bone marrow signal on MRI in the paediatric population. One potential approach for future improvement of the segmentation model would be to collect sufficient training data for all signal
intensities and patterns and make this publicly available for an international segmentation challenge.

To develop a robust and universally accepted model for bone marrow segmentation, definition and training performed in consensus by a larger international group is crucial, as also highlighted by Zhao et al. [5]. In this study we tested a fairly standard 2-D U-net model. Newer CNN architectures might perform better in the future.

Conclusion

We have shown that it is feasible to develop an automated method for segmentation of bone marrow signal in children and adolescents using a 2-D CNN. We found that the highest intensity level in examinations where this signal was sparse had the poorest performance. Improvement of the model requires training on larger and more balanced datasets. Further development of the model and validation of the segmented bone marrow intensities should be performed by radiologists from several institutions in consensus to achieve the most robust results.
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