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SUMMARY  Saliency detection for videos has been paid great attention and extensively studied in recent years. However, various visual scene with complicated motions leads to noticeable background noise and non-uniformly highlighting the foreground objects. In this paper, we proposed a video saliency detection model using spatio-temporal cues. In spatial domain, the location of foreground region is utilized as spatial cue to constrain the accumulation of contrast for background regions. In temporal domain, the spatial distribution of motion-similar regions is adopted as temporal cue to further suppress the background noise. Moreover, a backward matching based temporal prediction method is developed to adjust the temporal saliency according to its corresponding prediction from the previous frame, thus enforcing the consistency along time axis. The performance evaluation on several popular benchmark data sets validates that our approach outperforms existing state-of-the-arts.
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1. Introduction

Saliency detection for images and videos has been used in wide series of applications, such as object recognition, video surveillance and mobile robotics[1]. It aims to automatically select the visual important regions or objects by exploiting the inherent visual attention mechanism. In the past decades, a number of saliency models based on different schemes and theories have been proposed, which can be roughly classified into two categories: a rapid, stimulus-driven, bottom-up pattern and a slower, goal-driven, top-down pattern. The top-down pattern is driven by task and relatively less explored due to the complexity and variety of daily tasks and behaviors[2]. Considering the efficiency and the generality, we focus on bottom-up, features driven, bottom-up pattern and a slower, goal-driven, top-down pattern. The top-down pattern is driven by task and relatively less explored due to the complexity and variety of daily tasks and behaviors[2].

Perceptual research shows that contrast (e.g., color contrast, luminance contrast, motion contrast) plays a significant role in low-level visual saliency [3] and is widely applied not only to image saliency detection but also to video saliency detection. Most of the existing methods utilized contrast as the most important feature to compute saliency based on the fundamental assumption that an image unit, i.e. a pixel or patch, is salient if it is highly distinctive compared with its surroundings. For spatial saliency detection [4]–[7], the center-surround principle [8] is generally utilized to introduce spatial relations between image units into saliency models. Kim et al. [9] measured spatial saliency using the center-surround difference on ordinal signatures of edge and color orientation histograms. Differently, Goferman et al. [10] took the contrast from both local and global perspectives into consideration and built a content-aware saliency detection model. Cheng et al. [11] proposed a global contrast based algorithm, which employed the spatial distance between the current region and other regions as a factor to weigh the color histogram contrast. For temporal saliency detection [12]–[15], motion information is considered as the primarily influential factor. Gao et al. [16] extended the image saliency model in [17] by adding the motion channel to predict human eye fixations in dynamic scenes. Rahtu et al. [18] proposed a statistical framework and formulate temporal saliency measure with motion histogram contrast. Zhou et al. [19] employed retiming and temporal filtering to enhance the rendering of salient motion. Although the abovementioned methods have achieved remarkable performance, they still introduce background noise to some extent. From the spatial aspect, calculating contrast of every image unit within the same scope of neighborhood tends to accumulate overmuch color significance for background image units, thus resulting in overemphasized background regions. From the temporal aspect, using motion contrast alone as saliency measure is not sufficient enough to distinguish the foreground objects and background regions when the motion of them are highly similar. Hence, lots of background fragments are produced. In addition, these methods some issues in maintaining spatiotemporal consistency of videos, which probably generate discontinuous salient objects in saliency maps. Some examples are shown in Fig. 1.

To address the above problems, we proposed a novel saliency detection framework for videos using spatio-temporal cues. On the one hand, we exploit the detection results of the previous frames as foreground prior and propose a contrast calculation method to reduce the background noise in spatial domain. We treat the foreground and background regions differently when calculating contrast. Color significance is accumulated in a large extent for foreground superpixels while constrained within a small neighborhood scope for background superpixels. In this way, the contrast accumulation of the background is restricted. On the
other hand, motion similarity is introduced in the temporal saliency calculation process to further suppress the background noise. Based on the observation that motions of the superpixels in the foreground regions should be more consistent than that of the superpixels in the background regions, we compute the variance of the spatial distribution of superpixels having similar motion contrast to distinguish the salient objects and the fragments in the background regions. Moreover, we develop a prediction method to cope with the spatiotemporal inconsistency.

Compared with our previous work [22], two improvements are introduced: 1) The motion histogram of background regions is utilized rather than that of the whole frame when calculating the motion histogram contrast, which can reduce the contribution from foreground regions to background regions and suppress the background fragments. 2) A backward matching based temporal prediction method is developed to adjust the temporal saliency according to its corresponding prediction from the previous frame. Foreground prior is adopted to constrain the matching area from the foreground regions in the current frame to the previous frame, thus decreasing the probability of mismatch and improving the accuracy of the temporal prediction.

The remainder of this paper is organized as follows: we introduce our model in Sect. 2. Experimental results and analysis are presented in Sect. 3, and the conclusion is given in Sect. 4.

2. Proposed Method

2.1 Overall Framework

We propose a novel saliency detection method making full use of foreground prior. We use superpixel as the image unit throughout this paper. The proposed spatiotemporal saliency model is shown in Fig. 2. Each module is introduced in detail in the following sections.

2.2 Spatial Saliency Detection

2.2.1 Spatial Feature Extraction

We choose color significance as feature to measure the initial spatial saliency. Considering that significant color of low appearance frequency usually attracts more visual attention, color significance is simply measured by accumulation of color differences weighted by the corresponding appearance frequency.

Directly processing with the original videos requires a large amount of computation due to the variety of colors. Hence, minimum variance quantization proposed in [8] is used to reduce the number of colors of the frame without losing visual fidelity. Color cube is firstly separated into several bins of different sizes based on color distribution in the frame. Then the average color in each bin is used to create a new reduced colormap. We discard infrequently occurring colors and replace them with the most similar remained colors in colormap. Each superpixel can be represented by the corresponding principal color for its high color consistency. So we obtain superpixel significance in accordance with the significance of principal color, which is computed as

$$CS(sp_i^t) = \sum_{j=1}^{np_i} f_j \cdot \| (L_i, a_i, b_i) - (L_j, a_j, b_j) \|^2.$$  \hspace{1cm} (1)

The above function indicates the color significance with respect to principal color $c_i$ in $L’a’b’$ color space of $sp_i^t$. $sp_i^t$ denotes the $i$th superpixel in the $t$th frame $I_t$. $f_j$ represents the appearance probability of $c_j$ in the whole frame and $np_i$ is the number of principal colors of superpixels in $I_t$.

2.2.2 Spatial Cue Refinement

According to the assumption [20] that a region highly different from its surrounding background is salient, we argue that superpixels should be treated differently instead of equally in previous approaches. To be specific, the contrast calculation of superpixels belonging to foreground regions can be done in the area of whole frame while the contrast calculation of superpixels belonging to background regions should be constrained within a small range of neighborhood to avoid emphasizing the background resulting from the overmuch color significance accumulation. Detailed explanation can be found in Fig. 3. Hence, we first extract the location of foreground as spatial cue and then apply it to the contrast calculation. Considering the computational cost, we utilize the salient regions from the previous detection results to act as the foreground regions in the current frame. In order to restrict the contribution to the background superpixels, an exponential term is employed, which can be

Fig. 1. Example results of existing saliency detection method. Background fragments are marked with red circles.

Fig. 2. Overall saliency detection framework.
written as

$$S_S(s_{pi}^t) = \sum_{j=1}^{n_t} CS(s_{pi}^t) \cdot \exp \left[ -\frac{D(s_{pi}^t, s_{pj}^t)}{D_k(s_{pi}^t, s_{pj}^t)} \right],$$

(2)

$$D_k(s_{pi}^t, s_{pj}^t) = \begin{cases} \min_{j=1,2,\ldots,n_t} (D(s_{pi}^t, s_{pj}^t)) & \text{if } s_{pi}^t \in B_t \\ \sqrt[4]{\text{area}(F_t)} & \text{if } s_{pi}^t \in F_t \end{cases}.$$  

(3)

In Eq. (2), $S_S(s_{pi}^t)$ is the spatial saliency of $s_{pi}^t$. $n_t$ presents the number of superpixels in the $t$th frame. $D(s_{pi}^t, s_{pj}^t)$ describes the Euclidean distance between the centers of $s_{pi}^t$ and $s_{pj}^t$. From Eq. (2), it is obvious that the exponential term controls the saliency contribution from other superpixels to $s_{pi}^t$. The distant superpixels contribute less than the close ones. Equation (3) defines the key distance $D_k$. $B_t$ and $F_t$ present the background and foreground regions respectively. When calculating the spatial saliency of background superpixels, $D_0$ reaches its minimum value and so is to the exponential weight. Hence, the contribution from other superpixels is constrained. For foreground superpixels, we set $D_k$ to a relatively large value, which is the square root of the area of $F_t$, in this paper, to enhance the contribution from other superpixels, thus achieving background suppression while emphasizing foreground.

2.3 Temporal Saliency Detection

2.3.1 Motion Feature Extraction

We choose motion histogram contrast as feature to measure the initial temporal saliency. The motion vector field $MVF^t$, of $I^t$, is produced by optical flow method [21]. According to [22], we extract the accumulated amplitude histograms $MHF^t_{pi}(k)$ and mean orientation histograms $OHF^t_{pi}(k)$ of motion at the frame-level/superpixel-level as global/local motion features respectively. Orientations of motion vectors are uniformly quantized into $b = 8$ intervals, which are indexed by $k$. As we have obtained the location of foreground regions in advance, the accumulated amplitude histogram $BMH^t_{pi}(k)$ and the mean orientation histogram $BOH^t_{pi}(k)$ of background are utilized in the place of frame-level histograms to reduce the influence from the foreground regions. The motion histogram contrast is expressed as

$$VM(s_{pi}^t) = \sum_{j=1}^{n_t} D(csp_{pi}^t, s_{pj}^t) \cdot \exp \left[ -\frac{(MHC(s_{pi}^t) - MHC(s_{pj}^t))^2}{2\sigma_D^2} \right],$$

(6)

$$csp_{pi}^t = \sum_{j=1}^{n_t} e_{pi}^t \cdot \exp \left[ -\frac{(MHC(s_{pi}^t) - MHC(s_{pj}^t))^2}{2\sigma_D^2} \right].$$

(7)

$$MHC(s_{pi}^t) = \sum_{j=1}^{b} MHF^t_{j}(k) \sum_{k=1}^{b} DOH \cdot BMH^t_{pi}(k),$$

(4)

$$DOH = \|OH^t_{j}(k) - BOH^t_{pi}(k)\|_2.$$  

(5)

The initial temporal saliency tends to have noticeable background noise. The main reason is that motion histogram contrast only takes the distinctiveness between local feature and global feature into consideration while the distinctiveness between local features, which can provide more information, is ignored.

2.3.2 Temporal Cue Refinement

According to the spatial element distribution assumption [7], the distinct elements are more likely to belong to the same object when they have similar motion characteristics. Inspired by this assumption, we further propose that superpixels grouped into a certain region are more likely to belong to the foreground while background superpixels tend to uniformly scatter in the whole scene. Figure 4 gives an intuitively explanation. Based on the above observations, spatial distribution of the similar motion vectors is naturally introduced to refine the temporal saliency map. Since the grouped foreground superpixels have low variance while the scattered background superpixels have high variance, we choose the variance of spatial distribution to measure the probability of being foreground or foreground superpixel, which can be formulated as

$$\text{Fig. 3}$$

Spatial cue illustration. White foreground and black background based on superpixel level. The dark purple superpixel accumulates sufficient differences form other ones, which is demonstrated by the orange solid lines. The green superpixels have a small scope of surrounding background. Orange dotted lines denote differences from other superpixels cannot contribute to the certain superpixel.

$$\text{Fig. 4}$$

Temporal cue illustration. Superpixels that have similar motion contrast are marked with the same color. The red point and the purple point are the center of green and blue superpixels respectively. The blue superpixels are far away from their center hence are more likely to be the background superpixels while the green ones are close to their center hence are more likely to be the foreground superpixels.
In Eq. (6), \( VM \) is the variance of the spatial distribution. \( csp_i \) is the weighted average center of \( sp_i \). In Eq. (7), \( c_i^t \) is the center of \( sp_i^t \). \( \sigma_D \) is a parameter that controls the motion sensitivity of the distribution. \( MHC(sp_i^t) \) denotes the motion histogram contrast of the superpixel \( sp_i^t \) with respect to other superpixels which reflects the degree of similarity between them. The exponential term allows motion similar superpixels to contribute to the variance calculation while constrains the contribution from other irrelevant superpixels.

It is widely acknowledged that most of the salient regions are foreground. Hence, a negative exponential function is utilized to incorporate the variance of spatial distribution into temporal saliency calculation, which is expressed as

\[
S_T^{\text{inter}}(sp_i^t) = MHC(sp_i^t) \cdot \exp(-VM(sp_i^t)). \tag{8}
\]

In Eq. (8), \( S_T^{\text{inter}}(sp_i^t) \) denotes the intermediate temporal saliency of \( sp_i^t \) calculated from the current frame.

### 2.3.3 Backward Matching Based Prediction

To further enhance the spatiotemporal consistency of temporal saliency, we match the foreground regions between adjacent frames and utilize the temporal saliency from the corresponding superpixels in the previous frame to adjust the saliency of the foreground superpixels in the current frame.

We adopt the motion vector field from the current frame to the previous frame and map superpixels in the current frame to superpixels in the previous frame to guarantee each superpixel in the current frame has at least one match. We also utilize Euclidean distance preferring the nearest matching candidate to ensure the one to one correspondence for every superpixel in the current frame. Since we only care about the spatiotemporal consistency of foreground objects, the matching and prediction process is just applied to foreground regions in the current frame. Moreover, we set the constrain that the superpixels in the current frame can only map to the foreground region in the previous frame. Our backward matching method is shown in Fig. 5 and the index of superpixel in the previous frame which is matched with the current superpixel \( sp_i^t \) can be calculated by

\[
\text{ind}_{t-1} = \arg \min_j \| c_i^t - c_j^{t-1} \|_2, \quad c_i^t, c_j^{t-1} \in F_{t-1}, \tag{9}
\]

where \( c_i^t \) is the center of the superpixel in the previous frame where \( sp_i^t \) is mapped. \( c_j^{t-1} \) presents the center of \( sp_j^{t-1} \) belonging to the foreground region \( F_{t-1} \) in the previous frame.

After matching the foreground superpixels in the adjacent frames, we predict the temporal saliency of superpixels in the current frame by straightforwardly copying the temporal saliency of the corresponding superpixels in the previous frame. The final temporal saliency map \( S_T \) is generated by fusing the predicted saliency and the intermediate temporal saliency. The formulation is given as follows

\[
S_T(sp_i^t) = \lambda_T \cdot S_T^p(sp_i^{t-1}) + (1 - \lambda_T) \cdot S_T^{\text{inter}}(sp_i^t), \tag{10}
\]

where \( S_T^p(sp_i^{t-1}) \) is the prediction of \( sp_i^{t-1} \), \( \lambda_T \) is a constant employed to balance the influence between the prediction and motion features.

### 2.4 Interactively Dynamic Fusion

Since motions extracted by optical flow often suffer a lot from complex environment variations, such as moving background, non-rigid deformation and occlusion, it is necessary to collaborate temporal and spatial saliency maps to achieve better performance of video saliency detection. If high mutual consistency exists between temporal and spatial saliency maps, it indicates that the interaction confidence between saliency maps from different domains is high. In order to measure interactive consistency between temporal and spatial saliency maps, the commonness of these two maps is measured as

\[
C(sp_i^t) = S_S(sp_i^t) \cdot S_T(sp_i^t). \tag{11}
\]

\( C(sp_i^t) \) is normalized to [0, 1], we utilize two interactive consistency indicators, namely consistency of temporal domain to spatial domain \( SIT \) and consistency of spatial domain to temporal domain \( SIS \), to measure the spatiotemporal consistency, which are computed as

\[
SIT = \sum_{i=1}^{n_t} C(sp_i^t) \left( \sum_{i=1}^{n_t} S_T(sp_i^t) \right), \tag{12}
\]

\[
SIS = \sum_{i=1}^{n_t} C(sp_i^t) \left( \sum_{i=1}^{n_t} S_S(sp_i^t) \right). \tag{13}
\]

Spatial and temporal saliency are dynamically fused using the above two parameters to generate the final spatiotemporal saliency map, which is written as

\[
S(sp_i^t) = \frac{SIT \cdot S_T(sp_i^t) + SIS \cdot S_S(sp_i^t)}{SIT + SIS}. \tag{14}
\]
3. Experimental Results

The proposed method makes utilization of both spatial and temporal information among video frames. In this section, we demonstrate the advantages of our method compared with other methods by experiment.

3.1 Data Sets and Experimental Settings

We evaluate different approaches on two well-known data sets, SegTrack v2 and Freiburg Berkeley Motion Segmentation (FBMS). SegTrack v2 data set has eight video sequences of single object and the number of frames in each sequence varies from 21 to 279. FBMS is a data set of 59 video sequences, in which contain diverse kinds of objects including animals, vehicles and humans. Both of them pose various challenges such as large complicated background, significant shape deformation, and large camera motion on video saliency detection. Also, they provide pixel-level binary ground truths of salient objects for objectively evaluating the performance.

In our experiments, five state-of-the-art saliency detection models are chosen as the comparison methods, namely region based contrast (RC)[11], saliency filters (SF)[7], energy minimization based saliency (SEG)[18], Quaternion Fourier Transform based saliency (QS)[12] and cluster based co-saliency (CS)[13].

There are several internationally recognized standards for evaluating saliency detection performance[1], including precision versus recall curves (PR curves), receiver operating characteristic curve (ROC curves), area under ROC curve (AUC), F-Measure and mean absolute error (MAE) and so on. We adopt the commonly used PR curves, AUC, F-Measure and MAE in the experiments.

3.2 Performance Evaluation and Analysis

We first present the qualitative results of different saliency models on SegTrack v2 data set. Figure 6 gives the visual comparison. As can be seen, our method highlights the salient objects and effectively suppresses background noise. Due to the lack of information about the sizes and the locations of foreground objects, RC and SF tend to highlight the background region in complicated visual scenes. Especially in the test sequence birdfall, the sky is highlighted while the falling bird is hardly detected because its color features are very much similar with that of the background. QS overemphasizes small and local features such as edges. SEG utilizes local features to compute saliency. Hence, to the sequences girl and parachute where the salient objects are highly distinctive from the background in local regions, it performs well. However, it introduces severe background noise in the meantime. CS calculates the global consistency of the cluster based features between adjacent frames. If there are cluster features that have high temporal

![Fig. 6 Qualitative results on SegTrack v2 data set.](image)

![Fig. 7 Quantitative results on SegTrack v2 data set.](image)

![Fig. 8 Qualitative results on FBMS data set.](image)
consistency and similarity with salient objects in the background, then CS prefers to highlight those background regions. Therefore, CS produces rather good results in the test sequence girl but constantly highlights the non-salient objects in other sequences. The proposed method efficiently utilizes the foreground prior and multiple features extracted in both spatial and temporal domains to enforce the spatiotemporal consistency and suppress the background noise, thus achieving better results.

The quantitative results on SegTrack v2 data set are shown in Fig. 7. We can see that our method outperforms the others on all the four evaluating measures. RC and SF provide relatively low precision and F-Measure, due to the complex motion of objects and insufficient temporal cues. Also, the frequently highlighting non-salient objects and background regions results in low precision and F-Measure for CS and SEG respectively. Compared with other methods, the proposed model has low MAE on account of the effective elimination of background noise.

Then, the performance comparisons on FBMS data set are provided as well. Since the proposed approach is designed for detecting single object, sequences containing single object in FBMS data set are chosen to conduct the experiments. Figure 8 shows the qualitative results. The FBMS data set also dramatically varies in both background and motion. Hence, the problems exhibiting in the SegTrack v2 data set still exist. RC tends to highlight non-salient regions. The salient objects change with time in SF results. SEG still has difficulties in suppressing background while CS constantly highlight the bottle in the background and fail to maintain the consistency of the cat. Our results are closest to the ground truths.

Figure 9 presents the quantitative results on FBMS data set. Our approach still outperforms the others. The proposed method proves to have great ability in suppressing background noise. Both subjective and objective results on SegTrack v2 and FBMS data sets demonstrate the advantages of our proposed method over other methods. However, the proposed method heavily relies on the foreground locating results. False detection may lead to overmuch background contrast accumulation in spatial domain and mismatch of foreground superpixels in temporal domain, thus resulting in background noise and temporal inconsistency. Hence, we measure the distance between the centers of the foreground region and the salient region. If the distance is above a certain threshold, then we reset the foreground region to the whole frame.

4. Conclusion

In this paper, we proposed a novel video saliency detection method to produce high-quality saliency maps. On the one hand, we exploit the detection results of the previous frames as spatial cues and propose a foreground prior based contrast calculation method to reduce the background noise in spatial domain. On the other hand, motion similarity is introduced as temporal cues in the temporal saliency calculation process to further suppress the background noise. Moreover, we develop a backward matching based superpixel prediction method to cope with the spatiotemporal inconsistency. Experimental results on two public datasets demonstrate that the proposed model outperforms the state-of-the-art spatiotemporal saliency models.
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