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ABSTRACT The pivoted QLP decomposition is computed through two consecutive pivoted QR decompositions. It is an approximation to the computationally prohibitive singular value decomposition (SVD). This work is concerned with a partial QLP decomposition of matrices through the exploitation of random sampling. The method presented is tailored for low-rank matrices and called Randomized Unpivoted QLP (RU-QLP). Like pivoted QLP, RU-QLP is rank-revealing and yet it utilizes randomized column sampling and the unpivoted QR decomposition. The latter modifications allow RU-QLP to be highly scalable and parallelizable on advanced computational platforms. We provide an analysis for RU-QLP, thereby bringing insights into its characteristics and performance behavior. In particular, we derive bounds in terms of both spectral and Frobenius norms on: i) the rank-revealing property; ii) principal angles between approximate subspaces and exact singular subspaces and vectors; and iii) the errors of low-rank approximations. Effectiveness of the bounds is illustrated through numerical tests. We further use a modern, multicore machine equipped with a GPU to demonstrate the efficiency of RU-QLP. Our results show that compared to the randomized SVD, RU-QLP achieves a speedup of up to 7.1 and 8.5 times using the CPU and up to 2.3 and 5.8 times using the GPU for the decomposition of dense and sparse matrices, respectively.

INDEX TERMS Low-rank approximation, matrix decomposition, pivoted QLP, principal angels, randomized methods, scalable methods.

I. INTRODUCTION Low-rank matrix approximation and factorization have traditionally been performed using a truncated version of deterministic matrix decomposition methods. These methods include: i) The singular value decomposition (SVD) [1], which constructs the best factorization of a matrix, ii) The pivoted QR [2], which, compared to the SVD, is computationally more efficient but less accurate. If computed exactly, due to the column exchange, this decomposition discloses information on the numerical rank (i.e., the gap in the spectrum) of the matrix. iii) The pivoted QLP [2 Chapter 5, Section 2.3], which is computed by applying two consecutive pivoted QR. This decomposition, in comparison to pivoted QR, constructs a better approximations to both the singular values and singular subspaces of the matrix.

With modern applications and with the development of advanced computational architectures, these traditional methods, however, are faced with two daunting challenges, which stymie their applicability and hence practicality:

1) They may need a large number of arithmetic operations.
2) More importantly, they impose high communication costs upon the system, the cost as a results of moving data between the slow and fast memory or, when the processors work together, between processors [3].

In order to address the foregoing bottlenecks, randomized methods have been proposed. They construct approximations to the deterministic decompositions through the utilization of randomization. In comparison to their classical and more established counterparts, randomized methods are arithmetically more efficient, can leverage the parallel structure in modern machines, but less accurate. The latter is justified as optimality in accuracy is not required in many applications. Randomized methods make use of deterministic decompositions in their computa-
tional procedures. Their computations involve three steps:

1) Reduce the large dimension of the original input matrix via a random matrix
2) Perform the SVD, the pivoted QR or QLP
3) Construct the factorization through piecing back together the foregoing constituents.

Due to the second step, depending on the dimension of the data and application in hand, randomized techniques may still suffer from the same bottleneck associated with the communication cost. Recently, however, Randomized Unpivoted QLP (RU-QLP), proposed in [5], copes with this issue; it makes use of only the unpivoted QR decomposition, which requires less communication among all deterministic decompositions.

A. APPLICATIONS

Randomized methods for low-rank matrix approximation and factorization are applied in signal and image processing, (supervised and unsupervised) machine learning, and modern data analysis. This is in particular motivated by ubiquitousness of large-scale matrices with low-rank structure in diverse range of applications such as weather forecast [12], principal components regression [13], latent variable models [14], image deblurring [15], background modeling [16], deep learning classification and regression [17], large-scale multiple-antenna systems [18], community detection [19], Stokes flow equations [20], subspace estimation and tracking [21], covariance estimation [22], Gaussian processes [23], learning mixture models [24], and latent variable models [25].

B. CONTRIBUTIONS

Our paper focuses on the RU-QLP decomposition, an approximation of truncated pivoted QLP computed via random sampling and the highly scalable and parallelizable unpivoted QR factorization. It provides an in-depth analysis of the method, furnishing bounds for i) the rank-revealing property, ii) principal angles between approximate subspaces and exact singular subspaces and vectors, and iii) the errors low-rank approximation. There are, however, differences between the analysis of this paper and the one presented in the original paper. First, the proof technique of our results presented here is different, yet simpler and easier to follow. Our analysis can be viewed as a systematic treatment of randomized methods, furnishing bounds for i) the rank-revealing property, ii) principal angles between approximate subspaces and exact subspaces spanned by the individual singular vectors, and iii) the errors low-rank approximations formed through the approximate left and right singular vectors.

Third, an empirical evaluation of the derived bounds is given, which provides insight on RU-QLP’s characteristics and behavior as well as the tightness of the bounds.

Finally, we implement RU-QLP and several competing randomized methods on an advanced, multicore machine equipped with a GPU and discuss their performance behaviors.

C. OVERVIEW

In Section I we describe the notations used in our paper, and briefly review the related deterministic and randomized methods. In Section III we describe RU-QLP in detail, its intuition and relation to the classical method of orthogonal iteration, as well as its computational cost. Section IV establishes a canonical theoretical analysis of RU-QLP, shedding light on its characteristics. Section V presents the runtime results of RU-QLP and several randomized methods implemented on a hybrid GPU-based architecture, as well as those of empirical evaluation of the developed bounds using several matrices. Concluding remarks are given in Section VI.

II. BACKGROUND

A. NOTATION AND CONVENTIONS

We consider a real, dense $m \times n$ matrix $A$ with $m \geq n$. The $i$th column of $A$ is denoted by $a_i$, and the $i$th largest and the minimum singular value of $A$ by $\sigma_i(A)$ and $\sigma_{\min}(A)$, respectively. The singular values of $A$ are assumed to be in a decreasing order, and $\sigma_k(A)$ and $\sigma_{k+1}(A)$ to be well-separated, implying that $A$ has rank $k$. (The rank of a matrix is defined as the number of linearly independent columns or rows in the matrix.) For a symmetric matrix $A$, the $i$th largest eigenvalue is denoted $\lambda_i(A)$.

$$\|A\|_2 = \max_{\|x\|_2=1} \|Ax\|_2$$

$$\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij}^2}$$

present respectively the spectral norm (or 2-norm) and the Frobenius norm of $A$. The notation $\| \cdot \|_{2,F}$ holds for both the spectral and Frobenius norms, and $\| \cdot \|$ for any unitary invariant norm. The dagger $\dagger$ denotes the Moore-Penrose inverse, and $I$ refers to the identity matrix whose size is determined by the context. The range and null space of $A$ are denoted by $\mathcal{R}(A)$ and $\mathcal{N}(A)$, respectively. The notation $\text{randn}(\cdot)$ is used to generate random matrices whose entries have a standard Gaussian distribution. $\text{orth}(A)$ returns a set of orthonormal basis for the columns of $A$, and $\text{qz}(A)$ gives an unpivoted QR factorization. The notation $[A]_k$ denotes the optimal rank-$k$ approximation of $A$, formed by the SVD, with respect to 2- and Frobenius norm, and $E$ denotes the expected value.

B. DETERMINISTIC METHODS

1) The SVD

The (reduced) SVD [1] Section 5.4] decomposes $A$ into two orthonormal matrices $U = [U_k \ \ U_\perp] \in \mathbb{R}^{m \times n}$ and

2) The errors on low-rank approximations formed through the approximate left and right singular vectors.
\[
V = [V_k \ V_\perp] \in \mathbb{R}^{n \times n} \text{ and one diagonal matrix } \Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \in \mathbb{R}^{n \times n};
\]
\[
A = U\Sigma V^T,
\]  
(1)

where the columns of \(U\) and \(V\) are left and right singular vectors, respectively, and the entries of \(\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n)\) are the singular values of \(A\).

The SVD furnishes information on the four fundamental subspaces \(\mathcal{R}(A) = \text{span}\{u_1, \ldots, u_k\}, \mathcal{N}(A^T) = \text{span}\{v_{k+1}, \ldots, v_n\}, \mathcal{N}(A) = \text{span}\{v_1, \ldots, v_k\}\) and \(\mathcal{R}(A^T) = \text{span}\{u_1, \ldots, u_k\}\). The SVD constitutes an optimal choice in constructing a rank-\(r\) approximation to \(A\). Let \(A_r = \sum_{i=1}^{\min(m,n)} \sigma_i u_i v_i^T\) be the rank-\(r\) approximation. Then [2, Chapter 1, Theorem 4.32]:

\[
\|A - A_r\|_2 = \min_{\text{rank}(M) \leq r} \|A - M\|_2 = \sigma_{r+1},
\]

\[
\|A - A_r\|_F = \min_{\text{rank}(M) \leq r} \|A - M\|_F = \sqrt{\sum_{i=r+1}^{n} \sigma_i^2}.
\]

The SVD is commonly computed as follows:

1) Reduce \(A\) to bidiagonal form \(B = U_1^T A V_1\), through Householder reflections \(U_1\) and \(V_1\).

2) Compute the SVD of \(B = U_2 \Sigma V_2^T\), primarily through the QR algorithm.

3) Combine the foregoing decompositions to obtain \(A = (U_1 U_2) \Sigma (V_1 V_2)^T\), where \(U = U_1 U_2\) and \(V = V_1 V_2\).

2) Unpivoted and pivoted QR decompositions

The (reduced) unpivoted QR decomposition of \(A = QR\) gives \(Q \in \mathbb{R}^{n \times n}\) whose columns are orthonormal and an upper triangular factor \(R \in \mathbb{R}^{n \times n}\) [26, Section 2.3].

The pivoted QR [2, Chapter 5, Section 2.1] factorizes \(A\) into an exchange matrix \(\Pi_p\), an orthonormal matrix \(Q_p\), and an upper triangular matrix \(R_p\):

\[
A\Pi_p = Q_p R_p = [Q_1 \ Q_2] \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix}.
\]

The difference between unpivoted and pivoted QR is that in the computation of the latter the columns with largest 2-norm are exchanged with other columns before the reduction (through Householder reflectors) proceeds. The columns of \(Q_1 \in \mathbb{R}^{n \times k}\) and \(Q_2 \in \mathbb{R}^{m \times n-k}\) span respectively \(\mathcal{R}(A)\) and \(\mathcal{N}(A^T)\), the diagonals of \(R\) are approximations to \(\sigma_i(A)\), and \(R_{11} \in \mathbb{R}^{k \times k}\) is well-conditioned. If \(\Pi_p\) is chosen carefully, the decomposition is called “rank-revealing” QR [27, 28], and the blocks \(R_{11}\) and \(R_{22}\) satisfy:

\[
\sigma_{\min}(R_{11}) \geq \frac{\sigma_k(A)}{x(n, k)},
\]

\[
\sigma_1(R_{22}) \leq \sigma_{k+1}(A) t(n, k),
\]

(2)

where \(x(n, k)\) and \(t(n, k)\) are low degree polynomials in \(n\) and \(k\). Pivoted QR, in spite of its computational efficiency in comparison to the SVD, gives fuzzy singular-value estimates, and further does not furnish orthogonal bases for \(\mathcal{R}(A^T)\) and \(\mathcal{N}(A)\) explicitly.

3) UTV decompositions

These rank-revealing decompositions [2, Chapter 5, Section 4] factorize the matrix \(A\) as:

\[
A = U_i T_i V_i^T,
\]

where \(U_i\) and \(V_i\) are orthogonal, and \(T_i\) is upper or lower triangular. There exist two primary stages in the computation of UTVs: an initial unpivoted QR factorization followed by a rank-revealing step, or deflation steps, in which the largest, or the smallest singular values are extracted one at a time. The UTVs provide information on \(\mathcal{R}(A^T)\) and \(\mathcal{N}(A)\) as well.

4) Pivoted QLP decomposition

The pivoted QLP [2, Chapter 5, Section 2.3] is viewed as an approximate SVD. It is formed by applying two consecutive pivoted QR factorizations, first on \(A\), then on the transpose of the \(R\) factor. Specifically

\[
A \Pi_p = Q_p R_p, \quad R_p^T \Pi = \hat{P} L^T,
\]

(3)

which gives \(A = Q_p \hat{P} L \hat{P}^T \Pi_p^T\). The matrices \(Q_p \hat{P}\) and \(\Pi_p \hat{P}\) are orthogonal, providing bases for the spaces spanned by the columns and rows of \(A\), respectively. \(\hat{P}\) is lower triangular and, as demonstrated by Stewart, its diagonals (the \(L\)-values) give better approximations to \(\sigma_i(A)\) than the diagonals of \(R_p\) (the \(R\)-values). In computing pivoted QLP, the first exchange matrix \(\Pi_p\) is crucial, whereas the second one \(\hat{P}\) is not always necessary; see also [29]. This principle has been leveraged for developing RU-QLP, as will be discussed later.

C. SHORTCOMINGS OF DETERMINISTIC METHODS

1) Arithmetic cost

Arithmetic operations required by deterministic methods to factorize \(A\) are of order \(mn^2\). This is the cost of a full factorization, giving all relevant information. Considering large-scale matrices in modern applications, this is obviously prohibitively expensive. However, if a rank \(k\) factorization is desired, deterministic methods need \(\mathcal{O}(mn k)\) operations to give the truncated version. These methods, however, need to repeatedly access the data, which brings us to a more important cost associated with decomposition methods on modern computers, namely, the communication cost.

2) Communication cost

The cost of transferring data between different processors or between different levels of the memory hierarchy is defined as the communication cost. On advanced parallel machines, it is far more expensive than the arithmetic cost in terms of time as well as energy consumption [30]. The communication cost is associated with the use of level-1, 2 and 3 BLAS (the Basic Linear Algebra Subprograms) routines [3, 31]. Memory-bound level-1 and level-2 BLAS routines cannot attain high performance on modern computers. However, level-3 BLAS routines are CPU-bound, which enable harnessing the parallel architecture of modern machines.
To approximate the SVD or/and UTV decompositions, Krylov subspace methods, such as the Lanczos algorithm, are used [32]. A large portion of operations of such methods are performed in level-1 and level-2 BLAS. Pivoted QR needs to compute the 2-norm of the matrix columns and swap them, and hence nearly half of its operations are in level-3 BLAS. While, most operations of the unpivoted QR decomposition are in level-3 BLAS, meaning that it is communication-friendly, and can be efficiently implemented on parallel machines. Recently, randomized techniques have been used to develop block Krylov subspace methods [33]–[35] and “communication-avoiding” pivoted QR decompositions [36], [37].

D. RANDOMIZED METHODS

Methods based on randomized sampling offer efficient and compatible approximations to traditional decompositions; they are efficient in arithmetic operations, and can harness parallel architectures of advanced computing devices. Efficiency is attained by reducing the dimension of the input matrix, thus keeping only important features. This in turn leads to less accurate approximations. However, there are some techniques, such as the power method, that substantially improve the quality of approximations. The above factors make the randomized methods very attractive for processing low-rank matrices.

The line of research on randomized methods that culminated in RU-QLP [5] started with [10], and hence we discuss such methods. We refer to [4], Section 2] and [38] Section 2.4], [39], [40] for other classes of randomized methods. The general strategy underlying the randomized methods involves the following steps:

Step 1: The input matrix is transformed to a lower-dimensional space by utilizing a random matrix. This renders a smaller matrix formed by the linear combinations of rows or columns. Then orthonormal bases are obtained through the Gram–Schmidt process [26], Section 2.3.4], [41] or Householder reflections [42], [43].

Step 2: Orthonormal bases are (left or right) multiplied to the original matrix, and then the SVD or pivoted QR or QLP of the reduced-size matrix is computed.

Step 3: The orthogonal and diagonal or (upper/lower) triangular components are combined forming the final approximation.

The random matrix used in Step 1 is usually standard Gaussian; see [39] Section 3.9] for a discussion about other choices. The major difference in computational procedure of the randomized methods, however, appears in Step 2. The works in [4], [10] make use of the SVD, where the resulting method of the latter is called the “randomized SVD” (RSVD). The error analyses presented though are different. Gu [6] supplanted the full SVD with a truncated version in Step 2. His error bounds explicitly contain the oversampling parameter. The work in [16] presents a two-sided R-SVD. It uses the truncated SVD, and the proof techniques are based on [6]. Saibaba [7] presents a new analysis for R-SVD. In particular, he develops a set of bounds for canonical angles between approximate subspaces and exact singular subspaces and individual singular vectors. The works in [9], and [8] are based on the two-sided R-SVD, but the difference is that the former employs pivoted QR, and the latter pivoted QLP. The work in [44] presents a randomized QLP method by supplanting the SVD in R-SVD [4] with pivoted QLP. The method in [11] makes use of pivoted QLP, and bounds for estimated singular values, canonical angles between the corresponding subspaces, and the errors of low-rank approximations are provided.

Through utilization of the SVD, pivoted QR or QLP, the foregoing methods each gives three factors: two matrices with orthonormal columns and one matrix with diagonal or triangular structure. The execution of these methods, as expounded earlier, may bring substantial communication cost when processing large-scale matrices, due to the use of level-1 and level-2 BLAS routines. Whereas, RU-QLP [5] uses the unpivoted QR factorization in Step 2, whose operations are almost entirely in level-3 BLAS. This makes it possible for RU-QLP to leverage modern architectures and therefore to be implemented more efficiently compared to any other randomized method. Below we describe RU-QLP, and the intuition behind its development. We also provide some theory explaining the relationship between RU-QLP and the classical Orthogonal Iteration [45] Section 8.2.4].

We add that there is a class of randomized block Krylov subspace methods, e.g., [46], [47], that provide low-rank approximations; they approximate the left invariant subspace of a matrix and use its orthogonal projection to construct the approximation. They do not provide information on the right invariant subspace or the singular values. If only a low-rank approximation is desired, these methods can also be used.

III. RANDOMIZED UNPIVOTED QLP

A. DESCRIPTION

Given the matrix $A$ with rank $k \geq 1$, and $d = k + p < n$, where $p$ is an oversampling parameter, RU-QLP is computed as follows:

1. Form a standard Gaussian matrix $\Phi \in \mathbb{R}^{m \times d}$.
2. Compress the matrix $A$ via $\Phi$ to obtain $A^T \Phi$.
3. Form a matrix of orthonormal bases $\hat{P} = \text{orth}(A^T \Phi)$.
4. Compute the matrix product $\hat{A} \hat{P}$, and carry out two unpivoted QR factorizations: $[Q, R] = qr(\hat{A} \hat{P})$, and $[\tilde{P}, \tilde{R}] = qr(R^T)$.
5. Construct the rank-$d$ approximation $\hat{A} = \text{QLP}^T$. Here $Q \in \mathbb{R}^{m \times d}$ approximates $R(A)$, $P \equiv \hat{P} \hat{P} \in \mathbb{R}^{m \times d}$ approximates $R(A^T)$, and $L \equiv \hat{R}^T \in \mathbb{R}^{d \times d}$ is lower triangular. Its diagonal elements (L-values) approximate the first $d$ singular values of $A$. Its leading block, which is $k \times k$, reveals the rank $k$ of $A$. RU-QLP is presented in Algorithm [1].
Algorithm 1 Randomized Unpivoted QLP (RU-QLP)

Input: $A \in \mathbb{R}^{n \times n}$, $k$, and $d = k + p$.
Output: $Q \in \mathbb{R}^{m \times d}$ and $P \in \mathbb{R}^{n \times d}$ with orthonormal columns, and lower triangular $L \in \mathbb{R}^{d \times d}$ that form an approximation $A = QLP^T$.

1. Function RUQLP($A$, $d$)
2. $\Phi = \text{randn}(m, d)$
3. $P = \text{orth}(A^T \Phi)$
4. $[Q, R] = qr(AP)$
5. $[P, \bar{R}] = qr(RT)$
6. return $Q, P \triangleq PP \bar{R}$
7. End function

B. IMPROVEMENT AND NUMERICAL STABILITY

To ameliorate the approximation quality, particularly when the singular values of the input matrix do not decay relatively fast, we use the power iteration technique: it replaces $A^T$ in Step 3 of Algorithm 1 with $A_k = (A^T A)^q A^T$. Here $q \geq 1$ is the power method factor. The power iteration also affects the convergence of the approximate left and right invariant subspaces: the approximate subspaces converge to invariant subspaces at a rate proportional to $(\sigma_{k+1}/\sigma_k)^q$.

There is, however, a concern regarding the computation of $A_k$ in floating point arithmetic: it is prone to rounding errors, which will lead to loss of information associated with some small singular values. To be specific, considering the machine precision $\epsilon_{\text{machine}}$, the singular components less than $1/(2q\epsilon_{\text{machine}})$ will be lost; see [5, Section V-D] for an example. Thus, to have better numerical accuracy, Algorithm 2 needs to be utilized to compute $P$ in Algorithm 1 where orthonormalization of the columns of the sample matrices are carried out. Since orthonormalization incurs additional cost, it is advised to be used once in every few iterations. This helps balance numerical stability and efficiency.

Algorithm 2 Power Iteration and Orthogonalization

Input: $A \in \mathbb{R}^{m \times n}$, $\Phi \in \mathbb{R}^{m \times d}$, and $q \geq 1$.
Output: $P \in \mathbb{R}^{n \times d}$ with orthonormal columns.

1. Function PI_ORTH($A$, $\Phi$, $q$)
2. $P = \text{orth}(A^T \Phi)$
3. for $i = 1, ..., q$
4. $B = AP$; $P = \text{orth}(B)$
5. $B = A^T P$; $P = \text{orth}(B)$
6. end for
7. return $P$
8. End function

C. INTUITION AND RELATION TO ORTHOGONAL ITERATION

The pivoted QLP is computed by applying two consecutive pivoted QR factorizations, first on $A$, then on $R^T$. The first pivoting (i.e., column exchanges) is crucial, but the main purpose of the second pivoting is to ensure that the L-values are arranged in a decreasing order. In another words, if the space spanned by the first $k$ columns of $Q$ furnishes a good approximation to the left invariant subspace of $A$ and thus giving a well-conditioned leading block of order $k$ in the $R$ factor that reveals the rank of $A$, then the second pivoting can be circumvented. To connect it to RU-QLP, we show that the first $k$ columns of $Q$ obtained by the unpivoted QR factorization on $AP$ in fact gives a good approximation to $R(A)$. We further show that the leading block of the $R$ factor reveals the rank of $A$. This is in essence due to the fact that $P$ approximates $R(A)$, and a high-quality approximation is given when the power iteration is used.

Orthogonal Iteration [45, Section 8.2.4] is a generalization of the power method. It is used to compute the dominant invariant subspaces of a matrix. Let $A \in \mathbb{R}^{n \times n}$ and $Q^{(i)}$ be $m \times k$ orthonormal columns. The following orthogonal iteration procedure produces a sequence of $Q^{(i)}$:

$$K^{(t)} = A Q^{(t-1)}$$

end

Under the assumption that the eigenvalues of $A$ are arranged in decreasing order, and that the largest $k$ eigenvalues are separated from the remainder of the spectrum, $R(Q^{(t)})$ converges to the dominant left invariant subspace of $A$ as $t \to \infty$. If $A$ is real, then the diagonal entries of $R$ converge to the dominant eigenvalues.

Unlike the orthogonal iteration method, we construct $P$ through random sampling of $A$’s rows. However, we observe that the $Q$ and $R$ factors of the QR factorization of $AP$ reveal similar information as those of orthogonal iteration: an approximate basis for the invariant subspace and approximate singular values, respectively. These results are enhanced when the power iteration is used to form $P$. It is this principle that is leveraged in developing RU-QLP.

Remark 1: It is possible to turn RU-QLP to an SVD-like decomposition by computing an SVD of $R = U \Sigma V^T$, hence $A = (QU) \Sigma (PV)^T$. This, however, can be done entirely using unpivoted QR, due to the method of QR-based Dynamically Weighted Halley (QDWH)-SVD [48]. On $R$, this method needs up to $52d^3$ operations, instead of $4d^3/3$ or $2d^3$ operations for an unpivoted QR, which clearly demands more resources.

D. COMPUTATIONAL COST

The number of arithmetic operations required to compute RU-QLP is as follows: Forming the matrix $\Phi$ $O(md)$; forming $A^T \Phi$ $O(mnd)$; computing $P$ $O(n^2d)$; computing $AP$ $O(mnd)$; computing $Q$ and $R$ $O(md^2)$; computing $P$ and $R$ $O(d^3)$; forming $P$ $O(n^2d^2)$.

The dominant cost is $C = O(mnd)$. If the input matrix $A$ is stored out-of-core, RU-QLP is computed by two passes over $A$. If the power iteration is used, as to ameliorate the factorization quality, RU-QLP needs $2q + 2$ passes over $A$, and $(q + 1)C$ operations. In addition, if $A$ is sparse with $s$ non-zero entries, computing RU-QLP costs $O(sd)$. 
IV. THEORETICAL ANALYSIS

We first define a few terms that are used in our results. Let \( \Phi \) be the matrix of left singular vector as in (1). Let

\[
\Phi = \begin{bmatrix} U_1 & U_2 \end{bmatrix},
\]

and \( \delta_i = \frac{\sigma_i}{\sigma_j} \), for \( i = 1, \ldots, k \), and \( \gamma = \frac{\sigma_j}{\sigma_i} \). Let further \( \Phi \) and its QR factorization be written as:

\[
\Phi = [A\Phi_1 \ A\Phi_2] = [Q_1 Q_2] \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix},
\]

where \( \Phi_1 \in \mathbb{R}^{n \times k} \) and \( Q_1 \in \mathbb{R}^{m \times k} \), giving

\[
A\Phi_1 = Q_1 R_{11}, \quad A\Phi_2 = Q_1 R_{12} + Q_2 R_{22}.
\]

A. R. REVEALS THE NUMERICAL RANK OF A

We first show that the R factor \( \Phi \) generated by an unpivoted QR factorization in the RU-QLP computational procedure reveals the rank of \( A \). Our results parallel those of deterministic rank-revealing decompositions \( \Phi \).

Theorem 1: Let \( A \in \mathbb{R}^{m \times n} \) be a rank- \( k \) matrix, with \( m \geq n \) and an SVD as in (1). Let \( R \) be generated by RU-QLP and partitioned as in (5). Then, for \( i = 1, \ldots, k \),

\[
\sigma_i \geq \sigma_i(R_{11}) \geq \frac{\sigma_i}{\sqrt{1 + \delta_i^{2q+4}}} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2.
\]

Proof: The proof is given in Appendix [A].

Theorem 2 makes two points clear. First, \( \theta_i \) and \( \phi_i \) approach zero at a rate proportional to \( (\sigma_{k+1}/\sigma_i)^q \). Given \( \sigma_i > \sigma_{k+1} \), as the power factor \( q \) increases, the approximate subspaces become more accurate. Through numerical tests we show that this holds true. Second, \( \theta_i \) is smaller than \( \phi_i \). This is because the computation of \( Q \) requires \( \Phi \), which forms \( \Phi \), and hence one more step of iteration.

Corollary 2: Under the hypotheses of Theorem 2 we have

\[
\cos \theta_i \geq \frac{1}{\sqrt{1 + \delta_i^{2q+4}}} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2, \quad \tan \theta_i \leq \delta_i^{2q+2} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2,
\]

\[
\cos \phi_i \geq \frac{1}{\sqrt{1 + \delta_i^{2q+2}}} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2, \quad \tan \phi_i \leq \delta_i^{2q+1} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2.
\]

Remark 2: The lower bounds for the cosines can be obtained directly using [50] equation 12. The proofs follow along the same lines as those of the sines given in Appendix [B].

The following theorem bounds from above in the 2- and Frobenius norms the largest principal angles between the approximate and exact subspaces. This is called the distance between the two subspaces [45] Section 2.6.3].

Theorem 3: Under the hypotheses of Theorem 2, we have

\[
\left\| \sin \angle(R(Q), R(U_k)) \right\|_{2,F} \leq \frac{\delta_i^{2q+1} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2}{\delta_i^{2q+1} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2} \left\| \Sigma_{\perp} \right\|_{2,F},
\]

\[
\left\| \sin \angle(R(P), R(V_k)) \right\|_{2,F} \leq \frac{\delta_i^{2q+1} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2}{\delta_i^{2q+1} \left\| \hat{\Phi}_2 \hat{\Phi}_1^\dagger \right\|_2^2} \left\| \Sigma_{\perp} \right\|_{2,F}.
\]
Proof. The proof is presented in Appendix C.

The theorem that follows demonstrates
∪(R(Ω), R(u_i)) \leq \frac{\delta_{k+1}^{2q+1} \| \Phi_2 \Phi_1 \|_2}{1 + \gamma^{q+2} \| \Phi_2 \Phi_1 \|_2}.

Proof. The proof is presented in Appendix D.

Theorem 4: Under the hypotheses of Theorem 2, we have for
i = 1, ..., k,
\sin(\langle R(Q), R(u_i) \rangle) \leq \frac{\delta_{k+1}^{2q+2} \| \Phi_2 \Phi_1 \|_2}{1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2},
\sin(\langle R(P), R(v_i) \rangle) \leq \frac{\delta_{k+1}^{2q+2} \| \Phi_2 \Phi_1 \|_2}{1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2}.

Proof. The proof is given in Appendix E.

Theorem 5: Let A ∈ \mathbb{R}^{m \times n} be a rank-k matrix, with m ≥ n and an SVD as in (1). Let A have a RU-QLP decomposition as expounded in Section III and \{Q^TA\} and \{AP\} be the rank-k approximations provided by the SVD. We then have
∥A − QQA∥2,2,F ≤ ∥A − QQA∥2,2,F ≤ \frac{\delta_{k+1}^{2q+2} \| \Phi_2 \Phi_1 \|_2}{1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2} \leq 1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2.

Proof. The proof is presented in Appendix F.

The first error bound of Theorem 5 is tighter than the second. This is expected and the interpretation is similar to that of principal angles θ and φ; since the computation of Q requires P, one more step of iteration is therefore needed to form Q, which in turn enhances its approximation quality.

C. BOUNDS FOR LOW-RANK APPROXIMATION ERRORS

When orthogonal projections associated with left or right singular vectors are utilized to form low-rank approximations, the error incurred remains the same. This is due to optimality of the SVD. In contrast, the quality of approximation by RU-QLP differs, as the error incurred depends upon which bases of Q and P are used. The theorem that follows demonstrates this in 2- and Frobenius norm.

Theorem 5: Let A ∈ \mathbb{R}^{m \times n} be a rank-k matrix, with m ≥ n and an SVD as in (1). Let A have a RU-QLP decomposition as expounded in Section III and \{Q^TA\} and \{AP\} be the rank-k approximations provided by the SVD. We then have
∥A − QQA∥2,2,F ≤ ∥A − QQA∥2,2,F ≤ \frac{\delta_{k+1}^{2q+2} \| \Phi_2 \Phi_1 \|_2}{1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2} \leq 1 + \gamma^{q+4} \| \Phi_2 \Phi_1 \|_2.

Proof. The proof is presented in Appendix E.

The first error bound of Theorem 5 is tighter than the second. This is expected and the interpretation is similar to that of principal angles θ and φ; since the computation of Q requires P, one more step of iteration is therefore needed to form Q, which in turn enhances its approximation quality.

D. PROBABILISTIC BOUNDS

This section provides the average case analysis for RU-QLP. The random matrix \Phi is standard Gaussian. \Phi_1 and \Phi_2 have the standard normal distribution and are statistically independent, due to rotational invariance.

Theorem 6: Under the hypotheses of Theorem 1, we have
E(\sigma_i(R_{11})) ≥ \frac{\sigma_i}{1 + \gamma^{q+4} \omega^2}, \quad i = 1, ..., k.

V. NUMERICAL SIMULATIONS

We first investigate the performance of RU-QLP and several existing methods in terms of runtime for the decomposition of dense as well as sparse matrices. Further, we empirically evaluate the effectiveness of the derived bounds; we utilize several matrices with different properties. The simulations were performed in Python on an Intel Xeon Gold 6240 18-core processor @ 2.6 GHz with 251 GB of memory, equipped with a NVIDIA GeForce RTX 2080Ti GPU.

We should add that a comprehensive comparison of RU-QLP with the state-of-the-art methods in approximation quality has been presented in [5] Section V1, demonstrating the high accuracy of RU-QLP on various classes of matrices. Hence we shall not conduct a similar study here.
A. COMPARISON OF RUNTIME

We generate both dense and sparse matrices of size \( n \times n \). A dense matrix is a matrix in which most of its elements are non-zero, whereas most of the elements of a sparse are zero. In our simulations, the sparse matrices have \( 0.1 \times n^2 \) non-zero entries. We use multiple randomized methods to factorize the matrices into three components. Methods considered include R-SVD (randomized SVD) [4], CoR-UTV (compressed randomized UTV) [9], RP-TSOD (randomized pivoted two-sided orthogonal decomposition) [11], and RU-QLP. For the sampling size parameter \( d \) (i.e., the dimension of the reduced matrix), we consider three cases: \( d = 0.04n \), \( d = 0.2n \) and \( d = 0.3n \). The results averaged over 10 independent trials are displayed in Figures [1-6]. Furthermore, Figures [7-12] display the speedups offered by RU-QLP. We make three observations:

1) On the CPU, RU-QLP is substantially faster than other methods. For the decomposition of the dense matrices, RU-QLP achieves speedups of up to 7.1 times, 3.6 times, and 6.5 times over R-SVD, CoR-UTV, and RP-TSOD, respectively. The discrepancy is pronounced particularly when \( q = 0 \) (no power iteration case). This is due to the fact that for \( q \geq 1 \), matrix-matrix multiplications form the dominant cost; see Section III-B. In addition, by increasing the dimension of the input matrix as well as the parameter \( d \), RU-QLP enjoys more advantage.

2) On the CPU-GPU architecture, in spite of the reduced gaps in computational time, RU-QLP still outperforms other methods. For the decomposition of the dense matrices, RU-QLP achieves speedups of up to 2.3 times, 6.8 times, and 1.5 times over R-SVD, CoR-UTV, and RP-TSOD, respectively, while on the sparse matrices, it achieves speedups of up to 5.8 times, 8.6 times, and 2.6 times over R-SVD, CoR-UTV, and RP-TSOD, respectively. Moreover, by increasing the dimension of the input matrix and particularly \( d \), RU-QLP starts to become more efficient.

3) RU-QLP is faster than CoR-UTV, RP-TSOD and R-SVD, because it only makes use of unpivoted QR, which leverages the parallel architecture of system better than pivoted QR and the SVD utilized in other methods. CoR-UTV and RP-TSOD outperform R-SVD, because they utilize pivoted QR, which imposes less communication cost upon the system than the SVD; see Section II-C.

B. EVALUATION OF ERROR BOUNDS

To empirically assess the quality of derived bounds, we construct four \( n \times n \) matrices, and consider one matrix from an application. The first two matrices are formed as:

\[
A = U \Sigma V^T + \mu \sigma_k A_N ,
\]

where \( U \) and \( V \) have random orthonormal columns, the entries of \( \Sigma = \text{diag}(\sigma_i) \) decrease linearly from 1 to \( 10^{-10} \), and \( \sigma_{i+1} = 0 \) for \( i \geq k \), and \( A_N \) is a normalized Gaussian matrix. Two cases for \( \mu \) are considered: i) \( \mu = 0.005 \), giving the matrix LowRankLargeGap; and ii) \( \mu = 0.01 \), giving the matrix LowRankMediumGap.

The second two matrices are formed as \( A = U \Sigma V^T \), with

\[
\Sigma = \text{diag}(1^\times \ldots 1^\times 2^{-z} \ldots, 3^{-z} \ldots, (n-k+1)^{-z}).
\]

Two cases for \( z \) are considered: i) \( z = 1 \), giving the matrix LowRankSlowDecay; and ii) \( z = 2 \), giving the matrix LowRankFastDecay. These matrices were used in [39]. We set for the four matrices \( n = 800, k = 16, \) and \( p = 16 \), hence \( d = 32 \).

The fifth matrix impcol_e is from a hydrocarbon separation problem taken from SuiteSparse Matrix Collection [52]. This matrix is of order 225 and has a well-defined gap between \( \sigma_{10} \) and \( \sigma_{11} \).

The singular values of the matrices with their estimations by RU-QLP are displayed in Figures [13-15]. They show clearly the rank-revealing property and high accuracy of RU-QLP.

1) Principal angles

We compute the sines of principal angles between subspaces, \( \sin \theta_i \) and \( \sin \phi_i \) Section IV-B, and compare them to the theoretical upper bounds given in Theorem 2. The results are shown in Figures [16-20]. We make several observations:
We make three observations:

1) If the spectrum has a well-defined gap, the bounds are qualitatively accurate. In addition, the bounds become more accurate as the gap gets larger.

2) The bounds are quantitatively informative for polynomially decaying spectrums. The principal angles become smaller as the spectrum decays faster.

3) By increasing $q$, the angles become smaller, and hence the approximate subspaces become more accurate.

4) $\theta_i$ are smaller than $\phi_i$ or, in other words, $Q$ is a better approximation to $U_k$ than $P$ is to $V_k$. This is due to the construction of these matrices by RU-QLP (see the explanation in Theorem 2).

2) Low-rank approximation

We compute in both spectral and Frobenius norms approximation errors incurred by RU-QLP’s $Q$ and $P$, and compare them to the theoretical upper bounds given in Theorem 5 as well as to minimum errors by the SVD. The results are displayed in Figures 2–10. We make three observations:

1) When $q = 0$, the bounds are qualitatively informative, particularly for the spectral norm cases.

2) When $q \geq 1$, the effect on the theoretical bounds is pronounced; they become qualitatively tight in most cases.

3) When $q = 2$, the approximation errors closely match those of the optimal SVD in all cases, demonstrating the high quality of approximate left and right subspaces.

VI. CONCLUSION

We presented the rank-revealing RU-QLP decomposition, which furnishes an approximation to the SVD and pivoted QLP. We presented a new error analysis, which may be viewed as a systematic treatment of randomized low-rank matrix factorization methods. We furnished bounds in 2- and Frobenius norm on the rank-revealing property, principal angles between subspaces, and on the errors of low-rank approximations. We investigated the accuracy of the bounds using five matrices. We further investigated the runtime performance of RU-QLP and several existing methods on a hybrid GPU-accelerated multicore machine. Our results showed that RU-QLP harnesses best the advanced architecture, thus outperforming other randomized methods.

APPENDIX A PROOF OF THEOREM 1

Remark 3: Before proving our results, we should add that we use the SVD partitioning of the matrix $A$ as in [1], a $2 \times 2$ block $\Sigma$ and $2 \times 1$ blocks $U$ and $V$. It is however possible to use a $3 \times 3$ block for $\Sigma$ and $3 \times 1$ blocks for the orthogonal matrices to derive more bounds on the principal angles between subspaces based on the CS decomposition [53]. This is particularly useful when the SVD is used to construct the low-rank factorization; see [54, 55].

Exploiting the Cauchy interlacing theorem [56, Theorem 4.3.17], we have

$$\lambda_i(A^TA) \geq \lambda_i(R^TR) \geq \lambda_i(R_{11}^TR_{11}) = \lambda_i(P_1^TA^TQ_1Q_1^TAP_1).$$
The last relation is due to the first equality in (5). In order to compute $Q_1Q_1^T$, we have for $R(Q)$:

$$R(Q) = R(\mathbf{A}\mathbf{P}) = R(\mathbf{A}(\mathbf{A}^T\mathbf{A})^{\dagger}\mathbf{A}^T\mathbf{\Phi}).$$

We define a non-singular $\mathbf{Y} = [\Phi]\Sigma_k(2q+2)\mathbf{Y} \in \mathbb{R}^{d \times d}$ such that $\Phi_1\mathbf{Y} = \mathbf{0}$. Assuming the rank of $\Phi_1$ is $k$, we get $\Phi_1\Phi_1^T = \mathbf{I}$. Then, the following product is formed and its QR factorization is computed:

$$\mathbf{A}(\mathbf{A}^T\mathbf{A})^{\dagger}\mathbf{A}^T\mathbf{\Phi} = \mathbf{U} \begin{bmatrix} \mathbf{I} & 0 \\ \mathbf{S} & \Sigma_k^{2q+2}\mathbf{Q} \end{bmatrix} = \mathbf{QR},$$

where $\mathbf{S} = \Sigma_k^{2q+2}\mathbf{Q}\mathbf{\Phi}_k^{-1}(2q+2)$. Non-singularity of $\mathbf{Y}$ implies $R(\mathbf{Q}) = R(\mathbf{Q})$. This means that there is an orthogonal matrix $\mathbf{W}$ such that $\mathbf{Q} = \mathbf{Q}\mathbf{W}$, thus giving $\mathbf{QQ}^T = \mathbf{Q}_2\mathbf{Q}_2^T$. From the above equation, we obtain $\mathbf{Q}_1 = \mathbf{U}[\mathbf{I}^T, \mathbf{S}^T]^T\mathbf{R}_1$, and hence we get

$$Q_1Q_1^T = Q_1Q_1^T = \mathbf{U} \begin{bmatrix} \mathbf{S} & \mathbf{S}^T \end{bmatrix} \mathbf{U}^T, \quad (19)$$

where $\mathbf{S}$ is defined as:

$$\mathbf{S} \triangleq \mathbf{R}_1^{-1}\mathbf{R}_1^{-T} = (\mathbf{R}_1\mathbf{R}_1)^{-1} = (\mathbf{I} + \mathbf{S}^T\mathbf{S})^{-1}. \quad (20)$$

Now, the product $\mathbf{P}_1^T\mathbf{A}^T\mathbf{Q}_1\mathbf{Q}_1^T\mathbf{AP}_1$ is formed:

$$\mathbf{P}_1^T\mathbf{A}^T\mathbf{Q}_1\mathbf{Q}_1^T\mathbf{AP}_1 = \mathbf{P}_1^TV \begin{bmatrix} \Sigma_k^2\Sigma_k \Sigma_k^2 \Sigma_k \Sigma_k^2 \Sigma_k \end{bmatrix} \mathbf{V}^T\mathbf{P}_1,$$

As $\Sigma_k \Sigma_k$ is a submatrix, we have for $i = 1, \ldots, k$

$$\lambda_i(\mathbf{P}_1^T\mathbf{A}^T\mathbf{Q}_1\mathbf{Q}_1^T\mathbf{AP}_1) \geq \lambda_i(\mathbf{S}\Sigma_k \Sigma_k) \quad \lambda_i(\mathbf{P}_1^T\mathbf{A}^T\mathbf{Q}_1\mathbf{Q}_1^T\mathbf{AP}_1) \geq \lambda_i(\mathbf{S}\Sigma_k \Sigma_k). \quad (21)$$

Due to matrix partial orderings [56, Section 7.7], it follows

$$\mathbf{S}^T\mathbf{S} \preceq \sigma_i^{4q+4}\mathbf{\Phi}_2\mathbf{\Phi}_2^T \mathbf{S}^{-4q+4} \preceq \Delta(4q+4)\mathbf{\Phi}_2\mathbf{\Phi}_2^T \mathbf{S}^{-4q+4}, \quad (22)$$

where $\mathbf{\Delta} = \text{diag}(\delta_1, \ldots, \delta_k) \in \mathbb{R}^{k \times k}$ has entries $\delta_i = \frac{\sigma_i^{4q+4}}{\sigma_i^{4q+4}}$. Accordingly, we have

$$\Sigma_k(\mathbf{I} + \mathbf{S}^T\mathbf{S})^{-1} \Sigma_k \succeq \Sigma_k(\mathbf{I} + \Delta(4q+4)\mathbf{\Phi}_2\mathbf{\Phi}_2^T \mathbf{S}^{-4q+4})^{-1} \Sigma_k,$$

which results in

$$\lambda_i(\mathbf{A}^T\mathbf{A}) \geq \lambda_i(\mathbf{R}_{11}^T\mathbf{R}_{11}) \geq \lambda_i(\Sigma_k(\mathbf{I} + \mathbf{S}^T\mathbf{S})^{-1} \Sigma_k) \geq \frac{\sigma_i^2}{1 + \delta_i^{4q+4}} \mathbf{\Phi}_2\mathbf{\Phi}_2^T \mathbf{S}^{-4q+4}. \quad (21)$$

The bounds for the first $k$ singular values of $\mathbf{R}_{11}$ are obtained through taking the square root of the last identity. To prove (8), we get from the second equality in (6)

$$\|\mathbf{R}_{22}\|_{F} = \|\mathbf{Q}_2^T\mathbf{A}\mathbf{P}_2\|_{F} \leq \|\mathbf{Q}_2^T\mathbf{A}\|_{F} \leq \|\mathbf{Q}_2\|_{F} \|\mathbf{A}\|_{F} \|\mathbf{\Phi}_2\|_{F} \|\mathbf{\Phi}_2\|_{F}, \quad (23)$$

The second equality results from the unitary invariance of the 2- and Frobenius norms, the first inequality follows because $\mathbf{P}_2$ has orthonormal columns, and the second inequality is due to the triangle inequality after writing $\mathbf{A} = \mathbf{A}_k + \mathbf{A}_\perp$. To bound $\|(\mathbf{I} - \mathbf{Q}_1\mathbf{Q}_1^T)\mathbf{A}_k\|_{F}$ from above, we write $\mathbf{A}_k = \mathbf{U}[\Sigma_k \ 0 \ 0 \ 0 \ 0]^T$, which, together with (9), gives

$$\mathbf{P}_1 = \mathbf{P}_1^TV \begin{bmatrix} \Sigma_k^2\Sigma_k \Sigma_k^2 \Sigma_k \Sigma_k^2 \Sigma_k \end{bmatrix} \mathbf{V}^T \mathbf{P}_1.$$
Thus (A Frobenius norm \[57, \text{equation 9.3.13}\] holding for any matrix -Woodbury formula \[56, \text{Section 0.7.4}\], and the last relation follows from the strong submultiplicativity property for the Frobenius norm \[57, \text{equation 9.3.13}\] holding for any matrices \( A \) and \( B \) with appropriate dimensions:

\[
\|AB\|_F \leq \|A\|_F \sigma_1(B),
\]

The non-zero eigenvalues of \((I + SS^T)^{-1}\) are:

\[
\frac{1}{1 + \sigma_i^2(S)}.
\]

\( \sigma_1(S) \) is bounded from below by:

\[
\sigma_1(S) \geq \gamma^{2q+2} \frac{\|\hat{\Phi}_2 \hat{\Phi}_1\|_2}{2},
\]

where \( \gamma = \sigma_n/\sigma_1 \), and we have used the following relations \[58, \text{p. 80}\] that hold for any unitary invariant norm:

\[
\|AB\|_F \geq \|A\|_F \sigma_{\min}(B),
\]

\[
\|AB\|_F \geq \sigma_{\min}(A) \|B\|_F.
\]

Thus

\[
\|(I + SS^T)^{-1}\|_2 \leq \frac{1}{1 + \gamma^{2q+4} \frac{\|\hat{\Phi}_2 \hat{\Phi}_1\|_2}{2}}.
\]

Upon substitution and taking the square root, we obtain

\[
\|(I - Q_1Q_1^T)A_k\|_2 \leq \frac{\delta_k^{2q+1} \frac{\|\hat{\Phi}_2 \hat{\Phi}_1\|_2}{2}}{1 + \gamma^{2q+4} \frac{\|\hat{\Phi}_2 \hat{\Phi}_1\|_2}{2}} \|\Sigma\|_2^2 F, (28)
\]

Inserting this bound into \(23\) gives the desired result. \( \square \)

**APPENDIX B PROOF OF THEOREM 2**

We use a result from \[50, \text{equation 13}\], which states in our notation that the SVD of the matrix product \((I - F_Q)U_k\) gives the signs of canonical angles between the two subspaces spanned by \( Q \) and \( U_k \). In particular, let

\[
(I - Q)U_k = Y Q S_Q Z_Q^T.
\]

Then, \( S_Q \in \mathbb{R}^{k \times k} \) contains on the diagonal the signs of canonical angles \( \sin \theta_i \). Further

\[
U_k^T (I - P_Q)U_k = Z_k S_Q Z_Q^T = U_k^T (I - P_Q)U_k \leq U_k^T (I - P_{Q_1})U_k.
\]

The last relation holds because \( Q_1 \) contains \( k \) columns of \( Q \). Upon substitution, we get

\[
U_k^T (I - P_{Q_1})U_k = [I \ 0] \begin{bmatrix} I & -S  
-SS & I & -SS^T \end{bmatrix} [I \ 0] = I - \tilde{S}.
\]

The matrix \( I - S = S^T S (I + S^T S)^{-1} \) is positive semidefinite, whose eigenvalues are given by \[58, \text{p. 148}\]:

\[
\lambda_i(I - \tilde{S}) = \frac{\sigma_i^2(S)}{1 + \sigma_i^2(S)}, \quad i = 1, \ldots, k.
\]
where we have made use of \[57, \text{ equation 9.6.2}\]:

\[
\sin \theta_i \leq \lambda_i(I - \bar{S}). \tag{30}
\]

Upon substitution, taking the square root, and renaming \(i \leftarrow k - i + 1\), the result in (11) follows.

The proof of (12) is similar to that of (11). We first have

\[
(I - P_\rho)V_k = Y_\rho S_\rho Z_\rho^T, \tag{31}
\]

where the matrix \(S_\rho \in \mathbb{R}^{k \times k}\) contains on the diagonal the sines of canonical angles \(\sin \phi_k\) between the two subspaces spanned by \(P\) and \(V_k\). To compute \(P_\rho\), as the columns of \(P\) are orthonormal, we have for \(R(P)\):

\[
R(P) = R(\bar{P}) = R((A^T A)^9 A^T \Phi). \tag{29}
\]

We define a non-singular matrix \(X \triangleq \begin{bmatrix} \Phi_1 \Sigma_k^{-(2q+1)} \bar{X} \end{bmatrix} \in \mathbb{R}^{d \times d}\) such that \(\Phi_1 X = 0\). Then the following matrix product is formed and its QR factorization is computed:

\[
(A^T A)^9 A^T \Phi X = V \begin{bmatrix} I & 0 \\ J & \Sigma_k^{2q+1} \Phi_2 \bar{X} \end{bmatrix} = Q\bar{R},
\]

\[
= \begin{bmatrix} \bar{Q}_1 \\ \bar{Q}_2 \end{bmatrix} \begin{bmatrix} \bar{R}_{11} & \bar{R}_{12} \\ 0 & \bar{R}_{22} \end{bmatrix},
\]

where \(J \triangleq \Sigma_k^{2q+1} \Phi_2 \bar{X} \Sigma_k^{-(2q+1)}\). Non-singularity \(X\) implies \(R(P) = R(\bar{Q})\). This means that for an orthogonal \(W\), we have \(P = QW\), which gives \(PP^T = QQ^T\). From the above equation, we get \(Q_i = V[I^T \ J^T] \bar{R}_{11}^{-1}\), and hence obtain for \(P_1 P_1^T\)

\[
\bar{P}_1 \bar{P}_1^T = \bar{Q}_1 \bar{Q}_1^T = V \begin{bmatrix} \bar{J} & \bar{JJ} & \bar{JJ}^T \\ 0 & \bar{J} & \bar{JJ} \end{bmatrix} V^T,
\]

where \(\bar{J}\) is defined as:

\[
\bar{J} \triangleq \begin{bmatrix} R_{11}^{-1} & R_{11}^{-1} \\ R_{11} & \bar{J} \end{bmatrix} = \begin{bmatrix} I + J^T J \end{bmatrix}^{-1}. \tag{32}
\]

Having obtained \(P_\rho\), it follows from (31) that

\[
V_k^T (I - P_\rho) V_k = Z_\rho S_\rho Z_\rho^T = V_k^T (I - P_\rho) V_k \\
\leq V_k^T (I - P_\rho) V_k = [I 0] \begin{bmatrix} I & -\bar{J} \\ -\bar{J} & I + \bar{JJ} \end{bmatrix} [I 0] = I - \bar{J}.
\]

The rest of the proof is analogous to that of (11), we thus omit it.

**APPENDIX C PROOF OF THEOREM 3**

From the proof of Theorem 2 we have

\[
Z_\rho S_\rho Z_\rho^T \leq I - \bar{S} = S^T S (I + S^T S)^{-1}.
\]

It follows that

\[
\|Z_\rho S_\rho Z_\rho^T\|_{2,F} \leq \|S^T S\|_{2,F} (I + S^T S)^{-1}.
\]

where we have made use of (24). Using (27) and (24), the result follows. The proof for the other bound is analogous, we therefore omit it.
APPENDIX D PROOF OF THEOREM 4
The proof of this theorem follows that of Theorem 2. For $i = 1, \ldots, k$, let $u_i$ be the $i$th left singular vector of $A$. We then have
\[
\sin^2 \angle(\mathcal{R}(Q), \mathcal{R}(u_i)) = u_i^T(I - P_Q)u_i \leq u_i^T(I - P_Q)u_i,
\]
where $P_Q = \sum_{i=1}^{k} \sigma_i^2 u_i u_i^T$ is the projector onto the range of $Q$. Inserting (28) into the last relation, the second line is due to the optimality of the SVD, the third line is due to the truncation, see [6, Lemma 2.2], and the fourth line is due to (24). Inserting (28) into the last relation, the result follows. We therefore omit it.

APPENDIX E PROOF OF THEOREM 5
To prove the first bound, we have
\[
\|A - QQ^T A\|_{2,F} \leq \|A - Q_1 Q_1^T A\|_{2,F} \leq \|A_k - Q_1 Q_1^T A_k\|_{2,F} \leq \|A_k\|_2 + \|Q_1 Q_1^T A_k\|_{2,F} \leq \|A_k\|_2 + \|Q_1 Q_1^T A_k\|_{2,F}.
\]
For $i = 1, \ldots, q$, the last bound follows similarly.

APPENDIX F PROOF OF THEOREM 6
Owing to the statistical independence of $\Phi_1$ and $\Phi_2$, we take expectations of the identity (13) in turn:
\[
\E(\sigma_1(R_{11})) \geq \E(\Phi_2) \left( \frac{\sigma_i}{\sqrt{1 + \delta_i^q + 4\|\Phi_2 \Phi_1^\dagger\|_2^2}} \right) \geq \E(\Phi_2) \left( \frac{\sigma_i}{\sqrt{1 + \delta_i^q + 4\|\Phi_2 \Phi_1^\dagger\|_2^2}} \right) \geq \sigma_i.
\]
The second and third inequalities follow from Proposition 5.4 and Proposition 5.5 of [6], respectively.

We then take expectations in turn:
\[
\E(R_{22})_2, F \leq \|\Sigma_\perp\|_2, F + \delta_k^{2q+1} \|\Phi_2 \Phi_1^\dagger\|_2, F \\Sigma_\perp\|_2, F.
\]
For $i = 1, \ldots, q$, the first line is due the truncation, see [6, Lemma 2.2], the second line is due to the optimality of the SVD, the third line is due to the triangle inequality, and the first term in the fourth line is due to (24). Inserting (28) into the last relation, the result follows. The second bound follows similarly.
APPENDIX G PROOF OF THEOREM 7

To prove the first bound, through leveraging the statistical independence of $\hat{\Phi}_1$ and $\hat{\Phi}_2$, we take expectations of the first identity over $\hat{\Phi}_2$ and $\hat{\Phi}_1$:

$$E \sin \theta_i \leq E \left[ \frac{\Theta_1^{q+2}}{1 + \Theta_1^{q+4}} \right]$$

The second and third inequalities follow from Proposition 3 and Proposition 5 of [16], respectively. The second bound follows analogously, we therefore omit it. □
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