Pion Configurations in the Presence of Baryons

Diplomarbeit

der Philosophisch-naturwissenschaftlichen Fakultät
der Universität Bern

vorgelegt von

Daniel Arnold

2008

Leiter der Arbeit:

Prof. Gilberto Colangelo
Institut für theoretische Physik, Universität Bern
Abstract

In the framework of chiral perturbation theory we investigate whether, in the presence of nucleons, a many-particle system may lower its energy density by changing its mesonic vacuum from a homogeneous to a spiral configuration. Numerical values for the critical particle number densities for the spiral configuration to occur are given. They lie in the region of nuclear matter density where the applicability of chiral perturbation theory should be checked carefully.
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Quantum chromodynamics, the field theory of the strong interaction, is an asymptotically free theory, i.e. the coupling constant decreases as the energy increases. On the other hand, at low energies the coupling constant becomes too large to make an expansion in it; QCD becomes non-perturbative. Besides lattice calculations, the effective field theory is the only systematic approach to deal with the low-energy dynamics of QCD. The symmetry of the QCD Lagrangian in the chiral limit (i.e. at vanishing quark masses) is supposed to be broken spontaneously leading to massless Goldstone bosons by virtue of the Goldstone theorem. Depending on whether the s-quark is considered as light or not, these Goldstone bosons may be identified either as the pseudoscalar octet or as the three pions. Since chiral symmetry is explicitly broken by non-zero quark masses the Goldstone bosons are not exactly massless but anyhow relatively light compared to 1 GeV, the typical scale of QCD. At low energies they are the fundamental degrees of freedom, whose dynamics is dictated by symmetry constraints. This leads to the effective field theory of QCD, chiral perturbation theory, formulated in its modern form by Weinberg, Gasser and Leutwyler.

Here, we consider the s-quark as heavy and deal with pions only. In the pure mesonic sector the ground state is a constant pionic field configuration. As we will discuss, the pions may be represented by a four-dimensional unit vector, such that the ground state just stands for a constant vector field. However, chiral perturbation theory may be extended to include also baryons (nucleons in the case where the s-quark is considered as heavy). This makes it possible to effectively describe the interactions between one nucleon and pions. It turns out that the fermion may lower its energy if the vector field representing the pions is not constant but varies throughout space. This behavior increases the pionic energy and for low nucleon densities this rise of the pionic energy outweighs the decrease of the fermionic energy. However, if we do not consider one nucleon only but a many-particle system (neglecting interactions between the fermions) and if the particle number density of nucleons exceeds some critical value the dropping of the fermionic energy becomes so large that the many-particle system may lower its total energy density by changing the pionic configuration from the homogeneous to an inhomogeneous phase.

In this thesis we investigate whether it is possible that the vector field representing the pions could show a spiral phase in the ground state if we take nucleons into account. The physical parameter we can control is the density of nucleons. In the framework of chiral perturbation theory we calculate the energy of a spiral configuration (to be introduced in section 2.2) and try to find out what critical value the fermionic particle number density must exceed for the spiral phase instead of the homogeneous phase to be favored. The spiral configuration we consider is such that the nucleons see a constant background\(^1\), which simplifies the solution of the Dirac equation.

The idea of this thesis actually originates from the theoretical description of quantum antiferromagnets. Antiferromagnets doped with either electrons or holes are nowadays the

---

^1Technically speaking they couple to a constant connection and vielbein, see 1.8.2.
only known approach to high temperature superconductors and have therefore been studied also from the theoretical point of view intensely. There are different models for the description of quantum antiferromagnets on the microscopic level. The most important are the so called Hubbard and $t - J$ model. However, currently these models can be simulated numerically only if they contain at most one single hole or electron. Additionally, due to severe fermion sign problems and other complications it is not possible to find the exact ground states of the two doped models, neither analytically nor numerically.

For these reasons one constructs a low energy (low temperature) effective theory for antiferromagnets, i.e. as in the case of QCD one considers only the low energy regime and the degrees of freedom appearing there. At low energies, the spin symmetry of the microscopic model is spontaneously broken giving rise to two massless Goldstone bosons (magnons) that can be represented by a three dimensional unit vector $\vec{e}(x)$, the so called local staggered magnetization. An effective theory in terms of $\vec{e}(x)$ for the pure antiferromagnet, i.e. for the magnon sector without holes or electrons, was developed by Hasenfratz and Niedermayer in [34]. Considering the effective action therein it becomes clear that the ground state of the antiferromagnet at low energies corresponds to a constant staggered magnetization.

Like chiral perturbation theory may be extended to include baryons, doped holes ([35]) and doped electrons ([36]) in the antiferromagnet may also be described effectively. In [37] it was shown that through an inhomogeneous staggered magnetization, namely a spiral configuration, (which costs energy in the magnon sector) doped holes can lower their energy in such a way that the total energy of the system may get lower than in the case of a constant staggered magnetization. Depending on the values of the low energy constants and the density of holes, spiral configurations are hence a certain category of configurations that may then describe the ground state.

Due to the similarities of the two effective field theories, one for QCD and one for antiferromagnets, it was natural to ask whether the corresponding phenomenon to spiral phases observed in antiferromagnets could occur also in QCD.

The answer to this question is positive. However, as we will show, the critical particle number density for the spiral phase to occur will turn out to lie in the region of nuclear matter density. It is anything but obvious whether chiral perturbation theory remains valid at such high densities. In order to check the reliability of our results we investigate higher orders (in different ways) and calculate the corrections coming from these. If they are not too large we might get a reason to trust the results and to believe that the qualitative picture may be correct. Due to these uncertainties we will not calculate errors for the critical number densities originating from errors of the low energy constants. The calculations are performed using the low energy constants obtained in the chiral limit, but in order to analyze the sensitivity of the results with respect to higher orders we also do the calculations with the physical low energy constants.

The presence of a spiral configuration could be viewed as the phenomenon of pion condensation. This is supposed to occur in superdense matter like e.g. in nuclear matter or inside a neutron star. Spiral configurations in the mesonic vacuum could therefore be an alternative approach towards such phenomena.
Chapter 1

Some Remarks on Chiral Perturbation Theory

This chapter is intended to give a brief summary of chiral perturbation theory as the effective theory of QCD. More detailed introductions can be found in [1, 5, 7, 12, 15, 16].

1.1 The Need for an Effective Field Theory

The Lagrangian of quantum chromodynamics (QCD) reads

\[ \mathcal{L}_{\text{QCD}} = \sum_{f=1}^{6} \bar{q}_f (i\not{D} - m_f) q_f - \frac{1}{4} G_{\mu\nu,a} G^{\mu\nu}_a. \]  

(1.1)

Here \( f \) is the flavor index, \( q_f \) a triplet of spinors (red, green and blue quarks),

\[ D_\mu = \partial_\mu - ig \sum_{a=1}^{8} \frac{\lambda_a}{2} A_\mu,a \]  

(1.2)

is the covariant derivative with the eight gluon fields \( A_{\mu,a} \), the strong coupling constant \( g \) and the Gell-Mann matrices \( \lambda_a \), and

\[ G_{\mu\nu,a} = \partial_\mu A_{\nu,a} - \partial_\nu A_{\mu,a} + gf_{abc} A_{\mu,b} A_{\nu,c} \]  

(1.3)

is the field tensor for the vector potentials, i.e. the kinetic term for the gluons with the \( SU(3) \) structure constants \( f_{abc} \). We have adopted Feynman’s notation \( \not{D} \equiv \gamma^\mu D_\mu \).

Since QCD is a non-Abelian theory (\( f_{abc} \neq 0 \)) the gluons carry the same color charge as the quarks and thus may interact with each other. The structure of QCD is therefore much more complicated than that of QED and, what is more important, due to the non-Abelian nature QCD is an asymptotically free theory, i.e. the \( \beta \) function \( \beta = \mu \partial g/\partial \mu \) (where \( \mu \) is the renormalization scale, i.e. the typical energy) is negative. This means that, in contrast to QED, the coupling constant decreases with increasing energy. Since at low energies the strong coupling constant becomes quite large, perturbation theory, i.e. an expansion in the coupling constant, is possible only for high energies but will fail in the low energy regime. Only two rigorous approaches are known to treat the strong interaction at low energies: Lattice QCD and the effective field theory called chiral perturbation theory (ChPT).

One can show (see e.g. [38] or [39]) that the \( \beta \) function of QCD would be positive only if the number of quark flavors exceeded sixteen.
1.1.1 Effective Field Theories

Effective field theories (EFTs) are a very important tool in many areas of physics. The motivation for an EFT is that one does not have to know a theory at all energy scales in order to precisely describe a physical system. In general, EFTs are low energy approximations of a fundamental theory and allow an expansion of physical quantities in terms of $p/\Lambda$ where $p$ denotes momenta or masses being smaller than some scale $\Lambda$ (therefore an expansion is possible). The basis of EFTs is a statement given by Weinberg and proved by Leutwyler (9) as well as d’Hoker and Weinberg (10), which says that a quantum field theory has no content beyond unitarity, analyticity, cluster decomposition and symmetries.

Unitarity assures that $\sum_f |\langle f|S|i \rangle|^2 = 1$ ($f$: final state, $i$: initial state) and analyticity guarantees causality. The cluster decomposition theorem guarantees locality and states, in few words, that two experiments done in sufficiently separated regions of space-time do not correlate. Finally, by symmetry we mean Poincaré invariance, $C$, $P$, $T$ symmetries and internal symmetries like e.g. isospin symmetry.

Weinberg’s statement means that a perturbative description in terms of the most general effective Lagrangian containing all possible terms compatible with assumed symmetry principles yields the most general $S$ matrix consistent with the fundamental principles mentioned above. Hence, an effective Lagrangian is constructed by writing down all possible terms allowed by the symmetry properties of the underlying theory. Of course, this will be an infinite number of terms and we need some method of assessing the importance of diagrams generated by the interaction terms of this Lagrangian. In ChPT this will be Weinberg’s power counting scheme (see section 1.5.1).

There are different types of EFTs (see e.g. [1]) depending on the structure of the transition from the fundamental (energies $> \Lambda$) to the effective (energies $< \Lambda$) level:

- Decoupling: If we have a theory in which there are light and heavy degrees of freedom which are well separated by a scale $\Lambda$ and if we only consider energies well below $\Lambda$, then the heavy degrees of freedom will not matter. We can integrate them out of the generating functional and get a Lagrangian with the light degrees of freedom only (Appelquist-Carazzone theorem, see [22]). This effective Lagrangian will contain a renormalizable part and non-renormalizable couplings which are suppressed by inverse powers of $\Lambda$. An example for such an EFT might be the Standard Model (as an EFT of a yet unknown fundamental theory).

- Non-decoupling: Due to some phase transition the degrees of freedom at low energy differ from the ones of the underlying theory. This is the case in QCD where the phase transition is spontaneous symmetry breaking of chiral symmetry. In the low energy regime we only deal with color-neutral hadronic states which will be the Goldstone bosons in the mesonic sector (originating from spontaneous symmetry breaking) and nucleons in the baryonic sector. An effective Lagrangian of that sort will not be renormalizable in the classical sense. The reason is that it contains infinitely many terms and due to the nonlinear transformation properties of the Goldstone bosons even the lowest order effective Lagrangian contains infinitely many fields. To get a dimensionless action we thus need coupling constants of negative mass dimensionality. But such interactions are not renormalizable. However, this is not regarded as a serious problem since the infinities arising from loops in a given order of momentum expansion are absorbed in a renormalization of (a finite number of) coefficients in the Lagrangian. So the effective Lagrangian is renormalizable order by order.

Going from the fundamental to an effective level we lose track of the correct high energy behavior of the theory. An EFT will yield wrong results if the energy is too high and e.g.
heavier degrees of freedom are produced. Thus the domain of utility of an EFT is necessarily bounded from above in the energy scale.

The effective coupling constants, i.e. the coefficients appearing in the effective Lagrangian, cannot be determined by symmetry considerations alone but should in principle be calculated from the fundamental theory. In the case of ChPT we cannot (yet) solve the fundamental theory (QCD) and the effective couplings stay as free parameters which have to be determined by some other means, e.g. matched by experiments.

1.2 Symmetries of the QCD Lagrangian

Since symmetry and symmetry breaking are the basic concepts in the construction of an effective Lagrangian we shall study the symmetries of the QCD Lagrangian in some detail.

1.2.1 The Chiral Limit

Due to the confinement of quarks into hadronic states the notion of quark masses is rather complicated and needs some extended discussion. However, without going into details, e.g. the Particle Physics Booklet [24] tells us that there are three light (u,d and s) and three heavy (c,b and t) quarks. The masses of the light quarks are quite below 1 GeV and the heavy quarks exceed this scale. 1 GeV is the typical scale of QCD and is associated with the masses of the lightest hadrons containing light quarks that are not Goldstone bosons (e.g. \(m_\rho = 770\) MeV). For spontaneous symmetry breaking the typical scale is \(4\pi F_\pi \approx 1.2\) GeV (see e.g. [21]), which is of the same order. If we constrain ourselves to energies below 1 GeV there will never appear any states containing heavy quarks and we can ignore them in the Lagrangian, i.e. we set their masses to infinity.

If we compare e.g. the mass of a proton (\(m_p = 938\) MeV) with the sum of two up and one down quark we see that the quark masses contribute almost nothing and that the proton gets its mass through another complicated mechanism. This is the motivation to send the light quark masses to zero as a first approximation. This is the so-called chiral limit and the Lagrangian (1.1) then reads

\[
L_{\text{QCD}}^0 = \sum_{f=u,d,s} \bar{q}_f i\gamma_5 \gamma_\mu q_f - \frac{1}{4} G_{\mu\nu,a} G^{\mu\nu}_a. \tag{1.4}
\]

Spinors of massless or ultrarelativistic fermions are eigenstates of the chirality operator \(\gamma_5 = i\gamma^0 \gamma^1 \gamma^2 \gamma^3\), where particles with eigenvalue +1 are called right-handed and those with eigenvalue −1 are called left-handed. In this extreme relativistic case chirality equals to helicity. Defining the projection operators \(P_R = \frac{1}{2}(1 + \gamma_5)\) and \(P_L = \frac{1}{2}(1 - \gamma_5)\) we can decompose an arbitrary spinor into its right- and left-handed parts which then are eigenstates of \(\gamma_5\). Thus, with \(q_{R,L} = P_{R,L} q\) and \(\bar{q}_{R,L} = \bar{q} P_{L,R}\) we can then write (1.4) as

\[
L_{\text{QCD}}^0 = \sum_{f=u,d,s} (\bar{q}_{R,f} i\gamma_\mu \gamma_\nu q_{R,f} + \bar{q}_{L,f} i\gamma_\mu \gamma_\nu q_{L,f}) - \frac{1}{4} G_{\mu\nu,a} G^{\mu\nu}_a. \tag{1.5}
\]

We see that the right- and left-handed quark fields have completely decoupled. This is not the case if we have a mass term which mixes right- and left-handed fields. Besides Lorentz invariance, \(SU(3)_c\), gauge invariance and \(P, T\) and \(C\) symmetries, the Lagrangian (1.5) shows also a chiral symmetry: It is invariant under global \(U(3)_L \times U(3)_R\) flavor transformations \((q_L, q_R) \rightarrow (Lq_L, Rq_R)\) and \((\bar{q}_L, \bar{q}_R) \rightarrow (q_L U_L^\dagger, q_R R^\dagger)\) where \(L, R \in U(3)_{L,R}\) and \(q_{L,R}\) are flavor triplets. Since we can make the decomposition \(U(N) = SU(N) \times U(1)\), we see that \(L_{\text{QCD}}^0\) shows a global \(SU(3)_L \times SU(3)_R \times U(1)_L \times U(1)_R\) symmetry.
1.2.2 Symmetry Currents

From these symmetries we get several conserved currents due to Noether’s theorem (see e.g. [5]). The $U(1)_{R,L}$ symmetries will lead to the currents $\bar{q}_{R,L} \gamma^\mu q_{R,L}$. By adding and subtracting respectively these currents we get a singlet vector and a singlet axialvector current (according to to their behavior under parity transformation):

\[
V^\mu = \bar{q}_R \gamma^\mu q_R + \bar{q}_L \gamma^\mu q_L = \bar{q} \gamma^\mu q \tag{1.6}
\]

\[
A^\mu = \bar{q}_R \gamma^\mu q_R - \bar{q}_L \gamma^\mu q_L = \bar{q} \gamma^\mu \gamma_5 q \tag{1.7}
\]

The current $V^\mu$ can be interpreted as total current when doing the $U(1)_L$ and $U(1)_R$ transformation with the same phase, while $A^\mu$ comes from transformations with opposite phases (if a $U(1)$ transformation with phase $\theta$ yields the current $J^\mu$, then a transformation with phase $k\theta$ ($k \in \mathbb{R}$) leads to $kJ^\mu$).

From $V^\mu$ the conserved charge is given by $Q_V = \int d^3x V^0 = \int d^3x q^\dagger q$ which counts the number of quarks minus antiquarks (see e.g. [6]). Thus $Q_V/3$ is the number $B$ of baryons and the $U(1)_V$ symmetry simply expresses baryon number conservation and leads to a classification of hadrons into mesons ($B = 0$) and baryons ($B = 1$).

The current $A^\mu$ is conserved only at the classical level. This symmetry is broken by quantization due to anomalies (see e.g. [21]).

The interesting symmetry is $SU(3)_L \times SU(3)_R$ which leads to eight left-handed and eight right-handed conserved currents:

\[
L^{\mu,a} = \bar{q}_L \gamma^\mu \frac{\lambda^a}{2} q_L \tag{1.8}
\]

\[
R^{\mu,a} = \bar{q}_R \gamma^\mu \frac{\lambda^a}{2} q_R. \tag{1.9}
\]

The charge operators read

\[
Q_L^a = \int d^3x L^{0,a} = \int d^3x q^\dagger \lambda^a \frac{\lambda^a}{2} q_L \tag{1.10}
\]

\[
Q_R^a = \int d^3x R^{0,a} = \int d^3x q^\dagger \lambda^a \frac{\lambda^a}{2} q_R \tag{1.11}
\]

and are the generators of $SU(3)_L \times SU(3)_R$ since they satisfy the commutation relations corresponding to the Lie algebra of this group. Again one considers the vector and axialvector linear combinations

\[
V^{\mu,a} = R^{\mu,a} + L^{\mu,a} = \bar{q} \gamma^\mu \frac{\lambda^a}{2} q \tag{1.12}
\]

\[
A^{\mu,a} = R^{\mu,a} - L^{\mu,a} = \bar{q} \gamma^\mu \gamma_5 \frac{\lambda^a}{2} q, \tag{1.13}
\]

as well as

\[
Q_V^a = Q_R^a + Q_L^a \tag{1.14}
\]

\[
Q_A^a = Q_R^a - Q_L^a. \tag{1.15}
\]

Note that the charge operators $Q_V^a$ satisfy the commutation relations for $SU(3)_V$, whereas $Q_A^a$ do not form a closed algebra, i.e. the commutator of two axial charge operators is not again an axial charge operator and there is nothing like $SU(3)_A$.  

1.3 Spontaneous Symmetry Breaking

Spontaneous symmetry breaking takes place if the Lagrangian of a system has a given symmetry but the ground state is not invariant under that symmetry; rather the system has chosen one of (possibly many) ground states, all related by symmetry transformations. A classical example is a ferromagnet described by spin-spin interaction, whose Hamiltonian is invariant under rotations. However, below the critical temperature the ground state is one in which all the spins point in the same direction, which is surely not rotationally invariant. The direction of the spins is random (in the absence of an external magnetic field), hence the system has infinitely many degenerated ground states.

As we saw that \( L_{\text{QCD}}^0 \) is invariant under \( SU(3)_L \times SU(3)_R \times U(1)_V \), it is interesting to ask whether the ground state of QCD is invariant under the same symmetry group. To study this, let \( |\psi\rangle \) be an eigenstate of \( H_{\text{QCD}}^0 \) with some energy \( E \) and with positive parity, i.e. \( H_{\text{QCD}}^0 |\psi\rangle = E |\psi\rangle \) and \( P |\psi\rangle = + |\psi\rangle \). Then the state \( Q_A^a |\psi\rangle \) is also an eigenstate of \( H_{\text{QCD}}^0 \) with the same eigenvalue \( E \) but with opposite parity:

\[
H_{\text{QCD}}^0 Q_A^a |\psi\rangle = Q_A^a H_{\text{QCD}}^0 |\psi\rangle = EQ_A^a |\psi\rangle ,
\]

where we have used \( [H_{\text{QCD}}^0, Q_A^a] = 0 \) since \( Q_A^a \) is time independent and \( PQ_A^a P^{-1} = -Q_A^a \) since \( Q_A^a \) is an axialvector.

Consequently, for any state of positive parity one would expect the existence of a degenerate state of negative parity. However, this is not observed in the low-energy spectrum of hadrons. Though, for these arguments we (not obviously) assumed that the axial charges \( Q_A^a \) annihilate the ground state, i.e. \( Q_A^a |0\rangle = 0 \) (see [5]). But since there is no experimental evidence for parity doubling one concludes that the \( Q_A^a \) do not annihilate the vacuum, i.e. the ground state of QCD is not invariant under \( SU(3)_L \times SU(3)_R \times U(1)_V \). In [23] it was shown that in the chiral limit the ground state must be invariant under \( SU(3)_V \times U(1)_V \), i.e. the vector charges \( Q_V^a \) and \( Q_V \) annihilate the ground state; \( Q_V^a |0\rangle = Q_V |0\rangle = 0 \). Thus, while \( L_{\text{QCD}}^0 \) is invariant under \( SU(3)_L \times SU(3)_R \times U(1)_V \), the ground state is invariant under \( SU(3)_V \times U(1)_V \) only, which is spontaneous symmetry breaking.

1.3.1 Goldstone’s Theorem

Goldstone theorem states that for every spontaneously broken continuous symmetry, i.e. for every generator that does not annihilate the ground state, there is one particle of zero mass and spin in the spectrum. These are called Goldstone bosons.

Let us consider a theory involving several fields \( \tilde{\phi}(x) \), described by a Lagrangian of the form \( L = (\text{derivatives}) - V(\tilde{\phi}) \). Suppose that the potential \( V(\tilde{\phi}) \) has a set of degenerate ground states and that the system has chosen spontaneously one of them, let us call it \( \tilde{\phi}_0 \). Expanding \( V \) about this minimum yields

\[
V(\tilde{\phi}) = V(\tilde{\phi}_0) + \frac{1}{2}(\tilde{\phi} - \tilde{\phi}_0)_i(\tilde{\phi} - \tilde{\phi}_0)_j \frac{\partial^2 V}{\partial \tilde{\phi}_i \partial \tilde{\phi}_j} \bigg|_{\tilde{\phi} = \tilde{\phi}_0} + ..., \tag{1.16}
\]

where the linear terms disappear since \( \tilde{\phi}_0 \) is a minimum. The coefficients

\[
\frac{\partial^2 V}{\partial \tilde{\phi}_i \partial \tilde{\phi}_j} \bigg|_{\tilde{\phi} = \tilde{\phi}_0} =: m_{ij}^2 \tag{1.17}
\]

define a symmetric matrix whose eigenvalues give the squared masses of the particle excitations above the ground state (vacuum) \( \tilde{\phi}_0 \). This can be seen by performing an orthogonal
transformation of the fields such that the mass matrix gets diagonal. Since \( m^2_{ij} \) is a positive semidefinite matrix (as \( \varphi_0 \) is a minimum) these eigenvalues cannot be negative. We show now, that for every continuous symmetry of \( \mathcal{L} \) which is not a symmetry of \( \varphi_0 \) the matrix \( m^2_{ij} \) yields a zero eigenvalue and we therefore have a massless particle. Suppose that \( \mathcal{L} \) is invariant under a symmetry group \( G \) of order \( n_G \) (thus \( G \) having \( n_G \) generators) while \( \varphi_0 \) is invariant under a subgroup \( H \subset G \) of order \( n_H \) only. Under \( G \) an infinitesimal symmetry transformation of the fields takes the form

\[
\phi_i \rightarrow \phi^\prime_i = \phi_i + i \epsilon_a T^a \phi_j,
\]

where \( T^a \) are the representation matrices of the generators of \( G \). Since the potential \( V(\varphi) \) is invariant under \( G \), we have

\[
V(\varphi) = V(\varphi + i \epsilon_a T^a \varphi) = V(\phi_1 + i \epsilon_a T^a_1 \phi_1, \phi_2 + i \epsilon_a T^a_2 \phi_2, ...) = V(\varphi) + \frac{\partial V}{\partial \phi_i} i \epsilon_a T^a_{ij} \phi_j
\]

which yields

\[
\frac{\partial V}{\partial \phi_i} i \epsilon_a T^a_{ij} \phi_j = 0.
\]

Differentiating with respect to \( \phi_k \) and evaluating the resulting expression at \( \varphi = \varphi_0 \) we get

\[
\frac{\partial^2 V}{\partial \phi_i \partial \phi_k} \bigg|_{\varphi = \varphi_0} i \epsilon_a T^a_{ij} \phi_{0,j} + \frac{\partial V}{\partial \phi_i} \bigg|_{\varphi = \varphi_0} i \epsilon_a T^a_{ik} = 0 \Rightarrow m^2_{ik} T^a_{ij} \phi_{0,j} = 0,
\]

since the equation holds for every \( \epsilon_a \). This can be written more compactly as \( m^2_j (T^a \varphi_0)_i = 0 \). This equation is trivially fulfilled if \( a \in \{1, 2, ..., n_H\} \), i.e. if \( T^a \) is a generator of the subgroup \( H \), because \( \varphi_0 \) is invariant under \( H \) and hence \( T^a \varphi_0 = 0 \). But for \( a \in \{n_H + 1, ..., n_G\} \), i.e. for the generators belonging to \( G \) but not to \( H \), we have \( T^a \varphi_0 \neq 0 \) since \( \varphi_0 \) is not invariant under the full group \( G \). Then the above equation tells us that \( T^a \varphi_0 \) is an eigenvector of \( m^2_j \) with eigenvalue zero. Thus the matrix has \( n_G - n_H \) zero eigenvalues and therefore there are \( n_G - n_H \) massless particles (Goldstone bosons) in the spectrum. These Goldstone bosons carry the same quantum numbers as the generators that do not annihilate the vacuum. Furthermore, it follows (see \[5\]) that the matrix element of the symmetry currents \( J^a_\mu(x) \) that lead to the generators of \( G \) not annihilating the ground state between the vacuum and the massless one-particle states \( |\pi^a\rangle \) is non-zero,

\[
(0|J^a_\mu(0)|\pi^a\rangle \neq 0.
\]

Using this, it can be shown that, in the chiral limit, the Goldstone bosons do not interact with each other at zero momentum (see. e.g. \[16\] or \[7\]). This feature is essential for the consistency of ChPT; otherwise the power counting of ChPT (see \[1.5.1\]) would break down.

### 1.3.2 The Scalar Quark Condensate

Remembering the example of the ferromagnet below the critical temperature, we see that, as soon as the symmetry of the system has broken down spontaneously, the magnetization \( \langle \hat{M} \rangle \) becomes non-zero. \( \langle \hat{M} \rangle \) can therefore be identified as an order parameter of the system. In a similar manner we can detect a spontaneous breakdown of chiral symmetry by investigating the scalar quark condensate \( \langle \bar{q}q \rangle = \langle 0|\bar{q}q|0\rangle \) which is the order parameter of QCD (see e.g. \[7\]). A non-zero value of this order parameter in the chiral limit is a sufficient (but not
necessary) condition for spontaneous symmetry breaking in QCD (see [5] or [11]). If the axial charges \( Q_A \) do not annihilate the vacuum it is consistent to assume that \( \langle \bar{q} q \rangle \neq 0 \) (see e.g. [11]).

As we have 8 generators \( Q_A \) which do not annihilate the ground state, Goldstone’s theorem now allows us to conclude that there must be 8 massless pseudoscalar particles \( |\pi^a\rangle \) whose coupling to the currents \( A^a_{\mu} \) is non-vanishing:

\[
\langle 0 | A^a_{\mu} (x) | \pi^b(p) \rangle = i p_{\mu} F_0 \delta^{ab} e^{-ipx}. \tag{1.22}
\]

This form of the matrix element comes from symmetry considerations: Due to translational invariance we have \( \langle 0 | A^a_{\mu} (x) | \pi^b \rangle = e^{-ipx} \langle 0 | \pi^b \rangle \) and the only quantity in question bearing a Lorenz index is the momentum \( p_{\mu} \) of the pseudoscalar state. The constant of proportionality \( F_0 \) is called the pion-decay constant in the chiral limit. It measures the strength with which the Goldstone boson \( |\pi^b\rangle \) decays via the axial vector current into the hadronic vacuum.

Acting in (1.22) on both sides with \( \partial^\mu \) we conclude that, in the chiral limit (where \( \partial^\mu A^a_{\mu} = 0 \)), the Goldstone bosons are indeed massless:

\[
0 = \langle 0 | \partial^\mu A^a_{\mu} (x) | \pi^b(p) \rangle = p^2 F_0 \delta^{ab} e^{-ipx} \quad \Rightarrow \quad p^2 = m^2 = 0. \tag{1.23}
\]

### 1.3.3 Goldstone Bosons of QCD

Since in the chiral limit of QCD we suppose a spontaneous symmetry breakdown from \( SU(3)_L \times SU(3)_R \times U(1)_V \) to \( SU(3)_V \times U(1)_V \) and since \( SU(3) \) has eight generators, we expect 8 massless Goldstone bosons. Their symmetry properties are tightly connected to the generators which are responsible for them, i.e. to those which do not annihilate the vacuum. In QCD this are, as seen above, the axial generators \( Q_A \). Thus the Goldstone bosons are, as already mentioned, expected to transform with a negative sign under parity and hence to be pseudoscalars. Indeed, the spectrum of QCD shows eight candidates for the Goldstone bosons, namely the pseudoscalar octet \( (\pi, K, \eta) = (\pi^0, \pi^\pm, K^0, \bar{K}^0, K^\pm, \eta) \). These particles are of course not massless but this is interpreted as a consequence of the explicit breaking of chiral symmetry due to finite u-, d- and s-quark masses in the Lagrangian (1.1). E.g. in [5] the resulting masses of the Goldstone bosons are calculated (the results are quoted in section 1.4.2). Nonetheless, the Goldstone bosons of QCD are much lighter than all other hadrons. This statement becomes even more accurate if we restrict ourselves only to u- and d-quarks and neglect the s-quark (which is considerably heavier than the u- and d-quarks) in the Lagrangian, i.e. we only consider energies where states including s-quarks never appear. Then \( L_{QCD}^0 \) shows an \( SU(2)_L \times SU(2)_R \times U(1)_V \) symmetry which breaks down to \( SU(2)_V \times U(1)_V \), resulting in three Goldstone bosons, as \( SU(2) \) has three generators. These are then the pions which, since the u- and d-quarks are indeed very light and thus the chiral limit is a better approximation than in the case of \( SU(3) \), show strikingly small masses (about 139 MeV for \( \pi^\pm \) and about 135 MeV for \( \pi^0 \)).

### 1.4 Construction of the Effective Lagrangian

Since in QCD at low energies the Goldstone bosons are the only degrees of freedom, this are the objects to be contained in an effective Lagrangian.

#### 1.4.1 Representation of the Goldstone Bosons

Let us denote the symmetry group of the Lagrangian by \( G \) and the smaller symmetry group of the ground state by \( H \). Due to spontaneous symmetry breaking we have \( n = n_G - n_H \).
Goldstone bosons $\phi_i$ which we collect in the vector $\Phi = (\phi_1, ..., \phi_n)$. The set of all these vectors is a vector space, let us call it $M$. We can define the action of the symmetry group $G$ on $M$ by a mapping $\tilde{f} : G \times M \to M$ with

$$\tilde{\Phi} \to \tilde{\Phi}' = \tilde{f}(g, \tilde{\Phi}), \quad g \in G.$$  \hfill (1.24)

This defines an operation of $G$ on $M$ if the mapping $\tilde{f}$ satisfies

\begin{align*}
\tilde{f}(e, \tilde{\Phi}) &= \tilde{\Phi} \quad \forall \tilde{\Phi} \\
\tilde{f}(g_1, \tilde{f}(g_2, \tilde{\Phi})) &= \tilde{f}(g_1g_2, \tilde{\Phi}) \quad \forall g_1, g_2 \in G, \forall \tilde{\Phi},
\end{align*}

where $e$ is the identity of $G$. Since the subgroup $H$ leaves the ground state $\tilde{\Phi} = 0$ invariant we have $\tilde{f}(h, 0) = 0$ for all $h \in H$ and hence

$$\tilde{f}(gh, 0) = \tilde{f}(g, \tilde{f}(h, 0)) = \tilde{f}(g, 0) \quad \forall g \in G, h \in H.$$  \hfill (1.27)

This shows that for all elements of a given coset $gH = \{gh|h \in H\}$ of $g$, $\tilde{f}$ maps the origin onto the same vector in $M$. Furthermore, this mapping is injective; one simply shows that for two elements $g$ and $g'$ of $G$ with $g' \not\in gH$ it follows $\tilde{f}(g, 0) \neq \tilde{f}(g', 0)$ (see e.g. [5]). So the mapping is bijective on the image of $\tilde{f}(g, 0)$ (as it is automatically surjective on the image) and can there be inverted. Hence, to each $\tilde{\Phi}$ corresponds a coset $\tilde{g}H$ with appropriate $\tilde{g}$ such that $\tilde{\Phi} = \tilde{f}(\tilde{g}h, 0)$. We have therefore found an isomorphic mapping between the set $\{gH|g \in G\}$ of all cosets and the Goldstone boson fields. The set of all cosets is called quotient $G/H$ and therefore the Goldstone boson fields are said to live on the coset space $G/H$.

The transformation behavior of a $\tilde{\Phi} = \tilde{f}(\tilde{g}h, 0)$ under a group element $g \in G$ is easily found by applying $\tilde{f}(g, \cdot)$:

$$\tilde{\Phi}' = \tilde{f}(g, \tilde{\Phi}) = \tilde{f}(g, \tilde{f}(\tilde{g}h, 0)) = \tilde{f}(g\tilde{g}h, 0).$$  \hfill (1.28)

The coset corresponding to $\tilde{\Phi}'$ is thus obtained by multiplication of the coset corresponding to $\tilde{\Phi}$ with $g$.

Now, in the case of QCD we have $G = SU(N) \times SU(N) = \{(L, R)|L, R \in SU(N)\}$ and $H = \{(V, V)|V \in SU(N)\}$ which is isomorphic to $SU(N)_V$, with $N = 3$ or $N = 2$ depending on whether we include the s-quark or not. The coset of $\tilde{g} = (\tilde{L}, \tilde{R}) \in G$ is $\tilde{g}H = \{(LV, RV)|V \in SU(N)\}$ and since we have

$$\tilde{L}V, \tilde{R}V \equiv (\tilde{L}V, \tilde{R}\tilde{L}^\dagger \tilde{L}V) = (1, \tilde{R}\tilde{L}^\dagger \tilde{L}V),$$

it can be written as $\tilde{g}H = (1, \tilde{R}\tilde{L}^\dagger)H$. Hence the coset and therefore the Goldstone bosons may be uniquely characterized through the $SU(N)$ matrix $U = \tilde{R}\tilde{L}^\dagger$. Its transformation behavior under an element $g = (L, R) \in G$ is, as seen above, obtained by multiplication of the coset with $g$:

$$g \tilde{g}H = (L, R\tilde{R}\tilde{L}^\dagger)H = (1, R\tilde{R}\tilde{L}^\dagger L^\dagger) (L, L) H = (1, R(L\tilde{L}^\dagger L^\dagger) H),$$

which yields

$$U \xrightarrow{\mathcal{G}} RUL^\dagger.$$  \hfill (1.29)
This mapping defines a nonlinear realization of $SU(N)_L \times SU(N)_R$. One possible and convenient representation of the matrix $U$ is the exponential representation:

$$U(x) = \exp \left( i \frac{\phi(x)}{F_0} \right) = \exp \left( i t_a \phi_a \right),$$  

(1.30)

where $t_a$ are the generators of $SU(N)$ and $F_0$ will turn out to be the pion decay constant in the chiral limit (see section 1.4.2). In terms of the physical fields we have for $SU(3)$

$$\phi(x) = \phi_a \lambda_a = \begin{pmatrix}
\pi^0 + \frac{1}{\sqrt{3}} \eta \\
\sqrt{2} \pi^- - \pi^0 + \frac{1}{\sqrt{3}} \eta \\
\sqrt{2} K^- - \sqrt{2} K^0 - \frac{2}{\sqrt{3}} \eta
\end{pmatrix}$$  

(1.31)

and for $SU(2)$

$$\phi(x) = \phi_a \tau_a = \begin{pmatrix}
\pi^0 \\
\sqrt{2} \pi^- - \pi^0
\end{pmatrix}.$$  

(1.32)

1.4.2 The Effective Lagrangian

As mentioned in section 1.1.1, the effective Lagrangian contains all possible terms allowed by the symmetry properties of the underlying theory. For our case this means that the Lagrangian should be invariant under $SU(N)_L \times SU(N)_R \times U(1)_V$ with $N = 2, 3$, while the ground state should only be invariant under $SU(N)_V \times U(1)_V$. Incorporating the $SU(N)$ matrix $U$ it contains eight (three) pseudoscalar degrees of freedom, which, under $SU(N)_V$ transform as an octet (triplet). This corresponds to the observations in nature as the hadrons organize themselves into approximately degenerate multiplets transforming under irreducible representations of $SU(N)$.

It is easily checked that the ground state $\phi(x) = 0$ and thus $U_0 = 1$ is invariant under $SU(N)_V$, since in this case we have $R = L = V$ and $[1.29]$ yields

$$U_0' = V U_0 V^\dagger = V V^\dagger = 1 = U_0.$$  

On the other hand $U_0$ is not invariant under axial transformations, i.e. for $L = A$ and $R = A^\dagger$ (corresponding to the case of opposite phases, see section 1.2.2):

$$U_0' = A^\dagger U_0 A = A^\dagger A^\dagger \neq 1 = U_0,$$

just as we expect it due to spontaneous symmetry breaking. The transformation behavior of the Goldstone boson fields $\phi_a$ may be verified to be that of a multiplet under $SU(N)_V$. Thus, we can start writing down all possible allowed terms containing $U$, $U^\dagger$ and derivatives thereof. As mentioned in section 1.1.1 ChPT is an expansion in momenta (and quark masses). Momenta are generated by derivatives in the Lagrangian, thus we have a chain of terms with an increasing number of derivatives. In order to get Lorentz invariant terms there must be an even number of derivatives, thus we have

$$\mathcal{L}_{\text{eff}} = \mathcal{L}_0 + \mathcal{L}_2 + \mathcal{L}_4 + ...,$$  

(1.33)

where the subscript denotes the number of derivatives. The only possible building block in $\mathcal{L}_0$ is $UU^\dagger = 1$ which contributes only a constant and can therefore be dropped. The lowest order is therefore $\mathcal{L}_2$ and reads

$$\mathcal{L}_2 = \frac{F^2}{4} \left( \partial^\mu U \partial^\mu U^\dagger \right),$$  

(1.34)
where \( \langle ... \rangle \) denotes the trace which is necessary in order to get an invariant. The prefactor is chosen such that we recover the standard form of the kinetic term \( \frac{1}{2} \partial_\mu \phi_a \partial^\mu \phi_a \) when expanding \( U \) in powers of \( \phi \). The invariance of \( L_2 \) under global \( SU(N)_L \times SU(N)_R \) transformations is easily shown using (1.29) and the cyclicity of traces.

A term proportional to \( \langle (\partial_\mu \partial^\mu U) U^\dagger \rangle \) contains also two derivatives and satisfies all conditions of symmetry but is equivalent to that already written as can be shown by partial integration.

Using a parametrization of the \( SU(N) \) matrices \( R \) and \( L \) we find via Noether’s theorem the conserved vector and axial-vector currents. Expanding the axial-vector currents \( A^{\mu,a} \) in the Goldstone fields we find

\[
A^{\mu,a}(x) = -F_0 \partial^\mu \phi_a(x) + \mathcal{O}(\phi^3),
\]

(1.35)

which leads to a non-vanishing matrix element when evaluated between the vacuum and a one-Goldstone boson state:

\[
\langle 0 | A^{\mu,a}(x) | \phi^b(p) \rangle = ip^\mu F_0 e^{-ipx} \delta^{ab}.
\]

(1.36)

Comparing this with (1.22) we conclude that \( F_0 \) (the constant introduced in (1.30)) is the pion decay constant in the chiral limit. It can be measured in the pion decay \( \pi^+ \rightarrow \mu^+ \nu_\mu \) (see [5]) and is found to be 92.4 MeV (actually what is measured there is \( F_\pi = F_0 (1 + \mathcal{O}(m_q)) \) which slightly differs from \( F_0 \) since we are not living in a chiral limit world).

Up to now we have constructed the effective Lagrangian under the assumption of perfect chiral symmetry. But as mentioned in section 1.3.3 chiral symmetry is explicitly broken by finite quark masses which mix left- and right-handed quark fields. The mass term in (1.1) can be written as

\[
L_M = -\bar{q}_R M q_L - \bar{q}_L M^\dagger q_R,
\]

(1.37)

with \( M = \text{diag}(m_u, m_d, m_s) \). Although \( M \) is just a constant matrix, \( L_M \) would be chirally invariant if \( M \) transformed as

\[
M \rightarrow R M L^\dagger
\]

(1.38)

(we formally replace the mass matrix with a so called spurion). One now constructs terms of the effective Lagrangian being invariant under (1.29) and (1.38). The simplest non-constant term reads

\[
L_M^2 = \frac{F_0^2 B_0}{2} \langle M U^\dagger + U M^\dagger \rangle,
\]

(1.39)

where \( B_0 \) is an new parameter. Setting \( M \) now back to the constant mass matrix, the chiral symmetry of the effective Lagrangian is explicitly broken in the same manner as in QCD. The parameter \( B_0 \) appearing in (1.39) is related to the scalar quark condensate \( \langle \bar{q}q \rangle \) by

\[
F_0^2 B_0 = -\langle \bar{u}u \rangle_3\text{ for } SU(3)
\]

(1.40)

\[
F_0^2 B = -\langle \bar{u}u \rangle_2\text{ for } SU(2).
\]

(1.41)

Using (1.39) together with (1.34), the masses (at lowest order) of the Goldstone bosons are found to be

\[
M_\pi^2 = 2B_0m
\]

(1.42)

\[
M_K^2 = B_0(m + m_s)
\]

(1.43)

\[
M_\eta^2 = \frac{2}{3}B_0(m + 2m_s),
\]

(1.44)

\[\text{In the case of } SU(2) \text{ one writes } F \text{ and } B \text{ instead of } F_0 \text{ and } B_0.\]
where \( m_u = m_d = m \) (isospin limit for simplicity). These relations and the on-shell condition \( p^2 = M^2 \) are the reason why terms in the effective Lagrangian containing one quark mass contribute to the same order as terms with two derivatives and why therefore the effective mass term in (1.39) got the subscript 2.

1.5 Higher Orders and Loops

Using the same principles as in the previous section, effective Lagrangian terms of higher orders are constructed. As indicated in (1.33) the next order is \( L_4 \) which contains four derivatives, two derivatives and one power of the quark mass matrix or two powers of the quark mass matrix. It was written down by Gasser and Leutwyler, see [8], and is found in section 1.7.

Calculating now a physical process to a given order of momentum, we have to know which diagrams from which orders of the Lagrangian must be taken into account. This is what Weinberg’s power counting scheme tells us.

1.5.1 Weinberg’s Power Counting Scheme

Given an arbitrary loop diagram with \( L \) loops, \( I \) internal lines and \( V_d \) vertices of order \( d \) (i.e. originating from \( L_d \)), the amplitude will be of the form \( \int (d^4p)^L /(p^2)^I \cdot \prod_d (p^d)^{V_d} \). The so-called chiral order \( D \) (or chiral dimension) of the diagram counts the dimension of momenta and is therefore given by \( D = 4L - 2I + \sum_d V_d \). Using the identity \( L = I - \sum_d V_d + 1 \) one can eliminate \( I \) and finds

\[
D = \sum_d V_d (d - 2) + 2L + 2 \quad (1.45)
\]

This is equivalent to the following procedure: Consider a given diagram and rescale all external momenta as \( p_i \rightarrow tp_i \) and the quark masses as \( m_q \rightarrow t^2 m_q \) (which corresponds to a rescaling of the Goldstone boson masses as \( M \rightarrow tM \)). The chiral dimension \( D \) of the diagram with amplitude \( \mathcal{M}(p_i, m_q) \) is then defined by \( \mathcal{M}(tp_i, t^2 m_q) = t^D \mathcal{M}(p_i, m_q) \), see [5].

For small momenta only diagrams of low chiral order \( D \) will dominate. The most simple diagram just contains a vertex from \( L_2 \) and is therefore of chiral order \( D = 2 \), i.e. \( \mathcal{O}(p^2) \), which is the leading order. Going on to \( D = 4 \) we will have to consider one-loop graphs composed only of \( L_2 \) vertices and tree graphs with one \( L_4 \) vertex. Thus, for fixed \( D \) there is only a finite number of diagrams which have to be taken into account.

1.5.2 Renormalization Scheme

When doing calculations at chiral order \( D = 4 \) we get loop integrals with \( L_2 \) vertices which diverge. Since these infinities are of \( \mathcal{O}(p^4) \), they cannot be absorbed by a renormalization of the low energy constants \( F_0 \) and \( B_0 \) of \( L_2 \). However, it is possible to absorb them in the coefficients of \( L_4 \) by renormalizing just these.

Hence, in order to get finite results at \( \mathcal{O}(p^4) \) we must not only consider one-loop graphs with \( L_2 \) vertices but also include tree graphs obtained from \( L_4 \), i.e. all possible diagrams of that order. There is always only a finite number of necessary ‘counterterms’ to cancel the divergences. This is meant by the statement that ChPT is renormalizable order by order.

1.6 Local Invariance and External Fields

So far we have considered effective Lagrangians being invariant under global chiral transformations (1.29) only. However, in [8] it was shown that global symmetry does not suffice
1.6. Local Invariance and External Fields

to determine the full low energy structure and that one needs to consider off-shell Green functions (i.e. involving momenta with no correspondence to the Goldstone boson masses), where a study of Ward-Takahashi identities (relations between Green functions originating from symmetries) becomes necessary. All possible Green functions may be obtained via a generating functional depending on external fields and the Ward identities are equivalent to the invariance of the generating functional under local transformations.

Following Gasser and Leutwyler, the QCD Lagrangian is extended by coupling the quarks to external Hermitian matrix fields ($3 \times 3$ matrices in flavor space) $v_\mu(x)$, $a_\mu(x)$, $s(x)$ and $p(x)$:

$$L = L^{0}_{\text{QCD}} + L_{\text{ext}} = L^{0}_{\text{QCD}} + \bar{q} \gamma^\mu (v_\mu + \gamma_5 a_\mu) q - \bar{q}(s - i \gamma_5 p) q. \quad (1.46)$$

The ordinary three flavor QCD Lagrangian is recovered by setting $v_\mu = a_\mu = p = 0$ and $s = \text{diag}(m_u, m_d, m_s)$. The generating functional $Z[v, a, s, p]$ mentioned above is defined as

$$\exp(iZ[v, a, s, p]) = \langle 0 | \exp \left[ i \int d^4 x L_{\text{ext}}(x) \right] | 0 \rangle \quad (1.47)$$

and is related to the vacuum-to-vacuum transition amplitude in the presence of external fields. Green functions are calculated by performing functional derivatives of the expression (1.47) with respect to the external fields. Since the generating functional may be represented by the path integral

$$\exp(iZ[v, a, s, p]) = \int [DU] \exp \left[ i \int d^4 x L_{\text{eff}} \right] \quad (1.48)$$

and since we request $Z[v, a, s, p]$ to be locally invariant, we will have to promote the global $SU(N)_L \times SU(N)_R$ symmetry of $L_{\text{eff}}$ to a local one and thus include the same external fields as in QCD (see [3]).

There is another reason why it is very convenient to introduce external fields: In this way the coupling of an external photon field $A_\mu$ to the quarks (i.e. electromagnetic interaction) as well as the coupling of the massive charged weak boson $W_\mu$ to the quarks (i.e. weak interaction) may be easily incorporated. To do so, the Lagrangian (1.46) is split up in left- and right-handed parts, yielding

$$L = L^{0}_{\text{QCD}} + \bar{q}_L \gamma^\mu l_\mu q_L + \bar{q}_R \gamma^\mu r_\mu q_R - \bar{q}_R(s + ip)q_L - \bar{q}_L(s - ip)q_R, \quad (1.49)$$

where $r_\mu = v_\mu + a_\mu$ and $l_\mu = v_\mu - a_\mu$. This Lagrangian remains invariant under local transformation of the $q_{L,R}$ if the external fields are subject to transform in a certain manner, see e.g. [5].

Then, e.g. for the electromagnetic interaction we set

$$r_\mu = l_\mu = -eQ A_\mu, \quad (1.50)$$

where $Q = \text{diag}(2/3, -1/3, -1/3)$ is the quark charge matrix (three flavors). The weak interaction is included in a similar easy way.

1.6.1 Locally Invariant Effective Lagrangian

As in the case of gauge theories, the external fields are contained in a covariant derivative

$$D_\mu U = \partial_\mu U - i r_\mu U + i l_\mu U, \quad (1.51)$$
which, under a local transformation $U \rightarrow R(x)UL^\dagger(x)$, transforms in the same way as $U$. Beside this new building block there are further objects to be used to construct a locally invariant effective Lagrangian: The fields strength tensors

$$f_{\mu\nu}^R = \partial_\mu r_\nu - \partial_\nu r_\mu - i[r_\mu, r_\nu]$$

$$f_{\mu\nu}^L = \partial_\mu l_\nu - \partial_\nu l_\mu - i[l_\mu, l_\nu],$$

as well as the linear combination

$$\chi = 2B_0(s + ip).$$

As before $D_\mu$ is of $O(p)$. The external fields $r_\mu$ and $l_\mu$ are of $O(p)$ to match $\partial_\mu U$; therefore the fields strength tensors are of $O(p^2)$ and will not contribute to the lowest order effective Lagrangian $L_2$ since the Lorentz indices have to be contracted. Finally, $\chi$ is of $O(p^2)$ because of (1.42)–(1.44).

The most general, locally invariant, effective Lagrangian at lowest order now reads

$$L_2 = \frac{F_0^2}{4} (D_\mu U(D^\mu U)^\dagger) + \frac{F_0^2}{4}(\chi U^\dagger + U\chi^\dagger).$$

It still has two free parameters; $B_0$ is hidden in $\chi$. (1.55) reduces to (1.34) and (1.39) if all the external fields except for $s$ are switched off and $s$ is set to $s = M = \text{diag}(m_u, m_d, m_s)$.

### 1.7 The Chiral Lagrangian at Order $O(p^4)$

As already mentioned in section 1.5, $L_4$ can be constructed applying the same ideas that were used to find $L_2$. It does not only contain two low-energy constants but 12. Using the same covariant derivative and field strength tensors as above, $L_4$ reads

$$L_4 = L_1(D_\mu U(D^\mu U)^\dagger)^2 + L_2(D_\mu U(D^\mu U)^\dagger)(D^\mu U(D^\nu U)^\dagger)
\quad + L_3(D_\mu U(D^\mu U)^\dagger D_\nu U(D^\nu U)^\dagger) + L_4(D_\mu U(D^\mu U)^\dagger)(\chi U^\dagger + U\chi^\dagger)
\quad + L_5(D_\mu U(D^\mu U)^\dagger(\chi U^\dagger + U\chi^\dagger)) + L_6(\chi U^\dagger + U\chi^\dagger)^2
\quad + L_7(\chi U^\dagger - U\chi^\dagger)^2 + L_8(U\chi^\dagger U\chi^\dagger + \chi U^\dagger U\chi^\dagger)
\quad - iL_9(f^R_{\mu\nu}D^\mu U(D^\nu U)^\dagger + f^L_{\mu\nu}(D^\mu U)^\dagger D^\nu U) + L_{10}(Uf^R_{\mu\nu}U^\dagger f^L_{\mu\nu})
\quad + H_1(f^R_{\mu\nu}f^L_{\mu\nu} + f^L_{\mu\nu}f^R_{\mu\nu}) + H_2(\chi\chi^\dagger)$$

(1.56)

In the case of $SU(2)$ the Cayley-Hamilton theorem (see e.g. [13]) can be applied to reduce the number of terms.

### 1.8 Chiral Perturbation Theory with Baryons

So far we have considered an effective description for Goldstone bosons only. However, it is possible to extend ChPT to include also nucleons ($SU(2)$) or the baryon octet ($SU(3)$). There is one important difficulty: The nucleon mass is a heavy mass scale that does not vanish in the chiral limit. The 3-momenta of the baryons need to be small in order to keep ChPT valid.

The task is to find an effective Lagrangian $L_{\pi N}$ that describes the interaction between baryons and Goldstone bosons. We only consider matrix elements with a single baryon in the initial and final states.
1.8. Representation of the Goldstone Bosons and the Baryons

As in the case with Goldstone bosons we first need a suitable representation of the particles of interest. It turns out to be advantageous not to represent the Goldstone bosons by the familiar matrix \( U \) but rather by its square root \( u \), thus \( u^2 = U \).

Under \( G = SU(N)_L \times SU(N)_R \) this field transforms as

\[
u \rightarrow \sqrt{LUR^\dagger} = LUK^\dagger(L,R,U) = K(L,U,R)uR^\dagger,
\]

where we introduce the compensator field \( K(L,U,R) \) which is a \( SU(N) \) matrix that nontrivially depends on \( L \), \( R \), and \( U \), see [17]. Only for \( SU(N)_V \) transformations where \( L = R \) we have the simple relation \( K = L = R \).

We will only consider two quark flavors, thus \( SU(2) \), and therefore only the proton and the neutron. These can be represented by an isospinor \( \Psi = \begin{pmatrix} p \\ n \end{pmatrix} \).

The transformation behavior of the pair \( (U,\Psi) \) under \( SU(2)_L \times SU(2)_R \times U(1)_V \) reads

\[
\left( \begin{array}{c} U \\ \Psi \end{array} \right) \rightarrow \left( \begin{array}{c} RUL^\dagger \\ \exp(i\Theta)K[L,R,U]\Psi \end{array} \right),
\]

where \( \Theta \) parametrizes \( U(1)_V \) transformations. For more details see [3, 17].

1.8.2 Lowest-Order Effective Baryonic Lagrangian

As in the mesonic sector, in order to incorporate Ward identities we have to construct the most general effective Lagrangian coupled to external fields with local \( SU(2)_L \times SU(2)_R \times U(1)_V \) symmetry (see [5]). Local transformations imply a covariant derivative \( D_\mu \Psi \) with the usual property to transform in the same way as \( \Psi \);

\[
D_\mu \Psi(\mathbf{x}) \rightarrow \exp(i\Theta(\mathbf{x}))K[L(\mathbf{x}),R(\mathbf{x}),U(\mathbf{x})]\Psi(\mathbf{x}).
\]

The covariant derivative is given by

\[
D_\mu \Psi = (\partial_\mu + \Gamma_\mu)\Psi,
\]

where the vector

\[
\Gamma_\mu = \frac{1}{2} \left[ u^\dagger(\partial_\mu - ir_\mu)u + u(\partial_\mu - il_\mu)u^\dagger \right]
\]

is the so called connection which contains the same external fields as introduced in section 1.6. Another building block is the chiral vielbein (which is an axial vector)

\[
u_\mu = i \left[ u^\dagger(\partial_\mu - ir_\mu)u - u(\partial_\mu - il_\mu)u^\dagger \right].
\]

Knowing the transformation behavior of \( \Psi \) under \( G \) it follows that the most general effective \( \pi N \) Lagrangian with a single nucleon in the initial and final states needs to be of the type \( \Psi \hat{O} \Psi \), where \( \hat{O} \) is an operator transforming as \( \hat{O} \rightarrow K\hat{O}K^\dagger \) under \( G \).

Due to different Lorentz structure of meson and baryon fields, the chiral expansion of \( \mathcal{L}_{\pi N} \) contains terms of all orders of \( p \) and not only of even ones, hence we have \( \mathcal{L}_{\pi N} = \mathcal{L}^{(1)}_{\pi N} + \mathcal{L}^{(2)}_{\pi N} + ... \).

The most general such Lagrangian with the smallest number of derivatives being additionally a Hermitian Lorentz scalar and even under \( C, \) \( P \) and \( T \) reads

\[
\mathcal{L}^{(1)}_{\pi N} = \Psi \left( i\not{D} - \hat{m}_N + \frac{\hat{g}_A}{2} \gamma^\mu \gamma_5 u_\mu \right) \Psi.
\]
The nucleon mass \( \hat{m}_N \) and the axial vector coupling constant \( \hat{g}_A \) appear as two free parameters. They are both meant to be in the chiral limit (denoted by \( \circ \)); \( m = \hat{m}[1 + \mathcal{O}(m_q)] \), \( g_A = \hat{g}_A[1 + \mathcal{O}(m_q)] \) with \( m = 939 \text{ MeV} \) and \( g_A \approx 1.26 \) (known from neutron beta decay).

The Lagrangian (1.63) reduces to that of a free nucleon of mass \( \hat{m}_N \) in the case of no external fields and no pion fields.

The power counting rules for the new quantities are

\[
\bar{\Psi}, \Psi = \mathcal{O}(1), \quad D_\mu \Psi = \mathcal{O}(1), \quad (i\not{D} - \hat{m}_N)\Psi = \mathcal{O}(p)
\] (1.64)

(to be explained in [5]). Especially, the fact that the covariant derivative is not counted as \( \mathcal{O}(p) \) (i.e. as a small quantity) anymore is due to the fact that the nucleon mass does not vanish in the chiral limit and therefore the zeroth component of the partial derivative acting on the nucleon field does not produce a small quantity. This fact leads to an inconvenience: We lose the correspondence between the loop and the chiral expansion as we had it in the mesonic sector. The contribution from loops is not automatically suppressed and an amplitude with given chiral dimension \( D \) may get contributions from diagrams with arbitrary many loops.

### 1.8.3 The next Order of the Baryonic Lagrangian

Without any further comments on how to derive it, \( \mathcal{L}^{(2)}_{\pi N} \) is quoted here (see [18]):

\[
\mathcal{L}^{(2)}_{\pi N} = c_1 \langle u^\dagger \chi u^\dagger + u \chi u^\dagger \rangle \bar{\Psi} \Psi - \frac{c_2}{4m^2_N} \langle u_\mu u^\nu \rangle \left( \bar{\Psi} D^\mu D^\nu \Psi + \text{h.c.} \right) + \frac{c_3}{2} \langle u_\mu u^\mu \rangle \bar{\Psi} \Psi - \frac{c_4}{4} \bar{\Psi} \gamma^\mu \gamma^\nu [u_\mu, u_\nu] \Psi.
\] (1.65)

Since at \( \mathcal{O}(p^2) \) only tree graphs from \( \mathcal{L}^{(2)}_{\pi N} \) must be considered, there are no divergent loop integrals and therefore the low energy constants \( c_i \) cannot contain a divergent part. They can be determined by comparison to some \( \pi N \) threshold parameters which have been measured. The following two sets of the coupling constants are taken from [18]:

\[
c_1 = -0.6m_N^{-1}, \quad c_2 = 1.6m_N^{-1}, \quad c_3 = -3.4m_N^{-1}, \quad c_4 = 2.0m_N^{-1}
\]

\[
c_1 = -0.9m_N^{-1}, \quad c_2 = 2.5m_N^{-1}, \quad c_3 = -4.2m_N^{-1}, \quad c_4 = 2.3m_N^{-1}
\]
Chapter 2

Chiral Spirals - A First Approach

In this chapter we construct a single-particle Hamiltonian from the fermionic part of the effective Lagrangian. This will be diagonalized in order to find the energy of one nucleon in the background of pions, leading to two eigenstates with different energies. We introduce the spiral configuration for pions and fix the gauge such that both the connection and the vielbein become constant fields. Next, in the momentum space we fill the two fermionic eigenstates up to their corresponding Fermi energy. To do so, the sophisticated relativistic expression for the energy of one eigenstate is expanded in inverse powers of the nucleon mass up to $O(m_N^{-1})$. We express the Fermi momenta and hence the fermionic energy density in terms of the particle number densities of the two eigenstates. The total energy density may then be written in terms of these and some spiral parameters. First in the chiral limit and then away from it, we find critical values for the total particle number density that need to be exceeded in order to allow the many-particle system to lower its energy density by changing the pionic configuration from a homogeneous configuration to a spiral one.

2.1 Pion-Nucleon Effective Theory

The leading terms of the effective Lagrangian describing a pion-nucleon system with two quark flavors and including explicit chiral symmetry breaking due to quark masses is given by (1.34), (1.39) and (1.63):

$$L = \frac{F^2}{4} \langle \partial_\mu U \partial^\mu U^\dagger \rangle + \frac{F^2 B}{2} \langle M U^\dagger + U M^\dagger \rangle + \bar{\Psi} \left( i \gamma^\mu \partial_\mu - \hat{m}_N + \frac{g_A}{2} \gamma^\mu \gamma_5 c_\mu \right) \Psi. \quad (2.1)$$

We will restrict ourselves to pion field configurations $U(x)$ which lead to a constant connection and vielbein, such that the Dirac equation may be solved more easily:

$$u_\mu(x) = c_\mu, \quad \Gamma_\mu(x) = d_\mu. \quad (2.2)$$

Furthermore we consider static pion fields which implies $\Gamma_0 = u_0 = 0$.

2.1.1 The Single-Particle Hamiltonian

Under these conditions the fermionic part of (2.1) is given by (dropping the symbol $\circ$ on $\hat{m}_N$ and $\hat{g}_A$)

$$L_f = i \bar{\Psi} \gamma^\mu \partial_\mu \Psi + i \bar{\Psi} \gamma^i d_i \Psi - m_N \bar{\Psi} \Psi + \frac{g_A}{2} \bar{\Psi} \gamma^i \gamma_5 c_i \Psi. \quad (2.3)$$

The equations of motion for $\Psi$ are given by the Euler-Lagrange equation

$$\partial_\mu \frac{\partial L_f}{\partial (\partial_\mu \bar{\Psi})} - \frac{\partial L_f}{\partial \bar{\Psi}} = 0, \quad (2.4)$$
which yields
\[ i\gamma^\mu \partial_\mu \Psi + i\gamma^i d_i \Psi - m_N \Psi + \frac{gA}{2} \gamma^i \gamma_5 c_i \Psi = 0. \] (2.5)

The Dirac equation, on the other hand, reads
\[ i\partial_0 \Psi = \hat{H} \Psi. \] (2.6)

Thus, separating (2.5) such that on one side of the equation we have \( i\partial_0 \Psi \) only, we can read off the Hamiltonian \( \hat{H} \) on the other side:
\[ \hat{H} = m_N \gamma^0 + \gamma^0 \gamma^i p_i - i\gamma^0 \gamma^i d_i - \frac{gA}{2} \gamma^0 \gamma^5 c_i. \] (2.7)

We have used \(-i\partial_0 \Psi \equiv p_i \Psi\) (momentum of the nucleon). For \( \hat{H} \) to be Hermitian we find that the \( c_i \) need to be Hermitian while the \( d_i \) are antihermitian,
\[ c_i = c_{i,a} \tau^a, \quad d_i = d_{i,a} \tau^a \quad \text{with} \quad c_{i,a}, d_{i,a} \in \mathbb{R}. \] (2.8)

Since \( \Psi \) is a doublet containing two Dirac spinors, \( \hat{H} \) is an \( 8 \times 8 \) matrix, i.e. by the term \( m_N \gamma^0 \) we actually mean \( m_N \mathrm{diag}(\gamma^0, \gamma^0) \) etc.

### 2.2 A Spiral Configuration

#### 2.2.1 The Spiral

As explained in section 1.4.1 the pions live in the coset space \( SU(2)_L \times SU(2)_R / SU(2)_V = SU(2) \) which is isomorphic (as a manifold) to \( S^3 \). Each \( SU(2) \) matrix \( U \) can be written in the form
\[ U = \xi_0 \mathbb{1} + i \vec{\xi} \cdot \vec{\tau}, \quad \xi_\mu \in \mathbb{R}, \] (2.9)
where we require the condition
\[ \xi_0^2 + \vec{\xi}^2 = 1 \] (2.10)
in order to have \( \det U = 1 \). The condition (2.10) explicitly shows the relation between \( SU(2) \) and \( S^3 \): \( U \) can be seen as a four-dimensional unit vector. Thus, the pions (described by \( U \)) can be thought to live on the three-dimensional surface of the four-dimensional unit sphere.

We now choose the following particular form for the matrix \( U \):
\[ U(\vec{x}) = \cos \alpha_0 \mathbb{1} + i \sin \alpha_0 \left( \cos \varphi(\vec{x}) \tau^1 + \sin \varphi(\vec{x}) \tau^2 \right), \quad \varphi(\vec{x}) = \vec{a} \cdot \vec{x} + \varphi_0, \] (2.11)
which satisfies the condition (2.10). \( \vec{a} \) is a constant three-dimensional vector. In appendix A it is shown that the condition of having a constant connection as well as a constant mass term in the Lagrangian naturally leads us to the configuration (2.11).

Let us interpret this configuration: Since we have \( \xi_3 = 0 \) we restrict ourselves to the two-dimensional hypersurface \( \xi_0^2 + \xi_1^2 + \xi_2^1 = 1 \), i.e. to \( S^2 \). Hence, the matrix describing the pion fields in each point of the three-dimensional space can be represented by a three-dimensional vector lying on the unit sphere at that point. The ground state (no pions) corresponds to \( U = \mathbb{1} \) (see section 1.4.2) which is equivalent to \( \alpha_0 = 0 \). So, \( \alpha_0 \) may be interpreted as the polar angle of the unit sphere, if we choose the ground state to point in the third direction of a cartesian coordinate system. Then, \( \varphi(\vec{x}) \) can be thought of as the azimuthal angle and we can indeed describe the vector representing \( U \) by the ordinary spherical coordinates.

Now let us walk around in space, namely in a plane perpendicular to the vector \( \vec{a} \). This plane may be parametrized as \( \vec{x} = \vec{x}_0 + \lambda \vec{v} + \mu \vec{w} \) where \( \vec{x}_0, \vec{v} \) and \( \vec{w} \) are constant three vectors (\( \vec{v} \) and \( \vec{w} \) linearly independent) and \( \lambda, \mu \in \mathbb{R} \). Since \( \vec{a} \) is perpendicular to both \( \vec{v} \) and \( \vec{w} \) we
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2.2.2 Connection and Vielbein

\[ u(\vec{x}) = \cos \alpha \mathbb{1} + i \sin \alpha \vec{e}(\vec{x}) \cdot \vec{\tau}, \]  

(2.12)

where \( \vec{e}(\vec{x}) \) is a unit vector. Using \((\vec{e} \cdot \vec{\tau})^2 = e_i e_j \tau^i \tau^j = e_i e_j (i \epsilon^{ijk} \tau^k + \delta^{ij} \mathbb{1}) = e_i e_i \mathbb{1} = \mathbb{1}\) (where we used the symmetry of \( e_i e_j \) and the antisymmetry of \( \epsilon^{ijk} \) in the indices \( i \) and \( j \) and the fact that \( \vec{e} \) is a unit vector) we find

\[ u^2(\vec{x}) = (\cos^2 \alpha - \sin^2 \alpha) \mathbb{1} + 2i \sin \alpha \cos \alpha \vec{e}(\vec{x}) \cdot \vec{\tau} = \cos 2\alpha \mathbb{1} + i \sin 2\alpha \vec{e}(\vec{x}) \cdot \vec{\tau} \]

and the requirement \( u^2 = U \) yields

\[ \alpha = \frac{\alpha_0}{2}, \quad \vec{e}(\vec{x}) = (\cos \varphi(\vec{x}), \sin \varphi(\vec{x}), 0). \]  

(2.13)

From this we may calculate the connection and the vielbein (we set the external fields \( r_\mu \) and \( l_\mu \) to zero). For convenience we write \( e_i = \delta_{il} \cos \varphi + \delta_{l2} \sin \varphi \) and, using the particular form of \( \varphi \) of (2.11), \( \partial_i e_j = a_i (\delta_{2j} \cos \varphi - \delta_{lj} \sin \varphi) \). We then have

\[ \Gamma_i = \frac{1}{2} \left[ u^\dagger \partial_i u + u u^\dagger \partial_i \right] \]

\[ = \frac{1}{2} \left[ (\cos \alpha \mathbb{1} - i \sin \alpha e_i \tau^i)i \sin \alpha \partial_i e_j \tau^j - (\cos \alpha \mathbb{1} + i \sin \alpha e_i \tau^i)i \sin \alpha \partial_i e_j \tau^j \right] \]

\[ = \frac{1}{2} \cdot 2 \sin^2 \alpha e_k \epsilon^{kjl} \partial_i e_j \tau^l = a_i \sin^2 \alpha \delta_{1k} \cos \varphi + \delta_{2k} \sin \varphi)(\delta_{2j} \cos \varphi - \delta_{lj} \sin \varphi)\tau^k \tau^j \]

\[ = a_i \sin^2 \alpha (\delta_{1k} \delta_{2j} \cos^2 \varphi - \delta_{1k} \delta_{lj} \cos \varphi - \delta_{lk} \delta_{2j} \sin \varphi \cos \varphi - \delta_{lk} \delta_{lj} \sin^2 \varphi)(i \epsilon^{kjl} \tau^l + \delta^{kjl} \mathbb{1}). \]

The second and third term in the squared bracket vanish because of (anti-)symmetry of the indices \( k \) and \( j \) when multiplied with \( \epsilon^{kjl} \) and because they cancel when multiplied with \( \delta^{kjl} \). The first and the fourth term disappear when multiplied with \( \delta^{kjl} \) because the indices cannot coincide in both Kronecker deltas at the same time. Thus, what is left is

\[ \Gamma_i = i a_i \sin^2 \alpha (\cos^2 \varphi \epsilon^{12l} \tau^l - \sin^2 \varphi \epsilon^{21l} \tau^l) = i a_i \sin^2 \alpha \tau^3. \]  

(2.14)

The vielbein:

\[ u_i = i \left[ u^\dagger \partial_i u - u u^\dagger \partial_i \right] \]

\[ = i \left[ (\cos \alpha \mathbb{1} - i \sin \alpha e_i \tau^i)i \sin \alpha \partial_i e_j \tau^j + (\cos \alpha \mathbb{1} + i \sin \alpha e_i \tau^i)i \sin \alpha \partial_i e_j \tau^j \right] \]

\[ = -2 \cos \alpha \sin \alpha \partial_i e_j \tau^j = -2a_i \cos \alpha \sin \alpha (\sin \varphi \tau^1 + \cos \varphi \tau^2). \]  

(2.15)
Obviously $u_i$ is not a constant field in contrast to what we demanded in (2.2). It can however be made constant by an appropriate $SU(2)_V$ gauge transformation. As can be shown, the transformation behavior of $u_\mu$ under local $SU(2)_L \times SU(2)_R$ is given by

$$u_\mu \rightarrow K u_\mu K^\dagger,$$

where $K$ is the compensator field introduced in section 1.8.1. Starting from the equation

$$\partial_\mu K = K \Gamma_\mu - \Gamma'_\mu K$$

(derived in [5]) and using the relation $\partial_\mu K K^\dagger = -K \partial_\mu K^\dagger$, we find the transformation behavior of the connection to be

$$\Gamma_\mu \rightarrow K (\Gamma_\mu + \partial_\mu) K^\dagger.$$

In the case of the isospin transformation $L = R = V$ we have $K = V$ (see [5]). Writing out $u_i$ in matrix form,

$$u_i(x) = -2a_i \cos \alpha \sin \alpha \left( \begin{array}{cc} 0 & -\sin \varphi(x) - i \cos \varphi(x) \\ -\sin \varphi(x) + i \cos \varphi(x) & 0 \end{array} \right)$$

$$= -2a_i \cos \alpha \sin \alpha \left( \begin{array}{cc} 0 & -i \exp(-i \varphi(x)) \\ i \exp(i \varphi(x)) & 0 \end{array} \right),$$

and parametrizing the $SU(2)$ matrix $V$ in the following way,

$$V(x) = \left( \begin{array}{cc} \exp(i \chi(x)) & 0 \\ 0 & \exp(-i \chi(x)) \end{array} \right),$$

we find, using (2.16), for the transformed vielbein

$$u'_i(x) = -2a_i \cos \alpha \sin \alpha \left( \begin{array}{cc} 0 & -i \exp(-i \varphi(x) + 2i \chi(x)) \\ i \exp(i \varphi(x) - 2i \chi(x)) & 0 \end{array} \right)$$

(2.20)

and, using (2.18), for the transformed connection

$$\Gamma'_i(x) = ia_i \sin^2 \alpha \tau^3 - i \partial_i \chi(x) \tau^3.$$  

(2.21)

We have dropped the arrow on $\vec{x}$ and will go on like this for convenience (remember that we do not have time evolution). (2.20) leads to the choice $\chi(x) = \frac{1}{2} \varphi(x)$; then the vielbein gets constant and we obtain

$$\Gamma'_i = ia_i (\sin^2 \alpha - \frac{1}{2}) \tau^3 = d_i = \text{const}$$

(2.22)

$$u'_i = -2a_i \cos \alpha \sin \alpha \tau^2 = c_i = \text{const}. $$

(2.23)

For (2.22) we have used the form of $\varphi(x)$ introduced in (2.11).

### 2.2.3 Pion Contribution to the Energy Density

Making use of $U = u^2, u^\dagger u = 1$, the identities $u_\mu \partial_\mu u^\dagger = -\partial_\mu uu^\dagger$ and $u^\dagger \partial_\mu u = -\partial_\mu uu^\dagger$ as well as the cyclicity of the trace, it is easy to show that

$$\langle \partial_\mu U \partial^\mu U^\dagger \rangle = \langle u_\mu u^\mu \rangle.$$  

(2.24)

\footnote{both following from $uu^\dagger = u^\dagger u = 1$}
With (2.23) we thus find (dropping the prime)
\[
\langle \partial_\mu U \partial^\mu U^\dagger \rangle = \langle u_i u^i \rangle = 4 \cos^2 \alpha \sin^2 \alpha a_i a^i (I) = 8 \cos^2 \alpha \sin^2 \alpha a_i a^i.
\] (2.25)

We finally need
\[
\langle M U^\dagger + UM^\dagger \rangle = \langle M(U^\dagger + U) \rangle = 2 \cos \alpha_0 \langle M \rangle = 2 \cos \alpha_0 (m_u + m_d),
\] (2.26)

where we have used \( M^\dagger = M \). Thus, remembering (2.13), the mesonic part of the Lagrangian reads
\[
L_p = 2 F^2 \cos^2 \alpha \sin^2 \alpha a_i a^i + F^2 B \cos \alpha_0 (m_u + m_d)
\]
\[
= \frac{F^2}{2} \sin^2 \alpha_0 a_i a^i + F^2 B \cos \alpha_0 (m_u + m_d).
\] (2.27)

Since we have \( \partial_0 U = 0 \) we obtain for the energy density due to the pions
\[
\epsilon_p = \mathcal{H}_p = -L_p = - \frac{F^2}{2} \sin^2 \alpha_0 a_i a^i - F^2 B \cos \alpha_0 (m_u + m_d)
\]
\[
= \frac{F^2}{2} a_i a^i \sin^2 \alpha_0 - F^2 B \cos \alpha_0 (m_u + m_d),
\] (2.28)

where in the last step we used \( a_i a^i = -a_i a_i = -|\vec{a}|^2 = -a^2 \).

## 2.3 Fermionic Contribution to the Energy

The fermionic energy is found by calculating the eigenvalues of the single-particle Hamiltonian (2.7). In principle this corresponds to the calculation done in section 2.2.3 for pions but since these are scalar degrees of freedom, this calculation was much simpler.

Comparing (2.8) with (2.22) and (2.23), we find that only \( c_{1,2} \neq 0 \) and \( d_{i,3} \neq 0 \) and we set
\[
\beta_i := c_{i,2} = -2 a_i \cos \alpha \sin \alpha = -a_i \sin \alpha_0
\] (2.29)
\[
\delta_i := d_{i,3} = a_i (\sin^2 \alpha - \frac{1}{2}) = \frac{a_i}{2} \cos \alpha_0.
\] (2.30)

The Hamiltonian can then be written as
\[
\hat{H} = m_N \gamma^0 \mathbb{1} + \gamma^0 \gamma^i p_i \mathbb{1} - \gamma^0 \gamma^i \delta_i \gamma^3 - \frac{g_A}{2} \gamma^0 \gamma^i \gamma_5 \beta_i \gamma^2,
\] (2.31)

where \( \mathbb{1} \) means the 2 \( \times \) 2 unit matrix. The eigenvalues of the Hamiltonian are found by Mathematica and read
\[
E_\pm^+ = \sqrt{p^2 + \delta^2 + m_N^2 + \frac{1}{4} g_A^2 \beta^2} \pm \sqrt{4 (p_i \delta_i)^2 + g_A^2 \{m_N^2 \beta^2 + \delta^2 \beta^2 + (p_i \beta_i)^2 - (\delta_i \beta_i)^2\}}
\] (2.32)
\[
E_\pm^- = -\sqrt{p^2 + \delta^2 + m_N^2 + \frac{1}{4} g_A^2 \beta^2} \pm \sqrt{4 (p_i \delta_i)^2 + g_A^2 \{m_N^2 \beta^2 + \delta^2 \beta^2 + (p_i \beta_i)^2 - (\delta_i \beta_i)^2\}},
\] (2.33)

where \( p^2 = p_1^2 + p_2^2 + p_3^2 \) etc. Each of these four eigenvalues is twofold degenerate, such that we have eight eigenvalues altogether. Although in the original basis \( \Psi \) has the form (1.58), in the new basis where \( \hat{H} \) is diagonal, the eigenvectors contain linear combinations of the
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different \( p \)- and \( n \)-spinor components. It is therefore not straightforward to decide which eigenvalue belongs to which state. However, negative energy states (which are the antistates to the positive energy states) should not be considered in the effective theory, since we work at an energy scale of \( m_N \) and consider only small deviations from it. Considering the negative energies would mean a deviation of \( 2m_N \) which is way too large to do ChPT. Hence we neglect the \( E_{-\pm} \).

Due to (2.29) and (2.30) the two vectors \( \vec{\beta} \) and \( \vec{\delta} \) are parallel and therefore the two terms \( \delta^2 \beta^2 \) and \((\delta \cdot \beta)^2\) cancel, such that the fermionic energy reads

\[
E_{\pm} = \sqrt{p^2 + \delta^2 + m_N^2} \pm \frac{1}{4} g_A^2 \beta^2 \pm \sqrt{4(p \cdot \delta)^2 + g_A^2 \{ m_N^2 \beta^2 + (p \cdot \beta)^2 \}}. \tag{2.34}
\]

Making an expansion of (2.34) in powers of \( 1/m_N \) yields

\[
E_{\pm} = m_N + \frac{p^2}{2m_N} + \frac{\delta^2}{2m_N} \pm \frac{1}{2} g_A \beta + \mathcal{O}(\frac{1}{m_N}), \tag{2.35}
\]

where \( \beta = \sqrt{\beta_1^2 + \beta_2^2 + \beta_3^2} \geq 0 \). \( E_{\pm} \) is the energy of one linear combined state. We now want to calculate the energy due to a given amount of states. To do this, we fill, in a given volume \( L^3 \), the fermions up to some Fermi energy. Let us suppose the temperature \( T = 0 \) or at least a sufficiently low temperature to assume that we have occupied states only up to the Fermi energy. Since the dispersion relation (2.35) depends only on \( p^2 \), in momentum space the Fermi surface is a sphere and to the Fermi energy corresponds a Fermi momentum \( p_F \).

The number of possible modes in a region \( d^3p \) is

\[
\left( \frac{L}{2\pi} \right)^3 d^3p,
\]

which (neglecting of course the interaction between the fermions) remains the same even if we consider two different particles (since all the creation and annihilation operators of different particles anticommute with each other, the statistic of one particle is completely independent of the other). Hence, we can talk about two separate Fermi momenta \( p_{F+} \) and \( p_{F-} \). Given these, for the particle numbers \( N_{\pm} \) we then find

\[
N_{\pm} = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi sphere}} d^3p = 2 \left( \frac{L}{2\pi} \right)^3 \frac{4\pi}{3} p_{F\pm}^3. \tag{2.36}
\]

The factor 2 appears because the states \( E_{\pm} \) are each twofold degenerate. We calculate \( N_{\pm} \) since we want to express the fermionic energy in terms of the particle number or particle number density respectively rather than in terms of Fermi momenta. The particle number density is

\[
n_{\pm} = \frac{N_{\pm}}{L^3} = \frac{p_{F\pm}^3}{3\pi^2}. \tag{2.37}
\]

Now, using (2.35) the total energy of all fermions of a given sort up to the Fermi momentum
is
\[ E_{\text{tot}}^\pm = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi sphere}} d^3p E_\pm(p) \]

\[ = \left( m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} gA\beta \right) \cdot 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi sphere}} d^3p + 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi sphere}} d^3p \frac{p^2}{2m_N} \]

\[ = \left( m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} gA\beta \right) N_\pm + \frac{1}{m_N} \left( \frac{L}{2\pi} \right)^3 4\pi \int_0^{p_F \pm} dp p^4 \]

\[ = \left( m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} gA\beta \right) N_\pm + \frac{L^3}{2m_N} \frac{p_F^5 \pm}{5}. \quad (2.38) \]

Using now (2.37) to replace \( p_F \pm \) in terms of \( n_\pm \) we find for the energy densities
\[ \epsilon_{\text{tot}}^\pm = \frac{E_{\text{tot}}^\pm}{L^3} = \left( m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} gA\beta \right) n_\pm + \frac{(3\pi^2 n_\pm)^{5/3}}{10\pi^2 m_N}. \quad (2.39) \]

The total fermionic contribution to the energy density \( \epsilon_f = \epsilon_{\text{tot}}^+ + \epsilon_{\text{tot}}^- \) finally reads
\[ \epsilon_f = \left( m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} gA\beta \right) n_\pm + \frac{(3\pi^2 n_\pm)^{5/3}}{10\pi^2 m_N} \]

\[ = \left( m_N + \frac{\delta^2}{2m_N} \right) n + \frac{gA\beta}{2} (n_+ - n_-) + \frac{(3\pi^2)^{5/3}}{10\pi^2 m_N} \left( n_+^{5/3} + n_-^{5/3} \right), \quad (2.40) \]

where in the last step we set the total particle number density \( n = n_+ + n_- \).

### 2.4 The Total Energy Density

The total energy density is given by this fermionic part and the pionic part of (2.28). Assuming for simplicity the isospin limit \( m_u = m_d \) we can use (1.42). Together with (2.29) and (2.30) and remembering that \( n_+ + n_- = n \) fixed and so \( n_- = n - n_+ \) we then get for the total energy density the following expression:
\[ \epsilon_{\text{tot}} = \epsilon_f + \epsilon_p = \left( m_N + \frac{a^2 \cos^2 \alpha_0}{8m_N} \right) n - \frac{g_A}{2} a \sin \alpha_0 (n - 2n_+) \]

\[ + \frac{(3\pi^2)^{5/3}}{10\pi^2 m_N} \left( n_+^{5/3} + (n - n_+)^{5/3} \right) + \frac{F^2}{2} a^2 \sin^2 \alpha_0 - F^2 M_7^2 \cos \alpha_0. \quad (2.41) \]

Let us find the value of \( a \) that minimizes \( \epsilon_{\text{tot}} \):
\[ \frac{\partial \epsilon_{\text{tot}}}{\partial a} = \frac{a n \cos \alpha_0}{4m_N} - \frac{g_A}{2} \sin \alpha_0 (n - 2n_+) + F^2 a \sin^2 \alpha_0 \]

\[ \Rightarrow a_{\text{min}} = \frac{2m_N g_A \sin \alpha_0 (n - 2n_+)}{n \cos^2 \alpha_0 + 4m_N F^2 \sin^2 \alpha_0}. \quad (2.42) \]

The second derivative is always positive for \( 0 \leq \alpha_0 \leq \pi/2 \), showing that we have found a minimum. After plugging \( a_{\text{min}} \) into \( \epsilon_{\text{tot}} \) the first derivative with respect to \( \alpha_0 \) reads
\[ \frac{\partial \epsilon_{\text{tot}}}{\partial \alpha_0} = F^2 M_7^2 \sin \alpha_0 - \frac{2g_A^2 m_N (n - 2n_+)^2 \sin 2\alpha_0}{(4F^2 m_N + n + (n - 4F^2 m_N) \cos 2\alpha_0)^2}. \quad (2.43) \]
For a minimum this expression needs to vanish and we get

\[ F^2 M_\pi^2 \sin \alpha_0 \left( 4 F^2 m_N + n + (n - 4 F^2 m_N \cos 2 \alpha_0) \right)^2 = 2 g_A^2 m_N n (n - 2 n_+)^2 \sin 2 \alpha_0. \] (2.44)

This equation determines how the angle \( \alpha_0 \) will adjust itself for given densities \( n \) and \( n_+ \).

## 2.5 Chiral Limit

Let us now consider the chiral limit, i.e. set \( M_\pi = 0 \). Then the left hand side of (2.41) vanishes and for \( n_+ \neq n/2 \) we conclude \( \sin 2 \alpha_0 = 0 \). In the interval \( 0 \leq \alpha_0 \leq \pi/2 \) this has two solutions; \( \alpha_0 = 0 \) and \( \alpha_0 = \pi/2 \). Let us examine the second derivative of \( \epsilon_{\text{tot}} \) with respect to \( \alpha_0 \) at \( \alpha_0 = \pi/2 \):

\[ \frac{\partial^2 \epsilon_{\text{tot}}}{\partial \alpha_0^2} \bigg|_{\alpha_0 = \pi/2} = \frac{g_A^2 m_N (n - 2 n_+)^2}{16 F^4 m_N} \quad \text{(2.45)} \]

This is always positive (except for \( n_+ = n/2 \) where it vanishes) and thus the minimum of \( \epsilon_{\text{tot}} \) is at \( \alpha_0 = \pi/2 \). So, in the chiral limit the vector representing the pions will move in the equatorial plane. There (2.29) and (2.30) become \( \delta_i = 0 \) and \( \beta_i = -a_i \), hence \( a^2 = \beta^2 \). We therefore get

\[ \epsilon_p = \frac{F^2}{2} a^2 = \frac{F^2}{2} \beta^2 \] (2.46)

and

\[ \epsilon_f = m_N n - \frac{g_A \beta}{2} (n - 2 n_+) + \frac{(3 \pi^2)^{5/3}}{10 \pi^2 m_N} \left( n_+^{5/3} + (n - n_+)^{5/3} \right). \] (2.47)

Let us find the value for \( \beta \) such that \( \epsilon_{\text{tot}} = \epsilon_p + \epsilon_f \) gets minimized:

\[ \frac{\partial \epsilon_{\text{tot}}}{\partial \beta} = F^2 \beta - \frac{g_A}{2} (n - 2 n_+) \frac{1}{\beta} \quad \Rightarrow \quad \beta = \frac{g_A}{2 F^2} (n - 2 n_+) \quad \text{(2.48)} \]

Since \( \beta \geq 0 \) we must have \( n_+ \leq n/2 \), which makes sense as the lower energy states \( E_- \) are energetically favored and \( n_+ > n/2 \) would only increase the energy density. Plugging the expression for \( \beta \) into \( \epsilon_{\text{tot}} \) yields

\[ \epsilon_{\text{tot}} = m_N n - \frac{g_A^2}{8 F^2} (n - 2 n_+)^2 + \frac{(3 \pi^2)^{5/3}}{10 \pi^2 m_N} \left( n_+^{5/3} + (n - n_+)^{5/3} \right). \] (2.49)

At a fixed total density \( n \) we now vary \( n_+ \) in order to find extrema of the total energy density:

\[ \frac{\partial \epsilon_{\text{tot}}}{\partial n_+} = \frac{(3 \pi^2)^{5/3}}{6 \pi^2 m_N} \left( n_+^{2/3} - (n - n_+)^{2/3} \right) - \frac{g_A^2}{2 F^2} (2 n_+ - n) \frac{1}{\beta} \equiv 0. \] (2.50)

From a plot of \( \partial \epsilon_{\text{tot}}/\partial n_+ \) (see fig. 2.1a) one finds that for small \( n \) this equation has the only solution \( n_+ = n_+ = n/2 \). The second derivative at \( n_+ = n/2 \) reads

\[ \frac{\partial^2 \epsilon_{\text{tot}}}{\partial n_+^2} \bigg|_{n_+ = n/2} = \frac{2 (3 \pi^2)^{5/3}}{9 \pi^2 m_N} \left( \frac{2}{n} \right)^{1/3} - \frac{g_A^2}{2 F^2} \] (2.51)

which is positive for

\[ n < \frac{16 F^6 \pi^4}{3 g_A^2 m_N^3}. \] (2.52)

\(^2\)For \( n_+ = n/2 \) we have \( a = 0 \) according to (2.42). However, this implies a non-spiral configuration, see the remark preceding (2.53).
The symbol $\circ$ reminds us that we are in the chiral limit.

Thus, for densities $n$ smaller than this value $n_+ = n_- = n/2$ is the only minimum of $\epsilon_{tot}$. In this case we have, using (2.48), $\beta = 0$. But since $\beta = a = |\vec{a}|$ it follows that $a = 0$ and so $\varphi(\vec{x}) = \varphi_0$ (see (2.11)). In this case we therefore do not have a spiral. The energy density of this non-spiral configuration is

$$
\epsilon_{tot}^{ns} = m_N n + \frac{(3\pi^2 n)^{5/3}}{5 \cdot 2^{5/3} \pi^2 m_N} = m_N n + \frac{3}{10 m_N} \left( \frac{9}{4} \pi^4 n^5 \right)^{1/3}.
$$

(2.53)

For densities $n > \hat{n}_c$ an interesting thing happens: Since in this case the second derivative of $\epsilon_{tot}$ at $n_+ = n/2$ becomes negative, $n_+ = n/2$ becomes a maximum. Additionally, (2.50) now has two roots (see fig. 2.1b), where, since the one at $n_+ = n/2$ is a maximum, the other is a minimum.

With increasing $n$ the additional root of (2.50) moves to the left of the interval $0 \leq n_+ \leq n/2$ and eventually leaves it. The “upper critical density” $\hat{n}_c^u$ where this happens is found by solving $\partial \epsilon_{tot} / \partial n_+(0) = 0$ for $n$, which yields

$$
\hat{n}_c^u = \frac{9 F^6 \pi^4}{g a^4 m_N^5}.
$$

(2.54)

For densities $n > \hat{n}_c^u$ $\partial \epsilon_{tot} / \partial n_+$ looks like in fig. 2.1c and we do not have a local minimum in the interval $0 \leq n_+ \leq n/2$ anymore but instead a global one at $n_+ = 0$. Hence, $\hat{n}_c^u$ is the density from where on $E_-$ is completely filled.

The relevant fact is that for $n > \hat{n}_c$ the energy density gets lower than $\epsilon_{tot}^{ns}$ for some $n_+ \neq n/2$ and hence for a spiral configuration.

For the calculation of the numerical value of $\hat{n}_c$ we use, as mentioned in the introduction, the values of the low energy constants in the chiral limit, as well as the physical ones. The value of the pion decay constant in the chiral limit was found in [14], we take $F = 86$ MeV,
while the physical value is taken to be $F = 93\text{ MeV}$. The nucleon mass $\hat{m}_N$ in the chiral limit was calculated in [19]; we set $\hat{m}_N = 882\text{ MeV}$. For the physical nucleon mass we choose $m_N = 939\text{ MeV}$ (neutron mass). Finally, the axial-vector coupling constant $\hat{g}_A$ in the chiral limit was extrapolated in [20] with a rather large uncertainty. We take $\hat{g}_A = 1.20$, while the physical value is more precisely known; we take $g_A = 1.26$.

If $\hat{n}_c$ denotes the critical particle number density in the chiral limit, (2.52) then yields

$$\hat{n}_c = 102.6\text{ GeV}^3$$

or $\hat{n}_c^{1/3} = 46.81\text{ MeV}$

(2.55)

when using the values of the low energy constants in the chiral limit and

$$\hat{n}_c = 101.5\text{ GeV}^3$$

or $\hat{n}_c^{1/3} = 46.64\text{ MeV}$

(2.56)

when calculating with the physical low energy constants. We see that the difference between these two results is quite small, i.e. the value of the critical particle density does not strongly depend on uncertainties in the low energy constants. This will also be true for all the further results and for this reason we will quote the result obtained using the low energy constants in the chiral limit only.

Let us compare the value in (2.55) to the nuclear matter density. The radius of a typical nucleus of an atom with $A$ nucleons is $R \approx A^{1/3}r_0$, where $r_0 \approx 1.3\text{ fm}$. With

$$A = \frac{4\pi}{3}nR^3$$

it follows for the nuclear matter density

$$n_{\text{nuclear}} = \frac{3}{4\pi r_0^3} = 0.11\text{ fm}^{-3},$$

(2.57)

or, using $1\text{ fm} = 1/197.3\text{ MeV}^{-1}$,

$$n_{\text{nuclear}}^{1/3} \approx 95\text{ MeV}.$$  

(2.58)

Hence, at least in the chiral limit, we can expect a spiral configuration to occur already at densities smaller than ordinary nuclear matter.

### 2.6 Away from the Chiral Limit

As soon as we allow the quarks to bear masses, $M_\pi$ will no longer be zero and the vector representing the pions will no longer move in the equatorial plane. Rather, $\alpha_0$ will adjust according to (2.44).

Plugging (2.42) into (2.41) and varying the resulting expression with respect to $n_+$ leads to the equation

$$5(9\pi^4)^{1/3}n\cos^2\alpha_0 \left( n_+^{2/3} - (n - n_+)^{2/3} \right)$$

$$+ 4m_N^2 \sin^2\alpha_0 \left( g_A^2 m_N(n - 2n_+) + (9\pi^4)^{1/3}F^2 \left( n_+^{2/3} - (n - n_+)^{2/3} \right) \right) = 0. (2.59)$$

Again, this equation is always solved by $n_+ = n/2$. According to (2.42) this means $\alpha = 0$ and hence a non-spiral configuration.

Since we have two parameters now, $n_+$ and $\alpha_0$, there does not seem to exist a straightforward way to analytically determine a critical fermionic density from where on a spiral configuration ($n_+ \neq n/2$) is energetically favored. Hence, we approach this problem numerically.
Chapter 2. Chiral Spirals - A First Approach

The energy density of reference we aim to undercut is the one of the non-spiral-configuration where \( n_+ = n/2 \) and \( a = 0 \). From (2.41) we find

\[
\epsilon_{\text{tot}} \bigg|_{a=0,n_+=n/2} = m_N n + \frac{3}{10m_N} \left( \frac{9}{4} \pi^4 n^5 \right)^{1/3} - F^2 M_\pi^2 \cos \alpha_0, \tag{2.60}
\]

which is minimized by \( \alpha_0 = 0 \). The non-spiral energy density therefore reads

\[
\epsilon_{\text{ns}} = m_N n + \frac{3}{10m_N} \left( \frac{9}{4} \pi^4 n^5 \right)^{1/3} - F^2 M_\pi^2. \tag{2.61}
\]

If we take the total energy density as a function of the two parameters, \( \epsilon_{\text{tot}}(n_+, \alpha_0) \), then the interesting quantity to look at is

\[
d(n_+, \alpha_0) := \epsilon_{\text{ns}} - \epsilon_{\text{tot}}(n_+, \alpha_0) = \epsilon_{\text{tot}}(n/2, 0) - \epsilon_{\text{tot}}(n_+, \alpha_0), \tag{2.62}
\]

which denotes the difference of energy densities between the non-spiral configuration and a particular configuration with parameters \( n_+ \) and \( \alpha_0 \). Whenever \( d(n_+, \alpha_0) < 0 \), the non-spiral configuration will be energetically favored. But as soon as we can find a configuration such that \( d(n_+, \alpha_0) > 0 \), this configuration will have \( n_+ \neq n/2 \), since (2.60) tells us that for \( n_+ = n/2 \) the parameter \( \alpha_0 \) will go to zero and hence \( d = 0 \neq 0 \). This configuration will therefore be a spiral configuration and will have a lower total energy density than the non-spiral one. The fermionic density where this is possible for exactly one configuration will be our critical density \( n_c \). Let us refer to the corresponding parameters as the critical ones; \( n_c^+ \) and \( \alpha_0^c \). Fig. 2.2 shows the function \( d(n_+, \alpha_0) \) for \( M_\pi = 2 \text{ MeV} \) and \( n^{1/3} = 49.7 \text{ MeV} \), using the low energy constants in the chiral limit.

![Figure 2.2: d(n_+, \alpha_0) for M_\pi = 2 \text{ MeV} and n^{1/3} = 49.7 \text{ MeV}](image)

Obviously we are in this case already above the critical density since \( d(n_+, \alpha_0) > 0 \) for a whole region in the parameter space.

A first observation is the following: For small values of \( M_\pi \) the critical parameter \( n_c^+ \) will lie somewhere in the interval \( 0 < n_c^+ < n/2 \). For increasing values it will move towards lower values and eventually reach \( n_c^+ = 0 \) for a certain pion mass \( M_\pi = M_c^0 \). This is visualized in fig. 2.3 where contour plots of \( d(n_+, \alpha_0) \) for different values of \( M_\pi \) just above the critical density \( n_c \) are shown. For comparison: Fig. 2.3a shows the same situation as fig. 2.2 From this plots the above statement is obvious. For pion masses larger than \( M_c^0 \approx 20 \text{ MeV} \) the critical parameter \( n_c^+ \) drops down to zero. For an investigation including physical pion masses we can therefore clearly constrain our analysis to the \( n_+ = 0 \) parameter subspace.

Although we now have just one parameter \( \alpha_0 \) to consider, the problem of finding the critical fermionic density \( n_c \) from where on \( \epsilon_{\text{tot}}(0, \alpha_0) < \epsilon_{\text{tot}}(n/2, 0) \) still seems to be nontrivial
2.6. Away from the Chiral Limit

The fermionic densities are chosen to be slightly above the critical ones.

(since the condition $\partial \epsilon_{\text{tot}}(0, \alpha_0)/\partial \alpha_0 = 0$ is complicated to solve for $\alpha_0$). We therefore go on numerically in the following way: For each value of $n$ in a given interval we numerically calculate the maximum value of $d(0, \alpha_0)$, which we call $d_{\text{max}}(n)$. As long as $d_{\text{max}} < 0$, the non-spiral configuration will have a lower energy density. For large enough values of $n$, we will however find $d_{\text{max}} > 0$, which means, that the spiral configuration will appear. The critical density $n_c$ is therefore just the root of $d_{\text{max}}(n)$.

The plot in fig. 2.4a shows $d_{\text{max}}(n)$, numerically found by Mathematica, using a physical pion mass of $M_\pi = 135$ MeV. The continuous graph was obtained by using the low energy constants in the chiral limit, while the dashed graph shows $d_{\text{max}}(n)$ using the physical values (again showing the weak dependence of the result on variations of the low energy constants). For small values of $n$ $d_{\text{max}}$ is small but negative, actually $d_{\text{max}} \rightarrow 0$ as $n \rightarrow 0$. This is consistent, since at small densities the system will increase its total energy density only slightly when choosing a spiral configuration instead of a homogeneous one. For increasing particle density this effect however becomes stronger, i.e. the difference between $\epsilon_{\text{tot}}$ and $\epsilon_{\text{tot}}^{\text{ns}}$ becomes larger. However, for densities larger than around $85^3 \text{ MeV}^3$ the difference starts to shrink again since the lowering of the fermionic energy due to the spiral configuration (that increases the energy in the pionic sector) starts to carry weight. For densities higher than around $100^3 \text{ MeV}^3$ the decrease of the fermionic energy becomes larger than the increase of the pionic energy, i.e. the total energy density is lowered for a spiral configuration and $d_{\text{max}}$ becomes positive. The root, i.e. the critical density is found to be located at

$$n_c = 1069.6 \text{ GeV}^3 \quad \text{or} \quad n_c^{1/3} = 102.27 \text{ MeV}. \quad (2.63)$$

Besides vanishing and physical pion mass, let us find the critical density additionally for some intermediate pion mass. We take $M_\pi = 40$ MeV, which is considerably lower than the physical mass but still higher than the critical mass of about 20 MeV from where on we can set $n_+ = 0$. Fig. 2.4b shows again the function $d_{\text{max}}(n)$. The critical density (let us denote it by $\bar{n}_c$) is

$$\bar{n}_c = 345.4 \text{ GeV}^3 \quad \text{or} \quad \bar{n}_c^{1/3} = 70.16 \text{ MeV}. \quad (2.64)$$
Figure 2.4: The maximum values of $d(0, \alpha_0)$ as a function of $n$ for physical pion mass as well as for $M_\pi = 40$ MeV. Continuous graph: Low energy constants in the chiral limit; Dashed graph: Physical low energy constants.
Chapter 3

Higher Orders

The calculations in chapter 2 showed that the critical particle number density for the spiral configuration to occur lies in the region of nuclear matter density. It is not obvious that we can still trust ChPT at such high fermionic densities. In this chapter we therefore want to take higher orders into account and check their influence on the results. First, we continue the expansion of the relativistic expression for the fermionic one-particle energy up to \(O(\frac{m^2 - 2}{N})\). This will point out the so far uncared problem that the expansion in the way we do it is not valid for all values of the spiral parameters. After having realized that the simple continuation of the energy expansion will yield no results, we perform the expansion explicitly for small values of the parameter \(\alpha_0\).

Next, we take higher orders of the baryonic Lagrangian into account, breaking chiral symmetry explicitly also in this sector.

3.1 Higher Orders in the Energy Expansion

First, let us examine how the above results will be affected if we continue the non-relativistic expansion (2.35) of \(E^\pm\) up to order \(1/m_N^2\). We then have

\[
E^\pm = m_N + \frac{p^2}{2m_N} + \frac{\delta^2}{2m_N} \pm \frac{1}{2} g_A \beta \pm \frac{1}{4g_A^2 m_N^2} \left\{ 4 (\vec{p} \cdot \vec{\delta})^2 + g_A^2 \left[ (\vec{p} \cdot \vec{\beta})^2 - \beta^2 (p^2 + \delta^2) \right] \right\} + O\left( \frac{1}{m_N^3} \right). \tag{3.1}
\]

The first term proportional to \(m_N^{-2}\) shows a severe problem: The \(\beta\) in the denominator may get small for small values of \(\alpha_0\) and the expansion fails as the term explodes. This will be analyzed further, see below.

Unlike \(E^\pm\) of (2.35) the energies now not only depend on the absolute value \(p\) of the fermion momentum, but also on its direction. The Euclidean scalar products \(\vec{p} \cdot \vec{\delta} = p_i \delta_i\) and \(\vec{p} \cdot \vec{\beta} = p_i \beta_i\) may be rewritten in terms of the absolute values of \(\vec{p}, \vec{\delta}\) and \(\vec{\beta}\) and the angles \(\angle (\vec{p}, \vec{\delta})\) and \(\angle (\vec{p}, \vec{\beta})\) respectively, which turn out to be the same, namely \(\angle (\vec{p}, \vec{a})\), because of (2.29) and (2.30). Denoting this angle by \(\theta\) and choosing the coordinate system such that the third axis points into the direction of \(\vec{a}\), we have

\[
\begin{align*}
\vec{p} \cdot \vec{\delta} &= p \delta \cos \theta = p_3 \delta \\
\vec{p} \cdot \vec{\beta} &= p \beta \cos \theta = p_3 \beta.
\end{align*}
\]

Since \(E^\pm\) is now not only a function of \(p^2\) but also of \(\theta\) or \(p_3\) explicitly, the Fermi surface is not a sphere anymore. In order to see its shape in the momentum space, let us rewrite (3.1)
as
\[ E_\pm = w_1^\pm + w_2^\pm p^2 + w_3^\pm p^2_3, \tag{3.4} \]
where
\[ w_1^\pm = m_N + \frac{\delta^2}{2m_N} \pm \frac{1}{2} g_A \beta \mp \frac{g_A \beta \delta^2}{4m_N^2} \tag{3.5} \]
\[ w_2^\pm = \frac{1}{2m_N} \pm \frac{\beta g_A}{4m_N^2} \tag{3.6} \]
\[ w_3^\pm = \pm \frac{4g_A^2 \beta^2}{4g_A \beta m_N} \tag{3.7} \]
are constants with respect to \( p_i \).

Fixing now \( E_\pm \) to certain values (e.g. the Fermi energies) \( E_F^\pm \), we may write (3.4) as
\[ \frac{w_2^\pm}{E_F^\pm - w_1^\pm p^2_1} + \frac{w_2^\pm}{E_F^\pm - w_1^\pm p^2_1} + \frac{w_3^\pm}{E_F^\pm - w_1^\pm p^2_3} = 1, \tag{3.8} \]
which is the equation of an ellipsoid in momentum space. A general ellipsoid
\[ \frac{p_1^2}{a^2} + \frac{p_2^2}{b^2} + \frac{p_3^2}{c^2} = 1 \tag{3.9} \]
has the volume
\[ V_{\text{ellipsoid}} = \frac{4\pi}{3} abc, \tag{3.10} \]
so the volume of our Fermi ellipsoid is
\[ V_{\text{FE}} = \frac{4\pi (E_F^\pm - w_1^\pm)^{3/2}}{3w_2^\pm \sqrt{w_2^\pm + w_3^\pm}} \tag{3.11} \]

When calculating the particle numbers \( N_\pm \) (cf. (2.36)) and the total energies \( E_{\text{tot}}^\pm \) (cf. (2.38)), we have to integrate over this Fermi ellipsoid. Let us first find the particle number:
\[ N_\pm = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi ellipsoid}} d^3p = 2 \left( \frac{L}{2\pi} \right)^3 V_{\text{FE}} = \frac{L^3 (E_F^\pm - w_1^\pm)^{3/2}}{3\pi^2 w_2^\pm \sqrt{w_2^\pm + w_3^\pm}} \tag{3.12} \]

In order to calculate the total energy of all fermions of a given sort, we have to integrate \( E_\pm \) of (3.4) over the Fermi ellipsoid. From (3.8) we see that the integration variable transformation
\[ p_1^2 \to p_1^2 \]
\[ p_2^2 \to p_2^2 \]
\[ p_3^2 \to p_3^2 = \frac{w_2^\pm + w_3^\pm p_3^2}{w_2^\pm} \tag{3.13} \]
maps the ellipsoid to a sphere \( S \) of radius
\[ r_{S \pm} = \sqrt{\frac{E_F^\pm - w_1^\pm}{w_2^\pm}}, \tag{3.14} \]
which is an integration region we can easily deal with by changing to spherical coordinates; $p_1 = p \sin \theta \cos \phi$, $p_2 = p \sin \theta \sin \phi$, $p_3 = p \cos \theta$. $r_{S \pm}$ is the analogon of $p_{F \pm}$ in section 2.3.

\[
E_{tot}^{\pm} = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi ellipsoid}} d^3p \cdot E_{\pm}(\vec{p}) = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi ellipsoid}} d^3p \left( w_1^\pm + w_2^\pm p^2 + w_3^\pm p_3^2 \right)
\]

\[
= w_1^\pm \cdot 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi ellipsoid}} d^3p + 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi ellipsoid}} d^3p \left( w_2^\pm p^2 + w_3^\pm p_3^2 \right)
\]

\[
= w_1^\pm N_\pm + 2 \left( \frac{L}{2\pi} \right)^3 \sqrt{\frac{w_2^\pm}{w_2^\pm + w_3^\pm}} \int_{S} d^3p' \left( w_2^\pm p_1'^2 + w_2^\pm p_2'^2 + (w_2^\pm + w_3^\pm) \frac{w_2^\pm}{w_2^\pm + w_3^\pm} p_3'^2 \right)
\]

\[
= w_1^\pm N_\pm + 2 \left( \frac{L}{2\pi} \right)^3 \sqrt{\frac{w_2^\pm}{w_2^\pm + w_3^\pm}} \int_{S} d^3p' p'^2
\]

\[
= w_1^\pm N_\pm + \frac{L^3}{5\pi^2} r_{S \pm}^3 w_2^\pm \sqrt{\frac{w_2^\pm}{w_2^\pm + w_3^\pm}}.
\]  

(3.15)

Now we replace $r_{S \pm}$ such that we have the total energy in terms of the particle number (density), in analogy to what we did in section 2.3. Dividing (3.12) by $L^3$ we get the particle number densities $n_\pm$ which we may solve for $E_F^{\pm} - w_1^\pm$. Plugging this expression into (3.14), we find

\[
r_{S \pm} = w_2^\pm^{-1/6} \left( 3\pi^2 n_\pm \cdot \sqrt{w_2^\pm + w_3^\pm} \right)^{1/3}.
\]  

(3.16)

After using this to eliminate $r_{S \pm}$ in (3.15) and dividing by $L^3$ we are led to

\[
E_{tot}^{\pm} = w_1^\pm n_\pm + \frac{3^{5/3} \pi^{4/3}}{5} n_\pm^{5/3} w_2^\pm \left( 1 + \frac{w_3^\pm}{w_2^}\right)^{1/3}.
\]  

(3.17)

Let us split up the terms $w_1^\pm, w_2^\pm = x_i \pm y_i$. We have (see (3.3)-(3.7))

\[
x_1 = m_N + \frac{\delta^2}{2m_N}
\]

(3.18)

\[
x_2 = \frac{1}{2m_N}
\]

(3.19)

\[
x_3 = 0
\]

(3.20)

\[
y_1 = \frac{1}{2} g_A \beta \left( 1 - \frac{\delta^2}{2m_N^2} \right)
\]

(3.21)

\[
y_2 = \frac{g_A \beta}{4m_N^2}
\]

(3.22)

\[
y_3 = \frac{\delta^2}{g_A \beta m_N^2} + \frac{g_A \beta}{4m_N^2} = \frac{\delta^2}{g_A \beta m_N^2} - y_2.
\]

(3.23)
The total fermionic contribution may then be written as
\[
\epsilon_f = \epsilon_{\text{tot}}^+ + \epsilon_{\text{tot}}^-
\]
\[
= w_1^+ n_+ + w_1^- n_+ + \frac{2^{5/3} \pi^{4/3}}{5} \left[ n_+^5 w_2^+ \left( 1 + \frac{w_2^+}{w_2^-} \right)^{1/3} + n_-^5 w_2^- \left( 1 + \frac{w_2^-}{w_2^+} \right)^{1/3} \right]
\]
\[
= x_1 n + y_1 (n_+ - n_-) + \frac{2^{5/3} \pi^{4/3}}{5} \left[ (x_2 + y_2) \left( 1 + \frac{y_3}{x_2 + y_2} \right)^{1/3} n_+^{5/3}
\right.
\]
\[
+ (x_2 - y_2) \left( 1 - \frac{y_3}{x_2 - y_2} \right)^{1/3} n_-^{5/3} \right] .
\]
(3.24)

Since we are only interested in terms up to order \(m_N^{-2}\) we expand
\[
(x_2 \pm y_2) \left( 1 \pm \frac{y_3}{x_2 \pm y_2} \right)^{1/3}
\]
in powers of \(m_N^{-1}\):
\[
(x_2 \pm y_2) \left( 1 \pm \frac{y_3}{x_2 \pm y_2} \right)^{1/3} = \frac{1}{2m_N} \frac{A}{x_2} - \frac{g_A \beta}{6m_N^2} + \frac{\delta^2}{3g_A \beta m_N^2} + O \left( \frac{1}{m_N^3} \right) = x_2 \pm y_2 \pm \frac{y_3}{3} .
\]
(3.25)

Plugging this into (3.24) yields
\[
\epsilon_f = x_1 n + y_1 (n_+ - n_-) + \frac{3^{5/3} \pi^{4/3}}{5} x_2 \left( n_+^{5/3} + n_-^{5/3} \right) + (y_2 + \frac{y_3}{3}) \left( n_+^{5/3} - n_-^{5/3} \right) .
\]
(3.26)

When neglecting all terms \(\sim m_N^{-2}\) this expression reduces to that of (2.40), i.e. the expansion is consistent.

Using (2.29) and (2.30), let us study the term \(y_2 + y_3/3\):
\[
y_2 + \frac{y_3}{3} = y_2 + \frac{\delta^2}{3g_A \beta m_N^2} \frac{y_2}{3} - \frac{g_A \beta}{6m_N^2} = \frac{2\delta^2 - g_A^2 \beta^2}{6g_A \beta m_N^2}
\]
\[
= \frac{a}{12g_A m_N^2} \left( \cos \alpha_0 \cot \alpha_0 - 2g_A \sin \alpha_0 \right) .
\]
(3.27)

For \(\alpha_0 \to 0\) this term diverges to \(+\infty\). Since \((n_+^{5/3} - n_-^{5/3}) \leq 0\) for \(0 \leq n_+ \leq n/2\) it follows that \(\epsilon_f \to -\infty\) for \(\alpha_0 \to 0\). Obviously, this behavior is non-physical, namely the energy would no longer be constrained from below. Here, we are confronted with the problem we already mentioned at the beginning of this section, namely that the expansion of the fermionic energy in the way we did it is valid only for \(\alpha_0\) not too small. A more detailed analysis of the expansion (see appendix B) yields the condition
\[
\frac{a}{2m_N g_A \sin \alpha_0} \lesssim 1
\]
(3.28)

for the expansion to valid. Since the parameter \(a\) will be known only after minimizing the energy with respect to it, it is not a priori possible to decide down to which \(\alpha_0\) we may trust the expansion. We therefore now first go on using (3.26) and find out whether some relevant information may be extracted.
3.1.1 Expansion for $\alpha_0 \sim \mathcal{O}(1)$

Besides (3.26), for the pionic contribution we use the same expression as before, i.e. (2.28) together with (1.42). The total energy density is then again given by $\epsilon_{tot} = \epsilon_f + \epsilon_p$. After replacing the $x_i$ and $y_i$ with the expressions of (3.18)-(3.23) the expression reads

$$\epsilon_{tot} = \left( m_N + \frac{\delta^2}{2m_N} \right) n + \frac{1}{2} g_A \beta (n_+ - n_-) \left( 1 - \frac{\delta^2}{2m_N^2} \right)$$

$$+ \frac{3^{5/3} \pi^{1/3}}{10m_N} \left[ n_+^{5/3} + n_-^{5/3} + \frac{2\delta^2 - g_A^2 \beta^2}{3g_A m_N} \left( n_+^{5/3} - n_-^{5/3} \right) \right]$$

$$+ \frac{F^2}{2} a^2 \sin^2 \alpha_0 - F^2 M^2 \cos \alpha_0. \quad (3.29)$$

Finally, we use (2.29) and (2.30) to replace $\beta$ and $\delta$ and substitute $n_- = n - n_+$ to get the total energy density as a function of $a$, $\alpha_0$, $n$ and $n_+$. As we did in section 2.4.1 we now minimize $\epsilon_{tot}$ with respect to $a$. The equation $\partial \epsilon_{tot}/\partial a = 0$ is a quadratic equation in $a$ possessing the two solutions

$$a_\pm = \pm \frac{1}{30g_A^2 (n - 2n_+)} \sin \alpha_0 \cos^2 \alpha_0 \left( \pm 20g_A m_N \left( n \cos^2 \alpha_0 + 4F^2 m_N \sin^2 \alpha_0 \right) + S \right), \quad (3.30)$$

where $S$ is the square root

$$S = \left\{ \begin{array}{c} 400 \left( g_A m_N n \cos^2 \alpha_0 + 4F^2 g_A m_N^2 \sin^2 \alpha_0 \right)^2 \\
- 240g_A^2 \left( n - 2n_+ \right) \cos^2 \alpha_0 \sin \alpha_0 \left( \left( 9\pi^4 \right)^{1/3} \left( n_+^{5/3} - (n - n_+)^{5/3} \right) \right) \cos \alpha_0 \cot \alpha_0 \\
+ 2g_A^2 \sin \alpha_0 \left( \left( 9\pi^4 \right)^{1/3} \left( (n - n_+)^{5/3} - n_+^{5/3} \right) - 5m_N^2 (n - 2n_+) \right) \right\}^{1/2}. \quad (3.31)$$

Since $a_- < 0$ and $a_+ > 0$ for all values of $n$, $0 \leq n_+ \leq n/2$ and $0 < \alpha_0 \leq \pi/2$, we conclude that $a_+$ is the physical solution. $\partial^2 \epsilon_{tot}/\partial a^2 (a_+ > 0)$ confirms that $a_+$ minimizes $\epsilon_{tot}$. Hence, plugging $a_+$ into $\epsilon_{tot}$ we eliminate the parameter $a$ and are left with three parameters.

Next, we identify the non-spiral energy. Using de l’Hôpital we find

$$\lim_{n_+ \to \frac{n}{2}} a_+ = 0, \quad (3.32)$$

so as before the spiral disappears for $n_+ = n/2$. Setting $n_+ = n/2$ and then $a = 0$ in (3.29) we find

$$\epsilon_{tot} \bigg|_{n_+ = n/2, a = 0} = m_N n + \frac{3}{10m_N} \left( \frac{9}{4} \pi^4 n^5 \right)^{1/3} - F^2 M^2 \cos \alpha_0, \quad (3.33)$$

which is minimized for $\alpha_0 = 0$. Hence we can write

$$\epsilon_{tot}^{ns} = m_N n + \frac{3}{10m_N} \left( \frac{9}{4} \pi^4 n^5 \right)^{1/3} - F^2 M^2, \quad (3.34)$$

which is the same expression as (2.61).

The two plots in fig. 3.1a and 3.1b show the energy densities both of lower and of higher order as functions of $\alpha_0$, as well as the non-spiral energy density (horizontal line). The particle density was chosen to be $n = 102.27$ MeV, i.e. the critical density we found in section 2.6.
3.1. Higher Orders in the Energy Expansion

The plot in fig. 3.1 shows the situation for \( n_+ = 0 \). The minimum of the lower order energy density (upper curve) touches \( \epsilon_{\text{ns}}^{\text{tot}} \), confirming that the particle density is set to the critical one of the lower order calculation. The higher order energy density (lower curve) however shows the problem we already predicted earlier, when having analyzed expression (3.27): The function does not show a minimum but it rather diverges towards \(-\infty\) for small values of \( \alpha_0 \). This unphysical behavior is due to the fact that the expansion of the fermionic energy in the way we did it in (3.1) breaks down for too small angles. This is confirmed also quantitatively: Using (3.30) we find that in the case of \( n_+/n = \frac{1}{3} = 102.27 \) MeV for \( \alpha_0 \lesssim 0.13 \) the left hand side of (3.28) becomes larger than 1 and hence the expansion (3.1) starts to fail. This situation makes it impossible to identify a minimum of the higher order energy density and to decide whether it is lower than \( \epsilon_{\text{ns}}^{\text{tot}} \) or not.

Things do not get better if we set \( n_+ \neq 0 \). The plot in fig. 3.1b was obtained using the same parameters as in fig. 3.1a but \( n_+ \) was set to 10% of \( n \). In accordance to what we found in section 2.6 the lower order energy density rises; its minimum now lies above \( \epsilon_{\text{ns}}^{\text{tot}} \). Also the higher order energy density increases and the fact that we cannot identify a minimum becomes even more distinctive. When going to lower values of \( n \), the situation becomes even worse.

Let us investigate the chiral limit. In section 2.5 we found that for \( M_\pi = 0 \) \( \alpha_0 \) is fixed to \( \pi/2 \). If this is still the case here we might get a result as the expansion is useful for large values of \( \alpha_0 \). The plot in fig. 3.2 shows \( \epsilon_{\text{tot}} \) at \( n_+ = 0.4995 \) and \( \epsilon_{\text{ns}}^{\text{tot}} \), both at \( n_+/n = 47.36 \) MeV and \( M_\pi = 0 \).

![Figure 3.1: Lower and higher order energy densities at \( n_+/n = 0.4995 \), at two different values of \( n_+ \), using the physical pion mass](image)

Indeed, this plot suggests that the minimum of the energy density is located at \( \alpha_0 = \pi/2 \). The mentioned value for \( n \) was found by the observation that, at \( \alpha_0 = \pi/2 \), the minimum of \( \epsilon_{\text{tot}} \) as a function of \( n_+ \) is located at \( n_+ = n/2 \). Then, the root of the difference \( \epsilon_{\text{ns}}^{\text{tot}} - \epsilon_{\text{tot}} \)
at \( n_+ = n/2 \) and \( \alpha_0 = \pi/2 \) as a function of \( n \) was found numerically\(^1\) to be 47.36 MeV\(^3\). However, at this moment we cannot make any statements about the behavior of \( \epsilon_{\text{tot}} \) for small values of \( \alpha_0 \) and we cannot exclude the possibility that the true minimum lies e.g. at \( \alpha_0 = 0 \). We will make up for that later in section 3.1.2, where we will find that there is no minimum at small values of \( \alpha_0 \). Accordingly, we have found the critical particle density in the chiral limit to be

\[
\hat{n}_c = 106.2 \text{ GeV}^3 \quad \text{or} \quad \hat{n}_c^{1/3} = 47.36 \text{ MeV}.
\]

(3.35)

However, as we noticed above, in this expansion we are not able to find the critical densities for \( M_\pi = 40 \text{ MeV} \) or \( M_\pi = 135 \text{ MeV} \), since the minimum of \( \epsilon_{\text{tot}} \) then seems to be located in a region where our expansion fails. We therefore have to try to do the expansion of the fermionic energy (2.34) explicitly for small values of \( \alpha_0 \) and first try it for \( \alpha_0 \sim O\left( \frac{m}{N} \right) \).

### 3.1.2 Expansion for \( \alpha_0 \sim O\left( \frac{m}{N} \right) \)

Let us introduce a parameter \( \eta \) of dimension of energy to write

\[
\alpha_0 = \frac{\eta}{m_N}.
\]

(3.36)

Varying \( \eta \) in an appropriate range of \( O(1) \) brings down \( \alpha_0 \) to \( O\left( \frac{m}{N} \right) \). (3.36) implies

\[
\beta = a \frac{\eta}{m_N} + O(m_N^{-3})
\]

(3.37)

\[
\delta = \frac{a}{2} + O(m_N^{-2})
\]

(3.38)

and, when using (3.2) and (3.3), the internal square root of (2.34) therefore may be expanded as follows:

\[
\sqrt{4(\vec{p} \cdot \vec{\delta})^2 + g_A^2 \{m_N^2 \beta^2 + (\vec{p} \cdot \vec{\beta})^2\}} = \frac{a}{2} \sqrt{g_A^2 \eta^2 + p_3^2 + O(m_N^{-2})} = \frac{a}{2} \sqrt{g_A^2 \eta^2 + p_3^2 \sqrt{1 + O(m_N^{-2})}} = \frac{a}{2} \sqrt{g_A^2 \eta^2 + p_3^2 + O(m_N^{-2})},
\]

(3.39)

where in the last step we have expanded the second square root under the assumption that the terms \( O(m_N^{-2}) \) in the root are small. These are of the form

\[
\sim \frac{p_3^2 \eta^2}{m_N^2 (g_A^2 \eta^2 + p_3^2)} \quad \sim \frac{\eta^4}{m_N^2 (g_A^2 \eta^2 + p_3^2)}.
\]

Since \( p_3^2 \ll m_N^2 \) (see appendix \( B \)) the first term is indeed small as

\[
\frac{\eta^2}{g_A^2 \eta^2 + p_3^2} < 1.
\]

The second term is larger than 1 only as soon as \( \eta > g_A m_N \), if \( p_3 = 0 \). For \( p_3^2 > 0 \) \( \eta \) may even be larger. According to (3.36) this would mean \( \alpha_0 > g_A = 1.26 \); we are however not interested in such high values for \( \alpha_0 \). Hence, in our regime the expansion of the internal square root should cause no problems.

---

\(^1\)As it seems complicated to take the limits \( \lim_{n_+ \to n/2} \epsilon_{\text{tot}} \) and \( \lim_{\alpha_0 \to \pi/2} \epsilon_{\text{tot}} \) respectively we set \( n_+ = 0.4995 n \) and \( \alpha_0 = \pi/2 - 0.05 \) in the numerical evaluation.
Plugging (3.39) into (2.34) and replacing $\beta$ and $\delta$ now yields

$$E_{\pm} = \sqrt{m_{N}^{2} + p^{2} + \frac{a^{2}}{4} \pm a\sqrt{g_{A}^{2} \eta^{2} + p_{3}^{2} + O(m_{N}^{-2})}}$$

$$= m_{N}\sqrt{1 + \frac{p^{2}}{2m_{N}^{2}} + \frac{a^{2}}{8m_{N}^{2}} \pm \frac{a}{2m_{N}^{2}} \sqrt{g_{A}^{2} \eta^{2} + p_{3}^{2} + O(m_{N}^{-4})}}$$

$$= m_{N} + \frac{p^{2}}{2m_{N}} + \frac{a^{2}}{8m_{N}} \pm \frac{a}{2m_{N}^{2}} \sqrt{p_{3}^{2} + g_{A}^{2} \eta^{2} + O(m_{N}^{-3})}.$$  \hspace{1cm} (3.40)

The expansion of the square root in the second step is of course only allowed if

$$\frac{a^{2}}{m_{N}^{2}} \ll 1.$$  \hspace{1cm} (3.41)

As the dispersion relation (3.40) now contains $p_{3}$ under a square root, the surfaces of constant energy in momentum space and hence the Fermi volume are more complicated than before. Accordingly, the integration over the Fermi volume in the calculation of the particle number $N_{\pm}$ and the total fermionic energy $E_{\text{tot}}^{\pm}$ will be a bit trickier. The calculation is performed in appendix C. There, it turns out that for the calculation of $n_{-}$ and $\epsilon_{\text{tot}}^{\pm}$ respectively we actually have to distinguish between two cases depending on the value of the spiral parameters $a$ and $\eta$, namely:

- Case 1: $a < 2g_{A}\eta$
- Case 2: $a > 2g_{A}\eta$.

The particle number density $n_{-}^{(1)}$ and the energy density $\epsilon_{\text{tot}}^{(1)-}$ (the superscript (1) standing for case 1) are given by (C.11) and (C.12) respectively, while $n_{-}^{(2)}$ and $\epsilon_{\text{tot}}^{(2)-}$ are given by (C.16) and (C.17). For the calculation of $n_{+}$ and $\epsilon_{\text{tot}}^{+}$ no distinction is necessary and the results are found in (C.21) and (C.22).

Unfortunately, the expressions for $n_{-}^{(1)}$, $n_{-}^{(2)}$ and $n_{+}$, which are functions of the Fermi energy $E_{F}^{\pm}$, cannot be solved analytically for $E_{F}^{\pm}$ in order to express $\epsilon_{\text{tot}}^{(1)-}$, $\epsilon_{\text{tot}}^{(2)-}$ and $\epsilon_{\text{tot}}^{+}$ in terms of $n_{-}$ and $n_{+}$. Accordingly, we cannot minimize the total energy with respect to the parameter $a$ analytically in order to get rid of it. We rather have to do the replacements and the minimization numerically in order to find the total energy density $\epsilon_{\text{tot}}$ as a function of $\alpha_{0}$ at given values of $n$ and $n_{+}$ (or $n_{-}$). This is done in a Mathematica program according to the following scheme:

1. Split up a fixed particle number density $n$ into two parts $n_{-}$ and $n_{+}$, such that $n = n_{-} + n_{+}$.
2. Fix the value of $\alpha_{0}$ and hence of $\eta$.
3. Set $a$ to a particular value, e.g. $a = 0$.
4. Depending on whether $a < 2g_{A}\eta$ or $a > 2g_{A}\eta$ numerically solve either (C.11) or (C.16) for $E_{F}^{\pm}$ and plug this into either (C.12) or (C.17) to find $\epsilon_{\text{tot}}$.
5. Numerically solve (C.21) for $E_{F}^{\pm}$ and plug this into (C.22) to find $\epsilon_{\text{tot}}^{+}$. 
6. Calculate \( \epsilon_{\text{tot}} = \epsilon_{\text{tot}}^- + \epsilon_{\text{tot}}^+ + \epsilon_p \), where \( \epsilon_p \) is given by (2.28).

7. Increase \( a \) by a certain amount.

8. Repeat steps 4-7 up to some appropriate value of \( a \).

9. From the set of all values of \( \epsilon_{\text{tot}} \) obtained in such a way, choose the minimal one to be the total energy density for the given angle \( \alpha_0 \).

10. Increase \( \alpha_0 \) by a certain amount.

11. Repeat steps 3-10 up to a certain value of \( \alpha_0 \).

As we target to a critical number density from where on a spiral configuration will be favored we still need to identify the non-spiral energy density. A non-spiral configuration is given for \( a = 0 \). The plots in fig. 3.3 show \( \epsilon_{\text{tot}} \) at fixed values of \( n \) and \( \alpha_0 \) and at two different values for \( n_- \). They were obtained by accomplishing the above steps 1-8 and show what we suppose: The non-spiral configuration with \( a = 0 \) is given for \( n_- = n_+ = n/2 \).

Figure 3.3: \( \epsilon_{\text{tot}} \) as a function of \( a \) at \( n^{1/3} = 60 \text{ MeV} \), \( \eta = 15 \text{ MeV} \) and a physical pion mass.

Hence, let us calculate \( \epsilon_{\text{tot}} \) for \( a = 0 \) and \( n_- = n_+ = n/2 \). Since \( a = 0 < 2g_A\eta \) we have to find \( \epsilon_{\text{tot}} \) in the framework of the first case. For \( a = 0 \) (C.11) reduces to

\[
n_-(1) = \frac{m_N}{\pi^2} \int_{m_N}^{E_F} dE \sqrt{2m_N(E - m_N)} = \frac{1}{3\pi^2}(2m_N(E_F^--m_N))^{3/2}.
\] (3.42)

This may be solved for \( E_F^- \), and plugged into (C.12), leading to

\[
\epsilon_{\text{tot}} = m_Nn_- + \frac{3}{10m_N} \left(9\pi^4n_5\right)^{1/3}.
\] (3.43)

For \( a = 0 \) (C.21) reduces to exactly the same expression as (3.42) and (C.22) to (C.12), except that we have to replace \( E_F^- \) by \( E_F^+ \) and \( n_- \) by \( n_+ \). \( \epsilon_{\text{tot}}^+ \) is therefore given also by (3.43) with \( n_- \rightarrow n_+ \). Finally, setting \( n_- = n_+ = n/2 \) the total energy density reads

\[
\epsilon_{\text{tot}} = \epsilon_{\text{tot}}^- + \epsilon_{\text{tot}}^+ + \epsilon_p = m_Nn + \frac{3}{10m_N} \left(\frac{9}{4}\pi^4n_5\right)^{1/3} - F^2M^2_\pi \cos \alpha_0,
\] (3.44)

which is minimized for \( \alpha_0 = 0 \), such that we get exactly the same non-spiral energy density as in (2.61) or (3.34) respectively.
Now that we have everything together we can ask for a critical particle number density. Based on the insight that at first order for physical pion masses \( n_+ \) will go to zero (see section 2.6) we now make the same assumption here and just take \( n_- \) into account. Later we will verify this assumption and in fact learn that it is not exactly true anymore.

The “appropriate value” of \( a \) in above step 8 depends on the values of \( n \) and \( \eta \). It is clear that it must not be too large, otherwise the condition (3.41) will not be satisfied and the expansion (3.40) is not valid anymore. Going to too small values of \( \eta \) (for a given \( n \)) will manifest in the fact that \( \epsilon_{\text{tot}} \) will not show a distinct minimum as a function of \( a \). This can be seen in the plots of fig 3.4 which where also generated numerically through the above steps 1-8.

![Figure 3.4: \( \epsilon_{\text{tot}} \) as a function of \( a \) at a density of \( n^{1/3} = 60 \text{ MeV} \)](image)

It is obvious that in the first plot (\( \alpha_0 = 0.032 \)) a clear minimum of \( \epsilon_{\text{tot}} \) around \( a = 200 \text{ MeV} \) may be found. For values of \( a \) larger that 500 MeV \( \epsilon_{\text{tot}} \) drops again and in fact starts to diverge towards \(-\infty\). For too large values of \( a \) condition (3.41) is not satisfied and the expansion not valid anymore. In the second plot (\( \alpha_0 = 0.005 \)) \( \epsilon_{\text{tot}} \) starts to diverge for smaller values of \( a \). In that particular case the drop starts so early that we are not able to identify a local minimum. We should therefore hope that the minimum of \( \epsilon_{\text{tot}} \) as a function of \( \alpha_0 \) around the critical density \( n_c \) does not lie at too small values of \( \alpha_0 \), otherwise it can not be found in the framework of this expansion and we should do it for even smaller angles.

Fig. 3.5 shows the same plot as in fig. 3.1a, i.e. the the lower and higher order energy densities as well as the non-spiral energy density at \( n^{1/3} = 102.27 \text{ MeV} \), supplemented with the new energy density obtained through above steps 1-11. Unlike the previous higher order energy density the latter one shows an obvious minimum which, as it lies below the non-spiral energy density, allows us to state that we are already above the critical number density \( n_c \).

![Figure 3.5: 1: First order energy density, 2: Higher order energy density of (3.29) and (3.30), 3: Higher order energy density in the \( \alpha_0 \sim \mathcal{O}(m_N^{-1}) \) expansion, 4: Non-spiral energy density](image)
In order to find \( n_c \) we repeat the above 11 steps for a certain range of \( n \), each time picking out the minimal value of \( \epsilon_{\text{tot}} \) (as a function of \( \alpha_0 \)) and calculating the difference \( d \) between \( \epsilon_{\text{ns}}^{\text{tot}} \) and the minimum (cf. the function \( d_{\max}(n) \) in section 2.6). The result is the plot in fig. 3.6.

![Figure 3.6: Difference between \( \epsilon_{\text{ns}}^{\text{tot}} \) and the minimum of \( \epsilon_{\text{tot}} \) as a function of \( n \)](image)

The root and thus the (alleged) critical number density is found to be located at

\[
n = 425.3 \text{ GeV}^3 \quad \text{or} \quad n^{1/3} = 75.20 \text{ MeV}.
\]

We should now check whether the assumption that also here for physical pion masses only \( E_- \) contributes to the fermionic energy density is true. To do so we apply the above 11 steps to the particle density \( n^{1/3} = 75.20 \text{ MeV} \) we just found but do not restrict ourselves to \( n_+ = 0 \). The plot in fig. 3.7 shows \( \epsilon_{\text{tot}} \) at \( n^{1/3} = 75.20 \text{ MeV} \) and \( n_+ = 0 \) (continuous graph) as well as \( \epsilon_{\text{tot}} \) at the same particle density but with \( n_+/n = 0.001 \) (dashed graph). The horizontal line corresponds to \( \epsilon_{\text{ns}}^{\text{tot}} \).

![Figure 3.7: The minimum of \( \epsilon_{\text{tot}} \) drops as \( n_+ \) brings a contribution.](image)

In contrast to our assumption the energy density and in particular its minimum does not increase but drops for \( n_+ \neq 0 \). This differs from the properties observed earlier and shows that we actually have not yet found the critical particle number density. Since of course \( \epsilon_{\text{ns}}^{\text{tot}} \) is not influenced by \( n_+ \) we have \( n_c^{1/3} < 75.20 \text{ MeV} \). The problem is now the following: The lower \( n \) is chosen the more will move the minimum of \( \epsilon_{\text{tot}} \) towards smaller values of \( \alpha_0 \). It then becomes numerically more and more difficult to identify a minimum. The lowest approximate value of \( n \) where one is able to find a minimum of \( \epsilon_{\text{tot}} \) which lies below \( \epsilon_{\text{tot}}^{\text{ns}} \) lies in the region around \( n = 398.9 \text{ GeV} \). For densities lower than this value the minimum seems to have shifted to \( \alpha_0 = 0 \) and to have approached \( \epsilon_{\text{tot}}^{\text{ns}} \). The plot in fig. 3.8a shows \( \epsilon_{\text{tot}} \) at \( n = 399.1 \text{ GeV}^3 \) and for \( n_+/n = 0.07 \). We can identify a minimum slightly below \( \epsilon_{\text{tot}}^{\text{ns}} \) which shows that we are just above the critical particle density. On the other hand, the plot in fig. 3.8b was created using \( n = 398.8 \text{ GeV}^3 \). At this density it is not possible to choose \( n_+ \).
such that the minimum of $\epsilon_{\text{tot}}$ lies below the non-spiral energy density; we are thus below the critical particle density. From this we conclude that $n_c$ is located somewhere between 398.8 GeV$^3$ and 398.9 GeV$^3$. We take the larger value as an upper bound:

$$n_c = 398.9 \text{ GeV}^3 \quad \text{or} \quad n_c^{1/3} = 73.61 \text{ MeV}. \quad (3.46)$$

Compared to the first order result (2.63) this is a 28% decrease of the critical particle number density.

In the same way as we found $n_c$, we also determine $\bar{n}_c$ (i.e. using $M_\pi = 40$ MeV):

$$\bar{n}_c = 172.1 \text{ GeV}^3 \quad \text{or} \quad \bar{n}_c^{1/3} = 55.62 \text{ MeV}. \quad (3.47)$$

In section 3.1.1 we found the critical particle density in the chiral limit under the assumption that the minimum of $\epsilon_{\text{tot}}$ is at $\alpha_0 = \pi/2$ and not in the region of small values of $\alpha_0$. With the expansion for $\alpha_0 \sim O(m_N^{-1})$ we can now close the gap and investigate the behavior of $\epsilon_{\text{tot}}$ for small values of $\alpha_0$. The plot in fig. 3.9 shows $\epsilon_{\text{tot}}$ as a function of $\alpha_0$ using the same parameters as in the discussion of the chiral limit in section 3.1.1, i.e. $n^{1/3} = 47.36 \text{ MeV}$, $n_+ = 0.4995 n$ and $M_\pi = 0$.

From this plot we see that there is indeed no minimum of $\epsilon_{\text{tot}}$ at small values of $\alpha_0$. Hence, we subsequently justify the result for $\bar{n}_c$ found in section 3.1.1.

Apart from the chiral limit where $\alpha_0 = \pi/2$, we found that, at the critical density, the minimum of $\epsilon_{\text{tot}}$ seems to lie at $\alpha_0 = 0$. This is a good sign. Whenever we figured out the non-spiral energy density $\epsilon_{\text{tot}}^{\text{ns}}$ we found that $\alpha_0$ will go to zero. It is therefore peculiar that in the lowest order calculations (see section 2.6) $\alpha_0$ seemed to adjust itself to a non-zero value at the critical density. The transition from the spiral to the non-spiral configuration would then show an unnatural discontinuity. Here, on the other hand, the energy density “smoothly”

---

^{2}As we want to make a comparison on the energy scale we compare $n^{1/3}$ rather than $n$. 

Figure 3.8: $\epsilon_{\text{tot}}$ and $\epsilon_{\text{tot}}^{\text{ns}}$ slightly above and below the critical particle density

Figure 3.9: $\epsilon_{\text{tot}}$ at $n^{1/3} = 47.36 \text{ MeV}$, $n_+ / n = 0.4995$ and $M_\pi = 0$
approaches the non-spiral energy density when shifting towards \( n_c \) from above. As a non-spiral configuration (so far) always came with an equal filling of the states \((n_+ = n_- = n/2)\), we assume this to happen between 398.9 GeV\(^3\) and 398.8 GeV\(^3\) (for the physical pion mass).

### 3.1.3 Expansion for \( \alpha_0 \sim \mathcal{O}(m_N^{-2}) \)

If this is true and the minimum of \( \epsilon_{\text{tot}} \) indeed approaches \( \alpha_0 = 0 \) when \( n \searrow n_c \), then one should verify whether the spiral parameter \( \alpha \) goes to zero for \( \alpha_0 \to 0 \). The plot in fig. 3.8b gives a hint that this is in fact true since there the minimum touches \( \epsilon_{\text{tot}}^\text{ns} \) and this happens at \( \alpha_0 = 0 \). Additionally, the plot in fig. 3.10 shows the parameter \( \alpha \) minimizing \( \epsilon_{\text{tot}} \) of the first order calculation (see (2.42)) as a function of \( \alpha_0 \). It shows the described behavior (even though at first order the minimum of \( \epsilon_{\text{tot}} \) does not approach \( \alpha_0 = 0 \) at the critical density).

![Figure 3.10: \( \alpha_{\text{min}} \) at first order with \( n^{1/3} = 70 \) MeV and \( n_+ = 0 \)](image)

![Figure 3.11: \( \alpha_{\text{min}} \) at next order in the \( \alpha_0 \sim \mathcal{O}(1) \) expansion with \( n^{1/3} = 70 \) MeV and \( n_+ = 0 \)](image)

On the other hand, the plot in fig. 3.11 shows the minimizing \( \alpha \) at next order in the \( \alpha_0 \sim \mathcal{O}(1) \) expansion, i.e. \( a_+ \) of (3.30). Here, \( a \to \infty \) as \( \alpha_0 \to 0 \), which would mean that the spiral would rotate faster and faster as we go to smaller values of \( \alpha_0 \). However, this would be bad as the energy expansion for too large values of \( a \) fails, or, equivalently formulated, as a too quickly rotating spiral would imply too large spatial derivatives and therefore too large pion momenta for the ChPT to be valid.

In order to verify our supposition that the spiral disappears for \( \alpha_0 \to 0 \), let us therefore expand the fermionic energy at even smaller values of \( \alpha_0 \) than we did it previously, namely for \( \alpha_0 \sim \mathcal{O}(m_N^{-2}) \). The expansion of (2.34) with \( \alpha_0 = \kappa^2/m_N^2 \) (analogon to (3.30)) reads

\[
E_{\pm} = m_N + \frac{p^2}{2m_N} + \frac{a^2}{8m_N} \pm \frac{a|p_3|}{2m_N} + \mathcal{O}(m_N^{-3}),
\]

which corresponds to (3.40) with \( \eta = 0 \). As

\[
\delta = \frac{a}{2} \cos \frac{\kappa^2}{m_N^2} = \frac{a}{2} + \mathcal{O}(m_N^{-4}),
\]

we replace \( a/2 \) by \( \delta \) in (3.48):

\[
E_{\pm} = m_N + \frac{p^2}{2m_N} + \frac{\delta^2}{2m_N} \pm \frac{\delta|p_3|}{m_N}.
\]

We now first treat \( E_+ \). We note that surfaces of constant energy in momentum space are symmetric with respect to \( p_3 \) and that we hence can integrate over \( p_3 \geq 0 \) only and then
multiply by two. Thus, we can drop the absolute value in (3.39) to get
\[ E_+ = m_N + \frac{1}{2m_N} (p_1^2 + p_2^2 + (p_3 + \delta)^2). \]  
(3.50)

From this we see that a surface of constant energy is a sphere centered at \( p_3 = -\delta \), however only for \( p_3 \geq 0 \). For \( p_3 \leq 0 \) we have the mirror image. Fig. 3.12 shows a cut of a surface of constant energy in the \( p_2 - p_3 \) plane.

Figure 3.12: Cut of a surface of constant energy for \( E_+ \) in the \( p_2 - p_3 \) plane

Shifting the integration variable \( p_3 \) to \( p'_3 = p_3 + \delta \) allows us to integrate over the upper part of the sphere using ordinary spherical coordinates, where the polar angle \( \theta \) runs from 0 to \( \xi = \arccos \frac{\delta}{p} \). The absolute value \( p \) of the momentum runs from \( \delta \) to some momentum \( p_{F+} \), which is the momentum reaching from \( p_3 = -\delta \) to the surface of the Fermi volume. These considerations are only true if \( p_{F+} \geq \delta \) (otherwise we will get no contribution from \( E_+ \)). For large particle densities and if we restrict ourselves to small values of \( a \) this is satisfied. For the particle number we then get (note the additional factor of 2)
\[ N_+ = 4 \left( \frac{L}{2\pi} \right)^3 \int_0^{p_{F+}} dp p^2 \int_0^{2\pi} d\varphi \int_0^{\xi} d\theta \sin \theta = 8\pi \left( \frac{L}{2\pi} \right)^3 \int_0^{\delta} \frac{1}{\delta/p} \frac{p_{F+}}{2p_{F+}} \frac{L^3}{\pi^2} \left( 1 - \frac{3\delta}{2p_{F+}} + \frac{\delta^3}{2p_{F+}^3} \right), \]
(3.51)

where in the first step we performed the variable transformation \( z = \cos \theta \). Analogously we find the total energy due to \( E_+ \) states:
\[ E_{\text{tot}}^+ = 4 \left( \frac{L}{2\pi} \right)^3 \int_0^{p_{F+}} dp p^2 \int_0^{2\pi} d\varphi \int_0^{\xi} d\theta \sin \theta \left( m_N + \frac{1}{2m_N} p^2 \right) = m_N N_+ + \frac{L^3}{10\pi^2 m_N} \left( p_{F+}^5 - \frac{5}{4} \delta p_{F+}^4 + \frac{\delta^5}{4} \right). \]
(3.52)

Next we consider \( E_- \). Due to symmetry we may take again only \( p_3 \geq 0 \) into account. The dispersion relation may then be written as
\[ E_- = m_N + \frac{1}{2m_N} (p_1^2 + p_2^2 + (p_3 - \delta)^2), \]
(3.53)

\(^3\text{Since the Fermi volume is not a sphere we cannot call this momentum Fermi momentum. Nevertheless we denote it by } p_F.\)
which shows that a surface of constant energy is again a sphere but this time centered around \( p_3 = \delta \). For \( p_3 \leq 0 \) we have once again the mirror image. Fig. 3.13 shows again a cut of such a surface in the \( p_2 - p_3 \) plane.

![Diagram](image)

Figure 3.13: Cut of a surface of constant energy for \( E_- \) in the \( p_2 - p_3 \) plane

After shifting the integration variable \( p_3 \) to \( p_3' = p_3 - \delta \) we again use spherical coordinates. Let us denote the absolute value of the momentum that reaches from \( p_3 = \delta \) to the Fermi surface by \( p_{F-} \). Again under the assumption that \( p_{F-} \geq \delta \) we now have to split the integration into two parts: A first part where \( p \leq \delta \) and where the polar angle \( \theta \in [0, \pi] \) and a second part where \( p \geq \delta \) and where \( \theta \) runs from 0 to \( \zeta = \pi - \arccos \delta/p \):

\[
N_- = 4 \left( \frac{L}{2\pi} \right)^3 \int_0^\delta dp \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin \theta + \int_\delta^{p_{F-}} dp \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin \theta
\]

\[
= 16\pi \left( \frac{L}{2\pi} \right)^3 \frac{\delta^3}{3} + 8\pi \left( \frac{L}{2\pi} \right)^3 \int_\delta^{p_{F-}} dp \int_0^{2\pi} d\phi \int_0^{\pi} d\theta \sin \theta
\]

\[
= \frac{2L^3\delta^3}{3\pi^2} + \frac{L^3}{\pi^2} \int_\delta^{p_{F-}} p^2 \left( 1 + \frac{\delta}{p} \right) = \frac{L^3p_{F-}^3}{3\pi^2} \left( 1 + \frac{3\delta}{2p_{F-}} - \frac{\delta^3}{2p_{F-}^3} \right). \quad (3.54)
\]

Similarly the total energy due to \( E_- \) states is calculated, the result being

\[
E_{\text{tot}}^- = m_N n_- + \frac{L^3}{10\pi^2m_N} \left( p_{F-}^5 + \frac{5}{4} \delta p_{F-}^4 - \delta^5 \frac{5}{4} \right). \quad (3.55)
\]

Dividing (3.51), (3.52), (3.54) and (3.55) by \( L^3 \) we may write the particle number and energy densities in summary:

\[
n_\pm = \frac{p_{F\pm}^2}{3\pi^2} \left( 1 \mp \frac{3\delta}{2p_{F\pm}} \pm \frac{\delta^3}{2p_{F\pm}^3} \right) \quad (3.56)
\]

\[
\epsilon_{\text{tot}}^\pm = m_N n_\pm + \frac{1}{10\pi^2m_N} \left( p_{F\pm}^5 \mp \frac{5}{4} \delta p_{F\pm}^4 \pm \frac{\delta^5}{4} \right). \quad (3.57)
\]
may be solved for $p_{F\pm}$; the expression reads
\begin{equation}
p_{F\pm} = \frac{1}{2} \left[ k(n_{\pm}, \mp \delta) \pm \delta \right] + \frac{\delta^2}{k(n_{\pm}, \mp \delta)}, \tag{3.58}
\end{equation}
where
\begin{equation}
k(n, \delta) = \left( 12 n \pi^2 + \delta^3 + 2 \pi \sqrt{36 n^2 \pi^2 + 6 n \delta^2} \right)^{1/3}.
\tag{3.59}
\end{equation}
Plugging (3.58) into (3.57) and substituting $n_- = n - n_+$ finally allows us to express the total fermionic energy density $\epsilon_f = \epsilon_{\text{tot}}^+ + \epsilon_{\text{tot}}^-$ in terms of $n$, $n_+$, and $\delta$. The plot in fig. 3.14 shows the total energy density $\epsilon_{\text{tot}} = \epsilon_f + \epsilon_p$ at $n^{1/3} = 73.61$ MeV as a function of $n_+$ and $\delta$.

![Figure 3.14: The total energy density at very small values of $\alpha_0$ and $n^{1/3} = 73.61$ MeV](image)

The plot shows a similar behavior for different values of $n$ and confirms what we wanted to show: For very small values of $\alpha_0$ the parameters $\delta$ and hence $a$ go to zero and the spiral disappears.

### 3.2 Higher Orders in the Baryonic Sector

Having gone away from the chiral limit and therefore including chiral breaking terms in the pion sector already in section 2.6, we should also consider these in the baryonic sector. This leads to the next order of the fermionic Lagrangian, which is given by (1.65). In our spiral configuration we have

\begin{align*}
[u_0, u_\mu] &= 0 \quad \text{(since } u_0 = 0) \\
[u_i, u_j] &= [c_i, c_j] = [c_i, a \tau^a, c_j, b \tau^b] = [c_i, 2 \tau^2, c_j, 2 \tau^2] = \beta_i \beta_j [\tau^2, \tau^2] = 0,
\end{align*}

i.e. the term proportional to $c_4$ disappears. Furthermore, if we switch off all external fields except $s = M = \text{diag}(m_u, m_d)$, $\chi$ of (1.54) becomes $\chi = 2BM$. The second order baryonic Lagrangian then reads

\begin{equation}
L^{(2)}_{\pi N} = 2Bc_1 (u^\dagger \mathcal{M} u + u \mathcal{M} u^\dagger) \bar{\Psi} \Psi - \frac{c_2}{4m_N^2} (u_i u_j) \left( \bar{\Psi} D^i D_j \Psi + \text{h.c.} \right) + \frac{c_3}{2} (u_i u^\dagger) \bar{\Psi} \Psi. \tag{3.60}
\end{equation}

Let us introduce the following notation:

\begin{align*}
t^1 &= 2Bc_1 (u^\dagger \mathcal{M} u + u \mathcal{M} u^\dagger), & t^2_{ij} &= -\frac{c_2}{4m_N^2} (u_i u_j), & t^3 &= \frac{c_3}{2} (u_i u^\dagger).
\end{align*}

\footnote{At this order $\epsilon_p = -F^2 M^2 + \mathcal{O}(m_N^{-4})$.}
Using (3.60), (2.2) and the fact that the connection $\Gamma_\mu = d_\mu$ is antihermitian (see 2.8) we find
\[
\bar{\Psi} D_i D^i \Psi + \text{h.c.} = \bar{\Psi} D_i D^i \Psi + \left(\bar{\Psi} D_i D^i \Psi\right)^\dagger = \bar{\Psi} D_i D^i \Psi + \left(\bar{\Psi} i \gamma^0 D_i D^i \Psi\right)^\dagger = \bar{\Psi} D_i D^i \Psi + \bar{\Psi} D_i D^i \Psi = \bar{\Psi} \left(D_i D^i + D^i D_i\right) \Psi = \bar{\Psi} \left[(\partial^i + d^i)(\partial^i + d^i) + (\partial^i - d^i)(\partial^i - d^i)\right] \Psi = \bar{\Psi} \left(2\partial^i \partial^i + d^i d^i + d^i d^i\right) \Psi = \bar{\Psi} \left(2\partial^i \partial^i + \{d^i, d^j\}\right) \Psi.
\]

Comparing the $2 \times 2$ matrix structure of $\hat{H}_1$ with $\hat{H}_1$ we see that $\hat{H}_2$ contains only terms proportional to $\gamma^0$ (actually $\text{diag}(\gamma^0, \gamma^0)$). If $\hat{H}_1 = a_1 \gamma^0 + g \Gamma$ is an operator (with $\Gamma$ being a linear
combination of $\gamma$ matrices or products thereof, $g$ denoting the set of coefficients) leading to some eigenvalues $f(a_1, g)$, the eigenvalues of a new operator $\hat{H} = \hat{H}_1 + a_2 \gamma^0$ are easily found:

$$\hat{H} = a_1 \gamma^0 + g \Gamma + a_2 \gamma^0 = (a_1 + a_2) \gamma^0 + g \Gamma \quad \longrightarrow \quad f(a_1 + a_2, g).$$  \hspace{1cm} (3.65)

In $\hat{H}_1$ it is the mass term being proportional to $\gamma^0$. Hence, in order to find the new eigenvalues of the full Hamiltonian $\hat{H} = \hat{H}_1 + \hat{H}_2$ we only have to replace

$$m_N \longrightarrow m_N + 2 t^2_{ij} (p^i p^j + \delta^i \delta^j) - (t^1 + t^3)$$  \hspace{1cm} (3.66)

in the old eigenvalues of $\hat{H}_1$.

Let us calculate the remaining quantities: As $\mathcal{M}$ is diagonal it commutes with $u$ and $u^\dagger$ and we can write

$$t^1 = 2 Bc_1 \langle \mathcal{M} U^1 + \mathcal{M} U \rangle.$$

This trace we have already calculated in (2.20). Assuming again the isospin limit $m_u = m_d = m$ we therefore get

$$t^1 = 8 Bc_1 m \cos \alpha_0 = 4 M^2 c_1 \cos \alpha_0,$$  \hspace{1cm} (3.67)

where in the last step we used (1.12).

The trace $\langle u_i u^i \rangle$ we calculate using the constant vielbein of (2.23), (2.8) and the definition (2.24). For $t^2_{ij}$ we then get

$$t^2_{ij} = - \frac{c_2}{4 m^4_N} \langle c_i c_j \rangle = - \frac{c_2}{4 m^4_N} (c_i \tau^2 c_j \tau^2) = - \frac{c_2 \beta_i \beta_j}{4 m^4_N} (I) = - \frac{-c_2 \beta_i \beta_j}{2 m^4_N}. \hspace{1cm} (3.68)$$

In the replacement (3.66) we now can write

$$t^2_{ij} p^i p^j = - \frac{c_2 \beta_i \beta_j}{2 m^2_N} p^i p^j = - \frac{c_2}{2 m^2_N} \beta_i \beta_j p_i p_j = - \frac{c_2}{2 m^2_N} (\beta \cdot \vec{p})^2 \hspace{1cm} (3.69)$$

$$t^2_{ij} \delta^i \delta^j = - \frac{c_2}{2 m^2_N} (\beta \cdot \vec{\delta})^2. \hspace{1cm} (3.70)$$

Finally, we calculate the trace $\langle u_i u^i \rangle$ and find

$$t^3 = \frac{c_3}{2} (c_i c^i) = \frac{c_3}{2} \beta_i \beta^i (I) = c_3 \beta_i \beta^i = -c_3 \beta_i \beta^i = -c_3 \delta^2. \hspace{1cm} (3.71)$$

The replacement (3.66) now reads

$$m_N \longrightarrow m_N - \frac{c_2}{m^2_N} \left[ (\beta \cdot \vec{p})^2 - (\beta \cdot \vec{\delta})^2 \right] + c_3 \delta^2 - 4 M^2 c_1 \cos \alpha_0. \hspace{1cm} (3.72)$$

After having performed this replacement in the energy expression of (2.34) we expand it in powers of $1/m_N$ up to order $1/m_N$ which yield,\footnote{i.e. we again consider the lowest order. Even though in this expansion we found the peculiar behavior that the minimum of $\epsilon_{tot}$ does not approach $\alpha_0 = 0$ as $n \rightarrow n$, we still can compare the results with (2.65) and (2.63) in order to get an impression of the effects the higher order terms in the Lagrangian have.}

$$E_{\pm} = m_N + \frac{p^2}{2 m_N} + \frac{\delta^2}{2 m_N} + c_3 \beta^2 - 4 c_1 M^2 \cos \alpha_0 \pm \frac{1}{2} g A \beta. \hspace{1cm} (3.73)$$

Since at this order the energy only depends on $p^2$ we again talk about a Fermi sphere in momentum space and accordingly can make use of the formula (2.37) and just slightly modify (2.39) to

$$\epsilon_{tot}^\pm = \left( m_N + \frac{\delta^2}{2 m_N} + c_3 \beta^2 - 4 c_1 M^2 \cos \alpha_0 \pm \frac{1}{2} g A \beta \right) n_{\pm} + \frac{(3 \pi^2 n_{\pm})^{5/3}}{10 \pi^2 m_N}. \hspace{1cm} (3.74)$$
Correspondingly, the total fermionic energy density now reads

$$\epsilon_f = \epsilon_{\text{tot}}^+ + \epsilon_{\text{tot}}^-$$

$$= \left( m_N + \frac{\delta^2}{2m_N} + c_3\alpha^2 - 4c_1 M_\pi^2 \cos \alpha_0 \right) n + \frac{g_A\beta}{2} (n_+ - n_-) + \frac{(3\pi^2)^{5/3}}{10\pi^2 m_N} \left( n_{5/3}^+ + n_{5/3}^- \right)$$

(3.75)

Since the low energy constants \(c_i\) are of order \(m_N^{-1}\) (see section 1.5.3), the expression (3.75) shows us that, in terms of an expansion in powers of \(m_N^{-1}\), we are actually not examining higher orders here, but rather completing the first order expansion.

In the pionic sector we stay at order \(O(p^2)\) and therefore again use (2.28) for the pionic energy density. After having replaced \(\beta\) and \(\delta\) in terms of \(a\) and \(\alpha_0\) and setting \(n_- = n - n_+\) the total energy density is

$$\epsilon_{\text{tot}} = \left( m_N + \frac{a^2 \cos^2 \alpha_0}{8m_N} + c_3 a^2 \sin^2 \alpha_0 - 4c_1 M_\pi^2 \cos \alpha_0 \right) n + \frac{g_A}{2} a \sin \alpha_0 (n - 2n_+)$$

$$+ \frac{(3\pi^2)^{5/3}}{10\pi^2 m_N} \left( n_{5/3}^+ + (n - n_+)^{5/3} \right) + \frac{F^2}{2} a^2 \sin^2 \alpha_0 - F^2 M_\pi^2 \cos \alpha_0.$$

(3.76)

The value of \(a\) that minimizes \(\epsilon_{\text{tot}}\) is found to be

$$a_{\text{min}} = \frac{2m_N g_A \sin \alpha_0 (n - 2n_+)}{n \cos^2 \alpha_0 + 4m_N (F^2 + 2c_3 n) \sin^2 \alpha_0},$$

(3.77)

which, after plugging into (3.76) leads us to the total energy density as a function of \(n\), \(n_+\) and \(\alpha_0\).

### 3.2.1 Chiral Limit

Even though we basically included higher order terms of the fermionic Lagrangian in order to take into account the effects of chiral symmetry breaking, \(\mathcal{L}^{(2)}\) still has terms that do not explicitly break chiral symmetry. Let us investigate their influence by considering the chiral limit, such that we can compare the results with those obtained in section 2.5.

Varying \(\epsilon_{\text{tot}}\) with \(a\) replaced by \(a_{\text{min}}\) we find in complete analogy to section 2.5 the condition \(\sin 2\alpha_0 = 0\). To decide which one of the two solutions, \(\alpha_0 = 0\) or \(\alpha_0 = \pi/2\), minimizes the energy density, we calculate the second derivative of \(\epsilon_{\text{tot}}\) at \(\alpha_0 = \pi/2\) and get an expression very similar to that of (2.35):

$$\left. \frac{\partial^2 \epsilon_{\text{tot}}}{\partial \alpha_0^2} \right|_{\alpha_0 = \pi/2} = \frac{g_A^2 n(n - 2n_+)^2}{16 m_N (F^2 + 2c_3 n)^2},$$

(3.78)

Again this is positive for \(0 \leq n_+ \leq n/2\) and we conclude that, as before, in the chiral limit \(\alpha_0 = \pi/2\), i.e. the pion vector moves in the equatorial plane. The expression for the total energy density then simplifies to

$$\epsilon_{\text{tot}} = m_N n - \frac{g_A^2}{8(F^2 + 2c_3 n)}(n - 2n_+)^2 + \frac{(3\pi^2)^{5/3}}{10\pi^2 m_N} \left( n_{5/3}^+ + (n - n_+)^{5/3} \right).$$

(3.79)

We vary this expression with respect to \(n_+\),

$$\frac{\partial \epsilon_{\text{tot}}}{\partial n_+} = \frac{(3\pi^2)^{5/3}}{6\pi^2 m_N} \left( n_{2/3}^+ - (n - n_+)^{2/3} \right) - \frac{g_A^2}{2(F^2 + 2c_3 n)}(2n_+ - n) = 0,$$

(3.80)
and find (cf. section 2.55) that for small \( n \) this equation has the only solution at \( n_+ = n/2 \), which, because of (3.77), means a non-spiral configuration. Increasing \( n \) above the critical particle number density, the second derivative of \( \epsilon_{\text{tot}} \) with respect to \( n_+ = n/2 \),

\[
\frac{\partial^2 \epsilon_{\text{tot}}}{\partial n_+^2} \bigg|_{n_+ = n/2} = \frac{2(3\pi^2)^{5/3}}{9\pi^2 m_N} \left( \frac{2}{n} \right)^{1/3} - \frac{g_A^2}{F^2 + 2c_3 n},
\]

(3.81)

gets negative and the extremum at \( n_+ = n/2 \) becomes a maximum i.e. the minimum lies somewhere at \( n_+ \neq n/2 \) and the spiral configuration will be favored. The critical particle number density \( n_c \) is the density where the second derivative becomes zero. For \( c_3 = -3.4m_N^{-1} \) (s. section 1.8.3) this is the case at

\[
\hat{n}_c = 79.2 \text{ GeV}^3 \quad \text{or} \quad \hat{n}_c^{1/3} = 42.95 \text{ MeV}
\]

(3.82)

Using \( c_3 = -4.2m_N^{-1} \) the critical density even drops more:

\[
\hat{n}_c = 75.5 \text{ GeV}^3 \quad \text{or} \quad \hat{n}_c^{1/3} = 42.26 \text{ MeV}
\]

(3.83)

Hence, due to the additional terms of the higher order baryonic Lagrangian \( \mathcal{L}_{\pi N}^{(2)} \), compared with (2.55) the critical particle number density in the chiral limit drops by about \( 8 - 10\% \), depending on the exact value of \( c_3 \).

3.2.2 Back to \( M_\pi \neq 0 \)

Let us now go back to (3.76). Since \( \alpha_0 \neq \pi/2 \) for \( M_\pi \neq 0 \) we have to deal with both \( n_+ \) and \( \alpha_0 \). We treat this problem as we did in section 2.6. We notice that due to (3.77) a non-spiral configuration is given for \( n_+ = n/2 \). This leads to

\[
\epsilon_{\text{tot}}(n_+ = n/2, \alpha_0) = m_N n + \frac{(3\pi^2 n)^{5/3}}{2^{5/3}3\pi^2 m_N} - M_\pi^2 (F^2 + 4c_1 n) \cos \alpha_0,
\]

(3.84)

which is minimized for \( \alpha_0 = 0 \) (if \( c_1 = -0.9m_N^{-1} \) \((-0.6m_N^{-1}) \) the expression \( F^2 + 4c_1 n > 0 \) for \( n^{1/3} < 121.9 \text{ MeV} \) (139.6 MeV)).

As in (2.62) we now define the function \( d(n_+, \alpha_0) \) as the difference between the energy densities of the non-spiral and the spiral configuration. Plotting then \( d(n_+, \alpha_0) \) for different pion masses \( M_\pi \) we find a behavior very similar to that found in the lower order calculation in section 2.6. With increasing pion mass the critical parameter \( n_c^+ \) (i.e. the value of \( n_+ \) for which \( d(n_+, \alpha_0) = 0 \) for exactly one \( \alpha_0 \)) goes to towards zero (cf. figure 2.3). For pion masses \( M_\pi \geq 20 \text{ MeV} \) we can restrict our analysis to the parameter subspace \( n_+ = 0 \). We then search the maximum values of \( d(0, \alpha_0) \) for a given set of values for \( n \), defining the function \( d_{\text{max}}(n) \). The critical particle number density \( n_c \) we are looking for satisfies \( d_{\text{max}}(n_c) = 0 \), because then the energy density of the spiral configuration is equal to that of the non-spiral configuration. The plot in fig. 3.15 shows the function \( d_{\text{max}}(n) \) for both \( c_1 = -0.9m_N^{-1} \), \( c_3 = -4.2m_N^{-1} \) (continuous graph) and \( c_1 = -0.6m_N^{-1} \), \( c_3 = -3.4m_N^{-1} \) (dashed graph) at the physical pion mass. The two sets of low energy constants \( c_3 \) are the ones given in section 1.8.3. The critical densities for \( c_1 = -0.9m_N^{-1} \), \( c_3 = -4.2m_N^{-1} \) are numerically found to be at:

\[
\begin{align*}
n_c &= 410.8 \text{ GeV}^3 \quad \text{or} \quad n_c^{1/3} = 74.34 \text{ MeV} \\
n\bar{c} &= 196.5 \text{ GeV}^3 \quad \text{or} \quad \bar{n}_c^{1/3} = 58.14 \text{ MeV}
\end{align*}
\]

(3.85)
Figure 3.15: $d_{\text{max}}(n)$ with the physical pion mass and for $c_1 = -0.9m_N^{-1}$, $c_3 = -4.2m_N^{-1}$ (continuous) and $c_1 = -0.6m_N^{-1}$, $c_3 = -3.4m_N^{-1}$ (dashed) respectively.

while for $c_1 = -0.6m_N^{-1}$, $c_3 = -3.4m_N^{-1}$ we find

\[ n_c = 465.9 \text{ GeV}^3 \quad \text{or} \quad n_c^{1/3} = 77.52 \text{ MeV} \quad (3.87) \]

\[ \bar{n}_c = 213.4 \text{ GeV}^3 \quad \text{or} \quad \bar{n}_c^{1/3} = 59.75 \text{ MeV}. \quad (3.88) \]

Compared to the critical particle number density we found at lower order in section 2.6, for $M_\pi = 135$ MeV this means a $24 - 27\%$ decrease and for $M_\pi = 40$ MeV a $15 - 17\%$ decrease of the numerical values, depending on the values of the low energy constants $c_1$ and $c_3$. 
Chapter 4

Conclusion and Outlook

In this thesis we have shown that in the framework of ChPT the pionic vacuum may change from a homogeneous to a spiral phase if the density of fermions is chosen to lie in the region of nuclear matter density. The numerical values for the critical fermionic density are collected here.

In the expansion of the fermionic energy up to $O(m^{-1})$ but without the terms of $L^{(2)}_{\pi N}$ (see sections 2.5 and 2.6) we found

$$
\bar{n}_c^{1/3} = 46.81 \text{ MeV} \quad \bar{n}_c^{1/3} = 70.16 \text{ MeV} \quad \bar{n}_c^{1/3} = 102.27 \text{ MeV}.
$$

(4.1)

Including also the chiral breaking terms of $L^{(2)}_{\pi N}$ bringing additional contributions of $O(m^{-1})$ (see sections 3.2.1 and 3.2.2), the values change to

$$
\bar{n}_c^{1/3} = 42.95 \text{ MeV} \quad \bar{n}_c^{1/3} = 59.75 \text{ MeV} \quad \bar{n}_c^{1/3} = 77.52 \text{ MeV},
$$

(4.2)

when using $c_1 = -0.6m_N^{-1}, c_3 = -3.4m_N^{-1}$. Finally, going to higher orders in the expansion of the fermionic energy (see sections 3.1.1 and 3.1.2) led us to

$$
\bar{n}_c^{1/3} = 47.36 \text{ MeV} \quad \bar{n}_c^{1/3} = 55.62 \text{ MeV} \quad \bar{n}_c^{1/3} = 73.61 \text{ MeV}.
$$

(4.3)

The influence of the uncertainties in the low energy constants was found to be relatively small (see section 2.5).

We have several possibilities of comparing the results originating from different order calculations. Let us first take a look at the result obtained using the physical pion mass. When excluding the terms of $L^{(2)}_{\pi N}$ and going from the first order expansion of the fermionic energy to next order, the critical density drops from 102.27 MeV to 73.61 MeV. This is a 28% decrease, which is quite large. Staying at the lowest order of the fermionic energy expansion but including the terms of $L^{(2)}_{\pi N}$ the critical density drops to 77.52 MeV, which is a 24% decrease. However, as mentioned in section 3.2 including the terms of the next order baryonic Lagrangian was in principle completing the expansion of $O(m_N^{-1})$. It would therefore also be interesting to examine both steps at once, i.e. go to $O(m_N^{-2})$ in the expansion of the energy eigenvalue and to include the terms of $L^{(2)}_{\pi N}$.

Let us have a look at the results that were obtained using $M_\pi = 40 \text{ MeV}$. The two ways of going to higher orders just mentioned imply corrections of 21% and 15% respectively. These are more moderate than in the case of the physical pion mass. Finally, in the chiral limit going to next order in the expansion of the fermionic energy yields an increase of the critical density of 1% while including $L^{(2)}_{\pi N}$ causes a decrease of 8%.

\[\text{As a reminder: The symbol } \varnothing \text{ denotes the chiral limit while a bar indicates a pion mass of 40 MeV.}\]
Hence, the smaller the pion mass the smaller are the corrections. The corrections in the case of the physical pion mass should remind us to stay skeptical and that the numerical estimates we make are maybe not very reliable. However, they are nevertheless not too large and we may get confidence that the qualitative picture is correct.

The spiral configuration we investigated in this thesis was an ansatz that allowed analytic solutions of the Dirac equation. It is however by no means clear whether there is not another inhomogeneous pion configuration which could lower even more the total energy density of the many-particle system or which could happen at even smaller particle densities. Hence, the numerical values we found in this thesis should be understood as upper bounds of critical densities for a transition to an inhomogeneous pion configuration to happen.

What is the physical meaning of a spiral configuration we investigated? If we believe our calculations, then already in ordinary nuclear matter the pionic vacuum could differ from the vacuum outside the volume of dense matter. It is therefore not possible to apply an appropriate gauge transformation in order to transform the pion field everywhere to $U(x) = 1$ and to establish the ground state of no pions. Hence, observed from outside, inside the dense matter pions could appear, which is known as pion condensation. Different from free pions, which decay in a rather short time, our configuration is static and the pions should be considered as a collective phenomenon rather than free particles. A comparison for this might be the neutron; in the free case it decays after approximately 15 minutes, but as soon as it is enclosed in an atomic nucleus it turns out to be stable. Pion condensation in dense matter has been studied by several authors using different approaches, see e.g. [25, 27, 31, 32, 33].

Although the structure of the interior of neutron stars\footnote{For a short discussion on neutron stars and an estimation of their densities see appendix D.} is not yet known in all details, there are models that include the phenomenon of pion condensation inside these superdense star remnants (see e.g. [25, 27, 28, 29, 30, 31, 33]).

The results in this thesis might hence give some alternative ideas in an approach towards an explanation of pion condensation in nuclear matter and neutron stars.

An interesting thing that could be done in further considerations is the analysis of higher order terms in the mesonic Lagrangian (see section 1.7) and going to even higher orders in the baryonic Lagrangian. So far, the calculations at $O(p^2)$ in the mesonic sector were only tree level calculations. This did not make it necessary to renormalize the low energy constants; we could take them as fixed and more or less precisely known values. Going to $O(p^4)$ would however imply one-loop calculations with $L_2$ and tree level calculations with $L_4$. It is an interesting question how one could then calculate the energy of the system. Also if one goes to higher orders in the baryonic sector one will have to deal with loops. It is then by far not clear whether a Hamiltonian as we constructed it is still a well defined object. An alternative way of finding the energy of a nucleon in the background of pions could be to consider its propagator. This could be calculated using a well defined Lagrangian and it should be possible to make a conclusion for the nucleon energy via the pole of the propagator.

Another direction worth exploring is to switch on electromagnetic effects, i.e. to include virtual photons. Beside the quark mass matrix the quark charge matrix is an alternative way of breaking chiral symmetry explicitly and it would be interesting to find out the order of magnitude of the effects arising therefrom.

In the case of antiferromagnets the transition from a homogeneous to a spiral phase of the staggered magnetization implies a spontaneous breaking of translation symmetry on the lattice. The consequence is a further Goldstone boson (helimagnon). In the case of QCD we can expect a similar phenomenon. It might be interesting to study the properties of the resulting additional Goldstone bosons.
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Appendix A

The Spiral Configuration

In this appendix we derive the static spiral configuration (2.11) from the condition of having a constant connection and a constant mass term in the Lagrangian. For this purpose we use a different parametrization of the matrix $U$ than in (1.30), namely

$$U(x) = \frac{1}{F} [\sigma(x) \mathbb{1} + i \vec{\tau} \cdot \vec{\pi}(x)] \quad \sigma(x) = \sqrt{F^2 - \vec{\pi}^2(x)},$$

(A.1)

where the three Hermitian fields $\pi^i$ describe pion fields. $\sigma(x)$ is chosen such that $UU^\dagger = \mathbb{1}$. For the sake of simplicity let us absorb $F$ into the fields, such that we can write

$$U(x) = \sigma(x) \mathbb{1} + i \tau^i \pi^i(x), \quad \sigma(x) = \sqrt{1 - \vec{\pi}^2(x)}.$$

(A.2)

We require the mass term $\langle \mathcal{M} (U + U^\dagger) \rangle$ to be constant:

$$U + U^\dagger = 2\sigma(x) \cdot \mathbb{1} \Rightarrow \sigma = \text{const.} \Rightarrow \vec{\pi}^2 = \text{const.}$$

(A.3)

In order to calculate the connection $\Gamma_i$ we need the matrix $u$, such that $u^2 = U$. We parametrize it as follows:

$$u(x) = f \cdot \mathbb{1} + ig^i \tau^i.$$

(A.4)

Then

$$u^\dagger u = f^2 + g^i g^j \tau^i \tau^j = (f^2 + g^2) \mathbb{1} = \mathbb{1},$$

from which we find

$$f^2 + g^2 = 1 \quad \Rightarrow \quad f = \sqrt{1 - g^2}.$$

(A.5)

We calculate

$$u^2 = f^2 + 2ig^i \tau^i - g^i g^j \tau^i \tau^j = f^2 - g^i g^j + 2ig^i \tau^i = (f^2 - g^2) \mathbb{1} + 2ig^i \tau^i,$$

such that the requirement $u^2 = U$ yields

$$f^2 - g^2 = \sigma$$

(A.6)

$$2fg^i = \pi^i.$$

(A.7)

Let us now calculate the connection $\Gamma_i$ (without external fields) according to (1.61). The ingredients are easily found to be

$$u^\dagger \partial_i u = f \partial_i f + ig^i \tau^j \partial_j g^i - ig^j \tau^j \partial_j f + i\epsilon^{jkl} \tau^j g^i \partial_k g^k + g^j \partial_j g^i$$

$$u \partial_i u^\dagger = f \partial_i f - ig^i \tau^j \partial_j g^i + ig^j \tau^j \partial_j f + i\epsilon^{jkl} \tau^j g^i \partial_k g^k + g^j \partial_j g^i.$$

\footnote{using $\tau^i \tau^j = i\epsilon^{ijk} \tau^k + \delta^{ij} \mathbb{1}$ and, due to (anti-)symmetry, $g^i g^j \epsilon^{ijk} = 0$.}
Using (A.5) we have
\[ f \partial_i f + g^j \partial_i g^j = \frac{1}{2} \partial_i (f^2 + g^j g^j) = 0, \]
such that the connection may be written as
\[ \Gamma_i = ie^{ijkl} g^j \partial_i g^k r^l. \] (A.8)

Plugging (A.5) into (A.6) yields \( 1 - 2g^2 = \sigma \) and since \( \sigma = \text{const.} \) we conclude that \( g^2 = \text{const.} \) and therefore \( f = \text{const.} \). For this reason, inserting (A.7) into (A.8) leads to
\[ \Gamma_i = ie^{ijkl} \frac{\pi^j}{2f} \partial_i \frac{\pi^l}{2f} r^l = ie^{ijkl} \frac{\pi^j}{4f^2} \pi^l \partial_i \pi^l r^l. \] (A.9)

If we now require the connection to be constant, we consequently must have
\[ \epsilon^{ijkl} \pi^j \partial_i \pi^k = \text{const.}, \quad \text{or} \quad \vec{\pi} \times \partial_i \vec{\pi} =: \vec{d}_i = \text{const.} \] (A.10)

Due to (A.3) we may write
\[ \vec{\pi} = \left( \pi_1, \pi_2, \sqrt{1 - \pi_1^2 - \pi_2^2} \right) \]
\[ \partial_i \vec{\pi} = \left( \partial_i \pi_1, \partial_i \pi_2, \frac{-\pi_1 \partial_i \pi_1 + \pi_2 \partial_i \pi_2}{\sqrt{1 - \pi_1^2 - \pi_2^2}} \right) \]
\[ \vec{d}_i = \vec{\pi} \times \partial_i \vec{\pi} = \left( -\frac{\pi_2}{\pi_3} (\pi_1 \partial_i \pi_1 + \pi_2 \partial_i \pi_2) - \pi_3 \partial_i \pi_1, \pi_3 \partial_i \pi_1 + \frac{\pi_1}{\pi_3} (\pi_1 \partial_i \pi_1 + \pi_2 \partial_i \pi_2), \pi_1 \partial_i \pi_2 - \pi_2 \partial_i \pi_1 \right). \]

The relation \( \pi_3 = \sqrt{1 - \pi_1^2 - \pi_2^2} \) allows us to simplify \( d^i_1 \) and \( d^i_2 \):
\[ d^i_1 = -\frac{1}{\pi_3} \left( \pi_2 \pi_1 \partial_i \pi_1 + \pi_2 \partial_i \pi_2 + \pi_3 \partial_i \pi_2 \right) = \frac{\pi_1}{\pi_3} d^i_3 - \frac{\partial_i \pi_2}{\pi_3}, \] (A.11)
\[ d^i_2 = \frac{1}{\pi_3} \left( \pi_1 \partial_i \pi_1 + \pi_2 \partial_i \pi_2 + \pi_3 \partial_i \pi_2 \right) = \frac{\pi_2}{\pi_3} d^i_3 + \frac{\partial_i \pi_1}{\pi_3}, \] (A.12)

where in the last step we inserted \( d^3_1 = \pi_1 \partial_i \pi_2 - \pi_2 \partial_i \pi_1 \). (A.11) and (A.12) are equivalent to
\[ \partial_i \pi_1 = d^2_3 \pi_3 - d^3_3 \pi_2 \] (A.13)
\[ \partial_i \pi_2 = d^3_3 \pi_1 - d^3_1 \pi_3, \] (A.14)

which build, together with
\[ d^3_1 = \pi_1 \partial_i \pi_2 - \pi_2 \partial_i \pi_1, \] (A.15)
a system of differential equations for the \( \pi_i \). Inserting (A.13) and (A.14) into (A.15) yields
\[ d^i_1 = d^i_1 \pi_1^2 + d^i_1 \pi_2^2 - d^i_1 \pi_1 \pi_3 - d^i_2 \pi_2 \pi_3 \quad \Rightarrow \quad d^i_1 \pi_1 \pi_3 + d^i_2 \pi_2 \pi_3 + d^i_3 \left( 1 - \pi_1^2 - \pi_2^2 \right) = 0. \]
The term in brackets is $\pi^2_3$, such that the equation reads
\[ \pi_3 \left( d_1^3 \pi_1 + d_2^3 \pi_2 + d_3^3 \pi_3 \right) = 0. \]
This equation and thus (A.15) is trivially satisfied due to the relation
\[ \vec{\pi} \cdot \vec{d}_i = 0, \] (A.16)
which clearly holds since $\vec{d}_i = \vec{\pi} \times \partial_i \vec{\pi}$. Thus, the two equations (A.13) and (A.14) suffice to solve the problem. The $\vec{d}_i$ are 3 vectors in the 3-dimensional isospin space. They cannot all be linearly independent, otherwise relation (A.16) could not be satisfied. Hence, at least one of the $\vec{d}_i$ must be linearly dependent from the others. However, if $\vec{\pi}$ is orthogonal to 2 independent constant vectors and $\vec{\pi}^2 = \text{const.}$, then also $\vec{\pi}$ is a constant vector. This would be trivial. Consequently, all 3 vectors $\vec{d}_i$ must be linearly dependent, i.e. they all have the same direction. We can choose the coordinate system in the isospin space such that they point into the third direction; $\vec{d}_i = (0, 0, a_i)$, where $a_i = |\vec{d}_i|$. Then, through relation (A.16), we immediately conclude that
\[ \pi_3 = 0, \] (A.17)
while (A.13) and (A.14) simplify to
\[ \partial_i \pi_1 = -a_i \pi_2 \] (A.18)
\[ \partial_i \pi_2 = a_i \pi_1. \] (A.19)
Since $a_i$ is a constant, the solution of this system of differential equations reads
\[ \pi_1(x) = A \cos(a_i x_i + \varphi_0) \] (A.20)
\[ \pi_2(x) = A \sin(a_i x_i + \varphi_0). \] (A.21)
From $\sigma = \sqrt{1 - \vec{\pi}^2(x)}$ it is clear that $\vec{\pi}^2(x) \leq 1$. On the other hand we have
\[ \vec{\pi}^2(x) = \pi_1^2(x) + \pi_2^2(x) + \pi_3^2(x) = A^2, \]
showing that we must have $-1 \leq A \leq 1$. This allows us to parametrize $A$ as
\[ A = \sin a_0. \] (A.22)
According to (A.2) the matrix $U(x)$ thus finally reads
\[ U(x) = \cos a_0 \mathbb{1} + i \sin a_0 \left( \cos \varphi(\vec{x}) \tau^1 + \sin \varphi(\vec{x}) \tau^2 \right), \] (A.23)
where
\[ \varphi(\vec{x}) = \vec{a} \cdot \vec{x} + \varphi_0. \] (A.24)
Hence, through the requirement that the connection and the mass term are constant we are led to the spiral configuration (2.11). The vielbein can then be made constant by an appropriate gauge transformation, as we did it in section 2.2.2.
Appendix B

Analysis of the Energy Expansion

Here we want to go through the expansion of the fermionic energy (2.34) in order to find conditions for the expansion to be true. Let us first define the vector

\[ \gamma_i = \frac{1}{2} g_A \beta_i. \]  

(B.1)

With this, the energy eigenvalues of (2.34) may be written as

\[ E_{\pm} = \sqrt{m_N^2 + p^2 + \delta^2 + \gamma^2 \pm 2 \sqrt{m_N^2 \gamma^2 + (p \cdot \delta)^2 + (p \cdot \gamma)^2}}, \]  

(B.2)

or, when using (3.2) and (3.3),

\[ E_{\pm} = \sqrt{m_N^2 + p^2 + \delta^2 + \gamma^2 \pm 2 \sqrt{m_N^2 \gamma^2 + p_3^2 (\delta^2 + \gamma^2)}}. \]  

(B.3)

Now we go through the expansion (3.1) in more detail. First we process the internal square root:

\[ \sqrt{m_N^2 \gamma^2 + p_3^2 (\delta^2 + \gamma^2)} = m_N \gamma \sqrt{1 + \frac{p_3^2}{m_N^2 \gamma^2} (\delta^2 + \gamma^2)} = m_N \gamma \left( 1 + \frac{x}{2} \right) + \mathcal{O}(x^2) \]

where we assumed that \( x \ll 1; \)

\[ \frac{p_3^2 \delta^2}{m_N^2 \gamma^2} + \frac{p_3^2}{m_N^2} \ll 1. \]

For chiral perturbation theory to be valid we must have \( p_3 \ll m_N. \) \( p_3 \) can at most be \( p_F \) and at particle densities we talk about \( p_F \) is indeed lower that \( m_N, \) according to the lower order result (2.37). Consequently, we require

\[ \frac{p_3^2 \delta^2}{m_N^2 \gamma^2} = \frac{p_3^2}{m_N^2} \cdot \frac{\delta^2}{\gamma^2} \ll 1 \Rightarrow \frac{\delta^2}{\gamma^2} \lesssim \mathcal{O}(1). \]

Using (B.1), (2.29) and (2.30) this condition reads

\[ \frac{\cos^2 \alpha_0}{g_A^2 \sin^2 \alpha_0} \lesssim \mathcal{O}(1). \]
For large values of $\alpha_0$ this is always satisfied and for small ones $\cos \alpha_0 \approx 1$, such that we find
\[
g_A^2 \sin^2 \alpha_0 \gtrsim 1 \quad (B.4)
\]
for the above expansion of the internal square root to be allowed. If this is satisfied we can then handle the outer square root in the same manner:
\[
E_{\pm} = \sqrt{m_N^2 + p^2 + \delta^2 + \gamma^2 \pm 2m_N\gamma \pm \frac{p^3}{m_N\gamma} (\delta^2 + \gamma^2)}
\]
\[
= m_N \left[ 1 + \frac{p^2}{m_N^2} + \frac{\delta^2}{m_N^2} + \frac{\gamma^2}{m_N^2} \pm \frac{2\gamma}{m_N} \pm \frac{p^3}{\gamma m_N^2} (\delta^2 + \gamma^2) \right].
\]

Here, we have to take care of the fact that $x$ contains a term $\sim m_N^{-1}$. We therefore have to expand up to $x^3$ producing terms $\sim m_N^{-2}$ and $\sim m_N^{-3}$ which yield terms $\sim m_N^{-1}$ and $\sim m_N^{-2}$ after multiplying the prefactor $m_N$ back. So we use
\[
\sqrt{1 + x} = 1 + \frac{x}{2} - \frac{x^2}{8} + \frac{x^3}{16} + O(x^4), \quad (B.5)
\]
which is again allowed for $x \ll 1$ only. For $a$ not too large the only term in $x$ that may cause problems is the last one, which blows up for small values of $\alpha_0$. So we must demand
\[
\frac{p^3}{\gamma m_N^2} + \frac{p^3}{m_N} \frac{\delta^2}{m_N} \frac{\gamma}{m_N} \frac{\gamma}{m_N} \ll 1 \quad \Rightarrow \quad \frac{\delta^2}{m_N \gamma} \ll O(1),
\]
which is equivalent to
\[
\frac{a}{2m_N g_A \sin \alpha_0} \gtrsim 1. \quad (B.6)
\]

For large $a$ also the other terms in $x$ (except of the first one) may cause problems. Let us assume that we are allowed to do the expansion. Then, from $x^2$ we only pick the terms up to $O(m_N^{-3})$, i.e.
\[
x^2 = \pm \frac{4\gamma p^2}{m_N^3} \pm \frac{4\gamma \delta^2}{m_N^3} \pm \frac{4\gamma^3}{m_N^3} + \frac{4\gamma^2}{m_N^3} + O(m_N^{-4}),
\]
while from $x^3$ we have only one term $\sim m_N^{-3}$:
\[
x^3 = \pm \frac{8\gamma^3}{m_N^3} + O(m_N^{-4}).
\]

Using (B.5) we are then led to
\[
E_{\pm} = m_N \left[ 1 + \frac{p^2}{2m_N^2} + \frac{\delta^2}{2m_N^2} + \frac{\gamma^2}{2m_N^2} \pm \frac{\gamma}{m_N} \pm \frac{p^3}{2\gamma m_N^3} (\delta^2 + \gamma^2) \right.
\]
\[
\quad + \frac{\gamma p^2}{2m_N^2} \pm \frac{\gamma \delta^2}{2m_N^2} \pm \frac{\gamma^3}{2m_N^2} - \frac{\gamma^2}{2m_N^2} \pm \frac{\gamma^3}{2m_N^2} \]}
\]
\[
= m_N + \frac{p^2}{2m_N^2} + \frac{\delta^2}{2m_N^2} \pm \gamma \pm \frac{p^3}{2\gamma m_N^3} (\delta^2 + \gamma^2) \pm \frac{\gamma p^2}{2m_N^2} \pm \frac{\gamma \delta^2}{2m_N^2}
\]
which is exactly the expression (3.1).
Appendix C

Integration over the Fermi Volume in the $\alpha_0 \sim O(m_N^{-1})$ expansion

Here, we perform the integration over the Fermi volume for the dispersion relation

$$E_{\pm}(p) = m_N + \frac{p^2}{2m_N} \pm \frac{a^2}{8m_N} \pm \frac{a}{2m_N} \sqrt{p_3^2 + g_A^2 \eta^2} + O(m_N^3), \quad (C.1)$$

which results in the expansion of the fermionic energy for $\alpha_0 \sim O(m_N^{-1})$.

Let us first find $N_-$. The trick is to extend the momentum integration from the Fermi volume to arbitrary momenta by introducing $\Theta(E - E_-(p))$, where $E_F^-$ is the Fermi energy of the $E_-$ states. Next, we insert a 1 by using the property

$$\int_{-\infty}^{\infty} dE \delta(E - E_- (p)) = 1. \quad (C.2)$$

Hence,

$$N_- = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\text{Fermi volume}} d^3p = 2 \left( \frac{L}{2\pi} \right)^3 \int_{\mathbb{R}^3} d^3p \Theta (E_F^- - E_- (p))$$

$$= 2 \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^{\infty} dE \int_{\mathbb{R}^3} d^3p \delta(E - E_- (p)) \Theta (E_F^- - E_- (p)).$$

For $E < 0$ the delta function will always be zero as $E_- (p) > 0$. If $E > E_F^-$ we should also have $E_- (p) > E_F^-$ for the delta function to give a contribution. But then $\Theta (E_F^- - E_- (p)) = 0$. Altogether the $E$ integration runs from 0 to $E_F^-$ only:

$$N = 2 \left( \frac{L}{2\pi} \right)^3 \int_{0}^{E_F^-} dE \int_{\mathbb{R}^3} d^3p \delta(E - E_- (p)) = 2 \left( \frac{L}{2\pi} \right)^3 \int_{0}^{E_F^-} dE S(E). \quad (C.3)$$
Analogously we calculate the total fermionic energy:

\[
E_{\text{tot}} = 2 \left( \frac{L}{2\pi} \right)^3 \int d^3p \ E_-(p) = 2 \left( \frac{L}{2\pi} \right)^3 \int_{-\infty}^{\infty} dE \int d^3p \ \delta(E - E_-(p)) \Theta(E^-_F - E_-(p)) E_-(p)
\]

\[
= 2 \left( \frac{L}{2\pi} \right)^3 \int_{0}^{E_F^-} dE \int d^3p \ \delta(E - E_-(p)) E_-(p) = 2 \left( \frac{L}{2\pi} \right)^3 \int_{0}^{E_F^-} dE \int d^3p \ \delta(E - E_-(p))
\]

\[
= 2 \left( \frac{L}{2\pi} \right)^3 \int_{0}^{E_F^-} dE \ E \ S(E).
\]

(C.4)

Let us evaluate the integral \( S(E) \) which can be regarded as the surface of constant energy in momentum space. The integration over \( p_1 \) and \( p_2 \) may be easily performed by introducing polar coordinates \( r := p_1^2 + p_2^2 \) and \( \varphi \):

\[
S(E) = \int_{\mathbb{R}^3} d^3p \ \delta(E - E_-(p)) = \int_{\mathbb{R}^3} d^3p \ \delta\left( E - m_N - \frac{a^2}{8m_N} - \frac{p^2}{2m_N} + \frac{a}{2m_N} \sqrt{p_3^2 + g_A^2 \eta^2} \right)
\]

\[
= \int_{\mathbb{R}^3} d^3p \ \delta\left( E - m_N - \frac{a^2}{8m_N} \frac{p_1^2 + p_2^2}{2m_N} + \frac{a}{2m_N} \sqrt{p_3^2 + g_A^2 \eta^2} \right) =: f_{(p_3)}
\]

\[
= \int_{-\infty}^{\infty} dp_3 \int_{0}^{2\pi} d\varphi \int_{0}^{\infty} r \ \delta\left( A - \frac{r^2}{2m_N} - f_{(p_3)} \right) = \pi \int_{-\infty}^{\infty} dp_3 \int_{0}^{\infty} du \ \delta\left( A - \frac{u}{2m_N} - f_{(p_3)} \right).
\]

In the last step we changed the integration variable to \( u = r^2 \). We next factor out \( 1/2m_N \) in the argument of the delta function and use the property

\[
\delta(ax) = \frac{1}{|a|} \delta(x)
\]

to get

\[
S(E) = 2\pi m_N \int_{-\infty}^{\infty} dp_3 \int_{0}^{\infty} du \ \delta\left( 2m_N(A - f_{(p_3)}) - u \right).
\]

As the integration over \( u \) runs from 0 to \( \infty \) only, we have

\[
\int_{0}^{\infty} du \ \delta\left( 2m_N(A - f_{(p_3)}) - u \right) = \begin{cases} 0, & \text{if } 2m_N(A - f_{(p_3)}) < 0 \\ 1, & \text{if } 2m_N(A - f_{(p_3)}) > 0 \end{cases} = \Theta(A - f_{(p_3)})
\]

and thus

\[
S(E) = 2\pi m_N \int_{-\infty}^{\infty} dp_3 \ \Theta(A - f_{(p_3)}).
\]

In order to evaluate \( S(E) \) we therefore basically have to find the roots of the function

\[
g(p_3) := A - f_{(p_3)} = E - m_N - \frac{a^2}{8m_N} - \frac{p_3^2}{2m_N} + \frac{a}{2m_N} \sqrt{p_3^2 + g_A^2 \eta^2}.
\]

(C.5)
Since $g(p_3)$ is even in $p_3$ the integration may run from 0 to $\infty$ only, bringing a factor 2;

$$S(E) = 4\pi m_N \int_0^\infty dp_3 \Theta(g(p_3)).$$  \hfill (C.6)

Let us analyze the behavior of $g(p_3)$. Setting $g'(p_3) = 0$ we find its extrema to be located at

$$p_3 = 0, \quad p_3 = \frac{1}{2} \sqrt{a^2 - 4g_A^2 \eta^2}$$  \hfill (C.7)

(considering only positive values of $p_3$). We now obviously have to distinguish two cases:

1. $a < 2g_A\eta$: The square root gets imaginary and we only have one extremum at $p_3 = 0$. Since $\lim_{p_3 \to \infty} g(p_3) = -\infty$ it is a maximum. The function $g(p_3)$ hence looks like in fig. [C.1a] and has, depending on the value of $E$ which shifts the graph vertically, one root $b_2$ or none.

2. $a > 2g_A\eta$: For $p_3 \geq 0$ $g(p_3)$ now has two extrema; the one at $p_3 = 0$ is a minimum and the other one a maximum. The function thus has the form indicated in fig. [C.1b] and has, depending on the vertical shift due to $E$ two ($b_1$ and $b_2$), one ($b_2$) or no root.

We now first deal with case 1. In order to evaluate $S(E)$ of (C.6) we have to know from which value $E_l$ of $E$ on $g(p_3)$ has a root. Below this value $g(p_3)$ is never positive and hence $S(E) = 0$. Consequently $E_l$ is the lower integration limit in the integrals of (C.3) and (C.4) respectively. By setting $g(0) = 0$ $E_l$ is found to be

$$E_l = m_N + \frac{a^2}{8m_N} - \frac{ag_A\eta}{2m_N}.$$  \hfill (C.8)

For $E \geq E_l$ the root $b_2$ of $g(p_3)$ lies at

$$b_2 = b_2(E) = \frac{\sqrt{a^2 + 2m_N(E - m_N) + a \sqrt{2m_N(E - m_N) + g_A^2 \eta^2}}}{2m_N}.$$  \hfill (C.9)

and we thus find

$$S^{(1)}(E) = \Theta(E - E_l) 4\pi m_N b_2(E),$$  \hfill (C.10)

the superscript denoting case 1. With (C.3) we are now able to calculate $N$:

$$N^{(1)}_\pm = 8\pi m_N \left( \frac{L}{2\pi} \right)^3 \int_{E_l}^{E_F} dE b_2(E),$$
or

\[ n^{(1)}_\pi = \frac{mN}{\pi^2} \int_{E_l}^{E_F} dE \, b_2(E). \quad (C.11) \]

The integral may be calculated analytically by changing the integration variable to \( x = 2m_N(E - m_N) + g^2A\eta^2 \), leading to an integral of the type \( \int dx \sqrt{x} + c_1 + c_2\sqrt{x} \). Staying on the same path as in the previous calculations we would now try to solve this equation for \( E_F^\pi \) and plug it into the expression for \( E_{\pi}^{\pi} \) (which still needs to be evaluated) in order to express the latter in terms of \( n_\pi \). However, it does not seem to be possible to do so, since the result of the integration contains \( E_F^\pi \) in a nontrivial way. We therefore will have to do this replacement numerically, i.e. for given values of \( n_\pi \) and \( a \) we numerically solve (C.11) for \( E_F^\pi \) (which is possible) and can thus calculate \( E_{\pi}^{\pi} \). Let us find the corresponding expression for \( E_{\pi}^{\pi} \), picking up (C.4):

\[ E_{\pi}^{(1)} = 8\pi m_N \left( \frac{L}{2\pi} \right)^3 \int_{E_l}^{E_F^\pi} dE \, E \, b_2(E). \]

This integral may also be calculated analytically even though resulting in an even more complicated expression. The total fermionic energy density due to \( n_\pi \) finally reads

\[ \epsilon_{\pi}^{(1)} = \frac{mN}{\pi^2} \int_{E_l}^{E_F^\pi} dE \, E \, b_2(E). \quad (C.12) \]

Next, we have to study case 2, i.e. \( a > 2gA\eta \). For this purpose we have to determine for which ranges of \( E \) the function \( g(p_3) \) possesses no, two and one root respectively. The value \( E_1^\prime \) below which \( g(p_3) \) has no root is found by solving \( g(p_{3,\text{max}}) = 0 \) for \( E \), where \( p_{3,\text{max}} \) is the location of the maximum, given by the second equation of (C.7). The result is

\[ E_1^\prime = m_N - g^2A\eta^2 \]

The next crucial value of \( E \) is again where \( g(0) = 0 \). This value is of course in turn given by \( E_l \) of (C.8). Hence, for \( E_1^\prime \leq E \leq E_l \) the function \( g(p_3) \) possesses two roots \( b_1 \) and \( b_2 \), where

\[ b_1 = b_1(E) = \sqrt{\frac{a^2}{4} + 2m_N(E - m_N)} - a\sqrt{2m_N(E - m_N) + g^2A\eta^2}, \quad (C.14) \]

and \( b_2 \) is given by (C.9). For \( E > E_l \) \( b_2 \) is again the only root to deal with. Altogether we obtain

\[ S^{(2)}(E) = 4\pi m_N \begin{cases} 0, & E < E_1^\prime \\ b_2(E) - b_1(E), & E_1^\prime \leq E \leq E_l \\ b_2(E), & E > E_l \end{cases} \quad (C.15) \]
Consequently we have to split the integration in \((C.3)\) and \((C.4)\) into two parts:

\[
N_{-}^{(2)} = 8\pi m_{N} \left( \frac{L}{2\pi} \right)^{3} \left\{ \int_{E_{i}}^{E_{F}} dE \left[ b_{2}(E) - b_{1}(E) \right] + \int_{E_{i}}^{E_{F}^{-}} dE b_{2}(E) \right\}
\]

\[
= \frac{L^{3}m_{N}}{\pi^{2}} \left\{ \int_{E_{i}}^{E_{F}} dE b_{2}(E) - \int_{E_{i}}^{E_{F}} dE b_{1}(E) \right\}
\]

\[
n_{-}^{(2)} = \frac{m_{N}}{\pi^{2}} \left\{ \int_{E_{i}}^{E_{F}} dE b_{2}(E) - \int_{E_{i}}^{E_{F}} dE b_{1}(E) \right\} \tag{C.16}
\]

\[
E_{tot}^{(2)} = 8\pi m_{N} \left( \frac{L}{2\pi} \right)^{3} \left\{ \int_{E_{i}}^{E_{F}} dE \left[ b_{2}(E) - b_{1}(E) \right] + \int_{E_{i}}^{E_{F}} dE b_{2}(E) \right\}
\]

\[
= \frac{L^{3}m_{N}}{\pi^{2}} \left\{ \int_{E_{i}}^{E_{F}} dE b_{2}(E) - \int_{E_{i}}^{E_{F}} dE b_{1}(E) \right\}
\]

\[
\epsilon_{tot}^{(2)} = \frac{m_{N}}{\pi^{2}} \left\{ \int_{E_{i}}^{E_{F}} dE b_{2}(E) - \int_{E_{i}}^{E_{F}} dE b_{1}(E) \right\} \tag{C.17}
\]

Now we have to repeat this calculation with \(E_{+} = E_{+}(p)\). The only thing that changes is the function \(g(p_{3})\) of \((C.8)\), which in the case of \(E_{+}\) now reads (let us denote it with a superscript +):

\[
g^{+}(p_{3}) = E - m_{N} - \frac{a^{2}}{8m_{N}} - \frac{p_{3}^{2}}{2m_{N}} - \frac{a}{2m_{N}} \sqrt{p_{3}^{2} + g_{A}^{2}\eta^{2}}. \tag{C.18}
\]

This function always has a maximum at \(p_{3} = 0\) only, i.e. we simply need to repeat the above first case. \(E_{l}\) of \((C.8)\) will be replaced by

\[
E_{l}^{+} = m_{N} + \frac{a^{2}}{8m_{N}} + \frac{a g_{A} \eta}{2m_{N}}, \tag{C.19}
\]

while the root \(b_{2}\) in \((C.9)\) becomes

\[
b_{2}^{+}(E) = \sqrt{\frac{a^{2}}{4} + 2m_{N}(E - m_{N}) - a \sqrt{2m_{N}(E - m_{N}) + g_{A}^{2}\eta^{2}}}. \tag{C.20}
\]

Equations \((C.11)\) and \((C.12)\) may again be used with the replacements \(E_{F}^{-} \rightarrow E_{F}^{+}\), \(E_{l} \rightarrow E_{l}^{+}\) and \(b_{2}(E) \rightarrow b_{2}^{+}(E)\):

\[
n_{+} = \frac{m_{N}}{\pi^{2}} \int_{E_{i}^{+}}^{E_{F}^{+}} dE b_{2}^{+}(E) \tag{C.21}
\]

\[
\epsilon_{tot}^{+} = \frac{m_{N}}{\pi^{2}} \int_{E_{i}^{+}}^{E_{F}^{+}} dE E b_{2}^{+}(E). \tag{C.22}
\]
Appendix D

Neutron Stars

During its lifetime a star produces its energy mainly through the fusion reactions

\[ ^1H + ^1H \rightarrow ^2H + e^+ + \nu + 1.44 \text{ MeV} \]
\[ ^2H + ^1H \rightarrow ^3\text{He} + \gamma + 5.49 \text{ MeV} \]
\[ ^3\text{He} + ^3\text{He} \rightarrow ^4\text{He} + ^1H + ^1H + 12.85 \text{ MeV} . \]

As soon as all the hydrogen is burned, gravitation compresses the helium until other fusion reaction start. With increasing diversity of possible nuclear reactions the synthesis of heavier nuclei is pushed further until most of the matter consists of Fe, Si and close-by elements. This is then the point where the fusion reactions stop and the thermal pressure cannot compensate the gravitational pressure anymore. If the star has sufficient mass, the thereupon incipient contraction crushes the atomic structure resulting in a mixture of electrons and nuclei, where the electrons can be treated as an ideal Fermi gas (i.e. neglecting interactions between them) in a first approximation. It is then the Fermi pressure of the electrons that prevents the object (called white dwarf) from a further contraction. Let us calculate this pressure by taking the electrons as degenerate Fermi gas at \( T = 0 \).

Since we consider free electrons the dispersion relation of one electron is given by (let us introduce factors of \( c \) and \( \hbar \) in this section)

\[ E(p) = \sqrt{m_e^2c^4 + p^2c^2}, \quad (D.1) \]

where \( m_e \) is the electron mass and \( p = |\vec{p}| \) the electron momentum. \((2.37)\) gives the connection between the Fermi momentum \( p_F \) and the electron number density \( n_e \):

\[ p_F = \hbar \left( \frac{3\pi^2 n_e}{2} \right)^{1/3} . \quad (D.2) \]

At \( T = 0 \) all states up to \( p_F \) are filled and the total energy of the electrons is given by (cf. \((2.38)\))

\[ E_e = \frac{2V}{(2\pi \hbar)^3} \int_{\text{Fermi sphere}} d^3p E(p) = \frac{8\pi V}{(2\pi \hbar)^3} \int_0^{p_F} dp \, p^2 \sqrt{m_e^2c^4 + p^2c^2} \]
\[ = \frac{m_e^5 c^5}{\pi^2 \hbar^3} V \int_0^{x_F} dx \, x^2 \sqrt{1 + x^2} = \frac{m_e^5 c^5}{\pi^2 \hbar^3} V f(x_F) , \quad (D.3) \]

where we have introduced the dimensionless momenta

\[ x = \frac{p}{m_e c} , \quad x_F = \frac{p_F}{m_e c} \quad (D.4) \]
and the function
\[
f(x_F) = \int_0^{x_F} dx x^2 \sqrt{1 + x^2} = \begin{cases} \frac{1}{3} x_F^3 (1 + \frac{3}{10} x_F^2 + ...) , & x_F \ll 1 \\ \frac{1}{4} x_F^4 (1 + \frac{1}{x_F^2} + ...) , & x_F \gg 1 \end{cases}. \tag{D.5}
\]

The pressure \( P_e \) then follows from the thermodynamical relation \( dE = T dS - P dV \) with \( T = 0 \), leading to \( P_e = -\partial E_e / \partial V \). When taking the derivative of (D.3) with respect to \( V \) we have to keep in mind, that \( x_F \) also depends on \( V \); due to (D.2) we have \( x_F = CV^{-1/3} \) with some constant \( C \). So we get
\[
\frac{\partial}{\partial V} f(x_F) = \frac{\partial f}{\partial x_F} \frac{\partial x_F}{\partial V} = -x_F^2 \sqrt{1 + x_F^2} \frac{C}{3V^{4/3}} = -\frac{x_F^3}{3V} \sqrt{1 + x_F^2},
\]
leading to
\[
P_e = -\frac{\partial E_e}{\partial V} = \frac{m_N^4 c^5}{\pi^2 \hbar^5} \left( \frac{x_F^3}{3} \sqrt{1 + x_F^2} - f(x_F) \right). \tag{D.6}
\]

Here we see why only the Fermi pressure of the electrons is important. If the particles are non-relativistic \( (x_F \ll 1) \) the Fermi pressure goes like \( 1/m \), i.e. only the light electrons have an important contribution. As the electrons get relativistic the star becomes unstable, see below.

We want to express \( P_e \) as a function of the (for simplicity constant) matter density
\[
\rho = \sigma n_e m_N, \tag{D.7}
\]
where \( \sigma \) is the mean number of nucleons (of mass \( m_N \)) per electron and where the contribution of electrons to the matter density is neglected. Solving (D.7) for \( n_e \) and plugging that into \( x_F \) yields
\[
x_F = \frac{\hbar}{m_e c} \frac{3\pi^2 \rho}{(\sigma m_N)^{1/3}}. \tag{D.8}
\]
Solving this for \( \rho \) and setting \( x_F = 1 \) we get some characteristic density \( \rho_c \) (which will turn out to be the typical density of a white dwarf star):
\[
\rho_c = \frac{\sigma m_N}{3\pi^2 \hbar^3} (m_e c)^3. \tag{D.9}
\]
Since \( x_F \propto \rho^{1/3} \) the case \( x_F \ll 1 \) in (D.5) corresponds to \( \rho \ll \rho_c \), while \( x_F \gg 1 \) means \( \rho \gg \rho_c \). Expanding (D.6) together with (D.5) in powers of \( x_F \) and using (D.8) we are thus led to
\[
P_e = \frac{m_N^4 c^5}{\pi^2 \hbar^5} \begin{cases} \frac{1}{15} x_F^5 , & x_F \ll 1 \\ \frac{1}{12} x_F^4 , & x_F \gg 1 \end{cases} = \begin{cases} K_1 \rho^{5/3} , & \rho \ll \rho_c \\ K_2 \rho^{4/3} , & \rho \gg \rho_c \end{cases}, \tag{D.10}
\]
with \( K_1 \) and \( K_2 \) containing the prefactors. In both cases we hence have a so called polytropic equation of state, i.e. a relation \( P = K \gamma \). A necessary condition for the stability of a star is however \( \gamma \geq 4/3 \), which follows from an analysis of the total energy of the star when varying its radius. Through the so called Lane-Emden function the case \( \rho \gg \rho_c \) (which means that the electrons become relativistic) may be connected to the mass of the star as follows:
\[
M_C = \frac{5.87}{\sigma^2} M_{\text{sun}}, \tag{D.11}
\]
where \( M_C \) is known as the Chandrasekhar mass limit. Consequently, as \( M \to M_C \) the star becomes unstable. For a white dwarf consisting of iron, \( \sigma = 56/26 \approx 2.15 \) and hence \( M_C = 1.27 M_{\text{sun}} \). Already before reaching this mass limit the reaction
\[
p + e^- \rightarrow n + \nu_e \tag{D.12}
\]
starts to take place (as soon as the Fermi energy of the electrons exceeds the energy that is released in the $\beta$ decay, which is about $1.5m_e c^2$), which implies a breakdown of the Fermi pressure and a further collapse of the star. A typical white dwarf therefore has the approximately the mass of our sun and $\rho_c$ of (D.9) is indeed the characteristic density of a white dwarf. Here we talk about approximately two tons per cubic centimeter, while its radius corresponds roughly to that of the earth.

For a star of mass $M \geq M_C$ the Fermi pressure of the electrons is not able to prevent the matter from further contraction. The denser the material the more protons and electrons are converted into neutrons via the reaction (D.12). The neutrinos escape and what is left is an object that predominantly consists of neutrons; a so called neutron star. It is then the Fermi pressure of the neutrons that keep the object stable. Hence, the above formulas may also be used for a neutron star if we replace $m_e$ by $m_N$ and set $\sigma = 1$. The characteristic density of a neutron star is therefore

$$\rho_c = \frac{m_N^4 c^3}{3\pi^2 \hbar^3},$$

which is about $6 \cdot 10^{18} \text{kg/m}^3$. Accordingly, the particle number density of the neutrons is $n = \rho_c / m_N \approx 4 \cdot 10^{45} \text{m}^{-3} = 4 \text{fm}^{-3}$ and is thus of the same order as in an atomic nucleus (cf. (2.57)). The calculation of the mass and the radius of the neutron star with the methods used in the case of white dwarfs is however only possible for densities well below $\rho_c$. In this region the radius of such a dense object can be estimated to be approximately 10 km. In order to find out the mass limit one has to go to higher densities, where relativistic corrections and other processes become important. Different model calculations led to mass limits for neutron stars between $1.5M_{\odot}$ and $3M_{\odot}$. If the mass of a star reaches this mass limit the neutrons become relativistic and the object unstable. Then, the gravitational collapse (most likely) cannot be stopped by anything and the star will form a black hole.
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