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Abstract
We extend to non-static black holes our benchmarking scheme that allows for cross-comparison of the efficiencies of asymptotically AdS black holes used as working substances in heat engines. We use a circular cycle in the $p-V$ plane as the benchmark cycle. We study Kerr black holes in four spacetime dimensions as an example. As in the static case, we find an exact formula for the benchmark efficiency in an ideal-gas-like limit, which may serve as an upper bound for rotating black hole heat engines in a thermodynamic ensemble with fixed angular velocity. We use the benchmarking scheme to compare Kerr to static black holes charged under Maxwell and Born–Infeld sectors.
1 Introduction

The classic black hole thermodynamics framework [1–4] can be extended by allowing the cosmological constant to be dynamical. It supplies a pressure via $p = -\Lambda/8\pi$, along with its conjugate volume $V$. In this formalism, where mechanical work is possible because of the $pdV$ term now appearing in the First Law of thermodynamics, heat engines are a natural concept [14], especially when working with negative cosmological constant. The equation of state of the working substance is supplied by the black hole in question in the form of the relation between its temperature $T$, the background cosmological constant, and its other parameters such as horizon radius $r_+$. The engine is defined using a closed cycle in state space during which there is a net input heat flow $Q_H$, a net output heat flow $Q_C$, and a net output work $W$ such that $Q_H = W + Q_C$. The efficiency of the cycle, $\eta = W/Q_H = 1 - Q_C/Q_H$, is determined by the equation of state of the system and the choice of cycle in the state space. The cycle given in Figure 1(a) is a natural choice for static black holes. This is because, in that case entropy and volume, both purely powers of $r_+$, are not independent, and hence the isochores are adiabats, (i.e., $C_V = 0$ [12]), making all the heat flows take place on the isobars, simplifying the analysis [22,23] of the efficiency.

Figure 1: (a) Prototype engine for static black hole. (b) Prototype engine for rotating black hole, where steps 2→3 and 4→1 are chosen to be adiabats.

In general, the calculation of efficiency is a difficult task to perform exactly and one adopts

---

1 See e.g., refs. [5–8], the early work in refs. [9–11], and the reviews in ref. [12,13].
2 Here we are using geometrical units where $G, c, \hbar, k_B$ have been set to unity.
3 The mechanical work $W = \int p\,dV$ here can be interpreted as a change of the overall energy of a spacetime since the volume (i.e., the presence of the black hole itself) removes a portion of it from the standard energy integral. Recall that $p$ sets an energy density via $\Lambda$’s equation of state $p = -\rho$ and so a positive change $dV$ results in an energy gain $|\rho|\,dV$ [8]. The heat flows $Q_H$ and $Q_C$ into and out of the engine can be considered as from and to non-backreacting heat baths of radiation filling the spacetime, as is traditional in black hole thermodynamics. See e.g. ref. [16]. These devices were named “holographic heat engines”, since for negative cosmological constant (i.e. with positive pressure), an engine cycle represents a journey through a family of holographically dual non–gravitational field theories (for a large number of colours, $N_c$) defined in one dimension fewer. The holographic aspects will not be the focus of this paper.
4 Refs. [15,24–39] have since done further studies of such heat engines in various contexts.
various approximation schemes (such as high temperature limits) to proceed, but ref. [40] showed that for this cycle, a simple exact formula can be derived for it:

$$\eta = 1 - \frac{M_3 - M_4}{M_2 - M_1},$$  \hspace{1cm} (1)$$

where $M_i$ is the mass of the black hole (which is also the enthalpy [8]) evaluated at the $i$th corner of the cycle. Moreover, since two such cycles can be placed together (sharing a common edge) to give a larger cycle, the simple formula can be used in an algorithm for computing the efficiency of an engine defined by an arbitrary cycle shape in the $(V, p)$ plane, by tessellating the plane using the basic cycle as a unit cell [40]. Only the edges of the cells that intersect the cycle path will contribute to the efficiency, and since the heat flows are on the isobars only, there are only two types of cell that contribute: “hot” cells that are on upward-facing parts of the cycle (therefore contributing to $Q_H$) and “cold” cells otherwise (contributing to $Q_C$), and hence:

$$\eta = 1 - \frac{\sum_j (M_3^{(j)} - M_4^{(j)})}{\sum_k (M_2^{(k)} - M_1^{(k)})},$$  \hspace{1cm} (2)$$

where the additional labels $j, k$ are for cold and hot cells respectively. As the number of cells used in this prescription increases (or equivalently, the cell size decreases), the accuracy of the algorithm increases.

In ref. [41], this algorithm was used in a prototype benchmarking scheme for comparing efficiencies of different kinds of heat engines. The idea was that since certain special shapes of cycle might be more advantageous for certain kinds of black hole (e.g. having isochors favours static black holes since $C_V = 0$), it makes sense to use a benchmark shape that is equally disadvantageous to all equations of state. A circle was the natural choice ($(p - p_c)^2 + (V - V_c)^2 = L^2$, i.e., centered at $(p_c, V_c)$ and of radius $L$) and the algorithm gave a means by which $\eta$ for each case could be computed and compared.

Proceeding in this way produced another useful outcome: In an “ideal gas” limit, where black hole equations of state take the form $p^V^{1/(D-1)} \sim T$, the mass becomes $M = pV$, and the entire scheme becomes a simple exactly solvable geometry problem with the result:

$$\eta = \frac{2\pi}{\pi + 4p_c/L},$$  \hspace{1cm} (3)$$

where $L$ is the circle’s radius and $p_c$ ($\leq L$) is the pressure at the centre of the circle. This suggests a universal (dimension independent) bound on the efficiency in this benchmarking scheme.

---

5It’s a circle in our choice of units for $p$ and $V$, which is part of the choice of benchmarking scheme if making comparisons.
coming from the ideal gas sector. (It is stronger than the bound presented by the Second Law of thermodynamics through the Carnot efficiency.)

It is natural to wonder how all of this generalizes to cases for which \( C_V \neq 0 \), i.e., if the constant volume lines are not adiabatic curves. Rotating black holes fall into this category, as non–zero rotation parameter \( a \) enters the formula for the thermodynamic volume and entropy in such a way as to make them independent from each other. This was the point of the current project, and in this paper we present the details of an interesting generalization of our previous results. While this project was near completion, a generalization that is different from the approach we took appeared in the literature \[42\]. That paper also looks at the \( C_V \neq 0 \) case, but instead opts to keep the prototype cycle in figure \( 1(a) \) made of isobars and isochores. A generalization of the exact efficiency formula \( (1) \) can be readily written down, and they study the Kerr (and other) black holes using it. In the benchmarking circle, the paper revisits the \( C_V = 0 \) case and derives an analytic expression for a lower bound on \( \eta \). While not as universal (and dimension independent) as our upper bound \( (3) \), it may be useful in further studies of benchmarking. Their approach using the rectangular cycle for \( C_V \neq 0 \) does not extend to a simple algorithm for solving arbitrary shapes, however, and so they study \( C_V \neq 0 \) benchmarking by direct numerical evaluation of the heat around the circle.

Since our interest was primarily in generalizations of the tessellation algorithm for the purposes of computing the efficiency of the benchmarking circle, we took a different approach, using two isobars and two adiabats to form our basic engine, giving a new prototype cycle that looks like that shown in figure \( 1(b) \). With this choice, the heat flows are again just along the top and bottom paths of the cycle, and the simple algorithm that involves tessellating the \((V,p)\) plane with them in order to determine the efficiency for an arbitrary shape can be implemented again. The dependence of \( S \) on the various parameters can be used, in combination with the equation of state, to determine the equations for the adiabatic curves at each step in the algorithm in such a way as to avoid needing to solve for the adiabatic curves in closed form (which is in general hard to do). We describe this generalized scheme in section \( 2 \) and then apply it to the example of the Kerr black hole in section \( 3 \).

As with our previous work \[41\], it is possible to ignore the tessellation algorithm and do a direct numerical integration of the heat in order to compute the efficiency of the circle cycle. However, proceeding in that way would have meant missing the opportunity to derive the exact formula \( (3) \). Indeed, pursuing the generalization of the tessellation method for the rotating case, we found a generalization of that exact formula by again taking an ideal gas like limit. This formula again suggests itself as an upper bound on rotating cases (in the fixed angular momentum ensemble that we’ll be working in; see section \( 3.2 \)). This is presented in section \( 3.3 \).
2 The Generalized Benchmarking Cycle

To generate the tessellation of the benchmarking cycle with unit cells of the form shown in figure 1(b), the procedures of ref. [41] need some modification. The benchmarking path is still a circle with center at \((V_c, p_c)\) and radius \(L\), of course, but the core tessellating grid will now be \(2N \times N\), to accommodate the bending of the adiabats. Here \(N\) is again chosen to be even, since it gives equal numbers of cells in the upper and lower halves of the circle. Having chosen the origin and the radius (denoted \(L\)) of the circle in the \((V, p)\) plane, the lattice is constructed as follows. We started from the top left corner of the grid. The vertical decrement for pressure will be \(\Delta p = 2L/N\), and we have \(N\) rows as before, resulting in an exact fit of the circle between the top most and bottom most isobars, along the vertical direction. In the horizontal direction, pressure is constant, and we have generated \(2N\) columns in stead of \(N\), i.e., we have extended the length of the grid along this direction. A similar increment is used for \(\Delta V\) to locate the corners of the tops of the cells in the top row. Since we have \(2N\) columns now, the total length of the top isobar is \(4L\) as opposed to our static case where it was \(2L\). Next, for the adiabatic segments, setting \(dS = 0\) gives an equation that can be used to determine the required \(\Delta V = F(V, p)\Delta p\) where \(F(V, p)\) may also depend upon other parameters (such as \(a\) or \(J\) in the rotating black hole case). This determines all the steps needed to move vertically and horizontally, and the grid can be readily generated. For black hole solutions, it is often most useful to write quantities in terms of the horizon radius \(r_+\), so we computed \(r_+\) at each corner of the tops of the top cells in the top row using the explicit equation for \(V\) in terms of \(r_+\) and \(p\) since its \((V, p)\) coordinates are known, with other parameters being held fixed. To generate the corners of the bottoms of the cells in the top row, we can now use \(\Delta V\) because \(\Delta V\) is a function of \(V, p\) and \(r_+\) with all the variables known. Corners of the tops of the cells in the next row are same as those of the corners of the bottoms of the cells in the top row. So we can start from those corners and compute \(\Delta V\) using the same trick as before which gives us the corners of the bottoms of the cells in the second row and this process continues until we reach the \(N\)-th row. At the end of the process, \(r_+\) at each corner is known (along with \(p\) and \(V\)), and can be readily used to evaluate mass \(M\), temperature \(T\) and other quantities at each corner. Identifying hot and cold cells is done using the same method as in [41] and the efficiency \(\eta\) (for that value of \(N\)) is readily computed. As described above, the circle fits exactly on the core \(N \times N\) tessellating grid only when the adiabats are vertical (the static black hole case). Since the adiabats bend away from the vertical, the core grid was extended to \(2N \times N\) in order to ensure that the circle fits on it.

As \(N\) increases, \(\Delta p\) and \(\Delta V\) get smaller, resulting in more accurate fits to the exact adiabats, and also the hot cells and cold cells make a better fit to the circle, so \(\eta\) becomes more accurate for large \(N\). Since the algorithm computes \(T\) at each corner of all the hot cells and cold cells, it is
easy to determine the maximum and minimum temperatures on the benchmarking cycle in order to compute the Carnot efficiency ($\eta_C$) of the engine as a check on our results for $\eta$.

Figure 2: A sample benchmarking circular cycle for $N = 10$, showing the tessellation along isobars and adiabats. The equation of state comes from $D = 4$ Kerr–AdS black holes. Red lines represent hot cells and blue lines represent cold cells. As $N$ increases, these lines converge to the boundary of the circle. Black dashed lines show a family of isotherms. We worked at fixed $a$ here, with $a = 0.04$.

Figure 2 shows an example for the $D = 4$ Kerr black hole for $N = 10$ where we worked at fixed rotation parameter $a = 0.04$. (See the next section.) The benchmarking circular cycle is shown, with $(V_c = 50, p_c = 30)$ as the origin and $L = 5$ as the radius. The crosses (green) show the points of the tessellation. The black dashed lines show a few sample isotherms.

3 Benchmarking Kerr–AdS

3.1 Background Thermodynamics

We will work in $D = 4$ dimensions in this paper. Though our approach should ideally work in any $D$, for $D \geq 5$ the relevant thermodynamic quantities become more complicated and the process proved to be beyond the numerical capabilities of our computers. (There will be an exact result in section 3.3 that will be $D$–independent, however.) Our purpose for this paper is to generalize/modify the previous algorithm for static cases to incorporate rotation. We will then compare the result with non–rotating cases.
We use the $D = 4$ Einstein–Hilbert action:

$$ I = \frac{1}{16\pi} \int d^4x \sqrt{-g} \left( R - 2\Lambda \right), \quad (4) $$

where the cosmological constant $\Lambda = -3/l^2$ sets a length scale $l$. The Kerr–AdS solution in Boyer-Lindquist coordinates is given by:

$$ ds^2 = -\frac{\Delta_r}{\rho^2} \left[ dt - \frac{a \sin^2 \theta}{\Xi} \ d\phi \right]^2 + \frac{\rho^2}{\Delta_r} \ dr^2 + \frac{\rho^2}{\Delta_\theta} \ d\theta^2 + \frac{\Delta_\theta \sin^2 \theta}{\rho^2} \left[ a dt - \frac{r^2 + a^2}{\Xi} \ d\phi \right]^2, \quad (5) $$

where,

$$ \rho^2 = r^2 + a^2 \cos^2 \theta, \quad \Xi = 1 - \frac{a^2}{l^2}, \quad (6) $$

$$ \Delta_r = (r^2 + a^2) \left( 1 + \frac{r^2}{l^2} \right) - 2mr, \quad \Delta_\theta = 1 - \frac{a^2}{l^2} \cos^2 \theta. \quad (7) $$

Here $a$ and $m$ are rotation and mass parameters, respectively. Note that this solution is valid only for $a < l$ and becomes divergent in the limit $a \rightarrow l$. The event horizon is at the largest real root, $r_+$, of $\Delta_r = 0$. The horizon area $A$ and entropy $S$ are given by:

$$ A = 4\pi \frac{r_+^2 + a^2}{\Xi}, \quad S = \frac{A}{4}. \quad (8) $$

Analytically continuing the metric by $t \rightarrow i\tau$ and $a \rightarrow ia$ gives the Euclidean section and if we identify $\tau \sim \tau + \beta$ and $\phi \sim \phi + i\beta \Omega_H$, where $\Omega_H$ is the angular velocity of the event horizon

$$ \Omega_H = \frac{a \Xi}{r_+^2 + a^2}. \quad (9) $$

and $\beta$ is the inverse temperature:

$$ \beta^{-1} = T = \frac{1}{2\pi r_+} \left[ \frac{(a^2 + 3r_+^2)(r_+^2 + 1)}{2(a^2 + r_+^2)} - 1 \right], \quad (10) $$

then the geometry is free of conical singularities. Note that the temperature vanishes at the following extremal value of $a$:

$$ a_{\text{ext}}^2 = \frac{r_+^2 \left( 1 + \frac{3r_+^2}{r_+^2} \right)}{1 - \frac{r_+^2}{r_+^2}}. \quad (11) $$

The angular velocity measured at spatial infinity is what enters the First Law $[43]$ (see below) and is:

$$ \Omega = \frac{\Omega_H + \frac{a}{l^2}}{r_+^2 + a^2}. \quad (12) $$
The mass, angular momentum and thermodynamic volume are [43]:

\[ M = \frac{m}{\Xi} = \frac{1}{2r_+^2 \Xi} (r_+^2 + a^2) \left( 1 + \frac{r_+^2}{l^2} \right) , \quad J = \frac{ma}{\Xi} , \quad \text{and} \quad V = \frac{r_+ A}{3} \left( 1 + \frac{a^2 (1 + \frac{r_+^2}{l^2})}{2r_+^2 \Xi} \right). \quad (13) \]

The First Law of black hole thermodynamics for a rotating black hole is [43]:

\[ dH = TdS + Vdp + \Omega dJ , \quad (14) \]

where \( \Omega \) is the angular velocity and \( J \) is the angular momentum. The enthalpy \( H \) is simply the mass of the black hole, usually written as a function of \( r_+ \) and \( p \), parametrized by \( a \), where, the rotation parameter \( a = J/M \) (in \( D = 4 \)).

### 3.2 Key Elements of the Tessellation

It is possible to explicitly rewrite all the thermodynamic quantities in terms of the angular momentum \( J \), and it is indeed a natural thermodynamic variable to hold fixed. On the other hand for the purposes of exploring the generalized tessellation we (for simplicity) choose to work with fixed \( a \), amounting to fixing \( J \)’s conjugate, the angular velocity at infinity. (Note that the benchmarking work of ref. [42] chose fixed \( J \).)

Fixing \( a \) gives \( dJ = adM \). So along the isobars \( (dp = 0) \) the total heat flow is \( \int TdS = \int dM - \int a\Omega dM \). It turns out that, perhaps surprisingly, for Kerr–AdS black holes, \( a\Omega dM \) is exactly integrable over \( r_+ \). For \( D = 4 \), it is:

\[ a\Omega dM = \frac{a^2 \left( 1 + \frac{r_+^2}{l^2} \right) \left( 3r_+^4 + (a^2 + l^2)r_+^2 - a^2 l^2 \right)}{2(a^2 + r_+^2)^2 l^2 \Xi^2} dr_+. \quad (15) \]

Then integrating over \( r_+ \) keeping \( l \) fixed results in:

\[ \Upsilon(r_+, l, a) = \arctan \left( \frac{r_+}{a} \right) a + \frac{r_+ a^2}{l^2 \Xi^2} \left[ 1 + \frac{l^2}{2r_+^2 \Xi} \left( 1 + \frac{2r_+^2}{l^2} + \frac{r_+^4}{l^4} \right) \right]. \quad (16) \]

Appendix B shows how this generalized to higher dimensions. This means that the efficiency formula extends to:

\[ \eta = 1 - \frac{(M_2 - M_1) - (\Upsilon_2 - \Upsilon_1)}{(M_3 - M_4) - (\Upsilon_3 - \Upsilon_4)} , \quad (17) \]

where \( M_i \) and \( \Upsilon_i \) are the value of those functions at each corner of the cycle.

This extended result for a cell of type shown in figure 1(b) is what is used in the tessellation algorithm for computing the efficiency of the benchmark circle, with \( \eta = 1 - Q_C/Q_H \), where:

\[ Q_H = \sum_{\text{ith hot cell}} (M_2^{(i)} - M_1^{(i)}) - (\Upsilon_2^{(i)} - \Upsilon_1^{(i)}) , \quad (18) \]
\[ Q_C = \sum_{\text{ith cold cell}} \left( M_3^{(i)} - M_4^{(i)} \right) - \left( \Upsilon_3^{(i)} - \Upsilon_4^{(i)} \right). \] (19)

Our benchmark circle will be centred at \( p_c = 30, V_c = 50, \) with radius \( L = 5. \) For generating the moves along adiabats (as discussed in the previous section), we used equation (8), setting \( dS = 0 \) giving:

\[ dr_+ = -\frac{4\pi a^2(r_+^2 + a^2)}{3r_+^2 \left( 1 - \frac{8\pi a^2}{3} \right)} dp . \] (20)

Then using equation (13) for \( V \) and equation (20) for \( dr_+ \), one gets:

\[ dV = \frac{8\pi^2 a^4 (r_+^2 + a^2)^2}{9r_+^4} \left( 1 + \frac{8\pi^2 r_+^2}{3} \right) \left( 1 - \frac{8\pi^2 a^2}{3} \right) dp . \] (21)

Before showing our results of implementing the algorithm, we pause to note an exact result that will be a useful guide.

### 3.3 An Exact Result

For static black holes, there is an “ideal gas” limit in which the equation of state in \( D \) dimensions becomes form \( pV^{1/(D-1)} \sim T. \) It is essentially a high temperature or large volume limit, and can be obtained by keeping the leading \( r_+ \) behaviour of the various expressions for \( T, M, etc. \) In this limit, the mass/enthalpy becomes \( M = pV \) with an interesting consequence for the tessellation algorithm. Recall that the input heat, \( Q_H = \sum_k (M_2^{(k)} - M_1^{(k)}) \) is summed along the tops of a stepwise discretization of the top of the benchmarking circle. But in this case it is \( Q_H = \sum p(V)\Delta V \) along the circle’s top half. Therefore in the limit of small step size this becomes the area under the curve, a pleasing geometrical result which allows the formula (3) to be written down.

It is natural to wonder if a similar limit might apply here, allowing for another exact formula. The answer is yes. The large \( r_+ \) limit of the mass is again \( M = pV, \) while the angular velocity becomes \( \Omega = a/l^2. \) Therefore isobaric heat flow becomes:

\[ \int TdS = \int \left( 1 - \frac{a^2}{l^2} \right) dM \rightarrow \int \left( 1 - \frac{8\pi a^2}{3} p(V) \right) p(V)dV . \] (22)

So again the result is geometrical, with a weighting factor in the integral. So for a circle of radius \( L, \) centered at \( p = p_c \) and \( V = V_c: \)

\[ Q_H = \int_{V_c-L}^{V_c+L} \left( 1 - \frac{8\pi a^2}{3} p(V) \right) p(V)dV , \quad \text{where} \quad (p(V) - p_c)^2 + (V - V_c)^2 = L^2 . \] (23)
The first (square root) term is the original result (the sum of the areas of the upper semi–circle and the rectangle), easily solved by the substitution $V = L\sin \theta$. Meanwhile the second term is an elementary polynomial. Recalling that $W = \pi L^2$, the final $(D$–independent) result is:

$$\eta = \frac{2\pi}{\pi + \frac{4p_c}{L} - \frac{16\pi}{3} a^2 \left( \frac{3}{4} L + p_c \pi + \frac{2p_c^2}{L} \right)}.$$

(24)

As with the $a = 0$ version, since it comes from an ideal gas limit, it probably expresses a limit on the efficiency achievable by a rotating black hole, at least in generic situations. Our results in the next section are consistent with this.

3.4 Numerical Results

Our benchmarking circle has origin at $(50, 30)$ and radius $5$. Figure 3 shows the results of the algorithm for computing $\eta_C$ and $\eta$. We worked with $a = 0.001$ as a sample value of the rotation parameter.

![Figure 3: The efficiency of our benchmarking cycle as a function of grid size, $N$. Here Kerr–AdS black holes in $D = 4$ are used as the working substance. Blue crosses represent the Carnot efficiency $\eta_C$, while black squares represent $\eta$. For $N = 100$, $\eta_C$ and $\eta$ begin to show convergence to approximately 0.295355525453494 and 0.234033334108944 respectively. We set $a = 0.001$.](image)

As $N$ grows, the tessellation scheme, while successful, becomes numerically labour intensive as compared to the static case of $a = 0$. That difficult grows with larger $a$. Being able to do large

---

$^6$Recall that the metric is valid only for $a < l$ which sets an upper limit on $a$. With our chosen cycle, this means $a$ has to be less than 0.06. We also have another restriction on $a$ coming from the extremality condition in equation (11). For our choices of cycle $a_{\text{ext}}$ is always greater than 0.06. Notice that we also avoided the regions of the phase diagram where values of $a$ at which multi–valuedness associated with phase transitions would develop.
enough $N$ for a range of values of $a$, to ensure reliable convergence, eventually became beyond the capabilities of our computers. Instead, for a study of the $a$-dependence of the system, we relied on a direct numerical integration of the heat around the cycle in order to evaluate the efficiency at different $a$. The results are shown in figure 4 as a series of points indicated by circles. The solid (red) line is the exact result (24) coming from the ideal gas case and again it seems to be consistent with our expectation that it is an upper bound.

We next compare the efficiencies of Kerr–AdS black hole heat engines with that of the static Einstein-Hilbert–Maxwell and Born–Infeld cases. In the interests of getting better numerical control, we used a different choice of benchmarking circle (origin at $(V_c = 50, p_c = 30)$ and radius 5) than we did in ref. [41] (we had an origin at $(V_c = 20, p_c = 110)$ and radius 10), and there we worked in $D = 5$, so we must redo the static results. We list the actions (and mass formulae needed) in Appendix A. In $D = 4$, the Gauss–Bonnet term is purely topological and so we could not include that case. We performed our computation for $N = 100$ and the result is shown in Figure 5. We chose $\beta = 0.1$ for the Born–Infeld parameter, and display the case of electric charge $q = 0.1$ in the figure. (Other values of $q$ are discussed in the next paragraph.) Notably, inclusion of rotation results in lower efficiency than the static cases. In $D = 4$, Born–Infeld case has lower efficiency than the Einstein–Hilbert–Maxwell case (as opposed to the $D = 5$ case), and Kerr–AdS has the lowest efficiency ($a$ was set to 0.001), and of course all of them have efficiencies lower than their corre-
sponding Carnot efficiencies. Note that in \[42\] it was found that in \( D = 4 \), Born–Infeld black hole heat engines have higher efficiencies than the Einstein–Hilbert–Maxwell heat engines (the reverse of what we found) for values of \( q \) below some threshold value. This does not necessarily contradict our results here since the systems are in different thermodynamic ensembles. Nonetheless, it would be interesting to find an explanation for the origin of this reversal.

![Figure 5: The efficiencies of Kerr–AdS (lowest), Born–Infeld (middle) and Einstein–Hilbert–Maxwell (highest) black hole heat engines for \( N = 100 \) with circle origin at (50,30) and radius \( L = 5 \). (Since the static cases lie close to each other in the plot, an inset is included to resolve them.)](image)

Of course, for small enough values of the charge parameter \( q \), the difference between the Einstein–Hilbert–Maxwell and Born–Infeld heat engines efficiencies becomes so small as to be lost in numerical noise. We then explored the behaviour of the efficiencies as we increase the value of \( q \), until our numerical accuracy became too unreliable. We found that the Einstein–Hilbert–Maxwell engine efficiency increases with \( q \) at a faster rate than that of Born–Infeld. Ultimately, the Born–Infeld engine efficiency reached a maximum (at \( q \approx 0.5 \) in the units we are using) and then started decreasing. There is no such peak for Einstein–Hilbert–Maxwell. Presumably this means that the effects of non–linearity for Born–Infeld eventually begin to take their toll on the efficiency.
4 Conclusion

We have extended our benchmarking scheme \cite{41} to compute the efficiency of non–static AdS black hole heat engines, allowing us to study the effects of rotation on black hole heat engine efficiency. Specifically, we did it for four dimensional Kerr–AdS black holes. We used our modified algorithm and exact efficiency formula \cite{17} to break the circle into a regular lattice of cycles and compute the efficiency numerically. In the special case of an “ideal gas” behaviour we were able to find a generalization of the exact efficiency formula we’d previously derived in ref. \cite{41}, again proposing that it supplies a stronger bound than Carnot, now for the rotating black holes (in a fixed angular momentum ensemble).

We also computed efficiencies of Einstein–Hilbert–Maxwell and Born–Infeld charged black hole heat engines in $D = 4$ and compared those with the rotating case. We showed in ref. \cite{41} that Born–Infeld yields higher efficiencies in $D = 5$ in this benchmarking scheme (note that we double–checked that this result persisted with the circle that we used in this paper). Here instead, we found that in $D = 4$ we have the reverse: Now Born–Infeld has lower efficiency than Einstein–Hilbert–Maxwell case. Furthermore, the inclusion of rotation results in efficiency lower than that of both the static cases discussed here. It would be interesting to know if there was a simple explanation for the dimension dependence of the behaviour of the efficiencies. Moreover, there are several other kinds of black hole that can be compared using our benchmarking scheme. These explorations will be left for future work.
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A Black Holes in $D = 4$

Here we write down the mass and temperature of Einstein–Hilbert–Maxwell and Born–Infeld black holes, which we were previously using in our benchmarking study in $D = 5$ and with a different choice of benchmarking circle for static black holes \cite{41}.
A.1 Einstein–Hilbert–Maxwell

The bulk action for the Einstein–Hilbert–Maxwell system in $D = 4$ is\(^7\)

$$I = \frac{1}{16\pi} \int d^4x \sqrt{-g} \left( R - 2\Lambda - F^2 \right).$$ (25)

We can now write the mass and the temperature of the Einstein–Hilbert–Maxwell (i.e., Reissner–Nordstrom–like) black hole solution, parametrized by a charge $q$ (which we will choose as $q = 0.1$):

$$M = \frac{1}{2} \left( r_+ + \frac{q^2}{r_+} + \frac{8\pi p}{3} r_+^3 \right), \quad \text{and} \quad T = \frac{1}{4\pi} \left( 8\pi pr_+ + \frac{1}{r_+} - \frac{q^2}{r_+^3} \right),$$ (26)

and we can write them entirely in terms of $p$ and $V$, using $r_+ = (3V/4\pi)^{1/3}$.

A.2 Born–Infeld

The so-called\(^8\) Born–Infeld action \(^45–47\) is a non-linear generalization of the Maxwell action, controlled by the parameter $\beta$:

$$\mathcal{L}(F) = 4\beta^2 \left( 1 - \sqrt{1 + \frac{F_{\mu\nu}F_{\mu\nu}}{2\beta^2}} \right)$$ (27)

If we take the limit $\beta \to \infty$ in (27) we recover the Maxwell action. The Einstein–Hilbert–Born–Infeld bulk action in $D = 4$ is obtained by replacing the Maxwell sector in equation (25) with this action. The exact results for the Born–Infeld black hole’s mass and temperature are known\(^9\) but for our purposes, it is enough to expand them in $1/\beta$, keeping only leading non–trivial terms. For the mass:

$$M = \frac{1}{2} \left( r_+ + \frac{8\pi p}{3} r_+^3 + \frac{q^2}{r_+^2} \left( 1 - \frac{2q^2}{15\beta^2 r_+^4} \right) \right) + \mathcal{O}\left( \frac{1}{\beta^4} \right)$$ (28)

and the temperature:

$$T = \frac{1}{4\pi} \left( \frac{1}{r_+} + 8\pi pr_+ - \frac{q^2}{r_+^2} \left( 1 - \frac{q^2}{4\beta^2 r_+^4} \right) \right) + \mathcal{O}\left( \frac{1}{\beta^4} \right)$$ (29)

We worked with $q = 0.1$ and $\beta = 0.1$ in our benchmarking scheme.

---

\(^7\)We’re using the conventions of ref. \(^44\).

\(^8\)See e.g. the remarks in ref. \(^23\) about the terminology

\(^9\)See refs. \(^48–50\) for further details.
The $\Upsilon$-function that we have written down explicitly in section 3 was derived for $D = 4$. In this appendix we will show that it can also be done for higher dimensional singly spinning Kerr–AdS black holes. A singly spinning Kerr–AdS black hole in general $D$-dimensions can be described by one non-zero rotation parameter $a$ and the metric takes the form:

$$ds^2 = -\frac{\Delta_r}{\rho^2} \left[ dt - \frac{a \sin^2 \theta}{\Xi} \, d\phi \right]^2 + \frac{\rho^2}{\Delta_r} \, dr^2 + \frac{\rho^2}{\Delta_\theta} \, d\theta^2 + \left[ a dt - \frac{r^2 + a^2}{\Xi} \, d\phi \right]^2 + r^2 \cos^2 \theta d\Omega_{D-4}^2,$$

where,

$$\rho^2 = r^2 + a^2 \cos^2 \theta, \quad \Xi = 1 - \frac{a^2}{\ell^2},$$

$$\Delta_r = (r^2 + a^2) \left( 1 + \frac{r^2}{\ell^2} \right) - 2mr^{5-D}, \quad \Delta_\theta = 1 - \frac{a^2}{\ell^2} \cos^2 \theta.$$

Other useful thermodynamic quantities are:

$$M = \frac{m \omega_{D-2}}{4\pi \Xi^2} \left( 1 + \frac{(D-4)\Xi}{2} \right), \quad J = \frac{ma \omega_{D-2}}{4\pi \Xi^2},$$

$$V = \frac{r+A}{D-1} \left[ 1 + \frac{a^2(1 + r_+^2)}{(D-2)r_+^2} \right], \quad \Omega = \frac{a \left( 1 + \frac{r_+^2}{\ell^2} \right)}{r_+^2 + a^2},$$

where,

$$A = \frac{\omega_{D-2}(r_+^2 + a^2)r_+^{D-4}}{\Xi}, \quad \text{and} \quad S = \frac{A}{4},$$

and $\omega_{D-2} = 2\pi^{(D-1)/2}/\Gamma(D-1/2)$ is the usual volume of the unit $(D-2)$-sphere. As before, $p = -\frac{\Lambda}{8\pi}$, where $\Lambda$ is the cosmological constant and related to $l$ by $\Lambda = -\frac{(D-1)(D-2)}{2l^2}$. The statement that $r_+$ is the largest root of $\Delta_r$ gives us mass $M$ in terms of the horizon radius, $r_+$:

$$M = \frac{\omega_{D-2}}{4\pi \Xi^2} \left[ 1 + \frac{(D-4)\Xi}{2} \right] \left[ \frac{(r_+^2 + a^2)(1 + r_+^2)}{2r_+^{5-D}} \right].$$

Now we can easily compute $dJ$ from (33) using equation (36) (while keeping $p$, i.e., $l$ constant). Next, we multiply $dJ$ by $\Omega$ using (34). This quantity, $\Omega dJ$, is integrable exactly along the isobars in any $D$. For general $D$, $\Omega dJ$ takes the following form:

$$\frac{a^2 \omega_{D-2}(1 + \frac{r_+^2}{\ell^2}) \left[ (D-5)(a^2 + r_+^2)(1 + \frac{r_+^2}{\ell^2})r_+^{D-6} + 2(1 + 2\frac{r_+^2}{\ell^2} + \frac{a^2}{\ell^2}) \frac{r_+^{D-4}}{8\pi(a^2 + r_+^2)\Xi^2} \right] \, dr_+. $$

15
The result upon integrating (37) is what we called \( \Upsilon \) (for \( D = 4 \)) in section \( \text{3} \). We present two such results here. In \( D = 5 \), \( \Upsilon \) takes the form:

\[
\Upsilon_5 = \frac{a^2 \omega_3}{8\pi} \left[ \ln(a^2 + r_\pm^2) + \frac{r_\pm^2}{l^2 \Xi} \left( 1 + \frac{2}{\Xi} + \frac{r_\pm^2}{l^2 \Xi} \right) \right] 
\]

(38)

and in \( D = 6 \), the result is:

\[
\Upsilon_6 = \frac{a^2 \omega_4}{4\pi} \frac{r_\pm^2}{l^2 \Xi} \left( r_\pm^2 \left( \frac{1}{3} + \frac{1}{\Xi} \right) + (l^2 - a^2) + \frac{(l^4 + r_\pm^4)}{2l^2 \Xi} \right) - \arctan\left( \frac{r_\pm}{a} \right) a 
\]

(39)

One can derive exact results for higher dimensions too using (37).
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