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Abstract—Recent year has brought considerable advancements in Electric Vehicles (EVs) and associated infrastructures/communications. Intrusion Detection Systems (IDSs) are widely deployed for anomaly detection in such critical infrastructures. This paper presents an Interpretable Anomaly Detection System (RX-ADS) for intrusion detection in CAN protocol communication in EVs. Contributions include: 1) Feature Extractor; 2) Anomaly Detection System; and 3) Explanation Generator for detected anomalies. The presented approach was tested on two benchmark CAN datasets: OTIDS and Car Hacking. The anomaly detection performance of RX-ADS was compared against the state-of-the-art approaches on these datasets: HIDS and GIDS. The RX-ADS approach showed comparable performance to the HIDS approach on OTIDS dataset and outperformed HIDS and GIDS approaches on Car Hacking dataset. Further, the proposed approach was able to generate explanations for detected abnormal behaviors arising from various intrusions. These explanations were later validated by information used by domain experts to detect anomalies. Other advantages of RX-ADS include: 1) the method can be trained on unlabeled data; 2) explanations help experts in understanding anomalies and root course analysis, and also help with AI model debugging and diagnostics, ultimately improving user trust in AI systems.
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I. INTRODUCTION

ELECTRIC Vehicles (EVs) are becoming a primary component in Intelligent Transportation Systems (ITSs) as it decreases fossil fuel consumption and greenhouse gas emissions, reducing negative environmental impact [1], [2]. In recent years, there has been rapid growth in EV infrastructure, expanding to various areas, including EV manufacturing, charging stations, battery advancements, electric vehicle supply equipment, and other roadside infrastructures [3], [4], [5], [6]. Within EV infrastructure, different communication technologies such as vehicle-to-Vehicle (V2V), Vehicle-to-sensor-board (V2S), vehicle-to-infrastructure (V2R), vehicle-to-human (V2H), and vehicle-to-internet (V2I) plays a major role in building resilient operations [7], [8], [9]. Security of these technologies is critical to avoid vulnerabilities such as DoS attacks, false data injections, spoofing, and modifications [7], [10].

Intrusion Detection Systems (IDSs) are widely used approaches in critical infrastructures such as EV infrastructure [11], [12]. The purpose of IDS is to detect attacks and intruders in communication systems of critical infrastructure, thus avoiding possible catastrophic failures and economic losses. For example, in an EV, attacks can cause break malfunction, engine overheating, control steering issues, and door lock issues, resulting in life-threatening and catastrophic damages [11]. Not only EVs, but other infrastructure components such as charging stations are also prone to severe advanced persistent threats (APT) such as ransomware and malware [12]. Thus building IDSs has become a vital component of EV infrastructure.

During the last decade, data-driven machine learning approaches such as Neural Networks (NNs) have been widely used for building IDSs for various critical infrastructure settings [13], [14]. There are two main types of IDSs: Signature-based IDS and Anomaly Based IDS [15]. Typically, Anomaly Detection systems (ADSs) have the advantage of detecting both known attacks and unknown/new attacks/abnormalities in the systems [15], [16]. The idea of ADS is to learn the normal behavior of a system such that anything outside learned normal behavior is detected as an anomaly. The majority of ADSs are trained using only data coming from normal class/behavior, avoiding expensive data labeling process (time-consuming, costly, and requires expertise in data) [17]. Out of widely used NN architectures for ADS development, Autoencoders (AE) have gained...
much attention due to many advantages such as in-build anomaly detection capability, unsupervised training, scalability, feature extraction, and dimensionality reduction capability. Therefore, in this paper, we are developing a AE-based ADS.

Despite the performance benefits of NNs, people hesitate to trust these systems due to the difficulty of understanding the decision-making process of the AI models, making these systems black-box models [18]. By addressing this, the Trustworthy AI research area has emerged. One main component of Trustworthy AI is the Explainability or Interpretability of AI systems (XAI). XAI aims to provide an understanding of black-box models, enabling users to question and challenge the outcomes of AI systems. It provides many advantages, including justifying outcomes of AI systems, improving trust in AI models, model debugging, and diagnosing [19]. Therefore, this paper presents an explanation generation approach for the presented ADS.

This paper presents the following contributions:

1) Feature Extractor for CAN bus communication: We presented a window-based feature engineering approach to extract cyber features from EV communication data. These features are generated to capture the frequency and payload information of the CAN bus communication. We hypothesize that the presented feature extractor is able to generate effective features which can be used by the developed ADS to distinguish normal CAN bus communication from abnormal/attacks behaviors.

2) Anomaly Detection System implemented using an unsupervised algorithm: We present an ADS which can be trained only on normal behavior data, without having to use labeled data. Thus, the presented ADS is developed by training ResNet AE using only normal behavior data, and tuning a reconstruction error threshold on the trained normal behavior. We demonstrate that the reconstruction error threshold defined on normal data can be successfully used to identify abnormal communication in CAN bus communication.

3) Explanation Generation Using Adversarial Machine Learning: The identified anomalous data are used in our work to generate adversarial samples. These samples are generated by performing the minimum modification required to convert them to the closest normal behavior samples. I.e., adversarial samples are constrained within the distribution of normal behavior data. We create explanations by visualizing the magnitude of the modifications. More specifically, we look at the features that had the largest modifications when generating the adversarial samples. These explanations allowed us to identify important features that help characterize different attacks, allowing us to understand the patterns learned by the models and compare them with expert knowledge.

The presented approach was tested on two benchmark datasets which were provided by the Hacking and Countermeasures Research Laboratory. This approach was developed for an ongoing effort with Idaho National Laboratory (INL) to build ADS for an EV charging system (EVCS). We already deployed some parts of this work in our follow-up paper [20]. Specifically for EVCSs, RX-ADS provides multiple advantages, including unsupervised training, understanding the root causes of a given anomaly, allowing domain experts to distinguish different types of anomalies and common anomaly behaviors, and AI model debugging and diagnostics. Further, to the best of the authors’ knowledge, no prior research has been attempted to develop Explainable ADSs for CAN data.

The rest of the paper is organized as follows: Section II provides the background and related work; Section III presents the interpretable ADS (RX-ADS); Section IV discusses the experimental setup, results, and discussion, and finally, Section V concluded the paper.

II. BACKGROUND AND RELATED WORK

This section first discusses the Data used for training the presented RX-ADS: CAN, a widely used communication protocol for in-vehicle communication. Then we discuss the current work on IDSs developed using CAN data. Finally, we discuss the background of adversarial machine learning and its applications.

A. CAN Protocol

Controller Area Network (CAN) is the most widely used standard bus protocol for in-vehicle communication. It enables efficient communication between Electronic Control Units (ECUs). It is a broadcast-based protocol that allows multi-master communication, and every node can initiate communication with any other node in the network. Thus, CAN frames do not contain a destination address, unlike other protocols. In CAN protocol, each ECU is able to send messages to the vehicle communication network using data frames [10]. ECUs send frames with their ID number, and the ECU on destination identifies messages by the sender ID included in the frame. The collision of messages and data is avoided by comparing the message ID of the node; the highest priority frame has the lowest ID. CAN is proved to have many advantages, including reducing wiring cost, low weight, low complexity, and operating smoothly in an environment where electromagnetic disturbance factors exist [21].

CAN protocol operates with four main types of frames: the data frame, the remote frame, the error frame, and the overload frame [21]. Most of the communication happens using the CAN data frame. The structure of the CAN data frame is presented in Figure 1, which consists of several common fields that are explained below [21].

- SOF (Start of Frame) - indicates the beginning of the frame.
- Arbitration Field - is composed of message Id and RTR (Remote Transmission Request) bit. Depending on

Fig. 1. CAN data frame.
the RTR state the frame will be identified as data or remote frame. During communication frames are prioritized using the ID of the frame.

- Control Field - sends the data size
- Data Field - the actual data that the node wants to send using a data frame, this field can have 0-64 bits.
- CRC Field - contains a 15-bit checksum that is used for error detection
- Ack Field - is used to acknowledge that a valid CAN frame was received by sending a dominant state.
- EOF (End of Frame) - indicates the ending of the frame

B. Anomaly Detection Using CAN Data

Modern vehicles highly rely on ECU communication. Thus CAN has become the standard protocol for facilitating the data exchange between ECUs. While CAN protocol has many advantages, it also consists of security flows such as lack of authentication, vulnerability for various attack vectors, and lack of encryption technologies [22]. In the last couple of years, there has been a surge in research addressing the security and vulnerabilities of CAN protocol, most recent work proposes different IDSs methods. This subsection discusses existing IDS work on CAN data, specifically focusing on neural network methods and feature extraction techniques.

To develop CAN IDSs, there are four types of feature extraction approaches that have been tested in the literature [22]. First, frequency or time-based features where the timing between CAN frames and sequencing of CAN frame IDs were used for developing CAN IDSs. In [23], the broadcast time interval for each ID within a window (a discrete, non-overlapping, contiguous set of CAN frames) of CAN frames was calculated. A similar approach has been used in [24], where they calculate the signal co-occurrence time of IDs to calculate the absolute error from expectation for identifying intrusions. The second feature extraction approach is Payload-based approach where message content bits are directly used for building CAN IDSs [22]. The third approach is Signal based approach where message content is decoded into signal before feeding into the IDS. For example in [25], payload bits are encoded before feeding into Neural network architecture for detecting intrusions in CAN. Finally, the fourth approach is Physical side channels where physical attributes such as voltage, and temperature are used to detect intrusions [22], [26]. Other than these four approaches, some IDSs have developed using rule-based methods where the characteristic of CAN communication was encoded into rules for detecting intrusions [22]. The main drawback of rule-based methods is that they require domain knowledge and manual rule generation, which are challenging and time-consuming tasks.

Neural Network (NN) based CAN IDSs are mainly developed by encoding the characteristics of CAN communication into a set of features and training NN algorithms on these extracted sets of features. The features are extracted to ensure capturing the normal behavior patterns of CAN bus communication apart from abnormalities. For example, in [25], Long Short Term Memory (LSTM) and AE-based unsupervised IDS were developed for detecting intrusions. This architecture consists of a neural network architecture where CAN data from each ID type is presented to its assigned LSTM. The results of LSTM networks are aggregated into AE NN. They have tested their approach on Synthetic CAN data only. A similar approach was used in [27] where they used LSTM for detecting anomalies. However, they have not aggregated the results of multiple LSTMs using AE. In [28], deep NN-based IDS was presented, which used deep belief network (DBN) pre-training methods for initial parameter optimization. This approach is a supervised approach where labeled data was required to build the IDS. Convolutional Neural Network (CNN) based supervised CAN IDS was proposed in [29] where they have tested their system on a real CAN data set. They have directly fed information in CAN frames as features for the training of CNN.

C. Adversarial Machine Learning

Adversarial samples are generally referred to as malicious input samples designed to fool machine learning algorithms [30]. These samples are typically created by adding a slight modification into real data samples, such that the outcome of a machine learning model for crafted samples will be different than the real sample [13]. Typically, machine learning models are vulnerable to these generated adversarial samples, resulting in unintended or incorrect outcomes. Generally, adversarial samples are generated to maximize the impact on the model while minimizing the ability to identify the adversarial sample apart from a real sample. This ensures by keeping the adversarial sample inside the domain of valid inputs.

Adversarial machine learning has been widely used for exposing vulnerabilities in critical infrastructures [13]. The positive or negative impact of adversarial ML depends on the purpose of the use of these samples. For example, an attacker can use these samples can be used to gain information on a trained ML model, information on the data set the model trained on, and attack a model. This results in possible privacy invasion, safety failures, data corruption, and model theft [13], [31]. On the other hand, adversarial machine learning also can be used for improving the performance of machine learning models. For example, it can be used to eliminate undefined behaviors of ML models, exploit vulnerabilities, assess model robustness and improve generalization [13], [31], [32], [33]. This paper uses adversarial ML to interpret CAN ADS, which helps with interpreting the decision-making process of blackbox NN models and helps with NN model debugging and diagnostics.

III. RX-ADS METHODOLOGY

This section discusses the development of RX-ADS. This section consists of three subsections. First discusses the system model, articulating various aspects of the systems as presented in Figure 2. The second section discusses the main components of the system in detail. The third section discusses the assumptions, challenges, and limitations of the system.
A. System Model

The proposed system is illustrated in Figure 2. The proposed RX-ADS consists of several main components: feature extractor, CAN bus data, Machine Learning (ML) model, Adversarial Approach, and Interpretable Interface. First, we extract a set of cyber features from raw CAN communication data using the feature extractor. It converts the raw CAN data into a data format that can feed into ML algorithms. This data can be collected from CAN bus communication within EV vehicles or between EV and the EV chargers as shown in Figure 2. Then, it trains an ML model using baseline data, i.e., data that represent the normal behavior of the system. Adversarial ML is used for generating the explanation for abnormal behaviors. Once it identifies abnormal samples, these samples are modified using an adversarial approach, i.e., it performs the minimum modification required to change the anomalous records (x’) into normal/baseline records (x). The difference between x and x’ is used in the Interpretable Interface for illustrating the most relevant features that lead to anomalous behaviors.

B. Main Components

1) Feature Extractor/Feature Engineering: This subsection describes the window-based feature engineering approach where we generate a set of cyber features from raw CAN frames. This is motivated by widely used window-based network flow feature extraction methods in industrial control ADSs [34]. The main goal of this approach is to extract a set of features using a set of CAN messages within a defined-sized time window. These features are selected based on the available literature on CAN bus data [10], [35]. The sliding window-based feature extraction algorithm is presented in Algorithm I in Table I. For each dataset, we used a time window and extracted features on CAN frames within that window. Overlaps between two windows are kept at half of the window size. In this experiment, window features are extracted using different time window sizes (winSize).

The set of extracted features with their description is presented in Table II. These features are extracted to represent the fluctuation in normal behavior in the CAN communication data. All or some of the features are extracted for each tested dataset. Then, the extracted features were fed into the AE model for building the ADS.

2) Machine Learning Model: As discussed in the introduction, Autoencoder (AE) NN model was used to learn the normal/baseline behavior of the system. Specifically, we used deep ResNet AE (RAE) architecture to avoid possible performance degradation, and easy parameter optimization [17]. AE has an encoder and decoder, each consisting of multiple hidden layers. Training of the model consists of two stages, the encoding stage, and the decoding stage. The encoding stage transforms the input data into an embedded representation, whereas in the decoding stage, the embedded representation is reproduced back to the original input record (reconstruction). Encoding and decoding functions are non-linear transformation functions; in this experiment, we used a Sigmoid function. The loss function (Jθ) of the AE model is computed using the difference between the input (x) and the reconstruction (x’).

Thus reconstruction error of the AE is calculated as follows,

\[
J_\theta = \frac{1}{T} \sum_{i=1}^{T} \|x_i - x_i'\|^2
\]  (1)

where \(x_i\) is the \(i\)th input sample, \(x_i'\) is the reconstruction for \(i\)th input sample, \(\theta\) denotes the set of parameters of the AE (weights and biases).

During training, AE is trained with data coming from the normal behavior of the system. Therefore, it only learns the possible normal behaviors of the system. When unseen records are presented to the trained AE, the amount of reconstruction error indicates how much the presented data differs from the learned normal behavior. A threshold value is defined to identify possible anomalies. The data records were detected as anomalies if the reconstruction error was higher than the defined threshold value. Thus, given data record \(x_i\) is detected as anomaly (\(y = 1\)) or normal (\(y = 0\)) as follows,

\[
J_{\theta,i} = \|x_i - x_i'\|^2
\]  (2)

\[y = \begin{cases} 
1 & : J_{\theta,i} \geq th \\
0 & : J_{\theta,i} < th
\end{cases}
\]  (3)

where \(J_{\theta,i}\) is the reconstruction error of \(i\)th data record, \(th\) denotes the threshold value, and \(y\) represents predicted label: anomaly or not. The threshold value is optimized based on the training baseline data, i.e., the threshold value should capture
L1 regularized RAE architecture was used as some of the features can result in data sparsity. The mean squared error was used as the loss function. A different number of hidden layer sizes were tested, and the paper presents the best results.

We divided the baseline/normal data into two sets (train/test) with a 0.7/0.3 ratio. The data was scaled to the 0-1 range. Once the RAE model is trained with baseline data, the reconstruction errors on train data were used to define an error threshold by keeping 99.9% of train data within the defined threshold. The trained RAE’s (ADS) performance was evaluated using the test baseline data and abnormal/attack data.

3) Adversarial ML: Modifying Anomalous Samples: This paper uses adversarial Machine Learning (ML) to understand why a given sample is detected as an anomaly. The concept of adversarial sample generation was used to find the minimum modification needed to change the anomalous sample into a normal behavior sample. This is achieved by finding an adversarial sample \( x'' \) that is detected as a normal sample with the given \( th \) while minimizing the distance between real sample \( x \) and adversarial/modified sample \( x'' \).

We constrain the adversarial sample \( x'' \) should be inside the bounds \( (x_{\min}, x_{\max}) \). These bounds are defined using the training data, ensuring that the adversarial samples are inside the domain of data distribution. In the presented approach, this magnitude of modification is considered to be proportional to the feature contribution toward identified attacks. These required modifications are used in Interpretable Interface to generate explanations for identified attacks.

4) Interpretable Interface: The presented interpretable interface generates explanations for detected anomalies. For generating explanations, RX-ADS uses the identified anomalous samples as references, then uses Eq4 and 5 to find the adversarial samples with minimum modifications. Explanation generated under two categories:

- Explanations for individual Anomaly Samples: These explanations are generated by calculating the difference between the anomaly sample and the closest adversarial sample \( x' \) and visualizing it using a bar chart. This bar chart shows the deviation of the anomaly sample from what the model learned as normal behavior. Domain experts can analyze these graphs quantitatively to understand the root causes of a given anomaly. For example, identifying cyber anomalous behavior which leads to a physical impact in the vehicle.

- Explanations for global anomalous behavior: Explanations generated for anomalous data records are aggregated to understand common anomaly behaviors in the system. It allows us to distinguish different types of anomalies and their common behaviors.
C. Assumptions, Challenges, and Limitations

There are a couple of assumptions, challenges, and limitations associated with the proposed approach. To train this approach, it is essential to have a large enough data set, representing the normal behavior of the system. Thus, the training data set is assumed to cover all possible representations of normal communication behaviors of the system. The model must be re-trained in the case when there are new behaviors that are significantly different from trained normal behaviors. Otherwise, these behaviors will be detected as anomalies, increasing false positives. Since CAN bus standards can be different from one vehicle/system to another, the transferability of the system can be limited. If the new behavior contains different CAN IDs, new IDs should be integrated into the feature-extraction methods when re-fitting the system. Finally, when an anomaly is associated with a large number of features, then the Adversarial Approach might reveal many deviated features. Thus, effectively presenting this information to domain experts in a real-time setup can be challenging. In this work, it is assumed that anomaly communication happens only on a limited number of features, allowing us to present them clearly in a GUI using a bar plot. We are currently working on deploying this system in an ongoing effort with Idaho National Laboratory (INL) to an EV charging system (EVCS). We are planning on exploring options for addressing these challenges.

IV. Experiment, Results, and Discussion

This section first discusses the rationale for selected datasets, comparative analysis approaches, and validation methods. Then it presents results and discussions for each dataset.

The objective of the evaluation is two-prong, 1) to achieve comparable or improved anomaly detection performance compared to the state-of-the-art methods on the experimented datasets, 2) to identify features that have the highest relevance towards identified attacks and to validate them through domain experts. The proposed system was tested against two popular CAN protocol benchmark datasets: OTIDS and Car Hacking. These are two publicly available EV CAN protocol datasets in the recent literature. Both of these datasets are released by the Hacking and Countermeasures Research Lab (HCRL) for the research community on CAN bus communication. They contain CAN bus data representing normal behavior and abnormal/attack behaviors, allowing us to use them for building our anomaly detection system. The Car Hacking dataset is the most recent dataset released by them. OTIDS is the only publicly available dataset with remote frames and responses. Based on the domain knowledge of CAN data, loss of remote frames is a major indication during DoS attacks. Therefore, it is essential to feed this information as features into the algorithms and check whether the proposed adversarial approach outputs them during DoS attacks. Since these datasets are used for the development of IDSs, domain knowledge is available on different attacks, providing the main CAN communication characteristics for each attack type. This information allows us to validate the RX-ADS explanation by checking whether the features identified by the adversarial approach are discussed in the literature for detecting these attacks.

We selected state-of-the-art performing methods found in the literature which include the Histogram-based Intrusion Detection System and the GAN Intrusion Detection System (HIDS and GIDS). We used the same key performance indicators implemented in them including accuracy, precision, recall, and F1. Further research will be conducted in future work to further validate these explanations once deployed in a human-in-loop setup with our domain expert partners from INL. Dataset-specific information is as follows:

**OTIDS:** The OTIDS benchmark CAN dataset was released by Hacking and Countermeasures Research Lab (HCRL) [21]. It contains real CAN data collected from a Kia Soul vehicle in normal behavior and during a set of attacks: DoS, Fuzzy, and impersonate. Currently, HIDS is the state-of-the-art performing method on this dataset [35]. It has to be noticed that this is the only open dataset with remote frames and responses, such that it is important to experiment on how this information is essential for anomaly identification.

**Car Hacking:** The Car Hacking dataset is the most recent dataset released by the Hacking and Countermeasures Research Lab (HCRL). This dataset contains real CAN data collected from Hyundai YF Sonata. It contains a baseline data file, a data file with DoS attacks, a data file with Fuzzy attacks, and a data file with Spoofing attacks. CAN frame structure is very similar compared to their first released OTIDS dataset. This dataset seems to be the most widely used dataset in the CAN IDS literature [22]. The Generative neural network-based IDS (GIDS) is the state-of-the-art approach for detecting intrusions in the Car Hacking dataset [10].

The rest of the section discusses RX-ADS results and discussion for each dataset.

A. RX-ADS vs. HIDS (OTIDS Dataset)

This section compares the anomaly detection performance between RX-ADS and HIDS algorithms.

**Data Processing:** This experiment used baseline, DoS, and Fuzzy data to simplify the experiment and compare the explanations. DoS Attacks have been implemented by injecting messages of “0×000” CAN ID in a short cycle. Fuzzy Attacks have been implemented by injecting messages of spoofed random CAN ID and DATA values. All the features except payload_PX_XXXX were extracted for this dataset. This was performed due to the available domain knowledge on this dataset shows that it is possible to identify abnormalities by using only remote request and response-based features. However, this feature showed its value in our EV application of this approach in [20].

1) Anomaly Detection System Performance: We experimented with different millisecond time window sizes:0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5. We found that when the time window is too small (<0.02), the performance of the fuzzy attack detection rate decreases. Further, the baseline accuracy was reduced if the time window is too large (0.1>). The best-observed result was observed for 0.05 milliseconds window size, which is recorded in this section. Table III shows...
the detection performance of presented RX-ADS compared to recent state-of-the-art IDSs on OTIDS dataset: Histogram-based approach (HIDS) presented in [35]. We also implement two widely used anomaly detection algorithms: Local Outlier Factor (LOF) and One-Class SVM (OCSVM).

It can be seen that RX-ADS shows comparable performance with the state-of-the-art approach on this dataset. Both HIDS and RX-ADS used window-based feature extraction methods. The HIDS uses a fixed number of CAN frames as a window, whereas RX-ADS uses CAN messages within a fixed time window. It has to be noted that the HIDS uses the K-Nearest Neighbor (KNN) algorithm for performing multi-class classification. Thus it requires labeled data from all the classes (normal, DoS, and Fuzzy) for training. However, RX-ADS only requires data from normal behavior for training, which is advantageous as the data labeling is expensive [17], [19].

2) Explanation Generation: Figure 3 shows the deviations calculated using the adversarial method for two types of abnormal/attack behaviors (DoS and Fuzzy). As we discussed before, these deviations of feature values not only explain the behavior of attacks compared to normal behavior but also help with distinguishing different types of attacks. To make the comparison easy, deviations for two types of attacks were presented with the same scale. Explanations for attack behaviors can be naturally interpreted as compared to normal behavior in the following tabular format in Table IV.

Related literature on this dataset confirms that normal communication has a very low lost reply rate, a higher number of instant reply rates, and a very low/zero amount of high-priority messages. Further, a higher number of messages during normal communication results in a higher number of unique IDs, number of records (messages), and unique DLC values. However, during attacks, it generates high-priority messages or spoofs random messages, resulting in collisions between CAN frames. It leads to a delay in CAN communication. Thus, fewer records are expected during abnormal communication compared to baseline. Further, this results in a fewer number of unique DLCs, IDs, and a number of records within a window. Thus, the identified features of attacks match the domain expert’s knowledge of this dataset.

### Table III

| Approach   | Normal Behavior | DoS | Fuzzy |
|------------|-----------------|-----|-------|
| HIDS [35]  | 100%            | 100%| 100%  |
| OCSVM      | 99.77%          | 100%| 100%  |
| LOF        | 99.33%          | 100%| 100%  |
| RX-ADS     | 100%            | 100%| 100%  |

Fig. 3. OTIDS dataset: Outcomes generated using the adversarial approach for DoS records and Fuzzy records.
The explanation generated for two types of attacks can be compared against each other to identify distinguishing characteristics between them. The explanations for distinguishing two behaviors can be naturally interpreted in the following manner.

DoS and Fuzzy attacks affect the system differently based on the following observations:

- DoS results in a higher number of high-priority messages (0000), whereas Fuzzy does not result in high-priority messages with ID 0000.
- Min/Max/Mean ratio is higher for DoS due to high-priority message communication.
- No of lost response frame rate is higher for DoS.

Once adversarial samples are generated, feature value distribution of baseline, attacks, and adversarial records also give insights into how different features behave under abnormalities. Figure 4 illustrates the feature behavior for selected features under DoS attacks. It can be seen that many of the identified features deviate from the baseline behavior with different magnitudes (Orange line). However, generated adversarial samples (green line) have a much closer feature value distribution to the baseline (blue line). Feature value distribution during Fuzzy attacks is also presented in Figure 5, which also shows similar behavior.

B. RX-ADS vs. GIDS and HIDS (Car Hacking Dataset)

This section compares the anomaly detection performance between RX-ADS with GIDS and HIDS algorithms.

Data Processing: In this experiment, we used only baseline, DoS and Fuzzy CAN data. All the features except payload PX_XXXX were extracted for this dataset. This was performed due to the available domain knowledge confirming that it is possible to identify intrusions only using timing information and ID frequencies. Remote frame indicators are only included in baseline data; thus, this experiment ignores remote information bits from CAN frames. Initial data analysis indicated large gaps between CAN frames during attacks [22], [36]. Our analysis also confirmed this behavior. Hence we trimmed attack datasets before using them for experimentation.

1) Anomaly Detection System Performance: We experimented with different millisecond time windows: 0.01, 0.02, 0.03, 0.04, 0.05. When looking at frames within the window, we observed some differences between normal and attack communication. When the window size is too small, there are many windows without injected intrusion frames (During attack communication). However, even without any injected frames, the window features of CAN frames are different due to the fact that this communication happens during attacks. Thus, considering these windows as normal windows is inaccurate. If the time window is too large, the number of records generated from window-based feature extraction decreases. This results in less number of data records for training. Out of the tested time windows, 0.03 and 0.04 milliseconds gave the best results. The best-observed results were recorded in this section. Table V shows the detection performance of presented RX-ADS compared to recent state-of-the-art IDSs on Car hacking dataset: Histogram-based approach (HIDA) presented in [35] and GIDS presented in [10]. Further, we also compared these results with two classic anomaly detection algorithms: OCSVM and LOF. We calculate Accuracy, precision, recall, and F1 scores for comparison purposes with available literature.

It can be seen that the anomaly detection rate of RX-ADS is higher for both DoS and Fuzzy intrusions compared to other approaches. RX-ADS showed the highest F1 score whereas OCSVM showed the lowest F1 score. As we discussed before, RX-ADS has an advantage over the HIDS approach as RX-ADS does not require labeled data for training. Further, HIDS has implemented different variants of OCSVM-attack models for each intrusion, whereas RX-ADS only implements one model. RX-ADS can use aggregated explanations for distinguishing DoS from Fuzzy intrusions. GIDS is similar to RX-ADS as they only train on normal data. GIDS requires converting CAN data into image format for training [10]. Thus it is a complex and expensive pre-processing step compared to...
Another advantage of RX-ADS is the model interpretability, making domain experts verify model outcomes.

2) Explanation Generation: Figure 6 shows the deviations calculated using the adversarial approach for two types of abnormalities (DoS and Fuzzy). It can be seen that some features highly deviated during abnormal behaviors compared to baseline. Further, there is a clear difference between the two abnormal behaviors. Explanations for attack behaviors can be naturally interpreted in the following tabular format in Table VI.

Compared to the baseline, there are more frames with ID 0000 and odd IDs during DoS attacks. Further, the mean time interval between frames is higher during DoS attacks. Compared to the baseline, a higher number of unique ID frames can be seen during Fuzzy attacks.
TABLE VI
CAR HACKING DATASET: NATURAL INTERPRETATION OF ABNORMAL COMMUNICATION COMPARED TO NORMAL

| Characteristics of communication | Normal communication | Abnormal communication |
|----------------------------------|----------------------|-----------------------|
| High priority CAN frames with ID 0000 | Low                  | High                  |
| Odd ID CAN frames within a window | Low                  | Low                   |
| Min/max/mean time interval between remote and response messages | Low                  | Highest               |
| Number of unique CAN frames within a window | Low                  | High                  |

![Fig. 6](image_url)

We can also compare the behaviors between two attacks for distinguishing characteristics. During attack behaviors, both Fuzzy and DoS show a higher number of odd ID frames (frames with IDs that have not been encountered during baseline behavior). However, during DoS, these are mainly coming from frames with ID 0000, whereas in Fuzzy, these are not high-priority frames. These are coming from random IDs which haven’t encounter during baseline behavior. The mean time interval between frames is higher for both compared to the baseline. However, the Fuzzy attack shows the highest mean time interval than DoS. The number of unique IDs is very high during fuzzy attacks compared to DoS.

Related literature on this dataset confirms the above-discussed behavior. For example, normal communication has a very low number of high-priority messages. In addition, the Fuzzy attacks result in CAN frames with random IDs which have not been encountered during baseline behaviors. During DoS, the number of high-priority messages with ID 0000 is higher compared to baseline and Fuzzy attacks. Both attacks result in fewer frames within a time window. This happens because, during attacks, it generates high-priority messages or spoofs random messages. These high-priority frames and other attack frames can have multiple effects, such as packet collisions and paralyzing the functions of a vehicle resulting in delays or even suspension of other messages [21]. Therefore, the mean time interval between frames is higher compared to the baseline. These may be due to the CAN frame collisions and paralyzing the functions of a vehicle resulting in delays, or even suspension of other CAN messages [21].

Figure 7 shows the explanations generated for normal communication frames, which are in-between attack behaviors. Even though these samples do not have injected attack frames,
the overall communication pattern of these windows was significantly different from the baseline. Thus, the error threshold value was increased to detect these windows as normal windows. This can also be used as a similar filtering method to detect windows without injected frames within attacks (a similar filtering approach was proposed in HIDS). These normal windows during attack communication are expected to be different from baseline communication as attack behaviors result in pre and post-effects in the systems, resulting in deviations from the baseline behavior. These deviations seem to mainly result from higher mean time intervals between frames. Further, the number of unique IDs and DLC values seems low compared to the baseline. This matches domain experts’ knowledge: attack communication results in a latency of CAN frames. These features need to be discussed with domain experts.

V. CONCLUSION

This work presented a ResNet Autoencoder based Explainable Anomaly Detection System (RX-ADS) for CAN bus communication data. RX-ADS consists of three components, 1) Window based feature extraction component to extract features on CAN bus communication, 2) Autoencoder Neural Network based anomaly detection system to detect anomalies in CAN communication, and 3) Adversarial machine learning based component for explaining the detected anomalies. The approach was tested on two benchmark CAN datasets (OTIDS and Car Hacking). RX-ADS showed similar or better results compared to state-of-the-art approaches on benchmark data and widely used anomaly detection algorithms. Thus, empirical results suggest that the proposed reconstruction error-based ADS together with the presented window-based feature extractor is a viable solution for detecting anomalous behaviors in EV CAN bus communication. Feature value distribution of abnormal communication data before and after applying the adversarial approach shows the generated adversarial samples have a much closer feature value distribution to the normal feature value distribution. I.e., Generated adversarial samples mimic normal feature value distributions. Thus, we can use the magnitude of modifications for generating the explanations for detected anomalies.

Based on the generated explanations, we have discovered the main characteristics distinguishing normal communication from attacks and between two tested attack types. We have verified that these characteristics match the opinions of domain experts. We identified that the characteristics that distinguish normal communication from attacks (DoS and Fuzzy) are a very low lost reply rate, a higher number of instant reply rates (request frame followed by a response frame), and a very low amount of high-priority/odd frames within a window. Characteristics that distinguish DoS from Fuzzy attacks are that DoS result in a higher number of high-priority messages (0000) whereas Fuzzy results in a higher number of random IDs which haven’t encounter during normal behavior. I.e., the number of unique IDs is very high during fuzzy attacks compared to DoS.

Currently, the proposed approach is being deployed in a real-world setting: Idaho National Laboratory (INL) EV Charging System setup [20]. Further, the proposed approach will be extended to add physical features for providing more holistic abnormal behavior detection in EV infrastructure. A human study will be performed with domain experts to further validate the system performance in the charging system. We will perform further system improvements for addressing current system limitations.
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