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Abstract: The accelerated growth rate of internet users and its applications, primarily e-business, has accustomed people to write their comments and reviews about the product they received. These reviews are remarkably competent to shape customers’ decisions. However, in crowdfunding, where investors finance innovative ideas in exchange for some rewards or products, the comments of investors are often ignored. These comments can play a markedly significant role in helping crowdfunding platforms to battle against the bitter challenge of fraudulent activities. We take advantage of the language modeling techniques and aim to merge them with neural networks to identify some hidden discussion patterns in the comments. Our objective is to design a language modeling based neural network architecture, where Recurrent Neural Networks (RNN) Long Short-Term Memory (LSTM) is used to predict discussion trends, i.e., either towards scam or non-scam. LSTM layers are fed with latent topic distribution learned from the pre-trained Latent Dirichlet Allocation (LDA) model. In order to optimize the recommendations, we used Particle Swarm Optimization (PSO) as a baseline algorithm. This module helps investors find secure projects to invest in (with the highest chances of delivery) within their preferred categories. We used prediction accuracy, an optimal number of identified topics, and the number of epochs, as metrics of performance evaluation for the proposed approach. We compared our results with simple Neural Networks (NNs) and NN-LDA based on these performance metrics. The strengths of both integrated models suggest that the proposed model can play a substantial role in a better understanding of crowdfunding comments.
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1. Introduction

With the radical evolution in information technology and the growing number of internet users (approximately 4 billion internet users across the globe in 2018 [1]), internet usage has turned out to be a significant communication bridge between customers and organizations. Different social networking sites or discussion portals enable this communication by providing a facility to share customers’ opinions and reviews. These reviews are wealthy of information such as sentiments, critics, and customers’ concerns [2]. The in-depth analysis of these reviews is helpful in different applications, such as predicting trends, discussion topics, and popular keywords.

Though the easy accessibility of the internet is a blessing, it brings many challenges too. The increasing number of internet misuse cases in the form of fraud, harassment, and information leakage has become a prevalent concern for the users and administrative parties.
According to the Internet Crime Report 2018 [3], there are billions of dollars recorded as fraud on the internet, as shown in Figure 1. Crowd-thieving is enabling fraudsters to illegally raise money in terms of misrepresenting their ideas, taking an advance fee, investments, non-payments, or non-delivery or personal data breach, as shown in Figure 2.
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**Figure 1.** The victims of cyber scams according to the Internet Crime Report 2018.
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**Figure 2.** Money lost due to cyber scams according to the Internet Crime Report 2018.

Crowdfunding has emerged to be a modern and provocative process to attract a substantial number of investors towards innovative startups. It also withstands the challenges of ensuring accountability, regulating laws, administrating ethics, and handling funds [4]. The idea that anyone with an innovative concept can start to collect funds for a product, and the arduous process to access a campaign’s legitimacy [5], raise a growing sense of alarm for the crowdfunding platforms. There is a dire need to build a recommendation system to suggest reliable projects to investors according to their preferences. It is essential to have a reasonable amount of data for these recommendation systems to perform well. To address this challenge, utilizing comments or reviews is the right approach as these
reviews represents the user preferences and product characteristics. Therefore, latent feature vectors can be obtained comparatively in a more natural way. In previous studies, user reviews are analyzed primarily through topic modeling-based approaches such as Latent Dirichlet Allocation (LDA), which aims to discover hidden themes in textual documents [6]. However, topic modeling approaches fail to capture contextual information [7].

In comparison with topic modeling, deep learning approaches, such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNNs), can capture the contextual and temporal dependencies. Regardless of the strength and power of these deep learning methods, there are still some limitations in terms of the sliding window size. For example, if the window size is too small, it can cause CNN to fail in connecting words to sentences. Similarly, RNN finds it challenging when it comes to sentence size; in other words, if a review is too long, RNN’s ability to extract contextual information will be limited.

To alleviate the problem, we suggest the integration of deep learning approaches with language modeling techniques. Therefore, we propose a hybrid method that takes advantage of both the solution domains, to provide a deeper understanding of the comments. The deep learning methods can help reserve the context information, whereas topic modeling focuses on word relationships, which mollifies the chances of information loss. For the language modeling part, we use the most common topic modeling approach, i.e., LDA. For deep learning, we opted for a particular RNN type known as Long-Short-Term Memory (LSTM) network because of its strengths of reserving time-dependent information and improved performance over other neural systems. Finally, these two modules are integrated into a hybrid framework resulting in a better model towards topic clustering and predictions. The results of this module can be utilized in other applications such as recommendations based on user preferences, or sentiment classification.

To make some project recommendations for the investors, we have built a recommendation system on top of the prediction module, which is based on the best predictions and user preferences. In order to make an ideal recommendation system for investors and to save them from the risks of potential frauds, extensive contextual learning is required. In summary, the proposed system based on a hybrid approach primarily consists of two major modules: (1) Prediction module (2) Optimized recommendation module. In the prediction module, the latent topics are learned through LDA and are fed to LSTM. LSTM then predicts the topic class for the next word in the corpus. The optimal recommendation module takes the user’s preferences into account in combination with the projects having the highest level of authenticity. The authenticity level (a measure of a project’s credibility) is measured on the bases of the topic clusters. If topic clusters fall into topics depicting suspicions, then authenticity level will be lower. The user preferences include project category, project location, level of rewards, and delivery date. We have also formulated an objective function based on Particle Swarm Optimization (PSO), which aims to find optimal recommendations for the user for ongoing crowdfunding projects. The objective function maximizes the user preferences and minimizes the impact of topic classes, which have low authenticity levels.

The rest of the paper is divided as follows. Section 2 presents the literature review related to our proposed mechanism, Section 3 presents the algorithmic approaches such as basics of language modeling, LSTMs, and PSO. Section 4 presents the propose model in detail. Section 5 sheds light on the implementation and experimental environment. Section 6 presents the preliminary results and a comparative analysis of the proposed approach with baseline algorithms. In last section, we discuss the challenges, limitation, and contributions of our study.

2. Related Works

In this section, we present literature review of the related works. Section 2.1 presents the related works on crowdfunding dynamics, Section 2.2 presents the predictions and recommendations in crowdfunding, and Section 2.3 briefly presents related works on topic modeling and RNNs.
2.1. Crowdfunding Dynamics

As our study focuses on project class prediction with timely and reliable recommendations, it is crucial to analyze the effect of different factors at an early stage of the project. Communication, in the form of updates, is used as a key to increase investments during the funding period by the project creators in equity-based crowdfunding [8]. Some studies focus on investigating the dynamics of reward-based crowdfunding [9–13]. In [14], a field experiment was performed to study the effect of an investment in a project which was previously unfunded. In a more recent study [15], it has shown that the high-profile investors’ actions, at an early stage of the project funding, create a cascading effect, and other investors learn from them and follow their steps which may lead to successful funding of a project. This cascading effect can also lead to unwanted outcomes if the uncertainty is high or the information gap is high [16]. According to the discussions in [10], successful campaigns during their starting period of fundraising were found to have relatively significant investments. In addition to that, the experiments are performed on Kickstarter data, where several investors were observed over time and results show that investors’ support increases as the project enter the final stage of the funding. One of our motivations for this study is the rising number of studies on reward-based crowdfunding [17,18] and equity crowdfunding [19,20].

2.2. Predictions and Recommendations in Crowdfunding

There are various studies on crowdfunding that target to predict different trends and project success [21–24]. In [22], a tool is built to get reviews on their project ideas for a startup. Some studies have explored different linguistic features, specific patterns, and writing styles of project creators to reveal the impact of language on the success or failure of a campaign [25–27].

In [28], crowdfunding success prediction is estimated through a text analytics approach, where LDA is used to extract semantic features out of the text, along with feature selection, and data mining. In a similar work [29], crowdfunding updates are analyzed by using LDA to classify the updates into different topic categories.

2.3. Topic Models and RNNs

To capture the semantic features of the text, topic models play a vital role. The semantic features are extracted as latent topics. There have been numerous studies and applications of topic models since this idea was first introduced by Blei et al. [6]. These studies [30–32] have covered many research areas ranging from scientific studies to mathematical equations. Recently, many studies are using deep learning methods in combination with topic models. In [32], RNN is used along with topic models to enhance the performance of topic modeling for scientific texts. In [33,34], a neural topic model has been presented. Some recent studies have paid more attention and focused on neural variational inferences in order to train the topic models [35,36]. Moreover, for sequences that have long term dependencies, RNN proved to be an effective solution [37,38]. Other studies that have used RNNs to model different language-related problems include handwriting recognition [39], LATEX modeling [40], and semantic parsing [41], etc.

Our model is driven from a hybrid of the approaches which are based on a joint topic language model. The motivation behind these architectures is to extract the latent topics through topic models, e.g., LDA and these pre-trained models are used for Deep neural networks, such as RNNs or CNNs, modeling. In [42], a pre-trained LDA model was incorporated into an RNN model. In other studies [43,44], both topic models and neural networks are trained together, which we also aim to perform. A recent work [45] has proposed a Sentence Level Recurrent Topic Model (SLRTM), where for each sentence, a topic is decided based on a non-sequential Dirichlet structure similar to LDA. Therefore, it is not much useful for capturing long-range temporal dependencies, also as it uses the whole vocabulary, which enriches it with lots of features. In our case, we are using only topics, not the entire dictionary. There are other models introduced in [46,47], which are based on recurrent latent variables; in these models, RNN is enabled with latent variables in order to cater to the inconsistencies
in the input data. Though, these models focus on images and speech data; while we use a discrete input data space and uses text data and numeric data.

In the previous studies, LDA and deep learning models are combined to either improve the language modeling or on the same word text. In our case, we are building a recommendation model on top of LDA-LSTM hybrid model. User preferences are added as an extra layer of input. One key difference of our model is that the latent topics are used in the LSTM layer while other models, such as [39] and [43], integrate them in the output layer of LSTM.

3. Algorithmic Approaches used in the Methodology

In this section, we present the algorithmic approaches used in the proposed mechanism. Section 3.1 presents the related works on language modeling and LDA. Section 3.2 presents the related works on LSTM, and Section 3.3 presents related works on optimization algorithms.

3.1. Language Modeling

Language modeling depends on a function learning that calculates the log probability of an activity as \( \log p(\omega | \text{model}) \), or a sentence as \( \omega = (\omega_1, \omega_2, \ldots, \omega_n) \). This function is then used for the prediction of the next word or activity. It can also be used in different other ways, e.g., LDA uses a bag-of-words approach. Alternatively, it can be used in RNN modeling to prevent temporal information loss, to model \( \log p(\omega_n | \omega_1, \omega_2, \ldots, \omega_{n-1}, \text{model}) \).

Latent Dirichlet Allocation (LDA)

In our proposed system, LDA is used for topic modeling, Figure 3 presents the basic block diagram of LDA, where a user comment is treated as a document and fed to the LDA model, after some preprocessing. LDA results into clusters of similar words indicating a topic or theme. This process is repeated for all the comments in the dataset.

![Plate Notation of Latent Dirichlet Allocation (LDA).](image)

**Figure 3.** Plate Notation of Latent Dirichlet Allocation (LDA).

3.2. Long Short-Term Memory (LSTM)

The traditional topic modeling approaches have some limitations when it comes to context learning. For any language model, temporal aspects are also fundamental. Therefore, a well suitable method is required to perform this task. An RNN type, LSTM, can effectively learn the context and temporal features and can better classify or predict, primarily when we have large data sets with time-series information.
RNNs are the type of networks that generate recurrent connections to memorize. Language models based on recurrent neural networks have lately established state-of-the-art performance in different applications. The dynamic temporal behavior of RNN makes them favorable for sequential classification-based problems.

For training, it takes the first-word w from the sequence of input; the output h0 along with the next word w1 is taken as input in the next step, and so on. This way, it keeps remembering the context while training, as shown in Figure 4.
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The input words are transformed to vectors in the coefficient of inertia, usually ranges between 0.8 to 1.2. \( r_1 \) and \( r_2 \) are the random numbers generated in the range \([0,1]\), and \( c_1 \) and \( c_2 \) are the cognitive and social coefficients, respectively. These coefficients are also known as learning factors, and their value is usually kept as 2.

\[ \text{Figure 4. Basic deep neural network architecture.} \]

Simply defining an RNN, we can elaborate it in terms of \((\Sigma, S, \delta)\) where \( \Sigma \) represents the inputs, \( S \) represents the states, and \( \delta \) is the transition function of the neural network. For example, a traditional language model based on RNN considers a document as a sequence. To predict the next word, an LSTM is trained which also takes into account the previous words. Hence, it maximizes \( p(w_t|w_{t-1}, w_{t-2}, \ldots, w_0; \text{model}) \). The input words are transformed to vectors in \( \Sigma \) which eventually is used for the LSTM state update. For the output, a projection of \( s_t \) is required into a vector of the size of the dictionary and is followed by an activation function, e.g., Softmax. However, challenges occur with more extensive size dictionaries.

3.3. Particle Swarm Optimization (PSO)

The PSO was first proposed by J. Kennedy and R. Eberhart in 1995 [48]. It is a population-based optimization algorithm, which became very famous because of its continuous optimization process towards the best solution.

It is derived from the concepts of swarming habits of animals, e.g., fish or birds and also from genetic algorithms. At a given time \( t \), PSO upholds multiple possible solutions, each represented by a particle. The fitness of these solutions is calculated during each iteration by using an optimization function. There is a certain velocity which each particle has to move with, in order to reach the maximum value, returned by the objective function. At each iteration, the particle’s position and velocity are updated according to the following Equations (1) and (2):

\[
V(t + 1) = W \cdot V(t) + c_1 \cdot r_1 \cdot [Y(t) - X(t)] + c_2 \cdot r_2 \cdot [G(t) - X(t)]
\]  

(1)

\[
X(t + 1) = X(t) + V(t + 1)
\]

(2)
where \( V \) is the particle’s velocity, \( X(t) \) is particle’s current position at time \( t \), \( Y(t) \) is the individually best solution of the particle at time \( t \), and \( G(t) \) is the global best solution of the swarm at time \( t \). \( W \) is the coefficient of inertia, usually ranges between 0.8 to 1.2. \( r1 \) and \( r2 \) are the random numbers generated in the range \([0,1]\), and \( c1 \) and \( c2 \) are the cognitive and social coefficients, respectively. These coefficients are also known as learning factors, and their value is usually kept as 2.

4. Hybrid Approach Based on RNNs and Topic Modeling (LSTM-LDA)

In this section, we present a detailed explanation of the proposed approach. Our proposed approach bridges the gap between traditional topic models and LSTM. The primary purpose of this proposed approach is to focus on the strengths of the two models and overcome the challenges faced by them. Therefore, an ideal model for such a task should have quality features, such as less number of parameters, easy to interpret, and able to accurately predict for future trends.

Hence, we can define the joint model as the following Equation (3):

\[
\log p(w) = \log \sum_{z: T} \prod_{t} p(w_t|z_t)p(z_t|z_{t-1}, z_{t-2}, \ldots, z_1)
\]  

(3)

Model Structure

This section explains the complete structure of the model. Here in the proposed model, LSTM is used to model the topic sequences, i.e., \( p(z_t|z_{t-1}, z_{t-2}, \ldots, z_1) \), while LDA models word sequences, i.e., \( p(w|z) \). The parameters for LDA are presented in Table 1.

| Parameters | Type                        | Definition                      |
|------------|-----------------------------|---------------------------------|
| K          | Integer                     | Number of topics                |
| V          | Integer                     | Dictionary/Vocabulary size      |
| D          | Integer                     | Number of documents             |
| N          | Integer                     | Total number of words in document d |
| alpha      | K-dimensional vector        | Prior weight of a topic k in a document |
| beta       | V-dimensional vector        | Prior weight of a word in a topic |
| Theta      | Float [0,1]                 | Probability                     |
| z          | N-dimensional vector of integers | Topic assignments            |

Let us consider we have topics \( K \), dictionary of size \( V \), collection of documents \( D \) where each document \( d \) consists of \( N \) words. By using all these representations, we can formally define an algorithm for our hybrid model, as shown below in Algorithm 1.

| Algorithm 1: Generative model for the hybrid approach |
|------------------------------------------------------|
| for topic \( k = 1 \rightarrow K \) |
| select topic \( \phi_k \sim \text{Dir}(\beta) \) |
| for document \( d = 1 \rightarrow D \) |
| LSTM model initialization with \( s_0 = 0 \) |
| for words at \( t = 1 \rightarrow N \) in document \( d \) |
| LSTM update as \( s_t = \text{LSTM}(z_{d,t-1}, s_{t-1}) \) |
| Calculate \( \theta = \text{softmax}_k(W_p s_t + b_p) \) (for topic distributions) |
| Select a topic \( z_{d,t} \) from \( \theta \) |
| Select word \( w_{d,t} \) from \( \phi_{zd,t} \) |
Subsequently, we compute the probability of the topic for the next word based on the topics of preceding words. In Figure 5, the architectural overview of our proposed model is presented. The input $w(t)$ is the word vectors generated for the comment at time $t$, and $z(t)$ is the latent vector generated as a result of the LDA process. This latent vector $z(t)$ is fed to the LSTM model. After training, LSTM calculates the topic category of any given comment. The ground truth data is composed of comments along with category labels.

Figure 5. Proposed system architecture for topic class prediction and optimized recommendations.

The prediction module uses the LSTM based topic model to predict the topic class for the next word in the document. The input comments are preprocessed and are converted to word vectors. LDA learns topics, and LSTM is trained based on this pre-trained model. The second module is the recommendation module, which suggests some projects based on the topics discovered by incorporating the investor’s preferences.

5. Implementation Environment

In this section, we present the details of the implementation environment. It covers experimental setup details, explanation of data collection process, data description, and model structure.

5.1. Experimental Setup

The experimental setup is summarized in Table 2. The core system components are Ubuntu 18.04.1 LTS as an operating system, with 23Gb memory, GPU is Nvidia GForce 1080. The implementation is done in Python language along with Tensorflow API. For all experiments, we have divided the data into 70% training data and 30% testing data. By training the 70% of the data, we were able to have ground-truth data ready for predicting the topics and trends of discussions in the remaining testing data. The primary objective is to discover the trends in the comments and recommend investors accordingly.
Table 2. Implementation and experimental environment.

| System’s Components | Specifications |
|---------------------|----------------|
| Operating System    | Ubuntu 18.04.1 LTS |
| Memory              | 32Gb            |
| Language            | Python          |
| GPU                 | Nvidia GeForce 1080 |
| Language Version    | 3.6.1           |
| API                 | Tensorflow      |
| API Version         | 1.13            |

5.2. Data Set

In this section, we present the data collection and selection process.

5.2.1. Data Collection

For the experiments, we targeted the comments section of the Kickstarter campaigns. To collect ground truth data, we need comments for both the categories under analysis, i.e., scam/potentially fraudulent-campaigns and non-scam/genuine campaigns.

There is no public data available for scam cases in crowdfunding, so we hand-collected data from the most substantial reward-based and leading crowdfunding platform—Kickstarter. Kickstarter’s policies are comparatively stringent to other crowdfunding platforms. Though the probability of fraudulent activities drops down due to Kickstarter’s strict policies, there are a reasonable number of campaigns reported or discovered as suspicious or potential frauds. To come up with reasonably good enough data, we went through extensive research and analysis.

The data collection process can be divided into three primary phases, as shown in Figure 6, one involving extensive research based on news, e.g., CNNmoney.com, articles, discussion forums, e.g., reddit.com; social network sites, e.g., facebook.com, and others. This task helped us to create a list of project URLs reported as potential scams or suspended due to some ambiguities or doubtful material presented by the project creators. Our data covers all the authentic and potential fraudulent campaigns published on Kicksammed.com. However, Kicksammed.com does not necessarily cover all the fraudulent cases, so we complement our dataset with news search using Google, Reddit, Facebook, News, and CNN money.
5.2.2. Experimental Data

In Table 3, the details of the data used in experiments are presented. We have 645,251 comments in total, collected from 600 Kickstarter projects in different categories. The average number of comments per project is 841. We filtered out the comments for which the content was hidden and not available for the public. After comments filtering, total comments were around 504,000 comments. For training, 70% of the entire data was used and the rest was used for testing.

| Data Characteristics | Specifications |
|----------------------|----------------|
| No. of projects      | 600            |
| Total no. of comments before filtering | 645,251 |
| Total no. of comments after filtering | 504,184 |
| The average number of comments per project | 841 |
| Training data        | 70%            |
| Test data            | 30%            |

5.3. LSTM-LDA Model Training

We accomplish a comprehensive assessment of our model in comparison with different traditional and deep topic models. These experiments are performed on Kickstarter’s comments. The training data was used to extract latent topics in comments. After the successful training, 12 topic classes were extracted, which classify the comments appropriately into these topic clusters. As shown in Table 4, the topics are labeled as Topic_0, Topic_1, Topic_2, Topic_3, Topic_4, Topic_5, Topic_6, Topic_7, Topic_8, Topic_9, Topic_10, and Topic_11. After LSTM training, each comment in a project is classified into one of these topic classes.
Table 4. Identified topic classes after LDA analysis.

| Topic  | Data Explanation                                                                 |
|--------|----------------------------------------------------------------------------------|
| Topic_0| Waiting for rewards                                                               |
| Topic_1| Asking for refunds                                                                |
| Topic_2| Waiting for an update/reward                                                      |
| Topic_3| Reporting or taking legit actions against it                                      |
| Topic_4| Product never received                                                            |
| Topic_5| Showing anger or disappointment                                                   |
| Topic_6| No communication/confused                                                         |
| Topic_7| Product shipment                                                                  |
| Topic_8| Product description                                                               |
| Topic_9| Product’s working status                                                          |
| Topic_10| Product received                                                                 |
| Topic_11| Showing excitement                                                               |

The topic classes from Topic_0 to Topic_6 represent comments related to strongly negative and aggressive emotions of the investors. The rest of the topic classes, i.e., Topic_7 to Topic_11, accommodate neutral or positive sentiments of the investors. Projects falling into the top 7 topic classes (i.e., Topic_0–Topic_6) are considered comparatively less authentic or suspicious, whereas the projects falling into the rest of the categories (i.e., Topic_7–Topic_11) are considered comparatively authentic.

5.4. Optimized Recommendation Module

The goal of the optimized recommendation module is to recommend the best and credible project to the investors by utilizing the results from the topic predictions along with investor’s preferences. The process can be described as follows:

1. At step 1, projects with higher authenticity are listed.
2. Then the user’s preferences are checked. User preferences include project category, e.g., arts or comics, project location, delivery time, and rewards.
3. At the final step, recommendations of ongoing projects are presented to the user based on their interests.

In order to find projects with the highest authenticity, an optimization function is required. Figure 7 illustrates the overall process flow for optimized project recommendation, in which the recommended projects, along with user preferences, are fed to the optimization module. We are using PSO as an optimization algorithm. It takes user preferences, predicted topic classes, recommended projects, and set of constraints as input.

An objective function is vital for an optimization algorithm to present the optimal output. In our scenario, the objective function will try to find the most authentic project to recommend according to user preferences.
Figure 7. Optimized project recommendation module based on Particle Swarm Optimization (PSO).

5.4.1. Project’s Credibility Estimation

In this scenario, we want an objective function to find out the most credible and optimal project recommendation. The most credible project can be defined as a project which falls under user-preferred categories with the highest probability of on-time delivery. We describe and associate a project’s credibility with the level of authenticity it has. The authenticity of a project is derived from the patterns of communication in the context of project creator’s updates related to the development of the project, keywords used, delivery or reward promises, investors’ sentiments, etc. The authenticity of a project is calculated according to Equation (4). We have used the profile related features of the project creator and the content associated elements of a project.

\[
\text{Authenticity}_{project} = \sum_{i=1}^{n} \frac{\text{Class}_{ci}}{\text{Class}_{Bi}} + \left( \frac{\text{links}_{social}}{\text{Rscore} + \text{delay}_{post}} \right) - (X_w + Y_w)
\]

(4)

where, \(X_w\) and \(Y_w\) are the weights associated with class A, and presence of profile pictures, respectively. The definition of each parameter is given in Table 5.

Table 5. Definitions of the parameters of authenticity.

| Parameters for Authenticity | Explanation | Notations |
|-----------------------------|-------------|-----------|
| **Content-based**           |             |           |
| 1  Class A                  | Weightage of comments in Topic_3 to Topic_5 | \(X_w\) |
| 2  Class B                  | %age of comments in Topic_0 to Topic_2 & Topic_6 | \(\text{Class}_B\) |
| 3  Class C                  | %age of comments in Topic_7 to Topic_11 | \(\text{Class}_C\) |
| 4  Readability score        | The measure of content clarity | \(\text{Rscore}\) |
| **Profile-based**           |             |           |
| 5  Profile picture          | If the project creator has a display picture or not | \(Y_w\) |
| 6  Number of social links   | External links on profile, e.g., facebook | \(\text{links}_{social}\) |
| 7  Delay between posts      | Avg. delay between updates/comments | \(\text{delay}_{post}\) |

A project can have multiple comments falling into different topic classes. Therefore, we find the percentage of comments in each topic class. For simplicity, we have divided all the comments into
three primary types, named as class A, class B, and class C. For negative comments, we have two representative classes as class A and class B while all the other comments are represented by class C. This classification is performed based on the criticality and influence of negative comments towards project authenticity.

The nature of the comments in class A is very threatening and unfavorable. Therefore, we have treated this class separately to curtail the risks of unsafe recommendations. Thus, if the percentage of comments in class A is more significant than zero, the value of \( X_w \) becomes 1, else it remains zero. Our objective function tries to maximize the percentage of class C and searches for the maximum number of social links provided by the project creator.

For a project to be successful, creator information is as crucial as the content because it increases the trust of an investor. Therefore, we can infer that the presence of profile picture and external links provided by a project creator are directly proportional to the authenticity of a project. Thus, the presence of a profile picture means, the value of \( Y_w \) is 0; else its value is 0.5. One common feature of the project creator is related to his patterns of updates and comments referred to as delay post. It represents the average gap or delay between any two consecutive updates or comments posted by the creator. It shows the involvement or communication rate of a creator towards the project development. Therefore, an increase in delay post will harm a project’s authenticity. The values from the above equation are normalized between 0 to 1, where 0 means highly unauthentic, and 1 means highly authentic. It depicts how much trust one can put into a project. Therefore, the higher the authenticity is, the more credible a project becomes as described in the Equation (5).

\[
\text{Authenticity}_{\text{project}} \propto \text{Credibility}_{\text{project}}
\]  

(5)

Consequently, we have five different levels of credibility as extremely low, low, normal, high, and extremely high, falling into varying degrees of authenticity range, as shown in the Table 6.

Table 6. Credibility (in terms of authenticity levels) of projects with example scenarios.

| Project’s Credibility | Example Scenarios                                                                 | Representative Topic Classes | Authenticity Range |
|-----------------------|----------------------------------------------------------------------------------|------------------------------|--------------------|
| Extremely Low         | • Investors are heading towards taking legal action against the project creator.  | Topic_3, Topic_4, Topic_5    | \( > 0 \leq 0.3 \) |
|                       | • If no one has received the product or reward for more than a year.              |                              |                    |
|                       | • Investors are furious towards project creators.                                 |                              |                    |
| Low                   | • Promised rewards are still pending                                             | Topic_0, Topic_1, Topic_2,   | \( > 0.3 \leq 0.6 \) |
|                       | • Investors did not get refunds                                                  | Topic_6                      |                    |
|                       | • Lack of communication as no updates or comments left by the creator after       |                              |                    |
|                       |   successful funding                                                             |                              |                    |
| Normal                | • No harsh sentiments exist by the investors                                     | Topic_8                      | \( > 0.6 \leq 0.7 \) |
|                       | • Positively waiting for the product                                             |                              |                    |
|                       | • Some have received updates or rewards                                          |                              |                    |
| High                  | • Investors are happy and excited about the product                              | Topic_7, Topic_11            | \( > 0.8 \leq 0.9 \) |
|                       | • Hopes are very high                                                            |                              |                    |
|                       | • Receiving updates                                                             |                              |                    |
| Extremely High        | • Investors have received the product                                           | Topic_9, Topic_10            | \( > 0.9 \leq 1.0 \) |
|                       | • Talking about the working conditions of the product                            |                              |                    |

The projects in shallow and low credibility class will have higher risks of being forged. In other words, that project has maximum chances of non-payments, non-delivery, lack of communications, and lack of responses in terms of comments or updates from the project creator. Hence, investing in such a project is not recommended. On the other hand, a project with high or extremely high credibility is an eminently favorable project to invest in, as it is more likely to get delivered on time.
5.4.2. Objective Function for Optimal Project Recommendations

In our case, the goal of the objective function is to find a project with a maximum user preference value and maximum authentication, i.e., a project with high or extremely high credibility. Therefore, we need to design an objective function which fulfills the following criteria:

1. Maximizes the higher credibility levels (i.e., maximizes weights for Topic_7, Topic_9, Topic_10, and Topic_11)
2. Maximizes user preferences.
3. Minimizes the lower credibility level (i.e., minimizes weights for Topic_0, Topic_1, Topic_2, Topic_3, Topic_4, Topic_5, and Topic_6).

Thus,

\[
\text{weight}_1 = \alpha (\text{Topic}_7) + \beta (\text{Topic}_9) + \delta (\text{Topic}_10) + Y (\text{Topic}_11) + \omega (\text{User preferences})
\]  
\[ \text{(6)} \]

\[
\text{weight}_2 = \Phi (\text{Topic}_0) + \Phi_1 (\text{Topic}_1) + \Phi_2 (\text{Topic}_2) + \Phi_3 (\text{Topic}_3) + \Phi_4 (\text{Topic}_4) + \Phi_5 (\text{Topic}_5) + \Phi_6 (\text{Topic}_6)
\]  
\[ \text{(7)} \]

In Equation (6), \( \alpha, \beta, \delta, Y \) and \( \omega \) are the weights associated with Topic_7 (product shipment), Topic_9 (product working status), Topic_10 (product received), Topic_11 (showing excitement), and user preferences respectively. Similarly, in Equation (7), \( \Phi, \Phi_1, \Phi_2, \Phi_3, \Phi_4, \Phi_5, \) and \( \Phi_6 \), are weights associated with Topic_0 (waiting for rewards), Topic_1 (asking for refunds), Topic_2 (waiting for an update/reward), Topic_3 (reporting or taking legit actions), Topic_4 (product never received), Topic_5 (showing anger or disappointment), and Topic_6 (no communication/confused), respectively. The target of the objective function in PSO is to minimize the weights of topic classes from 0 to 6; and maximize the weights of user preferences along with topic classes 7, 9, 10, and 11. Hence, the objective function can be described as Equation (8) below:

\[
\text{weight} = \text{Max}(\text{weight}_1) + \text{Min}(\text{weight}_2)
\]  
\[ \text{(8)} \]
6. Results

In this section, we present the analysis of the results of our hybrid approach towards topic class prediction in crowdfunding comments. Based on these predictions, we implemented an optimized recommendation mechanism that recommends the highly authentic project to users under their preferences. In Section 6.1, we present the initial prediction accuracy of LSTM-LDA.

6.1. Optimized Recommendation Module Prediction Accuracy

This section shows the essential topic class prediction accuracy of our model as compared with other baseline algorithms named as simple Neural Networks (NNs), NN-LDA.

6.1.1. Topic Class Prediction Accuracy

In Figure 9, the graph presents the results of the prediction accuracy of our proposed approach with other baseline approaches. We have compared LSTM-LDA (RNN-LDA) with a basic NN model and LDA based NN model. We can observe that for LSTM-LDA, the prediction accuracies are better, i.e., approximately 96% as compared with NN (approximately 92%) and NN-LDA (about 95%).
Though NN-LDA and LSTM-LDA accuracy are pretty close, LSTM-LDA has a more stable pattern as compared with NN-LDA. The prediction accuracy for RNN-LDA gets steady after 300 epochs.

![Figure 9. Topic class prediction accuracy for different algorithms.](image)

**6.1.2. Topic Class Prediction Accuracy for a Varying Number of Topics**

Here, we experimented with the different number of topics for LDA training, for topic class prediction of text data. This way, we found the optimal number of topics for better predictions as well. We varied the number of topics between 5 and 20.

As shown in Figure 10, the prediction accuracies change with a different number of topics. For all the algorithms used, we can observe that maximum accuracy is achieved when the number of topics is between 10 and 15. If the number of topics is 12, all the algorithms achieve their highest prediction accuracies.

![Figure 10. Prediction accuracy for a varying number of topics.](image)
6.1.3. Discussion Trends in Suspicious Campaigns over Time

In this section, the experiment is performed to discover discussion trends in crowdfunding campaigns. For this experiment, we selected suspicious campaigns. Suspicious campaigns are characterized as campaigns with low or extremely low credibility levels.

To verify the trends over time, we chose different phases of a campaign. The campaign’s lifetime was divided into four phases, i.e., during the funding period phase, between the funding period and expected delivery phase, after one month of the expected delivery phase, and after one or more than one year of the expected delivery phase.

Figure 11 shows that during the funding period, the motivation level of backers is quite high. They post good stuff revealing their emotional level; after the funding period passed, the excitement level drops from 45 to 27%. The reason we observed is when the project enters into the implementation phase, the creator’s involvement starts decreasing, i.e., lack of updates or comments start raising other emotions than excitement in backers. Once the delivery date has passed, and there is no communication from the creator’s end, the excitement turns into disappointment and anger. The content of the comments is outstandingly consisting of accusations, allegations, frustrations about not receiving the product or any update from the project creator, anger, refund or reward claims, etc.

![Discussion Trends in Suspicious Campaigns over Different Time Phases](image)

**Figure 11.** Discussion trends over time in suspicious campaigns based on topic classes.

7. Discussions and Concluding Remarks

This section emphasizes the challenges, implications, and limitations in the development of the proposed recommendation system in crowdfunding field. In this study, an optimized recommendation system is developed to help investors in the selection process of authentic and reliable projects by accommodating their interests. We have presented a hybrid model of RNN-LSTLM and topic modeling that combine the benefits of both LSTMs, which can capture time dependencies for the topic and class prediction, and topic modeling, which can extract topics that can help predict scams. Our proposed model has improved the accuracy of scam prediction significantly from the baseline LDA-based models. We have also embedded an optimized recommendation strategy based on a project’s credibility.

There were several challenges in the development of the proposed system. One of the key challenges was collection of ground truth data, and its verification, was a tedious task. As there is no public data available for scam cases in crowdfunding, so we hand-collected data from the most...
substantial reward-based and leading crowdfunding platform—Kickstarter. Additionally, all the relevant data and clues were cross-checked manually several times, which was quite a time taking task.

The primary goal of our recommendation systems is to determine the credibility of a project before recommending it to the investors by incorporating their preferences. Online markets, e-commerce, and all form of online business exchanges involve risks and uncertainty. Similarly, for crowdfunding platforms, it is very crucial to establish or build investors’ trust to curtail the chances of uncertainty and risky investments. Previous studies show that many elements are vital for trust-building in any domain, such as content quality and readability [49] and presence of profile picture [50]. Therefore, to determine the credibility of a project, we evaluate essential elements such as the profile of the creator, his or her communication patterns and sentiments of investors. The projects with highest credibility level are safe to recommend. However, in case of crowdfunding projects, the amount of risk an investor can tolerate becomes subjective. If an investor is not concerned about the money and only interested in the idea, he or she can invest money to bring that idea to life. Therefore, we present the authenticity scores of projects and evaluate their credibility accordingly. The rest is in the investor’s hand to make a decision accordingly. Some theoretical and practical contributions of the study can be summarized as follows.

First, our results complement the previous studies [42,43] and show that the hybrid approaches perform better in topic identification. With LSTM-LDA, we were able to achieve 96% accuracy in topic predictions. We also evaluated these topic classes to help identify suspicious campaigns.

Second, we investigated to discover how configuring comments along with project timelines can help improve the prediction quality. For this experiment, we divided the comments into five different batches described in Table 7. Each batch represents a specific timeline, such as batch 1 represents the period between the campaign launched until fundraising. Similarly, other batches are created based on different development phases of a project. There are 50–70 comments in each batch. Projects with less than 50 comments were dropped out for this experiment. From Table 7, we can observe that the most recent comments in a project are significant towards an accurate classification of scam or non-scams. Additionally, the comments discovered in the latest batch, i.e., batch 5, are pure towards one topic class. In other words, they are less likely to have a mixture of discussions as people are generally sharing the same thoughts in recent comments.

Table 7. Project classification accuracy based on different comment batch sizes.

| Batch No. | Period                              | Accuracy |
|-----------|-------------------------------------|----------|
| Batch 1   | Launched until Fundraising period   | 20%      |
| Batch 2   | After Fundraising period            | 55%      |
| Batch 3   | Before expected delivery            | 67%      |
| Batch 4   | After Expected Delivery             | 83%      |
| Batch 5   | Top 60 most recent comments         | 88%      |

Third, there is plenty of data on the internet, which is beneficial for almost every organization, beating informational uncertainty and economic risks remains a hefty challenge for people. There is an ample amount of work done on user-generated content, such as comments and reviews, for different domain-specific applications. However, in crowdfunding, these comments and reviews are often ignored. Due to an increasing threat of fraudulent and suspicious actions on such forums, accurate and timely analysis of the content generated by the stakeholders can help us mitigate these risks. Therefore, we are finding a project’s credibility based on both the content and behavioral patterns of the creator.

Fourth, the optimized recommendations based on the project’s credibility is also a significant addition in the crowdfunding domain. Moreover, this module gives weight to the user preferences and helps them invest in the most credible project.

In Table 8, a comparison of recent works in crowdfunding with our proposed approach is presented. Here, we have compared our approach and interests with few past recent papers (since 2015) in
crowdfunding. In [51] and [52], different crowdfunding domains are targeted, such as tourism and medical crowdfunding, respectively. Though both of these studies have attempted risk assessments and fraud identification, none of these studies focus on the project content or linguistic features. In [53–57], Kickstarter is used as a crowdfunding platform primarily for project success predictions. The work in [58,59] and [26], targets to acquire knowledge of fraudulent behaviors in crowdfunding by analyzing linguistic patterns. In [60], comments and updates of successful projects are used to estimate the delivery duration of rewards. In comparison with all the recent works, and to the best of our knowledge, the proposed approach is first of its kind in considering investors’ comments and utilizing them for optimized and reliable recommendations.

Table 8. Comparison analysis of some recent studies in crowdfunding with our proposed approach.

| Works | Platform                      | Language Analysis | LDA | LDA-LSTM | Optimization | Comments | Fraud Detection |
|-------|-------------------------------|-------------------|-----|----------|--------------|----------|-----------------|
| [26]  | Kickstarter                    | √                 | X   | X        | X            | X        | √               |
| [51]  | Tourism Crowdfunding           | X                 | X   | X        | X            | X        | X               |
| [52]  | Medical Crowdfunding           | X                 | X   | X        | X            | X        | X               |
| [53]  | Kickstarter                    | X                 | X   | X        | X            | X        | X               |
| [54]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [55]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [56]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [57]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [58]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [59]  | Kickstarter                    | √                 | X   | X        | X            | X        | X               |
| [60]  | Kickstarter                    | X                 | X   | X        | X            | X        | √               |
| Proposed approach | Kickstarter | √ | √ | √ | √ | X | √ |

The idea of using user reviews and comments for prediction and recommendation is not novel. Many studies have been conducted, which make use of reviews to tackle different problems in diverse fields. Some studies have focused on the reviews content to find the satisfaction of hotel guests [61], tourist satisfaction [62], and sentiments related to a product [63]. Therefore, we compared our approach with other recent approaches in Table 9. All of the studies [61–68] are very recent and are targeting different problem domains by using online reviews. All the studies either detect sentiments or the credibility of a review. Our proposed approach is based on a deep contextual understanding of the comments for discovering discussion patterns and making recommendations accordingly.

However, there are some limitations to our work that can be overcome in future research.

First, we have not taken all the profile related features of project creators into consideration. For example, the history of their work on Kickstarter in terms of the number of projects they have been part of (either as a creator or an investor) can tell a lot about their credibility.

Second, it is very challenging to evaluate the risk for each user. There might be some investors who have a great interest in a specific project, and they are ready to take any monetary risk to try that project regardless of the credibility of a project. In that case, a project with an adverse credibility level will less likely be suggested.

Third, we have used data only from one crowdfunding site Kickstarter.com, which is a leading reward-based platform. Hence, it requires to be verified on other platforms to check if the results can be generalized or not. Additionally, considering other platforms can increase dataset size, which can improve the efficiency of our recommendation system.

Fourth, we considered a limited number of features or variables. For example, for credibility assessment, we considered readability score. However, in the future, we can use other linguistic features such as use of pronouns, adjectives, and expressiveness. We aim to address these limitations and challenges in the future.
Table 9. Comparison analysis of some recent studies on reviews with our proposed approach.

| Works | Data Source | Scam Detection | Methodology | Product | Optimization | Outcome |
|-------|-------------|----------------|-------------|---------|--------------|---------|
| [64]  | Doctor search portal | ✓ | Deep learning | Doctors | X | Review classification |
| [61]  | TripAdvisor, Expedia, Yelp | X | Linguistic analysis | Hotels | X | |
| [65]  | TripAdvisor | X | Cloud model for probabilistic linguistic information | Hotels | X | Review Summarization |
| [66]  | Yelp | X | Linguistic Style Matching (LSM) | Restaurants | X | Emotional dimensions |
| [67]  | Cornell sentiment polarity dataset | ✓ | Sentiment analysis and machine learning | Movie reviews | X | Review classification |
| [68]  | Customer reviews | ✓ | Game theory | Shopping | X | Project classification based on comments |
| Proposed approach | Kickstarter | ✓ | Topic Modeling, LSTM, PSO | Secure Crowdfunding projects | ✓ | |
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