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Abstract. Collective wisdom is the ability of a group to perform more effectively than any individual alone. Through an evolutionary game-theoretic model of collective prediction, we investigate the role that reinforcement learning stimulus may play in enhancing collective voting accuracy. And collective voting bias can be dismissed through self-reinforcing global cooperative learning. Numeric simulations suggest that the provided method can increase collective voting accuracy. We conclude that real-world systems might seek reward-based incentive mechanism as an alternative to surmount group decision error.

1 Introductions

Why and how to make the many are smarter than the few and how collective wisdom shapes business, economics, societies, and nations? Collective wisdom, also called group wisdom, and co-intelligence refer to shared knowledge arrived at by individuals and groups. Collective wisdom, a long-standing problem in the social, biological, and computational sciences has been recognized that group can be remarkably smart and knowledgeable when compared with the judgements of individuals [1]. Collective decisions are central to human societies, from small-scale social units such as families and committees to large-scale organization such as governments and international organizations. Currently, humanity is facing the most pressing collective decision challenges; for instance, global climate change negotiations, poverty reduction action, COVID-19 like global pandemics collaborative control, etc. Collective wisdom is closely related to the well-being of human society, since wicked group decision-making will bring negative effects to each individuals.

Indeed, both the animal world and humans are facing the same collective dilemma. The phenomena of collective decision-making have been found in many biological colonies, such as ants [2], bees [3], birds [4,5], and fishes [6]. Individuals sometimes exhibit collective wisdom, and other times, maladaptive herding is an enduring conundrum [7]. Many findings suggest fundamental cognitive benefits of grouping; meanwhile, there is also convincing arguments that interacting individuals may sometimes generate madness of crowds, and undermine the collective wisdom [8]. For example, recent investigations demonstrate that herd behavior generated through social influence can undermine the wisdom of crowd effect in simple estimation tasks [9]. Herd behavior, an alignment of thoughts or behaviors of individuals in a group, or imitation without individual rational decision-making to be a cause of financial bubbles [10], and volatility in cultural markets [11,12].

There is a long-standing recognition, especially for humans, interdependence, and social influence between individual decisions may undermine the wisdom of the crowds effect. Collective wisdom optimization, in other words, with the aim to overcome the mob effect to the greatest extend and how to design an effective mechanism to regulate the wisdom and madness of interactive crowds should be the center of behavior research. Some pioneering studies have made some progress towards this focus. Such as maintaining individual diversity among group members [13], balancing individual and social information [14], increasing group size [15–17], improving the plasticity and feedback ability of interactive social network structure [18], and social influence [9,19]. Especially, recent empirical social learning strategies [7,20] with the aim to regulate the wisdom and madness of interactive crowds.

The essence of collective wisdom is individual-based group decision-making, which covers many subjects such as cognition, social psychology, organizational behavior, etc. In the famous work organization, Simon regards decision-maker as an independent management mode, and all the members of the organization are decision-makers who reasonably choose means to achieve a certain purpose. He believes that the essence of any organization is a complex model of information
communication and mutual relationship among group individuals [21].

Indeed, group decision-making is deeply rooted in cumulative bodies of social information [22], imitation [23], cooperation, trust and trustworthiness [24], and moral preference [25]. However, this question is challenging to study, and previous research has reached mixed conclusions, because collective decision outcomes depend on the insufficiently understood complex system of cognitive strategies, task properties, and social influence processes [26].

In particular, the group decision-making process cannot avoid the conflict between individual and collective interests or objectives. In such situation, collective wisdom is unavoidably to be riddled with social dilemmas [27] or tragedy of the commons, in which decisions that make sense to each individual can aggregate into outcomes in which everyone suffers. To understand the collective decision performance of social learners fully requires fine-grained quantitative studies of social learning strategies and their relations to collective dynamics, linked to sophisticated computational analysis.

This kind of research not only has the theoretical research value of social group psychology, but also has the practical application value of surrounding group non-cooperative behavior. For example, sustainability challenges often require collective action by groups with different background experiences and individual interests. To effectively initiate large-scale collective action to sustain natural resources in a world of global environmental change, how to design scientific and effective mechanisms to make sense to each individual can aggregate into outcomes in which everyone suffers. To understand the accuracy of an individual’s prediction can be judged after each voting round. Then, in the next voting round, agents are motivated by a stimulus that offers rewards for making more accurate predictions through increasing probability to select ground truth. In the next section, we find that reinforcement learning dynamic stimulus mechanism really improves the accuracy of group decision-making through computer simulation.

Here, use two measures to assess collective intelligence accuracy. One measurement is self-reinforcing cooperative voting probability \( Q_t = (q_{1,t}, \ldots, q_{n,t}) \) of all agents for ground truth at round \( t \). The other is the collective error at each round \( t \), which is defined as the absolute distance between estimator \( \hat{Y}_t \) that the collective vote agrees with the ground truth given the distribution \( Q_t = (q_{1,t}, \ldots, q_{n,t}) \) and ground truth \( Y \). Equation (2) states that the collective error is equal to the average individual estimate minus the ground truth

\[
e_t = |\hat{Y}_t - Y|.
\]

Assuming each agent voting assessment \( x_{i,t} \) satisfies binary distribution with probability \( p_{i,t} \) to choose +1, and probability \( q_{i,t} \) prefer to select −1. The expected collective voting result is then given by Eq. (3)

\[
E(Y_t) = E \left( \frac{1}{n} \sum_{i=1}^{n} x_{i,t} \right) = \frac{1}{n} \sum_{i=1}^{n} p_{i,t} - \frac{1}{n} \sum_{i=1}^{n} q_{i,t},
\]

where \( p_{i,t} + q_{i,t} = 1 \). Suppose we design a feasible mechanism, it can enhance collective voting accuracy, such that for all voters, \( q_{i,t} \to 1 \) or \( p_{i,t} \to 0 \) when \( t \to \infty \). Then, Eq. (3) gives us the theoretic result \( E(Y_\infty) = -1 \). It means that collective intelligence is improved steadily as a function of voting round \( t \).

For any voting round \( t \), we prove that for any two voting results \( x_{i,t}, x_{j,t} \), they are uncorrelated, since
Dilemma game model is more suitable for our research that is governed by pairwise interactions, Prisoner’s Dilemma is a representative example of non-zero sum game in game theory, which reflects the self-reinforcing equilibrium (SRE) characterized by dissatisficing behavior. The other is named self-reinforcing equilibrium (SRE). An SRE corresponds to a pair of pure strategies (i.e., \( q_t \) subject to \{0, 1\}), such that its certain associated outcome gives a strictly positive stimulus to players. SRE can be interpreted as a mutually satisfactory outcome. The number of SRE in a social dilemma depends on rewarded players. Near an SRE, there is a high chance that the system will move towards it. Therefore our investigation is restricted to the analysis of SRE.

3.2 Description of the model

Our model is based on the Bush–Mosteller stochastic learning model, but we extend 2-person games to a \( n \)-voters collective voting situation. An learning dynamics of individuals cooperating to obtain a collective voting error can be dismissed through self-reinforcing global cooperative learning dynamics.
benefit is here modeled as an evolution of cooperation, where the each voter interacts with other $n - 1$ individuals via $n$-player Prisoner's Dilemma game. At each voting round, each individual voting result depends on the other $n - 1$ voters. The probability $q_{d,t+1}$ of taking a decision $d = -1$ at round $t + 1$ for each voter is updated by the consequences of her previous decision $d \in \{+1, -1\}$ at time $t$. These consequences are described as negative (punishment) when voter choose $+1$, and positive (reward) stimulus $s_t$ when voter choose ground truth $-1$. The outcome $\{(+1,+1),(-1,-1),(+1,-1),(-1,+1)\}$ induces a payoff $R_t$ corresponding to one of the value $(R,P,T,S)$ for each voter. This payoff results in a corresponding stimulus for each agent associated with a voting decision $\{+1,-1\}$, such that described in Eq. (6)

$$s_{d,t} = \frac{\Pi_{d,t} - A_t}{\sup[|R - A_t|, |P - A_t|, |S - A_t|, |T - A_t|]}.$$  

Often, people in social dilemmas attend more to the group’s payoffs than to their own. Thereby, we set $\Pi_{d,t}$ is the average payoff rewarded for a voter $i$, given the other $n - 1$ individuals payoff, i.e., $\Pi_{d,t} = \frac{1}{n-1} \sum_{j \neq i} R_{d,t}, j = 1, ..., n$. Then, we can compute and analyze the voting results and learning dynamics of the $n$ individuals simultaneously. The denominator denotes the upper bound of possible difference between the mean payoff $\Pi_{d,t}$ for each individual and its aspiration level $A_t$, and therefore, $-1 \leq s_{d,t} \leq 1$. Then, the aspiration level is updated as

$$A_{t+1} = (1 - h)A_t + h\Pi_{d,t}.$$  

Aspiration level is a relevant aspect of decision-making [32]; the overall probabilities of voting result $\{+1,-1\}$ are relative to the aspiration level and expected utility. Equation (7) suggests that the updated aspiration level is a weighed mean between previous round aspiration and the averaged payoff with considering habituation parameter $h$. Where the habituation rate $h$ describes the voter subjective will to change her previous round decision. For each voter, both current round stimuli $s_{d,t}$ and voting probability $q_{d,t}$ result in the updated probability as in Eqs. (8, 9) for her next round voting, with considering learning rate $l$. Such that in the case of $s_{d,t} \geq 0$

$$q_{d,t+1} = q_{d,t}(1 - ls_{d,t}),$$  

for the case of $s_{d,t} < 0$

$$q_{d,t+1} = q_{d,t} - (1 - q_{d,t})ls_{d,t}.$$  

The learning rate $l$ is a adjustable parameter between 0 and 1. Where $0 < q_{d,t+1} < 1$ and suggests a tendency for a agent to repeat rewarded voting result and to avoid punished decision. Although both habituation level and learning rate destabilize cooperation, the model implies a cooperative $SRE$ if (and only if) voters’ aspiration levels are lower than the payoff for group cooperation. With this short sequence, the model is completely implemented and we can repeat this procedure for an arbitrary number of iteration.

### 4 Results and discussion

In our simulation, we focus on typical Prisoner’s Dilemma game is formally characterized by a certain ordering of the four payoff values $(T_i = 4 > R_i = 3 > P_i = 1 > S_i = 0), i = 1, ..., n$. We set number of voters $n = 5000$, iterative learning round 1000. To model a more realistic situation, we consider the habituation rate and learning rate heterogeneous distribution among voters, and assume the initial parameters to be Gaussian distributed. Therefore, we set habituation rate vector $\hat{h} \sim \text{abs}(N(0.1, 0.04))$, learning rate vector $\hat{l} \sim \text{abs}(N(0.5, 0.05))$, and initial probabilities for voting ground truth vector subject to $\hat{q}_t \sim \text{abs}(N(0.5, 0.01))$. Where “abs” denotes absolute value operation; for example, $\text{abs}(N(0.1, 0.04))$ means that taking the absolute value of the random number from the normal distribution with expectation 0.1 and variance 0.04.

Aspiration yield unexpected insights into the global dynamics of cooperation in social dilemmas. Results from the two-person game suggest that a self-reinforcing cooperative equilibrium solution is viable only within a narrow range of aspiration levels. For this reason, we first analyze the aspiration levels influence on $P\{(−1, ..., −1)|SRE\}$ and mean of collective voting error. Where $P\{(−1, ..., −1)|SRE\}$ defined as the probability that $n = 5000$ voters select ground truth $−1$ on certain fixed aspiration level, and the mean of collective voting error $\overline{\tau}_a = \frac{1}{n} \sum_{t=1}^{1000}|Y - Y_t|$ is defined as the average absolute error after each 1000 rounds collective voting for a fixed aspiration level $a$.

Under the assumption that all voters’ aspirations are at the same level. To investigate the dependence of collective voting error $\overline{\tau}_a$ and $P\{(−1, ..., −1)|SRE\}$ on aspiration levels, for fixed initial parameter vector distribution $\overline{\theta} \sim \text{abs}(N(0.1, 0.04))$, $\overline{l} \sim \text{abs}(N(0.5, 0.05))$, $\overline{q}_t \sim \text{abs}(N(0.5, 0.01))$, we vary the aspiration level across the entire range of payoffs (from 0 to 4) in steps of 0.1, given they locked in a $SRE$ within 1000 iterations. The corresponding results are shown in Fig. 1. We observed that $P\{(−1, ..., −1)|SRE\}$ decreases rapidly to zero with the increase of aspiration level $a$ within (0, 1). That means a fair interaction between individual and other members is only possible in a narrow range of aspiration levels, i.e., $SRE$ solution is viable only within a narrow range of aspiration levels such as (0, 1). Meanwhile, the mean of collective voting error $\overline{\tau}_a$ increases with the increase of aspiration levels when the level is greater than 1. The plots in Fig. 1 shows that to obtain acceptable collective voting
Fig. 1 Dependence of $P\{(−1,\ldots,−1)|SRE\}$ and collective voting error $e_\alpha$ on the aspiration level $\alpha$. It is the probability that voting for ground truth for 5000 voters, given they locked in a SRE within 1000 rounds. For all voters, we considered the fixed initial parameters distribution $\vec{h} \sim \text{abs}(N(0.1, 0.04))$, $\vec{t} \sim \text{abs}(N(0.5, 0.05))$, $\vec{q}_1 \sim \text{abs}(N(0.5, 0.01))$. Each plot is based on 100 replications at each level of aspiration.

accuracy, we should choose an appropriate aspiration level.

In the following simulations, to restrict the aspiration level to the effective interval $(0,1)$, we set aspiration level $\vec{a} \sim U(0,1)$, where $U$ denotes uniform distribution. Meanwhile, habituation rate $\vec{h} \sim \text{abs}(N(0.1, 0.04))$, $\vec{t} \sim \text{abs}(N(0.5, 0.05))$, and initial probabilities for voting ground truth $\vec{q}_1 \sim \text{abs}(N(0.5, 0.01))$ remain unchanged.

The corresponding probabilities for voting ground truth $\vec{q}_t$ are shown in Fig. 2. Here, the probabilities $q_{i,t}, i = 1,\ldots,5000$ are color-coded. To get an overview of the overall development of the population, for each iteration, the probabilities are sorted in ascending order and every row corresponds to an individual. As Fig. 2 shown after 50 rounds of reinforcement learning, nearly all voters prefer to select ground truth $−1$ with almost probability 1; we observe an obvious trustful SRE in the Prisoner's Dilemma.

We also calculate the average fraction of voting ground truth as a function of reinforcement learning step, given all players locked in a SRE within 1000 rounds for random initialized $\vec{h}, \vec{t}$ and viable aspiration level $\vec{a}$. We see that in Fig. 3, the ratio of voters with probability 1 to choose ground truth is evanescently large with increase of voting round.

At the same time, as we observed in Fig. 4, both the collective error $e_t$ and $\text{Var}(\hat{Y})$ tend to zero; the simulation results are well matched with our theoretic analysis. Furthermore, as the findings shown in Fig. 5, it can
Fig. 3 Percentage of choosing ground truth as a function of learning rounds, given they locked in a SRE within 1000 iterations. For all voters, we considered the random initial parameters as that in Fig. 2.

Fig. 4 Variation of collective voting error and the variance of collective voting estimator as a function of learning rounds.

be find that $\hat{Y}$ is approximate to ground truth $-1$ as a function of learning rounds. Both theoretic analysis and numeric simulations suggest that reinforcement learning dynamic stimulus mechanism achieves its design performance in general, which really improves the accuracy of collective voting.
Statistical explanations for our proposed swarm intelligence promotion approach argue that group accuracy relies on estimates taken from groups where individuals errors are correlated through stimuli strategy and learning dynamics mechanism. Thus, when the number of individuals in the group is large enough, although decentralized decision-making individuals may have estimates both far above and far below the true value, in aggregating these errors cancel out, leaving an accurate group judgement. The conclusion is agreed with the opinion of the classic wisdom of the crowds theory, increasing group size may increase collective accuracy [15–17]. However, we argue that increasing group size may not necessarily improve collective judgement accuracy without designing scientific and effective strategies to improve collective wisdom.

5 Conclusions

Collective wisdom is critical to solving many scientific, business, and other problems. In this paper, we show that collective intelligence can be improved through reinforcement learning incentive approach in evolutionary game. The study maps the landscape for the collective voting dynamics at the cognitive level, beginning with the simplest possible iterated social dilemma. The results convincingly support the fact that the evolution of cooperation promotes the wisdom of groups. Particularly, we show that reward-based incentive scheme might be a feasible alternative to overcome mob effect or herding effects and improve collective wisdom, and shed light on the ability of groups to resolve collective action problems. We illustrate the usefulness of the framework to resolve social dilemma through stimuli strategy and learning dynamics, while promoting collective wisdom and enhancing the predictability or judgement of human social activity. Echoing the conclusion “wisdom of groups promotes cooperation in evolutionary social dilemmas” [28], our result suggests that cooperation in evolutionary social dilemmas also promotes “wisdom of groups”.
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