I. INTRODUCTION

Numerically integrating fluid equations on a coarse grid relative to a fully resolved integration of a given problem (coarse-graining) is of both historical and current interest since it can significantly reduce the computational time required for a given simulation. With the advent of modern machine learning methods, a number of attempts have been made to develop improved coarse-grained models, including for 3D Eulerian and Navier-Stokes turbulence, buoyancy-driven, variable density turbulence, and molecular-level simulations.

In this paper, our focus will be machine learning an accurate local integrator for the coarse-grained, 1-D viscous Burgers’ equation. Burgers’ equation is the simplest fluid equation admitting shocks and is exactly integrable. Numerically integrating shocks is complicated by the Gibbs effect, where, when a discontinuity develops, unstable oscillations develop in a numerical simulation. This behavior may be corrected using shock capturing methods. Shock capturing methods rely on flux limiters - non-linear interpolations between high- and low-resolution integration schemes used in a numerical simulation to keep a shock solution monotonic, thereby eliminating spurious oscillations.

Harten provided a framework for constructing non-linear, monotonicity preserving flux limiters. At present, a large number of flux limiters have been defined and used in the literature. Different forms of flux limiter have been shown to have differing accuracy and convergence performance. And criteria have been studied for determining what parameter regions are appropriate for different classes of limiter.

Since Burgers’ equation is exactly integrable, it is straightforward to generate accurate, high-resolution data from which flux limiters may be tested using a machine learning approach. This setting also provides a good testing ground for developing methodology and evaluating which flux limiters are the best (for one particular equation, or potentially for multiple shock-forming equations), and for comparing existing flux limiters with those learned from data.

Below, we will introduce the Cole-Hopf solution to the inviscid Burgers’ equation, show how to use it to test DNS training data, and define our flux limiters. We will then present a cost function allowing us to compare predicted outcomes from a discretized flux limiter with high-resolution DNS training data. Next, we will optimize the cost function for a given set of data resulting in a regression analysis solvable with standard linear algebraic methods. We then apply this analysis to a training dataset to learn optimal flux limiters from coarse-grained data. We compare these optimized, coarse-grained flux limiters with a large set of other flux limiters and show that they outperform them over the set of coarse-grainings. We finally incorporate our regression analysis within a larger, hyper-parameter optimization framework to find an optimal discretization of the flux limiter over a range of parameters, including coarse-graining, number of discretized bins, and diffusion parameter. This demonstrates the ability to produce flux limiters that should be more broadly useful than standard limiters for general applications.

II. BACKGROUND

A. Exact Solution of Inviscid Burgers’ Equations

The viscous Burgers’ equation written in conservative form is

$$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} \left( \frac{u^2}{2} - \nu \frac{\partial u}{\partial x} \right) = 0 .$$

(1)

It may be solved exactly with the Cole-Hopf transform,

$$u = -2\nu \frac{1}{\phi} \frac{\partial \phi}{\partial x} .$$

(2)
For periodic boundary conditions (those considered here), the transform results in a diffusion equation

$$\frac{\partial \phi}{\partial t} = v \frac{\partial^2 \phi}{\partial x^2},$$

which may be solved with Fourier methods. Finally, the Cole-Hopf transform is inverted to recover the solution in the original coordinates.

We used a discretized version of the Cole-Hopf transform on a finely resolved lattice to generate simulation data. This approach works well for moderately sized lattices, but has instabilities for larger lattices when \( v \) becomes small\(^{22} \). Thus, for our flux limiter optimization procedure, below, we used a first-order, but very accurate scheme to generate our training and test data and validated the scheme, which is stable for any sized lattice, on simulations on smaller lattices by comparing with the discretized Cole-Hopf transform (See Appendix A). We call data generated in this way exact or high-resolution data. Note that this solution method can resolve shocks without the need for flux limiters and thus provides good data to test flux limiters in shock capturing integration schemes. For equations with no analytical solution, high-resolution data from finely resolved DNSs would need to be used.

### B. Flux Limiters

We use a semi-discrete scheme to integrate initial conditions from coarse-grained data selected at different resolutions from previously generated exact data. The integration scheme takes the general form

$$\frac{du_i}{dt} + \frac{1}{\Delta x_i} \left[ G \left( u_{i+\frac{1}{2}} \right) - G \left( u_{i-\frac{1}{2}} \right) \right] = 0 .$$

Here, \( i \) is a cell index, and \( G \left( u_{i-\frac{1}{2}} \right) \) and \( G \left( u_{i+\frac{1}{2}} \right) \) denote edge fluxes. The edge fluxes are non-linear interpolations between high- and low-resolution fluxes

$$G \left( u_{i+\frac{1}{2}} \right) = (1 - \phi(r_i)) f_{i+\frac{1}{2}}^{\text{low}} + \phi(r_i) f_{i+\frac{1}{2}}^{\text{high}},$$

$$G \left( u_{i-\frac{1}{2}} \right) = (1 - \phi(r_{i-1})) f_{i-\frac{1}{2}}^{\text{low}} + \phi(r_{i-1}) f_{i-\frac{1}{2}}^{\text{high}} .$$

Here, \( f_{i+\frac{1}{2}}^{\text{low}} \) indicates a low-resolution flux, typically first-order, which does not suffer from Gibbs phenomena, and \( f_{i+\frac{1}{2}}^{\text{high}} \) indicates a high-resolution flux to integrate smoother regions of a solution. The flux limiter, \( \phi(r_i) \), is a function of the flux ratio,

$$r_i = \frac{u_i - u_{i-1}}{u_{i+1} - u_i} .$$

A large number of flux limiters have been proposed and used. For instance, the van Leer flux limiter\(^{23} \) takes the form

$$\phi(r) = \frac{r + |r|}{1 + |r|} .$$

Note that this flux limiter and all of the flux limiters that we consider (see Fig. 1 and Tab. VII) here are (piecewise) continuous and zero for \( r \leq 0 \).
III. METHODS

A. A Shock Capturing Integration Method for Burgers’ Equation

For low- and high-resolution, we chose Lax–Friedrichs (LF)
\[ f^\text{low}_{i+\frac{1}{2}} = f^\text{LF}_{i+\frac{1}{2}} = \frac{1}{2} [F(u_i) + F(u_{i+1}) + \alpha \frac{\Delta x}{\Delta t} (u_{i+1} - u_i)]; \]
\[ \alpha = \max_u \frac{\partial F}{\partial u} \]  
(9)
and Lax–Wendroff (FW) fluxes
\[ f^\text{high}_{i+\frac{1}{2}} = f^\text{FW}_{i+\frac{1}{2}} = \frac{1}{2} [F(u_i) + F(u_{i+1}) + \frac{\Delta x}{\Delta t} \left( \frac{\partial F}{\partial u} (u_{i+\frac{1}{2}}) - F(u_i) \right)], \]
(10)
where \( F = \frac{\partial^2 u}{\partial x^2} - \nu \frac{\partial u}{\partial x} \) is the flux from Burgers’ equation.

B. Flux Limiter Discretization

We discretize the flux-limiter that we will optimize with machine learning methods, \( \phi(r) \), in piecewise linear segments, where the \( k \)th segment has the form,
\[ \phi_k(r) = \phi_0 + b_1 (r_2 - r_1) + b_2 (r_3 - r_2) + ... + b_k (r_r - r_{k-1}) + r_{k+1} + ... + r_K, \]
(14)
and \( r \in [r_k, r_{k+1}] \), \( k \in \{1, \ldots, K \} \), \( \phi_0 = 0 \), and \( b_i \) are slope coefficients. Note that for \( r \leq 0 \), \( \phi(r) = 0 \) and for \( r > r_K \), all terms in Eq. (14) are non-zero. Below, we use vector notation, \( b = [b_1, b_2, \ldots, b_k, b_{k+1}, \ldots, b_K]^T \) for slope coefficients. Eq. (14) can be rewritten as \( \phi_k(r) = b^T \Delta r_k \) with \( \Delta r_k \) defined as
\[ \Delta r_k = [r_r - r_1, r_3 - r_2, \ldots, r_{k-1} - r_k, 0, \ldots, 0]^T. \]
(15)

C. Learning an Optimal Discretized Flux Limiter

To optimize the discretized flux-limiter in Eq. (14), we define the mean squared error between \( N \) input-output pairs, \( \{o_i(\{u_i^*\}), g_i\} \):
\[ C = \frac{1}{2} \sum_{i=1}^N (o_i(\{u_i^*\}) - g_i)^2 \]  
(16)
as the cost. Here, \( g_i \) is the high-resolution flux velocity at the \( i \)-th grid position at time \( t_{n+1} \) and \( o_i \) is the shock-capturing method’s prediction of the fluid velocity at time \( t_{n+1} \) from data at the previous timestep. \( o_i \) is a functional of a subset of data points \( \{u_i^*\} = \{u_1^*, u_2^*, u_3^*, \ldots, u_N^*\} \) indicated relative to the \( i \)-th grid position at time step \( t_n \). Here, we used \( N_c = 6 \) data points at time \( t_n \) (see details in Appendix B) to predict a data point \( g_i \) at \( t_{n+1} \), i.e. \( \{u_i^*\} = \{u_{i-3}, u_{i-2}, u_{i-1}, u_i, u_{i+1}, u_{i+2}\} \). Thus, \( o_i(\{u_i^*\}) \) is the integration obtained with the flux-limiter method defined in Eqs. (4), (9), (10), (14) given a set of 6-points \( \{u_i^*\} \):
\[ o_i(\{u_i^*\}, t_{n+1}) = u_i(t_n) - \frac{\Delta t}{\Delta x} \Delta F(\{u_i^*\}, \{b_i\}, t_n). \]
(17)
Here, \( \Delta F(\{u_i^*\}, \{b_i\}, t_n) \), defined via Eqs. (12) and (13), is the difference of the two fluxes defined in Eq. (4). The minimum of the cost function, Eq. (16), can be computed exactly by finding the unique root, \( b \), of the equation \( \frac{\partial C}{\partial b} = 0 \), that is:
\[ \sum_{i=1}^N \left( u_i - g_i - \frac{\Delta t}{\Delta x} \Delta F^i \right) \left( - \frac{\Delta t}{\Delta x} \right) \Delta s_i \Delta F^i_{2,3} = 0. \]  
(18)
In Eq. (18), \( \Delta F^i = \Delta F(\{u_i^*\}, \{b_i\}, t_n) \) is defined via Eqs. (12) and (13). \( \Delta s_i = [\Delta r_i, \Delta r_{i+1}] \) is a \( K \times 2 \) matrix with \( \Delta r_i \) defined in Eq. (15). \( \Delta F^i_{2,3} = [\Delta F_2^i, \Delta F_3^i]^T \) with components \( \Delta F_2^i \) and \( \Delta F_3^i \) defined via Eq. (13).

Solving Eq. (18) reduces to solving a linear equation \( A \cdot b = C \) that yields \( b = A^{-1} \cdot C \). Here, \( A = \Delta r_F \cdot (\Delta r_F)^T \) and \( C = \frac{\Delta t}{\Delta x} \sum_{i=1}^N O_G^i \Delta r_F^i \), where \( \Delta r_F \) is a \( K \times N \) matrix with each column \( \Delta r_F^i \) a \( K \times 1 \) vector defined as \( \Delta r_F^i = (\Delta s_i)(\Delta F^i_{2,3}) \).
Finally, \( O_i^j = u_i - g_i - \frac{\Delta t}{\Delta x} \Delta F_i^j \). Note that \( \Delta F_i^j \) is defined via Eq. (13) and we recall that \( K \) is the size of the discretized flux limiter (i.e. the size of \( b \)). Hence, each matrix \( A \) (or \( C \)) is a function of \( N \) training data points.

We wish our estimates of each segment of the flux limiter, \( \phi_k(r) \), to have the same variance. Choosing this discretized space wisely is an important step. Our choice was to discretize the flux limiter such that each segment contained an equal number of training data points.

We used the above method with different coarse-grainings of the high-resolution dataset as training data in order to find optimal flux limiters, \( \phi_k(r) \), for a set of coarse-grainings.

### D. Hyperparameter Optimization of a Discretized Flux Limiter

The cost function defined in the previous section is intended to optimize a discretized flux-limiter for a given coarse-graining, \( CG \), number of bins, \( K \), and diffusion parameter, \( \mu \). We automated the generation of training and test data, the training of a discretized flux-limiter, and the testing of the learned limiter, to yield a function that produces the cost \( C \) as defined in Eq. (16) for a given \( CG \), \( K \), and \( \mu \). This approach leads to very good flux limiters for a particular set of parameters, however, the question remains as to whether we can find limiters that function well in a more general context.

To attack this issue, we extended our approach by optimizing over (hyper)parameters. By averaging the cost for a learned flux-limiter over all segments,

\[
\overline{C} = \frac{1}{K} \sum_{k=1}^{K} C_k / K.
\]  

(19)

In particular, we used an optimizer to produce a flux-limiter that minimizes \( \overline{C} \) within the region defined by \( \mu \in [0.005, 0.0248] \), \( CG \in [2, 10] \), and \( K \in [2, 38] \).

### IV. RESULTS

We generated 500 Burgers’ simulations with 500 random initial conditions that have in total 160M data points. We attained good convergence of training results even with just 80 simulations (i.e. using less than 30M data points). For a discretization into 20 segments, the solution to \( b \) was estimated with 1.5M data points per element and hence had a standard error of 0.0008. For this case, diagonalization was performed.
Here, the symmetric minmod limiter performs best, but still limiter performs better than all other limiters investigated. Here, \(CG\) is 2\(\times\) and \(r \in [0.0, 10.0]\). Note that the optimized limiter performs better than all other limiters investigated. Here, the symmetric minmod limiter performs best, but still reaches 10% greater error relative to the optimized limiter.

We plot optimized limiters, \(\phi_k(r)\) in Fig. 3(a). Also, included in the plot are van Leer and van Albada 2 limiters for reference. These two limiters are commonly-used limiters and bound the learned \(K = 20\) limiters. For this analysis, equal-variance bins (see Sec. III C) were computed individually for coarse grainings of 2\(\times\), 3\(\times\), 4\(\times\), and 8\(\times\) (transitioning from dotted to solid magenta lines in Fig. 3(a)). Note that the smallest coarse grained case (2\(\times\)) has the smallest first slope \(b_1\) in the first linear piece of \(\phi_k\), see Table 1. As we increase the coarse graining to a value larger than 2\(\times\), we see an increase in the slope of this first segment where \(b_1\) roughly tracks the value of the coarse-graining.

In Fig. 3(b), we show errors, \(E_{\text{int}}\), relative to the van Leer limiter, as a function of time, \(t\). Note that for 2\(\times\) through 8\(\times\) coarse grainings, the optimized limiters perform best, but for 10\(\times\) (not plotted in (a)), the discretized van Leer limiter performs better. Note that here, we compare with the continuous van Leer limiter.

| Coarse graining | First slope |
|-----------------|-------------|
| 2\(\times\)      | 2.33        |
| 3\(\times\)      | 3.11        |
| 4\(\times\)      | 4.02        |
| 8\(\times\)      | 7.28        |

Upon inspection of Fig. 3, the general form of the learned limiters is 1) an initial (small \(r\)) sharply sloped kink that gets sharper as coarse-graining increases, 2) a subsequent roughly linear region with low-amplitude fluctuations, and 3) a final (large \(r\)) kink that is less sharply sloped than the initial kink. In Fig. 4, we visualize this pattern by plotting the bin widths (Fig. 4(a)) and integrated slopes (Fig. 4(b)), \(\sum_{i=1}^{K} b_i\). The main patterns to point out here are that bin widths decrease for small \(r\) and increase for large \(r\), while the integrated slopes are virtually identical as a function of coarse-graining, with the exception that they scale roughly with the coarse-graining.

on the inverse of the square matrix \(A\) of size \(K \times K\) with maximal \(K\) being \(K = 20\) segments. Better standard errors were obtained with fewer segments, but at the cost of worse resolution of the limiter.

We validated our learning model on a subset of hold-out data which contained samples, \(\{u_i^c\}\), from about 20 simulations.

We compared our optimized flux limiter with a set of standard flux limiters (sFLs). We computed the spatially integrated relative error

\[
E_{\text{int}} = \sum_{i} \left( \frac{e_i^{\text{sFL}} - e_i^{\text{learned}}}{e_i^{\text{learned}}} \right),
\]

where the error at a given grid location, \(i\), for each flux limiter is

\[
e_i = \alpha_i - g_i.
\]

Note that this error, as defined, is positive when the learned limiter outperforms a given sFL. We investigated \(K = 2, 5,\) and 20 segment flux limiters. Optimized flux limiters for all values of \(K\) were better than the discretized van Leer limiter (i.e. the relative error was everywhere > 0 with an average improvement of about 10%).

In Fig. 2, we plot the integrated relative error of our optimized flux limiter with \(K = 20\) versus a set of eleven sFLs. Here, \(CG\) is 2\(\times\) and \(r \in [0.0, 10.0]\). Note that the optimized limiter performs better than all other limiters investigated. Here, the symmetric minmod limiter performs best, but still reaches 10% greater error relative to the optimized limiter.

We plot optimized limiters, \(\phi_k(r)\) in Fig. 3(a). Also, included in the plot are van Leer and van Albada 2 limiters for reference. These two limiters are commonly-used limiters and
Note also (in Tables II and III) that \( r_k \sim 1.0 \) when \( k \sim K/2 \), \( r_K \sim CG \), and \( b_1 \sim CG \).

Fig. 5 demonstrates the outcome of a flux limiter optimization in the hyperparameter subspace, \( \{CG, K, \mu \} \), defined in Sec. III D. For this optimization, we selected the Differential Evolution \(^{24}\) optimizer from mystic\(^ {25,26}\) with the coarse-graining and number of bins restricted to be integers. A population of twenty-two initial points \( \{CG, K, \mu \} \), chosen at random from within the set of valid solutions, was mutated at each iteration. Thus, each new generation contained twenty-two candidate solutions per iteration. The optimizer continued to generate new candidate solutions until the change in candidate solutions was less than \( 10^{-10} \) over 100 iterations. We used 50 simulations to build each training set, and 10 simulations for each test set, where each simulation was run for \( t = 800 \) steps. New training (and test) data is generated for each new combination of \( \{CG, K, \mu \} \) as part of the automated procedure.

In Fig. 5(a), we plot the learned flux limiters at select iterations as the hyperparameters converge. Note that as the learned limiters improve (with regard to the cost, in Fig. 5(c)), there is a convergence onto a positive linear slope at large \( r \), and a convergence of the mid-segment \( r_{K/2} \) of the limiter to roughly \( (r, \phi) = (1, 0.6) \). In comparing Fig. 5(b) and Fig. 5(c), it is apparent that the convergence of the cost is primarily driven by the convergence of the coarse-graining, \( CG \), and secondarily the diffusion parameter, \( \mu \), while the number of bins, \( K \), has little effect (also see Table IV). The lack of dependence of the cost on \( K \) makes sense, given that for all learned discretized flux limiters, the bulk of the line segments, \( r_i \), occur in the roughly linear region, \( r \in [0.5, 2.0] \), where the slope \( b_i \) exhibits only low-amplitude fluctuations. Essentially, as long as \( K \) is large enough to produce the initial and final kinked segments, any remaining extraneous segments appear to condense in the roughly linear region around \( r = 1 \).

It also appears that later in the convergence of the cost, where \( CG \) is fixed and \( \mu \) is still converging, that the value of \( \mu \) may primarily impact the shape of the limiter through \( \phi_K \) and the slope \( b_K \) for the last line segment. In early iterations, where \( CG \) and \( \mu \) are not nearly converged, we can see that at the mid-segment \( r_{K/2} = 1.0 \), but \( \phi_{K/2} \neq 0.6 \). As \( CG \) and then \( \mu \) converge, we find \( (r, \phi) = (1, 0.6) \).

The flux limiter that is learned in the hyperparameter optimization is given in Tables V and VI, and roughly follows the 'rules' established for \( r \) and \( b \) in Tables II and III. Specifically, learned limiters have an initial kinked region with a large slope, a final kinked region with a smaller slope, and a smaller roughly linear region around \( r_2 \sim 1.0 \) when \( k \sim K/2 \).
Additionally, we see that generally \( r_K \sim CG \) and \( b_1 \sim CG \).

V. DISCUSSION

Here, we presented a framework for the data-driven determination of optimal flux limiters for the coarse-grained Burgers’ equation. The framework consists of an internal optimizer computable with numerical linear algebraic methods, which can optionally be further optimized via a hyperparameter search over problem-specific parameters such as the number of bins in the limiter, the coarse-graining of the data, and the diffusion parameter (for Burgers’ equation this is the only physical parameter in the problem).

Similar, data-driven approaches to the integration of partial differential equations have been undertaken\(^{51}\). Here, by focusing on optimizing flux limiters, we attacked a central component of shock-capturing methods for integrating fluids. This allows our flux limiters to be essentially plug-and-play components for many existing numerical codes. We caution, however, that further work must still be done to understand how generally valuable our results are for fluid equations other than Burgers’. Information as to whether and how the regularities discovered in learned limiters change dependent on the target system may be useful for understanding the structure of shock-capturing codes more generally.

We chose to measure the quality of a discretized flux limiter by minimizing the mean-squared misfit for the limiter using 6 grid-point segments from the training data, averaged over all segments (as in Eq. (19)). We showed that under this condition, when searching for a generally optimal limiter across a range of hyperparameters, flux limiters should be designed with the following rules-of-thumb: they should have 1) a fixed point at \((r, \phi) = (0, 0)\), 2) a first segment with a slope of \(b_1 \sim CG\), 3) a second segment with a negative slope \(b_2 < 0\), followed by 4) a roughly linear region around \(r = 1\), \(\phi \in [0.5, 1.0]\), and \(K \sim K/2\), and 5) a larger final region where \(r_K \sim CG\). It is interesting to note that the \((r, \phi) = (1, 1)\) constraint, which is due to a requirement of second-order accuracy of the shock capturing scheme and Lipshitz continuity of \(\phi\)\(^{21}\), is not obeyed, yet these limiters, nonetheless, perform better than standard limiters.

A main advantage of our limiters seems to be the flexibility allowed by the multiple segments that make up their shape. As opposed to the bent or bowed shapes of standard limiters, multiple segment limiters allow a spring-like compression that, at least for Burgers’ equation, allows for an improvement in their performance.

In Fig. 6a, we show how our machine learned \(8\times\)-coarse-grained limiter fits with respect to the 2nd-order TVD region\(^{51}\). Full containment within the 2nd-order TVD region is a sufficient, but not necessary, condition to eliminate the possibility of Gibbs effects in 2nd-order shock capturing schemes (see discussion around Eqs. 2.15 and 2.16 in\(^{11}\)). To confirm numerically that our limiters do not exhibit a Gibbs effect, we plot the evolution of a sinusoidal initial condition for \(8\times\)-coarse-grained initial data. Note that the van Albada 2 limiter is partially outside of the 2nd-order TVD region in Fig. 6a, and exhibits a distortion of the sinusoidal form in Fig. 6b (particularly, away from the shock). Conversely, al-
Fixing $K$, and using a larger number of parallel cores, should be able to decrease the time to obtain results. As the limiter segments that condense around $r = 1$ are found to be very short, it may be interesting to attempt to learn if there is a relationship between the minimum number of bins required, the resolution of the limiter, and the resulting standard error. Another interesting study may be to discover the impact on the observed set of rules when $N_c \neq 6$, and if it has any impact on the shape or minimum number of bins.

Another interesting observation is that while we used a diffusion parameter of $\nu = 0.01$ in our simulations, we found a learned diffusion parameter of $\mu = 0.02471$ in our hyperparameter optimization (see Table IV). The difference is roughly a factor of 2, which counter-balances the difference in coarse-graining between our simulations and the learned limiter. Similar changes in effective diffusion are seen in analytical approaches to coarse-graining\textsuperscript{12}. It may be prudent to determine if the diffusion parameter can always be determined similarly for other choices of CG.

Here, we chose to develop and test our machine learning approach to discovering improved flux limiters using 2nd order shock-capturing methods. State-of-the-art methods such as the piecewise-parabolic methods\textsuperscript{17,26} (PPM, 4th order) or (weighted) essentially non-oscillatory\textsuperscript{29-31} (ENO, WENO, 8th order) methods may also benefit from our machine learning approach.

Further, as the generation of training data contains some randomness, an improvement would be to modify Eq. (16) to

\[ \phi(r) = \begin{cases} 
\theta_0 & \text{if } r < 0.248, \\
\rho_0 & \text{if } 0.248 \leq r < 1, \\
\rho_0 & \text{if } 1 \leq r, 
\end{cases} \]

where $\phi(r)$ is the shape or minimum number of bins. Fixing $K$, and using a larger number of parallel cores, should be able to decrease the time to obtain results. As the limiter segments that condense around $r = 1$ are found to be very short, it may be interesting to attempt to learn if there is a relationship between the minimum number of bins required, the resolution of the limiter, and the resulting standard error. Another interesting study may be to discover the impact on the observed set of rules when $N_c \neq 6$, and if it has any impact on the shape or minimum number of bins.

Another interesting observation is that while we used a diffusion parameter of $\nu = 0.01$ in our simulations, we found a learned diffusion parameter of $\mu = 0.02471$ in our hyperparameter optimization (see Table IV). The difference is roughly a factor of 2, which counter-balances the difference in coarse-graining between our simulations and the learned limiter. Similar changes in effective diffusion are seen in analytical approaches to coarse-graining\textsuperscript{12}. It may be prudent to determine if the diffusion parameter can always be determined similarly for other choices of CG.

Here, we chose to develop and test our machine learning approach to discovering improved flux limiters using 2nd order shock-capturing methods. State-of-the-art methods such as the piecewise-parabolic methods\textsuperscript{17,26} (PPM, 4th order) or (weighted) essentially non-oscillatory\textsuperscript{29-31} (ENO, WENO, 8th order) methods may also benefit from our machine learning approach.
train flux limiters that minimize the expected mean squared error between input-output pairs:

$$C = \frac{1}{2} \sum_{i=1}^{N} \mathbb{E}(o_i(\{u_i^c\}) - g_i)^2.$$  \hfill (22)

In our study the impact of the randomness in the training data is mitigated by using a large number of simulations. Thus, we may be able to use significantly fewer simulations if we instead train the limiter on the expected mean-squared error. Additionally, our approach could be used to train flux limiters for robustness by minimizing $\overline{C}$, defined as:

$$\overline{C} = \sum_{k=1}^{K} \max C_k / K ,$$  \hfill (23)

for a range of $(CG, \mu)$, with $C_k$ defined as in Eq. (22).

VI. CONCLUSIONS

We developed a theoretical framework that uses machine learning to train a continuous piecewise linear flux limiter by minimizing the mean-squared misfit to 6 grid-point segments of high-resolution data, averaged over all segments. We demonstrated our framework by producing a limiter that minimizes the misfit given a specific coarse-graining, number of bins, and diffusion parameter. We then compared the learned limiter to a set of 11 common flux limiters, ranking the flux limiters by their log-error relative to high-resolution data. We found that our $2 \times$, $K = 20$ bin machine learned limiter produces less misfit everywhere, with respect to all 11 other limiters. Similarly, our $3 \times$, $4 \times$, and $8 \times$ limiters, with $K = 20$ bins, generally outperformed all the other flux limiters. Our learned limiters all produced an initial kinked region with a large slope, a final kinked region with a smaller slope, and a smaller roughly linear region around $r_k \sim 1.0$ when $k \sim K / 2$. Additionally, we see that generally $r_K \sim CG$ and $b_1 \sim CG$. A main advantage of our limiters seems to be the flexibility allowed by the multiple line segments, as opposed to the bent or bowed shapes of standard limiters, enabling a spring-like compression that, at least for Burgers’ equation, yields an improvement in their performance. We also extended our framework to demonstrate we can machine learn piecewise-linear flux limiters that outperform standard limiters across a range of hyperparameter values of coarse-graining, number of discretized bins, and diffusion parameter. We found that learned limiters for the hyperparameter case also appear to generally adhere to the same rules as the piecewise linear limiters trained at fixed parameter values. Our study demonstrates a new approach to produce flux limiters that should be more broadly useful than standard limiters for general applications.
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Appendix A: High-resolution solutions

In this Appendix, we discuss the solution obtained with a high-resolution, first-order scheme that we use to generate training and testing data, as compared to the discretized Cole-Hopf approach. We note again that the Cole-Hopf approach may exhibit instability when \( \nu \) is small. The explicit form of the high-dimensional solution to Eq. (4) was obtained numerically as:

\[
u_i(t_{n+1}) = u_i(t_n) + \Delta t \left( D v + G v^2 \right) \tag{A1}
\]

with \( D = \frac{1}{(4\Delta t)}[1,0,-1], \) \( v = [u_{j-1}, u_j, u_{j+1}]^T, \) and \( G = \frac{\nu}{(\Delta x^2)}[1,-2,1]. \) Here \( v^2 \) indicates an element-by-element function giving the square of each element. Our high-resolution solution is very accurate when \( \Delta t \) and \( \Delta x \) stay small. This is confirmed in Fig. 7(a) where the high-resolution solutions are, at worst, within \( 10^{-6} \) of the discretized Cole-Hopf solution for coarse-grainings of \( 4 \times \), and yet better for coarse-grainings of \( 2 \times \) and below. Here, we use \( \nu = 0.01 \) and \( \Delta t = 5 \times 10^{-4}, \Delta x = 5 \times 10^{-3} \) which are the values we used to generate our high-dimensional training dataset.

Appendix B: Customized Lax-Friedrichs flux

We explored methods to avoid computing the maximum over all \( u_i \) when calculating the value of the partial derivative w.r.t. \( u \) in Eq. (9). If possible, this would allow us to reduce the training input points in our machine learning method.

We found that replacing \( \alpha = \max(\{\frac{Dv}{\Delta x}\})_u \) with the constant \( \alpha = 0.6 \) gave us improved solutions relative to the full flux limiter when compared to our high-resolution data.

In Fig. 7(b) we plot the relative error between the custom flux limiter and high resolution data compared to the relative error between the full maximum flux limiter and high resolution data for a high resolution simulation with \( \Delta x = 2.5 \times 10^{-3}, \Delta t = 2.5 \times 10^{-4}, v = 0.005. \) In the plot, we show the average solution error over twenty simulations with random initial conditions drawn from a uniform distribution from \( v_{\min} = -1 \) to \( v_{\max} = 1. \) Note that the modified method gives an error that is always less than the standard Lax-Friedrichs method. Therefore, we use this customized flux, \( f_{\text{low}} \), with \( N_C = 6 \) points, which appears in Eq. (17) in our machine learning model.

Appendix C: Learned flux limiters

Our discretized flux ratio bin edges, \( r_i \), and machine learned coefficients, \( b_i \), for flux limiters corresponding to \( 2 \times 3 \times 4 \times 8 \) of coarse graining (see Fig. 3(a)) are given in Tables II and III. Note that bin width \( (r_{i+1} - r_i) \) decreases for small \( r \) and increases for large \( r. \) Also note that \( r_k \sim 1.0 \) when \( k \sim K/2, r_k \sim CG, \) and \( b_1 \sim CG. \)

Similarly, solved \( r_i \) and \( b_i \) in the optimization of a discretized machine learned limiter in the region defined by \( CG \in [2, 10], K \in [2, 38], \) and \( \mu \in [0.005, 0.0248] \) (see Fig. 5(a)) are given in Tables V and VI. The corresponding values of \( CG, K, \) and \( \mu \) are given in Table IV.

Appendix D: Standard flux limiters

See Table VII for the flux limiters used for comparison in Figs. 1 and 2.
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Machine Learning Changes the Rules for Flux Limiters

| Table V. Solved discretized bin edge locations, $r_i$, in the optimization of a discretized machine learned limiter in the region defined by $CG \in [2, 10]$, $K \in [2, 38]$, and $\mu \in [0.005, 0.0248]$. The corresponding values of $CG$, $K$, and $\mu$ are found in Table IV.

| Table VI. Solved line segment slopes, $b_i$, in the optimization of a discretized machine learned limiter in the region defined by $CG \in [2, 10]$, $K \in [2, 38]$, and $\mu \in [0.005, 0.0248]$. The corresponding values of $CG$, $K$, and $\mu$ are found in Table IV.

| Table VII. Mathematical expressions for the standard flux limiters used for comparison in Figs. 1 and 2.

| $r_1$ | $r_2$ | $r_3$ | $r_4$ | $r_5$ | $r_6$ | $r_7$ | $r_8$ | $r_9$ | $r_{10}$ | $r_{11}$ | $r_{12}$ | $r_{13}$ | $r_{14}$ | $r_{15}$ | $r_{16}$ | $r_{17}$ | $r_{18}$ | $r_{19}$ | $r_{20}$ | $r_{21}$ | $r_{22}$ |
|------|------|------|------|------|------|------|------|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 1.10 | 0.01 | 0.35 | 0.52 | 0.63 | 0.71 | 0.76 | 0.80 | 0.83 | 0.86 | 0.88 | 0.90 | 0.91 | 0.93 | 0.94 | 0.96 | 0.97 | 0.98 | 0.99 | 1.00 | 1.01 | 1.02 | 1.03 |

| $b_1$ | $b_2$ | $b_3$ | $b_4$ | $b_5$ | $b_6$ | $b_7$ | $b_8$ | $b_9$ | $b_{10}$ | $b_{11}$ | $b_{12}$ | $b_{13}$ | $b_{14}$ | $b_{15}$ | $b_{16}$ | $b_{17}$ | $b_{18}$ | $b_{19}$ | $b_{20}$ | $b_{21}$ | $b_{22}$ |
|------|------|------|------|------|------|------|------|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 2.11 | 1.58 | 1.30 | 0.97 | 0.90 | 0.79 | 0.73 | 0.68 | 0.66 | 0.64 | 0.63 | 0.62 | 0.61 | 0.60 | 0.59 | 0.58 | 0.57 | 0.56 | 0.55 | 0.54 | 0.53 | 0.52 |

- **superbee**\(\text{\textsuperscript{32}}\): \(\phi_{\text{sb}}(r) = \max(0, \min(2r, 1), \min(r, 2))\)
- **monotonized central**\(\text{\textsuperscript{32}}\): \(\phi_{\text{mc}}(r) = \max(0, \min(2r, 0.5(1 + r), 2))\)
- **smart**\(\text{\textsuperscript{32}}\): \(\phi_{\text{sm}}(r) = \max(0, \min(2r, 1/4 + 3r/4, 4))\)
- **Koren**\(\text{\textsuperscript{32}}\): \(\phi_{\text{km}}(r) = \max(0, \min(2r, \min((1/3 + 2r/3), 2)))\)
- **van Leer**\(\text{\textsuperscript{32}}\): \(\phi_{\text{vL}}(r) = \frac{r + |r|}{1 + |r|}\)
- **HCUS**\(\text{\textsuperscript{36}}\): \(\phi_{\text{HCUS}}(r) = \frac{1}{1.5(r + |r|)}\)
- **ospre**\(\text{\textsuperscript{36}}\): \(\phi_{\text{ospre}}(r) = \frac{1}{1.5(r + |r|)}\)
- **UMIST**\(\text{\textsuperscript{37}}\): \(\phi_{\text{um}}(r) = \max(0, \min(2r, 1/4 + 3r/4, 3/4 + r/4, 2))\)
- **van Albada**\(\text{\textsuperscript{18}}\): \(\phi_{\text{va1}}(r) = \frac{r^2 + r}{r^2 + 1}\)
- **van Albada**\(\text{\textsuperscript{19}}\): \(\phi_{\text{va2}}(r) = \frac{r^2 + r}{r^2 + 1}\)
- **symmetric minmod**\(\text{\textsuperscript{32}}\): \(\phi_{\text{mm}}(r) = \max(0, \min(1, r))\)