Coupled iterative analysis for the stationary thermally coupled inductionless MHD system based on charge-conservative finite element method
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Abstract

This paper mainly considers three iterations based on charge-conservative finite element approximation in Lipschitz domain for the stationary thermally coupled inductionless MHD equations. Based on the hybrid finite element method, the unknowns of hydrodynamic are discretized by the stable velocity-pressure finite element pair, and the current density along with electric potential are similarly discretized by the conforming finite element pair in $H(\text{div},\Omega) \times L^2(\Omega)$. And on account of the strong nonlinearity of the equations, we present three coupled iterative methods, namely, the Stokes, Newton and Oseen iteration and the convergence and stability under different uniqueness conditions are analyzed strictly. It is proved especially that the error estimates of velocity, current density, temperature and pressure do not depend on potential. The theoretical analysis is validated by the given numerical results, and for the proposed methods, the applicability and effectiveness are demonstrated.

1. Introduction

The inductionless magneto-hydrodynamics, referred to as IMHD, is the theory that simulates the interaction between electromagnetic field and conductive fluid as the magnetic Reynolds number is small. IMHD model plays a very much important role in wide engineering applications,
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such as aluminum electrolysis, liquid metal magnetic pumps, and fusion reactor blankets among others [2, 19, 23]. It is worth noting that the influence of temperature on the fluid cannot be ignored in practical applications. Thermal effects often plays a significant role in industrial MHD flows (i.e. metal hardening, semiconductor manufacturing, etc) [6, 8, 14, 16, 18, 24]. Thus, it is necessary to study the thermally coupled stationary IMHD problem.

The divergence-free condition for current density, namely $\nabla \cdot J = 0$, means conservation of charge for the IMHD equations. It is an important physical law of electromagnetics which takes an greatly important part in maintaining the computational accuracy of simulation of magnetohydrodynamic system. How to design a numerical method that can guarantee $\nabla \cdot J_h = 0$ has attracted much attention [10, 12, 13, 15, 25]. The charge-conservative and consistent finite volume schemes for IMHD equations with unstructured and structured meshes based on post-processing have been proposed in [21, 22]. The charge-conservative played a key role in forming closed loops for the streamlines from the conservative scheme was shown in [20]. In addition, numerical experiments conducted therein showed that streamlines with non-conserved charge schemes fail to form closed loops at corners. A charge-conservative finite element method that yields an exactly divergence-free current density directly was proposed in [3] to solve the IMHD equations. Recently the charge-conservative finite element approximation and three classic coupled iterations for stationary IMHD equations was proposed in [25].

Compared with the conservation scheme of IMHD, the work on conservation scheme for thermally coupled IMHD models is relatively few. A new family of recursive block LU preconditioners was designed and tested for solving the thermally coupled IMHD equations in [4]. For the time-dependent IMHD model coupled thermal problem, a charge conservative fully discrete finite element scheme was proposed and analyzed in [17].

Different from [17], we mainly consider the iterative methods based on charge-conservative for the stationary thermally coupled IMHD equations in the Lipschitz domain in this paper. The core concept of the paper is to design effective iterative methods which can deal with the conservation of charge and the strong nonlinear characteristics of the thermally coupled IMHD equations. Our specific ideas are as follows: First, for the spatial discretization, we use $H(\text{div}, \Omega)$-conforming face element and $L^2(\Omega)$-conforming volume element to discrete separately
current density $J$ and potential $\phi$, so as to generate directly the exact divergence-free current
density. Second, due to the strong nonlinearity of the equations, three iterative methods are
proposed and the strong uniqueness conditions: $0 < \sigma < \frac{1}{4}$ (Stokes iterative method), $0 < \sigma < \frac{1}{3}$
(Newton iterative method), the uniqueness condition: $0 < \sigma < 1$ (Oseen iterative method),
respectively, are obtained, where $\sigma := \frac{\lambda_2 \|L\|_{C^{1,0}}}{C_{\min}} + \frac{\lambda_2 \lambda_0}{C_{\min}} + \frac{\lambda_2 \lambda_0}{C_{\min}} + \frac{\lambda_2 \|L\|_{C^{1,0}}}{C_{\min}} < 1$. Third, the optimal
error estimates with respect to iteration number $n$ and mesh size $h$ for the three methods are
presented. Finally, numerical examples verify our theoretical results and show the uniqueness
range of the three iterative methods.

The structure of this paper is as below: In the second section, some symbols of Sobolev
space are introduced, and a weak form is proposed, and then the well posedness of the continuous
problem is further proved. In the third section, using the hybrid finite element method, we
give the well posed and the optimal error estimates for the discrete problem. In the fourth
section, the three iteration methods of the equations (3.2) are introduced, and then stabilities
and convergence for them are further analyzed theoretically below the conditions differently. In
the fifth section, through some numerical experiments we test and verify the performance of the
numerical scheme.

2. Preliminaries

In the paper, we consider the stationary thermally coupled inductionless MHD equations as
follows:

$$
Pr \Delta u + (u \cdot \nabla) u + Pr \nabla p - \kappa J \times B - Pr Ra \theta i = f, \quad \text{in } \Omega,
$$

$$
J + \nabla \phi - u \times B = g, \quad \text{in } \Omega,
$$

$$
-\Delta \theta + u \cdot \nabla \theta = \varphi, \quad \text{in } \Omega,
$$

$$
\nabla \cdot u = 0, \quad \nabla \cdot J = 0, \quad \text{in } \Omega,
$$

(2.1)

where $\Omega$ is a bounded domain in $\mathbb{R}^d$, $d = 2, 3$ whose boundary $\partial \Omega$ is Lipschitz-continuous, $u$
the fluid velocity, $p$ the hydrodynamic pressure, $J$ the current density, $\phi$ the electric potential,
$\theta$ the temperature, the Rayleigh number $Ra$, $i$ the unit basis vector, $\kappa$ the coupling number, $f$
and $g$ are given external force terms, $\varphi$ a given a given heat source, $B$ is a hypothetical given
applied magnetic field. The system of the equations is supplemented by homogeneous boundary conditions:

\[ u = 0, \quad \mathbf{J} \cdot \mathbf{n} = 0, \quad \theta = 0, \quad \text{on } \partial \Omega. \]  

(2.2)

We rewrite those 2D variables using 3D fashion for the sake of studying 2D and 3D model simultaneously. Hence, the 2D variables \( \vartheta \) are described by \( \vartheta = (\vartheta_1(x), \vartheta_2(x), 0) \), \( \vartheta = \mathbf{u}, \mathbf{J}, f, g \).

On the contrary, the applied magnetic field is \( \mathbf{B} = (0, 0, B_3(x))^T \).

We introduce some Sobolev spaces used in this article. Let \( \mathcal{L}^p(\Omega) \) be \( p \)-th integrable function space, whose normal is capable of being defined by \( \| \cdot \|_p \). Inner product and norm of \( \mathcal{L}^2(\Omega) \) can be described as:

\[ (u, v) := \int_\Omega uv \, dx, \quad \|v\|_0 = \|v\|_2 := (v, v)^{\frac{1}{2}}. \]

The standard Sobolev space \( H^m \) has its corresponding seminorm and norm defined by \( \| \cdot \|_{m, \Omega} \) and \( \| \cdot \|_{m, \Omega} \), respectively. For convenience’s sake, throughout the paper, vector is represented by bold-type letter and scalar by roman alphabet, while we introduce the following function spaces:

\[ X := H^1_0(\Omega), \quad E := \mathcal{L}^2_0(\Omega), \quad Y := H_0(\text{div}, \Omega), \quad S := \mathcal{L}^2_0(\Omega), \quad Z := H^1_0(\Omega), \]

and product spaces \( X \times Y \) and \( E \times S \) with the energy norms denoted as

\[ \|(w, K)\|_1 = (\|\nabla w\|_0^2, \|K\|_{\text{div}}^2)^{\frac{1}{2}}, \quad \|(q, \psi)\|_0 = (\|q\|_0^2 + \|\psi\|_0^2)^{\frac{1}{2}}. \]

Here, the div-norm is defined by \( \|K\|_{\text{div}} = (\|K\|_0^2 + \|\nabla \cdot K\|_2^2)^{\frac{1}{2}} \). Further, we define the norm of the source term by

\[ \|f\|_{-1} = \sup_{v \neq 0 \in X} \frac{\langle f, v \rangle}{\|\nabla v\|_0}, \quad \|L\|_e = (\|f\|_{-1}^2 + \kappa^2 \|g\|_0^2)^{\frac{1}{2}}, \quad \lambda_\varphi = \|\varphi\|_{-1} = \sup_{r \neq 0 \in Z} \frac{\langle \varphi, r \rangle}{\|\nabla r\|_0}. \]

In order to make the weak form of equations (2.1)-(2.2) clearer, we define the following bilinear forms: for \( \forall w, v \in X, q \in E, F, K \in Y, \psi \in S \) and \( \theta, r \in Z \)

\[ a_s(v, w) = R_c^{-1}(\nabla v, \nabla w), \quad a_m(F, K) = \kappa(F, K), \quad b_s(q, v) = -Pr(q, \nabla \cdot v), \]

\[ e(\theta, r) = (\nabla \theta, \nabla r), \quad d(K, v) = -\kappa(K \times B, v), \quad b_m(\psi, F) = -\kappa(\psi, \nabla \cdot F), \]
and trilinear forms:

\[ c(u, v, w) = \frac{1}{2}((u \cdot \nabla)v, w) - \frac{1}{2}((u \cdot \nabla)w, v), \quad h(u, \theta, r) = \frac{1}{2}((u \cdot \nabla)\theta, r) - \frac{1}{2}((u \cdot \nabla)r, \theta). \]

For the convenience of our analysis and proof below, we use a more compact way to express the weak form of (2.1) as follows: find \((u, J, p, \phi, \theta) \in X \times Y \times E \times S \times Z\) such that

\[
\begin{cases}
\mathcal{A}_0((u, J), (v, K)) + \mathcal{A}_1((u, J), (u, J), (v, K)) \\
+ \mathcal{B}(p, \psi), (v, K)) + \mathcal{Q}(\theta, (v, K)) = \langle L, (v, K) \rangle \\
\mathcal{B}((q, \psi), (u, J)) = 0,
\end{cases}
\]

(2.3)

for \(\forall (v, K, p, \psi, r) \in X \times Y \times E \times S \times Z\), where

\[
\mathcal{A}_0((u, J), (v, K)) = a_s(u, v) + a_m(J, K) + d(J, v) - d(K, u), \quad \mathcal{Q}(\theta, (v, K)) = -PrRa(\theta, v),
\]

\[
\mathcal{A}_1((w, M), (u, J), (v, K)) = c_0(w, u, v), \quad \mathcal{B}((q, \psi), (v, K)) = b_s(q, v) + b_m(\phi, K),
\]

\[
\mathcal{H}((u, J), \theta, r) = h_0(u, \theta, r), \quad \langle L, (v, K) \rangle = \langle f, v \rangle + \kappa(g, K), \quad \Psi(r) = \langle \varphi, r \rangle.
\]

Furthermore, the kernel space is defined

\[ \mathcal{Y} = \{(v, M) \in X \times Y : \mathcal{B}((q, \psi), (v, M)) = 0, \ \forall (q, \psi) \in E \times S\} = V \times U, \]

where

\[ V = \{v \in X : b_s(q, v) = 0, \ \forall q \in E\}, \quad U = \{K \in Y : b_m(\psi, K) = 0, \ \forall \psi \in S\}, \]

and the following inequalities frequently used in our proof are valid in general Lipschitz polyhedra,

\[
\|v\|_{L^p(\Omega)} \leq \hat{\lambda}_1\|\nabla v\|_0, \quad \|v\|_{L^p(\Omega)} \leq \hat{\lambda}_2\|v\|_0^p, \quad \|v\|_0 \leq \hat{C}_\Omega\|\nabla v\|_0 \ \forall v \in X, \]

\[
\|r\|_{L^p(\Omega)} \leq \hat{\lambda}_1\|\nabla r\|_0, \quad \|r\|_{L^p(\Omega)} \leq \hat{\lambda}_2\|\nabla r\|_0^p, \quad \|r\|_0 \leq \hat{C}_\Omega\|\nabla r\|_0 \quad \forall r \in Z,
\]

where \(\lambda_1 = \max(\hat{\lambda}_1, \hat{\lambda}_1), \lambda_2 = \max(\hat{\lambda}_2, \hat{\lambda}_2)\) and \(C_\Omega = \max(\hat{C}_\Omega, \hat{C}_\Omega)\), the positive constants \(\hat{\lambda}_1, \hat{\lambda}_2, \hat{\lambda}_1, \hat{\lambda}_2, \hat{C}_\Omega, \hat{C}_\Omega\) only depend on \(\Omega\).
Lemma 2.1. The following estimates for bilinear and trilinear terms hold:

1. The bilinear form $A_0((\cdot, (\cdot), (\cdot))$ is bounded on $(X \times Y) \times (X \times Y)$ and coercive on $(X \times U) \times (X \times U)$, namely,

$$|A_0((u, J), (v, K))| \leq C_\text{max}\|u\|_1\|v\|_1,$$  \hspace{1cm} (2.4)

$$A_0((u, J), (u, J)) \geq C_\text{min}\|u\|_2^2,$$  \hspace{1cm} (2.5)

where $C_\text{max} = 2 \max\{Pr, \kappa, \kappa\lambda_1\|B\|_{L^3(\Omega)}\}, \hspace{1cm} C_\text{min} = \min\{Pr, \kappa\}$.

2. The continuous property of the bilinear form $B((\cdot, (\cdot), (\cdot))$, namely, for any $(u, q, J, \psi) \in (X \times E) \times (Y \times S)$,

$$|B((q, \psi), (v, K))| \leq \max\{Pr, \kappa\}\|v\|_1\|(q, \psi)\|_0.$$  \hspace{1cm} (2.6)

3. The continuous property of the bilinear form $Q((\cdot, (\cdot), (\cdot))$, for any $(\theta, v, K) \in Z \times X \times Y$,

$$|Q(\theta, (v, K))| \leq \lambda_q\|v\|_1\|\nabla \theta\|_0,$$  \hspace{1cm} (2.7)

where $\lambda_q = PrRaC_\Omega^2$.

4. The continuous property of the bilinear form $e((\cdot, (\cdot))$ is also bounded and coercive on $Z$,

$$e(\theta, r) \leq \|\nabla \theta\|_0\|\nabla r\|_0,$$  \hspace{1cm} (2.8)

$$e(\theta, \theta) \geq \|\nabla \theta\|_0^2.$$  \hspace{1cm} (2.9)

5. The trilinear form $A_1((\cdot, (\cdot), (\cdot), (\cdot))$ and $H((\cdot, (\cdot), (\cdot), (\cdot))$ are skew-symmetric with respect to their last two arguments and bounded on $(X \times Y) \times (X \times Y) \times (X \times Y)$ and $(X \times Y) \times Z \times Z$ respectively,

$$A_1((w, M), (u, J), (u, J)) = 0,$$  \hspace{1cm} (2.10)

$$|A_1((w, M), (u, J), (v, K))| \leq \lambda_2\|(w, M)\|_1\|(u, v)\|_1\|v\|_1,$$  \hspace{1cm} (2.11)

$$H((u, J), \theta, \theta) = 0,$$  \hspace{1cm} (2.12)
\[ |\mathcal{H}(\mathbf{u}, \mathbf{J}, \theta, r)| \leq \lambda_2 \|\mathbf{u}\|_1 \|\nabla \theta\|_0 \|\nabla r\|_0. \]  

(2.13)

**Proof.** The estimates can be easily derived by Holder inequalities, we will not prove them here. □

**Lemma 2.2.** There exists a constant \( \beta^* > 0 \) only depending on \( \Omega \) such that

\[
\sup_{(0,0) \neq (q, K) \in X \times Y} \frac{\mathcal{B}(q, \psi, (v, K))}{\|v, K\|_1} \geq \beta^* \|q, \psi\|_0, \quad \forall (q, \psi) \in E \times S. \tag{2.14}
\]

**Proof.** For the proof of this lemma, please refer to [25]. □

Furthermore, we prove the existence and uniqueness of the solution of problem (2.3).

**Theorem 2.3.** For \( f \in H^{-1}(\Omega), g \in L^2(\Omega), \varphi \in H^{-1}(\Omega) \), assume that

\[
\sigma = \frac{\lambda_2 \|L\|_s}{C_{\min}^2} + \frac{\lambda_2 \lambda_q \lambda_\psi}{C_{\min}^2} + \frac{\lambda_2 \|L\|_s}{C_{\min}} < 1, \tag{2.15}
\]

then (2.3) is well-posed and the following estimates hold,

\[
\|\mathbf{u}, v\|_1 \leq \frac{\|L\|_s + \lambda_q \lambda_\psi}{C_{\min}}, \quad \|\nabla \theta\|_0 \leq \lambda_\psi. \tag{2.16}
\]

**Proof.** The train of thought in this proof is similar to that in [25] but has its characteristics. Here we propose it completely. Firstly, the existence of solutions will be proved by the Banach fixed point theorem.

Given \((\mathbf{w}, \mathbf{M}) \in \Upsilon\), we consider the following equation:

\[
e(\theta, r) + \mathcal{H}((\mathbf{w}, \mathbf{M}), \theta, r) = \Psi(r). \tag{2.17}
\]

Then, by (2.8), (2.9), (2.12), (2.13) and applying Lax-Milgram Theory [7], the problem (2.17) has unique solution \( \theta \in Z \). With the result that the map \( \mathcal{F} \) can be defined by \( \mathcal{F}(\mathbf{w}, \mathbf{M}) = \theta \), where \((\mathbf{w}, \mathbf{M}) \in X \times Y \) and \( \theta \in Z \). Setting \( r = \theta \), by (2.8), (2.9) and (2.12), we have

\[
\|\nabla (\mathcal{F}(\mathbf{w}, \mathbf{M}))\|_0 = \|\nabla \theta\|_0 \leq \lambda_\psi. \tag{2.18}
\]
Next, we consider the saddle point problem as follow: find \((u, p, J, \phi, \theta) \in X \times E \times Y \times S \times Z\) such that for \(\forall (v, q, K, \psi, r) \in X \times E \times Y \times S \times Z\),

\[
\begin{aligned}
\mathcal{A}_0((u, J), (v, K)) + \mathcal{A}_1((w, M), (u, J), (v, K)) \\
+ \mathcal{B}((p, \phi), (v, K)) = \langle L, (v, K) \rangle - Q(\mathcal{F}(w, M), (v, K)), \\
\mathcal{B}((q, \psi), (u, J)) = 0.
\end{aligned}
\tag{2.19}
\]

Applying the saddle theory in [9], the problem \(2.19\) has a unique solution \((u, p, J, \phi) \in X \times E \times Y \times S\). Taking \((v, q, K, \psi) = (u, p, J, \phi)\), by \(2.10\), \(2.5\), \(2.7\) and \(2.9\) leads to

\[
\|(u, J)\|_1 \leq \frac{\|L\|_1 + \lambda_q \lambda_\phi}{C_{\min}}. \tag{2.20}
\]

Inspired by the above discussion, setting \(B_R = \{(v, K) \in Y : \|(v, K)\|_1 \leq C_0\}, C_0 = (\|L\|_1 + \lambda_q \lambda_\phi)/C_{\min}\), we establish the mapping:

\[
\mathcal{G} : B_R \rightarrow B_R, \ (w, M) \mapsto (u, J).
\]

Let \((w_j, M_j) \in B_R, j = 1, 2, \mathcal{G}(w_j, M_j) = (u_j, J_j)\). By definition, there exists \((p_j, \phi_j) \in M \times N\) such that \((u_j, J_j, p_j, \phi_j)\) satisfy the following equations: for \(\forall (v, q, K, \psi) \in X \times E \times Y \times S\)

\[
\begin{aligned}
\mathcal{A}_0((u_j, J_j), (v, K)) + \mathcal{A}_1((w_j, M_j), (u_j, J_j), (v, K)) \\
+ \mathcal{B}((p_j, \phi_j), (v, K)) = \langle L, (v, K) \rangle - Q(\mathcal{F}(w_j, M_j), (v, K)), \\
\mathcal{B}((q, \psi), (u_j, J_j)) = 0.
\end{aligned}
\tag{2.21}
\]

Similarly, through the definition of mapping \(\mathcal{F}\), we can also conclude that

\[
e(\mathcal{F}(w_j, M_j), r) + \mathcal{H}((w_j, M_j), \mathcal{F}(w_j, M_j), r) = \Psi(r). \tag{2.22}
\]

Subtracting \(2.21\) as \(j = 2\) from \(2.21\) as \(j = 1\), set \(v = u_1 - u_2, K = M_1 - M_2, q = p_1 - p_2, \psi = \phi_1 - \phi_2\) and \(2.10\), we arrive at

\[
\begin{aligned}
\mathcal{A}_0((u_1 - u_2, J_1 - J_2), (u_1 - u_2, J_1 - J_2)) = -\mathcal{A}_1((w_1 - w_2, M_1 - M_2), (u_2, J_2), (u_1 - u_2, J_1 - J_2)) \\
- Q(\mathcal{F}(w_1, M_1) - \mathcal{F}(w_2, M_2), (u_1 - u_2, J_1 - J_2)).
\end{aligned}
\]

Combining \(2.5\), \(2.7\) and \(2.11\), we derive further

\[
\|(u_1 - u_2, J_1 - J_2)\|_1 \leq \frac{\lambda_2 \|(w_1 - w_2, M_1 - M_2)\|_1 \|(u_2, J_2)\|_1 + \lambda_\beta \|\nabla(\mathcal{F}(w_1, M_1) - \mathcal{F}(w_2, M_2))\|_0}{C_{\min}}. \tag{2.23}
\]
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Subtract (2.22) as \( j = 2 \) from (2.22) as \( j = 1 \), take \( r = \mathcal{F}(w_1, M_1) - \mathcal{F}(w_2, M_2) \) and by (2.9), (2.12), (2.13) and (2.18), it is further concluded that:

\[
\|\nabla(\mathcal{F}(w_1, M_1) - \mathcal{F}(w_2, M_2))\|_1 \leq \lambda_2 \alpha \|v_1 - w_2, M_1 - M_2\|_1. \tag{2.24}
\]

Substitute (2.24) into (2.23) and apply (2.20), we can obtain

\[
\|(u_1 - u_2, J_1 - J_2)\|_1 \leq \frac{\lambda_2 \|L\|_1 + \lambda_2 \lambda q \psi + C_{\text{min}} \lambda_2 \lambda q \lambda \psi}{C^2_{\text{min}}} \|(w_1 - w_2, M_1 - M_2)\|_1. \tag{2.25}
\]

Then we have,

\[
\|\mathcal{G}(u_1, J_1) - \mathcal{G}(u_2, J_2)\|_1 = \|(u_1 - u_2, J_1 - J_2)\|_1
\leq \sigma \|(w_1 - w_2, M_1 - M_2)\|_1 = \sigma \|(w_1, M_1) - (w_2, M_2)\|_1.
\]

By virtue of (2.15), \( \mathcal{G} \) is a contraction mapping on \( B_R \to B_R \). Hence applying the Banach fixed point theorem, it can be deduced that \( \mathcal{G} \) has a fixed point in \( B_R \), which is the solution of equations (2.19). Due to the definition of mapping, the problem (2.5) exists solution on \( X \times E \times Y \times S \times Z \).

Next, the uniqueness of the solutions will be proved in the following work. Suppose \( (u_i, p_i, J_i, \phi_i, \theta_i) \in X \times E \times Y \times S \times Z, i = 1, 2 \) satisfy the equations as follow: for \( \forall (v, q, K, \psi, r) \in X \times E \times Y \times S \times Z \)

\[
\begin{align*}
\mathcal{A}_0(u_i, J_i, (v, K)) + \mathcal{A}_1(u_i, J_i, (u_i, J_i), (v, K)) \\
+ \mathcal{B}(p_i, \phi_i, (v, K)) + \mathcal{Q}(\theta_i, (v, K)) = \langle L, (v, K) \rangle, \\
\mathcal{B}(q, \psi, (u_i, J_i)) = 0, \\
e(\theta_1, r) + \mathcal{H}((u_i, J_i), \theta_1, r) = \Psi(r).
\end{align*}
\]

Subtract (2.26) as \( i = 2 \) from (2.26) as \( i = 1 \), we arrive further at

\[
\begin{align*}
\mathcal{A}_0((u_1 - u_2, J_1 - J_2), (v, K)) + \mathcal{A}_1((u_1, J_1), (u_1, J_1), (v, K)) \\
- \mathcal{A}_1((u_2, J_2), (u_2, J_2), (v, K)) + \mathcal{B}((p_1 - p_2, \phi_1 - \phi_2), (v, K)) \\
+ \mathcal{Q}(\theta_1 - \theta_2, (v, K)) = 0, \\
\mathcal{B}((q, \psi), (u_1 - u_2, J_1 - J_2)) = 0, \\
e(\theta_1 - \theta_2, r) + \mathcal{H}((u_1, J_1), \theta_1, r) - \mathcal{H}((u_2, J_2), \theta_2, r) = 0.
\end{align*}
\]
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and the global mesh size $h$ for tetrahedral for $d$ in this section, is considered. Set $T_3$. Finite element approximation $\phi$ to discrete velocity $e$ and define $\inf$-sup condition $\sup$ lead to $p_1 = p_2$, $\phi_1 = \phi_2$.

This completes the proof. □

3. Finite element approximation

The finite element approximation of the stationary thermally coupled inductionless MHD, in this section, is considered. Set $T_h$ is a shape-regular and quasi-uniform triangular for $d = 2$ or tetrahedral for $d = 3$ mesh of $\Omega$. We introduce generally the local mesh size $h_e = \text{diam}(e)$ and the global mesh size $h := \max_{e \in T_h} h_e$. $P_k(I)$ be the space of polynomials of degree $k$ on element $e$ and define $P_k(e) = P_k(e)^d$ where $k$ is any integer and $k \geq 0$.

Here we choose conforming finite element spaces $X_h \subseteq X$, $E_h \subseteq E$, $Y_h \subseteq Y$, $S_h \subseteq S$, $Z_h \subseteq Z$ to discrete velocity $u$, pressure $\rho$, current density $J$, electric potential $\phi$ and temperature $\theta$, respectively. Moreover, we need the assumptions as follow.

Assumption 3.1. (inf-sup condition) There are respectively the following conclusions on $X_h \times E_h$ and $Y_h \times S_h$,

\[
\inf_{0 \neq p_h \in E_h} \sup_{0 \neq \psi_h \in X_h} \frac{b_1((p_h, \psi_h))}{\|\nabla \psi_h, p_h\|_1} \geq \beta_{s,h}, \quad \inf_{0 \neq \phi_h \in S_h} \sup_{0 \neq J_h \in Y_h} \frac{b_m((\phi_h, J_h))}{\|\nabla J_h, \phi_h\|_1} \geq \beta_{m,h}. \tag{3.1}
\]
where $\beta_{s,h}$ and $\beta_{m,h}$ only depend on $\Omega$.

**Assumption 3.2. (Approximation property)** There exist two integers $k$ and $l$ such that the following standard approximation properties hold for $\gamma$ and $\tau$,

\[
\inf_{w_h \in X_h} \|u - w_h\|_{1,\Omega} \leq Ch^{\min[\gamma,j]}\|u\|_{1+\gamma,\Omega}, \quad \inf_{q_h \in E_h} \|p - q_h\|_{1,\Omega} \leq Ch^{\min[\gamma,j]}\|p\|_{1,\Omega},
\]

\[
\inf_{r_h \in Z_h} \|\theta - r_h\|_{1,\Omega} \leq Ch^{\min[\gamma,j]}\|\theta\|_{1+\gamma,\Omega}, \quad \inf_{\psi_h \in S_h} \|\phi - \psi_h\|_{1,\Omega} \leq Ch^{\min[\tau,k]}\|\phi\|_{1,\Omega},
\]

\[
\inf_{K_h \in Y_h} \|J - K_h\|_{1,\Omega} \leq Ch^{\min[\tau,k]}(\|J\|_{1,\Omega} + \|\text{div}J\|_{1,\Omega}).
\]

There are several stable finite element pairs which satisfy these assumptions [5, 9]. With the discrete spaces, the finite element approximation of problem (2.3) reads as follows: find $(u_h, J_h, p_h, \phi_h, \theta_h) \in X_h \times Y_h \times E_h \times S_h \times Z_h$ such that $\forall (v_h, K_h, p_h, \psi_h, r_h) \in X_h \times Y_h \times E_h \times S_h \times Z_h$,

\[
\begin{align*}
\mathcal{A}_0((u_h, J_h), (v_h, K_h)) + \mathcal{A}_1((u_h, J_h), (u_h, J_h), (v_h, K_h)) \\
+ \mathcal{B}((p_h, \psi_h), (v_h, K_h)) + Q(\theta_h, (v_h, K_h)) = \langle L, (v_h, K_h) \rangle,
\end{align*}
\]

\[e(\theta_h, r_h) + \mathcal{H}((u_h, J_h), \theta_h, r_h) = \Psi(r_h).\]  

(3.2)

**Proposition 1.** Suppose $(u_h, J_h, p_h, \phi_h, \theta_h)$ is the solution of (3.2), with the result that the scheme is charge-conservative, namely, $\nabla \cdot J = 0$.

**Proof.** It note that $\forall \psi \in S_h, (\psi_h, \nabla \cdot J_h) = 0$ and $\nabla \cdot J_h \in S_h$. Set $\psi_h = \nabla \cdot J_h$, we further have $\nabla \cdot J_h = 0$. \hfill $\square$

On the basis of continuous space, we define discrete kernel space

\[T_h = \{(v_h, J_h) \in X_h \times Y_h : \mathcal{B}((q_h, \psi_h), (v_h, J_h)) = 0, \forall (q, \psi) \in E_h \times S_h\} = V_h \times U_h,
\]

where

\[V_h = \{v_h \in X_h : b_s(q_h, v_h) = 0, \forall q_h \in E_h\},
\]

\[U_h = \{K_h \in Y_h : b_m(\psi_h, K_h) = 0, \forall \psi_h \in S_h\} = \{K_h \in X : \text{div}K_h = 0\}.
\]

What deserves our special attention is: $V_h \not\subset V$ but $U_h \subset U$.  
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Lemma 3.1. The following estimates for bilinear and trilinear terms hold:

1. The bilinear form $\mathcal{A}_0((\cdot, \cdot), (\cdot, \cdot))$ is bounded on $(X_h \times Y_h) \times (X_h \times Y_h)$ and coercive on $(X_h \times U_h) \times (X_h \times U_h)$, namely,

$$|\mathcal{A}_0((u_h, J_h), (v_h, K_h))| \leq C_{\max}||u_h||_1||v_h||_1,$$

$$|\mathcal{A}_0((u_h, J_h), (u_h, J_h))| \geq C_{\min}||u_h||^2_1,$$

where $C_{\max} = 2\max\{Pr, \kappa, \kappa\lambda_1||B||_{L^1(\Omega)}\}$, $C_{\min} = \min\{Pr, \kappa\}$.

2. The continuous property of the bilinear form $\mathcal{B}((\cdot, \cdot), (\cdot, \cdot))$, namely, for $(\forall (u_h, q_h, J_h, \psi_h) \in (X_h \times E_h) \times (Y_h \times S_h),$

$$|\mathcal{B}((q_h, \psi_h), (v_h, K_h))| \leq \max\{Pr, \kappa\}||v_h||_1||q_h||_0,$$

(3.6)

3. The continuous property of the bilinear form $Q((\cdot, \cdot), (\cdot, \cdot)), for \ (\forall (\theta, v_h, K_h) \in Z_h \times X_h \times Y_h,$

$$|Q(\theta_h, (v_h, K_h))| \leq \lambda_q||v_h||_1||\nabla \theta_h||_0,$$

where $\lambda_q = PrRaC^2_{\Omega}$.

4. The continuous property of the bilinear form $e((\cdot, \cdot)$ is also bounded and coercive on $Z$.

$$e(\theta_h, r_h) \leq ||\nabla \theta_h||_0||\nabla r_h||_0,$$

$$e(\theta_h, \theta_h) \geq ||\nabla \theta_h||^2_0.$$

5. The trilinear form $\mathcal{A}_1((\cdot, \cdot), (\cdot, \cdot), (\cdot, \cdot))$ and $\mathcal{H}((\cdot, \cdot), (\cdot, \cdot), (\cdot, \cdot))$ are skew-symmetric with respect to their last two arguments and bounded on $(X_h \times Y_h) \times (X_h \times Y_h) \times (X_h \times Y_h)$ and $(X_h \times Y_h) \times Z_h \times Z_h$ respectively.

$$\mathcal{A}_1((w_h, M_h), (u_h, J_h), (u_h, J_h)) = 0,$$

$$|\mathcal{A}_1((w_h, M_h), (u_h, J_h), (v_h, K_h))| \leq \lambda_2||w_h||_1||v_h||_1||\nabla \theta_h||_0,$$

$(3.10)$
\[ \mathcal{H}((u_h, J_h), \theta_h, \theta_h) = 0, \quad (3.11) \]

\[ |\mathcal{H}((u_h, J_h), \theta_h, r_h)| \leq \lambda_2||u_h, J_h||_1||\nabla \theta_h||_0||\nabla r_h||_0. \quad (3.12) \]

**Lemma 3.2.** There exists a constant \( \beta^* > 0 \) only depending on \( \Omega \) such that

\[ \sup_{(0, 0) \neq (v_h, K_h) \in X_h \times Y_h} \frac{\mathcal{B}((q_h, \psi_h), (v_h, K_h))}{||v_h, K_h||_1} \geq \beta^*||q_h, \psi_h||_0, \quad \forall (q_h, \psi_h) \in E_h \times S_h. \quad (3.13) \]

**Theorem 3.3.** For \( f \in H^{-1}(\Omega) \), \( g \in L^2(\Omega) \), \( \varphi \in H^{-1}(\Omega) \), assume

\[ \sigma = \frac{\lambda_2||L||_s}{C_{\min}^2} + \frac{\lambda_2\lambda_q \lambda_\psi}{C_{\min}^2} + \frac{\lambda_2||L||_s}{C_{\min}} < 1, \quad (3.14) \]

then problem (3.2) is well-posed and the estimates hold as follow,

\[ ||(u_h, v_h)||_1 \leq \frac{||L|| + \lambda_q \lambda_\psi}{C_{\min}}, \quad ||\nabla \theta_h||_0 \leq \lambda_\psi. \quad (3.15) \]

**Theorem 3.4.** Assume the conditions of Theorems 2.3, 3.3 hold, the solutions of continuous problem (2.3) and discrete problem (3.2) are respectively \((u, J, p, \phi, \theta)\) and \((u_h, J_h, p_h, \phi_h, \theta_h)\). Suppose that the exact solution \((u, J, p, \phi, \theta)\) satisfy

\[ u \in H^{\gamma+1}(\Omega), \quad p \in H^\gamma(\Omega), \quad J \in H^f(\Omega), \quad \phi \in H^f(\Omega), \quad \theta \in H^{\gamma+1}(\Omega), \quad (3.16) \]

for a regularity exponent \( \gamma, \tau > 1/2 \), then we can get the following estimates:

\[ ||(u - u_h, J - J_h)||_1 + ||(\theta - \theta_h)||_1 + ||p - p_h||_0 \]
\[ \leq C(\inf_{(\varphi, \lambda_h) \in (X_h \times Y_h)} ||(u - v_h, J - K_h)||_1 + \inf_{q_h \in E_h} ||p - q_h||_0 + \inf_{s_h \in S_h} ||\theta - s_h||_1) \]
\[ \leq Ch^{\min(y, l, \tau)}(||u||_1 + ||J||_1 + ||p||_1 + ||\theta||_1), \]
\[ ||\phi - \phi_h||_0 \leq C(\inf_{(\varphi, \lambda_h) \in (X_h \times Y_h)} ||(u - v_h, J - K_h)||_1 + \inf_{q_h \in E_h} ||p - q_h||_0 + \inf_{\phi_h \in S_h} ||\phi - \psi_h||_0) \]
\[ \leq Ch^{\min(y, l, \tau)}(||u||_1 + ||J||_1 + ||p||_1), \]
Proof. We begin to handle the error in $\theta$. Setting $(v, q, K, \psi, \theta) = (v_h, q_h, K_h, \psi_h, \theta_h)$, subtracting (3.2) from (2.3), we have

$$
\begin{align*}
&\mathcal{A}_0((u - u_h, J - J_h), (v, K)) + \mathcal{A}_1((u - u_h, J - J_h), (u, J), (v_h, K_h)) \\
&+ \mathcal{A}_1((u_h, J_h), (u - u_h, J - J_h), (v_h, K_h)) + \mathcal{B}((p - p_h, \phi - \phi_h), (v_h, K_h)) \\
&+ Q(\theta - \theta_h, (v_h, K_h)) = 0, \\
&\mathcal{B}((q_h, \psi_h), (u - u_h, J - J_h)) = 0, \\
&e(\theta - \theta_h, r_h) + \mathcal{H}((u - u_h, J - J_h), \theta, r_h) + \mathcal{H}((u_h, J_h), \theta - \theta_h, r_h) = 0.
\end{align*}
$$

(3.17)

For $(w_h, M_h) \in \mathcal{T}_h, (q_h, \psi_h) \in E_h \times S_h, s_h \in Z_h$, setting

$$
u - u_h = (u - w_h) + (w_h - u_h), \quad p - p_h = (p - q_h) + (q_h - p_h), \quad \theta - \theta_h = (\theta - s_h) + (s_h - \theta_h),$$

$$J - J_h = (J - M_h) + (M_h - J_h), \quad \phi - \phi_h = (\phi - \psi_h) + (\psi_h - \phi_h).$$

Substituting the above formula into (3.17) and taking $r_h = \theta_h - s_h$, we can further obtain

$$
\begin{align*}
&e(\theta_h - s_h, \theta_h - s_h) + \mathcal{H}((u_h, J_h), \theta_h - s_h, \theta_h - s_h) = \mathcal{H}((u - w_h, J - M_h), \theta, \theta_h - s_h) \\
&+ e(\theta - s_h, \theta_h - s_h) + \mathcal{H}((u_h, J_h), \theta - s_h, \theta_h - s_h) - \mathcal{H}((u_h - w_h, J_h - M_h), \theta, \theta_h - s_h). \\
\end{align*}
$$

(3.18)

By applying (3.12), (2.8), (2.13), (2.11), the second inequality of (2.16) and (3.15), we arrive at

$$
\begin{align*}
\|\nabla(\theta - \theta_h)\|_0 &\leq \frac{2C_{\min} + \lambda_2 \mu \|L\|_\infty + \lambda_2 \lambda_\phi}{C_{\min}} \|\nabla(\theta - s_h)\|_0 + \lambda_2 \lambda_\phi \|(u - w_h, J - M_h)\|_1 \\
&+ \lambda_2 \lambda_\phi \|(u_h - w_h, J_h - M_h)\|_1.
\end{align*}
$$

(3.19)

Since (3.17), the following equation holds:

$$
\begin{align*}
&\mathcal{A}_0((u_h - w_h, J_h - M_h), (v, K)) + \mathcal{A}_1((u_h - w_h, J_h - M_h), (u, J), (v_h, K_h)) \\
&+ \mathcal{A}_1((u_h, J_h), (u_h - w_h, J_h - M_h), (v_h, K_h)) + \mathcal{B}((p_h - q_h, \phi_h - \psi_h), (v_h, K_h)) \\
&= \mathcal{A}_0((u - w_h, J - M_h), (v, K_h)) + \mathcal{B}((p - q_h, \phi - \psi_h), (v_h, K_h)) - Q(\theta - \theta_h, (v_h, K_h)) \\
&+ \mathcal{A}_1((u_h, J_h), (u - w_h, J - M_h), (v_h, K_h)) + \mathcal{A}_1((u - w_h, J - M_h), (u, J), (v_h, K_h)).
\end{align*}
$$

(3.20)

Choosing $(v_h, K_h) = (u_h - w_h, J_h - M_h)$ in $\mathcal{T}_h$, and combining (3.9), (3.4), (2.11) and (2.16), we obtain

$$
L.H.S \geq (C_{\min} - \frac{\lambda_2 \mu \|L\|_\infty + \lambda_2 \lambda_\phi}{C_{\min}}) \|(u_h - w_h, J_h - M_h)\|_1^2.
$$

(3.21)
Analogously by (2.4), (2.6), (2.11) and (2.7), we can further obtain

$$R.H.S \leq \|(u_h - w_h, J_h - M_h)\|_1 (C(\|(u - w_h, J - M_h)\|_1 + \|(p - q_h)\|_0) + \lambda_q \|\nabla(\theta - \theta_h)\|_0),$$

(3.22)

which combines (3.21) to lead to

$$(C_{min} - \frac{\lambda_2 \|L\|_1 + \lambda_2 \lambda_q \sigma}{C_{min}})\|(u_h - w_h, J_h - M_h)\|_1$$

$$\leq C(\|(u - w_h, J - M_h)\|_1 + \|(p - q_h)\|_0 + \|\nabla(\theta - s_h)\|_0).$$

(3.23)

Substituting (3.19) into (3.23), the inequality holds as follow:

$$C_{min}(1 - \sigma)\|(u_h - w_h, J_h - M_h)\|_1$$

$$\leq C(\|(u - w_h, J - M_h)\|_1 + \|(p - q_h)\|_0 + \|\nabla(\theta - s_h)\|_0).$$

On account of (3.14), we can easily conclude that $1 - \sigma \geq 0$. Consequently, we have

$$\|(u_h - w_h, J_h - M_h)\|_1 \leq C(\|(u - w_h, J - M_h)\|_1 + \|(p - q_h)\|_0 + \|\nabla(\theta - s_h)\|_0).$$

Therefore, by the triangle inequality and taking infimum, we get

$$\|(u - u_h, J - J_h)\|_1 \leq C(\inf_{(w_h, M_h) \in \mathcal{Y}_h} \|(u - w_h, J - M_h)\|_1 + \inf_{p \in \mathcal{E}_h} \|p - q_h\|_0 + \inf_{s_h \in \mathcal{Z}_h} \|\theta - s_h\|_1),$$

$$\|\nabla(\theta - \theta_h)\|_0 \leq C(\|\nabla(\theta - s_h)\|_0 + \|(u - w_h, J - M_h)\|_1 + \|p - q_h\|_0).$$

Applying the inf-sup condition (2.14), the discrete inf-sup condition (3.13) and Lemma 1.1 in Part II of [9], we get

$$\inf_{(w_h, M_h) \in \mathcal{Y}_h} \|(u - w_h, J - M_h)\|_1 \leq C^* \inf_{(v_h, K_h) \in (X_h \times Y_h)} \|\|(u - v_h, J - K_h)\|_1,$$

where $C^* = 1 + \max\{Pr, \kappa\}/\beta^*$. Therefore, we can further obtain the following estimates

$$\|(u - u_h, J - J_h)\|_1 \leq C(\inf_{(v_h, K_h) \in (X_h \times Y_h)} \|(u - v_h, J - K_h)\|_1 + \inf_{q \in \mathcal{E}_h} \|p - q_h\|_0 + \inf_{s_h \in \mathcal{Z}_h} \|\theta - s_h\|_1),$$

$$\|\theta - \theta_h\|_1 \leq C(\inf_{(v_h, K_h) \in (X_h \times Y_h)} \|(u - v_h, J - K_h)\|_1 + \inf_{q \in \mathcal{E}_h} \|p - q_h\|_0 + \inf_{s_h \in \mathcal{Z}_h} \|\theta - s_h\|_1).$$

Next, let's continue to arrive at the error estimate of $(p, \phi)$. For all $(q_h, \psi_h) \in \mathcal{E}_h \times \mathcal{S}_h, (v_h, K_h) \in X_h \times Y_h$, we have

$$\mathcal{B}(p_h - q_h, \phi_h - \psi_h, (v_h, K_h) = \mathcal{A}_0((u - u_h, J - J_h), (v_h, K_h)) + \mathcal{A}_1((u - u_h, J - J_h), (u, J), (v_h, K_h))$$

$$+ \mathcal{A}_1((u_h, J_h), (u - u_h, J - J_h), (v_h, K_h)) + \mathcal{B}(p - q_h, \phi - \psi_h, (v_h, K_h)) + Q(\theta - \theta_h, (v_h, K_h)).$$
To get more detailed results, we rewrite the above compact form to the original form, as follows:

\[ b_s(p_h - q_h, v_h) = a_s((u - u_h), v_h) + d(J - J_h, v_h) + c_0((u - u_h), u, v_h) \]
\[ + c_0(u_h, (u - u_h), v_h) + b_s(p - q_h, v_h) + Q(\theta - \theta_h, (v_h, K_h)) \]

and

\[ b_m(\phi_h - \psi_h, K_h) = a_m((J - J_h), K_h) - d(K_h, u - u_h) + b_m(\phi - \psi_h, K_h). \]

Therefore, using (2.2), (2.6), (2.7), we deduce further that

\[ b_s(p_h - q_h, v_h) \leq \|\nabla (u - u_h)\|_0 \|\nabla v_h\|_0 + \lambda_1 \|B\|_{L^2} \|J - J_h\|_{\text{div}} \|\nabla v_h\|_0 + \lambda_2 \|\nabla (u - u_h)\|_0 \|\nabla u\|_0 \|\nabla v_h\|_0 \]
\[ + \lambda_2 \|\nabla (u - u_h)\|_0 \|\nabla u_h\|_0 \|\nabla v_h\|_0 + Pr \|p - q_h\|_0 \|\nabla v\|_0 + \lambda_\phi \|\nabla (\theta - \theta_h)\|_0 \|\nabla v_h\|_0 \]

and

\[ b_m(\phi_h - \psi_h, K_h) \leq \kappa \|J - J_h\|_{\text{div}} \|K_h\|_{\text{div}} + \lambda_1 \kappa \|B\|_{L^2} \|\nabla (u - u_h)\|_0 \|K_h\|_{\text{div}} + \kappa \|\phi - \psi_h\|_0 \|K_h\|_{\text{div}} \]
\[ \leq C(\|(u - u_h, J - J_h)\|_1 + \|\phi - \phi_0\|_1) \|\nabla v_h\|_0 + \|p - q_h\|_0 \]

With the help of the discrete inf-sup condition (3.13), the triangle inequality and taking infimum over \( E_h \) and \( S_h \), respectively, we get

\[ \|p - p_h\|_0 \leq C(\|(u - u_h, J - J_h)\|_1 + \|\nabla (\theta - \theta_h)\|_0 + \|p - q_h\|_0) \]
\[ \leq C(\inf_{(v_h, K_h) \in (X_h, Y_h)} \|(u - v_h, J - K_h)\|_1 + \inf_{q_h \in E_h} \|p - q_h\|_0 + \inf_{s_h \in Z_h} \|\theta - s_h\|_1), \]

and

\[ \|\phi - \phi_h\|_0 \leq C(\inf_{\phi_h \in S_h} \|(\phi - \phi_h)\|_0 + \|(u - u_h, J - J_h)\|_1) \]
\[ \leq C(\inf_{\phi_h \in S_h} \|(\phi - \phi_h)\|_0 + \inf_{(v_h, K_h) \in (X_h, Y_h)} \|(u - v_h, J - K_h)\|_1 + \inf_{q_h \in E_h} \|p - q_h\|_0). \]

This completes the proof. \( \square \)

4. Iterative methods

In this section, we introduce three classical iterative methods, namely Stokes, Newton and Oseen iterative methods, for hybrid finite element problem (3.2). For simplicity, we consider

\[ D := X \times Y, \quad G := M \times N, \]
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and for any \((u, J), (v, K) \in D\), and \((p, \phi), (q, \psi) \in G\),

\[
\eta := (u, J), \quad \xi := (p, \phi), \quad \Phi := (v, K), \quad \chi := (q, \psi), \quad \tau_h^n = \xi_h^n - \eta_h^n, \quad \zeta_h^n = \eta_h^n \in G.
\]

The initial value \(\eta_h^0 \in \mathcal{T}_h\), \(\theta^0 \in Z_h\) of three iterations is obtained by the following equations:

\[
\begin{align*}
\mathcal{A}_0(\eta_h^0, \Phi_h) + \mathcal{B}(\xi_h^0, \Phi_h) + \mathcal{Q}(\theta_h^0, \Phi_h) &= \langle L, \Phi_h \rangle, \\
\mathcal{B}(\chi_h, \eta_h^0) &= 0, \\
e(\theta_h^0, r_h) &= \Psi(r_h),
\end{align*}
\]

for \(\forall(\Phi_h, \chi_h, r_h) \in D_h \times G_h \times Z_h\).

**Method I (Stokes Iteration)**

Given \(\eta_h^{n-1} \in \mathcal{T}_h\) and \(\theta_h^{n-1} \in Z_h\), find \((\eta_h^n, \xi_h^n, \theta_h^n) \in D_h \times G_h \times Z_h\) satisfies the equations that for \(\forall(\Phi_h, \chi_h, r_h) \in D_h \times G_h \times Z_h\)

\[
\begin{align*}
\mathcal{A}_0(\eta_h^n, \Phi_h) + \mathcal{A}_1(\eta_h^{n-1}, \eta_h^n, \Phi_h) + \mathcal{B}(\xi_h^n, \Phi_h) + \mathcal{Q}(\theta_h^n, \Phi_h) &= \langle L, \Phi_h \rangle, \\
\mathcal{B}(\chi_h, \eta_h^n) &= 0, \\
e(\theta_h^n, r_h) + \mathcal{H}(\eta_h^{n-1}, \theta_h^{n-1}, r_h) &= \Psi(r_h).
\end{align*}
\]

**Method II (Newton Iteration)**

Given \(\eta_h^{n-1} \in \mathcal{T}_h\) and \(\theta_h^{n-1} \in Z_h\), find \((\eta_h^n, \xi_h^n, \theta_h^n) \in D_h \times G_h \times Z_h\) satisfies the equations that for \(\forall(\Phi_h, \chi_h, r_h) \in D_h \times G_h \times Z_h\)

\[
\begin{align*}
\mathcal{A}_0(\eta_h^n, \Phi_h) + \mathcal{A}_1(\eta_h^{n-1}, \eta_h^n, \Phi_h) + \mathcal{A}_1(\eta_h^n, \eta_h^{n-1}, \Phi_h) - \mathcal{A}_1(\eta_h^{n-1}, \eta_h^{n-1}, \Phi_h) \\
+ \mathcal{B}(\xi_h^n, \Phi_h) + \mathcal{Q}(\theta_h^n, \Phi_h) &= \langle L, \Phi_h \rangle, \\
\mathcal{B}(\chi_h, \eta_h^n) &= 0, \\
e(\theta_h^n, r_h) + \mathcal{H}(\eta_h^{n-1}, \theta_h^{n-1}, r_h) + \mathcal{H}(\eta_h^{n}, \theta_h^{n-1}, r_h) - \mathcal{H}(\eta_h^{n-1}, \theta_h^{n-1}, r_h) &= \Psi(r_h).
\end{align*}
\]

**Method III (Oseen Iteration)**

Given \(\eta_h^{n-1} \in \mathcal{T}_h\), find \((\eta_h^n, \xi_h^n, \theta_h^n) \in D_h \times G_h \times Z_h\) satisfies the equations that for \(\forall(\Phi_h, \chi_h, r_h) \in D_h \times G_h \times Z_h\)

\[
\begin{align*}
\mathcal{A}_0(\eta_h^n, \Phi_h) + \mathcal{A}_1(\eta_h^{n-1}, \eta_h^n, \Phi_h) + \mathcal{B}(\xi_h^n, \Phi_h) + \mathcal{Q}(\theta_h^n, \Phi_h) &= \langle L, \Phi_h \rangle, \\
\mathcal{B}(\chi_h, \eta_h^n) &= 0, \\
e(\theta_h^n, r_h) + \mathcal{H}(\eta_h^{n-1}, \theta_h^{n-1}, r_h) &= \Psi(r_h).
\end{align*}
\]
Lemma 4.1. Under the conditions of Theorem 2.3, Assumptions 3.1 and 3.2, the initial values are well-defined as well as the following estimates hold:

\[ \| \nabla \theta_0 \|_0 \leq \lambda_\phi, \quad \| \eta_0 \|_1 \leq \frac{\| L \|_s + \lambda_\phi \lambda_\theta}{C_{\min}}, \quad \beta_1^* \| \xi_0^0 \| \leq (\| L \|_s + \lambda_\phi \lambda_\theta)(1 + \frac{C_{\max}}{C_{\min}}), \]

(4.5)

and also satisfy the following boundedness

\[ \| \nabla \zeta_0 \|_0 \leq \sigma \lambda_\psi, \quad \| \xi_0 \|_1 \leq \| L \|_s + \lambda_\phi \lambda_\psi \leq \frac{\| L \|_s + \lambda_\phi \lambda_\psi}{C_{\min}} \] 

(4.6)

Proof. Setting \((\Phi_h, \chi_h, r_h) = (\eta^0_h, \xi^0_h, \theta^0_h), \)

\[
\begin{align*}
A_0(\eta^0_h, \eta^0_h) + B(\xi^0_h, \eta^0_h) + Q(\theta^0_h, \eta^0_h) &= \langle L, \eta^0_h \rangle, \\
B(\xi^0_h, \eta^0_h) &= 0, \\
e(\theta^0_h, \theta^0_h) &= \Psi(\theta^0_h).
\end{align*}
\]

Combining (3.8), (3.4) and (3.6), we can have

\[ \| \nabla \theta_0 \|_0 \leq \lambda_\phi, \quad \| \eta_0 \|_1 \leq \frac{\| L \|_s + \lambda_q \lambda_\phi}{C_{\min}}. \]

(4.7)

Now, let’s consider the following equation:

\[ B(\xi^0_h, \Phi_h) = \langle L, \Phi_h \rangle - A_0(\eta^0_h, \Phi_h) - Q(\theta^0_h, \Phi_h). \]

Using the discrete inf-sup condition (3.13), (3.3) and (3.6), we can further obtain

\[ \beta_1^* \| \xi_0^0 \| \leq (\| L \|_s + \lambda_\phi \lambda_\psi)(1 + \frac{C_{\max}}{C_{\min}}). \]

(4.8)

Subtracting (4.1) from (3.2) and setting \((\Phi_h, \chi_h, r_h) = (\zeta^0_q, \zeta^0_\xi, \zeta^0_\theta) \)

\[
\begin{align*}
A_0(\zeta^0_q, \zeta^0_q) + A_1(\eta_h, \zeta^0_q) + B(\zeta^0_\xi, \zeta^0_q) + Q(\zeta^0_\theta, \zeta^0_q) &= 0, \\
B(\zeta^0_\xi, \zeta^0_q) &= 0, \\
e(\zeta^0_\theta, \zeta^0_\theta) + \mathcal{H}(\eta_h, \theta_h, \zeta^0_\theta) &= 0.
\end{align*}
\]

By (3.8), (3.12) and (3.15), we have

\[ \| \nabla \zeta_0 \|_0 \leq \sigma \lambda_\psi. \]

(4.9)
Applying (4.9), (3.4), (3.9) and (3.6), the following inequality is drawn:

\[ \|z^0\|_1 \leq \frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}} \sigma. \]  \hspace{1cm} (4.10)

Using the discrete inf-sup condition (3.13), (4.10), (3.3), (3.10) and (3.6) gives that

\[ \beta^* \|z^0\|_0 \leq (C_{\text{max}} + C_{\text{min}})(\frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}}) \sigma. \]  \hspace{1cm} (4.11)

The proof is completed. \( \square \)

**Theorem 4.2. (Stokes Iteration)** Under the conditions of Theorem 2.3, Assumptions 3.1 and 3.2, provided

\[ 0 < \sigma < \frac{1}{4}, \]  \hspace{1cm} (4.12)

for \( \forall n \geq 0 \). The Method I is stable, the numerical solution \((\eta^n_h, \xi^n_h, \theta^n_h)\) defined by equations (4.2) satisfies:

\[ \|\eta^n_h\|_1 \leq 2 \frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}}, \quad \|\theta^n_h\|_1 \leq 2 \lambda. \]  \hspace{1cm} (4.13)

Moreover, the iterative errors \(z^n_\eta, z^n_\xi\) and \(z^n_\theta\) satisfy

\[ \|z^n_\eta\|_1 \leq (3\sigma)^n(\frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}}), \quad \|\nabla z^n_\xi\|_0 \leq (3\sigma)^n \lambda, \quad \|z^n_\theta\|_0 \leq (\tilde{C})(3\sigma)^n(\frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}}) \]  \hspace{1cm} (4.14)

where \( \tilde{C} = C_{\text{max}} + 2C_{\text{min}}. \)

**Proof.** We will use mathematical induction to obtain the desired results. As can be seen from Lemma 4.1, (4.13) and (4.14) hold for \( n = 0 \). If equations (4.13), and (4.14) are valid for \( n - 1 \), we will show that they also hold for \( n \). Taking \((\Phi_h, \chi_h, r_h) = (\eta^n_h, \xi^n_h, \theta^n_h)\), we have

\[
\begin{cases}
\mathcal{A}_0(\eta^n_h, \eta^n_h) + \mathcal{A}_1(\eta^{n-1}_h, \eta^n_h, \eta^n_h) + \mathcal{B}(\xi^n_h, \eta^n_h) + Q(\theta^n_h, \eta^n_h) = \langle L, \eta^n_h \rangle, \\
\mathcal{B}(\xi_h, \eta^n_h) = 0, \\
e(\theta^n_h, \theta^n_h) + \mathcal{H}(\eta^{n-1}_h, \theta^{n-1}_h, \theta^n_h) = \Psi(\theta^n_h). 
\end{cases}
\]

Applying (3.7) and (3.12), we further obtain

\[ \|\nabla \theta^n_h\|_0 \leq \lambda(1 + 4\lambda_2(\frac{\|L\|_* + \lambda_q \lambda}{C_{\text{min}}})) \leq 2 \lambda. \]
Similarly choosing \( (\Phi_h, \chi_h) \), the following result holds:

\[
\|\eta_h^n\|_1 \leq \frac{\|L\|}{C_{\min}} + \frac{\lambda_2}{C_{\min}} \|\eta_h^{n-1}\|_1 + \frac{\lambda_q}{C_{\min}} \|\nabla \theta_h^n\|_0
\]

\[
\leq \left(\frac{\|L\|}{C_{\min}} + \frac{\lambda_q \lambda_\phi}{C_{\min}}\right) + 4\left(\frac{\|L\|}{C_{\min}} + \lambda_q \lambda_\phi\right)\left(\frac{1}{C_{\min}} + \frac{\lambda_2}{C_{\min}} + \frac{\lambda_2 \lambda_q \lambda_\phi}{C_{\min}}\right)
\]

\[
\leq 2 \frac{\|L\|}{C_{\min}} + \lambda_q \lambda_\phi.
\]

As a consequence, we prove that inequalities \((4.13)\) hold for \( n \geq 0 \). Subtracting \((4.2)\) from \((3.2)\), the following result holds:

\[
\begin{cases}
A_0(z^n_q, \Phi_h) + A_1(z^{n-1}_q, \eta_h, \Phi_h) + A_1(\eta_h^{n-1}, z^{n-1}_q, \Phi_h) + B(z^n, \Phi_h) + Q(z^n, \Phi_h) = 0, \\
B(\chi_h, z^n_q) = 0, \\
e(z^n_{\theta}, r_h) + H(z^n_q, \theta_h, r_h) + H(\eta_h^{n-1}, z^n_{\theta}, r_h) = 0.
\end{cases}
\]

(4.15)

Setting \( r_h = z^n_{\theta} \), we have easily

\[
e(z^n_{\theta}, z^n_{\theta}) + H(z^n_q, \theta_h, z^n_{\theta}) + H(\eta_h^{n-1}, z^n_{\theta}, z^n_{\theta}) = 0.
\]

By \((3.7), (3.12), (4.13)\) and the second inequality of \((3.15)\), we can get

\[
\|\nabla z^n_{\theta}\|_0 \leq \lambda_2 \|z^{n-1}_q\|_1 \|\nabla \theta_h\|_0 + \lambda_2 \|\eta_h^{n-1}\|_0 \|\nabla z^{n-1}_\theta\|_0
\]

\[
\leq \lambda_\phi (3\sigma)^{n-1} \left(\frac{\lambda_2}{C_{\min}} + \frac{\lambda_2 \lambda_q \lambda_\phi}{C_{\min}}\right) + 2 \lambda_\phi (3\sigma)^{n-1} \left(\frac{\lambda_2}{C_{\min}} + \frac{\lambda_2 \lambda_q \lambda_\phi}{C_{\min}}\right)
\]

(4.16)

\[
\leq \lambda_\phi (3\sigma)^{n}.
\]

Similarly choosing \( (\Phi_h, \chi_h) = (z^n_q, z^n_{\theta}) \), we have

\[
\begin{cases}
A_0(z^n_q, z^n_q) + A_1(z^{n-1}_q, \eta_h, z^n_q) + A_1(\eta_h^{n-1}, z^{n-1}_q, z^n_q) + B(z^n, z^n_q) + Q(z^n, z^n_q) = 0, \\
B(z^n_q, z^n_q) = 0.
\end{cases}
\]

Using \((3.4), (3.10), (3.6), (3.15)\) and \((4.13)\) leads to

\[
\|z^n_q\|_1 \leq \frac{\lambda_2}{C_{\min}} \|z^{n-1}_q\|_1 + \frac{\lambda_2}{C_{\min}} \|\eta_h^{n-1}\|_1 \|z^{n-1}_q\|_1 + \frac{\lambda_q}{C_{\min}} \|\nabla z^n_{\theta}\|_0
\]

\[
\leq \frac{\lambda_2}{C_{\min}} \left(\frac{\|L\|}{C_{\min}} + \lambda_q \lambda_\phi\right) \|z^{n-1}_q\|_1 + \frac{\lambda_2}{C_{\min}} \left(2 \frac{\|L\|}{C_{\min}} + \lambda_q \lambda_\phi\right) \|z^{n-1}_q\|_1
\]

(4.17)

\[
\leq (3\sigma)^{n} \left(\frac{\|L\|}{C_{\min}} + \lambda_q \lambda_\phi\right).
\]
In term of (4.15), we arrive at
\[ B(z^n_{\xi}, \Phi_h) = \mathcal{A}_0(z^n_{\eta}, \Phi_h) - \mathcal{A}_1(z^{n-1}_{\eta}, \eta, \Phi_h) - \mathcal{A}_1(\eta^{n-1}_{h}, \xi_{\eta}, \Phi_h) - Q(z^n_{\zeta}, \Phi_h). \]

By combining the discrete inf-sup condition (3.13) with (3.3), (3.10) and (3.7), the following estimation can be obtained:
\[ \beta^*\|z^n_{\xi}\|_0 \leq C_{\max}\|z^n_{\eta}\|_1 + \lambda_2\|\eta\|_1\|z^{n-1}_{\eta}\|_1 + \lambda_2\|\eta^{n-1}_{h}\|_1\|z^{n-1}_{\eta}\|_1 + \lambda_2\|\nabla z^n_{\zeta}\|_0 \leq (\tilde{C})(3\sigma)^n\left(\frac{\|L\| + \lambda_2\lambda_\phi}{\lambda_\phi}\right). \] (4.18)

As a consequence, we complete the proof. \( \square \)

**Theorem 4.3. (Newton Iteration)** Under the conditions of Theorem 2.3, Assumptions 3.1 and 3.2. Provided
\[ 0 < \sigma < \frac{1}{3}, \] (4.19)
for all \( n \geq 0 \). The Method II is stable, and the numerical solution \((\eta^n_h, \xi^n, \theta^n_h)\) defined by equation (4.3) satisfies:
\[ \|\eta^n_h\|_1 \leq \frac{4}{3} \frac{\|L\| + \lambda_2\lambda_\phi}{\lambda_\phi}, \quad \|\nabla \theta^n_h\|_0 \leq \frac{4}{3} \left(\frac{\lambda_\phi}{\lambda_\phi}\right). \] (4.20)

Moreover, the iterative errors \( z^n_{\eta}, z^n_{\xi} \) and \( z^n_{\theta} \) satisfy
\[ \|z^n_{\xi}\|_0 \leq \left(\tilde{C}\right)\left(\frac{9}{5}\sigma\right)^{n-1}\left(\frac{\|L\| + \lambda_2\lambda_\phi}{\lambda_\phi}\right), \] (4.21)
\[ \|z^n_{\eta}\|_0 \leq \left(\tilde{C}\right)\left(\frac{9}{5}\sigma\right)^{n-1}\left(\frac{\|L\| + \lambda_2\lambda_\phi}{\lambda_\phi}\right), \] (4.22)
where \( \tilde{C} = C_{\max} + \frac{22}{9} C_{\min} \).

**Proof.** In the proof of this theorem, the mathematical thought we use is consistent with that of the previous theorem. By Lemma 4.1, (4.20)-(4.22) hold for \( n = 0 \). Assume (4.20)-(4.22) are valid for \( n - 1 \), we should show that they also hold for \( n \).
\[
\begin{align*}
\mathcal{A}_0(z^n_{\eta}, \Phi_h) + \mathcal{A}_1(z^n_{\eta}, \eta, \Phi_h) + \mathcal{A}_1(\eta^{n-1}_{h}, \xi_{\eta}, \Phi_h) + \mathcal{A}_1(z^{n-1}_{\eta}, \xi^{n-1}_{\eta}, \Phi_h) + B(z^n_{\xi}, \Phi_h) + Q(z^n_{\zeta}, \Phi_h) &= 0, \\
B(\chi_h, z^n_{\theta}) &= 0, \\
e(z^n_{\theta}, r_h) + \mathcal{H}(z^n_{\theta}, \theta^{n-1}_{h}, r_h) + \mathcal{H}(\eta^{n-1}_{h}, z^n_{\zeta}, r_h) + \mathcal{H}(z^{n-1}_{\eta}, z^{n-1}_{\zeta}, r_h) &= 0.
\end{align*}
\] (4.23)
Setting \((\Phi_h, \chi_h, r_h) = (z^n_h, z^n_{\xi}, \tilde{z}^n_{\theta})\), we directly obtain

\[
\begin{align*}
\mathcal{A}_0(z^n_q, z^n_q) + \mathcal{A}_1(z^n_q, \eta_{h \tau}^{0}, z^n_q) + \mathcal{A}_1(z^n_q, \eta_{h \sigma}^{0}, z^n_q) + \mathcal{B}(z^n_{\xi}, z^n_q) + Q(z^n_{\theta}, z^n_q) &= 0, \\
\mathcal{B}(z^n_{\xi}, z^n_q) &= 0,
\end{align*}
\]

\(e(z^n_{\eta}, z^n_{\theta}) + \mathcal{H}(z^n_{\eta}, \Theta_{h \tau}^{0}, z^n_{\theta}) + \mathcal{H}(\eta_{h \tau}^{0}, z^n_{\theta}) + \mathcal{H}(z^n_{\eta}, \Theta_{h \sigma}^{0}, z^n_{\theta}) = 0.\)

From (3.8) and (3.12), we deduce that

\[
\|\nabla z^n_{\eta} \|_0 \leq \frac{4 \lambda_2 \lambda_\psi}{3} \|z^n_{\eta} \|_1 + \lambda_2 \|z^n_{\eta} \|_1 \|\nabla z^n_{\theta} \|_0. \tag{4.24}
\]

Analogously, applying (3.3), (3.10) and (3.6), we have

\[
\|z^n_{\eta} \|_1 \leq \frac{9 \|z^n_{\eta} \|_1}{C_{\min}}. \tag{4.25}
\]

Then,

\[
\|\nabla z^n_{\eta} \|_0 \leq \frac{4 \lambda_2 \lambda_\psi}{3} \|z^n_{\eta} \|_1 + \lambda_2 \|z^n_{\eta} \|_1 \|\nabla z^n_{\theta} \|_0
\leq \frac{4 \lambda_2 \lambda_\psi}{3} \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) + \lambda_2 \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \lambda_\psi \leq \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \lambda_\psi. \tag{4.26}
\]

With the help of (4.23), we arrive at

\[
\mathcal{B}(z^n_{\xi}, \Phi_h) = -\mathcal{A}_0(z^n_q, \Phi_h) - \mathcal{A}_1(z^n_q, \eta_{h \tau}^{0}, \Phi_h) - \mathcal{A}_1(z^n_q, \eta_{h \sigma}^{0}, \Phi_h) - \mathcal{A}_1(z^n_q, \eta_{h \tau}^{0}, \Phi_h) - \mathcal{A}_1(z^n_q, \eta_{h \sigma}^{0}, \Phi_h) - Q(z^n_{\theta}, \Phi_h). \]

Then, by (3.3), (3.10) and (3.6), the discrete inf-sup condition (3.13), we derive

\[
\beta^* \|z^n_{\xi} \|_0 \leq C_{\max} \|z^n_{\eta} \|_1 + \lambda_2 \|\nabla z^n_{\theta} \|_0 + 2 \lambda_2 \|z^n_{\eta} \|_1 \|\eta_{h \tau}^{0} \|_1 + \lambda_2 \|z^n_{\eta} \|_1 \|\nabla z^n_{\theta} \|_0
\leq C_{\max} \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) + \lambda_2 \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \lambda_\psi
+ 2 \lambda_2 \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \lambda_\psi \leq \left( \frac{9 \|z^n_{\eta} \|_1}{C_{\min}} \right) \lambda_\psi \tag{4.27}
\]

Next, it follows from (4.3) and (4.4) with \(n = 1\) that

\[
\begin{align*}
\mathcal{A}_0(\eta_{h \tau}^{0}, \Phi_h) + \mathcal{A}_1(\eta_{h \sigma}^{0}, \Phi_h) + \mathcal{A}_1(\eta_{h \tau}^{0}, \eta_{h \sigma}^{0}, \Phi_h) - \mathcal{A}_1(\eta_{h \tau}^{0}, \eta_{h \sigma}^{0}, \Phi_h), \\
\mathcal{B}(z^n_{\xi} - \xi_{h \tau}^{0}, \Phi_h) + Q(\theta_{h \tau}^{0} - \theta_{h \sigma}^{0}, \Phi_h) &= 0, \\
\mathcal{B}(\chi_h, \eta_{h \tau}^{0} - \eta_{h \sigma}^{0}) &= 0, \\
e(\theta_{h \tau}^{0} - \theta_{h \sigma}^{0}, r_h) + \mathcal{H}(\eta_{h \tau}^{0}, \theta_{h \tau}^{0}, r_h) + \mathcal{H}(\eta_{h \sigma}^{0}, \theta_{h \sigma}^{0}, r_h) - \mathcal{H}(\eta_{h \tau}^{0}, \theta_{h \sigma}^{0}, r_h) &= 0. \tag{4.28}
\end{align*}
\]
Setting \((\Phi_h, \chi_h, r_h) = (\eta^1, \eta^0, \xi^1_h, \xi^0_h, \theta^1_h - \theta^0_h)\), and using (3.8), (3.12) and (3.11) lead to
\[
||\nabla(\theta^1_h - \theta^0_h)||_0 \leq \lambda_2 ||\eta^1_h||_1 ||\nabla \eta^0_h||_0. \tag{4.29}
\]

Using (3.4), (3.9), (3.10) and (3.6), the following inequality holds:
\[
||\eta^1_h - \eta^0_h||_1 \leq \frac{\lambda_q}{C_{\min}} \lambda_2 ||\eta^1_h||_1 ||\nabla \eta^0_h||_0 + \frac{\lambda_2}{C_{\min}} ||\eta^1_h||_1 ||\eta^0_h||_1 \tag{4.30}
\leq \sigma ||\eta^1_h||_1.
\]

Taking \(n = 1\) in equation (4.3) and setting \((\Phi_h, \chi_h, r_h) = (\eta^1_h, \xi^1_h, \theta^1_h)\) give that
\[
\begin{align*}
\mathcal{A}_0(\eta^1_h, \eta^0_h) + \mathcal{A}_1(\eta^0_h, \eta^1_h) + \mathcal{A}_1(\eta^1_h, \eta^0_h) + \mathcal{B}(\xi^1_h, \eta^0_h) + Q(\theta^1_h, \eta^0_h) &= \langle L, \eta^1_h \rangle, \\
\mathcal{B}(\xi^1_h, \eta^0_h) &= 0, \\
e(\theta^1_h, \theta^0_h) + \mathcal{H}(\eta^0_h, \theta^0_h, \theta^1_h) - \mathcal{H}(\eta^0_h, \theta^0_h, \theta^1_h) &= \Psi(\theta^1_h).
\end{align*}
\]

We can get
\[
||\eta^1_h||_1 \leq \frac{9}{8} ||L||_s + \frac{\lambda_q \lambda_\phi}{C_{\min}}, \quad ||\nabla \theta^1_h||_0 \leq \frac{9 \lambda_\phi}{8}. \tag{4.31}
\]

Setting \((\Phi_h, \chi_h, r_h) = (\eta^n_h, \xi^n_h, \theta^n_h)\) in equations (4.3) with \(n \geq 2\) leads to
\[
\begin{align*}
\mathcal{A}_0(\eta^n_h, \eta^{n-1}_h) + \mathcal{A}_1(\eta^{n-1}_h, \eta^n_h) + \mathcal{A}_1(\eta^n_h, \eta^{n-1}_h, \eta^{n-1}_h) + \mathcal{B}(\xi^n_h, \eta^{n-1}_h) + Q(\theta^n_h, \eta^{n-1}_h) &= \langle L, \eta^n_h \rangle, \\
\mathcal{B}(\xi^n_h, \eta^{n-1}_h) &= 0, \\
e(\theta^n_h, \theta^{n-1}_h) + \mathcal{H}(\eta^{n-1}_h, \theta^{n-1}_h, \theta^n_h) - \mathcal{H}(\eta^{n-1}_h, \theta^{n-1}_h, \theta^n_h) &= \Psi(\theta^n_h).
\end{align*}
\]

By (3.8), (3.11) and (3.12), we deduce
\[
||\nabla \theta^n_h||_0 \leq \lambda_\phi + \lambda_2 ||\eta^n_h - \eta^{n-1}_h||_1 ||\nabla(\theta^{n-1}_h - \theta^0_h)||_0 \\
\leq \lambda_\phi + \lambda_2 ||\eta^n_h - \eta^{n-1}_h||_1 ||\nabla(z^{n-1}_\theta - z^0_\theta)||_0 \\
\leq \frac{4}{3} \lambda_\phi. \tag{4.32}
\]

Applying (3.4), (3.9), (3.10) and (3.6), we have
\[
||\eta^n_h||_1 \leq \frac{||L||_s}{C_{\min}} + \frac{\lambda_q}{C_{\min}} ||\nabla \theta^n_h||_0 + \frac{\lambda_2}{C_{\min}} ||\eta^n_h - \eta^{n-1}_h||_1^2 \\
\leq \frac{||L||_s}{C_{\min}} + \frac{\lambda_q \lambda_\phi}{C_{\min}} (1 + \frac{1}{3} \left(\frac{3}{5}\right)^3 + \frac{3}{5})^2 \\
\leq \frac{4}{3} \frac{||L||_s}{C_{\min}} + \frac{\lambda_q \lambda_\phi}{C_{\min}}. \tag{4.33}
\]

The proof is completed. \(\square\)
Theorem 4.4. (Oseen Iteration) Under the conditions of Theorem 2.3, Assumptions 3.1 and 3.2, the Method III is unconditional stable. and satisfies the following estimates

\[ \| \nabla \theta^n_h \|_0 \leq \lambda_\phi, \quad \| \eta^n_h \|_1 \leq \frac{\| L \|_* + \lambda_\phi \lambda_q}{C_{\min}}, \]

and satisfy the following bounds

\[ \| \varepsilon^n_q \|_1 \leq \sigma^{n+1} \left( \frac{\| L \|_* + \lambda_q \lambda_\phi}{C_{\min}} \right), \quad \| \nabla \varepsilon^n_q \|_0 \leq \sigma^{n+1} \lambda_\phi, \quad \beta_* \| \varepsilon^n_q \| \leq (C_{\max} + 3C_{\min}) \left( \frac{\| L \|_* + \lambda_q \lambda_\phi}{C_{\min}} \right). \]

Proof. Considering model \((4.4)\) and setting \((\Phi_h, \chi_h, r_h) = (\eta^n_h, \xi^n_h, \theta^n_h)\), we can arrive at

\[
\begin{align*}
\mathcal{A}_0(\varepsilon^n_q, \Phi_h) + \mathcal{A}_1(\eta^{n-1}_h, \eta^n_h) + \mathcal{B}(\varepsilon^n_q, \eta^n_h) + Q(\eta^n_h, \Phi_h) &= \langle L, \eta^n_h \rangle, \\
\mathcal{B}(\varepsilon^n_q, \eta^n_h) &= 0, \\
e(\theta^n_h, \theta^n_h) + \mathcal{H}(\eta^{n-1}_h, \theta^n_h, r_h) &= \Psi(\theta^n_h).
\end{align*}
\]

By (3.7) and (3.11), we obtain easily

\[ \| \nabla \theta^n_h \|_0 \leq \lambda_\phi. \tag{4.34} \]

Similarly in terms of (4.34), while applying (3.4), (3.9) and (3.6), we can also get

\[ \| \eta^n_h \|_1 \leq \frac{\| L \|_* + \lambda_\phi \lambda_q}{C_{\min}}. \tag{4.35} \]

In the next step, we give the estimation of the error bounds. Subtracting \((4.4)\) from \((3.2)\), we deduce the following result

\[
\begin{align*}
\mathcal{A}_0(\varepsilon^n_q, \Phi_h) + \mathcal{A}_1(\varepsilon^{n-1}_q, \eta^n_h, \Phi_h) + \mathcal{A}_1(\eta^{n-1}_h, \varepsilon^n_q, \Phi_h) + \mathcal{B}(\varepsilon^n_q, \Phi_h) + Q(\varepsilon^n_q, \Phi_h) &= 0, \\
\mathcal{B}(\varepsilon^n_q, \varepsilon^n_q) &= 0, \\
e(\varepsilon^n_q, r_h) + \mathcal{H}(\varepsilon^{n-1}_q, \theta^n_h, r_h) + \mathcal{H}(\varepsilon^{n-1}_q, \varepsilon^n_q, r_h) &= 0.
\end{align*}
\]

Setting \(r_h = z^n_\theta\), it holds:

\[ e(\varepsilon^n_q, z^n_\theta) + \mathcal{H}(z^{n-1}_q, \theta^n_h, z^n_\theta) = 0. \]

Using (3.7), (3.12) and the second inequality of (2.16) yields

\[ \| \nabla z^n_\theta \|_0 \leq \lambda_2 \lambda_\phi \| \nabla z^{n-1}_\theta \|_0. \tag{4.36} \]
Choosing \((\Phi_h, \chi_h) = (\zeta^n, \eta^n)\), we have

\[
\begin{aligned}
A_0(\zeta^n, \eta^n) + \mathcal{A}_1(\zeta^n, \eta^n) + A_1(\eta_h, \zeta^n) + \mathcal{B}(\zeta^n, \eta^n) + Q(\eta^n, \zeta^n) = 0,
\end{aligned}
\]

Combining (3.4), (3.9), (3.10) and (3.6), we arrive at

\[
C_{\min} \|z^n\|_1 \leq \lambda_2 \|z^{n-1}\|_1 \|\eta_h\|_1 + \lambda_q \|\nabla z^n\|_0.
\]

By the first inequality of (3.15) and (4.36), we can obtain

\[
\|z^n\|_1 \leq \sigma^n \|z^0\|_1.
\] (4.37)

Using (4.6), (4.37) and (4.36) can yield

\[
\|z^n\|_1 \leq \sigma^{n+1} \left( \frac{\|L\|_\ast + \lambda_q \lambda_q}{C_{\min}} \right), \quad \|\nabla z^n\|_0 \leq \sigma^{n+1} \lambda_q. \quad (4.38)
\]

By the equation

\[
\mathcal{B}(\zeta^n, \Phi_h) = -\mathcal{A}_0(\zeta^n, \Phi_h) - \mathcal{A}_1(\zeta^n, \Phi_h) - \mathcal{A}_1(\eta^n, \zeta^n, \Phi_h) - Q(\eta^n, \Phi_h),
\]

and using (3.3), (3.10), (3.6) and (3.13), we further have

\[
\beta^n \|z^n\|_1 \leq (C_{\max} + 3C_{\min}) \sigma^{n+1} \left( \frac{\|L\|_\ast + \lambda_q \lambda_q}{C_{\min}} \right).
\]

The proof is completed. \(\square\)

**Remark 4.1.** Under the condition \(0 < \sigma < \frac{1}{4}\), Methods I-III are stable. Under the \(0 < \sigma < \frac{1}{3}\), Methods II and III are stable. And only Method III is unconditionally stable under the condition \(0 < \sigma < 1\). Hence, among our proposed methods, method III has the best stability.

**Remark 4.2.** The convergence rates of Method I and Method III respectively are:

\[
\|z^n\|_1 \leq (3\sigma)^n \left( \frac{\|L\|_\ast + \lambda_q \lambda_q}{C_{\min}} \right) \quad \text{and} \quad \|z^n\|_1 \leq \sigma^{n+1} \left( \frac{\|L\|_\ast + \lambda_q \lambda_q}{C_{\min}} \right)
\]

which are linear convergent. Besides, the convergence rate of Method II is \(\|z^n\|_1 \leq \left( \frac{9}{8} \sigma \right)^{2n-1} \left( \frac{\|L\|_\ast + \lambda_q \lambda_q}{C_{\min}} \right)\) which is quadratic convergent. Therefore, among our proposed methods, Method II converges fastest.
5. Numerical experiments

In this section, we evaluate the performance of the algorithms given in this paper through four numerical examples. In the first numerical example, we consider 2D/3D exact solution problem to verify the convergence rate of the iterative algorithms. The second one is the 2D singular solution problem to verify the convergence performance in a non-convex L-shaped domain. The thermal driven cavity problem is presented in the third numerical example. In the last example, we consider a Bénard convection problem.

For the spatial finite element discretizations, the velocity \( u \) and pressure \( p \) are approximated by the Mini-elements, while we choose the lowest-order Raviart-Thomas element combined with the discontinuous and piecewise constant \( P_0 \) element to approximate current density \( J \) and electric potential \( \phi \).

5.1. Problems with smooth solutions

The purpose of this example is to verify the convergence rate of the finite element solutions in \( \Omega = (0, 1)^d, \ d = 2, 3 \). The parameters \( Ra, Pr, \kappa \) are simply set to 1 and \( B = (0, 0, 1)^T \). The right-hand terms \( f, g, \varphi \) can be given by the following exact solution: for \( d = 2 \)

\[
\begin{align*}
  u_1 &= 2\pi (\sin(\pi x))^2 \cos(\pi y) \sin(\pi y), \\
  u_2 &= -2\pi (\sin(\pi y))^2 \cos(\pi x) \sin(\pi x), \\
  J_1 &= -1/20 \pi \sin(\pi x) \cos(\pi y) \cos(\pi z), \\
  J_2 &= 1/10 \pi \cos(\pi x) \sin(\pi y) \cos(\pi z), \\
  p &= \cos(\pi y) \cos(\pi x), \\
  \phi &= x - 1/2, \\
  \theta &= u_1 + u_2.
\end{align*}
\]

and for \( d = 3 \)

\[
\begin{align*}
  u_1 &= -1/20 \pi (\sin(\pi x))^2 \sin(\pi y) \cos(\pi y) \sin(\pi z) \cos(\pi z), \\
  u_2 &= -1/10 \pi \sin(\pi x) \cos(\pi x) (\sin(\pi y))^2 \sin(\pi z) \cos(\pi z), \\
  u_3 &= -1/20 \pi \sin(\pi x) \cos(\pi x) \sin(\pi y) \cos(\pi y) (\sin(\pi z))^2, \\
  p &= 1/10 \cos(\pi x) \cos(\pi y) \cos(\pi z), \\
  \phi &= 1/10 \sin(\pi x) \sin(\pi y) \sin(\pi z), \\
  J_1 &= -1/20 \pi \sin(\pi x) \cos(\pi y) \cos(\pi z), \\
  J_2 &= 1/10 \pi \cos(\pi x) \sin(\pi y) \cos(\pi z), \\
  J_3 &= -1/20 \pi \cos(\pi x) \cos(\pi y) \sin(\pi z), \\
  \theta &= u_1 + u_2 + u_3.
\end{align*}
\]
Here the $j$-th components of $u$ and $J$ are given by $u_j$ and $J_i$, respectively. The numerical results are given in Tables 1-3 for 2D and Tables 4-6 for 3D. From the numerical result, we have the following points to explain:

First, we can further observe that the corresponding error of all variables is $O(h)$. This means that the optimal convergence rates of all variables reaches the optimum, which justify our theoretical analysis well.

Second, among the three iterative methods, Method I is obviously the fastest and Method II is the slowest and the errors of the three different iterative methods are the same almost.

Third, according to Proposition 7, the discrete current density has exactly no divergence at all, but we can see that the approximate solution yields $\|\nabla \cdot J_h\|_0$ in the order of $10^{-11}$ with almost no divergence from the tables. The numerical integration error and rounding error cause $\|\nabla \cdot J_h\|_0$ not to be exactly 0.

Finally, we can see from Figure 1 that Method I is applicable to small Rayleigh numbers. Moreover, Method II can handle some medium Rayleigh numbers and Method III can solve the steady thermally coupled inductionless MHD equation with large Rayleigh number.

---

### Table 1: Numerical results in 2D for Method I

| h   | $\|\nabla u - \nabla u_h\|_0$ | $\|p - p_h\|_0$ | $\|J - J_h\|_{\text{div}}$ | $\|\phi - \phi_h\|_0$ | $\|\nabla \theta - \nabla \theta_h\|_0$ | $\|\nabla \cdot J\|_0$ | CPU(s) |
|-----|----------------|----------------|--------------------------|----------------|--------------------------|----------------|--------|
| 1/16| 2.12(- - )   | 6.39e-1(- - ) | 6.92e-2(- - )           | 1.62e-2(- - ) | 1.39(- - )              | 2.04e-11       | 1.74   |
| 1/32| 1.06(1.00)   | 2.11e-1(1.60) | 3.47e-2(1.00)           | 7.56e-3(1.10) | 6.96e-1(1.00)           | 2.04e-11       | 8.96   |
| 1/64| 5.28e-1(1.00)| 7.27e-2(1.54) | 1.74e-2(1.00)           | 3.71e-3(1.03) | 3.48e-1(1.00)           | 2.04e-11       | 39.71  |
| 1/128| 2.64e-1(1.00)| 2.54e-2(1.52) | 8.68e-3(1.00)           | 1.84e-3(1.01) | 1.74e-1(1.00)           | 2.13e-11       | 174.37 |

### Table 2: Numerical results in 2D for Method II

| h   | $\|\nabla u - \nabla u_h\|_0$ | $\|p - p_h\|_0$ | $\|J - J_h\|_{\text{div}}$ | $\|\phi - \phi_h\|_0$ | $\|\nabla \theta - \nabla \theta_h\|_0$ | $\|\nabla \cdot J\|_0$ | CPU(s) |
|-----|----------------|----------------|--------------------------|----------------|--------------------------|----------------|--------|
| 1/16| 2.12(- - )   | 6.39e-1(- - ) | 6.92e-2(- - )           | 1.62e-2(- - ) | 1.39(- - )              | 2.04e-11       | 0.94   |
| 1/32| 1.06(1.00)   | 2.11e-1(1.60) | 3.47e-2(1.00)           | 7.56e-3(1.10) | 6.96e-1(1.00)           | 2.04e-11       | 4.40   |
| 1/64| 5.28e-1(1.00)| 7.27e-2(1.54) | 1.74e-2(1.00)           | 3.71e-3(1.03) | 3.48e-1(1.00)           | 2.04e-11       | 19.90  |
| 1/128| 2.64e-1(1.00)| 2.54e-2(1.52) | 8.68e-3(1.00)           | 1.84e-3(1.01) | 1.74e-1(1.00)           | 2.13e-11       | 86.31  |
Table 3: Numerical results in 2D for Method III

| h  | $\| \nabla u - \nabla u_h \|$ | $\| p - p_h \|$ | $\| J - J_h \|_{\text{div}}$ | $\| \phi - \phi_h \|$ | $\| \nabla \theta - \nabla \theta_h \|$ | $\| \nabla \cdot J \|$ | CPU(s) |
|----|----------------|--------------|----------------|----------------|----------------|----------------|--------|
| 1/16 | 2.12(- -) | 6.39e-1(- -) | 6.92e-2(- -) | 1.62e-2(- -) | 1.39(- -) | 2.04e-11 | 0.86 |
| 1/32 | 1.06(1.00) | 2.11e-1(1.60) | 3.47e-2(1.00) | 7.56e-3(1.10) | 6.96e-1(1.00) | 2.04e-11 | 4.24 |
| 1/64 | 5.28e-1(1.00) | 7.27e-2(1.54) | 1.74e-2(1.00) | 3.71e-3(1.03) | 3.48e-1(1.00) | 2.04e-11 | 19.87 |
| 1/128 | 2.64e-1(1.00) | 2.54e-2(1.52) | 8.68e-3(1.00) | 1.84e-3(1.01) | 1.74e-1(1.00) | 2.14e-11 | 85.52 |

Table 4: Numerical results in 3D for Method I

| h  | $\| \nabla u - \nabla u_h \|$ | $\| p - p_h \|$ | $\| J - J_h \|_{\text{div}}$ | $\| \phi - \phi_h \|$ | $\| \nabla \theta - \nabla \theta_h \|$ | $\| \nabla \cdot J \|$ | CPU(s) |
|----|----------------|--------------|----------------|----------------|----------------|----------------|--------|
| 1/8  | 1.20e-1(- -) | 8.29e-2(- -) | 2.19e-2(- -) | 4.90e-3(- -) | 1.07e-1(- -) | 1.37e-12 | 9.88 |
| 1/12 | 8.16e-2(0.94) | 4.30e-2(1.62) | 1.46e-2(1.00) | 3.27e-3(1.00) | 7.27e-2(0.95) | 1.38e-12 | 38.7 |
| 1/16 | 6.17e-2(0.97) | 2.73e-2(1.58) | 1.10e-2(1.00) | 2.45e-3(1.00) | 5.50e-2(0.97) | 1.39e-12 | 105.54 |
| 1/20 | 4.95e-2(0.98) | 1.92e-2(1.58) | 8.77e-3(1.00) | 1.96e-3(1.00) | 4.41e-2(0.98) | 1.39e-12 | 244.97 |

Table 5: Numerical results in 3D for Method II

| h  | $\| \nabla u - \nabla u_h \|$ | $\| p - p_h \|$ | $\| J - J_h \|_{\text{div}}$ | $\| \phi - \phi_h \|$ | $\| \nabla \theta - \nabla \theta_h \|$ | $\| \nabla \cdot J \|$ | CPU(s) |
|----|----------------|--------------|----------------|----------------|----------------|----------------|--------|
| 1/8  | 1.20e-1(- -) | 8.29e-2(- -) | 2.19e-2(- -) | 4.90e-3(- -) | 1.07e-1(- -) | 1.37e-12 | 14.124 |
| 1/12 | 8.16e-2(0.94) | 4.30e-2(1.62) | 1.46e-2(1.00) | 3.27e-3(1.00) | 7.27e-2(0.95) | 1.38e-12 | 56.59 |
| 1/16 | 6.17e-2(0.97) | 2.73e-2(1.58) | 1.10e-2(1.00) | 2.45e-3(1.00) | 5.50e-2(0.97) | 1.39e-12 | 148.86 |
| 1/20 | 4.95e-2(0.98) | 1.92e-2(1.58) | 8.88e-3(0.94) | 1.96e-3(1.00) | 4.41e-2(0.98) | 1.39e-12 | 281.99 |

Table 6: Numerical results in 3D for Method III

| h  | $\| \nabla u - \nabla u_h \|$ | $\| p - p_h \|$ | $\| J - J_h \|_{\text{div}}$ | $\| \phi - \phi_h \|$ | $\| \nabla \theta - \nabla \theta_h \|$ | $\| \nabla \cdot J \|$ | CPU(s) |
|----|----------------|--------------|----------------|----------------|----------------|----------------|--------|
| 1/8  | 1.20e-1(- -) | 8.29e-2(- -) | 2.19e-2(- -) | 4.90e-3(- -) | 1.07(- -) | 1.37e-12 | 8.74 |
| 1/12 | 8.16e-2(0.94) | 4.30e-2(1.62) | 1.46e-2(1.00) | 3.27e-3(1.00) | 7.27e-2(0.95) | 1.38e-12 | 32.45 |
| 1/16 | 6.17e-2(0.97) | 2.73e-2(1.58) | 1.10e-2(1.00) | 2.45e-3(1.00) | 5.50e-2(0.97) | 1.39e-12 | 95.60 |
| 1/20 | 4.95e-2(0.98) | 1.92e-2(1.58) | 8.77e-3(1.00) | 1.96e-3(1.00) | 4.41e-2(0.98) | 1.39e-12 | 222.70 |
5.2. Problems with singular solutions

In order to verify the ability of this method to capture singularities, we consider the thermally coupled MHD problem in a non-convex L-shaped domain \( \Omega = \left((-0.5, 0.5)^2/(0, 0.5) \times (-0.5, 0)\right) \).

As a result of the re-entrant corner presented in the domain, the exact solutions have strong singularities at this corner, namely the origin of coordinates. We set \( \kappa = Pr = Ra = 1 \) and \( B = [0, 0, 1]^T \). And the force term and boundary conditions are selected so that the analytical solution is as follows. Let \((r^*, \theta^*)\) be the polar coordinate and \( \alpha = \frac{3\pi}{2} \). The minimum positive solution of this equation \( \mu \sin(\alpha) + \sin(\mu \alpha) = 0 \) is given to the parameter \( \mu \) as well as the exact solutions are of defined by

\[
\begin{align*}
R(\theta^*) &= \sin((1 + \mu)\theta^*) \frac{\cos(\mu \alpha)}{1 + \mu} - \sin((1 - \mu)\theta^*) \frac{\cos(\mu \alpha)}{1 - \mu} + \cos(\theta^*(1 - \mu)\theta^*), \\
\mathbf{u}_1(r^*, \theta^*) &= (r^*)^\mu ((1 + \mu) \sin(\theta^*) \mathbf{R}(\theta^*) + \cos(\theta^*) \mathbf{R}'(\theta^*)), \quad J(r^*, \theta^*) = \nabla ((r^*)^{2/3} \sin(2/3 \theta^*)), \\
\mathbf{u}_2(r^*, \theta^*) &= (r^*)^\mu ((1 + \mu) \cos(\theta^*) \mathbf{R}(\theta^*) + \sin(\theta^*) \mathbf{R}'(\theta^*)), \quad \phi(r^*, \theta^*) \equiv 0, \\
p(r^*, \theta^*) &= -(r^*)^{\mu-1} ((1 + \mu)^2 \mathbf{R}'(\theta^*) + \mathbf{R}''(\theta^*)/(1 - \mu)), \quad \theta(r^*, \theta^*) = \mathbf{u}_1 + \mathbf{u}_2.
\end{align*}
\]

In fact, we can get \((\mathbf{u}, p) \in H^{1+\mu}(\Omega) \times H^\mu(\Omega)\) along with \( \mathbf{J} \in H^{2/3}(\Omega) \). The conductive boundary is considered in the example instead of the insulating boundary condition. This means the electric potential \( \phi = 0 \) on \( \partial \Omega \).

The numerical results of Methods I-III under several different grid sizes showed in Tables 7-9. From the numerical results in Tables 7-9, it is shown that the optimal numerical convergence orders \( \mathcal{O}(h^{2/3}) \) of these methods are consistent with that predicted by the theoretical analysis in the foregoing. Besides, different from the first example, Method II takes the least CPU time for the reason maybe that the fast convergence speed saves CPU time greatly. Ultimately, the streamline of numerical solution velocity and current density and the contour of their components are shown respectively in Figures 2-3. Therefore, the methods proposed can effectively deal with the non convex region problems.

5.3. Thermal driven cavity problem

Next, a classic benchmark test, namely the thermal driven cavity problem is considered. We consider a square cavity with differential thermal vertical walls in \( \Omega = [0, 1]^2 \), in which the left
Table 7: Numerical results with L-shaped domain in 2D for Method I

| h    | $\|\nabla u - \nabla u_h\|$ | $\|p - p_h\|$ | $\|J - J_h\|_{\text{div}}$ | $\|\phi - \phi_h\|$ | $\|\nabla \theta - \nabla \theta_h\|$ | $\|\nabla \cdot J\|$ | CPU(s) |
|------|-----------------|---------------|------------------|-----------------|-----------------|-----------------|--------|
| 1/16 | 5.09e-1( - -)   | 5.99e-1( - -) | 4.82e-2( - -)   | 5.17e-4( - -)  | 5.53e-1( - -)  | 5.27e-14        | 15.76  |
| 1/32 | 3.49e-1(0.54)   | 3.99e-1(0.59) | 3.07e-2(0.65)   | 2.09e-4(1.30)  | 3.81e-1(0.54)  | 7.26e-14        | 73.15  |
| 1/64 | 2.39e-1(0.54)   | 2.71e-1(0.56) | 1.95e-2(0.66)   | 8.63e-5(1.28)  | 2.62e-1(0.54)  | 1.55e-13        | 267.18 |
| 1/128| 1.64e-1(0.54)   | 1.85e-1(0.55) | 1.23e-2(0.66)   | 3.67e-5(1.24)  | 1.80e-1(0.54)  | 3.19e-13        | 1117.29|

Table 8: Numerical results with L-shaped domain in 2D for Method II

| h    | $\|\nabla u - \nabla u_h\|$ | $\|p - p_h\|$ | $\|J - J_h\|_{\text{div}}$ | $\|\phi - \phi_h\|$ | $\|\nabla \theta - \nabla \theta_h\|$ | $\|\nabla \cdot J\|$ | CPU(s) |
|------|-----------------|---------------|------------------|-----------------|-----------------|-----------------|--------|
| 1/16 | 5.09e-1( - -)   | 5.99e-1( - -) | 4.82e-2( - -)   | 5.17e-4( - -)  | 5.53e-1( - -)  | 5.10e-14        | 7.89   |
| 1/32 | 3.49e-1(0.54)   | 3.99e-1(0.59) | 3.07e-2(0.65)   | 2.09e-4(1.30)  | 3.81e-1(0.54)  | 7.00e-14        | 32.01  |
| 1/64 | 2.39e-1(0.54)   | 2.71e-1(0.56) | 1.95e-2(0.66)   | 8.63e-5(1.28)  | 2.62e-1(0.54)  | 1.59e-13        | 137.45 |
| 1/128| 1.64e-1(0.54)   | 1.85e-1(0.55) | 1.23e-2(0.66)   | 3.67e-5(1.24)  | 1.80e-1(0.54)  | 3.18e-13        | 566.89 |

Table 9: Numerical results with L-shaped domain in 2D for Method III

| h    | $\|\nabla u - \nabla u_h\|$ | $\|p - p_h\|$ | $\|J - J_h\|_{\text{div}}$ | $\|\phi - \phi_h\|$ | $\|\nabla \theta - \nabla \theta_h\|$ | $\|\nabla \cdot J\|$ | CPU(s) |
|------|-----------------|---------------|------------------|-----------------|-----------------|-----------------|--------|
| 1/16 | 5.09e-1( - -)   | 5.99e-1( - -) | 4.82e-2( - -)   | 5.17e-4( - -)  | 5.53e-1( - -)  | 5.17e-14        | 7.94   |
| 1/32 | 3.49e-1(0.54)   | 3.99e-1(0.59) | 3.07e-2(0.65)   | 2.09e-4(1.30)  | 3.81(0.54)     | 6.85e-14        | 33.43  |
| 1/64 | 2.39e-1(0.54)   | 2.71e-1(0.56) | 1.95e-2(0.66)   | 8.63e-5(1.28)  | 2.62e-1(0.54)  | 1.56e-13        | 149.73 |
| 1/128| 1.64e-1(0.54)   | 1.85e-1(0.55) | 1.23e-2(0.66)   | 3.67e-5(1.24)  | 1.80e-1(0.54)  | 3.22e-13        | 635.81 |
and right walls are separately kept at $\theta_l$ and $\theta_r$ with $\theta_l > \theta_r$. Setting $\theta_l = 1$ and $\theta_r = 0$ and the rest of the walls are insulated. In order to greatly verify the effectiveness of the iterative methods, the fluid in the cavity is treated as air in our model and we take $Pr=0.71$, $\kappa = 1$, $Ra$ varies within the range $[10^3-10^5]$, $f = g = 0$ and $\psi = 0$. We use the Newton iterative method for momentum equation and temperature equation to improve appropriately the accuracy while consider no-slip boundary for the velocity, namely $u = 0$ on $\partial\Omega$.

We present the vertical/horizontal velocity at mid-height for various $Ra$ in Figure 4. Then, we further study the change of the forms of various variables with $Ra = 10^3, 10^4, 10^5$. Firstly, Figure 5 shows the streamlines of velocity, we can easily observe that the streamline of velocity changes from one large vortex to two large vortices, and then and moved to both sides. Secondly, the change in the streamlines pattern of the current density from curves to straight lines can be observed in Figure 6. Thirdly, Figure 7 shows that as the change of $Ra$ the proportion of large value of potential in the whole region is getting higher and higher. Finally, we can see in Figure 8 that the temperature distribution becomes more disordered.

5.4. Bénard convection problem

Finally, we consider a Bénard convection problem in domain $\Omega = [0,5] \times [0,1]$ to consider its effectiveness in more detail. Setting $u = 0$ on $\partial\Omega$, the bottom and the top walls are enforced by $\theta= 1$ (or $\sin(x/5)$) and $\theta= 0$, the right ($x=5$) and left ($x=0$) walls are adiabatic, respectively. Here we only consider the Oseen iterative method with $Pr=1$, $\kappa = 1$ while the source $f = g = 0$ and $\varphi = 0$.

Figures 9-12 report the velocity streamlines, current density streamlines, potential isolines along with isotherms for various kinds $Ra = 3 \times 10^3, 10^5$ with homogeneous heating $\theta = 1$ on the bottom wall. It can be clearly observed that the vortexes become more inclined and the value becomes larger with the increase of $Ra$ in Figure 9. And then the value of current density increases slowly, and the distribution radian of streamline on the upper and lower sides gradually increases, showed in Figure 10. Ultimately, as can be seen from Figures 11-12, with the increase of $Ra$, the value of the potential becomes larger and performance of the temperature gets also more and more complicated.
The numerical results of non-uniform heating $\theta = \sin(x/5)$ on the bottom wall with $Ra = 10^3, 5 \times 10^4$ are shown in the Figures 13-16. In Figure 13, we can clearly observe that evolved into a large right vortex. Furthermore, the changes in current density and the temperature field are consistent with those under uniform heating conditions, we can see from Figures 14 and 16. Last, Figure 15 shows that the isoline distribution of the potential changes greatly, and the value also decreases. From the above discussion, we know that the used method can simulate the Bénard convection problem for large Rayleigh number very well.

![Iteration convergence errors with Ra 10, 10^3 and 10^6.](image)

**Figure 1:** The iteration convergence errors with $Ra = 10, 10^3$ and $10^6$.

![Numerical approximations of $u$, contours of $u_1$, contours of $u_2$.](image)

**Figure 2:** (a) Numerical approximations of $u$, (b) contours of $u_1$, (c) contours of $u_2$.  
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Figure 3: (a) Numerical approximations of $J$, (b) contours of $J_1$, (c) contours of $J_2$.

Figure 4: (a) Vertical velocity at mid-height ($x=0.5$), (b) horizontal velocity at mid-width ($y=0.5$).
Figure 5: Velocity streamlines: (a) Ra = 10³, (b) Ra = 10⁴, (c) Ra = 10⁵.

Figure 6: Current density streamline: (a) Ra = 10³, (b) Ra = 10⁴, (c) Ra = 10⁵.

Figure 7: Isoline of electric potential: (a) Ra = 10³, (b) Ra = 10⁴, (c) Ra = 10⁵.
Figure 8: Isotherms: (a) Ra = 10^3, (b) Ra = 10^4, (c) Ra = 10^5.

Figure 9: Velocity streamlines with homogeneous heating: (a) Ra = 3 \times 10^3, (b) Ra = 10^5.
Figure 10: Current density streamline with homogeneous heating: (a) \( Ra = 3 \times 10^3 \), (b) \( Ra = 10^5 \).

Figure 11: Isoline of electric potential with homogeneous heating: (a) \( Ra = 3 \times 10^3 \), (b) \( Ra = 10^5 \).
Figure 12: Isotherms with homogeneous heating: (a) $Ra = 3 \times 10^3$, (b) $Ra = 10^5$.

Figure 13: Velocity streamlines with non-uniform heating: (a) $Ra = 10^7$, (b) $Ra = 5 \times 10^4$. 
Figure 14: Current density streamline with non-uniform heating: (a) Ra $= 10^3$, (b) Ra$= 5 \times 10^4$.

Figure 15: Isoline of electric potential with non-uniform heating: (a) Ra$= 10^3$, (b) Ra$= 5 \times 10^4$. 
6. Conclusion

In this paper, three iterative methods for steady-state thermally coupled inductionless MHD problems are theoretically analyzed. In the finite element discretization, we solve simultaneously the current density and potential, and use respectively conforming face elements in $H(\text{div}, \Omega)$ along with conforming volume elements in $L^2(\Omega)$ to discretize them. This results in an accurate divergence-free for the discrete current density. Under the assumption of weak regularity, we give further the optimal error estimates, where the error bounds of velocity, pressure, charge density and temperature are independent of potential. After that, we propose and analyze three coupling iterations of the scheme. Finally, through numerical experiments, we verify the results of our theoretical analysis and prove the effectiveness of our proposed iterative method. In our following research, a two-level iterative method for thermally coupled inductionless MHD equations will be considered.
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