Interpretable machine learning for brain tumour analysis using MRI and whole slide images
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Abstract
Tumour-Analyser is a web application that classifies a brain tumour into three classes, namely, lower-grade astrocytoma (A), oligodendroglioma (O), glioblastoma & diffuse astrocytic glioma (G). We use a magnetic resonance imaging (MRI) sequence and a whole slide imaging (WSI) that are classified using DenseNet and ResNet, respectively. The tool interprets the decision-making process of each classification model. Tumour-Analyser provides a viable solution to the less human understandability of existing models due to the inherent black-box nature of deep learning models and less transparency, by applying interpretability.

1. Introduction
Brain tumour is an abnormal mass of cells spreading within the brain. With the assistance of current biomedical solutions, medical experts are using brain tumour diagnosis strategies such as magnetic resonance imaging (MRI), electroencephalogram (EEG), positron emission tomography (PET) scan and computerized tomography (CT) scan. However, these strategies produce many images obstructing and delaying the analysis and diagnostic process of brain tumours. This directly affects the survival rate of brain tumour patients since it hinders the diagnosis process. The typical real-world practice of the diagnostic mechanism of brain tumours is to use MRI and histopathology imaging modalities. First, the tumour is diagnosed using the MRI, and then it is confirmed and classified using the histopathology images. This traditional real-world practice is a highly time-consuming routine.

With the immense development of artificial intelligence and deep learning within the discipline of the medical domain, image processing techniques assist medical experts in diagnosing diseases as early as viable as compared to human-guided inspections [1]. These solutions automatically detect unusual symptoms of different diseases and support the manual process to increase effectiveness and efficiency. Since technology is stepping into the medical field, technological solutions must be reliable and efficient as they are tightly coupled with human life, which cannot be paid off for any mistake. Thus, there is a need for an automated system to support the medical image diagnosis process.

Although there are many existing solutions based on deep learning techniques, the majority of them are black boxes. Thus, they are less understandable to humans. In addition, most of the existing systems focus on improving the prediction accuracy [2–5], irrespective of human understandability. In high-stake fields such as the medical
domain, other than the accuracy, the model should be interpretable for the domain experts. This study presents the Tumour-Analyser web application using interpretable deep learning [6], to address the issues in model understandability.

2. System model

The Tumour-Analyser tool interprets the decision-making process of the considered deep learning models. Our model uses magnetic resonance imaging (MRI) and whole slide image (WSI) modalities to classify brain tumours. In this application, we replicate the real-world practice of the diagnostic mechanism of brain tumours using bi-modals. A user can input an MRI sequence to the application and get the classified class of the tumour with a heatmap, that indicates the contributing level of each of the regions of the input MRI towards the decision-making process of the MRI classification model and the segmented tumour image. Fig. 1 illustrates the output for a single input MRI with segmented tumour, GradCAM heatmap, input MRI and heatmap overlaid on the input image. Users can use the segmented tumour image to check whether the highly contributing regions of the classification model are residing inside the tumour region and self-evaluate the classification model. Thus, the internal process of the model becomes transparent and human-understandable.

Moreover, the users can input the WSI images to confirm the correctness of the classification of MRIs. At the same time, The Tumour-Analyser tool produces a heatmap denoting the contributing level of each input WSI region for the prediction. This approach interprets the WSI classification module. Accordingly, we achieved the interpretability in the presented solution. Fig. 2 shows the high-level design of the web application.

The tumour analyzer comprises 3 main modules that operate independently. They are the MRI segmentation module, MRI classification module, and WSI classification module.

2.1. MRI Segmentation module

We used the segmentation module as an approximate evaluation approach of the interpretable results of the MRI classification model. The U-Net based encoder and decoder architectures produce better results for image segmentation in the medical domain [7]. Since it avoids gradient vanishing via skip connections, we used Variational AutoEncoder (VAE) 3D U-Net [8] for the MRI segmentation functionality. VAE 3D U-Net has an auxiliary variational auto-encoder (VAE) branch in addition to the encoder and decoder modules. This model takes a series of 3D MRI volumes as input and produces semantic segmented 3D MRI volumes. This model is trained to segment edema, enhancing and non-enhancing tumour sub-regions of a brain tumour. These sub-regions are used to generate the tumour background (combined expanse of edema, enhancing and non-enhancing tumour regions). By comparing this brain tumour segmented MRI and MRI heatmaps, we can approximately evaluate the heatmaps.

2.2. MRI classification module

Input for the MRI classification module is a sequence of 3D volumes, where each channel corresponds to a different MRI modality. This sub-module is an extension of our previous work [6]. The MRI classifier was implemented based on DenseNet, because of its capacity to perform effectively in classification problems with a smaller number of parameters than alternative designs. We employed a DenseNet-BC model with 4 dense blocks and a total of 169 hidden layers, the growth rate was set to 32. The original DenseNet design was modified with 3D convolution to comply with 4D input volumes. The main purpose of the MRI classifier is to predict the most probable class for each input MRI sequence. This model performs with an accuracy of 86% during classification, while interpreting its internal decision-making process with a human-understandable visualization.

2.3. WSI Classification module

Initially, preprocessing techniques are applied to calculate a low dimensional feature depiction for patched WSIs as proposed in [9], before the classification of WSI. After the preprocessing, the feature extraction phase is carried out for patches of size 256 × 256 pixels in the identified region of interest of input WSI. Feature extraction is performed using a pre-trained ResNet-50 model with ImageNet [10] dataset. The ResNet model outputs a feature vector of dimensions 1024×1 for each patch, which is later directed to the classification phase carried out using a model composed of a chain of densely connected layers. The complete pipeline of WSI preprocessing, feature extraction, and classification is referred to as the WSI module in the web application. The purpose of the WSI classification module is to classify WSI images into one of the aforementioned classes. Similar to the MRI classification module, interpretability is introduced to the WSI classifier also. These two classifiers function independently, thus, a user with only either MRI or WSI images can still utilize the web application.

3. Evaluation

3.1. Interpretable ML for MRI classification module

We used Gradient-weighted Class Activation Mapping (Grad-CAM) [11], to interpret the MRI classification module. Grad-CAM finds the most dominant logit concerning the feature maps of the final convolution layer in the trained model. The eventual output is a heatmap as in Fig. 3, highlighting the contribution level of individual pixels of the input MRI towards the predicted label. The dark blue and dark red regions indicate the contribution level of each region to the classification results in less and high strength, respectively. Thus, the output is more human-understandable and avoids the black-box nature of deep learning models.

The Grad-CAM technique is originally used for two-dimensional images. However, MRIs are three-dimensional volumes. These volumes are a stack of two-dimensional images. Therefore, we utilized the theory and mathematical expressions of the Grad-CAM technique to make MRI volumes interpretable. Also, the Grad-CAM uses feature
maps of the final convolution layer to create heat maps. But when it was applied to MRI volumes, we found that the heat maps were very small in dimension, as a result, we lost much information from the heatmaps. Thus, we tried generating heatmaps for all the layers in the convolution neural network and found the best matching layer is not the final convolution layer feature maps to generate heatmaps.

3.2. Interpretable ML for WSI classification module

GradCAM approach cannot be applied to the WSI classification module because unlike the MRI classifier, the input images for the WSI classification module are asymmetric across channels. Therefore, to introduce interpretability to the WSI classification module, we implemented a sigmoid gated attention network [9,12]. The attention network outputs an attention score for each patch of the input image. This attention score is proportional to the amount of contribution of the corresponding patch to the predicted class. Hence, it generates heatmaps similar to Fig. 4, using normalized attention scores for every input WSI. This can be used to visualize the prediction of the classification model. Regions with higher attention scores are highly contributed to the prediction, while regions with lower attention scores have less contribution to the prediction. Accordingly, we have addressed the complex decision-making process inside the WSI classification model, by making it transparent and human-understandable.

4. Impact

Currently, there are many studies designed to classify brain tumours using deep learning models. However, those models are occasionally applied in the real world. As deep learning techniques are advanced enough to generate results with high accuracy, applicability is not hindered by performance. It is a matter of transparency or human understandability. The proposed Tumour-Analyser tool provides the same functionality with the same performance but presents human-understandable (interpretable) models. Therefore, the domain experts can use heatmap visualizations to decide whether a model operates as intended or is generating results just by random chance. This transparent nature builds confidence in the system among domain experts shaping the system with more reliability and applicability. Subsequently, the Tumour-Analyser tool can be used to replace traditional, tedious brain tumour diagnosis procedures.

Interpretability is not the only factor that makes our system more applicable in the real world. MRI segmentation module, MRI classification module, and WSI classification modules are arranged in such a way that the Tumour-Analyser tool replicated real-world diagnosis procedures. The current version of the Tumour-Analyser tool only supports a limited number of imaging modalities and MRI sequences; however, it can be integrated with other imaging modalities easily. The
concept of making black-box models transparent using interpretable machine learning has a much wider scope not only in other medical applications but also in many other high-stake domains. Furthermore, heat maps created are plausible substitutes for segmented tumours whenever pixel-wise precision is not essential, because label annotation and training segmentation models demand more resources. Understanding the decision-making process inside classification models helps to identify training models with irrelevant features which extricate developers from unwanted resource usage.

5. Further enhancements

The scope of this study focused on MRI and WSI modalities, as they are the most popular imaging techniques used to diagnose brain tumours. The presented approach can be extended to other imaging modalities such as PET, CT, and EEG. We created a functional web application that combined all three modules in the first phase considering the unavailability of necessary hardware resources. In the next phase, we expect to deliver a desktop application as it is more realistic for developers from unwanted resource usage.
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