Interface size drives cotranslational assembly of protein complexes
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Summary
Assembly pathways of protein complexes should be precise and efficient to minimise misfolding and unwanted interactions with other proteins in the cell. One way to achieve this is by seeding complex assembly during translation via nascent chain engagement. Here, we considered the possibility that the propensity of subunits to cotranslationally assemble is ingrained within the interface hierarchy of protein complexes. Using a combination of proteome-specific structure data and assembly-onset positions determined by ribosome profiling, we show that larger interfaces are prioritised in the course of cotranslational assembly. We observe that this effect is not exclusive to homomeric complexes, but appears to drive the assembly of heteromeric subunits, to the extent that interface size differences are detectable between N and C-terminal locations, with the former being larger on average. We provide explanations to this phenomenon and discuss its importance in a biological context.

Introduction
The majority of proteins across all domains of life function as part of multimeric complexes. Although we have a comprehensive understanding of the diverse quaternary structure space occupied by complexes1, much less is known about where, when, and how their component subunits assemble. Nonetheless, continuing advances in X-ray crystallography, nuclear magnetic resonance spectroscopy, cryo-electron microscopy, mass spectrometry, and genetic interaction mapping2 are enabling a transition towards a structural view of proteomes3, which promises to answer these questions. It is difficult to overstate how much the development of ribosome profiling has accelerated this transition by offering quantitative measurements at the level of translation. Adaptations of the technique have revealed the cotranslational action of chaperones4–6, shed light on the role of collided ribosomes in protein homeostasis7–9, and supported the view of the ribosome as a signalling hub10. To the present work, however, it is of outstanding relevance that ribosome profiling has laid down strong evidence that the assembly of protein complexes often begins on the ribosome5,11–16.

Two factors appear to be particularly important for cotranslational assembly: the proximity of nascent chains on adjacent (cis) or between juxtaposed (trans) ribosomes, and the localisation of interface residues towards the N-terminal side of a protein, thus allowing more time for an interaction to occur during translation16–18. Recent findings demonstrated that homomers, formed from multiple copies of a single type of polypeptide chain, predominantly assemble on the same transcript via the interaction of side-by-side elongating ribosomes16. This process is highly effective because it takes advantage of the fact that homomeric subunits are identical; hence nascent chains are essentially colocalised by the nature of their synthesis. On the other hand, heteromers, products of distinct genes that stably interact, can only employ the trans mode of assembly in eukaryotes, providing mechanisms that colocalise their transcripts exist19–21. Although
homomers may benefit from polysome-driven assembly, it requires allocation of cellular resources to ensure at least two ribosomes are actively translating at any one time\textsuperscript{22}. In contrast, assembly of heteromers may only require a single ribosome on each messenger RNA, which could allow lowly abundant regulatory proteins to cotranslationally assemble\textsuperscript{23,24}. Alternate ribosome usage and translation-coupled assembly may explain how cells achieve efficient construction of complexes with uneven stoichiometry, accounting for a substantial fraction of heteromeric complexes\textsuperscript{25}.

Despite growing evidence supporting the importance of cotranslational assembly, little is known about the properties of the interfaces involved. For example, it has been frequently reported that cotranslationally binding subunits have a tendency to fall out of solution or become degraded by orphan subunit surveillance mechanisms in the absence of their partner subunits\textsuperscript{5,15,18,26,27}. These observations may be rationalised under two assumptions: all N-terminal interfaces are aggregation prone \emph{in vivo} due to disturbance of cotranslational folding\textsuperscript{28–32}, or that cotranslationally forming interfaces possess unique structural properties which, when their nascent chains are devoid of partner subunits, predispose them to aggregation. Whilst there is evidence for the former\textsuperscript{18}, interfaces involved in nascent complex formation have not been systematically studied before; thus, we cannot exclude the possibility that they have structural attributes that make them more susceptible to a cotranslational route.

The essentiality of hydrophobic surface area has long been recognised in nucleation theory\textsuperscript{33–35} and protein folding\textsuperscript{36–38}, but more importantly, it served as the founding principle of protein-protein recognition theory\textsuperscript{39,40}. Interface size, defined as the buried surface area between subunits, shows correspondence to hydrophobic surface area owing to the fractional content of interface core residues\textsuperscript{41}, and it is a property that is relatively simple to compute from structural data\textsuperscript{42–45}. Although the relationship between interface size and binding affinity is non-linear\textsuperscript{46–49}, interface size shows remarkable correspondence with subunit dissociation energy \emph{in vitro}, and is reflective of the evolutionary history of subunits within complexes\textsuperscript{50}.

We hypothesised that cotranslational binding may be distinguished from other interactions based upon the areas of the interfaces involved. The size hierarchy of interfaces is well established in protein complexes and it can be used to predict the order in which their subunits assemble, in good agreement with experimental data\textsuperscript{50–52}. According to this, the largest interfaces in a complex correspond to the earliest forming subcomplexes within the assembly pathway, irrespective of how binding is initiated. While the presence of specific contacts that increase affinity could introduce compositional biases into the sequence space exerting undue selection pressure on proteomes, variability in interface size can emerge from non-adaptive processes as the organising principle of cotranslational assembly\textsuperscript{53–58}. In the present study, we address this idea by analysing assembly-onset positions determined by ribosome profiling of human complexes\textsuperscript{16} and by comparing areas of first and last translated interfaces in multi-interface heteromers.
Results
Cotranslationally forming homomers are characterised by large interfaces
A recent study used ribosome profiling to identify cotranslational assembly-onset positions of over 4,000 human proteins\textsuperscript{16}, the majority of which are homomers that assemble on the same polysome. We therefore first sought to use this data to investigate the importance of interface area in the cotranslational assembly of homomeric complexes. The arrangement of homomeric subunits with respect to one or more rotational axes allows their classification into symmetry groups. The three most abundant groups are the twofold symmetric (\(C_2\)), cyclic (\(C_{n; n>2}\)), and dihedral (\(D_n\)) complexes, which all have distinct structural and functional characteristics\textsuperscript{59–61} and should therefore be considered separately.

We reasoned that if size plays a role in determining which interfaces form cotranslationally, a trend should be discernible among homodimeric complexes. \(C_2\) dimers represent the most highly populated symmetry group and their single isologous interface (\(i.e.\) symmetric or head-to-head) makes the analysis very simple to perform. In Figure 1A, we compare the interface area difference between cotranslationally forming vs all other \(C_2\) symmetric human homodimers of known structure. In line with our expectation, dimers that assemble during synthesis are characterised by 21% larger interfaces (\(p = 7.6 \times 10^{-7}\), Wilcoxon rank-sum test). While it is possible that larger interfaces are more resilient when subjected to the experimental procedures of ribosome profiling, we observed robustness of the trend to different interface area cutoffs, and found no statistically significant differences between the lengths of the protein sequences in either set (Figure S1B). Additionally, the location of these interfaces is N-terminally shifted (Figure S1C), suggesting that the interface size trend cannot be ascribed only to the survival bias of stable interfaces under harsh conditions.

Higher-order cyclic complexes are centred on one rotational axis so that every subunit has two interfaces, each with an adjacent protomer. Both interfaces are heterologous (\(i.e.\) asymmetric or head-to-tail) and approximately the same size. Cyclic symmetry is potentially confounded by its tendency to form ring-like structures, which are ubiquitous components of biological membranes\textsuperscript{62}. As a result, membrane-bound complexes are enriched in non-polar amino acids that form the interface with the alkane core of the lipid bilayer. We focused on the analysis of cyclic homomers that do not localise to plasma or endomembrane systems, because of the competing hydrophobic forces exerted by protein-lipid interactions. Cotranslational membrane insertion of complexes is likely an active process requiring, for example, shielding factors\textsuperscript{63,64}, rather than being solely driven by hydrophobic surface area. Despite the relatively limited number of structures available, we detect a significant difference in the mean subunit-to-subunit interface area among soluble members of the cyclic symmetry group (Figure 1B), with a 19% increase in the mean of cotranslationally forming members (\(p = 0.03\), Wilcoxon rank-sum test). Membrane-associated cyclic complexes show a non-significant opposite trend (Figure S1D). Interestingly, those membrane complexes that cotranslationally assemble expose their first heterologous interface earlier during translation than others (Figure S1E), presumably to avoid premature protein-lipid interactions. Both soluble and membrane-associated cyclic complexes that form on the ribosome are characterised by interfaces that are better separated in their linear sequence than those that lack evidence of cotranslational assembly (Figure S1F). Although the result is marginally non-significant, we speculate that this may facilitate a single mode of binding on the polysome.
Dihedral symmetry can be thought of as the stacking of a dimeric or cyclic complex via acquisition of a new twofold axis. All dihedral complexes have isologous interfaces, and those with at least six subunits can have both isologous and heterologous interfaces (e.g. \( D_3 \) dimers of cyclic trimers). We observe that cotranslationally assembling dihedral complexes have on average 29% larger subunit-to-subunit interfaces than those assumed to assemble after their complete synthesis (Figure 1C; \( p = 4.1 \times 10^{-6} \), Wilcoxon rank-sum test). A dihedral complex is likely to have evolved from a symmetric dimer if the largest interface is isologous and, conversely, when the heterologous interface is the largest, the complex is likely to have arisen from a cyclic intermediate\(^{50,65}\). When the complexes are grouped based upon their evolutionary history, whether they evolved via dimeric or cyclic intermediates, the trend is present in both groups (Figure S1G).

**Simultaneous assembly of heteromers involves large interfaces**

We next sought to investigate the existence of an interface size trend in interactions between pairs of heteromeric subunits, formed between the products of different human genes. The assembly-onset positions are derived from a type of ribosome profiling technique that relies on the isolation of disomes\(^16\), which are pairs of ribosomes connected by intertwined nascent chains. Heteromers identified in this manner are therefore undergoing “simultaneous” cotranslational assembly\(^15\), whereby both chains interact while in the process of being translated (Figure 2A). Although this mechanism could be less common in heteromers because it may limit the degree of freedom accessible to folding of nascent chains, several lines of evidence support its existence in cells\(^13,15,19\). Simultaneous assembly contrasts with “sequential” heteromer assembly, in which only one of the interacting subunits is in the process of being translated\(^5,13,15\).

Heterodimers are similar to homodimers in that they have a single interface, enabling a simple comparison. Figure 2B shows the contrast between the interface sizes of simultaneously forming heterodimers with those that lack support of cotranslational assembly, with the former being 13% larger on average (\( p = 2.3 \times 10^{-3} \), Wilcoxon rank-sum test). The trend, similar to that observed among symmetric homodimers, seems robust to interface size cutoffs, without exhibiting significant differences in subunit length (Figure S2A). An exciting example of a simultaneously assembling heterodimer is the complex of cyclin A2 and cyclin dependent kinase 2 (cyclin A2:CDK2; Figure 2C), where CDK2 buries more than 1,500 Å\(^2\) area of its surface into cyclin A2. The complex is an important cell cycle regulator in metazoa, ensuring steady progression through S phase by phosphorylating various targets after the restriction point in G1 is reached, which is the point of commitment to the cell cycle\(^66\). Timely synthesis and independence from the diffusional regime are warranted by coordinated translation and simultaneous assembly.

Next, we identified interacting pairs of subunits in larger heteromeric complexes, *i.e.* those that have at least three subunits and therefore at least two different interfaces. Using the approach detailed in Methods and illustrated in Figure S2B, we mapped interface pairs most likely to form simultaneously in 253 multi-interface heteromers. Some of these belong to complexes that have been shown to use cotranslational assembly routes, such as the proteasome\(^15\) and subunits of the transcription initiation complex\(^15\), but many are not yet described in the literature, *e.g.* the loading of histone 2A-2B dimer onto importin-9\(^67\), which has been reported to act as a storage chaperone while transporting the dimer to the nucleus. Another example is the V-type ATPase (Figure 2D), whose catalytic A and B subunits have been probed for their ability to assemble
in the sequential mode with a negative result\(^5\), but the assembly-onset position combined with our structural approach identified the E1 subunit to simultaneously form with the catalytic B subunit. In Figure 2E, we show that the sizes of simultaneously forming interfaces are on average 14\% larger than other interfaces within the same set of heteromers \(p = 0.04\), Wilcoxon rank-sum test).

Finally, we wished to put the identified simultaneously forming interfaces into the context of their full complexes. Do simultaneously forming interface pairs represent early forming subcomplexes that form the core of further assembly events? Although the largest interfaces are always predicted to assemble earliest in the assembly pathway, subsequent steps are non-trivial, as the earliest forming subcomplexes will continue to assemble with subunits harbouring interfaces of different sizes\(^5\).\(^6\). We predicted the assembly pathways of heteromeric complexes on the basis of their structures\(^5\), which revealed that simultaneous cotranslational interfaces tend to form significantly earlier than other interfaces in the complexes (Figure 2F; \(p = 8.4 \times 10^{-3}\), random sampling). Another interpretation is given by classifying assembly steps into “early” and “late”, depending on their normalised assembly order\(^6\), which is a 0-to-1 scale indicating the first-to-last steps of a pathway, where early steps have values ≤0.25. According to this, a simultaneously forming interface is 1.8-times more likely to be an early forming interface (97 [38\%] of 253 vs 1150 [26\%] of 4435; \(p = 2.77 \times 10^{-5}\), Fisher’s exact test). Thus, notwithstanding the potential noise in the ribosome profiling data and the uncertainty around the determinism of assembly-onset positions, these results support the concept that assembly in cells is seeded tightly following the interface size hierarchy.

### Cotranslational assembly influences N-terminal interface size in heteromers

Regardless of whether cotranslational assembly occurs simultaneously or sequentially, the N-terminal regions of proteins are more likely to be involved in interactions with partner subunits, by virtue of the vectorial synthesis on the ribosome. We therefore hypothesised that, in heteromeric subunits with multiple interfaces, N-terminal interfaces, which will be translated first, should tend to be larger than C-terminal interfaces, which will be translated last.

To address this, our approach was to pairwise compare the sizes of the most N-terminal (i.e. “first” appearing) and most C-terminal (i.e. “last” appearing) interfaces, as illustrated in Figure 3A. We defined the first interface as the one that exposes the first interface residue in the linear sequence, and, to treat the termini symmetrically, the last interface was defined as the one that presents the last interface residue. In Figure 3B, we show the result of this analysis for humans, as well as for heteromeric complexes from Saccharomyces cerevisiae (yeast) and Escherichia coli. Consistent with our hypothesis, in E. coli and human heteromers, the mean area of the first interface is larger than the last by 21\% \(p = 2.0 \times 10^{-5}\) and 7\% \(p = 0.02\), Wilcoxon signed-rank test), respectively. Interestingly, however, we do not observe a significant trend in yeast, where the mean area is in fact slightly larger for the last interface.

A factor that may explain the trend in yeast is that our yeast dataset is heavily skewed towards very large complexes. The median number of subunits in the heteromeric complexes are 6 for E. coli, 8 for human and 27 for yeast (full distribution in Figure S3A). Therefore, we investigated the interface size trend further by splitting multi-interface heteromers depending on the size of their complexes (Figure S3D). When considering only heteromeric complexes with fewer than 10 subunits, the trend for first interfaces to be larger
than last is present in all species (although still not significant in yeast with the smaller dataset). In contrast, none of the species show a significant trend for complexes with \( \geq 10 \) subunits.

We can speculate about two potential reasons why the first vs last interface size trend is less prominent in larger complexes. First, evidence suggests that interface size is less useful for predicting experimental assembly order in large complexes\(^{51}\), which is unsurprising given the greater number of interactions to consider and steps to predict. Thus, the relative sizes of interfaces may simply be less important in large complexes. Second, in large complexes, many subunits will participate as assembly intermediates and possess large intersubunit interfaces\(^{51}\) that render the unbound state vulnerable to aggregation and these may be more prone to assemble simultaneously, thus diluting the N-terminal interface size trend otherwise imposed more strongly by the sequential route. Simultaneous assembly in large complexes could arise from random arrangements of colocalised transcripts, but still allow matching of expression levels and some degree of control over complex stoichiometry\(^{26,69}\). Of the subunits of human heteromeric complexes identified to simultaneously assemble based upon the ribosome profiling data, 114 are either the first or the last interface by our definition. Although the first interface is used significantly more in this mode of assembly \((n = 70 \, [61\%]; \, p = 0.02, \text{binomial test})\), it is not exclusively employed. While we have no way of comparing this to the frequency of first interface usage in the sequential mode of assembly, it is worth noting that these 114 simultaneously assembling heteromeric subunits do not follow the first vs last interface size pattern, whereas the trend is highly significant in other human subunits not shown to assemble simultaneously (Figure S3C).

Lastly, we hypothesised that the distance between translation start points of the first and last interfaces \((\text{i.e. the earliest emerged interface residues of each})\) should correlate with the propensity for cotranslational assembly of the first interface. The later the translation of the last interface starts, the higher the chance that assembly of the first interface will take place undisturbed, without competition from other structurally important interfaces. To tackle the effect of large variances in length and interface size, we normalised the translational distance between the first and last interface by expressing it as the percentage of the protein’s sequence length, and scaled the area difference by the sum of both interfaces. Figure 3C shows the correlation between the separation of translation start points and the area differences of the first and the last interface. As expected, increasing the distance between the translation start points monotonically increases the extent of the area difference, in favour of the first interface, and the observed bias does not appear to be confounded by subunit length (Figure S3E). The causal direction, whether this trend reflects that cotranslational assembly tends to happen more when interface separation is pronounced, or that it drives the evolution of interface size and sequence separation, remains to be explored.

**The N-terminal size bias is strong in operon-encoded complexes**

In prokaryotes, many heteromeric complexes are encoded by operons, where the different subunits will therefore be translated off of the same polycistronic mRNA molecules. Early studies in bacteria indicated that operon gene order may be correlated to physical interactions between the encoded proteins\(^{70,71}\). Subsequent analyses laid down theoretical, mechanistic, and evolutionary evidence in support of this\(^{17,51,52,72}\). Cotranslational assembly is likely to be particularly common in operon-encoded heteromers, given that the translation of different subunits is inherently colocalised. We therefore hypothesised that the tendency for
N-terminal interfaces to be larger should be stronger in operon-encoded heteromers, compared to non-operon heteromers, where cotranslational assembly should be less likely to occur.

We used annotations derived from RNA sequencing datasets\textsuperscript{73} to group heteromers from \textit{E. coli} according to whether or not they are encoded by operons. One such complex, the RecBCD nuclease, is illustrated in Figure 4A. Genes of the subunits are located in adjacent loci encoding transcriptional units for RecC and RecB/D. A study aiming at reconstructing subunit activities noted that purification of RecD is complicated by the formation of inclusion bodies, while the other two subunits remain in the soluble fraction\textsuperscript{74}. Moreover, a genetic analysis dissecting its assembly pathway proposed that partially folded RecC and RecD might interact during translation, or that RecC forms a complex with RecB first, onto which RecD is then assembled\textsuperscript{75}.

The regulatory subunit RecD has two interfaces well separated in the sequence, where the interface with RecC appears first. One might imagine that the nascent chain of RecD forms a complex with mature subunit of RecC, having double the interface area to accommodate RecC than that for RecB. In this scenario, the assembly efficiency is not only maximised by gene order reducing the stochasticity of binding events, but by cotranslational assembly minimising the need for post-translational diffusional association.

We found that the first interface is significantly larger than the last in complexes that have operon annotations ($n = 110$, $p = 9.6 \times 10^{-3}$, Wilcoxon signed-rank test; Figure 4B), but not in non-operon \textit{E. coli} complexes. Although the sample sizes are relatively small, bootstrap estimates of differences in mean interface area also indicate a significant difference only in operon-encoded complexes (Figure S4). This suggests that cotranslational assembly is likely to be relatively infrequent for non-operon complexes in bacteria. While cotranslational assembly is clearly very common for non-operon complexes from eukaryotes, it is plausible that most bacterial heteromers that would benefit from cotranslational assembly have evolved to be encoded by operons.
Discussion
It has long been understood that interface area is important for assembly, but the capacity in which it shapes interface hierarchy in complexes remained elusive. Here, it is shown that cotranslational subunit assembly harnesses differences in interface size, and, owing to the vectorial nature of protein synthesis, imposes constraints on the size of N-terminally located interfaces. The prevalence of cotranslational assembly and the evolutionary selection it puts on interfaces at the sequence level suggest that this mechanism exists as an integral part of biological assembly pathways.

Although our results agree with the principles of self-assembly, they do not answer the more fundamental question: have interfaces become larger and better separated to promote cotranslational assembly, or does assembly just happen to be more energetically favourable under these conditions? In other words, can it increase cellular fitness enough to influence the course of proteome evolution? Cotranslational assembly may well represent a ratchet-like mechanism of constructive neutral evolution, whereby a drift in interface properties creates ideal conditions for assembly on the ribosome. Reversion to the post-translational route is prevented by the accumulation of mutations that are neutral in the cotranslationally entrenched subunit, but would otherwise be deleterious in the ancestor.

In light of our current knowledge of bacterial operon structure and translation regulation, it is not surprising that we observed a strong trend among E. coli heteromers with respect to the size of the interface that first emerges from the exit tunnel. Supposedly, the effect is attributable to the widespread sequential assembly between mature subunits and nascent chains, reflecting the mechanism of effective subunit recruitment by large N-terminal “bait” interfaces. An interesting question for experiments is what fraction of prokaryotic heteromers encoded by polycistronic mRNA assemble simultaneously? Do heteromers, whose genes are transcribed in tandem, assemble in cis, providing that the structural organisation of the polysome allows for such a precise coordination?

Attention should be paid to the far-reaching genetic consequences of cotranslational assembly. How much does transcript-specific assembly buffer the dominant-negative effect, and what does it mean in the context of human genetic disease and cancer? The dominant-negative effect requires mutant subunits to be stable enough to assemble into complexes, and thus the impact of these mutations tends to be milder at the structural level than of other pathogenic mutations, making them exceptionally difficult to detect using the existing armamentarium of variant effect predictors. Interestingly, however, the phenomenon of cis cotranslational assembly should actually make the dominant-negative effect less common, as it will limit the mixing that occurs between wild-type and mutant subunits. It remains to be seen whether dominant-negative mutations are in fact less common in cotranslationally assembling complexes. In addition, coexistence of both wild-type and mutant complexes in the cell may pose a substantial hurdle to cancer, which could be one reason why loss of heterozygosity is observed in certain tumour types, although its relevance is actively debated.

Nevertheless, many more topics of inquiry remain open for future studies. Analogous to protein folding, cotranslational assembly can be thought of as a hydrophobic collapse, sculpting the quaternary structure of the complex. As with folding in the cell, the involvement of other factors must not be overlooked. A wide
array of ribosome-associated chaperones are vital for nascent chain homeostasis\textsuperscript{4,5,81–83} and the degree to which they choreograph assembly steps is yet to be elucidated. Furthermore, because interface size alone does not fully explain the range of affinities observed in a growing number of complexes\textsuperscript{46–49}, it will be exciting to see whether binding affinity plays a role in colocalising mRNA molecules in eukaryotic cells\textsuperscript{13,14,19,21,84,85}.

Our results build on evidence from the last decade and emphasise the importance of protein complex assembly at the translatome level. Although evolutionary selection against N-terminal interface contacts was previously found in homomers presumably to avoid misassembly\textsuperscript{18}, here we report an opposite phenomenon in which proteins that do cotranslationally assemble sustain large N-terminal interfaces in order to ingrain binary interactions into their assembly pathways.
Methods

Protein structural datasets
Starting from the entire set of protein structures in the Protein Data Bank (PDB, rcsb.org) on 2021-02-18, we searched for all polypeptide chains longer than 50 residues with greater than 90% sequence identity to Homo sapiens, Saccharomyces cerevisiae, and Escherichia coli genes. For genes that map to multiple chains, we selected a single chain sorting by sequence identity, then number of unique subunits in the complex, and then the number of atoms present in the chain. Only biological assemblies (pdb1) were used and symmetry assignments were taken directly from the PDB. Heteromeric complexes formed by cleavage were excluded. In the generation of multi-interface heteromer datasets, chains with an at least 70% complete structure were considered and only included if they formed interface pairs >800 Å² with at least two different subunits.

Computation of interface related properties
Pairwise interfaces were calculated between all pairs of subunits using AREAIMOL from the CCP4 suite, with the default surface probe radius of 1.4 Å. The interface was defined as the difference between the solvent accessible surface area of each subunit in isolation and within the context of the full complex. The normalised interface location (interface midpoint), was calculated according to the equation \((i - 1) / (L - 1)\), where \(i\) marks the residue at which half the buried surface area of the interface is passed, and \(L\) is the sequence length.

The distance between translational start points was calculated as \((f_{\text{first}} - f_{\text{last}}) / L\), where \(f\) marks the first interface residue of the given interface, and \(L\) is the sequence length. Area differences between the first and the last were scaled according to \((\text{BSA}_{\text{first}} - \text{BSA}_{\text{last}}) / (\text{BSA}_{\text{first}} + \text{BSA}_{\text{last}})\), where BSA is the buried surface area of the respective interface. Assembly order was computed by predicting the assembly pathway assuming additivity of pairwise interfaces in each complex, implemented with the assembly-prediction Perl package.

Cotranslational assembly-onset positions
Data was downloaded from the supplementary material of reference [6], doi:10.1126/science.abc7151. For the determination of simultaneously forming heteromeric interface pairs, 30 residues were subtracted from the onset positions to account for the length of the ribosome tunnel.

Mapping simultaneously forming interface pairs
For the mapping of assembly-onset positions in multi-interface heteromers, to combat the probabilistic effect originating from the high number of residues that make up large interfaces, we employed a method (considered in Figure S2B) that calls the nearest interface midpoint, the residue at which half the area of the eventually formed interface is reached, to the assembly-onset position. The method discards proteins where the onset maps to a homomeric interface, with the assumption that the homomeric interface is hierarchically higher and undergoes cis-assembly on the same polysome.

First versus last interface
The “first” interface was defined as the first interface residue from the N terminus, and the “last” interface as the first interface residue from the C-terminal direction. Subunits where these residues mapped to the same interface were not considered for the analysis. These steps are necessary because large interfaces are more
spread out in the sequence, meaning that a unidirectional definition would be biased towards large interfaces. Cases where both the first and the last interface mapped to a heterologous interface, and are therefore likely representing the two halves of a cyclic complex, were also excluded.

**Protein subcellular localisation**
Protein localisation data was downloaded from the Human Protein Atlas\textsuperscript{87} (HPA, proteinatlas.org). Locations were taken from the “Main location” column and those with “Uncertain” reliability were discarded. Localisation of genes lacking HPA data (23%) was predicted with the BUSCA\textsuperscript{88} tool (busca.biocomp.unibo.it).

**Mapping subunits to operons**
Operons were downloaded from OperomeDB\textsuperscript{73}. Genes were mapped to UniProt identifiers using data from the UniProt\textsuperscript{89} FTP site (ftp.uniprot.org).

**Visualisation and statistics**
Molecular graphics were performed with UCSF ChimeraX\textsuperscript{90} version 1.1. Data and statistical analyses were carried out in RStudio\textsuperscript{91} version 1.4.1106 using R version 4.0.3 (r-project.org), in compliance with the tidyverse philosophy\textsuperscript{92}. Violin plots in this study display the area-normalised density profiles with the boxes marking the first and third quartiles, the middle lines are the median, the notches show the 95% confidence interval of the median, and the circles represent the mean. In charts where only the boxplot is shown, the whiskers extend up to 1.5× the interquartile range, and the dots represent outliers.

Statistical tests were two-sided and performed at the significance level $\alpha = 0.05$. Although the distribution of interface sizes appear lognormal, in most cases Shapiro-Wilk tests and visual inspection of q-q plots did not support normality, and thus the non-parametric Wilcoxon rank-sum test was used consistently. In Wilcoxon signed-rank tests, the main assumption that the data are symmetric around the median was supported by boxplot distributions. In the regression shown in Figure 3D, conditions for statistical inference including linearity of relationship between the variables, the independence of the residuals, the normality of the residuals, and homoscedasticity were met; validations are included in the analysis script.

**Data and code availability**
The data and code will be deposited on Edinburgh DataShare upon acceptance of this manuscript.
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Figures

Figure 1 | Interface size differences between cotranslationally assembling human homomers and all other human homomers with known structure.

(A) Twofold symmetric homodimers; their full distribution is shown in Figure S1A.
(B) Cyclic complexes.
(C) Dihedral complexes.

For cyclic and dihedral complexes, the average subunit-to-subunit interface size is shown. Representatives of symmetry groups are illustrated above the charts, where the four letter code is the PDB identifier. Error bars represent the standard error of the mean, the red dashed line marks the 400 Å² interface size cutoff, and n numbers denote the number of proteins in each group. The p-values were calculated with two-sided Wilcoxon rank-sum tests.
Figure 2 | Simultaneous cotranslational assembly in heteromers.

(A) Schematic representation of a simultaneous cotranslational assembly event: both nascent chains, encoded by transcripts of different genes, interact during synthesis on juxtaposed ribosomes.

(B) Comparison of interface areas between simultaneously forming and all other human heterodimeric interfaces. The $p$-value was calculated with a two-sided Wilcoxon rank-sum test.

(C) An example of simultaneous assembly in heterodimers is that between cyclin A2 and cyclin dependent kinase 2.

(D) An example in multi-interface heteromers is that between subunits B and E1 of the V-type ATPase.

(E) Pairwise comparison of interface areas in multi-interface heteromers between simultaneously forming interfaces and the mean of all other heteromeric interfaces. Subunits with only a homomeric interface in addition to the simultaneously forming heteromeric interface were excluded. The $p$-value was calculated with a Wilcoxon signed-rank test.

(F) Comparison of the normalised assembly order (0-to-1 indicate the first-to-last steps of the assembly pathway) of simultaneously assembling interface pairs ($n = 253$) and all other interfaces in the complexes ($n = 4,435$). The $p$-value was calculated from 10,000 resamples of randomly drawn interfaces from each structure by determining the fraction of point estimates (mean assembly order) smaller or equal to the mean assembly order of simultaneously forming interfaces, with correction for finite sampling\(^93\).

Four letter codes are PDB identifiers. Error bars represent the standard error of the mean, the red dashed line marks the 400 Å\(^2\) area cutoff and $n$ numbers denote the number of proteins.
Figure 3 | Cotranslational assembly influences N terminal interface size in heteromers.

(A) The basis of our hypothesis testing is to see whether the first translated interface has a larger area than the last translated interface. This concept is schematically represented here, where the grey round shape symbolises the subunit of a complex, with the differently coloured patches representing the first and last translated interfaces (blue and yellow). The interface order is determined by projection of the interface residues onto the protein’s linear sequence. The first and last interface is the one that presents the first and the last interface residue in the sequence, respectively.

(B) Pairwise comparison of the areas of first and last translated interfaces in multi-interface heteromers in the different species. Error bars represent the standard error of the mean, the red dashed line marks the 400 Å² area cutoff, and \( n \) numbers denote the number of protein structures analysed in each proteome. The \( p \)-value was calculated with a Wilcoxon signed-rank test. Figure S3B shows the full distribution of interface sizes.

(C) Relationship between the area difference of the first and the last translated interface and the distance between their translation start points, expressed as the fraction of sequence length (non-scaled scatter plot in Figure S3F). Dots are coloured according to the sign of the difference (blue – larger first, yellow – larger last interface). The \( \rho \)-values denote the Spearman rank-order correlation with the associated \( p \)-values. The \( \beta_1 \) parameter is the estimate for the population regression slope, representing the change in interface size difference for every increase of one unit of distance, i.e. the full sequence length. The shaded areas correspond to 95% confidence intervals of the regression line.
Figure 4 | The N-terminal interface size bias is strong in operon-encoded complexes.

(A) An example of an operon-encoded complex is the RecBCD nuclease (PDB ID: 5ld2), involved in homologous recombination in bacteria. The RecB and RecD subunits of the complex are encoded within the same operon and adjacent to this locus is the recC operon, encoding the third subunit of the complex. When interface residues of the RecD subunit are projected onto its linear sequence (bottom), we see that the first appearing interface is formed with RecC and the last with RecB. The RecC interface exposes twice the buried surface area of RecB, which can be explained by a model in which RecC is translated first and then cotranslationally forms with the nascent chain of RecD.

(B) Area differences between the first and last translated interfaces in *E. coli* operon-encoded and non-operon complexes. Error bars represent the standard error of the mean, the red dashed line marks the 400 Å² area cutoff, and *n* numbers denote the number of proteins. The *p*-values were calculated with a Wilcoxon signed-rank test.
Supplementary figures

A. homodimers

B. homodimers

C. Density distribution of homodimers

D. Interface size for membrane-bound cyclics

E. Relative location of the first heterologous interface

F. Relative distance between the two heterologous interfaces

G. Interface size for dihedrals
Figure S1 | Supplementary figures to Figure 1.

(A) Interface area distributions of cotranslationally assembling and all other human homodimers of known structure.

(B) Comparison of interface size differences in homodimers at increasing area cutoffs. On the right, the means of protein lengths are shown, demonstrating that the interface size trend is not attributable to longer polypeptide chains.

(C) Distribution of interfaces (>400 Å²) along the length of homodimer sequences. The normalised interface location is calculated by determining the residue at which half the area of the interface is passed and expressing it as a fraction of the sequence length (therefore 0 and 1 are the N and C terminus, respectively).

(D) Comparison of mean subunit-to-subunit interface size differences of membrane-localised cotranslationally assembling and all other membrane-bound cyclic complexes.

(E) Normalised location of the first heterologous interface (the most N-terminal interface in cyclic homomers), grouped by soluble and membrane-bound cyclic complexes and whether they cotranslationally assemble.

(F) Normalised interface distance, which is a measure of separation, between the first and the second heterologous interfaces in cyclic complexes.

(G) Comparison of average subunit-to-subunit interface area differences in dihedral complexes, split by whether they originate from a cyclic or a dimeric ancestor.

On all figures, n numbers denote the number of proteins analysed in each group. Error bars on bar charts represent the standard error of the mean, and the red dashed line marks the 400 Å² area cutoff. The p-values were calculated with two-sided Wilcoxon rank-sum tests.
Figure S2 | Supplementary figures to Figure 2.

(A) Area distributions of simultaneously assembling interfaces (blue) and all other interfaces (white) on human multi-interface heteromers. On the right, the means of subunit lengths are shown.

(B) Methods considered for mapping cotranslational assembly-onset positions to interfaces in human multi-interface heteromers. Top: taking the onset position (a single residue) as is. This results in a reduction in the number of structures available for analysis because the mapped residue is often not directly at an interface. Middle: in cases where the onset position does not map to an interface residue, the last occurring interface residue is taken. Bottom: in the applied method, the assembly-onset is mapped to the nearest interface midpoint, which is the residue at which half the area of the interface is reached.

(C) Interface size distributions of simultaneously assembling interfaces and the mean of all other interfaces in multi-interface heteromers (related to Figure 2B). Where applicable, n numbers denote the number of proteins.
Figure S3 | Supplementary figures to Figure 3.

(A) Histogram (main) and boxplot (inset) of the number of subunits in the analysed structures, where multi-interface heteromers were selected from. The dashed line represents \( n \) of subunits = 10.

(B) Comparison of area distributions of first and last interfaces (blue and yellow) in *E. coli*, yeast, and human multi-interface heteromers.

(C) First vs last interface trend in human multi-interface heteromers where either the first or the last interface has been identified to simultaneously assemble and all other multi-interface heteromers with “unknown” mode of assembly.

(D) Results of Figure 3B grouped into <10 and \( \geq 10 \) subunit containing complexes. Error bars represent the standard error of the mean, the red dashed line marks the 400 Å\(^2\) area cutoff.

(E) The relationship between the interface area difference of the first and last translated interface and the distance between their translation start points is not confounded by subunit length. The distance between translation start points was classified into “near” and “distant” based on the midpoint of the interval, which slightly varies within species depending on the minima and maxima of the ranges (*E. coli*: \((0.00105,0.453]\), \((0.453,0.905]\); yeast: \((0.00115,0.477]\), \((0.477,0.954]\); human: \((0.00114,0.473]\), \((0.473,0.945]\)). The subunit lengths were further split into <400 or \( \geq 400 \) residues.

(F) The results of Figure 3C with absolute interface size difference and translation distance values.

Where shown, \( n \) numbers denote the number of proteins, and the \( p \)-values were calculated with Wilcoxon signed-rank tests.
Figure S4 / Supplementary figure to Figure 4.
Bootstrap estimates of the difference in mean area between the first and last interfaces in operon-encoded complexes and those without annotation (blue and white). Dashed lines represent bias-corrected accelerated confidence intervals ($\alpha = 0.05$), calculated from 10,000 bootstrap replicates.