Abstract—The inverse tangent function can be bounded by different inequalities, for example by Shafer’s inequality. In this publication, we propose a new sharp double inequality, consisting of a lower and an upper bound, for the inverse tangent function. In particular, we sharpen Shafer’s inequality and calculate the best corresponding constants. The maximum relative errors of the obtained bounds are approximately smaller than 0.27% and 0.23% for the lower and upper bound, respectively. Furthermore, we determine an upper bound on the relative errors of the proposed bounds in order to describe their tightness analytically. Moreover, some important properties of the obtained bounds are discussed in order to describe their behavior and achieved accuracy.
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I. INTRODUCTION

The inverse tangent function is an elementary mathematical function that appears in many applications, especially in different fields of engineering. In electrical engineering, especially in the communication theory and signal processing, it is mostly used to describe the phase of a complex-valued signal. But there are many other applications in which the inverse tangent function plays an important role. On the one hand, it is often used as an approximation for more complex functions because of its elementary behavior. For instance, the Heaviside step function is the most famous function that can be very accurately approximated by the inverse tangent function. On the other hand, it is sometimes approximated by simpler functions in order to enable further calculations. For instance, the inverse tangent function can be accurately approximated by its argument if the absolute value of the argument is sufficiently small. Quite naturally the problem arises how to replace the inverse tangent function with a surrogate function, in order to approximate the inverse tangent function as well as other contemplable functions accurately. If a surrogate function with a mathematically simple form could be found, then the subsequent application of such a surrogate function would be considerable. A few application cases are in the field of information and estimation theory where an unknown phase shift or the direction of arrival is estimated, for example by using the CORDIC-algorithm [1], the MUSIC-algorithm [2], or MAP and ML estimators [3]. Some other cases are in the field of system design and control theory where a non-linear network unit is modeled by a non-linear function, for instance the saturation behavior of an amplifier [4] or the sigmoidal non-linearity in neuronal networks [5]. Some more application cases are related to the theory of signals and systems, where a signal should be mapped into a set of coefficients of basis functions, however the transformation is not feasible because of the phase description by the inverse tangent function, for example in some Fourier-related transforms [6]. Many other applications are likewise conceivable.

But we have to mention that finding a simple replacement for the inverse tangent function is in fact difficult. In the present work, we thus focus only on a special idea which has some nice properties and is described in the following.

In [7], R. E. Shafer proposed the elementary problem: Show that for all $x > 0$ the inequality

$$3x < \frac{1 + 2\sqrt{1 + x^2}}{\text{arctan}(x)}$$

holds, where $\text{arctan}(x)$ denotes the inverse tangent function that is defined for all real numbers $x$. From Shafer’s problem several inequalities have been emerged to date. In particular, the authors in [8] investigated double inequalities of the form

$$\frac{a_1 x}{a_2 + \sqrt{1 + x^2}} < \text{arctan}(x) < \frac{b_1 x}{b_2 + \sqrt{1 + x^2}}, \quad x > 0,$$

and they determined the coefficients $a_1$, $a_2$, $b_1$ and $b_2$ such that the above double inequality is sharp. In the present work, we follow a similar idea and investigate a generalized version of the double inequality in (2). We consider functions of the type

$$\frac{x}{c_1 + \sqrt{c_2 + c_3 x^2}}$$

with positive real coefficients $c_1$, $c_2$ and $c_3$, because such kind of functions has advantageous properties in order to replace the inverse tangent function as we will discuss in the next section. Then we determine the triple $(c_1, c_2, c_3)$ such that a lower and an upper bound for the inverse tangent function is achieved. In order to describe the tightness of the obtained bounds, we determine an upper bound on the relative errors of the proposed bounds. Furthermore, we discuss some corresponding properties of the proposed bounds and visualize the achieved results.
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Mathematical Notations:

Throughout this paper we denote the set of real numbers by $\mathbb{R}$. The mathematical operation $|x|$ denotes the absolute value of any real number $x$. Furthermore, $\mathcal{O}(\omega(x))$ denotes the order of any function $\omega(x)$.
II. MAIN THEOREMS

In the current section, we present the new bounds for the inverse tangent function and describe some of their important properties.

**Theorem II.1** For all \( x \in \mathbb{R} \), let \( f(x) \), \( g(x) \) and \( h(x) \) be defined by

\[
 f(x) := \frac{x}{\pi} + \sqrt{\left(1 - \frac{4}{\pi^2}\right)^2 + \frac{4x^2}{\pi^2}},
\]

\[
 g(x) := \arctan(x)
\]

and

\[
 h(x) := \frac{x}{1 - \frac{6}{\pi^2} + \sqrt{\left(\frac{6}{\pi^2}\right)^2 + \frac{4x^2}{\pi^2}}}.\]

Then, for all \( x \in \mathbb{R} \), the double inequality

\[
 |f(x)| \leq |g(x)| \leq |h(x)|
\]

holds.

**Proof:** See Appendix A.

**Remark II.2** The functions \( f(x) \), \( g(x) \) and \( h(x) \) are point symmetric such that the identities \( f(-x) = -f(x) \), \( g(-x) = -g(x) \) and \( h(-x) = -h(x) \) hold. Hence, it is sufficient to consider only the case of \( x \geq 0 \).

**Remark II.3** The triples \((\frac{\pi}{2}, (1 - \frac{4}{\pi^2})^2, \frac{4}{\pi^2})\) and \((1 - \frac{6}{\pi^2}, (\frac{6}{\pi^2})^2, \frac{4}{\pi^2})\) are the best possible ones such that the above double inequality holds. In other words, no component of the first triple can be replaced by a smaller value and no component of the second triple can be replaced by a larger value with respect to \( x \geq 0 \) while keeping the other components fixed. In this sense, the double inequality in Theorem II.1 is sharp.

We get a first impression of the nature of the bounds from Figure 1. As we can see the double inequality in Theorem II.1 is very tight. The curves seem to be continuous, strictly increasing and convex. Hence, we elaborately discuss the mathematical properties of the obtained bounds in the following.

On the one hand, the first three elements in the Taylor series expansions of \( f(x) \), \( g(x) \) and \( h(x) \) as \( |x| \) approaches zero are obtained as

\[
 f(x) \simeq x - \frac{2}{\pi^2 - 4} x^3 + 2 \frac{3\pi^2 - 8}{(\pi^2 - 4)^3} x^5 + O(x^7), \quad (8)
\]

\[
 g(x) \simeq x - \frac{1}{3} x^3 + \frac{1}{5} x^5 + O(x^7) \quad (9)
\]

and

\[
 h(x) \simeq x - \frac{3}{5} x^3 + \frac{\pi^2 + 12}{108} x^5 + O(x^7). \quad (10)
\]

**Remark II.4** Only the both first elements in the Taylor series expansions of \( f(x) \) and \( g(x) \) are identical to each other while in the Taylor series expansions of \( h(x) \) and \( g(x) \) the both first two elements are pairwise identical to each other. Thus, \( h(x) \) achieves a better approximation of \( g(x) \) than \( f(x) \) for sufficiently small \( |x| \).

On the other hand, the first three elements in the asymptotic power series expansions of \( f(x) \), \( g(x) \) and \( h(x) \) as \( |x| \) approaches infinity are obtained as

\[
 f(x) \simeq \frac{\pi}{2} - \frac{1}{x} - \frac{\pi^4 - 8\pi^2 - 16}{16\pi x^2} + O(x^{-3}), \quad (11)
\]

\[
 g(x) \simeq \frac{\pi}{2} - \frac{1}{x} + \frac{1}{3x^2} + O(x^{-5}) \quad (12)
\]

and

\[
 h(x) \simeq \frac{\pi}{2} - \frac{\pi^2 - 6}{4x^2} - \frac{\pi^4 - 12\pi^2 + 18}{8\pi x^2} + O(x^{-3}) \quad (13)
\]

by using the general definition of the asymptotic power series expansion [9] p. 11, Definition 1.3.3] and simple calculations.

**Remark II.5** The both first two elements in the asymptotic power series expansions of \( f(x) \) and \( g(x) \) are pairwise identical to each other while in the asymptotic power series expansions of \( h(x) \) and \( g(x) \) only the both first elements are identical to each other. Thus, \( f(x) \) achieves a better approximation of \( g(x) \) than \( h(x) \) for sufficiently large \( |x| \).

**Corollary II.6** From equations (8)-(13) we conclude that

\[
 \lim_{x \to \pm 0} f(x) = \lim_{x \to \pm 0} g(x) = \lim_{x \to \pm 0} h(x) = 0 \quad (14)
\]

and

\[
 \lim_{x \to \pm \infty} f(x) = \lim_{x \to \pm \infty} g(x) = \lim_{x \to \pm \infty} h(x) = \pm \frac{\pi}{2}. \quad (15)
\]

**Lemma II.7** For all \( x \in \mathbb{R} \), both bounds \( f(x) \) and \( h(x) \) are continuous.
Proof: Both numerators and denominators of \( f(x) \) and \( h(x) \) are continuous functions in \( x \) and the denominators are always non-zero which imply the absence of discontinuities.

Lemma II.8 For all \( x \in \mathbb{R} \), both bounds \( f(x) \) and \( h(x) \) are strictly increasing.

Proof: By differentiation we obtain the following first derivative
\[
\frac{dx}{dx} \frac{x}{c_1 + \sqrt{c_2 + c_3 x^2}} = \frac{c_2 + c_1 \sqrt{c_2 + c_3 x^2}}{\sqrt{c_2 + c_3 x^2} [c_1 + \sqrt{c_2 + c_3 x^2}]^2}.
\]
This derivative is positive for all \( x \in \mathbb{R} \) because \( c_1, c_2 \) and \( c_3 \) are positive constants in both bounds. Hence, the bounds are strictly increasing.

Corollary II.9 Both bounds \( f(x) \) and \( h(x) \) are differentiable on \( \mathbb{R} \), because the first derivative of the bounds exists due to the derivative in equation (16).

Corollary II.10 Both bounds \( f(x) \) and \( h(x) \) are limited, due to equation (15) and because of the monotonicity in Lemma II.8.

Corollary II.11 Both bounds \( f(x) \) and \( h(x) \) do not have any critical points, because they are strictly increasing and differentiable on \( \mathbb{R} \).

Lemma II.12 For all \( x \geq 0 \), both bounds \( f(x) \) and \( h(x) \) are concave while for all \( x \leq 0 \), both bounds are convex.

Proof: By differentiation we obtain the following second derivative
\[
\frac{d^2x}{dx^2} \frac{x}{c_1 + \sqrt{c_2 + c_3 x^2}} = \frac{3c_1 c_2 + 2c_1 c_3 x^2 + 3c_2 \sqrt{c_2 + c_3 x^2}}{(c_2 + c_3 x^2)^{1/2} [c_1 + \sqrt{c_2 + c_3 x^2}]}.
\]
The sign of this derivative is only dependent on \( x \) because \( c_1, c_2 \) and \( c_3 \) are positive constants in both bounds. Hence, this derivative is non-positive for all \( x \geq 0 \) and non-negative for all \( x \leq 0 \) which completes the proof.

Corollary II.13 Both bounds \( f(x) \) and \( h(x) \) have the same unique inflection point at the origin, due to opposing convexities for \( x \geq 0 \) and \( x \leq 0 \), see Lemma II.12.

In the following enumeration, we now summarize the properties of the bounds that have been shown, thus far.

1) The bounds are equal only at zero and they approach the same limit as \( |x| \) approaches infinity.
2) Both bounds are point symmetric, continuous, strictly increasing, differentiable, and limited.
3) They are convex for all \( x \leq 0 \) and concave otherwise.
4) There are no critical points.
5) Both bounds have the same unique inflection point.

The above properties enable us to use the proposed bounds suitable in future works. It remains to show the tightness of the bounds with respect to the inverse tangent function. For this purpose we deduce an upper-bound on the actual relative errors of the bounds, in the following.

Definition II.14 For all \( x \in \mathbb{R} \), the relative errors of the bounds given in Theorem II.7 are defined by
\[
r(f(x)) := \frac{g(x) - f(x)}{g(x)} \quad \text{and} \quad r(h(x)) := \frac{h(x) - g(x)}{g(x)}.
\]

Note that \( x = 0 \) is a removable singularity for both last ratios because of approximations (9), (9) and (10). Thus, \( r_f(x) \) and \( r_h(x) \) are continuously extendable over \( x = 0 \). All following fractions are also continuously extendable over \( x = 0 \) in a similar manner so that no difficulties related to singularities occur, hereinafter.

Theorem II.15 For all \( x \in \mathbb{R} \), the inequalities
\[
\max\{r_f(x), r_h(x)\} \leq \frac{h(x) - f(x)}{f(x)} = \frac{10 - \pi^2 - 2\sqrt{9 + \pi^2 x^2 + \sqrt{\pi^2 - 4)^2 + 4\pi^2 x^2}}{\pi^2 - 6 + 2\sqrt{9 + \pi^2 x^2}}.
\]
and
\[ \min \{ r_f(x), r_h(x) \} \leq \frac{h(x) - f(x)}{h(x) + f(x)} = \frac{10 - \pi^2 - 2\sqrt{9 + \pi^2x^2 + \sqrt{(\pi^2 - 4)^2 + 4\pi^2x^2}}}{\pi^2 - 2 + 2\sqrt{9 + \pi^2x^2 + \sqrt{(\pi^2 - 4)^2 + 4\pi^2x^2}}} \leq \max \{ r_f(x), r_h(x) \} \] (21)

hold.

Proof: See Appendix B.

Note, that the inequalities in Theorem II.15 do not contain the inverse tangent function, at all.

In Figure 2 the relative errors of the obtained bounds are shown. The maximum relative errors of the bounds are approximately smaller than 0.27% and 0.23% for \( f(x) \) and \( h(x) \), respectively. It is worthwhile mentioning that both bounds are valid for the whole domain of real numbers.

III. Conclusion

In the present work, we have investigated the approximation of the inverse tangent function and deduced two new bounds. We have derived a lower and an upper bound with simple closed-form formulae which are sharp and very accurate. Furthermore, we have presented some useful and important properties of the obtained bounds. These properties can be necessary in future works. Moreover, we have investigated the relative errors of the proposed bounds. The corresponding maximum relative errors of the bounds are approximately smaller than 0.27% and 0.23% for the lower bound and upper bound, respectively. These values show that the obtained bounds are very accurate and thus are suitably applicable in the most engineering problems. Finally, we have illustrated some results in order to visualize the achieved gains.

APPENDIX A

PROOF OF THE BOUNDS

Lemma A.1 The transcendental number \( \pi^2 \) can be bounded by the double inequality
\[ \frac{29}{3} < \pi^2 < 10. \] (22)

Proof: Both bounds are well known for long, see for example [10]. A new proof of the upper bound can be found in [11]. We here give an elementary proof of the lower bound. The identities \( 1 = \sum_{k=1}^{\infty} \frac{1}{k(k+1)} \) and \( \zeta(2) = \sum_{k=1}^{\infty} \frac{1}{k^2} = \pi^2/6 \), see for example [12] p. 8, eq. 0.233.3 and p. 12, eq. 0.244.3, are used to deduce
\[ \pi^2 = 1 + \sum_{k=1}^{\infty} \frac{1}{k(k+1)} = 1 + \sum_{k=1}^{\infty} \frac{1}{k^2(k+1)} = 1 + \frac{1}{2} \frac{1}{12} + \frac{1}{36} + \sum_{k=4}^{\infty} \frac{1}{k^2(k+1)} > \frac{29}{18}. \] (23)

Hence \( \frac{29}{3} < \pi^2 \) follows.

In the following, we denote the differences \( g(x) - f(x) \) and \( h(x) - g(x) \) by
\[ \Delta_f(x) := g(x) - f(x) \] (24)
and
\[ \Delta_h(x) := h(x) - g(x), \] (25)
respectively. From Corollary II.6 it is immediately deduced that
\[ \lim_{x \to \pm 0} \Delta_f(x) = \lim_{x \to \pm 0} \Delta_h(x) = \lim_{x \to \pm \infty} \Delta_f(x) = \lim_{x \to \pm \infty} \Delta_h(x) = 0. \] (26)

By direct algebra the first derivatives of \( \Delta_f(x) \) and \( \Delta_h(x) \) are given as
\[ \frac{d\Delta_f(x)}{dx} = \frac{1}{1 + x^2} - \frac{4}{\pi^2 + \sqrt{(1 - \frac{4}{\pi^2})^2 + 4\pi^2}} \]
\[ + \frac{\pi^2}{4} \sqrt{(1 - \frac{4}{\pi^2})^2 + 4\pi^2} \left( \frac{4}{\pi^2} + \sqrt{(1 - \frac{4}{\pi^2})^2 + 4\pi^2} \right)^2 \] (27)
and
\[ \frac{d\Delta_h(x)}{dx} = -\frac{1}{1 + x^2} - \frac{1}{1 - \frac{6}{\pi^2} + \sqrt{(\frac{6}{\pi^2})^2 + 4\pi^2}} \]
\[ - \frac{\pi^2}{4} \sqrt{(\frac{6}{\pi^2})^2 + 4\pi^2} \left( 1 - \frac{6}{\pi^2} + \sqrt{(\frac{6}{\pi^2})^2 + 4\pi^2} \right)^2. \] (28)

respectively.

Corollary A.2 The first derivatives of \( \Delta_f(x) \) and \( \Delta_h(x) \) vanish only at three real points, namely
\[ x_f \in \left\{ 0, \pm \left( \frac{\pi^2 - 4}{\pi^2 - 8}\pi^2 - 16 \right) \right\} \] (29)
and
\[ x_h \in \left\{ 0, \pm \sqrt{-5\pi^4 + 108\pi^2 - 576} \right\}, \] (30)
respectively.

Proof: We set (27) and (28) equal to zero and obtain the points in (29) and (30) by direct calculations. It remains to prove that all points are real. This is done by showing that the discriminant functions
\[ y_f(\nu) := -2\nu^4 + 36\nu^2 - 160 = 2(\nu^2 - 8)(10 - \nu^2) \] (31)
and
\[ y_h(\nu) := -5\nu^4 + 108\nu^2 - 576 = (5\nu^2 - 48)(12 - \nu^2) \] (32)
are non-negative for \( \nu = \pi \). A curve tracing of \( y_f(\nu) \) and \( y_h(\nu) \) leads to the relationships
\[ y_f(\nu) \geq 0 \iff 8 \leq \nu^2 \leq 10 \] (33)
and
\[ y_h(\nu) \geq 0 \iff \frac{48}{5} \leq \nu^2 \leq 12, \] (34)
respectively. Hence, both $y_f(\nu)$ and $y_h(\nu)$ are non-negative for all $\frac{48}{5} \leq \nu^2 \leq 10$. By comparing the latter double inequality with the double inequality in Lemma A.1, we deduce that $y_f(\pi)$ and $y_h(\pi)$ are non-negative, and hence, all roots in (29) and (30) are real.

**Corollary A.3** The difference $\Delta_f(x)$ is positive for all sufficiently small positive real numbers $x$. For all negative real numbers $x$ with sufficiently small absolute value, the difference $\Delta_f(x)$ is negative.

**Proof:** We incorporate the equations (3) and (9) into (24) to derive the first-order asymptotic approximation of $\Delta_f(x)$ as

$$\Delta_f(x) \approx \frac{10 - \pi^2}{3(\pi^2 - 4)} x^3 + O(x^5) \quad (35)$$

for all sufficiently small values of $|x|$. From the double inequality in Lemma A.1, we deduce that the last ratio is always positive which completes the proof.

**Corollary A.4** The difference $\Delta_h(x)$ is positive for all sufficiently large positive real numbers $x$. For all negative real numbers $x$ with sufficiently large absolute value, the difference $\Delta_h(x)$ is negative.

**Proof:** We incorporate the equations (12) and (13) into (25) to derive the first-order asymptotic approximation of $\Delta_h(x)$ as

$$\Delta_h(x) \approx \frac{10 - \pi^2}{4} x^{-1} + O(x^{-2}) \quad (36)$$

for all sufficiently large values of $|x|$. From the double inequality in Lemma A.1, we deduce that the last ratio is always positive which completes the proof.

**Proof of Theorem II.13** We only consider the case of $x \geq 0$. The case of $x < 0$ can be proved analogously, due to the point symmetric property of all functions in Theorem II.14. On the one hand, we know from Corollary A.2 that each of differences $\Delta_f(x)$ and $\Delta_h(x)$ has only one stationary point for all $x > 0$. On the other hand, each of them attains equal values at $x = 0$ and as $x \to \infty$, i.e., $\Delta_f(0) = \Delta_f(x \to \infty) = 0$ and $\Delta_h(0) = \Delta_h(x \to \infty) = 0$, according to the equation (26). Hence, and because of Corollary A.3 and A.4 as $x$ increases from zero to infinity each of the differences $\Delta_f(x)$ and $\Delta_h(x)$ increases monotonically from zero to a maximum value and from there on decreases monotonically toward zero. Thus, both differences $\Delta_f(x)$ and $\Delta_h(x)$ are non-negative for all $x \geq 0$. In other words, if one of the differences had at least one sign change for some value of $x > 0$, then it would have at least two stationary points for $x > 0$, but this contradicts the curve tracing in Corollary A.2.

**APPENDIX B**

**Proof of the Relative Errors**

**Definition B.1** Let $r_f(x)$ and $r_h(x)$ be defined as in Definition II.14. Then, we define two auxiliary sets by

$$\mathcal{I}_f := \{ x \in \mathbb{R} \mid r_f(x) \geq r_h(x) \} \quad (37)$$

**Corollary B.2** For all $x \in \mathcal{I}_f$, $x \geq 0$, the inequality

$$g(x) \geq \frac{h(x) + f(x)}{2} \quad (39)$$

holds. If $x \in \mathcal{I}_h$, $x > 0$, then the inequality

$$g(x) < \frac{h(x) + f(x)}{2} \quad (40)$$

holds. In the case of $x \in \mathcal{I}_f$ with $x < 0$ and $x \in \mathcal{I}_h$ with $x \leq 0$ the above inequalities are reversed.

**Proof:** For all $x \in \mathcal{I}_f$ with $x \geq 0$, and from Definition II.14 and B.1 it follows that

$$r_f(x) \geq r_h(x) \iff r_f(x)g(x) \geq r_h(x)g(x) \iff g(x) - f(x) \geq h(x) - g(x) \iff g(x) \geq \frac{h(x) + f(x)}{2} \quad (39)$$

Similarly, for all $x \in \mathcal{I}_h$ with $x \geq 0$ it follows that

$$r_f(x) < r_h(x) \iff r_f(x)g(x) < r_h(x)g(x) \iff g(x) - f(x) < h(x) - g(x) \iff g(x) < \frac{h(x) + f(x)}{2} \quad (40)$$

In the case of $x < 0$, the functions $f(x)$, $g(x)$ and $h(x)$ are negative, and hence, the inequalities in (39) and (40) are reversed.

**Proof of Theorem II.15** The proof of inequality (20) follows from inequality (7) and Definition II.14. It gives

$$r_f(x) = \frac{g(x) - f(x)}{g(x)} \leq \frac{h(x) - f(x)}{g(x)} \leq \frac{h(x) - f(x)}{f(x)} \quad (43)$$

and

$$r_h(x) = \frac{h(x) - g(x)}{g(x)} \leq \frac{h(x) - f(x)}{g(x)} \leq \frac{h(x) - f(x)}{f(x)} \quad (44)$$

which in turn result in

$$\max\{r_f(x), r_h(x)\} \leq \frac{h(x) - f(x)}{f(x)} \quad (45)$$

The proof of inequality (21) follows from Definition II.14 and Corollary B.1. For all $x \in \mathcal{I}_f$ with $x \geq 0$, it gives

$$r_f(x) = 1 - \frac{f(x)}{g(x)} \geq 1 - \frac{f(x)}{h(x) + f(x)} = \frac{h(x) - f(x)}{h(x) + f(x)} \quad (46)$$

and

$$r_h(x) = \frac{h(x)}{g(x)} - 1 \leq \frac{h(x)}{h(x) + f(x)} - 1 = \frac{h(x) - f(x)}{h(x) + f(x)} \quad (47)$$

which in turn result in

$$r_h(x) \leq \frac{h(x) - f(x)}{h(x) + f(x)} \leq r_f(x) \quad (48)$$

Note that both sets $\mathcal{I}_f$ and $\mathcal{I}_h$ are disjoint and their union is the whole real domain.
If \( x \in \mathbb{I}_h \) with \( x \geq 0 \), then it gives
\[
rf(x) = 1 - \frac{f(x)}{g(x)} < 1 - \frac{f(x)}{h(x) + f(x)} = h(x) - f(x) \tag{49}
\]
and
\[
r_h(x) = \frac{h(x)}{g(x)} - 1 > \frac{h(x)}{h(x) + f(x)} - 1 = \frac{h(x) - f(x)}{h(x) + f(x)} \tag{50}
\]
which in turn result in
\[
rf(x) < \frac{h(x) - f(x)}{h(x) + f(x)} < r_h(x) \tag{51}
\]
From the double inequalities (48) and (51), we deduce that
\[
\min\{rf(x), r_h(x)\} \leq \frac{h(x) - f(x)}{h(x) + f(x)} \leq \max\{rf(x), r_h(x)\}
\]
for all \( x \geq 0 \). For the case of \( x < 0 \), the proof can be obtained analogously. The identities in (20) and (21) arise from straightforward calculations.
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