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ABSTRACT

Federated learning (FL) has emerged as an effective technique to co-training machine learning models without actually sharing data and leaking privacy. However, most existing FL methods focus on the supervised setting and ignore the utilization of unlabeled data. Although there are a few existing studies trying to incorporate unlabeled data into FL, they all fail to maintain performance guarantees or generalization ability in various real-world settings. In this paper, we propose a new framework FedSiam to tackle different scenarios of federated semi-supervised learning, ensuring four settings in the labels-at-client scenario and two settings in the labels-at-server scenario. FedSiam is built upon a siamese network into FL, with a momentum update to handle the non-IID challenges introduced by unlabeled data. We further propose a new metric to measure the divergence of local model layers within the siamese network. Based on the divergence, FedSiam can automatically select layer-level parameters to be uploaded to the server in an adaptive manner. Experimental results on three datasets under two scenarios with different data distribution settings demonstrate that the proposed FedSiam framework outperforms state-of-the-art baselines.

1 INTRODUCTION

Federated Learning (FL) attracts increasing attention from both academic and industrial researchers, due to its unique characteristics of collaborating in training machine learning models without actually sharing local data and leaking privacy [18, 26, 34]. FL has been widely applied in different applications, such as keyboard prediction [14], vocal classifier [22], financial risk prediction [35], and medical researches [7]. Existing FL studies [13, 24, 30] mainly focus on learning a global model by aggregating local model parameters, which are trained with fully labeled data. However, labeling data is expensive, time-consuming, and may need the participation of domain experts. Thus, how to utilize unlabeled data residing on local clients to learn the global model is a new challenge for FL.

Recently, federated semi-supervised learning (FedSSL) approaches [17] are proposed to tackle this challenge by integrating unlabeled data into the federated supervised learning framework, such as FedSemi [1] and FedMatch [16]. FedSemi employs the pseudo-labeling technique to generate fake labels for unlabeled data based on the trained FedAvg [26] model with labeled data. The data with pseudo labels are further used to retrain FedAvg to obtain the final global model. Thus, FedSemi easily overfits to imperfect annotations from the pre-trained FedAvg and further leads to unsatisfactory performance. FedMatch is the state-of-the-art model for FedSSL, which introduces a new inter-client consistency loss and decomposition of the parameters learned from labeled and unlabeled data, but this approach ignores some new settings of FedSSL.

Motivation. There are two general scenarios of FedSSL, i.e., labels-at-client and labels-at-server as shown in Figure 1. Labels-at-client means that there are both labeled and unlabeled data on each client, but there is no data on the server. Labels-at-server indicates that there is no labeled data on any client, and all the labeled data are stored on the server. A fundamental challenge of both FL and FedSSL comes from the statistical heterogeneity of data distributions, i.e., the non-IID challenges. The current non-IID setting used by existing
FedSSL studies follow that used in supervised federated learning. Assume that the number of label categories is \( C \) in the whole dataset. The non-IID setting of the labels-at-client scenario assumes that there are only \( C' \) categories’ data, including both labeled and unlabeled data, stored on the \( k \)-th client. However, this type of federated semi-supervised learning setting is too restricted to handle various types of data distributions in complicated real-world applications.

**New Settings of Non-IID FedSSL.** In this paper, we consider two new settings under the labels-at-client scenario by relaxing the assumption of the existing non-IID setting. First, we assume that the number of labeled data is \( C' \) on the \( k \)-th client, but the number of categories of unlabeled data is \( C \). This setting is realistic since collecting unlabeled data is much easier than labeling all the categories’ data. In real-world applications, the number of labeled and unlabeled data on each client may be different. Thus, in the second new setting, we assume that both labeled and unlabeled data have \( C \) categories’ data on each client. However, the ratios of labeled and unlabeled data varies on different clients. Therefore, it is necessary to design a new, effective, and general federated semi-supervised learning framework to handle these four non-IID settings simultaneously, i.e., two new settings for the labels-at-client scenario and two traditional non-IID setting for corresponding scenarios.

**Our Solution.** To tackle all the aforementioned challenges, we propose a general federated semi-supervised learning framework, named FedSiam as shown in Figure 2, which is not only effective and robust for several new FedSSL settings but also takes communication efficiency into consideration. FedSiam firstly introduces a siamese network into federated semi-supervised learning, which has received great success in semi-supervised learning [32] and self-supervised learning [12]. The siamese network consists of two sub-networks, i.e., an online net and a target net, which enables the model to memorize the non-IID information and provide a possible solution to solve the data heterogeneity.

Except for utilizing a siamese network, we also propose to use a consistency loss that utilizes the unlabeled data and further enhances the stability of learning. This loss provides a principled way for the model to account for heterogeneity associated with partial information and the overall accuracy of federated learning in heterogeneous networks. Besides, we introduce a new metric to measure the divergence of each local model layer. Then an adaptive layer selection approach is designed to significantly reduce the communication cost during the training process while maintaining the global performance.

**Contributions.** In summary, the main contributions of this work are as follows:

- We investigate two new settings of federated semi-supervised learning by considering different types of data heterogeneity in real-world applications.
- We propose a general, accurate, and adaptive framework for federated semi-supervised learning, called FedSiam, which handles the challenge of unlabeled data by introducing a siamese network and a consistency loss.
- We further introduce a new adaptive measure to automatically select local model layers during the global parameter aggregation, which is effective for reducing communication cost as well as guaranteeing model performance.
- We validate the proposed framework on three image datasets under both labels-at-client and labels-at-server scenarios with both IID and non-IID settings. Experimental results demonstrate the effectiveness and efficiency of the proposed FedSiam framework.

---

\[ \theta^G_{k} = \frac{\sum_{i=1}^{C} \theta^G_{ki}}{C}, \quad \theta^T_{k} = \frac{\sum_{i=1}^{C} \theta^T_{ki}}{C} \]
2 PRELIMINARIES

2.1 Federated Learning

Federated learning is a new collaborative learning paradigm, which aims to learn a global model without sharing local client data. Let $G$ represent the global model and $\mathcal{L} = \{l_k\}_{k=1}^K$ denote a set of local models for $K$ clients. For the $k$-th client, $\mathcal{D}_k^L = \{(x_i^k, y_i^k) : i \in \{1, \ldots, n\}\}$ represents a set of labeled data, where $x_i^k$ is a data instance, $y_i^k \in \{1, \ldots, C\}$ is the corresponding label, and $C$ is the number of label categories. For learning the global model $G$, federated learning usually contains two steps: local update and parameter aggregation.

Local Update. Federated learning algorithms, such as FedAvg, first randomly selects $B$ local models (denoted as $\mathcal{L}^B \subset \mathcal{L}$ where $B < K$) at each communication round. Let $\theta^b$ represent the learned parameter set from the $b$-th local model $l_b$ using the labeled data $\mathcal{D}_k^L$, i.e., minimizing the loss function $L(D_k^L)$ with stochastic gradient descent (SGD) method.

Parameter Aggregation. The average of the learned parameters $\{\theta^1, \ldots, \theta^B\}$ is treated as the parameter set of the global model $G$, i.e., $\theta^G \leftarrow \frac{1}{B} \sum_{b=1}^B \theta^b$. The global model $G$ then broadcasts $\theta^G$ to local models, i.e., local update. This procedure is repeated until $\theta^G$ converges.

2.2 Federated Semi-Supervised Learning

As shown in Figure 1, there are two kinds federated semi-supervised learning (FedSSL) scenarios, including labels-at-client and labels-at-server.

Labels-at-Client FedSSL. This scenario shares the same framework with classical federated supervised learning. The main difference is that each client only annotates a small portion of their local data (i.e., 10% of the entire data), leaving the rest of the data unlabeled. This is a common scenario for user-generated personal data, where the clients can easily annotate partial data but may not have time or motivation to label all the data (e.g., annotating faces in pictures for photo albums or social networking).

Taking the $k$-th client as an example, we have a set of labeled data $\mathcal{D}_k^L$ as illustrated in supervised federated learning setting. Besides, we have a set of unlabeled data denoted as $\mathcal{D}_k^U = \{x_{n+1}^k, \ldots, x_{n+m}^k\}$, where $m$ is the number of unlabeled data. In general, $n \ll m$. In the setting of standard semi-supervised learning, we need to simultaneously minimize losses from both labeled and unlabeled data to learn the parameters $\theta^k$ in the local update step as follows:

$$e^k = L(D_k^L) + J(D_k^U),$$

where $L(D_k^L)$ is the loss for labeled data, and $J(D_k^U)$ represents the loss for the unlabeled data.

Similar to supervised federated learning in the parameter aggregation step, we can obtain $G$ using the average of $B$ selected local models after $R_g$ communication rounds as follows:

$$\theta^G_{R_g} = \frac{1}{B} \sum_{b=1}^B \frac{n(b)}{N^G_b} \theta^b_{R_g},$$

where $n(b)$ denotes the total number of data on the $b$-th local client.

Labels-at-Server FedSSL. Another realistic scenario assumes that labels are only available at the server side, while local clients work with unlabeled data. This is a common case of real-world applications where labeling requires expert knowledge (e.g., annotating medical images and evaluating body postures for exercises), but the data cannot be shared with the third parties due to privacy concerns.

In this scenario, $\mathcal{D}_L = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ represents all the labeled data, which are located on the server. In general, $n \ll |D|$, where $|D|$ is the number of training data. On each client $k$, we have a set of unlabeled data denoted as $\mathcal{D}_k^U = \{x_{n+1}^k, \ldots, x_{n+m}^k\}$. The overall learning procedure is similar to the labels-at-client scenario, except that we need to minimize losses from labeled data at the server side to modify the parameters $\theta^G$ after aggregation using $t = L(D_L)$.

For the local update, we modify our loss function due to the absence of labeled data on each client, which is $e^k = J(D_k^U)$. Similar to standard federated semi-supervised learning in the parameter aggregation step, we can obtain $G$ using the average of $B$ selected local models by Eq. (2).

3 METHODOLOGY

To alleviate the new dilemma caused by unlabeled data, we propose FedSiam, an efficient FedSSL framework as shown in Figure 2. A siamese network is employed as the local model to effectively handle the unlabeled data, which consists of two nets, i.e., an online net and a target net. However, uploading the parameters of two nets to the server significantly increases the communication cost. To solve this issue, we further introduce a dynamic hyperparameter regulatory mechanism and a communication-efficient parameter selection based on the designed weight divergence. Next, we will give the details of the proposed FedSiam framework.

3.1 Siamese Network

As described previously, FedSiam uses a siamese network to utilize the unlabeled data on each client and solve the data heterogeneity. The siamese network consists of two sub-networks, i.e., an online net and a target net. For the online net $\theta_{t,q}$, we update its parameters by minimizing the loss with SGD. Then we define the target net parameters $\theta_{t,q}$ at training step $q$ as the exponential moving average (EMA) of successive $\theta_{t,q}$. Specifically, given a target decay rate $\alpha \in [0, 1]$, after each training step we perform the following update, as:

$$\theta_{t,q} = \alpha \theta_{t,q-1} + (1 - \alpha) \theta_{t,q}.$$  (3)

Siamese network has received a great success in semi-supervised learning [32] and self-supervised learning [12]. However, we now argue that the siamese network can contribute to solve the non-IID dilemma. An intuitive explanation is that the online model and target model within the siamese network have a clear division of labor. The online network keeps updating the parameter from the non-IID training data in clients; while the target network updates slowly with the momentum mechanism and reserves the long-term information from previous training. This division of labor enables the proposed FedSiam framework to extract the feature information efficiently from the non-IID data.
3.2 Framework Design

3.2.1 Loss Design. In the proposed FedSiam framework, to utilize the unlabeled data on each client, we introduce the consistency loss into model training. Let $\theta^k$ be the parameter set of the target net. Given two perturbed inputs $x^k_i + \eta$ and $x^k_i + \eta'$, the consistency loss disciplines the difference between the online net’s predicted probabilities $f(x^k_i + \eta; \theta^k)$ and the target net’s predicted probabilities $f(x^k_i + \eta'; \hat{\theta}^k)$. The consistency loss is typically represented by the Mean Squared Error (MSE):

$$J = \frac{1}{n' + m'} \sum_{i=1}^{n' + m'} \| f(x^k_i + \eta; \theta^k) - f(x^k_i + \eta; \hat{\theta}^k) \|^2$$

or Kullback–Leibler (KL) divergence:

$$J = \frac{1}{n' + m'} \sum_{i=1}^{n' + m'} KL(f(x^k_i + \eta; \theta^k) || f(x^k_i + \eta; \hat{\theta}^k)),$$

where $n'$ denotes the total number of labeled data and their perturbations, $m'$ denotes the total number of original unlabeled and perturbed unlabeled data, $f(\cdot; \cdot)$ represents a deep neural network, and $\theta^k$ is the parameter set of the online net.

We apply the widely used cross-entropy loss as the classification loss for the labeled data, i.e.,

$$L = \frac{1}{n'} \sum_{i=1}^{n'} \sum_{c=1}^{C} p(y^k_i = c) \log f(x^k_i; \hat{\theta}^k).$$

3.2.2 Framework Learning. The key of federated semi-supervised learning is how to utilize the unlabeled data on each client without intervening in the classification task of other clients. FedSiam employs a similar loss as Eq. (1). For each client $k$ in the labels-at-client scenario, FedSiam aim to update the local model as,

$$\hat{\theta}^k = \min_{\theta^k} L + \beta^k J,$$

or in the labels-at-server scenario:

$$\hat{\theta} = \min_{\theta \in \Theta} L,$$

$$\hat{\theta}^k = \min_{\theta^k \in \Theta^k} \beta^k J,$$

where $\hat{\theta}^k$ is the optimal parameter set of the $k$-th local model, $\hat{\theta}$ is the optimal parameter set of the global model, $L$ is the classification loss on the labeled data, $J$ is the consistency loss on the unlabeled data, and $\beta^k$ is a dynamic hyperparameter to control the influence of the unlabeled data.

To optimize the local model, we first learn the parameters of the online net by minimizing Eq. (7) and Eq. (8). Then we define the target net parameters $\theta^k$ at training step $q$ as the exponential moving average (EMA) of successive $\theta^k$ as:

$$\theta^k_{t,q} = \alpha^k \theta^k_{t,q-1} + (1 - \alpha^k) \theta^k_{t,q},$$

where the target net weight in local $k$ at training step $q$ is composed of the moving average of the target net’s weight at training step $q - 1$ and the online net’s weight at training step $q$. $\alpha^k$ is a dynamic hyperparameter to control the update proportion of target net. We use the ramp-up technique with an upper EMA decay during training because the online net improves quickly early in the training, and thus the target net should forget the old, inaccurate, online weights quickly.

3.3 Layer Selection

Though the siamese network tightly couples target and online nets to enhance each other, in the federated learning setting, especially for the Non-IID settings, the performance of the siamese network easily degrades due to unavoidable data bias in each client. Such a challenge makes it necessary to synchronize the parameters of target and online nets across the different clients. However, full synchronization of different target and online networks easily leads to expensive communication costs.

To solve the aforementioned challenge, we propose to remove the layers of the target net during the uploading process to the server, which are similar to those of the target net. When conducting parameter aggregation, we can borrow the removed layers of online nets from the corresponding target nets first and then use Eq. (2) to obtain the global model $G$. In such a way, we can significantly reduce the communication cost compared with uploading all the parameters. Next, we will introduce how to calculate layer-level similarity and then describe how to remove similar layers.

3.3.1 Layer-level Divergence. For calculating the layer-level model divergences, we propose a new Fair-and-Square Metric (FSM), which is defined as follows:

$$\text{FSM}^k[j] = \frac{\| \theta^k[j] - \theta^k[j] \|}{\| \theta^k[j] \|}.$$
sever. Though the uploading and downloading of $\Lambda$ increases the communication cost, comparing with the reduced cost from model parameters, it can be ignored. Thus, the overall communication cost can be significantly reduced with our approach.

3.3.3 The Value of $\tau$. From Eq. (7), Eq. (8) and Eq. (9), we can observe that when the global training epoch $R_g$ is small, the online target nets are relatively similar, and the consistency loss does not dominate the optimization. Thus, it is not necessary to upload the online net to the server. However, with the increase of $R_g$, the weight of the consistency loss increases, which leads to the difference between the target and online nets. At this time, we need to sacrifice communication cost and upload a part of parameters from the online net. As the training process keeps going on, the similarity of the two nets increases. Thus, the number of uploaded parameters from the online net should be decreased. To satisfy these intuitions, we design the following two choices of ramp-down curves for the hyperparameter $\tau$:

![Figure 3: Linear.](image1)
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**Linear quantile curve.** As shown in Figure 3, the hyperparameter $\tau$ is 0 before the training rounds $\phi_g$ and then keeps reduce to 0 linearly until the end of training.
$$
\tau = \begin{cases} 
0, & R_g \leq \phi_g; \\
\frac{2\gamma(1-\mu)\times R_G}{R_G-\phi_g} (R_g - R_G), & \phi_g < R_g \leq R_G.
\end{cases} \tag{11}
$$

**Rectangle quantile curve.** As shown in Figure 4, the hyperparameter $\tau$ is 0 before the training rounds $\phi_g$, then keeps as a constant until the training rounds $\phi_g$, and equals to 0 again.
$$
\tau = \begin{cases} 
0, & R_g \leq \phi_g \text{ or } \phi_g < R_g \leq R_G; \\
\frac{1-(\gamma-\mu)\times R_G}{\phi_g-R_G} \phi_g < R_g < \phi_g.
\end{cases} \tag{12}
$$

where $\mu \in [0, 1]$ is a predefined target of reduced communication rate compared with the siamese network, $R_g$ is the global epoch at that time, $\phi_g$ is a predefined ending epoch, and $R_G$ is the total number of training epochs.

**Remark.** When $R_g \leq \phi_g$, we have $\tau = 0$ and $\alpha_g = 0$, which means that the proposed FedSiam only updates the target net, which is equivalent to the II-model. Compared with the Mean-Teacher model, the II-model can converge quickly. When $\phi_g < R_g \leq R_G$, indicating $\tau > 0$ and $\alpha_g > 0$, FedSiam updates both the target and online nets, which is similar to the Mean-Teacher model. Thus, the proposed FedSiam framework is more general and fully makes use of the advantages of both state-of-the-art models to not only reduce the communication rate but also increase the model convergence rate.

4 EXPERIMENTS

4.1 Experimental Setup

**Datasets.** In our experiments, we use three public available datasets, including MNIST\(^2\), CIFAR-10\(^3\), and SVHN\(^4\). The MNIST dataset is divided into a training set of 60,000 images and a test set of 10,000 images. There are 50,000 training samples and 10,000 testing samples in the CIFAR-10 dataset. In the SVHN dataset, 73,257 digits are used for training and 26,032 digits for testing. These three datasets are all used for the image classification task with 10 categories.

**Labels-at-Client Scenario.** Each dataset will be randomly shuffled and distributed to $K = 100$ clients, and each client will have $\frac{|D|}{K}$ instances, where $|D|$ is the number of training data. Let $\gamma$ represent the ratio of the labeled data on each client. Namely, there are $\frac{|D|}{K} \times \gamma$ labeled data and $\frac{|D|}{K} \times (1-\gamma)$ unlabelled data stored on each client. We set $\gamma = 0.1, 0.15, \text{ and } 0.2$ in the experiments.

For the IID setting, both labeled and unlabeled data all have $C$ categories. Since there are three settings under this scenario, we denote the traditional setting as Non-IID-I setting, where both the labeled and unlabeled data contain 2 random categories (i.e., $C' = 2$). We also propose two new settings, which are denoted as Non-IID-II and Non-IID-III, respectively. For the three Non-IID settings, we will use different approaches to partition the data. In the Non-IID-II setting, the labeled data have 2 categories, but the unlabeled data contain all the 10 categories. In the Non-IID-III setting, both labeled and unlabeled data all have the 10 categories. However, the different client will have different ratios of labeled data. In our experiments, 10 clients own 55% labeled data, and 90 clients only own 5% labeled data.

**Labels-at-Server Scenario.** In this scenario, each dataset will be randomly shuffled into two parts, i.e., labeled and unlabeled data. Let $\gamma$ represent the ratio of the labeled data on the entire dataset. There are $|D| \times \gamma$ labeled data at the server side, and $|D| \times (1-\gamma)$ unlabeled data are distributed to clients, where $|D|$ is the number of training data. We then divided the unlabeled data into $K = 100$ clients, and each client has $\frac{|D|}{K} \times (1-\gamma)$ unlabeled instances. We set $\gamma = 0.01$ and $0.10$ in the experiments.

For the IID setting, both labeled and unlabeled data all have $C$ categories. In the Non-IID setting, the labeled data on the server have all the 10 categories, but each client only contains 2 random categories (i.e., $C' = 2$) of unlabeled data.

**Baselines.** To fairly validate the proposed FedSiam framework, we use the following state-of-the-art baselines.

- **Federated semi-supervised learning models:** FedSem [1], FedFixMatch [16], and FedMatch [16].
- **Federated supervised learning models:** FedAvg [26] and FedAvg*, which employs data augmentation techniques over FedAvg.

These baselines will compare with the proposed FedSiam framework, which has three different implementations with different choices of the values of $\tau$ and $\alpha_g$, including FedSiam-II ($\tau = 0$ and $\alpha_g = 0$), FedSiam-MT ($\tau = 1$ and $\alpha_g > 0$), and FedSiam-D. FedSiam-D does not fix the values of $\tau$ and $\alpha_g$, which are dynamically adjusted using

\(^2\)http://yann.lecun.com/exdb/mnist/  
\(^3\)https://www.cs.toronto.edu/~kriz/cifar.html  
\(^4\)http://ufldl.stanford.edu/housenumbers/
Eq. (11) or Eq. (12). The rank of communication cost is \( \text{FedSiam-II} < \text{FedSiam-D} < \text{FedSiam-MT} \).

**Implementation.** For the three image datasets (including MNIST, CIFAR-10, and SVHN), we simulate the federated learning setup (1 server and \( K \) devices) on a commodity machine with 1 Intel® E5-2650 v4 CPU and 1 NVIDIA® 2080Ti GPU. We use the same local model for all the baselines and FedSiam on each dataset. For the MNIST dataset, we adopt a CNN [20] with two 5x5 convolution layers and two linear layers (21840 total parameters). For the CIFAR-10 & SVHN datasets, we apply a CNN with six convolution layers and three linear layers (5,852,170 total parameters). The details of each model architecture are shown in Table 1.

| Dataset | ID | Operation |
|---------|----|-----------|
| MNIST   | 1  | Convolution \((10 \times 5 \times 5) + \text{Max Pooling} (2 \times 2)\) |
|         | 2  | Convolution \((20 \times 5 \times 5) + \text{Max Pooling} (2 \times 2)\) |
|         | 3  | Fully Connected \((320 \times 50) + \text{ReLU}\) |
|         | 4  | Fully Connected \((50 \times 10)\) |

| CIFAR & SVHN | 5  | Convolution \((128 \times 3 \times 3)\) + BatchNorm + ReLU |
|             | 6  | Convolution \((256 \times 3 \times 3)\) + BatchNorm + ReLU |
|             | 7  | Fully Connected \((4096 \times 1024)\) + ReLU + Dropout (0.05) |
|             | 8  | Fully Connected \((1024 \times 512)\) + ReLU + Dropout (0.1) |
|             | 9  | Fully Connected \((512 \times 10)\) |

For all the baselines and FedSiam, we adopt the weak data argumentation technique for the three datasets, and the main process contains random reflect, flip, contrast adjustment, grayscale, and crop. In our experiments, there are several parameters that are shared by baselines and the proposed FedSiam framework as shown in Table 2. The values of those parameters are referred to existing works [1, 16, 26]. We use \( BS_{tr} = 10 \) and \( BS_{te} = 128 \) for the image classification tasks. In all experiments, we set \( seed = 1234 \) during dataset splitting and model training.

| Symbol | Value | Definition |
|--------|-------|------------|
| \( R_C \) | 50/150/200 | round of global training |
| \( K \) | 100 | number of clients |
| \( B \) | 10 | number of active clients |
| \( R_t \) | 5/1 | number of local epochs |
| \( BS_{tr} \) | 10/100 | local training batch size |
| \( BS_{te} \) | 128/64 | local testing batch size |
| \( \gamma \) | 0.01/0.1/0.15/0.2 | fraction of labeled data |
| \( lr \) | 0.01 | learning rate |
| \( M \) | 0.9 | momentum |
| \( wd \) | 1e-4 | weight-decay |
| \( Seed \) | 1234 | random seed |

Table 3 shows some key parameters of baselines, including FedSem [1], FedFixMatch [16], and FedMatch [16]. Most of those settings are the same as the primitive parameter mentioned in those works. The strong data argumentation technique is only used in FedMatch and FedFixMatch baselines.

| Symbol | Value | Definition |
|--------|-------|------------|
| \( R^1 \) | 30 | rounds of Phase 1 of FedSem |
| \( R^2 \) | 20 | rounds of Phase 2 of FedSem |
| \( T \) | 0.95 | pseudo label threshold in Fed(Fix)Match |
| \( H \) | 2 | number of helper model in FedMatch |
| \( n \) | 10 | count of strong data argumentation type |
| \( m \) | 10 | usage count of each argumentation type |

Table 4 shows the hyperparameters of the proposed FedSiam framework. Note that the tipping point 1 of quantile curve \( \phi_1 = 3 \) in linear quantile curve (Eq. (11)) and \( \phi_2 = 10 \) in rectangle quantile curve (Eq. (12)). \( \phi_y \) is only used in rectangle quantile curve (Eq. (12)).

| Symbol | Value | Definition |
|--------|-------|------------|
| \( \alpha_{max} \) | 0.999 | maximum value of moving average \( \alpha \) |
| \( \phi_1 \) | 10 | coefficient threshold of consistent loss |
| \( \phi_y \) | 3/10 | tipping point 1 of quantile curve |
| \( \phi_y \) | 40 | tipping point 2 of rectangle quantile curve |
| \( \tau_y \) | 0.5 | communication rate of \( \omega_y \) |

### 4.2 Labels-at-Client Evaluation

In this section, we evaluate the performance of the proposed FedSiam framework using four settings, including one IID and three Non-IID settings. The performance of different approaches on three datasets can be found in Table 5. We can observe that the proposed FedSiam achieves the best performance compared with baselines.

#### 4.2.1 Performance Evaluation for the IID Setting

FedAvg and FedAvg+ are two federated supervised learning approaches. From the accuracy values on the four datasets, we can observe that FedAvg+ performs better than FedAvg, which indicates that the data augmentation technique is powerful when the number of labeled data is limited. FedSem achieves the best performance among all the baselines on the MNIST dataset. Since the MNIST dataset has clear patterns for the digit images, the pseudo labels are also of good quality. Such a way can be treated as increasing the training data size. Thus, the accuracy of FedSem is greater than that of FedAvg+. However, the other two image datasets are much more complicated compared with the MNIST dataset, which makes FedSem perform worse than FedAvg+.

On the MNIST and CIFAR datasets, the accuracy of FedFixMatch and FedMatch is usually lower than that of FedAvg+, even though they all take unlabeled data into consideration but in different...
matters. These results illustrate that we need to design an effective way of using unlabeled data. Otherwise, the unlabeled data may degrade the performance. SVHN is a widely-used semi-supervised dataset. On this dataset, FedFixMatch and FedMatch perform better compared with FedAvg+.

From our three implements, we can conclude that Siamese-network-based models are better than II-based model in the IID setting. Though the model capacity of FedSiam-MT is larger than that of FedSiam-D, FedSiam-MT still achieves comparable performance with FedSiam-MT on the three datasets. This demonstrates that the designed communication compression approach is reasonable and effective by dynamically adjusting the global parameter $\tau$ and the local parameter $\alpha^k$.

### 4.2.2 Performance Evaluation for the Non-IID Settings

From Table 5, we can observe that our proposed approaches still outperform all the baselines. Compared with the results of the IID setting, we find that all the accuracy drops for both Non-IID-I and Non-IID-II settings. This observation is in accord with the fact, that is, the Non-IID setting is more challenging than the IID setting for federated learning. The accuracy of most approaches in the Non-IID-II setting is more challenging than the IID setting for federated learning. Since the scenario only contains unlabeled data on different clients, we can conclude that this imbalanced setting is easier than the previous ones, and all the approaches can increase the performance significantly.

### 4.2.3 Convergence Rate

Figure 5 shows the test accuracy changes with respect to the number of global communication rounds or epochs $k_0$ under the IID and Non-IID settings on the SVHN dataset. We choose FedSiam-D as the representative of our framework compared with all baselines. We can observe that to archive the target accuracy (i.e., the dotted line) on the SVHN dataset under all the settings, FedSiam-D needs much fewer rounds but achieves greater accuracy compared with baselines. These results indicate that the fast convergence rate of FedSiam also increases its efficiency.

### 4.3 Labels-at-Server Evaluation

In this section, we evaluate the performance of the proposed FedSiam framework in the labels-at-server scenario, including both the IID and Non-IID settings. Since the scenario only contains unlabeled data on each client, FedAvg, FedAvg+, FedSem, and FedSiam-D do not fit this setting. Thus, we use the remaining four approaches to validate the performance, which can be found in Table 6. We can observe that the proposed FedSiam achieves the best performance compared with baselines.
Table 6: Average accuracy of three runs on the three datasets under the labels-at-server scenario with different ratios of labeled data.

| Setting  | Model        | MNIST | CIFAR | SVHN | MNIST | CIFAR | SVHN |
|----------|--------------|-------|-------|------|-------|-------|------|
| γ = 0.01 | FedFixMatch  | 88.67 | 49.75 | 75.05| 89.27 | 48.93 | 73.92|
|          | FedMatch     | 90.16 | 52.64 | 78.52| 89.61 | 52.65 | 77.84|
|          | FedSiam-II   | 91.28 | 52.70 | 80.10| 91.61 | 50.77 | 80.69|
|          | FedSiam-MT   | 91.25 | 53.90 | 77.27| 90.93 | 55.26 | 81.51|
| γ = 0.10 | FedFixMatch  | 95.97 | 74.73 | 92.20| 96.13 | 75.88 | 92.68|
|          | FedMatch     | 96.09 | 80.16 | 92.09| 95.70 | 79.50 | 91.46|
|          | FedSiam-II   | 96.18 | 80.19 | 92.13| 96.32 | 80.10 | 92.18|
|          | FedSiam-MT   | 95.82 | 80.50 | 92.32| 96.07 | 79.61 | 92.33|

4.3.1 Performance Evaluation for the IID Setting. On all three datasets, the accuracy of FedFixMatch is higher than that of FedFixMatch, because it introduces two helper networks and parameter deposition strategy in the labels-at-client scenario. These results illustrate that fixMatch-based methods can have a great performance with some new mechanisms.

From our experiments, we can conclude that siamese network-based models are better than fixmatch-based models in the IID setting of labels-at-server scenario. On all three datasets, FedSiam-II and FedSiam-MT achieve better performance compared with other baselines. When the radio of labeled data γ = 0.1, the advantage of our proposed FedSiam framework is more obvious. This demonstrates that FedSiam have a great capacity for the situation that labeled data are plentiful, and data distribution is even in the labels-at-server scenario.

4.3.2 Performance Evaluation for the Non-IID Setting. For the Non-IID setting with γ = 0.10, the accuracy of FedFixMatch in MNIST and SVHN is lower than that of FedMatch, even though it brings the helper networks and parameter deposition strategy into the basic fixmatch-based method in the labels-at-client scenario. These results illustrate that we need to design an effective way of using unlabeled data while considering the effect of the Non-IID setting. Otherwise, the data heterogeneity may degrade the model performance.

From Table 6, we can observe that our FedSiam outperforms other baselines in labels-at-server scenario. On all three datasets, FedSiam-II and FedSiam-MT achieve up to 4% performance gain compared with other baselines. The advantage of our framework is more obvious when γ = 0.01. This demonstrates that FedSiam have greater performance gain in the Non-IID setting when the labeled data are extremely limited. For the SVHN dataset, FedSiam-MT model perform better than FedSiam-II. We can conclude that the siamese network has more advantages for dealing with classical semi-supervised learning datasets.

4.4 Ablation Studies

In this section, we conduct experiments to analyze the importance of various aspects of FedSiam under the labels-at-client scenario. We conduct experiments with γ = 0.1, varying one or a few hyperparameters at a time while keeping the others fixed.

Communication Efficiency. One benefit of the proposed FedSiam framework is that it can reduce model communication cost in an adaptive manner. To explore the relationship between communication cost and accuracy, we conduct experiments by changing the hyperparameter μ, which represents the target reduced communication cost compared with the full siamese network. FedSiam-MT is built upon the full siamese network, which has the largest communication cost compared with FedAvg+, FedSiam-II, and FedSiam-D. FedAvg+ and FedSiam-II have the lowest communication cost. Figure 6 shows the results on the two datasets under the IID setting. The X-axis represents the value of μ, and Y-axis denotes the value of accuracy.

We can observe that with the decrease of communication cost, i.e., increasing the value of μ, the accuracy obtained by FedSiam-D increases until achieving the peak value, which is larger than that of FedAvg+, FedSiam-II, and even FedSiam-MT. An interesting result is that reducing the network communication (FedSiam-D) even leads to performance improve compared with FedSiam-MT. We can understand the layer’s removal and splicing as the random noise added into the model during the training, which can contribute to the robustness and performance of our model in some cases. This shows that the proposed dynamically adaptive layer selection mechanism is reasonable and essential. After the peak value, the accuracy of FedSiam-D then drops, which shows that there exists a trade-off between reducing communication cost and persevering performance.

Siamese Network & Momentum Update. We firstly experiment with the siamese network and momentum update, which controls the training of models. We report the performance of FedSiam-NonSiam, i.e., without using the siamese network, as shown in the second row of Table 8. The result suggests that the siamese network plays an important role with regard to model performance. An essential hyperparameter of FedSiam is the EMA decay on training αk. We conduct experiments to select the best value of αk and validate the sensitivity of our model to these values. From the third row
of Table 8, we can see that the model accuracy first increases and then degrades quickly as the $a^K$ grows. According to these results, we use $a^K = 0.999$ in each training run, which receives the best performance among all the settings.

**Quantile Curve for $\tau$.** We experiment with the ramp-up curve for $\tau$, which controls the amount of unloaded parameters. We report the accuracy value of two quantile curves in the last row of Table 8, with total 50 rounds training with the IID case in the label-at-client scenario. The result demonstrates that FedSiam-D achieves the best performance with the linear quantile curve on the MNIST and SVHN datasets, while the model with rectangle curve performs the best among the CIFAR-10 dataset, but the gap is small compared with the linear version. With these results, we use the linear quantile curve for the MNIST and SVHN datasets and rectangle curve for the CIFAR-10 dataset.

**Table 7:** Mean accuracy with $\gamma = 0.1$ under the IID setting over four runs per hyperparameter setting. In each experiment, we vary one hyperparameter and fix other hyperparameters listed in Table 2.

| Settings       | MNIST | CIFAR | SVHN |
|----------------|-------|-------|------|
| Siamese Network| FedSiam-NoSiam | 97.03% | 68.78% | 87.24% |
|                | FedSiam-D | 97.22% | 64.12% | 88.76% |
| Momentum Update $a^K$ | 0.9 | 97.08% | 63.86% | 88.22% |
|                | 0.99 | 96.93% | 63.48% | 88.25% |
|                | 0.999 | 97.22% | 64.12% | 88.76% |
|                | 0.9999 | 96.94% | 63.13% | 88.60% |
| Quantile Curve for $\tau$ | linear | 97.22% | 64.08% | 88.76% |
|                | rectangle | 97.13% | 64.12% | 88.63% |

**Loss Function.** To choose the suitable loss function as the consistency loss $J$ under the FedSSL scenario, we conduct the ablation experiments on two different losses, i.e., Mean Squared Error (MSE) loss and Kullback-Leibler (KL) Divergence loss in three datasets. From Table 8, we can observe that under the IID setting, the models with MSE loss and KL Divergence loss perform better than baselines listed in Table 5, and using MSE loss leads to the best accuracy on the three datasets. Thus, we choose to use the MSE loss for the IID setting. However, in the Non-IID-I setting, using KL Divergence loss can achieve much higher accuracy compared with the MSE loss on the CIFAR dataset, and on the MNIST and SVHN datasets, the modes with MSE loss still outperform the ones with KL Divergence loss. Based on these observations, we choose the KL Divergence loss for the CIFAR dataset and the MSE loss for both MNIST and SVHN datasets when running experiments under the Non-IID settings.

**Table 8:** Mean accuracy with $\gamma = 0.1$ under the IID and Non-IID-I setting over four runs per hyperparameter setting. In each experiment, we change the consistency losses and fix other hyperparameters listed in Table 2.

| Settings | MNIST | CIFAR | SVHN |
|----------|-------|-------|------|
| IID      | MSE loss | 97.22% | 64.12% | 88.76% |
| KL Divergence loss | 96.16% | 63.52% | 88.71% |
| Non-IID-I | MSE loss | 95.61% | 41.09% | 81.61% |
| KL Divergence loss | 87.04% | 48.11% | 73.69% |

5 RELATED WORK

5.1 Federated Learning

Federated learning aims to collaboratively build a joint model through data from different parties or clients. Most algorithms of FL focus on the supervised setting and mainly solving three challenges: statistical heterogeneity [15, 23, 36], system constraints [8, 10, 25], and trustworthiness [5, 6, 11]. In this paper, we mainly aim to solve the challenge of statistical heterogeneity, i.e., the Non-IID setting. To address this challenge, various algorithms have been proposed like sharing a some part of data [36], training personal model for each client [23], or adjusting the SGD convergence of FL [15]. However, introducing unlabeled data into federated learning significantly increases the difficulty of the Non-IID setting. Regarding FL in the semi-supervised scenario, relatively little attention has been paid to this area. A simple two-phase training with pseudo labeling is introduced to FL [1]. A study on inter-client consistency suggested that a simple application of SSL methods might not perform well in FL and the inter-client level consistency might improve the performance [16]. However, these efforts do not propose a more general and practical algorithm and validation of its potentials on new challenges of federated semi-supervised learning.

5.2 Semi-supervised Learning

Semi-supervised learning mitigates the requirement for labeled data by providing a means of leveraging unlabeled data [9]. The recent works in SSL are diverse but a trend of unity. Pseudo label, which converts the unlabeled data to labeled data, utilizes unlabeled data by labeling the data with a dynamic threshold [21]. A nature and well-working idea on consistency regularization has been widely adopted in SSL [19, 27–29, 32]. A further discussion on how loss geometry interacts with training procedures suggests that the flat platform of SGD leads to the convergence dilemma of consistency-based SSL [2]. By exploring further or mixing many practical methods, UDA [33], MixMatch [4], ReMixMatch [3], and Fixmatch [31] are proposed. In our work, we mainly focus on utilizing the pure consistency-based methods working with federated learning.
6 CONCLUSION
In this work, we focus on the practical and challenging setting in federated semi-supervised learning (FedSSL). To fully consider the new fundamental challenges caused by unlabeled data, we introduce two new non-IID settings in the labels-at-client scenario. Correspondingly, we propose a novel and general framework, called FedSiam, which is not only effective and robust for several new FedSSL Non-IID scenarios but also takes communication efficiency into consideration. Experiments on three image datasets under the IID and Non-IID settings in both labels-at-client and labels-at-server scenarios demonstrate the effectiveness of the proposed FedSiam framework compared with state-of-the-art baselines for the federated semi-supervised learning task.
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