DNA damage induces targeted, genome-wide variation of poly(A) sites in budding yeast
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Systemic response to DNA damage and other stresses is a complex process that includes changes in the regulation and activity of nearly all stages of gene expression. One gene regulatory mechanism used by eukaryotes is selection among alternative transcript isoforms that differ in polyadenylation (poly(A)) sites, resulting in changes either to the coding sequence or to portions of the 3′ UTR that govern translation, stability, and localization. To determine the extent to which this means of regulation is used in response to DNA damage, we conducted a global analysis of poly(A) site usage in Saccharomyces cerevisiae after exposure to the UV mimetic, 4-nitroquinoline 1-oxide (4NQO). Two thousand thirty-one genes were found to have significant variation in poly(A) site distributions following 4NQO treatment, with a strong bias toward loss of short transcripts, including many with poly(A) sites located within the protein coding sequence (CDS). We further explored one possible mechanism that could contribute to the widespread differences in mRNA isoforms. The change in poly(A) site profile was associated with an inhibition of cleavage and polyadenylation in cell extract and a decrease in the levels of several key subunits in the mRNA 3′-end processing complex. Sequence analysis identified differences in the cis-acting elements that flank putatively suppressed and enhanced poly(A) sites, suggesting a mechanism that could discriminate between variable and constitutive poly(A) sites. Our analysis indicates that variation in mRNA length is an important part of the regulatory response to DNA damage.

[Supplemental material is available for this article.]

The necessity of a poly(A) tail at the 3′-ends of mRNAs for stability, export, and translation of the mature transcript has been well documented (Iglesias and Stutz 2008; Zhang et al. 2010; Eckmann et al. 2011). The point at which the RNA is cleaved and polyadenylated can also influence the amount and type of protein derived from that mRNA. Selection between mRNA isoforms with different poly(A) sites can alter the amount of coding sequence in the mRNA or significantly change its stability, localization, or translation because of the inclusion of post-transcriptional regulatory elements in the final mature transcript. Genome-scale studies of essentially all eukaryotes have shown that a majority of genes utilize multiple poly(A) sites (Brockman et al. 2005; Yan and Marr 2005; Zhang et al. 2005), demonstrating the scope of such variation. The spacing between alternative poly(A) sites can be as little as a few nucleotides or up to hundreds or even thousands of nucleotides. Selection among transcript isoforms with different poly(A) sites can vary during development and differentiation, between cells with different proliferation rates, or between diseased and matched healthy samples (Ji and Tian 2009; Ji et al. 2009; Singh et al. 2009; MacDonald and McMahon 2010; Neilson and Sandberg 2010; Lutz and Moreira 2011; Lembo et al. 2012). Systematic variation in poly(A) site usage is therefore manifest as “alternative polyadenylation,” even though mechanisms other than changes in 3′-end processing could be responsible for selecting between the different mRNA isoforms.

It is likely that systematic, regulatory changes in mRNA length at the 3′-end could also be employed as part of the global response of a cell to environmental conditions. To assess this possibility, we conducted a genome-wide analysis of changes in poly(A) site profiles in yeast after DNA damage. Specifically, we used a large-scale measurement of direct RNA sequence (DRS) tags (Ozsolak et al. 2010) to compare expression and poly(A) site position with and without exposure to the UV-mimetic 4-nitroquinoline 1-oxide (4NQO), which introduces bulky chemical adducts into DNA. Genomic alignment and subsequent assignment of DRS tags to protein coding genes revealed significant variation in the isoform distribution in over one-third of the expressed genes, characterized by a general trend toward lengthening of mRNAs and a focusing to a reduced number of poly(A) sites in the transcripts of many genes. This surprising finding of a widespread shift in mRNA lengths suggests a novel way in which the cell can cope with DNA damage.

Results

Genome-wide measurement of poly(A) sites shows widespread trends toward transcript elongation after exposure to 4NQO

For genome-scale assessment of poly(A) site usage, DRS analysis was performed on yeast samples grown under standard conditions in the presence or absence of 4NQO. DRS generates 30- to 40-nt-long strand-specific RNA sequences that are typically anchored within 1–2 nt of the transcript’s poly(A) site (Ozsolak et al. 2010). For our samples, DRS yielded 4.4 million reads for untreated cells and 10.3 million for 4NQO-treated cells. Following align-
ment to the reference yeast genome (sacCer3), we assigned tags to known protein coding genes (for details, see Methods).

Eukaryotic poly(A) sites are frequently degenerate with respect to position (Brockman et al. 2005; Yan and Marr 2005; Zhang et al. 2005), a phenomenon that has typically been dealt with in computational analyses either by local clustering and condensation of sites or by removal of sites that are below a threshold level of supporting evidence. In contrast, we chose to work with all sites at their indicated position and create a “cumulative polyadenylation distribution” (CPD) (see Figs. 2, 3, below), which reads from 5′ → 3′ through the gene and represents the empirical likelihood of polyadenylation at or before each position in the putative transcript. Comparison of the identification of genes with significant 4NQO-induced variation with and without clustering revealed only minor differences in results (Supplemental Fig. 1).

We compared each gene’s distribution of DRS tags with and without 4NQO treatment, testing the hypothesis that the distribution of isoforms, and therefore the distribution of DRS tags, would not vary with the addition of 4NQO. Statistically significant variation was identified through a permutation analysis that randomized DRS tag–to-sample assignment (Methods), controlling for multiple testing at FDR < 0.1. We found that 2031 of the ~5800 yeast genes had significant variation in their distribution of poly(A) sites (Table 1). Of these, 1720 genes had evidence only for a shift to elongated isoforms, 258 had evidence only for a shift to truncated isoforms, and 53 had more complex patterns. The changes in genes with elongated transcripts generally affected both the CDS and 3′ UTR, whereas genes with evidence of truncation were highly biased to affect only the 3′ UTR (Supplemental Fig. 2).

Consistent with other large-scale measurements of yeast poly(A) sites (Ozsolak et al. 2010; Yoon and Brem 2010; Johnson et al. 2011), the distribution of poly(A) sites within distinct gene regions (Fig. 1A) demonstrates that the majority of sites in both 4NQO-treated and untreated samples are in the first 250 nucleotides (nt) of the 3′ UTR. However, with 4NQO, there was a notable loss of transcripts ending at poly(A) sites within or upstream of the CDS. Comparison of the relative change in the fraction of all poly(A) sites in each gene region (Fig. 1B) shows that the largest variation is observed in the suppression of short transcripts terminating within 100 nt of the start codon. Taken transcriptome-wide (Fig. 1C), we found a distinct decrease in the fraction of the DRS tags of transcripts located within the CDS after 4NQO treatment. As noted above, over 3800 genes did not vary significantly in poly(A) site usage (examples are shown for TEF1, TEF2, CLP1, MEP1, and PTA1 in Supplemental Fig. 4).

Table 1. Count of genes with significant 4NQO-induced variation in isoform, broken down by relative position and type of change

| Variation    | 5′ UTR | CDS  | 3′ UTR | Gene total* |
|--------------|--------|------|--------|-------------|
| Elongation   | 267    | 863  | 1755   | 1765        |
| Truncation   | 29     | 57   | 311    | 315         |
| Either*      | 296    | 920  | 2067   | 2031        |

*Genes can have evidence of alternative isoforms that affect more than one gene region. Therefore, the total number of genes is less than the sum of the three gene regions. Similarly, genes can have evidence of both elongation and truncation within a single region (e.g., HAA1 in Fig. 3).

To further assess how the expression of isoforms with alternative poly(A) sites contributes to gene regulation, the CPD plots (Figs. 2, 3) include measurements of normalized transcript expression determined in three distinct ways: (1) the total abundance, as reflected in the normalized counts assigned to each gene regardless of the location within the gene structure (black bar plots in Figs. 2, 3); (2) the abundance of transcripts that include a full-length CDS, regardless of 3′ UTR length (blue bar plots); and (3) the abundance of putatively “optimal” transcripts, defined as including the full CDS and a 3′ UTR ≥250 nt, a distance that corresponds to the ~95th percentile of observed yeast 3′ UTRs (red bar plots) (Graber et al. 1999, 2002).

3′ RNA amplification of cDNA ends (3′ RACE) was used to validate the change in mRNA isoforms for representatives of suppressed (ACT1, NHX1, and RNA14) and enhanced poly(A) sites (RADS3) (Supplemental Fig. 3; for CPD plots, see Figs. 2A, 3A; Supplemental Fig. 4). For each of these genes, the size of the 3′ RACE products was consistent with that predicted from the DRS mapping; for ACT1 and RNA14, in agreement with the sizes of mRNAs.
detected by Northern blot in other studies (Mandart 1998; Sparks and Dieckmann 1998; He et al. 2003; Runner et al. 2008; Johnson et al. 2011). For NHX1 and RAD53, the upstream sites are far from any A-rich stretches, minimizing the likelihood that the 3' RACE products would be generated by internal priming. Importantly, the amount of the 3' RACE products associated with each gene changes in the direction predicted by the DRS data (Supplemental Fig. 3, bottom panel), with transcripts that terminate at the upstream site decreasing upon 4NQO treatment for ACT1, NHX1, and RNA14, but increasing for RAD53. In summary, the 3' RACE analysis supports the accuracy of DRS data set in determining poly(A) site positions.

To search for functional significance in the genes that show significant changes in their CPD profiles, we extracted groups of genes with common behavior and submitted the gene lists to the GOStat tool (Beissbarth and Speed 2004), which searches for over- and underrepresented Gene Ontology (Ashburner et al. 2000) terms, including corrections for multiple hypothesis testing. Analysis of the genes whose short transcripts were suppressed revealed significant categories of both over- and underrepresented terms (Supplemental Tables 1, 2). The overrepresented GO terms fell into three general categories, focused on (1) transport and localization, (2) signal cascades in response to stimulus, and (3) catabolic processes. The underrepresented categories were primarily associated with gene transcription and translation and other biosynthetic pathways. In sharp contrast, genes that were subject to truncation upstream of the CDS had no significantly over or underrepresented terms.

CPD plots reveal gene-specific patterns for isoform variations in response to 4NQO

In this section, we present several representative examples of the different manners in which the distribution of 3' termini can vary with exposure to 4NQO. Poly(A) sites that show the greatest suppression in terms of tag counts are those located upstream of the stop codon, compared with those in the 3' UTR (Fig. 1A). Many genes with poly(A) sites in this category have a discrete, step-like CPD within their CDS, produced by poly(A) sites that can be further distinguished by whether the transcripts terminate distal to the CDS start codon or proximal (defined as within 100 nt) or even upstream in the 5' UTR. An example of the first type is RNA14, the yeast homolog of the mammalian gene CSTF3 (CstF-77), which encodes a poly(A) factor with an evolutionarily conserved feedback mechanism in which polyadenylation at a site within the CDS leads to suppression of protein product (Mandart 1998; Juge et al. 2000; Pan et al. 2006). Consistent with previous studies, DRS tags indicate two distinct internal sites (Fig. 2A, positions \(-393,750\) and \(-394,250\)) that together account for >70% of the RNA14 transcripts under standard growth conditions. With exposure to 4NQO, however, transcripts terminating at both sites are suppressed, reducing to ~40% the fraction of transcripts terminating in the

![Figure 2. Cumulative polyadenylation distribution (CPD) plots for genes that shift to longer isoforms with exposure to 4NQO. CPD plots are presented for (A) RNA14, (B) DEF1, and (C) RAD26. In all panels, black and red line-plots represent the CPD without and with exposure to 4NQO, respectively. Orange bars show CDS positions, with all plots oriented such that the 5'-3' direction of transcription is left to right. Light blue bars identify the largest block of difference between 4NQO and STD samples, and are displayed if the block was measured as significant. Gray bars show all significantly differing regions in the CPD after 4NQO exposure. Green arrows show prominent poly(A) sites. Normalized expression levels were calculated for total (black column plot), full-length (blue column plot), and optimal transcripts (red column plot).](image-url)
CDS. Additional examples (e.g., NHX1) can be seen in Supplemental Figure 4.

DEF1 provides an example of suppression of promoter-proximal sites (Fig. 2B). DEF1 encodes a protein that works in complex with Rad26 to ubiquitinate and degrade RNA polymerase II in response to DNA damage such as that caused by 4NQO and UV light (Woudstra et al. 2002). Under normal growth conditions, DEF1 transcripts terminate within 20 nt of the start codon (70% of DEF1 transcripts terminate within 20 nt of the start codon and produce a known short RNA (Nagalakshmi et al. 2008; Yassour et al. 2009). Under growth in 4NQO, however, the fraction drops to 30% (35% in the CDS), resulting in a fourfold increase in the fraction of mRNAs that include the full-length CDS. Additional examples of this type (e.g., HRP1) can be seen in Supplemental Figure 4.

We also observed genes with seemingly promiscuous polyadenylation across the CDS to give a ramp-like appearance in the CPD. An informative example is RAD26, which encodes a protein that forms a complex with Def1 and is involved in transcription-coupled repair (Woudstra et al. 2002). Under normal growth conditions, DRS tags show evidence of a large number of minor poly(A) sites spread over ~2 kb of the CDS (Fig. 2C). After exposure to 4NQO, the transcripts are much more tightly focused to two dominant poly(A) sites (positions ~500,000 and 500,700 in Fig. 2C), increasing the fraction of transcripts with a complete CDS from ~45% to ~75%. Other examples of this subclass are CFT1, CFT2, FIP1, PAP1, PCF11, PTI1, and SSU72 (Supplemental Fig. 4).

Of the 1765 genes with a 4NQO-induced shift to elongated transcripts (Table 1), 898 were affected only in their 3’ UTR (Supplemental Fig. 2). Elongation of these transcripts would presumably result in an extended 3’ UTR with additional regulatory sequences that could affect translation or stability (Kuersten and Goodwin 2003; Legendre et al. 2006; Sandberg et al. 2008; Ji and Tian 2009; Mayr and Bartel 2009). Examples of genes with 4NQO-induced elongated 3’ UTRs include ACT1, SUA7, CLP1, NPL3, PFS2, SYC1, and YTH1 (Supplemental Fig. 4).

While transcript elongation dominated our data, we also found 315 genes with increased expression of truncated transcripts. Of these, 258 did not affect the CDS but only changed the length of the 3’ UTR (Supplemental Fig. 2), generally resulting in a switch from an extended 3’ UTR to short or moderate length 3’ UTRs (<250 nt). RAD53, which encodes a protein kinase necessary for cell cycle arrest in response to DNA damage (Putnam et al. 2009), presents an interesting specific example (Fig. 3A). The DRS data indicate two major RAD53 transcripts, both including the complete CDS, and terminating ~120 nt and ~750 nt downstream from the stop codon, respectively. A total of 750 nt represents an extremely long 3’ UTR for yeast transcripts (Fig. 1A). 3’ RACE PCR validated expression of sequences that extended from just downstream from the upstream poly(A) site to the distal poly(A) site (Supplemental Fig. 3). Strikingly, the extended transcript is 2.5× more abundant than the shorter isoform in standard growth conditions, while exposure to 4NQO reversed this ratio to give 4× more of the shorter mRNA (Fig. 3A). Thus, despite a small drop in the total abundance of the transcript, the change in isoform distribution results in a significant increase in the number of transcripts with the shorter 3’ UTR (Fig. 3A).
A few genes show a shift to transcripts that terminate upstream of the stop codon, which would presumably reduce full-length protein expression relative to the transcript expression. For example, MIP6 (Fig. 3B), which encodes a putative mRNA binding protein associated with the nuclear pore, shows a significant increase in the fraction of transcripts that terminate at a promoter proximal poly(A) site, increasing from ~15% to ~65% with exposure to 4NQO.

Finally, a small number of genes (~50), for example, HAA1 (Fig. 3C), show more complex changes in the poly(A) site profile. HAA1, which encodes a stress-related transcription factor (Fernandes et al. 2005), produces transcripts with four principal poly(A) sites and many additional minor sites under normal conditions (Fig. 3C). Under standard conditions, ~50% of the transcripts are truncated within the coding sequence, and another 20% use poly(A) sites >450 nt from the stop codon, giving an unusually long 3’ UTR for yeast (Fig. 1A). Following 4NQO treatment, at least 80% of the transcripts utilize a poly(A) site ~80 nt downstream from the stop codon. Comparing total transcripts (Fig. 3C), the expression increases ~10% with exposure to 4NQO; however, the full-length and “optimal” length transcript expression levels increase by twofold and fourfold, respectively. This reduction of the number of utilized poly(A) sites in stably expressed transcripts with 4NQO treatment is reflected genome-wide, as we observed a significant shift to use of fewer poly(A) sites for many of the genes whose mRNA profiles changed (Supplemental Fig. 5).

In summary, the genome-wide assessment presented above suggests that the change in the relative expression of isoforms that differ in the position of the mRNA 3’-end provides a means of controlling expression beyond that which can be obtained by transcriptional control alone.

Comparison with a previous data set suggests both technical and biological variation

For comparative purposes, we obtained and similarly analyzed the sequence data from a previous study focused on the effects of depletion of the mRNA export factor Yra1 (Johnson et al. 2011). Our analysis of these data was largely consistent with the previous analysis, with ~1500 genes showing significant variation between control and Yra1-depleted samples (cf. Supplemental Fig. 6 with Fig. 5 in Johnson et al. 2011). In contrast with the trend in 4NQO, depletion of Yra1 led to roughly equal numbers of genes with shifts to truncated and elongated transcripts.

A detailed comparative analysis of the data sets facilitated an assessment of technical aspects of these different methods for identifying poly(A) sites. The Yra1-depletion data were generated with a solution-based oligo-dT-VN primer followed by sequencing on an Illumina GA IIx (Johnson et al. 2011). We found that the solution-based assay was significantly more susceptible to internal priming at A- or AG-rich sequences than DRS (Supplemental Fig. 7).

Figure 4. Comparison of poly(A) sets from distinct data sets reveals systematic variations in isoform abundance between experiments. CPD plots comparing the measured differences between the current DRS data and the previously measured poly(A) site profiles for standard and Yra1-depleted conditions (Johnson et al. 2011). (A) RNA14. Transcripts terminating within the RNA14 CDS are significantly suppressed with either exposure to 4NQO or Yra1 depletion; however, the baseline control (STD) plots vary significantly. Note that the putative site positioned ~393,500 is near an A-rich block, but not close enough to be attributed to internal priming of the oligo-dT. (B) DPL1. No significant variation is measured with either 4NQO exposure or Yra1 depletion; however, significant variation is measured between the two control samples. In addition, the expression levels, shown at right are much more similar within experiments than between control samples of the two experiments (for a genome-wide analysis of expression level similarities, see Supplemental Fig. 8). (C) PCF11. Significant variation was measured in 4NQO but not with Yra1 depletion. As with DPL1, expression levels are more similar between samples in the same experiment than between controls of the distinct experiments. 4NQO, STD data from the current study. J_STD (control) and J_YRA1 (Yra1-depleted) samples from Johnson et al. (2011).
Direct comparison of CPDs revealed a more striking difference between the two data sets, suggestive of systematic differences in experimental conditions. Genome-wide CPD comparison of the control samples identified 2790 genes with significant variation between experiments, compared with 2031 between 4NQO and its control and 1489 between Yra1-depletion and its control. Examples of this systematic variation can be seen in plots of the genes RNA14, DPL1, and PCF11 (Fig. 4). For these genes, the collection of poly(A) sites is largely consistent between experiments, but the relative abundance of tags at each site varies systematically between experimental groups, a phenomenon that holds true across a large fraction of surveyed genes. Consistent with this analysis, when we compared the many earlier studies that used Northern blot of RNA14 transcripts to demonstrate the effects of various mutations or growth conditions on polyadenylation in vivo, there was significant variation in the relative poly(A) site usage among the wild-type controls (Fig. 1A in Mandart 1998; Fig. 2D in He et al. 2003; Fig. 7 in Runner et al. 2008; Fig. 2 in Sparks and Dieckmann 1998).

We also noted that for DPL1 and PCF11, the expression levels are much more similar within each experiment than between the two control samples (Figs. 4B,C), suggesting systematic differences in experimental conditions. A hierarchical clustering of the measured expression levels was consistent with the supposition that samples from the same experiment are more similar than the control samples (Supplemental Fig. 8). Further investigation of the relationship between expression level and variation in poly(A) site distribution intriguingly revealed that highly expressed genes are largely immune to significant changes in isoform distribution (Supplemental Fig. 9). This relationship held up in all comparisons, whether between treatment and control within an experiment, or between the control samples of different experiments. However, no correlation was found between the number of poly(A) sites and the expression level (data not shown). Finally, we compared the overlap in the genes that are subject to changes in poly(A) site distribution among the three comparisons (Supplemental Fig. 10). The overlapping categories are significantly higher than expected under the null hypothesis of independent lists, suggesting that genes that change isoforms under one set of test conditions are likely to do so under multiple conditions.

**Exposure to 4NQO suppresses the mRNA 3′-end processing reaction**

Suppression of polyadenylation activity at upstream sites is one possible means of reducing the relative expression of short transcripts following exposure to 4NQO. To determine the effect of 4NQO on mRNA 3′-end processing, yeast cells were exposed to 5 μg/mL of 4NQO for 2 h, and in vitro processing was examined in extracts prepared from treated and untreated cells. Measurements of a test construct containing the GAL7 poly(A) site revealed that both the cleavage and poly(A) addition steps are significantly impaired in 4NQO-treated cells (Fig. 5A). Processing was also inhibited if cells were exposed to UV light (Fig. 5B). UV exposure causes damage similar to that of 4NQO, inhibits poly(A) site cleavage in mammalian cells (Kleiman and Manley 2001), and induces a shift to longer transcripts from the yeast RPB2 gene (Yu and Volkert 2013). The 4NQO-induced inhibition of in vivo processing is unlikely to be part of the general environmental stress response as we have shown in previous studies that 3′-end formation is not inhibited by heat shock (37°C) for a similar amount of time (Cheng et al. 2004; He and Moore 2005; Ghazy et al. 2009). Furthermore, the efficiency of in vitro processing was not affected when cells were exposed to other growth-inhibitory agents, such as 10 mg/ml hydroxyurea, which causes replication stress by decreasing dNTP pools, or 20 mM caffeine, a low-affinity adenosine analog thought to inhibit enzymes such as the DNA damage checkpoint kinases ATM and ATR and the MTOR (mechanistic target of rapamycin) kinase that regulates cell growth (Fig. 5C; Reinke et al. 2006; Sabisz and Skladanowski 2008).

We also examined proteins involved in mRNA 3′-end formation to see if there were any changes that might explain the decrease of polyadenylation activity in vitro. Processing of yeast poly(A) sites requires assembly of a complex of CPE, CF IA, and Hrp1 (Millevoi and Vagner 2010; Chan et al. 2011). Each factor recognizes one of the cis-acting elements that specify the poly(A) site, and the entire complex is stabilized by protein/protein interactions between the factors. To determine if these proteins were depleted or post-translationally modified in a way that significantly changed mobility by SDS-PAGE, we used antibodies against specific subunits to probe blots of 4NQO-treated and untreated extracts (Fig. 5D). As has been previously reported (Malik et al. 2008), the level of the Rpo21 (Rpb1) subunit of RNA Polymerase II is reduced following DNA damage by 4NQO. There were no significant changes in the levels of the CF IA or Hrp1 processing factors, or in the Sto1 (Cbp80) and Npl3 proteins, which are known to interfere with the interaction of CF IA and RNA (Bucheli et al. 2007; Wong et al. 2007). However, there is a striking reduction of many of the CPF subunits, including essential processing factors such as Pta1, Mpe1, Fip1, the Ysh1 nuclease, and the RNA binding proteins Cft1, Cft2, and Yth1. Mobility changes were not observed; however, post-translationally modified subunits may be present but not resolved on the gels used for Western blots. Taken together, these results suggest that loss of CPF subunits contributes to a general down-regulation of the poly(A) processing capacity of the cell after exposure to 4NQO.

In sharp contrast with the in vitro measurements of protein expression with exposure to 4NQO, the DRS data revealed that nearly all transcripts from genes involved with mRNA 3′-end formation were increased in expression (Supplemental Table 3). Only NPL3 and SYC1 transcripts were decreased in expression.

To gain further insight into the regulatory mechanisms that could produce an altered mRNA isoform profile, we focused on the RNA14 gene. As shown in Figure 2A, the two major poly(A) sites in the RNA14 coding sequence are significantly suppressed in vivo with 4NQO treatment such that ~60% of mRNAs terminate at the third poly(A) site. Previous in vivo studies have shown that the use of the first RNA14 poly(A) site (pA1) is decreased when cleavage/polyadenylation factors are mutated (Mandart 1998; He et al. 2003), or by loss of function of Rpb4 or Yra1, both of which affect in vivo recruitment of the processing factors to the elongating transcriptional complex (Runner et al. 2008; Johnson et al. 2011). These findings suggest that RNA14 pA1 is very susceptible to the availability of the 3′-end processing machinery.

To directly test this idea, we compared the activity of RNA14 pA1 with that of the third region (pA3) in our in vitro processing assays. As can be seen from Figure 2A, these poly(A) sites span ~70 nt for pA1 and 100 nt for pA3. Transcriptional templates were designed to give transcripts of 540 nt for pA1 and 495 nt for pA3, giving at least 190 nt of sequence on each side of the region in which most polyadenylation occurs (Fig. 5E). From our knowledge of yeast poly(A) sites (Fig. 6; Graber et al. 1999, 2002; van Helden et al. 2000), this arrangement should include the core signal elements needed for processing. Processing of RNA14 pA3...
occurred as robustly as our standard test site, GAL7 (Fig. 5F), with almost all precursor being polyadenylated in 20 min. Four products were detected, and the approximate positions of the cleavage sites were determined after taking into account that the length of poly(A) tails added in vitro ranges from 70–90 adenosines. This placed the most abundant product within the region determined by DRS and two of the less abundant products just outside of it (Fig. 5E). In contrast, the RNA14 pA1 precursor was not processed (Fig. 5F, lanes 4–5), and activity on this substrate was not improved with longer times of reaction or by varying the concentration of extract, salt, or magnesium or the means of preparing the RNA substrate (data not shown). As with GAL7, the abundance of polyadenylated products from the RNA14 pA3 substrate was decreased if extract came from 4NQO-treated cells. From these experiments, we conclude that the RNA14 pA1 site is processed very poorly in vitro compared with the downstream RNA14 pA3 site or the constitutive GAL7 site. This finding is consistent with the analysis presented below, which shows that suppressed poly(A) sites have poorer matches to the consensus signal sequences.
Comparative sequence analysis reveals that variable poly(A) sites show differences in the sequence elements that define yeast poly(A) sites

In the genes whose CPDs showed significant variation with and without 4NQO treatment, we classified poly(A) sites as “constitutive” or unchanging, enhanced (leading to transcript truncation), or suppressed (leading to transcript elongation). We hypothesized that the changes in levels of isoform could be driven at least partially by changes in the efficiency of processing at specific sites. In this case, regulated sites might show differences in the cis-acting poly(A) sequence elements. Four elements have been shown to define yeast poly(A) sites (Chen and Moore 1992; Guo and Sherman 1996a,b; Dichtl and Keller 2001). These include the efficiency element, composed of the hexamer UUAUAU or close variants and typically positioned between 30 and 80 nt upstream of the poly(A) site, the positioning element, an A-rich element typically 15–25 nt upstream of the poly(A) site, and two U-rich tracts that closely flank the poly(A) site (Fig. 6A; Graber et al. 1999, 2002; van Helden et al. 2000). Based on previous studies of poly(A) cis-elements (Legendre and Gautheret 2003; Hu et al. 2005; Hutchins et al. 2008), we expected that the differences could be manifested in terms of sequence content, positioning, or a combination of both. For this analysis, we extracted 400-nt-long sequences centered on putative poly(A) sites (Table 2), generating distinct sets for each class of poly(A) site and location within the associated gene (Methods). We grouped sequences by whether they were enhanced or suppressed and further classified them on the basis of their location within the gene structure as 5’ UTR, CDS, or 3’ UTR. For further comparison, we also identified a set of 484 constitutive poly(A) sites (Methods).

We searched for putative changes with differential positional word counting (DPWC) (Graber et al. 2007), which identifies position-specific differences in sequence content between sets of sequences aligned on a common feature (Methods). Results are reported as pairs of pentamers and an associated positioning relative to the poly(A) and are plotted as shown in Figure 6 and Supplemental Figure 11. The plots of Figure 6 focus on representative pentamers that reflect the sequence content of the known yeast poly(A) sequence elements (e.g., UUAUAU and AUAUA for the efficiency element). These pentamers consistently varied the most significantly across all comparisons made (Supplemental Fig. 11).

Comparison of suppressed versus enhanced poly(A) sites produced a significant common pattern, regardless of the specific gene region under examination (Fig. 6; Supplemental Fig. 11). A striking difference between these sets was manifested as an AAAAA or GAAAA sequence at or flanking the poly(A) site in enhanced sequences. In addition, significant differences were observed in several pentamers (e.g., UUAUAU and AUAUA) at positions that suggest relative loss of the efficiency element in the suppressed sites compared to enhanced sites.

Comparison of the constitutive poly(A) sites with the suppressed (Fig. 6B) and enhanced (Fig. 6C) sites revealed common differences, including fewer matches to the efficiency element (Figs. 6B,C, pentamers UUAUAU and AUAUA approximately between positions –70 and –40) and also reduced incidence of U-rich sequences both near the poly(A) site and also further upstream of the efficiency element (Fig. 6B,C, pentamer UUUU). Since these patterns are consistent with elements of accepted models of the yeast poly(A) signal, they suggest that a threshold quality of signal is required for constitutive processing. The A-rich signal that distinguished suppressed from enhanced signals is visible in the comparison of enhanced and constitutive sites (pentamer, AAAAA in Figure 6C; Supplemental Fig. 11); however in this case, the enrichment did not pass our strict threshold for significance. A large-scale study recently identified an extended AG-rich element (GAAGAGA) as distinctive of poly(A) sites.

Table 2. Count of putative 4NQO-variable poly(A) sites used for sequence analysis, along with their relative position within their host genes

| Variation | 5’ UTR | CDS | 3’ UTR | Total |
|-----------|--------|-----|--------|-------|
| Suppressed | 49     | 467 | 666    | 1182  |
| Enhanced  | 20     | 33  | 314    | 367   |
| Variable  | 69     | 500 | 980    | 1549  |
located within coding sequences (Yoon and Brem 2010). This element did not appear in our analysis. Our results suggest that differences in the sequences that flank the poly(A) sites control the relative activity of the poly(A) sites after DNA damage.

Discussion

We have shown here for the first time that exposure to the DNA damaging agent 4NQO significantly alters the profile of poly(A) sites associated with transcripts of a large number of yeast genes. The predominant pattern of mRNA lengthening resembles that observed when mammalian cells differentiate or otherwise proliferate more slowly (Sandberg et al. 2008; Ji et al. 2009). Thus, systematic selection between mRNA isoforms that differ in poly(A) sites may represent a general mechanism by which the eukaryotic cell introduces increased regulatory potential to specific groups of mRNAs in response to external signals. In the following sections, we first discuss critical aspects of our analytical method and then mechanisms that could contribute to the changes in mRNA isoforms that we have observed.

Analysis of poly(A) site usage

The computational analysis that we have used to portray poly(A) site usage involves mapping the CPD across a gene, rather than the common practice of grouping or eliminating sites below a threshold level of supporting evidence. This technique allowed us to identify patterns of polyadenylation that might otherwise have been missed. The relevance of this novel approach is demonstrated by comparison with a recent study that described a shift to a downstream poly(A) site in the yeast RPB2 gene in response to UV-induced damage (Yu and Volkert 2013). RPB2 has one poly(A) site in the 3′ UTR close to the stop codon and a second site that is more distal, and transcripts using both sites are readily detectable in untreated cells by Northern blot analysis (Yu and Volkert 2013) and in our CPD plot (Supplemental Fig. 4). With exposure to the UV-mimetic 4NQO, the CPD plot shows a shift to RNAs with longer 3′ UTRs, similar to that seen by Yu and Volkert (2013). However, it also reveals that a significant amount of the polyadenylated RPB2 transcripts (~38%) in undamaged cells terminate promiscuously within the coding sequence. The fraction of truncated transcripts drops to ~15% with 4NQO treatment. The heterogeneity of this subpopulation would make these transcripts unlikely to be detected by Northern blot, yet their suppression significantly increases the proportion of mRNA that can be translated into full-length protein.

Another novel contribution of our study lies in the comparison with data from a previous study of the effects of depletion on the Yra1 mRNA export factor (Johnson et al. 2011). This comparison revealed that while the positions of major poly(A) sites were generally unchanged, their relative usage showed unexpected diversity when comparing the two putatively wild-type “control” samples. One likely explanation for this variability is that differences in experimental conditions (e.g., choice of growth media, specific strains utilized, and target density of yeast culture prior to measurement) can alter the pattern of mRNA isoforms, as well as total abundance (Supplemental Fig. 8). A possibly significant variable in this instance is that the Yra1-depletion study used synthetic complete medium (Johnson et al. 2011), while our study used the richer YPD medium. Thus, these potential sources of variability must be taken into account when comparing data sets from different studies.

Possible mechanisms for changing isoform distributions

The unexpected volatility in isoform distribution may reflect an underappreciated means of rapidly responding to a changing environment and leads to the question of what mechanisms could elicit such changes. However, mechanisms underlying genome-wide changes in polyadenylation patterns have not been well studied. Variations in the levels of different mRNA isoforms could arise from changes in mRNA stability, from changes in how well particular sites are recognized and processed by the polyadenylation machinery, or from altering the rate of transcription elongation between poly(A) sites. We discuss each potential mechanism below.

Altering mRNA stability

Previous work has shown that the general mRNA population transiently decreases after UV-induced DNA damage and is not restored until the damage is repaired (Cevher and Kleiman 2010). In mammalian cells, this decrease is manifested through regulatory changes in transcription, 3′-end processing, and mRNA degradation, yet specific transcripts can escape the general response. For example, normally unstable mRNAs needed for DNA damage response can be stabilized after DNA damage (Blattner et al. 2000).

Differences in degradation among mRNA isoforms of previously transcribed RNAs could produce the patterns we observe after 4NQO treatment, especially if these RNAs are inherently unstable. Two types of yeast mRNAs fall in this category. First, transcripts with very long 3′ UTRs are subject to destabilization through nonsense-mediated decay (NMD) (Nicholson et al. 2010; Parker 2012). In our data set, eight transcripts that are natural NMD substrates (Kebaara and Atkin 2009) were expressed highly enough to allow. However, these did not show a consistent pattern of increase or decrease in overall expression levels (two increased, three decreased, and three showed no change). The second type of unstable mRNAs are terminated within the coding sequence and are subject to degradation by the nonstop-mediated decay (NSD) pathway, due to their lack of stop codon and 3′ UTR (Inada and Aiba 2005; Wilson et al. 2008). If transcription of genes expressing these types of RNAs was slowed after 4NQO treatment, the NSD pathway could selectively remove truncated transcripts from the general population. However, we found that in ~200 genes, transcripts that terminate before the stop codon either increase or are unchanged in relative abundance after 4NQO treatment (Table 1; Supplemental Table 11; for specific examples, see Supplemental Fig. 4), suggesting that CDS-truncated RNAs are not universally susceptible to NSD. It is not currently known how either NMD or NSD responds to DNA damage or, whether under certain conditions, they can act on subsets of their normal targets. There are two previous studies showing that stress does not change the relative stability of yeast mRNA isoforms expected to be targets of NMD or NSD, one examining CBP1 transcripts when yeast are grown on glycerol (Sparks et al. 1997) and the second looking at RPB2 transcripts in response to UV-induced DNA damage (Yu and Volkert 2013). A whole-genome analysis of changes in mRNA turnover rates will be necessary to resolve the contribution of mRNA stability to changing the ratios of different mRNA isoforms.

Altering 3′-end processing at poly(A) sites

Previously published studies of global alternative polyadenylation (e.g., Sandberg et al. 2008; Singh et al. 2009; MacDonald and McMahon 2010; Neilson and Sandberg 2010; Lembo et al. 2012) almost universally infer that the changes in mRNA lengths are due to alterations in processing of the 3′-ends. This assumption is based
primarily on finding that promoter-proximal sites tend to have poorer matches to consensus sequences specifying a poly(A) site (Beaudoin et al. 2000; Jan et al. 2011; Shepard et al. 2011; Martin et al. 2012; Smibert et al. 2012; Ulitsky et al. 2012). We have found a similar poor adherence to the optimal configuration of signal elements in our yeast study. Comparison of either suppressed or enhanced sites (Fig. 6) with the constitutive sites suggests that a strong efficiency element and U-rich elements flanking the poly(A) sites are required for constitutive activity and that weakening of these elements is important if a site is to be regulated. In addition, enhanced sites tend to have an AAAAA/GAAAA motif immediately flanking the poly(A) site that is diminished in suppressed sites.

In our study, the major shift in poly(A) site usage after 4NQO treatment involves suppression of upstream sites. Our finding that variations in consensus signal sequences define such sites suggests that alterations in the general polyadenylation machinery, rather than specific regulatory proteins, could drive the large-scale increase in use of promoter-distal sites. In agreement with this idea, some studies have shown that artificial manipulation of the level of a single processing factor can create global shifts to downstream sites similar to those seen under natural conditions (Di Giammartino et al. 2011; Berg et al. 2012; Jenal et al. 2012; Martin et al. 2012; Shi 2012; Yao et al. 2012; others). However, these studies have not shown that similar changes in these factors actually happen as part of the cell’s response to stress.

In the current study, we have conducted a thorough analysis of all of the proteins found in the cleavage/polyadenylation complex, as well as of known regulators of yeast polyadenylation. The only change that we detect upon treatment with 4NQO is a decrease in subunits of CPF, the factor that recognizes the U-rich elements flanking the poly(A) site and provides the enzymatic functions of cleavage and poly(A) addition (Millevoi and Vagner 2010; Chan et al. 2011). Mutations in CPF subunits cause a shift to downstream sites on common test genes such as RMA14 and ACT1 (Dichtl et al. 2002; He et al. 2003; Kyburz et al. 2003; Garas et al. 2008), similar to the changes seen for these transcripts upon exposure to 4NQO. We propose that the poorer configuration of processing signals found on suppressed promoter-proximal sites make them more susceptible to the reduced levels of CPF caused by 4NQO and thus more likely to be bypassed. However, when CPF is not limiting, in untreated cells, preference would generally be given to the first poly(A) site transcribed.

Our data also show that exposure to 4NQO results in the increased generation of truncated transcripts for a small number of genes (Table 1). In mammalian cells, specific RNA binding proteins have been found to promote use of alternative poly(A) sites in some genes (for review, see Di Giammartino et al. 2011; Shi 2012) or to prevent the suppression of TPS3 mRNA polyadenylation after DNA damage (Decorsiere et al. 2011), in spite of a global decrease in polyadenylation efficiency (Kleiman and Manley 1999; Nazeer et al. 2011). It is not known whether similar modulators will be present in yeast.

Alterating transcription elongation between poly(A) sites

Another mechanism that could alter the ratios of long to short mRNAs is changes in the progression of RNA Polymerase II between poly(A) sites, such as has been reported for regulation of alternative splicing after DNA damage (Munoz et al. 2009). Slowing transcription chemically or by mutation of transcription factors can increase use of an upstream poly(A) site (Cui and Denis 2003; Pinto et al. 2011; Yu and Volkert 2013) but to our knowledge, natural examples of this mechanism have not been reported. The RNA14 gene may prove to be such an example.

We have shown that the upstream RNA14 poly(A) site is inactive in vitro, while the site in the 3′ UTR is used very efficiently (Fig. 5). However, 50% of the RNA14 mRNAs end at the upstream poly(A) site in vivo (Fig. 2A). A block to transcription downstream from this site could explain the abundance of truncated RNA14 transcripts when there is no genotoxic stress. Alternatively, it is possible that increased recruitment of processing factors to the transcriptional complex in this region of the RNA14 gene, especially when the factors are not limiting, favors the poor promoter-proximal site. Detailed molecular analyses of RNA14 and other genes with similar behavior will be necessary to clarify the mechanism and its generality.

Consequences of alternative isoform expression

We propose that regulated variation in isoforms that differ in their poly(A) sites works in conjunction with transcription and translational control to facilitate an appropriate response to environmental conditions. In the particular case that we have examined, isoform variation in response to 4NQO exposure would represent a fine-tuning mechanism for optimizing expression of proteins needed to promote repair and recovery once the damage is removed. DNA damage is known to induce a general suppression of mRNA transcription, processing and translation (Heine et al. 2008; Cevher and Kleiman 2010; Spriggs et al. 2010). The changes in length to give an mRNA optimized for translation may help the cell to produce as much full-length protein as possible from a limited amount of transcripts and translational apparatus. Differences in isoform may also contribute to the documented observation that mRNA levels in yeast do not always correspond well to protein levels (Griffin et al. 2002; Foss et al. 2007, 2011; Baek et al. 2008; Lee et al. 2010). Conversely, the near uniform divergence between transcript and protein levels in the polyadenylation complex, even with isoform distribution included (Supplemental Fig. 4; Supplemental Table 3), suggests that mechanisms regulating translation and protein stability must also play a role in maintaining the necessary balance of protein expression.

Conclusions

We have shown here that exposure of yeast to 4NQO results in systematic changes to the poly(A) site pattern that would be predicted to affect the amount and type of protein made in response to this type of DNA damage. As discussed above, multiple forces, including degradation of inherently unstable mRNAs, changes in stability of specific mRNAs, and changes in transcription elongation, could be operating to produce the final profile of mRNA isoforms observed after DNA damage. Indeed, it would be surprising if the cell limited itself to a single mechanism in its effort to enhance survival. The systematic variation in poly(A) sequence elements at regulated sites and the decreased expression of several protein components of the poly(A) complex that we report here support a role for changes in how sites are recognized by the processing machinery. Further research is needed to elucidate the extent to which the different mechanisms are used, and whether they are employed in response to other types of stress.

Methods

Direct RNA sequencing (DRS)

A 200-ml culture of W303-1a yeast cells was grown in YPD at 30°C to an OD_{600} of 0.8, and half of the culture was mixed with 4NQO.
mitted to Helicos for DRS as described previously (Ozsolak et al. 2009). Total RNA was dissolved in 10 mM Tris–HCl and 1 mM EDTA (pH 7.6) and stored at −80°C for further analysis. Total RNA (3 μg) was submitted to Helicos for DRS as described previously (Ozsolak et al. 2010).

Alignment and assignment to gene

Alignments of DRS tags were made to the reference yeast genome (sacCer3) with the RNA Unified Mapper (RUM; Grant et al. 2011), using the –BLAT-only option, and with additional parameters –BLAT-tile-size = 10 –BLAT-step-size = 1. Following empirical investigation of error rates (Supplemental Fig. 12), we further restricted DRS tags to those that uniquely aligned to the genome with three or fewer mismatches. To protect against the probability of false-positive poly(A) sites due to sequence generation internal to the transcript, we removed any tags that were adjacent to a genome run of six or more A or G residues (Supplemental Fig. 7). Genome annotations were obtained from the Yeast Genome database project (http://www.yeastgenome.org/) and restricted to putative protein coding genes, excluding genes that are characterized as “dubious.” Tag-gene assignments were then made based on both correct orientation and relative positioning, with a restriction to implied poly(A) sites that were properly oriented and located within 100 nt upstream of the coding sequence and 1000 nt downstream from the annotated CDS. In cases where two or more genes could be assigned, an assignment was preferentially made to CDS if the tag was located between the start and stop codons, or to 3’ UTR rather than 5’ UTR for ambiguous intergenic tags, and to the closer gene, if the assignment was of the same classification. All tags not assigned in this way were discarded as beyond the scope of the present analysis, even though they may be of interest for further investigations. Nearly all genes (>5700) had at least one assigned gene for both samples after this procedure.

Expression level determination

Abundance was measured in three distinct ways: (1) all tags assigned to a gene, (2) all tags that imply a complete coding sequence, and (3) all tags with complete CDS and 3’ UTR ≤250 nt (95% cutoff). Since recent reports have demonstrated the dangers of normalization to total counts (Bullard et al. 2010), the tag abundances were normalized by scaling each gene’s total counts such that the 75th percentile values were equal.

Identification of differences in poly(A) site distribution

Searches for changes in poly(A) site distribution were carried out as follows: poly(A) site distributions were expressed as cumulative plots extending from the furthest 5’ to furthest 3’ tags assigned to each gene across both conditions. We did not eliminate or condense low-count sites but rather used all sites to calculate a CPD, which represents the empirical probability that a poly(A) site has been reached at each point in the gene structure. We then identified the largest difference block between control and treated CPD curves, defined as a contiguous block where the sample-to-sample relationship (greater or less) is unchanging. Difference blocks were tabulated for their sequence length and sum of differences across the entire length. Genes with significant variation were identified through a permutation analysis with the null hypothesis being that the distribution of poly(A) sites would be unchanged and that differences in cumulative poly(A) usage between conditions were due to sampling. All tags assigned to the gene in question were pooled and then randomly segregated into two groups 10,000 times, preserving the size of the two groups. The number of permutations in which the largest difference block equaled or exceeded the value from the real data was used to create an empirical P-value. Multiple hypothesis testing was controlled at a false-discovery rate (FDR) < 0.05. We also arbitrarily restricted the size of the differential region to be at least 30 nt long with an average difference of at least 0.1 (representing 10% of the polyadenylation sites measured for the gene under test). The largest block for each gene is displayed as a light blue bar in the bottom of the CPD plots (Figs. 2, 3; Supplemental Fig. 4). Genes that passed significance for the distribution as a whole were subjected to further permutation analysis, in which the difference between the CPDs from each sample was measured at each position. The permutations established a null distribution that was used to calculate empirical P-values for each position in the CPD. Positions scoring <0.05 were marked as significant and are marked with gray bars in the CPD plots.

Identification of poly(A) sites

To enhance the searches and analysis of how poly(A) sites are specified for alternative processing, we focused on discrete sites where significant changes could be characterized. To identify prominent sites within a single sample, we used an edge-finding approach (diagrammed in Supplemental Fig. 13) to analyze the CPD, highlighting regions of change of at least 5% of the tags for the gene. To identify sites that varied in 4NQO, we applied the same edge-finding approach to the difference between the CPDs of the STD and 4NQO samples, restricting the identified sites to those where the implied change in poly(A) was for at least 40% of the transcripts assigned to each gene. We further restricted this analysis to “upstream” poly(A) sites within each gene, based on the rationale that regulatory control is more likely to be manifested there. We generated sets of a few tens to a few hundred sequences for each type of variation and gene region (Table 2).

For further analysis, we collected a set of “constitutive” poly(A) sites, based on the analysis of DRS data for comparison of multiple stress conditions (including growth in glycerol and growth at 37°C [JH Graber, FI Nazeer, PYeh, JN Kuehner, SBorikar, DHoskinson, and CMoore, in prep.]). We used the edge-finding algorithm (Supplemental Fig. 13) on each condition-specific cumulative poly(A) distribution and specifically extracted 484 sites that represent at least 10% of the poly(A) activity for their parent genes in all of the tested conditions.

Comparative sequence analysis

Sequence analysis for elements was performed according to DPWC using the method described previously (Graber et al. 2007). Briefly, we assume that the sequence elements that specify poly(A) sites are constrained both by sequence content and relative positioning, and therefore count the occurrences of all k-mers (k = 5 in this work) across all sequences in 10-nt wide position windows surrounding the poly(A) sites. Parameters were set based on size of the sequence sets and our knowledge of the positioning of the yeast poly(A) signals. We measured the difference between two sets of sequences (e.g., suppressed vs. enhanced sites), under the null hypothesis that the k-mer positioning distributions were the same and any differences were due to sampling. Statistical significance was obtained through a permutation analysis that randomized the sequence to set assignments while preserving the number of sequences in each set. Empirical P-values obtained in this way were corrected for multiple testing controlling at FDR ≤ 0.20, with the additional requirement that the pentamer-window pair occur in at least 10% of one of the
sequence sets under comparison. All of the analysis shown here is based on the fraction of sequences in each set that contain at least one copy of the pentamer in the sequence window. A similar analysis, based on the fraction of all pentamers counted in each window, gives equivalent results (Supplemental Fig. 11). Complete DPWC results are available in Supplemental Tables 4 through 10.

Gene sets were examined for enrichment of functional categories using GOStat (Beissbarth and Speed 2004).

RNA analysis

For 3′ RACE, cDNA was synthesized according to the method previously described (Rio et al. 2011). Briefly, 10 µg of total RNA was reverse transcribed using an anchor oligo(dT) adaptor (Supplemental Table 12; Borson et al. 1992) and SuperScript III Reverse Transcriptase (Invitrogen). Subsequent PCR reactions were performed using gene-specific primers and an anchor PCR primer (Supplemental Table 12). PCR products were then resolved in 0.9% Agarose gels and visualized by ethidium bromide staining. The intensity of DNA bands was quantified using Image J software.

In vitro processing reactions

Exponentially growing yeast cultures were treated with 4NQO (5 µg/mL), hydroxyurea (10 mg/mL), or caffeine (20 mM) for 2 h, followed by preparation of processing extracts. For UV treatment, cells were pelleted and resuspended in phosphate-buffered saline at a concentration of 10 OD units/mL and spread on polycarbonate plates at a depth of <2 mm. The cells were then exposed to two pulses of 200 J/m² doses of UV using a UV crosslinker (Stratagene), pelleted, and resuspended in prewarmed YPD for 2 h in the dark before harvesting for extract preparation. Preparation of yeast cell extracts, transcription of [α-32P]UTP-labeled precursor RNA, and processing assays were described previously (Zhao et al. 1999). Reaction mixtures were assembled on ice in a volume of 12 µL containing 1 mM magnesium acetate, 75 mM potassium acetate, 2% polyethylene glycol 8000 (Fisher), 2 mM ATP, 10 nM radioactive GAL7 RNA, 1.5 µM (0.6 µg) tRNA, 1 mM DTT, 0.4 U of RNasin (Promega), and 0.1 mg/mL of bovine serum albumin, 4 µL of cell extract (~20 µg of protein) and incubated for 20–30 min at 30°C. Reactions were stopped by addition of 2 µL of stop solution (12 mg/mL of proteinase K, 130 mM EDTA, and 6% SDS) followed by incubation for 15 min at 30°C. The mixtures were diluted to 30 µL and extracted once with phenol-chloroform-isooamyl alcohol (25:24:1), and 1/10 of the reaction mixture was separated by electrophoresis on a 5% acrylamide–8.3 M urea gel and visualized by phosphoimager. Templates for T3 polymerase transcription of RNA substrates containing the first and third RNA14 poly(A) sites were constructed by PCR using the primer pairs described in Supplemental Table 12. The primer pairs were positioned to give ~200 nt on each side of the major cleavage site cluster. Transcripts were purified by electrophoresis on a 5% acrylamide–8.3 M urea gel according to the method described previously or using the RNasey Mini Kit (Qiagen), following the manufacturer’s instructions.

Western blot analysis

Whole-cell extracts were prepared according to the method described previously (He and Moore 2005). Proteins were resolved on a 10% SDS-PAGE gel and detected by Western blot using antibodies specific for the indicated processing complex subunits according to the method described previously (Saguez et al. 2008). Rpo21 (Rbp1) was detected using commercial 8WG16 antibody (Santa Cruz). Antibodies against Npl3 and Sto1 (Cbp80) were gifts from C. Guthrie and I. Mattaj, respectively. Protein levels before and after 4NQO treatment were quantified using BioRad Quantity One software, and the percentage of protein remaining after 4NQO treatment was calculated after normalizing for Act1 protein.

Data access

The sequences used in these analyses have been submitted to the NCBI Sequence Read Archive (SRA; http://www.ncbi.nlm.nih.gov/sra) under accession number SRA054029. Additional supplemental data and analysis tools can be obtained at http://harlequin.jax.org/yeast4NQO/.
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