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Abstract. Automata learning is a popular technique used to automatically construct an automaton model from queries. Much research went into devising ad hoc adaptations of algorithms for different types of automata. The CALF project seeks to unify these using category theory in order to ease correctness proofs and guide the design of new algorithms. In this paper, we extend CALF to cover learning of algebraic structures that may not have a coalgebraic presentation. Furthermore, we provide a detailed algorithmic account of an abstract version of the popular \textsuperscript{1} algorithm, which was missing from CALF. We instantiate the abstract theory to a large class of \textsuperscript{Set} functors, by which we recover for the first time practical tree automata learning algorithms from an abstract framework and at the same time obtain new algorithms to learn algebras of quotiented polynomial functors.

1 Introduction

Automata learning—automated discovery of automata models from system observations—is emerging as a highly effective bug-finding technique with applications in verification of passports \textsuperscript{3}, bank cards \textsuperscript{2}, and network protocols \textsuperscript{23}. The design of algorithms for automata learning of different models is a fundamental research problem, and in the last years much progress has been made in developing and understanding new algorithms. The roots of the area go back to the 50s, when Moore studied the problem of inferring deterministic finite automata. Later, the same problem, albeit under different names, was studied by control theorists \textsuperscript{25} and computational linguists \textsuperscript{21}. The algorithm that caught the attention of the verification community is the one presented in Dana Angluin’s seminal paper in 1987 \textsuperscript{11}. She proves that it is possible to infer minimal deterministic automata in polynomial time using only so-called membership
and equivalence queries. Vaandrager’s CACM article [45] provides an extensive review of the literature in automata learning and its applications to verification.

Angluin’s algorithm, called \( L^* \), has served as a basis for many extensions that work for more expressive models than plain deterministic automata: I/O automata [4], weighted automata [16, 31], register automata [34, 40], nominal automata [39], and Büchi automata [12]. Many of these extensions were developed independently and, though they bear close resemblance to the original algorithm, arguments of correctness and termination had to be repeated every time. This motivated Silva and Jacobs to provide a categorical understanding of \( L^* \) [35] and capture essential data structures abstractly, in the hope of developing a generic, modular, and parametric framework for automata learning based on (co)algebra. Their early work was taken much further in Van Heerdt’s master thesis [27], which then formed the basis of a wider project on developing a Categorical Automata Learning Framework—CALF [6]. CALF was described in the 2017 paper [32], but several problems were left open:

1. An abstract treatment of counterexamples: in the original \( L^* \) algorithm, counterexamples are a core component, as they enable refinement of the state space of the learned automaton to ensure progress towards termination.
2. The development of a full abstract learning algorithm that could readily be instantiated for a given model: in essence, CALF provided only the abstract data structures needed in the learning process, but no direct algorithm.
3. Finding suitable constraints on the abstract framework to cover interesting examples, such as tree automata [20], that did not fit the constraints in [32].

In this paper, we resolve the open problems above, and develop CALF further to provide concrete learning algorithms for models that are algebras for a given functor, which notably include tree automata. In a nutshell, the contributions and technical roadmap of the paper are as follows. After recalling some categorical notions, the basics of \( L^* \) (Section 2), and CALF (Section 3), we provide:

1. A general treatment of counterexamples (Section 4), together with an abstract analysis of progress, that enables termination analysis of a generic algorithm.
2. A step-by-step generalisation of all components of \( L^* \) for models that are algebras of a given functor (Section 5).
3. An instantiation of the abstract algorithm to concrete categories (Section 6), providing the first abstractly derived learning algorithm for tree automata.

The present paper complements other recent work on abstract automata learning algorithms: Barlocco, Kupke, and Rot [15] gave an algorithm for coalgebras of a functor, whereas Urbat and Schröder [44] provided an algorithm for structures that can be represented as both algebras and coalgebras. More recently, Colcombet, Petrisan, and Stabile [19] gave an abstract learning algorithm based on modelling automata as functors. Our focus is on algebras, such as tree automata, that cannot be covered by the aforementioned frameworks. A detailed comparison is given in (Section 7). We conclude with directions for future work in (Section 8).
2 Preliminaries

We now introduce some categorical notions that we will need later in our technical development, and describe Angluin’s original L* algorithm. We assume some prior knowledge of category theory (categories, functors); see e.g., [14,36].

An $(\mathcal{E}, \mathcal{M})$-factorisation system on a category $C$ consists of classes of morphisms $\mathcal{E}$ and $\mathcal{M}$, closed under composition with isos, such that for every morphism $f$ in $C$ there exist $e \in \mathcal{E}$ and $m \in \mathcal{M}$ with $f = m \circ e$, and we have a unique diagonal fill-in property. Given a morphism $f$, we write $f^e$ and $f^m$ for the $\mathcal{E}$-part and $\mathcal{M}$-part of its factorisation, respectively.

We work in a category $C$ with finite products and coproducts. When $f : X \to Z$ and $g : Y \to Z$, we write $[f, g]$ for the unique arrow from $X + Y$ to $Z$ induced by the coproduct. We assume that $C$ admits a fixed factorisation system $(\mathcal{E}, \mathcal{M})$, where $\mathcal{E}$ consists of epis and $\mathcal{M}$ consists of monos. We fix a varietor $F$ in $C$, that is, an endofunctor such that there is a free $F$-algebra monad $(T, \eta, \mu)$. We write $\gamma_X$ for the $F$-algebra structure $F \times X \to X$, which is natural in $X$. Given an $F$-algebra $(Y, y)$, we write $f^X : (TY, \mu_Y) \to (Y, y)$ for the extension of $f : X \to Y$. We often implicitly apply forgetful functors. We fix an input object $I$ and an output object $O$ and write $F_I$ for the functor $I + F(-)$. Lastly, we assume $F$ preserves $\mathcal{E}$.

2.1 Abstract Automata

We recall the automaton definition from Arbib and Manes [13], which we will use in this paper, and its basic properties of accepted language and minimality.

Definition 1 (Automaton). An automaton is a tuple $A = (Q, \delta, i, o)$ consisting of a state space object $Q$, dynamics $\delta : FQ \to Q$, initial states $i : I \to Q$, and an output $o : Q \to O$. A homomorphism from $A$ to $A' = (Q', \delta', i', o')$ is an $F$-algebra morphism $h$ from $(Q, \delta)$ to $(Q', \delta')$ — that is to say, a function $h : Q \to Q'$ with $\delta' \circ Fh = h \circ \delta$ — such that $h \circ i = i'$ and $o' \circ h = o$.

We will use the case of deterministic automata as a running example.

Example 2. If $C = \text{Set}$ with the (surjective, injective) factorisation system, $F = (\neg) \times A$ for a finite set $A$, $I = 1 = \{\ast\}$, and $O = 2 = \{0, 1\}$, we recover deterministic automata (DAs) as automata: the state space is a set $Q$, the transition function is the dynamics, the initial state is represented as a function $1 \to Q$, and the classification of states into accepting and rejecting ones is represented by a function $Q \to 2$. In this case we obtain the monad $T = (\neg) \times A^\ast$, with its unit pairing an element with the empty word $\varepsilon$ and the multiplication concatenating words. The extension of $\delta : Q \times A \to Q$ to $\delta^* : Q \times A^\ast \to Q$ is the usual one that lets the automaton read a word starting from a given state.

Definition 3 (Language). A language is a morphism $TI \to O$. The language accepted by an automaton $A = (Q, \delta, i, o)$ is given by $L_A = TI \xrightarrow{\text{reach}_A} Q \xrightarrow{o^\ast} O$, where $\text{reach}_A : TI \to Q$ is the reachability map of $A$ given by $i^\ast$. 
Algorithm 1 Make table closed and consistent

1: function Fix(S, E)
2: while T is not closed or not consistent do
3: if T is not closed then
4: find t ∈ S, a ∈ A such that ∀s ∈ S. T(ta) ̸= T(s)
5: S ← S ∪ {sa}
6: else if T is not consistent then
7: find s₁, s₂ ∈ S, a ∈ A and e ∈ E such that
8: T(s₁) = T(s₂) and T(s₁a)(e) ̸= T(s₂a)(e)
9: E ← E ∪ {ae}
10: return S, E

Algorithm 2 L⋆ algorithm

1: S ← {ε}
2: E ← {ε}
3: S, E ← Fix(S, E)
4: while EQ(H_T) = c do
5: S ← S ∪ prefixes(c)
6: S, E ← Fix(S, E)
7: return H_T

Definition 4 (Minimality [13]). An automaton A is said to be reachable if reach_A ∈ E. A is minimal if it is reachable and every reachable automaton A′ s.t. L_A = L_A′ admits a (necessarily unique) homomorphism to A.

Example 5. Recall the setting from Example 2. The reachability map reach_A: 1 × A* → Q for a DA A = (Q, δ, i, o) assigns to each word the state reached after reading that word from the initial state. The language L_A: 1 × A* → 2 accepted by A is precisely the language accepted by A in the traditional sense. Reachability of A means that for every state q ∈ Q there exists a word that leads to q from the initial state. If this is the case, the unique homomorphism into a language-equivalent minimal automaton identifies states that accept the same language. Here, minimality is equivalent to having a minimal number of states.

A general study of existence of minimal automata in this setting is given in [10]; see also [29].

2.2 The L⋆ algorithm

In this section, we recall Angluin's algorithm L⋆, which learns the minimal DFA accepting a given unknown regular language L. The algorithm can be seen as a game between two players: a learner and a teacher. The learner can ask two types of queries to the teacher:

1. Membership queries: is a word w ∈ A* in L?
2. Equivalence queries: is a hypothesis DFA H correct? That is, is L_H = L?

The teacher answers yes or no to these queries. Moreover, negative answers to equivalence queries are witnessed by a counterexample—a word classified incorrectly by H. The learner gathers the results of queries into an observation table: a function T: S∪S·A → 2E, where S, E ⊆ A* are finite and T(s)(e) = L(se). This function can be depicted as a table where elements of S ∪ S·A label rows (· is pointwise concatenation) and elements of E label columns.
As an example, consider the table on the right, over the alphabet \( A = \{a, b\} \), where \( S = \{\varepsilon\} \) and 
\[ E = \{\varepsilon, b, ab\} \]. This table approximates a language 
that contains \( \varepsilon, ab \), but not \( a, b, bb, aab, bab \). Following 
the visual intuition, we will refer to the part of 
the table indexed by \( S \) as the top part of the table, 
and the one indexed by \( S \cdot A \) as the bottom part.

Intuitively, the content of each row labelled by a 
word \( s \) approximates the Myhill–Nerode equivalence class of \( s \). This is in fact 
the main idea behind the construction of a hypothesis DFA \( H_T \) from \( T \): states of 
\( H_T \) are distinct rows of \( T \), corresponding to distinct Myhill–Nerode equivalence 
classes. Formally, \( H_T = (Q, q_0, \delta, F) \) is defined as follows:

- \( Q = \{T(s) \mid s \in S\} \) is the set of states;
- \( F = \{T(s) \mid s \in S, T(s)(\varepsilon) = 1\} \) is the set of final states;
- \( q_0 = T(\varepsilon) \) is the initial state;
- \( \delta : Q \times A \rightarrow Q, (T(s), a) \mapsto T(sa) \) is the transition function.

For \( F \) and \( q_0 \) to be well-defined we need \( \varepsilon \) in \( E \) and \( S \) respectively. Moreover, for \( \delta \) to be well-defined we need \( T(sa) \in Q \) for all \( sa \in S \cdot A \), and we must ensure 
that the choice of \( s \) to represent a row does not affect the transition. These 
constraints are captured in the following two properties.

**Definition 6 (Closedness and consistency).** A table \( T \) is closed if for all 
\( t \in S \) and \( a \in A \) there exists \( s \in S \) such that \( T(s) = T(ta) \). A table is consistent 
if for all \( s_1, s_2 \in S \) with \( T(s_1) = T(s_2) \) we have \( T(s_1a) = T(s_2a) \) for any \( a \in A \).

Closedness and consistency form the core of \( L^* \), described in \[\text{Algorithm 2}\]. The sets 
\( S \) and \( E \) are initialised with the empty word \( \varepsilon \) (lines 1 and 2), and extended as a 
closed and consistent table is built using the subroutine \( \text{Fix} \), given in \[\text{Algorithm 1}\].
The main loop uses an equivalence query, denoted \( \text{EQ} \), to ask the teacher whether 
the hypothesis induced by the table is correct. If the result is a counterexample \( c \), the table is updated by adding all prefixes of \( c \) to \( S \) (line 5) and made closed 
and consistent again (line 6). Otherwise, the algorithm returns with the correct 
hypothesis (line 7). See Appendix A for an example.

### 3 The abstract data structures in CALF

We recall the basic notions underpinning CALF \[32\]: generalisations of the 
observation table, closedness, consistency and hypothesis. The generalised table 
is called a *wrapper*:

**Definition 7 (Wrapper).** A wrapper for an object \( Q \) is a pair of morphisms 
\[ W = (S \xrightarrow{\alpha} Q, Q \xrightarrow{\beta} P) \]
We denote the factorisation of \( \beta \circ \alpha \) by \( S \xrightarrow{\varepsilon_W} H_W \xrightarrow{m_W} P \).
This will be instantiated with $Q$ the state space of the target automaton, $S$ a collection of row labels of an observation table, and $P$ a collection of possible values of the rows. Then $\alpha$ selects states in $Q$, and $\beta$ classifies them into $P$. We note that although such $\alpha$ and $\beta$ underly the learning algorithm, they are not actually known to the learner, as they explicitly involve the unknown target automaton. However, we will see that we only need to represent certain compositions involving these morphisms, and that when $\alpha$ and $\beta$ are chosen appropriately it will be possible to compute these compositions.

**Example 8 (Observation table wrapper).** Recall the DA setting from Example 2 and consider a DA $\mathcal{A} = (Q, \delta, i, o)$. For $S \subseteq A^*$ and $E \subseteq A^*$, we can define a wrapper $W = \left( S \xrightarrow{\alpha_S} Q, Q \xrightarrow{\beta_E} P \right)$ for $Q$ as follows:

$$\alpha_S(w) = \text{reach}_\mathcal{A}(*, w) \quad \beta_E(q)(e) = (o \circ \delta^*)(q, e).$$

The composition $\beta_E \circ \alpha_S: S \to 2^E$ is precisely the top part of the observation table of $L^*$, with rows $S$ and columns $E$. In fact, we have $(\beta_E \circ \alpha_S)(s)(e) = L_\mathcal{A}(*, se)$. The image of $\beta_E \circ \alpha_S$ is the set of rows that appear in the table. In $L^*$, this set is used as states of the hypothesis, and in our setting can be obtained as $H_W$, recalling that the (surjective, injective) factorisation system in Set gives factorisation through the image.

Before we define hypotheses in this abstract framework, we need generalised notions of closedness and consistency.

**Definition 9 (Closedness and consistency).** Given a wrapper $W = \left( S \xrightarrow{\alpha} Q, Q \xrightarrow{\beta} P \right)$, where $Q$ is the state space of an automaton $(Q, \delta, i, o)$, we say that $W$ is closed if there exist morphisms $i_W: I \to H_W$ and $\text{close}_W: F \xrightarrow{FS} H_W$ making the diagrams below commute.

\[
\begin{array}{ccc}
I & \xrightarrow{i} & Q \\
\downarrow {i_W} & & \downarrow \beta \\
H_W & \xrightarrow{m_W} & P \\
\end{array}
\quad
\begin{array}{ccc}
FS & \xrightarrow{F\alpha} & FQ \\
\downarrow \text{close}_W & & \downarrow \beta \\
H_W & \xrightarrow{m_W} & P \\
\end{array}
\]

Furthermore, we say that $W$ is consistent if there exist morphisms $o_W: H_W \to O$ and $\text{cons}_W: FH_W \to P$ making the diagrams below commute.

\[
\begin{array}{ccc}
S & \xrightarrow{o_W} & H_W \\
\downarrow \alpha & & \downarrow \text{cons}_W \\
Q & \xrightarrow{\alpha} & O \\
\end{array}
\quad
\begin{array}{ccc}
FS & \xrightarrow{F\alpha} & FH_W \\
\downarrow \delta & & \downarrow \beta \\
FQ & \xrightarrow{\delta} & Q \\
\end{array}
\]

**Example 10.** In the DA case, generalised closedness and consistency instantiate to the conditions allowing the hypothesis to be well-defined in $L^*$ (see Section 2.2).
Closedness: The wrapper \((\alpha_S, \beta_E)\) is closed if: (i) there exists \(s \in S\) such that \((\beta_E \circ \alpha_S)(s) = (\beta_E \circ i)(s)\) and; (ii) for all \(s \in S\) and \(a \in A\) there exists \(s_a \in S\) such that \((\beta_E \circ \alpha_S)(s_a) = (\beta_E \circ \delta)(\alpha_S(s), a)\). Condition (i) holds immediately if \(\varepsilon \in S\)—the function \((\beta_E \circ i)(\ast)\): \(E \rightarrow 2\) maps \(e \in E\) to \(L_A(\ast, e)\). Condition (ii) corresponds to closedness in Definition 6. In fact, \(\beta_E \circ \delta \circ (\alpha_S \times \text{id}_A): S \times A \rightarrow 2^E\) represents the lower part of the observation table associated with \(S\) and \(E\).

Consistency: The wrapper \((\alpha_S, \beta_E)\) is consistent if: (iii) for all \(s_1, s_2 \in S\) such that \((\beta_E \circ \alpha_S)(s_1) = (\beta_E \circ \alpha_S)(s_2)\) we have \((o \circ \alpha_S)(s_1) = (o \circ \alpha_S)(s_2)\) and; (iv) for all \(a \in A\) we have \((\beta_E \circ \delta)(\alpha_S(s_1), a) = (\beta_E \circ \delta)(\alpha_S(s_2), a)\). Condition (iii) holds immediately if \(\varepsilon \in E\)—the function \(o \circ \alpha_S: S \rightarrow 2\) maps \(s \in S\) to \(L_A(\ast, s)\). Condition (iv) corresponds to consistency in Definition 6.

To determine these properties, we do not need the individual descriptions of \(\alpha_S\) and \(\beta_E\), which refer to the target automaton and are thus not available to the learner; we just need the compositions \(\beta_E \circ \alpha_S, \beta_E \circ i, \beta_E \circ \delta \circ (\alpha_S \times \text{id}_A)\), and \(o \circ \alpha_S\), which can be determined using membership queries in this case. In general, for any instantiation of our abstract algorithm it will be important to show that these compositions (adapted to the wrapper and functor involved) can be determined and used concretely by the instantiated algorithm.

So far, we have used the wrapper to obtain the state space \(H_W\) of the hypothesis. When a wrapper is closed and consistent, we can equip \(H_W\) with a full automaton structure, leveraging the unique diagonal fill-in property of the factorisation.

Definition 11 (Hypothesis). A closed and consistent wrapper

\[
W = (S \xrightarrow{\alpha} Q, Q \xrightarrow{\beta} P)
\]

for \((Q, \delta, i, o)\) induces a hypothesis automaton \(H_W = (H_W, \delta_W, i_W, o_W)\), where \(\delta_W\) is the unique diagonal in the commutative square below.

\[
\begin{array}{c}
FS \\
\downarrow \text{close}_W \quad \uparrow \delta_W \\
H_W \\
\downarrow m_W \\
P
\end{array}
\]

\[FH_W \xrightarrow{Fe_W} \]

4 Counterexamples, generalised

We now provide a key missing element for the development and analysis of an abstract learning algorithm in CALF: counterexamples. In the original \(L^*\) algorithm, counterexamples are used to refine the state space of the hypothesis—namely the representations of the Myhill–Nerode classes of the language being learned. A crucial property for termination, which we prove at a high level of generality in this section, is that adding counterexamples to a closed and consistent table results in a table which is either not closed or not consistent, and hence needs to be extended. Such an extension, in turn, results in progress being
made in the algorithm. We show how we can use recursive coalgebras as witnesses for discrepancies—i.e., as counterexamples—between a hypothesis and the target language in our abstract approach. Here, and throughout the paper, we fix a target automaton $A_t = (Q_t, \delta_t, i_t, o_t)$ whose language we want to learn.

**Definition 12 (Recursive coalgebras).** An $F$-coalgebra $\rho: S \to FS$ is recursive if for every algebra $x: FX \to X$ there is a unique morphism $x^\rho: S \to X$ making the diagram below commute.

$$
\begin{array}{ccc}
FS & \xrightarrow{F x^\rho} & FX \\
\rho \downarrow & & \downarrow x \\
S & \xrightarrow{x^\rho} & X \\
\end{array}
$$

**Example 13.** A prefix-closed subset $S \subseteq A^*$ is easily equipped with a coalgebra structure $\rho: S \to 1 + S \times A$ that detaches the last letter from each non-empty word and assigns $*$ to the empty one. Such a coalgebra is recursive, with the unique map into an algebra being defined as a restricted reachability map. In fact, under certain conditions that are satisfied in the DA setting, recursivity of a coalgebra is equivalent to having a coalgebra homomorphism into the initial algebra [8, Corollary 5.6]. This means that every recursive coalgebra is isomorphic to one given by a prefix-closed multiset of words. If the unique morphism into the initial algebra is injective, then the multiset becomes a set.

Given an automaton $A = (Q, \delta, i, o)$ and a recursive coalgebra $\rho: S \to F_1 S$, the map $S \xrightarrow{[i, \delta]^\rho} Q$ can be seen as a generalised reachability map, allowing states in $Q$ to be reached from $S$. We use this map to derive a notion of generalised language induced by a recursive coalgebra. This will be used to compare languages of the hypothesis and of the target automaton with respect to a specific recursive coalgebra, i.e., a specific counterexample.

**Definition 14 (\(\rho\)-languages).** Given a recursive coalgebra $\rho: S \to F_1 S$ and an automaton $A = (Q, \delta, i, o)$, the $\rho$-language of $A$ is $L_{\rho A} = S \xrightarrow{[i, \delta]^\rho} Q \xrightarrow{o} O$.

For instance, in the case of a DA $A$ and a recursive coalgebra as in Example 13, $L_{\rho A}$ is the restriction of the language of $A$ to the prefix-closed set of words $S$.

In Algorithm 2, a counterexample is produced by the teacher (line 4) when the hypothesis does not agree with the target automaton. We now generalise counterexamples to wrappers: counterexamples are recursive coalgebras on which the languages of the hypothesis and of the target automaton disagree.

**Definition 15 (Counterexample).** A closed and consistent wrapper $W$ is said to be correct up to a recursive $\rho: S \to F_1 S$ if $L_{\rho W}^o = L_{\rho A}^o$. A counterexample for $W$ (or $H_W$) is a recursive $\rho: S \to F_1 S$ such that $W$ is not correct up to $\rho$.

The following guarantees incorrect hypotheses yield counterexamples.

---

7 Recursive coalgebras have been used to generalise prefix-closedness in an automata learning context in earlier work [28], as well as to generalise counterexamples [15,44].
**Algorithm 3** Make wrapper closed and consistent

1: function Fix(α, β)
2: while (α, β) not closed or not consistent do
3: if (α, β) not closed then
4:   α ← α′ such that (α′, β) is locally closed w.r.t. α
5: else if (α, β) not consistent then
6:   β ← β′ such that (α, β′) is locally consistent w.r.t. β
7: return α, β

**Algorithm 4** Abstract automata learning algorithm

1: α, β ← Fix(!: 0 → Q₀, !: Q₀ → 1)
2: while EQ(H(α, β)) = ρ: S → F₁S do
3:   α ← α′ s.t. α′ = [α, [iₜ, δₜ]₀]ⁿ
4:   α, β ← Fix(α, β)
5: return H(α, β)

**Proposition 16** (Language equivalence via recursion). Given an automaton \( A = (Q, δ, i, o) \), we have \( L_A \) if and only if \( L_\rho_A = L_{\rho_A} \) for every recursive coalgebra \( \rho: S → F₁S \).

**Corollary 17** (Counterexample existence). Given a closed and consistent wrapper \( W \) for \( Q₀ \), we have \( L_{H_W} ≠ L_A \) iff there exists a counterexample for \( W \).

The next step in Algorithm 2 is to fix the table by adding all prefixes of the counterexample to \( S \) (line 5). We generalise this step by incorporating the counterexample given by a recursive coalgebra into the wrapper. In the DA case, this precisely corresponds to adding a prefix-closed subset to \( S \). The following results say that doing so will lead to either a closedness or a consistency defect. In other words, we give theoretical guarantees that resolving counterexamples results in progress being made towards convergence.

**Theorem 18** (Resolving counterexamples). Given a closed and consistent wrapper \( W = (S ⟸ Q₀, Q₀ ⟸ P) \) and a recursive coalgebra \( \rho: S' → F₁S' \), the following holds. If the wrapper \( W' = ([α, [iₜ, δₜ]₀]ⁿ, β) \) is closed and consistent, then \( W \) is correct up to \( ρ \).

This theorem is used contrapositively: given a closed and consistent wrapper, adding a counterexample yields a wrapper that is either not closed or inconsistent.

## 5 Generalised Learning Algorithm

We are now in a position to describe our general algorithm. Similarly to \( L^* \) (Section 2.2) it is organised into two procedures: Algorithm 3 which contains the abstract procedure for making a wrapper closed and consistent, and Algorithm 4 containing the learning iterations. These generalise the analogous procedures in \( L^* \). Algorithm 3 and Algorithm 2, respectively. We note again that although the
algorithmic description operates on a wrapper \((\alpha, \beta)\), these individual morphisms will not be known to the learner. In fact, at this level of abstraction the descriptions should be seen as algorithmic templates rather than concrete algorithms. An instantiation must ensure that at least the compositions required to determine the closedness and consistency conditions and to construct the hypothesis can be maintained. These compositions are \(\beta \circ \alpha\), \(\beta \circ i_t\), \(\beta \circ \delta_t \circ F\alpha\), and \(\alpha \circ \alpha\). We have previously shown how these instantiate to recover \(L^*\), and in Section 6 we will discuss the class of examples given by generalised tree automata.

In Algorithm 3 the wrapper is initialised with trivial maps and extended to be closed and consistent using the subroutine \(\text{Fix}\) (line 1). The equivalence query for the main loop (line 2) returns a counterexample in the form of a recursive coalgebra, which is used to update the wrapper (line 3, which will be explained in more detail later, when we define runs). The updated wrapper is passed on to the subroutine \(\text{Fix}\) (line 4) to be made closed and consistent.

A crucial point for Algorithm 3 is defining what it means to resolve the “current” closedness and consistency defects. We call these local defects, meaning the ones that can be directly detected in the current wrapper. For DAs, local closedness defects are rows from the bottom part missing in the top part, and the empty word row if it is missing. Local consistency defects are pairs of row labels which are distinguished by the target language, or with differing rows when the labels are extended with a single symbol.

We first introduce additional notions to formalise these ideas. We partially order the subobjects and quotients of the target automaton’s state space \(Q_t\) in the usual way. Given two subobjects \(j: J \hookrightarrow Q_t\) and \(k: K \hookrightarrow Q_t\), we say \(j \leq k\) if there is \(f: J \to K\) such that \(k \circ f = j\). Intuitively, \(j\) is “contained” in \(k\). Given two quotients \(x: Q_t \twoheadrightarrow X\) and \(y: Q_t \twoheadrightarrow Y\), we say \(x \leq y\) if there exists \(g: X \to Y\) such that \(y = g \circ x\). Intuitively, \(x\) is “finer” than \(y\).

Now, consider a wrapper \((\alpha, \beta)\) for \(Q_t\). We have that \(\alpha^\circ\) and \(\beta^p\) are a subobject and a quotient of \(Q_t\), respectively. For instance, in the DA case, \(\alpha^\circ\) is the set of states in \(Q_t\) currently represented by the table, and \(\beta^p\) is the equivalence relation on states induced by the rows. We can now say another wrapper \((\alpha', \beta')\) is a locally closed extension of \((\alpha, \beta)\) if (a) it represents at least the same states of \(Q_t\) as \(\alpha^\circ\), formalised \(\alpha^\circ \leq \alpha'^\circ\), and; (b) it solves the closedness defects present in \(\alpha\). Local consistency is analogous: it requires the extended wrapper to distinguish at least the same states of \(Q_t\) as the original one.

**Definition 19 (Local closedness and consistency).** Consider a wrapper

\[ W = ( S' \xrightarrow{\alpha'} Q_t, Q_t \xrightarrow{\beta'} P' ) \]

We call \(W\) locally closed w.r.t. a morphism \(\alpha: S \to Q_t\) if \(\alpha^\circ \leq \alpha'^\circ\) and there are morphisms \(i_W: I \to H_W\) and \(\text{lcose}_{W, \alpha}: FS \to H_W\) s.t. these diagrams commute:

\[
\begin{array}{ccc}
I & \xrightarrow{i} & Q_t \\
\downarrow{i_W} & & \downarrow{\beta'} \\
H_W & \xrightarrow{m_W} & P'
\end{array} \quad \begin{array}{ccc}
FS & \xrightarrow{F\alpha} & FQ_t \\
\downarrow{\text{lcose}_{W, \alpha}} & & \downarrow{\beta'} \\
H_W & \xrightarrow{m_W} & P'
\end{array}
\]
Given $\beta: Q \to P$, we say that $W$ is locally consistent w.r.t. $\beta$ if $\beta^P \leq \beta^O$ and there exist morphisms $\alpha_W: H_W \to O$ and $\text{lcons}_{W,\beta}: FH_W \to P$ making the diagrams below commute.

\[
\begin{array}{ccc}
S' & \xrightarrow{e_W} & H_W \\
\downarrow{\alpha'} & & \downarrow{\text{lcons}_{W,\beta}} \\
Q_I & \xrightarrow{\alpha} & O \\
\end{array}
\quad
\begin{array}{ccc}
FS' & \xrightarrow{F\alpha} & FH_W \\
\downarrow{\text{lcons}_{W,\beta}} & & \downarrow{\delta} \\
FQ_I & \xrightarrow{\delta} & Q_I \xrightarrow{\beta} P \\
\end{array}
\]

A wrapper $(\alpha, \beta)$ is closed if and only if it is locally closed w.r.t. $\alpha$ and consistent if and only if it is locally consistent w.r.t. $\beta$.

**Example 20.** For the case of DAs, consider a wrapper $(\alpha_S', \beta_E')$ representing an observation table $(S', E')$ for the target DA $A_t$ (see Example 8).

**Local closedness:** Given $\alpha_S: S \to Q_I$, $(\alpha_S', \beta_E')$ is locally closed w.r.t. $\alpha_S$ if (1) $S \subseteq S'$ (to ensure $\alpha_S^S \leq \alpha_S'^S$); (2) $S'$ contains the empty word (left diagram); and (3) any row in the bottom part of the table $(S, E')$ occurs in the top part of $(S', E')$ (right diagram).

**Local consistency:** Similarly, given $\beta_E: Q_I \to 2^E$, $(\alpha_S', \beta_E')$ is locally consistent w.r.t. $\beta_E$ if (1) $E \subseteq E'$ (to ensure $\beta_E^E \leq \beta_E'^E$); (2) $E'$ contains the empty word (left diagram); and (3) for all $s, s' \in S'$ and $a \in A$, if $s$ and $s'$ map to the same row in the top part of $(S', E')$, then the rows for $sa$ and $s'a$ are the same in the bottom part of $(S', E)$ (right diagram).

In Algorithm 3 we assume that we can always find locally closed and consistent wrappers (lines 4 and 6 respectively). This assumption holds in general for local closedness: for each wrapper $(\alpha, \beta)$ for $Q_I$ we can always find $\alpha'$ such that $(\alpha', \beta)$ is locally closed w.r.t. $\alpha$.

**Lemma 21.** Given a wrapper $(\alpha, \beta)$ for $Q_I$, $(\alpha, [\delta_t, \delta_i] \circ F_I \alpha, \beta)$ is locally closed w.r.t. $\alpha$.

This result is enabled by the algebraic nature of automata. Local consistency is not inherently algebraic, so ensuring it takes more effort. We shall see in Section 6 that existence of locally closed/consistent extensions can be proved constructively for a broad class of automata.

**Termination.** To analyse termination of Algorithm 4 we introduce its runs.

**Definition 22 (Run of the algorithm).** A run of the algorithm is a stream of wrappers $W_n = (\alpha_n, \beta_n)$ satisfying the following conditions:

1. $\alpha_0: 0 \to Q_I$ and $\beta_0: Q_I \to 1$ are the unique morphisms;
2. if $W_n$ is not closed, then $\beta_{n+1} = \beta_n$ and $\alpha_{n+1}$ is s.t. $(\alpha_{n+1}, \beta_n)$ is locally closed w.r.t. $\alpha_n$;
3. if $W_n$ is closed but not consistent, then $\alpha_{n+1} = \alpha_n$ and $\beta_{n+1}$ is s.t. $(\alpha_n, \beta_{n+1})$ is locally consistent w.r.t. $\beta_n$;
4. if $W_n$ is closed and consistent and we obtain a counterexample $\rho: S \to F_I S$ for $W_n$, then $\alpha_{n+1} = [\alpha_n, [\delta_t, \delta_i]^{\rho}]^+$ and $\beta_{n+1} = \beta_n$; and
5. If \( W_n \) is closed and consistent and correct up to all recursive \( F_I \)-coalgebras, then \( W_{n+1} = W_n \).

Note that, in point 4 above and in line 3 of Algorithm 4, we admit a more general counterexample resolution than Theorem 18: we only require that \( \alpha_{n+1} \) and \( [\alpha_n, [t, \delta]] \) represent the same states of the target automaton. This captures how observation tables are updated in practice; for instance in \( L^* \) a counterexample prefix already in the table is discarded.

Proposition 23. Algorithm 4 halts if and only if for all runs \( \{ W_n \}_{n \in \mathbb{N}} \) there is \( n \) with \( W_{n+1} = W_n \).

We can establish an invariant on the order of subsequent wrappers in runs.

Lemma 24. Let \( \{ W_n = (\alpha_n, \beta_n) \}_{n \in \mathbb{N}} \) be a run. For all \( n \in \mathbb{N} \), we have \( \alpha_n \leq \alpha_{n+1} \) and \( \beta_n \leq \beta_{n+1} \). Moreover, if \( \alpha_n \leq \alpha_{n+1} \), then \( \alpha_{n+1} = \alpha_n \); if \( \beta_n \leq \beta_{n+1} \), then \( \beta_{n+1} = \beta_n \).

Putting these results together, we conclude that the algorithm terminates with a correct automaton, which is minimal under certain conditions. Satisfaction of the requirement on recursive coalgebras \( \rho_k \) depends on the implementation of counterexamples and closing of wrappers; for DAs, it suffices to keep the set of row labels \( S \) prefix-closed.

Theorem 25 (Termination). If \( Q_t \) has finitely many subobject and quotient isomorphism classes, then for all runs \( \{ W_n = (\alpha_n, \beta_n) \}_{n \in \mathbb{N}} \) there exists \( n \in \mathbb{N} \) such that \( W_n \) is closed and consistent and its hypothesis is correct. If \( A_t \) is minimal and for all \( k \in \mathbb{N} \) there exists a recursive \( \rho_k : S_k \to F_I S_k \) such that \( \alpha_k = [t, \delta]^{p_k} \), then the final hypothesis is minimal.

6 Generalised Tree Automata

We now instantiate the above development to a wide class of \( \text{Set} \) endofunctors. This yields an abstract algorithm for generalised tree automata—i.e., automata accepting sets of trees, possibly subject to equations—including bottom-up tree automata and unordered tree automata. We first introduce the running examples.

Example 26 (Tree automata). Let \( \Gamma \) be a ranked alphabet, i.e., a finite set where \( \gamma \in \Gamma \) comes with \( \text{arity}(\gamma) \in \mathbb{N} \). The set of \( \Gamma \)-trees over a finite set of leaf symbols \( I \) is the smallest set \( T _ \Gamma (I) \) such that \( I \subseteq T _ \Gamma (I) \), and for all \( \gamma \in \Gamma \) we have that \( t_1, \ldots, t_{\text{arity}(\gamma)} \in T _ \Gamma (I) \) implies \( (\gamma, t_1, \ldots, t_{\text{arity}(\gamma)}) \in T _ \Gamma (I) \). The alphabet \( \Gamma \) gives rise to the polynomial functor \( F X = \prod _ {\gamma \in \Gamma} X^{\text{arity}(\gamma)} \). The free \( F \)-algebra monad is precisely \( T _ \Gamma \), where the unit turns elements into leaves, and the multiplication flattens nested trees into a tree. A bottom-up deterministic tree automaton \( \epsilon \) is then an automaton over \( F \), with finite \( I \) and \( O = 2 \).

Example 27 (Unordered tree automata). Consider the finite powerset functor \( P_f : \text{Set} \to \text{Set} \), mapping a set to its finite subsets. The corresponding free
\( \mathcal{P}_f \)-monad maps a set \( X \) to the set of finitely-branching unordered trees with
nodes in \( X \). Automata over \( \mathcal{P}_f \), with output set \( O = 2 \) and finite \( I \), accept sets of
such trees. Note that unordered trees can be seen as trees over a ranked alphabet
\( \Gamma = \{ s_i \mid i \in \mathbb{N} \} \), where \( \text{arity}(s_i) = i \), satisfying equations that collapse duplicate
branches and identify lists of branches up to permutations.

Automata in these examples are algebras for endofunctors with the following
properties: they are strongly finitary \cite{9}—i.e., they are finitary and preserve finite
sets—and they preserve weak pullbacks. We turn these into a global assumption,
used in several places; in particular, that \( F \) is strongly finitary is used to guarantee
the existence of finite counterexamples.

Assumption 28. In the remainder we take \( C = \text{Set} \) with the (surjective, in-
jective) factorisation system, assume \( F \) is strongly finitary and preserves weak
pullbacks, and \( I \) finite.

If the target automaton \( \mathcal{A}_t \) is finite, the algorithm terminates by Theorem 25.

We start with the central notion of contextual wrapper, a specific form of
wrapper using contexts to generalise string concatenation to trees. We then
show that contextual wrappers enable effective procedures for local closedness
and consistency, and for computing hypotheses. Moreover, they can always be
updated via finite counterexamples. Altogether, this makes the ingredients of our
abstract algorithm concrete for generalised tree automata.

6.1 Contextual wrappers

Denote by \( 1 \) the set \( \{ \square \} \). Given \( x \in X \) for any set \( X \), we write \( e_x \) for the function
\( 1 \to X \) that assigns \( x \) to \( \square \). We use the set \( 1 \) to define the set of contexts \( T(I+1) \),
where the holes \( \square \) occurring in a context \( c \in T(I+1) \) can be used to plug in
further data such as another context or a tree, e.g., in the case of Examples 26
and 27. In fact, it is well known that \( T(I + (-)) \) forms a monad with unit \( \hat{\eta}_X \)
turning each hole from \( X \) into a context, and multiplication \( \hat{\mu}_X \) plugging a
context into another context \cite{38}.

Definition 29 (Contextual wrapper). Let \( S \subseteq TI \) and \( E \subseteq T(I+1) \). Now:
- \( \alpha_S : S \to Q_t \) is defined as the restriction of the reachability map of \( \mathcal{A}_t \) to \( S \);
- \( \beta_E : Q_t \to O^E \) is defined as the function given by
  \( \beta_E(q)(e) = (\alpha_t \circ [i_t, e_q]^\uparrow)(e) \).

A wrapper is called contextual if it is of the form \( (\alpha_S, \beta_E) \) for some \( S \) and \( E \).

Intuitively, \( \beta_E \) classifies states by plugging them into every context in \( E \)
and comparing the resulting outputs. In the DA case, contextual wrappers are equiva-
lent to those of Example 8, where row labels are plugged into word contexts—i.e.,
words of the form \( \square \cdot e \), with \( e \in A^* \)—to achieve string concatenation.

We now show how to compute several morphisms induced by a wrapper.
These morphisms, intuitively, correspond to different parts of an observation
table, and are used for (local) closedness and consistency, and to construct the
hypothesis. In particular, we show that they can be computed concretely by
querying the language \( \mathcal{L}_{\mathcal{A}_t} \), i.e., via membership queries.
Proposition 30 (Computing wrapper morphisms). Given \( S \subseteq TI \) with inclusion \( j: S \to TI \) and \( E \subseteq T(I+1) \) with inclusion \( k: E \to T(I+1) \), we have:

- The top observation table \( \beta_E \circ \alpha_S: S \to O^E, s \mapsto \mathcal{L}_A \circ \mu_I \circ T[j_{\gamma}, j \circ \epsilon_x] \circ k; \)
- The bottom observation table \( \beta_E \circ \delta_k \circ F_{\alpha_S}: FS \to O^E, t \mapsto \mathcal{L}_A \circ \mu_I \circ T[j_{\gamma}, \gamma \circ F j \circ \epsilon_k] \circ k; \)

- The input rows \( \beta_E \circ i_t: I \to O^E \) given by \( (\beta_E \circ i_t)(x) = \mathcal{L}_A \circ T[\id_I, \epsilon_x] \circ k; \)
- The row output \( \alpha_k \circ \alpha_S: S \to O \) given by \( (\alpha_k \circ \alpha_S)(s) = \mathcal{L}_A(s). \)

Example 31. For tree automata, a contextual wrapper is as follows: \( S \subseteq T_T(I) \) is a set of \( I \)-trees over \( I \), and \( E \subseteq T_T(I+1) \) is formed by contexts, i.e., \( I \)-trees where a special leaf \( \square \) may occur, or equivalently \( I + \square \)-trees, where \( I + \square \) is the signature \( I \) extended with an additional constant \( \square \). Plugging into a context intuitively amounts to replacing this leaf with a tree.

We now give the intuition behind the maps of Proposition 30:

- The top part of the observation table has rows labelled by trees in \( S \), columns by contexts in \( E \), and rows are computed by plugging their tree labels into each column context and querying the language. When \( E \) contains only contexts with exactly one instance of \( \square \), this corresponds precisely to the observation tables of [22,17].
- The bottom part contains rows labelled over elements of \( FS = \coprod_{\gamma \in I} \text{arity}(\gamma) \), i.e., trees obtained by adding a new root symbol to those from \( S \). This generalises adding an alphabet symbol to row labels, as done in the bottom observation table of \( L \). Rows are computed as in the top part, by plugging their tree labels into contexts \( E \) and querying.
- The input rows are those for the leaves \( I \), and the row output function queries the language for each row label.

The case of unordered trees is analogous, with a key difference: wrapper maps are now up to equations, as both \( S \) and \( E \) are sets of unordered trees. The corresponding observation table can be understood as containing equivalence classes of rows and columns. For instance, the bottom part has only one successor row for each set of trees in \( S \), whereas in the previous case we have one successor row for each symbol \( \gamma \in I \) and \( \text{arity}(\gamma) \)-list of trees from \( S \).

Hypotheses. Recall that, given a closed and consistent wrapper \((\alpha_S, \beta_E)\), the state space of the associated hypothesis is given by the image of \( \beta_E \circ \alpha_S: S \to O^E \). Since \( S \) and \( E \) are finite sets, we can compute the image of this function. For bottom-up and unordered tree automata, as in the DA case (see Example 8), this image consists of distinct rows. The initial states, outputs and dynamics of the hypothesis automaton are defined as follows:

\[
i_{H_{\alpha}}(x) = (\beta_E \circ i_t)(x) \quad o_{H_{\alpha}}(e_{\alpha}(s)) = (\alpha_k \circ \alpha_S)(s) \\
\delta_{H_{\alpha}}(F(e_{\alpha})(x)) = (\beta_E \circ \delta_k \circ F_{\alpha_S})(x).
\]

Closedness and consistency ensure well-definedness. We know from Proposition 30 how to compute those functions via membership queries.
6.2 Witnessing local closedness and consistency

We now consider local closedness and consistency. In the current setting, these
amount to equality checks on finite structures, which can be performed effectively.

**Lemma 32 (Local closedness for Set automata).** Given \( S, S' \subseteq T(I + 1) \) and \( E \subseteq T(I + 1) \) such that \( S \subseteq S' \), \((\alpha_S, \beta_E)\) is locally closed w.r.t. \( \alpha_S \) if there exist \( k : I \rightarrow S' \) and \( \ell : FS \rightarrow S' \) such that (1) \( \alpha_S \circ k = i \), and (2) \( \alpha_S \circ \ell = \delta_i \circ F \alpha_S \).

**Example 33.** For bottom-up tree automata, local closedness holds if the table
\((S', E)\) already contains each leaf row (equation 1), and it contains every successor
row for \( S \), namely \( FS = \prod_{\gamma \in F} S_{\text{arity}(\gamma)} \) (equation 2). For unordered tree automata
the condition is similar, and now involves successor trees in \( P(I) \).

**Lemma 34 (Local consistency for Set automata).** Let \( S \subseteq T(I) \) and \( E \subseteq T(I) \), with \( S \) finite. Furthermore, suppose that for \( s, s' \in S \) with
\( (\beta_E \circ \alpha_S)(s) = (\beta_E \circ \alpha_S)(s') \) we have: (1) \( (\alpha \circ \alpha_S)(s) = (\alpha \circ \alpha_S)(s') \); and
(2) \( \beta_E \circ \delta \circ F(\alpha_S \circ [id_S, \gamma]) = \beta_E \circ \delta \circ F(\alpha_S \circ [id_S, \gamma']) \). Then \( W = (\alpha_S, \beta_E) \)
is locally consistent w.r.t. \( \beta_E \).

**Example 35.** For bottom-up tree automata, local consistency amounts to require
the following for the table for \((S, E')\). For all \( s, s' \in S \) corresponding to the same
row we must have: (1) \( s \) and \( s' \) are both accepted/rejected; (2) successor rows
obtained by plugging \( s \) and \( s' \) into the same one-level context from \( F(S + 1) = \prod_{\gamma \in F} (S + \{□\})_{\text{arity}(\gamma)} \) are equal.

For unordered-tree automata, we need to compare \( s \) and \( s' \) only when they are
equationally inequivalent. Note that one-level contexts are also up to equations,
which means that the position of the hole in the context is irrelevant for computing
extensions of \( s \) and \( s' \).

We now develop procedures for fixing local closedness and consistency defects.
First, we show that we can always extend \( S \) to make the wrapper locally closed.

**Proposition 36.** Given finite \( S \subseteq T(I) \) and \( E \subseteq T(I + 1) \), there exists a finite
\( S' \subseteq T(I + 1) \) such that \((\alpha_S, \beta_E)\) is locally closed w.r.t. \( \alpha_S \). If there exists a recursive \( \rho : S \rightarrow F_I S \) such that \([\eta_I, \gamma_I]^{\rho} : S \rightarrow T(I) \) is the inclusion, then there exists a recursive \( \rho' : S' \rightarrow F_I S' \) such that \([\eta_I, \gamma_I]^{\rho'} : S' \rightarrow T(I) \) is the inclusion.

The condition of \([\eta_I, \gamma_I]^{\rho} : S \rightarrow T(I) \) being the inclusion map in the above
result amounts to prefix closedness of \( S \) in tree automata, see Example 37 below.
Further, under this condition we have that \( \alpha_S = [i_t, \delta_i]^{\rho} \), since the reachability
map is an algebra morphism, and similarly for \( \alpha_S' \). This is crucial to satisfy the
requirements for minimality of the termination theorem.

**Example 37.** To better understand the above proposition, it is worth describing
what recursive coalebras are for the automata of Examples 26 and 27. For bottom-
up tree automata, they are coalebras \( \rho : S \rightarrow \prod_{\gamma \in F} S_{\text{arity}(\gamma)} + I \) satisfying suitable
conditions. Subtree-closed subsets of \( T_F(I) \) are sets of trees closed under taking
subtrees. Every subtree-closed \( S \) can be made into a recursive coalegebra that
returns the root symbol and its arguments, if applied to a tree of non-zero depth, and a leaf otherwise. For unordered tree automata, \( \rho: S \rightarrow P \) \( f_{S+I} \) will just return the set of subtrees or a leaf.

The proof of [Proposition 36](#) which can be found in Appendix D, is constructive and describes a naive procedure to make a table locally closed: adding all (finitely-many) successor rows to the table. For instance, in the case of tree automata, one adds rows obtained by adding a new root symbol to trees labelling rows in all possible ways, for each symbol in the alphabet. One may optimise the algorithm by instead adding only missing rows.

We now show how to fix local consistency, by extending a finite set of column labels \( E \) to a finite set \( E' \) such that the resulting wrapper is locally consistent.

**Proposition 38.** Given finite \( S \subseteq TI \) and \( E \subseteq T(I+1) \), define \( E' \subseteq T(I+1) \) by

\[
E' = E \cup \{(\eta_{I+1} \circ \kappa_2)(\square)\} \cup \{(\mu_1 \circ T(id_{I+1}) \circ e_x) \mid e \in E, x \in F(S+1)\}
\]

where \( \mu_1: 1 \rightarrow T(I+1) \), with \( \mu_2 = \gamma_{I+1} \circ F[T(\kappa_1 \circ j) \circ e_x] \circ \epsilon_x \), and \( j: S \rightarrow TI \) is set inclusion. It holds that \( E' \) is finite and \( (\alpha_S, \beta_{E'}) \) is locally consistent w.r.t. \( \beta_E \).

For tree automata, \( E' \) is \( E \) plus the empty context \( \square \) and the trees obtained by plugging one-level contexts formed from the current row labels (see Example 35) into all contexts in \( E \). This amounts to extending columns so that all consistency defects are fixed. One can optimise the procedure above by incrementally adding to \( E \) only those elements of \( E' \) that result in new pairs of rows being distinguished.

### 6.3 Finite counterexamples

Finally, we show that the teacher can always supply a finite counterexample.

**Proposition 39 (Language equivalence via finite recursion).** Given an automaton \( A = (Q, \delta, i, o) \), we have \( L_A_t = L_A \) iff \( L_{\rho_A} = L_A \) for all recursive \( \rho: S \rightarrow F \) such that \( S \) is finite.

**Corollary 40 (Finite counterexamples).** Given a closed and consistent wrapper \( W \) for \( Q_t \), we have \( L_W \neq L_A \) iff there exists a counterexample \( \rho: S \rightarrow F \) such that \( S \) is finite.

**Example 41.** Recall from [Example 37](#) that finite recursive coalgebras for bottom-up (resp. unordered) tree automata are coalgebras \( \rho: S \rightarrow \bigcoprod_{\gamma \in \Gamma} S^{arity(\gamma)} + I \) (resp. \( \rho: S \rightarrow P_f S + I \)). Thus, finite counterexamples are recursive coalgebras of this form where \( S \) is finite or, more concretely, a finite subtree-closed set of trees.

Given a finite counterexample, if \( \alpha_S \) arises from a recursive coalgebra \( \rho \) (e.g., when \( S \) is prefix-closed), updating the wrapper in line 3 of Algorithm 4 can be done as follows: (1) combine \( \rho \) with the recursive coalgebra in Corollary 40 via a coproduct (which preserves recursiveness); (2) take a suitable factorisation to make sure that there is an inclusion of \( S \) into \( TI \), and thus that the updated \( \alpha_S' \) forms a contextual wrapper (see Lemma 48 for a formal justification). Concretely, the latter step amounts to removing multiple copies of rows with the same label. Altogether, these steps take the union of the current rows with the (prefix-closed) counterexample, and guarantee that \( \alpha_S' \) again arises from a recursive coalgebra.
6.4 Minimality

Theorem 25 gives sufficient conditions for minimality of the automaton obtained from the algorithm, namely: each $\alpha$ arises from a recursive coalgebra, and the target automaton should be minimal. For the first condition to hold, there are two parts of the algorithm that need to be implemented appropriately, as they change $\alpha$: closing the table and adding counterexamples. This can always be done: for closing the table, this follows from Proposition 36; for counterexamples, the strategy outlined in the previous section yields a wrapper of the desired form. As for the second condition, a minimal automaton exists if the functor $F$ preserves arbitrary cointersections, which is the case iff $F$ is finitary [10].

7 Related work

This paper proceeds in the line of work on categorical automata learning started in [35], and further developed in the CALF framework [32, 33]. CALF provides abstract definitions of closedness, consistency, and hypothesis and several techniques to analyse and guide the development of concrete learning algorithms. CALF operates at a high level of abstraction and previously did not include an explicit learning algorithm. We discuss two further recent categorical approaches to learning, which make stronger assumptions than CALF in order to allow for the definition of concrete algorithms. The present paper is a third such approach.

Barlocco et al. [15] proposed an abstract algorithm for learning coalgebras, where tests are formed by an abstract version of coalgebraic modal logic. On the one hand, the notion of wrapper and closedness from CALF essentially instantiate to that setting; on the other hand, the combination of logic and coalgebra is what enables to define an actual algorithm in [15]. The current work focuses on algebras rather than coalgebras, and is orthogonal. In particular, it covers (bottom-up) tree automata, which are outside the scope of [15].

Urbat and Schröder proposed another categorical approach to automata learning [44], which—similarly to the work of Barlocco et al.—makes stronger assumptions than CALF in order to define a learning algorithm. Their work focuses primarily on automata, assuming that the systems of interest can be viewed both as algebras and coalgebras, and the generality comes from allowing to instantiate these in various categories. Moreover, it allows covering algebraic recognisers in certain cases, through a reduction to automata over a carefully constructed alphabet; this (orthogonal) extension allows covering, e.g., $\omega$-languages as well as tree languages. However, the reduction to automata makes this process quite different than the approach to tree learning in the present paper: it makes use of an automaton over all (flat) contexts, yielding an infinite alphabet, and therefore the algorithmic aspect is not clear. The extension to an actual algorithm for learning tree automata is mentioned as future work in [44]. In the present paper, this is achieved by learning algebras directly.

Yet another categorical approach to learning was proposed recently by Colcombet, Petrisan, and Stabile [19]. Here, the way automata are modelled is rather
different: not as algebras or coalgebras within a category, but as functors from a structure category to an output category. So far this has led the authors to develop an abstract automata learning algorithm that generalises algorithms for DFAs, weighted automata, and subsequential transducers. However, as their structure category is built by generating morphisms representing words by starting with a morphism for each alphabet symbol and closing under composition, it is unclear whether this approach could cover tree automata.

Concrete algorithms for learning tree automata and languages have appeared in the literature. The inference of regular tree languages using membership and equivalence queries appeared in [22], extending earlier work of Sakakibara [42]. Later, [17] provided a learning algorithm for regular tree automata using only membership queries. The instantiated algorithm in our paper has elements (such as the use of contexts) close to the concrete algorithms. The focus of the present paper is on presenting an algebraic framework that can effectively be instantiated to recover such concrete algorithms in a modular and canonical fashion, with proofs of correctness and termination stemming from the general framework.

8 Future Work

This paper makes use of the free monad of a functor $F$ in the formulation of the generalised learning algorithm, and hence can only deal with quotienting in a restricted setting, namely by flat equations in the presentation of $F$. It remains an open challenge to extend the present algorithm to a setting with more general equations. For the concrete case of pomset languages [24, 26] represented by bimonoids [37], we note that we have successfully instantiated the abstract algorithm described in this paper, and augmented it to include optimisations specific to the equations that hold in that setting [30]. In future work, we aim to extend the ideas behind these optimisations to the abstract setting, as well.

Another direction is to extend the framework with side-effects, encoded by a monad, in the style of [33]. This would enable learning more compact automata—albeit with richer, monadic, transitions—representing languages and, as a concrete instance, provide an active learning algorithm for weighted tree automata.
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A  Example of execution of $L^*$

We now run Algorithm 2 with the target language $L = \{w \in \{a\}^* \mid |w| \neq 1\}$. The algorithm starts with $S = E = \{\varepsilon\}$; the corresponding table is depicted in Figure 1a. It invokes Algorithm 1 to check closedness and consistency of this table: it is not closed, because $T(a)$ does not appear in the top part of the table. To fix this, it adds the word $a$ to the set $S$. The resulting table (Figure 1b) is closed and consistent, so the algorithm builds the hypothesis $\mathcal{H}$ shown in Figure 1c and poses the equivalence query $\text{EQ}(\mathcal{H})$. The teacher returns the counterexample $aaa$, which should have been accepted, and all its prefixes are added to the set $S$. The next table (Figure 1d) is closed, but not consistent: $T(\varepsilon) = T(aa)$, but $T(\varepsilon \cdot a) \neq T(aa \cdot a)$. The algorithm adds $a \cdot \varepsilon = a$ to $E$ so that $T(\varepsilon)$ and $T(aa)$ can be distinguished, as depicted in Figure 1e. The table is now closed and consistent, and the new hypothesis automaton is precisely the minimal DFA accepting $L$ (Figure 1f).

Fig. 1: Example run of $L^*$ on $L = \{w \in \{a\}^* \mid |w| \neq 1\}$. 
Proposition 16 (Language equivalence via recursion). Given an automaton \( A = (Q, \delta, i, o) \), we have \( L_A^r = L_A \) if and only if \( L_{\rho_A}^r = L_{\rho_A} \) for every recursive coalgebra \( \rho: S \to F_I S \).

Proof. First assume that \( L_{\rho_A}^r = L_{\rho_A} \) for all recursive \( \rho: S \to F_I S \). Note that \( TI \) is the initial algebra of \( F_I \); thus \( \eta, \gamma: F_I TI \to TI \) has an inverse. One easily sees that this inverse is recursive, with the corresponding unique maps into algebras being reachability maps. Thus, \( L_A^r = o \circ i^\# \circ i = L_A \).

Conversely, assume \( L_{\rho_A} = L_A \). Given a recursive coalgebra \( \rho: S \to F_I S \), we have that \( [i, \delta]^r = i^\# \circ [\eta, \gamma]^r \) and \( [i, \delta]^r = i^\# \circ [\eta, \gamma]^r \) by uniqueness. Thus, the diagram below commutes.

Theorem 18 (Resolving counterexamples). Given a closed and consistent wrapper \( W = (S \xrightarrow{\alpha} Q_t, Q_t \xrightarrow{\beta} P) \) and a recursive coalgebra \( \rho: S \to F_I S \), the following holds. If the wrapper \( W' = ([\alpha, [i, \delta]^r], \beta) \) is closed and consistent, then \( W \) is correct up to \( \rho \).

Proof. Since the diagram below on the left commutes, we obtain a unique diagonal \( h: H_W \to H_{W'} \) on the right.

We will show that \( h \) is an automaton homomorphism. Noting that \( \tau_{W'}^r \) is a mono and \( e_W \) is an epi, commutativity of the diagrams below shows that \( h \) commutes
with the initial states \((h \circ i_W = i_{W'})\) and outputs \((o_{W'} \circ h = o_W)\).

As for the transition functions, we use that \(\tau_{W'}^\circ\) is a mono to show that \(h \circ \text{close}_W = \text{close}_{W'} \circ F\kappa_1\) with the commutative diagram below.

We are now ready to show that \(h \circ \delta_W = \delta_{W'} \circ Fh\). This follows from commutativity of the diagram below using the fact that \(F\epsilon_W\) is an epi.
Thus, \( h \) is an automaton homomorphism \( \mathcal{H}_W \to \mathcal{H}_{W'} \). This implies in particular that \( h \circ [i_W, \delta_W]^p = [i_{W'}, \delta_{W'}]^p \). It follows that the diagram below commutes.

\[
\begin{array}{ccc}
S' & \xrightarrow{[i_W, \delta_W]^p} & H_W \\
\downarrow & & \downarrow \alpha_W \\
H_{W'} & \xrightarrow{\delta_{W'}} & O
\end{array}
\]

(1)

We now show that \( \tau_{W'}^p \circ \kappa_2 = [i_{W'}, \delta_{W'}]^p \). This follows by the uniqueness property of \( [i_{W'}, \delta_{W'}]^p \) from commutativity of the diagram below, using that \( \tau_{W'}^\triangleleft \) is monic.

The commutative diagram below completes the proof.

\[
\begin{array}{ccc}
F_1 \kappa_2 & \to & F_1 (S + S') \\
\downarrow F_1 [i_W, \delta_W]^p & & \downarrow [i_W, \delta_W]^p \\
F_1 S' & \xrightarrow{[i_W, \delta_W]^p} & F_1 Q_t \\
\downarrow \alpha_1 & & \downarrow \beta \\
S' & \xrightarrow{[i_W, \delta_W]^p} &Q_t \\
\downarrow \kappa_2 & & \downarrow \tau_{W'}^p \\
S + S' & \xrightarrow{\tau_{W'}^p} & H_W \\
\downarrow \tau_{W'}^p & & \downarrow \tau_{W'}^p \\
\end{array}
\]

(1) definition of \( [i_W, \delta_W]^p \)  (2) closedness and def. of \( i_W \)
(2) definition of \( \delta_W \)  (3) definitions of \( \tau_{W'}^p \) and \( \tau_{W'}^q \)

C Proofs for Section 5

Lemma 42. For all morphisms \( \alpha_1 : S_1 \to Q_t, \alpha_2 : S_2 \to Q_t, \) and \( f : S_1 \to S_2 \) such that \( \alpha_2 \circ f = \alpha_1 \) we have \( \alpha_1^q \leq \alpha_2^q \).
Proof. This follows directly from the unique diagonal obtained in the commutative diagram below.

\[
\begin{array}{c}
S_1 \xrightarrow{\alpha_1^0} \bullet \\
\downarrow f \\
S_2 \xrightarrow{\alpha_2^0} Q_t \\
\end{array}
\]

Lemma 21. Given a wrapper \((\alpha, \beta)\) for \(Q_t\), \(([\alpha, [i, \delta] \circ F_t \alpha], \beta)\) is locally closed w.r.t. \(\alpha\).

Proof. Let \(W = ([\alpha, [i, \delta] \circ F_t \alpha], \beta)\). Note that \(\alpha^q \leq [\alpha, [i, \delta] \circ F_t \alpha]^q\) by Lemma 42 (via \(\kappa_1: S \to S + F_t S\)). We define

\[
i_W = I \xrightarrow{\kappa_2 F_t S \kappa_2^0} S + F_t S \xrightarrow{e_W} H_W
\]

\[
lclose\_W\_\alpha = FS \xrightarrow{\kappa_2 F_t S \kappa_2^0} S + F_t S \xrightarrow{e_W} H_W
\]

and note that the commutative diagrams below show that they satisfy the required properties.

Lemma 43. For any run \(\{W_n = (\alpha_n, \beta_n)\}\) and \(n \in \mathbb{N}\), if \(\alpha_{n+1}^q \leq \alpha_n^q\), then \(W_n\) is closed.

Proof. For each \(j \in \mathbb{N}\), denote by \(S_j\) the domain of \(\alpha_j\) and by \(P_j\) the codomain of \(\beta_j\), and let \(X_j\) be the object through which \(\alpha_j\) factorises. We define \(f_j: X_n \to H_n\)
as the unique diagonal in the commutative square below.

\[
\begin{array}{ccc}
S_j & \xrightarrow{\alpha_j} & X_j \\
\downarrow{\tau_{W_j}} & & \downarrow{\alpha_j} \\
H_{W_j} & \xrightarrow{\tau_{W_j}} & P_j \\
\end{array}
\]

Note that \( f_j \in E \) because \( \tau_{W_j} \in E \).

We write \( v: X_{n+1} \to X_n \) for the witness of \( \alpha_{n+1} \leq \alpha_n \). Assume towards a contradiction that \( W_n \) is not closed. By the definition of a run we then have that \( \beta_{n+1} = \beta_n \) and \( W_{n+1} \) is locally closed w.r.t. \( \alpha_n \). Define \( i_{W_n} = h \circ i_{W_{n+1}}: I \to W_{W_n} \) and \( \text{close}_{W_n} = h \circ \text{iclose}_{W_{n+1}:\alpha_n} \), where \( i_{W_{n+1}} \) and \( \text{iclose}_{W_{n+1}:\alpha_n} \) exist by local closedness and \( h: W_{W_{n+1}} \to W_{W_n} \) is the unique diagonal in the commutative diagram below.

\[
\begin{array}{ccc}
X_{n+1} & \xrightarrow{f_{n+1}} & W_{W_{n+1}} \\
\downarrow{\alpha_{n+1}} & \downarrow{\beta_{n+1}} & \downarrow{\tau_{W_{n+1}}} \\
X_n & \xrightarrow{\alpha_n} & Q_t \\
\downarrow{f_n} & \downarrow{\tau_{W_n}} & \downarrow{P_n = P_{n+1}} \\
H_{W_n} & \xrightarrow{\tau_{W_n}} & P_n = P_{n+1} \\
\end{array}
\]

(\( \downarrow \) definition of \( f_n \) or \( f_{n+1} \))

Now the diagrams below commute, leading to the desired contradiction that \( W_n \) is closed.

\[
\begin{array}{ccc}
I & \xrightarrow{i_{W_n}} & W_{W_{n+1}} \\
\downarrow{\text{iclose}_{W_{n+1}:\alpha_n}} & \downarrow{\delta_{n+1}} & \downarrow{\delta_n} \\
H_{W_{n+1}} & \xrightarrow{\tau_{W_{n+1}}} & Q_t \\
\downarrow{\delta_{n+1}} & \downarrow{\beta_n} & \downarrow{\beta_n} \\
H_{W_n} & \xrightarrow{\tau_{W_n}} & P_n = P_{n+1} \\
\end{array}
\]

(\( \downarrow \) local closedness (\( \end{array} \)) definition of \( h \))

**Proposition 44.** Given a recursive \( \rho: S \to F_1 S \) and a closed and consistent wrapper for \( Q_t \) of the form \( W = ([i, \delta_t]^\rho, \beta) \), we have that \( e_W = [i_W, \delta_W]^\rho \) and \( H_W \) is reachable.

**Proof.** We will first show that \( e_W = [i_W, \delta_W]^\rho \) by using the uniqueness property of the right hand side. This follows from the commutative diagram below as a
result of $m_W$ being a mono, together with the uniqueness property of $[i_W, \delta_W]^\rho$.

Now $i_W^\delta \circ [\eta_I, \gamma_I]^\rho = [i_W, \delta_W]^\rho = e_W \in \mathcal{E}$, so $i_W^\delta \in \mathcal{E}$ by [6, Proposition 14.11 via duality]. Thus, $H_W$ is reachable.

**Lemma 45.** For any run $\{W_n = (\alpha_n, \beta_n)\}_{n \in \mathbb{N}}$ and $n \in \mathbb{N}$, if $W_n$ is closed and $\beta_n^\rho \leq \beta_{n+1}^\rho$, then $W_n$ is consistent.

**Proof.** For each $j \in \mathbb{N}$, denote by $S_j$ the domain of $\alpha_j$ and by $P_j$ the codomain of $\beta_j$, and let $X_j$ be the object through which $\beta_j$ factorises. We define $f_j: H_{W_j} \to X_j$ as the unique diagonal in the commutative square below.

Note that $f_j \in \mathcal{M}$ because $\tau_{W_j}^\delta \in \mathcal{M}$.

We write $v: X_n \to X_{n+1}$ for the witness of $\beta_n^\rho \leq \beta_{n+1}^\rho$. Assume towards a contradiction that $W_n$ is not consistent. By the definition of a run of the algorithm we then have that $\alpha_{n+1} = \alpha_n$ and $W_{n+1}$ is locally consistent w.r.t. $\beta_n$. Define $o_W = o_{W_{n+1}} \circ h: H_{W_n} \to O$ and $\text{cons}_{W_n} = \text{cons}_{W_{n+1}, \beta_n \circ h}$, where
Lemma 46. Let $\alpha : S \to Q_t$, $\alpha' : S' \to Q_t$, and $\beta : Q_t \to P$ be such that $\alpha^{\sim}$ and $\alpha'^{\sim}$ are isomorphic subobjects. If $(\alpha, \beta)$ is closed and consistent, then so is $(\alpha', \beta)$.

**Proof.** Write $W = (\alpha, \beta)$ and $W' = (\alpha', \beta)$. Let $X$ and $X'$ be the respective objects through which $\alpha$ and $\alpha'$ factorise, and denote by $\phi : X \to X'$ the subobject isomorphism $(\alpha'^{\sim} \circ \phi = \alpha^{\sim})$. We define $f : X \to H_W$ and $g : X' \to H_{W'}$ as the unique diagonals in the diagrams below.

Note that $\alpha^\triangledown$ and $\epsilon_W$ are in $\mathcal{E}$, and therefore so is $f$; similarly, since $\alpha'^\triangledown$ and $\tau^\triangledown_{W'}$ are in $\mathcal{E}$, so is $g$ [Proposition 14.9 via duality]. We now define $\psi : H_W \to H_{W'}$
and $\psi^{-1} : H_W \to H_{W'}$ as the unique diagonals in the diagrams below.

$$
\begin{array}{c}
X \xrightarrow{f} H_W \\
p \downarrow \ \\
X' \xrightarrow{\psi} H_W' \\
m_W \downarrow \phi \downarrow \ \\
P \xleftarrow{\phi^{-1}} H_W' \\
\end{array}
\quad
\begin{array}{c}
X' \xrightarrow{g} H_{W'} \\
p^{-1} \downarrow \ \\
X \xrightarrow{\psi^{-1}} H_W \\
m_W \downarrow f \downarrow \ \\
P \xleftarrow{m_W} H_W \\
\end{array}
$$

It is a standard result that $\psi$ and $\psi^{-1}$ are inverse to each other [6, Proposition 14.7], as suggested by their names. We define

$$
i_{W'} = I \xrightarrow{i_{W'}} H_W \xrightarrow{\psi} H_{W'} \quad \quad o_{W'} = H_{W'} \xrightarrow{\psi^{-1}} H_W \xrightarrow{o_{W'}} O$$

$$d = H_{W'} \xrightarrow{\phi^{-1}} FH_W \xrightarrow{\delta_W} H_W \xrightarrow{\psi} H_{W'}.$$  

To show closedness and consistency, we will need the following two equations.

$$o_W \circ f = o_t \circ \alpha \circ \delta \circ Ff = \beta \circ \delta \circ F\alpha \circ \delta \circ Ff.$$  

(2)

Note that both $\alpha$ and $F\alpha$ are in $E$ because $F$ preserves $E$, and that they are therefore both epis. We use this to prove (2) with the commutative diagrams below.

Now the diagrams below commute.
Using [32] Theorem 9, the existence of a $d$ making the last diagram above commute shows together with the other two commutative diagrams that $\mathcal{W}'$ is closed and consistent.

Lemma 24. Let $\{\mathcal{W}_n = (\alpha_n, \beta_n)\}_{n \in \mathbb{N}}$ be a run. For all $n \in \mathbb{N}$, we have $\alpha_n^q \leq \alpha_{n+1}^q$ and $\beta_n^p \leq \beta_{n+1}^p$. Moreover, if $\alpha_n^q \leq \alpha_{n+1}^q$, then $\alpha_{n+1} = \alpha_n$; if $\beta_n^p \leq \beta_{n+1}^p$, then $\beta_{n+1} = \beta_n$.

**Proof.** We consider each of the cases listed in the definition of a run of the algorithm. If $\mathcal{W}_n$ is not closed, then $\beta_{n+1} = \beta_n$ and $\alpha_n^q \leq \alpha_{n+1}^q$ by the definition of local closedness. Supposing $\alpha_{n+1}^q \leq \alpha_n^q$ leads by [Lemma 43] to the contradiction that $\mathcal{W}_n$ is closed.

If $\mathcal{W}_n$ is closed but not consistent, then $\alpha_{n+1} = \alpha_n$ and we have $\beta_n^p \leq \beta_{n+1}^p$ by the definition of local consistency. Supposing $\beta_n^p \leq \beta_{n+1}^p$ leads by [Lemma 45] to the contradiction that $\mathcal{W}_n$ is consistent.

If $\mathcal{W}_n$ is closed and consistent and we obtain a counterexample $\rho: S \rightarrow F_1S$ for $\mathcal{W}_n$, then $\beta_{n+1} = \beta_n$ and $\alpha_{n+1} = [\alpha_n, \{I, \delta\}]^p$, using [Lemma 42] Suppose $\alpha_{n+1}^q \leq \alpha_n^q$. Then $[\alpha_n, \{I, \delta\}]^p = \alpha_{n+1}^q \leq \alpha_n^q$, so $\alpha_n^q$ and $[\alpha_n, \{I, \delta\}]^p$ are isomorphic subobjects. By [Lemma 46] this implies that $([\alpha_n, \{I, \delta\}]^p, \beta_n)$ is also closed and consistent, which by [Theorem 18] contradicts the fact that $\rho$ is a counterexample for $\mathcal{W}_n$.

If $\mathcal{W}_n$ is closed and consistent and correct up to all recursive $F_1$-coalgebras, then we immediately have $\alpha_{n+1} = \alpha_n$ and $\beta_{n+1} = \beta_n$.

**Theorem 25 (Termination).** If $Q_k$ has finitely many subobject and quotient isomorphism classes, then for all runs $\{\mathcal{W}_n = (\alpha_n, \beta_n)\}_{n \in \mathbb{N}}$ there exists $n \in \mathbb{N}$ such that $\mathcal{W}_n$ is closed and consistent and its hypothesis is correct. If $\mathcal{A}_k$ is minimal and for all $k \in \mathbb{N}$ there exists a recursive $\rho_k: S_k \rightarrow F_1S_k$ such that $\alpha_k = [I, \delta]^p_k$, then the final hypothesis is minimal.

**Proof.** We will show that $\{\mathcal{W}_n\}_{n \in \mathbb{N}}$ converges, for which it suffices to show that both $\{\alpha_n\}_{n \in \mathbb{N}}$ and $\{\beta_n\}_{n \in \mathbb{N}}$ converge. Suppose $\{\alpha_n\}_{n \in \mathbb{N}}$ does not converge. By
Lemma 24: There exist $i_n \in \mathbb{N}$ for all $n \in \mathbb{N}$ such that $i_{n+1} > i_n$, $\alpha_{i_n}^q \leq \alpha_{i_{n+1}}^q$, and $\alpha_{i_{n+1}}^q \not\leq \alpha_{i_n}^q$ for all $n \in \mathbb{N}$. Note that isomorphic subobjects are ordered in both directions. Using transitivity of the order on subobjects we know that for all $m, n \in \mathbb{N}$ with $m \neq n$ we have that $\alpha_{i_m}^q$ and $\alpha_{i_n}^q$ are not isomorphic subobjects. This contradicts the fact that $Q_t$ has finitely many subobject isomorphism classes. Thus, $\{\alpha_n\}_{n \in \mathbb{N}}$ must converge.

Now suppose $\{\beta_n\}_{n \in \mathbb{N}}$ does not converge. By Lemma 24 there exist $i_n \in \mathbb{N}$ for all $n \in \mathbb{N}$ such that $i_{n+1} > i_n$, $\beta_{i_n}^q \leq \beta_{i_{n+1}}^q$, and $\beta_{i_{n+1}}^q \not\leq \beta_{i_n}^q$ for all $n \in \mathbb{N}$. Note that isomorphic quotients are ordered in both directions. Using transitivity of the order on quotients we know that for all $m, n \in \mathbb{N}$ with $m \neq n$ the quotients $\beta_{i_m}^q$ and $\beta_{i_n}^q$ are not isomorphic. This contradicts the fact that $Q_t$ has finitely many quotient isomorphism classes. Thus, $\{\beta_n\}_{n \in \mathbb{N}}$ must converge. We conclude that $\{W_n\}_{n \in \mathbb{N}}$ converges, and by Proposition 23 the algorithm terminates. By definition, it does so with a correct hypothesis.

Now assume that $A_t$ is minimal and that for all $k \in \mathbb{N}$ there exists $\rho_k : S_k \to F_I S_k$ such that $\alpha_k = [i, \delta]^p$. Let $n \in \mathbb{N}$ be such that $W_{n+1} = W_n$, which by the above we know exists, and define $W = W_n$. We know from Proposition 44 that $H_W$ is reachable. Together with correctness of $H_W$ and minimality of $A_t$, there exists a unique automaton homomorphism $h : H_W \to A_t$. We show that $\beta_n \circ h = m_W$ with the commutative diagram below, where we precompose with the epi $e_W$ and use that automaton homomorphisms commute with restricted reachability maps.

![Diagram](image)

It follows that $h \in \mathcal{M}$ [13, Proposition 14.11]. Being an automaton homomorphism, $h$ commutes with the reachability maps: $h \circ i_W^p = i_t^p$. Because $i_W^p \in \mathcal{E}$ and $i_t^p \in \mathcal{E}$, we have $h \in \mathcal{E}$ [13, Proposition 14.9 via duality]. Since $\mathcal{E} \cap \mathcal{M}$ contains only isomorphisms [13, Proposition 14.6], it follows that $h$ is an isomorphism of automata and therefore that the hypothesis is minimal.

D Proofs for Section 6

In some of the proofs below we will use the basic property that for all functions $f : X \to Y$ and elements $x \in X$ we have:

$$\epsilon_{f(x)} = f \circ \epsilon_x. \quad (3)$$

Lemma 47. For all $T$-algebras $(X, x)$, $p : I \to X$, and $c \in T(I+X)$, the diagram below commutes.

![Diagram](image)
Proof. Given any set $Y$ and a $T(I+(-))$-algebra $(Z,z)$, the extension of a morphism $f: Y \to Z$ to the $T(I+(-))$-algebra homomorphism $f^Z: T(I+Y) \to Z$ is given by $f^Z = z \circ T(id_I + f)$. We can supply $X$ with the $T(I+(-))$-algebra structure $[p,\mu_X]: T(I+X) \to X$. Thus,

$$
[p,\epsilon_{[p,\mu_X]^Z(c)}] = [p,\epsilon_{id_X^Z(c)}] = [p,\epsilon_{id_X^Z(\epsilon_c)}] = [p,\epsilon_{id_X^Z}^Z \circ T(id_I + \epsilon_c)] = [p,\epsilon_{id_X^Z}^Z \circ \hat{T}(id_I + \epsilon_c)].
$$

Proposition 30 (Computing wrapper morphisms). Given $S \subseteq TI$ with inclusion $j: S \to TI$ and $E \subseteq T(I+1)$ with inclusion $k: E \to T(I+1)$, we have:

- The top observation table $\beta_E \circ \alpha_S: S \to O^E, s \mapsto \mathcal{L}_{\mathcal{A}} \circ \mu_I \circ T[\eta_I, j \circ \epsilon_s] \circ k$;
- The bottom observation table $\beta_E \circ \delta_t \circ F \alpha_S: FS \to O^E, t \mapsto \mathcal{L}_{\mathcal{A}} \circ \mu_I \circ T[\eta_I, \gamma_I \circ F j \circ \epsilon_t] \circ k$;
- The input rows $\beta_E \circ i_t: I \to O^E$ given by $(\beta_E \circ i_t)(x) = \mathcal{L}_{\mathcal{A}} \circ T[i_I, \epsilon_s] \circ k$;
- The row output $\alpha_t \circ \alpha_S: S \to O$ given by $(\alpha_t \circ \alpha_S)(s) = \mathcal{L}_{\mathcal{A}}(s)$.

Proof. We first claim that

$$(\beta_E \circ i_t^I)(s) = \mathcal{L}_{\mathcal{A}} \circ \mu_I \circ T[\eta_I, \epsilon_s]. \tag{4}$$

(Here, and below, we omit the inclusion $k$.) To see this, first note that

$$(\beta_E \circ i_t^I)(s) = \alpha_t \circ [i_I, \epsilon_s] = \alpha_t \circ \delta_t^I \circ T[i_I, \epsilon_s] = \alpha_t \circ \delta_t^I \circ T[i_I, \epsilon_s]$$

$$= \alpha_t \circ \epsilon_s \circ T[i_I, \epsilon_s].$$
It remains to show that \( \alpha_t \circ \delta_t^* \circ T^2 \mu_t = \mathcal{L}_A \circ \mu_t \), which follows by commutativity of the diagram below.

For the first equation, we derive
\[
(\beta_E \circ \alpha_S)(s) = (\beta_E \circ \delta_t^*)(s) = \mathcal{L}_A \circ \mu_I \circ T[\eta_I, \epsilon_s]
\]
(by (4))

For the second equation, we derive
\[
(\beta_E \circ \delta_t \circ F \alpha_S)(f) = (\beta_E \circ \delta_t \circ F \eta_I)(f) = (\beta_E \circ \delta_t^* \circ \gamma_I \circ F j)(f) = \mathcal{L}_A \circ \mu_I \circ T[\eta_I, \gamma_I \circ F j \circ \epsilon_f]
\]
(by (3))

For the third equation, we derive
\[
(\beta_E \circ i_t)(s) = (\beta_E \circ \delta_t^* \circ \eta_I)(s) = \mathcal{L}_A \circ \mu_I \circ T[\eta_I, \epsilon_s]
\]
(by (3))

Finally, for the fourth equation, we derive:
\[
(\alpha_t \circ \alpha_S)(s) = (\alpha_t \circ \delta_t^*)(s)
\]
(definition of \( \alpha_S \))

**Lemma 32 (Local closedness for Set automata).** Given \( S, S' \subseteq TI \) and \( E \subseteq T(I+1) \) such that \( S \subseteq S' \), \((\alpha_{S'}, \beta_E)\) is locally closed w.r.t. \( \alpha_S \) if there exist \( k : I \to S' \) and \( \ell : FS \to S' \) such that (1) \( \alpha_{S'} \circ k = i_t \) and (2) \( \alpha_{S'} \circ \ell = \delta_t \circ F \alpha_S \).
Proof. Let \( W = (\alpha_S, \beta_E) \), and choose
\[
i_W = e_W \circ k
\]
\[\text{lclose}_{W, \alpha_S} = e_W \circ \ell\]
The necessary diagrams now commute:

Note that \( \alpha_S \leq \alpha_S' \) because \( S \subseteq S' \). Thus, \( W \) is locally closed w.r.t. \( \alpha_S \).

**Lemma 34 (Local consistency for Set automata).** Let \( S \subseteq TI \) and \( E \subseteq E' \subseteq T(I + 1) \), with \( S \) finite. Furthermore, suppose that for \( s, s' \in S \) with \((\beta_{E'} \circ \alpha_S)(s) = (\beta_{E'} \circ \alpha_S)(s') \) we have: (1) \((\alpha_t \circ \alpha_S)(s) = (\alpha_t \circ \alpha_S)(s') \); and (2) \( \beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_s]) = \beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s'}]) \). Then \( W = (\alpha_S, \beta_{E'}) \) is locally consistent w.r.t. \( \beta_{E'} \).

Proof. Since \( e_W \) is surjective, so is \( Fe_W \). We define the function
\[\text{lcons}_{W, \beta_{E'}} : FH_W \to O^E, \quad \text{lcons}_{W, \beta_{E'}}(Fe_W(y)) = (\beta_E \circ \delta_t \circ F\alpha_S)(y)\]
By definition this satisfies the local consistency condition. It remains to show that the function is well-defined. Denote by \( K \) the kernel
\[
\{(s, s') \mid s, s' \in S, e_W(s) = e_W(s')\}
\]
and let \( j : K \to S \times S \) be the inclusion. Consider \( y, z \in FS \) such that \( Fe_W(y) = Fe_W(z) \). Because \( F \) preserves weak pullbacks we can find \( x \in FK \) such that \( F(\pi_1 \circ j)(x) = y \) and \( F(\pi_2 \circ j)(x) = z \). Using that \( S \) is finite, write \( K = \{(s_1, s'_1), \ldots, (s_n, s'_n)\} \). For all \( 1 \leq m \leq n \) we define \( f_m : K \to S + 1 \) by
\[
f_m(s_k, s'_k) = \begin{cases} 
\kappa_1(s'_k) & \text{if } k < m \\
\kappa_2(\square) & \text{if } k = m \\
\kappa_1(s_k) & \text{if } k > m.
\end{cases}
\]
Furthermore, let \( c_m = F(f_m)(x) \in F(S + 1) \). We will prove that
\[(\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_1}]))(c_1) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_n}]))(c_n), \tag{5}\]
for which it suffices by induction to prove for all \( 1 \leq m < n \) that
\[
(\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_m}]))(c_m) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_{m+1}}]))(c_{m+1}).
\]
Note that
\[ [\text{id}_S, \epsilon_{s_m}] \circ f_m = [\text{id}_S, \epsilon_{s_{m+1}}] \circ f_{m+1} \]
by the definitions of \( f_m \) and \( f_{m+1} \), so
\[
(\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_m])(c_m)) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_m] \circ f_m)(x) \\
(\text{definition of } c_m) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_m]) \circ f_{m+1})(x) \\
(\text{definition of } c_{m+1}).
\]

Then
\[
(\beta_E \circ \delta_t \circ F \alpha_S)(y) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ \pi_1 \circ j))(x) \\
(\text{definition of } x) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_1}] \circ f_1))(x) \\
(\text{definition of } f_1) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_1}]))(c_1) \\
(\text{definition of } c_1) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_n}]))(c_n) \\
(\text{assumption}) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_n}]))(c_n) \\
(\text{definition of } c_n) = (\beta_E \circ \delta_t \circ F(\alpha_S \circ [\text{id}_S, \epsilon_{s_n}]) \circ f_n)(x) \\
(\text{definition of } f_n) = (\beta_E \circ \delta_t \circ F \alpha_S)(x) \\
(\text{definition of } x).
\]

We conclude that \( \text{lcons}_{W, \beta_E} \) is well-defined.

We define \( o_W : H_W \rightarrow O \) by
\[
o_W(\epsilon_W(s)) = (\alpha_t \circ \alpha_S)(s).
\]
Again the local consistency condition is satisfied by definition, but we need to show that the function is well-defined. Consider \( s_1, s_2 \in S \) such that \( \epsilon_W(s_1) = \epsilon_W(s_2) \).
Then

\[(\beta_{E'} \circ \alpha_S)(s_1) = (m_W \circ e_W)(s_1)\]
\[= (m_W \circ e_W)(s_2)\]
\[= (\beta_{E'} \circ \alpha_S)(s_2),\]
so \((o_t \circ \alpha_S)(s_1) = (o_t \circ \alpha_S)(s_2)\). Note that \(\beta_{E'} \leq \beta_E\) because \(E \subseteq E'\). Thus, \(W\) is locally consistent w.r.t. \(\beta_E\).

**Proposition 36.** Given finite \(S \subseteq TI\) and \(E \subseteq T(I + 1)\), there exists a finite \(S' \subseteq TI\) such that \((\alpha_S', \beta_E)\) is locally closed w.r.t. \(\alpha_S\). If there exists a recursive \(\rho : S \rightarrow F_IS\) such that \([\eta_I, \gamma_I]^\rho : S \rightarrow TI\) is the inclusion, then there exists a recursive \(\rho' : S' \rightarrow F_IS'\) such that \([\eta_I, \gamma_I]^\rho' : S' \rightarrow TI\) is the inclusion.

**Proof.** Let \(j : S \rightarrow TI\) be the inclusion map and define

\[S' = S \cup \{([\eta_I, \gamma_I] \circ F_Ij)(x) \mid x \in F_IS\} \subseteq TI.\]

Since \(S\) and \(I\) are finite and \(F\) preserves finite sets, \(S'\) is also finite. We choose \(k : I \rightarrow S'\) and \(\ell : FS \rightarrow S'\) by setting

\[k(x) = \eta_I(x)\]
\[\ell(x) = (\gamma_I \circ F_Ij)(x)\]

Note that \(k\) and \(\ell\) are well-defined by construction of \(S'\). Using the definitions of \(\alpha_{S'}\) and \(k\), we can then derive that

\[(\alpha_{S'} \circ k)(x) = \delta_x^I(k(x)) = \delta_x^I(\eta_I(x)) = \delta_x^I(x)\]

Furthermore, we find that

\[(\alpha_{S'} \circ \ell)(x) = \delta_x^I(\ell(x))\]
\[= \delta_x^I(\gamma_I(F_Ij(x)))\] (def. of \(\alpha_{S'}\))
\[= \delta_x^I(F_Ii_I^J(F_Ij(x)))\] (def. of \(\ell\))
\[= \delta_x^I(F_Ii_I^J \circ j)(x))\]
\[= \delta_x^I \circ F_\alpha_S)(x)\] (def. of \(\alpha_S\))

Hence \((\alpha_{S'}, \beta_E)\) is locally closed w.r.t. \(\alpha_S\), by **Lemma 32**.

Given a recursive \(\rho : S \rightarrow F_IS\) such that \([\eta_I, \gamma_I]^\rho : S \rightarrow TI\) is the inclusion map, define \(\rho' : S' \rightarrow F_IS'\) for all \(s \in S\) and \(x \in F_IS\) by

\[\rho'(s) = (F_Ij \circ \rho)(s)\]
\[\rho'(([\eta_I, \gamma_I] \circ F_Ij)(x)) = F_Ij(x).\]

To see that this is well-defined, note that \([\eta_I, \gamma_I] \circ F_Ij\) is injective. Moreover, if \(s \in S\) and \(x \in F_IS\) are such that

\[s = ([\eta_I, \gamma_I] \circ F_Ij)(x),\]
we have
\[ ([\eta_I, \gamma_I]^{-1} \circ j)(s) = F_I j(x). \]
Because the inclusion map \( j = [\eta_I, \gamma_I]^\rho \) by assumption, it follows that
\[ (F_I j \circ \rho)(s) = ([\eta_I, \gamma_I]^{-1} \circ j)(s) = F_I j(x). \]
This completes the proof of \( \rho' \) being well-defined.

Note that \( \rho \) is a subcoalgebra of \([\eta_I, \gamma_I]^{-1}\) via the inclusion map \( j \) by assumption. The definition of \( \rho' \) makes \( \rho' \) also a subcoalgebra of \([\eta_I, \gamma_I]^{-1}\) via the inclusion map \( S' \to TI \). This implies that it is recursive \cite[Theorem 3.17]{7} and thus its inclusion map must be \([\eta_I, \gamma_I]^{\rho'}: S' \to TI\) by uniqueness.

**Proposition 38.** Given finite \( S \subseteq TI \) and \( E \subseteq T(I + 1) \), define \( E' \subseteq T(I + 1) \) by \( E' = E \cup \{([\eta_I + 1 \circ \kappa_2](\square)) \cup \{(\mu_1 \circ T(id_I + c_x))(e) | e \in E, x \in F(S + 1)\}\} \) where \( c_x: 1 \to T(I + 1) \), with \( c_x = \gamma_{I + 1} \circ F[T\kappa_1 \circ j, \eta_I] \circ e \), and \( j: S \to TI \) is set inclusion. It holds that \( E' \) is finite and \((\alpha_S, \beta_{E'})\) is locally consistent w.r.t. \( \beta_E \).

**Proof.** Note that since \( S \) is finite and \( F \) preserves finite sets we have that \( F(S + 1) \) is also finite. Together with the fact that \( E \) is finite it follows that \( E' \) is finite. Suppose \( s_1, s_2 \in S \) are such that \((\beta_{E'} \circ \alpha_S)(s_1) = (\beta_{E'} \circ \alpha_S)(s_2)\). For all \( s \in S \) we have
\[ (\alpha_t \circ \alpha_S)(s) = (\alpha_t \circ \epsilon_{\alpha_S(s)})(\square) \]
\[ = (\alpha_t \circ [i_t, \epsilon_{\alpha_S(s)}] \circ \kappa_2)(\square) \]
\[ = (\alpha_t \circ [i_t, \epsilon_{\alpha_S(s)}]^2 \circ \eta_{I + 1} \circ \kappa_2)(\square) \]
\[ = (\beta_{E'} \circ \alpha_S)(s)((\eta_{I + 1} \circ \kappa_2)(\square)) \]
(definition of \( \beta_{E'} \)),
so
\[ (\alpha_t \circ \alpha_S)(s_1) = (\beta_{E'} \circ \alpha_S)(s_1)((\eta_{I + 1} \circ \kappa_2)(\square)) \]
\[ = (\beta_{E'} \circ \alpha_S)(s_2)((\eta_{I + 1} \circ \kappa_2)(\square)) \]
\[ = (\alpha_t \circ \alpha_S)(s_2). \]
Furthermore, for all \( s \in S \) we have
\[ F[T_i t \circ j, T \epsilon_{\alpha_S(s)} \circ \eta_I] \]
\[ = F[T_i t, \epsilon_{\alpha_S(s)}] \circ T \kappa_1 \circ j, T[T_i t, \epsilon_{\alpha_S(s)}] \circ T \kappa_2 \circ \eta_I] \]
\[ = FT[i_t, \epsilon_{\alpha_S(s)}] \circ F[T \kappa_1 \circ j, T \kappa_2 \circ \eta_I] \]
\[ = FT[i_t, \epsilon_{\alpha_S(s)}] \circ F[T \kappa_1 \circ j, \eta_I] \]
(definition of \( \eta_I \),)

\footnote{As stated in the introduction of \cite{7}, preservation of inverse images is implied by preservation of weak pullbacks.}
so for all $s \in S$ and $x \in F(S + 1)$ we have

$$
(\delta_t \circ F[\alpha_S, \epsilon_{\alpha_S(s)}])(x) = (\delta_t \circ F[\delta^*_t \circ T_i \circ j, \delta^*_t \circ T \epsilon_{\alpha_S(s)} \circ \eta_1])(x)
$$

(definition of $\alpha_S$)

$$
= (\delta_t \circ F \delta^*_t \circ F[T_i \circ j, T \epsilon_{\alpha_S(s)} \circ \eta_1])(x)
$$

($\delta^*_t$ is an $F$-algebra homomorphism)

$$
= (\delta^*_t \circ \gamma_Q \circ F[T_i \circ j, T \epsilon_{\alpha_S(s)} \circ \eta_1])(x)
$$

(shown above)

$$
= (\delta^*_t \circ \gamma_Q \circ FT[i_t, \epsilon_{\alpha_S(s)}] \circ F[T \epsilon_{\alpha_S(s)} \circ \eta_1])(x)
$$

(definition of $c_x$)

Note that for all $s \in S, x \in F(S + 1)$ we have

$$
\hat{\mu}_Q \circ T(id_I + \epsilon(T(id_I + \epsilon_{\alpha_S(s)}(\epsilon_{c_x}(\square)))))
$$

$$
= \hat{\mu}_Q \circ T(id_I + (T(id_I + \epsilon_{\alpha_S(s)}(\epsilon_{c_x}(\square))))
$$

(3)

$$
= \hat{\mu}_Q \circ T(id_I + (T(id_I + \epsilon_{\alpha_S(s)}(\epsilon_{c_x}(\square))))(\square))
$$

(definition of $\epsilon_{c_x}(\square)$)

$$
= \hat{\mu}_Q \circ T(id_I + (T(id_I + \epsilon_{\alpha_S(s)}(\epsilon_{c_x}(\square)))) \circ T(id_I + c_x)
$$

$$
= T(id_I + \epsilon_{\alpha_S(s)}(\epsilon_{c_x}(\square))) \circ \hat{\mu}_1 \circ T(id_I + c_x),
$$
so for all $s \in S$, $x \in F(S + 1)$, and $e \in E$,

$$(\beta_E \circ \delta_t \circ F(\alpha_S \circ [id_S, \epsilon_{t}]))(x)(e)$$

$$(\beta_E \circ \delta_t \circ F[\alpha_S, \epsilon_{\alpha_S}(s)])(x)(e)$$

$$= (\alpha_t \circ [t, \epsilon_{(\delta_{t} \circ F[\alpha_S, \epsilon_{\alpha_S}(s)])}(x)] ^{2})(e)$$

(definition of $\beta_E$)

$$= (\alpha_t \circ [t, \epsilon_{(\delta_{t} \circ F[\alpha_S, \epsilon_{\alpha_S}(s)])}(x)] ^{2})(e)$$

(shown earlier)

$$= (\alpha_t \circ [t, \epsilon_{[id_{Q}]^{2}} \circ \mu_{Q} \circ T(id_{I} + \epsilon_{T(id_{I} + \epsilon_{\alpha_S}(s)) \circ c_{x}})(\square)])(e)$$

(Lemma 47)

$$= (\alpha_t \circ [t, \epsilon_{[id_{Q}]^{2}} \circ \mu_{Q} \circ T(id_{I} + \epsilon_{\alpha_S}(s)) \circ \mu_{1} \circ T(id_{I} + c_{x}))(e)$$

(shown above)

$$= (\beta_{E'} \circ \alpha_{S})(s)((\mu_{1} \circ T(id_{I} + c_{x}))(e))$$

(definition of $\beta_{E'}$)

and therefore for all $x \in F(S + 1)$ and $e \in E$,

$$(\beta_{E'} \circ \delta_t \circ F(\alpha_S \circ [id_S, \epsilon_{t}]))(x)(e)$$

$$= (\beta_{E'} \circ \alpha_{S})(s_1)((\mu_{1} \circ T(id_{I} + c_{x}))(e))$$

(assumption)

$$= (\beta_{E'} \circ \alpha_{S})(s_2)((\mu_{1} \circ T(id_{I} + c_{x}))(e))$$

$$= (\beta_{E} \circ \delta_t \circ F(\alpha_S \circ [id_S, \epsilon_{s_2}]))(x)(e).$$

Thus, it follows from Lemma 34 that $(\alpha_{S}, \beta_{E'})$ is locally consistent w.r.t. $\beta_{E}$.

Proposition 39 (Language equivalence via finite recursion). Given an automaton $A = (Q, \delta, i, o)$, we have $\mathcal{L}_A = \mathcal{L}_A^\rho \iff \mathcal{L}_A^\rho = \mathcal{L}_A^\sigma$ for all recursive $\rho: S \to F_1S$ such that $S$ is finite.

Proof. Suppose that for all recursive coalgebras $\rho: S \to F_1S$ such that $S$ is finite we have $\alpha_t \circ [t, \delta]_\rho = o \circ [t, \delta]^\rho$. Given $t \in TI$, note that $(TI, [\eta_I, \gamma_I])$ is the initial algebra of functor $F_I$, which by being finitary is also the colimit of the initial sequence of $F_I$ and hence isomorphic to $(\bigcup_{n \in \mathbb{N}} F^n_I \emptyset, a)$ for an initial algebra structure $a: F_I (\bigcup_{n \in \mathbb{N}} F^n_I \emptyset) \to \bigcup_{n \in \mathbb{N}} F^n_I \emptyset$. Let $\phi: (TI, [\eta_I, \gamma_I]) \to (\bigcup_{n \in \mathbb{N}} F^n_I \emptyset, a)$ be the isomorphism. There exists $n \in \mathbb{N}$ such that $\phi(t) \in F^n_I \emptyset$. The set $F^n_I \emptyset$ is finite by $F_I$ preserving finite sets and the carrier of a recursive coalgebra $\rho: F^n_I \emptyset \to F^{n+1}_I \emptyset$ by [15] Proposition 6, with $a^\rho: F^n_I \emptyset \to \bigcup_{n \in \mathbb{N}} F^n_I \emptyset$ being the inclusion. Then $S = \{\phi^{-1}(x) \mid x \in F^n_I \emptyset\}$ is also finite and the carrier of a recursive coalgebra $\rho': S \to F_IS$, with $[\eta_I, \gamma_I]^\rho': S \to TI$ being the inclusion.
Moreover, $t \in S$. Thus,
\[
\mathcal{L}_A(t) = (\mathcal{L}_A \circ [\eta_I, \gamma_I]^{\rho'})(t)
\]
\[
= (\alpha_t \circ \eta_t^\sharp \circ [\eta_I, \gamma_I]^{\rho'})(t) \quad \text{(definition of } \mathcal{L}_A)\]
\[
= (\alpha_t \circ [i_t, \delta_t]^{\rho'})(t) \quad \text{(} i_t^\sharp \text{ is an } F_I\text{-algebra homomorphism)}
\]
\[
= \mathcal{L}_A^\rho(t) \quad \text{(definition of } \mathcal{L}_A^\rho)\]
\[
= \mathcal{L}_A(t) \quad \text{(assumption)}
\]
\[
= (\circ [i, \delta]^{\rho'})(t) \quad \text{(definition of } \mathcal{L}_A^\rho)\]
\[
= (\circ i^\sharp \circ [\eta_I, \gamma_I]^{\rho'})(t) \quad \text{(} i^\sharp \text{ is an } F_I\text{-algebra homomorphism)}
\]
\[
= (\mathcal{L}_A \circ [\eta_I, \gamma_I]^{\rho'})(t) \quad \text{(definition of } \mathcal{L}_A)\]
\[
= \mathcal{L}_A(t).
\]

The converse follows from Proposition 16.

The following useful lemma shows how contextual wrappers arise from recursive coalgebras.

**Lemma 48.** Let $\rho : S \to F_I S$ be a recursive coalgebra, and let $\iota^\omega : S' \to TI$ be the image of the unique coalgebra-to-algebra map $\iota : S \to TI$ to the initial algebra. Then $S'$ is again a recursive coalgebra, $\iota^\omega$ is the unique coalgebra-to-algebra morphism, and $\text{reach}_A \circ \iota^\omega = \alpha_{S'}$.

**Proof.** We show the announced recursiveness property. Consider the factorisation $\iota^\omega \circ i^\rho$ of the unique coalgebra-to-algebra map $\iota$ in:

\[
\begin{array}{c}
F_I S \xrightarrow{F_I i^\rho} F_I S' \xrightarrow{F_I i^\omega} F_I TI \\
\rho \downarrow \quad \downarrow \text{id} \quad \downarrow \text{id} \quad \downarrow \cong \\
S \xrightarrow{i^\rho} S' \xrightarrow{i^\omega} TI
\end{array}
\]

Our functor $F_I$ preserves weak pullbacks (since $F$ does), and hence monos in particular. Thus $F_I(\iota^\omega)$ is monic. Since the initial algebra is an isomorphism, the composition with its structure map is monic as well and we get the map $d$ by the fill-in property of the factorisation system.

Finally, again since $F_I$ preserves weak pullbacks it preserves intersections; and as a consequence, the coalgebra $d : S' \to F_I(S')$ is recursive by [8] Corollary 5.6.