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Abstract. We study a family of $H^m$-conforming piecewise polynomials based on the artificial neural network, referred to as the finite neuron method (FNM), for numerical solution of $2m$-th-order partial differential equations in $\mathbb{R}^d$ for any $m,d \geq 1$ and then provide convergence analysis for this method. Given a general domain $\Omega \subset \mathbb{R}^d$ and a partition $T_h$ of $\Omega$, it is still an open problem in general how to construct a conforming finite element subspace of $H^m(\Omega)$ that has adequate approximation properties. By using techniques from artificial neural networks, we construct a family of $H^m$-conforming functions consisting of piecewise polynomials of degree $k$ for any $k \geq m$ and we further obtain the error estimate when they are applied to solve the elliptic boundary value problem of any order in any dimension. For example, the error estimates that $\|u - u_N\|_{H^m(\Omega)} = O(N^{-\frac{d}{2} - \frac{1}{2}})$ is obtained for the error between the exact solution $u$ and the finite neuron approximation $u_N$. A discussion is also provided on the difference and relationship between the finite neuron method and finite element methods (FEM). For example, for the finite neuron method, the underlying finite element grids are not given a priori and the discrete solution can be obtained by only solving a non-linear and non-convex optimization problem. Despite the many desirable theoretical properties of the finite neuron method analyzed in the paper, its practical value requires further investigation as the aforementioned underlying non-linear and non-convex optimization problem can be expensive and challenging to solve. For completeness and the convenience of the reader, some basic known results and their proofs.
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1 Introduction

This paper is devoted to the study of numerical methods for high-order partial differential equations in any dimension using appropriate piecewise polynomial function classes.

*Corresponding author. Email address: xu@math.psu.edu (J. Xu)
In this introduction, we will briefly describe a class of elliptic boundary value problems of any order in any dimension. We will then give an overview of some existing numerical methods for this model and other related problems. We will then explain the motivation and objective of this paper.

1.1 Model problem

Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain with a sufficiently smooth boundary \( \partial \Omega \). For any integer \( m \geq 1 \), we consider the following model \( 2m \)-th-order partial differential equation with certain boundary conditions:

\[
\begin{aligned}
Lu &= f \quad \text{in } \Omega, \\
B^k(u) &= 0 \quad \text{on } \partial \Omega \quad (0 \leq k \leq m-1),
\end{aligned}
\]  

(1.1)

where \( L \) is the partial differential operator

\[
Lu = \sum_{|\alpha|=m} (-1)^{|\alpha|} \partial^\alpha (a_\alpha(x) \partial^\alpha u) + a_0(x)u,
\]

(1.2)

and \( \alpha \) denotes the \( n \)-dimensional multi-index \( \alpha = (\alpha_1, \cdots, \alpha_n) \) with

\[
|\alpha| = \sum_{i=1}^n \alpha_i, \quad \partial^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}.
\]

For simplicity, we assume that \( a_\alpha \) are strictly positive and smooth functions on \( \Omega \) for \( |\alpha| = m \) and \( \alpha = 0 \), namely, \( \exists \alpha_0 > 0 \), such that

\[
a_\alpha(x), a_0(x) \geq \alpha_0, \quad \forall x \in \Omega, \quad |\alpha| = m.
\]

(1.3)

Given a nonnegative integer \( k \) and a bounded domain \( \Omega \subset \mathbb{R}^d \), let

\[
H^k(\Omega) := \{ v \in L^2(\Omega), \partial^\alpha v \in L^2(\Omega), |\alpha| \leq k \}
\]

be standard Sobolev spaces with the norm and seminorm given respectively by

\[
\|v\|_k := \left( \sum_{|\alpha| \leq k} \|\partial^\alpha v\|_0^2 \right)^{1/2}, \quad |v|_k := \left( \sum_{|\alpha| = k} \|\partial^\alpha v\|_0^2 \right)^{1/2}.
\]

For \( k = 0 \), \( H^0(\Omega) \) is the standard \( L^2(\Omega) \) space with the inner product denoted by \( (\cdot, \cdot) \). Similarly, for any subset \( K \subset \Omega \), the \( L^2(K) \) inner product is denoted by \( (\cdot, \cdot)_0 \). We note that, by the well-known property of the Sobolev space, the assumption (1.3) implies that

\[
a(v,v) \geq \|v\|^2_{m, \Omega}, \quad \forall v \in H^m(\Omega).
\]

(1.4)

The boundary value problem (1.1) can be cast into an equivalent optimization or a variational problem as described below for some approximate subspace \( V \subset H^m(\Omega) \).
Minimization Problem M: Find \( u \in V \) such that
\[
J(u) = \min_{v \in V} J(v),
\] (1.5)
or

Variational Problem V: Find \( u \in V \) such that
\[
a(u,v) = \langle f,v \rangle, \quad \forall v \in V.
\] (1.6)

The bilinear form \( a(\cdot,\cdot) \) in (1.6), the objective functional \( J(\cdot) \) in (1.5), and the functional space \( V \) depend on the type of boundary condition in (1.1).

One popular type of boundary condition is the Dirichlet boundary condition when \( B^k = B^k_D \) are given by the following Dirichlet type trace operators:
\[
B^k_D(u) : = \frac{\partial^k u}{\partial \nu^k} \bigg|_{\partial \Omega} \quad (0 \leq k \leq m - 1),
\] (1.7)
with \( \nu \) being the outward unit normal vector of \( \partial \Omega \).

For the aforementioned Dirichlet boundary condition, the elliptic boundary value problem (1.1) is equivalent to (1.5) or (1.6) with \( V = \mathcal{H}_m^0(\Omega) \) and
\[
a(u,v) := \sum_{|\alpha|=m} (a_\alpha \partial^\alpha u, \partial^\alpha v)_{0, \Omega} + (a_0 u, v), \quad \forall u, v \in V,
\] (1.8)
and
\[
J(v) = \frac{1}{2} a(v,v) - \int_\Omega f v dx.
\] (1.9)

Other boundary conditions such as the Neumann boundary and mixed boundary conditions are a little bit complicated to describe for the general case when \( m \geq 2 \) and will be discussed later.

### 1.2 A brief overview of existing methods

Here we briefly review some classic finite elements and other relevant methods for the numerical solution of elliptic boundary value problems (1.1) for all \( d, m \geq 1 \).

Classic finite element methods use piecewise polynomial functions based on a given subdivision, namely a finite element grid, of the domain, to discretize the variational problem. We will mainly review three different types of finite element methods: (1) the conforming element method; (2) the nonconforming and discontinuous Galerkin method; and (3) the virtual element method.
**Conforming finite element method.** Given a finite element grid, this type of method is to construct \( V_h \subset V \) and find \( u_h \in V_h \) such that

\[
J(u_h) = \min_{v_h \in V_h} J(v_h).
\] (1.10)

It is well-known that a piecewise polynomial space \( V_h \subset H^m(\Omega) \) if and only if \( V_h \subset C^{m-1}(\bar{\Omega}) \). For \( m = 1 \), the piecewise linear finite element space \( V_h \subset H^1(\Omega) \) can be easily constructed on simplicial finite element grids in any dimension \( d \geq 1 \). The construction and analysis of the linear finite element method for \( m = 1 \) and \( d = 2 \) can be traced back to [29]. The situation becomes complicated when \( m \geq 2 \) and \( d \geq 2 \).

For example, it has been proved that the construction of an \( H^2 \)-conforming finite element space requires the use of polynomials of at least degree five in two dimensions [68] and degree nine in three dimensions [45]. We refer to [4] for the classic quintic \( H^2 \)-Argyris element in two dimensions and to [69] for the ninth-degree \( H^2 \)-element in three dimensions.

Many other efforts have been made in the literature to construct \( H^m \)-conforming finite element spaces. [11] proposed 2D simplicial \( H^m \) conforming elements \((m \geq 1)\) by using the polynomial spaces of degree \( 4m - 3 \), which are a generalization of the \( H^2 \) Argyris element (cf. [4, 19]) and the \( H^3 \) Čebyšev element (cf. [68]). Again, the degree of polynomials used is quite high. For (1.1), an alternative in 2D is to use mixed methods based on the Helmholtz decompositions for tensor-valued functions (cf. [60]). However, the general construction of \( H^m \)-conforming elements in any dimension is still an open problem.

We note that the construction of the conforming finite element space depends on the structure of the underlying grid. For example, one can construct relatively low-order \( H^2 \) finite elements on grids with special structures. Examples include the (quadratic) Powell-Sabin, (cubic) Clough-Tocher elements in two dimensions [20, 57], and the (quintic) Alfeld splits in three dimensions [2], where full-order accuracy, namely \( O(h), O(h^2) \), and \( O(h^4) \) accuracy can be estimated. For more recent developments on Alfeld splits, we refer to [31] and references cited therein. But these constructions do not apply to general grids. For example, de Boor-DeVore-Höllig [9, 10] showed that the \( H^2 \) element that consists of piecewise cubic polynomials on a uniform grid sequence would not provide full approximation accuracy. This gives us a hint that the structure of the underlying grid plays an important role in constructing the \( H^m \)-conforming finite element.

**Nonconforming finite element and discontinuous Galerkin methods.** Given a finite element grid \( T_h \), compared to the conforming method, the nonconforming finite element method does not require that \( V_h \subset V \), namely \( V_h \not\subset V \). We find \( u_h \in V_h \) such that

\[
J_h(u_h) = \min_{v_h \in V_h} J_h(v_h)
\] (1.11)

with

\[
J_h(v_h) = \sum_{k \in T_h} J_k(v_h) = \sum_{k \in T_h} \frac{1}{2} \int_k \left( \sum_{|\alpha|=m} a_{k,\alpha} \partial^\alpha v_h^2 + a_0 |v_h|^2 \right) dx - \int_k f v_h dx.
\]
One interesting example of the nonconforming element for (1.1) is the Morley element \([55]\) for \(m = d = 2\), which uses piecewise quadratic polynomials. For \(m \leq d\), Wang and Xu \([64]\) provided a universal construction and analysis for a family of nonconforming finite elements consisting of piecewise polynomials of minimal order for (1.1) on \(\mathbb{R}^d\) simplicial grids. The elements in \([64]\), now known as MWX-elements in the literature, gave a natural generalization of the classic Morley element to the general case \(1 \leq m \leq d\). Recently, there have been reported a number of results on the extension of MWX-elements. \([66]\) enriched the \(P_m\) polynomial space by \(P_{m+1}\) bubble functions to obtain a family of \(H^m\) nonconforming elements when \(m = d+1\). \([41]\) applied the full \(P_d\) polynomial space for the construction of the nonconforming element when \(m = 3, d = 2\), which has three more degrees of freedom locally than the element in \([66]\). They also used the full \(P_{2m-3}\) polynomial space for the nonconforming finite element approximations when \(m \geq 4, d = 2\).

In addition to the aforementioned conforming and nonconforming finite element methods, the discontinuous Galerkin (DG) method that makes use of piecewise polynomials but with globally discontinuous finite element functions have also been used for solving high-order partial differential equations, c.f. \([5]\). The DG method requires the use of many stabilization terms and parameters and the number of stabilization terms and parameters naturally grow as the order of PDE grows. To reduce the extent of stabilization needed, one approach is to introduce some continuity and smoothness in the discrete space to replace the totally discontinuous spaces. Examples for such an approach include the \(C^0\)-interior penalty DG methods for the fourth-order elliptic problem by Brener and Sung \([12]\) and for the sixth-order elliptic equation by Gudi and Neilan \([34]\). More recently, Wu and Xu \([65]\) provided a family of interior penalty nonconforming finite element methods for (1.1) in \(\mathbb{R}^d\), for any \(m \geq 0, d \geq 1\). This family of elements recover the MWX-elements in \([64]\) when \(m \leq d\), which does not require any stabilization.

**Virtual finite element.** The classic definition of finite element methods \([19]\) based on the finite element triple can be extended in many different ways. One successful extension is the virtual element method (VEM) in which general polygons or polyhedrons are used as elements and non-polynomial functions are used as shape functions. For \(m = 1\), we refer to \([7]\) and \([13]\). For \(m = 2\), we refer to \([14]\) on conforming virtual element methods for plate-bending problems, and to \([3]\) on nonconforming virtual element methods for biharmonic problems. For general \(m \geq 1\), we refer to \([16]\) for nonconforming elements that extend the MWX-elements in \([64]\) from simplicial elements to polyhedral elements.

### 1.3 Objectives

The deep neural network (DNN) is a tool developed for machine learning \([33]\). DNN provides a very special function class that has been used for the numerical solution of partial differential equations, c.f. \([44]\). By using different activation functions such as sigmoidal, the DNN can give rise to a very wide range of functional classes that can be drastically different from the piecewise polynomial of function classes used in the
classic finite element method. One advantage of the DNN approach is that it is quite easy to obtain smooth, namely $H^m$-conforming for any $m \geq 1$, DNN functions by simply choosing smooth activation functions. These function classes, however, do not usually form a linear vector space and hence the usual variational principle in the classic finite element method cannot be applied easily and instead collocation-type methods are often used. DNN is known to have much less “curse of dimensionality” than the traditional functional classes (such as polynomials or piecewise polynomials), so the DNN-based method is potentially efficient to high dimensional problems and has been studied, for example, in [24] and [63].

One main motivation of this paper is to explore the DNN-type methods that are most closely related to the traditional finite element methods. Specifically we are interested in DNN function classes that consist of piecewise polynomials. By exploring the relationship between DNN and FEM, we hope, on the one hand, to expand or extend the traditional FEM approach by using new tools from DNN, and, on the other hand, to gain and develop theoretical insights into and algorithmic tools for DNN by combining the rich mathematical theories and techniques in FEM.

In an earlier work [37], we studied the relationship between DNN using ReLU as the activation function and continuous piecewise linear functions. One conclusion that can be drawn from [37] is that any ReLU-DNN function is an $H^1$-conforming linear finite element function, and vice versa. The current work can be considered an extension of [37] by considering using ReLU$^k$-DNN for high-order partial differential equations. One focus in the current work is to provide error estimates when ReLU$^k$-DNN is applied to solve high-order partial differential equations. More specifically, we will study a special class of $H^m$-conforming generalized finite element methods (consisting of piecewise polynomials) for (1.1) for any $m \geq 1$ and $d \geq 1$ based on the artificial neural network for the numerical solution of the arbitrarily high-order elliptic boundary value problem (1.1) and then provide convergence analysis for this method. For this type of method, the underlying finite element grids are not given a priori and the discrete solution can be obtained for solving a non-linear and non-convex optimization problem. In the case that the boundary of $\Omega \subset \mathbb{R}^d$, namely $\partial \Omega$, is curved, it is often an issue as to how to find a good finite element grid to accurately approximate $\partial \Omega$. As it turns out, this is not an issue for the finite neuron method, which is probably one of the advantages of the finite neuron method analyzed in this paper.

We note that the numerical method studied in this paper for elliptic boundary value problems is closely related to the classic finite element method, that is, the numerical method studied herein amounts to piecewise polynomials with respect to an implicitly defined grid. We can also argue that it can be viewed as a mesh-less or even vertex-less method. But in comparison with the popular meshless method, this method does correspond to some underlying grid, although this grid is not given a priori. This underlying grid is determined by the artificial neurons, which mathematically speaking refer to hyperplanes $\omega_1 \cdot x + b_1 = 0$, together with a given activation function. Combining the names for the finite element method and the artificial neural network, for convenience of
exposition, we will refer to the method studied in this paper as the finite neuron method.

The rest of the paper is organized as follows. In Section 2, we describe the Monte-Carlo sampling technique, the stratified sampling technique, and the spectral Barron space. In Section 3, we construct the finite neuron functions and prove their approximation properties. In Section 4, we analyze the adaptivity and spectral accuracy property for deep finite neuron networks. In Section 5, we propose the finite neuron method and provide the convergence analysis. Finally, in Section 6, we present a summary and discussion of the results in this paper.

Following [67], we will use the notation "\( x \lesssim y \)" to denote "\( x \leq Cy \)" for some constant \( C \) independent of crucial parameters such as mesh size.

2 Preliminaries

In this section, for clarity of exposition, we present some standard materials from statistics about Monte-Carlo sampling, stratified sampling, and their applications to analysis of the asymptotic approximation properties of neural network functions.

2.1 Monte-Carlo and stratified sampling techniques

Let \( \lambda \geq 0 \) be a probability density function on a domain \( G \subset \mathbb{R}^D (D \geq 1) \) such that

\[
\int_G \lambda(\theta) d\theta = 1. \tag{2.1}
\]

We define the expectation and variance as

\[
E_g := \int_G g(\theta) \lambda(\theta) d\theta, \quad \mathbb{V}_g := E((g - E_g)^2) = E(g^2) - (E_g)^2. \tag{2.2}
\]

We note that

\[
\mathbb{V}_g \leq \max_{\theta, \theta' \in G} \left( g(\theta) - g(\theta') \right)^2.
\]

For any subset \( G_i \subset G \), let

\[
\lambda(G_i) = \int_{G_i} \lambda(\theta) d\theta, \quad \lambda_i(\theta) = \frac{\lambda(\theta)}{\lambda(G_i)}.
\]

It holds that

\[
E_{G_i}g = \sum_{i=1}^{M} \lambda(G_i) E_{G_i}g.
\]

For any function \( h(\theta_1, \cdots, \theta_N) : G_1 \times G_2 \cdots G_N \rightarrow \mathbb{R} \), define

\[
E_{G_i}g = \int_{G_i} g(\theta) \lambda_i(\theta) d\theta
\]
Lemma 2.1. For any $g \in L^\infty(G)$, we have

$$
\mathbb{E}_N \left( \mathbb{E}g - \frac{1}{N} \sum_{i=1}^N g(\omega_i) \right)^2 = \begin{cases}
\frac{1}{N} \mathbb{V}(g) \leq \frac{1}{N} \sup_{\omega, \omega' \in G} |g(\omega) - g(\omega')|^2,

\frac{1}{N} \left( \mathbb{E}(g^2) - (\mathbb{E}(g))^2 \right) \leq \frac{1}{N} \mathbb{E}(g^2) \leq \frac{1}{N} \|g\|_*^2.
\end{cases}
$$

Stratified sampling [8] gives a more refined version of the Monte Carlo method.

Lemma 2.2. For any nonoverlapping decomposition $G = G_1 \cup G_2 \cup \cdots \cup G_M$ and positive integer $n$, let $n_i = \lceil \lambda(G_i)n \rceil$ be the smallest integer larger than $\lambda(G_i)n$ and $N = \sum_{i=1}^M n_i$. Let $\theta_{ij} \in G_i$ ($1 \leq j \leq n_i$) and

$$
g_n = \sum_{i=1}^M \lambda(G_i)g_{n_i} \quad \text{with} \quad g_{n_i} = \frac{1}{n_i} \sum_{j=1}^{n_i} g(\theta_{ij}).
$$

It holds that

$$
\mathbb{E}_N(\mathbb{E}g - g_n)^2 = \sum_{i=1}^M \frac{\lambda^2(G_i)}{n_i} \mathbb{E}_{G_i}(g - \mathbb{E}_{G_i}g)^2 \leq \frac{1}{n} \max_{1 \leq i \leq M, \theta, \theta' \in G_i} |g(\theta) - g(\theta')|^2.
$$

Lemma 2.1 and Lemma 2.2 represent two simple identities and subsequent inequalities that can be verified by a direct calculation. Actually, Lemma 2.1 is a special case of Lemma 2.2 with $M = 1$. Lemma 2.1 and Lemma 2.2 are the basis of Monte-Carlo sampling and stratified sampling in statistics. In the presentation of this paper, we choose not to use any concepts related to random sampling.

Given another domain $\Omega \subset \mathbb{R}^d$, we consider the case that $g(x, \theta)$ is a function of both $x \in \Omega$ and $\theta \in G$. Given any function $\rho \in L^1(G)$, we consider

$$
u(x) = \int_G g(x, \theta) \rho(\theta) d\theta
$$

with $\|\rho\|_{L^1(G)} < \infty$. Let $\lambda(\theta) = \frac{\rho(\theta)}{\|\rho\|_{L^1(G)}}$. Thus,

$$
u(x) = \|\rho\|_{L^1(G)} \int_G g(x, \theta) \lambda(\theta) d\theta
$$

with $\|\lambda(\theta)\|_{L^1(G)} = 1$.

We can apply the above two lemmas to the given function $\nu(x)$. 

Lemma 2.3. [Monte-Carlo Sampling] Consider \( u(x) \) in (2.8) with \( 0 \leq \rho(\theta) \in L^1(G) \). For any \( N \geq 1 \), there exist \( \{\theta^*_i\}_{i=1}^N \) such that

\[
\|u-u_N\|^2_{L^2(\Omega)} \leq \frac{1}{N} \int_G \|g(\cdot,\theta)\|^2_{L^2(\Omega)} \rho(\theta) d\theta = \frac{\|\rho\|^2_{L^1(G)}}{N} \mathbb{E}(\|g(\cdot,\theta)\|^2_{L^2(\Omega)}),
\]

where \( \|g(\cdot,\theta)\|^2_{L^2(\Omega)} = \int_\Omega |g(x,\theta)|^2 d\mu(x) \).

Similarly, if \( g(\cdot,\theta) \in H^m(\Omega), \) for any \( N \geq 1 \), there exist \( \{\theta^*_i\}_{i=1}^N \) with \( f_N \) given in (2.10) such that

\[
\|u-u_N\|^2_{H^m(\Omega)} \leq \int_G \|g(\cdot,\theta)\|^2_{H^m(\Omega)} \rho(\theta) d\theta = \frac{\|\rho\|^2_{L^1(G)}}{N} \mathbb{E}(\|g(\cdot,\theta)\|^2_{H^m(\Omega)}).
\]

Proof. Note that

\[
u(x) = \|\rho\|_{L^1(G)} \mathbb{E}(g).
\]

By Lemma 2.1,

\[
\mathbb{E}_n \left( \left( \mathbb{E}(g(x,\cdot)) - \frac{1}{N} \sum_{i=1}^N g(x,\theta_i) \right)^2 \right) \leq \frac{1}{N} \mathbb{E}(g^2).
\]

By taking integration w.r.t. \( x \) on both sides, we get

\[
\mathbb{E}_n (h(\theta_1,\theta_2,\ldots,\theta_N)) \leq \frac{1}{N} \mathbb{E} \left( \int_\Omega g^2 d\mu(x) \right),
\]

where

\[
h(\theta_1,\theta_2,\ldots,\theta_N) = \int_\Omega \left( \mathbb{E}(g(x,\cdot)) - \frac{1}{N} \sum_{i=1}^N g(x,\theta_i) \right)^2 d\mu(x).
\]

As \( \mathbb{E}_N(1) = 1 \) and \( \mathbb{E}_N(h) \leq \frac{1}{N} \mathbb{E}(\int_\Omega g^2 d\mu(x)) \), there exist \( \{\theta^*_i\}_{i=1}^N \) such that

\[
h(\theta^*_1,\theta^*_2,\ldots,\theta^*_N) \leq \frac{1}{N} \int_\Omega \mathbb{E}(g^2) d\mu(x).
\]

This implies that

\[
\mathbb{E}_n \|u-u_N\|^2_{L^2(\Omega)} \leq \frac{\|\rho\|^2_{L^1(G)}}{N} \int_\Omega \|g(\cdot,\theta)\|^2_{L^2(\Omega)} \lambda(\theta) d\theta.
\]

The proof for (2.11) is similar to the above analysis for the \( L^2 \)-error analysis, which completes the proof. \( \square \)
Lemma 2.4. [Stratified Sampling] For \( u(x) \) in (2.8) with positive \( \rho(\theta) \in L^1(G) \), given any positive integers \( n \) and \( M \leq n \), for any nonoverlapping decomposition \( G = G_1 \cup G_2 \cup \cdots \cup G_M \), there exist \( \{ \theta_i^* \}_{i=1}^N \) with \( n \leq N \leq 2n \) such that

\[
\| u - u_N \|_{L^2(\Omega)} \leq N^{-1/2} \| \rho \|_{L^1(G)} \max_{1 \leq i \leq M} \sup_{\theta_j, \theta_j' \in G_j} \| g(x, \theta_j) - g(x, \theta_j') \|_{L^2(\Omega)},
\]

(2.13)

where

\[
u_N(x) = \frac{2\| \rho \|_{L^1(G)}}{N} \sum_{i=1}^N \beta_i g(x, \theta_i^*)
\]

and \( \beta_i \in [0, 1] \).

Proof. Let \( n_j = \lceil \lambda(G_j)n \rceil \) and \( \theta_{ij} \in G_j \) \( (1 \leq i \leq n_j) \). Define \( N = \sum_{j=1}^M n_j \) and

\[
u_N(x) = \| \rho \|_{L^1(G)} \sum_{j=1}^M \lambda(G_j) g_{n_j} \text{ with } g_{n_j} = \frac{1}{n_j} \sum_{i=1}^{n_j} g(\theta_{ij}).
\]

As \( u(x) = \| \rho \|_{L^1(G)} \sum_{j=1}^M \lambda(G_j) E_{G_j} g_j \) by Lemma 2.1,

\[
\mathbb{E}_n \| u - u_N \|_{L^2(\Omega)}^2 = \| \rho \|_{L^1(G)}^2 \sum_{j=1}^M \frac{\lambda^2(G_j)}{n_j} \mathbb{E}_G \| g_j - g \|_{L^2(\Omega)}^2
\leq \| \rho \|_{L^1(G)}^2 \sum_{j=1}^M \frac{\lambda^2(G_j)}{n_j} \sup_{\theta_j, \theta_j' \in G_j} \| g(x, \theta_j) - g(x, \theta_j') \|_{L^2(\Omega)}^2.
\]

(2.14)

As \( \frac{\lambda(G_j)}{n_j} \leq \frac{1}{n} \) and \( \sum_{j=1}^M \lambda(G_j) = 1 \),

\[
\mathbb{E}_n \| u - u_N \|_{L^2(\Omega)}^2 \leq n^{-1} \| \rho \|_{L^1(G)}^2 \max_{1 \leq i \leq M} \sup_{\theta_j, \theta_j' \in G_j} \| g(x, \theta_j) - g(x, \theta_j') \|_{L^2(\Omega)}^2.
\]

(2.15)

There exists \( \{ \theta_{ij}^* \} \) such that \( \theta_{ij}^* \in G_i \) and

\[
\| u - u_N \|_{L^2(\Omega)}^2 \leq n^{-1} \| \rho \|_{L^1(G)}^2 \max_{1 \leq i \leq M} \sup_{\theta_j, \theta_j' \in G_j} \| g(x, \theta_j) - g(x, \theta_j') \|_{L^2(\Omega)}^2.
\]

(2.16)

Note that \( n \leq N \leq n + M \leq 2n \),

\[
u_N(x) = \frac{2\| \rho \|_{L^1(G)}}{N} \sum_{j=1}^M \frac{\lambda(G_j)}{2n_j} \sum_{i=1}^{n_j} g(x, \theta_{ij}^*) = \frac{2\| \rho \|_{L^1(G)}}{N} \sum_{j=1}^M \sum_{i=1}^{n_j} \beta_{ij} g(x, \theta_{ij}^*)
\]

with

\[
\beta_{ij} = \frac{\lambda(G_j)}{2n_j} \leq \frac{2\lambda(G_j)n}{2\lambda(G_j)n} \leq 1,
\]

(2.17)

which completes the proof. \( \square \)
2.2 Spectral Barron space

Let us use a simple example to motivate the spectral Barron space. Consider a bounded domain $\Omega \subset \mathbb{R}^d$ and a real function $u \in L^1(\Omega)$. The Fourier transform of $u$ is

$$\hat{u}(\omega) = (2\pi)^{-d/2} \int_{\Omega} e^{-i\omega \cdot x} u(x) dx,$$

where $u \in L^1(\mathbb{R})$. This gives the following integral representation of $u$ in terms of cosine function

$$u(x) = \text{Re} \int_{\mathbb{R}^d} e^{i\omega \cdot x} \hat{u}(\omega) d\omega = \int_{\mathbb{R}^d} \cos(\omega \cdot x + b(\omega)) |\hat{u}(\omega)| d\omega,$$

where $\hat{u}(\omega) = e^{ib(\omega)}|\hat{u}(\omega)|$. Let

$$g(x,\omega) = \cos(\omega \cdot x + b(\omega)) \quad \text{and} \quad \rho(\omega) = |\hat{u}(\omega)|.$$

Thus,

$$u(x) = \int_{\mathbb{R}^d} g(x,\omega) \rho(\omega) d\omega.$$

If

$$\int_{\mathbb{R}^d} |\hat{u}(\omega)| d\omega < \infty,$$

then $\|\rho\|_{L^1} < \infty$. With the application of the Lemma 2.3, there exists $\omega_i \in \mathbb{R}^d$ such that

$$\|u - u_N\|_{0,\Omega} \leq N^{-1/2} \|\hat{u}\|_{L^1(\mathbb{R}^d)},$$

where

$$u_N(x) = \frac{\|\hat{u}\|_{L^1(\mathbb{R}^d)}}{N} \sum_{i=1}^{N} \cos(\omega_i \cdot x + b(\omega_i)).$$

More generally, we consider the approximation property in the $H^m$-norm. By (2.19),

$$\partial^\alpha u(x) = \int_{\mathbb{R}^d} \cos|\alpha| (\omega \cdot x + b(\omega)) \omega^\alpha |\hat{u}(\omega)| d\omega, \quad \forall \ |\alpha| \leq m.$$

For any positive integer $m$, let

$$g_m(x,\omega) = \frac{\cos(\omega \cdot x + b(\omega))}{(1 + \|\omega\|)^m} \quad \text{and} \quad \rho_m(\omega) = (1 + \|\omega\|)^m |\hat{u}(\omega)|,$$

where

$$\|\rho_m\|_{L^1(\mathbb{R}^d)} = \int_{\mathbb{R}^d} (1 + \|\omega\|)^m |\hat{u}(\omega)| d\omega < \infty.$$

Then, $u(x) = \int_{\mathbb{R}^d} g_m(x,\omega) \rho_m d\omega = \|\rho_m\|_{L^1(\mathbb{R}^d)} \mathbb{E} g_m(x,\omega)$. Define

$$u_N(x) = \frac{\|\rho_m\|_{L^1(\mathbb{R}^d)}}{N} \sum_{i=1}^{N} g_m(x,\omega_i) = \frac{\|\rho_m\|_{L^1(\mathbb{R}^d)}}{N} \sum_{i=1}^{N} \frac{\cos(\omega_i \cdot x + b(\omega_i))}{(1 + \|\omega_i\|)^m}.$$
It holds that
\[ \partial^\alpha (u(x) - u_N(x)) = \frac{\| \rho_m \|_{L^1(\mathbb{R}^d)}}{N} \sum_{i=1}^{N} \mathbb{E} \partial^{\alpha} (g_m(x, \omega) - g_m(x, \omega_i)). \]

By Lemma 2.1,
\[ \mathbb{E}_N \sum_{|\alpha| \leq m} \| \partial^\alpha (u(x) - u_N(x)) \|^2_{0, \Omega} \]
\[ \leq \| \rho_m \|_{L^1(\mathbb{R}^d)}^2 \mathbb{E}_N \sum_{|\alpha| \leq m} \frac{1}{N^2} \sum_{i=1}^{N} (\mathbb{E} \partial^{\alpha} (g_m(x, \omega) - g_m(x, \omega_i)))^2 \]
\[ \leq \frac{\| \rho_m \|_{L^2}^2}{N} \sum_{|\alpha| \leq m} \mathbb{E} (\partial^{\alpha} g_m(x, \omega))^2. \] (2.27)

Note that the definitions of \( g_m \) and \( \rho_m \) in (2.25) guarantee that \( |\partial^\alpha g_m(x, \omega)| \leq 1. \)

Thus,
\[ \mathbb{E}_N \sum_{|\alpha| \leq m} \| \partial^\alpha (u(x) - u_N(x)) \|^2_{0, \Omega} \leq \frac{\| \rho_m \|_{L^2}^2}{N}. \]

This implies that there exists \( \omega_i \in \mathbb{R}^d \) such that
\[ \| u - u_N \|_{H^m(\Omega)} \lesssim N^{-1/2} \int_{\mathbb{R}^d} (1 + \| \omega \|)^m |\hat{u}(\omega)| d\omega. \] (2.28)

Given \( v \in L^2(\Omega) \), consider all the possible extensions \( v_E : \mathbb{R}^d \mapsto \mathbb{R} \) with \( v_E|_{\Omega} = v \) and define the spectral Barron norm for any \( s \geq 1 \):
\[ \| v \|_{B^s (\Omega)} = \inf_{v_E|_{\Omega} = v} \int_{\mathbb{R}^d} (1 + \| \omega \|)^s |\partial_E(\omega)| d\omega \] (2.29)

and spectral Barron space
\[ B^s (\Omega) = \{ v \in L^2 (\Omega) : \| v \|_{B^s (\Omega)} < \infty \}. \] (2.30)

In summary, we have
\[ \| u - u_N \|_{H^m(\Omega)} \lesssim N^{-1/2} \| u \|_{B^m(\Omega)}. \] (2.31)

The estimate of (2.22), first obtained in [42] using a slightly different technique, appears to be the first asymptotic error estimate for the artificial neural network. [6] extended Jones’s estimate (2.22) to sigmoidal-type activation functions in place of cosine.

The above short discussions reflect the core idea in the analysis of the approximation property of artificial neural networks. Namely, represent \( f \) as an expectation of some
probability distribution as in (2.21) and then a simple application of Monte-Carlo sampling leads to an error estimate like (2.28) for a special neural network function given by (2.23) using $\sigma = \cos$ as an activation function. For a more general activation function $\sigma$, we just need to derive a corresponding representation like (2.21) with $g$ in terms of $\sigma$. Quantitative estimates on the order of approximation are obtained for sigmoidal activation functions in [6] and for periodic activation functions in [51, 52]. Error estimates in Sobolev norms for general activation functions can be found in [39]. A review of a variety of known results, especially for networks with one hidden layer, can be found in [56]. More recently, these results have been improved by a factor of $n^{1/d}$ in [43] using the idea of stratified sampling, based in part on the techniques in [49]. [62] provides an analysis for general activation functions under very weak assumptions, which applies to essentially all activation functions used in practice. In [25–27], a more refined definition of the spectral Barron norm is introduced to give sharper approximation error bounds of neural networks.

The following lemma shows some relationship between the Sobolev norm and the spectral Barron norm.

**Lemma 2.5.** Let $m \geq 0$ be an integer and $\Omega \subset \mathbb{R}^d$ a bounded domain. Then for any Schwartz function $v$, we have

$$
\|v\|_{H^m(\Omega)} \lesssim \|v\|_{B^m(\Omega)} \lesssim \|v\|_{H^{m+d/2+\epsilon}((\Omega))},
$$

where $\epsilon$ is positive.

**Proof.** The first inequality in (2.32) and its proof can be found in [62]. A version of the second inequality in (2.32) and its proof can be found in [6]. Below is a proof, by definition and Cauchy-Schwarz inequality,

$$
\|v\|_{B^m(\Omega)} = \inf_{\varphi \in \mathcal{P}} \left( \int_{\mathbb{R}^d} (1 + \|\omega\|)^m |\hat{\varphi}(\omega)|^2 d\omega \right)^{1/2} \\
\leq \int_{\mathbb{R}^d} (1 + \|\omega\|)^{-d-2\epsilon} d\omega \inf_{\varphi \in \mathcal{P}} \int_{\mathbb{R}^d} (1 + \|\omega\|)^{d+2m+2\epsilon} |\hat{\varphi}(\omega)|^2 d\omega \\
\lesssim \inf_{\varphi \in \mathcal{P}} \int_{\mathbb{R}^d} (1 + \|\omega\|)^{d+2m+2\epsilon} |\hat{\varphi}(\omega)|^2 d\omega \lesssim \|v\|_{H^{m+d/2+\epsilon}((\Omega))}.
$$

This completes the proof. \[\square\]

3 Finite neuron functions and approximation properties

As mentioned before, for $m = 1$, the finite element for (5.1) can be given by the piecewise linear function in any dimension $d \geq 1$. As shown in [37], the linear finite element function can be represented by deep neural networks with ReLU as activation functions. Here,

$$
\text{ReLU}(x) = x_+ = \max(0,x).
$$

(3.1)
In this paper, we will consider the power of ReLU as activation functions

$$\text{ReLU}^k(x) = [x_+]^k = \left[ \max(0, x) \right]^k.$$  \hfill (3.2)

We will use the short-hand notation $x^k_+ = [x_+]^k$ in the rest of the paper.

We consider the following neuron network function class with one hidden layer:

$$V^k_N = \left\{ \sum_{i=1}^{N} a_i (w_i \cdot x + b_i)^k_+, \ a_i, b_i \in \mathbb{R}^1, \ w_i \in \mathbb{R}^{1 \times d} \right\}. \hfill (3.3)$$

We note that $V^k_N$ is not a linear vector space. The definition of the neural network function class such as (3.3) can be traced back to [50], and its early mathematical analysis can be found in [22, 32, 38].

The functions in $V^k_N$ as defined in (3.3) will be known as finite neuron functions in this paper.

**Lemma 3.1.** For any $k \geq 1$, $V^k_N$ consists of functions that are piecewise polynomials of degree $k$ with respect to a grid whose boundaries are given by the intersection of the hyperplanes

$$w_i x + b_i = 0, \quad 1 \leq i \leq N,$$

see Fig. 1 and Fig. 3. Furthermore, if $k \geq m$,

$$V^k_N(\Omega) \subset H^k(\Omega) \subset H^m(\Omega),$$

where $\Omega$ is a bounded domain in $\mathbb{R}^d$.

The main goal of this section is to prove that the following type of error estimate holds, for some $\delta \geq 0$,

$$\inf_{v_N \in V^k_N} \|u - v_N\|_{H^m(\Omega)} \lesssim N^{-\frac{k}{2} - \delta}. \hfill (3.4)$$
We will use two different approaches to establish (3.4). The first approach, presented in Section 3.1, mainly follows [39] and [62] to give error estimates for a general class of activation functions. The second approach, presented in Section 3.2, follows [43] to give error estimates specifically for the ReLU activation function.

We assume that $\Omega \subset \mathbb{R}^d$ is a given bounded domain. Thus,

$$T = \max_{x \in \Omega} \|x\| < \infty. \quad (3.5)$$

### 3.1 B-spline as activation functions

The activation function $[\text{ReLU}]^k$ (3.2) is related to cardinal B-splines. A cardinal B-spline of degree $k \geq 0$ denoted by $b^k$ is defined by convolution as

$$b^k(x) = (b^{k-1} \ast b^0)(x) = \int_{\mathbb{R}} b^{k-1}(x-t)b^0(t)dt, \quad (3.6)$$

where

$$b^0(x) = \begin{cases} 1, & x \in [0,1), \\ 0, & \text{otherwise}. \end{cases} \quad (3.7)$$

More explicitly, see [23], for any $x \in [0,k+1]$ and $k \geq 1$, we have

$$b^k(x) = \frac{x}{k} b^{k-1}(x) + \frac{k+1-x}{k} b^{k-1}(x-1), \quad (3.8)$$

or

$$b^k(x) = (k+1) \sum_{i=0}^{k+1} w_i (i-x)_+^k \quad \text{and} \quad w_i = \prod_{j=0, j \neq i}^{k+1} \frac{1}{l-1}. \quad (3.9)$$

We note that all $b^k$ are locally supported (see Fig. 2 for their plots).

For a uniform grid with mesh size $h = \frac{1}{n+1}$, we define

$$b^k_{j,h}(x) = b^k\left(\frac{x}{h} - j\right). \quad (3.10)$$

Then the cardinal B-Spline series of degree $k$ on the uniform grid is

$$S^k_N = \left\{ v(x) = \sum_{j=-k}^{N} c_j b^k_{j,h}(x) \right\}. \quad (3.11)$$

**Lemma 3.2.** For $V^k_N$ and $S^k_N$ defined by (3.3) and (3.11), we have

$$S^k_N \subset V^k_{N+k+1}. \quad (3.12)$$

As a result, for any bounded domain $\Omega \subset \mathbb{R}^1$, we have

$$\inf_{v \in V^k_N} \|u - v\|_{m,\Omega} \leq \inf_{v \in S^k_{N+k+1}} \|u - v\|_{m,\Omega} \lesssim N^{m-(k+1)}\|u\|_{k+1,\Omega}. \quad (3.13)$$
Given an activation function \( \sigma \in L^1(\mathbb{R}) \), consider its Fourier transformation:

\[
\hat{\sigma}(a) = \frac{1}{2\pi} \int_{\mathbb{R}} \sigma(t) e^{-iat} dt. \tag{3.14}
\]

For any \( a \neq 0 \) with \( \hat{\sigma}(a) \neq 0 \), with a change of variables \( t = a^{-1} \omega \cdot x + b \) and \( dt = db \), we have

\[
\hat{\sigma}(a) = \frac{1}{2\pi} \int_{\mathbb{R}} \sigma(a^{-1} \omega \cdot x + b) e^{-ia(a^{-1} \omega \cdot x + b)} db = e^{-ia} \frac{1}{2\pi} \int_{\mathbb{R}} \sigma(a^{-1} \omega \cdot x + b) e^{-iab} db. \tag{3.15}
\]

This implies that

\[
e^{ia \omega \cdot x} = \frac{1}{2\pi \hat{\sigma}(a)} \int_{\mathbb{R}} \sigma(a^{-1} \omega \cdot x + b) e^{-iab} db. \tag{3.16}\]

We write \( \hat{u}(\omega) = e^{-ib(\omega)} |\hat{u}(\omega)| \) and then obtain this integral representation:

\[
u(x) = \int_{\mathbb{R}^d} e^{i\omega \cdot x} \hat{u}(\omega) d\omega = \int_{\mathbb{R}^d} \int_{\mathbb{R}} \frac{1}{2\pi \hat{\sigma}(a)} \sigma(a^{-1} \omega \cdot x + b) |\hat{u}(\omega)| e^{-i(ab + \theta(\omega))} db d\omega. \tag{3.17}\]

Now we consider activation function \( \sigma(x) = b^k(x) \) and \( \hat{\sigma} \) as the Fourier transformation of \( \sigma(x) \). Note that, by (2),

\[
\hat{\sigma}(a) = \left(1 - e^{-ia} \right)^{k+1} = \left(\frac{2}{a} \sin \frac{a}{2}\right)^{k+1} e^{-\frac{(a(k+1))}{2}}. \tag{3.18}\]

We first take \( a = \pi \) in (3.18). Thus,

\[
\hat{\sigma}(\pi) = \left(\frac{2}{\pi}\right)^{k+1} e^{-\frac{(\pi(k+1))}{2}}. \tag{3.19}\]

Combining (3.17) and (3.19), we obtain that

\[
u(x) = \frac{1}{4} \left(\frac{\pi}{2}\right)^k \int_{\mathbb{R}^d} \int_{\mathbb{R}} \sigma(\pi^{-1} \omega \cdot x + b) |\hat{u}(\omega)| e^{-i(\pi b + \pi(k+1) + \theta(\omega))} db d\omega. \tag{3.20}\]

An application of the Monte Carlo method in Lemma 2.1 to the integral representation (3.20) leads to the following estimate.
Theorem 3.1. For any $0 \leq m \leq k$, if $u \in B^{m+1}(\Omega)$, there exist $\omega_i \in \mathbb{R}^d$, $b_i \in \mathbb{R}$ such that
\[
\|u - u_N\|_{H^m(\Omega)} \lesssim N^{-\frac{1}{2}} \|u\|_{B^{m+1}(\Omega)} \quad (3.21)
\]
with
\[
u_N(x) = \sum_{i=1}^{N} \beta_i b^k \left( \pi^{-1} \omega_i \cdot x + b_i \right). \quad (3.22)
\]

Based on the integral representation (3.20), a stratified analysis similar to the one in [62] leads to the following result.

Theorem 3.2. For any $0 \leq m \leq k$ and positive $\epsilon$, if $u \in B^{m+1+\epsilon}(\Omega)$, there exist $\omega_i \in \mathbb{R}^d$, $b_i \in \mathbb{R}$ such that
\[
\|u - u_N\|_{H^m(\Omega)} \leq N^{-\frac{1}{2} - \epsilon} \|u\|_{B^{m+1+\epsilon}(\Omega)} \quad (3.23)
\]
with
\[
u_N(x) = \sum_{i=1}^{N} \beta_i b^k \left( \bar{\omega}_i \cdot x + b_i \right). \quad (3.24)
\]

Next, we try to improve the estimate (3.23). Again, we will use (3.17). Let $a_\omega = 4\pi \left( \frac{\|\omega\|}{4\pi} \right) + \pi$ in (3.18) and $\bar{\omega} = \frac{\omega}{a_\omega}$. We have
\[
\hat{\sigma}(a_\omega) = \left( \frac{2}{a_\omega} \right)^{k+1}, \quad \|\omega\| + \pi \leq a_\omega \leq \|\omega\| + 5\pi, \quad \|\bar{\omega}\| \leq 1, \quad (3.25)
\]
which, together with (3.17), indicates that
\[
u(x) = \int_{\mathbb{R}^d} \int_{\mathbb{R}} \frac{1}{2\pi} \sigma (\bar{\omega} \cdot x + b) \left( \frac{a_\omega}{2} \right)^{k+1} \hat{u}(\omega) e^{-i\omega (b + \frac{k+1}{2})} db d\omega. \quad (3.26)
\]

Theorem 3.3. If $u \in B^{k+1}(\Omega)$, there exist $\|\bar{\omega}_i\| \leq 1$, $|b_i| \leq T + k + 1$ such that
\[
\|u - u_N\|_{H^{k+1}(\Omega)} \lesssim N^{-\frac{1}{2}} \|u\|_{B^{k+1}(\Omega)} \quad (3.27)
\]
with
\[
u_N(x) = \sum_{i=1}^{N} \beta_i b^k \left( \bar{\omega}_i \cdot x + b_i \right). \quad (3.28)
\]

Proof. We write (3.26) as
\[
u(x) = \int_{\mathbb{R}^d} \int_{\mathbb{R}} g(x, b, \omega) \rho(b, \omega) db d\omega
\]
with
\[
\hat{u}(\omega) = e^{-i\hat{\theta}(\omega)} |\hat{u}(\omega)|, \quad \hat{\theta}(\omega) = \theta(\omega) + a_\omega \left( b + \frac{k+1}{2} \right)
\]
\[
g(x,b,\omega) = \sigma(\tilde{\omega} \cdot x + b) \text{sgn}(\cos \tilde{\theta}(\omega)),
\]
(3.29)
\[
\rho(b,\omega) = \frac{1}{(2\pi)^d} \left( \frac{a_\omega}{2} \right)^{k+1} |\tilde{u}(\omega)||\cos \tilde{\theta}(\omega)|.
\]
(3.30)

Note that
\[
||\tilde{\omega}|| \leq 1, \quad |b| \leq T + k + 1.
\]
(3.31)

Let
\[
G = \{(\omega,b) : \omega \in \mathbb{R}^d, |b| \leq T + k + 1\}, \quad \tilde{G} = \{(\tilde{\omega},b) : ||\tilde{\omega}|| \leq 1, |b| \leq T + k + 1\}.
\]

For any positive integer \(n\), divide \(\tilde{G}\) into \(\tilde{M}\) \((\tilde{M} \leq \frac{n}{2})\) nonoverlapping subdomains, say \(\tilde{G} = \tilde{G}_1 \cup \tilde{G}_2 \cup \ldots \cup \tilde{G}_{\tilde{M}}\), such that
\[
|b-b'| \lesssim n^{-\frac{1}{2d}}, \quad |\tilde{\omega}-\tilde{\omega}'| \lesssim n^{-\frac{1}{2d}}, \quad (\tilde{\omega},b), (\tilde{\omega}',b') \in \tilde{G}_i, \quad 1 \leq i \leq \tilde{M}.
\]
(3.32)

Define \(M = 2\tilde{M}\) and for \(1 \leq i \leq \tilde{M}\),
\[
G_i = \{(\omega,b) : (\tilde{\omega},b) \in \tilde{G}_i, \cos \tilde{\theta}(\tilde{\omega}) \geq 0\}, \quad G_{\tilde{M}+i} = \{(\omega,b) : (\tilde{\omega},b) \in \tilde{G}_i, \cos \tilde{\theta}(\tilde{\omega}) \leq 0\}.
\]

Thus, \(G = G_1 \cup G_2 \cup \ldots \cup G_M\) with \(G_i \cap G_j = \emptyset\) if \(i \neq j\), and
\[
|b-b'| \lesssim n^{-\frac{1}{2d}}, \quad |\tilde{\omega}-\tilde{\omega}'| \lesssim n^{-\frac{1}{2d}}, \quad \text{sgn}(\cos \tilde{\theta}(\omega)) = \text{sgn}(\cos \tilde{\theta}(\omega')).
\]
(3.33)

Let \(n_i = \lceil \lambda(G_i)n \rceil\), \(N = \sum_{i=1}^{M} n_i\) and
\[
u_N(x) = \|\rho\|_{L^1(G)} \sum_{i=1}^{M} \frac{\lambda(G_i)}{n_i} \sum_{j=1}^{n_i} \varphi(x,\theta_{ij}).
\]
(3.34)

It holds that
\[
\mathbb{E}\left(\|u-u_N\|^2_{H^m(\Omega)}\right) \leq \|\rho\|_{L^1(G)} \sum_{i=1}^{M} \frac{\lambda^2(G_i)}{n_i} \sup_{\theta,\theta' \in G_i} \|\varphi(x,\theta) - \varphi(x,\theta')\|^2_{H^m(\Omega)}
\]
(3.35)

with \(\theta = (b,\omega)\). For any \((b,\omega) \in G_i, 1 \leq i \leq M\), if \(k \geq m+1\),
\[
|\varphi(x,\theta) - \varphi(x,\theta')| \lesssim |b-b'| + |\omega-\omega'| \lesssim n^{-\frac{1}{2d}}.\]
(3.36)

Thus,
\[
\sum_{i=1}^{M} \frac{\lambda^2(G_i)}{n_i} \sup_{\theta,\theta' \in G_i} \|\varphi(x,\theta) - \varphi(x,\theta')\|^2_{H^m(\Omega)} \lesssim n^{-\frac{2d}{2d}}|\Omega|.
\]
(3.37)
Thus,
\[ \mathbb{E} \left( \|u-u_N\|^2_{H^m(\Omega)} \right) \lesssim n^{-1-\frac{2}{d}} |\Omega| \|\rho\|_{L^1(G)}. \quad (3.38) \]

As \( a \leq \|\omega\| + 5\pi \),
\[ \|\rho\|_{L^1(G)} \lesssim \int_G (\|\omega\| + 1)^{k+1} |\hat{u}(\omega)| \, d\omega \, db \lesssim \|u\|_{B^{k+1}(\Omega)}. \quad (3.39) \]

Note that \( n \leq N \leq 2n \). Thus, there exist \( \omega_i \in \mathbb{R}^d, \beta_i, b_i \in \mathbb{R} \) such that
\[ \|u-u_N\|_{H^m(\Omega)} \lesssim N^{-\frac{1}{2}} - \frac{1}{d} \|u\|_{B^{k+1}(\Omega)}, \quad (3.40) \]

which completes the proof. \( \square \)

The above analysis can also be applied to more general activation functions with compact support.

**Theorem 3.4.** Suppose that \( \sigma \in W^{m+1,\infty}(\mathbb{R}) \) that has compact support. If for any \( a > 0 \), there exists \( \hat{a} > 0 \) such that
\[ \hat{a} \gtrsim a, \quad |\hat{\sigma}(\hat{a})| \gtrsim a^{-\ell}, \quad (3.41) \]

and \( u \in B^{\ell}(\Omega) \), then, there exist \( \omega_i \in \mathbb{R}^d \) and \( b_i \in \mathbb{R} \) such that
\[ \|u-u_N\|_{H^m(\Omega)} \lesssim N^{-\frac{1}{2}} - \frac{1}{d} \|u\|_{B^{k+1}(\Omega)}, \quad (3.42) \]

where
\[ u_N(x) = \sum_{i=1}^{N} \beta_i \sigma(\hat{\omega}_i \cdot x + b_i). \quad (3.43) \]

### 3.2 [ReLU]\(^k\) as activation functions

Rather than using the general Fourier transformation as in (3.16) to represent \( e^{i\omega \cdot x} \) in terms of \( \sigma(\omega \cdot x + b) \), [43] gave a different method to represent \( e^{i\omega \cdot x} \) in terms of \( (\omega \cdot x + b)^k \) for \( k=1 \) and \( k=2 \). The following lemma gives a generalization of this representation for all \( k \geq 0 \).

**Lemma 3.3.** For any \( k \geq 0 \) and \( x \in \Omega \),
\[ e^{i\omega \cdot x} = \sum_{j=0}^{k} \frac{(i\omega \cdot x)^j}{j!} + \frac{t^{k+1}}{k!} \|\omega\|^{k+1} \int_0^T \left[ (\omega \cdot x - t)^k e^{i|\omega|t} + (-1)^{k-1} (\omega \cdot x - t)^k e^{-i|\omega|t} \right] dt. \quad (3.44) \]
Proof. For $|z| \leq c$, by the Taylor expansion with integral remainder,

$$e^{iz} = \sum_{j=0}^{k} \frac{(iz)^j}{j!} + \frac{i^{k+1}}{k!} \int_{0}^{z} e^{iu}(z-u)^k du. \quad (3.44)$$

Note that

$$(z-u)^k = (z-u)_{+}^k - (u-z)_{+}^k.$$  

It follows that

$$\begin{align*}
\int_{0}^{c} (z-u)^k e^{iu} du &= \int_{0}^{z} (z-u)^k e^{iu} du + \int_{z}^{c} (-1)^k (u-z)^k e^{iu} du \\
&= \int_{0}^{z} (z-u)^k e^{iu} du + \int_{0}^{-z} (-1)^{k-1} (-u-z)^k e^{-iu} du \\
&= \int_{0}^{c} (z-u)^k e^{iu} du + (-1)^{k-1} (-u-z)^k e^{-iu} du. \quad (3.45)
\end{align*}$$

Thus,

$$e^{iz} - \sum_{j=0}^{k} \frac{(iz)^j}{j!} = \frac{i^{k+1}}{k!} \int_{0}^{c} \left[ (z-u)^k e^{iu} + (-1)^{k-1} (-z-u)^k e^{-iu} \right] du. \quad (3.46)$$

Let

$$z = \omega \cdot x, \quad u = \|\omega\| t, \quad \hat{\omega} = \frac{\omega}{\|\omega\|}. \quad (3.47)$$

As $\|x\| \leq T$ and $|\hat{\omega} \cdot x| \leq T$, we obtain

$$e^{i\omega \cdot x} - \sum_{j=0}^{k} \frac{(i\omega \cdot x)^j}{j!} = \frac{i^{k+1}}{k!} \|\omega\|^k \int_{0}^{T} \left[ (\omega \cdot x - t)^k e^{i\|\omega\| t} + (-1)^{k-1} (-\omega \cdot x - t)^k e^{-i\|\omega\| t} \right] dt, \quad (3.48)$$

which completes the proof. \hfill \Box

As $u(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\omega \cdot x} \hat{u}(\omega) d\omega$ and $\partial^a u(x) = \int_{\mathbb{R}^d} i^{\|\omega\|} \omega^a e^{i\omega \cdot x} \hat{u}(\omega) d\omega$,

$$\partial^a u(0) x^a = \int_{\mathbb{R}^d} i^{\|\omega\|} \omega^a x^a \hat{u}(\omega) d\omega. \quad (3.49)$$

Note that $(\omega \cdot x)^j = \sum_{|a| = j} \frac{j!}{a!} \omega^a x^a$. It follows that

$$\sum_{|a| = j} \frac{1}{a!} \partial^a u(0) x^a = i^j \sum_{|a| = j} \frac{1}{a!} \int_{\mathbb{R}^d} \omega^a x^a \hat{u}(\omega) d\omega = \frac{1}{j!} \int_{\mathbb{R}^d} (i\omega \cdot x)^j \hat{u}(\omega) d\omega. \quad (3.50)$$
Let \( \hat{u}(\omega) = |\hat{u}(\omega)|e^{i\varphi(\omega)} \). Then, \( e^{i\varphi(\omega)} \|\hat{u}(\omega)\| = |\hat{u}(\omega)|e^{i(\varphi(\omega)+b(\omega))} \). By Lemma 3.3,

\[
    u(x) - \sum_{|a|\leq k} \frac{1}{a!} \partial^a u(0) x^a
    \]

\[
    = \int_{\mathbb{R}^d} \left( e^{i\omega \cdot x} - \sum_{j=0}^k \frac{1}{j!} (i\omega \cdot x)^j \right) \hat{u}(\omega) d\omega.
    \]

\[
    = \text{Re} \left( \frac{k+1}{k!} \int_{\mathbb{R}^d} \int_0^T \left( (\omega \cdot x - t)^k e^{i\varphi(\omega) + b(\omega)} + (-1)^{k-1} (-\omega \cdot x - t)^k e^{-i\varphi(\omega) - b(\omega)} \right) \hat{u}(\omega) \|\omega\|^{k+1} dt d\omega \right)
    \]

\[
    = \frac{1}{k!} \int_{-1,1} \int_{\mathbb{R}^d} \int_0^T (z\omega \cdot x - t)^k s(zt,\omega) |\hat{u}(\omega)||\omega|^{k+1} dt d\omega dz
    \tag{3.51}
    \]

with \( \int_{-1,1} r(z) dz = r(-1) + r(1) \) and

\[
    s(zt,\omega) = \begin{cases} 
    (-1)^{k+1} \cos(z\|\omega\|), & k \text{ is odd}, \\
    (-1)^{k+2} \sin(z\|\omega\|), & k \text{ is even}.
    \end{cases}
    \tag{3.52}
    \]

Define \( G = \{-1,1\} \times [0,T] \times \mathbb{R}^d, \theta = (z,t,\omega) \in G, \)

\[
    g(x,\theta) = (z\omega \cdot x - t)^k \text{sgn}(zt,\omega),
    \]

\[
    \rho(\theta) = \frac{1}{(2\pi)^d} |s(zt,\omega)||\hat{u}(\omega)||\omega|^{k+1}, \quad \lambda(\theta) = \frac{\rho(\theta)}{\|\rho\|_{L^1(G)}}.
    \tag{3.53}
    \]

Then (3.51) can be written as

\[
    u(x) = \sum_{|a|\leq k} \frac{1}{a!} D^a u(0) x^a + \frac{V}{k!} \int_G g(x,\theta) \lambda(\theta) d\theta,
    \tag{3.54}
    \]

with \( v = \int_G \rho(\theta) d\theta \). In summary, we have the following lemma.

**Lemma 3.4.** It holds that

\[
    u(x) = \sum_{|a|\leq k} \frac{1}{a!} \partial^a u(0) x^a + \frac{v}{k!} r_k(x), \quad x \in \Omega
    \tag{3.55}
    \]

with \( v = \int_G \rho(\theta) d\theta \) and

\[
    r_k(x) = \int_G g(x,\theta) \lambda(\theta) d\theta, \quad G = \{-1,1\} \times [0,T] \times \mathbb{R}^d,
    \tag{3.56}
    \]

and \( g(x,\theta), \rho(\theta) \) and \( \lambda(\theta) \) defined in (3.53).

According to (3.53), the main ingredient \( (z\omega \cdot x - t)^k \) of \( g(x,\theta) \) includes only the direction \( \hat{\omega} \) of \( \omega \), which belongs to a bounded domain \( S^{d-1} \). Thanks to the continuity of \( (z\omega \cdot x - t)^k \) with respect to \( (z,\hat{\omega},t) \) and the boundedness of \( S^{d-1} \), the application of the stratified sampling to the residual term of the Taylor expansion leads to the approximation property in Theorem 3.5.
Theorem 3.5. Assume $u \in B^{k+1}(\Omega)$. There exist $\beta_j \in [-1,1]$, $\|\bar{\omega}\| = 1$, $t_j \in [0,T]$ such that
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!N} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.57)
with $\nu = \int_{\Omega} \rho(\theta) d\theta$ and $\rho(\theta)$ defined in (3.53) satisfies the following estimate
\[
u - u \|_{H^m(\Omega)} \lesssim \begin{cases} N^{-\frac{1}{2} - \frac{1}{2}} \| u \|_{B^{k+1}(\Omega)}, & m < k, \\ N^{-\frac{1}{2}} \| u \|_{B^{k+1}(\Omega)}, & m = k. \end{cases}
\] (3.58)

Proof. Let
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.59)
By Lemma 2.4, for any decomposition $G = \bigcup_{i=1}^{N} G_i$, there exist $\{\theta_i\}_{i=1}^{N}$ and $\{\beta_i\}_{i=1}^{N} \in [0,1]$ such that
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.60)
Consider a $\epsilon$-covering decomposition $G = \bigcup_{i=1}^{N} G_i$ such that
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.61)
where $\bar{\omega}$ is defined in (3.47). For any $\theta_i, \theta'_j \in G_i$,
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.62)
As
\[
u = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^\alpha u(0)x^\alpha + \frac{\nu}{k!} \sum_{j=1}^{N} \beta_j (\bar{\omega} \cdot x - t_j)\}_{j}^k \}
\] (3.63)
Thus, by Lemma 2.4, if \( m = |\alpha| < k \),

\[
\| \partial^{\alpha}_x (u - u_N) \|_{L^2(\Omega)} \leq \frac{|\Omega|^{1/2}}{(k - |\alpha|)!} (2T)^{k - |\alpha| - 1} \left( (k - |\alpha|)(T + 1) + 2T|\alpha| \right) N^{-\frac{k}{2}}. \tag{3.64}
\]

Note that \( \epsilon \sim N^{-\frac{1}{2}} \). There exists \( \theta_{i,j} \) such that for any \( 0 \leq k < m \),

\[
\| u - u_N \|_{H^m(\Omega)} \leq C(m, k, \Omega) \nu N^{-\frac{1}{2}} \tag{3.65}
\]

with \( \nu \leq \| u \|_{B^k(\Omega)} + 1 \) \((\Omega)\) and

\[
C(m, k, \Omega) = |\Omega|^{1/2} \left( \sum_{|\alpha| \leq k} \frac{1}{(k - |\alpha|)!} (2T)^{k - |\alpha| - 1} ((k - |\alpha|)(T + 1) + 2T|\alpha|) \right)^{1/2}. \tag{3.66}
\]

If \( m = |\alpha| = k \),

\[
\max_{1 \leq i \leq M, \theta, \theta' \in \mathcal{G}_i} \sup_{1 \leq j \leq M} \| D^{\alpha}_x (g(x, \theta_j) - g(x, \theta'_j)) \|_{L^2(\Omega)} \lesssim 1.
\]

This leads to

\[
\| u - u_N \|_{H^m(\Omega)} \leq C(m, k, \Omega) \nu N^{-\frac{1}{2}} \quad \text{for } k = m. \tag{3.67}
\]

Note that \( u_N \) defined above can be written as

\[
u_N(x) = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} \partial^{\alpha} u(0) x^{\alpha} + \frac{1}{k!N} \sum_{j=1}^{N} \beta_j (\bar{\omega}_j \cdot x - t_j)^k
\]

with \( \beta_j \in [-1, 1] \), which completes the proof. \( \square \)

**Lemma 3.5.** There exist \( \alpha_i, \omega_i, b_i \) and

\[
N \leq 2 \left( \frac{k + d}{k} \right)
\]

such that

\[
\sum_{|\alpha| \leq m} \frac{1}{\alpha!} \partial^{\alpha} u(0) x^{\alpha} = \sum_{i=1}^{N} \alpha_i (\omega_i \cdot x + b_i)^k.
\]

with \( x^\alpha = x_1^{\alpha_1} x_2^{\alpha_2} \cdots x_d^{\alpha_d} \), \( \alpha! = \alpha_1! \alpha_2! \cdots \alpha_d! \).

The above result can be found in [35].

A combination of Theorem 3.5 and the above lemma gives the following estimate in Theorem 3.6.
Theorem 3.6. Suppose \( u \in B_{k+1}(\Omega) \). There exist \( \beta_j, t_j \in \mathbb{R} \), \( \omega_j \in \mathbb{R}^d \) such that
\[
u_N(x) = \sum_{j=1}^{N} \beta_j (\omega_j \cdot x - t_j)_+^k
\]
(3.68)
satisfies the following estimate
\[
\|u - u_N\|_{H^m(\Omega)} \lesssim \begin{cases} N^{-\frac{1}{2} - \frac{1}{2}k} \|u\|_{B^{k+1}(\Omega)}, & k > m, \\ N^{-\frac{1}{2}} \|u\|_{B^{k+1}(\Omega)}, & k = m, \end{cases}
\]
(3.69)
where \( \omega \) is defined in (3.47).

Remark 3.1. We make the following comparisons between the results in Sections 3.1 and 3.2.

1. The results in Section 3.1 are for activation functions \( \sigma = b_k \), while the results in Section 3.2 are for activation functions \( \sigma = \text{ReLU}^k \).

2. By (3.9), the following relation obviously holds
\[
V_N(b_k) \subset V_{N+k}(\text{ReLU}^k),
\]
where \( V_{N+k}(\text{ReLU}^k) \) is the \( V_{N+k} \) defined in (3.3) and \( V_N(b_k) \) is the one hidden layer neuron network function class with activation function \( b_k \). Thus, asymptotically speaking, the results that hold for \( \sigma = b_k \) also hold for \( \sigma = \text{ReLU}^k \).

3. The results in Section 3.2 are in some cases asymptotically better than those in Section 3.1, but require more regularity assumptions on \( u \). For example, Theorem 3.1 requires only \( u \in B^m \), but Theorem 3.5 requires only \( u \in B^{k+1} \) even for \( m = 0 \).

4. The computational efficiency for the solution of the optimization problems (5.25) or (5.28) below, may be different with a different choice of activation function, namely, \( \sigma = b_k \) or \( \text{ReLU}^k \). For example, we refer to [48] for comparative numerical studies of applications of neural networks that use \( \sigma = b_2 \) and \( \text{ReLU}^2 \) as activation functions.

4 Deep finite neuron functions, adaptivity and spectral accuracy

In this section, we will study deep finite neuron functions through the framework of deep neural networks and then discuss its adaptive and spectral accuracy properties.
4.1 Deep finite neuron functions

Given $d, \ell \in \mathbb{N}^+, n_1, \cdots, n_\ell \in \mathbb{N}$ with $n_0 = d, n_{\ell+1} = 1$,

$$\theta^i(x) = \omega^i \cdot x + b^i, \quad \omega^i \in \mathbb{R}^{n_{i+1} \times n_i}, \quad b^i \in \mathbb{R}^{n_i},$$  \hspace{1cm} (4.1)

and the activation function ReLU$^k$, define a deep finite neuron function $u(x)$ from $\mathbb{R}^d$ to $\mathbb{R}$ as

$$f^0(x) = \theta^0(x),$$

$$f^i(x) = (\theta^i \circ \sigma)(f^{i-1}(x)), \quad i = 1: \ell,$$

$$f(x) = f^\ell(x).$$

The following more concise notation is often used in computer science literature:

$$f(x) = \theta^\ell \circ \sigma \circ \theta^{\ell-1} \circ \cdots \circ \theta^1 \circ \sigma \circ \theta^0(x),$$ \hspace{1cm} (4.2)

where $\theta^i : \mathbb{R}^{n_i} \to \mathbb{R}^{n_{i+1}}$ are linear functions as defined in (4.1). Such a deep neuron network has $(\ell+1)$-layer DNN, namely $\ell$-hidden layers. The size of this deep neuron network is $n_1 + \cdots + n_\ell$.

Based on these notations and connections, define deep finite neuron functions with the activation function $\sigma = \text{ReLU}^k$ by

$$n\mathcal{N}^k(n_1, n_2, \cdots, n_\ell) = \left\{ f^\ell(x) = \theta^\ell(x'), \text{ with } W^i \in \mathbb{R}^{n_{i+1} \times n_i}, b^i \in \mathbb{R}^{n_i}, i = 0: \ell, n_0 = d, n_{\ell+1} = 1 \right\}. \hspace{1cm} (4.3)$$

Generally, we can define the $\ell$-hidden layer neuron network as

$$n\mathcal{N}_\ell := \bigcup_{n_1, n_2, \cdots, n_\ell \geq 1} n\mathcal{N}(n_1, n_2, \cdots, n_\ell). \hspace{1cm} (4.4)$$

For $\ell=2$, functions in $n\mathcal{N}_2^k$ consist of piecewise polynomials of degree $k^2$ on a finite neuron grid, whose boundaries are level sets of quadratic polynomials (see Fig. 3).

4.2 Reproduction of polynomials and spectral accuracy

One interesting property of the ReLU$^k$-DNN is that it reproduces polynomials of degree $k$.

**Lemma 4.1.** Given $k \geq 2, q \geq 2$, there exist $\ell \geq 1, n_1, \cdots, n_\ell$ such that

$$\mathcal{P}_q \subset n\mathcal{N}^k(n_1, \cdots, n_\ell),$$

where $\mathcal{P}_q$ is the set of all polynomials with degree not larger than $q$. 
For a proof of the above result, we refer to [46].

**Theorem 4.1.** Let $\text{ReLU}^\ell$ be the activation function, and $\mathcal{N}_N^\ell(N)$ be the DNN model with $\ell$ hidden layers. There exists some $\ell$ such that

$$\inf_{v_N \in \mathcal{N}_N^\ell(N)} \|u - v_N\|_{H^m(\Omega)} \lesssim \inf_{v_N \in \mathcal{P}_N^\ell} \|u - v_N\|_{H^m(\Omega)}.$$  

(4.5)

Estimate (4.5) indicates that the deep finite neuron function may provide spectral approximate accuracy.

### 4.3 Reproduction of linear finite element functions and adaptivity

The deep neural network with ReLU activation function have been much studied in the literature and widely used in practice. One interesting fact is that ReLU-DNN is simply piecewise linear functions. More specifically, from [36], we have the following result:

**Lemma 4.2.** Assume that $\mathcal{T}_h$ is a simplicial finite element grid of $N$ elements, in which any union of simplexes that share a vertex is convex, any linear finite element function on this grid can be written as a ReLU-DNN with at most $O(d)$ hidden layers. The number of neurons is at most $O(\kappa^d N)$ for some constant $\kappa \geq 2$ depending on the shape-regularity of $\mathcal{T}_h$. The number of non-zero parameters is at most $O(d \kappa^d N)$.

The above result indicates that the deep finite neuron functions can reproduce any linear finite element function. Given the adaptive feature and capability of finite element methods, we see that the finite neuron method can be at least as adaptive as the finite element method.

## 5 The finite neuron method for boundary value problems

In this section, we apply the finite neuron functions for numerical solutions of (1.1). In Section 5.1, we first present some analytic results for (1.1). In Section 5.2, we obtain error estimates for the finite neuron method for (1.1) for both the Neumann and Dirichlet boundary conditions.
5.1 Elliptic boundary value problems of order $2m$

As discussed in the introduction, let us rewrite the Dirichlet boundary value problem as

$$
\begin{cases}
  Lu = f, & \text{in } \Omega, \\
  B^k_D(u) = 0, & \text{on } \partial \Omega, \quad (0 \leq k \leq m - 1).
\end{cases}
$$

(5.1)

Here $B^k_D(u)$ is given by (1.7). We next discuss the pure Neumann boundary conditions for the general PDE operator (1.2) when $m \geq 2$. We begin our discussion with the following simple result.

**Lemma 5.1.** For each $k = 0, 1, \cdots, m - 1$, there exists a bounded linear differential operator of order $2m - k - 1$:

$$B^k_N : H^{2m}(\Omega) \rightarrow L^2(\partial \Omega)$$

(5.2)

such that the following identity holds:

$$(Lu, v) = a(u, v) - \sum_{k=0}^{m-1} (B^k_N(u), B^k_D(v))_{0,\partial \Omega}.$$  

Namely,

$$\sum_{|\alpha|=m} (-1)^m(\partial^\alpha (a_\alpha \partial^\alpha u), v)_{0,\Omega} = \sum_{|\alpha|=m} (a_\alpha \partial^\alpha u, \partial^\alpha v)_{0,\Omega} - \sum_{k=0}^{m-1} (B^k_N(u), B^k_D(v))_{0,\partial \Omega}$$

(5.3)

for all $u \in H^{2m}(\Omega), v \in H^m(\Omega)$. Furthermore,

$$\sum_{k=0}^{m-1} \|B^k_D(u)\|_{L^2(\partial \Omega)} + \sum_{k=0}^{m-1} \|B^k_N(u)\|_{L^2(\partial \Omega)} \lesssim \|u\|_{2m,\Omega}.$$  

(5.4)

Lemma 5.1 can be proved by induction with respect to $m$. We refer to [47, Chapter 2] and [16] for a proof on a similar identity.

In general, the explicit expression of $B^k_N$ can be quite complicated. Let us get an idea by looking at some simple examples with the special operator

$$Lu = (-\Delta)^m u + u,$$  

(5.5)

and

$$a(u, v) = \sum_{|\alpha|=m} (a_\alpha \partial^\alpha u, \partial^\alpha v)_{0,\Omega} + (a_0 u, v), \quad \forall u, v \in V.$$  

(5.6)

- For $m = 1$, it is easy to see that $B^0_N u = \frac{\partial u}{\partial \nu}|_{\partial \Omega}$. 

For \( m = 2 \) and \( d = 2 \), see [18]:

\[
B^0_N u = \frac{\partial}{\partial \nu} \left( \Delta u + \frac{\partial^2 u}{\partial \tau^2} \right) - \frac{\partial}{\partial \tau} \left( \kappa \tau \frac{\partial u}{\partial \tau} \right) \bigg|_{\partial \Omega} \quad \text{and} \quad B^1_N u = \frac{\partial^2 u}{\partial \nu^2} \bigg|_{\partial \Omega},
\]

with \( \tau \) being the anti-clockwise unit tangential vector, and \( \kappa \tau \) the curvature of \( \partial \Omega \).

We are now in a position to state the pure Neumann boundary value problems for PDE operator (1.2) as follows:

\[
\begin{cases}
  Lu = f, \quad \text{in } \Omega, \\
  B_k N(u) = 0, \quad \text{on } \partial \Omega \quad (0 \leq k \leq m-1).
\end{cases} \tag{5.7}
\]

Combining the trace theorem for \( H^m(\Omega) \), see [1], and Lemma (5.1), it is easy to see that (1.5) is equivalent to (5.7) with \( V = H^m(\Omega) \).

For a given parameter \( \delta > 0 \), we next consider the following problem with the mixed boundary condition:

\[
\begin{cases}
  Lu_\delta = f, \quad \text{in } \Omega, \\
  B_k D(u_\delta) + \delta B_k N(u_\delta) = 0, \quad 0 \leq k \leq m-1.
\end{cases} \tag{5.8}
\]

It is easy to see that (5.8) is equivalent to the following problem: Find \( u_\delta \in H^m(\Omega) \), such that

\[
J_\delta(u_\delta) = \min_{v \in H^m(\Omega)} J_\delta(v), \tag{5.9}
\]

where

\[
J_\delta(v) = \frac{1}{2} a_\delta(v,v) - (f,v) \tag{5.10}
\]

and

\[
a_\delta(u,v) = a(u,v) + \delta^{-1} \sum_{k=0}^{m-1} \langle B_k D(u), B_k D(v) \rangle_{0,\partial \Omega}. \tag{5.11}
\]

In summary, we have the following lemma.

**Lemma 5.2.** The following equivalences hold:

1. \( u \) solves (5.1) or (5.7) if and only if \( u \) solves

\[
J(u) = \min_{v \in V} J(v) \tag{5.12}
\]

with \( V = H^m_0(\Omega) \) or \( V = H^m(\Omega) \).

2. \( u_\delta \) solves (5.8) if and only if \( u_\delta \) solves

\[
J_\delta(u_\delta) = \min_{v \in V^\delta} J_\delta(v)
\]

with \( V = H^m(\Omega) \).
Lemma 5.3. Assume that \( u \in V \) is the solution of (5.1) or (5.7) and \( u_{\delta} \in V \) is the solution of (5.9), then the following identities hold:

\[
\| v - u \|_a^2 = J(v) - J(u), \quad \forall v \in V, \quad (5.13)
\]

and

\[
\| v - u_{\delta} \|_{a,\delta}^2 = J_{\delta}(v) - J_{\delta}(u_{\delta}), \quad \forall v \in V. \quad (5.14)
\]

Here

\[
\| v \|_a^2 = a(v,v), \quad \| v \|_{a,\delta}^2 = a_{\delta}(v,v). \quad (5.15)
\]

Proof. Let \( u \) be the solution of (1.5). Given \( v \in V \), consider the quadratic function of \( t \):

\[
g(t) = J(u + t(v - u)).
\]

It is easy to see that

\[
0 = \arg\min \limits_t g(t), \quad g'(0) = 0
\]

and

\[
J(v) - J(u) = g(1) - g(0) = g'(0) + \frac{1}{2}g''(0) = \| v - u \|_a^2.
\]

This completes the proof of (5.13). The proof of (5.14) is similar. \( \square \)

Lemma 5.4. Let \( u \) be the solution of (5.1) and \( u_{\delta} \) be the solution of (5.8). Then,

\[
\| u - u_{\delta} \|_{a,\delta} \lesssim \sqrt{\delta} \| u \|_{2m,\Omega}. \quad (5.16)
\]

Proof. Let \( w = u - u_{\delta} \) and we have

\[
\begin{cases}
Lw = 0, & \text{in } \Omega, \\
B_D^k(w) + \delta B_N^k(w) = \delta B_N^k(u), & 0 \leq k \leq m-1.
\end{cases} \quad (5.17)
\]

By Lemma 5.1 and (5.17), we have

\[
0 = (Lw,w) = \sum_{|\alpha|=m} (a_{\alpha} \partial^\alpha w, \partial^\alpha w) - \sum_{k=0}^{m-1} \int_{\partial \Omega} B_N^k(w)B_D^k(w)ds + (a_0 w, w) = \sum_{|\alpha|=m} (a_{\alpha} \partial^\alpha w, \partial^\alpha w) + \sum_{k=0}^{m-1} \int_{\partial \Omega} (\delta^{-1}B_D^k(w) - B_N^k(u))B_D^k(w)ds + (a_0 w, w), \quad (5.18)
\]

implying

\[
a(w,w) + \delta^{-1} \sum_{k=0}^{m-1} \int_{\partial \Omega} B_D^k(w)^2 ds = \sum_{k=0}^{m-1} \int_{\partial \Omega} B_N^k(u)B_D^k(w)ds. \quad (5.19)
\]
By Cauchy inequality, we have
\[
\begin{align*}
  a(w, w) + \delta^{-1} \sum_{k=0}^{m-1} ||B_{D}^{k}(w)||_{L^2(\partial\Omega)}^2 &\leq \sum_{k=0}^{m-1} ||B_{N}^{k}(u)||_{L^2(\partial\Omega)} ||B_{D}^{k}(w)||_{L^2(\partial\Omega)} \\
  &\leq 2\delta \sum_{k=0}^{m-1} ||B_{N}^{k}(u)||_{L^2(\partial\Omega)}^2 + \frac{1}{2} \delta^{-1} \sum_{k=0}^{m-1} ||B_{D}^{k}(w)||_{L^2(\partial\Omega)}^2,
\end{align*}
\]
which implies
\[
\begin{align*}
  a(w, w) + \frac{1}{2} \delta^{-1} \sum_{k=0}^{m-1} ||B_{D}^{k}(w)||_{L^2(\partial\Omega)}^2 &\leq 2\delta \sum_{k=0}^{m-1} ||B_{N}^{k}(u)||_{L^2(\partial\Omega)}^2. 
\end{align*}
\]
By the definition of \(\|\cdot\|_{a, \delta}\) and noting that \(w = u - u_{\delta}\), we have
\[
\|u - u_{\delta}\|_{a, \delta}^2 \leq 4\delta \sum_{k=0}^{m-1} ||B_{N}^{k}(u)||_{L^2(\partial\Omega)}^2.
\]
In combination with (5.4), this completes the proof.

**Lemma 5.5.** For any \(s \geq -m\) and \(f \in H^{s}(\Omega)\), the solution \(u\) of (5.1) or (5.7) satisfies \(u \in H^{2m+s}(\Omega)\) and
\[
\|u\|_{2m+s, \Omega} \lesssim \|f\|_{s, \Omega}.
\]
We refer to [47] (Chapter 2, Theorem 5.1 therein) for a detailed proof.

**Lemma 5.6.** For any \(s \geq -m, \epsilon > 0\) and \(f \in H^{s}(\Omega)\), the solution \(u\) of (5.1) or (5.7) satisfies
\[
\|u\|_{B^{m+1}(\Omega)} \leq \|f\|_{-m+\frac{d}{2}+1+\epsilon, \Omega}.
\]

### 5.2 The finite neuron method for (1.1) and error estimates

Let \(V_{N} \subset V\) be a subset of \(V\) defined by (3.3), which may not be a linear subspace. Consider the discrete problem of (5.12):
\[
\text{Find } u_{N} \in V_{N} \text{ such that } J(u_{N}) = \min_{v_{N} \in V_{N}} J(v_{N}).
\]
It is easy to see that the solution to (5.25) always exists (for deep neural network functions as defined below), but may not be unique.

**Theorem 5.1.** Let \(u \in V\) and \(u_{N} \in V_{N}\) be solutions to (5.7) and (5.25), respectively. Then
\[
\|u - u_{N}\|_{a} = \inf_{v_{N} \in V_{N}} \|u - v_{N}\|_{a}.
\]
Proof. By Lemma 5.3, we have
\[ \|u_N - u\|_a^2 = J(u_N) - J(u) \leq f(v_N) - f(u) = \|v_N - u\|_a^2, \quad \forall v \in V_N. \]
The proof is complete. \(\Box\)

We obtain the following result.

**Theorem 5.2.** Let \( u \in V \) and \( u_N \in V_N \) be solutions to (5.7) and (5.25), respectively. Then for arbitrary \( \epsilon > 0 \), we have
\[ \|u - u_N\|_a \lesssim (\|f\|_2^2 + \|f\|_{k+1/2+1/\epsilon}) \left\{ \begin{array}{ll} N^{-1/2}, & m < k, \\ N^{-1/2}, & m = k. \end{array} \right. \] (5.27)

By (5.26), Theorem 3.5 and the embedding of the spectral Barron space into the Sobolev space, namely Lemma 2.5, the regularity result (5.23), we get the proof.

Next we consider the discrete problem of (5.9):

Find \( u_N \in V_N \) such that \( J_\epsilon(u_N) = \min_{v_N \in V_N} J_\epsilon(v_N). \) (5.28)

**Lemma 5.7.** For any given number \( \delta \), let \( u_\delta \) be the solution of (5.8) and \( u_N \) be the solution of (5.28), respectively. We have
\[ \|u_N - u_\delta\|_{a,\delta} \lesssim (1 + \delta^{-1/2}) \inf_{v_N \in V_N} \|v_N - u_\delta\|_{m,\Omega}. \] (5.29)

**Proof.** First of all, by Lemma 5.3 and the variational property, it holds that
\[ \|u_N - u_\delta\|_{a,\delta} = J_\epsilon(u_N) - J_\epsilon(u_\delta) \leq J_\epsilon(v_N) - J_\epsilon(u_\delta) = \|v_N - u_\delta\|_{a,\delta}^2, \quad \forall v_N \in V_N. \] (5.30)

Further, for any \( v_N \in V_N \), by the definition of \( \|\cdot\|_{a,\delta} \) and trace inequality, we have
\[ \|v_N - u_\delta\|_{a,\delta} \lesssim \|v_N - u_\delta\|_{m,\Omega} + \delta^{-1/2} \|v_N - u_\delta\|_{a,\Omega} \lesssim (1 + \delta^{-1/2}) \|v_N - u_\delta\|_{m,\Omega}. \]
This completes the proof. \(\Box\)

**Theorem 5.3.** Let \( u \) be the solution of (5.1) and \( u_N \) be the solution of (5.28). We have
\[ \|u - u_N\|_{a,\delta} \lesssim (1 + \delta^{-1/2}) \inf_{v_N \in V_N} \|v_N - u\|_{m,\Omega} + \sqrt{\delta} \|f\|_{L^2(\Omega)}. \] (5.31)

**Proof.** First, by triangle inequality and (5.30), for any \( v_N \in V_N \), we have
\[ \|u_N - u\|_{a,\delta} \leq \|u_N - u_\delta\|_{a,\delta} + \|u_\delta - u\|_{a,\delta} \leq \|v_N - u_\delta\|_{a,\delta} + \|u_\delta - u\|_{a,\delta} \leq \|v_N - u\|_{a,\delta} + 2 \|u_\delta - u\|_{a,\delta}. \] (5.32)

Then by the definition of \( \|\cdot\|_{a,\delta} \), trace inequality and (5.16), for any \( v_N \in V_N \), we have
\[ \|u_N - u\|_{a,\delta} \lesssim (1 + \delta^{-1/2}) \|v_N - u\|_{m,\Omega} + \sqrt{\delta} \|f\|_{L^2(\Omega)}. \] (5.33)
This completes the proof. \(\Box\)
Theorem 5.4. Let $u$ be the solution of (5.1) and $u_N$ be the solution of (5.28) with $\delta \sim N^{-1/2-1/d}$, respectively. Then
\[
\|u - u_N\|_a \lesssim (\|f\|_{L^2(\Omega)} + \|f\|_{-k+\frac{d}{2}+1+\epsilon}) \begin{cases} N^{-\frac{1}{4}-\frac{d}{2}}, & m < k, \\ N^{-\frac{1}{4}}, & m = k. \end{cases} \tag{5.34}
\]

Proof. Let us consider only the case that $k > m$. By Theorem 3.5,
\[
\inf_{v_N \in V_N} \|u - v_N\|_{m,\Omega} \lesssim N^{-\frac{1}{2}-\frac{1}{2}} \|u\|_{B^{m+1}(\Omega)}.
\]
Thus, by (5.29),
\[
\|u - u_N\|_{m,\Omega} \lesssim \|u_N - u\|_a \lesssim \delta^{-\frac{1}{2}} N^{-\frac{1}{2}-\frac{1}{2}} \|u\|_{B^{m+1}(\Omega)} + \delta^\frac{1}{2} \|f\|_{L^2(\Omega)} \leq (\delta^{-\frac{1}{2}} N^{-\frac{1}{2}-\frac{1}{2}} + \delta^\frac{1}{2}) (\|u\|_{B^{m+1}(\Omega)} + \|f\|_{L^2(\Omega)}), \quad \forall \delta > 0. \tag{5.35}
\]
Set $\delta \sim N^{-1/2-1/d}$, and it follows that
\[
\|u - u_N\|_{m,\Omega} \lesssim N^{-\frac{1}{4}-\frac{1}{4}} (\|u\|_{B^{m+1}(\Omega)} + \|f\|_{L^2(\Omega)}). \tag{5.36}
\]
Now by embedding the spectral Barron space into the Sobolev space, namely Lemma 2.5, the regularity result (5.23), the proof is complete. \hfill \Box

Remark 5.1. Although the analysis in this section is mainly for activation function ReLU$^k$, similar results are valid for other activations. For example, Theorem 5.1 and Theorem 5.3 naturally hold for any activation function.

Remark 5.2. We also note that analysis in this section naturally generalizes to problems other than (1.1). For example, Theorem 5.1 can be generalized to the case when $J(\cdot)$ is replaced by a general strictly convex function.

Remark 5.3. We note that (5.28) was studied in [28] for $m = 1$ and $k = 3$. Convergence analysis for (5.25) and (5.28) seems to be new in this paper. For other convergence analyses of DNN for numerical PDE, we refer to [61] and [53, 54] for convergence analysis of the Physics Informed Neural Network (PINN).

6 Summary and discussions

In this paper, we consider a very special class of neural network function based on ReLU$^k$ as the activation function. This function class consists of piecewise polynomials that closely resemble finite element functions. By considering elliptic boundary value problems of $2m$-th-order in any dimensions, it is still unknown how to construct the $H^{m-\cdot}$ conforming finite element space in general in the classic finite element setting. In contrast, it is rather straightforward to construct $H^{m-\cdot}$-conforming piecewise polynomials using neural networks, known as the finite neuron method, and we further proved that the finite neuron method provides good approximation properties.
It is still a subject of debate and requires further investigation as to whether it is practically efficient to use artificial neural networks for the numerical solution of partial differential equations. One major challenge for this type of method is that the resulting optimization problem is hard to solve, as we shall discuss below.

6.1 Solution of the non-convex optimization problem

(5.25) or (5.28) each constitutes a highly nonlinear and non-convex optimization problem with respect to parameters defining the functions in $V_N$, see (3.3). How to solve this type of optimization problem efficiently is a topic of intensive research in deep learning. For example, the stochastic gradient method is used in [28] to solve (5.28) for $m = 1$ and $k = 3$. The multi-scale deep neural network (MscaleDNN) [48] and phase shift DNN (PhaseDNN) [15] are developed to convert the high-frequency solution to a low frequency one before training. Randomized Newton’s method is developed to train the neural network from a nonlinear computation point of view [17]. More refined algorithms still need to be developed to solve (5.25) or (5.28) with high accuracy so that the convergence order, (5.27) or (5.34), of the finite neuron method cannot be achieved.

6.2 Competition between locality and global smoothness

One insight gained from the studies in the paper is that the challenges in constructing the classic $H^m$-finite element subspace seems to lie in the competition between local degree of freedom (d.o.f.) and global smoothness. In the classic finite element, it is necessary to define d.o.f. on each element and then glue the local d.o.f. together to obtain a globally $H^m$-smooth function. This process has proven to be very difficult to realize in general when $m \geq 2$. But, if we relax the locality, as in the Powell-Sabine element [57], we can use piecewise polynomials of a lower degree to construct globally smooth function. The neuron network approach studied in this paper can be considered a global construction without any use of a grid in the first place (even though an implicitly defined grid exists). As a result, it is quite easy to construct globally smooth functions that are piecewise polynomials. It is quite remarkable that such a global construction leads to a function class that has very good approximation properties. This is an attractive property of the function classes from the artificial neural network. One important question to ask pertains to whether it is possible to develop finite element construction technique that are more global than the classic finite element but more local than the finite neuron method, which is an interesting topic for further research. We observe that more global d.o.f. leads to easier construction of conforming elements for high-order PDEs.

6.3 Piecewise $P_m$ for $H^m(\Omega)$: From finite element to finite neuron method

As is noted above, in the classic finite element setting, it is challenging to construct $H^m$-conforming finite element spaces for any $m,d \geq 1$. But if we relax the conformity,
as shown in [64], it is possible to give a universal construction of the convergent \( H^m \)-nonconforming finite element consisting of piecewise polynomials of degree \( m \). In the finite neuron method setting, by relaxing the constraints from the a priori finite element grid, the construction of \( H^m \)-conforming piecewise polynomials of degree \( m \) becomes straightforward. In fact, the finite neuron method can be considered mesh-less method, or even, a vertex-less method although there is a hidden grid for any finite neuron function. This raises the question as to whether it is possible to develop some “in-between” method that has the advantages of both the classic finite element method and the finite neuron method.

### 6.4 Adaptivity and spectral accuracy

One of the important properties in the traditional finite element method is its ability to locally adapt the finite element grids to provide accurate approximation of a PDE solution that may have local singularities (such as corner singularities and interface singularities). In contrast, the traditional spectral method (using high-order polynomials) can provide very high-order accuracy for solutions that are globally smooth. The finite neuron method analyzed in this paper seems to possess both the adaptivity feature as in the traditional finite element method and also global spectral accuracy as in the traditional spectral methods. The finite neuron method is adaptive as shown in Section 4, the deep finite neuron method can recover locally adaptive finite element spaces for \( m = 1 \). The spectral feature of the finite neuron method is illustrated in Theorem 4.1. As a result, it is conceivable that the finite neuron method may have both the local and also global adaptive feature, or perhaps even adaptive features in all different scales. Nevertheless, these highly adaptive features of the finite neuron method come with a potentially high price, namely the solution of nonlinear and non-convex optimization problems.
6.5 Comparison with PINN

One important class of methods related to the finite neuron method analyzed in this paper is the method of physical-informed neural networks (PINN) introduced in [58]. By minimizing certain norms of the PDE residual together with penalizations of boundary conditions and other relevant quantities, PINN is a very general approach that can be directly applied to a wide range of problems. In comparison, the finite neuron method can be applied only to some special class of problems that admit some special physical laws such as principle of energy minimization or principle of least action, see [30]. Because of the special physical law associated with our underlying minimization problems, the Neumann boundary conditions are naturally enforced in the minimization problem and, unlike in the PINN method, no penalization is needed to enforce boundary conditions of this type.

6.6 On the sharpness of the error estimates

In this paper, we provide a number of error estimates for our finite neuron method such as (3.23), (3.27) and (3.69), which give increasingly better asymptotic order but also require more regularities. Even for the sufficiently regular solution \( u \), the best asymptotic estimate (3.69) may still not be optimal. In the finite element method, the piecewise polynomial of degree \( k \) usually gives rise to increasingly better asymptotic error when \( k \) increases. But the asymptotic rate in the estimate of (3.69) does not improve as \( k \) increases. On the other hand, if \( k > j \), ReLU\(^k\)-DNN should conceivably give better accuracy than ReLU\(^j\)-DNN since ReLU\(^j\) can be approximated to be arbitrarily accurate by a certain finite difference of ReLU\(^k\). How to obtain better asymptotic estimates than (3.69) remains a subject for further investigation.

We also note that our error estimate (5.34) for the Dirichlet boundary condition is not as good as the one (5.27) for the Neumann boundary condition. This is undesirable and may not be optimal. In comparison, the Nitsche trick does not suffer a loss of accuracy when used in the traditional finite element method.

6.7 Neural splines in multi-dimensions

The spline functions described in Section 3.1 are widely used in scientific and engineering computing, but their generalization to multiple dimensions is non-trivial, especially when \( \Omega \) has a curved boundary. In [40], using the tensor product, the authors extended the 1D spline to multi-dimensions on rectangular grids. Some others involve rational functions such as NURBS [21]. But the generalization of \( nN_1^k \) or \( nN_1(b^e) \) to multi-dimensions is straightforward and also the resulting (nonlinear) space has very good approximate properties. It is conceivable that the neural network extension of B-spline to multiple dimensions that are locally polynomials and globally smooth, may find useful applications in computer aided design (CAD) and isogeometric analysis [21]. This is a potentially an interesting research direction.
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