Decoherence of superconducting qubits caused by quasiparticle tunneling
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In superconducting qubits, the interaction of the qubit degree of freedom with quasiparticles defines a fundamental limitation for the qubit coherence. We develop a theory of the pure dephasing rate \( \Gamma_\phi \) caused by quasiparticles tunneling through a Josephson junction and of the inhomogeneous broadening due to changes in the occupations of Andreev states in the junction. To estimate \( \Gamma_\phi \), we derive a master equation for the qubit dynamics. The tunneling rate of free quasiparticles is enhanced by their large density of states at energies close to the superconducting gap. Nevertheless, we find that \( \Gamma_\phi \) is small compared to the rates determined by extrinsic factors in most of the current qubit designs (phase and flux qubits, transmon, fluxonium). The split transmon, in which a single junction is replaced by a SQUID loop, represents an exception that could make possible the measurement of \( \Gamma_\phi \). Fluctuations of the qubit frequency leading to inhomogeneous broadening may be caused by the fluctuations in the occupation numbers of the Andreev states associated with a phase-biased Josephson junction. This mechanism may be revealed in qubits with small-area junctions, since the smallest relative change in frequency it causes is of the order of the inverse number of transmission channels in the junction.

I. INTRODUCTION

Over the past several years significant efforts have been directed toward designing and implementing superconducting circuits with improved coherence properties. For quantum computation purposes, the coherence time \( T_2 \) of a qubit must be sufficiently long as to allow for error correction.\(^1\) The unavoidable couplings of the qubit with various sources of noise are responsible for decoherence, and different types of qubits have different sensitivities to a given noise source. For example, the phase and flux qubits coherence times are limited by flux noise\(^2,3\) while the transmon parameters are chosen to decrease the effect of charge noise in comparison with the Cooper pair box.\(^4\) Flux and charge noise originate from the environment surrounding the qubits; in this paper, by contrast, we study an intrinsic mechanism of decoherence due to the coupling between the qubit and the quasiparticle excitations in the superconductor the qubit is made of. In general one can distinguish two contributions to the time \( T_2 \); first, the qubit can lose energy and the corresponding relaxation time \( T_1 \) imposes an upper bound to the coherence time, \( T_2 \leq 2T_1 \). Second, additional pure dephasing mechanisms, characterized by the rate \( \Gamma_\phi \), can shorten \( T_2 \) below this upper limit. Recent theoretical\(^5,6\) and experimental\(^7,8\) works have highlighted the contribution of quasiparticle tunneling to the relaxation rate. Here we focus on the pure dephasing effect of quasiparticle tunneling.

The decoherence rates discussed above are related to the power spectral density \( S(\omega) \) of the noise source: the relaxation rate is proportional to the value of the spectral density at the qubit frequency \( \omega_{10} \), \( 1/T_1 \propto S(\omega_{10}) \), while the pure dephasing rate is determined by the low-frequency part of the spectral density, \( \Gamma_\phi \sim S(0) \) – see, e.g., Ref.\(^9\). Clearly the latter relationship cannot hold if the power spectral density diverges as \( \omega \to 0 \). Because of its experimental relevance, a well-studied example of diverging spectral density is that of \( 1/f \) noise; in the case of \( 1/f \) flux noise, for instance, the decay of the qubit coherence is not exponential in time, but Gaussian-like\(^10,11\) (up to a logarithmic factor that depends on the measurement protocol). In studying how quasiparticle tunneling affects dephasing we find another such example, since the quasiparticle current spectral density is logarithmically divergent at low frequencies when the gaps on the two sides of the junction have the same magnitudes (see Sec. \( \text{III} \)). We show that despite this divergence, a finite dephasing rate \( \Gamma_\phi \) can be determined. We then estimate the dephasing rate for a few different single- and multi-junction qubits and find that in most cases \( \Gamma_\phi \) is small compared to the quasiparticle induced relaxation rate. An exception is the split transmon, in which the two rates can be of the same order of magnitude (see Sec. \( \text{IVA} \)). Since it is known that quasiparticles limit the relaxation rate in this system at sufficiently high temperatures\(^2\), it may be possible to measure the quasiparticle dephasing rate if other sources of dephasing can be minimized.

The quasiparticle dephasing mechanism discussed above is due to tunneling of free quasiparticles across the junction. Another dephasing mechanism originates from quasiparticles weakly bound to a phase-biased junction that give rise to subgap Andreev states; the dephasing is caused by changes in the occupations of these states that make the Josephson coupling and hence qubit frequency \( \omega_q \) fluctuate. Because of this additional dephasing, the measured decoherence rate \( 1/T_2^\text{meas} \) acquires an inhomogeneous broadening contribution, \( 1/T_2^\text{meas} \sim 1/T_2 + 1/T_2^\text{ph} \), which can be suppressed using echo pulse sequences. When the average occupation \( x_{q\text{qp}}^A \) of the Andreev states is small, \( x_{q\text{qp}}^A \ll 1 \), the typical (i.e., root mean square) fluctuation of the occupations is given by the square root of \( x_{q\text{qp}}^A \).
Then for the phase qubit we show in Sec. VI that the typical frequency fluctuation is proportional to the typical fluctuation of the occupations divided by the square root of the (effective) number of transmission channels $N_c$ in the junction, $\langle (\Delta \omega_q)^2 \rangle / \omega_q \propto 1/\sqrt{N_c}$. For these fluctuations to measurably affect the decoherence rate $1/T_2^*$, the condition $\langle (\Delta \omega_q)^2 \rangle / \sqrt{N_c} \gtrsim 1$ should be satisfied; using this condition we estimate that this mechanism is not a limiting factor to coherence in current experiments with phase qubits. On the contrary, it could contribute to decoherence in recent transmon experiments due to small junction area (i.e., smaller $N_c$ in comparison with phase qubits). However, this possibility will require a separate investigation, due to the lack of phase bias in the transmon.

The paper is organized as follows: in the next Section we introduce the effective description of a single-junction system. In Sec. III we present the master equation governing the qubit dynamics and we discuss the self-consistent regularization of the logarithmic divergence in the dephasing rate. Applications of our results to single- and multi-junction qubits are in Secs. IV and V, respectively. The role of Andreev states is analyzed in Sec. II. We summarize our work in Sec. VI. We use units $\hbar = k_B = 1$ throughout the paper.

II. EFFECTIVE MODEL

The effective Hamiltonian $\hat{H}$ for a superconducting qubit can be split into two parts,

$$\hat{H} = \hat{H}_0 + \delta \hat{H},$$

where the non-interacting Hamiltonian $\hat{H}_0$ is the sum of qubit and quasiparticle terms,

$$\hat{H}_0 = \hat{H}_\varphi + \hat{H}_{qp}.$$  \hspace{1cm} (2)

The Hamiltonian for the qubit degree of freedom accounts for the charging ($E_C$), Josephson ($E_J$), and inductive ($E_L$) energies in a system comprising an inductive loop shunting a tunnel junction,

$$\hat{H}_\varphi = 4E_C \left( \hat{N} - n_g \right)^2 - E_J \cos \varphi + \frac{1}{2} E_L (\varphi - 2\pi \Phi_e / \Phi_0)^2, \hspace{1cm} (3)$$

with $n_g$ the dimensionless gate voltage, $\Phi_e$ the external magnetic flux threading the loop, and $\Phi_0 = \hbar / 2e$ the flux quantum. The operator $\hat{N} = -i d / d \varphi$ counts the number of Cooper pairs passed through the junction. The quasiparticle Hamiltonian is given by

$$\hat{H}_{qp} = \sum_{j=L,R} \hat{H}_{qp,j} \hspace{1cm}, \hspace{1cm} \hat{H}_{qp} = \sum_{j=L,R} \sum_{\alpha=L,R} e_n^j \hat{\alpha}_{n\sigma}^{j\dagger} \hat{\alpha}_{n\sigma}^j, \hspace{1cm} (4)$$

where $\hat{\alpha}_{n\sigma}^j$ ($\hat{\alpha}_{n\sigma}^{j\dagger}$) are annihilation (creation) operators for quasiparticles with channel index $j$ and spin $\sigma = \uparrow, \downarrow$ in lead $j = L, R$ to the left or right of the junction. We have assumed for simplicity the same number of channels $N_{ch}$ and identical densities of states per spin direction $\nu_0$ in both leads. Denoting with $\Delta l$ the superconducting gap, the quasiparticle energies are $\epsilon_n^j = \sqrt{\xi_n^j}^2 + (\Delta l)^2$, with $\xi_n^j$ single-particle energy level $n$ in the normal state of lead $j$. The occupation probabilities of these levels are given by the distribution functions

$$f^j(\xi_n^j) = \langle \langle \hat{\alpha}_{n\uparrow}^{j\dagger} \hat{\alpha}_{n\downarrow}^j \rangle \rangle_{qp} = \langle \langle \hat{\alpha}_{n\downarrow}^{j\dagger} \hat{\alpha}_{n\uparrow}^j \rangle \rangle_{qp}, \hspace{1cm} j = L, R, \hspace{1cm} (5)$$

where double angular brackets $\langle \langle \ldots \rangle \rangle_{qp}$ denote averaging over quasiparticle states. We take the distribution functions to be independent of spin and equal in the two leads. We also assume that $\delta E$, the characteristic energy of the quasiparticles above the gap, is small compared to the gap, but the distribution function is otherwise generic, thus allowing for non-equilibrium conditions.

The interaction term $\delta \hat{H}$ in Eq. (1) accounts for tunneling and, as discussed in Appendix A of Ref. 6, is the sum of three parts: quasiparticle tunneling $\hat{H}_T$, pair tunneling $\hat{H}_P$, and the Josephson energy counterterm $\hat{H}_{J}$. When the superconducting gaps are larger than all other energy scales, the only effect of the last two terms is to contribute to the renormalization of the qubit frequency [see also the discussion after Eq. (13)]; therefore, we neglect those terms and consider only the quasiparticle tunneling Hamiltonian, $\delta \hat{H} = \hat{H}_T$ with

$$\hat{H}_T = \sum_{l,k=1}^N \sum_{n,m,\sigma} (\varepsilon_{l\sigma}^{N} u_{n}^{j\dagger} v_{m}^{j} - e^{-i \varphi / 2} v_{m}^{j\dagger} u_{n}^{j}) \hat{\alpha}_{n\sigma}^{l\dagger} \hat{\alpha}_{m\sigma}^{k} \hspace{1cm} + \text{H.c.} \hspace{1cm} (6)$$

Here the Bogoliubov amplitudes $u_{n}^{j\dagger}$, $v_{m}^{j}$ are real quantities, since their dependence on the phases of the order parameters appears explicitly through the gauge-invariant phase difference $\varphi$. The elements $t_{l,k} \ll 1$ of the electron tunneling matrix $\hat{t}$ are related to the junction conductance by $g_T = 2g_K \sum_{p=1}^{N_{ch}} T_p$, where $g_K = e^2 / h$ is the conductance quantum and the transmission probabilities $T_p$ ($p = 1, \ldots, N_{ch}$) are the eigenvalues of the matrix $(2\pi \nu_0^2)^{1/2} \hat{t}$. Since we are interested in the dynamics of the qubit only, rather than that of a multi-level system, we project the Hamiltonian $\hat{H}$ onto the qubit states $|0\rangle$ and $|1\rangle$, which we represent by the vectors $(0, 1)^T$ and $(1, 0)^T$ for the ground and excited states, respectively; the two-level approximation is justified under the conditions that permit the operability of the system as a qubit [i.e., anharmonicity large compared to linewidth]. Then in terms of the Pauli matrices we can write

$$\hat{H}_\varphi = \frac{\omega_{00}}{2} \sigma^z,$$

where the qubit frequency in general depends on all the parameters present in Eq. (3), and, dropping for nota-
In this section we present the final form of the master equation for the density matrix. The derivation can be found in Appendix A where we start from the Hamiltonian of the system presented in the previous section and employ the standard Born-Markov and secular (rotating wave) approximations\(^{15}\) to arrive at the expressions given here.

The diagonal component \(\rho_z\) of the density matrix obeys the equation
\[
\frac{d\rho_z}{dt} = -\{\Gamma_{1\to 0} + \Gamma_{0\to 1}\} \rho_z + \{\Gamma_{0\to 1} - \Gamma_{1\to 0}\}
\] (15)

where, assuming equal gaps in the leads (\(\Delta^L = \Delta^R \equiv \Delta\)),
\[
\Gamma_{1\to 0} = 2g_R \int_0^{+\infty} d\epsilon f(\epsilon) (1 - f(\epsilon + \omega_{10})) \left[ \frac{|A^c_s|^2}{\sqrt{\epsilon^2 - \Delta^2} \sqrt{(\epsilon + \omega_{10})^2 - \Delta^2}} \right]
\] (16)

and \(\Gamma_{0\to 1}\) is obtained by the replacement \(f \to 1 - f\). Here \(g_K = e^2/h\) is the conductance quantum. The general solution to Eq. (15) is
\[
\rho_z(t) = \rho_z(0) e^{-t/T_1} + \frac{\Gamma_{0\to 1} - \Gamma_{1\to 0}}{\Gamma_{0\to 1} + \Gamma_{1\to 0}} \Gamma_{1\to 0}
\] (17)

where we introduced the relaxation time \(T_1\) as
\[
\frac{1}{T_1} = \Gamma_{0\to 1} + \Gamma_{1\to 0}.
\] (18)

Equation (16) represents the generalization, valid for any \(\omega_{10} < 2\Delta\), of the relaxation rate formula derived in Refs. 5,6 in the limit \(\omega_{10} \ll 2\Delta\) using Fermi’s golden rule. Indeed, the assumption that quasiparticles have characteristic energies small compared to the gap enables us to approximately substitute \(\epsilon \to \Delta\) in the numerators in square brackets in Eq. (16), and neglecting terms of order \(\omega_{10}/\Delta\) we find
\[
\Gamma_{1\to 0} \simeq |A^c_s|^2 S_{qp}(\omega_{10}),
\] (19)

where
\[
S_{qp}(\omega) = \frac{16 E_f}{\pi} \int_0^{+\infty} dx \frac{1}{\sqrt{x} \sqrt{x + \omega/\Delta}} f \left[\left((1 + x)\Delta\right) \left\{1 - f \left(1 + x\Delta + \omega\right)\right\}\right]
\] (20)

and we remind that \(E_f = \Delta g_R/8g_K\). The agreement of Eq. (19) with the results of Refs. 5,6 validates the present approach. Since the relaxation rate is studied in detail in those references, we do not consider it here any further, except to note that the terms neglected in Eq. (19) can become important if the matrix element \(A^c_s\) is small, \(|A^c_s|^2/|A^r_s|^2 \lesssim \omega_{10}/\Delta\). In fact, \(A^c_s\) can vanish at particular values of the external parameters used to tune

III. QUBIT PHASE RELAXATION: THE MASTER EQUATION

The information on the time evolution of the qubit is contained in its density matrix \(\hat{\rho}(t)\), which we decompose as
\[
\hat{\rho} = \frac{1}{2} \left[ I + \rho_z \hat{\sigma}^z \right] + \rho_+ \hat{\sigma}^- + \rho_+^* \hat{\sigma}^+.
\] (14)
the qubit, for example in the flux qubit when the external flux equals half the flux quantum, in such a case, one needs to retain the term proportional to $A'_r$ in Eq. (10) to evaluate the (non-vanishing) relaxation rate.

The master equation for the off-diagonal part of the density matrix is

$$\frac{d\rho_+}{dt} = i(\omega_0 + \delta\omega)\rho_+ - \frac{1}{2T_1}\rho_+ - \Gamma_\phi\rho_+ \quad (21)$$

where \(\delta\omega\) is the quasiparticle-induced average frequency shift discussed in the previous section, \(T_1\) is defined in Eq. (18), and the pure dephasing rate is

$$\Gamma_\phi = \frac{4g\ell}{\pi gK} \int_{\Delta R}^{+\infty} dx f(\epsilon) \left[ \frac{\epsilon^2 + \Delta L\Delta R}{\sqrt{\epsilon^2 - (\Delta L)^2}} |A_s|^2 \right]$$

$$+ \frac{\epsilon^2 - \Delta L\Delta R}{\sqrt{\epsilon^2 - (\Delta R)^2}} |A_c|^2 \right]$$

where we assumed $\Delta R > \Delta L$. The general solution to Eq. (21) is

$$\rho_+(t) = \rho_+(0)e^{i(\omega_0 + \delta\omega)t}e^{-t/T_2} \quad (23)$$

with

$$\frac{1}{T_2} = \frac{1}{2T_1} + \Gamma_\phi. \quad (24)$$

The pure dephasing rate defined in Eq. (22) has a structure similar to that of the relaxation rate, Eq. (10), if we substitute $\omega_0 \to 0$ and $A'_r(c) \to A_s(c)$ in the latter. Thus we recover the relationship between the power spectral density $S(\omega)$ of a noise source and the decoherence rates discussed in the Introduction, $\Gamma_{1\to 0} \propto S(\omega_0)$ and $\Gamma_\phi \propto S(0)$. However, in Eq. (22) we have explicitly assumed an asymmetric junction, $\Delta R > \Delta L$, and this extension of this result to the typical case of a symmetric junction ($\Delta R = \Delta L$) is problematic. Indeed, let us consider an almost symmetric junction, $\Delta R - \Delta L \ll \Delta R$, with $|A_s^d| \geq |A_s^f|$ and a non-degenerate quasiparticle distribution $f(\epsilon) \sim 1$, $\epsilon > \Delta R$; then we find, using from now on the notation $\Delta = \sqrt{\Delta R - \Delta L}$,

$$\Gamma_\phi \simeq \frac{4g\ell}{\pi gK} |A_s^d|^2 \Delta \int_0^{+\infty} dx \frac{f[(1 + x)\Delta]}{\sqrt{\epsilon + x + (\Delta - \Delta L)/\Delta}}$$

$$\simeq 2 |A_s^d|^2 S_{qp}(\Delta - \Delta L) \quad (25)$$

In the symmetric junction limit $\Delta L \to \Delta$, $\Gamma_\phi$ diverges logarithmically due to the singularity at $x = 0$ of the integrand in Eq. (25); for example, in thermal equilibrium at temperature $T \gg \Delta - \Delta L$ we have

$$\Gamma_\phi \simeq \frac{32E_f}{\pi} |A_s^d|^2 e^{-\Delta/T} \left[ \ln \left( \frac{4T}{\Delta - \Delta L} - \gamma_E \right) \right] \quad (26)$$

Due to the logarithmic divergence, in general we cannot simply take $\Gamma_\phi \propto S_{qp}(0)$; the correct procedure that leads to a finite dephasing rate is presented in the next section.

A. Self-consistent dephasing rate

The terms in the right hand sides of the master equations (15) and (21) are proportional to the square of the tunneling conductance $g\ell \propto \ell^2$; this proportionality is a consequence of the lowest order perturbative treatment of the tunneling Hamiltonian [Eq. (8)], which enables us to neglect higher order terms when evaluating certain correlation functions involving qubit and quasiparticle operators [see Appendix A for details]. This implies that those correlation functions oscillate but do not decay in time, which is a limitation of the used approximation: the inclusion of higher order effects introduces decaying factors of the form $e^{-\gamma t}$ into the correlation functions, where at leading order the decay rate $\gamma$ itself is proportional to the tunneling conductance. Here we discuss an Ansatz for $\gamma$ whose validity is checked perturbatively in Appendix B.

As we show there, a finite decay rate $\gamma$ reflects itself into a smearing of the singularity for $\Delta L = \Delta$ of the integrand in Eq. (25).

$$\int_0^{+\infty} dx = \int_0^{+\infty} dx \int_0^{+\infty} dy \delta(x - y) \to$$

$$\int_0^{+\infty} dx \int_0^{+\infty} dy \frac{1}{\sqrt{\pi} (x - y)^2 + (\gamma/\Delta)^2} \quad (27)$$

In the problem at hand there are two inverse time scales which could serve as a low-energy cut-off to regularize the integral as in the above equation, the relaxation rate $\Gamma_{1\to 0}$ and the pure dephasing rate $\Gamma_\phi$. A finite relaxation rate means that the qubit excited level has a finite width; one could argue that this uncertainty in the energy will in turn reflect itself in an uncertainty of the energy exchanged between qubit and quasiparticles, thus smearing the singularity as in Eq. (27). However, relaxation rate and dephasing rate are determined by different matrix elements [cf. Eqs. (11) - (12)], so one can imagine, at least in principle, a limiting situation in which the relaxation rate vanishes, which would then cause the dephasing rate to diverge. Therefore, we expect that dephasing processes will themselves be the ultimate limiting factors for coherence, so that $\gamma = \Gamma_\phi$. With this identification, we arrive at the self-consistent expression for the pure dephasing rate

$$\Gamma_\phi = 32E_f \pi |A_s^d|^2 \int_0^{+\infty} dx \int_0^{+\infty} dy \frac{f[(1 + x)\Delta]}{\sqrt{\pi} (x - y)^2 + (\Gamma_\phi/\Delta)^2} \quad (28)$$

Equation (28) is the central result of this paper. It is valid for symmetric junctions (or nearly symmetric, $\Delta R - \Delta L \ll \Gamma_\phi$) and we show in Appendix B that it agrees with the result of the perturbative derivation of the master equation extended with logarithmic accuracy to the next to leading order in $\ell^2$. 
Similarly to the relaxation rate, for some specific values of
the qubit parameters the matrix element \( A_s^d \) can be small
or even vanish exactly. Then one should take into
account the second term in square brackets in Eq. (22)
to get
\[
\Gamma_\phi = \frac{32 E_f}{\pi} |A_s^d|^2 \int_0^{+\infty} dx f\left[ (1 + x) \Delta \right] \left\{ 1 - f\left[ (1 + x) \Delta \right] \right\}
\]
(29)
An estimate for the actual dephasing rate is given by
the larger of the two rates calculated using Eq. (28) or
Eq. (29).

### B. Non-equilibrium quasiparticles

The relaxation rate in Eq. (19) depends explicitly on
the qubit properties via the matrix element \( A_s^d \), while the
spectral density \( S_{qp} \) accounts for the dynamics of quasi-
particle tunneling. The same structure is present in the
right hand sides of Eqs. (28)-(29) – a matrix element mul-
tiply factors describing the tunneling dynamics. These
factors can be further simplified under certain assump-
tions. Here we focus on Eq. (28) and distinguish two
cases: first, let us assume that the quasiparticle energy
is small compared to the dephasing rate, \( \delta E \ll \Gamma_\phi \), and
that quasiparticles are non-degenerate, \( f\left[ (1 + y) \Delta \right] \ll 1 \).
Then integrating first over \( y \) and then over \( x \) we find
\[
\Gamma_\phi \approx \frac{16 E_f}{\pi} |A_s^d|^2 \sqrt{\frac{\Delta}{\Gamma_\phi}} x_{qp},
\]
(30)
where
\[
x_{qp} = \sqrt{2} \int_0^{+\infty} \frac{dx}{\sqrt{x}} f\left[ (1 + x) \Delta \right]
\]
(31)
is the quasiparticle density normalized by the density of
Cooper pairs. Indicating with \( f_0 \) the typical occupation
probability, we estimate \( x_{qp} \approx f_0 \sqrt{\delta E/\Delta} \). Then solving
Eq. (30) for \( \Gamma_\phi \), the requirement \( \Gamma_\phi \gg \delta E \) can be written as
\[
\frac{16 E_f}{\pi} |A_s^d|^2 f_0 \gg \frac{\delta E}{\Delta}
\]
(32)
This condition is in practice difficult to satisfy, since with
our assumptions \( f_0 \ll 1 \), \( |A_s^d| \leq 1 \), \( E_f/\Delta \ll 1 \), and
at the lowest experimental temperatures \( \delta E/\Delta \sim T/\Delta \gtrsim 0.01 \).
Thus we conclude that for non-degenerate quasiparticles an upper bound for the dephasing rate is
given by \( \Gamma_\phi \lesssim \delta E \).

The second case we consider, for both degenerate and
non-degenerate quasiparticles, is in fact that of small de-
phasing rate, \( \Gamma_\phi \ll \delta E \). Then neglecting terms of order
\( \Gamma_\phi/\delta E \), Eq. (28) simplifies to
\[
\Gamma_\phi \approx \frac{32 E_f}{\pi} |A_s^d|^2 \int_0^{+\infty} dx \frac{\text{Re} \left\{ 1 \right\}}{\sqrt{x + i \Gamma_\phi/\Delta}}
\times f\left[ (1 + x) \Delta \right] \left\{ 1 - f\left[ (1 + x) \Delta \right] \right\}
\sim \frac{32 E_f}{\pi} |A_s^d|^2 f_0 (1 - f_0) \ln \frac{\delta E}{\Gamma_\phi}
\]
(33)
We note that both Eqs. (30) and (33) can be written ap-
proximately in the form \( \Gamma_\phi \propto |A_s^d|^2 S_{qp}(\Gamma_\phi) \); however,
the proportionality coefficients are different in the two
cases. Solving Eq. (33) for \( \Gamma_\phi \) by iterations gives
\[
\Gamma_\phi \approx \frac{32 E_f}{\pi} |A_s^d|^2 f_0 (1 - f_0) \ln \frac{\pi \delta E}{8 E_f |A_s^d|^2 f_0 (1 - f_0)}.
\]
(34)
As a specific example, we consider from now on a quasi-
equilibrium distribution \( f(\epsilon) = e^{-\epsilon/J} \), where \( T_c \) is the
effective quasiparticle temperature. In this case we have
\( \delta E = T_c \) and \( f_0 = e^{-\Delta/T_c} \ll 1 \), so that the dephasing
rate is
\[
\Gamma_\phi(T_c) \approx \frac{32 E_f}{\pi} |A_s^d|^2 e^{-\Delta/T_c} \left[ \frac{\Delta}{T_c} + \ln \frac{\pi T_c}{8 E_f |A_s^d|^2} \right].
\]
(35)
To conclude this section, we note that the divergence for
\( \Delta R = \Delta L \) in Eq. (22) is a consequence of the square
root singularity of the BCS density of states at the gap
definition. Therefore possible modifications of the density of states (e.g., broadening12) would in principle lead to dif-
ferent estimates of the dephasing rate; the effect of a
small density of subgap states has been recently consid-
ered in Ref. 20. However, we argue in Appendix E that
these potential modifications are not relevant to current
experiments with Al-based qubits, which we focus on for
the remainder of the paper.

### IV. PHASE RELAXATION OF SINGLE-JUNCTION QUBITS

In this section we consider the dephasing rate for two
single-junction systems, the phase qubit and the trans-
mon, under the assumption of small qubit frequency,
\( \omega_0 \ll \Delta \) (see Appendix C for the flux qubit). The cal-
culations of the matrix element entering the relaxation
rate are described in detail in Ref. 6, whose result we
briefly summarize. Here we use (without giving all the
details) the same approach of that work to obtain the
matrix elements for dephasing. Interestingly, in all cases
the pure dephasing rate \( \Gamma_k \) turns out to add at most a
small correction to \( 1/2 T_1 \) in comparison with the relaxa-
tion term \( 1/2 T_1 \).
A. Phase qubit

In a phase qubit, the charging energy $E_C$ is small compared to the transition frequency $\omega_0$. The latter depends on the external flux via the position $\varphi_0$ of a minimum in the potential energy of the Hamiltonian in Eq. (3), as determined by

$$E_J \sin \varphi_0 + E_L (\varphi_0 - 2\pi \Phi_e / \Phi_0) = 0$$

Then the frequency is

$$\omega_0 = \sqrt{8E_C(E_L + E_J \cos \varphi_0)}.$$  \hfill (37)

For a small effective temperature $T_e \ll \omega_0$ the relaxation time is

$$\frac{1}{T_1} = \frac{1}{\pi} \frac{\omega_0^2}{\omega_0} e^{-\Delta / T_e} \sqrt{\frac{\pi T_e}{\omega_0}} (1 + \cos \varphi_0),$$ \hfill (38)

where

$$\omega_p = \sqrt{8E_CE_J}$$ \hfill (39)

is the plasma frequency of the junction.

Within the same approximations used to obtain the above formulas, the matrix element for dephasing is

$$|A^d_{s}|^2 = \frac{1}{8} \left( \frac{E_C}{\omega_0} \right)^2 (1 - \cos \varphi_0)$$ \hfill (40)

and substituting into Eq. (35) we get

$$\Gamma_\phi = \frac{E_C}{2\pi} \frac{\omega_0^2}{\omega_0} e^{-\Delta / T_e} \left[ \frac{\Delta}{T_e} + \ln \frac{8\pi T_e \omega_0^2}{E_C \omega_p^2 (1 - \cos \varphi_0)} \right] \times (1 - \cos \varphi_0).$$ \hfill (41)

Note that the factor in front of $e^{-\Delta / T_e}$ is smaller for $\Gamma_\phi$ in comparison with that for $1/T_1$ because the matrix element for dephasing is smaller than that for relaxation by a factor $E_C/\omega_0$. At low temperatures the terms in square brackets in Eq. (41) are dominated by $\Delta / T_e$ and hence, neglecting factors $\cos \varphi_0$ as they are small compared to unity, the condition $2T_1 \Gamma_\phi > 1$ can be written as

$$\frac{T_e}{\Delta} < \left( \frac{\omega_0}{\Delta} \right)^{1/3} \left( \frac{E_C}{\omega_0} \right)^{2/3}$$ \hfill (42)

Typically for a phase qubit the product on the right is of order $10^{-2}$, while $T_e / \Delta \sim 10^{-1}$. Therefore the pure dephasing contribution to $T_2$ [Eq. (24)] can be neglected. Interestingly, for a quasiparticle temperature of the order of the base temperature, $T / \Delta \sim 10^{-2}$, relaxation and pure dephasing would have similar order of magnitudes, although both would be much smaller than at $T_e / \Delta \sim 10^{-1}$ due to their common exponential suppression by the Boltzmann factor.

B. Transmon

The Hamiltonian of a transmon is given by Eq. (3) with $E_L = 0$, supplemented by a periodic boundary condition in phase. For our purposes, the transmon can be considered as a particular case of the phase qubit with $\varphi_0 = 0$ [see Eq. (36)]. With these parameters, one obtains from Eq. (38) the correct estimate for the relaxation time $T_1$,

$$\frac{1}{T_1} = \frac{2}{\pi} \left( \frac{\omega_p}{\omega_p} e^{-\Delta / T_e} \sqrt{\frac{\pi T_e}{\omega_p}} \right)$$ \hfill (43)

However, the vanishing for $\varphi_0 = 0$ of the matrix element in Eq. (40) is not the correct result for the transmon: careful evaluation of the matrix element, following the procedure outlined in Appendices B and C of Ref. 6, gives an exponentially small value, $A^d_\phi \propto \exp \left[ -\sqrt{8E_J/E_C} \right]$. This exponential suppression is sufficient to ensure that the dephasing rate is dominated by the contribution in Eq. (29), since the matrix element entering that equation has no such suppression,

$$|A^d_\phi|^2 = \frac{1}{4} \left( \frac{E_C}{\omega_p} \right)^2 = \frac{1}{32} \frac{E_C}{E_J}$$ \hfill (44)

Substituting this expression into Eq. (29), for the quasi-equilibrium distribution function we find

$$\Gamma_\phi = \frac{1}{\pi} \frac{E_C}{E_J} e^{-\Delta / T_e} \frac{T_e}{\Delta}$$ \hfill (45)

Using Eqs. (43) and (45), it is easy to show that for the transmon $2T_1 \Gamma_\phi \ll 1$; therefore, as for the phase qubit, the pure dephasing contribution to $T_2$ is negligible.

V. PHASE RELAXATION OF MULTI-JUNCTION QUBITS

The results of Sec. III are readily generalized to multi-junction systems by following the same procedure as in Sec. V of Ref. 6. Assuming the same gaps and distribution functions in all superconducting elements, we simply need to substitute

$$E_J |A^d_{s(c)}|^2 \rightarrow \sum_{j=0}^{M} E_{Jj} |A^d_{s(c),j}|^2$$ \hfill (46)

in Eqs. (28) and (29) (and hence in subsequent equations in Sec. III of Ref. 6). Here index $j$ denotes the $M + 1$ junctions with Josephson energy $E_{Jj}$ and capacitance $C_j$, while the matrix elements are defined by

$$A^d_{s,c,j} = \frac{1}{2} \left( |1 \sin \frac{\hat{\varphi}_j}{2} |1 \rangle - |0 \sin \frac{\hat{\varphi}_j}{2} \rangle |0 \rangle \right)$$ \hfill (47)

with $\varphi_j$ the phase difference across junction $j$. The similar definition for $A^d_{e,c,j}$ is obtained by replacing sine with
We note that the relaxation rate, as a function of reduced flux \( f \), sharply for small asymmetry as \( f \rightarrow 0 \).

Below we consider explicitly the two-junction split transmon, while the many-junction fluxonium is analyzed in Appendix C.2

### A. Split transmon

The split transmon single degree of freedom is governed by the same Hamiltonian of the single-junction transmon, but the SQUID loop has a flux-dependent effective Josephson energy

\[
E_{J}(f) = (E_{J0} + E_{J1}) \cos(\pi f) \sqrt{1 + d^2 \tan^2(\pi f)}
\]

with

\[
d = \frac{|E_{J0} - E_{J1}|}{E_{J0} + E_{J1}}
\]

quantifying the junction asymmetry. In quasi-equilibrium at the effective temperature \( T_e \), the relaxation time is given by

\[
\frac{1}{T_1} = \sqrt{\frac{T_e}{\pi \omega_p(f)}} e^{-\Delta/T_e} \frac{\omega_p^2(f) + \omega_p^2(0)}{\omega_p(f)}
\]

where

\[
\omega_p(f) = \sqrt{8E_{C}E_{J}(f)}, \quad E_{C} = \frac{e^2}{2(C_0 + C_1)}
\]

We note that the smaller the asymmetry, the larger the tunability of the qubit, since \( \omega_p(0)/\omega_p(1/2) = 1/\sqrt{d} \). However, this flexibility comes at the price of enhancing the relaxation rate, \( T_1(0)/T_1(1/2) = (1 + d)/(2d^{3/4}) \). In Fig. 1 we plot the normalized relaxation rate \( T_1(0)/T_1(f) \) as a function of reduced flux \( f \) for three values of the asymmetry parameter. We note that the relaxation rate rises by about a factor 1.5 up to \( f \sim 0.4 \), but can increase sharply for small asymmetry as \( f \rightarrow 0.5 \).

The matrix elements for dephasing are [cf. Eq. (40)]

\[
|A^d_{s,j}|^2 = \frac{1}{8} \left( \frac{E_{C}}{\omega_p(f)} \right)^2 \left[ 1 - \cos(\pi f \pm \vartheta) \right]
\]

where the upper (lower) sign should be used for \( j = 1 \) (\( j = 0 \)) and

\[
\tan(\vartheta) = d \tan(\pi f)
\]

Note that in contrast with the single junction transmon, the matrix elements in general do not vanish (except at \( f = 0 \)).

Using Eqs. (49), (53), and (54) we find

\[
\sum_{j=0}^{M} E_{j} |A^d_{s,j}|^2 = \frac{1}{64} E_{C} \left( \frac{\omega_p^2(0)}{\omega_p^2(f)} - 1 \right)
\]

and the above-described generalization to multi-junction systems of Eq. (35) gives

\[
\Gamma_{\phi} = \frac{1}{2\pi E_{C}} \left( \frac{\omega_p^2(0)}{\omega_p^2(f)} - 1 \right) e^{-\Delta/T_e}
\]

\[
\times \left[ \frac{\Delta}{T_e} + \ln \frac{8\pi T_e}{E_{C} \left( \frac{\omega_p^2(0)}{\omega_p^2(f)} - 1 \right)} \right]
\]

In Fig. 2 we show examples of the dependence of \( 2T_1\Gamma_{\phi} \) on flux for different values of the asymmetry parameter \( d \) and typical values of the other dimensionless parameters (\( E_{J}(0)/E_{C} = 80, \omega_p(0)/\Delta = 0.2, T_e/\Delta = 0.06 \)); we note that near \( f = 1/2 \) and for small asymmetry, pure dephasing dominates over relaxation, \( 2T_1\Gamma_{\phi} > 1 \). Therefore the pure dephasing effect of quasiparticle tunneling...
could be measured in a split transmon if other sources of dephasing (such as flux, photon, and charge noise) can be suppressed. Charge noise, in particular, can become dephasing (such as flux, photon, and charge noise) can be measured in a split transmon if other sources of dephasing are small. For example, for f ≈ 0.35 where E_j(f)/E_C ≈ 0.45E_j(0)/E_C, we estimate 2T_1Γ_φ ∼ 0.4.

VI. $T_2^*$ AND ANDREEV STATES IN A JOSEPHSON JUNCTION

In the previous sections we have considered the pure dephasing due to the interaction between tunneling quasiparticles and qubit. Here we study a different quasiparticle mechanism affecting the measured dephasing rate 1/T_2^*, as discussed briefly in Sec. II and in more detail in Ref. 8, the quasiparticles renormalize the qubit frequency by shifting it by an amount δω which depends on the quasiparticle occupation. Therefore fluctuations in the occupation induce frequency fluctuations that can cause additional dephasing. In this section we focus on the phase qubit and show that this mechanism is not active during a single measurement, so that it does not contribute to the pure dephasing rate Γ_φ; however, it can contribute to the time $T_2^*$ by changing the qubit frequency from measurement to measurement. In other words, this mechanism being slow on the scale of the qubit coherence time, its dephasing effect can be corrected by using echo techniques.

In a Josephson junction, weakly bound quasiparticles occupy the Andreev states that carry the dissipationless supercurrent. Changes in the occupations of these states affect the value of the critical current (or equivalently of the Josephson energy) and in turn fluctuations in E_j lead to frequency fluctuations. As we show below, the parameter determining the relative magnitude of these fluctuations is the inverse square root of the (effective) number of transmission channels through the junction; therefore this fluctuation mechanism could be relevant in small junctions. For each transmission channel $p$ ($p = 1, \ldots, N_{ch}$) with transmission probability $T_p$, we find a corresponding Andreev bound state with binding energy [see Appendix D]

$$\omega_p^A = \Delta - E_p^A, \quad E_p^A = \Delta \left(1 - \frac{1}{2} T_p \sin^2 \frac{\varphi_0}{2}\right)$$

This result is valid for $T_p \ll 1$; the expression valid for arbitrary $T_p$ can be found in Ref. 22. The (zero temperature) Josephson energy entering Eq. (63) is given by $E_j = \Delta \sum_p T_p/4$. To account for the occupations $x_p^A$ of the Andreev states, due for example to finite temperature, in Eq. (67) we replace $E_j$ by

$$E_j \to \frac{\Delta}{4} \sum_{p=1}^{N_{ch}} T_p \left(1 - 2x_p^A\right)$$

From this substitution we see that a change in the occupation of a single Andreev level can lead to a small change $\delta E_j$ in the Josephson energy and hence in the qubit frequency, with a relative frequency shift of the form $\delta E_j/E_j \sim 1/N_{ch}$. This effect could be measurable in small junction ($N_{ch} \sim 10^5$) qubits and may have already been observed in a transmon, where slow frequency jumps of few parts per million magnitude have been measured. More generally we find for the qubit frequency $\omega_q$ at a given set of occupation numbers $x_p^A$

$$\omega_q \simeq \omega_{10} - \frac{8E_C}{\omega_{10}} \cos \varphi_0 \frac{N}{4} \sum_{p=1}^{N_{ch}} \frac{\Delta}{T_p} x_p^A$$

Here we assumed that on average the occupation numbers are small, $x_{qp}^A = \langle x_p^A \rangle \ll 1$; in quasi-equilibrium the average takes the exponentially small value $x_{qp}^A = e^{-\Delta/T_2^*}$. From this expression we see that fluctuations of the occupations of the Andreev states lead to frequency fluctuations. The mean square fluctuations of $x_p^A$ are related to the average $x_{qp}^A$ as

$$(\langle \Delta x_p^A \rangle)^2 \equiv \langle (x_p^A - x_{qp}^A)^2 \rangle = x_{qp}^A (1 - x_{qp}^A)$$

Using this expression for the non-degenerate case $x_{qp}^A \ll 1$, we find for the root-mean-square frequency fluctuations

$$\sqrt{\langle (\Delta \omega_q)^2 \rangle} = |\cos \varphi_0| \frac{\omega_0^2}{\omega_{10}} \frac{x_{qp}^A}{\sqrt{N_e}}$$

where

$$N_e = \left(\frac{\sum_p T_p}{\sum_p T_p^2}\right)^2$$

is the effective number of channels; $N_e$ coincides with $N_{ch}$ if all the channels have equal transmission probabilities. The number $N_e$ can be estimated independently by measuring the so called subgap structure due to Andreev reflections. The first factor in the right hand side is the ratio between the current step $\delta I_1$ measured as the voltage increases from below to above $2\Delta/e$ and the subgap current step $\delta I_2$ at $V \sim \Delta/e$. This ratio is related to junction transparency and is of the order $10^{-5}$ to $10^{-3}$, while depending on junction area.
the ratio between junction conductance $g_T$ and the conductance quantum $g_K$ is $g_T/g_K \sim 1-100$, so we estimate $N_e \sim 10^3$ to $10^7$ for junction sizes from small to large.

The dephasing effect of the above frequency fluctuations gives observable contribution to $T_2^*$ if

$$\langle (\Delta \omega_q)^2 \rangle^{1/2} T_2 \gtrsim 1.$$  \hspace{1cm} (64)

Using Eq. (61) this condition is

$$T_2 \gtrsim \frac{\omega_{10}}{2 \omega_p} \sqrt{\frac{N_e}{x_{qp}^A}} \approx \frac{1}{\omega_p} \sqrt{\frac{N_e}{x_{qp}^A}}$$  \hspace{1cm} (65)

Assuming equilibrium between the occupation factors of Andreev states and free-quasiparticle states at the effective temperature $T_e \approx 140$ mK (so that $x_{qp}^A = e^{-\Delta/T_e}$), since $\omega_p \sim 10^{11}$ s$^{-1}$ we find $T_2 \gtrsim 10^{-6} s$ ($10^{-4}$ s) for small (large) junctions. For phase qubits, which are fabricated with large junctions, this estimate is two to three orders of magnitude longer than the observed coherence time. Therefore fluctuations in the occupations of Andreev levels do not contribute significantly to dephasing in current experiments with phase qubits.

The dephasing effect of the frequency fluctuations can be corrected using an echo pulse if the occupations do not change during a single measurement. In other words, if the rate at which the occupations change is small compared to $1/T_2$, then the fluctuations contribute to the decoherence time $T_2^*$ rather than to $T_2$. Within our model Hamiltonian, Eq. (1), the only processes that can change the quasiparticle occupations are due to the interaction between qubit and quasiparticles; for an occupied Andreev level, this interaction leads to its ionization, with the qubit relaxing and giving its energy to a bound quasiparticle which is then excited into the continuum part of the spectrum. Since this process relaxes the qubit, it can in principle contribute to $1/T_1$. We show in Appendix [D] that this intrinsic contribution is small compared to the relaxation rate due to the interaction of the qubit with the bulk quasiparticles. There are of course extrinsic mechanisms that could affect the occupations of the Andreev states and hence the rate of frequency fluctuations. An example of such a mechanism is flux noise; we estimate that the ionization rate due to flux noise is in fact small compared to the experimental $1/T_2$ – see Appendix [D]. Another mechanism is the quasiparticle recombination caused by the electron-phonon interaction. The recombination rate is $\approx x_{qp}/\tau_0$, with the characteristic time $\tau_0 \sim 10^{-7} - 10^{-6}$ s in aluminum and $\sim 10^{-10} s$ in niobium. Since at low temperatures $x_{qp} \sim 10^{-7} - 10^{-8}$, we find that the recombination rate is much smaller than $1/T_2$.

So far we have considered the effect of fluctuations of the Andreev levels occupations. Other mechanisms can in principle contribute to decoherence. For example, fluctuations of the order parameter $\Delta$ in the vicinity of the junction also affect the Josephson energy, see Eq. (58); however, at low temperatures the typical time scale over which $\Delta$ changes in response to a sudden perturbation is very short, of order $1/\Delta^2$, so these fluctuations do not lead to additional decoherence. Another mechanism is associated with fluctuations in the number of free (rather than bound) quasiparticles. As discussed at the end of Sec. [I], there are two contributions to the average frequency shift – the Josephson one, $\delta \omega_{J}^*$, and the quasiparticle one, $\delta \omega_{qp}^*$. Fluctuations of free quasiparticle occupations affect the latter, but their contribution to inhomogeneous broadening is small. Indeed, the average frequency shift can be obtained by considering the effect of quasiparticles on the junction impedance since, in quasiequilibrium the contribution of the normalized quasiparticle density $x_{qp}$ to the quasiparticle part $Y_{qp}$ of the junction impedance $Y_J$ is smaller than the term in $1/T_2^*$ proportional to $x_{qp}$ by the parameter $\sqrt{T_e/\omega_{10}}$. Moreover, the root mean square fluctuations of $x_{qp}$ scale as the inverse square root of the volume of the electrodes and can therefore be neglected for macroscopic electrodes.

**VII. SUMMARY**

In this work we have studied decoherence caused by quasiparticles in superconducting qubits and obtained estimates for the pure dephasing rate $\Gamma_{\phi}$ and for the contribution of inhomogeneous broadening to the decoherence rate $1/T_2^*$. We have presented a master equation approach that not only reproduces and generalizes the formula for the relaxation rate $1/T_1$ of Refs. [36] [see Eq. (10)], but also gives a self-consistent expression for the pure dephasing rate $\Gamma_{\phi}$, Eq. (28). Moreover, in studying $1/T_2^*$ we have derived a formula, Eq. (61), for the typical fluctuation of the qubit frequency due to change in the occupations of Andreev states. These two equations are our main results.

Application of Eq. (28) to single-junction qubits such as the phase qubit, the transmon (Sec. [IV]), and the flux qubit (Appendix [C]), and to the many-junctions fluxonium (Appendix [C]), shows that in these systems the pure dephasing rate is a small contribution to decoherence, $2T_1 \Gamma_{\phi} < 1$. In the split transmon (Sec. [V]), on the other hand, the quasiparticle dephasing rate can be larger than the relaxation rate when the external flux that tunes the qubit frequency approaches half the flux quantum, see Fig. [2]. Together with its temperature and flux dependence [Eq. (58)], the increased importance of $\Gamma_{\phi}$ in this regime could permit its experimental measurement.

Finally in Sec. [VI] we have considered the contribution to the decoherence rate $1/T_2^*$ due to quasiparticles bound into Andreev states localized near the Josephson junction. Fluctuations of the occupations of these levels from measurement to measurement can in principle induce dephasing which can be corrected with an echo pulse. In practice, this mechanism gives negligible contributions to dephasing in current experiments with phase qubits: due to the short observed $T_2$ time, Eq. (58) im-
plies that the fluctuations of the occupations would need to cause relative frequency fluctuations of the order $10^{-3}$ to start affecting the coherence of the qubit.
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Appendix A: Derivation of the master equation

In this Appendix we summarize the main steps of the derivation of the master equation presented in Sec. III. Our starting point is the von Neumann equation, which we write for the two components of the qubit (i.e., reduced) density matrix as

\[
\frac{d\rho_z}{dt} = -i\text{Tr} \left\{ \left[ \delta \hat{H}; \hat{\rho}_t \right] \hat{\sigma}^z \right\} \\
\frac{d\rho_+}{dt} = i\omega_{10} \rho_+ - i\text{Tr} \left\{ \left[ \delta \hat{H}; \hat{\rho}_t \right] \hat{\sigma}^+ \right\}
\]

(A1)

(A2)

Here $\rho_t$ is the total density matrix of the system, comprising both qubit and quasiparticles, $\{\cdot,\cdot\}$ denotes the commutator and, as discussed in Sec. III, for our purposes the interaction Hamiltonian $\delta \hat{H} = \hat{H}_T$ is given by Eq. (9) with $A_{nm}^\dagger = 0$. More useful forms of the traces in the right hand sides of the above equations are

\[
\text{Tr} \left\{ \left[ \hat{H}_T; \hat{\rho}_t \right] \hat{\sigma}^z \right\} = \langle \left[ \hat{\sigma}^z; \hat{H}_T \right] \rangle
\]

\[
2i\langle \hat{\sigma}^+ \hat{\sigma}^- \rangle \sum_{n,m,\sigma} A_{nm}^R \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R + \text{H.c.}'
\]

(A3)

and similarly

\[
\text{Tr} \left\{ \left[ \hat{H}_T; \hat{\rho}_t \right] \hat{\sigma}^+ \right\} = i\langle \hat{\sigma}^z \rangle \sum_{n,m,\sigma} A_{nm}^r \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R
\]

\[-2i\langle \hat{\sigma}^+ \hat{\sigma}^- \rangle \sum_{n,m,\sigma} A_{nm}^d \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R + \text{H.c.}'
\]

(A4)

where angular brackets denote quantum statistical averaging with respect to the total density matrix and the prime denotes that Hermitian conjugation is not applied to qubit operators (i.e., Pauli matrices).

The averages in the right hand sides of Eqs. (A3)-(A4) can be found by solving the equations governing their time evolution, such as

\[
-i\partial_t \langle \hat{\sigma}^\pm \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R \rangle = \langle \left[ \hat{H}; \hat{\sigma}^\pm \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R \right] \rangle
\]

\[
= (\pm \omega_{10} + \epsilon_n^R - \epsilon_m^R) \langle \hat{\sigma}^\pm \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R \rangle
\]

\[
+ \int \left\{ \pm A_{nm}^{ds} \rho_{\pm}(t) \left[f_n^L (1 - f_m^R) + (1 - f_n^L) f_m^R \right] - \frac{1}{2} A_{nm}^r \right\}
\]

\[
	imes \left[(1 \pm \rho_z(t)) f_n^L (1 - f_m^R) - (1 \mp \rho_z(t))(1 - f_n^L) f_m^R \right]
\]

(A5)

The terms in curly brackets originate from averages of one qubit operator times four quasiparticle operators evaluated in the Born approximation, for example

\[
\sum_{i,j,\rho} \langle \hat{\sigma}^+ \langle \hat{a}_{j\rho}^L \hat{a}_{i\rho}^L \hat{a}_{m\sigma}^R \hat{a}_{n\sigma}^R \rangle \rangle
\]

(A6)

where $\{\cdot,\cdot\}$ is the anticommutator. The solution of Eq. (A5) is

\[
\langle \hat{\sigma}^\pm \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R \rangle = i\int_0^t dt' e^{i(\omega_{10} + \epsilon_n^R - \epsilon_m^R + i\omega_0^R)(t - t')}
\]

\[
\left\{ \pm A_{nm}^{ds} \rho_{\pm}(t) \left[f_n^L (1 - f_m^R) + (1 - f_n^L) f_m^R \right] - \frac{1}{2} A_{nm}^r \right\}
\]

\[
[(1 \pm \rho_z(t)) f_n^L (1 - f_m^R) - (1 \mp \rho_z(t))(1 - f_n^L) f_m^R \right]
\]

(A7)

A similar expression can be derived for the average in Eq. (A4) that contains $\hat{\sigma}^z$. After substituting these expressions into Eqs. (A3)-(A4) and the results into Eqs. (A1)-(A2), we perform two additional approximations. First, we neglect fast rotating terms; this so-called secular (or rotating wave) approximation is valid when the decoherence rate is small on the scale of the qubit frequency, $1/T_\omega \omega_0 \ll 1$, and it amounts to keeping in the equation for $\rho_-$ only the terms proportional to $(1 \mp \rho_z)$ and in the equation for $\rho_+$ only those proportional to $\rho_+$.

With this approximation we find

\[
\frac{d\rho_z(t)}{dt} = -2\hat{\sigma}^z \int_0^t dt' \sum_{n,m} |A_{nm}^\dagger|^2
\]

\[
	imes \left\{ \rho_z(t) \left[f_n^L (1 - f_m^R) + (1 - f_n^L) f_m^R \right]
\]

\[
\times [e^{+++} + e^{-+} + e^{++} + e^{-}]
\]

\[
+ [f_n^L (1 - f_m^R) - (1 - f_n^L) f_m^R]
\]

\[
\times [e^{+-} + e^{-} - e^{++} + e^{-}]
\]

(A8)
can be performed using the identity
\[ \int_{0}^{-\infty} d\tau \sum_{n,m} \rho_+ (\tau) \left[ f_n^R (1 - f_m^R) + (1 - f_n^R) f_m^R \right] \]
where we use the shorthand notation
\[ e^{\alpha\beta\gamma} = e^{i(\omega_{10} + \gamma + \delta + \tau)} \]
Next we introduce the Markov approximation by substituting in the integrands of Eqs. (A8), (A9) \( \rho_+(t) \rightarrow \rho_+(\tau) \rightarrow e^{-i\omega_{10}(t-\tau)} \rho_+(t) \) and extending the lower integration limits from 0 to \(-\infty\). Then the \( \tau \)-integrals can be performed using the identity
\[ \int_{-\infty}^{t} d\tau \ e^{i(\omega_{10} + \gamma + \theta + \tau)} = iP_{\omega} \frac{1}{\omega} + \pi \delta(\omega) \]
where \( P \) denotes the principal part. We note that in Eq. (A9) the contributions of the principal parts cancel out, while after rewriting the summations over \( n, m \) as integrals over the quasiparticle energies the \( \delta \)-functions can be used to eliminate one of these integrals. Assuming equal gaps in the leads, we finally arrive at Eq. (15).
Applying the above steps to Eq. (A9), we find that the principal parts cancel out in the term proportional to \( A^d_{nm}; \) in that term we assume different gaps with \( \Delta_L > \Delta_R \) to get expression (22) for the pure dephasing rate \( \Gamma_\phi \). On the other hand, we can take the gaps to be the same in the term proportional to \( A^r_{nm}; \) then the \( \delta \)-functions give rise to the contribution \(-1/2\tilde{t} \rho_+ \) in Eq. (21). As for the principal parts, they contribute a term \( i \rho_+ \) with
\[ \delta \omega = \left| A^r_{ij} \right|^2 [F_{\text{qp}}(\omega_{10}) - F_{\text{qp}}(\omega_{10})] \]
The function \( F_{\text{qp}} \) is defined in Appendix A of Ref. 3 as in that work, we have neglected here contributions suppressed by the factor \( \omega_{10}/\Delta \). We note that while \( \delta \omega \) has a structure similar to that of \( \delta \omega_{\text{qp}} \) in Ref. 3, due to the projection onto the qubit subspace described in Sec. II the expression in Eq. (A12) accounts for virtual transitions between the qubit states only and neglects those to other states of the full system. In systems with small anharmonicity (e.g., the transmon and phase qubit) these transitions cannot be neglected and the average frequency shift must be calculated using the formulas in Ref. 3. Finally, we remind that the total average frequency shift \( \delta \omega \) contains also a Josephson part \( \delta \omega_{\text{J,}} \) as discussed in Sec. II

**Appendix B: Dephasing at next-to-leading order**

The self-consistent equation (22) for \( \Gamma_\phi \) requires going beyond the lowest order (in the tunneling amplitude \( \tilde{t} \)) perturbative considerations of Appendix A in order to regularize the logarithmic divergence in Eq. (22) for equal gaps. Here we focus on the next to leading order contributions to validate that equation. First, however, let us discuss briefly the smearing of the singularity, Eq. (27), which is obtained as follows: after the Markov approximation, the term in Eq. (A12) proportional to \( A^d_{nm} \) is explicitly
\[ -4\tilde{t}^2 \rho_+(t) \sum_{n,m} \left[ f_n^R (1 - f_m^R) + (1 - f_n^R) f_m^R \right] \left| A^d_{nm} \right|^2 \]
We now want to show that the identification \( \Gamma_\phi \rightarrow \Gamma_{\text{qp}} \) that would become logarithmically divergent in the limit of equal gaps.

This explains the origin of the last factor in the second line of Eq. (27), with the other factors accounting for the square root singularity of the BCS density of states. We now want to show that the identification \( \Gamma_\phi \rightarrow \Gamma_\phi \) is correct at next to leading order. To do so, we initially assume that the left/right gaps are different, so that the logarithmic divergence is absent and the perturbative expansion in \( \tilde{t} \) is justified. Next, we keep only those terms that would become logarithmically divergent in the limit of equal gaps.

To begin our derivation, we note that in Eq. (A9) the first term in square brackets multiplying \( A^d_{nm} \) originates from \( \langle \hat{\sigma}^+ \hat{a}^R_{\text{L}} \hat{a}^R_{\text{R}} \rangle \), as explained in Appendix A. Together with the other term in square brackets, they give rise to the pure dephasing rate term in the master equation (A10) via the equality
\[ 2\tilde{t} \sum_{n,m,\sigma} A^d_{nm} \langle \hat{\sigma}^+ \hat{a}^R_{\text{L}} \hat{a}^R_{\text{R}} \hat{a}^L_{\text{R}} \rangle = i\Gamma_\phi \rho_+(t) \]
In what follow we first consider in some detail the next order contributions to \( \langle \hat{\sigma}^+ \hat{a}^R_{\text{L}} \hat{a}^R_{\text{R}} \hat{a}^L_{\text{R}} \rangle \) and then discuss briefly the contributions to other averages. Without invoking the lowest order Born approximation, the equation of motion for \( \langle \hat{\sigma}^+ \hat{a}^L_{\text{R}} \hat{a}^R_{\text{R}} \hat{a}^L_{\text{R}} \rangle \) is obtained by adding to the right hand side of Eq. (A10) the terms
\[ \tilde{t} \sum_{i,j,\rho} \left[ A^d_{ij} N_{i,j} + A^d_{ij} M_{i,j} - \frac{1}{2} A^d_{ij} Q_{i,j} \right] \]

\[ = -\frac{1}{2} A^d_{ij} N_{i,j} + \frac{1}{2} A^d_{ij} M_{i,j} + \frac{1}{2} A^d_{ij} Q_{i,j} \]
with the definitions

\[ M_{nm,ij}^{\sigma,\rho} = \langle \hat{\sigma}^+ \left\{ \hat{a}_{jp}^{\dagger} \hat{a}_{ip}, \hat{a}_{mn}^{\dagger} \hat{a}_{mo} \right\} \rangle \]  
\[ (B5) \]
\[ - \delta_{ni} \delta_{mj} \delta_{\sigma,\rho} \rho_+ \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ N_{nm,ij}^{\sigma,\rho} = \langle \hat{\sigma}^+ \left\{ \hat{a}_{ip}^{\dagger} \hat{a}_{jp}, \hat{a}_{mn}^{\dagger} \hat{a}_{mo} \right\} \rangle \]  
\[ (B6) \]
\[ P_{nm,ij}^{\sigma,\rho} = \langle \hat{\sigma}^+ \left\{ \hat{a}_{ip}^{\dagger} \hat{a}_{jp}, \hat{a}_{mn}^{\dagger} \hat{a}_{mo} \right\} \rangle \]  
\[ (B7) \]
\[ - \delta_{ni} \delta_{mj} \delta_{\sigma,\rho} \rho_+ \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ Q_{nm,ij}^{\sigma,\rho} = \langle \hat{\sigma}^+ \left\{ \hat{a}_{ip}^{\dagger} \hat{a}_{jp}, \hat{a}_{mn}^{\dagger} \hat{a}_{mo} \right\} \rangle \]  
\[ (B8) \]

In introducing these definitions we have subtracted out the lowest order contributions already appearing in Eq. (A2). Then in that equation and in Eqs. (B3) and (B7) the density matrix should be understood as the lowest (zeroth) order one. In other words, by construction the quantities defined in Eqs. (B3)–(B10) account for higher order (in \( \hat{\tau} \)) contributions; these can be found by considering the equations of motions for those quantities, such as

\[ -i \partial_t M_{nm,ij}^{\sigma,\rho} = (\omega_{10} + \epsilon_n^L - \epsilon_j^R - \epsilon_i^L) M_{nm,ij}^{\sigma,\rho} \]
\[ + \hat{\tau} \sum_{k,l,m} \langle \hat{\sigma}^+ \left\{ \hat{A}_{kl}^{d} \hat{a}_{kp}^{\dagger} \hat{a}_{lp}, \hat{A}_{mn}^{\sigma,\rho} \right\} \rangle \]
\[ + \frac{1}{2} \left\{ A_{kl}^{d} \hat{a}_{kp}^{\dagger} \hat{a}_{lp}, \hat{A}_{mn}^{\sigma,\rho} \right\} \]
\[ + \frac{1}{2} A_{kl}^{d} \hat{a}_{kp}^{\dagger} \hat{a}_{lp}, \hat{A}_{mn}^{\sigma,\rho} \right\} \]  
\[ (B11) \]

where \( A_{nm,ij}^{\sigma,\rho} \) stands for the anticommutator

\[ A_{nm,ij}^{\sigma,\rho} = \left\{ \hat{a}_{jp}^{\dagger} \hat{a}_{ip}, \hat{a}_{mn}^{\dagger} \hat{a}_{mo} \right\} \]  
\[ (B12) \]

At lowest order, all the averages in the right hand side of Eq. (B11) vanish; non-vanishing contributions can in principle be found by considering once again the equation of motions for those averages. As it is well known, proceeding in this manner we would obtain a hierarchy of coupled equations. Here we make two approximations: first, we truncate the hierarchy at this level; second, as explained above we keep only those terms that in the limit of equal gaps would give logarithmically divergent contributions to the master equation. As a first step, this amounts to performing a mean-field like approximation in which the averages in the right hand side of Eq. (B11) are written in terms of product of averages as in the following example:

\[ \langle \hat{\sigma}^+ \left\{ \hat{a}_{kp}^{\dagger} \hat{a}_{lp}, \hat{A}_{nm,ij}^{\sigma,\rho} \right\} \rangle = 2 \langle \hat{\sigma}^+ \hat{a}_{kp}^{\dagger} \hat{a}_{lp} \rangle \langle \hat{A}_{nm,ij}^{\sigma,\rho} \rangle \]
\[ + 2 \langle \hat{\sigma}^+ \hat{a}_{kp}^{\dagger} \hat{a}_{lp} \rangle \langle \hat{A}_{kl,ij}^{\sigma,\rho} \rangle \]  
\[ (B13) \]

where

\[ \langle \hat{A}_{nm,ij}^{\sigma,\rho} \rangle = \delta_{ni} \delta_{mj} \delta_{\sigma,\rho} \rho_+ \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ (B14) \]

Similar expressions can be written for the other averages appearing in Eq. (B11). In the second step we check which of the terms obtained in this way are logarithmically divergent in the limit of equal gaps and discard those that are finite (here we employ again the Born-Markov \textsuperscript{33} and rotating wave approximations).

Applying the above procedure to Eq. (B11) we find that the terms in the last two lines can be neglected, while in terms originating from the second line we use Eq. (B3) as well as Eq. (A2) (in the rotating wave approximation, we only need to keep the term in the right hand side of that equation that contains \( \rho_+ \)). Solving the equation for \( M_{nm,ij}^{\sigma,\rho} \) so obtained we finally arrive at

\[ M_{nm,ij}^{\sigma,\rho}(t) = -t \Gamma_{\rho} \rho_+ (t) \delta_{ni} \delta_{mj} \delta_{\sigma,\rho} \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ - 2 i \Gamma_{\rho} \rho_+ (t) A_{ij}^{d} A_{nm}^{d} \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ \times \left\{ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right\} \int_{0}^{t} \int_{0}^{t} du \ e^{i \left( \epsilon_n^L - \epsilon_m^R \right) (u - \tau) + i \left( \epsilon_n^R - \epsilon_m^L \right) (u - \tau)} \right\} \]
\[ (B15) \]

We then use the same approach to find the expression for \( N_{nm,ij}^{\sigma,\rho} \) [Eq. (B6)], which has the structure similar to that of the last term in Eq. (B15). Using these results we get

\[ \sum_{i,j,\rho} \left\{ A_{ij}^{d} N_{nm,ij}^{\sigma,\rho} + A_{ij}^{d} M_{nm,ij}^{\sigma,\rho} \right\} \]
\[ = -t \Gamma_{\rho} \rho_+ (t) A_{nm}^{d} \left[ f_n^L (1 - f_n^R) + (1 - f_n^L) f_n^R \right] \]
\[ \times \left\{ t + \int_{0}^{t} d\tau \ e^{i \left( \epsilon_n^L - \epsilon_m^R + i \theta^+ \right) (u - \tau)} \right\} \]
\[ (B16) \]
To obtain the last term in curly brackets we used the identity
\[
\int_0^t du \int_0^u d\tau \, h(\tau, u) = \int_0^t d\tau \int_0^t du \, h(\tau, u)
\]
(171)

to combine contributions coming from \(M_{nm,ij}^{\sigma,\rho}\) and \(N_{nm,ij}^{\sigma,\rho}\) in a compact form.

Using the same procedure one can find the expressions for the quantities defined in Eqs. (B7)-(B10). Those quantities, however, do not contribute to the master equation within the approximations we are employing (in particular, we remind that in the rotating wave approximation we neglect by assumption terms small by the factor \(\Gamma_\phi/\omega_0\)). Therefore, we obtain the following next-to-leading order equation of motion for \(\langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle\) by substituting Eq. (B16) into Eq. (B4) and adding the result to the left hand side of Eq. (A3):

\[
-i\partial_t \langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle = (\omega_{10} + \epsilon_n^L - \epsilon_m^R) \langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle
\]

\[+ iA_{nm}^* \rho_+ \left(1 - \Gamma_\phi - \Gamma_\phi \int_0^t d\tau \, e^{i(\omega_0 + \epsilon_m^R + \Gamma_\phi)(t-\tau)} \right) \times \left[f_n^L (1 - f_n^R) + (1 - f_n^L) f_m^R \right]
\]

\[- \frac{i}{2} A_{nm}^* \left[(1 + \rho_\pm) f_n^L (1 - f_n^R) - (1 - \rho_\pm)(1 - f_n^L) f_m^R \right]
\]

(178)

As explained at the beginning of this Appendix, we want to show that this equation agrees at next to leading order with the smearing obtained by introducing a finite decay rate in the terms responsible for dephasing, with the decay rate given by \(\Gamma_\phi\) itself. Indeed, introducing this decay in Eq. (A7) we find

\[
\langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle = i \tilde{\epsilon} \int_0^\infty \int_0^t d\tau \, e^{i(\omega_{10} + \epsilon_n^L - \epsilon_m^R + i\Gamma_\phi)(t-\tau)}
\]

\[\rho_+ \left(f_n^L (1 - f_n^R) + (1 - f_n^L) f_m^R \right)
\]

\[- \frac{i}{2} \tilde{\epsilon} \int_0^\infty \int_0^t d\tau \, e^{i(\omega_{10} + \epsilon_n^L - \epsilon_m^R + i\Gamma_\phi)(t-\tau)} \left[(1 + \rho_\pm) f_n^L (1 - f_n^R) - (1 - \rho_\pm)(1 - f_n^L) f_m^R \right]
\]

(191)

Taking the time derivative of this equation we get

\[
-i\partial_t \langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle = (\omega_{10} + \epsilon_n^L - \epsilon_m^R) \langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle
\]

\[+ iA_{nm}^* \rho_+ \left[f_n^L (1 - f_n^R) + (1 - f_n^L) f_m^R \right]
\]

\[- \frac{i}{2} A_{nm}^* \left[(1 + \rho_\pm) f_n^L (1 - f_n^R) - (1 - \rho_\pm)(1 - f_n^L) f_m^R \right]
\]

\[- \Gamma_\phi \tilde{\epsilon} \int_0^\infty \int_0^t d\tau \rho_+ \left(e^{i(\omega_{10} + \epsilon_n^L - \epsilon_m^R + i\Gamma_\phi)(t-\tau)} \right) \times \left[f_n^L (1 - f_n^R) + (1 - f_n^L) f_m^R \right]
\]

(200)

At next-to-leading order, one should expand the exponentially decaying part of \(\rho_+\) [cf. Eqs. (23)-(24)] in the second line of Eq. (B20) and hence substitute there, with logarithmic accuracy, \(\rho_+ \to \rho_+ (1 - \Gamma_\phi t)\). The last term in Eq. (B20) is explicitly of higher order, so one can use \(\rho_+ (t) \approx e^{i\omega_{10} t} \) and drop \(\Gamma_\phi\) in the exponent. In this way we recover Eq. (B18), thus showing for \(\langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle\) the validity of our Ansatz. To complete the proof, we repeat the above steps for other averages, such as \(\langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle\) and \(\langle \hat{\sigma}^+ \hat{\alpha}_{n\sigma}^L \hat{\alpha}_{m\sigma}^R \rangle\). The latter contributes to the 1/2\(T_1\) term in the master equation (21) and at next-to-leading order the only correction we find is that corresponding to the expansion of the exponentially decaying part of \(\rho_+\), as discussed above for the second line in Eq. (B20).

**Appendix C: Phase relaxation in flux qubit and fluxonium**

1. **Flux qubit**

In a flux qubit, the external flux threading the superconducting loop is tuned to half the flux quantum, \(f = \Phi_0/\Phi_0 \approx 1/2\), and the potential energy takes the form of a double well. Then the qubit states \(|\pm\rangle\) are the two lowest tunnel-split states in this potential with energy difference

\[
\omega_{10}(f) = \sqrt{\tilde{\epsilon}^2 + [(2\pi)^2 E_L(f - 1/2)]^2}
\]

(1)

where for \(E_I \gg E_C\) we have

\[
\tilde{\epsilon} = 2\sqrt{\frac{a}{2\pi}} \sqrt{8E_C E_I} \left(\frac{8E_I}{E_C}\right)^{1/4} e^{-\sqrt{8E_I/E_C}}
\]

(2)

Expressions for the renormalized parameters \(E_C, \tilde{E}_I,\) and \(E_L\) in terms of the bare parameters of the Hamiltonian (8) can be found in Sec. IV.B of Ref. [6]. It was shown there that the matrix element \(A_c^i\) vanishes at \(f = 1/2\) because of symmetry considerations, thus leading to a minimum for the relaxation rate. Here we focus on the case \(f = 1/2\) and therefore we need to evaluate the contribution to relaxation originating from the last line in Eq. (10). The relevant matrix element is

\[
|A_c^i| = \frac{\tilde{\epsilon}}{\omega_{10}(f)}
\]

(3)

which equals unity at \(f = 1/2\). Then from Eq. (16) we obtain

\[
\frac{1}{T_1} = \frac{8}{\pi} E_I \sqrt{\omega_{10}/2\Delta} \frac{\tilde{\epsilon}}{E_I} = \frac{8}{\pi} E_I \sqrt{\frac{\pi E_I}{2\Delta^2}} e^{-\Delta/T_E}
\]

(4)

Turning now to the dephasing rate, we find at \(f = 1/2\) the following expression for the matrix element

\[
|A_d^i| = \frac{D}{2\sqrt{2} E_I} \left(\frac{\tilde{E}_I}{E_C}\right)^{1/3}
\]

(5)
where $D \approx 1.45$ is a numerical coefficient. Using Eq. (C5) and (C2), after straightforward algebra we arrive at

$$2T_1 \Gamma_\phi = \frac{D^2}{\sqrt{\pi}} \left[ \frac{\Delta}{E_C} \right]^{3/2} \left( \frac{E_C}{E_J} \right)^{4/3} \times \left\{ \frac{\Delta}{T_e} + \ln \left[ \frac{\pi T_c}{D^2 \Delta E_C} \left( \frac{E_C}{E_J} \right)^2 \right]^{1/3} \right\}$$

(C6)

Due to the exponential suppression of the splitting, Eq. (C2), this quantity is in general small. Indeed, for $E_C/\Delta, T_e/\Delta > 0.01$ and $E_J/E_C \gtrsim 15$ we find $2T_1 \Gamma_\phi \lesssim 0.01$.

2. Fluxonium

In the fluxonium an array of $M \gg 1$ identical junctions (each with Josephson energy $E_{J1} \gg E_{C1}$ large compared to their charging energy) acts as a lossy inductor connected to a weaker junction with $E_{J0} \ll E_{J1}$. The inductive energy of the array is $E_L = E_{J1}/M$ and the losses are due to quasiparticle tunneling through the array junctions. In fact, for external flux near half the flux quantum the relaxation time is determined by this loss mechanism.

$$\frac{1}{T_1} = 4\pi e L \left( \frac{\pi T_e}{\omega_0(f)} \right) e^{-\Delta/T_e} \left( \frac{\omega_1(1/2)}{\omega_0(f)} \right)^2,$$

(C7)

since as discussed above for the flux qubit the contribution of the weaker junction is suppressed at $f = 1/2$ [cf. Eq. (C4)]. Note that at $f = 1/2$ the rate in Eq. (C7) is larger than that in Eq. (C4) by the factor $(\Delta/E_I)(E_{L}/\omega_0(1/2))$.

To calculate the dephasing rate, we note that at $f = 1/2$ the matrix element for the weak junction is the same as for the flux qubit, Eq. (C5),

$$|A_{s,0}^d| = \frac{D}{2\sqrt{2}} \frac{\omega_0(1/2)}{E_{J0}} \left( \frac{E_{C0}}{E_J} \right)^{3/2}$$

(C8)

while for each array junction we get

$$|A_{s,1}^d| = \frac{\pi}{2M} |A_{s,0}^d|$$

(C9)

Then the coefficient containing the sum over all junctions is

$$\sum_{j=0}^M E_{Jj} \left| A_{s,j}^d \right|^2 = \left( E_{J0} + \frac{\pi^2}{4} E_L \right) \left| A_{s,0}^d \right|^2,$$

(C10)

which in the limit $E_J/E_C \gg 1$ is exponentially suppressed, see Eq. (C2). Therefore at $f = 1/2$ the dephasing rate $\Gamma_\phi$ has the same exponential suppression as in the flux qubit. Since as discussed above the fluxonium relaxation rate is parametrically larger than the flux qubit one, we find again that the pure dephasing rate is small compared to the relaxation rate for large $E_J/E_C$. The latter condition is not satisfied experimentally, since typically $E_J/E_C \lesssim 5$, and numerical calculations beyond the scope of the present work may be needed to address this parameter regime. However, we note that in all cases studied here decreasing the ratio $E_J/E_C$ increases the relative contribution of pure dephasing to $1/T_2$.

Appendix D: Andreev bound states and ionization rate

The goals of this Appendix are to derive Eqs. (67) starting from the model defined by Eqs. (1)-(6), and to estimate the ionization rates due to qubit-quasiparticles interaction and flux noise. In the low energy limit where the characteristic energy of the quasi-particles $\delta E$ as well as the qubit transition frequency $\omega_{10}$ are small compared to the superconducting gap $\Delta$, we approximate the BCS coherence factors as $u^\dagger_j \approx v^\dagger_j \approx 1/\sqrt{2}$. Then considering for now a single channel junction, Eq. (6) takes the form

$$\hat{H}_T = i\hbar \sin(\hat{\varphi}/2) \sum_{n,m,\sigma} \hat{a}_{n\sigma}^L \hat{a}_{m\sigma}^R + \text{h.c.}$$

(D1)

Assuming for simplicity identical left/right leads, we perform a canonical rotation into a new quasiparticle basis defined by the operators

$$\hat{\gamma}_{\pm n\sigma} = \frac{1}{\sqrt{2}} \left( \hat{a}_{n\sigma}^L \pm i \hat{a}_{n\sigma}^R \right).$$

(D2)

In this basis we have [cf. Eq. (41)]

$$\hat{H}_{qp} = \hat{H}_{qp+} + \hat{H}_{qp-}, \quad \hat{H}_{qp \pm} = \sum_{n,\sigma} \epsilon_{n} \hat{\gamma}_{\pm n\sigma}^\dagger \hat{\gamma}_{\pm n\sigma}$$

(D3)

$$\hat{H}_T = i\hbar \sin(\hat{\varphi}/2) \sum_{n,m,\sigma} \left( \hat{\gamma}_{-n\sigma}^\dagger \hat{\gamma}_{-m\sigma} - \hat{\gamma}_{n\sigma}^\dagger \hat{\gamma}_{m\sigma} + \text{h.c.} \right).$$

(D4)

Denoting with $|j\rangle$ and $E_j$ the eigenstates and eigenenergies of $\hat{H}_x$ [Eq. (3)], the total Hamiltonian $\hat{H}$ can then be split into parts that are respectively diagonal and non-diagonal in the qubit subspace, $\hat{H} = \hat{H}_d + \hat{H}_{nd}$, with the diagonal part defined as

$$\hat{H}_d = \sum_j E_j |j\rangle \langle j| + \sum_j |j\rangle \langle j| \left( \hat{H}_{j+} + \hat{H}_{j-} \right),$$

(D5)

where

$$\hat{H}_{j\pm} = \hat{H}_{qp \pm} \mp i \hbar \sum_{n,\sigma} \epsilon_{n} \hat{\gamma}_{\pm n\sigma} \hat{\gamma}_{\pm n\sigma}.$$

(D6)

and we have used the definition (10) for the matrix elements $s_{ij}$. The non-diagonal part is given by

$$\hat{H}_{nd} = i \sum_{i \neq j} s_{ij} |i\rangle \langle j| \sum_{m,\sigma} \left( \hat{\gamma}_{-m\sigma}^\dagger \hat{\gamma}_{-m\sigma} - \hat{\gamma}_{m\sigma}^\dagger \hat{\gamma}_{m\sigma} \right).$$

(D7)
It describes real transitions in which qubit and quasiparticles exchange energy. The term proportional to $\tilde{t}$ in the diagonal part, on the other hand, accounts for virtual transitions that renormalize the spectrum. Indeed, as we show next, for $s_{jj} > 0$ ($s_{jj} < 0$) there exists a sub-gap Andreev bound state in the $\gamma_+$ ($\gamma_-$) subspace. Because the two subspaces are uncoupled, we can restrict ourselves to either one of those; in the following we consider the $\gamma_+$ subspace.

Since $\hat{H}_d$ is diagonal in the qubit space, to find the spectrum we only need to calculate the eigenvalues of the quasiparticle Hamiltonians $\hat{H}_{d+}$, $\hat{H}_{d-}$. We denote with $|A_j\rangle$ the wavefunction of the Andreev state when the qubit is in state $|j\rangle$; to solve the Schrödinger equation $\hat{H}_{d+}|A_j\rangle = E|A_j\rangle$ we make the Ansatz $|A_j\rangle = \sum_m a_{jm} \gamma_+^{m\sigma} |0\rangle$, where $|0\rangle$ denotes the quasiparticle vacuum state, $\gamma_+^{m\sigma} |0\rangle = 0$, and obtain the following system of linear equations

$$ a_{jm} = \tilde{t}s_{jj} \frac{1}{c_n - E} \sum_m a_{jm}. \quad (D8) $$

To find the eigenenergy $E$, we sum both sides over $n$ and in the low energy limit we write $\epsilon_n \approx \Delta + \xi_n^2/(2\Delta)$; then the sum over $n$ in the right hand side can be approximated by an integral, $\sum_n \approx \nu_0 \int d\xi$, and we arrive at

$$ 1 = \pi \nu_0 \tilde{t}s_{jj} \sqrt{\frac{2\Delta}{\Delta - E}}. \quad (D9) $$

A solution with energy $E < \Delta$ exists if and only if $s_{jj} > 0$ (the opposite holds in the $\gamma_-$ subspace where a bound state exists if and only if $s_{jj} < 0$). The corresponding bound state energy is

$$ E^A_j = \Delta [1 - 2(\pi \nu_0 \tilde{t})^2 s_{jj}^2], \quad (D10) $$

This energy depends on the state of the qubit via the matrix element $s_{jj}$. However, for the low-energy states of the phase qubit this matrix element is the same at leading order in $E_C/\omega_{10} \ll 1$, since the square of the matrix element is

$$ s_{ij}^2 = \delta_{i,j} \left[ 1 - \frac{2E_C}{\omega_{10}} \left( i + \frac{1}{2} \right) \right] \sin^2 \frac{\phi_0}{2} + \frac{E_C}{\omega_{10}} \left[ j\delta_{i,j-1} + (j + 1)\delta_{i,j+1} \right] \cos^2 \frac{\phi_0}{2} \quad (D11) $$

up to higher order terms $\propto (E_C/\omega_{10})^2$. Keeping only the leading term in this equation, introducing the transmission probability $T = (2\pi \nu_0 \tilde{t})^2$ in Eq. (D10), and generalizing it to multiple channels, we arrive at Eq. (D17). (In that equation the subscript $p$ denotes the transmission channel, and we have dropped the qubit state index $j$ since, as explained above, the leading order expression is independent of $j$.)

For later use, we note that the normalization condition $\sum_n (a_{jn})^2 = 1/2$, which accounts for spin degeneracy, together with the square of Eq. (D8), leads to the amplitudes

$$ a_{jn} = \frac{1}{\sqrt{\pi \nu_0 \xi_n^2 + 2\Delta \omega_j^A}}, \quad (D12) $$

where $\omega_j^A = \Delta - E_j^A$ is the binding energy.

1. Ionization rate

The ionization of the Andreev level can be caused by quantum fluctuations of the phase difference across the junction induced by the finite charging energy $E_C$; the ionization rate can be calculated using Fermi’s golden rule by treating the non-diagonal part (D7) of the Hamiltonian as a perturbation. For a qubit initially in the state $|i\rangle$, the ionization rate $\Gamma_i^A$ is given by

$$ \Gamma_i^A = 2\pi \int \epsilon_{jn} \left( \epsilon_{jn} |\hat{H}_{nd}|i,A_j\rangle \right)^2 \delta(\epsilon_{jn} + \epsilon_i - E^A_j)(1 - f(\epsilon_{jn})). \quad (D13) $$

Here $|\epsilon_{jn}\rangle$ is a scattering state in the continuum part of the quasiparticle spectrum and the factor $(1 - f(\epsilon_{jn}))$ gives the probability that this state is empty. The matrix element in Eq. (D13) is the product of the off-diagonal matrix element $s_{jj}$ times the overlap of the wavefunctions of bound and scattering states at the junction,

$$ \langle j,\epsilon_{jn}|\hat{H}_{nd}|i,A_j\rangle = -\tilde{t}s_{jj} \sum_m \psi_j^s(\epsilon_{jn}) \sum_{n'} a_{in'}, \quad (D14) $$

where $\psi_j^s(\epsilon_{jn}) = \langle \epsilon_m|\epsilon_{jn}\rangle$ and $|\epsilon_{jn}\rangle$ are the eigenstates of $\hat{H}_{qp+}$, see Eq. (D3). Next we calculate the wavefunctions for the continuum states by solving the scattering problem in the standard T-matrix approach (D26).

We focus again on the $\gamma_+$ subspace and write $\hat{H}_{d+} = \hat{H}_{qp+} + \hat{H}_{1+}$ with $\hat{H}_{1+} = -\tilde{t}s_{jj} \sum_m \gamma_+^{m\sigma} \gamma_+^{m'n\sigma}$. From the Schrödinger equation, we have for the scattering states $|\epsilon_{jn}\rangle$

$$ |\epsilon_{jn}\rangle = |\epsilon_n\rangle \frac{1}{\epsilon_n - \hat{H}_{qp+} + i0^+ - \hat{H}_{1+}} |\epsilon_{jn}\rangle = \hat{T}_j(\epsilon_{jn}) |\epsilon_n\rangle, \quad (D15) $$

where we have defined the T-matrix as

$$ \hat{T}_j(\epsilon_{jn}) = \hat{H}_{1+} |\epsilon_{jn} - \hat{H}_{qp+} + i0^+|^{-1} \hat{H}_{1+} + \ldots \quad (D16) $$

The T-matrix is related to the quasiparticle Green’s function $G_j$ via

$$ G_j = g + g T_j g, \quad (D17) $$

where $g$ is the (diagonal in momentum) bare quasiparticle Green’s function $g_n(\omega) = 1/(\omega - \epsilon_n + i0^+)$. Using the
obtain for the ionization rate of each occupied channel identical transmission amplitudes, the Andreev binding \( \omega \) with \( \phi \) of that for a single-channel junction

\[
G_{j,nm}(\omega) = \delta_{nm} g_n(\omega) - \frac{i s_{jj} g_m(\omega)}{1 + i s_{jj} \sum_p g_p(\omega)}.
\]

Hence the continuum states are

\[
\psi_{jm}(\epsilon_n) = \delta_{nm} - \frac{i s_{jj} g_m(\epsilon_n)}{1 - i \pi v_0 s_{jj} \sqrt{2\Delta/(\epsilon_n - \Delta)}}.
\]

where we have used that in the low energy limit \( \sum_p g_p(\epsilon_n) \approx -i \pi v_0 \sqrt{2\Delta/(\epsilon_n - \Delta)} \).

Using Eqs. (D12) and (D20) we find

\[
\sum_n a_{in} = 2^{1/4} \pi v_0 \sqrt{\Delta} s_{ii},
\]

\[
\sum_m \psi_{jm}(\epsilon_n) = \frac{1}{1 - i \pi v_0 s_{jj} \sqrt{2\Delta/(\epsilon_n - \Delta)}}.
\]

Substituting these expressions into Eq. (D13), and considering explicitly the case of a phase qubit, using the expressions for the matrix elements \( s_{ij} \) given in Eq. (D11) finally yields for the ionization rate of a single-channel junction

\[
\Gamma^A_j = j \frac{\omega_p^2}{8 \omega_{10}} (1 + \cos \phi_0) \sqrt{\frac{2\omega^4}{E_j - E_{j-1} - \omega^4}} \times (1 - f(E_j - E_{j-1} + E^A_j)),
\]

with \( \phi_0 \), \( \omega_p \), and \( \omega_{10} \) defined in Sec. IV A and we used that for a single-channel junction \( E_j = \Delta(\pi v_0 t)^2 \).

The above result can be easily generalized to the case of \( N_{ch} \) independent channels. Assuming for simplicity identical transmission amplitudes, the Andreev binding energy can be written as \( \omega^A_j = 2 E_j s_{jj}/N_{ch} \) which for a phase qubit reduces approximately to \( \omega^A \approx E_j/N_{ch} \). We assume \( N_{ch} \gg 1 \) sufficiently large so that \( \omega^A \ll \omega_{10} \) and obtain for the ionization rate of each occupied channel

\[
\Gamma^A_j \approx \frac{1}{4} \frac{\omega_p^2}{N_{ch} \omega_{10}} \frac{2\omega^4}{\omega_{10}} (1 + \cos \phi_0) .
\]

A single ionization event is sufficient to relax the qubit energy, and the probability of at least one ionization event taking place during time \( t \), when initially \( N_{occ} \leq N_{ch} \) Andreev levels are occupied, is given by \( p = 1 - e^{-N_{occ} \Gamma^A_t} \). Introducing the total ionization rate

\[
\Gamma^A_{tot} = N_{occ} \Gamma^A_j
\]

and using Eq. (D28), leads to the estimate

\[
T_1 \Gamma^A_{tot} \approx \frac{1}{4 \sqrt{2\pi N_{ch}}} e^{\Delta/T_e} \sqrt{\frac{E_j}{T_e}}.
\]

Defining the frequency shift \( \delta \omega_0 = \omega_{10} - \omega_0 \) and using Eq. (59) to estimate its value, we may eliminate \( N_{occ} \) and rewrite the above as

\[
T_1 \Gamma^A_{tot} \sim e^{\Delta/T_e} \sqrt{\frac{E_j}{N_{ch} T_e}} \frac{\delta \omega_0}{\omega_{10}} \sim 4 \times 10^4 \delta \omega_0 / \omega_{10}
\]

where we used \( E_j / N_{ch} \sim 10^{-5} \Delta \) and \( T_e \approx 140 \text{ mK} \). Thus when \( \delta \omega_0 \gtrsim 10^{-4} \omega_{10} \), the qubit relaxation is likely dominated by the ionization process, rather than by quasi-particle transitions within the continuum. However, we note that the typical shift is much smaller than this, \( \delta \omega_0/\omega_{10} \sim e^{-\Delta/T_e} \sim 3 \times 10^{-7} \), i.e. \( p \approx 0.012 \), so the contribution of ionization to qubit relaxation is negligible unless \( N_{occ} \) is anomalously large.

2. Ionization by flux noise

As an example of an \textit{extrinsic} ionization mechanism, we consider here low frequency (\( \ll \omega_{10} \)) flux noise. Small fluctuations \( \delta \Phi_e(t) \ll \Phi_0 \) of the external flux induce small fluctuations \( \varphi_1(t) \) of the phase difference \( \varphi_0 \),

\[
\varphi_1(t) = 2 \pi \frac{\delta \Phi_e(t)}{\Phi_0} \frac{E_L}{E_L + E_J \cos \varphi_0}
\]

[see Eq. (36)]. Since the low-frequency fluctuations do not induce qubit transitions, their effect is accounted for by substituting \( \varphi_0 \rightarrow \varphi_0 + \varphi_1(t) \) into the diagonal matrix element \( s_{jj} \) in Eq. (D6). At linear order in \( \varphi_1 \) we thus obtain the time-dependent perturbation (in the \( \gamma_+ \) subspace)

\[
\hat{V}(t) = -i \frac{\varphi_1(t)}{2} \cos \left( \frac{\varphi_0}{2} \right) \sum_{n,m,\sigma} \gamma^1_{n\sigma} \sigma \gamma_{m\sigma},
\]

Using Fermi’s golden rule and following similar steps as in the previous section, the total ionization rate can be expressed as

\[
\Gamma^A_{tot} = N_{occ} \left( \frac{E_j}{N_{ch}} \right)^{3/2} \frac{\sin \varphi_0}{2} \frac{1 + \cos \varphi_0}{2} \times \int_{-\omega_A}^{\infty} \Delta \omega S_{\omega,\omega}(\omega) \frac{\sqrt{\omega - \omega_A}}{\omega} \left[ 1 - f(\omega + E_A) \right].
\]

where \( S_{\omega,\omega}(\omega) = 1/(2\pi) \int \Delta \omega S_{\omega,\omega}(\omega) \frac{\sqrt{\omega - \omega_A}}{\omega} \left[ 1 - f(\omega + E_A) \right] \) is the phase fluctuation spectrum and the binding energy introduces a natural low-frequency cutoff. For non-degenerate quasi-particles, \( f(\omega_A + E_A) \ll 1 \), and a power-law spectrum of the form \( \omega^\beta \), we obtain

\[
\Gamma^A_{tot} = \frac{(\delta \varphi)^2}{2\pi} N_{occ} \left( \frac{E_j}{N_{ch}} \right)^{3/2} \frac{\sin \varphi_0}{2} \frac{1 + \cos \varphi_0}{2} \times \omega_A^{-\alpha} \int_{\omega_A}^{\infty} \frac{dx}{x^{\alpha+1}}
\]

(D30)
For $\alpha = 1$ (pure $1/f$ noise), the remaining integral is equal to $\pi/2$ and since $\omega_A = 2(E_J/N_{ch})\sin^2(\varphi_0/2)$, we arrive at
\[
\Gamma_{tot}^A = \frac{(\delta \phi)^2}{4\sqrt{2}} N_{occ} \frac{E_J}{N_{ch}} \frac{1 + \cos \varphi_0}{2}.
\]

The measured magnitude of the fluctuations is small, $\delta \phi \sim 10^{-6}$; since $E_J/N_{ch} \sim 10^{-3}/\Delta$ and $N_{occ} \ll N_{ch} \lesssim 10^7$, we estimate this rate to be much smaller than 1 Hz.

**Appendix E: Modifications of the density of states**

The logarithmic divergence of the dephasing rate and its regularization discussed in Sec. III are a consequence of the square root singularity of the BCS density of states at the gap edge. Here we discuss two other mechanisms that also can regularize the divergence and show that for Al-base qubits used at present they do not modify the results in the main text.

To begin with we consider the broadened density of states introduced by Dynes\cite{Dynes} to interpret experimental tunneling data. This phenomenological density of states is characterized by a broadening parameter $\Gamma_D \ll \Delta$ and a finite density of subgap states. These states give rise to an additional contribution to the dephasing rate which we denote with $\Gamma_{\phi}^{sg}$: assuming quasi-equilibrium, it is given by\cite{Gambetta}
\[
\Gamma_{\phi}^{sg}(T_e) = \frac{16E_J}{\pi} |A_t^2| \left(\frac{\Gamma_D}{\Delta}\right)^2 T_e. \tag{E1}
\]
and it is always smaller than the broadening, $\Gamma_{\phi}^{sg} \ll \Gamma_D$. Comparing Eqs. (35) and (E1), we see that a small broadening in the latter can compensate for the exponential suppression of the quasiparticle occupation in the former. Then we can distinguish three regimes: 1. at “high” temperatures, the dephasing rate is given by Eq. (35), since the broadening can be neglected in calculating $\Gamma_{\phi}$. The high-temperature regime is defined by the condition $\Gamma_D \lesssim \Gamma_{\phi}(T_e)$; 2. at intermediate temperatures, when $\Gamma_{\phi}^{sg}(T_e) \lesssim \Gamma_{\phi}(T_e) \lesssim \Gamma_D$, the broadening of the density of states cannot be neglected. With logarithmic accuracy, this amount to substitute $\Gamma_{\phi} \rightarrow \Gamma_D$ in the last term in Eq. (35) and hence replace the square bracket in Eq. (35) with $\ln(T_e/\Gamma_D)$; we note that since this substitution affects only the logarithm, use of Eq. (35) still gives a correct order-of-magnitude estimate. 3. at low temperatures, such that $\Gamma_{\phi}(T_e) \lesssim \Gamma_{\phi}^{sg}(T_e)$ the subgap contribution becomes dominant.

In recent measurements\cite{Schuster} the intrinsic value of the broadening parameter in aluminum was found to be small, $\Gamma_D/\Delta < 2 \times 10^{-7}$. Using this value and the results of the next section, our estimates show that the low-temperature regime is entered for $T_e \lesssim 60$ mK. In experiments with superconducting resonators\cite{Schuster} as well as qubits\cite{Gambetta}, the quasiparticle effective temperature is larger, $T_e \sim 140$ mK, so we can neglect the subgap contribution to the dephasing rate for Al-based qubits, which we focus on in this paper. However, the subgap contribution may be relevant in other systems, such as qubits fabricated with niobium.\cite{Gambetta}

While the above consideration are based on a phenomenological model, an intrinsic modification of the continuum part of the density of states near the junction is due to the presence of Andreev bound states. They modify the square root singularity into a square root threshold,
\[
\sqrt{\frac{2\Delta}{\omega - \Delta}} \rightarrow \sqrt{\frac{2\Delta \sqrt{\omega - \Delta}}{\omega - E^A}} \tag{E2}
\]
with $E^A$ the energy of the bound state defined in Eq. (67) (here we consider for simplicity the single channel case). The above substitution can be obtained using Eq. (19) for the Green’s function to calculate the density of states. Assuming the binding energy $\omega^A = \Delta - E^A$ to be small compared to the typical quasiparticle energy, $\omega^A \ll \delta E$, we find that the substitution (E2) would lead to the replacement of $\Gamma_{\phi}$ with $\omega^A$ in the right hand side of Eq. (35). In quasi-equilibrium this amount to replacing the square brackets in Eq. (35) with
\[
\ln \frac{T_e}{\omega^A} \sim \ln \frac{T_e}{E_J} + \ln N_{ch} \tag{E3}
\]
where $N_{ch} \gg 1$ is the number of channels in the junction. We note that the tunneling limit we are considering consists in taking the transmission amplitude $t \rightarrow 0$ at finite $E_J$, which implies $N_{ch} \rightarrow \infty$. Then in this limit the self-consistent approach is justified with logarithmic accuracy as explained in Appendix E.
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