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Abstract—Intelligent test requires efficient and effective analysis of high-dimensional data in a large scale. Traditionally, the analysis is often conducted by human experts, but it is not scalable in the era of big data. To tackle this challenge, variable selection has been recently introduced to intelligent test. However, in practice, we encounter scenarios where certain variables (e.g., some specific processing conditions for a device under test) must be maintained after variable selection. We call this conditional variable selection, which has not been well investigated for embedded or deep-learning-based variable selection methods. In this paper, we discuss a novel conditional variable selection framework that can select the most important candidate variables given a set of preselected variables.

Index Terms—conditional variable selection, deep learning, neural networks

I. INTRODUCTION

Test and reliability play a critical role throughout the entire semiconductor industry from chip design to mass production. With the fast development of the semiconductor industry, however, large-scale data with high dimensionality have become inevitable. This is accordingly one of the major bottlenecks for efficient and intelligent test. For example, data of high dimensionality are difficult to visualize in a 2D- or 3D-space and thus demanding for domain experts to explore the data. Also, due to the curse of dimensionality, modeling the relations between candidate and target variables by statistical approaches is problematic. Thereby, in order to tackle these problems, variable selection [1] has been introduced to data analysis for test and reliability in our recent research [2]. In particular, we designed a novel variable selection approach called FM-module [3] based on Deep Learning (DL) and used it to identify a few most critical and representative candidate variables with respect to the given target variables. In this way, the data dimensionality is significantly reduced with high efficiency and effectiveness.

Despite the advancement and success of applying our approach to reduce data dimensionality for intelligent test, the proposed method simultaneously considers all candidate variables without taking any additional information during training into account. On the contrary, in practice, certain candidate variables must be maintained after selection due to predefined requirements or expert knowledge. For example, delays under the nominal voltage are considered as a critical characteristic for a circuit, so the tests under the nominal voltage must be maintained after selection. Unfortunately, the existing method has not considered this situation yet. More precisely, to the best of our knowledge, almost no previous (embedded and DL-based) feature selection approaches have mediated a solution from this aspect.

In order to address the challenges described above, this paper proposes a generic framework, inherited from the FM-module, for conditional variable selection based on DL. Specifically, we separately encode the preselected and candidate variables into suitable representations, and then feed them to the same neural network for a given learning task. In this way, the FM-module, encoding blocks and the neural network are jointly trained. Finally, after training, we obtain a variable importance vector as the original FM-module does, each element of which denotes the importance of the corresponding candidate variable given the preselected variables.

II. METHODOLOGY

To enable conditional variable selection in neural networks, we propose to fuse the information from the preselected and candidate variables in the shallow layers of a neural network targeting a given learning task. As a result, the neural network acts as a guide to the variable selection module in a way that candidate variables, which can minimize the training losses given the preselected variables, should be assigned with greater importance scores.

In the subsequent sections, we use the following notations. The input data are denoted as a matrix \( X = [x_1, x_2, \ldots, x_N]^T \in \mathbb{R}^{N \times D} \), where \( N \) is the number of data points and \( D \) is the number of variables. According to user specifications, \( X \) is composed of two parts as \( X = [X_p, X_n] \). That is, the preselected \( D_p \) variables \( X_p \in \mathbb{R}^{N \times D_p} \) and the...
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Fig. 2: Accuracy over different subset sizes for our method and an exhaustive search.

$D_c$ candidate variables $X_c \in \mathbb{R}^{N \times D_c}$ with $D = D_c + D_p$. For a supervised variable selection, the labels (target variables) are denoted as $Y = [y_1, y_2, \ldots, y_N]^T \in \mathbb{R}^{N \times D_y}$, where $D_y$ is defined by the given learning task. For example, $D_y = 1$ for univariate regression, and $D_y = 2$ for binary classification with one-hot coding representations for class labels.

Based on the notations above, the overall framework is illustrated in Fig. 1. The candidate variables $X_c$ are fed into the FM-module [3], which generates a feature mask vector $m \in \mathbb{R}^{D_c}$. As stated in [3], each element in $m$ is bounded by the range between 0 and 1 and denotes the importance of the corresponding candidate variable in $X_c$. Accordingly, we obtain the weighted candidate variables $X_c \odot m$. Afterwards, a transformation $f_c(\cdot)$ is applied to $X_c \odot m$. In parallel, another independent transformation $f_p(\cdot)$ is applied to the preselected variables $X_p$. Next, denoted by $\Box$ in Fig. 1, we fuse the outputs from both transformations by concatenating them together. The fused representations are fed to a neural network $g(\cdot)$ to obtain predictions $\hat{Y}$. The learning objective is dependent on the concrete task, e.g. a Mean Squared Error (MSE) loss can be used for univariate regression and a binary cross entropy loss can be used for binary classification. Once the full model (i.e. FM, $f_p$, $f_c$ and $g$) is trained, we calculate $m$ based on the entire training data to obtain the final importance scores for the candidate variables only.

III. EXPERIMENTS

A. Case I: Voltage Selection for Open Circuit Detection

The delays under varying voltages are used to identify open resistive defects from slow behavior due to process variations in combinational circuits [4]. This experiment investigates delays under which variables (varying voltages) are critical for defect identification given the nominal voltage of 0.9V. In total, we had respectively 1000 defective and 1000 non-defective samples with $D_c = 11$ and $D_p = 1$. Fig. 2 shows the resulting accuracy over different subset sizes $K$ from 1 to 12. $K = 1$ means that we selected 0.9V as the only variable, while the other sizes denote that we select 0.9V and $K - 1$ different voltages. Overall, our method shows similar performance as an exhaustive search, while the exhaustive search is not feasible in practice due to its exponential computational complexity.

B. Case II: Variable Selection for Post-Silicon Tuning

In this experiment, we focus on a real-world dataset from Advantest, which consists of 100,000 test cases obtained from a single Device Under Test (DUT). Each test case (sample) has 11 variables, namely $c_1$ to $c_4$ and $t_1$ to $t_7$. The goal was to find out the four most important candidate variables under the condition that $t_2$ was already preselected, i.e. $D_c = 10$ and $D_p = 1$. For the exhaustive search, we need to evaluate $\binom{10}{4} = 210$ different candidate variable combinations and trained a 3-layer multilayer perceptron by minimizing the MSE loss between the predictions and the univariate target variable, i.e. the Figure-of-Merit (FoM). In total, it took about 86 minutes for the exhaustive search and the optimal selection result was the combination of $t_1$ to $t_5$. On the contrary, our method was trained only once by feeding all 10 candidate variables and preselected variables to the model. The learned variable importance vector is shown in Figure 3. We can see that $t_1$, $t_3$, $t_4$ and $t_5$ obtained the greatest importance scores and were considered as the best candidate variables given the preselected variable $t_2$, which matched the aforementioned exhaustive search results. It should be emphasized that it took about only 25 seconds (i.e. 0.4 minutes) to perform the full training for our method, corresponding to about 0.48% time consumption of an exhaustive search with the same learning network architecture. The experimental results show that our method is promising to efficiently solve conditional variable selection tasks in test and reliability.

IV. Conclusion

This paper proposes a generic framework for conditional variable selection based on deep learning by encoding the preselected variables and fuse the resulting representations and those of the candidate variables. Preliminary experiments on both simulation and real-world datasets have shown promising results. Future research may include exploration of different encoding approaches and deeper neural network architectures.
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