A Quantum trajectory picture of single photon absorption and energy transport in photosystem II
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In this work we study the first step in photosynthesis for the limiting case of a single photon interacting with photosystem II (PSII). We model our system using quantum trajectory theory, which allows us to consider not only the average evolution, but also the conditional evolution of the system given individual realizations of idealized measurements of photons that have been absorbed and subsequently emitted as fluorescence. The quantum nature of the single photon input requires a fully quantum model of both the input and output light fields. We show that PSII coupled to the field via three collective “bright states”, whose orientation and distribution correlate strongly with its natural geometry. Measurements of the transmitted beam strongly affects the system state, since a (null) detection of the outgoing photon confirms that the system must be in the electronic (excited) ground state. Using numerical and analytical calculations we show that observing the null result transforms a state with a low excited state population $O(10^{-5})$ to a state with nearly all population contained in the excited states. This is solely a property of the single photon input, as we confirm by comparing this behavior with that for excitation by a coherent state possessing an average of one photon, using a smaller five site “pentamer” system. We also examine the effect of a dissipative phononic environment on the conditional excited state dynamics. We show that the environment has a strong effect on the observed rates of fluorescence, which could act as a new photon-counting witness of excitonic coherence. The long time evolution of the phononic model predicts an experimentally consistent quantum efficiency of 92%.

I. INTRODUCTION

The light harvesting step of photosynthesis, the initial stage in which photons are absorbed and converted to electrons, is characterized by a remarkably high value of quantum efficiency (QE), reaching values as high as 98-99% in weak light conditions [1, 2]. Such a highly efficient chemical or physical process is unusual for biological systems, where finite temperature effects and the setting within complex structures that are large on the molecular scale tend to lower the efficiency of dynamical processes.

This has led to many studies of light harvesting, ranging from biological studies in vivo to ultrafast spectroscopic studies in vitro. Time-resolved experiments showing evidence for quantum coherence in excitonic energy transport (EET) have further given rise to a large literature of both experimental [3, 4] and theoretical [5, 6] studies focused on the nature of the excitonic states accessed after absorption of light, the relative roles of electronic and vibrational degrees of freedom, and the manifestation of dynamical coherences in ultra-fast experiments employing laser excitation of photosynthetic systems. These studies are often motivated by the desire to understand whether dynamical coherences in EET are in any way essential or responsible for the high quantum efficiency in vivo.

Focusing entirely on the nature of excitonic energy transport bypasses a second key aspect of light harvesting, namely the absorption process, which arises when we consider the microscopic meaning of the QE. The QE is usually stated and interpreted as the efficiency of conversion of a single absorbed photon to a single electron or electron-hole pair [1]. However, determining in a non-destructive way that a single quantum system absorbed a particular incident photon is not a trivial task. The QE is typically inferred by measuring the relative change in fluorescence under low and high intensity light exposure [1]. These experiments provide only a macroscopic average estimate of the QE, based upon bulk measurements of a macroscopic ensemble and under a rate equation limit.

What is needed in order to gain a more complete un-
derstanding of light harvesting and its high QE are microscopic studies of single photons incident on light harvesting systems that correlate the released single electrons with an independent measure of photon absorption. In particular, one needs to be able to verify that absorption of a photon has occurred, a difficult task given the low excitation probability of the photosynthetic pigments [7].

The most straightforward method for independently verifying the absorption of a photon is to utilize a single photon counter and look for a reduction in the number of photons transmitted through the sample. This is illustrated schematically in Fig. 1, with the PSII complex of green plants taken as a prototypical photosynthetic system. Here one and only one photon is known to be produced by a source which interacts with the light harvesting supercomplex photosystem II (PSII). Such a source can be realized by a spontaneous parametric down-converting crystal (SPDC) producing photon pairs that are used to generate heralded single photons [8]. If a perfectly efficient photon counter fails to detect a transmission signal after a herald photon is detected (channel 0 in Fig. 1), then the photon must have been absorbed. The fraction of these events that also produce electron-hole pairs, were these to be measured in a time delayed coincidence with the herald photon, as implemented in studies of vision in [9], will then give a direct measure of the quantum efficiency.

We note that for general states of light, the failure to detect an outgoing photon in channel 0 can occur in one of two ways. In addition to the possibility of photon absorption mentioned above, the second option is that there was no incoming photon in the first place. A perfectly heralded source of down converted photons from a SPDC, removes the second option. However, when the heralded single photon source is replaced by a source of weak classical light, i.e., a laser or blackbody radiation with an average photon number \( \bar{n} \ll 1 \), both options exist with finite probability. Moreover, the second option of no incoming photon is much more probable than the first option of absorption. We will show that this has a dramatic impact upon the probability that the system is excited, giving a very different outcome than that from a true single photon.

In this work we construct a tractable theoretical model that accurately accounts for the quantum mechanical nature of the photon absorption and subsequent possible emission of a fluorescent photon at the same or a smaller energy. We focus our attention on the initial absorption event populating a bright excitonic state, together with the subsequent EET to a chromophore of equal or lower energy that can fluoresce. Ideally this fluorescent chromophore is located close to the reaction center sites from which single electrons are typical released and the fluorescence can then be taken as a proxy for electron-hole pair formation. We note that experimental techniques for carrying out ultrafast spectroscopy on molecular systems with photocurrent detection are being developed [10] and we envisage that these would eventually be combined with controlled single photon incidence, as has been done in studies of vision [9], although realizing the combination of these two disparate techniques for photosynthetic systems poses significant challenges in practice.

The current paper primarily focuses on the pigment electronic degrees of freedom, i.e., the excitonic modes, and develops a quantum trajectory theory for the interaction with single photons in the context of PSII. However, it is known that a crucial component in energy transport is the effect of coupling between the excitonic degree of freedom to its vibrational environment [11]. In order to study the vibrational contribution, we compare two extreme cases. The first is the fully coherent model where the excitonic system is completely isolated from its environment. The second is a fully Markovian model of the exciton-phonon interaction, where the average effects of the phonon bath ultimately results in classical hopping dynamics between energy eigenstates. In the context of quantum information, the phonon bath results in a unobserved decoherence channel, whose loss of information necessitates a mixed state description. A subsequent paper will extend the trajectory picture to include measurements of the phononic modes, and thereby recapturing all information that is in principle available to the outside observer [12].

In addition to the phononic decoherence, we also include a coarse description of radical pair formation and non-radiative decay. This expanded phononic model enables us to make a prediction of the microscopic QE, given our independent measure of single photon absorption. This yields a QE value of 92%, consistent with experimental estimates from macroscopic kinetic studies [1, 2].

Our approach to study the quantum dynamics of a light harvesting system interacting with the input and output photon fields due to single photons utilizes the formalism of quantum trajectory theory, in which the outgoing light fields are considered to be experiencing continuous quantum limited measurements [13]. In the absence of these measurements, the Markovian interaction between the system and the photon fields would lead to a decoherence process and description of the system dynamics would require a mixed density matrix picture. The power of quantum trajectory theory is that all decoherence channels are assumed to be the result of measurements that are ‘recorded’ by an observer or environment, and therefore the system remains in a single pure state throughout. However, this time dependence of this pure state now depends upon the random measurement outcomes at each time, and so its evolution is given by a stochastic Schrödinger equation. While the quantum trajectory theory is often used merely as a convenient Monte Carlo computational tool [14], this picture is perfectly suited for investigating questions about single photon absorption, since we can explicitly compare individual trajectories for which photon counts are observed in channel 0 of Fig. 1, to trajectories for which no photon counts are observed.
In this analysis, each photon count in any channel corresponds to (induces) a discrete quantum jump from the optical active "fluorescent" states of the system to its electronic ground state. If the photon detection occurs in a channel other than 0, that photon must have originated from the system and thus the count indicates that the system has fluoresced and is now in its ground state. In contrast, a detection in channel 0 can occur via two indistinguishable options or "paths". The first is through fluorescence while the second option is that incident photon was never absorbed in the first place and is merely being transmitted. The quantum electric fields for these two processes add in superposition and so a photon counter cannot unambiguously distinguish between these two possibilities. However, fluorescent photons that are temporally and/or spectrally well separated from the incident pulse will be essentially distinguishable, particularly when filters are employed.

Regardless of the source of the photon, i.e., whether from fluorescence or from transmission, when a quantum of energy is detected in ch. 0 we know that this energy is no longer in the system. The system must therefore be in the ground state. Such quantum trajectories provide an "unraveling" of the average (unconditioned) dynamics of the system under the continuous measurement to give a "conditioned" dynamics. For Markovian baths such as the radiation field from which single photon states are sampled, the resulting conditioned dynamics are accepted as having a valid physical interpretation (see, e.g., the discussion in [14]).

The remainder of the paper is structured as follows. Sec. II describes the qualitative features of our model in more detail and discussed the role played by the measurement channels. Sec. III then considers the quantitative details of the system-light interaction. In particular we derive here the appropriate jump operators for interaction of a photosynthetic complex with a general light field, given a specific structure for the complex that specifies the relative positions and orientations of all chromophores. Sec. IV extends the analysis to include the role of the incident photon, derives the relevant equation, and examines the characteristic superpositions, the so called “bright states” that are created by absorption of the incident photon. Sec. V then outlines our numerical simulations for PSII and describes the quantum trajectories that result from these and their implications for understanding the fluorescent photon distributions obtained from absorption of single photons. We also use a smaller five site chromophore model (pentamer) to demonstrate the difference between the dynamics conditioned on detection of single fluorescent photons obtained from a single photon input and the corresponding dynamics obtained from a weak coherent laser. Sec. VI then considers the coupling to a phononic environment, defining a Markovian model of the phonon coupling and including radical pair formation and non-radiative loss. We then present numerical simulations showing how the decoherence introduced by phonons changes the fluorescent count rates, and compute a final probability for radical pair formation which provides an estimate of the QE. Finally, in Sec. VII we conclude with a summary and a discussion.

II. THE MODEL

Fundamental to the nature of quantum mechanics is the fact that the act of measuring a quantum system almost always results in a dramatic change in its future evolution. On average (or when the measurement results are not recorded), these changes manifest as a strongly decohering process that competes with the original dynamics. This is usually described by evolution of the density matrix of the system. However, measurements made on a system’s Markovian environment will not disturb the system any further and thus analysis of the measurement outcomes via the environmental degrees of freedom can provide partial information about the state of the system.

In particular, the quantized light field is well modelled as a Markovian bath [15] where the quantum fluctuations on the incoming field are completely uncorrelated on the shortest time scale relevant to the absorbing system. Any light propagating away from the system remains causally disconnected from this and so any operations performed on that light cannot increase the decoherence felt by the system. Thus by continuously measuring the system’s radiation field environment, an external observer gains all of the available information afforded by quantum mechanics without further disturbing its average dynamics. This is not to say that the measurements are independent of the system. Indeed some measurement outcomes result in individual “quantum trajectories” of the system - specified by a particular measurement record - being remarkably different from the average evolution [14].

A. Correlating fluorescent photons with discrete quantum jumps

How this information is obtained by the environmental degrees of freedom depends upon how the measurement is performed and thus on the nature of the measurement record. Here we shall consider idealized photon counting measurements and thus the record will indicate the time and location of the detected photon. The discontinuous nature of this measurement will induce discontinuous changes in our state of knowledge about the system, i.e., causing the classic “quantum jump” on photon emission. However, in the situation that a photon was known to be incident upon the system and was not detected, then it must have been absorbed. This knowledge can also induce a kind of quantum jump. A quantum jump induced by such a null result plays an important result in this work. Such jumps have been discussed previously [16] and were also utilized in a recent feedback scheme to
control and reverse the jump \[17\].

Specifically, consider the idealized case of a single photon incident upon an absorbing system, e.g., PSII, as illustrated schematically in Fig. 1. A single photon is generated in a time varying wave packet (details of this generation are given in Sec. IV), and is incident upon the target system, PSII. On arrival at the system, the incoming beam has linear polarization along the \(e_y\) direction. The transmitted part of the incident beam is collected and measured by an ideal photon counter in channel 0. Without the absorbing system, the single photon input will generate one and only one count in this detector. However, in the presence of the absorbing system, a failure to detect the input photon in channel 0 indicates that the incident single photon must have been absorbed somewhere. In the ideal case the only absorber present is the target system, so this null result in channel 0 implies that the system must be excited.

The key fact is that without the measurement in channel 0, the system and field states will evolve into an entangled superposition which has a small amplitude \(|\alpha|^2 \ll 1\) of having the system in excited states of PSII with no photons in the field, and a large amplitude for ground state PSII with one transmitted photon, i.e.,

\[ |\psi\rangle = \alpha |\text{vac}|\text{(excited)} + \sqrt{1 - |\alpha|^2} |\text{ch. 0 photon}|\text{ground}, \tag{1} \]

where we have written the state of the field in a number representation first, and the state of PSII second. If we average over the photon field, then the majority of the resulting mixed state of PSII is in the ground state with probability \(1 - |\alpha|^2\), and the remaining small fraction is in the excited state. However, if we measure an outgoing photon in channel 0, then we destroy this superposition and project the state \(|\psi\rangle\) onto the ground state. Expressed in the language of information, if we measure a photon in channel 0, then we know the incident excitation is not in PSII and thus must be in its ground state. Conversely, by not measuring a photon in channel 0, our certainty that the system must have absorbed the photon is reflected in the fact that the once small probability to be in any excited state will now be re-normalized to be one, with zero probability to be in the ground state.

This simple picture becomes more complicated when we consider the continuous time arrival of the incoming field. At intermediate times there is then a third possibility, namely that the incoming field is still excited and the system has yet to interact with it. This complication means that a null result observed in channel 0 for only a finite time window conveys only partial information, leaving open the possibility that the system may still be in its ground state. The continuous gain of this information has the effect of smoothing out the transition. We shall return to this point in Sec. V A.

A definitive verification that an excitation did occur can be made by putting a second detector located off-axis from the first one. Suppose the input field propagates along \(x\), with polarization \(e_y\). We then consider two additional channels, 1 and 2, that detect the two orthogonal polarizations, \(e_x\) and \(e_z\), for a single spatial mode propagating along \(y\), see Fig. 1. If the excited system decays via photon emission, there is then a finite probability for that emitted photon to be counted in channels 1 or 2. Because there is only one photon, only one of the three detectors in channels 0 - 2 will respond in any given individual experimental realization. Thus a count in any one detector will be perfectly correlated with null results in the other two detectors.

Furthermore, in the absence of vibrations photons that are resonantly absorbed and then spontaneously emitted will typically have a delay that is on the order of the radiative lifetime \(\approx 10\) ps. In addition to the value of this average decay time, the quantitative details of the excited state dynamics also have an effect upon when this decay occurs for an individual photon. To understand how this arises, in section V C we analyze the Fourier spectrum of the time dependent decay and show how this is directly related to these excited state dynamics.

B. The role of bright states in absorption

In section IV A, we show that the linearity of the electric dipole interaction as well as the fundamentally quantum nature of the single photon state implies that the excited system state, i.e., the bright state, is in principle a superposition state over multiple chromophores, with the extent of the superposition dependent on the coupling between the transition moments of the chromophores, which depend in turn on their relative locations and orientations. This bright state superposition is generally distinct from the energy eigenstates, since it derives from the total interaction of all chromophores with light, rather than from the excitonic Hamiltonian. It is also strongly dependent on the orientation of the chromophore dipole moments relative to the incident photon polarization. Sec. VI shows how such a coherent excitation is modified when the system is in the presence of a strongly dephasing Markovian phononic bath.

A general criterion for determining when collective excitation occurs is that all chromophores be separated by a distance that is much smaller than an optical wavelength. This is the same criteria for superradiance, i.e., collective photon emission from an ensemble of radiators \[18\]. In superradiance, the rate at which photons are emitted from the ensemble depends on both the number of radiators involved, and the number of excitations present in the system. Here we are predominantly interested in the absorption of photons rather than their emission.

The collective absorption of a single photon is a well studied phenomenon since the seminal work of Dicke [18]. Several proposals for long distance quantum communication \[19, 20\] use atomic ensembles to store and deterministically retrieve single photon states. For atomic ensembles the collective nature of the excitation serves as a natural protection against some sources of decoher-
ence [19, 21] and is also accompanied by collective emission, i.e., superradiance. However, excitations in photosynthetic systems are very different from the collective excitations of atomic ensembles because of the presence of a phonon bath. While there is some evidence for a limited amount of initial delocalization following optical excitation in some systems [22–25], fluorescence studies have shown that the steady states at longer time are localized in only a few chromophores [26, 27].

Here we investigate what role the vibrational degrees of freedom play, both during and subsequent to absorption of a photon. We do so in two extreme limits. The first is the baseline of a phonon free evolution, where the conditional dynamics are that of a coherently evolving state superposition created within a given complex. Here the local Hamiltonian will take the internal superposition, i.e., superradiance. However, excitations in photosynthetic systems [11, 27–29], which result in the commonly applied Bloch-Redfield equations.

We limit our investigation here to a single PSII complex for two reasons. First and foremost is that this allows for tractable numerical simulations. The second reason is that the coupling between multiple PSII complexes is expected to be negligibly small under in vivo conditions [30]. Thus even if a single photon could in principle create a superposition across many complexes, that superposition would play no role in the subsequent energy transport. This is in stark contrast to the bright state superposition created within a given complex. Here the local Hamiltonian will take the internal superposition created by the photon and transform it into another delocalized state within the same complex.

We use the same specific model of PSII as that of Ref. [31], for which the Hamiltonian was constructed using published values for the on-site energies and site-to-site couplings with in a given sub-complex, together with a dipole approximation for the coupling of chromophores across sub-complexes [31]. We note that this model is an approximation to the true structure and energies, in particular with the reaction center (RC) from a cyanobacterium being used as a proxy for the RC in higher plants.

Our model of PSII contains a total of 324 chlorophyll pigments. These are arranged into 24 sub-complexes containing 8 to 16 chromophores, with the entire supercomplex showing a pronounced bilateral symmetry (Fig. 1). Towards the exterior are the trimers formed by the light harvesting complex II (LHCII): these chromophores are shown in green in Fig. 1. Further in the interior are a total of 10 (5 per dimer) core antenna complexes (CP), shown in blue. The final charge separation occurs at one of the two central reaction centers (RC), which are shown in orange.

III. DERIVING THE COLLECTIVE EMISSION OPERATORS

Here we consider explicitly only the Qy-band transitions in the chlorophyll pigments, which in PSII have energies $\sim 15,300 \text{ cm}^{-1}$ [31]. The fundamental electromagnetic coupling between the various chlorophores in PSII has two distinct contributions. The first of this is the well-known dipole–dipole (van der Waals) interaction, while the second is the collective emission of freely propagating radiation, which is often referred to as superradiance [32]. While such collective quantum optical effects are generally considered at ultra low temperatures or in the context of ultracold atomic gases [18–20], a limited form of collective emission has been observed in the bacterial light harvesting systems LH1 and LH2 [26] and also recently in the bacteriochlorophyll c aggregates in chlorosomes of green photosynthetic bacteria [24].

The system coupling to the freely radiating electromagnetic field is treated under the Born–Markov approximation, which is valid for a weakly coupled system. For the case of multiple radiating sites, this requires the same assumptions as those leading to the Wigner–Weisskopf spontaneous emission rate for a single atom. Working in second order perturbation theory and with the radiation field assumed to be in vacuum and at zero temperature results in the master equation [33],

$$\frac{d\rho}{dt} = -i[H, \rho] + \sum_{i,j} \gamma_{ij} \left( \hat{\sigma}^{(j)}_+ \rho \hat{\sigma}^{(i)}_- - \frac{1}{2} \hat{\sigma}^{(i)}_+ \hat{\sigma}^{(j)}_- \rho - \frac{1}{2} \rho \hat{\sigma}^{(i)}_- \hat{\sigma}^{(j)}_+ \right), \quad (2)$$

where $H$ is the Hamiltonian that governs the electronic coupling, $\hat{\sigma}^{(j)}_\pm$ is the atom raising/lowering operator for site $j$, and $\gamma_{ij}$ are the spontaneous decay rates. The decay rates are given by [13],

$$\gamma_{ij} = \frac{3\gamma_0}{2} \left[ \left( \frac{\sin(k_0 r_{ij})}{k_0 r_{ij}} + \frac{\cos(k_0 r_{ij})}{(k_0 r_{ij})^2} - \frac{\sin(k_0 r_{ij})}{(k_0 r_{ij})^3} \right) \mathbf{d}_i \cdot \mathbf{d}_j \right. \left. - \left( \frac{\sin(k_0 r_{ij})}{k_0 r_{ij}} + 3 \frac{\cos(k_0 r_{ij})}{(k_0 r_{ij})^2} - \frac{3\sin(k_0 r_{ij})}{(k_0 r_{ij})^3} \right) \frac{\mathbf{d}_i \cdot \mathbf{r}_{ij} \mathbf{r}_{ij} \cdot \mathbf{d}_j}{r_{ij}^2} \right], \quad (3)$$

where $\mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j$ the vector distance between pigments $i$ and $j$, $r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|$, $k_0$ is the resonant wave number,
For PSII, we have typical interchromophore distances \( r_{ij} \lesssim 30 \text{ nm} \), and a characteristic wave number representing an average over chromophore excitation energies of \( k_0 \sim 2\pi/(650 \text{ nm}) \). Thus we are safely in the regime where \( k_0 r_{ij} \ll 1 \), which allows for the point dipole approximation to Eq. (3):

\[
\gamma_{ij} \approx \gamma_0 d_i \cdot d_j. \tag{4}
\]

In order to account for the fact that the photosynthetic system is embedded in a non-absorbing dielectric medium, we will extend the above master equation assuming an “empty cavity model” [34]. In such a model, the medium with index of refraction \( n_r \) forms a weak optical cavity around the system, which results in an enhancement of the vacuum decay rate by a local field correction factor. In this work, we assume an index of refraction close to that water \((n_r = 1.33)\) and will use an in-medium decay rate per unit dipole strength given by

\[
\gamma_0 = n_r \left( \frac{3n_r^2}{2n_r^2 + 1} \right)^2 \frac{d_i^2 \omega_0^2}{3\pi \epsilon_0 c^3} \tag{5}
\]

For water, this results in an increase of in-medium decay rates by 80% over the corresponding Wigner-Weisskopf rates in vacuum. We take the transition dipole moments of the chromophores, \( d_i \), from the model of Bennett et al., namely within the RC and the interior complexes CP47, CP43, the chlorophyll a chromophores have transition dipole moment magnitudes of 4.4 Debye, while the remaining chlorophyll a in the light harvesting complex II (LHCII) and minor complexes have transitions moment magnitude 4.0 Debye. All chlorophyll b chromophores have transition moment magnitude 3.4 Debye. In the reaction center, the pheophytin molecules have transition moment magnitude 3.5 Debye. The dipole orientations for the RC and interior complexes were extracted from the protein data structure derived from [35] and the LHCII and remaining minor complexes were extracted from [36]. See ref [31] for further details about the structural model.

A quantum trajectory unraveling of the superradiant master equation was first given in ref. [13]. In that work, the outgoing radiation was partitioned into a large number of differential areas, with each differential solid angle representing a distinct jump channel, i.e., a photon emitted in that direction. The average over this differential partitioning was then shown to generate the desired master equation.

Here we take a more minimal approach, in which we first identify the smallest number of jump operators that are needed in order to recreate the appropriate average. We show below that since \( k_0 r_{ij} \ll 1 \), the smallest number of jump operators is three, corresponding to three distinct collective dipoles radiating in orthogonal directions in space. From this minimum number, we then identify jump operators that correspond to the radiation collected by our three detectors, which take an identical form to the differential operators derived in Ref. [13]. Finally we arrive at a complete set of jump operators after deriving the collective jump operators that correspond to emission of photons by the collective dipoles into directions not captured by our detectors. These represent the loss channels. Combining the three detection modes with one loss channel for each of the three collective dipoles, gives a minimum number of six required jump operators.

### A. Mode decomposition

We first rewrite the master equation, Eq. (2), in Lindblad form. This is generally just an algebraic manipulation and results in an equivalent master equation. However it will allow us to identify the natural collective emission dipole operators. Specifically, we work with the collective vector dipole operators

\[
D \equiv \sum_{i=1}^N d_i \sigma^{(i)}_-. \tag{6}
\]

The utility of these operators becomes evident by first noting that the (scalar) operator \( D^\dagger \cdot D \) is equal to

\[
D^\dagger \cdot D = \sum_{i,j=1}^N \sigma^{(i)}_+ d_i \cdot d_j \sigma^{(j)}_- \tag{7}
\]

Then under the approximation \( \gamma_{ij} \approx \gamma_0 d_i \cdot d_j \), the final term in Eq. (2) can be compactly rewritten as

\[
- \sum_{ij} \frac{\gamma_{ij}}{2} \rho \sigma^{(i)}_+ \sigma^{(j)}_- \approx - \frac{\gamma_0}{2} \rho D^\dagger \cdot D. \tag{8}
\]

Similarly, Eq. (2) can be shown to be equal to

\[
\frac{d\rho}{dt} = -i[H, \rho] + \gamma_0 D \cdot (\rho D^\dagger) - \frac{\gamma_0}{2} D^\dagger \cdot D \rho - \frac{\gamma_0}{2} \rho D^\dagger \cdot D. \tag{9}
\]

A Lindblad decomposition of this equation is now easily arrived at by writing the dot products in terms of a set of basis vectors \( \{e_i : i \in 1, 2, 3\} \) and defining the operators \( \tilde{L}_i = \sqrt{\gamma_0} e_i \cdot D \), so that

\[
\frac{d\rho}{dt} = -i[H, \rho] + \sum_{i=1}^3 \left( \tilde{L}_i \rho \tilde{L}_i^\dagger - \frac{1}{2} \tilde{L}_i \tilde{L}_i \rho - \frac{1}{2} \rho \tilde{L}_i \tilde{L}_i^\dagger \right). \tag{10}
\]

When describing the master equation, the choice of basis is irrelevant, since a different basis would yield a different Lindblad decomposition but leaves the sum in Eq. (10) invariant. However, when considering a specific unraveling of that master equation, different decompositions correspond to physically distinct measurements. So although how one chooses to measure the environment cannot change the average evolution of a Markovian system, the information gained from the measurement and
therefore how the state is updated conditioned on that information clearly does depend upon the measurement specifics.

For the analysis of light absorption and emission by photosynthetic complexes by photon counting experiments, we introduce the measurement jump operators

\[ \mathbf{L}_p = \sqrt{\eta} \mathbf{e}_p \cdot \mathbf{D}, \]

where \( \eta < 1 \) is a unitless coupling efficiency factor discussed below, and \( \mathbf{e}_p \) is the polarization vector of the measured electric field component at the sample location. In Fig. 1 we show three “physical” measurement channels labeled by \( p = 0, 1, 2 \). Channel 0 describes a photon counter located in the far-field such that it measures photons propagating nominally in \( +\mathbf{e}_x \) direction, with linear polarization parallel to the \( \mathbf{e}_0 \) axis. Channels 1 (2) measure photons propagating in the \( -\mathbf{e}_y \) direction with polarization aligned to the \( \mathbf{e}_x (\mathbf{e}_z) \) axis, respectively.

In ref. [13], each jump operator had an overall efficiency factor of \( \eta = \frac{\Delta \Omega}{4\pi} \), where \( \Delta \Omega \) is the small solid angle collected by the detector. In appendix A we derive an identical coupling expression using a paraxial mode decomposition.

In order to accurately reproduce the Lindblad form of Eq. (10), we must also derive additional Lindblad jump operators that correspond to the emission of photons into unobserved directions. The jump operators \( \mathbf{L}_p \) are no longer sufficient since they already include the photons emitted into the detected channels. Thus we seek a new set of operators \( \{ \mathbf{L}_{\perp p} \} \), such that the constraint

\[ \gamma_0 \mathbf{D}^\dagger \cdot \mathbf{D} = \sum_{i} L_{\perp i}^\dagger L_{\perp i} + \sum_{p=0}^{2} L_p^\dagger L_p \]  

is satisfied. This constraint has a trivial solution for the case of the geometry in Fig. 1, i.e., when all three Cartesian axes are equally represented by the measurement operators \( \mathbf{L}_p \). In appendix B we derive a general expression for \( \{ \mathbf{L}_{\perp p} \} \), for a measurement geometry that involves non-orthogonal measurement directions. Substituting Eq. (11) and rearranging terms, the constraint becomes

\[ \sum_{i} L_{\perp i}^\dagger L_{\perp i} = \gamma_0 \mathbf{D}^\dagger \cdot \mathbf{D} - \gamma_0 \eta \sum_{p=0}^{2} L_p^\dagger \mathbf{e}_p \mathbf{e}_p \cdot \mathbf{D} \]

\[ = \gamma_0 (1 - \eta) \mathbf{D}^\dagger \cdot \mathbf{D}. \]  

An obvious solution to the constraint is then given by

\[ L_{\perp p} = \sqrt{\gamma_0 (1 - \eta)} \mathbf{e}_p \cdot \mathbf{D}. \]  

We note that because our measurement operators preserve the spherical symmetry of the overall dissipation, any orthogonal basis for \( L_{\perp p} \) would be sufficient. In appendix B we derive a general expression for \( \{ L_{\perp p} \} \), for a measurement geometry that involves non-orthogonal measurement directions.

IV. SINGLE PHOTON STOCHASTIC SCHRODINGER EQUATION

Here we utilize a stochastic Schrodinger equation to unravel the Lindblad master equation, Eq. (10). For such Markovian systems, the resulting quantum trajectories are determined by the choice of measurement operators and may be interpreted as representing the evolution of individual physical processes [14, 37]. Such an unraveling of a given master equation evolves under piece-wise deterministic equations of motion interrupted by discontinuous jumps and is known as a jump unraveling. The equation of motion is for an unnormalized state vector, \( \psi \),

\[ \frac{d}{dt} \tilde{\psi} = (-i\mathbf{H} - \frac{1}{2} \sum_j L_j^\dagger L_j) \tilde{\psi} \equiv -i\mathbf{H}_{\text{eff}} \tilde{\psi}. \]  

Here the index \( j \) runs over all jump channels, i.e., both the observed measurement channels \( j = 0, 1, 2 \), as well as the fluorescence loss channels \( j = 3, 4, 5 \). Within each infinitesimal time increment \( \Delta t \), the probability for detecting a jump in channel \( j \) is

\[ \text{prob}_j(t) = \langle \tilde{\psi} \mathbf{L}_j^\dagger \mathbf{L}_j \tilde{\psi} \rangle \Delta t. \]  

Upon detecting a jump in channel \( j \), the state undergoes the discontinuous transformation:

\[ \tilde{\psi} \rightarrow \mathbf{L}_j \tilde{\psi}/\| \mathbf{L}_j \tilde{\psi} \|. \]

The stochastic Schrodinger equation is related to the density matrix of the Lindblad evolution by the convergence

\[ \rho(t) = \lim_{N \rightarrow \infty} \frac{1}{N} \sum_{m=1}^{N} \tilde{\psi}_m(t) \tilde{\psi}_m(t) \rangle \langle \tilde{\psi}_m(t) \rangle, \]  

where each \( \tilde{\psi}_m(t) \) is a quantum trajectory generated by an independently sampled measurement record.

The most common single photon sources are derived from heralded nonlinear optical processes, in particular from pairwise two-photon production by spontaneous parametric downconversion (SPDC) [8, 38]. While in general the photon statistics from such a source can be non-trivial due to residual time and frequency entanglement, here we assume that all such entanglement has been removed and the joint spectral amplitude factorizes. This ensures that the down converted photons can be assumed to be in a tensor product, so that the detection of the heralding photon merely confirms the knowledge that the incident photon is propagating in a well defined spatial mode with a known wave packet envelope function \( \xi(t) \), and with no knowledge of the entanglement of the original photon pair produced by SPDC.

Given this knowledge that a single photon is incident upon the system with a well defined carrier frequency, \( \omega_0 \), polarization at the sample \( \mathbf{e}_0 \), and time dependent envelope function \( \xi(t) \), the details of how that photon
was created are then no longer relevant for our analysis. In particular, we note that such a photon could just as easily been created by an arbitrary two level system which couples exclusively to the relevant spatial mode, with this coupling modulated to generate the desired envelope. Indeed, Ref. [39] has shown that an incoming single photon can be simulated by a cascaded model in which an upstream excited qubit is coupled to the downstream photon system via a time dependent decay operator \( L_s(t) \). In order to reproduce a specific \( \xi(t) \), the decay operator must take the form

\[
L_s(t) = \frac{\xi(t)}{\sqrt{w(t)}}\sigma_-, 
\]

where the weighting factor

\[
w(t) \equiv \int_t^\infty |\xi(s)|^2 ds
\]

is equal to the amount of the incoming wave packet that has yet to arrive at the system at time \( t \). Thus \( w(t) \) is the probability that an idealize photon counter will detect the photon in the time interval \([t, \infty)\).

This single qubit source model provides a convenient minimal description of the single photon. Thus if the qubit is in the excited state \(|e\rangle\), then the photon is in the incoming, upstream field and has not yet arrived at the system. If the qubit is in the ground state, \(|g\rangle\), then there is no longer an incoming photon. The photon has either been absorbed by the system or it has continued on to the field downstream from the system, where it can be lost to the environment or measured at a photon counter.

In absence of a downstream absorbing system of chromophores, the single qubit unnormalized state vector \( |\psi_q\rangle \) evolves under the equation

\[
\frac{d}{dt} |\tilde{\psi}_q(t)\rangle = -\frac{1}{2} \frac{|\xi(t)|^2}{w(t)} \sigma_+ \sigma_- |\tilde{\psi}_q(t)\rangle. 
\]

(21)

For the initial condition \( |\tilde{\psi}_q(t_0)\rangle = |e\rangle \) at \( t_0 \), with \( \int_{t_0}^\infty |\xi(t)|^2 dt = 1 \) for a single photon wave packet, this equation has the solution

\[
|\tilde{\psi}_q(t)\rangle = \sqrt{w(t)}|e\rangle, 
\]

(22)

which is easily verified by direct substitution.

In the presence of the downstream chromophore system, this constitutes a cascaded quantum system [39, 40], where the upstream single photon emitter now has the effect of modifying both the Lindblad jump operators as well as the coherent Hamiltonian describing the interaction of the photon field with the chromophore system. Suppose the output of the qubit emitter is uniquely routed to the input channel 0, with corresponding downstream jump operator \( L_0 \). The jump operator for the combined output from both the photon source and system emission into the ultimate output of channel 0 is then

\[
L_{\text{tot}}(t) = L_s(t) + L_0. 
\]

(23)

Taking the possible absorption of the upstream photon into account leads to the modified system Hamiltonian,

\[
H_{\text{tot}}(t) = H_{\text{sys}} - \frac{i}{2} L_s(t)L_0 + \frac{i}{2} L_0^\dagger(t)L_s(t). 
\]

(24)

Combining the new emission operator \( L_{\text{tot}}(t) \) with \( H_{\text{tot}}(t) \) to construct the cascaded non-Hermitian Hamiltonian then results in the cancellation of the last term in Eq. (24), yielding

\[
H_{\text{eff}}(t) = H_{\text{sys}} - iL_s(t)L_0^\dagger - \frac{i}{2} L_0^\dagger(t)L_s(t) - \frac{i}{2} \sum_{j=0}^8 L_j^\dagger L_j. 
\]

(25)

We note that for a one dimensional channel, the dynamics of the downstream system should have no effect on the upstream qubit. So for an initial condition where the photon qubit is in \(|e\rangle\) and the downstream system is in its ground state \(|\text{gnd}\rangle\), the joint qubit-system unnormalized state vector should always be in the following form:

\[
|\tilde{\psi}_{\text{tot}}(t)\rangle = \sqrt{w(t)}|e\rangle|\text{gnd}\rangle + |g\rangle|\beta(t)\rangle. 
\]

(26)

Here \(|\beta(t)\rangle\) is an unnormalized state vector in the excited system subspace, i.e., \(|\text{gnd}\rangle|\beta(t)\rangle = 0 \) for all \( t \). By substituting this anzatz and the new effective Hamiltonian from Eq. (25) into the unnormalized evolution equation Eq. (15) and projecting onto the subspace where the photon qubit is in \(|g\rangle\), we are able to compute the equation of motion for the excited state \(|\beta(t)\rangle\):

\[
\frac{d}{dt} |\beta(t)\rangle = \left(-iH_{\text{sys}} - \frac{1}{2} \sum_{j=0}^8 L_j^\dagger L_j\right) |\beta(t)\rangle - \xi(t)L_0^\dagger |\text{gnd}\rangle. 
\]

(27)

This equation takes the satisfying form in which \(|\beta(t)\rangle\) has a homogeneous solution that evolves under the system effective Hamiltonian \( H_{\text{sys}} - \frac{1}{2} \sum_{j=0}^8 L_j^\dagger L_j \), as well as a particular solution that is given by the source term \( \xi(t)L_0^\dagger |\text{gnd}\rangle \). The source term is proportional to both the incoming wave-packet \( \xi(t) \) and the creation of a single excitation by the adjoint of the channel 0 emission operator, \( L_0^\dagger \). This is a key result, allowing the description of absorption of a single photon in a single quantum trajectory. The absorption of the single photon creates a distributed ‘bright state’, which is a single excitation that may be in superposition across many chromophores in the sample, with the details of this superposition being dependent on the distribution of dipole operators contributing to \( L_0 \). For an atomic ensemble distributed in space, this excitation is sometimes referred to as a ‘spin wave’ [19]. For an ideal ensemble of identical atoms located at the same position in space, this superposition is the well known Dicke state, i.e., the \( N = 1 \) superradiant excitation [18].

In the case of PSII, all chromophore sites are approximately co-located due to its small size (\( \lesssim 30 \) nm [31]) relative to the relevant optical wavelength (680 nm). However, the chromophore transition dipoles are not aligned in
PSII and possess a rich and complex structure. Because the \( L_0^\dagger \) operator is proportional to the input polarization dotted into the collective dipole operator, \( L_0^\dagger \propto \mathbf{e}_0 \cdot \mathbf{D}^\dagger \), we see that by varying the input polarization, we will excite different chromophores to differing degrees. Analysis of the chlorophyll transition dipoles for PSII shows that these are neither fully aligned nor do they constitute a purely disordered system. In the following we analyze the collective properties of the chromophore transition dipoles in more detail.

### A. Bright states and dipole couplings

Before considering the general scenario, first consider two orthogonal input polarizations \( \mathbf{e}_a \) and \( \mathbf{e}_b \), with \( \mathbf{e}_a \cdot \mathbf{e}_b = 0 \). These two polarization states will generate two generally distinct (unnormalized) bright states, \( |B_v\rangle \) and \( |B_b\rangle \), where

\[
|B_\alpha\rangle = \mathbf{e}_\alpha \cdot \mathbf{D}^\dagger |\text{gnd}\rangle = \sum_{n=1}^N \mathbf{e}_\alpha \cdot \mathbf{d}_n |n\rangle \tag{28}
\]

for \( \alpha \in \{a, b\} \), with \( |n\rangle \equiv \sigma_{v}^{(n)} |\text{gnd}\rangle \) the state in which only the \( n^{\text{th}} \) chromophore is excited. Now although the input polarization vectors are orthogonal, the bright states may or may not have significant overlap. In fact, if all \( N \) dipoles were to be aligned at 45° between \( \mathbf{e}_a \) and \( \mathbf{e}_b \), then \( |B_a\rangle = |B_b\rangle \). However, there does in fact exist a natural set of coordinates \( \{\mathbf{v}_i, i = 0, 1, 2\} \) such that the corresponding bright states \( |B_i\rangle \) are either orthogonal or zero. We will now find such a basis. Assuming that this basis exists, we have the relationship

\[
\langle B_i | B_j \rangle = \| B_i \|^2 \delta_{ij} = \sum_{n=1}^N (\mathbf{v}_i \cdot \mathbf{d}_n)(\mathbf{v}_j \cdot \mathbf{d}_n)
\]

\[
= \mathbf{v}_i \cdot \left( \sum_{n=1}^N \mathbf{d}_n \mathbf{d}_n^\dagger \right) \cdot \mathbf{v}_j \tag{29}
\]

where \( \mathbf{d}_n \mathbf{d}_n^\dagger \) is the dyadic (outer) product of the two vectors. In other words, \( \{\mathbf{v}_i\} \) is a set of orthonormal eigenvectors of the \( 3 \times 3 \) matrix \( \mathbf{M} \equiv \sum_{n=1}^N \mathbf{d}_n \mathbf{d}_n^\dagger \) with eigenvalues \( \| B_i \|^2 \). Furthermore, the vectors

\[
\mathbf{p}_i = \| B_i \| \mathbf{v}_i \tag{30}
\]

are the collective transition dipoles for these orthogonal bright states. Diagonalizing the matrix \( \mathbf{M} \) for the 324 chromophores of PSII yields the directions and scaled magnitudes of the vectors \( \mathbf{p}_i \) that are shown in Fig. 2 (a), together with a three-dimensional scatter plot of the center positions of the individual dipoles. It is evident that rather than displaying a random or arbitrary set of orientations, the collective dipole moments are actually well aligned with the natural geometry of the total complex. In terms of absolute units, the collective dipoles have magnitudes \( \| \mathbf{p}_0 \| = 44.33 \text{ Debye}, \| \mathbf{p}_1 \| = 41.29 \text{ Debye}, \) and \( \| \mathbf{p}_3 \| = 35.54 \text{ Debye} \). Note that \( \mathbf{v}_0 \) is the input polarization that gives the largest collective dipole moment.

Fig. 2 (b) shows the relative contributions of the individual dipoles to each bright state. For each of the three bright states, we denote the X-Y position of the individual dipoles with a point with variable color and brightness. The color of each point corresponds to the subcomplex type, while the brightness is proportional to \( |\mathbf{v}_i \cdot \mathbf{d}_n|^2 \), normalized to the maximum over all polarizations and positions. A striking feature of these distributions is that the reaction center is seen to exhibit a strong polarization dependence, with the primary D1 and D2 chlorophyll molecules as well as two strongly coupled molecules (ChlD1 and ChlD2) preferentially coupling to \( \mathbf{v}_0 \) polarization.

### V. RESULTS - NO PHONONS

We now present numerical simulations of the SSE for a single PSII complex, with the goal of understanding both the photon averaged evolution as well as the correlations between the observed field channels (corresponding to transmission and fluorescence) and the system dynamics that are revealed by the individual trajectories. The key distinction will be between trajectories where an exiting photon is observed, and trajectories for which no exiting photon is observed. This section considers the limit of PSII in isolation, uncoupled to a phononic environment. Sec. VI contrasts this picture with a model in which PSII is coupled to a Markovian phonon bath.

We assume that all detectors have a collection solid angle \( \Delta \Omega \approx 1.03 \text{ steradians} \), resulting in an efficiency factor \( \eta = 0.123 \). We fix the pulse envelope to have a Gaussian profile with standard deviation in time of \( \sigma = 0.1 \text{ ps} \), which corresponds to a frequency bandwidth of \( \sigma^{-1} = 333.56 \text{ cm}^{-1} \). The peak arrival time of the pulse is set to be \( 8\sigma \) after the initial time \( t_0 \); \( t_{pk} = t_0 + 8\sigma \). These parameters of the incident photon and optical setup are within the experimental capabilities of current quantum optical technology.

We choose the incident polarization and center wavelength of the wave packet \( \xi(t) \) to approximately maximize the probability of photon absorption by the PSII complex. This is done by first aligning the incoming polarization, \( \mathbf{e}_y \), to maximally couple to the bright state with the largest collective dipole moment \( |B_0\rangle \). This has the effect of slightly rotating our coordinate system so that \( \mathbf{e}_y = -\mathbf{v}_0 \), \( \mathbf{e}_x = \mathbf{v}_1 \) and \( \mathbf{e}_z = \mathbf{v}_2 \). We then set the central carrier wavenumber \( k_0 \) to be resonant with the specific energy eigenstate that has the largest overlap with the bright state \( |B_0\rangle \). Explicitly, given that \( E_m \langle E_m \rangle \) are the eigenvalues (eigenvectors) for the system Hamiltonian \( H_{sys} \), we set \( k_0 = E_{m^*} / hc \), where \( E_{m^*} = \max \{ \langle E_m \rangle \langle E_m | B_0 \rangle \} \). For our model of PSII with no phonon coupling and hence no reorganization energy, this results in \( k_0 = 2\pi \times 14,955 \text{ cm}^{-1} \), i.e.,...
a vacuum wavelength $\lambda_0 = 668.66$ nm.

To implement the simulations we use the two step continuous time sampling procedure outlined in [41]. For each trajectory we generate a jump time, $\tau$, and then, given that a jump occurred at that time, we sample from a conditional distribution to determine in which channel the jump occurred. Specifically, we use an inverse cumulative distribution function (CDF) sampling procedure where we first sample a value $u$ from the uniform probability distribution $U_{[0,1]}$ and then numerically solve for the time $\tau$ that satisfies the condition

$$u = \| \tilde{\psi}_{\text{tot}}(\tau) \|^2. \quad (31)$$

This can be seen to be equivalent to inverse CDF sampling of the jump probability by the following argument. The probability to observe zero counts across all channels in the interval $[t_0, \tau]$ is known as the waiting time distribution and is given here by $\| \tilde{\psi}_{\text{tot}}(\tau) \|^2$, with $\tilde{\psi}_{\text{tot}}$ defined by Eq. (26). $\| \tilde{\psi}_{\text{tot}} \|^2$ is the probability to have either an excitation in the incoming field (source qubit) or an excitation in the PSII system, i.e., it is the total probability for the incident excitation to be “upstream” of the detectors. Furthermore, the total system contains only a single excitation in the system, so in any given trajectory there can only be either 0 or 1 counts observed, never 2 or more. Thus the cumulative probability to see 1 count in the interval $[t_0, \tau]$ is the complement of the waiting time, $1 - \| \tilde{\psi}_{\text{tot}}(\tau) \|^2$. Seeking a time $\tau$ when the probability for zero counts crosses a uniformly random threshold value $u$ from above is then equivalent to searching for the time $\tau$ at which the probability to see 1 count crosses the uniformly random threshold value $u' = 1 - u$ from below.

Given that a jump occurs at the jump time $\tau$, we must also determine into which jump channel $j$ the output photon is emitted. The unconditional probability to see a jump in any channel in time interval $[t, t + \Delta t]$ is $\sum_j \text{prob}_j(t) \ll 1$, where $\text{prob}_j(t)$ is given in Eq. (16). However the re-normalized conditional probability for observing a jump in channel $j$, $\text{prob}_j(\tau)$, must sum to 1. Therefore, our second sampling step is to sample from the following discrete conditional distribution,

$$\text{prob}_j(\tau) \equiv \frac{\text{prob}_j(\tau_\leftarrow)}{\sum_k \text{prob}_k(\tau_\leftarrow)} = \frac{\langle L_j^\dagger L_j \rangle \psi_{\text{tot}}(\tau_\leftarrow)}{\sum_k \langle L_k^\dagger L_k \rangle \psi_{\text{tot}}(\tau_\leftarrow)}. \quad (32)$$

Here expectation values of the operators $L_j^\dagger L_j$ are taken with respect to the unnormalized state $\psi_{\text{tot}}$ evaluated at the left limiting time $\tau_\leftarrow$, i.e., just before the jump at time $\tau$.

Fig. 3 shows the waiting time distribution for our model of the chromophores in PSII (panel (a)), together with a histogram of the observed counts in panel (b). These results were obtained with $N = 2^{34} \approx 10^{10}$ sample trajectories. The four orders-of-magnitude decrease seen in the waiting time distribution over the time interval $0.6 - 1.2$ ps is due to the fact that the $w(t)$ term in $\dot{\psi}_{\text{tot}}$ tends to zero after arrival of the pulse, while the corresponding system excitation only reaches a final value of $5.505 \times 10^{-5}$. This is consistent with the characteristic excitation probability of chlorophyll chromophores under single photon conditions [7]. We note that the equally spaced grid of time points used to numerical integrate Eq. 26 and then to obtain the waiting time distribution, does not result in an equally spaced grid of waiting time probabilities. In order to prevent any bias this may introduce, we linearly interpolate between neighboring waiting time probabilities, which allows for simulated jump times that fall outside of the initial time grid.

Of the total number of $\sim 10^{10}$ trajectories, 945,664 resulted in no outgoing photons, i.e., the sampled jump
the environment in channel 3, corresponding to coupling to the exterior environment with the same bright state photon detection in channel 4, representing a photon lost channels 3 and 4. Of these trajectories, 227 resulted in a jump in channel 0, which is the channel that
time would be greater than the final simulation time \( t_f = 1.8 \) ps. Nearly all of the remaining trajectories resulted in a jump in channel 0, which is the channel that responds in the case of pure transmission. 228 trajectories resulted in photon detection in the environmental channels 3 and 4. Of these trajectories, 227 resulted in photon detection in channel 4, representing a photon lost to the exterior environment with the same bright state coupling (\(|B_0\rangle\)) as the incident photon, and therefore also \( e_p \) polarized. Only 1 trajectory resulted in photon loss to the environment in channel 3, corresponding to coupling to the bright state \(|B_1\rangle\) and a lost \( e_p \) polarized photon. Fig. 3 (c) shows the histogram and expected count rates for these two environmental channels. No trajectories resulted in counts in the orthogonal observation channels 1 and 2, or in the third environmental loss mode, channel 5.

This two step sampling procedure makes generating single photon trajectories extremely efficient, particularly when working on a fixed time interval \([t_0, t_f]\). The efficiency is gained by realizing that for each trajectory either the jump has not yet occurred, and the system has deterministically followed the smooth evolution of Eq. (15), or a jump has occurred and the total system has been projected into the zero excitation state \(|g\rangle|g_{\text{nd}}\rangle\). Therefore the problem of producing single trajectories reduces to the problem of sampling the jump times. In fact, because every decay channel \( j \) ends in the same ground state, the second sampling step has no effect on the given trajectory. Only the fact that a photon was detected matters to the posterior state, not where the photon was detected. These simulations were written in Python 3 and made use of the standard NumPy libraries. They were executed on a single Intel core i7 CPU with 16 GB of RAM. The 2³⁴ samples of Fig 3 required \( \sim \) 70 hours of computation time.

The only piece of information that matters to the \( m^{th} \) trajectory is the random jump time \( \tau_m \). Each trajectory can then be written in terms of the renormalized, ‘no jump evolution’ state vector and the post jump ground state, with the use of two indicator functions \( \chi_{(t_0, \tau_m)}(t) \) and \( \chi_{(\tau_m, \infty)}(t) \). The wave function conditioned on the jump is then given by

\[
\psi_m(t) = \chi_{(t_0, \tau_m)}(t) \frac{1}{\|\tilde{\psi}_{\text{tot}}\|} |\tilde{\psi}_{\text{tot}}(t)\rangle + \chi_{(\tau_m, \infty)}(t) |g, g_{\text{nd}}\rangle.
\] (33)

This expression is very useful for computing the density matrix by averaging over trajectories because when two indicator functions are referred to non-overlapping intervals as in Eq. (33), they have disjoint support and thus there is no possible interference between the two terms of \( |\psi_m(t)\rangle \). Therefore the ensemble average over the trajectories is equal to

\[
\rho(t) = \frac{1}{N} \sum_{m=1}^{N} \chi_{(t_0, \tau_m)}(t) \frac{1}{\|\tilde{\psi}_{\text{tot}}\|^2} \langle \tilde{\psi}_{\text{tot}}(t) | \tilde{\psi}_{\text{tot}}(t) \rangle + \chi_{(\tau_m, \infty)}(t) |g, g_{\text{nd}}\rangle \langle g, g_{\text{nd}}|.
\] (34)

The only quantities that depend upon the jump time here are the indicator functions, so that computing the density matrix reduces to making an average over a function that is equal to one before and zero after the jump time, and conversely over its complement. Furthermore, the sum over all indicator functions \( \sum_m \chi_{(t_0, \tau_m)}(t) \) counts the number of trajectories with a jump time \( \tau_m > t \). Therefore the sample average is an estimate for the probability to have not seen any photons in the time interval \([t_0, t]\), i.e., the waiting time distribution. We then have the convergence

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{m=1}^{N} \chi_{(t_0, \tau_m)}(t) = \| \tilde{\psi}_{\text{tot}}(t) \|^2.
\] (35)

The numerical test of this convergence is demonstrated in Fig. 3 (a) where we plot the numerical average together
with the integrated value of the waiting time distribution, $\langle \| \tilde{\psi}_{tot}(t) \| \rangle^2$.

This leads to the following intuitive form of the density matrix

$$
\rho(t) = \langle \tilde{\psi}_{tot}(t) | \tilde{\psi}_{tot}(t) \rangle + (1 - \| \tilde{\psi}_{tot} \|^2) |g, gnd\rangle \langle g, gnd|.
$$

(36)

This expression is simply the realization of the long standing notion in quantum optics that an open quantum system evolves under a decaying effective Hamiltonian, represented by the first term, with the addition of trace preserving ‘feeding’ terms which preserve the norm of the state, represented by the last term. Here we are fortunate to have a simple model in which every scattered photon returns the system to an identical ground state. In this situation the single feeding term is guaranteed to take this particularly simple form.

A. Trajectories and Bayesian interpretation

Fig. 4 (a) shows the deterministic evolution of an individual trajectory that is conditioned upon not observing any outgoing photons in any outgoing mode. This complete information of no photons means that the system always follows the smooth deterministic equation of Eq. (15), renormalized at every time step. Here the lack of an exiting photon provides a clear indication that the photosynthetic system must have absorbed the photon, leading to a dramatic rise in the probability of being in an excited state.

Fig. 4 (b) shows 50 typical trajectories, with one highlighted in red to show the characteristic sharp jump when the photon is emitted. Each trajectory follows the same deterministic no-jump evolution (dashed blue line) up to the jump time $\tau$. For the red highlighted trajectory, this jump occurred at $t \approx 0.9$ ps. After this time the molecular complex is known with certainty to be in its ground state with zero excitation probability, i.e., for times $t \geq \tau$, the probability to be in the excited state is zero. This panel also shows the average probability of excitation over time (solid orange line), computed over all $N = 1 \times 10^8$ trajectories that were simulated. This average makes a smooth transition from 0 to a value of $\sim 5 \times 10^{-5}$, within a time window that corresponds with the arrival of the incoming wave packet. This numerical average also confirms the analytic prediction of Eq. (36) (dotted black line). The average excitation probability is consistent with expectations for single photon excitation of chlorophyll molecules in smaller complexes [7].

The conditional probability of excitation demonstrated by these measurement-based quantum trajectories can be interpreted in terms of a Bayesian probability for an excitation to be either in the incoming field or in absorbing system. To see this, note that the probability to not see any jumps is given by the norm squared of the unnormalized total state, $\| \tilde{\psi}_{tot}(t) \|^2$, Eq. 26, which is equal
to

$$
\| \tilde{\psi}_{tot}(t) \|^2 = w(t) + \| \beta(t) \|^2.
$$

(37)

Given that no jumps have occurred, the conditional probability for the system to be in the 1-excitation manifold is given by

$$
\text{prob}_{ex}(t) = \langle \tilde{\psi}_{tot} | \Pi_{ex} | \tilde{\psi}_{tot} \rangle / \| \tilde{\psi}_{tot} \|^2,
$$

(38)

where $\Pi_{ex}$ is the projector onto the 1-excitation manifold. Noting that $| \beta \rangle (| gnd \rangle )$ is in the $| 1 \rangle (0)$ excitation subspace, the conditional probability then reduces to

$$
\text{prob}_{ex}(t) = \frac{\| \beta(t) \|^2}{w(t) + \| \beta(t) \|^2}.
$$

(39)

Conversely, the conditional probability for the atomic system to be in the zero excitation subspace, i.e., in the state $| gnd \rangle$ is

$$
\text{prob}_{gnd}(t) = \frac{w(t)}{w(t) + \| \beta(t) \|^2}.
$$

(40)
Thus an observation that no jumps have occurred implies that there are only two remaining paths for an excitation conserving system, which are the posterior Bayesian probabilities. Initially, the system is in its ground state $|\text{gnd}\rangle$ and the excitation is in the incoming pulse with $w(t) = 1$, $\|\beta(t)\|^2 = 0$. After the pulse passes, $w(t) \to 0$ and so $\text{prob}_{\text{ex}}(t) \to 1$, even if the average absorption is small, as measured when $\|\beta\|^2 \ll 1$. The crossover point of $\text{prob}_{\text{ex}}(t) = \text{prob}_{\text{gnd}}(t) = 1/2$ occurs when $w(t) = \|\beta(t)\|^2$. This equality is satisfied at later times for weaker overall absorption probability. This can be seen by comparing the crossover time for PSII in Fig. 4 (a) to the corresponding time for a pentamer chromophore system in Fig. 5 (a) below, for which the chromophore-field couplings were artificially increased by a factor of $\sim 5 \times 10^4$ to a value of $1/(5 \text{ ps})$ (see below).

B. Comparison with Conditional Excitation from a Coherent State Source

Here we compare the conditional evolution under excitation pulse with a single photon with the corresponding evolution under an excitation pulse of a weak coherent state. We make this comparison with a highly idealized model, in order to emphasize the role of the photon detection measurements and the quantum statistical effects. Our model for this comparison involves only 5 chromophores interacting with a one dimensional mode. A pulse of laser light has an indefinite number of photons, which when modeled by a coherent state exhibits photon number statistics that follow a Poisson distribution. It is then easy to verify that a coherent state with a mean photon number $\bar{n} = 1$ has equal probability $p_0 = p_1 = e^{-1} \sim 0.37$ of containing 0 or 1 photons.

However, the remaining ~ 0.26 probability represents pulses with multiple photons. So a coherent state has the possibility of creating multiple excitations, in addition to creating just a single excitation. In order to accommodate multiple excitations we must utilize a much larger system Hilbert space, which is the reason that our comparison here is limited to a simple 5 chromophore model system rather than to the full PSII.

The uncertainty in photon number leads to a strong reduction in the amount of information conferred by not measuring a transmitted photon. In the case of a single photon input, not measuring a transmitted photon guarantees that the photon had to be absorbed. However, for a coherent state, not detecting a photon means either all the photons in the pulse were absorbed or the pulse initially contained zero photons. We show below that this ambiguity leads to a strong reversion of the conditional excitation probability to the unconditional average, which is quite different from the conditional excitation probability from a single photon pulse.

Fig. 5 shows the comparison for the pentamer model between conditional excitation from a single photon pulse and from a coherent state with mean photon number equal to 1. The single photon conditional evolution is generated via Eq. (27) and the average is given by Eq. (36). The conditional evolution for a input coherent state is well known in quantum optics [37] and in general this follows the non-linear stochastic differential equation (Ito form):

$$d|\psi_{ch}(t)\rangle = \left( \frac{1}{2} \langle L^\dagger L \rangle |\psi_{ch}(t)\rangle + \frac{1}{2} \langle \xi(t) L^\dagger + \xi^*(t)L \rangle |\psi_{ch}(t)\rangle \right. \left. - \frac{1}{2} L^\dagger L - \xi(t)L - i H \right) dt$$

$$+ \left( \frac{\xi(t)}{\langle (L + \xi(t))|\psi_{ch}(t)\rangle \rangle} L + \xi(t) \right) |\psi_{ch}(t)\rangle dN(t).$$

(41)

Here $dN(t)$ is a pure jump counting increment, i.e., the measurement outcome for time increment $dt$, which is equal to zero for all time in a realization with no observed photon counts. Thus for the zero counts trajectory, the final term is always zero and the equation is no longer stochastic.

In terms of the density matrix, a coherent laser simply induces a local Hamiltonian rotation upon the system and so the average evolution for the coherent state input is easily calculated with a standard density matrix master equation [7]:

$$\frac{d}{dt} \rho_{ch}(t) = -i[H, \rho_{ch}(t)] - i[-i\xi(t)L^\dagger + i\xi^*(t)L, \rho_{ch}(t)]$$

$$+ L \rho_{ch} L^\dagger - \frac{1}{2} L^\dagger L \rho_{ch} - \frac{1}{2} \rho_{ch} L^\dagger L.$$

(42)

We note that this simplified one-dimensional model eliminates any coupling to unobserved radiation modes and assumes perfect input to output coupling. Furthermore, it assumes that all sites are identically coupled with the same coupling rate $\gamma_0 = 1/(5 \text{ ps})$ (which is considerably higher than the values for PSII) and that the local Hamiltonian $H = 0$. The incident pulse has a Gaussian pulse shape with a standard deviation $\sigma = 0.1 \text{ ps}$. The artificially high coupling rate was chosen so that the peak unconditional absorption would be $O(1)$, rather than the $\sim 10^{-5}$ seen in PSII [7], and thereby ease the comparison to the conditional dynamics. None of these simplifications affect the comparison between single photon and coherent state pulses.

Fig. 5 (a) shows numerical integration of a single photon input with the characteristic rise in the excitation probability conditional upon not detecting a transmitted photon. It also shows the average evolution, which has a much larger peak value due to the artificially large coupling rate in this demonstration. Fig. 5 (b) shows the corresponding conditional excitation probability for an incident coherent state with mean photon number $\bar{n} = 1$. Here the conditional excitation is nearly identical to that of the unconditional excitation probability, confirming the prediction made above.
Returning to the comparison with a coherent state in Fig. 5 (b), the inset shows that the probability of excitation conditioned upon observing no outgoing photons is greater for the coherent state than it is for the $|0\rangle + |1\rangle$ superposition. This slight increase is due to the fact that the coherent state has support over multiple photons and thus there is still some probability for multi-photon absorption.

C. Fluorescent rate detection

In the previous sections we have shown that in experimental runs where no transmitted photon is detected following absorption of a single photon, the probability of the system to be excited is dramatically increased. Here we consider what information about PSII is carried by the fluorescent photons, and in particular, by their emission times. Specifically we calculate the average flux of our three detection channels (0, 1, and 2) for a longer time scale than the previous simulations. Because the initial bright state $|B_0\rangle$ is not generally an energy eigenstate, we cannot expect $|\beta(t)\rangle$ to be stationary, even for times long after the photon wave-packet has interacted with the PSII chromophoric system. Thus any intermediate dynamics between $t_{pk}$ and the emission time $\tau$ will show a signature in $|\beta(t)\rangle$.

This can be seen by formally integrating the equation of motion for $|\beta(t)\rangle$, Eq. (27), which results in the integral expression

$$|\beta(t)\rangle = -\sqrt{\eta \gamma_0} \int_{t_0}^{t} ds e^{-iH_{eff}(t-s)} \xi(s)|B_0\rangle.$$  \hspace{1cm} (45)

It is natural to simplify the time dependence of this expression by working in the eigenbasis of $H_{eff}$. However, this is complicated by the fact that $H_{eff}$ is non-Hermitian and fails to commute with its adjoint. Therefore its eigenvectors $\{|\zeta_n\rangle\}$ are not orthogonal, i.e., $\langle\zeta_n|\zeta_m\rangle \neq \delta_{nm}$. Fortunately $H_{eff}$ is not a defective matrix and can still be diagonalized by a (non-unitary) similarity transformation.

Choosing to work in the eigen-energy basis $\{|E_n\rangle\}$ for $H_{sys}$, we will utilize the transformation $Q \equiv \sum_n |\zeta_n\rangle\langle E_n|$. Note that if there were no decay and $H_{eff} = H_{sys}$ (see Eq. (25)) then $Q$ is simply equal to the identity. Consequently for small decay relative to $H_{sys}$ we expect $Q$ to be close to the identity. Thus

$$H_{eff} = Q \sum_n \zeta_n |E_n\rangle\langle E_n| Q^{-1},$$ \hspace{1cm} (46)

where $\{\zeta_n\}$ are the complex eigenvalues. Substituting this expression into $|\beta(t)\rangle$ results in

$$|\beta(t)\rangle = -\sqrt{\eta \gamma_0} \int_{t_0}^{t} ds Q \sum_{n=1}^{d} e^{-i\zeta_n(t-s)} |E_n\rangle\langle E_n| Q^{-1} \times \xi(s)|B_0\rangle.$$ \hspace{1cm} (47)
For times \( t \gg \sigma \) (with \( t_0 \ll \sigma \)) and a Gaussian pulse, we can compute the integral with respect to \( s \) analytically by taking the integration limits to \( \pm \infty \), resulting in the approximate expression

\[
|\beta(t)| \approx -\sqrt{8\pi \eta \gamma_0 \sigma} \left( \sum_{n=1}^{d} e^{-i\zeta_n(t-t_{pk}) - \sigma^2 \zeta_n^2} |\zeta_n| \right) \times \langle E_n | Q^{-1} | B_0 \rangle,
\]

where we have simplified the right hand side using the definition of \( Q \). This relation shows how the initial bright state \( |B_0\rangle \) is mapped into the various eigenstates of \( H_{eff} \) via the incident gaussian wave packet with temporal width \( \sigma \).

In order to effectively separate the transmitted photons from the fluorescence, we consider only fluorescent counts with times \( \tau \in [t_{cut}, t_f] \), employing an initial cut off time \( t_{cut} = t_{pk} + \sigma \tau = 1.5 \text{ ps} \). The rate of fluorescent counts detected in channels 0, 1, 2, is

\[
R_i(t) \equiv \langle \tilde{\psi}_{tot}(t)|L_i|\tilde{\psi}_{tot}(t) \rangle = \eta \gamma_0 \langle |B_i \rangle | \beta(t) \rangle^2,
\]

which follows from our definitions of \( L_i \) in Eq. (11) and the bright states \( |B_i\rangle \) in Eq. (28). The overlap probability \( \langle |B_i \rangle | \beta(t) \rangle^2 \) contain terms \( e^{-i(\zeta_n - \zeta_m)t} \) and thus beat frequencies \( \zeta_{nm} \equiv \zeta_n - \zeta_m \) will become evident as oscillations in the expected rate \( R_i(t) \) and be revealed as distinct peaks in the Fourier spectrum of this note. That due to the relatively small contribution of the imaginary decay term, the real parts of the complex eigenvalues \( \zeta_n \) are exceedingly close to the energy eigenvalues of the pure system Hamiltonian \( H_{sys} \). As a quantitative measure of this, the maximum of the minimum distance between the real part of \( \zeta_n \) and the resonant frequencies of \( H_{sys} \) is

\[
\max_n \min_m |\text{Re}(\zeta_n) - E_m| = 1.853 \times 10^{-5} \text{ cm}^{-1}.
\]

To resolve these beat frequencies we consider a significantly longer time scale with a final time, \( t_f = 250 \text{ ps} \). In the actual system, this is likely to be well beyond the system coherence time, because of the environmental couplings to phonons that we have ignored. The simulations presented here are intended not to make quantitative predictions for a laboratory experiment, but rather to demonstrate the principle of the occurrence of system coherences in the rate of fluorescent photon detection.

Since \( R_i(t) \) is a rate with units of \( 1/\text{ps} \), its Fourier transform \( \mathcal{F}[R_i](\omega) \) is unitless. Also since the total excitation is only \( \sim 10^{-5} \), it is useful to consider the unitless integrated photon flux (absorption probability) for the given time interval \( [t_{cut}, t_f] \):

\[
\Phi_{tot} \equiv \sum_{i=0}^{2} \int_{t_{cut}}^{t_f} R_i(t) \, dt.
\]

For our parameter set, integrating over the time interval [1.5 ps, 250 ps] gives an integrated photon flux of \( \Phi_{tot} = 2.42 \times 10^{-7} \).

Figs. 6 (a-c) show the numerically integrated jump rates in the detection channels 0-2, respectively, for PSII. The corresponding absolute frequency spectra, \( |\mathcal{F}[R_i](\omega)| \), normalized to \( \Phi_{tot} \), are shown in Figs. 6 (d-f). Each peak in this spectrum (we include all peaks having a maximum value at least 0.8% of the largest peak in the spectrum), has a corresponding beat frequency. For each peak we have plotted the closest \( \omega_{nm} \), vertical line. The maximum deviation between a peak and the best fit frequency is less then half the minimum frequency spacing set by our maximum integration time, i.e., \( |\omega_{pk} - \omega_{nm}| < \Delta \omega / 2 = 0.422 \text{ cm}^{-1} \).

**VI. RESULTS - WITH PHONONS**

Here we consider what effect a simple model of the exciton-phonon interaction will have on the single photon absorption process. Rather than the pure evolution under the non-Hermitian Hamiltonian, dissipation into the phonon environment now becomes a strong source of decoherence.

One possible route is to consider a quantum trajectory unraveling of the emission/absorption of phonons by the system. This will lead to a new type of jumps in a quantum trajectory, where in addition to the perfect detection of photons, the theory is also describing an ideal measurement of the phonon environment. We will leave the microscopic understanding of the phonon statistics to another paper and instead restrict the scope of our observations in this work to the photons.

Leaving the phonons as an unobserved degree of freedom requires the quantum trajectory to propagate an unnormalized conditional mixed state density operator, \( \tilde{\rho}_A(t) \). [42, section 7.4]. This corresponds to a partial
unraveling of a general quantum master equation and cannot be described by an SSE. The partial unraveling of a quantum master equation breaks the dynamics into periods of free evolution under a Liouvillian that lacks the “feeding terms” for the measured channels, i.e., the fluorescent photons, separated by measurement-induced jumps. The feeding term is only applied when a photon is detected. The waiting time between jumps is given by the trace of the unnormalized state. In our setting we now have two classes of jump operators, namely the collective photon emission operators \( L_i \), derived above, as well as the phonon dissipation operators \( J_\alpha \), whose properties we will describe below.

Here we will present a fully Markovian and (time-independent) Lindblad description of the exciton-phonon interaction. Such a quantum master equation is equivalent to secular-Redfield theory [43] and provides a simple albeit concrete starting place for modeling the exciton-phonon interaction.

The full quantum master equation including both photonic and phononic dissipation channels defines the Liouvillian map

\[
\frac{d\rho}{dt} = -i[H, \rho] + \sum_i D[L_i](\rho) + \sum_\alpha D[J_\alpha](\rho) \equiv \mathcal{L}(\rho),
\]

where the dissipator \( D[\cdot] \) is

\[
D[L](\rho) = L\rho L^\dagger - \frac{1}{2} L^\dagger L \rho - \frac{1}{2} \rho L^\dagger L.
\]

The first term of Eq. (52) is known as the feeding term since it adds population to the state in such a way as to compensate for the population that is removed by the remaining terms.

In the absence of any feeding terms, the state will evolve solely under the non-Hermitian Hamiltonian. Thus between photon emissions, the unnormalized state \( \rho_c(t) \) evolves under the conditional quantum master equation:

\[
\frac{d\rho_c}{dt} = -iH_{\text{eff}} \rho_c + i\bar{\rho}_iH^\dagger_{\text{eff}} + \sum_\alpha D[J_\alpha](\rho_c) = \mathcal{L}(\rho_c) - \sum_i \mathcal{S}_i(\rho_c),
\]

where the map defined by the feeding terms map is \( \mathcal{S}_i(\rho) \equiv L_i\rho L^\dagger_i \) for all photon jump modes \( i \). When a photon is observed in mode \( i \), \( \rho_c \) undergoes the update \( \rho_c \rightarrow \mathcal{S}_i(\rho_c) \). At any time \( t \), the normalized conditional state \( \rho_c(t) \) is then given by \( \rho_c(t) = \bar{\rho}_c(t)/\text{Tr}\bar{\rho}_c(t) \).

### A. The phonon model

The exciton-phonon interaction is derived from a shifted oscillator model, where each exciton site is assumed to be coupled to an independent bath of oscillators whose equilibrium positions shift (see, e.g., ref. [11] for a detailed derivation). A time-independent Lindblad master equation is derived by constructing the system coupling operator in the energy basis \( \{|E_i\rangle\} \) and then applying second order perturbation theory with Markov and secular approximations. Upon doing so, the phononic jump operators \( J_\alpha \) decompose into independent transitions between energy basis states, whose rates depend upon the originating excitonic site \( n \), and the Bohr transition frequency \( \omega_{ij} = E_i - E_j \) of the energy transition.

Thus the index \( \alpha \) in \( \mathcal{L}(\rho) \) is a multi-index denoting a sum over both \( n \) and all distinct \( \omega_{ij} \) from the spectrum of \( H_{\text{sys}} \). The jump operators decompose into 3 distinct types, depending upon the value of the transition energy, i.e.,

\[
J_n(\omega_{ij}) = \begin{cases}
J_n^{(c)}(\omega_{ij}) & \omega_{ij} < 0 \\
J_n^{(p)}(\omega_{ij}) & \omega_{ij} = 0 \\
J_n^{(h)}(\omega_{ij}) & \omega_{ij} > 0
\end{cases}
\]

The transitions are either cooling, dephasing, or heating (denoted \( J_n^{(c)} \), \( J_n^{(p)} \), \( J_n^{(h)} \), respectively) depending upon the change in energy. These operators are:

\[
J_n^{(c)}(\omega_{ij}) = \sqrt{2\langle \bar{n}(\omega_{ij}) + 1 \rangle} \chi_n(\omega_{ij}) \langle E_i | n \rangle \langle n | E_j \rangle | E_i \rangle | E_j \rangle
\]

\[
J_n^{(p)}(\omega_{ij}) = 2k_B T \frac{d\chi_n}{d\omega} \bigg|_{\omega=0} \sum_i \langle E_i | n \rangle \langle n | E_i \rangle | E_i \rangle | E_i \rangle
\]

\[
J_n^{(h)}(\omega_{ij}) = \sqrt{2\langle \bar{n}(\omega_{ij}) \rangle} \chi_n(\omega_{ij}) \langle E_i | n \rangle \langle n | E_j \rangle | E_i \rangle | E_j \rangle
\]

Here \( |n\rangle \) is the excitonic state at site \( n \) and \( |E_j\rangle \) is an energy eigenstate of \( H_{\text{sys}} \). \( \bar{n}(\omega) \) is the average thermal occupation of the 1D Bose-Einstein distribution, \( \chi_n(\omega) \) is the one-sided spectral density of the phononic bath coupling for site \( n \) at frequency \( \omega \).

For the LHII trimers and outer minor core complexes we use the same spectral densities as those employed in ref. [31], which are based upon the experimental fits of ref. [44]. However, for the RC and inner core complexes CP-47 and CP-43 we used the spectral densities from ref. [45], in contrast to the more smoothly varying densities of ref. [46]. The distinction is that the former model has a spectral density that more closely matches to that of the other subcomplexes of PSII, whereas the latter smoothly varying density excludes any dephasing interaction \( J_n^{(p)} \), since \( \frac{d\chi_n}{d\omega} \bigg|_{\omega=0} = 0 \) for that form.

### B. Radical pair formation

The ultimate measure for energy transport in PSII is the formation of chemically useful charge separation. Thus in order to get a measure of the quantum efficiency (QE) of the system, i.e., the probability for creating charge separation given that a photon was absorbed, we add additional incoherent transitions between specific
states in the RC and aggregate effective states representing stages of charge separation and radical pair formation.

This is done with a coarse-grained model by introducing two states, \(|\text{RP}_1\rangle\) and \(|\text{RP}_2\rangle\), which represent two steps in the charge transfer process \([31, 47]\). The first, \(|\text{RP}_1\rangle\), is able to reversibly exchange an exciton via 3 specific sites in the reaction center and with hopping rates that nominally obeys detailed balance. \(|\text{RP}_1\rangle\) then reversibly decays into \(|\text{RP}_2\rangle\) acting as a final energy sink. The specific sites that couple to \(|\text{RP}_1\rangle\) are the \(P_{D_1}, P_{D_2}\) special pair, as well as the associated \(D_1\) chlorophyll. All three states are assumed to have the same transfer rates with \(\Gamma_{\text{RP}_1 \rightarrow \text{RP}_2} = 0.64\) ps and \(\Gamma_{\text{RP}_2 \rightarrow \text{RP}_1} = 160\) ps. The final irreversible rate from \(|\text{RP}_1\rangle\) to \(|\text{RP}_2\rangle\) is \(\Gamma_{\text{RP}_1 \rightarrow \text{RP}_2} = 560\) ps. For our chosen temperature \(T = 293\) K, and these given rates, detailed balance requires that the energy splitting between \(|\text{RP}_1\rangle\) and the reaction center is \(\Delta E = 7686\) cm\(^{-1}\). Thus we set the energy of \(|\text{RP}_1\rangle\) to be \(\Delta E\) below the mean of the energy of \(P_{D_1}\) and \(P_{D_2}\). Since the irreversible transition to \(|\text{RP}_2\rangle\) has no up rate, we cannot infer an energy splitting from a detailed balance criterion. We therefore arbitrarily set \(E_{\text{RP}_1} - E_{\text{RP}_2} = 1.5 \Delta E\).

Having made the secular approximation in the exciton-phonon interaction, we will also model the transitions to \(|\text{RP}_1\rangle\) as incoherent transitions between energy eigenstates rather than between \(|\text{RP}_1\rangle\) and the site basis states (see Eq. (53)). We do so both for mathematical simplicity and consistency, in that if we ignore possible coherence in the phononic transitions by making the secular approximation, we should do the same for a less precise model of charge separation. With that, our jump operators between the three specific RC sites that couple to \(|\text{RP}_1\rangle\), i.e., \(n \in \{P_{D_1}, P_{D_2}, \text{chl} \text{D}_1\}\), are given by

\[
J_n(E_{\text{RP}_1} - E_i) = \sqrt{\Gamma_{n \rightarrow \text{RP}_1}} \langle n | E_i \rangle |\text{RP}_1\rangle |E_i\rangle \\
J_n(E_i - E_{\text{RP}_1}) = \sqrt{\Gamma_{\text{RP}_1 \rightarrow n}} \langle E_i | n \rangle |E_i\rangle |\text{RP}_1\rangle \\
J_{\text{RP}_1}(E_{\text{RP}_2} - E_{\text{RP}_1}) = \sqrt{\Gamma_{\text{RP}_1 \rightarrow \text{RP}_2}} |\text{RP}_2\rangle |\text{RP}_1\rangle.
\]

Note that the rates implicit in Eq. (56) do not satisfy detailed balance. This is because, while we have used the principle of detailed balance to infer \(\Delta E\) from the rates of ref. [31] above, the transitions in Eq. (56) will only equilibrate to a thermal state if \(\langle n | E_i \rangle = \delta_{ni}\), i.e., if the site basis states \(|n\rangle\) are also energy eigenstates. This is not possible in the presence of excitonic coupling. In principle, detailed balance could still be maintained if the up and down rates were energy dependent.

C. Non-radiative decay

The final addition to our model is a non-radiative decay pathway for every excitonic site \(n\). We do this because the non-radiative decay rates can be of the same order of magnitude as spontaneous emission rates, e.g., for PSII the average non-radiative jump rate is \(\gamma_{n \rightarrow 0}^{-1} = 2\) ns [31].

We shall assume all sites have this average value and model the non-radiative decay via the jump operator

\[
J_n^{(nr)} = \sqrt{\gamma_{n \rightarrow 0}} |f\rangle |n\rangle,
\]

where the state \(|f\rangle\) is a state distinct from \(|\text{gnd}\rangle\) that we introduce to distinguish radiative from non-radiative decay in our quantum master equation evolution.

D. Photon emission simulations

Under this full model including the RP states and the non-radiative decay, we have computed the probability of emitting a photon into our observed photon channels 0-2. The expected count rates are contrasted with those from the no phonon model in Fig. 7 (a). We see that the phonon environment has a dramatic damping effect on the oscillations evident in the photon emission rates in Fig. 7 (a). Indeed, after the incident pulse has passed, the phonon model exhibits a nearly constant emission rate for all three emission channels. In contrast, in the absence of the phonon environment the emission rates vary aperiodically across several orders of magnitude within the 5 ps time frame.

We expect that this large difference is due to the strong dephasing introduced by our particularly simple model.
of the phonon environment. This stems from making a secular approximation in the phonon environment, which assumes that every system Bohr frequency $\omega_{nm}$ is on resonance with some particular phonon jump operator and is negligibly off-resonant with all other phonon jump operators. Consequently every peak in the jump rate spectrum of Fig. 6 will experience some decoherence, as long as there is a non-zero support in the spectral density.

To measure the effects of the dephasing in this system we compute the quantum state fidelity, $F(\rho_c, \rho_d) = \text{Tr} \left[ \sqrt{\rho_d} \sqrt{\rho_c} \sqrt{\rho_d} \right]$, between the state conditioned on no photons having been emitted before time $t$, i.e., $\rho_c(t)$ and $\rho_d(t)$, the output from a totally dephasing channel, which is given by

$$\rho_d(t) = \sum_i \langle E_i | \rho_c(t) | E_i \rangle \langle E_i | \rangle. \quad (58)$$

Fig. 7 (b) shows the quantum state fidelity $F(\rho_c, \rho_d)$ as a function of time for the strongly dephasing phonon model. For comparison we also show the corresponding fidelity for the no phonon model. We see that when the excitation transitions from being near zero to near one at around $t \sim 1.2$ ps (see Fig. 4), the fidelity drops only slightly, to a minimum value of 0.991. This is to be contrasted with the corresponding fidelity for the no-phonon model of Sec. V (blue line), where the fidelity falls significantly from unity, due to the fact that in this case the no jump evolution remains a pure state, with significant coherence between energy eigenstates. This is the case even when the total excited state probability is small. In fact at the peak arrival time of 0.8 ps, the no-phonon dephasing fidelity already has already fallen to a value of 0.492.

Fig. 7 (c), which plots the probability to be in any non-ground state, shows that despite the difference in dephasing fidelities, the excited state probabilities transition at nearly identical times. This is because the phononic decoherence sets in only once the system has become excited and acts as the identity channel on the ground state. Nevertheless, the single photon absorption process remains the same coherent process which feeds the single exciton manifold via the bright state $|B_0\rangle$, with a weighting of this by the incoming photon wave-packet $\xi(t)$ (see Sec. III and Appendix A). Once that excitonic coherence is created, the phononic decoherence channel will primarily dephase the excitation created at the beginning of the pulse, relative to its later contribution. However, this dephasing will not impact the total excited state population.

### E. Long time populations in presence of phonons and non-radiative decay

We now present simulations that compute the average evolution of the system for times $t \gg 1.8$ ps, given that no photonic jump was observed for $t \leq 1.8$ ps. Thus for times $t < 1.8$ ps the state will evolve under Eq. (53), properly renormalized, while for times $t \geq 1.8$ ps it will follow Eq. (51). This will test our phononic model for long times and give us a numerical estimate for the quantum efficiency, by computing the final population in $|\text{RP}_1\rangle$. We choose 1.8 ps because at this time the single photon pulse is $10 \sigma$ away from the peak arrival time. Therefore conditioning on observing no photon before 1.8 ps gives us a good criterion that the single photon has been absorbed.

The fidelity analysis above showed that $\rho_c(t)$ remains extremely close to a convex mixture of energy eigenstates throughout its evolution, and in particular by the time we transition to integrating the unconditional master equation of Eq. (51). It is easy to show that because all of the jump operators map excited states onto energy eigenstates, once the system density matrix is diagonal in the energy basis it will thereafter remain diagonal in this basis. Therefore, for $t \geq 1.8$ ps we only need to track the diagonal elements of $\rho$ and hence to integrate a purely classical hopping master equation to obtain the populations $P_i = \langle E_i | \rho | E_i \rangle$ at longer times.

Fig. 8 (a) shows the results of this simulation for times
0 ≤ t ≤ 4.91 ns. We track the probability to be in one of the three steady states, |RP\textsubscript{2}⟩, |f⟩, |gnd⟩, corresponding to radical-pair formation, non-radiative decay and single-photon emission. In addition, we plot the probability to be in any of the remaining non-stationary excited states, P\textsubscript{excited}, which combines the populations in |RP\textsubscript{1}⟩ with the population in the single excitation manifold (blue line). At the final time t = 4.91 ns, the populations are $P_{\text{gnd}} = 0.006$, $P_{\text{RP}} = 0.922$, $P_{f} = 0.072$, and $P_{\text{excited}} < 10^{-3}$. We note that the final population of 92.2% in the radical pair state (|RP\textsubscript{1}⟩) constitutes a microscopic estimate of the quantum efficiency, given the single photon nature of the incident pulse and is consistent with experimental measures of the quantum efficiency of PSII [1, 2].

The dynamics shown in Fig. 8 can actually be understood by considering an even simpler model than the relatively simple classical hopping between energy eigenstates mentioned above. A minimal model for population decay is to assume that at the transition time $t = 1.8$ ps, each of the stationary terminal states, i.e., |RP\textsubscript{2}⟩, |gnd⟩, |f⟩ will be populated by decay from the remaining excited states with a constant and equal rate $\Gamma_i$. Thus the change in the probability for each eventual stationary state $P_i$ will increase in proportion with rate $\Gamma_i$ to the total probability to be in the excited states, $P_{\text{excited}}$. Because the total probability must be conserved, this implies that $P_{\text{excited}}$ must decrease an equal amount in turn and so we have the following simple system of equations,

$$\frac{dP_i(t)}{dt} = \Gamma_i P_{\text{excited}}(t),$$

$$\frac{dP_{\text{excited}}(t)}{dt} = -\sum_i \Gamma_i P_{\text{excited}}(t).$$

(59)

To compare our quantum master equation treatment to this minimal model, we compute the time dependent relative rates,

$$\Gamma_i(t) \equiv \frac{1}{P_{\text{excited}}(t)} \frac{dP_i(t)}{dt}.$$  

(60)

If this minimal model were to fit for all time, then each $\Gamma_i$ would be constant in time. Any time dependence in these rates reveals some non-equilibrium dynamics in the decay of $P_{\text{excited}}$. Fig. 8 (b) shows that for times $1.8$ ps ≤ t ≤ 100 ps the rates $\Gamma_i(t)$ are indeed time-dependent and therefore indicate initial transient behavior before full thermalization. However, for times $t \gtrsim 100$ ps the relative decay rates are essentially flat. The corresponding asymptotic values are $\Gamma_{\text{gnd}} = 122$ ns, $\Gamma_{\text{RP}} = 0.660$ ns, and $\Gamma_{f} = 9.45$ ns. From these values we can extract the steady-state population in the radical pair state |RP\textsubscript{2}⟩ from the minimal model of Eq. (59). This analysis also yields a prediction for the QE according to the usual definition based on (macroscopic) rates $QE = \Gamma_{\text{RP}} / (\Gamma_{\text{gnd}} + \Gamma_{\text{RP}} + \Gamma_{f})$ [1]. This results in an estimate of 93.0% for the QE.

This estimate is remarkably close to the terminal |RP\textsubscript{2}⟩ population of the full numerical simulations (Fig. 8 (a)). Fig. 8 (b) shows that at short times the rate for radical pair production is less than its steady-state value, so it is unsurprising that the minimal model shows a slight over-estimate of the final QE. From a microscopic perspective, this transitory behavior can be understood from the fact that the coupling to the incident photon is through the excitonic states, which can decay either radiatively or non-radiatively. However, in order to irreversibly transfer into |RP\textsubscript{2}⟩, the system must first populate the reversible |RP\textsubscript{1}⟩ state. In our simple model of radical pair formation, |RP\textsubscript{1}⟩ can only decay to |RP\textsubscript{2}⟩ and cannot decay radiatively or non-radiatively. Thus as |RP\textsubscript{1}⟩ gains significant population, the probability to be in a state that can decay radiatively or non-radiatively decreases. Fig. 8 (c) shows the effect of this, plotting how the total excited state population is distributed between the various sub-complexes of PSII and the |RP\textsubscript{1}⟩ state.

It is worth noting that in terms of the unit dipole spontaneous emission rate, the radiative rate is $\Gamma_{\text{gnd}} = 3.99 \Gamma_0$. This is significantly less than the spontaneous emission rates from single chromophores in PSII, which range from 10 to 20 $\Gamma_0$. However, Fig. 8 (c) shows that 75% of the steady-state excitation is in the non-radiative |RP\textsubscript{1}⟩ state. An estimate of the overall radiative rate at steady-state is then 25% of a uniform average over every individual emission rate, i.e., $0.25 \times \sum_n \Gamma_n = 3.81 \Gamma_0$. This is quite close to the thermal steady state value of 3.99 $\Gamma_0$, with the slight bias away from a uniform average attributed to the unequal weighting between the LHCII, CP and RC complexes, which themselves have an unequal distribution of dipoles with different spontaneous emission rates.

VII. DISCUSSION AND CONCLUSIONS

Here we have derived a quantum trajectory model of PSII interacting with an incident single photon. In doing so, we have shown how the incident photon couples to a collective dipole state that is distinct from both the Hamiltonian eigenstates and the eigenvectors of the decaying non-Hermitian effective Hamiltonian that generates the smooth evolution between jumps in the quantum trajectories. We have also shown what information can be gained by measuring the output photon modes. In particular, we showed through both numerical simulation and theoretical analysis that the rare events where the input photon is not detected in any output mode results in the excited state probability converging to one as the incident wave-packet passes the system. We compared this to the case of a coherent state with one mean photon and showed that the near unit excitation probability is not achieved for a coherent state because of its significant overlap with the vacuum state.

Finally, we showed both numerically and analytically how, in the otherwise isolated PSII complex, the spec-
trum of observed fluorescent photon counts indicates that the initially excited bright state is not a stationary state and that the oscillations in the observed fluorescent count rates can serve as a witness to coherent dynamics in the excited states. These studies without exciton-phonon coupling were complemented by studies including excitonic coupling to phonon modes withing a strongly dephasing model of the latter. We have shown here that in a strongly dephasing environment, the fluorescent count rate oscillations are strongly suppressed and essentially absent for the PSII simulations presented here. In this situation the average state of the system has extremely high fidelity with a density matrix that lacks any coherence between energy eigenstates. While this is a very interesting and leading result, we note that neither of the two extremes of no phonons and a strongly dephasing phononic environment are truly an accurate representation for the complex phononic environment of photosynthetic excitons. What role phonons play photosynthetic complexes is still a matter of active research, with some quantum coherence between the phonon environment and the excited system may appear as a result of non-Markovian exciton-phonon couplings.

We expect that a fruitful avenue of research to further investigate this important issue will be to weaken the full secular approximation into partially coherent or ‘quasi-secular’ jump operators, with slowly varying Bohr fre-
c

(A1)

(\textit{h.c.} stands for the Hermitian conjugate of the preceding terms.) Specifically, the positive frequency component of the freely propagating electric field operator for a TEM$_{00}$ paraxial beam (with carrier wave number $k_0$ propagating in the $+z$ direction) is [52, appendix B]:

$$
E_{\text{para}}^{(+)}(r, t) = i \sqrt{\frac{\hbar \omega_0}{2 \epsilon_0 A c}} e^{i k_0 (z - ct)} \sum_{q=1,2} e_q(x, z, t - z/c),
$$

where $u_{00}(x, z, t)$ is the unitless scalar mode function for a TEM$_{00}$ beam (square normalized to the transverse area $A$, i.e. $\int d^2 x |u_{00}(x, z)|^2 = A$ ), and $e_q(x, z, t)$ are the 2 orthogonal polarization states and the field operators $\hat{b}_q$ and $\hat{b}_q^\dagger$ obey the delta commutation relation:

$$
\delta_{q'q} \delta(t - t' - (z - z')/c).
$$

To ensure maximal coupling, we will assume that the beam’s carrier frequency is equal to the resonance transition frequency $\omega_0$ and that the chromophore is located at the center of its focus, there by setting $r_0 = 0$.

Taking the paraxial part of the $-E \cdot \hat{d}$ interaction, we can see that, in a frame rotating at $\omega_0$ and making the rotating wave approximation, the resonant interaction between a single dipole and the paraxial beam is

$$
- \hat{E}_{\text{para}}(r_0, t) \cdot \hat{d}(t) = -i \sum_{q=1,2} \sqrt{\frac{\hbar \omega_0}{2 \epsilon_0 A c}} \epsilon_0(x, z_a) \cdot d \cdot \hat{b}_q(t - z/c) + \text{h.c.}
$$

Note that because in the rotating frame $\hat{d}^{(+)}(t) = e^{+i \omega_0 t} \sigma_+$ this explicit time cancels the time dependence of the carrier, only leaving the time dependence of the slowly-varying field operator $\hat{b}_q(t)$. This expression can be simplified by introducing the unit Wigner-Weisskopf decay rate $\gamma_0 = \sqrt{\epsilon_0 \omega_0}$, the approximation that $r_0 = 0$ for all chromophores resulting in the universal geometric factor

$$
\eta \equiv \frac{3 \pi}{2 k_0^2 A} |u_{00}(0)|^2.
$$

The total interaction between all $N$ sites and the paraxial
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Appendix A: Paraxial coupling model

Here we derive the coupling between the sample and a paraxial field mode and express the coupling efficiency factor $\eta$ both in terms of the paraxial beam’s cross sectional area, as well as the 98% collection solid angle.

Formally, we can decompose the full electric field operator $E$, in terms of a field operator $E_{\text{para}}$ and the electric field for the remaining modes, $E_{\perp}$:

$$
E = E_{\text{para}}^{(+)} + E_{\perp}^{(+)} + \text{h.c.},
$$

where $u_{00}(x, t)$ is the unitless scalar mode function for a TEM$_{00}$ beam (square normalized to the transverse area $A$, i.e. $\int d^2 x |u_{00}(x, t)|^2 = A$ ), and $e_q(x, t)$ are the 2 orthogonal polarization states and the field operators $b_q$ and $b_q^\dagger$ obey the delta commutation relation:

$$
\delta_{q'q} \delta(t - t' - (z - z')/c).
$$

To ensure maximal coupling, we will assume that the beam’s carrier frequency is equal to the resonance transition frequency $\omega_0$ and that the chromophore is located at the center of its focus, there by setting $r_0 = 0$.

Taking the paraxial part of the $-E \cdot \hat{d}$ interaction, we can see that, in a frame rotating at $\omega_0$ and making the rotating wave approximation, the resonant interaction between a single dipole and the paraxial beam is

$$
- \hat{E}_{\text{para}}(r_0, t) \cdot \hat{d}(t) = -i \sum_{q=1,2} \sqrt{\frac{\hbar \omega_0}{2 \epsilon_0 A c}} \epsilon_0(x, z_a) \cdot d \cdot \hat{b}_q(t - z/c) + \text{h.c.}
$$

Note that because in the rotating frame $\hat{d}^{(+)}(t) = e^{+i \omega_0 t} \sigma_+$ this explicit time cancels the time dependence of the carrier, only leaving the time dependence of the slowly-varying field operator $\hat{b}_q(t)$. This expression can be simplified by introducing the unit Wigner-Weisskopf decay rate $\gamma_0 = \sqrt{\epsilon_0 \omega_0}$, the approximation that $r_0 = 0$ for all chromophores resulting in the universal geometric factor

$$
\eta \equiv \frac{3 \pi}{2 k_0^2 A} |u_{00}(0)|^2.
$$

The total interaction between all $N$ sites and the paraxial
beam is then
\[ -E_{\text{para}}(0, t) \cdot \sum_{j=1}^{N} d_j(t) \approx -i\hbar \sum_{q=1,2} \sum_{j=1}^{N} e_q(0) \cdot d_j \hat{\sigma}^{(j)}_+ \hat{b}_q(t) + h.c. \] (A6)

This interaction shows that the operator \( \hat{b}_q(t) \) resonantly couples to the system via the collective system operator:
\[ L_{\text{para}q}^\dagger = \sqrt{\eta} e_q(0) \cdot D^\dagger, \] (A7)

An alternative form for \( \eta \) can be found by writing it in terms of the (98\%) transmission) collection solid angle \( \Delta \Omega \) for a TEM\(_{00}\) Gaussian beam. The beam area is often written in terms of the minimum (1/e) radius of the electric field, call the beam waist \( w_0 \), with \( A = \pi w_0^2/2 \). When written in terms of the beam waist, \( \Delta \Omega = 8\pi/(k_0 w_0)^2 \), and so we have the equivalent expression \( \eta = \frac{3}{8\pi} \Delta \Omega \) used in the main text.

### Appendix B: geometric mode decomposition

In the main text we consider the special case geometry of two observation spatial modes, with identical collection solid angles and orthogonal propagation directions. In general multiple beams can be considered so long as they have negligible spatial overlaps, orthogonal polarizations, or both. Here we consider the case of varying the angle between incident and a collection beam, and the relation between the incident polarization to the two polarization states available to the collection beam. For simplicity, we will assume that both the incident paraxial beam and off axis observation modes have the same collection angle \( \Delta \Omega \), but that the polarization vectors are generally distinct but not necessary orthogonal. (If the incident beam propagates in the +z direction and is +x polarized at its focus, an observation beam that propagates along +y could also be polarized along +x.) We denote the polarization vector for incoming beam as \( e_n \), and the two polarization states of the observation mode as \( e_{\text{obs}1} \) and \( e_{\text{obs}2} \). So while we require \( e_{\text{obs}1} \cdot e_{\text{obs}2} = 0 \), neither of these vectors need be orthogonal to \( e_n \), unless \( e_n \) is also parallel to the observation optical axis. Thus these three polarization vectors lead to the 3 paraxial coupling operators,
\[ L_p = \sqrt{\eta} e_p \cdot D \] (B1)

where \( e_p \in \{ e_n, e_{\text{obs}1}, e_{\text{obs}2} \} \).

The constraint equation for the loss operators, Eq. (13) can now be written, such that in general the set of operators \( L_{\perp q} \), must satisfy:
\[ \sum_q L_{\perp q}^\dagger L_{\perp q} = \gamma_0 D^\dagger \cdot D - \sum_p L_{\perp p}^\dagger L_{\perp p}. \] (B2)

It is illuminating to write this equation in terms of the \( 3 \times 3 \) identity matrix, \( I \), as well as the dyads formed by the unit vectors \( e_p^\dagger \cdot e_p \):
\[ \sum_q L_{\perp q}^\dagger L_{\perp q} = \gamma_0 D^\dagger \cdot (I - \eta \sum_p e_p^\dagger e_p) \cdot D. \] (B3)

In the main text, the center \( 3 \times 3 \) matrix,
\[ M \equiv I - \eta \sum_p e_p^\dagger e_p, \] (B4)

was simply proportional to \( I \), leading to a particularly simple solution. However, in general \( M \) has nontrivial eigenvalues \( \{ m_i \} \) and eigenvectors \( \{ v_i \} \), but once we solve this problem we then have the solution:
\[ L_{\perp i} = \sqrt{\gamma_0 m_i} v_i \cdot D. \] (B5)

Solving for these eigenvalues and eigenvectors is easily done. However, an analytic expression is obtainable, by considering the fact that \( e_{\text{obs}1}, e_{\text{obs}2}, \) and the propagation direction of the observation beam \( e_{\text{obs}k} \) form an orthonormal basis. This means that \( M \) can be written as,
\[ M = (1 - \eta) I - \eta (e_n e_n^\dagger - e_{\text{obs}k} e_{\text{obs}k}^\dagger). \] (B6)

Thus when \( e_n \cdot e_{\text{obs}k} = \pm 1 \), \( M \) is proportional to the identity. Also, note that any vector that is orthogonal to both \( e_n \) and \( e_{\text{obs}k} \) is an eigenvector of \( M \), with eigenvalue \( 1 - \eta \).

We define \( \theta \) to be the angle between \( e_n \) and \( e_{\text{obs}1} - e_{\text{obs}2} \) plane, which is also equal to \( \theta = \sin^{-1}(e_n \cdot e_{\text{obs}k}) \). Then the three eigenvalues of \( M \) turn out to be \( m_i = 1 - \eta (1 + q \cos(\theta)) \) where \( q = -1, 0, 1 \). Whenever \( \cos(\theta) \neq 0 \), the \( q = 0 \) eigenvector is equal to,
\[ v_0 = (e_n \times e_{\text{obs}k}) / \cos(\theta). \] (B7)

The eigenvector \( v_{+1} \) defines the dipole orientation that maximally couples to all of the observed modes, thereby minimizing the coupling to the unobserved modes. It turns out that this is the vector that lies half way between the input polarization \( e_n \), and its projection into the \( e_{\text{obs}1} - e_{\text{obs}2} \) plane. It then follows that a dipole oriented along \( v_{-1} \) is minimally coupled to the observed modes, and is equal to \( v_{-1} = v_0 \times v_{+1} \). The degenerate case of \( \theta = \pi/2 \) is the geometry we consider in the main text and \( M \propto I \).

---
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