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Abstract

We propose a simple test of the main identification assumption in models where the treatment variable takes multiple values and has bunching. The test consists of adding an indicator of the bunching point to the estimation model and testing whether the coefficient of this indicator is zero. Although similar in spirit to the test in Caetano (2015), the dummy test has important practical advantages: it is more powerful at detecting endogeneity, and it also detects violations of the functional form assumption. The test does not require exclusion restrictions and can be implemented in many approaches popular in empirical research, including linear, two-way fixed effects, and discrete choice models. We apply the test to the estimation of the effect of a mother’s working hours on her child’s skills in a panel data context (James-Burdumy 2005).

JEL Codes: C12, C21, C23, C24

1 Introduction

Caetano (2015) introduced the idea that confounders tend to be discontinuous at bunching points. This presents the opportunity to detect endogeneity by testing whether the outcome is discontinuous at a bunching point. There is a growing literature applying this test, see e.g. Rozenas et al. (2017), Erhardt (2017), Pang (2017), Bleemer (2018a), Bleemer (2018b), Ferreira et al. (2018), Lavetti and Schmutte (2018), Caetano and Maheshri (2018), De Vito et al. (2019), Caetano et al. (2019), Fe and Sanfelice (2020) and Caetano et al. (2021).

In this paper, we present a test similar in spirit to Caetano (2015)’s discontinuity test (henceforth CDT), but with some important advantages. A key advantage is that it is easy to apply: the test consists of simply adding an indicator variable (dummy) of a bunching point to the model and testing whether the parameter of the indicator is zero. The only requirement is a rank condition (essentially, that there is bunching), so it extends the applicability of CDT to cases where the treatment variable is discrete or mixed. In fact, some papers have used variations of this approach in an informal attempt to implement CDT (e.g. Caetano and Maheshri 2018, Ferreira et al. 2018 and Caetano et al. 2019). Yet, there has been no formal study of this test, which is one of the aims of this paper.
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Another advantage of the dummy test is that it tests all the main identification assumptions of the model at the same time, while CDT tests only exogeneity. This is desirable, since when presenting results, it is preferable to report diagnostic statistics about whether all identifying assumptions are valid, rather than only a subset. In linear models, the dummy test has power to detect violations of both the exogeneity and the linearity conditions. In models with heterogeneous treatment effects, it additionally detects correlated random effects. In linear difference-in-differences models that are estimated with two-way fixed effects regressions, the dummy test detects violations from the “strong parallel trends” assumption, which includes the standard parallel trends assumption plus the uncorrelated treatment effects assumption (e.g., de Chaisemartin and d’Haultfoeuille 2020, Callaway et al. 2021). In nonlinear models, including those estimated by nonlinear regression, GMM, and Maximum Likelihood, it detects violations from the model’s specific exogeneity, functional form, and distributional assumptions.

The dummy test is also substantially more powerful than CDT even at detecting endogeneity. The lower power of CDT is due to more than its use of nonparametric estimators – it stems also from the split-sample nature of that test. In fact, we compare the dummy test to the parametric version of CDT, and the dummy test is more powerful.

The array of applications where the dummy test can be used is vast. Bunching is commonly found when the treatment variable is constrained to be above or below a threshold. Constraints can be natural (e.g. when the variable cannot be negative, such as the number of cigarettes smoked), or generated by laws/rules (e.g. minimum and maximum requirements, such as minimum schooling). Bunching is also frequently found at interior points, for example due to changes in policies at known thresholds (e.g. bunching at kinks in the US tax schedule). Extensive lists of examples can be found in Caetano (2015) and Caetano et al. (2020) as well as in the public finance bunching literature (see, e.g. Kleven (2016) and Bertanha et al. (2021)). In discrete choice models, there are often product characteristics that are bunched at zero, such as the number of previous purchases of cars of a given brand (Train and Winston 2007), the quantity in foodstuffs of sugar, fat, gluten, carbohydrates, and salt (Harding and Lovenheim 2017), crime in a neighborhood (Caetano and Maheshri 2018), the number of venues of a given type in a neighborhood (e.g. cafes, stores, parks, see Caetano and Maheshri 2019), and the racial composition of schools and neighborhoods (Caetano and Maheshri 2021). Notably, the dummy test can also be used to assess the validity of some popular selection-on-unobservables strategies such as difference-in-differences approaches using multi-way fixed effects. Examples of empirical papers using such strategies where the treatment variable takes multiple values and has bunching include Nunn (2008), Anderson and Sallee (2011), Forman et al. (2012), Imberman et al. (2012), and Dube and Vargas (2013), among many others.

We apply the dummy test to study the effect of maternal working hours on the skills of the child. In this literature all models are linear, so it is important to test all the main identification assumptions, not only endogeneity. In a panel setting (James-Burdumy 2005), we find evidence that year fixed effects together with a detailed list of control variables are not sufficient to identify the effect of interest, but family and year fixed effects with the same list of controls are, provided the panel is short enough. With a longer panel, the strong parallel trends assumption becomes invalid and the two-way fixed effects strategy is rejected, highlighting the fragility of this strategy in this context, and the importance of using tests such as the one we propose to guide the empirical approach.

Large parts of the empirical research in social and behavioral sciences relies on observational data
and non-experimental identification strategies. This test contributes to a growing list of useful tools for sensitivity analyses in models with multi-valued treatments when experimental or quasi-experimental variation is not readily available or may be imperfect (e.g. Altonji et al. 2005, McCrary 2008, Oster 2019, de Chaisemartin and d’Haultfoeuille 2020, Callaway et al. 2021, D’Haultfoeuille et al. 2021). Since the dummy test does not require exclusion restrictions or special data structures, it can be used in the early stages of research as a diagnostic test to assess whether a different identification strategy should be used (perhaps necessitating longitudinal data, instrumental variables, or different identification assumptions such as those explored in some of the papers cited above).

The remainder of the paper is as follows. In Section 2, we formalize the test in the linear case, and discuss its size. In Section 3, we study the power of the test. In Section 4, we compare the dummy test with CDT, and we also discuss the results of a Monte Carlo experiment comparing the tests. We present our application in Section 5. In Section 6, we show how the test can be applied to nonlinear models, and we conclude in Section 7. The Appendix contains proofs and details, as well as various extensions including a section on how interactions of the dummy with controls, and multiple bunching points, can be used to increase power.

2 Test Statistic and Size

For simplicity, we focus first on linear models (including heterogeneous treatment effect and difference-in-differences models). However, the ideas translate well into nonlinear models, as detailed in Section 6. We want to identify $\beta$ in the following equation:

\[
Y = \beta X + \varepsilon, \tag{1}
\]

where $Y$ is the outcome variable, $X$ is the explanatory variable of interest (a scalar), and $\varepsilon$ is the remainder (so this equation is without loss of generality).\(^1\)

Because we are concerned that $X$ and $\varepsilon$ are correlated, we may want to use controls. Let the vector $Z$ include a constant and any controls we may wish to include. To estimate $\beta$, we intend to run an OLS regression of $Y$ on $X$ and $Z$. For $\hat{\beta}$ obtained from this regression to be consistent, one needs to assume

Assumption 1. $\mathbb{E}[\varepsilon | X, Z] = \mathbb{E}[\varepsilon | Z] = Z'\lambda$.

This assumption implies $\text{Cov}(X, \varepsilon | Z) = 0$. It states that any confounder of $X$ can be absorbed by a linear combination of the elements of $Z$. $Z$ may include fixed effects, lagged measures of $Y$ and $X$, proxy variables (including generated regressors) and any other observed control variables. This setting is therefore rather general. In Appendix C.1, we show that this setting includes heterogeneous treatment effects models and difference-in-differences models that are estimated with multi-way fixed effects. There, we also use the potential outcomes notation, which may be more familiar to some readers.

Let $W = (X, Z')'$, and assume that

Assumption 2. $\mathbb{E}[(W', 1(X = 0))(W', 1(X = 0))']$ is invertible.

\(^1\)Note that $\varepsilon$ does not need to be centered around zero, hence why a constant is not explicitly included in this equation.
Because $Z$ includes a constant, this rank condition implicitly requires that $0 < P(X = 0) < 1$, i.e., that $X$ varies and has a bunching point at $X = 0$. Note that there is no restriction in the support beyond Assumption 2. In particular, the distribution of $X$ may be discrete or mixed.

We propose testing Assumption 1 by adding $1(X = 0)$ to the regression of $Y$ on $X$ and $Z$, and testing whether the coefficient of $1(X = 0)$ is equal to zero. To increase power, it may also be desirable to add interactions of $1(X = 0)$ and functions of $Z$ instead. Also, if more than one bunching point is available, it may be advantageous to add more dummies. Here we focus on the simple case where a single dummy is added, and we provide details of these extensions in Appendix D.

Let the sample be $\{(Y_i, X_i, Z_i')\}_{i=1}^n$, and define $y = (Y_1, \ldots, Y_n)'$, $d = (1(X_1 = 0), \ldots, 1(X_n = 0))'$, and $w$ the matrix with rows equal to $(X_i, Z_i')'$. For $n$ large enough, Assumption 2 guarantees that we can write the matrix inverses below. Define $M_w = I - w(w'w)^{-1}w'$. Then the coefficient of $d$ in a regression of $y$ onto $x$, $z$ and $d$ is

$$\hat{\theta} = (d'M_wd)^{-1}d'M_wy.$$ 

The dummy test statistic is simply the $t$-statistic of the test that the coefficient of $1(X = 0)$ is significant. Specifically, the test statistic is $\hat{\theta}/SE(\hat{\theta})$, where $SE(\hat{\theta})$ is the estimator of the standard deviation of $\hat{\theta}$, which will depend on the assumptions and method of estimation. Thus, at the $\alpha$ significance level, we reject the null hypothesis

$$H_0: \text{Assumption 1 holds}$$

if $|\hat{\theta}/SE(\hat{\theta})| > z_{1-\alpha/2}$, where $z_{1-\alpha/2}$ is the $(1 - \alpha/2) \cdot 100$th quantile of the standard normal distribution.

Technically, the dummy test is identical to a specification test in which we add an additional term, $1(X = 0)$, to the regression, and then test if the coefficient of this new term is equal to zero. Such tests are ubiquitous in practice. Establishing that the size is asymptotically correct is simply a matter of proving the convergence in distribution of the OLS estimator of the dummy coefficient in the augmented regression, and the consistency of the corresponding standard error estimator. These convergence results have been established for a host of combinations of data structures and assumptions about the data. Instead of choosing a specific structure and repeating such results here, we refer the reader directly to the relevant papers. For classical cases, see White (1980) for cross-sectional data with independent but not identically distributed observations, and see Arellano et al. (1987) for panel data with clustered errors. Subsequently, many papers have established the asymptotic behavior of the OLS coefficients and standard errors under variations in the data structure and relaxations of the assumptions of the model. For example, asymptotic results for OLS regressions with generated covariates are established in Newey and McFadden (1994) and Newey (1994). The literature on spatial and panel data is also rich in different specifications, cluster definitions, variance models and covariance estimation techniques for which asymptotic results have been established (e.g. Lee 2007, Bester et al. 2011, Bonhomme and Manresa 2015, Bester et al. 2016, de Chaisemartin and d’Haultfoeuille 2018, de Chaisemartin and d’Haultfoeuille 2020).
3 Test Power

In this section, we study the power of the test. Local power analyses and other determinants of power which depend on the variance of \( \hat{\theta} \) follow trivially from the asymptotic results of the specific setting (e.g., see the papers cited at the end of the previous section). We focus instead on the magnitude of \( \hat{\theta} \), which is the main determinant of power as the sample size increases. Specifically, we examine what \( \hat{\theta} \) identifies when Assumption 1 does not hold.

We can write, without loss of generality,

\[ \mathbb{E}[\varepsilon|X, Z] = \Gamma(X, Z) + \Delta(Z)\mathbf{1}(X = 0), \]

where \( \Gamma(X, Z) \) is continuous in \( X \) at \( X = 0 \) for all \( Z \).\(^2\) This equation categorizes violations from Assumption 1 as either continuous \((\Gamma(X, Z) \neq Z'\lambda)\) or discontinuous at \( X = 0 \) \((\Delta(Z) \neq 0)\). In Appendix B, we develop a model in which the bunching at \( X = 0 \) is generated by a constraint that \( X \) cannot be negative. This example is rather general, and fits most applications where bunching is at one extreme of the support of \( X \)'s distribution. There, \( \Gamma \) and \( \Delta \) have a structural interpretation within the model.\(^3\)

Let \( \mathbf{\Gamma} = (\Gamma(X_1, Z_1), \ldots, \Gamma(X_n, Z_n))^\prime \), \( \Delta_0 = (\Delta(Z_1)\mathbf{1}(X_1 = 0), \ldots, \Delta(Z_n)\mathbf{1}(X_n = 0))^\prime \), and \( \mathbf{\epsilon} = (\epsilon_1, \ldots, \epsilon_n)^\prime \). Then the estimated coefficient of \( \mathbf{1}(X = 0) \) is

\[ \hat{\theta} = (\mathbf{d}'M_w\mathbf{d})^{-1}\mathbf{d}'M_w\mathbf{\Gamma} + (\mathbf{d}'M_w\mathbf{d})^{-1}\mathbf{d}'M_w\Delta_0 + (\mathbf{d}'M_w\mathbf{d})^{-1}\mathbf{d}'M_w\mathbf{\epsilon}. \]

The last term of \( \hat{\theta} \) is asymptotically negligible.\(^4\) In Appendix A, we show that, under standard assumptions such as random sampling and the existence of moments,

\[ \hat{\theta} \xrightarrow{p} \frac{\mathbb{E}[\Gamma(0, Z)|X = 0] - \mathbf{\Gamma}_0^*}{1 - \mathbf{d}^\prime} + \frac{\mathbb{E}[\Delta(Z)|X = 0] - \Delta_0^*}{1 - \mathbf{d}^\prime}, \]

where, letting \( m_{ZX} := p \lim_{n \to \infty} n^{-1}(\mathbf{\epsilon}'(I - \mathbf{X}', \mathbf{X})^{-1}\mathbf{X}'\mathbf{\epsilon}) \), \( \mathbf{\Gamma}_0^* := \mathbb{E}[\mathbf{\Gamma}|X = 0]'m_{ZX}^{-1}\mathbf{\epsilon} \lim_{n \to \infty} n^{-1}(\mathbf{\epsilon}'(I - \mathbf{X}', \mathbf{X})^{-1}\mathbf{X}'\mathbf{\epsilon}) \) is the predicted value of \( \Gamma(X, Z) \) in a regression on \( X \) and \( Z \) at \( X = 0 \). Analogously, \( \Delta_0^* := \mathbb{E}[\Delta(Z)|X = 0]'m_{ZX}^{-1}\mathbb{E}[\Delta(Z)\mathbf{1}(X = 0)] \) is the asymptotic limit of the predicted value of \( \Delta(Z)\mathbf{1}(X = 0) \) from a regression on \( X \) and \( Z \) at \( X = 0 \).

The power is therefore dependent on two factors. The first factor, \( \mathbb{E}[\Gamma(0, Z)|X = 0] - \mathbf{\Gamma}_0^* \), depends on the continuous nonlinearities. If \( \Gamma(X, Z) = \alpha X + Z'\lambda \) (i.e. there is no misspecification, but there is linear endogeneity, through \( \alpha X \)) then this term will be zero.\(^5\) In every other case, this term will be

---

\(^2\)Any function \( f(X, Z) \) can be written without loss of generality as the sum of a continuous function in \( X \) at \( X = 0 \) and the discontinuity in \( X \) at \( X = 0 \).

\(^3\)In particular, in that model, (a) if there is endogeneity, then \( \Delta(Z) \neq 0 \), and thus there is a discontinuity in the unobservables generated by the constraint; (b) a discontinuity in the treatment function will also affect \( \Delta(Z) \); and (c) \( \Gamma \) is affected by continuous nonlinearities both in the treatment function and, if there is endogeneity, in the effect of the confounder on the outcome.

\(^4\)This holds for any data structure, method, and choice of \( Z \) under the assumptions that guarantee the consistency of that method. For example, if the \( \epsilon_i \) are independent but not identically distributed and we use the Eicker-White standard errors, then the negligibility of the last term follows by White (1980)'s Theorem 1, under Assumptions 2-4 in that paper (replacing White (1980)'s \( X_i \) and \( \epsilon_i \) with \((W_i, \mathbf{1}(X_i = 0))'\) and \( \epsilon_i \), respectively, and noting that Assumption 1 in that paper holds by (2)).

\(^5\)Nevertheless, since \( \alpha \) and \( \Delta(Z) \) tend to be determined by the same factors, in this case the endogeneity will usually
different from zero. As we show in Appendix B, nonlinearities in \( \Gamma \) may appear because the treatment function is misspecified, or because there is nonlinear endogeneity. In particular, this term detects action of confounders that only affect the outcome for values of \( X \) away from the bunching point, since this tends to generate continuous nonlinearities in \( \mathbb{E}[Y | X, Z] \).

The second factor, \( \mathbb{E}[\Delta(Z) | X = 0] - \Delta_{0}^{*} \), depends on the size of the discontinuities. Such discontinuities appear if the treatment function is discontinuous at \( X = 0 \) or if there is endogeneity and the unobservables are discontinuous at the bunching point. As argued by Caetano (2015), and shown in Appendix B for a constrained choice model, discontinuities in unobservables are ubiquitous.

The term \( d^{*} := \mathbb{E}[Z | X = 0]'m_{X}^{-1} \mathbb{E}[1(X = 0)] \) in the denominator is the asymptotic limit of the predicted value of \( 1(X = 0) \) from a regression on \( X \) and \( Z \) at \( X = 0 \). In Appendix A, we show that \( 0 < 1 - d^{*} \leq 1 \) and thus that the difference in the numerators are further magnified.

To illustrate the sources of power of the dummy test, consider our application. We are interested in the effects of the number of hours a mother works during the first three years of the child on the child’s skills. There is a pronounced bunching of 25% of mothers at zero hours, which can be seen in Figure 1.

**Figure 1: Evidence of Bunching in Maternal Working Hours**

Note: The figure shows the empirical cumulative density function of the mother’s average hours working per year during the first three years of the child’s life for our full sample (\( N = 3,383 \)). Source: NLSY79. See Section 5 for details about the application.

The top left panel in Figure 2 shows the local linear fit of the expected verbal score of the child (our outcome variable) for each positive level of working hours of the mother, as well as the average test score among those who are bunched. The evident discontinuity at zero has only two possible (non-exclusive) explanations: the effect of working hours on skills is discontinuous at zero hours, or the confounders are discontinuous at zero hours.

Indeed, the vast majority of observable confounders are discontinuous at zero hours. The other panels in Figure 2 are constructed similarly to the top left panel already discussed. These panels show be detected by the second term in equation (3). This can be seen in the example in Appendix B and in the Monte Carlo study (Appendix F).

For example, suppose that \( Y = \beta X + Z'\gamma + \delta \zeta + \varepsilon \), where \( \mathbb{E}[\zeta | X, Z] = 0 \) if \( X < 10 \), and \( \mathbb{E}[\zeta | X, Z] = a(X - 10) \) if \( X \geq 10 \). Then \( \mathbb{E}[Y | X, Z] \) is a piecewise linear function of \( X \) for \( X > 0 \), with a kink at \( X = 10 \). So, while the confounder \( \zeta \) does not vary discontinuously at \( X = 0 \), the dummy test can still detect it because of non-linearities.
discontinuities in the mother’s Armed Forces Qualifying Test (AFQT) score, a pre-market measure of her academic skills, the presence of the spouse in the household in the year the child took the test, and the Home Observation Measurement of the Environment (HOME) score. Moreover, we find that those children bunched at zero are systematically negatively selected, in the sense that the observables that are positively correlated with $Y$ (verbal test scores) tend to be discontinuously lower at $X = 0$. This is consistent with what we found in the top left panel of Figure 2 for the outcome variable $Y$. Because discontinuities at $X = 0$ are so prevalent in observables, we expect that they should also be prevalent in unobservables. Thus, if there is endogeneity, we expect $\Delta(Z) \neq 0$ in this application.

The models in this literature (e.g. James-Burdumy 2005 and the references therein) rely not only on exogeneity as the main identification assumption; they also assume that the model is linear. Any continuous nonlinearities resulting from the nonlinearity of the true model are reflected in $\Gamma$. For instance, it is possible that one additional hour of work becomes more or less costly for the development of the child’s skill the longer hours the mother works. Additionally, it is possible that there are confounders that affect the outcome only after the mother works enough hours (e.g. quality of child care).

---

7 The HOME score measures the quality of the home environment of the child for cognitive and emotional development (Bradley and Caldwell 1984; Bradley et al. 1992).
The linearity assumption also indirectly rules out the possibility that the effect of the hours the mother works is discontinuous at zero hours. Indeed, it is plausible that the effect is continuous, as working 0 hours per year in the first three years of the child should have a similar effect on the child’s skill at age 4 to working, say, 1 hour per year. In any case, a discontinuity in the treatment effect would affect $\Delta(Z)$, and thus be detected by the dummy test.

Figure 1 also shows bunching of 3% of the sample at 2,080 hours, which is equivalent to 40 hours per week for 52 weeks. This opens the possibility of a multiple dummy test, by including $1(X = 0)$ and $1(X = 2,080)$ in the regression, and performing a joint test of whether the coefficients of both dummies are equal to zero, as described in Appendix D.2. However, Figure 2 does not show a corresponding discontinuity in the outcome or observables at that threshold. This suggests that both the unobservables as well as the treatment effect are likely to be continuous at 2,080 hours. As discussed in Appendix D.2, in this instance, the multiple dummy test is advisable only if the amount of bunching at $X = 2,080$ is substantially larger than at $X = 0$, which is not the case here.

4 Comparison with Caetano (2015)’s Discontinuity Test

In this section, we compare the power of the dummy test and Caetano (2015)’s Discontinuity Test (CDT). CDT identifies the quantity $\lim_{x \downarrow 0} E[E[Y|X = 0, Z] - Y|X = x]$. In our context, this is equivalent to

$$\lim_{x \downarrow 0} E[\Delta(Z)|X = x],$$

provided certain conditions on $\Gamma$ hold (e.g. bounded above by an integrable function). Thus, the power of CDT comes entirely from the discontinuities. In contrast, the dummy test can detect both discontinuities and continuous nonlinearities ($\Gamma(X, Z) \neq \alpha X + Z'\gamma$).

Supposing $\Gamma(X, Z) = \alpha X + Z'\lambda$, the power of both tests depend entirely on the discontinuities. First, we consider the estimated quantities. CDT identifies an average of the discontinuities among the values of $Z$ near the bunching point. The dummy test identifies a more complex quantity (the second term in equation (3)). On the one hand, it subtracts from the average of the discontinuities the part of those discontinuities which is linearly predicted by $X$ and $Z$. On the other hand, it divides this term by $(1 - d^*)$, a number between 0 and 1. Neither quantity always dominates the other.

In contrast, the standard errors of the estimators of both quantities are very different. CDT uses nonparametric estimators, so the rate of convergence of its test statistic is much slower than that of the dummy test ($\sqrt{nh}$ vs. $\sqrt{n}$, where $h$ is the bandwidth in the local linear regression in CDT). Therefore, the resulting power of the dummy test will usually be larger because the standard errors of the estimators will tend to be much smaller.

The stark difference in power between CDT and the dummy test can be seen in the Monte Carlo simulations in Appendix F. The results there reflect what is expected from the theory: the dummy test detects continuous misspecification (while CDT does not), and has substantially more power to detect endogeneity.

The variance advantage of the dummy test over CDT is not only due to the use of parametric versus nonparametric estimators. To show this, we develop a parametric version of CDT. We refer to this test
as the Linear CDT. In model (1), the Linear CDT estimates (4) in two steps:

1. Regress $Y$ onto $Z$ using only observations such that $X = 0$; let the coefficients be $\hat{\lambda}$. Calculate $Q = Z'\hat{\lambda} - Y$ in the entire sample.

2. Regress $Q$ onto $X$ using only observations such that $X > 0$. The intercept of this regression is $\hat{\theta}_{LCDT}$.

If Assumption 1 holds, then the first step is an estimator of $\lambda$, so $Q \approx -\beta X - \epsilon$, where $\epsilon = Y - \mathbb{E}[Y|X, Z]$. Thus, step 2 consistently estimates the true intercept, zero. The Linear CDT is identical to CDT with linear instead of nonparametric regressions in the first and second steps.

The Linear CDT has power to detect misspecification as well as endogeneity, and does not suffer the loss of power from the nonparametric estimation. However, like CDT, it is still a split-sample test, as steps 1 and 2 are estimated on different subsamples of the data. In Appendix F.3, we consider the performance of the Linear CDT in our Monte Carlo study. Although it is substantially more powerful than CDT, it is less powerful than the dummy test.

5 Application

We showcase the test using the application in James-Burdumy (2005), which estimates the effect of maternal working hours on children’s skills. We assemble the same data, from the National Longitudinal Survey of Youth (NLSY), and we consider both the original sample and an extended sample augmented to include data from more recent survey rounds. In the notation of our paper, $Y$ is the child’s verbal test score (Peabody Picture Vocabulary Test), measured around age four, and $X$ is the yearly average number of working hours of the mother in the three years following the child’s birth.

The NLSY allows us to observe many covariates that help control for confounders, but controlling only for these covariates might not be sufficient, thus leading to bias in the effect of interest. James-Burdumy (2005) improves on the previous literature by adding time-invariant family fixed effects to these detailed control specifications. Intuitively, the paper aims to compare the test scores of two siblings whose mother worked different hours during their respective first three years of life. The siblings were born in different years, and so the test scores are observed in different calendar years, 1986 and 1988, depending on the sibling. Because family and year fixed effects are used, the identification strategy is a conditional (on observed controls) version of difference-in-differences, with two years and many groups (families). Naturally, there is still the concern that there are other confounders varying with the child within the family, such as factors affecting labor supply and test scores that may change across children during their first three years of life (e.g., spouse’s presence, hours of work, quality of child care).

We also consider an extended sample where we include siblings whose test scores are observed in any of the years 1986, 1988, 1990 and 1992. This version of difference-in-differences also compares siblings’

---

8 We formalize the Linear CDT in Appendix E.

9 Specifically, we link maternal work history data during the first three years of a child’s life from the National Longitudinal Surveys of Youth 1979 (NLSY79) to the children’s skill measures from the Children of the National Longitudinal Surveys (CNLSY).

10 We start the period in the fourth month after the month of the birth of the child to avoid measurement error related to differences in maternity leave.
test scores when they are observed farther apart from each other, which extends the sample substantially, but may lead to further sources of bias due to violations of the strong parallel trends assumption. Indeed, not only do the unobservables of the family have more scope to change over time (a violation of the standard parallel trends assumption), but the treatment effects are more likely to be heterogeneous (a violation of the uncorrelated treatment effects assumption, which is also necessary for strong parallel trends). Fortunately, the dummy test detects both of these types of confounders (see Appendix C.1.2 for details).

Table 1 presents the results for different versions of the dummy test, different samples, and different identification strategies. The first two columns show results for the original sample from James-Burdumy (2005), while the last two columns show the results for the extended sample. The specification labeled “Diff” refers to the one used by James-Burdumy (2005) with the most detailed set of controls, including year fixed effects. The specification labeled “DiD” adds to these controls family fixed effects, which is the best specification in that paper. In the first two rows of the table, we implement the univariate version of the test, while in the next two rows we implement the multivariate version (Appendix D.1) by allowing for heterogeneity in the coefficient of the dummy variable by whether the spouse is both present and has a high school degree. Specifically, instead of the dummy $1(X = 0)$, we add two dummies $1(X = 0, Z)$ and $1(X = 0, Z^c)$, where $Z$ indicates that the spouse is present and has a high school degree, and $Z^c$ represents all other possibilities, and perform a joint test of whether the two coefficients are equal to zero. We choose to use the presence and level of education of the spouse as the source of heterogeneity because a mother’s decision to work likely depends on whether there is a spouse present who is capable of earning enough money on their own to support the family.

The first two columns show that in the original context of James-Burdumy (2005) we strongly reject Assumption 1 for the Diff specification, but we do not reject Assumption 1 for the DiD specification. Thus, the dummy test suggests that James-Burdumy (2005)’s approach of considering a second difference in her analysis is key to controlling for most confounders.

In the next columns of the table, we extend the sample and conduct the analogous comparisons under presumably stronger assumptions (because of the wider range of comparison among siblings across years, as discussed above). Reassuringly, we reject even the DiD identification strategy in this case.

The table also shows that, in this context, the multivariate test (bottom rows) tends to have a bit more power to detect violations from Assumption 1 than the univariate test (top rows). However, the conclusions are very similar irrespective of the version of the dummy test one uses.

---

11 The list of controls includes the child’s gender, birth order, and age; the mother’s age at the child’s birth, highest education level, and average wage in the child’s first three years of life; whether the spouse is present; the spouse’s income and highest education level; the number of children in the household with ages 0-2, 3-5, 6-11 and above 12; and region of residence and survey year fixed effects.
12 James-Burdumy (2005) also provides an IV approach, but argues that this DiD specification is the preferred one.
Table 1: F-statistics and P-Values of Dummy Tests

| Identification Strategy | Sample Bunching Location | Original X=0 | Extended X=0 |
|-------------------------|--------------------------|--------------|--------------|
|                         | Diff DiD                 | Diff DiD     |
| Univariate              | 10.358 0.000             | 16.071 2.428 |
|                         | 0.001 0.997              | 0.000 0.119  |
| Multivariate            | 6.485 0.987              | 18.088 2.471 |
|                         | 0.002 0.373              | 0.000 0.085  |
| N                       | 1867 1172                | 3383 2545    |

Note: This table shows the F statistics and p-values of the univariate and multivariate dummy tests for different samples and identification strategies. The samples are either the original one used in James-Burdumy (2005), or the extended sample discussed in the main text. The identification strategies are either Differences (Diff) or Difference-in-Differences (DiD), where the former includes several controls plus year FE's (see Footnote 11), while the latter adds family FE's as well. In the multivariate case, we allow for heterogeneity in the coefficient of the dummy by whether the spouse is both present and has a high school degree.

We conclude that most of the sources of bias in the original sample and application seem to come from confounders that vary across families, which are absorbed by the family fixed effects. By focusing on siblings whose test scores were observed within a narrow range of years, James-Burdumy (2005) seems to have successfully controlled for confounders with the DiD identification strategy. By contrast, an extended version of that DiD identification strategy where siblings’ test scores are allowed to be observed within a wider range of years does not seem to be valid.

6 Nonlinear Models

The dummy test can be implemented in nonlinear models. If the model allows for the inclusion of the dummy and the identification of its coefficient under the null, the test can be performed. The gamut of such models is very large, and it is not possible, as far as we know, to characterize every identification strategy under the same conceptual umbrella. In this section, we show how the dummy test can be applied to a wide range of nonlinear models that are estimated with extremum estimators. This includes most classical models which are estimated by Maximum Likelihood or GMM, such as nonlinear regression, probit, and discrete choice models, among others.

Assumption 3. Suppose that, under some condition $A$, the parameter $\gamma_0$ can be identified as

$$\gamma_0 = \arg\max_{\gamma \in \Lambda} M_0(Y, X, Z; \gamma).$$

This assumption states that $\gamma_0$ is identified as the argument which maximizes a function $M_0$ within a parameter set $\gamma$ when condition $A$ holds. We want to test whether assumption $A$ holds. We will now extend the model to a more general one which includes the dummies and nests the original model under assumption $A$. 
Assumption 4. Suppose that there exists a function $Q_0(Y, X, Z, \mathbf{1}(X = 0); \gamma, \delta)$ such that if assumption $A$ holds,

$$(\gamma_0, 0) = \arg \max_{\gamma \in \Lambda, \delta \in \Omega} Q_0(Y, X, Z, \mathbf{1}(X = 0); \gamma, \delta),$$

and

$$Q_0(Y, X, Z, \mathbf{1}(X = 0); \gamma, 0) = M_0(Y, X, Z; \gamma).$$

The following theorem establishes that one can test assumption $A$ by testing whether $\delta = 0$ using a $t$ or $F$ test, depending on whether $\delta$ is a scalar or a multivariate vector.

**Theorem 6.1.** Let $\hat{Q}_n$ be an estimator of $Q_0$. If Assumptions 3 and 4, as well as the conditions of Theorem 3.1 in Newey and McFadden (1994) hold,\(^{13}\) then if condition $A$ holds,

$$\sqrt{n} \hat{V} \left( \begin{array}{c} \hat{\gamma} - \gamma_0 \\ \hat{\delta} \end{array} \right) \rightarrow_d \mathcal{N}(0, I),$$

where $I$ is the identity matrix, and $\hat{V}$ is the consistent estimator of the asymptotic variance of the coefficients built using Theorem 4.1 in Newey and McFadden (1994).

The proof of Theorem 6.1 is trivial and is thus omitted. Note that the setup above is true for any specification test based on the inclusion of an additional variable into the model which should not be there if the identification assumption holds. We propose specifically the inclusion of the dummy because of the discontinuities in confounders that are often found at bunching points, as we discuss in Section 3.

In Appendix C.2, we discuss assumptions, power, and implementation details in the context of some well known models fitting this setting: standard nonlinear models which are estimated with GMM (Appendix C.2.1), probit (Appendix C.2.2), and discrete choice models (Appendix C.2.3).

### 7 Conclusion

We propose a simple test of identification when the treatment variable takes multiple values and has a bunching point. The test is easy to implement: it consists of adding a dummy of the bunching point to the model and testing if the coefficient of the dummy is equal to zero. To increase power, one may also interact the dummy with controls, or include dummies of additional bunching points. The dummy test is similar in spirit to Caetano (2015)’s discontinuity test, but it is more powerful at detecting endogeneity, and it also detects misspecification. The test can be used to validate identification strategies or diagnose problems, and it has advantages over Caetano (2015)’s discontinuity test on both accounts.

The test can be naturally extended for a multivariate treatment vector with bunching points at all coordinates, as implemented in Caetano and Maheshri (2018) and Caetano et al. (2019). We conjecture that this test can also be extended to other contexts where bunching has been used for testing, analogously to what has been done by Caetano et al. (2016) for control function approaches and by Khalil and Yildiz (2019) for treatment variables without bunching.

\(^{13}\)Note that implicit in these conditions is often a requirement that $\mathbf{1}(X = 0)$ is not a part of $Z$, that is, the model is continuous in $X$ at $X = 0$. It is not always necessary for the model to be continuous if the discontinuity does not invalidate the rank condition on the extended model (e.g. the model is $Y = \beta X/(1 + \alpha \mathbf{1}(X = 0)) + \varepsilon$, and the extended model includes the dummy additively).
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A Proofs of the claims in Section 3

First, we prove the statements made prior to equation (3). Let \( \hat{m}_{ZX} = n^{-1}(z'(I - x(x'x)^{-1}x')z) \), then
\[
(d'M_\omega d)^{-1}d'M_\omega \Delta_0 = \frac{d'\Delta_0 - \left( \frac{1}{n} \sum_{i=1}^{n} Z_i 1(X_i = 0) \right) \hat{m}_{ZX}^{-1}z' \Delta_0}{d'd - \left( \frac{1}{n} \sum_{i=1}^{n} Z_i 1(X_i = 0) \right) \hat{m}_{ZX}^{-1}z'd}.
\]

Note that the coefficient vector of \( Z \) in a regression of a variable \( Q \) onto \( X \) and \( Z \) is \( \hat{m}_{ZX}^{-1}z'M_\omega q \), where \( M_\omega = I - x(x'x)^{-1}x' \) and \( q = (Q_1, \ldots, Q_n)' \). Moreover, the predicted value of such a regression at \( X = 0 \) is \( \frac{1}{n} \sum_{i=1}^{n} Z_i 1(X_i = 0) \hat{m}_{ZX}^{-1}z'M_\omega q \). However, note that since \( X \) is orthogonal to \( 1(X = 0) \), \( M_\omega d = d \), and \( M_\omega \Delta_0 = \Delta_0 \). Therefore, the second term in the numerator is the prediction of \( \Delta(Z)1(X = 0) \) in a regression onto \( X \) and \( Z \) at \( X = 0 \), and the second term in the denominator is the prediction of \( 1(X = 0) \) in a regression onto \( X \) and \( Z \) at \( X = 0 \). The denominator is a quadratic form, and by Assumption 2, for \( n \) large enough, it is positive with probability equal to one. Analogous interpretations can be made for the first term in (3).

Next, we prove equation (3) itself. The convergence in probability of \( d'd/n, d'\Delta_0/n, d'z/n, z'\Delta_0/n \) and \( \hat{m}_{ZX} \) can be shown using whichever laws of large numbers are applicable for the specific data structure and \( Z \) specification. For example, under the setting in White (1980) (i.e. independent but not identically distributed observations, and \( \mathbb{E}|\Delta(Z)|^{2+\alpha} \leq A, \mathbb{E}|Z_i|^{2+\alpha} \leq A \) and \( \mathbb{E}|Z_i \Delta(Z_i)|^{2+\alpha} \leq A \) for some \( \alpha, A > 0 \), the results are obtained by Brunk-Chung’s Strong Law of Large Numbers (see Chow and Teicher (1997), Theorem 10.1.3, for \( r=1 \)). By the continuous mapping theorem,
\[
(d'M_\omega d)^{-1}d'M_\omega \Delta_0 \rightarrow_p \frac{\mathbb{E}[\Delta(Z)|X = 0] - \mathbb{E}[Z|X = 0]1(X = 0)}{1 - \mathbb{E}[Z|X = 0]1(X = 0)} (1 - d^*) (1 - d^*) \] \( \mathbb{E}[Z|X = 0]1(X = 0) \) is established analogously.

B A model of constrained choice

In this section, we present a model where \( X \) is the result of a constrained problem. We show that it is possible to interpret \( \Gamma \) and \( \Delta \) structurally. Importantly, this example provides intuition that endogeneity and nonlinearities typically affect both \( \Gamma \) and \( \Delta \), but in different ways.

Consider the case that \( X \) cannot be negative. The choice of \( X \) is assumed to result from a combination of observable, \( Z \), and unobservable, \( \eta \), factors under a constrained problem. The solution to this problem thus yields
\[
X = \max\{0, h(Z, \eta)\},
\]
where \( \eta \) is scalar and \( h \) is strictly monotonic in \( \eta \) (suppose it is increasing, for the sake of the exposition). Assume that \( 0 < \mathbb{P}(h(\eta; Z) < 0) < 1 \), so that the constraint is binding to a subset of the population. Define \( X^* = h(Z, \eta) \) as the “latent” or “desired” choice absent the non-negativity constraint.

Let the model be
\[
Y = g(X, Z) + m(Z)\eta + \nu,
\]
where \( g \) is continuous in \( X \) at \( X = 0 \), and \( \mathbb{E}[\nu|X, Z, \eta] = 0 \). Since the intention is to estimate the
effect of $X$ on $Y$ by regressing $Y$ onto $X$ and $Z$, there are two concerning problems. First, there may be misspecification of the functional form: $g(X, Z) \neq \beta X + Z^\prime \lambda$. Second, there may be endogeneity: $m(Z) \neq 0$.

Define the notation $D_f(Z) = f(0, Z) - \lim_{x \downarrow 0} f(x, Z)$, and assuming the limits below exist, we can write

$$
\begin{align*}
\mathbb{E}[Y|X, Z] &= [g(X, Z) - D_g(Z)1(X = 0)] + m(Z)[h^{-1}(X; Z) - D_{h^{-1}}(Z)1(X = 0)] \\
&+ D_g(Z)1(X = 0) + m(Z)[\mathbb{E}[h^{-1}(X^*; Z)|X^* \leq 0, Z] - \lim_{x \downarrow 0} h^{-1}(x, Z)1(X = 0)].
\end{align*}
$$

Note that $\mathbb{E}[h^{-1}(X^*; Z)|X^* \leq 0, Z] - \lim_{x \downarrow 0} h^{-1}(x, Z) \leq 0$ a.s., and $\mathbb{P}(\mathbb{E}[h^{-1}(X^*; Z)|X^* \leq 0, Z] - \lim_{x \downarrow 0} h^{-1}(x, Z) < 0) > 0$, thus if $g$ is continuous in $X$ at zero, there will be a discontinuity in $\mathbb{E}[Y|X, Z]$ if and only if $m(Z) \neq 0$ (i.e. if and only if there is endogeneity). If, additionally, $g$ is discontinuous, this may increase or decrease the discontinuity in the outcome depending on whether the sign of both discontinuities are equal or different, respectively.

This model satisfies the structure in (2). Here, $\Gamma(X, Z) = -\beta X + [g(X, Z) - D_g(Z)1(X = 0)] + m(Z)[h^{-1}(X; Z) - D_{h^{-1}}(Z)1(X = 0)]$, which depends on the continuous nonlinearities in $g$, and the continuous nonlinearities in $h$ if there is endogeneity. $\Delta(Z) = D_g(Z)1(X = 0) + m(Z)[\mathbb{E}[h^{-1}(X^*; Z)|X^* \leq 0, Z] - \lim_{x \downarrow 0} h^{-1}(x, Z)1(X = 0)$, which depends on the discontinuity of $g$ at $X = 0$, and on whether there is endogeneity. Therefore, endogeneity affects both $\Gamma$ (via the nonlinearity of $h$) and $\Delta$. The nonlinearity in $g$ affects $\Gamma$, and if additionally $g$ is discontinuous, it also affects $\Delta$.

To understand the power when there are no nonlinearities, suppose that $h(Z, \eta) = Z^\prime \pi + \eta, g(X, Z) = \beta X + Z^\prime \gamma$, and $m(Z) = \delta$. Then, $\Gamma(X, Z) = \delta X + Z^\prime(\gamma - \pi \delta)$, and $\Delta(Z) = \delta \mathbb{E}[X^*|X^* \leq 0, Z]$. In this case, the first component of the power of equation (3) is equal to zero. The power then depends entirely on the discontinuity. That is, it depends on the magnitude of $\delta$, and on how binding the constraint on the choice of $X$ is, which is expressed on how negative is $\mathbb{E}[X^*|X^* \leq 0, Z]$.

## C Examples of linear and nonlinear models

In this section we discuss some popular models, and how the dummy test may be applied in those contexts.

### C.1 Linear models

In this section we show that heterogeneous treatment effect models, as well as difference-in-differences models estimated with two-way fixed effect regressions, fit the linear framework in equation (1), and discuss the meaning of Assumption 1 in those contexts. Therefore, the standard linear dummy test can be used.
C.1.1 Heterogeneous treatment effects

The linear setting from equation (1) includes a standard heterogeneous treatment effects model with multivalued treatment, when one wishes to identify the average treatment effect. Suppose that

$$Y_i = \beta X_i + U_i.$$  \hspace{1cm} (6)

This model can be written as equation (1), where $\beta = \mathbb{E}[\beta_i]$ is the average treatment effect, and $\varepsilon_i = U_i + (\beta_i - \beta)X_i$. Supposing that the covariate vector $Z_i$ includes only a constant, Assumption 1 requires that both $U_i$ and $\beta_i$ are mean independent of $X_i$, which are the standard assumptions for identification of average treatment effects. If $Z_i$ includes other variables besides a constant, Assumption 1 is equivalent to $\mathbb{E}[U_i|X_i, Z_i] = Z[\lambda]$ and $\mathbb{E}[\beta_i|X_i, Z_i] = \mathbb{E}[\beta_i]$, which are the necessary conditions for the identification of average treatment effects from a regression of $Y$ on $X$ with controls.\(^{15}\)

C.1.2 Difference-in-differences

The linear setting from equation (1) also applies to testing whether average treatment effects are identified by difference-in-differences in a two-way fixed effects regression. (In fact, the arguments below also hold analogously for one-way and multi-way fixed effects, as well as for pooled cross-section data with group fixed effects.) Here we discuss the standard case with two periods where nobody is treated in the first period, but the test can also be applied with multiple periods with or without staggered treatment adoption. Suppose that the treatment variable of individual $i$ in time $t$ is $D_{i,t}$, which assumes multiple values, and the potential outcome under each treatment level $d$ is $Y_{i,t}(d)$. We intend to run a regression of the observed outcome $Y_{i,t}$ onto $D_{i,t}$ using individual and time fixed-effects. This is equivalent to our model, where $X_{i,t} = D_{i,t}$ and $Z_{i,t} = (1(i = 1), \ldots, 1(i = N - 1), 1(t = 1))'$.\(^{16}\)

The potential outcome of treatment $d$ is given by

$$Y_{i,t}(d) = \alpha + \beta_{i,t}d + \gamma_i + \delta_t + U_{i,t},$$  \hspace{1cm} (7)

where $\gamma_i$ is an unobservable that does not vary in time, and $\delta_t$ is an unobservable which does not vary per individual. Here, the treatment effect of one additional unit is the same for all $d$, that is, $Y_{i,t}(d) - Y_{i,t}(d - 1) = \beta_{i,t}$, and we are interested in identifying $\beta = \mathbb{E}[\beta_{i,t}]$.

Define $\lambda = (\alpha + \gamma_N + \delta_0, \gamma_1 - \gamma_N, \ldots, \gamma_{N-1} - \gamma_N, \delta_1 - \delta_0)'$. Then $\varepsilon_{i,t} = Z_{i,t}'\lambda + U_{i,t} + (\beta_{i,t} - \beta)D_{i,t}$. Assumption 1 in this context is therefore equivalent to $\mathbb{E}[U_{i,t}|X_{i,t}, Z_{i,t}] = 0$ (exogeneity) and $\mathbb{E}[\beta_{i,t}|X_{i,t}, Z_{i,t}] = \mathbb{E}[\beta_{i,t}]$ (uncorrelated random effects).\(^{17}\) In this model, these conditions correspond

\(^{14}\)In this model, Assumption 1 is equivalent to ignorability of $X$ (e.g., Rosenbaum and Rubin 1983 and Imbens 2000). In the notation of the potential outcomes model, $X_i = D_i$, $\beta_i = Y_i(1) - Y_i(0)$ and $U_i = Y_i(0)$. Then, $\beta = \mathbb{E}[Y_i(1) - Y_i(0)]$ is the average treatment effect of one additional treatment unit, and $\varepsilon_i = Y_i(0) + (Y_i(1) - Y_i(0)) - \mathbb{E}[Y_i(1) - Y_i(0)]D_i$. Assumption 1 in this model is thus equivalent to exogeneity ($\mathbb{E}[Y_i(0)|D_i, Z_i] = \mathbb{E}[Y_i(0)]$) and uncorrelated treatment effects ($\mathbb{E}[Y_i(1) - Y_i(0)|D_i, Z_i] = \mathbb{E}[Y_i(1) - Y_i(0)]$).

\(^{15}\)The often assumed conditional ignorability condition (here equivalent to $\mathbb{E}[U_i|X_i, Z_i] = \mathbb{E}[U_i|Z_i]$, and $\mathbb{E}[\beta_i|X_i, Z_i] = \mathbb{E}[\beta_i|Z_i]$) is weaker than Assumption 1, but it is not sufficient for the identification of average treatment effects in linear regression models (see Sloczyński 2020).

\(^{16}\)Defining $Z$ in this manner is, of course, an abuse of notation. The vector of fixed effect dummies is not, technically, a random variable.

\(^{17}\)Here we prove only that Assumption 1 implies $\mathbb{E}[U_{i,t}|X_{i,t}, Z_{i,t}] = 0$, as, other than that, the statement is trivial. Note
to the “strong parallel trends” assumption discussed in Callaway et al. (2021) as the main necessary condition for the identification of average treatment effects in difference-in-differences models.\(^\text{18}\) See also related Assumptions 4, 5 and 7 in de Chaisemartin and d’Haultfoeuille (2020) for the case with discrete ordered treatment.

Note that the dummy test in the two-way fixed effects model is also a test of the linearity assumption in model (7). Indeed, if linearity does not hold, the two-way fixed effects regression cannot identify average treatment effects (see Corollary 2 in de Chaisemartin and D’Haultfoeuille 2020 and Theorem 3 in Callaway et al. 2021). In this case, identification of interesting quantities may be done with other approaches, such as the ones suggested by the papers cited above, as well as by D’Haultfoeuille et al. (2021).

C.2 Nonlinear models

Here we discuss implementation details of some well known examples of nonlinear models within the setting discussed in Section 6. We use several results in Newey and McFadden (1994), which we abbreviate as N-MF.

C.2.1 Standard nonlinear model

Suppose that

\[ Y = g(X, Z; \gamma_0) + U, \]

where \( g \) is a known function, and \( Y, X \) (a scalar) and \( Z \) are observable variables.

The parameter \( \gamma_0 \) is identifiable if \( E[U|X, Z] = 0 \).\(^\text{19}\) If this condition does not hold, then without loss of generality

\[ E[Y|X, Z] = g(X, Z; \gamma) + \Gamma(X, Z) + \Delta(Z)1(X = 0). \]

One can perform the test by including the dummy \( 1(X = 0) \) into the nonlinear or GMM regression of \( Y \) onto \( X \) and \( Z \). Here, we propose testing the identification assumptions by estimating the model \( Y = g(X, Z; \gamma_0) + \delta 1(X = 0) + \nu \) as if \( E[\nu|X, Z] = 0 \), and testing if \( \delta \) is equal to zero. Barring very specific functional shapes of \( \Gamma \), this test also has the power to detect \( \Gamma \neq 0 \) because nonlinearities – whether caused by misspecification or endogeneity – are at least partially absorbed by the dummy variable.

that \( E[U_{i,t}|Z_{i,t}] = \sum_j a_j 1(j = i) + \sum_s b_s 1(s = t) + \sum_j \sum_s c_{js} 1(j = i) 1(s = t) = a_i + b_t + \sum_j \sum_s c_{js} 1(j = i) 1(s = t). \)

Without loss of generality, assume \( a_i = 0 \) and \( b_t = 0 \) (since \( \gamma_i \) and \( \delta_t \) are in the model). If Assumption 1 holds, then \( E[U_{i,t}|X_{i,t}, Z_{i,t}] = E[U_{i,t}|Z_{i,t}] = Z'_{i,t}. \lambda \), implies that \( c_{it} = 0 \), because the terms in the last sum are not a linear combination of the elements of \( Z_{i,t} \).

\(^\text{18}\)The strong parallel trends assumption states that \( E[Y_{i,t}(d) - Y_{i,t-1}(0)|D_{i,t} = d] = E[Y_{i,t}(d) - Y_{i,t-1}(0)] \) for all \( d \). That strong parallel trends implies Assumption 1 under linearity is trivial given equation (7) and Footnote 17. Conversely, here we show the stronger result that Assumption 1 always implies strong parallel trends under model (1), not just in model (7):

\[ E[Y_{i,t}(d) - Y_{i,t-1}(0)|D_{i,t} = d'] = E[E[Y_{i,t}(d)|D_{i,t} = d', Z_{i,t}] - E[Y_{i,t-1}(0)|D_{i,t} = d', Z_{i,t-1}]|D_{i,t} = d'] \]

\[ = \beta d + E[\epsilon_{i,t}|D_{i,t} = d', Z_{i,t}] - E[\epsilon_{i,t-1}|D_{i,t} = d', Z_{i,t-1}]|D_{i,t} = d'] \]

\[ = \beta d + E[Z_{i,t} - Z_{i,t-1}|D_{i,t} = d']\lambda = \beta d + \delta_t - \delta_{t-1}, \]

which does not vary with \( d' \).

\(^\text{19}\)Plus some rank condition that is specific to the identification method. For example, if we intend to identify \( \gamma_0 \) with GMM, see Lemma 2.3 in N-MF.
If we intend to estimate $\gamma_0$ with a GMM regression, the test is correctly sized under the rank and regularity conditions in Lemma 2.3, and the regularity conditions in Theorems 3.4 and 4.5 in N-MF.

C.2.2 Probit model

Suppose that

$$Y = 1(\beta X + Z'\lambda + U > 0).$$

In this model, $\beta$ is identifiable if $U|X, Z \sim \mathcal{N}(Z'\pi, \sigma^2)$ and is usually estimated with Maximum Likelihood. To test the identification conditions, we propose estimating instead the model

$$Y = 1(\beta X + Z'\gamma + \delta 1(X = 0) + U > 0), \quad U|X, Z \sim \mathcal{N}(Z'\pi, \sigma^2),$$

and testing whether $\delta \neq 0$. If Assumption 2 holds and $X$ and $Z$ have finite fourth moments, the test is correctly sized by Theorems 3.3 and 4.4 in N-MF (see example 1.2 in pages 2147 and 2159).

This test has the power to detect nonlinearities in the original model, as well as violations of the normality or homoskedasticity assumptions. Most importantly, it can detect discontinuities in confounders at $X = 0$. In the extreme case, suppose that linearity, normality and homoskedasticity hold, but that there is endogeneity which causes a discontinuity in $U$. That is, suppose $U|X, Z \sim \mathcal{N}(\tau X + Z'\pi + \kappa 1(X = 0), \sigma^2)$. Then the estimator of the coefficient of the dummy in the extended model is, in fact, an estimator of $\kappa$.

C.2.3 Discrete choice model

Consider a standard selection on unobservables discrete choice model where individuals, indexed by $i$, choose an option $j$ in choice set $J$ in order to maximize their utility. Specifically, individuals solve the optimization problem

$$\max_{j \in J} V_{ij} = V(X_{ij}, Z_{ij}; \beta, \lambda) + \xi_j + \epsilon_{ij}, \quad (8)$$

for a known function $V(\cdot)$, where $X_{ij}$ (a scalar) and $Z_{ij}$ are often understood as the characteristics of the product that individual $i$ obtains if they choose option $j$, and $\beta$ and $\gamma$ are understood as the corresponding preference parameters. The term $\xi_j$ is often interpreted as the mean utility that individuals obtain from unobservable characteristics of option $j$. We observe $X$, $Z$ and the share of people who choose each alternative option, and we are interested in identifying $\beta$.21

One can identify $\beta$ under an exogeneity assumption, $\mathbb{E}[\epsilon_{ij}|X_{ij}, Z_{ij}, \xi_j] = \mathbb{E}[\epsilon_{ij}|Z_{ij}, \xi_j]$, functional form assumptions on $V$, and distributional assumptions about the idiosyncratic error, $\epsilon_{ij}$.22 For instance, it

[20]Plus the rank condition that $\mathbb{E}[(X, Z')'(X, Z)]$ is invertible. Note also that in the context of Theorem 6.1, $\gamma_0 = (\beta, \gamma', \pi')'$ in this model.

[21]With individual-level data on people’s choices, it is also common to allow for heterogeneous preferences, $\beta_i$, depending on individual-level observables. In this case, $\beta_i$ is modelled as a function of the elements of $Z_{ij}$ which do not vary with $j$, and the function $V$ can then be reparameterized. Thus, for example, if $\beta_i = \alpha + \pi'Z_{1i}$ (for a subvector $Z_{1i}$ of $Z_{ij}$), then we can redefine $\beta = (\alpha, \pi')'$ (see Nevo 2000). Therefore, the heterogeneous preferences setting fits equation (8), and we can test the specification of $V$ and $\beta_i$ jointly.

[22]Plus a rank condition requiring that the aggregated market shares be continuously differentiable, and the matrix of the derivatives be invertible (see Assumption 2 in Berry et al. 2004). Note also that, in the context of Theorem 6.1,
is common in applications to assume that $V$ is linear and $\epsilon_{ij}$ is i.i.d. Extreme Value Type I. Estimation is usually done with simulation-assisted methods, as in Berry et al. (1995) or any of the alternative methods developed thereafter in this extensive literature (e.g. Dubé et al. 2012).

If the identification condition does not hold, then without loss of generality, we can write

$$\mathbb{E}[\epsilon_{ij}|X_{ij}, Z_{ij}, \xi_j] = \Gamma(X_{ij}, Z_{ij}) + \Delta(Z_{ij})\mathbf{1}(X_{ij} = 0),$$

where $\Gamma$ is continuous in $X_{ij}$ (see Footnote 2). If $X_{ij}$ has bunching at zero, this justifies our choice to test the exogeneity condition by including the dummy $\mathbf{1}(X_{ij} = 0)$ in the model as an additive term in equation (8). More specifically we can use the augmented parametric function $\tilde{V}(X_{ij}, Z_{ij}, \mathbf{1}(X_{ij} = 0); \beta, \lambda, \delta) = V(X_{ij}, Z_{ij}; \beta, \lambda) + \delta \mathbf{1}(X_{ij} = 0)$, then estimate $\delta$ jointly with the other parameters with the same estimation approach discussed in the last paragraph. The test is correctly sized under the assumptions of the specific estimation method used. For example, if using the method in Berry et al. (1995), the correct size follows from Theorem 2 and the discussion about standard errors that follows it in Berry et al. (2004), under their assumptions A1-A6 and B1-B5.

The dummy test detects violations from the exogeneity, functional form of $V$, and distributional assumptions. If the dummy test in this scenario is rejected, it motivates the use of different function form or distributional assumptions, or the use of control function approaches such as those discussed in Chapter 13 of Train (2009).

If one wants to identify $\beta$ in a model without the unobservable term $\xi_j$, as in McFadden et al. (1973), then estimation is less computationally burdensome. The dummy test in this setting can be done similarly by including the dummy additively into the utility specification. The correct size of the test follows from the results in Chapter 10 of Train (2009), which depend on the estimation method (e.g. maximum simulated likelihood, method of simulated moments or method of simulated scores). In this case, if the dummy test is rejected, it motivates the inclusion of $\xi_j$, as discussed above.

## D Extensions: using multiple dummies

Depending on the context, it is possible to extend the framework discussed above to use multiple dummies. Below, we consider two scenarios which are not mutually exclusive: using interactions with covariates and additional bunching points.

### D.1 Allowing for heterogeneous effects of the dummy

It is clear in equation (2) that the discontinuities may vary with $Z$. For example, if $Z \in \{z_1, \ldots, z_L\}$ has finite support, equation (2) can be rewritten as

$$\mathbb{E}[\epsilon|X, Z] = \Gamma(X, Z) + \sum_{l=1}^{L} \Delta(z_l)\mathbf{1}(X = 0, Z = z_l).$$

We can conceive a multivariate version of the dummy test in which, instead of adding only the dummy $\mathbf{1}(X = 0)$ to the model, we add all the dummies $\mathbf{1}(X = 0, Z = z_l), l = 1, \ldots, L$, and perform a joint $\gamma_0 = (\beta, \lambda)'$ in this model.
test of whether the coefficients of these dummies are all equal to zero. Thus, in the model above, the coefficients of the dummies estimate the $\Delta(z_l)$. In a situation where $\Delta(z_l)$ differs enough across the $z_l$, this multivariate test will prove to be more powerful than the univariate test, as shown in the Monte Carlo simulations.

In general, when $Z$ has arbitrary support $\mathcal{Z}$, partitioned into subsets $\mathcal{Z}_1, \ldots, \mathcal{Z}_L$, we propose testing Assumption 1 by including the dummies $1(X = 0, Z \in \mathcal{Z}_1), \ldots, 1(X = 0, Z \in \mathcal{Z}_L)$ in the regression and performing an $F$-test of whether the coefficients of the dummies are all equal to zero.

The fundamental rank condition for this approach is

**Assumption 5.** $E[(W', 1(X = 0, Z \in \mathcal{Z}_1), \ldots, 1(X = 0, Z \in \mathcal{Z}_L))(W', 1(X = 0, Z \in \mathcal{Z}_1), \ldots, 1(X = 0, Z \in \mathcal{Z}_L))']$ is invertible.

This rank condition is testable and indirectly requires that $0 < P(X = 0, Z \in \mathcal{Z}_l) < 1$ for all $l = 1, \ldots, L$. As with the simple dummy test, this version is also technically identical to a specification test, so the same assumptions and results applicable in the simple case also apply here.

The heterogeneity of the discontinuities in the covariates can be leveraged not only by using multiple dummies, but also by interacting the dummy of the bunching point with functions of the controls. For example, letting $Z_1$ be a non-binary element in the vector $Z$, one may add $Z_1 \cdot 1(X = 0)$ and $Z_1^2 \cdot 1(X = 0)$ to the regression. Moreover, both of these approaches (interacting and multiple dummies) may be combined.

Although the use of multiple dummies can increase the power in some cases, it may also lead to a less powerful test if some of the $P(X = 0, Z \in \mathcal{Z}_l)$ are too close to 0 (Assumption 5), or if there is not enough heterogeneity in the correlation between confounders and $Y$ at $X = 0$ across different values of $Z$. Thus, in practice, a targeted division of the support on a few characteristics for which heterogeneity in the discontinuities is high is likely to better balance the gain in power from the heterogeneity with the possible loss in precision by the inclusion of another dummy.

### D.2 Multiple bunching points

Figure 1 also shows evidence of some bunching in maternal hours worked at $X = 2,080$, which is the total number of yearly hours of someone who works 40 hours per week every week of the year. When there is a second bunching point, the dummy of that point can also be added to the regression, and a joint test that the coefficients of both dummies are equal to zero performed. This test is similar to the test in the previous section, and the technical results are established analogously. The approach can be also immediately extended to cases when there are more than two bunching points.

The power of the joint test is particularly higher when the confounder has sufficiently different correlations with $Y$ at the different bunching points. However, there are some instances in which the single dummy test performs better. If the size of the discontinuity in the confounders in the second bunching point is small, or if there is little bunching, then the increase in power from detecting such confounder may not compensate for the loss of power resulting from the inclusion of the additional

---

23 This is analogous to the previous extension, where more power is obtained when the confounder has sufficiently different correlations with $Y$ for different values of $Z$. In this case, the heterogeneity is along different values of $X$ instead of $Z$. See the Monte Carlo simulation results in Section F, specifically Panel (d) in Figure 3.
dummy. To clarify this point, consider the modification of equation (2) for the case with the two bunching points in our application:

$$\mathbb{E}[\varepsilon|X, Z] = \Gamma(X, Z) + \Delta_1(Z)1(X = 0) + \Delta_2(Z)1(X = 2, 080).$$

The coefficient of each dummy depends on the magnitude of the $\Delta$ function which multiplies it. However, the variances of these estimators depend on both $P(X = 0)$ and $P(X = 2080)$. The magnitude of $\Delta_2(Z)$ must be large enough to make it worthwhile to add a second dummy, particularly if $P(X = 2080)$ is small.

In our application, $P(X = 2, 080) \approx 0.03$, which is small but sufficient for testing given our sample. Nevertheless, the empirical evidence is that $\Delta_2(Z)$ is very small. Figure 2 shows no discontinuities at $X = 2, 080$ in any of the plots. In fact, as shown in the top left panel, there seems to be no discontinuity in the outcome (verbal score) at $X = 2, 080$ either, which is direct evidence that $\Delta_2(Z) \approx 0$. This is in stark contrast to the discontinuities at $X = 0$. Therefore, we conclude that it is better in our application to test using only the bunching point at $X = 0$.

### E Linear CDT details

In Section 4, we introduced a parametric version of Caetano (2015)'s Discontinuity Test, which we named Linear CDT. Here we provide the details.

Define $y_+ = (Y_11(X_1 > 0), \ldots, Y_n1(X_n > 0))^\prime$, $y_0 = (Y_11(X_1 = 0), \ldots, Y_n1(X_n = 0))^\prime$, $x_+, z_+$ and $z_0$ the matrices with rows equal to $(1(X_i > 0), X_i)$, $1(X_i > 0)Z_i$ and $1(X_i = 0)Z_i$ respectively. Supposing the appropriate rank conditions hold, then

$$\hat{\theta}_{LCDT} = c_1'(x_+^\prime x_+)^{-1}x_+^\prime [z_+ (z_0^\prime z_0)^{-1}z_0^\prime y_0 - y_+],$$

(9)

where $e_1 = (1, 0)^\prime$.

Let $\epsilon_+ = (\epsilon_11(X_1 > 0), \ldots, \epsilon_n1(X_n > 0))^\prime$ and $\epsilon_0 = (\epsilon_11(X_1 = 0), \ldots, \epsilon_n1(X_n = 0))^\prime$, if Assumption 1 holds, then

$$\hat{\theta}_{LCDT} = c_1'(x_+^\prime x_+)^{-1}x_+^\prime [z_+ (z_0^\prime z_0)^{-1}z_0^\prime \epsilon_0 - \epsilon_+].$$

Let $\Sigma_+ = \mathbb{E}[\epsilon_+\epsilon_+^\prime | x, z]$, $\Sigma_0 = \mathbb{E}[\epsilon_0\epsilon_0^\prime | x, z]$, and $\Omega_0 = (z_0^\prime z_0)^{-1}z_0^\prime \Sigma_0 z_0(z_0^\prime z_0)^{-1}$. Then,

$$\text{Var}(\hat{\theta}_{LCDT}|x, z) = c_1'(x_+^\prime x_+)^{-1}x_+^\prime (\Sigma_0 + z_+ \Omega_0 z_+^\prime) x_+ (x_+^\prime x_+)^{-1}e_1.$$

The first term $(c_1'(x_+^\prime x_+)^{-1}x_+^\prime \Sigma_0 x_+ (x_+^\prime x_+)^{-1}e_1)$ is the Eicker-White variance of the constant in a regression of $z_+ \lambda - y_+$ onto $x_+$ if $\lambda$ were known. The second term $(c_1'(x_+^\prime x_+)^{-1}x_+^\prime z_+ \Omega_0 z_+ x_+ (x_+^\prime x_+)^{-1}e_1)$ is the penalty due to the fact that $\lambda$ is in fact estimated, where $\Omega_0$ is the Eicker-White covariance matrix of the coefficients estimated in the first-step regression.

Let $SE(\hat{\theta}_{LCDT})$ be the square-root of the estimator of $\text{Var}(\hat{\theta}_{LCDT}|x, z)/n$. The test statistic is therefore $\hat{\theta}_{LCDT}/SE(\hat{\theta}_{LCDT})$. Under standard assumptions that allow the application of a Central Limit Theorem, such as the existence of moments and independence or stationarity of the data, this statistic
can be compared to the standard normal distribution.

F Monte Carlo

We perform a set of Monte Carlo simulations to contrast the finite-sample properties of the dummy test, the multivariate dummy test discussed in Section D.1, and Caetano (2015)'s discontinuity test (CDT).

F.1 Set up

For each of the 5,000 iterations of the Monte Carlo, we draw \((Z, \eta, \epsilon)\) randomly \(N\) times, where \((Z, \eta) \sim N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 5 & 0.5 \\ 0.5 & 1 \end{pmatrix}\right)\) and \(\epsilon \sim N(0, 1)\). Next, we define \(X\) and \(Y\) as follows:

\[
\begin{align*}
X^* &= 1 + 0.5Z + \eta \\
X &= \max\{X^*, 0\} \\
Y &= 2 + X + \phi X^2 + 2Z + (\mu + \rho 1(Z \leq 0) - \rho 1(Z > 0)) \eta + \epsilon 
\end{align*}
\]

This specification yields bunching rates of around 25% for each iteration, which is approximately the bunching rate of maternal labor supply in the empirical application (Figure 1).

In all cases, we compare the performance of three tests:

1. Univariate dummy test: we run a linear regression of \(Y\) on \(X\), \(Z\) and \(1(X = 0)\) and test whether the coefficient of \(1(X = 0)\) is equal to zero. This is the test discussed in Sections 2-3.

2. Multivariate dummy test: we run a linear regression of \(Y\) on \(X\), \(Z\), \(1(X = 0, Z < 0)\) and \(1(X = 0, Z \geq 0)\) and jointly test whether the coefficients of \(1(X = 0, Z < 0)\) and \(1(X = 0, Z \geq 0)\) are equal to zero. This is the test discussed in Appendix D.1.

3. CDT: we perform Caetano (2015)'s discontinuity test assuming \(Z\) enters the equation linearly but allowing \(X\) to enter the equation nonparametrically.\(^{24}\)

F.2 Main results

We consider three sets of Monte Carlo experiments corresponding to different values of the parameters of equation (10), and show the results in Figure 3. For each of the three tests discussed above, we calculate the proportion of the 5,000 iterations for which we reject the null hypothesis at the 5% level of significance.

The first set of Monte Carlo simulations studies the size and power of the tests under no misspecification of the functional form of the effect of \(X\) (\(\phi = 0\)) and under no heterogeneity in the effect of \(\eta\)

\(^{24}\)We report results for the triangular kernel with bandwidths \(h = 0.4\) for \(N = 1,000\), and \(h = 0.2\) for \(N = 10,000\). On average, across all iterations, there are about 30 (150) observations in the bandwidth for \(N = 1,000\) (\(N = 10,000\)). The triangular kernel is known to be the best kernel for boundary estimation, and the reported bandwidths are the largest that still yield a correctly sized test. Nevertheless, the relative performance of CDT and the dummy tests do not change using different kernels or bandwidths of any size. See, for example, Figure 4 in Appendix F.3 for the uniform kernel, infinite bandwidth case (which is equivalent to the Linear CDT).
on $Y (\rho = 0)$. Thus, the OLS estimate of the coefficient of $X$ could be biased only because the baseline endogeneity parameter $\mu$ is different from zero in equation (10). The Monte Carlo results are shown in Panels (a) ($N = 1,000$) and (b) ($N = 10,000$) of Figure 3. The point in the far left of the plots in both panels ($\mu = 0$) shows the size of the tests (i.e., the rejection rate under the null of no endogeneity or misspecification). As expected, for all tests, this rate is close to 5% (dotted line in each plot), thus showing that all three tests are correctly sized. As $\mu$ increases, the rejection rates increase for each test, but more so for the dummy tests. With a sample of $N = 1,000$, both dummy tests rejects the null 100% of the time at $\mu = 0.6$. In contrast, at that level of endogeneity, CDT rejects the null only 40% of the time.

The second set of Monte Carlo simulations assumes $\mu = \rho = 0$ (no endogeneity), and varies the influence of the quadratic term $X^2$, $\phi$, from negative (concave) to positive (convex) in equation (10). The results of this exercise can be seen in Panel (c) for $N = 1,000$. The rejection rates of CDT remain around 5%, as expected, since this test is designed to not detect misspecification. In contrast, the rejection rates of both dummy tests increase steeply as $\phi$ moves away from zero in either direction.

Note that $\rho = 0$ in Panels (a)-(c), and as expected the multivariate dummy test performs a little worse than the univariate dummy test in these cases. The third set of Monte Carlo simulations assumes $\phi = \mu = 0$ and varies $\rho$ in equation (10), thus allowing the influence of $\eta$ on $Y$ to be heterogeneous in $Z$. The results of this exercise can be seen in Panel (d) for $N = 1,000$, and, as expected, the multivariate dummy test performs better than the univariate dummy test.
Figure 3: Monte Carlo Results

(a) No misspecification, no heterogeneity (N = 1,000)  
(b) No misspecification, no heterogeneity (N = 10,000)  
(c) Misspecification, no endogeneity (N = 1,000)  
(d) No misspecification, heterogeneity (N = 1,000)  

Note: Each panel compares the rejection rates of the null hypothesis that Assumption 1 holds for Caetano (2015)’s discontinuity test (CDT) as well as the univariate (Sections 2-3) and multivariate (Section D.1) dummy tests. These panels make different assumptions about the parameters of equation (10). Panels (a) and (b) assume no misspecification nor heterogeneity in the endogeneity ($\phi = \rho = 0$), with $N = 1,000$ in Panel (a) and $N = 10,000$ in Panel (b). Panel (c) assumes only misspecification and no endogeneity ($\mu = \rho = 0$), with $N = 1,000$. Panel (d) assumes no misspecification and no baseline endogeneity ($\phi = \mu = 0$), but varies the degree of heterogeneity in the endogeneity ($\rho$), with $N = 1,000$. For each parameter value, we perform 5,000 Monte Carlo iterations.

F.3 Comparison with the Linear CDT

For completeness, we also compare the Linear CDT, discussed in Section 4 and Appendix E, with the dummy tests and CDT. The results can be seen in Figure 4, which consider the case with no misspecification nor heterogeneity in the endogeneity ($\phi = \rho = 0$ in equation (10)). As expected, the Linear CDT is more powerful to detect endogeneity than the CDT, because of its parametric rate of convergence, yet the Linear CDT is still less powerful than the dummy tests.
Figure 4: Monte Carlo Results

Note: Each panel compares the rejection rates of the null hypothesis (that Assumption 1 holds) for Caetano (2015)’s discontinuity test (CDT), the Linear CDT (Section 4 and Appendix E) and the univariate (Sections 2-3) and multivariate (Section D.1) dummy tests. Both panels assume no misspecification nor heterogeneity in the endogeneity ($\phi = \rho = 0$ in equation (10)), with $N = 1,000$ in Panel (a) and $N = 10,000$ in Panel (b).