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Abstract

We characterize the bipartite graphs that minimize the (first-degree based) entropy, among all bipartite graphs of given size, or given size and (upper bound on the) order. The extremal graphs turn out to be complete bipartite graphs, or nearly complete bipartite. Here we make use of an equivalent representation of bipartite graphs by means of Young tableaux, which make it easier to compare the entropy of related graphs. We conclude that the general characterization of the extremal graphs is a difficult problem, due to its connections with number theory, but they are easy to find for specific values of the order \( n \) and size \( m \). We also give a direct argument to characterize the graphs maximizing the entropy given order and size. We indicate that some of our ideas extend to other degree-based topological indices as well.

1 Introduction

The first-degree based graph entropy of a graph is the Shannon entropy of its degree sequence normalized by the degree sum. In the remaining of the paper, it is just referred to as entropy. It has attracted significant attention in organic chemistry, as measures of uniformity of a graph’s structural aspect of interest [18, 5, 6]. The interpretation of the entropy of a particular graph depends on knowing the extremal values. In this paper, we continue our work [2, 3] on determining the extremal graphs (and thus extremal values) for the entropy among all graphs satisfying some natural restrictions. Minimizing (resp. maximizing) the entropy corresponds to maximizing (resp. minimizing) the function \( h(G) = \sum_{i} d_i \log(d_i) \), where \( (d_i)_{1 \leq i \leq n} \) is the degree sequence of the graph \( G \), where \( G \) ranges over all members of a class of graphs. This is since the entropy \( I(G) = \log(2m) - \frac{1}{2m} h(G) \), where \( m \) is the size (number of edges) of \( G \). Here we determine the graphs with extremal entropy among all bipartite graphs with given size \( m \), or given size \( m \) and (upper bound on the) order \( n \). The maximum value for the entropy is obtained by the graphs for which the degree sequence is as balanced as possible. This is a corollary of Karamata’s inequality. Note that the random graphs \( G_{n,m} \) and \( G_{n,p} \) are close to balanced, i.e. the maximum degree \( \text{deg}_{\text{max}} \) and the minimum degree \( \text{deg}_{\text{min}} \) are nearly the same for \( m = \Theta(n^2) \), and thus have an entropy which is almost maximal. This is in line with the intuition that entropy is a measure for randomness.

In graph theory, bipartite graphs are one of the main classes to investigate, because it finds several applications in pure and applied Mathematics. Hall’s Matchings Theorem is a famous theorem on bipartite graphs with several applications in scheduling- and matching problems, e.g. the kidney matching process. When edges represent bonds between positive and negative charges, the resulting graph is bipartite. Furthermore, results on bipartite graphs often lead to results on more general classes of graphs. A famous example is given
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by the Kahn-Zhao theorem, where Kahn [13] considered a problem on the maximum number of independent sets for bipartite graphs and Zhao [21] reduced the general case to the bipartite case.

We will show that, given the size \( m \), the bipartite graphs attaining the minimum entropy are precisely the complete bipartite graphs of size \( m \). So if \( m \) has \( \sigma(m) \) divisors, there are \( \left\lceil \frac{\sigma(m)}{2} \right\rceil \) non-isomorphic extremal graphs, all of which are of the form \( K_{yq} \) with \( yq = m \).

**Theorem 1.** If \( G = (U \cup V, E) \) is a bipartite graph of size \( m \), then \( h(G) \leq m \log m \). Equality occurs if and only if \( G \) is a complete bipartite graph.

When there is an upper bound \( n \) on the order (one can extend with isolated vertices since \( 0 \log(0) = 0 \)), such that \( m \) cannot be written as a product \( yq \) with \( y + q \leq n \), the problem is harder. We will prove that the extremal bipartite graphs given the size \( m \) and order no more than \( n \), are of the form \( B(n, m, y) \) for some \( 1 \leq y \leq \sqrt{m} \). Here \( B(n, m, y) \) is the graph formed by connecting an additional vertex with \( m - yq \) vertices in \( V \) of \( K_{q,y} = (U \cup V, E) \), where \( q = \left\lfloor \frac{m}{y} \right\rfloor \).

We will also consider a different representation of bipartite graphs by means of Young tableaux, as it simplifies the description of the graph operations needed in the proofs. For a bipartite graph \( G = (U \cup V, E) \), let us write \( U = \{u_1, u_2, \ldots, u_x\} \) and \( V = \{v_1, v_2, \ldots, v_y\} \) such that \( \deg(u_i) \geq \deg(u_j) \) and \( \deg(v_i) \geq \deg(v_j) \) whenever \( i \leq j \). Let \( y_i = \deg(u_i) \) and \( x_i = \deg(v_i) \) for every \( 1 \leq i \leq x \) and \( 1 \leq j \leq y \). We associate the tableau \( T \) which contains a cell \((i, j)\) if and only if \( u_i v_j \in E \). Note that this gives a one-to-one correspondence between tableaux and bipartite graphs.

An example of an extremal bipartite graph with \( n = 10 \) and \( m = 22 \) has been represented in these two ways in Figure 1. Remark that the number of cells in column \( i \) corresponds to the degree of \( u_i \) and the number of cells in row \( j \) equals the degree of \( v_j \).
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**Figure 1:** Two representations of the extremal bipartite \((10, 22)\)-graph \( B(10, 22, 4) \)

In Section\[\textsection\] we prove that the bipartite graphs minimizing the entropy given the size are exactly the complete bipartite graphs. We give two different approaches to prove this. One of them is a proof by induction, and the other one consists in proving that the associated tableau has to be a rectangle. In Section\[\textsection\] we study the possible extremal bipartite graphs given order \( n \) and size \( m \), by proving that under certain restrictions they are of the form \( B(n, m, y) \) and we estimate the value of \( h \) for these graphs. Next, in Section\[\textsection\] we prove that the extremal graphs are indeed of the form \( B(n, m, y) \). For this, we use the equivalent representation with the Young tableaux and give local operations that decrease the entropy (equivalently, such that \( h \) increases). Furthermore, in Section\[\textsection\] we remark that some of the ideas can be applied to other chemical indices, also called degree-based topological indices, such as e.g. the Second Zagreb index and Reciprocal Randic index. Just as has been done in [11], we notice that certain results hold more generally and we give the essence of the proofs of some known results. Here, we give short proofs for the main results in [12] and [7] about the graphs and bipartite graphs maximizing the entropy in the more general context of a class of chemical indices. Finally, in Section\[\textsection\] we give some conclusions on the precise extremal graphs \( B(n, m, y) \). We do this based on computational results and the estimates in Section\[\textsection\] as well as some number theory.
1.1 Preliminary definitions and results

In this subsection, we define the notions and help functions we will frequently use, as well as give some basic results.

Definition 2. We define the function $f(x) = x \cdot \log(x)$ for $x \geq 0$. Here $\log$ denotes the natural logarithm and $f(0) := 0$. For a graph $G$ with degree sequence $(d_i)_{1 \leq i \leq n}$, we define $h(G) = \sum_i f(d_i)$. The entropy $I(G)$ of a graph of size $m$ equals $\log(2m) - \frac{1}{2m} h(G)$.

In the following definition of majorization and the inequality of Karamata, we only consider non-increasing sequences.

Definition 3. A sequence $(x_i)_{1 \leq i \leq n}$ majorizes the sequence $(y_i)_{1 \leq i \leq n}$ if and only if $\sum_{1 \leq i \leq j} x_i \geq \sum_{1 \leq i \leq j} y_i$ for every $1 \leq j \leq n$ and equality does hold for $j = n$.

Theorem 4 (Karamata’s inequality, [14]). Let $(x_i)_{1 \leq i \leq n}$ be a sequence majorizing the sequence $(y_i)_{1 \leq i \leq n}$. For every convex function $g$ we have $\sum_{1 \leq i \leq n} g(x_i) \geq \sum_{1 \leq i \leq n} g(y_i)$. Furthermore this inequality is strict if the sequences are not equal and $g$ is a strictly convex function. For concave functions, the same holds with the opposite sign.

A corollary of Karamata’s inequality is the following

Corollary 5. Let $G$ and $G'$ be two graphs such that the degree sequence of $G'$ majorizes the degree sequence of $G$. Then $h(G') \geq h(G)$. Furthermore, equality occurs if and only if the two degree sequences are equal.

This was also observed by Ghalavand et al. [8]. We will also make use of difference graphs, which were introduced by Hammer et al. [11]. The following equivalent characterization is due to Mahadev and Peled [16].

Theorem 6 ([16]). Let $G = (U \cup V, E)$ be a bipartite graph. The graph $G$ is a difference graph if and only if one of the following equivalent conditions is true.

(a) there are no $u_1, u_2 \in U$ and $v_1, v_2 \in V$ such that $u_1v_1, u_2v_2 \in E(G)$ and $u_1v_2, u_2v_1 \notin E(G)$;

(b) every induced subgraph without isolated vertices has on each side of the bipartition a domination vertex, that is, a vertex which is adjacent to all the vertices on the other side of the bipartition.

Lemma 7. If $G$ is a graph maximizing $h(G)$ among all bipartite graphs of size $m$, then $G$ is a difference graph.

Proof. Suppose that $G$ is not a difference graph. By Theorem [10] there are four vertices $u_1, u_2 \in U$ and $v_1, v_2 \in V$ such that $u_1v_1, u_2v_2 \in E(G)$ and $u_1v_2, u_2v_1 \notin E(G)$. Assume without loss of generality that $\deg(u_1) \geq \deg(v_2)$. In that case the degree sequence of the graph $G' = (G \setminus \{u_2v_2\}) \cup \{u_1v_2\}$ will majorize the degree sequence of $G$ (strictly) and so we get the desired contradiction by Corollary [8].

Lemma 8. Let $t, \ell > 0$ be fixed positive integers. Under the condition that $\sum_{j=1}^{x} z_j = t$ and all $z_i \geq 0$ are integers, $\sum_{j=1}^{x} f(z_j + \ell) - \sum_{j=1}^{x} f(z_j)$ is maximized when $z_1 = z_2 = \ldots = z_x = \left\lfloor \frac{t}{\ell} \right\rfloor$.

Proof. Note that the function $\Delta^\ell(z) = f(z + \ell) - f(z)$ is a strictly concave function for every $\ell > 0$ and every sequence of $x$ integers with sum $t$ do majorize the sequence with $z_1 = z_2 = \ldots = z_x = \left\lfloor \frac{t}{\ell} \right\rfloor$. Now the result follows immediately by Karamata’s inequality.

For the function $\Delta^1$, we write $\Delta$ for ease of notation. We define this one separately, as it will be used frequently.

Definition 9. The function $\Delta$ is defined by $\Delta(x) = f(x) - f(x - 1) = 1 + \int_{x-1}^{x} \log t \, dt$. This is a strictly increasing and concave function.

We also use Landau notation, such as $O()$ and $\omega()$. A function $g(x, y)$ or expression is $o_y(p(x, y))$ or $\omega_y(p(x, y))$ if $\frac{g(x, y)}{p(x, y)} \to 0$ respectively $\frac{g(x, y)}{p(x, y)} \to \infty$ when $y \to \infty$. Sometimes the dependency on $y$ is removed to keep the notation light.

We also use the notation $[k] = \{1, 2, \ldots, k\}$ and $[k, \ell] = \{k, k + 1, \ldots, \ell - 1, \ell\}$.
2 Minimum entropy of bipartite graphs of fixed size

In this section, we prove Theorem 1. In both approaches, we assume that our bipartite graph is $G = (U \cup V, E)$, $U = \{u_1, u_2, \ldots, u_x\}$ and $V = \{v_1, v_2, \ldots, v_y\}$ are the vertices with degree at least 1. Here we assume these are ordered, i.e. $\text{deg } u_i \geq \text{deg } u_j$ and $\text{deg } v_i \geq \text{deg } v_j$ whenever $i \leq j$. Let $y_i = \text{deg}(u_i)$ and $x_j = \text{deg}(v_j)$ for every $1 \leq i \leq x$ and $1 \leq j \leq y$. So with this notation, we have $y = y_1$ and $x = x_1$.

2.1 Approach 1

Proof of Theorem 1. We prove the statement by induction on $m$. The base case $m = 1$ is trivial since we only have one edge. So assume the statement is true when the size is at most $m - 1$ and let $G$ be a graph maximizing $h(G)$ among all graphs of size $m$. By Lemma 4 we can assume that $G$ is a difference graph. This implies that $u_1$ is a dominating vertex (dominates $V$). Let $G' = G \setminus u_1$. By the induction hypothesis applied to $G'$ and Lemma 8, we can formulate the statement.

Let

$$h(G) = h(G') + f(y) + \sum_{j=1}^{y} f(x_j) - \sum_{j=1}^{y} f(x_j - 1)$$

$$\leq h(K_{1,m-y}) + f(y) + y \left( f\left(\frac{m}{y}\right) - f\left(\frac{m}{y} - 1\right)\right).$$

Equality here is only attained if $x_j = \frac{m}{y}$ for every $1 \leq j \leq y$. Now the conclusion is direct as

$$h(G) \leq (m - y) \log(m - y) + y \log(y) + m \log(\log(m)) - (m - y) \log(m - y) - \log(y) = m \log m.$$

By induction, we see that equality is attained precisely for the complete bipartite graphs on $m$ edges. □

2.2 Approach 2

In this subsection, we give an alternative proof for the fact that $K_{1,m}$ minimizes the entropy among all bipartite graphs of size $m$, which does not use any prerequisites. Note that the proof can be formulated without the notion of a tableau and that we give a short proof of Lemma 7 as a claim in this notation.

In every cell $(i,j)$ of the associated tableau $T$ of a bipartite graph $G$, we put $\log(y_i x_j) = \log(x_j) + \log(y_i)$. The sum over all cells, $h(T) = \sum_{(i,j) \in T} \log(x_j y_i)$ is now exactly equal to $\sum_{j} f(x_j) + \sum_{i} f(y_i) = h(G)$.

Proof of Theorem 1. We first prove that the associated tableau $T$ is a Young tableau, i.e. if $(i,j) \in T$ and $0 < i' \leq i$ and $0 < j' \leq j$, then $(i', j') \in T$.

Claim 10. If $G = (U \cup V, E)$ is a bipartite graph maximizing $h(G)$ among all bipartite graphs of size $m$, then its associated tableau is a Young tableau.

Proof. Assume $(i,j) \in T$ and $(i', j') \notin T$. If $i' < i$ and $j' < j$, then $G' = G \setminus u_i v_j \cup u_i' v_{j'}$ satisfies $\log(y_i) - \log(y_i') + \log(x_j) + \log(x_{j'}) > h(G)$. The latter due to $\Delta$ being strictly increasing and $y_i \leq y_i'$ and $x_j \leq x_{j'}$. If $i' = i$ or $j' = j$, it is analogous as $h(G'_{1}) - h(G) = \Delta(y_i + 1) - \Delta(y_i) > 0$ or $\Delta(x_{j'} + 1) - \Delta(x_{j'}) > 0$. This implies that $G$ was not extremal and so we conclude by contradiction. □

Next, we note that

$$\sum_{(i,j) \in T} x_j y_i \leq \sum_{i,j} x_j y_i = \left(\sum_{i} x_j\right) \left(\sum_{i} y_i\right) = m^2.$$

So by Jensen’s inequality, we have

$$\sum_{(i,j) \in T} \log(x_j y_i) \leq m \log \left(\frac{m^2}{m}\right) = m \log(m)$$

with equality if and only if $x_j y_i = m$ for every choice of $(i,j)$, i.e. $G$ is complete, bipartite. □
3 Minimum entropy among dense Bipartite graphs

We state two propositions in terms of the Young tableaux. Note that by taking \( x = q + 1 \), we conclude that \( B(n, m, y) \) is extremal in both cases.

**Proposition 11.** Fix integers \( x > y > r > 0 \) and \( m = xy - r \). Among all Young tableaux with \( m \) cells in \([x] \times [y]\), \( h(T) \) is maximized by

\[
T' = ([x] \times [y]) \setminus (x \times [y-r+1\ldots y]).
\]

If \( x > y = \omega(r^2) \), then the latter tableau has \( h(T') \sim m \log m - r + o(1) \).

**Proof.** Let \( T \) be a Young tableau which equals \([x] \times [y]\), except from the \( r \) cells which have coordinates \((i_1, j_1), (i_2, j_2), \ldots, (i_r, j_r)\), where these are ordered in reverse lexicographic order. In particular \((i_1, j_1) = (x, y)\) and for every \( 1 \leq k \leq r \) the pair \((i_k, j_k)\) satisfies \( i_k + j_k \geq x + y + 1 - k, j_k \leq y \) and \( i_k \leq x \). Since \( \Delta \) is increasing and concave, by the inequality of Karamata, we have

\[
\Delta(i_k) + \Delta(j_k) \geq \Delta(x) + \Delta(y + 1 - k).
\]

Now

\[
h(T) = xy \log(xy) - \sum_{k=1}^{r} (\Delta(i_k) + \Delta(j_k))
\]

\[
\leq xy \log(xy) - \sum_{k=1}^{r} (\Delta(x) + \Delta(y + 1 - k))
\]

\[
= h(T'),
\]

and furthermore equality occurs if and only if \((i_k, j_k) = (x, y + 1 - k)\) for every \( k \), i.e. \( T = T' \). Now since

\[
1 + \log(x) - \frac{1}{x-1} \leq \Delta(x) < 1 + \log(x)
\]

and

\[
1 + \log(y) - \frac{1}{y-1} \leq \Delta(y + 1 - k) < 1 + \log(y),
\]

we note that when \( y = \omega(r^2) \), we have

\[
h(T') = xy \log(xy) - r \Delta(x) - \sum_{k=1}^{r} \Delta(y + 1 - k)
\]

\[
= m \log(m + r) - 2r - o(1)
\]

\[
= m \log(m) - r - o(1),
\]

where the \( o(1) \) term tends to zero as \( x, y \to \infty \) for fixed \( r \). \hfill \Box

**Proposition 12.** Fix integers \( q \geq y > r > 0 \) and \( m = qy + r \). Among all Young tableaux containing \([q] \times [y]\) with \( m \) cells, \( h(T) \) is maximized by

\[
T' = ([q] \times [y]) \cup ((q + 1) \times [r]).
\]

If \( q = \omega(r) \), the latter tableau satisfies \( h(T') \sim m \log(m) - r \log \left( \frac{m}{r} \right) \).

**Proof.** Let \( T \) be a Young tableau which equals \([q] \times [y]\), with \( r \) additional cells which have coordinates \((i_1, j_1), (i_2, j_2), \ldots, (i_r, j_r)\), where these are ordered in lexicographic order. We note that for every \( 1 \leq k \leq r \) the pair \((i_k, j_k)\) satisfies \( i_k + j_k \leq q + k + 1 \) and \( \min\{i_k, j_k\} \leq k \). Since \( \Delta \) is increasing and concave, by the inequality of Karamata, we have

\[
\Delta(i_k) + \Delta(j_k) \leq \Delta(\min\{i_k, j_k\}) + \Delta(q + 1 + k - \min\{i_k, j_k\}) \leq \Delta(q + 1) + \Delta(k).
\]
Now
\[ h(T) = yq \log(yq) + \sum_{k=1}^{r} (\Delta(i_k) + \Delta(j_k)) \]
\[ \leq yq \log(yq) + \sum_{k=1}^{r} (\Delta(q+1) + \Delta(k)) \]
\[ = h(T'), \]
and furthermore equality occurs if and only if \((i_k,j_k) = (q+1,k)\) for every \(k\), i.e. \(T = T'\).

Now since \(1 + \log(q) \leq \Delta(q+1) < 1 + \log(q) + \frac{1}{q}\) and \(\sum_{k=1}^{r} \Delta(k) = f(r) = r \log(r)\), we note that when \(q = \omega(r)\), we have
\[ h(T') = yq \log(yq) + r \Delta(q+1) + f(r) \]
\[ = qy \log(q) + qy \log(y) + r \log(q) + r + f(r) + o(1) \]
\[ = m \log(m - r) - r \log(y) + r + r \log(r) + o(1) \]
\[ = m \log(m) - r \log \left(\frac{y}{r}\right) + o(1), \]
where the \(o(1)\) term tends to zero when \(q \to \infty\) for fixed \(r\).

\[ \Box \]

4 Minimum is attained by dense Young tableaux

In this subsection, we list and prove a number of lemmas that show that the extremal Young tableaux are dense, in the sense that they are of the form presented in Section 3.

We start with proving that the extremal Young tableau cannot have the following specific form.

\[ \text{Lemma 13.} \quad \text{Let } m = xy - r - s + 1 \text{ with } 1 \leq r \leq x - y \text{ and } 1 \leq s < y, \text{ such that } r + s - 1 = wy + r' \text{ for some integers } 0 < w \text{ and } 0 \leq r' < y. \]

\[ \text{If} \]
\[ T = ([x] \times [y]) \setminus ((x - r + 1..x] \times y) \setminus (x \times [y - s + 1..y - 1]) \text{ and} \]
\[ T' = ([x - w] \times [y]) \setminus ((x - w) \times [y - r' + 1..y]), \]
\[ \text{then } h(T) < h(T'). \text{ See Figure 2} \]

(a) Young tableau \(T\)  \hspace{1cm} (b) Young tableau \(T'\)

Figure 2: The Young tableaux from Lemma 13

\[ \text{Lemma 13.} \]
Proof. We prove this in a number of steps. First we prove that it is sufficient to prove when \( s = 1 \).

**Claim 14.** If Lemma 13 does hold whenever \( s = 1 \), then so it does for all other cases.

Proof. Assume there are choices of \( x, y, r, s \) (and thus Young tableaux \( T \) and \( T' \)) for which Lemma 13 is false. Let \( t = y - s \) and \( t' = y - r' \), and assume \( 0 < t < y - 1 \). We now consider two cases.

**Case 1:** \( t' \leq t \). In this case, we note that \( \Delta(t + 1) + \Delta(x) > \Delta(t' + 1) + \Delta(x - w) \) and thus we also have a counterexample with \( s - 1 \) instead of \( s \). We can repeat this until \( s = 1 \).

**Case 2:** \( t' > t \). Note that \( y \cdot (x - w) > m > x \cdot (y - 1) \) implying \( \frac{x-w}{x} > \frac{y-1}{y} > \frac{1}{t+1} \) ≥ \( \frac{1}{t} \) and hence \( (x-w)t' > xt \). Now we have \( \Delta(t) + \Delta(x) < \Delta(t') + \Delta(x - w) \). When \( t + x \leq (x - w) + t' \), this is by Karamata’s inequality and the fact that \( \Delta \) is increasing and concave. When \( t + x > (x - w) + t' \), we note that \( (x-u)(t-u) = xt-u(x+t)+u^2 < (x-w)t'-u((x-w)+t') + u^2 = (x-w-u)(t'-u) \) for every \( u \geq 0 \) and thus

\[
\int_{u=0}^{1} \log ( (x-u)(t-u) ) \, du < \int_{u=0}^{1} \log ( (x-w-u)(t'-u) ) \, du.
\]

The latter being equivalent to \( \Delta(t) + \Delta(x) < \Delta(t') + \Delta(x - w) \). This implies that we can construct a counterexample with \( s + 1 \) instead of \( s \) as well and we can repeat this until \( s = y \), which corresponds to an example with \( s = 1 \). \( \diamond \)

Next, we show that we can assume that \( x - r = y \).

**Claim 15.** If Lemma 13 does hold whenever \( s = 1 \) and \( r = x - y \), then so it does for all other cases.

Proof. Assume there are Young tableaux \( T \) and \( T' \) for which Lemma 13 is false, where \( s = 1 \) and \( y + r < x \). Now deleting the first column of both tableaux, implies that \( h(T) \) decreases by \( \Delta(x-r) + (y-1) \Delta(x) + f(y) \) and \( h(T') \) has been decreased by \( (y-r') \Delta(x-w) + r' \Delta(x-w-1) + f(y) \). Since \( \{ x, x, \ldots, x, x-r \} \) majorizes \( \{ x-w, x-w, \ldots, x-w, x-w-1, \ldots, x-w-1 \} \), as \( \Delta \) is strictly concave, the value \( h(T') \) has decreased by a larger amount than \( h(T) \). So Lemma 13 is false for a construction with parameters \( (x-1, y, r) \). We can repeat this, until \( x = y + r \). \( \diamond \)

Now we finish the proof by proving that Lemma 13 is true when \( s = 1 \) and \( r = x - y \). In the latter case, we can write \( x = ay + b \) where \( a > 0 \) is an integer and \( 0 \leq b < y \), in which case we know the precise shapes of \( T \) and \( T' \). These have been represented in Figure 3.

![Figure 3: The two Young tableaux in the remaining case](image)

When \( a = 1 \), we have \( h(T) \leq h(T') \) by Proposition 11 and the inequality is even strict when \( b > 1 \). We now finish the proof by induction on \( a \). So assume it is proven for the values \( a, b, y \). Going from \( a \) to \( a + 1 \), the
value \( h(T) \) increases by

\[
I_1 = y \cdot f(y - 1) + (y - 1) \left( f((a + 1)y + b) - f(ay + b) \right)
\]  

(1)

while \( h(T') \) increases by at least

\[
I_2 = (y - 1) \cdot f(y) + y \left( f \left( \left( a + 1 + \frac{b}{y} \right) (y - 1) \right) - f \left( \left( a + \frac{b}{y} \right) (y - 1) \right) \right).
\]

(2)

Now one can note that \( I_1 = I_2 \) by implementing the following two equalities in Equation (1) and Equation (2).

\[
f((a + 1)y + b) - f(ay + b) = y + y \int_{u=a+\frac{b}{y}}^{a+1+\frac{b}{y}} (\log(u) + \log(y)) \, du
\]

\[
f \left( \left( a + 1 + \frac{b}{y} \right) (y - 1) \right) - f \left( \left( a + \frac{b}{y} \right) (y - 1) \right) = y - 1 + (y - 1) \int_{u=a+\frac{b}{y}}^{a+1+\frac{b}{y}} (\log(u) + \log(y - 1)) \, du.
\]

Having proven this particular case in Lemma 13, we continue with some observations from which we can conclude that the extremal tableaux will be as given in Section 3.

**Lemma 16.** If \( G = (U \cup V, E) \) is an extremal bipartite \((n, m)\)-graph, then the minimum degree of the smaller partition class is at least the maximum degree of the other partition class.

**Proof.** Consider the associated Young tableau \( T \) of \( G \). Let \( i \) be the value for which \((i, i) \in T \) and \((i+1, i+1) \notin T \). Let \( S_1 = \{(i', j') \in T \mid j' > i\} \) and \( S_2 = \{(i', j') \in T \mid i' > i\} \). Now if both \( S_1 \) and \( S_2 \) are non-empty, we can construct a tableau \( T' \) for which the rows in \( S_1 \) are deleted and are added as columns, in such a way that another Young tableau \( T' \) has been formed. It is not hard to see the degree sequence of the graph \( G' \) associated with \( T' \) majorizes the degree sequence of \( G \). For this, note that is sufficient to compare the degrees of \( \{u_1, \ldots, u_i, v_1, \ldots, v_j\} \) (and thus the number of cells in their rows/columns). Thus, since \( f \) is strictly convex, by Karamata’s inequality we know \( h(T') > h(T) \). 

---

**Figure 4:** Sketch of the rearrangement in Lemma 16
Theorem 17. For fixed integers \( m \) and \( n \), let \( T_\ast \) be a tableau with \( m \) cells for which the sum of its length \( x \) and width \( y \) is at most \( n \). If \( h(T_\ast) \) is maximal among all such tableaux, then \( x, y \) satisfy \( xy - \min\{x, y\} \leq m \leq xy \).

Proof. Assume \( m \) cannot be written as a product \( xy \) with \( x + y \leq n \) and \( T_\ast \) is an extremal tableau with \( m \leq (x - 1)y \), where \( y < x \). Let \( x_1, x_2, \ldots, x_y \) be the number of cells in every row. By Lemma 16 we know that \( \lceil y \rceil \times \lfloor y \rfloor \subset T_\ast \) and thus \( x_i \geq y \) for every \( 1 \leq i \leq y \). Furthermore, since \( m \leq (x - 1)y \), there is a smallest index \( i \) such that \( x_i < x - 1 \). Now, the first \( i \) rows of \( T_\ast \), i.e. \( T_i = T_\ast \cap ([x] \times [i]) \), form a tableau that has the form of the tableau \( T \) in Lemma 13. Replacing \( T_i \) by the corresponding \( T'_i \) from Lemma 13 (which does not increase the length of the tableau) will imply that we also form a \( T'_\ast \) for which \( h(T'_\ast) > h(T_\ast) \), since \( h(T'_\ast) - h(T_\ast) = h(T'_i) - h(T_i) > 0 \). For the latter, note that the only rows and columns that possibly changed, are rows 1 till \( i \) and columns \( x_i + 1 \) till \( x \), all of which do not contain any cell outside \( T_i \) or \( T'_i \). This is the desired contradiction. Figure 5 presents this final comparison. \qed

![Figure 5: The local move increasing \( h(T_\ast) \) in Theorem 17](image)

5 Maximum entropy and extrema of other chemical indices

The degree-based entropy is one example of a degree-based topological index (or chemical index), the latter defined as

\[
TI_g(G) = \sum_{uv \in E(G)} g(\deg(u), \deg(v)),
\]

for some function \( g \), as initially done in e.g. [10]. See e.g. [15] Table 1 for a clear overview of some more examples. In this case, one can conclude that the interesting graphical function-indices, defined similarly as \( \sum_{v \in V(G)} g(\deg(u)) \), will essentially boil down to \( g(x) = c_1 x + c_2 x \log(x) \) and thus be directly related to the entropy case. So we focus on the chemical indices. The function \( h(G) \) can be written as \( TI_g \) where \( g(x, y) = \log(xy) \). Our idea of approach 2 in Subsection 2.2 works for any \( TI_g \) whenever \( g \) is an increasing, concave function in \( xy \). E.g. when \( g(x, y) = xy \) or \( g(x, y) = \sqrt{xy} \) (i.e. for the Second Zagreb index and Reciprocal Randic index), the graphs maximizing \( TI_g(G) \) among all bipartite graphs of size \( m \) are precisely the complete bipartite graphs \( K_{q,y} \) with \( q \cdot y = m \). When we know both the order and size, one can expect that a similar exposition implies that the extremal graphs are again near complete bipartite, i.e. \( K_{y,x} \) with some small number \( r \) of removed (or added) edges. Xu et al. [19] studied these for the first and second Zagreb indices for example.

On the other hand, if \( g(x, y) = x + y \) or \( g(x, y) = (x + y)^2 \), since \( \deg(u) + \deg(v) \leq m + 1 \) for every \( uv \in E(G) \) the unique extremal graph (maximizing \( TI_g(G) \)) is easily seen to be the star \( K_{1,m} \). In particular, this implies that among bipartite graphs of a given size, the set of graphs maximizing the First Zagreb index and Second
Zagreb index are not equal. This contrasts some of the intuition in the concluding section of [19 Sec. 4]. Also among bipartite graphs of a given order and size, the bipartite graphs with the maximum first Zagreb index might be different than the one with the maximum second Zagreb index. For the first Zagreb index these extremal bipartite graphs were determined by Zhang and Zhou [20]. Here the asymmetry (large degrees) play a major role and so there are examples for which the bipartite graphs maximizing the first Zagreb index are not complete bipartite, while there do exist complete bipartite graphs $K_{y,x}$ with $xy = m$ and $x + y < n$ that maximize the second Zagreb index.

Finally, we prove that the graphs with maximum entropy can be easily determined and are the graphs for which the degree sequence is as balanced as possible. We prove these statements by showing that the latter graphs are those which minimize $\text{TI}_g(G)$ for any increasing, strictly convex function $g$. Thus, we give a short alternative proof for the result in [12] in this more general setting and for the result of [14].

Among all graphs with fixed size $m$, without constraint on the order, $mK_2$ is the unique extremal graph maximizing the entropy (note that $h(mK_2) = 0$) and minimizing $\text{TI}_g(G)$ as well (here the order $n \geq 2m$ and isolated vertices are taken into account as well when $g(0) \neq 0$).

If there is a condition on both the order and size, the extremal graphs and bipartite graphs are precisely the nearly-regular graphs, as proven in the following two propositions. Cheng et al. [1] determined these bipartite graphs with the minimum value of the first Zagreb index for bipartite graphs of a given order and size. The proof is essentially a corollary of Karamata's inequality and noting that there is a degree sequence $g$ which the degree sequence is as balanced as possible. We prove these statements by showing that the latter graphs are as balanced as possible. Remark that $g$ is majorized by any degree sequence of any other bipartite graph with order $n$.

Proposition 18. Let $g$ be an increasing, strictly convex function. Among all graphs with fixed size $m$ and order $n$, every nearly-regular graph (i.e. $\text{deg}_{\text{max}} - \text{deg}_{\text{min}} \leq 1$) is extremal and these are the only extremal graphs.

Proof. Since the degree sequence of any nearly-regular graph is majorized by the degree sequence of any other $(n, m)$-graph, the result follows by Karamata’s inequality. The characterization of the extremal graphs is a consequence of $g$ being strictly convex. The existence of nearly-regular graph (even connected if $m \geq n - 1$ when necessary) is immediate. If $n$ is even, then $K_n$ can be partitioned into $n - 1$ perfect matchings and one can add edges from one perfect matching at a time. If $n$ is odd, then $K_n$ can be partitioned into $\frac{n+1}{2}$ 2-regular graphs, where at least one of them is a cycle (when $n = 2k + 1$ and $V = \{v_1, v_2, \ldots, v_n\}$, for every $1 \leq \ell \leq k$, form the graph with edges $v_i v_j$ for which $i - j \equiv \pm \ell \pmod{n}$). Now when $m = an + b$, one can take the union of a such 2-regular graphs and a matching or its complement of the cycle.

Proposition 19. Among all bipartite graphs with size $m$ and order $n$, every bipartite graph $G = (U \cup V, E)$ with $|U| = \left\lceil \frac{m}{2} \right\rceil$ and $|V| = \left\lfloor \frac{m}{2} \right\rfloor$ for which the degrees in one partition class differ by at most one attains the maximum entropy in the graph class. Furthermore, a bipartite graph is extremal if and only if it has the same degree sequence as this balanced example.

Proof. Let $G' = (U' \cup V', E')$ be any other bipartite graph with size $m$ and order $n$ whose partition classes have size $u \geq v$. The sum of the $i \leq v$ largest degrees in $V'$ are at least equal to the sum of the $i$ largest degrees of $G$ and the sum of the $i \leq u$ smallest degrees in $U'$ are at most the sum of the $i$ smallest degrees in $G$. Here we use that $u \geq \left\lceil \frac{m}{2} \right\rceil$ and $v \leq \left\lfloor \frac{m}{2} \right\rfloor$ and the degrees in $G$ are as balanced as possible. Remark that if $u \geq i > \left\lceil \frac{m}{2} \right\rceil$, then the sum of the $i$ degrees in $U'$ is at most $m$. So we conclude that the degree sequence of $G$ is majorized by any degree sequence of any other bipartite graph with order $n$ and size $m$, from which we conclude (also for the uniqueness statement) by Karamata’s inequality and $g(x)$ being strictly convex.

We remark that one can always construct at least one such a balanced bipartite graph $G$. If $n$ is even, just partition $K_{n/2,n/2}$ in perfect matchings and add the edges from one matching at a time up to the point you selected precisely $m$ edges. When $n$ is odd, for every $1 \leq m \leq \left\lfloor \frac{n^2}{4} \right\rfloor$, one can construct a graph by adding for every $1 \leq k \leq m$ an edge between the vertices $a_i$ and $b_j$ for which $k \equiv i \pmod{\left\lceil \frac{n}{2} \right\rceil}$ and $k \equiv j \pmod{\left\lfloor \frac{n}{2} \right\rfloor}$ respectively.

A few examples have been presented in Figure 6. Since everything boils down to having a degree sequence that is as balanced as possible, i.e. it is majorized by any other degree sequence of a graph, the result only
depends on the degree sequence. We end with a few observations. There do exist both connected and disconnected extremal bipartite graphs (as presented for \( m = n = 9 \)). If \( n \) is odd, it is possible there is no extremal bipartite graph attaining the maximum over all graphs, since for bipartite \((n, m)\) graphs we might be forced to have \( \deg_{\text{max}} - \deg_{\text{min}} \geq 2 \) (equality can be attained), as is the case with \( m = n = 9 \). Finally, we observe that the partition itself does not necessarily has to be balanced (e.g. \( m = 30, n = 22, |U| = 10 \) and \( |V| = 12 \)).

\[
\begin{align*}
\text{(a) } n = 8 & \quad \text{(b) } n = 9 \text{ (connected)} & \quad \text{(c) } n = 9 \text{ (disconnected)}
\end{align*}
\]

Figure 6: Bipartite graphs of size 9 with maximum entropy

6 Conclusion

In this paper, we proved that the bipartite graphs of size \( m \) that maximize the entropy are complete bipartite graphs. If there is a restriction on the order (at most \( n \)) and \( m \) cannot be written as \( x \cdot y \) where \( x + y \leq n \), then the extremal graphs are of the form \( B(n, m, y) \), i.e. a complete bipartite graph minus a star. Nevertheless, it seems impossible to determine \( y \) with a general formula, as we will explain here.

Using a computer program\(^1\), we could find all extremal bipartite graphs for \( n \leq 50 \) and \( m \leq \left\lfloor \frac{n^2}{4} \right\rfloor \). The output is presented in\(^2\). For every pair \((n, m)\) and value \( 1 \leq y \leq \sqrt{m} \), we computed the values

\[
q = \left\lfloor \frac{m}{y} \right\rfloor, \quad x = \left\lceil \frac{m}{y} \right\rceil, \quad m - qy, \quad xy - m, \quad h = h(B(n, m, y))
\]

and three boolean values expressing whether \( B(n, m, y) \) achieved the maximum value of \( h \) among all choices of \( y \) and whether \( m - qy \) or \( xy - m \) were minimal among all possible choices for \( y \) for that pair \((n, m)\). Among all extremal graphs which are not complete bipartite, we found 547 cases for which both \( xy - m \) and \( m - qy \) are minimal among all possibilities, 375 cases where only \( m - qy \) is minimal, 3635 cases where only \( xy - m \) is minimal, and no cases for which neither \( xy - m \) nor \( m - qy \) is minimal.

Intuitively, when \( xy - m \) or \( m - qy \) is small, the graph \( B(n, m, y) \) is nearly complete bipartite (up to the edges of a small star which has been added or removed) and so it might be extremal. Nevertheless, this was found not to be the case in general. When \( n = 17726 \) and \( m = 318728 \), the extremal graph is \( B(n, m, 18) \), which satisfies \( q = 17707, y = 18 \) and \( r = m - qy = 2 \), even though \( y = 139 \) and \( q = 2293 \) would give \( r = 1 \). Taking into account the estimates in Proposition\(^3\), one can expect that there are more such examples since the difference with the upper bound depends on both \( r \) and \( y \), i.e. one would like \( y \) and \( r \) to be both small and the ratio has an influence on this. A precise statement here would be difficult, as it is related to some hard number theoretic questions.

Comparing with Proposition\(^4\) whenever \( m \) is large, one would wish that there was a small value of \( r \) for which \( m + r \) could be written as a product \( xy \) with \( x + y \leq n \). So one may expect from these observations that in most cases, the extremal graph will be \( B(n, m, y) \) with \( y \) chosen in such a way that \( y \left\lceil \frac{m}{y} \right\rceil - m \) is minimized under the constraint that \( y + \left\lceil \frac{m}{y} \right\rceil \leq n \), and so the extremal graph is a “complete bipartite graph minus a small star”. Furthermore, when there are multiple choices for \( y \), we need to choose the smallest \( y \), i.e. for

\(^1\)https://github.com/MatteoMazzamurro/extrema-graph-entropy/blob/main/bipartite_graphs_entropy.R
\(^2\)https://github.com/MatteoMazzamurro/extrema-graph-entropy/blob/main/B_n_m_50.csv
fixed \( r \), the complete bipartite graph will be as asymmetric as possible. To note the latter, one can compare the computations in Proposition 11 for some \( x' > x > y > y' \) with \( xy = x'y' \). For a fixed \( 1 \leq k \leq y - 1 \), we have \( \Delta(x') + \Delta(y + 1 - k) \geq \Delta(x) + \Delta(y' + 1 - k) \) since \( (x - u)(y + 1 - k - u) \geq (x' - u)(y' + 1 - k - u) \) for \( u \in [0,1) \).

We can prove that the intuition that \( r = xy - m \) is minimal for the extremal \( B(n, m, y) \) is true in many cases, using the notion of \( M \)-friable numbers. A positive integer is called \( M \)-smooth or \( M \)-friable if its largest prime divisor is at most \( M \). At this point, the state-of-the-art on smooth/friable numbers [17,19] does not address the question if for fixed constants \( 0 < u < 1 \) and \( c > 0 \), the interval \([m, m + c \log(m)]\) necessarily needs to contain a \( m^u \)-smooth number whenever \( m \) is sufficiently large, but it does so for almost all \( m \) by [17, Cor. 6].

Write \( n = (m + \log(m))^u + (m + \log(m))^{1-u} \) for some real number \( \frac{2}{3} \leq u < 1 \). Now for almost all \( m \), we know that there does exist a number \( r \leq 0.5(1-u) \log(m) \) such that \( m + r \) is \( m^u \)-smooth (by [17, Cor. 6]).

Now \( m + r \) being \( m^u \)-smooth implies that all its prime divisors are bounded by \( m^u \) and thus also \( (m + r)^u \).

Thus \( m + r \) has two divisors \( x, y \) for which \((m + r)^{1-u} \leq y \leq (m + r)^u \). For this, note that if the largest prime factor \( p \) of \( m + r \) satisfies \((m + r)^{1-u} \leq p \leq (m + r)^u \), we can take \( \{x, y\} \) to be equal to \( \{p, \frac{m}{y}\} \) and otherwise we can take a product \( P \) of prime divisors of \( m + r \) which is between \((m + r)^{1-u} \) and \((m + r)^u \) and take \( \{x, y\} \) to be equal to \( \{P, \frac{m}{y}\} \). Since the function \( P + \frac{m}{y} \) is increasing for \( P \geq \sqrt{m + r} \) and \( r < \log m \), we have \( x + y < n \). Comparing Proposition 12 and Proposition 11, we conclude that the extremal graph is equal to the graph \( B(n, m, y) \) where \( y \) has been chosen in such a way that \( xy - m \) is minimized. The latter is because \( y + \frac{m}{y} \leq n \) and \( y < \sqrt{m} \) implies that \( y \gg m^{1/5(1-u)} \) and thus \( \log(y) - r \) is large.

On the other hand, there will be infinity many examples which are not of this form. A simple example for this, where \( m - qy \) can be arbitrarily large, can be constructed as follows. Fix \( c > 0 \) and let \( n = 2a + 1 \) and \( m = a^2 + c \), where \( a = b^2 + b \). Now \( B(n, m, a) \) is an example for which \( m - qy = c \) is minimized (note that \( q + y = 2a \) is needed). On the other hand \( B(n, m, y) \) will always satisfy \( xy - m \geq 2b - c \) since (note that \( x + y = n \) is needed)

\[
(a - b + 1)(a + b) - m = a^2 + a - b^2 + b > m > a^2 + a - b^2 - b = (a-b)(a+b+1).
\]

For fixed \( c \) and \( b \) sufficiently large, we conclude as then \( 2b - c > c \log \left( \frac{2b-c}{c} \right) \).
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