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Abstract. For the resolved conifold with one outer D-brane in arbitrary framing, we present some results for the open string partition functions obtained by some operator manipulations. We prove some conjectures by Aganagic-Vafa and Aganagic-Klemm-Vafa that relates such invariants to the mirror curve of the resolved conifold. This establishes local mirror symmetry for the resolved confolds for holomorphic disc invariants. We also verify an integrality conjecture of such invariants by Ooguri-Vafa in this case and present closed formulas for some Ooguri-Vafa type invariants in genus 0 and arbitrary genera.

1. Introduction

The resolved conifold is probably the most studied noncompact Calabi-Yau 3-fold, comparable as its compact counterpart the quintic in $\mathbb{P}^4$. It provides testing ground for new developments and is a rich source of many new discoveries. In this work we will study it as the first nontrivial local Calabi-Yau geometries for which we try to establish local mirror symmetry in the new formalism of the local B-theory [25, 8], which involves open string invariants.

The local A-theory of the resolved conifold has played a crucial role in the development of duality between topological string theory and Chern-Simons theory. Witten [32] proposed that the large $N$ expansion of Chern-Simons link invariants can be identified with the genus expansion of open string invariants of the deformed conifold $T^*S^3$, which counts holomorphic maps from Riemann surfaces boundaries to $T^*S^3$, with $h$ boundary components mapped to the Lagrangian submanifold $S^3$. Gopakumar-Vafa [15] proposed that after summing over the number $h$ of boundary components, one gets from the large $N$ expansion of the 3-manifold invariant of $S^3$ the genus expansion of closed string invariants of the resolved conifold. Ooguri and Vafa [31] extended this and proposed that the large $N$ expansion of link invariants corresponds to open string invariants of the resolved conifold, associated with some Lagrangian submanifolds corresponding to the link. Mariño-Vafa [26] extended this further by considering framed knots. The duality has been extended to other local Calabi-Yau geometries [1] and a formalism called the topological vertex [2] has been developed to compute open and closed string invariants of local toric Calabi-Yau geometries.

Much of these developments in the physics literature has been made mathematically rigorous, using the method of localization. This method reduces the calculations to Hodge integrals which are intersection numbers on the Deligne-Mumford moduli spaces. A byproduct in [26] is a conjectural closed formula for some Hodge integrals, by comparing with the formal localization calculations performed for the resolved conifold by Katz and Liu [18]. This has played no role in later physical
development, but it turns out to provide the crucial clue for the mathematical development. The formula for Hodge integrals conjectured by Mariño and Vafa has been proved \[21, 28\] and generalized \[33, 22, 20\], and all such formulas have played an important role in the mathematical development of the calculations of open and closed string invariants of local Calabi-Yau geometries \[31, 20\]. Note mathematically the open string invariants is very difficult to define in symplectic geometry. Li and Song \[23\] notice that in the case of the resolved conifold one can use the relative moduli space in algebraic geometry to define open string invariant. This is also the approach taken in the mathematical theory of the topological vertex \[20\] to bypass the difficulties in the definition of open string invariants for general local Calabi-Yau geometries. So now we have a mathematically rigorous way to define and compute certain open string invariants of local Calabi-Yau geometries in algebraic geometry, which should have a parallel theory in symplectic geometry as shown in the resolved conifold case in \[23\].

Local B-theory and local mirror symmetry in genus 0 have also been studied extensively in physics literature. For closed strings, see e.g. \[11\]. For open string, Aganagic and Vafa \[5\] conjectured a relationship between genus 0 open string invariants and the equation for the mirror curve given by the Hori-Iqbal-Vafa construction \[17\]. This was extended by Aganagic, Klemm and Vafa \[3\] to include the effect of framing, and the case of the resolved conifold was treated in \[26\]. Klemm and Zaslow \[19\] studied local B-theory from the point of view of holomorphic anomaly equation \[9\]. For another approach see \[1\]. Recently there has appeared a new formalism of the local B-theory in arbitrary genera. Extending results in the theory of matrix models, Eynard-Orantin \[13\] developed a formalism that recursively defines some differentials from a plane algebraic curve. See also their more recent work \[14\]. These differentials correspond to $n$-point open string partition functions in arbitrary genus. Mariño \[25\] proposed that this formalism can be used to define unambiguously the local B-theory for local toric Calabi-Yau geometries, where the algebraic curves are taken to be the mirror curves. Bouchard, Klemm, Mariño, Pasquetti \[8\] extended this proposal to more general setting based on \[3\], including some conjectures on the framing transformation and the effects of phase changes of the D-branes. Bouchard and Mariño \[9\] made the proposal more explicit in the case of $\mathbb{C}^3$ with one D-brane, incorporating the ideas from \[3\]. Mathematically, this involves one-partition Hodge integrals in the Mariño-Vafa formula \[26, 21, 28\]. They also derived a related conjecture for Hurwitz number in the same paper.

Borot-Eynard-Safnuk-Mulase \[7\] and Eynard-Safnuk-Mulase \[12\] have proved Bouchard-Mariño Conjecture for Hurwitz numbers by two different methods. Based on the method in \[12\], two proofs, one by Chen \[10\] and one by the author \[37\], have appeared for Bouchard-Mariño Conjecture for the case of $\mathbb{C}^3$ with one D-brane. The proof for the case of $\mathbb{C}^3$ with three D-branes, i.e., the case of topological vertex \[20\], has been given by the author in a more recent work \[38\]. Our strategy for the study the case of more general local Calabi-Yau geometries is to generalize the earlier results. It has three steps:

Step 1. Compute the genus zero one point functions of open string invariants and relate it to the mirror curve.

Step 2. Compute the genus zero two point functions of open string invariants and relate it to the Bergman kernel of the mirror curve.
Step 3. Establish the Eynard-Orantin type recursion relations, favorably by the cut-and-join equations.

In this work we focus on the first step for the resolved conifold, leaving the other two steps to subsequent work in progress. We will start with the calculation of the open string invariants by topological vertex. Such calculations involve summations over partitions and so are often very complicated. A key technique we use in this work is to transform the calculations to vacuum expectation values of some operators developed by Okounkov-Pandharipande [29, 30] originally for Hurwitz numbers. This was first proposed in an earlier work [36] for the case of inner brane, whereas in this work we deal with the case of outer brane. However we go one step further by finding simple closed formula for one-point functions of open string invariant and hence establish the conjectured relation with the mirror curve proposed in [5]. This establishes local mirror symmetry for the resolved conifold in the case of holomorphic disc invariants. The case of inner brane can be treated similarly with details to be presented in a separate paper. As another application, we also check the Ooguri-Vafa Integrality Conjecture [31] for one-point functions in arbitrary framing. We present a closed formula for holomorphic disc numbers and a closed formula for some integral invariants in arbitrary genera.

Another application of our results is that it leads to a proof of the full Mariño-Vafa Conjecture that identifies open string invariants of the resolved conifold with the link invariants of the unknot, i.e., the quantum dimensions. The details will appear in a forthcoming paper.

The next step in establishing the local mirror symmetry in the BKMP Conjecture is to compute the two-point functions in genus zero and relate it to the Bergman kernel of the mirror curve. Our method in this paper can also be used to evaluate the two-point functions, but the combinatorics is much more complicated. We will address this in a subsequent work.

Note in this paper an important simplifying trick we have exploited is that after the conversion from the topological vertices to Hodge integrals, one can choose some parameters suitably so that most of the terms vanish and for the nonvanishing terms one can use the Mumford’s relations. For more general local Calabi-Yau geometries this may not work anymore.

The rest of the paper is arranged as follows. In Section 2 we start with the topological vertex computations of open string invariants of the resolved conifold in general framing, and show that after conversion to 2-partition Hodge integrals, some results in [33] can be used to simplify the calculations. In Section 3 we adapt the proposal in the inner brane case in [36] to the outer brane case, and reformulate the partition functions in terms of operators introduced in [29]. We indicate the method of evaluating the n-point functions by operator manipulations, and carry out in Section 4 the calculation of one-point functions by this method. Closed formulas in genus 0 and in general genera are presented in this section. As an application, we discuss in Section 5 the Ooguri-Vafa integrality properties of disc invariants of the resolved conifold in general framing. In the final Section 6, we establish the Aganagic-Vafa Conjecture that relates counting of open string disc invariants to the mirror curve, and the Aganagic-Klemm-Vafa Conjecture on framing transformation, both in the resolved conifold case.
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2. Open String Amplitude of the Resolved Conifold with One Outer Brane

In this section we will start with the calculation by topological vertex \([2, 20]\) of the open string amplitude of the resolved conifold. We reformulate it by a formula that relates the relevant topological vertex to two-partition Hodge integrals \([33, 22]\). We then show that by choosing the parameters in the Hodge integrals suitably the computations can be greatly simplified.

2.1. Open string amplitudes by the topological vertex. By the theory of the topological vertex \([2, 20]\), the open string amplitude for the resolved conifold with one outer brane and framing \(a\) can be computed as follows:

\[
(1) \quad Z^{(a)}(\lambda; t; p) = \sum_{\mu, \nu, \eta} q^{\kappa_{\mu}/2} C_{(0), \mu, \nu}(q) \cdot Q^{\nu}(t) \cdot C_{(0), (0)}(q) \cdot \frac{\chi_\mu(\eta)}{z_\eta \sqrt{-t(\eta)}} p_\eta(x),
\]

where \(q = e^{\sqrt{-1}A}\) and \(Q = -e^{-t}\). The topological vertices here can be rewritten as follows (cf \([33]\)):

\[
(2) \quad C_{(0), \mu, \nu}(q) = q^{-\kappa_{\mu}/2} W_{\mu, \nu}(q), \quad C_{(0), (0)}(q) = W_{\nu}(q) = q^{\kappa_{\nu}/2} W_{\nu}(q),
\]

so we have

\[
(3) \quad Z^{(a)}(\lambda; t; p) = \sum_{\mu, \nu, \eta} q^{\kappa_{\mu}/2} W_{\mu, \nu}(q) Q^{\nu}(t) W_{\nu}(q) \cdot \frac{\chi_\mu(\eta)}{z_\eta \sqrt{-t(\eta)}} p_\eta(x).
\]

We will not recall the complicated definitions of \(W_{\mu, \nu}(q)\) here, since we will not use it below to carry out the computations. Instead, we will rewrite it in terms of Hodge integrals and use a trick that greatly simplifies the summations over partitions.

2.2. Open string amplitudes by two-partition Hodge integrals. For a pair of partitions \((\mu^+, \mu^-) \in \mathcal{P}_+^2\) (one of which might be empty), consider the following Hodge integrals:

\[
G_{\mu^+, \mu^-}(x, y, -x - y) = -\frac{\sqrt{-1}}{z_{\mu^+} \cdot z_{\mu^-}} \sum_{g \geq 0} \lambda^{2g - 2 + l(\mu^+) + l(\mu^-)}
\]

\[
\int_{\mathcal{M}_{g, l(\mu^+)+l(\mu^-)}} \Lambda_y(x) \Lambda_y(y) \Lambda_y((-x - y)) \prod_{i=1}^{l(\mu^+)} \frac{y}{\mu_i} \prod_{j=1}^{l(\mu^-)} \frac{y}{\mu_j} \left( \frac{x}{\mu_i} - \psi_i \right) \prod_{j=1}^{l(\mu^-)} \frac{y}{\mu_j} \left( \frac{y}{\mu_j} - \psi_j + l(\mu^-) \right)
\]

\[
[x y (x + y)]^{l(\mu^+) + l(\mu^-) - 1} \prod_{i=1}^{l(\mu^+)} \frac{\mu_i - 1}{\mu_i} \prod_{i=1}^{l(\mu^-)} \frac{\mu_i}{\mu_i - 1} \prod_{a=1}^{l(\mu^+)} \frac{\mu_i^+ + y + ax}{\mu_i^+ + a x} \prod_{a=1}^{l(\mu^-)} \frac{\mu_i^- x + ay}{\mu_i^- x + ay - 1}.
\]

The following formula was conjectured by the author \([33]\) and proved in joint work with C.-C. Liu and K. Liu \([22]\):

\[
(4) \quad G^*(\lambda; x, y, -x - y; p^+, p^-) = R^*(\lambda; x, y, -x - y; p^+, p^-),
\]
where
\[
G^\bullet(\lambda; x, y, -x - y; p^+, p^-) = \exp \left( \sum_{(\mu^+, \mu^-) \in \mathbb{P}^2_+} G_{\mu^+, \mu^-}(\lambda; x, y, -x - y)p_{\mu^+}^+ p_{\mu^-}^- \right),
\]
\[
R^\bullet(\lambda; x, y, -x - y; p^+, p^-) = \sum_{\mu^\pm, \mu^\pm} \frac{\chi_{\nu^+}(\mu^+)}{z_{\mu^+}} \frac{\chi_{\nu^-}(\mu^-)}{z_{\mu^-}} q^{(\kappa_{\nu^+} w_1 + \kappa_{\nu^-} w_3)/2} W_{\nu^+, \nu^-}(q)p_{\mu^+}^+ p_{\mu^-}^-.
\]
Write
\[
(5) \quad G^\bullet(\lambda; x, y, -x - y; p^+, p^-) = \sum_{(\mu^+, \mu^-) \in \mathbb{P}^2_+} G_{\mu^+, \mu^-}(\lambda; x, y, -x - y)p_{\mu^+}^+ p_{\mu^-}^-,
\]
then by (4) we get:
\[
(6) \quad W_{\mu^+, \mu^-}(q) = \sum_{|\mu| = |\nu|} \prod_{i=1}^2 \chi_{\nu^i}(\mu^i) \cdot q^{-(\kappa_{\nu_1} w_2 + w_1 + \kappa_{\nu_2} w_1 / w_2)/2} G_{\mu^+, \mu^-}(\lambda; w_1, w_2, w_3),
\]
where \( w_3 = -w_1 - w_2 \). One can use this formula to rewrite (3) as follows:
\[
(7) \quad Z^{(a)}(\lambda; t; \mathbf{p}) = \sum_{\mu, \xi, \eta, \epsilon} q^{(a w_1 + w_2)\kappa_{\mu}/2} \chi_{\mu}(\epsilon) G_{\xi, \eta}(\lambda; w_1, w_2, w_3) \cdot z_{\xi} \cdot Q^{[\xi]}(-1)^{|\xi| - l(\xi)} G_{\xi}^\bullet(\lambda; -w_1, -w_2, -w_3) \cdot \frac{\chi_{\mu}(\eta)}{z_{\eta} \sqrt{-1}^{(\eta)} p_{\eta}(x)}.
\]
Indeed,
\[
Z^{(a)}(\lambda; t; \mathbf{p}) = \sum_{\mu, \nu, \xi, \eta, \epsilon} q^{a \kappa_{\nu}/2} \chi_{\nu}(\xi) \chi_{\mu}(\epsilon) q^{-(\kappa_{\nu} w_2 / w_1 + \kappa_{\mu} w_1 / w_2)/2} G_{\xi, \eta}(\lambda; w_1, w_2, w_3)
\cdot Q^{[\xi]}(\phi) q^{-(\kappa_{\nu} w_2 / w_1)/2} G_{\phi}^\bullet(\lambda; -w_1, -w_2, -w_3) \cdot \frac{\chi_{\mu}(\eta)}{z_{\eta} \sqrt{-1}^{(\eta)} p_{\eta}(x)}
= \sum_{\mu, \nu, \xi, \eta, \epsilon} q^{a (w_1 + w_2) \kappa_{\mu}/2} \chi_{\mu}(\epsilon) G_{\xi, \eta}^\bullet(\lambda; w_1, w_2, w_3)
\cdot Q^{[\xi]}(\phi) \chi_{\nu}(\xi) \cdot G_{\phi}^\bullet(\lambda; -w_1, -w_2, -w_3) \cdot \frac{\chi_{\mu}(\eta)}{z_{\eta} \sqrt{-1}^{(\eta)} p_{\eta}(x)}
= \sum_{\mu, \nu, \xi, \eta} q^{a (w_1 + w_2) \kappa_{\mu}/2} \chi_{\mu}(\epsilon) G_{\xi, \eta}^\bullet(\lambda; w_1, w_2, w_3) \cdot z_{\xi}
\cdot Q^{[\xi]}(-1)^{|\xi| - l(\xi)} \cdot G_{\xi}^\bullet(\lambda; -w_1, -w_2, -w_3) \cdot \frac{\chi_{\mu}(\eta)}{z_{\eta} \sqrt{-1}^{(\eta)} p_{\eta}(x)}.
\]
In the above we have used the following facts:
\[
(8) \quad \kappa_{\nu^\pm} = -\kappa_{\nu}, \quad \chi_{\nu^\pm}(\phi) = (-1)^{|\phi| - l(\phi)} \chi_{\nu}(\phi),
\]
and the following orthogonality relations for characters:
\[
(9) \quad \sum_{\nu} \chi_{\nu}(\xi) \chi_{\nu}(\phi) = \delta_{\xi, \phi} z_{\xi}.
\]
2.3. Hodge integrals at special parameters. In general it is very hard to evaluate $G^\bullet_{\xi}(\lambda; w_1, w_2, -w_1 - w_2)$. Fortunately in [33] we notice that $G^\bullet_{\xi}(\lambda; w_1, -w_1, 0)$ can be easily evaluated. In fact, when $y = -x$, $G_{\mu^+, \mu^-}(\lambda, x, y, -x - y)$ vanishes except for the following three cases. Case 1.

$$G_{(n), (0)}(\lambda; x, -x, 0) = -\frac{\sqrt{-1}}{n} \sum_{g \geq 0} \lambda^{2g-1} \int_{M_g, \lambda} \Lambda_g^\vee(x) \Lambda_g^\vee(-x) \Lambda_g^\vee(0) \cdot \frac{\pi}{\sqrt{2 \pi n \psi_1}} \cdot \prod_{n=1}^{n-1} \frac{(-nx + ax)}{n! x^{n-1}}$$

$$= \frac{(-1)^{n-1}}{\sqrt{-1} \lambda n^2} \sum_{g \geq 0} (n\lambda)^{2g} \int_{M_g, \lambda} \psi_1^{2g-2} \lambda$$

$$= \frac{(-1)^{n-1}}{n} \frac{1}{2\sqrt{-1} \sin(n\lambda/2)} = \frac{(-1)^{n-1}}{n \cdot \lceil n \rceil},$$

where $\lceil n \rceil = q^{n/2} - q^{-n/2}$. Here in the second equality we have used Mumford’s relations:

$$\Lambda_g^\vee(x) \Lambda_g^\vee(-x) = (-x)^g.$$  

Similarly,

$$G_{(0), (n)}(\lambda; x, -x, 0) = \frac{(-1)^{n-1}}{n \cdot \lceil n \rceil}.$$  

Another case where the $G_{\mu, \nu}(\lambda; x, -x, 0)$ may be nonvanishing is

$$G_{(n), (n)}(\lambda; x, -x) = \frac{1}{n}.$$  

Therefore,

$$G^\bullet(\lambda; x, -x, 0; p^+, p^-) = \exp \sum_{n=1}^{\infty} \left( \frac{(-1)^{n-1}}{n \cdot \lceil n \rceil} p_n(x^+) + \frac{(-1)^{n-1}}{n \cdot \lceil n \rceil} p_n(x^-) + \frac{1}{n} p_n(x^+) p_n(x^-) \right).$$  

One can then easily find

$$G_{(1), (0)}(\lambda; x, -x, 0) = G_{(0), (1)}(\lambda; x, -x, 0) = \frac{1}{[1]},$$

$$G_{(2), (0)}(\lambda; x, -x, 0) = G_{(0), (2)}(\lambda; x, -x, 0) = \frac{1}{2 \cdot [2]},$$

$$G_{(1), (0)}(\lambda; x, -x, 0) = G_{(0), (12)}(\lambda; x, -x, 0) = \frac{1}{2 \cdot [1]^2},$$

$$G_{(1), (1)}(\lambda; x, -x, 0) = \frac{1}{[1]^2 + 1},$$

etc. Now we take $w_2 = -w_1$ and so $w_3 = 0$ in [17]:

$$Z^{(a)}(\lambda; t; p) = \sum_{\mu, \xi, \eta, \epsilon} q^{(a+1)\kappa_{\mu}/2} \chi_{\mu}(\epsilon) G^\bullet_{\xi}(\lambda; w_1, -w_1, 0) \cdot z_\xi \cdot G^\bullet_{\eta}(\lambda; w_1, w_1, 0) \cdot \frac{\chi_{\mu}(\eta)}{z_\eta \sqrt{-1} t(\eta)} p_n(x).$$  

Hence one can apply [14] to compute $Z^{(a)}(\lambda; t; p).$
3. Open String Amplitude of the Resolved Conifold by Operator Manipulations

In last section we have seen that the computation of the open string amplitude of the resolved conifold involves complicated summations over partitions. In this section we will follow the treatment of the inner brane case in [36] to reformulate it using the operators in [29].

3.1. Reformulation in terms of symmetric functions. We now rewrite the open string amplitude as the vacuum expectation value on the space $\Lambda$ of symmetric functions [24]. Recall the Newton functions $\{p_\mu\}$ and the Schur functions $\{s_\nu\}$ form additive bases of $\Lambda$, and they are related by the character values of the symmetric groups:

$$p_\mu = \sum_\nu \chi_\nu(\mu)s_\nu, \quad s_\nu = \sum_\mu \frac{\chi_\nu(\mu)}{z_\mu}p_\mu. \tag{17}$$

Under the natural scalar product on $\Lambda$ one has:

$$\langle p_\mu, p_\nu \rangle = \delta_{\mu,\nu}z_\mu, \quad \langle s_\mu, s_\nu \rangle = \delta_{\mu,\nu}. \tag{18}$$

In particular,

$$\langle p_\mu, s_\nu \rangle = \chi_\nu(\mu). \tag{19}$$

On $\Lambda$ one can introduce the following operators for nonzero integers $n$:

$$\beta_n : \Lambda \rightarrow \Lambda, \quad \beta_n(f) = \begin{cases} p_{-n} \cdot f, & n < 0, \\ n\frac{\partial}{\partial p_n} f, & n > 0. \end{cases} \tag{20}$$

These operators satisfy the following commutation relations:

$$[\beta_m, \beta_n] = m\delta_{m,-n} \text{Id}_\Lambda. \tag{21}$$

Another useful operator on $\Lambda$ is the cut-and-join operator

$$K = \frac{1}{2} \sum_{i,j=1}^{\infty} (p_{i+j}ij \frac{\partial^2}{\partial p_i \partial p_j} + p_ip_j(i+j) \frac{\partial}{\partial p_{i+j}})$$

$$= \frac{1}{2} \sum_{i,j=1}^{\infty} (\beta_{-(i+j)}\beta_i\beta_j + \beta_{-i}\beta_{-j}\beta_{i+j}). \tag{22}$$

The Schur functions are eigenvectors of this operator:

$$Ks_\mu = \frac{1}{2}K_\mu s_\mu. \tag{23}$$

For an linear operator $A : \Lambda \rightarrow \Lambda$, its vacuum expectation value is

$$\langle A \rangle = \langle 0 | A | 0 \rangle, \tag{24}$$

where $|0\rangle = 1 \in \Lambda$. One clearly has

$$\beta_n|0\rangle = 0, \quad n > 0. \tag{25}$$

For a partition $\mu = (\mu_1, \ldots, \mu_l)$, we write

$$\beta_\mu = \prod_{i=1}^{l} \beta_{\mu_i}, \quad \beta_{-\mu} = \prod_{i=1}^{l} \beta_{-\mu_i}. \tag{26}$$
The normalized open string amplitude is defined by:

\[ \tilde{Z}^{(a)}(\lambda; t; p) = \frac{Z^{(a)}(\lambda; t; p)}{Z(\lambda; t)}. \]

To summarize, we have the following:

\[ \langle \beta_\mu \beta_{-\nu} \rangle = \delta_{\mu, \nu} \zeta_\mu. \]

It follows from this identity that

\[ \langle \exp(\sum_{n=1}^{\infty} \frac{a_n}{n} \beta_n) \cdot \exp(\sum_{n=1}^{\infty} \frac{b_n}{n} \beta_{-n}) \rangle = \exp(\sum_{n=1}^{\infty} \frac{a_n b_n}{n}). \]

Using an idea from [24], we introduce two sets \( \Lambda \) and \( \tilde{\Lambda} \) of symmetric functions, \( \tilde{\Lambda} \) for the internal edge in Figure 1, \( \Lambda \) for the external edge where the outer brane is located in Figure 1. Hence we operators \{\beta_n\} and \{\tilde{\beta}_n\} acting on \( \Lambda \) and \( \tilde{\Lambda} \) respectively. In physical terminology, we introduce two systems of free bosons.

With the above preparations, we now reformulate (16) in terms of the vacuum expectation value of an operator on \( \Lambda \otimes \tilde{\Lambda} \):

\[
Z^{(a)}(\lambda; t; p) = \langle \exp(\sum_{n=1}^{\infty} \frac{p_n(x)}{nt} \beta_n) q^{(a+1)K} \sum_{\xi, \epsilon} G^*_{\xi}(\lambda; w_1, -w_1, 0) \beta_{-\epsilon} \tilde{\beta}_\xi \cdot \sum_{\eta} Q^{n|\eta|^{-l(\eta)}} \cdot G^*_{\eta}(\lambda; -w_1, w_1, 0) \tilde{\beta}_{-\eta} \rangle.
\]

Now by definition of \( G^* \) and (11) we have:

\[
\sum_{\xi, \epsilon} G^*_{\xi}(\lambda; w_1, -w_1, 0) \beta_{-\epsilon} \tilde{\beta}_\xi \cdot \sum_{\eta} Q^{n|\eta|^{-l(\eta)}} \cdot G^*_{\eta}(\lambda; -w_1, w_1, 0) \tilde{\beta}_{-\eta} = \exp\left(\sum_{n=1}^{\infty} \left( (-1)^{n-1} \frac{1}{n \cdot [n]} \beta_{-n} + \frac{(-1)^{n-1}}{n \cdot [n]} \tilde{\beta}_n + \frac{1}{n} \beta_{-n} \tilde{\beta}_n \right) \right),
\]

so we get:

\[
Z^{(a)}(\lambda; t; p) = \langle \exp(\sum_{n=1}^{\infty} \frac{p_n(x)}{ni} \beta_n) q^{(a+1)K} \cdot \exp\left(\sum_{n=1}^{\infty} \left( (-1)^{n-1} \frac{1}{n \cdot [n]} \beta_{-n} + \frac{(-1)^{n-1}}{n \cdot [n]} \tilde{\beta}_n + \frac{1}{n} \beta_{-n} \tilde{\beta}_n \right) \right) \rangle.
\]

When all \( p_n(x) = 0 \), one gets the closed string partition function:

\[ Z(\lambda; t) := Z^{(a)}(\lambda; t; p)|_{p_n=0} = \exp\left(\sum_{n=1}^{\infty} \frac{(-1)^{n-1} Q^n}{n \cdot [n]^2} \right). \]

The normalized open string amplitude is defined by:

\[ \hat{Z}^{(a)}(\lambda; t; p) = \frac{Z^{(a)}(\lambda; t; p)}{Z(\lambda; t)}. \]
Proposition 3.1. The normalized open string amplitude of the resolved conifold with one outer brane and framing $a \in \mathbb{Z}$ is given by:

$$\hat{Z}^{(a)}(\lambda; t; p) = \langle \exp\left(\sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \beta_n q^{(a+1)K} \exp\left(\sum_{n=1}^{\infty} \left(-\frac{n-1}{n}\right) + \frac{Q_n}{n!} \beta_n^{-n}\right)\right) \rangle.$$ 

Corollary 3.1. The normalized open string amplitude of the resolved conifold with one outer brane and framing $-1$ is given by:

$$\hat{Z}^{(-1)}(\lambda; t; p) = \exp\left(\sum_{n=1}^{\infty} \left(-\frac{n-1}{n}\right) + \frac{Q_n}{n!} \right) p_n(x) \right) \rangle.$$ 

From now on we will only consider the case when $a \neq -1$.

3.2. Reformulation in terms of other operators. When the framing $a \neq -1$, we will follow the approach in [36] for the inner brane case to evaluate the vacuum expectation values. First notice that,

$$\hat{Z}^{(a)}(\lambda; t; p) = \langle \exp\left(\sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \beta_n q^{(a+1)K} \exp\left(\sum_{n=1}^{\infty} \left(-\frac{n-1}{n}\right) + \frac{Q_n}{n!} \beta_n^{-n}\right)\right) e^{i(a+1)K} \beta^{-n} e^{-i(a+1)K} \rangle.$$ 

By [30, (2.14)],

$$e^{uK} \beta^{-m} e^{-uK} = \mathcal{E}_{-m}(um).$$

The operators $\mathcal{E}_r(z)$ were defined in [29] as follows:

$$\mathcal{E}_r(z) = \sum_{k \in \mathbb{Z} + \frac{1}{2}} e^{z(k - \frac{1}{2})} E_{k-r,k} + \frac{\delta_{r,0}}{\varsigma(z)},$$

where the function $\varsigma(z)$ is defined by

$$\varsigma(z) = e^{z/2} - e^{-z/2}.$$ 

The operators $\mathcal{E}_r$ satisfy

$$\mathcal{E}_r(z)^* = \mathcal{E}_{-r}(z)$$

and

$$[\mathcal{E}_a(z), \mathcal{E}_b(w)] = \varsigma(aw - bw) \mathcal{E}_{a+b}(z + w).$$

These operators were originally defined in the fermionic picture, and by the boson-fermion correspondence [27], they also act on the bosonic Fock space, which we take as the space $\Lambda$ of symmetric functions. In the fermionic picture the cut-and-join operator is the operator $\mathcal{F}_2$ defined by

$$\mathcal{F}_2 = \frac{1}{2} \sum_{k \in \mathbb{Z} + \frac{1}{2}} k^2 E_{kk}.$$
Now we can rewrite (31) as follows:

\[ \hat{Z}^{(a)}(\lambda; t; p) = \langle \exp \left( \sum_{n=1}^{\infty} \frac{p_n(x)}{in} \beta_n \right) \cdot \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{(-1)^{n-1}}{n} + \frac{Q^n}{[n]} \right) \mathcal{E}_{-n}(i(a + 1)n\lambda) \right) \rangle. \]

3.3. Operator manipulations. For \( k \neq 0 \),

\[ \beta_k = \mathcal{E}_k(0). \]

The commutation relation (37) specializes to

\[ \left[ \beta_k, \mathcal{E}_l(z) \right] = \varsigma(kz) \mathcal{E}_{k+l}(z). \]

Starting from (41), one can easily prove by induction:

\[ \beta_k^m \mathcal{E}_{-n}(z) = \sum_{j=0}^{m} \binom{m}{j} \varsigma(kz)^j \mathcal{E}_{-n+jk}(z) \beta_k^{-j}. \]

It then follows that

\[ \exp \left( \frac{a_k}{k} \beta_k \right) \cdot \mathcal{E}_{-n}(z) = \sum_{j=0}^{\infty} \frac{a_k^j}{j! k^j} \varsigma(kz)^j \mathcal{E}_{-n+jk}(z) \cdot \exp \left( \frac{a_k}{k} \beta_k \right). \]

Repeating these formulas for all \( k \), one gets the following identity (42):

\[ \exp \left( \sum_{k=1}^{\infty} \frac{a_k}{k} \beta_k \right) \cdot \mathcal{E}_{-n}(z) \cdot \exp \left( \sum_{k=1}^{\infty} \frac{a_k}{k} \beta_k \right) = \sum_{\mu} \tilde{a}_{\mu}(z) \mathcal{E}_{-n+|\mu|}(z), \]

where

\[ \tilde{a}_{\mu}(z) = \prod_k (a_k \varsigma(kz))^{m_{\mu}}. \]

By (39), we have

\[ \hat{Z}^{(a)}(\lambda; t; p) = \langle \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \left( \frac{(-1)^{n-1}}{n} + \frac{Q^n}{[n]} \right) \mathcal{E}_{-n}(i(a + 1)n\lambda) \right) \cdot \exp \left( - \sum_{m=1}^{\infty} \frac{p_m(x)}{im} \beta_m \right) \rangle. \]

Hence one can reduce the calculation of \( \hat{Z}^{(a)}(\lambda; t; p) \) to the computations of the correlators:

\[ \langle \mathcal{E}_{a_1}(b_1) \cdots \mathcal{E}_{a_n}(b_n) \rangle. \]

This approach was proposed for the inner brane case in (36).

To evaluate the correlators (47), notice that

\[ \mathcal{E}_n(z)|0\rangle = \varsigma(z)|0\rangle, \quad \mathcal{E}_n(z)|n\rangle = 0, \quad n > 0. \]

Therefore,

\[ \langle \mathcal{E}_{a_1}(b_1) \cdots \mathcal{E}_{a_n}(b_n) \rangle = 0 \]
for \(a_n > 0\) or \(a_1 < 0\). One uses (37) to reduce the correlators to the correlators of the form:

\[
\langle E_0(b_1) \cdots E_0(b_n) \rangle = \zeta(b_1) \cdots \zeta(b_n).
\]

For example, one can get in this fashion:

**Lemma 3.1.** Suppose \(m_1, \ldots, m_l\) is a partition of \(n>0\), and \(a_1, \ldots, a_l\) are arbitrary numbers, then the following identity holds:

\[
\langle \beta_n E_{-m_1}(a_1 i \lambda) \cdots E_{-m_l}(a_l i \lambda) \rangle = \frac{1}{\prod_{j=1}^{l} [d_j]} \prod_{j=1}^{l} [d_j],
\]

where \(d_1 = na_1\), and for \(j > 1\),

\[
d_j = \left| n - \sum_{k=1}^{j} \frac{m_j}{a_k} \right|.
\]

**Corollary 3.2.** Suppose that \(m_1, \ldots, m_l\) is a partition of \(n > 0\), then the following identity holds:

\[
\langle \beta_n E_{-m_1}((a+1)m_1 i \lambda) \cdots E_{-m_l}((a+1)m_l i \lambda) \rangle = \frac{1}{[(a+1)n] \prod_{j=1}^{l} [(a+1)m_j]].
\]

### 3.4. The open string free energy and the \(n\)-point functions.

Write

\[
F^{(a)}(\lambda; t; \mathbf{p}) := \log \hat{Z}^{(a)}(\lambda; t; \mathbf{p}).
\]

It will be referred to as the open string free energy of the resolved conifold with frame \(a\). Write

\[
F^{(a)}(\lambda; t; \mathbf{p}) = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{m_1, \ldots, m_n \geq 1} F^{(a)}_{m_1, \ldots, m_n}(\lambda; t)p_{m_1} \cdots p_{m_n},
\]

where the coefficients \(F^{(a)}_{m_1, \ldots, m_n}(\lambda; t)\), which are symmetric in \(m_1, \ldots, m_n\), are called the \(n\)-point functions. Write

\[
F^{(a)}_{m_1, \ldots, m_n}(\lambda; t) = \sum_{g=0}^{\infty} \chi^{2g-2+n} F^{(a)}_{g; m_1, \ldots, m_n}(t),
\]

and

\[
\Phi^{(a)}(\mathbf{p}) := \frac{1}{n!} \sum_{m_1, \ldots, m_n \geq 1} F^{(a)}_{g; m_1, \ldots, m_n}(t)p_{m_1} \cdots p_{m_n}.
\]

The symmetrization of \(\Phi^{(a)}_{g,n}(\mathbf{p})\) is defined by:

\[
\Psi^{(a)}_{g,n}(t; x_1, \ldots, x_n) := \sum_{m_1, \ldots, m_n \geq 1} F^{(a)}_{g; m_1, \ldots, m_n}(t)x_1^{m_1} \cdots x_n^{m_n}.
\]

We also set

\[
\Psi^{(a)}(\lambda; t; x_1, \ldots, x_n) = \sum_{g=0}^{\infty} \chi^{2g-2+n} \Psi^{(a)}_{g,n}(t; x_1, \ldots, x_n).
\]

### 4. One-Point Functions

In this section we will use the method in last section to find closed formula for one-point functions for open string invariants.
4.1. Preliminary results for one-point functions. It is easy to see that the one-point functions are given by:

$$\sum_{n=1}^{\infty} F_n^{(a)}(\lambda; t) p_n(x)$$

where

$$= (0) \sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \beta_n \cdot \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \left( -1 \right)^{n-1} + \frac{Q^n}{n} \right) \mathcal{E}_{-n}(i(a+1)n\lambda) \cdot |0\rangle$$

$$= \sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \prod_{m_1, \ldots, m_l=n} l_m^{j_m} \cdot \langle \beta_n \prod l_j^{j_m} \mathcal{E}_{-j}(i(a+1)j\lambda)^m \rangle.$$ 

Now by (53), we get:

$$\sum_{n \geq 1} \sum_{n=1}^{\infty} F_n^{(a)}(\lambda; t) p_n(x)$$

$$= \sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \prod_{m_1, \ldots, m_l=n} l_m^{j_m} \cdot \frac{1}{(a+1)n} \prod_{j=1}^{l} \left( -1 \right)^{j-1} + \frac{Q^n}{j!} \cdot [(a+1)jn]^m.$$ 

After symmetrization we get:

$$\sum_{n \geq 1} \sum_{n=1}^{\infty} \frac{p_n(x)}{n!} \prod_{m_1, \ldots, m_l=n} l_m^{j_m} \cdot \frac{1}{(a+1)n} \prod_{j=1}^{l} \left( -1 \right)^{j-1} + \frac{Q^n}{j!} \cdot [(a+1)jn]^m.$$ 

The following are the first few terms:

$$F_1^{(a)}(\lambda; t) = \frac{1}{[1]} + \frac{Q}{[1]}.$$ 

$$F_2^{(a)}(\lambda; t) = \frac{1}{4} \left( -\frac{1}{[2]} + \frac{Q^2}{[2]} \right) [4(a+1)] + \frac{1}{4} \left( \frac{1}{[1]} + \frac{Q}{[1]} \right)^2 [2(a+1)].$$ 

$$F_3^{(a)}(\lambda; t) = \frac{1}{3} \left( \frac{1}{3[3]} + \frac{Q^3}{3[3]} \right) [9(a+1)] + \frac{1}{3} \left( \frac{1}{2[2]} + \frac{Q^2}{[2]} \right) [6(a+1)][3(a+1)] + \frac{1}{3} \left( \frac{1}{[1]} + \frac{Q}{[1]} \right)^3 [3(a+1)]^3.$$ 

In particular, when $a=0$, we have

$$F_1^{(0)}(\lambda; t) = \frac{1}{[1]} + \frac{Q}{[1]},$$

$$F_2^{(0)}(\lambda; t) = \frac{1}{2[2]} + \frac{[2]}{2[1]^2} Q + \frac{[3]}{2[1]^2} Q^2,$$

$$F_3^{(0)}(\lambda; t) = \frac{1}{3[3]} + \frac{[3]}{3[1]^2} Q + \frac{[3][4]}{3[1]^2} Q^2 + \frac{[4][5]}{3[1]^2} Q^3.$$ 

We will present below a method to take the summations on the right-hand side of (60). It will provide us explicit expressions for genera $F_n^{(a)}(\lambda; t)$.
4.2. The genus 0 case. To motivate our method, we will first treat the $g = 0$ case, where our method is elementary. By (60), we get:

$$\Psi_{0,1}^{(a)}(t; x) = -\sum_{n=1}^{\infty} \frac{x^n}{n^2(a + 1)} \sum_{m_1, \ldots, m_l = n, j=1}^{l} \frac{[n(a + 1)(-1)^{j-1} + Q^j]^{m_j}}{j^{m_j} m_j!}.$$  

The following are the first few terms:

$$-\Psi_{0,1}^{(a)}(t; x) = (1 + Q)x + \frac{1}{4}(2a + 1 + 4(a + 1)Q + (2a + 3)Q^2)x^2$$

$$+ \frac{1}{9}(1 + 9a(a + 1) + 9(a + 1)(3a + 2))Q + \frac{9(a + 1)(3a + 4)}{2}Q^2$$

$$+ (1 + \frac{9(a + 1)(a + 2)}{2}Q^3)x^3 + \cdots.$$  

In particular, when $a = 0$,

$$-\Psi_{0,1}^{(0)}(t; x) = (1 + Q)x + \frac{1}{4}(1 + 4Q + 3Q^2)x^2 + \frac{1}{9}(1 + 9Q + 18Q^2 + 10Q^3)x^3$$

$$+ \frac{1}{16}(1 + 16Q + 60Q^2 + 80Q^3 + 35Q^4)x^4$$

$$+ \frac{1}{25}(1 + 25Q + 150Q^2 + 350Q^3 + 350Q^4 + 126Q^5)x^5 + \cdots.$$  

To evaluate the summation

$$\sum_{m_1, \ldots, m_l = n} \prod_{j=1}^{l} \frac{[n(a + 1)(-1)^{j-1} + Q^j]^{m_j}}{j^{m_j} m_j!},$$

we regard it as the coefficient of $z^n$ of the following series:

$$\sum_{N=0}^{\infty} \sum_{m_1, \ldots, m_l = N} \prod_{j=1}^{l} \frac{[n(a + 1)(-1)^{j-1} + Q^j]^{m_j}}{j^{m_j} m_j!}.$$  

This can be easily rewritten as follows:

$$\exp \sum_{j=1}^{\infty} \frac{n(a + 1)(-1)^{j-1} + Q^j}{j} z^j = \frac{(1 + z)^{n(a+1)}}{(1 - Qz)^{n(a+1)}}.$$  

Now we have the binomial expansions:

$$\frac{1}{(1 - Qz)^{n(a+1)}} = \sum_{j=0}^{\infty} \frac{\prod_{k=0}^{j-1}(n(a + 1) + k)}{j!} Q^j z^j$$

and

$$(1 + z)^{n(a+1)} = \sum_{m=0}^{\infty} \frac{\prod_{k=0}^{m-1}(n(a + 1) - k)}{m!} z^m,$$

it follows that the coefficient of $z^n$ of the series in (64) is

$$\sum_{j=0}^{n} \frac{\prod_{k=0}^{j-1}(n(a + 1) + k)}{j!} Q^j \frac{\prod_{k=0}^{n-j-1}(n(a + 1) - k)}{(n - j)!}$$

$$= n(a + 1) \sum_{j=0}^{n} \frac{\prod_{k=0}^{n-1}(na + j + k)}{j!(n - j)!} Q^j.$$
So we have proved our first main result:

**Theorem 4.1.** For the resolved confiold we have

$$
\Psi_{0,1}^{(a)}(t;x) = -\sum_{n=1}^{\infty} \frac{x^n}{n} \sum_{j=0}^{n} \prod_{k=1}^{n-1} \frac{(na+j+k)}{j!(n-j)!} Q^j.
$$

4.3. The case of arbitrary genera. Similarly, we understand the summation

$$
\sum_{\sum_{j=1}^{l} m_j = n} \prod_{j=1}^{l} \left( \frac{(-1)^{j-1}}{j!} + \frac{Q^j}{j!} \right) \cdot \prod_{j=1}^{l} [(a+1)jn]^{m_j}
$$

in (69) as the coefficient of $z^n$ in

$$
f_n^{(a)}(z; t) = \sum_{N \geq 0} z^N \sum_{m_1, \ldots, m_l = N} \prod_{j=1}^{l} \left( \frac{(-1)^{j-1}}{j!} + \frac{Q^j}{j!} \right) \cdot \prod_{j=1}^{l} [(a+1)jn]^{m_j}
$$

$$
= \exp \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} + \frac{Q^j}{j!} [(a+1)jn]z^j.
$$

Because

$$
\frac{[(a+1)n]}{[j]} = \sum_{k=1}^{(a+1)n} q^{j((a+1)n-2k+1)/2}
$$

we have

$$
f_n^{(a)}(z; t)
= \exp \sum_{k=1}^{(a+1)n} \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} q^{j((a+1)n-2k+1)/2} - (-1)^j Q^j q^{j((a+1)n-2k+1)/2} z^j
$$

$$
= \prod_{k=1}^{(a+1)n} \frac{1 + q^{((a+1)n-2k+1)/2}z}{1 - Qq^{((a+1)n-2k+1)/2}z}.
$$

We have the quantum binomial formula:

$$
\prod_{k=1}^{(a+1)n} (1 + q^{((a+1)n-2k+1)/2}z) = \sum_{j=0}^{(a+1)n} \left[ \frac{(a+1)n}{j} \right] z^j,
$$

and

$$
\prod_{k=1}^{(a+1)n} \frac{1}{1 - Qq^{((a+1)n-2k+1)/2}z} = \sum_{j=0}^{\infty} \left[ \frac{(a+1)n + j - 1}{j} \right] Q^j z^j,
$$

where the quantum binomial coefficients are defined by:

$$
\left[ \frac{n}{j} \right] = \frac{[n][n-1] \cdots [n-j+1]}{[j][j-1] \cdots [1]}.
$$
Indeed, using the definition of elementary symmetric functions one has

\[
\prod_{k=1}^{(a+1)n} \left(1 + q^{(a+1)n-2k+1}/2\right) = \sum_{j=0}^{n} e_j(1, q \cdots, q^{(a+1)n-1})q^{-j((a+1)n-1)/2}z^j = \sum_{j=0}^{(a+1)n} \left(\frac{(a+1)n}{j}\right) z^j,
\]

where in the second equality we have used the following equality [24, p. 26]:

\[
e_j(1, q, \ldots, q^{(a+1)n-1}) = q^{(j-1)/2}\frac{(1 - q^{(a+1)n})(1 - q^{(a+1)n-1})\ldots(1 - q^{(a+1)n-j+1})}{(1 - q)(1 - q^2)\ldots(1 - q^j)};
\]

Similarly, using the definition of complete symmetric functions one has

\[
\prod_{k=1}^{(a+1)n} \frac{1}{1 - Qq^{(a+1)n-2k+1}/2x} = \sum_{j=0}^{\infty} h_j(1, q \cdots, q^{(a+1)n-1})q^{-j((a+1)n-1)/2}Q^j z^j = \sum_{j=0}^{\infty} \left[\frac{(a+1)n + j - 1}{j}\right] Q^j z^j,
\]

where in the second equality we have used the following equality [24, p. 26]:

\[
h_j(1, q, \ldots, q^{(a+1)n-1}) = \frac{(1 - q^{(a+1)n+j-1})(1 - q^{(a+1)n+j-2})\ldots(1 - q^{(a+1)n})}{(1 - q)(1 - q^2)\ldots(1 - q^j)}.
\]

It follows that we have

\[
f_n^{(a)}(z; t) = \sum_{j=0}^{\infty} \left[\frac{(a+1)n + j - 1}{j}\right] Q^j z^j \sum_{j=0}^{(a+1)n} \left[\frac{(a+1)n}{j}\right] z^j,
\]

hence its coefficient of \(z^n\) is:

\[
(74) \sum_{j=0}^{n} \left[\frac{(a+1)n + j - 1}{j}\right] \left[\frac{(a+1)n}{n - j}\right] Q^j = \left[\frac{(a+1)n}{n!}\right] \sum_{j=0}^{n} \left[\frac{n-1}{[j][n-j]}\right] \frac{[an + j + k]}{Q^j}.
\]

Therefore, the following formula for \(a \geq 0\):

\[
\Psi_1^{(a)}(\lambda; t; x) = \sum_{n=1}^{\infty} \frac{x^n}{n!} \sum_{j=0}^{n} \left[\frac{n-1}{[j][n-j]}\right] \frac{[an + j + k]}{Q^j}.
\]

(75)
This also holds when $a + 1 = -b \leq -1$. In this case $f^{(a)}_n(z; t)$ is equal to:

$$
\sum_{N \geq 0} z^N \prod_{m_1, \ldots, m_l = N} \prod_{j=1}^l \left( \frac{(-1)^{i-1}}{j^{m_j} m_j!} + \frac{Q_j^{m_j}}{j^{m_j} m_j!} \right) \prod_{j=1}^l [-bn_j]^{m_j} = \exp \sum_{j=1}^\infty \frac{(-1)^{i-1}}{j} \frac{Q_j}{j!} [bn_j] z^j
$$

$$
= \exp -\sum_{k=1}^{bn} \sum_{j=1}^{\infty} \frac{(-1)^{j-1}}{j} (q^{j(bn-2k+1)/2} - (-1)^j Q^j q^{j(bn-2k+1)/2}) z^j
$$

$$
= \prod_{k=1}^{bn} \frac{1 - Q q^{(bn-2k+1)/2} x}{1 + q^{(bn-2k+1)/2} x} = \sum_{j=0}^{bn} \left[ \frac{bn}{j} \right] (-Q z)^j \cdot \sum_{j=0}^{\infty} \frac{bn + j - 1}{j} (-2)^j.
$$

Its coefficient of $z^n$ is:

$$
\sum_{j=0}^n \left[ \frac{bn}{j} \right] (-Q)^j \cdot \left[ \frac{bn + n - j - 1}{n - j} \right] (-1)^{n-j}
$$

$$
= (-1)^n \frac{bn}{j! \cdot [n-j]!} \prod_{k=1}^{n-1} \frac{bn - j + (n-k)}{j! \cdot [n-j]!}
$$

$$
= \frac{(a + 1)a}{j! \cdot [n-j]!} \prod_{k=1}^{n-1} \frac{an + j + k}{j! \cdot [n-j]!}.
$$

So we have proved the following generalization of Theorem 4.1.

**Theorem 4.2.** For the resolved conifold we have

$$(76) \quad \Psi^{(a)}_1(\lambda; t; x) = \sum_{n=1}^\infty \frac{x^n}{n!} \sum_{j=0}^n \prod_{k=1}^{n-1} \frac{[an + j + k]}{[j! \cdot [n-j]!]} Q^j.$$

5. Ooguri-Vafa Integrality for One-Point Functions

In this section we check the Ooguri-Vafa Integrality Conjecture for the one-point function of the resolved conifold in general framing. This recovers and generalizes some results by Aganagic-Vafa [5], Aganagic-Klemm-Vafa [3] and Mariño-Vafa [26].

5.1. Genus 0 Ooguri-Vafa integral invariants. Ooguri and Vafa [31] conjectured an integral property of open string invariant of Calabi-Yau 3-folds, similar to the Gopakumar-Vafa integrality [16] for closed string invariants. For the resolved conifold with one outer brane, it takes the following form for genus 0 one-point functions [5]:

$$(77) \quad x \frac{\partial}{\partial x} \Psi^{(a)}_{0,1}(t; x) = \sum_{m,n \geq 1} \frac{m d^{(a)}_{k,m}}{m!} \log(1 - e^{-kt} x^m)$$

for some integers $d^{(a)}_{k,m} = \sum_s N^{(a)}_{k,m,s}$. Aganagic and Vafa [5] checked this for $a = 0$, and a table for $d_{k,m} := d^{(0)}_{k,m,0}$ can be found in their paper. We now establish the general case.
The right-hand side of (77) can be written as:

\[ -\sum_{m=1}^{\infty} \sum_{k=0}^{\infty} md_k^{(a)} \sum_{j=1}^{\infty} e^{-jkt}, x^m. \]

The first few terms are

\[-d_{0,1}^{(a)}(x + \frac{1}{2}x^2 + \frac{1}{3}x^3 + \ldots) - 2d_{0,2}^{(a)}(x^2 + \frac{1}{2}x^4 + \frac{1}{3}x^6 + \ldots) - 3d_{0,3}^{(a)}(x^3 + \frac{1}{2}x^6 + \frac{1}{3}x^9 + \ldots) - \ldots \]

Putting similar terms together

\[-d_{0,1}^{(a)} - (2d_{0,2}^{(a)} + \frac{1}{2}d_{0,1}^{(a)})x^2 - (3d_{0,3}^{(a)} + \frac{1}{3}d_{0,1}^{(a)})x^3 - (4d_{0,4}^{(a)} + d_{0,2}^{(a)} + \frac{1}{4}d_{0,1}^{(a)})x^4 - \ldots \]

The coefficient of \(e^{-kt}x^m\) is of the form:

\[-md_k^{(a)} - \sum_{j(k,m), j>1} \frac{m}{j^2} d_{k/j, m/j}^{(a)} \]

Therefore, by comparing with the right-hand side of (78):

\[ d_k^{(a)} + \sum_{j(k,m), j>1} \frac{1}{j^2} d_{k/j, m/j}^{(a)} = (-1)^k \frac{\prod_{j=1}^{m-1} (ma + j + k)}{m \cdot k! (m-k)!}. \]

From this one can recursively determine all \(d_k^{(a)}\). Let \(\mu : \mathbb{N} \to \{0,1,-1\}\) be the Möbius mu functions. I.e,

\[ \mu(n) = \begin{cases} (-1)^r, & n = p_1 \cdots p_r, p_1, \ldots, p_r \text{ are distinct primes,} \\ 0, & \text{otherwise}. \end{cases} \]
Then

\[ d_{k,m}^{(a)} = \sum_{n|(k,m)} \frac{\mu(n)}{n^2} (-1)^{k/n} \prod_{j=1}^{m/n-1} \frac{(ma/n + j + k/n)}{(m/n) \cdot (k/n)! (m/n - k/n)!}. \]

Indeed, (81) has a unique solution, and by the following property of the Mbius mu function

\[ \sum_{l|n} \mu(l) = \delta_{n,1}, \]

one can check that (83) is a solution.

For example, when \((k,m) = 1\),

\[ d_{k,m}^{(a)} = \frac{(-1)^k \prod_{j=1}^{m-1} (ma + j + k)}{k! \cdot (m - k)!}, \quad m > 1. \]

If \(k\) is a prime number \(p\),

\[ d_{p,pn}^{(a)} = \frac{(-1)^p \prod_{j=1}^{pn-1} (pa + j + p)}{p! \cdot (pn - p)!} - \frac{1}{p^2} d_{1,n}^{(a)}, \]

therefore,

\[ d_{p,pn}^{(a)} = \frac{(-1)^p \prod_{j=1}^{pn-1} (pa + j + p + p^2)}{p! \cdot (pn - p)!} + \prod_{j=2}^{n} \frac{(na + j)}{p^2 \cdot n!}. \]

If \(k\) is a square of a prime \(p\), \(m = pn\), \((k,n) = 1\), then

\[ d_{p^2,pn}^{(a)} = \frac{(-1)^p \prod_{j=1}^{pn-1} (pma + j + p^2)}{p^2 \cdot (pn - p)!} + (-1)^{p-1} \prod_{i=1}^{n-1} \frac{(na + i + p)}{p^2 \cdot n \cdot p! (n - p)!}. \]

When \(a\) is taken to be 0, the numbers \(d_{k,m}^{(0)}\) match with the numbers \(d_{k,m}\) in Table 1 in [5]. The above formula for \(d_{k,m}^{(a)}\) now takes the following simplified forms:

\[ d_{k,m} = \sum_{n|(k,m)} \frac{\mu(n)}{n^2} (-1)^{k/n} \frac{(m/n + k/n - 1)!}{(m/n) \cdot (k/n)! (m/n - k/n)!}. \]

When \((k,m) = 1\),

\[ d_{k,m} = \frac{(-1)^k}{m} \frac{(m+k-1)!}{k! \cdot k! \cdot (m-k)!}. \]

If \(k\) is a prime number \(p\),

\[ d_{p,pn} = \frac{(-1)^p}{pn} \frac{(pn + p - 1)!}{p! \cdot p! \cdot (pn - p)!} + \frac{1}{p^2}. \]

If \(k\) is a square of a prime \(p\), \(m = pn\) and \((p,n) = 1\), then

\[ d_{p^2,pn} = \frac{(-1)^p}{pn} \frac{(pn + p^2 - 1)!}{p^2! \cdot p^2! \cdot (pn - p^2)!} + (-1)^{p-1} \frac{(n + p - 1)!}{p^2 \cdot n! \cdot p! \cdot (n - p)!}. \]
It is easy to see that
\[ d_{m,m} = \sum_{n|m} \frac{\mu(n)}{n^2} (-1)^{m/n} \frac{(2m/n - 1)!}{(m/n) \cdot (m/n)!^2 (m/n - m/n)!} \]
\[ = \frac{1}{2m^2} \sum_{l|m} (-1)^l \mu(m/l) \frac{2^l}{l} \cdot \binom{m/l}{2} \cdot \frac{2}{l}. \]

The first few terms of the sequence \((|d_{m,m}|)_{m \geq 1}\) are given by
\[ 1, 1, 2, 5, 13, 100, 300, 925, 2911, 9386, 30771, 102347, 344705, 1173960, \ldots, \]
matches with the sequence number A131868 of the AT&T On-Line Encyclopedia of Integer Sequences. It has the following combinatorial meaning: \(na(n)\) is the number of \(n\)-member subsets of \(\{1, 2, 3, \ldots, 2n - 1\}\) that sum to 1 (mod \(n\)). Similarly,
\[ d_{k,k+1} = (-1)^{k+1} \frac{(2k)!}{(k+1)!} \cdot k!^2. \]

The first few terms of the sequence \((|d_{k,k+1}|)_{k \geq 1}\) are given by
\[ 1, 1, 2, 5, 14, 42, 132, 429, 132, 429, 1430, 4862, 16796, 58786, 208012, 742900, 267440, 9694845, 35357670, \ldots, \]
This is the sequence A000108 which are the Catalan numbers (also called Segner numbers):
\[ C(n) = \frac{1}{n+1} \binom{2n}{n} = \frac{(2n)!}{n!(n+1)!}. \]

These numbers have numerous combinatorial meanings. It will be interesting to find out combinatorial meanings for the sequences \((d_{k,k+n})_{k \geq 1}\) for other fixed \(n\).

5.2. Another related half integral property. One can also do the following expansion:
\[ x \frac{\partial}{\partial x} \Psi_{0,1}^{(a)}(t; x) = \log(1 - x) + a \log(1 - x^2) + \frac{3a(a+1)}{2} \log(1 - x^3) \]
\[ + \frac{4a(a+1)(2a+1)}{3} \log(1 - x^4) + \frac{25a(a+1)(5a^2+5a+2)}{24} \log(1 - x^5) \]
\[ + \frac{3a(a+1)(36a^3+54a^2+31a+4)}{10} \log(1 - x^6) \]
\[ + \log(1 - Qx) + 2(a+1) \log(1 - Qx^2) + \cdots \]
This also has some integral properties.

Conjecture 5.1. There are half integers \(e_{k,m}^{(a)}\) such that
\[ x \frac{\partial}{\partial x} \Psi_{0,1}^{(a)}(t; x) = \sum_{m,n \geq 1} m e_{k,m}^{(a)} \log(1 - Q^k x^n) \]
where \(Q = -e^{-t}\).

Similar to \[ \text{SH} \] we have
\[ m e_{k,m}^{(a)} + \sum_{j(k,m), j > 1} \frac{m}{j^2} e_{k,j,m/j}^{(a)} = \frac{\prod_{j=1}^{m-1} (ma + j + k)}{k!(m-k)!}. \]
Then

\[ e_{k,m}^{(a)} = \sum_{n|(k,m)} \mu(n) \frac{n^{m/n-1}}{n^2} \prod_{j=1}^{m/n-1} (ma/n + j/k/n). \]

For example, when \((k, m) = 1,

\[ e_{k,m}^{(a)} = 1 \prod_{j=k+1}^{m} (ma + j), \quad m > 1, \]

in particular, when \(a = 0,

\[ e_{k,m}^{(0)} = \frac{1}{m} (m + k - 1)!. \]

Clearly,

\[ e_{k,m}^{(a)} = |d_{k,m}^{(a)}| \]

for \((k, m) = 1\). For \((k, m) \neq 1\), they also coincide for many cases. Take \(a = 0\) case for example. We have the following table for \(e_{k,m} := e_{k,m}^{(0)}\):

| m | \(e_{1,m}\) | \(e_{2,m}\) | \(e_{3,m}\) | \(e_{4,m}\) | \(e_{5,m}\) | \(e_{6,m}\) |
|---|---|---|---|---|---|---|
| 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 1 | \(\frac{1}{2}\) | 0 | 0 | 0 | 0 |
| 3 | 1 | 2 | 1 | 0 | 0 | 0 |
| 4 | 1 | \(\frac{7}{2}\) | 5 | 2 | 0 | 0 |
| 5 | 1 | 6 | 14 | 14 | 5 | 0 |
| 6 | 1 | \(\frac{17}{2}\) | 31 | 52 | 42 | \(\frac{25}{2}\) |
| 7 | 1 | 12 | 60 | 150 | 198 | 132 |
| 8 | 1 | \(\frac{31}{2}\) | 105 | 360 | 693 | \(\frac{1499}{2}\) |
| 9 | 1 | \(\frac{20}{2}\) | 171 | 770 | 2002 | 3114 |
| 10 | 1 | \(\frac{49}{2}\) | 264 | 1500 | 5045 | \(\frac{10507}{2}\) |
| 11 | 1 | 30 | 390 | 2730 | 11466 | 30576 |
| 12 | 1 | \(\frac{71}{2}\) | 556 | 4690 | 24024 | \(\frac{158809}{2}\) |
| 13 | 1 | 42 | 770 | 7700 | 47124 | 188496 |
| 14 | 1 | \(\frac{97}{2}\) | 1040 | 12152 | 87516 | \(\frac{415686}{2}\) |
| 15 | 1 | 56 | 1375 | 18564 | 155195 | 862194 |
| 16 | 1 | \(\frac{127}{2}\) | 1785 | 27552 | 264537 | \(\frac{3394839}{2}\) |

Comparing with the table of \(d_{k,m}\) in \([\text{5}]\), we notice that \(e_{k,m} = |d_{k,m}|\) for most of the pairs \((k, m)\). (The places where they are different are put in boxes.)

5.3. Some integral invariants in arbitrary genera. By the integrality prediction of Ooguri-Vafa \([\text{31}]\), there should be integers \(N_{m,k,s}^{(a)}\) such that

\[ \Psi_{1}^{(a)}(\lambda; t; x) = \sum_{n=1}^{\infty} \sum_{m,k,s} \frac{N_{m,k,s}}{in[n]} e^{n(-kt+is\lambda)}((-a)^{a}x)^{nm}, \]

\[ (100) \]
where \( m, k \in \mathbb{Z}, s \in \frac{1}{2} \mathbb{Z} \). By Theorem 4.2 we should have:

\[
(101) \sum_{n=1}^{\infty} \sum_{m,k,s} N_{m,k,s}^{(a)} e^{n(-kt+is\lambda)} x^{nm} = \sum_{n=1}^{\infty} \left( \frac{(-1)^n x}{i} \right)^n \frac{\prod_{k=1}^{n-1} [an + j + k]}{[j]! [n-j]!} Q^j.
\]

For fixed \( m, k \), \( N_{m,k,s}^{(a)} = 0 \) for \( s \gg 0 \), so that

\[
\sum_{s \in \frac{1}{2} \mathbb{Z}} N_{k,m,s}^{(a)} q^s \in \mathbb{Z}[q^{1/2}, q^{-1/2}]
\]

is a Laurent polynomial in \( q^{1/2} \). Comparing the coefficients of \( x^m e^{-kt} \) on both sides of (101), one gets:

\[
(102) \sum_{j \mid (k,m)} \frac{N_{m/k,j/k}^{(a)}(q^{j/2})}{[j]} = (-1)^{ma+k} \frac{\prod_{j=1}^{m-1} [am + j + k]}{[k]! [m-k]!}.
\]

Hence

\[
(103) \frac{N_{m,k}^{(a)}(q^{1/2})}{[1]} = \sum_{n \mid (k,m)} \mu(n) (-1)^{(ma+k)/n} \frac{\prod_{j=1}^{m/n-1} [am + nj + k]}{[j]! [n-j]!} \prod_{j=1}^{m-k/n} [nj].
\]

In particular, when \( (m,k) = 1 \),

\[
(104) N_{m,k}^{(a)}(q^{1/2}) = (-1)^{ma+k}[1] \frac{\prod_{j=1}^{m-1} [am + j + k]}{[k]! [m-k]!}.
\]

When \( k \) is a prime \( p \) and \( m = kn \) for some integer \( n \),

\[
(105) N_{m,n}^{(a)} = (-1)^{pna+p}[1] \frac{\prod_{j=1}^{p-1} [apn + j + p]}{[p]! [pn-p]!} - (-1)^{na+1}[1] \frac{\prod_{j=1}^{p-1} [an + pj + 1]}{[p] \cdot \prod_{j=1}^{p-1} [pj]!}.
\]

When \( k = p^2 \) for some prime, \( m = pn \) and \( (p,n) = 1 \),

\[
(106) N_{m,n}^{(a)} = (-1)^{pna+p^2}[1] \frac{\prod_{j=1}^{p-1} [apn + j + p^2]}{[p^2]! [pn-p^2]!} - (-1)^{na+p}[1] \frac{\prod_{j=1}^{p-1} [anp + pj + p^2]}{[p^2] \cdot \prod_{j=1}^{p-1} [pj]^2}.\]
For example, when $a = 0$, $i$ times the right-hand side of (101) is:

\[
(1 - e^{-t})x + \left( \frac{1}{2} - \frac{[2]}{[2]} e^{-t} + \frac{[3]}{[2]} e^{-2t} \right) x^2 + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \cdots
\]

\[
N_1^{(0)} = 1, \quad N_1^{(1)} = -1, \quad N_2^{(0)} = 0,
\]

\[
N_2^{(0)} = -(q^{1/2} + q^{-1/2}), \quad N_2^{(1)} = q^{1/2} + q^{-1/2}, \quad N_3^{(0)} = 0,
\]

\[
N_3^{(1)} = -(q + 1 + q^{-1}), \quad N_3^{(2)} = q^2 + q + 2 + q^{-1} + q^{-2}, \quad N_3^{(3)} = -(q^2 + 1 + q^{-2}).
\]

When $a = 1$, $i$ times the right-hand side of (101) becomes:

\[
(1 - e^{-t})(-x) + \left( \frac{3}{[2]} e^{-t} + \frac{5}{[2]} e^{-2t} \right) x^2 + \cdots
\]

\[
\frac{1}{e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} (-x)^3 + \cdots}
\]

\[
\frac{1}{[1]} x + \frac{1}{[2]} x^2 + \frac{1}{[3]} (-x)^3 + \cdots
\]

\[
\frac{1}{[1]} x e^{-t} + \frac{1}{[2]} x^2 e^{-2t} + \frac{1}{[3]} x^3 e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]

\[
\frac{1}{[1]} e^{-t} + \frac{1}{[2]} e^{-2t} + \frac{1}{[3]} e^{-3t} + \cdots
\]
In other words,
\[ N_{1,0}^{(1)} = 1, \quad N_{1,1}^{(1)} = -1, \quad N_{2,0}^{(1)} = q^{1/2} + q^{-1/2}, \]
\[ N_{2,1}^{(1)} = -(q^{3/2} + q^{1/2} + q^{-1/2} + q^{-3/2}), \quad N_{2,2}^{(1)} = q^3 + q^{-3/2}, \]
\[ N_{3,0}^{(1)} = q^2 - q + 1 - q^{-1} + q^{-2}, \quad N_{3,1}^{(1)} = - \sum_{k=-2}^2 q^k \cdot (q^2 + 1 + q^{-2}), \]
\[ N_{3,2}^{(1)} = \sum_{k=-3}^3 q^k \cdot (q^2 + 1 + q^{-2}), \]
\[ N_{3,3}^{(1)} = -(q + 1 + q^{-1})(q - 1 + q^{-1})(q^3 + 1 + q^{-3}). \]

6. The Mirror Curve of the Resolved Conifold

We apply results on open string one-point functions above to relate them to the mirror curve of the resolved conifold.

6.1. The proof of the Conjecture of Aganagic-Vafa. For \( a = 0 \), we have proved the following identity:

\[ \Psi_{0,1}^{(a)}(t; x) = - \sum_{n=1}^{\infty} x^n \sum_{j=0}^{n} \frac{(n + j - 1)!}{j! (n - j)!} Q^j. \]

This is exactly the prediction by Aganagic-Vafa [5]. From this one can recover the equation of the mirror curve of the resolved conifold with the outer brane in zero framing as follows. Aganagic-Vafa [5] conjectured that the mirror curve when the outer brane is in framing \( a \) is described by a plane curve

\[ h(x, y) = 0, \]

which determines near \( x = 0 \) a function \( y = y(x; t) \) so that:

\[ x \frac{d}{dx} \Psi_{0,1}^{(a)}(t; x) = \log y(x; t). \]

Now we have

\[ x \frac{\partial}{\partial x} \Psi_{0,1}^{(0)}(t; x) = - \sum_{n=1}^{\infty} x^n \sum_{j=0}^{n} \frac{(n + j - 1)!}{j! (n - j)!} Q^j \]

\[ = - \sum_{j,k \geq 0, j+k>0} x^{j+k} \frac{(k + 2j - 1)!}{j! k!} Q^j. \]

One can take the summation in \( k \) first to get:

\[ x \frac{\partial}{\partial x} \Psi_{0,1}^{(0)}(t; x) = \ln(1 - x) - \sum_{j=1}^{\infty} \frac{(2j - 1)!}{j!} \frac{(Qx)^j}{(1 - x)^{2j}}. \]

By the well-known series

\[ \ln\left(\frac{1}{2} + \frac{1}{2} \sqrt{1 + t^2}\right) = - \sum_{j=1}^{\infty} (-1)^j \frac{(2j - 1)!}{j!} \left(\frac{t}{2}\right)^{2j}, \]

we then get:

\[ x \frac{\partial}{\partial x} \Psi_{0,1}^{(0)}(t; x) = \ln\left(\frac{1}{2} (1 - x) + \frac{1}{2} \sqrt{(1 - x)^2 + 4xe^{-t}}\right). \]
It follows that
\begin{equation}
(111) \quad y := y(x; t) = \frac{1}{2}(1 - x) + \frac{1}{2}\sqrt{(1 - x)^2 + 4xe^{-t}},
\end{equation}
and so
\begin{equation}
(112) \quad y^2 - (1 - x)y - xe^{-t} = 0,
\end{equation}
or equivalently,
\begin{equation}
(113) \quad x + y - 1 - xy = 0.
\end{equation}
This is exactly the equation for the mirror curve. So we have proved

**Theorem 6.1.** Aganagic-Vafa’s Conjectures holds for the case of the resolved conifold \cite{5} §5.1 when the outer brane is in zero framing.

### 6.2. Proof of the Aganagic-Klemm-Vafa conjecture for framing transformation.

The mirror curve for the nonzero framing case is more difficult to find. It might be possible to generalize the summation method in last subsection by the theory of hypergeometric series for $a \neq 0$, but we do not know how to do so. We will take a more elementary approach.

In \cite{4} we have seen that the sum in (63) is equal to the coefficient of $z^n$ in $(\frac{1+z}{1-Qz})^{(a+1)n}$, i.e., it is equal to
\begin{equation}
(114) \quad \text{res}_{z=0} \frac{1}{z^{n+1}}(\frac{1+z}{1-Qz})^{(a+1)n} = \frac{1}{2\pi i} \int_{|z|=\epsilon} \frac{1}{z^{n+1}}(\frac{1+z}{1-Qz})^{(a+1)n} dz.
\end{equation}
for sufficiently small $\epsilon > 0$ (say $\epsilon < \frac{1}{|Q|}$), Therefore, (62) can be rewritten as follows (we assume $|x|$ is sufficiently small to ensure uniform convergence):
\begin{align*}
(\frac{\partial}{\partial x})^2 \Psi_{0,1}(t; x) &= -\sum_{n=1}^{\infty} \frac{x^n}{a+1} 2\pi i \int_{|z|=\epsilon} \frac{1}{z^{n+1}}(\frac{1+z}{1-Qz})^{(a+1)n} dz
\end{align*}
\begin{align*}
&= -\frac{1}{2\pi(a+1)i} \int_{|z|=\epsilon} \frac{1}{z} \sum_{n=1}^{\infty} x^n \frac{1}{z^n}(\frac{1}{1-Qz})^{(a+1)n} dz
\end{align*}
\begin{align*}
&= -\frac{1}{2\pi(a+1)i} \int_{|z|=\epsilon} \left( z - x \left(\frac{1+z}{1-Qz}\right)^{a+1} - \frac{1}{z} \right) dz
\end{align*}
\begin{align*}
&= -\frac{1}{2\pi(a+1)i} \int_{|z|=\epsilon} \left( z - x \left(\frac{1+z}{1-Qz}\right)^{a+1} \right) dz + \frac{1}{a+1}.
\end{align*}

We use Cauchy’s residue theorem to evaluate the contour integral of the analytic function
\begin{equation}
f(z) = \frac{1}{z - x \left(\frac{1+z}{1-Qz}\right)^{a+1}} = \frac{(1-Qz)^{a+1}}{z(1-Qz)^{a+1} - x(1+z)^{a+1}}.
\end{equation}
Because $Q$ and $x$ are very small, so the denominator is close to $z$, therefore by Rouche’s theorem, there is only one root $z_0 = z_0(x_0; Q)$ for $z(1-Qz)^{a+1} - x(1+z)^{a+1}$ inside the disc $|z| < \epsilon$. This determines $z_0$ as an analytic function in $x$ by the Lagrange inversion formula, i.e., by finding the inverse series of
\begin{equation}
(115) \quad x = \frac{z_0(1 - Qz_0)^{a+1}}{(1 + z_0)^{a+1}}.
\end{equation}
The first couple of terms are given by:

\[(116) \quad z = x + (a + 1)(1 + Q)x^2 + \cdots.\]

So we get:

\[(117) \quad \left(\frac{d}{dx}\right)^2 \Psi^{(a)}_{0,1}(t; x) = -\frac{1}{a + 1} \frac{(1 - Qz_0)^{a+1}}{(1 - Qz_0)^{a+1} - (a + 1)Qz_0(1 - Qz_0)^a - (a + 1)x(1 + z_0)^a} + \frac{1}{a + 1}.\]

One can use the equation

\[(118) \quad z_0(1 - Qz_0)^{a+1} - x(1 + z_0)^{a+1} = 0.\]

to rewrite the right-hand side of (117). Differentiate this equation on both sides with respect to \(x\), we get:

\[(119) \quad \frac{\partial z_0}{\partial x} = \frac{(1 + z_0)^{a+1}}{(1 - Qz_0)^{a+1} - (a + 1)Qz_0(1 - Qz_0)^a - (a + 1)x(1 + z_0)^a}.\]

By (118) and (119), (117) becomes:

\[(120) \quad \left(\frac{d}{dx}\right)^2 \Psi^{(a)}_{0,1}(t; x) = -\frac{x}{(a + 1)z_0} \frac{\partial z_0}{\partial x} + \frac{1}{a + 1}.\]

Integrating once:

\[(121) \quad x \frac{d}{dx} \Psi^{(a)}_{0,1}(t; x) = \frac{1}{a + 1} \log \left(\frac{x}{z_0}\right) = \log \frac{1 + z_0}{1 - Qz_0}.\]

According to Aganagic-Vafa [5], the mirror curve is determined by the following equation:

\[(122) \quad y := y(x; t; a) = \frac{1 + z_0}{1 - Qz_0} = \left(\frac{x}{z_0}\right)^{1/(a+1)}.\]

**Theorem 6.2.** The mirror curve for the resolved conifold with an outer brane and framing \(a\) is given by the following equation:

\[(123) \quad y + xy^{-a} - 1 - e^{-t}xy^{-a-1} = 0.\]

**Proof.** By (122) we get:

\[(124) \quad z_0 = xy^{-a-1}.\]

One can rewrite (118) as

\[(125) \quad \left(\frac{x}{z_0}\right)^{1/(a+1)} = \frac{1 - Qz_0}{1 + z_0}.\]

Plug in (122) and (124):

\[(126) \quad y = \frac{1 - Qxy^{-a-1}}{1 + xy^{-a-1}}.\]

This is equivalent to (123). \(\square\)

In [3], it was conjectured that the equation of the mirror curve in zero framing and the \(a\) framing are related by the following framing transformation:

\[(127) \quad x \mapsto xy^{-a}, \quad y \mapsto y.\]
Note (113) is transformed to (129). So we have established the Aganagic-Klemm-Vafa conjecture for framing transformation in the case of the resolved conifold with one outer brane.

6.3. The quantum mirror curve. Because

\[ \lambda \Psi_1^{(a)}(\lambda; t; x_1) = \sum_{g \geq 0} \lambda^{2g} \Phi_{g,1}^{(a)}(t; x) \]

is a deformation of \( \Psi_{0,1}^{(a)}(t; x) \), with the parameter \( \lambda \) serving as the Planck constant, if we set

\[ y(\lambda; t, x) = \exp(\lambda \cdot x \frac{d}{dx} \Psi_1^{(a)}(\lambda; t; x)), \]

then \( y(\lambda; t, x) \) is a deformation of \( y(t; x) \). The family of curves \( y = y(\lambda; t; x) \) can be understood as the “quantum mirror curve” of the resolved conifold.

In (113) we have seen that the sum in (69) is equal to the coefficient of \( \lambda \)

\[ \sum_{n=0}^{\infty} \frac{x^n}{(a+1)n} \prod_{k=1}^{n} \frac{1 + q^{(a+1)n-k+1/2} z}{1 - Q q^{(a+1)n-k+1/2} z}, \quad a \geq 0, \]

\[ \prod_{n=1}^{\infty} \frac{1 - Q_{q^{(a+1)n-k+1/2} z}}{1 + q^{(a+1)n-k+1/2} z}, \quad a+1 = -b \leq -1. \]

We will treat the case of \( a \geq 0 \) here, the \( a \leq -2 \) case is similar. The coefficient is equal to

\[ \text{res}_{z=0} \prod_{n=1}^{(a+1)n} \frac{1 + q^{((a+1)n-k+1)/2} z}{1 - Q q^{((a+1)n-k+1)/2} z}, \]

\[ = \frac{1}{2\pi i} \int_{|z|=\epsilon} \prod_{n=1}^{(a+1)n} \frac{1 + q^{((a+1)n-k+1)/2} z}{1 - Q q^{((a+1)n-k+1)/2} z} dz, \]

for sufficiently small \( \epsilon > 0 \), now depending on \( n \). To avoid difficulties in analysis, we will understand the residue formally as taking the coefficient of \( z^{-1} \). Now (10) can be rewritten as follows:

\[ x \frac{\partial}{\partial x} \Psi_1^{(a)}(\lambda; t; x) = \text{res}_{z=0} \sum_{n=1}^{\infty} \frac{x^n}{n \cdot [(a+1)n]} \prod_{k=1}^{(a+1)n} \frac{1 + q^{((a+1)n-k+1)/2} z}{1 - Q q^{((a+1)n-k+1)/2} z}. \]

We do not know how to take the summation on the right-hand side at present.
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