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ABSTRACT

In this paper, a method for automatically deriving energy-preserving numerical methods for the Euler–Lagrange equation and the Hamilton equation is proposed. The derived energy-preserving scheme is based on the discrete gradient method. In the proposed approach, the discrete gradient, which is a key tool for designing the scheme, is automatically computed by a similar algorithm to the automatic differentiation. Besides, the discrete gradient coincides with the usual gradient if the two arguments required to define the discrete gradient are the same. Hence the proposed method is an extension of the automatic differentiation in the sense that the proposed method derives not only the discrete gradient but also the usual gradient. Due to this feature, both energy-preserving integrators and variational (and hence symplectic) integrators can be implemented in the same programming code simultaneously. This allows users to freely switch between the energy-preserving numerical method and the symplectic numerical method in accordance with the problem-setting and other requirements. As applications, an energy-preserving numerical scheme for a nonlinear wave equation and a training algorithm of artificial neural networks derived from an energy-dissipative numerical scheme are shown.

Keywords geometric integration · energy-preserving numerical scheme · discrete gradient method · discrete differential · automatic differentiation · automatic discrete differentiation

1 Introduction

Structure-preserving numerical methods are numerical methods that discretize differential equations while preserving good properties of the equations [4, 10, 13, 14, 17]. The main target equations of these methods are differential equations derived using analytical mechanics, i.e., the Hamilton equations and the Euler–Lagrange equations. These equations have properties such as the energy conservation law and symplecticity. A numerical scheme that preserves the latter property is called a symplectic integrator and a scheme that preserves the energy conservation law is called an energy-preserving numerical method. In this paper, energy-preserving numerical methods are mainly of interest.

Energy-preserving numerical methods conserve the energy within the rounding errors. For such numerical methods, the discrete gradient method (e.g. [15]), the discrete variational derivative method (e.g. [14]), the Hamiltonian boundary value method (e.g. [11]), continuous-stage Runge–Kutta methods (e.g. [22]) are known. In addition, in many methods,
not only the energy conservation law but also the energy dissipation law can be reproduced. However, these schemes are often implicit and therefore computationally expensive. Therefore, it has been often considered to be inferior to symplectic numerical methods in practical usefulness. Against this background, recent studies have made it possible to derive linearly implicit or even explicit schemes based on the discrete gradient method (e.g. [11, 19, 21, 23]), and thereby the discrete gradient method became a sufficiently practical technique. In particular, dissipative differential equations lead to optimization techniques, including steepest descent methods, which is called “the backpropagation” and is employed for training artificial neural networks in machine learning. Therefore, application to artificial neural networks, which has been rapidly developed in recent years, can be expected.

Meanwhile, the discrete gradient method requires a discrete version of the gradient vector called a discrete gradient. Because of this requirement, the discrete gradient method is difficult to use for non-expert users, compared to symplectic numerical methods which have a wealth of numerical libraries. The need to derive discrete gradients is a major barrier to the use for practical users, in particular, those of artificial neural networks.

In order to improve this situation, in this paper, we propose a method to automatically derive a discrete gradient of a given function. Out method is based on the idea of the automatic differentiation [16], which is, roughly, a way to automatically derive a computer program that computes the derivative of a certain function that is given as a program. The proposed approach applies this idea to discrete gradients and derives from a given program a program that computes the discrete gradients. Besides, the discrete gradient coincides with the usual gradient if the two arguments required in the evaluation of the discrete gradient are the same. Hence the proposed method is an extension of the automatic differentiation in the sense that the method computes not only the discrete gradient but also the usual gradient. In summary, the significances of the paper are as follows.

- The automatic differentiation is extended to “automatic discrete differentiation,” which automatically computes the discrete gradient and the usual gradient as a special case of the discrete gradient.
- This algorithm allows ones to implement energy-preserving numerical schemes and symplectic integrators simultaneously in the same programming code;
- just by specifying the energy functions, more precisely the Hamiltonian or the Lagrangian, of the target systems.

This paper is organized as follows. In Section 2, we will briefly explain energy-preserving numerical methods, particularly the discrete gradient method. In Section 3, the algorithms of the automatic differentiation and the automatic discrete differentiation will be explained. In Section 4, as an illustration, we will derive an energy-preserving numerical method for a nonlinear wave equation, which is used in a model of a nonlinear piano string [9]. Besides, a dissipative system called the heavy ball with friction system [1] will be discretized to derive a learning algorithm for multi-layer perceptrons. In Section 5, we will make concluding remarks.

2 Outline of the Discrete Gradient Method

The equations of motion of analytical mechanics are the Hamilton equation

\[
\frac{du}{dt} = S(u)\nabla H(u)
\]  

(1)

and the Euler–Lagrange equation

\[
\frac{\partial L}{\partial u} - \frac{d}{dt} \frac{\partial L}{\partial \dot{u}} = 0.
\]

(2)

Here, \( u \) is a variable representing a state of the system. \( u \) is generally a point on a manifold, but for simplicity, we assume \( u \in \mathbb{R}^n \) in this paper. \( H \) is Hamiltonian and represents the energy of the system. \( S \) is a skew-symmetric matrix that depends on \( u \). \( S \) is usually assumed to be non-degenerate, but may be degenerate if only the energy conservation law is considered. \( L \) is a Lagrangian, which is a function of \( u \) and \( \dot{u} \), where \( \dot{u} = du/dt \).

\[ \text{(1) and (2) has the energy-conservation property, that is,} \]

\[ \frac{dH}{dt} = 0 \]

for the Hamilton equation and

\[ \frac{d}{dt} \left( L - \dot{u} \cdot \frac{\partial L}{\partial \dot{u}} \right) = 0 \]
for the Euler–Lagrange equation.

Among several energy-preserving numerical schemes proposed in literature (see, e.g., [17]), a typical method is the discrete gradient method [15]. The discrete gradient method is a method to discretize an equation by replacing a gradient in the equation with a vector called a discrete gradient. A discrete gradient is defined as follows.

Definition 1. For $H : \mathbb{R}^n \rightarrow \mathbb{R}$, $\nabla H : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ that satisfies the following conditions is called a discrete gradient of $H$:

$$H(u) - H(v) = \nabla H(u,v) \cdot (u - v), \quad \nabla H(u,u) = \nabla H(u).$$

The first condition corresponds to the property $dH(\Delta u) = \nabla H \cdot \Delta u$ for $\Delta u \in \mathbb{R}^n$, which is the characteristic condition of the gradient vector of $H$. Here, $dH$ represents the Fréchet derivative of $H$, and $\Delta u$ represents an infinitesimal change of $u$. Because discrete gradients are not uniquely determined, several methods for derivation are known (see, e.g., [4, 6, 7, 11, 14, 15, 17]). In the discrete gradient method, the numerical scheme for the Hamilton equation is defined as follows:

$$\frac{u^{(n+1)} - u^{(n)}}{\Delta t} = S(u^{(n+1)}, u^{(n)}) \nabla (u^{(n+1)}, u^{(n)}),$$

where $u(n)$ represents an approximation of $u(n\Delta t)$ and $\Delta t$ is the time-step size. $S(u^{(n+1)}, u^{(n)})$ is a consistent and skew-symmetric approximation of $S$. This numerical scheme preserves the energy conservation law in the sense that

$$\frac{H(u^{(n+1)}) - H(u^{(n)})}{\Delta t} = 0.$$

Similarly, energy-preserving numerical schemes can be derived for the Euler–Lagrange equation [23]. For simplicity, we consider a natural system, which is the Euler–Lagrange equation derived using the Lagrangian of the following form:

$$L(u, \dot{u}) = \frac{1}{2} |\dot{u}|^2 - V(u),$$

where $M$ is a mass matrix and $V$ is a potential function. Suppose that an approximation of the Lagrangian $L(u, \dot{u})$ is given as

$$L_d(u^{(n)}, u^{(n+1)}) = \left( \frac{u^{(n+1)} - u^{(n)}}{\Delta t} \right)^2 - \nabla (u^{(n)}, u^{(n+1)}).$$

$V(u^{(n)}, u^{(n+1)})$ is an approximation of $V(u)$. Then, the following scheme

$$\frac{u^{(n+1)} - u^{(n)} - u^{(n-1)} + u^{(n-2)}}{2\Delta t^2} = -\nabla V(u^{(n+1)}, u^{(n)})$$

preserves the energy conservation law:

$$\frac{u^{(n+1)} - u^{(n)}}{\Delta t} - \frac{u^{(n-1)} - u^{(n-2)}}{\Delta t} = \frac{L_d(u^{(n)}, u^{(n+1)})}{\Delta t}.$$

### 3 Automatic Differentiation and Automatic Discrete Differentiation

As we have seen in the previous section, if a discrete gradient can be derived, the design of numerical schemes is straightforward for both the Lagrangian and Hamiltonian formalisms. Although a number of methods to derive discrete gradients have been established, the derivation may not be easy for non-experts, especially when the given Hamiltonian and Lagrangian are complicated functions. Against this background, we propose a method for automatically deriving a discrete gradient. The proposed algorithm is obtained by redesigning the automatic differentiation (see, e.g., [16]) for computing discrete gradients. Although the automatic differentiation has the forward mode and the reverse mode, we consider only the reverse mode because this mode is for calculating the gradient of a given function. Besides, the description of the automated differentiation is simpler for computing the Fréchet derivative than the gradient. Hence, in the following, we consider the discrete counter part of the Fréchet derivative, which is called the discrete differential [8].
Definition 2. A discrete differential \( \overline{\alpha} H : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) of a function \( H : \mathbb{R}^n \to \mathbb{R} \) is a function that satisfies the following conditions:

- \( \overline{\alpha} H \) is linear with respect to the first variable if the other two are held constant,
- \( H(u) - H(v) = \overline{\alpha} H(u - v; u, v) \),
- \( \overline{\alpha} H(\cdot; u, u) = \alpha H_u(\cdot) \),

where \( \alpha H_u \) denotes the Fréchet derivative of \( H \) at \( u \).

Because \( \overline{\alpha} H(w; u, v) \) with \( u, v \) fixed is a linear function with respect to \( w \), there exists a vector \( \nabla H \) such that

\[
\nabla H \cdot w = \overline{\alpha} H(w; u, v).
\]

This vector \( \nabla H \) is a discrete gradient of \( H \). Therefore it is sufficient to compute a discrete differential in order to obtain a discrete gradient.

Automatic differentiation is a technique for converting a program for calculating a function into a program for calculating a derivative of the function. In particular, this method is characterized in that the evaluation of the differential value is accurate and fast as compared with, for example, the finite difference method [16]. Indeed, computational results do not include truncation errors. The computational amount necessary for the calculation of the gradient is about three or four times the amount of the evaluation of the function. In this section, the idea of this algorithm in the case of the computation of the gradient will be explained. The basic idea is to use the chain rule and the product rule to replace differentiations of compositions of functions and products of functions with corresponding operations. For example, for two functions \( f : \mathbb{R} \to \mathbb{R}, g : \mathbb{R} \to \mathbb{R} \), the derivative of the composite function is calculated by the chain rule as follows:

\[
\frac{\partial}{\partial x}(f \circ g)(x) = \frac{\partial f}{\partial g} \frac{\partial g}{\partial x}.
\]

Similarly, the sum or product of \( f \) and \( g \) is processed as below:

\[
\frac{\partial}{\partial x}(f + g) = \frac{\partial f}{\partial x} + \frac{\partial g}{\partial x}, \quad \frac{\partial}{\partial x}(fg) = g \frac{\partial f}{\partial x} + f \frac{\partial g}{\partial x}.
\]

Suppose now that a procedure for computing a function is provided and one wishes to compute the derivative of that function. Based on the above-described rules of differential calculation, basic operations such as a sum, a product or a composition of functions that appear in the calculation procedure of the function may be replaced with corresponding differential versions.

More precisely, in the automatic differentiation, evaluation of a function, which is assumed to be given as a procedure in a computer program, is decomposed into a series of smaller atomic operations. Suppose that the gradient of a function \( y : \mathbb{R}^n \to \mathbb{R} \) is needed to be computed. In the computation of the function, the \( n \) input variables \( (x_1, \ldots, x_n) \) are transformed into intermediate variables \( v_1, \ldots, v_l \) by applying elementary operations, e.g., addition, multiplication, sin, cos, exp, and other elementary functions. Each elementary operation is denoted by \( \phi_j \). Each intermediate variable \( v_j \) is the output value of \( \phi_j \). For simplicity, all variables including the output variable \( y \) are written as a vector:

\[
v = (v_{n+1}, v_{n+2}, \ldots, v_{l+1}) \in \mathbb{R}^{l+n+1},
\]

\[
v_{n+1} = x_n, v_{n+2} = x_{n-1}, \ldots, v_0 = x_1, v_{l+1} = y.
\]

In this representation, each elementary operation \( \phi_j \) is extended to a transformation \( \Phi : \mathbb{R}^n \to \mathbb{R}^{l+n} \) of the state variable \( v \), that is,

\[
y = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \cdot \Phi_{l} \circ \Phi_{l-1} \circ \Phi_{l-2} \circ \cdots \circ \Phi_1(v).
\]

Differentiating this expression gives for an infinitesimal change \( \Delta v \) of \( v \)

\[
dy = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix} \cdot d\Phi_l \cdot d\Phi_{l-1} \cdot d\Phi_{l-2} \cdots d\Phi_1(\Delta v).
\]
We apply the idea of this method to computation of the discrete differential and thereby the discrete gradient.

**Example 1.** For example, the value of a function
\[ f = \sin(w_1x_1 + w_2x_2), \quad f : \mathbb{R} \to \mathbb{R}, \quad x_1, x_2, w_1, w_2 \in \mathbb{R} \]
is computed in the following manner:

1. \( v_0 = x_1, v_{-1} = x_2 \),
2. \( v_1 = \phi_1(w_1, v_0) \),
3. \( v_2 = \phi_2(w_2, v_{-1}) \),
4. \( v_3 = \phi_3(v_1, v_2) \),
5. \( v_4 = \phi_4(v_3) \),
6. \( y = v_4 \).

where
\[ \phi_1(a, b) = ab, \quad \phi_2(a, b) = ab, \quad \phi_3(a, b) = a + b, \quad \phi_4(a) = \sin(a). \]

To compute the gradient vector of the function \( f \), the above procedure is executed in the reverse order:

1. \( dy = dv_4 \),
2. \( dv_4 = d\phi_4(v_3) = d(\sin(v_3)) = \cos(v_3)dv_3 \),
3. \( dv_3 = d\phi_3(v_1, v_2) = dv_1 + dv_2 \),
4. \( dv_2 = d\phi_2(w_2, v_{-1}) = w_2dv_{-1} \),
5. \( dv_1 = d\phi_1(w_1, v_0) = w_1dv_0 \),
6. \( dv_0 = dx_1, dv_{-1} = dx_2 \).

Next, successive substitution of the above results gives
\[
\begin{align*}
df(\delta x_1, \delta x_2) &= dy(\delta x_1, \delta x_2) \\
&= \cos(v_3)dv_3(\delta x_1, \delta x_2) \\
&= \cos(v_3)(dv_1(\delta x_1, \delta x_2) + dv_2(\delta x_1, \delta x_2)) \\
&= \cos(v_3)(w_1dv_0(\delta x_1, \delta x_2) + w_2dv_{-1}(\delta x_1, \delta x_2)) \\
&= \cos(v_3)(w_1\delta x_1 + w_2\delta x_2).
\end{align*}
\]

In particular, the gradient vector of \( f \) is obtained as
\[
\begin{align*}
\frac{\partial f}{\partial x_1} &= w_1 \cos(v_3), \\
\frac{\partial f}{\partial x_2} &= w_2 \cos(v_3).
\end{align*}
\]

We apply the idea of this method to computation of the discrete differential and thereby the discrete gradient. The application is straightforward; in fact, the important tools \( \bar{\Delta} \) and \( \bar{\Delta}^2 \) also hold for the discrete differential.

**Theorem 1.** For any \( x_1, x_2 \in \mathbb{R} \) and functions \( f : \mathbb{R} \to \mathbb{R}, g : \mathbb{R} \to \mathbb{R}, g_1 : \mathbb{R} \to \mathbb{R}, g_2 : \mathbb{R} \to \mathbb{R}, \)
\[ f(g_1(x_1)) - f(g_2(x_2)) = \bar{\Delta} f(\cdot; g_1(x_1), g_2(x_2)) \circ \bar{\Delta} g(x_1 - x_2; x_1, x_2). \]

Besides, if \( \bar{\Delta} f(\cdot; x_1, x_2) \) and \( \bar{\Delta} g(\cdot; x_1, x_2) \) are discrete differentials for \( f \) and \( g \) respectively, then the following \( \bar{\Delta}(f + g) \) and \( \bar{\Delta}(fg) \) are discrete differentials for \( f + g \) and \( fg \):
\[
\begin{align*}
\bar{\Delta}(f + g)(\cdot; x_1, x_2) &= \bar{\Delta} f(\cdot; x_1, x_2) + \bar{\Delta} g(\cdot; x_1, x_2), \\
\bar{\Delta}(fg)(\cdot; x_1, x_2) &= \frac{f(x_1) + f(x_2)}{2} \bar{\Delta} g(\cdot; x_1, x_2) + \frac{g(x_1) + g(x_2)}{2} \bar{\Delta} f(\cdot; x_1, x_2).
\end{align*}
\]
Example 2. The discrete differential is computed by the successive substitution of the results. The following example illustrates this.

\[ f(x_1)g(x_1) - f(x_2)g(x_2) = \frac{f(x_1) + f(x_2)}{2}(g(x_1) - g(x_2)) + \frac{g(x_1) + g(x_2)}{2}(f(x_1) - f(x_2)). \]

\[ \phi(x_1, x_2) = \frac{f(x_1) + f(x_2)}{2}(g(x_1) + g(x_2)) + \frac{g(x_1) - g(x_2)}{2}(f(x_1) - f(x_2)). \]

In addition, for a general nonlinear elementary function \( f : \mathbb{R} \to \mathbb{R} \)

\[ df(\delta x; x_1, x_2) = \begin{cases} \frac{f(x_1) - f(x_2)}{x_1 - x_2} \delta x & (x_1 \neq x_2) \\ df(\delta x; x_1) & (x_1 = x_2) \end{cases} \]

is a discrete differential of \( f \), where \( x_1, x_2, \delta x \in \mathbb{R} \). By using all the above tools, a discrete gradient is obtained in the exactly same way as the automatic differentiation; what must be done is just to replace the differentials of elementary operations with the discrete differentials shown above.

Suppose again that for a given function \( f \), each elementary operation is represented by a function \( \phi_j \) and each intermediate variable \( v_j \) is the output value of \( \phi_j \). All variables are again written as a vector

\[ v = (v_{n+1}, \ldots, v_0, v_1, \ldots, v_{l+1}) \in \mathbb{R}^{l+n+1}, \quad (7) \]

\[ v_{n+1} = x_n, \quad v_{n+2} = x_{n-1}, \ldots, v_0 = x_1, \quad v_{l+1} = y. \quad (8) \]

In the computation of the discrete differential \( df(\cdot; x_1, \ldots, x_{n+1}, \ldots, x_{n+1}) \), we have two input variable vectors \((x_1, \ldots, x_{n,1})^T\) and \((x_2, \ldots, x_{n,2})^T\). Therefore all variables in (7) must be replaced by corresponding pairs of variables:

\[ ((v_{n+1}, v_{n+1}), \ldots, (v_0, v_0), (v_1, v_1), \ldots, (v_{l+1}, v_{l+1})) \in \mathbb{R}^{2 \times \cdots \times \mathbb{R}^{2}}, \]

\[ v_{n+1} = x_n, \quad v_{n+2} = x_{n-1}, \ldots, v_0 = x_1, \quad v_{l+1} = y. \]

The pairs of intermediate variables are computed by applying the elementary operations \( \phi_j \)'s to each elements of the input pairs; for example, if \( v_j = \phi_j(v_j-1, v_j-2) \) then \( v_{1,1} = \phi_1(v_{1,1-1}, v_{1,1-2}) \) and \( v_{1,2} = \phi_1(v_{1,2-1}, v_{1,2-2}) \). In the same way as the automatic differentiation, first the value of the function \( f \) is evaluated for the both input vectors \((x_1, \ldots, x_{n,1})^T\) and \((x_2, \ldots, x_{n,2})^T\), along with the discrete differential of the elementary operations. Then the discrete differential is computed by the successive substitution of the results. The following example illustrates this procedure.

Example 2. For example, the discrete differential \( df(\cdot; (x_{1,1}, x_{2,1}), (x_{1,2}, x_{2,2})) \) of the function

\[ f = \sin(w_1 x_1 + w_2 x_2), \quad f : \mathbb{R} \to \mathbb{R}, \quad x_1, x_2, w_1, w_2 \in \mathbb{R} \]

is computed in the following way. First this function is evaluated for the two input vectors:

1. \((v_{0,1}, v_{0,2}) = (x_{1,1}, x_{1,2}), \quad (v_{1,1}, v_{1,2}) = (x_{2,1}, x_{2,2}).\)
2. \((v_{1,1}, v_{1,2}) = (\phi_1(w_1, v_{0,1}), \phi_1(w_1, v_{0,2})).\)
3. \((v_{2,1}, v_{2,2}) = (\phi_2(w_2, v_{1,1}, v_{1,2})).\)
4. \((v_{3,1}, v_{3,2}) = (\phi_3(v_{1,1}, v_{1,2}), \phi_3(v_{2,1}, v_{2,2})).\)
5. \((v_{4,1}, v_{4,2}) = (\phi_4(v_{3,1}), \phi_4(v_{3,2})).\)
6. \((y_1, y_2) = (v_{4,1}, v_{4,2}).\)

where

\[ \phi_1(a, b) = ab, \quad \phi_2(a, b) = ab, \quad \phi_3(a, b) = a + b, \quad \phi_4(a) = \sin(a). \]

The discrete differential of each elementary operations are calculated at the same time:
To employ a general-purpose numerical integrator such as a Runge–Kutta method, it is required to first define the Hamiltonian, or the Lagrangian of the system to be simulated and to derive the equation of motion from it. This implies that besides being easy to use, this approach is free from human errors. Using discrete differentiation, a user can automatically generate a scheme from a Lagrangian or a Hamiltonian.

Remark 1. Similarly to the automatic differentiation, the automatic discrete differentiation can be implemented by operator overloading or source transformation. Because the discrete gradient computed by the automatic discrete differentiation is based on operator overloading. Indeed, the scheme (3) becomes the scheme by the variational integrator [20] to be implemented simultaneously in a computer program. Indeed, the scheme (3) becomes the scheme by the variational integrator

\[
\frac{u^{(n+1)} - 2u^{(n)} + u^{(n-1)}}{2\Delta t^2} = -\nabla V(u^{(n)}),
\]

which is known to be symplectic, if the variables in the scheme (3) are replaced as follows:

\[
\begin{align*}
    u_j^{(n+1)} &\leftarrow u_j^{(n+1)}, \\
    u_j^{(n)} &\leftarrow u_j^{(n)}, \\
    u_j^{(n-1)} &\leftarrow u_j^{(n-1)}, \\
    u_j^{(n-2)} &\leftarrow u_j^{(n-2)}.
\end{align*}
\]

Remark 2. Since the discrete differential has the property \(\delta H(\cdot; u, v) = \delta H_u(\cdot)\), the analytical derivative of \(H\) can be obtained by computing \(\Delta H(\cdot; u, v)\) using the automatic discrete differentiation algorithm. This allows schemes by energy-preserving numerical methods and schemes by the variational integrator [20] to be implemented simultaneously in a computer program. Indeed, the scheme (3) becomes the scheme by the variational integrator

\[
\frac{u^{(n+1)} - 2u^{(n)} + u^{(n-1)}}{2\Delta t^2} = -\nabla V(u^{(n)}),
\]

which is known to be symplectic, if the variables in the scheme (3) are replaced as follows:

\[
\begin{align*}
    u_j^{(n+1)} &\leftarrow u_j^{(n+1)}, \\
    u_j^{(n)} &\leftarrow u_j^{(n)}, \\
    u_j^{(n-1)} &\leftarrow u_j^{(n-1)}, \\
    u_j^{(n-2)} &\leftarrow u_j^{(n-2)}.
\end{align*}
\]

Remark 3. Using discrete differentiation, a user can automatically generate a scheme from a Lagrangian or a Hamiltonian. In particular, it is worth noting that even derivation of the equation is not required to derive the scheme. To employ a general-purpose numerical integrator such as a Runge–Kutta method, it is required to first define the Hamiltonian or the Lagrangian of the system to be simulated and to derive the equation of motion from it. This can be done in a straightforward way by differentiating Hamiltonian or Lagrangian, which, however, often requires cumbersome calculations. On the other hand, using the proposed method, high-quality simulations by energy-preserving schemes and symplectic schemes can be performed by describing only the Hamiltonian or the Lagrangian, i.e., the energy functions of the system. This implies that besides being easy to use, this approach is free from human errors.

## 4 Applications

In this section, we derive an energy-preserving numerical method for a nonlinear wave equation and also derive an algorithm for training artificial neural networks as applications.
4.1 Energy-Preserving Scheme for a Nonlinear Wave Equation

As a simple example, we consider the nonlinear wave equation, which is used in a model of nonlinear string motion [9],

$$\frac{\partial^2 u}{\partial t^2} - \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \sqrt{1 + \left( \frac{\partial u}{\partial x} \right)^2} \right) = 0, \quad x \in (0, 1).$$

For simplicity, we impose the periodic boundary condition

$$u(t, x + 1) = u(t, x).$$

This equation is derived as the Euler–Lagrange partial differential equation with the Lagrangian

$$\mathcal{L}(u, \frac{\partial u}{\partial t}) = \int_0^1 \left( \frac{1}{2} \left( \frac{\partial u}{\partial t} \right)^2 - \left( 1 + \left( \frac{\partial u}{\partial x} \right)^2 \right)^{\frac{3}{2}} \right) \, dx.$$

All we need to do is to discretize the Lagrangian, for example,

$$\mathcal{L}_d(u_1^{(n)}, \ldots, u_M^{(n)}, u_1^{(n+1)}, \ldots, u_M^{(n+1)})$$

$$= \sum_{j=1}^M \left( \frac{1}{2} \left( \frac{u_j^{(n+1)} - u_j^{(n)}}{\Delta t} \right)^2 - \left[ 1 + \frac{1}{2} \left( \frac{u_{j+1}^{(n)} - u_j^{(n)}}{\Delta x} \right)^2 + \frac{1}{2} \left( \frac{u_j^{(n)} - u_{j-1}^{(n)}}{\Delta x} \right)^2 \right]^{\frac{3}{2}} \right) \Delta x,$$

where \( \Delta t \) and \( \Delta x \) are temporal and spatial step sizes respectively and \( u_j^{(n)} \) is an approximation of \( u(n \Delta t, j \Delta x) \).

If we have a discrete gradient for the potential term

$$\phi(u_1^{(n)}, \ldots, u_M^{(n)}, u_1^{(n+1)}, \ldots, u_M^{(n+1)})$$

$$= \sum_{j=1}^M \left( \left[ 1 + \frac{1}{2} \left( \frac{u_j^{(n)} - u_{j-1}^{(n)}}{\Delta x} \right)^2 \right] \left( \frac{u_j^{(n)} - u_{j-1}^{(n)}}{\Delta x} \right)^2 \right)^{\frac{1}{2}} \Delta x,$$

the energy-preserving numerical scheme is obtained from [3] immediately:

$$\frac{u_j^{(n+1)} - u_j^{(n)} - u_j^{(n-1)} + u_j^{(n-2)}}{2\Delta t^2} + (\nabla \phi(u_1^{(n)}, \ldots, u_M^{(n)}, u_1^{(n-1)}, \ldots, u_M^{(n-1)}))_j = 0,$$

where \((\nabla \phi(u_1^{(n)}, \ldots, u_M^{(n-1)}))_j\) denotes the \(j\)th component of the discrete gradient.

We implemented the algorithm of the automatic discrete differential in c++ using operator overloading so that in our implementation a pseudo-code like that shown in Algorithm [1] works. In this pseudo-code, “dd_double” denotes the class of real variables. In Step 6 the computational graph is generated; in “dd_double” class, the operators are overloaded so that a new node is generated implicitly for each operation and added to the computational tree. At the 8th step, each component of the discrete gradient is computed by the algorithm shown in the previous section and stored as a member variable of “dd_u,” which is extracted by calling a member function “discrete_differential()” at the 10th step.

We solved numerically the nonlinear wave equation by using the above procedure under the initial condition

$$u_j^{(0)} = u_j^{(-1)} = u_j^{(-2)} = \sin(2\pi j \Delta x).$$

Please note that because the scheme is a multi-step scheme we need additional initial conditions, which must be carefully set in general for accuracy and stability. The above choice is just for tests and is not recommended. For details, see, e.g., [5]. We set \( \Delta t = 0.001, \Delta x = 1.0/80 \).
Algorithm 1 Pseudo-code of the scheme for the nonlinear wave equation

1: for each time step $n$:
2:   $dd\_double\_dd\_u(N)$
3: for each $j$:
4:   Initialize $dd\_u(j)$
5: $L \leftarrow 0$
6: for each $j$:
7:   $L \leftarrow L + \sqrt{1 + 0.5 \ast (dd\_u(j + 1) - dd\_u(j))/dx \ast (dd\_u(j + 1) - dd\_u(j))/dx + 0.5 \ast (dd\_u(j) - dd\_u(j - 1))/dx \ast (dd\_u(j) - dd\_u(j - 1))/dx}$
8: $L$compute discrete differential()
9: for each $j$:
10: $u(n + 1, j) = u(n, j) + u(n - 1, j) - u(n - 2, j) + 2 \ast dt \ast dt \ast dd\_u(j).discrete\_differential()$

Figures 1 and 2 are the graph of the computed $u_j^{(n)}$’s and the discrete energy respectively. We also solved this equation by using a scheme with the discrete gradient that is derived by hand:

$$\nabla\phi(u_1^{(n)}, \ldots, u_M^{(n-1)}) =$$

$$\begin{bmatrix}
\frac{1}{2} \left( \frac{u_{n+1}^{(n)} - u_{n}^{(n)}}{\Delta x} \right) + \frac{1}{2} \left( \frac{u_{n+1}^{(n-1)} - u_{n}^{(n-1)}}{\Delta x} \right) \\
1 + \frac{1}{2} \left( \frac{u_{n+1}^{(n)} - u_{n}^{(n)}}{\Delta x} \right)^2 + \frac{1}{2} \left( \frac{u_{n+1}^{(n-1)} - u_{n}^{(n-1)}}{\Delta x} \right)^2 \\
\frac{1}{2} \left( \frac{u_{n}^{(n)} - u_{n-1}^{(n)}}{\Delta x} \right) + \frac{1}{2} \left( \frac{u_{n}^{(n-1)} - u_{n-1}^{(n-1)}}{\Delta x} \right)
\end{bmatrix}
$$

This complicated vector is certainly a discrete gradient. In fact, Figures 3 and 4 show the graph of $u_j^{(n)}$’s and the discrete energy function computed by using this vector as the discrete gradient in the scheme. Any significant difference is observed between the results by the two schemes. Although the displacement of the energy in the case of the automatic discrete differential is a little bit smaller than that by the other one, this displacement is due to the rounding errors and hence dependent on implementation. These results illustrate that the proposed automatic discrete differentiation algorithm gives the numerical results of the same quality as the scheme derived by hand, while the former does not require any knowledge of discrete gradients nor any hard calculations. Even derivation of the equation is not required; only Lagrangian or Hamiltonian, that is, energy functions are needed.
4.2 Application to Designing Training Algorithms of Artificial Neural Networks

In this section, a simple training algorithm for multi-layer perceptrons is designed as an application of the proposed approach. As an example, we consider a perceptron with $N$ inputs, a middle layer with $M$ vertices, and $L$ outputs:

$$y_j = g_j \left( \sum_{k=1}^{M} (w_{jk} h_k) \right), \quad h_k = f_k \left( \sum_{l=1}^{N} (\bar{w}_{kl} x_l) \right).$$

$x_1, \ldots, x_N$ are the input variables, $h_1, \ldots, h_M, y_1, \ldots, y_L$ are the output variables from the hidden layer and the output layer. $f_1, \ldots, f_M, g_1, \ldots, g_L$ denotes activation functions. We assume that these functions are smooth. $w_{jk}, \bar{w}_{kl}$ denote the weights, which are determined by minimizing a loss function $E\left( \{w_{jk}, \bar{w}_{kl}\} \right)$ computed using data. Methods such as the stochastic gradient method are used for the minimization. In this section, we consider a dissipative dynamical system of which potential energy is a loss function, and use a structure-preserving numerical method as an
optimization algorithm. The simplest such mechanical system is a potential system with a friction term:
\[
\frac{d^2 w}{dt^2} + \mu \frac{dw}{dt} = -\nabla V(w).
\]

This system is used for optimization in [1] and is the Euler–Lagrange equation with the following action integral [2][18]:
\[
\int_0^T \mathcal{L}(u, \frac{du}{dt})e^{\mu t} dt, \quad \mathcal{L}(u, \frac{du}{dt}) = \frac{1}{2} \left( \frac{du}{dt} \right)^2 - V(u).
\]

The energy behavior of this equation is analyzed as
\[
E(t)e^{\mu t} - E(0) = -\mu \int_0^t \mathcal{L}(u, \dot{u})e^{\mu s} ds, \quad E(t) = \frac{1}{2} \left( \frac{du}{dt} \right)^2 + V(u).
\]
by formally applying the Noether theorem. This equality corresponds to the energy-dissipation property; by differentiating the both sides of this equality, we get

\[
\frac{dE}{dt} e^{\mu t} + \mu E(t) e^{\mu t} = -\mu \mathcal{L}(u, \dot{u}) e^{\mu t} = -\mu \left( \frac{1}{2} \left( \frac{du}{dt} \right)^2 - V(u) \right) e^{\mu t}
\]

and thereby

\[
\frac{dE}{dt} = -\mu \left( \frac{du}{dt} \right)^2.
\]

A structure-preserving numerical method for this equation is

\[
\frac{1}{\Delta t} \left( \frac{u^{(n+1)} - u^{(n-1)}}{2\Delta t} - \frac{u^{(n)} - u^{(n-2)}}{2\Delta t} e^{-\mu \Delta t} \right) = -\nabla V(u^{(n)}, u^{(n-1)}),
\]

which has the dissipation property

\[
\frac{1}{2} \left( \frac{u^{(n+1)} - u^{(n)}}{\Delta t} \right)^2 + V(u^{(n)}) e^{\mu \Delta t} - \frac{u^{(n+1)} - u^{(n)}}{\Delta t} + e^{-\mu \Delta t} \frac{u^{(n+1)} - u^{(n-1)}}{2\Delta t} = \sum_{k=2}^{N} \frac{e^{\mu k \Delta t} - e^{\mu (k-1) \Delta t}}{2} \left( \mathcal{L}_d(u^{(k)}, u^{(k+1)}) + \mathcal{L}_d(u^{(k-1)}, u^{(k)}) \right),
\]

\[
\mathcal{L}_d(u^{(n)}, u^{(n+1)}) = \frac{1}{2} \left( \frac{u^{(n+1)} - u^{(n)}}{\Delta t} \right)^2 - V(u^{(n)}).
\]

Using this scheme with the loss function as the potential function, we trained a perceptron for the wine data set in UCI Machine Learning Repository [12]. In this data set the number of the input variables \( N \) is 14 and that of the output variables is 3. We set \( \Delta t = 0.1 \) and the number of the nodes in the hidden layer \( M \) to 14. All activation functions were the standard sigmoid function. We used the first 143 data for the training. The loss function was given by the squared 2-norm of the errors.

The trajectories of the loss function are shown in Figures 5 and 6. In these figures, the curve denoted by “backprop” is the result of the usual backpropagation. Firstly, it can be seen from Figure 5 that the history of the structure-preserving numerical method is smoother than in the usual backpropagation. Besides, when the algorithm based on the structure-preserving numerical method is used, the algorithm was trapped in a local optimal at the early stage of the training and then escaped from it. This is because this method is for minimizing the sum of the loss function and the kinetic energy, not for the loss function itself. If the energy eventually decays and the motion stops, the energy and the loss function coincide. However, if the motion is not stopped, i.e., the algorithm is running, the total energy is dissipated, while the loss function can be increased, which allows the algorithm to escape from local solutions.

Next, from Figure 6 it can be seen that the performance of the structure-preserving numerical method is strongly dependent on the choice of the decay rate, \( \mu \); however, the overall behaviors of the trajectories are comparable to those by the backpropagation.

5 Conclusion

In this paper, aiming at promotion of practical application of the discrete gradient method, we propose a method for automating the derivation of the discrete gradient, which is a key tool for designing energy-preserving schemes. The proposed method is a discrete gradient version of the automatic differentiation. Similar to the automatic differentiation,
a program for computing a discrete gradient is automatically derived from a given program for computing a function. Besides, it follows from the definition that the discrete gradient coincides with the usual gradient if the two arguments are the same. That is, in the proposed method, not only the discrete gradient but also the usual gradient can be calculated. In this sense, the present method is an extension of the automatic differentiation algorithm. In addition, if this property is successfully exploited, an energy-preserving numerical method and a symplectic numerical method can be implemented simultaneously in the same program. This allows users to freely switch between the energy-preserving numerical method and the symplectic numerical method in accordance with the problem-setting and other requirements. As applications, we derived an energy-preserving numerical scheme for a nonlinear wave equation using the proposed
method and compared it with a method with a hand-derived discrete gradient. The numerical results were substantially the same and no adverse influence on the results due to rounding errors was observed. Besides, by combining the proposed method with a structure-preserving numerical method for a dissipative dynamical system, we also propose a training method for multi-layer perceptrons. The decay history of the loss function by the proposed method was quite smooth. This should be because the proposed approach is based on the structure-preserving numerical method. In addition, since this method attenuates not the loss function but the sum of the loss function and the kinetic energy, it may be possible to escape from local optima.

Finally, in this study, the proposed method was implemented with C++. Although this program is currently not completely optimized for execution speed, the program will be published after the optimization. For the program under development, please contact the corresponding author.
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