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Abstract

The reliability of machine learning systems critically assumes that the associations between features and labels remain similar between training and test distributions. However, unmeasured variables, such as confounders, break this assumption—useful correlations between features and labels at training time can become useless or even harmful at test time. For example, high obesity is generally predictive for heart disease, but this relation may not hold for smokers who generally have lower rates of obesity and higher rates of heart disease. We present a framework for making models robust to spurious correlations by leveraging humans’ common sense knowledge of causality. Specifically, we use human annotation to augment each training example with a potential unmeasured variable (i.e. an underweight patient with heart disease may be a smoker), reducing the problem to a covariate shift problem. We then introduce a new distributionally robust optimization objective over unmeasured variables (UV-DRO) to control the worst-case loss over possible test-time shifts. Empirically, we show improvements of 5–10% on a digit recognition task confounded by rotation, and 1.5–5% on the task of analyzing NYPD Police Stops confounded by location.

1. Introduction

The increasing use of machine learning in socioeconomic problems as well as high-stakes decision-making emphasizes the importance of designing models that can perform well over a wide range of users and conditions (Barocas & Selbst, 2016; Blodgett et al., 2016; Hovy & Sgaard, 2015; Tatman, 2017). In some cases, the set of target users and test distributions are known—for example, research in the fair machine learning community has largely been motivated by case studies such as face-recognition systems performing poorly on populations with dark skin color (Buolamwini & Gebru, 2018). However, there exist many more distributional shifts that the designer of a machine learning system may have been unaware of when collecting data, or may be impossible to measure. Existing approaches such as distributional robustness (Ben-Tal et al., 2013; Lam & Zhou, 2015) and domain adaptation (Mansour et al., 2009b; Blitzer et al., 2011; Gong et al., 2013) require either a priori specifying the distribution shifts, or sampling from the target test distributions. How can we ensure that a model performs reliably at test time without explicitly specifying the domain shifts?

Existing research on human-in-the-loop systems and crowdsourcing have shown that humans have a rich understanding of the plausible domain shifts in our world, as well as how these changes affect the prediction task (Talmor et al., 2019; Mostafazadeh et al., 2016). Can we leverage humans’ strong prior knowledge to understand the possible distribution shifts for a specific machine learning task? The key idea of our paper is to use human commonsense reasoning as a source of information about potential test-time shifts, and effectively use this information to learn robust models.

To see how human annotations may help, consider the task of creating large-scale diagnostic models for medicine. Although these models are trained on large amounts of data, they almost invariably lack features for important risk factors that were either hidden for legal reasons (e.g. health insurance providers cannot collect genetic information), privacy concerns (e.g. collection of ethnic information (Ploeg et al., 2004)), or simply unobserved (e.g. drug use). For example, a diagnostic model for heart disease trained on the general population may learn to predict heart disease based upon obesity. However, when used in a drug rehabilitation facility with former smokers, this model may perform poorly, as smokers are often underweight and have high heart disease risk (Jarvik, 1991). In this case, smoking is an unmeasured confounder which degrades the model’s robustness. A human expert could help with such confounded shifts by annotating the data and identifying that examples with low obesity but significant heart problems may be due to smoking. We would then be able to train our model to be robust to distribution shifts over these unmeasured variables (i.e. if our test set consists primarily of smokers).
We then use these annotations as a way to learn a model that captures many existing settings of interest, such as domain adaptation (where $\mathcal{P}$ is a small-number of target domains (Mansour et al., 2009b)), uniform subgroup guarantees (where $\mathcal{P}$ are minority subgroups of the training distribution (Hashimoto et al., 2018; Duchi & Namkoong, 2018)), and distributionally robust optimization (where $\mathcal{P}$ is a divergence ball centered around the training distribution (Ben-Tal et al., 2013)). We will focus on uniform subgroup guarantees which define the set of potential test distributions as subpopulations with size at least $\alpha^*$,

$$P_{x,y}^\alpha := \{ Q_0 : p_{\text{train}}(x,y) = \alpha^* Q_0(x,y) + (1 - \alpha^*) Q_1(x,y) \text{ for some } Q_1 \text{ with } \alpha^* > \alpha \}. \quad (3)$$

Prior work has shown that such shifts over groups can be used to capture a wide range of test time distributions including label shifts (Hu et al., 2018), topics within a corpus (Oren et al., 2019), and demographic groups (Hashimoto et al., 2018). However, the set $P_{x,y}^\alpha$ includes all possible subpopulations which can be too pessimistic since this allows the conditional distribution $p_{\text{test}}(y \mid x)$ to change arbitrarily and adversarially subject to the $\alpha$-overlap constraint. For example, minimizing $R(\theta, P_{x,y}^\alpha)$ with the zero-one loss results in a degenerate worst-case group that simply groups all the misclassified examples (up to a $\alpha$ fraction) into an adversarial worst-case group (Hu et al., 2018). This drawback will lead us to consider restricted forms of the subpopulation guarantee in $P_{x,y}^\alpha$.

A common approach for avoiding such degeneracy is to make a covariate shift assumption (Shimodaira, 2000; Quiñonero-Candela et al., 2009) which asserts that

$$p_{\text{train}}(y \mid x) = p_{\text{test}}(y \mid x). \quad (4)$$

This resolves the earlier issues by restricting the subpopulation shift (3) to the covariate $x$. We will define this uncertainty set as $P_{x,y}^\alpha$ analogously to $P_{x,y}^\alpha$. One particularly appealing property of covariate shift is that the Bayes-optimal classifier on $p_{\text{train}}$ will be Bayes-optimal on any $p_{\text{test}} \in P_{x,y}^\alpha$, making it possible to simultaneously perform well on both the average and worst case. Unfortunately, this assumption is usually violated, as many distributional shifts involve unmeasured variables $c$ and even if $y \mid x, c$ remains fixed across train and test, the same may not hold for $y \mid x$.

### 2. Problem Statement

Formally, consider a prediction problem where we observe features $x$, and predict a label $y$. A model $\theta$ suffers loss $\ell((x,y), \theta)$, and we train this model using samples $(x,y) \sim p_{\text{train}}$. While standard practice minimizes risk with respect to the training distribution,

$$\mathbb{E}_{p_{\text{train}}}[\ell((x,y); \theta)], \quad (1)$$

this approach can fail when $p_{\text{test}} \neq p_{\text{train}}$, as is common in real-world tasks that involve domain adaptation. For example, the training distribution may be affected by annotation biases (Geva et al., 2019) or underrepresentation of minority groups (Oren et al., 2019; Hashimoto et al., 2018) compared to the test distribution. In this situation we would like the model to perform well over the set of potential test distributions $\mathcal{P}$ by minimizing

$$R(\theta, \mathcal{P}) := \sup_{p \in \mathcal{P}} \mathbb{E}_{p}[\ell((x,y); \theta)]. \quad (2)$$

The minimax objective captures many existing settings of interest, such as domain adaptation (where $\mathcal{P}$ is a small-number of target domains (Mansour et al., 2009b)), uniform subgroup guarantees (where $\mathcal{P}$ are minority subgroups of the training distribution (Hashimoto et al., 2018; Duchi & Namkoong, 2018)), and distributionally robust optimization (where $\mathcal{P}$ is a divergence ball centered around the training distribution (Ben-Tal et al., 2013)). We will focus on uniform subgroup guarantees which define the set of potential test distributions as subpopulations with size at least $\alpha^*$,

$$P_{x,y}^\alpha := \{ Q_0 : p_{\text{train}}(x,y) = \alpha^* Q_0(x,y) + (1 - \alpha^*) Q_1(x,y) \text{ for some } Q_1 \text{ with } \alpha^* > \alpha \}. \quad (3)$$

Prior work has shown that such shifts over groups can be used to capture a wide range of test time distributions including label shifts (Hu et al., 2018), topics within a corpus (Oren et al., 2019), and demographic groups (Hashimoto et al., 2018). However, the set $P_{x,y}^\alpha$ includes all possible subpopulations which can be too pessimistic since this allows the conditional distribution $p_{\text{test}}(y \mid x)$ to change arbitrarily and adversarially subject to the $\alpha$-overlap constraint. For example, minimizing $R(\theta, P_{x,y}^\alpha)$ with the zero-one loss results in a degenerate worst-case group that simply groups all the misclassified examples (up to a $\alpha$ fraction) into an adversarial worst-case group (Hu et al., 2018). This drawback will lead us to consider restricted forms of the subpopulation guarantee in $P_{x,y}^\alpha$.

A common approach for avoiding such degeneracy is to make a covariate shift assumption (Shimodaira, 2000; Quiñonero-Candela et al., 2009) which asserts that

$$p_{\text{train}}(y \mid x) = p_{\text{test}}(y \mid x). \quad (4)$$

This resolves the earlier issues by restricting the subpopulation shift (3) to the covariate $x$. We will define this uncertainty set as $P_{x,y}^\alpha$ analogously to $P_{x,y}^\alpha$. One particularly appealing property of covariate shift is that the Bayes-optimal classifier on $p_{\text{train}}$ will be Bayes-optimal on any $p_{\text{test}} \in P_{x,y}^\alpha$, making it possible to simultaneously perform well on both the average and worst case. Unfortunately, this assumption is usually violated, as many distributional shifts involve unmeasured variables $c$ and even if $y \mid x, c$ remains fixed across train and test, the same may not hold for $y \mid x$.

#### 2.1. Covariate shifts over unobserved variables

Recall our earlier example of a model trained on the general population to predict heart disease ($y$) from features such as obesity ($x$) and tested on recent smokers in a rehabilitation center. The covariate shift assumption does not hold, as the conditional distribution $y \mid x$ differs substantially from training to test. This example of omitted variable bias arises whenever we fail to account for confounders, mediators, and effect modifiers (Angrist & Pischke, 2009; VanderWeele, 2015).

Using a general purpose uncertainty set such as $P_{x,y}^\alpha$ to capture these types of shifts would also allow for nearly
arbitrary shifts in the predictive distribution and would prevent us from making any predictions at all. However, the situation changes drastically if we observed whether individuals were smokers. If smoking is the only unmeasured variable which changes between train and test, $y \mid x, c$ remains fixed and this allows us to make predictions based only on correlations between $y$ and $x$ which remain reliable under distributional shifts on $c$.

Making this intuition precise, we will require that $c$ make the train and test distributions differ by a covariate shift in $(x, c)$,

$$p_{\text{train}}(y \mid x, c) = p_{\text{test}}(y \mid x, c).$$

This criterion (known as exogeneity in Pearl (2000)) defines our desired set $c$; however, this definition neither guarantees the existence of $c$ nor allows us to find a valid $c$ for a given generative mechanism. We will now show how to identify valid unmeasured variables $c$ under a given graphical model.

### 2.2. Conditions given a graphical model

Suppose that the features and labels $x, y$ are associated with a probabilistic graphical model that captures the generative process of $x$ and $y$. Now define a selector variable $z$ which determines whether a sample is included in the train or test distribution, with edges in the graph consistent with the covariate shifts (i.e. $p_{\text{train}}(x, c, y) = p(x, c, y, z = 0)$ and $p_{\text{test}}(x, c, y) = p(x, c, y, z = 1)$).

We now state a necessary and sufficient condition for $c$ to fulfill (5), which is that $c$ consists of all variables such that $y$ is d-separated from $z$ by $(x, c)$.

**Proposition 1.** A set of variables $c$ in a causal graph fulfills the exogeneity condition (5) whenever $z$ and $y$ are d-separated by $(x, c)$.

This follows from the definitions of exogeneity and d-separation, which imply $p(y \mid x, c, z) = p(y \mid x, c)$. When the graph has a causal interpretation, and $z$ has no children (Figure 1), $z$ acts as a treatment indicator and $c$ is the set of confounders for the effect of $z$ on $y$ conditional $x$. This follows from the fact that d-separation and blocking backdoor paths are equivalent if $z$ has no children (VanderWeele & Shpitser, 2013).

### 2.3. Sampling Unmeasured Variables

Our main challenge is that even if we know unmeasured variables $c$ exist, we cannot measure their value on our training data and use $c$ to constrain the test time conditionals $p_{\text{test}}(y \mid x)$. However, if we could sample from the distribution $p(c \mid x, y)$, and combine this with $(x, y)$ samples in the training data, we can obtain samples from the full joint distribution of $(c, x, y)$. This distribution would, in turn, allow us to understand the set of potential $p_{\text{test}}$ that can occur when we shift the marginal distribution of $(x, c)$.

This key point will allow us to reduce the domain adaptation problem over $(x, y)$ to a covariate shift problem over features $(x, c)$. Robustness under covariate shift is still challenging, but we can now apply existing techniques from the covariate shift literature, such as likelihood re-weighting (Shimodaira, 2000) or distributionally robust optimization (DRO) (Duchi et al., 2019).

The main insight of this paper is that we can approximate this conditional distribution $(c \mid x, y)$ through human annotation: we ask human annotators for “additional reasons” why feature $x$ would lead to $y$, and record the natural language explanations as approximate unmeasured variables $\bar{c}$. A key property of our human annotation procedure is that it is only used to augment training data. We cannot sample from this same conditional distribution at test time, since we do not have $y$, and sampling from $c \mid x$ does not provide any additional information beyond $x$. Our proposed procedure therefore does not rely on any annotation of unmeasured variables $c$ at test time. We use shifts over the elicited $\tau$ at training time to determine potential shifts in $(x, \tau)$, and learn a model that uses only observable features $x$ that is robust to these shifts.

Conceptually, our approach has three parts: we first elicit $\tau \mid x, y$ from human annotators over our training data. We then use $(x, \tau, y)$ to define the potential test-time shifts $p_{\text{test}}(x, \tau) \in \mathcal{P}$. Finally, we learn a model $\theta$ that predicts $x \rightarrow y$ such that $\ell(x, y; \theta)$ is small over the entirety of $\mathcal{P}$.

### 3. Estimation and Optimization

We now discuss the challenges of learning a robust model over unmeasured variables $c$. We first define our estimator in terms of the true unmeasured variable $c$ and later discuss

---

\(\text{Figure 1. Smoking (c) d-separates whether an example is in the test or train set (z) from the heart disease label (y) conditioned on obesity (x). In this example z has no children since we select rather than generate examples, and assuming this is the true causal graph, c is a confounder for the effect of z on y.}\)
the challenges associated with using elicited \( \tau \) in Section 4.

Given samples from \( p(c \mid x, y) \), we can consider the covariate shift problem over \((x, c)\). In principle, our proposal can utilize any covariate shift approach. However, to illustrate concrete performance improvements for our proposal, we will focus on the uniform subpopulation setting with distributionally robust optimization.

Adapting the earlier covariate subpopulation uncertainty set \( \mathcal{P}_x^\alpha \) to this case, we obtain uncertainty sets defined over \((x, c)\),

\[
\mathcal{P}_{x,c}^\alpha := \{ Q_0 : p_{\text{train}}(x, c) = \alpha^* Q_0(x, c) \\
+ (1 - \alpha^*) Q_1(x, c) \text{ for some } Q_1 \text{ with } \alpha^* > \alpha \}.
\]

(6)

The resulting distributionally robust objective is now

\[
\inf_{\theta \in \Theta} \sup_{Q_0 \in \mathcal{P}_{x,c}^\alpha} \mathbb{E}_{x,c \sim Q_0} [\ell(\theta; (x, y)) | x, c].
\]

We refer to the distributionally robust optimization problem over this uncertainty set \((\mathcal{R}(\theta, \mathcal{P}_{x,c}^\alpha))\) as distributionally robust optimization over shifts in unmeasured variables, or (UV-DRO). Although there exist many techniques for efficient distributionally robust optimization (Ben-Tal et al., 2013; Namkoong & Duchi, 2016; Duchi & Namkoong, 2018), the UV-DRO objective is challenging to estimate from finite samples, as the outer supremum depends on the conditional risk \( \mathbb{E}[\ell(\theta; (x, y)) | x, c] \) rather than the loss \( \ell(\theta; (x, y)) \).

\section*{Finite Sample Estimation}

Having defined the UV-DRO objective in terms of the population expectations, we now turn to the question of estimating this objective from finite samples. As we have mentioned earlier, the empirical plug-in estimator fails to provide tight bounds for UV-DRO, and a Jensen’s inequality argument shows that a naive plug-in UV-DRO estimator ignores the covariate shift structure, resulting in an estimator that is equivalent to the worst-case subpopulation objective over \( \mathcal{P}_{x,y} \).

One straightforward way to sidestep this challenge is to make smoothness assumptions on \( \mathbb{E}[\ell(\theta; (x, y)) | x, c] \). Let the \( L_2 \)-normalized conditional risk \( \| \mathbb{E}[\ell(\theta; (x,y)) | x, c] - \eta \|_2 \) be \( L \)-Lipschitz and \( \mathcal{H}_L \) be the set of \( L \)-Lipschitz positive functions with \( L_2 \) norm less than one. Standard variational arguments for distributionally robust optimization in Duchi et al. (2019) give the following variational upper bound:

\[
R(\theta, \mathcal{P}_{x,c}^\alpha) = \inf_{\eta} \frac{1}{\alpha} \mathbb{E}[\| \mathbb{E}[\ell(\theta; (x,y)) | x, c] - \eta \|_2] + \eta \\
\leq \inf_{\eta \in \mathcal{H}_L} \sup_{h \in \mathcal{H}_L} \frac{1}{\alpha} \mathbb{E}[h(x, c) (\mathbb{E}[\ell(\theta; (x,y)) | x, c] - \eta)] + \eta \\
=: R_L(\theta)
\]

where the expectations are taken with respect to \( p_{\text{train}} \). The first step follows from standard convex duality for distributional robustness, while the second follows from the variational form of the \( L_2 \) norm. The dual form of \( R_L \) has a simple empirical plug-in estimator,

\[
\inf_{\eta \in \mathcal{H}_L} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{n} \sum_{j=1}^{n} (\ell(\theta; (x_i, y_i)) - (\sum_{j=1}^{n} (B_{ij} - B_{ji}) - \eta)^2 + \right)^{1/2} \\
+ \frac{L}{n} \sum_{i,j=1}^{n} (\|x_i - x_j\| + \|c_i - c_j\|) B_{ij} + \eta.
\]

(8)

For detailed derivation, see the appendix. This is a special case of the family of \( L_p \) norm variational DRO estimators proposed and studied by Duchi et al. (2019) and is known to converge to its population counterpart at rate \( O(n^{-1/d}) \).

This estimator intuitively captures both the smoothness assumption and worst-case structure of our objective. The dual variable \( \eta \) serves as a cutoff: all losses \( \ell \) below \( \eta \) within the sum are set to zero, forcing the model to focus on the worst losses incurred by the model. The dual variable \( B \) is a transport matrix, where the entry \( B_{ij} \) transports loss from example \( i \) to \( j \) in exchange for a cost of \( L(\|x_i - x_j\| + \|c_i - c_j\|) \). This smoothing ensures that the model focuses its attention on neighborhoods of the input \((x, c)\) that systematically have high losses.

\section*{4. Approximation with Crowdsourcing}

\subsection*{Effect of Approximating Unmeasured Variables}

Minimizing the UV-DRO objective (8) with \( c \) provides a model which is robust to test time shifts that potentially change \( y \mid x \). Unfortunately, we do not have access to the unmeasured variables \( c \), and instead only observe noisy and approximate samples \( \tilde{\tau} \mid x, y \) (e.g. natural language explanation from human crowdworkers).

We now characterize the conditions under which a model estimated using approximate unmeasured variables \((\tilde{R}_L)\) performs well on the true risk \((R_L)\) under the unmeasured variable \( c \). A major challenge in comparing approximate and true unmeasured variables is that \( \tilde{\tau} \in \hat{\mathcal{T}} \) and \( c \in \mathcal{C} \) are unlikely to even exist in the same metric space.

We overcome this difficulty by characterizing the risk in terms of an alignment. If there exists smooth functions \( f \) and \( g \) which align the space of approximate unmeasured variables \( \hat{\mathcal{T}} \) with the space of true unmeasured variables \( \mathcal{C} \),
then the optimal model under the approximate $\tau$ performs well on the true risk $R_L$.  

**Proposition 2.** Let $f : \mathcal{C} \to \mathcal{C}$ and $g : \mathcal{C} \to \mathcal{C}$ be any $K_f$ and $K_g$ Lipschitz-continuous functions. For positive losses bounded above by $M$, the minimizer for the approximate risk ($\overline{R}_L$) given by $\overline{\theta} := \arg\min_{\theta} \overline{R}_L(\theta)$ fulfills 

$$R_L(\overline{\theta}) - \inf_{\theta} R_L(\theta) \leq \inf_{\theta} R_L(\theta) (K_f K_g - 1) + \frac{LM}{\alpha} (A_f K_g + A_g)$$  

where 

$$A_f = EW_1(\tau|xy, f(c)|xy) \text{ and } A_g = EW_1(c|xy, g(\tau)|xy)$$  

and $W_1(\tau, f(c))$ is the Wasserstein distance between the distribution of $\tau$ and the pushforward measure of $c$ under $f$.

See the appendix for proofs and additional bounds.

The $K_f K_g$ distortion term captures the fact that a Lipschitz continuity assumption under $\tau$ differs from one under $c$. The additive terms $A_f, A_g$ captures the distributional differences between $c|xy$ and $\tau|xy$. Note that if $\tau$ and $c$ share the same metric space, the relative error term $(K_f K_g - 1)$ is zero, and the model approximation quality depends on the average Wasserstein distance between $c \mid xy$ and $\tau \mid xy$.

Crowdsourcing for Elicitation To better understand the approximation bound, consider the example of a digit recognition task confounded by rotation, where we are asked to classify images ($x$) of digits which have undergone an unobserved rotation ($c$). The unmeasured variable is a real-valued angle, but $\tau$ is a natural language annotation with the metric defined by vector embeddings of sentences (Figure 4).

In this example, the distortion term $K_f K_g$ captures whether the distance between natural language description of two images whose rotations differ by $d$ degrees is close to $d$. The Wasserstein term captures the fact that natural language descriptions can be noisy, and we can sometimes get annotations that do not correspond to any $c$.

We attempt to mitigate the effect of two terms through the crowdsourcing design:

1. Each user annotated many examples to reduce phrasing variation (a person using “turn” instead of “rotate” will likely only refer to rotations as “turn”, reducing annotator variation).
2. We selected a vector sentence representation (Sent2Vec) whose distances have been shown to correlate with semantic similarity.
3. We collected and averaged multiple annotations per training example to reduce crowdsourcing noise.

This data collection procedure allows us to capture the well-studied ability for humans to identify unobserved causes (Schulz et al., 2008; Saxe et al., 2007) and allows us to obtain more robust models under several types of bias from unmeasured variables.

5. Experimental Results

We now demonstrate that distributional robustness over unmeasured variables (UV-DRO) results in more robust models that rely less upon spurious correlations. Across all experiments, we show that UV-DRO achieves more robust models than baselines as well as other DRO objectives, including that of Duchi et al. (2019) (“Covariate Shift DRO”) and Hashimoto et al. (2018) (“Baseline DRO”).

**Experimental Procedures.** Both the linear regression (Section 5.1) and logistic regression models (Sections 5.2 and 5.3) were optimized using batch gradient descent with AdaGrad. We tuned hyperparameters such as the learning rate, regularization, and DRO parameters using a held-out validation set, which we describe in the appendix.

Human annotations were performed by crowdworkers on Amazon Mechanical Turk, and the specific prompts for each task are included in the relevant sections. In both tasks, we define the distance between two annotations $c$ by embedding each sentence into vector space with the FastText Sent2Vec library, and measuring the average cosine distance between the two vectors across two replicate annotations.

5.1. Simulated Medical Diagnosis Task

We begin with a simple simulated medical diagnosis dataset. One source of bias in medical datasets is that patients can sometimes lie about symptoms to their doctors. It has been well-studied that adolescents have a substantially higher chance of lying to physicians about sexual activity (Zhao et al., 2016), which complicates medical diagnosis and the ability to prescribe teratogenic drugs such as the acne drug Accutane (Honein et al., 2001). In this example, age is an effect modifier which for simplicity we assume is the only unmeasured variable (VanderWeele, 2012).

We consider a simplified scenario of using the patient’s self-reported pregnancy symptoms $x_1$ and clinical measurements $x_2$ to predict pregnancy $y$ via a least-squares linear regression model ($y = \beta^T x + b$). We demonstrate that a model trained with empirical risk minimization (ERM) learns the unreliable correlation between self-reporting and pregnancy, while UV-DRO using an imputed age learns to use noisier but more reliable clinical measurements.

We will define the data generating distribution for our observations as $x_1 = cy$ where $c \sim 1 - 2$ Bernoulli$(q)$ is the patient’s truthfulness, and the clinical measure-
ments follow \( x_2 = y + \epsilon \) where \( \epsilon \sim N(0, 4) \) is a measurement noise term. We evaluate the models on a series of training distributions with a mix of adults and adolescents where the probability of lying ranges over \( q_{\text{train}} = \{0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8\} \). At test time, our model is applied to adolescents who lie with probability \( q_{\text{test}} = 0.8 \). These datasets fulfill the subpopulation condition (i.e. \( P_{x,c}^\alpha \)) where the train-test overlap varies over \( \alpha^* = \{0.025, 0.125, 0.25, 0.375, 0.5, 0.625, 0.750, 0.875, 1.0\} \).

From our data generating distribution, we can see that \( c \) is an unmeasured variable which affects the correlation between \( y \) and \( x_1 \). During training time, where the patient set largely consists of adults that are less likely to lie, \( c \) is often 1, and a model optimized on this data will predict \( y \) using primarily \( x_1 \), as shown by the low relative weight of \( x_2 \) in Figure 2. However, at test time when there are many adolescent patients who have high likelihood of lying, the correlation between \( x_1 \) and \( y \) is reversed, making this model perform poorly on the test set (Figure 3).

On the other hand, if we apply UV-DRO with \( c \) sampled according to the true conditional distribution \( c \mid x_1, x_2, y \), then our loss will account for the fact that the correlation between \( x_1 \) and \( y \) may flip at test time, and our learned model uses \( x_2 \) (Figure 2)—which reliably measures \( y \). This results in substantial gains in test performance that are stable across a wide range of \( \alpha^* \)'s (Figure 3). Finally, we observe that conditioning on \( y \) is critical when generating \( c \), and using \( c \mid x \) instead, as would be the case if we sampled \( c \) at test time, fails to improve robustness (Figure 3).

\[ \text{Figure 2.} \text{ UV-DRO consistently places higher relative weight on more reliable feature } x_2 \text{ over } x_1, \text{ unlike both ERM and a baseline UV-DRO with } c \text{ drawn without access to label } y. \]

5.2. Digit Classification Under Transformations

We evaluate the efficacy of UV-DRO on synthetic domain shifts on the MNIST digit classification task. Specifically, we apply random rotations or occlusions to the images and treat the identity of these transformations as an unmeasured variable. We show that if the distribution of such unmeasured variables shifts from training to test sets, classification accuracy for a simple logistic regression model degrades rapidly for both ERM and existing DRO approaches, but this performance loss is mitigated when using UV-DRO.

Examples of these image transformations, as well as crowdsourced annotations, are shown in Figure 4. We can see that digits such as rotated 6s and 9s can become difficult or impossible to distinguish without knowledge of the rotation angle, and our logistic regression model’s performance rapidly degrades as the fraction of rotated digits changes between train and test sets.

\[ \text{Figure 3.} \text{ UV-DRO achieves lower loss than both ERM and a baseline UV-DRO with } c \text{ drawn without access to label } y. \]

\[ \text{Figure 4.} \text{ Examples from our training dataset as well as the user-provided annotations from our crowdsourcing task. Human crowdworkers are able to directly recover the unmeasured variables, leading to nearly oracle level performance for UV-DRO.} \]

\[ \text{Estimation with an oracle} \text{ In our first experiment, we consider the oracle setting, where the unmeasured variable } c \text{ is a rotation angle and we obtain samples from the joint distribution } (x, y, c) \text{ to use with UV-DRO for predicting } y \text{ given } x. \text{ The training distribution consists of images of which a proportion } \alpha^* = \{0.05, 0.1, 0.2, 0.4, 0.6\} \text{ are transformed, while the test set consists only of images that are rotated by 180 degrees.} \]

Unsurprisingly, we find low performance for baselines which do not use \( c \) at small values of \( \alpha^* \) (Figure 5a). This includes ERM (with and without \( L_2 \) regularization), DRO over \( P_{x,y}^\alpha \) (baseline DRO), and DRO over just the features \( P_x^\alpha \) (covariate shift DRO). UV-DRO substantially improves performance over these baselines, with a 15% absolute accuracy gain for the most extreme shift of \( \alpha^* = 0.05 \), as well as substantial accuracy gains that persist until \( \alpha^* = 0.6 \) (Figure 5a). The same trend holds for the log-losses incurred by each model (Figure 5b).
We next demonstrate that UV-DRO performs well even with crowdsourcing the unmeasured variables, and show this performance approaches that of the oracle. Specifically, we consider a training distribution where images are either rotated with probability 0.1, occluded with probability 0.1, or not manipulated. The test distribution is the same as before, with all images rotated.

In order to obtain samples from \( p(c|x, y) \), we performed an Amazon Mechanical Turk task where crowdworkers were shown \((x, y)\) pairs of images \((x)\) and their label \((y)\) from our training dataset of 4000 images. Each user was prompted to answer a free-text question, “What transformation do you think happened to the image?”. Importantly, we did not inform the users what types of unmeasured variables are present or possible in the dataset. We processed these natural language descriptions into a distance metric suitable for UV-DRO using our embedding procedure described earlier. We find that the resulting distances closely match the true unmeasured variable structure (Figure 6).

Training the UV-DRO model on this dataset, Figure 5c shows substantial accuracy improvement from crowdsourced unmeasured variables (48%) compared to the ERM (43%) and two DRO (41–43%) baselines. Surprisingly, we also observe that crowdsourcing unmeasured variables results in only a 4% accuracy drop relative to using oracle c’s (52%), showing that we substantially close the gap to the optimal robust model. Finally, a randomly shuffled permutation of the annotation distances causes a significant drop in accuracy (42%), showing that it is the crowdsourced information—rather than loss or hyperparameter changes—that results in performance gains. Further analysis on the effect of crowdsourcing quality is in the appendix.

### 5.3. Analyzing Policing Under Location Shifts

Having demonstrated gains on the semi-synthetic MNIST task, we evaluate UV-DRO on a more complex real-world distribution shift. Stop-and-frisk is a controversial program of temporarily stopping, questioning, or searching civilians by the police, and has been well-studied for amplifying racial biases. We consider the task of trying to detect false positives—or police stops that do not result in arrests—by training classifiers on data from police stops spanning 2003-2014 in New York City (NYCLU, 2019).

For our observed features, we consider a set of 27 possible observations reported by police officers as reasons for stops, such as “furtive movements” and “outline of weapon”. Examples from this dataset, as well as crowdsourced annotations, can be seen in Figure 8. Previous work on this dataset has shown that racial minorities are stopped more frequently for less serious observations (Goel et al., 2016; Gelmand et al., 2007).

Our unmeasured variable in this setting is the location of the police stop. We consider training data where the majority of police stops are from Manhattan, and measure the model performance on stops in Brooklyn. This is a natural form of domain shift, where our goal is for a model to make predictions that are reliable regardless of location.

**Estimation with an oracle** We first consider UV-DRO with an oracle, where the distribution of unmeasured variables matches the ground truth. The training distributions...
Figure 7. For the police stop analysis, our UV-DRO approach with oracle location variables provides consistent improvements in accuracy and loss. Using crowdsourced annotations with UV-DRO also improves accuracy (62% UV-DRO vs. 60.5% ERM) over the Baseline ERM model and other DRO approaches. Only the unregularized ERM model is shown, as we found \( \lambda = 0 \) to be optimal.

Figure 8 includes example annotations we elicited from users. Many free-text annotations showed strong ability to recover social factors (i.e. racism), as well as filter features to identify the relevant factors for an arrest decision.

Training our UV-DRO model, we find that crowdsourced UV-DRO gives a 1.5% accuracy gain, which is once again nearly half of the gap between the ERM baseline and oracle DRO (Figure 7). Similar to our previous experiment, we find that existing DRO baselines, as well as shuffling our crowdsourcing data, result in no gains over ERM.

Finally, to understand how the crowdsourced annotations capture unmeasured variables, we trained a logistic regression model to predict the police stop location from (1) only observed features (61.3% test accuracy), (2) observed features and annotation unigrams (64.8%), and (3) observed features and arrest labels (65.9%). These results confirm that the annotations indeed help provide more information about the location than the observed features. Further exploratory analysis on predicting the location from annotation unigrams results in assigned weights that are consistent in showing that race, police judgement, and individual circumstances were more predictive of Brooklyn while unigrams associated with violent crime were more predictive of Manhattan (See appendix). This suggests that UV-DRO can not only be used to improve model robustness, but also has the potential to improve interpretability by highlighting unmeasured variables that may result in spurious correlations.

6. Related Works and Discussion

Although our work draws on ideas from domain adaptation (Mansour et al., 2009a; b; Ben-David et al., 2006) causal invariance (Peters et al., 2016; Meinshausen & Bühlmann,
work on eliciting human commonsense understanding and counterfactual reasoning. Roemmele et al. (2011) showed that humans achieve high performance on commonsense causal reasoning tasks, while Sap et al. (2019) has used crowdsourcing to build an “if-then” commonsense reasoning dataset. These works support our results which show crowdsourcing can successfully capture how humans reason about unmeasured variables.

**Discussion** We have demonstrated that domain adaptation problems with unmeasured variables can be recast as covariate shift problems once we obtain samples from $c \mid x, y$ at train time. Notably, rather than expanding the training dataset, our work accounts for variables that may be inaccessible in an already existing dataset. Our UV-DRO approach and experiments show that crowdsourcing can be an effective way of eliciting these unmeasured variables, and we often obtain results close to an oracle model which uses the true $c$ distribution. This work is the first step towards explicitly incorporating human knowledge of potential unmeasured variables via natural language annotations, and opens the possibility of methods that make use of counterfactual explanations from domain experts to learn reliable models in high-stakes situations.

**Reproducibility** We provide all source code, data, and experiments as part of a worksheet on the CodaLab platform: https://bit.ly/uvdro-codalab.
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A. Derivation of the empirical dual estimator

The arguments given here are a simplification of the class of duality arguments from Duchi et al. (2019). Recall that the inner maximization $\sup_{h \in \mathcal{H}_L} E[h(x, c)(\mathbb{E}[\ell(\theta; (x, y))|x, c] - \eta)]$ admits a plug-in estimator which can be written as a linear objective with Lipschitz smoothness and $L_2$ norm constraints,

$$\max_{h \in \mathbb{R}^n} \frac{1}{n} \sum_{i=1}^{n} h_i(\ell(\theta; (x_i, y_i)) - \eta)$$

subject to $h_i \geq 0$ for all $i \in [n]$, $\frac{1}{n} \sum_{i=1}^{n} h_i^2 \leq 1$,

$$h_i - h_j \leq L(\|x_i - x_j\| + \|c_i - c_j\|) \text{ for all } i, j \in [n].$$

Now taking the dual with $\gamma \in \mathbb{R}_+^n, \lambda \geq 0$, and $B \in \mathbb{R}^{n \times n}$, the associated Lagrangian is

$$\mathcal{L}(h, \gamma, \lambda, B) := \frac{1}{n} \sum_{i=1}^{n} h_i(\ell(\theta; (x_i, y_i)) - \eta) + \frac{1}{n} \gamma^\top h + \lambda \left( 1 - \frac{1}{n} \sum_{i=1}^{n} h_i^2 \right) + \frac{1}{n} \left( L \text{tr}(B^\top D) - h^\top (B1 - B^\top 1) \right)$$

where $D \in \mathbb{R}^{n \times n}$ is a matrix with entries $D_{ij} = \|x_i - x_j\| + \|c_i - c_j\|$. From strong duality, the primal optimal value (9) is $\inf_{\gamma \in \mathbb{R}_+^n, \lambda \geq 0, B \in \mathbb{R}^{n \times n}} \sup_{h} \mathcal{L}(h, \gamma, \lambda, B)$.

The first order conditions for the inner supremum give

$$h^*_i := \frac{1}{\lambda} \left( \ell(\theta; (x_i, y_i)) - \eta + \gamma - (B1 - B^\top 1)_i \right).$$

Substituting these values and taking the infimum over $\lambda, \gamma \geq 0$, we obtain

$$\inf_{\lambda \geq 0, \gamma \in \mathbb{R}_+^n} \sup_{h} \mathcal{L}(h, \gamma, \lambda, B) = \left( \frac{1}{n} \sum_{i=1}^{n} \left( \ell(\theta; (x_i, y_i)) - \sum_{j=1}^{n} (B_{ij} - B_{ji}) - \eta \right)^2 \right)^{1/2} + \frac{L}{n} \sum_{i, j=1}^{n} (\|x_i - x_j\| + \|c_i - c_j\|) B_{ij}.$$

Taking the infimum over $B, \eta$ and substituting this expression into the inner supremum of $R_L$ gives the desired estimator.

B. Distortion Proof

Terminology in this section generally follows that of the main text. We will use $c$ to describe some true set of unmeasured variables, and $\tau$ to describe the elicited set. All notation with overhead lines are defined in this space of elicited unmeasured variables (e.g. $\tilde{h}, \tilde{H}_L$).

Additionally we will define a forward map from true unmeasured variables to elicited ones, $f : \mathcal{C} \rightarrow \tilde{\mathcal{C}}$ and a reverse map from elicited unmeasured variables to true ones $g : \tilde{\mathcal{C}} \rightarrow \mathcal{C}$.

For convenience, define the following risk functionals for the DRO problem under the true unmeasured variables

$$R_L(\theta) := \inf_{\eta} \sup_{h \in \mathcal{H}_L} \frac{1}{\alpha} \mathbb{E}_{x, y, c}[h(x, c)\ell(x, y) - \eta] + \eta,$$

and under the estimated ones

$$\overline{R}_L(\theta) := \inf_{\eta} \sup_{\tilde{h} \in \tilde{\mathcal{H}}_L} \frac{1}{\alpha} \mathbb{E}_{x, y, \tau}[\tilde{h}(x, \tau)\ell(x, y) - \eta] + \eta.$$

(10)
We can define the upper bound for the Lipschitz case,

**Proposition 3.** Let \( f : \mathcal{C} \to \mathcal{C} \) define \( h(x, c) := \tilde{h}(x, f(c)) \) such that \( \frac{1}{K_f} \tilde{h} \in \mathcal{H}_L \) for all \( \tilde{h} \in \mathcal{H}_L \). Then,

\[
\mathcal{R}_L(\theta) \leq K_f R_L(\theta) + \frac{LM E_{xy} W_1(f(c|x), \theta|x)}{\alpha}
\]

where \( f(c|x) \) is the pushforward measure of \( c|x \) under \( f \).

**Proof.** Let \( \tilde{h}^* \) be the \( \tilde{h} \in \mathcal{H}_L \) which is the maximizer to Eq (10). For convenience define

\[
\Delta_f := E_{c|x} [\tilde{h}^*(x, c)] - E_{\tau|x} [\tilde{h}^*(x, \tau)]
\]

The equality follows the change of variables property of pushforward measures. Now rewriting the risk measure in terms of \( \Delta \),

\[
\mathcal{R}_L(\theta) = \inf_{\eta} \frac{1}{\alpha} E_{xy} \left[ \left( E_{c|x} [\hat{h}^*(x, c)] - \Delta_f \right) \ell(x, y) \right] + \eta
\]

\[
\leq \inf_{\eta} \frac{1}{\alpha} E_{xy} \left[ E_{c|x} [\hat{h}^*(x, c)] \ell(x, y) \right] + \eta
\]

\[
+ \frac{E_{xy} ||\Delta_f|| M}{\alpha}
\]

\[
\leq \inf_{\eta} K_f \sup_{h \in \mathcal{H}_L} \frac{1}{\alpha} E_{xy} \left[ E_{c|x} [h(x, c)] \ell(x, y) \right] + \eta
\]

\[
+ \frac{E_{xy} ||\Delta_f|| M}{\alpha}
\]

\[
= K_f R_L(\theta) + \frac{E_{xy} ||\Delta_f|| M}{\alpha}
\]

\[
\leq K_f R_L(\theta) + \frac{LM E_{xy} W_1(f(c|x), \theta|x)}{\alpha}
\]

First inequality follows from Hölder’s inequality, and the fact that \( 0 \leq \ell(x, y) \leq M \). The second one follows from the assertion that \( \frac{1}{K_f} \tilde{h} \in \mathcal{H}_L \), and the last inequality follows from the fact that \( h \) is \( L \)-Lipschitz, and utilizing the pushforward measure form of \( \Delta \).

An analogous argument shows the other side of this bound given by,

\[
R_L(\theta) \leq K_g \mathcal{R}_L(\theta) + \frac{LM E_{XY} W_1(c|xy, g(\tau|xy))}{\alpha}
\]

This shows that our DRO estimator achieves multiplicative error scaling with \( K_f, K_g \) and additive error scaling with the Wasserstein distance between the true and the estimated unmeasured variables.

Our assumptions on \( K_f \) and \( K_g \) are easily fulfilled in the case where there is a single bi-Lipschitz bijection \( f : \mathcal{C} \to \mathcal{C} \). In this case, \( g = f^{-1} \) and \( K_f = K_g = K \).

We can interpret this bound as capturing two sources of error: our metric can be inappropriate and our estimates of \( \mathcal{C} \) can be inherently noisy. For the first term, note that a map with higher metric distortion (e.g. bi-Lipschitz maps with large constants) results in a looser bound. This is because the Lipshchitz function assumption in the original space \( \mathcal{C} \) does not correspond closely to Lipschitz functions in \( \mathcal{C} \).

For the second term, we incur error whenever \( W_1(c|xy, g(\tau|xy)) \) is large. The alignment map \( g \) takes our elicited unmeasured variables and approximates the true ones. However, if \( \tau \) does not contain enough information to reconstruct \( c \) then no function \( g \) can exactly map \( \tau \) to \( c \), and we incur an approximation error that scales as the transport distance between the two.

We can now provide a simple lemma that bounds the quality of the model estimate under the approximation \( \tau \) compared to the minimizer of the exact unmeasured variables \( c \).
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For convenience we will use the following shorthand for the additive error terms,

\[ A_f = \frac{LME_{XY}W_1(\pi|xy, f(c|xy))}{\alpha} \]
\[ A_g = \frac{LME_{XY}W_1(c|xy, g(\pi|xy))}{\alpha} \]

**Corollary 1.** Let \( \overline{\theta} := \arg\min_\theta RL(\theta) \), then

\[ RL(\overline{\theta}) - \inf_\theta RL(\theta) \leq \inf_\theta RL(\theta) (K_fK_g - 1) + K_gA_f + A_g \]

**Proof.** By Proposition 3, we have both

\[ \inf_\theta RL(\theta) \leq \inf_\theta K_f RL(\theta) + A_f \]
\[ RL(\overline{\theta}) \leq K_g RL(\overline{\theta}) + A_g. \]

By definition of \( \overline{\theta} \) as the minimizer of \( RL \), we obtain

\[ RL(\overline{\theta}) \leq K_fK_g \inf_\theta RL(\theta) + K_gA_f + A_g \]

which gives the stated result.

The corollary shows that the best model under the estimated unmeasured variables \( \tau \) performs well under the true DRO risk measure \( RL \) as long as \( K_fK_g \approx 1 \) and \( A_f, A_g \) are small. There are two sources of error: the metric distortion results in a relative error that scales as \( K_fK_g \), and the noise in estimation \( (A_f, A_g) \) results in additive error. The \( K_gA_f \) scaling term arises from the fact that error is measured with respect to the metric over \( c \), not over \( \tau \).

Importantly, these bounds show that we need not directly estimate the true unmeasured variables \( c \) using \( \tau \) - our estimated unmeasured variables can live in an entirely different space, and as long as there exists some low-distortion alignment functions \( f, g \) that align the two spaces, the implied risk functions are similar.

**C. Effect of Crowdsourcing Quality**

*Figure C.1.* Decreasing crowdsourcing quality by randomly shuffling results in a highly correlated decrease in accuracy over both MNIST (left) and stop-and-frisk(right) datasets.

We empirically evaluate the role of crowdsourcing data quality on UV-DRO performance to complement our theoretical bound in Section 4. We previously showed a significant performance gap when we shuffle 100% of the crowdsourced unmeasured variables, causing random associations that impact the crowdsourcing quality. We further investigate this gap by shuffling \([0, 2, 5, 10, 20, 50, 75]\)% of the crowdsourced unmeasured variables, and find a highly correlated accuracy drop for both MNIST \( R^2 = .89 \) and stop-and-frisk datasets \( R^2 = .91 \), as seen in Figure C.1. This demonstrates a linear relationship between crowdsourcing quality and robust performance.
D. Annotation Unigrams Analysis Table

Table D.1. Exploratory analysis on the annotations collected over stop-and-frisk data by training a logistic regression model to predict location from a selection of annotation unigrams.

| BROOKLYN   | MANHATTAN |
|------------|-----------|
| DISCRIMINATION | WEIGHT | WEAPON | 0.82 |
| RACIST   | -0.29    | GUN    | 0.21 |
| RACIAL   | -0.19    | ARMED  | 0.89 |
| HOMELESS | -0.84    | DRUG   | 0.43 |
| UNRELATED | -1.68    | GANG   | 1.03 |
| CLEARED  | -0.98    | DANGEROUS | 0.79 |
| EVIDENCE | -0.12    | WITNESS | 0.81 |

E. Reproducibility & Experiment Details

All experiments and data described below are available on CodaLab: https://bit.ly/uvdro-codalab.

E.1. Simulated Medical Diagnosis Task

We simulate our data (n=1,000) using the following generation procedure:

1. \( q_{train} = 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 \) and \( q_{test} = 0.8 \).
2. \( c \) is sampled from the \( c \sim 1 - 2 \) Bernoulli\((q)\).
3. \( y \) is sampled from \( y \sim \mathcal{N}(0, 2) \), independent from from train or test.
4. For each \((c, y)\) sample, set \( x_1 = c \ast y \) and \( x_2 = y + \epsilon \) where \( \epsilon \sim \mathcal{N}(0, 4) \).

For both ERM and UV-DRO, we trained a linear regression model over \( p(y|x_1, x_2) \), optimized using batch gradient descent over 3k steps with AdaGrad with an optimal learning rate of .0001. We set UV-DRO parameter \( \alpha = 0.2 \), and tune \( \eta \) via grid-search for each \( q_{train} \) value. We present results (Mean Squared Error) on the same held-out test set for all models.

E.2. MNIST Digit Classification with Confounding Transformations

We use the popular MNIST dataset (http://yann.lecun.com/exdb/mnist/). We train on only a subset (n=4000) of the training data due to the cost of collecting annotations, and tune parameters on a separate validation set. For all data points, we treat the pixels of a (possibly transformed) image as the features \( x \), the fact of whether a transformation occurred as the unmeasured variable \( c \), and the MNIST digit as label \( y \). We simulate a shift in an unmeasured rotation confounding variable using the following procedure:

1. \( q_{train} = 0.05, 0.1, 0.2, 0.4, 0.6 \) and \( q_{test} = 1.0 \).
2. \( c \) is sampled from the \( c \sim \) Bernoulli\((q)\), where \( c = 1 \) means the image was rotated.
3. For each \((x, y)\) pair in the dataset, we rotate the original MNIST image \( x \) by 180 degrees if \( c = 1 \).

For all ERM, DRO, and UV-DRO models, we trained a logistic regression model, optimized with batch gradient descent using AdaGrad and an optimal learning rate of .001. The optimal \( l^2 \) penalty found for ERM models was 25. Optimal UV-DRO parameters (tuned on 20% of data as valid) include \( l^2 \) penalty of 50, a Lipschitz constant \( L \) of 1, \( \alpha = 0.2 \), and we explicitly solve for the minimizer of \( \eta \) with regards to the empirical distribution at each gradient step. We present results (Log-Loss, Accuracy) on the same held-out test set for all models.
E.3. Police Stop Analysis with Confounding Locations

We use a dataset of NYPD police stops (https://www.nyclu.org/en/stop-and-frisk-data). We train on only a subset (n=2000) of the training data due to the cost of collecting annotations, and tune parameters on a separate validation set. For all data points, we filter out all variables except for 26 police stop observation as features \( x \) (i.e. “in a high crime area”), the NYC borough as the unmeasured location variable \( c \), and the label for arrest \( y \). We simulate a shift in the location variable \( c \) using the following procedure:

1. \( q_{\text{train}} = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 \text{ and } q_{\text{test}} = 1.0 \).
2. \( c \) is sampled from the \( c \sim \text{Bernoulli}(q) \), where \( c = 1 \) means the location is Brooklyn.
3. We build the dataset by drawing from the entire dataset a \((x, y, c = c')\) example for each \( c' \) sampled.

For all ERM, DRO, and UV-DRO models, we trained a logistic regression model optimized with batch gradient descent using AdaGrad and an optimal learning rate of .005. The optimal \( l2 \) penalty found for ERM models was 0. Optimal UV-DRO (tuned on 20% of data as valid) parameters include \( l2 \) penalty of 50, a Lipschitz constant \( L \) of 1, \( \alpha = 0.2 \), and we explicitly solve for the minimizer of \( \eta \) with regards to the empirical distribution at each gradient step. We present results (Log-Loss, Accuracy) on the same held-out test set for all models.