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Abstract To overcome the performance degradation of adaptive filtering algorithm in presence of impulsive noise, a novel normalized sign algorithm (NSA) based on the convex combination strategy is proposed in this paper, which is an adaptive combination of two NSA filters with the different step-size, called NSA-NSA. The proposed approach is capable of solving the conflicting requirement of fast convergence rate and low steady-state error for the single NSA filter. To further improve the robustness against impulsive noise, a mixing parameter updating formula based on a sign cost function is derived. Moreover, a tracking weight transfer scheme of coefficients from a fast NSA filter to a slow NSA filter is proposed for speed up convergence rate. Finally, the proposed algorithm is verified by theoretical analysis and simulation studies.
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1 Introduction

The performance of adaptive filtering algorithms would degrade when the scenario was contaminated with the impulsive noise. To overcome the limitation, several algorithms based on clipping of the estimation error were proposed [1-3]. Particularly, the sign algorithm (SA) was successfully applied to identification when the system corrupted by impulsive noise. However, its convergence rate was still slow [1]. As the normalized least mean square (NLMS) algorithm derived from LMS algorithm, the normalized versions of SA can be easily developed the normalized SA (NSA) [4]. Moreover, several variants were proposed with an aim of improving the original convergence characteristics [5-13]. Particularly, in [11], a dual SA (DSA) with the variable step-size (VSS) scheme was presented, but it has a local divergence problem when large disparity between the step sizes. In [12], an interesting trial was attempted to obtain a better stability and convergence property by inserting a third step-size. It should be noted that the above-mentioned efforts have all been made for single adaptive filter.

On the other hand, to improve the filtering performance under the impulsive noise, some stochastic algorithms based on mixed error norms were introduced [14-18]. In [17], a robust mixed-norm (RMN) algorithm was introduced whose cost function combined the different error norms based on robust statistics. Later, a novel VSS RMN (NRMN) algorithm by using time-varying learning rate was proposed by Papoulis et al. [18-19]. It circumvents the disadvantage of slow convergence for RMN to some extent.

The convex combination algorithm was another effective way to balance the tradeoff between the convergence rate and steady-state error. In 2006, a combination least mean square (LMS)
(CLMS) algorithm was developed [20], which utilized two LMS filters with different step-size to obtain fast convergence and low misadjustment. Nevertheless, when the scenario was contaminated with the impulsive noise, algorithms in [21] and [22] may fail to work. To achieve the improved performance, a NLMS-NSA algorithm was developed where a combination scheme was used to switch between the NLMS and NSA algorithms [23]. Regrettably, in initial convergence stage, the high misadjustment was achieved by the NLMS algorithm under a relatively high background noise environment. Moreover, the mixing parameter of NLMS-NSA was unsuitable for impulsive noise so that the algorithm failed to achieve the best result.

In this work, to solve the above-mentioned problem, a NSA-NSA algorithm is proposed which offers a robust performance by adaptive combining of two independent NSA filters with large and small step-size. To further enhance the robustness against impulsive noise, the mixing parameter is adjusted by a sign cost function. And, a tracking weight transfer of coefficients is proposed to obtain fast convergence during the transition period. In particular, our main contributions are listed as follows: (1) to develop a NSA-NSA algorithm that is well suited for the system identification under impulsive noise, (2) to modify the update manner of mixing parameter. And, the analyzed of this manner is conducted in this paper, (3) to propose a novel weight transfer scheme that is low computational complexity and effectiveness for increase convergence rate.

The paper is organized in the following manner. In Section 2, the proposed NSA-NSA is described with explanation and the novel weight transfer scheme made for the proposed algorithm. In Section 3, simulation results in different impulsive noise environments are provided. Finally, in Section 4, concluding remarks are provided.

2 Adaptive combination of NSA algorithms

2.1. The proposed algorithm

![Fig. 1. Diagram of the proposed algorithm.](image)

The diagram of the adaptive combination scheme of two NSA filters is illustrated in Fig. 1, where \( x(n) \) and \( y(n) \) are the filter input and output signals, \( d(n) \) is the desired signal, \( y_1(n) \) and \( y_2(n) \) are symbols of two component filters, \( v(n) \) is the impulsive noise, \( w_0 \) is the weight vector of unknown system, respectively. The overall error of the filter is given by
\( e(n) = d(n) - y(n) \). To achieve a better overall performance, these filters are combined with a scalar mixing parameter \( \lambda(n) \):

\[
y(n) = \lambda(n)y_1(n) + [1 - \lambda(n)]y_2(n) \tag{1}
\]
\[
e(n) = \lambda(n)e_1(n) + [1 - \lambda(n)]e_2(n) \tag{2}
\]

where \( \lambda(n) \in [0,1] \) is the mixing parameter, which is defined by using a sigmoidal activation function with the auxiliary parameter \( a(n) \)

\[
\lambda(n) = \frac{1}{1 + e^{-a(n)}}. \tag{3}
\]

A gradient descent adaptation of \( a(n) \) is given as

\[
a(n + 1) = a(n) - \frac{\nu_a \cdot \hat{e} \cdot \hat{e}^T(n)}{\sigma(a(n))}. \tag{4}
\]

where \( \nu_a \) is the step-size of the auxiliary parameter \( a(n) \). This adaptation approach is derived by the cost function \( J(n) = e(n)^2 \) [20]. To adapt the normalized sign algorithm and improve the robustness to impulsive noise, the new cost function is defined as \( J_s(n) = |e(n)| \) based on the concept of the classical sign-error LMS algorithm [1]. Therefore, the adaptation of \( a(n) \) is derived by minimizing the cost function \( J_s(n) \) as follows:

\[
a(n + 1) = a(n) - \frac{\mu_a \cdot \hat{J}_s(n)}{\sigma(a(n))} \tag{5}
\]

where \( \mu_a \) is the step-size.

Using the chain rule, the gradient of the cost function \( J_s(n) \) can be calculated as follows:

\[
a(n + 1) = a(n) - \frac{\mu_a \cdot \hat{J}_s(n)}{\sigma(a(n))} \frac{\partial \lambda(n)}{\partial a(n)} \tag{6}
\]

\[
= a(n) + \rho_s \cdot \text{sign}(e(n)) \cdot [y_1(n) - y_2(n)] \lambda(n) [1 - \lambda(n)]
\]

where \( \rho_s \) is the positive constant, and \( \text{sign}(\cdot) \) is expressed by

\[
\text{sign}(x) = \frac{x}{\|x\|_2} = \begin{cases} 
1, & \text{if } x > 0 \\
0, & \text{if } x = 0 \\
-1, & \text{if } x < 0
\end{cases}
\tag{7}
\]

At each iteration cycle, the weight adaptation of NSA-NSA takes the form [1]

\[
\mathbf{w}_i(n + 1) = \mathbf{w}_i(n) + \mu_i \cdot \mathbf{x}(n) \text{sign}[e_i(n)] \cdot e_i + \| \mathbf{x}(n) \|_2^2 \tag{i = 1, 2}
\tag{8}
\]

where \( \mathbf{w}_i(n) \) being the weight vectors with length \( M \), \( \mu_i \) is the constant step-size, \( e_i > 0 \) is a regularization constant close to zero, and \( \| \cdot \|_2 \) represents Euclidian 2-norm. As a result, the combined filter are obtained using the following convex combination scheme

\[
\mathbf{w}(n) = \lambda(n)\mathbf{w}_1(n) + [1 - \lambda(n)]\mathbf{w}_2(n) \tag{9}
\]
Table 1. Summary of the proposed algorithm

| Initialize $N_0, a^*, \rho_1, \mu_2$ |
|-----------------|-----------------|
| Loop $n=1$ to end do |
| $y_i(n) = w_i^n(n)x(n)$ \ $(i = 1, 2)$ |
| $e_i(n) = d(n) - y_i(n)$ |
| $y(n) = \lambda(n)y_1(n) + (1 - \lambda(n))y_2(n)$ |
| $w_1(n+1) = w_1(n) + \rho_1 \frac{\text{sign}[e_1(n)]x(n)}{\varepsilon_e + \|x(n)\|^2}$ |
| $w_2(n+1) = w_2(n) + \rho_2 \frac{\text{sign}[e_2(n)]x(n)}{\varepsilon_e + \|x(n)\|^2}$ |
| $a(n+1) = a(n) + \rho_1 \text{sign}[e_1(n)]$ \ \ \ $[(y_1(n) - y_2(n))\lambda(n)[1 - \lambda(n)]$ |
| $\lambda(n+1) = 1/((1 + e^{-\alpha})$ |
| % Tracking weight transfer scheme (the proposed method) |
| if (mod($n-1, N_0$) equal to zero) |
| if $a(n+1) < -a^*$ |
| $a(n+1) = -a^*$ |
| $\lambda(n+1) = 0$ |
| endif |
| if $a(n+1) \geq a^*$ |
| $a(n+1) = a^*$ |
| $\lambda(n+1) = 1$ |
| $w_2(n+1) = w_2(n+1)$ |
| endif |
| Let $n=n+1$ |

2.2. Proposed weight transfer scheme

Inspired by the instantaneous transfer scheme from [24], a tracking weight transfer scheme is proposed, as shown in Table. 1. By using a sliding widow approach, the proposed scheme involves few parameters and remains the robustness against impulsive noise with low-cost. Like the instantaneous transfer scheme in [24], the parameter of tracking weight transfer strategy is not sensitive to the choice. This scheme can speed up convergence property of the overall filter, especially during the period of convergence transition. Define $N_0$ is a window length, then, if $n-1 \mod N_0$ equal to zero, implement following operations. It is well known that the standard convex combination scheme needs to check if $a(n+1) = a^*$, so the only additional operation is $n \mod N_0$ operation. The operation $a(n+1) \geq a^*$ denotes the stage that the fast filter (filter with large step-size) switch to slow filter (filter with small step-size) at transient stage. The mixing parameter $\lambda(n+1) = 0$ and $\lambda(n+1) = 1$ is the limitations for $a(n+1) < -a^*$ and $a(n+1) \geq a^*$, respectively. The operation $w_2(n+1) = w_2(n+1)$ denotes the transfer of coefficients, which is only applied in transient stage. By applying the weight transfer, the adaptation of $\mu_2$ NSA filter, as a consequence, the convergence of NSA-NSA filter. The cost of this weight
transfer scheme is actually smaller than that of original combination, because only one filter is adapted.
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**Fig. 2.** Comparison of EMSE of NSA-NSA for Gaussian input in example 1.
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**Fig. 3.** Comparison of EMSE of NRMN algorithm, NSA, and NSA-NSA for Gaussian input in example 2.

The excess means-square error (EMSE) resulting by comparing the tracking weight transfer scheme and no transfer scheme are shown in Figs. 2 and 3 in different situations (both the mixing parameter adjusted based on (6), and the same step-size are chosen). As can be seen, the slow filter of tracking weight transfer moves up compared to the slow filter with no transfer scheme. Therefore, the overall performance of the filter bank is elevated by transfer scheme. It reveals from these figures that the proposed weight transfer scheme exhibits faster convergence than that of no transfer scheme.

In summary, the proposed algorithm is summarized by using pseudocode as Table 1.

### 2.3. Computational complexity

Table. 2 summarizes the computational complexity of the Basic-CLMS [20], NLMS-NSA [23] and the NSA-NSA algorithms. Since the basic-CLMS combines two LMS algorithms, it requires $4M^2+2$ multiplications for the adaptation of the component filters. The NLMS-NSA algorithm
provides additional insensitivity to the input signal level by combining the NLMS and NSA, it requires $6M+1$ multiplications for the adaptation of the component filters. In contrast, the proposed algorithm uses NSA as the fast filter to replace the NLMS filter, which reduces the computational burden and the impact from impulsive noise. From (1) and (4), the basic-CLMS and NLMS-NSA algorithms need 6 more multiplications to compute the filter output and to update $a(n)$. In contrast, the proposed algorithm needs 5 multiplications for update $a(n)$ (see (1) and (6), respectively). According to (9), all the algorithms demand $2M$ additional multiplications to calculate the explicit weight vector. Moreover, due to using the slide window of tracking weight transfer scheme, the NSA-NSA algorithm can further reduce the computation operations. Consequently, these would lead to significant computational efficiency.

Table 2. Summary of the computational complexity.

| Algorithms      | Component filter adaptation | Basic combination | Explicit weight calculation | Weight transfer |
|-----------------|-----------------------------|-------------------|-----------------------------|-----------------|
| Basic-CLMS [20] | $4M+2$                      | 6                 | $2M$                        | $2M$            |
| NLMS-NSA [23]   | $6M+1$                      | 6                 | $2M$                        | $M+3$           |
| NSA-NSA         | $6M$                        | 5(using (6))      | $2M$                        | No              |

2.4. Steady-state performance of the proposed algorithm

To measure the stationary performance, the EMSEs of the filters are expressed by [20]

$$J_{x,i}(\infty) = \lim_{n \to \infty} E[e_{x,i}^2(n)], \quad i = 1, 2$$

(17)

$$J_{x}(\infty) = \lim_{n \to \infty} E[e_{x}^2(n)]$$

(18)

$$J_{x,x2}(\infty) = \lim_{n \to \infty} E[e_{x,1}(n)e_{x,2}(n)]$$

(19)

where $E[\cdot]$ denotes expected value, $J_{x,i}(\infty)$ represents the EMSE of individual filter, $J_{x}(\infty)$ is cross-EMSE of combination of filters, $J_{x,x2}(\infty)$ the steady-state correlation between the a priori errors of the elements of the combination, $e_{x,i}(n)$ and $e_{x}(n)$ are priori error, defined by

$$e_{x,i}(n) = (w_{i0} - w_{i}(n))^T x(n) = \zeta_{i}^T(n)x(n)$$

(20)

$$e_{x}(n) = (w_{0} - w(n))x(n) = \zeta^T(n)x(n)$$

(21)

where $\zeta_{i}(n)$ is the weight error vector of individual filter, and $\zeta(n)$ is the weight error vector of the overall filter.

In addition, for the modified combination (1), $J_{x,x}(\infty)$ is defined in terms of $\lambda(n)$, i.e.,

$$J_{x,x}(\infty) = \lim_{n \to \infty} E[\lambda^2(n)e_{x,1}^2(n) + [1 - \lambda(n)]^2 e_{x,2}^2(n) + 2\lambda(n)(1 - \lambda(n))e_{x,1}(n)e_{x,2}(n)]$$

(22)

where

$$\lambda(n) = \begin{cases} 1 & a(n) \geq a^* - \varepsilon \\ \tilde{\lambda}(n) & a^* - \varepsilon > a(n) > -a^* + \varepsilon \\ 0 & a(n) \leq -a^* + \varepsilon \end{cases}$$

(23)

and $\varepsilon$ is a small positive constant.
Taking expectations of both sides of (6) and using \( y_1(n) - y_2(n) = e_{a,2}(n) - e_{a,1}(n) \), we arrive at:

\[
E[a(n + 1)] = E[a(n)] + \mu_a E[\text{sign}(e(n))[e_{a,2}(n) - e_{a,1}(n)]\lambda(n)[1 - \lambda(n)]]
\]

(24)

According to the Price theorem [25,26]

\[
E[\text{sign}(e(n))\theta(n)] \approx \sqrt{\frac{2}{\pi}} \frac{1}{\chi_{e,n}} E[e(n)\theta(n)]
\]

(25)

where \( \chi_{e,n} \) is the variance of \( e(n) \) assuming the error has zero mean. According to (25), \( \theta(n) \) can be defined as

\[
\theta(n) = [e_{a,2}(n) - e_{a,1}(n)]\lambda(n)[1 - \lambda(n)].
\]

Therefore, (24) becomes

\[
E[a(n + 1)] = E[a(n)] + \phi_a E[e(n)[e_{a,2}(n) - e_{a,1}(n)]\lambda(n)[1 - \lambda(n)]].
\]

(26)

For convenience, introducing the constant \( \phi_a = \mu_a \sqrt{\frac{2}{\pi}} \frac{1}{\chi_{e,n}} \), (26) is approximately equal to:

\[
E[a(n + 1)] \approx [E[a(n)] + \phi_a E[\lambda(n)[1 - \lambda(n)]]
\]

(27)

\[
\phi_a E[e_{a,2}(n) - e_{a,1}(n)]\lambda^2(n)[1 - \lambda(n)]v_{e,n}.
\]

Assume \( \lambda(n) \) is independent of \( e_{a,n}(n) \) in steady state, under this assumption, \( E[a(n + 1)] \) is governed by

\[
E[a(n + 1)] \approx [E[a(n)] + \phi_a E[\lambda(n)[1 - \lambda(n)]]
\]

(28)

\[
- \phi_a E[\lambda^2(n)[1 - \lambda(n)]\Delta J_n]v_{e,n}.
\]

where \( \Delta J_i = J_{\alpha,i}(\infty) - J_{\alpha,i2}(\infty), i = 1,2 \). Suppose the NSA-NSA converges, the optimal mean combination weights under convex constraint are given by [20], which is discussed in three situations as follows:

1) If \( J_{\alpha,1}(\infty) \leq J_{\alpha,2}(\infty) \leq J_{\alpha,2}(\infty), \) we have \( \Delta J_1 \leq 0, \Delta J_2 \geq 0. \) Since \( a(n) \) and \( \lambda(n) \) are limited in effective range, an assume can be expressed as

\[
E[a(n + 1)] \geq [E[a(n)] + C]v_{e,n} \quad \text{as } n \to \infty
\]

(29)

where \( C = \lambda^+ (1 - \lambda^+)^2 (\Delta J_2 - \Delta J_1) \) is a positive constant. A conclude can be obtained in this case that

\[
\begin{align*}
J_{\alpha,1}(\infty) & = J_{\alpha,2,1}(\infty) \\
J_{\alpha,1}(\infty) & = J_{\alpha,2,2}(\infty) \cdot
\end{align*}
\]

(30)

Therefore, (30) shows that the performance of NSA-NSA is as well as individual filters.

2) if \( J_{\alpha,1}(\infty) \geq J_{\alpha,2}(\infty) \geq J_{\alpha,1}(\infty), \Delta J_1 \geq 0 \) and \( \Delta J_2 \leq 0 \) are given. Then, (28) can be rewritten as

\[
E[a(n + 1)] \leq [E[a(n)] - C]v_{e,n} \quad \text{as } n \to \infty.
\]

(31)

For a positive constant \( C = \lambda^- (1 - \lambda^-)^2 (\Delta J_1 - \Delta J_2) \) and

\[
\begin{align*}
J_{\alpha,1}(\infty) & = J_{\alpha,2,1}(\infty) \\
J_{\alpha,1}(\infty) & = J_{\alpha,2,2}(\infty) \cdot
\end{align*}
\]

(32)

As seen to be from (32), the performance of the overall filter is approximately equal to their best component filters.
3) if \( J_{\alpha,12}(\infty) < J_{\alpha,1}(\infty), i = 1, 2 \), we have \( \Delta J_1 > 0 \) and \( \Delta J_2 > 0 \).

Assuming that \( \lambda(n) \to 0 \) when \( n \to \infty \), (33) is obtained

\[
[1 - \lambda(\infty)]\Delta J_2 = \lambda(\infty)\Delta J_1
\]

(33)

\( \lambda(\infty) \) is given by

\[
\lambda(\infty) = \left[ -\frac{\Delta J_2}{\Delta J_1 + \Delta J_2} \right]^{1/\Delta J_1}.
\]

(34)

Hence, it can be concluded from (34) that: if \( J_{\alpha,1}(\infty) < J_{\alpha,2}(\infty) \), then \( \lambda^* \geq \lambda(\infty) > 0.5 \); if \( J_{\alpha,1}(\infty) > J_{\alpha,2}(\infty) \), so \( 0.5 \leq \lambda(\infty) > 1 - \lambda^* \).

Consider the following formula

\[
J_{\alpha}(\infty) = \lambda^2(\infty)J_{\alpha,1}(\infty) + \left[1 - \lambda(\infty)\right]^2 J_{\alpha,2}(\infty) + 2\lambda(\infty)\left[1 - \lambda(\infty)\right]J_{\alpha,12}(\infty)
\]

(35)

\[
J_{\alpha,12}(\infty) = \lambda^2(\infty)J_{\alpha,12}(\infty) + \left[1 - \lambda(\infty)\right]^2 J_{\alpha,2}(\infty) + 2\lambda(\infty)\left[1 - \lambda(\infty)\right]J_{\alpha,12}(\infty)
\]

(36)

Rearranging terms of (35), i.e.,

\[
J_{\alpha}(\infty) = \lambda(\infty)\left[J_{\alpha,1}(\infty) + \left[1 - \lambda(\infty)\right]J_{\alpha,12}(\infty)\right] + \left[1 - \lambda(\infty)\right]\left[\left[1 - \lambda(\infty)\right]J_{\alpha,2}(\infty) + \lambda(\infty)J_{\alpha,12}(\infty)\right]
\]

(37)

Then, (34) is used to rewrite (37) as

\[
J_{\alpha}(\infty) = \lambda(\infty)\left[J_{\alpha,1}(\infty) + \left[1 - \lambda(\infty)\right]J_{\alpha,12}(\infty)\right] + \left[1 - \lambda(\infty)\right]\left[J_{\alpha,1}(\infty) + \left[1 - \lambda(\infty)\right]J_{\alpha,2}(\infty)\right]
\]

(38)

Since \( \lambda(\infty) = \Delta J_2 / (\Delta J_1 + \Delta J_2) \) and \( 1 - \lambda(\infty) = \Delta J_1 / (\Delta J_1 + \Delta J_2) \), giving

\[
J_{\alpha}(\infty) = \lambda(\infty)\left[J_{\alpha,1}(\infty) + \frac{\Delta J_2}{\Delta J_1 + \Delta J_2}\right] + \left[1 - \lambda(\infty)\right]\left[J_{\alpha,1}(\infty) + \frac{\Delta J_1}{\Delta J_1 + \Delta J_2}\right]
\]

(39)

Hence

\[
J_{\alpha}(\infty) = J_{\alpha,12}(\infty) = J_{\alpha,12}(\infty) + \frac{\Delta J_1\Delta J_2}{\Delta J_1 + \Delta J_2}
\]

(40)

Since \( \lambda(\infty) \in (1 - \lambda^*, \lambda^*) \), the following bound hold:

\[
J_{\alpha}(\infty) = J_{\alpha,12}(\infty) = J_{\alpha,12}(\infty) + \lambda(\infty)\Delta J_1 < J_{\alpha,1}(\infty)
\]

(41)

\[
J_{\alpha}(\infty) = J_{\alpha,12}(\infty) = J_{\alpha,12}(\infty) + \lambda(\infty)\Delta J_2 < J_{\alpha,2}(\infty)
\]

(42)

That is

\[
\begin{align*}
J_{\alpha}(\infty) &< \min\{J_{\alpha,1}(\infty), J_{\alpha,2}(\infty)\} \\
J_{\alpha,12}(\infty) &< \min\{J_{\alpha,1}(\infty), J_{\alpha,2}(\infty)\}
\end{align*}
\]

(43)

From above three situations, it is clearly concluded that the performance of the proposed NSA-NSA filter is better than the best component filter.
3 Simulation Results

To evaluate the performance of the proposed algorithm, two examples of system identification are carried out in this simulation. The results presented here are obtained from 200 independent Monte Carlo trials. To measure the performance of the algorithms, the EMSE using logarithmic coordinates is applied, which is defined as:

\[
\text{EMSE} = 10 \log_{10} \{e^2(n)\} .
\] (44)

The unknown system was a ten-tap FIR transversal filter given by random. As input, White Gaussian noise (WGN) with zero mean and variance 1 is used. The system is corrupted by a WGN and an impulsive noise. The impulsive noise \(v(n)\) is generated from the Bernoulli-Gaussian (BG) distribution \([17-19,27]\)

\[
v(n) = A(n)I(n)
\] (45)

where \(A(n)\) is a binary independent identically distributed occurrence process with \(p\{A(n) = 1\} = c, p\{A(n) = 0\} = 1 - c\), and \(c=0.01\) denotes the probability of the occurrence of the impulsive interference \(I(n)\). For \(v(n)\) to be a realistic model of the impulsive noise, \(\sigma_i^2 = \text{var}\{I(n)\}\). Assuming that \(I(n)\) is uncorrelated with \(A(n)\) and have a symmetric amplitude distribution. The variance of \(v(n)\) can be calculated by

\[
\text{var}\{v(n)\} = c\sigma_i^2 .
\] (46)

3.1. Example 1

In this example, \(\sigma_i^2\) is set as \(\sigma_i^2 = 10^4/12\) \([17-19,27]\), and the WGN with SNR=10dB. At \(n=10000\), the plant changes abruptly.

![Fig. 4. The choice of parameter \(N_0\) in example 1.](image-url)
Fig. 5. The choice of parameter $\rho_\alpha$ in example 1 (the mixing parameter $a(n)$).

Fig. 4 and 5 show the different values of $N_0$ and $\rho_\alpha$ of proposed algorithm. The filter values of the NSA with $\mu_1 = 0.05$, $\mu_2 = 0.005$ (which satisfies the stability condition), $a(0) = 0$, $\lambda(0) = 0.5$, and $\epsilon_1 = \epsilon_2 = 0.0001$. During the period of the weight transfer, $a^+$ is fixed at 4. Consider the stability of evolution of the mixing parameter and the convergence rate, the best choice is $N_0 = 2$. In addition, it is observed from Fig. 5 that the best choice is $\rho_\alpha = 10$.

Figs. 6 and 7 display the evolution of the mixing coefficients parameters $\lambda(n)$ and $a(n)$ in NSA-NSA, two curves have similar trends. Run 1 is the no transfer scheme [20]. The Run 2 and Run 3 represent the mixing parameters based on the tracking weight transfer scheme are updated according to (4) and (6), respectively. It demonstrate that the proposed method achieve rapidly changed towards mixing parameter in terms of the convergence rate, also improves its robustness in the impulsive noise environment. Moreover, simulation results from Figs. 6 and 7 illustrate that adjust the mixing parameter $a(n)$ by using (6) (Run3) has better stability than other methods.
Fig. 7. Evolution of the mixing parameter $a(n)$ of NSA-NSA.

Fig. 8. Comparison of EMSE of NLMS-NSA algorithm and NSA-NSA for Gaussian input when 1% impulsive noises are added.

Fig. 9. Comparison of EMSE of NRMN, NSA, VSS-NSA, VSS-APSA algorithms and NSA-NSA for Gaussian input when 1% impulsive noises are added.
To demonstrate the performance clearly, Fig. 8 depicts the learning curves of NLMS-NSA and NSA-NSA algorithms. This figure verifies performance of the proposed algorithm is at least as good as the best element in the mixture, and the same as the theoretical analysis in Section 2.4. Both algorithms keep the same misadjustment due to the values of $\mu_i$ are the same. However, the fast filter of the NLMS-NSA is the NLMS algorithm, which reaches the high misadjustment in high background noise environment. As a result, the NLMS-NSA algorithm suffer from relatively high misadjustment of in initial convergence stage. Fig. 9 plots a comparisons of NRMN, NSA, VSS-NSA, VSS-APSA and the proposed algorithm. As can be seen, the NSA has the conflicting requirement of fast convergence rate and low EMSE. In contrast, the proposed algorithm has well balance between steady-state error and convergence rate.

3.2. Example 2

Compared to example 1, this example relates to the level of the impulsive noise decreases and the level of the Gaussian noise increases. The parameter $\sigma_i^2$ is set as $\sigma_i^2 = 10^4 / 20$, SNR=5dB, respectively. The desired signal rapidly changes direction at $n=10000$.

In this example, the step-size of NSA-NSA filter is selected at $\mu_1 = 0.05$, $\mu_2 = 0.008$, $\varepsilon_1 = \varepsilon_2 = 0.0001$, $\alpha(0) = 0$, and $\lambda(0) = 0.5$. This selection of the parameters can ensure good performance of the convergence property and the misadjustment of the algorithm. Fig. 10 displays the choice of the parameter $N_o$ in example 2. As we can see, the method is not sensitive to this selection, but it turns out that the best option is $N_o = 2$. Fig. 11 shows the selection of mixing parameters $\rho_a$. The mixing parameter $\rho_a = 10$ for algorithm is selected to guarantee the stability.

Figs. 12 and 13 show the time evolution of the mixing coefficients, where Run 1 represents no weight transfer scheme [20], and the Run 2 and Run 3 represent the mixing parameters based on the tracking weight transfer scheme are updated according to (4) and (6), respectively. Obviously, it can be observed from these figures that the best selection is Run 3. The robust performance in the presence of impulsive noise is also improved by using (9) to update mixing parameter.

![Fig. 10. The choice of parameter $N_o$ in example 2.](image-url)
Fig. 11. The choice of parameter $\rho_\alpha$ in example 2. (the mixing parameter $a(n)$).

Fig. 12. Evolution of the mixing parameter $\lambda(n)$ of NSA-NSA.

Fig. 13. Evolution of the mixing parameter $a(n)$ of NSA-NSA.
Fig. 14. Comparison of EMSE of NLMS-NSA algorithm and NSA-NSA for Gaussian input when 1% impulsive noises are added.

Fig. 15. Comparison of EMSE of NRMN, NSA, VSS-NSA, VSS-APSA algorithms and NSA-NSA for Gaussian input when 1% impulsive noises are added.

Fig. 14 plots the comparison of NLMS-NSA and the proposed algorithms. For fair comparison, the same parameters are selected for NLMS-NSA algorithm. We see that the EMSE of NSA-NSA is agree with the theoretical analysis again. Both algorithms reach quite similar steady-state error, but the proposed algorithm has the lower misadjustment in initial convergence stage. This is due to the fact that the NLMS algorithm is not suitable for the impulsive noise and high SNR environment. Fig. 15 shows a comparison of learning curves from NRMN, NSA, VSS-NSA [13], VSS-APSA [28] and NSA-NSA for high Gaussian noise and low impulsive noise environment. Again, it is observed that the proposed algorithm achieve the improved performance in presence of the impulsive noise.

4 Conclusions

A novel NSA-NSA algorithm was presented to improve the performance of NSA for system identification under the impulsive noise. The presented scheme which was adaptive convex
combine of one fast and one slow NSA filters constitutes a reasonable approach to get both speed and steady-state error. Moreover, a sign cost function scheme to adjust mixing parameter was developed in this paper, which improves the robustness of the algorithm in impulsive noise. To further accelerate the initial convergence rate, a tracking weight transfer scheme was applied in NSA-NSA. Simulation results demonstrated that the proposed algorithm has better performance in terms of convergence rate and steady-state error.
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