Data-Driven Power Electronic Converter Modeling for Low Inertia Power System Dynamic Studies
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\textbf{Abstract}—A significant amount of converter-based generation is being integrated into the bulk electric power grid to fulfill the future electric demand through renewable energy sources, such as wind and photovoltaic. The dynamics of converter systems in the overall stability of the power system can no longer be neglected as in the past. Numerous efforts have been made in the literature to derive detailed dynamic models, but using detailed models becomes complicated and computationally prohibitive in large system level studies. In this paper, we use a data-driven, black-box approach to model the dynamics of a power electronic converter. System identification tools are used to identify the dynamic models, while a power amplifier controlled by a real-time digital simulator is used to perturb and control the converter. A set of linear dynamic models for the converter are derived, which can be employed for system level studies of converter-dominated electric grids.

\textbf{Index Terms}—Converter-dominated electric power systems, data-driven modeling, grid-connected converters, system identification.

\section{I. INTRODUCTION}

With growing interest in renewable energy and batteries, power electronic converters are becoming a crucial part of power distribution networks \cite{1}. As the future energy demand is met by converter-based generation, models that accurately represent the interaction between the grid and the converters are essential. The response of these converter-based generations include fast-switching mechanisms that introduce faster and more stochastic dynamics compared to that of traditional power systems \cite{2}. In the past, these dynamics were largely neglected as the percentage of converter-based generation was relatively low and the converters had a passive role as they were not actively contributing to voltage and frequency control of power systems. Neglecting the impacts of power electronics converters was possible as power system dynamics are largely dominated by large synchronous generators with well-defined models \cite{3}.

To accurately model power electronic converters, one needs to have detailed knowledge of various aspects of a converter such as its physical topology, the complex models of the various voltage/current control loops, the models of the phase-locked-loop (PLL), the protection-scheme employed, etc. Even though the control architecture is known, these factors and control parameters vary significantly among manufacturers. This can lead to inaccurate modeling and simulation of the power system, resulting in erroneous results and analysis. Accurate models of converters can predict the instability of complex systems and verify the compatibility of components in a system \cite{4}. Such models are also essential for the proper design of controllers and protection systems.

Another factor that complicates modeling of the converter-based generation is to meet the requirements of grid interconnection and change in grid codes. For this, manufacturers can modify the control structure through a software/firmware update. For instance, as per IEEE 1547 standard, converters can actively participate in voltage and frequency support through advanced control functions \cite{5}. This adds another layer of complexity in modeling these converter systems. Black-box or data-driven models can be designed to solve the aforementioned issues. Recent accomplishments in data-driven modeling for inverters for system analysis are described in \cite{4}, \cite{6}, \cite{7}. It is expected that power electronic converter dynamics will be different under different states of operation; however, there has been limited research on dynamic modeling of converters operating in different modes (e.g., dynamic real/reactive power support, ramp-rate control, voltage/frequency control) \cite{4}.

In this paper, a data-driven model of a commercial converter current output is obtained in response to changes in the voltage at the point of common coupling (PCC). The methodology used identifies reduced-order dynamics of the power electronic converter interfaced with the grid (or microgrid), which can then be used for system-level studies. The method does not require prior knowledge of the converter topology nor the implemented control approach. System identification tools, such as those provided by MATLAB \cite{8}, were used to develop these models. The models were developed by collecting input and output data from the actual inverter. These models can provide important information to the power system community to analyze the integration aspects of a large amount of converter based generation in power systems dynamics.

The paper is organized as follows: An overview of different
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data-driven black-box modeling of power electronic converters are presented in Section II. In Section III, the theoretical background on the dynamics of power electronic systems and system identification is provided. The methodology used to obtain the dynamic model of a grid-connected inverter is illustrated in Section IV. The results are presented in Section V followed by the main conclusions in Section VI.

II. DATA-DRIVEN MODELING APPROACHES FOR POWER ELECTRONIC CONVERTERS

Power electronic converters for grid integration of renewable energy sources can consist of multiple and different cascaded and interconnected converters. The non-linearity of the switches used in these power electronic systems greatly increases the complexity of models. Detailed models of these converters are often used to perform accurate electromagnetic transient (EMT) simulations. Though accurate, the complexity of these models is prohibitive to be used for long-term and/or large-scale system studies [9]. Furthermore, the parameters to accurately represent the exact dynamics are difficult to obtain and these methods cannot be employed without knowledge of the topology and control architecture used. In cases where the switching dynamics are neglected, averaging techniques (specifically state-space modeling techniques) are often employed to derive small-signal transfer function models [10]. However, depending on the analysis required even such state-space models may be computationally prohibitive [9].

Substantial efforts have been made to model the dynamics of such systems [4], [11]–[13]. Detailed models can be developed using techniques such as average state-space modeling [11], [13]. These models are very accurate and useful for component and converter level design [6], [9], but they require detailed information about the converters [12]. Even if some of the internal parameters are known, the converter properties and dynamics may have a wide range of variation depending on load requirements, battery state-of-charge, and renewable energy availability. For these reasons, developing simplified models can be beneficial [9].

Data-driven modeling (or black-box modeling) is a useful method for modeling power electronic converters for system level studies [4], [14]. Black-box models can be developed with little to no information about the control or topology of a converter. As an additional benefit, black-box models usually require lower computational power compared to more detailed component level models [6]. Linear time-invariant (LTI) black-box models are often designed using regression analysis and curve fitting (described with more detail in [15]). Artificial neural networks (ANNs) can also be used to create black-box models [6]. Tools such as those provided by MATLAB’s System Identification Toolbox [8] are widely used for black-box modeling. The available modeling approaches range from simple linear models based on transfer functions to non-linear models using approaches such as the Hammerstein-Wiener model [15], [16]. Black-box modeling of DC-DC converters has been widely explored in the literature [17], [18] and more recently for DC-AC converters [4], [11]–[13]. However, black-box models alone are not always accurate for a wide range operation [4]. This variation over a wide operating range can be addressed by combining multiple models to cover the dynamics over the range-of-interest, for example in a polytopic structure [4], [12].

Data-driven modeling techniques from literature have mostly focused on the converters operating in standalone mode. These models may not be suitable when the converters actively interact with the grid and participate in grid ancillary services, such as providing voltage and frequency support. This is especially concerning for low-inertia power systems where power electronic converters will have a larger share of voltage and frequency control.

III. BASIC CONCEPTS OF DYNAMIC MODELING AND SYSTEM IDENTIFICATION

In this section, the dynamic modeling of a grid-connected inverter operating in current control mode is introduced. Among several power electronic converters, grid-connected inverters are widely used for interconnection of photovoltaic. So, we focus our discussion on this particular converter. This is followed by an introduction to basic concepts of system identification.

A. Dynamic Modeling of Inverters

A schematic of a grid-connected inverter system operating in current control mode is shown in Fig 1. The inverter is connected to the electric grid through a low-pass filter with inductance $L_f$ and capacitance $C_f$; the inductance of the grid is represented by $L_g$. The inverter is being operated in the grid-following mode injecting the reference active and reactive power commands $P^*$ and $Q^*$ respectively. A PLL is used to track the phase-angle of the grid, $\theta_{PLL}$. Then a current controller (e.g., proportional-integral (PI) proportional-resonant (PR) controller) is employed to control the current being injected into the grid.

The dynamics of this inverter system depends on various factors such as operation power level, DC voltage, parameters of the current controller, and the parameters of the PLL. The dynamic response of the grid current, for instance, depends largely on the control system being employed — the design and controller gains will be different among various manufacturers.

B. System Identification of Power Electronic Systems

System identification is a process to derive a mathematical model of an unknown system through observations of the input and corresponding output data. Using system identification tools, a mathematical model of a power electronic system that represents the dynamics of interest can be designed without knowledge of the underlying control structure and/or the control parameters. The dynamics of the converter will change based on different operating conditions. Several linear models for each operating condition can be developed and combined through a suitable mechanism [12]. Fig. 2 illustrates...
the basic concepts of a system identification process. The input signal \( u(t) \) and the output signal \( y(t) \) are first measured from the unknown dynamic process to be identified. The dataset is then fed into a system identification algorithm which typically minimizes a defined cost-function to estimate the unknown dynamic process.

The relationship between the input and output that can be defined as:

\[
y(t) + a_1 y(t-1) + \cdots + a_n y(t-n) = b_1 u(t-1) + \cdots + b_m u(t-m)
\]

where \( n \) and \( m \) represent the number of poles and zeros of the system respectively. Similarly, \( a_n \) and \( b_m \) represent the parameters of the difference equation of (1) or the coefficients of the equivalent transfer function. Then in general, a dynamic system can be represented as:

\[
\hat{y}(t \mid \theta) = \phi(t)^T \theta.
\]

In (2), \( \theta \) represents the set of the unknown parameters/coefficients of the system, and \( \phi(t) \) represents the set of inputs \( u(t) \) and outputs \( y(t) \) of the dynamic system defined as follows:

\[
\theta = [a_1, \ldots, a_n, b_1, \ldots, b_m]^T
\]

\[
\phi(t) = [-y(t-1) \cdots -y(t-n) \ u(t-1) \cdots u(t-m)]^T
\]

Now, if we define \( Z^N \) as the set of known measurements and \( N \) is overall input-output data in the time interval \( 1 \leq t \leq N \):

\[
Z^N = \{u(1), y(1), \ldots, u(N), y(N)\}
\]

then the unknown parameters of the system, \( \theta \), can be estimated by employing a least-squares method utilizing the following cost-function [15]:

\[
\text{minimize } V_N(\theta, Z^N).
\]

where

\[
V_N(\theta, Z^N) = \frac{1}{N} \sum_{t=1}^{N} \|y(t) - \hat{y}(t \mid \theta)\|^2
\]

Based on the collected input-output data, a set of models with different numbers of poles and zeros can be fitted to the data. The fit of the model can be calculated using a metric such as the normalized root-mean-square-error (NRMSE) defined as [8]:

\[
NRMSE = 1 - \frac{\|y(t) - \hat{y}(t \mid \theta)\|}{\|y(t) - \text{mean} (\hat{y}(t \mid \theta))\|}
\]

Furthermore, to compare different models based on the goodness of fit and complexity of the model the Akaike’s Final Prediction Error (FPE) can be used, defined as [8]:

\[
FPE = \det \left( \frac{1}{N} \sum_{t=1}^{N} \left( e(t, \theta_N) \right) \left( e(t, \theta_N) \right)^T \right) \left( 1 + \frac{d}{N} \right) \left( 1 - \frac{d}{N} \right)
\]

where \( e(t) \) represents the prediction errors and \( d \) is the number of estimated parameters. A lower FPE represents a more accurate model of the system.

### IV. METHODOLOGY

The experimental setup used for identifying the dynamics of a grid-connected inverter is shown in Fig. 3. The device under test is a 700 W grid-connected inverter from SMA (Sunny Boy SB 700U) whose transfer function is to be determined. A solar array simulator (SAS) was used to emulate the DC output of a PV system and the test device is connected to an Opal-RT console PC. In conjunction with the console PC, the real-time simulator and the power-amplifier unit can emulate grid voltage of varying output magnitude, phase, and frequency. A resistive dump-load is also connected to consume excess power that cannot be consumed by the power amplifier. The nameplate rating of the grid-connected inverter from SMA is given in Table I.

#### TABLE I: SMA Grid-Connected Inverter’s Nameplate Ratings (Sunny Boy SB 700U)

| Nominal V | 120 V |
| Voltage Range | 106-132 V |
| Frequency Range | 59.3-60.5 Hz |
| Nominal frequency | 60 Hz |
| MPPT range | 75-200 Vdc |

To determine the transfer function of the grid-connected inverter, the dynamic response of the inverter current is observed when there are perturbations in the grid voltage. This situation may be more common now as the grid becomes susceptible to overvoltage issues and as per IEEE 1547 standard the inverters can have voltage ride-through capabilities. To emulate...
Fig. 3: Experimental setup for system identification. The grid-connected inverter is probed through a power amplifier unit controlled through an Opal-RT real-time simulator.

This scenario, the amplitude of the power amplifier’s output voltage is varied through the Opal-RT real-time simulator. This emulates over/under-voltage conditions in the grid. The corresponding output voltage at the PCC and the current supplied by the inverter are logged through the Opal-RT system. The voltage and current measurements are fed into the console PC, where the dynamics of the device under test will be identified using the System Identification Toolbox available in MATLAB/Simulink to implement the system identification technique described in the prior section.

Assuming, $b_m$ and $a_n$ are the coefficients of the numerator and denominator respectively, the transfer function to be identified is:

$$\hat{G}(s) = \frac{\Delta i_{inv}(s)}{\Delta v_g(s)} = \frac{b_m s^m + b_{m-1} s^{m-1} + \cdots + b_0}{a_n s^n + a_{n-1} s^{n-1} + \cdots + a_0} \quad (10)$$

where $\Delta i_{inv}(s)$ and $\Delta v_g(s)$ are deviation in current and voltage from normal operating point. Using this transfer function, the poles and zeros of the system can be identified.

V. RESULTS AND ANALYSIS

Figure 4 shows the response of the SMA inverter to the changes in the grid voltage. The root-mean-square (RMS) value of both the voltage and current signal is shown. A median filter was applied which works as a non-linear digital filter and smooths the array of sampled data, preserves edges while eliminating unwanted noise signals. The process of calculating the RMS value introduced a linear trend in the current readings. This makes the data unsuitable for system identification as this is an artifact from the pre-processing and not an actual part of the dynamics of concern. This linear trend is thus minimized through the detrend tool available within the System Identification Toolbox. Furthermore, to get a more accurate model, mean of both current and voltage measurements are removed. This allows the focus of the identification to be on the actual fluctuations due to the perturbations rather than unwanted trends in the data. For cross-validation purposes, the dataset is split into a training set to compute the unknown poles and zeros and testing set to validate the derived model. The training dataset obtained after proper pre-processing is illustrated in Fig. 5.

The possibility of getting a better fit through higher-order models was also explored. For this, a system with 3-poles and 1-zero; and 3-poles and 2-zeros were analyzed. Table II lists the various models that were fitted along with a metric that demonstrates the goodness of fit for training and testing data. A transfer function with 2-poles and 1-zero seems to provide the best fit. The goodness of fit was highest for this case with both the testing and training dataset. Furthermore, the Akaike’s FPE metric is also the least from this case compared to the other two cases. Increasing the number of poles from 2 to 3 in the second case slightly reduced the goodness of fit. Similarly, increasing both poles and zeros as in the third case slightly increases the goodness of fit against the testing dataset. Based on this analysis the following second-order transfer function was identified to be suitable:
\[ G(s) = \frac{\Delta v_{in}(s)}{\Delta v_g(s)} = -\frac{0.02113s - 9.334 \times 10^{-4}}{s^2 + 2.104s + 0.1133} \]  

(11)

**TABLE II: Summary of transfer function models identified through the System Identification Toolbox.**

| Model Order | Model Coefficients | Fit to Training Data | Fit to Test Data | FPE |
|-------------|--------------------|----------------------|------------------|-----|
| \( n = 2 \) \( m = 1 \) | \( b_1 = -0.02113 \) \( b_0 = -9.334 \times 10^{-4} \) \( a_2 = 1.000 \) \( a_1 = 2.104 \) \( a_0 = 0.1133 \) | 76.77% | 74.24% | 3.118 \( \times 10^{-4} \) |
| \( n = 3 \) \( m = 1 \) | \( b_1 = -0.06635 \) \( b_0 = 1.6 \times 10^{-4} \) \( a_3 = 1.000 \) \( a_2 = 4.344 \) \( a_1 = 6.701 \) \( a_0 = 0.012222 \) | 74.2% | 72.45% | 3.85 \( \times 10^{-4} \) |
| \( n = 3 \) \( m = 2 \) | \( b_2 = -0.02651 \) \( b_1 = -9.392 \times 10^{-3} \) \( b_0 = -0.1478 \) \( a_3 = 1.000 \) \( a_2 = 3.024 \) \( a_1 = 6.661 \) \( a_0 = 14.69 \) | 76.17% | 73.92% | 3.28 \( \times 10^{-4} \) |

The performance of this model is also illustrated in Fig. 6 by comparing the simulated model against the measured data. The simulated model is the response that is computed based on the fitted model, using the test data as the input. Ideally, the simulated model should be very close to the measured data for a good model fit. The fit obtained in this case was 76.77% which is slightly on the lower side. The dotted lines illustrate the 95% confidence interval of the estimates. The confidence interval represents the range of output values having 95% probability of being the true response of the system.

**VI. CONCLUSIONS AND FUTURE WORK**

A data-driven, black-box model for a grid-connected inverter was developed in this paper. The voltage at the PCC of the inverter was perturbed through a power amplifier unit. Using the MATLAB’s System Identification Toolbox, the logged voltage and current dataset were used to identify several transfer function models. The models were validated on a testing dataset and based on different metrics that measure the goodness of fit, a second-order model was identified to best fit the data. In the future, we intend to explore the dynamics of different inverters under several operating conditions or modes of operation. The different linear transfer function models will be combined through a statistical approach to derive a generalized non-linear model that captures the most significant dynamics of the inverter. These generalized nonlinear models can be used to develop and analyze converter-dominated systems.
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