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Abstract

Explaining the emergence of behavior and understanding on the basis of neuronal mechanisms is still elusive. One renowned proposal is the Free Energy Principle (FEP), which uses an information-theoretic framework derived from thermodynamic considerations to describe how behavior and understanding would emerge. FEP starts from a whole organism approach, based on mental states and phenomena, mapping them into the neuronal substrate. An alternative approach, the Energy Homeostasis Principle (EHP), initiates a similar explanatory effort, but starting from single neuron phenomena and building up to the whole organism’s behavior and understanding. In this work, we develop the EHP as an alternative but complementary vision to FEP and try to explain how behavior and understanding would emerge from the local requirements of the neurons. Based on EHP and a strict naturalist approach that sees living beings as physical and deterministic systems, we explain scenarios where learning would emerge without the need for volition or goals. Given these starting points, we state several considerations of how we see the nervous system, particularly the role of function, purpose, and the conception of goal-oriented behaviors. We problematize these conceptions, giving an alternative teleology-free framework in which behavior and, ultimately, understanding would still emerge. We reinterpret neural processing explaining basic learning situations up to simple anticipatory behavior. Finally, we end the work with an evolutionary perspective of how this non-goal-oriented behavior appears. We acknowledge that in the current form of our proposal, we are still far from explaining the emergence of understanding. Still, we set the ground for an alternative neuron-based framework to ultimately explain understanding.
1. Introduction

When an animal displays different behaviors, what are the primary processes occurring in the nervous system? How do neurons, neuronal networks, and ultimately the whole nervous system participate in behavior generation? This paper argues that the nervous system unfolds autogenous mechanisms of energetic homeostasis, maintaining its energy equilibrium as a system. In our view, the nervous system operates in the continuous present tense of its structural dynamics under strictly local rules of energy stability, without pursuing biological goals or adaptive adjustments for the organism. This spontaneous process of maintaining its energy balance occurs so that under statistically normal anatomical, physiological, and ecological conditions, it results precisely in those behaviors that prove to be adaptive for the animal.

This view of the nervous system corresponds, in essence, to what has been recently introduced as the Energy Homeostasis Principle (EHP) (Vergara et al., 2019). This theoretical proposal draws strongly from the autopoietic theory of cognition in the sense of being strictly naturalistic (Maturana, 1978; Villalobos, 2015; Villalobos and Ward, 2015), and resonates, although with important nuances, with some aspects of the FEP approach in theoretical neuroscience (Friston, 2010; Friston and Stephan, 2007). The EHP, as we will see, does not hold that animal behavior and cognition arise just because the nervous system is a homeostatic energy system. If that were the case, we should observe cognition and complex behavior in any homeostatic energy system, as may occur in an open thermodynamic system that exhibits some degree of stability, such as tornadoes and stars (McGregor and Virgo, 2011; Ulanowicz and Hannon, 1987). Instead, the proposal is to realize that while we observe the behaviors or cognition manifested by an organism, the way its nervous system operates is simply obeying, in its way, the EHP. The nervous system is a homeostatic energy system, like other similar natural systems, but with significant structural and organizational features that
make it unique in its way. These structural and organizational features are essential because they are the ones that explain why the nervous system, despite operating under the EHP, can generate phenomena such as animal behavior and cognition. The argument EHP wants to make is that despite all the unique features we may find in the nervous system, it remains the fact that its operations obey, ultimately, homeostatic energy mechanisms.

This latter statement merits further discussion. When we speak of the unique features in the nervous system, we are not inviting the reader to picture mysterious non-natural features. All thermodynamic systems that maintain stability and integrity for the period they exist, long or short, have their own features related to their specific structural compositions and dynamic patterns. Candle flames and tornadoes are both dissipative structures that exhibit thermodynamic stability in their scales. Still, only candle flames generate exothermic fast combustion reactions, radiate light, and illuminate a dark room. Conversely, tornadoes, not candle flames, can travel kilometers through large geographic areas, lifting and violently shaking heavy objects. There is nothing mysterious about these differences. They relate to each system's respective chemical and physical features, and they are the ones that must be considered if we want to explain the different phenomena associated with each system. What is it doing as a system when the candle flame radiates light and warms up our hands? From the systemic thermodynamic point of view, it is simply maintaining its stability and integrity as a dissipative system. When the tornado passes through the village and destroys the houses, what is it doing as a system? Again, from the systemic thermodynamic point of view, it is simply maintaining its stability and integrity as a dissipative system. But, if both systems are just doing the same thing, why do they generate such different phenomena and results? The answer lies in the unique features of each system, the context in which they form, their material qualities, and so on.
The nervous system is a homeostatic energy system. Still, the specific way it unfolds such a condition, given its biological (e.g., histological) composition, its anatomical structure and physiological organization, its looping coupling with both the internal milieu and the external environment, its formation, and development within the organism, generates results and phenomena that are distinctive and that we call behavior and cognition. In what follows, we will expose the general systemic conditions that run for the nervous system.

2. General systemic conditions

To understand the nervous system and the phenomena typically associated with its functioning (e.g., perception, motor control, language, consciousness), it is crucial to attend to its peculiarities and distinctive features as a system. However, it is equally important to consider those conditions that make the nervous system a natural system among all natural systems, living or not. That is, to the conditions that the nervous system shares with the rest of natural systems, and according to which it must work. After all, what is fascinating about the nervous system is that being a natural system, that is, a system that must respect the laws, conditions, and principles that rule and restrict every natural system, it can generate phenomena as peculiar and exceptional as perceptual experience, understanding, consciousness, language, and intelligent reasoning.

This latter explanatory exercise is essential because, when facing extremely complex explanatory problems, it is usually tempting and easy to recur to the strategy of endowing the components and explanatory machinery of the system under study with the very special and complex properties we want to explain. For instance, this was the case with the explanation of the phenomenon of life. For an extended period, it was assumed that the components of the living beings were unique in that they were endowed with a certain kind of vital force or energy that was not present in the
components of inert objects (Bechtel and Richardson, 1998). We tried to explain life by postulating that the matter of which living beings are made was itself, somehow, living. Similarly, when facing the problem of explaining cognitive and mental phenomena, such as perception or intelligent reasoning, it is tempting to think of the nervous system, its components, and machinery, as if they operated themselves with proto (subpersonal, automatic, unconscious) cognitive mechanisms. As if the nervous systems were itself a kind of epistemic agent dealing with alleged problems of uncertainty and lack of information, working on the base of hypotheses, inferences, predictions, error detection, and looking for evidence and hypothesis confirmation.

As the case of biology and the problem of life teach us, the strategy of projecting the properties and capacities of the explanandum, even in a carefully sophisticated deflationary way, into the explanatory substratum itself does not lead to adequate explanations. We think we do better if we take the nervous system not as a cognitive agent but as a physical machine (Ashby, 1947) and try to understand its functioning according to the conditions that rule for every physical system in general. Doing this does not mean, of course, ignoring the particular features of the nervous system regarding its structure and organization; it just means understanding that such specific features do not set the nervous system apart from the rest of the natural systems.

Before we further develop our argument for a strict naturalistic approach to explain the emergence of behavior, we consider it essential to lay out some foundational concepts, so the reader can better consider the starting points. These points are not meant to provide an exhaustive characterization of the nervous system; far from that. However, combined, they should help us to understand, in broad terms, the way the nervous system operates and generates some of the phenomena associated with its functioning. We consider the following premises:
1. The nervous system is non-teleological. Its dynamics are not driven by purposes or goals. As is the case with natural systems in general, the dynamics of the nervous system unfold obeying physical laws that are blind to purposes or goals (Villalobos and Ward, 2015).

2. The nervous system is non-normative. Its dynamics are not based on normative considerations such as what is (or might be) good or bad, adequate, or inadequate, beneficial, or harmful for the system itself or the organism. As is the case with natural systems in general, the dynamics of the nervous system unfold obeying physical laws that are blind to normative values (Villalobos and Ward, 2015).

3. The interactions of the nervous system with its surrounding systems, both intra- and extra-organism, are structural (i.e., physical, chemical, energetic) in nature, not epistemic, informative, or cognitive (Maturana, 2002). The nervous system is not an epistemic agent that gets and processes information, and its functioning is not oriented to knowing (inferring, predicting, guessing) anything (Villalobos, 2015).

4. The components of the nervous system, its neurons, and networks work through strictly local interactions, without “having in view” distal states, either intra- or extra-organism (Maturana and Varela, 1989).

5. The nervous system operates in its continuous structural present, without “having in view” non-current states, either past or future (Ashby, 1960; Maturana, 2008).

6. The nervous system, at the neuroscience scale of analysis, behaves deterministically (Ashby, 1960; Maturana and Varela, 1980). It is not a free agent that chooses, among a set of possibilities, what to do. The nervous system does what it does at every instant because its structure at that instant simply allows no other action.
7. The nervous system is an open thermodynamic system that exchanges matter and energy with its surrounding.

8. The nervous system is a homeostatic system that, like all homeostatic systems, maintains certain stability and equilibrium in its physical parameters and shows the capacity to restore them when they are disturbed within specific ranges (Ashby, 1960).

9. Nervous systems, since their first formation in the embryonal stage, grow and develop in the continuous coupling, adaptation, and structural coherence with their biological surrounding and the extra-organism environment. This is a trivial condition for every system. Everything that arises and begins to exist does so because the conditions for its emergence and existence are given. Every system is born adapted to, or in structural coherence with, its surrounding conditions. This adaptation is conserved while the system exists as such and lost when the system ceases to exist.

10. A nervous system with normal anatomical and physiological development is always coupled in a loop with (i) other physiological systems of the organism, such as the endocrine, immune, cardiovascular and digestive systems, and (ii) the external environment through specialized sensory organs and motor structures. Since these couplings are functionally closed as feedback loops, the nervous system always affects itself through them and thus maintains its homeostasis. At the same time, since these couplings, from the beginning, arise in structural coherence and adaptation (recall point 9), the self-centered homeostatic dynamics of the nervous system result in the conservation of the adaptation of the rest of the organism.

During the next sections, we will elaborate on the EHP considering this set of premises to produce a plausible explanation for behavior and ultimately understanding. We will start arguing how a naturalistic approach is required to disentangle proximate causes (cell operation) from distal causes (organism operations). Then we will build over such conception to reinterpret neural processing
without goal and purpose. We will also evaluate anticipatory behavior by means of EHP and contrasting it with FEP. Finally, we will expose an evolutionary argument of how these apparently goal-directed behavior emerge from non-teleological mechanisms. Even more, we will discuss how useless behavior may appear and it may constitute a potential adaptive advantage in evolutionary terms.

3. Some specific considerations about the nervous system

One way to illustrate how neurons interactions are restricted, and therefore, locally driven interactions dynamics, is to realize their context. When comparing the whole organism with its component cells, or even organs, it can be noted that they are sensitive to completely different scales of physical phenomena (Dada and Mendes, 2011; Southern et al., 2008). For instance, swimming in a pool or the ocean makes little difference to an experienced swimmer, whereas doing so in an aqueous solution would be lethal to a cell (Pedersen et al., 2011). This becomes very clear at the spatial and temporal scales (Dada and Mendes, 2011; DiFrisco, 2017; Engel, 1980; Southern et al., 2008). For example, at the chemical level, cells are most sensitive to their direct environment, to a space on the order of micrometers or less. Whereas we, as organisms, are sensitive to millimeters and beyond. In terms of time scale, the difference is equally remarkable. Most of our cells are replaced in our lifetime (DiFrisco, 2017), which means their time scale is significantly smaller than ours.

We may argue the specifics of these differences. Up to which point the scales are overlapped, or how arbitrary is even to state that such scales even exist. However, the core of that observation goes beyond the scales themselves, the point is that the phenomenological operational closure of a whole human being compared with a single cell. What I see as a hamburger is not the same
experience for a cell. On the one hand, a cell is too tiny to perceive the hamburger as a whole, but also the potential interactions with it are different from those we would engage in. There is a difference in how we perceive and the actions we may perform given such perception; how we couple with objects in behavior. As such, even if we would acknowledge that a neuron or neural network would foresee something, it would be in a shorter time span and reading their local interactions.

Given our aim to explain the emergence of behavior from a naturalistic viewpoint, the difference in sensitivity is relevant for at least two reasons. The first reason is the difficulty in establishing relationships between these levels; if they don’t perceive the same phenomena, how are their dynamics aligned for survival? This complicates the development of causal explanations in biology. A similar situation was noticed 60 years ago by Ernst Mayr (1961) when he identified that virtually all explanations of biological phenomena consisted of sets of proximate causes and sets of ultimate causes (or distal given our framework). In this work, he illustrates the difficulties in establishing the causes of behaviors, arguing that they can be attributed to the environment, physiology (including molecular mechanisms), or the interaction between the two. In this context, proximate causes would be those that control the organism's responses to immediate environmental factors (such as the sunrise regulation of the sleep-wake cycle in a mouse), while ultimate causes would be those that have an impact on the organism's survival (such as increased nocturnal activity in mice that decreases the probability of encountering predators). These ultimate causes are rooted in evolutionary mechanisms and have been incorporated into the system through generations of natural selection (Mayr, 1961). Therefore, under the EHP view, behavior emerges from the intersection of fulfilled local interactions, which keep cells alive and evolutionary pressure which
admit local conditions to be fulfilled, if they don’t jeopardize the whole organism’s life (the distal cause).

There is a second reason; for the organism to survive, the fundamental needs of all these levels must be met. The specific needs of different cell kinds are varied and different from those of the organisms they compose. Therefore, we have multiple layers or levels of operational closure which are not strictly equivalent nor overlapped, which must be fulfilled for the entire organism to keep alive and coupled with its environment. This illustrates the complex synchronization that must occur in such an organism’s cell population to survive.

Now, an apparent contradiction appears. Despite the short overlap of sensitivity to phenomena between the parts of our body and the whole organism, we exhibit adaptative behaviors. This supposed paradox has been resolved mainly by assigning functions aimed at the survival of the entire organism to different parts of the body (Roux, 2014). However, this position usually omits the evolutionary process which led to such functions while also neglecting the survival of the cells that live in us. It is critical to note that many of our cells die daily and that each of these cells has different survival requirements and may not act in alignment with the survival of the whole organism. This is evident in pathologies such as cancer (Chaffer and Weinberg, 2011) and autoimmune diseases (Park and Kupper, 2015). We tend to refer to these conditions as errors or problems of specific systems and functions, forgetting that, since cells live in us, but not for us, there is a possibility that these phenomena may occur.

An alternative approach would be to consider that each cell is solving its own requirements to survive. In this sense, it is essential to assume that the cell, as an autopoietic unit, is able to respond and exert control over its niche, but only within its local environment. Thus, specific environmental conditions that occur in localized regions of our body will set in motion different cellular mechanisms.
Since cells can only directly influence that local environment, they can only solve their requirements. But, when all cells solve their requirements, they, most of the time, indirectly end up solving ours. As such, behavior can be considered an emergent property derived from the individual actions of cells that lead to their survival and, ultimately to ours. These two levels must be aligned for the whole organism to survive; however, there is a possibility of mismatches where some are neutral (without significant consequences) while others give rise to what we call pathologies.

This different approach can be described as an interaction of parallel causes and requirements nested in cells and organisms, in the sense that the phenomena present in individualized cells mirror a distal effect on the whole organism and vice versa. Therefore, we may explain behavior from the entire organism’s view or its cells’ interactions. However, a comprehensive approach would be to track cells interaction up to the mirrored effect on the organisms. Critically, without neglecting that the proximal causes of each layer or level are aligned for survival. As such, the same phenomena can present a different impact on the organism and cells populations within. For instance, covering the head with the hands to block something that would hit our head is adaptive for the organisms, yet hands cells will die during the event, therefore not being adaptive for them.

At this point, we may start asking which the most relevant aspect of cells’ survival is. Naturally, energy managing in any cell is critical for survival, as they must balance expenditure with income, allowing them to have a reserve big enough to cope with environmental restrictions. If we consider a cell that lives within an organism, with an evident impact over organisms’ behavior such as a neuron, this premise stands. For neurons to survive, they must properly manage their energy budget. Problems from the organism, such as avoiding injuries, coupling with stressful work, dealing with close one death, and so on, are not part of the proximal phenomena stressing a single neuron. Of course, those phenomena have stimuli transduction into local neural requirements: energy demand.
Therefore, neurons will deploy mechanisms to couple with their local requirements, and hopefully, they will solve organisms’ problems as well. As such, whenever describing how behavior emerges, we should always map the differences between organism and cells’ domains of interactions. For instance, Vergara et al. (2019) described perceptual stimuli as mapped into physiology with different impacts at each level. An organism may just be looking at something. At the same time, transduction sets electromagnetic waves of the visual spectrum into action potentials, which in turn produce a cascade effect all over the nervous system, impacting the energetic demands of neurons and glia (Vergara et al., 2019). Depending on how demanding this stimulus energetically is, neurons may regulate their synaptic weights (Barral and Reyes, 2016), producing a new functional network. This new functional network will, in turn, activate muscles leading to visible behavior which may change stimulus (e.g., closing the eyes).

In this framework, the energy balance mechanisms of the cells have a consequential impact on physiology resulting in the emergence of behavior. At the same time, since the cellular level and that of the whole organism are analogous to nested layers or levels, the behavior itself will impact not only the experience of the whole organism but also the cells that compose it. It may be the case that only some of the cells are affected, which remarks the need of recognizing that the same phenomena may impact differently the whole organisms and regions (cells) within. Also relevant, is the fact that neurons cannot directly experience the stimuli which trigger organism behaviors. Once sensorial transduction is made, only proximal phenomena such as action potential, lactate transporter activation, synaptic modulations, and so on are observable. In other words, cells such as our neurons are never solving a mathematical problem, or recognizing a face, but are only solving energetic needs required for their survival.
4. Reinterpreting neural processing

The notion that behavior is not inside the machine is notably exemplified in the experiments in “synthetic psychology” of Braitenberg (Braitenberg, 1986). He presented how simple mechanisms may lead to complex behaviors and the illusion of complex cognitive processing. The complexity may be loaned from the environment, while internal mechanisms can stay simple. We usually think of neural mechanisms as complex and difficult to assess, based on the complexity of behavior. Let us assume for a moment that it might be the case that neural mechanisms are relatively simple and that most of the complexity we see in our behavior is loaned from our environment. Is there an experiment like Braitenberg’s in which we can test real neurons?

Novellino et al., (2007) and Tessadori et al., (2013) presented an experiment resembling Braitenberg’s vehicles using neuron cultures. In this setup, a cart decodes distance to objects using a firing rate paradigm, and then the same paradigm is used to code back the wheels’ speed independently. If the cart crashes, a stimulation of 20Hz for 2s is delivered (Tessadori et al., 2013). Under this protocol, the neuron culture learns to avoid obstacles. Thus, as external observers, we may be tempted to say that the cart does not like to crush, then it learns to avoid the obstacles. Even more, we are tempted to say that the goal of such behavior is to avoid crushing. However, that type of stimulation is previously known to trigger plasticity (Chiappalone et al., 2008; le Feber et al., 2010; Madhavan et al., 2007). We may also argue that each time the cart is crushed, it induced plasticity, changing the functional network. Considering how the experiment is set up, the changes will keep occurring unless crashes are avoided. Once no more crashes occur, no more changes in the network are expected. In other words, a functional neural network will keep changing until an “avoiding obstacle” structure would emerge; a moment in which we will be tempted to say that the neural culture learned to avoid obstacles.
Critically, the functional network does not appear with by means of a goal of avoiding the impacts, rather as an effect derived from the energy demands posed by the stimulation which drives plasticity. Our proximate cause was energy demands, while the distal effect was avoiding obstacles. Importantly, this effect is structurally determined by how the wiring and stimulation conditions were set to the vehicle. Meaning that a wider set of “learnings” can emerge if the structure change. Under this framework, it is rather useless to think that at the neuron level a particular neuron or set of neurons are “processing obstacle avoidance”, or that there is in the culture an obstacle avoidance network. At the level of the organism, we can be tempted to use this approach, and it might be even helpful in some contexts. Nonetheless, to explain how the vehicle learns, we must consider that individual neurons dealt with a significant energetic demand that triggers plasticity as a compensation mechanism (Vergara et al., 2019), which produces the avoidance of obstacles as emergent behavior.

It is possible to establish that in proximal terms, neurons must efficiently resolve their energy management. For example, when considering neurons' proximal context, neurons are extremely sensitive to oxygen deprivation (Ames, 2000) and the central nervous system presents small glycogen reserves (Brown and Ransom, 2007). Neurons answer to energetic demands (neural activity) outsourcing their energetic needs to the glia (Weber and Barros, 2015), which will trigger the neurovascular coupling associated with neural activity (Robinson and Jackson, 2016; Schulz et al., 2012; Sokoloff, 2008), followed by increased glucose uptake and glycolytic rate of astrocytes (Magistretti and Allaman, 2018). Not being enough, neurons’ mitochondria raise ATP synthesis in response to an increment in synaptic stimuli (Connolly et al., 2014; Jekabsons and Nicholls, 2004; Lange et al., 2015; Rangaraju et al., 2014; Toloe et al., 2014). These are just the early responses in the range of hours, as the synaptic scaling ends balancing to a homeostatic level of neurons’ activity.
(Barral and Reyes, 2016), reducing the energy cost of the activity increment. An increment in stimulation is expected to produce long-term network modularization (Novellino et al., 2007). Interestingly enough, when significant downscaling occurs, a few synaptic weights (dendritic spines) will increase (El-Boustani et al., 2018; Jungenitz et al., 2018). As such, while we have only described the proximal actions of neurons, they have a vast impact on the neural networks and therefore behavior. It is plausible to observe neural processing as an emergent property rooted in proximal cells requirements.

Up to this point, we have been able to rephrase neural processing without purpose or so-called “goal-oriented behaviors”. Our explanation has also been faithful to a structural determinism, meaning that behavior in the vehicle emerges as a result of neurons doing the actions determined by their properties and structure. So far, introducing volition or desires in this context would be to acknowledge openly that a culture of neurons shares the same properties we usually attribute to a whole organism. However, does this reinterpretation lead to new implications?

One consequence of viewing neuronal processing as an emergent property of individual neurons displaying mechanisms that allow them to stay alive under different energetic pressures is that not everything neurons do is helpful to the organism. In other words, since neurons are only solving their local requirements, their actions may lead to the emergence of useless behaviors. This means that part of the neural network activity, which can respond to the continuous activity of multiple stimuli, will lead to the appearance of behaviors with no apparent usefulness and that are even maladaptive. This consequence frees us from the need to include a function in every behavior we have. Many of them can be helpful for our survival and others may not, but above all, we can have neutral behaviors from an adaptative viewpoint.
This last point is critical since the degree of behavioral flexibility increases the probability of producing neutral behaviors and deleterious ones. Thus, it is not surprising that animals with high behavioral flexibility are associated with greater effort and parenting times during ontogeny (Barton and Capellini, 2011; Heldstab et al., 2019; Isler and van Schaik, 2012; Isler and Van Schaik, 2009; Uomini et al., 2020). One only needs to observe how a toddler relates to its environment to discover that many of our behaviors during infancy put our survival or fitness at peril. Parental care or parenting allows us to buffer this flexibility, allowing us to stay alive. Conversely, flexibility also allows us to increase fitness by adapting to the environment during ontogeny, unlike less flexible animals requiring phylogenetic mechanisms of change to adapt.

5. Building up to complex behaviors

Behaviors flexibility by means of EHP is a powerful concept, as it allows fast changes in behavior during ontogeny, but it also allows test-retest rationale to operate. As far as test-retest rationale follows the restrictions imposed by single-cell energy management, learning can emerge. We expect that this flexibility is what is ultimately giving rise to the most complex cognitive phenomena such as understanding.

These more sophisticated cognitive phenomena are vastly discussed and modeled using the Free Energy Principle (Friston, 2010). How EHP stands in contrast to FEP? The FEP is an organisms-based approach, which considers volition as a critical element, especially when coming to aspects such as understanding (Yufik and Friston, 2016) as it distinguishes lower forms of learning, allowing the introduction of cognitive models. Therefore, as an initial difference, we noticed that FEP rather omits neuron requirements assuming them as chronically fulfilled. Secondly, it assumes the
presence of goal-oriented behaviors, volition, and purpose, which is expected if starting from a whole organism viewpoint.

Although there are obvious differences between these two perspectives, especially since the FEP contains teleological elements and considers the nervous system as an epistemic agent (points 1 and 3 of Section 2), Yufik’s proposal (Yufik, 2013, 2019; Yufik and Friston, 2016) is very similar to the EHP at the neural network level. He developed the idea of how neural assemblies (or packets) would appear, producing functional networks which allow understanding to emerge. The core idea envisions the mind as a cartographer mapping the environment, similar to classic cognitive perspectives (Bateson, 1970), where modularization of functional neural activity will allow differences to be made. In order to establish that two objects are different, a difference in the functional network should emerge (different packets or sets of packets) to allow the recognition of such distinction. Following our rationale, the critical question is the local mechanism driving the emergence of those distinctions. During the works of this thermodynamic conception of cognition, there is an acknowledgment of the relevance of energy in modulating the packets’ emergence in this proposal (Yufik, 2013, 2019; Yufik and Friston, 2016). For instance, cortical tone (temperature of this thermodynamic formalization), which can be rephrased as energetic demands using EHP, is critical on how the system will react towards the equilibrium by FEP conception (Yufik, 2013). This role of energy management is even more explicit in the following communications (Yufik, 2019), mainly focused on the demand or energy expenditure and availability. Therefore, both approaches find common ground in the middle, acknowledging that local neuron requirements (i.e., energy management) are critical for modularization to occur, leading to cognitive distinctions which will ultimately produce understanding.
It is relevant to notice that EHP and FEP are two sides of the same coin. Following the parallel conception of organism vs. cell community approach, all conceptions derived from FEP should be mapped in EHP terms and vice versa. Naturally, as we get closer to cellular processes, FEP is less precise on its implications, and when getting closer to high cognitive functions, EHP is rather vague. However, reasonable efforts can be made to understand what is happening at cellular and physiological levels when we describe the cognitive mechanism. For instance, one challenging explanation to be made from the EHP side is anticipatory behavior. How can neurons caring about their local needs resolve upcoming organism events?

One key aspect of anticipatory behavior is that it must be learned first. This means that most of the predictions we made are based upon past experiences. Therefore, we avoid pain, as we have previously experienced pain. Similar to what we described in Tessadori’s vehicle case (Tessadori et al., 2013), energetic demands derived from the painful stimulation, lead to restructuration allowing pain avoidance to occur (rephrased as reducing surprise by FEP means). If we focused not on the result, but the learning phase, we would notice that consistent unrelated stimulus (e.g., a light turning on, an acoustic event, or similar signal event) is followed by pain.

Both light, sound, and pain produce energetic demands through perception. Nonetheless, the pain has a durable effect, which means a long-lasting energy demand situation. Also, its intensity is directly related to the amount of damage (Dubin and Patapoutian, 2010). Therefore, that is the critical stimulation to be avoided by means of local neuron requirements.

When we focus on neural activity during situations of these characteristics, we observe that through learning, both neural activities, the one derived from the upcoming pain signal and the one directly derived from pain, begin to fire closer in time (Urien et al., 2018). The overall activity appears to be the same, but the temporal aspects change. Basically, now the signal triggers both the signal-related
activity and the originally pain-driven avoidance behavior. The critical aspect here is that the pain signal does not mean pain itself, but in neural activity, the signal packet (assembly) will fire just before the avoidance behavior packet. Following the logic of firing together, wired together, the avoidance packet will ultimately be activated without the pain but with the signal packet. Please note that this explanation does not require yet involve mental manipulations, and we can still be faithful to our premises.

Naturally, this explanation does not cover more sophisticated behaviors like planning which under a classic view require volitional manipulation of information. However, it sheds light on how starting from cellular communities to explain "goal-directed" behaviors can be explained leaving the goal as the consequence, not the cause. Neurons may not even realize that the animal was submitted to pain; they just react according to their local requirements. It is we, who as observers, are tempted to say that the animal learns to anticipate the aversive stimulus.

Under this context, we have given an explanation of how an organism can act in the prediction of hazard, without actually predicting it. Local neural properties allow these phenomena to occur without incorporating purpose, mental model, or further. Notably, FEP and EHP, despite their differences in starting points (and therefore conceptual frameworks), share similar predictions on how neural networks would operate. Distinctions are made on what produces those changes. Another relevant difference of our approach is that neurons can fulfill their requirements without solving the problem of the whole organism but never endangering the life of the organism (at least not immediately). Therefore, the behavioral flexibility given by the impact left by neurons when solving their needs could have a negative, neutral, or positive impact, which means that the neurons may found local energy homeostasis attractors that satisfied their requirements but not necessarily
the organism’s requirements. However, if so, why does it seem that they are almost always positive
(hence the teleological need to indicate their function)?

6. An evolutionary perspective on the coupling of different levels of operational closures.

We see what remains, not what has been. During the evolutionary history of living beings, most
species have disappeared, have become extinct (Newman, 1997). In fact, the species that are alive
today represent less than 1% of the historical total (Jablonski, 2004; Newman, 1997). This makes it
risky to use only evidence from modern animals to explain the relationship between cellular and
whole-organism levels of organization. On the other hand, virtually all present-day animal body
plans date at least back to the Cambrian explosion (CE), an event that occurred more than 500
million years ago (Maloof et al., 2010). While it is still a matter of debate, it is possible to propose
that near that time window, a level of animal diversification and radiation occurred that had not
been seen before and has not been seen since (Keijzer, 2015; Trestman, 2013).

Interestingly, this period has also been ascribed as when metazoans with complex active bodies
appeared (Trestman, 2013). These organisms are defined by having: (i) articulated appendages; (ii)
many degrees of freedom of controlled movement; (iii) true senses (such as eyes), (iv) sense-guided
motility; and (v) anatomical capacity for object manipulation (Trestman, 2013). The appearance of
metazoans probably occurred at least 200 million years before the CE (Dohrmann and Wörheide,
2017; Erwin, 2015), and that the nervous system probably appeared during the Ediacaran period
(635 million years ago). In simpler metazoans with low-complexity nervous systems, synchrony
between the neuronal and organism level was probably much easier to achieve than animals with
complex active bodies. Movement is not yet a problem for those animals. Thus, it is feasible that
during the initial evolution of the nervous system, a limiting element was the alignment between
the neuronal level and that of the whole organism. Once this occurred, the space for possible radiation and diversification opened up.

In ontogenetic terms, reality is similar. In animals, the highest mortality rates are usually seen early in life (Caughley, 1966), when their individual-environment relationships are still being established. When they tend to have much more behavioral flexibility. Even in our species, this reality is not far off. For it has not been long since most of our offspring died during the first three years of life (Volk and Atkinson, 2013). The problem lies in that we often only consider its present condition when observing an organism such as ourselves. Its direct relationship with the environment, ignoring its phylogenetic and ontogenetic history. Under this perspective, most cellular phenomena are aligned with their whole organism functions. This may lead to the interpretation that the proportion of misaligned events between these levels of the organization is negligible or almost nonexistent. Thus, we only see what has worked for survival, while counterexamples of instances where cellular phenomena are misaligned with organisms vanish. In other words, under this view, we are incurring a survivorship bias, where we focus only on the instances where cellular and whole-organism levels overcame a selection process and overlook those that did not. This can lead us to false conclusions, such as overrepresenting aligned states or assuming cellular levels have functions for our survival.

This also translates into a tradeoff between flexibility and survivability. Higher degrees of freedom and higher levels of flexibility allows the emergence of novel adaptations, which increase the organism's fitness. This context can also explain why larger nervous systems (brains with more neurons) are associated with greater behavioral richness. A larger number of neurons leads to a greater diversity of local responses/solutions and greater behavioral flexibility. However, on the other hand, there must be a maximum of possible degrees of freedom before the number of misalignments between cellular and whole-organism levels can remain functional.
Another point to consider is that not necessarily every lack of synchrony is maladaptive. There is the possibility that some of the neuronal activity that is not fully aligned with the organism is "neutral." Thus, analogous to models of neutral evolution, it is feasible that a non-trivial proportion of what neurons do to solve their local energy requirements has no significant impact on the organism's survival. It is possible to postulate that the less fundamental to survival the behavior is, the more neutral activity there is. That is, the less essential behaviors probably allow for less alignment between levels. This, in turn, would increase the presence of behavioral richness or "polymorphisms" in those behaviors.

Finally, it is critical to realize that under this notion, behaviors are not goal-oriented per se. Many may appear as goal-directed, as they are conditions of existence of the system (e.g., breathing). Under our scope, breathing organisms stay alive, therefore exist. However, breathing was never designed or deliberately addressed to solve the oxygen requirements of the organism. When we remove the goal rationale of structures and behavior, the evolutive process in which behavior emerges loses its need for teleological explanation. As such, the brain was not designed or areas within to solve specific problems. Instead, in meeting their own requirements, cells satisfy the organism's requirements too. When most cells living in the cellular community fulfill their requirement, the organisms will do so. It is simply the condition of existence of such a community. Behavioral diversity and flexibility emerge within these messy interactions of individual cells acting locally and producing distal effects that may not even affect them directly.
7. Final remarks

When we observe a single cell acting in an anticipatory fashion (e.g., Shirakawa, 2006), we avoid attributing it to a sense of volition, or any epistemic or informational operation. We focus on its local mechanisms which result in such anticipatory behavior. Avoiding it is reasonable, as including it obscures the mechanisms, and also, we recognize the cell as a physical system determined by the mechanism governing it. For some reason, when coming to human beings, we failed to recognize them in such a way. This is so dramatic, that besides EHP, we have no knowledge of another integrative explicative proposal of behavior using a strict naturalistic approach.

FEP is probably the most sophisticated and flexible proposal explaining human behavior as an integrative framework. However, it uses a strong epistemic rationale to explain behavior. This leads to assigning volition to all living beings (or even dissipative systems) or stating that the concept is only applicable for certain particular systems such as human beings. Despite the differences, it is notable that the phenomena described at the neural network level, are quite similar in both proposals, meaning that both recognize more or less the same events as relevant to explain behavior. The causes of those events are different depending on which proposal framework is used.

We understand that intending to explain behavior and most sophisticated forms of it such as understanding is a major challenge for EHP. However, we consider that it is a required academic exercise in our current framework of neuroscience. As we have stated above, goals can easily emerge as observer assignation once the system is coupled with its environment, but from an evolutive perspective, adaptations don’t appear to solve a problem, they just appear, and they are preserved due to advantageous impact (or at least non-deleterious). In other words, focusing on the goal may obscure the actual mechanisms which produce the phenomena we look forward to understanding.
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