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Exposure of the banking system to the Global Financial Crisis attracted attention to the study of riskiness and spillover. This paper studies the pattern of systemic risk and size effect in the Indian banking sector. Based on market capitalization, three public sector banks and three from the private sector were taken. Data are taken from the year 2007 to 2020. The analysis is done through quantile-CoVaR (Conditional Value at Risk) and TENET (Tail-Event-Driven Network) measure. State variables like Indian market volatility and global risk measures negatively influence the Indian banks’ returns. Liquidity risk is a crucial aspect of private banks. Public banks experience public confidence even in the distress period. Large banks like HDFC and SBI bank offer the highest degree of systemic risk contribution. The role of private banks in transmitting systemic risk has been intensifying since 2015. Small-sized banks like PNB and BOB have become significant receivers and transmitters of risk.

1. Introduction

As per the famous saying, “Never let a crisis go waste,” the Global Financial Crisis (GFC) 2008 created an opportunity for revamping the financial system of the world’s economies. It then became imperative to identify and address the pattern of dynamic linkages produced through common exposures and risk concentration across financial institutions, as corroborated by Adrian and Brunnermeier [1].

Consequently, the Financial Stability Board was established in the G20 summit by the International Monetary Fund and Bank of International Settlements in 2010. Borio [2] emphasized that the former’s objective was to contain the system-wide risks and concurrent downswings posed by key financial institutions in terms of disruptions and losses to the real economy. The goal was to achieve financial stability.

Banks are the primary institution to fuse financial liquidity for the proper functioning of the financial system and ensure stability, as proposed by Mishra, Mohan, and Sanjay [3]. However, they are equally considered a principal channel of stress transmission through their complex web of lending-borrowing relationships [4]. The risk spreads to other financial institutions in the form of liquidity crunches; those are exposed to the same securitized asset or repo. According to Acharya and Steffen [5], the systemic risk arises if there is a systemic liquidity crisis such that the interbank funding dries up. Its source of generation is also complex due to the involvement of both country-level and institution-specific factors. Chakrabarty [6] says that in the Indian domain, financial sector assets contribute 150% of its GDP.

As per India Brand Equity Foundation [7], the share of commercial banks in its financial sector is 64% of total assets, the majority of which is under government ownership, Eichengreen and Gupta [8]; i.e., public banks own 72% of commercial banks’ assets as per Indian Banking Industry report of India Brand Equity Foundation, [9]. India set up the Financial Stability and Development Council (FSDC) in 2010. It addresses the interconnectedness of the Indian financial system through proper systemic risk assessment measures.
Its banking sector is also crippled in the unique problem of “Twin Balance Sheet Syndrome” since 2015 and reflected unique characteristics of expansionary demand growth with overleveraged companies facing debt-serving issues as per the Indian Economic Survey [10]. The outcome was the double digits nonperforming assets, miring of the commercial banks with Nonbanking Financial Companies (NBFCs), and Housing Finance Companies (HFCs), thereby exposing the commercial banks to a greater degree of interconnectness as per the Financial Stability Report of RBI [11]. Subramanian and Felman [12] suggested that the earlier syndromes transformed into the “Four Balance Sheet Challenge”, entangling the four sectors banking, infrastructure, shadow banking, and real estate companies.

Four approaches measured the estimation of systemic risk. The primary one was the stress test proved inadequate by Brunnermeier [13] and Gorton and Metrick [14]. This was followed by the macrostress testing approach by Greenlaw et al. [15], Burrows et al. [16], and Erdem et al. [17]. Then, tail dependence measures, systemic risk index, and expected shortfall measures were developed by Brownlees and Engle [18], Adrian and Brunnermeier [1], and Acharya et al. [19]. These approaches were based on local interdependence, i.e., between the financial institution and the whole system. At the same time, a relatively new approach was through network graphs which were followed by Demirer et al. [20], Wang et al. [21], and Härdle et al. [22]. These graphs are powerful enough to represent the complexity within the financial system, which could be revealed through nodes and edges.

The paper is an attempt to understand the pattern of the interconnectedness of Indian public and private banks. It contributes to the issue of systemic risk of Indian banks [23] of the various topics like the performance of banks [24], nonperforming assets [25], credit risk [26], etc. This is further assessed through the sensitivity of each bank to the macroeconomic variables and each other, as Adrian and Brunnermeier [1] suggested that the interaction of banks cannot be studied in isolation to its exogenous factors. It also overcomes the limitation of the earlier measure of systemic risk, which assumed variables to be normally distributed.

It adopts tail-based systemic risk measures like CoVaR (Conditional Value at Risk) and TENET (Tail-Event-Driven Network Risk). TENET methodology is better than the one adopted by Billio et al. [27], based on Granger-causality connectedness as the events of the latter capture at means of the returns distribution and give fewer weights to the information at the extreme ends.

This allows us to bring out a holistic picture of systemic risk at both disaggregated and aggregated levels. The time-varying aspect is also added. Finally, it assesses the contribution risk in the form of a significant systemic risk receiver (SRR) and systemic risk emitters (SRE) through the directional spillover networks. The paper extends the study by Verma et al. [23] by investigating whether the NBFC crisis initiated in September 2018 triggered tail interconnectedness or showed resilience among the topmost private and public banks in terms of market capitalization. NBFC crisis has enhanced the risk exposure of Indian commercial banks in subscription of commercial papers, extending the line of credit, and repurchasing the existing loans [28]. The liquidity crunch in NBFCs will be followed by contagion risk to the commercial banking sector. Along with the NBFC crisis, the COVID-19 effect was examined. The six topmost banks are selected as these banks are considered to be Systemically Important Banks (SIBs), and any solvency shocks create an alarming signal for the government and policymakers to offer a timely resolution.

It proposes seeking the answers to the following questions. Does heterogeneity in banks persist in the Indian banking system due to its size effect? Are the large banks so large enough to cause risk spillover? Are small banks vital sufficient to deepen a crisis, as proposed by Jiang and Zhang [29]?

The paper is structured as follows: In Section 2, the theoretical background is built upon the systemic risk and is titled “Literature Review.” Section 3 explains the “Methodology and Data” used for the study, followed by “Empirical Analysis” in Section 4. The last section presents the “Conclusions” of the study.

2. Literature Review

Most of the studies were based on developing a new measure for systemic risk, which could converge both institutional and country-specific factors to provide a broader outlook. Kleiow and Nell [4] attempted to analyze the factors driving the systemic risk among the set of European banks. The study applied both the contribution and sensitivity approach in terms of CoVaR and MES (Marginal Expected Shortfall) measures to capture the systemic risk. The new index called the systemic risk index was developed. The highest systemic exposure was found during the crisis periods. Some banks became relatively “too big” to systemically influence others. The study by Le [30], by applying the same measure to the banking sector of 6 ASEAN economies, has found that systemic risk is linked to size, quality of the loan, and market to book value. Banks experienced strong regional connectedness rather than the one experienced during the time of GFC. Elyasiani and Jia [31] investigated whether the size matters to trigger systemic risk via the systemic risk index measure. It was found that downsizing measures would not be as strong as the small banks could trigger the crisis. The focus should be given to the net effect of the strength and weakness of large banks in the US.

While the study was done by Acharya and Steffen [5] on European banks using the MES risk measure from 2007 to 2011, it was found that sovereign debt holdings significantly could explain the systematic risk. The study emphasized that the undercapitalization of banks could alter the findings of the study. Karimalis and Nomikos [32] investigated each European bank’s contribution to systemic risk via copula-based CoVaR and Conditional Expected Shortfall from 2007 to 2012. French and Spanish banks have the highest systemic risk. Common market factors like industrial production, GDP, unemployment, and stock market were important for propagating systemic risk. Yun and Moon [33] explored the systemic risk phenomena in 10
specific characteristics was studied. VaR of individual banks influenced the systemic risk. Roengpiya and Runghcharoensittikul [34] found the systemic risk in six central Thai banks from 1996 to 2009 through CoVaR via quantile regression. It was found that Thai banks stimulated the risk factor of the banking industry during the Asian Crisis. The banks with greater size caused the systemic risk.

Hashem and Abdeljawad [35], through CoVaR and MES, have measured the vulnerability between Bangladeshi Islamic and Conventional Banks. It was found that the conventional banking system was riskier than the Islamic banking system. Huang, De Haan, and Scholtens [36] attempted to capture the systemic risk in 16 Chinese banks from 2007 to 2014 through CoVaR, MES, Systemic Impact Index, and Vulnerability Index measures. It was revealed that the rankings by different methods tend to diverge but were correlated. The systemic risk narrowed after the GFC but again galloped after 2014.

Jiang and Zhang [29] also attempted to investigate the systemic risk in 16 Chinese banks from 2011 to 2018 via an indicator approach and a market-based approach. It was found that the indicator approach complements the other one. Dynamic CoVaR was further modeled to include state variables. It was found that small banks became vital for the system in one phase, while for the other phase, the large banks were identified as systemically important. Acharya et al. [19] measure the institutional contribution of US institutions to systemic risk via MES and SES (Systemic Expected Shortfall) measures. The models could predict such contributions. Further, short-term leverages like repos, commercial papers, and deposits were found to have a pronounced effect in causing the systemic risk during the crisis.

Some studies highlighted the interconnections between the banks and financial institutions which may arise due to systemic risk. Härdle et al. [22] introduced TENET and the Single Index Model to study the systemic risk and then the interconnectedness among the financial institutions. It was evidenced that depository institutions were the ones who were the systemic risk-takers and emitters, while the insurer’s role was minimal during GFC. Verma et al. [23] identified the interlinkages between the government-owned and private Indian banks with a sample of 18 and 13 banks, respectively, from 2007 to 2017. The results from the VaR, CoVaR, and Single Index Model in quantile regression revealed systemic risk during the crisis periods. Huang et al. [37] investigated the systemic risk contribution of 39 financial institutions in China from 2011 to 2015. CoVaR was estimated using the DCC-GARCH model. It was found that firms with greater node strength had more significant contributions to systemic risk. Demirer et al. [20] have estimated the global bank interconnections with the sample of 150 banks from the USA, Australia, Japan, Canada, China, Singapore, Malaysia, Korea, and India from 2004 to 2014. It was found that the connectedness has extended over bad times. The small banks could transmit shocks to the whole system during bad times, causing systemic inferences.

Clemente et al. [38] have investigated the systemic risk in the European banking system from 2003 to 2017 using market data. The evidence of systemic risk via clustering coefficients indicating the strength of interconnectedness was found during the crisis. Chabot and Bertrand [39] investigated the financial connectedness of 262 financial institutions from 2000 to 2015 through network analysis. The results revealed that the banks were connected to those with a high reputation, i.e., those which can be rescued by the government and enjoy implicit guarantees.

Some studies have pointed out that the bank’s role in contributing to systemic risk is the maximum across all other financial institutions. Oscar et al. [40] investigated the contribution of banks, insurance, and other financial sectors to systemic risk in Europe and the USA from 2004 to 2012. CoVaR risk was used to measure the risk. The quantile regression estimates highlighted that other financial firms and banks were the systemically riskiest in Europe during the distress periods. At the same time, insurance was systemically riskiest in the USA. Girardi and Ergün [41] investigated the systemic risk contribution of 74 US financial institutions from 2000 to 2008. An investigation was done on four groups: banks, insurance, brokerage, and other financial firms. Industrywise, time-varying CoVaR was obtained via the DCC-GARCH model. Castro and Ferrari [42] made an investigation from a sample of 26 European banks from 1999 to 2012. It was found that only a few banks could be considered systemically crucial following the CoVaR approach. Diebold and Yilmaz [43] have investigated connectedness in US financial institutions from 1999 to 2010. The sample includes 13 institutions of categories like commercial banks, investment banks, insurance companies, and mortgage companies.

Billio et al. [27] investigated the interlinkages between the four categories of financial institutions, i.e., banks, brokers, hedge funds, and insurers. The interlinkages were found to be solid and complex due to asymmetry and nonlinearities estimated by Granger causality. However, banks were identified as the financial institutions responsible for transmitting shocks to others. Wang et al. [44] investigated the multilayer interconnectedness across the Chinese SIBs and an insurance group called SIFIs (Systemically Important Financial Institutions) from 2008 to 2018. The Granger-causality test was extended for capturing mean, volatility, and extreme risk nuances. The results revealed that such a model provided an early warning signal before the eve of the European and Chinese stock market crash of 2015-2016. Banks exhibited a greater degree of overlap. Wang et al. [45] extended the study to include 30 Chinese financial institutions from three groups, i.e., banks, securities, and insurance, from 2011 to 2018. A similar multilayer technique was adopted at variance decomposition setting. The spike in spillover was found before the Chinese stock market crisis and weak information transmission between volatility and extreme risk layers.

Studies like [46] showed how systemic risk occurring in financial markets can percolate to the real economy and how the gap between real activity and financial activity is blurred. The study was based on finding the relation between the financial market-wide systemic risk and the macroeconomic
downturn in the USA and Europe from 1946 to 2011 and from 1994 to 2011. It was found that Industrial Production growth, Chicago Fed National Activity Index, equity volatility, and Fed Fund rate were all severely influenced by the rise in the systemic risk. Bianconi et al. [47] showed how market sentiment could aggravate the systemic risk in financial markets. The two measures, i.e., the VIX and consumer pessimism, were adopted to analyze 14 US financial institutions from 1992 to 2006.

From the existing literature review, it is clear that the studies on assessing the systemic risk in the Indian context are limited either to the conventional measures or to the time dimension. Since the pattern of riskiness is a continuously evolving pattern, it is thus imperative to study the systemic risk in Indian banks in recent times when it is feeling the stress from the NBFC sector. Further, the possible channels of systemic risks in Indian banks were needed to be demystified. The study also compares both the conventional and advancing measure of systemic risk, which was yet to be studied.

3. Methodology and Data

3.1. Methodology. To measure the interbank risk spillover emerging from the extreme events in a single financial institution, Adrian and Brunnermeier [1] proposed the Conditional Value at Risk (CoVaR) model through a bivariate setting of linear quantile regression. This model was better than VaR because it effectively measures an institution's contribution to system-wide risk [29] while the latter only measured the risk prevalent in a single institution.

Accordingly, the institutional VaR is defined as

$$P(X_i^t \leq \text{VaR}^{t}_{i,t}) = \tau \%,$$

where $\tau$ is the specified quantile and $X_i^t$ is the returns of bank $i$ by $t$ th time.

The risk spillover measured through CoVaR takes accounts for the state variables to capture the tail risk connectedness. The CoVaR of institution $k$ at time $t$ is denoted by

$$P(X_i^k \leq \text{CoVaR}^{t}_{k,i,t} | I^t_k) = \tau \%,$$

where $I^t_k$ is the conditional information on the event of $X_i^t = \text{VaR}^{t}_{i,t}$ and $S_{t-1}$ as a vector of state variables. Accordingly, $\Delta \text{CoVaR}^{t}_{k,i} = \text{CoVaR}^{t}_{k,i} - \text{CoVaR}^{t}_{i,i} - \text{VaR}^{t}_{i,t}$ measures the incremental contribution of the financial institution to system-wide risk when $i$ is shifting from a normal situation to a distress situation.

3.2. Tail-Event-Driven Network (TENET). Adrian and Brunnermeier [1] measured the systemic risk between two institutions with quantile regression independently. This setup ignored the high dimensionality, which causes the interactions between all the financial institutions in the setup. This problem was subdued by Härdle et al. [22]. The TENET procedure consists of three steps.

First, a linear quantile regression model is estimated as

$$X_i^t = C_i + \theta_i S_{t-1} + \epsilon_i^t,$$

$$X_i^k = C_{klt} + \theta_{klt} S_{t-1} + \Phi_{klt} X_i^{kt} + \epsilon_{klt}^t,$$

where $X_i^t$ and $X_i^k$ are the returns of bank $i$ and $k$ at time $t$. $\Phi_{klt}$ is the responsiveness of bank $k$ to changes in returns of bank $i$ corresponding to the tail event. Second, CoVaR is estimated by placing the estimated VaR in equation (5) to equation (6).

$$\text{VaR}^{t}_{i,t} = C_i + \theta_i S_{t-1},$$

$$\text{CoVaR}^{t}_{k,i,t} = C_{klt} + \theta_{klt} S_{t-1} + \Phi_{klt} \text{VaR}^{t}_{i,t},$$

where $\Phi_{klt}$ represents the extent of interconnectedness. Here, $k$ is the system-wide returns and $i$ is the individual returns of the institution. This step was obtained through a single index model via quantile regression to obtain the contribution CoVaR of the individual bank with the relevant banks based on tail events and interactions.

Furthermore, the directional spillover can be estimated as follows:

$$\Phi_{klt} = f(\Phi_{klt}^T M_{klt} + \epsilon_{klt}),$$

$$\text{CoVaR}^{t}_{k,i,t} = f'(\Phi_{klt}^T M_{klt}),$$

$$D_{k,M_{kt}} = \delta f(\Phi_{klt}^T M_{klt} \Phi_{klt}^T),$$

where $M_{klt} = \{x_{kt}, S_{kt-1}\}$ represents the including $x_{kt} = \{x_{1t}, x_{2t}, \ldots, x_{mt}\}$ which are independent variables of all the banks taken in the sample except for $k$ th bank. $\Phi_{klt}$ is the static parameters.

For dynamic estimations, the rolling window size is taken as $n = 48$ for a year’s weekly data. $D_{k,M_{kt}}$ represents the marginal covariate effects through gradient descent measure. $\text{MC}_{k,s}$ stands for market capitalization of the $k$th entity. This shows the network spillovers. Networks are based on partial derivatives of other banks; i.e., $\Phi_{klt}$ th quantile is considered 1% and 5%.

In the final step, the Systemically Important Banks are identified on SRR (Systemic Risk Receivers) and SRE (Systemic Risk Emitter) estimates as follows:

$$\text{SRR}_{k,s} = \text{MC}_{k,s} \cdot \left( \sum_{i \in Z_{im}} \left( |D_{k,i}^t| \cdot \text{MC}_{k,s} \right) \right),$$

$$\text{SRE}_{k,s} = \text{MC}_{k,s} \cdot \left( \sum_{i \in Z_{im}} \left( |D_{k,i}^t| \cdot \text{MC}_{k,s} \right) \right).$$

3.3. Data. For the study, weekly data from 1st January 2007 to 31st March 2020 is taken consisting of a sample of 3 public and 3 public sector banks in India. The list of banks considered for the study is presented in Table 1.
Table 1: List of banks and macrostate variables.

| Public banks          | Public banks market capitalization in Rs | Symbols |
|-----------------------|-----------------------------------------|---------|
| State Bank of India   | 2727.73 billion                         | SBI     |
| Punjab National Bank  | 23.478 billion                          | PNB     |
| Bank of Baroda        | 38.452 billion                          | BOB     |

| Private banks         | Market capitalization in Rs             |         |
|-----------------------|-----------------------------------------|---------|
| HDFC Bank             | 5605.4 billion                          | HDFC    |
| ICICI Bank            | 2128.7 billion                          | ICICI   |
| AXIS Bank             | 1643.59 billion                         | AXIS    |

| Macrostate variables  | Description                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| Global risk           | VIX is an implied volatility (IV) measure of investor fear gauge derived from S&P 500 options |
| Market risk           | Indian stock market risk derived from implied volatility measure of nifty 50 options price |
| Exchange rate volatility | Realized volatility measure of USD/INR exchange rate calculated *            |
| Liquidity spread      | Weighted average call rate - RBI repo rate captures the liquidity stress among banks |

*\[ \text{VOL}_t = \sum_{i=0}^{t} \text{ER}_i^2; \] here, ER is the change in the exchange rate and \( t \) is a window of 10 days.

Ideally, the Twin Balance Sheet Syndrome was vigilant in 2015 in the Indian banking system; however, its history was related to the 2007-2008 crisis period as per the Indian Economic Survey [10]. Hence, it motivated us to trace the pattern of connectedness among Indian banks from the 2007 crisis. Apart from that, the period could also capture the effect of the IL&FS crisis during 2018-2019 and reflect the initial signs of the Coronavirus pandemic on the Indian banking system.

The bank’s selection is based on market capitalization values, as quoted from the Business Today report. The data on the macrostate variable is taken from the Reserve Bank of India. Four state variables were included for the study, i.e., the global risk, exchange rate volatility, market volatility, and funding risk as identified by a systemic risk survey conducted by the Reserve Bank of India [48]. Further, Shin [49] proposes that excessive asset growth contributes to systemic risk by fostering interconnectedness in financial institutions.

3.4. Empirical Analysis

3.4.1. Preliminary Analysis. From the descriptive summary in Table 2, inferences on the essential characteristics of the set of public and private banks can be drawn. All three public sector banks offer a weekly negative return. Of the three public banks, the SBI offers the highest weekly returns on average, followed by BOB. SBI returns tend to exhibit the lowest volatility, and PNB shows the highest volatility. While the private sector banks offer positive weekly returns on average. HDFC bank offers the highest returns and highest volatility. The lowest return is exhibited by ICICI bank.

From the skewness estimates, it can be observed that the weekly returns of all the public sector banks are positively skewed, signaling that a lot of observations lie on the right end of the returns distribution with a fatter tail. In comparison, private sector banks like HDFC displayed a fatter right end tail. But the other two banks exhibited negative skewness with a lot of observations on the left end. The kurtosis measures depict that the two public sector banks’ returns distribution is platykurtic. In comparison, PNB describes leptokurtic distribution with a lot of extreme events. The two private sector banks like HDFC and ICICI show the leptokurtic distribution. At the same time, AXIS shows the platykurtic distribution.

From these preliminary findings, it can be concluded that the bank’s returns series have asymmetry and contain extreme events which cannot be captured by standard regression measure.

Quantile regression estimates from Table 3 and 4 depict the relationship between the set of macrovariables and set of banks at normal (50% quantile) and stress periods (1% and 5% quantile). Table 3 reveals that, during the stress period, all the private sector banks taken together are negatively influenced by the change in VIX and change in IVIX as macrofactors. During a normal period, liquidity spread exhibits positive relationships with all public banks. Exchange rate volatility does not influence any of the banks.

The returns of ICICI and AXIS banks positively influence all the public banks during all periods. HDFC banks affect the returns of public banks only during the normal period. During the normal period, the change in IVIX negatively influences only the SBI returns. Liquidity spread also positively influences PNB and AXIS banks only during a normal period. HDFC bank exhibits a negative influence on PNB at 50% quantile. Both ICICI and AXIS banks are directly related to the SBI, PNB, and BOB at stress and a normal period.

Table 4 reveals that all the private sector banks taken together exhibit aversion to any of the macrofactors during the stress period. They only get impacted by SBI returns during the stress period. During a normal period, changes in VIX produce a negative impact on all private banks. All the public banks potentially influence the returns of all private banks during a normal period. The VIX changes negatively impact the ICICI and AXIS banks during the stress period and on the normal period. But the IVIX negatively influences the ICICI and AXIS bank only during the stress period.

The liquidity spread exhibits negative relation with ICICI and AXIS banks during the stress period only. Exchange rate volatility negatively influences the AXIS bank’s returns at both 1% and 5% quantiles. SBI returns exhibit a positive influence on the returns of all banks during normal periods.
and ICICI and AXIS banks during stress periods. The magnitude of the effect of SBI is the most during the stress period in both these banks. PNB and BOB influence the ICICI bank and AXIS bank, respectively, during the stress period.

Several inferences can be drawn from the static quantile regression estimates:

(i) The general perception of investor’s fear reflected through “volatility indices” negatively influences the bank’s returns, especially during the stress period. The public and private banks tend to be substantially affected by Indian volatility index measures than the US measure reflected through the absolute value of coefficients. The liquidity spread used as a measure for “liquidity risk” exhibits a negative relation with the two private banks, i.e., ICICI and AXIS banks, during the stress period. In comparison, the public banks show a positive relationship with liquidity spread during a normal period. This signals that a rise in the liquidity spread during the stress period does not induce panic behavior of investors leading to the sale of stocks of public banks. But this trend is reversed in the case of private banks except for HDFC, which still displays resilience to liquidity risk.

(ii) The public banks display resilience to exchange rate volatility, but AXIS bank does not. As a result, the returns of only AXIS bank tumbles with the sudden fluctuations in exchange rate experienced during the stress period.

(iii) Of the private sector banks, HDFC shows resilience to all the macroeconomic factors.

(iv) The public banks, especially SBI, exert a greater positive influence on private banks during stress and normal periods while two private banks, the ICICI and AXIS banks, substantially influence the public banks.

3.5. Disaggregated Analysis. This section provides an institutional-level analysis of systemic risk. The contribution of each bank was estimated through VaR and CoVaR estimates.

Table 5 presents the summary of time-varying VaR estimates in which there is the individual risk contribution of each bank at both 5% and 50% quantiles. PNB has the highest VaR of 8.96% among all the banks. HDFC has the highest VaR of 7.77% among the private banks. ICICI has the lowest VaR of 6.68% during the period of stress. This would mean that investors holding PNB stock in the portfolio have a 5% chance of losing at least 8.96% of the portfolio and a 50% chance of losing 0.8% of the portfolio. Among all the banks, the maximum loss on investment in ICICI stocks is limited to 6.68% with a 95% confidence level.

A high VaR does not mean that the bank will have an increased contribution to the systemic risk during the distress period. For assessing the systemic risk contribution produced by each bank, CoVaR is estimated.

Table 6 presents the summary of the time-varying CoVaR model. PNB has the highest CoVaR of 6.4% and 6.34%, respectively, at 1% and 5% quantiles among the public banks. This would mean that in the distress period at PNB, the bank contributes to the system-wide average loss of 6.4% to 6.4%. Among all banks, HDFC bank has the highest CoVaR of 7.05% and 7.59% at 1% and 5% quantiles, respectively, with the highest volatility in CoVaR of 6.13% to 8.81%. This signals that if the HDFC bank faces distress, it contributes an average loss of 7.05% to 7.59% to other banks. The least contribution to systemic risk is offered by ICICI bank, i.e., 5.2% to 5.36%. On the other hand, the average contribution to systemic risk by private banks is observed to be higher.

Figure 1 presents the time-varying estimates of returns of specific banks, VaR (at 50%) and CoVaR (at 5%) represented in black, green, and red colors. From the figure, it can be seen that all the Indian banks exhibit the volatility clustering effects that are specifically substantial during 2007–2009 as also observed by Ramprasad et al. [23] and also observed in 2017–2019. The CoVaR range was maximum in the case of PNB, i.e., from 0 to 40%. But the rest of the public banks contributed to systemic risk to a maximum level of 20%. PNB displays the highest CoVaR values during 2017–2018 due to the 1.8 billion dollars fraud.

While comparing the private sector banks, the CoVaR values ranged from 0% to 99% in the case of HDFC banks and 0% to 40% in ICICI and AXIS banks. The HDFC and ICICI banks spread the systemic risk to others during the subprime crisis periods the most, and hence after they contributed the most, around 20%. In comparison, the AXIS
|        | All  |        |        | SBI  |        |        | PNB  |        |        | BOB  |        |        |
|--------|------|--------|--------|------|--------|--------|------|--------|--------|------|--------|--------|
|        | 1%   | 5%    | 50%    | 1%   | 5%    | 50%    | 1%   | 5%    | 50%    | 1%   | 5%    | 50%    |
| VIXR   | −0.0263 | −0.1114** | −0.0345 | −0.0132 | −0.0132 | −0.0018 | 0.03515 | −0.0573 | −0.0028 | −0.1288 | −0.0687 | 0.00572 |
|        | [0.764] | [0.0131] | [0.299] | [0.744] | [0.535] | [0.867] | [0.689] | [0.026] | [0.0028] | [0.077] | [0.104] | [0.6667] |
| IVIXR  | −0.3517* | −0.1023 | −0.0459 | −0.0287 | −0.0137 | −0.0264*** | −0.0103 | 0.00552 | [0.798] | −0.0521 | −0.0361 | −0.0077 |
|        | [0.0007] | [0.101] | [0.233] | [0.593] | [0.639] | [0.055] | [0.302] | [0.871] | [0.511] | [0.453] | [0.6231] |
| LIS    | 0.00299 | 0.00593 | 0.0426* | −0.0137 | −0.0043 | 0.01053 | 0.01713 | −0.0011 | [0.703] | 0.00369 | −0.0122 | 0.0109** |
|        | [0.963] | [0.736] | [0.00] | [0.183] | [0.771] | [0.182] | [0.783] | [0.918] | [0.01594] | [0.949] | [0.596] | [0.0534] |
| EV     | −0.1907 | −0.3186 | 0.07396 | −0.0794 | −0.0881 | 0.01474 | −0.0703 | 0.0392 | [0.00] | 0.10297 | −0.0812 | 0.01372 |
|        | [0.5959] | [0.307] | [0.431] | [0.6963] | [0.419] | [0.737] | [0.821] | [0.7654] | [0.0086] | [0.612] | −0.0812 | 0.01372 |
| HDFCR  | 0.06409 | −0.0602 | −0.0674*** | −0.0154 | −0.0104 | −0.0079 | −0.1956 | −0.0708 | [0.864] | 0.14081 | [0.274] | [0.7203] |
|        | [0.8743] | [0.298] | [0.098] | [0.9418] | [0.773] | [0.692] | [0.759] | [0.1058] | [0.236] | [0.936] | [0.271] |
| CICIR  | 0.9612* | 0.6442* | 1.13743* | 0.08966 | 0.3337* | 0.44183* | 0.54585*** | 0.19772*** | [0.0] | 0.18777*** | 0.29623*** | 0.39278* |
|        | [0.001] | [0.0015] | [0.00] | [0.4279] | [0.0007] | [0.00] | [0.075] | [0.0706] | [0.39047*] | [0.028] | [0.068] | [0.00] |
| AXISR  | 0.6243*** | 1.34703* | 0.88783* | 0.50759* | 0.3489* | 0.22658* | 0.11802 | 0.40582* | 0.30159* | 0.2209 | 0.34423*** | 0.27859* |
|        | [0.094] | [0.00] | [0.00] | [0.00047] | [0.0002] | [0.00] | [0.685] | [0.0003] | [0.00] | [0.151] | [0.0376] | [0.00] |

Note. The symbols *, **, and *** denote the significance level at 1%, 5%, and 10%, respectively. Values in square brackets represent the p values for the QR coefficients.
Table 4: Quantile regression for private banks as dependent variables.

|       | All            | HDFC          | ICICI          | AXIS           |
|-------|----------------|---------------|----------------|----------------|
|       | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% | 1%  | 5%  | 50% |
| VIXR  | 0.07843        | −0.0506       | −0.0083*       | 0.2732         | −0.0258       | −0.0161**      | −0.1053*       | −0.0611**      | −0.0405*       | [0.0039]       | −0.0483***      | −0.0359*       |
|       | [0.828]        | [0.6206]      | [0.00]         | [0.401]        | [0.382]       | [0.032]        | [0.00]         | [0.00]         | [0.218]        | [0.0039]       | [0.088]         | [0.0003]       |
| IVIXR | −0.3474        | −0.1023       | −0.0459        | −0.0287        | −0.0118       | −0.0068**      | 0.0263         | −0.0258        | −0.0161        | [0.828]        | [0.6206]        | [0.00]         |
|       | [0.266]        | [0.238]       | [0.7192]       | [0.298]        | [0.809]       | [0.234]        | [0.652]        | [0.0295]       | [0.998]        | [0.00]         | [0.0411]        | [0.951]        |
| LIS   | −0.3108        | −0.0933       | −0.0071        | −0.3327        | −0.0364       | 0.0026         | 0.01713        | −0.0351**      | −0.0351**      | −0.0283        | −0.0523**       | 0.00309        |
|       | [0.1808]       | [0.308]       | [0.6091]       | [0.377]        | [0.418]       | [0.3062]       | [0.391]        | [0.0511]       | [0.2773]       | [0.415]        | [0.0501]        | [0.651]        |
| EV    | −0.2238        | −0.3332       | 0.03727        | 0.54919        | −0.1555       | 0.02313        | −0.3725        | −0.0813        | [0.00]         | −0.2936**      | −0.0856*        | −0.0058        |
|       | [0.8104]       | [0.263]       | [0.4787]       | [0.695]        | [0.1518]      | [0.549]        | [0.331]        | [0.629]        | [0.141]        | [0.0004]       | [0.863]         |               |
| SBIR  | 2.156***       | 1.4501*       | 1.20135*       | 0.91724        | −0.14069      | 0.2513*        | 0.79996*       | 0.6937*        | 0.5626*        | 0.5324*        | 0.48083*        | 0.3974*        |
|       | [0.076]        | [0.0008]      | [0.00]         | [0.508]        | [0.445]       | [0.00]         | [0.000]        | [0.00]         | [0.00]         | [0.00]         | [0.00]          | [0.00]         |
| PNB   | −1.1854        | −0.1199       | 0.2317*        | −0.6989        | 0.05965       | 0.03705        | −0.2767**      | −0.0127        | 0.0702**       | −0.0717        | 0.1345          | 0.1091**       |
|       | [0.3201]       | [0.732]       | [0.0008]       | [0.591]        | [0.712]       | [0.262]        | [0.029]        | [0.914]        | [0.025]        | [0.548]        | [0.286]         | [0.014]        |
| AXISR | 0.57456        | 0.54222       | 0.284*         | −0.1529        | 0.16617       | 0.02083        | 0.15933        | 0.17664        | 0.1072*        | 0.22417**      | 0.10979         | 0.1416*        |
|       | [0.6197]       | [0.1527]      | [0.0003]       | [0.923]        | [0.251]       | [0.559]        | [0.163]        | [0.148]        | [0.0037]       | [0.036]        | [0.263]         | [0.0019]       |

Note. The symbols *, **, and *** denote the significance level at 1%, 5%, and 10%, respectively. Values in square brackets represent the p values for the QR coefficients.
bank exhibited the highest CoVaR during the COVID-19 crisis period, which ranged up to 40%. Thus, from the time-varying estimates, it can be concluded that the contribution of private banks to the systemic risk is marginally higher than the public banks. Further, the contribution of public banks stands visibly enhanced during the recent period.

Figure 2 presents the rolling ΔCoVaR estimates depicting the difference in CoVaR when the bank $i$ is in a normal state defined by 50% quantile (marked in blue) and CoVaR when the bank $i$ is in a distressed state defined by 1% quantile (marked in red). ΔCoVaR is the incremental Value at Risk inflicted on the financial system when it is in distress. It can be observed that the incremental contribution for SBI when it is shifting from median VaR to extreme tail VaR at 5% is high during the financial crisis. However, it remains constant throughout the whole sample period. Only during 2019, incremental contribution narrowed down. For PNB, the incremental contribution was high during GFC, then it narrowed to a constant range and witnessed a spike in the ΔCoVaR during 1.8-billion-dollar fraud in 2017 and 2018, which continued until the end of the sample period. For BOB, ΔCoVaR values were extremely high during the financial crisis followed by a sustained ΔCoVaR till 2017. But after 2018, a sudden spike in ΔCoVaR was observed due to the merger announced in September 2018, subsumed to a normal range until the end.

The ΔCoVaR values were extraordinarily high and volatile for all the private sector banks during the financial crisis. For HDFC bank, ΔCoVaR reached a new high during late 2016 and 2017; henceforth, it reached a normal range. For ICICI and AXIS banks, ΔCoVaR widened after 2015 to mark the growing importance of private banks. It can be concluded that ΔCoVaR was time-varying and heterogeneous across the set of public and private banks. Where SBI maintained its incremental contribution throughout the system of banks, HDFC observed a sudden rise in the incremental contribution, possibly due to the greater exposure to unsecured retail credit and company credit resulting in the mounting of the nonperforming assets, Nachiket [50].

The ICICI and AXIS banks progressively contributed after the Chinese stock market crash. Therefore, evidence for size and systemic risk contribution linkage can be inferred at this stage. HDFC bank is the highest risk contributor, followed by SBI, ICICI, and AXIS banks. But a clear ranking is not possible to allocate across the banks as the ΔCoVaR tends to vary with time. The tail interconnected network graphs were analyzed to facilitate a clear comparison of the significant risk contributor and receiver.

### 3.6. Aggregated Analysis

Figure 3 depicts the pattern of total connectedness and average connectedness denoted by blue and dashed lines, respectively, from 2007 to 2020 at 5%
Figure 1: (a) SBI, (b) PNB, (c) BOB, (d) HDFC, (e) ICICI, and (f) AXIS.
Figure 2: (a) CoVaR of SBI at 5% and 50% quantiles. (b) CoVaR of PNB at 5% and 50% quantiles. (c) CoVaR of BOB at 5% and 50% quantiles. (d) CoVaR of HDFC at 5% and 50% quantiles. (e) CoVaR of ICICI at 5% and 50% quantiles. (f) CoVaR of AXIS at 5% and 50% quantiles.
quantile. On comparing the results at 1% quantile, a similar pattern of total connectedness was revealed. To avoid any redundancy, only the 5% quantile graph was presented. It represents the total spillover arising in the banking industry as a whole.

This graph reveals that the top Indian banks were connected strongly throughout the Global Financial Crisis, which was captured by average lambda measure and continued until the end of the European Financial Crisis of 2012. It was only at the inception of 2010 that total connectedness was soaring to the highest level due to the mounting of the stressed asset in the banks’ balance sheet. The strong correlations faded away from 2012 to 2015. From 2016 to 2018, the average correlation strengthened. It was due to the efforts taken by RBI to recapitalize the bank’s balance sheet and the introduction of the Indian Bankruptcy Code in 2016. But the total connectedness appears to rise again after 2018 due to the severe liquidity crunch experienced by the Indian banking system due to the IL&FS crisis as per the Economic Survey [51]. Even after the consolidation and recapitalization measures taken by the government and RBI in 2019, the total connectedness remains elevated.

Figure 4 represents the tail interconnectedness of all the Indian banks. The node represents the bank size which is denoted by market capitalization. The edges represent the tail interdependence of the Indian banks. The strength of connectedness was the highest in BOB and SBI, BOB and PNB, AXIS and PNB, PNB and HDFC, and PNB and ICICI pairs. The interdependence of BOB and PNB was the strongest.

Further examination reveals that medium-sized banks like PNB and BOB show a stronger degree of connectedness. PNB reflects bilateral and unilateral connections to every bank and acts as a risk emitter except for SBI. The government banks, like BOB and PNB, exhibited strong directional linkages with other banks.

According to the ranking based on the market capitalization depicted from Table 7, the top three banks which are classified as systemic risk receiver are PNB, HDFC, and ICICI. In comparison, the banks which are systemic risk emitters are BOB, HDFC, and SBI. The banks with lower market capitalization seem to strengthen their influence over the central banks.

4. Conclusion

The results suggest that both the public and private banks are sensitive to state variables in the distress period like Indian VIX and US VIX. However, the sensitivity of private banks to liquidity risk is negative, implying a panic behavior of investors leading to the sale of stocks of private banks and less public confidence in private banks except for HDFC.

HDFC bank displayed resilience to state variables but still observed the highest Value at Risk during GFC, as found by Eichengreen and Gupta [8]. Finally, the systemic risk contribution exhibited dynamic behavior across the banks when an extreme situation arises, as seen by Jiang and Zhang.
The contribution of private banks like AXIS and ICICI banks substantially increased after 2015. On the other hand, SBI continues to maintain a standard range of marginal contribution to systemic risk, indicating its importance over the years. The TENET graphs depict that the overall connectedness was high during the GFC. The elevated level of connectedness was reverted during 2016, which got eventually subdued by efforts taken by RBI. Further, the new pattern of connectedness was vigilant after the 2018 NBFC crisis.

BOB, HDFC, and ICICI were the risk contributors to the whole system in terms of market capitalization. Thus, the large-size banks in terms of market capitalization like HDFC and SBI tend to contribute more, as was found by Ramprasad et al. [23].

The intensification of the systemic risk contribution across the private banks and banks with a lower market capitalization in India forms the peculiarity of the Indian banking system. It is a cause of concern for the regulators. With the banks’ growing market capitalization and asset base, distress in these banks will potentially bring distress to the other financial institutions and the economy. Moreover, these banks can act as a conduit to transfer risk to larger and public banks like SBI through “deposit flight,” which encourages them to leverage in risky projects Eichengreen and Gupta [8].

This problem aggravated by the implicit government guarantee eventually will cause “too big to fail” consequences.

However, to inflict public confidence in private bank deposits, recent measures to enhance the deposit insurance limit to Rs 0.5 million, and direct fund transfer to depositors along with a stricter vigilance over its defaults as put by Nathan [52] is a step forward. Similarly, valuable insights can be drawn from the study to develop early warning signals [53].

**Data Availability**

The data used to support the findings of this study are available from the corresponding author upon request.

**Additional Points**

*Further Readings.* Contagion risk in financial sector: Fitch says 30% of banks’ NBFC exposure could turn bad (The Financial Express).
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