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Abstract—Gradient-related first-order methods have become the workhorse of large-scale numerical optimization problems. Many of these problems involve nonconvex objective functions with multiple saddle points, which necessitates an understanding of the behavior of discrete trajectories of first-order methods within the geometrical landscape of these functions. This paper concerns convergence of first-order discrete methods to a local minimum of nonconvex optimization problems that comprise strict-saddle points within the geometrical landscape. To this end, it focuses on analysis of discrete gradient trajectories around saddle neighborhoods, derives sufficient conditions under which these trajectories can escape strict-saddle neighborhoods in linear time, explores the contractive and expansive dynamics of these trajectories in neighborhoods of strict-saddle points that are characterized by gradients of moderate magnitude, characterizes the non-curving nature of these trajectories, and highlights the inability of these trajectories to re-enter the neighborhoods around strict-saddle points after exiting them. Based on these insights and analyses, the paper then proposes a simple variant of the vanilla gradient descent algorithm, termed Curvature Conditioned Regularized Gradient Descent (CCRGD) algorithm, which utilizes a check for an initial boundary condition to ensure its trajectories can escape strict-saddle neighborhoods in linear time. Convergence analysis of the CCRGD algorithm, which includes its rate of convergence to a local minimum, is also presented in the paper. Numerical experiments are then provided on a test function as well as a low-rank matrix factorization problem to evaluate the efficacy of the proposed algorithm.
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I. INTRODUCTION

The gradient descent method and its (stochastic) variants have been at the forefront of nonconvex optimization for nearly a decade. Many of these variants stem from the earliest works like [1], [2], [3], the interior-point method [4], [5], [6], and their stochastic counterparts. But the highly complicated geometrical landscape of many nonconvex functions often puts the efficacy of these algorithms to question, which otherwise have robust performance in convex settings. Indeed, problems involving matrix factorization [7], neural networks [8], rank minimization [9], etc., can be highly nonconvex, wherein the function geometry can possess many saddle points that create regions of very small magnitude gradients, something which the gradient-related methods rely upon heavily. As a consequence, travel times for trajectories generated by these methods in such regions could be exponentially large, thereby defeating the purpose of optimization. However, the large travel times around saddle points for gradient-based methods is not always the case; see, e.g., [10] that gives a linear exit-time bound for first-order approximations of gradient trajectories provided some necessary boundary conditions are satisfied by the trajectories. Such analysis suggests existence of gradient-based methods capable of ‘fast’ traversal of geometrical landscapes of nonconvex functions under appropriate conditions. Development of such methods, however, necessitates a deeper geometric analysis of the saddle neighborhoods so as to leverage any initial boundary conditions required by the faster gradient trajectories around saddle points in order to reduce the total travel time on the entire function landscape.

To this end, we first study in this paper the problem of developing sufficient boundary conditions for gradient trajectories around any saddle point $x^*$ of some nonconvex function $f(x)$ that can guarantee linear exit time, i.e., $K_{exit} = \Theta(\log(e^{-1}))$, from the open saddle neighborhood $B_{f}(x^*)$. This problem focuses on a closed neighborhood $\bar{B}_{f}(x^*)$ around the saddle point $x^*$, with the current iterate $x_0$ sitting on the boundary of this neighborhood, i.e., $x_0 \in \bar{B}_{f}(x^*) \setminus B_{f}(x^*)$. Suppose also that the gradient trajectory starting at $x_0$ has approximately linear exit time from this region $B_{f}(x^*)$. (Existence of such trajectories is guaranteed because of the analysis in [10].)
Then, the question posed here is what are the sufficient conditions on $x_0$ such that the trajectory can escape $B_\varepsilon(x^*)$ in almost linear time of order $O(\log(\varepsilon^{-1}))$. Once the sufficient conditions have been derived, we next study the question of whether it is possible to get linear rates of travel by the same gradient trajectory in some bigger neighborhood $B_\varepsilon(x^*) \supset B_\varepsilon(x^*)$. Note that unlike the matrix perturbation-based analysis in [10], the radius $\xi$ of the bigger neighborhood needs to be characterized by a fundamentally different proof technique. This is since the eigenspace of the Hessian $V^2f(x)$ for any $x \in B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$ cannot be obtained by perturbing the eigenspace of $V^2f(x^*)$ since the series expansion of $V^2f(x)$ about $V^2f(x^*)$ may not necessarily converge from matrix perturbation theory. Third, after such linear rates have been obtained, we then study whether it is possible to develop a robust algorithm that leverages the boundary conditions so as to steer the gradient trajectory away from $B_\varepsilon(x^*)$ in almost linear time. Finally, we seek an answer to the question of whether the developed algorithm converges to a neighborhood of a local minimum and, if so, what would be its rate of convergence within the global landscape of the nonconvex function.

To address all these problems effectively, we engage in a rigorous analysis of trajectories of the vanilla gradient descent method, starting off directly where we left in [10]. First, we utilize tools from the matrix perturbation theory to develop sufficient conditions on $x_0 \in B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$ for which the subsequent gradient trajectory has linear exit time from $B_\varepsilon(x^*)$. Next, we prove a rather intuitive yet extremely powerful result, termed the \textit{sequential monotonicity} of \textit{gradient trajectories}, which establishes that the gradient trajectories in a neighborhood of the saddle point first exhibit contractive dynamics up to some point and there onward strictly expansive dynamics. Next, we provide an analysis of the travel time for the gradient trajectory in the region $B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$ using the sequential monotonicity result. Finally, we develop a novel gradient-based algorithm, termed \textit{Curvature Conditioned Regularized Gradient Descent} (CCRGD), around the idea of sufficient boundary conditions with a robust check condition guaranteeing almost linear exit time from $B_\varepsilon(x^*)$. In doing so, we also prove certain qualitative lemmas about the local behavior of gradient trajectories around saddle points. Thereafter, the asymptotic convergence and the rate of convergence for CCRGD to a local minimum is proved using these lemmas. Finally, the performance of CCRGD is evaluated on two problems: a test function for nonconvex optimization and a low-rank matrix factorization problem.

\section*{A. Relation to Prior Work}

Since this work directly extends the results in [10], we steer away from repeating the discussion in [10, Sec. 1.1] in relation to existing convergence guarantees for gradient-related methods in nonconvex settings. Instead, we primarily focus in this section on presenting comparisons and highlighting key differences between our contributions and the existing literature. In addition, given the vast interest of the optimization community in nonconvex optimization using gradient-related methods, we also discuss some additional relevant works in here.

Similar to [11], which focuses on the first order methods, we prove in Theorem 5 that the trajectories generated by the proposed CCRGD algorithm (see Algorithm 1) converge to a local minimum. But unlike [11], which fundamentally uses the Stable Manifold Theorem [12], we also develop in this paper a proof of convergence of CCRGD to a local minimum and obtain algorithmic convergence rates using the geometry of function landscape near saddle points and in regions that have sufficiently large gradient magnitudes. Though this idea of rate analysis has been well summarized in [13] for gradient-related sequences and more recently in [14] for Newton-type methods, yet these works do not utilize the nonconvex geometry to its fullest extent. Specifically, we categorize the function geometry in our work into ‘regions near’ and ‘regions away’ from the stationary points so as to better analyze ‘escape conditions’ from saddle neighborhoods and at the same time generate convergence guarantees to a local minimum. Within the regions of ‘moderate gradients’ around saddle points, i.e., the \textit{shell} $B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$, we show using the sequential monotonicity property (detailed in Theorem 2) that the sequence $\{x_k - x^*\}$ is strictly monotonic whenever the iterate $\{x_k\}$ has expansive dynamics with respect to $x^*$, while the function value sequence $\{f(x_k)\}$ satisfies the Polyak–Łojasiewicz (PL) condition [15] whenever the iterate sequence $\{x_k\}$ has contractive dynamics with respect to $x^*$ (see Lemma 1). Consequently, linear rates of contraction to a point on the boundary $B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$ are derived using the PL condition and linear rates of expansion to a point on the boundary $B_\varepsilon(x^*) \setminus B_\varepsilon(x^*)$ are obtained using the sequential monotonicity property from Theorem 2, both of which aid in our convergence analysis. Note that the PL condition cannot be applied directly around a saddle point since that would yield a trivial lower bound of 0 on the gradient norm (see Lemma 1). This particular analytical approach of separately analyzing the contractive and expansive dynamics locally around a saddle point and exploiting the PL condition restricted to contractive dynamics is in contrast to the existing works that focus on the problem of escaping saddle points for nonconvex optimization. In addition, while the PL condition or the more general Kurdyka–Łojasiewicz property [16] are often used for local or even global analysis such as in [17] and [18], they have not been used in the context of analyzing local contractive dynamics of iterates w.r.t. a strict saddle point. In terms of the analytical tools used, regions near the saddle points in this work are analysed using the matrix perturbation theory, yielding sharp bounds (‘sharp’ in terms of the condition number, problem dimension, and spectral gap) on the initial conditions, whereas regions away from the saddle points utilize properties like the sequential monotonicity (cf. Theorem 2). Such local analysis distinguishing sufficiently small saddle neighborhoods from moderately small saddle neighborhoods seems to be quite novel and has not been carried out in any previous work to our knowledge.

\footnote{Since this work is a continuation of [10], we refrain from elaborating certain terminologies and definitions that were covered in detail in [10], though a summary of all the required concepts is provided in Sec. III-A to make this a self-contained paper.}
Next, to the best of our knowledge, no other work has provided sufficient boundary conditions for escape from saddle neighborhoods for the case of discrete-time gradient descent-related algorithms. Though the idea is not necessarily new and has been explored while dealing with continuous-time dynamical systems, specifically the boundary value problems, yet it is still nascent when it comes to analyzing saddle points. The continuous-time works such as [18], [19], [20] have been discussed in detail in [10]. However even these works do not analyze the boundary conditions for continuous trajectories. The work [20] does take into account cascaded saddles encountered by continuous trajectories, which gets a detailed treatment in our work in Theorems 6 and 7 for discrete trajectories.

The Stochastic Differential Equation (SDE) setup has also been utilized in a recent work [21] to study gradient-based (stochastic) methods for nonconvex optimization in the continuous-time setting. Interestingly, this work considers the set of index-1 saddle points in the function’s geometry and thereby obtains a stochastic rate of convergence to a global minimum, where the rate is of the order ‘a constant term plus a geometric term’. While the rate is linear/geometric, [21] assumes the coercivity condition (sufficient growth condition on the function away from the origin) and the Villani condition (growth of gradient’s norm), whereas only the former condition of coercivity is assumed in our work. Also, the constant in the non-geometric term of the rate is dependent on the horizon $T$ obtained from discretization of the SDE, which could be large. Moreover, it is not clear how the SDE approach in [21] would apply to the discrete-time setting of this paper.

Recently, within the class of discrete-time non-acceleration-based methods, [22] studies saddle escape in the context of tensor decomposition, [23], [24] provide the rates for escaping saddles using perturbed gradient descent, [25] utilizes the notion of variational coherence between stochastic mirror gradient and descent direction in quasi convex and nonconvex problems for obtaining ergodic rates of convergence to a local/global minimum (under certain conditions), and [26] provides rates and escape guarantees under certain strong assumptions of high correlation between the negative curvature direction and a random perturbation vector. However, none of these stochastic variants explore the idea of initial boundary conditions near saddle points so as to obtain linear rates. It should be noted that the work in [23] shows the time to escape cascaded saddles scales exponentially with dimension, whereas we show in Theorem 7 that the time to escape cascaded saddles is not exponential in dimension. Rather, the number of cascaded saddles encountered by the trajectory is upper bounded and this bound scales only linearly with the inverse of the gradient norms in regions away from the stationary points of the objective. Further, this upper bound on the number of saddles encountered is independent of the problem dimension.

The next set of related discrete-time gradient-based methods includes first-order methods leveraging acceleration and momentum techniques. For instance, the work in [27] provides an extension of SGD to methods like the Stochastic Variance Reduced Gradient (SVRG) algorithm for escaping saddles. Recently, methods approximating the second-order information of the function that preserve the first-order nature of the algorithm have also been employed to escape the saddles. Examples include [28], where the authors prove that an acceleration step in gradient descent guarantees escape from saddle points, and the method in [29], which utilizes the second-order nature of the acceleration step combined with a stochastic perturbation to guarantee escape rates. Moreover, both [30], [31] build on the idea of utilizing acceleration as a source of finding the negative curvature direction. Due to the low computational cost of evaluating gradients, we also make use of such connections between the curvature magnitude and the gradient difference in our proposed algorithm (Algorithm 1).

In the class of first-order algorithms, there also exist trust region-based methods. The work in [32] is one such method that presents a novel stopping criterion with a heavy ball controlled mechanism for escaping saddles using the SGD method. If the SGD iterate escapes some neighborhood in a certain number of iterations, the algorithm is restarted with the next round of SGD, else the ergodic average of the iterate sequence is designated to be a second-order stationary solution. In a similar vein, we formally derive in Lemma 6 the escape guarantees from a neighborhood around a saddle point and utilize that result within the proposed Algorithm 1.

Lastly, higher-order methods are discussed in [33] and [34], which utilize either Hessian-based approaches or a second-order step combined with first-order algorithms so as to reach local minimum with fast speed while trading off with computational costs. Going a step even further, the work in [35] poses the escape problem with second-order saddles, thereby motivating the use of higher-order methods. Though these techniques optimize well over certain pathological functions like those having ‘degenerate’ saddles or very ill-conditioned geometries, yet they suffer heavily in terms of complexity; e.g., the work [35] requires third-order methods to solve for a feasible descent direction. This further motivates us to develop a hybrid algorithm for the saddle escape problem that captures the advantages of a Hessian-based method and at the same time is low on computational complexity.

Table I draws comparisons between our work and other existing works within the realm of saddle escape in deterministic nonconvex optimization problems. Though there is a plethora of works that study the saddle escape problem, only those works are listed here that address the simple unconstrained optimization problem of minimizing a smooth nonconvex function $f(\cdot)$ and propose perturbation of deterministic gradient-based methods for saddle escape. Many of the other related works discussed in this section tackle stochastic optimization problems and are therefore not included in the table.

B. Our Contributions

This work starts off directly from the point where we left off in [10], where we obtained exit time bounds for $\epsilon$-precision gradient descent trajectories around saddle points and derived a necessary condition on the initial unstable subspace projection value for linear exit time. The first novel result in this work is
the development of a bound on the initial unstable subspace projection value in Theorem 1 that approximately guarantees the linear exit time bound from [10, Theorem 3.2]. Our second contribution is Theorem 2, in which we analyze the behavior of gradient descent trajectories in some region $B_2(x^*) \supset B_1(x^*)$ where the approximate analysis from matrix perturbation theory may not necessarily hold. In such augmented neighborhood of the strict saddle point $x^*$, we prove that the gradient descent trajectories have a sequential monotonic behavior, i.e., there exists some $\xi$ such that the trajectory inside $B_2(x^*)$ first exhibits contractive dynamics moving towards $x^*$ and then has expansive dynamics for the remainder of the time as long as it stays inside $B_2(x^*)$. Though this property may appear to be trivial for trajectories around saddle points, yet it is extremely important in developing improved rates/travel times of the gradient descent trajectories inside $B_2(x^*)$, which follows from our next contribution. Our third contribution is Theorem 3, in which we obtain upper bounds on the travel time of gradient trajectory inside the shell $B_1(x^*) \subset B_2(x^*)$ that we denote by $K_{shell}$. This particular region is specifically of great importance since we can categorize it as a region of “moderate” gradients (gradient magnitude not too small) that still inherits certain geometric properties such as the minimum curvature from the smaller saddle neighborhood that still inherits certain geometric properties such as the "moderate" gradients (gradient magnitude not too small) of great importance since we can categorize it as a region.

**C. Notation**

All vectors in the paper are in bold lower-case letters, all matrices are in bold upper-case letters, $\mathbf{0}$ is the $n$-dimensional null vector, $\mathbf{I}$ represents the $n \times n$ identity matrix, and $\langle \cdot, \cdot \rangle$ represents the inner product of two vectors. In addition, unless otherwise stated, all vector norms $\| \cdot \|$ are $\ell_2$ norms, while the matrix norm $\| \cdot \|_2$ denotes the operator norm. Further, the symbol $(\cdot)^T$ is the transpose operator, the symbol $\mathcal{O}$

| References | Method of saddle escape | Base algorithm | Explicit dependence on number of saddles | Convergence rate | Type of convergence rate |
|------------|-------------------------|---------------|------------------------------------------|------------------|-------------------------|
| [24]       | One-step noise          | Gradient descent method | $x$ | $\sigma\left(\frac{1}{\sqrt{\log(\frac{1}{\varepsilon})}}\right)$ | probabilistic |
| [28]       | One-step noise with negative curvature search | Accelerated gradient method | $x$ | $\sigma\left(\frac{1}{\sqrt{T\log(\frac{1}{\varepsilon})}}\right)$ | probabilistic |
| [33]       | One-step noise with negative curvature search | Second-order Newton method | $\checkmark$ | $\sigma\left(T\log\left(\frac{1}{\varepsilon}\right)+T\log\left(\frac{1}{\sqrt{T}}\right)\right)$ | probabilistic |
| [36]       | Multi-step noise with negative curvature search | Accelerated gradient method | $x$ | $\sigma\left(\frac{1}{\sqrt{T\log(\frac{1}{\varepsilon})}}\right)$ | probabilistic |
| [37]       | Multi-step noise with negative curvature search | Adaptive negative curvature descent | $x$ | $\sigma\left(\frac{1}{\sqrt{T\log(\frac{1}{\varepsilon})}}\right)$ | probabilistic |
| [38]       | One-step noise followed by multi-step negative curvature search | Accelerated gradient method | $x$ | $\sigma\left(\frac{1}{\sqrt{T\log(\frac{1}{\varepsilon})}}\right)$ | probabilistic |
| This work  | One second-order step only when curvature condition fails | Gradient descent method | $\checkmark$ | $\sigma\left(T\log\left(\frac{1}{\varepsilon}\right)\right)$ | deterministic |

The parameter $\varepsilon$ is defined in Proposition 5 and it controls the function geometry in regions away from its critical points.
represents the Big-O notation and sometimes we use \( a \ll b \iff a = \mathcal{O}(b) \), the symbol \( \Omega \) is the Big-Omega notation and \( \Theta \) represents the Big-Theta notation, \( \otimes \) represents the kronecker product, i.e. means infinitely often, \( id \) represents the identity map, and \( W(\cdot) \) is the Lambert W function [40]. Throughout the paper, \( k \) and \( K \) are used for the discrete time.

Next, \( \gtrsim \) and \( \lesssim \) represent the ‘approximately greater than’ and ‘approximately less than’ symbols, respectively, where \( a \gtrsim b \) implies \( a \leq b + g(\varepsilon) \) and \( a \lesssim b \) implies \( a + g(\varepsilon) \geq b \) for some absolutely continuous function \( g(\cdot) \) of \( \varepsilon \) where \( g(\varepsilon) \geq 0 \) and \( g(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). Also, for any matrix expressed as \( Z + \Theta(c) \) with \( c \) being a scalar, the matrix-valued perturbation term \( \Theta(c) \) is with respect to the Frobenius norm. Finally, the operator \( \text{dist}(\cdot, \cdot) \) gives the distance between two sets whereas \( \text{diam}(\cdot) \) gives the diameter of a set.

II. Problem Formulation

Consider a nonconvex smooth function \( f(\cdot) \) that has strict first-order saddle points in its geometry. By strict first-order saddle points, we mean that the Hessian of function \( f(\cdot) \) at these points has at least one negative eigenvalue, i.e., the function has negative curvature. Next, consider some (open) neighborhood \( \mathcal{B}_\epsilon(x^\star) \) around a given saddle point \( x^\star \), where the neighborhood radius \( \varepsilon \) is bounded above by \( \Theta(LM^{-1}) \) (see [10, Theorem 3.2] for the exact form) with \( L \) and \( M \) being the gradient and Hessian Lipschitz constants of \( f(\cdot) \).

Also, it is given that the initial iterate \( x_0 \) of the gradient trajectory sits on the boundary of the neighborhood, i.e., \( x_0 \in \mathcal{B}_\varepsilon(x^\star) \setminus \mathcal{B}_\varepsilon(x^\star) \), and the gradient trajectory exits \( \mathcal{B}_\varepsilon(x^\star) \) in linear time bounded by [10, Theorem 3.2]. With this information, we are first interested in finding the sufficient conditions on \( x_0 \) that guarantee the linear exit time. In addition, we need to analyze the gradient trajectories in some larger neighborhood \( \mathcal{B}_{\xi}(x^\star) \supset \mathcal{B}_\varepsilon(x^\star) \) such that the trajectories first contract towards the saddle point and then expand away from it. More importantly, we are interested in finding such \( \xi > \varepsilon \) for which the gradient trajectory has linear travel time in the shell \( \mathcal{B}_\varepsilon(x^\star) \setminus \mathcal{B}_{\xi}(x^\star) \). Next, we are required to find certain local properties of \( f(\cdot) \) for which the gradient trajectories, having escaped it once, can never re-enter the neighborhood \( \mathcal{B}_{\xi}(x^\star) \).

Finally, we have to develop a robust low-complexity algorithm that utilizes the sufficient conditions to traverse the landscape of saddle neighborhoods in linear time and also provide its rate of convergence to some local minimum.

Having briefly stated the problem, we now formally state the set of assumptions that are required for this problem to be tackled in this work.

A. Assumptions

**A1.** The function \( f : \mathbb{R}^n \to \mathbb{R} \) is coercive, i.e., \( \lim_{\|x\| \to \infty} f(x) = \infty \), is globally \( \mathcal{C}^2 \), i.e., twice continuously differentiable, and is locally \( \mathcal{C}^m \) in sufficiently large neighborhoods of its saddle points, i.e., all the derivatives of this function are continuous around saddle points and the function \( f(\cdot) \) also admits Taylor series expansion in these neighborhoods.\(^2\)

**A2.** The gradient of function \( f(\cdot) \) is \( L \)-Lipschitz continuous: \( \|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\| \).

**A3.** The Hessian of function \( f(\cdot) \) is \( M \)-Lipschitz continuous: \( \|\nabla^2 f(x) - \nabla^2 f(y)\|_{2} \leq M \|x - y\| \).

**A4.** The function \( f(\cdot) \) has only well-conditioned first-order stationary points, i.e., no eigenvalue of the function’s Hessian is close to zero around these points. Formally, if \( x^\star \) is the first-order stationary point for \( f(\cdot) \), then

\[
\nabla f(x^\star) = 0, \quad \text{and} \quad \min_i \lambda_i(\nabla^2 f(x^\star)) > \beta,
\]

where \( \lambda_i(\nabla^2 f(x^\star)) \) denotes the \( i \)th eigenvalue of the matrix \( \nabla^2 f(x^\star) \) and \( \beta > 0 \). Note that such a function is termed a Morse function. Also, there exists an open neighborhood \( W \) of \( x^\star \) such that

\[
\forall x \in W, \quad \min_i \lambda_i(\nabla^2 f(x)) > \beta.
\]

Remark 1: The coercivity of \( f(\cdot) \) is only required from Section VI onward, where we prove the convergence of Algorithm 1. Also, Section IV requires \( f(\cdot) \) to be only \( \mathcal{C}^2 \) Hessian-Lipschitz Morse function, unlike Section III in which the additional assumption of local analyticity is required around saddle points.

Note that Assumption A1 may seem too restrictive since it requires \( f(\cdot) \) to be locally real analytic, while the theory of nonconvex optimization is often developed around only the assumption that \( f \in \mathcal{C}^2 \) with Lipschitz-continuous Hessian. It is worth reminding the reader, however, that many practical nonconvex problems such as quadratic programs, low-rank matrix completion, phase retrieval, etc., with appropriate smooth regularizers satisfy this assumption of real analyticity around the saddle neighborhoods; see, e.g., the formulations discussed in [41]. Similarly, many of the loss functions in nonconvex optimization are coercive, i.e., they grow arbitrarily large asymptotically due to the presence of some form of regularization. As for the other assumptions, gradient Lipschitz continuity (Assumption A2) and Hessian Lipschitz continuity (Assumption A3) are invoked routinely in the nonconvex optimization literature,\(^3\) while Assumption A4 implies \( f(\cdot) \) is a Morse function. In particular, since Morse functions are dense in the class of \( \mathcal{C}^2 \) functions [42], we are not giving up much by making this assumption. We now state two propositions that follow from our assumptions and that will be routinely used in our analysis.

**Proposition 1:** Under Assumption A4, the function \( f(\cdot) \) has only first-order saddle points in its geometry. Moreover, these first-order saddle points are strict saddle, i.e., for any first-order saddle point \( x^\star \), there exists at least one eigenvalue \( \lambda_i \) of \( \nabla^2 f(x^\star) \) that satisfies \( \lambda_i(\nabla^2 f(x^\star)) \leq -\beta \).

**Proof:** For any \( \mathcal{C}^m \) smooth function \( f(\cdot) \) with \( m \geq 2 \), if \( x^\star \) is its second- or higher-order saddle point then it must necessarily satisfy \( \nabla f(x^\star) = 0 \) and \( \nabla^2 f(x^\star) \succeq 0 \), where at least one of the eigenvalues of \( \nabla^2 f(x^\star) \) is 0. But this is not possible in our case because of Assumption A4. The fact that

\(^2\)By sufficiently large neighborhoods, we mean that the diameter of such neighborhoods is \( \Omega(1) \).

\(^3\)Note that later in this work, we will show that Assumptions A2, A3 can be removed based on Theorems 8 and 9.
such an eigenvalue $\lambda_i$ exists is also a direct consequence of Assumption A4.

Proposition 2: Under Assumption A4, for any sufficiently small $\varepsilon$ where $\varepsilon \ll \beta$, we can group the eigenvalues of the Hessian $V^2f(x^*)$ at any strict saddle point $x^*$ into $m$ disjoint sets $\{G_1, G_2, \ldots, G_m\}$ with $2 \leq m \leq n$ based on the level of degeneracy of eigenvalues (closeness to one another) such that for some $\delta = \Omega(\varepsilon^{-1})$ where $a \in (0, 1]$, we have the following conditions:

$$\text{dist}(G_p, G_q) \geq \delta \quad \forall \ G_p, G_q \text{ s.t. } p \neq q,$$

$$\max_p \text{diam}(G_p) = \mathcal{O}(\varepsilon^{-1}).$$

Proof: From Assumption A4, the eigenvalues of the Hessian $V^2f(x^*)$ at any strict saddle point $x^*$ can always be separated into two distinct groups, one consisting of positive eigenvalues and the other comprising negative eigenvalues. By this construction, the distance between these groups will be at least $2\beta$. Since $\varepsilon \ll \beta$, we can choose a $\delta = 2\beta$ for this construction which satisfies the constraint $\delta = \Omega(1)$. Now, we check whether the diameter of these two groups is larger than $\Omega(\varepsilon^{-1})$. This eigenvalue gap becomes our new $\delta$ and by construction it will satisfy the constraint $\delta = \Omega(\varepsilon^{-1})$ for some $a > 0$ since $\delta > \Theta(\varepsilon^{-1})$. Repeating this process recursively, we would have constructed the disjoint sets $\{G_1, G_2, \ldots, G_m\}$ with $2 \leq m \leq n$. Since $n$ is finite, this process will terminate in finite steps (maximum $n - 1$ steps) and therefore after the final splitting, we will obtain $\delta = \Omega(\varepsilon^{-1})$ for some $a \in (0, 1]$ such that $\max_p \text{diam}(G_p) = \mathcal{O}(\varepsilon^{-1}).$

Proposition 2 describes a fundamental property of any $C^2$ function that arises due to the algebraic multiplicity / (approximate) degeneracy of the eigenvalues of its Hessian at the saddle points. Note that, as a consequence of the strict-saddle property (Assumption A4 / Proposition 1) and Proposition 2, we get the following necessary condition:

$$\beta \geq \frac{\delta}{2}. \quad (3)$$

III. Boundary Conditions for Linear Exit Time From a Saddle Neighborhood

A. Preface

Given a saddle neighborhood $B_{\varepsilon}(x^*)$ for some strict saddle point $x^*$ and $\varepsilon > 0$, the goal is selecting those gradient trajectories in $B_{\varepsilon}(x^*)$ for which the exit time is of the order $K_{\text{exit}} = \Theta(\log(1/\varepsilon))$, i.e., of linear rate. Formally, the exit time for an iterate sequence $\{x_k\}$ of some trajectory in the ball $B_{\varepsilon}(x^*)$ is defined as the smallest positive index $K$ such that $\|x_K - x^*\| \geq \varepsilon$, and we are required to obtain such sequence $\{x_k\}$ generated by the gradient descent method for which the exit time from the saddle neighborhood $B_{\varepsilon}(x^*)$ is linear. To conduct such analysis, certain essential concepts and definitions need to be elaborated, most of which were developed in a previous work (for reference see [10]).
with precision trajectories.

Then the following inequality holds:

\[ K^t \geq \sup_{K} \{ K^t \} = \sup_{K} \{ K_{exit}^t \geq 2 \varepsilon^2 \} \].

Finally, the linear exit time theorem for the \( \varepsilon \)-precision trajectories (Theorem 3.2 in [10]) states that for gradient descent with \( \alpha = \frac{1}{2} \) where \( \varepsilon < \frac{2B}{\kappa} \), and some minimum projection value \( \sum_{j \in \mathcal{A}} (\theta_j)^2 \geq \Delta \) of the initial radial vector \( u_0 \) on \( \partial U \) with \( \varepsilon = \varepsilon \sum_{i \in \mathcal{A}, j} \theta_i^2 v_i + \varepsilon \sum_{i \in \mathcal{A}, j} \theta_j^2 v_j \), there exist \( \varepsilon \)-precision trajectories \( \{ K_{exit}^t \} \) with linear exit time. Moreover, their exit time \( K_{exit}^t \) from \( \partial \mathcal{E}(x^*) \) is approximately upper bounded as

\[ K_{exit}^t < K^t \leq \frac{\log \left( \frac{2 + \frac{4M \varepsilon}{1 + \frac{4M}{L} \varepsilon}}{2 \log \left( \frac{2 + \frac{4M \varepsilon}{1 + \frac{4M}{L} \varepsilon}}{2} \right) \right)}{2 \log \left( \frac{2 + \frac{4M \varepsilon}{1 + \frac{4M}{L} \varepsilon}}{2} \right)} \].

In [10, Theorem 3.2], we provide a necessary initial condition for the linear exit time bound, which is

\[ \Delta > \varepsilon \frac{MLn}{\delta(L + \beta)} = \mathcal{O}(\varepsilon), \]

where it is required that \( \sum_{j \in \mathcal{A}} (\theta_j)^2 \geq \Delta \). In this work we provide the sufficient boundary conditions for linear exit time \( \varepsilon \)-precision trajectories.

Before moving to the next section that details the sufficient conditions, we show that the \( \varepsilon \)-precision trajectory \( \{ K_{exit}^t \} \) generated by expanding the matrix product in the expression \( u_k = \prod_{K=0}^{K-1} [A_k + \varepsilon P_k] u_0 \) to first order in \( \varepsilon \) has a very small relative error compared to the exact trajectory.

1) Relative Error Margin in the \( \varepsilon \)-Precision Trajectory: By the definition of the \( \varepsilon \)-precision trajectory, we have that

\[ u_k = \prod_{K=0}^{K-1} [A_k + \varepsilon P_k] u_0 \]

which is obtained by expanding the matrix product \( \prod_{K=0}^{K-1} [A_k + \varepsilon P_k] \) to first order in \( \varepsilon \). Now using the “Approximation Lemma” discussed above for \( K \ll 1 \) and \( \varepsilon < \frac{1}{\|A_k\|_{2}^{-1} \|P_k\|_{2}^{-1}} \) where \( \sup_{0 \leq k < K-1} \|A_k\|_2 = \|A_k\|_2, \sup_{0 \leq k < K-1} \|A_k\|_2 = \|A_k\|_2 \), and sup norm yields

\[ \|u_k - \bar{u}_k\| = \mathcal{O} \left( \sqrt{\sum_{j \in \mathcal{A}_{JS}} (\theta_j)^2} \right) \]

Next, from the proof of [10, Lemma 3.4] we recall that \( A_k = \sum_{i \in \mathcal{A}, j} c_i(k) v_i v_j^T + \sum_{i \in \mathcal{A}_{JS}} c_{ij}(k) v_i v_j^T \), where \( c_i(k) = 1 - \alpha \lambda_i^2 + O(\varepsilon) \), \( c_{ij}(k) = 1 - \alpha \lambda_i^2 + O(\varepsilon) \) and \( \lambda_i^2, \lambda_j^2 \) and \( \lambda_{ij}^2 \) are the eigenvalue-eigenvector pairs corresponding to the stable and unstable subspaces of \( \mathcal{V}_2 f(x^*) \), respectively. Also, \( u_0 = \varepsilon \sum_{i \in \mathcal{A}_{JS}} \theta_i^2 v_i + \varepsilon \sum_{j \in \mathcal{A}_{JS}} \theta_j^2 v_j \) and for \( \alpha = \frac{1}{2} \) we have the bounds \( 1 + \frac{\beta}{L} - \frac{eM}{2L} \leq c_i(k) \leq 2 + \frac{eM}{2L} \) and \( -\frac{eM}{2L} \leq c_i(k) \leq 1 - \frac{\beta}{L} + \frac{eM}{2L} \) (see [10, Lemma 3.4]). Hence we have that:

\[ \|u_k\| = \left\| \prod_{k=0}^{K-1} [A_k + \varepsilon P_k] u_0 \right\| \]

\[ \geq \left\| \prod_{k=0}^{K-1} A_k u_0 - \varepsilon \sum_{k=0}^{K-1} \prod_{r=0}^{K-1} A_k P_r \right\| \]

\[ \geq \mathcal{O} \left( \|A_k\|_2 (K \varepsilon)^2 \varepsilon^2 \right) \]

\[ \geq \mathcal{O} \left( \sqrt{\sum_{j \in \mathcal{A}_{JS}} (\theta_j)^2} \right) \]

where we used \( \inf \{c_{ij}(k)\} = \left( 1 + \frac{\beta}{L} - \frac{eM}{2L} \right)^k, \inf \{c_i(k)\} = -\frac{eM}{2L} \) and \( e^{2K} = 0 \) (here \( e \ll 1 \) since \( Ke \ll 1 \)). Simplifying (11) by using the substitution \( \|A_k\|_2 = \sup \|A_k\|_2 = \sup \{c_{ij}(k)\} = 2 + \frac{4M \varepsilon}{1 + \frac{4M}{L} \varepsilon} \) and taking norm yields

\[ \|u_k - \bar{u}_k\| \leq \mathcal{O} \left( \sqrt{\sum_{j \in \mathcal{A}_{JS}} (\theta_j)^2} \right) \]

\[ \mathcal{O} \left( \sqrt{\sum_{j \in \mathcal{A}_{JS}} (\theta_j)^2} \right) \]

Finally, dividing (18) by (17) we get the following bound on the relative error:

\[ \frac{\|u_k - \bar{u}_k\|}{\|u_k\|} \]

\[ \leq \mathcal{O} \left( \sqrt{\sum_{j \in \mathcal{A}_{JS}} (\theta_j)^2} \right) \]
B. Sufficient Conditions for Linear Exit Time

Our first theorem states that the first order approximation of any gradient descent trajectory starting from an $\varepsilon$ neighborhood of any strict saddle point $x^*$ will escape this neighborhood in linear time, i.e., $O(\log(\varepsilon^{-1}))$, provided the projection value of its initialization on the unstable subspace of $\nabla^2 f(x^*)$ is lower bounded.

Theorem 1: The $\varepsilon$-precision trajectory $\{\hat{u}_k\}_{K=0}^{K_{\text{est}}}$ generated by the gradient descent method for step size $\alpha = \frac{1}{2}$ on any function satisfying Assumptions A1–A4 has linear exit time (7) from the strict saddle neighborhood $\mathcal{B}_\varepsilon(x^*)$ provided the projection value of the initialization $u_0$ onto the unstable subspace $\delta_{1US}$ of the Hessian $\nabla^2 f(x^*)$, given by $\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2$, is lower bounded as:

$$\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2 \geq \frac{2 \delta \log \left( \frac{2 + eM}{2} \right) \left( \frac{1 + \frac{\mu}{2} + \frac{\varepsilon M}{2}}{Mn} \right)}{\frac{1}{\delta} \log \left( \frac{2 \delta \log \left( \frac{2 + eM}{2} \right)}{\frac{1}{\delta} \log \left( \frac{2 + eM}{2} \right)} \right) + 1},$$

where $\sqrt{\mu} = \frac{Mn \log \left( \frac{2 + eM}{2} \right)}{2 \delta \log \left( \frac{2 + eM}{2} \right)}$, the parameter $a = \log \left( \frac{2 + eM}{2} \right)$ and we require that:

$$\varepsilon < \min \left\{ \inf_{\|u\|=1} \left( \limsup_{j \to \infty} \sqrt{\frac{r_j(u)}{j!}} \right)^{-1}, \right\}$$

where we have $r_j(u) = \left\| \frac{d^j}{dt^j} \nabla^2 f(x^* + wu) \right\|_2$, the vector $u_0 = \varepsilon \sum_{j \in \mathcal{A}_{US}} \theta_j v_j + \varepsilon \sum_{j \in \mathcal{A}_{US}} \theta_j^{\mu} v_j$ and $v_j$, $v_{j}^{\mu}$ are the eigenvectors of the Hessian $\nabla^2 f(x^*)$ and $\delta$ is as in Proposition 2.

In terms of order notation, we require the following lower bound on the projection $\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2$:

$$\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2 \geq \Theta \left( \frac{1}{\log(\varepsilon^{-1})} \right).$$

The proof of this theorem is provided in Appendix A. Recall from (21) that for the relative error in the $\varepsilon$-precision trajectory to be bounded, we require that $\sqrt{\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2} > O \left( \frac{1}{\varepsilon^{1/2}} \log \left( \frac{1}{\varepsilon} \right) \varepsilon \right)$. However, this condition is already satisfied by the sufficient condition $\sum_{j \in \mathcal{A}_{US}} (\theta_{j}^{\mu})^2 \geq \Theta \left( \frac{1}{\log(\varepsilon^{-1})} \right)$ in terms of order since $\Theta \left( \frac{1}{\log(\varepsilon^{-1})} \right) > O \left( \frac{1}{\varepsilon^{1/2}} \log \left( \frac{1}{\varepsilon} \right) \varepsilon \right)$ as $\varepsilon \to 0$.

The above result can be interpreted as follows: for any sufficiently small $\varepsilon$ bounded from (23) if a gradient descent trajectory at the surface of any saddle neighborhood $\mathcal{B}_\varepsilon(x^*)$ has a projection value of order $\Theta \left( \frac{1}{\log(\varepsilon^{-1})} \right)$ on the unstable subspace of $\nabla^2 f(x^*)$, then this trajectory is guaranteed to exit the saddle neighborhood in linear time. This result is crucial since it furthers the findings of the state of the art [45] where a non-zero projection value guarantees almost sure escape from the saddle point but does not provide any insights into whether a non-zero projection value could lead to fast escaping trajectories, something which Theorem 1 establishes rigorously. Moreover the projection value bound in Theorem 1 is insightful in the sense that it illustrates the dependency to the quantities like condition number, problem dimension, spectral gap, etc. Since this result ensures that fast escaping gradient trajectories are indeed dense with respect to random initialization on the surface of the ball $\mathcal{B}_\varepsilon(x^*)$, we can safely say that fast escaping trajectories for gradient descent method from small saddle neighborhoods of Morse functions will be a generic phenomenon. In case if the sufficient condition is not satisfied, one can perform a single step perturbation to land on a point which satisfies this condition. Then reverting back to gradient descent update, linear exit time from the saddle neighborhood will be guaranteed. This particular idea will serve as a basis for the development of a single step perturbation based gradient descent method for escaping saddle points faster.

Remark 2: Note that there are several key differences between the analytical approach of this work and the one utilized in [22]. First, Lemma 17 in [22] works with gradient trajectories on a local quadratic approximation of the nonconvex function, which does not require an approximation of the Hessian. In contrast, Theorem 1 utilizes an explicit approximation of the Hessian—as opposed to a quadratic approximation of the function—in order to approximate the gradient trajectories around the saddle point. This approach
The unstable subspace of $\nabla f(x')$ has not been carried out in any of the prior works. Additionally, while the guarantees in our work are deterministic in nature, Lemma 17 in [22] is probabilistic in nature. Finally, and perhaps most importantly, our analytical approach leads to estimates of the exit time / escape rate and boundary conditions that are sharp in the sense that they depend on the spectral gap, condition number and problem dimension also, something that is novel to the existing nonconvex optimization literature.

We now move to the next section which provides a rate analysis in regions outside the small saddle neighborhood $B_\varepsilon(x')$ where the local analyticity property no longer exists and we are only left with the class of $\mathcal{C}^2$ gradient and Hessian Lipschitz, Morse functions, i.e., functions satisfying Assumptions A2–A4.

IV. SEQUENTIAL MONOTONICITY

The first theorem in this section establishes a monotonicity property of the gradient descent trajectories in a strict saddle neighborhood. This property is termed as “sequential monotonicity” which implies that within some neighborhood of the strict saddle point $x'$ any gradient trajectory, which does not converge to $x'$, first continuously contracts towards $x'$ up to some point and from there onward expands continuously away from $x'$ until it escapes this neighborhood.

**Theorem 2:** On the class of $\mathcal{C}^2$ gradient and Hessian Lipschitz, Morse functions, if a gradient trajectory with respect to some stationary point $x'$ has non-contractive dynamics at any iteration $k = K$, then it has expansive dynamics for all iterations $k > K$ provided $||x_k - x'||$ is bounded above by some $\xi > 0$ where $\{x_k\}$ is the sequence that generates the gradient trajectory. This property of the sequence of radial distances $\{||x_k - x'||\}$ can be termed as the sequential monotonicity.

Moreover, in the case of $x'$ being a strict saddle point, we have for gradient trajectories with step size $\alpha = \frac{1}{2}$ that

$$\xi < \frac{1}{32} \left(1 + \frac{\|\nabla^2 f(x')\|}{\rho(x)} \right)^2$$

for some $\xi > 2$. Specifically, consider the tuple $(x, x^+)$ to be equivalent to the tuple $(x_k, x_{k+1})$ for any $l$. Let $||x^+ - x'|| > ||x - x'||$ and $||x^+ - x'|| < \xi$. Then the following holds:

a. $||x^+ - x'|| \geq \tilde{\beta}(x) ||x^+ - x'|| - \sigma(x)$, and
b. $||x^+ - x'|| > ||x^+ - x'||$, where $\sigma(x) = O(||x^+ - x'||^2)$ and $\tilde{\beta}(x) > 1 + \frac{1}{12} \left(1 + \frac{\|\nabla^2 f(x')\|}{\rho(x)} \right)^2$.

The proof of this theorem is given in Appendix B.

**Remark 3:** The upper bound on $\xi$ given by the quantity

$$\frac{1}{32} \left(1 + \frac{\|\nabla^2 f(x')\|}{\rho(x)} \right)^2$$

for $\xi > 2$ is always positive and is equal to 0 only when $\beta = 0$. Moreover, for Morse functions that are well conditioned at their stationary points, i.e., $0 \ll \beta < 1$, this quantity can be treated as a constant. Moreover this bound on $\xi$ also makes sure that there cannot be any other critical point within a radius of $\frac{1}{32} \left(1 + \frac{\|\nabla^2 f(x')\|}{\rho(x)} \right)^2$ for $\xi > 2$ from $x'$. If another stationary point did exist within this radius of $x'$ then $||\nabla f(x')|| \geq \beta ||x^* - x'|| > 0$ from (158) which contradicts the fact that $x'$ is a critical point of $f$. This seemingly trivial result will be of utility in Proposition 3 where we define separation between critical points.

In words, Theorem 2 states that within any $\xi$ neighborhood of the saddle point where $\xi < \frac{1}{32} \left(1 + \frac{\|\nabla^2 f(x')\|}{\rho(x)} \right)^2$ for some $\xi > 2$, every gradient descent trajectory first contracts continuously towards $x'$. The first iteration after the end of contraction phase is either marked by expansion or preservation of radial distance, i.e., no expansion or contraction. In both cases the trajectory from here onward expands continuously till it exits $B_\varepsilon(x')$ where in the latter case it is assumed that the trajectory didn’t already contract to $x'$. Furthermore expansion happens at an almost geometric rate as evident from part (a) of the theorem which can be leveraged to obtain linear rate for the expansion phase of trajectories inside $B_\varepsilon(x')$.

So far we have been able to develop a machinery that will help us in providing linear rate of expansion inside $B_\varepsilon(x')$. It remains to develop a proof technique which can generate linear rates of contraction inside $B_\varepsilon(x')$. In order to do so we introduce certain terms that are required for better understanding the contraction and expansion dynamics of the trajectory. In this regard, let $K_{exit}$ be the first exit time of the gradient descent trajectory from the ball $B_\varepsilon(x')$, where we assume that the trajectory starts at the boundary of the ball $B_\varepsilon(x')$, i.e., $x_0 \in B_\varepsilon(x') \setminus B_\varepsilon(x')$ and $\xi$ is bounded from Theorem 2. Next, for any $\varepsilon < \xi$, let $B_\varepsilon(x') \setminus B_\varepsilon(x')$ be a compact shell centered at $x'$. Let $k = K_{exit}$ be the last iteration for which the gradient trajectory has contractive dynamics inside the shell and $k = K_{exit}$ be the first iteration for which the gradient trajectory has expansive dynamics inside the shell. Note that $K_{exit}$ and $K_{exit}$ are equal iff either the trajectory starts expanding before reaching the ball $B_\varepsilon(x')$ or the trajectory just touches the surface of the ball $B_\varepsilon(x')$ and then expands from there onward.

The next lemma provides further insights into the behavior of function sequence $\{f(x_k)\}_{k=0}^{K}$ associated with iterate sequence $\{x_k\}_{k=0}^{K}$ where $0 \leq k \leq K_{exit}$ are the iterations with contraction dynamics.

**Lemma 1:** On the class of $\mathcal{C}^2$ gradient and Hessian Lipschitz, Morse functions, the function sequence $\{f(x_k)\}_{k=0}^{K}$ associated with iterate sequence $\{x_k\}_{k=0}^{K}$ for $||x_k - x'|| < \frac{3\beta}{2\rho(x)}$ and $K_{exit} < K_{exit}$ satisfies the Polyak–Lojasiewicz condition [15]...
where for any $0 \leq k \leq K_e$ we have that:

$$0 < f(x_k) - f(x^*) \leq \frac{L}{2\beta^2} \| \nabla f(x_k) \|^2.$$ 

The proof of this lemma is given in Appendix C. Using this lemma, it can be readily checked that the function sequence $\{f(x_k)\}_{k=0}^{K_e}$ is strongly monotonic in the contraction phase of the trajectory. Formally, for $0 \leq k \leq K_e$ using Lemma 1 and the gradient Lipschitz condition we will have the inequality $f(x_{k+1}) - f(x^*) \leq \left(1 - \frac{\beta^2}{L^2}\right) (f(x_k) - f(x^*))$. Therefore linear rates for the contraction phase of trajectory can be recovered using this result. It should however be noted that the function sequence $\{f(x_k)\}_{k=K_e}^{K_c}$ associated with the expansion phase of the trajectory does not satisfy the Polyak–Łojasiewicz condition from Lemma 1 and therefore we require Theorem 2 to generate linear rates of expansion for the trajectory in its expansion phase (see discussion within the proof of Lemma 1 for details).

Before stating the final theorem of this section we introduce the term ‘sojourn time’. It is defined as the time the trajectory spends inside the shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$ before leaving this region. The sojourn time will be the sum of contraction time (derived using Lemma 1) and the expansion time (derived using Theorem 1) for any trajectory inside the shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$. We are now ready to state the theorem.

**Theorem 3**: The sojourn time $K_{shell}$ for a gradient trajectory inside the compact shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$ for a strict saddle point $x^*$ of any $\theta^2$ gradient and Hessian Lipschitz, Morse function is bounded by

$$K_{shell} \leq \frac{\log \left(\frac{\tilde{\xi}^2}{\xi^2}\right) - \log \left(\frac{\beta^2 e^2 - 2\beta M e^3}{\xi^2}\right)}{\log \left(1 - \frac{\beta^2}{L^2}\right)} + \frac{\log(\tilde{\xi}) - \log(\xi)}{\log \left(\frac{\inf(\tilde{\rho}(x_{K_e-2}))}{1+M\xi}\right)} + 3, \tag{27}$$

where the sojourn time $K_{shell} = K_{exit} + K_c - K_e$ with

$$K_c \leq \frac{\log(\tilde{\rho}(x_{K_e-2})) - \log \left(\frac{\beta^2 e^2 - 2\beta M e^3}{\xi^2}\right)}{\log \left(1 - \frac{\beta^2}{L^2}\right)} + 1, \quad \tilde{K}_{exit} - K_e \leq \frac{\log(\tilde{\rho}(x_{K_e-2})) - \log(\xi)}{\log \left(\frac{\inf(\tilde{\rho}(x_{K_e-2}))}{1+M\xi}\right)} + 2,$$

and infimum in the term $\inf \{\tilde{\rho}(x_{K_e-2})\}$ is taken over the indices $K_e \leq k \leq \tilde{K}_{exit}$. Further, $\tilde{K}_{exit} - K_e$ is the time for which the gradient trajectory has expansive dynamics inside the shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$, and $K_e$ is the time for which the gradient trajectory has contractive dynamics inside the shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$. Also, let

$$\xi \leq \frac{1}{4M} \frac{\log \left(\frac{\tilde{\xi}^2}{\xi^2}\right) - \log \left(\frac{\beta^2 e^2 - 2\beta M e^3}{\xi^2}\right)}{\log \left(1 - \frac{\beta^2}{L^2}\right)} + \frac{1}{6} \frac{\beta^2}{4(1+\beta^2)\log(\tilde{\xi})},$$

with $\xi > 2$, $\varepsilon < \frac{3\beta^2}{4M\beta}$ and

$$\frac{\log(\tilde{\rho}(x_{K_e-2}))}{\log \left(\frac{\inf(\tilde{\rho}(x_{K_e-2}))}{1+M\xi}\right)} > 1.$$ 

In terms of order notation, $K_{shell}$ has the following rate:

$$K_{shell} = O\left(\log \left(\frac{\xi}{\varepsilon}\right)\right) + O(1), \tag{28}$$

where $K_c = O\left(\log \left(\frac{\xi}{\varepsilon}\right)\right)$ and $K_{exit} - K_e = O\left(\log \left(\frac{\xi}{\varepsilon}\right)\right) + O(1)$.

The proof of this theorem is given in Appendix D. Theorem 3 provides an upper bound on the travel time of the trajectory inside the shell $B_{\tilde{\xi}}(x^*) \setminus B_{\rho}(x^*)$. The upper bound is linear since it is the sum of rates in the contraction and expansion phase of the trajectory and both these rates are linear by virtue of Lemma 1 and Theorem 2 respectively. In contrast to the linear exit time bound (7) which only holds for very small values of $\varepsilon$ from Theorem 1, this rate holds for much bigger $\xi$ neighborhoods and at the same time does not require the function to be analytic. The power of Theorem 3 will become more apparent once we develop a fast algorithm for escaping strict saddle points of Morse functions. This theorem will facilitate in keeping the algorithm very close to the gradient descent method since it proves that any escaping gradient descent trajectory from some small ball $B_{\rho}(x^*)$ will leave a larger ball $B_{\tilde{\xi}}(x^*)$ at a linear rate irrespective of its exit point on $B_{\rho}(x^*)$. Hence any algorithm, which exits some small ball $B_{\rho}(x^*)$ using the gradient descent update, can keep on performing gradient descent updates so as to have linear rate of escape from a larger ball $B_{\tilde{\xi}}(x^*)$.

V. ADDITIONAL LEMMAS

We now discuss some additional yet important lemmas instrumental in analysing the gradient trajectory/approximate trajectory behavior in saddle neighborhoods of any strict saddle point $x^*$. Briefly, the first-order perturbations are ignored only in Lemmas 2 and 3, whereas an exact analysis is carried out in the subsequent lemmas. Moreover, the error introduced by the zeroth-order approximations (see (195) in Appendix E) in Lemmas 2 and 3 is sufficiently small by virtue of the initial conditions. Also, Lemmas 2 and 3 are qualitative in nature and therefore not used in proving the convergence of Algorithm 1 proposed in this work. For rest of the lemmas in this section (Lemmas 4-6), exact analysis is carried out since they will play a crucial role in the convergence analysis of the proposed algorithm (Algorithm 1). We also note that Assumptions A2–A4 hold for all the lemmas in this section where Lemmas 2, 3 use the extra assumption of local analyticity around the strict saddle point. The proofs of the lemmas in this section are given in Appendix E.

**Lemma 2**: The gradient trajectories $\{u_k\}_{k=0}^{K_{exit}}$ inside the ball $B_{\rho}(x^*)$ with linear exit time and satisfying the initial condition $\sqrt{\sum_{i=1}^{M}(\theta_i^m)^2} > \theta - \frac{1}{\varepsilon^2} \left(\log \left(\frac{1}{\varepsilon}\right)\right)$ approximately exhibit hyperbolic behavior in the sense that they first move exponentially fast towards the saddle point $x^*$, reach some point of minimum distance from $x^*$, denoted by $x_{critical}$, and then move exponentially fast away from $x^*$ for some iterations so as to escape the saddle region. For the case when $x_{critical} \to x^*$, their first-order approximation or the $e$–precision trajectories can take very large time to exit the ball $B_{\rho}(x^*)$. 


i.e., $K^\prime \to \infty$ where $K^\prime$ is defined in (6). When $x_{\text{critical}} = x^\ast$, we have $K_{\text{exit}} = K^\prime = \infty$, which implies that the $\varepsilon$-precision trajectories and hence the gradient trajectory can never escape the saddle region.

**Lemma 3:** In the ball $B_\varepsilon(x^\ast)$, gradient descent trajectories with linear exit time and satisfying the initial condition
\[
\sqrt{\sum_{j \in \mathcal{A}\cup S} (\theta_j^p)^2} > \epsilon \left( \log \frac{1}{\varepsilon} \right)^{1/2}
\]
approximately never curve around the stationary point $x^\ast$. Moreover, all the linear exit time gradient descent trajectories lie approximately inside some orthant of the ball $B_\varepsilon(x^\ast)$, i.e., the entry and exit point approximately subdivide an angle less than or equal to $\pi/2$ at the point $x^\ast$.

**Lemma 4:** The function value at the exit point on the ball $B_\varepsilon(x^\ast)$ for any gradient descent trajectory is strictly less than $f(x^\ast)$ provided $\varepsilon$ is sufficiently small.

**Lemma 5:** For any $\varepsilon \ll 2\hat{\xi}$ where $\kappa = \sqrt{L}$, a gradient trajectory having exited the ball $B_\varepsilon(x^\ast)$ can never re-enter this ball.

**Lemma 6:** The gradient descent trajectories exiting the ball $B_\xi(x^\ast)$, where $\xi$ is defined in Theorem 3, can never re-enter this ball provided the gradient magnitudes outside the ball $B_\xi(x^\ast)$ are sufficiently large with $||\nabla f(x)|| > \gamma > \sqrt{L}\xi$.

Note that Lemma 4 is used in our analysis for establishing that the function sequence $\{f(x_k)\}$ of any strict saddle point $x^\ast$ does not satisfy the Polyak–Łojasiewicz condition from Lemma 1. Lemmas 5 and 6 are termed as the “no-return conditions” to $\varepsilon$ and $\xi$ radius saddle neighborhoods respectively. Choosing $\varepsilon$ from Lemma 5 will guarantee that any gradient trajectory can visit the saddle neighborhood $B_\varepsilon(x^\ast)$ at most once. In particular, if the function satisfies the condition of large gradient magnitudes for certain $\xi$ from Lemma 6 then any gradient trajectory can visit the saddle neighborhood $B_\xi(x^\ast)$ at most once, and such a function is called a well-structured function (see discussion after Proposition 5 for details).

**VI. PROPOSED ALGORITHM**

Since we have established the preliminaries on our unstable projection value and the sequential monotonicity property, we propose a method called the Curvature Conditioned Regularized Gradient Descent (CCRGD) (Algorithm 1) that can guarantee escaping saddle points in approximately linear time for Morse functions, by virtue of Theorems 1 and 3, and that is also guaranteed to converge to a local minimum.

We first establish that the proposed algorithm escapes any saddle point of a function satisfying Assumptions A1–A4 at a linear rate and the function values generated by the algorithm decrease monotonically.

**Lemma 7:** The trajectory generated by the CCRGD algorithm (Algorithm 1) in some $\varepsilon$ neighborhood $B_{\varepsilon}(x^\ast)$ of any strict saddle point $x^\ast$ of a function satisfying Assumptions A1–A4, where $\varepsilon$ is bounded by Theorem 1, exits $B_{\varepsilon}(x^\ast)$ in approximately linear time,\(^5\) with the exit time bounded by (7).

The proof of this lemma is given in Appendix F.

**Lemma 8:** The function value sequence $\{f(x_k)\}$ generated by the CCRGD algorithm (Algorithm 1) in some $\varepsilon$ neighborhood $B_{\varepsilon}(x^\ast)$ of any strict saddle point $x^\ast$ of a function satisfying Assumptions A1–A4 where $\varepsilon$ is bounded by Theorem 1 decreases monotonically.

The proof of this lemma is given in Appendix F.

**Remark 4:** Note that the second-order step after the Curvature Check Condition 15 of Algorithm 1 can be replaced by Perturbed Gradient Descent (GD) type of update from [24] since one-step noise injection is known to escape saddle points. However there is no guarantee that such replacement will

\(^5\)The term “approximately linear time” implies $K_{\text{exit}} \leq O((\log(1/\varepsilon)) + g(\varepsilon))$ where $g(\cdot)$ is some absolutely continuous positive function such that $g(\varepsilon) \to 0$ as $\varepsilon \to 0$. See the exact expression for $g(\cdot)$ in (340) in Appendix H.

**Algorithm 1 Curvature Conditioned Regularized Gradient Descent (CCRGD)**

**Initialize** $\{x_0, y_0, y_1\}$ to 0, a radius $\varepsilon$ bounded by Theorem 1, constants $L, M, \beta, \delta$, minimum unstable projection value $P_{\text{min}}(\varepsilon)$ from the lower bound in (74), condition flag $\Xi = 0$, $\kappa = \frac{\beta}{L}$, and step size $\alpha = \frac{1}{L}$

1: for $k = 0, 1, \ldots$ do
2: Get $\nabla f(x_k)$ from first-order oracle
3: if $||\nabla f(x_k)|| > L\varepsilon$ then
4: \hspace{1cm} $x_{k+1} \leftarrow x_k - \alpha\nabla f(x_k)$
5: if $\Xi = 1$ then
6: \hspace{1cm} $\Xi \leftarrow 0$ \hspace{1cm} \triangleright Update condition flag
7: else if $||\nabla f(x_k)|| \leq L\varepsilon$ and $\Xi = 1$ then
8: \hspace{1cm} $x_{k+1} \leftarrow x_k - \alpha\nabla f(x_k)$
9: else if $||\nabla f(x_k)|| \leq L\varepsilon$ and $\Xi = 0$ then
10: \hspace{1cm} $\Xi \leftarrow 1$ \hspace{1cm} \triangleright Update condition flag
11: $y_0 \leftarrow x_k$
12: $y_1 \leftarrow y_0 - \alpha\nabla f(y_0)$
13: $V_1 \leftarrow (y_1 - y_0, y_1 - y_0)$
14: $V_2 \leftarrow \alpha(y_1 - y_0, \nabla f(y_1) - \nabla f(y_0))$
15: if $\frac{4\varepsilon^2}{27\kappa^2} < V_1 - V_2 < \left(\frac{50P_{\text{min}}(\varepsilon) + 4}{9\kappa^2}\right)^{2/3}$ then \hspace{1cm} \triangleright Curvature Check Condition
16: Get $H \leftarrow \alpha\nabla^2 f(x_k)$ from second-order oracle
17: \hspace{1cm} $x_{k+1} \in \arg \min_{||x-x_k||=||\nabla f(x)||} \left( \frac{1}{\kappa^2}(x - x_k)^T H (x - x_k) \right)$ \hspace{1cm} \triangleright Solve constrained eigenvalue problem
18: else if $0 < V_1 - V_2 \leq \frac{4\varepsilon^2}{27\kappa^2}$ then \hspace{1cm} \triangleright Curvature Check Condition
19: Get $H \leftarrow \alpha\nabla^2 f(x_k)$ from second-order oracle
20: if $\lambda_{\text{min}}(H) < 0$ then
21: \hspace{1cm} $x_{k+1} \in \arg \min_{||x-x_k||=||\nabla f||} \left( \frac{1}{\kappa^2}(x - x_k)^T H (x - x_k) \right)$ \hspace{1cm} \triangleright Solve constrained eigenvalue problem
22: else break from the for loop
23: else continue

**Output:** Second-order stationary solution $x_k$
provably generate trajectories that exit the saddle neighborhood in linear time. The best one can achieve with a Perturbed GD type of update is fast escape with high probability. Since the focus of this work is to develop a deterministic algorithm that generates trajectories with linear exit time, we refrain from analyzing the class of Perturbed GD type methods, which are designed for saddle escape but not necessarily with a linear rate.

VII. CONVERGENCE RATES TO A MINIMUM

Now that we have developed an algorithm that escapes saddle neighborhoods in approximately linear time, our goal is to show that it (Algorithm 1) converges to some local minimum and obtain its rate of convergence.

A. Asymptotic convergence

First, we show that the iterate sequence \( \{ x_k \} \) generated by Algorithm 1 avoids strict saddle points.

**Lemma 9:** The iterate sequence \( \{ x_k \} \) generated by Algorithm 1 or any of its subsequence on the class of \( \mathcal{C}^2 \) gradient and Hessian Lipschitz, Morse functions does not converge to a strict saddle point.

The proof of this lemma is given in Appendix G.

**Remark 5:** Note that in the proposed CCRGD algorithm (Algorithm 1) we always implicitly assume that the initialization \( x_0 \) does not belong to the set of strict saddle points of the function \( f(\cdot) \). In particular since \( f(\cdot) \) is a Morse function, its critical points are isolated [42] and hence are countable. Since the probability that the initialization point, when chosen randomly from \( \mathbb{R}^n \), falls into this countable set is zero, our assumption is justified.

The next two lemmas establish that the function sequence \( \{ f(x_k) \} \) converges to a limit within a compact set in \( \mathbb{R}^n \) and the trajectory of \( \{ x_k \} \) generated by Algorithm 1 encounters at most finitely many saddle points. These lemmas will also be instrumental in providing global rates of convergence.

**Lemma 10:** The sequence \( \{ f(x_k) \} \), where \( \{ x_k \} \) is the iterate sequence generated by Algorithm 1 on the class of \( \mathcal{C}^2 \) gradient and Hessian Lipschitz, coercive functions, converges to a limit value while the iterates \( x_k \) stay in a compact set in \( \mathbb{R}^n \).

The proof of this lemma is given in Appendix G.

**Lemma 11:** The iterate sequence \( \{ x_k \} \) generated by Algorithm 1 on the class of \( \mathcal{C}^2 \) gradient and Hessian Lipschitz, coercive Morse functions stays within a compact subset of \( \mathbb{R}^n \) and encounters at most finitely many saddle points.

The proof of this lemma is given in Appendix G.

It is needless to state that finite critical points imply isolated critical points. The condition of isolated critical points however holds in general for the class of Morse functions. We now state the Global Convergence Theorem from [39] which is instrumental in establishing the asymptotic convergence of Algorithm 1 to a local minimum. Its proof is detailed in section 7.7 of [39] so we do not present its proof here and directly use this theorem.

---

6The condition of isolated critical points means that there is some separation between the critical points.
and this local minimum lies in a compact set in \( \mathbb{R}^n \) from Lemma 11. Hence the compact set can be taken to be the compact domain \( \mathcal{U} \) from Proposition 3 where we have \( x_0 \in \mathcal{U} \) and \( x_{\text{optimal}}^\ast \in \mathcal{A}_c \subseteq \mathcal{U} \). Finally \( \| x_0 - x_{\text{optimal}}^\ast \| \leq \xi \) follows from the compactness of \( \mathcal{U} \).

**Proposition 5:** For any Morse function, the gradient magnitude at any \( x \in \mathcal{U} \setminus \bigcup_{j=1}^\infty \mathcal{B}_\xi (x_j^\ast) \) for any sufficiently small \( \xi \) is lower bounded by some \( \gamma \) where we have that:

\[
\| \nabla f(x) \| \geq \gamma = \Omega(\xi)
\]

and \( \xi \) is bounded from Theorem 3. Further, for any sufficiently small \( \varepsilon \) where \( \varepsilon \ll 1 \), we can write \( \gamma = \Theta(\varepsilon^\nu) \) where \( \nu \in [0, 1) \) is a \( \xi \)-dependent parameter that controls the function geometry in regions away from its critical points.\(^7\) Hence, very small values of \( \nu \) imply well-structured functions, i.e., functions whose gradients are almost of constant order in regions away from its critical points whereas \( \nu \uparrow 1 \) implies ill-structured functions, i.e., functions whose gradients are almost of \( \varepsilon \) order in regions away from their critical points.

**Proof:** For any Morse function on a compact domain \( \mathcal{U} \), the region away from its critical points defined by \( \mathcal{U} \setminus \bigcup_{j=1}^\infty \mathcal{B}_\xi (x_j^\ast) \) can be categorized into three sub-regions on the basis of gradient magnitudes in these regions. Expressing the gradient magnitudes as function of \( \varepsilon \) and some \( \xi \) where \( \varepsilon < \xi \) and \( \varepsilon \ll 1 \), we can write \( \| \nabla f(x) \| \geq \gamma = \Theta(\varepsilon^\nu) \) for any \( x \in \mathcal{U} \setminus \bigcup_{j=1}^\infty \mathcal{B}_\xi (x_j^\ast) \). The parameter \( \nu \geq 0 \) is a function of \( \xi \) which controls the gradient magnitudes in regions away from the function’s critical points. Since \( \xi \) is a free variable that is bounded above from Theorem 3, we can choose \( \xi \) such that \( \gamma = \Omega(\xi^\ast) \) as to restrict \( \nu \) in the interval \([0, 1)\). Then based on the values of \( \nu \) we have:

- regions with “large” gradient magnitudes when \( \gamma = \Theta(\varepsilon^\nu) \) is a constant for \( \nu \downarrow 0 \),
- regions with “moderate to small” gradient magnitudes when \( \gamma = \Theta(\varepsilon^\nu) \) is moderate or small for \( 0 < \nu < 1 \), and
- regions with sufficiently “small” gradient magnitudes when \( \gamma = \Theta(\varepsilon^\nu) \) is almost of \( \varepsilon \) order for \( \nu \uparrow 1 \).

Since only the above three cases or their combinations are possible in regions away from critical points, Proposition 5 captures every possible Morse function. When a function in regions away from its critical points satisfies a combination of two or more of these cases, then \( \gamma \) automatically the minimum of the occurring cases as \( \| \nabla f(x) \| \) is lower bounded by \( \gamma \).

Note that from Proposition 5 for \( \nu \) close to 0 the quantity \( \gamma \) is of constant order, i.e., \( \gamma \approx \Theta(1) \). Since \( \gamma = \Omega(\xi) \) and \( \gamma \) is of constant order hence we will have that \( \gamma \gg \xi \) which implies \( \nu \ll \frac{1}{\sqrt{L}}\xi \) for moderate values of \( \xi \) and therefore the no-return condition to such \( \xi \)-saddle neighborhood holds from Lemma 6. For all other choices of \( \nu \) we have \( \gamma = \Theta(\varepsilon^\nu) \) and therefore \( \xi = \Theta(\varepsilon^\nu) \) where \( \varepsilon \ll 1 \) due to which no-return condition to a small \( \xi \)-saddle neighborhood holds from Lemma 5.

\(^7\)The value of \( \nu \) cannot be greater than or equal to 1 since by definition \( \gamma = \Omega(\xi) \) and \( \xi > \varepsilon \) which implies \( \gamma = \Omega(\varepsilon) \).

**Remark 6:** The gradient Lipschitz condition gives an upper bound on the gradient norm within the function landscape, whereas we require a lower bound on the gradient norm. The reason is that in order to obtain rates of convergence for our particular problem in some compact domain \( \mathcal{U} \), we need rates in the following three regions:

- Region R1, given by \( \bigcup_{j=1}^\infty (\mathcal{B}_\xi (x_j^\ast) \cap \mathcal{U}) \),
- Region R2, given by \( \bigcup_{j=1}^\infty (\mathcal{B}_\xi (x_j^\ast) \setminus \mathcal{U}) \), and
- Region R3, given by \( \mathcal{U} \setminus \bigcup_{j=1}^\infty (\mathcal{B}_\xi (x_j^\ast) \cup \mathcal{U}) \).

While one can derive optimal rates in regions R1 and R2 using only the Lipschitz assumption, the rate in region R3 can only be upper bounded by \( \Theta(\left( \inf_{x_0 \in \mathcal{U} \setminus \bigcup_{j=1}^\infty (\mathcal{B}_\xi (x_j^\ast) \cup \mathcal{U})} \| \nabla f(x_0) \|^2 \right)^{\frac{1}{2}} \) using the gradient Lipschitz condition alone. We afterwards require a lower bound on the gradient norm in the region R3 so as to upper bound this Big-O term. It is clear that the gradient Lipschitz bound cannot help us here since it gives an upper bound on the gradient norm. Since \( \inf_{x_0 \in \mathcal{U} \setminus \bigcup_{j=1}^\infty (\mathcal{B}_\xi (x_j^\ast) \cup \mathcal{U})} \| \nabla f(x_0) \|^2 \) can be arbitrary small, as the function could be extremely flat in regions away from the critical points, it becomes imperative to introduce the parameter \( \nu \), which controls the function geometry in region R3. Note that properties like the Polyak–Łojasiewicz condition can also be used to lower bound the gradient norms, but such properties only work with specialized nonconvex functions such as the invex functions that do not have saddle points.

Our next lemma establishes the Lipschitz continuity of \( f(\cdot) \) in the compact domain \( \mathcal{U} \).

**Lemma 12:** As a consequence of Proposition 4, the function \( f(\cdot) \) is Lipschitz continuous in the compact domain \( \mathcal{U} \), where the Lipschitz constant is given by \( L\text{diam}(\mathcal{U}) \).

**Proof:** By the gradient Lipschitz continuity of \( f \) for any \( x \in \mathcal{U} \) where \( \mathcal{U} \) has at least one critical point \( x^\ast \) of \( f \), we have the following bound:

\[
\| \nabla f(x) \| \leq \sup_{x \in \mathcal{U}} \| \nabla f(x) \| \leq \text{diam}(\mathcal{U}).
\]

From the Mean value theorem, for any \( x, y \in \mathcal{U} \) we have that:

\[
f(x) - f(y) \leq \sup_{x \in \mathcal{U}} \| \nabla f(x) \| \| x - y \| \leq \text{diam}(\mathcal{U}) \| x - y \|.
\]

The above lemma will help us in developing global rates of convergence in terms of the iterate sequence \( \{x_k\} \). In the absence of this lemma global rates of convergence can still be obtained however such rates would be in terms of the function value sequence \( \{f(x_k)\} \). Since the condition \( x_k \to x_{\text{optimal}}^\ast \) implies strong convergence whereas the condition \( f(x_k) \to f(x_{\text{optimal}}^\ast) \) implies weak convergence, Lemma 12 becomes absolutely necessary for establishing a stronger convergence result.

Now that we are interested in developing convergence rates for the iterate sequence, we need a handle on the largest distance our iterate \( x_k \) possibly travel from the initialization \( x_0 \) within some compact domain \( \mathcal{U} \) before converging...
to a neighborhood of $x^\text{optimal}$. Quantifying this distance is essential since the total number of iterations or the travel time of any trajectory depends on how much distance it travelled before converging to some local minimum neighborhood. In the best case the trajectory could take a bee line path between $x_0$ and $x^\text{optimal}$ whereas in the worst case a trajectory could possibly travel much farther than $x^\text{optimal}$ before turning back and eventually converging. The next theorem provides a precise bound on the farthest distance any worst case trajectory could travel to before returning back for good. In doing so it also provides a handle on the number of saddle point neighborhoods encountered in the path of such trajectory.

**Theorem 6:** On a function satisfying Assumptions A1–A4, the trajectory generated from the iterate sequence \{x_k\} by Algorithm 1 that has escaped some ball $\mathcal{B}_{R_0}(x_0^\ast)$ cannot escape the ball $\mathcal{B}_{R_0}(x_0^\ast) \supseteq \mathcal{B}_{R_0}(x_0)$ if it has to re-enter the ball $\mathcal{B}_{R_0}(x_0^\ast)$ in finite number of iterations, where we have that $x_0 \in \mathcal{B}_{2\xi}(x_0^\ast)$ and $x_0^\ast \in \mathcal{S}$ is a strict saddle point provided that the radius $R_0$ satisfies the condition:

$$R_0 \leq R_0 + 2L \text{diam}(\mathcal{U}) \frac{R_0}{\gamma} + N_0 K_{exit} \left( \frac{1}{\beta} + \frac{L}{2B^2} \right) \frac{L^2 \varepsilon^2}{\gamma} + \frac{N_0}{\gamma} \left( K_{exit} + K_{shell} \right)^2 \varepsilon + \frac{1}{2}(R_0 + \varepsilon)$$

(32)

where $N_0 = \frac{2L \text{diam}(\mathcal{U}) \frac{R_0}{\gamma}}{(2 - \frac{1}{\gamma} + \frac{\varepsilon}{2})^2 \varepsilon \gamma - (K_{exit} + K_{shell}) \gamma}$ is an upper bound on the number of strict saddle neighborhoods of radius $\varepsilon$ encountered by the trajectory of \{x_k\}. Note that here $K_{exit}$ is upper bounded by (7), $K_{shell}$ is upper bounded by Theorem 3 and the compact domain $\mathcal{U}$ contains the ball $\mathcal{B}_{R_0}(x_0^\ast)$, i.e., $\mathcal{U} \supseteq \mathcal{B}_{R_0}(x_0^\ast)$.

The proof of this theorem is given in Appendix H.

**Remark 7:** In order to characterize the convergence rate for Algorithm 1 we need to focus on the worst-case trajectories that can be generated by it. Theorem 6 helps capture the behavior of such worst-case trajectories by finding the radius of the largest possible ball whose boundary can be reached by such trajectories. We are now ready to state the final theorem of this work which quantifies the convergence rate of Algorithm 1 to some $\varepsilon$-neighborhood of a local minimum.

**Theorem 7:** On a function satisfying Assumptions A1–A4, the total time $K_{\max}$ for the trajectory of \{x_k\} generated from Algorithm 1 to converge to a sufficiently small $\varepsilon$-neighborhood of a local minimum $x^\text{optimal}$ is bounded by:

$$K_{\max} < T \left( K_{exit} + K_{shell} \right) + 4L \text{diam}(\mathcal{U}) \frac{\varepsilon L}{\gamma^2} + 2T \left( \frac{1}{\beta} + \frac{L}{2B^2} \right) \frac{\varepsilon^2}{\gamma^2} + \frac{\log \left( \frac{\varepsilon}{\gamma} \right)}{\log \left( 1 - \frac{\beta}{T} \right)},$$

(33)

where $T = \frac{2L \text{diam}(\mathcal{U}) \frac{\varepsilon}{\gamma}}{(2 - \frac{1}{\gamma} + \frac{\varepsilon}{2})^2 \varepsilon \gamma - (K_{exit} + K_{shell}) \gamma}$ is the total number of $\varepsilon$-radius saddle neighborhoods encountered, $\varepsilon$ and $\xi$ are bounded from Theorems 1, 3 and $x_0$ is initialized in a $\xi$-neighborhood of any strict saddle point.

The proof of this theorem is given in Appendix H. In terms of the order notation, using (7) and (28) followed by choosing some sufficiently small $\varepsilon$ where $\varepsilon$ is bounded by theorem 1, some moderately small $\xi$ from Propositions 3, 5 and substituting $\gamma = \Theta(\varepsilon^u)$, $K_{\max}$ has the following dependency on $\varepsilon$:

$$K_{\max} = \Theta \left( T \log \left( \frac{1}{\varepsilon} \right) \right) + \Theta \left( \frac{L}{T} \right) + \Theta \left( \frac{1}{\varepsilon^2 \gamma} \right)$$

(34)

where $T = \Theta \left( \frac{1}{\varepsilon^u} \right)$ is the number of saddles encountered and $u \in [0, 1]$ is a parameter of the function $f(\cdot)$ defined in Proposition 5 which controls the function geometry in regions away from its critical points. The third term on the right hand side of (34) is $\Theta \left( \frac{1}{\varepsilon^{2u}} \right)$ which quantifies the travel time of the trajectory in the region $\mathcal{U} \setminus \bigcup_{j=1}^{\infty} \mathcal{B}_{\xi}(x_j^\ast)$ (for details, see proof of Theorem 7 in Appendix H).

Observe that the dominant term in the expression of convergence rate from (34) is $\Theta \left( \frac{1}{\varepsilon^u} \right)$ where $u \in [0, 1]$. Compared to the state of the art\(^8\) Perturbed GD method [24] which has a convergence rate of order $\Theta \left( \frac{1}{\varepsilon} \log^4 \left( \frac{1}{\varepsilon} \right) \right)$, there is no poly-logarithmic dependence in our term $\Theta \left( \frac{1}{\varepsilon^u} \right)$ and in the worst case this term is still better than $\Theta \left( \frac{1}{\varepsilon} \right)$ provided $\varepsilon$ and $\xi$ are chosen to be sufficiently small from Proposition 5. In particular, for well-structured functions which have large gradient magnitudes in regions away from critical points, we will have $\frac{1}{\varepsilon^u} \ll \frac{1}{\varepsilon}$ thereby yielding a superior convergence rate to sufficiently small neighborhood of a local minimum. This improvement over the rate $\Theta \left( \frac{1}{\varepsilon} \right)$ is only possible because of Theorem 3 which gives a linear travel time within $\xi$ radius saddle neighborhoods. In the absence of Theorem 3, we would not have $\xi$ radius saddle neighborhoods within which fast travel is possible. Then we only have a much smaller $\varepsilon$ radius saddle neighborhood from Theorem 1 and outside such neighborhood, the travel time of the trajectory will be $\Theta \left( \frac{1}{\varepsilon^u} \right)$. Existence of larger saddle neighborhoods from Theorem 3 enables us to invoke Proposition 5 using which we can choose our $\varepsilon$ sufficiently small and a certain $\xi$ so that the gradient magnitude in the region $\mathcal{U} \setminus \bigcup_{j=1}^{\infty} \mathcal{B}_{\xi}(x_j^\ast)$ is lower bounded by $\gamma = \Omega(\xi) = \Theta(\varepsilon^0)$ for some $u \in [0, 1]$. Then we get the improved rate of $\Theta \left( \frac{1}{\varepsilon^2} \right)$ in the region $\mathcal{U} \setminus \bigcup_{j=1}^{\infty} \mathcal{B}_{\xi}(x_j^\ast)$ for our trajectory. It should however be noted that the value of parameter $u$ is not known explicitly since it depends on the function landscape in the region $\mathcal{U} \setminus \bigcup_{j=1}^{\infty} \mathcal{B}_{\xi}(x_j^\ast)$. Specifying certain value for $u$ would require more assumptions on the function landscape which is beyond the scope of this work. We now state a lemma with three example functions, one with $\varepsilon$-neighborhood of a local minimum.

\(\text{While Table I lists various state-of-the-art algorithms, all those listed works except [24] use either accelerated gradient methods or Newton method as their base algorithm. Hence for sake of fairness, the rate comparison is done only with the Perturbed GD method of [24].}\)
from Theorem 7 will be $O(\epsilon)$ for which
are sufficiently far away from 0.

Fig. 1. Landscapes of three smooth nonconvex functions with different values of the parameter $\nu$ for $\epsilon = 10^{-8}$. The function in (a) corresponds to $\nu = 0$, the function in (b) has $\nu = 3/4$, while the function in (c) corresponds to $\nu = 0.99$. It is evident, at least from these simple examples, that the functions that have a relatively steeper landscape in regions away from their critical points have a small $\nu$, whereas functions with a relatively flatter landscape in regions away from the critical points have a large $\nu$.

for which $\nu$ is between 0 and 1 (Figure 1(b)), and the last one
for which $\nu$ is close to 1 (Figure 1(c)).

Lemma 13: Suppose $\xi = C\epsilon^9$ for some sufficiently small $\epsilon > 0$, where $\nu \in (0, 1)$, $C \gg \epsilon$, and $\epsilon \leq \xi$. Then the following statements hold:

(a) The function $f(x, y) = \cos(x) - \cos(y)$ on $\mathcal{U} = \mathbb{R}^2$ admits
the constant $\nu = 0$ for any $\xi \in (0, 0.1]$ and for any $\epsilon \in (0, 0.1]$.
(b) The function $f(x, y) = \tanh(0.8x)\tanh(0.8y) + 0.01x^2 + 0.01y^2$ on $\mathcal{U} = \mathbb{R}^2$ admits the constant $\nu = \frac{8}{9}$ for any $\xi \in (0, 10^{-0.1}]$ and for any $\epsilon \in (0, 10^{-0.8}]$.
(c) The function $f(x, y) = \tanh(x)\tanh(y) + 10^{-4}(x^2 + y^2)$ on $\mathcal{U} = \mathbb{R}^2$ admits the constant $\nu = 0.99$ for any $\xi \in (0, 10^{-0.8}]$ and for any $\epsilon \in (0, 10^{-0.8}]$.

A proof of this lemma is deferred to the supplementary
file of this work for compactness and readability purposes.

A proof of this lemma is deferred to the supplementary
file of this work for compactness and readability purposes.

A proof of this lemma is deferred to the supplementary
file of this work for compactness and readability purposes.

In a nutshell, the first example above is a periodic function with a saddle point at the origin, where it can be seen that the norm of the directional derivatives in the $x$ and $y$ variable around zero grow like $\sin(|x|)$ and $\sin(|y|)$, which are roughly proportional to $|x|$ and $|y|$, respectively, for $x$ and $y$ around zero. This leads to linear growth of the gradient norm. Since the function is perfectly conditioned at its critical points, we can choose $\xi \gg \epsilon$ that then corresponds to $\nu = 0$. The second and third examples are coercive functions involving a quadratic term and hyperbolic tangent functions, where we can adjust the gradient growth around the critical points by arranging the magnitude of the quadratic term and the scaling of the hyperbolic tangent.

We now establish that the convergence guarantees from Theorems 5 and 7 will hold even when the function $f(\cdot)$ is not globally gradient and Hessian Lipschitz continuous. To do so we use a theorem from nonlinear functional analysis [46], namely, the Kirszbraun Theorem [46], [47], which is stated below.

Theorem 8 ([47]): If $U$ is a subset of some Hilbert space $H_1$, and $H_2$ is another Hilbert space, and $g : U \rightarrow H_2$ is a Lipschitz-continuous map, then there is a Lipschitz-continuous map $G : H_1 \rightarrow H_2$ that extends $g$ and has the same Lipschitz constant as $G$. 

\[ g : U \rightarrow H_2 \]
Using Theorem 8 we now show that the CCRGD algorithm (Algorithm 1) converges to a local minimum and has the same convergence rate as the one in Theorem 7 even without the gradient and Hessian Lipschitz boundedness assumption on the function $f(\cdot)$.

**Theorem 9:** Suppose the function $f(\cdot)$ satisfies only Assumptions A1 and A4. Then there exists a finite constant $L > 0$ such that if $\alpha = \frac{1}{L}$ the iterate sequence $\{x_i\}$ generated by the proposed CCRGD algorithm 1 always stays within the compact set $\{x \mid f(x) \leq f(x_0)\}$ and converges to a local minimum in this compact set with the convergence rate given by Theorem 7.

The proof of this theorem is given in Appendix H. This theorem is of particular significance due to the fact that it generalizes our theoretical developments to a larger class of learning problems where the objective function may not be globally gradient Lipschitz continuous, one such problem being the low-rank matrix factorization.

### C. Computational Complexity of the CCRGD Algorithm

Essentially, the Curvature Conditioned Regularized Gradient Descent (CCRGD) algorithm follows the Gradient Descent (GD) update and switches to a second-order step at most once in any $\epsilon$-strict saddle neighborhood and only if the curvature check condition (15) from CCRGD is not satisfied. The GD update can be computed in time $t_{GD} = \Theta(n)$ and checking the condition (15) incurs a maximum time of $t_{misc} = \Theta(n)$ per iteration of the CCRGD algorithm. The second-order step from CCRGD algorithm involves normalization of the gradient with $\beta$, which takes $\Theta(n)$ time as well as the computation of one of the dominant eigenvectors. The latter can be computed easily using power iteration-type methods, which incur a computation time of $\Theta(n^2 \log \lambda_1(\epsilon^{-1}))$; here, $\lambda_1, \lambda_2$ are the top-two dominant eigenvalues of $1 - \alpha \nabla^2 f(x_k)$ with $\lambda_1 > \lambda_2$ and $\epsilon$ is the desired accuracy for the power iteration (see, e.g., [48], [49], [50]). Therefore, the second-order constraint (SOC) step (Step 17 or 21) can incur a maximum computation time of $t_{SOC} = \Theta(n^2 \log \lambda_1(\epsilon^{-1}))$ in any strict-saddle neighborhood, where the maximum number of such strict-saddle neighborhoods is bounded by

$$T < \frac{2L \text{diam}(\mathcal{W}) \gamma}{\epsilon}$$

from Theorem 7. Next, we have also $K_{max} = K_{GD} + K_{CCRGD}$ from Theorem 7, where $K_{max}$ is the total iteration complexity of the CCRGD algorithm, $K_{CCRGD} \leq T$ is the number of second-order steps and $K_{GD}$ is the number of the GD steps. Then, using the bound on $K_{max}$ from Theorem 7, the total computational complexity $t_{CCRGD}$ of the proposed CCRGD algorithm is bounded by:

$$t_{CCRGD} \leq t_{GD}K_{GD} + t_{SOC}K_{CCRGD} + t_{misc}K_{max}$$

$$\leq (t_{GD} + t_{misc})K_{max} + t_{SOC}T$$

$$= \Theta \left( nT \log \left( \frac{1}{\epsilon} \right) \right) + \Theta \left( nT \log \left( \frac{\gamma}{\epsilon} \right) \right) + \Theta \left( \frac{n}{\epsilon^{2\nu}} \right)$$

To summarize, we can make use of existing off-the-shelf eigenvalue/eigenvector solvers for the constrained problems, and our complexity benefits from the fact that we do not need to solve these constrained problems frequently.

**VIII. Numerical Results**

To test the efficacy of the proposed method, we simulate Algorithm 1 on two different problems, a modified Rastrigin function and a low-rank matrix factorization problem.

#### A. Modified Rastrigin Function

The Rastrigin function is a nonconvex function that was first proposed in [51] and the generalized versions appeared in [52] and [53]. The function is given by

$$f(x) = An + \sum_{i=1}^{n} (a_i^2 - \cos(2\pi a_i x_i)),$$  \hspace{1cm} (38)

where $A = 10$ and $x_i \in [-5.12, 5.12]$, and $f(\cdot)$ has a global minimum at $x = 0$. In this section, we use a modified version of (38) given by:

$$f(x) = \sum_{i=1}^{n} a_i \cos(b_i x_i),$$  \hspace{1cm} (39)

where (39) differs from (38) in the sense that (39) does not have a quadratic term added to it (hence possibly some local minima are global minima). The modified formulation of the Rastrigin function is analytic and locally Morse at its critical point $x^* = 0$ for the choice of parameters given below. It satisfies all the listed Assumptions A1–A4 in this work except coercivity due to the fact that we removed the quadratic growth term from it. In particular, for the formulation (39) we will have $L \leq \sum_i |a_i b_i|$, $M \leq \sum_i |a_i b_i^2|$ and $\hat{\beta}, \hat{\delta}$ are evaluated from the simulations. This particular example highlights the fact that convergence to a local minimum is possible even without the coercivity assumption.

In simulations, we set $a_i = 1$ for $i = 1$ and $a_i = -1$ elsewhere, $b_i = 1$ for $1 \leq i \leq \lceil \frac{n}{2} \rceil$ and $b_i = 0.4$ for $\lceil \frac{n}{2} \rceil + 1 \leq i \leq n$. The point $x^* = 0$ is a strict saddle point in our case and the initialization of the proposed CCRGD algorithm (Algorithm 1) and the gradient descent (GD) method is done in an $\epsilon$ neighborhood of $x^*$. Specifically, the iterate $x_0$ is initialized in an $\epsilon$ neighborhood of the strict saddle point $x^*$ with a very small unstable subspace projection value, i.e., $\frac{\delta_{US}(x_0 - x^*)}{\|x_0 - x^*\|} < 10^{-8}$ where $\delta_{US}$ is the unstable subspace of $\nabla^2 f(x^*)$ and the initialization point is same for both methods. In addition, the step size for both methods is set to $\alpha = \frac{1}{L}$, where $L$ is the maximum absolute eigenvalue of the Hessian we estimated in the saddle neighborhood.

The results of our simulations are reported in Figures 2(a)–(d), where each subfigure has a total of four plots for a different combination of $(n, \epsilon)$. In each of the subfigures, the top-left plot shows that the gradient norm of the proposed CCRGD method first increases and then decreases while the GD method struggles to increase...
its gradient norm for many iterations. The top-right plot in each subfigure shows the initial and final eigenvalues of the Hessian at an iterate generated by the two methods, while the blue stem subplot in there shows the eigenvalue spectrum of the Hessian at an iterate generated by the two methods, while the variable $X$ is the gradient magnitude vs computation time and the second bottom plot marks the iteration where the CCRGD method first exited the initial saddle neighborhood (this iteration index is the “First Exit Time”) and also marks those iteration indices where the CCRGD method invoked the second-order Step 15 in Algorithm 1. From these figures it is clear that even though the second order step of CCRGD method is computationally more time consuming, yet the overall performance in time of CCRGD is better with respect to GD for the given cost function 39.

\[ f(X_1, X_2) = \frac{1}{4} \| M - XX^T B_2^2 \|_F^2 + \sigma_1 \| B_1 X \|_F^2 + \sigma_2 \| B_2 X \|_F^2, \]  

(40)

where $M \in \mathbb{R}^{n_1 \times n_2}$, $X_1 \in \mathbb{R}^{n_1 \times r}$ and $X_2 \in \mathbb{R}^{n_2 \times r}$ such that $r \leq \min\{n_1, n_2\}$ is the rank of matrix $M$.

To simplify the problem structure so as to make (40) some function of a single variable $X$, let $X_1$ and $X_2$ be blocks of the variable $X$ such that

\[ X = \begin{bmatrix} X_1 \\ X_2 \end{bmatrix}, \]

where we have $X_1 = B_1 X$ and $X_2 = B_2 X$ with $B_1 = [ I_{n_1 \times n_1} \mid \theta_{n_1 \times n_2} ]$ and $B_2 = [ \theta_{n_2 \times n_1} \mid I_{n_2 \times n_2} ]$. Here $I_{n_1 \times n_1}$, $I_{n_2 \times n_2}$ represent the identity matrices and $\theta_{n_1 \times n_2}$, $\theta_{n_2 \times n_1}$ represent the null rectangular matrices of appropriate dimensions. Using this change of variable, (40) can be written as a function of $X$:

\[ f(X) = \frac{1}{4} \| M - XX^T B_2^2 \|_F^2 + \sigma_1 \| B_1 X \|_F^2 + \sigma_2 \| B_2 X \|_F^2. \]

(41)

Next, $\nabla f(X)$ can be given as follows:

\[
\nabla f(X) = \frac{1}{2} (B_1^T B_1 X X^T B_2^2 + B_2^2 B_2 X X^T B_1^T B_1) X - \frac{1}{2} (B_1^T M^T B_1 + B_1^T M B_2) X + 2 \sigma_1 B_1^T B_1 X + 2 \sigma_2 B_2^2 B_2 X.
\]

(42)

Since the gradient in (42) is a matrix, hence the corresponding Hessian will be a tensor, whereas our analysis assumes the Hessian to be a matrix. To circumvent this problem, we make use of [54, Theorem 9] by vectorizing matrix $X$ so that $\nabla^2 f(\text{vec}(X))$ is a Jacobian matrix.

B. Low-Rank Matrix Factorization

The objective function for the problem in consideration is as follows:

\[
f(X_1, X_2) = \frac{1}{4} \| M - XX^T \|_F^2 + \sigma_1 \| X_1 \|_F^2 + \sigma_2 \| X_2 \|_F^2,
\]

Fig. 2. Simulation results for gradient descent (GD) and the proposed CCRGD algorithm on the modified Rastrigin function for various values of $n$ and $\epsilon$. 

Finally in the bottom plots of each subfigure, the first plot shows the evolution of distance of the iterate from the initialization (which is the same for both methods). It can be seen from the two plots in each subfigure that the GD method takes much longer to converge to a second-order stationary point in the given number of iterations, while the CCRGD method easily converges to a local minimum.
The closed form expression for the Jacobian is as follows:

\[ \nabla^2 f(\text{vec}(X)) \]

\[ = \frac{1}{2} \left( (X^T B_2^T B_2) \otimes (I_{n \times n} \otimes (X \otimes (B_1^T B_1)) + (I_{n \times n} \otimes (B_1^T B_1 X))\right) + (I_{r \times r} \otimes (B_1^T B_1 XX^T)) \right) \right) \]

\[ + \frac{1}{2} \left( (X^T B_1^T B_1) \otimes (I_{n \times n} \otimes (X \otimes (B_2^T B_2)) + (I_{n \times n} \otimes (B_2^T B_2 X)) \right) + (I_{r \times r} \otimes (B_2^T B_2 XX^T)) \right) \]

\[ - \frac{1}{2} \left( I_{r \times r} \otimes (B_1^T M^T B_1 + B_2^T M B_2) \right) + 2 \left( I_{r \times r} \otimes (\bar{c}_1 B_1^T B_1 + \bar{c}_2 B_2^T B_2) \right), \]

where \( n = n_1 + n_2 \). For simulations, matrix \( M \) was generated randomly using the relation

\[ M = U_1 U_2^T + \rho^2 N, \]

where \( U_1 \in \mathbb{R}^{n_1 \times r} \), \( U_2 \in \mathbb{R}^{n_2 \times r} \) and the entries of these matrices were independently sampled from a standard normal distribution. Matrix \( N \in \mathbb{R}^{n_1 \times n_2} \) is the additive noise generated.
from a normal distribution whose variance is scaled by $\rho$. The formulation (40) is coercive, analytic (so Assumption A1 gets satisfied) and the Hessian at the critical point $X = 0$ is invertible (Assumption A4 gets satisfied locally at the critical point $X = 0$) but the function at $X = 0$ has a poor condition number which will be evident from the simulations. Since the function in (40) is analytic and hence $C^\infty$ smooth, it is gradient and Hessian Lipschitz in every compact set and therefore satisfies the Assumptions A2, A3 locally. Moreover, from Theorem 9 the CCRGD algorithm for this particular problem still converges with a convergence rate given by Theorem 7. This particular example highlights the fact that the proposed algorithm 1 can exhibit convergence to a local minimum even when the function’s gradient and Hessian are not globally Lipschitz. The highly ill conditioned nature of the problem however could possibly make the function non-Morse at other critical points. Since the closed form expression of the Hessian in (43) is very complex, we steer away from the computation of its eigenvalues at critical points other than $X = 0$.

For the experiments, we use $\sigma_1 = \sigma_2 = 0.5$, $\rho = 0.5$, and step size $\alpha = \frac{1}{L}$ where $L = \lambda_{\max}(\nabla^2 f(\text{vec}(X)))$. Also, for the particular selection of parameters, $X = 0$ is a strict saddle point. Hence, $X$ is initialized on the boundary of ball $B_\varepsilon(0)$ and $\varepsilon$ is varied in the simulations along with $n_1, n_2, r$. Finally, the proposed method is plotted against the standard gradient descent method where the metric is $\|X_k - X_{init}\|_F$ with $X_{init}$ being the common initialization for the two methods.

The simulation results for Algorithm 1 are presented in Figures 3(a)–(f) and comparisons are made with the GD method. For the sake of uniformity, the plots within each subfigure of Figure 3 follow the same convention as the plots within each subfigure of Figure 2. From the plots, it is evident that the functions are not well-conditioned for different cases and both GD and CCRGD encounter cascaded saddles. Though CCRGD is computationally slightly more expensive than GD, yet still it is able to match the performance of GD in terms of convergence to a local minimum in iterations, which is evident from the eigenvalues of the Hessian at final iterate. Also from the first subplot of each figure, it is clear that CCRGD reduces gradient magnitude faster than GD eventually with respect to iterations (tail of orange CCRGD curve stays below the tail of blue GD curve in every first subplot). Moreover in every case CCRGD is able to escape the first saddle neighborhood much more faster than GD in iterations due to a single second order step which is invoked only once over all iterations.
Briefly, it can be seen from the simulations that when the objective is the modified Rastrigin function, our method (CCRGD) can improve upon GD in terms of the computational time whereas when the objective is low-rank matrix factorization, CCRGD is slower than GD when the problem dimension $n$, where $n = (n_1 + n_2) \times r$, is large due to the computationally expensive operation of eigenvector computations, which scales asymptotically as $n^2$. These results highlight the fact that the superiority of CCRGD over GD in terms of the computational time starts diminishing in high-dimensional problem settings. And while faster algorithms for eigenvalue/eigenvector solvers or a faster alternative to the second-order step in CCRGD can lead to further computational improvements over GD, we leave such developments for future work.

C. Simulations for Nonconvex functions with Different Values of Parameter $\nu$

Recall that we had provided three examples (discussed in Lemma 13); one with $\nu$ equal to 0 (Figure 1(a)), another for which $\nu$ is between 0 and 1 (Figure 1(b)), and the last one for which $\nu$ is close to 1 (Figure 1(c)). Other values of $\nu \in (0,1)$ can also be obtained by adjusting the constants in these examples. Our results suggest that when $\nu$ is closer to 1, the convergence of both GD and the proposed CCRGD method (algorithm 1) can be slower as compared to the case when $\nu$ is closer to 0. We have provided simulations in Figure 4 for illustrating this point where we compared three examples with $\nu = 0$ (Figures 4(a) and 4(c)) and $\nu = 0.99$ (Figure 4(b)).

In each of the subfigures in Figure 4, the top-left plot shows the evolution of gradient norms of the proposed CCRGD method and the GD method as a function of iterations. The top-right plot in each subfigure shows the initial and final eigenvalues of the Hessian at an iterate generated by the two methods, while the blue stem subplot in there shows the eigenvalue spectrum at the initialization (which is the same for both methods). Finally, the bottom plot in each subfigure marks the iteration where the CCRGD method first exited the initial saddle neighborhood (this iteration index is the “First Exit Time”) and also marks those iteration indices where the CCRGD method invoked the second-order step (Step 17 or 21) in Algorithm 1.

It is clear from Figure 4(c) that the claimed speedup is indeed there when the parameter $\nu$ is equal to 0. In particular, it can be observed from Figure 4(c) that while CCRGD is able to first rapidly increase and then decrease its gradient norm, thus converging to a second-order stationary point, its counterpart GD still remains in the phase of increasing its gradient norm within the number of iterations under consideration. Note that this stark contrast between the performance of CCRGD and GD is not observable in Figure 4(a) because of the lower-dimensional nature of the function ($n = 2$) in Figure 4(a). Indeed, both methods in this case converge extremely fast to $\varepsilon$ accuracy (in less than 100 iterations). In contrast, we see from Figure 4(b)—which corresponds to $\nu = 0.99$—that the gradient norm for both CCRGD and GD methods first increases rapidly, which implies fast escape from a well-conditioned saddle neighborhood, and then decreases very slowly due to the almost flat geometry of the function away from the saddle point. Hence, even with a fast saddle escape, convergence to a local minimum remains slow for both methods when $\nu$ is close to 1.

IX. Conclusion

This work focuses on the global analysis of gradient trajectories for a class of nonconvex functions that have strict saddle points in their geometry. Building on top of the results from our earlier work [10], sufficient boundary conditions are developed here that guarantee approximate linear exit time of gradient trajectories from saddle neighborhoods. Further, the gradient trajectories are analyzed in an augmented saddle neighborhood and it is proved that the trajectories exhibit sequential monotonicity. Using this result, bounds on the total travel time are given for trajectories in this region. A robust algorithm is also developed in this work that uses the sufficient boundary conditions to check whether a given trajectory will exit saddle neighborhood in linear time and invokes a second-order step otherwise. Several intuitive yet important lemmas are proved, characterizing the behaviour of gradient trajectories in saddle neighborhoods and two theorems are proved that provide rate of convergence of the algorithm to a local minimum.

APPENDIX A

In order to prove Theorem 1 we first establish 3 supporting lemmas.

Lemma 14: The smooth extension of the lower bound on the trajectory function $\Psi(K)$ (Theorem 3.1, [10]) given by the function $\tilde{\Psi}(K)$ for $\alpha = \frac{1}{2}$ slopes upward for some small positive values of $K$ and then it slopes downward for very large values of $K$, i.e., $\tilde{\Psi}(K)$ becomes a decreasing function for large values of $K$ ($\Psi(K) \to -\infty$ as $K \to \infty$) provided the initial unstable projection value satisfies the necessary condition $\sum_{j \in N_{S}} (\theta_{j}^{u})^2 > \Delta$ where $\Delta > \frac{\alpha M L \sup_{\tau} \left(K_{ex}^{\tau}\right)}{\sigma(L+\rho)}$.

Proof: From Theorem 3.1 in [10], for every value of parameter $\tau$, there exists a lower bound on the squared radial distance $\|\tilde{u}_{K}^{\tau}\|^2$ for all $K$ in the range $1 \leq K \leq \sup_{\tau} \left(K_{ex}^{\tau}\right)$ provided $K \varepsilon \ll 1$. Moreover, this lower bound can be expressed using a function of $K$ called the trajectory function $\Psi(K)$. Formally, we have that:

$$
\varepsilon^2 \geq \inf_{\tau} \|\tilde{u}_{K}^{\tau}\|^2 > \varepsilon^2 \Psi(K),
$$

where the trajectory function $\Psi(K)$ is given by:

$$
\Psi(K) = \left(\frac{c_1^{2K} - 2Kc_2^{2K-1}b_1 - \frac{c_3}{c_2^{2K}}b_2 - \frac{c_4}{c_3}b_3}{\sum_{i \in J_S} (\theta_i^j)^2} \right) + \left(\frac{c_2^{2K} - 2Kc_3^{2K-1}b_1 - \frac{c_1}{c_3}b_2 - \frac{c_4}{c_2}b_3}{\sum_{j \in N_S} (\theta_j^u)^2} \right)
$$

$$
\sum_{i \in J_S} (\theta_i^j)^2 + \sum_{j \in N_S} (\theta_j^u)^2
$$

with $c_1 = \left(1 - \alpha L - \frac{a M}{L} - O(\varepsilon^2)\right)$, $c_2 = \left(1 - \alpha J + \frac{a M}{L} + O(\varepsilon^2)\right)$, $c_3 = \left(1 + \alpha L + \frac{a M}{L} + O(\varepsilon^2)\right)$.


substituting these coefficients in the expression for \( \Psi \) appearing on its right hand side, we get an MLn + \( \frac{\alpha eM}{2} \) term.

\[
\Psi(K) \approx \left( 1 - \alpha L - \frac{\alpha eM}{2} \right)^{2K} \frac{\alpha eM L n}{2\delta} \sum_{i \in S}(\theta_i^j)^2 + \\
\left[ \left( 1 + \alpha \beta - \frac{\alpha eM}{2} \right)^{2K} - 2K \left( 1 + \alpha L + \frac{\alpha eM}{2} \right)^{2K-1} \frac{\alpha eM L n}{2\delta} \right] \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 + \\
- \frac{\alpha eM L n}{2\delta(\alpha L + \alpha \beta)} \left( 1 + \alpha L + \frac{\alpha eM}{2} \right)^K \left( 1 - \alpha \beta + \frac{\alpha eM}{2} \right)^K \left( \sum_{i \in S}(\theta_i^j)^2 + \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 \right)
\]

\[
\psi(K) \approx \left( 1 - \alpha L - \frac{\alpha eM}{2} \right)^{2K} \frac{\alpha eM L n}{2\delta} \sum_{i \in S}(\theta_i^j)^2 + \\
\left[ \left( 1 + \alpha \beta - \frac{\alpha eM}{2} \right)^{2K} - 2K \left( 1 + \alpha L + \frac{\alpha eM}{2} \right)^{2K-1} \frac{\alpha eM L n}{2\delta} \right] \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 + \\
- \frac{\alpha eM L n}{2\delta(\alpha L + \alpha \beta)} \left( 1 + \alpha L + \frac{\alpha eM}{2} \right)^K \left( 1 - \alpha \beta + \frac{\alpha eM}{2} \right)^K \left( \sum_{i \in S}(\theta_i^j)^2 + \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 \right)
\]

\[
\psi(K) \approx \left( 1 - \alpha \beta - \frac{\alpha eM}{2} \right)^{2K} \frac{\alpha eM L n}{2\delta} \sum_{i \in S}(\theta_i^j)^2 + \\
\left[ \left( 1 - \beta \frac{\alpha eM}{2L} \right)^{2K} - 2K \left( 2 + \frac{\alpha eM}{2L} \right)^{2K-1} \frac{\alpha eM L n}{2\delta} \right] \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 + \\
- \frac{\alpha eM L n}{2\delta(\alpha L + \beta)} \left( 2 + \frac{\alpha eM}{2L} \right)^{2K} \left( \sum_{i \in S}(\theta_i^j)^2 + \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 \right)
\]

\[
\Psi(K) = \left[ -2K \left( 1 - \frac{\beta}{L} + \frac{\alpha eM}{2L} \right)^{2K-1} \frac{\alpha eM L n}{2\delta} \right] \sum_{i \in S}(\theta_i^j)^2 + \\
\left[ \left( 1 + \frac{\beta}{L} - \frac{\alpha eM}{2L} \right)^{2K} - 2K \left( 2 + \frac{\alpha eM}{2L} \right)^{2K-1} \frac{\alpha eM L n}{2\delta} \right] \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 - \frac{\alpha eM L n}{2\delta(2\beta - \alpha eM)} \left( 2 + \frac{\alpha eM}{2L} \right)^{2K} \sum_{i \in S}(\theta_i^j)^2 + \\
\sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 - \frac{\alpha eM L n}{2\delta(2\beta - \alpha eM)} \log \left( 2 + \frac{\alpha eM}{2L} \right)
\]

where \( \alpha \) is a constant and \( K \) is the number of terms.

Substituting these coefficients in the expression for \( \Psi(K) \) followed by dropping order \( O(\varepsilon^2) \) and \( O(\kappa \varepsilon) \) terms (for \( K \varepsilon \ll 1 \)) appearing on its right hand side, we get an approximate expression for \( \Psi(K) \) from (46), as shown at the top of the page, where in (47), as shown at the top of the page, we used the relation \( \sum_{i \in S}(\theta_i^j)^2 + \sum_{j \in \mathcal{N}_j}(\theta_j^\mu)^2 = 1 \) and the inequality \( \left( 1 - \alpha \beta + \frac{\alpha eM}{2} \right) < \left( 1 + \alpha L + \frac{\alpha eM}{2} \right) \). Now for \( \alpha = \frac{1}{L} \), (47) becomes the approximate inequality (48), as shown at the top of the page, which can be simplified further as (49), as shown at the top of the page.
We next first assume that the approximate lower bound on \( \Psi(K) \) from (49) is a continuous function of \( K \) so as to allow differentiation of this lower bound with respect to variable \( K \). This continuous extension is possible since the approximate lower bound on \( \Psi(K) \) from (49) is a well-defined function of \( K \). Note that we do not use the lower bound from (48) since we are looking for values of \( K \) greater than 1 and the derivative of \((-\frac{\epsilon M}{2})^2\) is of at most order \( O(\epsilon^{2K-1}) \) for \( K > 1 \) with small \( \epsilon \). Representing this approximate lower bound in (49) as \( \Psi(K) \) where we have that \( \Psi(K) \geq \Psi(K) \), followed by differentiating it with respect to \( K \) yields the previous expression.

It can be inferred from (51) that for \( \epsilon < \frac{2\beta}{M} \) and \( \sum_{j \in \Omega_{\Delta}} \Theta_j^2 > \Delta \) where \( \Delta > \frac{\epsilon M L + \beta}{\beta} \), the function \( \Psi(K) \) slopes upward for some small positive values of \( K \) and then it slopes downward for very large values of \( K \), i.e., \( \Psi(K) \) becomes a decreasing function for large values of \( K \) (\( \Psi(K) \to -\infty \) as \( K \to -\infty \)).

**Lemma 15:** The sufficient (though not necessary) condition that guarantees the escape of the approximate lower bound \( \Psi(K) \) on the trajectory function \( \Psi(K) \) from the ball \( B_\epsilon(x^*) \) is as follows:

\[
1 \leq \sup_{K \in G_W} \left\{ \Psi(K) \right\} \tag{52}
\]

where \( G_W = \left\{ K \mid K \in (0, K^1], \frac{d^2\Psi(K)}{dK^2} < 0, \frac{d\Psi(K)}{dK} = 0 \right\} \) and \( K^1 = O(\log(\epsilon^{-1})) \). Moreover, there exists some \( K_0 = O(\log(\epsilon^{-1})) \) in the set \( G_W \) implying that the set \( G_W \) is non-empty.

**Proof:** Recall that from the condition (44), the exit time is obtained by evaluating the first \( K \) where \( \Psi(K) > 1 \). From the inequality (49), by setting the right hand side greater than equal to 1 for some given \( K \) of order \( O(\log(\epsilon^{-1})) \), we will have \( \Psi(K) \geq 1 \). Hence the sufficient condition on the unstable projection value \( \sum_{j \in \Omega_{\Delta}} \Theta_j^2 \) for escaping saddle with linear rate can be obtained from (49) by setting its right hand side greater than equal to 1. Notice that for very large \( K \), the right hand side of (49) is always less than 1. Moreover, there exists some \( K_{\min} \geq 1 \) and \( K_{\max} > 1 \) such that the approximate lower bound of (49) can become greater than 1 only in the interval \( (K_{\min}, K_{\max}) \). Therefore we only need to find some \( K_0 \in (K_{\min}, K_{\max}) \) where the function \( \Psi(K) \) has zero slope and the value \( \Psi(K_0) \) is greater than or equal to 1 for guaranteeing escape. The condition \( \Psi(K_0) \geq 1 \) would imply \( \Psi(K_0) \geq 1 \) thereby approximately guaranteeing escape from the condition (44) which gets reversed for \( K = K_0 \).

The above condition can be achieved in many different ways. However, to ensure that the so-called sufficient conditions have minimal restrictions, we must have \( K_0 \) to be the local maximum of the function \( \Psi(K) \) on the interval \( K \in (0, C] \) where \( C \) is some arbitrary positive finite value with \( C \leq K_{\max} \). Note that \( K_0 \) is a root of the equation \( \frac{d\Psi(K)}{dK} = 0 \). The condition that \( K_0 \) is the local maximum of \( \Psi(K) \) on the interval \( K \in (0, C] \) ensures existence of at least one value of \( K_0 \) such that \( \Psi(K_0) \geq 1 \) and hence \( \Psi(K_0) \geq \Psi(K_0) \geq 1 \).

Next, recall that from Theorem 3.2 in [10] we have the condition of \( K_{\text{exit}} < K^1 \leq O(\log(\epsilon^{-1})) \) for \( \epsilon \)-precision trajectories with linear exit time. Note that the linear exit time was obtained explicitly by solving for the roots of equation \( \Psi(K) = 1 \). Now \( K_0 \) is the local maximum of the function \( \Psi(K) \) on the interval \( K \in (0, C] \) and we have \( \Psi(K_0) \geq 1 \) hence we can set \( C = K^1 \) which is valid since \( C \) was arbitrary with \( K_{\text{exit}} < C \leq K_{\max} \). Similarly, \( K_{\max} \) was arbitrary hence we can set \( K_{\max} = 2K^1 \). Therefore we will have \( \|u_{K_0}^T\|^2 > e^2 \) for all values of \( \tau \) where \( \{u_{K_0}^T\}_{K_0} \) was the \( \epsilon \)-precision trajectory defined in [10].

Then the sufficient (though not necessary) condition that guarantees the escape of the approximate lower bound \( \Psi(K) \) on the trajectory function \( \Psi(K) \) from the ball \( B_\epsilon(x^*) \) is as follows:

\[
1 \leq \sup_{K \in G_W} \left\{ \Psi(K) \right\} \tag{53}
\]

where \( G_W = \left\{ K \mid K \in (0, K^1], \frac{d^2\Psi(K)}{dK^2} < 0, \frac{d\Psi(K)}{dK} = 0 \right\} \).

The condition (53) can be relaxed to obtain \( \Psi(K_0) \geq 1 \) for some \( K_0 \in G_W \). Note that the set \( G_W \) is non-empty since the function \( \Psi(K) \) slopes upwards for small positive \( K \) whereas \( \Psi(K) \to -\infty \) as \( K \to \infty \). Simplifying the derivative condition (51) by setting it to 0 we get (55), as shown at the top of the next page. Observe that the roots of (55) cannot be explicitly computed due to the transcendental nature of this equation. However, the roots can be obtained if the order of \( K_0 \) is known with respect to \( \epsilon \). Since \( K_0 \in G_W \), we will have \( K_0 < K^1 \leq O(\log(\epsilon^{-1})) \). Therefore, we compute only those values of \( K_0 \) which are linear, i.e., \( K_0 = \Theta(\log(\epsilon^{-1})) \). For such a \( K_0 \), setting

\[
\left( 1 - \frac{\beta}{L} + \frac{\epsilon M}{2L} \right)^{2K_0} = \epsilon \eta \epsilon^b \quad \text{where} \quad \eta > 0, b > 0 \quad \text{provided} \quad \epsilon < \frac{2\beta}{M},
\]

the equality (55) becomes (56), as shown at the top of the next page, which further simplifies to (57), as shown at the top of the next page.

Note that in the step (57), we dropped the term \( \epsilon I_1 \) (since this term \( \epsilon I_1 = \Theta(K_0 \epsilon^{1-a+b}) = \Theta(\epsilon^{1-a+b} \log(\epsilon^{-1})) \)) to obtain the approximate equality (57). The approximate solution for (57) can be obtained using a transcendental equation of the form \( \phi = cx + d \) where \( x = 2K_0 \) and the coefficients are as follows:

\[
q = \left( 1 + \frac{\beta - \epsilon M}{2 + \frac{\epsilon M}{2L}} \right), \quad c = \left( 2 + \frac{\epsilon M}{2L} \right)^{-1} \frac{\epsilon M n}{2 \delta} \quad \log \left( 1 + \frac{\beta - \epsilon M}{2 + \frac{\epsilon M}{2L}} \right)
\]

\[
d = \left( 2 + \frac{\epsilon M}{2L} \right)^{-1} \frac{\epsilon M n}{2 \delta} \quad \log \left( 1 + \frac{\beta - \epsilon M}{2 + \frac{\epsilon M}{2L}} \right) + \frac{\epsilon M n \log(2 + \frac{\epsilon M}{2L})}{2 \delta (2\beta - \epsilon M) \log \left( 1 + \frac{\beta - \epsilon M}{2 + \frac{\epsilon M}{2L}} \right)} \sum_{j \in \Omega_{\Delta}} \Theta_j^2 \tag{59}
\]
\[
0 = \frac{dW}{dk} \bigg|_{K=\hat{K}_0} = \left[ -4K_0 \log \left( 1 - \frac{\beta}{L} + \frac{\varepsilon M}{2L} \right) - 2 \right] \left( 1 - \frac{\beta}{L} + \frac{\varepsilon M}{2L} \right)^{2K_0 - 1} \frac{\varepsilon Mn}{2\delta} \sum_{i \in \mathcal{I}_S} (\Theta_i^e)^2 +
\left[ 2 \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right) \log \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right) - 2 \left( 2 + \frac{\varepsilon M}{2L} \right)^{2K_0 - 1} \frac{\varepsilon Mn}{2\delta} \right]
\]
\[ 4K_0 \left( 2 + \frac{\varepsilon M}{2L} \right)^{2K_0 - 1} \frac{\varepsilon Mn}{2\delta} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \sum_{j \in \mathcal{I}_{US}} (\Theta_j^{au})^2 - 2\varepsilon Mn \frac{1}{\delta(2\beta - \varepsilon M)} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \right) \]

\[
0 = -4K_0 \log \left( 1 - \frac{\beta}{L} + \frac{\varepsilon M}{2L} \right) - 2 \left( 1 - \frac{\beta}{L} + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\mu \eta \varepsilon (1+\alpha+b) Mn}{2\delta} \sum_{i \in \mathcal{I}_S} (\Theta_i^e)^2 +
\left[ 2 \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right)^{2K_0} \log \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right) - 2 \left( 2 + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\varepsilon Mn}{2\delta} \right]
\]
\[ 4K_0 \left( 2 + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\varepsilon Mn}{2\delta} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \sum_{j \in \mathcal{I}_{US}} (\Theta_j^{au})^2 - 2\varepsilon Mn \frac{1}{\delta(2\beta - \varepsilon M)} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \right) \]

\[
\left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right)^{2K_0} \approx \left( 2 + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\varepsilon Mn}{2\delta} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \sum_{j \in \mathcal{I}_{US}} (\Theta_j^{au})^2 +
\left[ 2 \frac{\varepsilon Mn}{2\delta} \log \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right) - 2 \left( 2 + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\varepsilon Mn}{2\delta} \right]
\]
\[ 4K_0 \left( 2 + \frac{\varepsilon M}{2L} \right)^{-1} \frac{\varepsilon Mn}{2\delta} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \sum_{j \in \mathcal{I}_{US}} (\Theta_j^{au})^2 - 2\varepsilon Mn \frac{1}{\delta(2\beta - \varepsilon M)} \log \left( 2 + \frac{\varepsilon M}{2L} \right) \right) \]

\[
K_0 \approx \frac{1}{2} \log \left( \frac{2\delta \left( 2 + \frac{\varepsilon M}{2\delta} \right) \log \left( 1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L} \right) \log \left( \frac{2 + \varepsilon M}{1 + \frac{\beta}{L} - \frac{\varepsilon M}{2L}} \right) \right) \frac{\varepsilon Mn \log \left( 2 + \frac{\varepsilon M}{2L} \right)}{K_0} \]

The solution for this equation is given by the following relation:

\[
x = -\frac{W(-\log q - \frac{d}{c})}{\log q} - \frac{d}{c} \leq \log (-\frac{\log q - \frac{d}{c}}{\log q^{-1}}) - \frac{d}{c} = \log \left( \frac{1}{\log q^{-1}} \right)
\]

where \( W(\cdot) \) is the Lambert \( W \) function and we have that \( W(y) \leq \log(y) \) for large \( y \). Substituting these coefficients in (57), we obtain the approximate condition (61), as shown at the top of the page, where \( \hat{K}_0 \) is the approximate upper bound on \( K_0 \).

However, for the condition \( K_0 \in G_Y \) to hold, we also require \( \frac{d^w}{dk} \bigg|_{K=\hat{K}_0} < 0 \) condition to hold. It can be readily checked that \( \frac{d^w}{dk} \bigg|_{K=\hat{K}_0} < 0 \) whereas \( \frac{d^w}{dk} \) is positive for very small values of \( K \). Hence, there must exist a local maximum at some \( K_0 < \hat{K}_0 \) which would imply \( \frac{d^w}{dk} \bigg|_{K=K_0} < 0 \). Hence, it is not required to explicitly solve the condition \( \frac{d^w}{dk} \bigg|_{K=\hat{K}_0} < 0 \).

It is worth mentioning that dropping the term \( F_1 \) to obtain the approximate equality (57) is justified. Observe that in the two approximate transcendental equations (56) and (57)
with $K_0$ as the variable, the right-hand sides will be greater than their left-hand sides respectively at the value $K_0 = \bar{K}_0$. Also, for small values of $K_0$ the respective left-hand sides of (56) and (57) dominate, hence the approximate equality occurs for some $K_0 < \bar{K}_0$. Now, we are only left to prove that the approximations (56) and (57) are almost equal at $K_0 = \bar{K}_0$. This can be established by proving that the term $F_1 = \theta(\bar{K}_0 e^{(1+a+b)}) = \theta(e^{(1+a+b)}) \log(e^{-1})$ is negligible w.r.t. other terms in (56) at $K_0 = \bar{K}_0$. From the particular approximate upper bound in (61), it can be verified that $a > 1$. Using the substitution \( \frac{1}{2 + \frac{\epsilon M}{2L}} = \mu \epsilon^a \) where $\mu > 0$, $a > 0$, taking log both sides followed by substituting the approximate upper bound $\bar{K}_0$ from (61) yields:

\[
alog \left( \frac{1}{\sqrt{\mu \epsilon}} \right) = 2\bar{K}_0 \log \left( 2 + \frac{\epsilon M}{2L} \right)
\]

(62)

and

\[
alog \left( \frac{1}{\sqrt{\mu \epsilon}} \right) = \log \left( \frac{2 + \frac{\epsilon M}{2L}}{1 + \frac{\epsilon}{2} - \frac{\epsilon M}{2L}} \right)
\]

(63)

where in the last step we have that \( \frac{1}{\sqrt{\mu \epsilon}} = 2\frac{1 + \frac{\epsilon M}{2L}}{1 + \frac{\epsilon}{2} - \frac{\epsilon M}{2L}} \). Now with $a > 1$ we have the following condition for any $b > 0$:

\[
\lim_{\epsilon \to 0^+} \frac{e^{(1+a+b)} \log(e^{-1})}{\epsilon^2} = 0.
\]

(65)

Hence, for sufficiently small $\epsilon$, term $F_1$ can be of at most order $O(\epsilon^2)$.

**Lemma 16:** There exists some $K_0 = \theta(\log(e^{-1}))$ in the set $G_{\theta}$ such that $\Psi(K_0) \geq 1$ provided the lower bound on the unstable projection value $\sum_{j \in J_{NS}} (\theta_j^{u_a})^2$ has the following order:

\[
\sum_{j \in J_{NS}} (\theta_j^{u_a})^2 \gtrsim \Theta \left( \frac{1}{\log(e^{-1})} \right).
\]

(66)

**Proof:** Recall that from the relaxation of condition (53), we require $\Psi(K_0) \geq 1$. Since $K_0$ is not explicitly available and we only have the approximate upper bound $\bar{K}_0$ from (61), hence we use the substitution $K_0 = \chi \bar{K}_0$ for some $0 < \chi \leq 1$ and set the value of function $\Psi$ at this point greater than equal to 1.

Substituting $K_0 = \chi \bar{K}_0$ from (61) into the condition $\Psi(K_0) \geq 1$, dropping the first term on the right hand side of (50) (it is of order $O(\chi \bar{K}_0 e^{(1+a+b)}) = O(e^{(1+a+b)} \log(e^{-1}))$ as before, substituting $\mu \epsilon^a$ for $\mu > 0$, $\epsilon > 0$, using (57) for $K_0 = \chi \bar{K}_0$ we get (67), as shown at the top of the next page, which after rearranging yields (68), as shown at the top of the next page.

Since the term given by the expression

\[
\frac{e^{\ln M} \log(2 + \frac{\epsilon M}{2L})}{2\bar{K}_0} - \frac{e^{\ln M}}{2\ln(1 + \frac{\epsilon}{2} - \frac{\epsilon M}{2L})} \left( 2\log(2 + \frac{\epsilon M}{2L}) \right)
\]

(71)

is positive, dividing both sides of (68) by this term yields (69), as shown at the top of the next page, or equivalently (70), as shown at the top of the next page, which is a sufficient condition on the unstable projection value $\sum_{j \in J_{NS}} (\theta_j^{u_a})^2$.

Now, recall that from (64) we have $a > 1$ and we also know that $\bar{K}_0 \approx K_0 = \chi \bar{K}_0$. Since $K_0$ is not explicitly known we can choose a surrogate for $\chi$ to obtain the sufficient condition. Notice that $\chi$ is a quantity between 0 and 1. Choosing a large value for $\chi$ say close to 1 will yield the following order bound

\[
\sum_{j \in J_{NS}} (\theta_j^{u_a})^2 \gtrsim \Theta \left( \frac{1}{\epsilon^2} \right).
\]

Recall that from (21) we require

\[
\sqrt{\sum_{j \in J_{NS}} (\theta_j^{u_a})^2} \geq \theta \left( \frac{1}{\epsilon^2} \right).
\]

However, this bound may then contradict the sufficient condition

\[
\sum_{j \in J_{NS}} (\theta_j^{u_a})^2 \gtrsim \Theta \left( \frac{1}{\log(e^{-1})} \right)
\]

if $a > 2$, i.e., we have

\[
\frac{1}{\epsilon^2} > \frac{1}{\epsilon^2} \log(e^{-1})
\]

as $\epsilon \to 0$ (for well conditioned problems, i.e., $\frac{1}{\epsilon}$ close to 1, it can be checked using (64) that $a$ becomes arbitrarily large). Next, choosing very small values of $\epsilon$ say close to 0 will cause the approximation (57) to fail since the term $F_1$ in (56) can no longer be dropped (this term is of order $O(\epsilon)$ for $\chi = 0$).

However, the choice $\chi = \frac{1}{a}$ is able to strike a balance between both the requirements (dropping of the term $F_1$ in (56) and satisfying the bound on $\sum_{j \in J_{NS}} (\theta_j^{u_a})^2$ from (21)). Observe that by setting $\chi = \frac{1}{a}$, we can get rid of the $\epsilon$ dependency in the numerator of (70) which generates the order bound

\[
\sum_{j \in J_{NS}} (\theta_j^{u_a})^2 \gtrsim \Theta \left( \frac{1}{\log(e^{-1})} \right)
\]

(66)

that agrees with the condition

\[
\sqrt{\sum_{j \in J_{NS}} (\theta_j^{u_a})^2} \geq \theta \left( \frac{1}{\epsilon^2} \right) \log(e^{-1})
\]

from (21) for any $a > 0$. Also, it can be easily checked that the term $F_1$ from (56) for $K_0 = \chi \bar{K}_0 = \frac{1}{a} \bar{K}_0$ has the order $O(e^{(2+b)} \log(e^{-1}))$ (for some $b > 0$ hence the term $F_1$ can be dropped to get the approximation (57). Substituting $\bar{K}_0$ from (61) and $\chi = \frac{1}{a}$ in (70) followed by further simplification gives the following result:

\[
\sum_{j \in J_{NS}} (\theta_j^{u_a})^2 \gtrsim \frac{1}{\epsilon^2} \left[ \frac{2\epsilon M}{2L} \log(1 + \frac{\epsilon}{2} - \frac{\epsilon M}{2L}) + \log \left( \frac{1}{\epsilon^2} \right) \log(e^{-1}) \right]
\]

(71)
\[
\left( \frac{(1 + \frac{\beta}{L} - \frac{eM}{2L})}{2 + \frac{eM}{2L}} \right)^{2K_0} - 2K_0 \left( 2 + \frac{eM}{2L} \right)^{-\frac{1}{2}} \sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \right)^{-1} \frac{eMN}{\delta(2\beta - eM)} \right) \sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \geq \frac{1}{2 + \frac{eM}{2L}}^{2K_0} \tag{67}
\]

\[
\left( 2 + \frac{eM}{2L} \right)^{-\frac{1}{2}} \frac{eMN}{\delta(2\beta - eM)} \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right) - 2K_0 - \left( 2 + \frac{eM}{2L} \right)^{-\frac{1}{2}} \frac{eMN}{2\delta} \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right) \sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \geq \frac{1}{2 + \frac{eM}{2L}}^{2K_0} \tag{68}
\]

\[
\sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \geq \frac{1}{2 + \frac{eM}{2L}}^{2K_0} \left( \frac{2 + \frac{eM}{2L}}{\log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right)} \right) \left( \frac{eMN}{2\delta} \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right) \right) \left( 2 + \frac{eM}{2L} \right) \left( \frac{2\delta \mu X^{(2\beta - 1)}}{Mn} - 1 \right) \left( \frac{1}{\log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right)} \right) \tag{70}
\]

Finally, for \( \varepsilon < \frac{2\beta}{M} \), dropping the negative term \( \log \left( \frac{1 + \frac{\beta}{L} - \frac{eM}{2L}}{\left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right)} \right) - \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right) \) from the numerator of (71) and setting the condition:

\[
\sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \geq \frac{1}{\delta} \log \left( \frac{2 + \frac{eM}{2L}}{2\delta (2 + \frac{eM}{2L}) \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right)} \right) + 1 \tag{72}
\]

the approximate lower bound in (71) is guaranteed. Now using the upper bound on \( K_0 \) from (61) in the expression \( \mu e^a = \frac{1}{2 + \frac{eM}{2L}}^{2K_0} \), we have that:

\[
\sqrt{\mu} = \frac{Mn \log \left( 2 + \frac{eM}{2L} \right)}{2\delta (2 + \frac{eM}{2L}) \log \left( 1 + \frac{\beta}{L} - \frac{eM}{2L} \right) \log \left( \frac{2 + \frac{eM}{2L}}{1 + \frac{\beta}{L} - \frac{eM}{2L}} \right)} \tag{73}
\]

where \( a = \frac{\log \left( 2 + \frac{eM}{2L} \right)}{\log \left( 2 + \frac{eM}{2L} \right) - \log \left( 1 + \frac{\beta}{L} - \frac{eM}{2L} \right)} \) > 1. Hence, the approximate lower bound on the unstable projection value \( \sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \) has the following order:

\[
\sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \geq \Theta \left( \frac{1}{\log(e^{-1})} \right). \tag{74}
\]

It is also worth mentioning that the lower bound on the unstable projection value \( \sum_{j \in \mathcal{N}_US} (\theta_j^{us})^2 \) from (74) is an increasing function of \( \varepsilon \). 

**Proof of Theorem 1**

Using Lemmas 14, 15 and 16 we have established that there exists some \( K_0 = O(\log(e^{-1})) \) in the set \( G_{\Psi_0} \) such that \( \Psi(K_0) \geq 1 \) provided the initial condition of (74) holds. Since \( K_0 \in G_{\Psi_0} \) we will have \( K_0 \leq K' \) where \( K' \) is upper bounded by the linear exit time bound from (7). Then using the fact that \( \Psi(K_0) \geq 1 \) we get that \( \Psi(K_0) > \Psi_0(K_0) \geq 1 \) implying

\[
\inf_{\tau} \left\| \tilde{u}_0^\tau \right\|_{K_0}^2 > e^2 \Psi_0(K_0) > e^2 \tag{44}
\]

Hence the approximate trajectories \( \{ \tilde{u}_0^\tau \} \) exit \( \mathcal{B}_\varepsilon(x^*) \) at \( K < K_0 < K' \) under the sufficient initial condition of (74). This completes the proof of Theorem 1.
Finally, using the fact that \( \varepsilon < \frac{2\beta}{M} \) and Theorem 3.2 of [10], we can upper bound \( \varepsilon \) as follows:

\[
\varepsilon < \min \left\{ \inf_{\|u\|=1} \left( \limsup_{j \to \infty} \left( \frac{r_j(u)}{f_i} \right)^{-1} \right), \quad \frac{2L\delta}{M(2Ln^2 - \delta)} + O(\varepsilon^2), \frac{2\beta}{M} \right\}
\]

where \( r_j(u) = \left\| \left( \frac{d}{dw} \nabla^2 f(x^* + wu) \right)_{u=0} \right\|_2 \).

**APPENDIX B**

We prove Theorem 2 by first proving a sequence of lemmas.

**Lemma 17:** For an iterative gradient mapping given by \( \dot{x} = x - \alpha \nabla f(x) \) in some neighborhood of \( x^* \), if \( \|x^+ - x^*\| > \|x - x^*\| \) then the following holds:

- a. \( \|x^+ - x^*\| \geq \bar{\rho}(x) \|x^* - x\| - \sigma(x) \) \hspace{1cm} \( (76) \)
- b. \( \|x^+ - x^*\| > \|x - x^*\| \) \hspace{1cm} \( (77) \)

where \( \sigma(x) = O(\|x - x^*\|^2) \), \( \bar{\rho}(x) > 1 \) and (77) is termed as the sequential monotonicity property.

**Proof:** For an iterative gradient mapping given by \( \dot{x} = x - \alpha \nabla f(x) \) in any neighborhood of \( x^* \), we have:

\[
\frac{d}{dt} \nabla f(x^* + p(x - x^*)) = \nabla^2 f(x^* + p(x - x^*))((x^* - x^*)dp).
\]

provided function \( f(\cdot) \) is twice continuously differentiable. Using this substitution in the iterative gradient mapping, we have the following result:

\[
\|x^+ - x^*\| = \|x - \alpha \nabla f(x) - x^*\| = \|x - x^*\| - \alpha \left( \nabla f(x^*) + \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*))((x^* - x^*)dp)\right) \|
\]

\[
\geq \|x - x^*\| - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*))dp((x - x^*))
\]

\[
= \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*))dp((x - x^*))
\]

\[
\geq \left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x - x^*\|
\]

where \( u = x - x^*, \hat{u} = \frac{u}{\|u\|}, \|x^* - x\| = \|u\| \left( \sum_{j \in J_{US}} (\hat{u}, e_j) e_j^{(u)} + \sum_{j \in J_{S}} (\hat{u}, e_j) e_j^{(e)} \right) \) and \( (e_{j}^{(u)}, v_{j}^{(u)}) \), \( (e_{j}^{(e)}, v_{j}^{(e)}) \) are the eigenvector-eigenvalue pair of the matrix \( D(x) \) where \( D(x) = \left( 1 - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*))dp \right) \) with \( v_j^x < 1 \) for all \( i \in J_{S}, v_j^x \geq 1 \) for all \( j \in J_{US} \) and \( J_{US}, J_{S} \) are the index sets associated respectively with these subspaces.

We consider the case of strict expansion dynamics in the current iteration. Given: \( \|x^+ - x^*\| > \|x - x^*\| \) or equivalently

\[
\|x^+ - x^*\| = \sqrt{\left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|u\|}
\]

\[
> \|u\| \cdot \left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x - x^*\|
\]

This implies:

\[
\sqrt{\left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|u\| > \|x^+ - x^*\|}
\]

We now show that the claim in (76) holds.

Since \( x^+ = x^* + \alpha \nabla f(x^*) \), we have the equations (86)–(91), as shown at the top of the next page, where in the last step (91) we used the following result:

\[
\int_{p=0}^{p=1} \nabla^2 f(x^* + p(x^* - x^*))dp = \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x^* - x^*))dp + \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x^* - x^*))dp
\]

and we have that \( \|P(x)\| = O(\|\nabla f(x)\|) \) which can be verified from Assumption A3. Rearranging (92) and taking norm both sides we get:

\[
\|P(x)\| \geq \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x^* - x^*))dp \|x^+ - x^*\|
\]

Now recall that \( D(x) = \left( I - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x^* - x^*))dp \right) \) hence further simplifying (91) yields the following:

\[
\|x^+ - x^*\| = \left( \|D(x)\|^2 \|x^* - x^*\| - \alpha \|D(x)P(x)(x^* - x^*)\| \right)
\]

\[
\geq \left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x^* - x^*\|
\]

\[
+ \frac{\left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x^* - x^*\|}{2}
\]

\[
\geq \frac{\left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x^* - x^*\|}{2}
\]

where we used the fact that \( \|\nabla f(x)\| \leq L \|x^* - x^*\| \) by Lipschitz continuity of \( \nabla f(x) \). Now with \( \sigma(x) = \frac{\sup_{j \in J_{US}} (v_j^{(u)}) M \|x^* - x^*\|}{2} \) we are left to prove:

\[
\sqrt{\left( \sum_{j \in J_{US}} \left( v_{j}^{(u)}(\hat{u}, e_j^{(u)}) \right)^2 + \sum_{j \in J_{S}} \left( v_{j}^{(e)}(\hat{u}, e_j^{(e)}) \right)^2 \right) \|x^* - x^*\|}
\]

\[
> \|x^+ - x^*\|
\]
\[ \|x^+ - x^*\| = \|x^+ - \alpha \nabla f(x^+) - x^*\| \]
\[ = \|x^+ - x^* - \alpha \left( \nabla f(x^*) + \int_{p=0}^{p=1} \nabla^2 f(x^p + p(x^* - x^*)) (x^p - x^*) dp \right) \| \]
\[ = \|x^+ - x^* - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^p + p(x^* - x^*)) dp (x^p - x^*) \| \]
\[ = \|I - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^p + p(x^* - x^*)) dp \| (x^* - x^*) \| \]
\[ = \left| I - \alpha \int_{p=0}^{p=1} \nabla^2 f(x^p + p(x^* - x^*)) dp \right| (x^* - x^*) \quad \text{(103)} \]

which completes the proof for (103). We are now ready to prove the result \( \|x^+ - x^*\| \geq \rho(x) \|x^* - x^*\| - \sigma(x) \). Recall that from (83) we have that:
\[ \|x^+ - x^*\| = \sqrt{\left( \sum_{j \in J_{US}} (v_j^{us} (\hat{u}, e_j^{e}))^2 \right) \|u\|} = \sqrt{\left( \sum_{j \in J_{US}} (v_j^{us} (\hat{u}, e_j^{e}))^2 \right) \|x - x^*\|} \quad \text{(111)} \]

\[ = \sqrt{(\hat{u}, (D(x))^2 \hat{u})} \|x - x^*\| \quad \text{(112)} \]

Now from (100) we have the following:
\[ \|x^+ - x^*\| \geq \sqrt{\left( \sum_{j \in J_{US}} (v_j^{us} (\hat{u}, e_j^{e}))^2 \right) \|x - x^*\| - \sigma(\|x - x^*\|)} \quad \text{(113)} \]
\[ = \sqrt{(\hat{u}, (D(x))^2 \hat{u})} \|x - x^*\| - \sigma(x) \quad \text{(114)} \]
\[ = \sqrt{(\hat{u}, (D(x))^2 \hat{u})} \sqrt{(\hat{u}, (D(x))^2 \hat{u})} \|x - x^*\| - \sigma(x) \quad \text{(115)} \]
\[ = \sqrt{(\hat{u}, (D(x))^2 \hat{u})} \|x - x^*\| - \sigma(x) \quad \text{(116)} \]

where in the last step we used the substitution from (112). Next, note that \( \langle \hat{u}, (D(x))^4 \hat{u} \rangle > \langle \hat{u}, (D(x))^2 \hat{u} \rangle \) for all \( i \in \mathbb{R} \) and hence we can set \( \rho(x) = \sqrt{(\hat{u}, (D(x))^2 \hat{u})} > 1 \) to complete the proof.

Next, we show that the claim in (77) holds, i.e., \( \|x^+ - x^*\| > \|x^* - x^*\| \) provided \( \|x - x^*\| \) is bounded above. It can be done using (76) of the result where we lower bound the right hand side of (76) with \( \|x^+ - x^*\| \) to get:
\[ \|x^+ - x^*\| \geq \rho(x) \|x^* - x^*\| - \sigma(x) \quad \text{(117)} \]
\[ \Rightarrow \rho(x) - 1 \|x^+ - x^*\| > \sigma(x) \quad \text{(118)} \]

Since \( \sigma(x) = \rho(\|x - x^*\|) \), hence \( \|x - x^*\| \) should be sufficiently small for (118) to hold. Now, if (118) condition holds true, then we will have the condition
\[ \|x^+ - x^*\| \geq \rho(x) \|x^* - x^*\| - \sigma(x) > \|x^+ - x^*\| \quad \text{(119)} \]

or equivalently \( \|x^+ - x^*\| > \|x^* - x^*\| \). Next, for some \( k \in \mathbb{R} \) let \( x = x_k, x^* = x_{k+1}, x^+ = x_{k+2} \) and we have \( \|x_{k+1} - x^*\| > \|x_k - x^*\| \) with the condition (118) satisfied,
then we also have \(\|x_{k+2} - x^*\| > \|x_{k+1} - x^*\|\). Using induction, we then get \(\|x_{k+1} - x^*\| > \|x_k - x^*\|\) for all \(k \geq K + 1\) provided (118) holds true with \(x = x_k\).

Hence, the claim of sequential monotonicity has been proved partially, i.e., if a gradient trajectory has expansive dynamics w.r.t. stationary point \(x^*\) at some \(k = K\), then it has expansive dynamics for all iterations \(k > K\) provided \(\|x_k - x^*\|\) remains bounded above.\(^1\) Now, we are only left with proving the complete claim, i.e., sequential monotonicity holds even if the gradient trajectory has non-contraction dynamics w.r.t. stationary point \(x^*\) at some \(k = K\). Before completing the proof of this claim, we need to do provide a bound on the expansion factor \(\hat{\rho}(x)\).

**Lemma 18:** The expansion factor \(\hat{\rho}(x)\) in (76) is bounded as \(\hat{\rho}(x) > 1 + \left(1 + \frac{1}{4(1 + \frac{\lambda^2}{2})}\right)^2\).

**Proof:** From the condition (118), we require \(\sigma(x)\) to be upper bounded. Notice that the upper bound on \(\sigma(x)\) goes to 0 as \(\hat{\rho}(x)\) approaches 1. Then, the particular theorem cannot be applied recursively since \(\sigma(x)\) is a positive quantity that comes from (100) and (118) would then fail to hold. Hence, in order to exploit the property (118), we require \(\hat{\rho}(x)\) to be bounded away from 1. Using (112) in (118) and simplifying \(\hat{\rho}(x)\), we get that:

\[
\|\hat{\rho}(x) - 1\| = \|x^* - x^*\| > \sigma(x)
\]

(119)

\[
\Rightarrow \left(\frac{\sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle}}{\sqrt{\langle \bar{D}(x), (\bar{D}(x))^2 \rangle}} - 1\right) \sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle} \|x - x^*\| > \sigma(x)
\]

(120)

\[
\Rightarrow \left(\frac{\sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle}}{\sqrt{\langle \bar{D}(x), (\bar{D}(x))^2 \rangle}} - 1\right) \sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle} \|x - x^*\| > \sigma(x)
\]

(121)

where we require the term \(\left(\frac{\sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle}}{\sqrt{\langle \bar{D}(x), (\bar{D}(x))^2 \rangle}} - 1\right)\) to be bounded away from 0. This will hold true due to the following fact:

\[
\sqrt{\langle \hat{\rho}(x), (\bar{D}(x))^2 \rangle} = \sqrt{\left(\sum_{j \in J, S} (v_{j}^{\text{inv}})^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 + \sum_{i \in I} (v_i^0)^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2\right)}
\]

(122)

\[
\geq \left(\sum_{j \in J, S} (v_{j}^{\text{inv}})^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 + \sum_{i \in I} (v_i^0)^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2\right)^{1/2}
\]

(123)

\[
= \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 > \sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}
\]

(124)

where we used Jensen’s inequality for square root function followed by the fact that \(\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 > 1\). But in order to develop a bound on the radius of ball inside which sequential monotonicity holds, we require something more. Notice that if we plug in the naive lower bound just obtained into (121),

all we can get is a projection dependent term which does not generalize to the class of functions being studied. The goal here is to obtain some bound that is independent of \(\bar{u}\) and solely depends on the function parameters like condition number, etc. The next steps develop a generalized lower bound for \(\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}\) independent of \(\bar{u}\).

Since we have \(\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}\) > 1, we can write:

\[
\frac{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}{\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2} + \sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}} = \frac{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}{\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2} + \sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}}
\]

(125)

where we require \(\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 > \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2\). Next, substituting \(\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 = \sum_{j \in J, S} (v_{j}^{\text{inv}})^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 + \sum_{i \in I} (v_i^0)^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2\)

\[= \sum_{j \in J, S} (v_{j}^{\text{inv}})^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 + \sum_{i \in I} (v_i^0)^2 \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2\]

in the left-hand side of (125) followed by simplification yields:

\[
\frac{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}{\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2} + \sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}} = \frac{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2 - \langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}{\sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2} + \sqrt{\langle \hat{\rho}(\bar{D}(x))^2 \rangle^2}}
\]

(126)

Recall that \(\bar{D}(x) = \left(\begin{array}{c} \bar{D} \end{array}\right) + \alpha \int_{p=0}^{\infty} \nu f^2(x^* + p(x - x^*)) dp\)

hence for any eigenvalue \(v_i\) of the matrix \(\bar{D}(x)\) where \(v_i = 1 - \alpha \lambda_i(\int_{p=0}^{\infty} \nu f^2(x^* + p(x - x^*)) dp)\) and \(1 \leq i \leq n\) with \(v_i \geq 0\) and \(\lambda_i\) is the corresponding eigenvalue of \(\int_{p=0}^{\infty} \nu f^2(x^* + p(x - x^*)) dp\), we have that:

\[
\left\| \left(\int_{p=0}^{\infty} \nu f^2(x^* + p(x - x^*)) dp\right)^{-1}\right\|_2 \leq v_i \leq
\]

(127)

\[
\left\| \left(\int_{p=0}^{\infty} \nu f^2(x^* + p(x - x^*)) dp\right)^{-1}\right\|_2 \leq v_i \leq
\]

(128)

\[
1 - \alpha \int_{p=0}^{\infty} \inf_{l} \lambda_i(\nu f^2(x^* + p(x - x^*))) dp \leq v_i \leq
\]

(129)

\[
1 - \alpha \int_{p=0}^{\infty} \inf_{l} \lambda_i(\nu f^2(x^* + p(x - x^*))) dp.
\]

\(^1\)Notice that \(x^*\) can be any stationary point and not just the strict saddle point. Since the stationary points of the function are non-degenerate from our assumptions, the extension of this proof to other types of stationary points is left as an easy exercise to the reader.
Therefore, the bounds on $v_j^i$ and $v_{js}^i$ for $\alpha = \frac{1}{L}$ can be given by:

\[
1 - \alpha \int_{p=0}^{\infty} \sup_{\lambda_i \geq 0} \lambda_i (V^2 f(x^* + p(x - x^*))) dp \leq v_j^i \leq \frac{1 - \alpha}{\beta} \int_{p=0}^{\infty} \beta dp
\]

(130)

\[
1 - \alpha \int_{p=0}^{\infty} \sup_{\lambda_i < 0} \lambda_i (V^2 f(x^* + p(x - x^*))) dp \leq v_{js}^i \leq \frac{1 - \alpha}{\beta} \int_{p=0}^{\infty} \beta dp
\]

(131)

where we used the fact that $\inf [\lambda_i (V^2 f(x^* + p(x - x^*)))] > \beta$, i.e., the minimum absolute eigenvalue of the function $f(\cdot)$ in a neighborhood of $x^*$ is greater than $\beta$ from Assumption A4. Also, we used $\sup [\lambda_i (V^2 f(x^* + p(x - x^*)))] \leq L$, from Assumption A2.

Hence, the right-hand-side (R.H.S.) in (126) can be lower bounded as:

\[
\frac{(\hat{u}, (D(x))^{4}\hat{u}) - (\hat{u}, (D(x)^{2}\hat{u})}{\sqrt{(\hat{u}, (D(x))^{4}\hat{u}) + \sqrt{(\hat{u}, (D(x)^{2}\hat{u})}} \geq \frac{\sum_{j \in J} (e_j^{\prime 2} + \frac{1}{4} \sum_{\beta \in J} (e_{\beta}^{\prime 2})}{\sqrt{(\hat{u}, (D(x))^{4}\hat{u}) + \sqrt{(\hat{u}, (D(x)^{2}\hat{u})}}
\]

(136)

where we used the fact that $v_{js}^i \geq (1 + \frac{\beta}{L})$ and

\[
\left( (v_j^{\prime 2}) - (v_j^{\prime 2}) \right) \geq -\frac{1}{4} \quad \text{for} \quad v_j^i < 1 \quad \text{(minimum of } h(y) = y^4 - y^2 \text{ for } 0 \leq y < 1 \text{ is } -\frac{1}{4}).
\]

Next we minimize the numerator of the R.H.S. in (137) in a way so as to get rid of the dependency on $\hat{u}$. Recall that the minimization of

\[
\sum_{j \in J} \left( (1 + \frac{\beta}{L})^4 - (1 + \frac{\beta}{L})^2 \right) (e_j^{\prime 2}) - \frac{1}{4} \sum_{\beta \in J} (e_{\beta}^{\prime 2})
\]

is constrained by

\[
\sum_{j \in J} (e_j^{\prime 2})^2 + \sum_{\beta \in J} (e_{\beta}^{\prime 2})^2 = 1
\]

and

\[
\sum_{j \in J} (v_j^{\prime 2})^2 + \sum_{i \in I} (v_i^i)^2 > 1 \quad \text{and} \quad \sum_{j \in J} (v_j^{\prime 2} - 1) (\hat{u}, (e_j^{\prime 2}))^2 > 0
\]

(138)

where the second constraint comes from (104). Relaxing the second constraint by using the bounds $v_j^i \geq 0$, $v_{js}^i \geq (1 + \frac{\beta}{L})$ we get:

\[
((1 + \frac{\beta}{L})^2 - 1) \sum_{j \in J} (\hat{u}, (e_j^{\prime 2}))^2 - \sum_{i \in I} (\hat{u}, (e_i^i))^2 > 0.
\]

Let $a = \sum_{J \in J} (\hat{u}, (e_j^{\prime 2}))^2$, $b = \sum_{\beta \in J} (\hat{u}, (e_{\beta}^{\prime 2}))^2$ then from the two constraints we have the following minimization problem for the numerator term in (137):

\[
\min_{a,b \geq 0} \left( (1 + \frac{\beta}{L})^4 - (1 + \frac{\beta}{L})^2 a - \frac{\beta}{L} b \right) \text{ such that } a + b = 1, \quad \text{and} \quad ((1 + \frac{\beta}{L})^2 - 1)a - \frac{\beta}{L} b > 0.
\]

Solving this geometrically we obtain that the minimum is attained at the intersection of lines $a + b = 1$ and $(1 + \frac{\beta}{L})^2 - 1)a - \frac{\beta}{L} b = 0$ which gives $a = \frac{1}{1 + \frac{\beta}{L}}$ and $b = 1 - \frac{1}{1 + \frac{\beta}{L}}$. Substituting $a, b$ in our function $\left( (1 + \frac{\beta}{L})^4 - (1 + \frac{\beta}{L})^2 a - \frac{\beta}{L} b \right)$ yields the following lower bound in (137):

\[
\sum_{J \in J} \left( (1 + \frac{\beta}{L})^4 - (1 + \frac{\beta}{L})^2 \right) (\hat{u}, (e_j^{\prime 2}))^2 - \frac{1}{4} \sum_{\beta \in J} (\hat{u}, (e_{\beta}^{\prime 2}))^2
\]

\[
\frac{\left( (1 + \frac{\beta}{L})^2 + \frac{1}{4(1 + \frac{\beta}{L})^2} - \frac{\beta}{L} \right)}{6}
\]

(139)

(140)

where in the last step we used the fact that the maximum eigenvalue of $(D(x))^{2}$ is 4 which implies $\sqrt{(\hat{u}, (D(x))^{2}\hat{u})} < 2$ and $\sqrt{(\hat{u}, (D(x)^{2}\hat{u})} < 4$.

Now, it can be verified that for values of $\frac{\beta}{L} > 0$, the right-hand side of (140) is bounded away from 0. Since $\tilde{P}(x) = \frac{\sqrt{(\hat{u}, (D(x)^{2}\hat{u})}}{\sqrt{(\hat{u}, (D(x)^{2}\hat{u})}}$, then using (140) and $\sqrt{(\hat{u}, (D(x)^{2}\hat{u})}$ we can write

\[
\tilde{P}(x) = 1 + \frac{\sqrt{(\hat{u}, (D(x)^{2}\hat{u})}}{\sqrt{(\hat{u}, (D(x)^{2}\hat{u})}} > 1 + \frac{(1 + \frac{\beta}{L})^2 + \frac{1}{4(1 + \frac{\beta}{L})^2} - \frac{\beta}{L}}{12}
\]

(141)

which is an expansion factor for any $\frac{\beta}{L} > 0$.

We now extend the claim of Lemma 17 to the case of non-contraction, i.e., $\|x^* - x^\prime\| = \|x - x^*\|$. In words, we show that sequential monotonicity property from (77) holds even
if the gradient trajectory has non-contraction dynamics w.r.t. stationary point $x^*$ at some $k = K$.

**Lemma 19:** For an iterative gradient mapping given by $x^+ = x - \alpha Vf(x)$ in some neighborhood of $x^*$, if $||x^+ - x^*|| = ||x - x^*||$ then the following holds:

a. $||x^{++} - x^*|| \geq \tilde{\rho}(x) ||x^+ - x^*|| - \sigma(x)$ (142)

b. $||x^{++} - x^*|| > ||x^+ - x^*||$ (143)

where $\sigma(x) = \theta(||x - x^*||^2)$ and $\tilde{\rho}(x) > 1$.

**Proof:** Notice that while obtaining (140) from (137), we utilized the given condition of (104) according to which we have:

$$\sum_{j \in \mathcal{I}_D} (v_j^{\mu} (\hat{u}, e_j^{\mu}))^2 + \sum_{j \in \mathcal{I}_S} (v_j^{\beta} (\hat{u}, e_j^{\beta}))^2 > 1.$$ 

This condition implies that we have $||x^+ - x^*|| > ||x - x^*||$. However, it could be the case that we have $||x^+ - x^*|| = ||x - x^*||$ which would imply

$$\langle \hat{u}, (D(x))^2 \hat{u} \rangle = \sum_{j \in \mathcal{I}_D} (v_j^{\mu} (\hat{u}, e_j^{\mu}))^2 + \sum_{j \in \mathcal{I}_S} (v_j^{\beta} (\hat{u}, e_j^{\beta}))^2 = 1.$$ 

Using this condition, it can be readily checked that (140) will still hold but only with a non-strict inequality, i.e., we will have:

$$\left( \sqrt{\langle \hat{u}, (D(x))^4 \hat{u} \rangle} - \sqrt{\langle \hat{u}, (D(x))^2 \hat{u} \rangle} \right) \geq \frac{(1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4}}{6}.$$ 

Now since $\tilde{\rho}(x) = \sqrt{\langle \hat{u}, (D(x))^4 \hat{u} \rangle} / \sqrt{\langle \hat{u}, (D(x))^2 \hat{u} \rangle} = \sqrt{\langle \hat{u}, (D(x))^4 \hat{u} \rangle}$, we will have that:

$$\tilde{\rho}(x) \geq \sqrt{\langle \hat{u}, (D(x))^2 \hat{u} \rangle} + \frac{(1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4}}{6} \quad (144)$$

$$= 1 + \frac{(1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4}}{6} > 1 + \frac{(1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4}}{12} \quad (145)$$

Now if $\sigma(x)$ satisfies the condition (118) for this $\tilde{\rho}(x)$ then we are guaranteed to have $||x^{++} - x^*|| > ||x^+ - x^*||$ even when $||x^+ - x^*|| = ||x - x^*||$. This completes the proof of the claim.

Now that we have established the result that if $||x^+ - x^*|| \geq ||x^+ - x^*||$, then we are guaranteed to have $||x^{++} - x^*|| > ||x^+ - x^*||$ provided $\sigma(x)$ satisfies the condition (118), we can apply this result recursively for any gradient trajectory generated by the sequence $\{x_k\}$ in some neighborhood of $x^*$. The next lemma provides a handle on the radius of this neighborhood inside which the sequential monotonicity property holds.

**Lemma 20:** The sequential monotonicity property from Lemma 17 and 19 holds for the tuple $\{x, x^+, x^{++}\}$ whenever $||x - x^*|| \leq \frac{1}{3M} \left( (1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4} \right)$ for some $\bar{u} > 2$.

**Proof:** To identify the radius of this neighborhood, we use (118) where we substitute $\sigma(x)$ from (100) and $\tilde{\rho}(x) = \sqrt{\langle \hat{u}, (D(x))^4 \hat{u} \rangle} / \sqrt{\langle \hat{u}, (D(x))^2 \hat{u} \rangle}$ to get the condition:

$$\langle \hat{u}, (D(x))^4 \hat{u} \rangle - \langle \hat{u}, (D(x))^2 \hat{u} \rangle \|x - x^*\|^2 = \frac{1}{2} \sup_j \{v_j^{\mu}(\hat{u})\} M \alpha ||x - x^*||^2$$

Hence, in order to guarantee the condition (147), for some $\zeta > 2$, we set $\left( \sqrt{\langle \hat{u}, (D(x))^4 \hat{u} \rangle} - \sqrt{\langle \hat{u}, (D(x))^2 \hat{u} \rangle} \right)$ equal to $\frac{1}{\zeta}$ times its lower bound from (140) and set $\sigma(x)$ to its upper bound in (147) to get the condition:

$$\frac{1}{\zeta} \left( (1 + \beta \frac{L}{\bar{u}})^2 + \frac{1}{4(1 + \bar{u}^2)} - \frac{5}{4} \right) \|x - x^*\|^2 \geq \frac{2M \alpha ||x - x^*||^2}{2} = \sigma(x) \quad (148)$$

where we used $\alpha = \frac{1}{\bar{u}}$ and the bound $\sup_j \{v_j^{\mu}\} = 1 + \alpha L \leq 2$.

Now for $\frac{1}{\bar{u}} > 0$, if (149) is satisfied then the condition (147) will hold true. Hence any gradient descent trajectory with $\alpha = \frac{1}{\bar{u}}$ inside the ball $\mathcal{B}^\alpha_\bar{u}(x^*)$ will exhibit strictly monotonic expansive dynamics once it has a non-contractive dynamics at any instant.

Finally combining Lemmas 17, 18, 19 and 20, Theorem 2 is established.

**Appendix C**

**Proof of Lemma 1**

Before starting the proof of Lemma 1 we first show that unlike the expansion phase of the trajectory where the iterates satisfy strong monotonicity property from (76), the iterates belonging to the contraction phase of the trajectory may not necessarily satisfy such property. From Theorem 2 it was established that a gradient trajectory $\{x_k\}$ with $x_k \in \mathcal{B}_\zeta^\alpha(x^*)$ has expansive dynamics for all $k > K$ if at $k = K$, the gradient trajectory has non-contractive dynamics.\(^{12}\) Let there be some $k = K_\zeta$ such that the sequence $\{||x_k - x^*||\}$ is strictly decreasing for all $k \leq K_\zeta$ and is non-decreasing for $k = K_\zeta$. Then from Theorem 2 we have that $\{||x_k - x^*||\}$ is strictly increasing for all $k > K_\zeta$ provided $x_k \in \mathcal{B}_\zeta^\alpha(x^*)$. Since $||x_k - x^*||$ is the minimum of the sequence $\{||x_k - x^*||\}$ with $x_k \in \mathcal{B}_\zeta^\alpha(x^*)$, let $k = K_\zeta$ and $k = K_\zeta$ be the indices with $K_\zeta \leq K_\zeta \leq K_\zeta$ defined

---

\(^{12}\)Note that we assume here $x_0 \in \mathcal{B}_\zeta^\alpha(x^*) \setminus \mathcal{B}_\zeta^\alpha(x^*)$.
as follows:

\[
K_c = \sup \left\{ k \leq K_r : x_k \in \mathcal{B}_r(x^*) \setminus \mathcal{B}_e(x^*) \right\} \tag{150}
\]

\[
K_{rc} = \inf \left\{ k \geq K_r : x_k \in \mathcal{B}_r(x^*) \setminus \mathcal{B}_e(x^*) \right\}. \tag{151}
\]

Let the gradient trajectory exit the ball \( \mathcal{B}_r(x^*) \) at some iteration \( K_{exit} \). Then the total sojourn time for the gradient trajectory inside the compact shell \( \mathcal{B}_r(x^*) \setminus \mathcal{B}_e(x^*) \) is \( K_c + (K_{exit} - K_r) \).

Since \( K_c \leq K_r \), we have the condition that \( \|x_k - x^*\| \) is monotonically decreasing for all \( 0 < k \leq K_r \). However, even with the monotonically decreasing sequence, it cannot be guaranteed that \( \|x_k - x^*\| \) will decrease with a geometric rate. This can checked very easily from (109) in the proof of theorem 2. From that condition, we are guaranteed geometric expansion since the factor \( \tilde{p}(x) = \frac{\sqrt{\langle (D(x))^2 \rangle}}{\sqrt{\langle (D(x))^2 \rangle}} > 1 \) from the inequality:

\[
\langle \dot{u}, (D(x))^2 \dot{u} \rangle - \langle \dot{u}, (D(x))^2 \dot{u} \rangle \geq 0
\]

provided that we have \( \|x^+ - x^-\| > \|x - x^*\| \) or equivalently \( \langle \dot{u}, (D(x))^2 \dot{u} \rangle > 0 \). Recall that \( \|x^+ - x^-\| = \sqrt{\langle (D(x))^2 \dot{u} \rangle} \) from (112). However, when we have \( \|x^+ - x^-\| < \|x - x^*\| \) or equivalently \( \langle \dot{u}, (D(x))^2 \dot{u} \rangle < 0 \) then (109) becomes:

\[
\langle \dot{u}, (D(x))^2 \dot{u} \rangle - \langle \dot{u}, (D(x))^2 \dot{u} \rangle \geq 0
\]

and therefore it cannot be stated with certainty that \( \tilde{p}(x) < 1 \) when we have \( \|x^+ - x^-\| < \|x - x^*\| \). Hence, we work with the function value sequence \( f(x_k) \) instead of the iterate sequence \( x_k \) in order to develop best possible rate of contraction.

We now prove Lemma 1. Taking norm on (78), using the substitution \( \mathbf{G} = \nabla^2 f(x^* + p(x - x^*)) \) followed by taking the lower bound yields:

\[
\|\nabla f(x)\| = \left\| \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x - x^*) \right\|
\]

\[
\Rightarrow \|\nabla f(x)\| \geq \left\| \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)^{-1} \right\|^2_{2} \|x - x^*\| \tag{154}
\]

\[
\geq \left( \int_{p=0}^{p=1} \left\| \nabla^2 f(x^* + p(x - x^*)) \right\|^{-1}_{2} dp \right) \|x - x^*\| \tag{155}
\]

\[
\Rightarrow \|\nabla f(x)\| \geq \left( \int_{p=0}^{p=1} \lambda_{min} \left( \sqrt{\mathbf{G}^T \mathbf{G}} \right) dp \right) \|x - x^*\| \tag{156}
\]

\[
\Rightarrow \|\nabla f(x)\| \geq \beta \|x - x^*\| \tag{157}
\]

where we used the fact that \( \lambda_{min} \left( \sqrt{\mathbf{G}^T \mathbf{G}} \right) = \beta \) since \( \lambda_{min} \left( \nabla^2 f(x^* + p(x - x^*)) \right) = \beta \) for any \( x^* + p(x - x^*) \in \mathcal{W} \) from Assumption A4.

Next, using gradient Lipschitz condition on \( f(\cdot) \) for \( x_k \) and \( x^* \) along with (158) we get:

\[
f(x_k) - f(x^*) \leq \frac{L}{2} \|x_k - x^*\|^2 \leq \frac{L}{2} \|\nabla f(x_k)\|^2 \tag{159}
\]

where (159) holds for any \( x_k \in \mathcal{W} \).

It is important to note that though (159) holds in general for any \( x_k \in \mathcal{W} \), yet it cannot be called the Polyak–Łojasiewicz condition [15] when \( \{x_k\} \) has expansive dynamics locally w.r.t. \( x^* \) because then \( f(x_k) - f(x^*) \) may not be positive. In particular Lemma 4 shows that \( f(x_{K_{exit}}) < f(x^*) \) where \( K_{exit} \) is the exit time from the ball \( \mathcal{B}_e(x^*) \) so \( f(x_k) < f(x^*) \) for all \( k > K_{exit} \) by monotonicity of \( \{f(x_k)\} \). Hence (159) becomes trivial in the expansion phase of the trajectory inside the shell \( \mathcal{B}_r(x^*) \setminus \mathcal{B}_e(x^*) \) due to the fact that \( f(x_k) - f(x^*) < 0 \) for \( k > K_{exit} \).

Finally, it remains to show that \( f(x_k) - f(x^*) > 0 \) for the contraction phase provided \( K_c > K_r \) so that (159) is indeed the Polyak–Łojasiewicz condition in this case. We accomplish this by lower bounding the term \( f(x_{K_c}) - f(x^*) \). Then \( f(x_k) - f(x^*) > 0 \) for \( k < K_c \) will follow immediately from the monotonocity of the sequence \( \{f(x_k)\} \). Observe that the trajectory \( \{x_k\} \) will enter the ball \( \mathcal{B}_e(x^*) \) when \( K_c < K_r \) and to do so it has to contract at \( k = K_c \) since \( K_c \) is the last iteration for which the trajectory contracts inside the shell \( \mathcal{B}_r(x^*) \). Therefore we have that \( \|x_{K_c} - x^*\| > \|x_{K_c+1} - x^*\| \). Further simplifying this condition we get:

\[
\|x_{K_c} - x^*\|^2 > \|x_{K_c+1} - x^*\|^2 \tag{160}
\]

\[
\Rightarrow \|x_{K_c} - x^*\|^2 > \|x_{K_c} - \alpha \nabla f(x_{K_c}) - x^*\|^2 \tag{161}
\]

\[
\Rightarrow \|x_{K_c} - x^*\|^2 > \|x_{K_c} - x^*\|^2 + \|\alpha \nabla f(x_{K_c})\|^2
\]

\[
- 2 \langle \alpha \nabla f(x_{K_c}), x_{K_c} - x^* \rangle \tag{162}
\]

\[
\Rightarrow \langle x_{K_c} - x^*, \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \rangle
\]

\[
> \frac{\alpha}{2} \|\nabla f(x_{K_c})\|^2 \tag{163}
\]

\[
\Rightarrow \langle x_{K_c} - x^*, \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \rangle + \frac{M}{2} \|x_{K_c} - x^*\|^3
\]

\[
> \frac{\alpha}{2} \|\nabla f(x_{K_c})\|^2 \tag{164}
\]

\[
\Rightarrow \langle x_{K_c} - x^*, \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \rangle + \frac{M}{2} \|x_{K_c} - x^*\|^3
\]

\[
> \frac{\alpha}{2} \|\nabla f(x_{K_c})\|^2 \tag{165}
\]

where we used the substitution \( \nabla f(x_{K_c}) = \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \) and the following bound:

\[
\left\| \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \right\|^2 \tag{166}
\]

\[
\leq \left\| \left( \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right)(x_{K_c} - x^*) \right\|^2 \tag{167}
\]
in the last step. Using Hessian Lipschitz condition on $x_K$ and $x^*$ followed by substituting the bound (165) we have that:

$$f(x_K^*) \geq f(x^*) + \left( x_K^* - x^*, \nabla^2 f(x^*) (x_K^* - x^*) \right) - \frac{M}{6} \| x_K^* - x^* \|^3$$

(168)

$$\implies f(x_K^*) - f(x^*) \geq \frac{\alpha}{2} \| \nabla f(x_K^*) \|^2 - \frac{M}{6} \| x_K^* - x^* \|^3$$

(169)

$$\implies f(x_K^*) - f(x^*) \geq \frac{\beta^2}{2L} \| x_K^* - x^* \|^2 - \frac{2M}{3} \| x_K^* - x^* \|^3$$

(170)

where in the last step we used (158) and $\alpha = \frac{1}{L}$. Hence for $\| x_K^* - x^* \| < \frac{\beta^2}{4ML}$ we will have $f(x_K^*) - f(x^*) > 0$.

**Appendix D**

**Proof of Theorem 3**

We prove Theorem 3 by first upper bounding $K_c$ and $K_{exit} - K_c$.

**Bound on $K_c$**

Using gradient Lipschitz condition on $f(\cdot)$ for $x_k$ and $x_{k+1}$ where $x_{k+1} = x_k - \frac{1}{L} \nabla f(x_k)$ followed by Lemma 1 and inducting from $k = 0$ to $k = K_c$ gives:

$$f(x_{k+1}) - f(x_k) \leq -\frac{1}{2L} \| \nabla f(x_k) \|^2 \leq -\frac{\beta^2}{L^2} \left( f(x_k) - f(x^*) \right)$$

(171)

$$\implies f(x_{k+1}) - f(x^*) \leq \left( 1 - \frac{\beta^2}{L^2} \right) \left( f(x_k) - f(x^*) \right)$$

(172)

$$\implies f(x_{k+1}) - f(x^*) \leq 1 - \frac{\beta^2}{L^2} K_c$$

(173)

$$\implies K_c \leq \frac{\log(f(x_{k+1}) - f(x^*))}{\log \left( 1 - \frac{\beta^2}{L^2} \right)}.$$  

(174)

By gradient Lipschitz condition for $x_0$ and $x^*$, we have the condition:

$$f(x_0) - f(x^*) \leq L \| x_0 - x^* \| = \frac{L x^2}{2}$$

(175)

where we used the fact that the iterate $x_0$ sits on the boundary of the ball $\mathcal{B}_\xi(x^*)$. Finally substituting the bounds (175), (170) into (174) yields the following contraction rate:

$$K_c \leq \frac{\log \left( \frac{L x^2}{2} \right) - \log \left( \frac{\beta^2}{L^2} \right)}{\log \left( 1 - \frac{\beta^2}{L^2} \right)}.$$

(176)

Since $\varepsilon \leq \| x_K^* - x^* \| < \xi$, we can further upper bound $K_c$ as:

$$K_c \leq \frac{\log \left( \frac{L x^2}{2} \right) - \log \left( \frac{\beta^2}{L^2} x^2 \varepsilon^2 - \frac{2M}{3} \varepsilon^3 \right)}{\log \left( 1 - \frac{\beta^2}{L^2} \right)}.$$  

(177)

Notice that while developing (177) we used Lemma 1 which requires $K_c < K_e$. For the case when $K_c = K_e$ the trajectory never enters the ball $\mathcal{B}_\xi(x^*)$ and Lemma 1 no longer holds true. However in that case one can repeat the argument from (160) onward in the proof of Lemma 1 by considering $K_c - 1$ instead of $K_c$ and get the same upper bound (177) on $K_c - 1$.

Therefore combining the two cases we effectively get:

$$K_c \leq \frac{\log \left( \frac{L x^2}{2} \right) - \log \left( \frac{\beta^2}{L^2} x^2 \varepsilon^2 - \frac{2M}{3} \varepsilon^3 \right)}{\log \left( 1 - \frac{\beta^2}{L^2} \right)}.$$  

(178)

The bound on $\varepsilon$ given by $\varepsilon \leq \frac{3\beta^2}{4ML}$ follows from Lemma 1 and the fact that $\varepsilon \leq \| x_K^* - x^* \|$.

**Bound on $K_{exit} - K_c$**

Recall that from (76) in theorem 2 we have $\| x^{++} - x^* \| > \bar{\rho}(x) \| x^+ - x^* \| - \sigma(x)$ whenever $\| x^+ - x^* \| \geq \| x - x^* \|$. Now for $K_c \leq k \leq K_{exit}$, the sequence \{ $\| x_k - x^* \|$ \} is non-decreasing from the definition of $K_c$. Hence, (76) holds for all such $x_k$ which have $K_c \leq k \leq K_{exit}$. Using (76) with $x^+ = x_{k-1}$ and $x^{++} = x_k$ for $K_c + 1 \leq k \leq K_{exit}$ yields:

$$\| x_k - x^* \| > \bar{\rho}(x_{k-1}) \| x_{k-1} - x^* \| - \sigma(x_{k-1})$$

(179)

$$\| x_k - x^* \| > \bar{\rho}(x_{k-2}) \| x_{k-2} - x^* \| - M \| x_{k-2} - x^* \|^2$$

(180)

$$\| x_k - x^* \| + M \| x_{k-2} - x^* \|^2 > \bar{\rho}(x_{k-2}) \| x_{k-2} - x^* \|^2$$

(181)

$$\| x_k - x^* \| + M \| x_{k-1} - x^* \|^2 > \bar{\rho}(x_{k-2}) \| x_{k-1} - x^* \|^2$$

(182)

$$\| x_k - x^* \| > \frac{\bar{\rho}(x_{k-2})}{1 + M \| x_{k-2} - x^* \|^2} \| x_{k-1} - x^* \|$$

(183)

where we used the bound on $\sigma(x)$ from (100) given by $\sigma(x_{k-2}) = M \| x_{k-2} - x^* \|^2 \leq M(\xi)^2$ followed by the condition $\| x_k - x^* \| > \| x_{k-2} - x^* \|$ arising from the fact that \{ $\| x_k - x^* \|$ \} is a monotonically increasing sequence for $K_c + 2 \leq k \leq K_{exit}$ and finally the substitution $\| x_{k-2} - x^* \| = \xi$. Now applying the bound (183) recursively for $K_c + 2 \leq k \leq K_{exit}$ yields:

$$\| x_{k-2} - x^* \| > \frac{M(\xi)^2}{1 + M \xi^2} \| x_{k-1} - x^* \|$$

(184)

$$\| x_{k-2} - x^* \| > \frac{M(\xi)^2 \| x_{k-1} - x^* \|}{1 + M \xi^2}$$

(185)

$$\| x_{k-2} - x^* \| > \frac{M(\xi)^2 \| x_{k-1} - x^* \|}{1 + M \xi^2}$$

(186)

$$\| x_{k-2} - x^* \| > \frac{M(\xi)^2 \| x_{k-1} - x^* \|}{1 + M \xi^2}$$

(187)

where in the last step we used $\| x_{k-2} - x^* \| = \xi$, $\| x_{k-1} - x^* \| \geq \varepsilon$ and the range of infimum is omitted.
after second step. Note that we require the condition
\[
\frac{\inf(\tilde{\rho}(x_k))}{1+M^2} > 1,
\]
however this is trivially satisfied which can be easily checked from (140) and (149).

For \( \xi \leq \frac{1}{\epsilon \bar{M}} \)
\[
\frac{\tilde{\rho}(x)}{1+M^2 \xi} > \frac{1 + \frac{(1 + \frac{1}{\xi})^2 + \frac{1}{4(1 + \frac{1}{\xi})^2} - \frac{1}{2}}{\xi}}{1 + \frac{1}{6(1 + \frac{1}{\xi})^2} - \frac{1}{2}} > 1.
\]
(188)

Finally adding (177) and (187), we get the following bound:
\[
K_{shell} \leq \frac{\log \left( \frac{l_2 \xi^2}{\epsilon^2} \right) - \log \left( \frac{\rho_{\bar{M}} \epsilon^2 - 2M \epsilon^3}{\epsilon} \right) + \log(\xi) - \log(\epsilon) + 2}{\log(1 + \frac{\rho_{\bar{M}} \epsilon^2}{\epsilon})}.
\]
(189)

where \( K_{shell} = K_e + \bar{K}_{exit} - K_e. \)

**Appendix E**

**Proof of Lemmas 2-6**

Before proving Lemma 2 and 3 we need the relative error bound on zero-th order approximation of the gradient trajectory. Expanding the expression \( u_k = \prod_{k=0}^{K-1} [A_k + \epsilon P_k] u_0 \) from section III-A.1 to zero-th order we get the following bound on tail error:

\[
u_k = \prod_{k=0}^{K-1} [A_k + \epsilon P_k] u_0
\]
(190)

\[
u_k = \prod_{k=0}^{K-1} A_k u_0 + O \left( \| A_k \|_2^2 \| P_k \|_2 \| u_0 \| \right)
\]
(191)

\[\Rightarrow \| u_k - \prod_{k=0}^{K-1} A_k u_0 \| = O \left( \| A_k \|_2^2 (K \epsilon \| u_0 \|) \right)\]
(192)

where the above bound is obtained by following steps similar to (11). Then using this tail error bound along with (17) we get the following bound on relative error for zeroth order approximation:

\[
\frac{\| u_k - \prod_{k=0}^{K-1} A_k u_0 \|}{\| u_0 \|} \leq O \left( \frac{2 + \epsilon^2}{\epsilon^2} (K \epsilon) e \right)
\]
(193)

\[
= \frac{O \left( \frac{2 + \epsilon^2}{\epsilon^2} (K \epsilon) e \right)}{\epsilon \left( 1 + \frac{\rho_{\bar{M}} \epsilon^2}{\epsilon} \right)^2 - \theta(\| A_k \|_2^2 (K \epsilon) e)}
\]

(194)

\[\Rightarrow \| u_k \| \approx \prod_{k=0}^{K-1} \left( 1 - \alpha \epsilon^2 f(x^*) u_0 \right) = \frac{\| u_k \|}{\left( 1 - \alpha \epsilon^2 f(x^*) u_0 \right)}
\]
(200)

where we have substituted the upper bound on \( K_{exit} \) from (7) into \( K \). Hence for \( \sqrt{\sum_{j \in N_{\bar{M}}} \theta_j^2} \geq \theta(\| A_k \|_2^2 (K \epsilon) e) \) we have that:

\[
\| u_k \| \left( 1 - \theta \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \right) \leq \prod_{k=0}^{K-1} A_k u_0 \leq \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right).
\]
(196)

Now \( A_k = \sum_{i \in N_{\bar{M}}} \epsilon_i^2 (k) v_i v_i^T + \sum_{j \in N_{\bar{M}}} \epsilon_j^2 (k) v_i v_j^T \) where \( v_i \) and \( v_j \) are the eigenvectors corresponding to the stable and unstable subspaces of \( \nabla^2 f(x^*) \) and for \( \alpha = \frac{1}{2} \) we have the bounds \( 1 + \frac{\rho_{\bar{M}} \epsilon^2}{\epsilon} \leq \epsilon_i^2 (k) \geq 2 + \frac{\rho_{\bar{M}} \epsilon^2}{\epsilon} \) and \( -\frac{\rho_{\bar{M}} \epsilon^2}{\epsilon} \leq \epsilon_j^2 (k) \leq 1 - \frac{\rho_{\bar{M}} \epsilon^2}{\epsilon} \).

Therefore we also get the bound:

\[
\| u_k \| \left( 1 - 0 \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \right) \leq \prod_{k=0}^{K-1} A_k u_0 \leq \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right).
\]
(197)

Combining this with (196) we get:

\[
\| u_k \| \left( 1 - 0 \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \right) \leq \prod_{k=0}^{K-1} \left( 1 - \alpha \epsilon^2 f(x^*) u_0 \right) \leq \prod_{k=0}^{K-1} \left( 1 - \alpha \epsilon^2 f(x^*) u_0 \right)
\]
(198)

**Proof of Lemma 2**

For values of \( \epsilon \) sufficiently small and \( \sqrt{\sum_{j \in N_{\bar{M}}} \theta_j^2} \geq \theta(\| A_k \|_2^2 (K \epsilon) e) \), using (198) we have the following approximation:

\[
\| u_k \| \left( 1 - 0 \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \right) \leq \| u_k \| \leq \left( \frac{1}{\sqrt{\epsilon}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right).
\]
(199)
where \( \Theta \left( \frac{1}{\sqrt{2}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \) term is neglected w.r.t. 1 for sufficiently small \( \epsilon \) and \( K < K_{\text{crit}} \lesssim \Theta (\log (\epsilon^{-1})) \). Now, if \( \mathbf{u}_0 \) has a projection value close to 0 on the unstable subspace of \( \nabla^2 f(x^*) \), then \( \| \mathbf{u}_k \| \) first approximately decreases exponentially such that \( x_K \) reaches some \( x_{\text{critical}} \) and from there onward it approximately increases exponentially until saddle region is escaped. For the case when \( x_{\text{critical}} \rightarrow x^* \), we will have \( \| x_{\text{critical}} - x^* \| \rightarrow 0 \). The escape time for the \( \varepsilon \)-precision trajectories from this region \( B_{\varepsilon} (x^*) \) where \( \varepsilon' = \| x_{\text{critical}} - x^* \| \) will be upper bounded by \( K < \Theta (\log (\epsilon^{-1})) \) from (7). This upper bound goes to infinity when \( \varepsilon' \rightarrow 0 \) hence \( \varepsilon \)-precision trajectories fail to escape the saddle neighborhood when \( x_{\text{critical}} = x^* \). It should also be noted that if for some \( K \), \( u_K = 0 \) or in other words \( x_{\text{critical}} = x^* \), then for all \( K > K \) we have \( u_k = 0 \) since \( \nabla f(x_K) = 0 \) and the gradient trajectory can never escape the saddle region.

**Proof of Lemma 3**

Let \( \{u_k\} \) be any gradient trajectory with linear exit time that satisfies the condition \( \sqrt{\sum_{j \in N_{US}} \Theta (\theta_j) u_0^2} > \Theta \left( \frac{1}{\sqrt{2}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \). Now if this trajectory curves around \( x^* \) then the vectors \( u_0 \) and \( u_K \) will form an obtuse angle for some finite values of \( K \). Therefore in order to prove the first part, it is sufficient to show that:

\[
\langle u_K, u_0 \rangle \geq 0
\]

for any value of \( K \) such that \( \| u_K \| < \epsilon \). Now, for sufficiently small \( \epsilon \) where \( \epsilon \) is upper bounded by Theorem 1, from (195) we have \( u_K = \prod_{k=0}^{K-1} A_k u_0 + \Theta \left( \frac{1}{\sqrt{2}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \approx \left( 1 - \alpha \nabla^2 f(x^*) \right)^K u_0 \) where we used the fact that \( \prod_{k=0}^{K-1} A_k = \left( 1 - \alpha \nabla^2 f(x^*) \right)^K + O(K\epsilon) \) and dropped the term \( \Theta \left( \frac{1}{\sqrt{2}} \left( \log \left( \frac{1}{\epsilon} \right) \right) \right) \) for sufficiently small \( \epsilon \). Using this approximate \( u_K \) we get:

\[
\langle u_K, u_0 \rangle \approx u_0^2 (1 - \alpha \nabla^2 f(x^*))^K u_0 \geq 0
\]

where the last inequality comes from the fact that \( (1 - \alpha \nabla^2 f(x^*))^K \) will be a positive semi-definite matrix for \( \alpha \leq \frac{1}{2} \). Therefore, vectors \( u_0 \) and \( u_K \) will form an acute angle between them for all values of \( K \) such that \( \| u_K \| < \epsilon \) and \( K 

The proof for second part follows the same method. Let us take any two points on the gradient trajectory denoted by vectors \( u_{K_1} \) and \( u_{K_2} \) w.r.t. stationary point \( x^* \). Then we have the following inner product:

\[
\langle u_{K_1}, u_{K_2} \rangle \approx \langle u_0, (1 - \alpha \nabla^2 f(x^*))^{K_1+K_2} u_0 \rangle \geq 0
\]

for \( K_1 + K_2 \leq \Theta (\log (\epsilon^{-1})) \). Now with \( \langle u_{K_1}, u_{K_2} \rangle \approx 0 \) for any \( K_1, K_2 \) where \( K_1 + K_2 \leq \Theta (\log (\epsilon^{-1})) \) such that \( \| u_{K_1} \| < \epsilon \) and \( \| u_{K_2} \| < \epsilon \), the angle between the vectors \( u_{K_1} \) and \( u_{K_2} \) can never approximately exceed \( \frac{\pi}{2} \). Hence the entire gradient descent trajectory approximately lies inside some orthant of the ball \( B_{\varepsilon} (x^*) \).

**Proof of Lemma 4**

Let us denote the exit point on the ball \( B_{\varepsilon} (x^*) \) by \( x_{K+1} \) where \( \| x_K - x^* \| \leq \epsilon \) and \( \| x_{K+1} - x^* \| > \epsilon \). Also, \( \| x_{K+1} - x^* \| \leq \| x_K - x^* \| + \frac{1}{2} \| \nabla f(x_K) \| \leq 2 \| x_K - x^* \| \) which implies \( \| x_K - x^* \| \geq \frac{\| x_{K+1} - x^* \|}{2} \). Now applying the Hessian Lipschitz condition around \( x^* \) for \( x_K \), we get the following:

\[
f(x_K) \leq f(x^*) + \langle \nabla f(x^*), x_K - x^* \rangle + \frac{1}{2} \| \nabla^2 f(x^*) \| \| x_K - x^* \|^2 
\]

\[
\leq f(x^*) + \frac{1}{2} \| (x_K - x^*), \nabla^2 f(x^*) (x_K - x^*) \| + \frac{M}{6} \| x_K - x^* \|^3 (203)
\]

\[
\leq f(x^*) + \frac{1}{2} \left( (x_K - x^*), \nabla f(x_K) \right) + \frac{M}{6} \| x_K - x^* \|^3 (204)
\]

\[
\leq f(x^*) + \frac{1}{2} \left( (x_K - x^*), \nabla f(x_K) \right) + O(\epsilon^3) (205)
\]

where we have used \( \nabla f(x_K) = \left( \nabla^2 f(x^*) + O(\epsilon) \right) (x_K - x^*) \) from Lemma 2 and substituted \( \| x_K - x^* \| \leq \epsilon \) in the last step. Let us first analyze the term \( \| (x_K - x^*), \nabla f(x_K) \| \). Now, \( \| x_K - x^* \| < \| x_{K+1} - x^* \| \) since the gradient descent trajectory is exiting the ball \( B_{\varepsilon} (x^*) \) at iteration \( K + 1 \) and therefore it has expansive dynamics at this iteration.\( ^{13} \) Squaring the condition \( \| x_K - x^* \| < \| x_{K+1} - x^* \| \) yields:

\[
\| x_K - x^* \|^2 < \| x_{K+1} - x^* \|^2 (206)
\]

\[
\| x_K - x^* \|^2 < \| x_{K+1} - x^* \|^2 + \| \alpha \nabla f(x_K) \|^2 - 2\alpha \langle x_K - x^*, \nabla f(x_K) \rangle (207)
\]

\[
\langle x_K - x^*, \nabla f(x_K) \rangle < \alpha \| \nabla f(x_K) \|^2 (208)
\]

Next, by the gradient Lipschitz continuity for \( x_K \) and \( x_{K+1} \), we have that:

\[
f(x_{K+1}) \leq f(x_K) + \| \nabla f(x_K), x_{K+1} - x_K \| + \frac{L}{2} \| x_{K+1} - x_K \|^2 (209)
\]

\[
f(x_{K+1}) \leq f(x_K) - \alpha \| \nabla f(x_K) \|^2 + \frac{L}{2} \| \alpha \nabla f(x_K) \|^2 (210)
\]

\[
f(x_{K+1}) + \frac{1}{2L} \| \nabla f(x_K) \|^2 \leq f(x_K) (211)
\]

where we substituted \( \alpha = \frac{1}{L} \). Combining (211) with (205) followed by substitution of (208) yields:

\[
f(x_{K+1}) + \frac{1}{2L} \| \nabla f(x_K) \|^2 \leq f(x_K) \leq f(x^*) + \left( \frac{x_K - x^*, \nabla f(x_K)}{2} + O(\epsilon^3) \right) (212)
\]

\[
\Rightarrow f(x_{K+1}) + \frac{1}{2L} \| \nabla f(x_K) \|^2 \leq f(x^*) + \frac{\alpha}{4} \| \nabla f(x_K) \|^2 + O(\epsilon^3) (213)
\]

\[
\Rightarrow f(x_{K+1}) \leq f(x^*) - \frac{1}{4L} \| \nabla f(x_K) \|^2 + O(\epsilon^3) (214)
\]

\( ^{13} \) Exit at iteration \( K + 1 \) implies \( \| x_K - x^* \| < \| x_{K+1} - x^* \| \).
Next, using the bound $\|\nabla f(x_K)\| \geq \beta \|x_K - x^*\|$ from (158) in (214) and the fact that $\|x_K - x^*\| \geq \frac{\varepsilon}{2}$ we obtain:

\[
f(x_{k+1}) \leq f(x^*) - \frac{\beta^2}{4L} \|x_K - x^*\|^2 + O(\varepsilon^3)
\]

(215)

\[
\Rightarrow f(x_{k+1}) < f(x^*)
\]

(216)

for sufficiently small $\varepsilon$.

Proof of Lemma 5

Let us take any two points $x_1, x_2$ in the closed ball $\mathcal{B}_\varepsilon(x^*)$. Using gradient Lipschitz condition, we get the following inequalities:

\[
f(x_1) \leq f(x^*) + \langle \nabla f(x^*), x_1 - x^* \rangle + \frac{L}{2} \|x_1 - x^*\|^2
\]

(217)

\[
\leq f(x^*) + \frac{L}{2} \|x_1 - x^*\|^2
\]

(218)

and

\[
f(x^*) \leq f(x_2) - \langle \nabla f(x^*), x_2 - x^* \rangle + \frac{L}{2} \|x_2 - x^*\|^2
\]

(219)

\[
\leq f(x_2) + \frac{L}{2} \|x_2 - x^*\|^2
\]

(220)

Now adding (218) and (220) yields:

\[
f(x_1) - f(x_2) \leq \frac{L}{2} \|x_2 - x^*\|^2 + \frac{L}{2} \|x_1 - x^*\|^2.
\]

(221)

Next, using the fact that $\|x_2 - x^*\| \leq \varepsilon$, $\|x_1 - x^*\| \leq \varepsilon$ in (221), we get the following upper bound:

\[
f(x_1) - f(x_2) \leq L \varepsilon^2.
\]

(222)

Formally, this upper bound states that the function value gap between any two points in the closed ball $\mathcal{B}_\varepsilon(x^*)$ surface cannot be more than $L \varepsilon^2$. Also notice that the result in (222) only depends on the gradient Lipschitz condition and therefore will hold true for any $\varepsilon$. Next, we assume that our gradient trajectory is currently exiting the ball $\mathcal{B}_\varepsilon(x^*)$ at point $x_K$ s.t. $\|x_{K-1} - x^*\| \leq \varepsilon$ and $\|x_K - x^*\| > \varepsilon$. Let us further assume that $K$ iterations after the current iteration, the gradient trajectory re-enters the ball $\mathcal{B}_\varepsilon(x^*)$, i.e., $\|x_{K+K-1} - x^*\| \leq \varepsilon$ and $\|x_{K+K-1} - x^*\| > \varepsilon$. Using the update equation $x_{k+1} = x_k - \alpha \nabla f(x_k)$ for $0 < \alpha \leq \frac{1}{L}$ together with gradient Lipschitz condition, we get:

\[
f(x_{k+1}) \leq f(x_k) + \langle \nabla f(x_k), x_{k+1} - x_k \rangle + \frac{L}{2} \|x_{k+1} - x_k\|^2
\]

(223)

\[
\Rightarrow f(x_{k+1}) \leq f(x_k) - \frac{\alpha L}{2} \left( \frac{2}{L} - \alpha \right) \|\nabla f(x_k)\|^2
\]

(224)

Taking the telescopic sum for these inequalities from $k = K$ to $k = K + K - 1$ gives the following lower bound on $f(x_K) - f(x_{K+K})$:

\[
f(x_K) - f(x_{K+K}) \geq \frac{\alpha L \beta^2}{2} \left( \frac{2}{L} - \alpha \right) \frac{K - K - 1}{K - 1} \|\nabla f(x_k)\|^2
\]

(225)

\[
\leq f(x_K) - f(x_{K+K}) \leq f(x_{K-1}) - f(x_{K+K})
\]

(226)

where $f(x_K) \leq f(x_{K+K})$ from monotonicity of $\{f(x_K)\}$ and we have substituted the lower bound $\|\nabla f(x_k)\| \geq \beta \|x_k - x^*\| \geq \beta \varepsilon$ from (158) since $\|x_k - x^*\| > \varepsilon$ for all $K \leq k \leq K + K - 1$. Combining (226) with (222) for $x_{K-1}, x_{K+K} \in \mathcal{B}_\varepsilon(x^*)$ yields the following condition on $\tilde{K}$:

\[
\frac{\alpha L \beta^2}{2} \left( \frac{2}{L} - \alpha \right) \tilde{K} \varepsilon^2 < L \varepsilon^2
\]

(227)

\[
\tilde{K} < \frac{2}{\alpha \beta^2 \left( \frac{2}{L} - \alpha \right)}.
\]

(228)

Now, for sake of simplicity we substitute $\alpha = \frac{1}{L}$. This yields the following bound on $\tilde{K}$:

\[
\tilde{K} < \frac{2}{\kappa^2}
\]

(229)

where $\kappa = \frac{\beta}{L}$. This inequality claims that if the gradient trajectory re-enters the ball $\mathcal{B}_\varepsilon(x^*)$, it has to do so in fewer than $\frac{2}{\kappa^2}$ iterations. From here onward we will develop a proof which contradicts this claim.

Let us first define some $\xi > \varepsilon$ such that $\xi = \frac{2}{\kappa^2} \varepsilon (1 + b)$ where $b = \frac{\|x_k - x^*\|}{\varepsilon - 1}$ is a positive value and $\xi$ is upper bounded from theorem 3. Note that $x_K$ as defined earlier is the exit point of the gradient trajectory, i.e., $\|x_{K-1} - x^*\| \leq \varepsilon$ and $\|x_{K} - x^*\| > \varepsilon$. For any $\varepsilon < \frac{2}{\kappa^2}$ we will have $\xi = O(\varepsilon)$. Therefore a gradient trajectory moving outwards from the ball $\mathcal{B}_\varepsilon(x^*)$ is also bound to move out from the ball $\mathcal{B}_\varepsilon(x^*)$ since we have already proved this in Theorem 2 for trajectories with expansive dynamics.

Under these conditions, let $J$ represent the minimum number of iterations required to exit the ball $\mathcal{B}_\varepsilon(x^*)$ for a trajectory which is just exiting $\mathcal{B}_\varepsilon(x^*)$ and is currently at the point $x_K$ s.t. $\|x_K - x^*\| > \varepsilon$. To this end, we rewrite the update equation of radial vector $u_k$ for any $k \in \{K, K + 1, \ldots, K + J - 1\}$:

\[
u_{k+1} = u_k + (x_{k+1} - x_k) = u_k - \alpha \nabla f(x_k)
\]

(230)

where we have that $u_k = x_k - x^*$. From the gradient Lipschitz condition we have the following bound for any $u_k$:

\[
\|\nabla f(x_k)\| \leq L \|u_k\|
\]

(231)
where \( u_k = x_k - x^\ast \). Applying norm to (230) followed by triangle inequality and using the upper bound from (231) yields:

\[
\|u_{k+1}\| = \|u_k + (x_{k+1} - x_k)\| \leq \|u_k\| + \alpha \|\nabla f(x_k)\| \leq 2 \|u_k\| \tag{232}
\]

for \( \alpha = \frac{1}{2} \). Applying this bound recursively from \( k = K \) to \( k = K+J-1 \) and substituting \( \|u_k\| = \epsilon(1+b) \), we have:

\[
\|u_{k+J}\| \leq 2^J \|u_k\| = 2^J \epsilon(1+b). \tag{233}
\]

Since \( J \) is the minimum number of iterations required to exit the \( \xi \) radius ball for a trajectory which is just exiting the \( \epsilon \) ball, we can set \( 2^J \epsilon(1+b) = \xi \). This yields:

\[
J = \frac{\epsilon}{2} < \frac{\xi}{\epsilon}. \tag{234}
\]

Now, the \( \hat{K} \) we defined as the time to re-enter the ball \( \mathcal{B}_2(x^\ast) \) should be definitely greater than \( J \) since any trajectory will certainly take more than \( J \) iterations to traverse the shell present in between the concentric \( \xi \) and \( \epsilon \) radii balls.

\[
\hat{K} > J = \frac{\epsilon}{2\xi}. \tag{235}
\]

However, this inequality contradicts the claim that \( \hat{K} < \frac{\epsilon}{\xi} \) from (229) which completes our proof.

**Proof of Lemma 6**

Recall that from (221) and (222) in previous lemmas, for any \( x_1, x_2 \in \mathcal{B}_2(x^\ast) \) we have that:

\[
f(x_1) - f(x_2) \leq L(\xi)^2. \tag{237}
\]

Next, let \( \hat{K} \) be the minimum number of iterations in which the gradient trajectory re-enters the ball \( \mathcal{B}_2(x^\ast) \). Then following the same set of steps as in the previous lemma for obtaining (225), we get:

\[
f(x_{k+1}) \leq f(x_k) - \frac{\alpha L}{2} \left( 2 - \alpha \right) \sum_{k=1}^{K-1} \|\nabla f(x_k)\|^2 \tag{238}
\]

\[
\Rightarrow \alpha \frac{L^3}{4} \left( 2 - \alpha \right) \hat{K}(\xi)^2 \leq \frac{\alpha L}{2} \left( 2 - \alpha \right) \sum_{k=1}^{K-1} \|\nabla f(x_k)\|^2
\]

\[
\leq f(x_k) - f(x_{k+1}) \leq f(x_{k-1}) - f(x_{k+1}) \tag{239}
\]

where we substituted \( \|\nabla f(x_k)\| \geq \gamma > \frac{\gamma}{L^2} \xi \) and \( f(x_k) \leq f(x_{k-1}) \) from monotonicity of \( f(x_k) \). Now if the trajectory re-enters the ball \( \mathcal{B}_2(x^\ast) \) in \( \hat{K} \) iterations, then \( x_{k-1}, x_{k+1} \in \mathcal{B}_2(x^\ast) \) and hence \( x_{k-1}, x_{k+1} \) satisfy (237). Therefore combining (239) with (237) yields the bound:

\[
\alpha \frac{L^3}{4} \left( 2 - \alpha \right) \hat{K}(\xi)^2 \leq L(\xi)^2 \tag{240}
\]

\[
\Rightarrow \hat{K} < \frac{4}{\alpha L^2 \left( \frac{2}{\xi} - \alpha \right)}. \tag{241}
\]
Using this fact that \( \|x^+ - x^*\| > \|x - x^*\| \) followed by the cosine identity of triangles we get:

\[
\frac{\langle x^+ - x^*, x^+ - x \rangle}{\|x^+ - x\| \|x^+ - x\|} = \frac{\|x^+ - x\|^2 + \|x^+ - x^*\|^2 - \|x - x^*\|^2}{2 \|x^+ - x\| \|x^+ - x\|} > 0 \quad (252)
\]

\[
\Rightarrow \langle x^+ - x^*, x^+ - x \rangle > 0. \quad (253)
\]

For any vectors \( a \) and \( b \) and any positive semi-definite matrix \( A \), if \( (a, b) \geq 0 \) then \( (a, Ab) \geq 0 \). Using this property for \( A = (I - \alpha I_{p=0}^1 \nabla^2 f(x + p(x - x^*)) dp) \), \( b = x^+ - x \) and \( a = x^+ - x^* \), we get that \( \langle x^+ - x^*, (I - \alpha I_{p=0}^1 \nabla^2 f(x + p(x - x^*)) dp) (x^+ - x) \rangle \geq 0 \) since \( \langle x^+ - x, x^+ - x^* \rangle \geq 0 \). Hence from (250), we have that:

\[
\langle x^+ - x^*, x^+ - x^* \rangle = \langle x^+ - x^*, (I - \alpha I_{p=0}^1 \nabla^2 f(x + p(x - x^*)) dp) (x^+ - x) \rangle \geq 0 \quad (254)
\]

which completes the proof.

**APPENDIX F**

**Proof of Lemma 7**

To establish the linear exit time of the proposed algorithm from any strict saddle neighborhood it is sufficient to prove the curvature condition (refer Step 15 from Algorithm 1). Now, for \( \|\nabla f(x)\| \leq \epsilon \) and \( \Xi = 0 \), we have that:

\[
\nabla f(x) = \left( \nabla f(x^*) + \int_{p=0}^{p=1} \nabla^2 f(x^* + p(x - x^*)) dp \right) (x - x^*). \quad (255)
\]

With \( \epsilon \) very small and upper bounded by Theorem 1, using Lemma 3.3 from [10] we can approximate the Hessian \( \nabla^2 f(x^* + p(x - x^*)) = \nabla^2 f(x^*) + O(\epsilon) \approx \nabla^2 f(x^*) \) for any \( x \in \mathcal{B}_{\epsilon}(x^*) \). This is a valid approximation since we are no longer solving for rates of convergence and just need to approximately determine the unstable projection value. In particular our goal is to determine whether the estimated unstable projection value is of the order \( \Theta \left( \frac{1}{\log(1 / \epsilon^{1-\delta})} \right) \) from Theorem 1 so that the linear exit time condition can be checked for the given trajectory. Now \( \Theta \left( \frac{1}{\log(1 / \epsilon^{1-\delta})} \right) \) term will dominate all \( O(\epsilon) \) terms for any sufficiently small \( \epsilon \) and so dropping these \( O(\epsilon) \) terms now will still yield the same result. Therefore, the equation (255) for \( x = x_k \) is approximated as:

\[
\nabla f(x_k) = \left( \nabla^2 f(x^*) + O(\epsilon) \right) (x_k - x^*) \approx \nabla^2 f(x^*) (x_k - x^*) \quad (256)
\]

where \( \nabla f(x^*) \) is zero vector. With \( y_0 = x_k, y_1 = x_{k+1} \) and the approximation (256), we have the following terms:

\[
y_1 = x_{k+1} = x_k - \alpha \nabla f(x_k) \quad (257)
\]

\[
x_k \approx x_k - \alpha \nabla^2 f(x^*) (x_k - x^*), \quad (258)
\]

\[
\nabla f(y_1) = \nabla f(x_{k+1}) = (\nabla^2 f(x^*) + O(\epsilon))(x_k - x^*), \quad (259)
\]

\[
\nabla^2 f(x^*) \approx \nabla^2 f(x^*) (x_k - x^*) - x^*, \quad (260)
\]

Note that in the second last step we used the substitution from (258).

Next we use the following substitution:

\[
x_k - x^* = \left( \sum_{i \in I_{\mathcal{S}}} \theta_i^j v_i(0) + \sum_{j \in I_{\mathcal{US}}} \theta_{ij}^a v_j(0) \right) \quad (265)
\]

where we have that \( \|x_k - x^*\|^2 = \langle (x_k - x^*), v_i(0) \rangle \), \( \|x_k - x^*\|^2 \theta_i^j = \langle (x_k - x^*), v_j(0) \rangle \) and \( v_i(0), v_j(0) \) are the eigenvectors of the scaled Hessian \( \alpha \nabla^2 f(x^*) \) respectively. These eigenvalues are bounded by:

\[
\frac{\beta}{L} \leq \lambda_i^j \leq 1 \quad (268)
\]

\[
-1 \leq \lambda_{ij}^a \leq -\frac{\beta}{L}. \quad (269)
\]

Evaluating \( V_1 - V_2 \) and using the fact that \( \|x_k - x^*\| \leq \frac{p}{K} \|\nabla f(x_k)\| \leq \frac{L \epsilon}{p} \) from (158), we get the following expression:

\[
V_1 - V_2 \approx \frac{\epsilon^2}{\kappa^2} \sum_{i \in I_{\mathcal{S}}} \left( (\lambda_i^j)^2 - (\lambda_i^j)^3 \right) (\theta_i^j)^2 \quad (270)
\]

where \( \kappa = \frac{\beta}{L} \). Now, the function \( h(y) = y^3 - y^2 \) attains a maximum value of \( \frac{27}{25} \) in the interval \( y \in (0, 1] \) and a maximum
value of 2 in the interval $y \in [-1, 0)$. Substituting $y = \lambda^*_i$ in the interval $y \in (0, 1]$ and $y = \lambda^{**}_i$ in the interval $y \in [-1, 0)$, the upper bound for (270) becomes:

$$V_1 - V_2 \lessapprox \frac{\epsilon^2}{\kappa^2} \left( \sum_{i \in \mathcal{A}_S} \frac{4}{27} (\theta_i^s)^2 + \sum_{j \in \mathcal{N}_S} 2(\theta_j^{**})^2 \right)$$  \hspace{1cm} (271)

$$V_1 - V_2 \lessapprox \frac{\epsilon^2}{\kappa^2} \left( \frac{4}{27} - \frac{4}{27} \left( \sum_{j \in \mathcal{N}_S} (\theta_j^{**})^2 \right) + 2 \sum_{j \in \mathcal{N}_S} (\theta_j^{**})^2 \right)$$ \hspace{1cm} (272)

$$V_1 - V_2 \lessapprox \frac{\epsilon^2}{\kappa^2} \left( \frac{4}{27} + \frac{50}{27} \left( \sum_{j \in \mathcal{N}_S} (\theta_j^{**})^2 \right) \right)$$ \hspace{1cm} (273)

$$\sum_{j \in \mathcal{N}_S} (\theta_j^{**})^2 \lessapprox \frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} - 4.$$ \hspace{1cm} (274)

The right-hand side in (274) can be considered as the lower bound estimate for $\sum_{j \in \mathcal{N}_S}(\theta_j^{**})^2$. Now, the sufficient condition for escaping the saddle neighborhood comes from the minimum unstable subspace projection value in (74). Let $P_{\text{min}}(\epsilon)$ be a function of $\epsilon$ equal to the lower bound from (74) where $P_{\text{min}}(\epsilon) = \Theta \left( \frac{1}{\log (\epsilon^{-1})} \right)$, then with the condition

$$\frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} > P_{\text{min}}(\epsilon)$$

and (274), we can guarantee $\sum_{j \in \mathcal{N}_S}(\theta_j^{**})^2 \lessapprox P_{\text{min}}(\epsilon)$ which implies that we have a sufficient unstable projection value to escape saddle region in almost linear time.

Recall that while developing the condition (274) we had dropped $O(\epsilon)$ term in (256) to get approximate Hessian. However if we had retained that $O(\epsilon)$ term, the condition (274) would be $\sum_{j \in \mathcal{N}_S}(\theta_j^{**})^2 > \frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} + O(\epsilon)$ and then instead of checking $\frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} > P_{\text{min}}(\epsilon)$ we will have to check the inequality $\frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} > P_{\text{min}}(\epsilon) + O(\epsilon)$. But since $O(\epsilon)$ term is insignificant w.r.t. $P_{\text{min}}(\epsilon) = \Theta \left( \frac{1}{\log (\epsilon^{-1})} \right)$, we do not loose anything with dropping $O(\epsilon)$ term in the first step.

Notice that the curvature condition from the step 15 in Algorithm 1 checks the inequality $\frac{27(V_1 - V_2)\kappa^2}{\epsilon^2} < P_{\text{min}}(\epsilon)$ which if true could imply $\sum_{j \in \mathcal{N}_S}(\theta_j^{**})^2 < P_{\text{min}}(\epsilon)$. Then the gradient trajectory may not necessarily have linear exit time from saddle neighborhood. Hence, we solve the eigenvector problem given by:

$$x_{k+1} \in \arg \min_{\|x - x_k\| = \|V_{1/2}\|} \left( \frac{1}{2} (x - x_k)^T H(x - x_k) \right)$$ \hspace{1cm} (275)

which gives a solution with sufficient unstable projection. Notice that a possible solution to the unconstrained problem:

$$x_{k+1} \in \arg \min_x \left( \frac{1}{2} (x - x_k)^T H(x - x_k) \right)$$ \hspace{1cm} (276)

can be given by $x_{k+1} - x_k = b\|x_k - x^*\|e^s_j$ where $e^s_j$ is any eigenvector of the scaled Hessian $H = \alpha \nabla^2 f(x_k) \approx \alpha \nabla^2 f(x^*)$ corresponding to its least eigenvalue and $b$ is any scalar. Although any vector in the subspace formed by the eigenvectors corresponding to the minimum eigenvalue can be used instead of $e^s_j$, for sake of simplicity of the proof, we use the direction $e^s_j$. Hence from the unconstrained eigenvector problem (276), we can write $x_{k+1} - x^* = x_k - x^* + b\|x_k - x^*\|e^s_j$.

Using the substitution $x_k - x^* = \|x_k - x^*\| \left( \sum_{i \in \mathcal{A}_S} \theta_i^s v_i(0) + \sum_{j \in \mathcal{N}_S} \theta_j^{**} v_j(0) \right)$ as before from (265) we get:

$$x_{k+1} - x^* = \|x_k - x^*\| \left( \sum_{i \in \mathcal{A}_S} \theta_i^s v_i(0) + \sum_{j \in \mathcal{N}_S} \theta_j^{**} v_j(0) \right) + b\|x_k - x^*\| e^s_j$$ \hspace{1cm} (277)

$$= \|x_k - x^*\| \left( \sum_{i \in \mathcal{A}_S} \theta_i^s v_i(0) + \sum_{j \in \mathcal{N}_S} \theta_j^{**} v_j(0) \right) + b\|x_k - x^*\| \left( v_j(0) + O(\epsilon) \right)$$ \hspace{1cm} (278)

$$= \|x_k - x^*\| \sqrt{1 + b^2} \left( \sum_{i \in \mathcal{A}_S} \frac{\theta_i^s}{\sqrt{1 + b^2}} v_i(0) + \sum_{j \in \mathcal{N}_S} \frac{\theta_j^{**}}{\sqrt{1 + b^2}} v_j(0) \right) + O(\epsilon^2)$$ \hspace{1cm} (279)

$$= \|x_k - x^*\| \sqrt{1 + b^2} \left( \sum_{i \in \mathcal{A}_S} \tilde{\theta}_i^s v_i(0) + \sum_{j \in \mathcal{N}_S} \tilde{\theta}_j^{**} v_j(0) \right) + O(\epsilon^2).$$ \hspace{1cm} (280)

where we have $\sum_{i \in \mathcal{A}_S}(\tilde{\theta}_i)^2 + \sum_{j \in \mathcal{N}_S}(\tilde{\theta}_j)^2 = 1$ for some positive $\tilde{\theta}_i, \tilde{\theta}_j$. Notice that we used the eigenvector perturbation bound $e^u_j = v_j(0) + O(\epsilon)$ in the second step and $v_j(0)$ corresponds to the eigenvector for the smallest eigenvalue of $\alpha \nabla^2 f(x^*)$. Notice that $l \in \mathcal{N}_S$ where $l$ is the index of $v_j(0)$ provided $x_k$ lies within some saddle neighborhood and not in a local minimum neighborhood. If $x_k$ were in a local minimum neighborhood, then the unstable subspace would have been the null space. Finally, in the second last step we normalized by dividing with $\sqrt{1 + b^2}$ because we require the condition:

$$\sum_{i \in \mathcal{A}_S} \left( \frac{\theta_i^s}{\sqrt{1 + b^2}} \right)^2 + \sum_{j \in \mathcal{N}_S} \left( \frac{\theta_j^{**}}{\sqrt{1 + b^2}} \right)^2 \leq 1$$ \hspace{1cm} (281)

where we have that $\sum_{i \in \mathcal{A}_S}(\theta_i)^2 + \sum_{j \in \mathcal{N}_S}(\theta_j)^2 = 1$. From (279) and (280) using coefficient comparison, it can be checked that $\frac{\theta_i^s}{\sqrt{1 + b^2}} = \tilde{\theta}_i + O(\epsilon^2)$ for all $i \in \mathcal{A}_S$. Using this relation in (281) we get that $U_1 = \sum_{j \in \mathcal{N}_S}(\tilde{\theta}_j)^2 + O(\epsilon^2)$. Next, dropping $O(\epsilon^2)$ term\footnote{The $O(\epsilon^2)$ term will be insignificant w.r.t. $P_{\text{min}}(\epsilon)$ appearing in (283) which is of the order $\Theta \left( \frac{1}{\log (\epsilon^{-1})} \right)$ from Theorem 1 due to the fact that $\xi > \epsilon$, the function $P_{\text{min}}(\epsilon) = \Theta \left( \frac{1}{\log (\epsilon^{-1})} \right)$ monotonically increases with $\epsilon$ and so $P_{\text{min}}(\epsilon) > P_{\text{min}}(\epsilon) > O(\epsilon^2)$.} from the right-hand side
of (280), we have:
\[
x_{k+1} - x^* \approx \|x_k - x^*\| \sqrt{1 + b^2} \left( \sum_{j \in A_U} \tilde{\theta}_j v_j(0) + \sum_{j \in A_U} \tilde{\theta}_j^a v_j(0) \right)
\]  
(282)
where \(\sum_{j \in A_U} (\tilde{\theta}_j)^2\) can be considered as the new unstable projection value of \((x_{k+1} - x^*)\) and \(\|x_k - x^*\| \approx \|x_k - x^*\| \sqrt{1 + b^2}\). Now, we require that the future gradient trajectory that starts from the point \(x_{k+1}\) escapes the ball \(B_{\tilde{e}}(x^*)\) in linear time where \(\tilde{e} = \|x_k - x^*\| \sqrt{1 + b^2}\). Therefore we get that:
\[
U_1 = \sum_{j \in A_U} (\tilde{\theta}_j^a)^2 \geq P_{\text{min}}(\tilde{e})
\]  
(283)

\[
\Rightarrow \sum_{j \in A_U} \left( \frac{\theta_j^a}{\sqrt{1 + b^2}} \right)^2 + \left( \frac{b}{\sqrt{1 + b^2}} \right)^2 \geq P_{\text{min}}(\tilde{e})
\]  
(284)

\[
= P_{\text{min}}(\|x_k - x^*\| \sqrt{1 + b^2})
\]  
(285)

\[
> P_{\text{min}} \left( \|\nabla f(x_k)\| \frac{1 + b^2}{L} \right)
\]  
(286)

where in the last step we used \(P_{\text{min}}(\|x_k - x^*\| \sqrt{1 + b^2}) > P_{\text{min}}(\|\nabla f(x_k)\| \frac{1 + b^2}{L})\) due to the fact that the function \(P_{\text{min}}(\epsilon) = \Theta\left(\frac{1}{\log(1 + \epsilon)}\right)\) monotonically increases with \(\epsilon\) from (74) along with the property that \(\|\nabla f(x_k)\| \leq L\|x_k - x^*\|\). Now (286) will hold true whenever:
\[
\left( \frac{b}{\sqrt{1 + b^2}} \right)^2 > \frac{P_{\text{min}}(\|\nabla f(x_k)\| \frac{1 + b^2}{L})}{P_{\text{min}}(\|\nabla f(x_k)\| \frac{1 + b^2}{L})} \frac{1}{\sqrt{1 - P_{\text{min}}(\|\nabla f(x_k)\| \frac{1 + b^2}{L})}}
\]
(287)

It can be checked that (288) will hold true for any positive \(b\) as long as it is bounded away from \(\epsilon\). Finally in the substitution \(x_{k+1} - x_k = b\|x_k - x^*\| e_j^a\), we can use the lower bound \(\|\nabla f(x_k)\| \geq \beta\|x_k - x^*\|\) from (158) and the gradient Lipschitz bound \(\|\nabla f(x_k)\| \leq L\|x_k - x^*\|\) to get the range \(\frac{\|\nabla f(x_k)\|}{L\|x_k - x^*\|} \leq b \leq \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|}\). Selecting the upper bound of \(b\) gives \(x_{k+1} - x_k = \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|} e_j^a\) provided \(\frac{b}{\beta} \geq \frac{2}{\beta}\). This particular choice of \(b\) is less conservative though it should be selected carefully and the selection criterion may vary from one problem to another. For the particular case of well-conditioned saddle neighborhood, a large \(b\) and hence a large step size can be afforded. Notice that \(\frac{2}{\beta} \leq b \leq \frac{2}{L\|x_k - x^*\|}\) and any \(b\) in this range will satisfy (288) provided \(\frac{b}{\beta} \geq \frac{2}{\beta}\). Since \(x_{k+1}\) is the desired solution, taking norm on both sides of \(x_{k+1} - x_k = \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|} e_j^a\) gives the constraint \(\|x_{k+1} - x_k\| = \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|}\) in the Step 17 of Algorithm 1.

Since evaluating the eigenvector \(e_j^a\) will involve Hessian inversion operations, it will be solved in polynomial time though this step is invoked only once in the saddle neighborhood if required and hence does not add much computational complexity per iteration\(^{16}\) (only \(\Theta(n^2\log\lambda_1/\lambda_2(\epsilon^{-1}))\) complexity per saddle point).

Recall that the entire algorithmic analysis was carried out assuming there is just one eigenvector \(e_j^a\) corresponding to the smallest eigenvalue of the Hessian \(\nabla^2 f(x^*)\). However, the same analysis can be done for the case of a subspace corresponding to the smallest eigenvalue. The bounds on \(b\) will still be the same however the steps involved are somewhat tedious and lengthy hence purposefully left out from the proof.

For the case of a local minimum we will have \(\sum_{j \in A_U} (\tilde{\theta}_j)^2 = 0\) since there is no unstable subspace. Substituting it in (274) yields:
\[
\frac{4\epsilon^2}{27\kappa^2} \leq V_1 - V_2.
\]
(289)

Hence for \(\frac{4\epsilon^2}{27\kappa^2} \leq V_1 - V_2\) we cannot have a local minimum neighborhood. Hence if (289) holds, then the region can be both a saddle neighborhood or a local minimum region. Therefore, the Step 15 in Algorithm 1 also checks if \(\frac{4\epsilon^2}{27\kappa^2} \leq V_1 - V_2\) so as to rule out the possibility of local minimum. If however we have the inequality \(\frac{4\epsilon^2}{27\kappa^2} > V_1 - V_2\) then a secondary condition \(\lambda_{\text{min}}(H) < 0\) ascertains it as a saddle neighborhood. This completes the proof.

Proof of Lemma 8

It can be very easily established that \(f(x_{K+1}) < f(x_K)\) where \(x_{K+1}\) comes from the Step 17 in Algorithm 1.

Since \(x_{K+1}\) is generated from Step 17 of Algorithm 1 we can use the particular update \(x_{K+1} - x_k = \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|} e_j^a\) (the more general update 17 is avoided for sake of simplicity) where \(e_j^a\) is an eigenvector of \(\nabla^2 f(x_k)\) belonging to its unstable subspace and \((e_j^a, x_K - x^*) \leq \Theta\left(\frac{\epsilon}{\log(\epsilon^{-1})}\right)\) (this approximate bound implies \(x_K - x^*\) does not have required unstable subspace projection value from Theorem 1). As a consequence for \(\|\nabla f(x_K)\| = \Theta(\epsilon)\) we will have \(\|\nabla f(x_K), x_{K+1} - x_k \| \leq \Theta\left(\frac{\epsilon^2}{\log(\epsilon^{-1})}\right)\) from the following steps where we use the substitutions \(\nabla f(x_K) = (\nabla^2 f(x^*) + \Theta(\epsilon))(x_K - x^*)\) and \(\nabla^2 f(x_K) = (\nabla^2 f(x^*) + \Theta(\epsilon))\) from Hessian Lipschitz condition.

\[
\langle \nabla f(x_K), x_{K+1} - x_k \rangle = \langle \nabla f(x_K), \frac{\|\nabla f(x_k)\|}{\beta\|x_k - x^*\|} e_j^a \rangle
\]
(290)

\[
= \frac{\|\nabla f(x_K)\|}{\beta} \langle e_j^a, (\nabla^2 f(x^*) + \Theta(\epsilon))(x_K - x^*) \rangle
\]
(291)

\[
= \frac{\|\nabla f(x_K)\|}{\beta} \langle e_j^a, (\nabla^2 f(x^*) + \Theta(\epsilon))(x_K - x^*) \rangle
\]
(292)

\(^{16}\)The step 17 can be solved easily using power iteration type method which incurs a computation time of \(\Theta(n^2\log\lambda_1/\lambda_2(\epsilon^{-1}))\) (here \(\lambda_1, \lambda_2\) are the top two dominant eigenvalues of \(I - \alpha \nabla^2 f(x_k)\) with \(\lambda_1 > \lambda_2\) and \(\epsilon\) is the desired accuracy for power iteration).
\[ \frac{\| \nabla f(x_k) \|}{\beta} (\lambda_j^{\text{as}} e_j^{\text{as}}, (x_k - x^*)) + O(\varepsilon^3) \leq \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) \]  

(293)

where \( \nabla^2 f(x_k)e_j^{\text{as}} = \lambda_j^{\text{as}} e_j^{\text{as}} \) and \( \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) > O(\varepsilon^3) \).

Finally, using Hessian Lipschitz condition for \( x_k \) along with (293) we get:

\[ f(x_{k+1}) \leq f(x_k) + (\nabla f(x_k), x_{k+1} - x_k) + \frac{1}{2} \langle (x_{k+1} - x_k), \nabla^2 f(x_k)(x_{k+1} - x_k) \rangle + \frac{M}{6} \| x_{k+1} - x_k \|^3 \]

\[ \leq f(x_k) + \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) + \frac{\| \nabla f(x_k) \|^2}{2\beta^2} (\varepsilon_x^{\text{as}}, \nabla^2 f(x_k)e_j^{\text{as}}) \]

\[ + O(\varepsilon^3) \]

(294)

\[ \leq f(x_k) + \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) = \Theta(\| f(x) \|^2) + \Theta(\varepsilon^3) \]

(295)

\[ \leq f(x_k) + \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) = \Theta(\varepsilon^2) + \Theta(\varepsilon^3) \]

(296)

\[ = f(x_k) + \Theta \left( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \right) = \Theta(\varepsilon^2) \]

(297)

where we used the facts that \( \| x_{k+1} - x_k \| = \Theta(\varepsilon) \), \( \| \nabla f(x_k) \| = \Theta(\varepsilon) \), \( (\varepsilon_x^{\text{as}}, \nabla^2 f(x_k)e_j^{\text{as}}) = \lambda_j^{\text{as}} < -\beta \) and \( \frac{1}{2} \langle (x_{k+1} - x_k), \nabla^2 f(x_k)(x_{k+1} - x_k) \rangle < 0 \) from the Step 17 of Algorithm 1. Now for sufficiently small \( \varepsilon \), the term \( \frac{\varepsilon^2}{\sqrt{\log(\varepsilon^{-1})}} \to 0 \) much faster than \( \varepsilon^2 \) goes to 0. Hence for sufficiently small \( \varepsilon \) we will have \( f(x_{k+1}) < f(x_k) \). For all other iterations when gradient descent update is used, the sequence \( \{ f(x_k) \} \) decreases monotonically.

**APPENDIX G**

**ASYMPTOTIC CONVERGENCE**

**Proof of Lemma 9**

Let \( \{ x_k \} \) be the sequence generated by Algorithm 1. Then by Lemma 7 this sequence exits the \( \varepsilon \) neighborhood of any strict saddle point \( x^* \) of a locally analytic Morse function in approximately linear time where \( \varepsilon \) is bounded from Theorem 1. Further, \( \varepsilon \) can be chosen in a way such that if the iterate \( x_k \) exits the ball \( \mathcal{B}_\varepsilon(x^*) \) at some \( k = K \) then the trajectory of \( \{ x_k \} \) cannot return to this neighborhood \( \mathcal{B}_\varepsilon(x^*) \) for any \( k > K \). Such a choice of \( \varepsilon \) is guaranteed from Lemma 5. Hence the sequence \( \{ x_k \} \) cannot converge to the strict saddle point \( x^* \) which completes the proof of the first part of the lemma.

For the second part notice that if any subsequence \( \{ x_{k_m} \} \) of the sequence \( \{ x_k \} \) converges to \( x^* \) then \( x^* \in \{ x_{k_m} \} \) i.o. or equivalently \( x^* \in \{ x_k \} \) i.o. which implies \( x^* \) is an accumulation point of the sequence \( \{ x_k \} \). Since the mapping \( \text{id} - \alpha \nabla f \) is continuous where \( \text{id} \) is the identity (matrix) map, the set of accumulation points for the sequence generated by the gradient descent update \( x_{k+1} = x_k - \alpha \nabla f(x_k) \) will be connected (Lemma 21). Next, the set of accumulation points of the sequence \( \{ x_k \} \) generated by the gradient descent update \( x_{k+1} = x_k - \alpha \nabla f(x_k) \) will be the critical points of \( f(\cdot) \) since the critical points of \( f(\cdot) \) are the only fixed points of the mapping \( \text{id} - \alpha \nabla f \). Since the second order step 17 in Algorithm 1 cannot generate fixed points of the sequence \( \{ x_k \} \), it suffices to only consider the gradient descent step. Since \( f(\cdot) \) is Morse, it has isolated critical points and so the accumulation points of the sequence \( \{ x_k \} \) generated by the gradient descent update \( x_{k+1} = x_k - \alpha \nabla f(x_k) \) can have only a single isolated accumulation point since the only connected subsets of a set with isolated points are singletons.

Next any sequence converges if and only if it has a unique limit/ accumulation point. Since \( x^* \) is an accumulation point of the sequence \( \{ x_k \} \) and also a critical point of \( f(\cdot) \), it will be the only isolated accumulation point of the sequence \( \{ x_k \} \) due to the fact that in the sequence \( \{ x_k \} \) second order step in invoked only once in \( \varepsilon \) neighborhood of \( x^* \) and from there onward gradient descent is used for all \( k \). Hence we get \( x_k \to x^* \), a contradiction to first part of this lemma. Therefore no subsequence \( \{ x_{k_m} \} \) of the sequence \( \{ x_k \} \) can converge to the strict saddle point \( x^* \) which completes the proof.

**Proof of Lemma 10**

The sequence \( \{ f(x_k) \} \) decreases monotonically from Lemma 8. Since \( f \) is coercive i.e. \( \lim_{|x| \to \infty} f(x) = \infty \) and \( f \) is continuous (and hence lower semi-continuous), we will have \( f(x) \geq \inf_{|x| \leq b} f(x) > -\infty \) i.e. the infimum of the function values exists [55]. Then by the monotone convergence theorem, \( \lim_{k \to \infty} f(x_k) \) exists and is finite. Since \( f \) is coercive and continuous, its sublevel sets given by \( \{ x \mid f(x) \leq b \} \) for any \( b < \infty \) are compact. Since \( \lim_{k \to \infty} f(x_k) \) exists and is finite, by the monotonicity of \( \{ f(x_k) \} \) it will belong to the compact sublevel set \( \{ x \mid f(x) \leq f(x_0) \} \), which completes the proof.

**Proof of Lemma 11**

Let \( x_0 \) be the initialization of Algorithm 1, then by the previous lemma the sequence \( \{ f(x_k) \} \) converges over the compact sublevel set \( \{ x \mid f(x) \leq f(x_0) \} \). Combining this fact and the monotonicity of the sequence \( \{ f(x_k) \} \) we have that \( x_k \in \{ x \mid f(x) \leq f(x_0) \} \) for all \( k \). Since a Morse function on a compact manifold has finitely many critical points [42], the compact sublevel set \( \{ x \mid f(x) \leq f(x_0) \} \) can have at most finitely many saddle points.

**Proof of Theorem 5**

In order to prove asymptotic convergence of the sequence \( \{ x_k \} \) generated by Algorithm 1 to a critical point we only need to show that the sequence \( \{ x_k \} \) satisfies all the conditions from Theorem 4. First, from Lemma 11 all points of the sequence \( \{ x_k \} \) are contained in a compact set \( D \subset X \) where \( D = \{ x \mid f(x) \leq f(x_0) \} \) and \( X = \mathbb{R}^n \). Next, the continuous function \( Z = f \) satisfies the strict monotonicity property where \( \{ f(x_k) \} \) is a strictly decreasing sequence provided \( x_k \notin S \) and the solution set \( S \subset D \) is the set of critical points of \( f \) with \( f(x_k) = f(x_{k+1}) \) for \( x_k \in S \).
Finally we are left to show that the mapping $A$ where $x_{k+1} = A(x_k)$ is closed outside $S$. It is easy to check that the mapping $A$ from Algorithm 1 is compact when $A:= id - \alpha \nabla f$. Notice that for the gradient descent update, the map $A:= id - \alpha \nabla f$ is continuous due to $f \in \mathcal{C}^2$. Since $x_k \in D = \{ x \mid f(x) \leq f(x_0) \}$ for all $k$, the map $A:= id - \alpha \nabla f$ takes $D$ to itself, i.e. $A: D \to D$ where $D$ is compact and Hausdorff. Then by the closed map lemma (Lemma A.52 in [56]), $A:= id - \alpha \nabla f$ is a closed map in $D$ and hence closed in $D/S$.

From the second-order step in Algorithm 1, $x_{k+1} \in \arg \min \left\{ \frac{1}{\beta} \left( (x - x_k)^T \nabla^2 f(x_k)(x - x_k) \right) \right\} = A(x_k)$ and it remains to show that this mapping is continuous. The second-order step can be simplified as $x_{k+1} \in x_k - \frac{1}{\beta} \nabla f(x_k) \arg \min \{ |x_k| > 0 \}$. Since $f$ is Hessian Lipschitz, the eigenvectors of $\nabla^2 f(x)$ will vary continuously with $x$; hence $\arg \min \{ |x_k| > 0 \}$ is a continuous function and $\| \nabla f(\cdot) \|$ is a continuous function by continuity of $\nabla f(\cdot)$ and norm. Product of continuous functions is continuous therefore the map $A$ associated with the second order step is continuous. As before the map $A$ takes $D$ to itself where $D$ is compact and Hausdorff. Then by the closed map lemma, for the second order step, $A$ is closed in $D/S$. Since $x_k \in D$, which is compact, there exists a convergent subsequence $\{ x_{m_k} \}$ of $\{ x_k \}$ and from Theorem 4 we have $\lim_{k \to \infty} x_{m_k} \in S \subset D$ where $S$ is the set of critical points of $f$.

Finally from Lemma 9, since $\{ x_{m_k} \}$ does not converge to any strict saddle point, we have $x_{m_k} \to x^*$, where $x^*$ is a local minimum. The fact that $f(\cdot)$ has a local minimum holds because $f(\cdot)$ is coercive, continuous and so has a global minimum and therefore has at least one local minimum. Next, the local minima of $f(\cdot)$ belong to the set of critical points of $f(\cdot)$ because $f(\cdot)$ is $\mathcal{C}^2$ smooth and hence $\mathcal{C}^1$ smooth and we have that local minima of any $\mathcal{C}^1$ smooth function are its critical points. Since $x^* \in \{ x_{m_k} \}$ i.o. hence $x^* \in \{ x_k \}$ i.o. which implies $x^*$ is an accumulation point of the sequence $\{ x_k \}$. Since the mapping $id - \alpha \nabla f$ is continuous, the set of accumulation points for the sequence generated by the gradient descent update $x_{k+1} = x_k - \alpha \nabla f(x_k)$ will be connected (Lemma 21). Next, the set of accumulation points of the sequence $\{ x_k \}$ generated by the gradient descent update $x_{k+1} = x_k - \alpha \nabla f(x_k)$ will be the critical points of $f(\cdot)$ since the critical points of $f(\cdot)$ are the only fixed points of the mapping $id - \alpha \nabla f$. Since the second order step 17 in Algorithm 1 cannot generate fixed points of the sequence $\{ x_k \}$, it suffices to only consider the gradient descent step. Moreover the sequence $\{ x_k \}$ can encounter at most finitely many saddle point neighborhoods from Lemma 11 where each such $\epsilon$ saddle neighborhood is visited only once by Lemma 5. Since the second order step 17 in Algorithm 1 is only invoked at worst in every $\epsilon$ saddle neighborhood, these second order steps can be at most finite in number implying that the sequence $\{ x_k \}$ eventually follows the gradient descent update. Therefore working only with the set of accumulation points for the sequence generated by the gradient descent update $x_{k+1} = x_k - \alpha \nabla f(x_k)$ is justified.

Since $f(\cdot)$ is Morse, it has isolated critical points and so the accumulation points of the sequence $\{ x_k \}$ generated by the gradient descent update $x_{k+1} = x_k - \alpha \nabla f(x_k)$ will be disconnected. Therefore the sequence $\{ x_k \}$ can have only a single isolated accumulation point since the only connected subsets of a set with isolated points are singletons. Next, any sequence converges if and only if it has a unique limit/accumulation point. Since $x^*$ is an accumulation point of the sequence $\{ x_k \}$ and also a critical point of $f(\cdot)$, it will be the only isolated accumulation point of the sequence $\{ x_k \}$ due to the fact that in the sequence $\{ x_k \}$ second order step invoked only once in $\epsilon$ neighborhood of $x^*$ and from there onward gradient descent is used for all $k$. Hence we get $x_k \to x^*$ which completes the proof.]

Lemma 21: The set of accumulation points of any sequence $\{ x_k \}$ in some compact metric space $X$ generated from the relation $x_{k+1} = N(x_k)$ is connected, provided the mapping $N$ is continuous in $X$.

Proof: Let $A$ be the set of accumulation points of $\{ x_k \}$ and suppose $A$ is not connected. We know that the set of all subsequential limits of a sequence in a metric space is closed [57]. Hence $A$ is disconnected and closed and is separated by closed compact sets $C$ and $D$. Hence there exists an $\epsilon > 0$ such that for all $x \in C$ and $y \in D$ we have $d(x, y) > 2\epsilon$ where $d(\cdot, \cdot)$ is the metric.

Let $W_C$ be the union of all the open $\epsilon$-balls about elements of $C$ and define $W_D$ similarly. By the definition of accumulation point, $\{ x_k \}$ is frequently in $W_C$ and frequently in $W_D$. Suppose for the sake of contradiction that there exists $x \in W_C \cap W_D$. Then there must be $p \in C$ and $q \in D$ such that $d(x, p) < \epsilon$ and $d(x, q) < \epsilon$. By the triangle inequality, $d(p, q) < 2\epsilon$, a contradiction. Thus we conclude that $W_C \cap W_D = \phi$.

Since $X$ is compact and $N$ is continuous, $N$ is uniformly continuous by the Heine-Cantor theorem. Also for any $x, y \in X$ and any $\epsilon > 0$ we have that $d(N(x), N(y)) < \epsilon$ whenever $d(x, y) < \delta$.

Thus there is $\delta$ such that $0 < \delta < \epsilon$ such that for all $x, y \in X$, $d(x, y) < \delta$ implies $d(N(x), N(y)) < \epsilon$.

Let $U$ be the union of all the open $\delta$-balls about elements of $A$. Then $\{ x_k \}$ is eventually in $U$: if not, then there is a subsequence in $X \setminus U$, which is closed, hence compact, so there is an accumulation point in $X \setminus U$, a contradiction.

Let $K_0 > K$, where $K$ is sufficiently large, be such that $k \geq K_0$ implies $x_k \in U$. Let $k > K_0$. Since $\delta < \epsilon$, $x_k \in U \subseteq W_C \cup W_D$. Assume without loss of generality that $x_k \in U \cap W_C$. By the definition of $U$, there is an element $a \in A$ such that $d(x_k, a) < \delta < \epsilon$. Since $W_C$ and $W_D$ are disjoint, $x_k \notin W_D$, so $a \notin D$, so $a \in C$. By the choice of $\delta$, we get $d(N(x_k), N(a)) < \epsilon$ thus $d(x_{k+1}, a) < \epsilon$, so $x_{k+1} \in W_C$. Here we used the fact that $N(a) = a$ since $a \in A$, $A$ is the accumulation set for the sequence $\{ x_k \}$ and hence $A$ is also the fixed point set for the mapping $N$ where $x_{k+1} = N(x_k)$.

Thus we have shown that $\{ x_k \}$ is eventually in $W_C$ and thus is not infinitely often in $W_D$, contradicting the fact that $W_D$ is an open set containing elements of $A$. As this contradiction
arose from the assumption that $A$ is disconnected, we conclude that $A$ is connected.

**APPENDIX H**

**CONVERGENCE RATE TO A LOCAL MINIMUM**

(Theorem 6 and 7)

**Proof of Theorem 6**

For any $x, y$ in $\mathcal{B}_R(x_0)$ using (31) we have the following condition:

$$f(x) - f(y) \leq L \text{diam}(W) \|x - y\| \leq 2L \text{diam}(W)R_0.$$  \hspace{1cm} (298)

Next, let the trajectory re-enter the ball $\mathcal{B}_R(x_0)$ after $J$ iterations and the current iteration index be $K$ where we have that $x_K, x_{K+1}$ belong to $\mathcal{B}_R(x_0)$ whereas $x_{K+1} \not\in \mathcal{B}_R(x_0)$. Using gradient Lipschitz continuity on $x_K$ and $x_{K+1}$ we get:

$$f(x_{K+1}) - f(x_K) \leq \langle \nabla f(x_K), x_{K+1} - x_K \rangle + \frac{L}{2} \|x_{K+1} - x_K\|^2$$

$$\sum_{k=K}^{K+J-1} \left( \frac{\nabla f(x_k), x_k - x_{k+1}}{2} - \frac{L}{2} \|x_{k+1} - x_k\|^2 \right) \leq \frac{L}{2} \|x_{K+1} - x_K\|^2$$

$$\sum_{k=K}^{K+J-1} \left( \nabla f(x_k), x_k - x_{k+1} \right) \leq \frac{L}{2} \|x_{K+1} - x_K\|^2$$

$$f(x_K) - f(x_{K+J}) \leq 2L \text{diam}(W)R_0$$

where in the last step we used (298). Now from Algorithm 1 let $\{k_i\}$ be the subsequence of $\mathcal{J}$ where $\mathcal{J} = \{K, \ldots, K+J-1\}$ for which we have the update $x_{k_i+1} = x_k - \alpha \nabla f(x_k)$ and $\mathcal{J} \setminus \{k_i\}$ be the subsequence for which we have $x_{k_i+1} - x_k = \frac{\nabla f(x_k), x_k - x_{k+1}}{\alpha} + \frac{L}{2} \|x_{k+1} - x_k\|^2$. Now the left-hand side of (301) can be written as:

$$\frac{\gamma}{2} \sum_{k \in \mathcal{K}} \|x_{k+1} - x_k\| + \frac{\gamma}{2} \sum_{k \in \mathcal{K}} \|x_{k+1} - x_k\|$$

$$\sum_{k \in \mathcal{K}} \left( \frac{\nabla f(x_k), x_k - x_{k+1}}{\alpha} + \frac{L}{2} \|x_{k+1} - x_k\|^2 \right)$$

$$\sum_{k \in \mathcal{K}} \left( \nabla f(x_k), \frac{\nabla f(x_k), e_{k+1}^{y_n}}{\beta} - \frac{L}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\|^2 \right)$$

$$\sum_{k \in \mathcal{K}} \frac{\gamma}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\| \|x_{k+1} - x_k\|$$

Substituting (305) into (301) yields:

$$\frac{\gamma}{2} \sum_{k \in \mathcal{K}} \|x_{k+1} - x_k\| + \frac{\gamma}{2} \sum_{k \in \mathcal{K}} \|x_{k+1} - x_k\|$$

$$\sum_{k \in \mathcal{K}} \left( \frac{\nabla f(x_k), x_k - x_{k+1}}{\alpha} + \frac{L}{2} \|x_{k+1} - x_k\|^2 \right)$$

$$\sum_{k \in \mathcal{K}} \left( \nabla f(x_k), \frac{\nabla f(x_k), e_{k+1}^{y_n}}{\beta} - \frac{L}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\|^2 \right)$$

$$\sum_{k \in \mathcal{K}} \frac{\gamma}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\| \|x_{k+1} - x_k\|$$

where in the last step we used the fact that $\|\nabla f(x_k)\| \leq L e$ for $k \in \mathcal{K} \setminus \{k_i\}$. Also note that for all $k \in \mathcal{K} \setminus \{k_i\}$ we will have $x_k \in \bigcup_{k \in \mathcal{J} \setminus \{k_i\}} \mathcal{B}_R(x)$ Similarly for all $k \in \mathcal{K} \setminus \{k_i\}$ we will have $x_k, x_{k+1}$ in the region $\bigcup_{k \in \mathcal{J} \setminus \{k_i\}} \mathcal{B}_R(x)$ along with $\mathcal{B}_R(x) \cap \mathcal{B}_R(x) = \varnothing$ for any $x, x^*$ in $\mathcal{J}$. Now adding $\frac{\gamma}{2} \sum_{k \in \mathcal{K} \setminus \{k_i\}} \|x_{k+1} - x_k\|$ to both sides of (308) we get:

$$\frac{\gamma}{2} \sum_{k \in \mathcal{K} \setminus \{k_i\}} \|x_{k+1} - x_k\| + \frac{\gamma}{2} \sum_{k \in \mathcal{K} \setminus \{k_i\}} \|x_{k+1} - x_k\|$$

$$\sum_{k \in \mathcal{K} \setminus \{k_i\}} \left( \frac{\nabla f(x_k), x_k - x_{k+1}}{\alpha} + \frac{L}{2} \|x_{k+1} - x_k\|^2 \right)$$

$$\sum_{k \in \mathcal{K} \setminus \{k_i\}} \left( \nabla f(x_k), \frac{\nabla f(x_k), e_{k+1}^{y_n}}{\beta} - \frac{L}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\|^2 \right)$$

$$\sum_{k \in \mathcal{K} \setminus \{k_i\}} \frac{\gamma}{2} \|\nabla f(x_k), e_{k+1}^{y_n}\| \|x_{k+1} - x_k\|$$

where in the last step we used the fact that $\|x_{k+1} - x_k\| \leq 2 \xi$ since $x_k, x_{k+1}$ lie inside some ball $\mathcal{B}_R(x)$ for $k \in \mathcal{J} \setminus \{k_i\}$.\footnote{The more general update Step 17 from Algorithm 1 will also yield the same bound after taking norm but is not used here in the interest of simplifying analysis}
If the trajectory \( \{x_k\} \) encounters \( N \) such \( \mathcal{B}_\varepsilon(x_k') \) balls then (311) can be further simplified as:

\[
\frac{\gamma}{2} \sum_{k \in \mathcal{F}} \|x_{k+1} - x_k\| \leq 2L \text{diam}(\mathcal{U}) R_0 + N \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 + \gamma N(K_{\text{exit}} + K_{\text{shell}}) \xi
\]

where exit time from \( \mathcal{B}_\varepsilon(x^*) \) ball is \( K_{\text{exit}} \) from Theorem 3.2 of [10], exit time from \( \mathcal{B}_\varepsilon(x') \) ball is \( K_{\text{exit}} + K_{\text{shell}} \) after adding results from Theorem 3 and Theorem 3.2 of [10], and we have that \( \sum_{k \in \mathcal{F} \setminus \{i_k\}} \leq N, \sum_{k \in \mathcal{F} \setminus \{i_k\}} \leq N(K_{\text{exit}} + K_{\text{shell}}) \).

Next, recall that the distance between any two stationary points is greater than \( R \). Using this result in (318) yields the following bound on \( N' \):

\[
N' \leq \frac{2L \text{diam}(\mathcal{U}) R_0}{\gamma} \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 + \gamma N(K_{\text{exit}} + K_{\text{shell}}) \xi
\]

provided \( \frac{\gamma}{2} - \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 - \gamma (K_{\text{exit}} + K_{\text{shell}}) \xi \geq 0 \) which will hold true for \( \xi \leq R \).

Finally, combining (318) and (321) yields the result:

\[
R_0 \leq R_0 + 2L \text{diam}(\mathcal{U}) R_0 + N_0(K_{\text{exit}} + K_{\text{shell}}) \xi + \frac{1}{2}(R_0 + \xi)
\]

where \( N_0 = \frac{2L \text{diam}(\mathcal{U}) R_0}{\gamma} \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 + \gamma (K_{\text{exit}} + K_{\text{shell}}) \xi \) is the upper bound on the number of stationary point neighborhoods encountered by the trajectory of \( \{x_k\} \).

**Proof of Theorem 7**

To obtain the total number of iterations in which the sequence \( \{x_k\} \) converges to some \( \varepsilon \) neighborhood of a local minimum which is within a \( \varepsilon \) neighborhood of \( x_0 \), we first obtain the number of iterations the sequence \( \{x_k\} \) spends in the region \( \mathcal{U} \setminus \bigcup_{j=1}^{K} \mathcal{B}_\varepsilon(x_j') \), i.e., the region with \( \|\nabla f(x)\| > \gamma \).

Let \( K_j \) be the number of such iterations and \( T \) be the number of saddle neighborhoods encountered by the trajectory of \( \{x_k\} \).

In order to obtain \( K_j \) we make use of (308) by setting \( R_0 = \varepsilon \) and \( K = 0 \) in the subsequence \( \mathcal{F} \) where \( \mathcal{F} = \{K, \ldots, K + J - 1\} \) so that \( x_0 \in \mathcal{B}_\varepsilon(x_0') \) to get:

\[
\frac{\gamma}{2} \sum_{k \in \{k_j\}} \|x_{k+1} - x_k\| \leq 2L \text{diam}(\mathcal{U}) R_0 + N \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 \leq 2L \text{diam}(\mathcal{U}) \xi \quad (323)
\]

\[
\Rightarrow \frac{\gamma}{2} \sum_{k \in \{k_j\}} \|\nabla f(x_k)\| - T \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) L^2 \varepsilon^2 \leq 2L \text{diam}(\mathcal{U}) \xi \quad (324)
\]

\[
\Rightarrow K_j \leq 4L \text{diam}(\mathcal{U}) \frac{\xi L}{\gamma} + 2T \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) \varepsilon^2 \quad (325)
\]

where we used the fact that \( \sum_{k \in \{k_j\}} \|\nabla f(x_k)\| > \gamma K_j \) by definition of the subsequence \( \{k_j\} \) in (308) and \( \sum_{k \in \mathcal{F} \setminus \{k_j\}} = T < N_0 = \frac{2L \text{diam}(\mathcal{U}) R_0}{\gamma} \) by Theorem 6 for \( R_0 = \varepsilon \) where \( T \) is the number of saddle neighborhoods encountered by the trajectory of \( \{x_k\} \). Since we have a bound on the number of saddle neighborhoods \( T \) and we also know the travel time within each saddle neighborhood we are only left to find the rate within the neighborhood of a local minimum.
Local minimum neighborhood

When the trajectory \( \{x_t\} \) is within a \( \xi \) neighborhood of local minimum \( x_{\text{optimal}} \) for some \( k = K \), we have linear rate of convergence to the neighborhood \( \mathcal{B}_R(x_{\text{optimal}}) \) from the following steps:

\[
x_{k+1} - x_{\text{optimal}}^* = \left( 1 - \alpha \int_{p=0}^{p=1} \nabla^2 f(x_{\text{optimal}} + p(x_k - x_{\text{optimal}})) dp \right) (x_k - x_{\text{optimal}}^*)
\]

\[
\Rightarrow \left\| x_{k+1} - x_{\text{optimal}}^* \right\| \leq \left( 1 - \alpha \int_{p=0}^{p=1} \nabla^2 f(x_{\text{optimal}} + p(x_k - x_{\text{optimal}})) dp \right) \left\| x_k - x_{\text{optimal}}^* \right\|
\]

\[
= 1 - \frac{\alpha}{2}
\]

\[
\Rightarrow \left\| x_k + x_{\text{convex}} - x_{\text{optimal}}^* \right\| \leq \left( 1 - \frac{\beta}{L} \right) \left\| x_k - x_{\text{optimal}}^* \right\|
\]

\[
\Rightarrow K_{\text{convex}} \leq \log \left( \frac{\left\| x_k - x_{\text{optimal}}^* \right\|}{\left\| x_k + x_{\text{convex}} - x_{\text{optimal}}^* \right\|} \right) = \log \left( 1 - \frac{\beta}{L} \right)
\]

\[
= \log \left( \frac{\beta}{L} \right)
\]

where \( x_k \in \mathcal{B}_R(x_{\text{optimal}}) \) and \( \left\| x_k + x_{\text{convex}} - x_{\text{optimal}}^* \right\| = \epsilon \). Note that in the second step we used the facts that \( \alpha = \frac{1}{L} \), \( \lambda_{\text{min}}(f(\cdot)) \geq \lambda_{\text{min}}(\cdot) \) and \( \lambda_{\text{min}}(\nabla^2 f(x^*_{\text{optimal}} + p(x_k - x^*_{\text{optimal}}))) \geq \beta \) for any \( x^*_{\text{optimal}} + p(x_k - x^*_{\text{optimal}}) \) in the convex neighborhood \( \mathcal{B}_R(x^*_{\text{optimal}}) \) from Assumption A4.

Finally putting everything together and using Theorem 3.2 from [10], Theorem 3, travel time from (325) and the convergence rate within a convex neighborhood from (329), the total time for the trajectory of \( \{x_k\} \) to converge to an \( \epsilon \) neighborhood of \( x^*_{\text{optimal}} \) is bounded by:

\[
K_{\text{max}} \leq T \left( K_{\text{exit}} + K_{\text{shell}} \right) + K_1 + K_{\text{convex}}
\]

\[
< T \left( K_{\text{exit}} + K_{\text{shell}} \right) + 4\text{diam}(\mathcal{B}_R) \frac{\xi L}{L^2}
\]

\[
+ 2T \left( \frac{1}{\beta} + \frac{L}{2\beta^2} \right) \frac{\epsilon^2}{L^2} + \frac{\log \left( \frac{\beta}{L} \right)}{\log \left( 1 - \frac{\beta}{L} \right)}
\]

where \( T = \frac{2\text{diam}(\mathcal{B}_R)}{L^2} \) is the total number of saddle neighborhoods encountered.

We complete the proof of Theorem 7 by proving one last claim. Recall that \( K_{\text{exit}} \) was the exit time of the \( \epsilon \)-precision trajectory from the ball \( \mathcal{B}_R(x^*) \) while we proved Theorem 7 for the exact gradient trajectory. Hence, we need to justify the use of the upper bound on \( K_{\text{exit}} \) from (7) in Theorem 7.

Let \( K_{\text{exit}}^0 \) be the actual exit time of the gradient trajectory \( \{x_k\} \) from the ball \( \mathcal{B}_R(x^*) \), i.e., \( K_{\text{exit}}^0 = \inf_{K > 0} \{ K \left\| u_k \right\| \geq \epsilon \} \) where \( u_k = x_k - x^* \) is the radial vector and \( \left\| u_0 \right\| = \epsilon \). Since \( K_{\text{exit}} \) is the exit time of the \( \epsilon \)-precision trajectory \( \{x_k\} \) from the ball \( \mathcal{B}_R(x^*) \), i.e., \( K_{\text{exit}} = \inf_{K > 0} \{ K \left\| u_k \right\| \geq \epsilon \} \), by the definition of exit time we have that \( \left\| u_{K_{\text{exit}}} \right\| \geq \epsilon \).

Now if the initial unstable subspace projection value \( \Sigma_{j \in \mathcal{N}} (B_{u})^2 \) satisfies the condition of Theorem 1 then from the relative error bound (21) we have that:

\[
\frac{\left\| u_k - \tilde{u}_k \right\|}{\left\| u_k \right\|} \leq \Theta \left( \frac{1}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right) \right)^2
\]

\[
\Rightarrow 1 - \Theta \left( \frac{1}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right) \right)^2 \leq \left\| u_k \right\| \leq 1 + \Theta \left( \frac{1}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right) \right)^2
\]

\[
\Rightarrow \frac{\left\| \tilde{u}_k \right\|}{\left\| u_k \right\|} \leq \frac{\left\| \tilde{u}_k \right\|}{\left\| u_k \right\|} \leq \log \left( \frac{1 + \Theta}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right)^2 \right)
\]

\[
\Rightarrow \left\| u_k \right\| \leq \left\| u_k \right\| \leq \log \left( \frac{1 + \Theta}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right)^2 \right)
\]

\[
\Rightarrow \left\| u_{K_{\text{exit}}} \right\| \leq \log \left( \frac{1 + \Theta}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right)^2 \right)
\]

where we substituted \( K = K_{\text{exit}} \) and used the bound \( (1 + \Theta) \epsilon \geq \left\| u_{K_{\text{exit}}} \right\| \geq \epsilon \) for some \( d > 0 \) in the last step. Next, from the definition of \( K_{\text{exit}}^0 \) we have that \( \left\| u_{K_{\text{exit}}} \right\| \geq \epsilon \). Hence, unless we have \( \left\| u_{K_{\text{exit}}} \right\| \geq \epsilon \) (which implies \( K_{\text{exit}} \leq K_{\text{exit}}^0 \)), the gradient trajectory \( \{x_k\} \) will take not more than \( K_{\text{exit}} - K_{\text{exit}}^0 \) iterations to travel the shell \( \mathcal{B}_R(x^*) \setminus \mathcal{B}_{\epsilon} \) around \( x^* \). Next, \( K_{\text{exit}} - K_{\text{exit}}^0 \) can be upper bounded by Theorem 3 provided the gradient trajectory has expansive dynamics at \( K_{\text{exit}} \) (from Theorem 2).

Now for sufficiently small \( \epsilon \) and \( K_{\text{exit}} \geq 2 \) (the minimal condition that ensures the gradient trajectory at-least enters the ball \( \mathcal{B}_R(x^*) \)), there exists some \( K = K^0 \) with \( K^0 < K_{\text{exit}} \) such that:

\[
\frac{\left\| \tilde{u}_k \right\|}{\left\| u_k \right\|} \leq \frac{\left\| \tilde{u}_{K_{\text{exit}}} \right\|}{\left\| u_{K_{\text{exit}}} \right\|} \leq \log \left( \frac{1 + \Theta}{\sqrt{\epsilon}} \log \left( \frac{1}{\epsilon} \right)^2 \right)
\]
Combining (336) with (334) for \( K = K_{\text{exit}} \) and \( K = K^u \) we get:

\[
\|u_{K^u}\| \leq \frac{\|u_{K_{\text{exit}}^u}\|}{1 - O\left(\frac{1}{\sqrt{\epsilon}} \log \left(\frac{1}{\epsilon}\right)\right)} \leq \frac{\|u_{K_{\text{exit}}^u}\|}{1 + O\left(\frac{1}{\sqrt{\epsilon}} \log \left(\frac{1}{\epsilon}\right)\right)} \leq \|u_{K_{\text{exit}}^u}\|^{\frac{1}{2}} \tag{337}
\]

\[
\Rightarrow \|u_{K^u}\| \leq \|u_{K_{\text{exit}}^u}\|. \tag{338}
\]

which implies that the gradient trajectory has expansive dynamics at \( K = K_{\text{exit}} \) from Theorem 2. Hence, the gradient trajectory will also have expansive dynamics from \( K = K_{\text{exit}}^u \) to \( K = K_{\text{exit}}^o \). Using Theorem 3 for \( \xi = \|u_{K_{\text{exit}}^o}\|, \epsilon = \|u_{K_{\text{exit}}^o}\| \), \( \hat{K}_{\text{exit}} = K_{\text{exit}}^o - 1 \) and \( K_e = K_{\text{exit}} \) we get:

\[
K_{\text{exit}}^o - 1 - K_{\text{exit}} = \hat{K}_{\text{exit}} - K_e \leq \frac{\log\left(\left|\frac{u_{K_{\text{exit}}^o} - 1}{1 + \epsilon}\right|\right)}{\log\left(\frac{\inf_{\xi}(\xi_{\xi - 1}^o)}{1 + \epsilon}\right)} + 2 \leq 2 \tag{339}
\]

\[
\leq 2 \tag{340}
\]

where we used the bound \( \|u_{K_{\text{exit}}^o}\| < \epsilon \) from the definition of \( K_{\text{exit}}^o \), the lower bound on \( \|u_{K_{\text{exit}}^o}\| \) from (335) in the second last step and dropped the term \( \log(1 + O\left(\frac{1}{\sqrt{\epsilon}} \log \left(\frac{1}{\epsilon}\right)\right)^2) \) for sufficiently small \( \epsilon \). Hence we have the condition \( K_{\text{exit}}^o \leq K_{\text{exit}} + 3 \) where the constant 3 can be dropped w.r.t. order \( O\left(\log(\epsilon^{-1})\right) \) term after substituting the upper bound on \( K_{\text{exit}} \) from (7). This completes the proof.

**Proof of Theorem 9**

Since \( f(\cdot) \) satisfies Assumption A1, it is locally gradient Lipschitz continuous in every compact set. Hence \( f(\cdot) \) is gradient Lipschitz continuous in some compact set \( \mathcal{K} \supset \{ x | f(x) \leq f(x_0) \} \) where the compact set \( \mathcal{K} \) will be specified later. Suppose \( L \) is the gradient Lipschitz constant of \( f(\cdot) \) in this compact set or equivalently \( L \) is the local Lipschitz constant of the function \( Vf : \mathbb{R}^n \to \mathbb{R}^n \) when restricted to \( \mathcal{K} \). Next, by the Kirschenbaum Theorem (Theorem 8), there exists an extension \( G : \mathbb{R}^n \to \mathbb{R}^n \) of the function \( g \equiv Vf \) on the entire Euclidean space \( \mathbb{R}^n \) such that \( G \equiv Vf \) on the compact set \( \mathcal{K} \supset \{ x | f(x) \leq f(x_0) \} \) and \( G \) is globally Lipschitz continuous with a Lipschitz constant \( L \). Next suppose \( F: \mathbb{R}^n \to \mathbb{R} \) is the primitive of \( G \) given by the line integral \( F(x) = \int_{x_0}^x G(v) \, dv \) where \( x_0 \) is any smooth curve from \( x_0 \) to \( x \). Then taking directional derivative of \( F \) with respect to \( v \) we get \( \frac{\partial F}{\partial x}(x) = G(x) \) and so \( G(x) = Vf(x) \) for all \( x \in \mathbb{R}^n \). Now \( Vf \equiv G \equiv Vf \) on the compact set \( \mathcal{K} \) so \( F \equiv f + c \) on this set for any constant \( c \). Without loss of generality we can take \( c = 0 \) so that \( F \equiv f \) on the set \( \mathcal{K} \supset \{ x | f(x) \leq f(x_0) \} \).

Since \( G \) is \( L \) Lipschitz continuous and so is \( \nabla F \), we can write:

\[
F(x) - F(y) \geq \langle \nabla F(y), x - y \rangle - \frac{L}{2} \|x - y\|^2 \tag{341}
\]

\[
\Rightarrow F(x) + \frac{L + \epsilon}{2} \|x - y\|^2 \geq \langle \nabla F(y), x - y \rangle + \frac{\epsilon}{2} \|x - y\|^2. \tag{342}
\]

Next recall that since \( f \) is coercive and continuous it has a global minimum \([55]\) which will belong to the compact sublevel set \( \{ x | f(x) \leq f(x_0) \} \subset \mathcal{K} \). Since \( f(\cdot) \in \mathcal{G}^2 \), this global minimum, say \( x^* \), will be a critical point of \( f \) and therefore a critical point of \( F \) because \( F \equiv f \) on the set \( \{ x | f(x) \leq f(x_0) \} \subset \mathcal{K} \). Setting \( y = x^* \) in (342) we get the following for \( \epsilon > 0 \):

\[
F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \geq \|\nabla F(x^*), x - x^*\| + \frac{\epsilon}{2} \|x - x^*\|^2 \tag{343}
\]

\[
\Rightarrow F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \geq \|\nabla F(x^*), x - x^*\|^2 \geq \frac{\epsilon}{4} \|x - x^*\|^2 + \frac{\epsilon}{2} \|x^*\|^2 \geq \frac{\epsilon}{4} \|x - x^*\|^2. \tag{344}
\]

Since \( F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \) is coercive, \( \inf_{x \in \mathbb{R}^n} \left( F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \right) > -\infty \).

Next, consider the function \( \mathcal{F} : \mathbb{R}^n \to \mathbb{R} \) given by:

\[
\mathcal{F}(x) = F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 + (1 - \Phi_{\mathcal{K}}(x)) \left( f(x_0) - \inf_{x \in \mathbb{R}^n} \left( F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \right) \right) - \frac{L + \epsilon}{2} \|x - x^*\|^2 \tag{345}
\]

where \( \Phi_{\mathcal{K}} \) is a \( \mathcal{G} \) smooth bump function, where we choose the compact set \( \mathcal{K} \) to satisfy the condition \( \mathcal{K} \supset \{ x | f(x) \leq f(x_0) \} + \mathcal{B}_\epsilon(0) \) and we have \( 0 \leq \Phi_{\mathcal{K}} \leq 1 \), \( \Phi_{\mathcal{K}} \equiv 1 \) on the open set \( \{ x | f(x) \leq f(x_0) \} + \mathcal{B}_\epsilon(0) \) and \( \Phi_{\mathcal{K}} \equiv 0 \) on \( \mathbb{R}^n \\setminus \mathcal{K} \). Such a smooth bump function exists by Proposition 2.25 in [56]. Clearly \( \mathcal{F} = f \) on the compact set \( \{ x | f(x) \leq f(x_0) \} \) and \( \mathcal{F}(x) = F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 + f(x_0) - \inf_{x \in \mathbb{R}^n} \left( F(x) + \frac{L + \epsilon}{2} \|x - x^*\|^2 \right) \) for \( x \in \mathbb{R}^n \\setminus \mathcal{K} \) and so

\[345\]Here the operator + defines the Minkowski sum operation between sets. The openness of the set \( \{ x | f(x) \leq f(x_0) \} + \mathcal{B}_\epsilon(0) \) follows from the fact that for two sets \( A,B \) their Minkowski sum \( A + B \) is open even if only one of the sets (say, \( B \)) is open [57].
The CCRGD algorithm converges to a local minimum in this compact set from the initialization $x_0$ and step size $\alpha = \frac{1}{L}$ for all $k \geq 0$ by Lemmas 8 and 10. Therefore $x_k \in \{ x \in X : f(x) \leq f(x_0) \}$ for all $k$, and $x_k$ will converge to a local minimum in this compact set from Theorem 5 with a convergence rate given by Theorem 7. In particular, since the sequence $\{ x_k \}$ stays within the compact set $\{ x \in X : f(x) \leq f(x_0) \}$ and $\Phi f$ is on this set, the CCRGD algorithm converges to the global minimum.

This completes the proof.
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