SYSTEMATIC STUDY OF COLOR SPACES AND COMPONENTS FOR THE SEGMENTATION OF SKY/CLOUD IMAGES
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ABSTRACT
Sky/cloud imaging using ground-based Whole Sky Imagers (WSI) is a cost-effective means to understanding cloud cover and weather patterns. The accurate segmentation of clouds in these images is a challenging task, as clouds do not possess any clear structure. Several algorithms using different color models have been proposed in the literature. This paper presents a systematic approach for the selection of color spaces and components for optimal segmentation of sky/cloud images. Using mainly principal component analysis (PCA) and fuzzy clustering for evaluation, we identify the most suitable color components for this task.
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1. INTRODUCTION
Cloud analysis plays an important role in weather prediction, climate modeling, solar irradiation measurement for renewable energy generation, and analysis of signal attenuation in satellite and other space-to-ground communications [1]. The conventional manner of performing such cloud analysis via geo-stationary satellite images does not provide sufficient resolution for some of these applications. Ground-based Whole Sky Imagers (WSIs) can provide higher spatial and temporal resolution for highly-localized cloud analysis, and several types have been developed [2–5].

The detection of clouds from sky images is challenging as clouds do not possess any definite structure, contour, shape, or size. As a result, color has been used as the predominant feature for sky/cloud segmentation. Numerous techniques based on different color models and spectral wavelengths have been proposed in the literature to solve this problem. However, the selection of color models and channels in the existing algorithms seem ad-hoc in manner, without systematic analysis or comparison. This paper aims to address this issue by providing a structured review and evaluation of color models for the segmentation of sky/cloud images. For this purpose, we make use of color distribution characteristics, principal component analysis (PCA), and clustering methods. For our evaluation, we use the HYTA image database [6], which contains 32 sky/cloud images with segmentation ground truth. Our comprehensive analysis is able to clearly identify the most suitable color models and components for the analysis of cloud/sky images.

The paper is structured as follows. Section 2 describes our approach, including the color models, techniques, tools, and database used for the subsequent evaluation. Section 3 presents the results of the quantitative performance comparison. Section 4 concludes the paper.

2. APPROACH & TOOLS
2.1. Color Models
In the literature, several techniques based on different color models have been proposed for sky/cloud segmentation. Long et al. [4] use the ratio of red and blue channels \((R/B)\) to detect clouds using appropriate threshold values. Calbó and Sabburg [7] use the same \((R/B)\) ratio to derive statistical features (mean, standard deviation, entropy etc.) of the clouds and subsequently classify the sky/cloud images into different cloud types. Heinle et al. [8] utilize a k-nearest-neighbor classifier using the difference of red and blue channels \((R−B)\) to classify cloud types. Souza-Echer et al. [3] choose saturation for the estimation of cloud coverage. Mantelli-Neto et al. [9] classify clouds by exploiting the locus of pixels in the RGB color model. Most recently, Li et al. use a normalized difference of blue and red channels \((\frac{B-R}{B+R})\) [6] for cloud detection.

The choices of color models employed in existing papers are based on empirical observations about the color distributions of cloud and sky pixels. However, there exists no systematic analysis to determine the most suitable color channel(s) for this purpose. The purpose of this paper is to present a unified approach in the analysis of sky/cloud images using different color channels and to identify the color channels with the best results.
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We consider the following color spaces and components for analysis (see Table 1): RGB, HSV, YIQ, CIE L*a*b*, three forms of red-blue combinations (R/B, R − B, B − R), and chroma C = max(R, G, B) − min(R, G, B). In addition to the color channels c_1−9 and c_13−16 used in the existing literature, we also include c_10−12 and c_16, as separating chromatic and achromatic information may prove beneficial for sky/cloud image segmentation.

### 2.2. Color Distribution

Since we are essentially trying to distinguish between two classes of pixels (sky and clouds), a color model with a bimodal distribution can facilitate this task. Color components with a high degree of bimodality are not only good candidates for determining the number of clusters in a sample image, but can also be used to decide whether or not the sample image requires segmentation in the first place. Pearson’s Bimodality Index (PBI) is a popular statistic to evaluate the bimodal behavior quantitatively [10]. It is defined as:

\[
PBI = b_2 - b_1,
\]

where \(b_2\) is the kurtosis and \(b_1\) is the square of skewness. A PBI value close to 1 indicates highly bimodal distributions.

### 2.3. Principal Component Analysis

We use the Principal Component Analysis (PCA) to (a) check the correlation and similarity between different color components, and (b) determine those color components that capture the greatest variance.

The PCA is computed as follows. Let us assume a sample image \(X_i\) of dimension \(m \times n\) pixels from a set of \(N\) images (\(i = 1, ..., N\)). Each color channel of the sample image is reshaped into a straight vector \(e_j\) of dimensions \(mn \times 1\). These column vectors are stacked alongside each other to form a matrix \(\tilde{X}_i\) of dimensions \(mn \times 16\):

\[
\tilde{X}_i = [e_1, e_2, ..., e_j, ..., e_{16}]; j = 1, ..., 16
\]

The ranges of these 16 color channels are different and need to be normalized so that no color channel is under- or over-represented in the PCA analysis. Each of the 16 color channels is normalized using its mean and standard deviation across all the images in the dataset, thereby generating the new image representation \(\tilde{X}_i\) with zero mean and unit variance:

\[
\tilde{X}_i = \left[ \frac{e_1 - \bar{e}_1}{\sigma_{e_1}}, \frac{e_2 - \bar{e}_2}{\sigma_{e_2}}, ..., \frac{e_j - \bar{e}_j}{\sigma_{e_j}}, ..., \frac{e_{16} - \bar{e}_{16}}{\sigma_{e_{16}}} \right]
\]

Subsequently the covariance matrix \(M_i\) is computed for each of the \(\tilde{X}_i\). Let the eigenvector \(e_{ij}\) and eigenvalue \(\lambda_{ij}\) (\(j = 1, ..., 16\)) be obtained from the eigenvalue decomposition of the matrix \(M_i\). For the \(i^{th}\) image, the eigenvectors \(e_{ij}\) corresponding to the largest eigenvalues \(\lambda_{ij}\) encompass an orthonormal vector subspace. The eigenvectors and eigenvalues are calculated to project the multi-dimensional vector space into lower dimensions and to reveal the underlying relationship amongst them.

### 2.4. Clustering

For clustering the sky/cloud images, we employ the fuzzy c-means algorithm [11, 12] to assign probabilities of cloud detection to the set of pixels of the input image. The algorithm for the effective segmentation of clouds from the sky/cloud images employs the minimization of the following objective function:

\[
J = \sum_{r=1}^{2} \sum_{s=1}^{mn} p_r(x_s)^2 d(x_s, v_r),
\]

where \(\tau\) is called the fuzziness index, which controls the degree of fuzziness during the clustering process; we set \(\tau = 2\). \(d(x_s, v_r)\) denotes the 2D Euclidean norm between the input vector \(x_s\) and the cluster centers \(v_r\). Both \(v_1\) and \(v_2\) are vectors of dimension \(k\), where \(k\) can take any positive integer number.

### 3. EVALUATION & RESULTS

#### 3.1. Sky/Cloud Image Database

To our knowledge, the only currently available database for sky/cloud images with segmentation ground truth is the HYTA database [6]. It consists of 32 distinct images of various sky/cloud conditions. Fig. 1 shows a few sample images of the HYTA database along with their corresponding binary ground truth.

![Fig. 1: Sample images (top row) along with corresponding sky/cloud segmentation ground truth (bottom row) from the HYTA database.](image-url)
3.2. Distribution Bimodality

The segmentation of input image into two classes (sky and clouds) becomes easier for those color channels which exhibit higher bimodality. The bimodal behavior of a color channel for the concatenated distribution is measured using Pearson’s Bimodality Index (PBI) as described in Section 2.2. The results are summarized in Table 2. Out of the 16 color channels, \(c_5\) (S), \(c_1\) (R), and \(c_{13}\) (R/B) have the lowest PBI and thus exhibit the most bimodal distributions, indicating that the segmentation of images into two distinct classes should work well in these color channels.

Table 2: PBI values for all color channels. The most bimodal channels are highlighted in bold.

| Color Channel | PBI Value |
|---------------|-----------|
| \(c_1\)       | 2.24      |
| \(c_2\)       | 2.83      |
| \(c_3\)       | 3.25      |
| \(c_5\)       | 1.94      |
| \(c_6\)       | 3.11      |
| \(c_7\)       | 2.71      |
| \(c_8\)       | 3.98      |
| \(c_9\)       | 5.96      |
| \(c_{10}\)    | 8.85      |
| \(c_{11}\)    | 4.59      |
| \(c_{12}\)    | 2.92      |
| \(c_{13}\)    | 2.86      |
| \(c_{14}\)    | 4.43      |
| \(c_{15}\)    | 4.27      |
| \(c_{16}\)    | 5.96      |

3.3. PCA

The distribution of the amount of variance captured by the principal components is shown in Fig. 2. The combination of first and second principal components capture a large majority (95.4%) of variance in the input data across the individual images, and over 90% for the entire database.

In order to find the most significant vector for the detection of clouds, the contributing effect of the individual variables on the primary principal component axis is analyzed. Every color channel has different loading factors on the most important principal component axis, and consequently each of them has a different contribution to the common variance captured in the corresponding data matrix \(X\). These individual loading factors are essentially the projections of the input vectors (color channels) on the principal components. The significant color channels in terms of relative contribution to the first principal component axis are \(c_{13}\) (R/B), \(c_{15}\) (R−B), and \(c_5\) (S).

Extending our analysis to finding the most significant pair of color channels, we need to understand a pair’s cumulative contribution to the common variance. The sum of the squares of the corresponding loading factors for different color channels in the concatenated distribution represents the cumulative common variance captured by the pair. The pairs that have the highest cumulative loading on the first principal component are \(c_{13}c_{15}\), \(c_5c_{13}\), and \(c_5c_{15}\).

Another aspect to consider is the orthogonality between the individual color channels. For this purpose, we compute the triangular area enclosed by two given input vectors (color channels) projected on the plane spanned by the first and second principal components. There are \(\binom{16}{2} = 120\) combinations of two color channels. The triangular area for all unique cases is shown in Fig. 3, where the brightness of each square represents the area captured by the corresponding pair. As expected, certain color channel pairs (the dark patches) are highly correlated, for example the green channel (\(c_2\)) with most luma channels (\(c_7, c_{10}\)), the various R-B combinations (\(c_{13-15}\)) with one another, and so on.

Fig. 2: Distribution of the variance across the principal components for all images of the HYTA database. The separate bar on the right shows the variance distribution for the concatenation of all images of the entire database.

Fig. 3: Distribution of area \(AOB\) for all input vector pairs, where \(OA\) and \(OB\) are two color channels. The brightness of each square represents the area captured by the corresponding pair.
3.4. Clustering

In order to verify the efficacy of specific color channels in the detection of cloud pixels, 1D and 2D clustering results are presented across all 16 color channels for all the images of HYTA and evaluated using precision, recall, and F-score. Since the ground truth provided by the HYTA database are binary images consisting of two classes, namely sky and cloud, we convert the probabilistic distribution of cloud pixels $p_r(\mathbf{x}_r)$ (cf. Section 2.4) to a binary image by thresholding, i.e. a pixel having a probability of cloud $> 50\%$ is assigned to a cloud pixel and others to sky pixels.

There are 16 color channels for 1D clustering. In a similar manner, there are $\binom{16}{2}$ unique color channel combinations for 2D-clustering. Their performance is illustrated in Fig. 4 in an upper-triangular grid, where the intensity of a particular grid denotes the F-score of that particular color channel pair; the diagonal elements represent the F-scores of the corresponding 1D color channels. The most promising color channels for 1D-clustering are $c_{13} (R/B)$, $c_{15} (\frac{R-B}{R+B})$, and $c_6 (S)$ with high precision, recall, and F-scores. For 2D, the best combinations include $c_{5-8}, c_8-c_{13}$, and $c_8-c_{15} (c_8$ representing essentially another variety of red-blue difference), with several other close contenders.

![Fig. 4: F-Scores for all unique cases of 1D (along the diagonal) and 2D clustering, represented on a brightness scale. The highest F-Scores for 1D (dotted frames) and 2D cases (bold frames) are indicated numerically.](image)

3.5. Discussion

The clustering results as illustrated in Section 3.4 confirm the efficacy of the color channels determined earlier in Section 3.3. Color channels $c_8(S)$, $c_1 (R)$, and $c_{13} (R/B)$, which exhibit a highly bimodal behavior, are relatively good indicators of clustering performance. We also found the loading factors of the first eigenvector (i.e. the re-projection of the data points on the first principal component) to be a reasonable guide for the choice of good color models; the goodness of fit between loading factors and corresponding F-scores from clustering is high ($R^2=0.62$).

The pairs $c_{13}-c_{15}, c_5-c_{13}$ and $c_5-c_{15}$ that came out on top in Section 3.3 also rank highly in terms of 2D-clustering performance. However, there is hardly any performance gain from using two color components rather than just one.

As a final comparison, the precision, recall, and F-scores of the best color channels are plotted in Fig. 5 against the output of a recently proposed cloud detection algorithm [6]. The data show that a basic 1D clustering method on the most suitable color components and without any tuning or adaptation can achieve a performance that is on par with a much more complex state-of-the-art sky/cloud segmentation method.

![Fig. 5: Precision, recall and F-scores for 1D and 2D clustering compared with a state-of-the-art cloud/sky segmentation algorithm [6].](image)

4. CONCLUSIONS

We presented a systematic analysis of color channels for the detection of clouds from sky/cloud images using distribution bimodality, PCA, and clustering. Experimental evaluation with a cloud segmentation database yields consistent results across analysis methods. Clustering results obtained using the best 1D color channels or 2D color channel pairs (including red-blue combinations $R/B$ and $\frac{R-B}{R+B}$, saturation $S$, or in-phase component $I$) are on par with the performance of a current state-of-the-art cloud detection algorithm in terms of precision, recall, and F-scores. Future work will involve the additional use of texture and other features to classify clouds into different genera as identified by World Meteorological Organization.
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